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ABSTRACT. This paper is concerned with the asymptotics of resonances in the semiclassical limit $h \to 0^+$ for $2 \times 2$ matrix Schrödinger operators in one dimension. We study the case where the two underlying classical Hamiltonian trajectories cross tangentially in the phase space. In the setting that one of the classical trajectories is a simple closed curve whereas the other one is non-trapping, we show that the imaginary part of the resonances is of order $h^{(m_0+3)/(m_0+1)}$, where $m_0$ is the maximal contact order of the crossings. This principal order comes from the subprincipal terms of the transfer matrix at crossing points which describe the propagation of microlocal solutions from one trajectory to the other. In addition, we compute explicitly the leading coefficient of the resonance widths in terms of the probability amplitudes associated with all the generalized classical trajectories escaping to infinity from the closed trajectory.

1. Introduction

In this work, we are interested in the asymptotic distribution of quantum resonances in the semiclassical limit for matrix Schrödinger operators, especially in the effect of crossings of the underlying classical trajectories. We study the one-dimensional model of Schrödinger systems arising in the context of the Born-Oppenheimer approximation of diatomic molecular Hamiltonians:

\begin{equation}
P = P(h) := \left( \begin{array}{cc}
P_1 & hU \\
hU^* & P_2
\end{array} \right).
\end{equation}

The diagonal part consists of scalar Schrödinger operators

\[ P_j = P_j(h) := (hD_x)^2 + V_j(x) \quad (j = 1, 2), \quad D_x := -i \frac{d}{dx}, \]

with smooth real-valued potentials $V_1$ and $V_2$ on $\mathbb{R}$, and the anti-diagonal part describing the interaction between $P_1$ and $P_2$ consists of $(h$ times) a first order semiclassical differential operator $U$ and its adjoint $U^*$ with smooth real-valued coefficients on $\mathbb{R}$. We consider the situation where, at an energy-level $E_0$, the classical trajectories of $p_1$ are trapping while the ones of $p_2$ are non-trapping. Here $p_j(x, \xi) := \xi^2 + V_j(x)$ is the classical Hamiltonian associated with $P_j$ ($j = 1, 2$), and its classical trajectories are the integral curves of the corresponding Hamiltonian vector field $H_{p_j} = \partial_\xi p_j \partial_x - \partial_x p_j \partial_\xi$. In our one-dimensional framework, the classical trajectories of $p_j$ coincide with the characteristic set $\Gamma_j(E_0) := p_j^{-1}(E_0)$. The interaction between $P_1$ and $P_2$ may shift the real eigenvalues near $E_0$ of $P_1$ to the lower half complex plane as resonances of $P$ (Fermi’s golden rule). The semiclassical asymptotics of the imaginary parts (widths) of the resonances has been studied in this setting in [17, 18, 3, 1]...
and [8, 9, 10]. Under a simple well condition on \( P_1 \), the first-mentioned series of works studied the exponential decay rate in crossing free cases while the second one gave polynomial asymptotics in the presence of crossings.

The aim of this paper is to generalize [10]. In that paper, a simplest model where the classical trajectories of \( p_1 \) and \( p_2 \) cross transversally in the phase space \( T^* \mathbb{R} = \mathbb{R}_x \times \mathbb{R}_\xi \) is considered. The asymptotic of the resonance widths is explicitly computed at the principal level. In particular, its polynomial power in \( h \) is 2, which is determined only by the transversality of the crossings. In the present paper, we relax the transversality condition on crossings, and give a precise asymptotics of the resonance widths for degenerate crossings. In this case, we prove that the polynomial power of the principal asymptotics of the resonance width is \((m + 3)/(m + 1)\) (Theorem 1), where \( m \) stands for the contact order \((2.4)\) of the crossings (including the transversal case \( m = 1 \)). The number of crossing points is allowed to be finitely many. In that case, \( m \) should be the maximum contact order among them.

The power \((m + 3)/(m + 1)\) is determined by the microlocal transfer matrix at each crossing point. The transfer matrix is a \( 2 \times 2 \) matrix describing the microlocal outgoing data in terms of the incoming data, and we show in Theorem 3 that it is approximated by \( I_2 + h^{1/(m+1)} T_{\text{sub}} \) with an anti-diagonal matrix \( T_{\text{sub}} \). In the transversal case, this asymptotic formula was computed in [10] for matrix Schrödinger operators and generalized in [2] for general pseudodifferential systems by applying the normal form reduction due to Helffer-Sjöstrand [11] (see also [20, 5]). In our degenerate case, such a reduction is not valid and we develop a new approach which brings the study of microlocal solutions to the system near a given crossing point \( \rho = (\rho_x, \rho_\xi) \in \Gamma_1 \cap \Gamma_2 \) to that of exact local solutions near \( \rho_x \) constructed by the method established in [8]. Microlocally near each classical trajectory, incoming to or outgoing from a crossing point, we compute the asymptotic behavior of these solutions. The principal term of the anti-diagonal entries is expressed as the inner product of the WKB solutions to \( P_1 \) and \( P_2 \), and its asymptotic expansion is computed by the stationary phase method. The critical points of this integral are the crossing points, and the degeneracy of the critical point coincides with the contact order of the crossing point. From this, we obtain the exponent \( 1/(m + 1) \) of the anti-diagonal entries. Here we only consider the generic case, where the energy level is different from the crossing level. Otherwise, a crossing point is also a turning point, and the WKB approximation is not valid there. In such a case the analysis would be different.

A Bohr-Sommerfeld type “microlocal quantization condition” for resonances is given using the above microlocal transfer matrices. Resonances will be approximated by energies for which the “monodromy matrix” has one as eigenvalue (we call them pseudo-resonances). This is an extension of the simple well problem to our system, where a non-trapping trajectory \( \Gamma_2 \) exists in addition to the closed curve \( \Gamma_1 \). The usual Bohr-Sommerfeld quantization condition for the scalar operator \( P_1 \) is the condition that the multiplication factor \(-\exp(2iA(E)/h)\) after a continuation along \( \Gamma_1 \) of a microlocal solution equals one, where \( 2A(E) \) is the action of \( \Gamma_1 \). We justify this approximation by pseudo-resonances in the following way. The non-existence of resonance outside an \( O(h^\infty) \)-neighborhood of the pseudo-resonances is proved by applying the argument in [4]. The one-to-one correspondence between the pseudo-resonances and the resonances is shown using the Kato-Rellich theorem. This microlocal method enables us to consider not only a simple model but also general cases with finitely many crossings.

To obtain the principal term of the widths of pseudo-resonances, one needs to compute the asymptotic expansion of the microlocal transfer matrix up to \( O(h^{2/(m+1)}) \). Instead, we
employ the following additional argument. The width of a resonance can be expressed as \( h \) times the square of the amplitude of the corresponding suitably normalized resonant state near infinity. The asymptotic behavior of the resonant state coincide with that of the microlocal WKB asymptotics on the outgoing trajectories tending to infinity. We will see in Lemma 4.12 that, for each outgoing trajectory tending to infinity, this microlocal behavior is given as the sum of “probability amplitude” over all “paths” from \( \Gamma_1 \) to the trajectory. Here, paths are defined by crossing points and classical trajectories as in the graph theory (see Section 4). The probability amplitude associated with a path is defined in Definition 4.1 in terms of the actions of the classical trajectories and entries of the microlocal transfer matrices at the crossing points.

The paper is organized as follows. The next section is devoted to the precise assumptions and the statement of our main result. In section 3, we establish a microlocal connection formula at a crossing point in the phase space (Theorems 2 and 3). In the last section, we define the monodromy matrix and pseudo-resonances by applying the transfer matrix given in the previous section, and show the asymptotic distribution of resonances (Theorem 1) in relation with that of pseudo-resonances.

2. Assumptions and main result

2.1. Precise assumptions. Let \( p_j(x, \xi) := \xi^2 + V_j(x), (x, \xi) \in T^* \mathbb{R} \), be the classical Hamiltonian associated with \( P_j \), and let \( H_{p_j} := 2\xi \partial_x - V_j'(x) \partial_\xi \) be the corresponding Hamiltonian vector-field, \( j = 1, 2 \). For an energy \( E \in \mathbb{R} \), denote by \( \Gamma_j(E) \) the characteristic set associated with \( P_j \) given by

\[
\Gamma_j(E) := p_j^{-1}(E) = \{(x, \xi) \in T^* \mathbb{R}; p_j(x, \xi) = E\} \quad (j = 1, 2),
\]

and set

\[
\Gamma(E) := \Gamma_1(E) \cup \Gamma_2(E).
\]

Introduce the interaction operator

\[
U = U(x, hD_x) := r_0(x) + ir_1(x)hD_x.
\]

Throughout the paper, we assume the following condition.

**Assumption 1.** \( V_1, V_2, r_0 \) and \( r_1 \) are smooth real-valued functions on \( \mathbb{R} \). They can be extended to bounded holomorphic functions on an angular complex domain near infinity of the form

\[
\Sigma = \Sigma(\theta_0, R_0) := \{x \in \mathbb{C}; |\text{Im}x| < (\tan \theta_0)|\text{Re}x|, |\text{Re}x| > R_0\}
\]

for some constants \( 0 < \theta_0 < \pi/2 \) and \( R_0 > 0 \). Moreover, for each \( j = 1, 2, V_j \) admits limits \( V_j^\pm \) as \( \text{Re}x \to \pm \infty \) in \( \Sigma \).

In the sequel we fix a reference energy-level \( E_0 \in \mathbb{R} \) such that \( E_0 \neq V_j^\pm, j = 1, 2 \). For \( \delta_1, \delta_2 > 0 \) possibly \( h \)-dependent, one introduces the complex box

\[
(2.1) \quad \mathcal{R} = \mathcal{R}_{E_0}(\delta_1, \delta_2) := [E_0 - \delta_1, E_0 + \delta_1] + i[-\delta_2, \delta_2].
\]

Under Assumption 1, the operator \( P \) is self-adjoint in \( L^2(\mathbb{R}; \mathbb{C}^2) \) with domain \( H^2(\mathbb{R}; \mathbb{C}^2) \). One can define the resonances of \( P \) in \( \mathcal{R} \), for sufficiently small \( \delta_1 \) and \( \delta_2 \), e.g., as the values \( E \in \mathbb{C} \) such that the equation \( Pw = Ew \) has a non-trivial outgoing solution \( w \), that is, a non-identically vanishing solution such that for some \( \theta > 0 \) sufficiently small, the function \( x \mapsto w(\zeta_\theta(x)) \) is in \( L^2(\mathbb{R}; \mathbb{C}^2) \) (see e.g. [15]), where \( \zeta_\theta \in C^\infty(\mathbb{R}; \mathbb{C}) \) is such that \( \zeta_\theta(x) = x \).
for $|x| \leq R_0$ and $\zeta_\theta(x) = xe^{i\theta}$ for $|x| \geq 2R_0$. Equivalently, the resonances can be defined as the eigenvalues of a non-self adjoint operator $P_\theta$ obtained from $P$ by the method of analytic distortion (see Section 4). In particular, the imaginary part of each resonance is negative. We denote Res($P$) the set of resonances of $P$.

We now make some assumptions on the geometry of the characteristic set $\Gamma(E_0)$ and on the set of crossing points

$$\mathcal{V} = \mathcal{V}(E_0) := \Gamma_1(E_0) \cap \Gamma_2(E_0).$$

**Assumption 2.**

(i) There exist real numbers $a_0 < b_0$ such that

$$\frac{V_1(x) - E_0}{(x - a_0)(x - b_0)} > 0 \quad \forall x \in \mathbb{R}.$$

(ii) The classically allowed region $\{x \in \mathbb{R}; V_2(x) \leq E_0\}$ consists of unbounded intervals, and $V_2'(x) \neq 0$ for all $x \in \{x \in \mathbb{R}; V_2(x) = E_0\}$.

Assumption 2 (i) means that $V_1$ admits a simple well at $E_0$ and hence $\Gamma_1(E_0)$ is a simple closed curve symmetric with respect to the x-axis, while (ii) implies that $E_0$ is a non-trapping energy for $p_2$.

For $E$ near $E_0$, we define the action integral

$$A(E) := \int_{\Gamma_1(E)} \xi dx.$$  

This is a smooth function near $E_0$. Under Assumption 2 (i), it is well known that the spectrum of the scalar Schrödinger operator $P_1$ in a small neighborhood of $E_0$ consists of eigenvalues approximated by the roots of the Bohr-Sommerfeld quantization rule (see e.g., [16, 22])

$$\cos \left(\frac{A(E)}{2h}\right) = 0.$$  

For $\delta_1, h > 0$ small enough, we define an $h$-dependent discrete set $\mathfrak{B}_h \subset [E_0 - \delta_1, E_0 + \delta_1]$ by

$$\mathfrak{B}_h = \mathfrak{B}_h(\delta_1) := \{E \in [E_0 - \delta_1, E_0 + \delta_1]; E \text{ satisfies (2.2)}\}.$$

The distance of two successive points in $\mathfrak{B}_h$ is of order $O(h)$, more precisely, if $\delta_1 = O(h)$, then for any $E \in \mathfrak{B}_h$ one has

$$\text{dist}(\mathfrak{B}_h \setminus \{E\}, E) = \frac{2\pi h}{A'(E_0)} + O(h^2).$$

**Assumption 3.** The set of crossing points $\mathcal{V}$ is non-empty, and $\mathcal{V} \cap \{\xi = 0\} = \emptyset$. Moreover, the contact order of $\Gamma_1(E_0)$ and $\Gamma_2(E_0)$ at each crossing point $\rho \in \mathcal{V}$ defined by

$$m_\rho := \min \{m \in \mathbb{N}; H_{p_1}^m p_2(\rho) \neq 0\} = \min \{m \in \mathbb{N}; H_{p_2}^m p_1(\rho) \neq 0\}$$

is finite.

Notice that since $\Gamma_1(E_0)$ is compact, the number of crossing points is finite under the above assumption. The condition $\mathcal{V} \cap \{\xi = 0\} = \emptyset$ means the non-existence of a crossing-turning point. It is equivalent to $V_2(a_0) \neq E_0$ and $V_2(b_0) \neq E_0$. Since $\rho = (\rho_x, \rho_\xi) \in \mathcal{V}$ implies $\bar{\rho} := (\rho_x, -\rho_\xi) \in \mathcal{V}$, the crossing points appear in pairs. The contact order $m_\rho$ at a crossing point $\rho = (\rho_x, \rho_\xi) \in \mathcal{V}$ coincides with the contact order of the potentials $V_1$ and $V_2$ at $\rho_x$, more precisely one has

$$m_\rho = \min \{k \in \mathbb{N}; V_1^{(k)}(\rho_x) \neq V_2^{(k)}(\rho_x)\}.$$
In fact, for any \( m \in \mathbb{N} \) and \((x, \xi) \in \mathbb{R}^2\), one has
\[
H^m_{p_1p_2}(x, \xi) = 2^m (V_2^{(m)}(x) - V_1^{(m)}(x))\xi^m + \sum_{k=0}^{m-1} \alpha_{k,m}(x)\xi^k,
\]
with \( \alpha_{k,m} \) of the form \( \alpha_{k,m}(x) = \sum_{j=0}^{m-1} (V_2^{(j)}(x) - V_1^{(j)}(x))\beta_{j,k,m}(x) \), where \( \beta_{j,k,m} \) are smooth functions on \( \mathbb{R} \).

2.2. Main result. In the following, we use the same letter \( U \) for the principal symbol of the operator \( U \), that is, \( U(x, \xi) := r_0(x) + ir_1(x)\xi, (x, \xi) \in T^*\mathbb{R} \). Set
\[
m_0 := \max \{ m_\rho; \rho \in \mathcal{V} \}.
\]
Our main result is the following.

**Theorem 1.** Let Assumptions 1, 2 and 3 hold, and let \( \mathcal{B}_h \) and \( \mathcal{R} \) be given by (2.3) and (2.1) with \( \delta_1 = \delta_2 = Lh \) for an arbitrarily fixed \( L > 0 \). Then there exist a bijective map
\[
z_h : \mathcal{B}_h \to \text{Res}(P) \cap \mathcal{R}
\]
and a non-negative smooth function \( D(E) = D(E; h) \) of \( E \) near \( E_0 \) uniformly bounded with respect to \( h > 0 \) small enough (given explicitly by (4.29)) such that for any \( E \in \mathcal{B}_h \) one has
\[
|z_h(E) - E| = \mathcal{O}(h^{m_0+\frac{3}{4}}),
\]
(2.6)
\[
\text{Im } z_h(E) = -D(E)h^{\frac{m_0+3}{4}} + \mathcal{O}(h^{\frac{m_0+3}{4}+\kappa}),
\]
(2.7)
uniformly as \( h \to 0^+ \), where \( \kappa = \min \{ 1/3, 1/(m_0 + 1) \} \).

The leading coefficient \( D(E) \) in the asymptotics (2.7) may vanish at some energies \( E \in \mathcal{B}_h \) for each small \( h \). This means that, in such a case, there exist resonances closer to the real axis than those with imaginary part of order \( h^{(m_0+3)/(m_0+1)} \). This phenomenon of double lines of resonances occurs due to the existence of a directed cycle of the characteristic set \( \Gamma(E_0) \) created by crossings. We illustrate this in the next paragraph on a simple model. We conclude this section with the definition of directed cycle.

**Definition 2.1.** We call a curve \( \gamma : [0, T] \to \Gamma \) a generalized classical trajectory if it is parametrized by the time variable of Hamiltonian flow on each \( \Gamma_j \) \((j = 1, 2)\). In particular, we call it directed cycle if it is a simple closed curve.

In other words, a generalized classical trajectory is a usual classical trajectory of \( p_1 \) on \( \Gamma_1 \setminus \Gamma_2 \) and of \( p_2 \) on \( \Gamma_2 \setminus \Gamma_1 \), but it is allowed to change from one to the other at a crossing point. One may find an analogous terminology in [21]. In [13], one of the authors showed that a directed cycle made by two non-trapping classical trajectories creates resonances with width of order \( h \log(1/h) \).

2.3. Example. We restate the above result with the explicit value of \( D(E) \) for a simplest model including the one studied in [10] which corresponds to the case \( m_0 = 1 \).

Suppose that the set \( \{ V_1 = V_2 \leq E_0 \} \) consists of only one point. Without loss of generality we assume that
\[
E_0 > 0, \quad \{ x \in \mathbb{R}; V_1(x) = V_2(x) \leq E_0 \} = \{ 0 \} \quad \text{and} \quad V_1(0) = V_2(0) = 0.
\]
Suppose moreover that $V_1$ satisfies the simple well condition given by Assumption 2 (i) with $a_0 < 0 < b_0$, and there exists $c_0 \in \mathbb{R}$ such that (see Fig. 1)

$$\frac{V_2(x) - E_0}{x - c_0} > 0, \quad \forall x \in \mathbb{R}.$$ 

Under these conditions, the set of crossing points $\mathcal{V}$ in the phase space consists of two points $\rho_{\pm} = (0, \pm \sqrt{E_0})$, and there exists a unique directed cycle $\gamma \subset \Gamma(E_0)$ other than $\Gamma_1(E_0)$. The associated action integral defined by

$$S_\gamma(E) := \int_\gamma \xi dx,$$

can be explicitly written as

$$(2.8) \quad S_\gamma(E) = 2 \int_{a(E)}^{c(E)} \sqrt{E - V_1(x)} \, dx + 2 \int_0^{c(E)} \sqrt{E - V_2(x)} \, dx,$$

where $a(E)$ denotes the unique solution to $V_1(x) = E$ near $a_0$ and $c(E)$ denotes the unique solution to $V_2(x) = E$ near $c_0$ (in particular, $a(E_0) = a_0$ and $c(E_0) = c_0$). Finally assume that

$$m_0 := \min\{k \in \mathbb{N}; V_1^{(k)}(0) \neq V_2^{(k)}(0)\} < \infty,$$

and set $v_0 := |V_2^{(m_0)}(0) - V_1^{(m_0)}(0)|$.

Then, with the notations of Theorem 1, the leading coefficient of the width of the resonances of $P$ is given by

$$\mathcal{D}(E) = \frac{2E^{-m_0 - 1}}{A'(E)} \left[ \text{Im} \left( \eta_{m_0} U_+(\rho_+) e^{iS_\gamma(E)/2h} \right) \right]^2,$$
where \( \eta_{m_0} \neq 0 \) is given by
\[
\eta_{m_0} = \begin{cases} 
\exp \left( i \frac{\pi}{2(m_0 + 1)} \right) \Gamma \left( \frac{m_0 + 2}{m_0 + 1} \right) \left( \frac{2(m_0 + 1)!}{v_0} \right)^{\frac{1}{m_0 + 1}} & \text{if } m_0 \text{ is odd,} \\
\cos \left( \frac{\pi}{2(m_0 + 1)} \right) \Gamma \left( \frac{m_0 + 2}{m_0 + 1} \right) \left( \frac{2(m_0 + 1)!}{v_0} \right)^{\frac{1}{m_0 + 1}} & \text{if } m_0 \text{ is even.}
\end{cases}
\]

Here \( \Gamma \) is the usual gamma function defined by
\[
\Gamma(z) := \int_0^{+\infty} t^{z-1} e^{-t} dt, \quad \text{Re} \; z > 0.
\]

Notice that even when \( U(\rho_+) \neq 0 \), the coefficient \( D(E) \) vanishes on a discrete subset determined by the action \( S_\gamma(E) \) associated to the directed cycle \( \gamma \). This set is given by the energies \( E \) such that
\[
\begin{cases} 
h^{-1} S_\gamma(E) - \pi + 2 \tan^{-1} \left( \frac{r_0(0)}{r_1(0)\sqrt{E_0}} \right) + \frac{\pi}{(m_0 + 1)} & \text{if } m_0 \text{ is odd,} \\
h^{-1} S_\gamma(E) - \pi + 2 \tan^{-1} \left( \frac{r_0(0)}{r_1(0)\sqrt{E_0}} \right) & \text{if } m_0 \text{ is even,}
\end{cases}
\]

belongs to \( 2\pi \mathbb{Z} \). We here set \( \tan^{-1} \left( \frac{r_0(0)}{r_1(0)\sqrt{E_0}} \right) = \frac{\pi}{2} \) when \( r_1(0) = 0 \).

3. Microlocal connection at a crossing point

3.1. Definition and asymptotics for the microlocal transfer matrix. We recall briefly some basic notions of semiclassical and microlocal analysis, referring to the textbooks [6, 17, 23] for more details. For \( N \in \mathbb{N} \) and \( m \in \mathbb{R} \), we introduce the class \( S^m_N \) of matrix-valued symbols
\[
S^m_N := \left\{ a \in C^\infty(\mathbb{R}^2; \mathbb{C}^{N \times N}) ; \| \partial^k_x \partial^l_\xi a(x, \xi) \|_{N \times N} \leq C_{k,l}(1 + \xi^2)^{m/2}, \forall k, l \in \mathbb{N} \right\}.
\]

For a symbol \( a \in S^m_N \), the corresponding \( h \)-pseudodifferential operator, denoted \( a^w(x, hD_x) \), is defined as an unbounded operator in \( L^2(\mathbb{R}; \mathbb{C}^N) \) via the \( h \)-Weyl quantization
\[
a^w(x, hD_x)u(x) := \frac{1}{2\pi h} \int_{\mathbb{R}^2} e^{i(x - y)\xi/h} a \left( \frac{x + y}{2}, \xi \right) u(y) dy d\xi.
\]

This is a bounded operator in \( L^2(\mathbb{R}; \mathbb{C}^N) \) if \( m \leq 0 \) according to the Calderón-Vaillancourt Theorem, see e.g. [6, Theorem 7.11].

Let \( (x_0, \xi_0) \in \mathbb{R}^2 \) and \( f = f(x; h) \in L^2(\mathbb{R}; \mathbb{C}^N) \) with \( \| f \|_{L^2} \leq 1 \). We say that \( f \) is microlocally 0 near \( (x_0, \xi_0) \) and we write
\[
f(x; h) \equiv 0 \quad \text{near} \quad (x_0, \xi_0),
\]
if there exists a symbol \( \chi = \chi(x, \xi) \in S^0_N \) with \( \text{det} \; \chi(x_0, \xi_0) \neq 0 \) such that
\[
\| \chi^w(x, hD_x) f \|_{L^2(\mathbb{R})} = O(h^\infty).
\]

We also say that \( f \) is microlocally 0 near a set \( \Omega \subset \mathbb{R}^2 \) if it is microlocally 0 near each point of \( \Omega \). We define \( \text{WF}_h(f) \), the semiclassical wave front set of \( f \), as the set of all points of \( \mathbb{R}^2 \) where \( f \) is not microlocally 0. The following results for scalar pseudo-differential operators are well-known (see e.g. [23, Theorem 12.5]). Let \( a \in S^0_1 \). If \( f \) satisfies \( a^w(x, hD)f \equiv 0 \)
microlocally in \( U \), we have \( \text{WF}_h(f) \cap U \subset \{ a = 0 \} \). Moreover, if \( \partial a \neq 0 \) on \( \{ a = 0 \} \), the semiclassical wave front set \( \text{WF}_h(f) \) is invariant under the Hamiltonian flow of \( a \).

Throughout this section, we fix \( E_0 \in \mathbb{R} \) as in the previous section and consider \( E \) belonging to our reference box \( \mathcal{R} \) defined by \((2.1)\) with \( \delta_1 = \delta_2 = Lh \) for an arbitrarily fixed \( L > 0 \). We set \( \Gamma = \Gamma(E_0) := \Gamma_1(E_0) \cup \Gamma_2(E_0) \).

The following proposition is a simple consequence of a general fact that the equation \( a^u(x, hD_x)u = 0 \) for a matrix-valued symbol \( a(x, \xi) \in S^m_N \) reduces microlocally near \((x_0, \xi_0) \in \mathbb{R}^2\) to a scalar equation if 0 is a simple eigenvalue of \( a(x_0, \xi_0) \).

**Proposition 3.1.** The space of microlocal solutions to the system \((P - E)w = 0\) near each connected subset of \( \Gamma \setminus \mathcal{V} \) is one dimensional.

Microlocally near each point of \( \Gamma \setminus \mathcal{V} \), except at the turning points \( \Gamma \cap \{ \xi = 0 \} \), we have the following WKB microlocal solution to the system \((P - E)w = 0\) constructed in \([10, \text{Proposition 5.4}]\). Here and in what follows, \( \hat{\cdot} \) stands for the complement of \( \cdot \) in the set \( \{1, 2\} \).

**Proposition 3.2.** \([10, \text{Proposition 5.4}]\) Let \( j \in \{1, 2\} \). For any \( \rho_j = (x_j, \xi_j) \in \Gamma_j(E_0) \setminus \mathcal{V} \), \( \xi_j \neq 0 \), there exists a microlocal solution \( f_{\rho_j} \) to the equation

\[
(P - E)w \equiv 0 \quad \text{near } \rho_j,
\]

of the form

\[
f_{\rho_j}(x, h; x^*) = e^{(\text{sgn} \xi_j)\phi_j(x; x^*)/h}(\sigma_{j,1}(x, h) / \sigma_{j,2}(x, h)),
\]

where the phase function \( \phi_j \) normalized at some point \( x^* \) in the same connected component of the classically allowed region of \( P_j - E \) as \( x_j \) is given by

\[
\phi_j(x; x^*) := \int_{x^*}^{x} \sqrt{E_0 - V_j(y)} \, dy,
\]

and the symbols \( \sigma_{j,k}(x, h) \) are smooth functions of \( x \) with asymptotic expansion in powers of \( h \) of the form \( \sigma_{j,k}(x, h) \sim \sum_{l \geq 0} h^l \sigma_{j,k,l}(x) \) such that

\[
\sigma_{j,j,0}(x) = (E_0 - V_j(x))^{-1/4}, \quad \sigma_{j,j,0}(x) = 0 \quad \text{and} \quad \sigma_{j,j,l}(x_j) = 0 \quad \text{for all } l \geq 1.
\]

Now let \( \rho = (\rho_x, \rho_\xi) \in \mathcal{V} \) be a crossing point. Recall from Assumption 3 that \( \rho_\xi \neq 0 \). We study the behavior of microlocal solutions to \((P - E)w \equiv 0\) near an \( h \)-independent small neighborhood of \( \rho \). In this neighborhood, each \( \Gamma_j(E_0), \ j = 1, 2, \) has an incoming classical trajectory \( e^i_j \) and outgoing one \( e^o_j \) consisting of points \( \exp tH_{\rho_j}(\rho) \) with negative and positive small \( t \). We take a point \( \rho_j^o \) on \( e^o_j \) and a point \( \rho_j^i \) on \( e^i_j \).

Let \( f^*_j := f_{\rho_j^i}(x, h; \rho_x) \) be the WKB microlocal solution to the system near \( \rho_j^i \) given by the previous Proposition, normalized at \( x^* = \rho_x \). If \( w \in L^2(\mathbb{R}; \mathbb{C}^2) \) satisfies

\[
(P - E)w \equiv 0 \quad \text{near } \rho,
\]

then according to Proposition 3.1, there exist constants \( \alpha_j^* = \alpha_j^*(w, E, h) \) \( (j = 1, 2, \bullet = i, o) \) such that

\[
w \equiv \alpha_j^* f^*_j \quad \text{near } \rho_j^*.
\]
Let \( m = m_\rho \) be the contact order at \( \rho \) of \( \Gamma_1(E_0) \) and \( \Gamma_2(E_0) \) defined by (2.4), which is finite according to Assumption 3.

The following two theorems are the main results of this section. The first one ensures the well-definedness of the transfer matrix at the crossing point \( \rho \), and the second one gives the semiclassical asymptotics of this matrix.

**Theorem 2.** The space of microlocal solutions to the equation \((P - E)w \equiv 0\) near \( \rho \) is two dimensional. More precisely, there exists a matrix \( T_\rho = T_\rho(E, h; \rho^\flat_1, \rho^\flat_2, \rho^\sharp_1, \rho^\sharp_2) \) such that for any microlocal solution \( w \in L^2(\mathbb{R}; \mathbb{C}^2) \) near \( \rho \) with \( \|w\|_{L^2} \leq 1 \), one has

\[
\begin{pmatrix}
\alpha^\flat_1 \\
\alpha^\flat_2
\end{pmatrix} = T_\rho(E, h) \begin{pmatrix}
\alpha^\sharp_1 \\
\alpha^\sharp_2
\end{pmatrix}.
\]

**Theorem 3.** Let \( L > 0 \) be an \( h \)-independent constant. For \( E \) in \( R_{E_0}(Lh, Lh) \), one has

\[
T_\rho(E, h) = \text{Id}_2 + h^{\frac{1}{m+1}} T_{\text{sub}} + \mathcal{O}(h^{\frac{2}{m+1}}),
\]

uniformly with respect to \( h > 0 \) small enough, where \( \text{Id}_2 \) is the \( 2 \times 2 \) identity matrix and

\[
T_{\text{sub}} = -i \begin{pmatrix}
0 & \omega_\rho \\
\omega_\rho & 0
\end{pmatrix},
\]

where \( \omega_\rho \in \mathbb{C} \) is a constant independent of \( \rho \). Explicitly given by (3.40) (see also Remark 3.12).

The rest of this section is devoted to the proofs of these results.

### 3.2. Outline of the proof of the theorems.
We first remark that if \( \rho = (\rho_x, \rho_\xi) \) is a crossing point with \( \rho_\xi \neq 0 \), then \( \bar{\rho} = (\rho_x, -\rho_\xi) \) is also a crossing point.

Theorem 2 follows from the two propositions below. The first one brings the study of microlocal solutions near \( \rho = (\rho_x, \rho_\xi) \in \mathcal{V} \) to that of local exact solutions to the system \((P - E)w = 0\), and the second one shows that the space of exact solutions supported microlocally near the crossing point is two dimensional.

**Proposition 3.3.** Let \( I \) be a real interval containing \( \rho_x \) in its interior. For any microlocal solution \( w \in L^2(I; \mathbb{C}^2) \) to the system \((P - E)w = 0\) near \( \rho \) with \( \|w\|_{L^2(I)} \leq 1 \), there exists an exact solution \( \tilde{w} \) such that

\[
w \equiv \tilde{w} \quad \text{near} \quad \rho.
\]

**Proposition 3.4.** There exists a basis \((w^+_j, w^-_j)\) of exact solutions on \( I \) to \((P - E)w = 0\) such that

\[
\|w^+_j\|_{L^2(I)} = 1 \quad \text{and} \quad w^-_j \equiv 0 \quad \text{near} \quad \rho, \quad j = 1, 2.
\]

We prove these propositions in Section 3.4.

We briefly explain the scheme of the construction of these solutions due to [8]. In the following, we use the notations \( U_1 = U \) and \( U_2 = U^* \).

Fix a compact interval \( I \) containing \( \rho_x \). For each \( j = 1, 2 \), let \((u_j, \bar{u}_j)\) be a pair of two linearly independent solutions to the scalar homogeneous equation \((\bar{P}_j - E)u = 0\) on \( I \). We
define an integral operator \( K_j = K(\check{\dot{u}}_j, u_j, s_j, t_j) \) on \( C(I) \) depending on \( s_j, t_j \in I \) by

\[
K_j[f](x) := \frac{1}{h^2 W(\check{\dot{u}}_j, u_j)} \left( \check{\dot{u}}_j(x) \int_{s_j}^{x} u_j(y)f(y)dy - u_j(x) \int_{s_j}^{x} \check{\dot{u}}_j(y)f(y)dy \right).
\]

Here \( W(\check{\dot{u}}_j, u_j) = \det(\check{\dot{u}}_j, u_j) \) stands for the Wronskian of \( \check{\dot{u}}_j \) and \( u_j \).

If at least one of the infinite sums \( J_1 = J_1(K_1, K_2) \) or \( J_2 = J_2(K_1, K_2) \) defined by

\[
J_1(K_1, K_2) := \sum_{k \geq 0} (\tilde{K}_1 \tilde{K}_2)^k, \quad J_2(K_1, K_2) := \sum_{k \geq 0} (\tilde{K}_2 \tilde{K}_1)^k \quad \text{with} \quad \tilde{K}_j := -hK_j u_j
\]

converges in some suitable space, then for any solution \( v_1 \) to \((P_1 - E)v = 0\) or for any solution \( v_2 \) to \((P_2 - E)v = 0\), the vector-valued function \( w_1 \) or \( w_2 \) defined by

\[
w_1(K_1, K_2, v_1) := \left( \frac{J_1 v_1}{\tilde{K}_2 J_1 v_1} \right), \quad w_2(K_1, K_2, v_2) := \left( \frac{\tilde{K}_1 J_2 v_2}{J_2 v_2} \right),
\]

is an exact solution to the system \((P - E)v = 0\).

Suppose \( \rho_\xi > 0 \). This means that the incoming trajectories are on the left of the crossing point \( \rho \) and the outgoing ones on the right. We take \( u_j, \check{\dot{u}}_j, \check{\dot{u}}_j, j = 1, 2 \) as in Proposition 3.6 below, i.e. \( u_j \) and \( \check{\dot{u}}_j \) are WKB solutions to \((P_j - E)u = 0\) near \( \rho \) and \( \check{\rho} \) respectively. If we take \( s_j, t_j \) both on the left of \( \rho_x \), the exact solutions \( w^\sharp_1 = w_1(K_1, K_2, u_1) \), \( w^\sharp_2 = w_2(K_1, K_2, u_2) \) defined by (3.13) satisfies

\[
w^\sharp_1 \equiv \begin{cases} f^\sharp_1 + O(h) & \text{near } \rho^\sharp_1, \\ O(h) & \text{near } \rho^\sharp_2, \end{cases} \quad w^\sharp_2 \equiv \begin{cases} O(h) & \text{near } \rho^\sharp_1, \\ f^\sharp_2 + O(h) & \text{near } \rho^\sharp_2. \end{cases}
\]

The main work consists in the computation of the microlocal asymptotic behavior of these solutions on the outgoing trajectories:

\[
w^\flat_1 \equiv \begin{cases} t^\flat_1 f^\sharp_1 + O(h) & \text{near } \rho^\flat_1, \\ t^\flat_2 f^\sharp_2 + O(h) & \text{near } \rho^\flat_2, \end{cases} \quad w^\flat_2 \equiv \begin{cases} t^\flat_1 f^\sharp_2 + O(h) & \text{near } \rho^\flat_1, \\ t^\flat_2 f^\sharp_2 + O(h) & \text{near } \rho^\flat_2. \end{cases}
\]

Theorem 2 implies that the coefficients \( t^\flat_{j,k} \) give the transfer matrix modulo \( O(h) \): \( T^\flat = T^\sharp + O(h) \), \( T^\flat = (t^\flat_{j,k})_{1 \leq j,k \leq 2} \).

For the computation of (3.15) (as well as for the convergence of the infinite series \( J_1 \) and \( J_2 \)), we apply the following degenerate stationary phase estimate in one dimension (see for instance [14]) for the oscillatory integral

\[
\mathcal{I}(h) := \int_I \sigma(x) \exp \left( \frac{i}{h} \phi(x) \right) dx
\]

with a smooth real valued phase \( \phi(x) \) and a smooth symbol \( \sigma(x, h) \) uniformly bounded in \( h \) with its derivative. In the application, \( \phi \) will be in the form

\[
\phi = \pm \int_x^x \left( \sqrt{E - V_1(y)} \pm \sqrt{E - V_2(y)} \right) dy.
\]

The critical points of the phase function \( \phi \) exist only when the sign between the two square roots is \(-\), and, in that case, they are the crossing points of the potentials \( V_1 \) and \( V_2 \).
Lemma 3.5. Let $I \subset \mathbb{R}$ be an interval, and suppose that $\phi(x)$ and $\sigma(x, h)$ are smooth functions in a neighborhood of $I$. Suppose moreover that $\phi$ is real-valued, and $\sigma, \partial_x \sigma$ are bounded as $h \to 0^+$. 

1. If $\phi'(x)$ never vanishes in $I$, then we have $\mathcal{I}(h) = O(h)$.
2. If $x_0 \in \tilde{I}$ is the unique stationary point of $\phi$ in $\tilde{I}$, and if $\phi'(x_0) = \cdots = \phi^{(m)}(x_0) = 0$, $\phi^{(m+1)}(x_0) \neq 0$, then we have

$$\mathcal{I}(h) = \tilde{\omega} e^{\frac{i}{h} \phi(x_0)} h^{\frac{1}{m+1}} + O(h^{\frac{2}{m+1}}),$$

where

$$\tilde{\omega} = \mu_m \sigma(x_0) \left( \frac{(m+1)!}{|\phi^{(m+1)}(x_0)|} \right)^{-\frac{1}{m+1}} \Gamma \left( \frac{m+2}{m+1} \right),$$

$$\mu_m = \begin{cases} 
\frac{e^{\frac{\pi}{2(m+1)}} \text{sgn} \phi^{(m+1)}(x_0)}{\cos \left( \frac{\pi}{2(m+1)} \right)} & \text{when } m \text{ is odd,}
\frac{1}{\sqrt{2(m+1)}} & \text{when } m \text{ is even.}
\end{cases}$$

Here $\Gamma$ is the usual Gamma function defined by (2.10).

3.3. Asymptotics of the transfer matrix at a crossing point (Proof of Theorem 3).

In this paragraph, we suppose that Theorem 2 holds, that is, the transfer matrix $T_\rho$ is well defined, and we prove Theorem 3. The proof of Theorem 2 will be given in the next paragraph.

We assume without loss of generality that $\rho_x = 0$ and $V_1(0) = V_2(0) = 0$. Assumption 3 then implies $E_0 > 0$. Let $I$ be an $h$-independent small interval containing 0 inside such that 0 is the only zero of $V_1$ and $V_2$ in $I$. We restrict our study to the region $I \times \mathbb{R}_\xi$ and set $\Gamma^I = \Gamma^I(E_0) := \Gamma(E_0) \cap (I \times \mathbb{R}_\xi)$, $\Gamma^J(E_0) := \Gamma_j(E_0) \cap (I \times \mathbb{R}_\xi)$.

The two crossing points $\rho = (0, \sqrt{E_0})$ and $\check{\rho} = (0, -\sqrt{E_0})$ divide the characteristic set $\Gamma^I$ into eight curves (see Fig. 2): For $j = 1, 2$,

$$e^I_j := \Gamma^I_j \cap \{ x > 0, \xi > 0 \}, \quad e^J_j := \Gamma^J_j \cap \{ x < 0, \xi > 0 \},$$

$$e^J_j := \Gamma^J_j \cap \{ x < 0, \xi < 0 \}, \quad e^I_j := \Gamma^I_j \cap \{ x > 0, \xi < 0 \}.$$  

We use bases of solutions to the scalar equation $(P_j - E)u = 0 \ (j = 1, 2)$ to construct solutions to the system $(P - E)w = 0$. The scalar equations can be solved locally by the method of successive approximation (see [19]) since $E_0 - V_j$ is $h$-independently positive on $I$.

Proposition 3.6. For $j = 1, 2$, there exists a pair of solutions $(\check{u}_j, u_j) = (\check{u}_j(x, h, E), u_j(x, h, E))$ to the scalar equation $(P_j - E)u = 0$ satisfying the following properties:

1. $\check{u}_j$ and $u_j$ admit the following asymptotic behaviors

$$\check{u}_j = \frac{1 + O(h)}{\sqrt{E - V_j(x)}} e^{-i \int_0^x \sqrt{E - V_j(t)} \, dt / h}, \quad u_j = \frac{1 + O(h)}{\sqrt{E - V_j(x)}} e^{i \int_0^x \sqrt{E - V_j(t)} \, dt / h},$$

as $h \to 0^+$ uniformly on $I$.

2. For real $E$ near $E_0$, one has $\check{u}_j = \overline{u}_j$, and

$$\text{WF}_h(\check{u}_j) \subset \Gamma^I_j(E_0) \cap \{ \xi < 0 \}, \quad \text{WF}_h(u_j) \subset \Gamma^J_j(E_0) \cap \{ \xi > 0 \}.$$
They are normalized to satisfy

\[ W(\ddot{u}_j, u_j) = \ddot{u}_j(u_j)' - (\ddot{u}_j)' u_j = 2ih^{-1}. \]

**Remark 3.7.** Only the first property (3.20) of the three previous properties is essential for the existence. Once one obtains a pair of solutions which satisfies (3.20), the pair \((\ddot{u}_j, u_j)\) satisfying the other two properties is obtained by a suitable linear combination.

We denote by \(C(I)\) the Banach space of continuous functions on \(I\) endowed with the norm \(\|f\|_{C(I)} = \sup_{x \in I} |f(x)|\). For \(j = 1, 2\) we take \(s_j, t_j \in I\) and define operators by

\[ K_j := K(\ddot{u}_j, u_j, s_j, t_j) : C(I) \to C(I) \]

**Proposition 3.8.** The operator \(\tilde{K}_j = -hK_jU_j\) is uniformly bounded for \(E \in \mathcal{R}\) and \(h\) small enough. Moreover, we have the following uniform estimates

\[ \|\tilde{K}_1\tilde{K}_2\|_{B(C(I))} = O(h^{1/(m+1)}), \quad \|\tilde{K}_2\tilde{K}_1\|_{B(C(I))} = O(h^{1/(m+1)}). \]

**Proof.** We follow the scheme of [10, Proposition 3.1], where the authors estimated the norm of similar operators for \(m = 1\). Remark that the estimate \(h^{1/2}\) here in (3.24) is better than that of \(h^{1/3}\) in [10, Proposition 3.1]. This is because the latter is a global estimate on \((-\infty, 0)\) which contains turning points.

For simplicity, we assume that the interaction operator is a multiplication operator \(r_0(x)\). The general case of first differential operator can be treated similarly after an integration by parts as in [10].

The operators \(\tilde{K}_j\) are obviously bounded in \(C(I)\) since

\[ \tilde{K}_j f(x) = -hK_jU_j f(x) = \frac{i}{2} \left( \dddot{u}_j(x) \int_{s_j}^x r_0(y) u_j(y) f(y) dy - u_j(x) \int_{t_j}^x r_0(y) \dddot{u}_j(y) f(y) dy \right) \]

and \(r_0, u_j\) and \(\dddot{u}_j\) are of \(O(1)\) on \(I\).
As for the estimate for the composed operator $\tilde{K}_1\tilde{K}_2$, we study the integral of the form

$$\int_s^x r_0(y)v_1(y)v_2(y) \left( \int_{s'}^y r_0(t)v_3(t)f(t)dt \right) dy$$

for $s, s' \in I$ and $(v_1, v_2, v_3) = (u_1, \tilde{u}_2, u_2), (u_1, u_2, \tilde{u}_2), (\tilde{u}_1, u_2, u_2)$ and $(\tilde{u}_1, u_2, \tilde{u}_2)$. If we write (3.20) as $\tilde{u}_j = \tilde{a}_j(x, h)e^{-i\phi_j(x)/h}$, $u_j = a_j(x, h)e^{i\phi_j(x)/h}$, $\phi_j(x) = \int_0^x \sqrt{E - V_j(t)} dt$, then (3.25) can be written in the form

$$\int_s^x \sigma(y, h)e^{i\phi(y)/h}dy,$$

where

$$\sigma(y, h) = r_0(y)b_1(y, h)b_2(y, h) \int_{s'}^y r_0(t)v_3(t)f(t)dt \text{ with } b_j = a_j \text{ or } \tilde{a}_j,$$

$$\phi(y) = \int_0^y \left( \pm \sqrt{E - V_1(t)} \pm \sqrt{E - V_2(t)} \right) dt.$$  

Notice that the symbol $\sigma(y)$ and its derivative $D_y\sigma(y)$ are both uniformly bounded with respect to $h$. Lemma 3.5 then implies that this integral is estimated by $O(h^{1/(n+1)})$. □

The following proposition suggests an appropriate choice of the endpoints $s_j$ and $t_j$ for the definition of the $K_j$'s.

**Proposition 3.9.** Let $K_1$ and $K_2$ be given by (3.23). If $s_1, s_2, t_1, t_2$ are negative, then for $j = 1, 2$, we have

$$w_j(K_1, K_2, u_j) \equiv \begin{cases} f_j^b + O(h) & \text{near } e_j^b, \\ O(h) & \text{near } e_j^b \cup e_j^1 \cup e_j^2, \end{cases}$$

(3.27)

$$w_j(K_1, K_2, \tilde{u}_j) \equiv \begin{cases} f_j^b + O(h) & \text{near } e_j^b, \\ O(h) & \text{near } e_j^b \cup e_j^1 \cup e_j^2. \end{cases}$$

(3.28)

Similarly, if $s_1, s_2, t_1, t_2$ are positive, then we have

$$w_j(K_1, K_2, u_j) \equiv \begin{cases} f_j^b + O(h) & \text{near } e_j^b, \\ O(h) & \text{near } e_j^b \cup e_j^1 \cup e_j^2, \end{cases}$$

(3.29)

$$w_j(K_1, K_2, \tilde{u}_j) \equiv \begin{cases} f_j^b + O(h) & \text{near } e_j^b, \\ O(h) & \text{near } e_j^b \cup e_j^1 \cup e_j^2. \end{cases}$$

(3.30)

**Proof.** We only show (3.27) for $j = 1$ supposing $s_2, t_2 < 0$. For this, it is enough to prove a local estimate

$$w_1(K_1, K_2, u_1) = \left( \begin{array}{c} u_1 \\ 0 \end{array} \right) + O(h).$$

(3.31)

on an interval $[-\delta, -\delta/2]$ with a small $\delta > 0$. In fact, we see from Proposition 3.2 and (3.20) that the vector-valued function $\hat{t}(u_1, 0)$ has the same microlocal asymptotic behavior as the right hand side of (3.27).
To prove (3.31), it is enough to show the estimate
\[(3.32) \quad \tilde{K}_2(u_1)(x) = O(h) \quad \text{uniformly for } x \in [-\delta, -\delta/2].\]

If \(U_2 = r_0(x),\) for simplicity as in the proof of the previous lemma,
\[
\tilde{K}_2(u_1)(x) = -hK_2U_2u_1(x) = \frac{i}{2} \left( \bar{u}_j(x) \int_{s_2}^x r_0(y)u_j(y)dy - u_j(x) \int_{t_2}^x r_0(y)\bar{u}_j(y)u_1(y)dy \right)
\]
is again an oscillatory integral of type (3.17) with a phase function (3.18). The critical point is the crossing point \(x = 0,\) and it is not contained in the integration intervals \([s_2, x], [t_2, x]\) since \(s_2, t_2, x\) are all negative. Thus the first assertion of Lemma 3.5 applies and (3.32) is obtained.

Define the operators \(K_{j,L}\) and \(K_{j,R}\) acting on \(C(I)\) using (3.11) by
\[(3.33) \quad K_{j,L} := K(\bar{u}_j, u_j, -\delta, -\delta), \quad K_{j,R} := K(\bar{u}_j, u_j, \delta, \delta),\]
and solutions \(w_j^\flat, w_j^\sharp (j = 1, 2)\) to the equation \((P - E)w = 0\) using (3.13) by
\[
w_j^\flat := w_j(K_{1,R}, K_{2,R}, u_j), \quad w_j^\sharp := w_j(K_{1,L}, K_{2,L}, u_j),
\]
\[
\bar{w}_j^\flat := w_j(K_{1,L}, K_{2,L}, \bar{u}_j), \quad \bar{w}_j^\sharp := w_j(K_{1,R}, K_{2,R}, \bar{u}_j).
\]
These solutions are well-defined according to Proposition 3.8. By Proposition 3.9, we know the microlocal asymptotic behavior of \(w_j^\flat\) and \(\bar{w}_j^\flat\) on the left of \(\rho_x(= 0),\) and that of \(w_j^\sharp\) and \(\bar{w}_j^\sharp\) on the right of \(\rho_x.\) In particular, \(w_j^\flat\) and \(w_j^\sharp\) satisfy (3.14). We compute the coefficients \(t_{j,k}^\flat, \bar{t}_{j,k}^\flat\) in (3.15) by representing \(w_1^\flat\) and \(w_2^\flat\) as linear combinations of the elements of the basis \((\bar{w}_1^\flat, w_1^\sharp, \bar{w}_2^\flat, w_2^\sharp)).\]

**Proposition 3.10.** We have the following linear relationship between the two bases
\[(3.34) \quad (\bar{w}_1^\flat, w_1^\sharp, \bar{w}_2^\flat, w_2^\sharp) = (w_1^\flat, w_1^\sharp, \bar{w}_2^\flat, w_2^\sharp)A(E, h).
\]
Here, the \(4 \times 4\) matrix \(A\) is given by 
\[
A = (I_4 + A_R)^{-1}(I_4 + A_L)
\]
with
\[
A_S = \begin{pmatrix}
\beta_{1,1}u_1 & \beta_{1,2}u_1 & \beta_{1,3}u_1 & \beta_{1,4}u_1 \\
\beta_{2,1}u_2 & \beta_{2,2}u_2 & \beta_{2,3}u_2 & \beta_{2,4}u_2 \\
\alpha_{1,1}u_1 & \alpha_{1,2}u_1 & \alpha_{1,3}u_1 & \alpha_{1,4}u_1 \\
\alpha_{2,1}u_2 & \alpha_{2,2}u_2 & \alpha_{2,3}u_2 & \alpha_{2,4}u_2
\end{pmatrix}, \quad S = L, R,
\]
where \(\alpha_{j,S}, \beta_{j,S}, \bar{\beta}_{j,S} (j = 1, 2, S = L, R)\) are linear functionals defined by
\[
\alpha_{j,L}f = \int_{-\delta}^{0} \bar{u}_j(y)U_jJ_{j,L}f(y)dy, \quad \bar{\alpha}_{j,L}f = \int_{-\delta}^{0} u_j(y)U_jJ_{j,L}f(y)dy,
\]
\[
\beta_{j,L}f = \int_{-\delta}^{0} \bar{u}_j(y)\tilde{K}_jJ_{j,L}f(y)dy, \quad \bar{\beta}_{j,L}f = \int_{-\delta}^{0} u_j(y)\tilde{K}_jJ_{j,L}f(y)dy,
\]
\[
\alpha_{j,R}f = \int_{0}^{\delta} \bar{u}_j(y)U_jJ_{j,R}f(y)dy, \quad \bar{\alpha}_{j,R}f = \int_{0}^{\delta} u_j(y)U_jJ_{j,R}f(y)dy,
\]
\[
\beta_{j,R}f = \int_{0}^{\delta} \bar{u}_j(y)\tilde{K}_jJ_{j,R}f(y)dy, \quad \bar{\beta}_{j,R}f = \int_{0}^{\delta} u_j(y)\tilde{K}_jJ_{j,R}f(y)dy,
\]
where \(J_{j,S} = J_j(K_{1,S}, K_{2,S}).\)
Proof. Let \( \mathbf{u}_j \) and \( \tilde{\mathbf{u}}_j \) be the vectors given by
\[
\mathbf{u}_1 := \begin{pmatrix} u_1(0) \\ u_1'(0) \\ 0 \end{pmatrix}, \quad \tilde{\mathbf{u}}_1 := \begin{pmatrix} \tilde{u}_1(0) \\ \tilde{u}_1'(0) \\ 0 \end{pmatrix}, \quad \mathbf{u}_2 := \begin{pmatrix} u_2(0) \\ u_2'(0) \\ 0 \end{pmatrix}, \quad \tilde{\mathbf{u}}_2 := \begin{pmatrix} \tilde{u}_2(0) \\ \tilde{u}_2'(0) \\ 0 \end{pmatrix}.
\]
Then by the same arguments as in the proof of Proposition 5.2 of [8], we have
\[
(3.40) \quad \omega = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.
\]
This means
\[
(\tilde{\mathbf{u}}_1 \quad \mathbf{u}_1 \quad \tilde{\mathbf{u}}_2 \quad \mathbf{u}_2)(I + A_L) = (\tilde{\mathbf{u}}_1 \quad \mathbf{u}_1 \quad \tilde{\mathbf{u}}_2 \quad \mathbf{u}_2)(I + A_R)A,
\]
and the proposition follows since the matrix \((\tilde{\mathbf{u}}_1 \quad \mathbf{u}_1 \quad \tilde{\mathbf{u}}_2 \quad \mathbf{u}_2)\) is invertible. \(\square\)

Writing \( A = (a_1, a_2, a_3, a_4) \), \( a_j = \ell(a_{j1}, a_{j2}, a_{j3}, a_{j4}) \), we have obtained
\[
(3.35) \quad w_1^b = (\tilde{w}_1^b, w_1^b, \tilde{w}_2^b, w_2^b) \mathbf{a}_2, \quad w_2^b = (\tilde{w}_1^b, w_1^b, \tilde{w}_2^b, w_2^b) \mathbf{a}_4.
\]
This with Proposition 3.9 shows
\[
(3.36) \quad T^2 = \begin{pmatrix} a_{22} & a_{24} \\ a_{42} & a_{44} \end{pmatrix} + O(h).
\]
The following lemma gives the asymptotic formula for these coefficients, and thus ends the proof of Theorem 3.

**Lemma 3.11.** For each \((j, S) \in \{1, 2\} \times \{L, R\}\), we have
\[
(3.37) \quad \alpha_j, S\mathbf{u}_j, \quad \alpha_j, S\tilde{\mathbf{u}}_j, \quad \check{\alpha}_j, S\mathbf{u}_j, \quad \check{\alpha}_j, S\tilde{\mathbf{u}}_j = O(h^{1/(m+1)}),
\]
\[
(3.38) \quad \beta_j, S\mathbf{u}_j, \quad \beta_j, S\tilde{\mathbf{u}}_j, \quad \check{\beta}_j, S\mathbf{u}_j, \quad \check{\beta}_j, S\tilde{\mathbf{u}}_j = O(h^{2/(m+1)}).
\]
Moreover, with the notations \( F_j := \alpha_j, L - \alpha_j, R, \quad \tilde{F}_j := \check{\alpha}_j, L - \check{\alpha}_j, R \), we have
\[
(3.39) \quad A = \begin{pmatrix} 1 & 0 & \tilde{F}_2 \tilde{u}_2 & \tilde{F}_2 u_2 \\ 0 & 1 & F_2 \tilde{u}_2 & F_2 u_2 \\ \tilde{F}_1 u_1 & \tilde{F}_1 \tilde{u}_1 & 1 & 0 \\ F_1 \tilde{u}_1 & F_1 u_1 & 0 & 1 \end{pmatrix} + O(h^{2/(m+1)}),
\]
and
\[
F_1 u_1 = -i \omega h^{1/(m+1)} + O(h^{2/(m+2)}), \quad F_2 u_2 = -i \omega h^{1/(m+1)} + O(h^{2/(m+2)}),
\]
where \( \omega = \omega_p \) is given by
\[
(3.40) \quad \omega_p = \mu_m \left( \frac{2(m+1)!}{|v_1 - v_2|} \right)^{\frac{1}{m+1}} E_0^{\frac{m}{2(m+1)}} \Gamma \left( \frac{m + 2}{m + 1} \right) U(\rho),
\]
Remark 3.12. In the general case, where the crossing point is $\rho = (\rho_x, \rho_\xi) \in V$, one has to replace $E_0$ by $E_0 - V_j(\rho_x)$ and $v_j$ by $V_j'(\rho_x)$. In addition, when $m$ is odd, $\mu_m$ is given by

$$
\mu_m = \begin{cases} 
e \
\cos \left( \frac{\pi}{2(m+1)} \right) & \text{when } m \text{ is even.}
\end{cases}
$$

Proof. The estimates (3.37) and (3.38) are proved in the same manner as Proposition 3.8.

We compute the principal term of $F_1 u_1 = (\alpha_{1,L} - \alpha_{1,R}) u_1$. Since $J_{1,L}$ and $J_{1,R}$ are both identity at the principal level, we have

$$F_1 u_1 = -\frac{i}{2} \int_0^\delta \tilde{u}_2(y) U_2u_1(y) dy + O(h^{2/(m+1)}).$$

This is again an oscillatory integral (3.17) with the phase function

$$\phi(y) = \int_0^y \left( \sqrt{E - V_1(t)} - \sqrt{E - V_2(t)} \right) dt$$

which behaves like

$$\phi(y) = \int_0^y \frac{V_2(t) - V_1(t)}{\sqrt{E - V_1(t)} + \sqrt{E - V_2(t)}} dt = \frac{V_2^{(m)}(0) - V_1^{(m)}(0)}{2\sqrt{E(m+1)!}} (y^{m+1} + O(y^{m+2}))$$

near the stationary point $0 \in I = [-\delta, \delta]$, and the amplitude $\sigma(y, h)$ satisfying

$$\sigma(y, h) = -i \frac{(r_0(y) - ir_1(y)\sqrt{E - V_1(y)})}{2(E - V_1(y))^{1/4}(E - V_2(y))^{1/4}} + O(h).$$

Then the asymptotic formula for $F_1 u_1$ is computed using Lemma 3.5. \qed

3.4. The space of microlocal solutions near a crossing point (Proof of Theorem 2).

Recall from Proposition 3.9 that

$$w_j^\pm = \begin{cases} \mathcal{O}(h) & \text{near } e_j^\pm, \\
\mathcal{O}(h) & \text{near } e_j^\pm \cup e_1^j \cup e_2^j, \\
\mathcal{O}(h) & \text{near } e_j^\pm \cup e_1^j \cup e_2^j. 
\end{cases}$$

We can arrange $w_j^\pm$ so that it is microlocally zero near $\rho$ instead of $\mathcal{O}(h)$, and similarly arrange $\tilde{w}_j^\pm$ so that it is microlocally zero near $\tilde{\rho}$.

Lemma 3.13. There exist a basis $(w_1^+, w_2^+, w_1^-, w_2^-)$ of exact solutions to the equation $(P-E)w = 0$ such that, for $j = 1, 2$,

$$w_j^+ = \begin{cases} w_j^0 & \text{near } \rho, \\
0 & \text{near } \tilde{\rho}, \\
\tilde{w}_j^\pm & \text{near } \tilde{\rho}. 
\end{cases}$$

This lemma immediately implies Proposition 3.4. We first prove Proposition 3.3 using this lemma.
Proof of Proposition 3.3. Let \( w \in L^2(I; \mathbb{C}^2) \) be a microlocal solution near \( \rho \) with \( \|w\|_{L^2(I)} \leq 1 \). Lemma 3.13 with the microlocal behavior derived by Proposition 3.9 of \( w_j^\flat \) and \( w_j^\sharp \) guarantees that there exist exact solutions \( w^\flat \) and \( w^\sharp \) such that

\[
w \equiv w^\bullet \text{ microlocally near } e_1^\flat \cup e_2^\sharp, \quad \text{WF}_h(w^\bullet) \subset \{\xi > 0\}
\]

for each \( \bullet = \#, \flat \). We define the function \( w_{\text{quasi}} \) by

\[
w_{\text{quasi}} = \chi(x)\varphi(hD_x)w + \chi_-(x)w^\flat + \chi_+(x)w^\sharp,
\]

where the functions \( \varphi, \chi, \chi_\pm \in C^\infty(\mathbb{R}; [0,1]) \) satisfy \( \chi + \chi_+ + \chi_- = 1 \), \( \varphi(\xi) = 1 \) near \( \xi = \sqrt{E_0} \), \( \chi(x) = 1 \) near \( x = 0 \), \( \chi_\pm(x) = 0 \) for \( \pm x < 0 \),

\[
(\text{supp } \chi \times \text{supp } \varphi) \cap \text{WF}_h(w) \subset (I^I \cap \{\xi > 0\}) \subset \{\text{supp } \varphi(\xi) = 1\},
\]

and that the support of \( \varphi, \chi \) and of \( \chi_{\nu} \) are compact (see Figure 3). More precisely, the operator \( \varphi(hD_x) \) is defined by the following sense: Fix an interval \( I' \subset I \), take \( \chi_{\nu} \in C^\infty_c(I; [0,1]) \) such that \( \chi_{\nu} = 1 \) on \( I' \), and

\[
\varphi(hD_x)f(x) := \frac{1}{2\pi h} \iint_{\mathbb{R}^2} e^{i(x-y)\xi/h} \varphi(\xi)\chi_{\nu}(y)f(y)dyd\xi.
\]

In what follows, we denote \( I' \) by \( I \).

Let us show

\[
w \equiv w_{\text{quasi}} \text{ near } \rho, \quad \| (P(h) - E)w_{\text{quasi}} \|_{L^2(I)} = \mathcal{O}(h^\infty)
\]

for \( w_{\text{quasi}} \) given by (3.44). By writing

\[
(P(h) - E)w_{\text{quasi}} = [P, \chi]|\varphi(hD_x)w + \chi[P, \varphi(hD_x)]w + \chi\varphi(hD_x)(P - E)w + [P, \chi_-]w^\flat + [P, \chi_+]w^\sharp,
\]

we see that the terms \( \chi[P, \varphi(hD_x)]w \) and \( \chi\varphi(hD_x)(P - E)w \) are \( \mathcal{O}(h^\infty) \) since the essential support of the Weyl symbol of the pseudo-differential operator \( \chi[P, \varphi(hD_x)] \) and of \( \chi\varphi(hD_x) \) is compact and does not intersect with the semiclassical wavefront set of \( w \) and of \( (P - E)w \), respectively. By the equality \( [P, \chi] = -([P, \chi_-] + [P, \chi_+]) \), the other terms are sum of the following two terms:

\[
[P, \chi_-](w^\flat - \varphi(hD_x)w) = [P, \chi_-](1 - \varphi(hD_x))w^\flat + \mathcal{O}(h^\infty),
\]

\[
[P, \chi_+](w^\sharp - \varphi(hD_x)w) = [P, \chi_+](1 - \varphi(hD_x))w^\sharp + \mathcal{O}(h^\infty).
\]
Since the functions \( w^b \) and \( w^d \) are exact solution to \( (P - E)w^\bullet = 0 \) and microlocally zero away from \( \Gamma^I \cap \{ \xi > 0 \} \), the above two terms are also \( O(h^\infty) \).

By applying Cramer’s rule, we have

\[
(3.46) \quad w_{\text{quasi}}(x) = \frac{1}{\omega} \sum_{k=1}^{4} \omega_k(x)w_k, \quad \omega := \det \begin{pmatrix} w_1 & w_2 & w_3 & w_4 \\ w'_1 & w'_2 & w'_3 & w'_4 \end{pmatrix},
\]

where the function \( \omega_k \) is given by the Wronskian of the tuple \( (w_1, w_2, w_3, w_4) \) replaced \( w_k \) by \( w_{\text{quasi}} \) for each \( k \), for example,

\[
\omega_1(x) := \det \begin{pmatrix} w_{\text{quasi}}(x) & w_2(x) & w_3(x) & w_4(x) \\ w'_{\text{quasi}}(x) & w'_2(x) & w'_3(x) & w'_4(x) \end{pmatrix},
\]

Then \( \omega' = O(h^\infty) \) uniformly on \( I \), and

\[
(3.47) \quad w_{\text{quasi}}(x) = \tilde{w} + O(h^\infty) \quad \text{uniformly on } I \quad \text{with } \tilde{w} = \frac{1}{\omega} \sum_{k=1}^{4} \omega_k(0)w_k(x) + O(h^\infty).
\]

This with \( (3.45) \) proves Proposition 3.3. \( \square \)

**Proof of Lemma 3.13.** Let \( w \) be a bounded exact solution to \( (P - E)w = 0 \) on \( I \). The asymptotic behavior \( (3.14) \) of \( w^b_1 \) and \( w^d_2 \) implies that, for each \( j = 1, 2 \), there exists a linear combination of them which coincides with \( f^b_j \) microlocally near \( e^b_j \) and with 0 near \( e^d_j \). Consequently, there exist constants \( c_1 \) and \( c_2 \) such that

\[
(3.48) \quad w_0 := w - (c_1 w^b_1 + c_2 w^d_2) \equiv 0 \quad \text{near } e^b_1 \cup e^d_2.
\]

We claim that for each \( n \in \mathbb{N} \), there exists a basis \( (w^-, w^+, w^-, w^+) \) of exact solutions such that

\[
(3.49) \quad w^\pm_{j,n} = \begin{cases} (1 + O(h^{2/(m+1)})j^\bullet \quad \text{near } e^\bullet_j; \\ O(h^{1/(m+1)})j^\bullet \quad \text{near } e^\bullet_j; \\ O(h^n) \quad \text{near } \rho, \end{cases}
\]

and

\[
(3.50) \quad w^\pm_{j,n} = \begin{cases} (1 + O(h^{2/(m+1)})j^\bullet \quad \text{near } e^\bullet_j; \\ O(h^{1/(m+1)})j^\bullet \quad \text{near } e^\bullet_j; \\ O(h^n) \quad \text{near } \rho, \end{cases}
\]

for each \( (j, \hat{j}) = (1, 2), (2, 1) \) and \( \bullet = h, \bar{z} \). We write \( w_0 \) as a linear combination of this basis:

\[
(3.51) \quad w_0 = c_{1,n} w^+_1 + c_{2,n} w^+_2 + c_{3,n} w^-_1 + c_{4,n} w^-_2,n.
\]

The boundedness of \( \|w_0\|_{L^2(I)} \) implies that the coefficients \( c_{k,n} \) \( (k = 1, 2, 3, 4) \) are bounded as \( h \to 0^+ \), and in particular, we have

\[
(3.49) \quad w_0 - (c_{1,n} w^+_1 + c_{2,n} w^+_2,n) = c_{3,n} w^-_1 + c_{4,n} w^-_2,n \equiv O(h^n) \quad \text{near } \rho.
\]

The above formula \( (3.49) \) with \( (3.48) \) implies that \( c_{1,n} \) and \( c_{2,n} \) are \( O(h^n) \) as \( h \to 0^+ \), and

\[
(3.50) \quad w_0 \equiv O(h^n) \quad \text{near } \rho.
\]

Since \( n \in \mathbb{N} \) is arbitrarily chosen, we conclude here that

\[
(3.51) \quad w \equiv c_1 w^b_1 + c_2 w^d_2 \quad \text{near } \rho.
\]
In the above argument, we also proved for any exact solution \( w \) the existence of an exact solution \( w_0 \) such that
\[
(3.52) \quad w_0 = \begin{cases} 
0 & \text{near } \rho, \\
 w + \mathcal{O}(h) & \text{near } \hat{\rho}.
\end{cases}
\]

We see that the required solutions \( w_1^- \) and \( w_2^- \) are given by linear combinations of \( w_0 \) corresponding to \( \tilde{w}_1^\pm \) and to \( \tilde{w}_2^\pm \). The solutions \( w_1^+, w_2^+ \) are given in the symmetric way.

We then prove the existence of such a basis \((w_1^+, w_1^-, w_2^+, w_2^-)\). We here only discuss on \( w_1^+ \). Others are also shown in a symmetric way. It suffices to construct an approximate solution \( g_k \) such that
\[
(3.53) \quad (P(h) - E) g_k = \begin{pmatrix} hU_1 r_k \\ 0 \end{pmatrix}
\]
with a function \( r_k \) which is of order \( h^{(2k-1)/(m+1)} \) uniformly on \( I \). In particular, \( r_k = \mathcal{O}(h^n) \) for a large enough \( k \geq ((m+1)n + 1)/2 \). Then the required solution \( w_{1,n}^+ \) is given by
\[
(3.54) \quad w_{1,n}^+ = g_k + \begin{pmatrix} J_{1,L} r_k \\ K_{2,L} J_{1,L} r_k \end{pmatrix}.
\]

Such an approximate solution \( g_k \) is constructed inductively. The facts
\[
(P_2 - E) \tilde{K}_{2,L} u_1 = -hU_2 u_1, \quad \WF_h(-hU_2 u_1) \subset \WF_h(u_1) \subset \Gamma_1 \cap \{ \xi > 0 \}
\]
imply that \( \WF_h(\tilde{K}_{2,L} u_1) \) is contained in \( (\Gamma_1 \cap \{ \xi > 0 \}) \cup \Gamma_2 \). The usual propagation of singularities theorem with the fact \( \WF_h(-hU_2 u_1) \cap (\Gamma_2 \cap \{ \xi < 0 \}) = \emptyset \) shows that there exists a constant \( c_{1,1} \in \mathbb{C} \) such that
\[
\tilde{K}_{2,L} u_1 \equiv c_{1,1} \tilde{u}_2 \quad \text{microlocally near } \Gamma_2 \cap \{ \xi < 0 \}.
\]

According to the estimate \((3.32)\), this constant admits \( c_{2,1} = \mathcal{O}(h) \) as \( h \to 0^+ \). By putting \( g_{1,1} := u_1 \) and \( g_{2,1} := \tilde{K}_{2,L} u_1 - c_{1,1} \tilde{u}_2 \), we have
\[
(3.55) \quad \WF_h(g_{1,1}) \subset \Gamma \cap \{ \xi > 0 \}, \quad \WF_h(g_{2,1}) \subset \Gamma \cap \{ \xi > 0 \}.
\]

We then apply the above argument for \( g_{1,1} = u_1 \) to \( g_{2,1} \). Then there exists \( c_{1,2} = \mathcal{O}(h^2) \) such that one has
\[
(3.56) \quad \WF_h(g_{1,2}) \subset \Gamma \cap \{ \xi > 0 \} \quad \text{for } g_{1,2} := g_{1,1} + \tilde{K}_{1,L} g_{2,1} - c_{1,2} \tilde{u}_1.
\]

By repeating this process, we obtain such functions \( g_{1,k}, g_{2,k} \) and constants \( c_{j,k} = \mathcal{O}(h^{2k+j-3}) \) \((j = 1, 2)\) for each \( k \in \mathbb{N} \) that we have
\[
(3.57) \quad \WF_h(g_{1,k}) \subset \Gamma \cap \{ \xi > 0 \} \quad \text{for } g_{1,k} := g_{1,k-1} + \tilde{K}_{1,L} g_{2,k-1} - c_{1,k} \tilde{u}_1,
\]
\[
\WF_h(g_{2,k}) \subset \Gamma \cap \{ \xi > 0 \} \quad \text{for } g_{2,k} := g_{2,k-1} + \tilde{K}_{2,L} g_{1,k} - c_{2,k} \tilde{u}_2.
\]

Then these functions satisfy
\[
(P(h) - E) g_k = \begin{pmatrix} hU_1 r_k \\ 0 \end{pmatrix} \quad \text{with } g_k = \begin{pmatrix} g_{1,k} \\ g_{2,k} \end{pmatrix}, \quad r_k = \tilde{K}_{2,L} g_{1,k} - c_{2,k} \tilde{u}_2.
\]

The estimates on the resolvent operators given by Proposition 3.8 implies \( r_k = \mathcal{O}(h^{(2k-1)/(m+1)}) \).
\( \Box \)
4. Resonance asymptotics

This section is devoted to the proof of Theorem 1.

4.1. Probability amplitude. We call a complex number \( E \in \mathcal{R} \) a pseudo-resonance of \( P \) if there exists an outgoing microlocal solution to the system \((P - E)w = 0\) near an enough large bounded subset of \( \Gamma \). We make this definition precise by introducing the notions of probability amplitude and monodromy matrix. We will see that the pseudo-resonances approximate the resonances in the semiclassical limit.

On the characteristic set \( \Gamma \), we define what we call probability amplitude. The probability amplitude is a complex number associated with each generalized classical trajectory (see Definition 2.1). We recall that \( S_\gamma = \int_\gamma \xi dx \) is the action along the trajectory \( \gamma \).

Recall first from the Maslov theory that the microlocal WKB solutions change their asymptotic behavior when continued beyond a turning point (see [10] in our system case). More precisely, let \( \gamma_{cl} \) be a classical trajectory for \( p_j \) starting from \( \rho_- = (x_-, \xi_-) \in \Gamma_j \setminus (V \cup \{ \xi = 0 \}) \) and ending at \( \rho_+ = (x_+, \xi_+ \in \Gamma_j \setminus (V \cup \{ \xi = 0 \}) \) without passing through any crossing point: \( \gamma_{cl} \cap V = \emptyset \). Then there exists \( \nu_{\gamma_{cl}} = \nu_{\gamma_{cl}}(h) \) which coincides with the number of turning points in \( \gamma_{cl} \) modulo \( O(h) \) such that the two microlocal solutions \( f_{\rho_-}(x, h; x_-) \) and \( f_{\rho_+}(x, h; x_+) \) to the system near \( \rho_- \) and \( \rho_+ \), respectively (see Proposition 3.2), are related with the formula:

\[
(4.1) \quad f_{\rho_-}(x, h; x_-) = \exp \left( \frac{i}{\hbar} S_{\gamma_{cl}} - \frac{i\pi}{2} \nu_{\gamma_{cl}} \right) f_{\rho_+}(x, h; x_+).
\]

Let \( \gamma : [0, T] \to \Gamma \) be a generalized classical trajectory whose extremities are supposed not to be a crossing point nor a turning point. Thanks to Assumption 3 which guarantees that a turning point cannot be a crossing point, one can take a finite partition of the time interval

\[
(4.2) \quad [0, T] = \bigsqcup_{l \in L} I_l \cup \bigsqcup_{n \in N} I_n
\]

such that, for each \( l \in L \), \( \gamma_l := \gamma(I_l) \) passes through a single turning point and no crossing point, and for \( n \in N \), \( \gamma_n := \gamma(I_n) \) passes through a single crossing point \( \rho_n \in V \) and no turning point. Let \( \nu_{\gamma_l} = 1 + O(h) \), \( l \in L \), be defined by (4.1). For each \( n \in N \), let \( \mathcal{T}_{\rho_n} \) be the transfer matrix at \( \rho_n \) defined with the microlocal WKB solutions at the extremities of \( \gamma_n \), given by Theorem 2. We denote \( \tau_{\gamma_n} \) the entry of \( \mathcal{T}_{\rho_n} \) corresponding to the trajectory \( \gamma_n \), that is, if the incoming part of \( \gamma_n \) belongs to \( \Gamma_j \) and the outgoing part belongs to \( \Gamma_k \), then \( \tau_{\gamma_n} = (\mathcal{T}_{\rho_n})_{k,j} \) is the \((k, j)\)-entry of \( \mathcal{T}_{\rho_n} \). The following definition of the probability amplitude does not depend of the choice of the partition of the time interval (4.2).

Definition 4.1. For a generalized classical trajectory \( \gamma \) whose extremities are neither a turning point nor a crossing point, we define the probability amplitude \( \mathcal{P}(\gamma) \) by

\[
(4.3) \quad \mathcal{P}(\gamma) := \exp \left( \frac{i}{\hbar} S_\gamma - \frac{i\pi}{2} \sum_{l \in L} \nu_{\gamma_l} \right) \prod_{n \in N} \tau_{\gamma_n}.
\]

Remark 4.2. The probability amplitude maps the addition of generalized classical trajectories to the multiplication. More precisely, if \( \gamma_1 : [0, T_1] \to \Gamma \) and \( \gamma_2 : [0, T_2] \to \Gamma \) are two consecutive generalized classical trajectories, that is, the terminal point \( \gamma_1(T_1) \) coincides with the initial point \( \gamma_2(0) \), then one has

\[
(4.4) \quad \mathcal{P}(\gamma_1 \cup \gamma_2) = \mathcal{P}(\gamma_1) \mathcal{P}(\gamma_2).
\]
Here $\gamma_1 \cup \gamma_2 : [0, T_1 + T_2] \to \Gamma$ stands for the usual composition:

$$(\gamma_1 \cup \gamma_2)(t) = \begin{cases} 
\gamma_1(t) & 0 \leq t < T_1, \\
\gamma_2(t - T_1) & T_1 \leq t \leq T_1 + T_2.
\end{cases}$$

Using the terminology of the graph theory, we call *vertex* a crossing point and *edge* a classical trajectory joining two adjacent vertices (i.e. an edge does not contain any vertex except at the extremities), and write $\mathcal{E}$ the set of all edges (we already use the notation $\mathcal{V}$ for the set of vertices). For an edge $e$, we denote $e^-$ its starting point and $e^+$ its endpoint.

### 4.2. Monodromy matrix.

We take a base point $\rho_e$ on each edge $e \in \mathcal{E}$, and define a matrix $M(E, h)$ the size of which is the total number of edges:

$$M(E, h) = (m_{e,e'}(E, h))_{e,e' \in \mathcal{E}}.$$  

The $(e, e')$-entry is 0 if $e^- \neq (e')^+$ and otherwise it is given by the probability amplitude $\mathcal{P}(\gamma)$ of the generalized classical trajectory $\gamma$ from $\rho_{e'}$ to $\rho_e$ passing through exactly one crossing point $e^- = (e')^+$.

**Definition 4.3.** We call zeros in $\mathcal{R}$ of $\det(I - M(E, h))$ pseudo-resonances of $P$, and denote the set of pseudo-resonances by $\text{Res}_0(P)$.

**Remark 4.4.** The pseudo-resonances are independent of the choice of the base points $\rho_e$.

**Remark 4.5.** If $E \in \mathcal{R}$ and if $w$ is an outgoing microlocal solution to the equation $(P - E)w = 0$ near some neighborhood of $\mathcal{E}$, then $E$ is a pseudo-resonance, and there exists an eigenvector $\alpha = (\alpha_e)_{e \in \mathcal{E}}$ of the eigenvalue 1 of $M(E, h)$ such that

$$w \equiv \alpha_e f_{\rho_e} \text{ near } e$$

for any $e \in \mathcal{E}$. Here $f_{\rho_e}$ is the WKB microlocal solution to the system $(P - E)w = 0$ near $\rho_e$ given by Proposition 3.2.

We will see in the next subsection that the pseudo-resonances are a good approximation of the resonances in $\mathcal{R}$. Here we compute the asymptotic behavior of the determinant $\det(I - M(E, h))$ and observe that the condition of the pseudo-resonances coincide with the Bohr-Sommerfeld quantization condition at principal level.

**Proposition 4.6.** As $h \to 0^+$, we have

$$\det(I - M(E, h)) = 1 + e^{iA(E)/h} + O(h^{-\frac{2}{m_0+1}}),$$

$$h \partial_E \det(I - M(E, h)) = iA'(E)e^{iA(E)/h} + O(h^{-\frac{2}{m_0+1}}),$$

uniformly for $E \in \mathcal{R}$.

As a consequence of the above asymptotics one immediately gets the following result:

**Corollary 4.7.** The pseudo-resonances are simple zeros of $\det(I - M(E, h))$ and there exists a bijection $\bar{z}_h : \mathfrak{B}_h \to \text{Res}_0(P)$ such that as $h \to 0^+$ one has,

$$\bar{z}_h(E) = E + O(h^{\frac{m_0+3}{m_0+1}}),$$

uniformly for any $E \in \mathfrak{B}_h$. 
As in the standard graph theory, we call a consecutive sequence of edges a path, and a path whose initial and terminal point coincide a cycle (we identify two cycles by ignoring their initial and terminal point). A cycle is said to be primitive if it does not contain any sub-cycles. Let $C$ be the set of primitive cycles.

**Proof of Proposition 4.6.** By definition, each non-zero entry of $M(E,h)$ stands for the probability amplitude. According to (4.4), the multiplication of probability amplitudes corresponds to the composition of consecutive generalized classical trajectories. Consequently, the determinant $\det(I-M)$ can be written in terms of the probability amplitudes associated with the cycles as follows:

\begin{equation}
\det(I-M) = 1 + \sum_{K} \prod_{\gamma \in K} (-\mathcal{P}(\gamma)),
\end{equation}

where the summation is taken over the nonempty subsets $K$ of $C$ such that $\gamma \cap \gamma' = \emptyset$ holds for any $\gamma, \gamma' \in K$ with $\gamma \neq \gamma'$. According to Theorem 3, for each crossing point $\rho \in \mathcal{V}$, the $(j,k)$-entry of $T_{\rho}$ is $1 + \mathcal{O}(h^{2/(m_{\rho}+1)})$ if $j = k$ and is $\mathcal{O}(h^{1/(m_{\rho}+1)})$ if $j \neq k$. Then by the definition of the probability amplitude,
\begin{equation}
\mathcal{P}(\gamma) = \mathcal{O}(h^{2/(m_{\rho}+1)})
\end{equation}

holds for any primitive directed cycle $\gamma$ containing some edges of $\mathcal{E}_2$. We also have
\begin{equation}
\mathcal{P}(\Gamma_1) = (-1 + \mathcal{O}(h^{2/(m_{\rho}+1)})) e^{iA(E)/h}.
\end{equation}

The representation (4.9) of $\det(I-M)$ with Formulae (4.10) and (4.11) imply the asymptotic formula for $\det(I-M)$. For the derivative, we apply the fact that multiplying by $h$ the derivative with respect to $E$ of each entry of the transfer matrix $T_{\rho}$ keeps the same order as itself.

**Example.** Let us consider the model in Subsection 2.3. We label the three edges as in Figure 4, and for each $j \in \{1,2,3\}$ we take the base point $r_{e_j} = e_j^-$. Then the monodromy matrix $M$ is given by $M = T\Phi$, where $T$ and $\Phi$ are the $3 \times 3$ matrices given by

\begin{equation}
\Phi = \exp \left( \frac{i}{h} \text{diag} \left( A_{1,L} - \frac{h\pi}{2} , A_{1,R} - \frac{h\pi}{2} , A_{2,R} - \frac{h\pi}{2} \right) \right),
\end{equation}

with
\begin{equation}
A_{1,L} := 2 \int_{a(E)}^{0} \sqrt{E - V_1(x)} \, dx,
A_{1,R} := 2 \int_{0}^{b(E)} \sqrt{E - V_1(x)} \, dx,
A_{2,R} := 2 \int_{0}^{c(E)} \sqrt{E - V_2(x)} \, dx,
\end{equation}

and
\begin{equation}
T = \begin{pmatrix} 0 & (T_{p_+})_{1,1} & (T_{p_-})_{1,2} \\ (T_{p_+})_{1,1} & 0 & 0 \\ (T_{p_+})_{2,1} & 0 & 0 \end{pmatrix}.
\end{equation}

We have $A_{1,L} + A_{1,R} = A$, and $A_{1,L} + A_{2,R} = S_\gamma$ where $S_\gamma$ is the action along the directed cycle $\gamma$ defined for this example by (2.8), and obtain

\begin{equation}
\det(I-M) = 1 + e^{iA/h}(T_{p_+})_{1,1}(T_{p_-})_{1,1} + e^{iS_\gamma/h}(T_{p_+})_{2,1}(T_{p_-})_{1,2}.
\end{equation}
4.3. Bijection between resonances and pseudo-resonances. In this subsection, we prove a one to one correspondence between the set of resonances and the set of pseudo-resonances in the domain $\mathcal{R}$ and estimate the distance between them.

**Proposition 4.8.** For any $h$-independent $C > 0$ and for $h$ small enough, there is no resonance outside a $Ch^2$-neighborhood of pseudo-resonances.

**Remark 4.9.** In fact, for any real number $n$, there is no resonance outside a $Ch^n$-neighborhood of pseudo-resonances for $h$ small enough.

**Proof.** We proceed by a contradiction argument. Suppose that the proposition is not true. Then there would exist a subset $\mathfrak{h} \subset (0,1]$ and maps $E$ and $w$ defined on $\mathfrak{h}$ with values in $\{z \in \mathbb{R}; \text{dist}(z, \text{Res}_0(P(h))) > Ch^2\}$ and $L^2(\mathbb{R};\mathbb{C}^2)$ respectively, such that $0 \in \bar{\mathfrak{h}}$, $\|w(h)\|_{L^2} = 1$ and

\begin{equation}
(P_\theta(h) - E(h))w(h) = 0 \quad \text{for } h \in \mathfrak{h}.
\end{equation}

Then the equality (4.6) for $w$ holds with a vector $\alpha = (\alpha_\epsilon) \in \mathcal{E}$ such that $(I - M(E,h))\alpha = O(h^\infty)$. According to Proposition 4.6, the inverse $(I - M(E,h))^{-1}$ exists and is polynomially bounded with respect to $h$ for any $E \in \mathcal{R}$ with $\text{dist}(E, \text{Res}_0(P(h))) > Ch^2$, and consequently $w \equiv 0$ near $\Gamma(E_0)$. This with Formula (4.14) implies that $\|w\|_{L^2} = O(h^\infty)$ which contradicts with $\|w\|_{L^2} = 1$. \hfill $\square$

Now, using Proposition 4.8 and the Kato-Rellich theorem we prove the unique existence of a resonance in $O(h^2)$-neighborhood of each pseudo-resonance:

**Proposition 4.10.** For each $E \in \mathfrak{B}_h$, there uniquely exists a resonance $z_h(E)$ verifying

\begin{equation}
|z_h(E) - \tilde{z}_h(E)| \leq h^2,
\end{equation}

for small $h > 0$.

To prove this proposition, we introduce the family $P_\theta(s,h)$, $s \in \mathbb{C}$, $|s| < 2$ of operators defined by

\begin{equation}
P_\theta(s,h) := P_\theta^{\text{diag}}(h) + shQ_\theta, \quad P_\theta^{\text{diag}}(h) := U_\theta P_\theta^{\text{diag}}(h)U_\theta^{-1}, \quad Q_\theta := U_\theta Q U_\theta^{-1},
\end{equation}

\begin{equation}
P^{\text{diag}}(h) := \begin{pmatrix} P_1(h) & 0 \\ 0 & P_2(h) \end{pmatrix}, \quad Q := \begin{pmatrix} 0 & U_1 \\ U_2 & 0 \end{pmatrix}, \quad U_\theta w := |\zeta_\theta(x)|^{1/2} w \circ \zeta_\theta,
\end{equation}
where \( \zeta_\theta \) is defined in Section 2. This is first defined for analytic functions in \( \Sigma \), and then extended to an operator on \( L^2(\mathbb{R}; \mathbb{C}^2) \) by using the analyticity of the coefficients (Assumption 1). The operator \( P_\theta \) is non-self-adjoint in \( L^2(\mathbb{R}; \mathbb{C}^2) \), and its spectrum is discrete in \( \mathcal{R} \) due to the assumption \( E_0 \neq V_j^\pm \), \( j = 1, 2 \) (see [12, Appendix B]), and is independent of \( \theta \). The resonances in \( \mathcal{R} \) of \( P \) are equivalently defined as the eigenvalues of \( P_\theta \).

For each fixed small \( h > 0 \), this is an analytic family in the sense of Kato, that is, \( P_\theta(s) = P_\theta(s, h) \) satisfies the following conditions:

1. \( P_\theta(s) \) is closed and the resolvent set of \( P_\theta(s) \) is not empty for each \( |s| < 2 \).
2. For any \( |s_0| < 2 \), there exists an element \( \lambda_0 \) of the resolvent set of \( P_\theta(s_0) \) such that \( (P_\theta(s) - \lambda_0)^{-1} \) is an analytic operator-valued function of \( s \) near \( s_0 \).

In fact, for fixed small \( h \), we can take \( C_0 > 0 \) large enough such that

\[
(4.17) \quad \left\| \left( P_\theta^{\text{diag}} - (E_0 - iC_0h) \right)^{-1} \right\|_{L^2 \to H^2} \leq (h\|Q\|_{H^1 \to L^2})^{-1},
\]

since we know that the spectrum near \( E_0 \) of \( P_\theta(0) \) consists only of the eigenvalues of \( P_1 \) on the real line, the essential spectrum and the resonances of \( P_2 \) are far at least of order \( h \log(1/h) \).

Then the resolvent of \( P_\theta(s) \) is given by the Neumann series which depends analytically on \( s \):

\[
(P_\theta(s) - \lambda_0)^{-1} = \left( I + sh(P_\theta^{\text{diag}} - \lambda_0)^{-1}Q_0 \right)^{-1}(P_\theta^{\text{diag}} - \lambda_0)^{-1}, \quad (\lambda_0 = E_0 - iC_0h).
\]

Our previous arguments for \( P(h) \) and \( P_\theta(h) \) remain true for

\[
P(s, h) := P^{\text{diag}} + shQ = \begin{pmatrix} P_1 & shU_1 \\ shU_2 & P_2 \end{pmatrix} \quad (s \in [0, 1])
\]

and \( P_\theta(s, h) \) (\( s \in [0, 1] \)) (we may replace \( U_1, r_k \) by \( sU_1, sr_k \) \( k = 0, 1 \)). Note that our considering operator and the reference diagonal operator are \( P(h) = P(1, h) \) and \( P^{\text{diag}} = P(0) \), respectively. Then we conclude by applying the Kato-Rellich theorem that for each \( E = E(h) \in \mathfrak{B}_h \), there uniquely exists an analytic function \( z_h(s, E(h)) \) of \( s \) such that \( z_h(0, E(h)) = E(h) + O(h^2) \) is an eigenvalue of \( P_1 \) and \( z_h(s, E(h)) \) is an eigenvalue of \( P_\theta(s, h) \), that is, a resonance of \( P(s, h) \).

**Proof of Proposition 4.10.** Proposition 4.6 shows that each pseudo-resonance is away of order \( h \) from the others. Then the complement in \( \mathcal{R} \) of the resonance free region (shown by Proposition 4.8 with \( C = 1 \))

\[
\mathcal{R} \setminus \{ \text{dist}(z, \text{Res}_0(P(h))) < h^2 \}
\]

is written in the disjoint sum

\[
\{ \text{dist}(z, \text{Res}_0(P(h))) < h^2 \} \bigcup_{E \in \mathfrak{B}_h} \{ |z - \tilde{z}_h(s, E)| < h^2 \}.
\]

In particular for \( s = 0 \), each eigenvalue \( z_h(0, E(h)) = E(h) + O(h^2) \) of \( P_1 \) has to satisfy \( |z_h(0, E(h)) - \tilde{z}_h(0, E)| < h^2 \). We also know that there is no other eigenvalue of the diagonal operator \( P_\theta(0, h) \) in \( \mathcal{R} \). Then by the analyticity of \( z_h(s, E) \), it is the unique resonance with \( |z_h(s, E) - \tilde{z}_h(s, E)| < h^2 \) for any \( s \in [0, 1] \). \( \square \)
4.4. Precise width of resonances. Proposition 4.10 with Corollary 4.7 immediately implies that each resonance $z_h(E)$ corresponding to $E \in \mathcal{B}_h$ admits the asymptotic formula

$$z_h(E) = E + \mathcal{O}(h^{\frac{m_0+1}{m_0+3}}).$$

The imaginary part of the subprincipal term of $\mathcal{O}(h^{\frac{m_0+1}{(m_0+1)}})$ of this formula would give the width of the resonances. To obtain this subprincipal term, we need to compute the subprincipal term of $\mathcal{O}(h^{2/((m_0+1))})$ of the diagonal entries of the transfer matrices.

However, we here employ an alternative method used in [10]. It consists in the expression of the width of resonances in terms of the resonant state $w$ near infinity. Due to the outgoing property of the resonant state, it is enough to compute the microlocal asymptotics of the resonant state on the outgoing tails of $\Gamma$. We restate this fact in the following lemma. Let $\rho_1 = (x_1, \xi_1)$ [resp. $\rho_2 = (x_2, \xi_2)$] be a point on the outgoing tail tending to $-\infty$ [resp. $+\infty$], if it exists, such that $x_1 < a_0 < b_0 < x_2$.

**Lemma 4.11.** Let $f_k$ be the microlocal WKB solution defined in Proposition 3.2 near $\rho_k$, whose phase is based on $\rho_k$, and $\alpha_k$ defined by

$$w \equiv \alpha_k f_k \text{ near } \rho_k, \quad k = 1, 2.$$

Then we have

$$\text{Im} z = -\frac{h(1 + \mathcal{O}(h))}{\|w\|_{L^2(x_1,x_2)}^2} (|\alpha_1|^2 + |\alpha_2|^2),$$

with the convention that $\alpha_k = 0$ when $\Gamma_2 \cap \{x = x_k\} = \emptyset$.

**Proof.** We have, by integration by parts from $\text{Im} \langle (P(h) - z)w, w \rangle_{L^2(x_1,x_2)} = 0$,

$$\text{Im} z \|w\|_{L^2(x_1,x_2)}^2 = h^2 \text{Im} \left[-v_1' \bar{v}_1 - v_2' \bar{v}_2 + r_1 v_2 \bar{v}_1\right]_{x_1}^{x_2}, \quad w = \begin{pmatrix} v_1 \\ v_2 \end{pmatrix},$$

where $[g]_{x_1}^{x_2} = g(x_2) - g(x_1)$.

For each $k = 1, 2$, $w = \mathcal{O}(h^\infty)$ near $x_k$ if $\Gamma_2 \cap \{x = x_k\} = \emptyset$. Otherwise, the line $\{x = x_k\}$ intersects with $\Gamma_2$ at two points (since $\Gamma_2$ is symmetric with respect to $\{\xi = 0\}$), where one is on an outgoing trajectory corresponding to $\rho_2$ while the other is on an incoming trajectory. We denote by $\rho_k = (x_k, \xi_k)$, $k = 1, 2$, the one on the outgoing trajectory.

Remark that in the subset $\omega_k \times \mathbb{R}_\xi$ of the phase space, where $\omega$ is a small neighborhood of $x_k$, $w$ has its semiclassical wave front set only on the outgoing tail. This fact together with the microlocal expression of $w$ on the outgoing tail implies that $w$ admits the local expression in $\omega_k$

$$w = \alpha_k \chi^w f_k + \mathcal{O}(h^\infty)$$

where $\chi \in C_0^\infty(T^*\mathbb{R}; \mathbb{R})$ is identically 1 and supported only near $\rho_k$. Since $v_1$ is $\mathcal{O}(h)$ on $\Gamma_2$, we have

$$-v_1' \bar{v}_1 + r_1 v_2 \bar{v}_1 \bigg|_{x=x_k} = \mathcal{O}(h), \quad v_2' \bar{v}_2 \bigg|_{x=x_k} = (-1)^k i h^{-1} |\alpha_k|^2 (1 + \mathcal{O}(h)).$$

Thus we obtain the lemma. \qed
Thanks to this lemma, it is enough to compute the asymptotics of $\|w\|_{L^2(x_1,x_2)}$ and $\alpha_k$.

Let $e_0$ be the edge on $\Gamma_1$ such that its endpoint $e_0^+$ coincides with the starting point of the outgoing tail containing $\rho_1$ on it. We normalize $w$ in such a way that

$$w \equiv f_{\rho_0} \text{ near } \rho_0,$$

where $\rho_0$ is the base point of $e_0$.

The following Proposition asserts that the microlocal behavior (4.23) of $w$ on $e_0$ uniquely determines that on all other edges, if we “cut” the periodic trajectory $\Gamma_1$ at the point $\rho_0$: Let $\text{Path}(\rho_1, \rho_2)$ be the set of all generalized classical trajectories starting from $\rho_1$ and ending at $\rho_2$ without passing through $\rho_0$. This is an infinite set in general.

**Lemma 4.12.** Let $w$ be a resonant state satisfying (4.23). Then at any point $\rho$ on $\Gamma \setminus V$, different from $\rho_0$, we have the following microlocal expression of $w$:

$$w \equiv \alpha_{\rho} f_{\rho} \text{ near } \rho \text{ with } \alpha_{\rho} = \sum_{\gamma \in \text{Path}(\rho_0, \rho)} \mathcal{P}(\gamma).$$

The sum on the right hand side of (4.24) absolutely converges for $h$ small enough.

**Proof.** Put $\widetilde{M} := (I - E_{e_0,e_0}) M$ where $E_{e_0,e_0}$ stands for the matrix unit. Then for $k \geq 1$, each $(e, e')$-entry of $\widetilde{M}^k$ stands for the sum of the probability amplitude associated with generalized classical trajectories from $\rho_{e'}$ to $\rho_e$ passing back through $k$-crossing points without coming back to $\rho_0$:

$$\langle \widetilde{M}^k \rangle_{e, e'} = \sum_{\gamma \in \text{Path}(\rho_0, \rho), \#\{t; \gamma(t) \in V\} = k} \mathcal{P}(\gamma).$$

For $k$ large enough, such a generalized classical trajectory always intersects with both $\Gamma_1$ and $\Gamma_2$ since $\rho_0 \in \Gamma_1$. This implies that the absolute value of each eigenvalue of $\widetilde{M}$ is smaller than one, and $(I - \widetilde{M})^{-1} = \sum_{k \geq 0} \widetilde{M}^k$. Then for any $e$,

$$w \equiv \alpha_{e} f_{\rho_e} \text{ near } \rho_e$$

holds with $\alpha = (\alpha_{e})_{e \in E}$ given by

$$\alpha := (I - \widetilde{M})^{-1} \delta_{e_0}, \quad \delta_{e_0} = (\delta_{e_0}(e))_{e \in E} \quad \text{(Kronecker’s delta)}.$$

According to (4.25), we have

$$\alpha_{e} = \sum_{\gamma \in \text{Path}(\rho_0, \rho_e)} \mathcal{P}(\gamma),$$

for any $e \in E$. This with (4.26) shows the required formula (4.24) when $\rho$ is a point on an edge since the base point can be chosen arbitrarily. Apply (4.4) for otherwise. $\square$

In the same way as in [10], for a resonant state $w$ satisfying (4.23), we have

$$\|w\|_{L^2(x_1,x_2)}^2 = 2A'(E) + \mathcal{O}(h^{1/3} + h^{1/(m_0+1)}),$$

where the error $\mathcal{O}(h^{1/3})$ comes from the turning point while $\mathcal{O}(h^{1/(m_0+1)})$ comes from the crossing points (in [10], the latter is $\mathcal{O}(h)$ ($m_0 = 1$) and contained in the former). We finally
obtain the formula
\begin{equation}
\text{Im} z_h(E) = -\frac{h}{2 |A'(E_0)|} \sum_{k=1,2} \left| \sum_{\gamma \in \text{Path}(\rho_0, \rho_k)} \mathcal{P}(\gamma) \right|^2 + O(h^{m_0 + 3 + \kappa}),
\end{equation}
where \( \kappa = \min \{ 1/3, 1/(m_0 + 1) \} \). This is of \( O(h^{m_0 + 3}) \) since each generalized classical trajectory changes between \( \Gamma_1 \) and \( \Gamma_2 \) at least one time.

The principal terms in the sum of the right hand side of (4.28) come from the generalized classical trajectories which change trajectory once from \( \Gamma_1 \) to \( \Gamma_2 \). Therefore we have the following proposition.

**Proposition 4.13.** The coefficient \( D \) of the principal term of the resonance width admits the formula
\begin{equation}
D(E, h) = \frac{h^{-2/(m_0 + 1)}}{2 |A'(E_0)|} \sum_{k=1,2} \left| \sum_{\gamma \in \text{Path}^1(\rho_0, \rho_k)} \mathcal{P}(\gamma) \right|^2,
\end{equation}
where \( \text{Path}^1(\rho_0, \rho_k) \) is the set of \( \gamma \in \text{Path}(\rho_0, \rho_k) \) (see before Lemma 4.12 for the definition) which changes trajectory from \( \Gamma_1 \) to \( \Gamma_2 \) exactly once. Here the sum over \( k \) is for such a \( k \) that the corresponding outgoing tail exists.

**Remark 4.14.** The constant \( D(E, h) \) defined by (4.29) is obviously independent of the choice of \( \rho_0, \rho_1 \) and \( \rho_2 \) because of the absolute value taken for the sum over the general classical trajectories with the same starting and ending points. This absolute value is of order \( h^{1/(m_0 + 1)} \) because they change characteristic set once, and hence \( D(E, h) \) is bounded as \( h \to 0^+ \).

**Acknowledgement**

A part of this work was done during the stay of the second and the third authors in VIASM (Vietnam Institute of Advanced Study in Mathematics). They thank VIASM for the financial support and the hospitality. The second author was also supported by the JSPS KAKENHI Grant Number 18K03384. The third author was supported by the Grant-in-Aid for JSPS Fellows Grant Number 22J00430. The first author acknowledges the financial support of the CONICYT FONDECYT Grant Number 3180390.

**References**

[1] S. Ashida: *Molecular predissociation resonances below an energy level crossing.* Asymptot. Analysis, vol. 107, no 3-4 (2018), pp. 135-167.

[2] M. Assal, S. Fujiié: *Eigenvalue splitting of polynomial order for a system of Schrödinger operators with energy-level crossing.* Comm. Math. Physics 386 (2021), pp. 1519-1550.

[3] H. Bakhouti: *Asymptotique des largeurs de résonances pour un modèle d’effet tunnel microlocal.* Ann. Inst. H. Poincare Phys. Théor., 68 (1998); no. 2, 179-228.

[4] J.-F. Bony, S. Fujiié, T. Ramond, M. Zerzeri: *Resonances for Homoclinic Trapped Sets.* Astérisque Bofu-raze, Société Mathématique de France, 2018.

[5] Y. Colin de Verdière: *The level crossing problem in semi-classical analysis. II. The Hermitian case.* Ann. Institut Fourier 359, no. 5 (2004), pp. 1423-1441.

[6] M. Dimassi, S. Sjöstrand: *Spectral Asymptotics in the Semi-Classical Limit.* Cambridge University Press, 1999.

[7] S. Dyatlov, M. Zworski: *Mathematical Theory of Scattering Resonances.* Graduate Studies in Mathematics, 200. American Mathematical Soc., 2019.
[8] S. Fujiié, A. Martinez, T. Watanabe: *Widths of resonances at an energy-level crossing I: Elliptic interaction*. J. Diff. Eq. 260 (2016), pp. 4051-4085.

[9] S. Fujiié, A. Martinez, T. Watanabe: *Widths of resonances at an energy-level crossing II: Vector field interaction*. J. Diff. Eq. 262 (2017), pp. 5880-5895.

[10] S. Fujiié, A. Martinez, T. Watanabe: *Widths of resonances above an energy-level crossing*. J. Funct. Anal. 280, no. 6 (2021), 108918.

[11] B. Helffer, J. Sjöstrand: *Semiclassical analysis for Harper’s equation. III. Cantor structure of the spectrum*. Mém. Soc. Math. France, (1989), no.39 1-124.

[12] K. Higuchi: *Resonances free domain for systems of Schrödinger operators above an energy-level crossing*. Rev. Math. Phys. 33 (2021), no.3 article no. 2150007.

[13] K. Higuchi: *Résonances semiclassiques engendrées par des croisements de trajectoires classiques*, C. R. Acad. Sci. 359, issue 6 (2021), pp. 657-663.

[14] L. Hörmander: *The analysis of linear partial differential operators I. Distribution theory and Fourier analysis*. Springer-Verlag, Berlin 1983.

[15] W. Hunziker: *Distortion analyticity and molecular resonance curves*. Ann. Inst. H. Poincaré Phys. Théor. 45 (1986), no. 4, 339-358.

[16] A. Ifa, H. Louati, M. Rouleux: *Bohr-Sommerfeld quantization rules revisited: The method of positive commutators*. J. Math. Sci. Univ. Tokyo, 25 (2018), 91-127.

[17] A. Martinez: *An Introduction to Semiclassical and Microlocal Analysis*. Springer-Verlag New-York, UTX Series, 2002.

[18] S. Nakamura: *On an example of phase-space tunneling*. Ann. Inst. H. Poincare Phys. Theor., 63 (1995), no. 2, 211-229.

[19] Olver, F. W. J.: *Asymptotics and Special Functions*. Academic Press, New York, 1974.

[20] J. Sjöstrand: *Density of states oscillations for magnetic Schrödinger operators*. Mathematics in Science and Engineering, Volume 186, 1992, Pages 295-345.

[21] S. Wakabayashi: *Singularities of solutions of the Cauchy problem for symmetric hyperbolic systems*, Commun. Part. Diff. Eq., 9 (12): 1147–1177 (1984).

[22] D.R. Yafaev: *The semiclassical limit of eigenfunctions of the Schrödinger equation and the Bohr-Sommerfeld quantization condition, revisited*. Algebra i Analiz, 22 (2010), no. 6, 270-291; translation in St. Petersburg Math. J., 22 (2011), no. 6, 1051-1067.

[23] M. Zworski: *Semiclassical Analysis, Graduate Studies in Mathematics, 138*. American Mathematical Soc., 2012.

Marouane Assal, Univ. Bordeaux, CNRS, Bordeaux INP, IMB, UMR 5251, F-33400 Talence, France. e-mail: marouane.assal@math.u-bordeaux.fr

Setsuro Fujiie, Department of Mathematical Sciences, Ritsumeikan University, 111 Noji-Higashi, Kusatsu, 525-8577, Japan. e-mail: fujiie@fc.ritsumei.ac.jp

Kenta Higuchi, Graduate School of Science and Engineering, Ehime University/ Bunkyochō 3, Matsuyama, Ehime, 790-8577, Japan. e-mail: higuchi.kenta.vf@ehime-u.ac.jp