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The voter model with memory-dependent dynamics is theoretically and numerically studied at the mean-field level. The “internal age”, or time an individual spends holding the same state, is added to the set of binary states of the population, such that the probability of changing state (or activation probability $p_i$) depends on this age. A closed set of integro-differential equations describing the time evolution of the fraction of individuals with a given state and age is derived, and from it analytical results are obtained characterizing the behavior of the system close to the absorbing states. In general, different age-dependent activation probabilities have different effects on the dynamics. When the activation probability $p_i$ is an increasing function of the age $i$, the system reaches a steady state with coexistence of opinions. In the case of aging, with $p_i$ being a decreasing function, either the system reaches consensus or it gets trapped in a frozen state, depending on the value of $p_{\infty}$ (zero or not) and the velocity of $p_i$ approaching $p_{\infty}$. Moreover, when the system reaches consensus, the time ordering of the system can be exponential ($p_{\infty} > 0$) or power-law like ($p_{\infty} = 0$). Exact conditions for having one or another behavior, together with the equations and explicit expressions for the exponents, are provided.

I. INTRODUCTION

Agent-based binary-state models are commonly used to study the effect that simple individual dynamical rules may have on the collective behavior of a system. Typical examples include modeling the spreading of diseases [1, 2], the time evolution of the number of speakers of a determined language [3–6], the evolution of prices in financial markets [7–13], or the dynamics of opinion formation in a population of individuals [14–16]. As a prominent case of the latter, the voter model [17–19] and its variants thereof [20], by which an agent adopts with some probability the state of a randomly chosen neighbor, are widely used when the mechanism at hand is that of imitation. Beyond its potential applications, the voter model has become a paradigm in the field of non-equilibrium statistical physics. It is defined by very simple rules, and explicit solutions can be given in some particular cases, yet it is capable of showing very rich behavior, including phase transitions, characterized by critical exponents, power-law correlations, finite-size scaling, tricritical behavior, etc. [21, 22]. Recent studies of the voter model include the effect of a network structure [23, 24], non-linear or group interactions [25–31], more than two states [32, 33], the effect of zealots [34] and contrarians [35], etc.

A fundamental aspect of the agent-based binary-state models is the memory the constituents of the system have [36], and how this affects the dynamical rules that define the model. A clear example is the framework of non-Poissonian infection processes in epidemic spreading [37–39], where the infection of an individual depends on the times each one of its neighbors became infected [40]. This is because the rate at which one transmits a disease is not independent of the time one has been infected. In most cases of binary-state models a Markovian assumption is postulated which implies that the probability of changing state is independent of the past history of events of the individuals, that is to say neglecting memory effects by including Poissonian processes. This is of course a simplification that can be justified in many phenomena and it makes a lot easier the mathematical treatment [41, 42], but it may be lacking of realistic features in other cases. In this context, one of the objectives of the present work is to provide a consistent mathematical description of the voter model including memory effects, namely by making the probability of changing opinion of agents to depend on their age or time elapsed until their last update [34, 43].

One of the main questions addressed by the voter model is whether the imitation rule leads to a situation of consensus, with all agents (or at least, a significant majority) adopting the same value of the binary state [45–47]. The answer to this question is sometimes counter-intuitive. Although it would appear, for example, that an increase in the connections amongst the agents should favor consensus, a detailed analysis shows that for an effective dimensionality of the connectivity network greater than two, the system is not able to sustain a consensus state in the thermodynamic limit. The problem has been also addressed when including memory effects. Stark et. al [44] introduced increasing inertia, otherwise known as “aging”, as a mechanism that reduces the probability of an agent to copy the state of another one. Aging can roughly be related to an increase of the inflexibility in the copying mechanism [48]. Again, it would seem naively that reducing the number of interactions amongst agents should impede the reaching of consensus, but it was shown that exactly the opposite happens, namely the consensus is reached more easily in an scenario of aging. In a recent paper by some of us [49, 50], it was shown that the inclusion of aging in the noisy version of the voter model [7, 51, 52] induces a state of imperfect consensus that remains in the
thermodynamic limit. Another study of the noiseless voter model \cite{43} focused on the distribution of the time between individual changes of states $C(t)$, which in turn is related with the activation probability $p_i$, or the age-dependent probability of interaction. The conclusion of \cite{43}, sustained from the analysis of extensive numerical simulations, was that a particular functional form of $p_i \sim \beta / i$ induces a power-law dependence $C(t) \sim t^{-\beta}$, which has been observed in real datasets, for example in human communications \cite{53,54}. This power law is similar to the ones observed in the approach to consensus in low-dimensional lattices, but it shows a strong dependence on the details of the activation probability. The main objective of this paper is to analyze this problem and to derive the relations in \cite{43,44}, among others, from an analytical point of view. We also aim to give a well constructed theoretical framework for aging, which has been studied together with network structure in several recent works \cite{55,57} but mainly computationally, due to difficulties encountered in the mathematical description.

The outline of the paper is as follows. In section II we introduce the voter model including memory effects. Two specific forms of the activation probability, rational and exponential functions of the age, are considered which depend on several parameters, so as to cover phenomenology observed in the literature. Section III includes a summary of the main results present in the literature about dynamical behavior of the system close to the absorbing states. In section IV the dynamical equations of the mean fraction of agents with a given state and age are obtained under a mean field description and its steady-state analysed. Section V contains the main results of the work. First, a closed set of integro-differential equations describing the system close to the absorbing states is derived. Second, an approximate analysis of the previous description is carried out, providing explanation to the numerical findings. Complementary results are given in Appendix A and Appendix B. Finally, section VI includes a summary of the main results.

II. MODEL

The voter model implements in arguably the simplest way the herding mechanism for the evolution of binary state systems. In the original version one considers a system formed by $N$ individuals or agents. Agents are located in the nodes of a network and are connected by undirected, bidirectional, links. Two connected individuals are said to be “neighbors”. The network is single connected, meaning that every node can be reached from any other node by a sequence of links. Each individual $k = 1, \ldots, N$ holds a binary-state (spin) variable $s_k = \pm 1$. Several interpretations can be given to this binary variable, but its exact meaning does not concern us in this paper. For example, the voter model or variants of it have been used to represent the optimistic/pessimistic state of a stock market broker \cite{7}, the language A/B used by a speaker \cite{3,6}, or the direction of the velocity right/left in a one-dimensional model of active particles \cite{58}. Those variables evolve over time by the following (stochastic) rules:

(i) An individual $k$ is selected at random amongst the $N$ possibilities.

(ii) The selected individual copies the state $s_k = s_{k'}$ of another individual $k'$ chosen also at random between the set of neighbors of $k$.

In this sequential updating scheme, every time an individual is chosen for updating, time $t$ increases by one unit, while $N$ updates constitute one Monte Carlo step (MCS).

In the aging version of the voter model the above rules are modified such that the herding mechanism occurs only with an activation probability $p_i$ that depends on the internal age $i_k$ of the selected individual. The internal age $i_k = 0, 1, 2, \ldots$ of individual $k$ stands for the number of update attempts elapsed since its last change of state.

More explicitly, the model is reproduced in the simulations by modifying the last step as follows:

(ii) The selected individual copies with probability $p_{i_k}$ the state $s_k = s_{k'}$ of another individual $k'$ chosen at random between the set of neighbors of $k$. If the selected individual changes state $s_k \rightarrow -s_k$, then its internal age resets to zero $i_k \rightarrow 0$; otherwise it increases in one unit $i_k \rightarrow i_k + 1$. Initially, all internal ages are set to zero.

The standard (no aging) voter model is recovered taking $p_i = 1$. Here, for the sake of concreteness and mathematical treatment, we have considered the following two functional forms for the activation probability:

1.- The first functional form is a rational function of the age,

$$p_i = \frac{p_\infty i + p_0 c}{i + c}, \quad i = 0, 1, 2, \ldots$$

where $p_0, p_\infty \in [0, 1]$ and $c > 0$ are constants. If $p_0 > p_\infty$, the probability of interaction decreases with age, a typical aging situation. The opposite occurs if $p_0 < p_\infty$, as the activation probability increases with age. This can be interpreted as “anti-aging” or “rejuvenating” where as nodes get older they become more prone to change state. This aging form, with $p_\infty = 0$, is basically the form considered in \cite{43} and that has been shown to induce features observed in several real-world systems, such as power-law inter-event time distributions. If $p_0 = 1$ and $p_\infty > 0$, this reproduces qualitatively the form used in Ref. \cite{44}. In that paper, the activation probability $p_i$,
equivalent to $1 - \nu_i$ with $\nu_i$ being the “inertia”, decreases linearly from $p_0 = 1$ up to a final constant, non-null value $p_\infty$, but at a finite value of $i$.

2.- The second form we adopt for mathematical simplicity is an exponential dependence of the age,

$$p_i = (p_0 - p_\infty)\lambda^i + p_\infty, \quad i = 0, 1, 2, \ldots$$

with the same meaning as before for $p_0$ and $p_\infty$, and $\lambda < 1$ is a parameter.

III. DYNAMICAL BEHAVIOR. ABSORBING STATES

When one individual changes its state after copying the state of one of its neighbors, it might occur that it decreases the total number of neighbors with which it shares the same state. Therefore, a question of interest is whether by iteration of the dynamical rules a “consensus”, or fully ordered, state in which all agents share the same state, either +1 or −1, is finally achieved. One can argue that the stochastic rules permit eventually to reach any possible configuration of states. Therefore, when any of the particular consensus states $s_k = +1, \forall k$ or $s_k = -1, \forall k$ is reached, then there can not be further evolution and the dynamics stops. It seems, though, that the ultimate fate of the system is to reach consensus, with all nodes sharing the same value. While this is certainly true for any system with a finite number $N$ of agents, it is interesting to analyze the way the consensus state is reached and the dependence with system size of the average time to reach that state. Two different measures have been introduced to study the approach to order: the magnetization $m(t) = N^{-1}\sum_{k=1}^{N}s_k(t)$ that takes values $m = \pm 1$ in the ordered states, and the density $\rho(t)$ of active links, defined as the fraction of links that join nodes in different states. In the ordered states, the magnetization can be $m = +1$ or $m = -1$, while $\rho = 0$ in both absorbing states. The existence of absorbing states then ensures that $\lim_{t \to \infty} m(t) = \pm 1$ and $\lim_{t \to \infty} \rho(t) = 0$ for a finite system.

There is a significant difference between the aging and non-aging versions of the model. In the non-aging version the approach to the absorbing state depends crucially on the spatial dimension $d$. If $d > 2$ it is observed that the density of active links [66] has a fast transient to a plateau value $\rho^*$ (for $d \to \infty$, i.e. all to all connectivity, $\rho^* = \rho(0)$) and it oscillates around it until a large fluctuation brings the system to the absorbing state $\rho = 0$ at a time $T$. This time is a stochastic variable whose mean value scales as $\langle T \rangle \sim N$ for $d > 2$, see also [59] where the probability distribution of $T$ is obtained for $d \to \infty$. Therefore, larger systems stay longer in an active state until a large fluctuation brings them to the absorbing state. As we take the thermodynamic limit $N \to \infty$, it is $T \to \infty$ and the system does not order at all in a finite time. If we average over initial conditions and realizations of the dynamics, we find an exponential decay $\langle \rho(t) \rangle = \rho^* e^{-t/\tau}$, with $\tau \propto (T)$. As mentioned, in the thermodynamic limit when $(T) \to \infty$, we obtain $\langle \rho(t) \rangle = \rho^*$, or absence of order. If we take first the limit $t \to \infty$ and then the limit $N \to \infty$ we obtain otherwise $\lim_{N \to \infty} \lim_{t \to \infty} \langle \rho(t) \rangle = 0$. If the spatial dimension is $d \leq 2$ the decay to the absorbing state occurs very differently. One does not observe that $\rho(t)$ fluctuates around a plateau value, but rather $\rho(t)$ decreases on average for any realization even for large system sizes. As a consequence, in the thermodynamic limit, it is predicted that $\lim_{t \to \infty} \lim_{N \to \infty} \langle \rho(t) \rangle = 0$. The exact time dependence depends on the dimension as $\lim_{N \to \infty} \langle \rho(t) \rangle = (\log t)^{-1}$ for $d = 2$ and $\lim_{N \to \infty} \langle \rho(t) \rangle = t^{-1/2}$ for $d = 1$ [47].

The phenomenology in the aging version was described in [43] for particular forms of the activation probability. It was observed that if $p_i$ follows a similar dependence as given by Eq. (1) with $p_\infty = 0$, then the approach to the absorbing states is described by a power-law $\lim_{N \to \infty} \langle \rho(t) \rangle = t^{-\beta}$, for large spatial dimensions. Furthermore, in a fully-connected network it was observed numerically that the exponent $\beta$ of the power-law decay agreed within the numerical accuracy with the parameter $b = p_0 c$ of Eq. (1). This indicates that in the presence of aging, the system always orders, contrarily to the non-aging version. In this paper we offer an explanation of this behavior.

IV. THE DYNAMICAL EQUATIONS

We now derive the mean-field dynamical equations of our stochastic process, as defined in section I. In the derivation we restrict ourselves to the all-to-all (or fully connected) network in which all nodes are neighbors. The mathematical description in the case of a more complex network structure in the interactions between nodes is a further complication [23] and it is left for future studies [56, 57]. In the all-to-all setup, all the information needed to implement the stochastic update rules is contained in the set $S \equiv \{n_i^\pm\}_{i=0}^\infty$ of the numbers of individuals with internal age $i$ in states $\pm 1$. [44]. The global variables for the total number of up and down spins are $n = \sum_{i=0}^\infty n_i^+$ and $N - n = \sum_{i=0}^\infty n_i^-$. Note, however, that not all variables of the state $S$ are independent, since $\sum_{i=0}^\infty (n_i^+ + n_i^-) = N$. Hence, it is useful to consider an alternative representation of the system in terms of independent variables, for instance by using the
variable \( n \) and obviating \( n_0^\pm \), as \( S_n \equiv (n, \{ n_i^\pm \}_{i=1}^{\infty}, \{ n_i^- \}_{i=1}^{\infty}) = (n, n_1^+, n_2^-, \ldots, n_1^-, n_2^+, \ldots) \). In this representation \( n_0^\pm \) are given by \( n_0^+ = n - \sum_{i=1}^{\infty} n_i^+ \) and \( n_0^- = N - n - \sum_{i=1}^{\infty} n_i^- \).

In order to derive the dynamical equations of the global state of the system \( S_n \) we must include with their respective probabilities all events that induce changes in \( S_n \). Every time an individual changes its state or age, there is a change in the set of variables \( S_n \). The change can occur in different ways and with different probabilities. We now spell in detail the possibilities and their effects on the variables.

(1) Consider that at time \( t \) the chosen individual \( k \) is in state \( s_k = +1 \) and has age \( i_k = i \) and that as a result of the interaction it switches to \( s_k = -1 \) and, hence, its internal age is reset to \( i_k = 0 \). The probability of this event is equal to the probability, \( \frac{n_i^+}{N} \), of choosing and individual with age \( i \) and state +, multiplied by the age-dependent probability, \( p_i \), that it activates the copying (herding) mechanism, and multiplied by the probability \( \frac{N-n}{N} \) that the randomly selected neighbor is in the opposite state. Altogether, the probability is \( \frac{n_i^+}{N} p_i \frac{N-n}{N} \equiv \frac{1}{N} \Omega_{1,i} \). When the switching of state occurs, if \( i > 0 \) we have \( n_i^+ \rightarrow n_i^- - 1 \) and \( n \rightarrow n - 1 \), while if \( i = 0 \) the only change is \( n \rightarrow n - 1 \).

(2) This is similar to the previous case but now the chosen individual is initially in state \( s_k = -1 \). The probability of switching is now \( \frac{n_i^-}{N} p_i \frac{N-n}{N} \equiv \frac{1}{N} \Omega_{2,i} \). When the switching of state occurs, if \( i > 0 \) we have \( n_i^- \rightarrow n_i^- + 1 \) and \( n \rightarrow n + 1 \), while if \( i = 0 \) the only change is \( n \rightarrow n + 1 \).

(3) Consider that at time \( t \) the chosen individual \( k \) has \( s_k = +1 \) and age \( i_k = i \), but that now it keeps its current state \( s_k = +1 \). This event happens with a probability equal to the probability of choosing an individual in state +1 with age \( i \), \( \frac{n_i^+}{N} \), multiplied by the probability that it does not switch, which can arise either because the copying mechanism was not activated, with probability \( 1 - p_i \), or it was activated but the selected neighbor was in the same state, with probability \( p_i \frac{n_i^+}{N} \). Altogether, the probability is \( \frac{n_i^+}{N} (1 - p_i + p_i \frac{n_i^+}{N}) \equiv \frac{1}{N} \Omega_{3,i} \). In this case the variables change as \( n_i^+ \rightarrow n_i^+ + 1 \) and \( n_{i+1} \rightarrow n_{i+1} + 1 \) if \( i > 0 \) and \( n_i^- \rightarrow n_i^- + 1 \) if \( i = 0 \).

(4) Finally, we consider a similar case to the previous one but the chosen individual \( s_k = -1 \) keeps its state. The switching probability is now \( \frac{n_i^-}{N} (1 - p_i + p_i \frac{n_i^+}{N}) \equiv \frac{1}{N} \Omega_{4,i} \). The changes in the state \( S_n \) are \( n_i^- \rightarrow n_i^- - 1 \), \( n_{i+1}^- \rightarrow n_{i+1}^- + 1 \) if \( i > 0 \) and \( n_i^- \rightarrow n_i^- + 1 \) if \( i = 0 \).

If time is measured in MCS, the rates (probability per unit time) of the four possible processes are

\[
\begin{align*}
\Omega_{1,i} &= n_i^+ \beta_i (1 - n/N), \\
\Omega_{2,i} &= n_i^- \beta_i (n/N), \\
\Omega_{3,i} &= n_i^+ \alpha_i (1 - n/N), \\
\Omega_{4,i} &= n_i^- \alpha_i (n/N),
\end{align*}
\]

where \( \beta_i(x) = p_i x \) and \( \alpha_i(x) = 1 - \beta_i(x) \), thus \( \Omega_{1,i} + \Omega_{3,i} = n_i^+ + \Omega_{2,i} + \Omega_{4,i} = n_i^- \).

This derivation has considered a discrete time process in the limit of a large number of individuals. It is also possible to consider from the beginning a continuous time process in which an agent of age \( i \) and state \( s = +1 \) has a rate \( \beta_i(1 - n/N) \) of switching state and set its internal age to 0, and a rate \( \alpha_i(1 - n/N) \) of increasing its internal age keeping the state; similarly an agent of age \( i \) and state \( s = -1 \) has a rate \( \beta_i(n/N) \) of switching state and set its internal age to 0, and a rate \( \alpha_i(n/N) \) of increasing its internal age and keep the state.

Following standard techniques [60-62], we could derive a master equation for the probability \( P(S_n,t) \) of having state \( S_n \) at time \( t \), with the set of rates and changes in the variables explained before. As we restrict ourself to average values in this paper, we will only obtain the evolution equations for the ensemble average of the fraction of nodes with a given state and age \( x_i^n = \langle n_i^n \rangle / N \), as well as for \( x = \langle n_i \rangle / N \). The time evolution of the average values can be computed as a weighted sum of all the rates that contribute to its variation, the weights being the variation of the regarded variable in that process [62]. Using the standard mean-field approximation [61] which neglects correlations as \( \langle n_i^n \rangle \simeq \langle n_i^+ \rangle \langle n_i^- \rangle \) we end up with a closed but infinite system of equations:

\[
\begin{align*}
\frac{dx_i^+}{dt} &= -x_i^+ + x_{i-1}^+ \alpha_{i-1}(1-x), & i \geq 1, \\
\frac{dx_i^-}{dt} &= -x_i^- + x_{i-1}^- \alpha_{i-1}(x), & i \geq 1, \\
\frac{dx}{dt} &= \sum_{i=0}^{\infty} x_i^- \beta_i(x) - \sum_{i=0}^{\infty} x_i^+ \beta_i(1-x).
\end{align*}
\]
Similar equations were obtained in Ref. [44, 49]. In these equations, variables $x_0^\pm$, whenever they appear, should be expressed in terms of the independent variables,

$$x_0^+ = x - \sum_{i=1}^{\infty} x_i^+, \quad x_0^- = 1 - x - \sum_{i=1}^{\infty} x_i^-.$$  \hfill(8)

The explicit time evolution of these variables is

$$\frac{dx_0^+}{dt} = -x_0^+ + \sum_{i=0}^{\infty} x_i^- \beta_i(x),$$  \hfill(9)

$$\frac{dx_0^-}{dt} = -x_0^- + \sum_{i=0}^{\infty} x_i^+ \beta_i(1-x).$$  \hfill(10)

By equating all time derivatives to zero, we can identify the steady-state solutions for the mean-field description. From Eqs. (5, 6, 8) we find

$$x_{i,\text{st}}^+ = \frac{x_{\text{st}}}{f(x_{\text{st}})} \prod_{k=0}^{i-1} \alpha_k(1-x_{\text{st}}), \quad x_{i,\text{st}}^- = \frac{1-x_{\text{st}}}{f(1-x_{\text{st}})} \prod_{k=0}^{i-1} \alpha_k(x_{\text{st}}), \quad i \geq 0,$$  \hfill(11)

where

$$f(x) = \sum_{i=0}^{\infty} \prod_{j=0}^{i-1} \alpha_j(1-x),$$  \hfill(12)

and the convention $\prod_{j=0}^{-1} \alpha_j = 1$. Obviously, the validity of these relations require that the series Eq. (12) defining $f(x)$ is convergent. This is certainly not the case for $x = 1$, as $f(x = 1) = \infty$ always. As we will see, another case in which the series might diverge occurs when $p_\infty = 0$, when d’Alembert’s criterion does not ensure convergence as $\lim_{x \to \infty} \alpha_i(x) = 1$. Using Eqs. (7, 9, 10) in the steady state, one obtains easily $x_{0,\text{st}}^+ = x_{0,\text{st}}^-$, or

$$\frac{x_{\text{st}}}{f(x_{\text{st}})} = \frac{1-x_{\text{st}}}{f(1-x_{\text{st}})},$$  \hfill(13)

The solutions to this equation provide the possible steady-state values of $x_{\text{st}} = \langle n \rangle / N$ and those values of $x_{\text{st}}$ determine the other quantities, through Eqs. (11). Note that $x_{\text{st}} = 1/2$ is always a trivial solution that corresponds to a symmetric steady state, with the same mean number of nodes with a given age having opposite states $x_{i,\text{st}}^+ = x_{i,\text{st}}^-$ for $i \geq 0$. In any case, the steady-state solutions describe situations where $x_{i,\text{st}}^\pm$ are decreasing functions of the age. Note also that $x_{\text{st}} = 0, 1$ are always steady state solutions (absorbing states) of the dynamics, and indeed satisfy Eq. (13) as $f(x \to 1) \to \infty$ and $f(x \to 0) \to \text{constant}$.

For the particular case $p_i = p, \forall i$, we obtain the function $f(x) = 1/(p(1-x))$. Eq. (13) is satisfied for any $x_{\text{st}}$ and, in fact, it can be shown that Eq. (7) becomes $x_{\text{st}} \to 0$ and, hence, $x_{\text{st}} = 0(x)$. This is the behavior of the non-aging voter model in the thermodynamic limit that was described before. If $x_{\text{st}} \neq 0, 1$, the distribution of ages in this steady state follows a geometric distribution: $x_{i,\text{st}}^+ = px_{\text{st}}(1-x_{\text{st}})/(1-p(1-x_{\text{st}}))$ and $x_{i,\text{st}}^- = px_{\text{st}}(1-x_{\text{st}})/(1-px_{\text{st}})$. For $x_{\text{st}} = 0, 1$, see section 7.

For the activation probabilities Eqs. (1), one finds [68]

$$f(x) = 1 + (1 - p_0(1-x)) \quad \text{2F}_1 \left[ 1, 1 + c; 1 - p_\infty(1-x); 1 + c; 1 - p_\infty(1-x) \right],$$  \hfill(14)

where $\text{2F}_1[\alpha, \beta; \gamma; x]$ is the Gauss hypergeometric function. This function, and hence the series Eq. (12), is always convergent for $p_\infty(1-x) > 0$. If $x = 1$, we already know that the series is divergent. If $p_\infty = 0$, the series diverges whenever $x \geq 1 - 1/(c_0)$. Although these divergences may be problematic in the case $p_\infty = 0$, one can still study Eq. (13) as a limit $p_\infty \to 0$ or, alternatively regularize the sum Eq. (12) with a cut-off $\sum_{\alpha_{\text{st}}} \ldots$ and study the dependence with $M$ [69]. We checked that the predicted behavior of the fixed points of Eq. (13) in all cases is correct. In Figure (1a) we plot $R(x) = 1 - x^{1-x} \quad \text{2F}_1[1, 1-x]$, in a case of aging $p_0 > p_\infty$ and anti-aging $p_0 < p_\infty$. We find in both cases that $R(x_{\text{st}}) = 0$ provides the three mentioned fixed points, $x_{\text{st}} = 0, 1/2, 1$. We also hypothesize that the sign of $R(x)$ determines the stability or the direction of movement of $x$, $\frac{dx}{dt}$, thus for aging we expect the symmetric solution $x_{\text{st}} = 1/2$ to be unstable and the absorbing states $x_{\text{st}} = 0, 1$ stable and the other way around for anti-aging [69]. The time-dependence and ordering dynamics depending on the form of $p_i$ is studied in detail in the next section.
We now study the stability of this solution, which indicates that the distribution of internal ages in the population follows a Poisson distribution with parameter $\lambda$. The solution of Eq. (16) with the initial condition $x_i(t=0)$ indicates that those values are valid at the absorbing state $x=0$. The solution of Eqs. (19) with $x=0$ (implying $\alpha_i(0)=1$) and the above mentioned initial conditions can be readily found as

$$x_i^{-(0)}(t) = e^{-t}\frac{t^i}{i!}, \quad i \geq 0,$$

which indicates that the distribution of internal ages in the population follows a Poisson distribution with $\langle i \rangle = \sigma_i^2 = t$. We now study the stability of this solution.

We linearize Eqs. (16) around the solution $x_i^{\pm(0)}$ at the absorbing state:

$$\frac{dx_i^+}{dt} = -x_i^+ + x_{i-1}^+(1-p_{i-1}), \quad i \geq 1,$$

$$\frac{dx_0^+}{dt} = -x_0^+ + x \sum_{i=0}^{\infty} p_i x_i^{-(0)} = -x_0^+ + x \sum_{i=0}^{\infty} p_i e^{-t}\frac{t^i}{i!}.$$

The solution of Eq. (16) with the initial condition $x_i^+(0)=0$, $i \geq 1$, is

$$x_i^+(t) = \prod_{k=0}^{i-1} (1-p_k) \int_0^t (t-s)^{i-1} e^{-s}\frac{t^i}{i!} x_0^+(s) ds, \quad i \geq 1.$$

Imposing $x(t) = x_0^+(t) + \sum_{i=1}^{\infty} x_i^+(t)$, and replacing in Eq. (17) we obtain

$$x(t) = x_0^+(t) + \int_0^t G(t-s) x_0^+(s) ds,$$

$$\frac{dx_0^+}{dt} = -x_0^+ + L(t) \left( x_0^+ + \int_0^t G(t-s) x_0^+(s) ds \right).$$

V. ORDERING DYNAMICS

It is clear from the rules of the process that the absorbing states $x(t)=0$ and $x(t)=1$ must be solutions of the dynamical equations in all cases, whatever the particular form of $p_i$. We now discuss these solutions. For the sake of concreteness we consider only the $x=0$ absorbing state, but an equivalent analysis could be performed at $x=1$ as well. Consider, then, that the system is at $x=0$ at time $t=0$ with all internal ages set to 0. As there are no nodes in the +1 state, the herding mechanism implies that a selected node can never switch state to +1 and will remain in the −1 state, hence increasing its internal age in one unit according to the rules of the model. Therefore we have $x_i^{+(0)}(t)=0$, $x^{(0)}(t)=0$, and thus Eq. (10) reduces to $\frac{dx_i^{-(0)}}{dt} = -x_i^{-(0)}$, or $x_i^{-(0)}(t) = e^{-t}$, where the superscript $(0)$ indicates that those values are valid at the absorbing state $x=0$. The solution of Eqs. (19) with $x=0$ (implying $\alpha_i(0)=1$) and the above mentioned initial conditions can be readily found as

$$x_i^{-(0)}(t) = e^{-t}\frac{t^i}{i!}, \quad i \geq 0,$$

which indicates that the distribution of internal ages in the population follows a Poisson distribution with $\langle i \rangle = \sigma_i^2 = t$. We now study the stability of this solution.

We linearize Eqs. (16) around the solution $x_i^{\pm(0)}$ at the absorbing state:

$$\frac{dx_i^+}{dt} = -x_i^+ + x_{i-1}^+(1-p_{i-1}), \quad i \geq 1,$$

$$\frac{dx_0^+}{dt} = -x_0^+ + x \sum_{i=0}^{\infty} p_i x_i^{-(0)} = -x_0^+ + x \sum_{i=0}^{\infty} p_i e^{-t}\frac{t^i}{i!}.$$
The integro-differential Eq. (20) has to be solved with the initial condition \( x_0^+ (0) = x(0) \).

A simple case in which the linearized equations (19,20) can be solved explicitly is \( p_i = p \), constant. In this case we have \( L(t) = p \) and \( G(z) = (1 - p)e^{-pz} \), which after a tedious but straightforward calculation (20) leads to \( x^+_i (t) = x(0)(p + (1 - p)e^{-t}) \) and \( x(t) = x(0) \), the well known solution of the voter model in the thermodynamic limit \( N \rightarrow \infty \). (21)

As it follows from Eqs. (19,20) that \( x'(0) \equiv \frac{d}{dt} x(t) \bigg|_{t=0} = 0 \), the stability of \( x(t) \) requires to study the sign of \( x''(0) \equiv \frac{d^2}{dt^2} x(t) \bigg|_{t=0} \). which after a simple calculation, turns out to be \( x''(0) = p_0 - p_0(p_1 - p_0) \). Therefore, at this level, we obtain that in the anti-aging case, \( p_1 > p_0 \), the absorbing solution \( x = 0 \) is unstable, while in the aging case, \( p_1 < p_0 \), the absorbing solution is stable, as suggested at the end of the previous section. Since for both functional forms Eqs. (19,20) in the anti-aging case there are no other solutions than \( x_{\alpha} = 1/2 \), we predict that the final state of the dynamics is that of coexistence of states. This is indeed observed in the numerical simulations, as shown in Fig. (1b).

To study in full detail the return to the absorbing state of the variable \( x(t) \) we would need to solve the linearized equations (19,20). Although it does not seem to be possible to obtain their full time dependence analytically (22), simple arguments allow us to obtain the asymptotic behaviors for large \( t \). All we need for this purpose is the asymptotic expressions of \( G(t) \) and \( L(t) \). We split the discussion in the cases \( p_{\infty} = 0 \) and \( p_{\infty} > 0 \), as the difference is of crucial importance.

### A. Aging case, Eq. (1) with \( p_{\infty} = 0 \).

This case includes the one studied in (23) where the activation probability decayed as \( p_i \sim b/i \). With our explicit expression, Eq. (1), the calculation of Appendix A leads to an asymptotic behavior valid for \( p_0 < 1 \),

\[
\begin{align*}
G(t) & \sim \frac{\Gamma(c)}{\Gamma(c(1 - p_0))}t^{-b}, \\
L(t) & \sim bt^{-1}, \quad b = cp_0.
\end{align*}
\]

Assuming power-law dependences as \( x^+_i (t) \sim t^{-a} \), \( x(t) \sim t^{-\beta} \) and that the integral in Eq. (20) can be approximated as \( \int_0^t G(t-s) x^+_i (s) ds \sim G(t)A \sim t^{-b} \), with \( A = \int_0^\infty x^+_i (s) ds \), which is justified if the time evolution of \( x^+_i (t) \) is slower than that of \( G(t) \), we obtain consistently \( a = b + 1 \). Finally, using this value with Eq. (19) we get \( b = \beta \). This proves that the density of nodes in the + state and, consequently, the density of active links go to zero as \( x(t) \sim \rho(t) \sim t^{-b} \), explaining the numerical results of Ref. (24).

To check the previous predictions, we plot in Fig. (2) the results coming from numerical simulations for \( x^+_i (t) \) and \( x(t) \) for different cases of \( p_0 \) and \( c \). As it is apparent, the figures confirm the validity of the asymptotic expansion \( x(t) \sim t^{-b} \) and \( x^+_i (t) \sim t^{-b-1} \), as derived theoretically. Besides the asymptotic slope, we also plot in the figures the values of \( x(t) \) and \( x^+_i (t) \) obtained from the numerical solution of Eqs. (19,20) using a suitable integration algorithm described in (25).

This discussion assumes that \( p_0 < 1 \). If \( p_0 = 1 \), it is \( G(t) = 0 \) and a direct integration of Eqs. (19,21) leads to an initial decay \( x(t) \sim e^{-t^2/(2(1+c))} \), followed by an intermediate regime \( x(t) \sim t^b e^{-t} \). In the numerical simulations we observe that this is followed by a crossover to the same asymptotic power-law behavior \( x(t) \sim t^{-b} \). The reason why the integro-differential Eqs. (19,20) do not capture this crossover is because they are linearized. The solution of the full set of equations Eqs. (5,7) can be written \( x(t) = x(0)h_1(t) + x(0)^2 h_2(t) + \ldots \) with the different orders of the initial condition \( x(0) \). Linearizing, we were able to find the first term \( h_1(t) \). For \( p_0 \neq 1 \) this first term is a power law and it prevails over the rest for all times. For \( p_0 = 1 \) it decays exponentially and, apparently, the second order term \( h_2(t) \sim t^{-b} \) is a power law. Thus for sufficiently large times \( t \gg t^* \) it can happen that \( x(0)h_1(t) < x(0)^2 h_2(t) \).

We now consider \( x^+_i (t) \) for \( i \geq 1 \). The kernel \( \frac{(t-s)^{i-1}}{(i-1)!} e^{-t} \) inside the integral of Eq. (18) is a Poisson distribution with \( \langle i - 1 \rangle = \sigma_{i-1}^2 = t - s \), which localizes the integral of \( x^+_i (s) \) in a window of position and width determined by \( i \). This tells us that in order to find the qualitative shape of the age distribution \( x^+_i (t) \) for \( t \sim t^* \), we can replace the
FIG. 2. Time evolution of the variables $x(t), x_0^+(t)$ for $p_i$ given by Eq. (1) with different values of $p_0, c$ and $p_\infty = 0$ and initial condition $x(0) = x_0^+(0) = 0$.1. Top panels are (red circles), $p_0 = 1/2, c = 2, b = 1$, and (blue squares), $p_0 = 1, c = 1, b = 1$, and bottom panels are (red circles), $p_0 = 2/3, c = 3, b = 2$, and (blue squares), $p_0 = 1, c = 2, b = 2$. Points are results from numerical simulations with $N = 10^5$ averaged over $10^4$ trajectories while lines are the numerical integration of Eqs. (19, 20).

early dynamics approximate solution $x_0^+(s)$ inside the integral at Eq. (18) by $x(0)e^{-(1-p_0)s}$ and $\prod_{k=0}^{i-1}(1-p_k)$ by its asymptotic expansion form $\frac{\Gamma(c)}{\Gamma(c(1-p_0))}t^{-b}$ for $i \gg 1$:

$$x_{i \gg 1}(t) \approx \frac{x_0^+(0)}{t^b} \frac{\Gamma(c)}{\Gamma(c(1-p_0))} \int_0^t (t-s)^{i-1} (i-1)! e^{p_0s-t}ds.$$  \hspace{1cm} (25)

This is essentially a function localized around $i \sim t$ whose amplitude decreases as $1/t^b$. This feature of the distribution of ages is analyzed in Fig. (3).

For $i \gg 1$, however, the major contribution to the integral at Eq. (18) comes from the region $s \sim t \gg 1$ and we can use the asymptotic expression $x_0^+(s) = As^{-(b+1)}$ as a constant inside the integral

$$x_{i \gg 1}(t) \approx B_i t^{-(b+1)}, \quad B_i \equiv A \prod_{k=0}^{i-1}(1-p_k),$$  \hspace{1cm} (26)

whose validity is checked in Fig. (3).
FIG. 3. Time evolution of the density of nodes in state + with age \( i \), \( x_i^+(t) \) for \( p_{\text{c}} \) given by Eq. \((1)\) with \( p_{\infty} = 0 \), \( p_0 = 1/2 \), \( c = 2 \) with initial condition \( x_i^+(0) = 0.1 \delta_{i,0} \). Colored lines are the results of numerical simulations with \( N = 10^5 \) averaged over \( 10^4 \) trajectories. \( x_i^+(t) \) is showed as a function of \( i \) for different snapshots \( t = 10, 20, 40, 80, 160, 320 \) in log-log scale. For \( t = 160 \) the dashed black lines are the asymptotic approximations Eqs. \((25, 26)\).

B. Aging case, Eq. \((1)\) with \( p_{\infty} > 0 \)

In this case the activation probability starts at \( p_0 \) and decays to a non-null value \( p_{\infty} \). This is qualitatively similar to the case studied in \([44]\), although in that reference the final value \( p_{\infty} \) was reached after a finite number of aging steps, but we do not expect this to be a significant difference.

As shown in Appendix \( A \), \( L(t) \) tends to a non-null asymptotic value \( L(t \to \infty) = p_{\infty} \) while \( G(t) \) decays exponentially:

\[
G(t) \sim e^{-p_{\infty}t-b}, \quad b = c\frac{p_0 - p_{\infty}}{1 - p_{\infty}}
\]

\[
L(t) \sim p_{\infty}.
\] \( (27) \) \( (28) \)

If we replace \( L(t) \) by this constant value \( p_{\infty} \) in Eq. \((20)\) we can use the Laplace transform \( \hat{x}_0^+(s) \) of \( x_0^+(t) \) to find the explicit solution:

\[
\hat{x}_0^+(s) = \frac{x(0)}{s + 1 - p_{\infty}(1 + G(s))} = \frac{x(0)}{\hat{F}(s)}.
\] \( (29) \)

and from Eq. \((19)\) we get the Laplace transform \( \hat{x}(s) \) of \( x(t) \):

\[
\hat{x}(s) = \frac{1 + \hat{G}(s)}{\hat{F}(s)} x(0).
\] \( (30) \)

Note that, due to the asymptotic behavior of \( G(t) \), Eq. \((27)\), the Laplace transform \( \hat{G}(s) \) does not converge for \( s < -p_{\infty} \). It turns out that \( \hat{F}(s) \) has a zero located at \( s = s_1 \). Hence, inverting the Laplace transform we find the asymptotic behavior \( x_0^+(t) \sim x(t) \sim e^{s_1t} \). The exact value of \( s_1 \) has to be found solving numerically \( \hat{F}(s_1) = 0 \) and it is found to depend non-trivially on the parameters of the model, see Figure \((4a)\). As it is shown in this figure, we find \( s_1 < 0 \) for \( p_0 > p_{\infty} \) (aging) and \( s_1 > 0 \) for \( p_0 < p_{\infty} \) (anti-aging), thus the asymptotic behavior is in accordance to the linear stability analysis performed before. There are two cases where \( s_1 = 0 \): (i) for \( p_0 = p_{\infty} \) which corresponds to the non-aging voter model with \( x(t) = x(0) \), and (ii) for \( p_{\infty} = 0 \) where the time dependence changes from being exponential to a power law \( x(t) \sim t^{-\beta} \) as explained in the previous section. The case that concern us in this section is \( 0 < p_{\infty} < p_0 \), where we have \( s_1 \sim -p_{\infty} \) for small \( p_{\infty} \) and as \( p_{\infty} \) approaches \( p_0 \), \( s_1 \) increases until \( s_1 = 0 \). We have checked the proposed asymptotic behavior in the particular case \( p_{\infty} = 0.1 \), \( p_0 = 0.5 \), \( c = 1 \) in Figure \( 5 \). The theory predicts an exponential decay with \( s_1 = -0.0982 \) which matches perfectly compared to numerical
simulation and also compared to the numerical solution of Eqs. (19,20). In the same figure we also show the special problematic case $p_0 = 1$, with the same other parameters. In this case it is $G(t) = 0$ thus according to Eqs. (19,20) the solution is initially an exponential function as $x(t) \approx e^{-\frac{1}{2}t^2}$ followed by the regime $x(t) \approx e^{-(1-p_\infty)t}x_0$. This behavior is correct in the early states of the dynamics but after it there is a crossover to a slower exponential decay $x(t) \sim e^{s_1t}$. We expect this effect to be also a result of linearization, where in $x(t) = x(0)h_1(t) + x(0)^2h_2(t) + \ldots$, $h_2(t)$ is slower than $h_1(t)$ which is the result that we obtained. Thus for a large enough time $t > t^*$ it can happen that $x(0)h_1(t) < x(0)^2h_2(t)$.
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**FIG. 4.** Roots of the equation $\hat{F}(s) = s + 1 - p_\infty(1 + \hat{G}(s)) = 0$ as a function $p_\infty$ with fixed $p_0 = 0.5$. The right panel is the case $p_i$ given by Eq. (1) for different values of $c = 1, 2, 3, 4$ and in the left panel it is Eq. (2) for different values of $\lambda = 0.3, 0.5, 0.7, 0.9$. The explicit forms of the Laplace transform of $G$ are given in Appendix A.
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**FIG. 5.** Time evolution of the variables $x(t), x_0^+(t)$ for $p_i$ given by Eq. (1) with different values of $p_0$, $c$ and $p_\infty = 0.1$ and initial condition $x(0) = x^+_0(0) = 0.1$. Red circles are $p_0 = 1/2, c = 1$, and blue squares, $p_0 = 1, c = 1$. Points are results from numerical simulations with $N = 10^5$ averaged over $10^4$ trajectories, while solid lines are the numerical integration of Eqs. (19,20).
C. Aging case, Eq. (2) with \( p_\infty = 0 \)

From expression Eq. (2) in Appendix A we find the asymptotic behavior for large \( t \)

\[
G(t) \sim (p_0; \lambda)_\infty, \\
L(t) = p_0 e^{-(1-\lambda)t},
\]

(31)

(32)

where \( (a; b)_i \equiv \prod_{k=0}^{i-1} (1 - ab^k) \) is the \( q \)-Pochhammer symbol \[65\]. Note the remarkable property that \( G(t \to \infty) \to \) constant \( > 0 \) which is something that we did not observe in the other cases. As explained in Appendix B we can solve Eqs. (19,20) in this case replacing Eqs. (31,32). Approximately, we have the exponential decay \( x_0(t) \approx x_0(0)c_2 e^{-(1-\lambda)t} \) and \( x(t) \) decays exponentially until it reaches a constant value \( x(\infty) \approx x(0)c_2\lambda/p_0 \) that depends on the initial condition \( x(0) \). Here \( c_2 \) is a constant that depends on \( p_0 \) and \( \lambda \) in an intricate way, see Appendix B. In summary, the system does not order in this case. We can deduce that this will be the case as long as \( G(\infty) = \prod_{k=0}^{\infty} (1 - p_k) \neq 0 \) or, equivalently, if \( \sum_{k=0}^{\infty} p_k \) converges. Obviously for \( p_\infty \neq 0 \) this is never the case, while for \( p_\infty = 0 \) if \( p_k \) decays faster than \( p_k \sim 1/k \) the system does no order, but it does order if \( p_k \) decays slower than \( p_k \sim 1/k \). The case \( p_k \sim 1/k \) is somehow a critical value, where the system orders very slowly as a power law as explored in section V A.

We checked this prediction against the results of numerical simulations in Figure 6 for \( p_0 = 0.5, \lambda = 1/2 \). For \( p_0 = 1 \) there is again the failure of the linearization, where the theory predicts that the system orders exponentially, while the numerical simulation shows the same behavior initially until a crossover is reached to a constant value \( x(\infty) \neq 0 \), which is smaller than in the case \( p_0 \neq 1 \). According to this argument \( x(t) = x(0)h_1(t) + x(0)^2h_2(t) + \ldots, h_1(\infty) = 0 \) and \( h_2(\infty) \neq 0 \). The fixed point value is expected to scale as \( x(\infty) \propto x(0)^2 \) as the linear theory predicts \( x(\infty) = 0 \). This and the linear prediction \( x(\infty) \approx c_2\lambda/p_0x(0) \) is checked with numerical simulation in Figure 7.

D. Aging case, Eq. (2) with \( p_\infty > 0 \)

In this case, from expression Eq. (2) in Appendix A we find the asymptotic expressions

\[
G(t) \sim (1 - p_\infty) \left( \frac{p_0 - p_\infty}{1 - p_\infty}; \lambda \right)_\infty e^{-p_\infty t}, \\
L(t) \sim p_\infty.
\]

(33)

(34)

Thus, this case is similar to the one studied in section V B where \( G(t) \) decays exponentially and \( L(t) \) goes to a constant. Following the procedure of that section we use the Laplace transform in Eq. (19,20) after replacing \( L(t) \) by its limit.
FIG. 7. Stationary value $x(\infty)$ as a function of the initial condition $x(0)$ for $p_i$ given by Eq. (2) with $\lambda = 1/2$, $p_\infty = 0$ and $N = 10^5$. Red circles are $p_0 = 1/2$ and blue squares $p_0 = 1$, while the red line is the theoretical prediction of the linearized Eqs. (19,20), and the dashed line is the approximation of Appendix B, i.e. $x(\infty) \approx c_2 \lambda / p_0 x(0)$.

$p_\infty$, see Appendix A for an explicit expression for these functions. In Figure (4b) we explored the root $s_2$ of the denominator $\hat{F}(s)$ of Eq. (29) as a function of $p_\infty$. We find the same phenomenology, with $s_2 > 0$ for $p_0 < p_\infty$ and $s_2 < 0$ for $p_0 > p_\infty$, $s_2 = 0$ for $p_0 = p_\infty$ corresponding to the non-aging voter model. For $p_\infty = 0$ we also obtain $s_2 = 0$, in accordance to the result of the previous section where $x(t)$ goes to a constant. In Figure 8 we compare the results of numerical simulations of $x(t)$ with the numerical integration of Eqs. (19,20) and the asymptotic $x(t) \sim x_0^+(t) \sim e^{s_2 t}$, for $p_\infty = 0.1$, $\lambda = 0.5$, $p_0 = 0.5$ and $p_0 = 1$. The theory predicts $s_2 = -0.0616 \ldots$ which is in good agreement to what it is observed in the simulation. The case $p_0 = 1$ is again singular as the linear approximation fails to reproduce the long term dynamics. In the linear theory we have $G(t) = 0$ which leads to $h_1(t) \sim e^{- (1-p_\infty) t + 2 p_0 - 2 p_\infty (1-e^{-(1-\lambda) t})}$. This exponential decay happens to be faster than the second order contribution, which is also exponential $h_2(t) \sim e^{s_2 t}$, and thus for long enough time the second order prevails.

FIG. 8. Time evolution of the variables $x(t)$, $x_0^+(t)$ for $p_i$ given by Eq. (2) with different values of $p_0$, $\lambda$ and $p_\infty = 0.1$, and initial condition $x(0) = x_0^+(0) = 0.1$. Red circles are $p_0 = 1/2$, $\lambda = 1/2$, and blue squares, $p_0 = 1$, $\lambda = 1/2$. Points are results from numerical simulations with $N = 10^5$ averaged over $10^5$ trajectories, while lines are the numerical integration of Eqs. (19,20).
VI. SUMMARY AND CONCLUSIONS

In this work we have studied memory effects (aging and anti-aging) in an opinion dynamics model, by means of analytical and numerical approaches. More specifically, we have focused on a mean-field (all-to-all) description of the voter model, where the influence of the aging of the individuals has been modelled through the activation probability, $p_i$, or the copying probability of the individuals as a function of their internal age $i$. Overall, we have shown that the functional form of $p_i$ has a crucial impact on how and whether the system reaches consensus or not. For the sake of concreteness, we have employed in our analysis monotonic functions $p_i$ with three parameters: $p_0$ (or $p_i$ for zero age), $p_\infty$ (or $p_i$ for $\infty$ age), and a third one, $c$ or $\lambda$, tuning the transition $p_0 \to p_\infty$.

When the activation probability is constant $p_0 = p_\infty$, we recover the voter model. In this case, the system keeps its initial magnetization, provided the number of agents is large enough. If the activation probability is not constant and tends to a nonzero value for large ages, $p_0 \neq p_\infty > 0$, the aging and anti-aging cases produce opposite effects in the dynamics. On the one hand, for the case of aging, with $p_0 > p_\infty > 0$, the system orders with an exponential decay of the global opinion towards one of the consensus states $x \to 0, 1$. On the other hand, for the anti-aging case, with $0 < p_0 < p_\infty$, the system reaches coexistence with $x \to 1/2$.

As explained in Ref. [44], the results for $p_\infty > 0$ can be understood heuristically: the aging mechanism amplifies any small asymmetry in the initial conditions. Take an initial condition close to consensus, say $x = 0$, and all the agents with zero age. Then, the systems evolves in a first, very short stage as if no aging was present since all agents have the same herding rate. After the first transitions, most of the agents become older in the state $-1$, while a small fraction are younger with states $\pm 1$. From a dynamical point of view, the only difference between the latter situation and the voter model is in the presence of the small fraction of the young agents. In the case of aging, since the rate of changing state is bigger for the young agents, the most probable event is that a young agent copies the state of an old one. Altogether, the magnetization decreases. On the contrary, for the case of anti-aging with the young agents having smaller rates, the most probable event is that of an old copying a young. Now, the magnetization increases.

For the case of aging with zero $p_\infty$, $p_0 > p_\infty = 0$, the system may or may not order, depending on how “fast” is the decay of $p_i$ to zero as the age increases. From the theoretical analysis of the integro-differential equations close to the consensus state, together with the results of numerical simulations, we infer the following criterion: if $p_i$ decays faster than $1/i$ then the system gets trapped in a frozen state given by the initial conditions, while the system orders in other cases. The decay $p_i \sim 1/i$ can be then regarded as a critical functional form where we proved that the system orders with a power-law time dependence.

The results of $p_\infty = 0$ can also be understood using qualitative arguments. The evolution of the magnetization can be explained as for the case $p_\infty > 0$, the only difference now being the time needed for the system to reach its final value. For $p_i$ decaying slow enough, the system reaches consensus but on a time much larger than that for $p_\infty > 0$, since it takes more time to convince all agents, specially the older ones. For the other case of $p_i$ decaying faster, almost all agents become zealots [33] on a short time scale, and the system gets frozen on an active state, $x \neq 0, 1$, in general.

Appendix A: Asymptotic expansions

1.

If we use the expression Eq. [1] for the activation probabilities, we obtain the explicit expressions for the functions Eqs. [21][22]

\[
G(t) = (1 - p_0)e^{-t}M \left(1 + c \frac{1 - p_0}{1 - p_\infty}, 1 + c, (1 - p_\infty)t\right),
\]

\[
L(t) = e^{-t} \left[p_0M(c, c+1, t) + t \frac{p_\infty}{1 + c}M(1 + c, 2 + c, t)\right],
\]
where $M(\alpha, \beta, x)$ is Kummer’s $\,_{1}F_{1}(\alpha; \beta; x)$ confluent hypergeometric function. Using the expansion for large $z$: $M(\alpha, \beta, z) \sim \frac{\Gamma(\beta)}{\Gamma(\alpha)} e^{z} z^{\alpha-\beta}$ we obtain in the asymptotic limit $t \to \infty$ the expansions:

$$G(t) \sim A e^{-p_{\infty}t - b}, \quad \text{A3}$$
$$L(t) \sim \frac{p_{0} c}{t} + p_{\infty}, \quad \text{A4}$$

$$A = (1 - p_{\infty}) \frac{\Gamma(c)}{\Gamma\left(\frac{1 - p_{0}}{1 - p_{\infty}}\right)}, \quad \text{A5}$$

$$b = c \frac{p_{0} - p_{\infty}}{1 - p_{\infty}}. \quad \text{A6}$$

The expressions for $G(t)$ assume $p_{\infty} \neq 1$. For $p_{\infty} = 1$ we find

$$G(t) = \Gamma(c) (1 - p_{0})^{1 - c/2} e^{-t} \Gamma\left(\frac{2 \sqrt{c(1 - p_{0})t}}{c(1 - p_{0})}\right). \quad \text{A7}$$

It is also possible to obtain the Laplace transform of $G(t)$ as:

$$\hat{G}(s) = \frac{1 - p_{0}}{1 + s} \,_{2}F_{1}\left[1, 1 + c; \frac{1 - p_{0}}{1 - p_{\infty}}; \lambda\right]. \quad \text{A9}$$

2.

In the case of activation probabilities given by Eq. (2) it is possible to obtain $L(t)$ analytically:

$$L(t) = \left(p_{0} - p_{\infty}\right) e^{-(1 - \lambda)t} + p_{\infty}, \quad \text{A10}$$

although we have not been able to find a closed expression for $G(t)$,

$$G(t) = e^{-t} \sum_{i=0}^{\infty} \frac{(1 - p_{\infty})^{i+1} \left(\frac{p_{0} - p_{\infty}}{1 - p_{\infty}}; \lambda\right)_{i+1} t^{i}}{i!}, \quad \text{A11}$$

with $(q; a)_{n}$ the q-Pochhammer symbol. It is possible, however, to obtain the asymptotic expansion for $t \to \infty$ as

$$G(t) \sim (1 - p_{\infty}) \left(\frac{p_{0} - p_{\infty}}{1 - p_{\infty}}; \lambda\right)_{\infty} e^{-p_{\infty}t}. \quad \text{A12}$$

In the particular case $p_{\infty} = 0$ it yields $G(t) \sim (p_{0}; \lambda)_{\infty}$.

Finally, we mention the Laplace transform of $G(t)$ as:

$$\hat{G}(s) = \sum_{i=0}^{\infty} \left(\frac{1 - p_{\infty}}{1 + s}\right)^{i+1} \left(\frac{p_{0} - p_{\infty}}{1 - p_{\infty}}; \lambda\right)_{i+1}. \quad \text{A13}$$

For the numerical calculation of $G(t)$ and $\hat{G}(s)$ in this case we use Eqs. (A11,A13) using a sufficiently large number of terms in the sums.

Appendix B: Solution of Eqs. (19,20) using Eqs. (31,32)

If $G(t) \equiv G_{\infty}$ is a constant, we can differentiate Eq. (19) and obtain a system of differential equations:

$$\frac{dx}{dt} = \frac{dx_{0}^{+}}{dt} + G_{\infty} x_{0}^{+}(t), \quad \text{B1}$$

$$\frac{d^{2} x}{dt^{2}} = -x_{0}^{+} + L(t) x(t). \quad \text{B2}$$
From the last equation we get \( x(t) = \left( \frac{dx^+_0}{dt} + x^+_0 \right) / L(t) \) which, replaced in Eq. (B1), leads to a closed second order linear differential equation for \( x^+_0(t) \). The change of variables \( z = -\frac{p_0}{1-\lambda} e^{-(1-\lambda)t} \) makes the coefficients of the equation to be simple polynomials and a standard technique based of Frobenius power-series expansion leads to the general solution \( x(t) = [c_1 x^{(1)}_0(t) + c_2 x^{(2)}_0(t)] x(0), \) \( x^+_0(t) = [c_1 x^{(1)}_0(t) + c_2 x^{(2)}_0(t)] x(0), \) where \( c_1 \) and \( c_2 \) are constants imposed by satisfying the initial condition \( x(0) = x^+_0(0) = 1, \) and

\[
\begin{align*}
  x^{(1)}_0(t) &= e^{-t} M \left( \frac{1}{1-\lambda} - \frac{1}{1-\lambda^2} - \frac{p_0}{1-\lambda} e^{-(1-\lambda)t} \right), \\
  x^{(2)}_0(t) &= e^{-(1-\lambda)t} M \left( \frac{1}{1-\lambda} - \frac{2}{1-\lambda^2} - \frac{p_0}{1-\lambda} e^{-(1-\lambda)t} \right), \\
  x^{(1)}(t) &= (1 - G_{\infty}) e^{-t} M \left( 1 + \frac{1}{1-\lambda} - \frac{2}{1-\lambda^2} - \frac{p_0}{1-\lambda} e^{-(1-\lambda)t} \right), \\
  x^{(2)}(t) &= \frac{\lambda}{p_0} M \left( 1 - \frac{1}{1-\lambda} - \frac{2}{1-\lambda^2} - \frac{p_0}{1-\lambda} e^{-(1-\lambda)t} \right) + \frac{1}{1-\lambda} - \frac{G_{\infty}}{1-\lambda} e^{-(1-\lambda)t} M \left( 2 - \frac{G_{\infty}}{1-\lambda^2} - \frac{3}{1-\lambda^2} - \frac{p_0}{1-\lambda} e^{-(1-\lambda)t} \right). 
\end{align*}
\]

In the limit \( t \to \infty \), the asymptotic behavior is

\[
\begin{align*}
  x^{(1)}_0(t) &\to e^{-t}, \\
  x^{(2)}_0(t) &\to e^{-(1-\lambda)t}, \\
  x^{(1)}(t) &\to (1 - G_{\infty}) e^{-t}, \\
  x^{(2)}(t) &\to \frac{\lambda}{p_0},
\end{align*}
\]

leading to

\[
\begin{align*}
  x^+_0(t) &\to x(0) c_2 e^{-(1-\lambda)t}, \\
  x(t) &\to x(0) c_2 \frac{\lambda}{p_0}.
\end{align*}
\]

We do not reproduce the explicit expressions for the constants \( c_1 \) and \( c_2 \) as they are too long and not very illuminating. It suffices to say that in the case \( \lambda = 1/2, p_0 = 1/2 \) used in subsection \( \Box \) of section \( \Box \) it is \( c_2 = 1/2 \).
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A similar qualitative behavior is observed for the magnetization. In fact, for the all-to-all connectivity considered later in this paper, one has simply \( \rho(t) = \frac{1}{t} \left[ 1 - m(t)^2 \right] \), although in other networks \( \rho(t) \) must be considered as an independent variable.

Strictly speaking, the aforementioned power-law dependence was reported in [13] for the cumulative inter-event time distribution \( C(t) \). One of the authors of that reference (J. F. Gracia, private communication) has confirmed to us that the aforementioned asymptotic time dependence of \( \rho(t) \) was also observed, but not displayed.

Simpler expressions are obtained if \( c \) is an integer number, e.g. \( f(x) = [p_\infty(1-x)]^{\frac{1-3p(1-x)}{1-p}} \), if \( c = 1 \).

In some cases this limit is non-trivial and must be performed carefully. Specially when \( p_i \) decays very fast as in the exponential example. A possibility is to consider \( M(t) \) as time dependent and a phenomenological reasoning based on imposing convergence of \( f(x) \sim M(t) \prod_{k=0}^{i} a_k(1-x) \) with \( t \to \infty \) suggests \( M(t) \sim \left[ \prod_{k=0}^{i} (1-p_k x(0)) \right]^{-1} \). This is similar to imposing \( \frac{dx}{dt} = 0 \) only for \( i < t \) lower than the simulation time \( t \).

A possibility is to use the Laplace transform in Eqs. (19,20).

Note here that \( x_0^+(\infty) = px(0) \) in apparent contradiction to the result of section IV \( x_{0,at}^+ = px_{st}(1-x_{st}) \). But this is a product of the linearization in Eqs. (19,20).

It is possible to try a power-series expansion \( x(t) = \sum_{k=0}^{\infty} a_k t^k \) and \( x_0^+(t) = \sum_{k=0}^{\infty} b_k t^k \) and obtain recurrence relations for the coefficients \( a_k, b_k \), but we have not been able to sum analytically the resulting series.