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Abstract

Inspired by recent developments in learning smoothed densities with empirical Bayes, we study variational autoencoders with a decoder that is tailored for the random variable \( Y = X + N(0, \sigma^2 I_d) \). A notion of smoothed variational inference emerges where the smoothing is implicitly enforced by the noise model of the decoder; “implicit”, since during training the encoder only sees clean samples. This is the concept of imaginary noise model where the noise model dictates the functional form of the variational lower bound \( L(\sigma) \), but the noisy data are never seen during learning. The model is named \( \sigma \)-VAE. We prove that all \( \sigma \)-VAEs are equivalent to each other via a simple \( \beta \)-VAE expansion: \( L(\sigma_2) \equiv L(\sigma_1, \beta) \), where \( \beta = \sigma_2^2 / \sigma_1^2 \). We prove a similar result for the Laplace distribution in exponential families. Empirically, we report an intriguing power law \( D_{\text{KL}} \sim \sigma^{-\nu} \) for the learned models and we study the inference in the \( \sigma \)-VAE for unseen noisy data. The experiments were performed on MNIST, where we show that quite remarkably the model can make reasonable inferences on extremely noisy samples even though it has not seen any during training. The vanilla VAE completely breaks down in this regime. We finish with a hypothesis (the XYZ hypothesis) on the findings here.

1 Introduction

This work was motivated by developing a notion of smoothed variational inference in the framework of variational autoencoders \([16, 25]\) which was particularly inspired by the recent progress in learning smoothed densities with empirical Bayes \([30]\). The notion of smoothed variational inference can also be motivated from the perspective of robust inference as there is a clear connection between smoothness and robustness \([6]\). From the angle of robustness, we would like the variational inference to be robust to noise, where we may consider the isotropic Gaussian \( N(0, \sigma^2 I_d) \) as the noise model and we may be interested from the outset in robustness to large amounts of noise. From the angle of smoothing, we would like to formulate the problem of variational inference for the random variable \( Y = X + N(0, \sigma^2 I_d) \), even though we usually (but not always \([26]\)) start with the i.i.d. sequence \( x_1, \ldots, x_n \).

This wish for formulating learning and inference in terms of the random variable \( Y = X + N(0, \sigma^2 I_d) \) is somewhat grounded and goes beyond our strong desire for (more) smoothness/robustness:

- The concentration of \( X \) in the ambient space \( \mathbb{R}^d \) is almost always very complex and one typically starts with an assumption on the existence of a data manifold \([3]\). Indeed, this assumption has had deep impacts in framing the problem of dimensionality reduction in machine learning \([28, 33, 55]\). However, one can also argue that this is not a good starting point in very high dimensions. In latent variable models, the manifold assumption shows itself in disguise in assuming latent spaces with small number of dimensions \( d_z \ll d \). In this paper, we make a case that this choice hinders robust learning and inference.
Figure 1: *(The XYZ hypothesis)* (a) $X$ is complex when viewed in the ambient space $\mathbb{R}^d$. We yet to have a clear formulation of the notion of manifold for data distributions, but in this schematic the manifold is visualized as “mixture of mess”. (b) $Y = X + N(0, \sigma^2 I_d)$ is pictured here as a true smooth manifold. In essence, we view $Y$ as $X$ disintegrating-expanding by adding samples from the Gaussian $\approx \text{Unif}(\sigma \sqrt{dS_{d-1}})$ to $X$. (c) $Z$ is pictured assuming $d_z$ itself being relatively high.

The $\sigma$-VAE’s noise model is defined by $Y$, but that is only *imaginary* in that the model only sees clean samples from $X$. The XYZ hypothesis states that the approximate posterior inference over $Z$ in $\sigma$-VAE becomes smoothed and more robust as a result of this imaginary noise model of the world.

- For $Y$, the notion of a smooth manifold could be realized in high dimensions due to the concentration of $N(0, \sigma^2 I_d) \approx \text{Unif}(\sigma \sqrt{dS_{d-1}})$, where geometrically, it has the effect of mapping data points to high-dimensional spheres. The concentration of measure phenomenon [34] and its impacts in higher dimensions was analyzed for a toy example in [30] where they characterized this disintegration-expansion effect analytically. An intuition develops with the takeaway that the concentration of $Y$ is dramatically different than $X$, much smoother, with an effective dimension which is of the order of $d$ of the ambient space.

This paper is organized as follows. In Sec. 2 we introduce variational autoencoders [16, 25]. In Sec. 3 we discuss neural empirical Bayes [30] which shares goals with VAEs, with strengths for some problems and with fundamental limitations for others. The shortcomings become a motivation for bringing smoothed density/energy models and variational autoencoders closer together. In Sec. 4 we present our main contributions in formalizing the notion of smoothed variational inference starting with the definition of imaginary noise models centered around the decoder of variational autoencoders:

The decoder is originally written with $Y = X + N(0, \sigma^2 I_d)$ in mind, but we use a decoder for $X$ with the same functional form, imagining that $X$ is (very) noisy. The decoder is unrealistic! We essentially make use of the freedom we have in latent variable models to write any model for the joint density and here we tailor it towards $Y$, arriving at the ELBO $\mathcal{L}(\sigma)$ which has a simple but very important dependence on $\sigma$. It is the job of the inference network to make sense of this imaginary noise model of the world, and we show empirically to have the effect of smoothing the variational inference and making it more robust to noise. It also has a related effect of bringing the posterior closer to the prior with the power law $\mathcal{D}_{KL} \sim \sigma^{-\nu}$ ($\nu \approx 1.15$) which summarizes in an algebraic form the hypothesis that the inference is smoother for larger $\sigma$ (see Fig. 1). The model is named $\sigma$-VAE.

In Sec. 5 we present experiments on MNIST. We especially showcase the results for $\sigma = 0.9$, pushing the model to its very limits. The MNIST database [17] is now considered too simple, but in our view the problem of robust inference on the handwritten digits with very large amounts of noise is a good new challenge, especially since we lack a formal notion of robust/smoothed variational inference. We demonstrate that the inference in $\sigma$-VAE is remarkably robust to noise even though the model does not see noisy data during training. This even holds for high levels of salt-and-pepper noise. In Sec. 6 we trace the motivations of this work in the literature on robust classification and also discuss other findings in the literature on variational autoencoders. We finish the paper elaborating more on the XYZ hypothesis described briefly in Figure 1 and with some discussions on the findings of this study.
2 Auto-Encoding Variational Bayes

Consider the random variable $X$ in $\mathbb{R}^d$ in the context of latent variable models, where we introduce the (latent) random variable $Z$ in $\mathbb{R}^{d_z}$ with a parametrized joint density $p_\theta(x, z)$ and our goal is to learn $\theta$ such that $p_\theta(x) = \int p_\theta(x, z)dz$ is a good approximation to $p(x)$. Taking Kullback-Leibler divergence as the metric of choice, and given the i.i.d. sequence $x_1, \ldots, x_n$, the problem of learning $\theta$ is then formulated by maximizing the log-likelihood: $\mathcal{L}(\theta) = \sum_i \log p_\theta(x_i)$. In directed graphical models, one takes another leap of faith and assumes that the directed model

$$p_\theta(x, z) = p_\theta(x|z)p_\theta(z),$$

is a good model for $X$. How “good” this model is, clearly depends on $X$ and how it was generated. For example, if underlying $X$ is an Ising model with higher order interactions, then one is better off doing learning and inference in a Boltzmann machine [12]. (Unfortunately, we almost never have a priori knowledge of $X$ and there is tremendous value in developing general purpose inference and learning frameworks for latent variable models. The framework of variational inference for directed graphical models [13], with roots in statistical mechanics [2], has grown in recent years as a strong candidate for such a general-purpose machinery. To motivate the approach, start with:

$$\log p_\theta(x) = \log \int p_\theta(x|z)p_\theta(z)dz.$$

There are advanced MCMC methods [13] to find good estimates of the integral, but for learning $\theta$ the integral must be computed at each step of the optimization procedure which is intractable to be used in a general purpose framework. In variational inference, one approaches this problem by studying another intractable problem—approximating the posterior $p_\theta(z|x)$:

$$q_\phi(z|x) \approx p_\theta(z|x).$$

Indeed, approximating the posterior is also intractable due to Bayes: $p_\theta(z|x) = p_\theta(x, z)/p_\theta(x)$. In other words, in probabilistic graphical models, the problem of modeling $X$ and the problem of the posterior inference over $Z$ are duals and the complexity of the two problems “match” in some loose sense. (This duality comes up again briefly in the discussion of the XYZ hypothesis at the end.) This duality in mind, in variational inference one opts for approximating $p_\theta(z|x)$. Taking a flexible yet tractable $q_\phi(z|x)$ as the candidate, we derive a lower bound for $\log p_\theta(x)$ using Jensen’s inequality:

$$\log p_\theta(x) \geq \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)] - D_{\text{KL}}[q_\phi(z|x), p_\theta(z)],$$

where $D_{\text{KL}}$ is the Kullback-Leibler divergence measuring how far the prior is from the posterior, and the first term measures the reconstruction performance of the autoencoder i.e. how good the generative network is as measured by the inference network. The right hand side in the inequality is referred to by the evidence lower bound (ELBO) denoted by $\mathcal{L}(x, \theta, \phi)$. This is the starting point where the framework of choice for learning and inference is the variational autoencoder (VAE) [16, 25] with the important invention of the reparameterization trick that was developed to pass gradients through noise crucial to having low variance estimates for $\nabla_\phi \mathcal{L}$ and $\nabla_\theta \mathcal{L}$. Having low variance estimates for the gradients is a must in scaling the variational inference to high dimensions and large datasets.

3 Neural Empirical Bayes

Empirical Bayes as formulated by Herbert Robbins [26] is one of the most influential works in statistics [27]. There, the starting point is not the i.i.d. samples from $X$ but from $Y$. The first observation is that given a noisy measurement $Y = y$, the least-squares estimator of $X$ is the Bayes estimator. The second observation (defying our intuitions) is that the Bayes estimator can be written purely based on the density of $Y$, and the only requirement is to know the measurement kernel $p(y|x)$. For the Gaussian kernel, the Bayes estimator $\hat{x}(y) = \mathbb{E}[X|y]$ is given by [20] (see [23] for a review):

$$\hat{x}(y) = y + \sigma^2 \nabla \log p(y).$$
Neural empirical Bayes [30] is based on corrupting i.i.d. samples $x_1, \ldots, x_n$ from $X$ and generating samples $y_{ij} = x_i + \epsilon_{ij}$ from $Y$ which is then given to the “experimenter” in the school of Robbins [26]. The crucial step is to parametrize the energy function (not the score function [29]) of $Y$ with a neural network which is denoted by $f: \mathbb{R}^d \rightarrow \mathbb{R}$ with parameters $\vartheta$: $f_\vartheta(y) = -\log p_\vartheta(y) - \log Z(\vartheta)$, where $Z(\cdot)$ is the partition function which drops out from the learning objective $\mathcal{L}(\vartheta)$:

$$\mathcal{L}(\vartheta) = \mathbb{E}_{x,y} \| x - \hat{x}_\vartheta(y) \|^2,$$

(2)

$$\hat{x}_\vartheta(y) = y - \sigma^2 \nabla f_\vartheta(y).$$

(3)

In summary, neural empirical Bayes—with the birth name DEEN [31]—is designed around learning the unnormalized [13] density of $Y$, and for that problem it is much more efficient than variational autoencoders since the energy is computed deterministically by the neural network. But that is ultimately its biggest weakness: the absence of inference and the lack of a latent space $\approx$ a mind [36].

4 Smoothed Variational Inference

Setting up a latent variable model for $Y$ appears to be straightforward. The first step is to set up the joint density $p_\vartheta(y,z) = p_\vartheta(y|z)p_\vartheta(z)$. Since $Y = X + N(0, \sigma^2 I_d)$, the generative model is already “in front of us” and the conditional density is given by

$$p_\vartheta(y|z) = N(y|\mu_\vartheta(z, \theta), \sigma^2 I_d).$$

(4)

One can easily derive the ELBO after choosing an approximate posterior $q_\phi(z|y)$ but the problem is that in learning $(\theta, \phi)$ we only see noisy samples. There is therefore a very big difference with DEEN from the start. There, in the learning objective (Equation 2) the expectation is over the joint density $p\theta y, z$, where $x$ can be seen as $z$. Here, in the expectation (Equation 3) the expectation is over the joint $(x,y)$. Here, only $y$ is left. We did wish to have a smoothed variational inference but approximating the posterior $p_\vartheta(z|y)$ by only observing very noisy samples is a recipe for disaster. We propose an alternative for formulating the notion of smoothed variational inference:

The idea is to imagine that $X$ itself is noisy, i.e. our world model is that everything we measure is very noisy as—having robust inference in mind—we cannot trust the world. It is the job of the variational inference to make sense of this choice and our hypothesis is that it will result in making the inference smoother, more robust to noise. More importantly, the algorithm we arrive at will be stable, in contrast to just naively formulating approximate inference for $Y$ at the opening of this section.

Starting with the Gaussian kernel above, we define the imaginary Gaussian noise model:

$$p_\vartheta(x|z) = N(x|\hat{x}(z, \theta), \sigma^2 I_d),$$

(5)

where the rationale for the notation $\hat{x}(z, \theta)$ is that it is indeed the Bayes estimator of $X$ given $Z = z$: $\hat{x}(z, \theta) = \mathbb{E}[X|z]$. This construction can be abstracted as stated in the definition below.

Definition 1 (Imaginary noise model). Consider $x$ to represent samples from $X$ and $y$ the corrupted samples by some noise/measurement process defined by $p(y|x) = \mathbb{M}(y|x, \Sigma)$, where $\Sigma$ parametrizes the noise model and we assume a symmetric kernel: $\mathbb{E}[Y|x] = x$. The imaginary noise model for the joint density $p_\vartheta(x, z) = p_\vartheta(x|z)p_\vartheta(z)$ is defined by the following:

$$p_\vartheta(x|z) = \mathbb{M}(x|\hat{x}(z, \theta), \Sigma),$$

(6)

where $\Sigma$ is the same set of parameters that defined the original noise model $p(y|x)$.

The ELBO is easily derived for the imaginary Gaussian noise model as defined by Equation 5

$$\mathcal{L}(x, \theta, \phi|\sigma) = -\frac{1}{2\sigma^2} \mathbb{E}_{q_\phi(z|x)} \| x - \hat{x}(z, \theta) \|^2 - \mathcal{D}_{KL}[q_\phi(z|x), p_\vartheta(z)],$$

(7)

where $-\log(2\pi\sigma^2)^{d/2}$ is dropped as it does not affect the optimization of the ELBO ($\sigma$ is fixed). This model is named $\sigma$-VAE. We need two more ingredients before proving our main theorem:

---

1. We ran experiments to confirm this!
2. “We cannot trust the world” is in the context of a world without adversaries (more on that in the discussion section). It is a colloquial way of acknowledging, among other things, the unavoidable distributional shift [24].
3. Not relevant for the analysis in this section, but for experiments we chose $p_\vartheta(z) = N(z|0, I_d)$, and we considered the approximate posterior to be the factorized Gaussian: $q_\phi(z|x) = \prod_{i=1}^d N(z_i|\mu_i(x, \phi), \sigma_i^2(x, \phi))$. 

---
Definition 2 (Equivalent models). Consider the problem of variational inference and a fixed parametrization (a fixed architecture) for the approximate posterior \( q_\phi(z|x) \) and the joint \( p_\theta(x, z) \) which is used by two different models with their own sets of hyperparameters \( \Sigma_1 \) and \( \Sigma_2 \). The two models are equivalent if there exists \( C_1 > 0 \) and \( C_2 \) such that the following holds
\[
\mathcal{L}(x, \theta, \phi|\Sigma_2) = C_1 \mathcal{L}(x, \theta, \phi|\Sigma_1) + C_2
\]
for all \( x \) in \( \mathbb{R}^d \), and all \( (\theta, \phi) \) in the domains they take values in. The equivalence is denoted by:
\[
\mathcal{L}(\Sigma_2) \equiv \mathcal{L}(\Sigma_1)
\]

Lemma 1. Two equivalent models learn the same set of parameters \((\theta, \phi)\) and therefore the learned models also have the same inference engine.

Proof. The proof is straightforward. It follows from Equation 8
\[
\operatorname{argmax}_{\theta, \phi} \mathcal{L}(\theta, \phi|\Sigma_2) = \operatorname{argmax}_{\theta, \phi} \mathcal{L}(\theta, \phi|\Sigma_1),
\]
where
\[
\mathcal{L}(\theta, \phi|\Sigma) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}(x_i, \theta, \phi|\Sigma).
\]
The “same inference engine” is quite intuitive: if two such learned models are initialized with the same random seeds, they infer the same value \( z \) given observation \( x \) even though the two models may assign very different evidence for \( x \) as measured by the ELBO.

Theorem 1. Assume \( \sigma_2\)-VAE and \( \sigma_1\)-VAE parametrizations (architectures) are the same. Then they become equivalent via a \( \beta \) expansion. More precisely, \( \mathcal{L}(\sigma_2) \equiv \mathcal{L}(\sigma_1, \beta) \), where \( \beta = \sigma_2^2/\sigma_1^2 \).

Proof. The proof is straightforward. It follows from Equation 7
\[
\mathcal{L}(x, \theta, \phi|\sigma_2) = \left( \frac{\sigma_1}{\sigma_2} \right)^2 \mathcal{L}(x, \theta, \phi|\sigma_1, \beta) + C,
\]
where \((\sigma_1, \beta)\) is a new family of models where \( D_{KL} \) in Equation 7 is multiplied by \( \beta \) [11], where in this setup \( \beta = \sigma_2^2/\sigma_1^2 \). It follows from Definition 2
\[
\mathcal{L}(\sigma_2) \equiv \mathcal{L}(\sigma_1, \beta), \text{ where } \beta = \left( \frac{\sigma_2}{\sigma_1} \right)^2.
\]

With Lemma 1, the two models \((\sigma_2)\) and \((\sigma_1, \beta)\) are the same in terms of learning and inference. Finally, as a corollary, \((\sigma, \beta)\)-VAE is equivalent to \( \sigma'\)-VAE, where \( \sigma' = \sigma \sqrt{\beta} \). In plain words, \( \beta \) can be easily absorbed in \( \sigma \).

Theorem 1 is just the tip of the iceberg. It can be easily extended to many other kernels that belong to exponential families [12]. We only require them to be symmetric and their domain should also be compatible with \( \mathbb{Z} \) (in this paper, \( \mathbb{Z} = \mathbb{R}^d \)). The “grand theorem” could be messy in notations due to these constraints, but to ground the ideas consider the imaginary factorized Laplace noise model:
\[
p_\theta(x|z) = \left( \frac{1}{2\alpha} \right)^d \prod_{i=1}^{d} \exp \left( \frac{-|x_i - \hat{x}_i(z, \theta)|}{\alpha} \right),
\]
where \( \hat{x}(z, \theta) = \mathbb{E}[X|z] \). It follows:
\[
\mathcal{L}(x, \theta, \phi|\alpha) = -\frac{1}{\alpha} \mathbb{E}_{q_\phi(z|x)} \sum_{i=1}^{d} |x_i - \hat{x}_i(z, \theta)| - D_{KL}[q_\phi(z|x), p_\theta(z)],
\]
where the constant \(-d \log 2\alpha \) is dropped (\( \alpha \) is fixed). This model is named \( \alpha\)-VAE. It follows:

Theorem 2. Assume \( \alpha_2\)-VAE and \( \alpha_1\)-VAE parametrizations (architectures) are the same. Then they become equivalent via a \( \beta \) expansion. More precisely,
\[
\mathcal{L}(\alpha_2) \equiv \mathcal{L}(\alpha_1, \beta), \text{ where } \beta = \left( \frac{\alpha_2}{\alpha_1} \right).
\]

Proof. The proof is identical to the proof of Theorem 1.

Next, we report some experiments we did to probe the smoothness/robustness of \( \sigma\)-VAE and \( \alpha\)-VAE.
5 Experiments

Network architecture. In the experiments presented here, the encoder and decoder architectures and the learning schedule for all VAE models were the same. The posterior was the standard factorized Gaussian [16] and the encoder was a ConvNet with expanding channels = (32, 64, 128), without pooling, \( f_c = (200) \), and the linear readout with \( d_z = 100 \). The decoder had one hidden layer with 2000 neurons and the logistic readout. The activation function was \( u \mapsto u/(1 + \exp(-u)) \), a smoothed ReLU named SiLU [9] and Swish [22]. We used the default Adam optimizer [15] in PyTorch [21] for 100 epochs with batchsize = 16 and the constant learning rate \( lr = 0.0001 \).

Probing the smoothness/robustness of \( \sigma \text{-VAE} \) and \( \alpha \text{-VAE} \). Imaginary noise models were in part motivated by making the variational inference in VAEs more robust. This was tested by showing images with large amounts of noise to the trained models. The first set of experiments are presented in Figure 2 (a-d) for the Gaussian noise with the maximum noise level \( \sigma = 0.9 \) that we ran our experiments. For a geometric understanding of this noise level we refer to [30], but the noise also happens to be high for our visual system. As it is clear, vanilla VAE simply breaks down, but quite remarkably, the \( \sigma \text{-VAE} \) makes reasonable inferences even though it has not seen any noisy data during training. The \( \sigma \text{-VAE} \) is also compared with DEEN. Note that DEEN’s learning objective (Eq. 2) is essentially a denoising objective by learning the energy function parametrized by a ConvNet where its gradient \( \nabla f_\theta \) is used such that expected squared deviation of the Bayes estimator from the clean data is minimized: in short, DEEN is a denoising powerhouse. On the other hand, the learning objective in \( \sigma \text{-VAE} \) is not based on denoising (because it does not see noisy samples), and it is a surprising result that the model does not break down for such large amounts of noise. The experiments were repeated for \( \alpha \text{-VAE} \) as defined by Equations 10 and 11 and a set of them is presented in Figure 2 (e-h).

Scaling laws. Quantitatively, we observed a power law that the \( \sigma \text{-VAE} \) seems to obey given by \( \mathcal{D}_{\text{KL}} \sim \sigma^{-\nu} \). The \( \mathcal{D}_{\text{KL}}[q(z|x), p(z)] \) values for trained \( \sigma \text{-VAE} \) models are reported in Table 1 where the exponent \( \nu \approx 1.15 \) was fit by linear regression on the log-log plot. We also report the mean squared error \( \mathbb{E}_{q_\phi(z|x)}[\|x - \hat{x}(z)\|^2] \) in Table 2. Putting the results from the two tables together, we observe \( \mathcal{D}_{\text{KL}}/\mathcal{L} = -0.481 \pm 0.045 \), fairly constant in \([0.1, 0.9]\). Both results generalize to \( \alpha \text{-VAE} \): \( \mathcal{D}_{\text{KL}} \sim \alpha^{-\nu} \) with the exponent \( \nu \approx 0.636 \) and \( \mathcal{D}_{\text{KL}}/\mathcal{L} = -0.368 \pm 0.005 \) (see Appendix A). It follows from Theorem 1 that \( \mathcal{D}_{\text{KL}} \sim \beta^{-\gamma} \), where \( \gamma = \nu/2 \) for \( \sigma \text{-VAE} \) (and \( \gamma = \nu \) for \( \alpha \text{-VAE} \)).

A quantitative evaluation of the robustness of \( \sigma \text{-VAE} \). Here, we report some experiments on using \( \sigma \text{-VAE} \) for provable robust classification with randomized smoothing. A survey of randomized smoothing [6] is beyond the scope of this work, but the idea is to construct variational Bayes smoothed classifiers based on \( \hat{x}(z, \theta) \) as was done in [32] using neural empirical Bayes. We ran experiments using the machinery of XHAT in [32] by replacing \( \hat{x}_\theta(y) = y - \sigma^2 \nabla f_\theta(y) \) with \( \hat{x}_\theta(z) \). Experiments were performed for \( \sigma = 0.6 \), and XHAT (using DEEN) came up on top with a 35% margin over the range of radii \([0.5, 1.5]\). Closing this gap is a good challenge! Note that DEEN is especially well suited here due to its “direct” denoising machinery from \( Y \) to \( X \). At a conceptual level, we believe a smoothed inference engine is more appealing to be integrated into randomized smoothing, but we need new ideas, better architectures, and perhaps a much higher dimensional \( Z \).

Remark 2. Regarding DEEN’s denoising performance for the Laplace noise (Figure 2), one can in principle replace [3] and develop a new learning objective using the empirical Bayes estimator for the Laplace measurement kernel, but the algorithm is not tractable due to the integrals involved. On the other hand, \( \alpha \text{-VAE} \) is quite simple to implement as defined by its decoder [10] and the ELBO [17].

| \( \sigma \) | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \( \mathcal{D}_{\text{KL}} \) | 108 | 56.6 | 37.2 | 27.6 | 20.5 | 16.4 | 12.6 | 10.4 | 8.61 |

Table 1: The \( \sigma \text{-VAE} \) on MNIST obeys the power law \( \mathcal{D}_{\text{KL}} \sim \sigma^{-\nu}, \nu \approx 1.15 \)

| \( \sigma \) | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| (\( \mathbb{E}_{q_\phi(z|x)}[\|x - \hat{x}(z)\|^2] \)) | 1.97 | 4.01 | 6.21 | 8.17 | 10.6 | 13.0 | 15.6 | 18.1 | 20.7 |

Table 2: The reconstruction evaluation of the \( \sigma \text{-VAE} \) as measured by the mean-squared error.
(a) $y_{ij} = x_i + \varepsilon_j$, $\varepsilon_j \sim N(0, \sigma^2 I_d)$, $\sigma = 0.9$, $x_i$ is a “3” from MNIST test set.

(b) $\sigma$-VAE: $\hat{x}_\theta(z_{ij})$, where $z_{ij} \sim q_\phi(z|y_{ij})$, $\sigma = 0.9$.

(c) VAE: $p_\theta(z_{ij})$ from the Bernoulli decoder, where $z_{ij} \sim q_\phi(z|y_{ij})$.

(d) DEEN: $\hat{x}_\rho(y_{ij}) = y_{ij} - \sigma^2 \nabla \log f_\theta(y_{ij})$ where $\sigma = 0.6$. (DEEN is trained with $\sigma = 0.6$).

(e) $y_{ij} = x_i + \varepsilon_j$, $\varepsilon_j \sim \text{Laplace}(\alpha)$, $\alpha = 0.4$, $x_i$ is a “2” from MNIST test set.

(f) $\hat{x}_\theta(z_{ij})$, where $z_{ij} \sim q_\phi(z|y_{ij})$ for $\alpha$-VAE trained with $\alpha = 0.9$.

(g) $p_\theta(z_{ij})$, where $z_{ij} \sim q_\phi(z|y_{ij})$ of the vanilla VAE, the same model as in (c).

(h) $\hat{x}_\rho(y_{ij}) = y_{ij} - \sigma^2 \nabla \log f_\theta(y_{ij})$ where $\sigma = 0.6$ (DEEN is trained with $\sigma = 0.6$).

Figure 2: (testing the robustness of $\sigma$-VAE and $\alpha$-VAE) (a) The samples $y_{ij} = x_i + \varepsilon_j$ are generated by adding Gaussian noise to a sample $x_i$ from the MNIST test set. Here 50 such noisy samples are shown. (b) The noisy samples are given to $\sigma$-VAE which is trained seeing only clean samples. Here are the results for $\hat{x}(z_{ij})$ of the decoder obtained after inferring the $z_{ij}$ by the encoder. (c) The same noisy samples are given to vanilla VAE with the same architecture and trained with the same learning schedule as $\sigma$-VAE. The VAE simply breaks down in this regime. (d) The same noisy samples are given to DEEN after learning the energy function $f_\theta(\cdot)$ for $\sigma = 0.9$. The Bayes estimator of $X$ are shown here. Note that this is a deterministic computation: given the noisy data from (a) DEEN always return the same answer. Also, visually (this is subjective), $\sigma$-VAE shows more “understanding” of the handwritten digits in interpreting noise as the denoised samples have different styles as opposed to DEEN’s mechanical (but powerful) denoising computation. The experiments were repeated by training $\alpha$-VAE as defined by Equations 10 and 11. (e) The additive noise is sampled from the factorized Laplace distribution in $\mathbb{R}^d$, denoted by Laplace($\alpha$), parametrized by $\alpha = 0.4$. (f) The $\alpha$-VAE trained with $\alpha = 0.9$ is tested. To reiterate, noisy samples are never seen in training $\alpha$-VAE. (g) As before, the vanilla VAE simply breaks down. (h) For DEEN, denoising results were poor when we tested the model on $f_\theta(0.9)$, but $f_\theta(0.6)$ does a good job, but again its inference-free mechanical nature is fully visible (see Remark 8 in [30] regarding the “gray background”). For more examples see Appendix A and B, where we also include experiments on high levels of salt-and-pepper noise.
Remark 3 (on the KL scaling laws). In nature, power laws fall into universality classes [28]. However, we do not have a clear answer on whether there is any notion of “universality” regarding the empirical observations $\mathcal{D}_{KL} \sim \sigma^{-\nu}$ and $\mathcal{D}_{KL} \sim \alpha^{-\nu}$. Perhaps, formalizing the XYZ hypothesis (see Fig. 1 and Sec. 7) is the key to this problem as both $\sigma$ and $\alpha$ set the scale on how smooth $Y$ is.

6 Related Work

The genesis of this work was to add an inference engine to the smoothed learning machinery of neural empirical Bayes [30] which we ended up approaching backwards, making variational autoencoders [16, 25] more smooth. We were also motivated by how the smoothed densities learned by DEEN was integrated into the framework of randomized smoothing for the problem of provable robust classification [32] as it is straightforward to set up $\sigma$-VAE (or better-designed “smoothed variational autoencoders”) for certified robust classification [6]. However, as we reported in Section 5 there are technical challenges ahead in closing the gap with neural empirical Bayes.

The connections to $\beta$-VAE are indeed surprising since $\sigma$-VAE was motivated by very different set of problems than learning disentangled representations [5, 11]. The fact that in imaginary Gaussian noise models a $\beta$-VAE can be easily absorbed in a “proper” $\beta = 1$ model together with its immediate generalization to the Laplace distribution is a hint that there must be richer structures than what we have explored here. Along these lines, we should also mention [4] for another perspective on “the $\beta$”. From our perspective, we are eventually interested in very high-dimensional $Z$ and therefore highly distributed representations where one has to rethink the topic of disentanglement from ground up.

Regarding Gaussian decoders, the most comprehensive study we could find was [7] with motivations to improve the sample quality of VAEs. We were not interested in that problem in this paper. Regarding the fixed $\sigma$, we should mention [3, 8] for more discussions that also goes around sample quality, where in fact it appears $\sigma = 1.0$ had already been looked at, but only for generative modeling. In this work, we stopped at $\sigma = 0.9$ (see Appendix C for samples as parametrized by $z \mapsto \tilde{x}(z, \theta)$).

The geometrical insights from [30] captured in Fig. 1 was instrumental in going after high-dimensional $Z$ from the start. The topic of high $d_z$ is discussed in [7] for VAEs, and it also had a precedence in [19] where they set $d_z = d$ to address the problem of mode collapse in GANs [10]. For the problem of smoothed variational inference, high $d_z$ is not really a choice but a requirement, but unfortunately, we do not have a clear answer on how to compute the threshold for “high”. Ideally, we set $d_z \gg d$!

7 Discussion

We think $Y$ is somehow represented in $Z$ even though the model only sees clean samples from $X$. This is the XYZ hypothesis. The hypothesis is mainly based on intuition, but it is supported by the fact that the $\sigma$-VAE was robust to high levels of noise. It is also supported by the power law $\mathcal{D}_{KL} \sim \sigma^{-\nu}$, which means geometrically that the representation of the posterior gets expanded for larger $\sigma$. This is expected from the hypothesis since the manifold of $Y$ is also expanded/smoothed compared to $X$. This smoothed representation is well suited for robust inference as one would intuitively expect. • Robust variational inference on MNIST is not solved! But regarding scaling $\sigma$-VAE to more complex datasets, the computational challenge is that a large latent space might be necessary. However, that may also come with nice properties, e.g., we may not need to worry about the choice of the factorized Gaussian for the posterior. This is related to our discussion of the fundamental duality in latent variable models and the fact that $Y$ has a more tractable distribution than $X$. • The fact that in imaginary noise models there are equivalence classes in terms of learning and inference is exciting but also alarming. The $\sigma$-VAE is indeed grounded in the foundations of variational inference—that was the starting point and we went at great length to break the inference, but we failed! However, what meaning is left to the evidence lower bound when two equivalent models can be easily constructed with different ELBOs as we saw in the proof of Theorem 1? Although this was not the intention, but this paper also aims at framing the topic of evaluations in VAEs around learning representations that are suited for robust inference. • Finally, imaginary noise models are indeed quite philosophical in their utterly unrealistic and pessimistic view of the world. But at the computational level, this study is yet another demonstration of the power of learning and inference in latent variable models. Here, the inference engine of the $\sigma$-VAE manages to take the imaginary noise model into consideration and learns a representation that is smoother $\approx$ more robust.
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A α-VAE: smoothed variational inference via imaginary Laplace noise

We repeated the experiments reported in Section 5 for the imaginary Laplace noise model as defined by Eqs. 10 and 11. The model is named α-VAE. In Table 3, we report $D_{KL}$—short for $\langle D_{KL} [q_\phi(z|x),p_\theta(z)] \rangle$ for the learned models where $\langle \cdot \rangle$ is the expectation over the test set—and the exponent $\nu \approx 0.636$ was fit with linear regression $\log D_{KL} = -\nu \log \alpha + C$ with the p-value = $5.3 \times 10^{-12}$. In Table 4 we report the ratios we discussed in Section 5, where again they remain approximately constant in the range $[0.1, 0.9]$. In Fig. 3 we report the robustness of α-VAE to noise.

| $\alpha$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $D_{KL}$ | 78.6| 52.3| 40.3| 33.3| 28.9| 25.7| 23.5| 21.3| 19.4|

Table 3: The α-VAE on MNIST obeys the power law $D_{KL} \sim \alpha^{-\nu}$, $\nu \approx 0.636$

| $\alpha$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $-D_{KL}/\mathcal{L}(\sigma)$ | 0.36 | 0.37 | 0.37 | 0.37 | 0.37 | 0.37 | 0.37 | 0.37 | 0.36 |

Table 4: The ratio $D_{KL}/\mathcal{L} = -0.368 \pm 0.005$. Note that $-d\log 2\alpha$ is dropped from the ELBO as discussed in Section 4 and not included here either.

Figure 3: (Robustness of α-VAE to Laplace noise) See Figure 2 for captions.
B More visualizations on the robustness of $\sigma$-VAE

(a) $x_i$ from the MNIST test set

(b) $y_{ij} = x_i + \epsilon_j$, $\epsilon_j \sim N(0, \sigma^2 I_d)$, where $\sigma = 0.9$

(c) $\hat{x}_\theta(z_{ij})$, where $z_{ij} \sim q_\phi(z|y_{ij})$ for $\sigma$-VAE with $\sigma = 0.9$

(d) $\hat{x}_\theta(y_{ij}) = y_{ij} - \sigma^2 \nabla f_\phi(y_{ij})$ for DEEN trained with $\sigma = 0.9$

Figure 4: (More examples on robustness of the $\sigma$-VAE to Gaussian noise.) (a) The samples $x_i$ from MNIST. (b) The samples $y_{ij} = x_i + \epsilon_j$, $\epsilon_j \sim N(0, \sigma^2 I_d)$, where $\sigma = 0.9$. These noisy samples are held fixed for the rest. (c) The Bayes estimator $\hat{x}_\theta(z_{ij}) = E[X|z_{ij}]$ is shown here, where $z_{ij} \sim q_\phi(z|y_{ij})$. The $\sigma$-VAE is trained with $\sigma = 0.9$. Note that $\sigma$-VAE does not see any noisy samples during training. (d) The Bayes estimator $\hat{x}_\theta(y_{ij}) = y_{ij} - \sigma^2 \nabla f_\phi(y_{ij})$, where $f_\phi$ is learned with $\sigma = 0.9$. DEEN is designed around least-squares denoising but one can spot examples where $\sigma$-VAE’s “thought process” is in display in interpreting the noise in comparison with DEEN’s inference-free deterministic computation (see Remark 8 in [30] regarding the gray background). The vanilla VAE results are not shown as the model simply breaks down (see Figure 2 for examples).
Below we test $\sigma$-VAE vs. DEEN on high levels of salt-and-pepper noise.

(a) $x_i$ from the MNIST test set

(b) salt-and-pepper noise with the probability $p = 0.5$

(c) $\tilde{x}_\theta(z_{ij})$, where $z_{ij} \sim q_\phi(z|y_{ij})$ for $\sigma$-VAE trained with $\sigma = 0.9$

(d) $\tilde{x}_\theta(y_{ij}) = y_{ij} - \sigma^2 \nabla f_\theta(y_{ij})$ for DEEN trained with $\sigma = 0.6$

Figure 5: (Robustness of the $\sigma$-VAE to salt-and-pepper noise.) (a) The samples $x_i$ from MNIST. (b) The samples $y_{ij}$ generated with salt-and-pepper noise with noise probability $p = 0.5$. These noisy samples are held fixed for the rest. (c) The Bayes estimator $\tilde{x}_\theta(z_{ij}) = \mathbb{E}[X|z_{ij}]$ is shown here, where $z_{ij} \sim q_\phi(z|y_{ij})$. The $\sigma$-VAE was the same as the previous figure: $\sigma = 0.9$. Note that $\sigma$-VAE does not see any noisy samples during training. Its noise model is only imaginary. (d) The Bayes estimator $\tilde{x}_\theta(y_{ij}) = y_{ij} - \sigma^2 \nabla f_\theta(y_{ij})$, where $f_\theta$ is learned with $\sigma = 0.6$. For DEEN, denoising results were poor when we tested the model on $f_\theta(0.9)$, but $f_\theta(0.6)$ does a good job. As in the Gaussian’s case, DEEN’s inference-free purely density-based mechanical nature is fully visible. The vanilla VAE results trained with the same architecture are not shown here as the model simply breaks down.
C Imaginary noise models as implicit generative models

The samples $\hat{x}(z, \theta)$, $z \sim N(0, I_d)$, for $\sigma$-VAE with $\sigma = 0.9$ are shown below. Note that samples from the decoder’s imaginary noise model are very noisy: they are obtained by adding $\varepsilon \sim N(0, \sigma^2 I_d)$ to the samples shown here, therefore $z \mapsto \hat{x}(z, \theta)$ is only an implicit generative model.