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ABSTRACT. As an algebraic meaning of the nonhomogenous associative Yang-Baxter equation, weighted infinitesimal bialgebras play an important role in mathematics and mathematical physics. In this paper, we introduce the concept of weighted infinitesimal Hopf modules and show that any module carries a natural structure of weighted infinitesimal unitary Hopf module over a weighted quasitriangular infinitesimal unitary bialgebra. We decorate planar rooted forests in a new way, and prove that the space of rooted forests, together with a coproduct and a family of grafting operations, is the free $\Omega$-cocycle infinitesimal unitary bialgebra of weight zero on a set. A combinatorial description of the coproduct is given. As applications, we obtain the initial object in the category of cocycle infinitesimal unitary bialgebras on undecorated planar rooted forests, which is the object studied in the (noncommutative) Connes-Kreimer Hopf algebra. Finally, we derive two pre-Lie algebras from an arbitrary weighted infinitesimal bialgebra and weighted commutative infinitesimal bialgebra, respectively. The second construction generalizes the Gel'fand-Dorfman Theorem on Novikov algebras.
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1. Introduction

1.1. Infinitesimal bialgebras. The concept of infinitesimal bialgebras emerged from the pioneering work of Joni and Rota [5], in order to give an algebraic framework for the calculus of Newton divided differences. Namely, an infinitesimal bialgebra is a module $A$ which is simultaneously an algebra (possibly without a unit) and a coalgebra (possibly without a counit), such that the coproduct $\Delta$ is a derivation:

$$\Delta(ab) = a \cdot \Delta(b) + \Delta(a) \cdot b \text{ for } a, b \in A.$$  

Aguiar [1] showed that there is no non-zero infinitesimal bialgebra which is both unitary and cointerary. In that paper, Aguiar equipped an infinitesimal bialgebra with an antipode $S$ by the name of an infinitesimal Hopf algebra, taking into account most of its combinatorial properties [5] and having a wide of applications, such as Yang-Baxter equations, Drinfeld’s doubles, pre-Lie algebras and brace algebras. The basic theory of infinitesimal bialgebras and infinitesimal Hopf algebras was originally established in [1, 3, 4], such as quasi-triangular infinitesimal bialgebras, corresponding associative Yang-Baxter equations and Drinfeld’s doubles. In 2010, Bai [1] introduced the concept of antisymmetric infinitesimal bialgebras, which has a close connection with dendriform D-bialgebras [2]. Frobenius algebras [3], 0-operators [4] and generalized AYBE [5]. Recently, Wang [22] generalized Aguiar’s result by developing the Drinfeld’s double for braided infinitesimal Hopf algebras in Yetter-Drinfeld categories, and Yau [23] introduced infinitesimal Hom-bialgebras and further studied by Liu, Makhlfou, Menini and Panaite [14].

1.2. Motivations for infinitesimal bialgebras going weighted. In 2006, another version of infinitesimal bialgebras and infinitesimal Hopf algebras was defined by Loday and Ronco [12] and brought new life on rooted trees by Foissy [23, 24]. More precisely, an infinitesimal bialgebra (of this version) is a module $A$, both an associative unitary algebra and a coassociative cointerary coalgebra, with the following compatibility:

$$\Delta(ab) = a \cdot \Delta(b) + \Delta(a) \cdot b - a \otimes b \text{ for } a, b \in A.$$  

In the Ph.D. thesis [18], Ebrahimi-Fard unified these two compatibilities—Eqs. (1) and (2)—into a weighted version:

$$\Delta(ab) = a \cdot \Delta(b) + \Delta(a) \cdot b + \lambda(a \otimes b) \text{ for } a, b \in A,$$

where $\lambda \in \mathbf{k}$ is a fixed constant. This leads to the concept of weighted infinitesimal bialgebras [18]. See Definitions 2.1. below.

Our second motivation comes from the notation of weighted associative classical Yang-Baxter equation [18], which was rediscovered by Ogievetsky and T. Popov [27] under the name of non-homogenous associative classical Yang-Baxter equation. Parallel to the well-known fact that the solutions of a classical Yang-Baxter equation give rise to Lie bialgebras [17], Aguiar [1] studied the associative Yang-Baxter equation [18, 61] (AYBE)

$$r_{13}r_{12} - r_{12}r_{23} + r_{23}r_{13} = 0,$$

and showed that any solution $r$ of AYBE in an algebra $A$ induces an infinitesimal unitary bialgebra of weight zero. This result was generalized by Ebrahimi-Fard [18] by the concept of weighted associative classical Yang-Baxter equation:

$$r_{13}r_{12} - r_{12}r_{23} + r_{23}r_{13} = \lambda r_{13}.$$

It should be pointed out that any solution $r$ of a weight ACYBE in an algebra $A$ endows $A$ with a weighted infinitesimal unitary bialgebra, involving a weighted principle derivation [18, 17, 59]. Thus the weighted infinitesimal unitary bialgebra can be regarded as an algebraic meaning of a weighted ACYBE.

---

1. This paper was started a few years ago, some other papers motivated by this paper have appeared [2, 3, 5, 32]. These and other recent developments motivated us to complete the paper properly. It should be pointed out that Refs. [14, 18] are two different constructions and they can’t cover the results proposed in Section 3 of this paper.
1.3. An interest in combinatorics. The rooted forest is a significant object studied in combinatorics and algebra. One of the most important examples is the Connes-Kreimer Hopf algebra of rooted forests, which was introduced and studied extensively in [11, 13, 15, 21, 33, 35] and was used to treat a problem of Renormalisation in Quantum Field Theory [12, 14, 22, 37]. There are also many other Hopf algebraic structures on rooted forests, such as Foissy-Holtkamp [2, 55], Loday-Ronco [41] and Grossman-Larson [29]. One reason for significance of these algebraic structures on top of rooted forests is that most of them possess universal properties. For example, the Connes-Kreimer Hopf algebra of rooted forests inherits its algebra structure from the initial object in the category of (commutative) algebras with a linear operator [23, 15]. Recently this universal property of rooted forests was generalized in [55] in terms of decorated planar rooted forests, and the universal property of Loday-Ronco Hopf algebra was investigated in [7] in terms of decorated planar binary trees.

The concept of an algebra with (one or more) linear operators mentioned in last paragraph was invented by Kurosh [15]. Later Guo [83] called them \( \Omega \)-operated algebras and constructed the free objects in terms of various combinatorial objects, such as Motzkin paths, rooted forests and bracketed words. Here \( \Omega \) is a nonempty set to index the linear operators. See also [11, 23]. The well-known Connes-Kreimer Hopf algebra of rooted forests can be treated in the framework of operated algebras, with the help of the grafting operation \( B^+ \). Moreover, the decorated planar rooted forests \( H_{RT}(\Omega) \) whose vertices are decorated by a nonempty set \( \Omega \), together with a set of grafting operations \( \{ B^+_\omega \mid \omega \in \Omega \} \), is the initial object (or free object on the empty set) in the category of \( \Omega \)-operated algebras [23, 55].

The very first example of interest is the construction of an infinitesimal bialgebra of weight \( \lambda \) on the polynomial algebra \( k(x_1, \ldots, x_n) \). Also we construct infinitesimal bialgebras of weight zero on a class of decorated planar rooted forests \( H_{RT}(X, \Omega) \) and give a combinatorial description of the coproduct, as in the case of the coproduct in the Connes-Kreimer Hopf algebra by admissible cuts. Motivated by the grafting operations \( \{ B^+_\omega \mid \omega \in \Omega \} \) on \( H_{RT}(X, \Omega) \), we extend our framework to \( \Omega \)-operated algebras and propose the concepts of \( \Omega \)-operated infinitesimal bialgebras (resp. Hopf algebras) of weight \( \lambda \). Further, involving an infinitesimal version of a Hochschild 1-cocycle condition and the unitary property, we pose the concepts of \( \Omega \)-cyclic infinitesimal bialgebras (resp. Hopf algebras) of weight \( \lambda \). As usual that combinatorial objects possess some universal properties, we prove that the decorated planar rooted forests \( H_{RT}(X, \Omega) \), together with the grafting operations \( \{ B^+_\omega \mid \omega \in \Omega \} \), is the free object in the category of \( \Omega \)-cyclic infinitesimal unitary bialgebras (resp. Hopf algebras) of weight zero.

1.4. An interest in Rota-Baxter algebras. The concept of the Rota-Baxter algebra originated from the probability study of G. Baxter [1], in order to understand Spitzer’s identity in fluctuation theory and further studied by some well-known mathematicians such as Atkinson, Cartier and Rota [19]. More accurately, for a given commutative ring \( k \) and \( \lambda \in k \), a Rota-Baxter algebra of weight \( \lambda \) is a pair \((R, P)\) consisting of an associative algebra \( R \) over \( k \) and a linear operator \( P : R \to R \) which satisfies the Rota-Baxter equation

\[
P(x)P(y) = P(xP(y) + P(x)y + \lambda xy) \quad \text{for} \quad x, y \in R.\]

Then \( P \) is called a Rota-Baxter operator of weight \( \lambda \). The Rota-Baxter algebra could be regarded as an algebraic framework of the integral analysis, parallel to the fact that a differential algebra could be considered as an algebraic abstraction of differential equations. Let \((C, \Delta, e)\) be a coalgebra and \((A, m)\) be an associative algebra. Then \( \text{Hom}_k(C, A) \) becomes an associative algebra under the convolution product

\[
(f \ast g) := m(f \otimes g) \Delta \quad \text{for all} \quad f, g \in \text{Hom}_k(C, A).
\]
Suppose that \( C \) is further a bialgebra and replace \( A \) by \( C \), Ebrahimi-Fard [13] equipped \( \text{Hom}_k(C, A) \) with another associative multiplication, namely, a simple composition of linear maps, denoted by \( (\text{Hom}_k(C, C), \circ) \). Let \((C, m, \Delta)\) be an infinitesimal bialgebra of weight \( \lambda \). Define linear maps

\[
\gamma_L : \text{Hom}_k(C, C) \to \text{Hom}_k(C, C), \quad f \mapsto \text{id}_C \ast f, \quad \text{and} \quad \\
\gamma_R : \text{Hom}_k(C, C) \to \text{Hom}_k(C, C), \quad f \mapsto f \ast \text{id}_C.
\]
Then $\gamma_L, \gamma_R$ are two commutative Rota-Baxter operators on $(\text{Hom}_k(C, C), \circ)$, see \cite[Proposition 3.14]{18} for more details.

1.5. **An interest in pre-Lie algebras.** Pre-Lie algebras first appeared in the work of Vinberg on convex homogeneous cones \cite{51} and also appeared independently at the same time in the study of the cohomology of associative algebras \cite{27}. It has remarkable connections with many areas in mathematics and mathematical physics, such as complex and symplectic structures on Lie groups and Lie algebras, classical and quantum Yang-Baxter equations, vertex algebras, quantum field theory and operads (see \cite{1, 24} and references therein). In the framework of Aguiar \cite{3}, a pre-Lie algebra structure is constructed from an infinitesimal bialgebra of weight zero. Here we generalize Aguiar’s construction and derive a pre-Lie algebra from an arbitrary infinitesimal bialgebra of weight $\lambda$. We introduce a concept of derivations of weight $\lambda$, which generalizes the well-known classical derivation. Having this concept in hand, we generalize the Gel’fand-Dorfman theorem on Novikov algebra under a weighted version. As an application, we derive a new pre-Lie algebra from a weighted commutative infinitesimal bialgebra.

Due to the construction of an infinitesimal unitary bialgebra of weight $\lambda$ arising from an associative algebra (Example 2.3 \cite{1}), there is a close relationship among the associative algebras, pre-Lie algebras, Lie algebras and weighted infinitesimal unitary bialgebras. This situation can be summarized in the sense of following commutative diagram of categories

\[
\begin{array}{ccc}
\text{Associative algebras} & \longrightarrow & \text{Weighted infinitesimal unitary bialgebras} \\
\downarrow & & \downarrow \\
\text{Lie algebras} & \longrightarrow & \text{Pre-Lie algebras}
\end{array}
\]

**Structure of the Paper.** In Section 2, we first propose the concept of an infinitesimal (unitary) bialgebra of weight $\lambda$. Then we show that any associative algebra (with unit) has a natural weighted infinitesimal unitary bialgebraic structure. We also introduce the concept of a weighted infinitesimal counitary bialgebra, which makes the emergence of a weighted augmented algebra. As a dual of weighted derivation, we propose the concept of a weighted coderivation (Definition 2.16) and prove that the dual of an infinitesimal bialgebra of weight $\lambda$ is also an infinitesimal bialgebra of weight $\lambda$ (Theorem 2.19).

In Section 3, inspired by Hopf modules, we introduce the concept of a weighted infinitesimal (unitary) Hopf modules (Definition 3.1), which generalizes the infinitesimal Hopf modules studied by Aguiar \cite{3}. We show that some basic examples of classical Hopf modules also admit a weighted infinitesimal Hopf versions in the context of weighted infinitesimal bialgebras (Example 3.3 and Proposition ??). We prove that any $A$-module carries a natural structure of weighted infinitesimal unitary Hopf module over $A$, when $A$ is a weighted quasitrangular infinitesimal unitary bialgebra (Theorem 3.9).

Section 4 is mainly devoted to infinitesimal unitary bialgebraic structures on top of our decorated planar rooted forests $HR_T(X, \Omega)$. After recalling the basics in planar rooted forests, we first give a new way to decorate planar rooted forests, which makes it possible to construct more general free objects. By applying an infinitesimal version of a Hochschild 1-cocycle condition (Eq. (26)), we construct a new coproduct on $HR_T(X, \Omega)$ to equip it with a new coalgebraic structure (Lemma 4.14). A combinatorial description of this new coproduct is also given (Theorem 4.11). Further $HR_T(X, \Omega)$ can be turned into an infinitesimal unitary bialgebra of weight zero with respect to the concatenation product and the empty tree as its unit (Theorem 4.15). Combining weighted infinitesimal bialgebras with operated algebras, we propose the concept of weighted $\Omega$-operated infinitesimal bialgebras (Definition 4.17 \cite{4}). When an infinitesimal 1-cocycle condition is involved, the concept of weighted $\Omega$-cocyce infinitesimal unitary bialgebras is also introduced (Definition 4.17 (4)). Thanks to these concepts, we show that $HR_T(X, \Omega)$ is the free $\Omega$-cocyce infinitesimal unitary bialgebra of weight zero on a set $X$ (Theorem 4.19).

In Section 5, we derive a pre-Lie algebraic structure from a weighted infinitesimal bialgebra (Theorem 5.3). As an application, we equip $HR_T(X, \Omega)$ with a pre-Lie algebraic structure $(HR_T(X, \Omega), \triangleright_{RT})$ and
a Lie algebraic structure \((H_{\text{RT}}(X, \Omega), [-, -]_{\text{RT}})\) (Theorem 5.12). The combinatorial descriptions of \(\triangleright\)_{\text{RT}} and \([-,-\]_{\text{RT}} are also given (Corollary 5.13).

**Notation.** Throughout this paper, let \(k\) be a unitary commutative ring unless the contrary is specified, which will be the base ring of all modules, algebras, coalgebras, bialgebras, tensor products, as well as linear maps. By an algebra we mean an associative algebra (possibly without unit) and by a coalgebra we mean a coassociative coalgebra (possibly without counit). We use the Sweedler notation:

\[
\Delta(a) = \sum_{(a)} a_{(1)} \otimes a_{(2)}.
\]

For an algebra \(A, A \otimes A\) is viewed as an \(A\)-bimodule in the standard way

\[
a \cdot (b \otimes c) := ab \otimes c \quad \text{and} \quad (b \otimes c) \cdot a := b \otimes ca,
\]

where \(a, b, c \in A\).

2. Weighted infinitesimal bialgebras

In this section, we first recall the concept of weighted infinitesimal bialgebras [14], which generalizes simultaneously the one introduced by Joni and Rota [36] and the one initiated by Loday and Ronco [12]. We then investigate the basic properties of weighted infinitesimal bialgebras.

2.1. Basic definitions and examples.

**Definition 2.1.** Let \(\lambda\) be a given element of \(k\).

(a) An **infinitesimal bialgebra** (abbreviated \(\epsilon\)-bialgebra) of weight \(\lambda\) is a triple \((A, \mu, \Delta)\) consisting of an algebra \((A, \mu)\) and a coalgebra \((A, \Delta)\) that satisfies

\[
\Delta(ab) = a \cdot \Delta(b) + \Delta(a) \cdot b + \lambda(a \otimes b), \quad \forall a, b \in A.
\]

(b) If further \((A, \mu, 1)\) is a unitary algebra, then the quadruple \((A, \mu, 1, \Delta)\) is called an **infinitesimal unitary bialgebra of weight \(\lambda\)**.

(c) If further \((A, \Delta, \epsilon)\) is a counitary coalgebra, then the quadruple \((A, \mu, \Delta, \epsilon)\) is called an **infinitesimal counitary bialgebra of weight \(\lambda\)**.

For the rest of this paper, we will use the infix notation \(\epsilon\)-interchangeably with the adjective “infinitesimal”.

**Remark 2.2.**

(a) This involving of weight allows us to unify the two versions of comparability Eqs. (1) and (2) employed respectively in [36] and [12]. More precisely, the \(\epsilon\)-bialgebra introduced by Joni and Rota [36] is of weight 0, and the \(\epsilon\)-bialgebra originated from Loday and Ronco [12] is of weight \(-1\).

(b) The aim to involve the unitary property is to use the infinitesimal 1-cocycle condition (Eq. (2) below), which needs the unit to construct a coproduct in an \(\epsilon\)-bialgebra on decorated planar rooted forests. Indeed, the infinitesimal bialgebra introduced by Loday and Ronco [12] involves the unitary and counitary properties. Here the requirement \(\lambda \neq 0\), when one incorporates the unitary and counitary properties, is due to the fact that there are no non-zero \(\epsilon\)-bialgebras of weight zero which are both unitary and counitary [14].

**Definition 2.3.** Let \(A\) and \(B\) be two \(\epsilon\)-bialgebras of weight \(\lambda\). A map \(\phi : A \to B\) is called an **infinitesimal bialgebra morphism** if \(\phi\) is an algebra morphism and a coalgebra morphism. The concept of an **infinitesimal unitary bialgebra morphism** can be defined in the same way.

**Remark 2.4.** Let \((A, m, 1, \Delta)\) be an \(\epsilon\)-unitary bialgebra of weight \(\lambda\). Then \(\Delta(1) = -\lambda(1 \otimes 1)\), as

\[
\Delta(1) = \Delta(1 \cdot 1) = 1 \cdot \Delta(1) + \Delta(1) \cdot 1 + \lambda(1 \otimes 1) = 2\Delta(1) + \lambda(1 \otimes 1).
\]

**Example 2.5.** Here are some examples of weighted \(\epsilon\)-unitary bialgebras.
(a) Any unitary algebra \((A, \mu, 1)\) is an \(\varepsilon\)-unitary bialgebra of weight \(\lambda\) by taking 
\[
\Delta(a) = -\lambda(a \otimes 1) \quad \text{for } a \in A.
\]

(b) \([\text{Example 2.3.5}]\) The polynomial algebra \(k\langle x_1, x_2, x_3, \ldots \rangle\) is an \(\varepsilon\)-bialgebra of weight zero with the coproduct \(\Delta\) given by Eq. (5) and
\[
\Delta(x_n) = \sum_{i=0}^{n-1} x_i \otimes x_{n-1-i} = 1 \otimes x_{n-1} + x_1 \otimes x_{n-2} + \cdots + x_{n-1} \otimes 1,
\]
where we set \(x_0 = 1\). Indeed it is further an \(\varepsilon\)-unitary bialgebra of weight zero.

(c) \([\text{Example 2.3.2}]\) A quiver \(Q = (Q_0, Q_1, s, t)\) is a quadruple consisting of a set \(Q_0\) of vertices, a set \(Q_1\) of arrows, and two maps \(s, t : Q_1 \to Q_0\) which associate each arrow \(a \in Q_1\) to its source \(s(a) \in Q_0\) and its target \(t(a) \in Q_0\). The path algebra \(kQ\) can be turned into an \(\varepsilon\)-bialgebra of weight zero with the coproduct \(\Delta\) given by:
\[
\Delta(a_1 \cdots a_n) := \begin{cases} 
0 & \text{if } n = 0, \\
s(a) \otimes t(a) & \text{if } n = 1, \\
s(a_1) \otimes a_2 \cdots a_n + a_1 \cdots a_{n-1} \otimes t(a_n) \\
+ \sum_{i=1}^{n-2} a_1 \cdots a_i \otimes a_{i+2} \cdots a_n & \text{if } n \geq 2,
\end{cases}
\]
where \(a_1 \cdots a_n\) is a path in \(kQ\). Here we use the convention that \(a_1 \cdots a_n \in Q_0\) when \(n = 0\).

(d) \([\text{Section 1.4}]\) Let \((A, m, 1, \Delta, \varepsilon, c)\) be a braided bialgebra with \(A = k \oplus \ker \varepsilon\) and the braiding \(c : A \otimes A \to A \otimes A\) given by
\[
c : \begin{cases} 
1 \otimes 1 \mapsto 1 \otimes 1, \\
1 \otimes b \mapsto b \otimes 1, \\
a \otimes b \mapsto 0,
\end{cases}
\]
where \(a, b \in \ker \varepsilon\). Then \((A, m, 1, \Delta, \varepsilon)\) is an \(\varepsilon\)-unitary bialgebra of weight \(-1\).

(e) \([\text{Section 2.3}]\) Let \(V\) denote a vector space. Recall that the tensor algebra \(T(V)\) over \(V\) is the tensor module,
\[
T(V) = k \oplus V \oplus V^{\otimes 2} \oplus \cdots \oplus V^{\otimes n} \oplus \cdots,
\]
equipped with the associative multiplication called concatenation defined by
\[
v_1 \cdots v_i \otimes v_{i+1} \cdots v_n \mapsto v_1 \cdots v_i v_{i+1} \cdots v_n \quad \text{for } 0 \leq i \leq n,
\]
and with the convention that \(v_1 v_0 = 1\) and \(v_{n+1} v_n = 1\). It is a well known free associative algebra.

The tensor algebra \(T(V)\) is an \(\varepsilon\)-unitary bialgebra of weight \(-1\) with the coassociative coproduct defined by
\[
\Delta(v_1 \cdots v_n) := \sum_{i=0}^{n} v_1 \cdots v_i \otimes v_{i+1} \cdots v_n.
\]

(f) A noncommutative polynomial algebra \(k\langle x_1, \ldots, x_n \rangle\) with coefficients in \(k\) is a free algebra generated by \(\{x_1, \ldots, x_n\}\). Denote by
\[
\text{Mon} := \{x_1^{i_1} x_2^{i_2} \cdots x_n^{i_n} | \ 1 \leq i_1, i_2, \ldots, i_n, \alpha_k \in \mathbb{N}\}.
\]
Then the elements in \(\text{Mon}\) are called monomials in \(k\langle x_1, \ldots, x_n \rangle\) which are the elements from the set of all words in \(\{x_1, \ldots, x_n\}\). Note that \(\text{Mon}\) is a \(k\)-basis of \(k\langle x_1, \ldots, x_n \rangle\) and \(\text{Mon}\) is a free monoid with the identity \(x_0 := 1\). We denote the multiplication on \(k\langle x_1, \ldots, x_n \rangle\) by \(m\). For any word \(w \in \text{Mon}\) with length \(l(w) = n\), we define a new notation to choose some elements of \(w\). Denote by
\[
w[i, j] := \begin{cases} 
\text{the } i\text{-th element to the } j\text{-th element of } w & \text{if } 1 \leq i \leq j \leq n, \\
1 & \text{otherwise}.
\end{cases}
\]
For any word $w \in \text{Mon}$, define

$$\Delta_\varepsilon(w) := \begin{cases} 0 & \text{if } w = 0, \\ -\lambda(1 \otimes 1) & \text{if } w = 1, \\ \sum_{i=1}^n w[1, i-1] \otimes w[i+1, n] + \lambda \sum_{i=1}^{n-1} w[1, i] \otimes w[i+1, n] & \text{if } l(w) = n > 0. \end{cases}$$

Then $(k(x_1, \ldots, x_n), \Delta_\varepsilon, m)$ is an $\varepsilon$-unitary bialgebra of weight $\lambda$.

2.2. Basic properties. We first record a lemma for a preparation.

Lemma 2.6. Let $(A, \mu, \Delta, \varepsilon)$ be an $\varepsilon$-counitary bialgebra of weight $\lambda$. Then

$$\varepsilon(ab) = -\lambda \varepsilon(a)\varepsilon(b) \text{ for any } a, b \in A.$$  

Proof. For $a \in A$, we have

$$a = (\varepsilon \otimes \text{id})\Delta(a) = \sum_{(a)} (\varepsilon \otimes \text{id}) a_{(1)} \otimes a_{(2)} = \sum_{(a)} \varepsilon(a_{(1)})a_{(2)}$$

and so

$$\varepsilon(a) = \sum_{(a)} \varepsilon(a_{(1)})\varepsilon(a_{(2)}) = (\varepsilon \otimes \varepsilon)\Delta(a).$$

For any $a, b \in A$,

$$\varepsilon(ab) = (\varepsilon \otimes \varepsilon)\Delta(ab) \quad \text{(by Eq. (\ref{eq:Delta}))}$$

$$= (\varepsilon \otimes \varepsilon)(a \cdot \Delta(b) + \Delta(a) \cdot b + \lambda (a \otimes b))$$

$$= (\varepsilon \otimes \varepsilon) \left( \sum_{(b)} ab_{(1)} \otimes b_{(2)} + \sum_{(a)} a_{(1)} \otimes a_{(2)}b + \lambda a \otimes b \right)$$

$$= \sum_{(b)} \varepsilon(ab_{(1)})\varepsilon(b_{(2)}) + \sum_{(a)} \varepsilon(a_{(1)})\varepsilon(a_{(2)}b) + \lambda \varepsilon(a)\varepsilon(b)$$

$$= \varepsilon(ab) + \varepsilon(ab) + \lambda \varepsilon(a)\varepsilon(b) \quad \text{(by Eq. (\ref{eq:Delta}))},$$

as required. □

Remark 2.7. (a) When $\lambda = -1$, the counit $\varepsilon$ is an algebra morphism. In this case, if the algebra $A$ has a unit 1, then $\varepsilon(1) = 1_k$.

(b) The counital $\varepsilon$-bialgebras introduced by Aguiar [4] is of weight zero and and the $\varepsilon$-bialgebra originated from Loday and Ronco [22] is of weight $-1$.

This motivates the concept of an augmented algebra of weight $\lambda$, which generalizes the augmented algebras introduced by Aguiar [4].

Definition 2.8. Let $\lambda$ be a given element of $k$. An augmented algebra of weight $\lambda$ is a triple $(A, \mu, \varepsilon)$ consisting of an algebra $(A, \mu)$ (possibly without unit) and a linear augmentation map $\varepsilon : A \rightarrow k$ of weight $\lambda$ satisfying

$$\varepsilon(ab) = -\lambda \varepsilon(a)\varepsilon(b) \text{ for } a, b \in A.$$  

Definition 2.9. Let $(A, \mu_A, \varepsilon_A)$ and $(B, \mu_B, \varepsilon_B)$ be augmented algebras of weight $\lambda$. An algebra homomorphism $f : A \rightarrow B$ is said to be augmented if it satisfies $\varepsilon_Bf = \varepsilon_A$.

Remark 2.10. By Lemma 2.6, any $\varepsilon$-counitary bialgebra of weight $\lambda$ is an augmented algebra of weight $\lambda$.

The following result gives a way to add a counity to an $\varepsilon$-algebra.
Proposition 2.11. Let \((A, \mu, \Delta)\) be an \(\epsilon\)-bialgebra of weight \(\lambda\), generated by \(S\) as an algebra. Suppose \(\varepsilon : A \to k\) is an augmentation map of weight \(\lambda\) and the counicity \((\varepsilon \otimes \text{id}) \Delta = \text{id} = (\text{id} \otimes \varepsilon) \Delta\) holds on \(S\). Then the quadruple \((A, \mu, \Delta, \varepsilon)\) is an \(\epsilon\)-counitary bialgebra of weight \(\lambda\).

Proof. It suffices to prove the counicity on \(A\) by showing

\[(\varepsilon \otimes \text{id}) \Delta(ab) = ab\quad\text{for } a, b \in S.

For any \(a, b \in S\), it follows from hypothesis that

\[(\varepsilon \otimes \text{id}) \Delta(a) = a \quad\text{and}\quad (\varepsilon \otimes \text{id}) \Delta(b) = b,

whence

\[
(\varepsilon \otimes \text{id}) \Delta(ab) = (\varepsilon \otimes \text{id})(a \cdot \Delta(b) + \Delta(a) \cdot b + \lambda(a \otimes b))
\]
\[
= \sum_{(a)} \varepsilon(ab_{(1)}) \otimes b_{(2)} + \sum_{(a)} \varepsilon(a_{(1)}) \otimes a_{(2)} b + \lambda(\varepsilon(a) \otimes b)
\]
\[
= -\lambda \sum_{(a)} \varepsilon(a) \varepsilon(b_{(1)}) \otimes b_{(2)} + \sum_{(a)} \varepsilon(a_{(1)}) \otimes a_{(2)} b + \lambda(\varepsilon(a) \otimes b)
\]
\[
= -\lambda \varepsilon(a) b + ab + \lambda(\varepsilon(a) \otimes b)
\]
\[
= ab.
\]

Thus \(\varepsilon\) is a left counit. By a similar calculation, \(\varepsilon\) is a right counit. \(\square\)

The following result shows that the tensor of two augmented algebras of weight \(\lambda\) is still an augmented algebra of weight \(\lambda\). So the category of augmented algebras of weight \(\lambda\) forms a monoidal category.

Proposition 2.12. Let \((A, \mu_A, \varepsilon_A)\) and \((B, \mu_B, \varepsilon_B)\) be augmented algebras of weight \(\lambda\). Then \(A \otimes B\) is an associative algebra with the multiplication \(\cdot_{\varepsilon}\) defined by

\[
(a_1 \otimes b_1) \cdot_{\varepsilon} (a_2 \otimes b_2) := \varepsilon_B(b_1) a_1 a_2 \otimes b_2 + \varepsilon_A(a_2) a_1 b_1 b_2 + \lambda \varepsilon_A(a_2) \varepsilon_B(b_1) a_1 \otimes b_2
\]

for \(a_i \in A, b_i \in B, 1 \leq i \leq 2\). Furthermore, \(A \otimes B\) is an augmented algebras of weight \(\lambda\) with the augmentation map given by

\[
\varepsilon_{A \otimes B}(a \otimes b) := \varepsilon_A(a) \varepsilon_B(b) \quad \text{for } a \in A, b \in B.
\]

Proof. It is sufficient to check the associative law:

\[
((a_1 \otimes b_1) \cdot_{\varepsilon} (a_2 \otimes b_2)) \cdot_{\varepsilon} (a_3 \otimes b_3) = (a_1 \otimes b_1) \cdot_{\varepsilon} ((a_2 \otimes b_2) \cdot_{\varepsilon} (a_3 \otimes b_3))
\]

for \(a_i \in A, b_i \in B, 1 \leq i \leq 3\). On the one hand,

\[
((a_1 \otimes b_1) \cdot_{\varepsilon} (a_2 \otimes b_2)) \cdot_{\varepsilon} (a_3 \otimes b_3)
\]
\[
= (\varepsilon_B(b_1) a_1 a_2 \otimes b_2 + \varepsilon_A(a_2) a_1 \otimes b_1 b_2 + \lambda \varepsilon_A(a_2) \varepsilon_B(b_1) a_1 \otimes b_2) \cdot_{\varepsilon} (a_3 \otimes b_3) \quad \text{(by Eq. (9))}
\]
\[
= \varepsilon_B(b_1) (a_1 a_2 \otimes b_2) \cdot_{\varepsilon} (a_3 \otimes b_3) + \varepsilon_A(a_2) (a_1 \otimes b_1 b_2) \cdot_{\varepsilon} (a_3 \otimes b_3)
\]
\[
+ \lambda \varepsilon_A(a_2) \varepsilon_B(b_1) (a_1 \otimes b_2) \cdot_{\varepsilon} (a_3 \otimes b_3)
\]
\[
= \varepsilon_B(b_1) \varepsilon_B(b_2) a_1 a_2 a_3 \otimes b_3 + \varepsilon_A(a_3) a_1 a_2 \otimes b_2 b_3 + \lambda \varepsilon_A(a_3) \varepsilon_B(b_2) a_1 a_2 \otimes b_3
\]
\[
+ \varepsilon_A(a_2) (\varepsilon_B(b_1) b_2 a_1 a_3 \otimes b_3 + \varepsilon_A(a_3) a_1 \otimes b_1 b_2 b_3 + \lambda \varepsilon_A(a_3) \varepsilon_B(b_2) b_1 a_1 \otimes b_3)
\]
\[
+ \lambda \varepsilon_A(a_2) \varepsilon_B(b_1) (\varepsilon_B(b_2) a_1 a_2 a_3 \otimes b_3 + \varepsilon_A(a_3) a_1 \otimes b_2 b_3 + \lambda \varepsilon_A(a_3) \varepsilon_B(b_2) a_1 \otimes b_3)
\]
\[
= \varepsilon_B(b_1) \varepsilon_B(b_2) a_1 a_2 a_3 \otimes b_3 + \varepsilon_B(b_1) \varepsilon_A(a_3) a_1 a_2 \otimes b_2 b_3
\]
\[
+ \lambda \varepsilon_B(b_1) \varepsilon_A(a_3) \varepsilon_B(b_2) a_1 a_2 \otimes b_3
\]
On the other hand,

\[ (a_1 \otimes b_1) \cdot \varepsilon (a_2 \otimes b_2) \cdot \varepsilon (a_3 \otimes b_3) \]

\[ = (a_1 \otimes b_1) \cdot \varepsilon (e_B(b_2)a_2a_3 \otimes b_3 + e_A(a_3)a_2 \otimes b_2b_3 + \lambda e_A(a_3)b_2b_3) \] (by Eq. (3))

\[ = e_B(b_2)(a_1 \otimes b_1) \cdot \varepsilon (a_2a_3 \otimes b_3) + e_A(a_3)(a_1 \otimes b_1) \cdot \varepsilon (a_2 \otimes b_2b_3) + \lambda e_A(a_3)b_2b_3 \]

\[ + \lambda e_A(a_3)e_B(b_2)(a_1 \otimes b_1) \cdot \varepsilon (a_2 \otimes b_3) \]

\[ = e_B(b_2)(e_B(b_1)a_1a_2a_3 \otimes b_3 + e_A(a_2a_3)a_1 \otimes b_1b_3 + \lambda e_A(a_2a_3)e_B(b_1)a_1 \otimes b_3) \]

\[ + e_A(a_3)(e_B(b_1)a_1a_2 \otimes b_2b_3 + e_A(a_2)a_1 \otimes b_1b_2b_3 + \lambda e_A(a_2)e_B(b_1)a_1 \otimes b_2b_3) \]

\[ + \lambda e_A(a_3)e_B(b_2)(e_B(b_1)a_1a_2 \otimes b_3 + e_A(a_2)a_1 \otimes b_1b_3 + \lambda e_A(a_2)e_B(b_1)a_1 \otimes b_3) \]

\[ = e_B(b_2)e_B(b_1)a_1a_2a_3 \otimes b_3 - \lambda e_B(b_2)e_A(a_2)e_A(a_3)a_1 \otimes b_1b_3 \]

\[ - \lambda^2 e_B(b_2)e_A(a_2)e_A(a_3)e_B(b_1)a_1 \otimes b_3 + e_A(a_3)e_B(b_1)a_1a_2 \otimes b_2b_3 \]

\[ + e_A(a_3)e_A(a_2)a_1 \otimes b_1b_2b_3 + \lambda e_A(a_3)e_A(a_2)e_B(b_1)a_1 \otimes b_2b_3 \]

\[ + \lambda e_A(a_3)e_B(b_2)e_B(b_1)a_1a_2 \otimes b_3 + \lambda e_A(a_3)e_B(b_2)e_A(a_2)a_1 \otimes b_1b_3 \]

\[ + \lambda^2 e_A(a_3)e_A(a_2)e_B(b_2)e_B(b_1)a_1 \otimes b_3 \] (by Eq. (3))

\[ = e_B(b_2)e_B(b_1)a_1a_2a_3 \otimes b_3 + e_A(a_3)e_B(b_1)a_1a_2 \otimes b_2b_3 + e_A(a_3)a_1 \otimes b_1b_2b_3 \]

\[ + e_A(a_3)e_A(a_2)e_B(b_1)a_1 \otimes b_2b_3 + \lambda e_A(a_3)e_B(b_2)e_B(b_1)a_1 \otimes b_3, \]

as desired.

We now show that $A \otimes B$ is an augmented algebras of weight $\lambda$. For any $a_1 \otimes b_1, a_2 \otimes b_2 \in A \otimes B$, 

\[ e_{A \otimes B}(a_1 \otimes b_1) \cdot \varepsilon (a_2 \otimes b_2) \]

\[ = e_{A \otimes B}(e_B(b_1)a_1a_2 \otimes b_2 + e_A(a_2)a_1 \otimes b_1b_2 + \lambda e_A(a_2)e_B(b_1)a_1 \otimes b_2) \] (by Eq. (3))

\[ = e_B(b_1)e_{A \otimes B}(a_1a_2 \otimes b_2) + e_A(a_2)e_{A \otimes B}(a_1 \otimes b_1b_2) + \lambda e_A(a_2)e_B(b_1)e_{A \otimes B}(a_1 \otimes b_2) \]

\[ = e_B(b_1)e_A(a_1a_2)e_B(b_2) + e_A(a_2)e_A(a_1)e_B(b_1)b_2 \]

\[ + \lambda e_A(a_2)e_B(b_1)e_A(a_1)e_B(b_2) \] (by Eq. (3))

\[ = -\lambda e_B(b_1)e_A(a_1)e_A(a_2)e_B(b_2) - \lambda e_A(a_2)e_A(a_1)e_B(b_1)e_B(b_2) \]

\[ + \lambda e_A(a_2)e_B(b_1)e_A(a_1)e_B(b_2) \] (by Eq. (3))

\[ = -\lambda e_A(a_1)e_B(b_1)e_A(a_2)e_B(b_2) \]

\[ = -\lambda e_{A \otimes B}(a_1 \otimes b_1)e_{A \otimes B}(a_2 \otimes b_2). \]

This completes the proof. \qed

Let $(A, m, 1, \Delta)$ be an $\varepsilon$-unitary bialgebra of weight $\lambda$. Then the $k$-module $A \otimes A$ becomes a coalgebra with the coproduct $\Delta^{A \otimes A}$, Example 2.2.2]:

\[ \Delta_{A \otimes A} : A \otimes A \rightarrow A \otimes A \otimes A \otimes A \rightarrow A \otimes A \otimes A. \]
where \( \tau : A \otimes A \to A \otimes A, a \otimes b \mapsto b \otimes a \) is the switch map. However the multiplicaiton \( m : A \otimes A \to A \) is not a morphism of coalgebras under this classical coproduct. In fact,

\[
\Delta \circ m(a \otimes b) = \Delta(ab) = a \cdot \Delta(b) + \Delta(a) \cdot b + \lambda(a \otimes b)
\]

\[
= \sum_{(b)} ab_{(1)} \otimes b_{(2)} + \sum_{(a)} a_{(1)} \otimes a_{(2)} b + \lambda(a \otimes b)
\]

\[
\neq \sum_{(a)} \sum_{(b)} a_{(1)} b_{(1)} \otimes a_{(2)} b_{(2)}
\]

\[
= (m \otimes m) \circ \Delta_{A \otimes A}(a \otimes b).
\]

We erect a new coproduct on \( A \otimes A \) to solve this incompatibility, which generalizes the one in case of weight zero [1, Lemma 3.5]. Recall that an element \( e \in A \) is called a **group like element of weight** \( \lambda \) if it satisfies \( \Delta(e) = \lambda(e \otimes e) \) [56]. By Remark 2.4 the unit in an \( e \)-unitary bialgebra is a group like element of weight \(-\lambda\).

**Proposition 2.13.** Let \((A, \Delta_A)\) and \((B, \Delta_B)\) be coassociative coalgebras (possibly without counit), with group like elements \(1_A\) and \(1_B\) of weight \(-\lambda\). Then \(A \otimes B\) is a coassociative coalgebra with the coproduct defined by

\[
\Delta(a \otimes b) := \sum_{(a)} (a_{(1)} \otimes 1_B) \otimes (a_{(2)} \otimes b) + \sum_{(b)} (a \otimes b_{(1)}) \otimes (1_A \otimes b_{(2)}) + \lambda(a \otimes 1_B) \otimes (1_A \otimes b)
\]

for any \(a \otimes b \in A \otimes B\).

**Proof.** It is sufficient to check the coassociative law:

\[
(id \otimes \Delta)(a \otimes b) = (\Delta \otimes id)(a \otimes b) \quad \text{for } a \otimes b \in A \otimes B.
\]

By Eq. (11) and \( \Delta_A(1_A) = -\lambda 1_A \otimes 1_A \) in Remark 2.3,

\[
\Delta(1_A \otimes b) = (-\lambda \otimes 1_B) \otimes (1_A \otimes b) + \sum_{(b)} (1_A \otimes b_{(1)}) \otimes (1_A \otimes b_{(2)}) + \lambda(1_A \otimes 1_B) \otimes (1_A \otimes b)
\]

\[
= \sum_{(b)} (1_A \otimes b_{(1)}) \otimes (1_A \otimes b_{(2)}).
\]

Similarly,

\[
\Delta(a \otimes 1_B) = \sum_{(a)} (a_{(1)} \otimes 1_B) \otimes (a_{(2)} \otimes 1_B).
\]

Now on the one hand,

\[
(id \otimes \Delta)(a \otimes b)
\]

\[
= (id \otimes \Delta) \left( \sum_{(a)} (a_{(1)} \otimes 1_B) \otimes (a_{(2)} \otimes b) + \sum_{(b)} (a \otimes b_{(1)}) \otimes (1_A \otimes b_{(2)}) + \lambda(a \otimes 1_B) \otimes (1_A \otimes b) \right)
\]

\[
= \sum_{(a)} (a_{(1)} \otimes 1_B) \otimes \Delta(a_{(2)} \otimes b) + \sum_{(b)} (a \otimes b_{(1)}) \otimes \Delta(1_A \otimes b_{(2)}) + \lambda(a \otimes 1_B) \otimes \Delta(1_A \otimes b)
\]

\[
= \sum_{(a)} (a_{(1)} \otimes 1_B) \otimes \left( \sum_{(a_{(2)})} (a_{(2)(1)} \otimes 1_B) \otimes (a_{(2)(2)} \otimes b) + \sum_{(b)} (a_{(2)} \otimes b_{(1)}) \otimes (1_A \otimes b_{(2)})
\]

\[
+ \lambda(a_{(2)} \otimes 1_B) \otimes (1_A \otimes b) \right) + \sum_{(b)} (a \otimes b_{(1)}) \otimes \left( \sum_{(b_{(2)})} (1_A \otimes b_{(2)(1)}) \otimes (1_A \otimes b_{(2)(2)}) \right)
\]

\[
+ \lambda(a \otimes 1_B) \otimes \left( \sum_{(b)} (1_A \otimes b_{(1)}) \otimes (1_A \otimes b_{(2)}) \right) \quad \text{(by Eqs. (11) and (12))}
\]
and the one initiated by Foissy. We have the following two dual statements.

**Theorem 2.14.** We have the following two dual statements.

(a) Let \((A, \mu_A, \Delta_A, \varepsilon_A)\) be an \(\varepsilon\)-counitary bialgebra of weight \(\lambda\) and view \((A \otimes A, \cdot_{\varepsilon})\) as an algebra as in Proposition 2.13. Then \(\Delta_A : (A, \mu_A) \to (A \otimes A, \cdot_{\varepsilon})\) is a morphism of algebras.

(b) Let \((A, \mu_A, \Delta_A, 1_A)\) be an \(\varepsilon\)-unitary bialgebra of weight \(\lambda\) and view \((A \otimes A, \Delta)\) as a coalgebra as in Proposition 2.13. Then \(\mu_{A \otimes A} : (A \otimes A, \Delta) \to (A, \Delta_A)\) is a morphism of coalgebras.

**Proof.** (i) It suffices to prove
\[
\Delta(a) \cdot_{\varepsilon} \Delta(b) = \Delta(ab)
\]
for \(a, b \in A\), which follows from
\[
\Delta_A(a) \cdot_{\varepsilon} \Delta_A(b) = \left( \sum_{(a)} a_1 \otimes a_2 \right) \cdot_{\varepsilon} \left( \sum_{(b)} b_1 \otimes b_2 \right) = \sum_{(a)} \sum_{(b)} (a_1 \otimes a_2) \cdot_{\varepsilon} (b_1 \otimes b_2)
\]
On the other hand,
\[
(\Delta \otimes \text{id})\Delta(a \otimes b) = (\Delta \otimes \text{id}) \left( \sum_{(a)} (a_1 \otimes 1_B) \otimes (a_2 \otimes b) + \sum_{(b)} (a \otimes b_1) \otimes (1_A \otimes b_2) + \lambda (a \otimes b_1) \otimes (1_A \otimes b_2) \right)
\]
\[
= \sum_{(a)} \sum_{(a_1)} (a_1(1) \otimes 1_B) \otimes (a_1(2) \otimes 1_B) \otimes (a_2 \otimes b) + \sum_{(b)} \Delta(a \otimes b_1) \otimes (1_A \otimes b_2) + \lambda \Delta(a \otimes b_1) \otimes (1_A \otimes b_2)
\]
\[
= \sum_{(a)} \sum_{(a_1)} (a_1(1) \otimes 1_B) \otimes (a_1(2) \otimes 1_B) \otimes (a_2 \otimes b) + \sum_{(b)} \left( \sum_{(a)} (a_1 \otimes 1_B) \otimes (a_2 \otimes b_1) \right) (1_A \otimes b_2)
\]
This completes the proof. \(\Box\)
Then a map \( D : A \to A \otimes A \) is called a \textbf{derivation of weight} \( \lambda \) of \( A \) if it satisfies Eq. (1), that is,

\[
D\mu = s(id_A \otimes D) + t(D \otimes id_A) + \lambda(id_A \otimes id_A),
\]

where \( s : A \otimes (A \otimes A) \to A \otimes A \) and \( t : (A \otimes A) \otimes A \to A \otimes A \) are the bimodule structure maps.

Dually, we propose the concept of a weighted coderivation.

\textbf{Definition 2.15.} \([59]\) Let \( \lambda \) be a given element of \( k \), and let \( (A, \mu) \) be an algebra and \( A \otimes A \) an \((A, A)\)-bimodule. Then a linear map \( D : A \to A \otimes A \) is called a \textbf{coderivation of weight} \( \lambda \) if it satisfies Eq. (\ref{eq:coderivation}), that is,

\[
D\mu = \lambda(id_A \otimes D) + \mu(id_A \otimes id_A) + \lambda(id_A \otimes id_A),
\]

where \( s : C \otimes C \to A \otimes A \) and \( t : A \otimes A \otimes A \to A \otimes A \) are the bimodule structure maps. Here we view \( C \otimes C \) as a \((C, C)\)-bimodule via

\[
\Delta C = (\Delta \otimes \Delta)C = \Delta \otimes \Delta.
\]

\textbf{Remark 2.17.} \( \text{(a)} \) The classical derivation is a derivation of weight zero and the classical coderivation \( \text{[3]} \) is coderivation of weight zero.

\( \text{(b)} \) We emphasize that the main difference between classical bialgebras and weighted \( \epsilon \)-bialgebras is the compatibility condition about the coproduct \( \Delta \) and the multiplication \( \mu \). More precisely, \( \Delta \) is an algebra morphism in classical bialgebras, however, \( \Delta \) is a weighted derivation in weighted \( \epsilon \)-bialgebras.

In classical bialgebras, the coproduct \( \Delta \) is a morphism of algebras, which is equivalent to the multiplication \( \mu \) is a morphism of coalgebras. In weighted \( \epsilon \)-bialgebras, an analogous result is given by the following proposition.

\textbf{Proposition 2.18.} \( \text{Let } (A, \mu) \text{ be an algebra and } (A, \Delta) \text{ a coalgebra. Then the following assertions are equivalent:} \)

\( \text{a)} \) \( \Delta : A \to A \otimes A \) is a derivation of weight \( \lambda \).

\( \text{b)} \) \( \mu : A \otimes A \to A \) is a coderivation of weight \( \lambda \).

Here \( A \otimes A \) is viewed as an \((A, A)\)-bimodule and an \((A, A)\)-bimodule by Eq. \( \text{[3]} \) and Eq. \( \text{[4]} \), respectively.

\textbf{Proof.} Note that the compatibility condition in Eq. \( \text{[3]} \) can be written as

\[
\Delta \mu = (\mu \otimes id_A)(id_A \otimes \Delta) + (id_A \otimes \mu)(\Delta \otimes id_A) + \lambda(id_A \otimes id_A).
\]

Eq. \( \text{[3]} \) implies that \( \Delta : A \to A \otimes A \) is a weighted derivation of the algebra \((A, \mu)\) with values in the \( A \)-bimodule \( A \otimes A \), in other words, \( \mu : A \otimes A \to A \) is a weighted coderivation from the \( A \)-bimodule \( A \otimes A \) with values in the coalgebra \((A, \Delta)\). \( \square \)
Theorem 2.19. Let \((A, \mu, \Delta)\) be a \(\epsilon\)-bialgebra of weight \(\lambda\) with \(A^\ast \otimes A^\ast \equiv (A \otimes A)^\ast\) as modules. Then the dual space \(A^\ast\) is an \(\epsilon\)-bialgebra of weight \(\lambda\) with the multiplication

\[
A^\ast \otimes A^\ast \equiv (A \otimes A)^\ast \xrightarrow{\Delta^\ast} A^\ast
\]

and the coproduct

\[
A^\ast \xrightarrow{m^\ast} (A \otimes A)^\ast \equiv A^\ast \otimes A^\ast.
\]

Proof. By Proposition 2.18, the derivation of weight \(\lambda\) and the coderivation of weight \(\lambda\) correspond to each other by duality. Then the result follows from the classical finite dual between algebras and coalgebras. \(\square\)

Remark 2.20. (a) Let \((A, \mu, \Delta)\) be an \(\epsilon\)-bialgebra of weight \(\lambda\). Then \((A, -\mu, \Delta)\) and \((A, \mu, -\Delta)\) are two \(\epsilon\)-bialgebras of weight \(-\lambda\), and \((A, -\mu, -\Delta)\) is an \(\epsilon\)-bialgebra of weight \(\lambda\).

(b) Let \((A, \mu, \Delta)\) be an \(\epsilon\)-bialgebra of weight zero. Let \(\mu^{op} = \mu \tau, \Delta^{cop} = \tau \Delta\). Then \((A, \mu^{op}, \Delta^{cop})\) is an \(\epsilon\)-bialgebra of weight zero \([1]\).

3. Weighted infinitesimal Hopf modules

In this section, we introduce the concept of weighted infinitesimal Hopf modules. We show that any \(A\)-module carries a natural structure of weighted \(\epsilon\)-unitary Hopf module over \(A\) when \(A\) is a weighted quasitriangular \(\epsilon\)-unitary bialgebra.

3.1. The basic definitions and examples. Now we propose the concept of a weighted infinitesimal Hopf module.

Definition 3.1. Let \(\lambda\) be a given element of \(k\) and \((A, \mu, \Delta)\) an \(\epsilon\)-bialgebra of weight \(\lambda\). A \(\textbf{(left) infinitesimal Hopf module of weight } \lambda\) is a \(k\)-module \(M\) equipped with a left \(A\)-module structure \(\gamma : A \otimes M \to M, a \otimes m \mapsto am\) and a left \(A\)-comodule structure \(\Lambda : M \to A \otimes M, m \mapsto \sum (m)_{(-1)} \otimes m_{(0)}\), such that

\[
\Lambda m = (\mu \otimes \text{id}_M)(\text{id}_A \otimes \Lambda) + (\text{id}_A \otimes \gamma)(\Delta \otimes \text{id}_M) + \lambda(\text{id}_A \otimes \text{id}_M),
\]

that is

\[
\Lambda(am) = a\Lambda(m) + \Delta(a)m + \lambda(a \otimes m).
\]

If further \((A, \mu, 1, \Delta)\) is an \(\epsilon\)-unitary bialgebra of weighted \(\lambda\), then \(M\) is called a \(\textbf{(left) infinitesimal unitary Hopf module of weight } \lambda\).

Remark 3.2. (a) In terms of above notations, the compatibility condition of weighted \(\epsilon\)-Hopf module given in Eq. (16) may be written as

\[
\sum (am)_{(-1)} \otimes (am)_{(0)} = \sum (am)_{(-1)} \otimes m_{(0)} + \sum a_{(1)} \otimes a_{(2)} \cdot m + \lambda a \otimes m,
\]

which is different from the compatibility condition of classical Hopf module

\[
\sum (am)_{(-1)} \otimes (am)_{(0)} = \sum a_{(1)}(m)_{(-1)} \otimes a_{(2)} \cdot m_{(0)}.
\]

(b) The left infinitesimal Hopf module studied by Aguiar \([3]\) is a left infinitesimal Hopf module of weight zero.

The weighted \(\epsilon\)-Hopf module admits an analogy to the classical Hopf module over the ordinary Hopf algebras. The basic examples of classical Hopf modules adapted from \([4, \text{Section 1.9}]\) also admit the following weighted infinitesimal Hopf versions in the context of weighted \(\epsilon\)-bialgebras. We refer to \([3]\) for the results in the case of weight zero.

Example 3.3. Let \(\lambda\) be a given element of \(k\) and \((A, \mu, \Delta)\) an \(\epsilon\)-bialgebra of weighted \(\lambda\).

(a) \(A\) itself is an \(\epsilon\)-Hopf module of weight \(\lambda\) by taking \(\gamma = \mu\) and \(\Lambda = \Delta\), according to the definition of \(\epsilon\)-bialgebra of weight \(\lambda\).
A unitary Hopf module over \( A \) where a weighted quasitriangular \( \epsilon \) is coassociative if and only if the element

\[
\Delta = \Delta \otimes \text{id}_V : A \otimes V \rightarrow A \otimes A \otimes V.
\]

In fact, for any \( a \otimes v \in A \otimes V \), we have

\[
(\text{id}_A \otimes \Lambda)(a \otimes v) = (\text{id}_A \otimes (\Delta \otimes \text{id}_V))(\Delta(a) \otimes v) \quad \text{(by Eq. (18))}
\]

\[
= (\text{id}_A \otimes (\Delta \otimes \text{id}_V))((\Delta(a) \otimes v) = \sum (\text{id}_A \otimes (\Delta \otimes \text{id}_V))(a) \otimes (a) \otimes v)
\]

\[
= \sum a_{(1)} \otimes \Delta(a_{(2)}) \otimes v = \sum \Delta(a_{(1)}) \otimes a_{(2)} \otimes v \quad \text{(by the coassociative law)}
\]

\[
= \sum (\Delta \otimes \text{id}_{A \otimes V})(a_{(1)} \otimes a_{(2)} \otimes v) = (\Delta \otimes \text{id}_{A \otimes V})(\Delta(a) \otimes v)
\]

\[
= (\Delta \otimes \text{id}_{A \otimes V})\Lambda(a \otimes v).
\]

Then the coassociative law is desired. Next we can check that

\[
\Lambda \gamma(a \otimes b \otimes v) = (\Delta \otimes \text{id}_V)(\mu \otimes \text{id}_V)(a \otimes b \otimes v) = \Delta(ab) \otimes v \quad \text{(by Eq. (18))}
\]

\[
= (a \cdot \Delta(b) + \Delta(a) \cdot b + \lambda(a \otimes b)) \otimes v \quad \text{(by Eq. (18))}
\]

\[
= (\mu \otimes \text{id}_{A \otimes V})(\text{id}_A \otimes \Delta \otimes \text{id}_V)(a \otimes b \otimes v)
\]

\[
+ (\text{id}_A \otimes \mu \otimes \text{id}_V)(\Delta \otimes \text{id}_{A \otimes V})(a \otimes b \otimes v) + \lambda(\text{id}_A \otimes \text{id}_{A \otimes V})(a \otimes b \otimes v)
\]

\[
= (\mu \otimes \text{id}_{A \otimes V})(\text{id}_A \otimes \Lambda)(a \otimes b \otimes v) + (\text{id}_A \otimes \gamma)(\Delta \otimes \text{id}_{A \otimes V})(a \otimes b \otimes v)
\]

\[
+ \lambda(\text{id}_A \otimes \text{id}_{A \otimes V})(a \otimes b \otimes v).
\]

Thus the compatibility condition of weighted \( \epsilon \)-Hopf module given in Eq. (18) is satisfied.

### 3.2. Modules and weighted infinitesimal Hopf modules.

In this subsection, we show that when \( A \) is a weighted quasitriangular \( \epsilon \)-unitary bialgebra, any \( A \)-module carries a natural structure of weighted \( \epsilon \)-unitary Hopf module over \( A \). We first give some basic definitions and notations that will be used in this section. We refer to [2, Section 5] for the classical results in the case of \( \lambda = 0 \).

**Definition 3.4.** Let \( \lambda \) be a given element of \( k \), and let \( A \) be a unitary algebra and \( W \) an \((A, A)\)-bimodule.

- A linear map \( \Delta_r : A \rightarrow W \) associated to an element \( r \in W \) is called **principal** if it satisfies

\[
\Delta_r(a) := a \cdot r - r \cdot a - \lambda(a \otimes 1) \quad \text{for} \ a \in A.
\]

- An element \( r \in W \) is called **A-invariant** if it satisfies

\[
a \cdot r = r \cdot a \quad \text{for} \ a \in A.
\]

For an algebra \( A \), \( A \otimes A \otimes A \) is viewed as an \( A \)-bimodule via

\[
a \cdot (b \otimes c \otimes d) = ab \otimes c \otimes d \quad \text{and} \quad (b \otimes c \otimes d) \cdot a = b \otimes c \otimes da,
\]

where \( a, b, c, d \in A \).

**Remark 3.5.** The \( \Delta_r \) defined by Eq. (19) is a derivation of weight \( \lambda \).

We now recall the definition of a weighted quasitriangular \( \epsilon \)-unitary bialgebra. Let \( A \) be a unitary algebra and \( r = \sum u_i \otimes v_i \in A \otimes A \). Then the principle derivation of weight \( \lambda \)

\[
\Delta_r : A \rightarrow A \otimes A, \quad a \mapsto a \cdot r - r \cdot a - \lambda(a \otimes 1)
\]

is coassociative if and only if the element

\[
r_{13}r_{12} - r_{12}r_{23} + r_{23}r_{13} - \lambda r_{13} \in A \otimes A \otimes A
\]

is \( A \)-invariant [53, Theorem 4.5]. Having this fact in hand, our previous work shows that that the quadruple \((A, \mu, 1, \Delta_r)\) is an \( \epsilon \)-unitary bialgebra of weight \( \lambda \) if \( r \) is a solution of an AYBE of weight \( \lambda \) in \( A \) [53].
Theorem 4.6. We refer to the quadruple \((A, \mu, 1, r)\) as a weighted quasitriangular \(\epsilon\)-unitary bialgebra, more precisely,

Definition 3.6. [53, Definition 5.1] Let \((A, \mu, 1)\) be a unitary algebra. A quasitriangular infinitesimal unitary bialgebra of weight \(\lambda\) is a quadruple \((A, m, 1, r)\) consisting of a unitary algebra \((A, m, 1)\) and a solution \(r \in A \otimes A\) of an associative Yang-Baxter equation of weight \(\lambda\).

Recall that \(\Delta_r\) is defined in Eq. (13) for a \(r \in A \otimes A\).

Remark 3.7. (a) The quadruple \((A, \mu, 1, \Delta_r)\) is indeed an \(\epsilon\)-unitary bialgebra of weight \(\lambda\).
(b) A quasitriangular \(\epsilon\)-bialgebra studied in [53] is a quasitriangular \(\epsilon\)-unitary bialgebra of weight zero.
In this case, the quadruple \((A, \mu, 1, \Delta_r)\) is an \(\epsilon\)-unitary bialgebra of weight zero.
(c) [53] Let \((A, \mu, 1, r)\) be a quasitriangular \(\epsilon\)-unitary bialgebra of weight \(\lambda\) with \(r = \sum_i u_i \otimes v_i \in A \otimes A\).
Define two binary operations \(>, <\) on \(A\) by
\[
a > b := \sum_i u_i a v_i b \quad \text{and} \quad a < b := \sum_i a u_i b v_i - \lambda ab.
\]
Then the triple \((A, >, <)\) is a dendriform algebra.

We need the following lemma.

Lemma 3.8. [53, Proposition 5.3] Let \((A, \mu, 1, r)\) be a quasitriangular \(\epsilon\)-unitary bialgebra of weight \(\lambda\) and \(\Delta := \Delta_r\). Then
\[
\Delta(a) = a \cdot r - r \cdot a - \lambda(a \otimes 1),
\]
\[
(\Delta \otimes \text{id})(r) = -r_{23} r_{13}, \quad \text{and}
\]
\[
(\text{id} \otimes \Delta)(r) = r_{13} r_{12} - \lambda(r_{13} + r_{12}).
\]
Conversely, if an \(\epsilon\)-unitary bialgebra \((A, \mu, 1, \Delta)\) of weight \(\lambda\) satisfies Eqs. (20), (21) and (22) for some \(r = \sum_i u_i \otimes v_i \in A \otimes A\), then \((A, \mu, 1, r)\) is a quasitriangular \(\epsilon\)-unitary bialgebra of weight \(\lambda\) and \(\Delta = \Delta_r\).

We now state our main result in this subsection.

Theorem 3.9. Let \((A, \mu, 1, r)\) be a quasitriangular \(\epsilon\)-unitary bialgebra of weight \(\lambda\) and \(M\) a left \(A\)-module. Then \(M\) becomes a left \(\epsilon\)-unitary Hopf module of weight \(\lambda\) over \(A\) with the \(\Lambda : M \to A \otimes M\) given by
\[
\Lambda(m) := - \sum_i u_i \otimes v_i m \quad \text{for} \quad m \in M.
\]

Proof. We first prove the coassociative law:
\[
(\text{id}_A \otimes \Delta)\Lambda(m) = (\Delta_r \otimes \text{id}_A) \Lambda(m) \quad \text{for} \quad m \in M.
\]
Let \(r = \sum_i u_i \otimes v_i\). Then by Lemma 3.8, we have
\[
(\Delta_r \otimes \text{id}_A)(r) = \sum_i \Delta_r(u_i) \otimes v_i = -r_{23} r_{13} = - \sum_i u_i \otimes u_j \otimes v_j v_i.
\]
Thus
\[
(\Delta_r \otimes \text{id}_A)\Lambda(m) = - \sum_i \Delta_r(u_i) \otimes v_i m = \sum_{i,j} u_i \otimes u_j \otimes v_j v_i m = - \sum_i u_i \otimes \Lambda(v_i m) = (\text{id}_A \otimes \Lambda)\Lambda(m).
\]
We then check the compatibility condition of the weighted \(\epsilon\)-unitary Hopf module in Eq. (17). Since \(\Delta_r(a) = a \cdot r - r \cdot a - \lambda(a \otimes 1)\), we have
\[
a \Lambda(m) + \Delta_r(a)m = - \sum_i au_i \otimes v_j m + \sum_i au_i \otimes v_j m - \sum_i u_i \otimes v_j am - \lambda(a \otimes m)
\]
$$= - \sum_i u_i \otimes v_i am - \lambda (a \otimes m)$$

$$= \lambda (am) - \lambda (a \otimes m).$$

This completes the proof. \(\square\)

### 4. Infinitesimal unitary bialgebras of rooted forests

In this section, we first recall the concepts of planar rooted forests \([50]\) and decorated planar rooted forests \([22, 31]\). We then give a new way to decorate planar rooted forests that generalises the ones introduced and studied in \([22, 31, 58]\). We also define a coproduct on our decorated planar rooted forests to equip them with a coalgebraic structure, with an eye toward constructing an \(\epsilon\)-unitary bialgebra on them.

#### 4.1. Decorated planar rooted forests

A rooted tree is a finite graph, connected and without cycles, with a special vertex called the root. A planar rooted tree is a rooted tree with a fixed embedding into the plane. The first few planar rooted trees are listed below:

\[
\cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot.
\]

where the root of a tree is on the bottom \([50]\). Let \(T\) denote the set of planar rooted trees and \(M(T)\) the free monoid generated by \(T\) with the concatenation product, denoted by \(m_{RT}\) and usually suppressed. The empty tree in \(M(T)\) is denoted by \(\cdot\). An element in \(M(T)\), called a planar rooted forest, is a noncommutative concatenation of planar rooted trees, denoted by \(F = T_1 \cdots T_n\) with \(T_1, \ldots, T_n \in T\). Here we use the convention that \(F = 1\) when \(n = 0\). The first few planar rooted forests are listed below:

\[
\cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot.
\]

We now elaborate on a new decoration on planar rooted forests motivated from \([58]\). Let \(\Omega\) be a nonempty set and \(X\) a set whose elements are not in \(\Omega\). Denote by \(T(X \sqcup \Omega)\) (resp. \(T(X \sqcup \Omega) := M(T(X \sqcup \Omega))\)) the set of planar rooted trees (resp. forests) whose vertices (leaf and internal vertices) are decorated by elements of \(X \sqcup \Omega\).

Let \(T(X, \Omega)\) (resp. \(T(X, \Omega)\)) denote the subset of \(T(X \sqcup \Omega)\) (resp. \(T(X \sqcup \Omega)\)) consisting of vertex decorated planar rooted trees (resp. forests) whose internal vertices are decorated by elements of \(X \sqcup \Omega\), and leaf vertices are decorated by elements of \(X \sqcup \Omega\). In other words, all internal vertices, as well as possibly some of the leaf vertices, are decorated by \(\Omega\). If a tree has only one vertex, the vertex is treated as a leaf vertex. Here are some examples in \(T(X, \Omega)\):

\[
\cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot.
\]

whereas, the following are some examples not in \(T(X, \Omega)\):

\[
\cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot, \quad \cdot.
\]

where \(x, y \in X\) and \(\alpha, \beta, \gamma \in \Omega\).

Let us emphasize that the decorated planar rooted forests \(H_{RT}(X, \Omega)\) considered here are very general, which include the undecorated planar rooted forests in the noncommutative Connes-Kreimer Hopf algebra \([55]\), the ones in the Foissy-Holtkamp Hopf algebra \([22]\) and the ones in \([58]\). See Remark 4.1 below.

**Remark 4.1.** Now we give some special cases of our decorated planar rooted forests.

(a) If \(X = \emptyset\) and \(\Omega\) is a singleton set, then all decorated planar rooted forests in \(T(X, \Omega)\) have the same decoration and so can be identified with the planar rooted forests without decorations, which is the object studied in the well-known Foissy-Holtkamp Hopf algebra—the noncommutative version of Connes-Kreimer Hopf algebra \([22, 55]\).

(b) If \(X = \emptyset\), then \(T(X, \Omega)\) is the object employed in the decorated Foissy-Holtkamp Hopf algebra \([22]\).
(c) If $\Omega$ is a singleton set, then $\mathcal{T}(X,\Omega)$ was introduced and studied in [52] to construct a cocycle Hopf algebra on decorated planar rooted forests.

(d) The rooted forests in $\mathcal{T}(X,\Omega)$, whose leaf vertices are decorated by elements of $X$ and internal vertices are decorated by elements of $\Omega$, are introduced in [31]. However, this decoration can’t deal with the unity and the algebraic structures on this decorated rooted forests are all nonunitary.

Define

$$H_{RT}(X,\Omega) := k\mathcal{T}(X,\Omega) = kM(\mathcal{T}(X,\Omega))$$

to be the free $k$-module spanned by $\mathcal{T}(X,\Omega)$. For each $\omega \in \Omega$, let

$$B_{\omega} : H_{RT}(X,\Omega) \rightarrow H_{RT}(X,\Omega)$$

to be the linear grafting operation by taking $\mathbb{1}$ to $\bullet_{\omega}$ and sending a rooted forest in $H_{RT}(X,\Omega)$ to its grafting with the new root decorated by $\omega$. For example,

$$B_{\alpha}^{+}(\mathbb{1}) = \cdot \omega, \quad B_{\alpha}^{+}(\mathbb{1},1_{y}) = \mathcal{F}_{\omega}^{y}, \quad B_{\alpha}^{+}(1_{y},\mathbb{1}) = \mathcal{F}_{\omega}^{y},$$

where $\alpha,\beta,\omega \in \Omega$ and $x,y \in X$. Note that $H_{RT}(X,\Omega)$ is closed under the concatenation $m_{RT}$.

For $F = T_{1} \cdots T_{n} \in \mathcal{T}(X,\Omega)$ with $n \geq 0$ and $T_{1}, \cdots , T_{n} \in \mathcal{T}(X,\Omega)$, we define $bre(F) := n$ to be the breadth of $F$. Here we use the convention that $bre(\mathbb{1}) = 0$ when $n = 0$. In order to define the depth of a decorated planar rooted forests, we build a recursive structure on $\mathcal{T}(X,\Omega)$. Denote $\bullet_{X} := \{\bullet_{x} \mid x \in X\}$ and set

$$\mathcal{T}_{0} := M(\bullet_{X}) = S(\bullet_{X}) \sqcup \{\mathbb{1}\},$$

where $M(\bullet_{X})$ (resp. $S(\bullet_{X})$) is the submonoid (resp. subsemigroup) of $\mathcal{T}(X,\Omega)$ generated by $\bullet_{X}$. Here we are abusing notation slightly since $M(\bullet_{X})$ (resp. $S(\bullet_{X})$) is also isomorphic to the free monoid (resp. semigroup) generated by $\bullet_{X}$. Suppose that $\mathcal{T}_{n}$ has been defined for an $n \geq 0$, then define

$$\mathcal{T}_{n+1} := M(\bullet_{X}) \sqcup (\bigcup \omega \in \Omega B_{\omega}^{+}(\mathcal{T}_{n})).$$

Thus we obtain $\mathcal{T}_{n} \subseteq \mathcal{T}_{n+1}$ and

$$\mathcal{T}(X,\Omega) = \lim_{\rightarrow} \mathcal{T}_{n} = \bigcup_{n=0}^{\infty} \mathcal{T}_{n}.$$

Now elements $F \in \mathcal{T}_{n} \setminus \mathcal{T}_{n-1}$ are said to have depth $n$, denoted by $\text{dep}(F) = n$. Here are some examples:

$$\text{dep}(\mathbb{1}) = \text{dep}(\bullet_{\omega}) = 0, \quad \text{dep}(\mathbb{1}_{y}) = \text{dep}(B_{\omega}^{+}(\mathbb{1})) = 1, \quad \text{dep}(1_{y}) = \text{dep}(B_{\omega}^{+}(B_{\omega}^{+}(\mathbb{1})) = 2,$$

$$\text{dep}(\bullet_{x} \mathbb{1}_{y}) = \text{dep}(1_{y}) = \text{dep}(B_{\omega}^{+}(\mathbb{1}_{y})) = 1, \quad \text{dep}(\mathbb{1}_{y}) = \text{dep}(B_{\omega}^{+}(\mathbb{1}_{y})) = 2,$$

where $\alpha,\omega \in \Omega$ and $x,y \in X$.

4.2. A new coproduct on decorated planar rooted forests. In this subsection, we construct a new coproduct $\Delta_{e}$ on $H_{RT}(X,\Omega)$, leading to an $\epsilon$-unitary bialgebra of weight zero on $H_{RT}(X,\Omega)$. It suffices to define $\Delta_{e}(F)$ for basis elements $F \in \mathcal{T}(X,\Omega)$ by induction on $\text{dep}(F)$. For the initial step of $\text{dep}(F) = 0$, we define

$$\Delta_{e}(F) := \begin{cases} 0 & \text{if } F = \mathbb{1}, \\ 1 \otimes \mathbb{1} & \text{if } F = \bullet_{x} \text{ for some } x \in X, \\ \bullet_{x_{1}} \cdot \Delta_{e}(\bullet_{x_{2}} \cdots \bullet_{x_{m}} + \Delta_{e}(\bullet_{x_{1}}) \cdot (\bullet_{x_{2}} \cdots \bullet_{x_{m}})) & \text{if } F = \bullet_{x_{1}} \cdots \bullet_{x_{m}} \text{ with } m \geq 2 \text{ and } x_{i} \in X. \end{cases}$$

Here in the third case, the definition of $\Delta_{e}$ reduces to the induction on breadth and the left and right actions are given in Eq. (4).
For the induction step of \( \text{dep}(F) \geq 1 \), we reduce the definition to induction on breadth. If \( \text{bre}(F) = 1 \), we write \( F = B_\omega^+(F) \) for some \( \omega \in \Omega \) and \( F, F' \in \mathcal{T}(X, \Omega) \), and define
\[
\Delta_\varepsilon(F) := \Delta_\varepsilon B_\omega^+(F) := F \otimes 1 + (\text{id} \otimes B_\omega^+)\Delta_\varepsilon(F).
\]
In other words
\[
\Delta_\varepsilon B_\omega^+ = \text{id} \otimes 1 + (\text{id} \otimes B_\omega^+)\Delta_\varepsilon.
\]
We call Eq. (25) or equivalently Eq. (24) the infinitesimal 1-cocycle condition. If \( \text{bre}(F) \geq 2 \), we write \( F = T_1 T_2 \cdots T_m \) for some \( m \geq 2 \) and \( T_1, \ldots, T_m \in \mathcal{T}(X, \Omega) \), and define
\[
\Delta_\varepsilon(F) = T_1 \cdot \Delta_\varepsilon(T_2 \cdots T_m) + \Delta_\varepsilon(T_1) \cdot (T_2 \cdots T_m).
\]
Let us expose some examples for better insight into \( \Delta_\varepsilon \).

**Example 4.2.** Let \( x, y \in X \) and \( \alpha, \beta, \omega \in \Omega \). Then
\[
\Delta_\varepsilon(\cdot, \cdot) = \Delta_\varepsilon(B_\alpha^+(1)) = 1 \otimes 1,
\]
\[
\Delta_\varepsilon(1_\alpha) = \Delta_\varepsilon(B_\alpha^+(\cdot)) = \cdot \otimes 1 + 1 \otimes \cdot,
\]
\[
\Delta_\varepsilon(\cdot, 1_\alpha) = \Delta_\varepsilon(B_\alpha^+(\cdot)) = \cdot \otimes 1 + \cdot \otimes 1 + 1 \otimes 1,
\]
\[
\Delta_\varepsilon(1, \cdot) = \Delta_\varepsilon(B_\alpha^+(\cdot)) = \cdot \otimes 1 + \cdot \otimes 1 + 1 \otimes 1,
\]
\[
\Delta_\varepsilon(1, 1) = \Delta_\varepsilon(B_\alpha^+(\cdot)) = \cdot \otimes 1 + \cdot \otimes 1 + 1 \otimes 1.
\]

**Example 4.3.** Foissy [25] studied an \( e \)-Hopf algebra on (undecorated) planar rooted forests, using a different coproduct \( \Delta \) given by
\[
\Delta(F) := \begin{cases} 
1 \otimes 1 & \text{if } F = 1, \\
F \otimes 1 + (\text{id} \otimes B^+)\Delta(F) & \text{if } F = B^+(F), \\
F_1 \cdot \Delta(F_2) + \Delta(F_1) \cdot F_2 - F_1 \otimes F_2 & \text{if } F = F_1 F_2.
\end{cases}
\]
Then
\[
\Delta(\cdot) = \cdot \otimes 1 + 1 \otimes \cdot,
\]
\[
\Delta(1) = 1 \otimes 1 + \cdot \otimes 1 + 1 \otimes 1,
\]
\[
\Delta(1) = 1 \otimes 1 + \cdot \otimes 1 + 1 \otimes 1,
\]
\[
\Delta(1) = 1 \otimes 1 + \cdot \otimes 1 + 1 \otimes 1,
\]
which are different from the corresponding ones suppressed decorations in Example 4.2.

**Remark 4.4.** The infinitesimal 1-cocycle condition in Eq. (25) is different from the 1-cocycle condition employed in [13] given by
\[
\Delta(F) = \Delta B^+(F) = F \otimes 1 + (\text{id} \otimes B^+)\Delta(F) \text{ for } F = B^+(F) \in \mathcal{T}.
\]

### 4.3. A combinatorial description of \( \Delta_\varepsilon \).

**Definition 4.5.** Let \( F = T_1 \cdots T_n \in \mathcal{T}(X, \Omega) \) with \( T_1, \ldots, T_n \in \mathcal{T}(X, \Omega) \) and \( n \geq 0 \), and let \( u, v \in V(F) \).

(a) \( u \leq_h v \) (being higher) if there exists a (directed) path from \( u \) to \( v \) in \( F \) and the edges of \( F \) are oriented from roots to leaf vertices.

(b) \( u \leq_i v \) (being more on the left) if \( u \) and \( v \) are not comparable for \( \leq_h \) and one of the following assertions is satisfied:
   (i) \( u \) is a vertex of \( T_i \) and \( v \) is a vertex of \( T_j \), with \( 1 \leq j < i \leq n \).
   (ii) \( u \) and \( v \) are vertices of the same \( T_i \), and \( u \leq_i v \) in the forest obtained from \( T_i \) by deleting its root.

(c) \( u \leq_{h,l} v \) (being higher or more on the left) if \( u \leq_h v \) or \( u \leq_i v \).
(d) A set \( I \subseteq V(F) \) is called a **biideal** of \( F \), denoted by \( I \preceq F \), if
\[
u \in I \quad \text{and} \quad v \in V(F) \quad \text{such that} \quad u \preceq_{h,l} v \implies v \in I.
\]
If the biideal \( I \neq V(F) \), then \( I \) is called a **proper biideal** of \( F \), denoted by \( I \preceq F \).

The empty set \( \emptyset \) is a biideal of \( F \). Any proper biideal \( I \) of \( F \) can't contain the root of the right-most tree \( T_n \) in \( F \), as the root of the right-most tree \( T_n \) is the minimum vertex in \( V(F) \) with respect to \( \leq_{h,l} \).

**Example 4.6.** Let \( F = \beta V' \). The following arrays give the order relations \( \leq_h \) and \( \leq_l \) for the vertices of \( F \), respectively. The symbol \( \times \) means that the vertices are not comparable for the order.

\[
\begin{array}{cccc}
\leq_h & \bullet_a & \bullet_\beta & \bullet_\gamma \\
\bullet_a & = & \leq_h & \leq_h \\
\bullet_\beta & \geq_h & = & \times \\
\bullet_\gamma & \geq_h & \times & = \\
\end{array}
\begin{array}{cccc}
\leq_l & \bullet_a & \bullet_\beta & \bullet_\gamma \\
\bullet_a & = & \times & \times \\
\bullet_\beta & \times & = & \geq_l \\
\bullet_\gamma & \times & \leq_l & = \\
\end{array}
\]

Then \( \bullet_a \leq_{h,l} \bullet_\gamma \leq_{h,l} \bullet_\beta \) and \( \beta V' \) has three proper biideals: \( \emptyset \), \( \{ \bullet_\beta \} \) and \( \{ \bullet_\beta, \bullet_\gamma \} \).

**Remark 4.7.** As in [25, Sec. 2.1], for \( F \in \mathcal{F}(X, \Omega) \),

(a) the order \( \leq_h \) is a partial order on \( V(F) \), whose Hasse graph is the decorated planar rooted forest \( F \);

(b) the order \( \leq_l \) is a partial order on \( V(F) \) and the order \( \leq_{h,l} \) is a total order on \( V(F) \).

The proper biideals of \( F \) can be characterized precisely as

**Lemma 4.8.** Let \( F \in \mathcal{F}(X, \Omega) \) and let \( u_n \leq_{h,l} \cdots \leq_{h,l} u_1 \) be its vertices. Then \( F \) has exactly \( n \) proper biideals:
\[
I_k = \{ u_1, \ldots, u_{k-1} \} \quad \text{for} \quad k = 1, \ldots, n,
\]
with the convention that \( I_1 = \emptyset \).

**Proof.** It is the same as the proof of [25, Lemma 13]. \( \square \)

For any set \( I \subseteq V(F) \), let \( F_I \) be the derived decorated planar rooted subforest whose vertices are \( I \) and edges are the edges of \( F \) between elements of \( I \). In particular,
\[
F_\emptyset := 1 \quad \text{and} \quad 1_I := 0.
\]

**Remark 4.9.** Let \( F = B^+_{\omega}(\overline{F}) \) for some \( \omega \in \Omega \) and \( \overline{F} \in \mathcal{F}(X, \Omega) \) and \( I \subseteq V(\overline{F}) \). Then
\[
B^+_{\omega}(\overline{F}_I) = B^+_{\omega}(\overline{F})_{(I \cup \bullet_\omega)},
\]
illustrated graphically as below:

\[
\overline{F} = \overline{F}, \quad \overline{F}_I = I, \quad B^+_{\omega}(\overline{F}_I) = I, \quad B^+_{\omega}(\overline{F}) = I, \quad B^+_{\omega}(\overline{F})_{(I \cup \bullet_\omega)} = I.
\]

**Lemma 4.10.** Let \( F = B^+_{\omega}(\overline{F}) \) for some \( \omega \in \Omega \) and \( \overline{F} \in \mathcal{F}(X, \Omega) \), and let \( I \subseteq V(\overline{F}) \). Then \( I \preceq \overline{F} \) if and only if \( I \preceq F \).

**Proof.** It follows from Definition [4.2 (i)] and the fact that the root \( \bullet_\omega \) is minimum in \( V(F) \) with respect to \( \leq_{h,l} \). \( \square \)

**Theorem 4.11.** With the notations in Lemma 4.8, we have
\[
\Delta_\epsilon(F) = \sum_{I_{k} \subsetneq F} F_{I_k} \otimes \overline{F}_{I_k} = \sum_{k=1}^{n} F_{I_k} \otimes \overline{F}_{I_k},
\]
where \( \overline{T}_k := V(F) \setminus (I_k \cup \{ u_k \}) = \{ u_{k+1}, \ldots, u_n \} \) for \( k = 1, \ldots, n \), with the convention that \( \overline{T}_n = \emptyset \).
The second equality follows from Lemma 4.8. It is sufficient to prove the first equality for basis elements $F \in \mathcal{I}(X, \Omega)$. By induction on $n := |V(F)|$. If $n = 0$, then $F = 1$ and $F|_{I_k} = 1_{I_k} = 0$ by Eq. (27). It follows from Eq. (28) that
\[
\Delta_\epsilon(F) = \Delta_\epsilon(1) = 0 = \sum_{I_k \subset F} F|_{I_k} \otimes F|_{\overline{I}_k}.
\]

Assume that the result holds for $n < m$ for a $m \geq 1$ and consider the case of $n = m$. In this case, we use induction on breadth $\text{bre}(F)$. Since $F \in \mathcal{I}(X, \Omega)$ with $|V(F)| = n \geq 1$, we have $F \neq 1$ and $\text{bre}(F) \geq 1$. If $\text{bre}(F) = 1$, we have two cases to consider.

Case 1. $F = \bullet_x$ for some $x \in X$. In this case, $F$ has only one proper biideal $\emptyset$. By Eqs. (24) and (29),
\[
\Delta_\epsilon(F) = \Delta_\epsilon(\bullet_x) = 1 \otimes 1 = F|_0 \otimes F|_0 = \sum_{I_k \subset F} F|_{I_k} \otimes F|_{\overline{I}_k}.
\]

Case 2. $F = B^+_\omega(\overline{F})$ for some $\overline{F} \in \mathcal{I}(X, \Omega)$ and $\omega \in \Omega$. By Lemma 4.8, the proper biideals of $\overline{F}$ are $I_k$ for $k = 1, \ldots, n - 1$. Then
\[
\Delta_\epsilon(F) = \Delta_\epsilon(B^+_\omega(\overline{F})) = \overline{F} \otimes 1 + (\text{id} \otimes B^+_\omega)\Delta_\epsilon(\overline{F}) \quad \text{(by Eq. (29))}
\]
\[
= \overline{F} \otimes 1 + (\text{id} \otimes B^+_\omega) \left( \sum_{I_k \subset \overline{F}} \overline{F}|_{I_k} \otimes \overline{F}|_{\overline{I}_k} \right) \quad \text{(by the induction hypothesis)}
\]
\[
= F|_{V(\overline{F})} \otimes F|_0 + \sum_{I_k \subset \overline{F}} \overline{F}|_{I_k} \otimes B^+_\omega(\overline{F}|_{\overline{I}_k})
\]
\[
= F|_{V(\overline{F})} \otimes F|_0 + \sum_{I_k \subset \overline{F}} \overline{F}|_{I_k} \otimes B^+_\omega(\overline{F}|_{V(\overline{F}) \setminus (I_k \cup \{u\})}) \quad \text{(by Lemma 4.10)}
\]
\[
= F|_{V(\overline{F})} \otimes F|_0 + \sum_{I_k \subset F, I_k \neq V(\overline{F})} \overline{F}|_{I_k} \otimes B^+_\omega(\overline{F}|_{V(\overline{F}) \setminus (I_k \cup \{u\})}) \quad \text{(by Remark 4.5)}
\]
\[
= \sum_{I_k \subset F} F|_{I_k} \otimes F|_{\overline{I}_k}.
\]

Assume that the result holds for $n = m$ and $\text{bre}(F) < k$, and consider the case of $n = m$ and $\text{bre}(F) = k \geq 2$. Then we may write $F = T F'$ for some $T \in \mathcal{I}(X, \Omega)$ and $F' \in \mathcal{I}(X, \Omega)$. On the one hand,
\[
\Delta_\epsilon(F) = \Delta_\epsilon(TF') = T \cdot \Delta_\epsilon(F') + \Delta_\epsilon(T) \cdot F' \quad \text{(by Eq. (27))}
\]
\[
= \sum_{I_k \subset F'} F|_{I_k} \otimes F'|_{\overline{I}_k} + \left( \sum_{I_k \subset T} T|_{I_k} \otimes T|_{\overline{I}_k} \right) \cdot F' \quad \text{(by the induction hypothesis)}
\]
\[
= \sum_{I_k \subset F'} TF'|_{I_k} \otimes F'|_{\overline{I}_k} + \sum_{I_k \subset T} T|_{I_k} \otimes T|_{\overline{I}_k} F' \quad \text{(by Eq. (1))}.
\]

On the other hand,
\[
\sum_{I_k \subset F} F|_{I_k} \otimes F|_{\overline{I}_k} = \sum_{I_k \subset IF' \setminus V(F) \neq \emptyset} F|_{I_k} \otimes F|_{\overline{I}_k} + \sum_{I_k \subset IF' \setminus V(F) = \emptyset} F|_{I_k} \otimes F|_{\overline{I}_k}.
\]
\[
F|_{T_{v_1}} \otimes F_{\mathcal{P}_{1}} + \left( \sum_{k \in T} F|_{v_1} \otimes F_{\mathcal{P}_1} + \sum_{l \in \mathcal{V}(T)} F|_{v_1} \otimes F_{\mathcal{P}_1} \right)
\]

\[
= \sum_{l \in \mathcal{V}(T) \cup l_2, \ l_2 \not\in F'} F|_{v_1} \otimes F_{\mathcal{P}_1} + \sum_{l \in \mathcal{V}(T)} F|_{v_1} \otimes F_{\mathcal{P}_1}
\]

\[
= \sum_{l \in \mathcal{V}(T) \cup l_2, \ l_2 \not\in F'} F|_{v_1} \otimes F_{\mathcal{P}_1} + \sum_{l \in \mathcal{V}(T)} F|_{v_1} \otimes F_{\mathcal{P}_1}
\]

\[
= \sum_{l \in \mathcal{V}(T) \cup l_2, \ l_2 \not\in F'} F|_{v_1} \otimes F_{\mathcal{P}_1} + \sum_{l \in \mathcal{V}(T)} F|_{v_1} \otimes F_{\mathcal{P}_1}
\]

\[
= \sum_{l \in \mathcal{V}(T) \cup l_2, \ l_2 \not\in F'} F|_{v_1} \otimes F_{\mathcal{P}_1} + \sum_{l \in \mathcal{V}(T)} F|_{v_1} \otimes F_{\mathcal{P}_1}
\]

\[
\text{Hence Eq. (13) holds. This completes the induction on breadth and so the induction on } |V(F)|.
\]

**Example 4.12.** (a) Consider \( F = \cdot \beta 1_{x_0} \). Then \( \cdot \leq h, l \cdot \leq h, l \cdot \beta \). By Lemma 4.8, \( F \) has three proper biideals \( 0, \{ \beta \} \) and \( \{ \beta, \cdot \} \). So by Theorem 4.11,

\[
\Delta_e (\cdot \beta 1_{x_0}) = F|_{0} \otimes F_{\mathcal{P}(\cdot \beta)} + F_{\{ \beta \}} \otimes F_{\mathcal{P}(\cdot \beta, \cdot \beta)} + F_{\{ \beta, \cdot \}} \otimes F_{\mathcal{P}(\cdot \beta, \cdot \beta)} + F_{\{ \beta, \cdot \}} \otimes F_{\mathcal{P}(\cdot \beta, \cdot \beta) | 0}
\]

\[
= 1 \otimes 1_{x_0} + \cdot \beta \otimes \cdot x_0 + \cdot \beta \cdot x_0 \otimes 1.
\]

(b) Let \( F = \beta \cdot x_{0} \). Then \( \cdot \leq h, l \cdot \leq h, l \cdot \beta \) and so \( F \) has four proper biideals \( 0, \{ \beta \}, \{ \beta, \cdot \}, \{ \beta, \cdot, \cdot \} \) by Lemma 4.8. It follows from Theorem 4.11 that

\[
\Delta_e (\beta \cdot x_{0}) = F|_{0} \otimes F_{\mathcal{P}(\cdot \beta)} + F_{\{ \beta \}} \otimes F_{\mathcal{P}(\cdot \beta, \cdot \beta)} + F_{\{ \beta, \cdot \}} \otimes F_{\mathcal{P}(\cdot \beta, \cdot \beta) | 0}
\]

\[
= 1 \otimes 1_{x_0} + \beta \otimes x_{0} + \cdot x_0 \otimes \cdot x_0 + \cdot \beta \cdot x_0 \otimes 1.
\]

Observe that the results in (4) and (5) are consistent with the ones in Example 4.2.

4.4. **Infinitesimal unitary bialgebras on decorated planar rooted forests.** This subsection is devoted to an \( \epsilon \)-unitary bialgebra of weight zero on \( H_{RT}(X, \Omega) \). We first record some lemmas for a preparation.

**Lemma 4.13.** Let \( F_1, F_2 \in H_{RT}(X, \Omega) \). Then \( \Delta_e (F_1 \cdot F_2) = F_1 \cdot \Delta_e (F_2) \cdot F_2 \).

**Proof.** Similar to the case of bre \( (\cdot) \) \( \geq 2 \) in the proof of Theorem 4.11, we obtain

\[
\Delta_e (F_1 \cdot F_2) = \sum_{l \subseteq F_1, F_2} (F_1 F_2)|_{l_1} \otimes (F_1 F_2)|_{T_l}
\]

\[
= \sum_{l \subseteq F_1, F_2} (F_1 F_2)|_{l_1} \otimes (F_1 F_2)|_{T_l} + \sum_{l \subseteq F_1, F_2, l \cap \mathcal{V}(F_2) \not= \emptyset} (F_1 F_2)|_{l_1} \otimes (F_1 F_2)|_{T_l}
\]

\[
= F_1 \cdot \Delta_e (F_2) + \Delta_e (F_1) \cdot F_2,
\]

as required.

**Lemma 4.14.** The pair \((H_{RT}(X, \Omega), \Delta_e)\) is a coalgebra (without counit).
Proof. First, it follows from Theorem 4.1 that
\[ \Delta_\epsilon(F) \in H_{RT}(X, \Omega) \otimes H_{RT}(X, \Omega) \text{ for } F \in \mathcal{F}(X, \Omega). \]
So we are left to show the coassociative law:
\[ (\text{id} \otimes \Delta_\epsilon) \Delta_\epsilon(F) = (\Delta_\epsilon \otimes \text{id}) \Delta_\epsilon(F) \text{ for } F \in \mathcal{F}(X, \Omega). \]
Suppose that \( F \) has vertices: \( u_n \leq h_1 u_{n-1} \leq h_1 \cdots \leq h_1 u_1 \). For simplicity, for \( 1 \leq i < j \leq n \), we denote by \( [i, j] := \{u_i, \ldots, u_j\} \).
In particular, for \( 1 \leq k \leq n \),
\[ [1, k-1] = \{u_1, \ldots, u_{k-1}\} = I_k \text{ and } [k+1, n] = \{u_{k+1}, \ldots, u_n\} = \overline{I}_k. \]
On the one hand, it follows from Theorem 4.1 that
\[
(\Delta_\epsilon \otimes \text{id}) \Delta_\epsilon(F) = (\Delta_\epsilon \otimes \text{id}) \sum_{k=1}^{n} F_{[k]} \otimes F_{[\overline{k}]} = (\Delta_\epsilon \otimes \text{id}) \sum_{k=1}^{n} F_{[[1, k-1]]} \otimes F_{[[k+1, n]]} \]
\[
= \sum_{k=1}^{n} F_{[[1, k-1]]} \otimes F_{[[k+1, n]]} = \sum_{k=1}^{n-1} \left( \sum_{i=1}^{k} F_{[[1, i-1]]} \otimes F_{[[i+1, k-1]]} \right) \otimes F_{[[k+1, n]]} \]
\[
= \sum_{k=1}^{n-1} \sum_{i=1}^{k} F_{[[1, i-1]]} \otimes F_{[[i+1, k-1]]} \otimes F_{[[k+1, n]]} = \sum_{k=2}^{n} \sum_{i=1}^{k-1} F_{[[1, i-1]]} \otimes F_{[[i+1, k-1]]} \otimes F_{[[k+1, n]]}. \]
On the other hand, again by Theorem 4.1,
\[
(\text{id} \otimes \Delta_\epsilon) \Delta_\epsilon(F) = (\text{id} \otimes \Delta_\epsilon) \sum_{i=1}^{n} F_{[i]} \otimes F_{[\overline{i}]} = (\text{id} \otimes \Delta_\epsilon) \sum_{i=1}^{n} F_{[[1, i-1]]} \otimes F_{[[i+1, n]]} \]
\[
= \sum_{i=1}^{n} F_{[[1, i-1]]} \otimes \Delta_\epsilon(F_{[[i+1, n]]}) = \sum_{i=1}^{n} F_{[[1, i-1]]} \otimes \left( \sum_{k=i+1}^{n} F_{[[i+1, k-1]]} \otimes F_{[[k+1, n]]} \right) \]
\[
= \sum_{i=1}^{n} \sum_{k=i+1}^{n} F_{[[1, i-1]]} \otimes F_{[[i+1, k-1]]} \otimes F_{[[k+1, n]]} = \sum_{k=2}^{n} \sum_{i=1}^{k-1} F_{[[1, i-1]]} \otimes F_{[[i+1, k-1]]} \otimes F_{[[k+1, n]]} \]
\[
= (\Delta_\epsilon \otimes \text{id}) \Delta_\epsilon(F). \]
This completes the proof. \( \square \)

Now we arrive at our main result in this subsection.

**Theorem 4.15.** The quadruple \((H_{RT}(X, \Omega), m_{RT}, \mathbb{1}, \Delta_\epsilon)\) is an \( \epsilon \)-unitary bialgebra of weight zero.

**Proof.** Since \( H_{RT}(X, \Omega) \) is closed under the concatenation product \( m_{RT} \), the \((H_{RT}(X, \Omega), m_{RT}, \mathbb{1})\) is a unitary algebra. Then the result follows from Lemmas 4.13 and 4.14. \( \square \)

**4.5. Free \( \Omega \)-coycle infinitesimal unitary bialgebras.** The concept of an algebra with (one or more) linear operators was introduced by Kurosh [32]. Later Guo [33] called them operated algebras and constructed free operated algebras on a set. See also [14, 40]. In this subsection, we conceptualize the mixture of operated algebras and infinitesimal bialgebras, and characterize the freeness of \( H_{RT}(X, \Omega) \) in such categories.

**Definition 4.16.** [33] Let \( \Omega \) be a nonempty set.

(a) An \( \Omega \)-operated monoid is a monoid \( M \) together with a set of operators \( P_\omega : M \to M, \omega \in \Omega \).

(b) An \( \Omega \)-operated (unitary) algebra is a (unitary) algebra \( A \) together with a set of linear operators \( P_\omega : A \to A, \omega \in \Omega \).

Inspired by Eq. (25), we introduce the following concepts.
Definition 4.17. Let \( \Omega \) be a nonempty set and \( \lambda \) a given element of \( k \).

(a) An \( \Omega \)-operated \( \epsilon \)-bialgebra of weight \( \lambda \) is an \( \epsilon \)-bialgebra \( H \) of weight \( \lambda \) together with a set of linear operators \( P_\omega : H \rightarrow H, \omega \in \Omega \). If further \( H \) has a unity, \( H \) is called an \( \Omega \)-operated \( \epsilon \)-unitary bialgebra of weight \( \lambda \).

(b) Let \( (H, \{P_\omega \mid \omega \in \Omega \}) \) and \( (H', \{P'_\omega \mid \omega \in \Omega \}) \) be two \( \Omega \)-operated \( \epsilon \)-bialgebras of weight \( \lambda \). A linear map \( \phi : H \rightarrow H' \) is called an \( \Omega \)-operated \( \epsilon \)-bialgebra morphism if \( \phi \) is a morphism of \( \epsilon \)-bialgebras and \( \phi \circ P_\omega = P'_\omega \circ \phi \) for \( \omega \in \Omega \). The \( \Omega \)-operated \( \epsilon \)-unitary bialgebra morphism can be defined in the same way.

Since the unit 1 plays a part in Eq. (33) below, we need to incorporate the unitary property in the following concepts.

(c) An \( \Omega \)-cocycle \( \epsilon \)-unitary bialgebra of weight \( \lambda \) is an \( \Omega \)-operated \( \epsilon \)-unitary bialgebra \( (H, m, 1, \Delta, \{P_\omega \mid \omega \in \Omega \}) \) of weight \( \lambda \) satisfying the \( \epsilon \)-cocycle condition:

\[
\Delta P_\omega = \text{id} \otimes 1 + (\text{id} \otimes P_\omega)\Delta \quad \text{for } \omega \in \Omega.
\]

(d) The free \( \Omega \)-cocycle \( \epsilon \)-unitary bialgebra of weight \( \lambda \) on a set \( X \) is an \( \Omega \)-cocycle \( \epsilon \)-unitary bialgebra \( (H_X, m_X, 1_X, \Delta_X, \{P_\omega \mid \omega \in \Omega \}) \) of weight \( \lambda \) together with a set map \( j_X : X \rightarrow H_X \) with the property that, for any \( \Omega \)-cocycle \( \epsilon \)-unitary bialgebra \( (H, m, 1, \Delta, \{P_\omega \mid \omega \in \Omega \}) \) of weight \( \lambda \) and any set map \( f : X \rightarrow H \) such that \( \Delta(f(x)) = 1 \otimes 1 \) for \( x \in X \), there is a unique morphism \( \tilde{f} : H_X \rightarrow H \) of \( \Omega \)-operated \( \epsilon \)-unitary bialgebras such that \( \tilde{f} \circ j_X = f \).

When \( \Omega \) is a singleton set, we will omit the “\( \Omega \)”. The following result generalizes the universal properties studied in [13, 22, 31, 35, 36]. Recall from Eq. (2) that

\[
\mathcal{T}(X, \Omega) = \lim_{\rightarrow} \mathcal{T}_n = \bigcup_{n=0}^{\infty} \mathcal{T}_n.
\]

Lemma 4.18. [36, Theorem 4.5] Let \( j_X : X \hookrightarrow \mathcal{T}(X, \Omega), x \mapsto \bullet_{x} \) be the natural embedding and \( m_{RT} \) be the concatenation product. Then, we have the following.

(a) The quadruple \( (\mathcal{T}(X, \Omega), m_{RT}, 1, \{B^+_{\omega} \mid \omega \in \Omega \}) \) together with the \( j_X \) is the free \( \Omega \)-operated monoid on \( X \).

(b) The quadruple \( (H_{RT}(X, \Omega), m_{RT}, 1, \{B^+_{\omega} \mid \omega \in \Omega \}) \) together with the \( j_X \) is the free \( \Omega \)-operated unitary algebra on \( X \).

Theorem 4.19. Let \( X \) be a set and \( j_X : X \hookrightarrow \mathcal{T}(X, \Omega), x \mapsto \bullet_{x} \) the natural embedding. Then the quintuple \( (H_{RT}(X, \Omega), m_{RT}, 1, \Delta_\varepsilon, \{B^+_{\omega} \mid \omega \in \Omega \}) \) together with the \( j_X \) is the free \( \Omega \)-cocycle \( \epsilon \)-unitary bialgebra of weight zero on \( X \).

Proof. By Theorem 4.13, \( (H_{RT}(X, \Omega), m_{RT}, 1, \Delta_\varepsilon) \) is an \( \epsilon \)-bialgebra of weight zero, and further, together with \( \{B^+_{\omega} \mid \omega \in \Omega \} \), is an \( \Omega \)-cocycle \( \epsilon \)-bialgebra of weight zero by Eq. (2). Let \( (H, m, 1, \Delta, \{P_\omega \mid \omega \in \Omega \}) \) be an \( \Omega \)-cocycle \( \epsilon \)-bialgebra of weight zero and \( f : X \rightarrow H \) a set map such that \( \Delta(f(x)) = 1 \otimes 1 \) for \( x \in X \). In particular, \( (H, m, 1, \{P_\omega \mid \omega \in \Omega \}) \) is an \( \Omega \)-operated unitary algebra. By Lemma 4.13 (i), there exists a unique \( \Omega \)-operated unitary algebra morphism \( \tilde{f} : H_{RT}(X, \Omega) \rightarrow H \) such that \( \tilde{f} \circ j_X = f \). It remains to check the compatibility of the coproducts \( \Delta \) and \( \Delta_\varepsilon \) for which we verify

\[
\Delta \tilde{f}(F) = (\tilde{f} \otimes \tilde{f}) \Delta_\varepsilon(F) \quad \text{for all } F \in \mathcal{T}(X, \Omega),
\]

by induction on the depth \( \text{dep}(F) \geq 0 \). For the initial step of \( \text{dep}(F) = 0 \), we have \( F = \bullet_{x_1} \cdots \bullet_{x_m} \) for some \( m \geq 0 \) and \( x_1, \cdots, x_m \in X \). Here we use the convention that \( F = \bullet \) when \( m = 0 \). If \( m = 0 \), then by Remark 2.4 and Eq. (24),

\[
\Delta \tilde{f}(F) = \Delta \tilde{f}(\bullet) = \Delta(1) = 0 = (\tilde{f} \otimes \tilde{f}) \Delta_\varepsilon(\bullet) = (\tilde{f} \otimes \tilde{f}) \Delta_\varepsilon(F).
\]
If \( m \geq 1 \), then
\[
\begin{align*}
\Delta \tilde{f}(\bullet_{x_1} \cdots \bullet_{x_m}) &= \Delta \left( \tilde{f}(\bullet_{x_1}) \cdots \tilde{f}(\bullet_{x_m}) \right) \\
&= \sum_{i=1}^{m} \left( \tilde{f}(\bullet_{x_1}) \cdots \tilde{f}(\bullet_{x_{i-1}}) \right) \cdot \Delta(f(x_i)) \cdot \left( \tilde{f}(\bullet_{x_{i+1}}) \cdots \tilde{f}(\bullet_{x_m}) \right) \quad \text{(by Eq. (3))} \\
&= \sum_{i=1}^{m} \left( \tilde{f}(\bullet_{x_1}) \cdots \tilde{f}(\bullet_{x_{i-1}}) \right) \cdot \Delta(f(x_i)) \cdot \left( \tilde{f}(\bullet_{x_{i+1}}) \cdots \tilde{f}(\bullet_{x_m}) \right) \\
&= \sum_{i=1}^{m} \left( \tilde{f}(\bullet_{x_1}) \cdots \tilde{f}(\bullet_{x_{i-1}}) \right) \cdot (1 \otimes 1) \cdot \left( \tilde{f}(\bullet_{x_{i+1}}) \cdots \tilde{f}(\bullet_{x_m}) \right) \\
&= \sum_{i=1}^{m} \tilde{f}(\bullet_{x_1}) \cdots \tilde{f}(\bullet_{x_{i-1}}) \otimes \tilde{f}(\bullet_{x_{i+1}}) \cdots \tilde{f}(\bullet_{x_m}) \\
&= \sum_{i=1}^{m} \tilde{f}(\bullet_{x_1}) \cdots \tilde{f}(\bullet_{x_{i-1}}) \otimes \tilde{f}(\bullet_{x_{i+1}}) \cdots \tilde{f}(\bullet_{x_m}) \\
&= (\tilde{f} \otimes \tilde{f}) \left( \sum_{i=1}^{m} \bullet_{x_1} \cdots \bullet_{x_{i-1}} \otimes \bullet_{x_{i+1}} \cdots \bullet_{x_m} \right) \\
&= (\tilde{f} \otimes \tilde{f}) \Delta_{\chi}(\bullet_{x_1} \cdots \bullet_{x_m}) \quad \text{(by Eq. (3))}.
\end{align*}
\]

Suppose that Eq. (22) holds for \( \text{dep}(F) \leq n \) for an \( n \geq 0 \) and consider the case of \( \text{dep}(F) = n + 1 \). For this case we apply the induction on the breadth \( \text{bre}(F) \). Since \( \text{dep}(F) = n + 1 \geq 1 \), we have \( F \neq 1 \) and \( \text{bre}(F) \geq 1 \). If \( \text{bre}(F) = 1 \), we have \( F = B^+_\omega(\overline{F}) \) for some \( \overline{F} \in \mathcal{F}(X, \Omega) \) and \( \omega \in \Omega \). Then
\[
\begin{align*}
\Delta \tilde{f}(F) &= \Delta \tilde{f}(B^+_\omega(\overline{F})) = \Delta P_{\omega}\tilde{f}(\overline{F}) = \tilde{f}(\overline{F}) \otimes 1 + (\text{id} \otimes P_{\omega})\Delta(\tilde{f}(\overline{F})) \quad \text{(by Eq. (21))} \\
&= \tilde{f}(\overline{F}) \otimes 1 + (\text{id} \otimes P_{\omega})(\tilde{f} \otimes \tilde{f})\Delta_{\chi}(\overline{F}) \quad \text{(by the induction hypothesis on dep}(F)) \\
&= \tilde{f}(\overline{F}) \otimes 1 + (\tilde{f} \otimes P_{\omega})\Delta_{\chi}(\overline{F}) \\
&= \tilde{f}(\overline{F}) \otimes 1 + (\tilde{f} \otimes B^+_\omega)\Delta_{\chi}(\overline{F}) \quad \text{(by } \tilde{f} \text{ being an operated algebra morphism)} \\
&= (\tilde{f} \otimes \tilde{f})(\overline{F} \otimes 1 + (\text{id} \otimes B^+_\omega)\Delta_{\chi}(\overline{F})) \\
&= (\tilde{f} \otimes \tilde{f})\Delta_{\chi}(B^+_\omega(\overline{F})) = (\tilde{f} \otimes \tilde{f})\Delta_{\chi}(F).
\end{align*}
\]

Assume that Eq. (22) holds for \( \text{dep}(F) = n + 1 \) and \( \text{bre}(F) \leq m \), in addition to \( \text{dep}(F) \leq n \) by the first induction hypothesis, and consider the case when \( \text{dep}(F) = n + 1 \) and \( \text{bre}(F) = m + 1 \geq 2 \). Then we can write \( F = F_1F_2 \) for some \( F_1, F_2 \in \mathcal{F}(X, \Omega) \) with \( 0 < \text{bre}(F_1), \text{bre}(F_2) < m + 1 \). Using the Sweedler notation, we can write
\[
\begin{align*}
\Delta_{\chi}(F_1) &= \sum_{(F_1)} F_{1(1)} \otimes F_{1(2)} \quad \text{and} \quad \Delta_{\chi}(F_2) = \sum_{(F_2)} F_{2(1)} \otimes F_{2(2)}.
\end{align*}
\]

By the induction hypothesis on the breadth,
\[
\begin{align*}
\Delta(\tilde{f}(F_1)) &= (\tilde{f} \otimes \tilde{f})\Delta_{\chi}(F_1) = \sum_{(F_1)} \tilde{f}(F_{1(1)}) \otimes \tilde{f}(F_{1(2)}), \\
\Delta(\tilde{f}(F_2)) &= (\tilde{f} \otimes \tilde{f})\Delta_{\chi}(F_2) = \sum_{(F_2)} \tilde{f}(F_{2(1)}) \otimes \tilde{f}(F_{2(2)}).
\end{align*}
\]
Consequently,
\[ \Delta \tilde{f}(\bar{F}) = \Delta \tilde{f}(F_1 F_2) = \Delta(\tilde{f}(F_1)\tilde{f}(F_2)) = \tilde{f}(F_1) \cdot \Delta(\tilde{f}(F_2)) + \Delta(\tilde{f}(F_1)) \cdot \tilde{f}(F_2) \]
\[ = \tilde{f}(F_1) \cdot \left( \sum_{(F_2)} \tilde{f}(F_{2(1)}) \otimes \tilde{f}(F_{2(2)}) \right) + \left( \sum_{(F_1)} \tilde{f}(F_{1(1)}) \otimes \tilde{f}(F_{1(2)}) \right) \cdot \tilde{f}(F_2) \quad (\text{by Eq. (3)}) \]
\[ = \sum_{(F_2)} \tilde{f}(F_1) \tilde{f}(F_{2(1)}) \otimes \tilde{f}(F_{2(2)}) + \sum_{(F_1)} \tilde{f}(F_{1(1)}) \otimes \tilde{f}(F_{1(2)}) \tilde{f}(F_2) \quad (\text{by Eq. (3)}) \]
\[ = \sum_{(F_2)} \tilde{f}(F_1 F_{2(1)}) \otimes \tilde{f}(F_{2(2)}) + \sum_{(F_1)} \tilde{f}(F_{1(1)}) \otimes \tilde{f}(F_{1(2)} F_2) \]
\[ = (\tilde{f} \otimes \tilde{f}) \left( \sum_{(F_2)} F_1 F_{2(1)} \otimes F_{2(2)} + \sum_{(F_1)} F_{1(1)} \otimes F_{1(2)} F_2 \right) \]
\[ = (\tilde{f} \otimes \tilde{f}) \left( F_1 \cdot \sum_{(F_2)} F_{2(1)} \otimes F_{2(2)} + \sum_{(F_1)} F_{1(1)} \otimes F_{1(2)} \cdot F_2 \right) \quad (\text{by Eq. (3)}) \]
\[ = (\tilde{f} \otimes \tilde{f}) \left( F_1 \cdot \Delta_e(F_2) + \sum_{(F_1)} F_{1(1)} \cdot F_{1(2)} \right) = (\tilde{f} \otimes \tilde{f}) \Delta_e(F_1 F_2) \quad (\text{by Lemma } [1.13]) \]
\[ = (\tilde{f} \otimes \tilde{f}) \Delta_e(F). \]
This completes the induction on breadth and hence the induction on depth. \(\Box\)

**Remark 4.20.** Guo [3] constructed the free \(\Omega\)-operated monoid on a set \(X\) in terms of Motzkin paths \(\mathcal{P}(X, \Omega)\) and Motzkin words \(\mathcal{W}(X, \Omega)\), respectively. By the uniqueness of free objects, we have
\[ \mathcal{T}(X, \Omega) \cong \mathcal{P}(X, \Omega) \cong \mathcal{W}(X, \Omega), \]
as \(\Omega\)-operated monoids.

5. **Pre-Lie algebras and weighted infinitesimal bialgebras**

In this section, we derive a pre-Lie algebra from an \(\varepsilon\)-bialgebra of weight \(\lambda\). We refer to [4] for the classical result in the case of weight zero.

5.1. **Pre-Lie algebras from weighted infinitesimal bialgebras.** Pre-Lie algebras are a class of nonassociative algebras and have many other names such as left-symmetric algebras, Koszul-Vinberg algebras, quasi-associative algebras and so on. See the surveys [4, 5] for more details.

**Definition 5.1.** A (left) **pre-Lie algebra** is a \(k\)-module \(A\) together with a binary operation \(\triangleright: A \otimes A \rightarrow A\) satisfying:
\[ (a \triangleright b) \triangleright c - a \triangleright (b \triangleright c) = (b \triangleright a) \triangleright c - b \triangleright (a \triangleright c) \quad \text{for } a, b, c \in A. \] (34)

The close relation between pre-Lie algebras and Lie algebras is characterized by the following result.

**Lemma 5.2.** [27, Theorem 1] Let \((A, \triangleright)\) be a pre-Lie algebra. Define for elements in \(A\) a new multiplication by setting
\[ [a, b] := a \triangleright b - b \triangleright a \quad \text{for } a, b \in A. \]
Then \((A, [\ldots \cdot \cdot \cdot])\) is a Lie algebra.

The following result captures the connection from weighted \(\varepsilon\)-bialgebras to pre-Lie algebras.

**Theorem 5.3.** Let \((A, m, \Delta)\) be an \(\varepsilon\)-bialgebra of weight \(\lambda\). Then \((A, \triangleright)\) is a pre-Lie algebra, where
\[ \triangleright : A \otimes A \rightarrow A, \quad a \otimes b \mapsto a \triangleright b := \sum_{(b)} b_{(1)}ab_{(2)}. \] (35)
Proof. Let \( a, b, c \in A \). It follows from Eq. (34) that
\[
\Delta \left( \sum_{(c)} c_{(1)} b c_{(2)} \right) = \sum_{(c)} \Delta(c_{(1)} b c_{(2)}) = \sum_{(c)} \left( c_{(1)} b \cdot \Delta(c_{(2)}) + \Delta(c_{(1)} b) \cdot c_{(2)} + \lambda c_{(1)} b \otimes c_{(2)} \right)
\]
\[
= \sum_{(c)} \left( c_{(1)} b \cdot \Delta(c_{(2)}) + \left( c_{(1)} \cdot \Delta(b) + \Delta(c_{(1)}) \cdot b + \lambda (c_{(1)} \otimes b) \right) \cdot c_{(2)} + \lambda c_{(1)} b \otimes c_{(2)} \right)
\]
\[
= \sum_{(c)} \left( c_{(1)} b \cdot \Delta(c_{(2)}) + c_{(1)} \cdot \Delta(b) \cdot c_{(2)} + \Delta(c_{(1)}) \cdot bc_{(2)} + \lambda c_{(1)} \otimes bc_{(2)} + \lambda c_{(1)} b \otimes c_{(2)} \right)
\]
\[
= \sum_{(c)} \left( \sum_{(c)} c_{(1)} b c_{(2)} \otimes c_{(2)}(2) + \sum_{(b)} c_{(1)} b_{(1)} \otimes b_{(2)} c_{(2)}(2) + \sum_{(c)} c_{(1)} \otimes c_{(1)} b c_{(2)}(2)
\right.
\]
\[
+ \lambda \sum_{(c)} c_{(1)} b c_{(2)} + \lambda \sum_{(c)} c_{(1)} b \otimes c_{(2)} \quad \text{(by the coassociative law)}.
\]
Together this with Eq. (35), we obtain
\[
a \triangleright (b \triangleright c) = a \triangleright \left( \sum_{(c)} c_{(1)} b c_{(2)} \right)
\]
\[
= \sum_{(c)} c_{(1)} b c_{(2)} \cdot a c_{(3)} + \sum_{(c), (b)} c_{(1)} b_{(1)} \cdot b_{(2)} c_{(2)} + \sum_{(c)} c_{(1)} \cdot ac_{(2)} \cdot bc_{(3)}
\]
\[
+ \lambda \sum_{(c)} c_{(1)} ab c_{(2)} + \lambda \sum_{(c)} c_{(1)} b ac_{(2)}.
\]
Moreover,
\[
(a \triangleright b) \triangleright c = \left( \sum_{(b)} b_{(1)} \cdot ab_{(2)} \right) \triangleright c = \sum_{(c), (b)} c_{(1)} b_{(1)} \cdot ab_{(2)} c_{(2)}.
\]
Thus
\[
(a \triangleright b) \triangleright c - a \triangleright (b \triangleright c) = - \sum_{(c)} c_{(1)} b c_{(2)} \cdot ac_{(3)} - \sum_{(c)} c_{(1)} ac_{(2)} \cdot bc_{(3)} - \lambda \sum_{(c)} \left( c_{(1)} ab c_{(2)} + c_{(1)} b ac_{(2)} \right).
\]
Observe that Eq. (35) is symmetric in \( a \) and \( b \). Hence
\[
(a \triangleright b) \triangleright c - a \triangleright (b \triangleright c) = (b \triangleright a) \triangleright c - b \triangleright (a \triangleright c),
\]
and so \( (A, \triangleright) \) is a pre-Lie algebra. \( \square \)

5.2. Pre-Lie algebras from weighted commutative infinitesimal bialgebras.

**Definition 5.4.** Let \( (A, \triangleright) \) be a pre-Lie algebra. Then the pair \( (A, \triangleright) \) is called a **Novikov algebra** if satisfies
\[
(a \triangleright b) \triangleright c = (a \triangleright c) \triangleright b \quad \text{for all} \quad a, b \in A.
\]

We now give a new way to construct a pre-Lie algebra from a weighted infinitesimal bilagebra.

**Lemma 5.5.** Let \( (A, \mu, \Delta) \) be an \( \epsilon \)-bialgebra of weight \( \lambda \). Denote \( \Delta = \mu \Delta : A \to A \). Then
\[
\Delta(ab) = a \Delta(b) + \Delta(a)b + \lambda ab.
\]
Proof. By Eq. (36), we have
\[
\mathcal{D}(ab) = \mu \Delta(ab) = \mu \left( a \cdot \Delta(b) + \Delta(a) \cdot b + \lambda a \otimes b \right)
\]
\[
= \mu \left( \sum_{(b)} ab_{(1)} \otimes b_{(2)} + \sum_{(a)} a_{(1)} \otimes a_{(2)} b + \lambda a \otimes b \right)
\]
\[
= \sum_{(b)} ab_{(1)} b_{(2)} + \sum_{(a)} a_{(1)} a_{(2)} b + \lambda ab
\]
\[
= a \mathcal{D}(b) + \mathcal{D}(a)b + \lambda ab,
\]
as required. \qed

This motivates us to propose the following concept, which generalizes the classical derivation.

**Definition 5.6.** Let \( \lambda \) be a given element of \( k \), and let \( A \) be an algebra. Then a linear map \( \mathcal{D} : A \to A \) is called a **modified derivation of weight** \( \lambda \) if
\[
\mathcal{D}(ab) = a \mathcal{D}(b) + \mathcal{D}(a)b + \lambda ab \quad \text{for} \quad a, b \in A.
\]

**Remark 5.7.** (a) The classical derivation is a modified derivation of weight zero, which is significant in differential algebras and Lie algebras.

(b) The operator \( \mathcal{D} \) in Eq. (37) is a special differential type operator \([13, \text{Conjecture 4.7 (1)})\].

More generally, we have

**Theorem 5.8.** Let \( \kappa, \lambda \) be given elements of \( k \) and \((A, \mu)\) a commutative algebra and \( \mathcal{D} : A \to A \) a modified derivation of weight \( \lambda \). Define
\[
a \triangleright_{\mathcal{D}} b := \mu(a \otimes \mathcal{D}(b)) + \kappa ab = a \mathcal{D}(b) + \kappa ab.
\]
Then \((A, \triangleright_{\mathcal{D}})\) is a pre-Lie algebra and a Novikov algebra.

**Proof.** For \( a, b, c \in A \),
\[
(a \triangleright_{\mathcal{D}} b) \triangleright_{\mathcal{D}} c - a \triangleright_{\mathcal{D}} (b \triangleright_{\mathcal{D}} c)
\]
\[
= (a \mathcal{D}(b) + \kappa ab) \triangleright_{\mathcal{D}} c - a \triangleright_{\mathcal{D}} (b \mathcal{D}(c) + \kappa bc) \quad \text{(by Eq. (37))}
\]
\[
= a \mathcal{D}(b) \mathcal{D}(c) + \kappa a \mathcal{D}(b)c + \kappa ab \mathcal{D}(c) + \kappa^2 abc - a \mathcal{D}(b \mathcal{D}(c))
\]
\[
- \kappa abc - \kappa \mathcal{D}(bc) - \kappa^2 abc
\]
\[
= a \mathcal{D}(b) \mathcal{D}(c) - a \mathcal{D}(b \mathcal{D}(c)) + \kappa a \mathcal{D}(b)c - \kappa \mathcal{D}(bc)
\]
\[
= a \mathcal{D}(b) \mathcal{D}(c) - a \left( b \mathcal{D}^2(c) + \mathcal{D}(b) \mathcal{D}(c) + \lambda b \mathcal{D}(c) \right) + \kappa a \mathcal{D}(b)c
\]
\[
- \kappa a \left( b \mathcal{D}(c) + \mathcal{D}(b)c + \lambda bc \right) \quad \text{(by Eq. (37))}
\]
\[
= -ab \mathcal{D}^2(c) - \lambda ab \mathcal{D}(c) - \kappa ab \mathcal{D}(c) - \kappa \lambda abc
\]
\[
= -ab \left( \mathcal{D}^2(c) + (\kappa + \lambda) \mathcal{D}(c) + \kappa \lambda c \right).
\]

Then \((A, \triangleright_{\mathcal{D}})\) is a pre-Lie algebra follows from the fact that the above identity is symmetric in \( a \) and \( b \) when \( A \) is a commutative algebra. Next we show that \((A, \triangleright_{\mathcal{D}})\) is further a Novikov algebra. For \( a, b, c \in A \), we have
\[
(a \triangleright_{\mathcal{D}} b) \triangleright_{\mathcal{D}} c = (a \mathcal{D}(b) + \kappa ab) \mathcal{D}(c) + \kappa (a \mathcal{D}(b) + \kappa ab)c
\]
\[
= a \mathcal{D}(b) \mathcal{D}(c) + \kappa a \mathcal{D}(b)c + \kappa \mathcal{D}(b)c + \kappa^2 abc
\]
\[
= a \mathcal{D}(c) \mathcal{D}(b) + \kappa a \mathcal{D}(c)b + \kappa ac \mathcal{D}(b) + \kappa^2 abc \quad \text{(by \( A \) is commutative)}
\]
\[
= a \mathcal{D}(c) \mathcal{D}(b) + \kappa ac \mathcal{D}(b) + \kappa a \mathcal{D}(c)b + \kappa^2 abc
\]
\[ = (a \mathcal{D}(c) + \kappa ac) \mathcal{D}(b) + \kappa (a \mathcal{D}(c) + \kappa ac)b \]
\[ = (a \triangleright_\mathcal{D} c) \triangleright_\mathcal{D} b. \]

This completes the proof. \hfill \Box

As a consequence, we obtain a weighted version of the Gel’fand-Dorfman theorem on Novikov algebra.

**Corollary 5.9 (Weighted Gel’fand-Dorfman).** Let \((A, \mu)\) be a commutative algebra and \(\mathcal{D} : A \to A\) a modified derivation of weight \(\lambda\). Define
\[
(39) \quad a \triangleright_\mathcal{D} b := \mu(a \otimes \mathcal{D}(b)) = a\mathcal{D}(b).
\]
Then \((A, \triangleright_\mathcal{D})\) is a pre-Lie algebra and a Novikov algebra.

**Proof.** It follows from Theorem 5.8 by taking \(\kappa = 0\). \hfill \Box

**Corollary 5.10.** Let \(\kappa, \lambda\) be given elements of \(k\) and \((A, \mu, \Delta)\) a commutative \(\epsilon\)-bialgebra of weight \(\lambda\). Define
\[
\triangleright_\epsilon : A \otimes A \to A, \quad a \otimes b \mapsto a \triangleright_\epsilon b := \sum_{(b)} ab_{(1)}b_{(2)} + \kappa ab.
\]
Then \((A, \triangleright_\epsilon)\) is a pre-Lie algebra and a Novikov algebra.

**Proof.** It follows from Lemma 5.3 and Theorem 5.8. \hfill \Box

**Remark 5.11.** We would like to emphasize that Theorem 5.8 is very general. More precisely,

(a) the Gel’fand-Dorfman theorem on Novikov algebra is the case of \(\kappa = \lambda = 0\) in Theorem 5.9;
(b) a Novikov algebra introduced and studied by Filipov [20] is the case of \(\lambda = 0\) in Theorem 5.9;
(c) for a fixed element \(k \in A\), Eq. (38) also defines a Novikov algebra, which generalizes the result studied by Xu [52], see also [6]. Remark 3.7.

5.3. **New pre-Lie algebras on decorated planar rooted forests.** In this subsection, as an application of Theorem 5.3, we equip \(H_{RT}(X, \Omega)\) with a pre-Lie algebraic structure \((H_{RT}(X, \Omega), \triangleright_{RT})\) and a Lie algebraic structure \((H_{RT}(X, \Omega), [\ldots ]_{RT})\). We also give combinatorial descriptions of \(\triangleright_{RT}\) and \([\ldots ]_{RT}\).

**Theorem 5.12.** Let \(H_{RT}(X, \Omega)\) be the \(\epsilon\)-unitary bialgebra of weight zero in Theorem 4.13.

(a) The pair \((H_{RT}(X, \Omega), \triangleright_{RT})\) is a pre-Lie algebra, where
\[
F_1 \triangleright_{RT} F_2 := \sum_{(F_2)} F_{2(1)}F_1F_{2(2)} \text{ for } F_1, F_2 \in H_{RT}(X, \Omega).
\]

(b) The pair \((H_{RT}(X, \Omega), [\ldots ]_{RT})\) is a Lie algebra, where
\[
[F_1, F_2]_{RT} := F_1 \triangleright_{RT} F_2 - F_2 \triangleright_{RT} F_1 \text{ for } F_1, F_2 \in H_{RT}(X, \Omega).
\]

**Proof.** By Theorems 4.15 and 5.3, \((H_{RT}(X, \Omega), \triangleright_{RT})\) is a pre-Lie algebra. The remainder follows from Lemma 5.2. \hfill \Box

Combinatorial descriptions of \(\triangleright_{RT}\) and \([\ldots ]_{RT}\) on \(H_{RT}(X, \Omega)\) can also be given. With the notations in Lemma 4.8 and Theorem 4.11, we have

**Corollary 5.13.** For any \(F_1, F_2 \in H_{RT}(X, \Omega)\),
\[
(40) \quad F_1 \triangleright_{RT} F_2 = \sum_{I_{\ell_2} \subseteq I_{F_2}} F_{2I_{\ell_2}} F_1 F_{2\bar{I}_{\ell_2}},
\]
and
\[
(41) \quad [F_1, F_2]_{RT} = \sum_{I_{\ell_2} \subseteq I_{F_2}} F_{2I_{\ell_2}} F_1 F_{2\bar{I}_{\ell_2}} - \sum_{I_{\ell_1} \subseteq I_{F_1}} F_{1I_{\ell_1}} F_2 F_{1\bar{I}_{\ell_1}}.
\]
Proof. It follows directly from Theorems 4.11 and 5.12. □

Example 5.14. Let \( F_1 = \ast \alpha, F_2 = \ast \beta, F_3 = \ast \gamma \omega \) with \( \alpha, \beta, \gamma, \omega \in \Omega \) and \( x, y \in X \). By Lemma 4.8, \( F_1 \) has one proper biideal \( \emptyset \), \( F_2 \) has two proper biideals \( \emptyset \) and \( \{ \ast \beta \} \) and \( F_3 \) has three proper biideals \( \emptyset \), \( \{ \ast \gamma \} \) and \( \{ \ast \gamma, \ast \beta \} \). It follows from Eqs. (44) and (41) that

\[
F_1 \triangleright RT F_2 = F_2(\ast \alpha \omega) + F_2(\ast \beta) F_1 F_2(\ast \gamma) = \ast \alpha \ast \alpha + \ast \beta \ast x,
\]

\[
F_2 \triangleright RT F_1 = F_1(\ast \gamma \omega) = \ast \beta \ast \gamma \omega + \ast \gamma \ast \omega,
\]

\[
\{ F_1, F_2 \}_{RT} = \ast \ast \alpha + \ast \beta \ast x - \ast \beta \ast \omega.
\]

Next, we check that \( F_1, F_2 \) and \( F_3 \) satisfy Eq. (34). By Theorem 4.11,

\[
\Delta_{\gamma}(F_3) = \Delta_{\gamma}(\ast \gamma \omega) = \ast \Delta_{\gamma} \omega + \ast \gamma \otimes \ast \omega + \ast \gamma \otimes \ast \omega,
\]

\[
\Delta_{\gamma}(F_2 \triangleright RT F_3) = \ast \Delta_{\gamma} \omega + \ast \gamma \otimes \ast \omega
\]

Applying Theorem 5.12,

\[
(F_1 \triangleright RT F_2) \triangleright RT F_3 = \ast \ast \alpha \omega + \ast \beta \ast \omega + \ast \gamma \ast \ast \omega + \ast \gamma \ast \ast \omega + \ast \gamma \ast \ast \omega,
\]

\[
F_1 \triangleright RT F_2 \triangleright RT F_3 = \ast \ast \alpha \omega + \ast \beta \ast \omega + \ast \gamma \ast \ast \omega + \ast \gamma \ast \ast \omega + \ast \gamma \ast \ast \omega
\]

Thus

\[
F_1 \triangleright RT F_2 \triangleright RT F_3 = (\ast \ast \alpha \omega + \ast \beta \ast \omega) + (\ast \ast \beta \ast \omega + \ast \ast \gamma \ast \omega) + (\ast \gamma \ast \ast \omega + \ast \gamma \ast \ast \omega)
\]

which is symmetric in \( F_1 = \ast \alpha \) and \( F_2 = \ast \beta \) and hence

\[
(F_1 \triangleright RT F_2) \triangleright RT F_3 - F_1 \triangleright RT (F_2 \triangleright RT F_3) = (F_2 \triangleright RT F_1) \triangleright RT F_3 - F_2 \triangleright RT F_1 \triangleright RT F_3.
\]

Remark 5.15. Let us emphasize that our pre-Lie algebra (\( H_{RT}(X, \Omega), \triangleright RT \)) is different from the one introduced by Chapoton and Livernet [17] from the viewpoint of operad. Under the framework of [16], Matt gave an example [43]:

\[
\ast \beta \triangleright RT 1_\omega^\beta = 2 \beta \omega \ast \omega + 1_\omega^\beta,
\]

which is different from \( \ast \beta \triangleright RT 1_\omega^\beta = \ast \beta \ast \omega + \ast \gamma \ast \omega \) obtained in Example 5.14 by replacing \( F_1 \) by \( \ast \beta \).
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