Cosmic variance of $H_0$ in light of forthcoming high-redshift surveys
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Forthcoming surveys will extend the understanding of cosmological large scale structures up to unprecedented redshift. According to this perspective, we present a fully relativistic framework to evaluate the impact of stochastic inhomogeneities on the determination of the Hubble constant. To this aim, we work within linear perturbation theory and relate the fluctuations of the luminosity distance-redshift relation, in the Cosmic Concordance model, to the intrinsic uncertainty associated to the measurement of $H_0$ from high-redshift surveys ($0.15 \leq z \leq 3.85$). We first present the detailed derivation of the luminosity distance-redshift relation 2-point correlation function and then provide analytical results for all the involved relativistic effects, such as peculiar velocity, lensing, time delay and (integrated) Sachs-Wolfe, and their angular spectra. Hence, we apply our analytical results to the study of high-redshift Hubble diagram, according to what has been recently claimed in literature. Following the specific of Euclid Deep Survey and LSST, we conclude that the cosmic variance associated with the measurement of the Hubble constant is at most of 0.1%. Our work extends the analysis already done in literature for closer sources, where only peculiar velocity has been taken into account. We then conclude that deep surveys will provide an estimation of the $H_0$ which will be more precise than the one obtained from local sources, at least in regard of the intrinsic uncertainty related to a stochastic distribution of inhomogeneities.

INTRODUCTION

The last 30 years have witnessed the evolution of cosmology from an order of magnitude description of the Universe into an area of the hard sciences where precision measurements are achievable. This change has its cornerstone in the estimation of cosmological parameters through the detection of Cosmic Microwave Background (CMB) spectra which provide so far the most precise measurements of these parameters. Given this astonishing success, forthcoming missions aim to push forward this result in order to infer measurements of cosmological parameters also from late-time dataset, such as Large Scale Structure (LSS) surveys (see, for example, Euclid 1 and Vera C. Rubin Observatory Legacy Survey of Space and Time (LSST) 2 and Intensity Mapping (IM) (for instance, SKA 3 and HERA 4)). One of the common goals shared within the community is to study late time probes in order to estimate cosmological parameters at a comparable level of precision with respect to the one achieved from CMB dataset. This program is highly motivated by several reasons. To mention a few, late time surveys provide 3-dimensional catalogs about the observed Universe, hence they may help understanding the evolution of the Universe rather than just giving a picture of it, as 2-dimensional datasets (CMB indeed) do. Secondly, the non-linear evolution of the structures gets enhanced at later times. As a consequence, this allows to explore better non-linear scales in the distribution of matter in the Universe, distribution that contains useful information about the energy content of the Universe itself (for instance dark matter candidates and massive neutrinos). Last but not least, the measurements of late time probes furnish estimations for the cosmological parameters which are (almost) independent of the adopted model, differently from the CMB ones.

For what concerns the comparison between different reconstructions of cosmological parameters, last years have shown a discrepancy between the estimation of the present Hubble rate $H_0$ from CMB and late time probes. Indeed, CMB measurements provide a value for $H_0 = 67.36 \pm 0.54 \text{ km s}^{-1} \text{ Mpc}^{-1}$ 9, whereas late time estimations based on local probes, such as Supernovae Ia (SnIa), returns $H_0 = 73.2 \pm 1.3 \text{ km s}^{-1} \text{ Mpc}^{-1}$ 10 (see 11,12 for other estimations): a discrepancy of almost 5σ emerges. A priori, both measurements might be questionable because of the following reasons. CMB estimation provides nowadays the most precise measurement of $H_0$ but, to this end, requires (as mentioned) that a cosmological model is chosen in order to analyze the spectra. On the other hand, SnIa catalogs for close sources do not need any cosmological model to infer $H_0$ but require to calibrate the relative magnitude of the observed standard

1 Here we underline that non-linearities in CMB lensing due to the bispectrum of the gravitational potential might turn CMB spectra into 3 dimensional datasets as well 3,8.
candles wrt some sources whose luminosity is known (for instance the Cepheid host).

This tension seems to survive also when different late time probes are investigated \cite{16}. This has raised the interest of the community into the following question: is there any need for new unknown physics to cancel (or at least mild) this discrepancy? In this regard, it might be that the sound horizon scale $r_s$ could be lower than the one predicted by our current knowledge of pre-recombination physics in the framework of $\Lambda$CDM model \cite{17}. In fact, since the acoustic angular peak measured by the CMB is proportional to $r_sH_0$, this would automatically raise the value of $H_0$ detected from the CMB towards the one inferred from local measurements. However, as discussed in \cite{18}, the modification of $r_s$ might be not enough to completely reabsorb the tension. In general, the search for new physics which could explain the discrepancy questions several aspects of the current Cosmic Concordance model. In particular, in \cite{19} a set of 7 key assumptions which might be broken to explain the tension has been identified. All these reasons have motivated an intense research activity during the last years (see \cite{20} \cite{21} for overviews, and \cite{22} \cite{26}, and references therein, for a partial coverage of the related literature).

We mention also that a very interesting attempt to measure $H_0$ from CMB lensing, without invoking the knowledge of $r_s$, has been done in \cite{27}. This method returns a $r_s$-independent constraint of $H_0 = 73.5 \pm 5.3 \, \text{km s}^{-1} \, \text{Mpc}^{-1}$, which seems to reabsorb the tension.

Given this state-of-art, we will adopt an agnostic approach to the problem. Indeed, within the conservative framework of $\Lambda$CDM model\cite{2} the question we aim to answer is the following: in view of the forthcoming LSS surveys, is there any theoretical bias which might increase the standard deviation in order to alleviate the tension? This question has already been partially faced in the past. In particular, in \cite{20} the effect of velocity dispersion of local SNeIa (at redshift lower than 0.1) has been studied and it has been shown that it can introduce a further intrinsic error in the local estimation of $H_0$ of $\sim 1\%$. However, this effect can mitigate but not resolve the tension. In this work, we extend our analysis to forecast the estimated precision for catalog which will have deeper extension in redshift (up to redshift 3.85), just like Euclid Deep Survey (EDS) and LSST. To this aim, we will assume that the new generation of standard candles known as Superluminous Supernovae (SLSNe) will provide a suitable dataset for the analysis, following what has been recently claimed in \cite{30}. In the same spirit but concerning the forecast for future CMB surveys (such as CMB-S4 \cite{31}), in \cite{27} the forecasted error for the above-mentioned $r_s$-independent measurement of $H_0$ is about $\sigma_{H_0} = 3 \, \text{km s}^{-1} \, \text{Mpc}^{-1}$.

To perform the analysis, our starting point is to derive the analytical formula for the 2-point correlation function of the luminosity distance-redshift relation. Hence, we will discuss general aspects of this function, whose interests go beyond the ones concerning $H_0$. In particular, we will investigate numerically the cosmological information encrypted in the lowest angular multipoles of the 2-point correlation functions. To conclude, we will finalize our analysis by providing forecasted errors of $\sim 0.1\%$ for EDS and $\sim 0.01\%$ for LSST in regard of the measurement of $H_0$. These results are obtained by using linear power spectrum. However, as we will show, non-linear scales do not dramatically change this scenario. Their contribution enhances the forecasted errors to $\sim 0.1\%$ for both EDS and LSST. This renders the measurement for high-redshift standard candles ideally much more precise than the one so far discussed in \cite{29} for close sources.

The paper is organized as follows. In Sect. \textbf{I} we describe the general method followed to infer the value of $H_0$, from higher LSS surveys, thanks to the knowledge of the linear luminosity distance-redshift relation. In Sect. \textbf{II} we compute in details the 2-point correlation function for all the relativistic effects involved in the linear luminosity distance-redshift relation, providing general expressions for them. In Sect. \textbf{III} we further give numerical details about the spectrum of lower angular multipoles for lensing and doppler effect, and a general treatment about the monopole concerning all the effects. In Sect. \textbf{IV} we assume a numerical set of the cosmological parameters within the $\Lambda$CDM model and estimate the 2-point correlation function effect by effect. Furthermore, we discuss some technical approximations which speed up the numerical evaluations of the lensing effect. In Sect. \textbf{V} we outline the consequences of our numerical analysis according to the specifics of EDS and LSST and discuss the impact of non-linear scales. Finally, in Sect. \textbf{VI} we summarize our main conclusions. Moreover, in App. \textbf{A} we furnish technical details about the calculations of the 2-point correlation function. In App. \textbf{B} we report explicit expression for the lower multipoles of the lensing angular spectrum. App. \textbf{C} contains useful properties of the spherical Bessel functions, whereas App. \textbf{D} contains details about the multipole expansion of lensing 2-point correlation function.

\section{Cosmic Variance}

The starting point for our analysis is the well-known expression for the luminosity distance-redshift relation $d_L(z)$ in the homogenous and isotropic Cosmic Concordance model

\begin{equation}
    d_L(z) = \frac{1 + z}{H_0} \int_o^z \frac{dz'}{\sqrt{\Omega_m (1 + z')^3 + \Omega_\Lambda}},
\end{equation}

where $H_0$ is indeed the Hubble constant and $\Omega_m$ and $\Omega_\Lambda$ are respectively the energy density for the Cold Matter and Cosmological Constant today. Within the $\Lambda$CDM model
model assumptions, it is well known that \( \Omega_{0A} = 1 - \Omega_{0m} \) such that Eq. (1) contains only two free parameters. Eq. (1) can then be inverted and provides a relation which can be used to infer the value of \( H_0 \) as

\[
H_0 = \frac{1+z}{d_L(z)} \int_0^z \frac{dz'}{\sqrt{\Omega_{0m}(1+z')^3 + 1 - \Omega_{0m}}}.
\]  

(2)

In this way, given an \textit{a priori} knowledge of \( \Omega_{0m} \), independent estimations for redshift and luminosity distance from a given sample of sources can provide a measurement of \( H_0 \).

Within this framework, the question that we want to address is then the following: how precise can in principle be this estimation if we consider the inhomogeneities all around our observed Universe? In other words, the observed luminosity distance-redshift relation \( d_L(z) \) is affected by the inhomogeneities and this provides an intrinsic dispersion for \( d_L(z) \) which is governed by the way the cosmological structures are distributed and evolve. Hence, in this regard, we consider the observed inhomogeneous luminosity distance-redshift relation \( \tilde{d}_L(z) \)

\[
\tilde{d}_L(z, n) = d_L(z) \left[ 1 + \delta^{(1)}(z, n) + \delta^{(2)}(z, n) \right],
\]  

(3)

where \( n \) is the observed direction for the given source and \( \delta^{(1)} \) and \( \delta^{(2)} \) are linear and second order corrections to the luminosity distance-redshift relation. Let us underline that here we do not have to consider perturbations in the redshift \( z \). Indeed, the inhomogeneous \( \tilde{d}_L(z) \) is evaluated by construction at constant observed redshift hypersurfaces. This means that redshift corrections are already taken into account in the \( \tilde{d}_L(z, n) \). From the geometrical viewpoint, this choice coincides with slicing the space-time on constant observed redshift time-like hypersurfaces and then the time-like gauge mode sets redshift perturbations null by construction. Since \( \tilde{d}_L(z) \) is an observable, this choice is completely allowed and does not affect the result.

At this point, following [29], we define the inhomogeneous value of the Hubble constant \( \tilde{H}_0 \) as

\[
\tilde{H}_0 = \frac{1+z}{d_L(z)} \int_0^z \frac{dz'}{\sqrt{\Omega_{0m}(1+z')^3 + 1 - \Omega_{0m}}}
= H_0 \frac{d_L(z)}{d_L(z)}
= H_0 \left[ 1 - \delta^{(1)} - \delta^{(2)} + \left( \delta^{(1)} \right)^2 \right](z, n).
\]  

(4)

Eq. (4) contains also pure second order perturbations of the luminosity distance-redshift relation. Because of that, \( \tilde{H}_0 \) inferred from the observation of a single source is expected to deviate from \( H_0 \) (see [29] for the case of small redshift surveys). To estimate this deviation, we should select a prescription of the \textit{light-cone average} taken all around the observed sky at fixed redshift which is well-suited for our observables (see [32], [35] for the general classification of the viable well-posed prescriptions for the light-cone averages). However, if we consider only two dimensional spheres at constant redshift, the impact of such a measure is null on the estimation of the variance at the leading order [36]. In addition, also the estimation of three dimensional light-cone averages over a redshift bin reduces to a two dimensional average for the limit case of small redshift bin (see [35] for the detailed discussion of this limit and also [37], [38]). Hence, also in this case the prescription for the average is irrelevant for the leading order term of the variance. Because of that, we simply skip the measure in our formalism and define the \textit{light-cone average} as

\[
\langle \ldots \rangle \equiv \frac{1}{4\pi} \int d\Omega \langle \ldots \rangle,
\]  

(5)

having in mind that this is no longer valid neither for the evaluation of next-to-leading order contribution nor for the finite-size redshift bin average. On top of that, we also denote with \( \equiv \) the ensemble average over all the possible configuration of cosmological perturbations, provided that linear perturbations have a gaussian distribution with null mean value. In this way, the variance related to the estimation of \( H_0 \) is given by

\[
\sigma^2_{H_0} = \langle \tilde{H}_0^2 \rangle - \langle H_0 \rangle^2.
\]  

(6)

Hence, from Eq. (4) we get at second order

\[
\langle \tilde{H}_0^2 \rangle = H_0^2 \left[ 1 - 2 \langle \delta^{(2)} \rangle + 3 \left( \langle \delta^{(1)} \rangle \right)^2 \right]
\]

\[
\langle H_0 \rangle^2 = H_0^2 \left[ 1 - 2 \langle \delta^{(2)} \rangle + 2 \left( \langle \delta^{(1)} \rangle \right)^2 \right].
\]  

(7)

It then follows from Eq. (6)

\[
\sigma^2_{H_0} = H_0^2 \left( \langle \delta^{(1)} \rangle \right)^2.
\]  

(8)

As above-mentioned, the leading order of \( \sigma^2_{H_0} \) is entirely given by linear perturbation theory. This is in agreement with [36] and is a quite general result, independent of the chosen observable (see also [39] for the application of this result related to the estimation of cosmological parameters to other cosmological observables).

Eq. (8) provides then the intrinsic uncertainty to the estimation of \( H_0 \) given by the presence of inhomogeneities.

---

3 This result is powerful enough to ensure the variance at leading order is not affected by any bias between the distribution of matter and the one of the sources. Indeed, following [35], a weight involving the matter density in the measure for the light-cone average can be added to the exact expression. However, since it is involved in the measure, its effect on the variance is null at leading order, again according to [36].

4 We will provide analytic version for these assumptions later, in Eqs. (15).
all around our observed Universe and it is the lowest theoretical uncertainty we can reach, according to the sample of sources we have access to. This quantity is usually named cosmic variance and quantifies the error for the estimation of $H_0$ from a single source placed in an ideal survey of a large number of sources for each constant redshift hypersurface, uniformly distributed all over the sky. In practice, however, all the surveys contain a finite number of sources $N$ which can cover only a partial window of the sky. Given that, following \[29\], a more observationally oriented definition for the estimation of $\sigma^2_{H_0}$ is provided by

$$\langle \ldots \rangle \to \frac{1}{N^2} \sum_{i,j} \langle \ldots \rangle,$$

(9)

where the indices $i,j$ run over all the pairs $(z_i, n_i)$, respectively labeling redshift and observed position of the $i$-th source in the survey. Eq. (9) then adopt the following prescription for the uncertainty

$$\frac{\sigma^2_{H_0}}{H_0^2} = \frac{1}{N^2} \sum_{i,j} \delta^{(1)}(z_i, n_i) \delta^{(1)}(z_j, n_j),$$

(10)

rather than Eq. (8). Eq. (10) is the variance associated to the average value of $H_0$ inferred from a finite survey of $N$ sources and corresponds to the locally measured Hubble parameter $H_0$ from the covariance matrix of the $\delta(z)$, given an arbitrarily distributed sample of $N$ observed sources at positions $(z_i, n_i)$. Indeed, the variance associated to the average value of $H_0$ inferred from a finite survey of $N$ sources is

$$\sigma^2_{H_0} = \left( \frac{1}{N} \sum_{i} \frac{\bar{H}_0(z_i, n_i)}{N} - H_0 \right) \left( \frac{1}{N} \sum_{j} \frac{\bar{H}_0(z_j, n_j)}{N} - H_0 \right),$$

$$= \frac{1}{N^2} \sum_{i,j} \left( \bar{H}_0(z_i, n_i) \bar{H}_0(z_j, n_j) - H_0^2 \right),$$

$$= H_0^2 \frac{1}{N^2} \sum_{i,j} \delta^{(1)}(z_i, n_i) \delta^{(1)}(z_j, n_j),$$

(11)

which precisely corresponds to Eq. (10).

In the next section, these general preliminaries will be applied to the case of linear perturbations of the luminosity distance. This will provide the explicit expression for $\sigma^2_{H_0}$ due to all the linear relativistic corrections.

II. ANALYTIC RESULTS

In the previous section, we have shown in complete generality that the cosmic variance $\sigma^2_{H_0}$ is sourced at the leading order only by linear perturbations. To make the explicit evaluation of all the terms needed for its estimation, we first need to consider all the linear relativistic corrections involved in the $\delta^{(1)}$. To this aim, we only consider linear scalar perturbations in the Longitudinal Gauge without anisotropic stress.\(^5\)

$$ds^2 = a^2(\eta) \left\{ - (1 + 2\psi) \, d\eta^2 + (1 - 2\psi) \left[ dr^2 + r^2 d\Omega^2 \right] \right\},$$

(12)

and then formally write the linear perturbation of $\delta^{(1)}$\(^4\)\(^2\)\(^\text{[42–45]}\) as

$$\delta^{(1)}(z, n) = \sum_E \hat{O}_E \psi(\eta_E, r_E n),$$

(13)

where the index $E$ denotes the sum over the linear relativistic effects, the linear operators\(^6\) are

$$\hat{O}_{PV} = - \Xi_s \int_{\eta_s}^{\eta_o} d\eta \frac{a(\eta)}{a(\eta_o)} \partial_r(\ldots),$$

$$\hat{O}_{SW} = -(1 + \Xi_s)(\ldots),$$

$$\hat{O}_{ISW} = -2 \Xi_s \int_{\eta_s}^{\eta_o} d\eta \partial_r(\ldots),$$

$$\hat{O}_{TD} = \frac{2}{\Delta \eta_s} \int_{\eta_s}^{\eta_o} d\eta(\ldots),$$

$$\hat{O}_{L} = -\frac{1}{\Delta \eta_s} \int_{\eta_s}^{\eta_o} d\eta \frac{\eta - \eta_o}{\eta - \eta} \Delta_2(\ldots),$$

(14)

where $\eta_o$ is the present conformal time, $\eta_s$ is the conformal time of the source, $\eta_{in}$ is an initial time when perturbations were negligible (or, more precisely, the integrands of the related operators were negligible), $\Delta \eta_s = \eta_o - \eta_s$ (where $x$ can be either $s$ or $i$), $\Delta_2$ is the angular Laplacian and

$$\Xi_s = \left( 1 - \frac{1}{H_s \Delta \eta_s} \right),$$

(15)

where $H_s = \partial_r a(\eta_s)/a(\eta_s)$ is the conformal Hubble function. In Eq. (13), $\eta_s$ and $r_E$ in $\psi$ depends on which operator acts on $\psi$. Indeed, for the relativistic effects integrated along the observer’s past light-cone, i.e. ISW, TD and L, we have that $\eta_E = \eta$ and $r_E = \eta_o - \eta$, so both of these variables are integrated. On the other hand, for what concerns the PV, the $\psi$ is integrated along the source world-line and then $\eta_E = \eta$ whereas $r_E = \eta_o - \eta$. This means that for the PV only time is integrated when

---

\(^5\) This assumption might look too restrictive. However in the following sections, we will take into account sources located after the decoupling, where our assumption works well. The reader interested in the general expression in presence of anisotropic stress can have look at \[29\] for the general non-linear expression of luminosity distance-redshift relation and \[21\] for the non-linear expression of redshift containing also the observer terms.

\(^6\) Here the subscripts stand for Peculiar Velocity (PV), Sachs-Wolfe (SW), Integrated Sachs-Wolfe (ISW), Time Delay (TD) and Lensing (L). We omit relativistic corrections due to the gravitational potential at the observer position.
the \( \hat{O}_{PV} \) acts on \( \psi \). Finally, SW is a local relativistic effect and then, in this case \( \eta_E = \eta_0 \) and \( r_E = \eta_0 - \eta_s \).

At this point, for a practical evaluation of the ensemble average, we move from real to \( k \)-space. We then Fourier transform the gravitational potential as

\[
\psi (\eta_E, r_E \mathbf{n}) = \frac{1}{(2\pi)^{3/2}} \int d^3 k \, e^{i \mathbf{k} \cdot \mathbf{r}_E} \frac{g(\eta_E)}{g(\eta_0)} \psi (\mathbf{k}) ,
\]

where \( g(\eta) \) is the standard approximated expression of the growth function of scalar perturbations in terms of the current values of the critical density parameters \( \Omega_m \) and \( \Omega_\Lambda \) (see e.g. [46]), namely

\[
g(\eta) = \frac{5}{2} g_{\infty} \Omega_m \frac{\Omega_m}{\Omega_m + \Omega_\Lambda} \left( 1 + \frac{\Omega_\Lambda}{\Omega_0} \right)
\]

\[
= \frac{\Omega_m}{\Omega_m(1 + z)^3 + \Omega_\Lambda},
\]

\[
= \frac{\Omega_0}{\Omega_m(1 + z)^3 + \Omega_\Lambda},
\]

where \( \Omega_m + \Omega_\Lambda = 1 \), and where \( g_{\infty} \) is a normalization constant fixed such that \( g(\eta_0) = 1 \). Moreover \( \psi (\mathbf{k}) \) are delta-correlated functions

\[
\bar{\psi} (\mathbf{k}) = 0 , \quad \overline{\psi (\mathbf{k}) \bar{\psi} (\mathbf{p})} = |\psi_k|^2 \delta (\mathbf{k} + \mathbf{p}).
\]

In terms of this expansion, linear perturbations in Eq. [13] can be written as

\[
\delta_a (1) = \frac{1}{(2\pi)^{3/2}} \int d^3 k \sum_E \hat{O}_E \left[ e^{i \mathbf{k} \cdot \mathbf{r}_E} \frac{g(\eta_E)}{g(\eta_0)} \psi (\mathbf{k}) \right].
\]

In this way, the combination of Eq. [10] with Eq. [14] gives

\[
\frac{\sigma_H^2}{H_0^2} = \frac{1}{N^2} \sum_{i,j} \delta_a (1) \delta_a (1)
\]

\[
= \frac{1}{N^2} \sum_{i,j} \sum_{E, E'} \hat{O}_{E,i} \hat{O}_{E',j} \psi (\eta_{E,i}, r_{E,i} \mathbf{n}_i) \psi (\eta_{E',j}, r_{E',j} \mathbf{n}_j),
\]

(20)

where the index \( i, j \) run over the sources and the index \( E, E' \) run over all the effects for each source. Hence, by inserting the expansion [16] in Eq. [20] and using Eq. [18] we obtain

\[
\frac{\sigma_H^2}{H_0^2} = \frac{1}{N^2} \sum_{i,j} \sum_{E, E'} \int \frac{dk}{k} \overline{\mathcal{P} (\psi)} \mathcal{W}_{E_i, E'_j},
\]

(21)

where we have defined

\[
\mathcal{W}_{E_i, E'_j} \equiv \frac{1}{4\pi} \int d\Omega_k \hat{O}_{E_i} \hat{O}_{E'_j} \left[ \frac{g(\eta_{E,i})}{g(\eta_{E,i})} e^{i \mathbf{k} \cdot (r_{E,i} \mathbf{n}_i - r_{E'_j} \mathbf{n}_j)} \right],
\]

(22)

with \( \Omega_k \) to be meant as the solid angle in \( k \)-space and we used the so-called dimensionless power spectrum

\[
\mathcal{P}_\psi (k) = \frac{k^3}{2\pi^2} |\psi_k|^2.
\]

The variance in Eq. (21) can be written as a sum of the contribution over different pairs of effects. Since we have 5 different effects we will find 15 different pairs of effects. We distinguish between the contribution of the effects of the same kind, which we refer to as \textit{pure terms} and of the effects of different kinds, which we refer to as \textit{mixed terms}

\[
\frac{\sigma_H^2}{H_0^2} = \frac{1}{N^2} \sum_{i,j} \sum_E \sum_{E' \neq E'} \mathcal{W}_{E_i, E'_j},
\]

(24)

where we have defined

\[
\mathcal{W}_{E_i, E'_j} = \overline{\mathcal{P} (\psi)} \mathcal{W}_{E_i, E'_j},
\]

(25)

\[
\mathcal{W}_{E_i, E'_j} = \mathcal{W}_{E_i, E'_j}.
\]

The vector products between the two directions of the sources. We then have that the pure terms are
\[
W_{PVij} = \Xi_i \Xi_j G_i G_j k^2 \left\{ \frac{\Delta \eta_i \Delta \eta_j (1 - \nu^2)}{R^2} j_2(kR) + \frac{\nu}{3} j_0(kR - 2j_2(kR)) \right\} (\eta_i, \eta_j, \nu)
\]

\[
W_{SWij} = \left(1 + \Xi_i \right) \left(1 + \Xi_j \right) \frac{g(\eta_i)}{g(\eta_o)} \frac{g(\eta_j)}{g(\eta_o)} j_0(kR(\eta_i, \eta_j, \nu))
\]

\[
W_{ISWij} = 4 \Xi_i \Xi_j \int_{\eta_i}^{\eta_o} d\eta d\eta' \frac{\partial g(\eta) \partial g(\eta')}{g(\eta) g(\eta') \eta o} j_0(kR(\eta, \eta', \nu))
\]

\[
W_{TDij} = \frac{4}{\Delta \eta_i \Delta \eta_j} \int_{\eta_i}^{\eta_o} \eta - \eta' \frac{\partial g(\eta)}{g(\eta')} \frac{\partial g(\eta')}{g(\eta')} j_0(kR(\eta, \eta', \nu))
\]

\[
W_{Lij} = \frac{1}{\Delta \eta_i \Delta \eta_j} \int_{\eta_i}^{\eta_o} \eta - \eta' \frac{\partial g(\eta)}{g(\eta')} \frac{\partial g(\eta')}{g(\eta')} j_0(kR(\eta, \eta', \nu))
\]

\[W_{PV_i,j} = 3 \Xi_i \Xi_j G_i \int_{\eta_i}^{\eta_o} d\eta d\eta' \frac{g(\eta)}{g(\eta') \eta o} k (\nu \Delta \eta_j - \Delta \eta_i) \left( \frac{j_1(kR)}{R} \right) (\eta_i, \eta_j, \nu)
\]

\[W_{PV_i,TDj} = \Xi_i \Xi_j G_i \int_{\eta_i}^{\eta_o} d\eta d\eta' \frac{g(\eta)}{g(\eta')} k (\nu \Delta \eta_j - \Delta \eta_i) \left( \frac{j_1(kR)}{R} \right) (\eta_i, \eta_j, \nu)
\]

\[W_{L_i,TDj} = \Xi_i \Xi_j G_i \int_{\eta_i}^{\eta_o} d\eta d\eta' \frac{g(\eta)}{g(\eta')} k (\nu \Delta \eta_j - \Delta \eta_i) \left( \frac{j_1(kR)}{R} \right) (\eta_i, \eta_j, \nu)
\]

\[W_{SW_i,TDj} = \Xi_i \Xi_j G_i \int_{\eta_i}^{\eta_o} d\eta d\eta' \frac{g(\eta)}{g(\eta')} j_0(kR(\eta, \eta', \nu))
\]

\[W_{ISW_i,TDj} = \Xi_i \Xi_j G_i \int_{\eta_i}^{\eta_o} d\eta d\eta' \frac{g(\eta)}{g(\eta')} j_0(kR(\eta, \eta', \nu))
\]

\[W_{ISW_i,TDj} = \Xi_i \Xi_j G_i \int_{\eta_i}^{\eta_o} d\eta d\eta' \frac{g(\eta)}{g(\eta')} j_0(kR(\eta, \eta', \nu))
\]

where \( \nu \equiv n_i \cdot n_j, j_n \) are the spherical Bessel functions of \( n \)-th order and, in the same way, the mixed terms are defined.

The detailed analytic derivation for these 15 different contributions is reported in App. A and follows the derivation obtained in [17]. We just remark that the kernel \( W_{PVij} \) is in agreement with the one found in [29].

### III. MULTipoles ANALYSIS

Let us now investigate the angular decomposition of the 2-point correlation function \( \xi \) in Eqs. [25]. To this end, we expand the angular dependence in multipoles as

\[\xi_{EE'}(z_1, z_2, \nu) = \sum_{\ell=0}^{\infty} C_{\ell}^{EE'}(z_1, z_2) P_{\ell}(\nu) \]
where $P_i(x)$ are the Legendre polynomials of order $\ell$ and

$$C_{\ell}^{EE}(z_1, z_2) = \frac{2\ell + 1}{2} \int_{-1}^{1} d\nu \xi(z_1, z_2, \nu) P_\ell(\nu).$$

(30)

With this decomposition, we aim to investigate the behavior of low multipoles, in order to understand how fast the truncated version of Eq. (29) converges to the full numerical results. To the extent of this paper, we just limit our analysis to the lensing and doppler terms in the 2-point correlation function, but this analysis can be applied to all the effects.

### A. Lensing

We start by analyzing in detail the 2-point correlation function for the lensing. Hence, we apply Eq. (29) to the term

$$\xi_L(z_1, z_2, \nu) = \int \frac{dk}{k} P_\psi(k) W_{L12}(z_1, z_2, \nu)$$

(31)

where $W_{L12}$ is the lensing kernel for the 2-point correlation function as reported in Eqs. (27). First of all, we notice that the monopole is exactly $C_0 = 0$, regardless of the chosen redshifts (see Appendix D for details). In the ideal case of infinite number of sources densely distributed in each redshift bin all over the sky, the statistical average tends to the monopole. Hence, in this case, lensing is not expected to affect the variance of $H_0$ at all. It is interesting to notice that this property about the monopole stands for all the cross-correlation terms between lensing and other effects, as we will prove in Eqs. (44) and (45). This means that the above-mentioned ideal case is not affected at all by the expected leading correction due to lensing.

However, realistic surveys deals with partial sky coverages. As discussed before, this sky coverage is very limited for realistic forthcoming surveys (see, for instance, Euclid Deep Survey and LSST). Hence, the effect of higher multipoles is expected to contribute to the variance for realistic surveys. This is indeed due to the fact that window function introduced by the partial sky-coverage is convolved in $\ell$-space with the higher multipoles and then an amount of power is transferred from higher multipoles to the monopole itself. In particular, each multipoles can be written as an integral in $k$-space as

$$C_\ell^L = \int \frac{dk}{k} P_\psi(k) L^L_\ell(z_1, z_2, k),$$

(32)

where the kernel of the integrand $L^L_\ell$ is

$$L^L_\ell = \frac{2\ell + 1}{2} \int_{-1}^{1} d\nu W_L(z_1, z_2, \nu) P_\ell(\nu).$$

(33)

It is hard to solve Eq. (33) analytically. However, we have outlined the following approximation scheme to deal with it. We first perform variable changes $x = \eta_o - \eta$ and $y = \eta_o - \eta'$ into the integrals in $W_L$ in Eq. (27). This leads to

$$W_{Lij} = \frac{1}{\Delta \eta_i} \frac{1}{\Delta \eta_j} \int_0^{\Delta \eta_i} dx_1 \int_0^{\Delta \eta_j} dy_1 \frac{k^2(8L^2 - 6H^2) j_2(k R) + 4 k L j_1(k R)}{R(x, y, \nu)},$$

(34)

where the geometrical functions $R$, $L$ and $H$ now simplify to

$$R(x, y, \nu) = \sqrt{x^2 + y^2 - 2xy\nu}$$

$$L(x, y, \nu) = \frac{xy}{R(x, y, \nu)}$$

$$H(x, y, \nu) = \frac{xy\sqrt{1 - \nu^2}}{R(x, y, \nu)}.$$  

(35)

Hence we adopt a polynomial expansion of the growth function $g$ as $g(\eta_o - x) = \sum_{i=0}^5 g_i x^i$, where the precision of the approximation is shown in Fig. 4 and the coefficient $g_i$ are reported in the related caption. As a consequence, Eq. (34) as well can be expanded as a sum of polynomial terms as

$$W_{Lij} = \frac{1}{\Delta \eta_i} \frac{1}{\Delta \eta_j} \sum_{n, m=0}^5 g_n g_m \int_0^{\Delta \eta_i} dx \int_0^{\Delta \eta_j} dy \frac{k^2(8L^2 - 6H^2) j_2(k R) + 4 k L j_1(k R)}{R(x, y, \nu)},$$

(36)

$$+ k^2(8L^2 - 6H^2) j_2(k R) + 4 k L j_1(k R)}(x, y, \nu) ,$$

(36)
Thanks to this trick, integrals over $x$, $y$ and $\nu$ in Eq. (32) can be done analytically and the computation of the $\hat{C}_\ell^Q$’s eventually requires a single integration in $k$-space left. On one side, this polynomial expansion allows to get analytic results for the integrand of (33). On the other side, this allows to lower the computational time for each multipole and increase the numerical precision. Moreover, thanks to the angular integration, integrals over $x$ and $y$ factorize. We show this feature for the dipole $\ell = 1$, since the monopole $\ell = 0$ is null, as above-mentioned. Indeed, after a long but straightforward calculation, the angular integration in Eq. (33) for $\ell = 1$ gives

$$
\mathcal{L}_1 = \frac{12}{k^4 \Delta \eta_\ell \Delta \eta_j} \sum_{n,m=0}^5 \frac{g_n g_m}{g^2(\eta_0)} \int_0^{\Delta \eta_i} dx \frac{\Delta \eta_i - x}{x} \times \int_0^{\Delta \eta_j} dy \frac{\Delta \eta_j - y}{y} x^{-2} y^{-2} (kx \cos kx - \sin kx) \times (kx \cos ky - \sin ky).
$$

(37)

where

$$
Q_{1n}(z) = - \int_0^z dx (z - x) x^{n+1} j_1(kx).
$$

(38)

$Q_n$ are nothing but integrals of the form $\int dx x^n \sin(kx)$ and $\int dx x^n \cos(kx)$ which are analytically solvable with multiple integrations by part. The same evaluation performed for first 6 multipoles shows that we can generalize Eq. (37) for $\ell \leq 6$ as

$$
\mathcal{L}_\ell = \frac{(2\ell + 1)^2 (\ell + 1)^2}{\Delta \eta_\ell \Delta \eta_j} \sum_{n,m=0}^5 \frac{g_n g_m}{g^2(\eta_0)} Q_{\ell n}(\Delta \eta_i) Q_{\ell m}(\Delta \eta_j),
$$

(39)

Figure 1. Relative error between the exact numerical solution for the growth function in term $z$ and its approximated polynomial expression with coefficient $g_0 = 1$, $g_1 = 1.10015 \times 10^{-4}$, $g_2 = -1.81753 \times 10^{-8}$, $g_3 = 1.52535 \times 10^{-12}$, $g_4 = -6.9544 \times 10^{-17}$ and $g_5 = 1.1202 \times 10^{-21}$. Solid lines refer to positive values and dashed lines stand for negative ones. As we can see from this plot, our polynomial approximation for $g(z)$ is precise at 0.01% level.

We present the appearance of the prefactor $\ell^2 (\ell + 1)^2$ in Eq. (39). This is due to the presence of $\Delta_2$ in each $\hat{Q}_\ell$ involved in the lensing 2-point correlation function. The fact that monopole vanishes then directly follows from the fact that the eigenvalue of $P_0$ for $\hat{Q}_L$ is 0 (see Appendix D for details).

We remark the appearance of the prefactor $\ell^2 (\ell + 1)^2$ in Eq. (39). This is due to the presence of $\Delta_2$ in each $\hat{Q}_\ell$ involved in the lensing 2-point correlation function. The fact that monopole vanishes then directly follows from the fact that the eigenvalue of $P_0$ for $\hat{Q}_L$ is 0 (see Appendix D for details).

Beside the technical aspects, it is easy to study the behavior of $\mathcal{L}_\ell$’s themselves, such that they can be interpreted as power spectra for each multipole. In Fig. 2 we plot these power spectra for the first six multipoles for the lensing-lensing correlation at the same redshift, which ranges from $z = 0.15$ (bluer) to $z = 1.55$ (redder).
Along these plots, we notice several interesting features:

- First of all, higher redshifts exhibit higher peaks than closer sources. This is somehow expected, since this behavior just reflects the fact that lensing is an integrated effect, such that the farer the source, the bigger the effect.

- Secondly, for higher multipoles the peak is drifted towards the smaller scales. This is also expected since higher multipoles investigates the correlation on smaller angular scales. To be mentioned is the behavior for the dipole. Here at larger redshift we notice that a considerable amount of power lies on super-Hubble scales. This leads to a degeneracy between super-Hubble fluctuations and the choice of the background value. This is due to the fact that we have not taken into account corrections due to the observer’s peculiar motion. Indeed, the latter contributes to the dipole and this renders the
the order of magnitude for the multipoles at the same redshift tends to remain the same or increase. For what concerns the pair \((z_1, z_2) = (0.15, 0.75)\) (bottom curve in Fig. 4), the multipoles decrease in amplitude after \(\ell \sim 7\). However, this decreasing is not rapid enough to allow convergence to the full result for the chosen first 19 multipoles. To make this point clearer, in the bottom

![FIG. 4. Top-panel: 19 lowest multipoles of the 2-point angular correlation function of lensing. Here the first redshift is fixed at \(z_1 = 0.75\) whereas the second one \(z_2\) varies from 0.15 (bottom curve) to 1.55 (top curve), with a redshift step of 0.1. Bottom-panel: comparison between the numerical evaluation of the 2-point angular correlation function for the lensing (blue points) with the semi-analytical estimation given by the sum of the multipoles truncated at \(\ell = 19\) (red curve). Here \(z_1 = 0.75\) and \(z_2 = 0.15\). The bottom panel corresponds to the re-summation of multipoles of the bottom curve in the top panel. The comparison between the two figures makes clear that the multipoles for the considered redshift slowly decreases and the cutoff to be chosen in order to truncate the multipole expansion is not yet reached at \(\ell = 19\). This behavior is due to the steepness of the peak at \(\nu = 1\). The convergence becomes even slower at higher redshift, as shown in the other curves in the top panel.

panel of Fig. 4] we compare the full numerical estimation of the of the angular correlation function at \(z_1 = 0.15\) and \(z_2 = 0.75\) (blue points) with its truncated \(\ell\)-expansion until \(\ell = 19\) (with coefficient given in the bottom curve of the top panel). We realize from this plot that intermediate angular ranges are in an acceptable agreement (modulo an oscillation due to the truncation in the Legendre expansion), whereas the maximum still admits a
\( \sim 15\% \) missing correction. Considering that the numerical value of the peak is \( 3 \times 10^{-7} \) and the order of magnitude of the \( C_\ell \) for this bin pair is \( 10^{-8} \), we can estimate the convergence \( \ell \) scale thanks to the argument which follows. The value of the angular correlation at its peak corresponds to the full resummed series of all the \( C_\ell \)'s for a given redshift pair. This can be understood by looking at the Eq. (30), since Legendre’s polynomials all equal 1 when evaluated at \( \nu = 1 \). Thanks to a simple analytical estimation, we can then infer that a 1\% error on \( L \) when evaluated at \( \ell = 1 \) since Legendre’s polynomials all equal 1.

Finally, the high value of these convergent angular scales means that the angular correlation function for the lensing is extremely peaked around its maximum and then tends to correlate between light-signals emitted from sources separated by a very narrow angular size.

B. Doppler

The same analysis can be done for the Doppler angular correlation function. The analogous of \( L_\ell^\text{PV} \) for the Doppler effect can be written exactly for each multipoles without requiring the interpolation polynomial for \( g \). This is due to the fact that Doppler effect is not integrated along the line-of-sight and then the integrations of the growth functions factorizes in the ultimate expression in the functions \( G_j \) in \( \mathcal{W}_\ell \) in Eq. (27). This leads to an important difference when compared with lensing. Indeed, for the case of Doppler, \( L_\ell^\text{PV} \) can be written as a product of combination of spherical Bessel functions for each \( \ell \), and this product is symmetric under the exchange of \( z_i \leftrightarrow z_j \). Moreover, the dependences on the two redshifts are decoupled. For a matter of clarity, we report the simplest cases of the monopole (\( \ell = 0 \)) and dipole (\( \ell = 1 \)) for the Doppler

\[
L_0^\text{PV}(z_i, z_j) = j_1(kÎ»_{\eta_i}) j_1(kÎ»_{\eta_j}) \\
L_1^\text{PV}(z_i, z_j) = 3 \left[ \frac{j_1(kÎ»_{\eta_i})}{kÎ»_{\eta_i}} - j_2(kÎ»_{\eta_i}) \right] \times \left[ \frac{j_1(kÎ»_{\eta_j})}{kÎ»_{\eta_j}} - j_2(kÎ»_{\eta_j}) \right].
\]

(41)

It is worth to remark that Eq. (41) can be written as \( L_\ell^\text{PV} = (2\ell + 1) j_\ell(kÎ»_{\eta_i}) j_\ell(kÎ»_{\eta_j}) \). This is in agreement with results of [12]. The same structure occurs for higher multipoles, but with a more involved combination of higher order \( j_n \). Since the product of \( j_n \)'s shows a constructive interference only when \( z_1 \approx z_2 \), \( L_\ell^\text{PV} \) is mostly positive only when the two redshift are almost the same. For larger separation, \( L_\ell^\text{PV} \) exhibits an oscillating behavior which suppresses the integration in \( k \)-space and reduces the amplitude of multipoles. This explain why Doppler angular correlation is relevant only for sources placed within the same redshift bin.

Finally, we comment on the fact that this is not the case for lensing, when the \( L_\ell^\text{PV} \)'s are positive defined also for large angular separation. This is due to the fact that lensing is an integrated effect along the line-of-sight and then also two sources with a separation in redshift space contribute to the amplitude in a non-negligible way.

C. Monopoles for the general 2-point correlation function

The above-mentioned features for the spectral decomposition of the 2-point correlation functions can be generalized by evaluating the angular integral over \( \Omega_k \) in Eq. (22). In fact, since the operators \( \mathcal{O}_E \) do not act on the angular dependences in \( d\Omega_k \) in the kernels \( \mathcal{W}_{Ei,E'j} \), we can perform this integration independently by aligning the \( z \) axis of \( k \) with the vector \( r_{Ei} \cdot n \rightarrow r_{E'j} \cdot n \). We then get

\[
\int d\Omega_k \varepsilon_{ikr} (r_{Ei} \cdot n_i - r_{E'j} \cdot n_j) = 2\pi \int_1^1 d(\cos \theta_k) \varepsilon_{ikr} R \cos \theta_k = 4\pi j_0(kR),
\]

(42)

where \( R = R(\eta_{Ei}, \eta_{E'j}, \nu) \). In this way, Eq. (22) gets the simple expression

\[
\mathcal{W}_{Ei,E'j} = \tilde{O}_{Ei} \tilde{O}_{E'j} \left[ \frac{g(\eta_{Ei})}{g(\eta_o)} \frac{g(\eta_{E'j})}{g(\eta_o)} j_0(kR) \right].
\]

(43)

This exact expression is as simple as powerful. Indeed, thanks to Eq. (33), we can generate the kernel for any relativistic effect \( E \) simply as the action of the operator \( \tilde{O}_E \) on the function \( g(\eta_{Ei}) j_0(kR) \). Eq. (33) is also useful since it provides a generating function for the monopole of the \( \xi_{EE'} \). Indeed, the kernel for the monopole is given by the action of the angular average on the Eq. (33)

\[
\mathcal{W}_{Ei,E'j}^0 = \frac{1}{2} \int_1^1 d\nu \mathcal{W}_{Ei,E'j} = \frac{1}{2} \int_1^1 d\nu \tilde{O}_{Ei} \tilde{O}_{E'j} \left[ \frac{g(\eta_{Ei})}{g(\eta_o)} \frac{g(\eta_{E'j})}{g(\eta_o)} j_0(kR) \right]
\]

\[
= \frac{1}{2} \tilde{O}_{Ei} \tilde{O}_{E'j} \left[ \frac{g(\eta_{Ei})}{g(\eta_o)} \frac{g(\eta_{E'j})}{g(\eta_o)} \right] \int_1^1 d\nu j_0(kR)
\]

\[
= \tilde{O}_{Ei} \tilde{O}_{E'j} \left[ \frac{g(\eta_{Ei})}{g(\eta_o)} \frac{g(\eta_{E'j})}{g(\eta_o)} j_0(k\Delta_{EEi}) \right]
\]

\[
\times \tilde{O}_{E'j} \left[ \frac{g(\eta_{E'j})}{g(\eta_o)} \frac{g(\eta_{Ei})}{g(\eta_o)} j_0(k\Delta_{EE'j}) \right],
\]

(44)

where we used \( \int_1^1 d\nu j_0(kR(x,y,\nu)) = 2j_0(kx)j_0(ky) \). The second-last equality in Eq. (44) is due to the fact that all the \( \tilde{O}_E \)'s commute with the angular average. Indeed, for what concerns the lensing \( \tilde{O}_L = \Delta_2 \), on one hand we recall that the angular average of the angular Laplacian is null. On the other hand, the angular average of a given function does not depend on the angle, then its Laplacian is null. Provided that, we can commute \( \tilde{O}_L \)
with the angular average. In regard of all other operators, they do not depend on the angular coordinates, so they can be exchanged as well with the angular average.

The crucial aspect of Eq. (44) is the complete factorization of the effects. This also allows to analytically evaluate the kernels for the monopole contribution due to all the 15 auto and cross 2-point correlation functions thanks to the action of only 5 different operators. In particular, we get

\[
\hat{O}_{PV} \left[ \frac{g(\eta_s)}{g(\eta_o)} \hat{j}_0(k \Delta \eta_s) \right] = k \Xi_\sigma G_s \hat{j}_1(k \Delta \eta_s) \\
\hat{O}_{SW} \left[ \frac{g(\eta_s)}{g(\eta_o)} \hat{j}_0(k \Delta \eta_s) \right] = - (1 + \Xi_\sigma) \frac{g(\eta_s)}{g(\eta_o)} \hat{j}_0(k \Delta \eta_s) \\
\hat{O}_{ISW} \left[ \frac{g(\eta)}{g(\eta_o)} \hat{j}_0(k \Delta \eta) \right] = - 2 \Xi_\sigma \int_{\eta_o}^{\eta} d\eta \left( \frac{g(\eta)}{g(\eta_o)} \hat{j}_0(k \Delta \eta) + \frac{g(\eta)}{g(\eta_o)} \hat{j}_1(k \Delta \eta) \right) \\
\hat{O}_{TD} \left[ \frac{g(\eta)}{g(\eta_o)} \hat{j}_0(k \Delta \eta) \right] = \frac{2}{\Delta \eta_o} \int_{\eta_o}^{\eta} d\eta \frac{g(\eta)}{g(\eta_o)} \hat{j}_0(k \Delta \eta) \\
\hat{O}_L \left[ \frac{g(\eta)}{g(\eta_o)} \hat{j}_0(k \Delta \eta) \right] = 0.
\]

(45)

These relations are enough to evaluate the monopole for the whole $\xi$. We remark that lensing has no monopole. Hence, from Eqs. (45) and the factorization in Eq. (44) we infer that also all the cross-correlations between lensing and any other relativistic effect in the luminosity distance have vanishing monopole. This has consequences for what concerns the observation of large number of sources distributed all over the sky. Indeed, in the limit of large number of sources, the spatial average tends to the angular ones and then $\sigma^2_{\hat{H}_o}$ is completely given by the sum of the monopoles for each combination of $EE'$. In this limit, then, any cross-correlation with lensing cannot contribute to the total effect. This independence on lensing is an interesting point, since this is usually one of the most important effect in the analysis of Large Scale Structure surveys.

Total monopole is then expected to be dominated by the auto correlation of Doppler. This indeed is due to the fact that Eqs. (45) exhibits a further $k$ in the first line. The latter then contributes with a $k^2$ amplitude in the integration over $k$-space which then contributes more than the other pairs.

We underline that these features of monopoles follows from the fact that $P_0$ is constant. The same analysis can be applied to higher multipoles. However, since $P_7$’s in general depend on $\nu$, they do not commute with all the operators $\hat{O}_E$ (in particular when $E = L$) and this aspect must be taken into account for higher multipoles. The cosmological information within LSS contained in higher multipoles has been discussed in recent papers as [31][31], where the dipolar structure of galaxy number counts has been investigated. We postpone the investigation of these effects multipole by multipole within forthcoming surveys to future works. We stress, however, that the analysis performed in the next sections captures the presence of all the multipoles for the 2-point correlation function.

We then conclude this section by remarking that typical surveys have no access to the full sky coverage. This practical limitation makes lensing contribution no longer vanishing and then dominating the other effects. In the following sections, we will show this point and forecast for some cases of interest for forthcoming surveys the expected values for $\sigma^2_{\hat{H}_o}$.

IV. NUMERICAL EVALUATIONS

In this section, we will provide numerical evaluation of the 2-point correlation function $\xi$. To this aim, we will focus our analysis only on lensing and doppler terms. Indeed, from Eqs. (27) we have that the kernels regarding lensing and doppler effects, namely $W_L$ and $W_{PV}$, have the higher number of powers in terms of $k$, respectively $k^4$ and $k^2$. Moreover, $W_{PV}$ contains the pre-factors $\Xi$ and these amplify the effect on small redshift. Motivated by the same argument, in Eqs. (28) the only term of interest for us is $W_{PV}L$ which indeed contains the highest number of power in $k$ and is amplified by the prefactor $\Xi$.

To this aim, we consider the linear dimensionless power spectrum today

\[
P_{\psi} = A \left( \frac{k}{k_0} \right)^{-n_s - 1} \left[ \frac{g(\eta_o)}{g(\eta_o)} \right]^2 T^2 \left( \frac{k}{13.41 k_{eq}} \right),
\]

(46)

where $T(k)$ is the so-called transfer function which takes into account the sub-horizon evolution of modes re-entering the horizon during the radiation era. We have expressed $T(k)$ in the Hu-Eisenstein parametrization [52].
given by

\[ T(q) = \frac{L_0(q)}{L_0(q) + q^2 C_0(q)}, \]
\[ L_0(q) = \log(2e + 1.8q), \]
\[ C_0(q) = 14.2 + \frac{731}{1 + 62.5q}. \]  

(47)

We have integrated over the spectral distribution of frequency modes using the following infrared (IR) and ultraviolet (UV) cutoff values:

\[ k_{\text{IR}} = 3 \times 10^{-4} \text{ h Mpc}^{-1}, \quad k_{\text{UV}} = 0.1 \times \text{h Mpc}^{-1}. \]  

(48)

They roughly correspond to the present horizon scale and to the limiting scale of the linear spectral regime, respectively. The numerical values of the parameters appearing in Eqs. (47), (46) and (47) have been chosen, according to recent cosmological observations [7], as follows

\[ A = 2.2 \times 10^{-9}, \quad n_{s} = 0.96, \quad k_0 = 0.05 \text{Mpc}^{-1}, \]
\[ k_{eq} = 0.07 h^2 \Omega_{m0}, \quad h = 0.68, \quad \Omega_{m0} = 0.315. \]  

(49)

With these numerical specifications, we first want to plot the values for aligned \((\nu = 1)\) and antipodes \((\nu = -1)\) correlation regarding \(\xi^L, \xi^{PV}\) and \(\xi^{PV,L}\). To this aim, we underline that these explicit limits \(\nu = \pm 1\) show a huge analytic simplification for \(W_{L}, W_{PV}\) and \(W_{PV,L}\) in Eqs. (27), (28) and (34). We find indeed that those kernels become

\[ W_{PV,i,j}^{\pm} = \pm \frac{1}{3} \hat{L}_{i} \hat{L}_{j} G_{i} G_{j} \left[ j_{0} - 2 j_{2} \right] (k(\Delta \eta_{i} + \Delta \eta_{j})) \]

\[ W_{PV,i,j}^{\pm} = \frac{1}{\Delta \eta_{i} \Delta \eta_{j}} \int_{0}^{\Delta \eta_{i}} dx \frac{\Delta \eta_{i} - x}{x} \int_{0}^{\Delta \eta_{j}} dy \frac{\Delta \eta_{j} - y g(\eta_{0} - y)}{g(\eta_{0})} \left[ k^{2} x^{2} j_{2} \pm 4 k x y j_{1} \right] \]

\[ W_{PV,i,j}^{\pm} = \frac{1}{\Delta \eta_{i} \Delta \eta_{j}} G_{i} \int_{0}^{\Delta \eta_{i}} dx \frac{\Delta \eta_{i} - x}{x} \frac{g(\eta_{0} - x)}{g(\eta_{0})} \left[ k^{2} x^{2} j_{2} \pm 4 k x y j_{1} \right] \]

\[ k^{2} x \left( 3 \frac{x}{\Delta \eta_{i} + x} \mp 2 \right) j_{2} - \frac{k x}{\Delta \eta_{i} + x} \left[ k^{2} x(\Delta \eta_{i} + x) \mp 2 \right] j_{1} \]

(50)

where \(\pm\) stands for \(\nu = \pm 1\) and, in the last lines of Eqs. [50], we have performed the change \(x = \eta_{0} - \eta\) in the integration variable. A further simplification can be done for both \(W_{L}^{\pm}\) and \(W_{PV,L}^{\pm}\) about the growth function \(g\). Just as done for the multipoles in the previous section, we can analytically perform the integrals along the line-of-sight thanks to the polynomial expansion of \(g(\eta_{0} - x)\). This decreases the computational time, since it reduces the evaluation of the function to only 1-dimensional numerical integration in \(k\)-space. Results are shown in Fig. [5]

Numerical evaluation in the range of redshift of interest for forthcoming surveys \((0.15 \leq z \leq 3.85)\) show that lensing and doppler are competitive effects for redshift smaller than 1. Moreover, cross-correlations between these two effects are always negligible in the explored ranges of \(z\). According to this, one might conclude that the contributions due to doppler correction are important. However, doppler terms are counterbalanced by the change in sign which occurs around \(z = 1.6\) and this leads to a suppression of the total contribution of doppler in deeper surveys. This cancellation can be analytically understood by looking at the explicit expressions involving PV in Eqs. [27] and [28]. Indeed, whenever doppler appears in the 2-point correlation function, it shows a factor \(\Xi = 1 - \frac{\Delta \eta}{H^{-1}}\) in the expression of \(\xi^{EE'}\). This coefficient is null precisely when \(\Delta \eta = H^{-1}\) and changes sign. According to our chosen cosmology in Eq. [49], this switch happens exactly at \(z = 1.6\) as it is shown in Fig. [5]

Another important feature that comes from the numerical estimations is that close line-of-sights are more correlated than distant ones for what concerns lensing effect. This behavior is more evident for higher redshift. This then means that \(\xi^{ij}\) is highly peaked when \(\nu \approx 1\) and rapidly decays to the constant value taken at \(\nu = -1\). For this reason we can evaluate \(\xi^{ij}\) at which this decay occurs can be estimated by the following approximation method. We build an approximated \(\xi_{ap}^{Lij}\) as

\[ \xi_{ap}^{Lij}(\nu) = \Theta(\nu^{ij} - \nu) \xi^{Lij}_{+} - \Theta(\nu - \nu^{ij}) \xi^{Lij}_{-} \]  

(51)
FIG. 5. Aligned-correlations ($\nu = 1$, right panels) and antipodes-correlations ($\nu = -1$, left panels) as function of redshift. Thin solid lines refers to positive values as specified by the relative label. In the same way, dashed lines refers to negative values. Thick solid lines refers to the redshifts where correlations are null. We notice that the effect involving doppler terms (middle and bottom ones) always exhibit a null value when the redshift for the doppler effect is $z \approx 1.6$. This value corresponds to the scale where $\Xi_s = 0$, namely $\Delta \eta_s = \mathcal{H}_s^{-1}$. Figures refer to lensing (top panels), doppler (middle panels) and cross-correlation between lensing and doppler (bottom panels). In the regime of interest for us, lensing is always leading with respect to the other terms for the aligned-correlations, whereas doppler turns out to be the leading effect for the antipodes-correlation at redshift smaller than 1. Plots for doppler effect terms are shown in logarithmic scales in order to show better the scaling of their values.

where $\Theta(x)$ is the Heaviside step function and subscripts in $\xi_+$ and $\xi_-$ respectively indicate $\nu = +1$ and $\nu = -1$. 
which then returns
\[
\int_{-1}^{1} d\nu \xi_{\text{app}}^{Lij}(\nu) = 0.
\] (52)

Indeed, by combining Eqs. (51) and (52), we have that
\[
(1 - \nu_{th}^{ij}) \left| \xi_{+}^{Lij} \right| = \left( \nu_{th}^{ij} + 1 \right) \left| \xi_{-}^{Lij} \right|
\] (53)

which then returns
\[
\nu_{th}^{ij} = \frac{\xi_{+}^{Lij} - \xi_{-}^{Lij}}{\xi_{+}^{Lij} + \xi_{-}^{Lij}}.
\] (54)

From top panels of Fig. 5, we notice that \( \xi_{+}^{Lij} \gg \xi_{-}^{Lij} \) so \( \nu_{th}^{ij} \) is expected to be very close but lower than 1. In Fig. 6 we show the numerical values for the range of redshift of our interest. This gives us a threshold angular scale. Redshift by redshift, beyond this angular scale the lensing 2-point correlation function for a given pair of sources is negligible.

The previous estimation is very powerful, since \( \nu_{th}^{ij} \) can be directly compared with the angular sky coverage of a given survey and tell whether the lensing effect is important or not for the chosen catalog. As an instance, for the EDS configuration, the angular sky coverage is approximatively 20 deg\(^2\) per observation patch. This solid angle can be associated to a typical cosine as \( 20 = \left( \frac{180}{\pi} \right)^2 \int_{0}^{2\pi} d\phi \int_{-1}^{1} d\nu v_{EDS} = 2 \times 180^2 (1 - \nu_{EDS}) / \pi \), which returns \( \nu_{EDS} = 0.999 \). From Figs. 6 we notice that \( \nu_{EDS} \) is lower than any angular scale at \( z > 0.5 \). Hence, in this range the narrow sky coverage of EDS is larger than the angular scales where \( \xi^{Lij} \) is at its maximum. On the other hand, when one of the two sources stands at redshift \( z < 0.5 \), \( \nu_{EDS} \) is always greater than \( \nu_{th}^{ij} \). In this regard, the approximation of \( \xi^{Lij} \) with \( \xi_{\text{app}}^{Lij} \) is expected to work quite well when one of the source is at redshift closer than 0.5. For fainter sources, the fact that we deal with very narrow line-of-sight might show the limit of our approximation. We remark that for larger sky-coverage, just like LSST, our approximation is expected to work well at any redshift. We argue this since larger angular openings tend to full-sky coverages and in this limit case the lensing 2-point correlation function is expected to be null and the peculiar sources located at the transition scales become statistically less significant. We will quantify all these aspects in the next section.

Finally, we conclude this section by underlining the importance of the numerical approximation presented in Eq. (51). The analytical estimation of \( \xi_{\pm}^{Lij} \) with the polynomial expansion of the growth function is numerically very easy to implement. Indeed, it requires only 1-D numerical integration in k-space and nothing else. Hence, in spite of its simplicity, the fitting function in Eq. (51) is powerful since its three parameters can be evaluated quickly for different cosmological parameters and then easily implemented in the Montecarlo analysis, where several runs over different cosmologies need to be accessible in short time. With the exact analytical expression of \( \xi^{Lij} \), the multiple line-of-sight integrals are a huge obstacle in this regard. We finally underline that this fitting method works well only for lensing 2-point correlation function. This is due to the particular features that lensing effect is very peaked for two narrow line-of-sights and its angular average on the full sky is zero. Neither of these properties simultaneously occurs for any other effect here considered. However, this method remains powerful since lensing is anyway the leading effect among all.

In the next section, we will provide some forecast for the \( \sigma_{H_0}^2 \) for the case of the forthcoming surveys EDS and LSST. Finally, we will show the goodness of our fitting function in Eq. (51) in the estimation of \( \sigma_{H_0}^2 \) itself.

V. A FIRST ESTIMATION FOR NEXT GENERATION SURVEYS

In this section, we want to apply the analytical and numerical results previously obtained to the case of Superluminous Supernovae (SLSNe). In particular, we will consider technical aspects for the forthcoming surveys of EDS [1] and LSST [2]. In this regard, we will follow the expected detection rate of SLSNe claimed in [3] which we report in Fig. 7. Having these histograms in mind, we generated two random surveys for the distribution of SLSNe with the following specifics:

- 135 sources from EDS are generated in 7 redshift
bins where $0.5 \leq z \leq 3.5$ and the redshift bin width is assumed to be $\Delta z = 0.5$. For this survey, the angular distribution covers two line-of-sights at North and South Poles, with angular opening of 20 deg$^2$ per line-of-sight,

- 929 sources from LSST are generated in 38 redshift bins where $0.15 \leq z \leq 3.85$ and the redshift bin width is assumed to be $\Delta z = 0.1$. For this survey, the angular distribution spans a broad solid angle of 9000 deg$^2$.

Results are summarized in Table I. Here we see that

| $\sigma_{H_0}^2/H_0^2$  | EDS       | LSST      |
|-------------------------|-----------|-----------|
| Lensing                 | $5.1 \times 10^{-6}$ | $7.6 \times 10^{-8}$ |
| Doppler                 | $2.1 \times 10^{-6}$ | $2.9 \times 10^{-10}$ |
| Approximated Lensing    | $3 \times 10^{-6}$  | $7.1 \times 10^{-8}$  |

TABLE I. Forecasts for the variance of $H_0$ in EDS and LSST.

In the first line, exact 2-point correlation function for lensing is considered. In the second line, there are the contributions from 2-point correlation function of peculiar velocities. In the last line, the expected error from our approximated 2-point correlation function of lensing in Eq. (51) are shown. These values translate in the following values for the dispersion: for EDS, $\sigma_{H_0}/H_0 = 0.002$ for the exact estimation and $\sigma_{H_0}/H_0 = 0.002$ for the approximated estimation. For LSST, $\sigma_{H_0}/H_0 = 0.0003$ for the exact estimation and $\sigma_{H_0}/H_0 = 0.0003$ for the approximated estimation.

the dispersion associated to the measure of $H_0$, namely $\sigma_{H_0} = \sqrt{\sigma_{H_0}^2}$ is of $\sim 0.2\%$ for EDS but its value drops of almost 1 order of magnitude for LSST, where it contributes with a dispersion of $\sim 0.03\%$. This significant decrease can be understood by recalling that, for larger sky coverage and large number of sources, the total effect due to lensing must tend to 0. In fact, the specific of LSST are precisely along this direction. Indeed, the number of sources adopted in our forecast of LSST is almost 1 order of magnitude higher than the one of EDS. Furthermore, also the sky coverage is larger.

Another fact that we underline is that doppler effect is always subdominant. Hence we have that the total cosmic variance due to lensing and doppler is

$$\sigma_{H_0} = \sqrt{\sigma_{H_0}^2 + \sigma_{PV}^2}$$

$$\approx \sigma_{H_0} \left[ 1 + \frac{1}{2} \frac{\sigma_{PV}^2}{\sigma_{H_0}^2} + O \left( \left( \frac{\sigma_{PV}^2}{\sigma_{H_0}^2} \right)^2 \right) \right]. \quad (55)$$

Again from Table I, we then get that the doppler effect corrects the total cosmic variance associated to $H_0$ by 0.2% for LSST and by 0.02% for EDS.

A further remark is about our approximation scheme for lensing proposed in Eq. (51). From Table I, we see that the approximated method is in reasonable agreement with the exact evaluation done for LSST. The situation gets worse for EDS. We address this behavior to the specific sky coverage for the chosen surveys. Indeed, for EDS, the sky coverage is quite narrow and comparable for the redshift of our interest with the threshold scales estimated by $\nu_{th}^3$. This implies that the particular details of the angular dependence in $\xi^L(\nu)$ are quite relevant. On the opposite case, LSST has a very broader angular opening. In this case, the sources are distributed with a larger angular opening and this renders the estimation of $\sigma_{H_0,L}$ less sensible to the specific values of $\nu_{th}$.

Finally, we comment on the limit ideal case of full-sky coverage. For a large number of sources, lensing never contributes to the 2-point correlation function and then the leading correction is entirely addressed to the monopole of $\xi_{PV}$. This can be easily evaluated from the kernel in Eq. (41) and results are shown in Fig. 8. In this case, the doppler effect

![FIG. 7. Simulated SLSNe distributions for Euclid Deep Survey and LSST. From [30].](image)

![FIG. 8. Monopole of the doppler 2-point correlation function. Thick black lines indicate where function is 0. Dashed lines stand for negative values whereas continues lines refer to positive values.](image)

See [53] for a detailed discussion of this ideal case.
ideal case, $\sigma_{H_0}$ is entirely given by the doppler 2-point correlation function. According to the redshift distribution of LSST, we get that $\sigma_{H_0}/H_0 = 5.6 \times 10^{-6}$.

A. Non-linear scales

So far we have taken into account only the linear power spectrum in our analysis. However, non-linear physics can affect significantly the amplitude of lensing (see, for instance [54]). Hence, it is important to understand how much our results are robust when non-linear scales in the power spectrum are taken into account. To this aim, we first adopt the approximation scheme outlined in Eq. (51). In this case, since non-linear scales can enhance lensing up to 1 order of magnitude, we might naively expect that non-linear scales amplify our estimation for $\sigma_{H_0}$ by a factor $\sqrt{10}$. However, this estimation is too much conservative.

A more refined investigation about non-linear scales can be done just by looking at the kernels $W_{Lij}^\pm$ in Eqs. (50). Indeed, these are controlled by the functions $j_1(z)/z$ and $j_2(z)/z^2$. Both these functions have their maxima in $z = 0$ and then oscillate around 0. Hence, they mostly contribute to the integrand when their argument is $O(1)$. For the antipodes-correlation, from Eq. (51), we get that the argument of the $j_n$’s is $k(x+y)$. Hence, the most relevant part of the integrand occurs when $k \sim (x+y)^{-1}$. It follows then that small scales contribute to $\xi_{Lij}^\pm$ only at very low redshifts, when $x+y$ approaches 0. On top of that, both $j_n$’s in $W_{Lij}^\pm$ are multiplied by power of $xy$. This means that a competitive behavior occurs at low redshifts along the line-of-sight integrations and small scales tend to be suppressed in the ultimate evaluation. Thanks to this argument, we can infer that the value of $\xi_{Lij}^\pm$ is quite insensitive to the small scales and then $\xi_{Lij}^\pm$ does not change dramatically when non-linearities are taken into account.

On the contrary, the $j_n$’s in $W_{Lij}^\pm$ depend on $k(x-y)$. This means that the integrand of $\xi_{Lij}^\pm$ is heavily sourced when $x \approx y$. If we call $d = x-y$, we get that the $j_n$’s gives a non-negligible contribution to the total $\xi_{Lij}^\pm$ whenever $k \sim d^{-1}$. This implies that, along the line-of-sight integrations, the smaller the $d$, the higher the contribution from higher $k$. Hence, $\xi_{Lij}^\pm$ is strongly dependent on the smaller scales. This is in line with the fact that non-linearities are expected to heavily source lensing. From our analysis, it turns out that this is true only for $\nu = 1$, namely when two scales are aligned.

The fact that $\xi_{Lij}^\pm$ is highly sensitive to non-linear scales whereas $\xi_{Lij}^\pm$ is almost independent of them has relevant implications on the angular correlation scales $\nu_{th}^{ij}$. Indeed, since the fact that lensing vanishes when integrated all around the observed sky is a pure geometrical effect, hence independent of the investigated scales, Eq. (53) is still a viable approximation. Then we get that the contribution from non-linear scales constrains $\nu_{th}^{ij}$ to be closer to one. In fact, when $|\xi_{Lij}^\pm| \ll |\xi_{Lij}^\pm|$, Eq. (54) can be expanded as

$$\nu_{th}^{ij} \approx 1 - 2 \frac{\xi_{Lij}^\pm}{|\xi_{Lij}^\pm|}. \quad (56)$$

In this way, if the only effect of non-linearities is to increase $|\xi_{Lij}^\pm|$, for instance, by a factor $C$, the angular scales conversely tends to 1 with a factor $C^{-1}$. We then have two competitive effects: on one hand, the maximum of the 2-point correlation function increases. On the other hand, the angular scales involved in this enhancement are less. Moreover, the product $(1 - \nu_{th})(\xi_{Lij}^\pm) \approx 2(\xi_{Lij}^\pm)$ is insensitive to the UV scales. As a consequence, due to non-linear effects in the power spectrum, only sources located almost along the same line-of sight show a non-negligible correction.

To test our arguments, we have then adopted the approximation method outlined in Eqs. (51) and assumed that $\xi_{Lij}^\pm$ remains the same as for the linear spectrum, whereas the net effect of non-linearities is to amplify $\xi_{Lij}^\pm$ by an overall factor 10. With this approach, we find that $\sigma_{H_0, NL}^2 = 7.8 \times 10^{-6} H_0^2$ for EDS and $\sigma_{H_0, NL}^2 = 6.4 \times 10^{-7} H_0^2$ for LSST. Hence, within the specific of LSST $\sigma_{H_0, NL}^2$ is indeed enhanced by almost one order of magnitude, whereas for EDS $\sigma_{H_0, NL}^2$ increases by almost a factor 1.5.

Despite of its rudeness, our analytical estimation agrees very well with the exact estimation where we have chosen $k_{UV} = 10 h$ Mpc$^{-1}$ and set a non-linear power spectrum with the HaloFit model [53, 54]. In this case we obtain $\sigma_{H_0, NL}^2 = 1.1 \times 10^{-5} H_0^2$ for EDS and $\sigma_{H_0, NL}^2 = 7.8 \times 10^{-7} H_0^2$ for LSST. Moreover, we have also applied the approximated formula in Eq. (51) with the non-linear values for $\xi_{Lij}^\pm$ and $\xi_{Lij}^\pm$ and we find that $\sigma_{H_0, NL}^2 = 9.4 \times 10^{-6} H_0^2$ for EDS and $\sigma_{H_0, NL}^2 = 7.8 \times 10^{-7} H_0^2$ for LSST. We notice that all our estimations agree quite well for both surveys.

Our results then show that, for EDS, even if non-linear scales are expected to enhance the lensing correction by almost one order of magnitude, the intrinsic error associated to the measurement of $H_0$ is almost insensitive to the non-linear scales, since it becomes $\sigma_{H_0, NL}/H_0 = 0.003$. On the contrary, non-linear scales increase by roughly a factor 3 the dispersion of $H_0$ within the specific of LSST, raising $\sigma_{H_0}$ to the value $\sigma_{H_0, NL}/H_0 = 0.0009$.

Thanks to our analysis, we can verify the claim done in [29] about small redshift surveys, where it has been stated that the analysis is insensitive to smaller scales fluctuations due to the incoherence of such contributions. Our results seem to indicate that this is a reasonable expectation only for EDS. We address this feature to the fact that EDS covers smaller regions in the sky with higher angular density of sources.
VI. SUMMARY AND CONCLUSIONS

In this work, we have studied the impact of cosmological inhomogeneities on the estimation of $H_0$ from the high redshift Hubble diagram. Our analysis considers the possibility, discussed in \[30\], that a statistically relevant number of Superluminous Supernovae could be detected in the next years by EDS \[1\] and LSST \[2\]. In this regards, less conservative studies about the Hubble diagram at high redshifts ($z \leq 1.5$) have been also investigated by exploiting exact inhomogeneous models in general relativity \[57–60\] or by considering strongly inhomogeneous dynamical dark energy models \[61\]. These attempts look interesting especially in light of a recent analysis of the SNe Ia Pantheon sample \[62\] suggesting that $H_0$ could be a decreasing function of redshift already at late time.

On the contrary, along our study, we have adopted a conservative approach based on linear perturbations within the Cosmic Concordance model. In this framework, first of all we have derived the 2-point correlation function of luminosity distance-redshift relation and provided explicit fully relativistic analytic expressions for its angular spectra. Our derivations agree with those already obtained in literature \[42\], modulo a different classification of involved terms. It turns out in our analysis that lensing is the leading effect at the considered redshift, as one may expect.

In particular, as shown in Fig. 4, we get that the angular multipoles expansion of the lensing 2-point correlation function at high redshift converges quite slowly. Moreover, lensing dipole rapidly becomes negligible with respect to the other multipoles. This allows to safely neglect its contribution to the 2-point correlation function, since it is expected to be contaminated by the observer’s peculiar motion.

Furthermore, the role of higher multipoles in the lensing spectra plays a relevant role for partial sky-coverage surveys. Indeed, in the ideal case of large number of sources distributed all over the sky, lensing does not contribute to the total cosmic variance since its monopole is null. We have shown this also for cross-correlations of lensing with the other relativistic effects. In this ideal case, then, the leading correction to the estimation of $H_0$ is due to the peculiar velocities of the sources. However, realistic surveys deal with limited sky coverage and this makes lensing contribution no longer vanishing. In fact, according to the specific of EDS and LSST and to what has been claimed in \[30\], we forecast that the intrinsic error from cosmic variance associated to $H_0$ is of $\sim 0.03\%$ for LSST and $0.3\%$ for EDS for the linear power spectrum. Non-linear scales contribute marginally to this estimation within the specific of EDS. For what regard the specific of LSST, the situation is a way worse. Indeed, in this case, we get that non-linear scales enhance our forecast by almost a factor 3. This is a direct consequence of the fact that lensing 2-point correlation function strongly depends on small scales fluctuations for the diagonal entries of the covariance matrix.

A similar analysis has been already performed in \[29\], where only close Supernovae (up to $z = 0.1$) have been considered. Here we extend the analysis of \[29\] since there only the peculiar motion of the sources is taken into account. In fact, this is the leading correction expected at those redshifts \[54\]. The interesting result is that low redshift surveys discussed in \[29\] admits a cosmic variance for $H_0$ of $\sim 1\%$. Our analysis points out that surveys have an intrinsic error for $H_0$ which tends to decrease when higher redshift sources are considered.

Finally, we remark that our results are not able to alleviate the tension between local and distant measurements of the Hubble constant. However, they indicate that the analysis of fainter sources does not increase the theoretical uncertainty on $H_0$. The price to pay stands in the fact that the Hubble diagram at higher redshift is no longer model independent.
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Appendix A: Kernels derivation

In this appendix, we report some technical aspects of the derivation of Eqs. (27) and (28). We start with the derivation of $\xi_E$ in Eqs. (25). There are 5 terms and the geometrical sets for the integration are shown in Fig. 9 respectively for local effects (left panel), such as PV and SW, and integrated terms (right panel), like TD, L and ISW.
FIG. 9. Geometrical relations between line-of-sight variables for local effects (left), i.e. PV and SW, and integrated ones (right), namely L, TD and ISW.

a. Peculiar Velocity. As illustrated in Fig. 9, we define \( x = \eta_o - \eta_i \) and \( y = \eta_o - \eta_j \). Combining Eqs. (14) and (22), for peculiar velocity operator we obtain

\[
W_{PV}^{ij} = \Xi_i \Xi_j G_i G_j \partial_x \partial_y \int d\Omega_k e^{ik(x-y)},
\]

where we have used Eqs. (26). Since \( k \) has rotational freedom, we align its component along the azimuthal axis with \( x - y \), so that the integral over the solid angle becomes

\[
\int d\Omega_k e^{ik(x-y)} = 2\pi \int_{-1}^{1} d(\cos \theta_k) e^{ikR\cos \theta_k} = 4\pi j_0(kR),
\]

where \( j_0 \) is the 0-th order spherical Bessel function and \( R = R(x,y,\nu) \) is taken as defined in Eqs. (35). Thus we are left with the evaluation of the derivatives of the spherical Bessel function

\[
\partial_x \partial_y j_0(kR) = k \partial_x [j_0(kR)\partial_y R] = k^2 j''_0(kR)\partial_x \partial_y R + k j'_0(kR)\partial_x \partial_y R,
\]

where \( j'_n(z) = \partial_z j_n(z), j''_n(z) = \partial_z^2 j_n(z) \) and so on. Finally, by exploiting the properties of the \( j_n \) reported in Eq. (C3), we obtain

\[
W_{PV}^{ij} = \Xi_i \Xi_j G_i G_j k^2 \left\{ \frac{xy(1-\nu^2)}{R^2} j_2(kR) + \nu^2 \left[ j_0(kR) - 2j_2(kR) \right] \right\},
\]

in agreement with [29].

b. Lensing. From right panel of Fig. 9, we define \( x = \eta_o - \eta \) and \( y = \eta_o - \eta' \). From the definition of the lensing operator in Eqs. (14), we then obtain

\[
W_{L}^{ij} = \frac{1}{\Delta \eta_i \Delta \eta_j} \int_{\eta_i}^{\eta_o} d\eta \int_{\eta_j}^{\eta_o} d\eta' \frac{\eta - \eta_i}{\eta - \eta_j} \frac{\eta' - \eta_j}{\eta' - \eta_i} g(\eta)g(\eta') \int d\Omega_k \Delta_{2x} \Delta_{2y} e^{ik(x-y)}.\]

We recall now that \( \Delta_{2r} = \partial_{\phi}^2 + \cot \theta \partial_{\theta} + 1/\sin^2 \theta \partial_{\phi}^2 \) is the angular Laplacian which can be either evaluated along the \( r = x \) or \( r = y \) direction. It can be written in terms of the 3-dimensional one as

\[
\Delta_{2r} = r^2 \left( \nabla \cdot \nabla - \nabla_r^2 \right) = r^2 \left( \nabla \cdot \nabla - \partial_r^2 - \frac{2}{r} \partial_r \right).
\]
We use Eq. (A6) to replace the Laplacian in the angular coordinates and get easier evaluable derivatives. With such a substitution, the last integral in Eq. (A5) becomes

$$\int \frac{d\Omega_k}{4\pi} \Delta_2 \Delta_2 e^{i k(\mathbf{x} - \mathbf{y})} = \int \frac{d\Omega_k}{4\pi} x^2 \left( \hat{\nabla}_x \cdot \hat{\nabla}_x - \partial_x^2 - \frac{2}{x} \partial_x \right) y^2 \left( \hat{\nabla}_y \cdot \hat{\nabla}_y - \partial_y^2 - \frac{2}{y} \partial_y \right) e^{i k(\mathbf{x} - \mathbf{y})}$$

$$= \int \frac{d\Omega_k}{4\pi} x^2 \left( -k^2 - \partial_x^2 - \frac{2}{x} \partial_x \right) y^2 \left( -k^2 - \partial_y^2 - \frac{2}{y} \partial_y \right) e^{i k(\mathbf{x} - \mathbf{y})}$$

$$= x^2 \left( -k^2 - \partial_x^2 - \frac{2}{x} \partial_x \right) y^2 \left( -k^2 - \partial_y^2 - \frac{2}{y} \partial_y \right) j_0(k R), \quad (A7)$$

where last equality has been obtained thanks to Eq. (A2). Hence, by using the recursive relations of the $j_n$’s in Eq. (C3), after a bit of algebra, $W_{Li,j}$ can be rewritten as

$$W_{Li,j} = \frac{1}{\Delta \eta_i \Delta \eta_j} \int_{\eta_i}^{\eta_o} d\eta \frac{\eta - \eta_i}{\eta_o - \eta} \int_{\eta_i}^{\eta_o} d\eta' \frac{\eta' - \eta_j}{\eta_o - \eta'} \left[ k^4 H^4 j_4(k R) - 8 k^3 H^2 L j_3(k R) + k^2 \left( 8 L^2 - 6 H^2 \right) j_2(k R) + 4 k L j_1(k R) \right] \quad (A8)$$

where $H$, $L$ and $R$ are defined in Eqs. (35).

c. Sachs-Wolfe In analogy with what has been done for the peculiar velocity, we refer to left panel of Fig. 9. We define $x = \eta_o - \eta_i$ and $y = \eta_o - \eta_j$ and consider the operator $\hat{O}_{SW}$ in Eqs. (14). Since no spatial derivatives are considered, we simply get, though Eq. (A2)

$$W_{SW,ij} = (1 + \Xi_i)(1 + \Xi_j) g(\eta_i) g(\eta_j) \int \frac{d\Omega_k}{4\pi} e^{i k(\mathbf{x} - \mathbf{y})}$$

$$= (1 + \Xi_i)(1 + \Xi_j) g(\eta_i) g(\eta_j) j_0(k R), \quad (A9)$$

where $R = R(\eta_i, \eta_j, \nu)$ is taken from Eqs. (26).

d. Integrated Sachs-Wolfe In analogy with the geometrical set used for lensing (right panel in Fig. 9), we define $x = \eta_o - \eta$ and $y = \chi' = \eta_o - \eta'$. Given that we simply obtain

$$W_{ISW,ij} = 4 \Xi_i \Xi_j \int_{\eta_i}^{\eta_o} d\eta \int_{\eta_j}^{\eta_o} d\eta' \frac{\partial g(\eta)}{g(\eta_o)} \frac{\partial g(\eta')}{g(\eta_o)} \int \frac{d\Omega_k}{4\pi} e^{i k(\mathbf{x} - \mathbf{y})}$$

$$= 4 \Xi_i \Xi_j \int_{\eta_i}^{\eta_o} d\eta \int_{\eta_j}^{\eta_o} d\eta' \frac{\partial g(\eta)}{g(\eta_o)} \frac{\partial g(\eta')}{g(\eta_o)} j_0(k R), \quad (A10)$$

where we have used again Eq. (A2). We stress that now $R = R(\eta, \eta', \nu)$ from Eqs. (26) is integrated along the two line-of-sights, differently from the case of PV and SW.

e. Time Delay TD term can be evaluated in complete analogy with ISW. The only difference is that the growth functions are not derived. Following then the evaluation for ISW, we get

$$W_{TD,ij} = \frac{4}{\Delta \eta_i \Delta \eta_j} \int_{\eta_i}^{\eta_o} d\eta \int_{\eta_j}^{\eta_o} d\eta' \frac{g(\eta)}{g(\eta_o)} \frac{g(\eta')} {g(\eta_o)} j_0(k R). \quad (A11)$$

There are then 10 mixed terms that come out of the sum in Eq. (20) when $E \neq E'$. As done for the pure terms, we will use the auxiliary variables $x, y$, whose definitions will be given for each term and differ whether the effect is
local or integrated along the line-of-sight. To our aim, we first report the following useful expressions

\[
\int \frac{d\Omega_k}{4\pi} \partial_x e^{ik(x-y)} = k^2 \frac{\nu y - x}{R} j_1(kR),
\]

\[
\int \frac{d\Omega_k}{4\pi} \Delta_{2x} e^{ik(x-y)} = k^2 H^2 j_0(kR) - k \left( \frac{3H^2}{R} - 2L \right) j_1(kR),
\]

\[
\int \frac{d\Omega_k}{4\pi} \partial_x \Delta_{2y} e^{ik(x-y)} = -k^3 y^2 \frac{(x - \nu y)(y - \nu x)^2}{R^3} j_3(kR) + k^2 y \left[ 3y \frac{(x - \nu y)}{R^2} - 2\nu \right] j_2(kR)
\]

- \frac{k}{R} \left[ k^2 y(x - \nu y) - 2\nu \right] j_1(kR).
\]

\[
(A12)
\]

where \( R, L \) and \( H \) are taken from Eqs. (35).

\( f. \) Peculiar Velocity - Lensing From the definition of the operators in Eqs. (14), we define \( x = \eta_o - \eta_i \) and \( y = \eta_o - \eta ' \), since PV is a local effect whereas L is integrated along the line-of-sight. With this, we get

\[
W_{PV_i,L_j} = \Xi_i \frac{1}{\Delta_\eta_j} \int_{\eta_o}^{\eta_i} \frac{d\eta}{\eta_o - \eta_i} \int_{\eta_i}^{\eta_o} \frac{\eta - \eta_j}{\eta_o - \eta_i} \int \frac{d\Omega_k}{4\pi} \frac{g(\eta)}{g(\eta_o)} \partial_x \Delta_{2y} e^{ik(x-y)}.
\]

\[
(A13)
\]

Hence, by using Eqs. (A12), we obtain

\[
W_{PV_i,L_j} = \Xi_i G_i \int_{\eta_o}^{\eta_i} \frac{d\eta}{\eta_o - \eta_i} \left\{ -k^3 y^2 \frac{(x - \nu y)(y - \nu x)^2}{R^3} j_3 + k^2 y \left[ 3y \frac{(x - \nu y)}{R^2} - 2\nu \right] j_2 
\]

- \frac{k}{R} \left[ k^2 y(x - \nu y) - 2\nu \right] j_1 \right\},
\]

\[
(A14)
\]

where we have omitted the dependence on \( kR(x, y, \nu) \) in the \( j_n \)’s.

\( g. \) Peculiar Velocity - Sachs-Wolfe Since both effects are local effects, we define \( x = \eta_o - \eta_i \) and \( y = \eta_o - \eta_j \). From the definitions of the respective operators in Eqs. (14), we find

\[
W_{PV_i,SW_j} = \Xi_i (1 + \Xi_j) \int_{\eta_o}^{\eta_i} \frac{d\eta}{\eta_o - \eta_i} \frac{a(\eta)}{a(\eta_o)} \frac{g(\eta)}{g(\eta_o)} \frac{g(\eta_j)}{g(\eta_o)} \int \frac{d\Omega_k}{4\pi} \partial_x e^{ik(x-y)}
\]

\[
(A15)
\]

where we made use again of Eqs. (A12).

\( h. \) Peculiar Velocity - Integrated Sachs-Wolfe Since PV is a local effect whereas ISW is integrated along the line-of-sight, we define \( x = \eta_o - \eta_i \) and \( y = \eta_o - \eta ' \). Hence, from the definitions of the operators in Eqs. (14), we get

\[
W_{PV_i,ISW_j} = 2 \Xi_i \Xi_j \int_{\eta_o}^{\eta_i} \frac{d\eta}{\eta_o - \eta_i} \frac{a(\eta)}{a(\eta_o)} \frac{g(\eta)}{g(\eta_o)} \int_{\eta_j}^{\eta_o} \frac{d\eta}{\eta_j - \eta_i} \frac{\partial_x g(\eta)}{g(\eta_o)} \int \frac{d\Omega_k}{4\pi} \partial_x e^{ik(x-y)}
\]

\[
= 2 \Xi_i \Xi_j G_i \int_{\eta_j}^{\eta_o} \frac{d\eta}{\eta_j - \eta_i} \frac{\partial_x g(\eta)}{g(\eta_o)} k \frac{\nu y - x}{R} j_1(kR),
\]

\[
(A16)
\]

where we have used as before Eqs. (A12).
i. **Peculiar Velocity - Time Delay**  Since PV is a local effect whereas TD is integrated along the line-of-sight, we define \( x = \eta_0 - \eta \) and \( y = \eta_0 - \eta' \). Hence, from the definitions of the operators in Eqs. (14), we obtain

\[
W_{PV,TD,j} = -2 \frac{\Xi_j}{\Delta \eta_j} \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{g(\eta')}{g(\eta_0)} \int \frac{d\Omega_k}{4\pi} \partial_x e^{ik(\eta - \eta')}
\]

\[
= -2 \frac{\Xi_j}{\Delta \eta_j} G_i \int_{\eta_j}^{\eta_0} d\eta' \frac{g(\eta')}{g(\eta_0)} k \frac{y - x}{R} j_1(kR)
\]

where we have used as before Eqs. (A12).

j. **Lensing - Sachs-Wolfe**  Since L is an integrated effect and SW is a local one, we set the geometrical variables as \( x = \eta_0 - \eta \) and \( y = \eta_0 - \eta_j \). Hence, the definition of the operators in Eqs. (14) leads to

\[
W_{L_j,SW} = \frac{1 + \Xi_j}{\Delta \eta_j} \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{g(\eta)}{g(\eta_0)} \int \frac{d\Omega_k}{4\pi} \Delta_2 e^{ik(\eta - \eta')}
\]

\[
= \frac{1 + \Xi_j}{\Delta \eta_j} \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{g(\eta)}{g(\eta_0)} \left[ k^2 H^2 j_0(kR) - k \left( \frac{3H^2}{R} - 2L \right) j_1(kR) \right],
\]

thanks to the Eqs. (A12).

k. **Lensing - Integral Sachs Wolfe**  Since both effects are integrated along the line-of-sights, we define \( x = \eta_0 - \eta \) and \( y = \eta_0 - \eta_j \). Hence, the action of the operators (14), combined with Eqs. (A12), gives

\[
W_{L_j,ISW} = \frac{1 + \Xi_j}{\Delta \eta_j} \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{\partial_x g(\eta')}{g(\eta_0)} \int \frac{d\Omega_k}{4\pi} \Delta_2 e^{ik(\eta - \eta')}
\]

\[
= \frac{1 + \Xi_j}{\Delta \eta_j} \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{\partial_x g(\eta')}{g(\eta_0)} \left[ k^2 H^2 j_0(kR) - k \left( \frac{3H^2}{R} - 2L \right) j_1(kR) \right].
\]

l. **Lensing - Time Delay**  Since L and TD are both integrated along the line-of-sights, we define \( x = \eta_0 - \eta \) and \( y = \eta_0 - \eta_j \), so, with the definition (14), we simply evaluate

\[
W_{L_j,TD} = -2 \frac{1}{\Delta \eta_0 \Delta \eta_j} \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{g(\eta')}{g(\eta_0)} \int \frac{d\Omega_k}{4\pi} \Delta_2 e^{ik(\eta - \eta')}
\]

\[
= -2 \frac{1}{\Delta \eta_0 \Delta \eta_j} \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{g(\eta')}{g(\eta_0)} \left[ k^2 H^2 j_0(kR) - k \left( \frac{3H^2}{R} - 2L \right) j_1(kR) \right],
\]

thanks to the relations (A12).

m. **Time Delay - Integrated Sachs-Wolfe**  Just as for the previous term, we define \( x = \eta_0 - \eta \) and \( y = \eta_0 - \eta_j \) since both TD and ISW are integrated effects. Hence, from the operators defined in Eqs. (14), we obtain

\[
W_{TD,ISW,j} = 2 (1 + \Xi_j) \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{\partial_x g(\eta')}{g(\eta_0)} \int \frac{d\Omega_k}{4\pi} e^{ik(\eta - \eta')}
\]

\[
= 2 (1 + \Xi_j) \int_{\eta_j}^{\eta_0} d\eta \frac{g(\eta)}{g(\eta_0)} \int d\eta' \frac{\partial_x g(\eta')}{g(\eta_0)} j_0(kR),
\]

where we have applied Eq. (A2).
n. Sachs-Wolfe - Time Delay SW and TD are respectively local and integrated effects. Because of that, we define \( x = \eta_o - \eta \) and \( y = \eta_o - \eta' \) and then, from the operators (14), we obtain

\[
W_{SWi,TDj} = -2 \frac{1 + \Xi_i}{\Delta \eta_j} \frac{g(\eta_i)}{g(\eta_o)} \int_{\eta_i}^{\eta_o} \frac{d\eta'}{g(\eta_o)} \int \frac{d\Omega_k}{4\pi} e^{i\mathbf{k} \cdot (\mathbf{x} - \mathbf{y})} = -2 \frac{1 + \Xi_i}{\Delta \eta_j} \frac{g(\eta_i)}{g(\eta_o)} \int_{\eta_i}^{\eta_o} \frac{d\eta'}{g(\eta_o)} j_0(k\mathbf{R}) ,
\]

where we have applied Eq. (A2).

o. Integrated Sachs-Wolfe - Time Delay ISW and TD are both integrated effects. Hence, we define \( x = \eta_o - \eta \) and \( y = \eta_o - \eta' \) and then, from the operators (14), we obtain

\[
W_{ISWi,TDj} = -4 \frac{\Xi_i}{\Delta \eta_j} \int_{\eta_i}^{\eta_o} \frac{d\eta}{g(\eta)} \int_{\eta_i}^{\eta_o} \frac{d\eta'}{g(\eta)} \int \frac{d\Omega_k}{4\pi} e^{i\mathbf{k} \cdot (\mathbf{x} - \mathbf{y})}
\]

\[
= -4 \frac{\Xi_i}{\Delta \eta_j} \int_{\eta_i}^{\eta_o} \frac{d\eta}{g(\eta)} \int_{\eta_i}^{\eta_o} \frac{d\eta'}{g(\eta)} j_0(k\mathbf{R}) ,
\]

where we have applied Eq. (A2).

Appendix B: Useful Expressions

Here we report the explicit value for the \( Q_{1n} \) in Eq. (40) for \( \ell = 1, 2, 3 \), which allows to write analytically the kernel for the dipole of the lensing 2-point correlation function in Eq. (39). For \( \ell = 1 \), we obtain

\[
Q_{10}(z) = -\frac{1}{2} z \sin\text{Int}(zk) - \frac{\sin(zk)}{2k^2 z} - \frac{1}{2k} \cos(zk) + \frac{1}{k},
\]

\[
Q_{11}(z) = \frac{1}{k^2} \sin\text{Int}(zk) - \frac{z}{k},
\]

\[
Q_{12}(z) = -\frac{z}{k^2} \sin\text{Int}(zk) - \frac{2 \cos(zk)}{k^2} + \frac{2}{k^3},
\]

\[
Q_{13}(z) = \frac{3 \sin(zk)}{k^4} - \frac{2z}{k^3} - \frac{z \cos(zk)}{k^3},
\]

\[
Q_{14}(z) = -\frac{z^2 \cos(zk)}{k^5} + \frac{5z \sin(zk)}{k^4} + \frac{8 \cos(zk)}{k^5} - \frac{8}{k^6},
\]

\[
Q_{15}(z) = \frac{7z^2 \sin(zk)}{k^4} - \frac{z^3 \cos(zk)}{k^3} + \frac{8z}{k^5} - \frac{30 \sin(zk)}{k^6} + \frac{22z \cos(zk)}{k^5}.
\]

For \( \ell = 2 \), we have

\[
Q_{20}(z) = -\frac{\sin(zk)}{2k^3 z^2} + \frac{\cos(zk)}{2k^2 z} + \frac{\sin\text{Int}(zk)}{2k} - \frac{z}{3},
\]

\[
Q_{21}(z) = -\frac{3 \sin(zk)}{2k^3 z} - \frac{\cos(zk)}{2k^2} + \frac{2}{k^2} - \frac{z \sin\text{Int}(zk)}{2k},
\]

\[
Q_{22}(z) = \frac{3 \sin\text{Int}(zk)}{k^3} - \frac{2z}{k^2} - \frac{\sin(zk)}{k^3},
\]

\[
Q_{23}(z) = \frac{3z \sin\text{Int}(zk)}{k^3} - \frac{z \sin(zk)}{k^3} - \frac{8 \cos(zk)}{k^4} + \frac{8}{k^4},
\]

\[
Q_{24}(z) = -\frac{z^2 \sin(zk)}{k^4} - \frac{8z}{k^5} + \frac{15 \sin(zk)}{k^5} - \frac{7z \cos(zk)}{k^4},
\]

\[
Q_{25}(z) = -\frac{z^3 \sin(zk)}{k^3} - \frac{9z^2 \cos(zk)}{k^4} + \frac{33z \sin(zk)}{k^5} + \frac{48 \cos(zk)}{k^5} - \frac{48}{k^6}.
\]
Finally, for $\ell = 3$ we get

\[
Q_{30}(z) = -\frac{5 \sin(kz)}{4k^4z^3} + \frac{5 \cos(kz)}{4k^2z^2} - \frac{\sin(kz)}{8k^2z} - \frac{z \sin(kz)}{8k\sin(kz)} - \frac{\cos(kz)}{8k} + \frac{2}{3k},
\]

\[
Q_{31}(z) = \frac{3 \sin(kz)}{2k^2} - \frac{5 \sin(kz)}{2k^4z} + \frac{5 \cos(kz)}{2k^3z} - \frac{2z}{3k},
\]

\[
Q_{32}(z) = -\frac{3z \sin(kz)}{2k^2} - \frac{15 \sin(kz)}{2k^4z} - \frac{\cos(kz)}{2k^3z} + \frac{8}{k^3},
\]

\[
Q_{33}(z) = \frac{15 \sin(kz)}{k^4} - 8z - \frac{8 \sin(kz)}{k^3} + \frac{z \cos(kz)}{k^3},
\]

\[
Q_{34}(z) = -\frac{15z \sin(kz)}{k^4} + \frac{z^2 \cos(kz)}{k^4} - \frac{10z \sin(kz)}{k^4} - \frac{48 \cos(kz)}{k^5} + \frac{48}{k^5},
\]

\[
Q_{35}(z) = -\frac{12z^2 \sin(kz)}{k^4} + \frac{z^3 \cos(kz)}{k^4} - \frac{48z}{k^5} + \frac{105 \sin(kz)}{k^6} - \frac{57z \cos(kz)}{k^5}.
\]

\[\text{(B3)}\]

**Appendix C: Spherical Bessel functions**

Spherical Bessel functions $j_n(z)$ are generated for any integer $n$ through the recursive formula

\[
j_n(z) = (-1)^n z^n \left( \frac{1}{z} \frac{d}{dz} \right)^n \left( \frac{\sin z}{z} \right),
\]

and are the fundamental solutions of the ODE

\[
z^2 \frac{d^2}{dz^2} j_n(z) + 2z \frac{d}{dz} j_n(z) + \left[ z^2 - n(n+1) \right] j_n(z) = 0.
\]

\[\text{(C2)}\]

The useful relations that we report for our purposes are the following

\[
j_{n-1}(z) = \frac{2n+1}{z} j_n(z) - j_{n+1}(z),
\]

\[
j_n'(z) = \frac{n}{2n+1} j_{n-1}(z) - \frac{n+1}{2n+1} j_{n+1}(z),
\]

\[
j_n''(z) = j_{n-1}(z) - \frac{n+1}{z} j_n(z),
\]

\[
j_n'''(z) = -j_{n+1}(z) + \frac{n}{z} j_n(z).
\]

\[\text{(C3)}\]

where, in particular, the first equation allows to extend the definition of the $j_n(z)$ also when $n$ is negative, whereas the remaining three equations allows to express also their derivatives in terms of the $j_n$’s themselves.

**Appendix D: Legendre polynomials and multipole expansion**

Let be $f(\cos \theta)$ a function which does not depend on the azimutal angle $\phi$. In terms of $\nu \equiv \mathbf{n}_x \cdot \mathbf{n}_y = \cos \theta$, we can write the angular laplacian $\Delta_2$ as

\[
\Delta_2 f(\nu) = \partial_\nu \left[ (1 - \nu^2) \partial_\nu f(\nu) \right].
\]

\[\text{(D1)}\]

In this way, the multipole expansion of $\Delta_2 f$ in terms of the Legendre polynomials $P_\ell(\nu)$ can be integrated by part twice. This leads to

\[
\int_{-1}^{1} d\nu P_\ell(\nu) \Delta_2 f(\nu) = \int_{-1}^{1} d\nu P_\ell(\nu) \partial_\nu \left[ (1 - \nu^2) \partial_\nu f(\nu) \right]
\]

\[
= - \int_{-1}^{1} d\nu \partial_\nu P_\ell(\nu) \left[ (1 - \nu^2) \partial_\nu f(\nu) \right]
\]

\[
= \int_{-1}^{1} d\nu \Delta_2 P_\ell(\nu) f(\nu) = -\ell (\ell + 1) \int_{-1}^{1} d\nu P_\ell(\nu) f(\nu),
\]

\[\text{(D2)}\]
where in the last line we have used the fact that $P_\ell(\nu)$ are eigenfunctions of $\Delta_2$. This simple result enlightens the case of lensing multipoles in Eq. (39). Indeed, those coefficients can be formally written in the following form

$$
\int_{-1}^{1} d\nu P_\ell(\nu) \Delta_{2x} \Delta_{2y} f(R(\nu)) .
$$

In fact, since $\Delta_3$ is invariant under rotation of the coordinate system in the plane spanned by $x$ and $y$, we can apply Eq. (D2) as follows: we first rotate the coordinate system in the integral in order to align them with the direction $x$, hence we apply Eq. (D2). After that, we align again the coordinate system with $y$ and finally apply Eq. (D2) again. Since Eq. (D2) is applied twice, we get the prefactor $\ell^2 (\ell + 1)^2$.
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