Abstract—Active Position Estimation (APE) is the task of localizing one or more targets using one or more sensing platforms. APE is a key task for search and rescue missions, wildlife monitoring, source term estimation, and collaborative mobile robotics. Success in APE depends on the level of cooperation of the sensing platforms, their number, their degrees of freedom and the quality of the information gathered. APE control laws enable active sensing by satisfying either pure-exploitative or pure-exploratory criteria. The former minimizes the uncertainty on position estimation; whereas the latter drives the platform closer to its task completion. In this paper, we define the main elements of APE to systematically classify and critically discuss the state of the art in this domain. We also propose a reference framework as a formalism to classify APE-related solutions. Overall, this survey explores the principal challenges and envisages the main research directions in the field of autonomous perception systems for localization tasks. It is also beneficial to promote the development of robust active sensing methods for search and tracking applications.

Index Terms—Active sensing, localization, tracking, target search.

I. INTRODUCTION

ACTIVE sensing consists [1] in the control of a dynamical system with actuation and sensing capabilities to automate the perception process and maximize its efficiency, in terms of acquired information or task completion [2]–[6]. By leveraging the interplay among estimation, perception, and control, active sensing is at the nexus between automation and robotics research [7]. Fostered by the higher performance guarantees compared to passive approaches [8], [9] and enabling autonomous perception in robotics systems, active sensing is employed in Search and Rescue (SAR) missions [10]–[12], environmental mapping [13], [14] and exploration [15]–[17], wildlife monitoring [18]–[29], optimal sensor coverage [21], autonomous source term estimation (STE) [22]–[28], object recognition, classification and manipulation [9], [29], and collaborative mobile robotics [30]–[34].

Active Position Estimation (APE) is a specific active sensing task where one or more platforms monitor and localize one or more static or dynamic targets (humans [10], animals [18], or robots [40]), which may be active [41] or passive [42]. Actuated sensing platforms drive the perception process towards observations that are informative optimal or efficient in terms of task completion [35]. In the APE framework, information-seeking strategies [3] adopt explorative policies that consist of making decisions for next actions in order to maximize the uncertainty reduction on the target position; this leads to better estimation performance with respect to passive sensor systems [43], [44]. On the contrary, task-driven approaches bring the sensing platform closer to its task execution, such as reaching a goal position within certain time/energy tolerances [45].

While a number of reviews on related topics exist [5], [44], [46]–[51], we are the first to provide a formal definition of the APE problem (see Sec. II) and a comparative analysis on the main sensing modalities involved (see Sec. III). The insight on the perception systems allows to highlight the role of information fusion and multi-agent cooperation in APE tasks (see Sec. IV). Even though several works discuss the level of cooperation between sensing robots [44], [47]–[49], the importance of multi-modal fusion algorithms is mentioned only in [44], which however focuses on SAR applications only. Our review generalizes to the entire APE class, which covers a broader spectrum of applications. As further contribution, we classify the state of the art according to the platforms degrees of freedom and the control methods adopted for the platform actuation (see Sec. V). Finally, no previous analysis covers the main criteria that guide APE tasks; in this work, we classify the reviewed articles based on their level of exploration-exploitation trade-off, namely task-driven (pure exploitative) and information-seeking (pure explorative) control strategies (see Sec. VI). Fig. 1 illustrates the structure of this paper and a generic APE scheme.

II. ACTIVE POSITION ESTIMATION

Robotic platforms represent a propulsive technology for data acquisition in civil and industrial contexts, as well as in a wide variety of applications including environmental monitoring and exploration, precision agriculture, surveillance, and post-disaster assessment [13]. Most robotic applications hinge on localization modules to accomplish specific tasks (e.g., multi-robot rendezvous [34]). In this framework, the main challenge is to design autonomous and cooperative decision making strategies to search and localize the targets within a set of given resource constraints (e.g., energy consumption, mission time, travel distance) [13]. For this reason, APE algorithms have become pervasive in a variety of applications, including those related to human-robot cooperation and mobile robotics.

An APE task can be categorized as Active Search, Localization and Tracking. Active Search refers to the problem of making data-collection decisions in order to search for objects of interest (i.e., targets) which have not been detected yet [52]. In Active Localization, the purpose is to estimate the
location of static targets that have already been detected \cite{22,24,37,39,41}; Active Tracking differs from Active Localization in that the targets are dynamic \cite{53}. Furthermore, in a Search and Tracking task, Active Search precedes (or coexists with) Active Tracking \cite{55,59,42}. In this Section, we introduce the main elements of the APE scheme, namely the targets and the sensing platforms. We also provide a formal characterization of the APE classification system.

Tab.\ref{tab:comparison} organizes the reviewed articles according to the APE method applied, the characteristics of the targets, as well as the number of sensing platforms involved.

A. The targets

Let $N$ be the number of targets to be searched and tracked. The movements of target $\ell$ at time instant $t$ can be described by a stochastic Markovian state transition model \cite{55}:

$$
\begin{align*}
&P_{t+1,\ell} = f_\ell(P_{t,\ell}, \omega_{t,\ell}); \; \ell = 1, \ldots, N \\
&\text{s.t. } P_{0,\ell} \sim P_0 \\
&\quad P_{t,\ell} \in \Pi, \; t \geq 0 \\
&\quad \omega_{t,\ell} \sim \Omega_{\ell}
\end{align*}
$$

(1)

where $P_{t,\ell}$ is the target position, $P_{0,\ell}$ is the initial condition, realization of the random vector with probability density $P_0$, $\Pi \subset \mathbb{R}^d$ ($d \leq 3$) is the workspace (i.e. the environment where targets move); and $\omega_{t,\ell}$ is the process noise, realization of a random vector with probability density $\Omega_{\ell}$ and support in $\mathbb{R}^d$. More specifically, the bias of $\Omega_{\ell}$ (i.e., $E[\omega_{t}]$) models the target driving input, while the variance (i.e., $\text{var}[\omega_t]$) accounts for the model inaccuracies and the state uncertainty. The process model is described by $p(P_{t+1,\ell}|P_{t,\ell})$, which is defined by $f_\ell: \Pi \times \mathbb{R}^d \rightarrow \Pi$, a (possibly) non-linear function that describes the dynamics of target $\ell$ \cite{55}. Typically, (1) can be simplified by assuming the same dynamic behavior and process noise distribution for all targets \cite{56}, namely

$$
\begin{align*}
f_\ell(\cdot) &= f(\cdot), \; \Omega_{\ell} = \Omega; \; \ell = 1, \ldots, N.
\end{align*}
$$

(2)

A typical choice for $\Omega$ is the Normal distribution \cite{55},

$$
\Omega = N(\mu_\Omega, \Sigma_\Omega).
$$

(3)

where $\mu_\Omega$ and $\Sigma_\Omega$ are the bias and variance of $\Omega$, respectively.

In the APE literature, a target may be active or passive \cite{57}.

We say that a target is active when it occasionally \cite{40} or continuously \cite{37} releases information on their presence \cite{47} (e.g., through radio ID \cite{72}) or on their position (e.g., GPS.

---

**Table I. Comparison of APE methods.**

| Ref. | Class | Target       | Motion Type | $N$ | $M$ |
|------|-------|--------------|-------------|-----|-----|
| [55] | SAT   | static       | P           | 1   | 1   |
| [42,59] | SAT | dynamic | P            | 1   | 1   |
| [35] | SAT   | dynamic      | A > 1       | 1   | 1   |
| [56] | SAT   | dynamic      | A > 1       | 1   | 1   |
| [22,59,60] | AL | static | A           | 1   | 1   |
| [41,61,62] | AL | static | A           | 1   | 1   |
| [24,57,63] | AL | static | A > 1       | 1   | 1   |
| [65] | AL    | static       | P            | 1   | 1   |
| [8,43] | AT    | dynamic      | P           | 1   | 1   |
| [18,66,67] | AT | dynamic | A           | 1   | 1   |
| [40,68] | AT    | dynamic      | A > 1       | 1   | 1   |
| [69] | AT    | dynamic      | A > 1       | 1   | 1   |
| [70] | PTS   | static       | P            | 1   | 1   |
| [71] | PTS   | dynamic      | P            | 1   | 1   |
| SAT: Search and Tracking; AL: Active Localization; AT: Active Tracking. A: Active; P: Passive. $N$: number of targets; $M$: number of sensing platforms.
coordinates \(^{2}\)). To this aim, target and (robotic) sensing platforms may establish some form of direct communication, for instance via radio \(^{18}\) or acoustic \(^{53}\) devices. Alternatively, active targets propagate information on their position via radio broadcasting \(^{59}\) or by spreading specific materials in the surroundings (e.g, hazardous chemicals, fluids, or gaseous particles \(^{22}\)). The presence of active targets is usually captured by robots equipped with ad-hoc sensing capabilities (i.e., radio receivers \(^{62}\), microphone arrays \(^{66}\), gas detectors \(^{24}\)); once the target is perceived, its position is inferred through the extraction of specific features from the collected data (e.g., the signal strength in radio communication \(^{73}\)). Active targets often carry electronic devices that send information to the APE system (e.g., portable WiFi transmitters \(^{74}\)). Despite this, it is important to remark that a target is not required to carry an emitting device to be active: it can be a device-free speaker \(^{35}\) or a radiation source in critical environments \(^{75}\). In addition, it should be noticed that the definition of active target does not include any awareness or collaboration guarantee from the target to the sensing platform.

As opposed to active targets, passive ones neither send their location information to robots nor hide from spread substances \(^{47},^{57}\); thus, they can only passively reflect the electromagnetic waves emitted from external sources (e.g., the platform transmitters \(^{76}\)). For this reason, passive targets are usually detected by sensors like cameras \(^{2}\) or radars \(^{77}\), via video processing techniques \(^{78},^{79}\) or through the variation of a measured signal (e.g., Differential Air Pressure \(^{57}\)).

**B. The sensing platforms**

Active sensing can only be accomplished with one or more sensing platforms with self-regulation capabilities \(^{5}\). Let \(M\) be the number of sensing platforms (robots) whose state is \(s_{t,m} \in S_{m}\), where \(S_{m}\) is the state space of the \(m\)-th robot \(^{7}\). The state space represents the platform degrees of freedom. It is Euclidean, \(\mathbb{R}^{d}\), when the platform translates in a one \(^{80}\) (i.e. \(d = 1\)), two \(^{24}\) (i.e. \(d = 2\)) or three \(^{59}\) (i.e. \(d = 3\)) dimensional space; in this case,

\[
s_{t,m} = c_{t,m} \in \mathbb{R}^{d},
\]

(4)

where \(c_{t,m}\) denotes the platform position. The state space is a rotation manifold when the platform can only rotate, either in one direction \(^{55}\) (pan/tilt only platform) or in two \(^{35}\) directions (pan-tilt platform); it follows that

\[
s_{t,m} = \begin{bmatrix} \alpha \\ \beta \end{bmatrix}^{T} \in S^{2},
\]

(5)

where \(\alpha\) and \(\beta\) are the pan and tilt angles, respectively; \(S^{2}\) is the sphere in \(\mathbb{R}^{3}\). Finally, the state space is Riemannian \(^{81}\) when the state embeds both translations and rotations \(^{82}\).

There are also high-dimensional robotic systems, like eye-in-hand manipulators \(^{83}\), where the state represents the joint parameters vector and encodes a large amount of degrees of freedom.

In APE tasks, the detection event is the process of collecting informative measurements on a specific target \(^{84}\). To this aim, each sensing platform is endowed with detection capabilities (e.g., object detectors in camera systems \(^{78}\), or gas detectors in STE applications \(^{24}\)) - see. Sec. \(\text{VII}\). Hence, we can characterize the detection event of target \(\ell\) at platform \(m\), at time \(t\), as a Bernoulli random variable \(D_{t}^{m,\ell} \in \{0, 1\}\) with success probability \(^{85}\)

\[
p(D_{t}^{m,\ell} = 1|p_{t,\ell}, s_{t,m}) = P_{d}(p_{t,\ell}, s_{t,m}).
\]

(6)

The target detectability depends on both the target position and the sensor state.

**C. Active Search and Probabilistic Target Search**

Active search of target \(\ell\) is accomplished before a target detection event has happened yet in any sensor, that is

\[
D_{k}^{m,\ell} = 0; \ k = 0, 1 \ldots , t; \ \forall m \in [1, M].
\]

(7)

In other words, Active Search (AS) starts with no target position information available and may employ a deterministic \(^{86}\), random \(^{87}–^{89}\) or probabilistic \(^{55}\) search. Deterministic search follows predetermined patterns, namely a systematic traversal of the whole environment along a predefined direction \(^{1}\). Examples of deterministic patterns are the spiral search \(^{90},^{91}\) and the lawn-mower pattern \(^{92}–^{94}\). On the contrary, random search is based on a completely random choice of the next platform actions. Randomization allows to solve problems that are not solvable by deterministic algorithms \(^{89}\); in spite of this, random search is not always efficient and usually serves as a lower bound when the objective is to minimize the expected time until target detection \(^{46}\).

**Probabilistic Target Search (PTS) \(^{46},^{55},^{95}\)** accounts for target motion and sensing uncertainties \(^{55}\) and formulates the search task within Bayesian probabilistic frameworks (e.g., Recursive Bayesian Estimation - RBE \(^{96}–^{98}\), Bayesian Optimization - BO \(^{70},^{99}–^{101}\)). In this way, it is possible to encode and keep updated the knowledge about potential target locations as a probability distribution, also referred to as belief or probabilistic map \(^{58}\); this is done by treating no-detection observations (i.e., measurements with no information on target position) as negative likelihood \(^{102}\). PTS methods consider optimization of the expected value of a search objective \(^{46}\), such as the probability of detection \(^{55}\), time to detection \(^{82}\), information gain \(^{18}\), or distance to the target \(^{45},^{103},^{104}\).

Probabilistic approaches are suitable to real-world scenarios, especially when resource consumption (energy and time) is critical \(^{82}\); this is due to the use of stochastic target motion models \(^{105}\), combined with the capability of representing realistic perception uncertainties \(^{13},^{83}\). Bayesian-based control has been proven to be faster, more robust, and more effective compared to traditional control methods that rely on direct (or filtered) sensor feedback \(^{28}\).

\(^{2}\)STE includes estimation of location, emission rate and other variables, needed to describe the spread of the hazardous materials (HAZMAT) using dispersion models.

\(^{3}\)The reader may refer to \(^{46},^{49}\) for a broader discussion on all possible active search classes.
In addition, relying on probabilistic strategies is necessary when dealing with large-scale search spaces; indeed, the inherent NP-hard complexity of the searching task [13], [32], [106]–[108] induces deterministic strategies to be computationally intractable for very large-scale environments [109], due to their polynomial [110] or exponential [111], [112] scalability with the size of the environment. Finally, compared to deterministic path planning, PTS strategies are more able to adjust the platform behavior in response to new information [13], [52]; this higher adaptivity properties are proven to attain more accurate target position estimates and lower search times (i.e., higher efficiency) [22], [28]. Thus motivated, in this review we focus on PTS approaches; the reader may refer to [46], [49] for a broader discussion on all possible active search classes.

D. Active Localization and Tracking

Active Tracking starts when condition (7) breaks, namely

\[ \exists (k, m) \text{ s.t. } D_{k}^{m, \ell} = 1. \]  

Active Tracking is referred as Active Localization when targets are static, namely

\[ p_{t, \ell} = p_{t}, \forall \ell = 1, \ldots, N. \]  

Active Localization (AL) and Active Tracking (AT) use measurements provided by single [66] or multiple [40] onboard sensors to control the platform while estimating the target position. Sensing modalities include vision [2], radar [77], audio [66] and radio signals [37]. Measurements may be aggregated through sensor fusion, which can be uni-modal [40] or multi-modal [35], cooperative [24] or non-cooperative [37]. The sensing platform selects the information to extract from the belief map based on a predefined criterion (e.g. reaching a goal position [103], maximizing the information gain [18], [22], maximizing the probability of detection [58]) and injects it into the controller, in order to generate the next sensor action.

E. Search and Tracking

When Active Search precedes Active Tracking, it is referred as Search and Tracking (SAT). With multiple targets [36], search and tracking modes are alternated with respect to the level of uncertainty about the detected targets location. In fact, while tracking allows to reduce the uncertainty of a detected target, the search mode is more explorative and gives the possibility to find previously undetected targets. Hence, in SAT each robot does not lock its operation in a given mode, but rather uses some left unobserved and unlocated targets to continuously search for new ones; on the other hand, when it operates in search mode, some targets are left unobserved and their location uncertainty grows. For this reason, typical SAT solutions [35], [36], [114], [115] apply mode switching policies leveraging on the number of detected targets [35], the uncertainty level and the accuracy associated to each tracked target [114], and the cost of moving from one mode to the other [36].

Fig. 2. POD of a visual sensor [95]: the camera can not detect any object outside the FoV, while the detection capabilities are maximized at the center of the sensing domain. An object is unlikely to be recognized when too far or too close to the camera, due to scale and resolution issues.

III. THE SENSING UNITS

A. The observation model

Each platform sensor is characterized by a Field of View (FoV), \( \Phi(s_{t, m}) \), that is the portion of physical space where the target Probability of Detection (POD), \( P_{D} \), is positive [84], [95], namely

\[ \Phi(s_{t, m}) = \{ x \in \mathbb{R}^{3} : 0 < P_{D}(x, s_{t, m}) \leq 1 \}. \]  

The FoV is a finite solid in \( \mathbb{R}^{3} \), whose shape depends on the POD; this, in turn, is a function of the sensor state and might be non-constant over \( \Phi(s_{t, m}) \). In fact, \( \Phi(s_{t, m}) \) is related to the sensor physical properties, such as the border effects, intrinsic and extrinsic parameters in cameras [83], [84], [95]; transmittance in RADARs [116]; geometrical configuration of microphone arrays in acoustic systems [117]–[119]; antenna radiation pattern in radio signals [120], [120], [121]. The POD is related also to the range of a sensor, which determines the largest distance at which a target is detectable (over all possible sensor’s configurations); formally, for the sensor of the \( m \)-th platform

\[ R_{m} = \max \{ \| x \|_{3} : P_{D}(x, s_{t, m}) > 0, \forall s_{t, m} \in S_{m} \} \]  

By definition, for the \( m \)-th platform in position \( c_{t, m} \) at time \( t \), it follows that

\[ \| c_{t, m} - p_{t, \ell} \|_{2}^{2} > R_{m} \Rightarrow P_{D}(p_{t, \ell}, s_{t, m}) = 0, \]  

namely, a target can not be detected when outside the sensor range. Fig. 2 shows the FOV and the POD of a camera [95]. The limited angle of view restricts the target detectability; border effects reduce the POD along the sides of the FOV, while depth effects make the target less detectable at larger distances (the range is \( R \approx 20 \text{ m} \)). Different sensors are characterized by different FoVs and different ranges [10], [11]; these, in turn, have a direct impact on the target detection capabilities, according to [12].

The behavior of a specific sensor is mathematically characterized through an observation model. An observation model describes the measurements generation process, relates the target state and the sensor configuration with collected observations, and statistically characterizes the noise associated to each measurement. An accurate and reliable observation model is fundamental to apply suitable statistical filtering techniques [97] that mitigate sensor nuisance, refine collected measurements and improve the target state estimates.

In addition, relying on probabilistic strategies is necessary when dealing with large-scale search spaces; indeed, the inherent NP-hard complexity of the searching task [13], [32], [106]–[108] induces deterministic strategies to be computationally intractable for very large-scale environments [109], due to their polynomial [110] or exponential [111], [112] scalability with the size of the environment. Finally, compared to deterministic path planning, PTS strategies are more able to adjust the platform behavior in response to new information [13], [52]; this higher adaptivity properties are proven to attain more accurate target position estimates and lower search times (i.e., higher efficiency) [22], [28]. Thus motivated, in this review we focus on PTS approaches; the reader may refer to [46], [49] for a broader discussion on all possible active search classes.

D. Active Localization and Tracking

Active Tracking starts when condition (7) breaks, namely

\[ \exists (k, m) \text{ s.t. } D_{k}^{m, \ell} = 1. \]  

Active Tracking is referred as Active Localization when targets are static, namely

\[ p_{t, \ell} = p_{t}, \forall \ell = 1, \ldots, N. \]  

Active Localization (AL) and Active Tracking (AT) use measurements provided by single [66] or multiple [40] onboard sensors to control the platform while estimating the target position. Sensing modalities include vision [2], radar [77], audio [66] and radio signals [37]. Measurements may be aggregated through sensor fusion, which can be uni-modal [40] or multi-modal [35], cooperative [24] or non-cooperative [37]. The sensing platform selects the information to extract from the belief map based on a predefined criterion (e.g. reaching a goal position [103], maximizing the information gain [18], [22], maximizing the probability of detection [58]) and injects it into the controller, in order to generate the next sensor action.

E. Search and Tracking

When Active Search precedes Active Tracking, it is referred as Search and Tracking (SAT). With multiple targets [36], search and tracking modes are alternated with respect to the level of uncertainty about the detected targets location. In fact, while tracking allows to reduce the uncertainty of a detected target, the search mode is more explorative and gives the possibility to find previously undetected targets. Hence, in SAT each robot does not lock its operation in a given mode, but rather uses some left unobserved and unlocated targets to continuously search for new ones; on the other hand, when it operates in search mode, some targets are left unobserved and their location uncertainty grows. For this reason, typical SAT solutions [35], [36], [114], [115] apply mode switching policies leveraging on the number of detected targets [35], the uncertainty level and the accuracy associated to each tracked target [114], and the cost of moving from one mode to the other [36].
data, and quantify the uncertainty associated to an estimation process. Furthermore, observation models are often at the basis of the controller synthesis in active sensing schemes (see Sec. [V]). Finally, observation models affect the accuracy, the computational load and the convergence rate of most localization techniques [97]; therefore, they are crucial and powerful tools for the design of any probabilistic APE solution. The observation model of sensor $m$ w.r.t. target $\ell$ can be formalized based on the sensor FoV and the target POD as [95]

$$z_{t,m}(p_{t,\ell}, s_{t,m}, \nu t_t) = \begin{cases} h_m(p_{t,\ell}, s_{t,m}, \nu t_t), & \text{if } D_{m,\ell}^{m,\ell} = 1 \\ 0, & \text{otherwise} \end{cases} \quad (13)$$

where $\nu t_t$ is the measurement noise, realization of a random vector whose probability density has support in $\mathbb{R}^p$. When the target is not detected, the platform collects an empty measurement (i.e., $\emptyset$), that is, the observation contains no information on the target. Otherwise, a (possibly) non-linear output function

$$h_m : \Pi \times S_m \times \mathbb{R}^p \to \mathbb{R}^p \quad (14)$$

transforms the target position into a $p$-dimensional measurement vector. The platform can therefore extract information on the target position by leveraging on the set of past and current measurements, namely $z_{t,1:t,m}$. The analytical form of $h_m(\cdot)$ and the dimension of $z_{t,m}$ depend on the specific sensor type; for instance, $z_{t,m}$ for a visual sensor is the projection of the target position onto the camera image plane, according to the perspective projection equations [122]. The output function depends also on the (current) sensor state, since different sensing configurations have different effects on the observation process. An example is given by anisotropic radio receivers, where the communication quality with the target is strongly affected by the relative position and orientation of the sensor with respect to the target [123]; alternatively, consider the effect of camera intrinsic and extrinsic parameters in visual observations [84], [122]. The noise components induce a stochastic characterization of the observation model; hence, we can equivalently reformulate (13) in a probabilistic manner through the likelihood function

$$p(z_{t,m}, D_{t,m}^{m,\ell} = 1 | p_{t,\ell}, s_{t,m}) = p(z_{t,m} | p_{t,\ell}, s_{t,m}) \times P_D(p_{t,\ell}, s_{t,m}). \quad (15)$$

The likelihood represents the probability of gathering the measurement $z_{t,m}$, given the platform state and the target position $\ell$; in particular, $P_D(p_{t,\ell}, s_{t,m})$ refers to the target detectability, while $p(z_{t,m} | p_{t,\ell}, s_{t,m})$ captures the sensor performance, supposed to be independent w.r.t. the target detectability. In case of no-detection observations (i.e., $z_{t,m} = \emptyset$), (13) is referred to as negative likelihood [55], [102] and it holds

$$p(z_{t,m} = \emptyset, D_{t,m}^{m,\ell} = 0 | p_{t,\ell}, s_{t,m}) = 1 - P_D(p_{t,\ell}, s_{t,m}). \quad (16)$$

For this reason, the observation likelihood is also called generative model: each datapoint $z_{t,m}$ is a realization of a random vector whose probability distribution function is the likelihood in (15).

### B. Probabilistic map

An APE task is said to be probabilistic when information about the target location is modeled with a probability map, kept updated through observations $z_{t,1:t,M}$. As Fig 1 shows, the map is then used to guide the platforms towards the next actions [71]. Probabilistic approaches account for realistic perception uncertainties [83]; hence, they are suitable to manage real-world (noisy) scenarios, unmodeled dynamics, sensing nuisance. Furthermore, probabilistic decision making has high adaptivity properties [13], and it is useful when poor a-priori knowledge is available [59]. Finally, the stochastic formulation of the measurement process allows to model and account for the lack of data through the negative likelihoods [16].

Most probabilistic APE solutions adopt Bayesian filtering [124] or Gaussian Process Regression (GPR) [125] for the map generation and update process. In the framework of Bayesian filtering, the map is represented by the posterior distribution of the target location given current and past measurements, namely $p(p_{1:t} | p_{1:1}, s)$. To compute this posterior, RBE is often applied (e.g., Kalman filtering [37], particle filtering [96], [97]). The major benefit of RBE is that it allows to efficiently and recursively update the map, as new measurements are collected. However, the particle-based approximation involved in Sequential Monte Carlo approaches [96] makes it difficult to compute uncertainty descriptors (e.g., posterior entropy) from the particle-based approximation of the posterior density [126]. As discussed in Sec. VI, this is a central issue in APE literature.

Some APE problems are formulated as environmental mapping tasks, where the target location is inferred from the estimated spatial distribution of a physical quantity (e.g., source signal strength [16], [74]) or from occupancy maps [70], [127]. In this framework, a common approach is to tessellate the workspace $\Pi$ into a grid map and apply RBE to each cell of the grid [127]. The main drawback of this method is the poor scalability property in large-scale scenarios or when high spatial resolutions are required.

As an alternative to tessellation or RBE, the target posterior distribution can be estimated directly over the continuous domain $\Pi$ via GPR. Indeed, Gaussian Processes (GP) encode spatial correlation structures in a probabilistic and non-parametric manner; they are also capable of accounting for prior knowledge and data dependencies. Furthermore, GPs provide predictions with uncertainty measures, useful to guide robots towards more uncertain areas. GPs were initially unpopular for online APE planning applications, due to their computational complexity and non-recursive nature, as well as their bad scaling properties with large datasets. Indeed, a critical problem for the long term tasks is the large-scale accumulated data, which might exceed the capacity of onboard computational hardware. To alleviate the computational bottleneck caused by large-scale data accumulation, some methods for reducing the computing burdens of GPs have been recently proposed. For example, sparse GPR dynamically selects only the most informative data, while abandoning the samples that are less informatively novel [128] (i.e., only a subset of data that provides the greatest contribution). Other approaches
suggest efficient and online GP model refinement techniques hinging on Bayesian recursive algorithms [13].

C. Perceiving passive targets

Assuming the target to be equipped with ancillary emitting devices is a constraining hypothesis in many real-life applications. For instance, in SAR missions and video surveillance the objective is to detect people (or objects) that, in general, do not establish any kind of communication with the sensing platforms (i.e., the targets are passive). Sensors for perceiving passive targets include cameras, RADARs, and LiDARs.

Vision-based control, or visual servoing, is widely used for target search and tracking [2, 38, 59, 82, 83, 95, 107]. The main motivation stems on the affordable cost of cameras and the high information content of visual data (i.e., images); furthermore, various computer vision applications have greatly benefit from the recent advances in signal processing and artificial intelligence (deep learning, in particular), such as object detection and classification, action and activity recognition, and human pose estimation [129]. In spite of this, occlusions and FoV directionality limit the range, applicability and success of camera-only platforms [130]. Another downside of this technology lies in the fact that adverse weather conditions, e.g., fog or rain, or external light sources, can severely affect its output.

Visual servoing systems use feedback information extracted from a camera to control the motion of a robot [83], or the parameters of the camera itself (e.g., pan, tilt, zoom, exposure) [8]. In this latter case, visual servoing is referred as active vision [5, 6, 51]. To avoid inefficient search strategies, characterized by local minima and unstable behaviors [83], POD modeling is a critical aspect when dealing with vision-based systems [70, 84]. The fundamental aspects every realistic camera observation model should consider are image edge effects, detection depth range, and scale effects: the image plane has poor detection capabilities on the edges, due to distortions caused by the camera sensor [38]; distant objects are seen at low resolution and their detection probability is low [52, 70, 95]; finally, objects too close to the camera may not be recognized, due to poor scale-invariance properties of some computer vision algorithms.

To account for these phenomena, a possible detection model is [83]

\[ P_D(p_{t}, l, s_{t,m}) = \Gamma(d_l) \prod_{i=1}^{2} c(u_t, \ell_u)c(v_t, \ell_v) \]

\[ c(x, y) = 1 + e^{-(1)^i(l(x-y)) \ell_u = (-1)^i(L_u/2 - \epsilon), \ell_v = (-1)^i(L_v/2 - \epsilon)} \]

\[ \Gamma(d_l) = \left[ (1 + e^{\beta_\ell(d_l-d_s)}) (1 + e^{\beta_\ell(d_l-d_s)}) \right]^{-1} \]

where \( L_u \) and \( L_v \) represent the image plane dimension; \( (u_t, v_t) \) is the target position projected onto the image plane; \( d_s \) is the shortest distance at which the target is detectable; \( d_l \) is the target distance; \( \ell, \epsilon, \beta_\ell, \beta_\ell \) are user-defined parameters. Alternatively, the POD can be modeled as a bivariate Gaussian distribution over the camera image plane, resembling Fig. [2] [42, 53]. The depth effect can be accounted separately by modeling the POD as piecewise continuous function of the sensor altitude [59]. Modeling the POD as in [17] or through Gaussian functions has a strong intuitive rationale and it often works in practical applications. Nonetheless, these models incur in a formal issue: the infinite support that characterizes \( c(x, y) \) and Gaussian functions is not compatible with the limited sensing domain of cameras. In this regard, literature offers more realistic camera models [84] that handle the limited domain of visual sensors, but they often require extensive user-defined parameters tuning.

LiDAR and RADAR are remote sensing devices used for detection, tracking, and imaging of various objects, especially in agriculture and advanced driving assistance systems (ADAS) [131]. They both use a transmitter to emit a wave (light for LiDAR, radio for RADAR) and, by measuring the time it takes the wave to hit an object and bounce back to the receiver, they can measure the distance to the object. Both technologies are highly effective at night, but RADAR scanners [55, 65] are cheaper, have longer detection ranges (up to 200 m) and allow for measurements with higher reliability and robustness. In particular, radio waves have low attenuation, which allows them to travel minimally disturbed even in poor weather and without being affected by light conditions. The main problem of RADAR technologies is the high sensitivity to environmental disturbances, interferences from external sources, and cluttering, as most radio-based detection systems; moreover, the SNR is strongly related to the target distance and to its scattering coefficient (that, in turn, is related to the material reflectivity) [116]. Finally, RADARs cannot distinguish different types of objects.

On the other side, light signals work in the nanometer range, making LiDAR systems much more accurate and precise than RADAR systems. A lower wavelength also means that a LiDAR system can detect smaller objects. Furthermore, high resolution and real-time 3D representation of the environment (point cloud) is helpful to obtain shape and distance of surrounding objects, thus facilitating object detection and classification. The downside of LiDARs is the strong sensitivity of the measurement process induced by light waves medium. For example, LiDAR systems do not perform as well as RADARs in bad weather conditions.

D. Perceiving active targets

Active targets propagate in the environment position-related information (e.g., substances, sound, radio frequencies) from which the sensing robots can perceive their presence. Most of the works concerned with active targets typically assume the target to be always inside the sensing range; therefore, they neglect the search phase [40]. Existing works mainly differ in the way target-informative data are used to perform AL and AT.

Concentration sensors such as gas [24] and atmospheric [22] particles detectors are embedded in autonomous sensing vehicles employed in STE tasks. Traditionally, a network of static sensors are used to estimate the source term; however, it is infeasible to cover the entire workspace with sensors dense enough to determine the source before it has spread.
significantly. Hence, recently mobile unmanned platforms have
been equipped for STE. Mobile sensors provide the additional
ability to perform boundary tracking of the contaminant and
source seeking to aid in the emergency response. Nevertheless,
using mobile sensors for STE introduces additional research
challenges, concerning how to optimally move each platform in
order to produce the best estimate of source parameters
within the minimum amount of time, or effort. The solution
requires an interdisciplinary fusion of a number of robotics
research areas such as autonomous search, multiple robot
cooperation, informative path planning, and control.

Acoustic signal-based localization techniques often leverage
on the energy of the incoming signal, or on the time-related
information (i.e., time stamps) contained in modulated acoustic
signals; from this information, the microphones array mounted
on the robot can estimate the transmitter-receiver relative
distance or bearing \[132\]. MUSIC \[133\] or SRP-PHAT \[134\] algorithms are typically used to estimate the relative Angle of
Arrival (AoA) between the robot and the source. Alternatively,
AoAs can also be measured sequentially, for instance by a
moving robot equipped with microphone arrays \[66\]. On the
other hand, inferring distance information from microphone
data is generally difficult in reverbrant rooms and often
relies on labeled training data \[135\]. In general, audio signals
enable high localization accuracy \[66\] and are characterized by
wider FoVs with respect to visual ones \[35\]; however,
this technology is affected by critical pitfalls, like sound
pollution \[136\] and extra hardware requirements, which need
accurate microphones synchronization, achieved either through
intensive pre-deployment phases or with the employment of
specialized boards. Moreover, acoustic signals are subject to
distortions caused by environmental changes, object obstruc-
tion, signal diffraction, as well as the ego-noise generated by
motors and propellers of the sensing robot itself \[136\].

Radio-frequency (RF) signals \[121\], \[123\] represent an
alternative to acoustics. RF signals guarantee higher reception
ranges (~ 100 m) \[121\], low energy consumption \[137\] and they often
come as parasitic in many real-life scenarios, since
most of the current smart phones, laptops and other portable
user devices are WiFi or Bluetooth enabled. For these reasons,
RF-based AL has been largely used in literature \[36\], \[37\],
[39]–[41], \[68\] and in commercial applications, especially
when the objective is to reduce the deployment, economic and
energy impact on the overall setup. In spite of this, latencies
\[138\], \[139\] and environmental interference (e.g.,
cluttering and multi-path distortions) generate strong signal
instabilities and limit the accuracy of RF-based solutions \[121\],
[123]. To increase the SNR (often below 10 dB \[140\]), complex
pre-processing algorithms have been suggested \[60\], \[73\],
\[141\]. These, however, are computationally demanding and
may need dedicated and energy-harvesting hardware, which
collides with the typical use of RF architectures. At the
same time, latency effects can impose significant challenges
to real-time localization; the main cause of latency resides
in the adopted communication protocols, which tune collision
phena and scanning intervals to achieve balance between
energy and accuracy \[142]–[144].

Similarly to acoustics, Angle of Arrival (AoA) \[145\] can
be estimated also between radio transmitters and receivers,
using antennae arrays at the receiver side. To do this, the
time difference of arrival (TDOA) at individual elements of
the antennae arrays is computed. To estimate the target
(transmitter) position from AoA samples, at least two receivers
are required. Then, triangulation or Kalman filter can be
applied \[36\]. The former is a pure geometric approach whose
accuracy is limited by the number of sensor platforms and it
does not improve with time. On the contrary, Kalman filter
is capable of gradually increasing the localization accuracy
in time, independently from the number of sensor platforms
used \[36\]. Although AoA can provide accurate estimation
when the transmitter-receiver distance is small, it requires
complex hardware architectures, as well as decent computa-
tion power and energy \[141\]. In addition, accuracy deteriorates
with increase in the transmitter-receiver distance, where a
slight error in the angle of arrival calculation is translated into
a large error in the actual location estimation.

To reduce hardware requirements and the computational
load, it is possible to exploit side effects of wireless commu-
nication. One of the simplest and widely used techniques is
to extract the Received Signal Strength Indicator (RSSI) from
standard data packet traffic \[121\]. The RSSI is the actual signal
power strength measured at the receiver side, and, in theory,
it’s value is connected to the distance between transmitter and
receiver. More formally, the reference model to describe the
relation between the RSSI and the Tx-Rx distance is the so-
called log-distance path-loss model (PLM) \[146\], according
to which the received power \( r(\cdot) \) at distance \( d \) from
the transmitter can be expressed (in dBm) as

\[
r(d) = \kappa - 10n\log_{10}(d/\delta) + v, \quad v \sim \mathcal{N}(0, \sigma^2). \tag{18}
\]

The zero-mean Gaussian noise \( v \) accounts for sensor distor-
tions, model inaccuracies and environmental interference; \( n \) is
the attenuation gain and \( \kappa \) is the RSSI at the reference distance
\( \delta \). Given the RSSI-distance relation \[18\], several tech-
iques are applied to estimate target position. Geometric
approaches leverage on model inversion and trilateration \[147\]; hence, at
least three receivers are required. Being deterministic, their
robustness to measurement noise and model inaccuracies is
often low. Model inaccuracies are particularly critical, since
the PLM is too simple to accurately capture the strong signal
instabilities and the environmental sensibility \[73\]. Statistical
strategies better account for both model inaccuracies and
measurements noise \[148\], by treating RSSI observations as ran-
dom variables and leveraging on statistical filtering techniques
to refine raw datapoints (e.g., Kalman filter \[149\], particle
filter \[150\], \[151\], belief function theory \[152\]). Model inver-
sion is not always needed and, under specific conditions, one
receiver is sufficient to localize a moving target \[85\]. In Data-
driven models the RSSI-distance relation is represented by a
Deep Neural Network (DNN), whose parameters are optimized
during the offline training session \[73\], \[153\]. The main benefit
comes from the theoretical function approximation properties
of DNNs \[154\]: the degrees of freedom given by DNN hyper-
parameters (e.g., number of layers, number of nodes per layer)
allow to tune the level of complexity of the model; hence, in
principle, it is possible to accurately capture the underlying
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TABLE II

COMPARISON OF SENSING MODALITIES USED FOR APE TASKS.

| Ref. | Sensing modality |
|------|------------------|
|      | Vision | Radar | Audio | RF | Others |
| 37, 68 | ✔️ | DP-RTF | RSSI |
| 40, 41 | ✔️ | RSSI |
| 59, 61 | ✔️ | TDOA |
| 60, 69 | ✔️ | AoA |
| 42, 58 | ✔️ | RADAR |
| 18 | ✔️ | RSSI |
| 18 | ✔️ | AoA |
| 22 | ✔️ | RSSI |
| 55 | ✔️ | AoA |
| 63 | ✔️ | RSSI |
| 65 | ✔️ | AoA |
| 65, 67 | ✔️ | RSSI |
| 64 | ✔️ | AoA |
| 65 | ✔️ | RSSI |
| 65 | ✔️ | AoA |
| 65 | ✔️ | Scan-Based |
| 77 | ✔️ | TDOA |

(a): generic sensor with limited sensing domain; (b): atmospheric sensor; (c): gas sensor; (d): magnetic field sensing.

The signal strength can also be used to estimate the relative propagation behavior. In practice though, hyperparameters optimization is achieved either via extensive brute-force search or through sub-optimal optimization techniques. Another potential drawback of deep models is that explicit constraints of the underlying physical laws are generally not considered, and this may limit the generalization capabilities. In addition, training processes commonly require larger datasets than model-based parametric estimation procedures. Finally, when input noise is high (i.e., low SNR), overfitting issues may arise. Model-free techniques mainly refer to the fingerprinting strategy; the operational space is divided into cells and a database is generated, such that each cell is associated to a specific range of RSSI values. When online RSSI data are collected, matching algorithms are applied to retrieve the target position (at cell resolution). Recently, several works have proven the effectiveness of using Recurrent Neural Networks (RNNs) to guide the fingerprinting system. The main disadvantage of model-free techniques is that they may overfit, thus offering poor adaptation capabilities in dynamic and cluttered environments. Furthermore, the database generation process requires cumbersome experimental campaigns, even though distributed procedures may help to tackle this issue.

To sum up, RSSI-based localization approaches are simple and cost efficient, but they suffer from poor localization accuracy. Cluttered scenarios make the log-distance path-loss model weakly reliable. Furthermore, multipath fading and indoor noise induce severe RSSI fluctuations, so that the noisy component hides the informative part on the target distance; in fact, in real-world scenarios the signal strength can also be used to estimate the relative angle between the receiver and the transmitter (i.e., bearing). However, in this case motorized directional antennas are required.

E. Discussion

As highlighted by Tab. II, the same APE task can be solved by using different sensing modalities (e.g., RSSI, bearing and magnetic field); in general, which sensing modalities to rely on is an application-dependent choice. However, only few of the reviewed works provide formal or empirical comparative analysis to motivate their sensors choice, or to investigate the main pitfalls of alternative solutions. It follows that literature still misses a comparative analysis on the differences between the various sensors types. In particular, it would be interesting to compare the performance of search and tracking in case of passive and active targets: intuitively, updating the belief map with the negative information provided by passive targets is expected to produce long search times before the target is detected; on the other hand, technologies for active targets (e.g., RF and acoustic signals) are typically sensitive to measurement noise and might struggle in harsh environments.

Regarding RF-based methods, it is still unclear the impact that some structural properties have on APE tasks; some of these are long sampling times usually higher than 100 ms, delays and packet losses, cluttering, orientation of the antenna, and energy consumption. Only few works investigate the influence of these factors on SAT problems. Even in these rare cases, the data are often collected from static targets and the analyses are mainly empirical; hence, the results cannot be generalized to different working conditions.

Finally, most of the reviewed solutions rely on a single sensing modality; hence, more research is needed to prove the benefits of multi-modal approaches.

IV. Multi-Sensor APE

Single-sensor strategies can sometimes be inadequate: active targets are perceived at long ranges, but measurement noise represents a critical bottleneck for the localization accuracy; on the other hand, passive targets do not need to use any ancillary equipment, but they are difficult to be detected in highly cluttered environments. For these reasons, some research effort has been devoted to the design of Multi-Sensor APE (MS-APE) systems, where information is collected from multiple sensing units. In MS-APE schemes, the way data is aggregated and manipulated is a fundamental issue; indeed, an efficient information fusion technique can reduce the amount of data traffic, filter noisy measurements, and make better predictions and inferences about the target position. In the last two decades, several information fusion methods, architectures, and models have been proposed. Consequently, the literature on this theme is extremely vast and can not be classified in a unique way.

In this Section, the works on MS-APE are classified according to the number of platforms, that is, into single and multi-platform strategies. These, in turn, are referred to...
as uni-modal [83] or multi-modal [35], according to the level of sensors heterogeneity involved (see Fig. 3).

A multi-sensor APE algorithm exploits multiple sensing units to perform search, localization or tracking tasks. The general formulation considers $M \geq 1$ sensing robots, with the $m$-th platform endowed with $C_m \geq 1$ sensing units, also referred as channels [170]. Therefore, a MS-APE system is composed by a total of

$$C_{tot} = \sum_{m=1}^{M} C_m$$

sensing units distributed on $M$ spatial locations (i.e., the robot positions). In this framework, the measurements collected by every channel are aggregated in a single multi-sensor observation

$$z_t(p_{t,\ell}, s_{t,1}; M) = \begin{bmatrix} z_{t,1}(p_{t,\ell}, s_{t,1}) \\ \vdots \\ z_{t,m}(p_{t,\ell}, s_{t,m}) \\ \vdots \\ z_{t,M}(p_{t,\ell}, s_{t,M}) \end{bmatrix},$$

where $z_{t,m}(p_{t,\ell}, s_{t,m})$ fuses the measurements from the $C_m$ internal channels of the $m$-th platform, namely

$$z_{t,m}(p_{t,\ell}, s_{t,m}) = \begin{bmatrix} z^{(1)}_{t,m}(p_{t,\ell}, s_{t,m}) \\ \vdots \\ z^{(C_m)}_{t,m}(p_{t,\ell}, s_{t,m}) \end{bmatrix}.$$  

Each channel follows the single-sensor observation model [13], that is

$$z^{(j)}_{t,m}(p_{t,\ell}, s_{t,m}) = \begin{cases} h^{(j)}_{m}(p_{t,\ell}, s_{t,m}, v^{(j)}_{t,m}), & \text{if } D^{m(j)}_{t,\ell} = 1 \\ \emptyset, & \text{otherwise} \end{cases}$$

where $v^{(j)}_{t,m}$ is the stochastic noise (of given statistics) affecting channel $j$ of platform $m$, while $D^{m(j)}_{t,\ell}$ is the detection event of target $\ell$ from channel $j$ of platform $m$.

### A. Uni-modal and multi-modal MS-APE

A multi-sensor APE can be either uni-modal [83] or multi-modal [35]. A uni-modal MS-APE satisfies the condition

$$h^{(j)}_{m}(\cdot) = h(\cdot), \ j = 1, \ldots, C_m, \ m = 1, \ldots, M. \quad (23)$$

In this case the system is composed only by homogeneous sensors, namely all platforms channels collect measurements of the same sensing modality. Examples are given by swarms of camera-embedded UAVs [82], multi-camera eye-in-hand manipulators [171], [172], and multi-antenna platforms [173], [174].

On the other hand, a multi-modal MS-APE admits the presence of at least two different sensing modalities; formally

$$\exists (j,k) \text{ s.t. } h^{(j)}_{m}(\cdot) \neq h^{(k)}_{m}(\cdot), \ m, m' \in [1, M]. \quad (24)$$

This is the case of a system composed by heterogeneous sensors. Examples are given by robots equipped with cameras surrounded by a microphone array [35] (in this case, $m = m'$), or teams of robots where agent $m$ is equipped with different sensors with respect to agent $m'$ (in this case, $m \neq m'$) [175].

### B. Multi-Sensor Single-Platform (MSSP) APE

Several APE tasks (e.g., single target tracking [85]) do not require multiple sensing robots to be accomplished; hence, the use of a single platform (i.e., $M = 1$) is more time and cost efficient. A sensing platform, endowed with multiple sensors on-board, can be either uni-modal or multi-modal. In the former case, it collects the same sensing modality (e.g., visual information [171]) from all its channels, according to the constraint (23). Otherwise, if (24) holds, it is referred to as multi-modal. Embedding multiple (potentially different) sources of information on a single platform opens up new perspectives in scene perception. Multi-sensor integration allows to refine single-sensor measurements and obtain more accurate data [176]. More specifically, uni-modal multi-sensor platforms enable parallelisation and specialisation [177], while sensors heterogeneity induces inherent robustness and complementarity (i.e., different properties of the environment can be perceived). Notably, the aggregated data (either homogeneous or heterogeneous) allow inferences that are not possible with single-sensor measurements [167].

An example of uni-modal MSSP-APE is given by multi-camera platforms [173]: the multi-view geometry allows stereoscopic vision from single camera observations; this can then be used for localization and 3D geometric mapping tasks [178]. At the same time, the possibility of acquiring information from different perspectives allows to better handle occlusions, as well as dynamic multi-target scenarios [172], [179]. Besides visual-based positioning, uni-modal MSSP-APE schemes are widely used in audio and radio localization as well, as previously discussed in Sec. III-D. In this case, an array of receivers (either microphones or antennas) is employed to estimate the target position, while this is not feasible with measurements coming from single receivers only [118], [145]. On top of that, the use of multiple receivers has been proven to guarantee higher accuracy and stability in the localization process [174], [180].
In spite of the advantages introduced by uni-modal MSSP-APE solutions, some applications require a high level of complementarity, which can only be obtained through multi-modal platforms [35], [181], [182]. For instance, RSSI observations are often combined with camera measurements [181], [182] because visual-based tracking provides high accuracy and mitigates the inherent ambiguity in RSSI data [67]. Conversely, radio observations are used to detect the target at long ranges and under cluttering conditions, providing a rough position estimate and reducing the typical long search phases of camera-only approaches [183]. Despite being promising for target search and tracking, the fusion of RF and camera sensor data is still an open problem with sparse documentation [182]. Finally, it is important to remark that, to achieve multi-modal perception, it is not always necessary to supply the robot with a specific set of physical sensing units, one for each modality; sometimes it is sufficient to extract different features from the same sensor to get different information cues on the environment. For instance, given an array of radio antennas, it is possible to retrieve both ranging (RSSI) and bearing (AoA) data on the target [184].

The main applications that take advantage from multi-sensor integration systems belong to the field of collaborative robotics and human-robot interaction [35], [170], [183]. Consider, as an example, a robot interacting with surrounding people [35]. In this scenario, the robot should be able to decide where to look in order to estimate the number of people in the environment. To this aim, the combination of audio-visual measurements within a deep reinforcement learning (DRL) framework has been proven to enable the robot to autonomously learn gaze control policies [35]. In this way, the robot decides where to look next, trying to maximize the number of people present in the camera FoV, and favoring people who speak. This application highlights one of the main advantages of audio-visual measurements, that is, the speakers are localized without using any specific device. More specifically, acoustic sources are located via Direct-Path Relative Transfer Function (DP-RTF) [186], which allows to track people outside the camera FoV, and once a person has been visually detected, it is kept within the visual FoV with high accuracy. Another application that benefits from mobile sensor-rich robots is autonomous assistance of motor-impaired patients [185]. The robot exploits on-board sensors (RFID tags, cameras, and LiDAR) to localize, approach and grasp objects of interest (e.g., a bottle of water, medications, or a mobile phone), successively delivered to the patient [29]. Finally, multi-modality has been found useful also for STE, with atmospheric sensors providing an initial estimate of the source location, further refined through visual observations [187].

The stochastic characterization of single channel measurements (22) induces \( z_{t,m} \) to be a random vector as well. Hence, the techniques used to manage probabilistic maps in single-sensor APE (see Sec. III-B) can be extended to the multi-sensor (single-platform) case. In particular, once the observation model of each channel is known, it is possible to compute the joint likelihood as [188]

\[
p(z_{t,m} | x_{t}, \ell, s_{t,m}) = p \left( z_{t,m}^{(1)} , \ldots , z_{t,m}^{(C_m)} | x_{t}, \ell, s_{t,m} \right) = \prod_{j=1}^{C_m} p \left( z_{t,m}^{(j)} | x_{t}, \ell, s_{t,m} \right),
\]

where measurements coming from different sensors are commonly supposed independent. The joint likelihood is then incorporated into a RBE scheme to estimate the target position. Notably, this approach allows to treat uni-modal and multi-modal platforms in the same manner.

**C. Multi-Sensor Multi-Platform (MSMP) APE**

In robotics applications, the use of multiple sensing platforms (i.e., \( M > 1 \)) increases redundancy, making the system less vulnerable to failures and adversarial attacks [44]. Moreover, swarms of robots have the ability to simultaneously gather information from disjoint locations, while the sensing capability of a single robot is restricted to a limited region (see Sec. III). Hence, spatial and temporal coverage problems are reduced when deploying multiple platforms in the monitored environment [167], [189]. Finally, multiple platforms are typically employed when the objective includes different concurrent tasks, such as coverage and tracking [15], or SAT [36].

In the specific case of APE tasks, the cooperation among multiple agents allows to localize multiple targets, to refine their position estimate, and to accelerate the convergence rate of the localization process. In addition, by jointly performing decision-making strategies, single-robot motion planning can be optimized to account for other agents actions. To this aim, the sensing robots may share their current observations and exchange information on their state (i.e., coordinated APE) [47].

As outlined in Tab. III MSMP-APE strategies can be classified according to the type of data to be aggregated (i.e., uni-modal [63] or multi-modal [175]), the type of robot cooperation (i.e., cooperative [24] or non-cooperative [37]), and the network communication protocol (i.e., centralized [40], decentralized [24] or distributed [36]). We will discuss below the main advantages of coordinated APE and provide an overview on the different communication protocols used in multi-sensor settings.

---

**TABLE III**

**Classification of related works on MSMP APE**

| Ref. | Data type | Coordination | Protocol |
|------|-----------|--------------|----------|
| 63   | U         | M            | NC       |
| 40   | U         | M            | C        |
| 64   | U         | M            | Di       |
| 65   | M         | M            | De       |
| 66   | M         | M            | Ce       |

U: uni-modal; M: multi-modal. NC: non-cooperative; C: cooperative. Di: distributed; De: decentralized; Ce: centralized.
1) Coordination in MSMP-APE: Coordination in multi-agent systems implies a minimum level of data exchange. A coordinated multi-platform APE can be either non-cooperative or cooperative. Non-cooperative coordination does not involve any negotiation mechanism and decision-makers plan their actions individually, based on their current knowledge of the world (which is represented by the belief map in probabilistic APE). These kinds of control architectures hide the state of each robot from the other network agents. Therefore, each agent trajectory is computed through independent control laws, implemented internally at each sensing platform. The only information exchange allowed is on the observations collected by the agents, namely, the measurements can be spread over the network; in this way, all platforms maintain a synchronized global belief map over time, which serves as common knowledge on which local decisions are made.

Cooperative techniques require each agent to take decisions aware of other agents state, usually, with the aim of achieving a common goal. Cooperation allows to take the maximum advantage from a multi-agent system; more specifically, cooperative decision making is useful to have balanced environment exploration and resource utilization, real-time adaptivity levels, collision avoidance, as well as fault detection and mitigation capabilities. In literature, multi-agent cooperation strategies have been implemented relying on different models and methodological frameworks, including game theory, optimal control, reinforcement learning, finite state machines, Markov decision processes (MDP), swarm intelligence, and evolutionary computing.

2) Information fusion protocols: Multi-platform systems, either cooperative or not, strongly depend on the information fusion technique adopted to spread robots data over the network. In turn, the functionality of an information fusion strategy greatly depends on robots networking capabilities. Data aggregation can be achieved through different communication protocols, namely, centralized, decentralized, or distributed. The growth of Multi-Agent Systems (MAS) has seen significant improvements in the past decade, there is only limited research on cooperation and multi-sensor integration. Cooperation is particularly useful when the reconstructed belief map has multiple optima; in this case, coordinated motion planning promotes informative joint observations, which enables quick verification and elimination of unlikely target position hypotheses. In spite of this, and although decision making in Multi-Agent Systems (MAS) has seen significant improvements in the past decade, there is only limited research on cooperation and multi-sensor integration. Cooperation is particularly useful when the reconstructed belief map has multiple optima; in this case, coordinated motion planning promotes informative joint observations, which enables quick verification and elimination of unlikely target position hypotheses.

D. Discussion

Teams of cooperative robots and (possibly) heterogeneous robots are used to increase the robustness and the efficiency of APE systems, through multi-robot cooperation and multi-sensor integration. Cooperation is particularly useful when the reconstructed belief map has multiple optima; in this case, coordinated motion planning promotes informative joint observations, which enables quick verification and elimination of unlikely target position hypotheses. In spite of this, and although decision making in Multi-Agent Systems (MAS) has seen significant improvements in the past decade, there is only limited research on MS-APE, as highlighted in Tab. III. This has led to the presence of numerous open research questions that still need to be addressed, making MS-APE a potential flourishing research field for the next years. The most interesting research areas regard the design of multi-platform schemes that account for on-board limited resources, network scalability, as well as robots heterogeneity. To foster future developments in these sectors, some considerations and suggestions are provided in the following.

1) Deployment issues: The growth of MAS technologies is mainly limited by deployment issues: as a matter of fact, multi-robot systems require more time-consuming deployment

---

6In this work, non-coordinated MSMP-APE solutions (i.e., those where no communication is established among any couple of agents) are not considered; as a matter of fact, any non-coordinated MSMP-APE architecture can be treated as M independent MSSP-APE sub-systems.

7The reader may refer to [190] for a comprehensive survey on cooperative multi-agent systems and to [166], [167], [169] for surveys on information fusion in APE-related tasks.

8The central base station is capable of communicating with all sensing robots and it embeds sufficient memory and computational resources to store and elaborate the large amount of data received from the sensor network. The base station can be either an external unit, or one of the M sensing robots; in this latter case, the platform needs to be smart and with enough on-board capabilities to support the processing, communication and storage demand.

---

---
procedures, have additional hardware requirements, and come at the cost of higher computational, communication and storage system resources \[63\], especially when cooperative behaviors are required. These factors keep pushing the research and development efforts towards single-platform solutions, when task-compliant. Nonetheless, a single platform might not guarantee the same effectiveness of a multi-platform system; hence, more research is needed on software and hardware tools to facilitate multi-robot communication and multi-sensor integration through plug-and-play solutions.

2) Limited resources: Robots are commonly characterized by limited on-board resources and they might not be able to offload their computations to the cloud, due to bandwidth scarcity, unreliable connectivity, or minimum latency requirements \[190\]. Tightly coordinated tasks also increase the computational burden, due to the large amount of communication and data exchange among agents. In addition, most sensing platforms are battery-powered (e.g., UAVs \[70\]); hence, their lifetime is related to the presence of energy-harvesting sensors, the communication activity, and the processors usage \[204\]. Finally, communication and storage limitations might preclude the possibility to collect (or store) updated information from other robots. In conclusion, limited on-board resources reduce the applicability of MAS schemes and make cooperative algorithms challenging in real-life scenarios. Therefore, future research should focus on the development of accurate models that capture the entire spectrum of resource consumption (e.g., energy, bandwidth, storage) as function of the network activity.

This models will allow to apply predictive decision-making strategies and guarantee an optimal balance between resource consumption and network operation.

3) Scalability: Another key issue in multi-platform APE algorithms is the system scalability with respect to the number of platforms. In this regard, decentralized and distributed architectures should be considered; notably, they require agents with minimal on-board processing, communication and storage capabilities, but they do not offer the same optimality guarantees with respect to centralized counterparts \[200\]. In mobile robotics, distributed optimization is often used to yield agents coordinated motion. In doing so, each sensing robot locally estimates the utility function to be optimized by aggregating its previous observations with those coming from connected agents; the computational complexity is therefore constant with respect to the number of platforms. This approach is however not cooperative, since each agent only considers its own future actions. To enable a higher level of coordination, each platform might consider the effect of other robots actions in the objective estimation process. It incurs a linear computational expense in the number of vehicles, yet the effect of the approximation error is provably reduced from that of the single-node approximation, allowing coupled effects between mobile sensors to be captured. Indeed, field experiments have shown better results using the cooperative approach \[63\].

Robots cooperation can be implemented also via finite state machines \[36\]. A SAT algorithm can start with the team performing a global search and the next platform action might be chosen by optimizing an objective function that accounts for both individual and collective goals. For instance, it may foster group dispersion over the environment, while discouraging fuel consumption, or it should balance the revisiting of the monitored areas. Once a target has been detected, the search and track phase starts: robots perform task assignment (to continue the search or to track the detected target), according to the distance to the target, the current number of platforms focused on that target, and the number of targets that have already been detected \[59\].

4) Heterogeneity: Robots heterogeneity stems from diverse sensing and actuating capabilities, computing resources, cognitive algorithms, and morphology \[7\], \[190\]. The literature regarding the utilization of heterogeneous robots has shown the benefits of combining either different types of sensors, different perspectives, or different computational and operational capabilities \[44\], \[205\]. More precisely, parallelisation, specialisation and complementarity are important motivations for developing heterogeneity in multi-robot teams \[177\]. For these reasons, heterogeneity is an increasingly prevalent property in cyber-physical and multi-robot systems \[206\].

When heterogeneity is related to the perception capabilities, it is referred to as multi-modality, as discussed previously in this Section. Multiple sensing modalities capture different properties of the environment; thus, the aggregated multi-modal data allow inferences that might be not possible with single-sensor measurements. However, multi-modality represents an important challenge to be handled in heterogeneous multi-sensor applications. As a matter of fact, different data sources require different calibration procedures, each of which might involve extensive human intervention \[121\], \[122\]. Recently, some works have proposed self-supervised calibration procedures requiring minimal human effort. These methods hinge on the correlation between the multi-modal data collected by the platform sensors; in particular, one perception channel is used to produce the supervisory signal for the others, enabling the automatic generation of a labeled dataset \[207\]. Calibration is not the only problem to be tackled when dealing with multi-modal systems. Indeed, different data sources suffer from different types and magnitudes of noise, and they might produce unbalanced data. This, in turn, affects the decision making process, which struggles when data have different quality and resolution characteristics \[169\]. Moreover, unbalanced and missing data might affect the belief map generation procedure \[44\], \[169\]. Multi-modal data sources might also yield conflicting features. For example, visual sensors and RADARS might detect obstacles at different distances \[208\]. All these issues are further complicated when multiple robots are involved: the data to be fused are collected in different physical locations and the sensors move with respect to each other. Thus, it is not trivial to evaluate whether different agents are observing the same objects or not, or how to rank observations from different agents \[44\].

From the operational perspective, certain applications (e.g., cooperative localization, surveillance, assistive navigation, exploration and mapping) may require the simultaneous use of robots with actuation and morphological heterogeneity \[209\]. For instance, smaller platforms have access to narrow passages, but their payload is limited \[209\]; to solve this issue, it is possible to employ larger robots that carry application-
specific payloads (e.g., long-duration batteries, heavy sensors or actuators) [190]. Heterogeneous robotic systems represent a fertile research field, where there are still numerous open questions to be addressed. At first, the wide variety of robots being utilized in APE missions, and the different scenarios in which they can be applied, calls for a certain level of collective and situational awareness. This requires the definition of self-organized swarm intelligence models, which account for robots diversity and take into consideration the surrounding environmental conditions. In this framework, the agents of a heterogeneous multi-robot system should identify the main characteristics and constraints of the current environment, and the conditions of the robots they interact with. In particular, heterogeneity-aware APE strategies in large scale MAS scenarios, with variable number and agents capabilities, require each robot to automatically learn the capabilities of their peers. For instance, a UGV collaborating with other UAVs needs to be aware of the different perspectives that UAVs can bring into the scene, but also of their limitations in terms of operational battery lifetime or payload capabilities. In general, heterogeneity-aware algorithms, and the explicit incorporation of agents diversity, can be advantageous for multi-robot decision making processes [210]. Nevertheless, there is still lack of further research in this area, as most existing projects and systems involving heterogeneous robots predefine the way in which they are meant to cooperate [44]. This is mainly due to the high complexity associated to the design of heterogeneity-aware APE strategies, where robots are meant to autonomously plan their actions, according to the diverse capabilities of their peers. As a consequence, several works introduce additional simplifications or assumptions, such as the hypothesis that the robots sensing and actuation capabilities are a-priori known over the entire network [211]; others design ad-hoc strategies for a MSMP-APE system where the type and the number of robots is predefined [65]. These assumptions limit the scalability and the fault-tolerance of the system, since they do not account for the possibility of malfunctioning or missing robots [212].

V. PLATFORM DYNAMICS

Active sensing can be defined as an intelligent data acquisition process where a feedback is performed on sensory data (raw or processed) to satisfy specific perception performance measures, such as scene exploration [15], target tracking [203], and object classification [9]. According to [13], the measurements are affected by the current platform configuration. This implies that any active sensing scheme must include a decision-making process to dynamically modulate the sensing agent behavior through its state [5]. To this aim, the sensing platform is modeled as a dynamical system in the sensing agent behavior through its state [5]. To this aim, include a decision-making process to dynamically modulatefiguration. This implies that any active sensing scheme must the measurements are affected by the current platform con-
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A. The control

In active sensing, the choice of the control input $u_{t,m}$ is often cast to an optimization problem of a suitable utility function $J(\cdot)$ [83]. This combines the criteria that guide the perception process and it is defined over the control space $S_m$. In probabilistic active sensing settings, $J(\cdot)$ depends on some information extracted from the belief map (see Sec. VI). Sometimes, if the platform is multi-modal and collects observations from $K < C_m$ different sensing modalities, $J(\cdot)$ is computed as the aggregation of $K$ utilities, one for each sensing modality [65].

Additional constraints may be introduced in the optimization problem in order to account for finite resources availability (e.g., time, energy) [80], [82], [213], communication limitations [175], or collision avoidance requirements [107]. The control input is therefore computed as [22]

$$u_{t,m} = u_{t,m}^* = \arg \max_{u \in \mathcal{A}_m \setminus \mathcal{C}_{t,m}} J(u | z_{1:t,m}, s_{t,m}) \ ,$$  

where $m = 1, \ldots , M$; the notation $J(u | z_{1:t,m}, s_{t,m})$ says that $J(\cdot)$ is function of $u$, given the actual platform state
and the sequence of observations until time $t$, namely $z_{1:t,m} = \{z_{1,m}, \ldots, z_{t,m}\}$; $(\cdot)^*$ denotes the solution of an optimization problem; $C_{t,m}$ is the set of constraints for the $m$-th robot at time $t$. Obviously, $C_{t,m}$ is time and platform-dependent; for instance, if a UGV is close to the borders of a room and another one is at the centre of the same room, the former has constrained motion capabilities, while the latter is completely free to move.

In (28) each robot exploits its local information (i.e., $z_{1:t,m}$) and behaves independently to the others, since $J(\cdot)$ depends only on $s_{t,m}$ (i.e., non-coordinated APE). If a coordinated MSMP-APE is employed, the objective function depends on all measurements collected by other agents (or a subset of them, if the information sharing protocol is not centralized), according to (20). The problem (28) becomes

$$u_{t,m}^* = \arg\max_{u \in \mathcal{A}_m} J (u \mid z_{1:t,1:M}, s_{t,m}). \tag{29}$$

Finally, if the MSMP-APE is cooperative [24], the decision making process is aware of other agents state and actions, namely

$$u_{t,1:M}^* = \arg\max_{u_{1:M} \in \mathcal{A}_{1:M}} J (u_{1:M} \mid z_{1:t,1:M}, s_{t,1:M}), \tag{30}$$

s.t. $u_{1:M} = \{u_1, \ldots, u_M\}$, $u_m \in \mathcal{A}_m \setminus C_{t,m}$

where $s_{t,1:M} = \{s_{t,1}, \ldots, s_{t,M}\}$ and similarly for $u_{t,1:M}^*$. $

| Ref. | Control space | Constraints | Opt. method |
|-----|---------------|-------------|-------------|
| 18  | PT            | Pos. Orient.| grid-search |
| 25  | PT            | Other       | Q-learning  |
| 33  | Z             | pan speed   | grid-search |
| 63  | 2D            | collision avoidance | grid-search |
| 37  | 2D            | -collision avoidance | gradient |
| 41  | 2D            | -connectivity to master | gradient |
| 69  | 2D            | safe distance from the target | grid-search |
| 68  | 2D            | turning angle | MPC |
| 69  | 2D            | platform dynamics | MPC |
| 52  | 2D            | collision avoidance | grid-search |
| 103 | 2D            | greedy       |
| 56  | 2D            | energy consumption | grid-search |
| 60  | 2D            | PT           | MCTS |
| 64  | 2D            | communication | gradient |
| 65  | 2D            | -collision avoidance | interior point |
| 59  | 2D            | -agents connectivity | BO |
| 70  | 3D            | -time of flight | BO |

The focus is on the basic optimization problem [28], the variation [29] involves a larger amount of available information, while [30] extends the problem dimensionality.
model does not follow a convex function; secondly, they can be applied only when the target is static; finally, in turbulent, cluttered environments, or when sensors are noisy (e.g., in RSSI-based source localization [61]), the gradient does not always lead directly to the source, with consequent unstable platform behaviors. When the form of the objective function is complex and intractable to analyze, non-convex, nonlinear, high-dimensional and noisy, heuristic strategies can be adopted (e.g., ant colony optimization [107], genetic algorithm [82]). Interestingly, heuristic optimization techniques are particularly suitable to handle platform constraints (e.g., communication and collision avoidance) [107], even though they might produce sub-optimal solutions in terms of tracking performance (e.g., localization error) w.r.t. optimal control approaches [68].

2) Platform orientation: When the platform is static (i.e., its position cannot be regulated), the APE task can only be accomplished through rotation movements. This is the case of orientable RADAR scanners [55] and pan-tilt cameras, which span the surrounding environment according to discretized action spaces, composed by a fixed number of angular sectors. When the objective is to perform active tracking, but the target dynamics is unknown, Active Disturbance Rejection Controllers (ADRC) [215] can be used: the uncertainties on the target dynamics are estimated and compensated through an extended state observer (ESO), and then treated as system disturbances. As an alternative to ADRCs, Model Predictive Controllers (MPCs) can be used [216]; MPCs generate optimal control signals, have predictive capabilities, embed input saturation constraints in the objective function [42], and allow to solve non-linear control problems. The optimization problem (28) accounts for a one-step look-ahead action; hence, it is referred to as myopic path-planning [175]. In receding horizon path-planning (i.e., MPC) [40], [42], [58], [68] the problem defined in (25) is extended to a multiple-step look-ahead horizon. It is important to remark that MPC usually implies high computational costs, it needs an accurate dynamic model of the target, and model uncertainties are very difficult to resolve [10].

3) High-dimensional control spaces: High-dimensional control spaces are common in many robotic systems, like visual servoing architectures and eye-in-hand manipulators [83]. Robots with a large number of degrees of freedom are more robust and more efficient than platforms with limited action spaces. As an example, when the purpose is to visually detect a target, acting on the entire camera pose (i.e., position and pan-tilt orientation) is beneficial [83]: the camera orientation allows to observe the target even when it is not close to the robot; to maximize the target detectability, it is possible to control the robot position, under the assumption that the POD is inversely proportional to the target-platform distance, as in (17); the same formula suggests that, if camera sensors are employed, it is also possible to increase the target detectability by acting on the focal length [82], [109]. The main issue of dealing with high-dimensional control spaces is that gradient-based solvers are typically not effective. This is due to the fact that the objective functions are rarely convex with respect to the control space. Hence, heuristic [82] or grid-search [109] optimization strategies are commonly applied to solve (28). Usually, to account for joint limits and dynamics constraints, a multiplicative penalty term is introduced to the cost function, or implicitly embedded into the sensor motion model [83].

4) Constraints: Most existing strategies for APE do not include any constraint in the task formulation [22], [24], [36], [60], that is, $C_m = \emptyset$. However, in real-life applications the platform movements are limited by dynamics saturation levels [42] (e.g., robot speed), while the network communication capabilities are commonly affected by distance-based inter-agent constraints [64], [107]. In addition, time and energy resources play a critical role in APE tasks, usually in the form of (soft or hard) specifications to be satisfied (e.g., in UAV-based SAR missions) [80], [213], [219]. Finally, when multiple platforms are employed, or when the environment is cluttered, the risk of collision among robots [63], or with surrounding obstacles [58], [70], should be minimized.

If the constraints cannot be violated at any moment during the APE mission (i.e., hard constraints), they must be explicitly considered in the optimization problem (28). This is the case of sensing robots with a fixed amount of internal resources, such as battery powered cameras [85], or unmanned vehicles [85]. An alternative is to incorporate the constraints into the cost function (i.e., soft constraints), obtaining a new unconstrained optimization problem over a functional that aggregates both APE requirements and constraints [13], [36], [64], [70]. This is particularly useful when robots are allowed to temporarily break their constraints to take better measurements (i.e., move closer to the target, or acquire more informative data).

As suggested by Tab. [IV] the APE literature offers a wide variety of constrained scenarios; nonetheless, only few of the reviewed works consider energy consumption [85], or time of search [220], as hard specifications. Thus, future research should focus on the impact of hard resource constraints in APE performance [85]. To this aim, high-dimensional control spaces would be useful for balancing resource consumption and APE task completion [82]. For instance, [17] suggests that, in camera-based APE tasks, the only way to have effective detections is either to zoom-in, or to move closer to the target; however, platform movements are much more energy consuming than the regulation of the camera focal length. Thus, zoom control might have a beneficial impact when dealing with energy-aware [204], [221] and Quality of Sight-aware [84] problems, where both detection capabilities and energy preservation matter.

C. Discussion

As discussed in Sec. V-A, APE is the control of the perception process, which can be formulated as a mathematical optimization program where the cost function depends on the platform state $s_t$. All the articles reviewed in this work solve the control problem (28) assuming perfect knowledge on the platform state. Nonetheless, this is an ideal assumption, since the platform state is often measured from noisy on-board
sensors (e.g., IMU units), or it needs to be estimated from other agents [214]; in this case, the measurement or estimation inaccuracies might have a significant impact on the active sensing performance [13]. Therefore, future research should focus on the formulation of APE solutions that mathematically couple both target and platforms uncertainties in a single objective function.

Reinforcement learning (RL) [222] is based on a framework that considers an agent that interacts with the surrounding environment, it observes the consequence of any action taken, and it is capable to measure the success of its actions via a reward (punishment) system. Experience is used to learn a policy that, given the current state, chooses the next best action to maximize the expected future reward. RL is used for active sensing [44], whose essence is understanding and adapting to changes in the environment to plan future sensing actions. Interestingly, the mathematical formulation of RL perfectly fits with the APE characterization given in (28): the cost function $J(\cdot)$ represents the expected reward, while $u^*_{t,m}$ is the best action to take. For instance, in camera-based active tracking the reward is typically based on a predefined viewpoint of the target (e.g., a desired viewing angle or a given platform-target distance [223]); in some cases the reward considers the uncertainty associated to the target location estimate [29]. In AS instead, the reward may account for the time of search, the presence of cluttering in the environment, and the probability of detecting the target, which is usually related to the platform-target distance, as in (17) [70], [224].

The main advantage of RL is that the learning process does not require a dataset of labeled input-output pairs; thus, the robot learns without any human supervision. Usually, the robot starts by performing some random actions and gradually learns to follow a desired SAT behavior. Another advantage of RL is that it provides an end-to-end approach from sensing to actuation; therefore, it integrates the perception and control aspects within a single framework [44]. Finally, the RL framework can also be extended to multi-agent and cooperative scenarios (i.e., multi-agent reinforcement learning, MARL [193], [222]), with direct application to distributed and coordinated MSMP-APE problems. Despite the aforementioned benefits, a critical question of reinforcement learning methods is that they require long training sessions, which are not always desirable in robotics applications [35]. Furthermore, the training process of a RL model involves random exploratory actions, which can be potentially unsafe (especially in human-robot cooperation) and costly (in terms of hardware damage) [225]. These issues are particularly critical in SAR operations, where it is difficult to collect or to create sufficient training data and experiences [44]. More in general, the dependence on training data may limit the applicability of RL-based solutions in unstructured environments, where very few assumptions can be made on the data generation and acquisition process; hence, the robustness performance obtained during the training phase can not be guaranteed during system deployment. For example, dramatic lighting changing conditions significantly affect the performance of an image recognition algorithm [29]; thus, an unstable system is obtained if during training phase it has not explored and experienced all possible lighting conditions. Similar issues may arise in camera-based SAT tasks where the target is unknown or its appearance does not match with the training dataset [29]. A promising approach to deal with dynamic and unstructured environments is transfer learning [35], [223], [225]. Ad-hoc simulators are employed to train an inference model, which is then fine-tuned and adapted to the real-world environment, since a simulation may not capture all physical phenomena [225]. As an alternative, it is possible to rely on model-free control strategies (e.g., extremum seeking control [29]), which do not utilize training data and implement continuous adaptation strategies to respond to the current state of the environment. In view of the aforementioned challenges, more research is needed on efficient and robust control techniques in unstructured and cluttered environments [29], [70], [224].

VI. APE OPTIMIZATION CRITERIA

In active sensing applied to target search and localization tasks, the platform state must be regulated in order to satisfy several quality of sensing and quality of localization requirements. For instance, a Pan-Tilt-Zoom camera can be controlled to guarantee minimal detection capabilities or maximum probability of detection; in the former case it is sufficient to move the camera so that the target is inside the FoV, namely $p_t \in \Phi(s_{t,m})$ [1] in the latter case, it is necessary to model and optimize the POD function through the platform movements. Another example comes from radio-based tracking systems; these often necessitate of automatic algorithms for antennas alignment to optimize the quality of communication between the platform and an active target with which communication has been established [226].

In this Section, we classify APE algorithms as information-seeking or task-driven, according to the cost function involved in the optimization problem (28) (see Tab. V).

A. Information-seeking control

Information-seeking control aims at choosing the next sensor state such that the expected future measurement optimizes a certain information gathering measure; for this reason, the APE strategies belonging to this control class are biased towards an explorative accomplishment of the positioning task [12]. The most intuitive information-seeking criterion is the minimization of target position estimate variance [38].

Other criteria are based on the optimization of real-valued functions of the Fisher Information Matrix (FIM), which is related to the estimation uncertainty ellipsoid [64], [229]. For instance, A-optimality minimizes the trace of the FIM and represents the average variance of the estimate [37]. D-optimality instead minimizes the log-determinant of the FIM and it is related to the volume of the uncertainty ellipsoid [65]. D-optimality is proven to outperform A-optimality in terms of trace of the error covariance matrix [37]. Both criteria are

11 In this Section the formulas are related to single-platform single-target solutions; hence, to ease the notation, the subscripts used to denote the $m$-th platform and the $t$-th target can be omitted.

12 The reader may refer to [227] and [228] for an overview on the concepts of exploration and exploitation.
suitable for gradient-based controllers \cite{37} and MPCs \cite{40}, \cite{68}. In this latter case, the FIM can be approximated via Monte Carlo numerical methods. In general, the main issue of FIM-based approaches is that they rely on state estimators, like the Kalman Filter and the Extended Kalman Filter, that are ill-suited when target state and sensor models follow severe non-linear/non-Gaussian distributions. In this context, several studies have proven that particle filters \cite{40}, \cite{230} appear to be more appropriate, reliable and accurate than conventional Kalman-based methods in many tracking applications.

The information gain obtained with action \( u_t \) can be also quantified by the mutual information (MI) between the target position and the sensor observation, namely \cite{63}

\[
J(u_t | z_{1:t}, s_t) = I(z_{t+1} | s_{t+1}; p_{t+1}) = H(p_{t+1}) - H(p_{t+1} | z_{t+1}(s_{t+1})).
\]

where \( H(p_{t+1} | z_{t+1}(s_{t+1})) \) is the entropy of the random vector \( p_{t+1} \), while \( H(p_{t+1} | z_{t+1}(s_{t+1})) \) represents the conditional entropy, that is the expected entropy of the posterior belief, computed as

\[
H(p_{t+1} | z_{t+1}(s_{t+1})) = \mathbb{E}_{z_{t+1}(s_{t+1})} [H(p_{t+1} | z_{t+1} = z(s_{t+1}))]
\]

\[
= \int_{z(s_{t+1}) \in Z_{t+1}} p(z(s_{t+1})) H(p_{t+1} | z_{t+1} = z(s_{t+1})) dz,
\]

where, in general, \( \mathbb{E}_x [\cdot] \) denotes the expectation w.r.t. the distribution of the x; \( Z_{t+1} \) is the set of all possible measurements that can be collected at time \( t + 1 \), typically parametrized by the platform state and the control input, from \cite{26} and \cite{13}.

In this way, the optimization problem \cite{28} is well defined. As \cite{31} suggests, the cost function depends also on the past observations (i.e., \( z_{1:t} \)). From \cite{13}, each measurement \( z_k \) is

\[
\text{TABLE V}
\]

| Ref. | APE criterion | task-driven | information-seeking |
|------|----------------|-------------|---------------------|
| \cite{35} | -source detection | -people in FoV | |
| \cite{39}, \cite{59}, \cite{60} | distance to target estimate | | |
| \cite{42}, \cite{61} | highest RSSI value | expected POD | |
| \cite{65} | cumulative POD | | |
| \cite{58} | -distance to target estimate | -POD | |
| \cite{64} | mission time | | |
| \cite{70} | target detectability | | |
| \cite{30}, \cite{65}, \cite{68} | D-optimality | | |
| \cite{64} | FIM spectrum | | |
| \cite{18}, \cite{63} | MI | | |
| \cite{22}, \cite{59} | expected \( D_{KL} \) | | |
| \cite{27} | infotaxis | | |
| \cite{43}, \cite{66} | expected \( H \) | | |
| \cite{29}, \cite{70} | predictive variance | covariance trace | |
| \cite{59} | conditional \( H \) | | |

FIM: Fisher Information Matrix; MI: Mutual Information; \( H \): Entropy, \( D_{KL} \): Kullback-Leibler divergence; POD: Probability of Detection.

In this latter case, the FIM can be approximated via a greedy algorithm.

Information-seeking capabilities can be achieved also by maximizing the expected \textit{Kullback-Leibler} (KL) divergence before and after a new measurement \( z_{t+1} \) is collected, namely \cite{22}

\[
J(u_t | z_{1:t}, s_t) = \mathbb{E}_{z_{t+1}} [D_{KL}(p_{t+1} | z_{1:t}, z_{t+1}(s_{t+1})) | p_{t+1} | z_{1:t})]
\]

where \( D_{KL}(x || y) \) is the KL divergence between the random vectors \( x \) and \( y \) \cite{232}. The generalization of the KL divergence is the \textit{Rényi} divergence \cite{3}; this is parametrized by a parameter \( \alpha \), used to give emphasis on specific parts of the distribution. Empirical results \cite{233}, \cite{234} show that the Rényi divergence, for some values of \( \alpha \neq 1 \), provide superior performance than the KL divergence. It is also possible to prove that maximizing \cite{44} and \cite{21} leads to the same control actions \cite{3}; in turn, this is equivalent to minimizing the conditional entropy \( H(p_{t+1} | z_{t+1}) \), since \( H(p_{t+1}) \) does not depend on \( u_t \) \cite{18}, \cite{60}.

The information-theoretic criteria defined so far induce pure explorative behaviors. \textit{Infotaxis} \cite{235} is instead used to attain a certain level of exploration and exploitation trade-off and it is defined according to the following cost function

\[
J(u_t | z_{1:t}, s_t) = p(p_{t+1}) H(p_{t+1}) + [1 - p(p_{t+1})] I(z_{t+1}|s_{t+1}; p_{t+1}).
\]

Infotaxis is a gradient-less measure of information gain and it is particularly useful in STE tasks \cite{24}, due to its capability to work under sparse datapoints.

### B. Task-driven control

In literature several definitions of task-driven control have been suggested. A possible task-driven sensor management criterion is based on the minimization of the expected estimation error; in this case, the cost function employed in the optimization problem \cite{28} is \cite{8}

\[
J(u_t | z_{1:t}, s_t) = -\mathbb{E}_{z_{t+1}(s_{t+1})} [e(p_{t+1}, \hat{p}_{t+1})],
\]

The estimated target position is denoted as \( \hat{p} \), while \( e(\cdot, \cdot) \) is an estimation performance metric (e.g., Euclidean distance). The definition \cite{36} is often impractical, since it may be difficult to find a meaningful metric \( e(\cdot, \cdot) \) when there are multiple goals with different importance. The same reason holds when the
goals are defined in different dimensions or state spaces \cite{1}. In addition, computing \eqref{eq:36} incurs a significant computation cost, since it requires to integrate over all possible target positions and all possible sensor measurements \cite{1}. For these reasons, definition \eqref{eq:36} can be reformulated as \eqref{eq:45} and \eqref{eq:37}:

\[
J(u_t | z_{1:t}, s_t) = \mathbb{E}_{\pi_{t+1}(s_{t+1})} [J'(u_t | z_{1:t}, s_t)],
\]

\[
J'(u_t | z_{1:t}, s_t) = \max_{p_{t+1} \in \Pi} p\left( p_{t+1}(z_{t+1} | z_{1:t}, s_{t+1}) \right)
\]

which leads the platform to take the action that leads to the largest Maximum A-Posteriori (MAP) estimate of target location, that is the action that results in maximal certainty about target position.

In target search applications \cite{58}, a commonly used task-driven criterion is the maximization of the expected POD over a given time horizon $\nu$, that is \cite{58}:

\[
J(u_t | z_{1:t}, s_t) = \mathbb{E}_{p_{t+1}}\left[ p\left( \sum_{k=t+1}^{t+\nu} D_k(s_{t+1}) | D_{1:t} = \emptyset, z_{1:t} \right) \right]
\]

\[
= -\mathbb{E}_{p_{t+1}}\left[ \prod_{k=t+1}^{t+\nu} p\left( D_k(s_{t+1}) | D_{1:t} = \emptyset, z_{1:t} \right) \right].
\]

In \eqref{eq:38}, $D_t$ denotes a non-detection event at time $t$ and $p(D_t | D_{1:t-1})$ is the probability of detecting the target at instant $t$, given the non-detection in previous observations. As can be seen from the second equation, each detection event is considered independent to the others. Traditionally, the calculation of \eqref{eq:38} incurs high computation burden because no analytical form exists and numerical integration over large state space is required. Thus, ad-hoc approximation techniques have been proposed to efficiently solve POD-based search tasks also in real-time applications. For instance, by approximating the target belief map with a Gaussian Mixture Model (GMM) \cite{58} it is possible to get a closed-form reformulation of \eqref{eq:38}. Alternatively, it is possible to assume the detection probability as constant during the time horizon $[t+1, t+\nu]$; in this way, the target search problem can be mathematically modeled as a Binomial experiment.

Minimum Time Search (MTS) \cite{82,107,236} is a task-driven criterion closely related to the POD function. In fact, it aims at minimizing the expected detection time, where the time of first detection ($T_D$) is modeled as a random variable; thus, the cost function in this case is \cite{82,236,237}:

\[
J(u_t | z_{1:t}, s_t) = -\mathbb{E} [T_D]
\]

\[
= -\sum_{k=t+1}^{\infty} \left[ 1 - p(T_D \leq k) \right]
\]

\[
= -\sum_{k=t+1}^{\infty} k \cdot p(\mathbb{D}_k(s_{t+1}) | \bar{D}_{1:k-1}, z_{1:t})
\]

The definition in \eqref{eq:39} is intractable; for this reason, an approximated time horizon is often considered in real-life applications \cite{236-238}. The main difference between the POD criterion \eqref{eq:38} and the MTS one \eqref{eq:39} stems from the fact that the former maximizes the chances of finding the target, but it does not guarantee to minimize the time to first detection; therefore, the POD criterion induces a slightly more explorative behavior during the search mission \cite{236}.

Source seeking is another example of task-driven control, often accomplished via probabilistic approaches. In particular, a target-representative setpoint (also known as reference point) is extracted from the belief map; then, the platform is driven towards the setpoint. The MAP \cite{60} or the MMSE \cite{103} target position estimates are typical setpoint choices. In source seeking, the cost function is the distance between the current platform position \cite{14} and the setpoint itself, namely:

\[
J(u_t | z_{1:t}, s_t) = -\| s_t - p_t \|_2.
\]

This strategy is motivated by the assumption that moving closer to the target reduces the uncertainty of measurements \cite{69}; however, it becomes inefficient if the belief map is characterized by multiple peaks \cite{83}. Finally, when time of search matters, source seeking can be combined with MTS \cite{58}.

To sum up, there is a certain lack of consistency, among the reviewed works, regarding the definition of task-driven control. A task-driven APE criterion can be simply defined as the opposite of an information-seeking criterion, that is a control law is defined as task-driven when the cost function is not information-theoretic and drives the platform closer to its task completion in an exploitative manner. For example, the goal position can be reached within certain time/energy constraints, minimizing the estimation error and maximizing the probability of target detection.

C. Hybrid control

Many practical situations require a trade-off between exploration and exploitation \cite{70,227,228}, as most APE tasks are designed to accurately reconstruct information about the target location, but not to produce overly time-consuming trajectories during the mission \cite{64}.

For this reason, some works propose hybrid control techniques that balance information-seeking and task completion. To do this, the most intuitive way is to cast the problem \cite{25} into a multi-objective optimization framework \cite{239}, where the cost function is a linear combination between an information gathering measure and a task execution metric \cite{42,59}.

Alternative approaches cast the APE problem into a BO framework \cite{70,100,101}, which is a powerful strategy for finding the extrema of an objective function in a gradient-free manner and when the cost function is expensive to evaluate, noisy, or non-convex \cite{99}. In BO, the objective function is approximated by a surrogate function (e.g., GP \cite{125}); then, an acquisition function (e.g., Gaussian Confidence Upper Bound \cite{17}, Expected Improvement \cite{74}) chooses the next sensing action, usually managing the trade-off between exploitation and exploration \cite{70}. The acquisition function can also be a linear combination between a source seeking term and an 13MMSE: Minimum Mean Square Error.

14When the platform position is fixed and only rotation movements are allowed (e.g., pan cameras on a static robot), the distance is computed between the setpoint and the centre of the FoV projection onto the groundplane II \cite{215}.
information gathering one [16], the former might account for the distance to the maximum expected target position, while the latter should depend on the target belief uncertainty.

Instead of combining exploration and exploitation in a single cost function, it is also possible to use switching controllers to alternate between an information-seeking contribute (e.g., predictive variance) and a source-seeking one (e.g., distance to the Maximum Likelihood target estimate) [59]. In any case, switching controllers are liable to unstable behaviors; hence, when they are used, strict convergence guarantees should be provided.

D. Discussion

According to some previous works [45], task-driven control slightly outperforms information-seeking in terms of tracking error; in fact, information-based approaches sacrifice a small amount of tracking performance (i.e., estimation bias) to yield smaller estimation uncertainty. In general, exploitative strategies are used when the priority is on uncertainty reduction, or if the APE task includes multiple objectives. On the contrary, exploitative strategies are specifically designed for specialized tasks (e.g., source seeking, detection time minimization). This usually requires ad-hoc utility functions, which is the main limitation of task-driven controllers, as wrong choices may lead to local minima, as well as to unstable and ineffective platform behaviors [83].

1) Challenges in task-driven control: To increase the flexibility of pure-exploitative strategies, hybrid solutions can be adopted, even though in hybrid control the performance strongly depends on accurate exploitation-exploration balancing methods [16]: if the controller is biased towards the source-seeking term, the estimation process might get stuck on local optima and the target may never be found; on the other hand, higher importance on the exploration term, leads to superior capabilities to explore the environment and, therefore, to find the target. However this may come at the cost of higher completion times, sometimes not compatible with the mission requirements [16]. In conclusion, hyperparameter tuning is not only cumbersome and time-consuming, but also critical for the performance of hybrid APE solutions. For this reason, automatic hyperparameter tuning algorithms are currently an active research field in machine learning and robotics communities.

2) Challenges in information-seeking control: While pure-exploitative strategies lack in flexibility, one of the main pitfalls of information-seeking approaches is the poor interpretability [1], together with a limited capability in considering time and energy preservation policies. Furthermore, unlike task-based algorithms, information-seeking path planning is not adequate to real-time APE missions, where platforms have limited energy and computation power [69]. This is due to the intractability of the numerical integration methods involved in the calculation of most information-theoretic cost functions (e.g., KL divergence, entropy, information gain) [63]. To reduce the computational burden, parametric [58] and non-parametric [2], [8], [234] approximations are often applied; these, however, have an impact on the quality of the overall solution [63] and restrict the range of techniques that can be used to solve the optimization problem [28]. In particular, the lack of any analytical closed-form solution leads to the use of grid-search [2], greedy [18] and meta-heuristic [107] techniques, which are not always efficient and accurate [58], [59].

3) Relations between task-driven and information-seeking strategies: The near universal proxy theory directly links any arbitrary task-driven function to the optimization of a criterion based on the Rényi divergence [240]. In particular, the near universal proxy theory claims that the expected value of any task-driven function is sandwiched between two marginalized Rényi divergences; consequently, task-driven sensor management criteria could be replaced by a Rényi divergence-based criterion without altering the performance guarantees. Even though the near universal proxy argument is so far the strongest theoretical justification for the use of information-driven sensor management, it has been formally rebutted [1]; hence, there is still lack of a solid proof regarding the relationship between task-driven and information-driven sensor management.

On the opposite side of the near universal proxy theory, some works [55], [241] have proven that it is possible to reformulate an information-theoretic optimization problem into an equivalent task-driven one. This, in turn, is less costly and can sometimes be calculated more accurately; hence, reformulating information-seeking tasks into task-driven ones can solve the computational issues discussed above. The main argument against these results is that they usually hold under specific conditions. For instance, the minimization of the expected entropy is equivalent to the maximization of the POD, if the POD is sufficiently small [241]. If instead the POD is constant, the optimization problem is equivalent to the maximization of the expected KL divergence (in the sense that both generate the same control input) [55]. Note however that the POD is a joint function of the target state and the control input, as outlined in Sec. [1]; hence, supposing this quantity to be constant over the entire $\Pi \times S_m$ space is an ideal assumption, difficult to be met in real-life scenarios (see Fig. 2).

4) Future research lines: In spite of the presence of some comparative studies [3], [45], [55], [69], the relation between task-driven and information-seeking approaches is still an open debate in APE-related research fields. Future research should aim to develop a generalized and unified guideline for the choice of the APE objective function to be used in [28]. This should also account for the environment conditions, the number of cooperating platforms and their available resources (e.g., on-board computational and power capabilities), the platforms constraints, and for any specific task requirement (e.g., minimum time search). Another possible future trend in APE literature is the design of Minimum Energy Search (MES) strategies, which is still an unexplored line of research. Albeit MES might share some similarities with MTS, it is important not to confuse the two approaches: as discussed in Sec. [VI], MTS generates control inputs that minimize the expected detection time [39], but no guarantees are provided on the platform energy-consumption, which is an important limitation in real-life applications.
VII. Applications

Most real-life scenarios involve the coexistence of different APE requirements; hence, in practice, the transition between each specific APE class is not always clear and well distinguishable. To highlight this coexistence of requirements, in this Section we provide an overview of representative APE applications, including STE, wildlife monitoring, SAR missions, multi-robot cooperative systems and collaborative robotics.

AS is widely used in the field of SAR missions, where aerial [11] or ground [22] robots, embedded with visual [12], acoustic [243] or radio [10] devices, are employed to detect [83] and localize [244] people in imminent danger. Accidental releases of liquid or gaseous pollutants (i.e., HAZMAT) into the ambient environment can occur at industrial facilities such as petroleum refineries, chemical plants, oil and gas transportation pipelines, and many other industrial activities. HAZMAT pose both an immediate and chronic risk to environment and human health; hence, a prompt and accurate STE is important to enable appropriate mitigation steps. In particular, autonomous STE allows to perform the task without endangering the personnel. In this case, the target is the HAZMAT source (usually static), while the platforms are typically unmanned ground or aerial vehicles [23], equipped with specific HAZMAT detectors [23] (e.g. atmospheric sensors [22]). According to the concentration of the HAZMAT, it is possible to retrieve the source position [24] by leveraging on specific dispersion models [23].

Wildlife monitoring is essential for understanding animal movement patterns, habitat utilisation, population demographics and poaching incidents. Radio transmitters are usually attached to animals, so that autonomous robotic platforms (e.g., UAVs) embedded with radio receivers can track their movements [18]. Automated wildlife tracking is necessary because robot systems can access rugged areas that are difficult for humans to traverse; moreover, manually locating radio transmitters with handheld equipment is labor-intensive.

The recent development in aerial mobile robotics [245] has revolutionized several applications that require dynamic camera viewpoints, such as autonomous cinematography [246] and entertainment [248]. In films production, flying agents are employed to follow actors motion, moving through an unknown environment at high speeds. At the same time, they are required to map the environment to provide artistic and technical feedback to the producers. In this contexts, to plan smooth, collision-free trajectories while avoiding occlusions, is extremely challenging even for experienced pilots. For this reason, the current trend is to exploit autonomous active tracking modules [247].

Localization and tracking is fundamental in multi-robot cooperative systems [30]–[32], [205], where teams of robots work together to complete a mission [249]–[251]. In autonomous warehouse inventory schemes [252], UGVs carries bring aerial platforms among rows of racks; then, the UAVs are used to scan or pick goods that are not accessible to the ground robot. From the UGV perspective, the objective is to locate and reach a desired warehouse planar position. On the other hand, the target of the UAV is a specific good, after the take-off, and the UGV carrier during landing. Both tasks must be accomplished in an autonomous manner, relying on APE strategies based visual, acoustic or radio signals.

Another application of multi-robot cooperation is rendezvous planning for mobile recharging stations [33], [34]; it consists of a cooperative replenishment strategy for a team of working robots (UAVs) performing a surveillance task, using one or more mobile charging robots. Each charging robot is equipped with a payload of batteries and automated battery swap systems, and the goal is to schedule paths for charging robots such that they rendezvous with and replenish the UAVs, as needed, during the mission.

Collaborative robotics [253] aims at designing robotic platforms capable of cooperating with human beings. Most applications in this field require to actively search, localize and track people by using onboard sensors. To this aim, novel technologies have been proposed to extract contextual information regarding user behaviors (e.g., health monitoring of elderly people, gesture recognition for smart home applications) [254]; this data can be used to activate positioning tasks in the context of assisted living and ambient intelligence [255]. For instance, if a fall detection system [254] raises a health monitoring alarm, then a mobile platform might be used to search for the user and visually verify their conditions [256].

VIII. Conclusion

In this paper, we organized, critically discussed and compared APE methods, with a focus on perception, control and multi-agent cooperation. We defined a taxonomy and a formal problem statement, and focused on active and probabilistic approaches. We also provided a formal characterization of search and tracking tasks, and covered multi-modal (both single-platform and multi-platform) APE strategies, with an exhaustive analysis of multi-agent cooperative algorithms. Furthermore, we compared information-seeking and task-driven APE criteria, and comprehensively discussed key decision-making and path-planning criteria.

Future research directions include working on multi-modal approaches and the determination of how different sensing modalities impact SAT tasks as well as the comparison among different APE criteria, as the near-universal proxy argument is still an open problem. Moreover, it is still unclear how to balance exploration with exploitation, especially under critical mission constraints. To this aim, we believe that the concept of hybrid control for APE missions that we introduced in this survey is the most promising research direction for robotics applications.
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