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Fig. 1. We present ICARUS, a novel lightweight graphics architecture tailored for NeRF rendering with high energy efficiency. (a) Our hardware design involves operations in NeRF rendering. (b) We implement our architecture design on a FPGA platform. (c) Various applications can benefit from our architecture.

The practical deployment of Neural Radiance Field (NeRF) in rendering applications faces several challenges, with the most critical one being low rendering speed on even high-end graphic processing units (GPUs). In this paper, we present ICARUS, a novel lightweight graphics architecture tailored for NeRF rendering. Unlike GPUs using general purpose computing and memory architectures for NeRF, ICARUS executes the complete NeRF pipeline using dedicated plenoptic cores (PLCore) consisting of a positional encoding unit (PEU), a multi-layer perceptron (MLP) engine, and a volume rendering unit (VRU). A PLCore takes in positions & directions and renders the corresponding pixel colors without any intermediate data going off-chip for temporary storage and exchange, which can be time and power consuming. To implement the most expensive component of NeRF, i.e., the MLP, we transform the fully connected operations to approximated reconfigurable multiple constant multiplications (MCMs), where common subexpressions are shared across different multiplications to improve the computation efficiency. We build a prototype ICARUS using Synopsys HAPS-80 S104, an FPGA-based prototyping system for large-scale integrated circuits and systems. We evaluate the area and power consumption of a PLCore using 40nm LP CMOS process. Working at 300 MHz, a single PLCore occupies $7.59 \text{ mm}^2$ and consumes 309.8 mW, translating to 0.174 uJ/sample. Evaluation results show that for NeRF rendering, the energy efficiency of ICARUS is 146 times higher than GPUs. By scaling to a multi-core system, the energy-efficient ICARUS can be deployed in practical edge applications for NeRF-based rendering tasks.

CCS Concepts: • Computer systems organization → Embedded systems; Redundancy; Robotics; • Networks → Network reliability.
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1 INTRODUCTION

In computer graphics, advances on rendering algorithms are often trailed by their adoptions by hardware, ranging from earlier z-buffer [Catmull 1974] for depth sorting [Newell et al. 1972], to
MLP-based Neural Modeling and Rendering. MLP is widely used as a key component in advanced neural modeling and rendering tasks. An early MLP-based render [Ren et al. 2015] attempts...
to model light transport as a non-linear function of light source position and pixel coordinates, and the MLP allows input images to be captured under arbitrary illumination conditions, including freely moving light sources by hand. Similar to the surface light field (SLF) modeling [Wood et al. 2000], the follow-up work, Deep Surface Light Fields [Chen et al. 2018], uses an MLP network to model the radiance of surface points and learns to fill up the missing data across angles and vertices, achieving smooth view synthesis and high compression rate.

The recent of NeRF has ignited renewed interest in this direction. The core idea is to use MLPs to continuously represent scenes and form an end-to-end learning framework for scene modeling and novel view synthesis. In particular, NeRF [Mildenhall et al. 2020] implicitly models the radiance field and the density of a volume with an MLP, then uses a direct volume rendering function to synthesize novel views. It also demonstrates a hitherto unprecedented level of fidelity on a range of challenging scenes. Recently, researchers also propose various variants to adopt NeRF to dynamic scenes [Park et al. 2020, 2021; Pumarola et al. 2021], relightable rendering [Boss et al. 2021; Srinivasan et al. 2021; Zhang et al. 2021], generalized scenarios [Gu et al. 2021; Wang et al. 2021; Yu et al. 2021c], and human performer rendering [Liu et al. 2021; Peng et al. 2021], which dramatically expands the scope of MLP use.

Algorithm-level Techniques for Rendering Acceleration

Though NeRF-based methods demonstrate state-of-the-art results, they are too computationally demanding to be deployed in practical rendering applications. Recently, several algorithm-level techniques are proposed to accelerate NeRF rendering. For example, [Luo et al. 2021] leverages coarse explicit scene geometry priors to guide point sampling along with rays and hence reduce network inference computation. There is a line of methods [Garbin et al. 2021; Müller et al. 2022; Yu et al. 2021a, b] which use a hybrid representation where the space is partitioned into voxels with well-designed data structures to reduce the computational complexity of sampling fetching. Specifically, [Liu et al. 2020] uses octree in its hybrid representation to avoid redundant MLP queries in free space. [Garbin et al. 2021] compactly caches a deep radiance map from trained MLPs in voxels, preventing network inference. Similarly, [Yu et al. 2021a] and [Yu et al. 2021b] realize view-dependent effects by adopting spherical harmonics and store coefficients on a sparse voxel grid or an octree structure respectively. Although these methods significantly speed up the rendering, such volumetric representations require extensive storage. Instant-ngp [Müller et al. 2022] assembles multi-resolution scene coding for sample points from hashing tables on the fly. The coding already contains a lot of information so that Instant-ngp can utilize lightweight MLPs to decode. KiloNeRF [Reiser et al. 2021] uses thousands of tiny MLPs to represent parts of the scene so as to reduce the cost of network queries for sample points. Though efficient, these methods still use MLPs that require significant amount of computation during inference and rely on a powerful GPUs to achieve the desired rendering experience.

It should be pointed out that our proposed architecture can be considered as an accelerator for coordinate-based MLPs. It can also benefit from the aforementioned acceleration algorithms.

3 DESIGN PHILOSOPHY

3.1 Computation Analysis for NeRF-based Rendering

NeRF implicitly models a continuous plenoptic function \( F_{NeRF} : (\mathbf{p}, d) \rightarrow (c, \sigma) \) with an MLP, which is trained using a set of images with known poses. By querying the MLP at a position \( \mathbf{p} \in \mathbb{R}^3 \) from a specific viewing direction \( d \in \mathbb{R}^2 \), the corresponding density \( \sigma \) and view-dependent color \( c \) at that position can be recovered. To render a pixel, a number of 3D positions, denoted by \( (\mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_N) \), are sampled along the ray that passes through the pixel. The plenoptic function \( F_{NeRF} \) has to be evaluated for each sample point \( \mathbf{p}_i \) to generate the corresponding color \( c_i \) and density \( \sigma_i \). Direct volume rendering [Kajiya and Von 1984] is then applied to generate the color of the pixel.

As we can calculate, to render an image with millions of pixels, the plenoptic function \( F_{NeRF} \) is evaluated \( N \) times for each pixel, translating to tens (or even hundreds) of millions of MLP queries depending on the number of \( N \). For illustration, the original NeRF samples 192 points along each ray. To render an \( 800 \times 800 \) image, the MLP has to be queried \( 800 \times 800 \times 192 = 122880000 \) times. This is the reason why it takes seconds to render a single frame even on modern high-end GPUs.

The evaluations of MLP for different sample points are independent of one another. This means that they can be paralleled to improve the rendering speed, given sufficient computing resources. Parallel processing can be performed on the sample point-level or pixel (ray)-level. In addition, though not very critical in terms of computation, there are another two important steps in the NeRF-based pipeline: positional encoding which transforms positions & directions into a higher dimensional feature space and volume rendering which integrates the colors of sample points to render the final pixel color. Due to the dimension increment, the amount of data for positions and directions is expended by 20 times and 8 times (original NeRF), respectively, after positional encoding. On the contrary, volume rendering compresses the amount of data by integrating the colors and densities of all sample points to generate the RGB values of the rendering pixels.

Apart from the tremendous number of network queries, another important characteristic of NeRF is the use of MLPs instead of CNNs. For CNNs, a kernel is usually convolved with different parts of input feature maps and a specific part of a feature map is convolved with different kernels. This makes the sharing of weights and/or activations an important approach to improve the performance as well as reduce power consumption of CNN accelerators, since memory access, especially off-chip memory access, contributes the majority of delay and power consumption in these systems. While for MLPs, since they are fully connected, a weight is multiplied with only one input neuron and a neuron is multiplied with only a set of weights. Therefore, the weight and activation sharing optimization techniques for CNNs are not directly applicable to MLPs.

3.2 Mapping NeRF to GPUs and NPUs

For the computation of neural networks, there are two commonly used architectures: GPU and NPU. GPU, or more precisely general purpose GPU (GPGPU), is a device optimized for general purpose computing, especially for neural networks nowadays. NPU is a
type of a dedicated hardware architecture designed for neural networks, with each specific design has its own strategy of optimization, especially on data sharing [Chen et al. 2016]. Fig.2 illustrates the overview of mapping NeRF to GPGPU, NPU and the proposed ICARUS architecture.

As we can see, for GPGPU, the main computation components are streaming multiprocessors (SMs). Each SM consists of a SFU, a SIMD core array and some local memories. The SFU is a multi-core unit designed for the execution of transcendental functions such as sine, cosine and square root. The SIMD core array is responsible for the execution of massive parallel computing tasks like convolution in CNNs. As illustrated in Fig. 2(a), when running NeRF on GPGPU, positional encoding and volume rendering are executed in the SFU and MLP is mapped to the SIMD core array. Intermediate data is temporary stored and exchanged using off-chip memory, which is critical for delay and power. Moreover, though modern GPUs support certain formats of fixed-point computation, i.e., int8 and int4, floating-point is used for NeRF rendering because the above mentioned fixed-point formats are not flexible enough for NeRF.

Fig. 2(b) illustrates the mapping of NeRF to NPU architectures. As we can see, an NPU core mainly consists of a processing element (PE) array, which is optimized for convolution operations in CNNs. Moreover, memory access, especially off-chip memory access optimization based on the computation characteristics of CNNs, is one of the most crucial design considerations for NPUs. When mapping NeRF to a NPU-based system, since there is no computing unit like SFU in GPU, positional encoding and volume rendering have to be implemented using CPU. Therefore, intermediate data has to be exchanged through the main memory. Moreover, as we have mentioned, data sharing optimizations for CNNs are not directly applicable to NeRF, because the network structure is changed to MLP.

In addition to the problems mentioned above, another limitation of GPUs and NPUs for NeRF is the lack of computation capability.
A typical high-end GPU conducts tens of Tera floating-point operations (FLOPs) per second, which is not sufficient for NeRF-based rendering. Moreover, though GPUs are easy to use for neural networks, they are not energy-efficient. This limitation makes GPU unsuitable for mobile applications. NPUs, on the other hand, are usually designed for energy efficiency. But the computation capabilities of NPUs are far less than the need of NeRF-based rendering. Moreover, the energy efficiency of NPUs will be lower when running NeRF, since they are not optimized for MLPs.

3.3 Design Decisions

In this section, we present the design decisions for ICARUS. The first and most important decision is to finish the entire NeRF pipeline in a single PLCore without any intermediate data going off-chip for temporary storage and exchange. This is because as we have mentioned, off-chip memory access can be time and power consuming, and has become the bottleneck for many computation systems. To achieve this, we need to design a dedicated architecture which takes in positions & directions and outputs final pixel colors. Moreover, though NeRF-based rendering algorithms share the same general flow consisting of positional encoding, MLP and volume rendering, they may differ in specific implementation of each module. Therefore, the dedicated architecture needs to have the flexibility to support different implementations of these modules.

Another decision is to optimize the implementation of MLP for computational complexity reduction. Therefore, we use fixed-point instead of floating-point in ICARUS. It is well-known that floating-point computations are generally more complex than their fixed-point counterparts. Since NeRF is computationally demanding, it is very hard, if not impossible, to meet the performance and energy-efficiency requirement for mobile applications using floating-point computation. Apart from fixed-point computation, the fault-tolerant property of neural networks can be utilized to further reduce the computational complexity of NeRF.

The last design decision for ICARUS is to use a multi-core system to meet the performance requirement, meaning that parallel computing strategy must be carefully designed. We have mentioned that the rendering of sample points are independent of one another without any data dependency. This means that parallel computing is a practical and effective approach to improve the performance of the rendering system.

4 SYSTEM DESIGN

4.1 Overall System Architecture

Fig. 3 illustrates the overall architecture of ICARUS. For a rendering system consisting of CPU, dynamic random access memory (DRAM) and ICARUS, the inputs, i.e., network model, encoding frequency and positions & directions are stored in DRAM and fed to ICARUS under the control of CPU during runtime. An on-chip network is used to dispatch input data to the destination PLCores. After loading the network model, positions & directions are continuously streamed into ICARUS for NeRF processing and final rendered pixel colors are streamed out through the data path. Inside ICARUS, the sample points of a cluster of rays, comprising a sample point batch, are processed by the same PLCore, where the whole NeRF pipeline is completed inside the PLCore without any intermediate data going off-chip for temporary storage and exchange.

The detailed structure of a PLCore is illustrated in the right half of Fig. 3. According to the NeRF pipeline, we design a PLCore consisting of a PEU, an MLP engine and a VRU, where specific rendering steps are executed by the corresponding dedicated hardware module. The PEU transforms the input positions & directions into higher dimensional feature space based on the input encoding frequencies. The encoded positions & directions are fed to the MLP engine to render the colors $c = (r, g, b)$ and densities $\sigma$ of the sample points, which are further consumed by the VRU to generate the final pixel colors. On-chip static random access memory (SRAM) blocks are used for temporary storage of weights, input positions & directions and intermediate activations during the runtime. The execution of the NeRF pipeline on a PLCore is controlled by the internal finite state machine based on the input processing instructions.

As we have mentioned, due to the volumetric scene representation of NeRF, each sample point in a ray has to go through the pipeline while the processings are independent of one another. Accordingly, each PLCore in ICARUS is designed to independently handle the NeRF processing pipeline of mapping positions & directions to pixel colors. Therefore, NeRF rendering of an image using ICARUS is parallelized with little overhead of control and off-chip memory exchange, saving tremendous amount of processing time and power. As illustrated in the left part of Fig. 3, the information of different clusters of rays are fed to different PLCores, and pixel colors for different locations of an image are generated in parallel. With such simple control, ICARUS can be easily scaled up to a multi-core system for high-performance NeRF rendering.

4.2 Positional Encoding Unit

Previous researches have revealed that vanilla feed-forward neural networks tend to learn low frequency signals [Mildenhall et al. 2020; Rahaman et al. 2019; Zhong et al. 2019]. In neural rendering tasks, a vanilla neural network takes in spatial and angular coordinates, and outputs attributes such as density, color, signed distance, etc. However, such vanilla networks often produce over-smoothed results, leading to over-blurred rendered images. One technique to overcome such difficulty is to map raw input coordinates into a relatively higher dimensional feature space through Fourier features mapping as

$$\phi(x; A) = [\cos A^T x, \sin A^T x].$$

This procedure is called positional encoding in NeRF-based neural rendering. Afterward, a neural network takes in transformed features instead of raw coordinate vectors.

It is easily perceived that the selection of the frequency matrix $A$ is critical for tuning the smoothness of network outputs. Shown in Fig. 4(a) are different features (frequency matrices) used in different neural rendering algorithms, e.g., fixed frequency for NeRF rendering, isotropic random Fourier features for encoding implicit geometries, and anisotropic random Fourier features for neural image-based rendering of implicit geometries.

In ICARUS, we develop a universal PEU for computing different kinds of feature mapping functions. Fig. 4(b) illustrates the architecture of the PEU in a PLCore. The frequency matrix $A$, which
The resultant intermediate vector $\tilde{z}$ is independently, the normal $\times 3$ to 6 two additions in serial. The cascaded MAC unit is used to perform three multiplications and the frequency matrix. For the inner product computation, a 3-stage meaning that one block memory of size $3 \times 128$, instead of doubling the size of memory to maintain the same performance, we use two separate $128$ memory blocks. Since two memory blocks can be accessed independently, the normal $R^3$ frequency matrix or the first half of the $R^6$ frequency matrix is loaded into the first memory block, and the other memory block stores only the second half of the $R^6$ frequency matrix. In $R^6$ computation mode, two memory blocks work simultaneously. While in $R^3$ computation mode, the second memory is set to a sleep mode for power reduction. Moreover, the inner product results go through the whole 6 stages of the cascade MAC during $R^6$ computation, while in $R^3$ calculation, the last 3 stages are bypassed.

Note that for positional encoding algorithms using fixed frequency, i.e., the one in NeRF, the value of the input series fed to CORDIC of one sample point are doubled one after another. Thus, several CORDIC modules can be replaced by the more efficient ‘double-angle’ computations to further reduce the computational complexity. Also, the trick that the two’s compliment representation can exactly match the period of trigonometric functions can eliminate certain amount of operations in CORDIC implementation. Therefore, in our design, the PEUs can be configured to work in a specific NeRF mode or general positional encoding mode.

4.3 MLP Engine

In the NeRF pipeline, MLP is the most computation intensive component because tens of millions of MLP query leads to tremendous amount of MAC operations. Therefore, we design a dedicated MLP engine to accelerate the computation of MLP. A typical MLP layer can be expressed as

$$y = f(Wx + b)$$

(2)

where $x$, $W$, and $b$ are the input neuron vector, weight matrix and bias vector, respectively, and $f$ denotes the activation function. As an example, $W$ is a $256 \times 256$ matrix in the original NeRF.

The overall architecture of the MLP engine is illustrated in Fig.3, which consists of a multi-output network block (MONB), a single output network block (SONB) and two activation memory blocks. The MONB block is responsible for the computation of hidden layers.
in an MLP where multiple output neurons are generated, while the SONB block is designed to compute the output layer of MLPs in NeRF, which generates the color of samples points. We design a dedicated SONB block because when mapping the output layer to MONB, most of the computation resources are wasted. This is because only a single output is generated by the output layer, it cannot be transformed to MCMS. We use MAC array to implement the fully connected operations in SONB.

Fig. 5 illustrates the overall computation flow in an MLP engine. Instead of using a large matrix-vector multiplication (MVM) block for a entire layer, we partition it into several sub-MVM blocks with sizes of \(64 \times 64\), making it more flexible for various NeRF-based rendering tasks with different matrix size (usually multiples of 64).

For the implementation of a sub-MVM, taking the top-left block as an example, we transform it into 64 shift-add based RMCM operations, where adder trees are further used to compress 64 partial results into the final resultant vector. The advantages of using RMCM are multi-fold. It is faster and more power-efficient than conventional MAC-based implementation since the common subexpressions are shared across different multipliers [Park et al. 2004]. Moreover, we further adopt the idea of batch-computing to reduce off-chip memory access for weights. As illustrated in Fig. 5, after loaded into the sub-MVM block, the weight matrix stays stationary for a certain amount cycles and multiply with a batch of input vectors for different sample points.

The computation of MVM in Fig. 5 using a MONB block is illustrated in Fig. 6. In our design, a MONB block consists of 64 parallel RMCM blocks, where each RMCM block performs the RMCM operation shown in Fig. 5 with 64 coefficients. The multiplication results of RMCM blocks at the same vertical positions, i.e., in the same row, are summed up by the corresponding adder tree. The summation results from the adder trees are further accumulated in the following block to generate the final MVM results. In particular, three buses load inputs come from the Input Memory, Activation Memory 1 and Activation Memory 2, where each data bus transfers 64 parallel activations. In each cycle, only one of the three data bus is activated by the multiplexers under the control of the Sel_in signal. The selected data is fed to 64 pre-compute modules (PCMs), where each PCM generates 4 common subexpressions (1x, 3x, 5x and 7x) that shared by the following 64 select & shift-add (SSA) blocks in the same column. Each SSA calculates the approximated product between input an activation and a weight by proper shift-add operations. Along the horizontal direction, the SSA in the same row computes 64 products of the same inner product operation, which are summed up by the adder tree to generate one inner product for the MVM. Once finished, the results of MVM are sent to the activation & quantization (Act. Quant.) module for bias accumulation, activation operation and re-quantization operation. A demultiplexer (Demux) finally chooses the correct activation memory (Activation Memory 1 or Activation Memory 2) to save the output neurons.

Fig. 7(a) illustrates the working principle of the RMCM for MVM computation, which is inspired by the work in [Park et al. 2004]. The basic idea is to pre-compute a set of partial products, usually referred to as common subexpressions, and share them across different multipliers. Since common subexpressions are fixed, they can be implemented using only shift-add operations. For example, 3x can be realized using only one shift-add operation as

\[3x = 1x \ll 1 + 1x\]  

where "\ll" represents a left-shift operation. In the select & shift-add (SAA) block in Fig. 7(a), multiplexers are used to select the needed common subexpressions according to the value of input weights. The selected common subexpressions are then shifted and summed.
up to generate the final multiplication results. Let us take a 9-bit weight $-78(1_0100\_1110)$ represented in the signed-magnitude form as an example. We first divide the weight into two parts, i.e., higher part 0100 and lower part 1110. Two multiplexers in the SAA block choose $1x$ and $7x$ for the higher part and lower part, respectively. Two shifters are then used to shift $1x$ and $7x$ to $0100x(4x)$ and $1110x(14x)$, respectively. Then we shift the result of higher part to the left by 4 bits to get $0100\_0000x(64x)$. An adder finally sums up the results of higher part and lower part to produce the final result $78x$.

Hardware complexity is reduced by RMCM since the pre-compute block can be shared by all the 64 multipliers. Moreover, since neural networks are naturally fault-tolerant, we further adopt the idea of approximation to the RMCM block for further hardware complexity reduction. As illustrated in Fig. 7(b), the second half of the pre-compute common subexpressions, i.e., $9x$, $11x$, $13x$ and $15x$, are omitted, and the values are approximated with their nearest neighbours. Since the number of common subexpressions is reduced from 8 to 4, the original (8:1) multiplexer is replaced by a (4:1), leading to a significant complexity reduction for circuit implementation. In the meantime, the error introduced by this approximation is small (maximum error is 1/9 of the original multiplication result), which can be further compensated during the training process. Fig. 8 shows two images rendered using (a) the original NeRF and (b) NeRF implemented using approximated RMCM. As we can see, there is no observable visual difference. The peak signal-to-noise ratio (PSNR) is as high as 48.24. By the introducing of approximation, a significant amount of hardware complexity, about 1/3, can be saved according to our evaluation.

Fig. 7(c) illustrates the implementation details of the RMCM block. The pre-compute module generates the four common subexpressions, which are consumed by the following 64 SAA block. A comparator in PCM checks if the input is a zero or not, and gate the products (for zero input) for power-saving. A SAA block takes in the common subexpressions and generates the final multiplication result with proper selection and shift-add operations.

Compared with hidden layers, the computation of output layer is much simpler. In order to keep the same data from Activation Memory 1 and Activation Memory 2 to reduce the complexity of reading control, we implement 64 multiplication units in SONB. The data flow in SONB is similar to MONB except that the multiplications in SONB are implemented using general multipliers instead of RMCM blocks. An output first-in-first-out (FIFO) buffer the final results of the network before writing them back into the external DRAM.
4.4 Volume Rendering Unit

In ICARUS, a VRU is implemented to render the final pixel colors. The main motivation of using a dedicated module instead of using CPU for volume rendering is to reduce the off-chip memory access, which is time and power consuming. Since colors and densities of all sample points in a ray are compressed to the color of a pixel after volume rendering, data exchange between ICARUS and main memory is significantly reduced. Take the original NeRF as an example. To perform the volume rendering in CPU, we need to output the colors \( \mathbf{c} = (r, g, b) \) and densities \( \sigma \) of 192 sample points for each ray. While after volume rendering, the amount of data is reduced to the color \( \mathbf{c} = (r, g, b) \) of one pixel, which is \( 3 / (192 \times 4) = 1 / 256 \) of the original.

The equation of classic volume rendering by Max [Max 1995] is given by

\[
C(r) = \sum_{i=1}^{N} (T_i - T_{i+1}) c_i, \tag{4}
\]

where \( T_i = \exp(\sum_{j=1}^{i-1} x_j) \), \( x_j = -\sigma_j \delta_i \) and \( \delta_i = t_{i+1} - t_i \) is the distance between adjacent samples, \( C(r) \) is the color of one ray we estimated by sample points, \( \sigma \) is the volume density calculated by network and \( c_i \) is the color of each sample point that goes through the activation function of sigmoid. We can rewrite the formula (4) to

\[
T_{i+1} = \prod_{j=1}^{i-1} \exp(x_j) \cdot \exp(x_i) = T_i \cdot \exp(x_i). \tag{5}
\]

Fig. 10 illustrates the architecture of the VRU, which implements the rendering equation (5). In the VRU, we use a CORDIC module to calculate the exponential of \( x_i \). The saved \( T_i \) is used in two calculations: 1) the multiplication with \( \exp(x_i) \) to get \( T_{i+1} \) and 2) the subtraction with \( T_{i+1} \) to generate \( T_i \cdot \alpha_i \), where \( \alpha_i = 1 - \exp(x_i) \). After finishing these two operations, \( T_i \) is replaced by \( T_{i+1} \) for the calculation in next accumulation. Once we have the coefficient of \( c_i \), we multiply it with \( c_i \) to get the weighted color \( C_i \) of one sample point. The accumulations proceeds until we get the color of one pixel.

5 RESULTS

To validate our rendering system, we implement a single core version of ICARUS on Synopsys HAPS-80 S104 system and also synthesis with 40LP CMOS process. In this section, we first describe how we map the rendering architecture in the HAPS system. Then we compare the rendering performance of NeRF with the GPU implementation. Our system also support MLP-based rendering tasks. Therefore, we implement an surface light field algorithm on the prototype system. On the last, we will analyse and discuss the system performance on our ASIC version base on these two algorithm comparing to GPU.
5.1 FPGA Prototype

Fig. 11(a) shows the block diagram of the prototype system, consisting of a ICARUS co-processor for NeRF rendering algorithms, a host PC for system control and a DRAM for data exchange between ICARUS and PC. The host PC connects to ICARUS through PCIe, where a Synopsys Xactor is used to decode the PCIe stream to AXI format. There are three addressable registers in the prototype system where two of them are write-only registers for saving processing instructions and control signals and the other one is a read-only register for indicating the state of the system. The system setup is shown in Fig. 11(b). After loading the network model, the host PC send inputs and instructions to the DRAM. The ICARUS co-processor reads the inputs and processing instructions, and executes the NeRF pipeline to render the pixel colors. The pixel colors are sent back to the host PC to generate the final rendered image.

NeRF rendering using ICARUS To validate the rendering quality of ICARUS, we execute NeRF on the FPGA-based prototype system. Specifically, for every pixel to render, we adopted a two-pass sampling strategy: first generate 64 uniformly distributed samples within the visible range, calculate density distribution along the pixel ray, finally generate another 128 samples that are more close to the surface of the object.

In Fig. 12, we compare the rendering results of GPU and our prototype ICARUS. We also include ground truth images for reference. We run comprehensive experiments including both synthetic and real scenes that are presented in previous works. As illustrated,
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Table 1. Comparison of NeRF-based implementation

| Reference | SNeRG | PlenOctree | NSVF | JaxNeRF | Instant NGP | Ours |
|-----------|-------|------------|------|---------|-------------|------|
| Platform  | GPU   | TPU        | GPU  | ASIC    | GPU         | ASIC |
| Process (nm) | 7     | 12         | 16   | 8       | 40          |      |
| Frequency (MHz) | 1300  | 1245       | 700  | 1395    | 300         |      |
| Throughput (FPS) | 84    | 167.68     | 0.815| 0.096   | 0.044       |      |
| Power (W) | 85    | 300        | 280  | 350     | 0.3092      |      |
| Samples per ray | 1     | -          | -    | 192     | 192         | 128  |
| Energy Efficiency (uJ/sample) ↓ | 1.581 | -          | -    | 25.431  | 51.787      | 0.022|
| Memory Usage (MB) | 1771.52 | 1976.32   | 16   | 5       | 7560        | 0.9605|

Fig. 13. Comparison of GPU and ICARUS on the SLF rendering task.

there are practically no visual differences between our results and those by GPU under all scenes. In the ‘ficus’ and ‘fern’ scene, we faithfully preserve fine leaf edges. Likewise, in the ‘ship’ scene, we reproduce the reflectance of water and the thin mast of the ship. These experiments reveal the fact that fixed-point computation is appropriate for rendering tasks and validate the precision of our computing pipeline. They further demonstrate that our hardware is a sensible substitution of GPU in the domain of neural radiance field rendering.

SLF rendering using ICARUS An alternate neural rendering technique is SLF. An SLF is a collection of all light rays and their radiiances that emit from the surface of an object in all directions. Similar with NeRF, an SLF is compactly encoded in a fully-connected neural network. To demonstrate the applicability of ICARUS to other MLP-based neural rendering algorithms, we implement an SLF framework using the prototype ICARUS. Fig. 13 shows comparison of GPU and ICARUS on the SLF rendering task. As we can see, ICARUS is capable of generating similar results to GPU, where the PSNRs are almost the same.

5.2 ASIC Evaluation

To evaluate the power and energy performance of the proposed ICARUS, we implement a single core ICARUS system using HLMC 40nm LP CMOS process. The design is synthesized using Synopsys DesignCompiler, and power is evaluated using Synopsys PrimePower based on real stimulus. Table 1 presents the rendering performance comparison of different method on different platforms. Since there is no other dedicated hardware design for NeRF, we compare the performance of our design with other GPU and TPU implementations. Among the all the compared results, only JaxNeRF and ICARUS implements the NeRF algorithm, while other methods apply algorithm-level optimizations (we discussed in related work) to speed up the rendering. As we can calculate, the energy efficiency, in terms of uJ/sample, of ICARUS is 146 times better than the GPU version of JaxNeRF and 297 times better than the TPU version of JaxNeRF. For other implementations such as PlenOctree and SNeRG, though they are fast for rendering, a lot of memory is consumed for the storage of explicit representation of scenes. Moreover, we need to emphasize that the implementation results of ICARUS in Table 1 are based on the 40nm process, which is about 3-4 generation older than that used for modern GPUs and TPUs. By using more advanced CMOS technologies, the power and energy performance can be much better.

6 DISCUSSION

Experiments demonstrate the ability of the proposed lightweight graphics architecture to render images under similar quality to other coordinate-based neural rendering methods running on GPUs. Having dedicated circuits and systems designs, our architecture delivers two orders of magnitude improvement in energy efficiency compared to conventional GPUs on neural rendering tasks, e.g., NeRF. This feature makes our architecture more friendly for mobile devices, such as HMDs in AR/VR applications, smartphones, and 3D displays. Among these scenarios, small size, light weight, low power consumption, and untethered experience are consumer pain points. People can view photo-realistic neural assets on these devices freely and fluidly with our architecture when playing games or online shopping.

Our system design can not only serve as an individual accelerator, but also be integrated into existing GPU pipelines to enhance the ability to render neural assets. At the hardware level, the streaming
multiprocessor (SM) can integrate our architecture the same way as RT (Ray Tracing) cores. In this way, the SM controller can directly control our designed components to process neural rendering tasks to improve SMs. Alternatively, our design can also work as an independent unit like SMs. The GPU controller can dispatch instructions and data to our design unit to process neural rendering tasks. Furthermore, by doing this, some priors, e.g., depth maps, generated from the traditional rasterization pipeline can be efficiently passed to our architecture with low latency, thus aiding in the acceleration of neural rendering.
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