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ABSTRACT

Data heterogeneity is an intrinsic property of recommender systems, making models trained over the global data on the cloud, which is the mainstream in industry, non-optimal to each individual user’s local data distribution. To deal with data heterogeneity, model personalization with on-device learning is a potential solution. However, on-device training using a user’s small size of local samples will incur severe overfitting and undermine the model’s generalization ability. In this work, we propose a new device-cloud collaborative learning framework, called CoDA, to break the dilemma of purely cloud-based learning and on-device learning. The key principle of CoDA is to retrieve similar samples from the cloud’s global pool to augment each user’s local dataset to train the recommendation model. Specifically, after a coarse-grained sample matching on the cloud, a personalized sample classifier is further trained on each device for a fine-grained sample filtering, which can learn the boundary between the local data distribution and the outside data distribution. We also build an end-to-end pipeline to support the flows of data, model, computation, and control between the cloud and each device. We have deployed CoDA in a recommendation scenario of Mobile Taobao. Online A/B testing results show the remarkable performance improvement of CoDA over both cloud-based learning without model personalization and on-device training without data augmentation. Overhead testing on a real device demonstrates the computation, storage, and communication efficiency of the on-device tasks in CoDA.

CCS CONCEPTS
• Information systems → Information systems applications;
• Computing methodologies → Distributed artificial intelligence;
• Human-centered computing → Ubiquitous and mobile computing.
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1 INTRODUCTION

1.1 Recommendation Model Personalization

Recommender systems are fundamental infrastructures underlying most companies that deal with information overload and also contribute the majority of income. For example, Amazon has highlighted its personalized recommendations as its pioneered service for many years [2]; and according to Alibaba’s 2021 annual report [20], 24% of the year-over-year growth in customer management revenue primarily comes from recommendation feeds.

To recommend a large scale of items (e.g., billions of goods in Taobao, which is owned by Alibaba and is the largest e-commerce platform in China) for each user, recommender systems normally take a two-stage design to balance accuracy and latency: (1) a matching stage retrieves some (e.g., tens of thousands of) candidate items in a coarse-grained way, and (2) a ranking stage ranks the matched items in a fine-grained way and generates the final (e.g., tens of) recommendations. The matching stage mainly adopts collaborative filtering and embedding, and further converts into a nearest neighbor search problem in the vector space. The ranking stage tends to optimize the metric of the click-through rate (CTR), while the CTR prediction model is mainly built up with embedding, multilayer perceptron (MLP), and some sequence representation structures, such as attention and gated recurrent unit (GRU).

Typical data fields fed into the recommendation models include both user-side information (e.g., user profile and user behaviors) and item-side information (e.g., properties and categories). Meanwhile, the user-side information of different users normally differ from each other, mainly due to the distinctions in behavior patterns. In other words, users’ data are non-independent and identically distributed (non-iid). For example, a user may regard shopping as a mission and perform a quick “need-search-purchase” process, while another user may consider shopping an enjoyment, keep browsing for a long time, and fill up the shopping cart. Such data heterogeneity causes significant challenges to the mainstream cloud-based learning method, which uses a model trained over the global data to serve each user. In particular, (1) from the aspect of model design, although the global model can represent each user with a unique user embedding vector to achieve personalized recommendation, it is prohibitive to embed personalized behavior sequences for each user, considering the large scalability of users, items, and item permutations. This brings difficulty for the model to learn different user behavior patterns and understand inner each individual user’s personalized attitude towards items; (2) from the aspect of model optimization, given that the global data are a mixture of all users’ data, even though a model is optimal to the global data distribution, the model cannot be optimal to any individual user’s local data distribution; and (3) from the aspect of model usage, the global model is trained over all users’ data, but does inference over each
user’s local data. Due to data heterogeneity, there exists discrepancy between training and test data distributions, which makes the global model not optimal for each user. These reasons motivate us to study model personalization.

To verify that the single model trained over the global data can still be significantly improved for some users’ data, we trained a customized model for a cluster of users with high CTRs using only their data. The customized models took the same model structure (including user embedding) and input features as the global model. We deployed the models in the icon area of Mobile Taobao for CTR (Taobao), and thus, maintaining such a large number of models will be offloaded from the cloud to the clients [21]. For example, in Mobile Taobao, the deep ranking model is trained on the cloud and then deployed on mobile devices, not only to provide real-time inferences for local users, but also to avoid server congestion [18]. The success of on-device inference further inspires us to consider on-device training for model personalization. However, from the perspective of each individual user, on-device training over only a small size of local data will inevitably fall into the classical dilemma of few-shot learning, generating a high generalization error and failing to realize model personalization.

1.2 Device-Cloud Collaborative Learning

First, model personalization cannot be achieved with only cloud-based learning. This is because the number of models is in the same magnitude of the total number of clients (e.g., billion-scale in Taobao), and thus, maintaining such a large number of models will incur unaffordable and unacceptable overhead to the cloud servers.

Second, with the rapid proliferation and development of mobile devices, as well as the advancement of model compression techniques in the past 10 years, more and more machine learning tasks are offloaded from the cloud to the clients [21]. For example, in Mobile Taobao, the deep ranking model is trained on the cloud and then deployed on mobile devices, not only to provide real-time inferences for local users, but also to avoid server congestion [18]. The success of on-device inference further inspires us to consider on-device training for model personalization. However, from the perspective of each individual user, on-device training over only a small size of local data will inevitably fall into the classical dilemma of few-shot learning, generating a high generalization error and failing to realize model personalization.

Considering the infeasibility of purely cloud-based learning and on-device learning, we turn to device-cloud collaborative learning for model personalization such that the advantages of the cloud and the devices can be integrated to circumvent their disadvantages. In particular, the cloud stores the global data, the size of which is very large, to help mitigate on-device few-shot learning. Meanwhile, the ubiquitous mobile devices are quite scalable and powerful to maintain a large scale of personalized models locally and to update and use them in real time, rather than centralize the unaffordable load on the cloud. Following the principle of device-cloud collaboration, we propose a new framework where each device trains its personalized model over both the local and the outside data. The outside data are retrieved from the global data on the cloud[1] and should be similar to the local data distribution. Through cloud-coordinated data augmentation, the size of the training data on each device is enlarged, significantly improving the personalized model’s generalization ability. We call our new framework “CoDA”, which is short for device-cloud Collaborative learning with Data Augmentation for model personalization. In nature, CoDA differs from conventional data augmentation (e.g., generative adversarial network (GAN) [19]) and device-cloud collaborative learning (e.g., federated learning [34]) in the existence of global data on the cloud. Specifically, conventional data augmentation considers the lack of data and generates similar fake data. In contrast, in the device-cloud collaborative scenario, although the size of the local data on each device is small, the global data on the cloud are rich enough so that there is no need to generate fake data. Regarding federated learning, its major goal is privacy preservation, and it assumes that the local user data never leave the devices, which further implies that the global data are unavailable on the cloud. The absence of global data deviates from the reality in industrial recommender systems. From this perspective, CoDA is more practical.

1.3 Design Overview and Key Contributions

We first give a brief overview of the algorithm design of CoDA. The key regarding data augmentation for a user is how to retrieve the outside samples on the cloud that are similar to the user’s local data distribution. Considering the ultra scale of the global samples on the cloud, CoDA performs data augmentation in two stages, which are analogous to the matching and the ranking stages in item recommendation. The first stage is coarse-grained sample matching on the cloud. The matching adopts the nearest neighbor search over the user feature vectors (e.g., user behavior sequence), finds a small number of similar users, and takes out their samples as the input for the second stage, the fine-grained sample filtering on the device. In particular, each user first trains a two-class classifier to distinguish the local samples and the outside samples. After the sample classifier has converged, it will be used to score some outside samples, and those samples with scores exceeding a certain threshold will be used to augment the local samples. Based on the augmented dataset, each user will train a personalized recommendation model for local real-time serving. We note that part of the matched samples from the cloud are used for the training of the sample classifier, and another part are used for inference/scoring and filtering out the final samples for augmentation. The motivation of letting each user hold a personalized sample classifier on the device is to learn the boundary between their local data distribution and the outside data distribution automatically and accurately.

We also build an end-to-end cloud-tunnel-device pipeline to support the flows of data, model, computation, and control in CoDA. On the side of the cloud, we implement a sample preparation module for the sample matching task with the vector similarity search.
engine. This module also provides a sample query service based on a key-value storage system for each device to query and download the matched samples from the cloud. For the tunnel connecting the cloud and the device, it contains a down tunnel, delivering cloud-side tasks and resources to the device, and an up tunnel, reporting device-side user data to the cloud. On the side of the device, we implement the task execution module and the resource management module. The task execution module is used to execute the training and inference task scripts and is supported by a lite Python virtual machine (VM) and a mobile deep learning engine. The resources management module is implemented with the database and the file system to automatically manage the lifecycle of samples and control the version of models.

We finally overview the workflow of CoDA. As shown in Figure 1, each device first uploads previously collected user data to the cloud. Then, the cloud preprocesses the raw user data to generate samples and then matches samples for each target user. Each device downloads the matched samples, fine-filters them with a personalized sample classifier, and uses the filtered samples to augment the local dataset. With the augmented local dataset, each device trains a personalized recommendation model. Finally, the personalized model is used to serve the user, which also generates user data that can be used in the next work cycle.

We summarize our key contributions as follows:

- To the best of our knowledge, we are the first to study model personalization in an industrial recommender system in practice, from algorithm design (Section 3), system design (Section 4), to deployment with online performance improvement and on-device efficiency (Section 5).
- We propose a novel device-cloud collaborative learning framework, particularly on-device personalized learning with cloud-coordinated data augmentation (CoDA for short). CoDA breaks both purely cloud-based learning and on-device learning dilemmas: (1) the model trained over the global data on the cloud is not optimal to each user’s local data distribution; and (2) on-device training over only the local data encounters the overfitting problem of few-shot learning and incurs a high generalization error. The key of CoDA is to let each user maintain a personalized classifier on the device for data augmentation, which learns the boundary between the local data distribution and the outside data distribution.
- We build an online end-to-end pipeline to support the efficient flows of data, model, computation, and control between the cloud and each device.
- We deploy CoDA in a recommendation scenario of Mobile Taobao. The online A/B testing for 23 days in two different phases shows that (1) compared with the cloud-based learning, which is the mainstream in industry, CoDA improves CTR and click count by more than 1.1%; and (2) compared with the on-device learning over only local data, CoDA improves CTR and click count by more than 1.3%. These results demonstrate the necessity of both on-device model personalization and data augmentation in CoDA.
- We test the overhead of the on-device tasks in CoDA using an iPhone 8 Plus. The evaluation results show that (1) one-round execution takes roughly 0.7s; (2) 35% of one CPU core is used at maximum; (3) 120 MB memory is occupied; and (4) the size of downloaded data is 19.4 KB. The light load on the device reveals the practical efficiency of CoDA.

2 RELATED WORK

In this section, we briefly review the related work on recommender systems, federated learning, and other device-cloud collaborative learning frameworks, as well as data augmentation. We also clarify the key differences of our work from existing work.

Recommender Systems. In the early development stage, the primary goal of recommender systems was to search for items or contents that the user may be interested in. The methods at this stage are filtering-based algorithms and can be generally divided into four categories [5]: content-based, demographic, collaborative, and hybrid. Content-based filtering intends to search for similar items based on what the user has viewed or rated. For demographic filtering and collaborative filtering (CF), they both assume that similar users share similar preferences for items. The former matches similar users based on their profiles (e.g., age, gender, country, etc.), and the latter matches similar users based on their historical rating behaviors. Hybrid filtering uses a combination of above methods.
When deep learning becomes popular in recent years, complementary to filtering-based methods, graph embedding-based matching methods have been proposed and gained impressive improvement in performance. Wang et al. [40] focused on the billion-scale recommendation scenario in Taobao. They proposed to build an item graph from user behaviors, generate item sequences with random work, and learn item embedding with skip-gram. Based on item embedding, the pairwise similarity between any two items can be computed for matching. Later, the follow-up work [30] considered how to preserve the structure of the item graph and added the difference between the item distances in the original graph space and the embedding space into the loss to supervise item embedding.

As the need on recommendations becomes more and more fine-grained, a ranking stage is added after the matching stage to rank all matched items according to how much a user is interested in each candidate item, typically using CTR. Since deep learning was introduced into the ranking stage, studies have been done on designing different neural network structures for effectively predicting CTR. In the pioneering work, the Wide & Deep structure [9] was proposed to combine the memorization strength of logistic regression and the generalization ability of deep neural networks (DNN). Later, Deep & Cross network [42] integrated cross network with DNN. DeepFM [22] introduced factorization machine (FM) into DNN. In Alibaba, DIN [49] was proposed to use the attention mechanism to activate the user’s historical behaviors, namely, the relative interests, with respect to the target item. In particular, DIN has gained remarkable improvement in practical recommendation performance and has been widely deployed in Alibaba’s recommendation scenarios. The following-up deep interest evolution network (DIEN) [48] further extracts latent interests and monitors interest evolution through GRU coupled with attention update gate. Besides the model structure, real-time response is also important in recommender systems. EdgeRec [18] was proposed to offload the inference phase of the ranking model, which is trained over the global data on the cloud, to mobile devices, thus receiving user perception and system feedback in time.

Different from the single recommendation model over different users’ input data with personalized outputs in existing work, which is also the mainstream in industry, we consider model personalization in recommender systems, which requires on-device training but meets the overfitting problem. The proposed CoDA mitigates overfitting through cloud-coordinated data augmentation.

Federated Learning over Non-iid Data. Federated learning [34] and the underlying federate averaging algorithm (FedAvg) were first proposed by Google, which aim at coordinating a large scale of mobile devices to train a global model without transferring local user data to a centralized server, so that data privacy can be well protected. In particular, each round of FedAvg restarts a machine learning process and averages the model updates of participating devices to update the global model. Under the federated learning framework, much work studies how to guarantee model convergence and improve model performance over non-iid data. Yu et al. [44] (resp., Li et al. [29]) analyzed the convergence of FedAvg when all the clients are always available and fully (resp., partially) participate in the collaborative training. Karimireddy et al. [28] proposed a variant of FedAvg, called stochastic controlled averaging, which incorporates the gradients in the previous round to adjust the global direction of federated optimization and guarantees good convergence. Zhao et al. [46] analyzed the negative effect of data heterogeneity on model performance and proposed to share a small subset of global data among mobile devices. Eichner et al. [14] captured data cyclicity underlying federated learning and offered a pluralistic multi-model solution for convex objectives and sequential stochastic gradient descent (SGD). Mohri et al. [36] considered an unfairness issue that the global model can be unevenly biased toward different users. They thus proposed a new agnostic federated learning framework where the global model can be optimized for any possible target distribution, which is formed via a mixture of client distributions.

In addition to the federated optimization of a global model, much recent work has turned to federated learning for model personalization. Smith et al. [39] focused on learning separate but related personalized models for different clients by leveraging multi-task learning for shared representation. Chen et al. [8] instead adopted meta-learning to enable client-specific modeling, where clients contribute information at the algorithm level rather than the model level to help train the meta-learner. Several following work [16, 17, 25, 31] also proposed to combine federated learning with meta-learning for personalization. Deng et al. [13] demonstrated that federated learning has both an innate advantage and an urgent need of personalization due to data heterogeneity. They proposed to leverage an adaptively updated parameter to tune the personalization degree for each user. Mansour et al. [33] recently made an in-depth study on the necessity and feasibility of personalization in federated learning. They proposed three novel and general frameworks for personalized federated learning, namely, user clustering, data interpolation, and model interpolation.

The major difference between federated learning and CoDA is the setting on the global data distribution. Federated learning assumes that user data are kept only on user devices, and no data are available on the cloud. The cloud and each device exchange model parameters in federated learning. However, in many real-world industrial scenarios, most user data have already been uploaded to the cloud. In this practical setting, we re-examine the roles of the cloud and the device, and propose on-device learning with cloud-coordinated data augmentation for model personalization.

Collaborative Learning. Device-cloud collaborative learning intends to integrate the resources of the mobile devices and the cloud to accomplish a learning task. Besides the popular federated learning framework, which offloads the whole training task from the cloud to mobile devices, some other collaborative learning work studied how to allocate tasks in a different and more reasonable way. JointDNN [15] realized collaborative learning by partitioning the model into two parts and making the cloud and the mobile device each be responsible for the computation of one part. COLLA [32] used a bidirectional knowledge distillation to transfer information between the cloud model and the device model. D-Distillation [4] proposed to use a public reference dataset to share model outputs among neighboring devices for distillation, while each device’s own dataset is kept private. DCCL [43] designed a device-cloud collaborative learning framework for recommender systems, which leverages model patch learning [45] for device-side model penalization and knowledge distillation for cloud-side model update.
Parallel to the model-based collaborative learning work above, CoDA is sample-based and relies on cloud-coordinated data augmentation to facilitate on-device personalization learning.

**Data Augmentation.** Data augmentation has been widely used in the area of computer vision to deal with the problems of few-shot learning. Traditional data augmentation methods use basic image manipulations (e.g., cropping, flipping, and rotation) to generate new resemble samples by operating over the original ones. Advanced methods such as kernel filter [27], noise injection [37], and random erasing [47] share a similar idea with the traditional methods, but adopt more complicated transformations. As a combination of these ideas, AutoAugment [12] leveraged neural architecture search (NAS) to automatically search for a proper composition of image manipulations which can apply to the target dataset well. Different from the above methods, GAN [19] was proposed to learn the data distribution with a min-max game, where a generative network generates fake samples whereas the discriminative network intends to distinguish the fake samples from real samples. Later, GANs with different structures were proposed, such as supervised GAN (CGAN) [35], CNN + GAN (DCGAN) [38], Wasserstein distance + GAN (WGAN) [3], and transformer + GAN (TransGAN) [24]. As GAN had proved its effectiveness for data augmentation, it was also introduced to recommender systems to deal with the dataset problems met by CF. RAGAN [6] was proposed to generate plausible ratings with GAN for handling the data sparsity problem in CF. AugCF [41] also focused on the data sparsity problem and built a GAN-based end-to-end CF model, which uses its generative network to augment the dataset in the first stage and uses its discriminative network to perform CF in the second stage. AR-CF [7] considered the cold-start problem in CF and used GAN to generate fake neighbors for new users and items.

Different from existing data augmentation work which deals with the small dataset problem normally through generating fake data, CoDA is under a practical setting where the global dataset on the cloud is rich and sufficient. Thus, we propose to relieve the lack of each user’s local dataset by augmenting with the real samples retrieved from the global pool.

### 3 ALGORITHM DESIGN

In this section, we first introduce the overall dataflow in CoDA to show how user data are used to finally accomplish model personalization. We then present the design of the core algorithms in sequence, including cloud-based sample matching, on-device sample filtering, and on-device training over augmented data.

#### 3.1 Dataflow

As shown in Figure 2, user data are first generated and collected on mobile devices during each user’s interaction with the app. Then, the data are reported to the cloud and stored in the raw data table. The sample generation step uses the raw data table as input, preprocesses the data, and outputs samples to a temporary sample table. This step not only desensitizes the raw user data, but also provides necessary inputs (i.e., samples and user features) for the following step of sample matching. After that, the cloud retrieves samples for each user, saves the results to the matched sample table, and additionally build an index table for efficient sample pulling.

In the next day, each device first pulls the matched samples from the cloud and divides them into two subsets: one is for the training of a personalized sample classifier, and the other is for classifier filtering. After training the classifier with a subset of the matched samples, the rest samples are scored and filtered by the classifier and saved to the local storage to augment the local dataset. When the size of the augmented dataset reaches a preset threshold, the samples are read out and used to train the recommendation model (e.g., a CTR prediction model for ranking). The updated model is then used to serve the user in future requests, during which new user data are generated.
3.2 Cloud-Based Sample Matching

The sample matching algorithm, as the cloud-side part of data augmentation, uses the global set of samples collected from all users as the data source, and retrieves some candidate similar samples for each user. As shown in Algorithm 1, the cloud first performs feature extraction to obtain user vectors. The feature extraction mainly takes a user’s sample as its input, extracts a user-related feature (e.g., the user profile or the user behavior sequence) from the sample, and outputs a vector for representing the user. Then, for each target user, the cloud searches for the K nearest neighboring (KNN) users in the whole user vector space and takes out these K users’ samples as the matched ones. We note that the sample matching algorithm uses the contents of a user’s samples to represent the user and performs a user-level matching, which in fact can be regarded as matching samples in a batch mode. In addition, some other methods of user matching or behavior sequence matching can also be used as substitutable solutions.

3.3 On-Device Sample Filtering

The sample filtering algorithm, as the device-side part of data augmentation, takes some of the outside matched samples and the local samples as input, trains a personalized two-class classifier for each user, and then uses the trained sample classifier to score and filter out the rest outside samples for data augmentation.

Algorithm 1: KNN-Based Sample Matching

Data: global user set $U$, global sample set $S$, the local sample set $S_u \subset S$ of user $u \in U$
Input: target users $U_t \subset U$, parameter $K$ in KNN
Output: matched sample set $S_u^\alpha$ for each target user $\alpha \in U_t$

Function extractFeature(sample $s$):

def extractFeature(s):
1. a feature vector $v \in s$ to represent the user, e.g., the user profile vector or the user behavior sequence in $s$
return $v$

End Function

/* do sample matching for target users */

foreach $u \in U$ do

user vector $v_u \leftarrow \frac{1}{|S_u|} \sum_{s \in S_u} v(s)$
user_vector_map[$u$] $\leftarrow v_u$
$V \leftarrow V \cup \{v_u\}$

end

/* initialize the user ID to user vector as well as the global user vector space */

initialize the global user vector space $V$ $\leftarrow \emptyset$

foreach $u \in U$ do

user_vector_map[$u$] $\leftarrow$ user_vector_map[$u$]
matched user set $U_\alpha \leftarrow \{u | v_u$ is one of the $K$ nearest neighbors of $v_\alpha$ in $V\}$
matched sample set $S_\alpha \leftarrow \bigcup_{u \in U_\alpha} S_u$

end

Algorithm 2: Classifier-Based Sample Filtering

Data: $u$’s local sample set $S_u$
Input: $u$’s matched sample set $S_u^\alpha$
a filtering threshold $\sigma \in [0, 1]$
Output: $u$’s filtered sample set $S_u$

1 divide $S_u$ into $S_u^1$ for training and $S_u^2$ for inference

/* train the sample classifier on the device */

if the sample classifier $C_u$ is not initialized then

randomly initialize $C_u$
end

train $C_u$ over $S_u \cup S_u^1$ with the loss function $L_u$

/* use the classifier to filter samples */

initialize $S_u^\alpha \leftarrow \emptyset$

foreach $s \in S_u^2$ do

if $C_u(s) \geq \sigma$ then

$S_u \leftarrow S_u \cup \{s\}$
end

end

For each user $u$, we let $S_u$ denote $u$’s local samples, let $S_u^\alpha$ denote the matched samples for $u$ from the cloud, part of which $S_u^1$ is used for the training of the sample classifier, and the other part $S_u^2$ is used for the inference/filtering of the sample classifier. Then, the whole training set of the sample classifier is $S_u \cup S_u^1$, which is denoted as $\hat{S}_u$. For each training sample $(x, l) \in \hat{S}_u$, $x$ is the feature vector, and $l \in \{0, 1\}$ labels whether the sample is outside or local (i.e., 0 for outside and 1 for local). The cross-entropy loss function of the user $u$’s sample classifier $C_u$ is defined as:

$$L_u = \frac{1}{|S_u|} \sum_{(x, l) \in S_u} [l \log C_u(x) + (1 - l) \log (1 - C_u(x))].$$ (1)

The optimization objective of the sample classifier is to minimize the cross-entropy loss, which implies that the local samples should be scored with values closer to 1, while the outside samples should be scored with values closer to 0. In addition, for a trained sample classifier, the outside samples with high scores (i.e., false positives) are considered to be similar to the local samples and should be used for augmentation. Intuitively, the sample classifier functions as a discriminative model to learn the boundary between the local data distribution and the outside data distribution.

Based on the personalized sample classifier, we present the detailed sample filtering algorithm in Algorithm 2. The algorithm is divided into two stages: classifier training and sample filtering. Each device first trains the sample classifier with both the local samples and a subset of the outside matched samples. Then, each device uses the trained classifier to filter the rest matched samples. The filtering threshold score $\sigma$ controls the decision boundary. Those outside samples, whose predicted scores are larger than $\sigma$, will be considered to share a similar distribution with the local samples, and therefore are kept on the device to augment the local dataset. At the end, each user $u$’s on-device augmented dataset $S_u'$ is denoted as $S_u \cup \hat{S}_u$. 
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We present the process of on-device training over augmented data. Although the pipeline of conventional cloud-based learning is off-device, the end-to-end pipeline is divided into 3 parts: cloud, tunnel, and device. Each part is made up of several modules, which cooperate with each other to realize the algorithm design of CoDA. Some existing basic platforms and frameworks in Alibaba Cloud and Mobile Taobao, the names of which are put on the top-right corner and colored in gray, are used to support the implementation of the system modules. We list their names and functionalities in Table 1.

### 3.4 On-Device Training over Augmented Data

After data augmentation, each device can train a personalized recommendation model (e.g., a CTR prediction model) to serve the user. We present the process of on-device training over augmented data in Algorithm 3. First, the augmented dataset $S_u$ will be split into a training set $S_u^1$ and a validation set $S_u^2$ for optimizing the recommendation model as well as for testing the model and determining whether to keep the updated model. In particular, to ensure that the recommendation model is updated towards the optima over a user’s local data distribution, only the user’s local samples should be used for model validation (i.e., $S_u^2 \subseteq S_u$), which can mitigate the possible bias in the filtered outside samples. Additionally, after each iteration of local training over a batch of training samples, if the model accuracy (e.g., the metric of area under the curve (AUC) widely used in evaluating recommendation performance) increases, then the recommendation model will be updated.

### 4 SYSTEM DESIGN

Although the pipeline of conventional cloud-based learning is off-the-shelf, the core modules of CoDA’s new device-cloud collaborative learning need to be built from scratch. The key challenges include (1) for the cloud, the efficient storage, fast query, and durable distribution of matched samples at the level of user/device and the need to support a large number of devices; (2) for each device, the fine-grained management of task resources (i.e., samples, models, and scripts) under the strict constraint of local storage, as well as the process control and the conflict control of multiple on-device tasks at the levels of sample and model.

We design the system architecture of CoDA as shown in Figure 3. The end-to-end pipeline is divided into 3 parts: cloud, tunnel, and device. Each part is made up of several modules, which cooperate with each other to realize the algorithm design of CoDA. Some existing basic platforms and frameworks in Alibaba Cloud and Mobile Taobao, the names of which are put on the top-right corner and colored in gray, are used to support the implementation of the system modules. We list their names and functionalities in Table 1.

#### 4.1 Work Cycle

We first introduce the work cycle throughout all the system modules: (1) user data are reported to the sample preparation module through the up tunnel; (2) in the sample preparation module, user data are processed to samples. Samples are then matched for each target user and stored in a key-value storage to provide sample query service. Meanwhile, the global model training module can train a cloud-based model using the global samples if needed; (3) from the cloud side, the resources for the on-device learning tasks, including matched samples, the initial global model, and task-related scripts, are delivered to mobile devices through the down tunnel; (4) the resources are sent to the on-device resource management module and the task execution module. In particular, the matched outside samples are saved to the on-device database storage with their life-cycle managed, the model is saved to the file storage with its version controlled, and the task-related scripts are sent to the task execution module; (5) the on-device sample filtering is executed in the task execution module, interacts with the resource management module to train the sample classifier, and uses the trained classifier to filter out the outside samples to augment the local dataset; (6) the on-device personalized model training is also executed in the task execution module, interacts with the resource management module to optimize the recommendation model with the augmented dataset; (7) supported by the background model inference task run in the task execution module, the app provides real-time recommendation service for the user; (8) during the interaction between the user and the app, the user behavior collection module collects new user data and uploads them through the up tunnel.

In what follows, we describe the system modules in detail. We mainly introduce the key functionalities and design principles of each module, as well as the underlying platforms and frameworks.

#### 4.2 Cloud-Side Modules

On the side of the cloud, sample preparation, global model training, and task management are three key modules.
This batch query mechanism avoids the issue that the entire set of categories in the overall matching result. If the matched sample data is sample to many different users, introducing a lot of sample duplication. The KNN-based sample matching step may match one user at once. Another practical and significantly important issue is data the matched samples can be too large in size to be sent to the device several batches. Each batch is assigned with a batch ID for query.

The underlying platform used to support this module is MaxCompute [10], which is a large-scale data warehousing and processing platform. We make use of its database-like storage and distributed computing ability to efficiently store massive amounts of structured user data and process them in parallel.

Sample Matching. The sample matching sub-module prepares similar samples for each user. To facilitate fast matching for huge amounts of samples, we build indexes for the matching table to support efficient sample lookup, and also use the vector similarity search engine, called Faiss from Facebook [26], to do fast similarity calculation in KNN. These accelerations are performed in a Python data science environment supported by Alibaba’s platform of artificial intelligence (PAI) [11].

Sample Query. The sample query module allows a mobile device to query a batch of samples at one time. After the sample matching step, the matched samples for a target user are split into several batches. Each batch is assigned with a batch ID for query. This batch query mechanism avoids the issue that the entire set of the matched samples can be too large in size to be sent to the device at once. Another practical and significantly important issue is data duplication. The KNN-based sample matching step may match one sample to many different users, introducing a lot of sample duplicates in the overall matching result. If the matched sample data is directly stored for each user, the size of system data will grow to roughly \((K + 1)\) times its original size. To deal with this problem, we assign a unique ID for each sample and maintain a mapping from sample IDs to sample data. Only the matched sample IDs are saved for each user, which greatly reduce the additional space cost. The sketches of the batch mapping (from batch ID to sample IDs) and the sample mapping (from sample ID to sample data) are shown in Figure 4. The two mappings are stored in a key-value form in iGraph, which is a large-scale online graph storage and query system supporting high-efficient lookup for key-value pairs.

4.2.2 Global Model Training. The global model training module supports training a model over the global data on the cloud, which is conventional non-personalized learning and is the current mainstream in industry. We leverage distributed TensorFlow [1] as the cloud-side machine learning framework. The large amount of computing resources (i.e., CPU, GPU, and memory) and the distributed computing ability are provided by PAI. In addition, since the on-device execution of the model is implemented using mobile neural network (MNN) [23] (which will be introduced in Section 4.4.2), the trained TensorFlow model is converted to an MNN model with the help of MNNConvert. During the conversion, the model’s structure is converted and simplified to compress its size for efficiency.

4.2.3 Task Management. The task management module is the entrance for machine learning engineers to submit on-device tasks. Walle platform, which is the cloud-side part of the Walle device-computing framework, works as the underlying platform and can control and monitor the overall status of the device-computing tasks. Two core sub-modules of task management are task version control and task release.

Task Version Control. Task version control is implemented using Git. It records the whole submission history of a task so that each engineer can easily figure out the changes between different task versions. It also allows the system to do a quick version rollback in case the new version of the task does not function as expected.

Task Release. The task release sub-module functions like a router. It not only determines whether a task is sent to devices, but also controls which devices the task will be sent to. Once a
device becomes online, this sub-module will generate an active task list for it according to both its device information (e.g., user ID, device ID, app version) and the hitting rules defined in the task configuration. Then, the device compares the new active task list with its local task list, removes the outdated tasks, and fetches the newly-activated ones. This dynamic task release mechanism brings flexibility to the system. Furthermore, by combining the task version rollback function with the dynamic release feature, a problematic task release can be easily revoked. As a result, the stability of the system can be better ensured.

4.3 Tunnel Connecting Cloud and Device

The tunnel connecting the cloud and the device is an important bridge for communication. Based on the direction of messages, the tunnel can be divided into the down tunnel and the up tunnel.

4.3.1 Down Tunnel. The down tunnel is used to send data from the cloud to devices. For the static resources (e.g., task scripts and models) which remain same for all accessing devices, they are cached on a content delivery network (CDN) to accelerate the delivery as well as reduce the server load. For the dynamic resources (e.g., the matched samples) which differ from device to device, a web service is provided to response authenticated device queries. Walle Tunnel encapsulates the above-mentioned two delivery methods and works as the main delivery tunnel of the system.

4.3.2 Up Tunnel. During on-device task execution, user log is generated and reported to the cloud through the up tunnel. The report tunnel is supported by user track (UT). To improve system efficiency, log messages are first aggregated on the device and then reported to the server. The whole reporting process is encrypted using secure sockets layer (SSL) to guarantee data security.

4.4 Device-Side Modules and App

On the side of the device, resource management and task execution are two key modules. These modules also support the mobile app on the top to serve and interact with the user in real time.

4.4.1 Resource Management. The word “resource” here mainly refers to data resources. Considering on-device storage is quite limited, unnecessary space occupation can bring negative effects on user experience. Therefore, we design and implement a strict resource management module to take care of the on-device data. The implementation is based on the basic application programming interfaces (APIs) (e.g., database SQL execution and file operations) provided by Walle Storage.

Sample Lifecycle Control. Samples are stored in an on-device database with their lifecycle managed. We take different control policies for the outside matched samples and the local samples, which are stored in two different tables. The sample lifecycle control policies are shown in Figure 5.

For the outside matched samples, they can be divided into the following categories according to their usages in data augmentation. If a sample is used for the training of the sample classifier, it will be removed after training. In contrast, if a sample is used for being filtered by the sample classifier, (1) if the sample gets a score of \( [0, \sigma] \), then it will be abandoned; (2) otherwise, it will be used to augment the local dataset for the training of the personalized recommendation model. After usage, the sample will be removed from the database.

For the user’s local samples, they are stored in another table with a different lifecycle. If a sample was generated \([0, t]\) days ago, it will be used for the training of the sample classifier and the validation of the recommendation model. If a samples was generated \((t, t')\) days ago, it will be used for the training of the sample classifier and the training of the recommendation model. If a sample was generated \((t', +\infty]\) days ago, it will be removed.

In most cases, the above lifecycle control mechanism is sufficient for sample management. In case that an unexpected large amount of samples are received, we set a size limit for each of the two sample tables. If the table size reaches the limit, a forced cleanup will be triggered. The cleanup rules are (1) for the outside matched samples, the ones with lower scores predicted by the sample classifier will be removed until the table size decreases by half. We note that if a sample has not been scored by the sample classifier, it will be scored with 0 by default; and (2) for the user’s local samples, the ones with earlier generation time will be removed until the table size decreases by half. The forced cleanup rules can guarantee that the total size of sample storage never exceeds the predefined limit.

Model Version Control. Models (i.e., the sample classifier and the recommendation model in CoDA) are stored as files with their versions controlled. The design of model version control sub-module needs to meet the following requirements: (1) being storage-friendly; (2) supporting quick rollback when the accuracy of the updated model decreases; and (3) avoiding the write–read conflict for the training task and the inference task. Guided by these requirements, we design the on-device model version control mechanism as shown in Figure 6. The key steps are summarized as follows: (1) initialize/receive and save a model \( M \); (2) make a duplicate for \( M \) and name it as \( M_0 \). \( M_0 \) serves as an always-available backup model, which is never modified after its creation; (3) when the on-device model training starts, make a duplicate for \( M \) and name it as \( M_{buf} \). Provide the training task with \( M_{buf} \), serving as the buffer for the training process; (4) when the model model training finishes, check whether a rollback is needed. In particular, (4.1) if the updated model needs to be saved, add a write lock for \( M \) and overwrite \( M \) with \( M_{buf} \). Then, release the write lock and remove \( M_{buf} \); (4.2) if a rollback is needed, then remove \( M_{buf} \); (5) when model inference

![Figure 5: The policies of sample lifecycle control.](image-url)
starts, provide the inference task with $M$, if there is no write lock; otherwise, provide it with $M_0$.

We note that in most of the time, only two versions of model (i.e., $M_0$ and $M$) are maintained on the device, while $M_{buf}$ just exists during the short period of on-device training. Therefore, our model version control mechanism is storage-friendly. The second requirement of quick rollback is supported by Step 4. The third requirement of avoid write–read conflict is met by Step 5. Furthermore, the whole process of model version control is transparent to the task execution, which simplifies the task design.

4.4.2 Task Execution. The task execution module contains a lite Python environment provided by Walle Python VM. All the computing resources (e.g., CPU and memory) allocated to the tasks are managed by Walle Python VM automatically. In addition, MNN [23], as a mobile deep learning framework, has been integrated into the on-device Python environment with its Python APIs exposed to the task scripts. With the help of MNN, each mobile device can perform model inference and model training to accomplish the following three on-device tasks: sample filtering, the training and the inference of personalized recommendation model. The triggers of these tasks are managed by the task execution module. Once a new batch of matched samples is received by the device, the sample filtering task is triggered to filter the samples and augment the local dataset. Then, if the device status satisfies a pre-defined condition (e.g., the size of the augmented samples reaches a threshold), the training task is triggered to accomplish personalized model learning. Regarding the inference task, it is triggered by the app whenever the app needs to provide recommendations for the user.

4.4.3 App. In the mobile app, some pages contain dynamic contents for recommendation. When the user visits these certain pages, the event tracking system detects this event and sends a signal to trigger the model inference task. Based on the returned prediction, the app perceives the user’s interest or intention and customizes the page accordingly to do real-time recommendation. Then, the following user behaviors in this time period are tracked and collected to form new device log. The log is aggregated and reported to the cloud and serves as the source of new samples in the next work cycle.

5 ONLINE EXPERIMENTS IN TAOBAO

We have deployed the proposed CoDA algorithm and the device-tunnel-cloud pipeline in Mobile Taobao app. We further extensively evaluate the online performance of our design and compare it with several baselines using A/B testing. We also report practical resource consumption to validate efficiency.

5.1 Scenario, Task, and Model

As shown in Figure 7, the deployment scenario in Mobile Taobao is the icon area in the “My Taobao” page. This scenario contains 10 icons, and each icon is a shortcut to a certain business or function page. To attract user attention and increase participation, some animation effects (i.e., two bubbles and two GIFs) can be added over the icons. Further, the policy of choosing which icons to add animation effects depends mainly on the CTRs of the icons. Thus, the learning task is to accurately predict the CTR of each icon.

We list the detailed input and output data fields of the CTR prediction task in Table 2. In particular, the input data fields include the ID of the target icon, the type of animation, the user profile, the 10-day history of clicked icons, the 7-day statistics of business visits, the 512-length historical behavior sequence, and the 1-day statistics of user behaviors.
historical sequence of clicked icons, the user behavior sequence, as well as the statistics on the business visits and user behaviors.

We take DIN as the CTR prediction model as shown in Figure 8. It contains an embedding layer, where the embedding dimension is set to 3, an attention layer, and fully connected layers (i.e., MLP layers). We use the target icon to do attention with the sequence of clicked icons and the user behavior sequence.

We still use DIN as the sample classifier for each user to distinguish the local and the outside samples. The key difference from the CTR prediction model is that only the user behavior sequence is used as the input, and thus, the embedding layer and the attention layer need to be pruned. Specifically, users’ behavior sequences can reflect their behavior patterns, which are regarded as a good projection of the local data distribution. In contrast, the icon-related data fields can represent a user’s preferences for different icons. If these data fields are also input to the sample classifier, the classifier will tend to search for the samples containing specific icons, which deviates from the original intention of finding outside samples that share a similar data distribution with the local samples, rather than the samples with the same targets.

5.2 Baselines, Metrics, and Setups

We introduce two baselines for ablation study: (1) one is the initial global model, which is trained over the global data on the cloud. This baseline is currently the mainstream in industry and is introduced to verify the necessity of on-device training; and (2) the other is the on-device training over only the local data, which is to validate the necessity and the effectiveness of cloud-coordinated data augmentation.

We use three online metrics to rigorously evaluate the performance of different methods. Before giving the formal definitions, we first introduce some common abbreviations in recommender systems: “clk” is short for “click”; “exp” is short for “exposure”; “PV” is short for “Page View”; “UV” is short for “Unique Visitor”. Then, the three metrics are defined as follows: (1) \( \frac{\text{clk}}{\text{exp}} \) is in fact CTR and is the optimization objective of the learning task in our application scenario. CTR is also one of the most important metrics in recommender systems; (2) \( \frac{\text{clk}}{\text{exp}} \) denotes the average number of clicks per user, which can measure the user activeness; and (3) \( \frac{\text{clk}}{\text{exp}} \) denotes the percentage of the users who click the icon area at least once after exposure, which can capture the user liveness.

We finally introduce the deployment details: (1) For A/B testing, we create three non-overlapping buckets to deploy our CoDA and two baselines. Each bucket roughly contains 100,000 randomly chosen highly active users with iOS devices. The model structure and input features keep the same for all three buckets; (2) on the side of cloud, the parameter \( K \) in the KNN-based sample matching is set to 100, which indicates that 100 other users are matched for each user every day. The user-related feature used for sample matching is the biz statistics feature listed in Table 2. In addition, to save cloud storage, only the matching results in the last 7 days are kept. Moreover, considering that the sample is in the format of sparse vectors, we compress the binary data with zlib to reduce size. The compressed binary data is further encoded into BASE64 strings to avoid being mishandled as control characters by network protocols and causing unexpected bugs. Such compression and encoding operations roughly reduce 90% of data size, which not only dramatically saves the cloud storage but also sharply cuts down the communication overhead. The strings will be decompressed and recovered to samples automatically upon arriving at the smart devices; (3) regarding communication, to control workload and communication overhead, each device can pull at most 12 batches of matched samples every day. The number of samples in each batch is set to 25 by default, while on special occasions, at most 40 samples can be put in a batch to avoid batch fragments; and (4) on the side of device, regarding the CTR prediction model, we use the cloud-based training model as the initialization for it. After receiving the matched samples from the cloud, 1/3 of them are used for the training of the sample classifier and the other 2/3 are used for testing and further being filtered to do data augmentation. The filtering threshold \( \sigma \) in the classifier-based sample filtering is set to 0.2. The sizes of the local samples and the filtered samples saved into the on-device database are each limited to be no more than 200. The threshold for triggering the training of the CTR prediction model is when the size of the augmented samples reaches 100. If a device has fetched all the matched samples available today (i.e., either no more samples are available on the cloud, or today’s batch limit is reached), the training of the CTR prediction model will also be triggered to finish today’s job. The parameters \( t \) and \( t’ \) of the local sample lifecycle introduced in Section 4.4.1 are set to 3 and 7, respectively.

5.3 Online Performance

We conduct online A/B testing in two phases. Phase 1 lasts for 11 days in July 2021, and Phase 2 lasts for 12 days in August 2021.

We plot the day-level results of Phase 1 and Phase 2 in Figure 9 and Figure 10, respectively, which are consistent and stable in general. One key observation from Figure 9 and Figure 10 is that in terms of CTR and \( \frac{\text{clk}}{\text{exp}} \), our CoDA strictly outperforms both cloud-based learning and local training in all days, while the local
training is slightly worse than the cloud-based learning. These results demonstrate that: (1) even though the local model is initialized with the global model trained over the global data on the cloud, on-device training over only the local data still falls into the classical dilemma of few-shot learning, causes severe overfitting problems, and degrades the model performance; and (2) by augmenting the local data with similar outside data using the sample classifier, CoDA effectively mitigates overfitting and improves recommendation accuracy and user activeness. The second key observation is that in terms of \( \text{clk UV} \), the performance of three methods are quite close. This implies that on-device training and data augmentation may have little effect on the user liveness, particularly maintaining old click users and attracting new clock users.

We also present the accumulated performance of Phase 1 and Phase 2 in Table 3 and Table 4, respectively. Compared with the initial model using cloud-based training, CoDA improves CTR and \( \text{clk PV} \) more than 1.1% in both phases; compared with pure local training, the advantage of CoDA is more remarkable, improving CTR and \( \text{clk PV} \) more than 1.3% in both phases. Regarding \( \text{clk UV} \), the performances of three methods tie with each other.

The online A/B testing results above adequately demonstrate the necessity and effectiveness of integrating on-device training and data augmentation in the design of CoDA.

### 5.4 Resource Consumption

In addition to the online performance of recommendation, the efficiency of executing device-related tasks is also a key consideration in practice. We use an iPhone 8 Plus as the test bed and install a debug version of Mobile Taobao on it. In particular, iPhone 8 Plus, released in 2017, is equipped with Apple A11 SoC (2 high-performance cores with 2.53 GHz maximum frequency and 4 high-efficiency cores with 1.42 GHz maximum frequency) and 3 GB LPDDR4X RAM, and falls into the midrange devices according to the Mobile Taobao’s categorization in 2021. To evaluate the average resource consumption, we continuously trigger the device-related tasks for 50 times and repeat the test twice. We plot the CPU and memory occupations during one test in Figure 11. We also report the major overhead in detail as follows: (1) one-round execution of CoDA’s on-device tasks costs 0.7 second in average. The task execution brings 35% of CPU usage on one core at maximum; (2) roughly 120 MB additional memory is occupied during the task
execution; and (3) the device downloads roughly 19.4 KB data for one trigger in average.

The light load of device-related tasks has validated the practical efficiency of our system design.

6 CONCLUSION

In this work, we study model personalization in recommender systems. We have proposed an on-device personalized learning algorithm with cloud-coordinated data augmentation, called CoDA, to break the dilemmas of purely cloud-based learning and on-device learning. We also have built a cloud-tunnel-device pipeline to support the workflow of CoDA. We have deployed CoDA in a practical recommendation scenario of Mobile Taobao. Online A/B testing and real device testing demonstrate the effectiveness and efficiency of CoDA.
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