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ABSTRACT
Stars that pass too close to a supermassive black hole are disrupted by the black hole’s tidal gravity and leads to some debris being ejected while the remainder accretes into the black hole. To better study the physics of this debris, we use the moving mesh code MANGA to follow the evolution of the star from its initial encounter to its complete destruction. By varying the impact parameter (β) of the star, we studied the energy distribution of the remaining material and the fallback rate of the material into the black hole as a function of time. We show that the spread of energy in the debris and peak luminosity time (t_peak) are both directly related to the impact parameter. In particular, we find a $\beta^{1/2}$ scaling for the energy spread for $\beta = 2 – 10$ and a frozen evolution for $\beta \geq 10$. We provide analytic arguments for the spread of energy, rise time of the light curve, and broadness of the luminosity peak for these lower $\beta$’s. These relationships provide a possible means of inferring the impact parameters for observed TDEs.
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1 INTRODUCTION
A tidal disruption event (TDE) occurs when a star comes within the tidal radius of a supermassive black hole (SMBH). Tidal forces from the SMBH overcomes the self-gravity of the star, and the star is ripped apart. Some of the debris from the star becomes bound to the SMBH, returns to periapse and forms an accretion disk, while the remainder is unbound and goes off to infinity. The radiation produced by the returning material forms an accretion disk and its subsequent accretion powers a highly luminous event. Rees (1988) showed that the material from the disrupted star returns to periapse at a rate the follows a $r^{-3/2}$ power law. Moreover, the accretion rate has peak values that are super-Eddington and produces a bright electromagnetic flare that should peak in the UV or soft X-Rays.

Over the last twenty years, a number of TDE candidates have been observed both in X-rays and transient optical facilities (for a review see Komossa 2015). These candidates have been found to broadly match these theoretical predictions. Soft X-Ray candidates observed by ROSAT, Chandra and XMM-Newton follow a decay consistent with $r^{-3/2}$. Optical candidates show evidence of “slow” (≲ few × 1000 km s⁻¹) outflows (see for instance, Hung et al. 2017; Onori et al. 2019; Hung et al. 2019; Nicholl et al. 2019, 2020), which may be a hallmark of outflows from super-Eddington accretion.

In addition to being interesting phenomenon in themselves, TDEs are a valuable probe into several areas of astrophysics. These include black hole physics (van Velzen 2018), galaxy formation, accretion physics (see for instance Shiokawa et al. 2015; Wu et al. 2018) and stellar dynamics in galactic cores (see for instance Stone et al. 2020). TDEs can be used to signal the existence of black holes in galaxies, and the rapid increase of the fallback rate of the stellar debris introduces a new way to test our understanding of accretion physics (van Velzen 2018).

The strong nonlinear hydrodynamic nature of TDEs necessitates full 3-d numerical simulations. Initial work on TDEs have both used Lagrangian, e.g., smooth particle hydrodynamics (SPH) as well as Eulerian methods. Both of these methodologies suffer in some aspect in simulations of TDEs. In particular, TDEs have strong advective flows (good for SPH), shocks (good for Eulerian methods), and a large dynamic range (good for SPH, ok with AMR Eulerian).

In the last decade, a new class of arbitrary Lagrangian-Eulerian (ALE) or moving-mesh (MM) schemes described by Springel (2010) has been devised as an effort to capture the best characteristics of both Lagrangian and Eulerian approaches, combining superior angular momentum conservation properties of Lagrangian schemes with superior shock capturing or Eulerian schemes. It has been implemented in the code AREPO and has been used for many different astrophysical problems especially cosmological galaxy formation (for a recent example, see for instance Springel et al. 2018).

While a number of ALE codes have been developed from Springel (2010)’s scheme (Duffell & MacFadyen 2011; Gaburov et al. 2012; Vandenbroucke & De Rijcke 2016; Yalinewich et al. 2015; Duffell 2016; Chang et al. 2017), we will focus on the application of these MM schemes to the study of TDEs. Here, Goicovic et al. (2019) and Steinberg et al. (2019) have respectively used AREPO (Springel 2010) and RICH (Yalinewich et al. 2015) to study TDEs with MM methods. Despite the obvious application to TDEs, the amount of numerical work with MM methods remains small. In this Paper, we report on the new results of a study on TDEs.
with the moving-mesh (MM) code, MANGA (Chang et al. 2017; Prust & Chang 2019; Chang et al. 2020).

Here, we focus on how the spread of energy of the debris relates to impact parameter. With this, we studied relationships between peak luminosity, peak luminosity time and impact parameter. Several studies have done similar research, and have found different results. Steinberg et al. (2019) focused on the evolution of the energy spread as a function of distance from the SMBH. They found overall the magnitude of the energy spread to be comparable with the frozen-in approximation, which predicts the energy spread to be independent of impact parameter. Similarly, Stone et al. (2013) analytically studied TDEs and determined that the spread of energy is dominated by the freeze-in energy, although for $\beta < 5$, it is mentioned that there is slight variation in spread of energy. Guillochon & Ramirez-Ruiz (2013) simulated TDEs using FLASH (Fryxell et al. 2000) and found the spread of energy initially increases with increasing $\beta$, then a transition point of $\beta = 2$ is reached where the binary’s gravity (or star’s gravity, in their case) no longer affects the dynamics, and finally the change in energy approaches a constant.

We have organized this paper as follows. In § 2, we describe the numerical setup, outline the included physics and initial conditions. Much of this technology is built upon our work on common envelope evolution and, thus, we leave the detailed description to Prust & Chang (2019). In § 3, we describe the basic results of MM simulations of a TDE of a $1 \ M_\odot$ star and a $10^6 \ M_\odot$ BH. Finally, we close with a discussion in § 4.

2 NUMERICAL SETUP

We use the moving-mesh hydrodynamic solver for ChaNGa, which we call MANGA (Chang et al. 2017; Prust & Chang 2019), to conduct numerical simulations of TDEs. The solver is based on the scheme described by S10, but incorporates advances in gradient estimation (Steinberg et al. 2016) and limiters (Duffell & MacFadyen 2011). We also use an alternative method for constructing the Voronoi tessellation (Rycroft 2009; C17). In addition, it has solvers for radiation hydrodynamics (Chang et al. 2020) and general relativistic hydrodynamics (Chang & Etienne 2020).

We construct initial conditions as follows. We first use a $1 \ M_\odot$ star evolved with MESA (Paxton et al. 2011, 2013, 2015) from the pre-main sequence to the zero age main sequence. As in Prust & Chang (2019), we take the entropy profile and construct a star of mass $M$, whose entropy profile matches that of the original star. While the newly constructed star can contain a dark matter particle to model the core, which is done in common-envelope studies (Prust & Chang 2019), we omit this feature in this study. This yields a radial profile of density and temperature that is then mapped to an unstructured particle (mesh generating point) mesh.

We construct an appropriate mesh for the star from a perturbed cubic distribution that has been periodically replicated to produce sufficient numbers of mesh-generating points. Such a cubic distribution approximates a cubic Eulerian grid, but the points are perturbed (slightly) so that we do not suffer from degenerate faces. We assume that each particle is representative of equal volumes, and we have rescaled their mass and temperature based on the appropriate radial position via the computed density $\rho(r)$ from MESA. These mesh-generating points are also endowed with a radially interpolated temperature. Outside of the star, we include a low density atmosphere of $10^{-15}$ g/cm$^3$ with temperature $10^5$ K that extends out to the total box size of 5000$R_\odot$, having periodic boundary conditions at its edges. The periodic boundary conditions are currently the only boundary conditions that are implemented for hydrodynamics in MANGA. Other boundary conditions such as inflow or outflow boundary conditions are available for radiation (Chang et al. 2020). To lower the computational cost, we follow the methodology of Prust & Chang (2019) and use a mesh refinement algorithm to decrease the number of mesh-generating points in the atmosphere far from the star. We define a scale factor $S(r) = (r/R_\odot)^{n}$ where $R_\odot$ is the radius of the star, $r$ is the spherical radius, and $n$ is an adjustable parameter which we have set to $n = 2/3$ in this case. Starting with the uniform replicated cubic distribution as for the star, the linear spacing between mesh-generating points is increased by $S$ and their mass is increased by $S^2$, preserving the external density. The resulting total number of mesh-generating points is $6.9 \times 10^5$ and $2.7 \times 10^5$ for $10^5$ and $4 \times 10^5$ mesh-generating points for the star, respectively. In spite of our scaling of the atmospheric mesh, the majority of these points is still used to represent the low density atmosphere. We model the SMBH as a dark matter particle with a softened gravitational length of $6.14 \times 10^4$ centimeters.

We check that the profiles produced from the mapping from 1-D stellar evolution codes to fully 3-D hydrodynamics simulations are in reasonable hydrostatic balance both for static Newtonian stars and boosted (moving, Newtonian) stars. In particular, we run these stars for a few dynamical times to check for stability of the profile. While it is not expected to be in perfect hydrostatic balance due to discretization errors, these stars do not oscillate significantly.

In our numerical experiments, we start our stars at $r = r_0$ on a zero energy orbit with a periapse of $r_0$. Thus, the initial magnitude of the velocity of the star is $v_0 = \sqrt{GM/r_0} = v_T/\sqrt{\beta}$, where $\eta$ is the ratio between $r_0$ and $r_T$: $\eta = r_0/r_T$. To set up the components of the velocity, it is helpful to define a few dimensionless parameters. The key length-scale in the TDE is the tidal radius, which is

$$r_T = \left( \frac{M_{\text{BH}}}{M_*} \right)^{1/3} R_*,$$

where $M_{\text{BH}}$ is the mass of the black hole, $M_*$ is the mass of the star, and $R_*$ is the radius of the star. We define $\alpha = (M_{\text{BH}}/M_*)^{1/3}$. Following Guillochon & Ramirez-Ruiz (2013), we define the penetration ratio, $\beta$ as

$$\beta \equiv \frac{r_T}{r_p},$$

where $r_p$ is the periapse. Assuming a (near-) Keplerian potential, the velocity of a star on a zero energy orbit at $r_T$ is

$$v_p = \sqrt{\frac{2GM_{\text{BH}}}{r_T}} = \alpha v_*,$$

where $G$ is Newton’s constant and $v_* = \sqrt{2GM_*/R_*} = 437 \ (M_*/1 \ M_\odot)^{1/2} (R_*/1 \ R_\odot)^{-1/2} \text{ km s}^{-1}$ is the escape velocity from the star. This quantity turns out to be a useful quantity to write other quantities in. For instance, the velocity at periapse is then:

$$v_p = \sqrt{\frac{GM}{r_p}} = \sqrt{\beta} v_T = \alpha v_*.$$

The specific angular momentum associated with a zero energy orbit is:

$$l = v_p r_p = \frac{v_p r_T}{\sqrt{\beta}} = \frac{v_* R_* \alpha^2}{\sqrt{\beta}}.$$

In the above, we have assumed that $M_{\text{BH}} \gg M_*$. Thus, the initial
velocity can be broken into a radial component \( v_{0, r} \) and a perpendicular component \( v_{0, \perp} \) with values:

\[
v_{0, r} = \frac{l}{r_0} \frac{\alpha r_0}{\eta \sqrt{\beta}} \quad \text{and} \quad v_{0, \perp} = \sqrt{\frac{\eta^2}{\nu^2} - v_{0, r}^2} = \frac{\alpha r_0}{\eta \sqrt{\beta}} \sqrt{\frac{\nu^2 - 1}{\eta^2 \beta}}. \tag{6}
\]

where \( \eta = r_0/r_\odot \) is the dimensionless starting radius, and \( r_0 \) is starting radius of the star’s orbit.

We set \( M_{\text{BH}} = 10^8 \odot, M_\star = 1 \odot, \) and \( R_\star = 1 \odot, \) which gives \( \alpha = 100. \) We also use an adiabatic ideal gas (\( \gamma = 5/3 \)) equation of state in these calculations, mainly for purposes of speed and its applicability at low densities. We set the initial distance to be \( \eta = 10. \)

### 3 RESULTS

We vary \( \beta \) between 1 and 15 in our simulations to examine the effect of the impact parameter. This parameter study is similar to previous work by Guillocron & Ramirez-Ruiz (2013), but here we use a realistic star as opposed to a polytrope and use a MM code as opposed to the Eulerian grid code, FLASH (Fryxell et al. 2000). We use \( 10^5 \) mesh-generating points to resolve the star for the parameter study, but confirm our result with two higher resolution studies at \( 4 \times 10^5 \) mesh-generating points. These high resolution simulations are visualized in Figures 1 and 2 for \( \beta = 2 \) and 4, respectively. Here we show a sequence of images for the encounter for \( \beta = 2 \) (Fig. 1) and \( \beta = 4 \) (Fig. 2). The frames are at 3.6, 5.2, 6, and 7.8 hours from the start of the run. The two figures show the that fallback of material appears to be much more vigorous for larger \( \beta, \) e.g., closer approach. We also note that our focus is for star undergoing total disruption, which implies \( \beta \geq 2 \) for a 1 \( \odot \) star (Phinney 1989; Guillocron & Ramirez-Ruiz 2013; Mainetti et al. 2017; Ryu et al. 2020).

We have run simulations with \( \beta \) varying between 1-15. However, the optimistic upper limit is \( \beta = 8 \) for our calculation to be valid. In particular, we assume a Newtonian potential, but black holes are relativistic objects. The BH gravitational (Schwarzschild) radius is

\[
r_s = \frac{2GM_{\text{BH}}}{c^2} = 2.96 \times 10^{11} \left( \frac{M_{\text{BH}}}{10^8 \odot} \right) \text{ cm} \tag{7}
\]

This corresponds to a \( \beta_s = \beta(r_s) = 23.5(M_{\text{BH}}/10^8 \odot)^{-1} \alpha. \) The relativistic corrections only decline (relatively) slowly with radius, e.g., the corrections decline like \( r_s/r. \) We must then choose \( \beta \) such that \( \beta < \beta_s. \) We take an optimist’s view and noting that the innermost stable circular orbit is at \( r_{\text{ISCO}} = 3r_s \) and set an optimistic upper limit of \( \beta \) close to \( r/r_{\text{ISCO}} \approx 8. \) Hence the results for \( \beta > 8 \) are for the purposes of exploring parameter space, but are not reflective of the physics.

To understand how the fallback might vary as a function of \( \beta, \) we begin with the fallback rate of the debris, which is derived from Kepler’s third law (Goicovic et al. 2019):

\[
M = \frac{dM}{dt} \frac{dE}{dt} = \frac{(2\pi G M_{\text{BH}})}{3} \frac{1}{r^3} \frac{dM}{dt} \frac{dE}{dt} \left( r \right)^{-5/3}. \tag{8}
\]

From the above equation, the fallback rate is related to the distribution of energy in the material. Thus, we plot the distribution of mechanical energy in Figure 3. It is immediately obvious that, ignoring the peak for \( \beta = 1, \) the spread of distribution of energy increases with increasing \( \beta. \) To quantify this spread, we fit the energy peak with a Gaussian of the form

\[
\frac{dM}{dE} = \frac{M_0}{\sigma} \exp\left( -\frac{(E - E_0)^2}{2\sigma^2} \right). \tag{9}
\]

| \( \beta \) | \( \sigma/10^{18} \) | \( \beta \) | \( \sigma/10^{18} \) |
|---|---|---|---|
| 1 | 0.52 | 7 | 2.22 |
| 2 | 1.12 | 8 | 2.24 |
| 3 | 1.47 | 9 | 2.42 |
| 4 | 1.66 | 10 | 2.45 |
| 5 | 1.91 | 12 | 2.47 |
| 6 | 2.08 | 15 | 2.49 |

Table 1. Energy spread \( \sigma \) is shown for each \( \beta \) value. Our simulations show a greater jump from \( \beta=1 \) to higher values than previously thought.

where \( M_0, E_0, \) and \( \sigma \) are constants. We choose a gaussian as it gives a reasonable fit over the region in energy space that contains the bulk of the mass. Here, \( \sigma \) provides an estimate of the energy spread, which we list in Table 1. We plot \( \sigma \) as a function of \( \beta \) in Figure 4 and find that it is well fit by a \( \beta^{1/2} \) power law for \( \beta = 2 - 9. \) We will discuss the origin of this power-law relation below. For \( \beta \geq 10, \) the energy spread, \( \sigma, \) flattens, and shows a clear transition to the “frozen-in” approximation as discussed in Stone et al. (2013).

We now use equation (8) to compute the fallback rate onto the black hole as a function of time and plot the result in Figure 5. A few points are immediately noteworthy. On long timescales, \( M \) follows the theoretical fallback rate of \( r^{-5/3} \) for the debris from the star. This follows from the fact that \( dM/dE \) approaches a constant value near it peaks (by definition). Each \( \beta \leq 10 \) has a different peak luminosity time, which is about 2-4 months after the star’s encounter with the SMBH. As \( \beta \) is increased, the peak time is shown to slightly shift earlier. For \( \beta \geq 10, \) the “frozen-in” approximation implies that the evolution of \( M \) is fixed.

To find the peak time, we found the maximum \( M \) value from Figure 5 and then calculate the corresponding time. In Figure 6 we show the relationship between peak luminosity time and \( \beta. \) Here we find that \( t_{\text{peak}} \) is progressively earlier for increasing \( \beta \) up to \( \approx 10. \) The earlier \( t_{\text{peak}} \) is in line with our previous result that the spread in \( dM/dE \) scales like \( \beta^{1/2} \) for \( \beta \leq 10. \)

We also plot in Figure 6 the best fit normalization to the power law \( \beta^{-3/4}. \) We selected the power law based on the analysis in equation (16) below. While the fit does follow the general trend, it is not as good as the previous \( \beta^{1/2} \) power law fit to \( \sigma \) in Figure 4. We also found no relation between \( \beta \) values and the peak \( M \) values. Our results in Figure 5 show a (roughly) fixed peak \( M \) for \( \beta \geq 2. \)

The dependence of the peak time as a function of when the star is disrupted is difficult to pin down observationally. However, this does have implications for the light curve. In particular, if we assume that the mass accretion rate after the peak scales like

\[
M(t > t_{\text{peak}}) = M_{\text{peak}} \left( \frac{t}{t_{\text{peak}}} \right)^{-5/3}, \tag{10}
\]

then the fact that \( t_{\text{peak}} \propto \beta^{-3/4} \) implies that

\[
\frac{M(t_{\text{peak}} + \Delta t)}{M_{\text{peak}}} \propto \beta^{-5/4}. \tag{11}
\]

where \( \Delta t \) is some time measured from \( t_{\text{peak}}. \) The time after \( t_{\text{peak}}, \) \( \Delta t, \) should be chosen so that \( \Delta t \gg t_{\text{peak}}. \) In Figure 7, we plot the fractional change in \( M \) relative to \( M_{\text{peak}} \) for \( \Delta t = 300 \) d.

The dependence of \( dM/dE \) on \( \beta \) is not entirely clear. Previous analytical (Stone et al. 2013) and numerical (Steinberg et al. 2019) have argued that \( dM/dE \) should follow the frozen-in approximation, e.g., no dependence on \( \beta, \) for large \( \beta \)’s, though some allowance for a variation exists at small \( \beta. \) We find this evolution to the frozen
Figure 1. Projected density of a 1 $M_\odot$ star undergoing tidal disruption is shown from formation to 9 hours after the encounter with the black hole for $\beta = 2$. Each frame is 1.8 hours apart.

in approximation for $\beta \gtrsim 10$. However, we see that this is clearly not the case for $\beta \lesssim 10$ in Figure 4 where the spread in energy is consistent with a $\beta^{1/2}$ scaling. This gives a factor of 2 variation over a the small dynamic range.

We now provide an analytic argument for the observed weak scaling for smaller $\beta$’s. Suppose we calculate the change in the velocity of a fluid element under the influence of tidal gravity over some path, $l$. The change in the velocity is given by:

$$\Delta v = \int a_T dt,$$

where $a_T \approx GM_{BH}\Delta R/r^3$ is the tidal acceleration in the center of mass (of the star) frame and $\Delta R$ is the position of the fluid element. We can write this in radial coordinates as

$$\Delta v = \int \frac{GM_{BH}\Delta R}{r^3} \frac{dt}{dr} dr,$$

where $dr/dt \sim \sqrt{r'/GM_{BH}}$ for a plunging orbit. Most of the power of this integral is at $r = r_p = \frac{r_T}{\beta}$, which gives a naive scaling of $\beta^{3/2}$, if we set $\Delta R = R_p$.

However, the star will not be fixed in size, e.g., hydrostatic equilibrium during this motion. Instead let us assume that the star is subject to both compressive and disruptive tidal forces. Here, we focus on the compressive forces. As the star is compressed by tidal gravity, we can assume that it is resisted by gas/radiation pressure forces in the star. In virial equilibrium, we can estimate the central pressure by

$$P_c \approx \frac{GM^2}{R^4}.$$  \hspace{1cm} (14)

Multiplying by $R^2$ gives the force, which is exactly the self gravitational forces $GM^2/R^2$. Now instead if we replace the self-gravity by the (compressive) tidal force for the “compressed” star of radius $R'_c$, we have

$$\frac{GM^2}{R^2} = \frac{GM_{BH}M_e}{r_p^3} R'_c \rightarrow R'_c = \frac{R_p}{\beta}.$$  \hspace{1cm} (15)

In other words, the star is compressed by a factor of $\beta$ at pericenter.

Setting $\Delta R = R'_c$ in equation (13), we find that $\Delta v \propto \beta^{1/2}$. The energy gained over this interval is then $\Delta E/E = \Delta v/v \propto \beta^{3/2}$, in line with our results. We note that this result differs significantly from results that assume that the star stays intact to pericenter (see for instance Rees 1988; Ulmer 1999), which will find a $\beta^2$ scaling, or assume that the fluid elements of the star follow purely ballistic trajectories, which gives no $\beta$ scaling.

\footnote{The alert reader will note that this expansion of $\Delta E/E = \Delta v/v$ assumes that the change in velocity is parallel to the direction of motion. For changes in velocity that are perpendicular to the direction of motion, $\Delta E/E = \Delta v^2/v^2 \propto \beta^{-1}$, which is subdominant compared to changes along the direction of motion.}
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Figure 2. The disruption of a star with $\beta = 4$ is shown from formation to approximately 9 hours after the encounter. Each frame is 1.8 hours apart.

Figure 3. The mass as a function of specific energy for the $\beta = 1 - 15$. We can see the spread in energy increases with increasing $\beta$ up to $\sim 10$. Above this value, the curve stops evolving.

The mild scaling of the energy spread has two important implications. First, let us consider the effect of this on the peak of the accretion rate. Returning to equation (8), we maximize $M$. Setting $dM/d\sigma$ to the Gaussian in equation (8) and noting that $E \propto t^{-2/3}$, we find (ignoring numerical factors):

$$\tilde{M} = 0 \propto 2\sigma^{-2} e^{4/3} - 5 \rightarrow t_{\text{peak}} \propto \sigma^{-3/2} \propto \beta^{-3/4}.$$
Figure 5. The fallback rate of the material into the black hole is shown to follow the theoretical rate of $t^{-5/3}$, $\beta \leq 10$ are shown to have slightly different peak times for the fallback rates. For $\beta > 10$, the fallback rate stops evolving with $\beta$.

Figure 6. The peak time values corresponding to the peak fallback rate for beta values 1 through 15 are shown. The plot shows a dependence of $t_{\text{peak}} \propto \beta^{-3/4}$ for $\beta \leq 10$. For $\beta > 10$, this evolution stops, e.g., the “frozen-in” approximation.

Figure 7. The fractional change of $\dot{M}$ relative to $\dot{M}_{\text{peak}}$ is shown for $\beta$ values 1 through 15. The $\Delta t$ value is chosen to be 300 d. The dashed line shows a dependence of $\dot{M}(t_{\text{peak}} + \Delta t)/\dot{M}_{\text{peak}} \propto \beta^{-5/4}$.

Using the previous scaling, $\sigma \propto \beta^{1/2}$. This turns out to be a reasonable fit to the behavior of $t_{\text{peak}}$ in Figure 6 for $\beta > 2$ as shown by the dashed line. Second, this leads to a variation in the change in the accretion rate (and hence luminosity) at a fixed time after the peak as shown in equation (11) above.

4 DISCUSSION AND CONCLUSIONS

In this paper, we studied the properties of the fallback rate as a function of $\beta$. By conducting a parameter study of $\beta$ for a 1 $M_\odot$ star and a $10^6 M_\odot$ SMBH, we find that the spread in energy of the debris scales like $\beta^{1/2}$. This is important because the fallback rate of the material into the black hole is directly related to $dM/dE$. We also find that this results in an earlier $t_{\text{peak}}$ for larger $\beta$.

Previous analytical work suggests either a $\beta^2$ dependence or no dependence of $\beta$, e.g., the “frozen-in” approximation. We find a slow evolution in $dM/dE$ for $\beta \leq 10$, but recover the “frozen-in” approximation for $\beta \geq 10$ We also present analytic arguments for both the scaling of $dM/dE$ and $t_{\text{peak}}$ with $\beta \leq 10$. We confirm convergence by running simulations varying the number of mesh-generating points that resolve the star from $10^2$ to $4 \times 10^2$.

Guillochon & Ramirez-Ruiz (2013) found a similar but not exact match to our result in $\sigma$. While their work showed $\sigma$ approaching a constant with higher $\beta$, our results still show some variation as beta increases that can be explained with the relation $\sigma \propto \beta^{1/2}$. This relationship has not been mentioned in previous work. Guillochon & Ramirez-Ruiz (2013) also showed a result of $t_{\text{peak}}$ decreasing with increasing $\beta$ until $\beta = 2$, which our results support. However, our work shows $t_{\text{peak}}$ to continue to decrease while they showed a slight increase in $t_{\text{peak}}$ for $\beta > 2$. Higher $\beta$ values seem to show a power law relation between peak luminosity time and $\beta$. It is still unclear how to relate this result to the theory. Similar to us, a fixed $\dot{M}$ was noted by Guillochon & Ramirez-Ruiz (2013) for $\beta \geq 2$.

Steinberg et al. (2019) focused on the evolution of the energy spread as a function of distance from the SMBH. They found overall the magnitude of the energy spread to be comparable with the frozen-in approximation, which predicts the energy spread to be independent of $\beta$, and that for $\beta=1$, the energy spread is larger than for the deeply penetrating cases. Our results show that the energy spread, $\sigma \propto \beta^{1/2}$, and the transition to the “frozen-in” approximation for larger $\beta$’s. Finally, our work agrees with Goicovic et al. (2019)’s observation of the spread of energy in their simulations to be different than the frozen-in approximation.

As mentioned above, one cautionary note is that for the highest $\beta$ values, relativistic corrections begin to become important. In particular, for $\beta = 8$, $r_p = 12.5 R_\odot \approx 3 r_g$, where $r_g = 2GM_{\odot}/c^2 = 4.2(M_{\odot}/10^8 M_\odot)R_\odot$. At these distances, relativistic effects will begin to affect the qualitative nature of these events, e.g., direct capture is a possibility. The transition to the “frozen-in” approximation occurs above this value raising the ques-
tion of the relevance of this approximation for the system parameter studied in this problem. However, we should note that for \( M_{\text{BH}} \sim 10^5 M_\odot \), the ISCO is at \( \beta \approx 37 \), so that it is likely that the “frozen-in” approximation is recovered in this system.

By determining a relationship between observed TDE properties such as \( t_{\text{peak}} \), we can get closer to inferring \( \beta \) for an observed TDE. Although our results show a fairly weak relationship between \( t_{\text{peak}} \) and \( \beta \), it is not weak observationally. Our relationship shows differences of months in peak luminosity time between \( \beta \) values, and this is a measurement we can clearly make using observations. After measuring \( t_{\text{peak}} \), we can figure out the evolution of \( M_\star \), and this gives us two constraints on the same piece of information. From \( M_\star \), we can infer stellar mass. If we take a main sequence star we know this. Moreover, it is likely that outflow from disk formation or accretion shocks (see for instance Piran et al. 2015; Shiokawa et al. 2015; Lu W., Bonnerot C., 2020, MNRAS, 492, 686) can give a later peak and hence a broader peak. Our work could also improve studies such as these in determining impact parameter. For instance, long followup campaigns such as the work of Holoien et al. (2020) on the TDE event ASASSN-18pg can use the fading luminosity to constrain \( \beta \).

Hinkle et al. (2020) showed that more luminous TDEs fade more slowly, but within each luminosity, there exists a bit of scatter in the rate of decline. Our results may help explain some of this scatter as we find that for the same events, the penetration parameter, \( \beta \), can give a later peak and hence a broader peak. Our work could also improve studies such as these in determining impact parameter.

Care must be taken with applying these results to observations directly. First, additional physics such as black hole spin can significantly perturb the orbital trajectories of the disrupted stars and shift in time when the first self-intersection of the debris may occur (Guillochon & Ramirez-Ruiz 2015; Stone et al. 2019; Garf & Rosswog 2019). Second, while the mass flow rate back to pericenter can be computed, converting this to an observed luminosity is not trivial. In particular, it remains an open question if accretion or shocks (see for instance Piran et al. 2015; Shikokawa et al. 2015; Lu & Bonnerot 2020) are responsible for the majority of the emission. Moreover, it is likely that outflow from disk formation or accretion changes the properties of the observed emission (Miller 2015; Dai et al. 2018; Piro & Lu 2020).

Constraints on the distribution of \( \beta \) would present an interesting probe of the dynamics near the center of galaxies (Stone & Metzger 2016). In particular, a flat distribution of \( \beta \) or more likely a flat distribution in initial angular momentum coupled with the measurement rates of TDEs would suggest that the loss-cones are full. On the other hand, distributions that peak toward low \( \beta \) would suggest empty loss cones. In particular, Weissbein & Sari (2017) has argued that the probability of high \( \beta \) TDEs in an empty loss cone scales like \( \beta^{-1} \). This would place constraints on the mass distribution in galactic centers, the degree of non-sphericity, and the general orbits of stars in the central regions (for a review see Stone et al. 2020).

Finally, we plan future studies where we will explore the effect of radiation on the TDE debris using a recently developed radiation hydrodynamics solver (Chang et al. 2020) for MANGA. It is expected that radiation plays a crucial role in the initial disruption (Guillochon et al. 2009; Yalinewich et al. 2019), self-crossing (Jiang et al. 2016), and the final accretion disk (Jiang et al. 2019). With the radiation hydrodynamics solver, MANGA should be particularly well suited for some of these problems.
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