Searching for the Kardar-Parisi-Zhang phase in microcavity polaritons
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Recent approximate analytical work has suggested that, at certain values of the external pump, the optical parametric oscillator (OPO) regime of microcavity polaritons may provide a long sought realisation of Kardar-Parisi-Zhang (KPZ) physics in 2D. Here, by solving the full microscopic model numerically using the truncated Wigner method, we prove that this predicted KPZ phase for OPO is robust against the appearance of vortices or other effects. For those pump strengths, spatial correlations in the direction perpendicular to the pump, and the distribution of phase fluctuations, match closely to the forms characteristic of the KPZ universality. This strongly indicates the viability of observing KPZ behaviour in future polariton OPO experiments.

I. INTRODUCTION

The Kardar-Parisi-Zhang (KPZ) universality class offers a description of the long range behaviour in a wide variety of non-equilibrium systems. Originally conceived as a model of growing surfaces [1], it has since been found to encompass a plethora of physical realisations, including growing cell colonies [2, 3], burning paper [4–6], and growing interfaces in liquid crystals [7–9]. Generally, however, with the exception of some progress with growing thin films [10–11] most experimental results have been limited to one dimension.

One candidate for realising the KPZ universality in both 1D and 2D, is the phase dynamics of polariton condensates in semiconductor microcavities [12–23]. In the long range limit, only fluctuations of the free phase of the condensate remain relevant; eliminating all others leads to a KPZ equation for this phase. Compared to the phase equation for thermal equilibrium condensates, the KPZ equation has additional non-linear terms arising from the drive and dissipation, which cause correlations to take a more rapidly decaying form [12]. In addition to potentially providing another much sought after experimental platform for investigating the 2D KPZ universality class, the phase being a compact variable offers a window into interesting new physics regarding the dynamics of vortices in the phase governed by the KPZ equation [16, 17, 24–26].

However, a consistent barrier has impeded reproducing these results in experiments, in that the length scales at which signs of KPZ are expected are unrealistically large compared to typical microcavities; this explains why previous numerical and experimental studies only observed behaviour analogous to equilibrium physics [27, 28]. Furthermore, with incoherent drive, free vortices were shown to proliferate beyond a length scale smaller than the KPZ length scale [16], rendering these polariton systems unsuitable for exploring the KPZ scaling phase.

A potential way around this lies in an alternative regime of the microcavity polariton system, the optical parametric oscillator (OPO). Here, rather than having a single condensate occupied by incoherent driving, a coherently driven “pump” mode, scatters to occupy two other modes, the signal and the idler (see Fig. 1). Recent work has shown [29] that not only does the OPO regime map similarly to a KPZ equation for the free phase difference between the signal and idler, but it is also highly tunable by varying the coherent drive strength, even leading to a small window where KPZ behaviour should become observable at all length scales.

While that analytical study indicates a promising direction for the possibility of observing the 2D KPZ phase in polariton experiments, the question of whether this phase would also be destroyed by vortices, in analogy to the KPZ phase in incoherently driven systems, is still open. Although discussed there, the analysis of [29] cannot determine the behaviour of vortices, and whether a KPZ scaling phase without vortices or a vortex dominated phase due to altered vortex interactions [16] should occur in the window predicted in [29] ultimately remains ambiguous. In addition, the analysis in [29] contains a number of simplifications compared to real systems, which remain to be investigated to prove the viability of experimentally reproducing this behaviour. Firstly, that a strictly three-mode (pump, signal, idler) model is considered, while in actual polariton OPO additional satellite states can also become relevant [30, 31]. Sec-

FIG. 1. Polaritons in semiconductor microcavities in the OPO regime. (a) Typical spectrum of OPO showing signal, pump and idler modes on the lower polariton branch. (b) Sketch of the system: External laser drives the pump mode, which then scatters to occupy the signal and idler.
ondly, that density fluctuations, which are neglected in the long range limit when mapping to the KPZ equation, may still be a relevant factor in real finite size systems or when satellite states are included, leading to, for example, spatially non-uniform condensates, pattern formation or time-dependent solutions.

To address these questions, we now investigate the polariton OPO using full multimode stochastic simulations, not restricted by those approximations, to see if and how the signatures of the KPZ universality manifest when the pump strength is tuned to within the window found analytically. Observing the predicted behaviour in this sort of numerical analysis should open the way to its replication in experiments, and hence the use of the OPO regime of polaritons in semiconductor microcavities as an experimental platform for exploring the KPZ universality in 2D.

II. MODEL AND METHOD

As illustrated by the spectrum in Fig. 1(a), strong coupling between the cavity photons and quantum well excitons in semiconductor microcavities leads to two branches of polaritons – upper and lower. Since the OPO regime is achieved by coherently driving the lower polariton branch, we neglect the upper polariton branch that will have negligible occupation, and consider a model with only lower polaritons. The lower polaritons have a non-quadratic dispersion

\[ \omega_{lp}(k) = \frac{1}{2} \left( \omega_c(k) + \omega_x - \sqrt{(\omega_c(k) - \omega_x)^2 + \Omega_R^2} \right), \]

with \( \omega_c(k) \) being the (quadratic) bare cavity photon dispersion, \( \omega_x \) the exciton dispersion, which is approximately flat due its much larger mass, and \( \Omega_R \) the Rabi frequency of exciton-photon coupling [32].

To study the system fully, we use stochastic simulations based on the truncated Wigner approximation (TWA) [28, 30, 33–36]. Unlike the three-mode model of OPO used for analytical calculations, our numerical method considers the full two dimensional multimode lower polariton field, which includes fluctuations in both density and phase, represented by a stochastic complex number field \( \Psi(x,t) \), from which physical observables such as density and correlation functions can be calculated by appropriate averages over stochastic realisations. By truncating the third order derivative terms, the equation for the evolution of the Wigner quasiprobability distribution can be reduced to the form of a Fokker–Planck equation.

\[
\frac{\partial \Psi(x,t)}{\partial t} = -iH\Psi(x,t) + iF_p(x,t) + \sqrt{\frac{\kappa}{dV}} \Gamma(x,t),
\]

with the differential operator \( H \) defined as

\[ H = \omega_{lp}(-i\nabla) - i\kappa + g \left( |\Psi(x,t)|^2 - \frac{1}{dV} \right), \]

where \( g \) is the polariton-polariton interaction strength, which we approximate as being momentum independent [39], \( \kappa \) is the polariton decay rate, and \( F_p(x,t) = f_p\delta(k_p - \omega_p t) \) is a coherent drive at momentum \( k_p \) and frequency \( \omega_p \). \( \Gamma(x,t) \) is a zero mean complex Wiener noise with \( \langle \Gamma(x,t)\Gamma(x',t') \rangle = \delta_{x,x'}\delta(t-t') \). Results of the TWA include all classical fluctuations and up to second order in quantum fluctuations [37], but discard higher order quantum effects, which only become relevant for much lower occupations or stronger interactions than considered here. The area element \( dV = a^2 \) of the grid used to discretise space for numerical integration, where \( a \) is the lattice spacing of this grid, plays a role in determining the validity of this approximation. The TWA is appropriate under the condition that \( \kappa \gg \frac{\kappa}{\Omega_R^2} \).

All physical quantities will be expressed in units derived from the parameters of the system: times in units of \( 2/\Omega_R \), lengths in units of \( \sqrt{\hbar/\Omega_{R}m_c} \), and energies in \( \hbar\Omega_R/2 \), where \( m_c \) is the effective mass of photons in the cavity. In these units, the other parameters are \( g = 0.00118, \kappa = 0.045, \) with the drive on resonance with the lower polariton dispersion at \( k_p = 1.4, \omega_p = -0.42 \). We choose our energy scale, and the exciton-photon detuning, such that \( \omega_x = \omega_c(0) = 0 \). These parameters are chosen to match those of modern polariton experiments with \( \hbar\Omega_R = 4.4\text{meV and } m_c = 2.3 \times 10^{-5}m_e \) (\( m_e \) the electron mass) [38]. We consider a square area with side length \( 2L = 422.17544 \) (roughly 366\( \mu \)m), chosen to be on the order of real experimental microcavities, which is simulated on a \( N \times N = 512 \times 512 \) point grid, giving \( a = 0.8246 \) (\( dV = 0.6799 \)). For these parameters, the upper and lower OPO thresholds occur at \( f_p = 0.053 \) and \( f_p = 0.0135 \) respectively [30].

Physical observables are calculated within the TWA using the relation that averages over the Wigner distribution, i.e. over stochastic realisations of our simulation, of products of the phase space variables correspond to quantum mechanical averages of the symmetrically ordered products of the relevant operators. Of particular interest in this work is the first order spatial correlation of the signal mode

\[ g_s^{(1)}(r) = \frac{\langle \Psi^*(\mathbf{R} + \mathbf{r},t)\Psi_s(\mathbf{R},t) \rangle}{\langle \Psi^*_s(\mathbf{R},t)\Psi_s(\mathbf{R},t) \rangle} - 1 \right/ \langle dV \rangle, \]

where averages are taken over both stochastic realisations and the auxiliary position \( \mathbf{R} \), and the signal field \( \Psi_s(x,t) \) is isolated by filtering in momentum space (see Appendix A for further details).

III. EXPECTED SIGNATURES OF KPZ PHYSICS IN POLARITON OPO

In common theoretical descriptions, the polariton OPO system is approximated as consisting of three main modes: the pump mode, which is driven directly by an external laser, and the signal and idler modes, which become occupied by the parametric scattering of polaritons.
from the pump mode. The phase of the pump mode is fixed by the external laser, but the system has one free phase, the relative phase \( \theta \) between the signal and idler modes, resulting in a spontaneously broken U(1) symmetry with \( \theta \) being the corresponding massless Goldstone mode. \[\text{[59]}\]

In previous work \[\text{[29]}\], it was shown that the system of equations for the three modes reduces to an anisotropic KPZ equation \[\text{[3]}\] for the Goldstone mode \( \theta \) in the long range limit:

\[
\partial_t \theta = D_x \partial_x^2 \theta + D_y \partial_y^2 \theta + \frac{\lambda_x}{2} (\partial_x \theta)^2 + \frac{\lambda_y}{2} (\partial_y \theta)^2 + \xi, \tag{3}
\]

where \( \xi(\mathbf{r}, t) \) is Gaussian noise with \( \langle \xi(\mathbf{r}, t) \rangle = 0 \) and \( \langle \xi(\mathbf{r}, t) \xi(\mathbf{r}', t') \rangle = 2\Delta \delta(\mathbf{r} - \mathbf{r}')\delta(t - t') \). For the OPO case, the diffusion coefficients \( D_x, D_y \), non-linear coefficients \( \lambda_x, \lambda_y \), and noise strength \( \Delta \) depend in a non-trivial way on the physical parameters of the system (i.e. \( g, \kappa, f_p, k_p, \omega_p \)). The non-linear terms in particular arise from the breaking of thermal equilibrium conditions by the drive and dissipation.

Without vortices, the KPZ equation leads to an algebraic decay of the spatial correlations of \( \theta \), i.e. \( \langle (\theta(\mathbf{R} + \mathbf{r}, t) - \theta(\mathbf{R}, t))^2 \rangle \sim r^{2\chi} \), where \( r \) is the distance rescaled to take into account the anisotropy, \( r^2 = (x^2 + y^2)^{1/2} \), and \( \chi = 0.39 \). In this case, the characteristic stretched exponential decay at all length scales is given by \( g_s \sim e^{-\delta x} \).

In Ref. \[\text{[29]}\], it was shown that within certain bounds in pump strength \( f_p \), the non-linearity of the KPZ equation corresponding to the polariton OPO system can become large enough that the characteristic stretched exponential decay of spatial correlations should become observable at all length scales. While an example of this range in \( f_p \) was shown in the previous results \[\text{[29]}\], the analysis there ultimately depends on the exact value of the signal momentum, which in both numerical and real experiments is not an externally controlled parameter but chosen by the system as the OPO state forms, often in a trivial way on the physical parameters of the system.

As a result, we have first tested the behaviour at a selection of pump strengths around where we expect the window to be, and then checked where the analytical window is for the signal momentum that occurs in these numerical simulations of the full microscopic model at those pump strengths, and that the chosen \( f_p \) actually falls within it.

Figure 2 shows the KPZ non-linearity \( g_{KPZ} \) as a function of \( f_p \) for the signal momentum found in the example cases. The window where stretched exponential decay is expected to be easily visible is where \( g_{KPZ} \) is defined and \( \geq 1 \). From this analysis, we choose the value \( f_p = 0.0327 \) to represent the behaviour within the KPZ window in our main results.

\[
\begin{align*}
\text{FIG. 2.} & \quad \text{KPZ non-linearity } g_{KPZ} \text{ as a function of the pump strength, } f_p. \quad \text{The blue line shows where the three-mode ansatz, assumed in deriving the KPZ equation for OPO, is stable. The window where we expect stretched exponential decay at all length scales is given by } g_{KPZ} \geq 1 \text{ (horizontal line marks } g_{KPZ} = 1). \quad \text{The red shaded region shows where both three-mode OPO is stable and } g_{KPZ} \geq 1. \quad \text{The dotted vertical red line marks } f_p = 0.0327, \text{ which we have chosen as representative for full numerical analysis. Parameters are } k_p = 1.4, k_s = 0.2084, \gamma = 0.045, \hbar \Delta_R = 4.4 \text{ meV, as in numerical simulations (} k_s \text{ is chosen to match that seen in the numerics at } f_p = 0.0327). \quad \text{Inset shows the full range of } f_p \text{ where OPO occurs, with the dashed vertical lines marking the OPO thresholds for our value of } k_s. \end{align*}
\]

IV. NUMERICAL RESULTS

To begin with, we investigate how the behaviour within the KPZ window, which we choose to examine at \( f_p = 0.0327 \), differs from that outside it. We run starting from a coherent mean field steady state until a steady state of
the stochasitic simulations is reached for $g_s^{(1)}(r)$ (see Appendix E for details). In Fig. 3 we compare correlations along the $x$ and $y$ directions for three different values of $f_p$, one within the window, as mentioned at $f_p = 0.0327$, and one outside the window on either side, $f_p = 0.026$ in the middle of the OPO region and $f_p = 0.051$ near the upper threshold. Values of the coefficients of equation (1) for each of these cases are given in Appendix B.

A number of distinct differences between the behaviour inside and outside the KPZ window are already recognisable just from inspection. Firstly, within the window $g_s^{(1)}(r)$ decays much faster with distance in both directions. This is consistent with signatures of KPZ becoming observable within this window since, far from the Berezinskii–Kosterlitz–Thouless (BKT) transition, without the occurrence of the KPZ regime, there would only be a very slow algebraic decay of correlations in the quasi-ordered state, as indicated by the blue and green lines in Fig. 3. This dramatic change should make it clear when the KPZ regime is reached when sweeping the driving strength in experiments. Note that the quasi-condensate density of the signal at the pump strength chosen inside the KPZ window (marked by red dotted vertical line in Fig. 3) is significantly larger than at the considered pump strengths outside of the KPZ window (marked by the blue and especially by the green dotted vertical line in Fig. 3). In the usual case of algebraically decaying correlations associated with the quasi-ordered state in two dimensions [28], lower densities always mean faster decay of coherence. The fact that we observe a much faster decay of correlations for a case with significantly larger signal density than the other cases, indicates strongly that the physics is dominated by a different type of fluctuations than in equilibrium 2D quasi-condensates. Curiously, the KPZ window also displays significant anisotropy in the behaviour of $g_s^{(1)}(r)$, that is not observable in the almost constant correlations outside it: for the example inside the KPZ window, correlations decay much faster with distance in the $y$ direction than in $x$ (compare the red lines in Fig. 3).

V. FITTING THE FORM OF SPATIAL CORRELATIONS

With a clear indication that something significant is occurring within the KPZ window, we now investigate how well this behaviour fits to the stretched exponential form predicted by the KPZ equation. For this purpose we fit the form of $g_s^{(1)}(r)$ to three different models: algebraic decay ($g_s^{(1)}(r) \sim r^{-\alpha}$), exponential decay ($g_s^{(1)}(r) \sim e^{-Rr}$), and stretched exponential decay (as defined above) with the universal exponent $\chi = 0.39$.

For the case $f_p = 0.0327$, correlations in the $y$ direction fit well to the stretched exponential decay with $\chi = 0.39$. In Appendix C we also determine the value of $\chi$ from our data, and confirm it agrees with the expected $\chi \approx 0.39$, finding $\chi = 0.41(3)$ when left as a free parameter in fitting $g_s^{(1)}(x = 0, y)$, and $\chi = 0.38(3)$ from a power law fit of the corresponding phase correlations. In Fig. 4 we show the algebraic, exponential, and stretched exponential fits to $g_s^{(1)}(x = 0, y)$ for $f_p = 0.0327$. For the fits we exclude both the short range behaviour, indicated by the blue region in Fig. 4 which is not expected to obey the stretched exponential form that is found in the long-range limit, and the furthest points that are most significantly affected by the finite size of the system and periodic boundary conditions. Further discussion of the exact justification of our fitting bounds is included in Appendix D. For this central portion of the correlation function, as measured by the coefficient of determination $R^2$, the stretched exponential decay ($R^2 = 0.9995$) fits significantly better than the algebraic decay ($R^2 = 0.9784$), which would be expected outside the KPZ regime, and slightly better than the pure exponential decay ($R^2 = 0.9986$). Additionally, we do not expect a pure exponential decay of correlations since this is associated with strong disorder, i.e. for our type of system, the presence of vortices, and we do not find any vortices in the momentum-filtered signal field $\Psi_s(x,t)$. As indicated earlier, our case is far away from the BKT transition and deep in the quasi-condensate phase, where without the KPZ type fluctuations we would expect the usual slow algebraic decay of correlations. The correlations in the $x$ direction do not match as well to the stretched exponential decay (see Fig. 10). We believe this results from the effect of additional satellite modes (arranged along $k_s$), which are not accounted for in the analytical mapping from polariton OPO to the KPZ equation, and may lead to additional effects (see Appendix D for details).
VI. DISTRIBUTION OF PHASE FLUCTUATIONS

To further elucidate the connection between the behaviour of the signal mode and the physics of the KPZ universality, we investigate the distribution of fluctuations in the phase of the signal mode. The model-independent forms of such distributions displayed by other systems within the 2D KPZ universality under specific conditions have been established in the literature \cite{22,23}. We follow a similar pattern of analysis as has been used in recent work on the 1D KPZ universality in 1D incoherently driven exciton-polariton systems \cite{20,22,23}. Starting from a reference time in the steady state, $t_0 = 120000$, we measure the phase difference from time $t_0$ to $t_0 + \Delta t$, $\delta \theta(x, t_0, \Delta t) = \theta(x, t_0 + \Delta t) - \theta(x, t_0)$, at each point $x$. The phase difference $-\pi < \delta \theta \leq \pi$ is unwound in time so that it may take unbounded values as it evolves. The unwound phase difference is then expected to evolve according to

$$\delta \theta(x, t_0, \Delta t) \sim \omega_0 \Delta t + (\Gamma \Delta t)^\beta \tilde{q},$$

where $\beta$ is the universal growth exponent, $\tilde{q}$ is a random variable, and $\omega_0, \Gamma$ parameterise the growth of the mean and variance of $\delta \theta(x, t_0, \Delta t)$, respectively. We remove the deterministic part of the evolution of $\delta \theta$ to define a new, zero mean fluctuation, $\Delta \theta(x, t_0, \Delta t) = \delta \theta(x, t_0, \Delta t) - \langle \delta \theta(x, t_0, \Delta t) \rangle$, where the average is over both realisations and position $x$. We take each point in space $x$ for each stochastic realisation of our simulations as a separate sample, for a total of 512 x 512 x 400 samples, to generate the distribution of the fluctuations $P(\Delta \theta)$ at each time sample $\Delta t$. The evolution of this distribution is shown in Fig. 5.

![Figure 5](image)

**FIG. 5.** Variation of distribution $P(\Delta \theta)$ of phase fluctuations of filtered signal mode $\Delta \theta$ with the time interval $\Delta t$ from reference time $t_0 = 120000$. Vertical lines mark the time samples, while the horizontal dashed grey lines mark out the boundaries $\Delta \theta = \pm \pi$. Colormap is truncated below $10^{-3}$.

Similar to as was seen in the 1D case \cite{23}, the distribution shows multiple lobes separated by $\pm 2\pi$, which occur due to the unwinding of the phase difference into a continuous variable. The width of each lobe can be seen to grow with time, as suggested by the form (4). Unfortunately, the multiple lobes begin to overlap each other after the first few time samples, making it difficult to use this time evolution to extract the value of the critical exponent $\beta$. One way we can make use of this data, however, is to compare a single lobe of the distribution to the universal limit distributions for 2D KPZ \cite{42,43}. In particular, in the limit $\Delta t \ll t_0$, we expect that a single lobe of our distribution $P(\Delta \theta)$ should take the form of the stationary distribution associated with the 2D KPZ universality, as was determined in Ref. \cite{43}. To check this, we examine the central lobe of the distribution at the earliest time sample $\Delta t = 2000$, by keeping only the samples within the range $-\pi < \Delta \theta \leq \pi$; we then rescale this section of the distribution by defining a new variable,

$$\Delta Q = \frac{\Delta \theta - \langle \Delta \theta \rangle - (\Gamma \Delta t)^3 \tilde{q}}{\sqrt{\langle (\Delta \theta)^2 \rangle} - \langle \Delta \theta \rangle^2},$$

which by definition has zero mean and unit variance over the range $-\pi < \Delta \theta \leq \pi$. In Fig. 6, the new distribution $P(\Delta Q)$ is then compared to a zero mean, unit variance Pearson distribution with skewness $s = \langle \Delta Q^1 \rangle / \langle \Delta Q^2 \rangle = -0.244$ and excess kurtosis $k = \langle \Delta Q^4 \rangle / \langle \Delta Q^2 \rangle^2 - 3 = 0.177$, corresponding to a negative skewness version of the stationary distribution of 2D KPZ \cite{13}. We can see that the distribution $P(\Delta Q)$ generated from our data and rescaled to have unit variance (blue curve in Fig. 6) matches closely to the universal stationary distribution of 2D KPZ (red curve in Fig. 6), and is distinguishably different from a simple Gaussian distribution (yellow curve in Fig. 6). This adds further weight to the claim that our results arise from the connection of the polariton OPO to the 2D KPZ universality.
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**FIG. 6.** Distribution $P(\Delta Q)$ of rescaled phase fluctuations of filtered signal mode $\Delta Q$ at $\Delta t/t_0 = 1/60$ (blue) compared with negative skewness version of the universal stationary distribution for 2D KPZ (red) and Gaussian distribution (yellow), each generated from $10^7$ samples of random variables from the corresponding distribution.
VII. DECAY OF VORTICES

To confirm that this phase without vortices is the true steady state, we also investigate how the system evolves for long times starting from highly disordered initial conditions, the opposite case to the completely coherent initial conditions used above. We run 10 more realisations at \( f_p = 0.0327 \) in this way, and measure the decay of the average number of vortices and antivortices \( n_{v+av} \) with time, shown in Fig. 7 to see if it continues to decay towards the vortex free steady state. At late times \( t \geq 320000 \), \( n_{v+av} \) is fitted to an algebraic decay in time, \( n_{v+av} = (t/t_0)^{-\alpha_t} \), with \( \alpha_t = 0.55 \), eventually falling below one pair on average. However, the decay of vortices is notably slower than the usual equilibrium-like phase ordering, \( \alpha_t = 1 \) (with a logarithmic correction), previously seen in polariton OPO simulations [29], which could be indicative of the altered interactions of vortices under the KPZ equation predicted in [16].

\[ g_s^{(1)}(\mathbf{r}) = \frac{\langle \Psi^*(\mathbf{k}, t) \Psi(\mathbf{k}, t) e^{i\mathbf{k}\cdot\mathbf{r}} \rangle_{\text{ksignal}}}{\langle \Psi^*(\mathbf{k}, t) \Psi(\mathbf{k}, t) \rangle_{\text{ksignal}}} \frac{\delta_{s,0}}{2}, \]

where \( \Psi(\mathbf{k}, t) \) represents the 2D Fourier transform of the stochastic complex number field \( \Psi(\mathbf{x}, t) \), and \( \langle ... \rangle_{\text{ksignal}} \) represents averaging over both stochastic realisations and all momenta \( \mathbf{k} \) within the signal filter as defined above.

**Appendix B: Coefficients of the KPZ equation**

Here we explore the coefficients and length scales associated with the KPZ equation (3). In table I, we list the coefficients of the KPZ equation, along with the derived quantity \( g_{KPZ} \), which we obtain for our microscopic model using the method described in [29], corresponding

\[ g_{KPZ} = \frac{\delta_{s,0}}{2} \]
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to the parameters used in our numerical solution of the full microscopic model, for each of the pump strengths we have investigated. Again, these analytical calculations also require the signal momentum, which we take from the simulation results in each case. Note that while the value of \( g_{KPZ} \) for \( f_p = 0.026 \) (marked with an *) is actually quite large, we do not expect to observe behaviour corresponding to KPZ in this case as the KPZ equation is unstable here due to the negative values of the diffusion coefficients \( D_x, D_y \).

| \( f_p \) | \( D_x \) | \( D_y \) | \( \lambda_x \) | \( \lambda_y \) | \( \Delta \) | \( g_{KPZ} \) |
|--------|--------|--------|--------|--------|--------|--------|
| 0.051  | 0.5827 | 0.6751 | -0.5430 | -0.4805 | 0.0394 | 0.0546 |
| 0.0327 | 0.0337 | 0.0469 | -0.5247 | -0.4683 | 6.4509 \times 10^{-4} | 2.9717 |
| 0.026  | -0.0068 | -0.0111 | -0.4466 | -0.4284 | 9.3462 \times 10^{-4} | 464* |

TABLE I. Pump strengths \( f_p \) compared in section IV along with the corresponding analytically calculated values of the coefficients of the KPZ equation at the signal momentum found in numerical simulations, and the quantity \( g_{KPZ} \) derived from them.

Derived in previous work on KPZ in incoherently driven polariton systems [12, 10], in the isotropic case of \( D_x = D_y = D \) and \( \lambda_x = \lambda_y = \lambda \), the approximate length scales \( L_v \) and \( L_a \) at which the KPZ vortex unbinding phase and KPZ scaling phase (without vortices) are best estimated to appear, respectively, are given by

\[
L_v = a_v e^{\frac{2D}{\lambda}}, \quad L_a = a_a e^{\frac{4\pi}{g_{KPZ}}}, \tag{B1}
\]

where \( a_v \) and \( a_a \) are corresponding microscopic length scales. If \( L_v > L_a \) then the KPZ scaling phase is expected to be visible for intermediate system sizes \( L_a < L < L_v \), but if \( L_v < L_a \) then the vortex unbinding should destroy the KPZ scaling phase or any other quasi-ordered phase for all \( L > L_a \). In the incoherently driven system, \( L_a \) cannot be made meaningfully larger than \( L_v \) at drive strengths above the BKT threshold, and for the typical parameters of real microcavities both length scales are much larger than realistic system sizes [12, 10], hence why here and in [29] we instead investigate the OPO regime. For the KPZ parameters of \( f_p = 0.0327 \) in table I, using the values of \( D_x \) and \( \lambda_x \) respectively for \( D \) and \( \lambda \) in (B1), gives the corresponding length scales as \( L_v \sim a_v \) and \( L_a \sim 10^3 a_s \), which would imply the vortex dominated phase should win out unless \( a_v \gg a_s \). This leads to an important question, as to whether the steady state without vortices we observe in our main result, starting from coherent initial conditions, is the true steady state for this system size, or just an extremely long lived metastable state. It should be noted that the previous analytical work [29] was unable to consider the affect of vortices beyond simply looking at the approximate length scales (B1).

In Fig. 6, we see that even when starting from highly disordered initial conditions, the system still evolves towards the vortex free steady state at long times. This suggests that, either through affecting the microscopic length scales \( a_v, a_s \) or otherwise, the full behaviour of polariton OPO captured by our simulations does indeed result in the KPZ scaling phase without vortices being the true steady state. There are two possible contributing factors to the observed behaviour which we can identify. The first is the small value of the diffusion coefficients \( D_x, D_y \). It can be seen from table I that this is the major contributing factor to the larger \( g_{KPZ} \), and hence smaller \( L_v \), within the KPZ window, and also shrinks \( L_a \) much faster than it shrinks \( L_v \). While for those values at \( f_p = 0.0327 \) this is not enough to give \( L_a < L_v \) from the approximate formulæ (B1), assuming \( a_v \sim a_s \), it may cause \( L_a < L_v \) if \( a_v \) is large or the true value of \( L_v \) is otherwise underestimated by (B1). A second factor that may suppress the vortex dominated phase is the anisotropy of the system. While the anisotropy of the KPZ coefficients in table I is relatively small, the inherent anisotropy of the polariton OPO system may still result in anisotropic interactions between vortices, which could cause the overall behaviour of vortices to differ from that predicted assuming isotropic interactions.

Appendix C: Investigating the exponent \( \chi \)

For the fitting results presented in section IV, two parameter fits were used to compare all the different models. Consequently, the value of \( \chi \) for the stretched exponential fit was fixed to its expected value of \( \chi = 0.39 \). Here, we perform further checks that the decay of spatial correlations in the \( y \) direction actually behaves in the way predicted by the corresponding KPZ equation by also fitting for the value of the characteristic exponent \( \chi \). A plot of this fit over the same fitting range used previously is shown in Fig. 8. We find a fitted value of \( \chi = 0.41(3) \), in agreement with the value \( \chi \approx 0.39 \) known for the 2D KPZ universality.

**FIG. 8.** \( g^{(1)}(x = 0, y) \) with stretched exponential fit where the exponent \( \chi \) is also a fitting parameter. Fitting in the same (green shaded) region \( 30 < y < 120 \) as used for the fits in Fig. 4 gives a value of \( \chi = 0.41(3) \), where error in last digit represents 95% confidence bounds.
We can also perform a similar analysis by looking at the connected correlation function of the phase $\theta(x, t)$ of the filtered signal mode

$$C(r) = \langle [\theta(R + r, t) - \theta(R, t)]^2 - \langle \theta(R + r, t) - \theta(R, t) \rangle^2 \rangle,$$

where averages are over realisations, the position $R$, and times $t$ within the steady state. We can calculate this from the first order correlations of the signal as

$$C(x = 0, y) = -2\ln |g_s^{(1)}(x = 0, y)| [22].$$

A fit of this to a power law $C = (y/y_0)^\chi + k$, with $y_0$, $k$ and $\chi$ determined by the fitting, is shown in Fig. 9. This finds the value of the critical exponent as $\chi = 0.38(3)$, again in good agreement with previously determined value of that exponent for 2D KPZ.

**FIG. 9.** Fit for power law scaling $C = (y/y_0)^\chi + k$ of phase correlations $C(x = 0, y) = -2\ln |g_s^{(1)}(x = 0, y)|$. Fitting in the same (green shaded) region $30 < y < 120$ as used for the fits in Fig. 4 gives a value of $\chi = 0.38(3)$, where error in last digit represents 95% confidence bounds.

### Appendix D: Anisotropy in correlations within the KPZ window

In this section, we explore in greater detail the discrepancy between the correlations in the $x$ direction at $f_p = 0.0327$, and the behaviour predicted by KPZ that is seen in the $y$ direction. In Fig. 10, we show $g_s^{(1)}(x, y = 0)$ with fits to algebraic, exponential and stretched exponential decay. It can be seen in Fig. 10 that $g_s^{(1)}(x, y = 0)$ saturates quickly to a value of approximately $0.66$; as a result we reduce the fitting region to $30 < x < 100$, to exclude more of the furthest points compared to that used for $g_s^{(1)}(x = 0, y)$ in section V. By the coefficient of determination $R^2$, the best fit is the algebraic ($R^2 = 0.9938$); exponential and stretched exponential fits have $R^2 = 0.9448$ and $R^2 = 0.9592$ respectively. In all cases these are weaker than the best fits for $g_s^{(1)}(x = 0, y)$.

In section V we state that we suspect the reason for this unexpected anisotropy is due to the presence of satellite states generated by secondary scattering of the signal mode along $k_x$. Here we will attempt to make this argument more concrete. Firstly, examining table II once again, we can see that the coefficients of the KPZ equation are only very weakly anisotropic. This suggests that the source of the anisotropy in the correlations lies beyond the approximations under which the OPO maps to
the KPZ equation. In Fig. 11 we show the momentum distribution at $f_p = 0.0327$. It can be seen in Fig. 11a that this case has strong satellite states distributed along $k_x$. We argue that the reason for the unexpected behaviour of the correlations in the $x$ direction might be due to the presence of the satellite states interfering with the KPZ phase dynamics that would be expected in their absence. Although the satellite states are excluded from the calculation of $g_s^{(1)}(x, y = 0)$ by the filter in momentum space which we use to isolate the signal mode, it seems that their presence might still have a strong effect on the behaviour of the signal’s phase. In Fig. 11b, we can see that there are no such complications to the structure of the signal mode along $k_y$, hence why the stretched exponential decay can be observed in the $y$ direction unhindered. We believe this indicates that we are observing the KPZ phase despite the more complicated form of correlations in the $x$ direction.

Appendix E: Convergence checks

To ensure the validity of our findings, we check convergence of the results in time (convergence to steady state), the number of stochastic realisations used, and system size.

1. Convergence to steady state

We use the mean-field steady-state as the initial condition for our stochastic dynamics. Our prior analysis of stochastic simulations for the OPO system close to the BKT transition showed that the steady-state does not depend on the initial conditions. Different observables can take different times to reach a steady state, with $g_s^{(1)}(r)$ being one of the slowest to converge. Fig. 12 shows the evolution of $g_s^{(1)}(x = 0, y)$ in time. Beyond around $t = 120000$, $g_s^{(1)}(x = 0, y)$ stops drifting and remains stable except for small fluctuations. All other results are therefore obtained by averaging over the steady state from $t = 120000$ to $t = 160000$.

2. Convergence with number of realisations

Since results from the TWA method are produced by averaging over stochastic realisations, it is important to check that we have used enough realisations to sufficiently sample the underlying distribution, and hence give results that do not depend on the exact number of realisation used. Different physical quantities require different numbers of realisations to converge; for example, the momentum distributions $|\Psi(k, t)|^2$ can often show minimal differences between individual realisations, but the correlation function $g_s^{(1)}(r)$ typically requires a large number of realisations to fully converge. We used a total of 400 realisations for the main result at $f_p = 0.0327$. To check that this is sufficient we compare the form of $g_s^{(1)}(r)$ when calculated with specific numbers of realisations (see Fig. 13). We see that beyond 200 realisations the form of $g_s^{(1)}(r)$ does not change significantly, suggesting that the 400 realisations is sufficient for capturing the behaviour of correlations.

3. Convergence with system size

To check that our results do not depend on the system size, we run the simulations again for a slightly smaller system with $N = 384$, $L = 165.85464$. Note that the specific values of $N$ and $L$ are chosen such as to make sure that the signal momentum $k_s = 0.2084$, chosen by the larger system, still lies on the numerical grid in momentum space for the smaller system, as the calculated KPZ non-linearity shown in Fig. 2 is generally dependent on the exact value of $k_s$, and so we must allow for it to remain the same to truly compare different system sizes.

FIG. 12. Calculated $g_s^{(1)}(x = 0, y)$ at different times from $t = 0$ to $t = 160000$.

FIG. 13. Calculated $g_s^{(1)}(x = 0, y)$ for different numbers of realisations used between 100 and 400. Each case is also time averaged over the steady state.
FIG. 14. Calculated $g_s^{(1)}(x = 0, y)$ for different system sizes $N = 512$ ($L = 211.08772$, red line) and $N = 384$ ($L = 165.85464$, blue line). Each case is also time averaged over the steady state.

Although $g_s^{(1)}(x = 0, y)$ for the different system sizes differs in magnitude (see Fig. 14), as can be seen from Fig. 15 (for $N = 384$) and Fig. 4 (for $N = 512$), both system sizes are independently seen to have a good fit to the stretched exponential decay with exponent $\chi = 0.39$, as predicted from the KPZ equation. This suggests that while the exact form of the OPO produced may still be too finely dependent on the geometry of the system for the sizes we consider, the observability of the signatures of KPZ fluctuations is much less dependent on the system size.

**Appendix F: Choice of fitting bounds**

Here we look at how we choose the exclusion bounds for the points included in our fitting, and how it affects the results of the stretched exponential fit. These exclusions are needed to account for microscopic and boundary effects. Firstly, a lower bound to the fitted region is necessary because the mapping from polariton OPO to the KPZ equation is only valid in the long range limit. The form of the correlations at short distances is not universal and may depend on the microscopic details of the specific system. The upper fitting bound instead solves a problem of a more practical origin: the finite size of the simulated system, and the boundary conditions imposed at the edges of that finite system. For the simulations we use periodic boundary conditions, which tend to enhance the correlations near the edges.

As shown in Fig. 4, we can justify our choice of lower bound by fitting the expected Gaussian form of the short range correlations. We see that $g_s^{(1)}(x = 0, y)$ fits well to a Gaussian form for $y < 30$, and so choose to exclude points with $y < 30$ from our fits for the long range form of the correlations. The appropriate upper fitting bound is a bit harder to determine robustly. In practice, we should exclude the area which is affected by the periodic boundary conditions i.e. where the correlations start to grow due to the proximity of the next unit cell. However, as we can see in Fig. 16, the quality of our stretched exponential fit, as given by the coefficient of determination $R^2$, does not depend strongly on our choice of upper bound until around $y = 140$, beyond which it begins to fall much more rapidly. We therefore feel comfortable choosing to exclude points with $y > 120$ from our stretched exponential fit (which maximises $R^2$) to remove the edge effects, knowing that while the choice is somewhat arbitrary, it does not significantly affect our results.
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