Adjustment formulas for learning causal steady-state models from closed-loop operational data
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Abstract: Steady-state models which have been learned from historical operational data may be unfit for model-based optimization unless correlations in the training data which are introduced by control are accounted for. Using recent results from work on structural dynamical causal models, we derive a formula for adjusting for this control confounding, enabling the estimation of a causal steady-state model from closed-loop steady-state data. The formula assumes that the available data have been gathered under some fixed control law. It works by estimating and taking into account the disturbance which the controller is trying to counteract, and enables learning from data gathered under both feedforward and feedback control.
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1. INTRODUCTION

Data-driven modelling is increasingly being used in practical settings, including the modelling of industrial processes (Yin et al., 2014; Sun and Ge, 2021; Jiang et al., 2021). However, in many cases, system measurements are a limited resource and may be infrequent due to their being impractical and expensive to gather. This is one of many reasons why one may want to use steady-state models, which disregard transient dynamics, and only model the state of the system after it has stabilized at a constant value (Kadlec et al., 2009; Yin et al., 2014; Krishnamoorthy, 2019). In addition to motivating the use of steady-state models, information scarcity also necessitates an efficient use of data, motivating learning from historical, operational data, as opposed to data gathered specifically for modelling purposes. In general, and also in the real-world use case which motivated this work, different operational datasets may have been gathered under a variety of control strategies.

In this work, we examine the applicability of data-driven steady-state models to model-based optimization, focusing on the cases where the only available data is historical operational data. We demonstrate that if the operational data are gathered from a system which is being subjected to some form of disturbance rejecting control which counteracts a slowly-varying disturbance, steady-state models learned from the data can turn out useless for optimization purposes. We explain this phenomenon using ideas from causal modelling. We also show that knowledge about the nature of the disturbances can be exploited to counteract this effect, resulting in steady-state models which are applicable to model-based optimization.

For practitioners working with the application of models for optimization, our main result should be a natural one, since it suggests that structural causal knowledge about a system being modelled can and should be exploited to ensure satisfactory model prediction performance. This is, for instance, a principle in chemical process optimization, where structural model mismatch is a common reason for inadequate model performance (Quelhas et al., 2013).

The problem of learning steady-state models from closed-loop data is related to the problem of closed-loop system identification, see e.g. Van den Hof (1998). However, the focus of the two problems are not the same. In closed-loop system identification, the main concern is usually to identify the transient behaviour of the system in open-loop, while identifying closed-loop characteristics is of lesser importance since the control deviation due to steady-state model error will likely be accounted for by integral effect in the closed-loop controller (Ljung, 2017). In the setting we are considering, the on-line implementation of a closed-loop controller is not necessarily an option due to the possibility of low and inconsistent measurement frequency.

In the following, we will analyze the steady-state model learning problem from a causal point of view. We emphasize that we are talking about causality as discussed in the field of causal modelling, which is concerned with modelling of and reasoning about the effects of interventions. The term should not be confused with the term as it is used in control theory and signal processing, where it indicates that a system only depends on its past and present inputs. Furthermore, the term “causal modelling”
is itself ambiguous, since it may both denote the modelling and learning of systems where the causal structure is known, and the act of learning the causal structure of a system. The problem discussed here is a case of the former. Another potential source of confusion for readers accustomed to causal modelling literature is the use of the term “identification”. In causal modelling, the term is often used to denote the process where one identifies causal structure along with expressions which enables statistical estimation of said causal effects (so-called estimands). Here, we avoid using the term whenever possible.

In Section 2, we define the problem of steady-state modelling. In Section 3 we show using a numerical example that steady-state data from a system being controlled can contain biases due to slowly time-varying disturbances being counteracted by control. In Section 4 we use results from causal inference to derive a method for adjusting for the biases introduced by feedforward and feedback mechanisms. In Section 5 we apply the adjustment formula to the numerical example from Section 3. We finish with some concluding remarks and comments concerning future work on tackling the control confounding problem in Section 6.

2. STEADY-STATE MODELLING

Consider a continuous-time dynamical system on the form

\[
\dot{x} = f(x, u, w), \quad y = g(x)
\]

where \(x\) is the system state, \(u\) is the control input, \(y\) is the noise-free system output, and \(w\) is a process disturbance which may or may not be observed.

Assumption 1. We assume that for each pair \((u, w)\) of constant control inputs and disturbances, the system is globally asymptotically stable such that \(x\) converges towards a steady-state given by the unique solution of \(f(x, u, w) = 0\), regardless of its initial condition. We can define the unique steady-state resulting from the constant pair \((u, w)\) to be a function, which we denote \(x_{ss} = f_{ss}(u, w)\).

This, in turn, implies that each pair of constant control input and disturbance gives rise to a corresponding output value \(y = g(f_{ss}(u, w))\). When \(w\) is a stochastic variable, the resulting steady-state \(y\) also becomes a stochastic variable, which for a given \(u\) is drawn from the conditional distribution \(y \sim p(y | u)\).

To enable the description of learning problems involving steady-state models and data, it is useful to define the term more precisely.

Definition 2. We define a steady-state period of tolerance \(\varepsilon > 0\) to be an interval \([t^0_i, t^1_i]\), which satisfies

\[
||x - x(t^0_i)||_{L^\infty([0, t^1_i])} < \varepsilon
\]

where the sup-norm \(||x||_{L^\infty([0, t^1_i])}\) denotes the supremum (i.e. the lowest upper bound) of \(|x|\) over the interval \([t^0_i, t^1_i]\).

Assumption 3. The control input \(u\) and process disturbance \(w\) give rise to a state trajectory \(x\) for which we can build a set \(\{[t^0_i, t^1_i]\}_{i=1}^n\) of steady-state periods of tolerance \(\varepsilon > 0\).

It is natural think of this set as consisting of non-overlapping intervals of some minimum length, typically not covering all of the interval \([t^0_i, t^1_i]\) (since transient periods will be excluded from this steady-state dataset).

Such a set can for instance be constructed when \(w\) is varying slowly and \(u\) is constant for one or more periods in time whose lengths exceed the settling time of the open-loop system dynamics. If we can construct such a set, we can extract a representative set \(\mathcal{T} = \{t_i\}_{i=1}^n\) of points in time containing a representative time \(t_i \in [t^0_i, t^1_i]\) for each interval. For each of these points, we consider the system to be operating at steady-state (since it is situated in a steady-state period in time). Using these time points, we can define a dataset \(\mathcal{D} = \{(u_i, y_i)\}_{i \in \mathcal{T}}\) consisting of input and output measurements considered to be taken at steady-state.

This dataset can be interpreted as a sample from the distribution \(p(y | u)\) at steady-state, which means it can be used to learn a steady-state model \(\hat{p}(y | u)\). For instance, a model could be fit to the data by minimizing mean squared error over \(\mathcal{D}\). One could imagine that having access to an estimate of this steady-state distribution would enable model-based optimization of objectives containing \(u\) and \(y\). However, this is not necessarily the case.

3. BIASES ARISING FROM CONTROL

Example. We are given steady-state data from the system

\[
\dot{x} = -3x + u + w, \quad y = 2x
\]

where the disturbance term is given by \(w(t) = 2 \sin(0.001t)\). We consider three different choices of control input. The choices are: 1) \(u\) is a randomly chosen piecewise constant open-loop control input, 2) \(u\) is given by a feedforward control mechanism which uses a measurement of the disturbance term to keep \(y\) at a piecewise constant reference value \(y_r\) and 3) \(u\) is given by a P controller trying to keep \(y\) at a piecewise constant reference value \(y_r\). The implemented controllers do not actually bring \(y\) to \(y_r\) at steady-state due to bias and lack of integral action, respectively.

The dynamics of the system are significantly faster than those of the process disturbance. Thus, for all of the three cases mentioned above, the system can be interpreted as operating at a series of different steady-states. An example of this piecewise steady-state behaviour is shown in Figure 1a, which illustrates the fast dynamics of the system as well as identified steady-state periods. The slow dynamics of the system is illustrated in Figure 1b. Similar illustrations showing the same system being subjected to feedforward and feedback control are shown in Figures 1c, 1d, 1e and 1f.

Figure 2 shows the relation between control input and resulting steady-state output for a dataset of detected steady-states. The dataset has been built by first iterating through all time indices and detecting steady-state periods of length 3 which have tolerance \(\varepsilon = 0.05\), and then piecing them together afterwards if they are overlapping. A single data point containing the average over the steady-state period is added to the dataset for each of the identified steady-state periods.
We consider the problem of fitting a linear steady-state model
\[ \hat{y} = \hat{c}_0 + \hat{c}_1 u \]
(6)
to the steady-state data from the system. Figure 2 shows least squares fits for data gathered under the three types of control. In the case of open-loop control, the parameter estimate looks good. In the cases of feedforward and feedback control however, the error of the estimates are significant. In the feedback control case, the estimated effect on \( y \) of changes in \( u \) even has the wrong sign. Hence, a model \( \hat{p}(y|u) \) fitted to these data would be completely useless for model-based optimization.

4. ADJUSTING FOR THE BIASES USING CAUSAL INSIGHTS

The phenomenon shown in the previous section can be explained using tools from causal inference. For a thorough introduction to the field, see Pearl (2009). Of greatest importance to us is the distinction it introduces between observing and intervening, which is formalized through the so-called do-operator. Briefly put, this operator defines the probability \( p(A|\text{do}(B)) \), which in general is not the same as \( p(A|B) \). An example is the system where \( A \) is a binary variable indicating whether or not it rains and \( B \) is a binary variable indicating whether a given person has opened their umbrella. Observing a person closing their umbrella would probably change one’s beliefs about whether it is currently raining, while going physically intervening and closing the umbrella would probably not. The do-operator formalizes this intuitive notion, enabling one to state the classical mantra that “correlation is not causation” in a rigorous way.

From the viewpoint of causal modelling, the behaviour observed in the above example is to be expected. The observational distribution \( p(y|u) \) contains correlations which are present in the dataset, and the model has no reason not to capture the dependencies introduced by the control law. If one wishes to use the steady-state model for model-based optimization, the probability distribution of interest should be the interventional distribution \( p(y|\text{do}(u)) \).

The simplest way to estimate interventional distributions is to intervene on the system and observe the resulting effects. This is exactly what was done in the open-loop case in the example in the previous section, which was the only setting where the data gave rise to a steady-state model which exhibited the expected (that is to say, causal) behaviour.

In situations where intervening on the system is not an option, estimating distributions containing causal relations may still be possible if the causal structure of the system being observed is known. In the following, we will exploit structural knowledge about causal relations in control systems to derive a formula which enables the estimation of \( p(y|\text{do}(u)) \) from closed-loop steady-state data. In Section 4.1, we give an introduction to the framework of the structural causal model (SCM), which enables high-level
Fig. 2. Steady-state relation between $u$ and $y$ under different kinds of control strategies. Points in the scatter plot show steady-state measurements. The color of the points indicate the value of the process disturbance which was present at the steady-state each data point was collected (ranging from -2 to 2). Solid lines show the true steady-state relation between $u$ and $y$, dashed lines show linear models fitted using least squares without any adjustment, and dotted lines show linear models which use the derived adjustment formula. All of the models are shown with $w$ or $\tilde{w}$ being at their mean, respectively. The computation of the estimated disturbance $\hat{w}$ is explained in Section 5.

description of causal relations. In Section 4.2, we introduce the structural dynamical causal model (SDCM), which generalizes the SCM to dynamical systems. In Section 4.3 we describe the backdoor-adjustment formula, which under certain conditions can be used to estimate causal quantities from observational data. In Section 4.4 we use recent results concerning SDCMs together with the backdoor-adjustment formula to derive a formula for estimating $p(y \mid \text{do}(u))$ using data which have been gathered under feedback control. Finally, in Section 4.5 we show that under certain assumptions, the same formula also holds for data from feedback controlled systems.

Sections 4.1 and 4.2 will largely follow the introduction to SCMs and SDCMs given by Bongers et al. (2022), albeit in a somewhat simplified and chronologically different manner. For a more detailed introduction, which explicitly treats the measure theoretic foundations of the SCM and the SDCM, we refer to the original source.

4.1 Structural causal models

A structural causal model $\mathcal{M}$ consists of a set of exogenous variables $\{e_i\}_{i \in \mathcal{I}} = e \sim p(e)$ and a set of endogenous variables $\{z_i\}_{i \in \mathcal{Z}} = z$, whose values, for a given assignment $e$, are determined by the causal mechanism

$$z = h(z, e)$$

(7)

Assuming that the endogenous and exogenous variables are defined over suitable domains of appropriate dimension, and omitting the index sets of the elements of $z$ and $e$ from the definition for conciseness, we define the SCM as a pair consisting of a causal mechanism and an exogenous variable distribution, that is $\mathcal{M} := (h, p(e))$. Note that the endogenous variables do not enter explicitly into the definition, since they are defined implicitly through $h$.

If (7) has a unique solution for any given $e$, the function $h$ can be thought of as an assignment from exogenous variables to endogenous variables. Since $e$ is a stochastic variable, the assignment also gives rise to a distribution $p(z)$, which we will denote $p_{\mathcal{M}}(z)$ to emphasize the fact that it is defined by $\mathcal{M}$.

Furthermore, any SCM $\mathcal{M}$ is equipped with an operation called perfect intervention, which models the act of intervening on states of the system. The perfect intervention $\text{do}(z_i = \zeta_i)$ exchanges the causal mechanism $h$ with the intervened causal mechanism $\tilde{h}$, given by

$$\tilde{h}_i(z, e) := \begin{cases} \zeta_i, & i \in I \\ h_i(z, e), & i \in \mathcal{Z} \setminus I \end{cases}$$

(8)

We denote the resulting intervened SCM $\mathcal{M}(\text{do}(z_i = \zeta_i)) = (\tilde{h}, p(e))$. We may also denote it $\mathcal{M}(\text{do}(z_i))$ when the interpretation of $z_i$ is clear from context. If (7) is uniquely solvable for any given $e$, this operation can be thought of as overriding the assignment which in an uninteracted setting would give rise to $z_i$, forcing $z_i$ to equal $\zeta_i$ instead. This operation does not need be possible to perform in practice to be valid. If the intervention is imaginable, modelling the consequences of a hypothetical intervention can still be meaningful even though it is not practically feasible.

Typically, each element $h_i$ of the causal mechanism will only depend on subsets of $z$ and $e$. The elements of $z$ and $e$ on which $h_i$ depend are called the endogenous and exogenous parents of $z_i$ (denoted $\text{Pa}_z(i)$ and $\text{Pa}_e(i)$), respectively. These dependencies can be represented by a
The so-called backdoor-adjustment (see e.g. (Pearl, 2009)) is a key result in causal modelling. It consists of a criterion and a formula which together enable the estimation of causal quantities from purely observational data. The insight which underlies backdoor-adjustment is that non-causal correlations between variables are often due to common, confounding causes (often simply called confounders). If an SCM has an acyclic graph and independent exogenous variables, the existence of confounders between two variables in a given SCM can be checked using the graph of the SCM and its d-separation properties. Specifically, the criterion gives sufficient conditions for when a set of variables, concatenated into the vector \( r \), can be used to adjust for confounders when the goal is to estimate the causal effect of the variables \( u \) on \( y \). The criterion requires that 1) No element of \( r \) is a descendant of \( u \) and 2) The elements of \( r \) d-separates all paths from \( u \) to \( y \) that contains an arrow pointing towards \( u \) (i.e. all the “backdoor” paths). A set of variables which satisfies both of these criteria is called sufficient for adjustment.

Example. The criterion can be illustrated using the SCM shown in Figure 3a, for which we want to learn \( p(y \mid do(u)) \) from observational data. Consider first the candidate set \( r = \emptyset \). Under this set of adjustment variables, the path \( u \leftarrow w \rightarrow x \rightarrow y \) is an unblocked backdoor path, meaning 1) does not hold. Thus, the empty set is not sufficient for adjustment. The set consisting of \( w \) however, is sufficient for adjustment. To see this, note first that the backdoor path \( u \leftarrow w \rightarrow x \rightarrow y \) becomes d-blocked when \( w \) is observed. The path \( u \rightarrow x \rightarrow y \) is still active, but since it contains no arrows into \( u \), it is not a backdoor path. Thus, since \( w \) is not a descendant of \( u \), both 1) and 2) holds, and \( w \) is sufficient for adjustment.

If the criterion holds, one has that

\[
p(y \mid do(u)) = \int p(y \mid u, r)p(r)dr = E_{r \sim p(r)}[p(y \mid u, r)]
\]

This result is significant in that it enables estimation of interventional distributions without actually intervening on the system, provided that the assumptions about causal independencies which are made by the SCM are correct and sufficiently informative.

4.4 Feedforward control

Consider a setting where the steady-state data have been gathered with the system being subject to feedforward control, such that

\[
u = k_f(y_r, w)
\]

The system of ODEs given by coupling (1), (13) and (2) describes the dynamical behaviour of the system. However, our objective is to model what happens to the steady-state of this system when \( u \) is set to some constant value.

As shown in Appendix A, the system can be rewritten as an SDCM. The control action of setting \( u \) to a constant value can then be expressed as the intervention \( do(u) \). Since we only care about the steady-state resulting from this intervention, we can simplify the modelling problem by equilibrating the SDCM, as shown in Appendix A. This results in an SCM, which we denote \( M_H \), and whose graph is shown in Figure 3a.

**Theorem 4.** Let \( M_H = ((M_h, k_f, g), p(y_r, w)) \). Then,

\[
p_{M_H}(y \mid do(u)) = \int p_{M_h}(y \mid u, w)p_{M_h}(w)dw
\]
4.5 Feedback control

Consider now a setting where the data have been gathered with the system being subject to a feedback control law on the form

\[ u = k(y_r, y) \]  \hspace{1cm} (15)

Assuming that the controller manages to make the closed-loop system converge to some steady-state for each possible \( y_r \), the steady-state system behaviour can be derived in a very similar manner as in the feedforward case, resulting in the graph shown in Figure 3b. Furthermore, under stricter assumptions on the controller, one can show that the feedback controller is able to bring the system to a steady-state \( x_{ss} = k'(y_r, w) \) for any combination of reference and disturbance. Then,

\[ p_{M_{fb}}(y | do(u)) = \int p_{M_{fb}}(y | u, w)p_{M_{fb}}(w)dw \]  \hspace{1cm} (16)

**Proof.** Define \( M_{ff} = ((f_{ss}, k_{ff}, g), p(y_r, w)) \). By construction, the causal mechanisms of \( M_{fb} \) and \( M_{ff} \) return the same \((x, u, y)\) for any choice of exogenous variables \((y_r, w)\). Since the two SCMs have the same exogenous variable distribution \( p(y_r, w) \), they are then observationally equivalent, meaning

\[ p_{M_{fb}}(x, u, y, y_r, w) = p_{M_{ff}}(x, u, y, y_r, w) \]  \hspace{1cm} (17)

In particular, \( p_{M_{fb}}(y | u, w) = p_{M_{ff}}(y | u, w) \) and \( p_{M_{fb}}(w) = p_{M_{ff}}(w) \). Furthermore, note that

\[ M_{fb}(do(u)) = ((f_{ss}, u, g), p(y_r, w)) = M_{ff}(do(u)) \]  \hspace{1cm} (18)

such that

\[ p_{M_{fb}}(y | do(u)) = p_{M_{ff}}(y | do(u)) \]  \hspace{1cm} (19)

Finally, note that \( M_{ff} \) satisfies the conditions of Theorem 4. Then,

\[ p_{M_{fb}}(y | do(u)) = p_{M_{ff}}(y | do(u)) \]  \hspace{1cm} (20)

\[ = \int p_{M_{ff}}(y | u, w)p_{M_{ff}}(w)dw \]  \hspace{1cm} (21)

\[ = \int p_{M_{fb}}(y | u, w)p_{M_{fb}}(w)dw \]  \hspace{1cm} (22)

This may at first glance seem counter-intuitive. One way to interpret is as follows: For the feedback controller to keep \( y \) close to \( y_r \) under changing external circumstances, it in practice needs to estimate these external circumstances. In our case, the external circumstances come in the form of the disturbance \( w \). Thus, at steady-state, there is no way to distinguish between a feedback controller and a feedforward controller which gives rise to the same steady-state. This fact is the key property which makes the feedback adjustment formula applicable to steady-state data gathered from feedback controlled systems.

We stress that we make no assumptions regarding the performance of the controllers, and that as long as one is willing to assume that the controllers stay consistent for the duration of the dataset, it does not matter if they are model-based controllers having access to high-frequency output measurements, or if they are human operators which looks at a noisy estimate of the system output and changes the system control input once.

5. APPLYING THE ADJUSTMENT FORMULA

Consider again the example from Section 3. Since we want to use our steady-state model for optimization, we state the intervened SCM

\[ x = f_{ss}^u u + f_{ss}^w w \]  \hspace{1cm} (23)

\[ y = gx \]  \hspace{1cm} (24)

\[ y_r \sim \mathcal{N}(\mu_{y_r}, \sigma_{y_r}^2) \]  \hspace{1cm} (25)

\[ w \sim \mathcal{N}(\mu_w, \sigma_w^2 I) \]  \hspace{1cm} (26)

which is a special case of \( M_{ff}(do(u)) \) where all variables are scalar, the causal mechanism is linear, and all exogenous variables are Gaussian. The parameters of the model \( p(y | do(u)) \) under this model can be learned using the
dataset from Section 3, which can be written as vectors \( \mathbf{u} = [u_{t1}, \ldots, u_{tn}]^T \), \( \mathbf{y} = [y_{t1}, \ldots, y_{tn}]^T \), which have corresponding unobserved disturbance \( \mathbf{w} = [w_{t1}, \ldots, w_{tn}]^T \).

We define steady-state input-output gain \( c = g_{ss}^{fw} \). Furthermore, we assume that \( w \) is scaled such that \( g_{ss}^{fw} = 1 \). This will result in the estimated disturbance and the actual disturbance having different scales, a phenomenon which is typical for latent variables. For the moment, assume that \( c \) has a prior distribution \( p(c) \). Then,

\[
p(c, \mathbf{w} | \mathbf{u}, \mathbf{y}) \propto p(y | u, c, w)p(u | c, w)p(c)p(w)
\]  

We assume that the controller, model parameters and process disturbance are completely unknown to us, which we represent by placing uninformative priors on them (i.e. we let \( \sigma_n^2, \sigma_n^2, \sigma_w^2 \rightarrow \infty \)). Thus, we disregard the terms \( p(u | c, w), p(c) \) and \( p(w) \) from now on. We are left with the disturbance adjusted model, which is defined by

\[
p(y | u, c, w) = \delta(cu + w)
\]  

where \( \delta \) denotes the Dirac delta distribution. A MAP estimate of \((c, \mathbf{w})\) can then be derived using standard methods, and is given by the solution \([\hat{c} \ \hat{w}]^T\) of the equation

\[
\begin{bmatrix}
\mathbf{u}^T \\
\mathbf{w}
\end{bmatrix}
\begin{bmatrix}
\mathbf{I} \\
0
\end{bmatrix}
\begin{bmatrix}
\hat{c} \\
\hat{w}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{y}
\end{bmatrix}
\]  

resulting in the causal steady-state model \( \hat{y}_t = \hat{c}u_t + \hat{w}_t \).

Inserting the data from the example of Section 3 into the MAP estimator of (29) results in the estimates \( \hat{w} \) that are shown in Figures 1b, 1d and 1f. Figure 2 shows the fitted steady-state for the case of zero disturbance. The disturbance estimation is by no means perfect, but it does help in removing a significant amount of the control confounder bias. If more knowledge about the system was available, it could be used to improve upon the assumptions made in the above derivation, for instance by trying to estimate controller parameters, or by specifying a more informative disturbance covariance matrix. Such an introduction of knowledge would likely result in a more precise model.

The phenomenon of control confounding can be seen as a version Simpson’s paradox, which is a statistical phenomenon where regression performed on a whole dataset and regression performed individually on subsets of the same dataset grouped by some category give rise to drastically different model predictions (Simpson, 1951). Figure 2e illustrates this, by showing that regression performed on subsets of the dataset which have similar values of \( w \) give positive model slopes, while regression performed on the whole dataset gives negative slope. From this viewpoint, the adjustment formula of (14) is simply performing grouping on \( w \) before regression.

6. CONCLUSION AND FURTHER WORK

We showed that steady-state models learned from operational data gathered under control can be unsuited for use in model-based optimization since they in general fail to model the interventional distribution \( p(y | do(u)) \). Motivated by this, we showed that models which are suited for model-based optimization can still be learned from observational data, as long as one is able to model said interventional distribution. Starting from a generic nonlinear ODE describing the dynamical behaviour of a system being controlled, we used results from causal modelling to derive an adjustment formula. The formula exploits knowledge about the process disturbances which the controller is trying to counteract, and enables the estimation of the steady-state \( p(y | do(u)) \) from operational data. We illustrated both the problem and our proposed solution using a numerical example.

Investigating systems whose causal dependencies during operation are not accurately described by any of the graphs in Figure 3 these is an interesting topic for further research. Other natural topics to investigate further is to what extent the adjustment formula can be adapted to settings with output measurement noise, controllers which have an internal state (e.g. PI controllers), more general types of process disturbance, and settings where the controller may also be time varying.
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Appendix A. DERIVATION OF EQUILIBRATED SDCM

Combining (1), (13) and (2), we get the system
\[
\dot{x} = f(x, u, w) \quad (A.1)
\]
\[
u = k_f(y_r, w) \quad (A.2)
\]
\[
y = g(x) \quad (A.3)
\]
which can be written as the SDCM
\[
x = x - \dot{x} + f(x, u, w) \quad (A.4)
\]
\[
u = k_f(y_r, w) \quad (A.5)
\]
\[
y = g(x) \quad (A.6)
\]
\[
y_r, w \text{ exogenous} \quad (A.7)
\]
Assuming that \( f \) is continuous, and that the exogenous variables \( y_r \) and \( w \) are constant, independent and drawn from \( p(y_r) \) and \( p(w) \), the equilibrated system can be written as
\[
x = x + f(x, u, w) \quad (A.8)
\]
\[
u = k_f(y_r, w) \quad (A.9)
\]
\[
y = g(x) \quad (A.10)
\]
\[
y_r \sim p(y_r) \quad (A.11)
\]
\[
w \sim p(w) \quad (A.12)
\]
By Assumption 1, we can write an explicit solution to (A.8), removing the self-cycle and resulting in the SCM
\[
x = f_{ss}(u, w) \quad (A.13)
\]
\[
u = k_f(y_r, w) \quad (A.14)
\]
\[
y = g(x) \quad (A.15)
\]
\[
y_r \sim p(y_r) \quad (A.16)
\]
\[
w \sim p(w) \quad (A.17)
\]
whose implied independencies coincide with those implied by the graph shown in Figure 3a.