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Abstract—In wireless networks, important network functionalities such as power control, rate allocation, routing, and congestion control must be optimized in a coherent and integrated manner. In this work, an interference-limited wireless network is considered, whereby power control and routing variables are chosen to minimize the sum of link costs which depend on both link capacities and link flow rates. The necessary conditions for optimality are established. These conditions are sufficient for optimality if link cost functions are jointly convex, and imply Pareto optimality if link costs are strictly quasi-convex. Network algorithms based on the scaled gradient projection method, where power control and routing are performed on a node-by-node basis, are presented. For these algorithms, explicit scaling matrices and stepsizes are found which lead to more distributed implementation, and which guarantee fast convergence to a network configuration satisfying the optimality conditions, starting from any initial configuration with finite cost. Refinements of the algorithms for more accurate link capacity models are presented, and the results are extended to wireless networks where the physical-layer rate region is given by an arbitrary convex set. Finally, it is shown that the power control and routing algorithms can naturally be extended to incorporate congestion control.
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I. INTRODUCTION

In wireless networks, link capacities are variable quantities determined by transmission powers, channel fading levels, user mobility, as well as the underlying coding and modulation schemes. In view of this, the traditional problems of routing and congestion control must now be jointly optimized with power control and rate allocation at the physical layer. Moreover, the inherent decentralized nature of wireless networks mandates that distributed network algorithms requiring limited communication overhead be developed to implement this joint optimization. In this paper, we present a unified analytical framework within which power control, rate allocation, routing, and congestion control for wireless networks can be optimized in a coherent and integrated manner. We then develop a set of distributed network algorithms which iteratively converge to a jointly optimal operating point. These algorithms operate on the basis of marginal-cost message exchanges, and are adaptive to changes in network topology and traffic patterns. The algorithms are shown to have superior performance relative to existing wireless network protocols.

The development of network optimization began with the study of traffic routing in wireline networks. Elegant frameworks for optimal routing within a multicommodity flow setting are given in [1] and [2]. A distributed routing algorithm based on gradient projection is developed in [2], where all nodes iteratively adjust their traffic allocation for each type of traversing flow. This algorithm is generalized in [3], where estimates of second derivatives of the cost function are utilized to improve the convergence rate. With the advent of variable-rate communications, congestion control in wireline networks has become an important topic of investigation. In [4]–[7], congestion control is optimized by maximizing the utilities of contending sessions with elastic rate demands subject to link capacity constraints. Distributed algorithms where sources adjust input rates based on price signal feedback from links are shown to converge to the optimal operating point. These results have been extended in [8]–[10], where combined congestion control and routing (both single-path and multipath) algorithms are developed. The above-mentioned papers generally consider source routing, where it is assumed that all available paths to the destinations are known a priori at the source node, which makes the routing decisions.

Wireless networks differ fundamentally from wireline networks in that link capacities are variable quantities that can be controlled by adjusting transmission powers. The power control problem has been most extensively studied for code-division multiple-access (CDMA) wireless networks. Previous work at the physical layer [11]–[16] has generally focused on developing distributed algorithms to achieve the optimal trade-off between transmission power levels and Signal-to-Interference-plus-Noise-Ratios (SINR). More recently, cross-layer optimization for wireless networks has been investigated in [15], [17], [18]. In particular, the work in [19] develops distributed algorithms to accomplish joint optimization of the physical and transport layers within a CDMA context.

In this work, we present a unified framework in which the power control, rate allocation, routing, and congestion control functionalities at the physical, medium-access control (MAC), network, and transport layers of the wireless network can be...
jointly optimized. We focus on quasi-static network scenarios where user traffic statistics and channel conditions vary slowly. We adopt a multicommodity flow model and pose a general problem in which capacity allocation and routing are jointly optimized to minimize the sum of convex link costs reflecting, for instance, queuing delay in the network. To be specific, we focus initially on an interference-limited wireless networks where the link capacity is a concave function of the link SINR. For these networks, power control and routing variables are chosen to minimize the total network cost. In view of frequent changes in wireless network topology and node activity, it may not be practical nor even desirable for sources to obtain full knowledge of all available paths. We therefore focus on distributed schemes where joint power control and routing is performed on a node-by-node basis. Each node decides on its total transmission power as well as the power allocation and traffic allocation on its outgoing links based on a limited number of control messages from other nodes in the network.

We first establish a set of necessary and sufficient conditions for the joint optimality of a power control and routing configuration. We then develop a class of node-based scaled gradient projection algorithms employing first derivative marginal costs which can iteratively converge to the optimal operating point, without knowledge of global network topology or traffic patterns. For rapid and guaranteed convergence, we develop a new set of upper bounds on the matrices of second derivatives to scale the direction of descent. We explicitly demonstrate how the algorithms’ parameters can be determined by individual nodes using limited communication overhead. The iterative algorithms are rigorously shown to converge to the optimal operating point from any initial configuration with finite cost.

After developing power control and routing algorithms for specific interference-limited systems, we consider wireless networks with more general coding/modulation schemes where the physical-layer achievable rate region is given by an arbitrary convex set. The necessary and sufficient conditions for the joint optimality of a capacity allocation and routing configuration are characterized within this general context. Under the relaxed requirement that link cost functions are only strictly quasi-convex, we show that any operating point satisfying the above conditions is Pareto optimal.

Next, we show that congestion control for users with elastic rate demands can be seamlessly incorporated into our analytical framework. We consider maximizing the aggregate session utility minus the total network cost. It is shown that with the introduction of virtual overflow links, the problem of jointly optimizing power control, routing, and congestion control can be made equivalent to a problem involving only power control and routing in a virtual wireless network. In this way, the distributed algorithms previously developed for power control and routing can be naturally extended to this more general setting.

Finally, we present results from numerical experiments. The results confirm the superior performance of the proposed network control algorithms relative to that of existing wireless network protocols such as the ad hoc on demand distance vector (AODV) routing algorithm [20]. Our algorithms are shown to converge rapidly to the optimal operating point. Moreover, the algorithms can adaptively chase the shifting optimal operating point in the presence of slow changes in the network topology and traffic conditions. Finally, the algorithms exhibit reasonably good convergence even with delayed and noisy control messages.

The paper is organized as follows. The basic system model and the jointly optimal capacity allocation and routing problem formulation are described in Section II. In Section III, we specify the jointly optimal power control and routing problem in node-based form for an interference-limited wireless network. In Section IV, the necessary and sufficient conditions for optimality are presented and proved. In Section V, we present a class of scaled gradient projection algorithms and characterize the appropriate algorithm parameters for convergence to the optimum. In Section VI, we develop network control schemes for more refined link capacity models and derive optimality results for general convex capacity regions and quasi-convex cost functions. Section VII extends the algorithms to incorporate congestion control mechanisms. Finally, results of relevant numerical experiments are shown in Section VIII.

II. NETWORK MODEL AND PROBLEM FORMULATION

A. Network Model, Capacity Region, and Flow Model

Let the multihop wireless network be modeled by a directed and (strongly) connected graph \( G = (N, E) \), where \( N \) and \( E \) are the node and link sets, respectively. A node \( i \in N \) represents a wireless transceiver containing a transmitter with individual power constraint \( P_i \), and a receiver with additive white Gaussian noise (AWGN) of power \( N_i \). A link \((i, j) \in E\) corresponds to a unidirectional link, which models a radio channel from node \( i \) to \( j \).1 For \((i, j) \in E\), let \( C_{ij} \) denote its capacity (in bits/sec). In a wireless network, the value of \( C_{ij} \) is variable (we address this issue in depth below).

A link capacity vector \( \mathbf{C} = (C_{ij})_{(i,j) \in E} \) is feasible if it lies in a given achievable rate region \( \mathcal{C} \subseteq \mathbb{R}_{+}^{|E|} \), which is determined, for example, by the network coding/decoding scheme and the nodes’ transmission powers. In the following, we will first consider the specific rate region induced by a CDMA-based network model and then study the more general case of arbitrary convex rate regions in Section VI-B.

Consider a collection \( \mathcal{W} \) of communication sessions, each identified by its source-destination node pair. We adopt a flow model [21] to analyze the transmission of the sessions’ data inside the network. The flow model is reasonable for networks where the traffic statistics change slowly over time.2 As we show, the flow model is particularly amenable to cost minimization and distributed computation.

For any session \( w \in \mathcal{W} \), let \( O(w) \) and \( D(w) \) denote the origin and destination nodes, respectively. Denote session \( w \)’s flow rate on link \((i, j)\) by \( f_{ij}(w) \). For now, assume the total incoming

1 We think of \( E \) as being predetermined by the communication system setup. For instance, in a CDMA system, \((i, j) \in E\) if node \( j \) knows the spreading code used by \( i \).

2 Such is the case when each session consists of a large number of independent data streams modeled by stochastic arrival processes, and no individual process contributes significantly to the aggregate session rate [21].
rate of session \( w \) is a positive constant \( r_w \). Thus, we have the following flow conservation relations. For all \( w \in \mathcal{W} \)
\[
    f_{ij}(w) \geq 0, \quad \forall (i,j) \in \mathcal{E}
\]
\[
    \sum_{j \in \mathcal{O}(i)} f_{ij}(w) = r_w = t_i(w), \quad i = O(w),
\]
\[
    f_{ij}(w) = 0, \quad i = D(w) \text{ and } \forall j \in \mathcal{O}(i)
\]
\[
    \sum_{j \in \mathcal{O}(i)} f_{ij}(w) = \sum_{j \in \mathcal{I}(i)} f_{ji}(w) = t_i(w), \quad \text{otherwise (1)}
\]
where \( \mathcal{O}(i) \triangleq \{ j : (i,j) \in \mathcal{E} \} \) and \( \mathcal{I}(i) \triangleq \{ j : (j,i) \in \mathcal{E} \} \).
Here, \( t_i(w) \) denotes the total incoming rate of session \( w \)'s traffic at node \( i \). Finally, the total flow rate on a link is the sum of flow rates of all the sessions using that link
\[
    F_{ij} = \sum_{w \in \mathcal{W}} f_{ij}(w), \quad \forall (i,j) \in \mathcal{E}.
\]

B. Traffic Flow, Link Capacities, and Network Cost

We assume the network cost is the sum of costs on all the links.\(^4\) The cost on link \((i,j)\) is given by a function \( D_{ij}(C_{ij}, F_{ij}) \) of the capacity \( C_{ij} \) and the total flow rate \( F_{ij} \). We assume that \( D_{ij}(C_{ij}, F_{ij}) \) is increasing and convex in \( F_{ij} \) for each \( C_{ij} \), and decreasing and convex in \( C_{ij} \) for each \( F_{ij} \). The link cost function \( D_{ij}(C_{ij}, F_{ij}) \) can represent, for instance, the expected delay in the queue served by link \((i,j)\) with arrival rate \( F_{ij} \) and service rate \( C_{ij} \).\(^5\) The monotonicity of \( D_{ij} \) is easy to see, while the convexity of \( D_{ij} \) in \( F_{ij} \) and \( C_{ij} \) follows from the fact that the expected queueing delay increases with the variance of the arrival and/or service times.\(^6\)

For analytical purposes, \( D_{ij}(C_{ij}, F_{ij}) \) is further assumed to be twice continuously differentiable in the region \( \mathcal{X} = \{(C_{ij}, F_{ij}) : 0 \leq F_{ij} < C_{ij}\} \). Moreover, to implicitly impose the link capacity constraint, we assume \( D_{ij}(C_{ij}, F_{ij}) \to \infty \) as \( F_{ij} \to C_{ij}^- \) and \( D_{ij}(C_{ij}, F_{ij}) = \infty \) for \( F_{ij} \geq C_{ij} \). To summarize, for all \((i,j) \in \mathcal{E}\), the cost function \( D_{ij} : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies
\[
    \frac{\partial D_{ij}}{\partial C_{ij}} < 0, \quad \frac{\partial D_{ij}}{\partial F_{ij}} > 0, \quad \frac{\partial^2 D_{ij}}{\partial C_{ij}^2} \geq 0, \quad \frac{\partial^2 D_{ij}}{\partial F_{ij}^2} \geq 0 \quad (3)
\]
if \((C_{ij}, F_{ij}) \in \mathcal{X}\), and \( D_{ij}(C_{ij}, F_{ij}) = \infty \) otherwise. As an example,\(^7\)
\[
    D_{ij}(C_{ij}, F_{ij}) = \frac{F_{ij}}{C_{ij} - F_{ij}}, \quad \text{for } 0 \leq F_{ij} < C_{ij} \quad (4)
\]

\(^3\)Later in Section VII, we will consider elastic sessions with variable incoming rate.

\(^4\)If costs also exist at nodes, they can be absorbed into the costs of the nodes’ adjacent links.

\(^5\)Note that when \( C_{ij} \) is fixed, \( D_{ij}(C_{ij}, \cdot) \) reduces to the flow-dependent delay function considered in past literature on optimal routing in wireline networks [2], [3], [22].

\(^6\)This phenomenon is captured by the heavy traffic mean formula for a GI/GI/1 queue with random service time \( \bar{X} \) and arrival time \( \lambda \). The expected waiting time is given by
\[
    E[W] = \frac{\rho^2 c_2 + \rho c_1^2 - \rho(1 - \rho)}{2(1 - \rho)} \frac{\lambda}{E[X]}.
\]
Here, \( \lambda \) denotes the average arrival rate, \( \rho = \lambda E[X] \), \( c_1 = \text{var}[X] / E[X]^2 \) and \( c_2 = \text{var}[A] / E[A]^2 \).

\(^7\)To be precise, an infinitesimal term \( \varepsilon \) needs to be added to the numerator, i.e., \( D_{ij} = (F_{ij} + \varepsilon) / (C_{ij} - F_{ij}) \), to make \( \partial D_{ij} / \partial C_{ij} < 0 \) for \( F_{ij} = 0 \).

Given the expected number of packets waiting for or under transmission at link \((i,j)\) under an \( M/M/1 \) queuing model. Summing over all links, the network cost \( \sum_{(i,j)} D_{ij}(C_{ij}, F_{ij}) \) gives the average number of packets in the network.\(^8\) As another example, \( D_{ij} = 1/(C_{ij} - F_{ij}) \) gives the average waiting time of a packet in an \( M/M/1 \) queuing model. The network model and cost functions are illustrated in Fig. 1.

C. Basic Optimization Problem: Capacity Allocation and Routing

We now formulate the main Jointly Optimal Capacity allocation and Routing (JOCR) problem, which involves adjusting \( \{f_{ij}(w)\} \) and \( \{C_{ij}\} \) jointly to minimize total network cost as follows:
\[
    \min \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}) \quad (5)
\]
subject to the flow conservation constraints (1)-(2)
\[
    \mathbf{C} \in \mathcal{C}. \quad (6)
\]
The central concern of this paper is the development of distributed algorithms to solve the JOCR problem in useful network contexts.

III. OPTIMAL DISTRIBUTED ROUTING AND POWER CONTROL

A. Node-Based Routing

To solve the JOCR problem, we first investigate distributed routing schemes for adapting link flow rates. In previous literature, there have been extensive discussion of multipath source routing methods in wireline networks [9], [10], [24]. In these methods, source nodes are assumed to have comprehensive information about all available paths through the network to their destinations. In contrast to wireline networks, however, wireless networks are characterized by frequent node activity and network topology changes. In these circumstances, it may not

\(^8\)By the Kleitman independence approximation and Jackson’s Theorem, the \( M/M/1 \) queue is a good approximation for the behavior of individual links when the system involves Poisson stream arrivals at the entry points, a densely connected network, and moderate-to-heavy traffic load [21], [23].
be practical nor even desirable to implement source routing, which requires source nodes to constantly obtain current path information. We therefore focus on distributed schemes where routing is performed on a node-by-node basis [2]. In essence, these schemes distribute routing decisions to all nodes in the network, rather than concentrating them at source nodes only. As we show, neither source nodes nor intermediate nodes are required to know the topology of the entire network. Nodes interact only with their immediate neighbors.

To make distributed adjustment possible, we adopt the routing variables introduced by Gallager [2]. They are defined for all \( i \in \mathcal{N} \) and \( w \in \mathcal{W} \) in terms of link flow fractions as

\[
\text{Routing variables: } \phi_{ij}(w) \triangleq \frac{f_{ij}(w)}{t_i(w)}, \quad j \in \mathcal{O}(i). \tag{7}
\]

The flow conservation constraints (1) are translated into the space of routing variables as

\[
\sum_{j \in \mathcal{O}(i)} \phi_{ij}(w) \geq 0, \quad \forall j \in \mathcal{O}(i) \tag{8}
\]

\[
\sum_{j \in \mathcal{O}(i)} \phi_{ij}(w) = 1, \quad \text{if } i \neq D(w) \tag{9}
\]

\[
\phi_{ij}(w) = 0, \quad \forall j \in \mathcal{O}(i) \text{ if } i = D(w). \tag{10}
\]

For node \( i \) such that \( t_i(w) = 0 \), the specific values of \( \phi_{ij}(w) \)'s are immaterial to the actual flow rates. They can be assigned arbitrary values satisfying (8).

The routing variables \( (\phi_{ij}(w))_{w \in \mathcal{W}, (i,j) \in \mathcal{E}} \) determine the routing pattern and flow distribution of the sessions. They can be implemented at each node \( i \) using either a deterministic scheme (node \( j \) routes \( \phi_{ij}(w) \) of its incoming session-\( w \) traffic to neighbor \( j \)) or a random scheme (node \( i \) forward session \( w \) traffic to \( j \) with probability \( \phi_{ij}(w) \)).

**B. Power Control and Link Capacity**

After examining the routing issue, we now address the question of capacity allocation. In a wireless communication network, given fixed channel conditions, the achievable rate region \( \mathcal{C} \) is determined by the coding/decoding scheme and transmission powers, among other factors. To be specific, we focus initially on a wireless network with an interference-limited physical-layer scheme.

Assume the link capacity \( C_{ij} \) is a function \( C(\text{SINR}_{ij}) \) of the signal-to-interference-plus-noise ratio (SINR) at the receiver of link \((i,j)\), given by

\[
\text{SINR}_{ij} = \frac{G_{ij} P_{ij}}{G_i \sum_{m \neq j} P_{mj} + \sum_{m \neq j} N_{ij}} \tag{11}
\]

where \( P_{nm} \) is the transmission power on link \((m,n)\), \( G_{mj} \) denotes the (constant) path gain from node \( m \) to \( j \), \( N_{ij} \) is the noise power at node \( j \)'s receiver. We further assume \( C(\cdot) \) is strictly increasing, concave, and twice continuously differentiable. For example, in a spread-spectrum CDMA network using optimal (single-user decoding), the SINR per symbol is \( K \cdot \text{SINR}_{ij} \) where \( K \) denotes the processing gain [25]. Since \( K \) typically is very large, the information-theoretic link capacity \( \frac{R_s}{2} \log (1 + K \cdot \text{SINR}_{ij}) \) (in bits/s) is well approximated as

\[
C_{ij} \approx \frac{R_s}{2} \log (1 + K \cdot \text{SINR}_{ij}) \tag{12}
\]

where \( R_s \) is the (fixed) symbol rate of the CDMA sequence. As another example, if messages are modulated on CDMA symbols using M-QAM, and the error probability is required to be less than or equal to \( P_e \), then the maximum data rate under the same high-SINR assumption is given by [26]

\[
C_{ij} = R_s \log \left( \frac{K \cdot \text{SINR}_{ij}}{2 [Q^{-1}(P_e)]^2} \right) \tag{13}
\]

where \( Q(\cdot) \) is the complementary distribution function of a normal random variable.

Assume that every node is subject to an individual power constraint

\[
P_i \triangleq \sum_{j \in \mathcal{O}(i)} P_{ij} \leq P_i, \tag{14}
\]

then with a change of variables \( S \triangleq \ln P_{nm} \) [19], \( C_{ij} \) is concave in \( S \) and \( \ln P_{nm} \) in \( \mathcal{E} \). From this, it can be verified that the objective function in (5) is convex in \( S \). In the following, we assume \( C(\cdot) \) satisfies (12). Note that this is true for the capacity functions of the CDMA and M-QAM examples. For brevity, we will sometimes denote \( \text{SINR}_{ij} \) by \( x_{ij} \). We will also make use of the log-power variables \( S \) (i.e., power measured in dB), which belong to the feasible set \( \Pi_S = \{ S \in \mathbb{R}^{|\mathcal{E}|} : \sum_{j \in \mathcal{O}(i)} S_{ij} \leq P_i, \forall i \in \mathcal{N} \} \).

As in the case of the routing variables \( \phi_{ij}(w) \), it is convenient to express the transmission power \( P_{ij} \) on link \((i,j)\) in terms of the power control and power allocation variables as follows:

\[
\begin{align*}
\text{Power allocation variables: } & \eta_{ij} \triangleq \frac{P_{ij}}{P_i}, \quad (i,j) \in \mathcal{E} \tag{15} \\
\text{Power control variables: } & \gamma_i \triangleq \ln \frac{P_i}{\ln P_i}, \quad i \in \mathcal{N}. \tag{16}
\end{align*}
\]

With appropriate scaling, we can always let all \( P_i > 1 \) so that the constraints for \( \eta_{ij} \) and \( \gamma_i \) can be written as follows:

\[
\begin{align*}
\sum_{j \in \mathcal{O}(i)} \eta_{ij} & \geq 0, \quad \forall (i,j) \in \mathcal{E} \tag{17} \\
\sum_{j \in \mathcal{O}(i)} \eta_{ij} = 1, \quad \gamma_i \leq 1, \quad \forall i \in \mathcal{N}. \tag{18}
\end{align*}
\]

**C. Distributed Optimization Problem: Power Control and Routing**

With definitions (7), (13) and (14), the JOCR problem in (5) can be expressed in node-based form. We call this the jointly optimal power control and routing (JOPR) problem

\[
\begin{align*}
\text{minimize } & \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}) \tag{19} \\
\text{subject to } & (8), (15) \tag{20}
\end{align*}
\]
where link flow rates and capacities are determined by
\[ F_{ij} = \sum_{w \in W} t_{i}(w) \cdot \phi_{ij}(w), \quad \forall (i,j) \in \mathcal{E} \]  
\[ t_{i}(w) = \begin{cases} \tau_{w}, & i = O(w) \\ \sum_{j \in \mathcal{O}(i)} t_{j}(w) \cdot \phi_{ji}(w), & i \neq O(w) \end{cases} \]  
\[ C_{ij} = C(\text{SINR}_{ij}), \quad \forall (i,j) \in \mathcal{E} \]  
where
\[ \text{SINR}_{ij} = \frac{G_{ij}(\bar{P}_{i})^{\gamma_{ij}} \sum_{k \neq j} \eta_{kj} + \sum_{m \neq i} G_{mj}(\bar{P}_{m})^{\gamma_{mj}}}{\nu_{i}} \].

IV. CONDITIONS FOR OPTIMALITY

To specify the optimality conditions for the JOPR problem in (16), it is necessary to compute the cost gradients with respect to the routing variables, the power allocation variables, and the power control variables, respectively. For the routing variables, the gradients are given in [2] as
\[ \frac{\partial D}{\partial \phi_{ij}(w)} = t_{i}(w) \cdot \delta \phi_{ij}(w), \quad \forall j \in \mathcal{O}(i) \]  
where the marginal routing cost is
\[ \delta \phi_{ij}(w) \equiv \frac{\partial D_{ij}}{\partial \phi_{ij}(w)} + \frac{\partial D}{\partial \phi_{ij}(w)}. \]  
Here, \( \frac{\partial D}{\partial \phi_{ij}(w)} \) stands for the marginal cost due to a unit increment of session \( w \)’s input traffic at \( j \). It is computed recursively by [2]
\[ \frac{\partial D}{\partial \nu_{i}} = 0, \text{ if } j = D(w) \]  
\[ \frac{\partial D}{\partial \nu_{i}} = \sum_{j \in \mathcal{O}(i)} \phi_{ij}(w) \left[ \frac{\partial D_{ij}}{\partial F_{ij}} + \frac{\partial D}{\partial \phi_{ij}(w)} \right] \]  
\[ = \sum_{j \in \mathcal{O}(i)} \phi_{ij}(w) \cdot \delta \phi_{ij}(w) \]  
for all \( i \neq D(w) \).

We now compute the gradients with respect to the power allocation and power control variables
\[ \frac{\partial D}{\partial \eta_{kj}} = P_{i} \left[ -\sum_{m \neq i} \frac{\partial D_{mn}}{\partial C_{mn}} \frac{C_{mn} \cdot G_{mm} \cdot G_{in} \cdot P_{mn}}{1/N_{mn}^2} + \delta \eta_{kj} \right] \]  
where \( C_{mn}^\prime \) is short-hand notation for \( dC(x_{mn})/dx_{mn} \). Here, the marginal power allocation cost is
\[ \delta \eta_{kj} \equiv \frac{\partial D_{ij}}{\partial \eta_{kj}} \frac{C_{ij} \cdot G_{ij}}{1/N_{ij}} (1 + \text{SINR}_{ij}). \]  
Finally, the derivatives with respect to the power control variables are given by
\[ \frac{\partial D}{\partial \gamma_{i}} = \xi_{i} \cdot \delta \gamma_{i} \]  
where the marginal power control cost is
\[ \delta \gamma_{i} \equiv P_{i} \left[ -\sum_{(m,n)} \frac{\partial D_{mn}}{\partial C_{mn}} \frac{C_{mn} \cdot G_{mm} \cdot G_{in} \cdot P_{mn}}{1/N_{mn}^2} \right] \]  
\[ + \sum_{j \in \mathcal{O}(i)} \delta \eta_{kj} \cdot \eta_{kj} \]  
\[ \text{(28)} \]

The term \( IN_{ij} \) appearing in (25), (26) and (28) is short-hand notation for the overall interference-plus-noise power at the receiver of link \((i,j)\)
\[ IN_{ij} = G_{ij} \sum_{k \neq j} P_{k} + \sum_{m \neq i} G_{mj} \sum_{k \in \mathcal{O}(m)} P_{mk} + N_{j}. \]

We will present the methods for providing nodes with the above marginal costs \( \delta \phi_{ij}(w), \delta \eta_{kj} \) and \( \delta \gamma_{i} \), along with the description of distributed routing and power adjustment algorithms, in Section V.

Given the marginal costs \( \delta \phi_{ij}(w), \delta \eta_{kj} \) and \( \delta \gamma_{i} \), each node can check whether optimality is achieved by verifying the conditions stated in the following theorem, which generalizes Theorem 2 of Gallager [2] to the wireless setting. The proof of Theorem 1 is deferred to Appendix A.

**Theorem 1:** Assume the link cost functions \( D_{ij}(C_{ij}, F_{ij}) \) satisfy the conditions in (3). For a feasible set of routing and power transmission variables \((\phi_{ij}(w))_{w \in W}, (\eta_{ij})_{(i,j) \in \mathcal{E}} \) and \((\gamma_{ij})_{i \in \mathcal{N}}\) to be the solution of the JOPR problem in (16), the following conditions are necessary. For all \( w \in W \) and \( i \neq D(w) \) with \( t_{i}(w) > 0 \), there exists a constant \( \lambda_{i}(w) \) such that
\[ \delta \phi_{ij}(w) = \lambda_{i}(w), \text{ if } \phi_{ij}(w) > 0 \]  
\[ \delta \phi_{ij}(w) \geq \lambda_{i}(w), \text{ if } \phi_{ij}(w) = 0. \]  
For all \( i \in \mathcal{N} \), all \( \eta_{ij} > 0 \), and there exists a constant \( \nu_{i} \) such that
\[ \delta \eta_{kj} = \nu_{i}, \quad \forall j \in \mathcal{O}(i) \]  
\[ \eta_{ij} = 0, \quad \text{if } \gamma_{i} < 1 \]  
\[ \frac{P_{ij}}{P_{i}} \leq 0, \quad \text{if } \gamma_{i} = 1. \]  
If the link cost functions \( D_{ij}(C_{ij}, F_{ij}) \) are also jointly convex in \((C_{ij}, F_{ij})\), then these conditions are sufficient for optimality if (29)–(30) hold at every \( i \neq D(w) \) for all \( w \in W \), whether \( t_{i}(w) > 0 \) or not.

**Note:** Note that because \( D_{ij}(C_{ij}, F_{ij}) \) is defined to be infinite when \( C_{ij} = 0 \) (cf. Section II-B), we must have \( \eta_{ij} > 0 \) for all \((i,j) \in \mathcal{E} \) at the optimum. Furthermore, note that the sufficiency part of Theorem 1 requires the cost function \( D_{ij}(C_{ij}, F_{ij}) \) to be jointly convex in \((C_{ij}, F_{ij})\). This is true for the cost function \( D_{ij} = 1/(C_{ij} - F_{ij}) \) for \( 0 < F_{ij} < C_{ij} \), but not true for the cost function \( D_{ij} = F_{ij}/(C_{ij} - F_{ij}) \). To deal with the latter case, we will establish the conditions for a Pareto optimal operating point for strictly quasi-convex cost functions in Section VI-C.

V. NODE-BASED NETWORK ALGORITHMS

After obtaining the optimality conditions, we come to the question of how individual nodes can adjust their local optimization variables to achieve a globally optimal configuration.
In this section, we design a set of algorithms that update the nodes’ routing variables, power allocation variables, and power control variables in a distributed manner, so as to asymptotically converge to the optimum.

Since the JOPR problem in (16) involves the minimization of a convex objective over convex regions, the class of gradient projection algorithms is appropriate for providing a distributed solution. An iteration of the gradient projection method involves making a small update in a direction (typically opposite of the direction of the gradient) which reduces the network cost. Whenever an update leads to a point outside the feasible set, the point is projected back into the feasible set [28]. The gradient projection approach was adopted by Gallager for distributed optimal routing in wireless networks [2]. The algorithm in [2], although guaranteed to converge, has a slow rate of convergence due in part to very small stepsizes. To improve the convergence rate of the gradient projection algorithms, it is generally necessary to scale the descent direction using, for instance, second derivatives of the objective function. In the latter case, the scaled gradient projection algorithm becomes a version of the projected Newton algorithm, which is known to enjoy super-linear convergence rates when the initial point is close to the optimum [28]. In the current network setting, however, the inherent large dimensionality and the need for distributed computation preclude exact calculation of the Hessian required for the Newton algorithm. Motivated by these considerations, Bertsekas et al. [3] developed distributed optimal routing schemes for wireline networks where diagonal approximations to the Hessian are used to scale the descent direction. Although the algorithm in [3] represents a significant step forward, it suffers from two major problems. First, the algorithm in [3] is not guaranteed to converge if the initial point is too far from the optimum. Second, substantial communication overhead is still required to compute the scaling matrices in a distributed fashion [3].

In this section, we develop a set of scaled gradient projection algorithms which update the nodes’ routing, power allocation, and power control variables in a distributed manner for a wireless network. Network protocols which allow for the information exchange necessary to implement these algorithms are specified. We develop a new technique for selecting the scaling matrices for the routing, power allocation, and power control algorithms based on upper bounds on the corresponding Hessian matrices. We show that the resulting algorithms are guaranteed to converge rapidly to the optimum point from any initial condition with finite cost. Moreover, we show that convergence can take place with limited control overhead and distributed implementation. In particular, the routing algorithm exhibits faster convergence than its counterpart in [2] and requires less communication overhead than its counterpart in [3].

A. Routing Algorithm (RT)

We will develop a suite of algorithms that iteratively adjust a node’s routing, power allocation, and power control variables, respectively. First, we present the routing algorithm.

The routing algorithm allows each node to update its routing variables for all traversing sessions. We design an algorithm in the general scaled gradient projection form studied in [3], which contains the algorithm of Gallager [2] as a special case. The scaling matrices in our routing algorithm, however, are different from those in [3]. We develop a new technique of upper bounding the relevant Hessians which leads to larger stepsizes, and therefore faster convergence, than those proposed in [2]. Moreover, in contrast to [3], our technique guarantees convergence from any initial condition with finite cost, and requires less computation and communication overhead to implement.

1) Routing Algorithms of Gallager, Bertsekas, and Gafni [2], [3]: In order to establish the setting, we first review the (wireline) routing algorithms of Gallager, Bertsekas, and Gafni [2], [3]. Consider node $i \neq D(w)$. At the $k$th iteration, the routing algorithm RT updates the current routing configuration $\phi_i^k(w)$ by

$$\phi_i^{k+1}(w) = RT\left(\phi_i^k(w)\right)$$

(34)

where the update is determined by the following scaled gradient projection:

$$\phi_i^{k+1}(w) = \left[\phi_i^k(w) - \frac{1}{M_i^k(w)} \cdot \delta\phi_i^k(w)\right]^{+}_{M_i^k(w)}.$$ \hspace{1cm} (35)

Here, $M_i^k(w)$ denotes the symmetric matrix that scales the descent direction for good convergence properties, is positive definite. We will discuss how to choose $M_i^k(w)$ in a moment. The operator $[.]^{+}_{M_i^k(w)}$ denotes projection on the feasible set relative to the norm induced by matrix $M_i^k(w)$. This is given by

$$\bar{\phi}_i(w)_{M_i^k(w)} = \arg\min_{\phi_i(w) \in \mathbb{R}^n(w)} \left\langle \phi_i(w) - \bar{\phi}_i(w), M_i^k(w)(\phi_i(w) - \bar{\phi}_i(w)) \right\rangle$$

where $\langle \cdot, \cdot \rangle$ denotes the standard Euclidean inner product, and the minimization is taken over simplex

$$\mathcal{F}_i^k(w) = \left\{ \phi_i(w) \geq 0 : \phi_{ij}(w) = 0 \right\}.$$ \hspace{1cm} \forall j \in \mathcal{B}_i^k(w) and $\sum_{j \in \mathcal{O}(i)} \phi_{ij}(w) = 1.$

Here, $\mathcal{B}_i^k(w)$ represents the set of blocked nodes of $i$ relative to session $w$. This device was invented in [2], [3] for preventing loops in the routing pattern of any session. It contains the neighbors of $i$ to which $i$ cannot route session-$w$ traffic. We will discuss $\mathcal{B}_i^k(w)$ in more detail later. With straightforward manipulation, one can show [3] that the projection $\phi_i^{k+1}(w)$ is a solution to

$$\text{minimize} \quad \delta\phi_i^k(w) \cdot \left(\phi_i(w) - \phi_i^k(w)\right) + \left(\phi_i(w) - \bar{\phi}_i^k(w)\right) \cdot \frac{M_i^k(w)}{2} \times \left(\phi_i(w) - \phi_i^k(w)\right)$$

subject to $\phi_i(w) \in \mathcal{F}_i^k(w).$ \hspace{1cm} (36)
In the following, we use (36) to represent the scaled gradient algorithm and refer to it specifically as the general routing algorithm, or GRT.

The routing algorithm requires the following two supplementary mechanisms which coordinate the necessary message exchange and the suppression of loopy routes in the network [2], [3].

Message Exchange Protocol: In order for node $i$ to evaluate the terms $\delta \phi_{ij}(w)$ in (22), it needs to collect local measures $\partial D_{ij}/\partial F_{ij}$ as well as reports of marginal costs $\partial D/\partial r_i(w)$ from its neighbors $j$ to which it forward session-$w$ traffic. Moreover, node $i$ is responsible for calculating its own marginal cost $\partial D/\partial r_i(w)$ according to (24), and then providing $\partial D/\partial r_i(w)$ to its neighbors from which it receives traffic of $w$. In [2], the rules for propagating the marginal routing cost information are specified.

Loop-Free Routing and Blocked Node Sets: The existence of loops in a routing pattern gives rise to redundant circulation of data flows, hence wasting network resources. The device of blocked node sets $B_k(w)$ was invented in [2], [3] to suppress the formation of loops in each iteration of the distributed routing algorithm. Intuitively, the blocking mechanism works as follows. A node does not forward traffic to a neighbor with higher marginal cost or to a neighbor that routes positive traffic to some other node with higher marginal cost. Such a scheme guarantees that each session’s traffic flows through nodes in decreasing order of marginal costs, thus precluding the existence of loops. For more details, please refer to [2], [3].

Scaling Matrices and Stepsizes: Generally speaking, there is a tradeoff between the complexity of algorithm iterations and the speed of convergence to the optimal point. A simple structure for the scaling matrix can greatly reduce the complexity of each iteration. In particular, if

$$M_k^r(w) = \frac{h_k^r(w)}{\alpha_k^r(w)} \cdot \text{diag}(1, \ldots, 1, 0, 1, \ldots, 1)$$

(37)

where the only zero entry on the diagonal is at the $j$th place such that $j \notin \arg\min_u \delta \phi_{ij}^k(w)$, then (36) becomes equivalent to the routing algorithm by Gallager [2]. That is

$$\phi_{i}^{k+1}(w) = \phi_{i}^k(w) + \Delta \phi_{i}(w)$$

(38)

where the increment $\Delta \phi_{i}(w) = (\Delta \phi_{ij}(w))_{j \in \mathcal{O}(i)}$ is given by

$$\Delta \phi_{ij}(w) = 0, \quad \forall \ j \in \mathcal{B}_k^r(w)$$

$$a_{ij} \triangleq \delta \phi_{ij}(w) - \min_{k \in \mathcal{O}(i) \setminus \mathcal{B}_k^r(w)} \delta \phi_{ik}(w)$$

$$\forall \ j \in \mathcal{O}(i) \setminus \mathcal{B}_k^r(w)$$

$$\Delta \phi_{ij}(w) = -\min \left\{ \phi_{ij}^k(w), \frac{\alpha_k^r(w)a_{ij}}{h_k^r(w)} \right\}, \quad \forall \ j: a_{ij} > 0$$

$$\Delta \phi_{ij}(w) = -\sum_{l \neq j} \Delta \phi_{il}(w), \text{ for one } j : a_{ij} = 0.$$  

(39)

We will refer to (38)–(39) as the basic routing algorithm or BRT. The BRT simplifies the quadratic optimization in (36) to a scalar form and reduces the scaling matrix selection to a choice of the stepsize $\alpha_k^r(w)$. The simplicity of a BRT iteration, however, comes at the expense of the convergence rate. In particular, excessively small stepsizes can lead to slow convergence. This is the case for the routing algorithm of Gallager [2], for which the stepsizes are proportional to $| \mathcal{I} |^{-\delta}$.

In order to improve the convergence rate, the scaling matrix $M_k^r(w)$ needs to approximate the Hessian matrix more closely. This is the approach adopted in [3], where second-derivative algorithms are developed. The scaling matrix is obtained by dropping all off-diagonal terms of the Hessian matrix, and approximating the diagonal terms via a second-derivative information exchange process [3]. Here, each iteration entails a more complex quadratic program. The Hessian approximation scheme in [3] is quite involved. Moreover, the algorithm works well only near the optimum. When starting from a point far from the optimum, convergence cannot be guaranteed. This is due to the fact that the scaling matrices generally are not upper bounds on the Hessians, and the Hessians being estimated are evaluated at the current routing configuration rather than at intermediate points between the current and next routing configurations.

2) A New Scaled Gradient Projection Routing Algorithm: In this section, we present a scaled gradient projection routing algorithm for wireless networks based on a new scaling matrix selection scheme. In this new scheme, the scaling matrix is chosen to be an upper bound on the Hessian matrix evaluated at any intermediate point between the current and next routing configuration. The new scheme has several advantages over the approach of [2] and [3]. First, our technique can generate stepsizes for the BRT algorithm of [2] which are larger than those in [2], leading to an improved convergence rate. Second, in contrast to the approximation scheme used in [3], our method requires less control overhead for distributed computation. More importantly, since our scheme finds an upper bound on the Hessian matrices evaluated at any intermediate configuration, it guarantees convergence of the GRT from any initial point. Finally, whereas the algorithms in [2] and [3] assume that all nodes in the network iterate at the same time, our algorithms allows nodes to update one at a time. This latter mode of operation may be more appropriate in wireless networks without a central controller, where individual nodes can update their routing variables only in an autonomous and asynchronous manner.

To describe our new algorithm, let $\mathcal{A} \mathcal{N}^k_i(w) \triangleq \mathcal{O}(i) \setminus \mathcal{B}_k^r(w)$ and let $h_k^r(w)$ denote the maximum number of hops on a path from $i$ to $D(w)$. Given that the initial network cost is upper bounded by $D^0 < \infty$, node $i$ finds the quantities

$$A_k^i(D^0) \triangleq \max_{F \in \mathcal{D}(D^0)} \frac{\partial^2 D_{ij}}{\partial F^2_{ij}} \mathcal{A} \mathcal{N}^k_i(w)$$

$$A_k(D^0) \triangleq \max_{(m,n) \in \mathcal{E}} A_k^m(D^0).$$

A diagonal upper bound on the Hessian matrix with respect to the routing variables can be found as in the following crucial lemma. Its proof is contained in Appendix B.

**Lemma 1:** If the initial network cost is less than or equal to $D^0 < \infty$, then at every iteration $k$ of the general routing algorithm of (36) and for all $\lambda \in [0, 1]$

$$H_k^{\lambda}(w) \triangleq \nabla^2 D(\phi_k(w)) \phi_k(w) + (1-\lambda)\phi_k^{k+1}(w)$$
is upper bounded by the diagonal matrix

\[ M^k_i(w) = \frac{\Phi^k_i(w)}{2} \times \text{diag} \left\{ \left( A^k_{ij}(D^p) + [\mathcal{A}^k_i(w)]h^k_j(w)A^k_i(D_0) \right)_{j \in \mathcal{A}^k_i(w)} \right\} \]

in the sense that for all

\[ v_i \in \mathcal{V}^k_i(w) = \left\{ v_i : \sum_{j \in \mathcal{A}^k_i(w)} v_{ij} = 0 \right\} \]

we have

\[ v_i \cdot H^k_i(\Phi_i(w)) \cdot v_i \leq v_i \cdot M^k_i(w) \cdot v_i. \]

Proof: See Appendix B. Note that the evaluation of \( M^k_i(w) \) requires a simple protocol in which at each iteration \( k \), each node \( j \) provides its immediate upstream neighbors with \( h^k_j(w) \), which is derived from those counts reported by \( j \)'s next-hop neighbors. The computation can be carried out in a simple distributed Bellman–Ford form:

\[ h^k_j(w) = \max_{l \in \mathcal{O}(j)} h^k_l(w) + 1 \]

where \( h^k_{D_0}(w) \equiv 0 \).

We will show that if we choose \( 2h^k_j(w)M^k_i(w) \) to closely upper bound \( H^k_i(\Phi_i(w)) \) via Lemma 1, the resulting routing algorithms will have fast and guaranteed convergence to the optimal configuration. For the BRT (38)–(39), this amounts to choosing the stepsize \( \alpha_i^k(w) \) as

\[ \alpha_i^k(w) = \frac{2}{[\mathcal{A}^k_i(w)]} \times \min_j \left\{ A^k_{ij}(D_0) + [\mathcal{A}^k_i(w)]h^k_j(w)A^k_i(D_0) \right\}^{-1}. \]

For the GRT, this amounts to choosing the scaling matrix \( \tilde{M}^k_i(w) \) as

\[ \tilde{M}^k_i(w) = \frac{M^k_i(w)}{2h^k_j(w)} = \frac{\Phi^k_i(w)}{2} \times \text{diag} \left\{ \left( A^k_{ij}(D^p) + [\mathcal{A}^k_i(w)]h^k_j(w)A^k_i(D_0) \right)_{j \in \mathcal{A}^k_i(w)} \right\}. \]

As we will show later in Theorem 2, with \( \alpha_i^k(w) \) and \( M^k_i(w) \) specified above, each iteration of BRT or GRT strictly reduces the network cost unless conditions (29)–(30) are satisfied by \( \delta_i(\Phi_i(w)) \).

### B. Power Allocation Algorithm (PA)

Let PA\( (\eta_i) \) denote the algorithm applied by node \( i \) to vary its transmission power allocation variables. At the \( k \)th iteration, PA updates the current local power allocation \( \eta^k_i = (\eta^k_{ij})_{j \in \mathcal{O}(i)} \) by

\[ \eta^k_{ij+1} = \text{PA} (\eta^k_i) \]

where \( \eta^k_{ij+1} = \text{PA} (\eta^k_i) \)

\[ \begin{align*}
\text{minimize} & \quad \delta_i^k(\eta - \eta^k_i) + \frac{1}{2}(\eta - \eta^k_i)'Q^k_i(\eta - \eta^k_i) \\
\text{subject to} & \quad \eta \geq 0, \quad \sum_{j \in \mathcal{O}(i)} \eta_{ij} = 1.
\end{align*} \]

We refer to (42) as the general power allocation algorithm or GPA. Here, \( \delta_i^k(\eta - \eta^k_i) \) and \( Q^k_i \) is the scaling matrix, which we will specify in a moment.

#### 1) Local Message Exchange

Note that marginal power allocation costs \( \delta_{ij} \) involve only locally obtainable measures (cf. (26)). Thus, the power allocation algorithm needs only a simple local message exchange before an iteration of PA.

In particular, let each neighbor \( j \) of node \( i \) measure the value of SINR\( _{ij} \) and feed it back to \( i \). Then \( i \) can readily compute all \( \delta_{ij} \)'s according to

\[ \delta_{ij} = \frac{\partial D_{ij}}{\partial C_{ij}} \frac{C_{ij}^2 \text{SINR}_{ij}}{P_{ij}} (1 + \text{SINR}_{ij}) \]

which follows from a modification of (26).

#### 2) Scaling Matrix

As in the BRT of Gallager, we can adopt a simple structure for \( Q^k_i \) to facilitate iterations at each node. Specifically, let \( Q^k_i = Q / \beta^k_i \) where \( \beta^k_i \) is a positive scalar and \( Q = P^k_i \text{diag} \{1, \ldots, 1, 0, 1, \ldots, 1\} \) with the only zero entry at the \( j \)th place such that \( j \in \arg \min_{j \in \mathcal{O}(i)} \beta^k_{ij} \). Thus, the GPA (42) is reduced to the following basic power allocation algorithm (BPA):

\[ \eta^k_{ij+1} = \eta^k_{ij} + \Delta \eta_{ij} \]

where the increment \( \Delta \eta_{ij} = (\Delta \eta_{ij})_{j \in \mathcal{O}(i)} \) is computed as

\[ \begin{align*}
\Delta \eta_{ij} &= -\min_{F \in \mathcal{F}} \frac{\beta^k_{ij}}{P_{ij}} \beta^k_{ij} \quad \forall j : b_{ij} > 0 \\
\Delta \eta_{ij} &= -\sum_{b_{ij} > 0} \Delta \eta_{ij}, \quad \text{for one } j : b_{ij} = 0.
\end{align*} \]

We now specify the appropriate stepsize \( \beta^k_i \) for BPA and appropriate scaling matrix \( Q^k_i \) for the GPA. Assume that the sum of the local link costs at node \( i \) before the \( j \)th iteration is \( \sum_{j \in \mathcal{O}(i)} D^k_{ij} = D^k_i \). Since the powers used by the other nodes do not change over the iteration, \( C_{ij} \) depends only on \( \eta_{ij} \): as

\[ C_{ij} = \frac{G_{ij} P_i \eta_{ij}}{G_{ij} P_i (1 - \eta_{ij}) + \sum_{m \neq i} G_{mj} P_m + N_j} \]

\[ \Delta C_{ij}(\eta_{ij}). \]

It can be shown that there exists a lower bound \( \eta_{ij} \) on the updated value of \( \eta_{ij} \) such that \( C_{ij} = C_{ij}(\eta_{ij}) \) and \( D_{ij}(C_{ij}, F^k_{ij}) = D^k_i \). Accordingly, the possible range of \( x_{ij} \) is

\[ x_{ij} \leq \sum_{m \neq i} G_{mj} P_m + N_j \]

\[ \Delta x_{ij}. \]

Define an auxiliary term \( \beta_{ij} \) as in (45) shown at the bottom of the following page, where

\[ B_{ij} \left( D^k_i \right) = \max_{D_{ij}(C_{ij}, F^k_{ij}) \leq D^k_i} \frac{\partial^2 D_{ij}}{\partial F_{ij}^k}. \]

We have the following important lemma, whose proof is deferred to Appendix C.
Lemma 2: Denote the local cost at node $i$ at the beginning of iteration $k$ of the power allocation algorithm by $D_i^k = \sum_{j \in \mathcal{O}(i)} D_{ij}^k$, then for all $\lambda \in [0, 1]$, the Hessian matrix $H_{ij}^{k+1} = \nabla^2 D_i^{k+1}$ is upper bounded by the diagonal matrix

$$Q_i^k = \text{diag}\{(\beta_{ij})_{j \in \mathcal{O}(i)}\}$$

with $\beta_{ij}$ given by (45), in the sense that for all

$$\mathbf{v}_i \in V_i \triangleq \left\{ y_i : \sum_{j \in \mathcal{O}(i)} y_{ij} = 0 \right\}$$

we have $\mathbf{v}_i \cdot H_{ij}^{k+1} \cdot \mathbf{v}_i \leq \mathbf{v}_i \cdot Q_i^k \cdot \mathbf{v}_i$.

Using Lemma 2, we can choose the stepsize $\beta_i^k$ in the BPA algorithm to be

$$\beta_i^k = 2(\gamma_i^k)^2 \left[ |\mathcal{O}(i)| \max_{j \in \mathcal{O}(i)} \beta_{ij} \right]^{-1}$$

and the scaling matrix $Q_i^k$ for the GPA algorithm to be

$$Q_i^k = \frac{Q_i^k}{2F_i} = \frac{1}{2F_i} \text{diag}\{(\beta_{ij})_{j \in \mathcal{O}(i)}\}.$$  (47)

It can be shown using the arguments of Theorem 2 below that the BPA and GPA algorithms with the $\beta_i^k$ and $Q_i^k$ specified above strictly reduce the network cost at every iteration unless (31) is satisfied by $\delta_i^k$.

C. Power Control Algorithm (PC)

At the $k$th iteration of the power control algorithm PC, the power control variables $\gamma_i^k = (\gamma_i^k)_{i \in \mathcal{N}}$ are updated by

$$\gamma_i^{k+1} = PC(\gamma_i^k)$$

where $\gamma_i^{k+1}$ is the solution to

$$\text{minimize } \delta \gamma_i^k (\gamma - \gamma_i^k) + \frac{1}{2} (\gamma - \gamma_i^k)' V_i^k (\gamma - \gamma_i^k)$$

$$\text{subject to } \gamma \leq 1.$$  (49)

Here matrix $V_i^k$ is symmetric, positive definite on $\mathbb{R}^{|\mathcal{N}|}$. Note that in general (49) represents a coordinated network-wide algorithm. It can be decomposed into distributed computations if and only if $V_i^k$ is diagonal. In this case, denote $V_i^k = \text{diag}\{(v_i^k)_{i \in \mathcal{N}}\}$, (49) is then transformed to $|\mathcal{N}|$ parallel local subprograms, each having the form

$$\gamma_i^{k+1} = \text{PC}(\gamma_i^k) = \min \left\{ 1, \gamma_i^k - \frac{\delta \gamma_i^k}{v_i^k} \right\}.$$  (50)

1) Power Control Message Exchange: Unlike the power allocation algorithm, $\delta \gamma_i^k$ depends on external information from nodes $m \neq i$ (cf. (28)). Thus, its calculation must be preceded by a message exchange phase. Before introducing the message exchange protocol, we reorder the summations on the RHS of (28) as

$$\frac{\delta \gamma_i^k}{P_i^k} = \sum_{m \in \mathcal{N}} \left[ G_{im} \sum_{m \in \mathcal{N}} \frac{\partial D_{im}^m C_{im}^m \text{SINR}_{mn}}{\partial C_{mm}} \frac{\text{SINR}_{mn}}{T_{mn}} \right] + \sum_{m \in \mathcal{O}(i)} \delta \eta_{im} \cdot \eta_{im}^*,$$  (51)

With reference to the expression above, we propose the following protocol for computing the values of $\delta \gamma_i^k$ for all $i \in \mathcal{N}$.

2) Power Control Message Exchange Protocol: Let each node $n$ assemble the measures

$$\frac{\partial D_{mn}}{\partial C_{mm}} \frac{C_{mn}^m \text{SINR}_{mn}}{T_{mn}} = \frac{\partial D_{mn}}{\partial C_{mm}} \frac{C_{mn}^m \text{SINR}_{mn}^2}{G_{mn} P_{mn}},$$

on all its incoming links $(m, n)$, and sum them up to form the power control message:

$$\text{MSG}(n) = \sum_{m \in \mathcal{N}} \frac{\partial D_{mn}}{\partial C_{mm}} \frac{C_{mn}^m \text{SINR}_{mn}^2}{G_{mn} P_{mn}}$$ (52)

It then broadcasts $\text{MSG}(n)$ to the whole network via a flooding protocol. This control message generating process is illustrated by Fig. 2. Upon obtaining $\text{MSG}(n)$, node $i$ processes it according to the following rule. If $n$ is a next-hop neighbor of $i$, node $i$ multiplies $\text{MSG}(n)$ with path gain $G_{in}$ and adds the product to the value of local measure $\delta \eta_{in} \cdot \eta_{in}^*$; otherwise, node $i$ multiplies $\text{MSG}(n)$ with $G_{in}$. Finally, node $i$ adds up all the processed messages, and this sum multiplied by $P_i^k$ equals $\delta \gamma_i^k$. Note that this protocol requires only one message from each node in the network. Moreover, in practice, a node $i$ can effectively ignore the messages generated by distant nodes. To see this, note that messages from distant nodes contribute very little to $\delta \gamma_i^k$ due to the negligible multiplicative factor $G_{in}$ on $\text{MSG}(n)$ when $i$ and $n$ are far apart (cf. (51)). This observation is borne out by the results of numerical simulations presented in Section VIII, where it is shown that the power control algorithm converges.
reasonably well when every node exchanges power control messages even with its close neighbors.

3) Alternative Implementation: Note that it is not mandatory to have all the nodes \( i \in \mathcal{N} \) perform an update at each instance of the PC(\( i \)) algorithm. One may consider the case where only a subset of nodes \( \mathcal{N}^k \) iterate PC(\( i \)), i.e., \( \gamma^k_{i+1} = \text{PC}(\gamma^k_i) \) for all \( i \in \mathcal{N}^k \), and \( \gamma^k_{i+1} = \gamma^k_i \) for all \( i \notin \mathcal{N}^k \). As long as no node is left out of the updating set \( \mathcal{N}^k \) indefinitely when the conditions (32)–(33) are not satisfied by \( \gamma^k \), the convergence result proved in Section V-C3 applies. However, in order to minimize control message overhead, it may be preferable to have each round of global power control message (MSG(\( u \))) exchange induce one iteration of power control algorithm at every node (as opposed to iterations at only a subset of nodes). Our subsequent analysis of algorithm convergence and scaling matrix selection will be based on this latter mode of implementation.

4) Scaling Matrix: As for previous algorithms, we select the scaling matrix \( V^k \) to be a diagonal upper bound on the Hessian matrix. Specifically, given that the initial network cost is less than or equal to \( D^0 \), the following terms can be evaluated:

\[
\bar{B}(D^0) = \max_{(m, n) \in \mathcal{E}} \max_{D_{mn} \leq D^0} \frac{\partial^2 D_{mn}}{\partial C_{mn}^2},
\]

\[
\underline{B}(D^0) = \min_{(m, n) \in \mathcal{E}} \min_{D_{mn} \leq D^0} \frac{\partial^2 D_{mn}}{\partial C_{mn}^2}.
\]

Moreover, due to the individual power constraints (11), there exists a finite upper bound \( \bar{\sigma} \) on the achievable SINR on all links. Define \( \kappa = \max_{0 < x < x_0} C'(x)^2 x^2 \), and \( \varphi = \min_{0 < x < x_0} C''(x) \cdot x^2 \).

Lemma 3: Assume the initial network cost is less than or equal to \( D^1 \). At each iteration of the power control algorithm (49), \( \hat{H}^k_{2 \lambda} = \nabla^2 D(\gamma)|_{\lambda = k, \gamma^k + 1} \) is upper bounded by the diagonal matrix

\[
\hat{\nabla} = \lambda \mathcal{E} \left[ \bar{B}(D^0) \lambda + \underline{B}(D^0) \varphi \right] \text{diag} \left\{ \left( \frac{1}{\gamma^k_i} \right)_{i \in \mathcal{N}} \right\}
\]

for all \( \lambda \in [0, 1] \), in the sense that for all \( \mathbf{v} \in \mathbb{R}^{|\mathcal{N}|} \),

\[
\mathbf{v}^T \hat{H}^{2 \lambda} \mathbf{v} \leq \mathbf{v}^T \hat{\nabla} \mathbf{v}.
\]

The proof of the lemma is contained in Appendix D. Using Lemma 3 and the arguments of Theorem 2 below, we can show that with the scaling matrices chosen as

\[
V = \frac{1}{2} \lambda \mathcal{E} \left[ \bar{B}(D^0) \lambda + \underline{B}(D^0) \varphi \right] \text{diag} \left\{ \left( \frac{1}{\gamma^k_i} \right)_{i \in \mathcal{N}} \right\}
\]

the power control algorithm strictly reduces the network cost at every iteration unless (32)–(33) are satisfied by \( \gamma^k \).

Notice that \( V \) is independent of the iteration index \( k \), and can be determined at the first iteration. Also notice that applying the scaling matrix \( V \) in (53) is equivalent to having each node \( i \) set

\[
v_i = \frac{1}{2} \lambda \mathcal{E} \left[ \bar{B}(D^0) \lambda + \underline{B}(D^0) \varphi \right] (\frac{1}{\gamma^k_i})
\]

in the node-based iteration (50).

D. Convergence of Algorithms

We now prove the central convergence result for the class of scaled gradient projection algorithms discussed above. In the next theorem, we let \( \mathbf{\theta}^m \) denote the \( m \)th update \( (m = 0, 1, 2, \ldots) \) of the overall vector of routing, power allocation, and power control variables \((\phi^m_i(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta^m_i)_{i \in \mathcal{N}}, (\gamma^m) \)\). We assume that at any update instant, only one set of variables \((\phi_i(w))_{i \in \mathcal{N}}, (\eta_i)_{i \in \mathcal{N}}, (\gamma) \) is updated. The other sets of variables remain constant after the update.

Theorem 2: Assume an initial network configuration \( \mathbf{\theta}^0 = ((\phi^0_i(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta^0_i)_{i \in \mathcal{N}}, (\gamma^0)) \), where \((\phi^0_i(w))_{i \in \mathcal{N}, w \in \mathcal{W}} \) induces a loop-free routing configuration and \((\eta^0_i)_{i \in \mathcal{N}} \) and \( \gamma^0 \) are feasible, such that the initial network cost is upper bounded by \( D^0 < \infty \). Let \( T_{\phi_i(w)} = \{ m : \phi^m_i(w) \text{ is updated using RT}(\cdot), \} \), \( T_{\eta_i} = \{ m : \eta^m_i \text{ is updated using PA}(\cdot), \} \), and \( T_{\gamma} = \{ m : \gamma \text{ is updated using PC(\cdot)}, \} \). Then if \([T_{\phi_i(w)}] \rightarrow \infty \) for all \( i \in \mathcal{N} \) and \( w \in \mathcal{W}, [T_{\eta_i}] \rightarrow \infty \) for all \( i \in \mathcal{N} \), and \([T_{\gamma}] \rightarrow \infty \), the sequence

\[
{\mathbf{\theta}^m}_{m=0} \rightarrow \{ (\phi^m_i(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta^m_i)_{i \in \mathcal{N}}, (\gamma^m) \}_{m=0}^\infty
\]

converges to a limit \( \mathbf{\theta}^* = ((\phi^*_i(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta^*_i)_{i \in \mathcal{N}}, (\gamma^*)) \), where \((\phi^*_i(w))_{i \in \mathcal{N}, w \in \mathcal{W}} \) induces a loop-free routing configuration and \((\eta^*_i)_{i \in \mathcal{N}} \) and \( \gamma^* \) are feasible. Furthermore, \((\phi^*_i(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta^*_i)_{i \in \mathcal{N}}, (\gamma^*) \) satisfy the optimality conditions (29)–(33).

Proof: We first show that with the stepsizes and scaling matrices specified earlier, every iteration of each algorithm strictly reduces the network cost unless the corresponding equilibrium conditions in (29)–(33) of the adjusted variables are satisfied. We present a detailed proof for the stepsizes and scaling matrices in the basic and general routing algorithms RT(\( \phi_i(w) \)). The analysis for the other algorithms is almost verbatim. For notational convenience, the session index \( \mathbf{\eta} \) is suppressed.

Consider the \( k \)th iteration of RT(\( \cdot \)). If \( \hat{t}_k^i > 0 \), the algorithm has no effect on the network cost whatever the update is. We thus focus on the case of \( \hat{t}_k^i > 0 \). Since \( M^k_i \) is positive definite, the objective function of (36) is convex in \( \phi^k_i \). Moreover, since the feasible set \( \mathcal{F}_k^i \) is convex, the solution \( \phi^k_i \) satisfies [28]

\[
\hat{\phi}^k_i + M^k_i (\phi^k_i - \phi_i) \leq 0, \quad \forall \phi_i \in \mathcal{F}_k^i,
\]

(54)

Setting \( \phi_i = \phi^k_i \), we obtain

\[
\hat{\phi}^k_i \cdot (\phi^k_i - \phi_i) \leq - \hat{\phi}^k_i \cdot (\phi^k_i - \phi_i) \cdot M^k_i \cdot (\phi^k_i - \phi_i),
\]

(55)

By Taylor’s Expansion, the network cost difference after the current iteration is

\[
D (\phi^k_i) - D (\phi_i)
\]

10That is, we assume that at any continuous time instant, only one set of variables is updated.

11Recall that \( \phi_i(w) \) may not be updated each time the overall vector \( \mathbf{\theta} \) is updated. For this reason, we distinguish between the indices \( k \) and \( m \).
\[= \left( \phi_{ik}^k \cdot \tilde{\delta\phi}^k \right)' \left( \phi_{ik}^{k+1} - \phi_{ik}^k \right)
\]
\[+ \left( \phi_{ik}^{k+1} - \phi_{ik}^k \right)' \frac{H_{ik}^{k+\lambda} \phi_{ik}^k}{\lambda} \left( \phi_{ik}^{k+1} - \phi_{ik}^k \right)
\]
\[\leq \left( \phi_{ik}^{k+1} - \phi_{ik}^k \right)' \left( -t_{ik}' M_{ik}' + \frac{H_{ik}^{k}}{\lambda} \right) \times \left( \phi_{ik}^{k+1} - \phi_{ik}^k \right)
\]

(56)

where \(H_{ik}^{k+\lambda}\) is the Hessian matrix of \(D\) with respect to components of \(\phi_{ik}\), evaluated at \(\lambda \phi_{ik}^k + (1 - \lambda) \phi_{ik}^{k+1}\) for some \(\lambda \in [0, 1]\). By Lemma 1, both the \(M_{ik}'\) given by (37) with \(\alpha_{ik}'\) given by (40) and the \(H_{ik}^{k}\) given by (41) upper bound \(H_{ik}^{k+\lambda} / (2\lambda)\) in the sense that \(-t_{ik}' M_{ik}' + H_{ik}^{k} / 2\) is negative definite. Thus, with one iteration \(D(\phi_{ik}^{k+1}) - D(\phi_{ik}^k) \leq 0\), where the inequality is strict unless \(\phi_{ik}^{k+1} = \phi_{ik}^k\), which happens only when conditions (29)–(30) hold at \(\phi_{ik}^k\). In conclusion, an iteration of BRT with \(\alpha_{ik}'\) in (40) or an iteration of GRT with \(M_{ik}'\) in (41) strictly reduces the network cost until the equilibrium conditions for \(\phi_{ik}\) are satisfied.

Similarly, by Lemmas 2 and 3, we can show that network cost is strictly reduced by the iterations of the BPA, GPA and PC algorithms with stepsize or scaling matrices given by (46), (47) and (53), unless (31)–(33) are satisfied by the current \(\eta_{ik}'\) and \(\gamma_{ik}'\).

To summarize, with the specific choices of stepsizes and scaling matrices derived earlier, any iteration of any of the algorithms BRT, GRT, BPA, GPA and PC strictly reduces the total network cost with all other variables fixed, unless the equilibrium conditions for the adjusted optimization variables ((29)–(30)) for \(\phi_{ik}(w), (31)\) for \(\eta_{ik}, (32)\)–(33) for \(\gamma_{ik}\) are satisfied.

Now let \(\Phi, \Upsilon, \Gamma\) and \(\gamma\) denote the feasible sets of \((\phi_{ik}(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta_{ik})_{i \in \mathcal{N}}, (\gamma_{ik})_{i \in \mathcal{N}}\) and \(\gamma\) as given by (8) and (15), respectively. Clearly, \(\Phi, \Upsilon\) and \(\Gamma\) are compact sets. Hence, the overall feasible set \(\Phi \times \Upsilon \times \Gamma(D^0)\) is compact. Since the sequence \(\{\theta^m\}_{m=0}^\infty\) takes values in the compact set \(\Phi \times \Upsilon \times \Gamma(D^0)\), it must have a convergent subsequence \(\{\theta^{m'}\}_{m'=0}^\infty\) with a limit \(\theta^* = ((\phi_{ik}(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta_{ik})_{i \in \mathcal{N}}, (\gamma_{ik})_{i \in \mathcal{N}})\), which also belongs to \(\Phi \times \Upsilon \times \Gamma(D^0)\). Hence, \(D\) is continuous, \(D(\theta^*) = \lim_{m \to \infty} D(\theta^m)\). Since the sequence of network costs \(\{D(\theta^m)\}_{m=0}^\infty\) is nonincreasing and bounded below, it must have a limit \(D^*\). Moreover, \(D(\theta^*) = \lim_{m \to \infty} D(\theta^m) = D^*\). Finally, because \(D(\theta^*) = D^*\) cannot be further (strictly) reduced by the algorithm iterations, \(\theta^* = ((\phi_{ik}(w))_{i \in \mathcal{N}, w \in \mathcal{W}}, (\eta_{ik})_{i \in \mathcal{N}}, (\gamma_{ik})_{i \in \mathcal{N}})\) must satisfy the optimality conditions (29)–(33). \(\square\)

From the theorem we can see that convergence does not require any particular order in running the three algorithms at different nodes. To achieve convergence, every node \(i\) only needs to iterate its own algorithms until its routing, power allocation, and power control variables satisfy (29)–(33).\(^3\)

It is important to note that the structure of the routing, power allocation, and power control algorithms make them particularly desirable for distributed implementation without knowledge of global network topology or traffic patterns. The algorithms are fundamentally driven by the relevant marginal cost messages. These marginal cost messages contain all the information regarding the whole network which is relevant to each iteration of any algorithm at any given node. Thus, it is not necessary for the network to perform localization or traffic matrix estimation in order carry out optimal routing. The fact that the algorithms are marginal-cost driven also means that they can easily adapt to relatively slow changes in the network topology or traffic patterns. For if channel gains and/or traffic input rates change, then the relevant marginal costs change accordingly, and the node iterations naturally adapt to the new network conditions by responding to the new marginal costs. The adaptability of the algorithms to changing network conditions is confirmed in numerical experiments presented in Section VIII-B.

VI. REFINEMENTS AND GENERALIZATIONS

In this section, we introduce a number of refinements and generalizations to improve the applicability and utility of our analytical framework and proposed algorithms. Specifically, we consider three main issues. First, we present a refinement of the power allocation algorithm for CDMA networks with single-user decoding by relaxing the high-SINR assumption in (9). This assumption has thus far limited the range of feasible controls for the power allocation and power control algorithms. To address this problem, we introduce a heuristic two-stage network optimization scheme which significantly enlarges the range of control possibilities. Next, we generalize the SINR-dependent network model to analyze wireless networks operating with general physical-layer coding schemes. Instead of assuming concave capacity functions dependent on the links’ SINR, we assume link capacities are given by a general convex achievable rate region. We then characterize the optimality conditions for the JOCR problem given a convex rate region. Finally, we relax the requirement that the link cost functions are jointly convex in the link capacities and link flow rates. This joint convexity assumption was needed to prove that the necessary conditions for global optimality are also sufficient. We show that if cost functions satisfy the less stringent requirement of strict quasi-convexity, then solutions satisfying the necessary conditions for optimality still have the desirable property of being Pareto optimal when the underlying capacity region is strictly convex.

A. Refined Power Allocation and Two-Stage Network Optimization

Our formulation of the joint power control and routing problem in (16)–(20) rests on the crucial condition (12) on the capacity function. Such an assumption implies that \(\lim_{c \to 0+} C'(x) = -\infty\) since by monotonicity

\[^3\]In practice, nodes may keep updating their optimization variables with the corresponding algorithms until further reduction in network cost by any one of the algorithms is negligible.
and \( C'(x) > 0 \). However, this yields the rather disturbing result that \( \lim_{x \to 0^+} C'(x) = \infty \) and \( \lim_{x \to 0^+} C(x) = -\infty \).

The approximate information-theoretic capacity (9) and the M-QAM capacity (10) with error probability constraint satisfy (12), but are both based on the high-SINR approximation. Indeed, since CDMA networks typically do have high per symbol SINR due to the large processing gain \( K, C = \log(K \cdot \text{SINR}) \) have been extensively used as a reasonable approximate capacity function for CDMA networks in previous literature [18], [19]. Outside of the high-SINR regime, however, \( C = \log(K \cdot \text{SINR}) \) becomes too inaccurate to be applicable because, for instance, it gives \( C < 0 \) when SINR \( < 1/K \) and \( C = -\infty \) when SINR \( = 0 \). Thus, adopting \( C = \log(K \cdot \text{SINR}) \) as the capacity function significantly restricts the optimization of transmission powers and traffic flows.\(^{14}\)

Ideally, instead of \( \log(K \cdot \text{SINR}) \), we would use the precise capacity function \( C = \log(1 + K \cdot \text{SINR}) \). Note that the latter function does not satisfy (12), and does not lead to a convex JOPAR problem in the original framework of Section III. However, we show that if the total powers of individual nodes \( P_i \) (or equivalently \( \gamma_i \)) are held fixed, the precise capacity function does give rise to a convex optimization problem in typical CDMA networks. In other words, the JOPAR problem involving only routing and power allocation is convex in the optimization variables \( (\phi_{ij}(w)) \) and \( (\eta_{ij}) \) when the link capacities are given by \( C = \log(1 + K \cdot \text{SINR}) \). We call this revised problem the jointly optimal power allocation and routing (JOPAR) problem.

1) Concavity of the Precise Capacity Function: Since the change of link capacity functions does not alter the convexity of the objective function with respect to the flow variables, we need only verify that the objective function is jointly convex in the power allocation variables \( (\eta_{ij}) \). This is equivalent to showing that each link capacity function

\[
C_{ij} = \log \left( 1 + \frac{KG_{ij}P_i\eta_{ij}}{G_{ij}P_i(1-\eta_{ij}) + \sum_{m \neq i} G_{mj}P_m + N_j} \right)
\]

is concave in \( \eta_{ij} \).

**Lemma 4:** Link capacity \( C_{ij} \) given by (57) is concave in \( \eta_{ij} \) if the following interference-limited condition holds:

\[
KG_{ij}P_i \leq (K - 2)IN_{ij}.
\]

Note that the condition (58) is almost always satisfied in CDMA systems, where interference level \( IN_{ij} \) is usually higher than that of the received signal power \( G_{ij}P_i \) by several orders of magnitude [26].

**Proof of Lemma 4:** Differentiating the RHS of (57) twice with respect to \( \eta_{ij} \)

\[
\frac{d^2C_{ij}}{d\eta_{ij}^2} = P_i^2 \left\{ -\left[ \frac{(K - 1)G_{ij}}{IN_{ij} + KG_{ij}P_i} \right]^2 + \left[ \frac{G_{ij}}{IN_{ij}} \right]^2 \right\}.
\]

Using (58), we have

\[
\frac{d^2C_{ij}}{d\eta_{ij}^2} \leq P_i^2 \left\{ -\left[ \frac{(K - 1)G_{ij}}{IN_{ij} + KG_{ij}P_i} \right]^2 + \left[ \frac{G_{ij}}{IN_{ij}} \right]^2 \right\} = 0
\]

which implies that \( C_{ij} \) is concave in \( \eta_{ij} \).

2) Power Allocation and Routing for JOPAR Problem: The JOPAR problem holds \( (\gamma_i) \) fixed, so its solution is obtained only through varying \( (\phi_{ij}(w)) \) (routing) and \( (\eta_{ij}) \) (power allocation). In particular, the routing scheme is unchanged from that for the original problem (16). On the other hand, the marginal power allocation cost needs to be revised according to (57) as

\[
\delta \eta_{ij} = \frac{\partial D_{ij}}{\partial C_{ij}} \left[ \frac{(K - 1)G_{ij}}{KG_{ij}P_i\eta_{ij} + IN_{ij}} + \frac{G_{ij}}{IN_{ij}} \right], \quad j \in \mathcal{O}(i).
\]

With \( (\delta \phi_{ij}(w)) \) and \( (\delta \eta_{ij}) \) given by (22) and (59), the optimality conditions for the JOPAR problem are stated as in Theorem 1 with (32) and (33) removed.

We now specify the power allocation algorithm \( (PA) \) for the JOPAR problem. It retains the same scaled gradient projection form as in (42) but with the scaling matrix \( Q^k_t \) given differently as follows.

**Lemma 5:** If the current local cost is \( \sum_{j \in \mathcal{O}(i)} D_{ij}^k = D_i^k \), then at the current iteration of the \( PA \) algorithm (42) (with revised \( (\delta \phi_{ij}) \) given by (59)) and for all \( \lambda \in [0, 1] \), the Hessian matrix

\[
H_{\eta_i} = \nabla^2 D(\eta_i) = \lambda \eta_i + (1-\lambda)\eta_i^{k+1}
\]

is upper bounded by the diagonal matrix

\[
\tilde{Q}_i^k = \text{diag} \left( \left[ B_{ij}^k (D_i^k) K^2 - B_{ij}^k (D_i^k) (K - 1)^2 \right] (NR_{ij})^2 \right) \quad j \in \mathcal{O}(i)
\]

where

\[
B_{ij}^k (D_i^k) \equiv \max_{C_{ij}, G_{ij}P_i \leq D_i^k} \frac{\partial^2 D_{ij}}{\partial C_{ij}^2}
\]

\[
B_{ij}^k (D_i^k) \equiv \min_{C_{ij}, G_{ij}P_i \leq D_i^k} \frac{\partial^2 D_{ij}}{\partial C_{ij}^2}
\]

and

\[
NR_{ij} \equiv \frac{G_{ij}P_i}{\sum_{m \neq i} G_{mj}P_m + N_j}.
\]

The proof of the lemma is in Appendix E. Accordingly, the stepsize for the BPA algorithm (43) can be chosen as

\[
\beta_i^k = \frac{2P_i^2}{|\mathcal{O}(i)|} \times \left[ \max_{j} \left[ B_{ij}^k (D_i^k) K^2 - B_{ij}^k (D_i^k) (K - 1)^2 \right] (NR_{ij})^2 \right]^{-1}.
\]

One can also apply the GPA algorithm (42) for the JOPAR problem. In this case, the scaling matrix is given by

\[
Q^k_t = \frac{Q^k_t}{2P_i^2}.
\]
Such a choice of $\beta_k^p$ and $Q_k^p$ guarantees that any iteration of the BPA and GPA algorithms strictly reduces the network cost unless condition (31) is satisfied. As a result, the refined power allocation algorithm and the routing algorithm can converge to an optimal solution of the JOPAR problem from any initial configuration of $(\phi_{ij}(w))$ and $(\eta_{ij})$.

3) Heuristic Two-Stage Network Optimization: The refined power allocation technique based on the precise capacity formula allows us to adjust link powers over their full range from zero to the total power of their respective transmitters. This fine-tuning capability, however, comes at the expense of fixing the total power of nodes. Should the node powers ($P_i$) be variable, the capacity function $\log(1 + K \cdot \text{SINR}(P))$ would no longer be concave in link power variables. Although the power control algorithm in Section V is built on the high-SINR approximation, in practice it can be applied in conjunction with the routing algorithm and the refined power allocation algorithm developed above.

To carry out the overall task of routing and power adjustment, we let the nodes iterate between a routing/power allocation stage and a power control stage. In the routing/power allocation stage, nodes adjust their routing variables $\phi_{ij}(w)$ and power allocation variables $\eta_{ij}$ as in the JOPAR problem above according to the refined PA algorithm while holding the total transmission power $P_i$ fixed, evaluating link capacities by the precise $\log(1 + K \cdot \text{SINR}(P))$ formula. As pointed above, this routing/power allocation stage can asymptotically achieve the optimal set of $(\eta_{ij})$ and $(\phi_{ij}(w))$ for the given total powers ($P_i$).

To further (strictly) reduce the total cost, one can switch to the power control stage, where total power $P_i$’s are adjusted by the power control algorithm (50) while holding the routing variables $\phi_{ij}(w)$ and power allocation variables $\eta_{ij}$ fixed. Using the approximate $\log(K \cdot \text{SINR}(P))$ formula in the power control stage, the total cost is convex in the power control variables ($\gamma_i$). Power control algorithms thus can converge to the optimal total powers under the fixed routing $(\phi_{ij}(w))$ and power allocation $(\eta_{ij})$.

Heuristically, one can then iterate between the routing/power allocation and power control stages to arrive at a network configuration that is approximately optimal.

B. General Capacity Regions

Up to this point, we have assumed that link capacities are functionally determined by the links’ SINR. Under individual power constraints (11) and assumption (12), the achievable link capacities were shown to constitute a convex set. In order to place our analysis and algorithms in a broader setting where more general coding/modulation schemes are applied, we now consider the general JOCR problem (5) where the achievable rate region $\mathcal{C}$ is any convex set in the positive orthant $R^n_+$. The convexity assumption is reasonable since any convex combination of a pair of feasible link capacity vectors can at least be achieved by time-sharing or frequency-sharing.

The following theorem characterizes the optimality conditions for the JOCR problem with a general convex capacity region.

**Theorem 3:** Assume that the cost functions $D_{ij}(C_{ij}, F_{ij})$ satisfy (3) and assume that $\mathcal{C}$ is convex. Then, for a feasible set of routing and capacity allocations $(\phi_{ij}(w))_{w \in W, (i,j) \in E}$ and $(C_{ij}(i,j))_{(i,j) \in E}$ to be a solution of JOCR (5), the following conditions are necessary. For all $i \in \mathcal{N}$ and $w \in \mathcal{W}$ such that $t_i(w) > 0$, there exists a constant $\lambda_i(w)$ for which

$$\delta \phi_{ij}(w) = \lambda_i(w), \text{ if } \phi_{ij}(w) > 0$$

$$\delta \phi_{ij}(w) \geq \lambda_i(w), \text{ if } \phi_{ij}(w) = 0,$$

(64)

For all feasible $(\Delta C_{ij}(i,j))_{(i,j) \in E}$ at $(C_{ij}(i,j))_{(i,j) \in E}$

$$\sum_{(i,j) \in E} \frac{\partial D_{ij}}{\partial C_{ij}} (C_{ik}, F_{ik}) \cdot \Delta C_{ij} \geq 0$$

(65)

where an incremental direction $(\Delta C_{ij}(i,j))_{(i,j) \in E}$ at $(C_{ij}(i,j))_{(i,j) \in E}$ is said to be feasible if there exists $\delta > 0$ such that $(C_{ij} + \delta \cdot \Delta C_{ij}(i,j))_{(i,j) \in E} \in \mathcal{C}$ for any $\delta > 0$.

If $D_{ij}(C_{ij}, F_{ij})$ is jointly convex in $(C_{ij}, F_{ij})$, the above conditions are also sufficient when (64) holds for all $i \in \mathcal{N}$ and $w \in \mathcal{W}$ whether $t_i(w) > 0$ or not. Furthermore, the optimal $(C_{ij}^*)_{(i,j) \in E}$ is unique if $\mathcal{C}$ is strictly convex. If, in addition, $D_{ij}(C_{ij}, F_{ij})$ is strictly convex in $F_{ij}$, then the optimal link flows $(F_{ij}^*)_{(i,j) \in E}$ are unique as well.

**Proof:** The necessity and sufficiency statements can be proved by following the same argument used for proving Theorem 1. Thus, we do not repeat it here. We show only the uniqueness of the optimal $(C_{ij})$ and $(F_{ij})$ under the respective assumptions.

Suppose that on the contrary, there are two distinct optimal solutions $((C_{ij}^0, F_{ij}^0))$ and $((C_{ij}^1, F_{ij}^1))$ such that $(C_{ij}^0) \neq (C_{ij}^1)$ and their common minimal cost is $D^*$. Consider the total cost resulting from $((C_{ij}^0, F_{ij}^0))$, where $C_{ij}^0 = C_{ij}^0 + (1 - \lambda)C_{ij}^1, F_{ij}^0 = \lambda F_{ij}^0 + (1 - \lambda)F_{ij}^1$ for all $(i,j) \in \mathcal{E}$ and for some $\lambda \in (0, 1)$. By the joint convexity of $D_{ij}(\cdot, \cdot)$, we have for all $(i,j) \in \mathcal{E}$

$$D_{ij}(C_{ij}^0, F_{ij}^0) = \lambda D_{ij}(C_{ij}^0, F_{ij}^0) + (1 - \lambda)D_{ij}(C_{ij}^1, F_{ij}^1).$$

If $\mathcal{C}$ is strictly convex and $(C_{ij}^0) \neq (C_{ij}^1)$, there must exist $(C_{ij}^*) \in \mathcal{C}$ such that

$$C_{ij}^* \geq C_{ij}^0, \quad \forall (i,j) \in \mathcal{E}$$

with at least one inequality being strict. Without loss of generality assume $C_{mm}^* > C_{mm}^0$. Using the fact that $\frac{\partial D_{ij}}{\partial C_{ij}} < 0$ for all $(i,j)$, we have $D_{ij}(C_{ij}^0, F_{ij}^0) \leq D_{ij}(C_{ij}^*, F_{ij}^*)$ and in particular $D_{mm}(C_{mm}^*, F_{mm}^*) < D_{mm}(C_{mm}^0, F_{mm}^0)$. Therefore, summing over all links

$$\sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}^*, F_{ij}^*)$$

$$< \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}^0, F_{ij}^0)$$

$$\leq \sum_{(i,j) \in \mathcal{E}} \lambda D_{ij}(C_{ij}^0, F_{ij}^0) + (1 - \lambda) D_{ij}(C_{ij}^1, F_{ij}^1) = D^*.$$

(66)

Since $((C_{ij}^0), F_{ij}^0)$ is feasible, the above inequality contradicts the optimality of $D^*$. When $D_{ij}(C_{ij}, \cdot)$ is strictly convex
in \( F_{ij} \), a similar contradiction arises if the optimal \((F_{ij})'s\) are not unique. Thus the proof is complete.

**C. Quasi-Convex Cost Functions and Pareto Optimality**

After considering general convex capacity regions, we turn our attention to the network cost measures. The sufficiency of conditions (64)–(65) for global optimality depends on link cost functions \( D_{ij}(C_{ij}, F_{ij}) \) being jointly convex in \((C_{ij}, F_{ij})\). Without the joint convexity assumption, inequality (82) is no longer valid, and the sufficiency parts of Theorem 1 and Theorem 3 do not hold. On the other hand, our initial assumptions in (3) regarding the cost functions do not imply \( D_{ij}(C_{ij}, F_{ij}) \) is jointly convex. In particular, the often-used cost function \( \frac{C_{ij}}{F_{ij}} \) is not jointly convex. We show in the following, however, that if the cost functions satisfy the less stringent requirement of **strict quasi-convexity**, then solutions satisfying (64)–(65) are in fact Pareto optimal.

In the subsequent analysis, we assume that for any \((i, j) \in \mathcal{E}\), \( D_{ij}(C_{ij}, F_{ij}) \) is twice continuously differentiable on \( \chi = \{ (C_{ij}, F_{ij}) : 0 \leq F_{ij} < C_{ij} \} \), and satisfies (3). Furthermore, we assume that \( D_{ij}(C_{ij}, F_{ij}) \) is strictly quasi-convex, i.e., if

\[
D_{ij}(C_{ij}^1, F_{ij}^1) \leq D_{ij}(C_{ij}^2, F_{ij}^2),
\]

then for any \( \lambda \in (0, 1) \)

\[
D_{ij}(\lambda C_{ij}^1 + (1 - \lambda)C_{ij}^2, \lambda F_{ij}^1 + (1 - \lambda)F_{ij}^2) \leq D_{ij}(C_{ij}^2, F_{ij}^2)
\]  

with strict inequality in (66) implying strict inequality in (67). It is easily verified that the cost functions \( F_{ij}/(C_{ij} - F_{ij}) \) and \( 1/(C_{ij} - F_{ij}) \) are both strictly quasi-convex.

We consider the general JOCR problem (5) where \( C \in \mathbb{R}_{+}^{\mathcal{E}} \) is strictly convex. Due to assumption (3), for a fixed capacity allocation \( (C_{ij})_{(i,j) \in \mathcal{E}} \), (5) is a convex optimization problem with respect to \( (F_{ij})_{(i,j) \in \mathcal{E}} \). Hence, any feasible flow distribution \( (F_{ij})_{(i,j) \in \mathcal{E}} \) satisfying (64) also satisfies

\[
\sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}^*_{ij}) = \min_{(F_{ij}) \text{ feasible}} \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}),
\]

On the other hand, given any feasible routing configuration, if condition (65) holds at capacity allocation \( (C_{ij}^*)_{(i,j) \in \mathcal{E}} \), then it follows that

\[
\sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}^*, F_{ij}) = \min_{(C_{ij}) \in \mathcal{C}_{ij}} \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}).
\]

Under the capacity model in Section III-B, the algorithms proposed in Section V have been shown to drive any initial routing and capacity configuration to a limiting \( (C_{ij}^*, (i,j) \in \mathcal{E}, (F_{ij}^*)_{(i,j) \in \mathcal{E}}) \) such that the condition (64) is satisfied at \( (F_{ij}^*)_{(i,j) \in \mathcal{E}} \) given \( (C_{ij}^*) \), and \( (C_{ij}^*) \) satisfies (65) given \( (F_{ij}^*) \). Under the more general convex-capacity-region model, suppose we have algorithms that also can drive the flow and capacity configuration to a limit \( ((C_{ij}^*)_{(i,j) \in \mathcal{E}}, (F_{ij}^*)_{(i,j) \in \mathcal{E}}) \) such that the conditions (64)–(65) hold simultaneously. We are then interested in the question: to what extent can optimality be inferred from such a limit point? Although global optimality cannot be ascertained, we have the following **Pareto optimal** property.

**Theorem 4:** Assume that the capacity region \( \mathcal{C} \) is strictly convex and the link cost function is strictly quasi-convex. If a pair of feasible capacity and flow rate allocations \((C_{ij}^*, (F_{ij}^*)_{(i,j) \in \mathcal{E}})\) satisfies conditions (64) and (65) simultaneously, then the vector of link costs \( D(C^*, F^*) = (D_{ij}(C_{ij}^*, F_{ij}^*))_{(i,j) \in \mathcal{E}} \) is Pareto optimal, i.e., there does not exist another pair of feasible allocations \((C_{ij}^{\#}, F_{ij}^{\#})\), such that

\[
D_{ij}(C_{ij}^{\#}, F_{ij}^{\#}) \leq D_{ij}(C_{ij}^*, F_{ij}^*), \quad \forall (i,j) \in \mathcal{E},
\]

with at least one inequality being strict.

Assuming the cost function \( D_{ij} = F_{ij}/(C_{ij} - F_{ij}) \), Theorem 4 can be taken to mean that at the (Pareto) optimal point, the average number of packets cannot be strictly reduced on one link without it being increased on another.

**Proof of Theorem 4:** Suppose on the contrary that \( D(C^{\#}, F^{\#}) \) Pareto dominates \( D(C^*, F^*) \). Without loss of generality, assume

\[
D_{mn}(C_{mn}^*, F_{mn}^*) < D_{mn}(C_{mn}^{\#}, F_{mn}^{\#}).
\]

Because both \( C^{\#} \) and \( C^* \) belong to \( \mathcal{C} \), and \( \mathcal{C} \) is strictly convex, \( C^{\#} = \lambda C^* + (1 - \lambda) \mathcal{C}^{\#} \) is achievable for all \( \lambda \in [0, 1] \). Moreover, it can be deduced that \( C^{\#} \neq C^* \), since otherwise we must have \( F^{\#} \neq F^* \), and Pareto domination would imply \( \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}^*, F_{ij}^{\#}) < \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}^*, F_{ij}^*) \), hence contradicting identity (68). Therefore, we conclude that \( C^{\#} \) is in the interior of \( \mathcal{C} \) for any \( \lambda \in (0, 1) \). Using the same reasoning, we can assert that \( F^{\#} \neq F^* \), and that \( C^{\#} = \lambda C^* + (1 - \lambda) \mathcal{C}^{\#} \) is feasible for any \( \lambda \in [0, 1] \) simply by the linearity of the flow conservation constraint.

As a consequence of \( D_{ij} \) being strictly quasi-convex, \( D(C^*, F^*) \) Pareto dominates \( D(C^{\#}, F^{\#}) \) as well for any \( \lambda \in (0, 1) \), since \( D_{mn}(C_{mn}^*, F_{mn}^{\#}) < D_{mn}(C_{mn}^{\#}, F_{mn}^*) \) and \( D_{ij}(C_{ij}^{\#}, F_{ij}^*) \leq D_{ij}(C_{ij}^*, F_{ij}^*) \), for \( (i,j) \neq (m,n) \). Summing up all the terms on LHS and RHS, we have for any \( \lambda \in (0, 1) \)

\[
\sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}^*, F_{ij}) < \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}^{\#}, F_{ij}^*).
\]

By optimality condition (65) and the fact that \( C^* \) is in the interior of \( \mathcal{C} \) for any \( \lambda \in (0, 1) \), we have for any \( \lambda \in (0, 1) \)

\[
\sum_{(i,j) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}} (C_{ij}^*, F_{ij}) \cdot (C_{ij}^* - C_{ij}) \leq \frac{1}{1 - \lambda} \sum_{(i,j) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}} (C_{ij}^*, F_{ij}) \cdot (C_{ij}^* - C_{ij}) \leq 0
\]

where \((C_{ij}^*)_{(i,j) \in \mathcal{E}}\) is some capacity vector that strictly dominates \((C_{ij})_{(i,j) \in \mathcal{E}}\).
Since $D_{ij}$ is twice continuously differentiable, there exists $\varepsilon > 0$ such that for all $\lambda \in [1 - \varepsilon, 1)$
\[
\sum_{i,j \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}}(C_{ij}^*, F_{ij}^*) \cdot (C_{ij}^\lambda - C_{ij}^*) \geq 0
\]
which, combined with the convexity of $D_{ij} (\cdot, F_{ij}^*)$, implies
\[
\sum_{i,j \in \mathcal{E}} D_{ij} (C_{ij}^*, F_{ij}^*) \leq \sum_{i,j \in \mathcal{E}} D_{ij} (C_{ij}^\lambda, F_{ij}^*) < \sum_{i,j \in \mathcal{E}} D_{ij} (C_{ij}^*, F_{ij}^*)
\]
where the second inequality comes from (70). But this conclusion clearly contradicts (68). Thus, the claim is proved.

VII. CONGESTION CONTROL.

Thus far, we have focused on developing optimal power control and routing algorithms for given fixed user traffic demands. There are many situations, however, where the resulting network delay cost is excessive for given user demands even with optimal power control and routing. In these cases, congestion control must be used to limit traffic input into the network. In this section, we extend our analytical framework to consider congestion control for sessions with elastic traffic demands. We show that congestion control can be seamlessly incorporated into our framework, in the sense that the problem of jointly optimal power control, routing, and congestion control can always be converted into a problem involving only power control and routing.

A. User Utility, Network Cost, and Congestion Pricing

For a given session $w$, let the utility level associated with an admitted rate of $r_w$ be $U_w(r_w)$. We consider maximizing the aggregate session utility minus the total network cost [4], i.e.
\[
\maximize \sum_{w \in \mathcal{W}} U_w(r_w) - \sum_{i,j \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}). \tag{72}
\]

We make the reasonable assumption that each session $w$ has a maximum desired service rate $\bar{r}_w$. The session utility $U_w(\cdot)$ is defined over the interval $[0, \bar{r}_w]$, where it is assumed to be twice continuously differentiable, strictly increasing, and concave. Taking the approach of [21], we define the overflows rate $F_{w} \triangleq \bar{r}_w - r_w \geq 0$ for a given admitted rate $r_w \leq \bar{r}_w$. Thus, at each source node $i = O(w)$, we have
\[
\sum_{j \in \mathcal{O}(i)} f_{ij}(w) + F_{w} = \bar{r}_w. \tag{73}
\]

Let $B_w(F_{w}) \equiv U_w(\bar{r}_w) - U_w(r_w)$ denote the utility loss for session $w$ resulting from having a rate of $F_{w}$ rejected from the network. Equivalently, if we imagine that the blocked flow $F_{w}$ is routed on a virtual over link directly from the source to the destination [21], then $B_w(F_{w})$ can simply be interpreted as the cost incurred on that virtual link when its flow rate is $F_{w}$. Moreover, as defined, $B_w(F_{w})$ is strictly increasing, twice continuously differentiable, and convex in $F_{w}$ on $[0, \bar{r}_w]$. Thus, the dependence of $B_w(F_{w})$ on $F_{w}$ is the same as the dependence of the cost functions $D_{ij}(C_{ij}, F_{ij})$ of real links $(i, j)$ on the flow $F_{ij}$. Unlike $D_{ij}(C_{ij}, F_{ij})$, however, $B_w$ has no explicit dependence on a capacity parameter.

A virtual network including an over flow link is illustrated in Fig. 3, where the over flow link $w$ is marked by a dashed arrow.

Accordingly, the objective in (72) can now be written as
\[
\sum_{w \in \mathcal{W}} U_w(r_w) - \sum_{i,j \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}) = \sum_{w \in \mathcal{W}} U_w(r_w) - \sum_{w \in \mathcal{W}} B_w(F_{w}) - \sum_{i,j \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}). \tag{74}
\]

Since $\sum_{w \in \mathcal{W}} U_w(r_w)$ is a constant, (72) is equivalent to
\[
\minimize \sum_{i,j \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}) + \sum_{w \in \mathcal{W}} B_w(F_{w}). \tag{75}
\]

Note that (75) has the same form as (5), except for the lack of dependence of $B_w(F_{w})$ on a capacity parameter. Thus, the problem of jointly optimal power control, routing, and congestion control in a wireless network is equivalent to a problem involving only power control and routing in a virtual wireless network with the addition of the virtual over links.

B. Optimal Power Control, Routing, and Congestion Control

We now turn to developing distributed network algorithms to solve the jointly optimal power control, routing, and congestion control problem in (72). We show that the network algorithms developed in Section V can readily be adapted to deal with the new challenge of congestion control. Thus, seemingly disparate network functionalities at the physical, medium access, network, and transport layers of the traditional OSI hierarchy are naturally combined into a common framework.

To specify the distributed algorithms, we continue to use the routing, power allocation, and power control variables, except for a modification of the definition of the routing variables $\phi_i(w)$ at $i = O(w)$, $w \in \mathcal{W}$. Define
\[
\begin{align*}
t_i(w) & \triangleq \bar{r}_w, \\
\phi_{ij}(w) & \triangleq \frac{f_{ij}(w)}{t_i(w)}, \quad \forall j \in \mathcal{O}(i), \\
\phi_{w} & \triangleq \frac{F_{w}}{t_i(w)}. \tag{76}
\end{align*}
\]

\[16\text{If we assume that } U_w(0) = -\infty, \text{ so that there is an infinite penalty for admitting zero session } w \text{ traffic, then } B_w(r_w) = \infty, \text{ and } r_w \text{ could be taken as the (fixed) ”capacity” of the overflow link.} \]

Fig. 3. Virtual network with an over flow link.
The new routing variables are subject to the simplex constraint

$$\phi_{ij}(w) \geq 0, \quad \phi_{wb} \geq 0, \quad \sum_{j \in \mathcal{E}(i)} \phi_{ij}(w) + \phi_{wb} = 1.$$  

We now state the jointly optimal power control, routing, and congestion control (JOPRC) problem:

$$\begin{align*}
\text{minimize} & \quad \sum_{(i,j) \in \mathcal{E}} D_{ij}(C_{ij}, F_{ij}) + \sum_{w \in \mathcal{W}} B_w(F_{wb}) \\
\text{subject to} & \quad \phi_{ij}(w) \geq 0, \quad \forall (i,j) \in \mathcal{E} \\
& \quad \phi_{wb} \geq 0, \quad \forall w \in \mathcal{W} \\
& \quad \sum_{j \in \mathcal{E}(i)} \phi_{ij}(w) = 1, \quad \forall w \in \mathcal{W} \text{ and } i \neq O(w), D(w) \\
& \quad \sum_{j \in \mathcal{E}(i)} \phi_{ij}(w) + \phi_{wb} = 1, \quad \forall w \in \mathcal{W} \text{ and } i = O(w) \\
& \quad \eta_{ij} \geq 0, \quad \forall (i,j) \in \mathcal{E} \\
& \quad \sum_{j \in \mathcal{E}(i)} \eta_{ij} = 1, \quad \forall i \in \mathcal{N} \\
& \quad \gamma_i \leq 1, \quad \forall i \in \mathcal{N} \quad (77)
\end{align*}$$

where link flow rates and capacities are determined by the optimization variables as

$$\begin{align*}
F_{ij} &= \sum_{w \in \mathcal{W}} t_w(w) \cdot \phi_{ij}(w), \quad \forall (i,j) \in \mathcal{E} \\
F_{wb} &= t_{O(w)}(w) \cdot \phi_{wb}, \quad \forall w \in \mathcal{W} \\
t_w(w) &= \begin{cases} 
\prod_{j \in \mathcal{E}(i)} t_j(w) \cdot \phi_{ij}(w), & \text{if } i = O(w) \\
\sum_{j \in \mathcal{E}(i)} t_j(w) \cdot \phi_{ij}(w), & \text{if } i \neq O(w)
\end{cases} \\
C_{ij} &= C(\text{SINR}_{ij}), \quad \forall (i,j) \in \mathcal{E}. \quad (78)
\end{align*}$$

The optimality conditions for (77) are the same as in Theorem 1, except that the optimal routing condition for all source nodes are modified. For all $w \in \mathcal{W}$ and $i = O(w)$, these conditions are

$$\begin{align*}
\delta \phi_{ij}(w) &= \lambda_i(w), \quad \text{if } \phi_{ij}(w) > 0 \\
\delta \phi_{ij}(w) &= \lambda_i(w), \quad \text{if } \phi_{ij}(w) = 0 \\
\delta \phi_{wb} &= \lambda_i(w), \quad \text{if } \phi_{wb} > 0 \\
\delta \phi_{wb} &= \lambda_i(w), \quad \text{if } \phi_{wb} = 0 \quad (79)
\end{align*}$$

for some constant $\lambda_i(w)$, where the marginal cost $\delta \phi_{wb}$ of the overflow link is defined as

$$\delta \phi_{wb} = B_w'(F_{wb}), \quad \forall w \in \mathcal{W}. \quad (80)$$

The proof of the above result is almost a repetition of the argument for Theorem 1, and is skipped here. The optimality conditions in (79)–(80) can be interpreted as follows: the flow of a session is routed only onto minimum-marginal-cost path(s) and the marginal cost of rejecting traffic is equal to the marginal cost of the path(s) with positive flow.

The distributed algorithms for achieving the optimum are the same as in Section V, except for changes at the source nodes. To mark the difference, we recast the modified routing algorithm as a joint congestion control/routing (CRC) algorithm at the source nodes. At every iteration, it has the same scaled gradient projection form:

$$\begin{align*}
\phi_{i}^{n+1}(w) &= CR \left( \phi_{i}^{n}(w) \right) \\
&= \left[ \phi_{i}^{n}(w) - \left( M_i^{n}(w) \right)^{-1} \cdot \delta \phi_{i}(w) \right]^+ . \quad (81)
\end{align*}$$

Notice that the definitions for $\phi_{i}(w)$ and $\delta \phi_{i}(w)$ now become $\phi_{i}^{n}(w) \triangleq (\phi_{wb}^{n}(\phi_{ij}(w))_{j \in \mathcal{E}(i)})$ and $\delta \phi_{i}(w) \triangleq (\delta \phi_{wb}(\delta \phi_{ij}(w))_{j \in \mathcal{E}(i)})$. Accordingly, the scaling matrix $M_i^{n}(w)$ is expanded by one in dimension. Observe that with the introduction of the virtual overflow link, we naturally find an initial loop-free routing configuration for the CRC algorithm: $\phi_{wb} = 1$ for all $w \in \mathcal{W}$. That is, the traffic is fully blocked. This configuration can be set up independently by the source nodes, and is preferable to other loop-free startup configurations, since it does not cause any potential transient overload on any link inside the network. Due to the fact that the CRC algorithm outputs a loop-free configuration if the input routing graph is loop-free [2], we can assert that at all iterations, the CRC algorithm yields loop-free updates. Next, we note that $CR(.)$ is fully supported by the marginal-cost-message exchange protocol introduced after the algorithms in Section V-A, since the only extra measure is $\delta \phi_{wb}$, which is obtainable locally at the source node.

VIII. NUMERICAL EXPERIMENTS

In this section, we present the results of numerical experiments which point to the superior performance of the node-based routing, power allocation, and power control algorithms presented in Section V. First, we compare our routing algorithm with the ad hoc on demand distance vector (AODV) algorithm [20] both in static networks and in networks with changing topology and session demands. Next, we assess the performance of the power control (PC) algorithm when the power control messages are propagated only locally. Finally, we test the robustness of our algorithms to noise and delay in the marginal cost message exchange process. For all experiments, we adopt $D_{ij} = \frac{F_{ij}}{C_{ij} - F_{ij}}$ as the link cost function.

A. Comparison of AODV and BRT in Static Networks

We first compare the average network cost$^{17}$ trajectories generated by the AODV algorithm and the Basic Routing (BRT) Algorithm (38)–(39) under a static network setting. We also compare the cost trajectories of AODV and BRT when they are iterated jointly with the basic power allocation (BPA) and power control (PC) algorithms. The trajectories in Fig. 4 are obtained from averaging 20 independent simulations of the AODV, BRT, BPA, and PC algorithms on the same network with the same session demands. For each simulation, the network topology and the session demands are randomly generated as follows.

For a fixed number of nodes $N = 25$, let the $N$ nodes be uniformly distributed in a disc of unit radius. There exists a link between nodes $i$ and $j$ if their distance $d(i,j)$ is less than 0.5. The path gain is modeled as $G_{ij} = d(i,j)^{-4}$. We use capacity

$^{17}$Recall that the network cost is the sum of costs on all links.
function $C_{ij} = \log(K \cdot SINR_{ij})$, where $K$ represents the processing gain. In our experiment, $K$ is taken to be $10^5$. All nodes are subject to a common power constraint $P_i \leq \bar{P} = 100$ and AWGN of power $N_i = 0.1$. Each node generates traffic input to the network with probability $1/2$, and independently picks its destination from the other $N-1$ nodes uniformly at random. In the experiments, we assume all active sessions are inelastic, each with incoming rate determined independently according to a uniform distribution on $[0,10]$. The power algorithms, under the same topology changes. It can be seen from the figure that, relative to AODV, BRT adapts very well to the time-varying topology. It is able to consistently reduce the network cost after every topology change. In the long run, BRT closes in on a routing that is almost optimal for all minor topology changes produced by our mobility model. In contrast, AODV is not perceptive to the changes since it uses only hop counts as the routing metric. As a result, the routing established by AODV is never readjusted for the new topology. BRT, however, the performance of AODV with BPA and PC is virtually as good as that for BRT with BPA and PC. Since the power algorithms are highly adaptive to topology changes, they almost completely make up for the inability of AODV to adapt to topology changes.

B. Comparison of AODV and BRT With Changing Topology and Session Demands

We next compare the performance of the AODV and the Basic Routing Algorithm in a quasi-static network environment where network conditions vary slowly relative to the time scale of algorithm iterations. In particular, we study the effects of time-varying topology and time-varying session demands.

For each independent simulation, the network is initialized in the same way as in the previous experiment. After initialization, the network topology changes after every 10 algorithm iterations. At every changing instant, each node independently moves to a new position selected according to a uniform distribution within $0.1 \times 0.1$-square centered at the original location of that node. We assume that the connectivity of the network remains unchanged, so that the movement of nodes only causes minor topology changes produced by our mobility model. In contrast, AODV is not perceptive to the changes since it uses only hop counts as the routing metric. As a result, the routing established by AODV is never readjusted for the new topology. BRT, however, the performance of AODV with BPA and PC is virtually as good as that for BRT with BPA and PC. Since the power algorithms are highly adaptive to topology changes, they almost completely make up for the inability of AODV to adapt to topology changes.

Fig. 6 compares the performance of AODV and BRT under time-varying traffic demands. After the sessions are randomly initialized (in the same way as above), we let the session rates fluctuate independently after every 10 iterations. At each instant of change, the new rate of a session $w$ is determined by $r_w' = \alpha_w r_w$, where the random factor $\alpha_w$ is uniformly distributed from 0 to 2, and $r_w'$ is the original rate of $w$. Again, BRT exhibits superior adaptability compared to AODV. BRT tends to

18In all our simulations, one iteration involves every node updating its routing, power allocation, and power control variables once using the corresponding algorithms.

19This is reasonable because nodes are assumed to randomly move within their local area.
establish a routing almost optimal for all traffic demands generated by the above random rate fluctuation model. On the other hand, the advantage of BRT over AODV becomes less evident when they are implemented together with the BPA and PC algorithms.

C. Power Control With Local Message Exchange

One major practical concern for the implementation of the PC algorithm (49) is that for every iteration it requires each node to receive and process one message from every other node in the network (cf. Section V-C1). As a result, the PC algorithm, when exactly implemented, incurs communication overhead that scales linearly with $N$. On the other hand, extensive simulations indicate that the PC algorithm functions reasonably well even with message exchange restricted to nearby nodes. One can understand this phenomenon intuitively by inspecting the formula for the marginal power control cost $\delta \gamma_i(51)$. Note that the power control message from node $n_i$ is multiplied by $G_{in}$ on the RHS of (51). Thus, for $n_i$ far from $i$, the contribution of MSG($n_i$) to $\delta \gamma_i$ is negligible due to the small factor $G_{in}$.

In the present experiment, The network and sessions are generated randomly in the same way as before. The routing is fixed according to a minimum-hop criterion, and all nodes uniformly allocate power on its outgoing links. We implement different approximate versions of the PC algorithm where the power control messages are propagated only locally. Each version of PC calculates the marginal power control costs $\delta \gamma_i$ approximately by

![Fig. 5. Average cost trajectories generated by AODV and BRT with and without BPA, PC under changing topology.](image1)

![Fig. 6. Average cost trajectories generated by AODV and BRT with and without BPA, PC under changing traffic demands.](image2)
using power control messages from a certain number of neighbors of \( i \). To be specific, the exact formula (51) is now approximated by

\[
\delta \gamma_i \approx \sum_{j \in \mathcal{N}(i)} G_{ij} \delta \gamma_j + \sum_{n \in \mathcal{N}(i)} \delta \eta_{kn} \cdot \eta_{kn}
\]

where \( \mathcal{N}(i) \) is the subset of nodes that are closest to \( i \). The size of \( \mathcal{N}(i) \) varies from 1 to 8 for different versions of PC simulated in this experiment. The network and sessions are generated randomly in the same as before. Fig. 7 shows the cost trajectories obtained from averaging a number of independent simulations. For example, the dotted line represents the cost trajectory generated by the PC algorithm that approximates the marginal cost \( \delta \gamma_i \) using \( MSG(j) \) only from the node nearest to \( i \). Results from Fig. 7 indicate that as long as the computation of \( \delta \gamma_i \) incorporates messages from at least two nearest neighbors, the performance of PC is almost indistinguishable from that of PC with complete message exchange.

D. Algorithms With Delayed and Noisy Messages

Finally, we simulate the joint application of the routing, power allocation, and power control algorithms in the presence of delay and noise in the exchange of marginal cost messages. We model the delay resulting from infrequent updates by the nodes. Specifically, we let each node \( i \) update routing message \( \frac{\partial D_i}{\partial r_i(w)} \) using (24) only when it iterates RT(\( \phi_i(w) \)), and we let node \( i \) update power control message \( MSG(i) \) using (52) only when it iterates PC(\( \gamma_i \)). As a consequence, the marginal costs \( \delta \phi_{ij}(w) \) and \( \delta \gamma_i \) have to be computed based on outdated information from other nodes, as that information was last updated when the other nodes last iterated.

In addition to delay, we assume messages are subject to noise such that the message received is a random factor times the true value.\(^{20}\) Each message transmission is subject to an independent random factor drawn from a uniform distribution on \([1 - \text{NoiseScale}, 1 + \text{NoiseScale}]\) where the parameter NoiseScale is taken to be 0.9 in the simulations shown in Fig. 8.

Compared to using constantly updated and noiseless messages, the algorithms with delayed and noisy message exchange converge to a limit only slightly worse than the true optimum.

In conclusion, the simulation results confirm that the BRT, BPA, and PC algorithms have fast and guaranteed convergence. Moreover, they exhibit satisfactory convergence behavior under changing network topology and traffic demands, as well as in the presence of delay and noise in the marginal cost exchange process. Furthermore, the PC algorithm performs reasonably well even when power control messages are propagated only locally. All these results attest to the practical applicability of our algorithms to real wireless networks.

Finally, we note that the power allocation and power control accounted for most of the cost reduction when the performance of RT with BPA and PC is compared to that of AODV with BPA and PC. This points to the importance of jointly optimizing power control and routing, and suggests that implementing the power allocation and power control algorithms jointly with existing routing algorithms can result in large performance gains.

IX. CONCLUSION

We have presented a general flow-based analytical framework in which power control, rate allocation, routing, and congestion control can be jointly optimized to balance aggregate user utility and total network cost in wireless networks. A complete set of distributed node-based scaled gradient projection algorithms are developed for interference-limited networks where routing, power allocation, and power control variables are iteratively adjusted at individual nodes. We have explicitly characterized the appropriate scaling matrices under which the distributed algorithms converge to the global optimum from any initial point with finite cost. It is shown that the computation of these scaling matrices require only a limited number of control message exchanges in the network. Moreover, convergence

\[\text{Fig. 7. Average cost trajectories generated by PC with different message exchange scopes.}\]
does not depend on any particular ordering and synchronization in implementing the algorithms at different nodes.

To enlarge the space of feasible controls, we relaxed the high-SINR assumption for SINR-dependent link models by using the precise capacity function for the problem of jointly optimizing routing and power allocation. We further extended the analytical framework to consider wireless networks with general convex capacity region and strictly quasi-convex link costs. It is proved that in this general setting, an operating point satisfying equilibrium conditions is Pareto optimal. Next, we showed that congestion control can be seamlessly incorporated into our framework, in the sense that the problem of jointly optimal power control, routing, and congestion control can be made equivalent to a problem involving power control and routing in a virtual wireless network with the addition of virtual overflow links. Finally, results from numerical experiments indicate that the distributed network algorithms have superior performance relative to existing schemes, that the algorithms have good adaptability to time-varying network conditions, and that they are robust to delay and noise in the control message exchange process.

APPENDIX

A. Proof of Theorem 1

Before presenting the proof of Theorem 1, we point out a useful identity.

Lemma 6: With node-based marginal routing costs defined as in (23) and (24), we have

$$
\sum_{\langle i,j \rangle \in \mathcal{E}} \frac{\partial D_{ij}}{\partial F_{ij}} (C_{ij}, F_{ij}) \cdot F_{ij} = \sum_{w \in \mathcal{W}} \frac{\partial D}{\partial r_{O(w)}}(w) \cdot r_{w}.
$$

(81)

\begin{proof}
Multiplying both sides of (24) for \( i = O(w) \) by \( r_w \) and summing over all \( w \in \mathcal{W} \), we have

\[
\sum_{w \in \mathcal{W}} \frac{\partial D}{\partial r_{O(w)}}(w) \cdot r_{w} = \sum_{w \in \mathcal{W}} \sum_{k \in \mathcal{C}(i)} r_w \phi_{ik}(w) \\
\quad \times \left[ \frac{\partial D_{ik}}{\partial F_{ik}}(C_{ik}, F_{ik}) + \frac{\partial D}{\partial r_{k}(w)} \right] \\
= \sum_{w \in \mathcal{W}} \sum_{k \in \mathcal{C}(i)} \sum_{j \in \mathcal{C}(k)} f_{ik}(w) \frac{\partial D_{ik}}{\partial F_{ki}}(C_{ik}, F_{ik}) \\
+ \sum_{w \in \mathcal{W}} \sum_{k \in \mathcal{C}(i)} \sum_{j \in \mathcal{C}(k)} f_{ik}(w) \phi_{kj}(w) \\
\times \left[ \frac{\partial D_{kj}}{\partial F_{kj}}(C_{kj}, F_{kj}) + \frac{\partial D}{\partial r_{j}(w)} \right].
\]

Expand the term \( \frac{\partial D}{\partial r_{O(w)}} \) repeatedly until \( j = D(w) \), where \( \frac{\partial D}{\partial r_{O(w)}}(w) = 0 \). Then, use the flow conservation relation \( t_k(w) = \sum_{i \in \mathcal{C}(k)} f_{ik}(w) \) for \( k \neq O(w) \) to successively factor out terms \( t_k(w) \phi_{kj}(w) = f_{kj}(w) \). Finally, noticing that the outermost summation yields

\[
F_{ik} = \sum_{w \in \mathcal{W}} f_{ik}(w)
\]

we obtain the equality of the LHS and RHS of (81).
\end{proof}

Proof of Theorem 1: To prove the necessity of (29)–(30), suppose it is violated for some \( w \) at some node \( i \neq D(w) \) such that \( t_i(w) > 0 \). By (21), there exists link \( (i,j) \) such that \( f_{ij}(w) = t_i(w) \phi_{ij}(w) > 0 \) and

\[
\frac{\partial D}{\partial \phi_{ij}(w)} > \min_{k \in \mathcal{C}(i)} \frac{\partial D}{\partial \phi_{ik}(w)}.
\]
Then by shifting a tiny portion of flow of session $w$ from link $(i, j)$ to a link having minimal marginal cost, i.e., any link 
$(i, k)$ such that $k = \arg \min_{(i, k) \in \mathcal{E}} \frac{PD}{\partial r_{i,k}(w)}$, the total cost is 
decreased. Thus $(\phi_{ij}^x(w))$ cannot be optimal. The necessity of conditions (31)–(33) can be verified in the same way by 
making use of (25) and (27). To show the sufficiency statement, 
assume $(\phi_{ij}^x(w))_{w \in \mathcal{W}}(i, j) \in \mathcal{E}$, $(\gamma_{ij}^x(i, j))_{(i, j) \in \mathcal{E}}$ and $(\gamma_{ij}^y(i, j))_{(i, j) \in \mathcal{E}}$ is a set of valid routing and power variables that satisfy (29)–(33). Let $(\phi_{ij}^y(w))_{w \in \mathcal{W}}(i, j) \in \mathcal{E}$, $(\gamma_{ij}^y(i, j))_{(i, j) \in \mathcal{E}}$ and $(\gamma_{ij}^z(i, j))_{(i, j) \in \mathcal{E}}$ be any 
other set of feasible routing and power variables. Denote the resulting link flow rates, link capacities and log-powers under 
these two schemes by $(F_{ij}^x)$, $(C_{ij}^x)$, $(S_{ij}^x)$ and $(F_{ij}^y)$, $(C_{ij}^y)$, $(S_{ij}^y)$, respectively. Using the convexity of cost functions and 
summing over all $(i, j) \in \mathcal{E}$, we have

$$
\sum_{(i, j) \in \mathcal{E}} D_{ij}(C_{ij}^y, F_{ij}^y) - D_{ij}(C_{ij}^x, F_{ij}^x) 
\geq \sum_{(i, j) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}^x}(C_{ij}^x, F_{ij}^x) \cdot (C_{ij}^x - C_{ij}^y) 
+ \sum_{(i, j) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial F_{ij}^x}(C_{ij}^x, F_{ij}^x) \cdot (F_{ij}^x - F_{ij}^y),
$$

(82)

We show that the two summations on the RHS of (82) are both 
nonnegative, thus establishing the superiority of $(\phi_{ij}^y(w)), (\gamma_{ij}^y(i, j))$ and 
$(\gamma_{ij}^z(i, j))$. We analyze the first summation as shown in the 
equation at the bottom of the page. The first equation results from 
Lemma 6. To obtain (b), we first use the definition of $P_{ij}^x$ in 
(18) and the fact that $t_{ij}^x(w) = r_v, \forall w \in \mathcal{W}$ and $i, j = O(w)$. We 
then append the zero terms (cf. (19))

$$
\sum_{j \neq O(w), D(w)} \frac{\partial D_{ij}}{\partial r_{ij}(w)} \left[ t_{ij}^x(w) - \sum_{i \neq D(w)} t_{ij}^x(w) \phi_{ij}^x(w) \right]
$$

for all $w \in \mathcal{W}$. By rearranging terms on the RHS of (1), we get 
(c). The optimality conditions (29)–(30) are translated into (d), 
which immediately results in inequality (e).

Next, we examine the second summation in (82). Recalling 
the concavity of $C_{ij}$ in terms of $(S_{mn})$ and noticing that 
$\frac{\partial D_{ij}}{\partial r_{ij}(w)} < 0$, we can bound the second summation by

$$
\sum_{(i, j) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}^x}(C_{ij}^x, F_{ij}^x) \cdot (C_{ij}^x - C_{ij}^y) 
\geq \sum_{(i, j) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}^x}(C_{ij}^x, F_{ij}^x) \cdot (C_{ij}^x - C_{ij}^y) 
+ \sum_{(i, j) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial S_{mn}^y}(S_{mn}^y - S_{mn}^x)
$$

(83)

where $\frac{\partial D_{ij}}{\partial C_{ij}^x}(C_{ij}^x, F_{ij}^x)$ is abbreviated as $\frac{\partial D_{ij}}{\partial C_{ij}}(S^*)$ and $\frac{\partial D_{ij}}{\partial S_{mn}^x}(S^*)$ is 
abbreviated as $\frac{\partial D_{ij}}{\partial S_{mn}}(S^*)$. Differentiating $C_{mn}(S)$ with respect to 
each of its variables, we have 

$$
\frac{\partial C_{mn}}{\partial S_{ij}} = \begin{cases} 
C_{mn} \cdot x_{mn}, & \text{if } (i, j) = (m, n), \\
- C_{mn} \cdot x_{mn} \frac{G_{mn}}{I_{nm}}, & \text{otherwise}
\end{cases}
$$

(84)

where $x_{mn}$ denotes SINR$_{mn}$. We further transform and bound 
the RHS of (83) as

$$
\sum_{(i, j) \in \mathcal{E}} \sum_{(m, n) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}^x}(C_{ij}^x, F_{ij}^x) \cdot (C_{ij}^x - C_{ij}^y) 
\times \frac{\partial D_{mn}}{\partial C_{mn}^x}(C_{mn}^x, x_{mn} \frac{G_{mn}}{I_{nm}})
$$

$$
\times F_{ij}^x \ln \frac{P_{ij}^x}{F_{ij}^x}
$$

(84a)

$$
\sum_{(i, j) \in \mathcal{E}} \sum_{(m, n) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}^y}(C_{ij}^y, F_{ij}^y) \cdot (C_{ij}^y - C_{ij}^x) 
\times \frac{\partial D_{mn}}{\partial C_{mn}^y}(C_{mn}^y, x_{mn} \frac{G_{mn}}{I_{nm}})
$$

(84b)

$$
\sum_{(i, j) \in \mathcal{E}} \sum_{(m, n) \in \mathcal{E}} \frac{\partial D_{ij}}{\partial C_{ij}^z}(C_{ij}^z, F_{ij}^z) \cdot (C_{ij}^z - C_{ij}^y) 
\times \frac{\partial D_{mn}}{\partial C_{mn}^z}(C_{mn}^z, x_{mn} \frac{G_{mn}}{I_{nm}})
$$

(84c)

$$
\geq 0.
$$

(84d)
\[
\sum_{(i,j) \in \mathcal{E}} d_{ij}^* \cdot P_{ij}^* (P_{ij}^* - 1) \\
\sum_{i \in \mathcal{N}} \frac{\delta \gamma_i^*}{P_i^*} \cdot (P_i^* - P_i^{\text{(opt)})} \geq 0.
\]

Here, equality (a) follows from the definition of \(\delta \eta_{ij}\) and the optimality condition (31). Using the definition of \(\delta \gamma_i^*\), we obtain equality (b). By the conditions (32)–(33), \(\delta \gamma_i^* / P_i^* \leq 0\). This, together with the fact that \(\ln x \leq x - 1\), \(\forall x \geq 0\), yields inequality (c). Summing over all \(j \in \mathcal{O}(i)\) for each \(i \in \mathcal{N}\), we obtain (d). The last inequality (e) is implied by conditions (32)–(33) as well.

We have shown that for any \((\phi_i^*(w)), (\eta_i^*), \) and \((\gamma_i^*)\),

\[
\sum_{(i,j) \in \mathcal{E}} D_{ij} (C_{ij}^* + P_{ij}^*) - D_{ij} (C_{ij}^* + P_{ij}^*) \geq 0.
\]

Therefore, \((\phi_i^*(w)), (\eta_i^*), \) and \((\gamma_i^*)\) must be an optimal solution.

\[\square\]

**B. Proof of Lemma 1**

For simplicity, we suppress session index \(w\) and iteration index \(k\). For \(i \neq D(w)\), the entries of \(H_{\phi_i}^k\) corresponding to subspace \(\{ v_i : \sum_{j \in \mathcal{NA}_i} v_{ij} = 0 \}\) are as follows. For \(k, j \in \mathcal{NA}_i\),

\[
H_{\phi_i}^k = \frac{\partial^2 D}{\partial \phi_i^k \partial \phi_j^k} = \frac{\partial^2 D}{\partial \eta_i^k \partial \eta_j^k} = \frac{\partial^2 D}{\partial \eta_i^k \partial \gamma_j^k}, \quad k \neq j.
\]

Note that the terms \(\frac{\partial^2 D}{\partial \eta_i^k \partial \phi_j^k}\) are locally measurable. Thus, in the following, we deal only with the terms \(\frac{\partial^2 D}{\partial \phi_i^k \partial \phi_j^k}\) and \(\frac{\partial^2 D}{\partial \phi_i^k \partial \gamma_j^k}\) for \(k, j \in \mathcal{NA}_i\). In [3], the authors provide the following useful expression:

\[
\frac{\partial^2 D}{\partial \phi_i^k \partial \phi_j^k} = \sum_{(m,n) \in \mathcal{E}} q_{mn}(k) \cdot q_{mn}(j) \cdot \frac{\partial^2 D}{\partial \phi_i^k \partial \phi_j^k}.
\]

where \(q_{mn}(k)\) denotes the fraction of a unit flow originating at node \(k\) that goes through link \((m,n)\). By the Cauchy–Schwarz Inequality

\[
\frac{\partial^2 D}{\partial \phi_i^k \partial \phi_j^k} \leq \sqrt{\frac{\partial^2 D}{\partial \phi_i^k} \cdot \frac{\partial^2 D}{\partial \phi_j^k}}.
\]

The product \(v_i^* \cdot H_{\phi_i}^k \cdot v_i^*\) can be upper bounded as shown in (88) at the bottom of the page. The last inequality in (88) follows from applying the Cauchy–Schwarz Inequality to the inner product of vector \((\sqrt{\partial^2 D / \partial \phi_i^k} \cdot v_i^*)\) with the all-one vector of the same dimension. Thus, the Hessian matrix is upper bounded by the positive-definite matrix \(I_i^2 \cdot H_{\phi_i}^k\), where

\[
H_{\phi_i}^k = \text{diag} \left\{ \frac{\partial^2 D}{\partial \phi_i^k} \right\}_{j \in \mathcal{NA}_i}.
\]

Note that \([\mathcal{NA}_i]\) is the nonblocked out-degree of node \(i\) at the current iteration. Also, note that \(\frac{\partial^2 D}{\partial \phi_i^k} \) and \(\frac{\partial^2 D}{\partial \phi_j^k}\) are evaluated at \(\phi_i^k + (1 - \lambda) \phi_i^{k+1} \leq \phi_i^k\) for some \(\lambda \in [0,1]\).

There are various ways of producing approximate upper bounds on the diagonal terms in \(H_{\phi_i}^k\). Bertsekas et al. [3] propose a message propagation scheme in the network where the propagated messages are upper bounds of \(\frac{\partial^2 D}{\partial \phi_i^k}\) calculated by the corresponding nodes using the bounds provided by their downstream nodes. Such information exchange can be implemented in the same manner as that used for propagating the first derivative cost information \(\frac{\partial D}{\partial \phi_i^k} (w)\).

To limit communication and computational complexity in wireless networks, we present another scheme which requires less overhead but nevertheless yields reasonable bounds. Let

\[
A \triangleq \max_{(m,n) \in \mathcal{E}} \frac{\partial^2 D_{mn}}{\partial \phi_{mn}^k} \left| F_{mn} = F_{mn}(\phi_i^k) \right.
\]

We have

\[
\frac{\partial^2 D}{\partial \phi_i^k} \leq \sum_{(m,n) \in \mathcal{E}} q_{mn}(j) \frac{\partial^2 D}{\partial \phi_{mn}^k} \left| F_{mn} = F_{mn}(\phi_i^k) \right.
\]

\[
\leq A \sum_{(m,n) \in \mathcal{E}} q_{mn}(j) \leq A \sum_{(m,n) \in \mathcal{E}} q_{mn}(j) \leq A \cdot h_j.
\]

\[\text{(88)}\]
To prove the last inequality, we focus on paths connecting \( j \) and \( D(w) \) induced by any loop-free routing pattern. Denote the collection of such paths by \( \mathcal{P}_j \) and let \( \delta_p \) be the increase of path flow on \( p \in \mathcal{P}_j \) as the result of a unit increment of input at node \( j \). Thus, we have \( \sum_{p \in \mathcal{P}_j} \delta_p = 1 \) and

\[
q_{mn}(j) = \sum_{p \in \mathcal{P}_j : (m,n) \in p} \delta_p,
\]

Summing over all \( (m,n) \), we obtain

\[
\sum_{(m,n)} q_{mn}(j) = \sum_{(m,n) : p \in \mathcal{P}_j : (m,n) \in p} \delta_p = \sum_{p \in \mathcal{P}_j} \sum_{n \in P_j} h_{nj}(p) \cdot \delta_p \leq h_{ij}
\]

where \( h_{ij}(p) \) is the number of hops on path \( p \) and \( h_{ij} = \max_{p \in \mathcal{P}_j} h_{ij}(p) \).

Now since the initial network cost is no greater than \( D^0 \) and the cost is strictly reduced with every iteration of \( RTF(\cdot) \) until conditions (29)–(30) are satisfied, for two consecutive steps \( k \) and \( k+1 \), on any link \( (m,n) \)

\[
D_{mn}(C_{mn}, F_{mn})|_{F_{mn}=F_{mn}(\phi^k)} \leq D^0
\]

and

\[
D_{mn}(C_{mn}, F_{mn})|_{F_{mn}=F_{mn}(\phi^{k+1})} \leq D^0.
\]

By convexity of the cost function

\[
D_{mn}(C_{mn}, F_{mn})|_{F_{mn}=F_{mn}(\phi^{k+1})} \leq D^0
\]

for all \( \lambda \in [0, 1] \). Therefore by the definitions of \( A(D^0) \) and \( A \), we have \( A \leq A(D^0) \).

Also

\[
\frac{\partial^2 D_{ij}}{\partial F^2_{ij}} \bigg|_{F_{ij}=F_{ij}(\phi^{k+1})} \leq A_{ij}(D^0)
\]

for the same reason. Putting all these results together, we can further upper bound \( \frac{\partial}{\partial F_{ij}} - \tilde{H}_{\phi_j} \) by

\[
\left( A_{ij}(D^0) + \left| A_{ij} A(D_0) \right| \right)_{j \in \mathcal{N}_i}.
\]

Thus, the proof is complete.

\[\square\]

\[\text{C. Proof of Lemma 2}\]

Constrained in \( Y_{\eta_j} \), the transmission powers, hence the capacities, of node \( j \)'s outgoing links are subject to change. We can therefore focus on \( C_{ij} \) for \( j \in \mathcal{O}(i) \) and take it as a function of \( \eta_j \):

\[
C_{ij} = C(SINR_{ij})
\]

Thus, by dropping the negative term

\[
2 \frac{\partial D_{ij}}{\partial C_{ij}} C'(x_{ij}) x_{ij}^2 (1 + x_{ij})
\]

and recalling the definition of \( \beta_{ij} \) in (45), the diagonal term can be bounded as

\[
[\mathcal{H}_{\eta_j}]_{ij} \leq \left( \frac{1}{\eta_{ij}} \right)^2 \left[ \frac{\partial^2 D_{ij}}{\partial C^2_{ij}} \right]_{\eta_{ij} \leq x \leq x_{ij}^{\max}} \left[ C'(x)^2 x^2 (1 + x)^2 \right] + \left( \frac{\partial D_{ij}}{\partial C_{ij}} \right)_{\eta_{ij} \leq x \leq x_{ij}^{\max}} \left[ C'(x)^2 x^2 (1 + x)^2 \right] < \beta_{ij},
\]

Therefore, the lemma follows.

\[\square\]

\[\text{D. Proof of Lemma 3}\]

For brevity, we suppress the superscript \( (k, \lambda) \) wherever it arises. The Hessian matrix under consideration has diagonal and off-diagonal terms as given by (90) and (91) shown at the top of the following page.

Construct the vectors \( U_i, T_i \) and \( W_i \) for each \( i \in \mathcal{N} \) according to (92)–(94) shown at the top of the subsequent page. Thus, for any nonzero vector \( \mathbf{u} \in \mathbb{R}^{|\mathcal{N}|} \), we can upper bound \( \mathbf{u}^T \cdot \tilde{H}_\eta \cdot \mathbf{u} \) as in (96). To get a simpler upper bound, notice that

\[
\left( 1 - \frac{G_{ij}(1 - \eta_{ij}) P_{ij}}{IN_{ij}} \right)^2 \leq 1, \quad \left( \frac{G_{ij} P_{ij}}{IN_{ij}} \right)^2 < 1
\]
Thus, the proof is complete.

E. Proof of Lemma 5

We obtain

$$
\mathbf{v'} \cdot H_\gamma \cdot \mathbf{v} < \sum_{i \in N} \frac{v_i^2 S_i^2}{\xi_i} |\mathcal{N}| |\mathcal{E}| \left[ \tilde{B}(D) \kappa + B(D) \varphi \right]
$$

i.e., $H_\gamma$ is upper bounded by

$$
|\mathcal{N}| |\mathcal{E}| \left[ \tilde{B}(D) \kappa + B(D) \varphi \right] \text{ diag}\{(\xi_i^2)_{i \in N}\}.
$$

E. Proof of Lemma 5

For convenience, we suppress the index $k$ and parameter $\lambda$. Using the precise capacity formula (57), we get the entries of the Hessian matrix as given in (97). Plugging in the expressions (60)–(62), we further bound the diagonal terms of $H_\gamma$ as

$$
[H_\gamma]_{ii} < \left[ \frac{\partial D_{\text{ij}}}{\partial C_{\text{ij}}} \right]_{i \in \mathbb{C}(m)} \left( C_{\text{ij}}^2 x_{\text{ij}}^2 + C_{\text{ij}} x_{\text{ij}}^3 \right) + \sum_{m \neq i, j} \frac{\partial D_{\text{mi}}}{\partial C_{\text{mj}}} \left( C_{\text{mj}}^2 x_{\text{mj}}^2 + 2 C_{\text{mj}} x_{\text{mj}} \right)
$$

Thus, the proof is complete.
\[ U_i \triangleq \begin{cases} 
\sum_{i \in \mathcal{N}} U_i' \cdot u_i + \sum_{j \in \mathcal{N}} W_i' \cdot w_j - \sum_{i \in \mathcal{N}} T_i' \cdot t_i + \sum_{j \in \mathcal{N}} \sum_{m \in \mathcal{O}(i)} \right) \frac{\partial D_{m}'}{\partial C_{m}} \left( C^\prime_{m} x_{m}^2 \right) \sum_{j \in \mathcal{O}(i)} \left( \frac{\partial D_{m}'}{\partial C_{m}} \left( C^\prime_{m} x_{m}^2 \right) \right) \left( 1 - \frac{G_{ij}(1 - \eta_{ij}) P_i}{T_{ij}} \right)^2 \\
\sum_{m \in \mathcal{O}(i)} \sum_{j \in \mathcal{O}(i)} \left( \frac{\partial D_{m}'}{\partial C_{m}} \left( C^\prime_{m} x_{m}^2 \right) \right) + \sum_{m \in \mathcal{O}(i)} \left( \frac{\partial D_{m}'}{\partial C_{m}} \left( C^\prime_{m} x_{m}^2 \right) \right) \left( G_{ij} P_i \right)^2 \\
+ \sum_{m \in \mathcal{O}(i)} \frac{\partial D_{m}'}{\partial C_{m}} \left( C^\prime_{m} x_{m}^2 \right) \right) \cdot \\
\left[ H_{ij} \right]_{ij} = \frac{\partial^2 D_{ij}'}{\partial C_{ij}^2} \left( \frac{G_{ij} P_i (K - 1)}{K G_{ij} P_i + N_{ij}} \right)^2 + \frac{\partial D_{ij}'}{\partial C_{ij}} \left( -\frac{G_{ij} P_i (K - 1)^2}{(K G_{ij} P_i + N_{ij})^2} + \frac{C_{ij} P_i^2}{N_{ij}} \right) \\
< \frac{\partial^2 D_{ij}'}{\partial C_{ij}^2} \left( \frac{G_{ij} P_i}{\sum_{m \in \mathcal{O}(i)} G_{mj} P_m + N_j} \right)^2 - \frac{\partial D_{ij}'}{\partial C_{ij}} \left( \frac{(K - 1) G_{ij} P_i}{\sum_{m \in \mathcal{O}(i)} G_{mj} P_m + N_j} \right) \\
\left[ H_{ij} \right]_{ij} = 0, \quad \forall i \neq j. 
\end{cases} \]
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