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[1] We have developed a sequential optimization methodology, entitled the parameter identification method based on the localization of information (PIMLI) that increases information retrieval from the data by inferring the location and type of measurements that are most informative for the model parameters. The PIMLI approach merges the strengths of the generalized sensitivity analysis (GSA) method [Spear and Hornberger, 1980], the Bayesian recursive estimation (BARE) algorithm [Thieman et al., 2001], and the Metropolis algorithm [Metropolis et al., 1953]. Three case studies with increasing complexity are used to illustrate the usefulness and applicability of the PIMLI methodology. The first two case studies consider the identification of soil hydraulic parameters using soil water retention data and a transient multistep outflow experiment (MSO), whereas the third study involves the calibration of a conceptual rainfall-runoff model.
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1. Introduction

[2] Hydrologic models often contain parameters that cannot be measured directly, but can only be meaningfully inferred by calibration to a historical record of input-output data. In its most elementary form, calibration is performed manually by visually inspecting the agreement between observations and model predictions [Janssen and Heuberger, 1995; Boyle et al., 2000]. More sophisticated approaches express the agreement or misfit between model and measurements quantitatively in terms of misfit measures and use an optimization algorithm to minimize this measure. The definition of these misfits should reflect the intended use of the model and should concern the model parameters, which are deemed important [Gupta et al., 1998]. The aim of these model calibration procedures is to reduce the uncertainty in the correct choice of the parameter values (parameter uncertainty) while simultaneously accounting for structural inadequacies in the model and uncertainties in the values of the measured input-output time series [Thieman et al., 2001]. However, because hydrological models will, by nature, only render an approximate description of reality and because the data used for calibration contain measurement errors, estimates of parameters and dependent variables from these models are generally error-prone. That is, in most cases, there is not a single point in the parameter space associated with good simulations; in some cases, there may not even exist a well-defined region, in the sense of a compact region interior to the prior defined parameter space.

[3] One of the serious limitations of classical automated optimization strategies, such as population-evolution-based search strategies [Brazil and Krajewski, 1987; Brazil, 1988; Wang, 1991; Duan et al., 1992; Sorooshian et al., 1993], the GLUE procedure [Beven and Binley, 1992; Freer et al., 1996], Monte Carlo membership procedure [Keesman, 1990; van Straten and Keesman, 1991], or the prediction uncertainty method [Klepper et al., 1991], is that they do not provide information about which sets of measurements are most informative for specific model parameters. Currently, such expertise is usually acquired by an individual only through extensive hands-on training (manual calibration) and experience with a specific model. As a trivial example, when using a manual calibration approach in rainfall-runoff modeling, periods dominated by base flow are used to estimate the base flow recession rate parameter of the model. Clearly, increased information retrieval from the data about the type and location of the most informative measurements provides useful information for optimal experimental design or monitoring strategies. This serves as an attempt to obtain unique parameter estimates, being a prerequisite for finding pedotransfer functions [Schaap et al., 1998; Duan et al., 2001].

[4] The purpose of this paper is to develop a sequential optimization algorithm, entitled the parameter identification method based on the localization of information (PIMLI), to
increase information retrieval from the data. The PIMLI algorithm is a hybrid approach that merges the strengths of the generalized sensitivity analysis (GSA) method [Spear and Hornberger, 1980], the Bayesian inference scheme used in the Bayesian recursive estimation (BARE) algorithm [Thiemann et al., 2001], and the sampling efficiency of the Metropolis algorithm [Metropolis et al., 1953] to select those sets of measurements that contain the most information for the identification of specific model parameters. As measurements with the highest information content for the various model parameters are recursively assimilated by the PIMLI algorithm, the uncertainty associated with the parameter estimates reduces.

This paper is organized as follows. Section 2 presents a general outline of the GSA method, the BARE algorithm, and the Metropolis algorithm as foundations for the PIMLI algorithm. In section 3, three case studies are used to illustrate the usefulness and applicability of the PIMLI methodology. The first case study considers estimating hydraulic parameters in the soil water retention curve of van Genuchten [1980], whereas the second case considers a multistep transient outflow experiment. In this section, we are especially concerned with the influence of the experimental range of measurements on the identifiability of the soil hydraulic parameters. Moreover, we discuss the weaknesses of the current parametric models of soil hydraulic properties. Finally, the third case study involves the calibration of a conceptual rainfall-runoff model. Section 4 presents a summary of the material presented in this paper.

2. Model Calibration

The fundamental problem with which we are concerned is to estimate parameter values and their uncertainty from observed hydrological data (inputs) using a specified mathematical model that simulates actual input-output relations. Given a model structure, the uncertainty in the parameter estimates can be reduced by successively assimilating measurement data. Traditional methods of calibration lump all of the differences between model predictions and measurements in a residual vector $E(b) = \{e(\beta)_{1}, \ldots, e(\beta)_{n}\}$, without explicitly recognizing differences in model sensitivity of the model parameters to the various measurements. The purpose of this paper is to explicate a methodology entitled PIMLI to increase information retrieval from the data by identifying subsets of data that contain most information on the specific model parameters.

The object of much experimentation is to study the relationship between a response or output variable $y$ subject to error and input variables. Following Thiemann et al. [2001], the model hydrologic $\eta$ can be written as

$$\hat{y} = \eta(\xi | \beta) + e$$

where $\hat{y} = (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n)$ is an $n \times 1$ vector of model predictions, $\xi = (\xi_{11}, \xi_{12}, \ldots, \xi_{np})$ is an $n \times p$ matrix of input variables, $\beta = (\beta_1, \beta_2, \ldots, \beta_p)$ is the vector of $p$ unknown parameters, and $e$ is a vector of statistically independent errors with zero expectation and constant variance $\sigma_e^2$.

The aim of model calibration procedures is to reduce the uncertainty in the parameter values $\beta$ while simultaneously accounting for uncertainties in the measured input-output time series (data uncertainty) and uncertainties in the structural ability of the model, $\eta(\xi | \beta)$, to simulate the processes of interest (model uncertainty). We assume that the mathematical structure of the model is essentially predetermined and fixed. We begin by introducing a prior probability density distribution on the possible parameter sets and denoting this density $p(\beta)$. The purpose of the prior distribution is to quantify the initial uncertainty about the model parameters before any input-output data are collected. In order to avoid favoring any initial value, a uniform prior over the range of parameters may often seem reasonable [Beven and Binley, 1992].

2.1. Generalized Sensitivity Analyses as First Level in the PIMLI Algorithm

The PIMLI procedure is schematically summarized in Figure 1. In view of the inevitably complicated nature of the hydrological model $\eta(\xi | \beta)$, it is evident that an explicit expression for the statistical distribution of the parameters is not possible. Instead, we use the power of Monte Carlo simulations to estimate measures of central tendency and dispersion for the various densities. For a prescribed number of Monte Carlo simulations $m$, we randomly sample a parameter set $\beta _{1} = (\beta _{11}, \beta _{12}, \ldots, \beta _{1p})$ from the prior probability distribution $\beta _{1} \sim p(\beta)$ and generate the corresponding output $\hat{y}$. This results in an ensemble of $m$ models, each with structure $\eta(\xi | \beta)$ and with a parameter vector $\beta _{1}$, which is a random member of the distribution $p(\beta)$. The next step is to ascertain which elements of the parameter vector are able to mimic the important characteristics of the system being studied as reflected in the observations $y$. For this, a criterion function is needed (cf. 2.2) that classifies any $\beta$ for each single element of the vector $y$ as being a “good” or “bad” simulation. The partitioning of the parameter space into “good” or productive and “bad” or nonproductive regions allows the application of a large variety of multi-variate statistical analyses in exploring differences in the posterior distributions associated with good and bad simulations, or in exploring the structure induced into the joint distributions of parameters associated with good simulations. This part of the PIMLI algorithm is directly related to the GSA method [Spear and Hornberger, 1980; Spear et al., 1994].

2.2. Second Level: The Bayesian Recursive Estimation Algorithm

The PIMLI algorithm implements the Bayesian inference scheme (see section B of Figure 1), recently used in recursive mode in the BARE algorithm, as a criterion function to distinguish between “good” and “bad” simulations [Thiemann et al., 2001]. The Bayesian framework for statistical inference is suited to such problems, because it allows for the use of probability distributions to quantify the uncertainty in the parameters. Moreover, as Bayesian estimators properly represent measurement errors, the confidence intervals of the parameters can be evaluated formally [Hollenbeck and Jensen, 1998]. Assuming that measurement errors are mutually independent, each having the exponential density distribution $E(\sigma, \gamma)$, the likelihood of
parameter set $\beta_j$, $L(\beta_j, \sigma, \gamma|v_i)$ for describing $y_i$ can be calculated according to [Box and Tiao, 1973]

$$L(\beta_j, \sigma, \gamma|v_i) = \frac{w(v)}{\sigma} \exp \left[ -c(\gamma) \frac{|v_i|}{\sigma} \right]$$

(2)

where

$$v_i = g(\hat{y}_i) - g(y_i)$$

(3)

and

$$c(\gamma) = \left\{ \frac{\Gamma(3(1 + \gamma)/2)}{\Gamma(1 + \gamma/2)} \right\}^{1/2}, \quad w(\gamma) = \frac{\{\Gamma[3(1 + \gamma)/2]\}^{1/2}}{(1 + \gamma)(\Gamma((1 + \gamma)/2))^{1/2}}$$

(4)

where $y$ is the vector with observations, and $\gamma \in (-1,1]$ is a fixed “shape parameter” that can be regarded as a measure of kurtosis, indicating the extent of the nonnormality of the error density distribution. The density is normally distributed when $\gamma = 0$, double exponential when $\gamma = 1$, and tends to a uniform distribution as $\gamma \rightarrow -1$. The transformation $g(\cdot)$ in equation (3) allows us to handle heteroscedastic and autocorrelated error cases in the residuals [e.g., Sorooshian and Dracup, 1980; Kuczera, 1988].

[11] The PIMLI algorithm proceeds by computing the posterior density for each single parameter set $\beta_j$ for each single measurement $y_i$

$$p(\beta_j, \sigma, \gamma|v_i) \propto L(\beta_j, \sigma, \gamma|v_i)p(\beta_j)$$

(5)

According to equation (5) the “best” parameter set depends on the set of measurements, because $L(\beta_j, \sigma, \gamma|v_i)$ will always emphasize the ability of a certain parameter set to reproduce the selected observations. If a formerly superior parameter set, indicated by its prior density $p(\beta_j)$, cannot simulate the desired measurement $y_i$, it will receive lower weight in the computation of the posterior density, hence allowing a shift in the estimated elements of $\beta$. The posterior density, $p(\beta_j, \sigma, \gamma|v_i)$, associated with each parameter set $\beta_j$ is then sorted in ascending order and used to compute the cumulative distribution function. Based on an appropriate percentile (e.g., 95% interval), the model and classification criteria now provide a means of dividing the hypercube for each single measurement into two regions, one associated with “good” simulations and the other one with “bad”.

Finally, for the “good” simulations, the information content...
Assessing Parameter Uncertainty

In the third step of the PIMLI procedure (part C of Figure 1), the measurement with the highest information content is added within a Metropolis sampling framework to progressively resample the parameter space in the most promising region, while relinquishing occupations in the nonproductive portions of the parameter space. This prevents the algorithm from collapsing to a single best parameter set by recursively assimilating more informative measurements, thus addressing a deficiency of BARE developed by Thiemann et al. [2001]. The Metropolis algorithm has received considerable attention in the last decade in the Bayesian statistics literature and is closely related to the probabilistic optimization technique called simulated annealing [Metropolis et al., 1953; Kirkpatrick et al., 1983].

A Markov Chain Monte Carlo method for assessing parameter confidence intervals in nonlinear models is based on the idea that, rather than compute a probability density, p(δ), it is sufficient to have a large random sample from p(δ) that approximates the form of the density. Intuitively, if the sample were large enough, diagnostic statistical measures of the probability density function can be computed using the mean and standard deviation of the large sample. The most general and earliest MCMC algorithm, known as the Metropolis algorithm [Metropolis et al., 1953], is given as follows:

1. Randomly start at a location in the feasible parameter space, δ(0), and compute the posterior density of this parameter set, p(δ|D), based on the set of measurements included in D using equations (2), (3), and (4).
2. Sample a new parameter set δ(t + 1) using the multivariate normal distribution as proposal distribution

\[
δ^{(t+1)} \sim N(δ^{(t)}; c^2Σ_δ)
\]

where δ is the mean, Σδ is the covariance matrix of δ, and c is a scaling factor, typically in the range of 1–3 to ensure that one can sample from regions of p(δ|D) which are not adequately approximated by the multivariate normal distribution in equation (7).

3. Calculate p(δ(0) + 1|D) and compute the ratio Ω = p(δ(0) + 1|D)/p(δ(0)|D).
4. Randomly sample a uniform label Z over the interval 0 to 1.
5. If Z ≤ Ω, then accept the new configuration. However, if Z > Ω, then remain at the current position, that is, δ(0) + 1 = δ(0).
6. Increment t. If ρ is less than a prespecified number of draws N, then return to step 2.

[14] The Metropolis algorithm will always accept candidate points (jumps) into a region of higher posterior probability, but will also explore regions with lower posterior probability with probability Ω. This algorithm is a Markov Chain Monte Carlo sampler generating a sequence of parameter sets, { δ(0), δ(1), ..., δ(0) }, that converges to the stationary distribution, p(δ|D) for large n [Gelman et al., 1997]. Thus, if the algorithm is run sufficiently long, the samples generated can be used to estimate statistical measures of the posterior distribution, such as mean, variance, etc. To speed up the convergence rate of the Metropolis sampler to the posterior target distribution, the covariance matrix of the proposal distribution, Σδ, was periodically updated using a sample of the δs generated in the Markov Chain [Kuczera and Parent, 1998]. A heuristic strategy based on running p multiple sequences generated in parallel was used to test whether convergence of the Metropolis sampler to a stationary posterior target distribution has been achieved [Gelman and Rubin, 1992]. Moreover, the initial proposal distribution in equation (7) was approximated using the mean value and covariance structure induced in the “good” parameter sets derived from level 2.

[15] After Metropolis sampling, the information content of the remaining n – 1 measurements is computed, using the Bayesian inference scheme. The PIMLI procedure continues until all observations are selected for identification purposes and included in D. We would like to emphasize that the PIMLI algorithm presented here differs from our previous methodology [Vrugt et al., 2001] in the sense that simply one objective function is used to simultaneously identify all of the parameters. During the course of our investigations, we became aware that the explicit presence of strong parameter interdependence and model errors significantly lowers the chance of finding disjunctive subsets of data each containing explicit information for just one of the model parameters.

3. Case Studies

[16] We illustrate the power and applicability of the PIMLI algorithm by means of three case studies. The first is a case study in which the four-parameter water retention function of van Genuchten [1980] is fitted to synthetic measurements. This illustrates the insights, which the PIMLI algorithm can offer with respect to parameter identifiability and optimal experimental design strategies. The second case study explores the utility of the PIMLI algorithm for identifying measurement sets that are most informative for the unsaturated soil hydraulic parameters, using a laboratory multistep outflow experiment. To explore the applicability of the PIMLI algorithm in the presence of measurement and model errors, the last case study involves the calibration of a conceptual rainfall-runoff model using hydrologic data from the Leaf River basin near Collins,
In all case studies, we assume a Gaussian error model (i.e., \( \gamma = 0 \)) and a uniform prior distribution \( p(b) \) for each of the parameters. Based on our previous work, the jump rate was fixed to 0.5 [Vrugt and Bouten, 2002].

3.1. Case Study I: Water Retention Model

One of the most commonly used models of capillary pressure-saturation is the water retention function of van Genuchten [1980]

\[
\theta(y) = \theta_r + (\theta_f - \theta_r) \left[1 + \left(\frac{\alpha y}{\psi}ight)^{1/n}\right]^{1-1/n} \tag{8}
\]

in which \( \theta \) (L\(^3\) L\(^{-3}\)) denotes water content, \( \theta_f \) and \( \theta_r \) (L\(^3\) L\(^{-3}\)) are the water contents at full and residual saturation, respectively, \( \psi \) (L) is the soil water pressure head, \( \alpha \) (L\(^{-1}\)) is related to the inverse of the air-entry value, and \( n \) is a unitless pore size distribution index. Because, \( \theta_f, \theta_r, \alpha, \) and \( n \) are unknown model parameters, their values must be estimated through calibration.

Synthetic \((y, \theta)\) measurements were generated by using the parameters \( \theta_f, \theta_r, \alpha, \) and \( n \) given in Table 1 for a sandy soil and by evaluating equation (8) for a given set of pressure heads. For this, the logarithmic pressure head was discretized into 50 equidistant points between \( \psi = -0.01 \) and \( \psi = -10^5 \) m. Because the exact results are known, this set of water retention observations serves as a way of demonstrating the usefulness and applicability of the PIMLI algorithm. In addition, the synthetic “true” water content measurements were corrupted with error to investigate the effects of data error on the selection procedure. Data error may be regarded as representing the combined effects of measurement error and soil nonhomogeneity, which are not represented in the model. We assume here that this data error can be represented as a normally distributed \( \mathcal{N}(0, \sigma^2) \) error term, which is added to the exact water contents [Kool and Parker, 1988]. The error standard deviation for water content is taken to be 0.005 (L\(^3\) L\(^{-3}\)). Figure 2 shows the original generated water content measurements as well as the effect of the data error on these synthetic water content measurements for the sandy soil in the range 0 \( \leq pF \leq 4 \).

The feasible parameter space for the parameters \( \theta_f, \theta_r, \alpha, \) and \( n \) was defined by the bounds given in Table 1. The results derived with the PIMLI algorithm for both the uncorrupted and corrupted error case are discussed below.

3.1.1. Uncorrupted Water Retention Measurements

In the case of no data error, the locations of the four most informative water retention measurements identified and processed using the PIMLI algorithm, as being associated with each parameter, are indicated in Figure 3a. The sequential order in which the measurements are recursively identified and assimilated with the algorithm is indicated in the graph. Additionally, Figure 3b illustrates the general behavior of parameter sensitivity for the sandy soil in the VG model.
To allow comparison of sensitivity coefficients between different parameters, the Jacobian elements were scaled to the parameter’s prior uncertainty ranges defined in Table 1.

Moving from full to residual saturation, Figure 3a demonstrates that the most informative water content measurements are first found for \( q_s \) close to saturation, then for \( \alpha \) close to the air-entry value of the soil, for \( n \) at the inflection point in the low water content range, and finally for \( q_r \) close in the low water content range, respectively. The location of these most informative measurements matches very well with the general behavior of parameter sensitivity, as illustrated in Figure 3b. Seemingly, some small deviations are found between the exact location of the most informative measurements along the curve, depicted in Figure 3a, and judgments about these locations based on the marginal sensitivity coefficients only. For instance, the PIMLI algorithm identifies a moisture content measurement at \( pF = 1.5 \) as most informative for the parameter \( \alpha \) because the absolute magnitude of the sensitivity coefficients is largest at this pressure head and associated with the retention parameter \( \alpha \). Again, the explicit presence of parameter interdependence in the range of \( pF = 1–3 \) increases the extent of the uncertainty associated with the parameter \( \alpha \). Consequently, because volumetric water content measurements close to saturation (\( pF \leq 1 \)) and in the low water content range (\( pF \geq 2.5 \)) are almost solely sensitive to either the saturated or residual water content, these measurements are first selected to constrain the saturated and residual water content in the sampling. Once the first two measurements are successively assimilated and the uncertainty associated with the parameters \( q_s \) and \( q_r \) diminishes, the information for the retention parameters \( \alpha \) and \( n \) appears from the water content measurements in the intermediate water content ranges.

In Figure 4 we present the relative size of the high probability density (HPD) region, including the information content diagnostic for each of the retention parameters as functions of the number of water content measurements used for identification purposes. Because only one measurement is recursively added in the likelihood function (equation (2)) at a time, the value of the iteration number is equivalent to the number of measurements used for parameter identification. Figure 4 demonstrates that, as more and more measurements are assimilated with the PIMLI algorithm, the HPD region tends to concentrate on the most likely parameter values. Note, however, that the size of the HPD region will remain of finite size because we included the predefined water content data error term in equation (2). When processed efficiently, only a relatively small amount...
of measurements are needed for a reliable identification for each of the model parameters. The PIMLI algorithm pinpoints the true parameter values for the perfect data case after processing approximately five water content measurements. Clearly, there is only a marginal improvement in the size of the 95% Bayesian confidence interval, centered on the “most likely” parameter set, between using the five most informative measurements and all 50 measurements. Seemingly, approximately 90% of the data contains information that is largely redundant for parameter identification purposes. It is not the “amount” of data that discriminates between parameter sets, but the information content of the data and the efficiency with which that information is extracted during model calibration [e.g., Kuczera, 1982; Sorooshian et al., 1983; Gupta and Sorooshian, 1985]. The reason for the jumping behavior of the confidence limits for the parameter n, shown in Figure 4d, is that, to maintain computational efficiency, the Metropolis sampler was not allowed to densely resample the parameter space. Consequently, the exact Bayesian confidence limits are, to a certain extent, subject to the stochastic properties of the Metropolis sampler.

The results presented in this case study illustrate two important findings. The first is that the newly developed sequential optimization methodology correctly infers the location and hierarchical selection order of the most informative measurements, without having a priori knowledge of the system properties (i.e., most optimal parameter set). The latter is a necessity to be able to draw these conclusions utilizing the first-order approximation. Another finding is that, in the case of perfect data, only a very limited amount of water content measurements is needed for a reliable estimation of the retention parameters.

3.1.2. Corrupted Water Retention Measurements and Experimental Design

A more realistic case study is one in which the water retention observations are corrupted with data error. For this case, the four most informative water content measurements, identified using the PIMLI algorithm as being associated with each parameter, are indicated in Figure 5a. For illustrative purposes, we have temporarily switched the x and y axes of the retention characteristic. The striking resemblance between the Figures 3 and 5a demonstrates that the PIMLI algorithm is able to successfully infer the location of the most informative water content measurements in the presence of data error. Although not shown here, the data error resulted in slower convergence of the HPD region into the vicinity of the true parameter values used to generate the synthetic observations of the sandy soil in the forward mode. The Bayesian confidence intervals of the parameters reached a constant width after processing eight water content measurements.

To further investigate the influence of the experimental range of pressure heads on the final uncertainty of the retention parameters, we performed the following experiment. Starting at \( \psi = -10^5 \) m (location I in Figure 5), two subsequent retention observations were omitted at each step from the original set of corrupted water content measurements, resulting in 25 data sets with varying numbers of observations \{50, 48, 46, ... , 2\} thereby, varying experimental pressure head range before arriving at full saturation. These data sets were used as input for the PIMLI algorithm to assess the corresponding uncertainty of the retention parameters. Figure 5a illustrates how the size of the HPD region for each of the parameters depends on the experimental range of pressure heads. To allow comparison between uncertainties of different parameters, the HPD region was scaled according to the prior uncertainty bounds of the parameters, defined in Table 1 to yield normalized ranges between 0 and 1. Omitting retention measurements in the dry water content range between \(-10^2 \leq \psi [\text{m}] \leq -10^0\) does not significantly affect the size of the confidence intervals of the parameters. Thereafter, the uncertainty associated with the parameters increases, reflecting the fact that the information for the parameters \( \theta_\alpha, n, \) and \( \alpha \) (in following order) is then starting to appear outside of the experimental range of pressure heads. Notice the striking resemblance in the shape of uncertainty curves depicted in Figure 5b and the functional shape of the water retention characteristic. Finally, when arriving at full saturation, the saturated water content remains well identifiable, while the normalized ranges of the other parameters then reflect their prior uncertainty bounds. This indicates the lack of information in retention measurements close to saturation for the residual water content and curve shape parameters \( \alpha \) and \( n \). In the interest of brevity, we have only presented graphical results for the sandy soil. For more fine-textured soils, the curves depicted in Figure 5a exhibit a more sigmoid shape reflecting the shape of the water retention characteristics for
those kinds of soils. In addition, with increasing water-holding capacity of the soils, the different curves shifted toward lower pressure head values.

[26] The results presented here illustrate that the PIMLI algorithm provides valuable information about the location and hierarchical selection order of the most informative measurements and can also be used to evaluate different experimental design strategies for their suitability for identifying the hydraulic parameters. The method therefore supports the identification of unique parameter values (preferably having a small variance) as a prerequisite for finding pedotransfer functions.

3.2. Case Study II: Synthetic Multistep Outflow Experiment

[27] A more demanding test of the PIMLI algorithm was devised by applying the algorithm to a synthetic, laboratory MultiStep Outflow experiment. The two basic soil hydraulic characteristics controlling flow in unsaturated porous media are the retention characteristic, \( \theta(\psi) \) in equation (8), and the unsaturated hydraulic conductivity characteristic, \( K(\psi) \)

\[
K(\psi) = K_s \frac{[1 - (\alpha(\psi))^{n-1} (1 + (\alpha(\psi)))^{1/2-1}]}{[1 + (\alpha(\psi))^{n/2}]^{(1/2)}}
\]

(9)

where \( K_s \) is the saturated hydraulic conductivity (L T\(^{-1}\)), and \( l \) (dimensionless) is an additional parameter related to the exponent parameter of Mualem [1976]. Because direct methods for determination of the \( \theta(\psi) \) and \( K(\psi) \) curve require rather restrictive initial and boundary conditions and are therefore relatively tedious, numerical inversion is an attractive alternative for determining both curves from a single experiment. In such an approach, the optimal soil hydraulic parameters are found by fitting a numerical solution of Richards' equation to observations of measured variables during the experiment. When a joint parametric description of retention and unsaturated hydraulic conductivity is assumed, inversion of the Richards equation will yield parameter estimates that apply to both characteristics simultaneously.

[28] Synthetic outflow measurements were generated for a soil core with a height of 5 cm. In keeping up with the previous case study, hydraulic properties were used that correspond to the sandy soil previously defined in Table 1. The HYDRUS-1D software package [Simůnek et al., 1998a] was used to numerically solve Richards' equation in one dimension using a Galerkin-type linear finite element scheme. As the initial condition, hydraulic equilibrium was assumed with a pressure head \( \psi = -0.01 \) m at the bottom of the soil core, and \( \psi = -0.06 \) m at the top. The following pressure head steps and time periods (in brackets) were applied in the numerical experiment, \( \psi_1 = -0.0030 \) m (0 \( \leq 0.50 \) d), \( \psi_2 = -0.15 \) m (0.50 \( \leq 1.50 \) d), \( \psi_3 = -0.50 \) m (1.50 \( \leq 3.50 \) d), \( \psi_4 = -1.00 \) m (3.50 \( \leq 5.50 \) d), \( \psi_5 = -3.00 \) m (5.50 \( \leq 12.50 \) d), and \( \psi_6 = -5.00 \) m (12.50 \( \leq 20.00 \) d). Subsequently, the unsaturated hydraulic properties were inversely estimated using the PIMLI algorithm in combination with the HYDRUS-1D code. The soil hydraulic parameters \( \theta_0, \theta_0, \alpha, n, K_s, \) and \( l \) were assumed to be unknown and having the prior uncertainty ranges defined in Table 1.

[29] Based on our earlier work [Vrugt et al., 2001], we treated measured cumulative outflow, its first derivate (flux density), and the average water content in the soil core, deduced from observed cumulative outflow dynamics and the water content at the beginning of the experiment, as three separate measurement sets. The measurement error of the outflow was set to 0.05 cm\(^3\), which is identical to the accuracy of pressure transducers that are used for automated monitoring of the outflow dynamics in the laboratory. Subsequently, the measurement errors of the water content and flux density data sets were derived according to [Vrugt et al., 2001] assuming an error in initial soil water content of 0.01 [m\(^3\) m\(^{-3}\)]. The results obtained with the PIMLI algorithm using the synthetic outflow observations are discussed below.

[30] Moving from full to residual saturation during the outflow experiment, the location of the six most informative outflow observations for the various model parameters within the different “artificial” measurement sets is illustrated in Figure 6. The sequential selection order in which the measurements are recursively identified and assimilated with the PIMLI algorithm is indicated in the graph. Figure 6 illustrates that water content measurements at hydraulic equilibrium close to saturation are most informative for the saturated water content and therefore included in equation (5) to identify \( \theta_0 \). Additionally, cumulative outflow measurements at hydraulic equilibrium close to the air-entry value of the soil in the intermediate water content ranges and close to residual saturation are most informative for the curve shape parameters \( \alpha \) and \( n \) and the residual water content, respectively. Finally, flux density measurements immediately after passing the air-entry value of the soil are most informative for the saturated hydraulic conductivity. No informative measurements in this experiment can be found for the pore connectivity parameter \( l \) because the information content diagnostic for this parameter exhibits relatively low values, implying a lack of information. Instead, measurements close to saturation, being associated with \( \theta_0 \), are recursively assimilated and processed with the PIMLI algorithm.

[31] There is a striking similarity in the location and hierarchical selection order of the most informative measurements for the parameters \( \theta_0, \theta_0, \alpha, n \) and \( l \) found under transient conditions and similar results presented for the static retention characteristic (case study 1). In both cases, the most informative measurements for the saturated and residual water content are found at hydraulic equilibrium close to full and residual saturation, respectively. Additionally, the most information for \( \alpha \) and \( n \) is located during hydraulic equilibrium conditions close to the air-entry value of the soil and in the intermediate water content range, respectively. Seemingly, the joint appearance of the parameter \( n \) in the retention and unsaturated soil hydraulic characteristic hardly affects the location of the most informative measurements being associated with this parameter during transient conditions.

[32] Although not presented for this case study, the evolution of the Bayesian confidence intervals of the parameters demonstrated that the PIMLI algorithm was able to exactly pinpoint the parameter values of the sandy soil used to generate the synthetic measurements after processing only 15 outflow measurements. There was only a marginal improvement in the size of the confidence intervals between using the 15 most informative measurements
and 225 synthetic measurements. Also under transient conditions, approximately 95% of the “synthetic” measurements contained redundant information for parameter identification purposes.

3.3. Discussion

An important finding, illustrated by Figures 3, 5, and 6, is that for more fine-textured soils, problems occur with the simultaneous identification of the parameters \( q_r \) and \( n \), because conventional laboratory experiments generally yield a pressure head range between 0.1 and 10 m (1 < \( pF < 3 \)). Unless augmented with laboratory measurements at relatively low water contents, the most informative measurements for the parameters \( q_r \) and \( n \) are then beyond the experimental range, and estimation of these parameters is then based primarily on extrapolation. This leads to high correlation between estimates of \( q_r \) and \( n \), which is often graphically found in response surfaces. Consequently, the inverse problem is ill-posed, especially in the case of measurement and model errors. There have been numerous reports in the literature of problems with the identification of the parameters \( q_r \) and \( n \) on the basis of water content or pressure head data [see, e.g., van Genuchten, 1980; Parker et al., 1985; Šimůnek et al., 1998b; Vrugt et al., 2001]. To avoid identifiability problems for \( q_r \) and \( n \), it is important to have some independent data or procedure for estimating the residual water content.

Although the inclusion of a residual water content in the description of a water retention curve is physically correct [Brooks and Corey, 1964; van Genuchten, 1980; Kosugi, 1996], its value is controversial [Luckner et al., 1989] and not supported by experimental data [Rossi and Nimmo, 1994] and its value is ill-determined from an inverse point of view as the most informative measurements for this
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measurement range. If in such cases parameter are, for most soils, usually far outside the measurement range. If in such cases θq is treated as an unknown parameter it strongly enhances the likelihood of nonuniqueness in the inverse problem. Lack of data at the dry end will, in any case, cause the optimized value of θq to be that of a fitting parameter without any physical significance [Vereecken et al., 1997]. Identifiability problems for θq can be eliminated if one would independently measure θq, or if one would use a water retention model, which does not explicitly contain a residual water content in the model formulation [Rossi and Nimmo, 1994]. This is an attractive alternative, as its suitability for characterizing the θ(ψ) and K(ψ) curves is acceptable [Rossi and Nimmo, 1994], as compared to the models which explicitly contain θq in their model formulation [e.g., Brooks and Corey, 1964; van Genuchten, 1980; Russo, 1988; Kosugi, 1996].

3.4. Case Study III: Application to Conceptual Rainfall-Runoff Model

[35] The third study presented in this paper explores the usefulness of the PIMLI algorithm to the identification of parameters in a conceptual rainfall-runoff (CRR) model. The illustrative study here involves calibration of the HYMOD conceptual watershed model using approximately 1 year of historical data (28 July 1952 to 30 September 1953) from the Leaf River watershed near Collins, Mississippi. The HYMOD model (see Figure 7), first introduced by Boyle [2001], consists of a relatively simple rainfall excess model, described in detail by Moore [1985], connected with two series of linear reservoirs (three identical quick and a single reservoir for the slow response) and requires the optimization of five parameters to observed streamflow data: the maximum storage capacity in the catchment, Cmax [L], the degree of spatial variability of the soil moisture capacity within the catchment, bexp (dimensionless), the factor distributing the flow between the two series of reservoirs, Alpha (dimensionless), and the residence time of the linear quick and slow reservoirs, Rq [T] and Rs [T], respectively. Because the HYMOD model and Leaf River data have been discussed extensively in previous work [Sorooshian et al., 1993; Duan et al., 1993, 1994; Boyle, 2000; Wagener et al., 2001], the details will not be presented here.

[36] To investigate whether the location of the most informative streamflow measurements in the hydrograph is influenced by the presence of errors (measurement and model) in the observed hydrological data two experiments were performed. In the first experiment, the PIMLI algorithm was applied to synthetic daily streamflow data (in m³/s), generated for the period 28 July 1952 to 30 September 1953, by driving HYMOD with mean areal boundary conditions for the selected 1-year period (rainfall and potential evapotranspiration) and fixed values for the parameters. The parameter values were set identical to their most optimal value derived when separately fitting the HYMOD model to the observed streamflows for the selected period using the SCE-UA global optimization algorithm [Duan et al., 1992, 1993] and the RMSE criterion. In the second experiment the PIMLI algorithm was applied to the observed streamflows of the Leaf River watershed for the approximately one-year period under consideration. In both experiments, the measurement error of the streamflow data was fixed to the RMSE value of the most optimal parameter set obtained using the SCE-UA global optimization algorithm. Further, it was assumed that the output errors have a heteroscedastic variance that is related to flow level and which can be stabilized by the Box-Cox transformation using λ = 0.3 [e.g., Sorooshian and Dracup, 1980; Thiemann et al., 2001]. To reduce sensitivity to state value initialization, a 65-day warm-up period was used during which no updating of the posterior density functions was performed. The results for each of the experiments are illustrated in Figure 8 and discussed below.

[37] Figures 8a presents the synthetic streamflow observations in the transformed space, while Figure 8b shows the lumped dynamics of soil-moisture storage within the watershed corresponding to the true parameter set for a portion of WY 1952. The open circles correspond to the location of the most informative streamflow measurements, whereas the number between parentheses refers to the hierarchical selection order. The results presented in the Figures 8a and 8b illustrate that the most informative streamflow measurements for the parameters Rs and Rq are located after the cessation of rainfall in the nondriven quick and nondriven slow parts of the hydrograph, respectively. Closer inspection of the information content diagnostic for these parameters demonstrated that the information for these parameters is typically independent of the storage in the slow, quick, and soil-moisture tank. On the contrary, Figure 8b demonstrates that the location of the most informative

Figure 7. Schematic outline of the HYMOD conceptual watershed model.
streamflow measurements for the parameter $C_{\text{max}}$ in the hydrograph is essentially dependent on the current state of the soil-moisture. When the conceptual soil compartment is saturated with water, then the identifiability of the $C_{\text{max}}$ parameter is at its maximum. Additionally, streamflows occurring at intermediate soil-moisture storages in the catchment contain the most information for the $b_{\exp}$ parameter. Unfortunately, even after processing the five most informative measurements, no direct information was found for the parameter Alpha that partitions the streamflow into a quick and slow-flow component. Although not presented here, the HPD region converged readily into the vicinity of the true parameter values, after recursively assimilating and processing the 10 most informative streamflow measurements. The results for the observed streamflow data (HYMOD results indicated with solid line), presented in Figures 8c–8d demonstrate that there is a close correspondence in the location and hierarchical selection order of the HYMOD parameters found for the synthetic and observed streamflow measurements. The explicit presence of various sources of errors in the observed streamflows does not seem to significantly affect the location of the most informative streamflow measurement in the hydrograph for the various model parameters.

Finally, in Figure 9 we present the evolution of the HPD region (light gray) and most likely parameter set (dark line) as functions of the number of measurements processed using the PIMLI algorithm. The parameters were scaled according to their prior uncertainty ranges to yield normalized ranges. The asterisks correspond to the most likely parameter values derived using the SCE-UA global optimization algorithm. Without any calibration, the parameter ranges reflect their initial uncertainty, not conditioned on any input-output time series of measured streamflows. After processing the first 10 most informative streamflow measurements with the PIMLI algorithm, the HPD region narrows down rather quickly for most of the parameters. The characteristic jumping behavior of the HPD region throughout the feasible parameter space is caused by the presence of structural inadequacies in the HYMOD model and errors in the hydrological data. After recursively assimilating a sufficient amount of streamflow measurements with the PIMLI algorithm (40), the HPD region of the parameters finally settles down in the parameter space. The results in Figure 9 illustrate that the HYMOD model parameters are reasonably well determined by calibration to streamflow data. Note also the excellent correspondence between the most optimal parameter values identified using a conventional batch calibration approach (SCE-UA) for the entire 1-year period and the location of the HPD region derived with the PIMLI algorithm after processing only the 50 most informative streamflow measurements. It appears that the
use of disjunctive data regions that contain the highest information content for the parameters results in a reliable calibration of the HYMOD model, using only a very limited amount of streamflow measurements.

4. Summary and Conclusions

This paper has discussed a practical methodology entitled the PIMLI algorithm that merges the strengths of the Generalized Sensitivity Analyses, BARE algorithm, and Metropolis algorithm to identify sets of measurements that contain the most information for the identification of the model parameters. Three case studies with increasing complexity were used to illustrate the applicability and usefulness of the PIMLI methodology. The first two case studies considered estimating soil hydraulic parameters using soil water retention data and a more complex multistep transient outflow experiment. Finally, the third case study involved the calibration of a simple conceptual rainfall-runoff model using synthetic and observed streamflow data from the Leaf River watershed near Collins, Mississippi. The most obvious advantage of the PIMLI algorithm is that it infers the type and location of the most informative measurements being associated with the different hydrologic parameters without having a priori knowledge of the system properties or most likely parameter set. The case study results suggest that the algorithm is well suited to identify which parameters control what part of model behavior, while providing insight into the importance of different kinds of data in experimental procedures. Finally, we believe that the PIMLI algorithm can be a valuable tool to help find complementary noncommensurable measures for multicriteria parameter estimation schemes, with each criterion being sensitive to a different parameter or aspect of model behavior.
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