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Abstract
There is an increasing need for the ability to model fine-grained opinion shifts of social media users, as concerns about the potential polarizing social effects increase. However, the lack of publicly available datasets that are suitable for the task presents a major challenge. In this paper, we introduce an innovative annotated dataset for modeling subtle opinion fluctuations and detecting fine-grained stances. The dataset includes a sufficient amount of stance polarity and intensity labels per user over time and within entire conversational threads, thus making subtle opinion fluctuations detectable both in long term and in short term. All posts are annotated by non-experts and a significant portion of the data is also annotated by experts. We provide a strategy for recruiting suitable non-experts. Our analysis of the inter-annotator agreements shows that the resulting annotations obtained from the majority vote of the non-experts are of comparable quality to the annotations of the experts. We provide analyses of the stance evolution in short term and long term levels, a comparison of language usage between users with vacillating and resolute attitudes, and fine-grained stance detection baselines.
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1. Introduction
Social media networks play a major role in platforming the expression of opinions on innumerable topics. With concerns growing about how they may facilitate “echo-chambers” that could amplify polarization and radicalization [Vicario et al., 2016; Strandberg et al., 2018; Más et al., 2013; Más and Flache, 2013], temporal data about user opinions is necessary in order to study the dynamics of these spaces and their potential to radicalize individuals [Matthes, 2014].

While there is abundant research in sociopolitical sciences regarding opinion formation and expression, there is a significant lack of Natural Language Processing (NLP) data resources that enable the study of temporal opinion dynamics, thus also, a lack of efficient, data-driven models that investigate the relationships between social media behaviors and opinion formation and fluctuations (Dowling et al., 2020a; Acmoglu and Ozdaglar, 2011). Meanwhile, the increasing number of people using social media platforms makes the need for models that analyze and forecast public opinion all the more vital.

A relevant body of work concerns automatic stance detection (Mohammad et al., 2016b; Walker et al., 2012b; Somasundaran and Wiebe, 2010; Thomas et al., 2006), the task of determining the polarity of a stance toward a given subject, for which many datasets have been developed. These datasets however do not satisfy the needs for studying opinion dynamics from text. One need is temporal data about user stances to be able to study opinion changes or fluctuations, yet many datasets do not link stance expressions to unique authors, or otherwise the opinions are often treated as a stable entity per author. Additionally, most datasets do not contain information about the intensity of the stance. This is especially important for studying opinion dynamics, as opinion fluctuations are usually subtle—people do not tend to change the polarity of their stance but rather the intensity (Nyhan and Reifler, 2010; Vicario et al., 2016; Jager, 2005; Flache, 2019).

In this paper, we introduce an innovative annotated dataset, called SPINOS (Subtle Polarity and Intensity Opinion Shifts), of 3.5k Reddit entries for modeling opinion dynamics and detecting fine-grained stances. The dataset contains more than 11k manual, quality-controlled annotations from both experts and non-experts. The dataset contains opinions on various sociopolitical topics such as abortion or gun control. It includes a sufficient amount of stances per user on

“Fellow environmentalists, join me in embracing nuclear power.”

Stance: Strongly favors nuclear energy

“The people that are anti-gun don’t generally come to that position due to a strong grasp of logic and facts.”

Stance: Strongly favors guns

“Vegan claims children can be healthy as vegans but doesn’t prove claims and or acknowledge that healthy people that eat fast food and exercise.”

Stance: Weakly against veganism

Table 1: Stance Examples

1https://github.com/caisa-lab/SPINOS-dataset
complex sociopolitical topics (1) over time, and (2) within entire conversational threads, and additionally (3) beyond stance polarity, it contains stance intensity labels, thus making subtle opinion fluctuations detectable. By introducing this dataset, we are simultaneously addressing the need of user-based diachronic stance intensity labels and bridging the gap between the theoretical sociopolitical approaches and NLP methodologies.

Our first innovation is that we provide a sufficient amount of annotated user history which enables the investigation of opinion shifts both in the long-term but also within a conversation. More specifically, we approach this in a user-centric manner, meaning for each author, we collect annotations for multiple posts where they express their stance on a specific topic. This approach enables the dynamical exploration of the fluctuations in opinion for each individual user in a macroscopic level over a long period of time.

Following this motivation on a microscopic level, our second innovation is the annotation of all stances on every post within a conversational thread. This enables us to explore the evolution of opinion within discussions i.e. whether the authors tend to polarize, reach a consensus or diverge from the original trajectory of the subject to avoid conflict. Additionally, it facilitates investigations into the consistency of user stances that can provide insight into their temporal behavior.

The third innovation is stance intensity annotations. With the combination of our other innovations, not only are historical and conversational level opinion dynamics open for investigation, but so are subtle fluctuations which are more likely to occur. Identifying stance intensity is a particularly demanding task, even for humans, because it requires a high level of language understanding and detecting intrinsic details in language usage, such annotation also depends on inherent biases and cultural background. In addition, broader knowledge about the issues is often necessary.

In this paper, we hope to provide a guide for future researchers who want to extend the dataset or expand to other platforms and issues, based on insights we gained from multiple phases of the annotation process. Through these phases we provide a strategy for recruiting reliable non-expert annotators by evaluating their individual performance versus expert annotators. We show that this strategy results in high quality annotations from non-experts striking a balance between cost and quality. In addition, we show via an analysis of the annotations that some of the topics are associated with much better agreement on polarity and extremity than others, and we attempt to offer insight into why.

Through a case study, we investigate the opinion fluctuations of individual users both within their whole posting history but also within a conversation. We analyze users with fluctuating opinions and show whether there is a permanent shift in opinion polarity, when such a phenomenon occurs. Furthermore, we provide a comparative lexicon-based linguistic analysis between users with vacillating and resolute attitudes, showing which word categories are associated with each user type. In addition to analyzing the temporal stances, we also provide a classical fine-grained stance detection benchmark on various setups.

## 2. Related Work

Most available datasets for stance detection only indicate the polarity of the stance against a target (in favor, against, neutral) (Mohammad et al., 2016a; Stab et al., 2018), however recent work has aimed to annotate the stance intensity as well. Sirrianni et al. (2020) introduced a dataset for agreement prediction where the aim is to predict a post’s stance towards its parent post in a 5-point scale and Levow et al. (2014) present a corpus of spontaneous, conversational speech with stance annotations on a 7-point scale. Both datasets contain statement-response pairs from conversational settings and are more suitable for detecting whether two topic-independent statements are in agreement, rather than detecting a stance from one statement on a sociopolitical issue. Moreover, they are not suitable for longitudinal studies and user-centric approaches as they do not include the users’ historical posts.

In contrast, datasets by Walker et al. (2012a) and Durmus and Cardie (2018) contain stances on specific issues, and capture stances for particular users. While Walker et al. (2012a)’s corpus contains explicit user stance labels on posts within a debate, all posts by a specific user within a debate have the same stance. Some of these users have indicated their stance on a number of debates across various topics, thus some historical user data can be extracted in such cases, but multiple stances labels on a particular issue are not guaranteed. Durmus and Cardie (2018)’s dataset contains user stances before and after a debate on various topics, therefore micro-fluctuations in opinion can be observed. However, there is no way to clarify if these shifts have a temporary or long-term effect, and other research suggests that it is more likely the users would return to their original stance (Coates et al., 2018; Dowling et al., 2020b). Neither of these datasets contain stance intensity annotations which are essential for modeling the users’ behavior since it is less likely to observe a complete change of the opinion polarity (Nyhan and Reifler, 2010; Lord et al., 1979; Edwards, 1996; Redlawsk, 2002; Taber and Lodge, 2006), and more likely to observe subtle changes in opinion intensity (Strandberg et al., 2018).

In our dataset, we attempt to address these gaps with the innovative stance intensity labels on specific issues for an individual user over time. Moreover, our data is set in discussions with complex structures, as opposed to settings where argument structure is ingrained in the online platform. This is valuable because while such unstructured data adds additional challenges for annotation that require intense effort, the resulting dataset...
enables discourse analysis over more complex stance expressions in realistic and prevalent conversational settings taking place on social media platforms.

3. Annotation

We annotated the stance polarity and intensity of a user’s post against a given topic, where the topic of each post is determined based on the subreddit it was posted on. In this section, we define the stance polarities and stance intensities, describe additional annotations provided in the dataset, and present the annotation procedure that was followed.

3.1. Stance Polarity

In favor/Against. The in favor (or against) label is assigned when the statement is: explicitly in favor of (or against) the given topic, in support of someone/something that is in favor of (or against) the given topic, opposed to someone/something that is in favor of (or against) the given topic, mirroring someone else’s positive (or negative) opinion or when it can be implicitly derived that the statement is in favor of (or against) a given topic based on the information it contains (e.g., title of a news article, a scientific study, etc.), even though it is not in favor or against someone/something.

Stance not inferrable. We do not provide a separate label for a neutral stance since, after the first deployment of the study, we observed that the neutral posts were annotated with the stance not inferrable label and vice versa. The stance not inferrable label is assigned when the post is irrelevant to the topic or not understandable. It is also assigned when the post is related to the topic and a stance cannot be inferred, for instance if the author asked a question (e.g. if they asked for information, opinion, orientation, confirmation) without revealing/implying the stance on the corresponding issue. We also provide labels for each subcategory of the no stance case. More specifically: (a) the post is (somewhat) related to the topic, but a stance cannot be inferred, (b) the author asks a question without revealing a stance, (c) the post is irrelevant to the target topic, (d) the post is not understandable.

3.2. Stance Intensity

When an annotator chooses the polarity of the stance, they also select the intensity as either strong or weak.

Strong. The statements are annotated with strong intensity if they express strong emotions or passion about the corresponding issue, or the author of the statement seems to be adamant in their opinion. They are also labeled strong if they are written in an argumentative, condescending, provoking tone. They are also labeled strong if they contain profanity, verbally attack the opposed opinion or other authors who express it, or use generalized statements about the group of people that have the same or opposite opinion.

Weak. Statements are annotated with a weak intensity when the author seems to be open or willing to engage in a discussion, sounds less dogmatic, is receptive to another person’s opinion or is interested in another’s perspective while expressing their own stance.

3.3. Additional Labels

Contextual information requirement. In most cases the annotated content was part of a conversational thread, therefore we provided the annotators with two types of contextual information. For every annotation, the annotators could optionally view the top-level post in the thread and/or the parent posts that are linked to the target in the hierarchy of the thread, thus every annotation is followed by a label of whether such information was needed. In the guidelines we specifically instructed the annotators to view the context only when they couldn’t infer the stance from the standalone text. We release the IDs of the posts that were considered as contextual information regardless of whether they were used or not.

Stance explicitness. For every annotation, we provide a label that indicates whether the stance of the author was explicitly stated or implied within the text.

Expression of sarcasm. Following the work of Cignarella et al. (2018) who observed a relationship between texts containing hate speech and irony, we also provide a label for sarcastic content for the posts that contain a stance in order to investigate a possible relationship between stance intensity and sarcasm. By “sarcasm” we define any statement that contains sarcasm, irony, humor, wordplay, puns, or any similar figurative language.

Uncertainty of assigned label. Several sociopolitical issues demand a broader spectrum of knowledge regarding the rules and regulations that are implemented in specific states or countries. Taking into account the annotators’ possible unfamiliarity concerning such issues, we introduced a checkbox where the annotators could indicate they are uncertain of their annotation (only in cases where they assigned a stance). However this option was selected sparingly, i.e. less than 3% of all annotations.

3.4. Annotation Phases

The dataset was manually annotated by expert annotators and non-experts (NE) with Mechanical Turk. In the first phase, three expert annotators annotated a small subset of posts. The expert annotators were trained on a small subset of posts, where they were able to ask questions and discuss opinions in case of disagreement. In order to measure the performance of the non-expert annotators (phase 1 NE), the posts with at least two out of three expert agreements were used as a control subset. In addition to only accepting the work of NE annotators with high performance in the control subset, we introduced a relatively demanding qualification test to ensure that the NE annotators have a com-
prehensive understanding of the guidelines. Furthermore, the NE annotators should fill several additional criteria. Despite these requirements, we observed relatively low values of inter-annotator agreement between the non-experts. In the second phase, around 650 posts were annotated from at least one expert and after computing the pairwise agreements between each NE and the experts, we proceeded to select the top performing annotators to annotate the rest of the dataset (phase 2 NE).

4. The Dataset

4.1. Data Collection and Filtering

We built the dataset such that it contains multiple posts by an individual author expressing stances on a specific topic. For each user, we collected statements that were posted on average over the course of 6 months and at most within 15 months. The posts were collected from April 2019 to July 2020. We chose Reddit as our source of data since it provides: (a) rich content, due to the fact that there is no word limit, (b) a clear relationship between the text and the target topic, since users post within a subreddit, and (c) anonymity to some degree. Considering that we wish to observe possible opinion fluctuations, anonymity is extremely important since it mitigates the problem of the spiral of silence effect (Noelle-Neumann, 1974) and therefore users can be truthful about their beliefs (Meyer and Speakman, 2016). Previous work (Matthes et al., 2018) showed that the controversiality of the topic is one of the main drivers of opinion formation. Since we aimed to observe possible fluctuations in opinion we carefully selected a range of topics that are controversial enough to raise a debate and were related mostly to the users’ political identity where we could possibly observe a change in stance (Drummond and Fischhoff, 2017). Our dataset includes the following topics: (1) abortion, (2) feminism, (3) brexit, (4) veganism/animal rights, (5) guns, (6) nuclear energy, (7) capitalism, and (8) climate change. For each topic, we collected a set of subreddits that encourage debate. To minimize the annotation of irrelevant posts, we applied a binary Linear SVC to provide us a likelihood of a stance being expressed. The classifier was trained on the expert annotations obtained in the first phase of the study. For each user, we selected a set of posts that most likely contained a stance in order to investigate possible opinion fluctuations through time, and annotated all the posts within a set of threads which contained a sufficient amount of posts per user.

4.2. Dataset Statistics

General statistics. We present general statistics about the resulting annotated dataset in Table 2. The threads in Reddit have a tree-like structure. When a user replies to another, the different threads of comments become branches of the tree. We show the overall topic distribution in the dataset in Figure 1. As can be seen, the abortion discussion is the most prominent, making up one third of the dataset, which is due to the high activity in a small number of subreddits.

Stance polarity and intensity. The final annotation labels are decided by the majority vote between at least three annotators. We introduce the undecided label for the cases where the votes were equally distributed to each polarity and the non inferrable category. The distributions of stances over the annotated posts of each topic are shown in Figure 2. We observe that for all topics most posts do not contain a stance. With the exception of Brexit, the polarities in the rest of the topics tend to lean toward favor rather than against, which could be biased because of the identified activity on the topics probably relates to an affinity toward the issue. Interestingly, with the exception of veganism, when a stance is expressed, no matter the polarity, the intensity is mostly weak.
Contextual information requirement. We asked the annotators whether the contextual posts were needed for the annotation. In 42% of the cases, the annotation was made solely based on the target post’s content. For the rest 58% of the cases, the annotators selected to view the top-level post 90% of the times, the parent posts 62% and both top-level and parent posts 52.54%. Reading the context posts was not rewarded with an additional financial incentive.

Stance explicitness. Of the annotations that contained stances, only 9.48% of the stances were annotated as explicitly expressed and the remaining 90.52% were annotated as implied within the text. The skew toward implicit expression is reasonable given the loose conversational structure of the discussions.

Expression of sarcasm. Only 3.2% of the total number of posts contained sarcastic remarks, which is reasonable given that we were not aiming for sarcastic content. Despite observing sarcasm in all topics, the topics with the most sarcastic comments were abortion and Brexit. Interestingly, the rate of sarcastic posts in Brexit is about double the rate for abortion. This result follows previous work (Ducharme, 1994; Brock, 2018) on the use of sarcasm in politics, which showed that sarcasm is used extensively in political discussions, where users express their frustration and anger through political satire. Figure 3 depicts the stance distribution in sarcastic comments, showing a skew towards the against polarity. We would expect a prevalence of the stronger intensity in sarcastic comments, however the distribution of stance intensity in the sarcastic comments follows that of the whole dataset.

4.3. Annotator’s Statistics

Annotator demographics. We surveyed the annotators about their age and gender demographics and their own stances on each topic. 49% of the annotators were men, 49% were women and 2% were non-binary. We show the rest of the survey results in Figure 4. There is an obvious prevalence of the favor polarity rather than against. Also, there is a more obvious presence of the strong intensity in the annotator’s demographics compared with the resulting dataset; the difference seems reasonable since the annotators’ stances were obtained entirely differently, by explicitly asking them, rather than inferring them from text. We computed the cosine similarity between the annotators’ personal stances and the average assigned stances and we concluded that the annotators’ own biases are not consistently reflected in their annotations.

Inter-annotator agreements. We compute inter-annotator agreement with Fleiss’ Kappa on different aspects of the annotations, displayed in Figures 5 and 6, specifically on the overall five categories (overall), the ability to identify the stance without considering the intensity by merging the weak and strong intensities (merged intensities) thus resulting in three categories, and the agreement on whether there is an inferrable stance or not (stance existence). For the cases where the stance was inferrable, we calculated the agreement on the stance intensity (intensity) and the stance polarity (polarity).

Figure 5 shows a comparison of inter-annotator agreements between groups the NE annotators from the first phase of the project (phase 1 NE), the selected NE annotators from the second phase (phase 2 NE) and the experts. Following the work of Nowak and Rüger (2010), we computed the pairwise agreements between the majority vote of the phase 2 NE and the expert annotators in order to demonstrate the quality of the resulting annotations.

When comparing the agreements among the three different annotator groups, we can see that the agreements were best among the expert group, followed by the phase 2 NE, and lastly among the phase 1 NE. The stark differences highlight the difficulty of the task, that such a task is best performed by a group of experts. The expert group attained a moderate overall agreement and a substantial agreement when merging the intensities. However, we only have expert annotations for a small portion of the data, given the difficulty of scaling expert annotations. As using experts is the most costly approach, the recruiting method we utilized as described in Section 3.4, offered significantly better agreements balancing costs and performance. In addition, we show that the resulting annotations obtained from the majority vote are of comparable quality to the annotations of the experts. More specifically, we obtain a substantial agreement on overall categories and when the intensities are merged, an almost perfect agreement on both...
the extremity and the polarity.

This figure shows the inter-annotator agreement between non-experts for the first and second phases, the inter-annotator agreement between the experts and the inter-annotator agreement between the experts and the majority vote of the non-experts.

Since the final dataset contains the phase 2 NE annotations, we break this analysis down further in Figure 6 by analyzing the phase 2 NE agreements per topic. We observe low overall agreement in specific topics, namely Brexit, nuclear energy and capitalism. This could be explained by the fact that reading statements about Brexit requires broad knowledge about the political landscape of the UK as well as some knowledge of economic theory. In the case of capitalism, we observed that there is a heavy use of terminology regarding various economic and political systems, which might be unfamiliar to the non-expert annotators. The same issue appears in the nuclear energy topic, in which several posts contain highly technical and scientific terminology. On the other hand, topics such as abortion and veganism show higher overall agreement since the posts are about everyday issues.

We computed the user’s entropy as an indicator of opinion change, more specifically, high entropy users tend to oscillate between different stances, while users with low entropy have a stable opinion polarity and might only change the intensity of their stance. To create each group, we compute the quartiles of the entropies, assigning users in the bottom quartile to low and the top quartile to high.

Figure 7 shows the evolution of the opinionated users’ stances through time for the topic abortion. We can see from the Figure that in most cases, users change the polarity of their stance, however they rarely show strong intensities for both polarities. After investigating this behavior, we observe vacillating attitudes in users with posting periods of over one month. Similar patterns in opinion change are present for the rest of the topics. That means that in most cases the users’ opinion oscillates between polarities and there is not only one specific point in time where there is a switch in stance from one pole to another. Table 3 shows a selected sample of annotated posts from one specific user and how this user’s opinion changes over time regarding abortion. Note that the text has been slightly modified to preserve anonymity.

To observe the evolution of the users’ opinion within a conversation, we selected the top 20 users with the highest entropy. Figure 8 shows the evolution of these users’ stances within a thread against various topics. We can see that in most cases the users oscillate their stance intensity and rarely their polarity, leading us to the conclusion that opinion change happens gradually over time or at least it is not immediately expressed within the conversation.

Since there is no obvious pattern in opinion change, we need to determine the real reason behind these opinion

5. Case Studies

This section presents two case studies on the dataset. The first analyzes users based on the stability of their opinions. Second, we tested simple baselines to establish benchmarks on several different types of stance detection tasks.

5.1. User Stance Entropy

We computed the user’s entropy as an indicator of opinion change, more specifically, high entropy users tend...
fluctuations. Is it true that the user can understand the opposite side in selected cases (such as the example in Table 3), is it random, or maybe a result of noisy annotations? The consistency of these changes is still a subject to investigation, as well as the conditions under which a user changes their mind. All in all, this dataset enables the investigation of such questions.

Language usage. We compare the language usage of high-entropy users to low-entropy and analyze their language usage using the LIWC (Linguistic Inquiry and Word Count) lexicon (Pennebaker et al., 2015). This methodology quantifies different categories of words in the text such as the frequency of causal, emotional, and cognitive words. Table 4 shows the LIWC categories that are most highly related to each user group by positive pointwise mutual information (ppmi). We focus our discussion on the health category, which is particularly interesting in how it relates to stance entropy and topics.

The health category includes terms such as abortion, life, pregnancy, clinic, medical, and alive. Considering all text by each group of users, there is higher ppmi with high entropy users. However, this is a particularly interesting feature because it depends on the topic, with climate change, guns, and veganism showing higher ppmi with low entropy users. To understand these differences, we further analyze posts with health features, considering the stances and stance entropy of their authors by topic and observe qualitative examples.

For climate change and guns, the low entropy stances of the authors lean toward a particular pole, respectively against the notion that climate change is caused by humans, and in favor of guns. In contrast, the low entropy stances are evenly split across the poles for veganism, suggesting users who express their stance on veganism in relation to health are firm on their stances no matter the polarity.

Next, we qualitatively observe these samples. We observed that for climate change and guns the feature is overly driven by the word “exercise” which is used in the context of exercising one’s rights. The veganism topic offers a more interesting case study, not only because the health features are accurately driven by health contexts, but also, and mainly, because of the even split across poles. Particularly, we observed that the health contexts differ across the opposing polarities. Among favor posts on veganism, health discussions are primarily about diet and environmental issues. For example, one user states, “health can quite easily be achieved sans animal products.” Among against posts on veganism, health contexts are primarily about animal testing research. For example, one user says, “If I’m taking a drug for the heart, I wanna know if there are any side effects on the other organs. Animal models, especially mammals (rats, mice) are the next best thing we have to testing humans.”

Table 4: Top LIWC five categories based on positive pointwise mutual information for high-entropy users (left) and low-entropy users (right).

| Category | PPMI (High) | Category | PPMI (Low) |
|----------|-------------|----------|------------|
| family   | 0.456       | filler   | 0.416      |
| death    | 0.426       | ingest   | 0.271      |
| health   | 0.390       | home     | 0.262      |
| sexual   | 0.388       | leisure  | 0.259      |
| female   | 0.255       | feel     | 0.138      |

5.2. Stance Detection

We experiment with simple baselines on various stance detection tasks that can be performed on our dataset,
and offer a brief discussion of the results. We performed the following classification tasks:

1. Has stance: binary classification of whether the post has a stance or the stance is not inferrable.
2. Intensity: binary classification of whether a post’s stance is weak or strong regardless of its polarity.
3. Polarity: three-class classification of the polarity (against/favor) or stance is not inferrable.
4. Fine-grained: four-class classification of the inferrable stances with intensities (i.e., strongly against, against, favor, strongly favor).
5. All: five-class classification of the fine-grained stances, including stance not inferrable and excluding the posts from the “undecided” class.
6. All-maj: Same as “All” but taking into account only the posts with majority agreement (at least two of three votes).

We evaluated several different n-gram models (up to trigrams) with Naive Bayes, Linear SVC, and Logistic Regression classifiers and a bert-based approach in a 10-fold setup. As the main focus of this work was the development of the dataset, these models are meant to be simple and serve as benchmarks; we did not perform extensive experiments with varied parameters or feature engineering, but encouraged further experimentation for future work.

Table 5 shows the weighted F1 scores of the best performing models for each classification task, alongside the weighted F1’s of random prediction baseline based on the label distribution of the training set, and of a majority class assignment baseline. All best-performing models were either Logistic Regression or Naive Bayes on unigram features, which all outperformed the random baselines significantly.

Though the models are capable of outperforming the majority baselines, their performances are low within reason, as they reflect the difficulty of the task experienced by the human annotators. If we consider, for instance, how much the model for the polarity three-class task improves over the majority class baseline broken down by topic, the topics with highest agreement also have the models with the most significant improvement. That is, the abortion and climate change topics have both the highest agreement and most significant improvement over the majority class, while capitalism and nuclear energy have much lower agreement and the model shows no significant improvement.

6. Conclusions and Future Work

We introduce an innovative dataset for detecting subtle opinion changes and fine-grained stances. The dataset contains a sufficient amount of stance polarities and intensities per user on various sociopolitical topics over time but also within entire conversational threads. We recruited reliable non-expert annotators based on their agreement with the experts and show that, through the majority vote the resulting set of annotations is of comparable quality to that of the experts. We observe low inter-annotator agreement in topics with highly technical and scientific terminology, indicating that broader knowledge about a specific topic is necessary to obtain high quality annotations.

We analyze the opinion fluctuations of users with vacillating attitudes. When analyzing these fluctuations over time, we observe that users change the polarity of their stance rather frequently, however most users express strong intensities for only one of the two poles. When analyzing these fluctuations within conversational threads, we observe that there is usually only a change in intensity and rarely in the polarity, leading us to the conclusion that opinion change is expressed over long periods of time. Through a case study analysis we observe that specific word categories are more prevalent in the vocabularies of vacillating users. Finally, we provide baseline results for different setups, showing that this dataset offers a range of challenging tasks, while leading to new, interesting research paths.

Our dataset addresses the need for temporal data to improve stance detection models that utilize the user history (Monti et al., 2020; De et al., 2016; Zhu et al., 2019). In addition, the users’ historical posts can be used to model their temporal behavior in order to predict subtle opinion shifts. Furthermore, future work could further investigate relationships between intensity persistence and temporal aspects of user behaviors. Such work could consider relations to real-world events, forum engagement activity, and linguistic changes. There are other relevant linguistic aspects to explore, related to the field of argumentation, such as whether receptive language (Sobkowicz, 2012) relates to opinion or intensity changes, or linguistic style matching in interactions between users with shared or opposite opinions. In addition, one could also investigate the potential relationship between the expression of various emotions and stance intensity. In conclusion, this dataset enables the investigation of various unexplored research directions by raising interesting, new questions about the user’s behavior and intersecting the field of sociopolitical sciences with natural language processing.

| Task (# classes) | Top Model | Random Baseline | Majority Baseline |
|------------------|-----------|-----------------|------------------|
| Has stance (2)   | 0.660     | 0.510           | 0.365            |
| Intensity (2)    | 0.652     | 0.594           | 0.609            |
| Polarity (3)     | 0.495     | 0.344           | 0.198            |
| Fine-grained (4) | 0.373     | 0.307           | 0.258            |
| All (5)          | 0.341     | 0.230           | 0.124            |
| All-maj (5)      | 0.340     | 0.211           | 0.124            |

Table 5: Top performing models by weighted F1 score for each classification task.

\(^3\text{p < .0001 by a bootstrap resampling significance test}\)
Appendix

Ethical Considerations

The ability to automatically predict the personal behavior of online users in order to improve natural language classification algorithms can raise particular, sometimes non-obvious ethical concerns. Use of any user data for personalization shall be anonymous and non-identifiable, and limited to the given purpose. no individual posts shall be republished [Hewson and Buchanan, 2013]. For this reason, only the raw content of the posts is publicly released in our dataset without any connection to the post-ids or the user handles connected to the posts. All user data is kept separately on protected servers, linked to the raw text and network data only through anonymous IDs. In addition, while deploying the studies in Amazon Mechanical Turk we made sure that possible user handles that were mentioned in the text were not disclosed to the annotators. Researchers are advised to take account of users’ expectations [Williams et al., 2017], [Shilton and Sayles, 2016] when collecting public data such as Reddit.

In addition, the dynamic analysis and forecasting of opinion can be used to identify easily swayed individuals which can be used for harmful purposes. Furthermore, it is important we are mindful of the fact that certain groups with no access or difficulty navigating the Internet are underrepresented in this data and the stance towards specific sociopolitical issues is not the general consensus of the public but the voice of a mere percentage of a localized group of people.
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