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Abstract
The role of an author’s L1 in SLA can be challenging for automated CEFR classification, in that texts from different L1 groups may be too heterogeneous to combine them as training data. We experiment with recent debiasing approaches by attempting to devoid textual representations of L1 features. This results in a more homogeneous group when aggregating CEFR-annotated texts from different L1 groups, leading to better classification performance. Using iterative null-space projection, we marginally improve classification performance for a linear classifier by 1 point. An MLP (e.g. non-linear) classifier remains unaffected by this procedure. We discuss possible directions of future work to attempt to increase this performance gain.

1 Introduction
The need for automated methods in establishing both the readability of a piece of text and the level of linguistic proficiency of its author has been recognised decades before most students started writing essays, compositions and other homework assignments on computers. Motivations for creating such automated methods are diverse. Seminal work by Page (1966) focused on alleviating work load of language teachers and fast turn-around of writing feedback to language students. Since then, much progress has been made, and a comprehensive overview of original and still standing challenges in this field is presented by Beigman Klebanov and Madnani (2020). Related to this is the line of research on grammatical error correction (Leacock et al., 2010; Bryant and Ng, 2015), accompanied by a number of shared tasks (Ng et al., 2013, 2014; Bryant et al., 2019). Much of the work in this sub-field of NLP is usually aggregated under the label Automated Essay Scoring1. Scoring an essay, however, depends on a number of factors related to the background of the author and moreover is not just about grading the quality of language usage, but usually also about the quality of content. The same essay about basic concepts of quantum physics may receive a high grade when written by a child in elementary school, but a considerably lower grade when written by a post-graduate physics student. A framework focusing solely on second language (L2) level skills, attempting to propose an objective (i.e., independent of native language) six-point scale is represented by the CEFR2 levels. Since our use case is establishing the proficiency level of L2 language learners and providing them with feedback on how to improve, we experiment with CEFR classification.

While the nature of the influence of one’s native language (L1) on Second Language Acquisition (SLA) is a topic of ongoing debate (Richards and Rodgers, 2014) and the terms being used are dependent on the assumed framework (interference (Weinreich, 2010), transfer (Lado, 1957; Selinker, 1969), influence (Smith and Kellerman, 1986)) the fact that there is interaction is uncontroversial. This L1 interaction is problematic in the sense that a classifier trained on texts written by native speakers of Chinese may perform poorly on texts written by native speakers of Portuguese, for example.

Inspired by recent successes in debiasing embeddings-based representations for particular traits (Manzini et al., 2019; Sun et al., 2019; Raffel et al., 2020; Karimi Mahabadi et al., 2020; Chowdhury et al., 2022), we set out to dispose the representations that feed into the classifier of traits that can be taken as signs of L1 influence, to train a single CEFR classifier -devoid of L1 features (i.e. learnerese)- that improves its performance when trained on aggregated data from different native

1Or variations thereof: Automated Essay Grading, Automated Writing Evaluation, etc.

2https://www.coe.int/en/web/common-european-framework-reference-languages/level-descriptions
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speaker groups.

The rest of this paper is structured as follows: Section 2 discusses earlier work on both CEFR classification and debiasing strategies. Section 3 explains the data we used in our experiments. Section 4 explains the classification setup. Section 5 discusses our results and provides pointers to future work. Finally, Section 6 sums up our main findings.

2 Related Work

The task of Automated Essay Scoring itself has received a fair amount of attention over the last decades, see Beigman Klebanov and Madnani (2020) for a comprehensive overview of the current state of the art. Individual sub-tasks that can be taken as indicative for proficiency in a given language, such as Grammatical Error Correction (GEC), have been accompanied by a number of popular shared tasks (Ng et al., 2013, 2014; Bryant et al., 2019). The task of CEFR classification itself however, seems to have received fewer attention. Among the studies that address this problem for various languages are Santucci et al. (2020) (Italian), Hancke and Meurers (2013) (German), Vajjala and Lõo (2014) (Estonian) and Volodina et al. (2016) (Swedish). Earlier work on English (our language of interest) is represented by Tack et al. (2017), who create their own annotated corpus and experiment with automated classification using several classification algorithms.

In this paper, we interpret the influence of L1 as an issue of bias in the embeddings-based representation of the English texts. Particular word order, article- or gender-based preferences or errors that can be traced back to the native language of the author, are likely to be more ubiquitous within the same group of native speakers. To the best of our knowledge, the CEFR classification problem has not been combined before with methods attempting to debias embeddings for L1 features.

Bias in NLP has attracted a lot of interest recently (Bender et al., 2021; Costa-jussa et al., 2021; Bokstaller et al., 2021; Garrido-Muñoz et al., 2021), and the specific mitigation approach that we follow in our work is that of Ravensberg et al. (2020), who propose INLP - an iterative nullspace projection algorithm to debias gender stereotypes in text. Unlike previous approaches (Bolukbasi et al., 2016; Dev and Phillips, 2019) that solely rely on a contrastive wordlist to identify a linear direction for debiasing, INLP debiases all linearly present gender directions in a data-driven manner. Considering that a classification task relies on a certain feature that we want to remove, INLP iteratively trains a series of probing (linear) classifiers to predict that feature until the probing classifier is confounded. For more details, we encourage the readers to read the original paper. In Chowdhury et al. (2022), the potential of this approach was explored for debiasing translation artifacts (which carry similar stylistic differences as learnerese) in human/machine-translated documents. Building upon this work, we employ the algorithm for our use-case.

3 Data

Our first experiments were done on the International Corpus Network of Asian Learners of English (ICNALE) (Ishikawa, 2019), a data set comprising essays from 2.800 authors from over 10 different native speaker groups, annotated for different metrics indicating skill levels (TOEIC, TOEFL, IELTS, etc.), including CEFR labels. When aggregating all data from non-native English speakers, using a vanilla BERT (Devlin et al., 2019) classifier, we obtained a classification accuracy of 0.51, for 2.600 essays\(^3\). For individual native language groups, however, we achieved comparable performance while using considerably fewer training instances (for example, 0.50 on just 200 essays whose authors are from Indonesia). At the same time, some native speaker groups in ICNALE are heavily imbalanced, resulting in simple majority vote classifiers outperforming the trained classifier for those native speaker groups. While these preliminary findings initially inspired us to apply debiasing strategies, we decided to use a larger, less imbalanced corpus for the majority of the experiments reported on in this paper.

We extracted a subset of the EF-Cambridge Open Language Database (EFCAMDAT) (Geertzen et al., 2014), consisting of 191,969 texts from authors from China, Japan and Korea. Since all texts in EFCAMDAT are from language learners, we combined this with 200 texts from native English speakers from ICNALE to get debiasing directions. Furthermore, EFCAMDAT only provides information on the author’s country of origin. Information on native language would be more accurate, but unfortunately is not specified in

\(^3\)In a 10-fold cross-validation setup.
For the purpose of this paper, we will assume the country of origin and native language to align. Table 1 summarises the key figures of the subsets of EFCAMDAT and ICNALE we used in our experiments.

In addition to the aforementioned English-L2 datasets, we conducted experiments on a subset of the MERLIN (Boyd et al., 2014) corpus, specifically the subset with German-L2 learners (henceforth called MERLIN_DE). This subset consists of 652 learner texts from 13 known nationalities and 275 Target Hypotheses (i.e. texts expected from the native speakers and written by annotators.) Due to the skewness of this dataset, we only consider data from the top three represented nationalities. Table 2 summarises the subset of the MERLIN_data we used for our experiments.

4 Method & Results

As mentioned in Section 3, we were initially inspired by the fact that adding more training data did not seem to improve classification performance. In addition, earlier work indicated that classifying the country of origin of an author based on their English text provides good results, with Tang et al. (2021) reporting an accuracy of 87% on all of ICNALE for this task. We argue that this points at signals of L1 in the English learner texts that a classifier can pick up on, and that consequently, finding a way to make input text more homogeneous to a classifier through debiasing (Section 4.1) can lead to CEFR classification performance gains (Section 4.2).

4.1 Country of Origin Classification and Debiasing

To classify the country of origin of the author of a learner text, we use multiple binary classifiers (for example, China vs. EN, Japan vs. EN, Korea vs. EN). In particular, we first derive BERT document-level representations (by mean-pooling the token-level embeddings) of the text and then feed them to a Logistic Regression classifier for the binary classification task. Recall that country of origin classification is just an intermediate step in order to find directions to debias our embeddings. For this task, we randomly sample 200 texts from China, Japan and Korea to compare against the 200 from native English speakers (to keep the data balanced) and we used a static train/dev/test split of 70/15/15, respectively. Following Ravfogel et al. (2020), we proceed to get rid of any signals (in the embeddings) that the classifier exploits to base its decision on and found that this works surprisingly well. After 300 iterations for null-space projection, the perfect performance of 100 for country of origin classification for all three language pairs (to be compared to 87% for all of ICNALE as reported by Tang et al. (2021)) drops to approximately random performance after debiasing (Table 3).

We follow similar steps for the country of origin classification for the MERLIN_DE dataset. Recall that in this setup, the direction for native-German comes from Target Hypotheses (TH) and the number of Target Hypotheses (275) exceeds the number of text samples coming from the three nationalities. In order to achieve a balanced dataset for the binary classification, we randomly sample TH texts equal to the number of Russian-DE, Polish-DE and Spanish-DE texts, respectively. Thereafter, we apply INLP for 7 iterations on all three language pairs and achieve classification accuracies as shown in Table 4.

4.2 CEFR classification

As illustrated in Table 1, our data is fairly unbalanced, with most texts belonging to the A1 category. A majority vote classifier would result in an accuracy of 55%. To improve over this, as a baseline, we apply a multinomial Logistic Regression classifier and an MLP classifier having a hidden layer of 256-dimensions.

We then attempt to improve over this baseline by applying debiasing conditional on the country of origin of the author. BERT-encoded document-level representations of native-EN and L2-EN (200 each) are fed to the INLP algorithm for bias removal. As stated earlier in section 4.1, to carry out this procedure, the data are first combined and shuffled, and then split into train, test and dev (70/15/15), followed by 12 iterations of INLP. By applying the INLP procedure on the training split, as one of the three outputs, we get the nullspace projection, which is devoid of any learnerese-signal. So, we simply project this nullspace onto the whole of respective L2-EN BERT embeddings to get debiased L2-EN embeddings.

We combine all data (i.e. BERT embeddings) from China, Japan and Korea for EFCAMDAT_NATIVE_EN, and for Russian, Polish and

---

4Where L2 corresponds to Japan/Korea/China.
Table 1: Number of texts in native speaker groups and skill levels in EFCAMDAT_NATIVE_EN dataset.

|       | A1   | A2   | B1   | B2   | C1   | C2   | total |
|-------|------|------|------|------|------|------|-------|
| China | 94,494 | 48,564 | 17,613 | 3,946 | 504  | 51  | 165,162 |
| Japan | 8,567  | 6,396  | 4,390  | 1,601 | 395  | 25  | 21,374  |
| Korea | 1,966  | 1,697  | 1,277  | 379   | 103  | 11  | 5,433   |
| EN    | -     | -     | -     | -     | -    | -    | 200   |
| total | 105,027 | 56,657 | 23,280 | 5,916 | 1,002 | 87  | 324   |

Table 2: Number of texts in native speaker groups and skill levels in MERLIN_DE dataset.

|       | A1 | A2 | B1 | B2 | C1 | C2 | total |
|-------|----|----|----|----|----|----|-------|
| Russia| 7  | 35 | 45 | 48 | 8  | 0  | 143   |
| Polish| 1  | 22 | 27 | 41 | 5  | 0  | 96    |
| Spanish| 3  | 23 | 31 | 27 | 1  | 0  | 85    |
| total | 11 | 80 | 103 | 116 | 14 | 0 | 324 |

Table 3: EFCAMDAT_NATIVE_EN dataset: Accuracy for country of origin classification.

|       | before debiasing | after debiasing |
|-------|------------------|-----------------|
|       | LR   | MLP  | LR   | MLP  |
| China | 100  | 100  | 48.33 | 95.00 |
| Japan | 100  | 100  | 46.47 | 93.34 |
| Korea | 100  | 100  | 40.00 | 96.67 |

Table 4: MERLIN_DE dataset: Accuracy for country of origin classification.

|       | before debiasing | after debiasing |
|-------|------------------|-----------------|
|       | LR   | MLP  | LR   | MLP  |
| Russia| 83.72 | 93.02 | 51.16 | 53.48 |
| Polish| 89.66 | 93.10 | 65.52 | 82.76 |
| Spanish| 84.61 | 92.31 | 57.69 | 73.07 |

Table 5: Weighted F1-scores for CEFR classification.

|       | before debiasing | after debiasing |
|-------|------------------|-----------------|
| EN-CEFR| LR   | MLP  | LR   | MLP  |
|       | 82   | 96   | 58   | 73   |
| DE-CEFR| LR   | MLP  | 43   | 63   |

Spanish for MERLIN_DE, and proceed to classify the CEFR levels. The results are illustrated in Table 5, where in the after debiasing column, the debiased embeddings, conditional on the author’s country of origin, are used in classification. The numbers are the result of 5-fold cross-validation.

As shown in Table 5, the debiasing strategy improves performance by 1 point for the Linear Regression classifier, whereas the Multi-Layer Perceptron classifier remains unaffected for the EFCAMDAT_NATIVE_EN dataset. The performance of both classifiers drops for the MERLIN_DE dataset.

We refer to Appendix A.1 for hyper-parameter settings. In the next section, we discuss these results, discuss promising directions for future work and summarise our main findings.

5 Discussion

For the EFCAMDAT_NATIVE_EN dataset, we observe a marginal performance gain when using a linear classifier (LR), but not when using a non-linear classifier (MLP). This can be explained from the results in Table 3, wherein the accuracy for MLP drops only marginally after debiasing. This means the non-linear classifier is still able to tell whether a sample comes from native or non-native speaker. The effects of debiasing on linearly separable vs. non-linearly separable problems is also discussed in Ravfogel et al. (2020), who state that their method is designed for "removal of linear information regarding a protected attribute". This may explain why our setup with an MLP classifier shows no difference. Furthermore, the MLP classifier having better performance in the baseline setup already may suggest that the specific surface realisations of learnerese may be less prone to linear separation. Alternatively, Ravfogel et al. (2020) focus on guarding the classifier against gender and race. These dimensions might be expected to correlate to individual words or short phrases. The effects of learnerese may surface more on syntactic (phrase- or sentence-) level, which may just need more training data than we have available to us. As for hyperparameter settings; we have experimented with various different numbers of iterations (ranging from 8 to 300) for finding the directions for...
debiasing, but beyond a certain point (12 for EF-CAMDAT_NATIVE_EN and 7 for MERLIN_DE) the INLP classifier started to overfit and the quality of embeddings start to decrease.

Furthermore, in the EF-CAMDAT data, there appears to be a strong correlation between sentence length and CEFR level, with the average text length in words for levels A1 to C2 being, respectively, 45, 74, 97, 128, 161 and 164. This may be a strong indicator to the classifier, and one we have not compensated for. We decided against simply sampling individual sentences from the different CEFR levels, as we argue that (the ability to implement) overall text coherence is an important part of mastering a language. Any such text structure or coherence features would in most cases be lost when considering individual sentences. We consider experimenting with more sophisticated techniques to compensate for the differences in text length an important part of future work.

As illustrated in Table 1, we only have 200 native English texts to find directions for debiasing. This works surprisingly well (Table 3), but we get a comparatively small performance gain of 1 point for CEFR classification. Perhaps the ICNALE essays are easily distinguishable from the EF-CAMDAT ones on other grounds (lay-out, topic, length) than just native vs. non-native. The EF-CAMDAT corpus contains data from English-speaking countries, but since these originate from language learners, it is a heterogeneous L1 group. Using this would thus result in finding, for example, Chinese-specific vs. many-different-L1-specific traits, as opposed to finding Chinese-specific vs. native English-specific traits. In order to find out if the additional data (42,442 texts from authors from the USA and Great Britain from EF-CAMDAT, compared to 200 from ICNALE) would compensate for the heterogeneity in L1 background however, we experimented with this setup too and got comparable results to the ones reported on in Table 5.

Compared to earlier work, the overall performance of our system scores well. Tack et al. (2017) also work on English and report an accuracy of 53% on their data set. In other related work however, performance seems to depend highly on the specific data set (and language), with reported accuracy figures between 64.5% (Hancke and Meurers, 2013) and 79% (Vajjala and Lõo, 2014).

From Table 5, both the CEFR classifiers perform poorly on MERLIN_DE corpus. This comes as no surprise since we had only a few hundred samples for training and the data-class ratio was too skewed to begin with. Even though in Table 4, the accuracies of country-classifiers drop significantly after debiasing, it does not translate to a performance gain during CEFR-classification and instead has the opposite effect. This means that the directions that are being removed by INLP are rather significant and perhaps to achieve gains on the downstream CEFR-classification task, INLP requires lot more training samples to find more reliable learnerese directions.

Unfortunately, we suspect that the majority of freely available datasets for CEFR-classification are too small (in the order of $10^2$ or $10^3$) to see any improvements from debiasing with INLP.

In future work, besides experimenting with other debiasing approaches, we plan to address this bottleneck by curating data for language-families (instead of considering languages in isolation for debiasing) and investigating if a combined debiasing approach on aggregated data from the same language family works better.

6 Conclusion

In this paper, we experiment with compensating for L1 influence in CEFR classification by applying a debiasing approach, the idea being to debias the embeddings for learnerese features in any specific L1-related direction. By doing so, we obtain a small performance improvement with a linear classifier. CEFR classification performance seems to be highly dependent on the particular corpora/data used, with earlier work reporting accuracy figures between 53% and 79%. On the EF-CAMDAT dataset, results look promising - best weighted F1-score of 83 via Logistic Regression and even higher (96) with MLP classifier without any debiasing. Our code is available on GitHub.
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A Appendix

A.1 Hyper-parameter settings

LinearSVC (iterative debiasing):
- penalty=`l2`
- C=0.01
- fit_intercept=True
- class_weight=None
- dual=False

Logistic Regression (country of origin):
- penalty = `l2`
- warm_start = True
- solver=`saga`
- random_state=23
- max_iter=7

Logistic Regression (CEFR):
- penalty = `l2`
- warm_start = True
- solver=`saga`
- random_state=23
- max_iter=7
- multi_class=`multinomial`
- fit_intercept=True

MLP (CEFR):
- hidden_layer_sizes = 256
- activation = relu