Boltzmann’s Entropy During Free Expansion of an Interacting Gas
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Abstract
In this work, we study the evolution of Boltzmann’s entropy in the context of free expansion of a one-dimensional interacting gas inside a box. Our interacting particle model is a gas of hard point particles with alternating masses, a system known to have good ergodicity properties. Boltzmann’s entropy is defined for single microstates and is given by the phase-space volume occupied by microstates with the same value of macrovariables which are coarse-grained physical observables. We demonstrate the idea of typicality in the growth of the Boltzmann’s entropy for two choices of macro-variables—the single particle phase space distribution and the hydrodynamic fields. Due to the presence of interactions, the growth curves for both these entropies are observed to converge to a monotonically increasing limiting curve, on taking the appropriate order of limits, of large system size and small coarse-graining scale. Moreover, we observe that the limiting growth curves for the two choices of entropies are identical as implied by local thermal equilibrium. We also discuss issues related to finite size and finite coarse gaining scale which lead to interesting features such as oscillations in the entropy growth curve. We also discuss shocks observed in the hydrodynamic fields.
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1 Introduction
Understanding irreversible evolution of macroscopic observables from reversible microscopic laws of mechanics, in systems with large number of particles, is an interesting and
long-standing question [1–3]. In this context, Boltzmann made the key observation that irreversibility is the typical macroscopic behavior given appropriate initial conditions and large number of particles [3–7]. Boltzmann also provided a clear prescription for the construction of an entropy function (which we denote as $S_B$) that is defined for a single microstate of a macroscopic system. This entropy function is defined for a system in or out of equilibrium, being equal to the thermodynamic entropy for a system in equilibrium.

The definition of Boltzmann’s entropy in a nonequilibrium setting requires one to define the notion of macrovariables and macrostates [2, 8]. As an example consider $N$ particles in a box of length $L$. A microstate of the system would be the specification of the position, $\{x_i\}$, and velocities, $\{v_i\}$, of all the particles, $i = 1, 2, \ldots, N$, which can be represented by a point $X = \{x_i, v_i\}$, in phase space (denoted by $\Gamma$). A macrovariable is defined as a coarse-grained observable that is a function of the microstate $X$. The value of the macrovariable $M = M(X)$ defines a macrostate $\Gamma_M$ which corresponds to the set of phase space points with the value $M$ of the macrovariable with a resolution $\Delta M$ [2, 8, 9]. One can then associate an entropy to a macrostate $X$ as follows. Given a macrostate $X$ we first find the value of the macrovariable $M = M(X)$. We then find the volume $|\Gamma_M|$ of the corresponding macrostate $\Gamma_M$. The Boltzmann entropy, $S_B(X)$, of the microstate $X$ is then defined as $S_B(X) = k_B \ln |\Gamma_M(X)|$ [8, 9]. We summarize the above procedure:

$$X \rightarrow M = M(X) \rightarrow |\Gamma_M(X)| \rightarrow S_B(X) = k_B \ln |\Gamma_M(X)|.$$ (1)

A simple example of a macrovariable is to consider the number of particles in the left and right halves of the box, so in this case $M = (N_L, N_R)$. For any microstate, $X$, one can count the number of particles in each half of the box and thus determine the value of the macrovariable $M(X) = (N_L(X), N_R(X))$. Clearly there are many microstates corresponding to the same value $M = (N_L(X), N_R(X))$ for the macrovariable—their phase space volume $|\Gamma_{(N_L(X),N_R(X))}|$ determines the Boltzmann entropy of the microstate $X$.

We note that, for a system not in equilibrium, as the microstate, $X(t)$, evolves with time, the macrovariables $M(t) = M(X(t))$ also evolve leading to the evolution of the entropy $S_B(X)$. In the context of an interacting dilute gas, Boltzmann argued that typically a microstate evolves to macrostates with larger and larger volumes which therefore implies an almost monotonic growth of entropy. Eventually, the system reaches the macrostate with the largest volume which is in fact the equilibrium state. The monotonic growth of entropy is expected to become a certainty in the limit of large number of degrees of freedom [1, 2, 10].

These ideas involve subtle concepts and it is important to demonstrate and clarify them with specific examples of microscopic models. In particular, there are questions on the possible role of ergodicity, mixing and chaos which play important roles in thermalization. There are several related studies that have investigated the evolution of Boltzmann’s entropy previously [11–19].

The free expansion of a gas in a box provides a paradigmatic example to study irreversibility and entropy change in a mechanical model. Several earlier studies [20–24] have shown that even a non-interacting ideal gas reaches an equilibrium state if one takes an appropriate limit of large number of particles. In particular, Ref. [24] provides a rigorous proof for the equilibration of the empirical density profile. In an earlier work [25], the evolution of Boltzmann’s entropy during free expansion of a classical non-interacting ideal gas was studied for two choices of macrovariables. The first choice considered a coarse-graining of the single particle phase space $\mu \equiv (x, v)$ into rectangles of size $\Delta = \Delta x \Delta v$ and looked at the particle density $f_\alpha = N_\alpha/\Delta$, at time $t$, where $N_\alpha$ is the number of particles in the $\alpha$-th box. The second choice was the three locally conserved fields $U = \{\rho(x, t), p(x, t), e(x, t)\}$ corresponding to mass density, momentum density, and energy density respectively, defined with
respect to a spatial coarse-graining length scale $\ell$. The evolution of the Boltzmann entropies, $S^f_B$ and $S^U_B$, corresponding to the above two choices were studied, starting from a single microscopic configuration. In both cases, an increase of entropy to the expected equilibrium was observed at long times implying irreversible macroscopic evolution. Some interesting observations that were made are the following: (a) For large $N$, the rate of growth of $S^f_B$, at any given time, decreases with decreasing coarse-graining scale $\Delta$ and never converges; (b) The relaxation of $S^f_B$ to its equilibrium value is oscillatory with a time period $\tau = 2L/\Delta v$; (c) on the other hand, $S^U_B$ shows a monotonic increase to the equilibrium value and the growth rate converges on decreasing the coarse-graining scale $\ell$; (d) although the equilibrium values of $S^f_B$ and $S^U_B$ match, their values at intermediate times do not match, as is also clear from points (a–c).

The behavior of $S^f_B$ implied by points (a,b,d) above is related to the fact that the system considered is non-interacting and integrable. Two crucial features that lead to this behavior are: (i) an initial phase space volume $\Delta = \Delta x \Delta v$ will not spread in the velocity direction, (ii) any two given points with initial separation, $(\Delta x, \Delta v)$, will have exact periodic recurrence to the same spatial separation $\Delta x$ with a period $\tau = 2L/\Delta v$. As a consequence of (i) and (ii), fine spatial structures develop in the velocity cell $\Delta v$, with period $\tau$, and these finally lead to the observed features (a,b) of $S^f_B$, as discussed in Ref. [25]. It is expected that the features (i) and (ii) will not hold in non-integrable systems. In fact, we also expect that feature (ii) may not be valid in interacting integrable systems such as hard rods. Thus it is of great interest to study the evolution of $S^f_B$ and $S^U_B$ in interacting systems and this is the focus of the present paper.

In particular, it is of interest to study dilute interacting gases (with short-ranged interactions and at low densities) where $f$ and $U$ continue to be good macrovariables [8]. Our expectations for such systems are the following:

1. The distribution of particles in the single particle phase space would exhibit quite different structures for the non-interacting and interacting gases. In the non-interacting case, there is no spread in the velocities and more and more fine structures keep developing in the phase space distribution for all times. New bands keep appearing regularly in the horizontal direction with a period of $2L/\Delta v$. In contrast, for the interacting case, the phase space distribution spreads along the velocity direction and quickly becomes diffused in the entire phase space. The difference between the non-interacting and interacting cases can be seen in the scatter plots (see in Fig. 1) of particles evolving in $\mu$-space. Hence, unlike the non-interacting case, here the growth of $S^f_B$ is expected to converge, in the limit $N \to \infty$, $\Delta \to 0$, to a monotonically increasing form.

2. In the limit $N \to \infty$ and $\Delta \to 0$, we expect $\tilde{f}(x_\alpha, v_\alpha, t) = f_\alpha(t)/N$, in the interacting gas, to satisfy the Boltzmann equation with a collision term:

$$\partial_t \tilde{f}(x, v, t) + v \partial_x \tilde{f} = [\partial_t \tilde{f}]_{\text{coll}}. \tag{2}$$

For the non-interacting gas, the collision term is absent, and this implies that the entropy $\tilde{s} = \int dx dv \tilde{f} \ln \tilde{f}$ will not grow with time. This is consistent with the observation of vanishing growth of $S^f_B$ in the limit of $\Delta \to 0$. For the interacting gas, we expect the collision term to lead to entropy growth even in the $\Delta \to 0$ limit [3, 8].

3. In the interacting case we expect local thermal equilibrium (LTE) to be present [26]. We set $\ell = \Delta x$ which is taken to be small but, in the limit of large $N$, each coarse-graining cell still contains a large number of particles. For the dilute gas, the empirical phase space distribution $f_\alpha$ in the $\alpha-$th cell, specified by $(x_\alpha, v_\alpha)$, should be equivalent to a Gibbs
Fig. 1 Evolution of the distribution of points in single-particle phase space for a the equal mass hard particle gas and b the alternate mass hard particle gas (an example of an interacting system). For both cases, at \( t = 0 \), \( N = 10,000 \) particles are uniformly distributed in the cell \( x \in (0, 0.25) \), \( v \in (-0.5, 0) \) in a box of length \( L = 4 \) with hard walls at the two ends. In a we see a spread only along the spatial direction and fine structures keep developing at all times while in b the distribution spreads in both directions and becomes completely diffused at late times.

Distribution characterized by values of the conserved fields \( \rho(x, t), p(x, t), e(x, t) \) in the spatial cell \( x = x_\alpha \). For a dilute gas one can also define the velocity and temperature fields: \( u(x, t) = p/\rho \) and \( T(x, t) = 2me/\rho - mu^2 \), where \( m \) is the average mass per particle. Then, from LTE we expect the form:

\[
f_\alpha(x_\alpha, v_\alpha, t) = \frac{\rho(x_\alpha, t)}{\sqrt{2\pi T(x_\alpha, t)}} \exp \left[ -\frac{m(v_\alpha - u(x_\alpha, t))^2}{2T(x_\alpha, t)} \right], \tag{3}
\]

where we have set Boltzmann’s constant \( k_B = 1 \). From this, it immediately follows that the two entropies \( S_B^f \) and \( S_B^U \) will be the same at all times.

A simple model that incorporates interactions is the alternating mass hard particle gas (AMHPG) which consists of a one-dimensional gas of hard point particles where alternate particles have different masses. The dynamics consist of ballistic motion of the particles in between elastic collisions that conserve both momentum and energy. This system is non-integrable and known to have good mixing properties even with few particles [27]. A special
simplifying feature of this model is that while it is non-integrable, its equilibrium thermodynamic properties are still that of an ideal gas and is known to satisfy standard hydrodynamic evolution [28, 29]. Hence it is in some sense an ideal candidate which mimics a dilute yet strongly interacting system. The AMHPG has been widely used in studies concerning the breakdown of Fourier’s law of heat conduction in one dimension [27, 30–32] and in the verification of the hydrodynamic description [16, 28, 29, 33–35]. Here, we use the AMHPG to investigate entropy growth during free expansion of an interacting gas and to test if the expectations (1–3) above are seen. Our main finding is a validation of this picture.

The paper is organized in the following way. In Sect. 2 we formulate the basic construction required for the study. This includes the detailed idea of Boltzmann on macroscopic irreversibility leading to the definition of entropy, the elaborate description of the model, and the choice of macrostates we have used. In Sects. 3.1 and 3.2 we discuss the results obtained from our numerical studies of the evolution of the macroscopic observables and the corresponding entropy functions for the two different choices of macrovariables. The cases of non-thermal initial conditions and mass ratio close to one are discussed in Sect. 3.3. In Sect. 3.4 we discuss the connection between Boltzmann entropy $S_B^U$ and Clausius entropy and identify the dissipative current that gives rise to the monotone growth of entropy. Finally, we conclude with a summary in Sect. 4.

2 Definition of Model, Macrovariables, and Entropies

2.1 Definition of the Model

We consider a one-dimensional interacting gas of $N$ hard point particles with position and velocities given by $x_i$ and $v_i$, $i = 1, 2, \ldots, N$, confined in a box of length $L$. The only interaction is through instantaneous elastic collisions between particles which conserve momentum and energy and with the boundary walls. In between collisions, the particles move at constant velocity. We take particles with $i$ even to have mass $m_1$ and odd indexed ones have mass $m_2 \neq m_1$. When a particle with mass $m_1$ and velocity $v_1$ collides with another particle of mass $m_2$ and velocity $v_2$ then their post-collision velocities are given by

$$v_1' = \frac{(m_1 - m_2)v_1 + 2m_2v_2}{m_1 + m_2}, \quad (4)$$

$$v_2' = \frac{2m_1v_1 + (m_2 - m_1)v_2}{m_1 + m_2}. \quad (5)$$

These follow from the conservation of momentum and energy. At collisions with the walls, at $x = 0$ and $x = L$, the boundary particles are simply reflected. The case $m_1 = m_2$ implies that velocities are simply exchanged during collisions and the model effectively maps to the non-interacting case studied in [25].

We consider the initial condition where the $N$ particles are uniformly distributed spatially in the left half of the box while their velocities are chosen from a Maxwell distribution at temperature $T_0$. This corresponds to an equilibrium distribution, in the left half of the box, with temperature $T_0$ and density $\rho_{\text{ini}} = 2N/L$. For a given microstate we will consider two choices of macrovariables. We study the evolution of these macrovariables and the associated Boltzmann entropies for the two cases: (i) starting from a single microstate chosen from the equilibrium distribution (in the left half of the box) and (ii) starting from an ensemble of microstates from the same equilibrium distribution.
2.2 Definition of Macrovariables and Entropies

We describe the two macrovariables that are studied in this work.

2.2.1 Choice I—The Density of Particles in Single-Particle Phase Space

Here we divide the single particle phase space $\mu \equiv (x, v)$ into cells of size $\Delta_\alpha = \Delta = \Delta x \Delta v$, centered at $(x_\alpha, v_\alpha)$, $\forall \alpha$. For a given microstate $X = \{x_i, v_i\}$ we count the number of particles, $N_\alpha$, in the $\alpha$-th cell centred at $(x_\alpha, v_\alpha)$. The empirical phase space density is then given by

$$f_\alpha(X) = \frac{N_\alpha(X)}{\Delta_\alpha}, \quad (6)$$

with the normalization $\sum_\alpha f_\alpha(X)\Delta_\alpha = N$. The set of values $\{f_\alpha(X)\}$ specifies our macrovariable corresponding to the microstate $X$. The volume of the $N$-particle phase space for a macrostate specified by a given set of values of $\{f_\alpha\}$ is $\prod_\alpha \left[\frac{\Delta N_\alpha}{N_\alpha!}\right]$, where $N_\alpha = f_\alpha\Delta_\alpha$. Using Stirling’s formula in the limit of large $N$, we get, up to an additive constant, the entropy per particle as

$$s_B^f(X) = \frac{S_B^f(X)}{N} = -\frac{1}{N} \sum_\alpha \Delta_\alpha f_\alpha(X) \ln f_\alpha(X), \quad (7)$$

for a given microstate $X$. We have assumed $k_B = 1$ throughout the paper. First, we will study the time evolution of this entropy as a single microstate evolves. Second, we will compare this with the entropy obtained by taking an average of the macrovariables over an initial ensemble of microstates. In this context, one can define a single-particle marginal distribution

$$F(x, v, t) = \sum_{i=1}^N \langle \delta(x_i(t) - x)\delta(v_i(t) - v) \rangle, \quad (8)$$

where the average is over the initial microstates chosen from the thermal equilibrium ensemble in the left half of the box. To compare with Eq. (6) we consider the following distributions with the same coarse-graining scale $\Delta_\alpha$:

$$F_\alpha(t) = \frac{1}{\Delta_\alpha} \int_{x,v\in\Delta_\alpha} dx \, dv F(x, v, t). \quad (9)$$

We associate to this distribution the following entropy per particle:

$$s_\Delta^F = -\frac{1}{N} \sum_\alpha \Delta_\alpha F_\alpha \ln F_\alpha. \quad (10)$$

Note that this cannot be directly interpreted as a Boltzmann entropy. Note that for our interacting gas, $F(x, v, t)$ obeys the Boltzmann-like equation

$$\partial_t F + v \partial_x F = [\partial_t F]_{\text{coll}}, \quad (11)$$

where the collision term involves two-particle distributions [30].

Typicality, a consequence of law of large number, suggests that as we increase the number of particles in case of a single microstate consistent with the given initial state $\{f_\alpha(0) = F_\alpha(0)\}$, the empirical $f_\alpha(t)$ approaches the marginal $F_\alpha(t)$ at all times. As a consequence, marginal values of all other fields and observables, such as entropy, will also agree with the
respective empirical values in the limit of large \( N \). In the case of non-interacting gas of equal masses, it has been shown that typicality holds \([25]\). We expect, that the interacting gas would also obey typicality that we test in the next section.

### 2.2.2 Choice II—The Spatial Density of Mass, Momentum, and Energy

In this case we divide the box \((0, L)\) into \( K = L/\ell \) number of identical subsystems, each having size \( \ell \). Now for a particular microstate \( X \), we denote the number of particles, total momentum, and total energy in the \( a \)th cell (centered at \( x_a = \ell(a - 1/2) \) for \( a = 1, 2, \ldots, K \)), respectively by \( N_a(X), P_a(X) \) and \( E_a(X) \). The corresponding macrostate \( U \) is specified by the values of the locally conserved quantities \( \{N_a, P_a, E_a\} \). Note that for our interacting gas, these are the only conserved quantities and the corresponding fields obey hydrodynamic equations \([28, 29]\). The densities associated to these conserved quantities are

\[
\rho_a = \frac{N_a}{\ell}, \quad p_a = \frac{P_a}{\ell}, \quad e_a = \frac{E_a}{\ell}.
\]

From these densities one can define the velocity field, the internal energy density, and temperature field as

\[
u_a = \frac{p_a}{m \rho_a}, \quad \epsilon_a = e_a - \frac{1}{2} m \rho_a \nu_a^2, \quad T_a = \frac{\epsilon_a}{\rho_a},
\]

with \( m = \frac{m_1 + m_2}{2} \).

The volume of the phase-space \( |\Gamma_U| \) corresponding to the macrostate \( U \) provides the Boltzmann’s entropy \( S_B^U = \ln |\Gamma_U| \). The volume \( |\Gamma_U| \) for given \( U \) for ideal gas can be computed easily. In the large \( N \) limit, one can express the entropy per particle as

\[
s_B^U = \frac{S_B^U}{N} = \frac{1}{N} \sum_a \rho_a \ell s(\rho_a, \epsilon_a),
\]

where \( s(\rho_a, \epsilon_a) \) is the ideal gas entropy per particle given, up to additive constant terms, by

\[
s(\rho_a, \epsilon_a) = -\ln \rho_a + \frac{1}{2} \ln \left( \frac{\epsilon_a}{\rho_a} \right) = \ln \left( \frac{\sqrt{T_a}}{\rho_a} \right).
\]

As the microstate \( X \) evolves, the macrovariable \( U \) evolves and consequently, \( S_B^U(t) \) also evolves which we study in the next section.

When the initial microstates are chosen from an ensemble corresponding to thermal equilibrium on the left half of the box, we then consider the average of the macrovariables denoted by \( \bar{U} = (\bar{N}_a, \bar{P}_a, \bar{E}_a) \) given by

\[
\bar{N}_a(t) = \int_{x_a - \ell/2}^{x_a + \ell/2} dx \int_{-\infty}^{\infty} dv \ F(x, v, t), \quad (16a)
\]

\[
\bar{P}_a(t) = \int_{x_a - \ell/2}^{x_a + \ell/2} dx \int_{-\infty}^{\infty} dv \ m v F(x, v, t), \quad (16b)
\]

\[
\bar{E}_a(t) = \int_{x_a - \ell/2}^{x_a + \ell/2} dx \int_{-\infty}^{\infty} dv \ \frac{1}{2} m v^2 F(x, v, t), \quad (16c)
\]
where $F(x, v, t)$ is defined in Eq. (8). Corresponding to the evolution of $\bar{U}$, we study the evolution of $\bar{S}_B = S^\bar{U}_B / N$

$$\bar{S}_B = \frac{1}{N} \sum_a \bar{\rho}_a \ell \, s(\bar{\rho}_a, \bar{\epsilon}_a),$$

(17)

where $\bar{\rho}_a = \bar{N}_a / \ell$ and $\bar{\epsilon}_a = (\bar{E}_a - \bar{P}^2_a / (2m \bar{N}_a)) / \ell$.

3 Results from Simulations

In this section, we present simulation results for the evolution of the macrovariables and the associated entropies during free expansion of our interacting gas. Initially, the system is prepared in thermal equilibrium at temperature $T_0$ in the left half of the box. The particles are uniformly distributed within $(0, L/2)$ and the velocities are distributed according to the Maxwell distribution given by

$$g_{eq}(v_i, T_0) = \left( \frac{m_i}{2\pi T_0} \right)^{1/2} \exp \left( -\frac{m_i v_i^2}{2T_0} \right).$$

(18)

We set the mass of the odd particles $m_1 = 2/3$ and of the even particles $m_2 = 4/3$ such that the effective mass $m = (m_1 + m_2) / 2 = 1$. Ideally, we should take the limits $N \to \infty$, $L \to \infty$ keeping fixed density $N/L$ and fixed coarse-graining scale $\Delta x$ so that it contains a sufficiently large number of particles. For our system, there is no microscopic length scale and the box size $L$ can be scaled out. Hence without loss of generality we have set $L = 4$ in all our simulations and consider the limits of large $N$ and $\Delta x \to 0$ (while ensuring large numbers in each cell). Note that temperature can also be trivially scaled out by rescaling time. Hence, again without loss of generality we set $T_0 = 2.5$.

We perform event-driven molecular dynamics simulation where the positions and velocities of the particles are updated only when a collision event takes place. Below we show some results for two choices of macrostates starting from either (i) a single microstate or (ii) an ensemble of microstates.

3.1 Choice I of the Macrovariables

We first consider a random single realization of the system consisting of $N = 50,000$ particles chosen from the above-mentioned canonical distribution in the left half of the box. In Fig. 2 we show the evolution of the distribution of particles in the $x$–$v$ space. Unlike the equal mass case, we observe a spreading of the distribution both in $x$ and $v$ directions due to the re-distribution of velocities through elastic collisions. We notice a shock front which is formed by the fastest particles. This front becomes more prominent after the collision with the right wall and speed of the shock front decrease with time because the overall speed of the fastest moving particles and their number at the front decrease due to interactions. At late time the distribution reaches a new equilibrium in the full box.

To compute the single-particle empirical distribution $f_\alpha(x, v, t)$ defined in Eq. (6) we divide the $\mu$-space ($x$–$v$ space) into equal grids of size $\Delta_\alpha = \Delta x \Delta v$ and count the number of particles in each cell. For the choice $\Delta x = 1$ and $\Delta v = 0.125$, we show in Fig. 3 the profile of $f_\alpha = f_\alpha / N$, at different instants of time. These are given by the solid red lines. We also compute the mean profile $\bar{F}_\alpha = F_\alpha / N$, where $F_\alpha$ is given by Eq. (9), by considering
Fig. 2 Distribution of $N = 50,000$ particles in $x$–$v$ plane at different times $t = 0, 0.5, 1, 2, 4$ and $10$. Initially all the particles with alternate masses $m_1 = 2/3$, $m_2 = 4/3$ are distributed uniformly within $(0, L/2)$ with $L = 4$. The initial velocities are chosen from Maxwell distribution given by Eq. (18) with temperature $T_0 = 2.5$. We notice a moving shock front which becomes more prominent after the collision with the right wall. The speed of the shock front is roughly associated with the fastest-moving particles and can be seen to decrease with time because of interactions.

Fig. 3 Plot of the single particle distribution $f_\alpha(x, v, t)$ as given by Eq. (6) at different times. The initial condition is the same as in Fig. 2. The red solid lines are empirical $f_\alpha(x, v, t) = f_\alpha(x, v, t)/N$. The black dashed lines are the corresponding marginals $F_\alpha(x, v, t) = F_\alpha(x, v, t)/N$ [defined in Eqs. (8) and (9)] calculated by taking average over $10^4$ realizations of identical systems with particle number $N = 4000$. We see a very good agreement between the empirical and marginal distribution functions which indicates the validity of typicality in this interacting system. The grid size was taken as $\Delta x = 1$ and $\Delta v = 0.125$.

an average over $10^4$ realizations from a microcanonical ensemble of the system with energy $E_0 = NT_0/2$. The black dashed lines in Fig. 3 represent $\tilde{F}_\alpha$. For the single realization, we considered $N = 5 \times 10^4$ particles while for the ensemble average we considered particle number $N = 4 \times 10^3$. We notice that both the empirical $\tilde{f}_\alpha$ and marginal $\tilde{F}_\alpha$ agree quite well.

In Fig. 4 we show a more detailed comparison between $\tilde{f}$ and $\tilde{F}$ in the cells at $x = L/4$ and $x = 3L/4$, at different times, and see very good agreement between the two. A few interesting qualitative features that we notice are: (i) At $t = 0$ out of the four spatial cells, two are empty while two are uniformly filled with particles having Maxwell velocity distribution; (ii) As time evolves the fast particles move into the third and fourth cells and consequently we see
velocity distributions developing in those cells. These distributions are not normalized since the area under the curves correspond to the mean densities in each cell which change with time and eventually reach the equilibrium value; (iii) In Fig. 4 we see that at times \( t = 0.5 \) and \( t = 1.0 \), there is a positive mean velocity in the third cell but the gas is cooler and the distribution is asymmetric. At time \( t = 2.0 \), the gas in this cell is hotter than in the first cell; (iv) In Fig. 4 we also see clearly the approach to the final equilibrium state. The agreement between \( \tilde{f}_\alpha \) and \( \tilde{F}_\alpha \) signifies typicality in our interacting system, in the sense that the mean macroscopic behavior and that of individual trajectories are the same.

We show in Fig. 5 the evolution of the entropies \( s_f^B(t) \) (solid lines) from Eq. (7) and \( s_F^B(t) \) (dashed lines) from Eq. (10), for (a) different values of \( \Delta x \) with fixed \( \Delta v \) and (b) different values of \( \Delta v \) with fixed \( \Delta x \). In all cases, \( s_f^B \) was evaluated from a single trajectory with \( N = 5 \times 10^4 \) particles while \( s_F^B \) was evaluated for \( N = 4 \times 10^3 \) particles by averaging over \( 10^4 \) realizations. The additive constants in the entropy expressions are fixed in such a way that at \( t = 0 \), \( s_f^B(0) \) agrees with \( s_U^B(0) \) [given by Eq. (17)]. We observe a non-monotonous (oscillatory) increase of both \( s_f^B \) and \( s_F^B \) when \( \Delta x \) is large, however, this non-monotonicity disappears as we go to lower \( \Delta x \). This oscillatory behavior, as will be explained later, is related to the movement of the shock front [see Fig. 2] across spatial cells of size \( \Delta x \) [see Sect. 3.2]. In panel (b) we observe a monotonous increase of entropy with time for all \( \Delta v \). In both the panels we notice that with decreasing cell size \( \Delta \), the entropy curves, \( s_B^F \), converge to a single curve. However, \( s_B^f \) initially appears to converge on decreasing \( \Delta \), but fails to do

![Fig. 4](image-url)

Here we plot the velocity distribution \( f_\alpha(x, v, t) \) in two spatial cells at \( x = L/4 \) (first cell) and \( x = 3L/4 \) (third cell), at different instants of times where we divide the system into four spatial cells as in Fig. 3. The initial condition is also the same in Fig. 2. For spatial cell at \( x = L/4 \), we plot the empirical \( \tilde{f}_\alpha(x,v,t) = f_\alpha(x,v,t)/N \) for \( N = 5000 \) (green thin solid lines) and \( N = 50,000 \) (yellow thick solid lines). The magenta dashed lines are the corresponding marginals \( \tilde{F}_\alpha(x,v,t) = F_\alpha(x,v,t)/N \) calculated by taking an average over \( 10^4 \) realizations of identical systems with particle number \( N = 4000 \). Similarly, for the cell at \( x = 3L/4 \), we plot \( \tilde{f}_\alpha(x,v,t) \) for \( N = 5000 \) (blue thin solid lines) and \( N = 50,000 \) (red thick solid lines). The black dashed lines are the respective marginal values. Note that at \( t = 0 \), there is no profile for \( x = 3L/4 \) cell as there is no particle at that moment. In addition to that, we plot the final equilibrium distribution by brown dashed lines in each panel. We observe that the fluctuations in the empirical fields decrease with increasing \( N \) and they approach the mean profiles thus demonstrating the validity of typicality. The profiles for both cells approach the equilibrium one at long times (Color figure online)
so on a further decrease in cell size $\Delta$ which is a consequence of finite size effects. On the other hand, as shown by dashed lines in Fig. 5, the entropy $s_B^f$ for the marginal distribution $F$ converges with decreasing $\Delta$. Moreover, in the inset of Fig. 5b we also observe convergence with increasing $N$ for fixed $\Delta$.

We now explain the finite size effects observed in Fig. 5. Ideally, one would expect a convergence of the entropy growth curves provided the limit $N \to \infty$ is taken before the $\Delta \to 0$ limit while keeping $N_\Delta = \frac{\Delta}{L_{\ell/v}}$ fixed at some large value. Here $v_{th} \sim \sqrt{T}$ is the typical speed. We illustrate this behavior in Fig. 6 where in panels (a), (b), (c), we plot the evolution of $s_B^f$ for $\Delta v = 1.0$, 0.5 and 0.25, respectively, with $\Delta x = 0.125$. In all cases, we observe convergence with increasing $N$ for fixed $\Delta = \Delta x \Delta v$. In Fig. 6d we observe the expected collapse of the entropy growth curve for different values of $N$ and $\Delta$ keeping $N_\Delta$ fixed. However, a collapsed curve corresponding to a given $N_\Delta$ is not the limiting growth curve of $s_B^f$, which would be obtained asymptotically in the limit of large $N_\Delta$ and is harder to achieve numerically. In Fig. 6d, we plot the collapsed curves for both $s_B^f$ and $s_B^F$, for two different sets of values of $N_\Delta$ (different for $s_B^f$ and $s_B^F$). We see that for $s_B^F$ we already see convergence giving us the asymptotic $s_B^F$ curve. On the other hand, we see that with increasing $N_\Delta$ the collapsed $s_B^f$ curves approach the asymptotic $s_B^F$ curve. We thus note that the asymptotic growth curve of $s_B^F$ (expected to be the same as for $s_B^f$) is obtained at relatively smaller system sizes compared to $s_B^F$.

3.2 Choice II of the Macrovariables

To compute our second set of macrovariables, $U = (N_a, P_a, E_a)$, we divide the box $(0, L)$ into $K$ equal cells each of length $\ell = L/K$ centred at $x_a = (a - 1/2)\ell$ for $a = 1, 2, \ldots, K$ and evaluate the fields $\{\rho_a, u_a, T_a\}$ defined in Eqs. (12) and (13). As for choice I, we again study the evolution of macrovariables starting from either a single microstate or from an ensemble of microstates corresponding to a thermal ensemble in the left half of the box.

In Fig. 7 we plot the empirical fields obtained from a single trajectory for particle numbers

![Figure 5](image-url)
Fig. 6 Plot showing evolution of $S_f^B(t)$ with time and their dependence on particle number $N$ and coarse-graining size $\Delta v$. We keep fixed $\Delta x = 0.125$ and show the convergence of entropy with increasing system size for a $\Delta v = 1.0$, b $\Delta v = 0.5$, and c $\Delta v = 0.25$. In d we see collapse of the $s_f^B$ evolution data for different values of $N$ and $\Delta$ keeping $N_\Delta = \frac{N}{\Delta v}$ fixed at two values, $\sim 123$ and 246, respectively. We observe as $N_\Delta$ increases the $s_f^B$ converges to the expected limiting curve. This limiting curve is obtained from the data collapse of $s_F^B$ with different $N$ and $\Delta$ keeping $N_\Delta$ fixed (at values $\sim 10$ and 20) and convergence among the collapsed curves for different $N_\Delta$ (solid lines). The initial condition and the parameter values are the same as used in Fig. 3 (Color figure online).

$N = 5000$ and $5 \times 10^4$. We also plot the marginal fields computed by taking an average over $10^4$ trajectories with $N = 4000$ particles and total energy $E_0 = NT_0/2$. We observe that the fluctuation of empirical fields around the mean marginal value decreases with increasing particle number and they converge to the corresponding marginal profiles, expected as a consequence of typicality. In principle, these profiles can be understood from the solution of Euler equations till the time the gas hits the right boundary. Interestingly, after the gas gets reflected from the right wall, a visible discontinuity appears due to the motion of the shock in all three profiles as can be seen from the plots at $t = 1$ and $t = 2$ in Fig. 7. The positions of the shocks are the same as those observed in Fig. 2.

We further check whether $N = 4000$ is sufficient to provide profiles of the marginal fields. In order to do that we plot the marginal profiles, namely, density $\bar{\rho}(x, t)$, velocity $\bar{u}(x, t)$, and temperature $\bar{T}(x, t)$ in Fig. 8 for different particle numbers $N = 1000, 2000$ and 4000. We find that the convergence is good enough at $N = 4000$.

Using the three fields, we obtain the entropy per particle $s_f^B(t)$ from Eqs. (15) and (17) and plot their time evolutions in Fig. 9a for different cell sizes $\ell$. As for the case of $s_f^B(t)$ we find that for the larger cell size $\ell = 1$, there is an oscillatory growth with time. This oscillation is related to the motion of the shock front [see Fig. 2]. As the shock front enters a new cell of size $\ell$ the overall density field in the full box tends to become more homogeneous, hence the
Fig. 7  Plot of the evolution of spatial profiles (solid lines) of three locally conserved fields density $\rho(x, t)$, velocity $u(x, t)$, and temperature $T(x, t)$ together with the corresponding marginal profiles (dashed lines) $\bar{\rho}$, $\bar{u}$, and $\bar{T}$ obtained from the initial condition and parameter values given in Fig. 2 and with $\ell = 0.125$. The density is normalized by the mean value $\rho_0 = N/L$. The left and right panels show profiles at respectively smaller and higher times. Empirical profiles are plotted for $N = 5000$ (green solid lines) and 50,000 (yellow solid lines) whereas the marginal profiles for $N = 4000$ were calculated by averaging over $10^4$ initial configurations. We see that the fluctuations in the empirical fields die out with increasing $N$ and they approach towards the corresponding mean profiles, thus verifying typicality. We notice a shock in the profiles at times $t = 1$ and $t = 2$, just after the expanding gas hits the right wall. At $t = 9$, the profiles are approaching the final flat equilibrium profiles (Color figure online)

total entropy starts increasing. This increase will continue till the front reaches the end of the cell which occurs on a timescale $\ell/v_{\text{front}}$. However, at this point particles are exiting the cell at a faster rate than they are entering from the preceding cell. Hence, while the inhomogeneity with the next cell decreases, that with the preceding cell increases and we see a decrease of entropy, again till the time the front enters a fresh cell. This argument leads to an oscillation period proportional to $\ell$. This is consistent with the oscillation period in the $\ell = 0.5$ (green)
Fig. 8 Plot of the marginal spatial profiles $\bar{\rho}(x,t)$, $\bar{u}(x,t)$, and $\bar{T}(x,t)$ at different times $t = 0$ (magenta lines), 0.5 (green lines), 2 (blue lines) and 10 (yellow lines) for $N = 1000$. The initial condition and parameter values are the same as in Fig. 2. The density is normalized by the mean value $\rho_0 = N/L$. To check the convergence with $N$, we plot all three profiles at the above-mentioned times for $N = 2000$ (black dashed lines) and $N = 4000$ (red dotted lines). The excellent agreement assures that $N = 4000$ is sufficiently large enough to perform marginal calculations (Color figure online).

Fig. 9a We plot entropy per particle $s^U_B(t)$ with time for different cell sizes $\ell$. The initial condition and parameters are the same as in Fig. 3. Like in Fig. 5, here also we observe a monotonic increment of entropy until it reaches its equilibrium value which is $\ln(2)$ higher than its initial value. The growth rate converges with decreasing cell size $\ell$. The solid and dotted lines correspond to $s^U_B(t)$ and $s^{\bar{U}}_B(t)$ respectively. b Comparison of $s^F_B(t)$ and $s^{\bar{U}}_B(t)$: $s^{\bar{U}}_B(t)$ is calculated for $\ell = 0.125$ whereas $s^F_B(t)$ is obtained for $\Delta x = 0.125$ and $\Delta v = 0.125$. The agreement between the two entropies is excellent. The number of particles used for these two plots is $N = 4000$

curve being half of that of the curve corresponding to $\ell = 1$ (magenta) as can be seen from Fig. 9a. These arguments also explain the oscillations observed for $s^F_B(t)$ in Fig. 5. For smaller values of $\ell$ the growth is monotonic and at long times the net change in entropy is close to the expected value of $\ln(2)$. Further, we observe that the entropy growth rates, for both $s^U_B$ and $s^{\bar{U}}_B$, at any time converge as we decrease $\ell$.

It is interesting to compare the entropies $s^F_B$ and $s^{\bar{U}}_B$ defined for the two choices of macrostates. It was argued in Sect. 1 that as a result of local equilibration within small cells, the two entropies should match. In Fig. 9b we plot $s^F_B(t)$ for grid size $\Delta x = 0.125$, $\Delta v = 0.125$ together with $s^{\bar{U}}_B(t)$ for cell size $\ell = 0.125$. We find an excellent agreement between the two, thus confirming our expectation from local equilibrium. Note that this is in sharp contrast to the equal mass case [28] where $s^F_B(t)$ was oscillatory and its growth rate decreased with a decrease in grid size. The presence of local thermal equilibrium is verified in Fig. 10, where we compare the numerically obtained marginal distribution $\tilde{F}_\alpha$ with the expression in Eq. (3) at a given position $x_\alpha$ for different times.
3.3 Results for Non-thermal Initial Condition and Mass Ratio Close to Unity

For the equal mass case $m_1 = m_2$, it was shown that there are atypical initial conditions for which the system never equilibrates and the entropy keeps oscillating [25]. In this section, we explore such initial conditions for our interacting gas, for which we expect monotonic growth and final saturation of the entropy. Another interesting question is how the entropy growth curve gets affected when the system is close to the integrable limit i.e. $m_2/m_1$ close to one. In this section, we explore these questions.

3.3.1 Atypical Initial Condition

We consider the case where particles are still initially uniformly distributed spatially in the left half of the box but assigned with alternating velocities $+\sqrt{T_0}$ and $-\sqrt{T_0}$, where $T_0 = 2.5$. Due to the presence of interaction, this atypical initial condition quickly develops to the form of a typical microstate and appears to approach the equilibrium state.
converge to the same evolution and show a monotonic growth. The atypicality of the initial state is displayed by the low initial value of the entropy $s_f^B$. Note that for the equal mass case, this initial condition would never reach equilibrium [25].

### 3.3.2 Mass Ratio Close to Unity

To explore the dependence of mass ratio of the alternate mass we consider the case with mass ratio $m_2/m_1 = 1.05$. Following the same procedure described in Sects. 3.1 and 3.2, and for the same parameter values, we calculate $s_f^B(t)$ and $s_{\bar{U}}^B(t)$ and plot them in the panel (b) of Fig. 12. We observe that even for this mass ratio close to unity, up to a long time, there is no oscillation in both the entropies. Both of them increase monotonically and reach equilibrium value which is $\ln(2)$ higher than its initial value. However, at smaller times the agreement between two entropies is not good possibly because the system takes longer to reach local equilibrium for $m_2/m_1$ is close to one.

### 3.4 Connection to Thermodynamic Entropy and Dissipation

In the limit of $N \to \infty$ and $\ell \to 0$, the $U$-macrovariables lead to the following definitions of the hydrodynamic fields:

\begin{align}
\rho(x,t) &= \sum_i \langle m_i \delta(x-x_i) \rangle, \\
p(x,t) &= \sum_i \langle m_i v_i \delta(x-x_i) \rangle, \\
e(x,t) &= \sum_i \langle m_i \frac{v_i^2}{2} \delta(x-x_i) \rangle.
\end{align}
It can be shown [30] that they satisfy the exact evolution equations
\begin{align}
\frac{\partial t}{\partial t} \rho + \partial x p(x, t) &= 0, \\
\frac{\partial t}{\partial t} p(x, t) + \partial x (2e) &= 0, \\
\frac{\partial t}{\partial t} e + \partial x J &= 0, 
\end{align}
where we have introduced the local current density field
\[
J(x, t) = \sum_i \left( m_i \frac{v_i^3}{2} \delta(x - x_i) \right).
\] (21)

Since \( J(x, t) \) is an independent field, the above equations are not really the autonomous equations of hydrodynamics.

However, let us write the above equations in a form resembling standard hydrodynamics. For this we define the velocity field \( u(x, t) = p(x, t)/\rho(x, t) \) and temperature field \( T(x, t)/2 = \bar{\varepsilon}(x, t) = me/\rho - mu^2/2 \) and note the ideal gas relation \( P = \rho T/m \). We can then write Eq. (20) in the form:
\begin{align}
\frac{\partial t}{\partial t} \rho + \partial x (\rho u) &= 0, \\
\frac{\partial t}{\partial t} (\rho u) + \partial x (\rho u^2 + P) &= 0, \\
\frac{\partial t}{\partial t} e + \partial x [u(e + P)] &= -\partial x J_s, 
\end{align}
where we have defined a new current after subtracting the reversible “Euler” part as
\[
J_s(x, t) = J - u(e + P). 
\] (23)

From Clausius’ definition of entropy \( Tsds = d\bar{\varepsilon} + \rho d(1/\rho) \) applied to an infinitesimal volume element, one can get the thermodynamic entropy \( s(x, t) = s(\bar{\varepsilon}, \rho) \) per particle [25]. As the density fields evolve the entropy \( s(x, t) \) evolves according to
\[
\frac{Ds}{Dt} = \frac{1}{T} \left[ \frac{D\bar{\varepsilon}}{Dt} - \frac{P}{\rho^2} \frac{D\rho}{Dt} \right] = -\frac{1}{T} \partial x J_s, 
\] (24)
where \( D/Dt = \partial_t + u \partial_x \) is the advective derivative. The rate of change of the total entropy in the box is then given by
\[
\frac{dS(t)}{dt} = -\int_0^L dx \frac{\partial x J_s}{T} = \int_0^L J_s \partial x T. 
\] (25)

We now compare this with the rate of growth of the Boltzmann entropy \( S^U_B \) for the same initial conditions of free expansion studied in Sect. 3. To this end, we numerically compute the current \( J_s \) using the data for the three fields and the local current density \( J(x, t) \) in Eq. (21) and use the above formula to compute the growth rate \( dS/dt \). We use a grid size \( \ell = 0.125 \). For the Boltzmann entropy we use Eq. (17) and again numerically compute the entropy growth rate. In Fig. 13a we compare the time-integrated values of the two entropies \( s(t) = S(t)/N \) and \( S^U_B(t) \), while in Fig. 13b we compare the corresponding entropy growth rates. In both cases, we find a very good agreement between the two. The period of oscillations seen in \( ds/dt \) corresponds roughly to the time taken by the shock front (see Fig. 2) to travel across the box. To find the spatial distribution of entropy production at different times, we also plot the integrand in Eq. (25), \(-J_s \partial x T/T^2 \), in the inset of Fig. 13b and find that it is non-negative and again roughly peaked at the position of the shock front (see Fig. 2).

For a system where Fourier’s law is valid one can express \( J_s \) in terms of the temperature field as: \( J_s = -\kappa \partial_x T \) and then the positivity of local entropy growth is guaranteed. For our
system, while we do not expect the validity of Fourier’s law (due to anomalous heat transport in one dimension), we have verified that the current $J_s$ still has the properties of a dissipative current i.e. locally positive entropy production.

## 4 Conclusion

In this paper, we studied the evolution of Boltzmann’s entropy in the alternate mass hard point gas which is a simple model of a one-dimensional interacting gas that however has ideal gas thermodynamics. In the set-up of free expansion inside a box, the Boltzmann’s entropy associated with two different macrovariables, $f$ and $U$, were studied for single realizations as well as ensembles of initial conditions. We summarize our main findings.

– We demonstrated typicality by showing the equivalence of results of the macrostate evolution from single microscopic realizations and from ensembles, in the limit of large $N$.

– Unlike the case of equal masses, studied in Ref. [25], here we find that $s_B^U$ converges to a limiting growth curve when one takes the limit $N \to \infty$, $\Delta \to 0$. We discussed the issue of finite size effects and subtleties, in obtaining the true limiting growth curve, by taking these limits in the proper way.

– As explained in the introduction, the presence of interactions is expected to lead to local thermal equilibrium, described by Eq. (3), which in turn would imply that the limiting growth curves for $s_B^f$ and $s_B^U$ are identical. We provided a direct numerical verification of Eq. (3) and also a clear demonstration of the equality of $s_B^f(t)$ and $s_B^U(t)$.

– We noted interesting features in the evolution of the single-particle phase space distribution as well as the hydrodynamic fields. In particular, we noted the presence of a shock front which leads to discontinuities in the hydrodynamic fields and oscillatory structures in the entropy growth curve.

– Finally we demonstrated the expected equivalence between the growth of Boltzmann’s entropy with the thermodynamic Clausius entropy. By writing the thermodynamic
entropy growth rate as a spatial integral, we are able to identify a local entropy production rate. We numerically demonstrate its positivity and show that it is peaked at the shock positions.

In conclusion, in this work, we studied the role of interactions and non-integrability on the evolution of Boltzmann’s entropy during free expansion. Other interesting questions include the evolution of Boltzmann’s entropy in interacting integrable systems, such as hard rods and the Toda model, and in quantum systems.
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