SOFT QUANTUM WAVEGUIDES IN THREE DIMENSIONS
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1. Introduction

Quantum mechanics of particles confined to regions of a tubular shape represents an interesting problem, both mathematically and from the practical point of view. On the one hand, there is an intriguing connection between spectral and transport properties of such systems and their geometry; for a survey we refer to [9] and the bibliography therein. On the other hand, we have here a natural model to describe numerous physical systems investigated experimentally such as semiconductor nanowires, cold atom waveguides, and many others, see e.g. [14].

Two frequently considered models of such a dynamics are hard-wall tubes, where the Hamiltonian is the Dirichlet Laplacian, and ‘leaky wires’, that is, singular Schrödinger operators formally written as $-\Delta - \alpha \delta(x - \Gamma)$, where $\Gamma$ is curve. As tools to describe real physical systems, both include idealizations. In the first case the tube boundary does now allow tunneling between different parts of such a guide. On the other hand, working with leaky wires we neglect the width of the guide. A natural way to overcome these deficiencies is to consider Schrödinger operators with a regular attractive potential in the form of a ‘ditch’ of a fixed profile; a natural name soft quantum waveguides for such systems was proposed recently [6].

In the mentioned paper it was shown that two-dimensional soft waveguides share an important property with their more idealized counterparts, namely that a bend of the potential channel can give rise to bound states of such a Hamiltonian, although the existence condition derived in [6] lacks the universality known in the said two models. Other recent results concern the existence of a discrete spectrum in the example of a ‘book cover’ guide [12] and a spectral optimization for ring-shaped soft guides [10]; a related two-body results can be found in [4].

One has to add that ‘soft’ constraints localizing particle motion to the vicinity of a more general Riemannian manifold have been considered before in different contexts; as a prime example one can mention the treatise [17] and the literature there. In most of this work, however, the focus is rather on the behavior of such systems in the situation when such a constraint is ‘tightening’, giving rise to an effective dynamics on the manifold; this approach roots in a decades-old physics idea how the quantization on manifolds can be dealt with [13, 16]. Particular cases of the zero-width of potential channels were also considered in the the theory of ‘leaky’ quantum guides [7, 8].

Returning to [6], the discussion there provided a list of open questions. One of them concerned a three-dimensional soft counterpart of the soft waveguides studied there, which is the topic of the present short paper. The extension is nontrivial; the reason is that the geometry of the problem is more complicated in three dimensions. Except the case when the waveguide profile has a rotational symmetry in the normal planes, one has to impose a restriction on the guide twist in order to get the effective attractive interaction analogous to that in the two-dimensional situation, otherwise one also has a competing effect of an effective repulsion coming from the torsion. Such a general case is considerably more complicated and we will not address it here.

Our aim is to derive a condition which ensures the existence of a discrete spectrum in a potential channel which is bent, but asymptotically straight, and twisted, respecting the mentioned restriction. The tool we use is the Birman-Schwinger technique. Let us describe briefly the contents of the paper. In the next section we state the problem in proper terms and list the assumptions we make. After that, in Sec. 3, we will show that as long as the channel remains asymptotically straight and the distance between the tube ends is unbounded, the bending does not affect its essential spectrum. In Sec. 4 we first show that a bent channel has bound states if it is deep enough, then we recall the Birman-Schwinger principle and work it out for our purposes. The main result, a sufficient condition of a quantitative nature for the existence of a discrete spectrum, is stated and proved in Sec. 5. Finally, we add a few concluding remarks.
2. The model

Let $\Gamma$ be an infinite curve in $\mathbb{R}^3$ free of self-intersections, in other words, graph of a function $\Gamma : \mathbb{R} \to \mathbb{R}^3$; with an abuse of notation we employ the same symbol for both. We suppose that $\Gamma$ is parametrized by its arc length, $|\Gamma'(s)| = 1$, and furthermore,

(a) $\Gamma$ is $C^2$-smooth.

This allows us to define a global system of curvilinear coordinates in the vicinity of $\Gamma$. As long as $\dddot{\Gamma}(s) \neq 0$ the curve has the unique Frenet triad frame $(t, n, b)$. This is no longer true if $\dddot{\Gamma}$ vanishes, either at a point or because $\Gamma$ has a straight segment. As it will become clear soon, however, our considerations involve rotations in the plane perpendicular to $\Gamma$ and the results do not change when the angle is shifted independently of $s$. Hence one can glue smoothly rotated local triads, and without loss of generality we may reason as if the Frenet frame existed globally. The three unit vectors satisfy, as functions of $s$, the Frenet formula

$$
\begin{pmatrix}
\dot{t} \\
\dot{n} \\
\dot{b}
\end{pmatrix} = \begin{pmatrix} 0 & \gamma & 0 \\
-\gamma & 0 & \tau \\
0 & -\tau & 0
\end{pmatrix} \begin{pmatrix} t \\
n \\
b
\end{pmatrix},
$$

where $\gamma, \tau$ are the curvature and torsion of $\Gamma$, respectively; recall that the knowledge of these functions allows us to reconstruct the curve uniquely up to Euclidean transformations. In addition, we suppose that the curve is such that

(b) $\gamma$ and $\tau$ are either of compact support, vanishing outside $[-s_0, s_0]$ for some $s_0 > 0$, or $\Gamma$ is $C^4$-smooth, $\gamma, \dot{\tau}$ are bounded, and the curvature $\gamma$ together with its first and second derivatives tend to zero as $|s| \to \infty$,

(c) $|\Gamma(s) - \Gamma(s')| \to \infty$ holds as $|s - s'| \to \infty$ (excluding, in particular, U-shaped curves).

The second ingredient is the support of the potential cross section. We suppose that it is an open precompact set $M \subset \mathbb{R}^2$ containing the origin of the coordinates and set $a := \sup_{x \in M} |x|$. Without loss of generality we may suppose that $M$ is simply connected as the reader will see from assumption (f) below. Given a function $\alpha : \mathbb{R} \to \mathbb{R}$, we define then the tubular region

$$
\Omega^{\alpha}_{\Gamma,M} := x(\mathbb{R} \times M), \quad x(s, r, \theta) := \Gamma(s) - r[n(s) \cos(\theta - \alpha) + b(s) \sin(\theta - \alpha)],
$$

in particular, $\Omega^{\alpha=0}_{\Gamma,M} := \mathbb{R} \times M$ corresponding to $x = \text{id}$ is the tube built along a straight line. In the following we often drop the superscript and subscript if they are clear from the context. Furthermore, we assume that

(d) the map $x$ is injective,

(e) $\dot{\alpha} = \tau$.

The first condition says, in other words, that the tube does not intersect itself. Locally the injectivity is guaranteed by the inequality $a \|\gamma\|_\infty < 1$, however, the global injectivity requirement is stronger. Assumption (e) ensures the existence of a locally orthogonal system of coordinates in which points of $\Omega$ are uniquely parametrized by the arc length $s$, the distance $r$ from $\Gamma$, and the angle $\theta$.

Assumption (e), on the other hand, usually referred to as Tang condition, specifies a particular subset of such parametrizations in which the torsion does not couple the transverse and longitudinal coordinates, cf. (3.2) below. It is a nontrivial restriction to the class of admissible tubes unless the cross section $M$ is a disc centered at the origin and, of course, the potential introduced below has the same symmetry. Spectral effects occurring in the absence of such a symmetry require a different technique and will be considered elsewhere.
As indicated in the introduction, we are interested in Schrödinger operators with an attractive potential supported in $\Omega_{\Gamma,M}$. Its profile is supposed to be

(f) a nonzero $V \geq 0$ from $L^\infty(\mathbb{R}^2)$ with $\text{supp } V \subset M$.

The support precompactness is vital for our reasoning, as well as the fact that the potential is nontrivial. The rest of the assumption, on the other hand, we make for simplicity of presentation. Most of our conclusions will remain valid without the positivity – used only in Corollary 5.3 – and boundedness – used in Proposition 4.2 – as long as the operator (2.2) below has a negative eigenvalue. Using the polar coordinates in the plane perpendicular to $\Gamma$, we set

\begin{equation}
\tilde{V} : \Omega_{\Gamma,M} \to \mathbb{R}_+, \quad \tilde{V}(x(s,r,\theta)) = V(r,\theta),
\end{equation}

\begin{equation}
H_{\Gamma,V} = -\Delta - \tilde{V}(x);
\end{equation}

in view of assumption (f) the operator domain is $D(-\Delta) = H^2(\mathbb{R}^3)$. It is also useful to introduce the comparison operator on $L^2(\mathbb{R}^2)$,

\begin{equation}
h_V = -\Delta - V(x)
\end{equation}

with the domain $H^2(\mathbb{R}^2)$ which has by assumption (f) a nonempty and finite discrete spectrum with

\begin{equation}
\epsilon_0 := \inf \sigma_{\text{disc}}(h_V) = \inf \sigma(h_V) \in (-\|V\|_{\infty}, 0),
\end{equation}

where $\epsilon_0$ is a simple eigenvalue and the associated eigenfunction $\phi_0 \in H^2(\mathbb{R})$ can be chosen strictly positive; with an abuse of notation we will employ the same symbol for this function and its restriction to the set $M$.

We are interested in the spectrum of $H_{\Gamma,V}$. The relation (2.3) helps us to find it in the situation when the generating curve is a straight line because in that case the variables separate and we have

\begin{equation}
\sigma(H_{\Gamma,V}) = \sigma_{\text{ess}}(H_{\Gamma,V}) = [\epsilon_0, \infty).
\end{equation}

We want to know what happens if $\Gamma$ satisfies assumptions (a)–(e) being not straight but at the same time asymptotically straight in the sense of assumption (b).

3. The essential spectrum

Let us first show that under the hypotheses made about the geometry of the potential support the essential spectrum given by (2.3) is preserved.

**Proposition 3.1.** Under assumptions (a)–(f) we have $\sigma_{\text{ess}}(H_{\Gamma,V}) = [\epsilon_0, \infty)$.

**Proof.** To begin with, we check that the lower bound of the essential spectrum cannot decrease, in other words, that

\begin{equation}
\inf \sigma_{\text{ess}}(H_{\Gamma,V}) = \epsilon_0.
\end{equation}

This can be done by Neumann bracketing; the argument is easier under the first part of assumption (f). In that case we split $\mathbb{R}^3$ into four parts and impose Neumann condition at their boundaries. The two important ones are semiinfinite cylinders $\Sigma_{\pm}$ of radius $\rho > a$ the axes of which coincide with the straight parts of $\Gamma$, the third is a bounded region $\Sigma_c$ complementing the two cylinders to a tubular neighborhood of $\Gamma$ containing $\Omega$, and the last one is the complement to the first three, $\Sigma_r = \mathbb{R}^3 \setminus (\Sigma_{\pm} \cup \Sigma_c)$. The corresponding operator estimates $H_{\Gamma,V}$ from below and since it is a direct sum, $H_{\Sigma_{\pm}}^N \oplus H_{\Sigma_c}^N \oplus H_{\Sigma_r}^N$, we may consider its parts separately. The first one is irrelevant because the operator is positive, the second one refers to a compact region and therefore it does not contribute to the essential spectrum. In the cylindrical regions the operators have separated
variables being of the form $-\left(\partial^2_N \otimes h_N^{\rho}\right)$, where $h_N^{\rho}$ is the restriction of $h_V$ to $L^2(\mathcal{B}_\rho(0))$ with Neumann boundary. By minimax principle we have $\inf \sigma_{\text{ess}}(H_{\Gamma,V}) \geq \epsilon(\rho)$, where the right-hand side is the lowest eigenvalue of this ‘transverse’ operator. Mimicking the argument of [2] one can check that $\epsilon(\rho) \to \epsilon_0$ holds as $\rho \to \infty$, in fact exponentially fast, and since in view of assumption [2] we can choose the splitting with $\rho$ arbitrarily large, we arrive at the relation (3.1).

If $\Gamma$ is only asymptotically straight according to the second part of assumption [3], we can use Neumann bracketing again, but the use of separated variables requires a modification. We replace the above $\Sigma_\pm$ by curved cylinders written with the help of the curvilinear coordinates as $\Sigma_\pm := x(I_\pm \times \mathcal{B}_\rho(0))$, where $I_\pm$ are halflines, $I_\pm := \{s : |s| < s_0\}$ for a suitable $s_0$. Regarding $\Sigma_\pm$ as Riemannian manifolds with a boundary, the corresponding metric tensor is

$$
(3.2) \quad (g_{ij}) = \begin{pmatrix}
1 + r\gamma \cos(\theta - \alpha) & r^2(\tau - \tilde{\alpha}) & 0 \\
0 & 1 & 0 \\
r^2(\tau - \tilde{\alpha}) & 0 & r^2
\end{pmatrix},
$$

cf. Sec. 1.3]. In particular, we have $g := \det(g_{ij}) = r^2 (1 + r\gamma \cos(\theta - \alpha))^2$ and the square root of this quantity is the Jacobian of the map $x$. Now assumption [3] comes to play: under it the metric tensor (3.2) becomes diagonal allowing us to separate variables at least asymptotically. To this aim, we use the unitary operator $\tilde{U} : L^2(\Sigma_\pm) \to L^2(I_\pm \times \mathcal{B}_\rho(0), g^{1/2}ds \, dr \, d\theta)$ associated with the map $x$, which turns $H_{\Gamma,V}|_{\Sigma_\pm}$ to the unitarily equivalent operator

$$
\tilde{H}_{\Gamma,V}^{(\pm)} := -\frac{1}{2} \partial_s r^2 g^{-1/2} \partial_s - g^{-1/2} \partial_r g^{1/2} \partial_r - g^{-1/2} \partial_\theta r^{-2} g^{1/2} \partial_\theta - V(r, \theta)
$$

associated with the quadratic form

$$
(3.3) \quad \psi \mapsto \|\tilde{H}_{\Gamma,V}^{(\pm)} 1/2 \psi\|_g^2 = \|rg^{-1/4} \partial_s \psi\|^2 + \|g^{1/4} \partial_r \psi\|^2 + \|g^{1/4} r^{-1} \partial_\theta \psi\|^2 - \|V^{1/2} \psi\|^2
$$

defined on $H^1(I_\pm \times \mathcal{B}_\rho(0))$; the subscript $g$ denotes the norm in $L^2(I_\pm \times \mathcal{B}_\rho(0), g^{1/2}ds \, dr \, d\theta)$. The first term on the right-hand side of (3.3) is bounded from below by $(1 + \rho \gamma_\pm) \rightarrow \infty - 1 \|r \partial_s \psi\|^2$, where $\gamma_\pm := \gamma|_{I_\pm}$, the next two have a similar lower bound with the factor $1 - \rho \gamma_\pm \rightarrow \infty$ in the numerator. By assumption we have $\gamma(s) \to 0$ as $|s| \to \infty$. Combining this fact with assumption [3] we infer that one can choose the radius $\rho$ and the arc length cut-off $s_0$ both large and at the same time in such a way that $1 \pm \rho |\gamma_\pm| \rightarrow \infty$ is arbitrarily close to one; in this way we obtain relation (3.1) again.

Note that we have not used here the full strength of assumption [3]. The operator $\tilde{H}_{\Gamma,V}^{(\pm)}$ exists provided $\Gamma \in C^3$, and to analyze it through the quadratic form (3.3) we need just $\Gamma \in C^2$ and no restrictions on the derivatives of $\gamma$ and $\tau$. The complete assumption makes it possible to pass to another pair of unitarily equivalent operators by removing the weight in the scalar product. This is achieved by using $U : L^2(\Sigma_\pm) \to L^2(I_\pm \times \mathcal{B}_\rho(0))$ defined as $U \psi = g^{1/4} \psi \circ x$. Explicitly, we have

$$
H_{\Gamma,V}^{(\pm)} := U H_{\Gamma,V}|_{\Sigma_\pm} U^{-1} = -\partial_s h^{-2} \partial_s - h_V|_{L^2(\mathcal{B}_\rho(0))} + V_\Gamma(s, r, \theta)
$$

where the effective potential is given by

$$
(3.5) \quad V_\Gamma(s, r, \theta) = -\frac{\gamma^2}{4h^2} + \frac{1}{2} \frac{h_{ss}}{h^3} - \frac{5}{4} \frac{h^2}{h^4}
$$
with
\[ h := g^{1/2} r^{-1} = 1 + r\gamma \cos(\theta - \alpha), \]
\[ h_s = r\gamma r \sin(\theta - \alpha) + r^2 \gamma \cos(\theta - \alpha), \]
\[ h_{ss} = r(\tilde{\gamma} - \gamma r^2) \cos(\theta - \alpha) + r(2\gamma \tau + \gamma \tau) \sin(\theta - \alpha). \]

To make the description complete, one would have to specify the boundary conditions satisfied by functions from the domain of \( H_{Γ,V}^{(+)} \) at the boundary of \( Σ_± \) — note that in contrast to Dirichlet conditions considered in [9, Sec. 1.3] the Neumann ones are not preserved by the transformation \( U \) — but in the present context they do not matter, since we will work in the rest of the proof with functions the supports of which are separated from \( ∂Σ_± \).

To finish the proof we have to check that there are no spectral gaps above \( ε_0 \). To this aim we use Weyl’s criterion; we pick functions \( v \in C_{0}^{∞}(ℝ) \) and \( w \in C_{0}^{∞}(ℝ^2) \) with the supports in \([-1, 1]\) and \( B_1(0) \), respectively, such that their norms are \( ∥v∥ = ∥w∥ = 1 \) and \( v(s) = w(s) = 1 \) holds in the vicinity of zero, and put
\[ (3.6) \]
\[ ψ(s,r,θ) = ν\sqrt{µ} v(µ(s - s_0)) w(νr,θ) φ_0(r,θ) e^{iks} \]
for \( µ, ν > 0 \), a fixed \( k \in ℝ \), and some \( s_0 > s_0; \) the support of this function is contained in \( Σ_+ \) as long as \( ν < ρ \). Both cases of assumption [11] may be considered simultaneously; if \( Γ \) is straight outside a compact, the used \( s, r, θ \) simply reduce to cylindrical coordinates in the vicinity of the straight parts. Since \( φ_0 \) is the eigenfunction of \( h_V \) corresponding to the eigenvalue \( ε_0 \) we get
\[ (H_{Γ,V}^{(+)} - ε_0 - k^2)ψ(s,r,θ) = ν\sqrt{µ} \left( -µ^2 v''(µ(s - s_0)) - 2ikµv'(µ(s - s_0)) \right) w(νr,θ) φ_0(r,θ) \]
\[ + v(µ(s - s_0)) \left( -ν^2(Δw)(νr,θ) φ_0(r,θ) - 2ν(∇w)(νr,θ) · (∇φ_0(r,θ)) \right) e^{iks} \]
We denote the four terms on right-hand side as \( f_j, j = 1, 2, 3, 4, \) and estimate their norms. Using a simple change of variables we get
\[ ∥f_1∥^2 = \int_{-1}^{1} dξ \int_{B_1(0)} µ^4 v''(ξ)^2 w(η,θ)^2 φ_0(νη,θ)^2 \eta dη dθ = µ^4 ∥v''∥^2 φ_0(1)^2 (1 + O(ν)), \]
where \( Σ \) stands for the origin of coordinates, and consequently, \( ∥f_1∥ = O(µ^2) \). In a similar way we find the behavior of the other three terms, \( ∥f_2∥ = O(µ), ∥f_3∥ = O(ν^2), \) and \( ∥f_4∥ = O(ν), \) hence \( ∥(H_{Γ,V}^{(+)} - ε_0 - k^2)ψ∥ \to 0 \) holds as \( µ, ν \to 0 \), and the same is true if we replace \( H_{Γ,V}^{(+)} \) by \( H_{Γ,V} \) and \( ψ \) by \( U^{-1}ψ \). To prove that any number larger than \( ε_0 \) belongs to \( σ_{ess}(H_{Γ,V}) \), it is thus enough to find a family of regions threaded by the curve, mutually disjoint, and increasing without bounds, both in the radial and longitudinal directions, and supporting functions \( ψ \) of the form \( (3.6) \). In view of assumptions [11] and [12], this is always possible. □

4. Discrete spectrum: preliminaries

As we have said, our main interest concerns the question whether a nontrivial geometry of the potential support can give rise to a discrete spectrum. Let us first note that in some situations one can get an affirmative answer almost for free. As an example, consider a soft flat-bottom waveguide referring to the transverse potential
\[ (4.1) \]
\[ V \equiv V_ε := εχ_M, \quad ε > 0, \]
where \( χ_M \) is the indicator function of the set \( M \). It is a common knowledge that a rectangular potential well yields Dirichlet boundary condition in the limit of infinite depth; recall that this
claim can be given a mathematically rigorous meaning in the sense of norm-resolvent convergence, cf. [3] Sec. 4.2.3 or [15] Sec. 21]. This makes it possible to use a known result about the spectrum of Dirichlet Laplacian in bent tubes.

**Proposition 4.1.** Suppose that \( \Gamma \) is not straight and assumptions (a)–(k) are satisfied, then the discrete spectrum of \( H_{\Gamma,V} \) is nonempty for all \( \epsilon \) large enough.

**Proof.** The operator family \( \{ H_{\Gamma,V} : \epsilon \geq 0 \} \) is clearly holomorphic of type (A) in the sense of Kato, and it is monotonous with respect to \( \epsilon \). The same is true for operators \( A_{\Gamma,V} := H_{\Gamma,V} + \epsilon \) which are positive and form an increasing family, \( A_{\Gamma,V} \geq A_{\Gamma,V} \), for \( \epsilon > \epsilon' \). Consequently, their eigenvalues \( \lambda_j(\epsilon) \) are then continuously increasing functions of \( \epsilon \), and as such they have limits as \( \epsilon \to \infty \). The same applies to the threshold of their essential spectrum. In view of the norm-resolvent convergence mentioned above, the said limits are the respective spectral quantities of the (negative) Dirichlet Laplacian in the tube \( \Omega \), the support of the potential \( V_\epsilon \) with the profile (1.1). Under the hypotheses made, the assumptions of Theorem 1.3 in [9] are satisfied, hence the limiting operator has a nonempty discrete spectrum below the continuum which starts at \( \nu_1 \), the ground state of \( -\Delta^D_M \). Consequently, for all sufficiently large \( \epsilon \) we have \( \sigma_{\text{disc}}(A_{\Gamma,V_\epsilon}) \neq \emptyset \), and the same is true, of course, for the shifted operators \( H_{\Gamma,V_\epsilon} \). \( \square \)

Let us note that the flat-bottom assumption is, in fact, not needed; a similar result can be obtained for potentials if the type \( V_\epsilon + W \) with \( W \in L^\infty(M) \) by a modification of the reasoning that led to Theorem 1.3 in [9]. We are not going to pursue this path, though, because we are looking for an existence result of a more quantitative nature.

The tool we are going to use to achieve this goal is the Birman-Schwinger principle: we rephrase the spectral problem of \( H_{\Gamma,V} \) as analysis of the bounded operator

\[
K_{\Gamma,V}(z) := \tilde{V}^{1/2}(-\Delta - z)^{-1}\tilde{V}^{1/2}
\]

in \( L^2(\mathbb{R}^3) \), where \( \tilde{V} \) is the potential given by (2.1a). Here \( z \in \mathbb{C} \setminus \mathbb{R}_+ \) is a fixed number from the resolvent set of the Laplacian; we are particularly interested in real values of the spectral parameter \( \kappa > 0 \). In that case the operator (4.2) is positive; assumption (c) allows us to regard it as a map \( L^2(\Omega) \to L^2(\Omega) \). The key result is the following:

**Proposition 4.2.** \( z \in \sigma_{\text{disc}}(H_{\Gamma,V}) \) holds if and only if \( 1 \in \sigma_{\text{disc}}(K_{\Gamma,V}(z)) \). Moreover, the function \( \kappa \mapsto K_{\Gamma,V}(\kappa^2) \) is continuous, decreasing in \( (0, \infty) \), and \( \|K_{\Gamma,V}(\kappa^2)\| \to 0 \) holds as \( \kappa \to \infty \).

**Proof.** The first claim is a particular case of a more general and commonly known result, see, e.g., [1]. The continuity follows from the functional calculus and we have

\[
\frac{d}{d\kappa}(\psi, \tilde{V}^{1/2}(-\Delta + \kappa^2)^{-1}\tilde{V}^{1/2}\psi) = -2\kappa(\psi, \tilde{V}^{1/2}(-\Delta + \kappa^2)^{-2}\tilde{V}^{1/2}\psi) < 0
\]

for any \( \psi \in L^2(\Omega) \) provided \( \tilde{V}^{1/2}\psi \neq 0 \) which proves the monotonicity. Finally, the simple estimate \( \|K_{\Gamma,V}(\kappa^2)\| \leq \kappa^{-2}\|V\|_\infty \) concludes the proof. \( \square \)

It is also useful to recall that if \( g \) is an eigenfunction of the operator (4.2) with eigenvalue one, the corresponding eigenfunction of the related \( H_{\Gamma,V} \) is given by

\[
\phi(x) = \int_{\text{supp} \tilde{V}} G_\kappa(x, x') \tilde{V}(x')^{1/2} g(x') \, dx',
\]
where $G_\kappa$ stands for the integral kernel of $(-\Delta + \kappa^2)^{-1}$. In our case we know the latter explicitly, which allows us to express the action of $K_{\Gamma',V}(z)$. In particular, for $z = -\kappa^2$ with $\kappa > 0$ it is an integral operator in $L^2(\Omega)$ with the kernel

$$K_{\Gamma',V}(x,x';-\kappa^2) = \tilde{V}^{1/2}(x) \frac{e^{-\kappa|x-x'|}}{4\pi|x-x'|} \tilde{V}^{-1/2}(x').$$

Now comes the moment when the part of assumption $\mathbf{I}$ requiring that the profile potential $V$ has a compact support, becomes important. It makes it possible to use the curvilinear coordinates introduced in the proof of Proposition $3.1$ and translate the problem into analysis of an operator in the ‘straightened’ tube. This is accomplished by means of the operator we have encountered already, however, this time we think of the straight tube as equipped with the cylindrical coordinates, $(4.4)$ $U : L^2(\Omega) \to L^2(\mathbb{R} \times M, r \, ds \, dr \, d\theta)$, $(U \psi)(s, r, \theta) = (1 + r \gamma(s) \cos(\theta - \alpha(s)))^{1/2} \psi(x(s, r, \theta))$;

we recall that by assumption $\mathbf{C}$ function $\alpha$ coincides with the derivative of the torsion; using it we pass from the Birman-Schwinger operator $K_{\Gamma',V}(-\kappa^2)$ to the unitarily equivalent one, $R_{\Gamma',V} := U K_{\Gamma',V}(-\kappa^2) U^{-1}$, which is an integral operator on $L^2(\mathbb{R} \times M, r \, ds \, dr \, d\theta)$ with the kernel

$$R_{\Gamma',V}(s,r,\theta; s',r',\theta') = W(s,r,\theta)^{1/2} \frac{e^{-\kappa|x-x'|}}{4\pi|x-x'|} W(s',r',\theta)^{1/2},$$

where $x = x(s, r, \theta)$, $x' = x(s', r', \theta')$, and the modified potential is given by

$$W(s,r,\theta) := (1 + r \gamma(s) \cos(\theta - \tau(s))) V(r, \theta).$$

Before proceeding to our main result, let us look at the spectrum of the Birman-Schwinger operator in the straight guide situation, $\Gamma = \Gamma_0$. In that case its kernel equals

$$R_{\Gamma_0, V}(s, x) = V(s, x)^{1/2} \frac{e^{-\kappa|x-x'|}}{4\pi|x-x'|} V(s', x')^{1/2},$$

where we write $x = (s, x)$ with the component $x$ corresponding to the point with polar coordinates $(r, \theta)$ so that $|x - x'| = [(s - s')^2 + (x-x')^2]^{1/2}$. With respect to the longitudinal variable $s$, the operator acts as a convolution, thus we can use the Fourier-Plancherel operator $F$ on $L^2(\mathbb{R})$ to pass to a unitarily equivalent operator having the form of a direct integral,

$$(F \otimes I) R_{\Gamma_0, V}(F \otimes I)^{-1} = \int_\mathbb{R} R_{\Gamma_0, V}(p) \, dp,$$

Using an integral identity for the Macdonald function, cf. $[11, 3.961.2]$, we find that the fibers in the decomposition $\mathbf{A}$ are integral operator on $L^2(M)$ with the kernels

$$R_{\Gamma_0, V}(z, x; p) = \frac{1}{2\pi} V(r, \theta)^{1/2} K_0(\sqrt{(\kappa^2 + p^2)(x-x')}) V(r', \theta')^{1/2}.$$

This, however, is nothing else than the Birman-Schwinger kernel of the operator $\mathbf{2A}$ for the spectral parameter $z = -\kappa^2$. By assumption, $\epsilon_0$ is the principal eigenvalue of $h_V$, hence the decomposition $\mathbf{A}$ in combination with Proposition $3.2$ shows that the number $-\kappa^2 = \epsilon_0 + p^2$.
belongs to the spectrum of $H_{\Gamma_0,V}$ for any $p \in \mathbb{R}$, in accordance with the relation (2.4) obtained by separation of variables. At the same time, the operator with the kernel (4.7) satisfies
\[
\sup \sigma(\mathcal{R}_{\Gamma_0,V}^\kappa) = 1,
\]
where $\kappa_0 := \sqrt{-\epsilon_0}$. To see that assume that the left-hand side is larger than one, then by Proposition 4.2 there would exist a number $\tilde{\kappa} > \kappa_0$ such that $1 \in \sigma(\mathcal{R}_{\Gamma_0,V}^{\tilde{\kappa}})$, however, this would mean that $-\tilde{\kappa}^2 \in \sigma(H_{\Gamma_0,V})$ in contradiction to (2.4).

Finally, we note the relation between the eigenfunction $\phi_0$ of $h_V$ and the eigenfunction $g_0$ of $\mathcal{R}_{\Gamma_0,V}^0(0)$ corresponding to the unit eigenvalue. On the one hand, we have
\[
g_0(z) = V^{1/2}(z)^{1/2}\phi_0(z),
\]
on the other hand, $\phi_0$ can be expressed in the way analogous to (4.3), this allows us to write the generalized eigenfunction associated with the bottom of $\sigma(H_{\Gamma_0,V})$ as
\[
\psi_0(s,x) = \phi_0(x) = \frac{1}{2\pi} \int_M K_0(\kappa_0|x - x'|) V(x')^{1/2} g_0(x') \, dx'.
\]

5. The main result

Now we are going to derive, with the help of Birman-Schwinger principle, a condition under which the soft quantum waveguide described by the Schrödinger operator $H_{\Gamma,V}$ possesses geometrically induced bound states.

**Theorem 5.1.** We adopt assumptions (iii)–(iv) and set
\[
\mathcal{E}_{\Gamma,V}^\kappa(s,r,\theta; s', r', \theta')
\]
:= $\phi_0(r, \theta) V(r, \theta) \left[ (1 + r^\gamma(s) \cos(\theta - \tau(s))^{1/2} \frac{e^{-\kappa|x(s,r,\theta) - x(s',r',\theta')|}}{4\pi|x(s,r,\theta) - x(s',r',\theta')|} \right.
\]
\[
\times \left. (1 + r'^\gamma(s') \cos(\theta' - \tau(s'))^{1/2} \frac{e^{-\kappa|x_0(s,r,\theta) - x_0(s',r',\theta')|}}{4\pi|x_0(s,r,\theta) - x_0(s',r',\theta')|} \right] V(r', \theta') \phi_0(r', \theta')
\]
for all $(s, r, \theta), (s', r', \theta') \in \mathbb{R} \times M$, where $x, x_0$ are points of $\Omega_{\Gamma,M}$ and $\Omega_{\Gamma_0,M}$ with those coordinates, respectively. Then $\sigma_{\text{disc}}(H_{\Gamma,V}) \neq \emptyset$ provided the following inequality holds for $\kappa = \kappa_0 := \sqrt{-\epsilon_0},$
\[
\int_{\mathbb{R}^2} ds \, ds' \int_{M \times M} \mathcal{E}_{\Gamma,V}^\kappa(s, r, \theta; s', r', \theta') \, rr' \, dr \, dr' \, d\theta \, d\theta' > 0.
\]

**Proof.** As in the two-dimensional case [6] we regard the bent shape of $\Omega$ as a perturbation of the straight guide; the transformation (4.4) allows us to do that by comparing operators acting in the same Hilbert space. Proposition 4.1 shows that the perturbations preserves the essential spectrum, hence by Proposition 4.2 the operator $H_{\Gamma,V}$ has at least one eigenvalue below $\epsilon_0$ if and only if the Birman-Schwinger operator $\mathcal{R}_{\Gamma,V}^\kappa$ has eigenvalue one for some $\kappa > \kappa_0$, and in view of the monotonicity of $\kappa \mapsto \mathcal{R}_{\Gamma,V}^\kappa$, this is equivalent to $\sup \sigma(\mathcal{R}_{\Gamma,V}^\kappa) > 1$. Thus it is sufficient to find a function $\psi_\eta \in L^2(\Omega_0^\kappa)$ such that
\[
(\psi, \mathcal{R}_{\Gamma,V}^\kappa \psi) - ||\psi||^2 > 0.
\]
To find a suitable trial function we combine the generalized eigenfunction, associated with the edge of the continuum, with a mollifier which makes it an element of the Hilbert space. The latter makes a positive contribution to the energy; to assess it we consider first the straight case, $\Gamma = \Gamma_0$. 


**Lemma 5.2.** Let \( \psi_\eta \in L^2(\mathbb{R} \times M) \) be of the form \( \psi_\eta(s, r, \theta) = h_\eta(s)g_0(r, \theta) \), where \( h_\eta(s) := h(\eta s) \) with a function \( h \in C^\infty_0(\mathbb{R}) \) such that \( h(s) = 1 \) holds in the vicinity of \( s = 0 \). Then
\[
(\psi_\eta, R^0_{\Gamma_0, V} \psi_\eta) - \|\psi_\eta\|^2 = O(\eta) \quad \text{as} \quad \eta \to 0 + .
\]

**Proof.** Since \( g_0 \) is by (4.8) and (4.9) an eigenfunction of \( R^0_{\Gamma_0, V}(0) \), the second term on the left-hand side can written as \(-\|h_\eta\|^2(g_0, R^0_{\Gamma_0, V}(0)g_0)\). Combining the two indicated relations with (4.7) we have thus to estimate the expression
\[
\frac{1}{2\pi} \int_{MM} g_0(r, \theta) V(r, \theta)^{1/2} \left( \int_{\mathbb{R}} |\hat{h}_\eta(p)|^2 K_0(\sqrt{\kappa_0^2 + p^2}|x - x'|) \, dp - \|h_\eta\|^2 K_0(\kappa_0|x - x'|) \right)
\times V(r', \theta')^{1/2} g_0(r', \theta') \, rr' \, dr'd\theta',
\]
where \( x, x' \) are again the points of \( M \) with the coordinates \((r, \theta)\) and \((r', \theta')\), respectively. The potential \( V \) is bounded by assumption and the same is true for the function \( f(10) \), so it is sufficient to check that
\[
\int_{\mathbb{R}} |\hat{h}_\eta(p)|^2 K_0(\sqrt{\kappa_0^2 + p^2}|x - x'|) \, dp - \|h_\eta\|^2 K_0(\kappa_0|x - x'|) = O(\eta)
\]
holds as \( \eta \to 0 \). The Fourier transform of \( h_\eta \) is \( \hat{h}_\eta(p) = \frac{1}{\eta} \hat{h}(\frac{x}{\eta}) \) which, in combination with the mean value theorem, allows us to write the first term on the left-hand side as
\[
\frac{1}{\eta} \int_{\mathbb{R}} |\hat{h}(\zeta)|^2 K_0(\sqrt{\kappa_0^2 + \eta^2 \zeta^2}|x - x'|) \, d\zeta = \frac{1}{\eta} (K_0(\kappa_0|x - x'|) + O(\eta^2)) \|\hat{h}\|^2,
\]
and using further the relations \( \|\hat{h}\| = \|h\| \) and \( \|h_\eta\|^2 = \frac{1}{\eta} \|h\|^2 \), we conclude the proof. \( \square \)

With this preliminary we can prove Theorem 5.1. Consider the difference of the Birman-Schwinger operators referring to the bent and straight case,
\[
D^\Gamma_{F, V} := R^\Gamma_{F, V} - R^\Gamma_{F_0, V}
\]
which is by (4.3) and (4.4) an integral operator on \( L^2(\mathbb{R} \times M, r \, ds \, dr \, d\theta) \) with the kernel
\[
D^\Gamma_{F, V}(s, r; s', r') = W(s, u)^{1/2} \frac{e^{-\kappa|x - x'|}}{4\pi|x - x'|} W(s', u')^{1/2} - V(u)^{1/2} \frac{e^{-\kappa|x_0 - x_0'|}}{4\pi|x_0 - x_0'|} V(u')^{1/2}
\]
Using (5.2) and (5.3) in combination with Lemma 5.2 we infer that \( \sup \sigma(R^\Gamma_{F_0, V}) > 1 \) would hold provided
\[
\lim_{\eta \to 0} (\psi_\eta, D^\Gamma_{F, V} \psi_\eta) > 0,
\]
and given our choice of \( h_\eta \), this happens in view of the dominant convergence theorem if
\[
\int_{\mathbb{R}^2} d\eta d\zeta \int_{MM} g_0(r, \theta) D^\Gamma_{F, V}(s, r; s', r') g_0(r' \theta') rr' \, dr'd\theta' > 0,
\]
however, in view of (4.6) and (4.10), this is nothing but the inequality (5.1). \( \square \)

The sufficient condition (5.1) is of a quantitative nature. Its application requires to evaluate the integral in the condition (5.1) which may not be an easy task in particular cases. Even without it, however, we can make conclusions about the existence of a discrete spectrum, for instance:

**Corollary 5.3.** Let \( \mathcal{V}_{\Gamma_0} \) be a family of profile potentials \( V \) satisfying assumption (1) and such that \( \inf \sigma(H_{\Gamma, V}) = \epsilon_0 \). Then to any \( \epsilon_0 > 0 \) there exists an \( a_0(\epsilon_0) \) such that \( \sigma_{\text{disc}}(H_{\Gamma, V}) \neq \emptyset \) holds for all \( V \in \mathcal{V}_{\Gamma_0} \) with \( a := \sup \{ x \in M \mid |x| < a_0(\epsilon_0) \} \).
Proof. It is straightforward to check that under our assumptions the integration in (5.1) can be performed in any order, hence the expression in question can be rewritten as

\[
\frac{1}{2\pi} \int_{M \times M} \phi_0(r, \theta) V(r, \theta) F(r, \theta; r', \theta') V(r', \theta') \phi_0(r', \theta') \, rr' \, dr \, dr' \, d\theta \, d\theta',
\]

where

\[
F(r, \theta; r', \theta') := \int_{\mathbb{R}^2} \left[ (1 + u \gamma(s))^\frac{1}{2} K_0(\kappa_0 |x(s, r, \theta) - x(s', r', \theta')|) (1 + u' \gamma(s'))^\frac{1}{2} 
\right.
\]

\[
- K_0(\kappa_0 |x_0(s, u) - x_0(s', u')|) \big] \, ds \, ds'.
\]

The function \( F(\cdot, \cdot) \) is well defined as long as assumption (e) guaranteeing the existence of the curvilinear coordinates is satisfied and it is continuous. Furthermore, we have

\[
F(0, 0) := \int_{\mathbb{R}^2} \left[ K_0(\kappa_0 |\Gamma(s) - \Gamma(s')|) - K_0(\kappa_0 |s - s'|) \big] \, ds \, ds' > 0,
\]

where \(0\) stands again for the origin of the coordinates in \(M\). Recall that the curve \(\Gamma\) is parametrized by its arc length so that \(|\Gamma(s) - \Gamma(s')| \leq |s - s'|\), and since \(\Gamma\) is not straight by assumption, there is an open set on which the inequality is sharp: the inequality (5.5) follows because the function \(K_0(\cdot)\) is decreasing in \((0, \infty)\). The continuity then implies the existence of a neighborhood \(U \times U\) of the point \((0, 0)\) on which \(F(r, \theta; r', \theta')\) is positive, and that in view of (5.4) in combination with the positivity of \(\phi_0 V\) yields the claim. □

6. Concluding remarks

The present result leaves various questions open. To begin with, the obtained sufficient condition is substantially weaker than the corresponding results for hard-wall tubes and leaky wires, in particular, it is not clear from it whether bound states do generally exist in shallow potential ditches. Of course, the Birman-Schwinger technique we employed here is not the only tool one could use. A natural alternative would be to seek variational estimates to the original Schrödinger operator \(H_{\Gamma, V}\). However, this is not easy either, the only example available so far concerns a rather particular case [12] and its extension to more general situations represents a challenge.

Furthermore, in contrast to the two-dimensional situation considered in [6] we have here an important geometric restriction expressed by assumption (c) which allowed us to separate effectively the longitudinal and transverse motion. It is not just a technical obstacle: in analogy with the properties of the Dirichlet Laplacian in twisted tubular regions [3] Sec. 1.7] one expects that a twist of the potential support violating the Tang condition will give rise to a repulsive effective interaction which, in particular, might lead to a spectral stability analogous to [5].

Another possible extension of the current analysis concerns spectral properties of Schrödinger operator with attractive potential of a fixed transverse profile supported in the vicinity of an infinite surface which is curved but asymptotically planar. One expects that the nontrivial geometry can again produce bound states, and in addition, that in distinction to tubes the global geometry of the interaction support may play role. In fact, we know that such a curvature-induced discrete spectrum may be infinite, as is the case in an example in which the generating surface is conical [4], however, a number of questions remains open here.
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