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Abstract

In this study, we propose a developed semi-analytic technique, so called the generalized residual power series method, to process higher-dimensional linear and nonlinear partial differential equations. The obtained solution is expressed in a form of rapidly convergent power series with easily computable coefficients. Solution can, in turn, be termed in an exact closed form. The results indicate the reliability, efficiency, and simplicity of the proposed scheme. This is achieved by handling the $(m+1)$-dimensional hyperbolic telegraph equation.
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1. Introduction

Hyperbolic partial differential equations (PDEs) are quite useful for many mathematicians because of their applications in physics and engineering [23]. These equations are represented usually by linear and nonlinear PDEs (NPDEs). Solving such equations allows physicists and engineers to draw conclusions in an efficient way, and for mathematics, such studies make the pure mathematics more meaningful. Over the last three decades, and while it is difficult to handle the nonlinear part of these equations, many techniques have been introduced for the numeric, semi-analytic, and exact analytical solutions of the NPDEs. To name few we can refer to the Adomian decomposition method (ADM) [5, 9], variational iteration method (VIM) [6, 16], homotopy analysis method (HAM) [24], homotopy perturbation method (HPM) [15], differential transform method (DTM), and its reduction (RDTM) [7, 8].

Recently, a semi-analytic technique, known as the residual power series method (RPSM), is proposed by Abu Arqub [1]. The RPSM is based on constructing power series expansion solution for nonlinear equations without transforming, linearizing, perturbation, discretization, or unnecessary assumptions with the help of residual error concepts, this method computes the coefficient of the power series by a chain of algebraic equations to get a series solution, in practice a truncated series solution. The main
advantage of this method over the other existing methods is the simplicity of direct application to nonlinear problems. The RPSM has been employed by many authors to solve ordinary differential equations of integer and fractional orders [21, 32] and references therein.

The aim of the present analysis is to generalize a method to tackle linear/nonlinear higher-dimensional partial differential equations. An analytic-numeric simulation to hyperbolic telegraph equation of higher-dimensional is conducted to obtain the efficiency, reliability, and accuracy of the generalized residual power series method (shortly GRPSM) [4, 10].

2. Basic ideas of GRPSM

To obtain a clear description of the GRPSM to handle the nonlinear problems, consider the \((m + 1)\)-dimensional, \(n^{th}\) order NPDE in general form

\[
\partial_t^n u (x_i, t) = F (t, x_i; u, \partial_t u, \ldots, \partial_t^{n-1} u, \partial_{x_1} u, \partial_{x_1}^2 u, \ldots), \quad (x_i, t) \in \mathbb{R}^m \times [0, T), i = 1, \ldots, m, \tag{2.1}
\]

where \(F\) is assumed to be sufficiently smooth on the indicated domain that contains the starting values. \(\partial_t^n u\) represents the \(q^{th}\) derivative of the analytic function \(u (x_1, \ldots, x_m, t)\) with respect to independent variable \(t\), and in the same way for other independent variables.

The GRPSM assumes the solution \(u (x_1, \ldots, x_m, t)\), of (2.1), in a form of power series

\[
u (x_i, t) = \sum_{j=0}^{\infty} \sum_{i_1=0}^{\infty} \cdots \sum_{i_m=0}^{\infty} a_{i_1, \ldots, i_m, j} \left( \prod_{k=1}^{m} (x_k - x_{k_0})^{i_k} \right) (t - t_0)^j.
\]

In more compact form,

\[
u (\tilde{x}, t) = \sum_{j=0}^{\infty} \tilde{x}_j (\tilde{x}) (t - t_0)^j, \tag{2.2}
\]

where \(\tilde{x}_j (\tilde{x}) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_m=0}^{\infty} a_{i_1, \ldots, i_m, j} \left( \prod_{p=1}^{m} (x_k - x_{k_0})^{i_k} \right)\) and \(\tilde{x} = (x_1, \ldots, x_m)\).

Subject to the initial conditions

\[
u (\tilde{x}, t_0) = u_0 (\tilde{x}), \partial_t u (\tilde{x}, t_0) = u_1 (\tilde{x}), \ldots, \partial_t^{n-1} u (\tilde{x}, t_0) = u_{n-1} (\tilde{x}), \tag{2.3}
\]

the initial approximation of \(u (\tilde{x}, t)\) will be

\[
u_{n-1} (\tilde{x}, t) = \sum_{j=0}^{n-1} \frac{1}{j!} \partial_t^{j} u (\tilde{x}, t_0) (t - t_0)^j = \sum_{j=0}^{n-1} \frac{1}{j!} u_j (\tilde{x}) (t - t_0)^j = \sum_{j=0}^{n-1} \tilde{x}_j (\tilde{x}) (t - t_0)^j. \tag{2.4}
\]

The \(k^{th}\) order approximate solution is defined by the truncated series

\[
u_k (\tilde{x}, t) = \nu_{n-1} (\tilde{x}, t) + \sum_{j=n}^{k} \tilde{x}_j (\tilde{x}) (t - t_0)^j, k \geq n, \tag{2.5}
\]

subject to

\[
\lim_{t \to t_0} \text{Res}_k (\tilde{x}, t) = 0, \tag{2.6}
\]

where \(\text{Res}_k (\tilde{x}, t)\) is the well-defined \(k^{th}\) residual function defined by

\[
\text{Res}_k (\tilde{x}, t) = \partial_t^n u_k (\tilde{x}, t) - \partial_t^n F (t, \tilde{x}; u, \partial_t u, \ldots, \partial_t^{n-1} u, \partial_{x_1} u, \partial_{x_1}^2 u, \ldots), \tag{2.7}
\]

which represents the basic idea of the GRPSM. The exact analytic solution of the initial-value problem, (2.1) and (2.3), is given by

\[
u (\tilde{x}, t) = \lim_{k \to \infty} \nu_k (\tilde{x}, t), \tag{2.8}
\]

provided that the series has exact closed form.
3. Convergence and error analysis

Under considerations mentioned in the previous section, the generalized residual power series scheme approaches the exact analytic solution as more and more terms be found. This fact will be inferred through the present analytical study of convergence and error estimating for applying the GRPSM to higher-dimensional NPDEs.

**Theorem 3.1.** If $F$ is an analytic operator on an open interval $I$ containing $t_0$, then the residual function $Res_k (\bar{x}, t)$ vanishes as $k$ approaches the infinity.

**Proof.** It is obvious by the definition of residual function (2.7) and since $F$ is assumed to be analytic. $\square$

**Lemma 3.2.** Suppose that $u (\bar{x}, t) = \sum_{j=0}^{\infty} \xi_j (\bar{x}) (t - t_0)^j$, then

$$[\partial_t^q u (\bar{x}, t)]_{t=t_0} = q! \xi_q (\bar{x}), \quad q \in \mathbb{N}.$$ 

**Proof.** The $q^{\text{th}}$ derivative of $u (x, t)$ with respect to $t$ is continuous at $t = t_0$. Therefore

$$[\partial_t^q u (\bar{x}, t)]_{t=t_0} = \lim_{t \to t_0} \partial_t^q u (x, t)$$

$$= \lim_{t \to t_0} \partial_t^q \left( \sum_{i=0}^{\infty} \xi_i (\bar{x}) (t - t_0)^i \right)$$

$$= \lim_{t \to t_0} \left( \sum_{i=0}^{\infty} \xi_i (\bar{x}) \partial_t^q (t - t_0)^i \right)$$

$$= \lim_{t \to t_0} \left( \sum_{i=0}^{\infty} \frac{(q+j)!}{j!} \xi_{q+j} (\bar{x}) (t - t_0)^i \right)$$

$$= \sum_{i=0}^{\infty} \left( \frac{(q+j)!}{j!} \xi_{q+j} (\bar{x}) \lim_{t \to t_0} (t - t_0)^i \right) = q! \xi_q (\bar{x}).$$

As a result of Theorem 3.1,

$$u^{(0,k)} (x, t_0) = - \lim_{t \to t_0} \partial_t^{k-n} (L_x u_k + R u_k + N u_k - H (x, t)), $$

which completes the proof. $\square$

**Theorem 3.3.** The approximate truncated series solution $u_k (\bar{x}, t)$ defined in (2.5) and obtained by applying the GRPSM for solving the (2.1) and (2.3) is the $k^{\text{th}}$ Taylor polynomial of $u (\bar{x}, t)$ about $t = t_0$. In general, as $k \to \infty$, the series solution in (2.8) concise the Taylor series expansion of $u (\bar{x}, t)$ centered at $t = t_0$.

**Proof.** For $k < n$, it is clear from the initial approximation of $u (\bar{x}, t)$ in (2.4). For $k \geq n$, it suffices to prove that

$$[\partial_t^k u (\bar{x}, t)]_{t=t_0} = \lim_{t \to t_0} \partial_t^{k-n} F (t, \bar{x}; u, \partial_t u_k, \ldots, \partial_t^{n-1} u_k, \partial_\bar{x} u, \partial_\bar{x}^2 u, \ldots).$$

Applying (2.6) to the $k^{\text{th}}$ order approximate solution given in (2.5), and using the result of Theorem 3.1, we get

$$0 = \lim_{k \to \infty} Res_k (\bar{x}, t) = \lim_{t \to t_0} (\partial_t^k u_k (\bar{x}, t) - \partial_t^{k-n} F (t, \bar{x}; u, \partial_t u_k, \ldots, \partial_t^{n-1} u_k, \partial_\bar{x} u, \partial_\bar{x}^2 u, \ldots))$$

$$= \lim_{t \to t_0} \partial_t^k u_k (\bar{x}, t) - \lim_{t \to t_0} \partial_t^{k-n} F (t, \bar{x}; u, \partial_t u_k, \ldots, \partial_t^{n-1} u_k, \partial_\bar{x} u, \partial_\bar{x}^2 u, \ldots).$$
As a result of Lemma 3.2,
\[ 0 = q! \xi_0 (\tilde{x}) - \lim_{t \to t_0} \partial_t^{k-n} R \left( t, \tilde{x}; u, \partial_t u, \ldots, \partial_t^{n-1} u_k, \partial_x u, \partial_x^2 u, \ldots \right), \]
which completes the proof. \[ \square \]

**Corollary 3.4.** Suppose that the truncated series \( u_k (x, t) \) (2.5) is used as an approximation to the solution \( u (x, t) \) of problem (2.1) and (2.3) on a strip
\[ S = \{(\tilde{x}, t) : \tilde{x} \in \mathbb{R}^m, |t - t_0| < \rho \}, \]
then numbers \( \eta (t) \), satisfy \( |\eta (t) - t_0| \leq \rho \), and \( \mu_k > 0 \) exists with
\[ |u (\tilde{x}, t) - u_k (\tilde{x}, t)| \leq \frac{\mu_k}{(k+1)!} \rho^{k+1}. \]

**Proof.** Theorem 3.1 implies that
\[ u (\tilde{x}, t) - u_k (\tilde{x}, t) = \sum_{j=k+1}^{\infty} \frac{1}{j!} \partial_t^j (u (\tilde{x}, t)) (t - t_0)^j. \]

Following the proof of Taylor’s Theorem [12], a number \( \eta (t) \in (t_0 - \rho, t_0 + \rho) \) exists with
\[ u (\tilde{x}, t) - u_k (\tilde{x}, t) = \frac{\partial_t^{k+1} u (\tilde{x}, \eta (t))}{(k+1)!} (t - t_0)^{k+1}. \]

Since the \((k+1)\)st-derivative of the analytic function \( u (x, t) \) with respect to \( t \) is bounded on \( S \), a number \( \mu_k \) also exists with \( |\partial_t^{k+1} u (\tilde{x}, t)| \leq \mu_k \) for all \( t \in [t_0 - \rho, t_0 + \rho] \). Hence we get the result. \[ \square \]

**Corollary 3.5.** The GRPSM results the exact analytic solution \( u (\tilde{x}, t) \) if it is a polynomial of \( t \).

4. Generalized hyperbolic telegraph equation

The telegraph equation was first introduced by Kirchhoff in 1857. But it was first examined by Poincare in 1893. The telegraph equation has both wave motion and diffusion properties. For example, in fluid dynamics, it shows the random motion of the particle, traveling of electromagnetic waves in super conducting media and propagation of pressure waves occurring in pulsatile blood flow in arteries [28]. It also describes wave propagation [33], random walk theory [11], and signal analysis [20].

The \( m \)-space-dimensional hyperbolic second-order telegraph equation is of the form
\[ \partial_t^2 u + (\alpha + \beta) \partial_t u + \alpha \beta u + \phi (u) = c^2 \partial_x^2 u + \psi (\tilde{x}, t), \quad \tilde{x} \in \Omega = \prod_{j=1}^{m} [a_j, b_j], t \geq 0, \quad (4.1) \]
where \( u (\tilde{x}, t) \) denotes either the voltage or current through the \( m \)-dimensional conductor at position \( \tilde{x} = (x_1, \ldots, x_m) \) at the time \( t \), \( \alpha = G/C, \beta = R/I, c^2 = 1/1 C, G \) is the conductance of a resistor, \( R \) is the resistance of the resistor, \( I \) is the inductance of the coil and \( C \) is the capacitance of the capacitor, \( \psi (\tilde{x}, t) \) is the inhomogeneous term, which is assumed to be analytic in time \( t \), and \( \phi (u) \) is the continuous nonlinear resorting term. For \( \alpha > 0 \) and \( \beta = 0 \), (4.1) models the damped wave equation in \( m \) dimensions.

Recently, many iterative methods were applied to handle various forms of telegraph equation. See [2, 3, 13, 14, 17–19, 22, 25–27, 29–31] and references therein. To illustrate the methodology of our technique discussed in Sections 2, consider (4.1) subject to the initial conditions
\[ u (\tilde{x}, t_0) = u_0 (\tilde{x}), \quad \partial_t u (\tilde{x}, t_0) = u_1 (\tilde{x}), \quad \tilde{x} \in \Omega, t_0 \geq 0. \]
The initial approximate solution is given in (2.4) for \( n = 2 \), that is
\[
 u_1 (\tilde{x}, t) = \xi_0 (\tilde{x}) + \xi_1 (\tilde{x}) (t - t_0),
\]
where \( \xi_0 (\tilde{x}) = u_0 (\tilde{x}) \) and \( \xi_1 (\tilde{x}) = u_1 (\tilde{x}) \). The \( k \)th order approximate solution is defined by
\[
 u_k (\tilde{x}, t) = u_1 (\tilde{x}, t) + \sum_{j=2}^{k} \xi_j (\tilde{x}) (t - t_0)^j, \quad k \geq 2.
\]  
(4.2)

For each \( k \),
\[
 \text{Res}_k (\tilde{x}, t) = \frac{\partial^k u_k (\tilde{x}, t)}{\partial t_k} + (\alpha + \beta) \frac{\partial^{k-1} u_k (\tilde{x}, t)}{\partial t^{k-1}} + \frac{\partial^{k-2}}{\partial t^{k-2}} \left[ \alpha \beta u_k + \phi (u_k) - c^2 \frac{\partial^2 u_k}{\partial x^2} - \psi (\tilde{x}, t) \right]
\]
is the associated residual function which satisfies \( \lim_{t \to t_0} \text{Res}_k (\tilde{x}, t) = 0 \). Following the mentioned procedure, and by solving the following equation
\[
 2\xi_2 (\tilde{x}) + (\alpha + \beta) \xi_1 (\tilde{x}) + \alpha \beta \xi_0 (\tilde{x}) + \phi (\xi_0 (\tilde{x})) - c^2 \frac{\partial^2 \xi_0 (\tilde{x})}{\partial x^2} - \psi (\tilde{x}, t_0) = 0,
\]
in term of \( \xi_2 (\tilde{x}) \), and by continuity of nonlinear operator \( \phi \), the first term of truncated series solution \( (k = 2) \) in (4.2) would be determined to be
\[
 \xi_2 (\tilde{x}) = -\frac{1}{2} \left[ (\alpha + \beta) \xi_1 (\tilde{x}) + \alpha \beta \xi_0 (\tilde{x}) + \phi (\xi_0 (\tilde{x})) - c^2 \frac{\partial^2 \xi_0 (\tilde{x})}{\partial x^2} - \psi (\tilde{x}, t_0) \right].
\]

Repeating the previous step for \( k = 3 \), the next unknown coefficient \( \xi_3 (\tilde{x}) \) of approximate series solution is calculated and got the form
\[
 \xi_3 (\tilde{x}) = -\frac{1}{6} \left[ 2 (\alpha + \beta) \xi_2 (\tilde{x}) + \alpha \beta \xi_1 (\tilde{x}) + \xi_1 (\tilde{x}) \frac{\partial \xi_0}{\partial x} \phi (\xi_0 (\tilde{x})) - c^2 \frac{\partial^2 \xi_0 (\tilde{x})}{\partial x^2} - \psi (\tilde{x}, t_0) \right].
\]
Continuing as before, more and more series solution coefficients can be obtained easily. The local truncation error is \( O (k + 1) \).

5. Numerical illustration

To validate the efficiency and reliability of the aforesaid technique, a higher dimensional test problem with quadratic nonlinear restoring is presented.
\[
 \frac{\partial^2 u (x, t)}{\partial x^2} + 2 \frac{\partial u (x, t)}{\partial t} + u (x, t) = \sum_{j=1}^{m} \frac{\partial^2}{\partial x_j^2} + e^{-4t + 2 \sum_{j=1}^{m} x_j} - m e^{-2t + \sum_{j=1}^{m} x_j},
\]
subject to the initial data
\[
 u (x, 0) = \sum_{j=1}^{m} x_j, \quad \frac{\partial u (x, 0)}{\partial t} = -2 \sum_{j=1}^{m} x_j.
\]

Following the analysis operated in previous section for solving telegraph equations, and with the aid of Mathematica software, we list the first few coefficients of series solution (2.2):
\[
 \xi_0 (x) = e^{\sum_{j=1}^{m} x_j}, \quad \xi_1 (x) = -2 e^{\sum_{j=1}^{m} x_j}, \quad \xi_2 (x) = 2 e^{\sum_{j=1}^{m} x_j}, \quad \xi_3 (x) = -\frac{4}{3} e^{\sum_{j=1}^{m} x_j}, \quad \xi_4 (x) = \frac{2}{3} e^{\sum_{j=1}^{m} x_j}, \quad \ldots \]
The general formula for the \( k \)th term is \( \xi_k (x) = \frac{(-2)^k}{k!} e^{\sum_{j=1}^{m} x_j} \). As \( k \to \infty \), the solution takes the form
\[
 u (x, t) = e^{\sum_{j=1}^{m} x_j} \sum_{k=1}^{\infty} \frac{(-2)^k}{k!} t^k = e^{-2t + \sum_{j=1}^{m} x_j}.
\]
The series solution leads to the exact solution obtained by Taylor’s expansion.
6. Conclusions

In this paper, the generalized residual power series method is devised to tackle multi-dimensional partial differential equations. The solution using new approach is given in series form without any need for perturbation techniques, special transformations, linearization or discretization. The method overcomes the complexity of computing integrals in some recent techniques and the large size of calculations in the others. The convergence proof and error analysis of the aforesaid technique are discussed deeply. The m-space-dimensional hyperbolic second-order telegraph equation is considered for finding exact analytic solution via generalized residual power series method. It is observed that the presented methodology is very powerful and efficient with high accuracy.
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