Network reconstruction by the stationary distribution of random walk process
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Abstract – It is known that the stationary distribution of the random walk process is dependent on the structure of the network. This could provide us a solution of the network reconstruction. However, the stationary distribution of the random walk process can only reflect the relative size of node degrees directly, how to infer the real connection is still a problem. In this paper, we will propose a method to reconstruct network by the random walk process, which can reconstruct the total number of links, degree sequence and links sequentially. In our method, only the stationary distribution is used, and no data of the evolution process is needed, such as the first passage time. We perform our method on some network models and real-world network, the results indicate our method can reconstruct networks accurately, even when we can not get the exact stationary distribution.

Introduction. – Many real-world complex systems can be considered as complex networks, such as biology [1,2], psychology [3], social and economic systems [4]. The dynamics in these networks are generally determined by their structures, so revealing the structure of network systems is one of the important ways to study the dynamics of complex systems [5]. However, not all the structures can be detected directly in practice, such as some biology network systems. To obtain the structure of such systems, the data-driven reconstruction is usually used [6,7]. Generally speaking, that is inferring the connection of an unknown network by analyzing the feedback information of some dynamics in that system.

Previous studies have already obtain many significant results with various reconstruction techniques. These reconstruction techniques are often based on data analysis of the time series of network dynamics, and the widely used dynamics are the ones that can be expressed as some first-order non-linear differential equations. For example, Timme et al reveal network connectivity by response dynamics [8], Wang et al infer the network structure with noise-bridge dynamics [9], Levnajic et al reconstruct network from random phase-resetting [10], and Yu et al estimate topology of networks with phase oscillators [11]. Besides, some special dynamics are also used in biology studies [12–16], such as DBNs [17] and gene regulatory [18]. Recent works extend reconstruction techniques to game theory [19], mean field theory [20], compressed sensing [21], epidemic spreading [22,23] and many other techniques [24,25]. Even in noisy network observations, some method can also be used to estimate the true network properties [26]. In addition, the link prediction methods are also one kind of the network reconstruction, which are usually used in recommender systems [27–29]. A difference is that the link prediction methods often use the information of the known links to infer the missing ones, however, the dynamic data is usually used for the traditional network reconstruction.

As a basic conclusion of the Markov process on networks, the stationary distribution of the random walk process depends on the network structure [30]. This correlation of the network structure and dynamic could also provide us a method of the network reconstruction. However, this correlation can only reflect the relative size of node degrees, how to infer the real connection is still a problem. In this paper, we will propose a method based on random walk process to infer the network connection. Only the stationary distribution is used in our method, the information of the evolution of random walk process...
is not required, such as the first passage time. So our method is more simple and fundamentally different with the one used in ref. \cite{31}.

This paper is organized as follows. In the next section, we review some basic conclusion of random walk on network first, and then give the details of our network reconstruction method. In Sec. III we will perform our method on some network models and real-world network. In the last section we will give a simple discussion.

**Method. – random walk** - The random walk process begins with a walker on a node, labeled as $i$. Then, it walks to one of its neighbor $j$ with probability $p_{ij}$, the so-called transition probability. If $p_{ij} = 1/k_i$, where $k_i$ is the degree of node $i$, this process is a totally random walk process, i.e., the walker has the same probability to go to any of its neighbors. For the case $p_{ij} \neq 1/k_i$, it is a biased random walk. However, the following conditions must be always met, 1) $p_{ij} = 0$, if nodes $i$ and $j$ are disconnected. 2) $\sum_j p_{ij} = 1$, where the sum over all the neighbors of node $i$.

In a connected network with size $N$, assuming there is only one walker, our focus is the probability $\pi_i(t)$ that the walker is on node $i$ at time $t$. Then, the master equation for the probability $\pi_i(t)$ can be written as

$$\pi_i(t + 1) = \sum_j p_{ji}\pi_j(t).$$

(1)

If $p_{ij} = 1/k_i$, when $t \to \infty$, i.e., in the steady state, it is well known that \cite{30}

$$\pi_i = \frac{k_i}{\sum_i k_i} = \frac{k_i}{2L}.$$  

(2)

Here, $L$ is the total number of links in the network. This is the stationary distribution of the random walk process.

**reconstruct degree.** - Obviously, eq. (2) can be used to infer the degree of each node of a network, when we obtain the stationary distribution $\pi_i$ of the random walk process in the network. However, the total number of links $L$ is also an unknown parameter, so we need to infer $L$ firstly. Once the total link number is obtained, we can infer the degree sequence by eq. (2) directly. Note that the number of nodes $N$ is a known parameter.

Next, we will show how to infer the total number of links. For the real total number of links $L_0$, all the degrees obtained by eq. (2) will be integers. However, a bad choice of $L$ in eq. (2) could make almost all the degrees be non-integers. Therefore, we can use the following parameter to quantitative analysis,

$$\Delta_l = \sum_i |k_i^l - [k_i^l + 0.5]|,$$

(3)

where $k_i^l$ is the degree of node $i$ obtained by letting $L = l$ in eq. (2). Note that $k_i^l$ may not be an integer. So, an integer degree we get from eq. (2) can be written as $[k_i^l + 0.5]$, and $[x]$ gives the largest integer that smaller than $x$. Considering the statistics fluctuation of $\pi_i$, it is clear that the $l$ corresponding to the minimum of $\Delta_l$ is the real total number of links $L_0$.

In practice, a rigorous way to find $L_0$ is checking $\Delta_l$ for every $l$ from $l = N$ \cite{32}. In fact, however, we need not to check so many $\Delta_l$ to find $L_0$. The reason is as following. As indicated by eq. (3), the minimum of $\Delta_l$ can also be found at $l = nL_0(n = 2, 3, 4, ...)$, Thus, if we find two nearby minimums at $l_1$ and $l_2$ ($l_2 > l_1$) that satisfy $l_1 = l_2 - l_1$, we can determine $l_1$ is the total number of links $L_0$, immediately. In addition, due to the statistics fluctuation of $\pi_i$ in practice, the minimums at $l = nL_0$ for large $n$ could be larger than that of $l = L_0$. Our simulation results in the next section will confirm these.

More important, this method of inferring the total number of links depends on that all the real degrees have no common factors. In a large network, it normally can find more than one node with prime-number degrees, which will make all the degrees have no common factors. Therefore, our method can be used in most of networks to infer the total number of links.

**reconstruct connection.** - As we know, the networks with the same degree distribution but different correlation could demonstrate entirely different phenomenon. So reconstructing the connection is also important after the degree sequence is obtained.

Since the random walk process is a Markov process, the stationary distributions $\pi_i$ and $\pi_j$ of two connected nodes $i$ and $j$ is positive correlation. That is when a node is visited with a high frequency by the walker, its neighbors will also be visited frequently. Correspondingly, if nodes $i$ and $j$ are non-adjacent, $\pi_i$ and $\pi_j$ will be independent of each other. This provides us a method to infer the connection of the network.

First, we perform the random walk process $M$ times on the network, thus for each $\pi_i$, we will have $M$ samples. Second, calculating the covariance $cov(\pi_i, \pi_j)$ of the $M$ samples for each pair $\pi_i$ and $\pi_j$. At last, connecting node pairs with the largest covariance one by one, until the degree sequence has been satisfied. In this step, when the degrees of two nodes are satisfied, they no longer need to be considered, even if the corresponding covariance is larger.

It may be added, in this step, there is no need to fix the transition probability $p_{ij} = 1/k_i$ for each random walk process, since this correlation of the stationary distributions $\pi_i$ and $\pi_j$ is also satisfied for biased random walk. This means that we need not to know the details of the transition probability for each realization. However, in order to reconstruct degrees by eq. (2) as shown in the last step, the transition probability $p_{ij}$ for each realization must be chosen from a distribution with expectation $1/k_i$. In this way, we can use the average $\pi_{ij}$ of these $M$ random walk processes to obtain the degrees, and then use the covariance $cov(\pi_i, \pi_j)$ of the $M$ samples to infer the connection.

To summarize, we can reconstruct a network as follow-
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Performing the random walk process $M$ times, for which the transition probability $p_{ij}$ is chosen from a distribution with expectation $1/k_i$, randomly.

2. Using eqs. (2), (3) and the average stationary distribution $\pi_i$ of the $M$ samples to obtain the total number of links $L$ and the degree sequence $k_i$.

3. Calculating the covariance $\text{cov}(\pi_i, \pi_j)$ of the $M$ samples for each pair of nodes $i$ and $j$, then connecting node pairs with the largest covariance one by one until all the degrees have been satisfied.

Simulation results. – First of all, it is needed to point out that in our simulation, the transition probability $p_{ij}$ used in each realization is randomly chosen from a uniform distribution with expectation $1/k_i$. This means that we do not know the detail process of each realization.

To evaluate the accuracy of our method, we first test our method of inferring the total number of links. In Fig. 1, we show $\Delta_l$ obtained by our method for Erdős-Rényi (ER), Watts-Strogatz (WS), Barabási-Albert (BA) and dolphin networks. One can find that our method gives a good reconstruction of the link number. The stationary distribution $\pi_i$ used in Fig. 1 is averaged from a larger number of samples. If we fix the transition probability $p_{ij} = 1/k_i$, only one realization can give a precise link number. In addition, we can find that for $l = nL_0 (n = 2, 3, 4, ...)$, $\Delta_l$ also gives a minimum. This is consistent with the conclusions of analysis in the last section. In Fig. 1(c), one can find that there are some other periodic minimums besides the ones at $l = nL_0$. These minimums are easy to be ruled out when we want to find the real $L_0$, since the period of the minimums cannot be less than $N - 1$. In short, the easy way to find $L_0$ is to get the position of the smallest $\Delta_l$, but sometimes it needs more computation.

In Fig. 2 we show the effect of the sample number $M$ on the accuracy of the link number prediction, in which $\alpha$ is defined as

$$\alpha = \frac{|L - L_0|}{L_0}. \quad (4)$$

Here, $L$ is the number of links obtained by our method. It is easy to know that the average stationary distribution $\pi_i$ could not obey eq. (2) exactly for small $M$. So we can obtain an accuracy link number only for a larger $M$. Furthermore, to check the dependency of our method on the accuracy of the feedback information, we added a Gaussian noise to the average stationary distribution $\pi_i$, before we use it to infer the link number. Here, the Gaussian noise means that the noise obeys the Gaussian distribution. We find that this noise has little effect on the reconstruction accuracy.

Before we verify the connection reconstruction, let us check the distribution of the covariance $\text{cov}(\pi_i, \pi_j)$ for adjacent and non-adjacent nodes firstly. From Fig. 3, we can find that the covariances for adjacent nodes are distributed around a positive value, which means they are correlated. Conversely, those of the non-adjacent nodes are distributed around zero. These results indicate that our method for reconstructing the connection is feasible.

In Figs. 3 and 5, the precision of the links reconstruction is shown. The two parameters use in Figs. 3 and 5 are defined as

$$\beta = 1 - \frac{\sum |k_i - k_{i0}|}{2L_0}. \quad (5)$$
Fig. 3: (color online) The frequency distribution of the covariance $\text{cov}(\pi_i, \pi_j)$ for adjacent and non-adjacent nodes. The four sub-figures are correspond to the ones shown in Fig. 2 respectively. The bin size is 0.05 for (a), (b) and (c), and 0.1 for (d).

$$\gamma = \frac{L^*}{L_0}$$

Here, $k_{i0}$ is the real degree of node $i$, and $L^*$ is the number of links recovered correctly. We can see that as the sample number $M$ increasing, the precision of the degrees and links reconstruction are both close to 1. In addition, the reconstruction of dolphin network is not so good as the other three. This is because this network is a high clustered network, and some nodes are hard to distinguish by the stationary distribution of random walk, which results in some erroneous predictions.

**Discussion.** Generally speaking, network reconstruction is that through analyzing the relation between the inputs and the corresponding outputs of a black box, and then inferring what is in the black box. For our method, it is not necessary to know the exact inputs (transition probability) for each realization, we can infer the network structure just by the statistical analysis of the outputs. At the same time, the information of the dynamic evolution process is also not required. These could be helpful for the network system that the inputs and the evolution can not be controlled exactly for each realization.

Actually, this method does not depend on random walk process. A network dynamic with the similar evolution form $X(t+1) = AX(t)$ could be used to network reconstruction as the way demonstrated in this paper, where $X(t)$ is the state distribution of each node at time step $t$. This is because the matrix $A$ contains the information of the degree sequence, such as eq. (1). Although for some dynamics, $X$ may not have the simple relation with the degree sequence as eq. (2), with some approximation or mathematical manipulation, this method is still valid. For example, the SIS epidemic model can be solved from an eigenvalue viewpoint [34].

Another potential application of reconstructing the degree sequence in our method could be the detection of the hidden nodes. If one gets a network but can not be sure whether it contains all the nodes, we may detect the hidden nodes by comparing the reconstructed degree sequence and the known nodes. One may further infer which nodes connect the hidden nodes.
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