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ABSTRACT

Empirical orthogonal functions, extensively used in weather/climate research, suffer serious geometric drawbacks such as orthogonality in space and time and mixing. The present paper presents a different version, the regularised (or smooth) empirical orthogonal function (EOF) method, by including a regularisation constraint, which originates from the field of regression/correlation of continuous variables. The method includes an extra unknown, the smoothing parameter, and solves a generalised eigenvalue problem and can overcome, therefore, some shortcomings of EOFs. For example, the geometrical constraints satisfied by conventional EOFs are relaxed. In addition, the method can help alleviate the mixing drawback. It can also be used in combination with other methods, which are based on downscaling or dimensionality reduction. The method has been applied to sea level pressure and sea surface temperature and yields an optimal value of the smoothing parameter. The method shows, in particular, that the leading sea level pressure pattern, with substantially larger explained variance compared to its EOF counterpart, has a pronounced Arctic Oscillation compared to the mixed North Atlantic Oscillation/Arctic Oscillation pattern of the leading EOF. The analysis of the remaining leading patterns and the application to sea surface temperature field and trend EOFs are also discussed.
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1. Introduction

Empirical orthogonal function (EOF) analysis is one of the earliest and most widely used method in the atmospheric science (Obukhov, 1947, 1960; Lorenz, 1956). The EOF analysis method can be used in different ways and can be adopted to various contexts (Jolliffe, 2002); that is, the EOFs are multipurpose. They can be used, for example, to identify modes of variability and propagating structures and permit dimensionality reduction. They can be applied in weather forecasting, statistical modelling, climate model validation, etc.; see, for example, the reviews of Hannachi et al. (2007) and Monahan et al. (2009).

The original context of EOFs (Obukhov, 1947; Fukuoka, 1951; Lorenz, 1956) was to achieve a decomposition of a continuous space–time field \( X(t,s) \), such as sea level pressure (SLP), where \( t \) and \( s \) denote, respectively, time and spatial location, as

\[
X(t,s) = \sum_{k=1}^{M} c_k(t) a_k(s) \tag{1}
\]

using an optimal set of basic functions of space \( a_k(t) \) and expansion functions of time \( c_k(t) \). The expansion [eq. (1)] is also known as Karhunen Loève expansion (Loève, 1978). In practice, we are given a (centred) data matrix \( X = (x_{ij}) \), \( i = 1, \ldots, n \) and \( j = 1, \ldots, d \), where \( n \) is the sample size and \( d \) is the number of grid points or degrees of freedom. Then, the EOF method finds a linear combination of the variables, that is, a set of weights \( u = (u_1, \ldots, u_d)^T \), such that the time series \( Xu \) has maximum variance. The EOFs are then obtained by solving the following eigenvalue problem:

\[
Su = \lambda u \tag{2}
\]

where \( S = \frac{1}{n-d} X^T X \) and represents the covariance matrix of the gridded data field \( X \).

EOFs are known to have a number of drawbacks resulting from the orthogonality in space and time, namely orthogonality of the EOF patterns and uncorrelatedness of the associated time series or principal components (PCs); see, for example, Jolliffe (2002), Hannachi (2007) and Monahan et al. (2009). Some alleviation methods have been proposed in the literature to relax the above-mentioned geometric constraints. Most of these methods are based on some sort of EOF rotation (Richman, 1986; Hannachi et al., 2007, 2009), but they all share a common feature, namely the lack of physicality as they are all geometrical in essence. Other methods have been proposed based, for example, on simplicity (Hannachi et al., 2006), optimal interpolation (Hannachi, 2008), optimal persistence
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(DelSole, 2001) or teleconnection (van Den Dool et al., 2000). These methods, however, are not directly linked to EOF analysis. Tipping and Bishop (1999) proposed probabilistic PC analysis. The method is reminiscent of factor analysis (e.g. Jolliffe, 2002). Though appealing, as it is based on a probabilistic model, the method maximises the likelihood via an iterative expectation–maximisation algorithm and therefore misses the benefit of the exact singular value decomposition algorithm.

Most weather/climate variables, for example, spatial fields, are of continuous nature. Conventional methods of multivariate data analysis deal mostly with observations at discrete steps, such as gridded data. Conventional EOF method is an example. Note, however, that the original context of EOFs was to obtain a decomposition of continuous fields as pointed out above [see eq. (1)]

The simulation of weather and climate has advanced to a point where scientists are now running global forecast models at very high resolutions. Climate models are lagging a bit behind regarding resolution but are not very far from their forecast analogues. The paradox, however, is that for practical purposes, in general, using gridded data fields with very high resolution can be a handicap particularly in the application of statistical and statistical–dynamical models in weather forecasting, downscaling, climate impact studies, etc. This has led to the development of methods to reduce the dimension of the state vector based, for example, on random projection (Seitola et al., 2014, 2015), which can reduce the problem size down to 1% of the original size. Although this method reduces the problem size of eq. (2) and thus the computational load, the aforementioned drawbacks, such as mixing, are not alleviated.

The main objective of this paper is twofold: (i) it attempts to address some of the drawbacks of the EOFs mentioned above regarding the geometric constraints, and (ii) addresses the issue of spatial continuity. In brief, the method considers finding the EOFs of a continuous field. Dealing with continuous fields, however, can lead to a kind of indeterminacy, which can be overcome by introducing some sort of regularisation (or smoothing). First, the regularisation procedure transforms the eigenvalue problem [eq. (1)] into a generalised eigenvalue problem, leading to the regularised or smooth EOFs, and consequently may overcome the issue of space–time orthogonality and related drawbacks such as mixing. Second, EOF regularisation provides a remedy to the drawback of downscaling the resolution. The paper can also be used for didactical purposes in addition to the epistemological value of the method. The paper can also be used for didactive purposes in weather forecasting, downscaling, climate impact studies, etc. This has led to the development of methods to reduce the dimension of the state vector based, for example, on random projection (Seitola et al., 2014, 2015), which can reduce the problem size down to 1% of the original size. Although this method reduces the problem size of eq. (2) and thus the computational load, the aforementioned drawbacks, such as mixing, are not alleviated.

The main objective of this paper is twofold: (i) it attempts to address some of the drawbacks of the EOFs mentioned above regarding the geometric constraints, and (ii) addresses the issue of spatial continuity. In brief, the method considers finding the EOFs of a continuous field. Dealing with continuous fields, however, can lead to a kind of indeterminacy, which can be overcome by introducing some sort of regularisation (or smoothing). First, the regularisation procedure transforms the eigenvalue problem [eq. (1)] into a generalised eigenvalue problem, leading to the regularised or smooth EOFs, and consequently may overcome the issue of space–time orthogonality and related drawbacks such as mixing. Second, EOF regularisation provides a remedy to the drawback of downscaling the resolution. The paper can also be used for didactical purposes in addition to the epistemological value of the method. The author was not aware of a similar work in the literature except the paper of Wang and Huang (2016), which was brought to the author’s attention by the reviewers. The objective of Wang and Huang (2016), however, is different from that of the present paper in that it aims at reducing the noise in the modes of variability particularly when the sample size is smaller than the number of variables, while conserving the spatial orthogonality property. In the remainder of the paper, the terms ‘regularised’ and ‘smooth’ EOFs will be used interchangeably.

The manuscript is organised as follows. Section 2 provides a background on the root of the problem, which emerges from functional canonical correlation analysis (CCA) and its indeterminacy. Section 3 discusses the smooth EOF method. An application to the sea surface temperature (SST) and SLP fields in addition to trend EOFs (TEOFs) is presented in Section 4, and a summary and discussion are given in the last section. Readers who are not interested in the technical details can skip to Section 3.4, which provides a brief summary of the method.

2. Functional and smooth CCA

2.1. Functional non-smooth CCA and indeterminacy

Continuous fields require in principle special attention in many cases. Before we discuss the problem of ‘regularised’ or ‘smooth’ EOFs of continuous fields it is instructive and also didactic to go to the root of the problem. The problem originates, in fact, in the field of regression and correlation analysis between two continuous variables or fields. For instance, in CCA and maximum covariance analysis (MCA) one seeks linear combinations of two fields that have maximum correlation or covariance, respectively. Let us assume, in the start, that we are given a sample of two continuous curves \( x_s(s) \) and \( y_k(s) \), \( k = 1, \ldots, n \). The variable \( s \) is now a continuous parameter varying in some finite interval \( I \) and \( n \) is again the sample size. For simplicity, we assume that the curves have been centred to have zero-mean, that is, \( \sum_{k=1}^{n} x_s(s) = \sum_{k=1}^{n} y_k(s) = 0 \), for all values of \( s \) within the above interval. This is like removing the ensemble mean of each field from each curve. Note that 's' here plays the role of variables in the discrete case and the index \( k \) refers to observation or realisation. Linear combinations of \( x_s(s) \) now involve ‘continuous’ weights, for example, function \( a(s) \), and take the form of an integral, that is,

\[
< a, x_k >= \int_I a(s)x_k(s)ds. \tag{3}
\]

In a similar manner to the standard discrete case, the objective of functional CCA is to find functions (or weights) \( a(s) \) and \( b(s) \) such that the cross-correlation between the linear combinations \( < a, x_k > \) and \( < b, y_k > \) is maximised. If we designate by \( S_{xy}() \) the covariance
function between $x$ and $y$, that is, $S_{xy}(r,s) = E[x(r)y(s)]$, then
the optimisation problem, applied to the population yields:

$$\max_{a,b} \int \int \int a(r)S_{xy}(r,s)b(s)drds$$

subject to the condition:

$$\int \int \int a(r)S_{xy}(r,s)a(s)drds = \int \int \int b(r)S_{xy}(r,s)b(s)drds = 1. \quad (5)$$

Note that eq. (5) is required to make the problem bounded, with a unique solution. As for conventional CCA, the optimisation problem [eqs. (4) and (5)] yields the eigenvalue problem:

$$\int S_{xy}(t,s)b(s)ds = \mu \int S_{xy}(t,s)a(s)ds$$
$$\int S_{xy}(t,s)a(t)dt = \mu \int S_{xy}(t,s)b(t)dt,$$

which can be written as a single generalised (integral) eigenvalue problem in matrix form.

In practice, we do not know the population covariance function which has to be estimated from the available sample. Now when the above result is applied to the sample curves, it turns out that there are always functions $a(s)$ and $b(s)$ that guarantee perfect correlation between the corresponding linear combinations $<a, x_k>$ and $<b, y_k>$, $k = 1, \ldots, n$. Furthermore, Leurgans et al. (1993) show that any linear combination of $x_k$ can be made perfectly correlated with the corresponding linear combination of $y_k$, $k = 1, \ldots, n$. This points to a conceptual problem, known as the indeterminacy problem, in estimating functional CCA from a finite sample using eqs. (4) and (5). This problem is overcome by introducing some sort of smoothing in the estimation as is shown next.

2.2. Smooth or regularised CCA/MCA

The above indeterminacy problem in continuous CCA is normally solved through some sort of ‘regularisation’ or ‘smoothing’. The regularisation procedure in CCA is similar to the idea of spline smoothing (Tikhonov, 1963; Morozov, 1984) used as a way to smoothly interpolate discrete data by means of piece-wise polynomials (Schoenberg, 1964; Wahba, 2000). To achieve this, the constraints [eq. (5)] are penalised by a smoothing condition taking the following form:

$$\int \int \int a(r)S_{xy}(r,s)a(s)drds + \alpha \int \left[\frac{d^2a(r)}{dr^2}\right]^2 dr$$
$$= \int \int \int b(r)S_{xy}(r,s)b(s)drds + \alpha \int \left[\frac{d^2b(r)}{dr^2}\right]^2 dr = 1 \quad (7)$$

where $\alpha$ is referred to as the smoothing parameter and is also unknown; see also Ramsay and Silverman (2006). Equation (4) subject to the smoothing constraint [eq. (7)] constitutes the basic problem of the regularised (or smooth) CCA.

To solve the optimisation problem [eq. (4)] subject to the smoothing constraints [eq. (7)], a few assumptions on the regularity of the functions involved are required. To ease the flow of the text, one considers the notations; $<a, b>_1 = \int a(s)b(s)ds$ for the natural scalar product between the weight functions $a()$ and $b()$, and $<a, b>_S = \int \int a(r)S(r,s)b(s)dsdr$ as the ‘weighted’ scalar product between $a()$ and $b()$. The functions involved, as well as their $n$th derivatives, $m = 1, \ldots, 4$, are supposed to be square integrable over the interval $I$. To simplify the equations, it is also assumed that the functions and their first four derivatives have periodic boundary conditions; that is, if $I = [\tau_0, \tau_1]$, then $\frac{d^4a}(ds^4)(\tau_0) = \frac{d^4a}(ds^4)(\tau_1), m = 1, \ldots, 4$. These conditions make the second-order differential operator $D^2()$, that is, $D^2a = \frac{d^2a}{ds^2}$, defined over the set of functions presented above over the interval $I$ self adjoint with respect to the scalar product $<, >_S$ and yields, through integration by parts, a simpler form of the constraints.

With these conditions, we have the following result:

**Theorem**

The solution to the problem [eqs. (4) and (7)], that is:

$$\max <a,b>_S,$$

s.t.

$$<a,b>_S + \alpha <D^2a, D^2b>_1 = <b,b>_S + \alpha <D^2b, D^2b>_1,$$

where $D^2a(s) = \frac{d^2a}{ds^2}(s)$ and similarly for $D^2b$, is necessarily given by the solution to the following integro-differential eigenvalue problem:

$$\int S_{xy}(r,s)a(r)dr = \mu \int S_{xy}(r,s)b(r)dr + \alpha \int D^2b(s)ds$$
$$\int S_{xy}(r,s)b(s)ds = \mu \int S_{xy}(r,s)a(s)ds + \alpha \int D^2a(r).$$

(8)

The same procedure can also be applied to the MCA to yield smooth MCA. In fact, smooth MCA is similar to smooth CCA except that the constraint conditions [eq. (7)] are replaced by:

$$\int [a(s)]^2 ds + \alpha \int [D^2a(s)]^2 ds$$
$$= \int [b(s)]^2 + \alpha \int [D^2b(s)]^2 ds = 1.$$
The optimisation problem [eq. (4)], subject to the normalisation constraint [eq. (9)], yields the following system of integro-differential equations:
\[
\begin{align*}
\int S_y(r,s) b(s) ds &= \mu (1 + z D^4) a(r) \\
\int S_x(r,s) a(r) dr &= \mu (1 + z D^4) b(s)
\end{align*}
\] (10)

2.3. Application of smooth MCA to continuous fields

We now suppose that we have two continuous spatial fields \(F(x,t_k)\) and \(G(y,t_k)\), observed at times \(t_k\), \(k = 1, \ldots, n\), where \(x\) and \(y\) represent continuous spatial locations. We also assume that the coordinates \(x\) and \(y\) vary in two spatial domains \(D_x\) and \(D_y\), respectively. The covariance function between the (zero-mean) fields \(F\) and \(G\) at \(x\) and \(y\) is given by:
\[
S(x,y) = \frac{1}{n-1} \sum_{k=1}^{n} F(x,t_k) G(y,t_k). \tag{11}
\]

The objective is then to identify (continuous) spatial patterns \(u(x)\) and \(v(y)\) maximising the integrated covariance, that is,
\[
\int_{D_x} \int_{D_y} u(x)S(x,y)v(y)dxdy \tag{12}
\]
subject to the smoothing constraints
\[
\int_{D_x} \left[ u^2(x) + z(\nabla^2 u(x))^2 \right] dx = 1
\]
\[
= \int_{D_y} \left[ v^2(y) + z(\nabla^2 v(y))^2 \right] dy \tag{13}
\]
where \(\nabla^2 u = \Delta u\) and represents the Laplacian of \(u\) and similarly for \(v\). In the Cartesian plane, for example, where \(x = (x_1, x_2)\), the Laplacian of \(u(x)\) is \(\nabla^2 u(x_1, x_2) = \left( \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} \right) u(x_1, x_2)\). The situation is exactly similar to eqs. (4) and (10) except that now one is dealing with spatial fields, and one gets the following integro-differential system:
\[
\begin{align*}
\int_{D_x} S(x,y)u(x)dxdy &= \mu (1 + z \Delta^2) v(y) \\
\int_{D_y} S(x,y)v(y)dydxdy &= \mu (1 + z \Delta^2) u(x).
\end{align*}
\] (14)

3. Functional and regularised EOFs

3.1. Basic problem formulation

Functional EOF analysis is concerned with EOF analysis applied to data which consist of curves or surfaces. In atmospheric science, for example, the observations consist of spatio-temporal fields that represent a discrete sampling of continuous variables, such as pressure or temperature at a set of finite grid points. Functional and smooth EOFs correspond to smooth MCA, as given by eq. (10), when the left and right fields are identical. Let us first look at the case of curves. We suppose that we are given a sample of \(n\) curves that constitute the coordinates of a vector curve \(x(s) = (x_1(s), \ldots, x_m(s))^T\), with zero-mean, that is, \(\sum_{s=1}^{n} x_i(s) = 0\) for all values of \(s\). The covariance function is given by:
\[
S(r,s) = \frac{1}{n-1} x^T(r)x(s) \tag{15}
\]
where \(r\) and \(s\) are in the domain of the definition of the curves. The problem then is to find smooth functions (EOFs) \(a(s)\), for all \(s\) in \(I\), maximising \(\langle a, Sa \rangle = \int \int S(r,s)a(r)a(s)dsdr\) subject to a normalisation constraint condition of the type \(\langle a, a \rangle > 1 + \int D^4aD^4a > 1 - 1 = 0\). The solution to this problem is then given by the following integro-differential equation:
\[
\int S(r,s)a(s)ds = \mu (1 + zD^4)a(r). \tag{16}
\]

The case of non-smooth EOFs, corresponding to \(z = 0\), is simply referred to as functional EOFs. One way to obtain functional non-smooth EOFs is to decompose the function \(a(\cdot)\) using a set of basis functions and obtain a linear system for the weights; see, for example, Jolliffe and Cadima (2016).

3.2. Case of spatial fields

Here we suppose that we observe a sample of zero-mean space–time field \(F(x,t_k)\) at times \(t_k\), \(k = 1, \ldots, n\) and \(x\) represents a spatial position. In a similar manner to eq. (11), the covariance function of the field is given by:
\[
S(x,y) = \frac{1}{n-1} \sum_{k=1}^{n} F(x,t_k)F(y,t_k). \tag{17}
\]

We denote by \(\Omega\) the spatial domain, which can be the entire globe or a limited geographical region. The objective of smooth EOFs is to find the regularised EOFs of the covariance matrix [eq. (17)]. Such an EOF is a continuous pattern, \(a(x)\), solution to the optimisation problem:
\[
\begin{align*}
\max \int_{\Omega} \int_{\Omega} u(x)S(x,y)u(y)dxdy \\
\text{subject to } \int_{\Omega} \left[ u^2(x) + z(\nabla^2 u(x))^2 \right] dx = 1.
\end{align*}
\] (18)
This yields a similar integro-differential equation to eq. (16), namely;

$$\int_{\Omega} S(\mathbf{x}, \mathbf{y}) u(\mathbf{x}) d\mathbf{x} = \mu (1 + x \nabla^4) u(\mathbf{y}).$$ \hspace{1cm} (19)

Here we suppose that $x$ is given, and we focus more on the application to observed fields. The choice of the smoothing parameter $x$ will be discussed later. The case of functional non-smooth ($x = 0$) EOFs can be explored in terms of basis functions such as radial basis functions, but we do not discuss this here and we focus on the smooth EOF solution discussed below.

3.3. Numerical solution of smooth EOFs

Let us define the sampled space–time field through a (centred) data matrix $X = (x_1, \ldots, x_d)$, where $x_k = (x_{1k}, \ldots, x_{nk})^T$ is the time series of the field at the $k$th grid point, and the associated sample covariance matrix $S$. We remind the reader here that the integral [eq. (19)] is an area integral, that is,

$$\int_{\Omega} S(\mathbf{x}, \mathbf{y}) u(\mathbf{x}) d\mathbf{y} = \mu (1 + x \nabla^4) u(\mathbf{y}). \hspace{1cm} (20)$$

In spherical coordinates $d\Omega = R^2 \cos(\varphi) d\varphi d\lambda\varphi$, where $R$ is the Earth’s radius, $\varphi$ and $\lambda$ are the latitudinal and longitudinal coordinates, respectively. The integral expression and the differential operator can be numerically discretised. The pattern $u = (u_1, \ldots, u_d)^T$ satisfying the discretised version of eq. (19) or (20) is approximated by the solution to the following generalised eigenvalue problem:

$$S u = \mu (I_d + x D^4) u. \hspace{1cm} (21)$$

In eq. (21), $D^4$ is the square of the (discretised) Laplacian operator $V^2$, which is self-adjoint (see, e.g., Rouah, 1970). In spherical coordinates, the Laplacian is:

$$\nabla^2 f(\varphi, \lambda) = \frac{1}{R^2} \frac{\partial f}{\partial \varphi^2} + \frac{1}{R^2 \cos^2 \varphi} \frac{\partial^2 f}{\partial \lambda^2} - \frac{\tan \varphi}{R^2} \frac{\partial f}{\partial \varphi}. \hspace{1cm} (22)$$

The discretised Laplacian yields a matrix whose elements are functions of the latitudinal coordinates, and can be computed explicitly. The discretised version of the Laplacian $V^2 u$ of the function $u(\varphi, \lambda)$, based on a simple finite difference scheme in spherical coordinates at grid point $(\varphi_k, \lambda_l)$ reads:

$$R^2 (D^2 u)_{x,y} = \frac{1}{\delta \varphi} u_{x-1,y}^k - \left( \frac{2}{(\delta \varphi)^2} + \frac{2}{(\delta \lambda)^2} \cos^2 \varphi_k \frac{\partial}{\partial \varphi} \right) u_{x,y}^k$$

$$+ \frac{1}{\delta \varphi} (\frac{1}{\delta \varphi} - \tan \varphi_k) u_{x+1,y}^k + (\frac{1}{(\delta \lambda)^2} \cos^2 \varphi_k (u_{x,y+1}^k + u_{x,y-1}^k)) \hspace{1cm} (23)$$

for $k = 1, \ldots, p$, and $l = 1, \ldots, q$ and where $u_{k,l} = u(\varphi_k, \lambda_l)$, with $\varphi_k$, $k = 1, \ldots, p$, and $\lambda_l$, $l = 1, \ldots, q$, being the discretised latitude and longitude coordinates, respectively. Note that here $q$ and $p$ represent, respectively, the resolutions in the zonal and meridional directions, so the total number of grid points is $d = pq$. In eq. (21), the matrix $S$ is given by the following Hadamard (or element-wise) product:

$$S = S \circ \Phi \hspace{1cm} (24)$$

where $\Phi = \phi_1$, with $\phi$ being the $pq \times 1$ column vector containing $q$ replicates of the vector $(\cos \varphi_1, \ldots, \cos \varphi_p)^T$, that is, $\phi = (\cos \varphi_1, \ldots, \cos \varphi_p, \ldots, \cos \varphi_q)^T$ and $I$ is the $1 \times pq$ vector of ones. Note that eq. (24) simply represents the area weighting of the covariance matrix usually used to take into account the converging meridians at the poles. Note that in eq. (23) the discretisation in the meridional and zonal directions is assumed to be uniform. We point out here that in spectral methods, for example, the latitudes are on a Gaussian grid where $\delta \varphi_k = \varphi_{k+1} - \varphi_k$ is not uniform. This can be easily taken into account in eq. (23).

Since eq. (20) involves a differential operator the solution to the problem requires boundary conditions, which are used to compute the matrix $D^4$ in eq. (21). The discussion here is limited to three basic types of boundary conditions, which can cover most of the remaining conditions. We consider first the case of hemispheric fields for which one can take $\varphi_0 = \pi/2$. $\varphi_{p+1} = \varphi_p - \delta \varphi$, and $\lambda_l = \lambda_{l-1}$ (periodicity condition). One can also take $u_{0,l} = 0$, and $u_{p,l} = u_{0,l}$, $l = 1, \ldots, q$, plus the periodic boundary condition $u_{p+1,l} = u_{1,l}$. Let us define $u = (u_1^T, u_2^T, \ldots, u_q^T)^T$, that is, the vector $u$ represents the spatial pattern measured at the grid points $(\varphi_k, \lambda_l)$, $k = 1, \ldots, p$, and $l = 1, \ldots, q$, where $u_l = (u_{1,l}, u_{2,l}, \ldots, u_{q,l})$. After a little algebra one gets:

$$R^2 D^4 u = A u = \begin{pmatrix} A & C & O & O & \ldots & O & C \\ C & A & C & O & \ldots & O & O \\ O & C & A & C & \ldots & O & O \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ O & O & O & \ldots & A & C & \vdots \\ C & O & O & O & \ldots & C & A \end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \\ \vdots \\ \vdots \\ u_{p-1} \\ u_q \end{pmatrix} \hspace{1cm} (25)$$
where $C$ and $A$ are $p \times p$ matrices given, respectively, by

$$C = \text{Diag}(c_1, c_2, \ldots, c_p)$$  \hspace{1cm} (26)

and

$$A = \begin{pmatrix}
    a_1 & b_1 & 0 & \ldots & 0 & 0 & 0 \\
    (\delta \phi)^{-2} & a_2 & b_2 & \ldots & 0 & 0 & 0 \\
    0 & (\delta \phi)^{-2} & a_3 & \ldots & 0 & 0 & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
    0 & 0 & 0 & \ldots & (\delta \phi)^{-2} & a_{p-1} & b_{p-1} \\
    0 & 0 & 0 & \ldots & (\delta \phi)^{-2} & a_p & b_p
\end{pmatrix}$$  \hspace{1cm} (27)

where $a_k = -\left( \frac{2}{\sin \theta} \frac{\partial}{\partial \theta} \right) \left( \frac{\partial}{\partial \phi} \right) \tan \theta$, $b_k = \frac{1}{(\delta \phi)^2}$, and $c_k = (\delta \cos \theta)^{-2}$. Note that $A$ is tridiagonal, and the operator $D^2$ is symmetric and near-block tridiagonal because of the upper right and lower left non-zero elements. The eigenvalue problem [eq. (21)] yields

$$Su = \mu \left( I_p + 2D^2 \right) u = \mu \left( I_p + \frac{\partial}{\partial A^2} \right) u$$  \hspace{1cm} (28)

which is a generalised eigenvalue problem when the smoothing parameter $\alpha \neq 0$ is given. In the above equation, $I_p$ is the $pq \times pq$ identity matrix.

In the above system, we have assumed that $u_{0l} = 0$, for $l = 1, \ldots, q$, meaning that the pattern is zero at the pole. This condition may be reasonable perhaps for the wind field but not for other variables such as pressure or temperature. The second case considers the more practical boundary condition for hemispheric fields by considering for example:

$$u_{0l} = u_{l1} \text{ (for } l = 1, \ldots, q).$$

This constitutes, in fact, a very good condition as the meridians converge poleward in spherical coordinates. In this case, we obtain a similar system matrix to that of eq. (25), that is:

$$R^2D^2u = Bu$$  \hspace{1cm} (29)

where $B$ is similar to $A$, see eqs. (25) and (27), in which $A = (a_{ij})$ is replaced by $B = (b_{ij})$ where $b_{11} = \frac{1}{\sin \theta} + a_{1}$ and $b_{ij} = a_{ij}$ for all other $i$ and $j$.

In the third case, we now assume that the field is not periodic in the zonal direction where we investigate instead a limited rectangular region on the sphere. In this case, we can assume:

$$u_{k0} = u_{k1} \text{ and } u_{k+1} = u_{k+q} \text{ for } k = 1, \ldots, p$$

in the zonal direction whereas in the meridional direction the same condition of case 2 still holds, that is, $u_{0l} = u_{1l}$ and $u_{p+1l} = u_{pl}$ for $l = 1, \ldots, q$. In this case, and recalling the matrix $B$ given in eq. (29), eq. (25) yields:

$$R^2D^2u = Cu$$

which goes into eq. (21). Note that in this case, the matrix $C$ of eq. (30) is bloc tridiagonal.

### 3.4. Summary of the method

To recapitulate what has been done above, we assume that we are given a sample of gridded dataset $F(x, t_k)$, observed at times $t_k, k = 1, \ldots, n$. One first computes the covariance matrix $S$, eq. (17), and its weighted expression $\tilde{S}$, eq. (24). Next the matrices $A, B$ and $C$, given, respectively, by eqs. (25), (29) and (30) are computed. For a given regularisation parameter $\alpha$, the regularised EOFs are obtained as the solution to the generalised eigenvalue problem [eq. (28)] using either $A, B$ or $C$. The use of $A, B$ or $C$ depends on the boundary conditions, or in other words, the type of the domain of the observed field. For example, for global or hemispheric (periodic) fields the matrix $A$ is used if the field vanishes at the pole, otherwise $B$ is used. If the field is regional instead, that is, observed over a localised domain then $C$ is used.

### 3.5. Choice of the smoothing parameter

There is no universal way to obtain the smoothing parameter $\alpha$. The parameter can be obtained, for example, from experience. Another method is to use a cross-validation (cv) procedure based on what is known as leave-one-out approach. For a given $\alpha$, the total misfit is computed by removing, each time, one observation from the sample, and computing the residuals using a given number of smooth EOFs. The cv is then obtained by computing the variance of the residuals. The optimal value of $\alpha$ is the one that provides the smallest variance. Here, however, the cv is not a good measure and that is because the EOFs are the only patterns that minimise the residual variance. Here, an alternative way is used based on the Lagrangian of eq. (18), that is,

$$L = \int_\Omega \int_\Omega u(x)S(x,y)u(y)dxdy$$

$$- \mu \left[ 1 - \int_\Omega |u(x)|^2 d\Omega - \alpha \int_\Omega \left( \nabla^2 u(x) \right)^2 d\Omega \right].$$  \hspace{1cm} (31)
and the objective is to analyse $\mathcal{L}$ versus $\alpha$ and identify whether there is an optimal value of $\alpha$ maximising $\mathcal{L}$ in eq. (31).

In theory, near the optimum the term between brackets, in the right hand side of eq. (31), should be small and the Lagrangian should be the dominant term. In practice, however, this may not be the case and care must be taken when computing the Lagrangian, such as avoiding getting too close to the pole to avoid singularity of the matrix $A$, eq. (27), and choosing the right scaling. For example, in eq. (28), the Earth’s radius is fixed to 65 so that $A^2$ and $R^\alpha$ nearly balance each other (particularly in the extratropics), and the remaining part of $R$ is absorbed by $\alpha$.

4. Application

The method has been applied to two datasets; the observed SST and the SLP fields. The SLP data\(^1\) represent monthly fields obtained from the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR). The data are on a 2.5° latitude–longitude resolution grid and span the period Jan 1948–Dec 2015. The SST data come from the Hadley Centre Sea Ice and Sea Surface Temperature\(^2\) (HadISST). The data are a combination of globally complete monthly fields of SST and sea ice on a 1° × 1° latitude–longitude grid from 1870 to date (Rayner et al., 2003). The analysis is restricted to the period Jan 1870–Dec 2014.

4.1. SLP analysis

The SLP anomalies are computed by removing the climatological monthly seasonal cycle. The analysis focuses primarily on the extratropical Northern Hemisphere (NH) north of 17.5° N, and comments on the equatorial region are given later. For the NH, the discussion is primarily on the winter, December–February, months, but the analysis is extended to include all months for comparison. The SLP anomalies are downgraded by selecting four different resolutions, namely 2.5° × 2.5°, 5° × 5°, 5° × 10° and 10° × 10° latitude–longitude grids. To analyse the relevance of the smoothing parameter, the Lagrangian $\mathcal{L}$, eq. (31), was computed for the leading smooth EOF as a function of this parameter, but using the few leading smooth EOFs does not change significantly the results. Figure 1 shows $\mathcal{L}$ versus $\alpha$ for the four downgraded resolutions. Two main features can be read from the figure. First, the curves have a maximum showing the existence of an optimal value for the smoothing parameter. This shows clearly that (conventional) EOFs do not necessarily provide an optimal value of the (regularised) Lagrangian. Second, the optimal value increases as the resolution decreases. This is an equally important result reflecting the importance of smoothing for sparse gridded data.

The eigenvalues of the regularised problem, based on the optimal value of $\alpha$, of the order $1.16 \times 10^4$ (see Fig. 1d) for the lowest resolution, that is, 10° grid, are shown in Fig. 2 along with the corresponding values for the conventional ($\alpha = 0$) EOFs. Note also that regularised EOFs are quite robust to small changes of the smoothing parameter $\alpha$. The eigenvalues are scaled by the total variance of the SLP anomalies and multiplied by 100, and therefore they represent the explained variance of the associated EOFs, and approximately\(^3\) the ‘explained’ variance of the smooth EOFs. Of particular interest is the (scaled) eigenvalue (or explained variance) of the leading smooth EOF. This variance is about one and a half times larger than the value of the corresponding leading EOF (Fig. 2). The leading four smooth EOFs are discussed here and compared to the corresponding EOFs. Figure 3 shows the leading two conventional and smooth EOFs calculated based on the lowest resolution, that is, 10° latitude–longitude grid, and using the corresponding optimal smoothing parameter $\alpha$ (Fig. 1d).

---

\(^{1}\)www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.surface.html

\(^{2}\)www.metoffice.gov.uk/hadobs/hadisst/

\(^{3}\)This is because the smoothed problem can be regarded as a perturbation of the EOF problem, and the matrix in the right hand side of eqs. (28–30) is approximately symmetrical, making the eigenvalues look like variances of the (‘smoothed’) data matrix.
The leading EOF (Fig. 3a) is accepted (in the literature) as a general representation of the Arctic Oscillation (AO), although the structure of the pattern is seen to contain a strong component of the North Atlantic Oscillation (NAO), for more discussion on the NAO/AO dichotomy the reader is referred to Ambaum et al. (2001). The point here is that EOF1 is strongly asymmetric with more NAO structure over the North Atlantic region than the supposedly nearly zonally symmetric structure of the AO. The smoothing shows indeed that the leading pattern (Fig. 3b) reflects the quasi-symmetric AO pattern, which may explain the larger explained variance compared to that of EOF1 (Fig. 2). Note that as the smoothing parameter increases beyond the optimal value the leading smooth EOF (not shown) becomes more zonally symmetric particularly over the polar region.

The second EOF (Fig. 3c) and smooth EOF (Fig. 3d) patterns are quite similar and represent the North Pacific pattern. The smooth EOF3 (Fig. 4b) is dominated by two main centres of action sitting, respectively, over Eurasia and North America, unlike the EOF3 (Fig. 4a) with three main centres of action with the strongest sitting over the North Atlantic. The smooth EOF4 (Fig. 4d) shows clearly the wavy structure of the Scandinavian pattern emanating from the North Atlantic and reaching the North Pacific as a Rossby wave train following great circles (Hoskins and Karoly, 1981; Hoskins and Ambrizzi, 1993). The Scandinavian pattern in EOF4 (Fig. 4c), however, is not as clear as that of Fig. 4d.

Fig. 2. Eigenvalues $\mu$ of the generalised eigenvalue problem [eq. (21)] for the winter SLP anomalies over the Northern Hemisphere for the smoothed problem (filled circle) and the non-smoothed ($\sigma=0$) problem (open circle). The eigenvalues are scaled by the total variance of the SLP anomalies and transformed to a percentage, so, for example, the spectra given by the open circles provide the percentage of explained variance of the EOFs.

The leading EOF (Fig. 3a) is accepted (in the literature) as a general representation of the Arctic Oscillation (AO), although the structure of the pattern is seen to contain a strong component of the North Atlantic Oscillation (NAO), for more discussion on the NAO/AO dichotomy the reader is referred to Ambaum et al. (2001). The point here is that EOF1 is strongly asymmetric with more NAO structure over the North Atlantic region than the supposedly nearly zonally symmetric structure of the AO. The smoothing shows indeed that the leading pattern (Fig. 3b) reflects the quasi-symmetric AO pattern, which may explain the larger explained variance compared to that of EOF1 (Fig. 2). Note that as the smoothing parameter increases beyond the optimal value the leading smooth EOF (not shown) becomes more zonally symmetric particularly over the polar region.

The second EOF (Fig. 3c) and smooth EOF (Fig. 3d) patterns are quite similar and represent the North Pacific pattern. The smooth EOF3 (Fig. 4b) is dominated by two main centres of action sitting, respectively, over Eurasia and North America, unlike the EOF3 (Fig. 4a) with three main centres of action with the strongest sitting over the North Atlantic. The smooth EOF4 (Fig. 4d) shows clearly the wavy structure of the Scandinavian pattern emanating from the North Atlantic and reaching the North Pacific as a Rossby wave train following great circles (Hoskins and Karoly, 1981; Hoskins and Ambrizzi, 1993). The Scandinavian pattern in EOF4 (Fig. 4c), however, is not as clear as that of Fig. 4d.

Fig. 3. Leading two EOFs (a, c) and regularised EOFs (b, d) of the Northern Hemisphere SLP anomalies based on the $10^\circ \times 10^\circ$ latitude–longitude grid. The smoothing is based on the optimal value of the Lagrangian (Fig. 1d).
Another interesting feature of the spectrum of Fig. 2, which is not investigated further here, is the existence of equal eigenvalues such as the case of the (4,5) or (8,9) pairs. These pairs are most likely associated with propagating structures. The associated smooth EOFs (not shown) are in fact phase shifted with respect to each other. The associated time series are highly correlated, but without high lagged correlation. The shortness of the times series does not allow a genuine investigation of this issue. It is possible to identify a propagating signal using high-frequency data such as daily time series. This suggests in fact that smooth EOFs can be used in connection with extended EOFs (Hannachi et al., 2007) to identify better propagating signals from gridded data.

Smooth EOFs have also been examined using monthly SLP anomalies over the equatorial region 17.5°S–17.5°N. The Lagrangian for this case is shown in Fig. 5 for three different resolutions, showing the same features discussed previously. The leading smooth EOF (not shown) reflects the southern oscillation signal and is neater than the leading EOF (not shown), but the difference, however, is not substantial. It is worth pointing here that as the latitudes are close to zero the non-zero elements of the smoothing matrix in eqs. (27) and (30) are approximately uniform.

One notes here that the patterns of the smooth EOFs of the downgraded resolutions (e.g. Figs. 3 and 4) might not look as smooth as the name indicates. This is simply due to the plotting routine. One might argue, on the other hand, that it is perhaps easier to simply take the conventional EOFs and then apply any spatial smoothing. Although this is possible, it remains, however, ad hoc and entirely artificial. The proposed method indeed overcomes this as it consistently formulates the problem in its proper framework. It also provides objectively the value of the smoothing parameter in addition to the explained variances.

4.2. SST analysis

The SST anomalies are computed by removing the monthly seasonal cycle climatology. The domain considered here is limited meridionally to the region 45.5°S–45.5°N. Five different downgraded resolutions are considered, namely 2°, 4°, 8°, 12°, and 16° latitude-longitude grids, respec-
tively. Figure 6 shows the Lagrangian $L$ versus the smoothing parameter $\alpha$ for the various downscaled resolutions. The figure shows similar features as those of Fig. 1.

The eigenvalues of the generalised eigenvalue problem (Fig. 7) show, like the EOF spectra, that the leading two patterns are well separated from the rest. The eigenvalues associated with the EOFs are slightly larger than those obtained from the regularised problem. To compare the EOF and smooth EOF patterns, the focus is shifted mainly on the leading two patterns. Figure 8 shows the leading two EOFs (Fig. 8a and c) and associated smooth EOFs (Fig. 8b and d) for the lowest resolution (16°), using the optimal value of the smoothing parameter $\alpha$, of the order 0.43/104 (Fig. 6e). Perhaps one of the main differences is the absence, in the regularised patterns, of small scale features as those near the Californian coast and east of the Japanese coast near the Kuroshio current region (Fig. 8a). This is partly because the regularised EOFs tend to focus more on larger scales, and partly because they reduce the drawback related to mixing observed in (conventional) EOFs. The second peak in EOF1 located in the central Pacific (Fig. 8a) vanishes from the smooth EOF1 (Fig. 8b). The double peaks on the equator in EOF1 has also been smoothed out yielding one single maximum in the El-Niño pattern of the smooth EOF1 in the eastern equatorial Pacific.

The second EOF (Fig. 8c) shows again a double peak near the central and eastern equatorial Pacific. This has again been smoothed out in smooth EOF2 (Fig. 8d). A similar behaviour is obtained with higher resolution fields. The double peaks structure in EOF2 has been also smoothed out in the smooth EOF2. Figure 9 shows the leading EOF and the corresponding smooth EOF for the 2° latitude–longitude resolution of the SST anomalies. Again the multiple peaks in the tropical Pacific and other small scale structures are either removed or substantially reduced in the smooth pattern. For larger smoothing parameters, for a given resolution, the signal in the eastern Pacific detaches from the coast (not shown).

4.3. Application in connection to TEOFs

Smooth EOFs can also be applied in combination with TEOFs. TEOFs, for example, Hannachi (2007) and Barbosa and Andersen (2009), are obtained by finding trend patterns from gridded data. They are based on ranks data, and therefore the method of smooth EOFs can be applied naturally here to obtain regularised TEOFs. As a matter of fact the same SLP data used in Hannachi (2007) is considered here and the TEOFs, combined with the smoothing procedure, are computed. TEOFs are based on the EOFs of the inverse of ranks of the data, and the presence of trends is identified by a small number of leading eigenvalues well separated from a ‘noise’ floor (Hannachi, 2007). The TEOFs are then obtained as the eigenvectors of the covariance, or correlation matrix (of the inverse ranks) associated with those eigenvalues. Note here that the covariance and correlation matrices are similar since we are dealing with ranks. Since they are based on inverse ranks, the TEOFs are not in the physical space. To obtain the trend patterns (in the physical space), the data anomalies...
are first projected onto the TEOFs, and the obtained time series are then regressed back onto the data anomalies. The data used by Hannachi (2007) consist of a 2.5° × 2.5° latitude–longitude NCEP/NCAR SLP anomalies for the period 1948–2000, and two trend patterns were identified, namely the NAO pattern and the Siberian High (Panagiotopoulos et al., 2005). The data resolution is reduced to 5° × 5° grid and the spectrum of the inverse ranks covariance matrix computed using smooth (with the optimal smoothing parameter $a = 60$) and non-smooth cases. Figure 10 shows the spectrum for the non-smooth (Fig. 10a) and smooth or regularised (Fig. 10b) cases along with the 95% confidence interval following the rule-of-thumb of North et al. (1982). Figure 10a shows that reducing the resolution has led to the second trend being missing, compared to the case of the original data (Hannachi, 2007). When the TEOF method is applied with smoothing the second eigenvalue is raised off the spectrum floor (Fig. 10b) and the second trend pattern regained (Fig. 10b). The regularised trend PCs associated with the leading two eigenvalues (Fig. 10b) are shown in Fig. 10c and d, more discussion on the nature of the trend PCs can be found in Hannachi (2007). Figure 11a and b shows the leading two TEOFs. The third TEOF (not shown) has no structure and is consistent with (trend) noise. As it is pointed out above, the TEOFs are not in the physical space, and the trend patterns in the physical space are obtained via double projection. The associated trend patterns are shown in Fig. 11c and d, and represent, respectively, the NAO pattern (Fig. 11c) and the Siberian High (Fig. 11d), as in Hannachi (2007).

5. Summary and discussion
Smooth or regularised EOF method is presented in this paper. Unlike conventional EOFs, which are obtained by solving a simple eigenvalue problem, regularised EOFs are obtained by solving a generalised eigenvalue problem. The problem is formulated via penalising the constraints using a regularisation term involving the integral of the Laplacian of the field. Being a solution of a generalised eigenvalue problem, the regularised EOFs relax the severe geometric constraints, for example, orthogonality in space and time and mixing, characterising them.

The regularised EOFs involve an extra unknown, the smoothing parameter, which has to be chosen before solving
the generalised eigenvalue problem. The Lagrangian of the optimisation problem is used here to estimate the smoothing parameter as the cross-validation procedure is not appropriate for this particular problem. It is worth pointing out that the method is not about artificially smoothing the EOFs as one might think, but formulates the problem in its proper framework in a consistent manner.

The method has been applied to monthly SLP and SST data. Various resolutions are used through downgrading the original data. The analysis of the Lagrangian versus the smoothing parameter reveals the existence of an optimum of this parameter reflecting the significance of the regularisation method. The analysis also shows that the optimal smoothing parameter increases with decreasing resolution reflecting the worthiness of the method for sparse data.

The application to the northern hemispheric SLP anomalies isolates the leading smooth EOF with an explained variance substantially larger than that of the leading EOF. Compared to the mixed NAO/AO pattern of EOF1, the leading smooth EOF clearly shows the AO pattern. Among the other teleconnections obtained, the fourth smooth EOF shows a more consistent Scandinavian pattern with its

Fig. 9. Leading EOF (a) and smooth EOF (b) of the SST anomalies using the 2° × 2° latitude–longitude grid and the optimal smoothing parameter (Fig. 6a).

Fig. 10. Eigenspectrum, given in terms of percentage of explained variance, of the covariance (or correlation) matrix of the inverse ranks of the SLP anomalies with a reduced resolution of 5° × 5° grid for the non-regularised (a) and regularised (b) cases, along with the regularised first (c) and second (d) trend PCs associated with the leading two eigenvalues shown in (b). The optimal smoothing parameter, $\alpha = 60$, is used in (b).
propagating structure, compared to the less pronounced pattern of EOF4. The application to the equatorial belt shows that the leading smooth EOFs compare with the corresponding EOFs, but remain smoother.

The application to the SST anomalies, over the region 45°S–45°N, shows comparable eigenvalue spectra between the EOFs and the smooth EOFs. Small scales have been smoothed out with regularised EOFs, notably the local structures around the Californian coast and the Kuroshio current, reducing hence the mixing drawback. In addition, the El-Niño signal of the smooth EOF1 emerges with one single peak in the eastern equatorial Pacific compared to the double peak in EOF1. Similar smoothed features are also obtained with the second smooth EOF compared to the corresponding EOF.

Regularised EOFs have also been applied in connection with TEOFs, which are based on the eigenvalue decomposition of the covariance matrix of the inverse ranks of the data (Hannachi, 2007). The method was applied to the same data used by Hannachi (2007) after downgrading the resolution to 5° × 5°. With this new resolution, the TEOF method was unable to capture the second trend mode, that is, the Siberian High (Panagiotopoulos et al., 2005). However, when the regularisation procedure was applied, the second trend pattern was regained.

Regarded as a perturbation of the EOF method, the smooth EOF method provides a ‘natural’ alternative to, and provides a way towards reducing some of the drawbacks of EOFs. Furthermore, due to increasing computer power and improving climate models, scientists are now starting to produce very high resolution weather/climate data on a large scale including forecasts and reanalyses. This can pause a handicap to the application of, for example, statistical or dynamical/statistical models. Random projection has been proposed by Seitola et al. (2014, 2015) to reduce problem size, but does not alleviate the drawbacks of the EOF method. Another simple alternative is to reduce the number of grid points and then compute the EOFs. In this case, regularised EOFs provide the appropriate tool that may be used in combination with the previous method to ‘regain’ the ‘continuity’ of the weather/climate fields. The orthogonality property is also relaxed with the smooth EOF method. However, since the method is considered as a small perturbation of the conventional method, the patterns are close to being, but not exactly, orthogonal.

Regularised EOF method was shown to be able to separate the AO from the NAO, and also rose the eigenvalue of the leading regularised EOF compared to that of the conventional EOF. In case of SST field, however, although
the percentage of explained variance of the leading EOF and that of the regularised EOF are comparable (with a slightly larger value for EOF1), the latter contained less mixed features such as those related to the Kuroshio current or small secondary peaks. The reason for not rising the eigenvalue of the regularised EOF1, compared to that of EOF1, is not entirely obvious, but could possibly be due to the fact that El-Niño is the dominant mode of climate variability in the tropical ocean and does not tend to be mixed with other major modes of variability.
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