Sky Is Not the Limit
Tighter Rank Bounds for Elevator Automata in Büchi Automata Complementation
(Technical Report)

Vojtěch Havlena, Ondřej Lengál, and Barbora Šmahlíková
Faculty of Information Technology, Brno University of Technology, Brno, Czech Republic

Abstract. We propose several heuristics for mitigating one of the main causes of combinatorial explosion in rank-based complementation of Büchi automata (BAs): unnecessarily high bounds on the ranks of states. First, we identify elevator automata, which is a large class of BAs (generalizing semi-deterministic BAs), occurring often in practice, where ranks of states are bounded according to the structure of strongly connected components. The bounds for elevator automata also carry over to general BAs that contain elevator automata as a sub-structure. Second, we introduce two techniques for refining bounds on the ranks of BA states using data-flow analysis of the automaton. We implement our techniques as an extension of the tool Ranker for BA complementation and show that they indeed greatly prune the generated state space, obtaining significantly better results and outperforming other state-of-the-art tools on a large set of benchmarks.

1 Introduction

Büchi automata (BA) complementation has been a fundamental problem underlying many applications since it was introduced in 1962 by Büchi [8,16] as an essential part of a decision procedure for a fragment of the second-order arithmetic. BA complementation has been used as a crucial part of, e.g., termination analysis of programs [13,19,10] or decision procedures for various logics, such as S1S [8], the first-order logic of Sturmian words [32], or the temporal logics ETL and QPTL [37]. Moreover, BA complementation also underlies BA inclusion and equivalence testing, which are essential instruments in the BA toolbox. Optimal algorithms, whose output asymptotically matches the lower bound of \((0.76n)^n\) [42] (potentially modulo a polynomial factor), have been developed [36,1]. For a successful real-world use, asymptotic optimality is, however, not enough and these algorithms need to be equipped with a range of optimizations to make them behave better than the worst case on BAs occurring in practice.

In this paper, we focus on the so-called rank-based approach to complementation, introduced by Kupferman and Vardi [23], further improved with the help of Friedgut [14], and finally made optimal by Schewe [36]. The construction stores in a macrostate partial information about all runs of a BA \(A\) over some word \(\alpha\). In addition to tracking states that \(A\) can be in (which is sufficient, e.g., in the determinization of NFAs), a macrostate also stores a guess of the rank of each of the tracked states in the run DAG that captures all these runs. The guessed ranks impose restrictions on how the future of a state might look like (i.e., when \(A\) may accept). The number of macrostates in the complement
depends combinatorially on the maximum rank that occurs in the macrostates. The constructions in \cite{23,14,36} provide only coarse bounds on the maximum ranks.

A way of decreasing the maximum rank has been suggested in \cite{15} using a PS $/pc$/a.$/pc$/c.$/pc$/e.$/pc$ (and, therefore, not really practically applicable) algorithm (the problem of finding the optimal rank is PS $/pc$/a.$/pc$/c.$/pc$/e.$/pc$-complete). In our previous paper \cite{18}, we have identified several basic optimizations of the construction that can be used to refine the \textit{tight-rank upper bound} (TRUB) on the maximum ranks of states. In this paper, we push the applicability of rank-based techniques much further by introducing two novel lightweight techniques for refining the TRUB, thus significantly reducing the generated state space.

Firstly, we introduce a new class of the so-called \textit{elevator automata}, which occur quite often in practice (e.g., as outputs of natural algorithms for translating LTL to BAs). Intuitively, an elevator automaton is a BA whose strongly connected components (SCCs) are all either inherently weak\footnote{An SCC is inherently weak if it either contains no accepting states or, on the other hand, all cycles of the SCC contain an accepting state.} or deterministic. Clearly, the class substantially generalizes the popular inherently weak \cite{6} and semi-deterministic BAs \cite{11,3,4}). The structure of elevator automata allows us to provide tighter estimates of the TRUBs, not only for elevator automata \textit{per se}, but also for BAs where elevator automata occur as a sub-structure (which is even more common). Secondly, we propose a lightweight technique, inspired by data flow analysis, allowing to propagate rank restriction along the skeleton of the complemented automaton, obtaining even tighter TRUBs. We also extended the optimal rank-based algorithm to transition-based BAs (TBAs).

We implemented our optimizations within the RANKER tool \cite{17} and evaluated our approach on thousands of hard automata from the literature (15\% of them were elevator automata that were not semi-deterministic, and many more contained an elevator sub-structure). Our techniques drastically reduce the generated state space; in many cases we even achieved exponential improvement compared to the optimal procedure of Schewe and our previous heuristics. The new version of RANKER gives a smaller complement in the majority of cases of hard automata than other state-of-the-art tools.

\section{Preliminaries}

\textit{Words, functions.} We fix a finite nonempty alphabet $\Sigma$ and the first infinite ordinal $\omega = \{0, 1, \ldots \}$. For $n \in \omega$, by $[n]$ we denote the set $\{0, \ldots, n\}$. For $i \in \omega$ we use $[i]$ to denote the largest even number smaller of equal to $i$, e.g., $[42] = [43] = 42$.

An (infinite) word $\alpha$ is represented as a function $\alpha : \omega \to \Sigma$ where the $i$-th symbol is denoted as $\alpha_i$. We abuse notation and sometimes also represent $\alpha$ as an infinite sequence $\alpha = \alpha_0\alpha_1 \ldots$. We use $\Sigma^\omega$ to denote the set of all infinite words over $\Sigma$. For a (partial) function $f : X \to Y$ and a set $S \subseteq X$, we define $f(S) = \{ f(x) \mid x \in S \}$. Moreover, for $x \in X$ and $y \in Y$, we use $f \{ x \mapsto y \}$ to denote the function $(f \setminus \{ x \mapsto f(x) \}) \cup \{ x \mapsto y \}$.

\textit{Büchi automata.} A (nondeterministic transition/state-based) Büchi automaton (BA) over $\Sigma$ is a quadruple $\mathcal{A} = (Q, \delta, I, Q_F \cup \delta_F)$ where $Q$ is a finite set of \textit{states}, $\delta : Q \times \Sigma \to 2^Q$ is a \textit{transition function}, $I \subseteq Q$ is the sets of \textit{initial states}, and $Q_F \subseteq Q$ and $\delta_F \subseteq \delta$ are the sets of \textit{accepting states} and \textit{accepting transitions} respectively. We sometimes treat $\delta$ as a set of transitions $p \xrightarrow{a} q$, for instance, we use $p \xrightarrow{a} q \in \delta$ to denote that $q \in \delta(p, a)$. We use $p \xrightarrow{a} q$ to denote that $q \in \delta(p, a)$.\footnote{An SCC is inherently weak if it either contains no accepting states or, on the other hand, all cycles of the SCC contain an accepting state.}
Moreover, we extend δ to sets of states $P \subseteq Q$ as $\delta(P, a) = \bigcup_{p \in P} \delta(p, a)$, and to sets of symbols $\Gamma \subseteq \Sigma$ as $\delta(P, \Gamma) = \bigcup_{a \in \Gamma} \delta(P, a)$. We define the inverse transition function as $\delta^{-1} = \{ p \xrightarrow{a} q \mid q \xrightarrow{a} p \in \delta \}$. The notation $\delta|_S$ for $S \subseteq Q$ is used to denote the restriction of the transition function $\delta \cap (S \times \Sigma \times S)$. Moreover, for $q \in Q$, we use $A[q]$ to denote the BA $(Q, \delta, \{q\}, Q_F \cup \delta_F)$.

A run of $A$ from $q \in Q$ on an input word $\alpha$ is an infinite sequence $\rho: \omega \rightarrow Q$ that starts in $q$ and respects $\delta$, i.e., $\rho_0 = q$ and $\forall i \geq 0$: $\rho_i \xrightarrow{a_i} \rho_{i+1} \in \delta$. Let $\inf_{Q}(\rho)$ denote the states occurring in $\rho$ infinitely often and $\inf_{\delta}(\rho)$ denote the transitions occurring in $\rho$ infinitely often. The run $\rho$ is called accepting iff $\inf_{Q}(\rho) \cap Q_F \neq \emptyset$ or $\inf_{\delta}(\rho) \cap \delta_F \neq \emptyset$.

A word $\alpha$ is accepted by $A$ from a state $q \in Q$ if there is an accepting run $\rho$ of $A$ from $q$, i.e., $\rho_0 = q$. The set $L(\alpha)(q) = \{ a \in \Sigma^{\omega} \mid A \text{ accepts } \alpha \text{ from } q \}$ is called the language of $q$ (in $A$). Given a set of states $R \subseteq Q$, we define the language of $R$ as $L(\alpha)(R) = \bigcup_{q \in R} L(\alpha)(q)$ and the language of $A$ as $L(A) = L(\alpha)(I)$. We say that a state $q \in Q$ is useless iff $L(\alpha)(q) = \emptyset$. If $\delta_F = \emptyset$, we call $A$ state-based and if $Q_F = \emptyset$, we call $A$ transition-based. In this paper, we fix a BA $A = (Q, \delta, I, Q_F \cup \delta_F)$.

### 3 Complementing Büchi automata

In this section, we describe a generalization of the rank-based complementation of state-based BAs presented by Schewe in [36] to our notion of transition/state-based BAs. Proofs can be found in the Appendix.

#### 3.1 Run DAGs

First, we recall the terminology from [36] (which is a minor modification of the one in [23]), which we use in the paper. Let the run DAG of $A$ over a word $\alpha$ be a DAG (directed acyclic graph) $G_{\alpha} = (V, E)$ containing vertices $V$ and edges $E$ such that

- $V \subseteq Q \times \omega$ s.t. $(q, i) \in V$ iff there is a run $\rho$ of $A$ from $I$ over $\alpha$ with $\rho_i = q$.
- $E \subseteq V \times V$ s.t. $((q, i), (q', i')) \in E$ iff $i' = i + 1$ and $q' \in \delta(q, a_i)$.

Given $G_{\alpha}$ as above, we will write $(p, i) \in G_{\alpha}$ to denote that $(p, i) \in V$. A vertex $(p, i) \in V$ is called accepting if $p$ is an accepting state and an edge $((q, i), (q', i')) \in E$ is called accepting if $q \xrightarrow{a} q'$ is an accepting transition. A vertex $v \in G_{\alpha}$ is finite if the set of vertices reachable from $v$ is finite, infinite if it is not finite, and endangered if it cannot reach an accepting vertex or an accepting edge.

We assign ranks to vertices of run DAGs as follows: Let $G_{\alpha}^0 = G_{\alpha}$ and $j = 0$. Repeat the following steps until the fixpoint or for at most $2n + 1$ steps, where $n = |Q|$.

- Set $\text{rank}_{\alpha}(v) \leftarrow j$ for all finite vertices $v$ of $G_{\alpha}^j$ and let $G_{\alpha}^{j+1}$ be $G_{\alpha}^{j}$ minus the vertices with the rank $j$.
- Set $\text{rank}_{\alpha}(v) \leftarrow j + 1$ for all endangered vertices $v$ of $G_{\alpha}^{j+1}$ and let $G_{\alpha}^{j+2}$ be $G_{\alpha}^{j+1}$ minus the vertices with the rank $j + 1$.
- Set $j \leftarrow j + 2$.

For all vertices $v$ that have not been assigned a rank yet, we assign $\text{rank}_{\alpha}(v) \leftarrow \omega$.

We define the rank of $\alpha$, denoted as $\text{rank}(\alpha)$, as $\max\{\text{rank}_{\alpha}(v) \mid v \in G_{\alpha}\}$ and the rank of $A$, denoted as $\text{rank}(A)$, as $\max\{\text{rank}(w) \mid w \in \Sigma^{\omega} \setminus L(A)\}$.

**Lemma 1.** If $\alpha \notin L(A)$, then $\text{rank}(\alpha) \leq 2|Q|$.
3.2 Rank-Based Complementation

In this section, we describe a construction for complementing BAs developed in the work of Kupferman and Vardi [23]—later improved by Friedgut, Kupferman, and Vardi [14], and by Schewe [36]—extended to our definition of BAs with accepting states and transitions (see [18] for a step-by-step introduction). The construction is based on the notion of tight level rankings storing information about levels in run DAGs. For a BA $A$ and $n = |Q|$, a (level) ranking is a function $f : Q \to [2n]$ such that $f(Q_F) \subseteq \{0, 2, \ldots, 2n\}$, i.e., $f$ assigns even ranks to accepting states of $A$. For two rankings $f$ and $f'$ we define $f \triangleleft_S f'$ iff for each $q \in S$ and $q' \in \delta(q, a)$ we have $f'(q') \leq f(q)$ and for each $q'' \in \delta_f(q, a)$ it holds $f'(q'') \leq \lfloor f(q) \rfloor$. The set of all rankings is denoted by $\mathcal{R}$. For a ranking $f$, the rank of $f$ is defined as $\text{rank}(f) = \max\{f(q) \mid q \in Q\}$. We use $f \leq f'$ iff for every state $q \in Q$ we have $f(q) \leq f'(q)$ and we use $f < f'$ iff $f \leq f'$ and there is a state $q \in Q$ with $f(q) < f'(q)$. For a set of states $S \subseteq Q$, we call $f$ to be $S$-tight if

(i) it has an odd rank $r$, (ii) $f(S) \supseteq \{1, 3, \ldots, r\}$, and (iii) $f(Q \setminus S) = \{0\}$. A ranking is tight if it is $Q$-tight; we use $T$ to denote the set of all tight rankings.

The original rank-based construction [23] uses macrostates of the form $(S, O, f)$ to track all runs of $A$ over $a$. The $f$-component contains guesses of the ranks of states in $S$ (which is obtained by the classical subset construction) in the run DAG and the $O$-set is used to check whether all runs contain only a finite number of accepting states. Friedgut, Kupferman, and Vardi [14] improved the construction by having $f$ consider only tight rankings. Schewe’s construction [36] extends the macrostates to $(S, O, f, i)$ with $i \in \omega$ representing a particular even rank such that $O$ tracks states with rank $i$. At the cut-point (a macrostate with $O = \emptyset$) the value of $i$ is changed to $i + 2$ modulo the rank of $f$. Macrostates in an accepting run hence iterate over all possible values of $i$.

Formally, the complement of $A = (Q, \delta, I, Q_F, \delta_F)$ is given as the (state-based) BA $\text{Schewe}(A) = (Q', \delta', I', Q'_F, \emptyset)$, whose components are defined as follows:

- $Q' = Q_1 \cup Q_2$ where
  
  - $Q_1 = 2^Q$ and
  - $Q_2 = \{(S, O, f, i) \in 2^Q \times 2^Q \times T \times \{0, 2, \ldots, 2n - 2\} \mid f \text{ is } S\text{-tight}, O \subseteq S \cap f^{-1}(i)\}$,

- $I' = \{I\}$,

- $\delta' = \delta_1 \cup \delta_2 \cup \delta_3$ where
  
  - $\delta_1 : Q_1 \times \Sigma \to 2^{Q_1}$ such that $\delta_1(S, a) = \{\delta(S, a)\}$,
  - $\delta_2 : Q_2 \times \Sigma \to 2^{Q_2}$ such that $\delta_2(S, a) = \{(S', 0, f, 0) \mid S' = \delta(S, a), f \text{ is } S'\text{-tight}\}\text{, and}$
  - $\delta_3 : Q_2 \times \Sigma \to 2^{Q_2}$ such that $(S', O', f', i') \in \delta_3((S, O, f, i), a)$ iff

  * $S' = \delta(S, a)$,
  * $f \cdot \delta^f_S f'$,
  * $\text{rank}(f) = \text{rank}(f')$,
  * and
    - if $O = \emptyset$ then $i' = (i + 2) \mod (\text{rank}(f') + 1)$ and $O' = f^{i' - 1}(i')$, and
    - if $O \neq \emptyset$ then $i' = i$ and $O' = \delta(O, a) \cap f^{i'}(i)$; and

- $Q'_F = \{\emptyset\} \cup (2^Q \times \{\emptyset\} \times T \times \omega) \cap Q_2$.

We call the part of the automaton with states from $Q_1$ the waiting part (denoted as WAITING), and the part corresponding to $Q_2$ the tight part (denoted as TIGHT).
Let $\mathcal{A}$ be a BA. Then $\mathcal{L}(\text{SCHWEI} \mathcal{(A)}) = \Sigma^\omega \setminus \mathcal{L}(\mathcal{A})$.

The space complexity of Schewe’s construction for BAs matches the theoretical lower bound $O((0.76n)^n)$ given by Yan [42] modulo a quadratic factor $O(n^2)$. Note that our extension to BAs with accepting transitions does not increase the space complexity of the construction.

Example 3. Consider the BA $\mathcal{A}$ over $\{a, b\}$ given in Fig. 1a. A part of Schewe’s construction $\mathcal{(A)}$ is shown in Fig. 1b (we use $\{\{s:0, t:1\}, \emptyset\}$ to denote the macrostate $\{\{s, t\}, \emptyset, \{s \rightarrow 0, t \rightarrow 1\}, \emptyset\}$). We omit the $i$-part of each macrostate since the corresponding values are 0 for all macrostates in the figure. Useless states are covered by grey stripes. The full automaton contains even more transitions from $\{r\}$ to useless macrostates of the form $\{\{r^\ldots, s^\ldots, t^\ldots\}, \emptyset\}$.

From the construction of Schewe’s (A), we can see that the number of states is affected mainly by sizes of macrostates and by the maximum rank of $\mathcal{A}$. In particular, the upper bound on the number of states of the complement with the maximum rank $r$ is given in the following lemma.

Lemma 4. For a BA $\mathcal{A}$ with sufficiently many states $n$ such that $\text{rank}(\mathcal{A}) = r$ the number of states of the complemented automaton is bounded by $2^n + \frac{(r+m)^n}{(r+m)} \cdot \frac{1}{3}$ where $m = \max\{0, 3 - \left\lceil \frac{r}{3} \right\rceil\}$.

From Lemma 1 we have that the rank of $\mathcal{A}$ is bounded by $2|Q|$. Such a bound is often too coarse and hence Schewe’s (A) may contain many redundant states. Decreasing the bound on the ranks is essential for a practical algorithm, but an optimal solution is PSPACE-complete [15]. The rest of this paper therefore proposes a framework of lightweight techniques for decreasing the maximum rank bound and, in this way, significantly reducing the size of the complemented BA.

3.3 Tight Rank Upper Bounds

Let $a \notin \mathcal{L}(\mathcal{A})$. For $\ell \in \omega$, we define the $\ell$-th level of $\mathcal{G}_a$ as $\text{level}_a(\ell) = \{q \mid (q, \ell) \in \mathcal{G}_a\}$. Furthermore, we use $f^a_\ell$ to denote the ranking of level $\ell$ of $\mathcal{G}_a$. Formally,

$$f^a_\ell(q) = \begin{cases} \text{rank}_a((q, \ell)) & \text{if } q \in \text{level}_a(\ell), \\ 0 & \text{otherwise}. \end{cases}$$

We say that the $\ell$-th level of $\mathcal{G}_a$ is tight if for all $k \geq \ell$ it holds that (i) $f^a_\ell$ is tight, and (ii) $\text{rank}(f^a_\ell) = \text{rank}(f^a_\ell)$. Let $\rho = S_0S_1 \ldots S_{\ell-1}(S_{\ell}, O_\ell, f_\ell, i_\ell) \ldots$ be a run on a word.
\(\alpha\) in \(\text{Scheue}(\mathcal{A})\). We say that \(\rho\) is a super-tight run [18] if \(f_k = f_k^{\alpha}\) for each \(k \geq \ell\). Finally, we say that a mapping \(\mu : 2^Q \to \mathcal{R}\) is a tight rank upper bound (TRUB) wrt \(\alpha\) iff

\[\exists \ell \in \omega: \text{level}_\alpha(\ell) \text{ is tight } \land (\forall k \geq \ell: \mu(\text{level}_\alpha(k)) \geq f_k^{\alpha}).\] \hfill (2)

Informally, a TRUB is a ranking that gives a conservative (i.e., larger) estimate on the necessary ranks of states in a super-tight run. We say that \(\mu\) is a TRUB wrt all \(\alpha \notin \mathcal{L}(\mathcal{A})\). We abuse notation and use the term TRUB also for a mapping \(\mu' : 2^Q \to \omega\) if the mapping \(\text{inner}(\mu')\) is a TRUB where \(\text{inner}(\mu')(S) = \{q \mapsto m \mid m = \mu'(S) + 1\} \text{ if } q \in Q_F\) else \(m = \mu'(S)\) for all \(S \in 2^Q\). (\(\cdot\) is the monus operator, i.e., minus with negative results saturated to zero.) Note that the mappings \(\mu_\alpha = \{S \mapsto (2|S \setminus Q_F| - 1)\}_{S \in 2^Q}\) and \(\text{inner}(\mu)\) are trivial TRUBs.

The following lemma shows that we can remove from \(\text{Scheue}(\mathcal{A})\) macrostates whose ranking is not covered by a TRUB (in particular, we show that the reduced automaton preserves super-tight runs).

**Lemma 5.** Let \(\mu\) be a TRUB and \(\mathcal{B}\) be a BA obtained from \(\text{Scheue}(\mathcal{A})\) by replacing all occurrences of \(Q_2\) by \(Q'_2 = \{(S, O, f, i) \mid f \leq \mu(S)\}\). Then, \(\mathcal{L}(\mathcal{B}) = \Sigma^\omega \setminus \mathcal{L}(\mathcal{A})\).

### 4 Elevator Automata

In this section, we introduce elevator automata, which are BAs having a particular structure that can be exploited for complementation and semi-determinization; elevator automata can be complemented in \(O(16^n)\) (cf. Lemma 10) space instead of \(2^{\Omega(n \log n)}\), which is the lower bound for unrestricted BAs, and semi-determinized in \(O(2^n)\) instead of \(O(4^n)\) (cf. Appendix A). The class of elevator automata is quite general: it can be seen as a substantial generalization of semi-deterministic BAs (SDBAs) [11,5]. Intuitively, an elevator automaton is a BA whose strongly connected components are all either deterministic or inherently weak.

Let \(\mathcal{A} = (Q, \delta, I, Q_F \cup \delta_F)\). \(C \subseteq Q\) is a strongly connected component (SCC) of \(\mathcal{A}\) if for any pair of states \(q, q' \in C\) it holds that \(q\) is reachable from \(q'\) and \(q'\) is reachable from \(q\). \(C\) is maximal (MSCC) if it is not a proper subset of another SCC. An MSCC \(C\) is trivial iff \(|C| = 1\) and \(\delta|_{Q_F} = \emptyset\). The condensation of \(\mathcal{A}\) is the DAG \(\text{cond}(\mathcal{A}) = (M, E)\) where \(M\) is the set of \(\mathcal{A}\)’s MSCCs and \(E = \{(C_1, C_2) \mid \exists q_1 \in C_1, \exists q_2 \in C_2, \exists a \in \Sigma: q_1 \xrightarrow{a} q_2 \in \delta\}\). An MSCC is non-accepting if it contains no accepting state and no accepting transition, i.e., \(C \cap Q_F = \emptyset\) and \(\delta|_C \cap \delta_F = \emptyset\). The depth of \((M, E)\) is defined as the number of MSCCs on the longest path in \((M, E)\).

We say that an SCC \(C\) is inherently weak accepting (IWA) iff every cycle in the transition diagram of \(\mathcal{A}\) restricted to \(C\) contains an accepting state or an accepting transition. \(C\) is inherently weak if it is either non-accepting or IWA, and \(\mathcal{A}\) is inherently weak if all of its MSCCs are inherently weak. \(\mathcal{A}\) is deterministic iff \(|I| \leq 1\) and \(|\delta(q, a)| \leq 1\) for all \(q \in Q\) and \(a \in \Sigma\). An SCC \(C \subseteq Q\) is deterministic iff \((C, \delta|_C, \emptyset, \emptyset)\) is deterministic. \(\mathcal{A}\) is a semi-deterministic BA (SDBA) if \(\mathcal{A}[q]\) is deterministic for every \(q \in Q_F \cup \{p \in Q \mid s \xrightarrow{a} p \in \delta_F, s \in Q, a \in \Sigma\}\), i.e., whenever a run in \(\mathcal{A}\) reaches an accepting state or an accepting transition, it can only continue deterministically.
\( \mathcal{A} \) is an elevator (Büchi) automaton iff for every MSCC \( C \) of \( \mathcal{A} \) it holds that \( C \) is (i) deterministic, (ii) IWA, or (iii) non-accepting. In other words, a BA is an elevator automaton iff every nondeterministic SCC of \( \mathcal{A} \) that contains an accepting state or transition is inherently weak. An example of an elevator automaton obtained from the LTL formula \( \text{GF}(a \lor \text{GF}(b \lor \text{GF}c)) \) is shown in Fig. 2. The BA consists of three connected deterministic components. Note that the automaton is neither semi-deterministic nor unambiguous.

The rank of an elevator automaton \( \mathcal{A} \) does not depend on the number of states (as in general BAs), but only on the number of MSCCs and the depth of \( \text{cond}(\mathcal{A}) \). In the worst case, \( \mathcal{A} \) consists of a chain of deterministic components, yielding the upper bound on the rank of elevator automata given in the following lemma.

**Lemma 6.** Let \( \mathcal{A} \) be an elevator automaton such that its condensation has the depth \( d \). Then \( \text{rank}(\mathcal{A}) \leq 2d \).

### 4.1 Refined Ranks for Elevator Automata

Notice that the upper bound on ranks provided by Lemma 6 can still be too coarse. For instance, for an SDBA with three linearly ordered MSCCs such that the first two MSCCs are non-accepting and the last one is deterministic accepting, the lemma gives us an upper bound on the rank 6, while it is known that every SDBA has the rank at most 3 (cf. [5]). Another examples might be two deterministic non-trivial MSCCs connected by a path of trivial MSCCs, which can be assigned the same rank.

Instead of refining the definition of elevator automata into some quite complex list of constraints, we rather provide an algorithm that performs a traversal through \( \text{cond}(\mathcal{A}) \) and assigns each MSCC a label of the form \( \{\text{type:rank}\} \) that contains (i) a type and (ii) a bound on the maximum rank of states in the component. The types of MSCCs that we consider are the following:

- **T**: trivial components,
- **IWA**: inherently weak accepting components,
- **D**: deterministic (potentially accepting) components, and
- **N**: non-accepting components.

Note that the type in an MSCC is not given \textit{a priori} but is determined by the algorithm (this is because for deterministic non-accepting components, it is sometimes better to treated them as \( D \) and sometimes as \( N \), depending on their neighbourhood).

In the following, we assume that \( \mathcal{A} \) is an elevator automaton without useless states and, moreover, all accepting conditions on states and transitions not inside non-trivial MSCCs are removed (any BA can be easily transformed into this form).

We start with terminal MSCCs \( C \), i.e., MSCCs that cannot reach any other MSCC:

- **T1**: If \( C \) is IWA, then we label it with \( \{\text{IWA:0}\} \).
- **T2**: Else if \( C \) is deterministic accepting, we label it with \( \{\text{D:2}\} \).

Fig. 2: The BA for LTL formula \( \text{GF}(a \lor \text{GF}(b \lor \text{GF}c)) \) is elevator.
\[ \ell = \max\{\ell_D, \ell_N, \ell_W\} \]

Fig. 3: Rules for assigning types and rank bounds to SCCs. The symbols 2 and 2 are interpreted as 0 if all the corresponding edges from the components having rank \( \ell_D \) and \( \ell_W \), respectively, are deterministic; otherwise they are interpreted as 2. Transitions between two components \( C_1 \) and \( C_2 \) are deterministic if the BA \( (C, \delta|_C, \emptyset, \emptyset) \) is deterministic for \( C = \delta(C_1, \Sigma) \cap (C_1 \cup C_2) \).

(Note that the previous two options are complete due to our requirements on the structure of \( \mathcal{A} \).) When all terminal SCCs are labelled, we proceed through \( \text{cond}(\mathcal{A}) \), inductively on its structure, and label non-terminal components \( C \) based on the rules defined below.

The rules are of the form that uses the structure depicted in Fig. 4, where children nodes denote already processed SCCs. In particular, a child node of the form \( k: \ell_k \) denotes an aggregate node of all siblings of the type \( k \) with \( \ell_k \) being the maximum rank of these siblings. Moreover, we use \( \text{type}_\max\{e_D, e_N, e_W\} \) to denote the type \( j \in \{D, N, IWA\} \) for which \( e_j = \max\{e_D, e_N, e_W\} \) where \( e_j \) is an expression containing \( \ell_i \) (if there are more such types, \( j \) is chosen arbitrarily). The rules for assigning a type \( t \) and a rank \( \ell \) to \( C \) are the following:

I1: If \( C \) is trivial, we set \( t = \text{type}_\max\{\ell_D, \ell_N, \ell_W\} \) and \( \ell = \max\{\ell_D, \ell_N, \ell_W\} \).

I2: Else if \( C \) is IWA, we use the rule in Fig. 3a.

I3: Else if \( C \) is deterministic accepting, we use the rule in Fig. 3b.

I4: Else if \( C \) is deterministic and non-accepting, we try both rules from Figs. 3b and 3c and pick the rule that gives us a smaller rank.

I5: Else if \( C \) is nondeterministic and non-accepting, we use the rule in Fig. 3c.

Then, for every SCC \( C \) of \( \mathcal{A} \), we assign each of its states the rank of \( C \). We use \( \chi: Q \to \omega \) to denote the rank bounds computed by the procedure above.

**Lemma 7.** \( \chi \) is a TRUB.

Using Lemma 5, we can now use \( \chi \) to prune states during the construction of \( \text{Scheve}(\mathcal{A}) \), as shown in the following example.

**Example 8.** As an example, consider the BA \( \mathcal{A} \) in Fig. 1a. The set of SCCs with their types is given as

*Fig. 5: A part of \( \text{Scheve}(\mathcal{A}) \). The TRUB computed by elevator rules is used to prune states outside the yellow area.*
showing that BA $\mathcal{A}$ is an elevator. Using the rules $T_1$ and $T_4$ we get the TRUB $\chi = \{r:1,s:0,t:0\}$. The TRUB can be used to prune the generated states as shown in Fig. 5.

4.2 Efficient Complementation of Elevator Automata

In Section 4.1 we proposed an algorithm for assigning ranks to MSCCs of an elevator automaton $\mathcal{A}$. The drawback of the algorithm is that the maximum obtained rank is not bounded by a constant but by the depth of the condensation of $\mathcal{A}$. We will, however, show that it is actually possible to change $\mathcal{A}$ by at most doubling the number of states and obtain an elevator BA with the rank at most 3.

Intuitively, the construction copies every non-trivial MSCC $C$ with an accepting state or transition into a component $C^*$, copies all transitions going into states in $C$ to also go into the corresponding states in $C^*$, and, finally, removes all accepting conditions from $C$. Formally, let $\mathcal{A} = (Q, \delta, I, \delta_F^c)$ be a BA. For $C \subseteq Q$, we use $C^*$ to denote a unique copy of $C$, i.e., $C^* = \{q^* | q \in C\}$ s.t. $C^* \cap Q = \emptyset$. Let $\mathcal{M}$ be the set of MSCCs of $\mathcal{A}$. Then, the deelivated BA $\text{DeElev}(\mathcal{A}) = (Q', \delta', I', Q_F' \cup \delta_F')$ is given as follows:

- $Q' = Q \cup Q^*$.
- $\delta' : Q' \times \Sigma \to 2Q'$ where for $q \in Q$
  - $\delta'(q, a) = \delta(q, a) \cup (\delta(q, a))^*$ and
  - $\delta'(q^*, a) = (\delta(q, a) \cap C^*)$ for $q \in C \in \mathcal{M}$;
- $I' = I$, and
- $Q_F' = Q_F^c$ and $\delta_F' = \{q^* \xrightarrow{a} r^* | q \xrightarrow{a} r \in \delta_F^c \} \cap \delta'$.

It is easy to see that the number of states of the deelivated automaton is bounded by $2|Q|$. Moreover, if $\mathcal{A}$ is elevator, so is $\text{DeElev}(\mathcal{A})$. The construction preserves the language of $\mathcal{A}$, as shown by the following lemma.

Lemma 9. Let $\mathcal{A}$ be a BA. Then, $\mathcal{L}(\mathcal{A}) = \mathcal{L}(\text{DeElev}(\mathcal{A}))$. Moreover, for an elevator automaton $\mathcal{A}$, the structure of $\text{DeElev}(\mathcal{A})$ consists of (after trimming useless states) several non-accepting MSCCs with copied terminal deterministic or IWA MSCCs. Therefore, if we apply the algorithm from Section 4.1 on $\text{DeElev}(\mathcal{A})$, we get that its rank is bounded by 3, which gives the following upper bound for complementation of elevator automata.

Lemma 10. Let $\mathcal{A}$ be an elevator automaton with sufficiently many states $n$. Then the language $\Sigma^\omega \setminus \mathcal{L}(\mathcal{A})$ can be represented by a BA with at most $O(16^n)$ states.

The complementation through $\text{DeElev}(\mathcal{A})$ gives a better upper bound than the rank refinement from Section 4.1 applied directly on $\mathcal{A}$, however, based on our experience, complementation through $\text{DeElev}(\mathcal{A})$ behaves worse in many real-world instances. This poor behaviour is caused by the fact that the complement of $\text{DeElev}(\mathcal{A})$ can have a larger Waiting and macrostates in $\text{Tight}$ can have larger $S$-components, which can yield more generated states (despite the rank bound 3). It seems that the most promising approach would to be a combination of the approaches, which we leave for future work.
4.3 Refined Ranks for Non-Elevator Automata

The algorithm from Section 4.1 computing a TRUB for elevator automata can be extended to compute TRUBs even for general non-elevator automata (i.e., BAs with nondeterministic accepting components that are not inherently weak). To achieve this generalization, we extend the rules for assigning types and ranks to MSCCs of elevator automata from Section 4.1 to take into account general non-deterministic components. For this, we add into our collection of MSCC types general components (denoted as G).

Moreover, we adjust the rules for assigning a type \( t \) and a rank \( \ell \) to \( C \) to the following (the rule I1 is the same as for the case of elevator automata):

\[
\text{T3: Otherwise, we label } C \text{ with } G:2[C \setminus Q_F].
\]

Fig. 7: \( C \) is G

Then, for every MSCC \( C \) of a BA \( \mathcal{A} \), we assign each of its states the rank of \( C \). Again, we use \( \chi : Q \rightarrow \omega \) to denote the rank bounds computed by the adjusted procedure above.

**Lemma 11.** \( \chi \) is a TRUB.

5 Rank Propagation

In the previous section, we proposed a way, how to obtain a TRUB for elevator automata (with generalization to general automata). In this section, we propose a way of using the structure of \( \mathcal{A} \) to refine a TRUB using a propagation of values and thus reduce the size of Trgnt. Our approach uses data flow analysis [31] to reason on how ranks and rankings of macrostates of Schewe(\( \mathcal{A} \)) can be decreased based on the ranks and rankings of the local neighbourhood of the macrostates. We, in particular, use a special case of forward analysis working on the skeleton of Schewe(\( \mathcal{A} \)), which is defined as the BA \( \mathcal{K}_{\mathcal{A}} = (Q', \delta', \emptyset, \emptyset) \) where \( \delta' = \{ R \rightarrow S \mid S = \delta(R, a) \} \) (note that we are only interested in the structure of \( \mathcal{K}_{\mathcal{A}} \) and...
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not its language; also notice the similarity of $\mathcal{K}_A$ with Waiting). Our analysis refines a rank/ranking estimate $\mu(S)$ for a macrostate $S$ of $\mathcal{K}_A$ based on the estimates for its predecessors $R_1, \ldots, R_m$ (see Fig. 8). The new estimate is denoted as $\mu'(S)$.

More precisely, $\mu : 2^\mathbb{Q} \rightarrow \mathbb{V}$ is a function giving each macrostate of $\mathcal{K}_A$ a value from the domain $\mathbb{V}$. We will use the following two value domains: (i) $\mathbb{V} = \omega$, which is used for estimating ranks of macrostates (in the outer macrostate analysis) and (ii) $\mathbb{V} = \mathbb{R}$, which is used for estimating rankings within macrostates (in the inner macrostate analysis). For each of the analyses, we will give the update function $up : (2^\mathbb{Q} \rightarrow \mathbb{V}) \times (2^\mathbb{Q})^{m+1} \rightarrow \mathbb{V}$, which defines how the value of $\mu(S)$ is updated based on the values of $\mu(R_1), \ldots, \mu(R_m)$.

We then construct a system with the following equation for every $S \in 2^\mathbb{Q}$:

$$\mu(S) = up(\mu, S, R_1, \ldots, R_m) \quad \text{where } \{R_1, \ldots, R_m\} = \delta^{-1}(S, \Sigma). \quad (3)$$

We then solve the system of equations using standard algorithms for data flow analysis (see, e.g., [31, Chapter 2]) to obtain the fixpoint $\mu'$. Our analyses have the important property that if they start with $\mu_0$ being a TRUB, then $\mu'$ will also be a TRUB.

As the initial TRUB, we can use a trivial TRUB or any other TRUB (e.g., the output of elevator state analysis from Section 4).

5.1 Outer Macrostate Analysis

We start with the simpler analysis, which is the outer macrostate analysis, which only looks at sizes of macrostates. Recall that the rank $r$ of every super-tight run in $\text{Scheewe}(A)$ does not change, i.e., a super tight run stays in Waiting as long as needed so that when it jumps to Tight, it takes the rank $r$ and never needs to decrease it. We can use this fact to decrease the maximum rank of a macrostate $S$ in $\mathcal{K}_A$. In particular, let us consider all cycles going through $S$. For each of the cycles $c$, we can bound the maximum rank of a super-tight run going through $c$ by $2m + 1$ where $m$ is the smallest number of non-accepting states occurring in any macrostate on $c$ (from the definition, the rank of a tight ranking does not depend on accepting states). Then we can infer that the maximum rank of any super-tight run going through $S$ is bounded by the maximum rank of any of the cycles going through $S$ (since $S$ can never assume a higher rank in any super-tight run). Moreover, the rank of each cycle can also be estimated in a more precise way, e.g. using our elevator analysis.

Since the number of cycles in $\mathcal{K}_A$ can be large\(^2\), instead of their enumeration, we employ data flow analysis with the value domain $\mathbb{V} = \omega$ (i.e., for every macrostate $S$ of $\mathcal{K}_A$, we remember a bound on the maximum rank of $S$) and the following update function:

$$up_{\text{out}}(\mu, S, R_1, \ldots, R_m) = \min\{\mu(S), \max\{\mu(R_1), \ldots, \mu(R_m)\}\}. \quad (4)$$

Intuitively, the new bound on the maximum rank of $S$ is taken as the smaller of the previous bound $\mu(S)$ and the largest of the bounds of all predecessors of $S$, and the new value is propagated forward by the data flow analysis.

\(^2\) $\mathcal{K}_A$ can be exponentially larger than $A$ and the number of cycles in $\mathcal{K}_A$ can be exponential to the size of $\mathcal{K}_A$, so the total number of cycles can be double-exponential.
Example 12. Consider the BA $A_{ex}$ in Fig. 9a. When started from the initial TRUB $\mu_0 = \{(p) \mapsto 1, \{p, q\} \mapsto 3, \{p, q, r, s\} \mapsto 7\}$ (Fig. 9b), outer macrostate analysis decreases the maximum rank estimate for $\{p, q\}$ to 1, since $\min\{\mu_0((p, q), \max\{\mu_0((p))\}) = \min\{3, 1\} = 1$. The estimate for $\{p, q, r, s\}$ is not affected, because $\min\{7, \max\{1, 7\}\} = 7$ (Fig. 9c).

Lemma 13. If $\mu$ is a TRUB, then $\mu < (S \mapsto up_{out}(\mu, S, R_1, \ldots, R_m))$ is a TRUB.

Corollary 14. When started with a TRUB $\mu_0$, the outer macrostate analysis terminates and returns a TRUB $\mu_{out}^*$.

5.2 Inner Macrostate Analysis

Our second analysis, called inner macrostate analysis, looks deeper into super-tight runs in Schewe($A$). In particular, compared with the outer macrostate analysis from the previous section—which only looks at the ranks, i.e., the bounds on the numbers in the rankings—, inner macrostate analysis looks at how the rankings assign concrete values to the states of $A$ inside the macrostates.

Inner macrostate analysis is based on the following. Let $\rho$ be a super-tight run of Schewe($A$) on $\alpha \notin L(A)$ and $(S, O, f, i)$ be a macrostate from $T_{arr}$. Because $\rho$ is super-tight, we know that the rank $f(q)$ of a state $q \in S$ is bounded by the ranks of the predecessors of $q$. This holds because in super-tight runs, the ranks are only as high as necessary; if the rank of $q$ were higher than the ranks of its predecessors, this would mean that we may wait in $W_{arr}$ longer and only jump to $q$ with a lower rank later.

Let us introduce some necessary notation. Let $f, f' \in R$ be rankings (i.e., $f, f' : Q \rightarrow \omega$). We use $f \uplus f'$ to denote the ranking $\{q \mapsto \max\{f(q), f'(q)\} \mid q \in Q\}$, and $f \cap f'$ to denote the ranking $\{q \mapsto \min\{f(q), f'(q)\} \mid q \in Q\}$. Moreover, we define $\text{max-succ-rank}_S^\omega(f) = \max_\leq \{f' \in R \mid f \uplus f' = f'\}$ and a function $\text{dec} : \mathcal{R} \rightarrow \mathcal{R}$ such that $\text{dec}(\theta)$ is the ranking $\theta'$ for which

$$\theta'(q) = \begin{cases} \theta(q) + 1 & \text{if } \theta(q) = \text{rank}(\theta) \text{ and } q \notin Q_F, \\ \lfloor \theta(q) + 1 \rfloor & \text{if } \theta(q) = \text{rank}(\theta) \text{ and } q \in Q_F, \\ \theta(q) & \text{otherwise.} \end{cases}$$

Intuitively, $\text{max-succ-rank}_S^\omega(f)$ is the (pointwise) maximum ranking that can be reached from macrostate $S$ with ranking $f$ over $a$ (it is easy to see that there is a unique such maximum ranking) and $\text{dec}(\theta)$ decreases the maximum ranks in a ranking $\theta$ by one (or by two for even maximum ranks and accepting states).

The analysis uses the value domain $\mathbb{V} = R$ (i.e., each macrostate of $\mathcal{K}_A$ is assigned a ranking giving an upper bound on the rank of each state in the macrostate) and the update function $up_{in}$ given in the right-hand side of the page. Intuitively, $up_{in}$
updates $\mu(q)$ for every $q \in S$ to hold the maximum rank compatible with the ranks of its predecessors. We note line 6, which makes use of the fact that we can only consider tight rankings (whose rank is odd), so we can decrease the estimate using the function $\text{dec}$ defined above.

**Example 15.** Let us continue in Section 5.1 and perform inner macrostate analysis starting with the TRUB $\{\{p:1\}, \{p:1, q:1\}, \{p:7, q:7, r:7, s:7\}\}$ obtained from $\mu^\text{out}$. We show three iterations of the algorithm for $\{p, q, r, s\}$ in the right-hand side (we do not show $\{p, q\}$ except the first iteration since it does not affect intermediate steps). We can notice that in the three iterations, we could decrease the maximum rank estimate to $\{p:6, q:6, r:6, s:6\}$ due to the accepting transitions from $r$ and $s$. In the last of the three iterations, when all states have the even rank 6, the condition on Line 6 would become true and the rank of all states would be decremented to 5 using $\text{dec}$. Then, again, the accepting transitions from $r$ and $s$ would decrease the rank of $p$ to 4, which would be propagated to $q$ and so on. Eventually, we would arrive to the TRUB $\{p:1, q:1, r:1, s:1\}$, which could not be decreased any more, since $\{p:1, q:1\}$ forces the ranks of $r$ and $s$ to stay at 1.

**Lemma 16.** If $\mu$ is a TRUB, then $\mu < \{S \mapsto \text{w}_\text{in}(\mu, S, R_1, \ldots, R_m)\}$ is a TRUB.

**Corollary 17.** When started with a TRUB $\mu_0$, the inner macrostate analysis terminates and returns a TRUB $\mu^\text{in}_0$.

6 Experimental Evaluation

**Used tools and evaluation environment.** We implemented the techniques described in the previous sections as an extension of the tool RANKER [17] (written in C++). Speaking in the terms of [18], the heuristics were implemented on top of the \textsc{RankerMaxR} configuration (we refer to this previous version as \textsc{RankerBrk}). We tested the correctness of our implementation using \textsc{Spör}s \textsc{autcross} on all BAs in our benchmark. We compared modified \textsc{Ranker} with other state-of-the-art tools, namely, \textsc{Goal} [40] (implementing Piterman [33], Schewe [36], Safra [35], and Fribourg [1]), \textsc{Spot} 2.9.3 [12] (implementing Redziejowski’s algorithm [34]), \textsc{Seminar} 2 [4], \textsc{LTL2DSTAR} 0.5.4 [22], and \textsc{Roll} [25]. All tools were set to the mode where they output an automaton with the standard state-based Büchi acceptance condition. The experimental evaluation was performed on a 64-bit GNU/Linux DEBIAN workstation with an Intel(R) Xeon(R) CPU E5-2620 running at 2.40 GHz with 32 GiB of RAM and using a timeout of 5 minutes.

**Datasets.** As the source of our benchmark, we use the two following datasets: (i) random containing 11,000 BAs over a two letter alphabet used in [39], which were randomly
generated via the Tabakov-Vardi approach [38], starting from 15 states and with various different parameters; (ii) LTL with 1,721 BAs over larger alphabets (up to 128 symbols) used in [4], which were obtained from LTL formulae from literature (221) or randomly generated (1,500). We preprocessed the automata using RAMT [29] and SPOT’s autfilt (using the --high simplification level), transformed them to state-based acceptance BAs (if they were not already), and converted to the HOA format [2]. From this set, we removed automata that were (i) semi-deterministic, (ii) inherently weak, (iii) unambiguous, or (iv) have an empty language, since for these automata types there exist more efficient complementation procedures than for unrestricted BAs [5,4,6,27]. In the end, we were left with 2,592 (random) and 414 (LTL) hard automata. We use all to denote their union (3,006 BAs). Of these hard automata, 458 were elevator automata.

6.1 Generated State Space

In our first experiment, we evaluated the effectiveness of our heuristics for pruning the generated state space by comparing the sizes of complemented BAs without postprocessing. This use case is directed towards applications where postprocessing is irrelevant, such as inclusion or equivalence checking of BAs.

We focused on a comparison with two less optimized versions of the rank-based complementation procedure: SCHEWE (the version “Reduced Average Outdegree” from [36] implemented in GOAL under -m rank -tr -ro) and its optimization RANKEROld. The scatter plots in Fig. 10 compare the numbers of states of automata generated by RANKER and the other algorithms and the upper part of Table 1 gives summary statistics. Observe that our optimizations from this paper drastically reduced the generated search space compared with both SCHEWE and RANKEROld (the mean for SCHEWE is lower than for RANKEROld due to its much higher number of timeouts); from Fig. 10b we can see that the improvement was in many cases exponential even when compared with our previous optimizations in RANKEROld. The median (which is a more meaningful indicator with the presence of timeouts) decreased by 44 % w.r.t. RANKEROld, and we also reduced the
number of timeouts by 23%. Notice that the numbers for the LTL dataset do not differ as much as for random, witnessing the easier structure of the BAs in LTL.

6.2 Comparison with Other Complementation Techniques

In our second experiment, we compared the improved RANKER with other state-of-the-art tools. We were comparing sizes of output BAs, therefore, we postprocessed each output automaton with autfilt (simplification level --high). Scatter plots are given in Fig. 11, where we compare RANKER with Spot (which had the best results on average from the other tools except Roll) and Roll, and summary statistics are in the lower part of Table 1. Observe that RANKER has by far the lowest mean (except Roll) and the third lowest median (after Seminar2 and Roll, but with less timeouts). Moreover, comparing the numbers in columns wins and losses we can see that RANKER gives strictly better results than other tools (wins) more often than the other way round (losses).

In Fig. 11a see that indeed in the majority of cases RANKER gives a smaller BA than Spot, especially for harder BAs (Spot, however, behaves slightly better on the simpler BAs from LTL). The results in Fig. 11b do not seem so clear. Roll uses a learning-based approach—more heavyweight and completely orthogonal to any of the other tools—and can in some cases output a tiny automaton, but does not scale, as observed by the number of timeouts much higher than any other tool. It is, therefore, positively surprising that RANKER could in most of the cases still obtain a much smaller automaton than Roll.

Regarding runtimes, the prototype implementation in RANKER is comparable to Seminar2, but slower than Spot and LTL2Dstar (Spot is the fastest tool). Implementations of other approaches clearly do not target speed. We note that the number of timeouts of RANKER is still higher than of some other tools (in particular Pertman, Spot, Fribourg); further state space reduction targeting this particular issue is our future work.

7 Related Work

BA complementation remains in the interest of researchers since their first introduction by Büchi in [8]. Together with a hunt for efficient complementation techniques, the effort has been put into establishing the lower bound. First, Michel showed that the lower bound is \( n! \) (approx. \((0.36n)^n\)) [30] and later Yan refined the result to \((0.76n)^n\) [42].
The complementation approaches can be roughly divided into several branches. **Ramsey-based complementation**, the very first complementation construction, where the language of an input automaton is decomposed into a finite number of equivalence classes, was proposed by Büchi and was further enhanced in [7]. **Determinization-based complementation** was presented by Safra in [35] and later improved by Piterman in [33] and Redziejowski in [34]. Various optimizations for determinization of BAs were further proposed in [28]. The main idea of this approach is to convert an input BA into an equivalent deterministic automaton with different acceptance condition that can be easily complemented (e.g., Rabin automaton). The complemented automaton is then converted back into a BA (often for the price of some blow-up). **Slice-based complementation** tracks the acceptance condition using a reduced abstraction on a run tree [41, 20]. A **learning-based approach** was introduced in [26, 25]. Allred and Ultes-Nitsche then presented a novel optimal complementation algorithm in [1]. For some special types of BAs, e.g., deterministic [24], semi-deterministic [5], or unambiguous [27], there exist specific complementation algorithms. **Semi-determinization based complementation** converts an input BA into a semi-deterministic BA [11], which is then complemented [4].

**Rank-based complementation**, studied in [23, 15, 14, 36, 21], extends the subset construction for determinization of finite automata by storing additional information in each macrostate to track the acceptance condition of all runs of the input automaton. Optimizations of an alternative (sub-optimal) rank-based construction from [23] going through **alternating Büchi automata** were presented in [15]. Furthermore, the work in [21] introduces an optimization of SCHEWE, in some cases producing smaller automata (this construction is not compatible with our optimizations). As shown in [9], the rank-based construction can be optimized using simulation relations. We identified several heuristics that help reducing the size of the complement in [18], which are compatible with the heuristics in this paper.
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A Semi-Determinization of Elevator Automata

The deelevation procedure from Section 4.2 also provides a good starting point for transforming an elevator automaton into an SDBA. For an elevator automaton $\mathcal{A}$ with no nondeterministic IWA component, the output of $\text{DeELEV}(\mathcal{A})$ is already an SDBA. If $\mathcal{A}$, on the other hand, contains some nondeterministic IWA component, so will $\text{DeELEV}(\mathcal{A})$. In such a case, we can determinize each of the (terminal) IWA components in $\text{DeELEV}(\mathcal{A})$, which will cause a blow-up of at most $2|Q|^3$, which would yield an SDBA with at most $2|Q| + 2|Q|$ states (while the standard semi-determinization of [11] has the upper bound of $4|Q|^3$).

Lemma 18. Let $\mathcal{A}$ be an elevator automaton with $n$ states. Then there exists an SDBA with $O(2^n)$ states with the same language.

B Proofs of Section 3

Lemma 1. If $\alpha \notin \mathcal{L}(\mathcal{A})$, then rank($\alpha$) $\leq 2|Q|$.

Proof. This proof is a modification of [23] to BAs with mixed transition/state-based acceptance condition. We prove by induction that for every $i \geq 0$ there exists $l_i$ such that for all $l \geq l_i$, $G_{\alpha}^{2l}$ contains at most $|Q| - i$ vertices of the form $(q, l)$. The proof for the base case $i = 0$ follows from the definition of $G_{\alpha}^{0}$, because all levels $l \geq 0$ have at most $|Q|$ vertices of the form $(q, l)$. Assume that the hypothesis holds for $i$. We prove it for $i + 1$. First, if $G_{\alpha}^{2l}$ is finite, then it is clear that $G_{\alpha}^{2l+1}$ and $G_{\alpha}^{2l+2}$ are empty as well. If $G_{\alpha}^{2l}$ is not finite, then there must be some endangered vertex in $G_{\alpha}^{2l+1}$. Assume, by way of contradiction, that $G_{\alpha}^{2l}$ is infinite and no vertex in $G_{\alpha}^{2l+1}$ is endangered. Since $G_{\alpha}^{2l}$ is infinite, $G_{\alpha}^{2l+1}$ is also infinite and therefore each vertex in $G_{\alpha}^{2l+1}$ has at least one successor. Consider some vertex $(q_0, l_0)$ in $G_{\alpha}^{2l+1}$. Since, by the assumption, it is not endangered, there exists an accepting vertex $(q'_0, l'_0)$ reachable from $(q_0, l_0)$ or an accepting edge $(q''_0, l''_0) \xrightarrow{a} (q'_0, l'_0)$ with both vertices $(q''_0, l''_0)$ and $(q'_0, l'_0)$ reachable from $(q_0, l_0)$. Let $(q_1, l_1)$ be a successor of $(q''_0, l''_0)$. By the assumption, $(q_1, l_1)$ is also not endangered and hence, there exists a vertex $(q'_1, l'_1)$ that is accepting and reachable from $(q_1, l_1)$ or an accepting edge $(q''_1, l''_1) \xrightarrow{a} (q'_1, l'_1)$ with both $(q''_1, l''_1)$ and $(q'_1, l'_1)$ reachable from $(q_1, l_1)$. Let $(q_2, l_2)$ be a successor of $(q'_1, l'_1)$. We can continue similarly and construct an infinite sequence of vertices $(q_1, l_1), (q'_1, l'_1), (q_2, l_2), \ldots, (q_j, l_j), (q''_j, l''_j), (q_{j+1}, l_{j+1}), \ldots$ such that $(q_{j+1}, l_{j+1})$ is a successor of $(q''_j, l''_j)$ and $(q''_j, l''_j)$ is an accepting vertex or there is a path from $(q_j, l_j)$ to $(q''_j, l''_j)$ containing an accepting edge. Such a sequence corresponds to a path which contains an accepting vertex or an accepting edge infinitely often, and which is therefore not accepting, which contradicts the assumption that $\alpha \notin \mathcal{L}(\mathcal{A})$. Let $(q, l)$ be an endangered vertex in $G_{\alpha}^{2l+1}$. Since $(q, l)$ is in $G_{\alpha}^{2l+1}$, it is not finite in $G_{\alpha}^{2l}$. There

\footnote{Non-deterministic inherently weak BAs are strictly more expressive than deterministic inherently weak BAs (observed, e.g., by the $\omega$-regular language $(a + b)^*b^\omega$ for which no deterministic BA exists but is recognized by a non-deterministic weak BA). It is, however, folklore knowledge that inherently weak components can be determinized by the powerset construction.}
are therefore infinitely many vertices reachable from \((q, l)\) in \(G^{2i}_a\). Hence, by König’s Lemma, \(G^{2i}_a\) contains an infinite path \((q, l), (q_1, l + 1), (q_2, l + 2)\ldots\). For all \(k \geq 1\), the vertex \((q_k, l + k)\) has infinitely many vertices reachable from it in \(G^{2i}_a\) and thus, it is not finite in \(G^{2i}_a\). Therefore, the path \((q, l), (q_1, l + 1), \ldots\) exists also in \(G^{2i+1}_a\). Since \((q, l)\) is endangered, all the vertices \((q_k, l + k)\) reachable from \((q, l)\) are endangered as well. They are therefore not in \(G^{2i+2}_a\). For all \(j \geq 1\), the number of vertices of the form \((q, j)\) in \(G^{2i+2}_a\) is strictly smaller than in \(G^{2i}_a\), which, by the induction hypothesis, is \(|Q| - i\).

So there are at most \(|Q| - (i + 1)\) nodes of the form \((q, j)\) in \(G^{2i+2}_a\). It is now clear that \(G^{2i}|Q|\) is empty and therefore it holds that \(\text{rank}(a) \leq 2|Q|\).

\[\square\]

**Lemma 19.** There is a level \(l \geq 0\) such that for each level \(l' > l\), and for all odd ranks \(j\) up to the maximal odd rank, there is a vertex \((q, l')\) such that \(\text{rank}(q, l') = j\).

**Proof.** This proof is a modification of [14] (Lemma 2) to BAs with mixed transition/state-based acceptance condition. Let \(k\) be the minimal index for which \(G_{2k}\) is finite. For every \(0 \leq i \leq k - 1\), the DAG \(G_{2i+1}\) contains an endangered vertex. Let \(l_i\) be the minimal level such that \(G_{2i+1}\) contains an endangered vertex \((q, l_i)\). Since \((q, l_i)\) is in \(G_{2i+1}\), it is not finite in \(G_{2i}\). Thus, there are infinitely many vertices in \(G_{2i}\) that are reachable from \((q, l_i)\). Hence, by König’s Lemma, \(G_{2i}\) contains an infinite path \((q, l_i), (q_1, l_i + 1), (q_2, l_i + 2)\ldots\). For all \(j \geq 1\), the vertex \((q_j, l_i + j)\) has infinitely many vertices reachable from it in \(G_{2i}\) and thus, it is not finite in \(G_{2i}\). Therefore, the path \((q, l_i), (q_1, l_i + 1), (q_2, l_i + 2)\ldots\) exists also in \(G_{2i+1}\). Since \((q, l_i)\) is endangered, all vertices \((q_j, l_i + j)\) are endangered as well. It follows that for every \(0 \leq i \leq k - 1\) there exists a level \(l_i\) such that for all \(l' \geq l_i\), there is an endangered vertex \((q, l')\) from which it cannot be reached to any accepting edge and for which \(\text{rank}(q, l')\) would therefore be \(2i + 1\).

\[\square\]

**Lemma 20.** There is a level \(l \geq 0\) such that for each level \(l' > l\), the level ranking that corresponds to \(l'\) is tight.

**Proof.** This proof is a modification of [14] (Lemma 3) to BAs with mixed transition/state-based acceptance condition. According to Lemma 19, there is a level \(l_1 \geq 0\) such that for all levels \(l_2 \geq l_1\) there is a vertex \((q, l_2)\) such that \(\text{rank}(q, l_2) = j\) for all odd ranks \(j\) up to the maximal odd rank. In order to be tight, a level ranking must have an odd rank. Since even ranks label finite vertices, only a finite number of levels \(l_2\) have even ranks greater than maximal odd rank. Therefore there exists a level \(l \geq l_2\) such that all \(l' \geq l\) have odd rank.

\[\square\]

**Theorem 2.** Let \(A\) be a BA. Then \(\mathcal{L}(\text{Schewe}(A)) = \Sigma^* \setminus \mathcal{L}(A)\).

**Proof.** This proof is a modification of Schewe’s proof from [36] to BAs with mixed transition/state-based acceptance condition.
First, we show that \( \mathcal{L}(\text{Schwe(e}(A)) \subseteq \Sigma^\omega \setminus \mathcal{L}(A) \). Consider some \( \alpha \in \mathcal{L}(\text{Schwe(e}(A)) \). Let \( \rho = S_0 \ldots S_k(S_{k+1}, O_{k+1}, f_{k+1}, i_{k+1}) \ldots \) be a run of \( \text{Schwe(e}(A) \) on \( \alpha \) and \( \rho' = q_0q_1 \ldots \) be a run of \( A \) on \( \alpha \). From the construction of \( \text{Schwe(e}(A) \) it holds that \( f_l \in \mathcal{L}(A) \) for all \( l > k \). The sequence \( f_{k+1}(q_{k+1}) \geq f_{k+2}(q_{k+2}) \geq \ldots \) is decreasing, and stabilizes eventually. There is therefore some \( m > k \) and \( r < 2|Q| \) s.t. \( f_p(q_p) = r \) for all \( p \geq m \). If \( r \) is even, then there exists some \( l > k \) such that for all \( l' \geq l \) it holds that \( i_{l'} = r \) and \( O_{l'} \neq \emptyset \), which contradicts the assumption that \( \rho \) is an accepting run and must therefore contain some state with \( O = \emptyset \) infinitely often. If \( r \) is odd, then from some position in the run there is no accepting state of \( A \) (because accepting states have even rank), and also no accepting transition, because two states \( q \) and \( q' \) such that \( q' \in \delta_F(q, \alpha) \) cannot have the same odd rank. \( \rho \) is therefore non-accepting.

Now we show that \( \Sigma^\omega \setminus \mathcal{L}(A) \subseteq \mathcal{L}(\text{Schwe(e}(A)) \). Consider some \( \alpha \in \Sigma^\omega \setminus \mathcal{L}(A) \). If there is no run of \( A \) on \( \alpha \), then there is an accepting run \( \rho = S_0S_1 \ldots \) of \( \text{Schwe(e}(A) \) on \( \alpha \), which accepts \( \alpha \) in the waiting part of the automaton. Otherwise, there is a super-tight run \( \rho' = S_0 \ldots S_k(S_{k+1}, O_{k+1}, f_{k+1}, i_{k+1}) \ldots \) of \( \text{Schwe(e}(A) \) on \( \alpha \) matching the levels of \( \mathcal{G}_\alpha \) (see [18] for a definition of super-tight run). The existence of such a run is established by Lemma 20 and Lemma 1. Since \( \alpha \in \Sigma^\omega \setminus \mathcal{L}(A) \), there is no run with infinitely many accepting states or transitions on \( \alpha \). The ranking of each run therefore stabilizes on some odd rank, which means that \( \rho' \) contains some accepting state infinitely often and is therefore accepting. If this were not true, then there would be some \( l > k \) such that for all \( l' \geq l \) it holds \( O_{l'} \neq \emptyset \) and \( i_{l'} = i_l \). This contradicts the fact that the ranking of each run stabilizes on some odd rank. \( \rho' \) is therefore accepting.

**Lemma 5.** Let \( \mu \) be a TRUB and \( B \) be a BA obtained from \( \text{Schwe(e}(A) \) by replacing all occurrences of \( Q_2 \) by \( Q_2' = \{(S, O, f, i) \mid f \leq \mu(S)\} \). Then, \( \mathcal{L}(B) = \Sigma^\omega \setminus \mathcal{L}(A) \).

**Proof.** We prove that \( \mathcal{L}(\text{Schwe(e}(A)) = \mathcal{L}(B) \). The inclusion \( \mathcal{L}(\text{Schwe(e}(A)) \supseteq \mathcal{L}(B) \) is clear (we just omit certain states from the automaton), so let us focus on the inclusion \( \mathcal{L}(\text{Schwe(e}(A)) \subseteq \mathcal{L}(B) \). Consider some \( \alpha \in \mathcal{L}(\text{Schwe(e}(A)) \). From Lemma 1 and Theorem 2 we have that \( \alpha \notin \mathcal{L}(A) \) and there is a ranking of \( \mathcal{G}_\alpha \) having the rank at most \( 2|Q| \). Since \( \mu \) is a TRUB wrt \( \alpha \), there is some \( \ell \in \omega \) such that \( \ell \) is tight and \( \forall k \geq \ell : \mu(\text{level}_\alpha(k)) \geq f_k^\alpha \). We can use this fact to construct an accepting run \( \rho \) of \( B \) on \( \alpha \) as follows:

\[
\rho = \text{level}_\alpha(0) \xrightarrow{a_0} \text{level}_\alpha(1) \xrightarrow{a_1} \cdots \xrightarrow{a_{\ell-1}} \text{level}_\alpha(\ell) \xrightarrow{a_\ell} (\text{level}_\alpha(\ell + 1), 0, f_{\ell+1}^\alpha, 0) \xrightarrow{a_{\ell+1}} \cdots
\]

Hence, \( \alpha \in \mathcal{L}(B) \).

**C Proofs of Section 4**

**Lemma 7.** \( \chi \) is a TRUB.
Proof. Consider some elevator automaton $A$. Let $G_\alpha$ be a run DAG over some word $\alpha \notin L(A)$ and $C$ be a component of $A$. We say that $C$ is terminal in $G_\alpha$ if for each $\forall i \in \omega \forall q \in C : (q, i) \in G_\alpha \Rightarrow \text{reach}_{G_\alpha}(q, i) \subseteq \{(c, j) \mid c \in C, j \in \omega\}$.

Claim 1: Let $C$ be a terminal IWA component in $G_\alpha$. Then, all vertices labelled by $C$ will have the rank 0.

- Since $\alpha \notin L(A)$, all vertices labelled by a state from $C$ are finite in $G_\alpha$ (otherwise the word is accepted).

Claim 2: Let $C$ be a terminal D component in $G_\alpha$. Then, all vertices labelled by $C$ will have the rank at most 2.

- We prove that $G_{\alpha}^2$ contains only finite vertices labelled by $C$.
- If it is not true, either $\alpha \in L(A)$ or $C$ is not terminal deterministic (both are contradictions).

Now we prove the main lemma. First, observe that after application of any rule we have that D, IWA components have an even rank and N components have an odd rank. The lemma we prove by induction on given rules. In particular, we prove that if a state $q$ was assigned by rank $k$, $G_{\alpha}^{k+1}$ does not contain node labelled by $q$.

- Base case: If a terminal component $C$ is IWA, from Claim 1 we obtain all states from $C$ will have the rank 0. If a terminal component is D, then from Claim 2 we have that all states from $C$ will have the rank bounded by 2.

- Inductive case: Assume that for all states $q$ from already processed components, if $q$ was assigned by rank $m$, $G_{\alpha}^{m+1}$ does not contain node labelled by $q$. Note that inside each rule we can investigate cases D, N, IWA separately since the adjacent components do not affect each other.

Fig. 3a Observe that after $\ell = \max\{\ell_D, \ell_N + 1, \ell_W\}$ steps of the ranking procedure, in the worst case, all vertices labelled by $C$ in $G_{\alpha}^{\ell}$ are finite (otherwise it is a contradiction with induction hypothesis). Therefore, in $G_{\alpha}^{\ell+1}$ there are no vertices labelled by $C$. The ranks of vertices labelled by $C$ is hence $\max\{\ell_D, \ell_N + 1, \ell_W\}$.

Fig. 3b We prove that in $G_{\alpha}^{\ell}$ all vertices labelled by $C$ are finite ($\ell$ is from the rule). From the induction hypothesis, after $\ell - 1$ steps (in the worst case) all vertices labelled by adjacent D, IWA components are finite in $G_{\alpha}^{\ell-1}$ (provided that the transitions are deterministic). Vertices labelled by adjacent N components are not present in $G_{\alpha}^{\ell-1}$. Therefore, if there is some vertex $v$ labelled by $C$ in $G_{\alpha}^{\ell-1}$ which is not finite, the only possibility is that for each $v' \in \text{reach}_{G_{\alpha}^{\ell-1}}(v)$ we reach in $G_{\alpha}^{\ell-1}$ from $v'$ some vertex labelled by a state from the D, IWA components. However, it is a contradiction with the transition determinism.

Fig. 3c We prove that in $G_{\alpha}^{\ell}$ all vertices labelled by $C$ are endangered. This follows from the fact that after $\ell - 1$ steps no vertex labelled by the adjacent D, IWA components is present in $G_{\alpha}^{\ell-1}$ (induction hypothesis). Therefore, all vertices labelled by $C$ in $G_{\alpha}^{\ell}$ are endangered.

\(\Box\)
Lemma 6. Let $\mathcal{A}$ be an elevator automaton such that its condensation has the depth $d$. Then $\text{rank}(\mathcal{A}) \leq 2d$.

Proof. In the worst case an elevator $\mathcal{A}$ consists of a chain of deterministic components connected with nondeterministic transitions. Therefore, using the rule from Fig. 3b, the maximum rank is increased by 2 for every component, which gives the upper bound. □

Lemma 4. For a BA $\mathcal{A}$ with sufficiently many states $n$ such that $\text{rank}(\mathcal{A}) = r$ the number of states of the complemented automaton is bounded by $2^n + \frac{(r+m)^n}{(r+m)!}$ where $m = \max\{0, 3 - \left[\frac{r}{2}\right]\}$.

Proof. Let $\ell$ be the number of possible odd ranks, i.e., $\ell = \left[\frac{r}{2}\right]$ where $r$ is the rank upper bound. Consider a $(S, O, f, i)$ for a fixed $i$. We use the same reasoning as in [36] to compute the number of macrostates $(S, O, f, i)$ for a fixed $i$. A macrostate $(S, O, f, i)$ we can encode by a function $g : Q \to \{-2, -1, 0, \ldots, r\}$ s.t. $g(q) = -2$ if $q \not\in S$, $g(q) = -1$ if $q \in O$, $g(q) = f(q)$ otherwise. Since we consider only tight rankings, $g$ is either onto $\{-2, -1, \ldots, j\}$, $\{-1, 1, \ldots, j\}$, $\{-2, 1, \ldots, j\}$, $\{1, \ldots, j\}$ where $j$ is a maximum rank of $(S, O, f, i)$. For sufficiently big $n$ the number of macrostates for a fixed $i$ is hence bounded by

$$4 \cdot \left\{ \frac{n}{\left[\frac{r}{2}\right] + 2} \right\}.$$

Since, the maximum ranking can range from 1 to $r$ we have the bound on the complement size as

$$|\mathcal{A}| \leq 2^n + 4\ell \cdot \sum_{j=1}^{\ell} \left\{ \frac{n}{j+2} \right\}.$$

Moreover, for sufficiently large $n$ (and fixed $\ell$) we have

$$\sum_{j=1}^{\ell} \left\{ \frac{n}{j+2} \right\} \leq \ell \cdot \left\{ \frac{n}{\ell+2} \right\} \leq \ell \cdot \frac{(\ell + 2)^n}{(\ell + 2)!}.$$

The previous follows from the fact that

$$\left\{ \frac{n}{\ell} \right\} \leq \left\{ \frac{n}{\ell + 1} \right\} \land \left\{ \frac{n}{\ell} \right\} \sim \frac{\ell^n}{\ell!}$$

for sufficiently large $n$ and fixed $\ell$. Therefore,

$$|\mathcal{A}| \leq 2^n + 4\ell \cdot \sum_{i=1}^{\ell} \left\{ \frac{n}{i+2} \right\} \leq 2^n + 4\ell^2 \cdot \frac{(\ell + 2)^n}{(\ell + 2)!} \leq 2^n + \frac{(r+m)^n}{(r+m)!},$$

where $m = \max\{0, 3 - \left[\frac{r}{2}\right]\}$, for sufficiently big $n$, since $\ell + 2 < r + m$ for all $r \geq 2$. □

Lemma 9. Let $\mathcal{A}$ be a BA. Then, $L(\mathcal{A}) = L(\text{DeELEV}(\mathcal{A}))$. 
Proof. First assume that $M$ is a set of MSCCs of $A$. We prove the first inclusion, the second one is done analogically. Consider some $\alpha \in L(A)$. Then, there is a run $\rho = q_0q_1 \cdots$ on $\alpha$. Moreover, there is some $\ell \in \omega$ and $C \subseteq M$ s.t. $\rho_k \in C$ for all $k \geq \ell$. We can hence construct a run $\rho' = q_0 \cdots q_{\ell-1}q_{\ell}q_{\ell+1} \cdots$ over $\alpha$ in $\text{DeELEV}(A)$. Since $\rho$ is accepting, so $\rho'$ is. \hfill $\square$

Lemma 10. Let $A$ be an elevator automaton with sufficiently many states $n$. Then the language $\Sigma^\omega \setminus L(A)$ can be represented by a BA with at most $O(16^n)$ states.

Proof. First, assume that $A$ is transformed into $\text{DeELEV}(A)$ having $2^n$ states with the rank bounded by 3. From Lemma 4 we have

$$|A| \leq 2^{2n} + \frac{(r+1)^{2n}}{(r+1)!}$$

for $r \geq 3$ and sufficiently big $n$. Therefore,

$$|A| \leq 2^{2n} + \frac{4^{2n}}{5!} \in O(16^n).$$

Lemma 11. $\chi$ is a TRUB.

Proof. Consider some BA $A$. Let $G_\alpha$ be a run DAG over some word $\alpha \notin L(A)$. We use, in this proof, claims and notation introduced in the proof of Lemma 7.

Claim 3: Let $C$ be a terminal $G$ component in $G_{\alpha}^{2k+1}$. Then, all vertices labelled by $C$ will have the rank at most $2k + 2|C \setminus Q_F|$.

- Since $2k + 1 > 0$, $G_{\alpha}^{2k+1}$ does not contain any finite vertices.
- Since $C$ is a terminal component, there is some $i \in \omega$ s.t. $\forall j > i : |\text{level}_{G_{\alpha}^{2k+1}}(j) \cap C| < |\text{level}_{G_{\alpha}^{2k+2}}(j) \cap C|$ (if we remove an endangered vertex, we decrease the width of the run DAG from some level at least by 1).
- Moreover, since endangered vertices do not contain accepting states, the previous observation can be refined to $|\text{level}_{G_{\alpha}^{2k+1}}(j) \cap C \setminus Q_F| < |\text{level}_{G_{\alpha}^{2k+2}}(j) \cap C \setminus Q_F|$. If we apply the reasoning multiple times, we get that in $G_{\alpha}^{2k+2|C \setminus Q_F|}$ remains only finite vertices labelled by a state from $C$, therefore the rank is at most $2k + 2|C \setminus Q_F|$.

Now we prove the main lemma. First, observe that after application of any rule we have that $D, IWA, G$ components have an even rank and $N$ components have an odd rank. The lemma we prove by induction on certain rules. In particular, we prove that if a state $q$ was assigned by rank $k$, $G_{\alpha}^{k+1}$ does not contain node labelled by $q$.

- Base case: If a terminal component $C$ is IWA, from Claim 1 we obtain all states from $C$ will have the rank 0. If a terminal component is $D$, then from Claim 2 we have that all states from $C$ will have the rank bounded by 2. If a terminal component is $G$, from Claim 3 we have that all states from $C$ will have the rank bounded by $2|C \setminus Q_F|$.
– Inductive case: Assume that for all states $q$ from already processed components, if $q$ was assigned by rank $m$, $G^{m+1}_{\alpha}$ does not contain node labelled by $q$.

Fig. 6a Observe that after $\ell = \max\{\ell_D, \ell_N + 1, \ell_W, \ell_G\} - 1$ steps of the ranking procedure, in the worst case, all vertices labelled by $C$ in $G^{\ell}_{\alpha}$ are finite (otherwise it is a contradiction with the induction hypothesis). Therefore, in $G^{\ell+1}_{\alpha}$ there are no vertices labelled by $C$. The ranks of vertices labelled by $C$ is hence $\max\{\ell_D, \ell_N + 1, \ell_W, \ell_G\}$.

Fig. 6b We prove that in $G^{\ell}_{\alpha}$ all vertices labelled by $C$ are finite (\ell is from the rule). From the induction hypothesis, after $\ell - 1$ steps (in the worst case) all vertices labelled by adjacent $D$, IWA components are finite in $G^{\ell}_{\alpha}$ (provided that the transitions are deterministic). Vertices labelled by adjacent $N$ components are not present in $G^{\ell}_{\alpha}$. Vertices labelled by adjacent $G$ components are finite in $G^{\ell}_{\alpha}$. Therefore, if there is some vertex $\nu$ labelled by $C$ in $G^{\ell}_{\alpha}$ which is not finite, the only possibility is that for each $\nu' \in reach_{G^{\ell}_{\alpha}}(\nu)$ we reach in $G^{\ell}_{\alpha}$ from $\nu'$ some vertex labelled by a state from the $D$, IWA components. However, it is a contradiction with the transition determinism.

Fig. 6c We prove that in $G^{\ell}_{\alpha}$ all vertices labelled by $C$ are endangered. This follows from the fact that after $\ell - 1$ steps no vertex labelled by the adjacent $D$, IWA, $G$ components is present in $G^{\ell}_{\alpha}$ (induction hypothesis). Therefore, all vertices labelled by $C$ in $G^{\ell}_{\alpha}$ are endangered.

Fig. 7 From the induction hypothesis we have that in $G^{\ell}_{\alpha}$ where $\ell = \max\{\ell_D, \ell_N + 1, \ell_W, \ell_G\}$ all vertices labelled by adjacent $D$, IWA, $G$ components are finite. Vertices labelled by adjacent $N$ components are not present in $G^{\ell}_{\alpha}$. Therefore, $C$ is terminal in $G^{\ell+1}_{\alpha} \cup \{Q_F\}$. From Claim 3 we have that the rank of $C$ is bounded by $\ell + 2|C \setminus Q_F|$.

\[\square\]

D Proofs of Section 5

Lemma 13. If $\mu$ is a TRUB, then $\mu \prec \{S \mapsto up_{\text{out}}(\mu, S, R_1, \ldots, R_m)\}$ is a TRUB.

Proof. Let $\alpha \notin \mathcal{L}(\mathcal{A})$ and $G_\alpha$ be the run DAG of $\mathcal{A}$ over $\alpha$. Further, let us use $\mu' = \mu \prec \{S \mapsto up_{\text{out}}(\mu, S, R_1, \ldots, R_m)\}$.

1. There are finitely many $i \in \omega$ such that level$\alpha(i) = S$. Let $k$ be the last level of $G_\alpha$ where $S$ occurs (or 0 if $S$ does not occur on any level of $G_\alpha$). Then we can set the $\ell$ in the definition of a TRUB in (2) to be the least $\ell > k$ such that $\ell$ is a tight level (by Lemma 20 there exists such an $\ell$). Then the condition holds trivially.

2. There are infinitely many $i \in \omega$ such that level$\alpha(i) = S$. Then, since $\mu$ is a TRUB, let $\ell$ be the $\ell$ in (2) for which $\mu$ satisfies (2). We need to show that for every $k > \ell$ such that level$\alpha(k) = S$, it holds that $\mu'(S) \geq f_k^\alpha$. Let $\mathcal{P} \subseteq \{R_1, \ldots, R_m\}$ be the set of predecessors of all occurrences of $S$ on $G_\alpha$ below $\ell$, i.e., for all $k > \ell$ such that level$\alpha(k) = S$, we have level$\alpha(k - 1) \in \mathcal{P}$. Since the ranks of levels in a run DAG are lower for levels that are higher, it is sufficient to consider only the first such a $k$. Let $R$ be the predecessor of $S$ at $k$, i.e., $R = level_\alpha(k - 1)$. Since we do not know which particular $R_j \in \mathcal{P}$ it is, we need to consider all $R_j \in \mathcal{P}$. Since $k - 1$ is already
a tight position, we have that \( \mu'' = \mu \prec \{ S \mapsto \max \{ \mu(R_1), \ldots, \mu(R_m) \} \} \) is a TRUB for the same \( \ell'' = \ell \) in (2) (recall that all tight positions have the same odd rank).

Further, \( \mu \) is also a TRUB, therefore, \( \mu' = \mu \prec S \mapsto \min \{ \mu''(S), \mu(S) \} \) for \( \ell \). \( \square \)

**Corollary 14.** When started with a TRUB \( \mu_0 \), the outer macrostate analysis terminates and returns a TRUB \( \mu'_{\text{out}} \).

**Proof.** Let \( \mu \) be a TRUB and \( \mu' = \mu \prec \{ S \mapsto u_{p_{\text{out}}} (\mu, S, R_1, \ldots, R_m) \} \). From Lemma 13 we have that \( \mu' \) is a TRUB as well, which means that starting from \( \mu_0 \) using \( u_{p_{\text{out}}} \) we get TRUBs only. Moreover, \( \mu(P) \geq \mu'(P) \) and \( \mu'(P) \geq 0 \) for each \( P \in 2^Q \). The fixpoint evaluation hence eventually stabilizes. \( \square \)

**Lemma 16.** If \( \mu \) is a TRUB, then \( \mu \prec \{ S \mapsto u_{p_{\text{in}}} (\mu, S, R_1, \ldots, R_m) \} \) is a TRUB.

**Proof.** Let \( \alpha \notin \mathcal{L}(\mathcal{A}) \) and \( G_\alpha \) be the run DAG of \( \mathcal{A} \) over \( \alpha \). Further, let us use \( \mu' = \mu \prec \{ S \mapsto u_{p_{\text{in}}} (\mu, S, R_1, \ldots, R_m) \} \). First, we prove that the following claim:

**Claim 4:** Let \( \mu_1, \mu_2 \) be two TRUBs wrt \( \alpha \). Then \( \mu' \), defined as \( \mu'(S) := \mu_1(S) \cap \mu_2(S) \) is a TRUB wrt \( \alpha \).

**Proof:** Follows from the definition (with choosing \( \ell' = \max (\ell_1, \ell_2) \)) where \( \ell_1 \) is from the definition of a TRUB for \( \mu_1, \ell_2 \) is for \( \mu_2 \).

We need to consider the following two cases:

1. There are finitely many \( i \in \omega \) such that \( \text{level}_\alpha(i) = S \). Let \( k \) be the last level of \( G_\alpha \) where \( S \) occurs (or 0 if \( S \) does not occur on any level of \( G_\alpha \)). Then we can set the \( \ell \) in the definition of a TRUB in (2) to be the least \( \ell > k \) such that \( \ell \) is a tight level (by Lemma 20 there exists such an \( \ell \)). Then the condition holds trivially.

2. There are infinitely many \( i \in \omega \) such that \( \text{level}_\alpha(i) = S \). Then, since \( \mu \) is a TRUB, let \( \ell \) be the \( \ell \) in (2) for which \( \mu \) satisfies (2). We need to show that for every \( k > \ell \) such that \( \text{level}_\alpha(k) = S \), it holds that \( \mu'(S) \geq \mathcal{f}_k^\alpha \). Let \( \mathcal{P} \subseteq \{ R_1, \ldots, R_m \} \) be the set of predecessors of all occurrences of \( S \) on \( G_\alpha \) below \( \ell \), i.e., for all \( k > \ell \) such that \( \text{level}_\alpha(k) = S \), we have \( \text{level}_\alpha(k - 1) \in \mathcal{P} \). Since the ranks of levels in a run DAG are lower for levels that are higher, it is sufficient to consider only the first such a \( k \). Let \( R \) be the predecessor of \( S \) at \( k \), i.e., \( R = \text{level}_\alpha(k - 1) \). Since we do not know which particular \( R_j \in \mathcal{P} \) it is, we need to consider all \( R_j \in \mathcal{P} \). Let \( M = \{ \text{max-succ-rank}_R (\mu(R_j)) \mid R_j \in \mathcal{P}, a \in \Sigma \} \). Then, since \( \mu \) is a TRUB, \( \mathcal{M} \) will also be a TRUB. Moreover, from Claim 4, \( \theta = \mu(S) \cap \mathcal{M} \) will also be a TRUB, and so \( \theta \geq \mathcal{f}_k^\alpha \). Then, if the rank of \( \theta \) is even, we can decrease it to the nearest odd rank, since tight rankings are, by definition, of an odd rank. \( \square \)

**Corollary 17.** When started with a TRUB \( \mu_0 \), the inner macrostate analysis terminates and returns a TRUB \( \mu'_{\text{in}} \).

**Proof.** Let \( \mu \) be a TRUB and \( \mu' = \mu \prec \{ S \mapsto u_{p_{\text{in}}} (\mu, S, R_1, \ldots, R_m) \} \). From Lemma 16 we have that \( \mu' \) is a TRUB as well, which means that starting from \( \mu_0 \) using \( u_{p_{\text{in}}} \) we get TRUBs only. Moreover, \( \mu(P) \geq \mu'(P) \) and \( \mu'(P) \geq \{ q \mapsto 0 \mid q \in Q \} \) for each \( P \in 2^Q \). The fixpoint evaluation hence eventually stabilizes. \( \square \)