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Abstract—The goal of aspect-based sentiment analysis (ABSA) is to determine the sentiment polarity towards an aspect. Because of the expensive and limited amounts of labelled data, the pretraining strategy has become the de facto standard for ABSA. However, there always exists a severe domain shift between the pretraining and downstream ABSA datasets, which hinders effective knowledge transfer when directly fine-tuning, making the downstream task suboptimal. To mitigate this domain shift, we introduce a unified alignment pretraining framework into the vanilla pretrain-finetune pipeline, that has both instance- and knowledge-level alignments. Specifically, we first devise a novel coarse-to-fine retrieval sampling approach to select target domain-related instances from the large-scale pretraining dataset, thus aligning the instances between pretraining and the target domains (First Stage). Then, we introduce a knowledge guidance-based strategy to further bridge the domain gap at the knowledge level. In practice, we formulate the model pretrained on the sampled instances into a knowledge guidance model and a learner model. On the target dataset, we design an on-the-fly teacher-student joint fine-tuning approach to progressively transfer the knowledge from the knowledge guidance model to the learner model (Second Stage). Therefore, the learner model can maintain more domain-invariant knowledge when learning new knowledge from the target dataset. In the Third Stage, the learner model is finetuned to better adapt its learned knowledge to the target dataset. Extensive experiments and analyses on several ABSA benchmarks demonstrate the effectiveness and universality of our proposed pretraining framework. Our source code and models are publicly available at https://github.com/WHU-ZQH/UIKA.
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A. A fine-grained sentiment analysis task, aspect-based sentiment analysis (ABSA) has attracted much attention in the community of natural language processing (NLP). Specifically, ABSA contains several subtasks, such as aspect term sentiment classification and aspect extraction [1], [2]. In this paper, we mainly denote ABSA with the aspect term, sentiment classification, which means it is formulated for determining the sentiment polarities of a sentence towards the given aspect terms. Note that the aspect terms are the target entities that appear in the sentences [3], [4], [5]. For example, given a sentence “The food was good, but not at all worth the price”, and the aspect terms of “food” and “price”, the task of ABSA is to determine the “positive” and “negative” sentiment polarities of the terms, respectively.

The existing ABSA approaches are mainly based on deep neural networks (DNNs), including the LSTM-based methods [7], [8], CNN-based methods [4], [9] and syntax-based methods [10], [11]. These methods commonly require full supervision from a large high-quality training corpus to achieve respectable performances. However, due to the difficulty of annotating aspect-level labels [12], the current ABSA datasets are usually very small, making it difficult for the prevailing methods to fully exploit their model capacities and attain optimal performances. To ensure effective training on ABSA datasets with limited data, a pretraining strategy is usually adopted for DNNs.

For ABSA, the current pretraining strategy first trains DNNs on some larger-scale datasets of different tasks, such as...
as sentence-level sentiment analysis datasets [13], [14], [15]. Then, the pretrained DNNs are finetuned on the target ABSA dataset; thus, the knowledge learned from the large datasets can be transferred to the ABSA task. In practice, this pretraining strategy can help these ABSA methods achieve higher training efficiencies and better performances [16], [17]. Although promising progress has been witnessed, we find that most current pretraining-based methods tend to underestimate the severe domain shift problem between the pretraining and the downstream target datasets, where domain shift refers to the difference between the upstream and downstream datasets, e.g., product topic, text style, grammar and text granularity. Taking a sentence-level pretraining dataset as an example, the pretraining dataset tends to be several orders of magnitude larger than the downstream ABSA dataset, and importantly, most are unrelated to the ABSA datasets [18]. Such a domain gap will make the pretrained model deteriorate dramatically during fine-tuning, which has been proven in previous studies [19], [20], [21].

To address the above problems, we propose a novel unified instance and knowledge alignment pretraining framework, namely, UIKA, which can gradually alleviate the domain shift problem. For better understanding, we show an illustration of the alignment procedure in Fig. 1. Specifically, considering that the pretraining datasets usually contain large-scale instances, and most of them are unrelated to the target ABSA data, we first introduce a coarse-to-fine sampling approach to select the target domain-related instances. Afterwards, inspired by the studies [22], [23] that introduced continued pretraining and teacher-student learning strategies for tackling the issue of domain shift at the knowledge level, we further propose to introduce a knowledge guidance-based strategy to progressively align the knowledge between pretraining and the target domains. In practice, we train the model on the sampled pretraining instances and attempt to describe the pretrained model with a knowledge guidance model and a learner model, both of which initially share the same model definitions and the same prior knowledge. Then, we aggressively finetune the knowledge guidance model on the target ABSA dataset. Meanwhile, the knowledge guidance model will guide the training of the learner model, which is updated with a more conservative pace. Accordingly, although the knowledge guidance model likely will forget the prior knowledge due to the significant domain gap, it is highly possible that the domain-invariant knowledge can be better maintained in the learner model. Subsequently, by further finetuning the learner model on the ABSA dataset, it can achieve a more promising performance.

This paper’s main research contributions can be summarized as follows:

1) We propose a novel unified instance and knowledge alignment pretraining (UIKA) framework to recast the vanilla pretraining strategy in ABSA. The UIKA introduces a coarse-to-fine retrieval sampling strategy and a knowledge guidance-based training scheme to effectively alleviate the domain shift at the instance and knowledge levels, respectively.

2) Our proposed UIKA framework is easy to implement, is model independent and does not require any complicated model modifications, making it possible to apply it to a broader range of DNN-based ABSA models.

3) Extensive experimental results demonstrate that the UIKA framework significantly and consistently outperforms the vanilla pretraining strategy and achieves SOTA level performances on most of the evaluated benchmarks.

The rest of this paper is organized as follows. In Sec. II, we briefly review the related works. In Sec. III, we introduce our proposed framework in detail. Sec. IV reports and discusses our experimental results, and is followed by a discussion in Sec. V. Finally, we conclude our study in Sec. VI.

II. RELATED WORKS

A. Aspect-based Sentiment Analysis

In recent years, DNNs have attracted increasing attention in the ABSA research community because they are much more powerful than hand-crafted features and achieve superior performances. The DNN-based methods for ABSA can be roughly classified into three categories, i.e., LSTM-based methods [24], [7], [23], CNN-based methods [4], [26], [9] and syntax-based methods [8], [11], [27], [28], [29].

First, owing to the ability to learn sequential patterns, using LSTMs to extract aspect-specific features has become the mainstream approach for ABSA. Tang et al. [24] proposed a target-dependent LSTM (TD-LSTM) to capture aspect-related information. Wang et al. [7] improved upon the TD-LSTM by introducing an attention mechanism to explore the potential correlations between aspects and opinion words. Additionally, in the study of [25], two LSTMs were used to encode the context and aspect terms, and then an interactive attention mechanism was introduced to extract the more relevant information between the context and aspect features.

Later, considering the complexity and inefficiency of LSTMs, many models attempted to employ more efficient CNNs to capture the compositional structure and n-gram features. Xue and Li [4] proposed a gated convolution network to extract the contextual features and employed the gate mechanism to selectively output the final sentiment features. In CNN-based methods, it is common to employ the average of aspect embeddings as the aspect representation, which causes a loss of sequence information. To address this problem, Li et al. [26] introduced a target-specific transformation component based on CNNs to better learn the target-specific representation.

Recently, to tackle the multiple-aspect problem, many studies have focused on explicitly leveraging the syntactic structure to establish an aspect and opinion word connection. Specifically, these methods introduced dependency parse trees to incorporate the syntactic information. Zhang et al. [10] first utilized dependency trees to represent sentences, and then proposed graph convolution networks (GCNs) to exploit the syntactical information from dependency trees. Additionally, to better syntactically connect aspect and opinion words, Wang et al. [11] presented a novel aspect-oriented dependency tree structure and employed a relational graph attention network to encode the tree structure.
These DNN-based methods have achieved some promising results, however, some challenges still remain in the ABSA task, e.g., the lack of labelled data. It is usually difficult to obtain a well-performing model without a large set of labelled data. To this end, recent studies focus on effectively migrating the knowledge encoded on the pretrained models into the downstream tasks, e.g. ABSA.

B. Pretraining for ABSA

In the NLP community, many methods that use pretraining strategies have made impressive achievements, such as the representative word embedding models (e.g. Word2vec [30] and GloVe [31]) and the contextualized pretrained language model, denoted as PLM, (e.g. GPT [32] and BERT [33]). These general pretrained models focus on learning descent word embeddings or contextual representations, which contain rich semantic features. Using these powerful pretrained models could improve the performance of downstream tasks by a large margin, especially in low- and medium-resource scenarios. In the ABSA field, there are also many PLM-based models [31], [34], [35], [36], [37], [38], [39], [40], such as R-GAT-BERT [11] and KGAN-BERT [29].

Additionally, since it is usually time-consuming to train and finetune these general pretrained models, some works have focused on studying task-specific pretraining. Specifically, task-specific pretraining attempts to pretrain the model from a task-related corpus, and then finetune the pretrained model on the target-task corpus to transfer the knowledge. In the ABSA task, we witnessed many studies on task-specific pretraining [16], [17], [41], [42], [43]. He et al. [16] proposed a transfer learning method that combined pretraining and multitask learning to exploit the knowledge gained from the sentence-level corpus for ABSA. In the study of Chen et al. [17], the proposed TransCap also attempted to transfer sentence-level knowledge to the aspect-level dataset.

To reduce the noise of pretraining the datasets, Zhou et al. [18] introduced three sampling approaches to select the pretraining instances and transferred the knowledge into ABSA from four different levels.

The above task-specific pretraining-based methods have achieved remarkable performances in the ABSA field, however, only a few methods [21], [41] have recognized the negative influence of the domain shift between the pretraining and the target datasets. Li et al. [41] proposed a coarse-to-fine task transfer network to reduce the domain shift between different tasks and datasets. In the work [21], a progressive network approach is proposed to leverage prior knowledge, and to alleviate forgetting via lateral connections to previously learned features. Notably, our motivation is similar to that in [21] but our proposed method is significantly different from the progressive networks approach. To be more specific, instead of directly concatenating the features of the pretrained model and target model, we use a knowledge guidance-based strategy to encourage the pretrained knowledge model to guide the learning of the target learner model. The knowledge guidance-based strategy can also be viewed as a knowledge distillation (KD) [44] technology, which attempts to leverage the teacher model to guide the training of students. The KD has the powerful ability to transfer knowledge, which has been proven effective in many fields [45], [46].

Additionally, there are also two differences between our method and prior works [41], [21], [18]. On the one hand, we bridge the domain gap, step-by-step, via both instance-level and knowledge-level alignments, while Li et al. [41] and Rusu et al. [21] only focus on the knowledge level, and and Zhou et al. [18] mainly use coarse-grained instance-level alignments. On the other hand, the method in [41] is only suitable for attention-based RNN models, whereas in this paper, we propose a pretraining framework that can be adapted to any DNN.
III. Unified Instance and Knowledge Alignment Pretraining

A. Problem Formulation

Suppose we have a source sentence-level dataset, denoted as SD, and a target aspect-level dataset, denoted as TD. We then denote a sentence as $S \in TD$ and the related aspect term as $T$. Notably, $T$ is usually a subsequence of $S$, and $S$ could contain multiple $T$ with different polarities. The goal of ABSA is to predict the sentiment polarity $y \in \{0, 1, 2\}$ of the sentence $S$ towards a specific aspect term $T$, where 0, 1 and 2 represent the positive, neutral and negative polarities, respectively. The UIKA aims to improve the performance of the predictive model for the ABSA task using the semantic knowledge learned from SD.

B. Multistage Pretraining Procedure

The overall architecture of our proposed UIKA framework is shown in Fig. 2. In general, the UIKA framework consists of three processing stages. The first stage of our pretraining framework introduces a novel sampling strategy to select the target domain-related instances from SD and employs an ABSA DNN to learn richer knowledge from the sampled instances. Then, in the second stage, we formulate the DNN model pretrained in the first stage into a knowledge guidance model and a learner model. Both models are initialized with the weights learned in the first stage before adapting their knowledge to TD. During the training procedure of the second stage, we make the knowledge guidance model learn more quickly and guide the training of the learner model to learn the domain-invariant knowledge. Finally, in the third stage, we finetune the learner DNN model trained in the second stage on TD to obtain a more promising performance.

a) Initial Sampling-based Pretraining Stage: For the first stage, we perform vanilla pretraining for an ABSA DNN model on SD to gain rich prior knowledge about the semantics. As stated above, SD is usually large-scale and contains a considerable number of various instances. Pretraining on all instances of SD is time-consuming and introduces considerable noise. Therefore, we devised a novel coarse-to-fine retrieval strategy to sample the target domain-related instances from SD. Notably, for a given target instance, an intuitive approach is to map all the source instances and the target instance to a shared semantic space, and then retrieve the optimal instances via a metric in one step. However, we find that such a process is costly and redundant, as most source instances are useless. Hence, we attempt to retrieve the required instances in a coarse-to-fine manner, i.e., first filtering the obviously dissimilar samples and then selecting the more related ones from the filtered samples.

In practice, we first treat the sentence $S$ of $TD$ as a query, and employ an efficient relevance-based retrieval approach\(^1\) (i.e., BM25 \([47]\)) to select the top-$N$-related instances (namely, $C_{\text{result}}$), where $N$ is the number of sampled instances for each query. These sampling instances are then encoded into a semantic vector space, where the larger cosine similarity between the two instances refers to the higher semantic similarity. Next, to further select the related instance, we follow Gururangan et al. \([22]\), calculate the cosine similarity between $S$ and each instance of $C_{\text{result}}$, and select the top-$K$ semantically similar instances as fine-grained sampling instances (namely, $F_{\text{result}}$). Note that $K$ is the number of fine-grained sampled instances and is less than $N$. As a result, we finally collect all the related instances and obtain a new pretraining dataset (namely, $SD_R$). For a better understanding, we present the operation of the sampling strategy in Algorithm 1.

Additionally, to make the pretrained DNN model more effectively learn the aspect term-related knowledge, we convert the sampled dataset $SD_R$ to a pseudo aspect-level dataset $SD_R$ that is more sensitive to the aspect terms. Notably, the source sentence-level pretraining datasets used for sentiment analysis are generally review datasets (e.g., Amazon and Yelp datasets), in which the aspect terms are usually nouns or noun phrases \([48]\). Therefore, we follow Hu et al. \([48]\) and extract nouns or noun phrases as aspect terms via the part-of-

---

\(^1\)Note that we employ such a simple and classical approach, owing to its generality and rapidity. We state that it will be more accurate when using a sophisticated approach, e.g., using the cosine similarity of sentence embedding as the metric to retrieve the related sentences via a pretrained language model, however this is more time-consuming and costly.

\(^2\)The data volume of $SD_R$ depends on the number of samples in the target ABSA datasets. Taking Laptop14 (approximately 3,000 samples) as an example, we collect approximately 3,000$^*K$ data points.
speech tagging and extra preprocessing of the words. More specifically, the detailed operation of aspect extraction can be found in Sec. V-A.

By pretraining a DNN model with $SD'_R$, we can obtain the initial pretrained model, denoted as $M_1$, for the first stage. Let $y_s$ be the label of the $i$-th instance from $SD_R'$ and $p_s$ be the predicted polarity given by the classification layer of $M_1$ for the $i$-th data example. We apply the cross-entropy loss function for $M_1$ to train with $SD_R'$ as follows:

$$L_{cc} = -\sum_i \sum_j y_{s_i} \log(p_{s_i}^j)$$  \hspace{1cm} (1)

where $i$ indexes the data examples in $SD_R'$ and $j$ indexes the sentiment classes.

b) Knowledge Guidance-based Pretraining Stage: After the first stage, we obtain $M_1$, which encodes the abundant semantic knowledge learned from $SD_R'$. Although the sampling strategy in the first stage can select the target domain-related instances and alleviate the domain shift at the instance level, there is still some domain shift between $SD_R'$ and $TD$, which would hinder the knowledge transfer performance. Moreover, by directly finetuning the weights of $M_1$ on the ABSA dataset $TD$, we run the risk of making pretrained $M_1$ quickly “forget” its learned knowledge from $SD_R'$ [20]. Therefore, rather than directly feeding prior knowledge into the DNN models for training on the $TD$, we introduce an on-the-fly teacher-student joint finetuning approach to further bridge the domain gap at the knowledge level. This learning procedure forms the second pretraining stage in our UIKA.

The on-the-fly teacher-student approach represents the $M_1$ with two models that share a consistent architecture, i.e., a knowledge guidance model and a learner model. After initializing both models with weights from $M_1$, the knowledge guidance model aims to intensively learn new knowledge from $TD$. Meanwhile, we make the learner model follow the learning of the knowledge guidance model for updating its own representation.

As shown in the second stage of Fig. 2, we first initialize the knowledge guidance model and the learner model with the same architecture and same parameters learned within $M_1$. Then, we feed the target aspect-level data $TD$ both the knowledge guidance model and learner model to conduct the second pretraining stage. The supervision of $TD$ is only used in the knowledge guidance model. In addition, we introduce a knowledge guidance loss $L_G$ to implement the proposed knowledge guidance-based pretraining. We define the knowledge guidance loss $L_G$ as follows:

$$L_G = \alpha(e) \ast L_c + (1 - \alpha(e)) \ast L_r$$  \hspace{1cm} (2)

where $L_c$ is the classification loss and $L_r$ is the representation consistency loss. Suppose $p_{g_i}$ is the prediction for the $i$-th dataset made by the knowledge guidance model, and $p_{l_i}$ is the prediction for the same dataset made by the learner model, $L_c$ and $L_r$ can be, respectively defined as follows:

$$L_c = -\sum_i \sum_j y_{s_i} \log(p_{g_i}^j)$$  \hspace{1cm} (3)

$$L_r = \sum_i \sum_j (p_{g_i}^j - p_{l_i}^j)^2$$  \hspace{1cm} (4)

where $y_{s_i}^j$ is the label for the $i$-th data example from the target $TD$, and $j$ indexes the different sentiment classes.

Additionally, the $\alpha(e)$ of Eq. 2 represents an annealing function that controls the degree of knowledge transfer. Note that the annealing function could be various functions, e.g., the sigmoid function or linear function. In this study, we empirically employ the linear function as the annealing function $\alpha(e)$ since the sigmoid function [20] causes the problem of unstable updates and hinders the knowledge transfer performance. More specifically, $\alpha(e)$ is calculated as follows:

$$\alpha(e) = 1 - \frac{e}{E + 1}$$  \hspace{1cm} (5)

where $e$ denotes the index of the training epoch, and $E$ denotes the number of all training epochs, which is empirically set as 10. Note that the analysis of $\alpha(e)$ can be found in Sec. IV-D.

Afterwards, when the parameters of the knowledge guidance model (namely, $\theta_g$) are updated according to $L_G$, we update the parameters of the learner model (namely, $\theta_l$) using an exponential moving average method [49], which can be defined as follows:

$$\theta_l^t = \beta \ast \theta_l^{t-1} + (1 - \beta) \ast \theta_g^t$$  \hspace{1cm} (6)

where $t$ indexes the training iterations and $\beta$ is a smoothing coefficient hyperparameter. Note that we do not update the learner model w.r.t. $L_G$.

According to the procedure described between Eq. 2 and Eq. 6, the learner model follows the update of the knowledge guidance model but at a slower pace, which is controlled by the value of $\beta$. Different from the vanilla finetuning, which directly optimizes the learner model with a classification loss of the ABSA task, its weights are only updated to be similar to the knowledge guidance model according to
Eq. 6. In this way, even if the knowledge guidance model may easily forget pretrained knowledge through fine-tuning on the ABSA dataset, the learner model can still preserve the important knowledge learned from $M_1$. To have a closer look, we illustrate the training curves of both models (in this stage) in Fig. 3. The update rate of the learning model is much slower than that of the guidance model. That is, the learning model has a smoother knowledge-learning process much slower than that of the guidance model. Meanwhile, the learning model has a different number of label categories with $SD_{TR}$ has a different number of label categories with $SD_{TR}$.

$SD_{TR}$.

In our implementation, we basically utilize GloVe vectors to initialize the word embeddings. We also carefully select the top 500 coarse-grained instances and top 300 fine-grained instances for each sentence of the target datasets. Additionally, two pretraining datasets, we employ our sampling strategy to both pretraining datasets, we employ our sampling strategy to sample the target-related instances and then list the simple models, i.e., edge ABSA models, typicality and applicability.

$R$'s.

For ease of illustration, we only describe the implementation of the UIKA framework on the syntactic-based ASGCN in detail, while the others are similar to ASGCN.

In practice, we first construct the sampled $SD_{TR}$ via the proposed coarse-to-fine retrieval strategy. Then, we build a pretraining model, denoted as ASGCN-pre, which is the same as ASGCN except that the former does not apply the position component since $SD_{TR}$ does not provide reliable position information. The ASGCN-pre is used to train on $SD_{TR}$ and obtain the pretrained model $M_1$. According to the second stage, we make the knowledge guidance and the learner models share the same architecture with the ASGCN-pre and train them according to the described procedures. In particular, while initializing the knowledge guidance and learner models, we ignore the parameters of the fully connected layer since $TD$ has a different number of label categories with $SD_{TR}$.

In the second stage, we initialize the pure ASGCN model with weights from $M_2$. Finally, we train the ASGCN on $TD$ to further finetune those weights and obtain the final classification model $M_3$.

### IV. Experiments

#### A. Datasets and Experimental Settings

Experiments are conducted on six public standard aspect-level datasets, i.e., Laptop14, Restaurant14, Restaurant15, Restaurant16 and MAMS. The Laptop14 and Restaurant14 datasets are from the SemEval2014 ABSA challenge, and Restaurant15 and Restaurant16 are from the SemEval2015 and SemEval2016 challenges, respectively. Following Tang et al., we remove a few instances with conflicting sentiment polarity and then list the statistics of these datasets in Tab. II. Additionally, two sentence-level Amazon and Yelp review datasets are adopted as pretraining datasets. Notably, we set $N$ and $K$ of Algorithm 1 as 500 and 300, respectively. In other words, for both pretraining datasets, we employ our sampling strategy to select the top 500 coarse-grained instances and top 300 fine-grained instances for each sentence of the target datasets.

In our implementation, we basically utilize GloVe vectors to initialize the word embeddings. We also carefully

---

4Notably, we state that our framework works well on various cutting-edge ABSA models, e.g., R-GAT and DM-GCN. However, we use the simple models, i.e., GCAE, ATAE-LSTM and ASGCN, owing to their typicality and applicability.

5The detailed analysis of both hyperparameters can be found in Sec IV-C.
validate the effectiveness of our method based on a powerful pretrained language model, i.e., BERT [33]. The learning rates are empirically set as 1e-3 for the GloVe-based models and 2e-5 for the BERT-based models. The batch sizes are 256, 64 and 64 for the first, second and third stages, respectively. To avoid overfitting, we apply dropout on the embedding layer and the final sentence representation with a dropout rate of 0.2. We adopt Adam [67] to fulfill the optimization and training for the models.

To investigate the effectiveness of our UIKA, we mainly apply it to improve three cutting-edge baseline models, i.e., RGAT [62], DualGCN [27] and KGAN [29]. For comparison, we also report the performance of other state-of-the-art methods and the most typical ones in this field. In particular, we include the following methods: (a) **GloVe-based:** TD-LSTM [24], IAN [25], ATEA-LSTM [7], GCAE [4], RAM [56], TransCap [17], TNet-AS [56], MCRF-SA [58], ASCNN [10], ASGCN [10], Sentic GCN [61], DM-GCN [28], T-GCN [64], R-GAT [11], DualGCN-BERT [27], R-GAT-BERT [41], DualGCN+UIKA (Ours) [29], KGAN+UIKA (Ours) [29], Vanilla BERT [33], R-GAT-BERT [41], DualGCN-BERT [27], R-GAT-BERT [41], DualGCN+UIKA (Ours) [29], KGAN+UIKA (Ours) [29].

### Table II

Comparison with previous work on several SentEval-based datasets. Most results are retrieved from corresponding papers. "‡" and "*" indicate the results are collected from [54, 11], respectively. "_" means the results are not reported in their original works and "_" denotes the results that we reproduced. The best results for each pretrained model are in bold, while the second-best results are underlined. Following the previous work [54], we apply a Student T-test [55] to calculate the statistical significance, and the results show that UIKA significantly outperforms baselines on these benchmarks at the significance level of \( p < 0.05 \).

| Embedding Method                  | Laptop14 Acc. | Restaurant14 Acc. | Twitter Acc. | Restaurant15 Acc. | Restaurant16 Acc. |
|-----------------------------------|---------------|-------------------|--------------|-------------------|------------------|
| TD-LSTM [24]                      | 71.83         | 68.43             | 70.80        | 69.00             | -                |
| IAN [25]                          | 71.79         | 65.92             | 71.82        | 69.11             | -                |
| ATEA-LSTM [7]                     | 70.66         | 64.95             | 74.83        | 74.04             | 78.48            |
| GCAE [4]                          | 73.56         | 67.84             | 71.27        | 67.56             | 79.27            |
| RAM [56]                          | 74.49         | 71.35             | 70.80        | 69.36             | 73.70            |
| TransCap [17]                     | 73.87         | 70.10             | 79.29        | 70.85             | -                |
| TNet-AS [56]                      | 76.54         | 71.75             | 61.09        | 71.27             | 74.97            |
| MGAN [41]                         | 76.21         | 71.42             | 81.49        | 74.62              |
| TNet-ATT [57]                     | 77.62         | 73.84             | 81.53        | 72.90              |
| MCRF-SA [58]                      | 77.64         | 74.23             | 82.86        | 73.78              |
| ASCNN [10]                        | 72.62         | 66.72             | 81.73        | 73.10              |
| ASGCN [10]                        | 75.55         | 71.05             | 80.86        | 72.19              |
| GloVe                             |               |                   |              |                   |
| RACL [59]                         | -             | 71.09             | -            | -                 |
| DGEDT [8]                         | 76.80         | 72.30             | 83.90        | 75.10              |
| R-GAT [11]                        | 77.42         | 73.76             | 83.30        | 76.08              |
| DM-GCN [28]                       | 78.48         | 74.90             | 83.98        | 75.59              |
| Sentic-LSTM [60]                  | 70.88         | 67.19             | 81.73        | 73.10              |
| Sentic GCN [61]                   | 77.90         | 74.71             | 84.03        | 73.58              |
| SSGCN [56]                        | 79.43         | 76.49             | 84.72        | 77.51              |
| RGAT [62]                         | 78.02         | 74.00             | 83.55        | 75.99              |
| RGAT+UIKA (Ours)                  | 78.80         | 74.20             | 84.60        | 77.56              |
| DualGCN [27]                      | 78.48         | 74.74             | 84.27        | 78.06              |
| DualGCN+UIKA (Ours)               | 78.89         | 75.14             | 85.19        | 79.21              |
| KGAN [29]                         | 79.11         | 75.27             | 84.46        | 77.47              |
| KGAN+UIKA (Ours)                  | 79.31         | 75.53             | 85.53        | 78.00              |
| Vanilla BERT [33]                 | 77.58         | 72.38             | 85.62        | 78.28              |
| R-GAT-BERT [41]                   | 78.21         | 74.07             | 86.60        | 81.35              |
| RACL-BERT [59]                    | -             | 73.91             | -            | 81.61              |
| Dual-MRC [35]                     | -             | 75.97             | -            | 82.04              |
| DCran-BERT [36]                   | -             | 77.02             | -            | 80.64              |
| DGEDT-BERT [65]                   | 79.80         | 75.60             | 86.30        | 80.00              |
| T-GCN-BERT [64]                   | 80.88         | 77.03             | 86.16        | 79.95              |
| DM-GCN-BERT [28]                  | 80.22         | 77.28             | 87.66        | 82.79              |
| Sentic GCN-BERT [61]              | 82.12         | 79.05             | 86.92        | 81.03              |
| SSGCN-BERT [56]                   | 81.01         | 77.96             | 87.31        | 81.09              |
| DCran-BERT [36]                   | 81.01         | 77.02             | -            | 77.47              |
| dotGCN-BERT [59]                  | 81.03         | 78.10             | 86.16        | 80.49              |
| RGAT-BERT [62]                    | 80.94         | 78.30             | 86.68        | 80.92              |
| RGAT+UIKA (Ours)                  | 81.03         | 78.83             | 87.28        | 81.98              |
| DualGCN [27]                      | -             | 81.16             | -            | 81.76              |
| DualGCN+UIKA (Ours)               | 82.43         | 78.71             | 87.90        | 81.97              |
| KGAN [29]                         | 82.66         | 78.05             | 87.15        | 82.05              |
| KGAN+UIKA (Ours)                  | 83.21         | 79.57             | 87.92        | 82.82              |

*Although GPT2 [25] is also a powerful PLM, it is usually used to tackle language generation tasks and may be less helpful for ABSA tasks. Thus, we choose the widely used BERT as the PLM.*
TABLE III

| Embedding Method | MAMS Acc. (%) | MAMS F1. (%) |
|------------------|--------------|-------------|
| IAN [24]         | 76.60        | -           |
| AOA [68]         | 77.26        | -           |
| GCAE [4]         | 77.59        | -           |
| GloVe            |              |             |
| CapsNet [53]     | 79.78        | -           |
| CDT [69]         | 80.80        | 79.79       |
| RGAT [62]        | 81.75        | 80.87       |
| RGAT+UIKA (Ours) | 83.21        | 81.52       |
| BERT-SPC [33]    | 82.82        | 81.90       |
| CapsNet-BERT [53]| 83.39        | -           |
| T-GCN-BERT [64]  | 83.38        | 82.77       |
| dotGCN [59]      | 84.95        | 84.44       |
| RGAT-BERT [62]   | 84.52        | 83.74       |
| RGAT-BERT+UIKA (Ours) | 85.43 | 84.28 |

SSEGCN-BERT [56], DCRAN [63] and dotGCN [59].

Notably, in our experiments, we report the averaged results over 5 random seeds to avoid stochasticity. Following the previous work [51], we also apply a student t-test [55] to conduct the statistical analysis.

B. Main Results and Analysis

Experimental results are presented in Tab. II. Note that we use Amazon as the pretraining dataset. The analysis of different pretraining datasets can be found in Sec. V-B. From the results of Tab. II we find the following:

(i) As seen, in the GloVe-based setting, with the help of our UIKA framework, the baseline “KGAN” outperforms all the other methods and achieves the best performance on most ABSA benchmarks. Specifically, UIKA consistently produces a performance improvement for all the benchmarks, where “KGAN+UIKA” gains up to 1.07% score. These results prove the effectiveness of our UIKA. In addition to KGAN, we also apply our UIKA method to RGAT [23], which is also a cutting-edge ABSA baseline. As seen, UIKA is also beneficial to RGAT, as it consistently and effectively improves the performance of RGAT. Encouragingly, with the help of UIKA, RGAT outperforms most of its powerful counterparts, e.g., DualGCN [28] and DM-GCN [27]. These results indicate that UIKA works extremely well on various cutting-edge ABSA models.

(ii) Furthermore, we evaluate our framework on the BERT-based settings. Compared to the other BERT-based models, our improved RGAT-BERT and KGAN-BERT achieve comparable and even better performances on most ABSA benchmarks. Specifically, trained with UIKA, KGAN-BERT achieves new record-breaking state-of-the-art performances, continuing to prove the effectiveness of our framework. We conclude that UIKA is complementary to powerful pretrained language models, such as BERT.

(iii) We additionally conduct experiments on the MAMS dataset and report the results in Tab. III. Notably, since many models were not evaluated on MAMS, and it is difficult for us to reproduce all the methods, we only report some results of the most often compared models. As seen, our UIKA boosts the performance of RGAT on this difficult benchmark.

Specifically, accuracy performance gains of RGAT and RGAT-BERT are up to 1.46% and 0.91%, respectively.

(iv) As stated in Sec. III-C, our proposed UIKA framework is effective for all the DNN-based methods on the ABSA task. Here, to verify it, we conduct experiments on several typical baseline models, i.e., GCAE [4] (CNN-based), ATAE-LSTM [7] (LSTM-based) and ASGCN [10] (Syntax-based). Fig. 4 illustrates the results. For reference, we also report the results of vanilla pretraining strategies. As seen, our UIKA consistently and significantly improves the performance among all the model types on both datasets. These results demonstrate its universality.

(v) Some readers may wonder whether our UIKA is superior to other task-specific pretraining works [23], [70], [71], [72] in the ABSA field. Here, given the same pretraining data, we compare our UIKA with its counterparts in detail. Considering that most of these compared methods are based on BERT, we use RGAT-BERT as the baseline. Notably, to analyse the efficiency of UIKA, we also report the extra pretraining budgets for each method. Tab. IV lists the detailed results, which show that UIKA achieves the most performance gains. Moreover, different from the counterparts that need to continue pretraining the BERT using the MLM objective [33], UIKA has less extra computational overhead. These results prove the superiority and efficiency of our framework.

C. Ablation Study

We conduct extensive ablation studies to further investigate the effect of the proposed sampling strategy and the important
components in our UIKA framework. Notably, due to limited computational resources, we mainly use the simpler and low-cost models (GCAE/ATAE/ASGCN) as the baselines in the following experiments.

1) Effect of the proposed sampling strategy: As stated in Sec. [I], we introduced a novel coarse-to-fine sampling strategy to align the instances between pretraining and the target ABSA datasets. To prove the effectiveness of the sampling strategy, we compare the proposed strategy (denoted as Ours) with the other strategies: 1) Random: the instances are randomly selected from the pretraining dataset; 2) Coarse: a coarse-grained strategy (i.e., BM25) is used to select the related instances. For a fair comparison, we sample the same number of instances from the Amazon dataset for each strategy.

The results in Fig. 5 (a) show that all the baseline models upon introduction to our strategy consistently outperform the other strategies on both of the evaluated datasets, indicating the effectiveness of the introduced strategy. More specifically, for the ASGCN/UIKA evaluated on Laptop14, pretraining with our sampling strategy (Acc: 79.37%, F1: 76.05%) outperforms the random-based strategy (Acc: 77.66(+1.71)%, F1: 73.74(+2.31)% ) by a large margin. We attribute such performance gains to the narrowed distribution gap between the pretraining and target ABSA datasets by introducing instance-level alignments.

Moreover, as mentioned in Sec. [III], we use two important hyperparameters (N and K) to control the number of coarse-to-fine sampling sentences. Here, to investigate the effect of both weights, we evaluate the ASGCN/UIKA on the Restaurant14 task with different combinations of N and K. Fig. 5 (b) illustrates the detailed results. Generally, pretraining with more target-related samples can achieve better performances. In the case of N=500 and K=300, UIKA achieves the best performance, thus it is the default setting.

2) Effect of Multiple Important Components in UIKA: To investigate the impact of the essential components in our proposed UIKA, we report the results of different component combinations in Tab. V. Notably, S. presents the first initial pretraining stage; R. and E., respectively denote the representation consistency loss function $L_G$ in Eq. 2 and the exponential moving average method in Eq. 6 of the second stage; F. refers to the final finetuning stage. Specifically, in the case of training without the exponential moving average method (i.e. w/o E.), we only optimize the knowledge guidance model via the guidance loss $L_G$ and do not update the parameters of the learner model. Correspondingly, the final classifier model is initialized with the parameters of the knowledge guidance model and then finetuned on the target dataset. For ease of illustration, we only report the results of baseline GCAE on Laptop14 and Restaurant14. Note that the results on the other baselines are similar.

It is obvious that the model with all the components performs best, and all the components in the different stages are consistently beneficial to our UIKA. Specifically, the R. can increase the macro-F1 score of Restaurant14 from 69.07% to 70.71%, and the E. improves the macro-F1 score over 1.46% on Laptop14. These results demonstrate that both components used in our framework are effective and practicable. Additionally, the model trained without the final finetuning stage expectedly performs poorly since the combination of the first two stages attempts to learn the domain-invariant knowledge but is not a good classifier on the target dataset. In the third stage, we use the supervision of the target dataset to further fine-tune the parameters (especially the classifier head) of the learner model, thus making it learn more target-side information. This indicates the importance of finetuning the pretrained model on the target dataset.

D. Analysis of Hyper-Parameters

1) Analysis of $\alpha$: In $L_G$ of Eq. 2, we introduced a linear annealing function to dynamically adjust the value of $\alpha$. To validate the effect of this function, we conduct the contrastive experiments as follows: 1) “W/o $\alpha$”: we remove the $\alpha$, i.e. $L_G = L_c$; 2) “Constant”: we empirically set $\alpha$ as the constant,
The results with GCAE-UIKA pretraining on the Amazon dataset. The best results are in bold.

| Values of $\beta$ | Laptop14 | Restaurant14 |
|------------------|----------|--------------|
|                  | Acc.(%) | F1.(%)       | Acc.(%) | F1.(%)       |
| 0.3              | 73.84   | 68.72        | 79.60   | 69.27        |
| 0.5              | 74.53   | 69.59        | 79.86   | 69.96        |
| 0.7              | 74.69   | 69.25        | 79.95   | 70.98        |
| 0.9              | 75.16   | 69.98        | 80.38   | 71.03        |
| 0.99             | 76.09   | 70.66        | 81.16   | 71.56        |
| 0.999            | 75.00   | 69.97        | 80.56   | 70.07        |

i.e. $\alpha = 0.7$; 3) “Adaptive (ours)”: training with our introduced annealing function. The results of GCAE with the different $\alpha$ are shown in Tab. VII.

We see that the introduced annealing function can boost the performance promisingly, compared to the other approaches (i.e. without or with constant $\alpha$), which validates the effectiveness of this function. Specifically, we find that the dynamic $\alpha$ could aid the knowledge guidance model in aggressively learning the target domain knowledge at the beginning of the second pretraining stage while learning more conservatively at the end. In this way, the knowledge guidance model not only learns the target knowledge but also avoids the problem of catastrophic forgetting [21].

2) Analysis of $\beta$: The $\beta$ in Eq. 6 is an important parameter that controls the degree of knowledge transferred from the knowledge guidance model to the learner model. In this subsection, we analyse the effect of $\beta$ on the Laptop14 and Restaurant14 datasets. Specifically, we vary $\beta$ in the range [0,1] and evaluate the performance of the GCAE baseline trained with the proposed UIKA framework. Tab. VII shows the comparative results.

From the results, we observe the following: (1) When $\beta$ is too large, e.g. 0.999, it is difficult for the UIKA framework to transfer knowledge from the knowledge guidance model to the learner model, thus hindering the learning of domain-invariant knowledge. (2) On the other hand, if $\beta$ is too small, e.g. 0.3 and 0.5, the update speed of the learner model is too large, and the prior knowledge may suffer from catastrophic forgetting. (3) In the case of $\beta=0.99$, the UIKA framework achieves the highest performance improvement for both datasets, showing that 0.99 is a good trade-off between learning speed and performance. We thereby leave $\beta = 0.99$ as the default setting in the main experiments.

E. Case Study

In this subsection, to have a closer look, we select some instances for extensive case studies. We first present some examples in Tab. VIII to show the improvement of the UIKA framework on the baseline ASGCN. In this case, aspect terms are enclosed in [], and the subscripts $p$, $n$ and $o$ denote the true polarity “positive”, “negative” and “neutral”, respectively. Specifically, we observe that the pure ASGCN performs worse than TNet-AS, TransCap and TNet-ATT. However, with the help of UIKA, the ASGCN-UIKA could achieve a better performance and make correct predictions for all the sentences, indicating the effectiveness of our UIKA framework.

Moreover, to exactly show how UIKA transfers the prior knowledge learned from the source datasets, we select two cases from the Restaurant14 dataset and employ ATAE-LSTM and GCAE as the baseline models to analyse them in detail. In practice, the cases are listed as follows:

1) Great food but the [service]n is dreadful!
2) [sushi]n is cut into blocks larger than my cell phone.

First, for the first example, we visualize the attention scores of ATAE-LSTM towards aspect term service and show the results in Fig. 6. Specifically, the original ATAE-LSTM pays considerable attention to the unrelated opinion word “Great”, resulting in a false prediction. In contrast, owing to pretraining on a large source dataset with rich sentence patterns, ATAE-UIKA has learned the characteristics of turning sentences and correctly selects the related opinion word “dreadful” for service. We also observe that P-ATAE can capture the important words “but” and “dreadful”, but its main focus is still on “Great”, which leads to an incorrect prediction. This result validates that directly finetuning the pretraining model on the target dataset causes the prior knowledge to be forgotten.

Then, in the second case, we sum the outputs of the gated units in GCAE as the weight for each word and visualize the weights in Fig. 7. Specifically, due to the implicit opinion words in the sentence, it is difficult for the models to directly capture the aspect-specific contextual features. Additionally, “bigger” is a multifacitative word (i.e. refer to positive polarity in some cases but negative polarity for the other cases), and there are only 15 instances containing “big” in the training dataset. The above challenges prevent GCAE from learning the correct meaning of “bigger”, leading to an incorrect prediction. However, for GCAE-UIKA, since the pretraining Amazon dataset contains 2804 related instances that contain “bigger” with various contexts and 1397 instances contain “cell phone”, during pretraining on the Amazon dataset, GCAE-UIKA can fully learn the corresponding affective polarities of “bigger” for specific aspect terms, thus facilitating correct predictions positive in this case. Similarly, the P-GCAE also focuses...
on “bigger” but it does not make the correct prediction. Presumably, this is because P-GCAE pays more attention to “sushi”, which is mostly positive in the target training dataset, but it does not make the correct prediction.

V. DISCUSSION

A. The Aspect Extraction

Method As mentioned in Sec. [III] we convert the sentence-level datasets to pseudo aspect-level datasets via a simple aspect extraction (denoted as AE) approach. For better understanding, in this subsection, we describe this approach in detail. To take a closer look, we select some reviews from the Amazon and Yelp datasets and show them in Tab. IX. In practice, since the pretraining sentence-aspect datasets do not have aspect labels, we simply measure the performance of the aspect extraction methods on the Laptop14 and Restaurant14 datasets. The results are shown in Tab. X. We find that compared to “Random AE”, our method can achieve much better performance, indicating its effectiveness.

B. Influence of Pretraining Datasets

Tab. XI shows the final ABSA results. We observe that “W/o AE” performs worse than our method, confirming the importance of introducing aspect information during pretraining for ABSA. On the other hand, “Random AE” also achieves poor performance, as such a simple process introduces considerable noise and thus hinders the effectiveness of pretraining. In summary, we consider that a more accurate aspect extraction approach can boost the performance of our UIKA, and it is worthwhile to carefully explore sophisticated approaches to correctly extract the aspect terms, which we leave for future work.
improvement on the Laptop14 dataset than on the Restaurant14 dataset. In contrast, while pretraining on the Yelp dataset, the performance improvement on Restaurant14 is higher than that on Laptop14. For instance, for the baseline ASGCN, the performance improvement of the A row on Laptop14 (Acc: +3.82%, F1: +5.00%) is higher than that of Restaurant14 (Acc: +3.61%, F1: +4.77%), while the improvement of the Y row on Laptop14 (Acc: +2.39%, F1: +3.33%) is lower than that of Restaurant14 (Acc: +2.93%, F1: +4.18%). One possible reason is that the Amazon pretraining dataset is more domain-similar to the Laptop14 dataset, and the Yelp is more domain-similar to the Restaurant14 dataset. These results validate the significance of bridging the domain gap between pretraining and the target ABSA datasets.

Additionally, we also attempt to evaluate the effectiveness of UIKA on the combination of both pretraining datasets. The results are also listed in Tab. XI. It can be seen that more pretraining datasets basically produce more performance gains. However, since combining both pretraining datasets will introduce extra computational overhead, we use a single Amazon dataset as the pretraining dataset in our main experiments.

**VI. Conclusion**

In this paper, we propose a unified instance and knowledge alignment pretraining (UIKA) framework for ABSA. The proposed UIKA has three stages. The first stage presents a coarse-to-fine retrieval strategy to sample the pretraining instances and learns prior knowledge from the sampled instances. The second stage introduces a knowledge guidance learning strategy to better transfer prior knowledge and helps to learn domain-invariant knowledge, and the final stage fine-tunes the model obtained from the second stage to achieve a better performance on the target ABSA dataset. We conduct experiments using several different baseline methods on six widely used ABSA datasets to demonstrate the effectiveness of our UIKA framework. The experiments show that UIKA outperforms the previous pretraining strategies by a wide margin, facilitating the baseline models to attain remarkable performances on most datasets. Encouragingly, we show that our UIKA functions as a plugin strategy, and consistently improves the existing competitive baseline methods. UIKA is a preliminary exploration of task-specific pretraining for the ABSA task, and it will be interesting to explore more effective learning strategies in the future.
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