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The optimal operation of multi-energy systems requires optimization models that are accurate and computationally efficient. In practice, models are mostly generated manually. However, manual model generation is time-consuming, and model quality depends on the expertise of the modeler. Thus, reliable and automated model generation is highly desirable. Automated data-driven model generation seems promising due to the increasing availability of measurement data from cheap sensors and data storage. Here, we propose the method AutoMoG 3D (Automated Model Generation) to decrease the effort for data-driven generation of computationally efficient models while retaining high model quality. AutoMoG 3D automatically yields Mixed-Integer Linear Programming models of multi-energy systems enabling efficient operational optimization to global optimality using established solvers. For each component, AutoMoG 3D performs a piecewise-affine regression using hinging-hyperplane trees. Thereby, components can be modeled with an arbitrary number of independent variables. AutoMoG 3D iteratively increases the number of affine regions. Thereby, AutoMoG 3D balances the errors caused by each component in the overall model of the multi-energy system. AutoMoG 3D is applied to model a real-world pump system. Here, AutoMoG 3D drastically decreases the effort for data-driven model generation and provides an accurate and computationally efficient optimization model.
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1 INTRODUCTION

Multi-energy systems are regarded as key element of future sustainable energy systems since they can efficiently integrate the conversion of several energy inputs and outputs (Mancarella et al., 2016; Guelpa et al., 2019; Moretti et al., 2020). For this purpose, multi-energy systems usually consist of many components. Due to the resulting complexity, the optimal design and operation of multi-energy systems are best addressed by optimization models (Mancarella, 2014; Andiappan, 2017; Thie et al., 2020). Optimization models represent the input-output relationship of each component to capture its operation. For practical use, the optimization model has to be sufficiently accurate (Welsch et al., 2014).

For operational optimization, the model will usually be solved repeatedly to reflect changes in demands, resource availability, or prices (Wang et al., 2015). Thus, the model has to be not only sufficiently accurate but also computationally efficient.
Accuracy and computational efficiency of the multi-energy system model result from model generation. Today, models of multi-energy systems are commonly generated manually. To model multi-energy systems, measured data can often be used. Measured data is increasingly available for multi-energy systems, e.g., due to the implementation of energy management systems according to ISO 50001:2018 (2018). Still, model generation requires high effort and, therefore, is time-consuming (Bonvin et al., 2016).

To decrease the effort for model generation, methods for automated data-driven modeling have been proposed. Cozad et al. (2014) and Wilson and Sahinidis (2017) developed ALAMO for Automated Learning of Algebraic MOdels. ALAMO derives algebraic models from measured data or simulations. For an overview of data-driven modeling, the reader is referred to McBride and Sundmacher (2019).

However, the data-driven models are in general nonlinear. Thus, the subsequent optimization problem is usually a Mixed-Integer Nonlinear Program (MINLP). In practice, MINLPs are still challenging to solve to global optimality (Mitsos et al., 2018). Thus, for multi-energy systems, nonlinear input-output relationships of components are often approximated by piecewise-affine models leading to Mixed-Integer Linear Programs (MILPs) (Voll et al., 2013; Zhang et al., 2016). Optimization problems of multi-energy systems are often formulated as MILPs because MILPs enable finding the global optimum with established solvers (Kantor et al., 2020).

The efficient generation of accurate and computationally efficient piecewise-affine models yields in general complex MINLPs itself and is therefore an active field of research. Recently, Kong and Maravelias (2020) and Rebennack and Krasko (2020) formulate MILP approaches for continuous piecewise-affine regression. These MILP approaches derive univariate continuous piecewise-affine models from measured data. While these approaches overcome the MINLP problem, they do not reflect the complex structure of multi-energy systems. For this purpose, some of the present authors proposed the AutoMoG method to provide MILP optimization models of multi-energy systems from measured data (Kämper et al., 2021). AutoMoG also represents the components of the multi-energy system by univariate continuous piecewise-affine models. In contrast to common practice, AutoMoG does not model each component independently, which may lead to an unnecessarily complicated model of the overall multi-energy system. Instead, AutoMoG balances the errors caused by the model of each component in the overall multi-energy system model.

However, the described approaches are restricted to multi-energy systems that contain components with one independent variable, e.g., the heat output of a boiler solely depends on its fuel input. In general, the input-output relationship of a component depends on multiple independent variables, e.g., the power consumption of a pump depends on its rotational speed and volumetric flow rate. Another typical component in energy systems is a combined-heat-and-power (CHP) plant. The heat output of a CHP plant that consists of a gas turbine and post-firing depends on the heat output of the gas turbine and the gas input of the post-firing (Bischi et al., 2014). Deriving these input-output relationships from measured data leads to multidimensional piecewise-affine regression problems.

Various approaches generate multidimensional piecewise-affine models that are suitable for MILP optimization. Fischetti and Jo (2018) and Grimstad and Andersson (2019) showed that deep neural networks with rectified linear units as activation functions can be formulated as MILP models. Thus, the deep neural networks can approximate a nonlinear model with arbitrary accuracy and then be embedded in a subsequent MILP optimization (Katz et al., 2020). However, efficiently embedding deep neural networks in MILPs is challenging, and thus, an active field of research (Anderson et al., 2020).

Recently, Obermeier et al. (2021) proposed two approaches to generate multidimensional piecewise-affine models from measured data. Both approaches create a mesh using all data points with Delauney triangulation (Barber et al., 1996). The first approach IMRed (Iterative Mesh Reduction) iteratively reduces the complexity of the created mesh by contracting the edges of this mesh. The second approach IMReRef (Iterative Mesh Refinement) chooses one affine region of the created mesh to represent all data points. Then, IMReRef iteratively increases the affine regions to represent all data points until a predefined accuracy is reached. Furthermore, Kazda and Li (2021) proposed a method for multidimensional piecewise-affine fitting using the difference-of-convex representation. The method aims to generate a model with predefined accuracy while keeping the number of affine regions low. The approaches of Obermeier et al. (2021) and Kazda and Li (2021) are designed to transform a well-defined functional relationship or handle noiseless data and not to handle noisy measured data obtained in real-world applications.

However, hinging hyperplanes (Breiman, 1993) have been shown to handle well-defined functional relationships as well as noisy measured data (Roll et al., 2004). Hinging-hyperplane-tree regression (Ernst, 1998) is based on the hinge-finding algorithm (Breiman, 1993) and can solve multidimensional piecewise-affine regression problems. However, the original hinge-finding algorithm (Breiman, 1993) suffers from convergence problems. To overcome this drawback, an improved hinge-finding algorithm has been developed (Pucar and Sjöberg, 1998). Roll et al. (2004) used hinging hyperplanes in an MILP approach to solve multidimensional piecewise-affine regression problems at the price of increased computational effort.

Here, we combine the hinging-hyperplane-tree regression (Ernst, 1998) with the improved hinge-finding algorithm (Pucar and Sjöberg, 1998). The hinging-hyperplane tree offers easy control of the resulting complexity of the data-driven models. However, in general, the resulting models show discontinuities between the hyperplanes. Still, we find that the hinging-hyperplane trees are able to generate efficient and accurate models for MILP optimization. In result, hinging-hyperplane trees seem promising for multi-energy system modeling.

Thus, in this work, we propose the method AutoMoG 3D to generate automatically MILP optimization models of multi-energy systems that contain components with multiple
independent variables. The input-output relationship of the components is derived from the measured data of the components. AutoMoG 3D uses the improved hinge-finding algorithm of Pucar and Sjöberg (1998) in the hinging-hyperplane tree approach of Ernst (1998) to solve the multidimensional piecewise-affine regression problems. In general, other methods to solve the multidimensional piecewise-affine regression problems can easily be used in AutoMoG 3D. AutoMoG 3D builds on the advantages of the AutoMoG method (Kämper et al., 2021), i.e., AutoMoG 3D considers the importance of the components in context of the overall multi-energy system. The models generated by AutoMoG 3D are suitable for MILP optimization. AutoMoG 3D is particularly useful to generate efficient MILP optimization models from measured data, and thus, for operational optimization. However, AutoMoG 3D is not limited to generate models for operational optimization from measured data but can also generate models for synthesis problems, as shown in the case study.

The remainder of the paper is organized as follows: In Section 2, we describe the general workflow of AutoMoG 3D and discuss in detail the use of hinging-hyperplane trees. In Section 3, we apply AutoMoG 3D to model an industrial real-world pump system. In Section 4, we conclude with the key findings.

## 2 AUTOMOG 3D METHOD FOR MODEL GENERATION

AutoMoG 3D aims at modeling multi-energy systems that contain components with multiple independent variables. AutoMoG 3D uses measured data to obtain piecewise-affine models of components. Due to the multiple independent variables, AutoMoG 3D has to solve multidimensional piecewise-affine regression problems. The multidimensional piecewise-affine regression problems are solved using hinging-hyperplane trees (Ernst, 1998). We describe the general workflow of AutoMoG 3D in Section 2.1 and the use of hinging-hyperplane trees in AutoMoG 3D in Section 2.2.

### 2.1 General Workflow of AutoMoG 3D

The original AutoMoG method (Kämper et al., 2021) is limited to multi-energy systems that contain components with one independent variable. A component is a physical unit or a subsection of the multi-energy system. Here, we extend AutoMoG to AutoMoG 3D, enabling the modeling of multi-energy systems that contain components with multiple independent variables.

The general workflow of AutoMoG 3D is illustrated in Figure 1. As a starting point, AutoMoG 3D needs the measured input and output data of each component. AutoMoG 3D derives the component models from these measured input and output data. Thus, the component models derived by AutoMoG 3D can only be as accurate as the measured data reflect the actual component behavior.

In step 1, AutoMoG 3D determines the operating range of each component. The operating range of a component describes the feasible region of its model in a subsequent optimization. To determine the operating range of a component, AutoMoG 3D calculates the convex hull (Barber et al., 1996) around the input data of the component. For this reason, the components’ input data should ideally reflect its entire operating range. The edges of all convex hulls are then added to the subsequent optimization problem as inequality constraints that limit the feasible region of the components’ models.

In step 2, AutoMoG 3D initializes the multi-energy system model by performing a linear regression with one region (one segment) for each component minimizing the mean squared error.

In step 3, AutoMoG 3D checks the accuracy of the overall multi-energy system model. For this purpose, the AutoMoG approach introduced by Kämper et al. (2021) is followed. The errors between model and measured data of all components are aggregated to the relative error of the overall multi-energy system $\Delta C_{rel,\text{System}}$. For this purpose, the errors of all components are weighted by weighting factors that reflect the components’ model errors in terms of cost. The user can specify a weighting factor for each component’s dependent variable in the multi-energy system. If the multi-energy system is modeled for economic optimization, cost-based weighting factors for the dependent variables are appropriate. Typically, the dependent variable of a component is an energy form (e.g., power consumption, gas input, etc.), and the cost-based weighting factor can be derived from the cost of this energy form (Kämper et al., 2021). By using cost-based weighting factors, AutoMoG 3D takes into account that components with high energy costs are more important for the operation of the actual multi-energy system. However, other weighting factors can be used easily, e.g., primary energy factors or CO2-eq. if the model is used for environmental optimization.

AutoMoG 3D terminates if the relative error of the overall multi-energy system $\Delta C_{rel,\text{System}}$ reaches the allowed relative error of the overall multi-energy system $\delta_{rel}$. The allowed relative error of the overall multi-energy system $\delta_{rel}$ is specified by the user. If the allowed relative error of the overall multi-energy system $\delta_{rel}$ is not reached, AutoMoG 3D proceeds with step 4.

Instead of this accuracy check, it is also possible to limit the model complexity by specifying the number of piecewise-affine regions in the multi-energy system model. In this case, AutoMoG 3D terminates if the pre-specified number of piecewise-affine regions is reached. Alternatively, the iterative process of AutoMoG 3D and the computational efficiency of the hinging-hyperplane trees allow considering the actual operational optimization during model generation. Thereby, the objective function of the operational optimization could decide which component to refine and when to terminate AutoMoG 3D. This approach will be explored in future work.

In step 4, AutoMoG 3D uses hinging-hyperplane trees to calculate the next possible refinement (Section 2.2) for the component that was refined in the previous iteration. In the first iteration, AutoMoG 3D calculates the next refinement for all components in the multi-energy system. In result, the next possible refinement of each component is always known. Based on the next possible refinement of each component, AutoMoG 3D chooses one component to be refined in step 6.
However, before choosing one component to be refined, in step 5, AutoMoG 3D checks if overfitting might appear in the component models. For this purpose, AutoMoG 3D employs the Corrected Akaike Information Criterion $AIC_C$ (Hurvich and Tsai, 1993) to the next possible refinement of each component. The Corrected Akaike Information Criterion $AIC_C$ (Hurvich and Tsai, 1993) is an extension of the Akaike Information Criterion $AIC$ (Akaïke, 1974) suitable for small sample sizes. However, any information criterion can be used in AutoMoG 3D, e.g., the widely known Bayesian Information Criterion $BIC$ (Stoica and Selén, 2004). AutoMoG 3D does not refine any component for which the chosen information criterion (here: $AIC_C$) indicates overfitting. Thus, AutoMoG 3D terminates if the chosen information criterion indicates overfitting for every component. Otherwise, AutoMoG 3D proceeds with step 6.

In step 6, AutoMoG 3D chooses a component to be refined based on the expected improvement in the overall error of the multi-energy system model. Based on the calculated next refinements of all components, AutoMoG 3D checks the improvement in the overall error of the multi-energy system model. The component with the greatest improvement in the overall error is chosen to be refined. By default, AutoMoG 3D uses the sum of squared residuals as error measure. Thereby, components with many data points tend to have a higher component model error, and thus, are more likely chosen to be refined. Thus, the sum of squared residuals is a meaningful error measure if the number of data points reflects the importance of a component. However, if the number of data points does not reflect the importance of a component, alternative error measures could be used, e.g., the mean squared error where the sum of squared residuals is divided by the number of data points for each component. After step 6, AutoMoG 3D continues with step 3.

By the iteration of steps 3 to 6, AutoMoG 3D increases the accuracy of the overall multi-energy system model until either the given accuracy is reached or all components in the multi-energy system would be overfitted when further refined.

Thereby, AutoMoG 3D allows for efficient modeling as the component models are evaluated in context to the overall multi-energy system. More details on these steps can be found in Kämper et al. (2021). In the following, we present the details of the hinging-hyperplane trees, which is the main innovation of AutoMoG 3D compared to the original AutoMoG method.

### 2.2 Multidimensional Piecewise-Affine Regression Using Hinging-Hyperplane Trees

In step 4, AutoMoG 3D uses the hinging-hyperplane trees to solve the multidimensional piecewise-affine regressions for the components of a multi-energy system. Hinging-hyperplane trees are based on the hinging-hyperplane method (Breiman, 1993). The hinging-hyperplanes method generates a hinge function that can be used for regression, classification, and function approximation. The hinge function consists of two hyperplanes and their intersection, the hinge (Figure 2). The resulting hinge function $h$ is continuous. The two hyperplanes $h^+$ and $h^-$ are described by

$$h^+ = x^T \theta^+, \quad h^- = x^T \theta^-,$$

where $x = [1, x_1, x_2, \ldots, x_M]^T$ are the independent variables in $M$ dimensions, and $\theta^+$ and $\theta^-$ are the parameters of the hyperplanes. The hinge $\Delta = \theta^- - \theta^+$ is the joint of the hyperplanes and fulfills

$$x^T \Delta = 0.$$

The hinge function $h$ is either the minimum or the maximum of the two hyperplanes, depending on the fitting task (cf. Figure 2):

$$h = \min \text{ (or max)} \{h^+, h^-, \}.$$  

Breiman (1993) proposed the hinge-finding algorithm that efficiently determines a good position for the hinge to approximate measured data or a function with two hyperplanes. The hinge-finding algorithm assigns each data point to one hyperplane and, thus, separates the measured data into two data subsets. Ernst (1998) combined the hinge-finding algorithm of Breiman (1993) with binary-tree regression, leading to hinging-hyperplane trees. A hinging-hyperplane tree starts with applying the hinge-finding algorithm to the measured data to be approximated. After the hinge-finding algorithm separated the measured data into two data subsets and fitted
The improved hinge-finding algorithm (Pucar and Sjöberg, 1998) to calculate hinging-hyperplane trees. The input of the improved hinge-finding algorithm again. By iteratively applying the hinge-finding algorithm, hinging-hyperplane trees can approximate measured data with an arbitrary number of hyperplanes. Ernst (1998) used hinging-hyperplane trees for efficient approximation of nonlinear functions. However, in each iteration, the hinge-finding algorithm only separates the data points of the worst fitted data subset. Thus, in general, hinging-hyperplane trees generate a non-continuous piecewise-affine function.

Hinging-hyperplane trees enable axis-oblique partitioning of measured data. This axis-oblique partitioning allows a more flexible fit to the measured data than axis-orthogonal partitioning, which is used in common tree-based regression (Ernst, 1998).

However, the hinge-finding algorithm of Breiman (1993) used in Ernst (1998) suffers from convergence problems (Kenesei and Abonyi, 2015). To solve the convergence problems of the hinge-finding algorithm, Pucar and Sjöberg (1998) showed that the hinge-finding algorithm is equivalent to a Newton algorithm that minimizes the squared residuals between measured data and the hinge function. Pucar and Sjöberg (1998) introduced a damping parameter, following the idea of a damped Newton algorithm, and thereby extended the convergence range of the hinge-finding algorithm. In AutoMoG 3D, we use the improved hinge-finding algorithm (Pucar and Sjöberg, 1998) to calculate hinging-hyperplane trees. The input of the improved hinge-finding algorithm is a data set. The improved hinge-finding algorithm performs a least-squares regression with the fitting criterion $V_N$ that is defined by

$$V_N = \frac{1}{2} \sum_{n=1}^{N} (y_n - h(x_n, \theta))^2. \quad (4)$$

$N$ is the number of data points in the given data set, $y_n$ and $x_n$ are the values in data point $n$ from the given data set, and $h(x_n, \theta)$ is the value of the hinge function in data point $n$. The parameter vector $\theta$ contains the parameters for both hyperplanes:

$$\theta = (\theta^{'}, \theta^{'})^T. \quad (5)$$

Thus, the algorithm simultaneously determines the two hyperplanes and thereby the hinge (cf. Eq. (2)). The improved hinge-finding algorithm applies a damped Newton algorithm to determine the parameter vector $\theta$:

$$\hat{\theta} = \arg \min_{\theta} V_N. \quad (6)$$

More details to the improved hinge-finding algorithm can be found in Pucar and Sjöberg (1998).

In step 4, AutoMoG 3D uses the hinging-hyperplane trees to add one piecewise-affine region to the model of a component (Figure 3). One piecewise-affine region corresponds to one hyperplane.

In the following, we exemplify step 4 with an arbitrary component that has been chosen to be refined in step 6 of the previous iteration. The component is already modeled by two piecewise-affine regions (cf. Figure 4A). AutoMoG 3D compares the mean squared error in each region of the chosen component. In the given example, the two regions with data subsets $D_1^+$ and $D_1^-$ exist because the component is modeled by two piecewise-affine regions before applying step 4. The data subset with the highest mean squared error is identified as the worst-fitted data subset $D$.

In this example, the worst-fitted data subset $D$ is $D_1$, $D_1^+$ is refined by the hinge-finding algorithm proposed by Pucar and Sjöberg (1998). The hinge-finding algorithm determines the position of the hinge $\Delta_D$ that partitions the data subset $D_1^+$ into the two new data subsets $D_2^+$ and $D_2^-$ (Figure 4B).
After the hinge-finding algorithm terminates, the parameters are known for all hyperplanes and hinges of the chosen component. The obtained parameters can directly be used as a component model in an MILP optimization problem.

After step 4, AutoMoG 3D continues with step 5 and checks if the chosen information criterion indicates overfitting for the calculated refinement. When AutoMoG 3D terminates, we obtain an optimization model of the multi-energy system that contains components with multiple independent variables.

3 CASE STUDY: INDUSTRIAL REAL-WORLD PUMP SYSTEM

AutoMoG 3D is applied to model an industrial real-world pump system taken from our previous work (Bahl et al., 2018). We implemented AutoMoG 3D in Matlab and formulated all subsequent optimization problems in GAMS 27.3.0 (GAMS Development Corporation, 2016).

The scheme of the pump system is shown in Figure 5. The purpose of the pump system is to provide cooling water to several customers. The customers differ in their distance to the cooling tower and may have volatile cooling-water demands. Since the customer demand changes for different time steps, the pump system has to provide a wide range of volumetric flow rates and pressure differences. Bahl et al. (2018) and Baumgärtner et al. (2019) solved the synthesis problem for the pump system to reach minimal total annual cost. Thereby, they identified the type and size of each installed pump. At most, six pumps can be installed in the pump system due to limited power supply. Two pump types with three possible sizes each can be installed: three fixed-speed pumps with nominal volumetric flow rates  \( V_{\text{nom}} = 1,000 \text{ m}^3 \text{ h}^{-1} \), 2,000 m\(^3\) h\(^{-1}\), and 3,000 m\(^3\) h\(^{-1}\), and three variable-speed pumps with the same nominal volumetric flow rates  \( V_{\text{nom}} = 1,000 \text{ m}^3 \text{ h}^{-1} \), 2,000 m\(^3\) h\(^{-1}\), and 3,000 m\(^3\) h\(^{-1}\), and nominal rotational speed  \( n_{\text{nom}} = 50 \text{ Hz} \). For a fixed-speed pump, the pressure difference and the consumed power are two independent nonlinear functions that depend on its rotational speed  \( n \) and volumetric flow rate  \( V \). The nonlinear functions describe the actual behavior of the pumps. In the following, we refer to these nonlinear functions as the actual nonlinear functions of the pumps. The implementation of the actual nonlinear functions leads to an MINLP optimization model. We use this MINLP optimization problem as a benchmark for the AutoMoG 3D model.

In this case study, we use AutoMoG 3D to generate two MILP models of the pump system. The first AutoMoG 3D model should reach the same model accuracy as the model used by Bahl et al. (2018). For this purpose, we set the desired accuracy  \( \delta_{\text{rel}} \) in step 3 to the accuracy of the MILP model used by Bahl et al. (2018) (cf. Figure 1). The second AutoMoG 3D model can employ the same model complexity as the model used by Bahl et al. (2018). For this purpose, we set the criterion in step 3 to the number of piecewise-affine regions to reach a comparable model resolution as the MILP model used by Bahl et al. (2018). Subsequently, we solve the synthesis problem of the pump-system with the generated AutoMoG 3D models and compare our results to the results from Bahl et al. (2018).

In Section 3.1, we employ AutoMoG 3D. In Section 3.2, we solve the pump-system synthesis problem and analyze the computational efficiency of the AutoMoG 3D model. In Section 3.3, we analyze the solution quality of the AutoMoG 3D model in terms of the total annual cost and the design of the pump system.

3.1 Modeling the Pump System Using AutoMoG 3D

As introduced above, we employ AutoMoG 3D to generate two MILP models of the pump system by linearizing the actual nonlinear functions of the pumps. However, since AutoMoG 3D expects data points as input, we sample the nonlinear functions first. We use 2,500 data points to sample each actual nonlinear function of a variable-speed pump and 50 data points for each actual nonlinear function of a fixed-speed pump.
In the following, we exemplarily illustrate the model generation for the power function of a variable-speed pump in detail. The consumed power of a variable-speed pump depends on its rotational speed \( n \) and volumetric flow rate \( V \), i.e., on two independent variables. The actual nonlinear power function of the variable-speed pump is given by a third-degree polynomial function (Figure 6A).

To obtain an MILP optimization model of the pump system, we apply AutoMoG 3D. For the variable-speed pump, AutoMoG 3D needs four piecewise-affine regions to reach the accuracy of the model used by Bahl et al. (2018) (Figure 6B). We refer to the corresponding model as AutoMoG 3D model (accuracy) in the following. To reach a comparable resolution as the model used by Bahl et al. (2018), AutoMoG 3D needs 18 piecewise-affine regions (Figure 6C). We refer to the corresponding model as AutoMoG 3D model (resolution) in the following. Here, we define comparable resolution by the average area of one piecewise-affine region in the input space.

Bahl et al. (2018) manually linearized the actual nonlinear power function with the generalized-convex-combination method (GCCM) (Geißler, 2011; Geißler et al., 2012) to obtain an MILP optimization model. The generalized-convex-combination method cannot consider the actual operating limits of the power function but needs an axis-orthogonal, rectangular grid. As a result, Bahl et al. (2018) used 40 piecewise-affine regions to model the actual nonlinear power function (Figure 6D). In contrast, AutoMoG 3D automatically considers the actual operating limits for the power function of the variable-speed pump by the convex hull (cf. step 1 in Figure 1).

To compare the model accuracy, we show the relative root squared error of the power function \( \epsilon_{\text{power}}(n, V) \) over the entire input space (Figure 7). The relative root squared error of the power function \( \epsilon_{\text{power}}(n, V) \) is defined as

\[
\epsilon_{\text{power}}(n, V) = \frac{\sqrt{\left(P_{\text{real}}(n, V) - P_{\text{model}}(n, V)\right)^2}}{P_{\text{real}}(n, V)}, \tag{7}
\]

with the actual power \( P_{\text{real}} \) and the modeled power \( P_{\text{model}} \).

The AutoMoG 3D model (accuracy) and the generalized-convex-combination model show a small relative error \( \epsilon_{\text{power}}(n, V) \) over a wide operating range (Figures 7A,C). Both models have an average relative error \( \epsilon_{\text{power}} \) of 0.01. However, the AutoMoG 3D model (accuracy) uses significantly fewer piecewise-affine regions to approximate the actual nonlinear power function of the variable-speed pump: 4 vs 40. For both models, the relative error \( \epsilon_{\text{power}}(n, V) \) increases for low rotational speed \( n \) and low volumetric flow rate \( V \) and, in particular, on the edges of the piecewise-affine regions. The error increases for low rotational speed \( n \) and low volumetric flow rate \( V \) because the actual nonlinear function is more curved in this area. Furthermore, the error increases on the edges of the piecewise-affine regions because the hinge-finding algorithm minimizes the mean squared error, and thus tends to a worse fit on the edges.

The AutoMoG 3D model (resolution) has an average relative error \( \epsilon_{\text{power}} \) of 0.001 and the generalized-convex-combination model has an average relative error \( \epsilon_{\text{power}} \) of 0.01 (Figures 7B,C). However, both models have the same resolution. The AutoMoG 3D model (resolution) reaches a smaller relative error \( \epsilon_{\text{power}} \), because AutoMoG 3D refines the regions of the current worst fit. In contrast, the generalized-convex-combination method is based on an inflexible grid.

In summary, compared to the generalized-convex-combination method, AutoMoG 3D can:

1. generate a model with comparable resolution but 10 times higher accuracy.
2. generate a model with 10 times lower resolution but the same accuracy.

For completeness, we briefly show the results of the model generation for the pressure difference of the same variable-speed pump (Figure 8). The pressure head is shown instead of the pressure difference because the pump manufacturer used the head to describe the pressure difference of the variable-speed pump. The head is the height of a liquid column that corresponds to the pressure exerted by this liquid column on its bottom.

The AutoMoG 3D model (accuracy) and the generalized-convex-combination model have an average relative error \( \epsilon_{\text{head}} \) of 0.007 (Figures 8B,D). However, the AutoMoG 3D model (accuracy) again uses only four piecewise-affine regions to approximate the actual nonlinear head function of the variable-speed pump. The generalized-convex-combination model reaches a smaller average relative error \( \epsilon_{\text{head}} \) for the pressure head than for the power because the in flexible GCC grid turns out to fit the nonlinear head function better than the nonlinear power function. However, this behavior cannot be guaranteed in general. The AutoMoG 3D model (accuracy) reaches the same average relative error \( \epsilon_{\text{head}} \) as the generalized-convex-combination model but with fewer regions (4 vs 40) due to the flexibility of the hinging-hyperplane trees. Furthermore, the AutoMoG 3D model (resolution) again has the lowest average relative error \( \epsilon_{\text{head}} \) of 0.001 (Figure 8C). The generalized-convex-combination and AutoMoG 3D models use the same number of piecewise-affine regions to model the head function and the power function. However, the hinging-hyperplane trees choose the positions of the hinges based on
the respective data points such that the two different functions of head and power are fitted with high accuracy.

Concerning computational cost, AutoMoG 3D generates the models of all six pumps within 1 min.

3.2 Computational Efficiency of the AutoMoG 3D Model

The computational efficiency of the AutoMoG 3D models is compared to two other models of the pump system. For this purpose, we solve the pump-system synthesis problem with four models: 1) the AutoMoG 3D model with the same accuracy as the generalized-convex-combination model, 2) the AutoMoG 3D model with comparable resolution as the generalized-convex-combination model, 3) the generalized-convex-combination model and, 4) the MINLP model with the actual nonlinear functions of all pumps. All optimization problems are solved using four Intel-Xeon CPUs at 3.2 GHz and 25 GB RAM. We solve all MILPs using CPLEX 12.9.0.0 (IBM Corporation, 2017) and all MINLPs using BARON 19.3.24 (Zhou et al., 2018) with a time limit of 48 h and an optimality gap of 2%.

The pump-system synthesis problem uses an original time series of the cooling-water demand and the pressure difference consisting of 2 years with a time-step length of 1 day. We generate five instances of the original time series with variations of ±5% using latin-hypercube sampling (McKay et al., 2000). We aggregate the time series to seven representative time steps with the method of Bahl et al. (2018).

The solution times of the synthesis problems are shown in Figure 9. On average, the AutoMoG 3D model with the same accuracy as the generalized-convex-combination model solves the pump-system synthesis problem 10 times faster than the generalized-convex-combination model (290 vs 2,897 s). The solution time is significantly shorter since the AutoMoG 3D model has significantly fewer piecewise-affine regions (e.g., four for the power function of a variable-speed pump) than the generalized-convex-combination model (e.g., 40 for the power function of a variable-speed pump). The fewer piecewise-affine regions result in fewer binary variables and, thus, a computationally more efficient optimization model. After preprocessing, the AutoMoG 3D model has 2,800 binary variables for the pump-system synthesis problem, whereas the
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The AutoMoG 3D model with comparable resolution as the generalized-convex-combination model is faster for four out of five instances and solves the pump-system synthesis problem 23% faster than the generalized-convex-combination model on average (2,224 vs 2,897 s, Figure 9). The AutoMoG 3D model has 5,500 binary variables for the pump-system synthesis problem after preprocessing and thus still 33% fewer binary variables. Still, the AutoMoG 3D model has higher accuracy with a relative model error \( e^{power} \) of 0.1% compared to 1.0% in the generalized-convex-combination model (cf. Section 3.1).

The MINLP model shows optimality gaps between 85 and 90% at the time limit of 48 h, showing that the MINLP model is computationally much more demanding than the MILP models in the case study.

### 3.3 Solution Quality of the AutoMoG 3D Model

After comparing the computational efficiency, we compare the solution quality of the same four models by analyzing the objective of the pump-system synthesis problem and the resulting design of the pump system.

#### 3.3.1 Objective of the Pump-System Synthesis Problem

The pump-system synthesis problem minimizes the total annual cost. To compare the solution quality of the four models, we calculate their actual total annual cost. We define the actual total annual cost as the cost that occurs if we fix the solution of a model and recalculate the total annual cost of this solution in the MINLP model.

The synthesis problems provide the chosen pumps, their sizes, and their operating points. We fix the pumps, their sizes, and their operating status for each time step in the MINLP model. Then, we recalculate the MINLP model with the actual nonlinear power functions to obtain the actual total annual cost of each model and instance (Figure 10).

For each instance, the three MILP solutions have lower actual total annual costs than the best feasible MINLP solution at the time limit of 48 h. In the following, we compare the MILP solutions with each other. The actual total annual costs of the three MILP models do not differ more than 1% for any instance. None of the MILP models provides solutions with a lower actual total annual cost for all instances. Thus, none of the MILP models can be claimed to systematically identify solutions with lower actual total annual cost than the other MILP models. All MILP models show a comparable solution quality (Figure 10).
However, the solutions of the AutoMoG 3D models are found faster (Figure 9). To demonstrate the need for accurate models, we also modeled all pumps with only one affine region and solved the synthesis problem with these models. In that case, the actual total annual cost increases by 10% to $2.62 \times 10^6$ € on average. This result shows that more accurate models like the former used MILP models are necessary for a high solution quality.

In summary, AutoMoG 3D generates the models of the pump system automatically in 1 min and provides computationally more efficient models compared to the generalized-convex-combination method (GCCM) model (Figure 9) for the head function of a variable-speed pump.

**Figure 8** | Actual nonlinear head function of a variable-speed pump (A), and the relative errors of the AutoMoG 3D model with same accuracy (B) and comparable resolution (C) compared to the relative error of the generalized-convex-combination method (GCCM) model (D) for the head function of a variable-speed pump.

**Figure 9** | Solution time to satisfy the optimality gap of 2% for all instances and all models except the MINLP model. The MINLP model did not fulfill the optimality gap in any instance at the time limit of 48 h. Therefore, there are no solution times for the MINLP model.
model. Still, the solution quality of the AutoMoG 3D models is as high as the solution quality of the generalized-convex-combination model.

### 3.3.2 Design of the Pump-System

Table 1 shows the resulting pump system design for all instances and models. The designs resulting from the three MILP models consist of more fixed-speed pumps than variable-speed pumps in almost every instance. At least one variable-speed pump is chosen for each instance. This result seems meaningful: Fixed-speed pumps operate more efficiently at nominal volumetric flow rate than variable-speed pumps since variable-speed pumps need frequency converters that cause efficiency losses. At the same time, fixed-speed pumps operate inefficiently at variable volumetric flow rates since the volumetric flow rate is reduced by throttling the pressure difference. Thus, the pump system operates such that the variable-speed pumps balance the fluctuations of the volumetric-flow demand. Thereby, the variable-speed pumps allow the fixed-speed pumps to operate efficiently at nominal volumetric flow rate.

The designs from the MINLP model consist of more variable-speed pumps than fixed-speed pumps in every instance. These solutions of the MINLP are feasible but lead to higher total annual costs (Figure 10).

### 4 CONCLUSION

The AutoMoG 3D method is proposed for the multidimensional automated data-driven model generation of multi-energy systems. AutoMoG 3D generates MILP optimization models from measured data of multi-energy systems. AutoMoG 3D can model components with an arbitrary number of independent variables using hinging-hyperplane trees. Thus, AutoMoG 3D overcomes the main limitation of the original AutoMoG method that was limited to systems that contain components with only one independent variable. However, in general, AutoMoG 3D does not generate continuous functions of the component models.

In the case study, a real-world pump system is modeled. AutoMoG 3D needs significantly fewer piecewise-affine regions to approximate the actual functions of the pumps with comparable accuracy as the generalized-convex-combination model. AutoMoG 3D provides the model of the pump system within 1 min.

The computational efficiency and accuracy of the AutoMoG 3D model were shown by solving the pump-system synthesis problem. The AutoMoG 3D model solves 10 times faster than the generalized-convex-combination model. Still, the solution quality of the AutoMoG 3D model is the same as for the generalized-convex-combination model. The performance of the MINLP model is much worse, with an average optimality gap of
88.5% at the time limit of 48 h whereas AutoMoG 3D found a better solution in 5 min. Thus, AutoMoG 3D generates an accurate and computationally efficient model of the industrial real-world pump system.

The AutoMoG 3D method can be applied either if measured input and output data of the components are available or if the actual functions of the components are available. To enable a straightforward application of AutoMoG 3D, we are working on a Python version of the code to be released open-source. AutoMoG 3D drastically reduces the effort for both data-driven modeling and optimization. Thereby, AutoMoG 3D empowers broader applicability of MILP optimization models in real-world applications.
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