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\textbf{ABSTRACT} Short-term load forecasting (STLF) for industrial customers has been an essential task to reduce the cost of energy transaction and promote the stable operation of smart grid throughout the development of the modern power system. Traditional STLF methods commonly focus on establishing the non-linear relationship between loads and features, but ignore the temporal relationship between them. In this paper, an STLF method based on ensemble hidden Markov model (e-HMM) is proposed to track and learn the dynamic characteristics of industrial customer’s consumption patterns in correlated multivariate time series, thereby improving the prediction accuracy. Specifically, a novel similarity measurement strategy of log-likelihood space is designed to calculate the log-likelihood value of the multivariate time series in sliding time windows, which can effectively help the hidden Markov model (HMM) to capture the dynamic temporal characteristics from multiple historical sequences in similar patterns, so that the prediction accuracy is greatly improved. In order to improve the generalization ability and stability of a single HMM, we further adopt the framework of Bagging ensemble learning algorithm to reduce the prediction errors of a single model. The experimental study is implemented on a real dataset from a company in Hunan Province, China. We test the model in different forecasting periods. The results of multiple experiments and comparison with several state-of-the-art models show that the proposed approach has higher prediction accuracy.

\textbf{INDEX TERMS} Short-term load forecasting, industrial customers, hidden Markov model, ensemble learning.

I. INTRODUCTION

Short-term load forecasting (STLF) is a key technology for smart grid [1]. Accurate STLF at system level aims to assist in power system infrastructure planning and system operation, while accurate STLF at demand side can be essentially useful for demand response (DR) [2], [3].

On the demand side, industrial customers that have a huge impact on smart grid consume a large proportion of electricity energy. Illustrated by the example of China, the electricity consumption of industrial customers accounts for about 70% of the total electricity consumption of the whole society [4]. For industrial customers, under the rules of China’s electricity market, the electricity price during peak periods is almost twice as high as that during off-peak periods [5]. In China, industrial customers have to plan and purchase electric load quota in advance before consuming electricity. Actually, the required electric load quota is often determined by experience. This method leads to the problem of excessive or insufficient demand plan, which result in unnecessary wastage. Therefore, accurate STLF can guide industrial customers to determine reasonable production plans and electric power purchase plans, which can improve energy efficiency and reduce production cost during peak periods.
Meanwhile, for Chinese suppliers and energy service companies, effectively STLF for individual industrial customers helps identify potential customers to participate in the DR plan and promote stable operation of the power system.

Regarding STLF methodologies, many approaches had been reported in the literature to address this problem, including time series models [6], [7], machine learning models [8]–[10] and deep learning models [11]–[13]. However, very few of them have confronted with individual industrial customers directly. Compared with the load at the system or substation level, it is often more difficult to forecast loads of individual industrial customers, and the prediction error will increase significantly, which is mainly due to the effect of load aggregation on forecasting performance [14]. For industrial customers, there are two main reasons for this dilemma. On the one hand, due to customers’ random behaviors, the electricity load of individual customers is generally more volatile and therefore difficult to predict [14]. As the aggregated load increases, the loads at the system or substation level become smoother and therefore easier to predict, as shown in Fig. 1. On the other hand, industrial load will be affected by many complex factors, which may vary greatly from customer to customer [15].

In this paper, it aims to address the issues on STLF for the individual industrial customer. First, important factors are selected and added to the sliding time window to characterize the dynamics of the consumer’s energy consumption patterns. Then, an industrial customer load forecasting framework based on ensemble learning and hidden Markov model (HMM) is proposed. Among them, with sliding time windows as input, a similarity measurement strategy of log-likelihood space is proposed, which enables the HMM to better capture the dynamic temporal characteristics of similar electricity consumption patterns. The sliding time window method is introduced to facilitate the HMM to utilize the dynamic temporal characteristics of multivariate time series. Experiments show that the novel strategy can effectively improve the prediction accuracy of the HMM.

- **Ensemble prediction framework integrating multiple HMMs.** To overcome the low generalization ability and instability of a single HMM, multiple HMMs are integrated into the Bagging algorithm framework to obtain an ensemble HMM (e-HMM) prediction method. The forecasting performance is determined by calculating the average of all base predictors. In addition, we introduce in detail the parameter optimization method of a single HMM. Experiments show that the forecasting performance of the integrated model is better than that of a single model.

- **Considerable overall accuracy comparing the proposed forecasting framework with the state-of-art methods.** The proposed method is tested in different forecasting periods on a real dataset. Different error metrics, namely average absolute percentage error (MAPE), root mean square error (RMSE) and average absolute error (MAE), are employed to prove the effectiveness of the proposed method. By comparing with the state-of-the-art models, we find that e-HMM outperforms all compared methods in terms of the three error metrics.

The rest of this paper is organized as follows: Section II reviews the related work of short-term industrial load forecasting. Section III is a brief introduction to the HMM and Bagging algorithm. Section IV introduces the dataset, feature selection and feature preprocessing in this paper. Section V includes the log-likelihood similarity measurement strategy, the hyperparameter selection of HMM and the e-HMM framework. Section VI is the experiment analysis. Section VII concludes the paper and discusses future work.

### II. LITERATURE REVIEW OF STLF FOR INDUSTRIAL LOADS

Effective load forecasting techniques for industrial customers are gaining increasing interest. In the existing literature, the work of Domingo et al. [16] is the earliest example that focuses on load forecasting for individual industrial customers. They presented a neuro-fuzzy system with artificial neural networks (ANN) as well as time series process. However, the more commonly used metric of MAPE was not reported, which makes it hard to compare with other works. It is thereby unsuitable to serve as a benchmark for experimental comparisons. Li et al. [15] employed support vector regression (SVR) and random forest (RF) for forecasting loads of single industrial customer and found that the impact of holidays on forecasting accuracy was great,
but detailed micro-indicators were not given. Ge et al. [17] adopted least squares support vector machine (LSSVM) to predict industrial load with several power consumption patterns, and then summarized the prediction results of all patterns. These consumption patterns were obtained by k-means clustering method from the historical load data of an industrial customer. However, how to determine the optimal number of consumption patterns is critical to predict results. In addition, the approach did not consider other influencing factors, which also limits the accuracy of the model. In the work of Wang et al. [18], several ensemble learning methods were introduced to improve the generalization ability and stability of a single ANN for aggregated load of industrial customers. Multiple experimental results showed that the ensemble learning method can improve the prediction accuracy of industrial loads. Their method is practical and we follow the idea of ensemble learning in our work to predict the load for a single industrial customer. In the load forecasting tasks of [19]–[21], the Bagging algorithm [22] was employed to improve the overall generalization ability of predictors, and obtained more accurate results than single predictor.

However, the common disadvantage of the above models is that the ability to mine the temporal relationships among continuous time series data is still insufficient [23]. Specifically, these methods only establish the non-linear relationship between loads and features, but ignore the temporal relationship between them, which limits their prediction accuracy. The customer’s load sequences and corresponding features have dynamic non-linear characteristics, and their changes are a continuous process. The current load depends not only on the current features, but also on the previous loads and features. Clearly, it is critical to better mine the temporal relationship among the load sequences and corresponding features to characterize the consumption patterns of industrial customers for improving the accuracy of load forecasting.

With the development of deep learning, some researchers began to adopt deep learning algorithms, such as LSTM and CNN, to establish prediction models for industrial load [13], [24], [25]. Ungureanu et al. [24] used LSTM, ANN and RF to predict the hourly load of a single industrial customer within 27 days. The best performing model is LSTM, with a MAPE of 17.1%. Jiao et al. [25] employed LSTM to forecast the load of non-residential customers (including industrial customers). They classified each customer’s electricity consumption patterns and analyzed the time correlation to enhance the LSTM’s ability to capture dependencies between sequences. Compared with several machine learning models, LSTM performs best (MAPE ranges from 16.93% to 53.82%) in industrial customer cases. In [13], CNN was used to predict the loads of a single building. The results showed that the prediction accuracy of CNN was not only better than that of SVR, but also comparable to that of ANN and LSTM. However, these deep learning methods need to adjust multiple hyperparameters and are increasingly hard to train as the number of layer increases [26].

The HMM [27] is not only a nonlinear machine learning model with simpler model structure than many deep learning models, but also can mine the information from the time series, which have been effectively applied in many fields, such as speech recognition [28], stock prediction [29], equipment fault diagnosis [30], household appliance modeling [31], load data mining [32], load forecasting [33]–[35], etc. In [33], researchers proposed a method that uses latent variables constructed by HMM to capture the electricity consumption behavior of household customers, and combined with a conditional Gaussian mixture model (CGMM) to improve the prediction accuracy. However, HMM is mainly used in this paper to generate latent variables to reflect customer consumption patterns, rather than forecast loads. In [34], researchers employed HMM to execute day ahead forecasts for data center load to assist in scheduling of available resources. Similarly, a discrete HMM was implemented on the data set provided by the New York Independent System Operator (NYISO) for 24 hours ahead load forecast [35]. Also, [34] and [35] both focused on system level forecasts and ignored the similarity of multiple load sequences in the consumption pattern sequences. They only used the transformation of consumption patterns between adjacent moments to predict, which makes the hidden information not be mined effectively.

In our work, we focus on the forecasts for individual industrial customer based on e-HMM. The reasons for choosing HMM are as follows [27], [32]: (a) its structure is simpler than that of neural networks; (b) fewer hyperparameters; (c) unique way to model dynamic temporal characteristics; and (d) can learn customers’ behaviors from their load series, transform the behaviors into states [33].

III. BRIEF THEORETICAL BACKGROUND

A. HIDDEN MARKOV MODEL

The HMM is a doubly stochastic model, in which the probability of the load value is conditioned on a small number of discrete (“hidden”) states representing the customer’s random behavior, with Markovian transitions between them. Let \( \mathbf{o}_t = (y, x^{(1)}, \ldots, x^{(d)}) \) denotes a multivariate random observation vector for time \( t \). The time subscripts of these variables are omitted for ease of presentation. Among them, \( y \) is the load value, \( x \) is the feature, and \( d \) is the dimension of the feature. Let \( Z_t \) denotes the hidden behavior state for time \( t \). The interval between the two observation vectors can be naturally defined by the resolution of smart meters deployed in customers. Let \( \mathbf{o}_{1:t} \) denotes the observation sequence \( \{\mathbf{o}_1, \mathbf{o}_2, \ldots, \mathbf{o}_t\} \), and \( Z_{1:t} \) denotes the hidden state sequence \( \{Z_1, Z_2, \ldots, Z_t\} \).

In this paper, two conditional independence assumptions are made for load data to satisfy the rules of HMM [35]. The first assumption is that the observation vector \( \mathbf{o}_t \) at time \( t \) is independent of all other variables before time \( t \), conditional on the customer’s behavior state \( Z_t \) at time \( t \),

\[
P(\mathbf{o}_t | Z_{1:t-1}, \mathbf{o}_{1:t-1}) = P(\mathbf{o}_t | Z_t)
\]
The change between the hidden states, i.e. where $A$ is the transition probability matrix that represents the change between the hidden states, i.e. $q_i$ and $q_j$; $B$ is the observation probability matrix that represents the relation between the hidden state and the observation; $\Pi$ is the initial vector that represents probability of a certain state.

\[ A = \{ P(Z_t = q_i|Z_{t-1} = q_j) \} \]
\[ B = \{ P(o_{t-1}|Z_{t-1} = q_j) \} \]
\[ \Pi = \{ P(Z_1 = q_i) \} \]

where $A$ is the transition probability matrix that represents the change between the hidden states, i.e. $q_i$ and $q_j$; $B$ is the observation probability matrix that represents the relation between the hidden state and the observation; $\Pi$ is the initial vector that represents probability of a certain state.

**B. BAGGING ALGORITHM**

Bagging is a method to construct independent base learners [36]. The base learner can be a classifier or predictor. This method relies on resampling from the original training data to ensure the independence of base learners. Given the training data of $N$ samples, in each iteration, the new training subset will be generated via uniform sampling. The sample size of each subset is the same as that of the original training set. Some samples may be resampled repeatedly, while others may not. If the predictor is unstable, i.e. a small change in the training data leads to a large change in the generated predictor, then Bagging will result in a diverse hypothesis set. Oppositely, Bagging may not be any better than the base predictor.

**IV. CUSTOMER LOAD DATA AND INPUT FEATURES PROCESSING**

**A. DATASET**

The dataset, collected from a printed circuit board industry in Hunan province, China, contains a total of 365 days of records of smart meters from March 1, 2018 to March 1, 2019 with the resolution of 15 minutes. There are 35,040 records in this dataset.

**B. MISSING VALUE AND OUTLIER PROCESSING**

Missing values account for 0.419% of the dataset. For the missing data, linear interpolation is used to process these data. Moreover, when the missing value exceeds 10% per day, all data for that day will be eliminated. Due to the influence of random factors (such as unexpected events or drastic temperature changes), outliers sometimes appear in the load data. These outliers will disturb the regularity of the whole data sequence and affect the prediction accuracy. Therefore, it is necessary to correct the outliers. In this paper, Grubbs criterion [37] is used to detect outliers, while linear interpolation is used to correct outliers.

**C. FEATURE SELECTION**

Some electrical variables (i.e., current, voltage, power factor, etc.) recorded by smart meters can be regarded as inputs of the prediction model. The load to be predicted is determined by the electrical variables, previous loads, and exogenous variables (usually temperature, date type, seasonal patterns) [9]. In this paper, we consider three kinds of features: electrical feature, date feature and meteorological feature.

(1) For electrical features, we select all seven features collected from smart meters, including load, reactive power, active energy, reactive energy, current, voltage and power factor.
TABLE 1. Grey correlation degree between electrical features and load.

| Electrical Variable | Correlation degree |
|---------------------|--------------------|
| Reactive power      | 0.998              |
| Active energy       | 0.922              |
| Reactive energy     | 0.912              |
| Current             | 0.974              |
| Voltage             | 0.666              |
| Power factor        | 0.729              |

These electrical variables form a multivariate time series in the same system, and there are always complex correlations between the multivariate time series.

In the multivariate time series, correlation is used to describe the degree of relationship between two random variables (also called features). Correlation analysis is very important to reduce redundant features, decrease computational complexity and improve prediction performance [38], [39]. Typical correlation analysis methods include principal component analysis (PCA) [40], canonical correlation analysis (CCA) [41], Granger causality analysis [42], Pearson correlation coefficient [43], mutual information (MI) [44], and grey relational analysis (GRA) [45]. However, PCA and CCA extract original variables to obtain new variables. The physical meaning of these new variables is difficult to explain. Granger causality analysis only supports qualitative description of variables. Pearson correlation coefficient can provide a quantitative description of variables. But the method cannot measure the nonlinear relationship between variables. MI overcomes the shortcomings of Pearson correlation coefficient, and it has no requirement of variable distribution. However, MI is computationally complex and requires more computation time for the higher-dimensional input variable. Compared with the aforementioned correlation analysis methods, the main advantages of GRA are [45]: (a) can provide qualitative and quantitative description of variables; (b) can measure the linear and nonlinear relationships between variables; (c) there are no special requirements for the size and distribution of variables. Therefore, GRA has been applied to many fields [46]. In order to select features that have significant impact on the loads as input features, GRA is utilized to calculate the correlation between the electrical features and the load.

Among them, the load sequence is regarded as the reference sequence. The grey correlation degree can be defined according to the distance in \( n \)-dimensional space [45]. In the process of variable sequence, if the trends of two variables are consistent, the correlation degree between them will be higher. On the contrary, the correlation degree will be lower [47]. When the correlation degree is greater than 0.7, it indicates certainly correlation. When the correlation degree is greater than 0.8, it indicates highly correlation [45]. Table 1 shows the results of the grey correlation degree between the above electrical variables and the load.

As can be seen from Table 1, when the grey correlation degree is higher than 0.8, the variable has a high correlation with the load. Thus, reactive power, active energy, reactive energy, and current are selected as the input features, while voltage and power factor are deleted.

(2) For date features, from the above analysis in Fig. 3, we find that some data with lower daily load are not abnormal data. Just because the date type is a holiday and the customer’s electricity consumption throughout the day is much lower than usual. As shown in Fig. 4, we profile the load changes during the Moon Festival, International Labor Day, National Day and the Spring Festival, and we can see that the customer’s load is also affected by different holidays. Therefore, the date feature (i.e. working days or non-working days, and different holidays) should be considered in the industry customers load forecasting.

(3) For meteorological features, we acquire public temperature data in Hunan Province provided by the National Oceanic and Atmospheric Administration (NOAA), as shown in Fig. 5. From Fig. 5, we can see that the temperature has little effect on the customer load. The gray correlation degree between temperature and load is calculated, and the result is 0.713. Because most of the electric energy consumed by the customer is used to produce products, not air conditioners. This indicates that some common exogenous variables applied to the aggregated load may not be applicable to the industrial loads.

D. FEATURE PREPROCESSING

In this paper, the features selected via Section IV-C for industrial customer load forecasting are shown in Table 2.
TABLE 2. Features and preprocessing method.

| Type of feature | Feature name | Symbol | Preprocessing Method |
|-----------------|--------------|--------|----------------------|
| History load    |             | y      | Reconstructed by sliding time window approach and normalized by Min-Max normalization method |
| Electrical features | Reactive power | Q |             |
|                 | Active energy   | P_E |             |
|                 | Reactive energy | Q_E |             |
|                 | Current         | I |             |
| Date features   |               |        | One-Hot Encoding |
| Working day     |               | W_d |             |
| Non-working day |               |       |             |
| Holiday         |               | H_d |             |

VOLUME 8, 2020

Moreover, Table 2 illustrates the preprocessing methods for different types of features.

Since the load data has time series characteristics, all the electrical features in Table 2 changed over time. In order to better make the prediction model look back to the past to extract dynamic temporal characteristics, we adopt a sliding time window method [48] to generate shifted learning data and group different data vectors in historical moments. Fig. 6 depicts the construction of the sliding time window and shift space.

In this task, a multivariate time series 

\[ w(t) = \{o_{t-w}, o_{t-w+1}, \ldots, o_{t-1}, o_t\} = \{S_{t-w}, S_{t-w+1}, \ldots, S_{t-1}, S_t\}, \]

that spans through the whole time period is given. For example, \(S_t\) represents a data vector at time \(t\), this vector contains load data and feature data. \(o_t\) is the observation vector also contains load data and feature data at time \(t\) in the reference system of the sliding time window. The input data are presented to the prediction model as regression vectors consisting of fixed time-lagged data associated with a window size of length \(w\) which slides over the time series. Given the fixed-length view of past values, the goal of the predictor is to predict the load value at the next moment. Therefore, the prediction problem is turned into a supervised learning problem. Thus, given the input sequence at discrete time \(t\) defined as \(\{o_{t-w}, o_{t-w+1}, \ldots, o_{t-1}, o_t\} = \{S_{t-w}, S_{t-w+1}, \ldots, S_{t-1}, S_t\}\), the predictor needs to estimate the load value \(O_{t+1}(y) = S_{t+1}(y)\) corresponding to the vector at time \(t + 1\). To simplify the notation, we represent the input and output in the reference system of the sliding time window, rather than the entire time series. By following this approach, the input sequence of discrete time \(t\) becomes \(\{o_1, o_2, \ldots, o_{w-1}, o_w\}\). The corresponding output is \(O_{t+1}(y) = o_{w+1}(y)\). Once the data in the old window has been learned, the new window is generated by deleting the oldest data \(o_1\) and adding the latest data \(o_{t+1}\), while remaining the window length at \(w\). The next forecast value will be \(O_{t+2}(y)\). Similarly, this input and output method will be presented to different prediction model later. For convenience, the univariate sequence (load curve) of the time series is shown in Fig. 6. In fact, the observation sequence is a multivariate time series.

V. ENSEMBLE HIDDEN MARKOV MODEL FOR STLF

A. SIMILARITY MEASUREMENT STRATEGY FOR HMM PREDICTOR

Given the fixed number of hidden states \(K\) (details shown in Section V-B), we learn the parameters \(\Theta = (A, B, \Pi)\) of the HMM by searching for the parameters to best fit the observed data. To do this, we chose the commonly used Maximum Likelihood (ML) criterion. Specifically, search for \(\Theta\) to maximize the conditional probability of the observed data. The result of this conditional probability function is called log-likelihood:

\[
L(\Theta) = \sum_{Z_{1:T}} P(Z|O_{1:T}, \Theta) \log \left[ P(O_{1:T}, Z|\hat{\Theta}) \right] \tag{4}
\]

We use the commonly used Expectation Maximization (EM) algorithm to iteratively calculate the maximum likelihood in Formula (4). The HMM parameter fitting technique is well known in the statistical literatures. Readers can refer to the standard references [27] and [31] for details. Therefore, there is no need to repeat here.

As previously mentioned in Section III-A and Section IV-D, let \(o_t = (y, Q, P_E, Q_E, I, W_d, H_d)\) denotes the observation vector at time \(t\). In this paper, the width of the fixed-length time window is set to 96, i.e. the previous 96 observation vectors are used as input features of the next load. In addition, the sequence within each time window is also used to calculate the log-likelihood.

Specifically, the similarity measurement strategy of log-likelihood space is divided into the following steps:

- **Step 1**: Use the historical observation data (total length is \(T\)) \(o_{1:T}\) as the input of the HMM, and then the optimal parameter \(\hat{\Theta}_q\) of HMM for this sequence can be obtained by Formula (4).
- **Step 2**: Put the data in the updated sliding time window into the set \(\{W_1, W_2, \ldots, W_T\} = \{o_{1:w}, o_{2:w+1}, \ldots, o_{T-w+1:T}\}\).
- **Step 3**: Use the fitted HMM from Step 1 to calculate the probability of the observed sequence in \(W_i\), and use its natural logarithm (to the base \(e\)) to obtain the log-likelihood set \(\{l_1, l_2, \ldots, l_T\}\). The formula for \(l_i\) is as follows

\[
l_i = \ln \left[ \sum_{W_i} P(W_i, Z|\Theta_q) \right] = \ln \left[ \sum_{W_i} P(W_i|Z, \Theta_q) P(Z|\Theta_q) \right] \tag{5}
\]

- **Step 4**: Calculate the distance between all \(l_i\) and \(l_T\) by Formula (6), and the log-likelihood similarity vector
\( V_L = (D_1, D_2, ..., D_{T-1}) \) can be calculated by:

\[
D(i, T) = \sqrt{(l_i - l_T)^2}
\]  

\( \text{Step 5}: \) Rank the elements in \( V_L \) from small to large, and select the top \( n \) values to consider the data under the most similar \( n \) windows.

\( \text{Step 6}: \) Record and extract the index of the sliding window corresponding to the top \( n \) values in \( \text{Step 5} \) on the whole time period to obtain the load forecast value at time \( T + 1 \) by Formula (7).

\[
y_{T+1} = y_T + \frac{1}{n} \sum_{i=1}^{n} (W_i(y_{w+1}) - W_i(y_w))
\]  

In order to solve the problems of high computational complexity and prediction accuracy of the forecasting model, in this paper, the number of similar windows is \( n = 5 \).

**B. HYPERPARAMETERS OPTIMIZATION**

Determining the most appropriate parameters of the HMM is a complex task since such parameters interact with each other in a highly nonlinear manner. The number of hidden states expressed by \( K \) is an important hyperparameter for HMM. In this paper, Bayesian Information Criterion (BIC) and cross-validation log-likelihood described in literature [49] are used to evaluate the quality of the fitted HMM. \( E_{BIC,K} \) and \( E_{CV,K} \) represent the scores of the above two methods, respectively:

\[
\begin{align*}
E_{BIC,K} &= -2L(\Theta_K) + p \log N \\
E_{CV,K} &= -\frac{\sum_{i=1}^{fold} L_i(\Theta_K)}{N}
\end{align*}
\]  

where \( \Theta_K \) is the estimated maximum likelihood parameter vector found by EM on the training data for a model with \( K \) hidden states; \( L(\Theta_K) \) and \( L_i(\Theta_K) \) are the log-likelihood calculated by Formula (4); \( p \) is the number of parameters in the \( K \)-state model; \( N \) is the total number of observation samples used to train the model; \( fold \) is the number of folds in cross-validation.

A composite score is used, which is a weighted combination of the two scores:

\[
E_{CS,K} = \frac{E_{BIC,K}\sqrt{\sigma(E_j)}}{\sum_{j=1}^{2}\sqrt{\sigma(E_j)}}
\]  

where \( E_{ij} \) is the \( i \)-th sample of the \( j \)-th score (i.e. \( E_j \) is \( E_{BIC} \) or \( E_{CV} \)), \( \sigma(E_j) \) is the variance of the score. Note that \( E_j \) in Formula (9) needs to be normalized to the range of \((0, 1)\).

In this paper, samples between March 2018 and January 2019 (15-minute resolution) are used for training the load forecasting model \((N = 96 \times 336)\). Four-fold cross-validation is adopted, i.e. leaving a quarter of data as test data once (84 consecutive days). For different \( K \), we use the EM algorithm 10 times from different random starting positions in the parameter space to calculate Formula (8) and Formula (9) to avoid convergence to the local maximum. The performance evaluations of HMMs with different \( K \) are given in Table 3 for \( K = 2, 3, ..., 10 \).

![FIGURE 7. Framework of ensemble HMM.](image)

It can be seen from Table 3 that the optimal result obtained by BIC is \( K = 5 \), while the optimal result obtained by cross-validation is \( K = 6 \). Combining the above two judgments, the reasonable result obtained by the comprehensive score is \( K = 5 \). Therefore, \( K = 5 \) is selected as the hyperparameter for the non-integrated HMM (underlying model and Enhanced model).

**C. ENSEMBLE HMM LOAD FORECASTING**

The framework of the proposed ensemble hidden Markov model (e-HMM) is shown in Fig. 7, which consists of three parts. The first part is the preprocessing of data and features, which is described in Section IV.
The second part is the sampling of the input data. In order to ensure the continuity of the series during sampling, we cannot directly resample each sampling point as a unit, so we adopt the following method. First, the training set of the input data is divided into many small data sequences (sample size is $96 \times 7$), called “slices”, i.e. each data sequence contains all samples for 7 days. Then, taking these “slices” as the units, the raw dataset is resampled $M$ times using Bagging algorithm to obtain multiple data subsets whose sample size does not exceed the input data.

The third part is model training and prediction. First, the resampled subset is used to train the parameters of a single HMM predictor (i.e. base learner). Specifically, the EM algorithm is used to train the parameters $\Theta$ of the base learner to better fit the data. The two indicators, BIC and cross-validation method, are combined to determine the appropriate number of hidden states $K$. Then, the fitted HMM is used to calculate the log-likelihood of the data within the sliding time window. The similar log-likelihood measurement strategy is used to find similar window observations, then these similar observations is used to calculate future load values. Finally, the results of all base learners are aggregated and their average value is taken to obtain the final load forecasting result.

**D. PERFORMANCE METRICS**

The widely adopted error metrics are used to evaluate the load forecasting performance of the model. Specifically, we use MAPE, RMSE and MAE. The above error metrics are briefly described as follows:

\[
\text{MAPE} = \frac{1}{N} \sum_{t=1}^{N} \frac{|y_t - \hat{y}_t|}{y_t} \times 100% 
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (y_t - \hat{y}_t)^2} 
\]

\[
\text{MAE} = \frac{1}{N} \sum_{t=1}^{N} |y_t - \hat{y}_t| 
\]

where $N$ is the number of samples; $y_t$ is the real load at time $t$; $\hat{y}_t$ is the predicted load at time $t$.

**VI. EXPERIMENTS ANALYSIS**

**A. EXPERIMENTAL DATA**

In this experiment, the dataset is collected from a printed circuit board industry in Hunan province, China. The time span of the data is 362 days and the sampling rate is 15 minutes. The data are split into three parts: the training set (from 1-March-2018 to 8-November-2018), the validation set (9-November-2018 to 31-January-2019), and the test set (1-February-2019 to 28-February-2019). For the proposed method, the training set and the verification set are combined together to be used as the hyperparameter $K$ optimization.

**B. THE BENCHMARKS**

In order to verify the performance of the proposed prediction method, we chose 2 classic machine learning algorithms (SVR and RF) and 2 deep learning algorithms (CNN and LSTM) as the benchmarks because their prediction performance was proved to be excellent in previous work [8], [9], [12], [13]. The implementations of SVR and RF are based on the scikit-learn package. CNN and LSTM are realized by the Keras deep learning package. Other HMM-based models are implemented in the hmmlearn package. All experiments are completed based on the Python 3.7 programming language. The hardware is a personal computer with Intel core i7-9700k and 16GB of memory.

For SVR, grid search method is used to select two important hyperparameters: penalty parameter and kernel coefficient. For RF, most of the parameters are default values, except for slightly adjusting the number of base estimator in the previous work. Grid search method and some rules of thumb are adopted to select some important hyperparameters of CNN and LSTM, and other parameters are default values. The hyperparameters of each model used in the experiment are set as follows:

- **SVR**: Two kernel functions, linear and RBF, are used. The optimal penalty parameter of the two SVRs is 2.0, and kernel coefficient of the RBF kernel is 0.001. Other parameters are default values.
- **RF**: Decision tree is used as a base estimator. In order to obtain a balance between the diversity of a single tree and the speed of the algorithm, the maximum feature is set to 50% of the total number of features. According to the suggestion of [25], the number of trees in the random forest is set to {100, 300, 500}, which is expressed by RF-100, RF-300 and RF-500 respectively. The maximum depth and other parameters are the default values.
- **CNN**: Previous work has shown that hidden features can be extracted by the designed one-dimensional (1D) convolutional layers [13]. Therefore, the number of convolutional layers in this experiment is 1. The optimal number of filters is 128, and the optimal kernel size is 5. The number of fully connected layers is 4 by rules of thumb, which is 2 more layers than the fully connected layers in [13]. The number of neurons in each layer is also set to 100/100/100/50 by grid search method, and the search range of the number of neurons in each layer is {50, 100}. In our experiments, the pooling layer caused information loss and reduced accuracy, so the pooling layer is not added. After parameters tuning, the epoch is 200, and the batch size is 256. Adam is the optimizer in the training process. The loss function is MAE.
- **LSTM**: According to the consistent findings in [11], multiple layers generally perform better than single layers (usually 1 to 3 hidden layers in load forecasting tasks [11], [12], [24], [25]), and the number of hidden nodes should be sufficient. The LSTM architecture is selected according to the recommendations in [12]. Specifically, the number of hidden layers is 3. Then, the order of hidden nodes is 50/100/100, which is the optimal result found in the range of {50, 100} via grid search method. The optimal hidden nodes are 50/100/100 in order. The optimal dropout rate is equal to 0.1, 0.2 and 0.2. After the parameters tuning, the epoch is 150,
and the batch size is 256. Adam is used as the optimizer. The loss function is MAE.

- **Underlying HMM**: The number of hidden states is equal to 5, which is explained in detail in Section V-B. The log-likelihood similarity measurement strategy is not used, i.e., the number of similar windows is \( n = 1 \).

- **Enhanced HMM**: The number of hidden states is equal to 5. The log-likelihood similarity measurement strategy is used, and the number of similar windows is \( n = 5 \), which is explained in detail in Section V-A.

- **e-HMM**: Considering the number of training samples, the sampling iteration in this paper is set to 50, which is the recommendation on the number of bagging iterations in [19]. The base learner adopts the log-likelihood similarity measurement strategy, and the number of similarity windows is \( n = 5 \). The number of hidden states \( K \) of different base learners is determined by BIC and cross validation.

C. EXPERIMENTAL RESULTS AND DISCUSSION

We perform predictions for the individual industrial customer in different forecasting periods, as shown in Table 4. In general, the forecasts for a single customer are not as accurate as the forecasts for aggregated loads. Because the prediction errors of individual customer could not be offset by the diversity of different users. According to the reports in previous studies [17], [24], [25], the prediction accuracy will decrease significantly with the decrease of the aggregation level. Therefore, the results shown in Table 4 are reasonable. From Table 4, we can make the following observations:

1. In different forecasting periods, the prediction performance of machine learning algorithms, such as SVR, RF and non-integrated HMM, is generally lower than that of deep learning algorithms. Among them, compared with SVR and HMM, the prediction accuracy of RF is higher, and sometimes even slightly better than that of CNN and LSTM. Because the ensemble learning architecture improves the generalization of a single decision tree.

2. The prediction performance of the underlying HMM is the lowest among all algorithms. Because this model only considers the historical information in a single sliding window, it cannot accurately track future changes. This also indicates that the underlying HMM is an unstable predictor.

3. The enhanced HMM uses the log-likelihood similarity measurement strategy proposed in this paper to make the model consider the historical information in multiple similar sliding windows. Obviously, the prediction accuracy of single HMM is greatly improved.

4. The e-HMM model shows the highest prediction accuracy in different prediction periods. On the one hand, this is due to the ensemble learning framework. On the other hand, the hyperparameter of a single predictor are reasonably determined. Therefore, each base learner can be trained more efficiently under different training sets.

Fig. 8 shows statistical plots for daily, weekly and monthly prediction errors, with a time step of 15 minutes. In each box, the red horizontal central line is the median, the edges are 25th and 75th percentiles, and outliers are plotted using ‘+’ sign. From Fig. 8, we can get the following information:

1. For daily and weekly predictions, the overall error variation using e-HMM is the least, followed by the Enhanced HMM, CNN, and RF-500. This can be seen from the maximum percentage error on the y-axis of each graph. In the daily forecast, the maximum percentage error of RF-500 is about 28\%, the Enhanced HMM is 18\%, and the e-HMM is 15\%. In the weekly forecast, the maximum percentage error of CNN is 28\%, the Enhanced HMM is 27\%, and the e-HMM is 22\%.

2. In the monthly forecast, the maximum percentage error of all methods is significantly larger than that of the daily and weekly forecasts. There are two main reasons for this result: (a) the sample resolution is too different from the time window length, and the adaptability of the model will be reduced. (b) the customer’s random activity will change over time, and the expansion of time window will increase the random factors.

3. Compared with other methods, the median of e-HMM is the least, which can be seen from the horizontal lines of different forecast periods. With smaller spread (the range
of interquartile quartile), the prediction performance of the model is more stable. The spread of day ahead and month ahead of e-HMM are smaller than that of other models, while the spread of week ahead is significantly higher than that of other models. This is because the proposed model estimates the power consumption trend via the similarity of abstract electrical behaviors of users within the predicted time scale. For this customer’s load sequence, the weekly behavioral similarity is lower. Moreover, the outliers of the predicted results cannot be ignored. Fewer outliers can indicate that external factors have less influence on the model. However, the e-HMM generated more outliers in the monthly prediction than daily prediction and weekly prediction. This is because: (a) with the increase of time scale, the random behavior will increase; (b) e-HMM does not have memory cell structure like LSTM, leading to the gradual accumulation of outliers. Nevertheless, the overall forecasting performance of the e-HMM is still better than the other models.

We plot the prediction curves of different models one day in advance, as shown in Fig. 9. Clearly, e-HMM performs better than any other comparison algorithms, followed by the enhanced HMM, then LSTM and CNN. The results of curve analysis are consistent with the previous error analysis. This result benefits from three aspects: (a) the log-likelihood measurement strategy enables the HMM to mine more information; (b) the Bagging ensemble framework improves the stability of a single HMM predictor and makes the prediction results smoother; and (c) the hyperparameter selection strategy makes the training of HMM more efficient. The relatively large prediction errors of LSTM are mainly due to the following two points: (a) the forecasting accuracy tends to drop significantly as the level of aggregation decreases (i.e. the effect of load aggregation). Literature [24] and [25] showed that the range of MAPE obtained by LSTM for industrial load forecasting was between 16.93%-53.82%; (b) the input of the reference sequence profile becomes a dominant feature of the LSTM, which may cause large errors. In other words, if the LSTM correctly decomposed the periodic features, its accuracy would be high; but if there was an error in the feature, the prediction errors would increase due to the memory cell structure.

VII. CONCLUSION AND FUTURE WORK

Accurate STLF could help industrial customers forecast their future load variations, guide the industrial customers to adjust their production planning in advance, avoid the electricity peak and save the electricity costs. While, for the power system, STLF of industrial customers could promote the stable operation of the smart grid.

This paper tries to address the STLF problem for individual customers based on ensemble hidden Markov Model (e-HMM). In this paper, the important features are obtained via GRA to reduce redundant features and improve model efficiency, while the sliding time window method provides a dynamic description of the time process for multiple
time series. Then, a novel log-likelihood similarity measurement strategy is proposed, which is proven to effectively improve the prediction performance of HMM. What’s more, a reasonable hyperparameter selection strategy improves the efficiency of model training. Last, the e-HMM framework based on the Bagging ensemble learning is proposed, which improves the generalization ability and stability of a single HMM and further reduces the prediction errors. Experimental results show that the overall prediction accuracy of the proposed method is superior to several state-of-the-art models. In addition, we find that the proposed method is sensitive to the prediction time span. Although the method shows lower overall errors in different forecasting periods, as the prediction time increases, the prediction error is more likely to deviate from the normal range. In other words, the proposed method performs better in daily forecasts.

We expect the proposed method to be tested in other types of customers, such as commercial customers and residents. As for future work, more real data sets will be tested to prove the reliability of this method, and the impact of the combination of different features on the model will be discussed.
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