Entanglement wedge reconstruction of infinite-dimensional von Neumann algebras using tensor networks
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Quantum error correcting codes with finite-dimensional Hilbert spaces have yielded new insights on bulk reconstruction in AdS/CFT. In this paper, we give an explicit construction of a quantum error correcting code where the code and physical Hilbert spaces are infinite-dimensional. We define a von Neumann algebra of type II$_1$ acting on the code Hilbert space and show how it is mapped to a von Neumann algebra of type II$_1$ acting on the physical Hilbert space. This toy model demonstrates the equivalence of entanglement wedge reconstruction and the exact equality of bulk and boundary relative entropies in infinite-dimensional Hilbert spaces.
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I. INTRODUCTION

The study of entanglement entropy has utilized results in the mathematical field of operator algebras [1–3]. In quantum field theory, von Neumann algebras are associated with causally complete subregions of spacetime [4]. Since AdS/CFT implies that information in the bulk is encoded redundantly in the boundary, quantum error correction is a natural framework in which to elucidate the connection between holographic quantum field theories and their gravity duals [5–8]. Quantum error correction with finite-dimensional Hilbert spaces has been used to argue that entanglement wedge reconstruction is identical to the Ryu-Takayanagi formula and the equivalence of bulk and boundary relative entropies [6,9]. In order to study a more realistic toy model where boundary subregions are characterized by infinite-dimensional von Neumann algebras, we should consider quantum error correcting codes defined on infinite-dimensional Hilbert spaces.

The purpose of this paper is to construct a quantum error correcting code (QECC) where the physical Hilbert space and the code subspace are infinite-dimensional and admit the action of infinite-dimensional von Neumann algebras. We describe a toy model that allows us to see how a von Neumann algebra on the code subspace is reconstructed on the physical Hilbert space. Von Neumann algebras acting on finite-dimensional Hilbert spaces must be of type I. Our toy model contains an example of an infinite-dimensional von Neumann algebra, namely a type II$_1$ factor, which is defined and explained in Appendix A.4.1

Furthermore, we show that in the context of operator-algebra quantum error correction, this QECC satisfies the following two statements:

(i) entanglement wedge reconstruction [12–14],
(ii) relative entropy equals bulk relative entropy (JLMS formula [15]).

In particular, we first show that our QECC satisfies entanglement wedge reconstruction for a particular choice of von Neumann algebras acting on the code and physical Hilbert spaces, and then we invoke Theorem 1.1 in [16] to argue that our QECC also satisfies the JLMS formula. We finally show that the relative entropies defined with respect to the infinite-dimensional von Neumann algebras we consider can be expressed as limits of the relative entropies defined with respect to finite-dimensional subalgebras. Thus, another way to see that our QECC satisfies the JLMS formula is to note that our QECC satisfies the JLMS formula with respect to finite-dimensional von Neumann algebras. The JLMS formula for finite-dimensional algebras is studied in [9].

The technical assumptions that connect entanglement wedge reconstruction and the JLMS formula are presented in Theorem 1.1 of [16], which we repeat below.
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1There are other types of von Neumann algebras that may act on infinite-dimensional Hilbert spaces. The local operator algebras that arise in quantum field theory are generically of type III$_1$ [10,11].
**Theorem 1.1** [Kang-Kolchmeyer [16]] Let \( u: \mathcal{H}_{\text{code}} \rightarrow \mathcal{H}_{\text{phys}} \) be an isometry\(^2\) between two Hilbert spaces. Let \( M_{\text{code}} \) and \( M_{\text{phys}} \) be von Neumann algebras on \( \mathcal{H}_{\text{code}} \) and \( \mathcal{H}_{\text{phys}} \) respectively. Let \( M'_{\text{code}} \) and \( M'_{\text{phys}} \) respectively be the commutants of \( M_{\text{code}} \) and \( M_{\text{phys}} \). Suppose that the set of cyclic and separating vectors with respect to \( M_{\text{code}} \) is dense in \( \mathcal{H}_{\text{code}} \). Also suppose that if \( |\Psi\rangle \in \mathcal{H}_{\text{code}} \) is cyclic and separating with respect to \( M_{\text{code}} \), then \( u|\Psi\rangle \) is cyclic and separating with respect to \( M_{\text{phys}} \). Then the following two statements are equivalent:

1. **Bulk reconstruction**

   \[
   \forall \mathcal{O} \in M_{\text{code}}, \quad \forall \mathcal{O}' \in M'_{\text{code}}, \quad \exists \tilde{\mathcal{O}} \in M_{\text{phys}}, \exists \tilde{\mathcal{O}}' \in M'_{\text{phys}} \text{ such that } \\
   \forall |\Theta\rangle \in \mathcal{H}_{\text{code}} \left\{ \begin{array}{ll}
   u\mathcal{O}|\Theta\rangle &= \tilde{\mathcal{O}}u|\Theta\rangle, \\
   u\mathcal{O}'|\Theta\rangle &= \tilde{\mathcal{O}}'u|\Theta\rangle.
   \end{array} \right.
   \]

2. **Boundary relative entropy equals bulk relative entropy**

   For any \( |\Psi\rangle, |\Phi\rangle \in \mathcal{H}_{\text{code}} \) with \( |\Psi\rangle \) cyclic and separating with respect to \( M_{\text{code}} \), \n   \[ S_{|\Phi\rangle|\Phi\rangle}(M_{\text{code}}) = S_{u|\Phi\rangle|\Phi\rangle}(M_{\text{phys}}), \] \n   and \[ S_{|\Phi\rangle|\Phi\rangle}(M'_{\text{code}}) = S_{u|\Phi\rangle|\Phi\rangle}(M'_{\text{phys}}), \] \n   where \( S_{|\Phi\rangle|\Phi\rangle}(M) \) is the relative entropy.

Tensor networks with a finite number of nodes have been used to construct QECC for finite-dimensional Hilbert spaces, which have yielded physical insights into holography [7,9]. One such example is the HAPPY code which demonstrates the kinematics of entanglement wedge reconstruction [17]. In particular, the code subspace of the HAPPY code consists of states where the areas of the extremal surfaces are not quantum fluctuating [18,19]. Furthermore, some aspects of entanglement wedge extremal surfaces are not quantum fluctuating [18,19]. Boundary relative entropy equals bulk relative entropy

\[ S_{|\Phi\rangle|\Phi\rangle}(M_{\text{code}}) = S_{u|\Phi\rangle|\Phi\rangle}(M_{\text{phys}}), \]

where \( S_{|\Phi\rangle|\Phi\rangle}(M) \) is the relative entropy.

In our toy model, the infinite-dimensional code and physical Hilbert spaces are constructed by tensoring together the Hilbert spaces of a countably infinite number of qutrits and then restricting to a countably infinite-dimensional subspace. Infinite-dimensional von Neumann algebras are constructed as in [23] by tensoring together infinitely many type I factors. Finite collections of qutrits are related by a tensor network as represented in Fig. 1. Each connected graph defines an isometry from the state of two code qutrits (denoted as black nodes) to the state of four physical qutrits (denoted as white nodes). Our toy model explores how tensor networks with a repeated pattern can be generalized to define a QECC with infinite-dimensional Hilbert spaces.

![FIG. 1. Our setup consists of infinitely many collections of code (black) qutrit pairs which are related to physical (white) qutrits via a tensor network that consists of infinitely many disconnected graphs. The von Neumann algebra \( M_{\text{phys}} \) acts on the first row of qutrits. The algebras \( M_{\text{code}}, M'_{\text{code}}, \) and \( M'_{\text{phys}} \) act on the second, third, and fourth rows of qutrits respectively.]

\(^2\)This means that \( u \) is a norm-preserving map. \( u \) need not be a bijection. In general, \( u^\dagger u \) is the identity on \( \mathcal{H}_{\text{code}} \) and \( uu^\dagger \) is a projection on \( \mathcal{H}_{\text{phys}} \).
Hilbert spaces. This model does not capture the negatively curved geometry of AdS; however, we believe that our construction can be generalized to encapsulate the holographic setup.

A more detailed summary of our construction is given as follows.

(i) The code pre-Hilbert space \( p\mathcal{H}_{\text{code}} \) is defined to be the Hilbert space of a countably infinite collection of qutrit pairs, where all but finitely many qutrit pairs are in the maximally entangled state \( |\lambda\rangle = \frac{1}{\sqrt{3}} (|00\rangle + |11\rangle + |22\rangle) \). Each code qutrit pair is represented by two vertically aligned black nodes in Fig. 1. The code Hilbert space \( \mathcal{H}_{\text{code}} \) is the completion of \( p\mathcal{H}_{\text{code}} \). The physical pre-Hilbert space \( p\mathcal{H}_{\text{phys}} \) and physical Hilbert space \( \mathcal{H}_{\text{phys}} \) are constructed the same way. Each qutrit pair in the physical Hilbert space is represented by two vertically aligned white nodes in Fig. 1.

(ii) We construct a bulk-to-boundary isometry from \( p\mathcal{H}_{\text{code}} \) to \( p\mathcal{H}_{\text{phys}} \) using the tensor network in Fig. 1. The tensor network is comprised of infinite copies of connected diagrams, where a single connected diagram is represented in Fig. 2. Each trivalent vertex is associated with the rank-four perfect tensor\(^3\) of the three qutrit code \( T_{\overline{\alpha},\overline{\beta},\overline{\gamma}} \). Our tensor network maps the states of the black qutrits to the states of the white qutrits. Using these notations, the isometry associated with a connected diagram is explicitly given by

\[
|p\rangle_i|q\rangle_j \rightarrow \sum_{\overline{\alpha},\overline{\beta},\overline{\gamma},\overline{\delta},\overline{\epsilon}} \sqrt{3} T_{\overline{\rho}\overline{\delta}\overline{\epsilon}} T_{\overline{q}\overline{\beta}}|\overline{p}\rangle_{\overline{\alpha}}|\overline{q}\rangle_{\overline{\gamma}}|\overline{\beta}\rangle_{\overline{\beta}}|\overline{\delta}\rangle_{\overline{\gamma}}|\overline{\epsilon}\rangle_{\overline{\delta}},
\]

where the qutrits are labeled as in Fig. 1. The indices \( p, q, \overline{p}, \overline{q}, \overline{\alpha}, \overline{\beta}, \overline{\gamma}, \overline{\delta}, \overline{\epsilon} \) are all valued in \( \{0,1,2\} \). The isometry from \( p\mathcal{H}_{\text{code}} \) to \( p\mathcal{H}_{\text{phys}} \) may be naturally extended to an isometry that maps \( \mathcal{H}_{\text{code}} \) to \( \mathcal{H}_{\text{phys}} \).

(iii) Using the code and physical Hilbert spaces and an isometry relating them, we define von Neumann algebras \( M_{\text{code}} \) and \( M_{\text{phys}} \). The \( \star \)-algebra \( A_{\text{code}} \) is defined to be the algebra of operators that only act nontrivially on a finite number of qutrits in the top row of black qutrits in Fig. 1. The double commutant of \( A_{\text{code}} \) defines \( M_{\text{code}} \), the von Neumann algebra acting on the top row of black qutrits. We explicitly show that the commutant \( M'_{\text{code}} \) is the analogously defined algebra that acts on the bottom row of black qutrits. We also define \( M_{\text{phys}} \) and \( M'_{\text{phys}} \) which respectively act on the top and bottom row of white qutrits in Fig. 1. To show that \( M_{\text{code}} \) is a type II\(_1\) factor, we define a linear function \( T: M_{\text{code}} \rightarrow \mathbb{C} \), which is given by

\[
T(O) = \langle \lambda \cdots |O|\lambda \cdots \rangle, O \in M_{\text{code}},
\]

where \( |\lambda \cdots \rangle \in p\mathcal{H}_{\text{code}} \) is the state where all black qutrit pairs are in the state \( |\lambda\rangle \). We demonstrate that \( T(O) \) is a trace and invoke Theorem A.31 to prove that \( M_{\text{code}} \) is a type II\(_1\) factor. Likewise, \( M'_{\text{code}} \), \( M'_{\text{phys}} \), and \( M'_{\text{phys}} \) are also type II\(_1\) factors.

(iv) We determine a map from \( M_{\text{code}} \) to \( M_{\text{phys}} \) that explicitly shows how operators that act on black qutrits may be reconstructed as operators that act on white qutrits. First, note that an operator \( O \) that acts on a black qutrit \( i \) in Fig. 2 may be expressed as an operator \( \tilde{O} \) that acts on the white qutrits \( \tilde{a}, \tilde{b} \). The relation between \( O \) and \( \tilde{O} \) is given by

\[
\tilde{O} = \sum_{p,q} \langle p |O| q\rangle |U_{\tilde{a}\tilde{b}}|p\rangle \langle q|_{\tilde{a}} U_{\tilde{a}\tilde{b}}^\dagger \otimes I_{\tilde{b}}\rangle,
\]

where \( U_{\tilde{a}\tilde{b}} \) is a unitary matrix that acts only on white qutrits \( \tilde{a}, \tilde{b} \). By applying the above formula finitely many times, we may construct a map from \( A_{\text{code}} \) into \( M_{\text{phys}} \) which we call the tensor network map. We then show that there is a natural way to extend the tensor network map to a map from \( M'_{\text{code}} \) into \( M'_{\text{phys}} \). We demonstrate that the image under the tensor network map of an operator \( O \in M_{\text{code}} \) acts on the code subspace in the same way as \( \tilde{O} \). The same statement holds for the commutant \( M'_{\text{code}} \). This demonstrates that our QECC satisfies statement 1 of Theorem 1.1.

(v) To show that our QECC satisfies the assumptions of Theorem 1.1, we find a dense subset of \( p\mathcal{H}_{\text{code}} \) that consists of cyclic and separating vectors with respect to \( M_{\text{code}} \). For example, a state in \( p\mathcal{H}_{\text{code}} \) where each black qutrit pair is in a pure state with maximal Schmidt number (such as \( |\lambda\rangle \)) is cyclic and separating with respect to \( M_{\text{code}} \). We also prove that any cyclic and separating state with respect to \( M_{\text{code}} \) is

\[\text{FIG. 2. The black code subspace qutrits are mapped to the white physical qutrits via an isometry defined by this tensor network.}\]
mapped via the bulk-to-boundary isometry to a cyclic and separating state with respect to $M_{\text{phys}}$. Thus, our QECC satisfies all assumptions and statements of Theorem 1.1.

An outline of this paper is given as follows. We first describe in detail our construction of an infinite-dimensional QECC in Sec. II, where tensor networks play an important role in our toy model. In Sec. III, we define von Neumann algebras $M_{\text{code}} \subseteq B(\mathcal{H}_{\text{code}})$ and $M_{\text{phys}} \subseteq B(\mathcal{H}_{\text{phys}})$.

In Secs. IV and V, we show that our example satisfies the properties of bulk reconstruction in Theorem 1.1. In Sec. VI, we show that cyclic and separating vectors with respect to $M_{\text{code}}$ are dense in $\mathcal{H}_{\text{code}}$. We also show that cyclic and separating vectors with respect to $M_{\text{phys}}$ are mapped via the bulk-to-boundary isometry to a Hilbert space of three physical qutrits. Theorem 1.1. In Sec. VII, we prove that the relative entropy of two cyclic and separating states may be computed for any finite-dimensional relative entropy formula, and taking the limit as $N \to \infty$. To aid understanding of the operator perspective taken throughout the paper, we have added a few Appendixes. We review aspects of infinite-dimensional von Neumann algebras in Appendix A and Tomita-Takesaki theory in Appendix B in a physically relevant context. In particular, we explain why type III factors are relevant for quantum field theory. In Appendix C, we demonstrate that the relative Tomita operator defined with respect to $M_{\text{code}}$ or $M_{\text{phys}}$ may be bounded or unbounded, depending on the choice of states. In quantum field theory, the Tomita operators defined with respect to local operator algebras are generically unbounded [11]. Lastly, in Appendix D, we give a nontrivial example a strongly convergent sequence of operators with qutrits.

II. THE ISOMETRY BETWEEN TWO $\infty$-DIM HILBERT SPACES

In this section, we show how a tensor network with infinitely many nodes can be used to define an isometry (i.e., a norm preserving map) from one infinite-dimensional Hilbert space to another. The isometry will be denoted by

$$u: \mathcal{H}_{\text{code}} \rightarrow \mathcal{H}_{\text{phys}}.$$  (2.1)

Our strategy is to use the three qutrit code to define an isometry from one finite-dimensional Hilbert space to another. We will then tensor together infinitely many of these Hilbert spaces, in the spirit of [23]. We first review some preliminary facts about the three qutrit code.

A. The three-qutrit code and a finite tensor network

The three-qutrit code is an example of a QECC. A code qutrit is isometrically mapped to a Hilbert space of three physical qutrits. The map is given by

$$
\begin{align*}
|0\rangle &\rightarrow \frac{1}{\sqrt{3}} (|00\rangle + |11\rangle + |22\rangle), \\
|1\rangle &\rightarrow \frac{1}{\sqrt{3}} (|01\rangle + |12\rangle + |20\rangle), \\
|2\rangle &\rightarrow \frac{1}{\sqrt{3}} (|10\rangle + |21\rangle + |02\rangle).
\end{align*}
(2.2)
$$

We can write this more succinctly as

$$|i\rangle \rightarrow \sum_{\tilde{a},\tilde{b},\tilde{c}} T_{\tilde{a}\tilde{b}\tilde{c}} |\tilde{a}\tilde{b}\tilde{c}\rangle,$$  (2.3)

where $i$ denotes an input leg and $\tilde{a}, \tilde{b}, \tilde{c}$ denote output legs. Following the methods of [17], we can apply successive isometries to create an isometry from two code qutrits to four physical qutrits. We illustrate this with a tensor network, represented in Fig. 2.

The isometry corresponding to Fig. 2 is given by

$$|p\rangle_i |q\rangle_j \rightarrow \sum_{\tilde{x},\tilde{y},\tilde{z},\tilde{w}} \sqrt{3} T_{p\tilde{x} q\tilde{y} z\tilde{w}} |\tilde{x}\rangle_i |\tilde{y}\rangle_j |\tilde{z}\rangle_i |\tilde{w}\rangle_i.$$  (2.4)

Throughout this paper, we use subscripts to associate qutrits with specific nodes in Figs. 2 or 1, and tildes are used to denote qutrits in the physical Hilbert space.

Let $U$ be a unitary operator that acts on a two-qutrit state as

$$
\begin{align*}
U|00\rangle &= |00\rangle, & U|11\rangle &= |20\rangle, & U|22\rangle &= |10\rangle, \\
U|01\rangle &= |11\rangle, & U|12\rangle &= |01\rangle, & U|20\rangle &= |21\rangle, \\
U|02\rangle &= |22\rangle, & U|10\rangle &= |12\rangle, & U|21\rangle &= |02\rangle,
\end{align*}
(2.5)
$$

and define

$$|\lambda\rangle := \frac{1}{\sqrt{3}} [|00\rangle + |11\rangle + |22\rangle].$$  (2.6)

Let $|\psi\rangle_{ij}$ be a vector in the Hilbert space of the black qutrits $i, j$ in Fig. 2, and let $|\tilde{\psi}\rangle_{\tilde{a}\tilde{b}\tilde{c}}$ be its image under the isometry in Eq. (2.4). Let $U_{\tilde{a}\tilde{b}} (U_{\tilde{a}\tilde{c}})$ be the unitary operator in Eq. (2.5) that acts on qutrits $\tilde{a}, \tilde{b}$ ($\tilde{a}, \tilde{c}$). One may compute that

$$U_{\tilde{a}\tilde{b}}^\dagger U_{\tilde{a}\tilde{c}}^\dagger |\psi\rangle_{\tilde{a}\tilde{b}\tilde{c}} = |\tilde{\psi}\rangle_{\tilde{a}\tilde{b}\tilde{c}} |\lambda\rangle_{\tilde{b}\tilde{c}},$$  (2.7)

where $|\psi\rangle_{\tilde{a}\tilde{d}}$ is the same state as $|\psi\rangle_{ij}$, except on the white qutrits $\tilde{a}, \tilde{d}$. That is, starting with the state $|\tilde{\psi}\rangle_{\tilde{a}\tilde{b}\tilde{c}}$ on the
white qutrits, one can apply separate unitary transformations on white qutrits \( \tilde{a}, \tilde{b} \) and \( \tilde{d}, \tilde{e} \) to recover \( |\psi\rangle_{ij} \) on white qutrits \( \tilde{a}, \tilde{d} \) and the maximally entangled state \( |\lambda\rangle \) on qutrits \( \tilde{b}, \tilde{e} \).

Given an operator \( \mathcal{O} \) that acts on qutrit \( i \) in Fig. 2, we may define an operator \( \tilde{\mathcal{O}} \) that acts on the adjacent white qutrits \( \tilde{a}, \tilde{b} \) as follows:

\[
\tilde{\mathcal{O}} \equiv \sum_{p,q} \langle p|\mathcal{O}|q\rangle_i (U^{\dagger}_{\tilde{a},\tilde{b}}|p\rangle \otimes U^{\dagger}_{\tilde{a},\tilde{b}} \otimes I_{\tilde{d},\tilde{e}}).
\]  

We say that \( \mathcal{O} \), which acts on the code (or bulk) Hilbert space, is reconstructed as \( \tilde{\mathcal{O}} \), which acts on the physical (or boundary) Hilbert space. The original proposal for understanding bulk reconstruction in terms of operator algebra quantum error correction was made in [5]. Earlier work on bulk reconstruction [24] used the bulk equations of motion to express bulk operators in terms of smeared boundary fields. A review of these approaches is provided in [7].

**B. The code and physical Hilbert spaces**

Our general setup is depicted in Fig. 1. In our construction of an infinite-dimensional QECC, the code and physical Hilbert spaces, \( \mathcal{H}_{\text{code}} \) and \( \mathcal{H}_{\text{phys}} \), are each defined as the completions of pre-Hilbert spaces, \( p\mathcal{H}_{\text{code}} \) and \( p\mathcal{H}_{\text{phys}} \). As Fig. 1 shows, we may intuitively think of either the code or physical pre-Hilbert space as an infinite tensor product of two black qutrits or four white qutrits. From now on, whenever we say collection we are referring to the qutrits in a single connected diagram in Fig. 1. Within each collection we will label the individual qutrits as shown in Fig. 2.

The pre-Hilbert space \( \mathcal{H}_{\text{code}} \) is defined to include states of black qutrits where all but finitely many pairs of black qutrits are in the state \( |\lambda\rangle \), defined in Eq. (2.6), which we sometimes also refer to as the code reference state. Any vector in \( \mathcal{H}_{\text{code}} \) is a finite linear combination of vectors in an overcomplete basis, where each basis vector may be written as

\[
|M,p_1,p_2,\ldots,p_M,q_1,q_2,\ldots,q_M\rangle = \langle p_1\rangle_{i_1}\langle q_1\rangle_{j_1} \otimes \langle p_2\rangle_{i_2}\langle q_2\rangle_{j_2} \otimes \cdots \nonumber \\
\otimes \langle [p_M]\rangle_{i_M}\langle q_M\rangle_{j_M} \otimes |\lambda\rangle \cdots
\]

where each \( p_k \) or \( q_k \) index (for \( k \in \{1,2,\ldots,M\} \)) is valued in \( \{0,1,2\} \) and specifies an orthonormal basis vector of a black qutrit. The index \( M \) can be any natural number. The qutrits in each collection are contained in square brackets. To shorten notation, we will refer to the above basis vector as \(|M,\{p,q\}\rangle\). The \( \otimes |\lambda\rangle \cdots \) means that all the black qutrit pairs in the \((M+1)\)th collection and beyond are in the reference state \( |\lambda\rangle \). Note that these basis vectors are not all linearly independent.

Given two basis vectors \( |M_1,\{p,q\}_1\rangle \) and \( |M_2,\{p,q\}_2\rangle \), their inner product is calculated by ignoring all collections beyond the collection max \((M_1,M_2)\) and then taking the usual inner product on the remaining \( g^n_{\text{max}}(M_1,M_2) \)-dimensional Hilbert space. Note that the basis vectors \(|M,\{p,q\}\rangle\) are not all mutually orthogonal, but they are all normalized. With an inner product, we can define Cauchy sequences. The Hilbert space \( \mathcal{H}_{\text{code}} \) is defined as the closure of \( p\mathcal{H}_{\text{code}} \) so that all Cauchy sequences in \( \mathcal{H}_{\text{code}} \) converge. We start from \( p\mathcal{H}_{\text{code}} \) and include all Cauchy sequences to define \( \mathcal{H}_{\text{code}} \). If the difference of two Cauchy sequences converges to zero, then we identify the two Cauchy sequences for the purposes of defining \( \mathcal{H}_{\text{code}} \).

The physical pre-Hilbert space \( \mathcal{H}_{\text{phys}} \) are defined in a completely analogous way. Each collection consists of four white qutrits. The physical reference state for four white qutrits is given by \( |\lambda\rangle = |\lambda\rangle_{\tilde{a}}|\lambda\rangle_{\tilde{d}} \). We are referring to Fig. 2 to label the qutrits. We choose this reference state for the white qutrits because it is the image of \( |\lambda\rangle_{ij} \) under the isometry given by Eq. (2.4).

**C. The tensor network of isometries**

The bulk-to-boundary isometry \( u:H_{\text{code}} \rightarrow H_{\text{phys}} \). First, we define its action on \( p\mathcal{H}_{\text{code}} \) and then use Theorem A.6 to extend its domain to \( \mathcal{H}_{\text{code}} \). Each vector in \( p\mathcal{H}_{\text{code}} \) is mapped to a vector in \( p\mathcal{H}_{\text{phys}} \). The isometry \( u \) acts on the basis vector \(|M,\{p,q\}\rangle\) by applying the isometry given in Eq. (2.4) to each collection separately. The state of each black qutrit pair is mapped to a state of four white qutrits. The code reference state for the white qutrits is mapped to the physical reference state. Because the map \( u \) is linear and norm-preserving, a Cauchy sequence in \( p\mathcal{H}_{\text{code}} \) is mapped to a Cauchy sequence in \( p\mathcal{H}_{\text{phys}} \). Thus, we can define \( u \) on all of \( \mathcal{H}_{\text{code}} \).

**III. DEFINING VON NEUMANN ALGEBRAS**

Now that we have defined \( \mathcal{H}_{\text{code}} \) and \( \mathcal{H}_{\text{phys}} \) and the isometry \( u:H_{\text{code}} \rightarrow H_{\text{phys}} \) we want to define von Neumann algebras on these Hilbert spaces.

**A. Definition of \( \mathcal{A}_{\text{code}} \)**

We now define \( \mathcal{A}_{\text{code}} \subseteq B(\mathcal{H}_{\text{code}}) \). First, we define a \( * \)-algebra called \( \mathcal{A}_{\text{code}} \), which acts on \( p\mathcal{H}_{\text{code}} \). Referring to Fig. 2 for qutrit labels, every operator \( a \in \mathcal{A}_{\text{code}} \) may be written as

\[
a^{(N)} = \sum_{p_1,p_2,\ldots,p_N,q_1,q_2,\ldots,q_N} a_{p_1;p_2,\ldots,p_N,q_1,q_2,\ldots,q_N} \times \langle [p_1]\rangle_{i_1}\langle q_1\rangle_{i_1} \otimes I_{j_1} \otimes \langle [p_2]\rangle_{i_2}\langle q_2\rangle_{i_2} \otimes I_{j_2} \nonumber \\
\otimes \cdots \otimes \langle [p_N]\rangle_{i_N}\langle q_N\rangle_{i_N} \otimes I_{j_N} \bigotimes I_{\cdots},
\]

where \( a_{p_1;p_2,\ldots,p_N,q_1,q_2,\ldots,q_N} \) are the matrix elements of the operator. Each \( p_k, q_k \) index \( (k \in \{1,2,\ldots,N\}) \) is valued...
in \{0, 1, 2\} and specifies an orthonormal basis vector of one black qutrit. The \( I \) \( \cdots \) means that \( a^{(N)} \) acts as the identity on all collections beyond the \( N \)th collection. Each collection is represented by square brackets. The label \( N \) may be any natural number. The \( (N) \) superscript reminds us of the value of \( N \) for this operator. The operator \( a^{(N)} \) maps \( p\mathcal{H}_{\text{code}} \to p\mathcal{H}_{\text{code}} \). Because there exists a \( K > 0 \) such that \( \|a^{(N)} |\psi\rangle\| \leq K \| |\psi\rangle\| \) for all \( |\psi\rangle \in p\mathcal{H}_{\text{code}} \), \( a^{(N)} \) is bounded. Thus, \( a^{(N)} \) maps Cauchy sequences in \( p\mathcal{H}_{\text{code}} \) into Cauchy sequences in \( p\mathcal{H}_{\text{code}} \), and Theorem A.6 implies that \( a^{(N)} \) is uniquely defined as a bounded operator acting on \( \mathcal{H}_{\text{code}} \).

The \( \star \)-algebra \( A_{\text{code}} \) is closed under Hermitian conjugation and contains the identity.

A sequence of operators \( \{a_n\} \in A_{\text{code}} \) converges strongly to an operator in \( B(\mathcal{H}_{\text{code}}) \) if and only if \( \lim_{n \to \infty} a_n |\Psi\rangle \) converges for all \( |\Psi\rangle \in \mathcal{H}_{\text{code}} \). The \( \star \)-algebra \( A_{\text{code}} \) is not closed under strong limits. The von Neumann algebra \( M_{\text{code}} \) is defined to be the closure of \( A_{\text{code}} \) in the strong operator topology. We construct \( M_{\text{code}} \) from all strongly converging limits of sequences in \( A_{\text{code}} \). In topology, to construct the closure of a set, it is necessary, but generally not sufficient, to include limits of converging sequences [25]. We must also include limits of nets, which are more general than sequences. However, it is possible to show that every operator in \( M_{\text{code}} \) can be written as a strongly limit of a sequence in \( A_{\text{code}} \).

In the next section, we show that the set \( S \subseteq B(\mathcal{H}_{\text{code}}) \) of bounded operators that are strong limits of sequences in \( A_{\text{code}} \) is the smallest strongly closed subset of \( B(\mathcal{H}_{\text{code}}) \) that contains \( A_{\text{code}} \), which implies that \( M_{\text{code}} = S \). This is because

(i) \( S \) is equal to the commutant of a \( \star \)-algebra that contains the identity, which is a von Neumann algebra [11]. Because \( S \) is a von Neumann algebra, \( S \) is strongly closed.

(ii) Any strongly closed subset of \( B(\mathcal{H}_{\text{code}}) \) that contains \( A_{\text{code}} \) must contain \( S \) because \( S \) is defined to only contain all strongly convergent sequences in \( A_{\text{code}} \).

We provide explicit details in the next subsection.

**B. The commutant of \( A_{\text{code}} \) and \( M_{\text{code}} \)**

In this section, we explicitly describe the commutant of \( A_{\text{code}} \), which is denoted by \( A'_{\text{code}} \). Then, we demonstrate that every operator in \( M_{\text{code}} \) may be written as a strongly convergent sequence of operators in \( A_{\text{code}} \).

An orthonormal basis of \( p\mathcal{H}_{\text{code}} \) is an orthonormal basis of \( \mathcal{H}_{\text{code}} \). To see this, let \( \{\Phi\} \in \mathcal{H}_{\text{code}} \). Let \( \{\phi_n\} \in p\mathcal{H}_{\text{code}} \) be a sequence that converges to \( |\Phi\rangle \). Suppose that \( |\Phi\rangle \) is orthogonal to every orthonormal basis vector of \( p\mathcal{H}_{\text{code}} \). Using Definition A.2, we need to show that \( |\Phi\rangle = 0 \). Indeed, \( \langle \phi_n |\Phi\rangle = 0 \forall n \in \mathbb{N} \), so \( \langle \Phi |\Phi\rangle = 0 \). Hence, \( |\Phi\rangle = 0 \).

Thus, we may define an orthonormal basis of \( \mathcal{H}_{\text{code}} \) where each basis vector is a finite linear combination of the vectors given in Eq. (2.9). We will choose an orthonormal basis \( |\epsilon_i\rangle \), \( i \in \mathbb{N} \) such that the first \( 9^r \) orthonormal basis vectors in the sequence \( \{ |\epsilon_i\rangle \} \) span the subspace of \( p\mathcal{H}_{\text{code}} \) where the qutrit pairs in the \((r+1)\)th collection and beyond are in the reference state \( |\lambda\rangle \).

A consequence of Theorem A.9 is that any operator \( O \in B(\mathcal{H}_{\text{code}}) \) may be written as the following strong limit:

\[
O = \lim_{n \to \infty} O_n,
\]

\[
O_n = \sum_{i=1}^{9^r} \sum_{j=1}^{9^r} \langle \epsilon_i |O| \epsilon_j \rangle |\epsilon_i\rangle \langle \epsilon_j|.
\]

Each operator \( O_n \) acts as the projector onto \( |\lambda\rangle \) on the qutrits in the \((n+1)\)th collection and beyond. Each \( O_n \) may be written as

\[
O_n = \sum_{p_1 \cdots p_{9^r} q_{9^r} r_{9^r} s_{9^r}} (O_{p_1 \cdots p_{9^r} q_{9^r} r_{9^r} s_{9^r}}) \times \langle p_1 |\lambda\rangle \langle \lambda | q_{9^r} \rangle \langle q_{9^r} | \cdots \rangle \langle \cdots | r_{9^r} \rangle \langle r_{9^r} | s_{9^r} \rangle \langle s_{9^r} | \lambda \rangle \langle \lambda | \cdots \rangle.
\]

The \( \langle \lambda | \lambda \rangle \cdots \) means that in all collections past the \( n \)th collection, \( O_n \) acts as the projector onto \( |\lambda\rangle \). Likewise, \( \langle \lambda | \lambda \rangle \cdots \) means that in every collection past the \( n \)th collection, the qutrits are in the state \( |\lambda\rangle \). Each of the indices \( p_k, q_k, r_k, s_k \) \( (k \in \{1, 2, \ldots, n\}) \) are valued in \( \{0, 1, 2\} \) and denote an orthonormal basis vector of a single qutrit.

For each \( O_n \), define the following:

\[
\hat{O}_n = \sum_{p_1 \cdots p_{9^r} q_{9^r} r_{9^r} s_{9^r}} (O_{p_1 \cdots p_{9^r} q_{9^r} r_{9^r} s_{9^r}}) \times \langle p_1 |\lambda\rangle \langle \lambda | q_{9^r} \rangle \langle q_{9^r} | \cdots \rangle \langle \cdots | r_{9^r} \rangle \langle r_{9^r} | s_{9^r} \rangle \langle s_{9^r} | \lambda \rangle \langle \lambda | \cdots \rangle.
\]
what the matrix elements of Eq. (3.4) can be. By con-
sidering the commutator of $O$ with operators in $A_{\text{code}}$, one finds that $\hat{O}_n$ can be written as

$$
\hat{O}_n = \sum_{r_1-r_s-s_1-s_s} (\hat{O}_{r_1-r_s-s_1-s_s}) × \{I_i \otimes |r_1\rangle \langle s_1| \otimes I \cdots \},
$$

(3.6)

for some coefficients $\hat{O}_{r_1-r_s-s_1-s_s}$. Thus, we have demonstrated that every operator $\hat{O} \in A_{\text{code}}$ can be expressed as $O = s$-lim$_{n→∞} \hat{O}_n$ where each $\hat{O}_n$ may be written as above. Furthermore, every such strong limit is clearly in $A_{\text{code}}$. By comparing Eq. (3.6) with Eq. (3.1), it is clear the set

$$
\hat{O} \otimes I \cdots \in A_{\text{code}}
$$

where $U$ is defined in Eq. (2.5), and the subscripts refer to the specific white qutrits that $U$ is acting on (see Fig. 2). Given Eq. (4.2), which shows how $\tilde{a}^{(N)}$ acts on vectors in $p\mathcal{H}_{\text{phys}}$, the domain of $\tilde{a}^{(N)}$ may be extended to all of $\mathcal{H}_{\text{phys}}$ by demanding that $\tilde{a}^{(N)}$ is a bounded operator and invoking Theorem A.6. Because $\tilde{a}^{(N)}$ acts trivially on the qutrits $\tilde{d}, \tilde{e}$ in each collection, $\tilde{a}^{(N)} \in M_{\text{phys}}$. Equation (4.2) simply amounts to applying the map in Eq. (2.8) for a finite number of collections. It follows that for $a, b \in A_{\text{code}}, a, b \in \mathbb{C}$, and $|Ψ⟩ \in \mathcal{H}_{\text{code}}$, the tensor network map has the following properties:

1. bulk reconstruction: $ua|Ψ⟩ = \tilde{a}u|Ψ⟩$, (4.3)

2. commutativity with Hermitian conjugation: $\tilde{a}^\dagger = \tilde{a}^\dagger$. (4.4)

3. commutativity with multiplication: $\tilde{a}^\dagger = \tilde{a}^\dagger \tilde{b}$. (4.5)

4. linearity: $aa^\dagger + βb = a\tilde{a}^\dagger + β\tilde{b}$. (4.6)

5. norm preservation: $∥a∥ = ∥\tilde{a}∥$. (4.7)

We will prove these properties for all operators in $M_{\text{code}}$ in Sec. V.

B. How the tensor network map acts on $M_{\text{code}}$

Now that we specified how the tensor network map acts on $A_{\text{code}}$, we need to specify how it acts on $M_{\text{code}}$. Let $\{a_n\} \in A_{\text{code}}$ be a strongly convergent sequence of operators. The image of each $a_n$ under the tensor network map is $\tilde{a}_n \in B(\mathcal{H}_{\text{phys}})$. We will show that $\{\tilde{a}_n\}$ is a strongly convergent sequence. Then, we will extend the definition of the tensor network map by saying that the strong limit

$$
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(s- lim$_{n \to \infty}$ $\tilde{a}_n$) $\in M_{\text{phys}}$. We will then prove that this map satisfies Eq. (4.1).

The fact that s-lim$_{n \to \infty}$ $\tilde{a}_n$ converges means that the sequence of norms $\{||\tilde{a}_n||\}$ is bounded from above because $||\tilde{a}_n|| = ||a_n||$ $\forall n \in \mathbb{N}$. From Theorem A.5, if lim$_{n \to \infty}$ $\tilde{a}_n$ converges for all $|\psi\rangle \in pH_{\text{phys}}$, then lim$_{n \to \infty}$ $\tilde{a}_n|\psi\rangle$ converges for all $|\psi\rangle \in pH_{\text{phys}}$ since $pH_{\text{phys}}$ is dense in $\mathcal{H}_{\text{phys}}$. The next theorem is necessary to show that lim$_{n \to \infty}$ $\tilde{a}_n|\psi\rangle$ converges for all $|\psi\rangle \in pH_{\text{phys}}$.

**Theorem 4.1.** For any two vectors $|\tilde{\psi}_1\rangle$, $|\tilde{\psi}_2\rangle$ $\in pH_{\text{phys}}$, we may define a finite number of vectors $|\eta_i\rangle$, $|\chi_i\rangle$ $\in pH_{\text{code}}$, $(i \in \{1, 2, \ldots, Q\}$ for some $Q \in \mathbb{N}$ such that for any operator $\tilde{a}^{(N)}$ $\in M_{\text{phys}}$ that may be written as the tensor network map image of some $a^{(N)}$ $\in A_{\text{code}}$, we have that

$$
\langle \tilde{\psi}_1|\tilde{a}^{(N)}|\tilde{\psi}_2\rangle = \sum_{i=1}^{Q} \langle \eta_i|a^{(N)}|\chi_i\rangle.
$$

(4.8)

Furthermore, if $|\tilde{\psi}_1\rangle = |\tilde{\psi}_2\rangle$, then we may take $|\eta_i\rangle = |\chi_i\rangle$ $\forall i$.

**Proof.** Choose $M \in \mathbb{N}$ such that for both $|\tilde{\psi}_1\rangle$ and $|\tilde{\psi}_2\rangle$, the qutrits in the $(M + 1)$th collection and beyond are in the reference state $|\lambda\rangle$. Consider the following set of orthonormal vectors:

$$
|\{r, \ell', s\}\rangle = \left[ U_{\tilde{a} \tilde{b}} U_{\tilde{a} \tilde{b}} |r_1\rangle_{\tilde{a}} |\ell'_1\rangle_{\tilde{a}} |s_1\rangle_{\tilde{b}} |\tilde{b}\rangle_{\tilde{b}} \right] \otimes \cdots \\
\otimes \left[ U_{\tilde{a}_M \tilde{b}_M} U_{\tilde{a}_M \tilde{b}_M} |r_M\rangle_{\tilde{a}} |s_M\rangle_{\tilde{b}} |\tilde{b}\rangle_{\tilde{b}} \right] \otimes |\ell\rangle \cdots ,
$$

(4.9)

To calculate $\langle \{r, \ell', s\}|\tilde{a}^{(N)}|\{r, \ell', s\}\rangle$, we must calculate how each term in the sum in Eq. (4.2) acts on each collection separately. The next three equations apply for a single collection. For simplicity, we have suppressed the subscripts labeling the collection.

1. $\langle \{r, \ell', s\}|\tilde{a}^{(N)}|\{r, \ell', s\}\rangle = \langle \{r_1\rangle_{\tilde{a}} |\ell'_1\rangle_{\tilde{a}} |s_1\rangle_{\tilde{a}} |\tilde{b}\rangle_{\tilde{b}} \otimes |\{r_M\rangle_{\tilde{a}} |s_M\rangle_{\tilde{a}} |\tilde{b}\rangle_{\tilde{b}} \rangle = \langle \{r_1\rangle_{\tilde{a}} |\ell'_1\rangle_{\tilde{a}} |s_1\rangle_{\tilde{a}} |\tilde{b}\rangle_{\tilde{b}} \rangle$

(4.12)

2. $\langle \{r, \ell', s\}|\tilde{a}^{(N)}|\{r, \ell', s\}\rangle = \langle \{r_1\rangle_{\tilde{a}} |\ell'_1\rangle_{\tilde{a}} |s_1\rangle_{\tilde{a}} |\tilde{b}\rangle_{\tilde{b}} \rangle = \langle \{r_1\rangle_{\tilde{a}} |\ell'_1\rangle_{\tilde{a}} |s_1\rangle_{\tilde{a}} |\tilde{b}\rangle_{\tilde{b}} \rangle$

(4.13)

3. $\langle \{r, \ell', s\}|\tilde{a}^{(N)}|\{r, \ell', s\}\rangle = \langle \{r_1\rangle_{\tilde{a}} |\ell'_1\rangle_{\tilde{a}} |s_1\rangle_{\tilde{a}} |\tilde{b}\rangle_{\tilde{b}} \rangle = \langle \{r_1\rangle_{\tilde{a}} |\ell'_1\rangle_{\tilde{a}} |s_1\rangle_{\tilde{a}} |\tilde{b}\rangle_{\tilde{b}} \rangle$

(4.14)

Then, we can define the new vectors in $pH_{\text{code}}$

$$
|\chi_{(s)}\rangle = \sum_{\{r, \ell\}} |\{r, \ell\}\rangle |\tilde{a}\rangle \langle \tilde{a}|e_{(s)}\rangle ,
$$

(4.15)

$$
|\eta_{(s)}\rangle = \sum_{\{r, \ell\}} |\{r, \ell\}\rangle |\tilde{a}\rangle \langle \tilde{a}| \tilde{a}\rangle ,
$$

(4.17)

so that $\langle \tilde{\psi}_1|\tilde{a}^{(N)}|\tilde{\psi}_2\rangle$ can be expressed as

$$
\langle \tilde{\psi}_1|\tilde{a}^{(N)}|\tilde{\psi}_2\rangle = \sum_{\{s\}} \langle \eta_{(s)}|\tilde{a}^{(N)}|\chi_{(s)}\rangle.
$$

(4.18)
This demonstrates that we can express \( \langle \psi_1 | \tilde{a}^{(N)} | \psi_2 \rangle \) as in Eq. (4.8) for \( Q = 0 \).

Given any \( \tilde{\psi} \in \mathcal{H}_{\text{phys}} \), Theorem 4.1 asserts that we may choose a finite family of vectors \( | \psi_i \rangle \in \mathcal{H}_{\text{code}} \) (\( i \in \{1, 2, \ldots, Q \} \)) for some \( Q \in \mathbb{N} \) such that, for any \( n, m \in \mathbb{N} \),

\[
\| (\tilde{a}_n - \tilde{a}_m) \tilde{\psi} \|^2 = \sum_{i=1}^{Q} \| (a_n - a_m) | \psi_i \rangle \|^2. \tag{4.19}
\]

This means that if \( \{ a_n | \psi_i \rangle \} \) is a Cauchy sequence for each \( i \), (which it is by assumption) then \( \{ \tilde{a}_n | \tilde{\psi} \rangle \} \) is also a Cauchy sequence. This shows that \( \lim_{n \to \infty} \tilde{a}_n | \tilde{\psi} \rangle \) converges for any \( | \tilde{\psi} \rangle \in \mathcal{H}_{\text{phys}} \). Thus, the strong limit \( \lim_{n \to \infty} \tilde{a}_n \) exists and defines an operator, which is the \textit{definition} of the image under the tensor network map of the strong limit \( \lim_{n \to \infty} a_n \). By the definition of \( M_{\text{phys}} \), it follows that \( \lim_{n \to \infty} \tilde{a}_n \in M_{\text{phys}} \).

Suppose that the sequences \( \{ a_n \} \in A_{\text{code}} \) and \( \{ b_n \} \in A_{\text{code}} \) converge strongly to the same operator \( \mathcal{O} \). Suppose that \( \lim_{n \to \infty} \tilde{a}_n = \mathcal{O}_1 \) and \( \lim_{n \to \infty} \tilde{b}_n = \mathcal{O}_2 \). Then \( \lim_{n \to \infty} (a_n - b_n) = 0 \), which implies that \( \lim_{n \to \infty} a_n = \mathcal{O}_1 \). Hence, \( \mathcal{O}_1 - \mathcal{O}_2 = 0 \). Thus, the tensor network map is a well-defined map from \( M_{\text{code}} \) into \( M_{\text{phys}} \).

**C. How the tensor network map acts on \( M'_{\text{code}} \)**

By construction, the tensor network map is a map from operators in \( M_{\text{code}} \) into \( M_{\text{phys}} \). Due to the symmetry of the tensor network in Fig. 2, we can also define the tensor network map on operators in \( M'_{\text{code}} \), which are mapped into \( M'_{\text{phys}} \) in a completely analogous way.

**V. PROPERTIES OF THE TENSOR NETWORK MAP**

In this section, we prove that Eqs. (4.3) to (4.7) hold for all operators in \( M_{\text{code}} \). This section highlights how properties of finite-dimensional QECC can naturally be extended to infinite-dimensional QECC. Operators in \( A_{\text{code}} \) should be thought of as operators defined on the code subspace of a finite-dimensional QECC, since they only act nontrivially on finitely many qutrits. Operators in \( M_{\text{code}} \) do not have a simple interpretation in any finite-dimensional QECC. Thus, it is nontrivial to check that they obey the same properties as operators in finite-dimensional codes. In the context of AdS/CFT, these properties ensure that the bulk physics is exactly reconstructable from the operator algebra in the boundary CFT. That is, the tensor network map is a \( \star - \) homomorphism from \( M_{\text{code}} \) to \( M_{\text{phys}} \), which implies that the physics of the code subspace is exactly encoded within the boundary theory.
and \( \{b_n\} \), converging strongly to \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) respectively. Then for \( \alpha, \beta \in \mathbb{C} \), \( s\lim_{n \to \infty} (\alpha a_n + \beta b_n) = \alpha \mathcal{O}_1 + \beta \mathcal{O}_2 \).

The image of each \( a_n \) is \( \tilde{a}_n \) and the image of each \( b_n \) is \( \tilde{b}_n \). The image of \( \alpha \mathcal{O}_1 + \beta \mathcal{O}_2 \) under the tensor network map is thus given by \( \alpha \tilde{O}_1 + \beta \tilde{O}_2 \). Hence, the tensor network map is linear when acting on all operators in \( M_{\text{code}} \).

**C. The tensor network map commutes with Hermitian conjugation**

If \( \{a_n\} \in A_{\text{code}} \) strongly converges to \( \mathcal{O} \), then \( \lim_{n \to \infty} a_n^\dagger = \tilde{\mathcal{O}} \) by Theorem 5.2. Each \( a_n \) is mapped to \( \tilde{a}_n \) under the tensor network map, and \( \{\tilde{a}_n\} \) strongly converges to \( \tilde{\mathcal{O}} \in \mathcal{B}(\mathcal{H}_{\text{phys}}) \). Each \( a_n^\dagger \) is mapped to \( \tilde{a}_n^\dagger = (\tilde{\mathcal{O}})^\dagger \). Since \( M_{\text{code}} \) is defined from \( A_{\text{code}} \) by taking strong limits, there must exist a sequence \( \{b_n\} \in A_{\text{code}} \) that converges strongly to \( \mathcal{O}^\dagger \). Then, \( s\lim_{n \to \infty} b_n = \tilde{\mathcal{O}} \). Note that, for any two \( |\Psi\rangle, \Phi \rangle \in \mathcal{H}_{\text{code}} \), \( \lim_{n \to \infty} \langle \mathcal{O} |(a_n^\dagger - b_n)\rangle = 0 \). The sequence of norms \( \{|a_n^\dagger - b_n|\} \) is bounded above because \( \|a_n^\dagger\| = \|a_n\| \forall \ n \in \mathbb{N} \) and \( \{a_n\} \) and \( \{b_n\} \) converge strongly. Furthermore, for any \( |\Psi\rangle, \Phi \rangle \in \mathcal{H}_{\text{phys}} \), \( \lim_{n \to \infty} \langle \tilde{\mathcal{O}} |(a_n^\dagger - b_n)\rangle = 0 \). Applying Theorem 5.1, \( \langle \tilde{\mathcal{O}} |(\tilde{\mathcal{O}} - \mathcal{O})\rangle = 0 \), hence \( \tilde{\mathcal{O}} = \mathcal{O}^\dagger \).

**D. The tensor network map commutes with multiplication**

Given \( \mathcal{O}_1, \mathcal{O}_2 \in M_{\text{code}} \), we now show that \( \mathcal{O}_1 \mathcal{O}_2 = \mathcal{O}_1 \mathcal{O}_2 \). Let \( \{a_n\} \in A_{\text{code}} \) converge strongly to \( \mathcal{O}_1^\dagger \). Let \( \{b_n\} \in A_{\text{code}} \) converge strongly to \( \mathcal{O}_2 \). Let \( \{c_n\} \in A_{\text{code}} \) converge strongly to \( \mathcal{O}_2 \). For any \( |\Psi\rangle, \Phi \rangle \in \mathcal{H}_{\text{code}} \),

\[
\lim_{n \to \infty} \langle (a_n - \mathcal{O}_1^\dagger) |(b_n - \mathcal{O}_2)\rangle = 0. \tag{5.7}
\]

which implies that

\[
\lim_{n \to \infty} \langle \Psi |a_n^\dagger b_n - c_n\rangle = 0. \tag{5.8}
\]

The sequence of norms \( \{|a_n^\dagger b_n - c_n|\} \) is bounded. By Theorem 5.1, we have that, for all \( |\Psi\rangle, \Phi \rangle \in \mathcal{H}_{\text{phys}} \),

\[
\lim_{n \to \infty} \langle \tilde{\Psi} |a_n^\dagger b_n - c_n\rangle = 0. \tag{5.9}
\]

It follows that

\[
\langle \tilde{\Psi} |\tilde{\mathcal{O}}_1 \tilde{\mathcal{O}}_2 \rangle = \langle \tilde{\Psi} |\tilde{\mathcal{O}}_1 \tilde{\mathcal{O}}_2 \rangle. \tag{5.10}
\]

**E. The tensor network map preserves the norm**

Consider any \( |\tilde{\psi}\rangle \in p\mathcal{H}_{\text{phys}} \). By Theorem 4.1, there exists a finite family of vectors \( |\psi_i\rangle \in p\mathcal{H}_{\text{code}}, (i \in \{1, 2, \ldots, Q\} \) for some \( Q \in \mathbb{N} \) such that for any \( \alpha \in A_{\text{code}} \),

\[
\langle \tilde{\psi} |\tilde{\alpha} |\tilde{\psi}\rangle = \sum_{i=1}^{Q} \langle \psi_i |\alpha |\psi_i\rangle. \tag{5.11}
\]

Consider a sequence \( \{a_n\} \in A_{\text{code}} \) that strongly converges to \( \mathcal{O} \in M_{\text{code}} \). Then we have

\[
\lim_{n \to \infty} \langle \tilde{\psi} |\tilde{a}_n |\tilde{\psi}\rangle = \mathcal{O} \sum_{i=1}^{Q} \langle \psi_i |a_n |\psi_i\rangle. \tag{5.12}
\]

\[
\langle \tilde{\psi} |\mathcal{O} |\tilde{\psi}\rangle = \sum_{i=1}^{Q} \langle \psi_i |\mathcal{O} |\psi_i\rangle. \tag{5.13}
\]

In particular, for any \( \mathcal{O} \in M_{\text{code}} \), we have that

\[
\langle \tilde{\psi} |\mathcal{O} |\tilde{\psi}\rangle = \mathcal{O} \sum_{i=1}^{Q} \langle \psi_i |\mathcal{O} |\psi_i\rangle. \tag{5.14}
\]

The norms of \( \langle \tilde{\psi} \rangle \) and \( \langle \mathcal{O} |\tilde{\psi}\rangle \) may be expressed as

\[
\|\langle \tilde{\psi}\rangle\| = \left( \sum_{i=1}^{Q} \|\psi_i\| \right)^2, \tag{5.15}
\]

\[
\|\langle \mathcal{O} |\tilde{\psi}\rangle\| = \left( \sum_{i=1}^{Q} \|\mathcal{O} |\psi_i\| \right)^2. \tag{5.16}
\]

Thus,

\[
\|\mathcal{O} \| \leq \|\langle \mathcal{O} |\tilde{\psi}\rangle\| \leq \left( \sum_{i=1}^{Q} \|\mathcal{O} |\psi_i\| \right)^2. \tag{5.17}
\]

Note that we may choose \( \langle \tilde{\psi}\rangle \) such that \( Q = 1 \) and \( \|\mathcal{O} |\psi_1\| - \|\psi_1\| - \|\mathcal{O}\| \) is arbitrarily close to zero. Hence, we may choose \( \langle \tilde{\psi}\rangle \) such that \( \|\langle \mathcal{O}|\tilde{\psi}\rangle\| - \|\mathcal{O}\| \cdot \|\langle \tilde{\psi}\rangle\| \) is arbitrarily close to zero. It follows from the fact that \( p\mathcal{H}_{\text{phys}} \) is dense in \( \mathcal{H}_{\text{phys}} \) and Theorem A.6 that

\[
\|\mathcal{O}\| = \|\langle \mathcal{O}|\tilde{\psi}\rangle\| = \left( \sum_{i=1}^{Q} \|\mathcal{O} |\psi_i\| \right)^2. \tag{5.18}
\]

**F. The tensor network map satisfies bulk reconstruction**

**Theorem 5.3.** Let \( \mathcal{O} \in M_{\text{code}} \). Let \( \tilde{\mathcal{O}} \in M_{\text{phys}} \) be the image of \( \mathcal{O} \) under the tensor network map. Let \( |\Psi\rangle \in \mathcal{H}_{\text{code}} \). Then

\[
u \mathcal{O} |\Psi\rangle = \tilde{\mathcal{O}} \nu |\Psi\rangle. \tag{5.19}
\]

**Proof.**—Let \( \{a_n\} \in A_{\text{code}} \) be a sequence that converges strongly to \( \mathcal{O} \). Let \( \tilde{a}_n \in M_{\text{phys}} \) be the image under...
the tensor network map of $a_n$ for every $n \in \mathbb{N}$. By the definition of the tensor network map, $\lim_{n \to \infty} a_n = \tilde{O}$. It follows that

$$\tilde{O}u|\Psi\rangle = \lim_{n \to \infty} \tilde{a}_n u|\Psi\rangle = \lim_{n \to \infty} u a_n |\Psi\rangle = u \lim_{n \to \infty} a_n |\Psi\rangle = uO|\Psi\rangle.$$

(5.19)

This theorem demonstrates the bulk reconstruction property of the tensor network map. We can linearly map a given operator $O \in M_{\text{code}}$ to an operator $\tilde{O} \in M_{\text{phys}}$ such that for all $|\Psi\rangle \in H_{\text{code}}$,

$$uO|\Psi\rangle = \tilde{O}u|\Psi\rangle, \quad uO^\dagger |\Psi\rangle = \tilde{O}^\dagger u^\dagger |\Psi\rangle.$$  

(5.20)

By the symmetry of the tensor network in Fig. 2, any operator $O' \in M'_{\text{code}}$ can be linearly mapped to $\tilde{O}' \in M'_{\text{phys}}$ such that for all $|\Psi\rangle \in H_{\text{code}}$,

$$uO'|\Psi\rangle = \tilde{O}'u|\Psi\rangle, \quad uO'^\dagger |\Psi\rangle = \tilde{O}'^\dagger u^\dagger |\Psi\rangle.$$  

(5.21)

VI. CYCLIC AND SEPARATING VECTORS

In this section we identify a set of cyclic and separating vectors with respect to $M_{\text{code}}$ that is dense in $H_{\text{code}}$. Then, we prove that all cyclic and separating vectors with respect to $M_{\text{code}}$ are mapped to cyclic and separating vectors with respect to $M_{\text{phys}}$ via the isometry $u$. This shows that our infinite-dimensional QECC satisfies the assumptions of Theorem 1.1.

Theorem 6.1. Cyclic and separating vectors with respect to $M_{\text{code}}$ are dense in $H_{\text{code}}$.

Proof.—Since $pH_{\text{code}}$ is dense in $H_{\text{code}}$, any vector in $H_{\text{code}}$ is arbitrarily close to a vector in $pH_{\text{code}}$, which may be denoted as $|\psi\rangle \otimes |\lambda\rangle \cdots$, where $|\psi\rangle$ is a vector in a finite-dimensional Hilbert space $\mathcal{H}$ that consists of finitely many pairs of qutrits. We may write $\mathcal{H} = \mathcal{H}_{i} \otimes \mathcal{H}_{j}$, where $\mathcal{H}_{i}$ consists of the black qutrits labeled by $i$ (see Figs. 2 and 1), and $\mathcal{H}_{j}$ consists of the black qutrits labeled by $j$. The vector $|\psi\rangle$ is arbitrarily close to a vector of maximal Schmidt number (with respect to this factorization), which we will denote by $|\psi'\rangle$. Hence, any vector in $\mathcal{H}_{code}$ is arbitrarily close to a vector of the form $|\psi'\rangle \otimes |\lambda\rangle \cdots \in \mathcal{H}_{code}$ where $|\psi'\rangle$ has maximal Schmidt number under the factorization $\mathcal{H} = \mathcal{H}_{i} \otimes \mathcal{H}_{j}$, so we just need to show that such vectors are cyclic and separating.

The vector $|\psi'\rangle \otimes |\lambda\rangle \cdots \in \mathcal{H}_{code}$ is cyclic with respect to $M_{\text{code}}$ because operators in $A_{\text{code}} \subset M_{\text{code}}$ may act on it to obtain any vector in $p\mathcal{H}_{\text{code}}$, and $p\mathcal{H}_{\text{code}}$ is dense in $\mathcal{H}_{\text{code}}$. Furthermore, $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is certainly separating with respect to $A_{\text{code}}$ as one can see from the definition of $A_{\text{code}}$ in Eq. (3.1). To see that $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is separating with respect to all of $M_{\text{code}}$, note that the same logic as above implies that $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is cyclic with respect to $M_{\text{code}}$. Hence, $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is separating with respect to $M_{\text{code}}$.

Alternative proof.—We now give an alternative and more explicit proof of the fact that $|\psi'\rangle \otimes |\lambda\rangle \cdots$ is separating with respect to all of $M_{\text{code}}$. Given a sequence $\{a_n\} \in A_{\text{code}}$ that strongly converges to $O \in M_{\text{code}}$, we need to show that $O(|\psi'\rangle \otimes |\lambda\rangle \cdots) = 0$ implies that $O$ annihilates every vector in $p\mathcal{H}_{\text{code}}$ (which would imply that $O$ annihilates every Cauchy sequence and hence every vector in $H_{\text{code}}$).

First, we will construct a suitable (yet overcomplete) basis of $p\mathcal{H}_{\text{code}}$. Let us assume that $|\psi\rangle$ is a state of the black qutrits in the first $M$ collections. Since $|\psi\rangle$ is a vector in a finite-dimensional factorized Hilbert space with maximal Schmidt number, we may write it as

$$|\psi\rangle = \sum_{k=1}^{3^M} \alpha_k |e_k\rangle_i \otimes |f_k\rangle_j,$$  

(6.1)

where $\alpha_k$ are nonzero coefficients that satisfy $\sum_{k=1}^{3^M} |\alpha_k|^2 = 1$, $|e_k\rangle_i$ is an orthonormal basis of the $i$ black qutrits in the first $M$ collections and $|f_k\rangle_j$ is an orthonormal basis of the $j$ black qutrits in the first $M$ collections.

We consider the following vectors in $p\mathcal{H}_{\text{code}}$, which form a basis. Assume that $L \geq M$.

$$|L, k, k', p_{M+1}, \ldots, p_L, q_{M+1}, \ldots, q_L\rangle = |e_k\rangle_i \otimes |f_{k'}\rangle_j \otimes \left[|p_{M+1}\rangle_{i_M} |q_{M+1}\rangle_{j_M}\right] \otimes \cdots \otimes \left[|p_L\rangle_{i_L} |q_L\rangle_{j_L}\right] \otimes |\lambda\rangle \cdots,$$  

(6.2)

where $k$ and $k'$ each label a basis vector for their respective black qutrits in the first $M$ collections, and $p_i$ and $q_i$ ($i' \in \{1, 2, \ldots, M\}$) each run over the three orthonormal basis vectors of their respective black qutrits in the $i$th collection. All black qutrit pairs past the $L$th collection are in the reference state $|\lambda\rangle$.

We first consider the basis vectors that satisfy $L = M$. The vectors $|M, k, k'\rangle$ and $|M, k, k'\rangle$ are orthogonal for $k' \neq k'$. This is also true for the vectors $O|M, k, k'\rangle$ and $O|M, k, k'\rangle$ since $O$ is a limit of operators which act as the identity on $|f_{k'}\rangle$ in Eq. (6.2). Since $\sum_{k=1}^{3^M} \alpha_k |M, k, k\rangle = |\psi\rangle \otimes |\lambda\rangle \cdots$, then $O(|\psi\rangle \otimes |\lambda\rangle \cdots) = 0$ implies that $O|M, k, k\rangle = 0$ for all $k$. Let $U \in A_{\text{code}}$ be an operator that acts as the identity operator on every vector in the tensor product in Eq. (6.2) except that it may act arbitrarily on $|f_{k'}\rangle$. We can choose $U$ to send $|f_k\rangle$ to $|f_w\rangle$ for $w \neq k$. Because $U$ commutes with $O$, we have that $0 = U|O|M, k, k\rangle = O|M, k, w\rangle$ and hence $O$ annihilates every basis vector with $L = M$. This argument can be repeated in a completely analogous way for the case $L > M$ (since $|\psi\rangle \otimes |\lambda\rangle \cdots = (|\psi\rangle \otimes |\lambda\rangle) \otimes |\lambda\rangle \cdots$ and $|\psi\rangle \otimes |\lambda\rangle$ has
maximal Schmidt number) to show that $O$ annihilates all vectors in $p\mathcal{H}_{\text{code}}$, and hence all of $\mathcal{H}_{\text{code}}$.

Recall that a vector is cyclic and separating for $M_{\text{code}}$, if and only if it is cyclic and separating for $M'_{\text{code}}$ [11]. Hence, cyclic and separating vectors for $M'_{\text{code}}$ are also dense in Hilbert space $\mathcal{H}_{\text{code}}$.

**Theorem 6.2.** [27] If $|\Psi\rangle \in \mathcal{H}_{\text{code}}$ is cyclic and separating with respect to $M_{\text{code}}$, then $u|\Psi\rangle \in \mathcal{H}_{\text{phys}}$ is cyclic and separating with respect to $M_{\text{phys}}$.

*Proof.*—To show that $u|\Psi\rangle$ is cyclic, we need to show that given any $|\Phi\rangle \in \mathcal{H}_{\text{phys}}$ and $\epsilon > 0$, we can choose an operator $P \in M_{\text{phys}}$ such that $\|Pu|\Psi\rangle - |\Phi\rangle\| < \epsilon$.

Choose $|\Phi\rangle \in \mathcal{H}_{\text{phys}}$ such that $\|\Phi\| = 1$. Let $|\cdot\cdot\rangle \in \mathcal{H}_{\text{phys}}$ denote the vector for which all boundary qutrits are in the reference state $|\lambda\rangle$. Choose an operator $\hat{P} \in M_{\text{phys}}$ such that $\hat{P}|\lambda\cdot\rangle = |\Phi\rangle$. Choose $O \in M_{\text{code}}$ such that $\|O|\Psi\rangle - |\lambda\cdot\rangle\| < \frac{\epsilon}{2\|\Phi\|}$, where $|\lambda\cdot\rangle \in \mathcal{H}_{\text{phys}}$ is the vector for which all qutrit pairs are in the reference state $|\lambda\rangle$. Let $\hat{O}$ denote the image of $O$ under the tensor network map.

Note that

$$|\Phi\rangle - \hat{P}\hat{O}u|\Psi\rangle = |\Phi\rangle - |\Phi\rangle - \hat{P}u(O)|\Psi\rangle - |\lambda\cdot\rangle).$$

Hence,

$$\|\Phi\rangle - \hat{P}\hat{O}u|\Psi\rangle\| \leq \|\Phi\rangle - |\Phi\rangle\| + \|\hat{P}u(O)|\Psi\rangle - |\lambda\cdot\rangle\|.$$ (6.3)

Choose $\hat{P} = \hat{P}$. This shows that $u|\Psi\rangle$ is cyclic with respect to $M_{\text{phys}}$. A completely analogous argument shows that $u|\Psi\rangle$ is cyclic with respect to $M'_{\text{phys}}$, so it is also separating with respect to $M_{\text{phys}}$.

**VII. M_code IS A HYPERFINITE TYPE I1 FACTOR**

In this section, we prove that $M_{\text{code}}$ satisfies the second condition of Theorem A.31, from which it follows that $M_{\text{code}}$ is a type $I_1$ factor (a finite factor can only be type $I_n$, and only the former is infinite-dimensional). The same argument shows that $M'_{\text{code}}, M_{\text{phys}},$ and $M'_{\text{phys}}$ are also type $I_1$ factors.

For $O \in M_{\text{code}}$, define the following linear function from $M_{\text{code}} \to \mathbb{C}$:

$$T(O) := \langle \lambda \cdot\cdot |O|\lambda \cdot\cdot \rangle,$$ (7.1)

where $|\lambda \cdot\cdot \rangle \in \mathcal{H}_{\text{code}}$ is the vector for which all pairs of black qutrits are in the state $|\lambda\rangle$. This clearly satisfies $T(O^\dagger O) \geq 0, T(1) = 1,$ and $T(O^\dagger) = T(O)^\dagger.$

For any operator $O_1 \in M_{\text{code}}$, it is possible to choose a neighborhood $N$ of $O_1$ in the ultraweak operator topology such that $|T(O_2) - T(O_1)| < \epsilon$ for all $O_2 \in N$. We may pick the neighborhood to be

$$N = \{O_2 \in M_{\text{code}} : |\langle \lambda \cdot\cdot |(O_1 - O_2)|\lambda \cdot\cdot \rangle| < \epsilon\}.$$ (7.2)

Hence, $T$ is ultraweakly continuous.

Recall that a von Neumann algebra $M$ is *hyperfinite* if $M = (\cup_n M_n)^\dagger$ where, for each $n \in \mathbb{N}$, each von Neumann subalgebra $M_n \subset M$ is finite-dimensional and $M_n \subset M_{n+1}$. The von Neumann algebra $M_{\text{code}}$ is hyperfinite because $M_{\text{code}} = A_{\text{code}}$, and $A_{\text{code}} = \cup_N A_N$ where $A_N$ is the algebra of operators that can be written as $a^{(N)}$ in Eq. (3.1). Each $A_N$ is a finite-dimensional algebra consisting of operators that act nontrivially on finitely many qutrits.

**A. More on the uniqueness of T : M_code \to \mathbb{C}**

We now explicitly show that for an ultraweakly continuous linear map $T : M_{\text{code}} \to \mathbb{C}, T(O)$ for $O \in M_{\text{code}}$ is completely determined given the value of $T(a)$ for every $a \in A_{\text{code}}$. This shows that ultraweak continuity allows us to naturally extend the notion of a trace from a finite-dimensional to an infinite-dimensional QECC.

The statement that $T(O)$ is an ultraweakly continuous function of $O \in M_{\text{code}}$, implies that for any $O_1 \in M_{\text{code}}$ and any $\epsilon > 0$, there exists a neighborhood $N$ of $O_1$ in the ultraweak operator topology such that for all operators $O_2 \in N$, $|T(O_2) - T(O_1)| < \epsilon$. We may assume that $N$ is given by

$$N = \{O_2 \in M_{\text{code}} : \sum_{i=1}^{\infty} |\langle \eta_i |(O_1 - O_2)|\xi_i \rangle| < \epsilon\}.$$ (7.3)

for some $\epsilon > 0$ and some choice of sequences $\{|\xi_i \rangle\}$ and $\{|\eta_i \rangle\}$ satisfying

$$\sum_{i=1}^{\infty} (||\xi_i \rangle||^2 + ||\eta_i \rangle||^2) < \infty.$$ (7.4)

\^The identity operator is denoted by $I$. 
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Given $\mathcal{O}_1 \in M_{\text{code}}$, let $\{a_n\} \in A_{\text{code}}$ be a sequence of operators that converges strongly to $\mathcal{O}_1$. We need to show that for any choice of $\epsilon$ and $\{|\xi_i\rangle\}, \{|\eta_i\rangle\}$, there exists an $N \in \mathbb{N}$ such that $n > N \Rightarrow a_n \in N$. We calculate

$$\sum_{i=1}^{\infty} |\langle \eta_i| (\mathcal{O}_1 - a_n) |\xi_i\rangle| = \sum_{i=1}^{M-1} |\langle \eta_i| (\mathcal{O}_1 - a_n) |\xi_i\rangle| + \sum_{i=M}^{\infty} |\langle \eta_i| (\mathcal{O}_1 - a_n) |\xi_i\rangle|,$$

$$\sum_{i=M}^{\infty} |\langle \eta_i| (\mathcal{O}_1 - a_n) |\xi_i\rangle| \leq \sum_{i=M}^{\infty} \frac{\|\mathcal{O}_1 - a_n\|}{2} (\|\xi_i\|^2 + \|\eta_i\|^2),$$

$$\leq K \sum_{i=M}^{\infty} (\|\xi_i\|^2 + \|\eta_i\|^2), \quad (7.5)$$

for some $K > 0$. We used the fact that the sequence of norms $\{|\mathcal{O}_1 - a_n\|\}$ is bounded. First, choose $M$ so that

$$K \sum_{i=M}^{\infty} (\|\xi_i\|^2 + \|\eta_i\|^2) < \frac{\epsilon}{2}. \quad (7.6)$$

Then, choose $N$ so that for all $n > N$,

$$\sum_{i=1}^{M-1} |\langle \eta_i| (\mathcal{O}_1 - a_n) |\xi_i\rangle| < \frac{\epsilon}{2}. \quad (7.7)$$

Hence for any $\epsilon > 0$, it is possible to choose an $N \in \mathbb{N}$ such that for $n > N$, $|T(\mathcal{O}_1) - T(a_n)| < \epsilon$. Then we can conclude that

$$\lim_{n \to \infty} T(a_n) = T(\mathcal{O}_1). \quad (7.8)$$

If $T(a)$ is known for all $a \in A_{\text{code}}$, then $T(\mathcal{O})$ is known for all $\mathcal{O} \in M_{\text{code}}$.

**VIII. COMPUTING RELATIVE ENTROPY FOR HYPERFINITE VON NEUMANN ALGEBRAS**

While the definition of relative entropy for infinite-dimensional von Neumann algebras is elegant, it is difficult to use in practice. To compute the relative entropy, one in principle needs to explicitly perform a spectral decomposition of the relative modular operator. However, because our setup involves hyperfinite von Neumann algebras, we can use a more practical method to compute relative entropy. Recall that a hyperfinite von Neumann algebra $M$ may be written as

$$M = (\bigcup_{n=1}^{\infty} M_n)^n \quad (8.1)$$

where each $M_n$ denotes a finite-dimensional subalgebra of $M$ and $M_n \subset M_{n+1}$ for all $n \in \mathbb{N}$. We prove in this section that given a hyperfinite von Neumann algebra $M$ and two cyclic and separating vectors, the relative entropy of the two vectors may be computed by computing their relative entropy with respect to $M_n$ and then taking the limit $n \to \infty$. Let us sketch the reasoning. Since $M_n$ is finite-dimensional, Definition B.5 reduces to the standard definition of relative entropy for two finite-dimensional density matrices. The density matrix associated with a Hilbert space vector is uniquely determined by the expectation values of all the operators in $M_n$.

For example, if we let $M_n \subset M_{\text{code}}$ be a finite-dimensional subalgebra of $M_{\text{code}}$ that consists of operators that act on the black qubits labeled $i$ (see Fig. 2) in the first $n$ collections, then the density matrix associated with a cyclic and separating vector $|\Psi\rangle$ is obtained by performing a partial trace on $|\Psi\rangle \langle \Psi|$ over all of $\mathcal{H}_{\text{code}}$ except the Hilbert space of the first $n$ qubits. It is then evident from our tensor network construction that relative entropies may be computed as a limit of finite-dimensional relative entropies.

In fact, this topic is studied by Araki in [28], but we are presenting in a different manner more applicable to physical settings. The main difference is that Araki studies the relative entropy of two normal faithful states on a von Neumann algebra, whereas we consider the relative entropy of two cyclic and separating vectors. As Araki notes, given two normal faithful states, one first chooses two corresponding cyclic and separating vector representatives and then computes their relative entropy (the result does not depend on the specific choice of representatives). While a faithful normal state on a von Neumann algebra naturally defines a faithful normal state on a von Neumann subalgebra, a cyclic vector need not remain cyclic with respect to the subalgebra. This fact requires us to carefully specify what we mean by the monotonicity of relative entropy of two vectors, since the monotonicity of relative entropy of two states is invoked in [28]. This is important because $M$ is an infinite-dimensional von Neumann algebra whereas $M_n$ is finite-dimensional, so any cyclic vector with respect to $M$ is not cyclic with respect to $M_n$.

In the next subsection, we precisely describe how to use the finite-dimensional relative entropy formula to compute the relative entropy defined with respect to a finite-dimensional subalgebra of a hyperfinite algebra. In particular, we will write the entropy in a form that is convenient for taking the limit $n \to \infty$. In Sec. VIII B, we review the monotonicity of relative entropy. In Sec. VIII C, we fully explain why the limit of finite-dimensional entropies equals the infinite-dimensional entropy.

6 More generally, given a normal, positive, faithful linear functional $\phi: M \to \mathbb{C}$ on a von Neumann algebra $M$, one can choose a cyclic and separating vector $|\Phi\rangle$ such that $\langle \Phi|\mathcal{O}|\Phi\rangle = \phi(\mathcal{O}) \forall \mathcal{O} \in M$ [26, 27]. Aside from this condition, the relative entropy does not depend on the particular choice of $|\Phi\rangle$. 
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A. Defining relative entropy with respect to a finite-dimensional subalgebra

The purpose of this section is to describe the relative entropy defined with respect to a finite-dimensional subalgebra of a hyperfinite algebra in a way that will be useful when we consider the limit of larger and larger subalgebras. Let $M$ be a hyperfinite von Neumann algebra on $\mathcal{H}$, and let $M_n$ be a finite-dimensional subalgebra of $M$. Let $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}$ be cyclic and separating with respect to $M$. Suppose that we want to compute the relative entropy of $|\Phi\rangle$ and $|\Psi\rangle$ with respect to $M_n$. Note that while $|\Phi\rangle$ and $|\Psi\rangle$ are separating with respect to $M_n$, they need not be cyclic. However, they may still be thought of as cyclic if we restrict our attention to subspaces of $\mathcal{H}$ denoted by $M_n[\Psi]$ and $M_n[\Phi]$.

**Definition 8.1.** Given a Hilbert space $\mathcal{H}$, a von Neumann algebra $M \subset \mathcal{B}(\mathcal{H})$, and a vector $|\Psi\rangle \in \mathcal{H}$, let $M[\Psi]$ denote the closure of the set of vectors generated by acting on $|\Psi\rangle$ with all operators in $M$. That is,

$$M[\Psi] := \{ \chi \in \mathcal{H} : \exists \{ O_n \} \in \mathcal{M}, \lim_{n \rightarrow \infty} O_n |\Psi\rangle = \chi \}.$$ 

We now explain how to compute the relative entropy of $|\Psi\rangle$ and $|\Phi\rangle$ with respect to $M_n$. First, the relative Tomita operator $S^\dagger_{\Psi\Phi}$ is defined to map $O[\Psi]$ to $O'[\Phi]$ for all $O \in M_n$. The Tomita operator should be viewed as a map between two different Hilbert spaces, $M_n[\Psi]$ and $M_n[\Phi]$. Since $M_n$ is finite-dimensional, $S_{\Psi\Phi}$ is a bounded operator on $M_n[\Psi]$. The relative modular operator $\Delta_{\Psi\Phi}^n = S^\dagger_{\Psi\Phi} S_{\Psi\Phi}$ is a self-adjoint operator on $M_n[\Psi]$, and it may be defined to act as the identity operator on the orthogonal complement $(M_n[\Psi])^\perp$. Then, the relative entropy is defined as

$$S_n = -\langle \Psi | \log \Delta_{\Psi\Phi}^n |\Psi\rangle.$$

Equation (8.2) will appear again when we consider the limit of larger subalgebras. We now relate $S_n$ to the more familiar finite-dimensional relative entropy formula. Because $M_n$ is a finite-dimensional von Neumann algebra that acts on the finite-dimensional Hilbert space $M_n[\Psi]$, we note that $M_n[\Psi]$ may be written as [9]

$$M_n[\Psi] = \bigoplus_\alpha (\mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{A_\alpha}),$$

while $M_n$ may be written as

$$M_n = \{ \bigoplus_\alpha (O_{A_\alpha} \otimes I_{A_\alpha}) : O_{A_\alpha} \in \mathcal{B}(\mathcal{H}_{A_\alpha}) \}.$$  

The index $\alpha$ is a discrete index that is valued in a finite set. When this set contains more than one element, the von Neumann algebra $M_n$ has a nontrivial center. In the context of holographic tensor network models, a nontrivial center corresponds to a code subspace that contains states with different geometries [18,19]. Restricting our attention to $M_n[\Psi]$, the vector $|\Psi\rangle$ is cyclic and separating with respect to $M_n$. This implies that for each $\alpha$, $\dim \mathcal{H}_{A_\alpha} = \dim \mathcal{H}_{A_\alpha}$ [11].

We now explain how to obtain a density matrix on $M_n[\Psi]$ from $|\Psi\rangle$. Intuitively, one simply needs to perform a partial trace on $|\Psi\rangle \langle \Psi|$, since $|\Psi\rangle \in M_n[\Psi]$. However, we follow a different procedure that will also allow us to obtain a density matrix on $M_n[\Psi]$ from $|\Phi\rangle$, even though we might have that $|\Phi\rangle \not\in M_n[\Psi]$. Let us define a linear map

$$T_\Psi : M_n \rightarrow \mathbb{C}$$

such that

$$T_\Psi(O) = \langle \Psi | O |\Psi\rangle \quad \forall \ O \in M_n.$$  

The map $T_\Psi$ is positive. Assuming that $|\Psi\rangle$ is normalized, $T_\Psi(I) = 1$. The map $T_\Psi$ is also faithful because $|\Psi\rangle$ is separating with respect to $M_n$. If we restrict the domain of $T_\Psi$ to the set of operators in $M_n$ that annihilate $\mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{A_\alpha}$ for all $\alpha \neq 1$, we can naturally define a Hermitian, positive operator on $\mathcal{H}_{A_1}$ as follows. Let $|i\rangle, i \in \{ 1, 2, \ldots, \dim \mathcal{H}_{A_1} \}$ denote an orthonormal basis of $\mathcal{H}_{A_1}$. Any operator $O \in \mathcal{B}(\mathcal{H}_{A_1})$ may be written as a linear combination of the operators $|i\rangle \langle j| \quad \forall \ i, j \in \{ 1, 2, \ldots, \dim \mathcal{H}_{A_1} \}$. To treat $|i\rangle \langle j|$ as an operator in $M_n$ that acts on all of $M_n[\Psi]$, we define $|i\rangle \langle j|$ to act as the identity on $\mathcal{H}_{A_1}$ and to annihilate the subspaces $\mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{A_\alpha} \quad \forall \ \alpha \neq 1$.

Then, we define the operator $\rho_\Psi^{(1)} \in \mathcal{B}(\mathcal{H}_{A_1})$ by

$$\langle i | \rho_\Psi^{(1)} | j \rangle = T_\Psi(|i\rangle \langle j|).$$

We then extend the definition of $\rho_\Psi^{(1)}$ to an operator on $\mathcal{H}_{A_i} \otimes \mathcal{H}_{A_\alpha}$ by defining $\rho_\Psi^{(1)}$ to act as the identity on $\mathcal{H}_{A_\alpha}$. In this way, we can define an operator $\rho_\Psi^{(\alpha)}$ acting on each $\mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{A_\alpha}$. Then, we define the density matrix $\rho_\Psi \in M_n$ to be the direct sum of all the $\rho_\Psi^{(\alpha)}$ for all values of $\alpha$. That is,

$$\rho_\Psi = \bigoplus_{\alpha} \rho_\Psi^{(\alpha)}.$$

Note that $\sum_\alpha \text{Tr}_{A_\alpha} \rho_\Psi^{(\alpha)} = 1$ by construction and that $\rho_\Psi$ only depends on $|\Psi\rangle$ through the linear map $T_\Psi$. Also, $|\Psi\rangle$ must be a purification of $\rho_\Psi$ on $M_n[\Psi]$.

Even though $|\Phi\rangle$ is not necessarily in $M_n[\Psi]$, we can still define a density matrix $\rho_\Phi$ on $M_n[\Psi]$ with the linear map $T_\Phi$, which is defined analogously to $T_\Psi$. Let $|\Phi\rangle \in M_n[\Psi]$ be a purification of $\rho_\Phi$. We want to ask how $|\Phi\rangle$ is related to $|\Phi\rangle$. Note that
\[ \langle \Phi | O | \Phi \rangle = \langle \tilde{\Phi} | O | \tilde{\Phi} \rangle \quad \forall \ O \in M_n. \quad (8.9) \]

Define the linear map
\[ U' : M_n | \Phi \rangle \rightarrow M_n | \Psi \rangle \]
\[ (8.10) \]
such that
\[ U' | O \rangle | \Phi \rangle = | O \rangle | \tilde{\Phi} \rangle \quad \forall \ O \in M_n. \quad (8.11) \]

Because \( M_n \) is finite-dimensional, \( U' \) is a bounded operator, and \( U' \) has trivial kernel because \( | \Psi \rangle \) is separating with respect to \( M_n \). Since \( \| | O \rangle | \Phi \rangle \| = \| | O \rangle | \tilde{\Phi} \rangle \| \quad \forall \ O \in M_n, U' \) is an isometry. As \( U' \) is invertible, \( U' \) satisfies \( U'^* U' = I \), and from its definition, we can see that \( U' \) commutes with all operators in \( M_n \). Moreover, because \( | \tilde{\Phi} \rangle = U' | \Phi \rangle \), we see that the relative modular operator \( \Delta_{\Psi | \Phi}^n \) defined at the beginning of this section equals the relative modular operator \( \Delta_{\Psi | \Phi}^n \). Then, the relative entropy of \( | \Psi \rangle \) and \( | \Phi \rangle \) computed with respect to \( M_n \) is given by
\[ S_n = -\langle \Psi | \log \Delta_{\Psi | \Phi}^n | \Psi \rangle. \quad (8.12) \]

Since \( | \Psi \rangle \) and \( | \tilde{\Phi} \rangle \) are both vectors in the same finite-dimensional Hilbert space \( M_n | \Psi \rangle \), it is straightforward to see [11] that \( S_n \) defined in Eq. (8.2), is given by Eq. (A.21) of [9] for the choice of
\[ \rho = \rho_{\Psi}, \quad \sigma = \rho_{\Phi}, \quad M = M_n, \quad (8.13) \]
which is the finite-dimensional relative entropy formula.

The relative entropy defined with respect to \( M_n \) of the vectors \( | \Psi \rangle \) and \( | \Phi \rangle \) only depends on \( | \Psi \rangle \) and \( | \Phi \rangle \) through the linear maps \( T_{\Psi} \) and \( T_{\Phi} \). As long as we can represent \( M_n \) on a finite-dimensional Hilbert space with a cyclic and separating vector, we can decompose the Hilbert space as in (8.3) (see [9] for the details) and compute the relative entropies using \( \rho_{\Psi} \) and \( \rho_{\Phi} \), which are defined from \( T_{\Psi} \) and \( T_{\Phi} \).

Applying the above discussion to our tensor network model, we let \( M_n \subseteq M_{\text{code}} \) be a finite-dimensional subalgebra of \( M_{\text{code}} \) that consists of operators that act on the black qutrits labeled \( i \) (see Fig. 2) in the first \( n \) collections. Let \( | \Psi \rangle, | \Phi \rangle \in H \) be cyclic and separable with respect to \( M_{\text{code}} \). To compute the relative entropy with respect to \( M_n \) of \( | \Psi \rangle \) and \( | \Phi \rangle \), we consider the action of \( M_n \) on the Hilbert space associated with the first \( n \) qutrit pairs. The relative entropy may be computed from the density matrices \( \rho_{\Psi} \) and \( \rho_{\Phi} \), which are constructed using the linear maps \( T_{\Psi} \) and \( T_{\Phi} \). This intuitively amounts to performing a partial trace on \( | \Psi \rangle \langle \Psi | | \Phi \rangle \langle \Phi | \) over all of \( H_{\text{code}} \) except the Hilbert space of the first \( n \) qutrits. In this subsection, we have shown that the result is equivalent to Eq. (8.2). In the remainder of this section we will show that the infinite \( n \) limit of Eq. (8.2) yields the relative entropy of \( | \Psi \rangle \) and \( | \Phi \rangle \) with respect to \( M_{\text{code}} \).

### B. Monotonicity of relative entropy

To show that the limit of finite-dimensional relative entropies equals the infinite-dimensional relative entropy, we use the monotonicity of relative entropy, which is nicely explained using a graph argument in [11,29]. However, our proof of the monotonicity of relative entropy is slightly different, as we do not assume that cyclic states remain cyclic after restricting the von Neumann algebra to a subalgebra. In the remainder of Sec. VIII, we make use of definitions and theorems given in [16], such as the spectral theorem.

Let \( \mathcal{H} \) be a separable Hilbert space with an orthonormal basis \( \{ | e_i \rangle \} \). Any \( | \chi \rangle \in \mathcal{H} \) may be written as
\[ | \chi \rangle = \sum_{i=1}^{\infty} | e_i \rangle \langle e_i | \chi \rangle. \quad (8.14) \]

Define the operator \( K : \mathcal{H} \rightarrow \mathcal{H} \) as
\[ K | \chi \rangle := \sum_{i=1}^{\infty} | e_i \rangle \langle \chi | e_i \rangle. \quad (8.15) \]

The sum in Eq. (8.15) is convergent because the sum in Eq. (8.14) is convergent. The operator \( K \) satisfies the following properties:

1. \( K = I \),
2. \( K | \alpha \psi + \beta \chi \rangle = \alpha^* K | \psi \rangle + \beta^* K | \chi \rangle \quad \forall \ \alpha, \beta \in \mathbb{C} \quad | \psi \rangle \in \mathcal{H} \).
3. Given a sequence \( \{ | \psi_n \rangle \} \in \mathcal{H} \) and a vector \( | \psi \rangle \in \mathcal{H} \), \( \lim_{n \rightarrow \infty} | \psi_n \rangle = | \psi \rangle \) if and only if \( \lim_{n \rightarrow \infty} K | \psi_n \rangle = K | \psi \rangle \).
4. \( \langle K \psi | K \chi \rangle = \langle \chi | | \psi \rangle \quad \forall \ | \psi \rangle, | \chi \rangle \in \mathcal{H} \).
5. \( \langle \psi | K | \chi \rangle = \langle K | \psi \rangle | \chi \rangle \quad \forall \ | \psi \rangle, | \chi \rangle \in \mathcal{H} \).

**Definition 8.2.** Let \( X \) be a linear operator on \( \mathcal{H} \). The graph of \( X \) is a subset of the Hilbert space \( \mathcal{H} \oplus \mathcal{H} \), given by
\[ \Gamma_X := \left\{ \left( | \psi \rangle, X | \psi \rangle \right) \in \mathcal{H} \oplus \mathcal{H} : | \psi \rangle \in D(X) \right\}. \]

Let \( S \) be a closed, densely defined, antilinear operator on \( \mathcal{H} \). Define \( X := KS \). Note that \( X^* X = S^* S \) and that \( X \) is a closed, densely defined, linear operator on \( \mathcal{H} \). The graph \( \Gamma_X \) is thus a closed linear subspace of the Hilbert space \( \mathcal{H} \oplus \mathcal{H} \). We define \( \Pi_X \) to be the projection operator onto \( \Gamma_X \), which satisfies \( \Pi_X^2 = \Pi_X \). Since any vector in \( \mathcal{H} \oplus \mathcal{H} \) can be represented as a column vector
In the following theorem, we study modular operators as
\[ p \in X_{p_{11}} = p_{21}, \quad X_{p_{12}} = p_{22}. \] which implies that
\[ p_{11}(X^+X + 1)(p_{11}|\psi\rangle + p_{12}|\chi\rangle) = (p_{11}|\psi\rangle + p_{12}|\chi\rangle). \] Note that the domain of $X$ is given by
\[ D(X) = \{ p_{11}|\psi\rangle + p_{12}|\chi\rangle : |\psi\rangle, |\chi\rangle \in \mathcal{H}. \] Because $D(X)$ is a dense subset of $\mathcal{H}$, it follows that
\[ p_{11} = (1 + X^+X)^{-1}. \] Then, we see that
\[ p_{21} = X(1 + X^+X)^{-1}, \quad p_{12} = (1 + X^+X)^{-1}X^+, \]
\[ p_{22} = X(1 + X^+X)^{-1}X^+. \]

In the following theorem, we study modular operators as opposed to relative modular operators. We will make an explicit connection to monotonicity of relative entropy later.

**Theorem 8.3.** Let $M$ be a von Neumann algebra that acts on a Hilbert space $\mathcal{H}$. Let $|\Psi\rangle \in \mathcal{H}$ be cyclic and separating with respect to $M$. Let $S^M_\psi$ be the Tomita operator defined with respect to $M$ and $|\Psi\rangle$. Let $N$ be a von Neumann subalgebra of $M$ (we do not assume that $|\Psi\rangle$ is cyclic with respect to $N$). On the closed subspace $\overline{N|\Psi\rangle} \subset \mathcal{H}$, let $S^N_\psi$ be the Tomita operator defined with respect to $N$ and $|\Psi\rangle$. On the orthogonal complement $N|\Psi\rangle^\perp \subset \mathcal{H}$, let $S^N_\psi = K$, where $K$ is given in Eq. (8.15). Let $K$ preserve $\overline{N|\Psi\rangle}$ and its orthogonal complement (that
is, let $K$ satisfy $K\overline{N|\Psi\rangle} = \overline{N|\Psi\rangle}$ and $K\overline{N|\Psi\rangle}^\perp = \overline{N|\Psi\rangle}^\perp$).

Then for all $|\Phi\rangle \in \overline{N|\Psi\rangle}$ and all $s > 0$,
\[ \langle \Phi | \frac{1}{s + (S^M_\psi)^* S^M_\psi} | \Phi \rangle \geq \langle \Phi | \frac{1}{s + (S^N_\psi)^* S^N_\psi} | \Phi \rangle. \]

**Proof.** Let $X^M = KS^M_\psi$ and $X^N = KS^N_\psi$. Let $\Gamma_{X^M} \subset \mathcal{H} \oplus \mathcal{H}$ and $\Gamma_{X^N} \subset \mathcal{H} \oplus \mathcal{H}$ be the graphs of $X^M$ and $X^N$ respectively, with projections $\Pi_{X^M}$ and $\Pi_{X^N}$. Let $\Pi_{X^M} \neq \Pi_{X^N}$ denote the projection onto the closed subspace $\Pi_{X^M} \oplus \mathcal{H}$, which is defined by
\[ \Pi_{X^M} \oplus \mathcal{H} := \{ (|\psi\rangle, |\chi\rangle) \in \mathcal{H} \oplus \mathcal{H} : |\psi\rangle, |\chi\rangle \in \overline{N|\Psi\rangle} \}. \]

Note that the closed subspace $\Gamma_{X^M} \cap \Pi_{X^M} \oplus \mathcal{H}$ is completely determined by the Tomita operator defined with respect to $|\Psi\rangle$ and $N$ on the subspace $\overline{N|\Psi\rangle}$. Because $N$ is a subalgebra of $M$, it follows that
\[ \Gamma_{X^M} \supset (\Gamma_{X^N} \cap \Pi_{X^M} \oplus \mathcal{H}). \] The projection onto the closed subspace $(\Gamma_{X^N} \cap \Pi_{X^M} \oplus \mathcal{H})$ is given by
\[ \Pi_{X^N} \Pi_{X^M} = \Pi_{X^N} \Pi_{X^M}. \] It follows that
\[ \Pi_{X^M} \geq \Pi_{X^N} \Pi_{X^M}. \]

If we evaluate the expectation value of the above equation in the state $(|\psi\rangle, |\chi\rangle)$ where $|\psi\rangle, |\chi\rangle \in \overline{N|\Psi\rangle}$, we find that
\[ \langle \Phi | \frac{1}{1 + (X^M)^* X^M} | \Phi \rangle \geq \langle \Phi | \frac{1}{1 + (X^N)^* X^N} | \Phi \rangle, \]
which implies
\[ \langle \Phi | \frac{1}{1 + (S^M_\psi)^* S^M_\psi} | \Phi \rangle \geq \langle \Phi | \frac{1}{1 + (S^N_\psi)^* S^N_\psi} | \Phi \rangle. \]

By repeating the above logic with $X^M = \frac{1}{\sqrt{s}} KS^M_\psi$ and $X^N = \frac{1}{\sqrt{s}} KS^N_\psi$ for $s > 0$, we have that
\[ \langle \Phi | \frac{1}{s + (S^M_\psi)^* S^M_\psi} | \Phi \rangle \geq \langle \Phi | \frac{1}{s + (S^N_\psi)^* S^N_\psi} | \Phi \rangle. \]

**Theorem 8.4.** Let $\Delta_1, \Delta_2$ be operators on $\mathcal{H}$ that are densely defined, closed, self-adjoint and positive. Assume that, for some $|\Phi\rangle \in D(\Delta_1) \cap D(\Delta_2)$ and all $s > 0$, 

\[ \langle \Phi | \frac{1}{s + (S^M_\psi)^* S^M_\psi} | \Phi \rangle \geq \langle \Phi | \frac{1}{s + (S^N_\psi)^* S^N_\psi} | \Phi \rangle. \]
\[ \langle \Phi \rangle \frac{1}{s + \Delta_1} |\Phi\rangle \geq \langle \Phi \rangle \frac{1}{s + \Delta_2} |\Phi\rangle. \]

Also assume that \( \langle \Phi | \log \Delta_1 |\Phi\rangle \) and \( \langle \Phi | \log \Delta_2 |\Phi\rangle \) are finite. Then

\[-\langle \Phi | \log \Delta_1 |\Phi\rangle \geq -\langle \Phi | \log \Delta_2 |\Phi\rangle.\]

**Proof.**—Let \( P^1_{\Omega}, P^2_{\Omega} \) denote the projection-valued measures associated with \( \Delta_1, \Delta_2 \). We use the spectral theorem\(^7\) to write

\[-\langle \Phi | \log \Delta_1 |\Phi\rangle = -\int_0^\infty \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle)\]

\[= \int_0^\infty \int_0^\infty ds \left( \frac{1}{s + \lambda} - \frac{1}{s + 1} \right) \times d(\langle \Phi | P^1_\lambda |\Phi\rangle). \tag{8.31} \]

By Fubini’s Theorem ([25], page 26), we may interchange the order of integration above if the following integral converges:

\[\int_0^\infty \int_0^\infty ds \left[ \frac{1}{s + \lambda} - \frac{1}{s + 1} \right] d(\langle \Phi | P^1_\lambda |\Phi\rangle)\]

\[=\int_0^\infty \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle)\]

\[=\int_0^1 \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle)\]

\[+\int_1^\infty \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle). \tag{8.32} \]

Note that

\[0 \leq \int_1^\infty \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle) \leq \int_1^\infty (\lambda - 1) d(\langle \Phi | P^1_\lambda |\Phi\rangle)\]

\[= \langle \Phi | \Delta_1 |\Phi\rangle - \langle \Phi |\Phi\rangle, \tag{8.33} \]

which implies that

\[\int_1^\infty \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle) \leq \int_1^\infty (\lambda - 1) d(\langle \Phi | P^1_\lambda |\Phi\rangle)\]

is finite. Because \( \langle \Phi | \log \Delta_1 |\Phi\rangle \) is finite by assumption, it follows that

\[\int_0^1 \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle) \leq \int_0^\infty \log \lambda d(\langle \Phi | P^1_\lambda |\Phi\rangle)\]

is finite. Thus, Eq. (8.32) is finite, which implies that the integrals in Eq. (8.31) may be interchanged. Thus,

\[-\langle \Phi | \log \Delta_1 |\Phi\rangle = \int_0^\infty ds \left( \frac{\langle \Phi | 1}{s + \Delta_1} |\Phi\rangle - \frac{\langle \Phi |\Phi\rangle}{s + 1} \right)\]

\[\geq \int_0^\infty ds \left( \frac{\langle \Phi | 1}{s + \Delta_2} |\Phi\rangle - \frac{\langle \Phi |\Phi\rangle}{s + 1} \right)\]

\[= \int_0^\infty ds \int_0^\infty \left( \frac{1}{s + \lambda} - \frac{1}{s + 1} \right) \times d(\langle \Phi | P^1_\lambda |\Phi\rangle). \tag{8.36} \]

We may switch the order of integration above for the same reason as in Eq. (8.31). Thus,

\[-\langle \Phi | \log \Delta_1 |\Phi\rangle \geq -\langle \Phi | \log \Delta_2 |\Phi\rangle. \tag{8.37} \]

\[\blacksquare\]

C. The infinite-dimensional relative entropy as a limit of finite-dimensional relative entropies

In this section, we use the above theorems to show how one could compute the relative entropy of two cyclic and separating vectors of a hyperfinite von Neumann algebra as a limit of finite-dimensional relative entropies.

**Theorem 8.5.** Let \( M \) be a von Neumann algebra acting on a Hilbert space \( \mathcal{H} \) such that \( M \) is generated by \( \bigcup_{n=1}^{\infty} M_n \) where \( \{M_n\} \) is a sequence of finite-dimensional von Neumann subalgebras of \( M \) satisfying \( M_n \subset M_{n+1} \forall n \in \mathbb{N} \). Let \( |\Psi\rangle, |\Phi\rangle \in \mathcal{H} \) both be cyclic and separating with respect to \( M \). Let \( S_n \) denote the relative entropy of \( |\Psi\rangle \) and \( |\Phi\rangle \) defined with respect to \( M_n \) [see Eq. (8.2) for details]. Let \( S \) denote the relative entropy defined with respect to \( M \). Then

\[\lim_{n \to \infty} S_n = S.\]

In particular, if the limit does not converge, then \( S \) is infinity.

**Proof.**—We mostly follow the logic of the proof of Lemma 3 of [28]. We consider the tensor product Hilbert space \( \mathcal{H} \otimes \mathcal{K} \), where \( \mathcal{K} \) is a four-dimensional Hilbert space spanned by orthonormal basis vectors \( |e_{ij}\rangle (i, j \in \{1, 2\}) \). Let \( M_{2 \times 2} \) be a four-dimensional von Neumann algebra spanned by the operators \( u_{ij} |e_{il}\rangle = \delta_{jk} |e_{il}\rangle \), which act on the basis vectors of \( \mathcal{K} \) as \( u_{ij} |e_{il}\rangle = \delta_{ik} |e_{jl}\rangle \). It follows that \( u_{ij} = u_{ji} \). Define \( \hat{M} := M \otimes M_{2 \times 2} \) and \( \hat{M}_n := M_n \otimes M_{2 \times 2} \). Let

\[|\Psi\rangle = |\Phi\rangle \otimes |e_{11}\rangle + |\Psi\rangle \otimes |e_{22}\rangle.\]

Note that \( |\Phi\rangle \) is cyclic and separating with respect to \( \hat{M} \). Let \( \hat{\Delta} \) denote the modular operator defined with respect to \( \hat{M} \) and \( |\Phi\rangle \). Let the operator \( \hat{\Delta}_n \) act on \( \hat{M}_n |\Phi\rangle \) as the modular operator defined with respect to \( |\Phi\rangle \) and \( \hat{M}_n \), and let \( \hat{\Delta}_n \) act as the identity on \( \hat{M}_n |\Phi\rangle \). Note that

\[\hat{\Delta} = \hat{\Delta}_n.\]

---

\(^7\)See [16] for an explanation of the notation.
where $\Delta_{\Psi|\Phi}$ is the relative modular operator defined with respect to $M$, $|\Psi\rangle$, and $|\Phi\rangle$. We also have that
\[
\hat{\Delta}_n|\Theta\rangle \otimes |e_{12}\rangle = (\Delta^n_{\Psi|\Phi}|\Theta\rangle) \otimes |e_{12}\rangle,
\]
\[
|\Theta\rangle \in M_n|\Psi\rangle,
\]
where $\Delta^n_{\Psi|\Phi}$ is the relative modular operator defined with respect to the finite-dimensional algebra $M_n$ [see the paragraph before Eq. (8.2) for details]. Thus,
\[
\langle u_{12}\Phi|\log \hat{\Delta}|u_{12}\Phi\rangle = \langle \Psi|\log \Delta^n_{\Psi|\Phi}|\Psi\rangle = -S,
\]
\[
\langle u_{12}\Phi|\log \hat{\Delta}_n|u_{12}\Phi\rangle = \langle \Psi|\log \Delta^n_{\Psi|\Phi}|\Psi\rangle = -S_n. \tag{8.40}
\]

Thus, we need to show that
\[
\lim_{n \to \infty} \langle u_{12}\Phi|\log \hat{\Delta}_n|u_{12}\Phi\rangle = \langle u_{12}\Phi|\log \hat{\Delta}|u_{12}\Phi\rangle. \tag{8.41}
\]

Note that Theorems 8.3 and 8.4 imply relations between the finite-dimensional relative entropies $S_n$. That is, $S_n \leq S_{n+1}$ for all $n \in \mathbb{N}$ because $M_n \subset M_{n+1}$. Also $S_n \leq S \forall n \in \mathbb{N}$. Thus, if $\lim_{n \to \infty} S_n$ does not converge, then $S$ must be infinity. For the remainder of the proof, we will thus assume that $\lim_{n \to \infty} S_n$ converges to a quantity that is less than or equal to $S$.

Given the definitions of $\hat{\Delta}$ and $\hat{\Delta}_n$, it follows that (see [28] and references therein)
\[
\lim_{n \to \infty} \langle u_{12}\Phi|g_N(\hat{\Delta}_n)|u_{12}\Phi\rangle = \langle u_{12}\Phi|g_N(\hat{\Delta})|u_{12}\Phi\rangle, \tag{8.42}
\]
where $g_N(\lambda)$ is a continuous, bounded function on $\mathbb{R}$, defined for any $N \geq 1$, such that
\[
g_N(\lambda) = \begin{cases} 
-\log N & \lambda \leq \frac{1}{N}, \\
\log \lambda & \frac{1}{N} \leq \lambda \leq N, \\
\log N & \lambda \geq N.
\end{cases} \tag{8.43}
\]

Let $P_\Omega$ denote the spectral projections of $\hat{\Delta}$, and let $P^n_\Omega$ denote the spectral projections of $\hat{\Delta}_n$. By definition,
\[
\langle u_{12}\Phi|\log \hat{\Delta}|u_{12}\Phi\rangle = \int_0^\infty \log \lambda d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle). \tag{8.44}
\]

Next, note that
\[
\langle u_{12}\Phi|g_N(\hat{\Delta})|u_{12}\Phi\rangle = \int_0^\infty (\log \lambda - \log N) d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) + \int_N^\infty \lambda d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) + \int_N^\infty \log N d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle). \tag{8.45}
\]

We have used the inequality $\lambda^{-1} \leq (Ne)^{-1}$. Note that $\langle u_{12}\Phi|\hat{\Delta}|u_{12}\Phi\rangle = \langle \Psi|\Delta_{\Psi|\Phi}|\Psi\rangle = \langle \Phi|\Phi\rangle$ is a finite quantity [11]. Likewise, we have that
\[
0 \leq \int_N^\infty (\log \lambda - \log N) d(\langle u_{12}\Phi|P^n_\lambda|u_{12}\Phi\rangle)
\]
\[
\leq (Ne)^{-1} \int_N^\infty \lambda d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle)
\]
\[
\leq (Ne)^{-1} \int_0^\infty \lambda d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) = (Ne)^{-1} \langle u_{12}\Phi|\hat{\Delta}|u_{12}\Phi\rangle. \tag{8.46}
\]

From Eq. (8.42), we have that
\[
\lim_{n \to \infty} \left[ \langle u_{12}\Phi|\log \hat{\Delta}_n|u_{12}\Phi\rangle - \int_0^\infty (\log \lambda - \log N) d(\langle u_{12}\Phi|P^n_\lambda|u_{12}\Phi\rangle) - \int_N^\infty (\log \lambda + \log N) d(\langle u_{12}\Phi|P^n_\lambda|u_{12}\Phi\rangle) \right]
\]
\[
= \int_0^\frac{1}{N} (\log N) d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) + \int_N^\infty \log \lambda d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) - \int_N^\infty (\log \lambda - \log N) d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle). \tag{8.48}
\]
Note that for $N \geq 1$,
\[
\int_0^\infty (-\log N)d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) \leq 0 \quad \text{and} \quad \int_0^\infty (\log \lambda + \log N)d(\langle u_{12}\Phi|P_\lambda^n|u_{12}\Phi\rangle) \leq 0.
\] (8.49)

Thus,
\[
\lim_{n \to \infty} \left[\langle u_{12}\Phi||\log \hat{\Delta}_n||u_{12}\Phi\rangle - \int_N^{\infty} (\log \lambda - \log N)d(\langle u_{12}\Phi|P_\lambda^n|u_{12}\Phi\rangle)\right]
\leq \int_0^\infty \log \lambda d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) - \int_N^{\infty} (\log \lambda - \log N)d(\langle u_{12}\Phi|P_\lambda^n|u_{12}\Phi\rangle).
\] (8.50)

Note that
\[
\lim_{N \to \infty} \int_0^\infty \log \lambda d(\langle u_{12}\Phi|P_\lambda|u_{12}\Phi\rangle) = \langle u_{12}\Phi||\log \hat{\Delta}||u_{12}\Phi\rangle.
\] (8.51)

Using Eqs. (8.46) and (8.47), we can take the large $N$ limit of Eq. (8.50) to obtain
\[
\lim_{n \to \infty} \langle u_{12}\Phi||\log \hat{\Delta}_n||u_{12}\Phi\rangle \leq \langle u_{12}\Phi||\log \hat{\Delta}||u_{12}\Phi\rangle.
\] (8.52)

which implies that
\[
\lim_{n \to \infty} S_n \geq S.
\] (8.53)
which implies that $S$ is finite. Using the monotonicity properties proved earlier, it follows that
\[
\lim_{n \to \infty} S_n = S.
\] (8.54)

\section*{IX. CONCLUSION AND OUTLOOK}

It is widely believed that entanglement in a holographic field theory encodes properties of the bulk spacetime. In particular, boundary states with semiclassical bulk duals must be highly entangled so that local operators in the bulk may be reconstructed from different subregions of the boundary [5,7]. The Reeh-Schlieder theorem implies that generic boundary states are highly entangled. The implications of boundary entanglement for bulk reconstruction have been explicitly studied using tensor networks with a finite number of tensors [8,17], which necessarily involve finite-dimensional Hilbert spaces. However, various existing toy models are not well suited to study the implications for AdS/CFT of the Reeh-Schlieder theorem, which is formulated in the continuum limit of quantum field theory with an infinite-dimensional Hilbert space. Our primary motivation is to construct a model of bulk reconstruction where the Reeh-Schlieder theorem is manifestly true. More precisely, we want to associate von Neumann algebras with boundary subregions so that cyclic and separating states with respect to these algebras are dense in the boundary Hilbert space.

Since tensor networks and quantum error correction have proven to be useful tools in understanding AdS/CFT [9,18–20], it is natural to generalize existing tensor network models to models with an infinite number of tensors. Our strategy for constructing an infinite-dimensional QECC is to first construct a QECC that relates a code pre-Hilbert space to physical pre-Hilbert space. Tensor networks with a repeating pattern provide a natural way to do this. The HAPPY code [17] is a tensor network constructed from a pentagonal tiling of hyperbolic space with a natural AdS/CFT interpretation. We plan to apply our strategy to the HAPPY code, as the HAPPY tensor network can be naturally extended to an arbitrarily large size. The explicit example described in this paper uses multiple disconnected tensor networks, but it would be more satisfying to use a connected tensor network such as the HAPPY code. If we can generalize the HAPPY code to a QECC with infinite-dimensional Hilbert spaces, we will be able to construct a more accurate toy model of entanglement wedge reconstruction.

An important aspect of AdS/CFT that our toy model captures is that subregions in the boundary theory are associated with von Neumann algebras. In our example, we study type $\Pi_1$ factors acting on both the bulk and boundary Hilbert spaces. However, the local operator algebras that arise in quantum field theory are generically of type $\Pi_1$. [10,11,30]. Thus, it would be satisfying to have a toy model of entanglement wedge reconstruction where the von Neumann algebras are of type $\Pi_1$.

Our infinite-dimensional QECC satisfies both statements in Theorem 1.1 [16]. The assumptions and statements in Theorem 1.1 are physically motivated by the Reeh-Schlieder Theorem [31] and previous work on error correction and AdS/CFT [5,6,9,15]. Toy models with infinite-dimensional
Hilbert spaces should allow us to better understand the physics of entanglement wedge reconstruction and holographic relative entropy, including the role that the Reeh-Schlieder theorem plays.

In light of the fact that the equivalence between bulk and boundary relative entropies is only approximately correct at large $N$, approximate entanglement wedge reconstruction has been studied in [32] using finite-dimensional von Neumann algebras and universal recovery channels. It would be interesting to see if an appropriate generalization of the explicit formulas given for finite-dimensional entanglement wedge reconstruction can be checked in an infinite-dimensional toy example. In the future, we want to apply the study of infinite-dimensional von Neumann algebras to entanglement wedge reconstruction beyond the planar/semiclassical limit.

While our primary motivation has been to understand the bulk reconstruction in AdS/CFT, we note that infinite tensor networks may also be useful in studying two-dimensional conformal field theories. In the algebraic setting, but we are only interested in the special case given here. With these notions, we recall basic theorems about Hilbert spaces, operators, and boundedness.

### 1. Hilbert space and bounded operators

**Definition A.1.** A Hilbert space is a complex vector space $\mathcal{H}$ with the inner product

$$\langle \cdot , \cdot \rangle : \mathcal{H} \times \mathcal{H} \to \mathbb{C}$$

that satisfies the following properties:

1. the inner product is linear in the second variable,
2. the inner product satisfies $\langle \xi | \eta \rangle = \langle \eta | \xi \rangle$,
3. the inner product is positive definite, $\langle \xi | \xi \rangle > 0$ for $\xi \neq 0$,
4. the vector space $\mathcal{H}$ is complete for the norm defined by $\| \xi \| = \sqrt{\langle \xi | \xi \rangle}$.

A Hilbert space is complete when all Cauchy sequences converge. A pre-Hilbert space has the same properties as a Hilbert space except that it is not complete.

**Definition A.2.** A Hilbert space is separable when it has an orthonormal basis, or a sequence $\{e_i\}$ of unit vectors such that $\langle e_i | e_j \rangle = 0 \ \forall \ i \neq j$ and 0 is the only element of $\mathcal{H}$ orthogonal to all of the $|e_i\rangle$.

**Definition A.3.** Given two Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, a linear operator $O: \mathcal{H} \to \mathcal{K}$ is bounded when $\|O|\xi\rangle\| \leq K \|\xi\| \ \forall \ |\xi\rangle \in \mathcal{H}$ for some number $K$. The infimum of all such $K$ is called the norm of $O$, i.e., $\|O\|$. The set of bounded operators from $\mathcal{H} \to \mathcal{H}$ is denoted as $B(\mathcal{H})$.

**Theorem A.4.** [Uniform boundedness principle [34]]

Let $\{O_n\} \in B(\mathcal{H})$ be a sequence of operators such that $\lim_{n \to \infty} O_n |\xi\rangle$ converges for every $|\xi\rangle \in \mathcal{H}$. Then, the sequence of norms $\{\|O_n\|\}$ is bounded from above.

**Theorem A.5.** If $\{O_n\} \in B(\mathcal{H})$ is a sequence of operators whose norms are bounded from above and $\lim_{n \to \infty} O_n |\psi\rangle$ converges for all $|\psi\rangle$ in a dense subspace of $\mathcal{H}$, then $\lim_{n \to \infty} O_n |\Psi\rangle$ converges for all $|\Psi\rangle \in \mathcal{H}$.

**Proof.** We note that

$$\| (O_n - O_m) |\Psi\rangle \| \leq (\|O_n\| + \|O_m\|) \| |\Psi\rangle - |\Psi\rangle \| + \| (O_n - O_m) |\psi\rangle \|. \tag{A1}$$

We are given that $\{O_n |\psi\rangle\}$ is a Cauchy sequence. Given $\epsilon > 0$, choose $|\psi\rangle$ such that

---

8 The uniform boundedness principle is true in a more general setting, but we are only interested in the special case given here.
\[
(\|O_n\| + \|O_m\|)\|\Psi\| - \|\psi\| < \frac{\epsilon}{2}. \quad (A2)
\]

Then, choose \(N\) such that for all \(n, m > N\),
\[
\|(O_n - O_m)\|\|\psi\| < \frac{\epsilon}{2}. \quad (A3)
\]

Hence, \(\{O_n\|\Psi\}\) is a Cauchy sequence. 

**Theorem A.6.** (Bounded linear transformation (BLT) Theorem [25]) Suppose \(O\) is a bounded linear transformation from a pre-Hilbert space \(p\mathcal{H}\) to a Hilbert space \(\mathcal{H}\). Then \(O\) can be uniquely extended to a bounded linear operator (with the same norm) from the completion of \(p\mathcal{H}\) to \(\mathcal{H}\).

**Definition A.7.** An operator \(O \in \mathcal{B}(\mathcal{H})\) is
(i) self-adjoint if \(O^\dagger = O\),
(ii) a projection if \(O = O^\dagger = O^2\),
(iii) positive if \(\langle \xi | O | \xi \rangle \geq 0 \ \forall \ |\xi\rangle \in \mathcal{H}\) (thus \(O_1 \geq O_2\) if \(O_1 - O_2\) is positive),
(iv) an isometry if \(O^\dagger O = 1\),
(v) unitary if \(O^\dagger O = OO^\dagger = 1\),
(vi) a partial isometry if \(O^\dagger O\) is a projection.

One can also define an isometry more generally as a norm-preserving map from one Hilbert space to a different Hilbert space. An example is the isometry from \(\mathcal{H}_{\text{code}}\) to \(\mathcal{H}_{\text{phys}}\) considered in Theorem 1.1.

**Definition A.8.** If \(S \subset \mathcal{B}(\mathcal{H})\), then the commutant \(S'\) is \(\{O \in \mathcal{B}(\mathcal{H}) : O\mathcal{P} = \mathcal{P}O \ \forall \ \mathcal{P} \in S\}\).

**Theorem A.9.** Let \(|e_i\rangle\) for \(i \in \mathbb{N}\) be an orthonormal basis of a Hilbert space \(\mathcal{H}\). Let \(O \in \mathcal{B}(\mathcal{H})\). Then,
\[
\lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} \langle e_i | O | e_j \rangle \langle e_j | O \rangle = \mathcal{O} |\chi\rangle \ \forall \ |\chi\rangle \in \mathcal{H}. \tag{A4}
\]

**Proof.**—For \(n, m \in \mathbb{N}\), define
\[
S_{n,m} := \sum_{i=1}^{n} \sum_{j=1}^{m} \langle e_i | O | e_j \rangle \langle e_j | e_i \rangle. \tag{A4}
\]

Let \(|\chi\rangle \in \mathcal{H}\). Note that
\[
S_{n,m} |\chi\rangle - O |\chi\rangle = \left[ \sum_{i=1}^{n} \langle e_i | O | e_i \rangle - \sum_{j=m+1}^{\infty} \langle e_j | e_j \rangle \right] |\chi\rangle
- \left[ \sum_{i=1}^{n} \langle e_i | O | e_i \rangle - \sum_{j=m+1}^{\infty} \langle e_j | e_j \rangle \right] |\chi\rangle
+ \left[ \sum_{j=1}^{m} \langle O | e_j | e_j \rangle - \sum_{j=m+1}^{\infty} \langle e_j | e_j \rangle \right] |\chi\rangle. \tag{A5}
\]

We will evaluate the norm of the above equation and use the triangle inequality on the right-hand side. We need the inequality
\[
\left\|\sum_{i=1}^{n} |e_i\rangle \langle e_i | O | e_i \rangle \right\| < \frac{\epsilon}{3},
\]
\[
\left\|\sum_{j=m+1}^{\infty} |e_j\rangle \langle e_j | e_j \rangle \right\| < \frac{\epsilon}{3},
\]
\[
\left\|\sum_{j=1}^{m} |O | e_j | e_j \rangle \langle e_j | e_j \rangle \right\| < \frac{\epsilon}{3}.
\]

Thus, there exist \(N, M \in \mathbb{N}\) such that \(\|S_{n,m} |\chi\rangle - O |\chi\rangle\| < \epsilon\) for \(n > N\) and \(m > M\). Hence,
\[
\lim_{n \to \infty} \sum_{i=1}^{n} \sum_{j=1}^{n} |e_i \rangle \langle e_i| O |e_j \rangle \langle e_j| \chi \rangle \\
= \lim_{n \to \infty} S_{n,n} |\chi \rangle = O |\chi \rangle \quad \forall |\chi \rangle \in \mathcal{H}. \tag{A12}
\]

**Remark A.10.** Naively, the Eq. (A9) in Theorem A.9 can be thought of as a trivial consequence of the statement that for all \( |\chi \rangle \) in \( \mathcal{H} \),

\[
\lim n \lim m \lim \sum_{i=1}^{n} \sum_{j=1}^{m} |e_i \rangle \langle e_i| O |e_j \rangle \langle e_j| |\chi \rangle = O |\chi \rangle.
\]

However we note that Theorem A.9 is nontrivial; we demonstrate this by the following counter example where the statement holds where Eq. (A9) does not hold. Consider the double-sequence \( a_{n,m} \in \mathbb{R} \), indexed by \( n, m \in \mathbb{N} \), which is defined as

\[
a_{n,m} := \frac{1}{\frac{1}{n} + \frac{1}{m}}. \tag{A13}
\]

One can check that

\[
\lim_{n \to \infty} a_{n,m} = \lim_{m \to \infty} a_{n,m} = 0. \tag{A14}
\]

However, we get a nonzero limit of \( a_{n,n} \) such that

\[
\lim_{n \to \infty} a_{n,n} = \frac{1}{2}. \tag{A15}
\]

This demonstrates that the Theorem A.9 is not a simple consequence of the definition of a limit. Our proof of Theorem A.9 makes use of Theorem A.4, which is demonstrated above in its proof.

### 2. Topologies on \( B(\mathcal{H}) \)

A topology on \( B(\mathcal{H}) \) is a family of subsets of \( B(\mathcal{H}) \) that are defined to be open. This family must contain both the empty set \( \emptyset \) and \( B(\mathcal{H}) \) itself. Furthermore, this family must be closed under finite intersections and arbitrary unions. There are various notions of open sets in \( B(\mathcal{H}) \); we list their definitions below, closely following [33]. In this section \( O \) denotes an operator in \( B(\mathcal{H}) \) and \( |\xi_i \rangle, |\eta_i \rangle \) denote states in \( \mathcal{H} \).

**Definition A.11.** The norm (or uniform) topology is induced by the operator norm \( \|O\| \). It is the smallest topology that contains the following basic neighborhoods:

\[
\mathcal{N}(O, e) = \{ P \in B(\mathcal{H}) : \|P - O\| < e \}.
\]

**Definition A.12.** The strong operator topology is the smallest topology that contains the following basic neighborhoods:

\[
\mathcal{N}(O, |\xi_1 \rangle, |\xi_2 \rangle, \ldots, |\xi_n \rangle, e) = \{ P \in B(\mathcal{H}) : \| (P - O) |\xi_i \rangle \| < e \quad \forall \ i \in \{1, 2, \ldots, n\} \}.
\]

A sequence of bounded operators \( \{O_n\} \) converges strongly if and only if \( \lim_{n \to \infty} O_n |\psi_i \rangle \) converges for all \( |\psi_i \rangle \in \mathcal{H} \). Note that the Hermitian conjugates \( O_n^\dagger \) need not converge strongly. We will sometimes use \( s - \lim \) to denote a strong limit.

**Definition A.13.** The weak operator topology is the smallest topology that contains the following basic neighborhoods:

\[
\mathcal{N}(O, [\xi_1], [\xi_2], \ldots, [\eta_1], [\eta_2], e) = \{ P \in B(\mathcal{H}) : \langle \eta_i | (P - O) |\xi_i \rangle < e \quad \forall \ i \in \{1, 2, \ldots, n\} \}.
\]

A sequence of bounded operators \( \{O_n\} \) converges weakly if and only if \( \lim_{n \to \infty} \langle \chi_i | (O_n |\psi_i \rangle \} \) converges for all \( |\chi_i \rangle, |\psi_i \rangle \in \mathcal{H} \). We will sometimes use \( w - \lim \) to denote a weak limit.

**Definition A.14.** The ultraweak operator topology is the smallest topology that contains the following basic neighborhoods:

\[
\mathcal{N}(O, [\xi], [\eta], e) = \left\{ P \in B(\mathcal{H}) : \sum_{i=1}^{\infty} \langle \eta_i | (P - O) |\xi_i \rangle < e \right\},
\]

where the sequences \( \{[\xi_i]\} \) and \( \{[\eta_i]\} \) satisfy

\[
\sum_{i=1}^{\infty} (\|\xi_i\|^2 + \|\eta_i\|^2) < \infty.
\]

Given topologies A and B, we say that topology A is stronger than topology B when every open set in topology B is also open in topology A. The relations between the various operator topologies are given in Fig. 3.

![Diagram of various operator topologies](image-url)

**FIG. 3.** As shown in [35], the norm operator topology is stronger than the strong operator topology and the ultraweak operator topology, which are both stronger than the weak operator topology.
3. Definition of von Neumann algebras

In this section, we define von Neumann algebras, factors, and hyperfinite von Neumann algebras.

**Definition A.15.** A $*$-algebra is an algebra of operators that is closed under Hermitian conjugation.

**Theorem A.16** ([33], page 12) Let $M$ be a $*$-subalgebra of $B(\mathcal{H})$ that contains the identity operator. Then $M'' = M$, where closure$^9$ is taken in the strong operator topology.

**Theorem A.17** ([33], page 12) If $M$ is a $*$-subalgebra of $B(\mathcal{H})$ that contains the identity, we can generate a von Neumann algebra by taking either the double commutant or the closure in the strong or weak topology.

**Definition A.18.** A von Neumann algebra is an algebra that satisfies the statements in Theorem A.17.

Given a $*$-subalgebra of $B(\mathcal{H})$ containing the identity, we can generate a von Neumann algebra by taking either the double commutant or the closure in the strong or weak topology.

**Definition A.19.** A factor is a von Neumann algebra $M$ with trivial center. That is,

$$M \cap M' = \{ \lambda I : \lambda \in \mathbb{C} \},$$

where $I$ denotes the identity operator.

**Definition A.20.** A von Neumann algebra $M$ is hyperfinite if $M = (\bigcup_n M_n)''$ for a sequence $\{M_n\}$ of finite-dimensional von Neumann subalgebras of $M$ that satisfies $M_n \subset M_{n+1}$, $\forall \ n \in \mathbb{N}$.

Note that the union of finitely many closed sets is also closed. However, the union of infinitely many closed sets need not be closed. In Sec. III, we define a hyperfinite von Neumann algebra by taking the closure of an infinite union of finite-dimensional von Neumann algebras. The closure introduces additional operators into the algebra.

**Definition A.21.** If $M$ is a von Neumann algebra, a nonzero projection $p \in M$ is called minimal if, for any other projection $q$, $q \leq p \Rightarrow (q = 0 \text{ or } q = p)$.

**Definition A.22.** If $M$ is a von Neumann algebra and $p$ and $q$ are projections in $M$, then $p$ and $q$ are equivalent if there exists a partial isometry $u \in M$ such that $uu^* = p$ and $u^*u = q$. We write $p \equiv q$.

**Definition A.23.** If $M$ is a von Neumann algebra and $p \in M$ is a projection, then $p$ is finite if $p$ is not equivalent to any proper subprojection. That is, for any projection $q \in M$, $p \equiv q \leq p \Rightarrow p = q$.

**Definition A.24.** A von Neumann algebra $M$ is finite if $1 \in M$ is a finite projection.

**Definition A.25.** ([27], Definition 2.7.15) A von Neumann algebra $M$ is semifinite if any projection in $M$ contains a nonzero finite projection.

**Definition A.26.** Let $A$ be a $*$-algebra that contains the identity operator $I$. Let $T : A \to \mathbb{C}$ be a linear function on $A$. The map $T$ is

(i) positive if $T(O^\dagger O) \geq 0$ and $T(O^\dagger) = T(O)^\dagger$ $\forall \ O \in A$,

(ii) normalized if $T(I) = 1$,

(iii) a state if $T$ is positive and normalized,

(iv) faithful if $T(O^\dagger O) = 0 \Rightarrow O = 0$ $\forall \ O \in A$,

(v) tracial (or a trace) if $T(O_1O_2) = T(O_2O_1)$ $\forall \ O_1, O_2 \in A$,

(vi) normal if $T$ is ultraweakly continuous.

Given any normalized Hilbert space vector $|\Psi\rangle$ and a von Neumann algebra $M \subset B(\mathcal{H})$, one can naturally define an associated state $T_\Psi : M \to \mathbb{C}$ as

$$T_\Psi(O) := \langle \Psi | O | \Psi \rangle \quad \forall \ O \in M.$$

For this reason, the term “state” is often used to refer to both Hilbert space vectors and positive, normalized linear functions of a von Neumann algebra.

4. Classification of von Neumann algebras

In this section, we review the classification of von Neumann algebra factors in a manner to have a direct consequence in physics. We first review type I factors, which are the only factors relevant for finite-dimensional Hilbert spaces. We then review type II factors. We explicitly construct type II$_I$ factors from our tensor network model in Sec. III. We finally review type III factors.

We explain why among type III factors we only expect type III$_1$ factors to arise as algebras in local quantum field theories.

a. Type I factors

**Definition A.27.** A factor with a minimal projection is called a type I factor.

**Definition A.28.** A type I factor that is isomorphic$^{10}$ to the algebra of bounded operators on a Hilbert space of dimension $n$ is a type I$_n$ factor.

**Definition A.29.** A type I factor that is isomorphic to the algebra of bounded operators on an infinite-dimensional Hilbert space is a type I$_\infty$ factor.

---

$^9$A set is closed if its complement is open. The closure of a set $S$, denoted $\overline{S}$, is the smallest closed set that contains $S$.

$^{10}$We say that the von Neumann algebras $M_1$ and $M_2$, which may act on different Hilbert spaces, are isomorphic when there exists a bijection between $M_1$ and $M_2$ that preserves linear combinations, products, and adjoints. We refer the reader to Sec. III.2.1 of [4] for more details.
b. Type II factors

**Definition A.30.** A type II factor is a factor $M$ that contains a nonzero finite projection but does not contain a nonzero minimal projection. If $M$ is finite, then $M$ is a type $\text{II}_1$ factor. If not, then $M$ is a type $\text{II}_\infty$ factor.

**Theorem A.31** ([35], Theorem 2.6) For a von Neumann algebra $M$, the following two conditions are equivalent:

1. $M$ is finite.
2. There exists a linear map $T$ from $M$ onto the center $Z$ with the following properties:
   (1) $T(O^\dagger O) = T(O^\dagger O^\dagger) \geq 0$ for all $O \in M$,
   (2) $T(aO) = aT(O)$ for all $a \in Z$ and $O \in M$,
   (3) $T(1) = 1$.

If the algebra $M$ in Theorem A.31 is a factor, then we may interpret $T$ as a trace. Only type $\text{II}_1$ and type $\text{II}_\infty$ factors admit traces.

**Theorem A.32** ([33], page 109) Up to isomorphisms, there is a unique hyperfinite type $\text{II}_1$ factor.

c. Type III factors

**Definition A.33.** A type III von Neumann algebra is a von Neumann algebra that contains no nonzero finite projections.

There exists a classification of type III factors due to Connes [36]. We first recall from [33] the definition of the algebraic invariant $S(M)$ using the modular operator, which is presented in Appendix B.

**Definition A.34.** If $M$ is a von Neumann algebra, the invariant $S(M)$ is the intersection over all faithful normal states $\phi$ of the spectra of their corresponding modular operators $\Delta_\phi$.

Note that each cyclic and separating vector in the Hilbert space defines a faithful normal state. Thus, for every cyclic and separating vector $|\Psi\rangle$, $S(M)$ is a subset of the spectrum of the modular operator $\Delta_\Psi$.

**Theorem A.35** ([37], Theorem 3.11) If a factor $M$ is of type III, then $0 \in S(M)$; otherwise, $S(M) = \{0, 1\}$ if $M$ is of type $\text{II}_\infty$ or $\text{II}_\infty$ and $S(M) = 1$ if not.

In other words, unless it is of type $\text{II}_\infty$ or type $\text{II}_\infty$, if $0$ is in $S(M)$, a von Neumann factor is always of type III. This distinguishes the limiting case of von Neumann algebras of type I and II to be sharing similar properties with the type III factor.\(^{11}\)

\(^{11}\)In [36], Connes uses a modified definition of $S(M)$ in terms of faithful normal semifinite weights. The distinction between this definition and the one we use is made in Theorem 2.3.1 of [38].

When $0 \in S(M)$, every modular operator $\Delta_\Psi$ is not a bijection of $D(\Delta_\Psi)$ onto $\mathcal{H}$.\(^{12}\) It follows that the inverse of every modular operator is not defined on the entire Hilbert space. This is exactly desired for a local quantum field theory because the inverse of a modular operator is the modular operator defined with respect to the commutant:

$$\Delta_\Psi^{-1} = \Delta_{\Psi^*}.\quad (A16)$$

As shown in [11], $\Delta_{\Psi^*}$ should not be bounded and thus should not be defined on the entire Hilbert space. If $0 \not\in S(M)$, then there exists a state whose modular operator defined with respect to $M'$ is bounded. Hence we expect the condition $0 \in S(M)$ to be satisfied by the algebras arising from a physical local quantum field theory.

**Definition A.38.** A factor $M$ is called type III$\lambda$ for $0 \leq \lambda \leq 1$ if

$$\lambda = 0 \Rightarrow S(M) = \{0\} \cup \{1\},\quad (A17)$$

$$0 < \lambda < 1 \Rightarrow S(M) = \{0\} \cup \lambda^n : n \in \mathbb{Z},\quad (A18)$$

$$\lambda = 1 \Rightarrow S(M) = \{0\} \cup \mathbb{R}^+.\quad (A19)$$

As explained in [11], we expect a local quantum field theory to have a continuous spectrum of the modular operator $\Delta_\Psi$. Thus we see that the von Neumann algebra of type III$\lambda$ factor is the only factor that is relevant to physics among all possible type III factors.

Theorem A.35 suggests that we can also use $S(M)$ to characterize factors of types I or II, where they share the property to contain $0 \in S(M)$ for only $\text{I}_\infty$ and $\text{II}_\infty$. This can provide a prime a difference between finite and infinite-dimensional type I factors, namely, between type $\text{I}_n$ and type $\text{II}_\infty$.

**APPENDIX B: RELATIVE ENTROPY FROM TOMITA-TAKESAKI THEORY**

In this section, we review aspects of Tomita-Takesaki theory that are relevant to Theorem 1.1. In particular, we...
need these definitions to show that our QECC satisfies the assumptions of Theorem 1.1. For a more thorough review, see Sec. 3 of [16] as well as [11].

**Definition B.1.** A vector $|\Psi\rangle \in \mathcal{H}$ is cyclic with respect to a von Neumann algebra $M$ when the set of vectors $\mathcal{O}|\Psi\rangle$ for $\mathcal{O} \in M$ is dense in $\mathcal{H}$.

**Definition B.2.** A vector $|\Psi\rangle \in \mathcal{H}$ is separating with respect to a von Neumann algebra $M$ when zero is the only operator in $M$ that annihilates $|\Psi\rangle$. That is, $\mathcal{O}|\Psi\rangle = 0 \Rightarrow \mathcal{O} = 0$ for $\mathcal{O} \in M$.

**Definition B.3.** Let $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}$ and let $M$ be a von Neumann algebra. The relative Tomita operator is the operator $S_{\Psi|\Phi}$ that acts as

$$S_{\Psi|\Phi}|x\rangle := |\Psi\rangle$$

for any sequence $\{\mathcal{O}_n\} \in M$ such that the limits $|x\rangle = \lim_{n \to \infty} \mathcal{O}_n |\Psi\rangle$ and $|\Psi\rangle = \lim_{n \to \infty} \mathcal{O}_n^* |\Phi\rangle$ both exist.

For this definition to make sense, $|\Psi\rangle$ must be cyclic and separating with respect to $M$.

**Definition B.4.** Let $S_{\Psi|\Phi}$ be a relative Tomita operator. The relative modular operator is

$$\Delta_{\Psi|\Phi} := S_{\Psi|\Phi}^* S_{\Psi|\Phi}.$$

**Definition B.5** [28] Let $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}$ and let $|\Psi\rangle$ be cyclic and separating with respect to a von Neumann algebra $M$. Let $\Delta_{\Psi|\Phi}$ be the relative modular operator associated with $|\Psi\rangle, |\Phi\rangle$, and $M$. The relative entropy with respect to $M$ of $|\Psi\rangle$ and $|\Phi\rangle$ is

$$S_{\Psi|\Phi}(M) = -\langle \Psi| \log \Delta_{\Psi|\Phi} |\Psi\rangle.$$

**Definition B.6.** Let $M$ be a von Neumann algebra on $\mathcal{H}$ and $|\Psi\rangle$ be a cyclic and separating vector for $M$. The Tomita operator $S_{\Psi}$ is

$$S_{\Psi} := S_{\Psi|\Psi},$$

where $S_{\Psi|\Psi}$ is the relative modular operator defined with respect to $M$. The modular operator $\Delta_{\Psi} = S_{\Psi}^* S_{\Psi}$ and the antunitary operator $J_{\Psi}$ are the operators that appear in the polar decomposition of $S_{\Psi}$ such that

$$S_{\Psi} = J_{\Psi} \Delta_{\Psi}^{1/2}.$$

**APPENDIX C: COMMENTS ON THE RELATIVE MODULAR OPERATOR AND THE RELATIVE TOMITA OPERATOR**

In this section, we comment on the boundedness of the relative Tomita and modular operators defined with respect to $M_{\text{code}}$. See Sec. 3 of [16] for a review of Tomita-Takesaki theory. Given $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}_{\text{code}}$, the relative Tomita operator with respect to $M_{\text{code}}$ is denoted by $S_{\Psi|\Phi}$. For $\mathcal{O} \in M_{\text{code}}$,

$$S_{\Psi|\Phi} \mathcal{O} |\Psi\rangle = \mathcal{O}^\dagger |\Phi\rangle. \quad (C1)$$

The vector $|\Psi\rangle$ must be cyclic and separating with respect to $M_{\text{code}}$, but $|\Phi\rangle$ can be anything.

The code Hilbert space associated to any finite number of qutrit collections can be written as $\mathcal{H}_1 \otimes \mathcal{H}_2$ such that the algebra of operators acting on $\mathcal{H}_1$ (resp. $\mathcal{H}_2$) is a subalgebra of $M_{\text{code}}$ (respectively, $M'_{\text{code}}$). Let $|\Psi\rangle \in \mathcal{H}_{\text{code}}$ (respectively, $|\Phi\rangle \in \mathcal{H}_{\text{code}}$) be a code subspace state whose reduced density matrix on $\mathcal{H}_2$ (respectively, $\mathcal{H}_1$) is $\rho_2$ (respectively, $\sigma_1$). It is known [11] that the relative modular operator takes the form

$$\Delta_{\Psi|\Phi} = \sigma_1 \otimes \rho_2^{-1}. \quad (C2)$$

Because (C2) is defined on a finite-dimensional Hilbert space, its operator norm is its largest eigenvalue. Given a relative modular operator defined with respect to $M_{\text{code}}$ instead of a finite-dimensional subalgebra, we can approximate its spectrum by restricting to the finite-dimensional subalgebra associated to a finite number of qutrit collections. The boundedness of the relative modular operator depends on whether the largest eigenvalue of (C2) diverges in the limit that the number of collections is taken to infinity.

In the remainder of this section, we explicitly show that $S_{\Psi|\Phi}$ can be bounded or unbounded, depending on the choice of $|\Psi\rangle$ and $|\Phi\rangle$. Our setup provides an example where the relative Tomita and modular operators can be explicitly studied. In Sec. C 1, we compute the norm of the relative Tomita operator for a general, finite-dimensional Hilbert space. In Secs. C 2 and C 3, we provide one example in our setup where $S_{\Psi|\Phi}$ is bounded, and one example where $S_{\Psi|\Phi}$ is unbounded.

1. Norm of the Tomita operator in a finite-dimensional Hilbert space

In this section we consider a Hilbert space $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$ for finite-dimensional Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$ with equal dimension $D$. We want to compute the norm of the relative Tomita operator $S_{\Psi|\Phi}$ defined with respect to the algebra of operators acting on $\mathcal{H}_1$. First, we perform Schmidt decompositions of $|\Psi\rangle$ and $|\Phi\rangle$:

$$|\Psi\rangle = \sum_{k=1}^{D} \alpha_k |e_k\rangle \otimes |f_k\rangle,$$

$$|\Phi\rangle = \sum_{k=1}^{D} \beta_k |g_k\rangle \otimes |h_k\rangle. \quad (C3)$$

where $|e_k\rangle$ and $|g_k\rangle$ $(k \in \{1, 2, \ldots, D\})$ are orthonormal bases of $\mathcal{H}_1$ and $|f_k\rangle$ and $|h_k\rangle$ are orthonormal bases of $\mathcal{H}_2$. 
All of the $\alpha_k$ coefficients must be nonzero. The action of $S_{\psi,\phi}$ on any normalized state is given by

$$S_{\psi,\phi} = \sum_{i=1}^{D} \beta_i \frac{c_{ij} |e_j\rangle \langle f_i|}{\alpha_i},$$

where $\sum_{i=1}^{D} |c_{ij}|^2 = 1$. The norm of $S_{\psi,\phi}$ is found by maximizing the norm of the right-hand side above with respect to the coefficients $c_{ij}$, subject to the normalization constraint. One finds that

$$\|S_{\psi,\phi}\| = \max_{k=1}^{D} \frac{|\beta_k|}{\min_{k=1}^{D} |\alpha_k|}. \quad (C5)$$

**2. Example where $S_{\psi,\phi}$ is bounded**

In this section, we show that it is possible to choose states for which the relative Tomita operator is bounded. We consider as a special case $S_{\psi,\phi}^c$ for $|\psi\rangle, |\phi\rangle \in pH_{code}$. Suppose that for $|\psi\rangle$ (respectively, $|\phi\rangle$), the qutrit pairs in the $n_q$th (respectively, $n_q$th) collection and beyond are in the reference state $|\lambda\rangle$. We note that there are many choices of $n_q$ and $n_q$, but our argument is independent of the choice we make.

We consider a finite case of $n$ by letting $n = \max (n_q, n_{\phi})$. By considering Eq. (C1) for the case that $O$ can be written as $a^{(N)}$ in Eq. (3.1) with $N = n - 1$, we may see how $S_{\psi,\phi}^c$ acts on any vector in $pH_{code}$ for which the qutrit pairs in the $n$th collection and beyond are in the reference state $|\lambda\rangle$. Let us temporarily restrict our attention to the $9^{n-1}$-dimensional Hilbert subspace spanned by these vectors, which may be written as $H_i \otimes H_j$, where $H_i$ and $H_j$ are the $3^{n-1}$-dimensional Hilbert spaces containing the states of the qutrits labeled by $i$ and $j$ respectively in $n - 1$ copies of Fig. 2. Doing the Schmidt decomposition as in Eq. (C3) (where we set $D = 3^{n-1}$), we find that the maximum value of $\|S_{\psi,\phi}^c |\chi\rangle\|$ for a normalized vector $|\chi\rangle \in H_i \otimes H_j$ is

$$\max_{k=1}^{3^{n-1}} \frac{|\beta_k|}{\min_{k=1}^{3^{n-1}} |\alpha_k|}. \quad (C6)$$

It is crucial that none of the $\alpha_k$ coefficients vanish.

Let us now restrict our attention to the larger subspace of $pH_{code}$ where all qutrit pairs in the $(n + 1)$th collection and beyond are in the reference state $|\lambda\rangle$. We want to do Schmidt decompositions of $|\psi\rangle$ and $|\phi\rangle$ in this $9^n$-dimensional Hilbert subspace. Let $\alpha_k, \beta_k, |e_k\rangle, |g_k\rangle, |f_k\rangle, |h_k\rangle$ for $k \in \{1, 2, \ldots, 3^{n-1}\}$ be defined as in Eq. (C3) for the Schmidt decomposition in the $9^{n-1}$ dimensional subspace considered in the previous paragraph. Next, define

$$\hat{e}_p := \begin{cases} |e_p\rangle \otimes |0\rangle, & p = 1, \ldots, 3^{n-1} \\ |e_{p-3^{n-1}}\rangle \otimes |1\rangle, & p = 3^{n-1} + 1, \ldots, 2 \cdot 3^{n-1} \\ |e_{p-2 \cdot 3^{n-1}}\rangle \otimes |2\rangle, & p = 2 \cdot 3^{n-1} + 1, \ldots, 3^n \end{cases}, \quad (C7)$$

where $|0\rangle, |1\rangle, |2\rangle$ are states of the $n$th black qutrit labeled $i$. The vectors $|\hat{g}_p\rangle, |\hat{f}_p\rangle$, and $|\hat{h}_p\rangle$ are defined analogously. Furthermore, define

$$\hat{a}_p := \begin{cases} \frac{1}{\sqrt{3}} \alpha_p, & p = 1, \ldots, 3^{n-1} \\ \frac{1}{\sqrt{3}} \alpha_{p-3^{n-1}}, & p = 3^{n-1} + 1, \ldots, 2 \cdot 3^{n-1} \\ \frac{1}{\sqrt{3}} \alpha_{p-2 \cdot 3^{n-1}}, & p = 2 \cdot 3^{n-1} + 1, \ldots, 3^n \end{cases}, \quad (C8)$$

We define $\hat{\beta}_p$ analogously. The Schmidt decomposition is then given by

$$|\psi\rangle = \sum_{p=1}^{3^n} \hat{\beta}_p |\hat{e}_p\rangle \otimes |\hat{f}_p\rangle, \quad (C9)$$

$$|\phi\rangle = \sum_{p=1}^{3^n} \hat{\beta}_p |\hat{g}_p\rangle \otimes |\hat{h}_p\rangle. \quad (C10)$$

If $|\chi\rangle$ is a normalized vector in the $9^n$ dimensional subspace, then the maximum value of $\|S_{\psi,\phi}^c |\chi\rangle\|$ is

$$\max_{k=1}^{3^n} \frac{|\beta_k|}{\min_{k=1}^{3^n} |\alpha_k|} = \max_{k=1}^{3^{n-1}} \frac{|\beta_k|}{\min_{k=1}^{3^{n-1}} |\alpha_k|}. \quad (C11)$$

Iterating the procedure of doing the Schmidt decompositions in larger subspaces of the code pre-Hilbert space, we see that for any vector $|\eta\rangle \in pH_{code}$,

$$\|S_{\psi,\phi}^c |\eta\rangle\| \leq \max_{k=1}^{3^{n-1}} \frac{|\beta_k|}{\min_{k=1}^{3^{n-1}} |\alpha_k|} \| |\eta\rangle\|. \quad (C12)$$

Choose any $|\Theta\rangle \in H_{code}$. Let $\{\theta_{\ell}\} \in pH_{code}$ be a sequence that converges to $|\Theta\rangle$. Define a sequence of operators $\{a_{\ell}\} \in A_{code}$ such that $|\theta_{\ell}\rangle = a_{\ell} |\psi\rangle \forall \ell \in \mathbb{N}$. Note that $a_{\ell} |\phi\rangle = S_{\psi,\phi}^c |\theta_{\ell}\rangle \forall \ell \in \mathbb{N}$. For any $\ell, m \in \mathbb{N}$, we then have that

$$\| (a_{\ell}^* - a_{m}^* ) |\phi\rangle\| \leq \max_{k=1}^{3^{n-1}} \frac{|\beta_k|}{\min_{k=1}^{3^{n-1}} |\alpha_k|} \| |\theta_{\ell}\rangle - |\theta_{m}\rangle\|. \quad (C13)$$

Hence, $\lim_{\ell \to \infty} a_{\ell}^* |\phi\rangle$ exists. Thus, $S_{\psi,\phi}^c$ is a bounded operator defined on all of $H_{code}$.
3. Example where $S_{\psi \Phi}$ is unbounded

In this section, we show that for a particular choice of $|\Psi\rangle, |\Phi\rangle \in \mathcal{H}_{\text{code}}, S_{\psi \Phi}$ is unbounded. Let $|\Psi\rangle$ be the vector for which all qutrit pairs are in the reference state $|\lambda\rangle$. The state $|\Phi\rangle$ will be constructed as a limit of a sequence of vectors $\{|\phi_n\rangle\} \in p\mathcal{H}_{\text{code}}$. Let $\{\delta_i\}$ be a sequence of positive real numbers such that $\sum_{i=1}^{\infty} \delta_i$ is finite. For $N \in \mathbb{N}$, let $|e_{i\lambda}^N\rangle$, $a \in \{1, 2, \ldots, 3^N\}$, denote an orthonormal basis vector of the qutrits labeled $i$ (see Fig. 2) in the first $N$ collections. In particular,

$$
|e_{1\lambda}^1\rangle := |0\rangle_{i_1}, \quad |e_{2\lambda}^1\rangle := |1\rangle_{i_1}, \quad |e_{3\lambda}^1\rangle := |2\rangle_{i_1},
$$

(14)

$$
|e_{a\lambda}^N\rangle := \begin{cases}
|e_{a_{N-1}\lambda}^1\rangle \otimes |0\rangle_{i_N}, & a = 1, \ldots, 3^{N-1} \\
|e_{a_{N-1}\lambda}^1\rangle \otimes |1\rangle_{i_N}, & a = 3^{N-1} + 1, \ldots, 2 \cdot 3^{N-1} \\
|e_{a_{N-1}\lambda}^1\rangle \otimes |2\rangle_{i_N}, & a = 2 \cdot 3^{N-1} + 1, \ldots, 3^N.
\end{cases}
$$

(15)

Let $|f_{a\lambda}^N\rangle$, $a \in \{1, 2, \ldots, 3^N\}$, denote an orthonormal basis vector of the qutrits labeled $j$ in the first $N$ collections, defined in the same way as above. Each $|\phi_n\rangle$ is defined by

$$
|\phi_n\rangle := \sum_{a=1}^{3^n} \sum_{b=1}^{3^n} c_{ab}^n |e_{a\lambda}^n\rangle \otimes |f_{b\lambda}^n\rangle \otimes |\lambda\rangle \cdots,
$$

(16)

where $c_{ab}^n$ is a $3^n \times 3^n$ matrix to be specified. The $\otimes |\lambda\rangle \cdots$ indicates that all black qutrit pairs in the $(n+1)$th collection and beyond are in the reference state $|\lambda\rangle$. Choose an arbitrary $x \in \mathbb{R}$ such that $x > 0$. Each $c_{ab}^n$ is defined by

$$
c_{1ab}^1 := \frac{1}{\sqrt{3}} \begin{pmatrix}
0 & 0 & 0 \\
0 & x & 0 \\
0 & 0 & x
\end{pmatrix}_{ab} + \begin{pmatrix}
\delta_1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}_{ab},
$$

(17)

$$
c_{2ab}^2 := \frac{1}{\sqrt{3}} \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}_{ab} + \begin{pmatrix}
c^1 & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & c^1 & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & c^1
\end{pmatrix}_{ab} + \begin{pmatrix}
\delta_2 & 0_{1 \times 8} & 0_{8 \times 1} \\
0_{1 \times 8} & 0_{8 \times 1} & 0_{8 \times 1}
\end{pmatrix}_{ab},
$$

(18)

$$
c_{ab}^n := \frac{1}{\sqrt{3}} \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}_{ab} + \begin{pmatrix}
0_{3^{n-1} \times 3^{n-1}} & 0_{3^{n-1} \times 3^{n-1}} \\
0_{3^{n-1} \times 3^{n-1}} & 0_{3^{n-1} \times 3^{n-1}} \\
0_{3^{n-1} \times 3^{n-1}} & 0_{3^{n-1} \times 3^{n-1}}
\end{pmatrix}_{ab} + \begin{pmatrix}
\delta_n & 0_{1 \times (3^{n-1})} & 0_{(3^{n-1}) \times 1} \\
0_{1 \times (3^{n-1})} & 0_{(3^{n-1}) \times 1} & 0_{(3^{n-1}) \times 1}
\end{pmatrix}_{ab}.
$$

(19)

Assuming $n > m$, we see that $||\phi_n - \phi_m|| \leq \sum_{i=m+1}^{n} \delta_i$. (20)

Thus, $|\Phi\rangle := \lim_{n \to \infty} |\phi_n\rangle$ exists.

To demonstrate that $S_{\psi \Phi}$ is unbounded, we will construct a sequence of bounded operators $\{a_n\} \in A_{\text{code}}$ such that $\lim_{n \to \infty} a_n |\Psi\rangle = 0$ while $\lim_{n \to \infty} a_n |\Phi\rangle$ does not converge. For $n \in \mathbb{N}$, define

$$
a_n := \epsilon_n \sqrt{3^n} (|e_{1\lambda}^n\rangle \langle e_{1\lambda}^n|_{i_1 \ldots i_n} \otimes I_{j_1 \ldots j_n}) \otimes I \cdots,
$$

(21)

where $\{\epsilon_n\}$ is a sequence of positive real numbers that we will specify later. Note that

$$
||a_n |\Psi\rangle|| = \epsilon_n |\Psi\rangle,
$$

(22)

$$
||a_n |\Phi\rangle|| = \epsilon_n |\Phi\rangle.
$$

(23)

Hence, $\lim_{n \to \infty} a_n |\Psi\rangle = 0$ when $\lim_{n \to \infty} \epsilon_n = 0$.

Next, we will consider the sequence $\{a_n^* |\Phi\rangle\}$. Note that, for $n \in \mathbb{N},$

$$
a_n^* |\Phi\rangle = \epsilon_n \sqrt{3^n} c_{11}^n |e_{1\lambda}^n\rangle \otimes |\lambda\rangle \cdots,
$$

(24)

$$
||a_n^* |\Phi\rangle|| = \epsilon_n \sqrt{3^n} c_{11}^n = \epsilon_n \left(x + \sum_{i=1}^{n} \sqrt{3^i} \delta_i\right).
$$

(25)

One can verify that $||a_n^* |\Phi\rangle|| \leq ||a_n |\Phi\rangle||$. Hence,

$$
||a_n^* |\Phi\rangle|| \geq \epsilon_n \left(x + \sum_{k=1}^{n} \sqrt{3^k} \delta_k\right).
$$

(26)

We may set $\delta_k = \frac{1}{k}$. Then $(x + \sum_{k=1}^{n} \sqrt{3^k} \delta_k)$ grows without bound. We may choose $\epsilon_n$ to go to zero slowly enough so that $\epsilon_n (x + \sum_{k=1}^{n} \sqrt{3^k} \delta_k)$ also grows without bound. Hence, $||a_n^* |\Phi\rangle||$ grows without bound, so $S_{\psi \Phi}$ is an unbounded operator.

APPENDIX D: AN EXAMPLE OF A STRONGLY CONVERGENT SEQUENCE OF OPERATORS

Let us give a nontrivial example a strongly convergent sequence in $A_{\text{code}}$. First we will make some preliminary definitions.

1. Preliminary definitions

Consider the Hilbert space of a single qutrit. Let

$$
V(\theta) := \begin{pmatrix}
e^{i\theta} & 0 & 0 \\
0 & e^{-i\theta} & 0 \\
0 & 0 & 1
\end{pmatrix}
$$

be any normalized state of a single qutrit. Then one may show that
\[ \langle \gamma | V(\theta) | \gamma \rangle = 1 + z_\gamma (1 - \cos \theta) + i z_{r\gamma} \sin \theta \]  
(D1)

where \( z_\gamma \) and \( z_{r\gamma} \) are real numbers that depend on \( |\gamma\rangle \) and satisfy \( |z_\gamma| \leq 1, |z_{r\gamma}| \leq 1 \).

Furthermore, consider the expectation value of the operator \( V(\theta) \otimes I \) in a two-qutrit Hilbert space in the state \( |\lambda\rangle = \frac{1}{\sqrt{3}} |000\rangle + |111\rangle + |222\rangle \)

\[ \langle \lambda | V(\theta) \otimes I | \lambda \rangle = \frac{2 \cos \theta + 1}{3} = 1 - \frac{2}{3} (1 - \cos \theta). \]  
(D2)

2. The example

We will define a sequence of operators in \( A_{\text{code}} \) that we wish to study. First, we define a sequence of angles \( \{\theta_n\} \). We will specify the actual values of \( \theta_n, n \in \mathbb{N} \) later. We define the sequence of operators \( \{a_n\} \in A_{\text{code}} \) to be

\[ a_1 = [V_{i_1}(\theta_1) \otimes I_{j_1}] \otimes I \cdots \]  
(D3)

\[ a_2 = [V_{i_1}(\theta_1) \otimes I_{j_1}] \otimes [V_{i_2}(\theta_2) \otimes I_{j_2}] \otimes I \cdots \]  
(D4)

\[ a_n = [V_{i_1}(\theta_1) \otimes I_{j_1}] \otimes [V_{i_2}(\theta_2) \otimes I_{j_2}] \otimes \cdots \]  
(D5)

Each pair of square brackets contains the black qutrits associated with one collection in Fig. 2. Each of the operators in the sequence is unitary, so they all are bounded and have unit norm. Now, we want to investigate the convergence of this sequence acting on a basis vector of \( pR_{\text{code}} \), such as the one given in Eq. (2.9). Define \( |\psi_n\rangle := a_n |M, \{p, q\}\rangle \) for \( n \in \mathbb{N} \). Choose \( n, m \in \mathbb{N} \) with \( m > n \). Then we have

\[ \| |\psi_m\rangle - |\psi_n\rangle \|^2 = 2 - \langle \psi_m | \psi_n \rangle - \langle \psi_n | \psi_m \rangle = 2 - \langle M, \{p, q\} | a_n a_m^* | M, \{p, q\} \rangle \]  
(D7)

Note that

\[ a_n^* a_m = [I_{i_1} \otimes I_{j_1}] \otimes \cdots \otimes [I_{i_m} \otimes I_{j_m}] \]  
\[ \otimes [V_{i_1}(\theta_n+1) \otimes I_{j_1+1}] \otimes \cdots \]  
\[ \otimes [V_{i_m}(\theta_m) \otimes I_{j_m}] \otimes I \cdots \]  
(D8)

\[ \langle M, \{p, q\} | a_n^* a_m | M, \{p, q\} \rangle = \prod_{k=n+1}^{m} Y_k \]  
(D9)

\[ Y_k = \begin{cases} \langle p_k | V_{i_k}(\theta_k) | p_k \rangle & k \leq M \\ \langle \lambda \cdots | V_{i_k}(\theta_k) \otimes I_{j_k} | \lambda \cdots \rangle & k > M \end{cases} \]  
(D10)

Another way to write \( Y_k \) is

\[ Y_k = 1 + x_k (1 - \cos \theta_k) + iy_k \sin \theta_k = r_k e^{i \phi_k} \]  
(D11)

where \( x_k \) and \( y_k \) are real numbers satisfying \( |x_k| \leq 1, |y_k| \leq 1 \). One may show that

\[ 1 - 2 |1 - \cos \theta_k| \leq r_k \]  
(D12)

and that, if \( |\theta_k| < \frac{\pi}{2} \),

\[ |\phi_k| \leq \arctan \left( \frac{|\sin \theta_k|}{1 - |1 - \cos \theta_k|} \right). \]  
(D13)

Up until now we did not specify the choice of angles \( \theta_k \). Now, we make a choice. First, we choose an arbitrary \( \eta \in \mathbb{R} \) such that \( 0 < \eta < 1 \). We choose \( \theta_k \) such that each \( r_k \) satisfies

\[ e^{-\eta^k} < r_k < e^{\eta^k} \]  
(D14)

and such that each \( \phi_k \) satisfies

\[ -\eta^k < \phi_k < \eta^k. \]  
(D15)

We choose each \( \theta_k \) to be nonzero. Thus,

\[ \prod_{k=n+1}^{m} r_k < e^{\sum_{k=n+1}^{m} \eta^k} < e^{4^{m+1}}. \]  
(D16)

\[ \prod_{k=n+1}^{m} r_k > e^{-\sum_{k=n+1}^{m} \eta^k} > e^{-2^{m+1}}. \]  
(D17)

\[ \left| \sum_{k=n+1}^{m} \phi_k \right| < \eta^{m+1} \frac{1}{1 - \eta}. \]  
(D18)

We can therefore determine that the real part of \( \prod_{k=n+1}^{m} Y_k \) is arbitrarily close to 1 for \( n \) sufficiently large. This means that \( \| |\psi_m\rangle - |\psi_n\rangle \| \) is arbitrarily close to 0 for \( n \) sufficiently large and \( m > n \). This is enough to show that the sequence \( \{|\psi_n\rangle\} \) is Cauchy, meaning that \( \lim_{n \to \infty} a_n |M, \{p, q\}\rangle \) converges for every basis vector \( |M, \{p, q\}\rangle \). Hence, \( \lim_{n \to \infty} a_n |\psi\rangle \) converges for every \( |\psi\rangle \in pR_{\text{code}} \). Since the sequence of norms \( \{\|a_n\|\} \) is bounded from above (in particular, \( \|a_n\| = 1 \) \( \forall n \in \mathbb{N} \)), then the sequence of operators \( \{a_n\} \) converges strongly.
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