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Abstract

We implemented arbitrary single qubit gates of geometric quantum computing for a three-level system in a single-shot manner. The evolution time of the gate has been minimized by considering the shortest trajectory of the state on the Bloch sphere. The duration of gates grows from zero with the rotation angle $\gamma$, and the tested T gate time can be reduced to $\sim 40\%$ of those in the traditional orange-sliced-shaped path non-adiabatic holonomic quantum computing (NHQC) scheme by the parametrization of Rabi frequency. We also demonstrated that certain pulses are robust against static detuning errors and Rabi errors. The time-dependent detuning and Rabi frequency are found to be proportional to each other by a constant which is determined by the geometric phase. In this way, some previous NHQC schemes can be treated as special cases in our generalized model.
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1. Introduction

Quantum computing has become one of the most promising applications of quantum mechanics since 1990s, when novel algorithms has been proposed to tackle certain particular problems, such as integer factorization [1] and unstructured database searching [2]. A lot of efforts have been put in theoretical investigations and experimental realizations during last decades. While the actual form of general quantum computing is yet to fully clear, a practical paradigm called noisy intermediate-scale quantum (NISQ) computers [3] is already available for quantum circuits with 50-100 qubits. A universal set of quantum circuits can be constructed using general single qubit gates and Controlled-NOT gates. Therefore, a key issue to achieve the NISQ computing is to lower down the infidelity of these two types of gates, which should be about from $10^{-6}$ to $10^{-2}$ depending on the error correction schemes [4], otherwise the stored information can’t be transferred or retrieved effectively.

A single qubit gate can be realized by a phase shifting in an appropriate basis $|φ_n⟩ → e^{iγ_n}|φ_n⟩$, which turns into a general $SU(2)$ rotation $U(n, γ)$ in the two-dimensional Hilbert space in the computational space $\{|0⟩, |1⟩\}$. Usually, this transformation is implemented by a quantum evolution of laser(microwave)-matter interaction. The phase $γ_n$ can be geometric only if the dynamical phase is removed. So it is called geometric quantum computing (GQC) [5–9] or holonomic quantum computing (HQC)[10–14]. Due to the global properties of the geometric phase, the GQC or HQC are inherently robust against small perturbations in the evolution trajectories of the qubit, such as decay, decoherence and systematic errors [5, 15–17]. More details and references can be found in pedagogical papers [18, 19] and the recent thorough review on GQC and HQC [20].

Among many factors which can affect the fidelity, the duration of the operation is a crucial one. The gate time needs to be decreased so that decay and decoherence effects which originated from the interaction between quantum system and environment would have less impact on the quantum state. That’s the main reason why the adiabatic GQC scheme is not preferred since the evolution time must be long enough to satisfy the adiabatic condition. Therefore, the non-adiabatic geometric quantum computing (NGQC)[21, 22] or the non-adiabatic Holonomic quantum computing (NHQC) [13] has been dominated since they were proposed.

The duration of single qubit gate is determined by the speed of quantum evolution and the length of the path on the Bloch sphere. The general form of the time
optimal solution has been investigated \cite{23–26}, and it was applied in NHQC in superconducting qubit system \cite{27}. Another way to reduce the gate time is to shorten the length of the evolution path. Traditional NHQC schemes usually require exactly the same length of the evolution path for any angles of rotation, sometimes it is called orange-slice-shaped NHQC (OSS-NHQC) \cite{28–34}. A systematic approach to minimize the length has been proposed for two-level \cite{36, 37} and three-level systems \cite{38, 39}. In this work, we minimized the path of a single qubit gate in a three-level system with a Λ configuration in the framework of NHQC. Our scheme naturally reduces to the original NHQC \cite{13} with $\gamma = \pi$, and to the single-shot NHQC with constant detuning \cite{42}. The gate duration can be further shortened by increasing the maximal value of Rabi frequency, which is determined by a parameter $k$ available in the pulses.

This paper is organized as follows. We first introduce the concept of the geometric phase and NHQC in section 2; then we describe the detailed modelling for NHQC based on a three-level system with the Λ configuration in section 3. In section 4, we propose a new method for minimizing the length of the path which corresponds to the circular passage on the Bloch sphere, and our method can be reduced to some traditional NHQC schemes under certain conditions. In section 5, we numerically analyse the relation of the gate duration $\tau$ and rotation angle $\gamma$, then simulate the gate robustness against the detuning error and the Rabi error with the Lindblad master equation. At last, we provide the discussion and conclusion in section 6.

2. Geometric phase

In order to perform geometric quantum computing, we first need to construct a time-dependent orthonormal basis $\{|\phi_n(t)\rangle\}$. Each of them satisfies the Schrödinger equation\footnote{We take the convention of $\hbar = 1$ in this work.}

$$i \frac{d}{dt} |\phi_n(t)\rangle = H(t)|\phi_n(t)\rangle$$

in the Hilbert space $\mathcal{H}$. In this way the transitions between different $|\phi_n(t)\rangle$ have been forbidden by eq.(1) without restriction of the adiabatic condition. As a special case, this evolution reduces to an adiabatic process if $|\phi_n(t)\rangle$ happens to be the instantaneous eigenstates of $H(t)$. Sometimes $\{|\phi_n(t)\rangle\}$ is called the dynamical basis in literatures. One considers the cyclic evolution, where the initial and final state of $|\phi_n(t)\rangle$ only differ by a phase factor $\gamma_n(t)$ as

$$|\phi_n(\tau)\rangle = e^{i\gamma_n(t)}|\phi_n(0)\rangle,$$ \hspace{1cm} (2)
where $\tau$ is the duration of the evolution. In this case the physical state evolves back to the original one $|\phi_n(\tau)\rangle\langle\phi_n(\tau)| = |\phi_n(0)\rangle\langle\phi_n(0)|$. Now we define a new basis $\{|\chi_n(t)\rangle\}$ in the projective Hilbert space $\mathcal{P}(\mathcal{H})$

$$|\chi_n(t)\rangle = e^{-i\gamma_n}|\phi_n(t)\rangle.$$  

(3)

The cyclic evolution condition is then

$$|\chi_n(\tau)\rangle = |\chi_n(0)\rangle = |\phi_n(0)\rangle.$$  

(4)

The total phase factor $\gamma_n$ includes both the dynamical part $\gamma_n^d$ and the geometric part $\gamma_n^g$, which are defined as

$$\gamma_n^d = -\int_0^\tau dt \langle\phi_n(t)|H(t)|\phi_n(t)\rangle,$$  

(5)

$$\gamma_n^g = i\int_0^\tau dt \langle\chi_n(t)|\frac{d}{dt}\chi_n(t)\rangle,$$  

(6)

where the non-adiabatic Abelian geometric phase $\gamma_n^g$ is also called the Aharonov-Anandan (A-A) phase, and it becomes the Berry phase in the limit of adiabatic evolution.

Generally, there are two options to remove the dynamical phase. One is imposing the parallel transport condition

$$\langle\phi_n(t)|H(t)|\phi(t)_n\rangle = 0,$$  

(7)

therefore the dynamical phase is zero at any time. The other is that the dynamical phase only vanishes at the end of evolution,

$$\int_0^\tau \langle\phi_n(t)|H(t)|\phi_n(t)\rangle dt = 0,$$  

(8)

e.g., utilizing methods like the spin-echo technique. In any cases, the general time-evolution operator in the N-dimensional Hilbert space is

$$U(\tau) = \sum_{n,m} \mathcal{T} \exp \left\{ i \int_0^\tau [A(t) - H(t)] \right\} |\phi_n(\tau)\rangle\langle\phi_m(0)|,$$  

(9)

where $\mathcal{T}$ is the time-ordering operator, $A_{nm}(t) = i\langle\chi_n(t)|\chi_m(t)\rangle$, and $H_{mn}(t) = \langle\phi_m(t)|H(t)|\phi_n(t)\rangle$. Utilizing the conditions (2)-(4) and (7), the above formula can be written as

$$U(\tau) = \sum_n e^{i\gamma_n}|\phi_n(0)\rangle\langle\phi_n(0)|,$$  

(10)

where $\gamma_n = \gamma_n^g$ now is the geometric phase shift on $|\phi_n(0)\rangle$. 

4
3. NHQC on three-level system

We consider a three-level system with the Λ configuration, as depicted in Figure 1, a pair of laser(microwave) pulses with central frequency \( \nu_{S,P}(t) \) interacting with the system. Under the rotating wave approximation in the interaction picture, and transforming to the rotating frame, the Hamiltonian of this system can be written as

\[
H(t) = \Delta(t) |e\rangle\langle e| + [\Omega_P(t)|0\rangle\langle e| + \Omega_S(t)|1\rangle\langle e| + \text{h.c.}],
\]

where the time-dependent detuning is defined as \( \Delta(t) = 2\pi\nu_{S,P}(t) - \omega_{ei} \), and \( \omega_{ei} = E_e - E_i \) (\( i = 0, 1 \)). The pump and Stokes pulse are respectively parametrized as

\[
\Omega_P(t) = \Omega(t) \sin \frac{\theta}{2} e^{-i\xi(t)},
\]

and

\[
\Omega_S(t) = -\Omega(t) \cos \frac{\theta}{2} e^{i[\phi - \xi(t)]},
\]

where \( \Omega(t) \) is the Rabi frequency, and \( \phi \) is the relative phase between the two pulses.

![Diagram of a three-level system](image)

Figure 1: The schematic figures of a three-level system. (a) A three-level system with Λ configuration in the basis of \{\( |0\rangle, |1\rangle, |e\rangle \}\), the transitions \( |0\rangle \rightarrow |e\rangle \) and \( |1\rangle \rightarrow |e\rangle \) are driven by the pump and Stokes pulses. (b) The effective two-level system in the basis of \{\( |b\rangle, |e\rangle \}\) where the dark state \( |d\rangle \) is decoupled.

The time-independent bare basis \{\( |0\rangle, |1\rangle, |e\rangle \}\) forms a three-dimensional Hilbert space \( \mathcal{H} \). The initial state vector is parametrized in the computational subspace of
\{ |0 \rangle, |1 \rangle \} \) as

\[
|\psi(0)\rangle = \cos \theta_0 |0\rangle + \sin \theta_0 e^{i\phi_0} |1\rangle. 
\] (14)

where the \( \theta_0 \) and \( \phi_0 \) are angles in the range of \( [0, \pi] \) and \( [0, 2\pi] \), respectively. Therefore the qubit is encoded in the computational subspace of \( \{ |0\rangle, |1\rangle \} \). At the end of evolution, the state vector \( |\psi(\tau)\rangle \) evolves back to the same subspace with desired populations and phases in \( |0\rangle \) and \( |1\rangle \), equivalently rotated by an \( SU(2) \) operator, i.e.

\[
|\psi(0)\rangle \rightarrow |\psi(\tau)\rangle = U(\mathbf{n}, \gamma)|\psi(0)\rangle. 
\] (15)

\( |e\rangle \) is the auxiliary state with zero population at \( t = 0 \) and \( \tau \).

It is well noted that there is a "dark state" \( |d\rangle \) for Hamiltonian (11) with eigenvalue of zero, i.e. \( H(t)|d\rangle = 0 \), and an orthogonal "bright state" \( |b\rangle \) as follows

\[
|d\rangle = \cos \frac{\theta}{2} |0\rangle + \sin \frac{\theta}{2} e^{i\phi} |1\rangle, 
\] (16)

\[
|b\rangle = \sin \frac{\theta}{2} |0\rangle - \cos \frac{\theta}{2} e^{i\phi} |1\rangle. 
\] (17)

Thus the subspace \( \{ |d\rangle, |b\rangle \} \) is equivalent to the computational subspace \( \{ |0\rangle, |1\rangle \} \).

With the definition (16) and (17), the Hamiltonian (11) can be rewritten as an effective two-level system which oscillates between the bright state \( |b\rangle \) and the auxiliary state \( |e\rangle \)

\[
\tilde{H}(t) = \Delta(t)|e\rangle\langle e| + \left[ e^{-i\xi(t)}\Omega(t)|b\rangle\langle e| + \text{h.c} \right], 
\] (18)

where the dark state has been decoupled, as depicted in Figure 1(b). Similar to the normal two-level system, we can construct an orthonormal basis \( \{ |\chi_+(t)\rangle, |\chi_-(t)\rangle \} \) as a linear combination of \( |b\rangle \) and \( |e\rangle \)

\[
|\chi_+(t)\rangle = \cos \frac{\alpha(t)}{2} |b\rangle + \sin \frac{\alpha(t)}{2} e^{i\beta(t)} |e\rangle, 
\] (19)

\[
|\chi_-(t)\rangle = \sin \frac{\alpha(t)}{2} |b\rangle - \cos \frac{\alpha(t)}{2} e^{i\beta(t)} |e\rangle. 
\] (20)

These are the basis of the 2-dimensional projective Hilbert space, just as eq.(3).
Figure 2: The illustrative paths on the Bloch sphere: (a) NHQC with Orange sliced shaped paths; (b) NHQC with circular paths. The two black dots represent the state $|b\rangle$ and $|e\rangle$ respectively, and the red dot represent the state $|\chi_+(t)\rangle$.

A traditional recipe to implement geometric gate is OSS-NHQC [28–34]. The state $|\chi_+(t)\rangle$ evolves from the northern pole $|b\rangle$ to the southern pole $|e\rangle$ with a constant phase $\beta_1$, and evolves back to the northern pole $|b\rangle$ with another constant phase $\beta_2$ in Figure 2(a), so the geometric phase $\gamma = \beta_1 - \beta_2$.

The cyclic evolution condition (4) for $|\chi_+(t)\rangle$ becomes

$$\alpha(0) = \alpha(\tau) = 0.$$  \hfill (23)

Therefore the state $|\chi_+(t)\rangle$ should satisfy the Von Neumann equation

$$i \frac{d\rho_\pm(t)}{dt} = \left[ \tilde{H}(t), \rho_\pm(t) \right],$$  \hfill (24)
which generates the following constraints

\[ \Omega(t) = -\frac{\dot{\alpha}(t)}{2\sin[\beta(t) - \xi(t)]}, \quad \xi(t) = \beta(t) - \arctan \left[ \frac{\dot{\alpha}(t)}{\Delta(t) + \beta(t) \cot(\alpha(t))} \right]. \quad (25) \]

The dynamical phase can be eliminated by the parallel transport condition (7), which results in

\[ \Delta(t) = -\dot{\beta}(t)[1 + \cos(\alpha(t))]. \quad (27) \]

Therefore the time-evolution operator (10) is

\[ U(\tau) = |d\rangle\langle d| + e^{i\gamma}|b\rangle\langle b|, \quad (28) \]

where the accumulated geometric phase

\[ \gamma = i \int_0^\tau \langle \chi_+(t)|\dot{\chi}_+(t) \rangle dt \]

\[ = -\int_0^\tau \dot{\beta}(t) \sin^2(\alpha(t)) \frac{dt}{2}. \quad (29) \]

In the computational subspace \{|0\rangle, |1\rangle\}, \( U(\tau) \) becomes a general \( SU(2) \) rotation

\[ U(\tau) = e^{i\frac{\gamma}{2}} e^{-i\frac{\tau}{2}(n\cdot\sigma)}, \quad (30) \]

with an extra global phase \( e^{i\frac{\gamma}{2}} \) which can be ignored, and \( n = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) is the rotation axis.

4. Minimizing the path

An apparent drawback of OSS-NHQC recipe is that all gates have exactly the same travelling length, regardless of their rotation angles. Therefore, various proposals have been proposed to shorten the path on the Bloch sphere in recent years [35–40], where a simple geometric solution is to let the state trajectory be a circle, which is the minimal path for a given area on the Bloch sphere. This idea can be traced back to the work in 1988 [41]. A circle passing through the northern pole can be parametrized as follows [38]

\[ (\pi - \gamma)[1 - \cos(\alpha(t))] = \frac{\ell_c}{2} \sin(\alpha(t)) \cos(\beta(t)) \quad (31) \]
where $\ell_c = 2\sqrt{2\pi\gamma - \gamma^2}$ is the circumference of the circle. The area enclosed by this trajectory is $2\gamma$. The magnitude of $\alpha(t)$ reaches the maximal value

$$\alpha_m(\gamma) = \arccos\left([\pi^2 - 4\pi\gamma + 2\gamma^2]/\pi^2\right)$$

(32)

at $t = \tau/2$. Note $\beta(t)$ can be shifted by an arbitrary constant value, but the shape of circle keeps the same. Combining the constraints in eq. (25, 26, 27, 31), we find that $\xi(t) = 0$ and equations (25) and (26) change to

$$\Omega(t) = \frac{1}{2}\sqrt{\beta^2(t)\sin^2\alpha(t) + \dot{\alpha}^2(t)},$$

(33)

$$\Delta(t) = -2\Omega(t)\frac{\pi - \gamma}{\sqrt{2\pi\gamma - \gamma^2}}.$$  

(34)

The Rabi frequency $\Omega(t)$ and detuning $\Delta(t)$ are proportional to each other with a constant, which means that the laser frequency has to be time-dependent for $\gamma \neq \pi$.

Now the Hamiltonian (18) can be expressed as

$$\tilde{H}(t) = \frac{1}{2}\Delta(t)\tilde{I} + \frac{\pi}{\sqrt{2\pi\gamma - \gamma^2}}\Omega(t)\tilde{n}(\gamma) \cdot \tilde{\sigma},$$

(35)

where $\tilde{I}$ and $\tilde{\sigma}$ are the identity and Pauli operators in the $\{|e\}, |b\rangle$ basis, and $\tilde{n}(\gamma) = (\sqrt{2\pi\gamma - \gamma^2}/\pi, 0, (\pi - \gamma)/\pi)$ is the time-independent roational axis. Obviously, $\tilde{H}(t)$ commutes with itself at any two instant times, i.e., $[\tilde{H}(t_1), \tilde{H}(t_2)] = 0$, so the time-ordering operator $T$ can be removed from the time-evolution operator. As a result, $\tilde{U}(\tau)$ in the $\{|e\}, |b\rangle$ subspace can be calculated as follows

$$\tilde{U}(\tau) = \exp\left[-i\int_0^\tau \tilde{H}(t)dt\right]$$

$$= \exp(-i\Phi) \left[I \cos\left(\frac{\Theta}{2}\right) - \tilde{n}(\gamma) \cdot \tilde{\sigma} \sin\left(\frac{\Theta}{2}\right)\right],$$

(36)

where

$$\Phi = \int_0^\tau \frac{\Delta(t)}{2} dt,$$  

(37)

$$\Theta = 2\int_0^\tau \frac{\pi\Omega(t)}{\sqrt{2\pi\gamma - \gamma^2}} dt.$$  

(38)

The cyclic evolution condition (4) requires $\Theta = 2\pi$, which can be written as

$$\int_0^\tau \Omega(t)dt = \frac{\ell_c}{2},$$

(39)
It shows a rotation of $2\pi$ around the time-independent axis $\tilde{n}(\gamma)$ in the $\{|e\}, |b\}$ basis, and the travelling length of state $|\chi_+(t)\rangle$ is $\ell_c$.

In the limit of $\gamma = \pi$, detuning $\Delta = 0$ according to eq.(34), and $\tilde{n}(\gamma)$ becomes the $x$ axis. This is exactly the case of the original NHQC in Ref.[13] and the cyclic evolution condition (39) becomes $\int_0^\tau \Omega(t)dt = \pi$. The same condition also holds for the single shot OSS-NHQC, except that the time-independent axis $\tilde{n}(\gamma)$ has to be different in the two intervals, as we can see from Figure 2(a) and eq.(22).

If the dark state $|d\rangle$ is included, the time-evolution operator in the subspace $\{|d\}, |b\}$ under the cyclic evolution condition is

$$U(\tau) = |d\rangle\langle d| - e^{-i\Phi}|b\rangle\langle b|.$$  \hfill (40)

Comparing to eq.(28), the geometric phase $\gamma$ can be expressed as

$$\gamma = \pi - \Phi = \frac{1}{2} \int_0^\tau [1 - \cos \alpha(t)] \dot{\beta}(t)dt$$  \hfill (41)

As a special case, if the detuning $\Delta$ is a constant, the Rabi frequency must be a square pulse $\Omega(t) = \Omega_0$ according to eq.(34). Thus the time-evolution operator reduces to the case in Ref.[42, 43], and the gate duration is

$$\tau = \frac{2\pi}{\sqrt{\Delta^2 + 4\Omega_0^2}} = \frac{\sqrt{2\pi \gamma - \gamma^2}}{\Omega_0}.$$  \hfill (42)

If $\gamma = \pi$, this duration further reduces to $\tau = \pi/\Omega_0$, which is the case in Ref.[13] with square pulses. We can clearly see that $\tau$ only depends on the geometric phase $\gamma$ when $\Omega_0$ is fixed.

5. Numerical simulation

Besides the constraints shown in eq.(23) and (31), one more is needed to finalize the Rabi frequency $\Omega(t)$. We propose the azimuth angle $\alpha(t)$ as follows

$$\alpha(t) = \alpha_m(\gamma)\bar{\alpha}(t)^{k+1},$$  \hfill (43)

where $k$ is a positive real number and $\bar{\alpha}(t)$ is a parabolic function as

$$\bar{\alpha}(t) = 4 \left( \frac{t}{\tau} - \left( \frac{t^2}{\tau^2} \right) \right).$$  \hfill (44)
One usually prefers the Rabi frequency $\Omega(0) = \Omega(\tau) = 0$ in experiments, that is guaranteed by $k > 0$ according to eq.(25). The polar angle $\beta(t)$ is thus determined by eq.(31), and $\beta(\tau) - \beta(0) = \pi$.

With the constraints in eqs.(31-33) and (43), the relation between $\tau$ and $\gamma$ of (42) can be generalized to an arbitrary time-dependent Rabi frequency $\Omega(t)$. We plotted the dependence of the gate operation time $\tau$ on the geometric phase $\gamma$ with different values of $k = 1/10$, $1/3$, $1$, $5$, and $9$. Results are shown in Figure 3, where all maximal value of $\Omega(t)$ have been fixed to $\Omega_m = 2\pi \times 10$ MHz. It is shown that the gates with larger $k$ value have longer duration for the same $\gamma$. The reason is that $\alpha(t)$ with larger $k$ has a steeper slope, which leads to a shaper shape of $\Omega(t)$. In order to maintain the cyclic condition (39) while keeping the same $\Omega_m$, the gate duration $\tau$ has to be longer.

![Figure 3: Dependence of the gate duration $\tau$ on the geometric phase $\gamma$. The solid-red line indicates the OSS-NHQC recipe, the solid-blue line the S-NHQC scheme, and the solid-green line the NHQC with squared pulse. Our scheme is shown with different $k$ values.](image)

The Rabi frequency of the OSS-NHQC scheme is given by eq.(21-22) and (25),
and the maximum $\Omega(t)$ is set to the same $\Omega_m$ as mentioned above. In this case, the gate duration $\tau$ always keeps 78.5 ns regardless of the value of $\gamma$, as shown by dotted-red line. A similar method to ours is the S-NHQC scheme [39], which also use the method of the circular path, whose parametrization is as follows

$$
\beta(t) = \pi \sin^2 \left( \frac{\pi t}{2\tau} \right), \tag{45}
$$

$$
\alpha(t) = 2 \arctan \left[ \frac{\sqrt{2\pi \gamma - \gamma^2}}{\pi - \gamma} \sin(\beta(t)) \right]. \tag{46}
$$

This scheme cannot reach the limit $\gamma = \pi$, and it is shown by the dashed-magenta line in Figure 3. It’s clear that the gate duration $\tau$ of our scheme is shorter than those in the other two schemes for the same $\gamma$, provided that the $k$ is small. The square pulse scheme in dash-dotted-black has even shorter $\tau$, which is given by eq.(42). Its evolution time reaches $\tau = 50$ ns at $\gamma = \pi$ if $\Omega_0 = \Omega_m$. This can also be understood by the cyclic evolution condition eq.(39), where the integration of $\Omega(t)$ is a fixed value for a specific $\gamma$. Therefore, the gate duration of square pulse scheme can be regarded as the lower bound of this method. However, the square pulse is not preferred in many experiments due to multiple reasons [44].

In many quantum computing system, there are two major errors arising from experimental operations, which are the detuning error $\Delta(t) \rightarrow \Delta(t) + \delta$ and the Rabi error $\Omega(t) \rightarrow (1 + \epsilon)\Omega(t)$. The evolution passage will be shifted away from the exact circular trajectory eq.(31) with errors, and eventually affect the fidelity of gates. The quantum evolution of system is evaluated by the Lindblad master equation

$$
\frac{d}{dt} \rho(t) = i[\rho(t), H(t)] + \frac{1}{2}[\Gamma_1 \mathcal{L}(\sigma_1) + \Gamma_2 \mathcal{L}(\sigma_2)], \tag{47}
$$

where $\mathcal{L}(A) = 2A\rho\mathcal{A} - \mathcal{A}^\dagger A\rho - \rho\mathcal{A}^\dagger A$ is the Lindbladian operator, $\sigma_1 = |0\rangle \langle e| + \sqrt{2}|e\rangle \langle 1| + \sqrt{3}|1\rangle \langle h|$, $\sigma_2 = |e\rangle \langle e| + 2|1\rangle \langle 1| + 3|h\rangle \langle h|$ with $|h\rangle$ indicating the third excited state, $\Gamma_1$ and $\Gamma_2$ are the corresponding decay and dephasing rates. Here, we consider the case $\Gamma_1 = \Gamma_2 = 3 \times 2\pi$ kHz in superconducting circuits. The fidelity is defined as

$$
F = \langle \psi_{tg}|\rho(\tau)|\psi_{tg}\rangle, \tag{48}
$$

where $|\psi_{tg}\rangle$ denotes the target state.

We investigated four different gates in the numerical simulation, T gate ($\gamma = \pi/4, \theta = \phi = 0$), S gate ($\gamma = \pi/2, \theta = \phi = 0$), NOT gate ($\gamma = \pi, \theta = \pi/2, \phi = 0$) and Hadamard gate ($\gamma = \pi, \theta = \pi/4, \phi = 0$). From previous discussion, we know that either the $\Omega_m$ or the $\tau$ shall be fixed for a particular pulse. In order to take
the same measure of the de-coherence effects in the Lindblad equation, we fixed the gate duration for all the $k$ values for a specific gate. Therefore, the gate duration are determined by the case $k = 1$, which are 39.8 ns for T gate, 54.2 ns for S gate and 77.0 ns for Not gate and Hadamard gate. The height of Rabi frequency $\Omega(t)$ is thus determined by the value of $k$, as we can see from Figure 4. The pulse envelopes for $k = 1, 5, 9$ and the OSS-NHQC are plotted for four gates.

![Figure 4: (Color online) Envelopes of the Rabi frequency $\Omega(t)$ of pulses with different $k$ in the OSS-NHQC and our scheme for (a) T gate, (b) S gate, (c) Not gate, and (d) Hadamard gate.](image)

To examine the robustness, eq.(47) is solved numerically with the 4th-order Runge-Kutta method by varying the values of detuning error $\delta$ and Rabi error rate $\epsilon$. Each average fidelity is calculated with 1001 different initial states $|\psi(0)\rangle$ which are evenly distributed with $\theta_0 \in [0, \pi]$ and $\phi_0 \in [0, 2\pi]$. The dependence of the average fidelities on the $\delta$ and $\epsilon$ is shown in Figure 5 and 6 for $k = 1, 5, 9$ in our scheme, which are plotted as solid-red, dash-dotted-green, and dashed-blue curves,
respectively. The same curve for the OSS-NHQC scheme is plotted in dotted-black.

As we can see from Figure 5, the T gate and S gate in our scheme are more robust against the detuning error $\delta$ than those in the OSS-NHQC scheme. But for Not gate and Hadamard gate, the robustness curves of OSS-NHQC scheme almost coincide with the $k = 1$ case, since their pulse envelopes are almost the same. The advantage in robustness for the T gate and S gate in our scheme can be explained in the framework of time-dependent perturbation theory, where the integrated perturbative effects are smaller because of the shorter evolution time. On the other hand, the curves with larger $k$ value in our scheme are more robust to the $\delta$. The reason may be that the pulses with larger $k$ have higher maximum $\Omega_m$, as we can see in Figure 4, therefore the perturbative effect of static detuning errors $\delta$ is smaller in contrast to $\Omega_m$.

Figure 5: (Color online) Dependence of the average fidelity on frequency detuning error for (a) T gate, (b) S gate, (c) Not gate, and (d) Hadamard gate.
Figure 6: (Color online) Dependence of the average fidelity on the Rabi error $\epsilon$ for (a) T gate, (b) S gate, (c) Not gate, and (d) Hadamard gate.

In order to further investigate the above inference on the robustness against $\delta$, we plotted the similar curves in Figure 7 for different maximum Rabi frequencies $\Omega_m = 2\pi \times 10$ MHz, $3\pi \times 10$ MHz, and $4\pi \times 10$ MHz while keep $k = 1$. These plots clearly show that the pulses with higher maximum $\Omega_m$ are more robust against $\delta$. That is to say, the robustness of pulses against the static detuning $\delta$ is dominated by $\Omega_m$. The higher $\Omega_m$, the more robust against $\delta$. 
As for the robustness against the Rabi error rate $\epsilon$, there are no significant difference for different $k$ values in our scheme, as well as those in the OSS-NHQC scheme, as shown in Figure 6. This is because that the Rabi error $\epsilon\Omega(t)$ defined here is as proportional to $\Omega(t)$, so the pulse envelop is irrelevant.

6. Discussion and Conclusion

In this work, we proposed a method to implement an arbitrary single qubit gate of geometric quantum computing in a single-shot manner in a three-level quantum system with the $\Lambda$ configuration. Comparing with the previous NHQC and GQC schemes whose paths are the orange-sliced shape on the Bloch sphere, our method realized a circular trajectory, which is the shortest in length. Under the condition of the parallel transport, the dynamical phase is removed, and we find that the Rabi
frequency $\Omega(t)$ and the detuning $\Delta(t)$ is proportional to each other by a constant value, which is determined by the geometric phase $\gamma$. This means that the central frequency $\nu(t)$ of the laser has to be time dependent for $\gamma \neq \pi$ in general. On the other hand, this relation also leads to a square pulse $\Omega(t) = \Omega_0$ if the detuning $\Delta$ is a constant, which is the case in Ref.[42]. In addition, our method reduces to the original NHQC scheme [13] in the limit of $\gamma = \pi$.

We parametrized the pulses based on the polynomial of parabolic function $\bar{a}(t)^{k+1}$, so that the cyclic evolution condition and the condition $\Omega(0) = \Omega(\tau) = 0$ are satisfied automatically. In order to meet the condition in eq.(39), smaller $k$ value implies shorter gate duration $\tau$, provided that the maximum of $\Omega(t)$ is fixed. And the lower bound of $\tau$ is determined by the square pulse in eq.(42). Generally, the gates duration with small $k$ value, e.g. $k = 1$, in our scheme are shorter than those in the previous work.

We also investigated the robustness of the pulses against the static detuning error $\Delta(t) \rightarrow \Delta(t) + \delta$ and the Rabi error $\Omega(t) \rightarrow \epsilon \Omega(t)$. Along with the OSS-NHQC scheme, three representative $k$ values ($k = 1, 5, 9$) in our scheme are chosen to obtain the pulses for T gate, S gate, NOT gate, and Hadamard gate. The quantum evolution is numerical evaluated by the Lindblad master equation for the superconducting qubit gates. The results show that the evolution with shorter duration is more robust against the static detuning error $\delta$, since the integrated perturbative effect is smaller. We also found that the pulses with larger $k$ values are more robust against the $\delta$. The reason behind this is that larger $k$ generates higher maximum $\Omega_m$, so the perturbative effect of $\delta$ is smaller in contrast. On the other hand, the pulses with different $k$ values are not sensitive to the Rabi error, because it is by definition proportional to the Rabi frequency $\Omega(t)$.

Our results clearly explain that how the pulses with fast evolution can be parametrized in the framework of non-adiabatic geometric quantum computing. This may open more possibilities to achieve more fast and robust quantum gates.
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