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Abstract—We propose an efficient method for designing broad beams with spatially flat array factor and efficient power utilization for cell-specific coverage in communication systems equipped with large antenna arrays. To ensure full power efficiency, the method is restricted to phase-only weight manipulations. Our framework is based on the discovered connection between dual-polarized beamforming and polyphase Golay sequences. Exploiting this connection, we propose several methods for array expansion from smaller to larger sizes, while preserving the radiation pattern. In addition, to fill the gaps in the feasible array sizes, we introduce the concept of $c$-complementarity that relaxes the requirement on zero side lobes of the sum aperiodic autocorrelation function of a sequence pair. Furthermore, we develop a modified Great Deluge algorithm (MGDA) that finds $c$-complementary pairs of arbitrary length, and hence enables broad beamforming for arbitrarily-sized uniform linear arrays. We also discuss the extension of this approach to two-dimensional uniform rectangular arrays. Our numerical results demonstrate the superiority of the proposed approach with respect to existing beam-broadening methods.
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I. INTRODUCTION

In spite of an entire list of new use cases—such as vehicle-to-vehicle, massive and critical machine-type communications—next-generation communication networks will remain being driven primarily by mobile broadband, demanding higher data rates. The corresponding radio interface, known as New Radio (NR), is currently being developed by the 3GPP forum [1]. The technology is planned to be deployed in the mm-wave bands to relax the requirements on backwards compatibility with the legacy LTE networks [2, Ch. 24]. After its initial successful deployment, NR is planned to gradually migrate to lower frequency bands and substitute LTE.

Due to the specifics of the mm-wave channels, which exhibit clustering into few strong propagation paths, operation in the mm-wave spectrum is coupled with significant propagation losses [3]. To circumvent the subsequent coverage problems, beamforming techniques can be utilized. Small wavelengths in the mm-wave band enable very large antenna arrays that allow for large beamforming gains, albeit being of practically feasible physical sizes. These gains can be used to successfully compensate for the extreme path and penetration losses at high frequencies. Nonetheless, provided that every antenna element has a dedicated radio-frequency chain, large-array architectures become impractical due to increased cost and energy consumption. Hence, hybrid beamforming has recently become an attractive solution preserving the gains of large arrays, while reducing the number of digital chains [4]. The technique combines beamforming in both digital baseband and analog domain using phase shifters.

User-specific beamforming is known to be an efficient means for increasing the signal-to-noise ratio (SNR) at the receiver of a particular piece of user equipment (UE) by focusing the radiated energy towards the latter (see Fig. 1a for an illustration). A common approach to beamforming involves utilization of excitation weights in a form of a discrete-Fourier-transform (DFT) vector which exhibits a number of beneficial features, such as maximum array gain, constant-modulus excitation weights and suitability for constructing precoding codebooks [5]. Meanwhile, in addition to the ability to focus energy at a particular UE with a narrow beam, it is also vital for a base station (BS) to be capable of forming broader beams to cover the entire cell with a desired level of radiation (see Fig. 1b). In LTE and NR, this might be particularly relevant for control and broadcast channels, such as Physical Downlink Control Channel (PDCCH) and Physical Broadcast Channel (PBCH), as well as cell-specific signals, such as Primary Synchronization Signal (PSS), Secondary Synchronization Signal (SSS) or Cell-specific Reference Signal (CRS). Apart from synchronization and initial access, broad beams might be of use for mobility, small-packet and low-latency transmission [6].

A broad beam, defined herein as an array’s radiation pattern whose half-power beamwidth (HPBW) is equal to that of the pattern of a single antenna element, seems a natural solution for efficient cell-specific transmission of broadcast and control information. In practice, typical values of element HPBW
range from $60^\circ$ to $90^\circ$, depending on the azimuth and elevation characteristics of the employed antenna elements. The design of broad beams using an entire antenna array is, however, rather problematic since direct enlargement of the array aperture leads to immediate beam shrinkage. Namely, even if individual antenna elements have an omnidirectional radiation pattern, the resulting pattern of the entire array gets narrower with increasing the number of elements. For example, an array with eight uniformly-radiating antenna elements, uniformly spaced half-wavelength apart and excited with the aforementioned DFT weights, produces a beam with HPBW of roughly $12.5^\circ$ which might be too narrow for cell-specific signaling. A typical three-sector deployment gives the angular sector width of $120^\circ$ which rather accommodates a set of roughly 10 such beams. Moreover, practical antenna systems employ a single power amplifier (PA) per antenna. Therefore, to efficiently utilize the available power resources, per-antenna power constraint should be satisfied. Hence, this paper aims at designing power-efficient broad beam as a broad beam that is produced by constant-modulus beamforming weights, thereby utilizing all the available power at each antenna.

Various beamshape optimization algorithms \cite{7, 8, 9} have been proposed to obtain broader beams. The downside with these approaches, though, is that variation in the amplitudes of the antenna excitation weights results in significant reduction in the output power due to poor utilization of the available PAs. An alternative approach—phase-only beamforming \cite{10, 11, 12}—enables partial broadening of the beam without introducing any variation in the weight amplitudes. However, as proven in \cite{7}, it is not possible to obtain a broad beam without the latter. Moreover, a perfectly broad beam is only achievable when a single antenna element (out of the entire array) is activated. Another method for broadcasting public information relies on performing a beam sweep over a set of available beams, also known as the grid-of-beams concept \cite{13}. The number of beams to consider can furthermore be reduced by exploiting orthogonal basis functions \cite{14}. Other approaches to common-signal broadcasting include random beamforming \cite{15}, space-time block coding \cite{16, 17} and multi-stream precoding schemes \cite{18, 19, 20} that exhibit omnidirectional sum power pattern over multiple resource blocks or streams. Nevertheless, these approaches typically do not guarantee a broad beam for single-layer transmission.

To tackle the latter problem, a technique called array-size-invariant (ASI) beamforming was recently introduced in \cite{21}. The proposed approach is based on the fact that modern antenna systems are naturally built to exploit a pair of orthogonal polarizations. This dual-polarized nature provides an additional degree of freedom for designing a radiation pattern purely by means of phase-only techniques, removing the limitations reported in \cite{7}. Utilizing this fact, the method of \cite{21} allows for achieving a range of beamwidths by arbitrarily large antenna arrays, while guaranteeing efficient PA utilization. Unfortunately, the proposed method is realizable only with arrays of specific sizes, namely arrays of size $M = 2^a$ in each dimension, where $a \in \mathbb{N}_0$ due to the successive doubling of array size lying in the core of the ASI method.

The present paper extends the existing ASI technique to arbitrarily-sized arrays. This is done by drawing a connection between the ASI beamforming and the concept of a complementary sequence pair introduced by Golay in \cite{22, 23}. The latter refers to a pair of sequences whose aperiodic autocorrelation functions (AACFs) add up to a Dirac delta. We show that the ASI excitation weights designed to produce broad radiation patterns for a uniform linear array are, in essence, a pair of complex-valued polyphase complementary sequences, applied per polarization. Similarly, for a uniform rectangular array, to obtain a broad beam, its excitation weights must be selected as a polyphase complementary array pair.

Although Golay sequences have been studied extensively over the years (see \cite{24, 25} and references therein), large gaps remain in the knowledge of the sequence lengths for which they exist (see \cite{26, 27} for available lengths for known binary and quaternary Golay pairs, respectively). Furthermore, not much is known about the sufficient conditions for a sequence pair to form a Golay complementary pair \cite{28}. Despite a lot of advances, only little is known about the lengths of polyphase Golay sequences. Most of the latest results are obtained via various numerical searches \cite{29, 30}. Unfortunately, though, no complex Golay sequences have been found so far for many practically relevant sequence lengths.

To address this gap, the present paper introduces the concept of $\epsilon$-complementarity which relaxes the Golay condition and allows for a certain level of side lobes of the sum AACF. This opens a door to efficient heuristics for finding weight vectors that provide “practically broad” beams with efficient power utilization. One such heuristic algorithm—modified Great Deluge algorithm (MGDA)—for designing broad beams by means of phase-only beamforming, is developed and presented herein. The proposed method enables the design of beams with various HPBW, up to that of an individual element. Since the method uses phase-only optimization, it is equally applicable to digital, analog and hybrid beamforming architectures.

This paper is organized as follows. Sec. \ref{sec:background} presents the system model and necessary background. Sec. \ref{sec:problemStatement} formulates the problem and reviews the state of the art. Next, Sec. \ref{sec:beamforming} draws a connection between broad beamforming and complementary sequences. In Sec. \ref{sec:evaluation} $\epsilon$-complementary sequences are introduced and an algorithm that enables broad phase-only beamforming for arbitrarily-sized linear arrays is presented. Then, in Sec. \ref{sec:generalization} we discuss the generalization of the solution to two-dimensional planar arrays. In Sec. \ref{sec:examples} we present numerical examples to validate and illustrate the findings. The conclusions are drawn in Sec. \ref{sec:conclusions} while the appendices present discussions on practical aspects of the broad-beam operation.

The following notation is used throughout the paper. Upper-case and lower-case boldface letters (e.g., $\mathbf{A}$ and $a$) denote matrices and column vectors, respectively. Hereafter, $(\cdot)\dagger$ denotes transpose, $(\cdot)^*$ denotes conjugate, $(\cdot)^H$ denotes Hermitian transpose, and $\text{Re}\{\cdot\}$ denotes the real part of the argument. Moreover, $\delta(\cdot)$ denotes the Kronecker delta. Matrix $\mathbf{E}_{M}$ denotes the $M \times M$ exchange matrix, containing ones on the anti-diagonal and zeros everywhere else. The Kronecker product of two matrices $\mathbf{A}$ and $\mathbf{B}$ is denoted as $\mathbf{A} \otimes \mathbf{B}$, while the Hadamard product is denoted as $\mathbf{A} \odot \mathbf{B}$. The trace of a matrix $\mathbf{A}$ is denoted as $\text{tr}\{\mathbf{A}\}$, while $\text{vec}(\mathbf{A})$ denotes the vectorization.
operation, stacking the columns of $A$ into a large vector. Finally, $\mathcal{U}(a, b)$ denotes the uniform distribution within interval $[a, b]$.

II. SYSTEM CONFIGURATION

Consider a base station (BS) that serves a sector with downlink common-signal transmission. The BS is equipped with an antenna array for the purpose of increased capacity and coverage. Typical array configurations utilized in practice are a one-dimensional linear array and a rectangular planar array. The necessary background on dual-polarized beamforming for these two array configurations is presented in the remainder of the present section.

A. Uniform Linear Array

Assume that a BS is equipped with an array of $M$ identical radiating elements, as depicted in Fig. 2a. The antenna array has a line topology and the antenna elements are placed along the $y$-axis and spaced $d_y$ wavelengths apart from each other. Such an array configuration is referred to in the literature as a uniform linear array (ULA) [31, Ch. 22]. The individual elements adopted in typical modern antenna systems are dual-polarized—or cross-pole—antennas [32, Sec. 4.5.2]. Dual-polarized beamforming enables several benefits: co-locating more antennas at the same facility, utilization of polarization diversity schemes, as well as providing additional degrees of freedom for beam synthesis [33].

Each cross-pole element consists of two antenna ports with identical radiation patterns and orthogonal polarizations (e.g., vertical-horizontal or slanted ±45°), referred to as polarizations $A$ and $B$ hereafter (vide Fig. 2a). Thus, virtually, there are $2M$ antenna ports, and the ULA is excited with a pair of per-polarization vectors, yielding separate radiation patterns in each polarization. The polarization properties of the underlying antenna ports are modeled according to the angle-invariant model (also known as the 3GPP Model-2) [34, Sec. 7.1.1].

Following the IEEE standard [35], we define the radiation pattern as follows.

**Definition 1** (Radiation power pattern). The total radiation power pattern of an antenna array is referred to as the spatial distribution of the power of the total electric field generated by the antenna array. Furthermore, the partial radiation power pattern of an antenna array for a given polarization is referred to as the spatial distribution of the radiated electric-field power corresponding to that particular polarization.

Consider a ULA with $M$ cross-pole antennas, depicted in Fig. 2a alongside the adopted coordinate system. The antenna ports are excited with complex-valued weights $w_{A,m}$ and $w_{B,m}$ for $m \in \{1, \ldots, M\}$, at respective polarizations. Due to the practical per-antenna power constraint and with aim of efficient PA usage, all the available power per antenna should be utilized. Therefore, the excitation weights are restricted to have fixed modulus. Without loss of generality, we consider unimodular excitations, i.e., $|w_{A,m}| = |w_{B,m}| = 1$, $\forall m \in \{1, \ldots, M\}$. Consider the electric field radiated by the ULA; in the rotated $(A, B)$-basis it is given by a vector

$$e(\phi, \theta) = \begin{bmatrix} w_A^{T}a(\psi) \\ w_B^{T}a(\psi) \end{bmatrix} E_0(\phi, \theta),$$

where $E_0(\phi, \theta)$ is the electric field radiated by a single cross-pole, assumed identical for both polarizations, and $a(\psi)$ is the steering vector of the ULA given by a Vandermonde vector

$$a(\psi) = \begin{bmatrix} 1 \\ e^{j\psi} \\ \ldots \\ e^{j(M-1)\psi} \end{bmatrix} \in \mathbb{C}^M,$$

where, for a horizontal ULA (with cross-poles along the $y$-axis), the relative phase shift reads

$$\psi(\phi, \theta) \triangleq 2\pi d_y \sin \theta \sin \phi. \tag{3}$$

A receiver, thus, observes the superposition of the fields radiated at both polarizations. Because a typical UE employs two antennas operating on two orthogonal polarizations, the UE is able to pick all the energy across the polarizations. It is furthermore assumed that the UE antennas have equal gains and orthogonal polarizations in all directions.

To counteract performance losses due to unknown orientation of the UE and unknown, due to the impact of the radio channel, polarization at the UE antennas, diversity reception has become conventional for UE receivers. For instance, the maximum-ratio combining (MRC) is a widely used scheme which combines the powers from the different receiver antennas. This is equivalent to seeing at the receiver end a single beam whose polarization state is varying with the observation angle.

When applying the MRC operation, the receiver sees the

1It should be noted that for the sake of presentation simplicity, all the irrelevant terms, such as constants, dependencies on time and actual observation radius, have been omitted in the equations hereafter.

2Note that this clearly is an idealistic assumption. However, the effect of non-ideal receiver antennas would be a form of polarization mismatch, a phenomenon that also exists for conventional single-polarized beamforming with non-ideal receivers.

---

Fig. 2: One- and two-dimensional dual-polarized arrays.

(a) Uniform linear array. (b) Uniform rectangular array.
The total radiation power pattern

\[ G(\phi, \theta) = |A(\phi, \theta)|^2 G_0(\phi, \theta), \]

\[ G_0(\phi, \theta) = |E_0(\phi, \theta)|^2 \]

is the element power pattern and is the power-domain array factor of the dual-polarized ULA. For a pair of orthogonal polarizations \((A, B)\) the latter can be expressed as

\[ |A(\phi, \theta)|^2 = \left| w_A^T a(\psi) \right|^2 + \left| w_B^T a(\psi) \right|^2. \]

Note that the steering vector in Eq. (2) can be multiplied by an arbitrary constant-modulus complex number, which would correspond to a fixed phase shift or time delay of the transmission at each antenna of the array, having no impact on its power characteristics.

### B. Uniform Rectangular Array

In the two-dimensional case, where the antenna elements are placed on a rectangular grid, the array is referred to as a uniform rectangular array (URA) [31, Ch. 22]. For example, the antenna array at the BS can be formed by \( M \) columns with \( N \) antennas each. The excitation weights in this scenario are formed by a pair of matrices \((W_A, W_B)\) of corresponding sizes. When applied to a URA, the weights produce a three-dimensional radiation pattern, which is factorized similarly to that of a ULA (5). Thus, the power-domain array factor reads

\[ |A(\phi, \theta)|^2 = \left| \text{tr} \left\{ W_A^T A(\psi, \phi) \right\} \right|^2 + \left| \text{tr} \left\{ W_B^T A(\psi, \phi) \right\} \right|^2, \]

where \( A(\psi, \phi) \) is the steering matrix of the array given by

\[ A(\psi, \phi) = a_y^T(\psi, \phi) \otimes a_z(\psi, \phi) \in \mathbb{C}^{N \times M}, \]

that is, a combination of steering vectors for both dimensions

\[ a_y(\psi, \phi) = [1, e^{j\psi_y(\phi, \theta)}, \ldots, e^{j(M-1)\psi_y(\phi, \theta)}]^T \in \mathbb{C}^{M}, \]

\[ a_z(\psi, \phi) = [1, e^{j\psi_z(\phi, \theta)}, \ldots, e^{j(N-1)\psi_z(\phi, \theta)}]^T \in \mathbb{C}^{N}. \]

Here the relative phase shifts are defined as

\[ \psi_y(\phi, \theta) \triangleq 2\pi d_y \sin \theta \sin \phi, \quad \psi_z(\phi, \theta) \triangleq 2\pi d_z \cos \theta. \]

### III. Broad Beam Design

This section discusses the problem of designing broad beams and reviews the state-of-the-art approaches. Before formulating the problem of broad-beam design, we first formally define the broad beam concept as follows.

**Definition 2 (Broad beam).** A broad beam is referred to as the total radiation pattern whose power-domain array factor is spatially flat, i.e.,

\[ |A(\phi, \theta)|^2 = \text{const}, \quad \forall \phi, \theta. \]

In addition to the above, the beams of interest also incorporate the power efficiency requirement.

**Definition 3 (Power-efficient broad beam).** A power-efficient broad beam is referred to as the broad beam according to

\[ \omega_{AT} = \arg \min_{\omega \in \mathcal{W}} \left\{ \frac{M \max_m |w_m|^2}{||\omega||^2} \right\}, \]

\[ \omega_{AT} \] produced by excitation weights \( w_A \) and \( w_B \) that are unimodular, i.e., \( |w_A, m| = |w_B, m| = 1 \), \( \forall m \in \{1, \ldots, M\} \).

Considering the above, the main problem tackled in this paper can be formulated as follows:

Find proper unimodular excitation weights whose total radiation pattern’s HPBW is as broad as that of a single element’s radiation pattern.

Unfortunately, it is not possible to obtain the desired weights by conventional beamforming methods. In fact, the width of the beam produced by an antenna array, using conventional beamforming methods, is inversely proportional to the aperture size of the array (unless amplitude taper is applied). Consider, for example, a conventional approach, utilized in both LTE and NR, based on exciting the ULA with a DFT vector, picked from a codebook of precoders (see, e.g., [2, Ch. 10]). Such a beamformer is given by a linear phase front with certain pointing azimuth angle \( \phi_0 \) (for a horizontal array), i.e.,

\[ w_{\text{DFT}} = [1, e^{-j\psi_0(\phi, \theta)}, \ldots, e^{-j(M-1)\psi_0(\phi, \theta)}]^T \in \mathbb{C}^M \]

at both orthogonal polarizations. The shape of such a DFT beam is determined by the parameters of the ULA and is described by a Dirichlet kernel [36, Ch. 2]

\[ D(\phi, \theta) = \frac{\sin \left[ \frac{M}{2} \pi d_y \sin \theta (\sin \phi - \sin \phi_0) \right]}{\sin \left[ \frac{\pi}{2} \pi d_y \sin \theta (\sin \phi - \sin \phi_0) \right]} \]

As the number of antennas, \( M \), grows large, and provided that \( |\phi - \phi_0| < \pi \), the Dirichlet kernel above tends to a Dirac delta function in \( \phi \). That is, the HPBW of a DFT beam inevitably reduces as the size of the ULA increases, focusing the radiated energy in a given angular direction.

### A. Existing Approaches to Broad Beamforming

Even though the above beamforming method can be beneficial for the UE-specific transmission in a cellular system, increasing the SNR of a given UE, in order to broadcast control information to all the UEs within a sector one needs to be able to form a broader beam. As an extreme, one could aim at obtaining a pattern of the same HPBW as that of a radiation pattern of an individual element. Below we review a few representative beamforming approaches to this task.

1) **Amplitude tapering**: One way to broaden the beam is to allow for the optimization of the amplitudes of the excitation weights. Unfortunately, any variation in the weight amplitudes leads to power loss due to the inefficient utilization of the available PAs. Moreover, in [7], it was proven that for a given polarization the only solution that guarantees angle-independent array factor is the transmission from a single element of the array. This solution is clearly impractical due to its wasteful utilization of the available power.

To overcome the above issue, the approach of [7] allows for an angular fluctuation of the power-domain array factor, \( e(\phi) \), while minimizing the peak-to-average-power ratio, i.e.,

\[ w_{AT} = \arg \min_{\omega \in \mathcal{W}} \left\{ \frac{M \max_m |w_m|^2}{||\omega||^2} \right\}, \]
over a set of weights ensuring that the fluctuation of the array factor is bounded by $\epsilon(\phi)$, viz.,

$$\mathcal{W} = \left\{ w : \left| w^T a(\phi) \right|^2 = M \left[ 1 + \epsilon(\phi) \right], \forall \phi \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \right\}.$$ (14)

By choosing a bounded error function, e.g., $\epsilon(\phi) = \zeta \cos 2\phi$, where $\zeta$ is a tolerance level, and sweeping over all solutions to a polynomial equation, one obtains an omnidirectional beam with a small level of beam ripple.

Nevertheless, in spite of achieving a spatially flat array factor, the solution proposed in [7] exhibits variations in the amplitudes of the excitation weights. As discussed before, this inevitably leads to poor PA utilization and subsequent power losses. For example, a loss of 8 dB due to amplitude taper was reported in [2] for a ULA with $M = 128$ antennas. Hence, even though this beam is broad, it is not power-efficient according to Def. [3].

2) *Phase tapering:* As an alternative to the above approach, one could turn to phase-only beamforming. For instance, a practical method for beam broadening was proposed in [12]. The main idea lies in applying a broadener function $f_m(p,c)$ on a base DFT weight vector [11]. For an $M$-antenna ULA, the phase-tapering weights are chosen according to

$$w_{\text{PT}} = w_{\text{DFT}} \odot \left[ e^{j f_1(p,c)}, \ldots, e^{j f_M(p,c)} \right]^T,$$ (15)

where the broadener function is given by

$$f_m(p,c) = 4\pi c \left( \left\lfloor \frac{2m - M - 1}{2(M - 1)} \right\rfloor \right)^p,$$ (16)

for all $m \in \{1, \ldots, M\}$. Parameters $(p,c)$ allow for further optimization of the beam shape given an immediate objective. Although the above solution achieves certain level of beam broadening, we recall that [7] has proven that for a given polarization it is impossible to construct a broad beam by means of phase-only tapering. Indeed, even though this beam is power-efficient, it is not broad according to Def. [2].

3) *Array-size invariant beamforming:* To circumvent the shortcomings of the above solutions, the ASI beamforming approach was proposed in [21], providing a means of creating beams of controllable width. The basic underlying principle lies in the exploitation of the additional degrees of freedom coming from the utilization of polarization inherent to the dual-polarized beamforming [33]. Namely, a dual-polarized antenna array at the transmitter allows the creation of a total power radiation pattern whose polarization state varies with the observation angle. Two orthogonally polarized antennas at the receiver can then pick up all the power of the total beam across both the polarizations. Remarkably, the aforementioned extra degrees of freedom can be utilized for efficient design of various beam shapes [33].

The main technique of [21], referred to as array expansion, is based on successive doubling of the size of an array, while preserving its radiation pattern. Suppose that a dual-polarized ULA with $M$ antennas—referred to as a protoarray—has been designed to have some desired total radiation pattern. The beamforming weights of the protoarray are given by two per-polarization vectors $w_{P,A}$ and $w_{P,B}$. The main task of the array expansion is to design a companion array (with beamforming weights $w_{C,A}$ and $w_{C,B}$), which is appended to the protoarray, to form an expanded array of size $2M$ preserving the shape of the protoarray's pattern. The companion array shall, thus, have the same topology and same type of elements as the protoarray.

According to [21], an expanded array with weights

$$w_A = [w_{C,A}, w_{P,A}]^T, \quad w_B = [w_{P,B}, w_{C,B}]^T,$$ (17)

preserves the radiation pattern of the protoarray, provided that the companion array is excited with

$$w_{C,A} = -E_M w_{P,B}, \quad w_{C,B} = E_M w_{P,A}.$$ (18)

The choice of weights for the companion array in (18) leads to radiated electric fields of the subarrays being orthogonal regardless of the observation angle. In this way, the beams add up incoherently and the effective beam does not get narrower.

If the radiation pattern of the protoarray is broad and power efficient, according to Def. [3], so is the pattern of the expanded array. Furthermore, the above expansion procedure can be applied recursively $k$ times (i.e., $k$-fold expansion), increasing the size of the expanded array to $2^k M$.

It is also noteworthy that the procedure is directly related to the Alamouti beamforming [37]. Namely, it assures that the dual-polarized elements of the protoarray and its companion array are pair-wise conjugated in the Alamouti fashion:

$$w_{C,A,m} = -w_{P,B,M-m+1}, \quad w_{C,B,m} = w_{P,A,M-m+1}. \quad (19)$$

In digital communications, this principle is known as time-reversal Alamouti space-time coding, and it has been utilized in multi-carrier communication systems [38], [39].

**IV. POWER-EFFICIENT BROAD BEAMS FOR ARBITRARY-SIZED ARRAYS**

The aforementioned ASI beamforming [21] relies on successive doubling of the ULA, thereby providing means to design pattern-preserving weights for ULAs with sizes $M = 2^a D$, where $a \in \mathbb{N}_0$ and $D$ is the size of the protoarray. Practical arrays, however, oftentimes feature other sizes, and hence there is a need to generalize this method to accommodate all the moderate integer sizes. The remainder of the section aims at filling this gap by providing a solution to the problem of broad-beam design for ULAs of arbitrary size.

**A. Golay Sequences**

We start with identifying the similarity between the desired excitation-weight vectors and the so-called Golay complementary sequence pairs that were introduced by Golay in his seminal work [22] related to infrared spectrometry. To describe the concept of Golay sequences, we first need to define the following function.

**Definition 4 (AACF).** Let $u \triangleq [u_1, u_2, \ldots, u_M]^T \in \mathbb{C}^M$ be a sequence/vector of complex unit-norm values. Its aperiodic...
autocorrelation function (AACF) is defined as

$$R_u(\tau) = \begin{cases} \sum_{m=1}^{M-\tau} u_m u_{m+\tau}, & 0 \leq \tau \leq M-1, \\ \sum_{m=1}^{M+\tau} u_m u_{m-\tau}, & -M+1 \leq \tau < 0, \\ 0, & \tau \notin (-M, M). \end{cases} \quad (20)$$

Based on the above definition, complex-valued Golay complementary sequences \[40\], \[41\] are defined as follows.

**Definition 5** (Golay sequence pair). A pair of unimodular sequences \((u, v)\) is said to form a Golay complementary pair if it holds that

$$R_u(\tau) + R_v(\tau) = 2M\delta(\tau). \quad (21)$$

Furthermore, a sequence \(u \in \mathbb{C}^M\) that forms a Golay pair with another sequence \(v \in \mathbb{C}^M\) is called a Golay sequence.

The original complementary sequences proposed in \[23\] were binary, viz., \(u_m \in \{\pm 1\}, \forall m\). These are often referred in the literature to as “real” Golay sequences. At the same time, the concept can be generalized to larger alphabets. For instance, if it holds that \(u\) is a Golay sequence pair of length \(M\), it is known that binary Golay sequences exist for lengths \(M\), \[28\].

**Proposition 1.** For a dual-polarized ULA, condition \[10\] is fulfilled if the pair of per-polarization beamforming vectors \((w_A, w_B)\) is chosen as a Golay complementary sequence pair.

**Proof:** Let \(S_u(f)\) be the power spectral density (PSD) of a function whose discrete values are given by sequence \(u\). It is known that the PSD is connected to the AACF \[20\] through the Wiener-Khintchine transform \[51\], Ch. 5.

$$S_u(f) = \sum_{\tau=-M+1}^{M-1} R_u(\tau) e^{-i2\pi f \tau}. \quad (22)$$

Hence, due to the particular form of the sum-AACF of a Golay complementary pair of sequences \((u, v)\), implies that their power spectra add up to a constant, i.e.,

$$S_u(f) + S_v(f) = 2M. \quad (23)$$

Since the per-polarization radiation field patterns of a ULA, excited with weights \(w_A\) and \(w_B\), are spatial Fourier transforms of the weights sequences, we have

$$S_{w_A}(\psi) + S_{w_B}(\psi) = 2M. \quad (24)$$

Therefore, condition \[10\] is equivalent to dual-polarized beamforming with a pair of excitation vectors \((w_A, w_B)\) being a (polyphase) Golay complementary pair.

The above result shows that to obtain weights forming a power-efficient broad beam one needs to find a pair of complementary sequences of corresponding length. The following proposition provides a recursive construction for designing larger broad-beam weight vectors from smaller ones, thereby extending the set of known ASI beamforming vectors \[31\].

**Proposition 2.** Assume that a protoarray of size \(M\) excited with beamforming weights \((w_{PA}, w_{PB})\) produces a desired radiation pattern. Furthermore, let \((u, v)\) be a polyphase Golay sequence pair of length \(N\). Then the expanded array of size \(2NM\) with excitation vectors

$$w_A = \begin{bmatrix} u \\ -v \otimes (E_M w_{PB}^*) \end{bmatrix}, \quad w_B = \begin{bmatrix} u \\ v \otimes (E_M w_{PA}^*) \end{bmatrix} \quad (25)$$

preserves the radiation pattern of the protoarray.

**Proof:** Consider the antenna array obtained in \[25\]. It consists of two parts, each excited with a pair of per-polarization weight vectors given by

$$w_{1A} = u \otimes w_{PA}, \quad w_{1B} = u \otimes w_{PB}, \quad (26)$$

$$w_{2A} = -v \otimes E_M w_{PB}^*, \quad w_{2B} = v \otimes E_M w_{PA}^*. \quad (27)$$

The electric-field vector of the expanded array is the superposition of the fields of its two parts

$$e(\phi, \theta) = e_1(\phi, \theta) + e_2(\phi, \theta) \quad (28)$$

where the steering vector for the expanded array is given by

$$a(\psi) = [a_1(\psi)^T, a_2(\psi)^T]^T \quad (30)$$

$$= [1, e^{j(\psi, \phi)}, \ldots, e^{j(2(NM-1)\psi, \phi)}]^T \in \mathbb{C}^{2NM}, \quad (31)$$
with \( a_1(\psi) \) and \( a_2(\psi) \) being the steering vectors of the two subarrays. Performing the MRC operation at the receiver on the two field components, we get the total radiation pattern as

\[
G(\phi, \theta) = e^H(\phi, \theta) e(\phi, \theta)
\]

\[
= ||e_1(\phi, \theta)||^2 + ||e_2(\phi, \theta)||^2
+ 2 \text{Re} \left\{ e_1^H(\phi, \theta) e_2(\phi, \theta) \right\}.
\]

(33)

First, consider the inner product

\[
e_1^H(\phi, \theta) e_2(\phi, \theta)
= \left[ a_1^H(\psi) w_{1, A}^T a_2(\psi) + a_1^H(\psi) w_{1, B}^T a_2(\psi) \right] G_0(\phi, \theta)
\]

\[
= \left[ -a_1^H(\psi) \left( u^* v^T \right) \otimes (w_{P, A}^H E_M) a_2(\psi) + a_1^H(\psi) \left( u^* v^T \right) \otimes (w_{P, B}^H E_M) a_2(\psi) \right] G_0(\phi, \theta)
= 0.
\]

(34)

Thus, the last term in (33) disappears and the radiated electric fields of the two subarrays add up incoherently at the receiver. Therefore, we have

\[
G(\phi, \theta) = ||e_1(\phi, \theta)||^2 + ||e_2(\phi, \theta)||^2
\]

\[
= G_0(\phi, \theta) \left| \left( u \otimes w_{P, A} \right)^T a_1(\psi) \right|^2 + \left| \left( u \otimes w_{P, B} \right)^T a_1(\psi) \right|^2
+ \left| \left( v \otimes w_{P, A} E_M \right)^T a_2(\psi) \right|^2 + \left| \left( v \otimes w_{P, B} E_M \right)^T a_2(\psi) \right|^2.
\]

(37)

Next, we note that the array factor of the first part of the array, \( a_1(\psi) \), can be rewritten as

\[
a_1(\psi) = a_M(M\psi) \otimes a_P(\psi),
\]

(38)

where \( a_M(M\psi) \) is the array factor of a ULA of \( N \) elements separated by \( M \) wavelengths apart. Using this, as well as the facts that \( a_2(\psi) = e^{iM\psi} a_1(\psi) \) and

\[
E_M a_P(\psi) = e^{i\psi(M-1)} a_P(\psi),
\]

(39)

after regrouping the terms in (37), we get

\[
G(\phi, \theta) = \left( \left| u^T a_M(M\psi) \right|^2 + \left| v^T a_M(M\psi) \right|^2 \right)
\times \left( \left| w_{P, A}^T a_P(\psi) \right|^2 + \left| w_{P, B}^T a_P(\psi) \right|^2 \right) G_0(\phi, \theta).
\]

(40)

Next, \((u,v)\) being a complementary pair, Prop. 1 yields

\[
G(\phi, \theta) = 2 N G_P(\phi, \theta).
\]

(41)

Hence, the pattern of the entire array is a scaled version of the protoarray’s pattern, meaning that the latter is preserved during the expansion.

It is interesting to note that (40) represents the pattern multiplication property for a nested array, consisting of subarrays that can be treated as virtual antenna elements. Weights \((u,v)\) could thus be referred to as expanders for the protoarray weight pair \((w_{P, A}, w_{P, B})\), preserving the pattern produced by the latter. Moreover, if weights \((w_{P, A}, w_{P, B})\) also form a complementary pair, the entire pattern becomes

\[
G(\phi, \theta) = 4 N M G_0(\phi, \theta),
\]

(42)

hence forming a beam as broad as the element pattern. Note also that the proposed construction constitutes a generalization of the ASI method presented in [21], the latter being a particular case of \( u = v = 1 \). Also, similarly to [33], this array enlargement can be conducted recursively, generalizing to \( k \)-fold expansion.

If a Golay pair cannot be constructed from pairs of shorter lengths, the former is referred to as a kernel Golay pair [52].

Using the above constructions and a list of known quaternary Golay kernels [29, Sec. 4] it is possible to expand a protoarray of size \( D \) to lengths \( M = 2^{x+y+1}3^y 5^x 11^d 13^c D \), where \( f \leq c + e, b + c + d + e \leq a + 2f + 1, a, b, c, d, e \in \mathbb{N}_0 \), while preserving its pattern. And if the latter is a power-efficient broad beam, so will be the pattern of the entire array.

Although the list of known Golay sequences is rather extensive (see [28, Tab. 2]), it is not complete. There are gaps in the lengths of known Golay sequences already for moderate, practically relevant, antenna array sizes, e.g., \( M \in \{7, 9, 14, 15, 17, 19, 21\} \). Furthermore, general sufficient conditions for a pair of sequences to be a Golay pair remain unknown to date. Thus, it is of great interest to find polyphase Golay sequences for the missing lengths.

V. Search for New Complementary Sequences

Clearly, to fill the aforementioned gaps, one has to go beyond the quaternary alphabet and consider general polyphase sequences. Unfortunately, though, it is unclear how to search for polyphase sequences. Because the entire unit circle is considered as an alphabet, it is quite difficult to conduct an exhaustive search. The complexity of such a search would grow exponentially with the sequence length, as well as with the quantization granularity of interest. Notably, unsuccessful searches for octernary sequences of lengths 7 and 9 were reported in [30]. Also, certain results on hexternary Golay sequences are available in [28].

A. \( \epsilon \)-Complementary Sequences

In contrast to an exhaustive search, here we take a different route in this paper, addressing the problem by means of stochastic optimization. For that purpose, similarly to [17], we relax the requirements on spatially flat array factor in (10) by introducing certain angular fluctuation. From the complementarity viewpoint, this is equivalent to allowing for a certain level of imperfection in the sum AACF for the sequence pair of interest. Let us define the following concept.

**Definition 6** (\( \epsilon \)-complementary pair). A pair of unimodular sequences \((u,v)\) is called an \( \epsilon \)-complementary pair if the following holds

\[
|R_u(\tau) + R_v(\tau)| \leq \epsilon, \quad \forall \tau \neq 0,
\]

where \( \epsilon \) is some small tolerance threshold on the level of side lobes of the sum AACF.
When ε-complementary sequences are used for beamforming, property [43] translates into a certain amount of ripple in the sum power spectra. However, the level of the ripple is guaranteed to be limited. This relaxation enables the usage of various heuristics to obtain beams practically indistinguishable from broad beams.

B. Modified Great Deluge Algorithm

To find the said ε-complementary sequence pairs we next develop a corresponding heuristic algorithm. Our starting point is the Great Deluge algorithm (GDA), invented by Dück in [53], and successfully applied for numerical searches for polyphase Barker sequences [54]. The GDA has been shown to outperform other popular stochastic-optimization algorithms, such as simulated annealing [55] and threshold accepting [56] for certain classes of optimization problems [53].

Herein, we propose the modified GDA (MGDA) algorithm, adapted to operation with a pair of polyphase sequences. The aim of the proposed MGDA is to optimize the phases of two phase sequences \( \mathbf{v}_u \triangleq [\mathbf{v}_{u,1}, \ldots, \mathbf{v}_{u,M}]^T \) and \( \mathbf{v}_v \triangleq [\mathbf{v}_{v,1}, \ldots, \mathbf{v}_{v,M}]^T \), minimizing the level of side lobes of their sum AACF. The phases are related to the sequences through

\[
u_m = e^{j\phi_{u,m}}, \quad v_m = e^{j\phi_{v,m}}, \quad \forall m \in \{1, \ldots, M\}.
\]

For later convenience, we define the combined vector of phases, stacking the phase vectors on top of each other, \( \mathbf{v} \triangleq [\mathbf{v}_u^T, \mathbf{v}_v^T]^T \in [0, 2\pi)^{2M} \).

The objective of the MGDA is the maximization of a certain utility function associated with the given phase vector, which can be formulated as follows

\[
\text{maximize} \quad U(\mathbf{v}) \quad\text{subject to} \quad \mathbf{v} \in [0, 2\pi)^{2M},
\]

where \( U(\mathbf{v}) \) is a utility function accounting for the side lobe level. To satisfy (43), we select

\[
U(\mathbf{v}) = -\max_{\tau \in \{-M+1, \ldots, -M-1\}} \{ |R_u(\tau) + R_v(\tau)| \}.
\]

Ideally, the side lobes of the sum AACF should vanish altogether (i.e., \( U(\mathbf{v}) = 0 \)), as a result of the optimization. However, keeping their level within some tolerance interval \( \epsilon \) around zero might suffice for practical beamforming purposes.

The implementation details of the proposed MGDA are summarized in Alg. 1. The corresponding stochastic optimization process describes the movement of a current state point over a landscape formed by the utility function. In contrast to gradient ascent, which may move only uphills, Alg. 1 is allowed to move the current state both uphills and downhill, as long as it is above a certain water level. This prevents the MGDA from being quickly stuck at a local maximum. During the optimization, the water level keeps increasing, forcing the algorithm to escape into areas of higher utility, and eventually end up near a (hopefully global) maximum.

The implementation of the above principle is done by increasing each phase \( \phi_i \) by a corresponding increment value \( \Delta \phi_i \). Then, the resulting value of the utility function is examined. If the utility value is above the water level, the new state is accepted and the next phase is altered; otherwise, the phase step is taken in the opposite direction and the corresponding utility value is compared to the water level. If no increase is accepted in any of the directions, the step size is decreased by a factor \( \alpha < 1 \) and the procedure is repeated until an eligible step is accepted.

In addition to the above, large-scale exploration is added to the algorithm. Namely, we track whether the number of unsuccessful alternations is greater than a certain number \( d_{\text{max}} \). If so, the system takes a large step to a new random configuration, and the entire process restarts. The algorithm is terminated when the utility function reaches the neighborhood of the known optimum, \( U(\mathbf{v}) = 0 \), as determined by the adopted tolerance level \( \epsilon \).

For the sake of illustration, Fig. 3a plots the imperfect sum-AACF and the power-domain array factor of an ε-complementary pair of beamforming vectors of size \( M = 9 \), obtained by means of Alg. 1. It can be seen from the figure

---

**Algorithm 1** Proposed MGDA for searching for polyphase ε-complementary sequence pairs.

**Require:** Rain intensity \( V > 0 \), phase scaling factor \( \alpha \in (0, 1] \), tolerance threshold \( \epsilon > 0 \), maximum number of unsuccessful steps \( d_{\text{max}} \).

1. Initiate phase vector \( \mathbf{v} \sim U[0, 2\pi)^{2M}]. 
2. Initiate phase increments vector \( \Delta \mathbf{v} \sim U[0, 2\pi)^{2M}]. 
3. Set the water level: \( \lambda \leftarrow U(\mathbf{v}) \).
4. Initialize the number of unsuccessful steps: \( d \leftarrow 0 \).

// Zooming-in local exploration

5. **while** \( U(\mathbf{v}) > \epsilon \) **do**
6. **for** \( i = 1 \rightarrow 2M \) **do**
7. **while** \( U(\mathbf{v}) < \lambda \) **do**
8. Increment phase: \( \phi_i \leftarrow \phi_i + \Delta \phi_i \).
9. **if** \( U(\mathbf{v}) \geq \lambda \) **then**
10. Accept the new phase \( \phi_i \).
11. **else**
12. Step backwards: \( \phi_i \leftarrow \phi_i - \Delta \phi_i \).
13. **if** \( U(\mathbf{v}) \geq \lambda \) **then**
14. Accept the new phase \( \phi_i \).
15. **else**
16. Scale down the step size: \( \Delta \phi_i \leftarrow \alpha \Delta \phi_i \).
17. **end if**
18. **end if**
19. **end while**
20. **end for**

// Flooding
21. Increase the water level: \( \lambda \leftarrow \lambda + V \).
22. **if** \( d \geq d_{\text{max}} \) **then**
23. Scale up the random step size: \( \Delta \mathbf{v} \sim U[0, 2\pi)^{2M}]. 
24. Jump to a new neighborhood: \( \mathbf{v} \leftarrow \mathbf{v} + \Delta \mathbf{v} \).
25. Reset the water level: \( \lambda \leftarrow U(\mathbf{v}) \).
26. Reset the number of unsuccessful steps: \( d \leftarrow 0 \).
27. **end if**
28. **end while**
29. **return** Optimized phase vector \( \mathbf{v} \).
the next page, where \( u_{n,m} \) denotes the \((n,m)\)th entry of a matrix \( U \).

Based on the above, a two-dimensional complementary array pair is defined as follows [57].

**Definition 8** (Golay array pair). A pair of unimodular arrays \((U, V)\) is called a Golay complementary array pair if the following holds

\[
R_U(\tau_n, \tau_m) + R_V(\tau_n, \tau_m) = 2NM \delta(\tau_n, \tau_m). \tag{48}
\]

Moreover, an array \( U \in \mathbb{C}^{N \times M} \) that forms a Golay pair with another array \( V \in \mathbb{C}^{N \times M} \) is referred to as a Golay array.

Given a URA size, finding a complementary pair of arrays provides excitation matrices that produce a broad beam. Below, we present several recursive constructions for such arrays.

### A. ULA to URA Expansion

First, we provide a construction of a two-dimensional array from a ULA. Having constructed a linear protoarray with a broad beam, we can expand it to form a URA that preserves its pattern.

**Proposition 3.** Assume that a one-dimensional protoarray of size \( M \), excited with beamforming weights \((w_{P,A}, w_{P,B})\), produces a desired radiation pattern. Furthermore, let \((u, v)\) be a polyphase Golay sequence pair of length \( N \). Then the expanded two-dimensional array with excitation weight matrices given either by

\[
W_A = \begin{bmatrix} uw_{P,A}^T \cr -vw_{P,B}^T \end{bmatrix}E_M \in \mathbb{C}^{2N \times M}, \tag{49a}
\]

\[
W_B = \begin{bmatrix} uw_{P,B}^T \cr vw_{P,A}^T \end{bmatrix}E_M \in \mathbb{C}^{2N \times M}, \tag{49b}
\]

or, alternatively, by

\[
W_A = \begin{bmatrix} uw_{P,A}^T \cr -vw_{P,B}^T \end{bmatrix}E_M \in \mathbb{C}^{N \times 2M}, \tag{50a}
\]

\[
W_B = \begin{bmatrix} uw_{P,B}^T \cr vw_{P,A}^T \end{bmatrix}E_M \in \mathbb{C}^{N \times 2M} \tag{50b}
\]

preserves the radiation pattern of the protoarray.

**Proof:** The proof is similar to that of Prop. [2]. The details are skipped for brevity. In a nutshell, we show that

\[
G(\phi, \theta) = \left( |u^T a_z(\psi_z)|^2 + |v^T a_z(\psi_z)|^2 \right) \times \left( |w_{P,A}^T a_P(\psi_y)|^2 + |w_{P,B}^T a_P(\psi_y)|^2 \right) G_0(\phi, \theta), \tag{51}
\]

The pair \((u, v)\) being a complementary pair, we obtain

\[
G(\phi, \theta) = 2N G_0(\phi, \theta), \tag{52}
\]

and hence the pattern of the protoarray is preserved.

This result is related to the construction reported in [33]. Note that the obtained arrays must have even number of elements in at least one of the two dimensions.

Based on the results so far, broad beams can be designed for various array configurations. For the configurations for which no Golay sequence pair is known, the latter can be

---

*Note that a rather large tolerance threshold was chosen to highlight the imperfection of the obtained solution.*
approximated by \(\epsilon\)-complementary pairs. These can be further expanded to two-dimensional arrays of various sizes.

### B. Expansion of URAs

Having constructed a two-dimensional array with desired radiation properties, we can expand it to larger sizes via the following construction.

**Proposition 4.** Assume that a two-dimensional protoarray of size \(N \times M\), excited with beamforming weights \((W_{P,A}, W_{P,B})\), exhibits a desired radiation pattern. Furthermore, let \((U, V)\) be a polyphase Golay array pair of size \(L \times K\). An expanded array formed either by

\[
W_A = \begin{bmatrix} U \otimes W_{P,A} \\ -V \otimes (E_N W_{P,B}^* E_M) \end{bmatrix} \in \mathbb{C}^{LN \times KM}, \tag{53a}
\]

\[
W_B = \begin{bmatrix} U \otimes W_{P,B} \\ V \otimes (E_N W_{P,A}^* E_M) \end{bmatrix} \in \mathbb{C}^{LN \times KM}, \tag{53b}
\]

or, alternatively, by

\[
W_A = [U \otimes W_{P,A}, -V \otimes (E_N W_{P,B}^* E_M)] \in \mathbb{C}^{LN \times 2KM}, \tag{54a}
\]

\[
W_B = [U \otimes W_{P,B}, V \otimes (E_N W_{P,A}^* E_M)] \in \mathbb{C}^{LN \times 2KM}, \tag{54b}
\]

preserves the radiation pattern of the protoarray.

**Proof:** The proposition is a generalization of Prop. 3 and its proof is analogous. The details are skipped for brevity.

Again, we note that at least one of the dimensions of the obtained arrays must be even. To deal with arrays that have both dimensions odd, we develop the following concept.

### C. \(\epsilon\)-Complementary Arrays

Extending the notion introduced in Sec. [X] with aim of enlarging the practically-feasible set of available beamforming matrices, we define \(\epsilon\)-complementary arrays as follows.

**Definition 9** (\(\epsilon\)-complementary array pair). A pair of unimodular arrays \((U, V)\) is called an \(\epsilon\)-complementary array pair if the following holds

\[
|R_U(\tau_n, \tau_m) + R_V(\tau_n, \tau_m)| \leq \epsilon, \quad \forall \tau_n \neq 0, \tau_m \neq 0, \tag{55}
\]

where \(\epsilon\) is some small tolerance threshold on the level of side lobes of the sum AACE.

The above \(\epsilon\)-complementary arrays can be obtained by direct application of the proposed MGDA. However, a slight modification is needed: the two arrays in a pair shall be vectorized prior to being stacked into a phase vector, i.e.,

\[
\varphi = \left[\text{vec}(\varphi_U)^T, \text{vec}(\varphi_V)^T\right]^T. \tag{56}
\]

Unfortunately, in the two-dimensional setting with both dimension odd, the MGDA does not seem to converge to an \(\epsilon\)-complementary array pair for \(\epsilon \leq 3\%\) of the main sum-AACE lobe. It is not clear whether there is a fundamental limit on the level of side lobes of \(\epsilon\)-complementary array pairs or whether our experimental runs of the MGDA were unlucky in finding the global optimum. Nevertheless, as indicated by several runs, for the configurations for which there is a known Golay array pair, the algorithm did converge to a solution with arbitrarily small \(\epsilon\). This hints at decent performance of the MGDA in the two-dimensional setting, also at potential nonexistence of Golay arrays with both sizes odd. Notwithstanding, gaps remain in feasible array sizes and no methods are known to date that are able to tackle this problem for those configurations. This aspect, thus, remains a topic for future work.

### VII. Numerical Examples

For the sake of illustration, this section provides several numerical examples, comparing the proposed approach to the existing broad-beamforming techniques described in Sec. [III].

#### A. Broad-Beam Design for ULA

Consider a BS equipped with a ULA containing \(M = 7\) antenna elements\(^7\) with maximum gain of 8 dBi and element separation of \(\lambda/2 = 0.5\) wavelengths. As we have seen before, no Golay sequences are known for this length, and hence, conventional methods cannot create a broad beam with full power utilization for such configuration. Instead, they typically result either in taper loss and/or radiation pattern ripple. To obtain the excitation weights for this array layout we apply the MGDA presented in Alg. [II] with side lobe tolerance \(\epsilon\) set to 1%.

\(^7\)The codes producing the figures in this paper are available at: https://github.com/girnyk/GolayBeamforming.

\(^8\)Note that such an antenna configuration is encountered in real-world systems. For example, the widely-used BS antenna Kathrein 800 10204 is equipped with 7 radiating elements [58] p. 24.
of the level of the main sum-AACF lobe, \( \epsilon = 0.02M = 0.14 \). This results in the following pair of weights

\[
\begin{align*}
    \mathbf{w}_A &= \exp(j \begin{bmatrix} 0, 0.97, 1.83, 4.98, 0.16, 3.34, 1.20 \end{bmatrix}^T), \quad (57a) \\
    \mathbf{w}_B &= \exp(j \begin{bmatrix} 0, 1.75, 0.86, 2.21, 1.12, 5.75, 4.41 \end{bmatrix}^T). \quad (57b)
\end{align*}
\]

For illustration sake, Fig. 4 compares the power radiation patterns of the proposed beamforming method—with excitation weights (57)—and the other considered methods in terms of equivalent isotropically radiated power (EIRP). That is, the beamforming weights are normalized, such that the total output power is 1 W, minus eventual loss from amplitude tapering.

The amplitude tapering weights in (13) are optimized with tolerance \( \zeta = 0.01 \). The weights for the phase taper are picked from (15) with \( p = 3 \) and \( c = 24 \). The figure also plots the radiation pattern of an individual element, given by the commonly adopted 3GPP subelement model.

\[
G_0(\phi) = 8 - \min \left\{ 12 \left( \frac{\phi - \phi_0}{\Delta \phi} \right)^2, 30 \right\} \quad \text{[dB]}, \quad (58)
\]

where the pointing direction is set to be \( \phi_0 = 0^\circ \), whereas the HPBW is chosen as \( \Delta \phi = 90^\circ \).

From the figure, we see that the proposed beam is as broad as the pattern of a subelement, while exhibiting higher radiation level and showing the best balance of power utilization and “broadness” of the beam. The proposed weights are furthermore unimodular, and hence possess excellent PA utilization. Thus, the proposed approach efficiently solves the task impossible to handle by the conventional methods for the given array configuration.

### B. Performance Results

To evaluate the performance of the proposed method, we consider a single 120°-wide sector of radius 300m for which we assume line-of-sight conditions and single-layer transmission from a BS to a UE. Consider \( K = 10000 \) UE locations uniformly distributed within the sector, i.e., \( \phi_k \sim U[-60^\circ, 60^\circ] \) and \( d_k \sim \sqrt{U[25m, 300m]}, \forall k \in \{1, \ldots, K\} \), where \( \phi_k \) is the azimuth direction and \( d_k \) is the distance from the BS of UE location \( k \). Ignoring shadow fading, the spectral efficiency for the UE at location \( k \) is given by

\[
C_k = \log_2 \left[ 1 + \frac{\rho_2 G(\phi_k) D_k^n}{\sigma^2} \right], \quad (59)
\]

where \( G(\phi_k) \) is the antenna gain in the direction of that UE location, normalized such that the total output power is 1 (minus taper loss). Meanwhile, \( \rho = 1/\sigma^2 \) is the SNR, \( \sigma^2 \) being the receiver noise variance. Moreover, \( \alpha = 2.2 \) is the pathloss exponent, and \( \gamma = 57 \) dB is an offset that accounts for all other system gains and losses in the link budget, such as, e.g., output power, element gains, noise figure and distance-independent part of pathloss. We assume that the UEs are equipped with omnidirectional antennas, and hence the UE rotation does not impact the performance. The average spectral efficiency is then computed as the arithmetic mean of (59) over the UE locations.

Fig. 5 plots the average spectral efficiency as a function of SNR for the methods under consideration. It can be seen that the proposed method outperforms the rest of the methods in terms of spectral efficiency. This is not surprising, given its previously shown superior performance in terms of power utilization and HPBW of the obtained radiation pattern.

### C. Broad-Beam Design for URA

To illustrate the performance of ASI beamforming in a two-dimensional setting, we consider a large URA with \( M = 14 \) vertical columns of \( N = 32 \) cross-pole antennas each. The nearest-neighbor spacings are set to \( d_y = d_z = 0.5 \) wavelengths in both dimensions. We place the array on a vertical \( yz \)-plane so that the array boresight direction is aligned with the \( x \)-axis. The weight matrices for both polarizations are obtained by expanding the pair of weights obtained in (57) by means of Alg. 1. These are used as horizontal weights and are expanded horizontally using (50) and then 3 times vertically using (49) with expander weights being \( \mathbf{w}_h = [1, 1]^T \) and \( \mathbf{w}_v = [-1, 1]^T \). Fig. 6 shows the power-domain array factor of the beamformer. It is clearly seen from the figure that the array factor is close
VIII. CONCLUSIONS

In this paper, we have proposed an efficient method for designing power-efficient cell-specific broad beams (viz., beams designed with constant-modulus weights and characterized by spatially flat power-domain array factor) for public-channel transmission. The method is based on phase-only weight optimization and is, therefore, suitable for novel hybrid beamforming architectures. The method exploits the connection between dual-polarized beamforming and polyphase Golay complementary sequence. Based on this connection, we have proposed several ways for constructing larger arrays from smaller ones, while preserving the broad-beam property and constant-modulus weights. Unfortunately, there are gaps in the lengths of complex Golay sequences known to date, and hence in feasible array sizes. To fill these gaps, we have introduced the concept of \( \epsilon \)-complementarity that relaxes the strict requirement of Golay sequence pairs on zero side lobes of their sum AACF. Based on this relaxation, we have been able to develop the MGDA algorithm that finds \( \epsilon \)-complementary sequence pairs of a given length by means of stochastic optimization. This enables power-efficient broad beamforming for array configurations insupportable before. In addition, we have discussed the extension of the proposed method to two-dimensional rectangular arrays. Our approach provides means for broad beamforming for any two-dimensional array configuration except for those with odd number of antenna elements in both dimensions. Numerical illustrations show that the proposed approach outperforms state-of-the-art broad-beamforming methods.

APPENDIX A

REALISTIC ANTENNA ELEMENTS

As mentioned in Sec. II-A, cross-pole antennas must not be confused with two mechanically rotated crossed dipoles. Instead, real-world antenna elements are specifically designed to have a certain radiation pattern in an angular range of interest. From the practical viewpoint, one considers a service area limited to a certain operational range of angles \( (\phi, \theta) \) that are served by the BS. For instance, for a typical three-sector deployment, \( \phi \in [-60^\circ, 60^\circ] \) and \( \theta \in [75^\circ, 115^\circ] \). Hence, both ports of an antenna element should exhibit similar radiation patterns, while maintaining orthogonal polarizations, within this service area (rather than for all possible angular directions).

Here, we analyse how similar antenna elements are in real-world antenna array. The analysis is based on full-sphere measurements, provided by an antenna vendor, including both amplitude and phase for two orthogonal polarizations of an array with eight columns and four dual polarized subarrays per column (i.e., a \( 4 \times 8 \) rectangular array). The operation frequency is 3.8 GHz. The antenna elements are sub-arrays of dual-polarized elements having slanted \( \pm 45^\circ \) polarizations.

The analysis herein is based on realized gain, meaning that both mismatch and ohmic losses are included in the measurement data \[35\]. The results of the analysis are presented in Fig. 7. It shall be noted that realized gain highlights antenna patterns and does not include benefits from efficient power utilization, which were demonstrated by the EIRP plots in
works in real life. For that matter, we design a power-efficient broad beam for an array of size $4 \times 7$. The excitation matrices for both polarizations are obtained through the expansion of the $c$-complementary weights vectors \((57)\) by means of \((49)\) with expanders $\mathbf{u} = [j, 1]^T$ and $\mathbf{v} = [-1, -j]^T$. This gives us a pair of unimodular beamforming matrices.

Since the measured array has size $4 \times 8$, while we need only $4 \times 7$ for our illustration, a column with all zeros was appended to each of our $c$-complementary beamforming matrices. Since these matrices yield a flat array factor, the obtained radiation pattern should be similar to the subarray pattern shown in Fig. \(7a\). We plot the total power pattern of the power-efficient broad beam in Fig. \(8a\) and, by comparing it with Fig. \(7a\) we see that the patterns are indeed quite similar (subject to the ripple due to non-idealities of the measured array).

For the purpose of more detailed comparison of the patterns, a c.d.f. of the difference, in dB, between the two patterns within the service area is shown in Fig. \(8b\). Note that in this case we plot a single c.d.f., as the per-polarization patterns of the entire array do not look similar (cf. Fig. \(5\)). Remarkably, the figure shows that the match between the patterns of the entire array and the average subarray is quite good. Moreover, the c.d.f. in Fig. \(8b\) looks very similar to those in Fig. \(7b\). Based on these observations, one can conclude that, despite the assumption of identical power patterns and perfectly orthogonal polarization in \((1)\) are not fully met, it is still possible to create a power efficient broad beam with the proposed technique. The proposed method, thus, works well in practice for real-world antenna arrays and has already been used in numerous products of Ericsson.
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