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Abstract—There is an increasing demand for analyzing the contents of social media. However, the process of sentiment analysis in Arabic language especially Arabic dialects can be very complex and challenging. This paper presents details of collecting and constructing a classified corpus of 4180 multi-dialectal Saudi tweets (SDCT). The tweets were annotated manually by five native speakers in two stages. The first stage annotated the tweets as Hijazi, Najdi, and Eastern based on some Saudi regions. The second stage annotated the sentiment as positive, negative, and natural. The annotation process was evaluated using Kappa Score. The validation process used cross validation technique through eight baseline experiments for training different classifier models. The results present that the 10-folds validation provides greater accuracy than 5-folds across the eight experiments and the classification of the Eastern dialects achieved the best accuracy compared to the other dialects with an accuracy of 91.48%.
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I. INTRODUCTION

Today, there are roughly 6500 spoken languages around the world, and each language involves different multiple dialects [1]. Arabic language is one of the most used languages in the world. Arabic is the official language of 22 countries, and it is spoken by over 400 million people. It is considered the fourth language used the most on the Internet [2]. There are three varieties of Arabic language which are Classical Arabic (CA), Modern Standard Arabic (MSA) and Arabic dialects (AD). The CA is a form of Arabic language used in literary texts and the Quran (Islam’s Holy Book). The MSA is the essential Arabic form that is used commonly in formal conversations, media, education, newspapers, magazines, and formal TV programs. The AD is used in informal communication, and it is divided by geographical region [3]. The AD geographical regions are Egyptian, North Africa, Levantine, Iraqi, and Gulf [1]. However, the Gulf region consists of six countries: Saudi Arabia, United Arab Emirates, Qatar, Kuwait, Bahrain, and Oman, where each country has its own dialect. As for Saudi Arabia, also each different region has its own dialect. In Saudi Arabia, the dialects are Hijazi in the western region, Najdi in the Middle region, Southern dialect in the Southern region, Northern dialect in the Northern region, and Eastern dialect in eastern region. The AD has huge differences between them that can be considered different languages; therefore, Arabic language and its dialects required further intensive study and analysis. Most of Arabic Natural Language processing (NLP) applications are dedicated to the MSA like sentiment analysis, machine translation, speech recognition, and speech synthesis. Moreover, the Arabic NLP tools such as part-of-speech (POS) tagging, morphological analysis, and disambiguation are designed specifically for MSA, and for that, it gave a less accurate result for AD.

The Arabic NLP resources are focused on the MSA that has covered all orthographic varieties and have a rich morphology, and a strong syntactic system. As for the AD, the Arabic NLP resources do not cover it as well as the MSA. Furthermore, the AD is spoken languages with no writing system. Creating resources for the Arabic dialects is challenging in the Arabic NLP but it is necessary [4-6].

Particularly with the proliferation amounts of textual data on social media websites and microblogs, such as Twitter and Facebook, there is a huge resource for the Arabic dialects. Social media is an important communication tool for people to write about their daily life, share information, add reviews or opinions, explore the latest news and search for real-time news events. Arabic users tend to communicate with each other using the unstructured and ungrammatical slang Arabic language. Twitter is one of the world’s most popular platforms for internet users. Twitter users send about 500 million tweets per day, where each tweet contains 280 characters [7]. The Arab people have been influenced by the recent evolution in technology. The total number of Arabic users on Twitter are more than 11 million, with 27.4 million tweets per day. The most active users are from Saudi Arabia with about 30% of all the tweets [8].

Al-Tawairesh et al. in [9] claims that the lack of Arab corpora is one of the challenges facing a sentiment analysis of Arab. Accordingly, this research aims to utilize the huge Arabic textual data and prepare it as language resources for the Saudi dialects. This paper’s contributions can be summarized as follows:

- Build Saudi Dialects Corpus from Twitter called SDCT and make it available as an open source for the research community.
- Classify SDCT depending on different Saudi dialects (Hijazi, Najdi and Eastern).
- Provide sentiment labelling of each dialect mostly to Positive, Negative and Neutral.

The paper is organized as follows: The previous related work is described in Section II. Section III explains the
methodology for creating the corpus and its annotation, includes a preview of the twitter corpus collection and Saudi tweet analyzes, and discusses the experimental findings. Section IV presents the challenges of this research. Finally, the conclusion and future recommendations are shown in section V.

II. RELATED WORKS

For providing a comprehensive overview, we survey the related works available in Arabic corpora and dataset. Several studies have proposed number of approaches in the Arabic dialects classification. Also, there are enormous studies conducted in sentiment analysis for Arabic dialects.

For the purpose of creating frameworks for sentiment analysis, Duwairi et al. in [10] developed a framework for sentiment analysis on Arabic Tweets in text reviews. They used a translated version of English lexicon called SentiStrength and extended it with synonyms list for every word in the lexicon as a seed list. The polarity for each word in the seed list is expressed as -1 for negative sentiment and 1 for positive sentiment. They used a set of 4400 Arabic tweets, where each tweet was tokenized into terms and the sentiment of the tweet was determined by summing the scores of all the terms in the tweets where the sentiment of the tweet was considered positive if its summation is greater than 0, negative if its summation is less than zero, and neutral if the summation equals zero. For the performance of the proposed framework, they applied two experiment without and with stemming the tweets. The results showed that the framework achieved good results and improved the precision, recall, accuracy and reduced error rate with stemmed tweets. Duwairi et al. in [11] proposed a framework for Arabic text sentiment analysis based on a created crowdsourcing API to manually annotate a training dataset of 25000+ tweets as positive, negative, or neutral. To test the performance of the framework, they used Rapidminer built-in classifiers named Naïve Bayes (NB), k-nearest classifier (KNN), and Support Vector Machines (SVM) on a stratified sample of 1000 tweets from the training dataset. For each classifier, the applied two experiments without and with stopwords/ stemming. The result showed that the best accuracy was achieved by SVM when no stopwords and no stemming were used.

For creating corpus of Arabic sentiment analysis, Refae and Rieser in [12] constructed a corpus supporting Subjectivity and sentiment analysis (SSA) and collected 8,868 Arabic twitter feeds from multiple Arab dialects. Then, manual annotation processes have been performed by two annotators to polar, positive, negative, neutral and mixed. Furthermore, Nabil et al. in [13] presented an Arabic social sentiment analysis dataset (ASTD) consisting of 10K tweets that were manually annotated using Amazon Mechanical Turk (AMT) to objective, subjective positive, subjective negative, and subjective mixed. Assiri et al. in [14] created the first Saudi annotated corpus collected randomly from Twitter trending hashtags promotion in Saudi Arabia. In accordance with the preprocessing and manual annotation, they collected around 4700 tweets. The dataset has manually annotated based on the sentiment text polarity as positive, negative, and neutral using an application user interface. Furthermore, there is a similar effort in [15] where Altwairesh et al. presented and produced a comprehensive corpus of 18K tweets by using a specific annotation system.

For creating corpus of Arabic dialects and language, Alshutayri and Atwell in [16] built a corpus of 13.8M collected from Twitter, newspapers, and Facebook. The corpus was annotated into five different dialects: Egyptian, Gulf, Levantine, Iraqi, and North African. For the annotation process, they developed an online game via a website where players can involve in the annotation by classifying their dialects. Likewise, Mubarak and Darwish in [17] created a large corpus of Arabic dialects collected from the Twitter platform. The size of the corpus is 175M. The corpus was annotated into six different dialects: Saudi Arabian, Egyptian, Algerian, Iraqi, Lebanese and Syrian. For the annotation process, native speakers of each dialect have involved in determining if a tweet belongs to their dialects or not. Alshutayri and Atwell in [1] created a corpus of 210,915K tweets containing five Arabic dialects: Gulf, Iraqi, Egyptian, Levantine, and North African. For the annotation process, they used Waikato Environment for Knowledge Analysis (WEKA). Altamimi et al. in [18] created the corpus containing 122K tweets for Arabic dialects collected from twitter. Tweets were annotated manually into five labels: Gulf; Egyptian; Levantine; Maghrebi; and Iraqi; in addition to Modern Standard Arabic (MSA) and Classical Arabic (CA). Maghfour et al. in [19] centered their study on classified the Facebook comments as expressed in MSA or in Moroccan Dialect besides the Sentiment analysis (SA) classification in comments. Hence, they performed two different schemas. The first one is a classical schema that considered all Arabic dialects and languages as homogeneous thus, then they applied sentiment analysis on the collected dataset at once. In the second schemas, they proposed to classify the Arabic language into two sub-dataset MSA and Dialect Arabic (DA) beforehand sentiment analysis. Therefore, they applied different preprocessing and Arabic dialect stemsmers on each sub-dataset. In supervised classification, they employed the most two reported sentiment classification algorithms, Naive Bayes (NB) and Support Vector Machine (SVM). In the testing phase, the four combinations of weighting schemes n-gram and extraction schemes have been utilized. This study has recorded a high score in the classical schema with the NB algorithm. The Similar effort presented by Medhaffar et al. [20] where they developed the Tunisian dialect dataset that composited 17K comments collected from Facebook. They applied three classification algorithms SVM, NB, and multi-layer perceptron MLP. Their models have shown better accuracy than other models that trained on MSA.

Accordingly, there are enormous studies that provide a public Arabic dialects’ lexicon and corpus to address complexity and difference in Arabic language and its dialects. Furthermore, some of the researches have specialized to study sentiment analysis in Saudi dialects text aligns with the increasing demand to analyze social media content in the Saudi market. However, the contributions related to Saudi dialects are still insufficient and limited. In addition, there is no corpus that classified the different Saudi dialects according to the regions. Besides no sufficient research that study sentiment
analysis in each specific classified Saudi dialects. Therefore, we seek to center our work in creating a public corpus of sentiment analysis and classification of Saudi dialects.

III. EXPERIMENT

This section illustrates our approach for building a SDCT corpus that is dedicated to Saudi dialects. First, we collected the data and targeted Twitter as the main source of data collection. Then we conducted the preprocessing phase that involved three main tasks, which are data cleaning, normalization, and lemmatization. After the data collection and preprocessing, the data were manually annotated, hence the annotation was evaluated using Kappa Score [24]. In addition, we extracted the features to be used in the training set. Then the classification was conducted by the classifiers and, finally, we validated the classifiers via the cross-validation technique. Fig. 1 illustrates the proposed approach for building the SDCT corpus.

A. Data Collection

This research aims to build a SDCT Corpus for Saudi dialects collected from the social network application Twitter. Initially, we planned to cover all five of the dialects in Saudi Arabia: Hijazi, Najdi, Southern, Northern, and Eastern. However, according to our study of tweets in Saudi Arabia we observe that the southern and northern dialects are not widely used, and the number of tweets in these dialects are scarce compared to the Najdi, Hijazi and Eastern dialects. Hence, we limited our experiment and focused only on the three main dialects: Hijazi, Najdi, and Eastern, which are mostly used on Twitter in Saudi Arabia. In the data collection process, we used Twitter API for developers, which is provided by Twitter to allow access to their social media content, and ‘Tweepy’, a Python library for retrieving tweets. Retrieved tweets were stored in the CSV format and, therefore, could be accessed using an Excel spreadsheet. Furthermore, we retrieved approximately 8923 tweets and reached a total of 4181 after the cleaning process, as illustrated in Table I. In addition, we mainly relied on the terms used particularly in each specific dialect and used both the time zone of the dialect region and trending hashtags, as illustrated in Table II. The collection process was accomplished in around two weeks, from March 15th, 2020 to March 28th, 2020. In addition, the corpus is available upon any request from the authors for research and testing.

B. Data Preprocessing

The preprocessing phase is one of the important steps in text mining. It prepares the raw text for the next phase by removing unwanted or annoying data and reduces the dimensionality size of text data as well as normalizing the text.

Therefore, in SDCT corpus, we divided the data preprocessing into three phases, which are the data cleaning phase, normalization phase, and finally, the lemmatization phase. Firstly, we manually removed Ads tweets in the data cleaning phase, the tweets that are not related to any of the dialects that we identified such as Lavanteen or EGY dialects, and unhelpful short tweets, such as ﺗﻤﺎم which means "OK", and ﻷ(306,463),(434,495) which means "How are you". Then we automatically removed by coding noise data, such as links (http://, https://), emoji, mentions (@Username), retweets, hashtags as (#corona, #كﻮروﻧﺎ) and punctuation (!@#$%&ˆ  *()_ +<>?:,; -{}c,c) from our SDCT corpus. Secondly, in the normalization phase, we used the Tashaphyne library for the normalization process [21]. This included normalizing letters, such as Alef (ّ, ّ, ّ, ّ), Hamza (ء، ؤ، ئ)، Ya’a (ي، ى) and Ha’a (ة، ه) strip repeated letters, elongation (Tatweel), and diacritics (Tashkeel and Harakat). The normalization process is illustrated in Table III.

![Fig. 1. The Proposed Approach for Building a SDCT Corpus.](image)

| TABLE I. THIS SIZE OF COLLECTED TWEETS BEFORE AND AFTER THE CLEANING PROCESS |
|------------------------|-----------------|-----------------|
| **Prosperities** | **Data Collection** | **After Cleaning** |
| **Dialect** | **Collection Process** | **Size** | **Total** | **Size** | **Total** |
| Hijazi | Time Zone, Keyword | 3543 | 8923 | 1507 | 4181 |
| Najdi | Trending Hashtag, Keyword | 3450 | 1341 | 1333 |
| Eastern | Keyword | 1930 | 1333 |
TABLE II. EXAMPLES OF TWEETS RETRIEVED BY USING THE TIME ZONE, KEYWORDS AND TRENDING HASHTAGS

| Dialects | Keyword, Time zone, Hashtag | Example (Arabic) | Example (English Translation) |
|----------|-----------------------------|------------------|------------------------------|
| Hijazi   | "Dahen" "Atrej" "Marra" | نحن كيف صمتة فيني آني يقوم الساعة 8 | Now, how do I believe myself that I’m going to wake up at 8 |
|          | "Camarn"                  | اهمر من ناعم نسيم ورفعت النايانة صمتة ممهد | Speak, do not worry we hear you |
| Najdi    | "Aiyah" "Halheen" "Wesh" "Emhag" | عتلي راية، نكا حماسي يا يفتح يقول جمل جديد | Basically, it’s the first time I see the word |
|          |                            | وله كنا عايشين خمس من همهم والدنا سيلانات | I missed work too |
| Eastern  | "waced" "eshfej" "shno" "sij" | اهمك تحب كرة القدم وادي | Give me its link please, my account can’t open, it asks to |
|          |                            | شفيج مصبيه عيوني ترا نمرح | We were living better than now, and the world was easy |
|          |                            | شنو اسم اللعنة | What is this attack, do not claim anyone |
|          |                            | هذا اللي اشوف صح ولا جرافيكس | Generous to others, great generosity |

TABLE III. NORMALIZATION PROCESS

| Example | Replaced By | Process Name |
|---------|-------------|--------------|
| مكتبة   | كتاب        | Strip repeated letters |
| متوقع   | ضمنت       | Strip diacritics (Tashkeel and Harakat) |
| ي                    | ي           | Normalizing Alef |
| 5       | 5           | Normalizing Ya’a |
| 0       | 0           | Normalizing Ha’a |
| 2       | 2           | Normalizing Hamza |

C. Annotation Methodology

Annotation is the process of adding text for labels that rely on both the classification output and sentiment [15, 23]. In this study, we inducted five annotators who graduated from King Abdulaziz University and are considered to be native speakers of Saudi Arabian. Hence, in the first stage, four of the annotators manually annotated 4,181 tweets corpus for both dialects and sentiment. Firstly, every annotator classified each tweet dialect into one of the following four labels: Hijazi, Najdi, Eastern, and Saudi dialect (SA) for the unknown or the mixed dialect tweets. After that, each annotator labeled the same tweet as being positive, negative, or neutral. This was based on their impression of the tweet and what sentiment they felt it expressed.

The authors provided the annotators with guidelines regarding the annotation process to help them classify the dialects and sentiments correctly and easily. These depended on the conditions for each label. The annotators followed these guidelines when they classified the dialects:

1) The dialects were classified according to the way that the words were written, replacing the writing, and pronouncing the letter in another way. For example:

- In the Hijazi dialect, the letter "zal Fluidamek " changes to "dal Fluidamek " and the letter "The Fluidamek " changes to "Th Fluidamek ".
- In the Najdi dialect, the letter "CAF Fluidamek " changes to "TS Fluidamek ".
- In the Eastern dialect, the letter "CAF Fluidamek " changes to "j Fluidamek ".

2) The classification of the dialects was based on the most utilized words in a specific dialect and was associated with a specific dialect. For example:

- In the Hijazi dialect, "Dahin, دجين", means now.
- In Najdi dialect, "Halhin, هالحين", means now.
- In the Eastern dialect, "Waid, وادي", means much.

3) If the tweet was difficult to classify or contained words that belonged to two or more dialects, it was classified as unknown or mixed dialect tweets.
Symbols that should be used when classifying the dialects (Hijazi: hj, Najdi: nj, Eastern: ea, White dialect: sa).

The following guidelines were carried out when categorizing the sentiment:

1) A tweet was positive if the opinion clearly indicated praise, joy, happiness, and any happy emojis.
2) A tweet was negative if the opinion clearly indicated defamation, sadness, anger, disgust, or any sad emojis.
3) A tweet was neutral if it was not positive or negative, such as news, supplications, or general speech.

Thereafter, some examples of the annotation process are shown in Fig. 3. Moreover, we noted the opinions the annotators gave regarding the dialect annotation, as shown in Table V. For the sentiment analysis, there were three different polarities of the entire dataset as shown in Table VI.

Furthermore, to get the final annotation for both the dialects and sentiments we gathered the more frequently used labels from the annotators for each tweet by using the Mode equation. When there was conflict regarding the annotation, which occurred in 27 tweets, we resolved it by taking the opinion of the fifth annotator as the second stage at annotation process. In case the final annotation was labeled as SA, which happened in only one tweet, we decided to eliminate this tweet and the number of SDCT becomes 4180.

After the percentage of sentiment labels for each dialect had been calculated by observing the annotation process on the corpus. We found that the polarity of neutral dominated in the Saudi tweets, followed by negative and, lastly, positive as shown in Fig. 4. We believe the coronavirus situation is the reason why there was an increase in negative polarity, compared to positive, as we observed that a lot of tweets were related to coronavirus during our study of the tweets.

To ensure the reliability of the results the annotators agreement had to be validated. If the annotators allocated similar labels, we concluded that they all comprehended the annotation instructions in a similar way and would be consistent in their results. The reliability assessments were done to evaluate the level of trust there was in the guidelines and annotation schemes. We used Kappa to calculate the inter-annotator agreements between the four annotators in order to evaluate the quality of the annotations. We calculated the Kappa coefficient for 4,181 tweets that were annotated by the four annotators. The results showed that Kappa was obtained at 0.9382 for the dialect labels, which could be considered almost perfect agreement. The result for the sentiment labels was 0.3199, which indicated fair agreement. Calculation of Kappa coefficient and its interpretation were based on the well-known reliability equations and measurements presented in [25].

D. Validation Test

In this work, two different ways of classifying the dialect were conducted. The aim was to use them to evaluate the accuracy of the SDCT corpus. The first method used all the collected tweets that classified the dialects as Hijazi, Najdi, or...
Eastern. The second method established three sub-datasets that had been extracted from the SDCT corpus. Each sub-dataset handled a specific dialect in order to train the model on the characteristics of a particular dialect. Hence, the three sub-datasets were named Hijazi-Dataset, Najdi-Dataset and Eastern-Dataset. The tweets in each sub-dataset were classified as the dialect-name and not-dialect-name. The Hijazi-Dataset contained all the Hijazi tweets in the SDCT corpus that were classified as Hijazi, and Not-Hijazi tweets that had an equal balance of Najdi and Eastern tweets. There was a similar approach with the Najdi-Dataset, which included all the Najdi tweets and an equivalent number of Not-Najdi Tweets. While the Eastern-Dataset was classified as Eastern tweets and Not-Eastern tweets. Table VII illustrates the number of tweets in each dataset.

| Dataset   | Hijazi | Najdi | Eastern | Not-Dialect | Total |
|-----------|--------|-------|---------|-------------|-------|
| SDCT      | 1506   | 1341  | 1333    | -           | 4180  |
| Hijazi-Dataset | 1506 | 700   | 700     | Not-Hijazi = 1400 | 2906  |
| Najdi-Dataset  | 600   | 1341  | 600     | Not-Najdi = 1200 | 2541  |
| Eastern-Dataset | 650  | 650   | 1333    | Not-Eastern = 1300 | 2633  |

To extract the features, we combined the multi-configurations of the weighting schemes (TF-IDF) and extraction schemes (n-gram), where we tested unigrams, bigrams, trigrams with TF-IDF to present the features vectors. By using these features we trained the most popular classification models, which were named as follows: Linear Support Vector Machines (LSVM), Radial Basis Function Support Vector Machines (RBF SVM), k-Nearest-Neighbors (K-NN), Naive Bayes (NB), Logistic Regression (LR), Gradient Boosting (GB), Random Forest (RF), AdaBoost, Decision Tree (DT), Bernoulli Naive Bayes (BNB), and Stochastic Gradient Classifier (SGC).

This work employed the k-fold cross-validation technique for training classifier models on each of the four datasets. Cross-validation was used to avoid cases of over-fitting and under-fitting and get a better prediction accuracy. K-folds split the dataset randomly to \( k \) of splitting. This was done by performing loops through the entire data to apply the classification model and getting an accuracy average. Hence, we proposed using two k-folds, 5-folds and 10-folds, that were best practices. Therefore, we performed eight experiments, including two experiments performed on each dataset. Using the first method of dialect classification, we implemented two main experiments (5-folds and 10-folds) on the SDCT dataset. Table VIII shows the experiments’ accuracy. In general, we noticed that the accuracy of 10-folds was better than 5-folds. The highest recorded accuracy of 5-folds in the BNB model was 57.36%. This was also the closest result with DT, GB with bigram and trigram, and SGC with unigram. The worst result was shown to be the k-NN models. For 10-folds, the best result was 69.73% of the SGC model with bigram.

| Model Name | 5-Folds | 10-Folds |
|------------|---------|----------|
|            | unigram | bigram   | trigram | unigram | bigram   | trigram |
| LSVM       | 55.36   | 55.4     | 55.4    | 68.82    | 68.87    | 68.87   |
| RBF SVM    | 53.75   | 53.73    | 53.73   | 67.53    | 67.48    | 67.48   |
| k-NN       | 41.5    | 41.57    | 41.57   | 50.69    | 50.69    | 50.69   |
| NB         | 49.33   | 49.33    | 49.33   | 62.77    | 62.77    | 62.77   |
| LR         | 55.52   | 55.52    | 55.52   | 69.04    | 69.06    | 69.06   |
| GB         | 56.94   | 57.05    | 57.05   | 69.35    | 69.3     | 69.3    |
| RF         | 58.39   | 56.7     | 56.94   | 69.28    | 70.26    | 70.09   |
| AdaBoost   | 55.02   | 53.85    | 53.92   | 65.23    | 65.4     | 65.4    |
| DT         | 57.13   | 57.25    | 57.15   | 69.13    | 69.56    | 69.56   |
| BNB        | 57.36   | 57.36    | 57.36   | 68.63    | 68.68    | 68.68   |
| SGC        | 57.03   | 56.39    | 56.94   | 69.57    | 69.73    | 69.33   |
| Average    | 54.30   | 54.01    | 54.08   | 66.37    | 66.52    | 66.47   |
The remaining experiments were performed on the three datasets that had been constructed for the second method of classification. Table IX shows the effect of n-gram with 11 different models on the Hijazi-Dataset with the application of cross-validation. As we can see, AdaBoost had the highest accuracy in both 5-folds and 10-folds. Regarding the Najdi-Dataset, AdaBoost with n-gram = 2,3 achieved the best accuracy of 61.77%. This was done by applying 5-folds. The DT achieved a good result with 77.91% of bigram and a 10-folds configuration, as shown in Table X. Table XI shows the accuracy of the Eastern-Dataset, which had an excellent accuracy of 90% in the SGC model with 5-folds. Regarding 10-folds, the SGC and LSVM resulted in a perfect accuracy of 91%.

### TABLE IX. THE RESULTS OF THE CLASSIFICATION MODELS IN THE HIJAZI DATASET

| Model Name | unigram | bigram | trigram | unigram | bigram | trigram |
|------------|---------|--------|---------|---------|--------|---------|
| L SVM      | 71.11   | 71.18  | 71.18   | 80.21   | 80.14  | 80.14   |
| RBF SVM    | 68.74   | 68.6   | 68.6    | 78.53   | 78.22  | 78.22   |
| k-NN       | 55.03   | 54.75  | 54.75   | 65.4    | 65.4   | 65.4    |
| NB         | 68.6    | 68.53  | 68.53   | 78.02   | 78.19  | 78.19   |
| LR         | 70.32   | 70.25  | 70.25   | 80.39   | 80.25  | 80.25   |
| GB         | 69.57   | 70.39  | 70.39   | 81.73   | 82.12  | 82.12   |
| RF         | 69.91   | 70.29  | 68.29   | 82.48   | 82.03  | 82.03   |
| AdaBoost   | 72.46   | 72.73  | 72.73   | 84.72   | 84.61  | 84.61   |
| DT         | 67.12   | 67.36  | 67.67   | 82.41   | 82.72  | 82.52   |
| BNB        | 66.36   | 65.98  | 65.98   | 83.2    | 83.07  | 83.07   |
| SGC        | 72.04   | 72.42  | 72.15   | 81.35   | 81.14  | 81.28   |
| Average    | 68.29   | 68.40  | 68.22   | 79.85   | 79.80  | 79.92   |

### TABLE X. THE RESULTS OF THE CLASSIFICATION MODELS IN THE NAJDI DATASET

| Model Name | unigram | bigram | trigram | unigram | bigram | trigram |
|------------|---------|--------|---------|---------|--------|---------|
| L SVM      | 53.62   | 53.46  | 53.46   | 69.76   | 69.88  | 69.88   |
| RBF SVM    | 53.27   | 53.19  | 53.19   | 72.28   | 72.17  | 72.17   |
| k-NN       | 56.93   | 56.54  | 56.54   | 64.09   | 63.78  | 63.78   |
| NB         | 57.4    | 57.17  | 57.17   | 68.62   | 68.58  | 68.58   |
| LR         | 55.47   | 55.43  | 55.43   | 71.38   | 71.42  | 71.42   |
| GB         | 56.61   | 57.4   | 57.4    | 68.54   | 68.5   | 68.5    |
| RF         | 59.37   | 60.24  | 59.33   | 74.13   | 74.49  | 75.51   |
| AdaBoost   | 61.22   | 61.77  | 61.77   | 74.29   | 74.53  | 74.53   |
| DT         | 60.87   | 60.39  | 60.79   | 77.28   | 77.91  | 77.81   |
| BNB        | 59.84   | 59.45  | 59.45   | 72.01   | 72.24  | 72.24   |
| SGC        | 56.85   | 57.01  | 57.52   | 73.7    | 74.02  | 74.41   |
| Average    | 57.40   | 57.45  | 57.45   | 71.46   | 71.59  | 71.71   |

In summary, as we mentioned previously, the 10-folds provided greater accuracy than 5-folds across all eight of the experiments. Furthermore, we observed that, on average, the results of unigram, bigram and trigram were close to each other, particularly in short texts such as tweets. The Eastern-Dataset achieved the best result in this paper compared to the other three datasets with an excellent accuracy of 91.48%.

### IV. RESEARCH CHALLENGES

Due to the complex nature of the Arabic language, more investigation is needed, especially in the text mining tools that support the Arabic language. We have encountered a number of obstacles and challenges that need to be taken into account in future works. Some of the obstacles that we faced through the different phases of this study were as follows:

- **Data Collected:** collecting the tweets that were associated with a particular Saudi dialect was not an easy phase, as most Saudis use the general dialect. In addition, the terms used had significant similarities. Furthermore, the Tweepy library has a limitation when tweets older than one week are retrieved. Hence, a massive effort is required to find the most used unique terms in each region. In addition, a lot of the tweets are advertisements and so it takes a long time in the first cleaning phase to filter them manually.

- **Data Preprocessing:** There is a limited number of libraries that specialize in Arabic text normalization. This area needs to be highlighted and developed in future works. We believe an excellent specialized library could be an important contribution to facilitating the preprocessing phase.

- **Lemmatization:** Arabic lemmatization libraries and tools need to be improved as there are insufficient libraries that handle the words in Arabic dialects. As mentioned previously in section III, some lemma roots are completely different, and this impacts their overall
mechanism. Further work will be carried out to expand the corpus of the SDCT corpus that employed a cross-validation of the features and other factors.

improve the accuracy of the experiment including various text-models with various features and configuration vectors. Four experiments were performed by using different classifier models to calculate the reliability of the annotations. Eight baseline explained guidelines. Cohen’s Kappa Coefficient was used to calculate the reliability of the annotations. Eight baseline experiments were performed by using different classifier models with various features and configuration vectors. Four datasets of the corpus were established to fulfill the evaluation of the SDCT corpus that employed a cross-validation mechanism. Further work will be carried out to expand the corpus using other sources for Saudi dialects as well as improve the accuracy of the experiment including various text-features and other factors.

V. CONCLUSION

The objective of this paper was to enrich Arabic, particularly the language used in Saudi Arabia, by constructing a Saudi corpus based on dialects, and make it available for further research in Arabic studies such as NLP applications. This paper presented the methodology used to collect and build a corpus of 4180 multi-dialectal Saudi tweets (SDCT). The corpus was collected by using different keywords, hashtags, and time zones. It was manually annotated into Saudi dialects as Hijazi, Najdi, and Eastern and sentiment as positive, negative, and natural by five native speakers using specific explained guidelines. Cohen’s Kappa Coefficient was used to calculate the reliability of the annotations. Eight baseline experiments were performed by using different classifier models with various features and configuration vectors. Four datasets of the corpus were established to fulfill the evaluation of the SDCT corpus that employed a cross-validation mechanism. Further work will be carried out to expand the corpus using other sources for Saudi dialects as well as improve the accuracy of the experiment including various text-features and other factors.
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