Field-induced Kitaev multipolar liquid in spin-orbit coupled $d^2$ honeycomb Mott insulators
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The Kitaev model, characterized by bond-dependent Ising spin interactions among spin-orbit entangled dipole moments in Mott insulators, offered a new approach to quantum spin liquids. Motivated by another type of bond-dependent interaction among quadrupole moments in $5d^2$ Mott insulators, we provide a microscopic route to uncover the Kitaev multipolar liquid, featuring fractionalized excitations out of non-Kramers doublets carrying multipole moments. The key ingredient is the magnetic field that allows for bond-anisotropic quadrupole-octupole interactions via mixing with the excited triplet states. The conditions to realize signatures of this phase in real materials are also discussed.

**Introduction**—Recently, there have been many studies on candidate materials of Kitaev spin liquids (KSLs) as they offer a platform for topological quantum computation [1, 2]. The Kitaev honeycomb model consists of bond-dependent Ising interactions leading to the KSL with Majorana fermion and $Z_2$ vortex excitations. It was shown that bond-dependent (or “compass”) interactions appear naturally in Mott insulators with strong spin-orbit coupling since the spin sector of the localized wavefunctions becomes sensitive to the orbital spatial orientation due to spin-orbit entanglement [3–12]. Since then there has been an intensive search for candidate Kitaev materials described by an effective model of spin-orbit entangled $J_{d_{eff}} = 1/2$ Kramers doublets [3, 4, 9, 13–31].

Bond-dependent interactions are not limited to Kramers doublets; in the $5d^2$ double perovskites, the $J = 2$ states are further split into a non-Kramers doublet and an excited triplet via $t_{2g}-e_g$ mixing [32–34]. The non-Kramers doublet hosts quadrupole and octupole moments while lacking a dipole moment, and the microscopic theory of the multipolar interactions exhibits octupole-octupole and bond-dependent quadrupole-quadrupole interactions [35–37]. Remarkably, such interactions on the honeycomb lattice take the form of the extended Kitaev model, which includes the bond-dependent off-diagonal exchanges $\Gamma$ and $\Gamma'$ along with the conventional Heisenberg interaction. Given their similarity, one may question if there is a way to realize the exactly-solvable Kitaev model in multipolar honeycomb systems.

In this Letter, we present a microscopic theory to uncover the Kitaev model among multipolar moments where non-Kramers doublets are fractionalized into Majorana fermions and $Z_2$ vortices; we call this phase the Kitaev multipolar liquid in analogy with the KSL.

The key ingredient to realize the KML is the application of a magnetic field which leads to bond-dependent quadrupole-octupole interactions ordinarily forbidden by time-reversal symmetry. Below we first derive the low-energy effective multipolar model including the time-reversal symmetry breaking terms and present its classical phase diagram. Noting a special point in the phase diagram which maps to the pure antiferro-Kitaev model, we investigate the extent of the KML in the quantum phase diagram using exact diagonalization (ED) on the 24-site cluster. We summarize our results and discuss the conditions to realize signatures of the KML in $5d^2$ honeycomb insulators.

**Multipolar pseudospin-1/2 interactions**—Electronic states of transition metal ions enclosed in an octahedral anion cage (shown in grey). The crystallographic abe and octahedral xyz coordinates are shown. The $x, y, z$ bonds are colored green, blue, and red respectively. (b) Single-ion level scheme for the $J = 2$ moment. The fivefold degeneracy is split by an energy gap $\Delta$ into a low-lying non-Kramers $E_g$ doublet and an excited $T_{2g}$ triplet by electronic $t_{2g}-e_g$ mixing induced by spin-orbit coupling [32, 34]. The $E_g$ and $T_{2g}$ states are also shown where red and blue represent non-zero spin density.
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Figure 1. (a) The honeycomb lattice with transition metal ions (shown in yellow) enclosed in an octahedral anion cage (shown in grey). The crystallographic abe and octahedral xyz coordinates are shown. The $x, y, z$ bonds are colored green, blue, and red respectively. (b) Single-ion level scheme for the $J = 2$ moment. The fivefold degeneracy is split by an energy gap $\Delta$ into a low-lying non-Kramers $E_g$ doublet and an excited $T_{2g}$ triplet by electronic $t_{2g}-e_g$ mixing induced by spin-orbit coupling [32, 34]. The $E_g$ and $T_{2g}$ states are also shown where red and blue represent non-zero spin density.
Figure 2. A schematic of a virtual process that contributes to both $J_B$ and $h_{\text{eff}}$ term in the effective Hamiltonian Eq. (2) at third order for the case of a magnetic field aligned along the c-axis. The $E_g$ and $T_{2g}$ states at site $j$ mix due to (a) the on-site Zeeman field, and (b) hopping of an electron via interorbital $t_2$ and intraorbital $t_3$, see visual representation of the orbital overlaps in Fig. 1 of the SM [39]. The overall contribution is then proportional to $(t_2 t_3 / U) (h / \Delta)$.

Further split by virtual processes mixing the electronic $t_{2g}$ and $e_g$ states via spin-orbital excitations, resulting in a ground state doublet and excited triplet separated by energy gap $\Delta$, see Fig. 1(b). In analogy with the five electronic $d$ orbital states, we refer to the doublet and triplet states as $E_g$ and $T_{2g}$ respectively. The $E_g$ doublet is of the non-Kramers type with vanishing magnetic dipole moment, but carries higher-rank moments i.e., quadrupole and octupole moments denoted by the operators $Q_{x^2-y^2} = J_{2g}^z - J_{2g}^y$, $Q_{3z^2-r^2} = (3J_{2g}^z - J_{2g}^y) / \sqrt{3}$, and $T_{xyz} = \sqrt{15} J_{2g}^z J_{2g}^y$, where the overline symbol denotes symmetrization of the underlying operators. Let us define three operators $s^{a,b,c}$ as

$$
(s^a, s^b, s^c) = \frac{1}{2} \mathcal{P}_{E_g} \left( \frac{Q_{x^2-y^2}}{2\sqrt{3}}, \frac{Q_{3z^2-r^2}}{2\sqrt{3}}, \frac{T_{xyz}}{3\sqrt{5}} \right) \mathcal{P}_{E_g},
$$

where $\mathcal{P}_{E_g}$ is the projection operator onto the $E_g$ doublet. The action of these operators on the $E_g$ subspace can be represented by the three Pauli matrices $(s^a, s^b, s^c) = (s^1, s^1, s^1) / 2$, so that $s^{a,b,c}$ form effective pseudospin-$1/2$ operators. The components are given by $s^\gamma = \mathbf{e}_\gamma \cdot \mathbf{s}$ for $\gamma \in \{a,b,c\}$, where $\mathbf{e}_\gamma$ points out of the honeycomb plane spanned by $\mathbf{e}_a$ and $\mathbf{e}_b$, see Fig. 1(a).

The quadrupolar and octupolar moments are in one-to-one correspondence with the projection of $\mathbf{s}$ onto the $ab$-plane or the $c$-axis, respectively.

We now investigate the form of the multipolar interactions by introducing $t_{2g}$ orbital hopping, as was done in the case of the $d^2$ double perovskites [35–37]. On a honeycomb $z$-bond, the parameters $t_3$ and $t_1$ represent intraorbital hopping through $xy - xy$ overlap, or $xz - xz$ and $yz - yz$ overlaps, respectively; see Fig. 1 of the Supplemental Material (SM) [39]. We also introduce an $xz - yz$ interorbital hopping through the edge-shared anions by hopping parameter $t_2$. We go beyond earlier studies by immersing the system in an external magnetic field $\mathbf{h} = (h^x, h^y, h^z)$. The spin and orbital degrees of freedom are sensitive to this field via a Zeeman coupling $H^Z = \mu_B (\mathbf{L} + 2S) \cdot \mathbf{h} = g_J \mu_B B \cdot \mathbf{h}$, which introduces off-diagonal matrix elements between the doublet and triplet states [39]. We ensure that the $E_g$ and $T_{2g}$ manifolds remain well-separated by considering the low-field limit $g_J \mu_B B \ll \Delta$ so that the perturbative expansion is carried out in both $|h| / \Delta$ and $t_{ij}^2 / U$, where $t_{ij}$ is some hopping between sites $i$ and $j$ and $U$ is the Hubbard energy cost of double-occupancy. The external field gives rise to new virtual processes where the $E_g$ doublet mixes with the polarized $T_{2g}$ triplet during the hopping procedure, see Fig. 2. This process generates new terms in the effective Hamiltonian denoted by $J_B^\gamma$ and $h_{\text{eff}} = (h_{\text{eff}}^x, h_{\text{eff}}^y, h_{\text{eff}}^z)$ appearing at third order in addition to the previously derived $J_{\gamma}$, $J_Q$, and $J_O$:

$$
H = \frac{1}{N} \sum_{ij} J_{\gamma} \tau_i^\gamma \tau_j^\gamma + J_Q (s_i^a s_j^a + s_i^b s_j^b) + J_O s_i^a s_j^a,
$$

where $\tau^\gamma = s^a \cos \phi_\gamma + s^b \sin \phi_\gamma$ is a compass quadrupole operator with $\phi_\gamma = 0, 2\pi / 3, 4\pi / 3$ for a given bond of type $\gamma = x, y, z$. Crucially, the addition of a magnetic field supplements the Hamiltonian of Ref. [37] with terms ordinarily forbidden by time-reversal symmetry, including a bond-anisotropic quadrupole-octupole interaction $J_B^\gamma$, that is, $J_B^x \neq J_B^y \neq J_B^z$, and $J_B^\gamma$ generally differ in strength along each bond. For the case of a $[111]$ magnetic field $\mathbf{h} = h_x \hat{x}$, the $J_B^\gamma$ interaction becomes bond-isotropic with $J_B^x = J_B^y = J_B^z = J_B^T$, and $h_{\text{eff}} = h_{\text{eff}}^x = h_{\text{eff}}^y = h_{\text{eff}}^z = 0$, $h_{\text{eff}} \equiv h_{\text{eff}}^z = 0$,

$$
J_B = \frac{8}{9} t_2 (2t_1 + t_3) g_J \mu_B h \frac{h^z}{\Delta} j_z^{\uparrow} - j_z^{\downarrow} - 24 \frac{(g_J \mu_B h)^3}{\Delta^2} j_x^{\uparrow} j_z^{\uparrow} j_z^{\uparrow},
$$

where $\langle j^\alpha \rangle \equiv \langle \mu | j^\alpha | \nu \rangle$, $|\gamma\rangle$ is one of the $E_g$ states and $\{ |\pm\rangle, |0\rangle \}$ are the three $T_{2g}$ states [39]. For the remainder of this Letter we focus on the case of a $[111]$ magnetic field; the general form of $J_B^{\gamma}$ and $h_{\text{eff}}$ for an arbitrary magnetic field direction are given in Section II of the SM [39], along with the expressions for $J_{\gamma}$, $J_Q$, and $J_O$ previously derived in Ref. [37].

Classical phase diagrams—We now explore the phase diagram of the $J_{\gamma} - J_Q - J_O - J_B - h_{\text{eff}}$ model. We study the phase diagram of the Hamiltonian Eq. (2) in the classical limit by treating $\mathbf{s}$ as an $O(3)$ vector using Monte Carlo simulated annealing to obtain the classical ground states [40–42]; see Appendix A of Ref. [43] for simulation details. Signatures of quadrupolar and octupolar ordering are given by peaks in the structure factors $\frac{1}{N} \sum_{ij} (s_i^a s_j^a + s_i^b s_j^b) e^{-i \mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)}$ and $\frac{1}{N} \sum_{ij} s_i^a s_j^a e^{-i \mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)}$, respectively. We focus on
Figure 3. Classical phase diagrams computed by Monte Carlo simulated annealing at $h_{\text{eff}} = 0$ and (a) $J_B = 0$, and (b) $J_B = J/\sqrt{5}$, where $J = 1$ sets the energy scale. The angles $(\theta, \phi)$ parameterize the exchange interactions in Fig. (2) as $J_r = J \cos \theta$, $J_Q = J \sin \theta \cos \phi$, $J_O = J \sin \theta \sin \phi$. Some phases are labelled by the number of sites in the ordering unit cell; two such phases with identical unit cell size are distinguished using Roman numerals. In Section III of the SM we display the pseudospin configuration in each ordered phase [39]. The yellow and red stars indicate points shown in Fig. 4; at the red star the Hamiltonian is equivalent to the pure antiferro-Kitaev model.

The region where both $J_r, J_O > 0$ by setting $J_r = J \cos \theta$, $J_Q = J \sin \theta \cos \phi$, $J_O = J \sin \theta \sin \phi$ and restricting to $0 \leq \theta \leq \pi/2$, $0 \leq \phi \leq \pi$; for $J_B = 0$ the Hamiltonian is invariant under $\phi \to 2\pi - \phi$ (i.e. $J_O \to -J_O$) and $s^c \to -s^c$ on one of the two honeycomb sublattices. In Fig. 3(a) we present the phase diagram at fixed $J_B = h_{\text{eff}} = 0$ which is dominated by the antiferro-octupole (AFO), antiferro-quadrupole (AFQ), ferro-quadrupole (FQ), and vortex-quadrupole (VQ) phases; the VQ phase in particular is a six-site quadrupolar phase, see Section III of the SM for pseudospin configuration [39]. Note that each of these phases host either quadrupolar or octupolar moments, but not both. The line where $J_Q = 0$ and $0 \leq J_O \leq J_r/2$ hosts a disordered quadrupolar state originating from the pure $J_r$ limit at $\theta = 0$. The model has a macroscopically large ground state manifold owing to the physics of the 120° compass honeycomb model [7, 44, 45]. The octupolar Ising interaction, which is proportional to $s^c \bar{s}^c$, does not immediately lift this degeneracy until $J_O > J_r/2$ where the AFO phase is stabilized in a spin-flop transition. On the other hand, the degeneracy is lifted by finite $J_Q$ and selects either VQ or AFQ ordering depending on the sign of $J_Q$.

In Fig. 3(b) we present the classical phase diagram at a fixed value of $J_B = J/\sqrt{5} < 0$, which modifies the $J_B = 0$ case in several notable ways. Firstly, the area surrounding the disordered quadrupolar state in the $J_B = 0$ limit now hosts several large unit cell (LUC) orders including 24-site and 40-site orders. Secondly, whereas the region where both $J_Q, J_O > 0$ is relatively undisturbed, the opposite limit where $J_Q$ and $J_O$ differ by a sign hosts a variety of new ordered phases. An example is the zigzag (ZZ) phase which contains both an in-plane and out-of-plane component, see Fig. 4. In fact, all new phases appearing in Fig. 3(b) feature both quadrupolar and octupolar moments, see Section III of the SM for a visual representation of the classical pseudospin moments [39]. Thirdly, six different phases emerge from a single point indicated by a red star in Fig. 3(b). In the next section we explore this point in detail and consider the consequences for the quantum pseudospin model.

Kitaev multipolar liquid—To find the relation to the Kitaev model, we rewrite the Hamiltonian Eq. (2) in the octahedral $xyz$ coordinates, where it may be written in the $\mathbf{JKT}^\gamma$ form:

$$H = \sum_{\langle ij \rangle, \gamma} J s_i \cdot s_j + K s_i^\gamma s_j^\gamma + \Gamma \left( s_i^\alpha s_j^\beta + s_i^\beta s_j^\alpha \right) + \Gamma' \left( s_i^\gamma s_j^\gamma + (\alpha \rightarrow \beta) \right) - h_{\text{eff}} \sum_i \bar{\epsilon}_c \cdot s_i \tag{4}$$

where $s^\gamma = \bar{\epsilon}_\gamma \cdot s$, $\gamma \in \{x, y, z\}$, and $\alpha, \beta \in \{x, y, z\} \setminus \{\gamma\}$. The values of $J, K, \Gamma$ and $\Gamma'$ are given by

$$J = \frac{1}{3} \left( \frac{1}{2} J_r - 2 J_B + J_O + 2 J_Q \right), \quad K = \frac{1}{2} J_r + 2 J_B, \quad \Gamma = J - J_Q, \quad \Gamma' = \frac{1}{3} (-J_r + J_B + J_O - J_Q). \tag{5}$$

The special point indicated by the red star in Fig. 3(b) is where $J_Q = h_{\text{eff}} = 0$ and the other parameters satisfy the ratio $J_r : J_O : J_B = 2 : 1 : 1$. Here the Hamiltonian takes the form $H = \sum_{\langle ij \rangle, k} K s_i^k s_j^k$ where $K = 3 J_r/2 > 0$; in other words, our multipolar pseudospin model is described purely by an antiferro-Kitaev interaction. The classical limit of this model hosts an extensive ground state degeneracy, which explains why several classical phases meet at the red star in Fig. 3(b). In analogy to the Kitaev honeycomb model for spin-1/2 moments, we can write the multipolar pseudospin operator in terms of Majorana fermions $b^\dagger$ and $c$, as $s^\gamma = i b^\dagger c / 2$, and the model can be solved exactly in terms of Majorana fermions hopping with a Dirac dispersion in the presence of a background $Z_2$ gauge field. The resulting entangled ground state lacks long-range multipolar order, which we recognize as the KML. The discovery of an exotic phase
in an exactly-solvable model of multipolar moments in d^2 honeycomb materials forms the central result of this Letter.

We would like to find the ordered multipole phases nearby the KML phase space as J_B and h_{eff} are tuned, as the KML physics may govern the finite temperature above which the multipole ordering melts. To do so, we solve Eq. (2) using ED on the 24-site cluster with the numerical package HPhi [46]. We parameterize the quantum phase diagram by fixing J_Q = 0 and tuning the parameter $\xi = (J_B - J_O) / (J_B + J_O)$ between $\xi \in [-1, 1]$. Whereas $\xi = -1$ corresponds to the point where $J_B = 0$ and $J_r = J_O$, shown in Fig. 3(a) by the yellow star, $\xi = 0$ corresponds to the point where $J_B = J_O = J_r/2$ which maps to the pure antiferro-Kitaev point. The three ordered phases AFO, AFQ, and ZZ dominate the phase diagram. However, there exists a narrow window where the KML is stabilized which is extended in the $h_{eff}$ direction until roughly $h_{eff} \sim 0.6 J_r$. At the antiferro-Kitaev point, the KML is not immediately susceptible to polarization as the ferro-octupole configuration does not lie within the antiferro-Kitaev ground state manifold.

One may expect that, due to the relations implied by Eq. (5), other ordered phases explored in the JKT'T literature can be stabilized by the model Eq. (2) including the four-site stripy phase. Yet this phase does not appear in our work, as it primarily occupies the $K < 0$ region [4, 6] and we have focused on the region where $J_r, J_B \geq 0$, i.e. $K > 0$. A small stripy phase could appear near $K > 0$ when $\Gamma < 0$ and $\Gamma' > 0$ [25] but it lies outside our parameter space.

**Discussion and summary**—We now discuss the conditions to realize the KML in 5d^2 insulators. The bond-dependent quadrupole-octupole interaction requires the Zeeman field which induces off-diagonal components between the $E_g$ and $T_{2g}$ states while maintaining their energy separation $\Delta$: thus the first condition is that $g_{eff}h \ll \Delta$. In the Q_6^+ and R_5^+ double perovskites $\Delta$ is around 10-20 meV, restricting $h \sim \mathcal{O}(10 \text{ T})$. The second condition is approaching the Kitaev limit. In most edge-sharing materials, $|t_2|, |t_3| \gg |t_1|$ [6] so that the Kitaev limit is best approached if $t_2^2 \sim 2t_1t_3$, since $J_Q \sim 0$ and $J_O \sim 4t_3^2/3$ while $J_r \sim 4t_3^2/9$, see expressions given in Section I of the SM [39]. The ratio of $t_2$ and $t_3$ then determines whether the material is VQ−, AFQ−, or AFQ−ordered in the zero-field limit shown in Fig. 3(a). As the magnetic field is introduced and $J_B$ is increased, the system approaches the KML phase space but it may remain in the ordered phase depending on $t_2/t_3$. The signature of KML physics is then revealed at the finite temperatures above which the ordering vanishes. The intricate balance between the field strength $h/\Delta$ and exchange paths presents a challenge for the material realization of the KML. Nevertheless, this work serves as a "proof-of-concept" that the d^2 spin-orbit entangled honeycomb insulators with non-Kramers doublets may exhibit multipolar Kitaev physics.

In this Letter we have shown that the KML can arise in a spin-orbit coupled d^2 honeycomb material. The key ingredient is the application of a magnetic field which allows for bond-dependent quadrupole-octupole interactions in the effective Hamiltonian of the $E_g$ doublet. In combination with the Ising octupole and 120° compass components, the Hamiltonian can be tuned to the pure Kitaev form. The resulting multipolar model can then be solved exactly using Majorana fermions, in analogy with Kitaev’s original spin-1/2 model. Multipolar ordered phases arise along with the KML, including those featuring combinations of quadrupolar and octupolar ordering, as well as a disordered compass-quadrupole phase. The nature and extent of these phases in the quantum phase diagram form interesting avenues of future work. We have also shown that the field-induced bond-dependent $J_B$ becomes bond-anisotropic when the field is tilted away from the c-axis. This extended phase space, and the novel physics contained within, motivates future studies of d^2 multipolar systems.
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I. DERIVATION OF THE EFFECTIVE $E_g$ HAMILTONIAN

In this section we outline how the effective $E_g$ pseudospin model is obtained. We consider the limit where the octahedral crystal field splitting and electron-electron repulsion are the dominant interactions, justifying a strong-coupling approach where the $d^2$ electrons lie in the $t_{2g}$ manifold and form a degenerate ground state that is lifted by the electron hopping and magnetic field. Let us introduce the creation operator $c_{m\sigma}^\dagger$ which creates a $t_{2g}$ electron with spin and orbital states denoted by $\sigma \in \{+, -\}$ and $m \in \{xy, xz, yz\}$, respectively. Our starting point is the on-site Kanamori-Hubbard Hamiltonian on a single site $i$ which is given by

$$H_{KH} = U \sum_m n_{m+} n_{m-} + U' \sum_{m \neq m'} n_{m+} n_{m'-} + (U' - J_H) \sum_{m < m', \sigma} n_{m\sigma} n_{m'\sigma}$$

$$+ J_H \sum_{m \neq m'} \left( c_{m+}^\dagger c_{m'-}^\dagger c_{m-} c_{m'+} + c_{m+}^\dagger c_{m'-} c_{m-} c_{m'+}^\dagger \right) - \lambda \mathbf{L} \cdot \mathbf{S}$$

where $n_{m\sigma} = c_{m\sigma}^\dagger c_{m\sigma}$ is the number operator, and $\mathbf{L} = l_1 + l_2$ and $\mathbf{S} = s_1 + s_2$ are the total orbital and spin angular momentum operators, respectively. The parameters $U$ and $U' = U - 2J_H$ are intraorbital and interorbital Coulomb interactions respectively, where $J_H$ is the Hund’s coupling. Lastly, the spin-orbit coupling parameter $\lambda$ is related to the single particle spin-orbit coupling $\zeta (l_1 \cdot s_1 + l_2 \cdot s_2)$ via $\lambda = \zeta / n$ where $n = 2$ is the electron filling. For the $d^2$ filling, the limit $10Dq, U > \zeta, J_H$ leads to a fivefold $J = 2$ manifold that is further split into an $E_g$ doublet and $T_{2g}$ triplet (see Section II of Supplemental Material) by spin-orbit-coupling induced $t_{2g} - e_g$ mixing with energy gap $\Delta \sim \zeta^2 / 10Dq$ [1, 2].

Now let us consider two honeycomb sites labelled $i = 1, 2$ connected by a $z$-bond such that their octahedra share one edge. In the isolated limit the Hamiltonian is given by $H_{1KH} + H_{2KH}$ with a ground state $E_g$ doublet on both sites. Interactions are introduced by projecting the electron hopping and magnetic field onto the $E_g$ doublet; in this section we focus on the electron hopping as the case of the magnetic field is studied in the next section.

The orbital part of the tight-binding Hamiltonian is given by $H_{TB}^{(12)_z} = c_{1}^\dagger c^{(12)_z} c_2 + c_{2}^\dagger c^{(12)_z} c_1$ where $c_i^\dagger = (c_{i,yz}^\dagger, c_{i,xz}^\dagger, c_{i,xy}^\dagger)$ and

$$T_{(12)_z} = \begin{pmatrix} t_1 & t_2 & 0 \\ t_2 & t_1 & 0 \\ 0 & 0 & t_3 \end{pmatrix}$$

(2)
is fixed by inversion about the $z$-bond center and the $C_2$ symmetry about the $\hat{e}_b$ axis for the undistorted octahedra [3]. The hopping parameter $t_3$ and $t_1$ correspond to direct intraorbital exchange, whereas $t_2$ parameterizes the effective interorbital $xz - yz$ hopping including $p$-orbital superexchange. In Fig. 1 we display the types of orbital overlap which lead to the three hopping parameters.
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**Figure 1.** Examples of overlapping orbitals which contribute to the hopping strengths $t_1, t_2, t_3$ in the $z$-bond hopping matrix Eq. (2).

We now carry out the degenerate perturbation theory where the local Kanamori-Hubbard Hamiltonian $H_0 = H_{1KH}^{KH} + H_{2KH}^{KH}$ is perturbed by $V = H_{(12)z}^{TB} + H_{1}^{Z} + H_{2}^{Z}$, i.e. the tight-binding Hamiltonian and the on-site Zeeman terms $H_{i}^{Z} = g_{i}\mu_B \mathbf{J}_i \cdot \mathbf{h}$ (see Section II of Supplemental Material). The perturbative process generates quadratic and linear terms in $s_i$ in the effective Hamiltonian. Along the $z$-bond, the quadratic terms take on the form

$$H_{(12)z} = J_\tau s_1^a s_2^a + J_Q \left(s_1^a s_2^a + s_1^b s_2^b\right) + J_O s_1^c s_2^c - \sqrt{2}J_B^z \left(s_1^a s_2^c + s_1^c s_2^a\right).$$

(3)

where $s_{\bar{\gamma}} = \hat{e}_{\bar{\gamma}} \cdot \mathbf{s}$ for $\bar{\gamma} \in \{a, b, c\}$ are the pseudospin-1/2 components in the crystallographic $abc$ basis given by $\hat{e}_a = (\hat{e}_x + \hat{e}_y - 2\hat{e}_z)/\sqrt{6}$, $\hat{e}_b = (\hat{e}_y - \hat{e}_x)/\sqrt{2}$, and $\hat{e}_c = (\hat{e}_x + \hat{e}_y + \hat{e}_z)/\sqrt{3}$. The field-independent exchange parameters are given by

$$J_\tau = \frac{4}{9} \frac{(t_1 - t_3)^2}{U}, \quad J_Q = \frac{2}{3} \frac{t_1(t_1 + 2t_3) - t_2^2}{U}, \quad J_O = \frac{2}{3} \frac{t_1(t_1 + 2t_3) + t_2^2}{U},$$

(4)

where we set $J_H$ to zero as it is small relative to $U$; the derivation of $J_\tau, J_Q$, and $J_O$ and the effect of a finite Hund’s coupling $J_H$ was previously studied in Ref. [4]. The field-dependent quadrupole-octupole interaction strength is given by

$$J_B^z = \frac{8}{3\sqrt{6}} \frac{t_2 (2t_1 + t_3) \mu_B h_z}{U \Delta}.$$  

(5)
The quadratic terms along the $x$ and $y$ bonds can be obtained via a $2\pi/3$ counter-clockwise rotation about the [111] axis, and the pseudospin transforms accordingly as

$$\begin{align*}
(s^a, s^b, s^c) &\to \left(-\frac{1}{2}s^a + \frac{\sqrt{3}}{2}s^b, -\frac{\sqrt{3}}{2}s^a - \frac{1}{2}s^b, s^c\right).
\end{align*}$$

To simplify notation it is convenient to introduce the compass quadrupole operators given by $\tau^\gamma \equiv s^a \cos \phi_\gamma + s^b \sin \phi_\gamma$ and $\bar{\tau}^\gamma \equiv s^b \cos \phi_\gamma - s^a \sin \phi_\gamma$, where $\phi_\gamma = 0, 2\pi/3, 4\pi/3$ for a given bond of type $\gamma = z, x, y$. The Hamiltonian on each honeycomb bond can then be obtained by sending $s^a \to \tau^\gamma$ and $s^b \to \bar{\tau}^\gamma$ in Eq. (3). Moreover, the quadrupole-octupole interaction is modified along each bond, namely

$$J_B^x = \frac{8}{3\sqrt{6}} \frac{t_2 (2t_1 + t_3) g_{J_B} \mu_B h^x}{U} \Delta, \quad J_B^y = \frac{8}{3\sqrt{6}} \frac{t_2 (2t_1 + t_3) g_{J_B} \mu_B h^y}{U} \Delta.$$

The linear term in $s_i$ is composed of bond-independent and bond-dependent terms; after summing over the contribution from each bond, the latter terms vanish. The full effective Hamiltonian can then be written as

$$H = \sum_{\langle ij \rangle, \gamma} J_{ij} \tau_i^\gamma \tau_j^\gamma + J_Q (s_i^a s_j^a + s_i^b s_j^b) + J_{\Gamma_S} (s_i^c s_j^c) - \sqrt{2} J_B^z (\tau_i^\gamma s_j^c + s_i^c \bar{\tau}_j^\gamma) - \sum_i \hbar_{\text{eff}} \cdot s_i,$$

where we used the fact that $\tau_i^\gamma \tau_j^\gamma + \bar{\tau}_i^\gamma \bar{\tau}_j^\gamma = s_i^a s_j^a + s_i^b s_j^b$ for any bond $\gamma$, and $\hbar_{\text{eff}} = (\hbar_{\text{eff}}^a, \hbar_{\text{eff}}^b, \hbar_{\text{eff}}^c)$ is expressed in the crystallographic basis $\hat{e}_{a,b,c}$ where

$$\begin{align*}
\hbar_{\text{eff}}^a &= 6 (g_{J_B} \mu_B)^2 \frac{2h^2 - h_x^2 - h_y^2}{\Delta}, \\
\hbar_{\text{eff}}^b &= 6\sqrt{3} (g_{J_B} \mu_B)^2 \frac{h_x^2 - h_y^2}{\Delta}, \\
\hbar_{\text{eff}}^c &= \frac{4}{3\sqrt{3}} \frac{t_2 (t_1 - t_3) g_{J_B} \mu_B (h^x + h^y + h^z)}{U} - 36\sqrt{3} (g_{J_B} \mu_B)^3 \frac{h_x h_y h_z}{\Delta^2}.
\end{align*}$$

The main text is concerned with the case of a [111] magnetic field where $\hbar = h \hat{e}_c = \frac{h}{\sqrt{3}} (\hat{e}_x + \hat{e}_y + \hat{e}_z)$. In this case one finds that $\hbar_{\text{eff}}^a = \hbar_{\text{eff}}^b = 0$ and $J_B^x = J_B^y = J_B^z$, leading to a $C_3$-symmetric Hamiltonian. Defining $j_\mu = \langle \mu | J_{\alpha} | \nu \rangle$ where $\mu, \nu$ label the $E_g$ and $T_{2g}$ states given in Section II of the Supplemental Material, the field-dependent parameters are
described by $J_B \equiv J_B^{x,y,z}$ and $h_{\text{eff}} \equiv h_{\text{eff}}^c$ given by

$$J_B = \frac{8}{9\sqrt{2}} \frac{t_2 (2t_1 + t_3) g_J \mu_B h}{U} \Delta,$$

$$h_{\text{eff}} = \frac{4}{3} \frac{t_2 (t_1 - t_3) g_J \mu_B h}{U} \Delta - 12 \frac{(g_J \mu_B h)^3}{\Delta^2},$$

(10)

The Hamiltonian Eq. (8) can be written in a form which more clearly displays its symmetries by expanding the compass quadrupole operators $\tau_i^\gamma$, giving

$$H = \sum_{\langle ij \rangle, \gamma} \left( J^x_{ij} + J^Q_{ij} \right) (s_i^a s_j^a + s_i^b s_j^b) + J^O s_i^c s_j^c \tag{11}$$

$$+ J^x_{ij} \left[ \cos \phi_{\gamma} (s_i^a s_j^a - s_i^b s_j^b) - \sin \phi_{\gamma} (s_i^a s_j^b + s_i^b s_j^a) \right]$$

$$- \sqrt{2} J^y_B \left[ \cos \phi_{\gamma} (s_i^a s_j^c + s_i^c s_j^a) + \sin \phi_{\gamma} (s_i^b s_j^c + s_i^c s_j^b) \right] - \sum_i h_{\text{eff}} \cdot s_i.$$

It is then straightforward to write the Hamiltonian in the octahedral basis $\hat{e}_{x,y,z}$ since the pseudospin components $s^\gamma = \hat{e}_\gamma \cdot s$ for $\gamma \in \{x, y, z\}$ are given by

$$\begin{pmatrix} s^x \\ s^y \\ s^z \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{6}} & 1 & \frac{1}{\sqrt{3}} \\ -\frac{2}{\sqrt{6}} & 0 & 1 \end{pmatrix} \begin{pmatrix} s^a \\ s^b \\ s^c \end{pmatrix}.$$

By performing this rotation one obtains

$$H = \sum_{\langle ij \rangle, \gamma} J^\gamma s_i \cdot s_j + K^\gamma s_i^\gamma s_j^\gamma + \Gamma^\gamma (s_i^a s_j^a + s_i^b s_j^b)$$

$$+ \Gamma^\gamma (s_i^c s_j^c + (\alpha \rightarrow \beta)) - \sum_i h_{\text{eff}} \cdot s_i, \tag{12}$$

where

$$J^\gamma = \frac{1}{3} \left( \frac{1}{2} J^x_{ij} - 2 J^y_B + J^O + 2 J^Q \right),$$

$$K^\gamma = \frac{1}{2} J^x_{ij} + 2 J^y_B, \quad \Gamma^\gamma = J^\gamma - J^Q,$$

$$\Gamma'^\gamma = \frac{1}{3} (-J^x_{ij} + J^y_B + J^O - J^Q). \tag{13}$$

For an external field along the $c$-axis, the exchange parameters are bond-isotropic, ie. $K_x = K_y = K_z$ and so on for $J, \Gamma,$ and $\Gamma'$.  

---

5
II. PROPERTIES OF $J = 2$ STATES UNDER A ZEEMAN FIELD

Here we discuss some details regarding the $J = 2$ manifold, with angular momentum states satisfying $J_z |m_J⟩ = m_J |m_J⟩$ for $m_J = -2, -1, 0, 1, 2$. The $J = 2$ splitting can be modelled by a residual crystal field splitting $H_\Delta = \Delta (O_{40} + 5O_{44})/120$ where $\Delta > 0$ and

$$O_{40} = 35J^4_z - (30J(J + 1) - 25)J^2_z + \text{const.} \quad \text{(14)}$$

$$O_{44} = (J^4_x + J^4_y)/2,$$

are Stevens operators [1, 2]. The eigenstates of $H_\Delta$ form a doublet with energy $E = 0$ and a triplet with $E = \Delta > 0$; these are the $E_g$ and $T_{2g}$ states, respectively. We may choose the following basis for the $E_g$ states

$$|↑⟩ = \frac{1}{\sqrt{2}} (|2⟩ + |−2⟩), \quad |↓⟩ = |0⟩, \quad \text{(15)}$$

and the $T_{2g}$ states

$$|±⟩ = |±1⟩, \quad |0⟩ = \frac{1}{\sqrt{2}} (|2⟩ - |−2⟩). \quad \text{(16)}$$

Let us denote the projection onto these subspaces as $\mathcal{P}_{E_g}$ and $\mathcal{P}_{T_{2g}}$, respectively. The time-reversal operator acts on the angular momentum states as $T|m_J⟩ = (-1)^m_J |−m_J⟩$ and on the angular momentum operator as $T J^\gamma T^{-1} = -J^\gamma$. For either $E_g$ state $|\sigma⟩$ where $\sigma \in \{↑, ↓\}$, time-reversal is equivalent to the identity $T|\sigma⟩ = |\sigma⟩$. This implies that

$$\langle \sigma|J|\sigma⟩ = \langle \sigma|T^{-1}TJT^{-1}T|\sigma⟩$$

$$= -\langle \sigma|J|\sigma⟩,$$ \quad \text{(17)}

ie. $\langle \sigma|J|\sigma⟩ = 0$: the $E_g$ doublet does not carry a dipole moment. In fact it is carried by the $T_{2g}$ states; the three operators $l_\gamma = -\mathcal{P}_{T_{2g}}^\dagger J_\gamma \mathcal{P}_{T_{2g}}$ with $\gamma \in \{x, y, z\}$ form the $l = 1$ representation of the $\mathfrak{su}(2)$ algebra.

Now let us add a Zeeman field $H^Z = \mu_B (L + 2S) \cdot \hbar = g_J \mu_B J \cdot \hbar$, where $g_J = 1/2$ for $J = 2$ by the Wigner-Eckart theorem. In the $\{|↑⟩, |↓⟩, |−⟩, |+⟩, |0⟩\}$ basis, $H^Z$ takes the form

$$H^Z = g_J \mu_B \begin{pmatrix}
0 & 0 & \frac{1}{\sqrt{2}} h^+ & \frac{1}{\sqrt{2}} h^- & 2h_z \\
0 & 0 & \frac{\sqrt{3}}{2} h^- & -\frac{\sqrt{3}}{2} h^+ & 0 \\
\frac{1}{\sqrt{2}} h^- & \frac{\sqrt{3}}{2} h^+ & -h_z & 0 & -\frac{1}{\sqrt{2}} h^- \\
\frac{1}{\sqrt{2}} h^+ & -\frac{\sqrt{3}}{2} h^- & 0 & h_z & \frac{1}{\sqrt{2}} h^+ \\
2h_z & 0 & -\frac{1}{\sqrt{2}} h^+ & \frac{1}{\sqrt{2}} h^- & 0
\end{pmatrix} \quad \text{(18)}$$
where \( \mathbf{h} = (h_x, h_y, h_z) \) is expressed in the octahedral basis \( \hat{e}_{x,y,z} \), and \( h^\pm = h_x \pm i h_y \). Note that the Zeeman field leads to a finite off-diagonal block connecting the \( E_g \) and \( T_{2g} \) manifolds. To understand how the \( E_g \) doublet are perturbed by a \([111]\) magnetic field \( \mathbf{h} = h \hat{e}_c \) we solve the Hamiltonian \( H_\Delta + H_Z \) in the limit where \( \epsilon \equiv g I \mu_B h / \Delta \ll 1 \) using the method of resolvents \([5]\); the modified \( E_g \) states are given by (neglecting normalization constants)

\[
|\tilde{\uparrow}\rangle = |\uparrow\rangle - \frac{\epsilon}{\sqrt{3}} \left( e^{-i \pi/4} |\downarrow\rangle + e^{i \pi/4} |+\rangle + 2 |0\rangle \right) + O(\epsilon^2) \\
|\tilde{\downarrow}\rangle = |\downarrow\rangle - \epsilon \left( e^{i \pi/4} |\downarrow\rangle + e^{-i \pi/4} |+\rangle \right) + O(\epsilon^2)
\]

with the field lowering the energy of both states to \( E = -2\epsilon^2 + O(\epsilon^3) \).

### III. Properties of Multipolar Orders

In this section we discuss some properties of the multipolar phases found in the phase diagrams of the main text.

#### A. Phases in the classical model

Let us recall that the classical phase diagrams in Fig. 3 of the main text are parameterized by \((\theta, \phi, J_B)\), where \( J_x = \bar{J} \cos \theta, J_Q = \bar{J} \sin \theta \cos \phi, \) and \( J_O = \bar{J} \sin \theta \sin \phi \) at fixed \( h_{\text{eff}} = 0 \) and either \( J_B = 0 \) or \( \bar{J} / \sqrt{5} \) for Fig. 3(a) or 3(b), respectively. In the classical limit, each pseudospin \( \mathbf{s}_i = s_i^a \hat{e}_a + s_i^b \hat{e}_b + s_i^c \hat{e}_c \) is then treated as an \( O(3) \) vector satisfying \( |\mathbf{s}_i \cdot \mathbf{s}_i| = 1 \); the ground state can then be obtained by Monte Carlo simulated annealing \([6–8]\), see Appendix A of Ref. [9] for simulation details. For a given pseudospin \( \mathbf{s}_i \), Eq. (1) of the main text suggests that a finite in-plane component \( s_i^a \hat{e}_a + s_i^b \hat{e}_b \) corresponds to quadrupolar moments whereas a finite out-of-plane component \( s_i^c \) corresponds to the octupolar moment. In Figs. 2-13 we present pseudospin configurations of each ordered phase that appears in Fig. 3 of the main text along with the ordered unit cell. The size of each arrow represents the in-plane component whereas the color lying between red and blue represents the angle made with the out-of-plane direction \( \hat{e}_c \), given by inverting \( \cos \theta_{\hat{e}_c} = \mathbf{s} \cdot \hat{e}_c = s^c \). The phases in Figs. 2-5 feature either quadrupolar or octupolar moments but not both, whereas the phases in Figs. 6-13 each contain both quadrupolar and octupolar ordering which are stabilized due to the finite quadrupole-octupole interaction \( J_B \).
Figure 2. Pseudospin configuration at \( (\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.25, 0.25, 0.0) \) located within the AFQ phase. The colorbar, which indicates the size of the octupolar moment, applies to Figs. 2-13.

Figure 3. Pseudospin configuration at \( (\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.375, 0.5, 0.0) \) located within the AFO phase.

Figure 4. Pseudospin configuration at \( (\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.375, 1.0, 0.0) \) located within the FQ phase.
Figure 5. Pseudospin configuration at \((\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.125, 1.0, 0.0)\) located within the VQ phase.

Figure 6. Pseudospin configuration at \((\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.25, 1.0, 1/\sqrt{5})\) located within the ZZ phase.

Figure 7. Pseudospin configuration at \((\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.25, 0.8, 1/\sqrt{5})\) located within the 6-site phase.
Figure 8. Pseudospin configuration at \( \left( \theta/\pi, \phi/\pi, J_B/\bar{J} \right) = \left( 0.375, 0.175, 1/\sqrt{5} \right) \) located within the 8_1 phase.

Figure 9. Pseudospin configuration at \( \left( \theta/\pi, \phi/\pi, J_B/\bar{J} \right) = \left( 0.35, 0.765, 1/\sqrt{5} \right) \) located within the 8_{II} phase.

Figure 10. Pseudospin configuration at \( \left( \theta/\pi, \phi/\pi, J_B/\bar{J} \right) = \left( 0.25, 0.72, 1/\sqrt{5} \right) \) located within the 12_{I} phase.
Figure 11. Pseudospin configuration at \((\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.5, 0.81, 1/\sqrt{5})\) located within the \(12_{II}\) phase.

Figure 12. Pseudospin configuration at \((\theta/\pi, \phi/\pi, J_B/\bar{J}) = (0.04, 0.5, 1/\sqrt{5})\) located within the 24-site phase.
B. Phases in the quantum model

Let us recall that the quantum phase diagram in Fig. 4 of the main text is parameterized by \((\xi, h_{\text{eff}})\) at fixed \(J_Q = 0\) and \(J_r = 1\), where \(\xi = (J_B - J_O) / (J_B + J_O)\) and is restricted to \(-1 \leq \xi \leq 1\); in other words, tuning \(\xi\) is equivalent to tuning the ratio \(J_B / J_O = (1 + \xi) / (1 - \xi)\). The \(H\Phi\) package provides the real-space correlation functions \(\langle s_\alpha^i s_\beta^j \rangle = \langle \Psi | s_\alpha^i s_\beta^j | \Psi \rangle\) for \(\alpha, \beta \in \{a, b, c\}\), where \(|\Psi\rangle\) is the ground state of the pseudospin model and \(i, j\) are sites on the 24-site cluster [10]. Let us define the quantity

\[
T_{\mathbf{k}}^{\alpha\beta} = \frac{1}{N} \sum_{ij} \langle s_\alpha^i s_\beta^j \rangle e^{-i\mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)}
\]

in analogy with the spin structure factor. The octupolar and quadrupolar structure factors are then given by \(T_Q^\mathbf{k} \equiv T_{\mathbf{k}}^{cc}\) and \(T_Q^\mathbf{k} \equiv T_{\mathbf{k}}^{aa} + T_{\mathbf{k}}^{bb}\), and a signature of a long-range ordered phase are sharp peaks at some \(\mathbf{k} = \mathbf{k}^*\), where \(\mathbf{k}^*\) are the corresponding ordering wavevectors. In the quantum phase diagram we find fours phases: AFO, AFQ, ZZ, and KML. The first three are ordered with ordering wavevectors at \(\mathbf{k} = \Gamma'\) for both AFO and AFQ and \(\mathbf{k} = M\) for the ZZ phase, see Figs. 14-16. On the other hand, the KML is characterized by broad features in both \(T_Q^\mathbf{k}\) and \(T_Q^\mathbf{k}\), indicating a lack of long-ranged multipolar order. Moreover, both AFO and AFQ feature sharp peaks in only one of \(T_Q^\mathbf{k}\) and \(T_Q^\mathbf{k}\) as shown in Figs. 14 and 15. On the other hand, both the KML and ZZ phases feature a combination of quadrupolar

Figure 13. Pseudospin configuration at \((\theta/\pi, \phi/\pi, J_B/J) = (0.0, 0.0, 1/\sqrt{5})\) located within the 40-site phase.
and octupolar correlations.

Figure 14. (a) Quadrupolar and (b) octupolar structure factors of ground state obtained at $(\xi, h_{\text{eff}}) = (-1.0, 0.0)$ located within the AFO phase. For Figs. 14-16 the 1st and 2nd crystal Brillouin zones are shown in red and green respectively.

Figure 15. (a) Quadrupolar and (b) octupolar structure factors of ground state obtained at $(\xi, h_{\text{eff}}) = (-0.15, 0.5)$ located within the AFQ phase. The presence of a small peak in $T_k^O$ at the $k = \Gamma$ point indicates the presence of ferro-octupolar correlations due to the finite $h_{\text{eff}}$. 
Figure 16. Combined quadrupolar and octupolar structure factor $T_k = T_k^Q + T_k^O$ at (a) $(\xi, h_{\text{eff}}) = (0.0, 0.0)$ located within the KML phase, and (b) $(\xi, h_{\text{eff}}) = (1.0, 0.0)$ located within the ZZ phase.
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