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Abstract. We study the mathematical theory of second order systems with two species, arising in the dynamics of interacting particles subject to linear damping, to nonlocal forces and to external ones, and resulting into a nonlocal version of the compressible Euler system with linear damping. Our results are limited to the 1 space dimensional case but allow for initial data taken in a Wasserstein space of probability measures. We first consider the case of smooth nonlocal interaction potentials, not subject to any symmetry condition, and prove existence and uniqueness. The concept of solutions relies on a stickiness condition in case of collisions, in the spirit of previous works in the literature. The result uses concepts from classical Hilbert space theory of gradient flows (cf. Brezis [7]) and a trick used in [4]. We then consider a large-time and large-damping scaled version of our system and prove convergence to solutions to the corresponding first order system. Finally, we consider the case of Newtonian potentials - subject to symmetry of the cross-interaction potentials - and external convex potentials. After showing existence in the sticky particles framework in the spirit of [4], we prove convergence for large times towards Dirac delta solutions for the two densities. All the results share a common technical framework in that solutions are considered in a Lagrangian framework, which allows to estimate the behavior of solutions via $L^2$ estimates of the pseudo-inverse variables corresponding to the two densities. In particular, due to this technique, the large-damping result holds under a rather weak condition on the initial data, which does not require well-prepared initial velocities. We complement the results with numerical simulations.

1. Introduction

Nonlocal aggregation models touch various domains of science and technology such as astroparticle physics, microbiology, population biology, social sciences, artificial intelligence and machine learning. The use of integro-partial differential equations in this context, describing the evolution of a density of individuals $\rho(x,t)$ subject to nonlocal interaction forces, such as

$$\frac{\partial \rho}{\partial t} = \text{div}(\rho \nabla W * \rho), \quad (1)$$

has become very popular in the literature. In (1), $x$ is a spatial variable typically ranging in $\mathbb{R}^d$, $t \geq 0$ is time, $W = W(x)$ is a given interaction potential accounting for attractive or repulsive drift among individuals. The modelling approach in (1) allows to formulate concepts of solutions in a "probability measure landscape", which includes the motion of "pointy particles"

$$\dot{x}_i = -\frac{1}{N} \sum_{j=1}^{N} \nabla W(x_i - x_j) \quad (2)$$

as a special case of the "continuum theory"; see for example the results in [1, 9] framed within the Wasserstein gradient flow theory.
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At least on a formal level, a similar dichotomy exists in the case of a second-order approach that takes into account inertial effects, namely
\[
\frac{\partial \rho}{\partial t} + \text{div}(\rho v) = 0
\]
\[
\frac{\partial (\rho v)}{\partial t} + \text{div}(\rho v \otimes v) = -\rho \nabla W * \rho,
\]
the “particle-counterpart” of which is given by the second-order particle system
\[
\dot{x}_i = v_i
\]
\[
\dot{v}_i = -\frac{1}{N} \sum_{j=1}^{N} \nabla W(x_i - x_j).
\]
In (3), \( v = v(x, t) \) is the Eulerian velocity of the fluid-like ensemble of individuals.

System (3) can be considered as a nonlocal version of Euler system for gas-dynamics, in which the classical “pressure term” \(-\nabla p(\rho)\) is replaced by a nonlocal interaction force \(-\rho \nabla W * \rho\). A variant of (3) includes a linear “friction”- or “damping”- term (with \(\sigma > 0\) a damping parameter) and an external force \(-\nabla V\), the full model including nonlinear pressure thus looking like
\[
\frac{\partial \rho}{\partial t} + \text{div}(\nabla p(\rho) + \rho \nabla (V + \nabla W *)) = -\rho \nabla W * \rho - \rho V - \sigma \rho \nabla v.
\]

The existence theory for systems of the form (5) is a classical challenge of the analysis of PDEs, with strong links with the mathematical theory of systems of conservation laws. Since we are not concerned with pressure terms in this paper, we briefly list a few references on this matter such as [28, 3, 16] for the multidimensional case and [12, 14, 20, 22] for the one-dimensional case. We refer to [10] for a survey on Euler equations.

In the pressure-less case \(p = 0\) in (5), the density \(\rho\) is not forced to be absolutely continuous with respect to Lebesgue measure. Hence, “particle” solutions in the spirit of (4) are allowed.

When two particles collide, a standard way to continue the solution after collision is the so-called sticky particle condition, which forces particles to stay attached to each other after collision, with a post-collisional velocity that is uniquely determined by the conservation of momentum. The existence and uniqueness of such “sticky particle” solutions has attracted the attention of many researchers for decades. We refer to the recent [26] for a through explanation of the issues related with existence and uniqueness in the multi-dimensional case. A case with \(W \neq 0\) that is particularly interesting in the applications is the Euler-Poisson model, in which \(W\) is the solution operator to Poisson equation, see [25]. In one space dimension the theory is quite rich of results in the literature, we mention here [5, 24, 4]. In particular, [24, 4] first addressed the coupling with general nonlocal forces \(W \neq 0\) in the context of Wasserstein gradient flows.

At least on a formal level, models of the form
\[
\frac{\partial \rho}{\partial t} = \text{div}(\nabla p(\rho) + \rho \nabla (V + W *))
\]
can be obtained by rescaling time in (5) as \(t = \sigma \tau\) and letting \(\sigma \to +\infty\). Such a singular limit regime is called “ overdamped limit”, or “large friction limit”, and, in case \(p \neq 0\), it is well-known in the literature of singular limits for systems of conservation laws as a “diffusive relaxation limit.” Relevant examples arise in the case of porous-medium like pressures [21] \(p(\rho) = \rho^\gamma, \gamma > 1\), see also [23] for more general models, and the more recent result in [8].

In recent years the attention of many researchers in this field turned to systems with many species, motivated for example by opinion formation models [15], chemotaxis models with many
species of cells and other aggregation phenomena in biology [11, 6], pedestrian movements [2]. In many of those phenomena, the second order modelling approach via (3) or similar seems more appropriate in that inertial effects, sometimes referred in these contexts as “persistence” effects, do play a role in the model’s dynamics. However, while the mathematical theory of many species systems in the first-order modelling approach has been considered in many papers [1], very little attention has been devoted to second order models with many species. In this paper we wish to provide a first contribution in that direction, by restricting for the moment to the one-dimensional case.

More precisely, we will first of all tackle the existence theory of the system

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x}(\rho v) &= 0, \\
\frac{\partial \eta}{\partial t} + \frac{\partial}{\partial x}(\rho w) &= 0, \\
\frac{\partial}{\partial t}(\rho v) + \frac{\partial}{\partial x}(\rho v^2) &= -\sigma \rho v - \rho[K'_\rho \ast \rho + H'_{\rho} \ast \eta], \\
\frac{\partial}{\partial t}(\rho w) + \frac{\partial}{\partial x}(\rho w^2) &= -\sigma \rho w - \eta[K'_\eta \ast \eta + H'_{\eta} \ast \rho],
\end{align*}
\]

(7)
equipped with initial data

\[
\begin{align*}
(\rho, v)(t = 0) &= (\rho_0, v_0), \\
(\eta, w)(t = 0) &= (\eta_0, w_0).
\end{align*}
\]

(8)

In system (7), \(\rho\) and \(\eta\) are probability measures modelling two species of agents, or individuals, \(v\) and \(w\) are the corresponding Eulerian velocities of the two species, \(\sigma > 0\) is the damping parameter, \(H_{\rho}, H_{\eta}, K_{\rho}, K_{\eta}\) are smooth (to an extent to be specified later) given space-depanding potentials. \(K_{\rho}\) and \(K_{\eta}\) are called self-interaction potentials as they describe the interaction between the agents of same species, \(H_{\rho}\) and \(H_{\eta}\) are called cross-interaction potentials and model the interaction between the agents of opposing species. The convolutions in (7) are meant with respect to the space variable. All potentials appears in the system with their first derivative. This choice of ours is merely motivated by the fact that all those terms should be considered as gradients of potential energies.

System (7) has a natural discrete particle counterpart. Let us consider \(x_1, \ldots, x_N\) as \(N\) particles of the first species with masses \(m_1, \ldots, m_N\), and \(y_1, \ldots, y_M\) as \(M\) particles of the second species with masses \(m_1, \ldots, m_M\). The dynamics of \(x_i\) and \(y_j\) is determined by the following equations

\[
\begin{align*}
\dot{x}_i(t) &= -\sigma \dot{x}_i(t) - \sum_{k \neq i} m_k K'_\rho(x_i(t) - x_k(t)) - \sum k m_k H'_\rho(x_i(t) - y_k(t)), \\
\dot{y}_j(t) &= -\sigma \dot{y}_j(t) - \sum_{k \neq j} m_k K'_\eta(y_j(t) - y_k(t)) - \sum k m_k H'_\eta(y_j(t) - x_k(t)),
\end{align*}
\]

(9)

with \(i = 1, \ldots, N\) and \(j = 1, \ldots, M\) and the following initial data

\[
\begin{align*}
x_i(0) &= x_i, \\
\dot{x}_i(0) &= \dot{x}_i, \\
y_j(0) &= y_j, \\
\dot{y}_j(0) &= \dot{y}_j.
\end{align*}
\]

The candidate large-friction of (7) is the first order system

\[
\begin{align*}
\frac{\partial \rho}{\partial t} &= \frac{\partial}{\partial x} \left[ \rho K'_\rho \ast \rho + \rho H'_{\rho} \ast \eta \right], \\
\frac{\partial \eta}{\partial t} &= \frac{\partial}{\partial x} \left[ \eta K'_\eta \ast \eta + \eta H'_{\eta} \ast \rho \right],
\end{align*}
\]

(10)

which was extensively studied in [17], see also [13] for the case with cross-diffusion terms.
Our work contributes to the above line of research in what follows. We stress that our results only deal with the one space dimensional case.

(i) In the case of smooth interaction potentials, we provide a well-posedness result in the 2-Wasserstein space of probability measures. Our main result is contained in Theorem 1.

(ii) We then investigate the large damping limit and prove that, under a suitable rescaling, our system converges towards the corresponding first order model. Our result in this framework is stated in Theorem 2. We observe that, at least to our knowledge, the technique used in Theorem 2 was never used in the one-species case.

(iii) We then consider the case of Newtonian potentials for the self-interaction part and suitably coercive external potentials and prove a large-time collapse result in Theorem 3.

The paper is structured as follows. In section 2 we introduce the main concepts of gradient flows in Wasserstein spaces that we need in our paper, we introduce the large-damping scaling limit, we state our model in a suitable Lagrangian framework, and we state our main results (see subsection 2.6). In section 3 we prove Theorem 1, essentially following the classical strategy of [7], which also used in [4] for the one-species case. In section 4 we prove Theorem 2. In Section 5 we consider the case of Newtonian potentials and prove existence of sticky solutions and the large time collapse to Dirac deltas stated in Theorem 3. Finally, in Section 6 we provide some numerical simulations.

2. Preliminaries and main results

In what follows we will set the notations, the assumptions, and introduce definitions that will be used throughout the paper, see Subsections 2.1 and 2.2. Subsections 2.3 and 2.5 are devoted to the precise description of system (7) in terms of particles and Lagrangian coordinates respectively. In Subsection 2.4 we provide a formal argument for the large damping limit of system (7) towards (10). Finally Subsection 2.6 collects the main results of the paper.

2.1. One dimensional Wasserstein distance. We start introducing some preliminaries and definitions on the metric structure; the reader can refer to the classical references [1, 27] for further details. Let $\mathcal{P}(\mathbb{R}^n)$ be the set of Borel probability measures on $\mathbb{R}^n$. Given $\mu \in \mathcal{P}(\mathbb{R}^n)$ and a Borel map $T: \mathbb{R}^n \to \mathbb{R}^m$, we denote by $\nu := T#\mu \in \mathcal{P}(\mathbb{R}^m)$ the push-forward of $\mu$ through $T$ defined by

$$\nu(A) = \mu(T^{-1}(A)) \quad \text{for all Borel sets } A \subset \mathbb{R}^m.$$ 

We denote by $\mathcal{P}_2(\mathbb{R}^d)$ the set of probability measures on $\mathbb{R}^d$ with finite second moment, i.e., $\int_{\mathbb{R}^d} |x|^2 \, d\mu(x) < \infty$ for all $\mu \in \mathcal{P}_2(\mathbb{R}^d)$. The 2-Wasserstein distance $W_2(\mu, \nu)$ between two measures $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$ is defined by

$$W_2^2(\mu, \nu) = \inf_{\gamma \in \Pi(\mu, \nu)} \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\gamma(x, y) \right\}, \quad (11)$$

where $\Pi(\mu, \nu)$ denotes the class of transport plans between $\mu$ and $\nu$, i.e., the probability measures $\gamma$ on $\mathbb{R}^d \times \mathbb{R}^d$ that satisfy the conditions

$$\pi^1 # \gamma = \mu, \quad \pi^2 # \gamma = \nu,$$

where $\pi^i$ is the projection operator on the $i$-th component of the product space. By introducing the class of optimal plans between $\mu$ and $\nu$, i.e., minimizers of (11), denoted by $\Pi_o(\mu, \nu)$, the Wasserstein distance can be rewritten as

$$W_2^2(\mu, \nu) = \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\gamma(x, y), \quad \gamma \in \Pi_o(\mu, \nu). \quad (12)$$
In the one-dimensional case, there exists a unique optimal plan \( \gamma \in \Pi_o(\mu, \nu) \) for which the infimum in (11) is attained, and it can be characterised by the monotone rearrangements of \( \mu \) and \( \nu \): given \( \mu \in \mathcal{P}(\mathbb{R}) \), its monotone rearrangement is

\[
X_\mu(m) := \inf\{x : M_\mu(x) > m\}
\]

for all \( m \in \Omega \), where \( \Omega := (0, 1) \) and \( M_\mu \) is the cumulative distribution of the measure \( \mu \), i.e.,

\[
M_\mu(x) := \mu((-\infty, x]) \quad \text{for all } x \in \mathbb{R}.
\]

The map \( X_\mu \) is right-continuous and nondecreasing and satisfies, by denoting the one-dimensional Lebesgue measure on \( \Omega \) by \( m \),

\[
(X_\mu) \# m = \mu, \quad \int_{\mathbb{R}} \zeta(x) \mu(dx) = \int_\Omega \zeta(X_\mu(m)) \, dm
\]

for all Borel maps \( \zeta : \mathbb{R} \to \mathbb{R} \). In particular, \( \mu \in \mathcal{P}_2(\mathbb{R}) \) if and only if \( X_\mu \in L^2(\Omega) \). Moreover, the joint map \( X_{\mu,\nu} : \Omega \to \mathbb{R} \times \mathbb{R} \) defined by \( X_{\mu,\nu}(m) := (X_\mu(m), X_\nu(m)) \) characterises the optimal transport plan \( \gamma \in \Pi_o(\mu, \nu) \) by the formula

\[
\gamma = (X_{\mu,\nu}) \# m,
\]

according to which

\[
W^2_2(\mu, \nu) = \int_\Omega |X_\mu(m) - X_\nu(m)|^2 \, dm.
\]

We further recall that, introducing the closed convex set of right-continuous non-decreasing functions in the Hilbert space \( L^2(\Omega) \), i.e.,

\[
\mathcal{K} := \{ X \in L^2(\Omega) : X \text{ is non-decreasing} \}, \quad (13)
\]

the map

\[
\Psi : \mathcal{P}_2(\mathbb{R}) \ni \mu \mapsto X_\mu \in \mathcal{K}
\]

is a distance-preserving bijection between the space of probability measures with finite second moments \( \mathcal{P}_2(\mathbb{R}) \) and the convex cone \( \mathcal{K} \) of non-decreasing \( L^2 \)-functions.

Since we are dealing with a two-species system, we will work on the product space \( \mathcal{P}_2(\mathbb{R}) \times \mathcal{P}_2(\mathbb{R}) \). For all \( \mu = (\mu_1, \mu_2), \nu = (\nu_1, \nu_2) \in \mathcal{P}_2(\mathbb{R}) \times \mathcal{P}_2(\mathbb{R}) \), we define the product Wasserstein distance as follows

\[
W^2_2(\mu, \nu) = W^2_2(\mu_1, \nu_1) + W^2_2(\mu_2, \nu_2).
\]

2.2. Main assumptions. In this subsection we collect the main assumptions we will need in the rest of the paper. We start by specifying the class of interaction potentials we are going to use.

**Definition 1.** A function \( K : \mathbb{R} \to \mathbb{R} \) is called an **admissible potential** if

\[
K \in C^1(\mathbb{R}), \quad K(0) = 0 \quad \text{and} \quad K(-x) = K(x). \quad (A)
\]

An admissible potential \( K \) is said to be **sub-quadratic at infinity** if there exists a constant \( C > 0 \) such that

\[
K(x) \leq C(1 + |x|^2) \quad \text{for all } x \in \mathbb{R}. \quad (SQ)
\]

An admissible potential \( K \) has a **sub-linear gradient** if there exists \( C > 0 \) such that

\[
K'(x) \leq C(1 + |x|) \quad \text{for all } x \in \mathbb{R}. \quad (SL)
\]

We call an admissible potential **attractive** if

\[
K(x) = k(|x|) \geq 0, \quad \text{for all } x \in \mathbb{R} \quad \text{and} \quad K'(r)r \geq 0 \quad \text{for all } r \in \mathbb{R}. \quad (AT)
\]
In Section 5 we will also take into account the action of external potentials in the dynamics. More precisely, we consider $A \in C^2(\mathbb{R})$ and assume that there exist the positive constants $\lambda$ and $\alpha$ such that
\[ A(x) \geq \lambda|x|^2 \quad \text{(H1)} \]
and
\[ xA'(x) \geq \alpha|x|^2 \quad \text{(H2)} \]
for all $x \in \mathbb{R}$.

Denoting with $\langle \cdot, \cdot \rangle_{L^2(\Omega)^2}$ the inner product on the space $L^2(\Omega)^2$, that is
\[ (Z_1, Z_2)_{L^2(\Omega)^2} = \int_{\Omega} [X_1(s)X_2(s) + Y_1(s)Y_2(s)] \, ds, \]
for $Z_1 = (X_1, Y_1)$ and $Z_2 = (X_2, Y_2)$ in $L^2(\Omega)^2$, we recall below the notion of Fréchet subdifferential for a generic operator $\mathcal{F}$ on a general Hilbert space.

**Definition 2.** Let $H$ be a Hilbert space. For a given, proper and lower semi-continuous functional $\mathcal{G} : H \to (-\infty, +\infty]$, we say that $Z \in H$ belongs to the sub-differential of $\mathcal{G}$ at $\tilde{Z} \in H$ if and only if
\[ \mathcal{G}(R) - \mathcal{G}(\tilde{Z}) \geq \langle Z, R - \tilde{Z} \rangle + o(\|R - \tilde{Z}\|), \]
as $\|R - \tilde{Z}\| \to 0$, with $R \in H$. The sub-differential of $\mathcal{G}$ at $\tilde{Z}$ is denoted by $\partial \mathcal{G}(\tilde{Z})$.

In particular, throughout the paper, we will usually consider as Hilbert spaces $H = L^2(\Omega)$ or $H = L^2(\Omega)^2$.

Let $I_K : L^2(\Omega) \to [0, +\infty)$ be the indicator function of the $L^2$-convex cone $K$ introduced in (13), that is
\[ I_K(X) = \begin{cases} 0 & \text{if } X \in K, \\ +\infty & \text{otherwise}. \end{cases} \]

For a given $X \in L^2(\Omega)$, the sub-differential of $I_K$ in $X$ is given by
\[ \partial I_K(X) = \begin{cases} Z \in L^2(\Omega) : I_K(\tilde{X}) \geq I_K(X) + \int_{\Omega} Z(m)(\tilde{X}(m) - X(m)) \, dm & \text{for all } \tilde{X} \in K, \\ \emptyset & \text{otherwise}. \end{cases} \]

or in its alternative form
\[ \partial I_K(X) = \begin{cases} \{ Z \in L^2(\Omega) : 0 \geq \int_{\Omega} Z(m)(\tilde{X}(m) - X(m)) \, dm & \text{for all } \tilde{X} \in K \} & \text{if } X \in K, \\ \emptyset & \text{otherwise}. \end{cases} \]

We conclude this subsection with the following definition, which we borrow from [4].

**Definition 3.** An operator $F : K \to L^2(\Omega)$ is bounded if there exists a constant $C \geq 0$ such that
\[ \|F[X]\|_{L^2(\Omega)} \leq C(1 + \|X\|_{L^2(\Omega)}) \quad \text{for all } X \in K. \]

An operator $F : K \to L^2(\Omega)$ is pointwise linearly bounded if there exists a constant $C_p \geq 0$ such that
\[ |F[X](m)| \leq C_p(1 + |X(m)| + \|X\|_{L^2(\Omega)}) \quad \text{for a.e. } m \in \Omega \text{ and all } X \in K. \]

An operator $F : K \to L^2(\Omega)$ is uniformly continuous if there exists a modulus of continuity $\omega$ such that
\[ \|F[X_1] - F[X_2]\|_{L^2(\Omega)} \leq \omega(\|X_1 - X_2\|_{L^2(\Omega)}) \quad \text{for all } X_1, X_2 \in K. \]
2.3. **Particles system.** We dedicate this subsection to the study of sticky solutions in the finite dimensional case. Let \( x = (x_1, \ldots, x_N) \in \mathbb{R}^N \) and \( y = (y_1, \ldots, y_M) \in \mathbb{R}^M \) be the positions of particles of the first and second species respectively. The “sticky” condition clearly preserves the ordering of the particles, therefore their evolution is confined in the closed convex set
\[
\mathbb{K}^N \times \mathbb{K}^M = \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^M : x_1 \leq \ldots \leq x_N, y_1 \leq \ldots \leq y_M \}.
\]
Setting \( v = (v_1, \ldots, v_N) \in \mathbb{R}^N \) and \( w = (w_1, \ldots, w_M) \in \mathbb{R}^M \) as the velocity vectors of particles of the first species and second species respectively, we consider the following system
\[
\begin{align*}
\dot{x}_i(t) &= v_i(t), \\
\dot{y}_j(t) &= w_j(t), \\
\dot{v}_i(t) &= a_i(x(t)) + b_i(x(t), y(t)) - \sigma v_i(t), \\
\dot{w}_j(t) &= c_j(y(t)) + d_j((x(t), y(t)) - \sigma w_j(t),
\end{align*}
\]
for \( i = 1, \ldots, N \) and \( j = 1, \ldots, M \). In system (15),
\[
a_i(x) = -\sum_{k=1}^N m_k K'_\rho(x_i - x_k), \quad b_i(x, y) = -\sum_{k=1}^M n_k H'_\rho(x_i - y_k), \quad i = 1, \ldots, N,
\]
\[
c_j(y) = -\sum_{k=1}^M n_k K'_\eta(y_i - y_k), \quad d_j(x, y) = -\sum_{k=1}^N m_k H'_\eta(y_j - x_k), \quad j = 1, \ldots, M.
\]
The vector field
\[
a(x) : x \in \mathbb{K}^N \to (a_1(x), \ldots, a_N(x)) \in \mathbb{R}^N
\]
models the interactions between particles of the first species and the \( i \)-th particle of the first species, while the \( i \)-th component of the vector field
\[
b(x, y) : (x, y) \in \mathbb{K}^N \times \mathbb{K}^M \to (b_1(x, y), \ldots, b_N(x, y)) \in \mathbb{R}^N
\]
describes the interactions between the \( i \)-th particle of the first species and particles of the second species. Similarly one can describe the \( j \)-th component of the terms
\[
c(y) : y \in \mathbb{K}^M \to (c_1(y), \ldots, c_M(y)) \in \mathbb{R}^M,
\]
and
\[
d(x, y) : (x, y) \in \mathbb{K}^N \times \mathbb{K}^M \to (d_1(x, y), \ldots, d_M(x, y)) \in \mathbb{R}^M,
\]
respectively.

Assuming that all the potentials in (15) are smooth enough (for example with \( C^2 \) regularity), a unique solution to (15) exists as long as particles occupy distinct positions. When two or more particles collide, we apply the concept of sticky particle solution sketched in the introduction. Following [4, 24], the precise formalisation of sticky collisions requires the definition of the following normal cones
\[
N_x \mathbb{K}^N := \{ l \in \mathbb{R}^N : l \cdot (\bar{x} - x) \leq 0 \quad \text{for all} \ \bar{x} \in \mathbb{K}^N \},
\]
\[
N_y \mathbb{K}^M := \{ n \in \mathbb{R}^M : n \cdot (\bar{y} - y) \leq 0 \quad \text{for all} \ \bar{y} \in \mathbb{K}^M \}.
\]
Note that the normal cone \( N_y \mathbb{K}^N \) is equal to the sub-differential \( \partial I_{\mathbb{K}^N}(x) \) of the indicator function of \( \mathbb{K}^N \) at the point \( x \). When two particles of the same species collide, an instantaneous force is released and the respective particles velocities evolve as elements of the normal cones \( N_y \mathbb{K}^N \) and
Given these premises, we can consider the second-order system of differential inclusions

\[
\begin{cases}
\dot{x} = v, \\
\dot{y} = w, \\
\dot{v} + N_x \mathbb{K}^N \ni a(x) + b(x, y) - \sigma v, \\
\dot{w} + N_y \mathbb{K}^M \ni c(y) + d(x, y) - \sigma w.
\end{cases}
\tag{16}
\]

System (16) is justified as follows. Introducing the vector \(W(t) = (V(t), W(t)) = e^{\sigma t}(v(t), w(t))\), from (15) we get

\[
\dot{W}(t) = e^{\sigma t} \mathcal{A}(x(t), y(t)),
\]

where \(\mathcal{A}(x, y)\) is the vector in \(\mathbb{R}^{N+M}\) with components \(a(x) + b(x, y)\) and \(c(y) + d(x, y)\) respectively. Now, due to the smoothness of the interaction potentials, the vector field \(\mathcal{A}(x, y)\) can be extended by continuity to the boundary of the cone \(\mathbb{K}^N \times \mathbb{K}^M\). Therefore, as \(W\) and \((v, w)\) only differ by a scalar factor, a suitable modified version of the differential equation for \(W\) that keeps the dynamics in \(\mathbb{K}^N \times \mathbb{K}^M\) is the differential inclusion

\[
\dot{W}(t) \in e^{\sigma t} \mathcal{A}(x(t), y(t)) + N_{x(t)} \mathbb{K}^N \times N_{y(t)} \mathbb{K}^M,
\]

which easily yields the last two differential inclusions in (16).

According to [4], if \(x : [0, \infty) \to \mathbb{R}^N\) satisfies the global sticky condition, i.e., particles are not allowed to split after colliding, then the following monotonicity property on the family of normal cones \(N_{x(t)} \mathbb{K}^N\) holds:

\[
N_{x(s)} \mathbb{K}^N \subset N_{x(t)} \mathbb{K}^N \quad \text{for all } s < t.
\]

Hence, for any function \(\zeta : [0, \infty) \to \mathbb{R}^N\) such that \(\zeta(t) \in N_{x(t)} \mathbb{K}^N\), we have

\[
\int_s^t \zeta(r) \, dr \in N_{x(t)} \mathbb{K}^N \quad \text{for all } s < t.
\]

Consequently, integrating the last two equations in (16) on a time interval \([s, t]\), one obtains

\[
\begin{align*}
v(t) + \sigma x(t) + N_{x(t)} \mathbb{K}^N & \ni v(s) + \sigma x(s) + \int_s^t a(x(r)) \, dr + \int_s^t b(x(r), y(r)) \, dr, \quad \tag{17} \\
w(t) + \sigma y(t) + N_{y(t)} \mathbb{K}^M & \ni w(s) + \sigma y(s) + \int_s^t c(y(r)) \, dr + \int_s^t d(x(r), y(r)) \, dr. \quad \tag{18}
\end{align*}
\]

System (16), together with (17) and (18), can be rewritten in a more compact form in the new variables \((x, y, p, q)\) where \(p\) and \(q\) are defined by

\[
\begin{align*}
p(t) &= \int_s^t a(x(r)) \, dr + \int_s^t b(x(r), y(r)) \, dr + v(s) + \sigma x(s), \\
q(t) &= \int_s^t c(y(r)) \, dr + \int_s^t d(x(r), y(r)) \, dr + w(s) + \sigma y(s),
\end{align*}
\]

yielding the following first-order system of differential inclusions

\[
\begin{cases}
\dot{x} + \sigma x + N_x \mathbb{K}^N \ni p, \\
\dot{y} + \sigma y + N_y \mathbb{K}^M \ni q, \\
\dot{p} = a(x) + b(x, y), \\
\dot{q} = c(y) + d(x, y),
\end{cases}
\]
with the additional characterisation of $v$ and $w$ in terms of $p$ and $q$
\[
v(t) + \sigma \int_s^t v(r) \, dr + N_p^\mathbb{K}^N \ni p(t),
\]
\[
w(t) + \sigma \int_s^t w(r) \, dr + N_w^\mathbb{K}^M \ni q(t).
\]

2.4. Time scaling and formal large damping limit. One of the purposes of the present work is to study system (7) in the large time / large damping regime, namely we aim to send $\sigma \to +\infty$ in (7) after having suitably rescaled the time variable. We start performing the scaling at the level of particles, namely for system (9). Consider the new time variable $\tau$ defined by
\[
\tau = \frac{t}{\sigma},
\]
and introduce the scaled particle trajectories as follows:
\[
x_i(t) = \chi_i(\tau) = \chi_i(t/\sigma), \quad i = 1, \ldots, N, \\
y_j(t) = \xi_j(\tau) = \xi_j(t/\sigma), \quad j = 1, \ldots, M.
\]
Notice that we can scale the initial velocities accordingly as
\[
\dot{x}_i(0) := \sigma \bar{v}_i, \quad \dot{\xi}_j(0) := \sigma \bar{w}_j.
\]

Hence, system (9) becomes
\[
\sigma^{-2} \ddot{\chi}_i(\tau) = -\ddot{\chi}_i(\tau) - \sum_{k \neq i} m_k K'_p(\chi_i(\tau) - \chi_k(\tau)) - \sum_k n_k H'_p(\chi_i(\tau) - \chi_k(\tau)),
\]
\[
\sigma^{-2} \ddot{\xi}_j(\tau) = -\ddot{\xi}_j(\tau) - \sum_{k \neq j} m_k K'_\eta(\xi_j(\tau) - \xi_k(\tau)) - \sum_k m_k H'_\eta(\xi_j(\tau) - \chi_k(\tau)).
\]

A formal limit $\sigma \to +\infty$ leads to the following first-order system of differential equations for particle positions
\[
\dot{\chi}_i(\tau) = -\sum_{k \neq i} m_k K'_p(\chi_i(\tau) - \chi_k(\tau)) - \sum_k H'_p(\chi_i(\tau) - \chi_k(\tau)),
\]
\[
\dot{\chi}_j(\tau) = -\sum_{k \neq j} m_k K'_\eta(\xi_j(\tau) - \xi_k(\tau)) - \sum_k m_k H'_\eta(\xi_j(\tau) - \chi_k(\tau)).
\]

A similar time scaling can be performed at the level of (7). Using the definition of $\tau$ in (19) and considering $(\tilde{\rho}, \tilde{v}, \tilde{\eta}, \tilde{w})$ solution to
\[
\begin{aligned}
\frac{\partial \tilde{\rho}}{\partial t} + \frac{\partial}{\partial x} (\tilde{\rho} \tilde{v}) &= 0, \\
\frac{\partial \tilde{\eta}}{\partial t} + \frac{\partial}{\partial x} (\tilde{\eta} \tilde{w}) &= 0,
\end{aligned}
\]
\[
\begin{aligned}
\frac{\partial}{\partial t} (\tilde{\rho} \tilde{v}) + \frac{\partial}{\partial x} (\tilde{\rho} \tilde{v}^2) &= -\sigma \tilde{\rho} \tilde{v} - \tilde{\rho} [K'_p \star \tilde{\rho} + H'_p \star \tilde{\eta}], \\
\frac{\partial}{\partial t} (\tilde{\eta} \tilde{w}) + \frac{\partial}{\partial x} (\tilde{\eta} \tilde{w}^2) &= -\sigma \tilde{\eta} \tilde{w} - \tilde{\eta} [K'_\eta \star \tilde{\eta} + H'_\eta \star \tilde{\rho}],
\end{aligned}
\]

we can introduce the rescaled densities and velocities as
\[
\rho(\tau, x) = \tilde{\rho}(t, x), \quad v(\tau, x) = \sigma \tilde{v}(t, x),
\]
\[
\eta(\tau, x) = \tilde{\eta}(t, x), \quad w(\tau, x) = \sigma \tilde{w}(t, x).
\]
Then the quadruple \((\rho, v, \eta, w)\) solves
\[
\begin{align*}
\frac{\partial \rho}{\partial \tau} + \frac{\partial}{\partial x}(\rho v) &= 0, \\
\frac{\partial \eta}{\partial \tau} + \frac{\partial}{\partial x}(\eta w) &= 0, \\
\sigma^{-2} \left[ \frac{\partial}{\partial \tau}(\rho v) + \frac{\partial}{\partial x}(\rho v^2) \right] &= -\rho v - \rho [K^\prime_{\rho} * \rho + H^\prime_{\rho} * \rho], \\
\sigma^{-2} \left[ \frac{\partial}{\partial \tau}(\eta w) + \frac{\partial}{\partial x}(\eta w^2) \right] &= -\eta w - \eta [K^\prime_{\eta} * \eta + H^\prime_{\eta} * \rho],
\end{align*}
\]
and formally, as \(\sigma \to \infty\), we have
\[
\begin{align*}
\frac{\partial \rho}{\partial \tau} &= \frac{\partial}{\partial x} [\rho K^\prime_{\rho} * \rho + \rho H^\prime_{\rho} * \eta], \\
\frac{\partial \eta}{\partial \tau} &= \frac{\partial}{\partial x} [\eta K^\prime_{\eta} * \eta + \eta H^\prime_{\eta} * \rho].
\end{align*}
\]

2.5. **Lagrangian description of the continuum model.** We now transpose the considerations above in terms of a Lagrangian description for system (7). For any \(X \in \mathcal{K}\), where \(\mathcal{K}\) denotes the convex cone introduced in (13), we define the set
\[
\Omega_X := \{ m \in \Omega : X \text{ is constant in an open neighborhood of } m \},
\]
and the closed subspace
\[
\mathcal{H}_X = \{ Z \in L^2(0,1) : Z \text{ is constant on each interval } (a,b) \in \Omega_X \}.
\]
A crucial quantity in the following analysis is the projection \(\mathcal{P}_{\mathcal{H}_X} : L^2 \to \mathcal{H}_X\) given by
\[
\mathcal{P}_{\mathcal{H}_X}(U) = \begin{cases} 
\int_a^b U(m) \, dm & \text{in any maximal interval } (a,b) \in \Omega_X, \\
\text{a.e. in } \Omega \setminus \Omega_X, 
\end{cases}
\]
for all \(U \in L^2(\Omega)\). The proof of the following Lemma is an easy consequence of Jensen’s inequality, see [4, Lemma 2.2].

**Lemma 1 (\(\mathcal{H}_X\)-contraction).** Let \(\psi : \mathbb{R} \to [0,\infty)\) be a convex l.s.c. function. Then \(\mathcal{P}_{\mathcal{H}_X}\) is dominated by \(X\), namely
\[
\int_{\Omega} \psi(\mathcal{P}_{\mathcal{H}_X}(Y)) \, dm \leq \int_{\Omega} \psi(Y) \, dm \quad \text{for all } X \in \mathcal{K} \text{ and all } Y \in L^2(\Omega),
\]
and we write \(\mathcal{P}_{\mathcal{H}_X} < X\).

Consider a quadruple \((\rho, \eta, v, w)\) solution to (7) and define the maps \(X,Y : [0,\infty) \times \Omega \to \mathbb{R}\) and the velocities \(V,W : [0,\infty) \times \Omega \to \mathbb{R}\) as follows
\[
\begin{align*}
X(t, \cdot) &= \Psi(\rho(t, \cdot)), & V(t, \cdot) &= v(t, X(t, \cdot)) = \partial_t X(t, \cdot), \\
Y(t, \cdot) &= \Psi(\eta(t, \cdot)), & W(t, \cdot) &= w(t, Y(t, \cdot)) = \partial_t Y(t, \cdot),
\end{align*}
\]
where $\Psi$ is the isometry defined in (14) that associates to a probability measure its monotone rearrangement. In the new unknowns $(X, Y, V, W)$, system (7) can be (formally) rephrased as

\[
\begin{aligned}
\partial_t X(t) &= V(t), \\
\partial_t Y(t) &= W(t), \\
\partial_t V(t) &= - \int_\Omega K'_p(X(m) - X(m')) \, dm' - \int_\Omega H'_p(X(m) - Y(m')) \, dm' - \sigma V(t), \\
\partial_t W(t) &= - \int_\Omega K'_q(Y(m) - Y(m')) \, dm' - \int_\Omega H'_q(Y(m) - X(m')) \, dm' - \sigma W(t).
\end{aligned}
\]

Similarly to Section 2.3, one can show that the previous system can be reformulated in terms of differential inclusions to incorporate particles collisions. Moreover, since we will investigate on the large-damping limit, through the paper we consider the Lagrangian counterpart of the rescaled system (20). Then, according to the previous calculations, we get the system

\[
\begin{aligned}
\varepsilon \overset{\varepsilon}{X}(t, m) + X(t, m) + \partial I_K(X(t, m)) &\ni \varepsilon \overset{\varepsilon}{V}(m) + X(m) + \int_0^t F[X(\cdot, r), Y(\cdot, r)](m) \, dr, \\
\varepsilon \overset{\varepsilon}{Y}(t, m) + Y(t, m) + \partial I_K(Y(t, m)) &\ni \varepsilon \overset{\varepsilon}{W}(m) + Y(m) + \int_0^t G[X(\cdot, r), Y(\cdot, r)](m) \, dr, \quad (25)
\end{aligned}
\]

with $\varepsilon := \sigma^{-2}$ and where we have denoted by $F : \mathcal{K} \times \mathcal{K} \to L^2(\Omega)$ and $G : \mathcal{K} \times \mathcal{K} \to L^2(\Omega)$ the operators

\[
\begin{aligned}
F[X, Y](m) &= - \int_\Omega K'_p(X(r, m) - X(r, m')) \, dm' - \int_\Omega H'_p(X(r, m) - Y(r, m')) \, dm', \quad (26) \\
G[X, Y](m) &= - \int_\Omega K'_q(Y(r, m) - Y(r, m')) \, dm' - \int_\Omega H'_q(Y(r, m) - X(r, m')) \, dm'. \quad (27)
\end{aligned}
\]

We observe that if $K_p, H_p, K_q, H_q$ are $C^1$ functions that satisfy (A) and (SL) then the two operator $F$ and $G$ defined in (26) and (27) are uniformly continuous and bounded according to Definition 3.

**Definition 4 (Lagrangian solutions).** Let $H_p, K_p, H_q, K_q \in C^1(\mathbb{R})$ potentials satisfying (A) and (SL). Let $X, Y \in \mathcal{K}$ and $\overset{\varepsilon}{V}, \overset{\varepsilon}{W} \in L^2(\Omega)$ be given. A Lagrangian solution to (25) with initial data $(X, Y, \overset{\varepsilon}{V}, \overset{\varepsilon}{W})$ is a pair $(X, Y) \in \text{Lip}_{\text{loc}}([0, \infty) ; \mathcal{K}) \times \text{Lip}_{\text{loc}}([0, \infty) ; \mathcal{K})$ satisfying $X(0) = X, Y(0) = Y$ and (25) for a.e. $t \in [0, \infty)$.

In order to consider the case of Newtonian potentials, we introduce the following notion of generalised Lagrangian solutions for system (25) under globally sticky dynamics, see [4].

**Definition 5.** A generalised solution to the system (25) is a pair $(X, Y) \in \text{Lip}_{\text{loc}}([0, \infty) ; \mathcal{K}) \times \text{Lip}_{\text{loc}}([0, \infty) ; \mathcal{K})$ such that

1. **Differential inclusion:**

\[
\begin{aligned}
\varepsilon \overset{\varepsilon}{X}(t) + X(t) + \partial I_K(X(t)) &\ni \varepsilon \overset{\varepsilon}{V} + X + \int_0^t \Theta(s) \, ds, \\
\varepsilon \overset{\varepsilon}{Y}(t) + Y(t) + \partial I_K(Y(t)) &\ni \varepsilon \overset{\varepsilon}{W} + Y + \int_0^t \Xi(s) \, ds,
\end{aligned}
\]
holds for a.e. \( t \in (0, \infty) \), for some maps \( \Theta, \Xi \in L^\infty_\text{loc} \left( [0, \infty); L^2(\Omega) \times L^2(\Omega) \right) \) with
\[
\Theta = F[X(t), Y(t)] \in H^1_X(t) \quad \text{and} \quad \Xi = G[X(t), Y(t)] \quad \text{for a.e.} \quad t \in (0, \infty)
\] (28)
and, similarly,
\[
\Xi = G[X(t), Y(t)] \in H^1_Y(t) \quad \text{and} \quad \Xi = G[X(t), Y(t)] \quad \text{for a.e.} \quad t \in (0, \infty),
\] (29)
where \( F[X(t), Y(t)] \) and \( G[X(t), Y(t)] \) are the operators defined in (26) and (27).

(2) **Semigroup property:** for all \( t \geq t_1 \geq 0 \), the right derivatives \( V = \frac{d^+}{dt} X \) and \( W = \frac{d^+}{dt} Y \) satisfy
\[
\begin{cases}
\varepsilon V(t) + X(t) + \partial I_K(X(t)) \ni \varepsilon V(t_1) + X(t_1) + \int_{t_1}^t \Theta(s) \, ds, \\
\varepsilon W(t) + Y(t) + \partial I_K(Y(t)) \ni \varepsilon W(t_1) + Y(t_1) + \int_{t_1}^t \Xi(s) \, ds.
\end{cases}
\] (30)
(3) **Projection formula:** for all \( t \geq t_1 \geq 0 \)
\[
\begin{cases}
X(t) = P_K \left( X(t_1) + \frac{1}{\varepsilon} (t - t_1)(X(t_1) + \varepsilon V(t_1)) - \frac{1}{\varepsilon} \int_{t_1}^t X(s) \, ds + \frac{1}{\varepsilon} \int_{t_1}^t (t - s) \Theta(s) \, ds \right), \\
Y(t) = P_K \left( Y(t_1) + \frac{1}{\varepsilon} (t - t_1)(Y(t_1) + \varepsilon W(t_1)) - \frac{1}{\varepsilon} \int_{t_1}^t Y(s) \, ds + \frac{1}{\varepsilon} \int_{t_1}^t (t - s) \Xi(s) \, ds \right).
\end{cases}
\] (32)

Note that if we choose \( \Theta(t) := F[X(t), Y(t)] \) and \( \Xi(t) := G[X(t), Y(t)] \) with \( F \) and \( G \) as in (26) and (27) and the interaction potentials \( K_\rho, K_\eta, H_\rho \) and \( H_\eta \) satisfying (A) and (SL), then any Lagrangian solution is a generalised Lagrangian solution.

In the following we will make use of the auxiliary variables
\[
P(t, m) = \varepsilon V(m) + X(m) + \int_0^t F[X(\cdot, r), Y(\cdot, r)](m) \, dr,
\] (34)
and
\[
Q(t, m) = \varepsilon W(m) + Y(m) + \int_0^t G[X(\cdot, r), Y(\cdot, r)](m) \, dr,
\] (35)
that allow to rephrase system (25) in the equivalent form
\[
\begin{cases}
\varepsilon \dot{X} + X + \partial I_K(X) \ni P, \\
\varepsilon \dot{Y} + Y + \partial I_K(Y) \ni Q, \\
\dot{P} = F[X, Y], \\
\dot{Q} = G[X, Y].
\end{cases}
\] (36)

2.6. **Main results.** We collect in this subsection the main results presented in the paper. The first result concerns the well-posedness of system (7) in the 2-Wasserstein space of probability measures and in the sense of sticky solutions, under smoothness assumptions on the interaction kernels.

**Theorem 1.** Let \( T > 0 \) and suppose that the kernels \( H_\rho, K_\rho, H_\eta, K_\eta \in C^1(\mathbb{R}) \) satisfy (A) and (SL). Let \( \rho, \eta \in \mathcal{P}_2(\mathbb{R}) \) and \( \tau \in L^2(\math,d\rho) \) and \( \pi \in L^2(\math,d\eta) \). Then, there exists a unique quadruple \((\rho, \eta, v, w) \in \text{Lip} ([0, T]; \mathcal{P}_2(\mathbb{R}) \times \mathcal{P}_2(\mathbb{R}) \times L^2(\math,d\rho(t)) \times L^2(\math,d\eta(t)))\)
that is a distributional solutions to system (7) such that
\[
\lim_{t \downarrow 0} \rho(t, \cdot) = \overline{\rho} \quad \text{in} \quad \mathcal{P}_2(\mathbb{R}), \quad \lim_{t \downarrow 0} \nu(t, \cdot) = \overline{\nu} \quad \text{in} \quad \mathcal{M}(\mathbb{R}),
\]
\[
\lim_{t \downarrow 0} \eta(t, \cdot) = \overline{\eta} \quad \text{in} \quad \mathcal{P}_2(\mathbb{R}), \quad \lim_{t \downarrow 0} \omega(t, \cdot) = \overline{\omega} \quad \text{in} \quad \mathcal{M}(\mathbb{R}).
\]

We then address the \( \sigma \to \infty \) limit of (7) towards (10) using the rescaling in (20), making rigorous the formal argument presented in Section 2.4. This task is performed at the level of the Lagrangian system (25) sending the parameter \( \varepsilon = \sigma^{-2} \to 0 \), coming back to the Eulerian description through the isometry (14). The following result is proved in Section 4.

**Theorem 2.** Let \( T > 0 \) and suppose that the kernels \( H_\rho, K_\rho, H_\eta, K_\eta \in C^1(\mathbb{R}) \) satisfy (A) and (SL). Let \( (\rho_\varepsilon, \eta_\varepsilon, v_\varepsilon, w_\varepsilon) \) be solution to system (20) with \( \varepsilon = \sigma^{-2} \) under the initial condition \((\overline{\rho}, \overline{\eta}, \overline{v}, \overline{w})\) and let \((\rho, \eta)\) be solution to system (21) with initial data \((\overline{\rho}, \overline{\eta})\). Furthermore, assume that

(i) \( \rho_\varepsilon \to \overline{\rho} \) and \( \eta_\varepsilon \to \overline{\eta} \) as \( \varepsilon \to 0 \) in \( \mathcal{P}_2(\mathbb{R}) \);

(ii) \( v_\varepsilon = o(1/\varepsilon) \) in \( L^2(d\overline{\rho}_\varepsilon) \) and \( w_\varepsilon = o(1/\varepsilon) \) in \( L^2(d\overline{\eta}_\varepsilon) \) as \( \varepsilon \to 0 \).

Then,
\[
\lim_{\varepsilon \to 0} \int_0^T W_2^2((\rho_\varepsilon, \eta_\varepsilon), (\rho, \eta)) \, dt = 0.
\]

**Remark 1** (Initial data are not well-prepared in the velocity variable). In Theorem 2, recalling that \( \tau_\varepsilon = \frac{1}{\varepsilon} \tau \), assumption (ii) is satisfied in case \( \tau \in L^2(d\rho) \) and \( \overline{\tau} \in L^2(d\overline{\rho}) \) are given and independent of \( \varepsilon \). Therefore, assumption (ii) is quite general in the context of singular limits. Assumption (i) instead imposes that the initial density should converge to the one of the limiting first order system.

Lastly, under the action of Newtonian self-interaction kernels, \( K_\rho(x) = K_\eta(x) = N(x) := [x] \), symmetric and attractive cross-interactions, \( H_\rho(x) = H_\eta(x) = H(x) \) and suitably coercive external potentials, we focus on a different aspect, that is the convergence to stationary solutions of (7). More precisely, we will consider the following system
\[
\begin{aligned}
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x} (\rho v) &= 0, \\
\frac{\partial \eta}{\partial t} + \frac{\partial}{\partial x} (\eta w) &= 0, \\
\frac{\partial}{\partial t} (\rho v) + \frac{\partial}{\partial x} (\rho v^2) &= -\sigma \rho v - \rho [N' * \rho + H' * \eta + A_\rho], \\
\frac{\partial}{\partial t} (\eta w) + \frac{\partial}{\partial x} (\eta w^2) &= -\sigma \eta w - \eta [N' * \eta + H' * \rho + A_\eta],
\end{aligned}
\tag{37}
\]
and its Lagrangian counterpart
\[
\begin{aligned}
\partial_t X(t, m) &= V(t, m), \\
\partial_t Y(t, m) &= W(t, m), \\
\partial_t V(t, m) &= - \int_{\Omega} \text{sign}(X(t, m) - X(t, m')) \, dm', \\
&\quad - \int_{\Omega} H' (X(t, m) - Y(t, m')) \, dm' - \sigma V(t, m) - A'_\rho(X), \\
\partial_t W(t, m) &= - \int_{\Omega} \text{sign}(Y(t, m) - Y(t, m')) \, dm', \\
&\quad - \int_{\Omega} H' (Y(t, m) - X(t, m')) \, dm' - \sigma W(t, m) - A'_\eta(Y).
\end{aligned}
\tag{38}
\]
Stationary solutions in this case are \((\rho_s, \eta_s) = (\delta_0, \delta_0)\) where \(\delta\) is the Dirac measure, which corresponds to \((X_s, Y_s) = (0, 0)\) in terms of the Lagrangian description. The last result we present in the paper shows that solutions to (37) converge to the stable stationary solution in the 2–Wasserstein distance.

**Theorem 3.** Let \(H\) be an interaction potential under assumptions (A), (SL) and (AT). Consider \(A_0, A_1 \in \mathcal{C}^2(\mathbb{R})\) under assumptions (H1) and (H2). Let \((X, Y) \in \text{Lip}_{loc}([0, \infty); \mathcal{K})^2\) be a generalised Lagrangian solution to (38) in the sense of Definition 5. Assume that the initial positions \((X, Y) \in \mathcal{K}^2\) and velocities \((\bar{V}, \bar{W}) \in (L^2(\Omega))^2\) satisfy

\[
\|X\|_{L^2} + \|\bar{V}\|_{L^2} + \|Y\|_{L^2} + \|\bar{W}\|_{L^2} < \infty,
\]

then

\[
\lim_{t \to \infty} \left( \|X\|_{L^2} + \|Y\|_{L^2} + \|\bar{V}\|_{L^2} + \|\bar{W}\|_{L^2} \right) = 0.
\]

Furthermore calling \(\rho(t, \cdot) := \Psi^{-1}(X(t, \cdot))\) and \(\eta(t, \cdot) := \Psi^{-1}(Y(t, \cdot))\), where \(\Psi\) is the isometry defined in (14), we have

\[
\lim_{t \to \infty} \mathcal{W}^2_2((\rho, \eta), (\rho_s, \eta_s)) = 0.
\]

### 3. Existence and uniqueness for smooth potentials

In this section we prove Theorem 1, namely existence and uniqueness of solution to system (7). To perform this task, we pass through existence of solutions to the Lagrangian system (25), where we apply the theory of Maximal Monotone Operators subject to Lipschitz perturbations in the spirit of [7, Theorem 3.17], see Proposition 1 below. The result in the original variables is then proved using the properties contained in Proposition 2 below.

We start proving the following Lemma.

**Lemma 2.** Let \((X, Y), (\bar{X}, \bar{Y}) \in \mathcal{K} \times \mathcal{K}\) be given. Consider the interaction kernels \(H_\rho, K_\rho, H_\eta, K_\eta\) under assumptions (A) and (SL) and let \(F\) and \(G\) be the operators defined in (26) and (27) respectively. Then there exist two positive constants \(C_1\) and \(C_2\) depending on the Lipschitz constants of the kernels, such that

\[
(i) \quad \|F[X, Y] - F[\bar{X}, \bar{Y}]\|_{L^2(0, 1)} \leq C_1 (\|X - \bar{X}\|_{L^2(0, 1)}^2 + \|Y - \bar{Y}\|_{L^2(0, 1)}^2),
\]

\[
(ii) \quad \|G[X, Y] - G[\bar{X}, \bar{Y}]\|_{L^2(0, 1)} \leq C_2 (\|X - \bar{X}\|_{L^2(0, 1)}^2 + \|Y - \bar{Y}\|_{L^2(0, 1)}^2).
\]

**Proof.** We only prove \((i)\) since \((ii)\) follows from a similar argument. By the definition of \(F\) in (26) we have

\[
\|F[X, Y] - F[\bar{X}, \bar{Y}]\|_{L^2(0, 1)}^2
\]

\[
= \int_\Omega \left[ - \int_\Omega K_{\rho}'(X(r, m) - X(r, m')) \ dm' - \int_\Omega H_{\rho}'(X(r, m) - Y(r, m')) \ dm' \right]
\]

\[
+ \int_\Omega \left[ K_{\rho}'(\bar{X}(r, m) - \bar{X}(r, m')) \ dm' + \int_\Omega H_{\rho}'(\bar{X}(r, m) - \bar{Y}(r, m')) \ dm' \right]^2 \ dm.
\]

(39)
Using the fact that $|x + y|^2 \leq 2(|x|^2 + |y|^2)$, the right hand side of (39) can be controlled by

$$2 \int_{\Omega} \left( \int_{\Omega} \left[ K'_\rho(X(r, m) - X(r, m')) - K'_\rho(\tilde{X}(r, m) - \tilde{X}(r, m')) \right] dm' \right)^2$$

$$+ \left( \int_{\Omega} \left[ H'_\rho(X(r, m) - Y(r, m')) - H'_\rho(\tilde{X}(r, m) - \tilde{Y}(r, m')) \right] dm' \right)^2 dm$$

$$\leq 2 \int_{\Omega} \left( \int_{\Omega} \left[ K'_\rho(X(r, m) - X(r, m')) - K'_\rho(\tilde{X}(r, m) - \tilde{X}(r, m')) \right] dm' \right)^2$$

$$+ \left( \int_{\Omega} \left[ H'_\rho(X(r, m) - Y(r, m')) - H'_\rho(\tilde{X}(r, m) - \tilde{Y}(r, m')) \right] dm' \right)^2 dm. \quad (40)$$

Let $L(K'_\rho)$ and $L(H'_\rho)$ be the Lipschitz constants of $K'_\rho$ and $H'_\rho$ respectively, then, using Jensen’s inequality, the right hand side of (40) is bounded by

$$2 \int_{\Omega} \left( \int_{\Omega} \left[ L(K'_\rho)\|X(r, m) - X(r, m)| + |X(r, m') - \tilde{X}(r, m')| \right] dm' \right)^2$$

$$+ \left( \int_{\Omega} \left[ L(H'_\rho)\|X(r, m) - \tilde{X}(r, m)| + |Y(r, m') - \tilde{Y}(r, m')| \right] dm' \right)^2 dm$$

$$\leq 4 \int_{\Omega} \left( \int_{\Omega} \left[ L(K'_\rho)^2\|X(r, m) - \tilde{X}(r, m)| + L(K'_\rho)^2\|X(r, m') - \tilde{X}(r, m')|^2 \right] dm' \right)$$

$$+ \left( \int_{\Omega} \left[ L(H'_\rho)^2\|X(r, m) - \tilde{X}(r, m)|^2 + L(H'_\rho)^2\|Y(r, m') - \tilde{Y}(r, m')|^2 \right] dm' \right) dm.$$

Thus, there exists a positive constant $C_1 = C_1(L(K'_\rho), L(H'_\rho))$ such that

$$\|F[X, Y] - F[\tilde{X}, \tilde{Y}]\|_{L^2(\Omega)}^2 \leq C_1 \left( \|X - \tilde{X}\|_{L^2(\Omega)}^2 + \|Y - \tilde{Y}\|_{L^2(\Omega)}^2 \right).$$

Analogously, one can prove the inequality (ii), we omit the details. \qed

We are now ready to state existence result for Lagrangian solution to system (25).

**Proposition 1.** Let $T > 0$ and suppose that the kernels $H_\rho, K_\rho, H_\eta, K_\eta \in C^1(\mathbb{R})$ satisfy (A) and (SL). Then, for every $(X, Y, V, W) \in \mathcal{K}^2 \times L^2[0, 1]^2$ there exists a unique Lagrangian solution $(X, Y)$ to (25) in $[0, T]$.

**Proof.** According to the discussion in Section 2.5, system (25) can be rewritten in the following equivalent form

$$\begin{cases}
\dot{X} + \partial \left( I_K(X) + \frac{|X|^2}{2\varepsilon} \right) \geq \frac{P}{\varepsilon}, \\
\dot{Y} + \partial \left( I_K(Y) + \frac{|Y|^2}{2\varepsilon} \right) \geq \frac{Q}{\varepsilon}, \\
\dot{P} = F[X, Y], \\
\dot{Q} = G[X, Y],
\end{cases} \quad (41)$$

where $P$ and $Q$ are defined in (34) and (35) respectively. In order to prove the result we will follow the strategy in [7, Theorem 3.17]. Consider the operator

$$\mathcal{A}(X, Y, P, Q) := I_K(X) + I_K(Y) + \frac{|X|^2}{2\varepsilon} + \frac{|Y|^2}{2\varepsilon}$$

defined on the Hilbert space $H := L^2(\Omega)^2 \times L^2(\Omega)^2$. Note that $\mathcal{A}$ is convex and bounded from below. Consider the iterative sequence defined as follows: fix $U_0 := (X, Y, P, Q) \equiv (X, Y, \varepsilon V + \varepsilon U_0)$
$X, \epsilon W + Y$ and, for $n \geq 1$ construct $U_{n+1}(t) := (X_{n+1}(t), Y_{n+1}(t), P_{n+1}(t), Q_{n+1}(t))$ recursively as the weak solution to the implicit-explicit system

$$\begin{align*}
X_{n+1} + \partial \left( I_L(X_{n+1}) + \frac{|X_{n+1}|^2}{2\epsilon} \right) &\geq \frac{P_{n}}{\epsilon}, \quad X_{n+1}(0) = X, \\
Y_{n+1} + \partial \left( I_L(Y_{n+1}) + \frac{|Y_{n+1}|^2}{2\epsilon} \right) &\geq \frac{Q_{n}}{\epsilon}, \quad Y_{n+1}(0) = Y, \\
P_{n+1} = F[X_n, Y_n], \\
Q_{n+1} = G[X_n, Y_n],
\end{align*}$$

(42)

Setting $R(U_n) = (P_n/\epsilon, Q_n/\epsilon, F[X_n, Y_n], G[X_n, Y_n])$, the previous system (42) can be rewritten in the following compact form

$$U_{n+1} + \partial A(U_{n+1}) \ni R(U_n).$$

(43)

Since the functional $A$ is convex, its sub-differential is a maximal monotone operator in the sense of [7] and $R$ can be seen as a Lipschitz perturbation of it, see [7, Lemma 3.1]. A direct computation shows that

$$\frac{1}{2} \frac{d}{dt} \|U_{n+1} - U_n\|_{L^2(0,1)}^2 \leq (U_{n+1} - U_n, R(U_n) - R(U_{n-1})), $$

then proceeding as in [7, Lemma A.5], we have that

$$\|U_{n+1} - U_n\|_{L^2(0,1)} \leq \int_0^t \|R(U_n) - R(U_{n-1})\|_{L^2(0,1)} \, dr.$$

Invoking Lemma 2 and the definitions for $P$ and $Q$ in (34) and (35) respectively, we can say that there exists a positive constant $C$ depending on $T$, $\epsilon$ and on the Lipschitz constants of the kernels $L(K^\epsilon_i), L(H^\epsilon_i), L(K^0_i), L(H^0_i)$ such that

$$\|U_{n+1} - U_n\|_{L^2(0,1)} \leq C \int_0^t \|U_n(r) - U_{n-1}(r)\|_{L^2(0,1)} \, dr \quad \text{for } 0 \leq t \leq T.$$

An easy iterative procedure implies that

$$\|U_{n+1} - U_n\|_{L^2(0,1)} \leq \frac{(Ct)^n}{n!} \|U_1 - U_0\|_{L^2(0,1)},$$

thus, $U_n$ uniformly converges on $[0, T]$ to some $U$. Due to the Lemma 2, $R$ is continuous in $L^2$ in each component. Moreover, since the subdifferential of $A$ is closed, we can pass to the limit in (43) and obtain that $U$ is a weak solution to the system (41).

Concerning uniqueness, let $U_1 = (X_1, Y_1, P_1, Q_1)$ and $U_2 = (X_2, Y_2, P_2, Q_2)$ be two solutions to system (41) with the same initial condition $U_1 = U_2 = U$. Proceeding in an analogous way as before, we can argue that

$$\|U_1 - U_2\|_{L^2(0,1)} \leq C \int_0^t \|U_1 - U_2\|_{L^2(0,1)} \, dr \quad \text{for } 0 \leq t \leq T,$$

where the positive constant $C$ depends on $T$, $\epsilon$, $L(K^\epsilon_i)$, $L(H^\epsilon_i)$, $L(K^0_i)$, $L(H^0_i)$. This implies that

$$\|U_1 - U_2\|_{L^2(0,1)} \leq e^{CT}\|U_1 - U_2\|_{L^2(0,1)} = 0,$$

that proves the uniqueness.

The following Proposition collects some properties of Lagrangian solution.

**Proposition 2.** Let $F, G : \mathcal{K} \times \mathcal{K} \to L^2(\Omega)$ be uniformly continuous operators in (26) and (27) and let $(X, Y)$ be the Lagrangian solution to (25). Then, the following properties hold:
(i) The right-derivatives
\[ V = \frac{d^+}{dt} X, \quad W = \frac{d^+}{dt} Y \]  
exist for all \( t \geq 0 \).

(ii) \( V \) and \( W \) are the unique elements of minimal norm in the closed convex sets
\[ V(t) = \left( \frac{1}{\varepsilon} (P(t) - \partial I_K(X(t))) - X(t) \right)^\circ \]  
and
\[ W(t) = \left( \frac{1}{\varepsilon} (Q(t) - \partial I_K(Y(t))) - Y(t) \right)^\circ \]
respectively. In particular, by replacing \( \dot{X} \) by \( V \) and \( \dot{Y} \) by \( W \), (25) and (36) hold for all \( t \geq 0 \).

(iii) The functions \( t \mapsto V(t) \) and \( t \mapsto W(t) \) are right-continuous for all \( t \geq 0 \).

(iv) If \( T^0_X \subset (0, \infty) \) and \( T^0_Y \subset (0, \infty) \) denote the subsets of all times at which the maps
\[ s \mapsto \|V(s)\|_{L^2(\Omega)} \quad \text{and} \quad s \mapsto \|W(s)\|_{L^2(\Omega)} \]
respectively are continuous, then \( (0, \infty) \setminus T^0_X \) and \( (0, \infty) \setminus T^0_Y \) are negligible, \( V \) and \( W \) are continuous, \( X \) and \( Y \) are differentiable in \( L^2(\Omega) \) at every point of \( T^0_X \) and \( T^0_Y \) respectively.

(v) Setting \( \rho(t, \cdot) := \Psi^{-1}(X(t, \cdot)) \) and \( \eta(t, \cdot) := \Psi^{-1}(Y(t, \cdot)) \) where \( \Psi \) is the isometry introduced in (14), there exist a unique map \( v(t, \cdot) \in L^2(\mathbb{R}, \rho) \) and a unique map \( w(t, \cdot) \in L^2(\mathbb{R}, \eta) \) such that
\[ \dot{X}(t) = V(t) = P_{H_X(t)} \left( \frac{1}{\varepsilon} (P(t) - X(t)) \right) = v(t, X(t)) \in H_X(t), \]
for every \( t \in T^0_X \), and
\[ \dot{Y}(t) = W(t) = P_{H_Y(t)} \left( \frac{1}{\varepsilon} (Q(t) - Y(t)) \right) = w(t, Y(t)) \in H_Y(t), \]
for every \( t \in T^0_Y \).

Proof. The results in (i), (ii), (iii) are consequences of the general theory of [7, Theorem 3.5]. Concerning (iv) and (v), we follow [4, Theorem 3.5]. We prove only (47), since the proof of (48) is similar. By applying [7, Remark 3.9], one can see that if \( t \) is a point of differentiability of \( X \), the derivative with respect to time of \( X \) in \( t \) is the projection of 0 onto the affine space generated by \( P(t) - \partial I_K(X(t)) - X(t) \), i.e., the orthogonal projection of \( P(t) - X(t) \) onto the orthogonal complement of the space generated by \( \partial I_K(X(t)) \). By using [4, Lemma 2.5], we obtain (47). Since any element of \( H_X(t) \) can be written as \( v \circ X \), where \( v \in L^2(\Omega) \) is a suitable Borel map, we have that there exists a Borel map \( v : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) such that \( v(t, \cdot) \in L^2(\mathbb{R}, \rho(t, \cdot)) \) and \( V(t, \cdot) = v(t, X(t)) \) for \( t \in T^0_X \).

We are now in the position of proving the main result of this Section, namely Theorem 1, that concerns existence and uniqueness of the solution to system (7).

Proof of Theorem 1. Let \( \varphi, \eta \in \mathcal{P}_2(\mathbb{R}) \) and \( \varphi \in L^2(dp) \), \( \eta \in L^2(d\eta) \) be given initial conditions. Define the \( L^2(\Omega) \)-functions \( \overline{X} = \Psi(\varphi) \) and \( \overline{Y} = \Psi(\eta) \) and the compositions \( \overline{V} = \varphi \circ \overline{X} \) and \( \overline{W} = \varphi \circ \overline{Y} \). Then \( (\overline{X}, \overline{Y}, \overline{V}, \overline{W}) \) is an admissible initial condition for system (25), thus Proposition 1 ensures existence and uniqueness of a couple \( (X, Y) \) that is the Lagrangian solution to (25). According to Proposition 2 we can define the right-continuous functions \( V \) and \( W \) such that (44)
holds for all \( t \geq 0 \) and introduce \( \rho(t, \cdot) := \Psi^{-1}(X(t, \cdot)) \) and \( \eta(t, \cdot) := \Psi^{-1}(Y(t, \cdot)) \). Let \( v(t, \cdot) \) be the map given by Proposition 2 and \( \varphi \) be a test function on \((0, T) \times \mathbb{R}\), then

\[
\int_0^\infty \int_\Omega \varepsilon \left( \partial_t \varphi(t, x) + \partial_x \varphi(t, x)v(t, x) \right)v(t, x)\rho(t, dx) dt = \int_0^\infty \int_\Omega \varepsilon \left( \partial_t \varphi(t, X(t, m)) + \partial_x \varphi(t, X(t, m))v(t, X(t, m)) \right)v(t, X(t, m)) dm dt.
\]  

Using (47) and integrating by parts, the r.h.s. of (49) is equal to

\[
\int_0^\infty \int_\Omega \varphi(t, X(t, m)) \left( \partial_t v(t, x) + K'_\rho(X(s, m) - X(s, m')) dm' + \int H'_\rho(X(s, m) - Y(s, m')) dm' \right) dm dt = \int_0^\infty \int_\Omega \varphi(t, x) \left( v(t, x) + K'_\rho * \rho(t, x) + H'_\rho * \eta(t, x) \right) \rho(t, dx) dt,
\]  

that is the distributional formulation of the momentum equation in (7). Similarly, for the continuity equation we have

\[
\int_0^\infty \int_0^1 \left( \frac{d}{dt} \varphi(t, X(t, m)) \right) dm dt = \int_0^\infty \int_0^1 \left( \partial_t \varphi(t, X(t, m)) + \partial_x \varphi(t, X(t, m))v(t, m) \right) dm dt = \int_0^\infty \int_\mathbb{R} \left( \partial_t \varphi(t, x) + \varphi_x(t, x)v(t, x) \right) \rho(t, dx) dt = 0.
\]  

Concerning the initial conditions, since \( \lim_{t \downarrow 0} X(t) = \bar{X} \) in \( L^2(\Omega) \) for Proposition 1 and \( \bar{X} = \Psi(\bar{\rho}) \), we have that \( \rho \to \bar{\rho} \) in \( P_2(\mathbb{R}) \) as \( t \to 0 \). Moreover, \( \nabla = \nabla \circ \bar{X} \), so that \( \lim_{t \downarrow 0} V(t) = \bar{V} \) in \( L^2(\Omega) \), therefore for every \( \varphi \in C_b(\mathbb{R}) \) we have

\[
\int_\mathbb{R} \varphi(x)\overline{\nabla}(x)\bar{\rho}(dx) = \int_0^1 \varphi(\bar{X}(m))\bar{V}(m) dm = \lim_{t \downarrow 0} \int_0^1 \varphi(X(t, m))V(t, m) dm = \lim_{t \downarrow 0} \int_\mathbb{R} \varphi(t, x)v(t, x)\rho(t, dx).
\]  

A similar argument can be used for the pair \((\eta, w)\). \qed

4. LARGE-DAMPING LIMIT

In this section we study the large-damping limit of system (7) for the damping parameter \( \sigma \to \infty \) as stated in Theorem 2. In particular, we aim at making the formal argument introduced
in Section 2.4 rigorous, and showing that solutions to system (20) converge to the ones of the 
first-order system
\[
\begin{align*}
\frac{\partial \rho}{\partial t} &= \frac{\partial}{\partial x} \rho K'_\rho * \rho + \rho H'_\rho * \eta, \\
\frac{\partial \eta}{\partial t} &= \frac{\partial}{\partial x} \eta K'_\eta * \eta + \eta H'_\eta * \rho.
\end{align*}
\] (51)

In what follows we will assume that the potentials \(H_\rho, H_\eta, K_\rho, K_\eta\) are under assumptions (A) and (SL).

Recalling the definition of \(F[X,Y](m)\) and \(G[X,Y](m)\) in (26) and (27), we introduce the 
operator
\[
L((X,Y))(m) := \left( \begin{array}{c} F[X,Y](m) \\ G[X,Y](m) \end{array} \right).
\]
By setting \(Z_\varepsilon = (X_\varepsilon, Y_\varepsilon), Z_\varepsilon = (\overline{X}_\varepsilon, \overline{Y}_\varepsilon), U_\varepsilon = (V_\varepsilon, W_\varepsilon)\) and \(U_\varepsilon = (\overline{V}_\varepsilon, \overline{W}_\varepsilon)\), system (25) can be 
rewritten in the following compact form
\[
\varepsilon \dot{Z}_\varepsilon(t,m) + Z_\varepsilon(t,m) + \partial I_{K_\varepsilon}(Z_\varepsilon(t,m)) \ni \varepsilon U_\varepsilon(m) + Z_\varepsilon(m) + \int_0^t L(Z_\varepsilon(r,m)) \, dr.
\] (52)

We are now in the position of proving Theorem 2.

**Proof of Theorem 2.** Let \((\rho, \eta)\) be a solution to system (51) subject to the initial condition \((\overline{\rho}, \overline{\eta})\), 
and \((\rho_\varepsilon, \eta_\varepsilon, v_\varepsilon, w_\varepsilon)\) be a solution to system (20) subject to the initial condition 
\((\overline{\rho}_\varepsilon, \overline{\eta}_\varepsilon, \overline{v}_\varepsilon, \overline{w}_\varepsilon)\).

Define \(X_0 = \Psi(\rho)\) and \(Y_0 = \Psi(\eta)\), then \(Z_0 = (X_0, Y_0)\) is a solution to 
\[
Z_0(t,m) + \partial I_{K_\varepsilon}(Z_0(t,m)) \ni Z_0(m) + \int_0^t L(Z_0(r,m)) \, dr,
\] (53)

with \(Z_0 = (\overline{X}_0, \overline{Y}_0) = (\Psi(\overline{\rho}), \Psi(\overline{\eta}))\). Similarly, consider \(Z_\varepsilon = (X_\varepsilon, Y_\varepsilon)\) that solves (52), with 
\(X_\varepsilon = \Psi(\rho_\varepsilon)\) and \(Y_\varepsilon = \Psi(\eta_\varepsilon)\). Adding \(\varepsilon \dot{Z}_0(t,m)\) to both sides of (53) and taking the difference 
between (52) and (53), we get
\[
\varepsilon (\dot{Z}_\varepsilon(t,m) - \dot{Z}_0(t,m)) + Z_\varepsilon(t,m) - Z_0(t,m) + \partial I_{K_\varepsilon}(Z_\varepsilon(t,m)) - \partial I_{K_\varepsilon}(Z_0(t,m)) \\
\ni \varepsilon U_\varepsilon(m) + Z_\varepsilon(m) - Z_0(m) - \varepsilon \dot{Z}_0(t,m) + \int_0^t [L(Z_\varepsilon(r,m)) - L(Z_0(r,m))] \, dr.
\] (54)

Multiplying both members of (54) by \(Z_\varepsilon - Z_0\), integrating over \(m \in [0,1]\) and using the 
monotonicity of \(\partial I_{K_\varepsilon}\), we obtain
\[
\frac{\varepsilon}{2} \frac{d}{dt} \int_\Omega (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm + \int_\Omega (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm \\
\leq \int_\Omega \left[ \varepsilon U_\varepsilon(m) + Z_\varepsilon(m) - Z_0(m) \right] (Z_\varepsilon(t,m) - Z_0(t,m)) \, dm \\
- \varepsilon \int_\Omega \dot{Z}_0(t,m)(Z_\varepsilon(t,m) - Z_0(t,m)) \, dm \\
+ \int_0^t \int_\Omega \left[ L(Z_\varepsilon(r,m)) - L(Z_0(r,m)) \right] (Z_\varepsilon(t,m) - Z_0(t,m)) \, dm \, dr.
\] (55)
Using a weighted Young inequality and the bounds in Lemma 2, (55) becomes

\[
\frac{\varepsilon}{2} \frac{d}{dt} \int_{\Omega} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm \leq \frac{1}{2} \int_{\Omega} [\varepsilon U_\varepsilon(m) + Z_\varepsilon(m) - Z_0(m)]^2 \, dm + \frac{1}{2} \int_{\Omega} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm
\]

\[
+ \frac{\varepsilon}{2} \int_{\Omega} Z_\varepsilon^2(t,m) \, dm + \frac{\varepsilon}{2} \int_{\Omega} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm
\]

\[
+ \frac{1}{2} \int_{\Omega} \int_{t}^{t+\varepsilon} [L(Z_\varepsilon(r,m) - L(Z_0(r,m))]^2 \, dm \, dr + \frac{1}{2} \int_{\Omega} \int_{t}^{t+\varepsilon} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm \, dr,
\]

which implies

\[
\frac{\varepsilon}{2} \frac{d}{dt} \int_{\Omega} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm + \frac{1}{2} \int_{\Omega} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm
\]

\[
\leq \frac{1}{2} \int_{\Omega} [\varepsilon U_\varepsilon(m) + Z_\varepsilon(m) - Z_0(m)]^2 \, dm + \frac{\varepsilon}{2} \int_{\Omega} Z_\varepsilon^2(t,m) \, dm
\]

\[
+ C \frac{1}{2} \int_{\Omega} \int_{t}^{t+\varepsilon} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm \, dr,
\]

where \( C \) is a fixed constant depending on the operator \( L \) and coming from Lemma 2. Integrating over \([0,T]\) and denoting

\[
A(\varepsilon,T) := (2\varepsilon + 4T) \int_{\Omega} (Z_\varepsilon(m) - Z_0(m))^2 \, dm + 4T \int_{\Omega} [\varepsilon U_\varepsilon(m)]^2 \, dm
\]

\[
+ 2\varepsilon \int_{0}^{T} \int_{\Omega} Z_\varepsilon^2(t,m) \, dm \, dt,
\]

assuming \( \varepsilon < 1/2 \), by using Cauchy-Schwarz inequality we have that

\[
\int_{0}^{T} \int_{\Omega} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm \, dt
\]

\[
\leq C \int_{0}^{T} \int_{\Omega} (Z_\varepsilon(r,m) - Z_0(r,m))^2 \, dm \, dr \, dt + A(\varepsilon,T),
\]

by suitably renaming the constant \( C \). By applying Gronwall’s lemma we get

\[
\int_{0}^{T} \int_{\Omega} (Z_\varepsilon(t,m) - Z_0(t,m))^2 \, dm \, dt \leq A(\varepsilon,T)e^{CT}.
\]

In order to conclude it is enough to see that \( A(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). We recall assumption (i) reads \( \overline{p}_\varepsilon \to \overline{p} \) and \( \overline{\eta}_\varepsilon \to \overline{\eta} \) in \( P^+_2(\mathbb{R}) \), thus \( Z_\varepsilon \to Z_0 \) as \( \varepsilon \to 0 \) in \( L^2(\Omega)^2 \). Assumption (ii) implies initial velocities under the following conditions

\[
\nu_\varepsilon = o(1/\varepsilon) \text{ in } L^2(d\overline{p}_\varepsilon) \text{ and } \overline{\nu}_\varepsilon = o(1/\varepsilon) \text{ in } L^2(d\overline{\eta}_\varepsilon) \text{ as } \varepsilon \to 0,
\]

thus \( \varepsilon U_\varepsilon \to 0 \) as \( \varepsilon \to 0 \). Finally, the last term in \( A(\varepsilon,T) \) converges to zero since \( Z_0 \) does not depend on \( \varepsilon \).

5. Newtonian potentials

This section is devoted to study existence of solutions and asymptotic property of system (7) when self-attractive forces are driven by Newtonian potentials, i.e., \( K_\rho(x) = K_\eta(x) = |x| \). In order to proceed, we need to restrict the analysis to the case of equal cross potentials, namely \( H_\rho = H_\eta : H \). We also consider two uniformly convex external potentials \( A_\rho \) and \( A_\eta \) acting on the system. More precisely, we assume \( A_\rho, A_\eta \in C^2(\mathbb{R}) \) under assumptions (H1) and (H2).
3. The system we are dealing with can be expressed in Lagrangian coordinates as follows specified in Definition 5, but are only required in the study of asymptotic behaviour in Theorem 3. The system we are dealing with can be expressed in Lagrangian coordinates as follows

\[
\begin{align*}
\partial_t X(t, m) &= V(t, m), \\
\partial_t Y(t, m) &= W(t, m), \\
\partial_t V(t, m) &= -\int_\Omega \text{sign}(X(t, m) - X(t, m')) \, dm' \\
&\quad - \int_\Omega H'(X(t, m) - Y(t, m')) \, dm' - \sigma V(t, m) - A'_\rho(X), \\
\partial_t W(t, m) &= -\int_\Omega \text{sign}(Y(t, m) - Y(t, m')) \, dm' \\
&\quad - \int_\Omega H'(Y(t, m) - X(t, m')) \, dm' - \sigma W(t, m) - A'_\eta(Y).
\end{align*}
\]  

(56)

We can associate to the system (56) the following functional

\[
\mathcal{F}(X, Y) = \frac{1}{2} \int_\Omega \int_\Omega |X(m) - X(m')| \, dm' \, dm + \frac{1}{2} \int_\Omega \int_\Omega |Y(m) - Y(m')| \, dm' \, dm + \int_\Omega H(Y(m) - X(m')) \, dm' \, dm + \int_\Omega A_{\rho}(X(m)) \, dm + \int_\Omega A_{\eta}(Y(m)) \, dm.
\]  

(57)

In particular, we write

\[
\mathcal{F}(X, Y) = S(X) + S(Y) + K(X, Y),
\]

where

\[
S(X) := \frac{1}{2} \int_\Omega \int_\Omega |X(m) - X(m')| \, dm' \, dm, \\
S(Y) := \frac{1}{2} \int_\Omega \int_\Omega |Y(m) - Y(m')| \, dm' \, dm, \\
K(X, Y) := \int_\Omega \int_\Omega H(Y(m) - X(m')) \, dm' \, dm + \int_\Omega A_{\rho}(X(m)) \, dm + \int_\Omega A_{\eta}(Y(m)) \, dm.
\]

As shown in [18, 9], it is easy to prove that the self-interaction contributions in \( \mathcal{F} \) are linear when restricted to \( \mathcal{K} \).

Lemma 3. If \( X \in \mathcal{K} \), then

\[
S(X) = \int_\Omega (2m - 1)X(m) \, dm.
\]

Proof. A direct computation shows that

\[
S(X) = \frac{1}{2} \int_\Omega \int_\Omega |X(m) - X(s)| \, ds \, dm = \int \int_{\{X(m) \geq X(s)\}} (X(m) - X(s)) \, dm \, ds.
\]

Since \( X \in \mathcal{K} \), \( X \) is non-decreasing, then the set \( \{X(m) \geq X(s)\} \) can be characterised as follows

\[
\{X(m) \geq X(s)\} = \{m \geq s\} \cup \{m \leq s \leq S(m)\},
\]

with

\[
S(m) = \sup\{s \in [0, 1] \mid X(s) = X(m)\}.
\]
Moreover, \( X(s) = X(m) \) on \( \{ m \leq s \leq S(m) \} \), then
\[
S(X) = \int \int_{m \geq s} (X(m) - X(s)) \, dm \, ds
\]
\[
= \left( \int \int_{m \geq s} X(m) \, ds \, dm - \int \int_{s} X(s) \, ds \, dm \right)
\]
\[
= \int_{\Omega} mX(m) \, dm - \int_{\Omega} (1 - s)X(s) \, ds
\]
\[
= \int_{\Omega} (2m - 1)X(m) \, dm.
\]
\[
\Box
\]

The first result in this Section consists in proving the existence of a map \( t \mapsto (X(t), Y(t)) \) that is a generalised Lagrangian solution to (25) with respect to the choice \( \Theta = \mathcal{P}_{\mathcal{H}_X}(F_1)(t, m) \) and \( \Xi = \mathcal{P}_{\mathcal{H}_Y}(F_2)(t, m) \), i.e., the system (56) can be written as follows
\[
\begin{align*}
\partial_t X(t, m) &= \mathcal{P}_{\mathcal{H}_X}(V)(t, m), \\
\partial_t Y(t, m) &= \mathcal{P}_{\mathcal{H}_Y}(W)(t, m), \\
\partial_t V(t, m) &= -\mathcal{P}_{\mathcal{H}_X}(F_1[X, Y])(m) - \sigma V(t, m), \\
\partial_t W(t, m) &= -\mathcal{P}_{\mathcal{H}_Y}(F_2[X, Y])(m) - \sigma W(t, m),
\end{align*}
\]
(58)

where
\[
F_1[X, Y](m) = 2m - 1 + \int_{\Omega} H'(X(m) - Y(m')) \, dm' + A'_p(X)
\]
(59)

and
\[
F_2[X, Y](m) = 2m - 1 + \int_{\Omega} H'(Y(m) - X(m')) \, dm' + A'_q(Y)
\]
(60)

are the force operators and describe the external and interaction forces that act on the system.

The following proposition ensures that a generalised Lagrangian solution exists.

**Proposition 3.** Assume the cross-potential \( H \) under assumptions (A) and (SL). Assume the external potentials \( A_p, A_q \in C^2(\mathbb{R}) \). Then for every \( (X, Y, V, W) \in \mathcal{C}^2 \times \mathcal{H}_X \times \mathcal{H}_Y \) there exists a generalised Lagrangian solution to system (56) with initial data \( (X, Y, V, W) \) in the sense of Definition 5.

**Proof.** The proof is based on a discretization argument, inspired by the result in [4, Theorem 4.5]. Consider the following two partitions of \( \Omega \):
\[
0 = l_0 < l_1 < \cdots < l_N := 1, \quad \text{and} \quad 0 = z_0 < z_1 < \cdots < z_M := 1,
\]
with
\[
l_i := \sum_{j=1}^{i} m_j, \quad \text{and} \quad z_j := \sum_{i=1}^{j} n_i,
\]
for \( i = 1, \ldots, N - 1 \) and \( j = 1, \ldots, M - 1 \), and introduce the piecewise constant functions
\[
X(t, \cdot) = \sum_{i=1}^{N} x_i(t) \mathbb{1}_{L_i}, \quad V(t, \cdot) = \sum_{i=1}^{N} v_i(t) \mathbb{1}_{L_i},
\]
(61)

\[
Y(t, \cdot) = \sum_{j=1}^{M} y_j(t) \mathbb{1}_{Z_j}, \quad W(t, \cdot) = \sum_{j=1}^{M} w_j(t) \mathbb{1}_{Z_j},
\]
(62)
When an inelastic collision occurs, we have that its closed convex cone
\[ L \text{ defined on the intervals } L_i := [t_{i-1}, t_i) \text{ and } Z_j := [z_{j-1}, z_j), \text{ for } i = 1, \ldots, N - 1 \text{ and } j = 1, \ldots, M - 1. \] 
Consider the finite dimensional Hilbert set
\[ \mathcal{H}_m \times \mathcal{H}_m := \left\{ (X, Y) = \left( \sum_{i=1}^{N} x_i \| L_i, \sum_{j=1}^{M} y_j \| Z_j \right) : (x, y) \in \mathbb{R}^N \times \mathbb{R}^M \right\} \subset L^2(\Omega) \times L^2(\Omega) 
and its closed convex cone
\[ \mathcal{K}_m \times \mathcal{K}_m := \left\{ (X, Y) = \left( N i=1 x_i \| L_i, \sum_{j=1}^{M} y_j \| Z_j \right) : (x, y) \in \mathcal{K}^N \times \mathcal{K}^M \right\} \subset \mathcal{K} \times \mathcal{K}. \]

Note that the projected forces
\[ F_m[X, Y] := P_{H_m}(F_1[X, Y]) \quad \text{and} \quad F_n[X, Y] := P_{H_n}(F_2[X, Y]) \]
are well defined and Lipschitz continuous according to the definitions in (59)-(60) and assumptions (A) and (SL).

Now, assume that the initial condition \((X, Y, \bar{V}, \bar{W}) \in \mathcal{K}_m \times \mathcal{K}_n \times \mathcal{H}_N \times \mathcal{H}_M\) doesn’t hit the boundary of \(\mathcal{K}_m \times \mathcal{K}_n\). Consider the time interval \([0, t_1]\) with
\[ t_1 = \inf \left\{ t > 0 : X(t) \in \partial \mathcal{K}_m \text{ or } Y(t) \in \partial \mathcal{K}_n \right\}, \]
then, we obtain (61)-(62) by solving
\[
\begin{align*}
\dot{X}(t) &= V(t), \quad \dot{V}(t) = P_{H_m} \left( \frac{1}{\varepsilon} (F_1[X(t), Y(t)] - V(t)) \right), \\
\dot{Y}(t) &= W(t), \quad \dot{W}(t) = P_{H_n} \left( \frac{1}{\varepsilon} (F_2[X(t), Y(t)] - W(t)) \right).
\end{align*}
\]

We have that \(H_m = H_X(t)\) and \(H_n = H_Y(t)\) in \([0, t_1]\), thus the projection onto the set \(H_m\) yields piecewise constant functions defined on the same intervals as \((X, V)\), and similarly the projection onto \(H_n\). Taking \(t_1\) as the new initial time, we can consider a new initial condition \((\bar{X}, \bar{Y}, \bar{V}, \bar{W}) \in \mathcal{K}_m \times \mathcal{K}_n \times \mathcal{H}_N \times \mathcal{H}_M\)
[63]
do esn’t hit the boundary of \(\mathcal{K}_m \times \mathcal{K}_n\). Proceeding in the same fashion, we can define \(t_2 > t_1\) and consider the evolution in the time interval \([t_1, t_2]\). Iterating the procedure, we obtain a sequence of collision times \(0 \equiv t_0 < t_1 < \cdots < t_K := \infty\) and the quadruple \((X, Y, V, W)\) such that
\[
\begin{align*}
\dot{X}(t) &= V(t), \quad \dot{V}(t) = P_{H_X(t)} \left( \frac{1}{\varepsilon} (F_1[X(t), Y(t)] - V(t)) \right), \\
\dot{Y}(t) &= W(t), \quad \dot{W}(t) = P_{H_Y(t)} \left( \frac{1}{\varepsilon} (F_2[X(t), Y(t)] - W(t)) \right),
\end{align*}
\]
for all \(t \in [t_{k-1}, t_k]\), \(k = 1, \ldots, K\) with
\[ H_X(t) = H_X(t_{k-1}), \quad H_Y(t) = H_Y(t_{k-1}). \]

When an inelastic collision occurs, we have that
\[
\begin{align*}
X(t_{k+}) &= X(t_{k-}), \quad V(t_{k+}) = P_{H_X(t_k)}(V(t_{k-})), \\
Y(t_{k+}) &= Y(t_{k-}), \quad W(t_{k+}) = P_{H_Y(t_k)}(W(t_{k-})).
\end{align*}
\]

In order to prove inclusion (30), it is not restrictive to assume \(t_1 = 0\). We proceed by induction on the collision times. In the first time interval \([0, t_1]\), inclusion (30) holds by considering the empty set for the subdifferential \(\partial I_K(X(t))\). Now, suppose that (30) is satisfied in \([t_{k-1}, t_k]\). Hence, by induction assumption,
\[
\varepsilon V(t_{k-}) + X(t_{k-}) + \xi = \varepsilon V + X + \int_0^{t_k} P_{H_X(t)}(F_1[X(s), Y(s)]) \, ds
\]
\[ (67) \]
with $\xi \in \partial I_K(X(t_k))$. By (64),
\[
\varepsilon \dot{X}(t) + X(t) - X(t_k) = \frac{\int_{t_k}^{t} \mathcal{P}_{\mathcal{H}_{X(t)}}(F_1[X(s), Y(s)]) \, ds}{h} + \int_{t_k}^{t} \mathcal{P}_{\mathcal{H}_{X(t)}}(F_1[X(s), Y(s)]) \, ds
\]
for any $t \in [t_k, t_{k+1})$. Combining equations (67) and (68) we get
\[
\varepsilon \dot{X}(t) + X(t) + \varepsilon (V(t_k) - V(t_{k+1})) + \xi = \varepsilon V + \mathcal{P}_{\mathcal{H}_{X(t)}}(F_1[X(s), Y(s)]) \, ds.
\]
Invoking again (64), we have
\[
V(t_{k+1}) = \lim_{h \to 0^+} X(t_k) - X(t_k - h),
\]
hence using (66), we derive
\[
V(t_{k+1}) - V(t_k) = \frac{\mathcal{P}_{\mathcal{H}_{X(t_k)}}(X(t_k))}{h} = \lim_{h \to 0^+} \frac{X(t_k) - X(t_k - h) - \mathcal{P}_{\mathcal{H}_{X(t_k)}}(X(t_k) - X(t_k - h))}{h}
\]
Applying [4, Lemma 2.6], we find that $V(t_{k+1}) - V(t_k) \in \partial I_K(X(t_k))$, and using the monotonicity property of the sub-differential, one obtains that
\[
\xi + V(t_{k+1}) - V(t_k) \in \partial I_K(X(t))
\]
for all $t \in [t_k, t_{k+1})$. Therefore inclusion (30) is satisfied. Now, let us prove that (32) holds. Consider system (36) with $P$ replaced by
\[
P_1(t, m) = \varepsilon V(m) + \mathcal{P}_{\mathcal{H}_{X(t)}}(X(t)) + \int_0^t F_1[X(s), Y(s)](m) \, ds.
\]
Thus, we have that for any $t \geq s \geq 0$,
\[
\frac{1}{\varepsilon} [P_1(s) - X(s)] - V(s) \in \partial I_K(X(s)) \subset \partial I_K(X(t))
\]
where we used the monotonicity of the sub-differential. Integrating on $s \in [0, t]$ we obtain
\[
\int_0^t \frac{1}{\varepsilon} [P_1(s) - X(s)] \, ds + \mathcal{P}_{\mathcal{H}_{X(t)}}(X(t)) \in \partial I_K(X(t))
\]
for a.e. $t \geq 0$. Since the following property holds (cfr. [4])
\[
Y = \mathcal{P}_{X}(Y) \iff X - Y \in \partial I_K(Y),
\]
we derive
\[
X(t) = \mathcal{P}_{X}(X - \frac{1}{\varepsilon} \int_0^t X(s) \, ds + \frac{1}{\varepsilon} \int_0^t (\varepsilon V(s) + \mathcal{P}_{\mathcal{H}_{X(t)}}(X(s), Y(s))) \, ds).
\]
A similar proof holds for the equations (31) and (33). Finally, since the construction above starts form discrete initial data in the form of the piecewise constant functions as in (61)-(62), and since these functions are dense in $L^2(\Omega)$, we can approximate any given initial data and then combine the procedure into the proof with the stability Theorem 4.4 in [4].
Now, we provide an estimate on the total energy of the system (58), used in the proof of Theorem 3 below.

**Lemma 4.** Let \((X, Y, V, W) \in K^2 \times L^2(0,1)^2\) be the solution to the system (58) with initial data \((X, Y, V, W)\). Then, the following uniform estimate holds:
\[
\sup_{t \geq 0} \left( \mathfrak{F}(X,Y) + \frac{1}{2} \|V\|_{L^2(\Omega)}^2 + \frac{1}{2} \|W\|_{L^2(\Omega)}^2 \right) \leq \mathfrak{F}(X,Y) + \frac{1}{2} \|V\|_{L^2(\Omega)}^2 + \frac{1}{2} \|W\|_{L^2(\Omega)}^2.
\]

**Proof.** The proof is based on an estimate of the following total energy
\[
\mathfrak{E}(X,Y,V,W) = \frac{1}{2} \int_{\Omega} |V|^2 \, dm + \frac{1}{2} \int_{\Omega} |W|^2 \, dm + \mathfrak{F}(X,Y).
\]

Considering \((X,Y,V,W)\) generalised solution to (58), we have
\[
\frac{d^+}{dt} \mathfrak{E}(X,Y,V,W) = -\sigma \int_{\Omega} (|V|^2 + |W|^2) \, dm
- \int_{\Omega} VP_{\mathcal{H}_X}(F_1) \, dm - \int_{\Omega} WP_{\mathcal{H}_V}(F_2) \, dm
+ \int_{\Omega} P_{\mathcal{H}_X}(V) \left[2m - 1 + \int_{\Omega} H'(X(m) - Y(m')) \, dm' + A'(X) \right] \, dm
+ \int_{\Omega} P_{\mathcal{H}_V}(W) \left[2m - 1 + \int_{\Omega} H'(Y(m) - X(m')) \, dm' + A'(Y) \right] \, dm.
\]

Thanks to the definitions of \(F_1[X,Y]\) and \(F_2[X,Y]\) in (59)-(60), we obtain that
\[
\frac{d^+}{dt} \mathfrak{E}(X,Y,V,W) = -\sigma \int_{\Omega} (|V|^2 + |W|^2) \, dm - \int_{\Omega} VP_{\mathcal{H}_X}(F_1) \, dm \, dm
- \int_{\Omega} WP_{\mathcal{H}_V}(F_2) + \int_{\Omega} P_{\mathcal{H}_X}(V) F_1 \, dm + \int_{\Omega} P_{\mathcal{H}_V}(W) F_2 \, dm.
\]

By definition of the projection operator in (24),
\[
\int_{\Omega} P_{\mathcal{H}_X}(V) \left(P_{\mathcal{H}_X}(F_1[X,Y]) - F_1[X,Y] \right) \, dm = 0
= \int_{\Omega} P_{\mathcal{H}_X}(F_1[X,Y])(P_{\mathcal{H}_X}(V) - V) \, dm,
\]
then
\[
\int_{\Omega} \left(F_1[X,Y]P_{\mathcal{H}_X}(V) - VP_{\mathcal{H}_X}(F_1[X,Y]) \right) \, dm = 0,
\]
and similarly
\[
\int_{\Omega} \left(F_2[X,Y]P_{\mathcal{H}_V}(W) - WP_{\mathcal{H}_V}(F_2[X,Y]) \right) \, dm = 0,
\]
to Therefore (71) reduces to
\[
\frac{d^+}{dt} \mathfrak{E}(X,Y,V,W) = -\sigma \int_{\Omega} |V|^2 \, dm - \sigma \int_{\Omega} |W|^2 \, dm \leq 0,
\]
from which we can easily deduce the uniform estimate (69). \(\square\)

We can now provide the proof of Theorem 3.

**Proof of Theorem 3.** Integrating in time the equation (72), we find that for all \(T > 0\)
\[
\mathfrak{E}(X,Y,V,W)|_{t=T} + \sigma \int_0^T \int_{\Omega} (|V|^2 + |W|^2) \, dm \, dt = \mathfrak{E}(X,Y,V,W)|_{t=0}.
\]
Thanks to the non-negativity of the cross-potential $H$, assumption (H1) and the fact that
\[
\int_{\Omega}(2m-1)(X+Y)\,dm = -\int_{\Omega}(m^2-m)(\partial_m X + \partial_m Y)\,dm \geq 0,
\] (73)
which holds since $m^2-m \leq 0$ for $m \in (0,1)$ and $\partial_m X + \partial_m Y \geq 0$ for $X, Y \in \mathcal{K}$, we obtain that
\[
\sigma \int_0^T \int_{\Omega}(|V|^2 + |W|^2)\,dm\,dt \leq -\lambda \int_{\Omega}|X|^2|_{t=T}\,dm - \mu \int_{\Omega}|Y|^2|_{t=T}\,dm + C_1,
\]
where $C_1$ is a constant depending on initial data. Thus
\[
\int_0^\infty \int_{\Omega}(|V|^2 + |W|^2)\,dm\,dt < +\infty.
\] (74)
Computing the temporal derivative of the $L^2$-distance between $(X, Y)$ and $(X_s, Y_s)$, we derive
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega}(|X|^2 + |Y|^2)\,dm = \int_{\Omega}XP_{\mathcal{H}_X}(V)\,dm + \int_{\Omega}YP_{\mathcal{H}_Y}(W)\,dm
\]
\[
= \int_{\Omega}X(P_{\mathcal{H}_X}(V) - V)\,dm + \int_{\Omega}Y(P_{\mathcal{H}_Y}(W) - W)\,dm
\]
\[+ \int_{\Omega}(XV + YW)\,dm
\] (75)
In order to control the last term in the chain of equality above we compute
\[
\frac{d}{dt} \int_{\Omega}(XV + YW)\,dm = \int_{\Omega}X[-\sigma V - P_{\mathcal{H}_X}(F_1)]\,dm + \int_{\Omega}VP_{\mathcal{H}_X}(V)\,dm
\]
\[+ \int_{\Omega}YP_{\mathcal{H}_Y}(W)\,dm + \int_{\Omega}WP_{\mathcal{H}_Y}(W)\,dm.
\] (76)
Using the definitions of $F_1$ and $F_2$ in (59) and (60) and the property for the projection operator we have
\[
\frac{d}{dt} \int_{\Omega}(XV + YW)\,dm = \int_{\Omega}(-\sigma XV - \sigma YW + |V|^2 + |W|^2)\,dm - \int_{\Omega}(2m-1)(X+Y)\,dm
\]
\[- \int_{\Omega}XJ\Omega(X(m)H'(X(m) - Y(m'))\,dm'\,dm
\]
\[- \int_{\Omega}YJ\Omega(Y(m)H'(Y(m) - X(m'))\,dm'\,dm
\]
\[- \int_{\Omega}XA_p(X)\,dm - \int_{\Omega}YA_q(Y)\,dm.
\] (77)
Using assumption (AT) we can bound the terms involving the cross-interaction potential $H$ as follows
\[
- \int_{\Omega}XJ\Omega(X(m)H'(X(m) - Y(m'))\,dm'\,dm - \int_{\Omega}YJ\Omega(Y(m)H'(Y(m) - X(m'))\,dm'\,dm
\]
\[= - \int_{\Omega}H'(X(m) - Y(m'))(X(m) - Y(m'))\,dm'\,dm \leq 0,
\]
thus, using assumption (H2) and (73), (77) can be bounded from above by
\[
\frac{d}{dt} \int_{\Omega}(XV + YW)\,dm \leq \int_{\Omega}(-\sigma XV - \sigma YW + |V|^2 + |W|^2 - \alpha|x|^2 - \beta|y|^2)\,dm.
\] (78)
Note that for any $A > 0$ we have $-XV \leq X^2A^2 + \frac{Y^2}{4T}$. Then, applying this inequality to $-\sigma XV$ and $-\sigma YW$, we obtain the following inequality holding for any $A_1, A_2 > 0$:

$$
\int_{\Omega} \left( -\sigma XV - \sigma YW + |V|^2 + |W|^2 - \alpha |X|^2 - \beta |Y|^2 \right) \, dm \\
\leq -\int_{\Omega} |X|^2(\alpha - \sigma A_1^2) \, dm - \int_{\Omega} |Y|^2(\beta - \sigma A_2^2) \, dm \\
+ \int_{\Omega} |V|^2(1 + \frac{\sigma}{4A_1^2}) \, dm + \int_{\Omega} |W|^2(1 + \frac{\sigma}{4A_2^2}) \, dm.
$$

(79)

By taking sufficiently small $A_1$ and $A_2$, we have that (78) is bounded from above by

$$
\frac{d}{dt} \int_{\Omega} (XV + YW) \, dm \leq -\overline{c}_1 \int_{\Omega} (|X|^2 + |Y|^2) \, dm + \overline{c}_2 \int_{\Omega} (|V|^2 + |W|^2) \, dm
$$

(80)

for some constants $\overline{c}_1, \overline{c}_2 > 0$. Putting together estimates (75) and (80), we have that

$$
\frac{d}{dt} \int_{\Omega} (|X|^2 + |Y|^2 + XV + YW) \, dm \\
\leq 2 \int_{\Omega} (XV + YW) \, dm - \overline{c}_1 \int_{\Omega} (|X|^2 + |Y|^2) \, dm + \overline{c}_2 \int_{\Omega} (|V|^2 + |W|^2) \, dm.
$$

(81)

Integrating in time inequality (81), for all $T > 0$ we obtain

$$
\int_{\Omega} (|X|^2 + |Y|^2 + XV + YW) \, dm|_{t=T} - \int_{\Omega} (|X|^2 + |Y|^2 + XV + YW) \, dm|_{t=0} \\
\leq 2 \int_{0}^{T} \int_{\Omega} (XV + YW) \, dm \, dt - \overline{c}_1 \int_{0}^{T} \int_{\Omega} (|X|^2 + |Y|^2) \, dm \, dt \\
+ \overline{c}_2 \int_{0}^{T} \int_{\Omega} (|V|^2 + |W|^2) \, dm \, dt,
$$

thus

$$
\overline{c}_1 \int_{0}^{T} \int_{\Omega} (|X|^2 + |Y|^2) \, dm \, dt \leq \overline{c}_2 \int_{0}^{T} \int_{\Omega} (|V|^2 + |W|^2) \, dm \, dt \\
+ 2 \int_{0}^{T} \int_{\Omega} (XV + YW) \, dm \, dt \\
- \int_{\Omega} (|X|^2 + |Y|^2 + XV + YW) \, dm|_{t=T} + C_2,
$$

where $C_2$ is a constant which depends on initial data. Proceeding as in (79) and using the bound in (74), we have that

$$
\int_{0}^{\infty} \int_{\Omega} (|X|^2 + |Y|^2) \, dm < +\infty.
$$

(82)

Combining estimates (74) and (82) we get

$$
\int_{0}^{\infty} \int_{\Omega} (|X|^2 + |Y|^2 + |V|^2 + |W|^2) \, dm \, dt < +\infty,
$$

hence, there exists a sub-sequence $\{t_k\}_k$ such that

$$
\int_{\Omega} (|X(t_k)|^2 + |Y(t_k)|^2 + |V(t_k)|^2 + |W(t_k)|^2) \, dm \to 0 \quad \text{as} \quad t_k \to +\infty.
$$

(83)
Since the operator $\mathcal{F}$ defined in (57) is a monotone operator, then

$$\mathcal{F}(X,Y) + \frac{1}{2} \int_{\Omega} |V|^2 \, dm + \frac{1}{2} \int_{\Omega} |W|^2 \, dm \to \ell > 0 \quad \text{as } t \to +\infty,$$

and $\ell$ is unique. Moreover, Lemma 2 ensures that the operator $\mathcal{F}$ is continuous, thus

$$\frac{1}{2} \int_{\Omega} |V|^2 \, dm + \frac{1}{2} \int_{\Omega} |W|^2 \, dm + \mathcal{F}(X,Y) \bigg|_{t=t_k} \to \ell \quad \text{as } t_k \to +\infty.$$ 

Using the coercivity of the external potentials $A_\rho$ and $A_\eta$ and (83), we have that $\ell$ is necessarily zero, hence the statement holds.

6. Simulations

This last section is devoted to provide some numerical example on the behaviour of solutions to system (7). Numerical simulations will be performed by using the discrete particle counterpart of (7), namely solving numerically (9). We recall that the system of ODEs we are dealing with is the following

$$\begin{cases} 
\dot{x}_i(t) = v_i(t), \\
\dot{y}_j(t) = w_j(t), \\
\dot{v}_i(t) = -\sigma v_i(t) - \sum_{k \neq i} m_k \nabla K_\rho(x_i(t) - x_k(t)) - \sum_k n_k \nabla H_\rho(x_i(t) - y_k(t)), \\
\dot{w}_j(t) = -\sigma w_j(t) - \sum_{k \neq j} n_k \nabla K_\eta(y_j(t) - y_k(t)) - \sum_k m_k \nabla H_\eta(y_j(t) - x_k(t)),
\end{cases} \quad (84)$$

where $x_i$ and $y_j$ denotes the particles positions of first and second species respectively, $v_i$ and $w_j$ their velocities and $m_i$ and $n_j$ their masses, for $i = 1, \ldots, N$ and $j = 1, \ldots, M$. By a normalisation in the masses the total number of particles for each species, $N$ and $M$ respectively, will be modified in each of the examples below in order to highlights possible different changes in the solutions.
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**Figure 1.** In this first example, we fix $N = 160$, and $M = 150$. All the potentials are attractive. In particular we set $K_\rho(x) = -e^{-|x|^3}$, $K_\eta(x) = -e^{-|x|^4}$, $H_\rho(x) = H_\eta(x) = -e^{-|x|^2}$.

System (84) will be coupled with an uniform distributed set of particles in the space interval $[0, 1]$ and a randomly distribution for the velocities. We then let the particles evolve by using
Figure 2. Evolution under the action of attractive self-potentials given by $K_\rho(x) = -3e^{-|x|^2}$, and $K_\eta(x) = -2e^{-2|x|^2}$, and repulsive cross-potentials $H_\rho(x) = -|x|^2$, $H_\eta(x) = e^{-|x|^2}$. In this example, $N = 180$, $M = 200$.

We study numerical solutions to the system (84) both in case of smooth potentials and in case of Newtonian self-potentials. Several examples are presented in the smooth case, where we highlight the possibility of a sticky dynamics, both in attractive and repulsive regime. Furthermore, we will compare solutions to second-order system with solution to first-order one as the increasing values of the damping parameter $\sigma$, also comparing the Wasserstein distance between the solution to the second-order system and the solution to the first-order system as $\sigma$ varies. Wasserstein distance is computed using its one-dimensional equivalence with the $L^2$-norm at the level of monotone rearrangements.

The first examples we provide concern the evolution of particles subject to the action of radial smooth potentials. Figure 1 displays the sticky particle dynamics when all the potentials are smooth and attractive. Instead, in Figure 2 the self-potentials are attractive and the cross-potentials are repulsive, while in Figure 3 the self-potentials are repulsive and the cross-potentials are attractive. In particular, we highlight how the behaviour is strongly different by comparing two simulations performed with the same potentials, number of particles and initial position, but different set of initial (random) velocities.

We then show a couple of simulations in which the self-potentials are attractive Newtonian, while the cross-potentials are symmetric, radial and smooth. In particular, in Figure 4, the cross-potentials are attractive, indeed the particles collide, while in Figure 5, they are repulsive...
Figure 3. Two possible outcomes (top and bottom) for the evolution of the system under the action of self-repulsive potentials $K_\rho(x) = 2e^{-|x|^2}$ and $K_\eta(x) = e^{-|x|^3}$ and attractive cross-potentials $H_\rho(x) = |x|^2$ and $H_\eta(x) = -e^{-3|x|^2}$. In both the simulations the numbers of particles are fixed as $N = 170$ and $M = 160$, but initial velocities change (randomly).

and not all the particles collide. According to results in Section 5 also the effect of external potentials is taken into account.

We then focus on the numerical investigation of the large damping regime. Figures 6 and 7 show a comparison between the particle evolution associated to the second order system and the ones associated to the first order system (51), for various choices of potentials. We highlight numerically the relevance of the damping parameter $\sigma$ in the evolution: increasing the value of $\sigma$ solutions of the two different problems becomes indistinguishable.

Finally in Figure 8, considering the same potentials in Figure 4, we display the Wasserstein distance between the solution to the second-order system and the ones to the first-order system for different values of $\sigma$. For small values of $\sigma$, the Wasserstein distance grows initially, and then decays in time. When $\sigma$ is bigger, the distance remains controlled for all times.
Figure 4. Evolution under the action of attractive Newtonian self-potentials and attractive Gaussian cross-potentials given by $H_\rho(x) = H_\eta(x) = -e^{-|x|^2}$. The external potentials are $A_\rho(x) = |x - \frac{1}{2}|^2$ and $A_\eta(x) = 2|x - \frac{1}{2}|^2$. In this example, $N = 200$ and $M = 210$.

Figure 5. In this example, $N = 180$, $M = 190$, the self-potentials are Newtonian attractive and the cross-potentials are equal and repulsive. In particular they are $H_\rho(x) = H_\eta(x) = 3e^{-|x|^2}$. The external potentials are $A_\rho(x) = \frac{1}{2}|x - \frac{1}{2}|^2$ and $A_\eta(x) = 5|x - \frac{1}{2}|^2$.
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Figure 6. Solutions to the second-order system (blue in the online version) and solutions to first-order system (51) (in red) under the action of the following potentials are $K_\rho(x) = -e^{-|x|^3}$, $K_\eta(x) = -e^{-|x|^4}$, $H_\rho(x) = H_\eta(x) = -e^{-|x|^2}$. In this simulation we set $N = 160$, $M = 150$ and $\sigma = 10$ (top) and $\sigma = 1000$ (bottom).

References

[1] L. Ambrosio, N. Gigli, and G. Savaré. Gradient flows in metric spaces and in the space of probability measures. Lectures in Mathematics ETH Zürich. Birkhäuser Verlag, Basel, second edition, 2008.

[2] Cécile Appert-Rolland, Pierre Degond, and Sébastien Motsch. Two-way multi-lane traffic model for pedestrians in corridors. *Netw. Heterog. Media*, 6(3):351–381, 2011.

[3] A. L. Bertozzi, T. Laurent, and J. Rosado. Lp theory for the multidimensional aggregation equation. *Communications on Pure and Applied Mathematics*, 64(1):45–83, 2011.

[4] Y. Brenier, W. Gangbo, G. Savaré, and M. Westdickenberg. Sticky particle dynamics with interactions. *Journal de Mathématiques Pures et Appliquées*, 99(5):577–617, 2013.

[5] Y. Brenier and E. Grenier. Sticky particles and scalar conservation laws. *SIAM Journal on Numerical Analysis*, 35(6):2317–2328, 1998.

[6] M. Bruna and S. J. Chapman. Diffusion of finite-size particles in confined geometries. *Bull. Math. Biol.*, 76(4):947–962, 2014.

[7] H. Brézis. *Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert*. North-Holland Pub. Co., Amsterdam, 1973.

[8] J. A. Carrillo, Y. Choi, and O. Tse. Convergence to equilibrium in wasserstein distance for damped euler equations with interaction forces. *Communications in Mathematical Physics*, 365(1):329–361, 2018.
Figure 7. Solutions to the second-order system (blue in the online version) and solutions to first-order system (51) (in red) under the action of the following potentials are $K_\rho(x) = -e^{-|x|^2}$, $K_\eta(x) = -e^{-3|x|^3}$, $H_\rho(x) = |x|^2$, $H_\eta(x) = -e^{-2|x|^4}$. In this simulation we set $N = 180$, $M = 190$ and $\sigma = 5$ (top) and $\sigma = 900$ (bottom).
Figure 8. Behaviour of the Wasserstein distance between solutions of the first order system and solutions of the second order system. The self-potentials are Newtonian attractive potentials, while the cross-potentials are given by $H_\rho(x) = H_\eta(x) = -e^{-|x|^2}$. Increasing the damping parameter Wasserstein distance remain controlled.

[17] M. Di Francesco and S. Fagioli. Measure solutions for non-local interaction pdes with two species. Nonlinearity, 26:2777, 2013.
[18] C.A. Bona, J. A. Carrillo, M. Di Francesco, and M. A. Peletier. Equivalence of gradient flows and entropy solutions for singular nonlocal interaction equations in 1d. ESAIM: COCV, 21(2):414–444, 2015.
[19] S. Gottlieb, C. Shu, and E. Tadmor. Strong stability-preserving high-order time discretization methods. SIAM Review, 43:89–112, 2001.
[20] Ling Hsiao, Tao Luo, and Tong Yang. Global BV solutions of compressible Euler equations with spherical symmetry and damping. J. Differential Equations, 146(1):203–225, 1998.
[21] Fémin Huang, Pierangelo Marcati, and Ronghua Pan. Convergence to the Barenblatt solution for the compressible Euler equations with damping and vacuum. Arch. Ration. Mech. Anal., 176(1):1–24, 2005.
[22] Fémin Huang and Ronghua Pan. Asymptotic behavior of the solutions to the damped compressible Euler equations with vacuum. J. Differential Equations, 220(1):207–233, 2006.
[23] Corrado Lattanzio and Athanasios E. Tzavaras. From gas dynamics with large friction to gradient flows describing diffusion theories. Comm. Partial Differential Equations, 42(2):261–290, 2017.
[24] L. Natile and G. Savaré. A Wasserstein approach to the one-dimensional sticky particle system. SIAM Journal on Mathematical Analysis, 41(4):1340–1365, 2009.
[25] T. Nguyen and A. Tudorascu. Pressureless euler/euler–poisson systems via adhesion dynamics and scalar conservation laws. SIAM J. Math. Analysis, 40:754–775, 01 2009.
[26] Bianchini Stefano and Donzelli Sara. On the sticky particle solutions to the multi-dimensional pressureless euler equations, 2020.
[27] C. Villani. Topics in Optimal Transportation, volume 58 of Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2003.
[28] W. Wang and T. Yang. The pointwise estimates of solutions for euler equations with damping in multi-dimensions. Journal of Differential Equations, 173:410–450, 2001.
Valeria Iorio
Dipartimento di Ingegneria e Scienze dell’Informazione e Matematica
Università degli Studi dell’Aquila, Via Vetoio 1, 67100 Coppito, L’Aquila, It.

Email address: valeria.iorio1@graduate.univaq.it