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Abstract

In this paper, we discuss the various techniques that we used to implement the Russian-Chinese machine translation system for the Triangular MT task at WMT 2021. Neural Machine translation systems based on transformer architecture have an encoder-decoder architecture, which are trained end-to-end and require a large amount of parallel corpus to produce good quality translations. This is the reason why neural machine translation systems are referred to as data hungry. Such a large amount of parallel corpus is majorly available for language pairs which include English and not for non-English language pairs. This is a major problem in building neural machine translation systems for non-English language pairs. We try to utilize the resources of the English language to improve the translation of non-English language pairs. We use the pivot language, that is English, to leverage transfer learning to improve the quality of Russian-Chinese translation. Compared to the baseline transformer-based neural machine translation system, we observe that the pivot language-based transfer learning technique gives a higher BLEU score.

1 Introduction

The aim of this work is to improve the quality of Machine Translation (MT) for low-resource, distant and non-English language pairs. One of the major requirements for the good performance of the Neural Machine Translation (NMT) systems is the availability of a large parallel corpus. Such large parallel corpus of good quality is not available for low-resource, distant and non-English language pairs but mostly available for language pairs containing English. This poses a major challenge in developing good quality Machine Translation systems for non-English and distant language pairs. As a result there is a need to come up with additional resources by augmenting parallel corpora or by using knowledge from other tasks using transfer learning for translation of non-English language pairs. In this paper, we focus on leveraging the knowledge from other tasks using transfer learning to improve the performance of NMT systems for low resource language pairs.

In our pivot based transfer learning experiments we try to utilize the resources of English language, that is English-Chinese and English-Russian parallel corpora to improve the quality of Russian-Chinese translation. We implement techniques which efficiently use the resources of the English language for the task of Russian-Chinese translation.

2 Related Work

Recurrent Neural Network (RNN) based encoder decoder architectures (Bahdanau et al., 2014; Cho et al., 2014; Sutskever et al., 2014) were initially used in NMT systems. Transformer (Vaswani et al., 2017) architecture improved the performance of NMT systems. In order to enable translation between distant and non-English language pairs for which a large amount of parallel corpus is not available, a cascade method can be used. In the cascade method, two models are trained, a source language to English and a English to target language model. Then to translate a source sentence to target sentence, the source sentence is passed through the two models. (Zoph et al., 2016) introduced a transfer learning technique in which a parent model is trained on high resource language pairs, which is then used to initialize the the parameters of a child model which is then trained on low resource language pair data. (Kim et al., 2019) introduced pivot language-based transfer learning techniques in which the encoder and decoder of the model for low resource language pair is initialized using the encoder and decoder of different models trained on high resource language pairs, and this model is then finetuned on low resource language pairs.
3 Approaches

In this section, we discuss the various approaches we used to build a Russian-Chinese MT system. We mainly focus on pivot-based transfer learning techniques, in which we use the resources of English to improve the quality of Russian-Chinese translation.

3.1 Baseline

The baseline Russian-Chinese model is a NMT model based on Transformer architecture. The model is trained on Russian-Chinese parallel data.

3.2 Cascade Model

The cascade model makes use of the resources of English language to train a Russian-Chinese MT system. In this approach, we train two NMT models, a source to pivot (Russian-English) model and a pivot to target (English-Chinese) model. The source Russian sentence is first translated into English using the Russian-English model. Then this English sentence is translated into Chinese using the English-Chinese model. In this way, the cascade model translates the Russian sentence to Chinese by passing it through the two NMT models.

There are a few disadvantages in this cascade model based approach,

1. The source sentence is passed through two different NMT models to produce the target sentence. This doubles the decoding time for the generation of the output sentence which is very inefficient.

2. The errors in translation are propagated from first (source-pivot) model to the second (pivot-target) model.

These disadvantages of the cascade model approach make it an undesirable approach to utilize the resources of the pivot language. In order to overcome these disadvantages, we need to train a single source-target model which utilizes the resources of the pivot language. In the following pivot language-based transfer learning technique, direct pivoting, we overcome these disadvantages. In this technique, we train a single source-target model while utilizing the resources of the pivot language.

3.3 Direct Pivoting

In this technique, we first train two separate NMT models, a source-pivot model and a pivot-target model. As demonstrated in Figure 1, we first separately train a Russian-English (source-pivot) model (task 1) and a English-Chinese (pivot-target) model (task 2) on their respective parallel corpus. Then we use the encoder of the Russian-English (source-pivot) model and the decoder of
the English-Chinese (pivot-target) model to initialize the encoder and decoder of the Russian-Chinese (source-target) model respectively. Finally, we fine-tune the Russian-Chinese (source-target) model on the Russian-Chinese parallel corpus.

As in this technique we are training a single source-target (Russian-Chinese) model, there is no problem of double decoding time. The parameters of the encoder and decoder of the source-target (Russian-Chinese) model are not randomly initialized, they are trained on the source-pivot and pivot-target translation task respectively. The initialized encoder and decoder of the source-target (Russian-Chinese) model have already learned some representation or knowledge from the previous tasks. This knowledge helps in the source-target (Russian-Chinese) translation task. In this way this approach utilizes the resources of the pivot (English) language which assists in the translation task from source to target (Russian-to-Chinese).

4 Experiments

In this section, we discuss the details of all the experiments that we carried out to implement the Russian-Chinese MT system.

4.1 Dataset

The NMT systems were trained on the parallel corpora provided by the WMT 2021 organizers. We used the Russian-Chinese, Russian-English, and the Chinese-English parallel corpus. We used a subset of the provided parallel corpora for training the models. Byte Pair Encoding (BPE) (Sennrich et al., 2015) is used as a segmentation technique. The words in the data are broken down into sub-words using the BPE technique. For the baseline model the number of BPE merge operations used were 16000 for the source and target data. For the direct pivoting model, the source and target vocabulary are combined English-Russian and English-Chinese vocabulary, respectively. So, the BPE codes are computed by combining the source side Russian and English data for source and the target side English and Chinese data for target. The number of BPE merge operations used were 32000 for the source and target data. The detailed corpora statistics are mentioned in Table 1.

4.2 Models

For all the experiments, Transformer architecture was used. The encoder of the Transformer consisted of 6 encoder layers and 8 encoder attention heads. The encoder used embeddings of dimension 512. The decoder of the Transformer consisted of 6 decoder layers and 8 decoder attention heads. For the implementation of all models, fairseq (Ott et al., 2019) library was used.

4.3 Training Setup

For all experiments, the transformer model from fairseq library was used. The optimizer used was adam with betas (0.9, 0.98). The inverse square root learning rate scheduler was used with an initial learning rate of 5e-4 and 4000 warm-up updates. The criterion used was label smoothed cross entropy with label smoothing of 0.1. The dropout probability value used was 0.3 for all layers. For the baseline model, the size of source (Russian) and target (Chinese) vocabulary is 16876 and 29500, respectively. For the direct pivoting model, the size of source (combined Russian-English) and target (combined English-Chinese) vocabulary is 34020 and 47052, respectively. The best model for all the techniques was chosen by calculating the BLEU (Papineni et al., 2002) scores on the development set provided by the WMT 2021 organizers and the choosing the model with best BLEU score.

4.4 Baseline

The baseline model is a transformer model trained on Russian-Chinese (source-target) parallel corpus.

4.5 Cascade Model

The cascade model consists of two NMT models trained separately. The first model is a Russian-English model trained on Russian-English parallel corpus. The second model is a English-Chinese model trained on English-Chinese parallel corpus. For translating a Russian sentence to Chinese, the sentence is passed through two models.

4.6 Direct Pivoting

The direct pivoting model uses a shared vocabulary of Russian-English (source-pivot) on the encoder side and English-Chinese (pivot-target) on the decoder side. This is done to ensure that the

| Language pair     | Number of sentences |
|-------------------|---------------------|
| Russian-Chinese   | 10M                 |
| Russian-English   | 10M                 |
| English-Chinese   | 10M                 |

Table 1: Corpora statistics of all the language pairs
encoder and decoder parameters are transferable as transformers are fixed vocabulary models. The Russian-English (source-pivot) model is trained on Russian-English parallel data and the English-Chinese (pivot-target) model is trained on English-Chinese parallel data. Then the encoder of Russian-English model and decoder of English-Chinese model is used to initialize the encoder and decoder of Russian-Chinese (source-target) model. Finally, we fine-tune the Russian-Chinese model on the Russian-Chinese parallel data.

5 Results and Analysis

The evaluation of the models were performed on the basis of the BLEU scores. These BLEU scores were calculated and provided by the WMT 2021 organizers. The BLEU scores were calculated on a test set provided by WMT 2021 organizers, which consisted of 1751 sentences. Table 2 shows the BLEU scores of all the models. The baseline Russian-Chinese model produced a BLEU score of 18.2. The cascade model in which the Russian sentence is first translated to English using Russian-English model and then the English sentence is translated to Chinese using the English-Chinese model, produced a BLEU score of 17.2. The possible reason for this decrease in BLEU score is that the errors made by the Russian-English model are propagated to the English-Chinese model, which further introduced its own errors. As the source sentence is passed through the two model each model introduces its own errors, which decreases the BLEU score.

The direct pivoting model produced a BLEU score of 18.8 which improved the BLEU score by 0.6 points over the baseline model. This increase in BLEU score is because the encoder and decoder of the Russian-Chinese model are not randomly initialized; but they are initialized from the encoder and decoder of Russian-English and English-Chinese model respectively. Then the model is fine-tuned on Russian-Chinese parallel corpus. The encoder and decoder have already learnt some representations which helps in the task of Russian-Chinese translation. Also as this is a single NMT model, there is no problem of propagation of errors or double decoding time.

6 Conclusion and Future Work

In this work, we implement and compared pivot language-based transfer learning technique to improve the task of translation between non-English language pair, that is Russian-Chinese. We observe that pivot language-based transfer learning technique improves the BLEU score over the baseline model and is an efficient way to use the resources of the pivot language. We also observe that the pivot language-based transfer learning technique mitigates the problems of double decoding time and error propagation present in simple cascade-based models.

In future, we plan to explore various data augmentation techniques that can make use of the resources of the English language to augment data for the task of translation of non-English language pair translation. We also plan to use various language model pretraining techniques like Masked Sequence to Sequence Pre-training (MASS) to pre-train the encoder and decoder before using them for the downstream task of translation.
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