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Abstract

Capturing solution near the singular point of any nonlinear SBVPs is challenging because coefficients involved in the differential equation blow up near singularities. In this article, we aim to construct a general method based on orthogonal polynomials as wavelets. We discuss multiresolution analysis for wavelets generated by orthogonal polynomials, e.g., Hermite, Legendre, Chebyshev, Laguerre, and Gegenbauer. Then we use these wavelets for solving nonlinear SBVPs. These wavelets can deal with singularities easily and efficiently. To deal with the nonlinearity, we use both Newton’s quasilinearization and the Newton-Raphson method. To show the importance and accuracy of the proposed methods, we solve the Lane-Emden type of problems and compare the computed solutions with the known solutions. As the resolution is increased the computed solutions converge to exact solutions or known solutions. We observe that the proposed technique performs well on a class of Lane-Emden type BVPs. As the paper deals with singularity, non-linearity significantly and different wavelets are used to compare the results.
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1 Introduction

The solution of singular differential equations shows unusual behavior near the singular points, sometimes it is bounded, sometimes unbounded, sometimes it may oscillate or sometimes it is peculiar in some other manner. This behavior and its occurrence in different areas of science and engineering make SBVPs very interesting for researchers. Consider the following class of nonlinear singular differential equations

\[ ty''(t) + ky'(t) + tf(t,y(t),t^k y'(t)) = 0, \quad 0 < t \leq 1, \]  

subject to the following boundary conditions

\[ y'(0) = \alpha, \quad ay(1) + by'(1) = \beta. \]

Several real life problems when modelled gives rise to nonlinear partial differential equation

\[ \nabla^2 u(P) = f(P, u(P)) \]

and if one is interested in planar \((k = 0)\), cylindrical \((k = 1)\) or spherical \((k = 2)\) symmetry then one arrives at (1). For various values of \(k\) and different type of source functions \(f(t,y(t),t^k y'(t))\), the BVP defined by (1)-(2) occur in different areas of science and engineering. Some of them we mention as given below:

a) when \(k = 2\) and \(f(t,y,t^k y') = y^n\), then it occurs in the study of stellar structure \([6]\),
b) when \(k = 0, 1, 2\) and \(f(t,y,t^k y') = e^y\), then it occurs in thermal explosion \([5]\),
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c) when $k = 2$, \( f(t, y, t^2y') = e^{-y} \), then it occurs in thermal distribution in the human head [11],
d) when $k = 3$, \( f(t, y, t^3y') = \frac{1}{y^2} - \frac{2}{y} - \beta t^{2k-4} \), then it occurs in rotationally symmetric shallow membrane caps [10, 1].

For existence-uniqueness of SBVPs (1)-(2) the reader is suggested to refer [25, 26, 27] and the references cited in a recent review article [37]. Some very efficient numerical schemes based on finite difference can be found in [7, 24, 38] and the references therein.

Wavelet methods arise as one of trending methods to solve differential equations. Due to its properties like smoothness, well-localization, admissibility and orthonormality methods based on wavelets are most preferred by scientists and engineers. In [4] author proposed numerical approximation of differential operators using Haar wavelets and their spline-derivatives. A method based on Haar Wavelets are used for solving generalized Lane-Emden equations in [14]. Authors in [4] developed a novel algorithm based on scale-3 Haar wavelets, applied it on Burgers’ equation and did sensitivity analysis of shock waves. In [31] method based on Haar wavelets are used for solving non-linear singular initial value problems and in [39] Haar wavelets coupled with quasilinearization is used to solve class of Lane-Emden equation at higher resolution. In [34, 33] Haar wavelets are efficiently used to solve SBVPs arising in various real life problems. Haar wavelet along with quasilinearization is used to solve nonlinear BVPs [17, 21]. A new higher order Haar wavelet method has been developed for solving differential and integro-differential equations in [19, 18].

The construction of wavelets based on orthogonal polynomials is more recent. Since it is easy to generate an orthonormal basis of $L^2(\mathbb{R})$ with help of orthogonal polynomials, so wavelets based on orthogonal polynomials are very popular nowadays. Different orthonormal wavelets are defined by using Legendre polynomials, Chebyshev polynomials, Hermite polynomials, Laguerre polynomials, Gegenbauer polynomials and researchers used these wavelets for solving various classes of differential equations and other related problems. We list some important results in which various orthonormal polynomials are used to compute the solutions of various classes of differential equations.

(i) Legendre wavelet [15] is used to solve ordinary differential equation [23] and q-difference equations [40], nonlinear system of two-dimensional integral equations [20].
(ii) Chebyshev wavelet is used to solve singular BVPs [29] and Sine-Gordon equation [16].
(iii) Hermite wavelet is used to solve singular differential equations [36].
(iv) Laguerre wavelet is used to solve linear and non-linear singular BVPs [41].
(v) Gegenbauer wavelet is used to solve fractional differential equation [35].

In this article, we construct wavelet methods based on orthogonal polynomials as wavelets. They are referred as Chebyshev wavelet Newton approach (ChWNA), Gegenbauer wavelet Newton approach (GeWNA), Legendre wavelet Newton approach (LeWNA), Laguerre wavelet Newton approach (LaWNA), Hermite wavelet Newton approach (HeWNA), Chebyshev wavelet quasiliniearization approach (ChWQA), Gegenbauer wavelet quasilinearization approach (GeWQA), Legendre wavelet quasilinearization approach (LeWQA), Laguerre wavelet quasilinearization approach (LaWQA) and Hermite wavelet quasilinearization approach (HeWQA). Such an approach has not been explored by researchers in the existing literature. We apply our novel approach to a class of nonlinear singular BVPs which are also referred as Lane-Emden equations. This may further be explored on various real life problems governed by differential equations and fractional nonlinear differential equations ([43, 44, 45, 46, 47, 48, 49, 50, 51]).

This paper is organized as follows. In section 2 we discuss properties of orthogonal wavelets defined by using Legendre, Hermite, Chebyshev, Laguerre and Gegenbauer polynomials. Section 3 and 4 discuss computational aspects of orthonormal polynomial wavelets and methods based on these wavelets, respectively. We follow two approaches, wavelet quasilinearization approach and wavelet Newton approach. Section 5 deals with convergence analysis of the methods based on wavelet Newton approach. Finally section 6 deals with numerical illustrations and section 7 deals with conclusion.

2 Preliminary

Most of the orthonormal wavelets’ bases are associated with an MRA but it is possible to construct an orthonormal basis for $L^2(\mathbb{R})$ which is not derivable from an MRA. Here, we give a formal definition of MRA ([3, 9, 28]). The sequence of wavelet subspaces $W_j$ of $L^2(\mathbb{R})$, are such that $V_j \perp W_j$, for all $j$ and $V_{j+1} = V_j \oplus W_j$. The closure of $\bigoplus_{j \in \mathbb{Z}} W_j$ is dense in $L^2(\mathbb{R})$ with respect to the $L^2$ norm.

The definition of MRA enables the sequence $\left\{2^{j/2}\varphi(2^{-j}t - k)\right\}_{k \in \mathbb{Z}}$ to form an orthonormal basis for $V_j$. Let $\psi(t)$ be the mother wavelet, then,

$$\psi(t) = \sum_{k \in \mathbb{Z}} a(k)\varphi(2t - k),$$

and under certain conditions $\psi_{j,k}(t) = 2^{-j/2}\psi(2^{-j}t - k)$ forms an orthonormal basis of $L^2(\mathbb{R})$.

The basic tenet of MRA is that whenever a collection of closed subspaces satisfies assumptions of MRA, then there exists an orthonormal wavelet basis such that, for all $f \in L^2(\mathbb{R})$,

$$P_{j+1} f = P_j f + \sum_{k \in \mathbb{Z}} \langle f, \psi_{j,k} \rangle \psi_{j,k},$$
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where $P_j$ is the orthogonal projection onto $V_j$. To establish this, it is enough to show that $\psi \in W_0$ such that the $\psi(-k)$ constitute an orthonormal basis for $W_0$.

The most promising class of scaling functions ($\varphi$) are those, that have compact support and continuity makes it even better. If any scaling function has both properties then the associated decomposition and reconstruction algorithms are computationally much faster and best suited for analysing and reconstructing signals.

### 2.1 Orthogonal Polynomial Wavelet

Let $O_m(t)$ be an orthonormal polynomial [9] of degree $m$ which is defined on $[a,b]$. Let $O_m(t)$ satisfy the following orthonormality condition:

$$\int_{a}^{b} w(t)O_m(t)O_n(t)dt = K\delta_{mn},$$  \hspace{1cm} (3)

with respect to weight function $w(t)$, $K$ is some real number. We define the orthonormal polynomial wavelet on the interval $[0,1)$ as follows

$$\psi_{n,m}(t) = v_n 2^{k/2} O_m(2^k t - \hat{n}) \chi_{[\frac{n-1}{2^k}, \frac{n+1}{2^k})},$$  \hspace{1cm} (4)

where $k = 1,2, \ldots$ is the level of resolution, $n = 1,2, \ldots, 2^{k-1}, \ \hat{n} = 2n-1$ is translation parameter and $m = 0,1,2, \ldots, M-1$ is the degree of the polynomial. The coefficient $v_n$ is a real number and is kept here to take care the orthonormality. It is easy to check that $\psi_{n,m}(t)$ forms an orthonormal basis for $L^2(\mathbb{R})$.

Now we study various orthonormal wavelets and discuss their applications in the upcoming sections.

#### 2.1.1 Chebyshev Wavelet

Chebyshev polynomials [2] are defined on the interval $[-1,1]$ with help of the recurrence formula:

$$T_0(t) = 1, \ T_1(t) = t, \ T_{m+1}(t) = 2t \ T_m(t) - T_{m-1}(t), \ m = 1,2,3, \ldots.$$

These polynomials are orthonormal with respect to the weight function $\frac{1}{\sqrt{1-t^2}}$ on $[-1,1]$.

Chebyshev wavelets are defined on the interval $[0,1]$ as follows

$$\overline{\psi}_{n,m}(t) = 2^{k/2} T_m(2^k t - \hat{n}) \chi_{[\frac{n-1}{2^k}, \frac{n+1}{2^k})},$$  \hspace{1cm} (5)

where

$$T_m(t) = \begin{cases} \frac{1}{\sqrt{m}}, & m = 0, \\ \frac{1}{\sqrt{m}} T_m(t), & m > 0, \end{cases}$$  \hspace{1cm} (6)

where $k = 1,2, \ldots$ is the level of resolution, $n = 1,2, \ldots, 2^{k-1}, \ \hat{n} = 2n-1$ is the translation parameter, $m = 0,1,2, \ldots, M-1$ is the degree of Chebyshev polynomial.

#### 2.1.2 Hermite Wavelet

Hermite polynomials [30] are defined on the interval $(-\infty, \infty)$ with help of the recurrence formula:

$$H_0(t) = 1, \ H_1(t) = 2t, \ H_{m+1}(t) = 2t \ H_m(t) - 2mH_{m-1}(t), \ m = 1,2,3, \ldots.$$

These polynomials are orthonormal with respect to the weight function $e^{-t^2}$.

Hermite wavelets are defined on the interval $[0,1]$ as follows:

$$\psi_{n,m}(t) = 2^{k/2} \frac{1}{\sqrt{n!2^n \sqrt{\pi}}} H_m(2^k t - \hat{n}) \chi_{[\frac{n-1}{2^k}, \frac{n+1}{2^k})},$$  \hspace{1cm} (7)

where $k = 1,2, \ldots$ is the level of resolution, $n = 1,2, \ldots, 2^{k-1}, \ \hat{n} = 2n-1$ is the translation parameter, $m = 0,1,2, \ldots, M-1$ is the degree of Hermite polynomial.

#### 2.1.3 Laguerre Wavelet

Laguerre polynomials [13] are defined on the interval $(-\infty, \infty)$ and with help of the recurrence formula:

$$L_0(t) = 1, \ L_1(t) = 1 - t, \ (m + 1)L_{m+1}(t) = (2m + 1 - t)L_m(t) - mL_{m-1}(t), \ m = 1,2,3, \ldots.$$

These polynomials are orthonormal with respect to the weight function $t^{-1}$.

Laguerre wavelets are defined on the interval $[0,1]$ as follows

$$\psi_{n,m}(t) = 2^{k/2} \frac{1}{n!} L_m(2^k t - \hat{n}) \chi_{[\frac{n-1}{2^k}, \frac{n+1}{2^k})},$$  \hspace{1cm} (8)

where $k = 1,2, \ldots$ is the level of resolution, $n = 1,2, \ldots, 2^{k-1}, \ \hat{n} = 2n-1$ is the translation parameter, $m = 0,1,2, \ldots, M-1$ is the degree of Laguerre polynomial.
2.1.4 Legendre Wavelet

Legendre polynomials [23] are defined on the interval $[-1, 1]$ with help of the recurrence formula:

$$ P_0(t) = 1, \quad P_i(t) = t, \quad (m + 1)P_{m+1}(t) = (2m + 1)tP_m(t) - mP_{m-1}(t), \quad m = 1, 2, 3, \ldots. $$

These polynomials are orthonormal.

Legendre wavelets are defined on the interval $[0, 1]$ as follows

$$ \psi_{n,m}(t) = 2^{k/2} \sqrt{\frac{1}{\alpha}} C_m(t) \chi_{\frac{n-1}{2^k}, \frac{n+1}{2^k}}, \quad (9) $$

where $k = 1, 2, \ldots$ is the level of resolution, $n = 1, 2, \ldots, 2^k - 1$, $\hat{n} = 2n - 1$ is the translation parameter, $m = 0, 1, 2, \ldots, M - 1$ is the degree of Legendre polynomial.

2.1.5 Gegenbauer Wavelet

Gegenbauer polynomials [35] are defined on the interval $[-1, 1]$ and can be defined with help of the recurrence formula:

$$ C_0^m(t) = 1, \quad C_1^m(t) = 2\alpha t, \quad C_n^m(t) = \frac{1}{m} \left[ 2t(n + \alpha - 1)C_{n-1}^m(t) - (n + 2\alpha - 2)C_{n-2}^m(t) \right], \quad m = 1, 2, 3, \ldots. $$

These polynomials are orthogonal with respect to the weight function $(1 - t^2)^{\alpha - \frac{1}{2}}$.

For $\alpha > -\frac{1}{2}$, Gegenbauer wavelets are defined on the interval $[0, 1]$ as follows

$$ \psi_{n,m}(t) = 2^{k/2} \frac{1}{\sqrt{\alpha}} C_m(t) \sqrt{\frac{1}{\alpha}} \chi_{\frac{n-1}{2^k}, \frac{n+1}{2^k}}, \quad (10) $$

where $k = 1, 2, \ldots$ is the level of resolution, $n = 1, 2, \ldots, 2^k - 1$, $\hat{n} = 2n - 1$ is the translation parameter, $m = 0, 1, 2, \ldots, M - 1$ is the degree of Gegenbauer polynomial.

3 Computation with Orthogonal Polynomial Wavelets

3.1 Approximation of a $L^2$ Function

A function $f(t)$ defined on $L^2[0, 1]$ can be approximated with any of the above orthogonal polynomial wavelet in the following manner

$$ f(t) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{nm} \psi_{nm}(t). \quad (11) $$

Now, by truncating (11), we define

$$ f(t) \approx \sum_{n=1}^{2^k-1} \sum_{m=0}^{M-1} c_{nm} \psi_{nm}(t) = c^T \psi(t), \quad (12) $$

where $k = 1, 2, \ldots$ is level of resolution, $n = 1, 2, \ldots, 2^k - 1$, $\hat{n} = 2n - 1$ is the translation parameter, $m = 0, 1, 2, \ldots, M - 1$ is the degree of orthogonal polynomial, and $\psi(t)$ is $2^k M \times 1$ matrix given as:

$$ \psi(t) = [\psi_1(0), \psi_1(1), \psi_2(0), \psi_2(1), \ldots, \psi_{2^k-1,0}(t), \ldots, \psi_{2^k-1,1}(t), \ldots]^{T}. $$

Here $c$ is $2^k - 1 \times 1$ matrix and $M$ is the degree of the orthogonal polynomial. Given $f$ the entries of $c$ can be computed as

$$ c_{ij} = \int_0^1 w(t) \psi_{ij}(t) f(t) \, dt. \quad (13) $$

3.2 Integration of Orthogonal Polynomial Wavelets

As suggested in [12], $\nu$-th order integration of $\psi(t)$ can also be approximated as

$$ \int_0^1 \int_0^1 \cdots \int_0^1 \psi(t) \, dt \approx [P_{\nu} \psi_1(0), \ldots, P_{\nu} \psi_1(1), P_{\nu} \psi_2(0), \ldots, P_{\nu} \psi_2(1), \ldots, P_{\nu} \psi_{2^k-1,0}(t), \ldots, P_{\nu} \psi_{2^k-1,1}(t)]^T, $$

where

$$ P_{\nu} \psi_{n,m}(t) = v_m 2^{k/2} P_{\nu} O_m (2^k t - \hat{n}) \chi_{\frac{n-1}{2^k}, \frac{n+1}{2^k}}, \quad (14) $$

and $v_m$ is an appropriate orthonormality constant.

Note: Integral operator $P_{\nu}(\nu > 0)$ of a function $f(t)$ is defined as

$$ P_{\nu} f(t) = \frac{1}{\nu!} \int_0^t (t-s)^{\nu-1} f(s) \, ds. $$
3.3 Wavelets Collocation Method

For application of the above orthogonal polynomial wavelets to the ordinary differential equations, discretization of \([0, 1]\) is required. Here we use collocation method for discretization of the interval \([0, 1]\). Hence, we may define the mesh points as follows:

\[
\bar{t}_l = l \Delta t, \quad l = 0, 1, \cdots, M - 1.
\] (15)

For the collocation points we use the following relationship

\[
t_l = 0.5(t_{l-1} + t_l), \quad l = 1, \cdots, M - 1.
\] (16)

For computation purpose we take \(k = 1\) and hence (12) takes the following form

\[
f(t) \simeq \sum_{m=0}^{M-1} c_{1m} \psi_{1m}(t).
\] (17)

Now we replace \(t\) by \(t_l\) and solve the resulting system of linear equations to get the wavelet coefficient \(c_{1m}\), hence approximate expression of the function may be obtained by the above equation.

4 Method of Solution

In this section, general solution method is presented. Later for illustration we use different orthogonal polynomial wavelets on Lane-Emden equations and compute the numerical solutions.

4.1 Wavelets Quasilinearization Approach (WQA)

In this method, we use quasilinearization to linearize the SBVPs then we use the method of collocation for discretization and orthogonal wavelet methods for the computation of numerical solutions. We consider differential equation (1) with boundary conditions (2). Quasilinearizing equation (1), we get the following form of equation

\[
Ly_{r+1} = -y''_{r+1}(t) - \frac{k}{\bar{t}^r_{r+1}(t)} = f(t, y_r(t)) + (y_{r+1} - y_r)(f_y(t, y_r(t)),
\] (18a)

subject to the following boundary conditions,

\[
y'_r(0) = \alpha, \quad ay_{r+1}(1) + by'_r(1) = \beta.
\] (18b)

Now we use the orthogonal polynomial wavelets method [8] and assume

\[
y''_{r+1}(t) = \sum_{m=0}^{M-1} c_{1m} \psi_{1m}(t).
\] (18c)

Integrating twice we get the following two equations:

\[
y'_r(t) = \sum_{m=0}^{M-1} c_{1m} P \psi_{1m}(t) + y'_r(0),
\] (18d)

\[
y_r(t) = \sum_{m=0}^{M-1} c_{1m} P^2 \psi_{1m}(t) + ty'_r(0) + y_r(0).
\] (18e)

4.1.1 Treatment of the Boundary Conditions

Now replacing \(t\) by 1 in equation (18d) and (18e), we get

\[
y'_r(1) = \sum_{m=0}^{M-1} c_{1m} P \psi_{1m}(1) + y'_r(0),
\] (19)

\[
y_r(1) = \sum_{m=0}^{M-1} c_{1m} P^2 \psi_{1m}(1) + ty'_r(0) + y_r(0).
\] (20)

Putting these values in \(ay_{r+1}(1) + by'_r(1) = \beta\) and solving for \(y_r(0)\), we have

\[
y_r(0) = \frac{1}{a} \left( \beta - ay'_r(0) - \alpha \sum_{m=0}^{M-1} c_{1m} P \psi_{1m}(1) - b \left( \sum_{m=0}^{M-1} c_{1m} P \psi_{1m}(1) + y'_r(0) \right) \right).
\]
Hence from equation (18e) we get
\[ y_{r+1}(t) = \sum_{m=0}^{M-1} c_m P^2 \psi_{1m}(t) + t y_{r+1}'(0) + \frac{1}{a} \left( \beta - a y_{r+1}'(0) - a \sum_{m=0}^{M-1} c_m P^2 \psi_{1m}(1) - b \left( \sum_{m=0}^{M-1} c_m P \psi_{1m}(1) + y_{r+1}'(0) \right) \right). \] (21)

Now we put values of \( y_{r+1}(0) \) and \( y_{r+1}(1) \) in equation (18d) and (21) we get,
\[ y_{r+1}'(t) = \alpha + \sum_{m=0}^{M-1} c_m P \psi_{1m}(t), \] (22)
\[ y_{r+1}(t) = \frac{\beta}{a} + \left( t - 1 - \frac{b}{a} \right) \alpha + \sum_{m=0}^{M-1} c_m \left( P^2 \psi_{1m}(t) - P^2 \psi_{1m}(1) - \frac{b}{a} P \psi_{1m}(1) \right). \] (23)

Finally, we put values of \( y_{r+1}', y_{r+1} \) and \( y_{r+1} \) in the linearized differential equation (18a). Now we discretize the final equation with the collocation method and then solve the resultant linear system of equations by using a suitable initial guess \( y_0(t) \). If the function values are known at one of the boundary points then choosing it as an initial guess is better. Finally, we get the required values of \( y(t) \) at different collocation points for a given spatial points.

4.2 Wavelet Newton Approach (WNA)

In this approach, we use the method of collocation for discretization and then we use an orthogonal polynomial wavelet for further computation. Finally, the Newton-Raphson method is used to solve the resulting nonlinear system of equation.

We consider differential equation (1) with boundary conditions of the type (2).

4.2.1 Treatment of the Boundary Conditions

By the analysis similar to sub section 4.1.1, we arrive at the following set of equations
\[ y'(t) = \alpha + \sum_{m=0}^{M-1} c_m P \psi_{1m}(t), \] (24)
\[ y(t) = \frac{\beta}{a} + \left( t - 1 - \frac{b}{a} \right) \alpha + \sum_{m=0}^{M-1} c_m \left( P^2 \psi_{1m}(t) - P^2 \psi_{1m}(1) - \frac{b}{a} P \psi_{1m}(1) \right). \] (25)

Now we put the values of \( y(t) \), \( y'(t) \) and \( y''(t) \) in (1) and discretize the resulting equation with collocation method and solve the resultant nonlinear system with Newton-Raphson method for \( c_{1m}, m = 0, 1, \ldots, M - 1 \). Then by substituting value of \( c_{1m}, m = 0, 1, \ldots, M - 1 \), in (25), we will get the value of \( y(t) \) at different collocation points.

5 Convergence of WNA method based on orthogonal polynomials

We will consider the following lemma for proving convergence of wavelet Newton approach based on orthogonal polynomial, for quasilinearization approach it follows accordingly (see [39]). Let us consider 2-nd order ordinary differential equation in general form
\[ G(t, y, y', y'') = 0. \]

Now we have in WNA method
\[ f(t) = y''(t) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{nm} \psi_{nm}(t). \] (26)

Integrating this relation two times we have
\[ y(t) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{nm} P^2 \psi_{nm}(t) + B_T(t), \] (27)
where \( B_T(t) \) stands for boundary term.

**Theorem 5.1.** Let us assume that, \( f(t) = \frac{d^2y}{dt^2} \in L^2[0, 1] \) is a continuous function defined on \([0, 1]\). Let us consider that \( f(t) \) is bounded, i.e.,
\[ \forall t \in [0, 1] \quad \exists \eta : \left| \frac{d^2y}{dt^2} \right| \leq \eta. \] (28)

Then method based on Wavelet Newton Approach (WNA) converges.
Proof. In (27), truncating the expansion we have,
\[
y^{k,M}(t) = \sum_{n=1}^{2^{k-1}M-1} \sum_{m=0}^{M-1} c_{nm} P^2 \psi_{nm}(t) + B_T(t).
\]
(29)

So error \( E_{k,M} \) can be expressed as
\[
||E_{k,M}||_2 = ||y(t) - y^{k,M}(t)||_2 = \left( \sum_{n=1}^{2^k} \sum_{m=M}^{M} c_{nm} P^2 \psi_{nm}(t) \right) ||_2.
\]
(30)

Expanding the \( L^2 \) norm, we have
\[
||E_{k,M}||_2^2 = \int_0^1 \left( \sum_{n=1}^{2^k} \sum_{m=M}^{M} c_{nm} P^2 \psi_{nm}(t) \right) dt,
\]
\[
||E_{k,M}||_2^2 = \sum_{n=1}^{2^k} \sum_{m=M}^{M} c_{nm} c_{sr} P^2 \psi_{nm}(t) P^2 \psi_{sr}(t) dt,
\]
\[
||E_{k,M}||_2^2 \leq \sum_{n=1}^{2^k} \sum_{m=M}^{M} \sum_{n=1}^{2^k} \sum_{m=M}^{M} \int_0^1 |c_{nm}| |c_{sr}| ||P^2 \psi_{nm}(t)|| ||P^2 \psi_{sr}(t)|| dt.
\]
(31)

Now, as \( t \in [0, 1] \)
\[
|P^2 \psi_{nm}(t)| \leq \int_0^1 \int_0^1 |\psi_{nm}(t)|| dt dt.
\]
\[
\leq \int_0^1 \int_0^1 |\psi_{nm}(t)|| dt dt.
\]

Now by (4), we have
\[
|P^2 \psi_{nm}(t)| \leq 2^{k/2} v(n) \int_0^1 \int_0^1 |m(2^k t - \bar{n})| dt dt.
\]

By changing variable \( 2^k t - \bar{n} = y \), we get
\[
|P^2 \psi_{nm}(t)| \leq 2^{-k/2} v(n) \int_0^1 \int_{-1}^1 |O_m(y)| dy dt.
\]

Since \( |O_m(y)| \leq K_m, \int_{-1}^1 |O_m(y)| \leq 2K_m \), hence
\[
|P^2 \psi_{nm}(t)| \leq 2^{-k/2} v(n) \int_0^1 2K_m dt.
\]

Since \( t \in [0, 1] \), we arrive at the bound
\[
|P^2 \psi_{nm}(t)| \leq 2^{-k/2+1} v(n) K_m.
\]
(32)

Since
\[
c_{nm} = \int_0^1 f(t) \psi_{nm}(t) w_m(t) dt,
\]
(33)

we have
\[
|c_{nm}| \leq \int_0^1 |f(t)||\psi_{nm}(t)|| w_m(t) dt.
\]
(34)

Now using (28), we get
\[
|c_{nm}| \leq \eta \int_0^1 |\psi_{nm}(t)|| w_m(t) dt,
\]
and by (4), we have
\[
|c_{nm}| \leq 2^{k/2} \eta v(n) \int_{-1}^{\bar{n}} |O_m(2^k t - \bar{n})|| w_m(2^k t - \bar{n})| dt.
\]
Now by change of variable $2^k t - \hat{n} = y$, we get

$$|c_{n,m}| \leq 2^{-k/2}\eta v(n) \int_{-1}^{1} |O_m(y)||w_m(y)| dy,$$

Putting the particular values of $O_m, w_m$ and $v_n$, for different orthogonal polynomial wavelets, we can always solve these inequalities for convergence. For Hermite wavelet we proceed other cases shall follow similarly

$$|c_{n,m}| \leq 2^{-k/2} \frac{\eta}{\sqrt{n!2^n\sqrt{\pi}}} \int_{-1}^{1} |H_m y| dy,$$

$$|c_{n,m}| \leq 2^{-k/2} \frac{\eta}{\sqrt{n!2^n\sqrt{\pi}}} \int_{-1}^{1} \left| \frac{H_{m+1}(y)}{m+1} \right| dy.$$

By putting $\int_{-1}^{1} |H_{m+1}(y)| dy = h$, we have

$$|c_{n,m}| \leq 2^{-k/2} \frac{1}{(\sqrt{n!2^n\sqrt{\pi}})(m+1)} \eta h. \quad (35)$$

Putting these values in (31), we have,

$$\|E_{k,M}\|_2^2 \leq 2^{-2k} \eta^2 h^4 \sum_{n=2^k}^{\infty} \sum_{m=2^k}^{\infty} \sum_{r=2^k}^{\infty} \int_{0}^{1} \frac{1}{(\sqrt{n!2^n\sqrt{\pi}})^2(m+1)^2 \left( \sqrt{s!2^s\sqrt{\pi}} \right)^2(r+1)^2} dt,$$

$$\|E_{k,M}\|_2^2 \leq 2^{-2k} \eta^2 h^4 \sum_{n=2^k}^{\infty} \frac{1}{n!2^n\sqrt{\pi}} \sum_{s=2^k}^{\infty} \frac{1}{s!2^s\sqrt{\pi}} \sum_{m=2^k}^{\infty} \frac{1}{(m+1)^2} \sum_{r=2^k}^{\infty} \frac{1}{(r+1)^2}. \quad (36)$$

Since all four series converge, we have $\|E_{k,M}\| \to 0$ as $k, M \to \infty$.

## 6 Numerical illustrations

In this section we apply ChWNA, GeWNA, LeWNA, LaWNA, HeWNA, ChWQA, GeWQA, LeWQA, LaWQA and HeWQA methods to solve the test examples from real life and compare our solutions with exact solutions whenever available.

Since we use the Newton Raphson method or Newton’s quazilinearization coupled with different wavelet methods, the order of convergence of the proposed method may be at most 2. By using the following error estimates, we shall be analysing the order of convergence for different wavelet methods.

We define $L_{\infty}$ error, $L_2$ error and consider rate of convergence from [42] as follows

$$L_{\infty} \ \text{error} = \max \ |y(t_j) - y_{w,N}(t_j)|, \quad (38)$$

$$L_2 \ \text{error} = \left( \sum_{j=0}^{M-1} |y(t_j) - y_{w,N}(t_j)|^2 \right)^{1/2}, \quad (39)$$

$$\text{Rate of Convergence (ROC)} = \frac{1}{\log 2} \log \left( \frac{y(t) - y_{w,N}(t)}{y(t) - y_{w,2N}(t)} \right). \quad (40)$$

where $y(t_j)$ is the exact solution and $y_{w,N}(t_j)$ is the wavelets solution at the point $t_j$ with $N$ grid points. Now we consider the same test examples and verify the applicability and accuracy of the proposed wavelets methods.

### 6.1 Example 1

Consider the non-linear SBVP:

$$y''(t) + \frac{2}{t} y'(t) + y^5(t) = 0, \quad y'(0) = 0, \quad y(1) = \sqrt{\frac{3}{4\pi^2}}. \quad (41)$$

Chandrasekhar ([6], p88) has derived above two point nonlinear SBVP. This equation arise in the study of stellar structure. Its exact solution is $y(t) = \sqrt{\frac{3}{4\pi^2}}$. Solutions, errors and ROC are tabulated in tables 1, 2, 3 and 4. Solution are also plotted in 6.1 We also observed for small changes in initial vector, (e.g., taking [0.8, 0.8, ..., 0.8] or [0.7, 0.7, ..., 0.7]) does not significantly change the solution. Since all these methods converge to the same solution for computation of error and ROC, we have considered solution by only one of the methods.
Table 1: Comparison of the solutions computed by the proposed methods for example 6.1 at $J = 2$:

| Grid Points | L2WNA       | GeWNA       | HeWNA       | LaWNA       | ChWQA       | GeWQA       | HeWQA       | LaWQA       | Exact       |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0           | 0.999999992 | 0.999999992 | 0.999999992 | 0.999999992 | 0.999999992 | 0.999999992 | 0.999999992 | 0.999999992 | 1           |
| 0.1         | 0.99337474  | 0.99337474  | 0.99337474  | 0.99337474  | 0.99337474  | 0.99337474  | 0.99337474  | 0.99337474  | 0.99337474  |
| 0.2         | 0.99339925  | 0.99339925  | 0.99339925  | 0.99339925  | 0.99339925  | 0.99339925  | 0.99339925  | 0.99339925  | 0.99339925  |
| 0.3         | 0.985329271 | 0.985329271 | 0.985329271 | 0.985329271 | 0.985329271 | 0.985329271 | 0.985329271 | 0.985329271 | 0.985329271 |
| 0.4         | 0.97454698  | 0.97454698  | 0.97454698  | 0.97454698  | 0.97454698  | 0.97454698  | 0.97454698  | 0.97454698  | 0.97454698  |
| 0.5         | 0.96768918  | 0.96768918  | 0.96768918  | 0.96768918  | 0.96768918  | 0.96768918  | 0.96768918  | 0.96768918  | 0.96768918  |
| 0.6         | 0.94801175  | 0.94801175  | 0.94801175  | 0.94801175  | 0.94801175  | 0.94801175  | 0.94801175  | 0.94801175  | 0.94801175  |
| 0.7         | 0.92145588  | 0.92145588  | 0.92145588  | 0.92145588  | 0.92145588  | 0.92145588  | 0.92145588  | 0.92145588  | 0.92145588  |
| 0.8         | 0.907641296 | 0.907641296 | 0.907641296 | 0.907641296 | 0.907641296 | 0.907641296 | 0.907641296 | 0.907641296 | 0.907641296 |
| 0.9         | 0.88735657  | 0.88735657  | 0.88735657  | 0.88735657  | 0.88735657  | 0.88735657  | 0.88735657  | 0.88735657  | 0.88735657  |
| 1           | 0.866925401 | 0.866925401 | 0.866925401 | 0.866925401 | 0.866925401 | 0.866925401 | 0.866925401 | 0.866925401 | 0.866925401 |

Table 2: Errors for example 6.1 at $J = 2$:

| Error | WNA        | WQA        |
|-------|------------|------------|
| $L_\infty$ | 1.43E-08   | 1.43E-08   |
| $L_2$   | 2.07069E-08 | 2.07069E-08 |

Table 3: Absolute errors and ROC for wavelets Newton approach at $t = 0.5$ for example 6.1:

| Grid Points | Solution | Absolute Error | ROC     |
|-------------|----------|----------------|---------|
| 2           | 0.993325955 | 0.001442967   |         |
| 4           | 0.960766094 | 2.02E-06      | 9.481227721 |
| 8           | 0.960768918 | 4.70E-09      | 8.746543106 |
| 16          | 0.960768923 | 1.60E-14      | 18.16555862 |

Table 4: Absolute errors and ROC for wavelets quasilinearization approach at $t = 0.5$ for example 6.1:

| Grid Points | Solution | Absolute Error | ROC     |
|-------------|----------|----------------|---------|
| 2           | 0.993325955 | 0.001442967   |         |
| 4           | 0.960766094 | 2.01894E-06   | 9.481227721 |
| 8           | 0.960768918 | 4.70057E-09   | 8.746543114 |
| 16          | 0.960768923 | 1.59872E-14   | 18.16555862 |
6.2 Example 2

Consider the nonlinear SBVP:

\[ y''(t) + \frac{1}{7} y'(t) + e^{y(t)} = 0, \quad y'(0) = 0, \quad y(1) = 0. \]  \hspace{1cm} (42)

It is derived by Chamber [5] to study the thermal explosion in a cylindrical vessel. The exact solution of (42) is

\[ y(t) = 2 \ln \left( \frac{4 - 2\sqrt{2}}{(3 - 2\sqrt{2})t^2 + 1} \right). \]

Solutions, errors and ROC are tabulated in tables 5, 6, 7 and 8. Solution are also plotted in 6.2. We also observed that for small changes in the initial vector, (e.g., \([0.1, 0.1, \ldots, 0.1]\) or \([0.2, 0.2, \ldots, 0.2]\)) does not significantly change the solution.

Since all these methods converge to the same solution for computation of error and ROC, we have considered solution by only one of the methods.

Table 5: Comparison of the solutions computed by the proposed methods for example 6.2 at \(J = 2\):

| Grid Point | CHWNA | GeWNA | HeWNA | LaWNA | ChWQA | GeWQA | HeWQA | LaWQA | LeWQA |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.1        | 0.311694368 | 0.311694368 | 0.311694368 | 0.311694368 | 0.311694368 | 0.311694368 | 0.311694368 | 0.311694368 | 0.311694368 |
| 0.2        | 0.303015423 | 0.303015423 | 0.303015423 | 0.303015423 | 0.303015423 | 0.303015423 | 0.303015423 | 0.303015423 | 0.303015423 |
| 0.3        | 0.262531127 | 0.262531127 | 0.262531127 | 0.262531127 | 0.262531127 | 0.262531127 | 0.262531127 | 0.262531127 | 0.262531127 |
| 0.4        | 0.223096784 | 0.223096784 | 0.223096784 | 0.223096784 | 0.223096784 | 0.223096784 | 0.223096784 | 0.223096784 | 0.223096784 |
| 0.5        | 0.196826906 | 0.196826906 | 0.196826906 | 0.196826906 | 0.196826906 | 0.196826906 | 0.196826906 | 0.196826906 | 0.196826906 |
| 0.6        | 0.165248107 | 0.165248107 | 0.165248107 | 0.165248107 | 0.165248107 | 0.165248107 | 0.165248107 | 0.165248107 | 0.165248107 |
| 0.7        | 0.140322763 | 0.140322763 | 0.140322763 | 0.140322763 | 0.140322763 | 0.140322763 | 0.140322763 | 0.140322763 | 0.140322763 |
| 0.8        | 0.056438002 | 0.056438002 | 0.056438002 | 0.056438002 | 0.056438002 | 0.056438002 | 0.056438002 | 0.056438002 | 0.056438002 |
| 0.9        | 1.000000000 | 1.000000000 | 1.000000000 | 1.000000000 | 1.000000000 | 1.000000000 | 1.000000000 | 1.000000000 | 1.000000000 |

Table 6: Errors for example 6.2 at \(J = 2\):

| Error | WNA   | WQA   |
|-------|-------|-------|
| \(L_\infty\) | 3.00502E-10 | 3.00502E-10 |
| \(L_2\)  | 5.4649E-10  | 5.4649E-10  |
Table 7: Absolute errors and ROC for wavelets Newton approach at $t = 0.5$ for example 6.2:

| Grid Points | Solution | Absolute Error | ROC       |
|-------------|----------|----------------|-----------|
| 2           | 0.231385398 | 0.001311386    |           |
| 4           | 0.232698683  | 1.90E-06     | 9.431803614 |
| 8           | 0.232696784  | 1.52E-10     | 13.61147493 |
| 16          | 0.232696784  | 4.72E-16     | 18.2945666413 |

Table 8: Absolute errors and ROC for wavelet quasilinearization approach at $t = 0.5$ for example 6.2:

| Grid Points | Solution | Absolute Error | ROC       |
|-------------|----------|----------------|-----------|
| 2           | 0.231385398 | 0.001311386    |           |
| 4           | 0.232698683  | 1.90E-06     | 9.431803614 |
| 8           | 0.232696784  | 1.52E-10     | 13.61147334 |
| 16          | 0.232696784  | 4.72E-16     | 18.2945666413 |

Figure 6.2: Solution plots for $J = 3$ for example 6.2 for Newton and Quasilinearization approach

6.3 Example 3

Consider the nonlinear SBVP:

$$y''(t) + 3ty'(t) + \left( \frac{1}{8y^2} - \frac{1}{2} \right) = 0, \quad y'(0) = 0, \quad y(1) = 1.$$  (43)

The above nonlinear SBVP is discussed in [10, 1] to study rotationally symmetric solutions of shallow membrane caps. Exact solution of this problem is not known. Computed solutions are tabulated in table 10. Solution are also plotted in 6.3. We have given table 9 to illustrate the accuracy of the computed solution in absence of exact solutions. We also observed that for small changes in initial vector, (e.g., taking $[0.9, 0.9, \ldots, 0.9]$ or $[0.8, 0.8, \ldots, 0.8]$) does not significantly change the solution.

Table 9: Numerical solution of example 6.3 computed in [32] by VIM+HPM:

| $t$  | 0    | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  | 0.6  | 0.7  | 0.8  | 0.9  | 1    |
|------|------|------|------|------|------|------|------|------|------|------|------|
| VIM+HPM | 0.934385 | 0.95389 | 0.95956 | 0.95822 | 0.961403 | 0.965063 | 0.970526 | 0.976479 | 0.983369 | 0.991206 | 1    |
Table 10: Comparison of the solutions computed by the proposed methods for example 6.3 at $J = 2$:

| Grid Point | ChWNA       | GeWNA       | HeWNA       | LaWNA       | LeWNA       | ChWQA       | GeWQA       | HeWQA       | LaWQA       | LeWQA       |
|------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0          | 0.954135307 | 0.954135307 | 0.954135307 | 0.954135307 | 0.954135307 | 0.954135307 | 0.954135307 | 0.954135307 | 0.954135307 | 0.954135307 |
| 0.1        | 0.954588729 | 0.954588729 | 0.954588729 | 0.954588729 | 0.954588729 | 0.954588729 | 0.954588729 | 0.954588729 | 0.954588729 | 0.954588729 |
| 0.2        | 0.955949645 | 0.955949645 | 0.955949645 | 0.955949645 | 0.955949645 | 0.955949645 | 0.955949645 | 0.955949645 | 0.955949645 | 0.955949645 |
| 0.3        | 0.958220005 | 0.958220005 | 0.958220005 | 0.958220005 | 0.958220005 | 0.958220005 | 0.958220005 | 0.958220005 | 0.958220005 | 0.958220005 |
| 0.4        | 0.961403036 | 0.961403036 | 0.961403036 | 0.961403036 | 0.961403036 | 0.961403036 | 0.961403036 | 0.961403036 | 0.961403036 | 0.961403036 |
| 0.5        | 0.965503219 | 0.965503219 | 0.965503219 | 0.965503219 | 0.965503219 | 0.965503219 | 0.965503219 | 0.965503219 | 0.965503219 | 0.965503219 |
| 0.6        | 0.969601007 | 0.969601007 | 0.969601007 | 0.969601007 | 0.969601007 | 0.969601007 | 0.969601007 | 0.969601007 | 0.969601007 | 0.969601007 |
| 0.7        | 0.973698349 | 0.973698349 | 0.973698349 | 0.973698349 | 0.973698349 | 0.973698349 | 0.973698349 | 0.973698349 | 0.973698349 | 0.973698349 |
| 0.8        | 0.983369349 | 0.983369349 | 0.983369349 | 0.983369349 | 0.983369349 | 0.983369349 | 0.983369349 | 0.983369349 | 0.983369349 | 0.983369349 |
| 0.9        | 0.991206375 | 0.991206375 | 0.991206375 | 0.991206375 | 0.991206375 | 0.991206375 | 0.991206375 | 0.991206375 | 0.991206375 | 0.991206375 |

Figure 6.3: Solution plots for $J = 3$ for example 6.3 for Newton and Quasilinearization approach

### 6.4 Example 4

Consider the nonlinear SBVP:

$$y''(t) + \frac{2}{t}y'(t) + e^{-y(t)} = 0, \quad y'(0) = 0, \quad 2y(1) + y'(1) = 0. \quad (44)$$

The above nonlinear SBVP is discussed by Duggan and Goodman [11] as heat conduction model in human head. Exact solution of this problem is not known to the best of our knowledge. Computed solutions are tabulated in table 12. Solution are also plotted in 6.4. We have given table 11 to illustrate the accuracy of the computed solution in absence of exact solutions. We also observed that for small changes in initial vector, (e.g., taking $[0.1, 0.1, \ldots, 0.1]$ or $[0.2, 0.2, \ldots, 0.2]$) does not significantly change the solution.

Table 11: Numerical solution of example 6.4 computed in [32] by VIM+HPM:

| Grid Point | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1 |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|---|
| VIM+HPM    | 0.268964 | 0.268964 | 0.268964 | 0.268964 | 0.268964 | 0.268964 | 0.268964 | 0.268964 | 0.268964 | 0.268964 | 0.268964 |
Table 12: Comparison of the solutions computed by the proposed methods for example 6.4 at \( J = 2 \):

| Grid Point | ChWNA | GeWNA | HeWNA | LaWNA | ChWQA | GeWQA | HeWQA | LaWQA | LeWQA |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0         | 0.269943779 | 0.269943779 | 0.269943779 | 0.269943779 | 0.272366649 | 0.272509192 | 0.272548567 | 0.272567649 | 0.272567649 |
| 0.1       | 0.266767836 | 0.266767836 | 0.266767836 | 0.266767836 | 0.27109695 | 0.271070585 | 0.271070585 | 0.271070585 | 0.271070585 |
| 0.2       | 0.264533838 | 0.264533838 | 0.264533838 | 0.264533838 | 0.267280031 | 0.267273142 | 0.267273142 | 0.267273142 | 0.267273142 |
| 0.3       | 0.258421618 | 0.258421618 | 0.258421618 | 0.258421618 | 0.260894018 | 0.260868908 | 0.260868908 | 0.260868908 | 0.260868908 |
| 0.4       | 0.24947312 | 0.24947312 | 0.24947312 | 0.24947312 | 0.25190187 | 0.251892926 | 0.251892926 | 0.251892926 | 0.251892926 |
| 0.5       | 0.237844161 | 0.237844161 | 0.237844161 | 0.237844161 | 0.24051793 | 0.24045476 | 0.24045476 | 0.24045476 | 0.24045476 |
| 0.6       | 0.225520199 | 0.225520199 | 0.225520199 | 0.225520199 | 0.225770002 | 0.225770002 | 0.225770002 | 0.225770002 | 0.225770002 |
| 0.7       | 0.20641387 | 0.20641387 | 0.20641387 | 0.20641387 | 0.208695838 | 0.208695838 | 0.208695838 | 0.208695838 | 0.208695838 |
| 0.8       | 0.18495288 | 0.18495288 | 0.18495288 | 0.18495288 | 0.188611697 | 0.188606966 | 0.188606966 | 0.188606966 | 0.188606966 |
| 0.9       | 0.16309789 | 0.16309789 | 0.16309789 | 0.16309789 | 0.16530114 | 0.16530114 | 0.16530114 | 0.16530114 | 0.16530114 |
| 1         | 0.137656718 | 0.137656718 | 0.137656718 | 0.137656718 | 0.139274129 | 0.139274129 | 0.139274129 | 0.139274129 | 0.139274129 |

Figure 6.4: Solution plots for \( f = 3 \) for example 6.4 for Newton and Quasilinearization approach

7 Conclusions

In this research article, we have proposed general methods using orthonormal polynomial wavelets. We construct ten different wavelet methods referred to as ChWNA, GeWNA, LeWNA, LaWNA, HeWNA, ChWQA, GeWQA, LeWQA, LaWQA and HeWQA. We apply these methods to solve nonlinear SBVPs arising in different branches of science and engineering [10, 1, 11, 5, 6]. The problem of singularity is handled with the help of this general approach. In methods based on the wavelet Newton approach, we have used the Newton-Raphson method to solve the nonlinear system. In methods based on wavelet quasilinearization, the difficulty arose due to the nonlinearity of differential equations is overcome with the help of quasilinearization approach. The main advantage of proposed methods is that solutions with high accuracy are obtained using few iterations and few spatial divisions. Computational work illustrates the validity and accuracy of the procedure. Figures 6.1, 6.2, 6.3 and 6.4 we show the nature of the solutions. These figures pictorially verify that the solutions obtained are similar in nature and accuracy, irrespective of the polynomials. We observe the change in initial guesses does not result in large deviations in solutions, i.e., small variations in initial guesses result in small changes in solutions so our methods are robust and stable and must be preferred over other existing methods. The theoretical convergence verifies our method very well. The singularities are also dealt in a much easier way. The wavelet methods based on orthonormal polynomial are highly reliable and easy to implement and consume less time. It will be interesting to see how the proposed techniques are explored and extended to other class of problems ([43, 44, 45, 46, 47, 48, 49, 50, 51]).
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