POINCARÉ METRIC OF HOLOMORPHIC FOLIATIONS WITH NON-DEGENERATE SINGULARITIES
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Abstract. Consider a Brody hyperbolic foliation \( F \) with non-degenerate singularities on a compact complex manifold. We show that its leafwise Poincaré metric is transversally Hölder continuous with a logarithmic slope towards the singular set of \( F \).

1. Introduction

The ergodic theory of laminations by Riemann surfaces has received a lot of attention during the last two decades. Much progress has been focused on the global dynamical properties of laminations by hyperbolic Riemann surfaces with singularities, and in particular singular holomorphic foliations. Indeed, most of interesting holomorphic foliations are singular and hyperbolic. In the case of \( \mathbb{P}^n \), all foliations are singular. For \( d \in \mathbb{N} \), let \( \mathcal{F}_d(\mathbb{P}^n) \) be the space of foliations of degree \( d \) on \( \mathbb{P}^n \). By the results of Lins Neto and Soares \[13\] and Jouanolou \[10\], the singularities of a generic foliation \( F \in \mathcal{F}_d(\mathbb{P}^n) \), for \( d \geq 2 \), are all non-degenerate. Moreover, by the results of Glutsyuk \[8\] and Lins Neto \[11\], if all the singularities of a foliation \( F \in \mathcal{F}_d(\mathbb{P}^n) \), for \( d \geq 2 \), are non-degenerate, then the foliation \( F \) is hyperbolic. It is even Brody hyperbolic in the sense of \[3\]. Moreover, Loray and Rebelo build in \[14\] a non-empty open set in \( \mathcal{F}_d(\mathbb{P}^n) \) in which every foliation has all its leaves that are dense. When \( n = 2 \), Nguyên computes the Lyapunov exponent of a generic foliation \( F \in \mathcal{F}_d(\mathbb{P}^2) \) in \[16\], \[17\]. We recall briefly some recent developments and refer the reader to the survey articles \[7\], \[4\], \[18\], \[19\] for more detailed expositions.

By solving heat equations with respect to a positive harmonic current, Dinh, Nguyên and Sibony obtain in \[11\] abstract geometric ergodic theorems for laminations and singular holomorphic foliations. As a consequence, they obtain a concrete and effective Birkhoff ergodic theorem in the case of holomorphic foliations with linearizable singularities. In a series of two articles \[2\], \[3\], these authors study the modulus of continuity of the leafwise Poincaré metric for a compact lamination and for a holomorphic foliation with linearizable singularities. Using this transversal regularity, they introduce the hyperbolic entropy and establish the finiteness of this entropy for a large class of foliations in dimension 2 with linearizable singularities.

Let us recall more precisely their results about the Poincaré metric. Let \( M \) be a compact complex manifold and \( \mathcal{F} = (M, \mathcal{L}, E) \) be a smooth foliation by hyperbolic Riemann surfaces. That is, \( \mathcal{L} \) is an atlas of flow boxes of \( M \setminus E \) and \( E \) is the singular set of \( \mathcal{F} \). Let \( g_P \) be the leafwise Poincaré metric of \( \mathcal{F} \) and fix an ambient smooth Hermitian metric \( g_M \) on \( M \). Consider then the function \( \eta : M \setminus E \rightarrow (0, +\infty) \) given by \( \eta^2 g_P = 4g_M \), where on
the right hand side $g_M$ is restricted to each leaf of $\mathcal{F}$. The normalization of this function will be explained in Subsection 2.1. The two main theorems of Dinh, Nguyên and Sibony we are interested in are the following.

**Theorem 1.1** (Dinh-Nguyễn-Sibony [2]). Let $\mathcal{F} = (M, \mathcal{L})$ be a transversally smooth compact foliation by hyperbolic Riemann surfaces. Then, the function $\eta$ is transversally Hölder continuous. Moreover, the Hölder exponent can be expressed in geometric terms.

**Theorem 1.2** (Dinh-Nguyễn-Sibony [3]). Let $\mathcal{F} = (M, \mathcal{L}, E)$ be a Brody hyperbolic singular holomorphic foliation on a compact complex manifold $M$. Suppose that all singularities of $\mathcal{F}$ are linearizable. Then, there exist constants $C > 0$ and $\alpha \in (0, 1)$ such that

$$|\eta(x) - \eta(y)| \leq C \left( \max \left( \frac{\log^* d(x, E), \log^* d(y, E)}{\log^* d(x, y)} \right) \right)^\alpha, \quad x, y \in M \setminus E,$$

where $\log^* = 1 + |\log|$ is a log-type function, $d(x, E)$ denotes the distance from $x$ to the singular set $E$ and $d(\cdot, \cdot)$ is the distance induced by the ambient Hermitian metric $g_M$.

So, it is natural to wonder whether these basic questions can be solved when the singularities of $\mathcal{F}$ are more general. The purpose of this work is to provide a positive answer to the problem of transversal regularity of the Poincaré metric when the singularities are all non-degenerate. Our main result is the following.

**Theorem 1.3.** Let $\mathcal{F} = (M, \mathcal{L}, E)$ be a Brody hyperbolic singular holomorphic foliation on a compact complex manifold $M$ with Hermitian metric $g_M$. Suppose that all the singularities of $\mathcal{F}$ are non-degenerate. Then, there exist constants $C > 0$ and $\alpha \in (0, 1)$ such that

$$(1.1) \quad |\eta(x) - \eta(y)| \leq C \left( \max \left( \frac{\log^* d(x, E), \log^* d(y, E)}{\log^* d(x, y)} \right) \right)^\alpha, \quad x, y \in M \setminus E,$$

where we use the same notations as in Theorem 1.2.

Let us explain the method of our proof. We basically follow the approach of Dinh, Nguyên and Sibony in [3] using the Beltrami equation. However, their proof uses the peculiar geometry of a linearizable singularity as a local model in order to study the regularity of the Beltrami coefficient near the singularities. Namely, they use a sort of local invariance by homothety of a linearizable singularity. In the context of a non-degenerate singularity, such a local model is not available anymore. The novelty of our work is to settle the same kind of estimates as theirs in this more general situation.

The article is organized as follows. In Section 2, we recall some definitions about hyperbolic singular holomorphic foliations and the Poincaré metric. We specify the type of singularities we will consider, to point out our improvements to Theorem 1.2. We also state some general results, which will be useful in our proof. Next, we build in Section 3 a local orthogonal projection from a leaf onto another in singular charts. We get precise estimates on its $C^2$-norm using that the singularities are non-degenerate. More precisely, we use only the speed of expansion of a flow in a leaf $L_x$ with respect to the Hermitian metric $g_M$. We get the same kind of estimates as in the case of linearizable singularities. Finally, we prove Theorem 1.3 in Section 4. We follow closely the proof of Theorem 1.2 with a slightly different exposition.
**Notations.** Throughout this paper, we will denote by $\mathbb{D}$ the unit disk of $\mathbb{C}$, and $r\mathbb{D}$ (respectively $r\mathbb{D}$) the open (respectively closed) disk of radius $r \in \mathbb{R}^*_+$ for the standard Euclidean metric of $\mathbb{C}$. For $R \in \mathbb{R}^*_+$, we will also denote by $\mathbb{D}_R$ (respectively $\overline{\mathbb{D}}_R$) the open (respectively closed) disk of hyperbolic radius $R$ in $\mathbb{D}$, so that $\mathbb{D}_R = r\mathbb{D}$ with $r = \frac{e^{\frac{R}{1-R^2}} - 1}{e^{\frac{R}{1-R^2}} + 1}$, or if $r \in (0, 1)$, with $R = \ln \frac{1-r}{1+r}$. More generally, for $\rho \in \mathbb{R}^*_+$ and $U$ a subset of a vector space, $\rho U$ will denote the image of $U$ by the homothety $z \mapsto \rho z$.

Throughout this paper, we will denote by $C$, $C'$, $C''$, etc. . . positive constants which will not always be the same.
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2. **Preliminaries**

2.1. **Poincaré metric of a holomorphic foliation.** Let $\mathcal{F} = (M, \mathcal{L}, E)$ be a singular holomorphic foliation by curves on a complex manifold $M$. For $x \in M \setminus E$, we denote by $L_x$ the leaf of $\mathcal{F}$ passing through $x$.

For two complex manifolds $N$ and $N'$, let $\mathcal{H}(N, N')$ be the set of holomorphic functions from $N$ to $N'$. Define

$$\mathcal{H}(\mathbb{D}, \mathcal{F}) = \{ f \in \mathcal{H}(\mathbb{D}, M \setminus E) \mid f(\mathbb{D}) \subset L_{f(0)} \}.$$  

Fix a Hermitian metric $g_M$ on $M$ and define the function $\eta: M \setminus E \to (0, +\infty]$ as follows.

$$\eta(x) = \sup \left\{ \| \alpha'(0) \|_{g_M} \mid \alpha \in \mathcal{H}(\mathbb{D}, \mathcal{F}), \alpha(0) = x \right\},$$

where $\| v \|_{g_M}$ is the norm of $v \in T_xM$ with respect to the metric $g_M$, that is $\| v \|_{g_M} = \sqrt{g_M(x, v, v)}$.

The function $\eta$ is defined to satisfy the following facts, proven by Verjovsky [21].

**Proposition 2.1.**

(1) For $x \in M \setminus E$, $\eta(x) < +\infty$ if and only if the leaf $L_x$ is hyperbolic, that is, it is uniformized by the Poincaré disk $\mathbb{D}$.

(2) If $L_x$ is hyperbolic, we have $\eta(x) = \| u'(0) \|_{g_M}$, where $u: \mathbb{D} \to L_x$ is any uniformization of $L_x$ such that $u(0) = x$.

(3) If $L_x$ is hyperbolic, then $\frac{4g_M}{\eta^2}$ induces the Poincaré metric on $L_x$.

In the general case, the regularity of the function $\eta$ is very weak. In fact, it is not always continuous. Fornæss and Sibony have only shown in [7, Theorem 20] that it is lower semicontinuous if $M$ is compact. They also give sufficient conditions for $\eta$ to be continuous. In our context, they are not necessarily satisfied.

We recall from [3] the following.

**Definition 2.2.** We say that $\mathcal{F}$ is Brody hyperbolic if there exists a positive constant $A$ such that $\eta < A$ on $M \setminus E$.

**Definition 2.3.** Near a singularity $p$, there exists an open chart $U \subset M$ with coordinates $z \in \mathbb{C}^n$, such that the leaves of $\mathcal{F}$ are locally defined as the complex flow of a holomorphic
Using the straight line from \( z \) at \( p \) for further work. See for example [20] for a proof. For \( z \) between two vector spaces or manifolds, and for \( u \) with respect to \( u \) of radius \( r \) (Gr"onwall) Lemma 2.5

\[
P(\rho \circ \rho^{-1}) \leq \rho \leq C(\rho + \| \rho \|).\]

Some useful results.

2.2. Some useful results. Let us prove the following lemma, which gives a bound to the Poincaré distance on a cut-off disk if the Euclidean distance is very small. For \( z, w \in \mathbb{D} \), we denote by \( d_\rho(z, w) \) the Poincaré distance between \( z \) and \( w \).

**Lemma 2.4.** Let \( z, w \in \mathbb{D}_R \) with \( R \in \mathbb{R}_+^+ \). If \( |z - w| \leq e^{-R} \) and if \( R \) is sufficiently large, then \( d_\rho(z, w) \leq e^R \| z - w \| \).

**Proof.** Take \( r = \frac{e^R - 1}{e^R + 1} \), the corresponding Euclidean radius such that \( |z| \leq r \) and \( |w| \leq r \). Using the straight line from \( z \) to \( w \), we get the following bound for the Poincaré distance between \( z \) and \( w \).

\[
d_\rho(z, w) \leq \frac{2 |z - w|}{1 - r^2} \leq e^R |z - w|,
\]

if \( R \) is sufficiently large, since \( 1 - r^2 = \frac{4e^R}{(e^R + 1)^2} \). \( \square \)

We also recall the following version of the Grönwall Lemma, which will be useful for our further work. See for example [20] for a proof. For \( f : U \to V \) a \( C^1 \) function between two vector spaces or manifolds, and for \( u \in U \), we denote by \( d_u f \) the differential of \( f \) with respect to \( u \).

**Lemma 2.5** (Grönwall). Let \( \varphi \) be a \( C^1 \) function from an open ball \( B_r \) centered at \( x \) \( C^1 \) function from an open ball \( B_r \) centered at \( x \) of radius \( r \) in \( \mathbb{R}^m \) to \( \mathbb{C}^n \). Let also \( C \) be a non negative constant. If we suppose that for all \( x \in B_r \),

\[
\| d_x \varphi \| \leq C \| \varphi(x) \| ,
\]

then for \( x \in B_r \), we have

\[
\| \varphi(x) \| \leq \| \varphi(0) \| e^{C \| x \|}.
\]

3. Local study of the orthogonal projection onto a leaf

We want to study the orthogonal projection from a leaf \( L_x \) near \( x \) onto another leaf \( L_y \) near \( y \) inside a singular chart of \( \mathcal{F} \). Consider then a foliation \( \mathcal{F} \) on \( 3\rho \mathbb{D}^n \) for some \( \rho > 0 \) with a non-degenerate singularity at the origin. We suppose that \( \mathcal{F} \) is generated by a holomorphic vector field \( X \) on \( 3\rho \mathbb{D}^n \). We endow \( 3\rho \mathbb{D}^n \) with the usual Hermitian product \( \langle \cdot, \cdot \rangle \) of \( \mathbb{C}^n \) and the associated norm \( \| \cdot \| \). Since \( 0 \) is a non-degenerate singularity, there exists a constant \( C_0 > 1 \) such that

\[
C_0^{-1} \| z \| \leq \| X(z) \| \leq C_0 \| z \| , \quad z \in 3\rho \mathbb{D}^n .
\]
For $z \in 2\rho \mathbb{D}^n$, denote by $\varphi_z$ the flow of $X$ starting at $z$. Namely, $\varphi_z: (\mathbb{C}, 0) \to 3\rho \mathbb{D}^n$ is a maximal solution of the Cauchy problem

$$\begin{cases}
\frac{\partial \varphi_z}{\partial t}(t) = X(\varphi_z(t)) \\
\varphi_z(0) = z.
\end{cases}$$

Taking the derivative of the first line with respect to $t$, we find that there exists a constant $C_1 > 0$ such that

$$\frac{\partial^2 \varphi_z}{\partial t^2}(t) \leq C_1 \|X(\varphi_z(t))\|, \quad \frac{\partial^3 \varphi_z}{\partial t^3}(t) \leq C_1 \|X(\varphi_z(t))\|.$$  \hfill (3.2)

Since we have $\|\varphi_z(t)\| \leq C_0 \|\varphi_z(t)\|$, it follows from Grönwall Lemma that $\varphi_z$ is at least defined on a disk of radius $r_0 = \frac{1}{C_0} \ln \frac{1}{2}$. Again by Grönwall Lemma, it is also clear that for $t \in r_0 \mathbb{D}$, $\|\varphi_z(t)\| \geq \frac{2}{3} \|z\|$. In particular, there exists a constant $C > 1$ such that $C^{-1} \|X(z)\| \leq \|X(\varphi_z(t))\| \leq C \|X(z)\|$ for $t \in r_0 \mathbb{D}$.

We first show that the local orthogonal projection exists, is unique, and that it is $\mathcal{C}^1$. For $x, y \in 2\rho \mathbb{D}^n \setminus \{0\}$, define

$$g(t, u) = \frac{\partial}{\partial u} \varphi_x(t) - \varphi_y(u) \| \varphi_x(t) - \varphi_y(u), X(\varphi_y(u)) \|.$$  \hfill (3.3)

For $t, u \in r_0 \mathbb{D}$, if $g(t, u) = 0$, then the vector $\varphi_x(t) - \varphi_y(u)$ is orthogonal to the tangent line to $L_y$ in $\varphi_y(u)$. That is how we will characterize the local orthogonal projection.

**Lemma 3.1.** There exist a radius $r_1 < r_0$ and a positive number $\varepsilon_0$ satisfying the following conditions. Let $x, y$ be two points in $2\rho \mathbb{D}^n \setminus \{0\}$ such that $\|x - y\| \leq \varepsilon \|X(x)\|$ for $\varepsilon < \varepsilon_0$. For $t \in \frac{r_0}{2} \mathbb{D}$, there exists a unique $u \in r_1 \mathbb{D}$ satisfying $g(t, u) = 0$. Furthermore, $|t - u| = O(\varepsilon)$.

Moreover, $\text{Jac}_u (g)(t, u) \neq 0$. In particular, by the implicit function theorem, there exists a $\mathcal{C}^1$ function $f: \frac{r_0}{2} \mathbb{D} \to r_1 \mathbb{D}$ such that $g(t, f(t)) = 0$ for $t \in \frac{r_0}{2} \mathbb{D}$.

**Proof.** Let us note first that for $|t| < r_0$, there exists a constant $C > 1$ such that $C^{-1} \|x - y\| \leq \|\varphi_x(t) - \varphi_y(u)\| \leq C \|x - y\|$. Indeed, by Grönwall Lemma, $C = e^{c\rho}$, for $c$ such that $\|X(x') - X(y')\| \leq c \|x' - y'\|$. Define $N(u) = \|\varphi_x(t) - \varphi_y(u)\|^2$. By compactness of $r_1 \mathbb{D}$, $N$ attains its minimum somewhere in $u \in r_1 \mathbb{D}$. $N$ is of class $\mathcal{C}^1$, so either $u_0$ satisfies $\frac{\partial N}{\partial u_0}(t_0) = g(t, u_0) = 0$, or $|u_0| = r_1$. We show that for $u$ too far from $t$, $N(u) > \|\varphi_x(t) - \varphi_y(u)\|^2 = N(t)$. Namely,

$$\|\varphi_x(t) - \varphi_y(u)\| \geq \|X(\varphi_y(u))\| - \|\varphi_x(t) - \varphi_y(u)\| - \|\varphi_y(u) - (t - u)X(\varphi_y(u))\|,$$

$$\geq (|t - u| + O(\varepsilon) + O(|t - u|^2)) \|X(\varphi_y(u))\|.$$

Note that $\|X(\varphi_y(u))\| \geq C \|X(x)\|$. If follows that for a sufficiently small $r_1, \varepsilon_0$ sufficiently small chosen in consequence and $|t - u| > O(\varepsilon)$, $\|\varphi_x(t) - \varphi_y(u)\| > C \|X(x)\| \geq \|\varphi_x(t) - \varphi_y(u)\|$. Therefore, $t - u_0 = O(\varepsilon)$, $u_0$ does not belong to the boundary $\{|u| = r_1\}$ and $g(t, u_0) = 0$. We give in Figure [1] a schematic view of the quantities involved in our computation.

Now, we come to the uniqueness of $u_0$. Take another $u$ such that $g(t, u) = 0$ and $|u| < r_1$, and compute

$$g(t, u) - g(t, u_0) = 0 = \langle \varphi_x(t) - \varphi_y(u_0), X(\varphi_y(u)) - X(\varphi_y(u_0)) \rangle + \langle \varphi_y(u_0) - \varphi_y(u), X(\varphi_y(u)) \rangle,$$

$$0 = ((u_0 - u) + O(|u - u_0|^2) + O(\varepsilon |u - u_0|)) \|X(\varphi_y(u))\|^2.$$
Using (3.2), it follows that for the implicit function theorem relates the derivatives of \( g \) with respect to \( u \) and \( \varphi_y \) with respect to \( u \), we get

\[
\frac{\partial g}{\partial u}(t, u) = -\|X(\varphi_y(u))\|^2, \quad \frac{\partial g}{\partial u}(t, u) = \langle \varphi_x(t) - \varphi_y(u), \frac{\partial^2 \varphi_y}{\partial u^2}(u) \rangle.
\]

Using (3.2), it follows that

\[
\text{Jac}_u(g)(t, u_0) = \left| \begin{array}{c|c|c|c|c|c} \frac{\partial g}{\partial u} & \frac{\partial g}{\partial g} & \frac{\partial g}{\partial \varphi_y} \\ \hline \frac{\partial g}{\partial u} & \frac{\partial g}{\partial g} & \frac{\partial g}{\partial \varphi_y} \\ \frac{\partial g}{\partial u} & \frac{\partial g}{\partial g} & \frac{\partial g}{\partial \varphi_y} \end{array} \right|(0, u_0) \geq (1 - C\varepsilon) \|X(\varphi_y(u_0))\|^4 \geq C_2 \|X(x)\|^4 > 0.
\]

The existence and regularity of the function \( f \) is a consequence of the implicit function theorem and the uniqueness of \( u_0 \) to glue together the local implicit functions.

\[ \square \]

We will need in Section 4 a \( C^2 \)-estimate for the orthogonal projection. We begin by controlling the \( C^2 \)-norm of \( f \).

**Lemma 3.2.** With the notations of Lemma 3.1 the \( C^2 \)-norm of \( f \) satisfies

\[ \|f - \text{id}\|_{C^2} = O(\varepsilon). \]

**Proof.** Lemma 3.1 implies that \( \|f - \text{id}\|_{\infty} = O(\varepsilon) \). Let us now differentiate \( f - \text{id} \). The implicit function theorem relates the derivatives of \( g \) and \( f \) by

\[
\frac{\partial f}{\partial t}(t) = \left( \frac{\partial g}{\partial u} \cdot \frac{\partial g}{\partial \varphi_y} \right)^{-1} \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \frac{\partial \varphi_y}{\partial u} \right)(t, f(t)),
\]

\[
\frac{\partial f}{\partial t}(t) = -\left( \frac{\partial g}{\partial u} \cdot \frac{\partial g}{\partial \varphi_y} \right)^{-1} \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \frac{\partial \varphi_y}{\partial u} \right)(t, f(t)),
\]

since \( \frac{\partial g}{\partial \varphi_y} = 0 \). By (3.4) and (3.2), \( \|\frac{\partial g}{\partial \varphi_y}(t, f(t))\| = O(\|\varphi_x(t) - \varphi_y(f(t))\| \|X(x)\|) \). On the other hand,

\[
\frac{\partial g}{\partial t}(t, u) + \frac{\partial g}{\partial u}(t, u) = \langle X(\varphi_x(t)) - X(\varphi_y(u)), X(\varphi_y(u)) \rangle.
\]
It follows that $\left| \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right| (t, f(t))$ is also $O(||\varphi_x(t) - \varphi_y(f(t))||X(x)||)$. Denote by $\delta_{xy}(t) = \varphi_x(t) - \varphi_y(f(t))$. By the previous estimates and (3.5), we have that $\|d(f - \text{id})\|_x$ is a $O(||\delta_{xy}||X(x)||^{-1})$. Since
\[
\left\| d_t \delta_{xy} \right\| \leq \left\| d_t (\varphi_x - \varphi_y) \right\| + \|d\varphi_y\|_x \left\| d_t (f - \text{id}) \right\| \leq C \left\| \delta_{xy}(t) \right\|,
\]
Grönwall Lemma implies that
\[
\left\| \delta_{xy}(t) \right\| \leq \left\| x - \varphi_y(f(0)) \right\| e^{C\|t\|} \leq C_3 \| x - y \|, \quad t \in \mathbb{R}/2\mathbb{Z}.
\]
The estimate on the $\mathcal{C}^1$- norm follows. We continue with the derivatives of order 2 of $f - \text{id}$. Recall that
\[
d_A \det H = \text{Tr} \left( (\text{com}(A))^T H \right),
\]
where $\text{com}(A)$ denotes the comatrix of $A$, $\text{Tr}$ is the trace operator, and $d_A \det$ is the differential of the determinant with respect to the matrix $A$. Denote by $J(t) = \text{Jac}_u(g)(t, f(t))$ and differentiate the holomorphic part of (3.6).
\[
d_t \left( J \cdot \left( \frac{\partial f}{\partial t} - 1 \right) \right) = - \text{Tr} \left( \begin{pmatrix} \frac{\partial g}{\partial u} & \frac{\partial g}{\partial u} \\ \frac{\partial g}{\partial u} & \frac{\partial g}{\partial u} \end{pmatrix} \right) d_t(f(t)) \left( \begin{pmatrix} \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \\ \frac{\partial g}{\partial u} \end{pmatrix} \right) \circ (dt, df).
\]
Here, we have denoted by $d_t(f(t)) \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right)$ the differential of the obvious matrix application with respect to the point $(t, f(t))$. Note again that $\left| \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right|$ and $\left| \frac{\partial g}{\partial t} - \frac{\partial g}{\partial u} \right|$ are $O(\|x - y\|X(x)||)$, $\left| \frac{\partial f}{\partial t} - 1 \right|$ is a $O(\|x - y\|X(x)|^{-1})$, and $\|g\|_{\mathcal{C}^2} \leq \|X(x)\|^2$ by (3.2). Differentiating (3.7), we get that
\[
\left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) = \left( \frac{\partial^2 q_x}{\partial t^2} - \frac{\partial^2 q_y}{\partial u^2} \right) X \circ \varphi_y,
\]
\[
\left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) = \left( \varphi_x \circ \varphi_x - \varphi_y \circ \varphi_y \right).
\]
Hence, $\left| \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) \right|$ and also that $\left| \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) \left( \frac{\partial g}{\partial t} + \frac{\partial g}{\partial u} \right) \right|$ are $O(\|x - y\|X(x)||)$. It follows that
\[
\left\| d \left( J \cdot \left( \frac{\partial f}{\partial t} - 1 \right) \right) \right\|_x \leq C \|X(x)\|^2 F(x, y),
\]
where $F$ is given by
\[
F(x, y) = \text{Tr} \left( \begin{pmatrix} \|X(x)\| & \|x - y\| \\ \|x - y\| & \|X(x)\| \end{pmatrix} \right) + \|x - y\| \|X(x)\|
\]
\[
= 5 \|x - y\| \|X(x)\|.
\]
By (3.5), and using estimates on $\left| \frac{\partial f}{\partial t} - 1 \right|$ and $\|g\|_{\mathcal{C}^2}$, we get that $\|d (\frac{\partial f}{\partial t} - 1)\|_x$ is a $O(\|x - y\|X(x)|^{-1})$. Next, we differentiate the anti-holomorphic part of (3.6).
\[
\frac{\partial}{\partial t} \left( J(t) \frac{\partial f}{\partial t}(t) \right) = \frac{\partial g}{\partial u} \cdot \left( \frac{\partial g}{\partial u} \right) \left( \frac{\partial g}{\partial u} \right) + \left( \frac{\partial f}{\partial t} \right) \left( \frac{\partial^2 g}{\partial t \partial u} \right) + \left( \frac{\partial f}{\partial t} \right) \left( \frac{\partial^2 g}{\partial t \partial u} \right).
\]
Recall that \( \|g\|_{\mathcal{F}^2} \) is an \( O(\|X(x)\|^2) \) by (3.2), \( \|\frac{\partial f}{\partial t}\|_{\mathcal{F}^2} \) is a \( O(\|x-y\|\|X(x)^{-1}\|) \), \( \|\frac{\partial g}{\partial t}\|_{\mathcal{F}^2} \) \( (t, f(t)) \) is a \( O(\|x-y\|\|X(x)\|) \) and \( \|\frac{\partial^2 g}{\partial t^2}\|_{\mathcal{F}^2} \) \( (t, f(t)) = 0 \). The Jacobian on the left hand side does not change the estimate if it is inside or outside the derivative. Hence \( \Phi \) the local definition of \( U \) neighbourhood \( L \). The radii of these neighbourhoods are \( \|\mathcal{F}^2\| \) \( C \). By definition of \( f \), \( \Phi_{xy} \) is the local orthogonal projection from \( L_x \) in the neighbourhood of \( x \) to \( L_y \) in the neighbourhood of \( y \). Figure 2 gives a schematic view of this definition and its link with the function \( f \). The radii of these neighbourhoods are \( O(\|x\|) \) by (3.1) and Lemma 3.1. Considering the local definition of \( \Phi_{xy} \), (3.1) and Lemma 3.2 we get easily that (3.8)

\[
\|\Phi_{xy} - \text{id}\|_{\infty} \leq C_5 \|x-y\|, \quad \|\Phi_{xy} - \text{id}\|_{\mathcal{F}^1} \leq C_5 \frac{\|x-y\|}{\|x\|}, \quad \|\Phi_{xy} - \text{id}\|_{\mathcal{F}^2} \leq C_5 \frac{\|x-y\|}{\|x\|^2}.
\]

\[\Phi_{xy}(x) \quad \Phi_{xy}(f(t)) = \Phi_{xy}(x')\]

**Figure 2.** Orthogonal projection from \( L_x \) near \( x \) onto \( L_y \) near \( y \) (outside the singular point 0)

We will also need some estimates on the distances induced by the standard Hermitian metric restricted to \( L_x \) and \( L_y \). Denote by \( d_L \) the distance induced by the restriction of the standard Hermitian metric on a leaf \( L \). Let \( x_1 \) and \( x_2 \) be two points in a sufficiently small neighbourhood \( U \) of \( x \) in \( L_x \) such that \( \varphi_x \) is bijective from a neighbourhood of \( 0 \) onto \( 2U \). This neighbourhood can be chosen of radius \( O(\|x\|) \) by (3.1) and (3.2). Suppose that \( x_1 = \varphi_x(t_1) \) and \( x_2 = \varphi_x(t_2) \) and denote by \( \gamma \) a path of minimal length in \( L_x \) from \( x_1 \) to \( x_2 \). The path \( \gamma \) stays in \( 2U \). Then, \( \varphi_y \circ f \circ \varphi_x^{-1} \circ \gamma \) is a path in \( L_y \) from \( \Phi_{xy}(x_1) \) to \( \Phi_{xy}(x_2) \). It follows easily that there exists a constant \( C_6 \) such that (3.9)

\[
d_{L_y}(\Phi_{xy}(x_1), \Phi_{xy}(x_2)) \leq C_6 d_{L_x}(x_1, x_2).
\]

4. Proof of the main theorem

We are now ready to prove Theorem 1.3. Throughout this section, we will have to consider three different distances and will be very careful to distinguish them by our notations. We denote by \( d \) the distance induced by \( g_M \) on \( M \). For \( L \) a leaf of \( \mathcal{F} \), we consider two distances:
• $d_p$ the distance induced by the Poincaré metric on $L$;
• $d_L$, as in Section 3, the distance induced by the restriction of $g_M$ on $L$.

For a set $K$ and two functions $u, v$ from $K$ to $L$ or $M$, we define the distances between $u$ and $v$.

\[ d_K(u, v) = \sup_{x \in K} d(u(x), v(x)), \quad d_{P,K}(u, v) = \sup_{x \in K} d_p(u(x), v(x)), \]

\[ d_{L,K}(u, v) = \sup_{x \in K} d_L(u(x), v(x)). \]

By compactness of $M$, it is sufficient to show the result (1.1) only for $x$ and $y$ close to each other. Hence, we will suppose that

\[ \frac{\max (\log^* d(x, E), \log^* d(y, E))}{\log^* d(x, y)} \leq e^{-\alpha^{-1} R}, \]

for $R$ big enough and some $\alpha$ that we will specify later.

4.1. Geometric setup. Note that the existence of $C$ in (1.1) is independent of the metric $g_M$. Then, we may build $g_M$ by a partition of the unity satisfying some peculiar hypothesis that will help us in our proof. By compactness of $M$, we can find a finite open covering $U = (U_p, U_i)_{p \in E, i \in I}$, where

1. $U_p$ is a neighbourhood of $p$ and we have a holomorphic chart $U_p \simeq 4\rho \mathbb{D}^n$ centered at $p$ in which $g_M$ is the standard Hermitian metric $|dz|^2$ on a smaller polydisk $3\rho \mathbb{D}^n$. We suppose that $\mathcal{F}$ is generated on $U_p$ by some holomorphic vector field $X_p$.

2. $(U_i)_{i \in I}$ is an open covering of $M \setminus \bigcup_{p \in E} \frac{1}{4} U_p$ by flow boxes. We also suppose that $\mathcal{F}$ is generated on $U_i$ by a holomorphic vector field $X_i$.

To simplify the computations, we suppose that the diameter of $M$ for $g_M$ is lower than 1. That way, for a distance on $M$, $\log^* \delta = 1 - \log \delta$. Denote by $d > 0$ some small distance such that any point of $M$ admits a holomorphic neighbourhood of radius at least $d$. We suppose that $\mathcal{F}$ is Brody hyperbolic and we will denote by $A$ the constant appearing in Definition 2.2.

The following important local estimate on $\eta$ is needed.

Theorem 4.1 (Lins Neto-Canille Martins [12, Theorem 3]). Let $\mathcal{F}$ be a holomorphic foliation by Riemann surfaces on a ball $r \mathbb{B}$ with non-degenerate singularity at the origin, where $\mathbb{B}$ is the unit ball of $\mathbb{C}^n$. Then there exists a smaller radius $0 < \rho < r$ such that

\[ C^{-1} \|z\| \log^* \|z\| < \eta(z) < C \|z\| \log^* \|z\|, \quad z \in \mathbb{B}\setminus\{0\}. \]

We obtain the following global estimate on $\eta$.

Proposition 4.2. There exists a constant $C_1 > 1$ such that

\[ C_1^{-1} d(x, E) \log^* d(x, E) \leq \eta(x) \leq C_1 d(x, E) \log^* d(x, E), \quad x \in M \setminus E. \]

Proof. Suppose first that $x \in M \setminus E$ is far from $E$. By the embedding of the plaque passing through $x$ in a flow box, we get $\eta(x) > C$. Moreover, by Brody hyperbolicity of $\mathcal{F}$, we have $\eta(x) < A$. Since $x$ is far from $E$, the conclusion of Proposition 4.2 follows.

Suppose next that $x \in \frac{1}{4} U_p$ for some $p \in E$. Considering the restriction of $\mathcal{F}$ to $U_p$ and applying Theorem 4.1, we get a holomorphic function $u : \mathbb{D} \to L_x \cap U_p$ such that $u(0) = x$.
and $\eta(x) \geq \|u'(0)\|_{g_M} > C^{-1}d(x, E)\log^* d(x, E)$. For the upper estimate, recall that $\mathcal{F}$ is Brody hyperbolic. Hence, there exists a radius $R_0$, independant of $x \in \frac{1}{2}U_p$, such that the disk in $L_x$ of radius $R_0$ with respect to the Poincaré metric is contained in $U_p$. Denote by $u_x$ a uniformization of $L_x$ such that $u_x(0) = x$. For the corresponding Euclidean radius $r_0 = \frac{R_0 - 1}{\epsilon}$, we have $u_x(r_0 \mathbb{D}) \subset U_p$. By the extremal property of Poincaré metric and Theorem 4.1, we get $\eta(x) < r_0^{-1}Cd(x, E)\log^* d(x, E)$.

We are going to prove our Hölder estimate by building a nearly holomorphic mapping $\psi: \mathbb{D}_R \to L_y$, which is close to a uniformization of $L_x$. Next, we solve a Beltrami equation to have a holomorphic function close to $\psi$ which will make $\eta(x)$ and $\eta(y)$ close. To produce this nearly holomorphic mapping, we shall use the orthogonal projection we studied earlier. Note that in [3, Lemmas 2.11 and 2.12], the three authors use the invariance by homothety of $\mathcal{F}$ in the case of linearizable singularities. Here, we had to establish in Section 3 the same estimates for orthogonal projections, since this trick is not available anymore in our context.

Denote by $L_x[r]$ the ball of center $x$ and radius $r$ for the distance $d_{L_x}$. What we have proven in Section 3 (see (3.8), (3.9) and the fact that $\Phi_{xy}$ is defined on a neighbourhood of radius $O(\|x\|)$), together with the classical estimates of orthogonal projection on non-singular flow boxes, can be summarized by the following lemma in our geometric setup.

**Lemma 4.3.** There exist constants $\epsilon_0$, $\epsilon_1$, $k$ and $K$ such that for $x, y \in M \setminus E$, if $d(x, y) \leq \epsilon_1d(x, E)$, then there exists a local orthogonal projection

$$\Phi_{xy}: L_x[\epsilon_0d(x, E)] \to L_y[k\epsilon_0d(y, E)],$$

satisfying

1. $d_{L_y}(y, \Phi_{xy}(x)) \leq kd(x, y),$
2. for $x_1, x_2 \in L_x[\epsilon_0d(x, E)]$, $d_{L_y}(\Phi_{xy}(x_1), \Phi_{xy}(x_2)) \leq kd_{L_x}(x_1, x_2).$
3. $\Phi_{xy}$ is smooth and we have the following estimates for $\Phi_{xy} - id$ and its derivatives in the charts $U_x$ and $U_y$:

$$\|\Phi_{xy} - id\|_{C^0} \leq e^{Kd(x, \Phi_{xy}(x))},$$

$$\|\Phi_{xy} - id\|_{C^1} \leq e^{Kd(x, \Phi_{xy}(x))}\frac{d(x, \Phi_{xy}(x))}{d(x, E)},$$

$$\|\Phi_{xy} - id\|_{C^2} \leq e^{Kd(x, \Phi_{xy}(x))}\frac{d(x, \Phi_{xy}(x))}{d(x, E)^2}.$$  

4. If $x' \in L_x[\epsilon_0d(x, E)]$, $y' \in L_y[k\epsilon_0d(x, E)]$ and $d(x', y') \leq \epsilon_1d(x', E)$, then $\Phi_{x'y'} = \Phi_{xy}$ on the intersection of their domains of definition.

4.2. **Proof of the Hölder estimate.** We begin our proof with the second step. Take $x, y \in M \setminus E$ and take $u_x: \mathbb{D} \to L_x$ a uniformization of $L_x$ such that $u_x(0) = x$. Such a covering is unique up to a rotation. Take also $u_y: \mathbb{D} \to L_y$ a uniformization of $L_y$ such that $u_y(0) = y$. The following lemma is very similar to [3, Proposition 3.6], the proof of which is partially referred to [2, Proposition 2.2].

**Lemma 4.4.** Let $R > 0$ and suppose that

1. There exists a smooth map $\psi: \overline{\mathbb{D}}_R \to L_y$ without critical point such that $\psi(0) = y$ and $d_{\overline{\mathbb{D}}_R}(\psi, u_x) \leq e^{-2R}$.  
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(2) \( \|d\psi\|_\infty \leq 2A \) for the constant \( A \) appearing in Definition 2.2. We consider the norm of \( d\psi \) with respect to the Poincaré metric on the source \( \overline{D}_R \) and the restriction of \( g_M \) on the goal \( L_y \).

(3) There exists a smooth map \( \Psi: \overline{D}_R \to \mathbb{D} \) such that \( \Psi(0) = 0 \), \( u_y \circ \Psi = \psi \) and the Beltrami coefficient \( \mu_\Psi \) of \( \Psi \) satisfies \( \|\mu_\Psi\|_{\mathcal{C}^1} \leq e^{-2R} \). Here, we consider the norm of \( \mu_\Psi \) with respect to the standard Euclidean metric on \( \mathbb{D} \) at the goal and the source.

If \( R \) is sufficiently large, then there exists a constant \( C_2 \) such that
\[
\eta(x) - \eta(y) \leq C_2 e^{-R}.
\]

We recall that the Beltrami coefficient \( \mu_\Psi \) is defined by \( \frac{\partial \Psi}{\partial \overline{t}} = \mu_\Psi \frac{\partial \overline{\Psi}}{\partial t} \).

**Remark 4.5.** Note that the existence of \( \Psi \) in (3) such that \( \Psi(0) = 0 \) and \( u_y \circ \Psi = \psi \) is a consequence of (1) and the fact that \( \overline{D}_R \) is simply connected. The smooth map \( \Psi \) is just the unique lifting of \( \psi \) via \( u_y \) such that \( \Psi(0) = 0 \).

**Proof.** Let us first translate our conditions in a commutative diagram. The mention \( \mathcal{H} \) (resp. \( \mathcal{C}^\infty \)) on an arrow will denote a holomorphic (resp. smooth) function.

\[
\begin{array}{ccc}
\mathbb{D} & \xrightarrow{\psi} & \mathbb{D} \\
\downarrow{\mathcal{H}} & & \downarrow{\mathcal{H}} \\
\overline{D}_R & \xrightarrow{u_y} & L_y \\
\downarrow{\mathcal{H}} & & \downarrow{\mathcal{H}} \\
\mathbb{D} & \xrightarrow{u_x} & L_x
\end{array}
\]

We want to find \( v: \overline{D}_R \to \mathbb{D} \) holomorphic and \( q: \overline{D}_R \to \overline{D}_R \) smooth and close to the identity such that \( \Psi = v \circ q \). To make \( v \) holomorphic, we should have \( \frac{\partial q}{\partial \overline{t}} = \mu_\Psi \frac{\partial \overline{q}}{\partial t} \). It was proven by Schatz and Earle in (6) that this Beltrami equation can be solved with \( q(0) = 0 \), and \( \|q - \text{id}\|_\infty \leq \kappa \|\mu_\Psi\|_{\mathcal{C}^1} \leq \kappa e^{-2R} \), for some constant \( \kappa > 0 \). We also have \( \|q^{-1} - \text{id}\|_\infty \leq \kappa e^{-2R} \) for another constant \( \kappa \). By construction, \( v = \Psi \circ q^{-1} \) is holomorphic.

Let us complete our commutative diagram.

\[
\begin{array}{ccc}
\overline{D}_R & \xrightarrow{v} & \mathbb{D} \\
\downarrow{\mathcal{H}} & & \downarrow{\mathcal{H}} \\
\mathbb{D} & \xrightarrow{u_y} & \mathbb{D} \\
\downarrow{\mathcal{H}} & & \downarrow{\mathcal{H}} \\
\overline{D}_R & \xrightarrow{u_x} & \mathbb{D} \\
\downarrow{\mathcal{H}} & & \downarrow{\mathcal{H}} \\
\mathbb{D} & \xrightarrow{u_x} & L_x
\end{array}
\]

The estimate for \( \eta \) will come from a comparison between the two holomorphic mappings \( u_y \circ v \) and \( u_x \). Denote by \( v_y: \mathbb{D} \to L_y \) defined by \( v_y(t) = u_y \circ v(rt) \) with \( r = \frac{R-1}{e^{R+1}} \) the Euclidean radius associated to \( R \). Since \( v_y \) is holomorphic and \( v_y(0) = \psi \circ q^{-1}(0) = y \), by definition of \( \eta \), we have \( \eta(y) \geq \|v_y(0)\|_{\mathcal{C}^1} \). Consider a radius \( r_0 \) such that \( u_x \left( r_0 \overline{D}_R \right) \) and \( v_y \left( r_0 \overline{D}_R \right) \) are both included in a common holomorphic chart of \( M \). It is clear that this radius can be chosen at least equal to \( \frac{d - e^{-2R}}{2A} \geq \frac{d}{4A} \) if \( R \) is large enough. We apply the
Cauchy formula in this chart. We get
\[ (4.1) \quad \|u_x'(0) - v_y'(0)\|_{g_{M,x}} \leq C \|u_x'(0) - v_y'(0)\| \leq \frac{4AC}{d} \sup_{t \in \mathbb{B}} \|u_x(t) - v_y(t)\| \leq \frac{4CC' A}{d} \sup_{t \in \mathbb{B}} d(u_x(t), v_y(t)), \]
where the norm without index is the Euclidean norm in the chart, and the constants \(C, C'\) are given by the equivalence of Hermitian metrics. Note also that we have\[ (4.2) \quad \eta(x) - \eta(y) \leq \|u_x'(0)\|_{g_{M,x}} - \|v_y'(0)\|_{g_{M,y}} \leq \|u_x'(0) - v_y'(0)\|_{g_{M,x}} + C'' Ad(x, y), \]
where the constant \(C''\) comes from the difference between \(\|v_y'(0)\|_{g_{M,x}}\) and \(\|v_y'(0)\|_{g_{M,y}}\), that is, from the spatial variation of \(g_M\). Since \(d(x, y) \leq e^{-2R}\), the second term is well controlled.

By (4.2) and (4.1), it is sufficient to estimate \(d_{r_0 \mathbb{B}}(u_x, v_y)\). Take \(t \in r_0 \mathbb{B}\) and remember that \(u_y \circ v = \psi \circ q^{-1}\). We have
\[ (4.3) \quad d(u_x(t), v_y(t)) \leq d(u_x(t), u_y(rt)) + d(u_y(rt), \psi(rt)) + d(\psi(rt), \psi(q^{-1}(rt))) \leq (1 - r) r_0 \sup_{\tau \in \mathbb{B}} \|u_x'(\tau)\|_{g_M} + e^{-2R} + \|d\psi\|_\infty d_P(rt, q^{-1}(rt)). \]

Using an automorphism of \(\mathbb{D}\), we show that for \(|\tau| \leq r_0\), \(\|u_x'(\tau)\|_{g_M} = \|u_x'(0)\|_{g_M} \leq \frac{A}{1 - r_0^2}\). Moreover, \(1 - r = \frac{2}{e^{2R}} \leq 2e^{-R}\). Since \(d(q^{-1}(rt), rt) \leq Ce^{-2R}\), by Lemma 2.4, \(d_P(rt, q^{-1}(rt)) \leq Ce^{-R}\). Back to (4.3), we get some constant \(C''\) such that
\[ d(u_x(t), v_y(t)) \leq C'e^{-R}. \]

Finally, by (4.1) and (4.2), we obtain \(\eta(x) - \eta(y) \leq C e^{-R}\).

\[ \square \]

We continue the proof of Theorem 1.3 similarly to [3, Proposition 3.7]. We show that if \(x\) and \(y\) are sufficiently close, then there exist \(\tilde{y} \in L_y\) close to \(y\) and \(\tilde{x} \in L_x\) close to \(x\) such that \(x, \tilde{y}\) and \(y, \tilde{x}\) satisfy the hypothesis of Lemma 4.4. We suppose more precisely that
\[ (4.4) \quad \log^* d(x, y) \geq e^{\alpha - 1} R \max (\log^* d(x, E), \log^* d(y, E)), \]
for some fixed \(\alpha\) we will specify later. We begin by some work on \(L_x\) which will be helpful to build the function \(\psi\) by orthogonal projection.

Consider \(\xi \in \mathbb{D}\) such that \(d_P(0, \xi) = R\). We want to subdivide the geodesic \([0, \xi]\) in subsegments \([\xi_j, \xi_{j+1}]\), for \(j \in [0, N - 1]\). Set \(\xi_0 = 0\) and for \(j \in [0, N]\), \(x_j = u_x(\xi_j)\).

Choose at each step \(\xi_{j+1} \in [\xi_j, \xi]\) such that for all \(\zeta \in [\xi_j, \xi_{j+1}]\), \(d_L(\zeta, x_j) \leq \varepsilon d(x_j, E)\) and \(d_L(x_{j+1}, x_j) = \varepsilon d(x_j, E)\). At last step, we set \(\xi_N = \xi\) and suppose that for all \(\zeta \in [\xi_{N-1}, \xi]\), \(d_L(\zeta, x_{N-1}) \leq \varepsilon d(x_{N-1}, E)\). Denote by \(R_j = d_P(0, \xi_j)\) and \(r_j = |\xi_j|\). This setup will enable us to consider the local orthogonal projections \(\Phi_{x_jy_j}\) by Lemma 4.3, where \(y_0 = y\) and \(y_{j+1} = \Phi_{x_jy_j}(x_{j+1})\) (see Lemma 4.9 below).

At this stage, it is not certain that this process stops and that \(N\) is finite, but the lemmas below will give us a bound for \(N\).
Lemma 4.6. We have the following estimate comparing $d_{L_x}(x_j, x_{j+1})$ and $d_P(\xi_j, \xi_{j+1})$.

$$d_{L_x}(x_j, x_{j+1}) \leq \frac{1}{2} \sup_{[\xi_j, \xi_{j+1}]} (\eta \circ u_x) \, d_P(\xi_j, \xi_{j+1}) = \frac{1}{2} \sup_{[\xi_j, \xi_{j+1}]} (\eta \circ u_x) \, (R_{j+1} - R_j).$$

Proof. Denote by $\gamma$ a parametrization of the geodesic $[\xi_j, \xi_{j+1}]$. We have

$$d_{L_x}(x_j, x_{j+1}) \leq \int_0^1 \| (u_x \circ \gamma)'(t) \|_{g_M} \, dt$$

$$\leq \sup_{[\xi_j, \xi_{j+1}]} (\eta \circ u_x) \int_0^1 \frac{|\gamma'(t)| \| u_x'(|\gamma(t)|) \|_{g_M}}{\eta(u_x(\gamma(t)))} \, dt.$$ 

Now, $\| u_x'(|\gamma(t)|) \|_{g_M}$ is contained in a singular chart $\mathcal{U}_p$ on which $g_M$ is the standard Hermitian metric of $\mathbb{C}^n$. Therefore $d_P(\xi_j, \xi_{j+1}) = R_{j+1} - R_j$, the result of the lemma follows. \qed

The following lemma is an analog of [3, Lemma 3.4] in our context.

Lemma 4.7. Let $\zeta, \sigma$ be points of $\mathbb{D}$. Denote by $z = u_x(\zeta)$, $w = u_x(\sigma)$. There exist constants $C_3, C_4 \in \mathbb{R}_+$, such that we have

$$\left| \ln \frac{\log^* d(z, E)}{\log^* d(w, E)} \right| \leq C_3 + C_4 d_P(\zeta, \sigma).$$

Proof. Since $\zeta$ and $\sigma$ play a symmetric role, assume that $d(z, E) \geq d(w, E)$. We have

$$\left| \ln \frac{\log^* d(z, E)}{\log^* d(w, E)} \right| = \ln \frac{\log^* d(z, E)}{\log^* d(w, E)} = -\ln (\log^* d(z, E) + \log^* d(w, E))$$

(4.5)

$$= C \int_{d(w, E)}^{d(z, E)} \frac{dt}{t \log^* t}.$$ 

Let $\gamma: [0, 1] \to \mathbb{D}$ be a parametrization of the geodesic from $\sigma$ to $\zeta$. Consider $\tau = \sup \{ t \in [0, 1] \mid \forall t' \in [0, t], d(u_x(\gamma(t'))), E \leq \min \{ d(z, E), 3\rho \} \}$, with by convention $\tau = 0$ if $d(w, E) > 3\rho$. Denote by $\gamma(\tau)$ and $w' = u_x(\zeta')$. For $t \in [0, \tau]$, $u_x(\gamma(t))$ is contained in a singular chart $\mathcal{U}_p$ on which $g_M$ is the standard Hermitian metric of $\mathbb{C}^n$. Therefore $d(u_x(\gamma(t)), E) = \| u_x(\gamma(t)) \|$ and the second inequality of Proposition 4.2 will apply on it. We split our integral in two.

$$\int_{d(w, E)}^{d(z, E)} \frac{dt}{t \log^* t} = \int_{d(w, E)}^{d(w', E)} \frac{dt}{t \log^* t} + \int_{d(w', E)}^{d(z, E)} \frac{dt}{t \log^* t}.$$ 

Now, the second integral is either on the empty set if $d(z, E) \leq 3\rho$, or we have $d(w', E) = 3\rho$ and $d(z, E) \leq 1$. In both cases, the second integral is bounded above by $\int_{3\rho}^1 \frac{dt}{t \log^* t}$. We treat the first integral by using the standard Hermitian metric on $\mathbb{C}^n$ and
a change of variable. In the following, \( \Re z \) denotes the real part of a complex number \( z \).

\[
\int_{d(w, E)} \frac{dt}{t \log^* t} = \int_{\|u_x(\gamma(\tau))\|}^{\|u_x(\gamma(0))\|} \frac{dt}{t \log^* t} = \int_0^\tau \Re \langle (u_x \circ \gamma)'(t), u_x \circ \gamma(t) \rangle dt.
\]

\[
\leq \int_0^\tau \|u_x'(\gamma(t))\| |\gamma'(t)| dt.
\]

\[
\leq C_1 \int_0^\tau \frac{\|u_x'(\gamma(t))\| |\gamma'(t)|}{\eta(u_x(\gamma(t)))} dt = C_1 \int_0^\tau |\gamma'(t)| dt.
\]

\[
\leq C_1 \frac{1}{2} d_P(\zeta, \zeta') \leq C_1 \frac{1}{2} d_P(\zeta, \sigma).
\]

Coming back to (4.5), and using our work on the second integral, we obtain

\[
\left| \log^* d(z, E) \right| \leq C \int_{3p}^1 \frac{dt}{t \log^* t} + C \frac{1}{C_1} d_P(\zeta, \sigma).
\]

We are now ready to control \( N \) with the following lemma.

**Lemma 4.8.** There exists a constant \( C_5 \) such that

\[
N \leq C_5 \log^* d(x, E) \Re C_4 R.
\]

**Proof.** By Lemma 4.6, if \( j \in [0, N - 2] \), we have

\[
R_{j+1} - R_j \geq \frac{2 \varepsilon_0 d(x_j, E)}{\sup_{[\zeta_j, \xi_{j+1}]} \|\eta \circ u_x\|}.
\]

Denote by \( \Sigma = \sup_{[\zeta_j, \xi_{j+1}]} (d(u_x, E)) \). The function \( t \mapsto t \log^* t \) is increasing on \((0, 1)\), thus

\[
R_{j+1} - R_j \geq \frac{2 \varepsilon_0 C_1^{-1} d(x_j, E)}{\log^* \Sigma}.
\]

Since for \( \zeta \in [\zeta_j, \xi_{j+1}] \), \( d_{L^\infty}(u_x(\zeta), x_j) \leq \varepsilon_0 d(x_j, E) \), we have \( \Sigma \leq (1 + \varepsilon_0) d(x_j, E) \). It follows that

\[
R_{j+1} - R_j \geq \frac{2 \varepsilon_0 C_1^{-1} 1}{\log^* \Sigma}.
\]

Moreover, by Lemma 4.7, \( \log^* \Sigma \leq e^{C_4 + C_4 R} \log^* d(x, E) \). Hence,

\[
R_{j+1} - R_j \geq \frac{2 \varepsilon_0 C_1^{-1} e^{-C_4 - C_4 R}}{(1 + \varepsilon_0) \log^* d(x, E)}.
\]

This bound is uniform in \( j \), and it is clear that

\[
N \leq \frac{R}{\inf_j (R_{j+1} - R_j)} \leq \frac{C_1 e^{C_4 - \varepsilon_0}}{2 \varepsilon_0} \log^* d(x, E) \Re C_4 R.
\]

We are now able to construct the function \( \psi \) that we need to apply Lemma 4.4.

**Lemma 4.9.** Suppose that \( x, y \in M \setminus E \) are such that (4.4) for a sufficiently large \( R \). Then, there exists a smooth function \( \psi : \overline{D}_R \to L_y \) without critical point, such that \( d_{\overline{D}_R}(\psi, u_x) \leq e^{-2R} \) and \( \|d\psi\|_\infty \leq 2 \Delta \). Here, we consider the norm of \( d\psi \) with respect to the Poincaré metric on the source \( \overline{D}_R \) and the restriction of \( g_M \) on the goal \( L_y \).
Proof. We keep the notations that we introduced before Lemma 4.6. The condition that $d_{L_{\alpha}}(u_{x}(\xi), x_{j}) \leq \varepsilon_{0}d(x_{j}, E)$ for all $\xi \in [\xi_{j}, \xi_{j+1}]$ allows us to use Lemma 4.3. This will ensure the existence of successive orthogonal projection $\Phi_{x_{j+1}\gamma_{j+1}}: L_{x_{j+1}}[\varepsilon_{0}d(x_{j+1}, E)] \to L_{y_{j+1}}[k\varepsilon_{0}d(x_{j+1}, E)]$, with by induction $y_{j+1} = \Phi_{x_{j}y_{j}}(x_{j+1})$ and $y_{0} = \Phi_{x_{j}}(x)$. We just have to check that at each step, $x_{j}$ and $y_{j}$ are close enough. As long as $d(x_{j}, y_{j}) \leq \varepsilon_{1}d(x_{j}, E)$, we have $d(x_{j}, y_{0}) \leq e\varepsilon_{1}d(x_{j}, y_{i})$. Hence

$$
(4.6) \quad \frac{d(x_{j}, y_{j})}{d(x_{j}, E)} \leq eN_{K} \frac{d(x, y)}{d(x, E)} \leq \exp \left( \log^{*}d(x, E) \left( C_{3} + (KC_{5}R + 1)eC_{4}R - e^{\alpha_{1}R} \right) \right),
$$

using our hypothesis (4.4), Lemmas 4.7 and 4.8. Let us suppose that $\alpha < C_{4}^{-1}$. If $R$ is sufficiently large, we have $d(x_{j}, y_{j}) \leq \varepsilon_{i}d(x_{j}, E)$ at each step. If follows that we can define $\psi: [0, \xi] \to L_{y}$ by gluing the successive $\Phi_{x_{j}y_{j}} \circ u_{x}$ on $[\xi_{j}, \xi_{j+1}]$. We can do the same work for each $\xi \in \mathbb{D}$ such that $d_{\mathbb{D}}(0, \xi) = R$ and obtain a function $\psi: \mathbb{D}_{R} \to L_{y}$. We could imagine that this does not give a smooth function and not even a continuous function. Take $\xi_{1}, \xi_{2} \in \mathbb{D}_{R}$ with $d_{\mathbb{D}}(0, \xi_{1}) = d_{\mathbb{D}}(0, \xi_{2}) = R$. Define $\xi_{1}, \xi_{2}$ to have the above conditions and $[\xi_{1}] = [\xi_{2}]$ for both segments $[0, \xi_{1}]$ and $[0, \xi_{2}]$. If we suppose that $|\xi_{1} - \xi_{2}| \leq e^{-R}A_{\varepsilon}e^{KC_{4}R - e^{\alpha_{1}R}}$, denote by $x_{1}^{k} = u_{x}(\xi_{1}^{k})$ and $y_{1}^{k} = \psi(\xi_{1}^{k})$ for $j \in [0, N]$ and $k \in \{1, 2\}$. By definition, at first step $y_{1}^{1} = \Phi_{x_{j}y_{j}}(x_{1}^{1})$, thus

$$
d_{L_{y}}(y_{1}^{1}, y_{1}^{2}) \leq k d_{L_{\alpha}}(x_{1}^{1}, x_{1}^{2}) \leq k Ae^{R} |\xi_{1}^{1} - \xi_{1}^{2}| \leq k Ae^{R} |\xi_{1} - \xi_{2}| \leq k\varepsilon_{0}d(x_{1}^{1}, E).
$$

By Lemma 4.3, it follows that $\Phi_{x_{j}y_{j}} = \Phi_{x_{j}y_{j}}$ on the intersection of their domains of definition. We continue by induction. By the same computation, we have at each step that

$$
d_{L_{y}}(y_{j}^{1}, y_{j}^{2}) \leq k\varepsilon_{0}d(x_{j}^{1}, E).
$$

Hence, $\psi$ is locally equal to some $\Phi_{x_{j}y_{j}} \circ u_{x}$. Then, it is smooth. Moreover, by (4.6), if $R$ is sufficiently large,

$$
(4.7) \quad d_{\mathbb{D}_{R}}(\psi, u_{x}) \leq e^{NK}d(x, y) \leq \exp \left( \log^{*}d(x, E) \left( KC_{4}Rc_{4}R - e^{\alpha_{1}R} \right) \right) \leq e^{-2R}.
$$

Since $\psi$ is locally equal to $\Phi_{x_{j}y_{j}} \circ u_{x}$, it is clear that $\psi$ has no critical point. The condition on $\|d\psi\|_{x}$ will be quite easy to obtain. Observe that locally, $\psi = \Phi_{x_{j}y_{j}} \circ u_{x}$. By (4.6) and Lemma 4.3, $\|d\Phi_{x_{j}y_{j}}\|_{x} \ll 2$ if $R$ is sufficiently large. It follows that locally

$$
\|d\psi\|_{x} \ll \|d\Phi_{x_{j}y_{j}}\|_{x} \|d\Phi_{x_{j}y_{j}}\|_{x} \leq 2A.
$$

Denote by $\tilde{y} = \Phi_{x_{j}}(x)$ and define $\Psi: \mathbb{D}_{R} \to \mathbb{D}$ to be the lifting of $\psi$ via $u_{\tilde{y}}$ satisfying $\Psi(0) = 0$. By definition, $\tilde{y} = u_{\tilde{y}} \circ \Psi$. To satisfy the hypothesis of Lemma 4.4, it remains to control $\|\mu_{\Psi}\|_{\mathcal{E}_{1}}$.

Lemma 4.10. With the hypothesis of Lemma 4.9, $\|\mu_{\Psi}\|_{\mathcal{E}_{1}} \ll e^{-2R}$.

In order to prove this result, we will need first the following estimate on the second derivative of a uniformization.

Lemma 4.11. There exist a radius $r_{0} \in \mathbb{R}_{+}^{*}$ and a constant $C_{6} \in \mathbb{R}_{+}^{*}$ such that for all $\xi \in \mathbb{M}_{\varepsilon}$, $u_{\xi}$ a uniformization of $L_{\xi}$ and $|t| \leq \frac{r_{0}}{2}$, $\|u_{\xi}(t)\| \leq C_{6}$.
Proof. Note that \( d_{L_x}(z, u_z(t)) \leq Ad_{P}(0, t) \). Hence, \( d_{P}(0, t) \leq R_0 = \frac{4}{\pi} \) implies that \( u_z(t) \) is contained in a holomorphic chart of \( M \). Consider \( r_0 = \sqrt{\frac{e^{-R_0} - 1}{e^{-R_0} + 1}}, |t| \leq \frac{r_0}{2} \) and apply Cauchy formula. We get

\[
\| u''_{x}(t) \|_{g_M} \leq C \| u''_{x}(t) \| \leq \frac{C}{\pi r_0} \int_{0}^{2\pi} \| u'_{x}(r_0 e^{i\theta}) \| d\theta \\
\leq \frac{CC'(1 - r_0^2)}{\pi r_0} \int_{0}^{2\pi} \| u'_{x}(r_0 e^{i\theta}) \|_{g_M} d\theta \\
\leq \frac{2CC'(1 - r_0^2)}{r_0},
\]

where the constants \( C \) and \( C' \) come from the equivalence of the standard Hermitian metric and \( g_M \) in the holomorphic chart. \( \square \)

Proof of Lemma 4.10 Recall that locally, \( \Psi = u_{y}^{-1} \circ \Phi_{j} \circ u_{x} \), where \( \Phi_{j} = \Phi_{x,yj} \). An explicit computation and Lemma 4.3 give that

\[
|\mu_{\Psi}| + \frac{\hat{\partial} \mu_{\Psi}}{\partial t} \leq \left( 1 + \frac{\hat{\partial} \Phi_{j}}{\partial t} \right) \left( \frac{\| u'_{x} \|}{\| \Phi_{j} \circ u_{x} \|} \| D^{2} \Phi_{j} \circ u_{x} \| \right) + 2 \frac{\| u'_{y} \circ \Psi \|}{\| \Phi_{j} \circ u_{x} \|} \left( 1 + \frac{\| u'_{y} \circ \Psi \|}{\| \Phi_{j} \circ u_{x} \|} \right) \\
\leq 3e^{K} \frac{d_{X_{R}}(u_{x}, \psi)}{d_{Y}(x, E)} \left( 1 + \frac{\| u'_{z} \|}{d(x, E)} + \frac{\| u''_{z} \circ \Psi \|}{\| \Phi_{j} \circ u_{x} \|} + \frac{\| u'_{z} \|}{\| \Phi_{j} \circ u_{x} \|} \right).
\]

For \( t \in \mathbb{D} \), consider the automorphism \( f_{t}: z \to \frac{z + t}{1 + tz} \) of \( \mathbb{D} \), and define \( \nu_{z} = u_{z} \circ f_{t} = u_{u_{z}(t)} \). We get

\[
u'_{z}(t) = \frac{v'(0)}{1 - |t|^2}, \quad \nu''_{z}(t) = \frac{v''(0)}{(1 - |t|^2)^2} + \frac{2\tau v'(0)}{(1 - |t|^2)^2}.
\]

Applying this to \( z = x \) and \( z = y \), using Brody hyperbolicity, Lemma 4.11 and Proposition 4.2 in (4.8), we obtain

\[
|\mu_{\Psi}(t)| + \left| \frac{\hat{\partial} \mu_{\Psi}}{\partial t}(t) \right| \leq \frac{3e^{K}}{1 - |t|^2} \frac{d_{X_{R}}(u_{x}, \psi)}{d(x, E)} \left( 1 + \frac{A}{d(x, E)} + \frac{C_{6}A + 2A^{2}}{C_{1}^{2}d(\psi, E) \log^{*} d(\psi, E)^{2} + C_{6} + 2A^{2} C_{1}d(u_{x}, E) \log^{*} d(u_{x}, E)} \right) \\
\frac{C_{6}A + 2A^{2}}{C_{1}d(u_{x}, E) \log^{*} d(u_{x}, E)}.
\]

Using Lemma 4.7 on \( d(x, E), d(u, E) \) and \( d(\psi, E) \), together with (4.7) and \( 1 - |t|^2 \geq e^{-R} \), we obtain

\[
\| \mu_{\Psi} \|_{\epsilon^{1}} \leq C \exp \left( \log^{*} d(x, E) \left( C'R e^{C_{4}R} - e^{-1}R \right) \right) \leq e^{-2R},
\]

if \( R \) is sufficiently large. \( \square \)

End of proof of Theorem 1.3. Lemmas 4.9 and 4.10 ensure us that we are in the setup to use Lemma 4.4. Since \( x \) and \( y \) play a symmetric role, if we denote by \( \tilde{y} = \Phi_{xy}(x) \) and \( \tilde{x} = \Phi_{yx}(y) \), we get

\[
\eta(x) - \eta(\tilde{y}) \leq C_{2}e^{-R}, \quad \eta(y) - \eta(\tilde{x}) \leq C_{2}e^{-R}.
\]
It remains only to compare \( \eta \) in two close points in the same leaf. That is, showing that \( \eta(x) \) (resp. \( \eta(y) \)) and \( \eta(\tilde{x}) \) (resp. \( \eta(\tilde{y}) \)) are close to each other. By symmetry of \( x \) and \( y \), we only show it for \( x \) and \( \tilde{x} \). Let \( t \in \mathbb{D} \) be a time such that \( u_x(t) = \tilde{x} \) and \( d_P(0, t) \leq 2d_P(x, \tilde{x}) \). By Lemma 4.3 and Proposition 4.2, we have

\[
|t| \leq d_P(0, t) \leq 2d_P(x, \tilde{x}) \leq C \frac{d_{L_\eta}(x, \tilde{x})}{d(x, E) \log d(x, E)} \leq Ck \frac{d(x, y)}{d(x, E)} \leq \frac{r_0}{2},
\]

if \( R \) is sufficiently large. Hence, \( x \) and \( \tilde{x} \) belong to the same Hermitian chart and by Lemma 4.11 \( \|u''_x\|_{g_M} \leq C \) on \([0, t]\). We have

\[
|\eta(x) - \eta(\tilde{x})| = \left\|u'_x(0)\|_{g_{M, x}} - \|u'_\tilde{x}(t)\|_{g_{M, \tilde{x}}}\right\|
\leq \frac{4}{4 - r_0^2} \left\|u'_x(0)\|_{g_{M, x}} - \|u'_\tilde{x}(t)\|_{g_{M, \tilde{x}}}\right\| + \frac{4A|t|^2}{4 - r_0^2}
\leq CAd(x, \tilde{x}) + \frac{4A|t|^2}{4 - r_0^2} + \left\|u'_x(0)\|_{g_{M, x}} - \|u'_\tilde{x}(t)\|_{g_{M, \tilde{x}}}\right\|
\leq Cn \frac{d(x, y)}{d(x, E)} + C^n \|u'_x(0) - u'_\tilde{x}(t)\| \leq Cn \frac{d(x, y)}{d(x, E)} + Cn C_6 |t| \leq C \frac{d(x, y)}{d(x, E)},
\]

where we used successively the Cauchy formula (see just after (4.3)), the Lipschitz spatial variation of \( g_M \), the equivalence of Hermitian metrics, (4.10), Lemma 4.3 and Lemma 4.11. It follows that if \( R \) is sufficiently large, \( |\eta(x) - \eta(\tilde{x})| \leq e^{-R} \). This, with the symmetric statement \( |\eta(y) - \eta(\tilde{y})| \leq e^{-R} \), together with (4.9), give us the result of Theorem 1.3.

We finish our paper with an example that illustrates our enhancement to Theorem 1.2. It is a foliation on \( \mathbb{P}^2 \) that satisfies the hypothesis of Theroem 1.3 but at least one of its singularities is non-linearizable. We leave the details of the easy computations to the reader.

**Example 4.12.** Consider in \( \mathbb{C}^2 \) the polynomial vector field

\[
X(z, w) = (2z + w^2 - z^3) \frac{\partial}{\partial z} + (w - z^2w) \frac{\partial}{\partial w}.
\]

The field \( X \) defines a singular holomorphic foliation by Riemann surfaces on \( \mathbb{C}^2 \) that extends to a foliation \( \mathcal{F} = (\mathbb{P}^2, \mathcal{L}, E) \) of degree 2 on \( \mathbb{P}^2 \). Computing the vector fields that define \( \mathcal{F} \) in the two other affine charts of \( \mathbb{P}^2 \), one can check that \( \mathcal{F} \) does not have any singularity on the line at the infinity. Moreover, solving \( X = 0 \), one gets that

\[
E = \left\{(0, 0); (\sqrt{2}, 0); (-\sqrt{2}, 0); (1, i); (1, -i); (-1, 1); (-1, -1)\right\}.
\]

Computing the Jacobian matrix of \( X \) in each of these singularities, one can check easily that every singularity of \( \mathcal{F} \) is non-degenerate. By the results of Glutsyuk [8] and Lins Neto [11], it follows that \( \mathcal{F} \) is a Brody hyperbolic foliation on \( \mathbb{P}^2 \) and Theorem 1.3 applies.

We claim that \( X \) is not linearizable near 0. In fact, \( X \) is essentially the most basic example of resonance (see [15] or [5] for more details about this phenomenon). In order to prove our claim, we blow up the origin and compare the forms of the liftings of \( X \) and
its linear part $X_\ell = 2z\frac{\partial}{\partial z} + w\frac{\partial}{\partial z}$. Consider one of the usual projections $\pi(t, w) = (tw, w)$ from the total space of the blowing-up to $\mathbb{C}^2$. On the one hand,

$$\pi^*X_\ell = t\frac{\partial}{\partial t} + w\frac{\partial}{\partial w};$$

and on the other hand,

$$\pi^*X = (t + w)\frac{\partial}{\partial t} + (w - tw^3)\frac{\partial}{\partial w}.$$ 

These two vector fields cannot define the same foliation. Indeed, their linear parts are not equivalent up to multiplication by $\lambda \in \mathbb{C}^*$. Hence the singularity of $\mathcal{F}$ at 0 is not linearizable.
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