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ABSTRACT
Given a dynamic graph subject to edge insertions and deletions, we show how to update an implicit representation of a proper vertex colouring, such that colours of vertices are computable upon query time. We give a deterministic algorithm that uses $O(\alpha^2)$ colours for a dynamic graph of arboricity $\alpha$, and a randomised algorithm that uses $O(\min(\alpha \log \alpha, \alpha \log \log n))$ colours in the oblivious adversary model. Our deterministic algorithm has update- and query times polynomial in $\alpha$ and $\log n$, and our randomised algorithm has amortised update- and query time that with high probability is polynomial in $\log n$ with no dependency on the arboricity.

Thus, we improve the number of colours exponentially compared to the state-of-the-art for implicit colouring, namely from $O(2^\alpha)$ colours, and we approach the theoretical lower bound of $\Omega(\alpha)$ for this arboricity-parameterised approach. Simultaneously, our randomised algorithm improves the update- and query time to run in time solely polynomial in $\log n$ with no dependency on $\alpha$. Our algorithms are fully adaptive to the current value of the dynamic arboricity at query or update time.
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1 INTRODUCTION AND RELATED WORK
In the vertex colouring problem we are asked to assign colours to the vertices of a graph in such a way that no neighbouring vertices are assigned the same colour. More precisely, we are given an undirected and unweighted $n$-vertex graph $G = (V,E)$, in which the vertices have distinct labels from some range polynomial in $n$; the goal is to assign to each vertex $v \in V$ a colour $C(v)$ from set $\{1, 2, \ldots, c\}$, in a way that does not assign the same colour to any pair of neighbours, i.e., $\forall u, v \in V, uv \in E \Rightarrow C(u) \neq C(v)$. The smallest number of colours one needs to vertex colour a graph $G$ is called the chromatic number of $G$. Vertex colouring is one of the basic graph problems that has been studied in one way or another for over 150 years.

Aside from being a fundamental and well-motivated graph problem, colouring also has ties to other important graph problems such as computing matchings and independent sets, in the sense that techniques for one of these problems not seldomly have implications for the others, especially in modern computing models such as distributed or dynamic algorithms.

Upper bounds on chromatic number: Given a graph of max degree $\Delta$, one can colour it with $\Delta + 1$ colours quite simply. Indeed, consider the vertices in an arbitrary order and assign to each vertex one of the free colours that were not assigned to the neighbours earlier in the ordering. In 1940, Brooks observed that the only graphs that need $\Delta + 1$ colours are cliques and odd cycles [16]. This hints to the fact that the maximum degree of a graph might not necessarily be a good parameter, when it comes to colourings. In particular, trees can be 2-coloured, but they can have arbitrarily high maximum degree. In this paper, we consider colourings that use palettes of size that depends on the arboricity of the input graph, to which we sometimes refer as arboricity dependent colourings.

In a natural language, the arboricity of a graph is the smallest number of forests one needs to use to cover all the edges of a graph. Note that arboricity $\alpha(G)$ is always. It is known, that graphs of arboricity $\alpha$ can be coloured with $2\alpha$ colours.

As such, arboricity seems to be slightly better parameter to consider than the maximum degree in the context of vertex colouring, as it captures the fact that sparse graphs can be coloured with few colours. Still, it is still not perfect, as there are graphs with low chromatic number and high arboricity (e.g., $\mathcal{K}_\alpha(n)$). However, in general, determining or even approximating the chromatic number of a graph is an NP-hard problem [37, 52], as opposed to determining the maximum degree or approximating the arboricity [12, 24, 25].

Vertex colouring in the LOCAL model: The LOCAL model of computation was first introduced by Linial in [41]. In this model, we focus mostly on graph problems where the input graph is viewed as a communication network, and the computation is performed by the vertices of the network in synchronous rounds. In each round, each
pair of neighbours in the network is allowed to exchange messages of unbounded size, and perform unbounded local computation. As such, any $R$-round LOCAL algorithm is essentially a function that maps the $R$-hop neighbourhood of a vertex to a label that is part of the collective output.

Vertex colouring is one of the central problems in the area of distributed computing, and it has been widely studied in this model of computation [1, 3, 6, 17, 27, 28, 41, 50].

**Dynamic graphs:** In this paper, we consider the vertex colouring problem of low arboricity graphs in the dynamic setting, in which graphs are subject to local changes in the form of edge-insertions and edge-deletions. In many practical applications, one is working with a sequence of slowly evolving data sets, rather than with a set of independent inputs. Thus, if even linear time algorithms are too slow to be feasible, we can yet devise algorithms that adapt to local changes faster than recomputing everything from scratch. Such algorithms are called *dynamic (graph) algorithms*.

In this paper, we consider a variant of dynamic graph algorithm that allows edge updates. That is, each update can either insert an edge into the graph or delete an edge from the graph. The input of a dynamic algorithm is a sequence of updates $u_1, u_2, \ldots$, and as a result, we require that the algorithm maintains some access to the output. This access can be given in multiple ways. The first way of providing access to the output is to maintain it explicitly. That is, the output to the problem is stored explicitly, and for each update $u_i$ the algorithm outputs a sequence of updates $o((i, 1)), o((i, 2)), \ldots$ to the output. The second way of providing output is via a query data structure. That is, after each update $u_i$, the algorithm may receive a sequence of queries, one by one, $q((i, 1)), q((i, 2)), \ldots$ for each of which it needs to provide an answer. The format of a query depends on the problem, and sometimes even for one problem one might consider several types of queries. E.g., for the $c$-colouring problem the most natural query consists of one vertex, and the answer to such a query is the colour from the maintained colouring, $\{1, 2, \ldots, c\}$. If multiple vertices are queried, the partial colouring returned must be extendable to a proper $c$-colouring of all vertices.

Similar *implicit* models are often necessary for dynamic graphs where the recourse after an update is higher than the desired update time. For example, when maintaining two-edge connectivity [33, 36, 51] or a planar embedding of a graph [34, 35, 45]; after just one update, the number of two-edge-connected components may change linearly, or linearly many vertices must change coordinates in the plane. In these cases, the state-of-the-art algorithms facilitate queries about relationships between vertices or rotational systems of edges, and an implicit representation of the structure facilitates such queries.

In the case of arboricity dependent vertex colouring, by the results of [2], we know that any explicit dynamic algorithm for $f(\alpha)$ colouring of a graph of arboricity $\alpha$, for any computable function $f$, needs $n^{O(1)}$ time to process a single update. Hence, the only way of obtaining poly($\log(n)$) time algorithms for a colouring that uses a number of colours that depends only on $\alpha$ is to consider implicit dynamic algorithms, which is what we do in this paper. We call an algorithm that maintains the output explicitly an *explicit dynamic algorithm*, and an algorithm that provides the access to the output via queries an *implicit dynamic algorithm*. For most problems, one can easily derive implicit algorithms from explicit algorithms, and designing implicit algorithms is usually slightly simpler.

When considering randomised dynamic algorithms, it is important to distinguish between the scenario in which the update and query sequences can be altered depending on the answer to earlier queries, and the scenario where the answer to previous queries does not change the next query asked. In the first setting, we say that the algorithm works against an *adaptive adversary*, whereas in the second scenario, we say that the adversary is *oblivious*. Clearly, any deterministic algorithm also holds against an adaptive adversary.

**The Simulation Framework:** The starting point of this paper is the observation that in order to determine an answer to a query in the implicit dynamic setting, one can simulate a Local Computation Algorithm [47]. While the complexity of the query-response of a dynamic algorithm might be larger than its LCA counterpart (as the analysis of an LCA algorithm does not include computation complexity), quite often the LCA algorithms are computationally simple, and the query complexity of an LCA algorithm is the deciding factor. One way of obtaining LCA algorithms is to simulate distributed algorithms [44]. The query resulting from a simulation of an $R$-round algorithm is just the size of the largest $R$-hop neighbourhood i.e. we obtain an LCA algorithm with $O(\Delta^2)$ probe (query) complexity, where $\Delta$ is the maximum degree of the input graph. However, as observed in [26], one can go one step further and design the distributed algorithm in a way, that makes the simulation less expensive. That is, one can design algorithms that make the outcome for a single vertex depend on some small subset of its $R$-hop neighbourhood, rather than whole $R$-hop neighbourhood. We will refer to size of this small subset as the *volume* of the distributed algorithm. The volume of distributed algorithms has been studied before in [46]. Provided that a LOCAL or LCA algorithm has both low volume and low time-complexity, we can use this simulation technique to obtain dynamic algorithms.

While we are not aware of any small volume algorithms that could be directly simulated, some of the papers on the subject present techniques that are useful here. The first relevant technique is a deterministic colour reduction technique [41], that can be also adapted to low arboricity graphs [4]. The second relevant technique is a randomised colour assignment - while it does not guarantee that we colour all the vertices, it allows us to obtain some partial colouring that is easily extendable to a proper full colouring (see e.g. [26]). Nevertheless, arboricity dependent colouring is a problem that in a distributed setting requires $\Omega(\log n)$ rounds, and that seems to have high volume (i.e., to our knowledge there are no results on the volume of arboricity dependent colouring, and there are also no reasons to believe it is significantly smaller than $\Delta^{O(\log n)}$). Hence, in order to follow a string of reductions somewhat similar to the one described above, we need to make some modifications.

One key observation is that some information is possible to maintain dynamically efficiently, even though that same information would require a large volume to compute in a distributed setting. In particular, we can maintain a *bounded out-orientation* i.e. an orientation of the edges of a graph such that each vertex has bounded out-degree in $O(\text{poly}(\alpha, \log n))$ time dynamically. Then, we may consider a distributed model of computation that has access to this orientation, which allows us to design algorithms with
drastically lower volume. Combined with other observations of a similar flavour and efficient sequential implementations of some subroutines, we arrive at two efficient implicit dynamic colouring algorithms matching the colouring guarantees of the best distributed algorithms for arboricity dependent colouring. Finally, we exploit additional symmetry breaking derived from the query sequence to provide an efficient implicit dynamic colouring algorithm that uses even fewer colours. We believe that some of the techniques developed to do so might be of independent interest to researchers studying dynamic as well as distributed models of computation.

1.1 Our Results

In this paper we propose three kinds of implicit algorithms for arboricity dependent colouring:

- deterministic \( O(\alpha^2) \) colouring algorithms with:
  - amortised \( O(\text{poly}(\log n)) \) update and query time, or
  - worst-case \( O(\text{poly}(\alpha, \log n)) \) update and query time,
- a randomised algorithm providing \( O(\alpha \log \alpha) \) colouring w.h.p. in
  - \( O(\text{poly} \log n) \) worst-case update and query time, against an oblivious adversary, or
  - \( O(\text{poly}(\alpha, \log n)) \) worst-case update and query time, against an adaptive adversary
- a randomised algorithm providing \( O(\min(\alpha \log \alpha, \alpha \log \log \log n)) \) colouring w.h.p. in \( O(\text{poly} \log n) \) amortised update and query time, against an oblivious adversary.

Our randomised algorithms hold under the oblivious adversary assumption, and their stated bounds on the running times hold with high probability.

Strengths: All of those results provide implicit colourings with the number of colours polynomial in \( \alpha \), which greatly improves over the current best algorithms for implicit colouring [20, 30] that need a number of colours that is exponential in \( \alpha \). Furthermore, the query- and update time complexities of our randomised algorithms do not depend on \( \alpha \), and are \( \text{polylog} \ n \), even if \( \alpha \) is large.

Thus, on one hand, in the small-arboricity realm, we provide an exponential improvement over state of the art. On the other hand, for arboricity \( \alpha = \Omega(\log^c n) \), we reduce the problem to subproblems of arboricity \( O(\log \log n) \), and this type of reduction does not translate directly into a distributed algorithm – in spite of that it has distributed algorithms as its main inspiration. Curiously, even if, hypothetically, the distributed graph would come equipped with an asymptotically optimal out-orientation, our techniques would not directly translate.

1.2 Overview of Techniques

We will mainly design implicit dynamic colouring algorithms with a polynomial (in \( \alpha \)) amount of colours and an update and query time in \( O(\text{poly}(\alpha, \log n)) \). This is motivated by two things: first of all the explicit lower bound from [2] seem to hint at the fact that it is the most difficult to design such algorithms for \( \alpha = O(\log n) \) which in itself is a rather large class of graphs containing for example planar graphs. Second of all, and perhaps more importantly, because we will give a (rather standard) randomised reduction from the general case to the case where \( \alpha = O(\log n) \). The idea is that a random partition of the vertices will form subgraphs of low arboricity with high probability. We may then apply the algorithms to these low-arboricity subgraphs. We describe this reduction in more detail in the full version [19]. In light of this reduction, we lose nothing from limiting ourselves to the regime \( \alpha = O(\log n) \). Hence, we will focus on these low arboricity graphs for the rest of the paper, and then derive corollaries using the randomised reductions.

As already hinted to in the introduction the starting point is the observation that we may simulate distributed algorithms to answer colouring queries, provided that the distributed algorithms have both low volume and low time-complexity. The first, fundamental observation is that in the dynamic setting, we can maintain some additional information that is difficult to compute in a distributed way – i.e. a form of dynamic advice. In particular, the distributed arboricity dependent colouring indeed requires \( \Omega(\log n) \) rounds [2], but given a \( d \) out-degree orientation, one can for instance compute an \( O(d^2) \) vertex colouring in \( O(\log^* n) \) rounds [4]. Hence, since the low out-degree orientation can be maintained in poly-logarithmic time, for the purpose of simulation, we may assume that the distributed algorithm starts with knowledge of such an orientation. This already reduces the volume of the algorithm from \( \Delta^{O(\log n)} \) to \( \Delta^{O(\log^* n)} \). This observation is a cornerstone in all of our algorithms.

For our deterministic algorithm, we give the distributed algorithm implicit access to a colouring with \( 2^{\Omega(\alpha)} \) colours. This allows us to adapt the algorithm by [4] and further reduce this round complexity to be constant, independent of \( \alpha \), resulting in low volume. The final step is then to show that we can implement all of the computational steps efficiently. To this end, we have to rely on explicit constructions in lieu of randomised existential proofs, which are normally sufficient for distributed algorithms. Luckily [22] provides an explicit construction that we can apply efficiently in a dynamic setting.

For the first randomised algorithm, we adapt the algorithm from [26], based on something similar to the graph shattering technique [7] which reduces the problem to many smaller subproblems. In the context of colourings, shattering typically works by running a simple colour-proposition experiment that leaves some vertices coloured and some vertices uncoloured. The idea is then that the uncoloured vertices form smaller subgraphs that corresponds to the smaller subproblems. In the distributed setting, it is enough that these smaller subproblems have low diameter, and hence allow for very efficient distributed algorithms. In case of dynamic graph algorithms, in order to solve problem on the smaller subproblem in some trivial way we require not only that they have low diameter, but also small volume. Hence, we have to consider directed shattering, and show that we get not only low diameter, but also low volume. Luckily, for our first randomised algorithm a fairly straight-forward modification of the argument from distributed setting also applies to shattering in our dynamic setting. As for the small shattered components left behind - we can use a simple sequential algorithm to handle them.

In the third and final algorithm, we go beyond this simulation with dynamic advice framework, and design a dynamic algorithm using fewer colours than what is obtainable by simulating known distributed algorithms (even if assuming advice in the form of edge-orientations). We arrive at this algorithm by addressing some
of the limitations of the simple randomised algorithm described above. Again, we want to use the shattering technique [7], and therefore we briefly describe the general idea behind it and some of the problems that arise when trying to go below $O(\alpha \log \alpha)$ colours, when $\alpha = o(\text{poly } n)$. In the original setting, the shattering technique tries to assign some labels to vertices at random; a label can be either good (a feasible output / something that allows the algorithm to progress) or bad. The shattering technique essentially relies on the observation that if there is a bounded probability of a particular label being bad, and the random outcomes of the vertices are loosely dependent (or independent), then the connected components induced by the vertices with bad labels are small, and can be handled in some naive way.

For our purpose, this technique cannot be applied directly, as we either have too high dependency between the outcomes, or too high probability of a label being bad. As such, we propose another approach, based on a random partition into graphs with low arboricity i.e. we want to construct an arb-defective colouring, as introduced and used in [3, 5, 23, 42, 43]. Given such an arb-defective colouring, we can further reduce the arboricity of the graphs we are trying to colour to the case where $\alpha = o(\text{poly } n)$. It is however not clear how to construct such an arb-defective colouring. The reason is that the following trade-off should be satisfied: suppose we wish to construct an arb-defective colouring that allows $g(\alpha)$ colouring conflicts while picking colours uniformly at random from a palette of size $h(\alpha)$. The colouring strategy has to satisfy two properties:

1. The probability that a specific vertex fails in receiving a colour should be at most $1/\alpha^2$ in order for standard shattering arguments to be directly applied.
2. At the same time $h(\alpha) g(\alpha) = o(\alpha \log \alpha)$ in order for the defective colouring to be useful.

This combination leads to the following problem: On one hand, in order to satisfy 1), we have to use palettes large enough so that the probability that $g(\alpha)$ neighbours pick the same colour becomes smaller than $1/\alpha$ i.e. in order to directly apply a Chernoff bound, it seems difficult to avoid either $g(\alpha) = \Omega(\log \alpha)$, or $h(\alpha)$ to be so large that the probability that a vertex avoids $\Omega(\alpha)$ colours is smaller than $1/\alpha$. Again, in order to apply Chernoff bounds in a standard way, we need $h(\alpha) = \Omega(\alpha \log \alpha)$ which contradicts 2).

On the other hand, consider the following graph (see Figure 1). The probability that all of the vertices in the set $S$ of size $g(\alpha)$ receives the same colours depends only on $\alpha$. So if $\alpha = O(1)$, and we consider many of such copies, then w.h.p. one will have $S$ be a monochromatic set.

Figure 1: The probability that all of the vertices in the set $S$ of size $g(\alpha)$ receives the same colours depends only on $\alpha$. So if $\alpha = O(1)$, and we consider many of such copies, then w.h.p. one will have $S$ be a monochromatic set.

1.3 Further Related Work

Dynamic Graph Algorithms: Graph colouring being NP-hard in general, we only have hope for polylogarithmic update-time dynamic algorithms in restricted cases for which a (near-) linear time algorithm is known. Such restricted graph classes include graphs of bounded max degree, interval graphs, planar graphs, minor-free graph classes, forests, and graphs of bounded arboricity.

While forests are straightforward to vertex-colour in the static setting, they surprisingly do not admit fast explicit dynamic recolouring algorithms [2]. As the authors of [30] also point out, [2] shows that one cannot hope for an algorithm that maintains an $f(\alpha)$ colouring explicitly, for any function $f$ parameterised only by the arboricity; there must be some dependency on $n$. This is the main reason to study the implicit colouring problem, in which we need to report a colour only as an answer to a query. In [30] the authors provide an implicit dynamic $2^{O(\alpha)}$-colouring algorithm with polylogarithmic update time, surpassing the lower bound for explicit algorithms. For explicit colouring, Solomon and Wein [49] give an algorithm for $\tilde{O}(C/\beta \cdot \log^2 n)$ colouring with $O(\beta)$ recource, and for $O(\alpha \log^2 n)$ colouring in amortised constant time. Note that this algorithm does not adapt to the current value of $\alpha$. The best known bounds for the current value of $\alpha$ is given in [30], where it is shown how to maintain an $O(\alpha \log n)$ colouring explicitly with an expected amortised update time of $O(\log^2 n)$.

For graphs of bounded maximum degree, there has been rapid improvement during the past years [10, 11, 31, 32], and currently there exist randomised dynamic algorithms with an update time that is constant with high probability [11]. Another class of easily colourable graphs is interval graphs, for which colouring is
For the dynamic bounded out-degree orientation problem, Brodal and Fagerberg achieve an $O(\sigma_{\text{max}})$ out-orientation in $O(\sigma_{\text{max}} + \log n)$ (amortised) update time [15]. Henzinger, Neumann, and Wiese [30] give a different $O(\sigma_{\text{max}})$ out-orientation algorithm with $O(\log^3 n \log \alpha)$ worst-case update time. Other trade-offs include: $O(\sigma_{\text{max}} \log n)$ out-edges in constant amortised update time [40], $O(\sigma_{\text{max}} + \log n)$ out-edges in $O(\log n)$ worst-case update time [9], and $(1 + \epsilon)\alpha + 2$ out-edges in $O(\log^3 n \alpha^2 / \epsilon^\epsilon)$ worst-case update time [20]. See also [8, 29, 39].

2 PRELIMINARIES

Here, we state well-known results on maintaining out-orientations on dynamic graphs. The first result states that we can maintain an acyclic out-orientation with low out-degree:

**Theorem 2.1 ([20]).** Let $G$ be a dynamic graph on $n$ vertices undergoing insertions and deletions such that the arboricity of $G$ never exceeds some maximum $\sigma_{\text{max}}$. Then there exists an algorithm maintaining an acyclic $2(\sigma_{\text{max}} + 1)$ out-orientation of $G$ with an amortised update time of $O(\sigma_{\text{max}} \log n)$.

Note that even if we do not know an upper bound the arboricity $\sigma_{\text{max}}$, as explained in [20] we can use the ideas of [48] in order to maintain $O(\log n)$ copies of the graph – each with different upper bounds on the arboricity – as well as a pointer to a copy with an upper bound close to the actual arboricity of the graph in poly-logarithmic update time.

The above data structure [20] maintains a list of out-neighbours for each vertex, and supports access to the $k$ out-neighbours in $O(k)$ time.

However, if one is only interested in constant factor approximations of the arboricity, more recent work gives improved running times.

**Theorem 2.2 ([18]).** Let $G$ be a dynamic graph on $n$ vertices undergoing edge insertions and deletions. Then there exists an algorithm that:

- Explicitly maintains a $(1 + \epsilon)$-approximation to the fractional pseudo-arboricity, and thus, a constant-factor approximation to the arboricity
- Explicitly maintains an out-orientation with $O(\alpha)$ out-edges,

Its worst-case update time is $O(\log^3 n \log \alpha)$, where $\alpha$ is the arboricity at the update time.

**Corollary 2.3 ([18, 30]).** Let $G$ be a dynamic graph on $n$ vertices undergoing insertions and deletions. Then there exists an algorithm that maintains an implicit $2^O(\alpha)$ colouring with worst-case update time in $O(\log^3 n \log \alpha)$ and query time $O(\alpha \log n)$.

Finally, the following theorem shows how to efficiently maintain an implicit vertex colouring:

**Theorem 2.4 ([30]).** Let $G$ be a dynamic graph on $n$ vertices undergoing insertions and deletions, and let $\alpha$ be the arboricity of the graph. Then there exists an algorithm that maintains an implicit $2^O(\alpha)$ colouring with amortised update time in $O(\log^3 n)$ and query time $O(\alpha \log n)$.

2.1 Tools for Randomised Algorithms

As mentioned earlier, in Sections 4 and 5 we mostly focus on graphs with arboricity $O(\log n)$. The reason for that is that we can use a dynamic arboricity approximation together with random partition of the vertices to reduce the general case to the case with arboricity $O(\log n)$. Overall, the reduction only increases the number of colours by a constant factor.

**Lemma 2.5.** Assume that there exists an algorithm $A$ that maintains a $f(\sigma_{\text{max}})$ colouring of the graph in $U_A(\sigma_{\text{max}} \log n)$ update and $Q_A(\sigma_{\text{max}} \log n)$ query time, where $\sigma_{\text{max}}$ is a known upper bound on the arboricity of the dynamic graph. Then, there exists a randomised algorithm $A'$ that maintains a colouring with $(1 + \epsilon)f(\log n)$ colours, in $U_A(\alpha, \log n)$ amortised update time w.h.p. and $Q_A(\log n, \log n)$ query time, where $\alpha$ is the current arboricity of the graph.

This reduction is a fairly simple application of known techniques, hence we defer a proof of Lemma 2.5 to the full version [19].

Furthermore, both our randomised algorithms rely on the graph shattering technique, which was first used in the context of distributed algorithms in [7]. Roughly speaking, algorithms based on this technique try to find some partial and extendable solution to a particular problem in a way that guarantees that the graph induced by vertices that are not covered by the partial solution consists of low diameter connected components of small volume. We present a more formal statement in Lemma 2.6.

**Lemma 2.6.** [7] Consider an $n$-vertex directed graph $G$ with maximum out degree $\Delta$. Let $S$ be a set of randomly chosen vertices, to which we include each vertex independently with probability $p \leq \frac{1}{\Delta^2}$. Let $R(v)$ be the set of vertices reachable from $v$ in the subgraph of $G$ graph induced by $S$. Then, $|R(v)| \leq (\epsilon + 1) \log_A n$, for all $v \in G$, with probability at least $1 - n^{-\epsilon}$.

While the technique was introduced in [7], the authors never state in a general way, and they simply give several more tailored proofs for particular problems, following the same approach. In particular, the original version focuses on undirected graphs. For the sake of algorithm from Theorem 4.1, we adapt the original technique to directed graphs, as seen in the statement of Lemma 2.6. Then we address a few additional technical problems that arise in the analysis of a better algorithm, which is discussed in Section 5.2. We include the proof of Lemma 2.6 following the general approach from [7] in the full version of our paper [19].

One can rarely use this general statement, even in the case of undirected graphs (in which $\Delta$ is maximum degree, instead of maximum out degree), in a black box manner. The reason is that in most cases, the events of including vertices in $S$ were not independent. Still, sometimes the case is that the outcome for any particular $v$...
depends on some random decisions made only in its $k$-hop neighbourhood. Then, any two outcomes for vertices at distance at least $2k + 1$ are independent. Hence, one could build a graph $G^{2k+1}$ that connects vertices at distance at most $2k + 1$ and use the general shattering statement. Then, the volume in the original graph is at most $\Delta^{2k+1}$ times larger than a connected component in $G^{2k+1}$.

2.2 Further notation
For any vertex $v$ in an oriented graph, we let $N^+(v)$ denote its out-neighbourhood, and symmetrically $N^-(v)$ its in-neighbourhood. Here, an oriented graph is an undirected graph with an orientation enforced upon its edges, not to be confused with a directed graph (i.e. the input graph is undirected, and the orientation of edges might be adjusted by the algorithm after processing some updates). Given a subset $V' \subseteq V$ of the vertices, we use $G[V']$ to denote the subgraph induced by the vertices of $V'$. For any subgraph $H$ of $G$, let $d_H(v)$ denote the degree of $v$ in the subgraph $H$. Similarly, $d^+_H(v)$ and $d^-_H(v)$ are its out- and in-degree in the subgraph $H$.

Recall that a graph has degeneracy $d$ if every subgraph has a vertex of degree at most $d$, i.e. it is possible to recursively delete (or, ‘peel off’.) a vertex of degree at most $d$ until the empty vertex set remains. Such a recursive deletion order is called a degeneracy order, and its reverse immediately leads to a $d + 1$ colouring which we call a degeneracy colouring. Note that neither the degeneracy ordering nor the degeneracy colouring is necessarily unique.

3 Deterministic $O(\alpha^2)$ colouring
In this section, we present our deterministic algorithm for $O(\alpha^2)$ vertex colouring.

Theorem 3.1. There exists a deterministic dynamic algorithm that for graph of arboricity $\alpha$ maintains an implicit $O(\alpha^2)$ vertex colouring, with $O(\log \alpha \log^3 n)$ worst-case update time and $O(\alpha^2 + \alpha^3 \log n)$ query time.

As previously discussed the idea is to answer a colour query by simulating a distributed algorithm – more specifically the one presented in [4]. We show this theorem in the following section, but first let us take a look at its implications in Corollary 3.2, which says that we can ‘switch’ to an explicit algorithm with a different trade-off when $\alpha$ exceeds $\log n$ in order to get both an update time and a query time independent of $\alpha$. We defer the proof of the corollary to the full version [19].

Corollary 3.2. There exists a deterministic algorithm that maintains an adaptive implicit $O(\alpha^2)$ colouring, with $O(\log^4 n)$ amortised update time, and $O(\log^{10} n)$ query time.

Simulating the distributed algorithm efficiently: As discussed in Section 1 p.2, we cannot rely on a straightforward simulation in order to get our implicit colouring algorithm. Here we briefly discuss how we address the bottlenecks to obtain an algorithm with update and query complexity $\text{poly}(\alpha, \log n)$, before we describe the algorithm in more details.

The first, fundamental observation we have seen before: namely that in the dynamic setting, we can maintain some additional information or advice that is difficult to compute in a distributed way. In particular, the arboricity dependent colouring indeed requires $O(\log n)$ rounds [2], but given a $d$ out-degree orientation, we can compute $O(d^2)$ vertex colouring in $O(\log^4 n)$ rounds [4]. Hence, since the low out-degree orientation can be maintained in polylogarithmic time, for the purpose of simulation we may assume that the distributed algorithm is given such an orientation as advice. This already reduces the volume of the algorithm from $\Delta^{\Omega(\log n)}$ to $\Delta^{\Omega(\log^4 n)}$.

The next observation that further reduces the volume is that given the $d$ out-degree orientation of the edges, the output of a vertex $v$ actually depends only on the topology of the graph induced by the vertices reachable from $v$ via paths of $O(\log^5 n)$ directed edges. This observation reduces the volume further down, to $d^{O(\log^4 n)}$.

The final observation uses the fact that if we are given the $d$ out-degree orientation as advice, and vertices have initial colours from the range $[1, \ldots, \text{poly}(\alpha)]$, the algorithm from [4] needs only $O(\log^4 c)$ rounds to find an $O(d^2)$ colouring. In particular, this algorithm consists of two (almost identical) $O(1)$ round building blocks, the first reducing the size of the palette from $\text{poly}(\alpha)$ to $O(d^2 \log c)$, the second - from $O(d^2)$ to $O(d^3)$.

By Theorem 2.4 we know that we can efficiently maintain a $2^{O(\alpha)}$ colouring, hence we can assume that the distributed algorithm also receives such a colouring as advice. That is, the distributed algorithm we want to simulate gets both an $O(\alpha)$ out-degree orientation and a $2^{O(\alpha)}$ colouring as advice. We use one round of the distributed algorithm to reduce the palette size to $O(\alpha^4)$, and then another round to reduce it further down to $O(\alpha^2)$.

Note that in our case, we reduce the number of colours from $O(\alpha^2)$ to $O(\alpha^2)$ rather than from $O(\alpha^2)$ to $O(\alpha^2)$ - the technique is the same; later, we explain that using it one can obtain a one round reduction from $\text{poly}(\alpha)$ to $O(\alpha^2)$.

Overall, the volume needed to determine the output corresponds to all vertices reachable over directed paths of length 2, and so the volume is $O(\alpha^2)$, i.e. small. However, we still need to show that the time complexity is small, which requires us to describe the algorithm in more detail and explain how to implement it in a sequential fashion. We do this below.

The details of the algorithm: First we recall the how the distributed algorithm works: the general idea behind the distributed algorithms in [4, 41] is to use $r$-cover-free families of sets. Here, a family of sets $\mathcal{A}$ is said to be $r$-cover-free if for all choices of $r + 1$ sets $A_1, \ldots, A_{r+1} \in \mathcal{A}$ ($A_{r+1} \neq A_i$ for $1 \leq i \leq r$), it holds that $A_{r+1}$ is not contained in the union of the sets $A_1, \ldots, A_r$. The idea is that if one can find an $r$-cover-free family of size at least $k$, where every set is a subset of a set of size $O(\alpha^2 f(k))$ for some function $f$, then one can reduce the number of colours from $k$ to $O(\alpha^2 f(k))$ by assigning each colour-class a unique set from $\mathcal{A}$, and then assigning every vertex a colour from this set not present in the set of any of the at most $d$ out-neighbours’ set. This is always possible if $r \geq d$, since then, by construction, the neighbours’ sets are certain to never cover the set of the vertex. Indeed, since we begin from a proper colouring no neighbours receive the same set, and since the family of sets is $r$-cover free, a vertex can always find an element of its set not present in the set of any of its $d$ out-neighbours. This element then represents its colour. Since one has at most $O(\alpha^2 f(k))$ such elements one in fact has a proper $O(\alpha^2 f(k))$ colouring, as
no two neighbouring vertices receive the same colour. The orientation decides which vertex is ‘responsible’ for ensuring that no colour-conflict occurs. Continuing like this eventually yields a coloring with few colours. It was shown in [22, 41] that one can find such an \( r \)-cover-free family with \( f(k) = \log k \). This construction is probabilistic, however, as pointed out in [41] one can use a construction based on polynomials [22] to explicitly construct an \( r \)-cover-free family with \( f(k) = \log^2 k \). As noted in both [4, 41] this construction can be improved to \( f(k) = c \) when \( k = O(a^\alpha \log^3 a) \).

In order to explicitly describe and analyze the time complexity of our algorithm, we state these constructions explicitly below.

**Lemma 3.3.** (22, 41)] For any prime \( q \) and any \( \ell \) satisfying \( r \cdot \ell < q \), there exists an \( r \)-cover-free family \( \mathcal{A} \) of size \( q^{\ell+1} \) such that every set in \( \mathcal{A} \) is a subset of a set of size \( q^\ell \). Furthermore, there exists an injection \( g : [q^{\ell+1}] \to \mathcal{A} \), such that given \( x \in [q^{\ell+1}] \) one can compute \( g(x) \) deterministically in \( O(\ell) \) time, and given \( r \) sets \( A_1, \ldots, A_r \), we can determine an element of \( \mathcal{A} \) not covered by all other sets in \( O((r+1) \cdot q \cdot (\ell + 1)) \) time.

In particular, for any \( \alpha \geq k \leq 2^{O(\alpha)} \) and any \( r \geq \alpha \), we can construct an \( r \)-cover-free family of size \( \log^\alpha k \) such that every set in the family is a subset of a set of size \( O(r^2 \cdot \log^2 k) \).

Proof. In our algorithm, we use the construction based on polynomials, from [22, Example 3.2]. For the sake of completeness, we briefly recall this construction here.

The general idea is to use the fact that two different polynomials of degree \( \ell \) can intersect in at most \( \ell \) points. Hence, one way of constructing an \( r \)-cover free family is to consider a family of polynomials of degree at most \( \ell \) on \( \mathbb{Z}_q \), where \( \ell, q \) are chosen such that the following inequalities hold:

- \( r \cdot \ell < q \), to guarantee that each polynomial \( P \) is defined on enough points for the set \( \{ i, P(i) \mid i \in \mathbb{Z}_q \} \) to not be covered by the union of such set for \( r \) other polynomials, no matter how they are chosen.
- For the particular statement, we also need \( q^{\ell+1} \geq k \), so that every colour from \( [k] \) can be mapped via \( g \) to precisely one polynomial.

We note that for the particular statement both of these inequalities are sure to hold if we just pick \( \ell = O(\alpha) \), and \( q \) to be the smallest prime satisfying \( r \cdot \ell < q \). Note that this implies that \( q = O(\ell r) \). Now the sets for our \( r \)-cover-free family are defined as the graphs of all polynomials on \( \mathbb{Z}_q \) with degree at most \( \ell \). That is given polynomial \( P \), the corresponding set is \( \{ i, P(i) \mid i \in \mathbb{Z}_q \} \). It can be checked that each set is \( r \)-cover-free since any other polynomial covers at most \( \ell \) such points, and by construction \( r \cdot \ell < q \). Observe that the total number of colours after the reduction is \( q^\ell \).

The time complexity of evaluating \( g \) is \( O(\ell) \), as we can consider all polynomials \( d \) in lexigraphical order (defined by the coefficients), and map the number \( i \) to the \( i \)th polynomial in the lexigraphical ordering (which can be done in \( O(\ell) \) time).

Given a polynomial \( P \), and \( r \) other polynomials \( P_1, P_2, \ldots, P_r \), we determine an uncovered element \( x \) by naively evaluating all the polynomials on all arguments from \( \mathbb{Z}_q \). The time complexity of such a naive approach is \( O((r+1) \cdot q \cdot (\ell + 1)) \) which is in \( O((\ell r)^2) \) in the particular statement.

Note that if \( k = O(a^4) \) and \( r = O(a) \), then we may pick \( q = \Theta(a) \) and \( \ell = 4 \) in order to reduce the number of colours to \( O(a^2) \).

The algorithm is now simple to describe: when a vertex is queried it has to first determine its colour after the first colour reduction step. To do so, it determines its colour using the implicit colouring algorithm, maps it to a polynomial, asks its out-neighbours to do the same, and finally it picks a free colour as described above. To do the next and final colour reduction step, it does the same, but it maps the reduced colour of itself and its neighbours to a new polynomial and picks a new colour as before. See Algorithm 1 for pseudo-code. For our purpose, we only need two iterations, hence we invoke it with \( j = 2 \).

**Algorithm 1: Deterministic Colouring**

1. reduce colour \((v, j)\):
2. if \( j = 0 \):
3. return implicit colour of \( v \).
4. else:
5. for \( w \in N^+(v) \):
6. set \( k_w = \text{reduce colour}(w, j-1) \)
7. set \( A_w \) to be the \( k_w \)th set from \( A_j \)
8. return free colour from \( A_v \setminus \bigcup_{w \in N^+(v)-\{v\}} A_w \).

**Analysis:** We begin by analysing the time-complexity of performing a query.

**Lemma 3.4.** The query-algorithm has a worst-case time complexity of \( O(a^2 \log a) \).

Proof. The colour reduction begins from a \( 2^{O(\alpha)} \) colouring, and the \( O(\alpha) \) out-degree orientation is known up front. We set \( \ell = \log_2 2^{O(\alpha)} = O(\alpha) \) and \( r' = \Theta(\alpha) \). By Lemma 3.3, we can therefore, assuming we know the \( 2^{O(\alpha)} \) colouring, perform the first colour reduction for a vertex in time \( O(a^2) \). In order to do the second colour reduction, we need to perform such a reduction for the \( O(\alpha) \) out-neighbours of the queried vertex. Hence the total time spent performing the first colour reduction is \( O(a^2) \). For the second colour reduction, as also noted above, we pick a sufficiently large \( q \in O(\alpha) \) and \( \ell = 4 \), which yields an \( O(a^2) \) colouring. By Lemma 3.3 the time complexity of this reduction is only \( O(\alpha) \) per vertex, and we only need to perform it for the queried vertex. Thus the overall time per query for performing these reductions is \( O(a^2) \).

Note, however, that above we assumed that we initially knew the \( 2^{O(\alpha)} \) colouring and the out-orientation. Accessing this advice from the data structures that maintain it is \( O(\alpha \log n) \) resp. \( O(\alpha) \) per vertex. Since we only need this information for \( O(a^2) \) vertices, the necessary advice can be fetched in \( O(a^3 \log n) \) time per query.

Now Theorem 3.1 easily follows, and so we defer the remaining details to the full version [19].

4 RANDOMISED \( O(\alpha \log \alpha) \) COLOURING

In this section, we present an algorithm that maintains an implicit \( O(\alpha \log \alpha) \) vertex colouring of a graph with arboricity \( \leq \alpha \). The
Theorem 4.1. There exists a randomised dynamic 5-algorithm that for graph of arboricity \( \alpha \) maintains an implicit \( O(\alpha \log \alpha) \) vertex colouring with \( O(\log(\alpha) \cdot \log^3(n)) \) worst-case update time and \( O(\alpha^2 \cdot \log n) \) query time with high probability.

**Description of the Algorithm:** Once again, we provide a \( d \in O(\alpha) \) out-degree orientation as dynamic advice. Given that orientation, the algorithm tries to shatter the graph by performing a simple random colour-picking experiment at every vertex. Finally, it colours the the components induced by the failed experiments in a sequential manner. The experiment is as follows: a vertex picks \( 4 \log d \) colours – each colour is picked u.a.r. from disjoint palettes of size \( 8d \log d \). The experiment at a vertex \( v \) is a success if it picks a colour \( \kappa \) such that no out-neighbour of \( v \) also picked \( \kappa \). If this is the case, \( v \) colours itself with \( \kappa \) – and returns this colour as a response to a query. Otherwise, the experiment fails and \( v \) is uncoloured. Then \( v \) determines all failed colour experiments reachable from \( v \) through directed paths only going through vertices with failed experiments. In other words, \( v \) determines everything it can reach in the graph \( G_{\text{exc}} \) induced by all vertices with failed colour experiments. Now, the algorithm colours this subgraph with a separate palette in a sequential fashion: since \( G_{\text{exc}} \) has arboricity \( \alpha \), it is \( 2\alpha \) degenerate. In particular, we may pick a degeneracy ordering of \( G_{\text{exc}} \) and colour the vertices of the subgraph according to this ordering. Note that every vertex picks a free colour not present at any out-neighbour in the original graph or any vertex before it in the ordering. See the Algorithms 2, 3 and 4 for pseudo-code outlining the approach.

Algorithm 4: ColourResidual \( (v) \)

**Input:** \( v \) ← a vertex to be coloured

1. \( S \leftarrow \) palette of colours of size \( 3d + 1 \) reserved for \( G_{\text{exc}} \)
2. \( R(v) \leftarrow \emptyset \)
3. \( Q \leftarrow \emptyset \)
4. while (\( Q \) is not empty) do
5. \( u \leftarrow Q \cdot \text{pop}() \)
6. \( s(w) \leftarrow \text{Colour}(w) \)
7. if \( s(w) = \emptyset \) then
8. \( Q \leftarrow \{ w \} \)
10. Compute a degeneracy ordering \( x_1, x_2, \ldots, x_k \) of \( G[R(v)] \)
11. for \( i = k \) to 1 do
12. \( \kappa(x_i) \leftarrow \text{arbitrary colour from} \)
13. \( S \setminus \bigcup_{y \in N^+(x_i)} \kappa(y) 
14. + \bigcup_{j > i} \kappa(x_j) \bigcup \)

Algorithm 2: Colour\( (v) \)

1. ProposeColour\( (v) \)
2. if \( \kappa(v) = \emptyset \) then
3. ColourResidual \( (v) \)

Algorithm 3: ProposeColour\( (v) \)

1. if \( \kappa(v) = \emptyset \) then
2. for all \( u \in N^+(v) \cup \{ v \} \) do
3. if \( u \) has not already proposed colours
4. \( C_u \leftarrow 4 \log d \) colours chosen uniformly at random from \( [8d \log d] \)
5. if \( \exists \kappa \in C_v \setminus \bigcup_{u \in N^+(v)} C_u \) then
6. \( \kappa(v) \leftarrow c \)
7. return \( \kappa(v) \)

Analysis: Let us first consider the palette size needed: clearly the colouring experiment uses \( O(d \log d) \) colours. By Lemma 4.2 below, we can colour all of the shattered components using \( O(d) \) colours. This results in a total of \( O(d \log d) \) colours being used. Furthermore, by Lemma 4.2 the colouring is also proper.

Lemma 4.2. Any subgraph \( G_{\text{exc}} \), constructed as above, of a shattered component can be coloured with the same palette \( S \) of \( 3d + 1 \) colours without introducing colour collisions in \( G \). Furthermore, the time spent colouring such a subgraph is proportional to \( |G_{\text{exc}}| \cdot d \).

Proof. In order to prove Lemma 4.2, we rely on two properties. First, there are no vertices in \( G \) that are coloured with a colour from \( S \) and point to \( G_{\text{exc}} \). The reason is that we colour everything in front of a vertex reachable via directed paths through vertices where the experiment failed. Hence we reach a contradiction, if some vertex that received a colour from \( S \) was pointing to an uncoloured vertex.

The second property is that we are given a \( d \) out-degree orientation of \( G_{\text{exc}} \), which also means that the graph has degeneracy at most \( 2d \) and hence it contains a \( 2d \) acyclic out-orientation that can be computed e.g. by a greedy algorithm. Finally, we may colour each vertex according to a degeneracy order imposed by the acyclic out-orientation. When a vertex is coloured it has at most \( 2d \) neighbours in front of it in the degeneracy ordering (or topological ordering) and at most \( d \) out-neighbours from the original out-orientation. Hence, it may pick a colour that neither of these vertices picked, and so we get no colour collisions.

Finally, we may compute both the acyclic out-orientation as well as the greedy colouring in time proportional to its size times \( d \), as we may have to consider out-neighbours not included in \( G_{\text{exc}} \). □

In order to analyse the query complexity, we note that it is straightforward to analyse the time spent performing the colouring experiments. It is also clear that we may determine and eventually colour \( G_{\text{exc}} \) in time \( O(|G_{\text{exc}}| \cdot d) \). It is however not immediately clear how large \( G_{\text{exc}} \) can be. We can however upper bound this size by combining arguments from [26] with Lemma 2.6.
LEMMA 4.3. Let \( G_{\text{exc}} \) be as above i.e. it is the subgraph induced by all vertices with failed colour experiments over directed path beginning from some vertex \( v \). Then with probability \( 1 - n^{-c} \), we have \( |G_{\text{exc}}| \leq (c+1) \log_d n \).

Proof. The first relevant property is that no matter the random choices of other vertices, a fixed vertex \( v \) ends up in \( G_{\text{exc}} \) with probability at most \( \frac{1}{d^\alpha} \). This follows from the observation that no matter what the choices of all out-neighbours half of the colours remain free. Hence, any colour picked uniformly at random does not collide with the colours proposed by the out-neighbours w.p. at least \( \frac{1}{2} \). Given that a fixed vertex chooses \( 4 \log d \) colours, the probability that all of them collide is at most \( \left( \frac{1}{2} \right)^{4 \log d} \leq 1/d^4 \).

Let us consider random variables indicating whether particular vertices are included in \( G_{\text{exc}} \). By the discussion above, they can be stochastically dominated by independent random variables that are equal to one with probability \( 1/d^4 \). Hence, we may now apply Lemma 2.6 to see that \( G_{\text{exc}} \) has size \( \Omega(\log_d n) \) with high probability. \( \square \)

In the full version [19], we combine the above arguments to analyse the time complexity of a query.

LEMMA 4.4. The algorithm answers a query in \( O(d^2 \log n) \) time with high probability.

Finally Theorem 4.1 follows by the above discussions by specifying the out-orientation algorithm. Choosing the one from Theorem 2.3 yields the theorem.

5 A BETTER RANDOMISED COLOURING

In this section, we present a dynamic algorithm that provides a colouring with palette of colours that might depend on \( n \) (or alternatively, requires a lower bound on the value of \( \alpha \) to be at least some function of \( n \)). By combining the reduction to \( O(\log n) \) arboricity graphs from Lemma 2.5 with Theorem 4.1 one can obtain an algorithm that provides colouring with \( O(\log \log n) \) colours.

Here, we show that it is possible to go slightly beyond this simple composition, and provide an algorithm that colours the vertices with \( O(\log \log n) \) colours. Together with the algorithm from Theorem 4.1 it gives a dynamic algorithm that for a dynamic graph whose arboricity presently is \( \alpha \), provides an implicit colouring with \( \alpha \) colours from a palette of size \( O(\min(\alpha \log \alpha, \alpha \log \log n)) \).

THEOREM 5.1. Let \( G \) be a dynamic \( n \)-vertex graph undergoing edge insertions and deletions. There exists an algorithm that maintains an implicit \( O(\min(\alpha \log \alpha, \alpha \log \log n)) \) vertex colouring, with update time \( O(\log^4 n) \) and query time \( O(\log^3 n) \), where \( \alpha \) denotes the current arboricity of \( G \).

Note that this algorithm improves the state of the art for all ranges of \( \alpha \). In particular in the regime where \( \alpha \) is small, we obtain exponential improvements. In the regime where \( \alpha = \log \log n \), we obtain polynomial improvements and in the regime where \( \alpha \) is large, we improve from \( O(\log n) \) colours to \( O(\alpha \log \log n) \) which is the worst asymptotical improvement, we achieve.

In the remainder of this section, we firstly introduce the algorithm that provides colouring with \( O(\alpha \log \log n) \) colours, and then we discuss ranges of parameter \( \alpha \) in which it improves upon Theorem 4.1.

Algorithm outline: Similarly to the algorithm using \( O(\alpha \log \alpha) \) colours described in Section 4, we rely on a randomised reduction to graphs with arboricity \( O(\log n) \) stated in Lemma 2.5. Thanks to this reduction, it is sufficient to provide an algorithm with update and query complexity \( O(\alpha, \log n) \) in order to obtain an algorithm with \( O(\log n) \) update and query complexity. Also, it allows us to focus on graphs with arboricity \( O(\log n) \).

The key technical contribution presented in this section is an algorithm based on a different random partitioning which allows us to further reduce the problem to one where the arboricity is at most \( O(\log^2 \log n) \).

To accomplish this, we follow the structure from Section 4 – we maintain an \( O(\alpha) \) out degree orientation, and use it to design an algorithm with bounded volume. The small difference is that here, we rely on an acyclic orientation. To that end, we can use Theorem 2.1. As already mentioned at the end of Section 4, an approach that tries to colour the vertices at random and colours them only when there is no collision with the out-neighbours cannot be used as it is, in order to get down to significantly below \( \alpha \log \alpha \) colours.

Here, we propose an approach that uses arb-defective colourings, that is, an algorithm that colours the vertices in a way that allows for a vertex to have a few colour collisions with its out-neighbours. The general idea is that as long as for each \( v \) coloured with \( s(v) \), the set of out-neighbours of \( v \) contains only a few vertices coloured with \( s(v) \), we can think about such colouring as a partition into several vertex disjoint problems of lower arboricity. Then, we can colour those lower arboricity problems using the simple algorithm with \( O(\alpha \log \alpha) \) colours.

Unfortunately, our algorithm relies on random partition technique that cannot guarantee that all vertices have sufficiently few out-neighbours with colliding colour. We say that a vertex that has too many out-neighbours with colliding colour is conflicting. Similarly as in Section 4, we colour a conflicting vertex \( v \) with a colour from a separate palette, by considering all conflicting vertices that are reachable from \( v \). In order to obtain an efficient algorithm, we need to provide a partition scheme that provides both small probability of being conflicted, and a bound on the degree of dependency graph. We are able to limit the probability of a vertex being conflicted by sampling colours from the range \( O(\alpha/\log^2 \alpha) \), and by allowing a sufficiently large number of collisions with the out-neighbours. Then, in order to obtain the desired upper bound on the volume of the query algorithm, we also use symmetry breaking that follows from the order of queries to the vertices.

5.1 Description of the algorithm

As hinted to earlier, the idea is to partition the graph into subgraphs with much lower arboricity i.e. we wish to compute an arb-defective colouring. Given a graph with a \( d \)-bounded out degree orientation, the algorithm computes a random partition of the vertices into \( O(d/\log^2 d) \) vertex disjoint graphs each with arboricity bounded by \( O(\log^2 d) \) provided that \( d = \Omega(\log \log n) \). By applying the simple algorithm from Section 4, on the subgraphs obtained from this reduction, we then arrive at our final algorithm.
In order to decompose into these random subgraphs, we have to exclude some vertices from receiving a colour i.e. from joining a subgraph. Namely, some vertices might have too many neighbours in the subgraph, they proposed to join. Thus to ensure that the subgraphs have low arboricity, we have to exclude them from joining their proposed subgraph.

The excluded vertices will form shattered into components, that we shall later show are small. This allows us to colour these vertices differently with a separate palette. To colour a specific excluded vertex, we determine the relevant part of its excluded component, and colour these in a greedy way similarly to what we did in Section 4.

Random partition: To construct the random partition, we, similarly to Section 4, make vertices propose colours. The hope is for a vertex to have a few colour collisions with its out-neighbours. As elaborated on earlier, it seems unlikely that a simple proposition scheme a kin to that from Section 4 will work. To overcome this, we take the order in which vertices propose colours into account. Intuitively, it should be easier to propose a colour with few collisions, if we already know the colour of some of the neighbouring vertices. And this is exactly what we will do. Hence in order to make further discussion more concise, we define three types of vertices:

- **clear** vertices that are not coloured yet, and did not propose a colour,
- **prompted** vertices that already proposed a colour, but did not determine if they join a subgraph or become excluded.
- **settled** vertices that already settled on a subgraph to join or determined that they are excluded.

When a clear vertex needs to propose its colour, it will look at the colours present at its prompted and settled out-neighbours. If a colour here is present too often, it will remove this colour from its palette. To be more precise: initially a vertex \( v \) with \( d \) out-neighbours has the palette \( S_v = \lfloor \frac{(2+3\delta)d}{p} \rfloor \) available to it, where \( p = \lceil \log^2 d \rceil \) and \( \delta \geq 3 \) to be specified later. If a colour was proposed more than \( p \) times at prompted or settled out-neighbours, the colour is removed from \( S_v \).

Note that in this way at most \( \frac{d}{p} \) colours are removed, so any vertex will always have at least \( (1+\delta)\frac{d}{p} \) colours available to it. After removing these colours, \( v \) then proposes a colour uniformly at random from \( S_v \).

While this scheme might look reasonable at first glance, it actually has not helped much yet. The problem is that if many of the out-neighbours are clear vertices, then we have not actually gained anything over the scheme from Section 4. Indeed, clear vertices might have linearly many prompted in-neighbours that depend all on the proposed colour at \( v \). Hence, again we have the problem that too many random experiments depend on each other.

To overcome this, we do as follows: first let the **badness** of \( v \), \( b(v) \), be the number of prompted or settled out-neighbours of \( v \) that share a colour:

\[
b(v) = \begin{cases} |\{w \in N^-(v) : w \text{ is settled or prompted}\}| & \text{if } v \text{ is clear} \\ 0 & \text{otherwise}\end{cases}
\]

We say an edge \( u \to v \) is **bad** if it contributes to \( b(v) \) i.e. if \( u \) is either prompted or settled and \( v \) is clear. If an edge is or once was bad, say that it is **unfortunate**. By ensuring that all clear vertices propose a colour when they have 2\( d \) bad in-edges, we also ensure that no vertex has more than 2\( d \) unfortunate in-edges. If two vertices \( u \) and \( w \) are connected by out-edges to the same vertex \( v \), we say that \( u \) depend on \( v \) if the edge \( v \to w \) is unfortunate. In order to avoid the problem above, we need to limit the dependencies between vertices, and as just discussed this can be achieved by ensuring that no clear vertex \( v \) has more than 2\( d \) settled or prompted in-neighbours i.e. \( b(v) \leq 2d \).

In order to limit \( b(v) \leq 2d \) for all vertices \( v \in V \), we have to adjust the order in which vertices propose colours. To this end, if we would like to know the colour proposition of a vertex \( v \), we first calculate if proposing a colour at \( v \) would cause the badness of some vertex \( u \) to overflow \( b(u) > 2d \). It is this case, then we must propose a colour at \( u \) before proposing a colour at \( v \). Hence, we add all such \( u \)'s together with \( v \) to a set \( H \). Now we calculate, if proposing colours in \( H \) would cause the badness of a new set of vertices to overflow. If so, we add these vertices to \( H \). We repeat this procedure until no new vertices overflow. Then we propose the colours according to the reverse of the topological ordering of the vertices. This will ensure that no vertex \( w \) in \( H \) has a badness overflow of \( b(w) > 2d \). Note that the fact that our out-orientation is acyclic is crucial for this to be possible.

In Algorithm 5 we include pseudocode of an algorithm that is used by Algorithm 7 to propose colours for vertices. In a nutshell, we first put all vertices that need to propose a colour into a set \( H \). Then we calculate the vertices which would become incident to too many bad in-edges. Finally, we propose the colours of vertices in \( H \) in reverse topological order. In order for a vertex \( v \) to propose a colour, it first discards all colours that are proposed too many times by the out-neighbours of \( v \), then it proposes a colour uniformly at random from the set of remaining colours. The complexity of this algorithm is analysed in Section 5.2.

---

**Algorithm 5: Propose Colour \((G, v, d)\)**

**Input:** \( G \) ← input graph processed in this recursive call

\( v \) ← a vertex to be coloured

\( d \) ← an upper bound on the arboricity

\( c \) ← id of an instance; \( c \cdot d \) is the smallest colour reserved for this sub-problems residual graph

1. if \( v \) already proposed a colour: return \( c(v) \)
2. else
3. \( H \) ← \( v \)
4. \( H' \) ← \( v \)
5. while \((H' \text{ is not empty})\)
6. \( H' \) ← \( \{ u : b(u) + d_{G[H\cup H'\cup \{u\}]}(u) > 2d \} \)
7. \( H \) ← \( H \cup H' \)
8. \( p \) ← \( \lceil \log^2 d \rceil \)
9. for all \( u \in H \) in reverse topological order:
10. \( S' \) ← \( S \setminus \) colours proposed more than \( p \) times by out-neighbours of \( u \)
11. \( c(u) \) ← colour selected uniformly at random from \( S' \)
12. increase \( b(w) \) of all clear out-neighbours \( w \in N^+(u) \)
Note that in each iteration of the while-loop, we set $H'$ to contain the neighbours that would cross the badness threshold if the vertices in $H$ were to propose colours. In practice this can be detected by updating $d^2_{G[H\cup \{u\}]}(u)$ as $H$ changes.

**Colouring shattered components:** We say that a vertex $v$ fails its colour experiment, if more than $2(1+\delta)p$ of its neighbours proposed the same colour as $v$. When a vertex $v$ fails its colour experiment, it is excluded from entering the subgraph induced by the colour class, it proposed. In order to colour this vertex, we instead determine the set $R(v) \subseteq G_{exc}$ containing vertices with failed colour experiments that are reachable via directed paths – only containing vertices with failed colour experiments – from $v$. Then, we colour $G[R(v)]$ using $3d+1$ colours similarly to Algorithm 4 and Lemma 4.2 in Section 4: we compute a $2d$ degeneracy ordering of $G'[R(v)]$, and colour the vertices according to this and the original out-neighbours. That is a vertex picks a colour that is not present at any of its out-neighbours or any of the vertices preceding it in the degeneracy ordering.

In Algorithm 6 below, we provide pseudo-code of an algorithm that colours the residual graph $R(v)$, provided that $v$ is excluded in $G$. First we determine $R(v)$ in a BFS-like fashion. Note, however, that we could also determine $R(v)$ in a DFS-like fashion or according to any other way of traversing an implicitly represented graph.

**Algorithm 6: Colour Residual $(G', v, d, c)$**

**Input:** $v \leftarrow$ a vertex in $G'_{exc}$ to be coloured  
$d \leftarrow$ an upper bound on the arboricity  
1 $R(v) \leftarrow v$  
2 $Q.push(v)$  
3 while(Q is not empty)  
4 $u \leftarrow Q.pop()$  
5 for $w \in N^+ (u)$  
6 $s(w) \leftarrow$ ProposeColour$(w)$  
7 counter $\leftarrow 0$  
8 for $t \in N^+ (w)$  
9 if ProposeColour$(t) = s(w)$  
10 counter $\leftarrow$ counter + 1  
11 if counter $> 2(1+\delta)p$  
12 $Q.push(w)$  
13 $R(v) \leftarrow R(v) \cup \{w\}$  
14 Colour $G[R(v)]$ as in Algorithm 4

**The query algorithm:** In order to answer a query, we put all of the above together. We wish to use colouring scheme explained above to create the random partitions with arboricity $O(\log^2 (d))$, which we can then colour using the colouring algorithm from Section 4. Then we will use Algorithm 6 to colour the vertices excluded from joining a subgraph.

The idea is to execute the above from the view of a single queried vertex $v$. We will later show that with high probability the answer to the query to $v$ will only be affected by a volume bounded by $O(poly(d, \log n))$ and that all steps can be implemented in an efficient manner with respect to time-complexity.

So to recap: when $v$ is queried, $v$ needs to determine whether or not it joins a subgraph or if it got put into the excluded subgraph. Either way, once this has been determined $v$ will get coloured either by the algorithm from Section 4 or by Algorithm 6.

In Algorithm 7, we provide pseudo-code for an algorithm implementing the above. In order to answer a query, we call Arboricity-DependentColouring($G, v, d, 1$) where $d$ is the maximum out-degree (or an upper bound of it) in the maintained orientation, where $v$ needs to propose a colour.

**Algorithm 7: Arboricity-Dependent Colouring $(v, d)$**

**Input:** $G \leftarrow$ input graph processed in this recursive call  
$v \leftarrow$ a vertex to be coloured  
$d \leftarrow$ an upper bound on the maximum out-degree  
$c \leftarrow$ id of palette to use in algorithm from Section 4  
1 if $d < o(poly \log n)$  
2 colour $v$ with the algorithm from Section 4 using palette assigned to $c$.  
3 else  
4 $p \leftarrow \lceil \log p d \rceil$  
5 $c(v) \leftarrow$ ProposeColour$(v)$  
6 for $u \in$ clear out-neighbours of $v$:  
7 ProposeColour$(u)$  
8 if $s(v) < 2(1+\delta)p$:  
9 $G' \leftarrow$ subgraphs of $G$ induced by vertices coloured with $s(v)$  
10 Arboricity-Dependent Colouring $(G', v, 2(1+\delta)p, c(v))$  
11 else  
12 Colour Residual $(G, v, d, c)$

### 5.2 Analysis

In this section, we will analyse the algorithm described in Section 5.1. There are many different components that needs to be analysed namely 1) the volume of a vertex in the shattered components, 2) the amortised complexity of the colour proposition mechanism, 3) the total time-complexity of performing a query, and finally 4) the number of colours employed by the algorithm. We will do this in the order described above beginning with the bound on the volume in the shattered components of excluded vertices.

**Analysis of volume in shattered components:** First we briefly recall our overall strategy as outlined in the high-level overview earlier on. We first show that the probability that a vertex $v$ gets coloured by the colouring experiment is $O(1/poly(d))$ by assuming that $v$ is in the worst possible scenario and then applying a Chernoff bound. The problem is that experiments at vertices sharing out-neighbours might be correlated – and, furthermore, that the fact that the outcome of the experiments $x$ and $y$ are correlated, might even be correlated with the actual outcomes of the experiments at the vertices. To handle these problems, we introduce a graph $H$ which is sure to account for all dependencies that we cannot control, by adding an edge $u \rightarrow v$ if $u$ and $v$ share an out-neighbour $w$ and, furthermore, the edge $v \rightarrow w$ is bad. The tricky part is that
the exact structure of $H$ is heavily correlated with the outcomes at different vertices, and so we can only use some general properties of $H$ which are true regardless of the run of the algorithm. Due to the way colours are proposed, we are able to bound the maximum degree of $H$. This allows us to use an approach similar to the one used in Lemma 2.6.

First, we formally define $H$.

**Definition 5.2.** Let $H$ be a digraph on $V(G)$ such that $u \rightarrow v \in E(H)$ if and only if $u \rightarrow w, v \rightarrow w \in E(G)$ and furthermore $v \rightarrow w$ is unfortunate, when the algorithm terminates. We call $H$ the dependency graph of the algorithm, and note that it is a random graph whose distribution depends on both the query sequence and the outcome of the colour experiments performed by the algorithm.

A first observation is that the maximum out-degree of $H$ at all times is bounded by $2d^2$.

**Observation 5.3.** No matter the run of the algorithm, we have $\max_{v \in V(H)} d^2(v) \leq 2d^2$.

**Proof.** See the full version [19] of this paper. □

We will say a set of vertices in $V' \subset V(G)$ is semi-independent if we have that for any edge $u \rightarrow v \in H[V']$, we must have that $\delta$ comes before $u$ in the acyclic ordering, meaning that there can be no directed path from $u$ to $v$ in $G$. A consequence of this observation is the following: any connected subgraph of $G$ will contain a tree such that a relatively large subset of vertices from this tree form a semi-independent set in $H$. We call such a tree a marked tree. More formally we have:

**Definition 5.4.** A rooted tree $T, G$ is a marked tree if all of the following hold:

- (1) it contains $t$ marked vertices $m_1, \ldots, m_t$.
- (2) the root $r$ is marked, and there is a directed path in $T$ from $r$ to any vertex in $T$.
- (3) the marked vertices form a semi-independent set in $H[V(T)]$ containing the root.
- (4) all non-marked vertices in $T$ is pointed to by a marked vertex in $H$.
- (5) the vertices can be ordered so that $m_1 = r$ and for all $i$ the minimum subtree containing $m_1, \ldots, m_i$ is an $i$-marked tree not containing any of the vertices $m_{i+1}, \ldots, m_t$.

**Definition 5.5.** Two $t$-marked trees $T_1$ and $T_2$ are near-identical if the marked vertices in $T_1 m_{1,1}, \ldots, m_{1,t}$ can be ordered according to condition 5) in Definition 5.4 such that for all $j m_{j,1} = m_{j,2}$.

**Remark 5.6.** We let $NI(T)$ denote the set of $t$-marked trees that are near-identical to $T$.

**Lemma 5.7.** Let $S \subset G$ be a subgraph containing $|S|$ vertices such that $S$ has a source which can reach all vertices of $S$ via directed paths. Then $S$ contains at least one $t$-marked tree where $t = \left\lceil \frac{|S|}{2d^2 + 1} \right\rceil$.

**Proof.** We will construct the $t$-marked tree greedily. Order the vertices of $S$ according to the acyclic ordering, and pick the vertex highest in the ordering as the root. Note that this vertex necessarily is the source. Having picked $i$ marked vertices, we pick the $(i+1)$’th marked vertex as follows: by Observation 5.3, $H$ has maximum out-degree at most $2d^2$. This means that at most $i(2d^2)$ vertices cannot be picked as the $(i+1)$’th marked vertex, because they are connected by an in-edge to a marked vertex in $H$. Consider all of the vertices reachable via directed paths beginning at a vertex already in $T$ such that every internal vertex is either marked or connected to a marked vertex in $H$. Pick such a vertex that comes first in the acyclic ordering as the $(i+1)$’th marked vertex and extend $T$ to contain this vertex by adding some of the edges from a directed path reaching the vertex without creating a cycle. Notice that once we add a new marked vertex, we will never add a new marked vertex before it in the acyclic ordering, and so the set of marked vertices form a semi-independent set by construction. As long as $i(2d^2 + 1) \leq |S|$, we may extend $T$ to contain another marked vertex. Notice that, by construction, all of the above conditions are satisfied. □

One subtle difficulty is that as soon as one locks down too much of the structure of a $t$-marked tree, one also implicitly says something about the run of the algorithm and hence the outcomes of the colour experiments at the vertices of the tree. To overcome this, we will, as we do with $H$, work with $t$-marked trees as random graphs and only use properties of such trees that we know will hold, no matter the run of the algorithm. A very useful property of $t$-marked trees is that we know that no matter the run of the algorithm, the outcomes at a semi-independent set of vertices in $T$ will be based on disjoint colour experiments for each vertex. This allows us to control any (small) remaining dependencies arising from query order. Hence, we find:

**Lemma 5.8.** Let $T$ be a random $t$-marked tree such that $m_1, m_2, \ldots, m_t \in T$ form an independent set in $H$. Then

$$P(\exists t' \in NI(T) \text{ that is uncoloured}) \leq \left(\frac{1}{d^\delta/2}\right)^t,$$

provided that $\delta \geq 3$.

**Proof.** See full version [19]. □

If we let $R(v)$ be the set of vertices reachable from $v$ in $G_{exc}$. Then we now find the following upper bound on the size of $R(v)$ with high probability:

**Theorem 5.9.** Suppose $\delta \geq 2(9 + \log c + 1)$ and that $d^\delta \geq \log d n$. Then $|R(v)| \leq c \cdot (2d^2 + 1) \log d n$ with probability at least $1 - n^{-c}$.

**Proof.** See full version [19]. □

**Proposing colours:** Here, we analyse the complexity of the colour proposing algorithm that helps us reduce the dependencies between the events of including particular vertices to $G_{exc}$. We rely on the following observation: if a vertex $v$ has an out-neighbour $u$ that has already proposed its colour, then $v$ can take $u$’s colour-proposition into account, when proposing its own colour. In particular, $v$’s decision to remain uncoloured can be made to (almost entirely) depend on the proposed colours of vertices the propose a colour after $v$ proposes its own colour i.e. $v$’s decision depends only on vertices to which it points to via an unfortunate edge. In particular, we can control the dependencies by maintaining the invariant that no vertex has more than $2d$ unfortunate in-edges.
We show that we can charge the cost of the colour proposal scheme to the number of vertices that the algorithm has to visit in order to answer a query. In order to analyse the cost of the colour-proposition scheme, we can charge the cost of proposing colours to the event that the algorithm visits a vertex in order to determine, if it is uncoloured. Say a visit is necessary if the algorithm visits a vertex $v$ to propose a colour at $v$ because we need to know the outcome of the experiment at $v$ or at an in-neighbour of $v$. Note that because the subgraphs are only given implicitly, we sometimes need to propose colours in the arb-defective colouring scheme in order to determine for example the shattered volume in a subgraph, where the simple algorithm is run. The visits incurred like this are also necessary. On the other hand, the colour proposals made by the algorithm simply to balance the number of bad in-edges are said to be unmotivated.

In the full version [19], we show that we do not need to make too many colour proposals for the arb-defective colouring in order to make the colour proposals needed at the second level in the subgraphs.

**Proposition 5.10.** For a to determine the outcome of its colour experiment at the second level, we need only make $d$ necessary colour proposals on the first level.

Using Proposition 5.10, we may now bound the total number of colour proposals as a function of the number of necessary visits:

**Lemma 5.11.** Suppose that the algorithm has needed to determine the outcome of the colour experiment of at most $γ$ vertices across the two levels. Then at most $O(γ \cdot d)$ vertices have proposed a colour on the first level.

**Proof.** Recall that an edge $u \rightarrow v$ is bad if $u$ proposed a colour before $v$ and $v$ has not proposed a colour yet, and unfortunate if $u$ proposed a colour before $v$ and $v$ subsequently proposed a colour. Define a potential function $Φ$ to be the number of bad edges in $G$:

$$Φ(G) := \text{No. of bad edges on the first level}$$

When a vertex $u$ proposes a colour at the first level, at most $d$ new bad edges are created, and so $Φ$ increases by at most $d$. When a vertex $u$ proposes a colour at the second level at most $d^2$ new unfortunate edges are created at the first level by Proposition 5.10. Thus $0 ≤ Φ(G) ≤ γ \cdot d^2$. Since proposing a colour at a vertex with $2d$ bad in-edges turns all of these edges unfortunate instead of bad, this drops the potential by exactly $2d$, it follows that $Φ$ drops by $2d$ every time we make an unmotivated colour proposal. Hence, in total at most $\frac{d^2}{2d} = O(γ \cdot d)$ unmotivated colour proposals have been made. Since determining the outcome of the colour experiment at $γ$ vertices requires at most $O(γ \cdot d)$ necessary visits on the first level by Proposition 5.10, the lemma follows by summing the two contributions from above.

In particular, we know that if we need to know the outcome of the colour experiments of $γ$ vertices in total across the two levels, then we have performed at most $O(γ \cdot d)$ colour proposals on the first level.

**Query time and number of colours:** The following lemma analyses the query time of Algorithm 7.

**Lemma 5.12.** The query of Algorithm 7 takes amortised $O(d^4 \cdot \log n)$ time with probability at least $1 − n^{−2}$, provided that $d ≥ 2(9 + \log c + l)$ and $d^3 ≥ \log_d n$.

**Proof.** By union bounding over overall vertices $v$, $R(v)$ has size at most $|R(v)| = O(d^2 \log n)$ on both levels with probability at least $1 − n^{−2}$ for all vertices. Conditioned on this event, we need to know the outcome of $O(t \cdot d^2 \log n)$ colour experiments to answer $t$ queries. By Lemma 5.11, this means that we make at most $O(t \cdot d^3 \log n)$ colour proposals in total across both levels. A colour proposal can be performed in $O(d)$ time, so in total we spend $O(t \cdot d^3 \log n)$ time proposing colours in order to answer $t$ queries. Finally, we spend at most $O(d^2 \log n)$ time in order to colour each residual graph by Lemma 4.2, and at most $O(d^3 \log n)$ finding them, if we disregard the time spent for proposing colours, which we analysed above. Since $t$ queries can induce the colouring of at most $t$ residual graphs, this means that we find an amortised query time of $O(d^4 \log n)$ with probability at least $1 − n^{−2}$.

Finally, we can count the number of colours used by the 2 level scheme. We partition the graph into $O(δ \cdot d \cdot \log \log d)$ subgraphs, each of which have arboricity at most $O(\log^2 d)$ and use at most $O(d)$ colours to colour the residual graphs needed to do so. Each subgraph can be coloured with $O(\log^2 d \log log d)$ colours using the algorithm from Section 4. Hence the total no. of colours used is upper bounded by $O(δ \cdot d \cdot \log \log d)$. Hence, we have shown:

**Lemma 5.13.** Provided that $δ ≥ 2(9 + \log c + l)$ and $d^3 ≥ \log_d n$, Algorithm 7 uses $O(δ \cdot d \cdot \log \log d)$ colours.

**5.3 Combining everything**

Finally, we will show how to combine everything to get Theorem 5.1. The idea is to track a constant approximation of $\alpha$ via Theorem 2.3. Then we will apply different query algorithms depending on the range of $\alpha$. If $α = \Omega(\text{poly } \log n)$, we will first apply the reduction in Lemma 2.5 to obtain $O(\frac{α}{\log n})$ graphs each with arboricity $O(\log n)$ with high probability. Then we can apply the algorithm from above with $δ = 10 + \log c$ to colour these graphs with $O(\log n \log \log n)$ colours to get a colouring using $O(α \log \log n)$ colours. In the regime where $α = O(\log^2 n)$, we apply the algorithm from this section with $δ = 9 + \log c + l$ to get an $O(α \log \log α )$ colouring. We can use the scheduling of Sawlani & Wang [48] as described in [20] in order to ensure that we adapt to the current arboricity. Finally, for the remaining values of $α$ we apply the query algorithm from Section 4 directly in order to get an $O(α \log α)$ colouring of the graph.

We maintain the structures needed for all three ranges at all times. Since we can maintain an acyclic out-orientation of a graph with arboricity at most $O(\log n)$ in $O(\log^3 n)$ update time by Theorem 2.1, and an $O(α)$ orientation in $O(\log^2 n)$ update time via the algorithm from [18] (i.e. Theorem 2.2), it now follows by Lemma 2.5 that the total update time is at most:

$$O(\log^3 n + \log^3 n + \log^4 n) = O(\log^4 n).$$

By Lemma 2.5 and Lemma 5.12 the query time is $O(\log^5 n)$ with high probability. Hence, we arrive at Theorem 5.1.
