The Alcock Paczyński test with Baryon Acoustic Oscillations: systematic effects for future surveys
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Abstract. We investigate the Alcock Paczyński (AP) test applied to the Baryon Acoustic Oscillation (BAO) feature in the galaxy correlation function. By using a general formalism that includes relativistic effects, we quantify the importance of the linear redshift space distortions and gravitational lensing corrections to the galaxy number density fluctuation. We show that redshift space distortions significantly affect the shape of the correlation function, both in radial and transverse directions, causing different values of galaxy bias to induce offsets up to 1% in the AP test. On the other hand, we find that the lensing correction around the BAO scale modifies the amplitude but not the shape of the correlation function and therefore does not introduce any systematic effect. Furthermore, we investigate in detail how the AP test is sensitive to redshift binning: a window function in transverse direction suppresses correlations and shifts the peak position toward smaller angular scales. We determine the correction that should be applied in order to account for this effect, when performing the test with data from three future planned galaxy redshift surveys: Euclid, the Dark Energy Spectroscopic Instrument (DESI) and the Square Kilometer Array (SKA).
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1 Introduction

With the measurements of Cosmic Microwave Background (CMB) anisotropies, performed by WMAP [1] and Planck [2] experiments, cosmology has entered a precision era, leading to the confirmation of ΛCDM as the standard model for cosmology. Despite the stunning agreement between theory and data that has been reached, still many open questions remain to be investigated within the standard model. One of these unsolved puzzles is the accelerated expansion of the universe [3], which in the standard cosmological model is driven by a cosmological constant Λ, whose value leads to a serious fine-tuning problem and a coincidence problem [4, 5]. Therefore many alternative models with dynamical dark energy or modifications of General Relativity which can lead to the same accelerated expansion as ΛCDM have been proposed [6]. A crucial role in shedding light on the nature and origin of cosmic acceleration will be played in the next decades by Large Scale Structure (LSS) experiments, which will quantify the impact of Dark Energy in the growth of cosmic structures. Different tracers of cosmic structures will provide information on different stages of the expansion history.

In this work we focus on galaxy clustering. The upcoming galaxy surveys will map the distribution of galaxies on a large fraction of the sky up to redshift \( z \sim 2 \). In order to exploit this huge amount of incoming data, an accurate model for what we will be measuring in galaxy surveys is required. Moreover, having much better statistics, we may release some of the assumptions and proceed in a more model independent way.
In the past few years, the galaxy number counts have been computed including all the relativistic effects at the linear order [7–10] and at second order [11–13] in perturbation theory. Besides the known redshift space distortions correction to the local overdensity of galaxies [14], other terms contribute to galaxy number counts, e.g. Doppler corrections and gravitational lensing. Not taking into account these effects in our theoretical model may bias the analysis [15], therefore their relevance in any cosmological observable should be tested.

On relatively small scales, other effects such as the non-linear redshift space distortions (the so called “finger of god” effect) may be relevant. In this work we do not model these distortions. We focus on the regime of large scales, where linear theory is assumed to be a good approximation.

In this paper we will investigate the relevance of these corrections for the Alcock Paczyński (AP) test [16]. We start from the method proposed in [17], where the AP test is performed on the Baryon Acoustic Oscillation (BAO) feature of the galaxy 2-point correlation function without any prior assumption on the cosmological parameters. Nevertheless, we will show that some prior information about the galaxy bias can improve the accuracy in determining the BAO scale from the observable quantities.

In section 2 we introduce the formalism we employ throughout the paper for the observed galaxy number density. In section 3 we present the AP test and we introduce the AP parameter. In section 4 we summarize the method we use to compute the galaxy 2-point correlation function and to determine the position of the acoustic peak and we outline the general strategy to investigate observational distortions of the test. More details on the methodology are given in appendix A. In section 5 we report our results: in 5.1, we discuss the relevance of the relativistic correction to the galaxy number count for the AP test, in 5.2 we introduce a linear local bias and we show how it affects our method; in 5.3 we study projection effects induced by a radial window function and we compute the corrective factors that must be applied to the estimated AP parameter for three future planned galaxy surveys, i.e. Euclid [18], the Dark Energy Spectroscopic Instrument (DESI) [19] and the Square Kilometer Array (SKA) [20]. We also analyze the impact of shot-noise and cosmic variance on the accuracy of the BAO peak determination in section 5.4. In section 6 we draw the conclusions.

2 Relativistic formalism for galaxy correlations

We consider a Friedmann universe with linear scalar perturbations. We work in Newtonian gauge so that the line element is given by

\[ ds^2 = a(t)^2 \left( -(1 + 2\Psi) dt^2 + (1 - 2\Phi) dx^2 \right), \]  

(2.1)

where \( a(t) \) is the scale factor, \( t \) is conformal time and the metric perturbations, \( \Psi \) and \( \Phi \), are the Bardeen potentials. We remark that working solely with observational quantities, we can fix the gauge without loss of generality.

Galaxies are discrete tracers of the density field of the universe. In order to obtain cosmological information from the analysis of their distribution, it is crucial to identify the true observable in galaxy surveys and how the large scale dark matter distribution, that we cannot directly observe, is mapped into observable coordinates. The true observable in galaxy surveys, the galaxy number density fluctuation \( \Delta_{\text{obs}} \), has been computed at first order in perturbation theory using a relativistic formalism by tracing the photons path between the source and the observer [7–10]. These are expressed as functions of the observed redshift.
of the source $z$ and the direction of propagation of the emitted photons $\mathbf{n}$. It includes a local density field term plus additional terms due to fact that measured redshift $z$ and angular position $\mathbf{n}$ are perturbed by velocity and metric perturbations at the source position and by the intervening gravitational potentials between the source and the observer.

The total observed galaxy overdensity $\Delta_{\text{obs}}(\mathbf{n}, z)$ can be schematically expressed as a sum of different contributions

$$\Delta_{\text{obs}} = \Delta_g + \Delta_{\text{RSD}} + \Delta_\kappa + \Delta_{\text{rel}},$$

(2.2)

where $\Delta_g$ is the local galaxy overdensity,

$$\Delta_g = b \, \delta$$

(2.3)

proportional to the density contrast in comoving gauge $\delta$. For the sake of simplicity, we assume the bias $b$ to be linear and local. The term $\Delta_{\text{RSD}}$ in our notation includes the linear redshift space distortions contributions, due to the peculiar motion of galaxies, plus other subdominant Doppler corrections [21]

$$\Delta_{\text{RSD}}(\mathbf{n}, z) = \frac{1}{H(z)} \partial_r (\mathbf{V} \cdot \mathbf{n}) + \left( \frac{H'}{H^2} + \frac{2}{rH} \right) (\mathbf{V} \cdot \mathbf{n}) - 3H \mathbf{V},$$

(2.4)

where $\mathbf{V}$ is the peculiar velocity in longitudinal gauge, $\mathbf{V}$ the potential velocity defined by $\mathbf{V} = -\nabla V$, $r = t_o - t$ is the conformal distance and $H = a'/a$ is the conformal Hubble factor and a prime denotes a derivative with respect to the conformal time $t$. $\Delta_\kappa$ is the gravitational lensing term,

$$\Delta_\kappa = - \int_0^{r(z)} \frac{r(z) - r}{r(z)r} \Delta_\Omega (\Phi + \Psi) dr,$$

(2.5)

where $\Delta_\Omega$ is the Laplace operator on the sphere. The last term in eq. (2.2), $\Delta_{\text{rel}}$, includes subdominant local and integrated combinations of the Bardeen potentials:

$$\Delta_{\text{rel}} = - 2\Phi + \Psi + \frac{1}{H} \Phi' + \frac{2}{r(z)H} \int_0^{r(z)} dr (\Phi + \Psi) +$$

$$+ \left( \frac{H'}{H^2} + \frac{2}{r(z)H} \right) \left( \Psi + \int_0^{r(z)} dr (\Phi' + \Psi') \right).$$

(2.6)

Throughout this work we will neglect the effect of magnification bias and the possible evolution of the number of counts [10]. Even if present, these bias factors multiply terms which are subdominant in the AP test.

In terms of observational coordinates, the relevant statistical quantities are the angular correlation function $\xi(\theta, z_1, z_2)$ or the redshift dependent angular power spectra $C_\ell(z_1, z_2)$

The galaxy correlation function, under the assumption of statistical isotropy, reduces to

$$\xi(\theta, z_1, z_2) = \langle \Delta_{\text{obs}}(\mathbf{n}_1, z_1) \Delta_{\text{obs}}(\mathbf{n}_2, z_2) \rangle, \quad \cos \theta = \mathbf{n}_1 \cdot \mathbf{n}_2,$$

(2.7)

where $\langle \ldots \rangle$ denotes the ensemble average over several realizations. Observationally, this is replaced by an average over directions at fixed observed redshift and opening angle $\theta$. In a similar way, the angular power spectrum is defined as [9]

$$C_\ell(z_1, z_2) = \langle a_{\ell m}(z_1) a_{\ell m}^*(z_2) \rangle,$$

(2.8)

We refer to the angular position with $\mathbf{n}$, where $\mathbf{n}$ denotes a unit vector (direction) in the celestial sphere.
where a star denotes the complex conjugate and $a_{\ell m}$ are the coefficients of the spherical harmonic expansion for $\Delta(n, z)$

$$\Delta_{\text{obs}}(n, z) = \sum_{\ell m} a_{\ell m}(z) Y_{\ell m}(n), \quad a_{\ell m}(z) = \int \Omega_n Y_{\ell m}^*(n) \Delta_{\text{obs}}(n, z).$$

(2.9)

The angular power spectra and the correlation functions are related by

$$\xi(\theta, z_1, z_2) = \frac{1}{4\pi} \sum_{\ell=0}^{\infty} (2\ell + 1) C_{\ell}(z_1, z_2) P_{\ell}(\cos \theta),$$

(2.10)

where $P_{\ell}(\cos \theta)$ is the Legendre polynomial of degree $\ell$. From eq. (2.10) it is straightforward to define the correlation function along the line-of-sight direction by setting $\theta = 0$ and in the transverse direction by setting $z_1 = z_2$.

The correlation function at a given mean redshift $z_{\text{mean}}$ along the line-of-sight is given by

$$\xi_{||}(\Delta z, z_{\text{mean}}) = \frac{1}{4\pi} \sum_{\ell=0}^{\infty} (2\ell + 1) C_{\ell}(z_{\text{mean}} - \Delta z/2, z_{\text{mean}} + \Delta z/2)$$

(2.11)

while the transverse correlations are

$$\xi_{\perp}(\theta, z_{\text{mean}}) = \frac{1}{4\pi} \sum_{\ell=0}^{\infty} (2\ell + 1) C_{\ell}(z_{\text{mean}}, z_{\text{mean}}) P_{\ell}(\cos \theta).$$

(2.12)

Here $z_{\text{mean}} = (z_1 + z_2)/2$ and $\Delta z = z_2 - z_1$.

Figure 1 represents transverse and longitudinal correlation function at fixed mean redshift $z_{\text{mean}} = 1.5$. In each plot the correlation function is computed gradually adding subdominant contributions. Redshift-space distortions affect considerably the correlations in
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(a) Transverse correlation function.
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(b) Longitudinal correlation function.
both directions, while lensing does not change sensitively the transverse correlations. In the longitudinal direction, the lensing term enhances the amplitude of the correlation function by up to 30% for $\Delta z \sim 0.13$, but it does not modify its shape at the BAO scale. We notice that the lensing effect is more important for pairs of galaxies with large radial separation. The contribution from the relativistic terms, i.e. eq. (2.6), is completely subdominant and it would not be visible in figure 1. Therefore we neglect it in the analysis performed in the rest of the paper. We remark that the largest relativistic correction, namely the Doppler term, is included in the redshift space distortions, see eq. (2.4).

3 The Alcock Paczyński test

The Alcock Paczyński test [16], proposed for the first time in 1979, is a purely geometrical test of the cosmic expansion history performed by measuring the shape of an object expanding with the Hubble flow. When we observe an astrophysical object, we measure its shape in terms of its angular size $\theta$ and its radial extent in redshift space $\Delta z$. These two quantities depend on the comoving sizes of the source, $L_\parallel$ and $L_\perp$, and on a conversion factor: $\Delta z$ is related to the Hubble expansion rate $H(z)$ by

$$\Delta z = L_\parallel H(z),$$

while the dependence of $\theta$ on the angular diameter distance is given by

$$\theta = \frac{L_\perp}{(1 + z) D_A(z)}.$$  

If the object is known to be spherically symmetric, i.e. $L = L_\perp = L_\parallel$, then the ratio of these two measured quantities,

$$F_{\text{AP}} \equiv \frac{\Delta z}{\theta},$$

does not depend on the physical size of the object, but only on the redshift and on the spacetime geometry

$$F_{\text{th}}(z) = (1 + z) D_A(z) H(z).$$

Here we explicitly distinguished the measured AP parameter $F_{\text{AP}}$ from its theoretical (background) value $F_{\text{th}}$.

In realistic applications, the spherical symmetry is not required to hold for single objects because the test can be applied to the galaxy clustering statistics. In fact, statistical isotropy of space implies statistical spherical symmetry for the correlation function. Furthermore, the correlation function naturally offers a robust feature for the application of the AP test, the BAO scale. BAO high-precision measurements are one of the main target of future spectroscopic surveys (see [22] for a recent overview of the cosmological implication of BAO measurements).

The application of the AP test on the BAO feature in the galaxy correlation function has been proposed in [17], where it has been found that the peak position of the transverse correlation function is significantly affected by the binning in redshift. This effect is due to the fact that a radial window for the transverse correlation function introduces a spurious radial component in the correlation function and the BAO peak estimation must be properly corrected for. In this paper we aim to extend the work presented in [17], addressing also other effects that may distort the result of the test.
4 Methodology

We assume a ΛCDM cosmology consistent with the best fit parameters from the Planck 2015 data [2]: \( h = 0.6774, \Omega_{\text{cdm}} h^2 = 0.1188, \Omega_{b} h^2 = 0.0223, \Omega_{\Lambda} = 1 - \Omega_{m}, \Omega_k = 0 \). The primordial amplitude and spectral index are set to \( A_s = 2.142 \times 10^{-9} \) and \( n_s = 0.9667 \).

The computation of the angular power spectrum for the observed galaxy number counts is implemented in the publicly available Boltzmann code CLASSgal [23], a modified version of the Cosmic Linear Anisotropy Solving System (CLASS) code [24, 25] optimized to compute accurately and efficiently the relativistic large scale observables to linear order [21]. The angular power spectrum is computed by running CLASSgal for the fiducial cosmology. Unless otherwise stated, we do not include any window function in the model and we do not include non-linearities.

The radial and transverse correlation functions are computed from (2.11) and (2.12) summing over a finite number of multipoles \( \ell \leq \ell_{\text{max}} \). In the radial direction, the value \( \ell_{\text{max}} \) can be set to be large enough in order to avoid spurious numerical oscillations induced by a sharp cutoff in \( \ell \)-space. In the transverse direction we set \( \ell_{\text{max}} = 20000 \) and we introduced a cutoff \( W_\ell \) to smooth numerical spurious oscillations, so that we have

\[
\xi_{\perp}(\theta) = \frac{1}{4\pi} \sum_{\ell=0}^{\ell_{\text{max}}} (2\ell + 1)C_\ell(z_{\text{mean}}, z_{\text{mean}})P_\ell(\cos \theta)W_\ell(\ell_s, \ell_x),
\]

where

\[
W_\ell(\ell_s, \ell_x) = \frac{1}{2} \left( 1 - \tanh \left\{ (\ell - \ell_s + 3\ell_x)/\ell_x \right\} \right).
\]

The cutoff parameters \( \ell_s \) and \( \ell_x \) are set to be respectively \( \ell_s \approx \ell_{\text{max}} \) and \( \ell_x = 2000 \). The estimation of the BAO peak is not affected by small variation of these parameters. We remark that the correlation function can be computed directly for density, redshift space distortions and for local terms in general, see e.g. refs. [17, 26, 27]. Nevertheless we prefer to use eq. (2.11) and (2.12) to handle the integrated terms. In this way we can use the precise results obtained with CLASSgal code, instead of relying on some uncontrolled approximation.

We model the correlation functions with the following parameterization

\[
\xi(x) = A \cdot e^{-(x - x_{\text{BAO}})^2/2\sigma^2} + \sum_{n=0}^{N} K_n \cdot x^n,
\]

where \( x = \theta \) for the transverse correlation function and \( x = \Delta z \) for the radial one. In eq. (4.3) a polynomial of degree \( N \) models the shape of the correlation function on scales unaffected by the BAO peak, while a Gaussian describes the BAO feature.

We fit the data points with the template model, where the free parameters are \( A, x_{\text{BAO}}, \sigma, K_n \), with \( n = 0, 1, \ldots, N \). The BAO scale is estimated as the best fitting value of \( \theta_{\text{BAO}} \) and \( \Delta z_{\text{BAO}} \).

The non-linear least squares fitting is performed using the Python version of MPFIT [28], which implements the Levenberg-Marquardt method [29].

Once the position of the BAO feature has been estimated in both radial and transverse directions, we compute the AP parameter in eq. (3.3) and we compare it with its theoretical value \( F_{\text{th}} \), computed for the same fiducial cosmology. We perform the same analysis for different values of the mean redshift \( z_{\text{mean}} \) in the range between \( z = 0.3 \) and \( z = 2 \). The
two values are always expected to coincide, within error-bars. Violations of the consistency relation

\[ F_{\text{AP}}(z_{\text{mean}}) = F_{\text{th}}(z_{\text{mean}}) \]  

indicates an inaccurate method for the estimation of the BAO scale.

Although the fitting procedure, which requires a calibration, partially breaks the model independent assumption, the AP test offers the advantage of self-calibrating the fit by comparing parallel and transverse correlation functions.

We have performed several tests of our methodology: we tested the accuracy of the AP test for different degrees of the polynomial and different template functions. The details of these tests are reported in appendix A. Our results show that the sufficient accuracy in the parameterization (4.3) is reached with \( N = 10 \).

5 Results

In the previous section we summarized the method to recover the BAO peak position from the computed correlation function in both radial and transverse directions. In the next paragraphs we use this method to study possible sources that may affect the accuracy in the measurement of the AP parameter \( F_{\text{AP}} \).

5.1 RSD and lensing effects on the correlation function

In this section we aim to understand to which extent redshift space distortions and lensing corrections in the observed galaxy overdensity affect the measurement of the AP parameter. We compare the results of the AP test considering first density perturbations only, and then adding subsequently redshift space distortions and lensing corrections. These effects change the observed correlation function in radial and transverse directions, but clearly they do not change the intrinsic BAO scale. For simplicity, in this section we assume the galaxies in our sample to be unbiased tracers of the matter distribution, i.e. \( b = 1 \).

Figure 2 and figure 3 show the radial and the transverse correlations and the corresponding fits for the three cases of interest, at different redshifts, respectively. As we have already seen in the previous sections, redshift space distortions significantly modify both the shape and the amplitude of the correlation functions in the radial and transverse directions. We remark that the ratio between the density and the redshift space distortions terms is only weakly sensitive to the mean redshift. Indeed, in linear theory only the growth factor has a weak redshift dependence. The estimated values of the position of the BAO peak are slightly affected in both directions: when we do not include RSD corrections the radial BAO peak is shifted toward larger scales, while the angular peak position \( \theta_{\text{BAO}} \) is shifted to smaller scales. Although both effects are small (\( \sim 0.5\% \)), they sum up when applied to the AP test. This result should not be interpreted as a physical shift of the acoustic scale, it is a numerical effect related to the model assumed for the numerical fit, which is calibrated to be valid in redshift space and not in real space.

The gravitational lensing correction does not affect the transverse correlation function, while in the radial direction it changes the amplitude, but not the shape of the correlation function. Therefore, it does not appreciably shift the peak position. In figure 2 we show that the lensing term reduces the amplitude of the radial correlation function at low redshifts, while it increases the amplitude at high redshifts. This is due to the fact that the lensing contribution is dominated by the negative correlation between density and lensing at low redshifts, while is dominated by the auto-correlation at high redshifts.
Figure 2. The radial correlation function and the BAO peak position computed including different contributions to the observed overdensity. The blue line refers to density correlations only, the green line includes also the redshift space distortions, and the red line takes into account the previous plus the lensing terms. The continuous lines refer to the best-fit model, while the dots are the CLASSgal output. The dotted lines are obtained by subtracting the Gaussian term from the best-fit model. The vertical dashed lines identify the estimated peak positions.
Figure 3. Transverse correlation function and BAO peak position computed including different contributions to the observed over density. We used the same colours and line styles as in figure 2.
Figure 4. AP consistency test for the three cases analysed in this section. The shaded region represents the expected errors around zero. The errors on $F_{AP}$ are estimated from the propagation of uncertainties, see eq. (A.1) in appendix A. Uncertainties on $\Delta z_{BAO}$ and $\theta_{BAO}$ are assumed to be due to the resolution of the survey: we set $\delta z = 6.25 \cdot 10^{-4}$; this is the resolution used to compute radial correlations, while for the angular resolution we assume the resolution of a Euclid-like survey, i.e. $\delta \theta_{BAO} = 0.1$ arcsec. The error on $F_{AP}$ results to be dominated by the uncertainty on $\Delta z_{BAO}$.

In figure 4 we show the result of the consistency test for the three cases of interest here. We find that gravitational lensing does not affect the AP test, while redshift space distortions enhance the result by about 1% if compared to an analysis performed in real space.

5.2 Galaxy bias

In the previous section we assumed observed galaxies to be unbiased tracers of the underlying dark matter distribution. In this section we relax this assumption in order to investigate the implication of galaxy bias for the BAO measurements and for the AP test. The effect of galaxy bias on BAO measurement was investigated in [30], where it was found that for the most biased tracers ($b > 3$) a non-linear shift on the acoustic scale occurred at the percent level. However, it has been demonstrated that applying BAO reconstruction [31] compensates for this effect.

In this work we aim to study how a simple local and linear bias model influences the AP test. In fact, the bias affects the computation of the correlation function, but does not enter in the theoretical value of the AP parameter. Hence, any deviation from the theoretical value, is due to our ability of determining the BAO scale in terms of the truly observable quantities $\xi_{\parallel} (\Delta z, z_{\text{mean}})$ and $\xi_{\perp} (\theta, z_{\text{mean}})$. Since in the previous section we have found that lensing does not affect the measurement of the AP parameter, we neglect the lensing contribution here. We follow an analogous procedure as in the previous section, but here we vary the bias parameter $b$, that we assume to be redshift and scale independent (this assumption can also be easily generalized).
In figure 5 we show the result of the AP consistency test for different values of the bias parameter $b$. We see that the bias causes an offset which grows with increasing bias. This offset is due to the fact that the BAO position is recovered by using the phenomenological parameterization (4.3), which has been calibrated for unbiased sources. From figures 2 and 3 we note that the shape changes considerably when including redshift space distortions in the correlation function. Therefore, correlation functions for different galaxy bias parameters ($b > 1$) range between the blue and the green lines in figures 2 and 3 and they affect the precision of the parameterization. This indicates, that even when working only with directly observable quantities, we need to assume some cosmological prior to be able to determine accurately the BAO position. Nevertheless, to perform an AP test we do not need to know the physical scale of BAO, and so we can use radial and transverse correlation functions to self-calibrate the parameterizations.

In figure 6 we show how the offset varies as a function of the bias parameter, at fixed redshift. When increasing the bias, this offset approaches the offset found for an unbiased tracer, when only the local density term is taken into account. Indeed, for large galaxy bias parameters the redshift space distortions contribution tends to be negligible. As expected there is only a marginal redshift dependence, since we have considered a redshift independent bias and there is only a weak redshift dependence in the relation between the density and the velocity transfer functions, given by the growth factor. In a given survey, it is therefore important to reconstruct the bias as good as possible. In this way the fitting procedure can be calibrated for the estimated bias and the impact of the systematic error investigated in this section can be mitigated.
Figure 6. AP consistency test, at fixed redshift, for different values of the bias parameter.

5.3 The radial window function

In the previous section we assumed that the redshifts of the sources are exactly known. In realistic applications, though, a redshift bin has finite thickness that can be modeled by a window function (usually a Gaussian or a top-hat) centered at some mean redshift. To be able to locate the radial BAO peak position a spectroscopic precision (typically $\sigma_z = 0.001(1 + z_{\text{mean}})$ or smaller) for the redshift determination is required, whereas photometric redshift resolution is not sufficient.

For this reason we will focus here on spectroscopic surveys. However, in the transverse correlation function, the presence of a radial window function does not affect the resolution, but it smears out the BAO feature. As shown in figure 8, redshift bins of a typical width of photometric survey are sufficient to locate the peak position, but the position depends on the bin-width, see also [17].

Even if the AP test can be performed only with data from a spectroscopic survey, we can employ a window function with width larger than the redshift uncertainty in order to
maximize the signal-to-noise ratio

\[ \left( \frac{S}{N} \right)_\theta = \frac{\xi_\perp(\theta)}{\sigma_{\xi_\theta}}, \]  

where the noise \( \sigma_{\xi_\theta} \) is given by the root mean square of the diagonal elements of the covariance matrix \( \text{COV} \)

\[ \text{COV}_{\theta\theta'} = \frac{2}{f_{\text{sky}}} \sum_{\ell=0}^{\ell_{\text{max}}} \frac{2\ell + 1}{(4\pi)^2} \left[ P_\ell(\cos \theta) \right] \left[ P_\ell(\cos \theta') \right] \left( C_\ell + \frac{1}{n_i} \right)^2, \]  

\[ \sigma_{\xi_\theta} = \left( \text{COV}_{\theta\theta} \right)^{1/2}. \]  

In the expression (5.2), \( f_{\text{sky}} \) is the fraction of the sky covered by the survey. The shot noise is computed as the inverse of the number of galaxies per steradian \( n_i \) inside the \( i \)-th redshift bin.

In order to find the width of the window function which maximizes the signal-to-noise ratio, we compute this quantity for different values of \( \sigma_z \)

\[ \sigma_z = w \cdot (1 + z_{\text{mean}}), \quad w = 0.005, 0.01, 0.02, 0.03, \]  

at different redshift in the range \( z_{\text{mean}} = [0.7 - 2.0] \) and for the different specifications of the survey. We consider three future planned galaxy redshift surveys: Euclid, the Square Kilometer Array (SKA) and the Dark Energy Spectroscopic Instrument (DESI). As for DESI, we consider the two classes of galaxies that will be targeted by this experiment: bright Emission Line Galaxies (ELGs), that will be observed up to \( z = 1.7 \), and Luminous Red Galaxies (LRGs), that will be observed up to \( z = 1.0 \).

In appendix B we present the survey specifications we use in the computation of the signal-to-noise ratio. In figure 7 we show, as an example, the comparison of the signal-to-noise ratio for a Euclid-like galaxy survey at redshift \( z = 1 \). From figure 7(a) we see that, for a large window function, the signal is suppressed, but the correspondent noise also decreases. We
find that the signal-to-noise ratio, around the BAO peak, is optimized for \( \sigma_z = 0.02(1 + z_{\text{mean}}) \) (figure 7(b)). For all the four sets of survey specifications analyzed here, we find the same result. Therefore, from now on, we set our window function to \( \sigma_z = 0.02(1 + z_{\text{mean}}) \).

Now we are interested in studying the effect of a window function on the transverse correlation function and thereby on the AP test.

Since we consider window function with width much larger than the redshift resolution, we assume a top-hat radial window in the transverse correlation function and we refer to \( \sigma_z \) as the half-width of the top-hat.

In the radial correlation, a window with spectroscopic width (\( \sigma_z = 0.001(1 + z_{\text{mean}}) \) or smaller) does not substantially affect the correlation function because it still includes only radial modes. Therefore, we used a Delta Dirac window.

In figure 8 we compare the transverse correlation function computed applying three window functions of different widths. In this example, we assume bias \( b = 1 \) and, use the analytic expression from [32] for the galaxy density distribution,

\[
\frac{dN}{dz} \propto \left( \frac{z}{0.5} \right)^2 \exp \left[ -\left( \frac{z}{0.5} \right)^{1.5} \right].
\]

The window function suppresses the correlations and it shifts the peak position toward smaller angular scales, which is in agreement with the result presented in [17]. Furthermore, we test the modifications induced by gravitational lensing in the transverse direction when a window function is employed. We find that gravitational lensing slightly modifies the amplitude of the correlation function, but this effect is negligible with respect to the suppression induced by the window and leaves the peak position unaffected.
Figure 9. The result of the AP test for the four survey specifications considered. The dash lines refer to the cases in which a window function with $\sigma_z = 0.02(1 + z_{\text{mean}})$ is used and no correction is applied in order to take into account the effect of the window function. The dotted lines refer to the case in which no window function is employed (the small deviations are due to the redshift dependent bias). The continuous lines represents the cases with window function in the radial direction and which are corrected using the expression (5.8), where $\gamma$ are the best-fit values, reported in table 1.

In order to recover the physical BAO scale, the shift induced by the window function can be modeled as longitudinal component in the measured BAO scale. More precisely, the BAO scale can be computed as

$$L = \sqrt{L^2_{\perp} + \left(\frac{\delta z}{H(z)}\right)^2},$$

(5.6)

where $L_{\perp}$ is estimated from the BAO peak in transverse correlation function, while the corrective term $\delta z$ is a function of the width $\sigma_z$ of the window function. We use the parameterization introduced in [17], where the corrective term is simply proportional to $\sigma_z$

$$\delta z = \sqrt{\gamma} \sigma_z.$$  

(5.7)

Here we predict the value of the corrective factor $\gamma$ from the AP test, for three future galaxy redshift surveys previously quoted: Euclid, SKA and DESI.

We introduce also a realistic model for the redshift dependence of galaxy bias.

We perform the AP test, by introducing the radial window in the transverse correlation and modeling a redshift dependent bias in both radial and transverse correlation functions.

For all four considered surveys, we find that the redshift binning generates an offset between 3% and 5% (see figure 9, dash lines). Minor differences between the four cases are due to the different galaxy density distributions and the redshift dependence of the galaxy biases.
| Survey            | Bias          | $\gamma$ |
|-------------------|---------------|----------|
| Euclid-like       | $\sqrt{1 + z}$ | 0.166    |
| SKA               | $c_4 \exp (c_5 z)$ | 0.161    |
| DESI - ELGs       | $0.84/D(z)$   | 0.151    |
| DESI - LRGs       | $1.7/D(z)$    | 0.154    |

*Table 1.* Best-fit values of the parameter $\gamma$, for the four different survey specifications. The parameters which specify the bias dependence on redshift for SKA are taken from table 4 in [33], telescope SKA (phase 2). The galaxy bias model for DESI depends on the linear growth factor $D(z)$. 

In order to correct the result of the test from the distortions induced by the window function, we model the true AP parameter, as follows from eqs. (5.6), (5.7) and as already suggested in [17]

$$F_{\text{AP}}(z_{\text{mean}}) = \frac{\Delta z_{\text{BAO}}}{\theta_{\text{BAO}}} \sqrt{1 - \gamma \cdot \left( \frac{\sigma_z}{\Delta z_{\text{BAO}}} \right)^2},$$

where $\gamma$ is the parameter which quantifies the offset due to the window function. We estimate the parameter $\gamma$ by minimizing the quantity

$$\chi^2 = \sum_i \left( \frac{F_{\text{AP}}(z_i) - F_{\text{th}}(z_i)}{\Delta F_{\text{AP}}(z_i)} \right)^2,$$

where $F_{\text{th}}$ is the expected value for the AP function and $\Delta F_{\text{AP}}$ is the error on $F_{\text{AP}}$, determined by the redshift and angular uncertainties, which we assume to be statistically independent at different redshifts. The values of $\gamma$ which minimizes the difference between the measured AP function and its theoretical values are reported in table 1.

In figure 9 we show, as solid lines, the results of the test properly corrected for the window function effect. We find that, within the error, the AP function computed from angular and radial positions of the BAO peak in the correlation function agrees with the theoretical value.

### 5.4 Impact of shot-noise on the AP test

In the previous section, we tested the precision of the AP test for different sources of uncertainties. In particular, in section 5.2 we found that the galaxy bias introduces an extra 1% error in the estimation of $F_{\text{AP}}$. In this section we quantify the impact of the shot-noise in the computation of the peak position and on the AP function. We estimate the uncertainty on the cosmological parameters obtained from the AP test including shot-noise and cosmic variance in the error budget. Our estimate is approximate, the true errors are somewhat larger.

We consider an Euclid-like survey, with specifications as described in appendix B. We first compute the errors induced by shot-noise and cosmic variance as the statistical 1-σ errors on our fitting parameters for the correlation functions.

The error is computed in two steps. First, we include the error due to the shot-noise and cosmic variance in the fitting procedure by minimizing

$$\chi^2 = \sum \left( \frac{\xi(\theta_i) - \hat{\xi}(\theta_i, p)}{\sigma_{\xi(\theta_i)}} \right)^2,$$

where $\xi(\theta_i)$ is the measured value of the correlation function at angular position $\theta_i$, $\hat{\xi}(\theta_i, p)$ is the expected value from the correlation function model, and $\sigma_{\xi(\theta_i)}$ is the statistical error on the measurement.
Table 2. 1-σ statistical error on $\theta_{\text{BAO}}$ estimated by the fit for two different parameterizations. The polynomial parameterization is the polynomial+Gaussian we adopted throughout the paper, where the polynomial degree is set to be $N = 10$, while the power-law is the 6-parameter power-law+Gaussian model considered in appendix A.

| $z$       | Polynomial variance + shot-noise | Cosmic variance |
|-----------|----------------------------------|-----------------|
|           | Polynomial | Power-law | Polynomial | Power-law |
| 0.7       | 2%        | 1.4%      | 2%         | 1.4%      |
| 1.0       | 3%        | 1.9%      | 1.7%       | 1.0%      |
| 1.25      | 3%        | 1.9%      | 1.6%       | 0.9       |
| 1.5       | 3%        | 2.3%      | 1.5%       | 0.8       |
| 1.75      | 5%        | 3%        | 1.4%       | 0.9%      |
| 2.0       | 12%       | 8%        | 1.3%       | 0.7%      |

where $\hat{\xi}(\theta, \mathbf{p})$ is the parameterization described in eq. (4.3), $\mathbf{p}$ is the vector of our fitting parameters and $\sigma_{\xi_i}$ are the errors of the correlation function, defined in (5.3). Eq. (5.10) implicitly assumes the errors $\sigma_{\xi_i}$ to be uncorrelated, which is not true for the angular correlation function. Nevertheless, the correlations between errors do not affect the estimated values of the best-fit parameters, but only their covariance. For this reason, we compute the best-fit parameters by assuming eq. (5.10) and we separately estimate their errors. The errors on the parameters $\mathbf{p}$ are estimated as

$$\sigma_{\mathbf{p}} = \sqrt{\text{diag}([J^T W J]^{-1})},$$

where $J$ is the Jacobian of the transformation

$$J^{ij} = \frac{\partial \hat{\xi}(\theta_i, \mathbf{p})}{\partial p_j},$$

and $W$ is the inverse of the full covariance matrix $\text{COV}$,

$$W^{ij} = [\text{COV}_{\theta,\theta}]^{-1}.$$
This suggests that a fitting model with 14 parameters, even if more accurate, requires more data to constrain simultaneously the free parameters and the cosmological model. Table 2 shows that a power-law still gives better constraints. Nevertheless, the power-law template may introduce a bias in the result, as it is shown in appendix A. Therefore, it can be worth to partially sacrifice the precision of the result in favor of a better accuracy.

In order to estimate the impact of these errors on the AP function we compute the total error by summing the systematic errors, due to the resolution of the survey and on the bias, and the statistical errors, due to the shot-noise and cosmic variance,

\[
\frac{\Delta F_{AP}(z)}{F_{AP}(z)} = \sqrt{\left(\frac{\Delta F_{AP}(z)}{F_{AP}(z)}\right)^2_{\text{sys}} + \left(\frac{\Delta F_{AP}(z)}{F_{AP}(z)}\right)^2_{\text{stat}}}. \tag{5.14}
\]

In figure 10 we show the impact of the error due to the shot-noise on the AP function. When only the systematic error is taken into account, the error is dominated by the resolution in redshift in the radial correlation function. The shot-noise contribution is, however, not negligible and becomes even dominant at high redshifts, due to the lower galaxy density. This indicates that with a higher number of galaxies, one could improve the AP test significantly. If both sources of uncertainty are taken into account we find a relative error between 3% and 4% at \( z \leq 1.5 \), while at higher redshift the error increases up to 12% at \( z = 2 \).

In the low redshift regime \( (z \leq 1.5) \), the estimated errors for the AP parameter \( F_{AP} \) can be compared to the recent analysis presented by the Baryon Oscillation Spectroscopic Survey (BOSS) collaboration [34]. In [34] the AP parameter is estimated in three redshift bins in the range \( z \in [0.2, 0.75] \) and in each bin the analysis uses the full two-dimensional correlation function. For all the three bins, the errors on \( F_{AP} \) amount approximatively to 3% (see table 4 in [34]), which is the same order of the errors in figure 10 in the low redshift regime.
Figure 11. Sensitivity of the AP function to different cosmological parameters. \( \Delta \Omega_i \) is taken to be the error on the parameter \( \Omega_i \) from galaxy clustering only (top panel) and from CMB analysis (bottom panel). The constraints from galaxy clustering come from the Baryon Oscillation Spectroscopic Survey (BOSS) of SDSS-III, when only the CMASS-Large dataset is employed \([35]\). The constraints from CMB are the 1-\( \sigma \) limits (\( \Omega_m \)) and 2-\( \sigma \) limits (\( \Omega_k \) and \( w_{\text{DE}} \)) in Planck 2015 analysis \([2]\), when CMB plus external data are used. The sign change in \( \frac{\partial F_{\text{AP}}}{\partial w_{\text{DE}}} \) at \( z \sim 1.3 \) is well visible in the precise Planck data ‘smeared out’ in the less accurate BOSS data.

5.5 Constraints on cosmological parameters

To conclude, we give in this section an approximative estimation of the expected errors on \( \Omega_m \), \( \Omega_k \) and \( w_{\text{DE}} \) from the AP test.

First we study the dependence of the AP function on cosmological parameters. In figure 11 we show the sensitivity of the AP function to variations of the cosmological parameters when considering BOSS error-bars from only galaxy clustering \([35]\) (left panel), and the Planck 2015 error-bars \([2]\) (right panel).

For each parameter, we also naively compute its change over the allowed range of variation of the AP function when all the other parameters are kept fixed,

\[
\Delta \Omega_i(z) = \left( \frac{\partial F_{\text{AP}}}{\partial \Omega_i} \right)^{-1} \Delta F_{\text{AP}}.
\]  

We use for \( \Delta F_{\text{AP}} \) the error computed in section 5.4 and plotted in figure 10.

In figure 12 we compare \( \Delta \Omega_i(z) \) to the constraints presently available from galaxy clustering data, more precisely from BOSS \([35]\), and from the state-of-the-art constraints, given by Planck, CMB + External Data analysis \([2]\). The errors \( \Delta \Omega_i(z) \) are represented by the light shaded regions, while the errors from BOSS (only galaxy clustering) and Planck 2015 are shown in dotted and dashed line, respectively.

The equation of state of dark energy, for this simple parameterization, is poorly constrained in the AP test around \( z \sim 1.3 \). This reflects the fact that the AP parameter is not sensitive to \( w \) around \( z \sim 1.3 \), as we see in figure 11.

The light shaded regions in figure 12 represent the error on a single measurement of \( F_{\text{AP}} \), the overall statistical errors on the parameters can be reduced by performing \( N \) independent measurements at different redshifts.

We also estimate the errors from \( N = 14 \) independent measurements in the range [0.7, 2.0] with redshift separation \( \Delta z = 0.1 \). The errors are estimated by fitting a set of
hypothetical data points for the AP function $F_{\text{DATA}}$. The data points are computed by summing the value of $F_{\text{AP}}$ for our fiducial cosmology to a randomly generated scattering term proportional to the error. The fit is performed by running *emcee* [36], a Markov Chain Monte Carlo (MCMC) code. The $\chi^2$ inferred from the simulated data is

$$
\chi^2 = \sum_{i=1}^{N} \left( \frac{F_{\text{DATA}}(z_i) - F_{\text{AP}}(z_i, \Omega)}{\Delta F_{\text{AP}}} \right)^2,
$$

where we vary only one parameter $\Omega$ at a time, keeping the others fixed to their fiducial value.

We obtain the following results for $\Omega_m$, $\Omega_k$ and $w_{\text{DE}}$:

$$
\Omega_m = 0.309^{+0.019}_{-0.018}, \quad \Omega_k = 0.005^{+0.036}_{-0.034}, \quad w_{\text{DE}} = -1.02^{+0.18}_{-0.24},
$$

where the quoted errors are the 1-$\sigma$ limits.

The dark shaded regions in figure 12 shows the error regions given in (5.17). The errorbars from the AP test are still significantly larger than the Planck error bars but smaller that present errors obtained from galaxy clustering only.

The most recent analysis combining CMB data with BAO and redshift space distortions is presented by the BOSS collaboration [37]. The errorbars on the three cosmological parameters $\Omega_m$, $\Omega_k$ and $w_{\text{DE}}$ are comparable to the Planck 2015 errorbars and therefore result to be significantly smaller than the errors quoted in (5.17). This is not surprising since the AP test uses just one single scale in the power spectrum, while parameter estimation from the full CMB power spectrum (Planck), or the full shape of the correlation function (BOSS), has the advantage of using all available modes.
6 Conclusions

We have presented a model independent method to perform the Alcock Paczyński test. We applied the test to the BAO feature in the galaxy 2-point correlation function, in the radial and transverse directions. In order to perform the test without prior assumption on the cosmological parameters, we model the shape of the correlation function with a polynomial, while the acoustic feature is modeled as a Gaussian. In this work we have shown that both redshift space distortions and galaxy bias must be taken into account to improve the accuracy of the estimated BAO scale, while gravitational lensing does not significantly affect the result of the AP test. Finally, we have investigated the projection effect induced by the finite width of the radial window function. In fact, in the transverse direction a redshift bin of a typical width of a photometric survey is sufficient to locate the peak position and it can be employed to maximize the signal-to-noise. However, the projection effect shifts the measured acoustic peak toward smaller angular scale. If not corrected for, this introduces a systematic error of up to 5% in the AP test. We have computed the correction that has to be applied in order to adjust the result of the test for this effect for three planned galaxy surveys, Euclid-like, SKA and DESI. We have also estimated the effect of shot-noise and cosmic variance in the precision of the BAO peak detection and on the AP test. We have found that the precision of the test could be improved significantly by increasing the number of galaxies in the survey, especially at high redshift. Finally, we have shown that cosmological parameters can be estimated in a model independent approach, by the AP test, with roughly the same accuracy as the BAO analysis performed with the BOSS survey. The latter, however, has the disadvantage to use the power spectrum in Fourier space, $P(k)$, which itself depends in a non-trivial way on cosmological parameters via the conversion of angles and redshifts into distances.
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A Methodology tests

Here we report the results of some tests we performed in order to find the best method to model the transversal and longitudinal correlation functions and in order to verify its reliability. We test our template model, eq. (4.3), for different degrees of the fitting polynomial. Figure 13 shows a consistency check for values of $N$ in the range [4 : 16]. The correlation functions used in this test are computed including the local density term and the redshift space distortions correction.

The errorbars are computed from linear propagation of uncertainty,

$$\frac{\Delta F_{\text{AP}}}{F_{\text{AP}}} = \sqrt{\left(\frac{\delta z}{\Delta z_{\text{BAO}}}\right)^2 + \left(\frac{\delta \theta_{\text{BAO}}}{\theta_{\text{BAO}}}\right)^2},$$

(A.1)
where $\delta z = 6.25 \cdot 10^{-4}$ is the resolution used for the radial correlation function, and $\delta \theta_{\text{BAO}} = 0.1$ arcsec is the angular resolution of an Euclid-like survey.

For these values, the uncertainty due to the angular resolution can be safely neglected and the relative error can be written as

$$\frac{\Delta F_{\text{AP}}}{F_{\text{AP}}} = \frac{\delta z}{\Delta z_{\text{BAO}}}. \tag{A.2}$$

Since $\delta z$ is chosen to be constant, the errorbars decrease at larger redshift because the radial BAO peak position corresponds to larger $\Delta z_{\text{BAO}}$.

We found that for $N$ between 8 and 14 the relative difference between the fitted AP parameter and its theoretical value is smaller than 0.5% at all redshifts. We checked the accuracy of the fit comparing the sum of the squared deviations between our fit and the CLASSgal output and we found the most numerically accurate results satisfying the AP test. Therefore, we choose a polynomial of degree $N = 10$ to perform the next analysis. In order to test the goodness of this parameterization, we perform the same analysis for different cosmologies, including a cosmology with a dynamical dark energy equation of state. In all cases we find qualitatively the same behavior shown in figure 13. We compare our parameterization also with others described in the literature. In particular, the transverse correlation function is often modeled by a power-law + Gaussian function \[38]\n
$$\xi_{\perp}(\theta) = A + B \cdot \theta^\gamma + C \cdot e^{-(\theta - \theta_{\text{BAO}})^2/\sigma^2}, \tag{A.3}$$

with $A, B, \gamma, C, \theta_{\text{BAO}}$ and $\sigma$ as free parameters. As for the radial correlation function, we compare our model with the parameterization used in \[39]\n
$$\xi_{\parallel}(\Delta z) = A + B \cdot e^{-C \Delta z} - D \cdot e^{-E \Delta z} + F \cdot e^{-(\Delta z - \Delta z_{\text{BAO}})^2/2\sigma^2}, \tag{A.4}$$
Figure 14. AP consistency test at different redshifts, for different parameterization of the radial and transverse correlation functions. The continuous black line refers to the test performed using a polynomial fitting function for the estimation of both $\Delta z_{\text{BAO}}$ and $\theta_{\text{BAO}}$, the dot blue line is computed using a polynomial fit in the longitudinal direction and the power-law+Gaussian model in the transverse one, while the dash green line is computing using a polynomial for $\xi_\perp(\theta)$ and the exponential fit in (A.4) for $\xi_\parallel(\Delta z)$.

Table 3. The comoving BAO scale in units of Mpc/h computed using the different parameterizations given in the text for the correlation function at different redshifts.

| $z$   | $L_\perp$(Mpc/h)     | $L_\parallel$(Mpc/h)          |
|-------|----------------------|-------------------------------|
|       | Polynomial  | Power-law | Polynomial | Exponential |
| 0.3   | 101.7 ± 0.2 | 103.2 ± 0.2 | 101.9 ± 1.6 | 102.0 ± 1.6 |
| 0.7   | 101.9 ± 0.3 | 103.6 ± 0.3 | 101.7 ± 1.3 | 101.9 ± 1.3 |
| 1.0   | 101.8 ± 0.4 | 103.9 ± 0.4 | 101.9 ± 1.1 | 101.8 ± 1.1 |
| 1.25  | 101.8 ± 0.5 | 104.3 ± 0.5 | 101.9 ± 0.9 | 101.9 ± 0.9 |
| 1.5   | 101.9 ± 0.5 | 104.1 ± 0.5 | 101.8 ± 0.8 | 101.8 ± 0.8 |
| 1.75  | 101.9 ± 0.6 | 104.0 ± 0.6 | 101.8 ± 0.7 | 101.8 ± 0.7 |
| 2.0   | 101.9 ± 0.6 | 104.0 ± 0.6 | 101.8 ± 0.6 | 101.8 ± 0.6 |

where the free parameters are $A, B, C, D, E, F, \Delta z_{\text{BAO}}$ and $\sigma$. The result of this consistency test is shown in figure 14. We find that both the exponential parameterization, eq. (A.4), and the 10 degree polynomial, eq. (4.3), fit well the radial correlation function (differences are smaller than 0.5% at all redshifts for the AP consistency check). On the other hand, we find a discrepancy between the power-law and the polynomial parameterization for the transverse correlation function. In table 3 we compare the comoving BAO scale computed from the peak positions in the transverse and radial direction.
We find that, using a \textit{power-law+Gaussian} fit for the transverse correlation function, the peak position is systematically shifted towards larger scales. This systematic introduces a 2\% offset in the AP test.

The polynomial and the exponential parameterization gives consistent values of the BAO scale at all redshifts. However, the polynomial fit is able to model the data over a larger range, therefore we adopt this parameterization.

\section*{B \ Surveys specifications}

In this section we report the specifications used for the different surveys considered in section 5.3. The parameters of the surveys are the sky coverage $f_{\text{sky}}$, the number of galaxies per unit redshift per square degree and the redshift dependence of the galaxy bias.

\subsection*{B.1 Euclid}

Our Euclid-like survey is modeled following appendix A.3 in [40]. We assume a sky fraction $f_{\text{sky}} = 0.375$. The number of galaxies per unit redshift per square degree is computed from table 2 of [41], for the case of a limiting flux of $3 \times 10^{-16}$ erg s$^{-1}$ cm$^{-2}$. Following ref. [40], we multiply the tabulated values by an efficiency factor 0.25 and we divide them by the factor 1.37 to get conservative prediction. The redshift dependence of the bias is modeled as in the forecasts presented in [18]

\begin{equation}
    b(z) = \sqrt{1+z}.
\end{equation}

\subsection*{B.2 SKA}

We used the technical specification for SKA reported in [20]. Galaxy number density per unit redshift per square degree and bias evolution are given by

\begin{equation}
    \frac{dN}{dzd\Omega} = 10^{c_1 z c_2} \exp(-c_3 z),
\end{equation}

\begin{equation}
    b(z) = c_4 \exp(c_5 z),
\end{equation}

where we used for the coefficients $c_i$ the best-fit values reported in table 4 of [33], for SKA2. For SKA2, the sky coverage is expected to be around 30000 deg$^2$, which corresponds to a sky fraction $f_{\text{sky}} = 0.727$.

\subsection*{B.3 DESI}

Survey specifications for DESI, for both ELGs and LRGs, are taken from the Science Technical Design Report [42]. The number of galaxies per unit redshift per square degree, for both ELGs and LRGs, are assumed to be the one reported in table 2.3 of [42]. The values at intermediate redshifts are computed by interpolation. The redshift dependence of galaxy bias is expressed in terms of the linear growth factor $D(z)$. For the ELGs we have

\begin{equation}
    b(z) = \frac{0.84}{D(z)},
\end{equation}

while for LRGs we assume

\begin{equation}
    b(z) = \frac{1.7}{D(z)}.
\end{equation}
Figure 15. Figure (a) and figure (b) show, respectively, the number of galaxies per square degree per unit redshift and the redshift dependent bias for the four cases described in this appendix: Euclid, SKA, DESI ELGs (bright Emission Line Galaxies) and DESI LRGs (Luminous Red Galaxies). The markers identify the redshifts for which we performed the AP test in section 5.3.

Following [42], we assume for DESI a sky coverage equal to 14000 deg$^2$, which corresponds to a sky fraction $f_{\text{sky}} = 0.339$. In figure 15 we compare the expected number of galaxies per unit redshift, per square degree and the bias evolution for the 3 cases discussed above. The number of galaxies per unit redshift per square degree is relevant for the computation of shot noise.

The number of galaxies per steradian $n_i$ inside the $i$-th redshift bin is computed as

$$n_i = \frac{1}{4\pi} \int d\Omega \int_{z_{\text{mean}} - \Delta z/2}^{z_{\text{mean}} + \Delta z/2} \frac{dN}{dz d\Omega} dz,$$  \hspace{1cm} (B.6)

where $\Delta z$ is the width of the redshift bin.
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