Dynamics on Modular Networks with Heterogeneous Correlations
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We develop a new ensemble of modular random graphs in which degree-degree correlations can be different in each module and the inter-module connections are defined by the joint degree-degree distribution of nodes for each pair of modules. We present an analytical approach that allows one to analyze several types of binary dynamics operating on such networks, and we illustrate our approach using bond percolation, site percolation, and the Watts threshold model. The new network ensemble generalizes existing models (e.g., the well-known configuration model and LFR networks) by allowing a heterogeneous distribution of degree-degree correlations across modules, which is important for the consideration of nonidentical interacting networks.

I. INTRODUCTION

It can be very useful to view a network as consisting of a set of heterogeneous, interconnected modules. The connections between nodes in the same module or between nodes from different modules tend not to be uniformly random. For example, they might depend on nodes’ degrees (or other structural characteristics) or on their module assignments. Furthermore, the meaning of network modules depends significantly on context. For example, a module in a social network might represent a group to which an individual belongs, whereas a partition of a technological network into modules might yield subnetworks that each contain different types of nodes.

Amidst the escalating data deluge, networks that are constructed from multiple interconnected parts or which contain multiple types of nodes have attracted considerable recent interest. Such networks, for example, can be used to study failures on interdependent power grids, the spread of social influence through multiple media, or transportation via multiple modes of travel. It is therefore important to develop new random-graph models for studying such processes. For example, in order to detect cohesive groups of nodes (i.e., communities) algorithmically in such networks, it is necessary to develop and analyze more sophisticated random-graph null models against which to compare the structure of real networks.

In the present paper, we develop a model of networks that consist of interconnected modules, where each module has its own joint degree-degree distribution, and the connections between nodes from different modules are determined via a joint degree-degree distribution of nodes for each pair of modules. One can think of each module as a separate network, so the aggregate network under consideration constitutes an example of a “multilayer” network. Indeed, multi-module networks have many names in the literature — including “interdependent networks”, “coupled networks”, and more.

The model that we introduce in this paper (and which we call the Pkk′ model) is a generalization of several random-graph models. (Note that we only consider unweighted and undirected networks.) One of them is the well-known configuration model in which a degree distribution pk is specified but connections between stubs (i.e., half-edges) are assigned uniformly at random. Another model, which we call the Pkk′ model, describes single-module networks and is defined by a joint degree-degree distribution (i.e., via degree assortativity). A third model, which we call the Ekk′ model, generates multi-module networks that have no a priori degree-degree correlations. The so-called LFR (Lancichinetti-Fortunato-Radicchi) synthetic benchmark networks for testing community-detection methods constitute a fourth important special case of our model.

We also develop an analytical method that can be used to investigate a broad class of binary-state dynamics operating on networks produced by our generative network model and its special cases above. We employ numerical simulations to test the accuracy of our analytical approach using several synthetic and real-world networks. We show that because our network model incorporates features of network topology that Pkk′ and Ekk′ models are unable to capture, it allows us to better predict the dynamics operating on networks.

The remainder of this paper is organized as follows. In Sec. II, we introduce our new Pkk′ random-graph ensemble. In Sec. III, we present our analytical approach for solving binary-state dynamics on such networks. In Sec. IV, we show how the same analytical approach can be applied to Pkk′ and Ekk′ networks. In Sec. V, we examine several examples of dynamical processes and compare the predictions of our theory with numerical simulations. In Sec. VI, we use both synthetic and real-world networks to provide examples with more complicated topologies that further justify our new random-graph ensemble. Finally, we present our conclusions in...
II. DEFINITION AND CONSTRUCTION OF $P^{i,i'}_{k,k'}$ NETWORKS

Consider an undirected, unweighted, connected network that consists of $N$ nodes that are distributed across $M$ modules such that each node is a member of exactly one module and $k_{\text{max}}$ is the maximum node degree in module $i$. We define the degree to be the total number of a node’s neighbors across all modules. It can, of course, also be desirable to be more nuanced and consider multiple types of degrees.

We define $P^{i,i'}_{k,k'}$ to be the probability that a randomly chosen edge connects a degree-$k$ node from module $i$ to a degree-$k'$ node from module $i'$. In the context of social networks, $P^{i,i'}_{k,k'}$ thereby allows modules (e.g., social circles) with different levels of degree homophily. As we illustrate in Fig. 1, one can think of the tensor $[P^{i,i'}_{k,k'}]$ with elements $P^{i,i'}_{k,k'}$ as an $M$-by-$M$ block matrix. Each block $(i, i')$ is a $k_{\text{max}}$-by-$k_{\text{max}}$ matrix of scalars, so $[P^{i,i'}_{k,k'}]$ contains $\left(\sum_{i=1}^{M} k_{\text{max}}^i\right)^2$ scalar entries. Each block on the main diagonal is given (up to a proper normalization) by the joint degree-degree distribution for that module, and off-diagonal blocks represent connections between pairs of different modules.

To construct an $N$-node network drawn from the ensemble of random graphs with specified $P^{i,i'}_{k,k'}$ distribution, we first need to calculate how many edges of each type are in the network. We therefore calculate the degree distribution

$$p_{k} = \left(\sum_{i,i',k'} P^{i,i'}_{k,k'} \frac{k'}{k}\right) \left(\sum_{i,i',k,k'} P^{i,i'}_{k,k'} \frac{k'}{k}\right),$$  

and we note that the mean degree is $z = \sum_{k} kp_{k}$. Consequently, the number of edges of type $\{i,k\} \{i',k'\}$ (i.e., edges that connect a degree-$k$ node from module $i$ to a degree-$k'$ node from module $i'$) is $zN P^{i,i'}_{k,k'}$. We then create the required number of edges of each type and place degree-$k$ nodes in module $i$ by collecting $k$ edge ends of type $(i,k)$ uniformly at random. When we have gathered all edge ends into such bunches, we have constructed the desired network.

Importantly, one can obtain a $P^{i,i'}_{k,k'}$ network from a real-world network (or any other network) by rewiring its edges using an algorithm that preserves the $P^{i,i'}_{k,k'}$ distribution but otherwise randomizes connections between nodes.

III. ANALYTICAL CALCULATION OF DYNAMICS ON $P^{i,i'}_{k,k'}$ NETWORKS

In this section, we consider binary-state dynamics on networks — in which nodes can be in one of two possible states, which we call “inactive” (0) and “active” (1) — and present analytical expressions for calculating the fraction of active nodes in a network starting with some (possibly zero) fraction of initially active nodes. Even though binary dynamics are the simplest type of dynamical process that can occur on a network, they have repeatedly been very insightful on a large variety of (much more complicated) real systems. In a binary-dynamics model, an idea is either accepted or not accepted, a purchase is either made or not made, an individual is either infected with a disease or is not infected, a system component has either failed or it has not, a profile picture is changed or it is not, and so on. On an appropriate timescale, it can be very insightful to use binary dynamics as a simple model for very complicated situations even when the dynamics is not binary on a longer timescale.

We consider a broad class of binary dynamics that can be described in terms of “response functions” $F_i(m, k)$, which describe local interactions among neighboring nodes and which can be defined independently for each module $i$. The response function $F_i(m, k)$ gives the probability that a degree-$k$ node in module $i$ becomes active when it has $m$ active neighbors. The analytical method that we employ is based on pairwise interactions between nodes and it requires that the response functions $F_i(m, k)$ be non-decreasing functions of $m$ for any fixed $k$. This condition reflects the effect of positive externalities: a node is more likely to become active when it has more active neighbors. Examples of dynamics that satisfy this requirement include bond percolation, site percolation, the Watts threshold model, and the calculation of $k$-core sizes.

To calculate the fraction of active nodes at discrete
time \( n \), we employ the approach introduced in Refs. \[23\] and \[37\] and which has proven to be very fruitful \[11\], \[13\], \[36\], \[39\]. We define \( q_k^i(n) \) to be the probability that a degree-\( k \) node in module \( i \) is active at time step \( n \), given that at least one of its neighbors is inactive. The probability that a neighbor of an inactive degree-\( k \) node in module \( i \) (at time step \( n \)) is active is then given by the expression

\[
q_k^i(n) = \frac{\sum_{j} \sum_{k'} P_{k,k'}^{i,i'} q_{k'}^i(n)}{\sum_{j} \sum_{k'} P_{k,k'}^{i,i'}},
\]

(2)

because a degree-\( k \) node of module \( i \) has a neighbor of degree \( k' \) node in module \( i' \) with probability

\[
P_{k,k'}^{i,i'} \sum_{i'} \sum_{k'} P_{k',k}^{i',i} .
\]

Therefore, starting with the initial condition \( q_k^i(0) = \rho_k^i(0) \), where \( \rho_k^i(0) \) is the initially active fraction of degree-\( k \) nodes in module \( i \), one can compute the values of \( q_k^i(n) \) using the recurrence equation

\[
q_k^i(n + 1) = \rho_k^i(0) + (1 - \rho_k^i(0)) \prod_{m=0}^{k-1} \left( \frac{k - 1}{m} \right) \left( q_k^i(n) \right)^m (1 - q_k^i(n))^{k-1-m} F_i(m, k).
\]

Equation (3) describes a situation in which a node that was initially inactive becomes active when it has a sufficient number of active neighbors (given that one of its neighbors is inactive).

The probability that a degree-\( k \) node in module \( i \) is active at time step \( n+1 \) (i.e., the fraction of active degree-\( k \) nodes in module \( i \)) is calculated from

\[
\rho_k^i(n + 1) = \rho_k^i(0) + (1 - \rho_k^i(0)) \prod_{m=0}^{k-1} \left( \frac{k}{m} \right) \left( q_k^i(n) \right)^m (1 - q_k^i(n))^{k-1-m} F_i(m, k).
\]

(4)

One then calculates that the fraction of active nodes in module \( i \) at time step \( n \) is

\[
\rho^i(n) = \sum_k \rho_k^i(n),
\]

(5)

where

\[
\rho^i(n) = \sum_k \frac{1}{k} P_{k,k'}^{i,i'} \left( \sum_k \frac{1}{k} P_{k,k'}^{i,i'} \right),
\]

(6)

is the degree distribution for nodes in module \( i \), and the aggregate active fraction of nodes in the entire network is

\[
\rho(n) = \sum_i \frac{N_i}{N} \rho^i(n),
\]

(7)

where

\[
N_i = N \left( \sum_{k,k',i'} \frac{1}{k} P_{k,k'}^{i,i'} \right) / \left( \sum_{i,i',k,k'} \frac{1}{k} P_{k,k'}^{i,i'} \right)
\]

(8)

is the number of nodes in module \( i \).

IV. APPLICATION TO \( P_{k,k'} \) AND \( E^{i,i'} \) NETWORKS

The \( P_{k,k'}^{i,i'} \) random-graph ensemble generalizes two well-known models: \( P_{k,k'} \) networks, which consist of a single module defined by a joint degree-degree distribution of nodes \( P_{k,k'} \) \[23\], \[47\] and the uncorrelated multi-module network ensemble (so-called \( E^{i,i'} \) networks), which are defined by the degree distribution \( p_k^i \) of each module and the probability \( E^{i,i'} \) that a given network edge connects a node from module \( i \) to a node from module \( i' \) \[22\]. The quantities that define these networks can be calculated from the \( P_{k,k'}^{i,i'} \) distribution using the formulas

\[
P_{k,k'} = \sum_{i,i'} P_{k,k'}^{i,i'}, \quad E^{i,i'} = \sum_{k,k'} P_{k,k'}^{i,i'},
\]

(9)

and \( p_k^i \) is obtained from Eq. (6).

Equations (2–4) apply to both \( P_{k,k'} \) networks and \( E^{i,i'} \) networks. Consequently, one can derive results for \( P_{k,k'} \), \( E^{i,i'} \), and \( P_{k,k'}^{i,i'} \) networks by using only an implementation for \( P_{k,k'}^{i,i'} \) networks. For example, to obtain results for \( E^{i,i'} \) networks using Eqs. (2–4), one needs to input the corresponding uncorrelated \( P_{k,k'}^{i,i'} \) matrix that is constructed from a given mixing matrix \( E^{i,i'} \) and degree distribution \( p_k^i \) of nodes in module \( i \) using the formula

\[
\tilde{P}_{k,k'}^{i,i'} = E^{i,i'} \sum_k k p_k^i \sum_{k'} k' p_{k'}^i.
\]

(10)

To obtain results for \( P_{k,k'} \) networks, one can directly use the joint degree-degree distribution matrix \( P_{k,k'} \) in Eqs. (2–4) because it represents a single-module \( P_{k,k'} \) network. When considering example networks, we use this technique to compare the results given by Eqs. (2–4) for \( P_{k,k'}^{i,i'} \), \( P_{k,k'} \), and \( E^{i,i'} \) networks (and we refer to the corresponding results as \( P_{k,k'}^{i,i'} \), \( P_{k,k'} \), and \( E^{i,i'} \) theories).

In general, we expect \( P_{k,k'}^{i,i'} \) theory to have a better match than \( P_{k,k'} \) and \( E^{i,i'} \) theories to the results of numerical simulations. This is the case because \( P_{k,k'}^{i,i'} \) theory provides more information about network structure. For example, unlike \( P_{k,k'} \) theory, our new \( P_{k,k'}^{i,i'} \) theory is able to distinguish between nodes of the same degree that belong to different modules. Unlike \( E^{i,i'} \) theory, our new theory is able to capture degree-degree correlations that exist both within and between modules.
V. EXAMPLES OF DYNAMICS ON MODULAR SYNTHETIC \( E^{i,j} \) NETWORKS

In this section, we consider several examples of dynamical processes on modular networks. We compare computational results to theoretical predictions from Eqs. (2)–(4). We use \( E^{i,j} \) networks, which we showed in Sec. VI are a special case of \( P_{k,k'}^{i,j} \) networks. We consider examples with more complicated specifications in Sec. VI.

In \( E^{i,j} \) networks, each node is a member of exactly one of a network's \( M \) modules. The nodes draw their degrees \( k \) from the degree distribution \( p_k \), which is specified separately for each module \( i \). Each edge from a node belonging to module \( i \) is connected to a node from module \( j \) with a fixed probability. These probabilities can be described conveniently by an \( M \)-by-\( M \) mixing matrix \( E^{i,j} \), whose representative element \( e_{ij} \) gives the probability that a randomly chosen edge in a network connects a node from module \( i \) to a node from module \( j \). There are \( N_i \) nodes in module \( i \), and the network is otherwise random.

In the examples below, we use an \( E^{i,j} \) network that we designed to demonstrate the advantage of \( P_{k,k'}^{i,j} \) theory over \( P_{k,k'} \) theory. The network consists of two modules with \( N_i = 10000 \) nodes each. The first module contains only nodes of degree 4. The second module contains nodes of degrees 4 and 12 in proportion 1:1, and the mixing matrix

\[
E^{i,j} = \frac{1}{1200} \begin{pmatrix} 399 & 1 \\ 1 & 799 \end{pmatrix}
\]

defines the interconnections between the modules. Such a network is thus an example of a \((k_1, k_2)\)-regular graph \( P_{k,k'}^{i,j} \) (i.e., a graph in which all nodes have either degree \( k_1 \) or degree \( k_2 \)). In Fig. 2 we show a schematic of a network drawn from this ensemble. In the following subsections, we investigate several dynamical processes on such networks.

![FIG. 2. Schematic of the \( E^{i,j} \) network described in the text. Module 1 consists only of degree-4 nodes, and module 2 consists of nodes of degrees 4 and 12 in proportion 1:1. (The dark nodes have degree 12, and the light ones have degree 4.)](image)

A. Bond Percolation

We begin by considering bond percolation, which has been studied extensively on networks. \[21\] In bond percolation, network edges are deleted (or labeled as “unoccupied”) with probability \( 1 - p \), where \( p \) is called the bond occupation probability. One can measure the effect of bond deletions on aggregate graph connectivity in the limit of infinitely many nodes using the fractional size of the giant connected component (GCC) at a given value of \( p \). (In this paper, we use the terminology GCC for finite graphs as well; one can alternatively use the term “largest connected component” for finite graphs.) The fractional size of the GCC is the number of nodes in the GCC of a network divided by the number of nodes in the network. Bond percolation has been used as a simple model for biological epidemics. \[21, 28, 32\] In such a context, \( p \) is related to the mean transmissibility of a disease, so the GCC is used to represent the size of an epidemic outbreak (and to give the steady-state infected fraction in a susceptible-infected-recovered model).

To apply Eqs. (2)–(4) to bond percolation, observe that network edges are occupied with probability \( p \) and that nodes become infected (i.e., active) if they are connected to an infected node by an occupied edge. Therefore, a node with \( m \) active neighbors has a probability of \((1-p)^m\) of not becoming infected, so the response function is

\[
F_i(m, k) = 1 - (1 - p_i)^m.
\]

If different modules \( i \) have different values of \( p_i \), one obtains what is known as “semidirected bond percolation” \[15\] every inter-module edge of the original undirected network is replaced by two directed edges that run in opposite directions, and edges that point to nodes of module \( i \) are occupied with probability \( p_i \). For simplicity, however, we consider classical bond percolation, so we assume that \( p_i = p \) for all modules \( i \).

Given a network adjacency matrix, we calculate the distributions \( P_{k,k'}^{i,j} \), and \( P_{k,k'} \) and then use them and the response function (12) in Eqs. (2)–(4) to predict the GCC size for a particular value of \( p \). (One can also obtain an analytical result for GCC sizes on \( P_{k,k'} \) networks using Eq. (12) of Ref. 48.) In Fig. 3 we compare the predictions from \( P_{k,k'}^{i,j} \) and \( P_{k,k'} \) theories.

We perform numerical calculations of the GCC size by applying the algorithm of Ref. 49 to the network adjacency matrices and display the results as black disks in Fig. 5. It is apparent from Fig. 3 that \( P_{k,k'}^{i,j} \) theory outperforms \( P_{k,k'} \) theory on this example. The reason for the poor performance of \( P_{k,k'} \) theory is as follows. The degree-4 nodes in module 1 have a much smaller probability to have degree-12 nodes as neighbors than do the degree-4 nodes in module 2 (which, in turn, affects the probability of belonging to a GCC). As one can see in the figure, \( P_{k,k'} \) theory fails to capture these differences, as it deals only with a single type (the ‘average’) of degree-4 nodes in the network. By contrast, \( P_{k,k'}^{i,j} \) theory is able...
to distinguish between degree-4 nodes in module 1 and degree-4 nodes in module 2. It thus yields the correct prediction in Fig. 3.

To understand the peculiar shape of the numerical curve in Fig. 3, recall that the bond-percolation threshold (i.e., the value of $p$ at which a GCC appears as $p$ increases) for random (configuration-model) networks in which all nodes have degree $k$ is given by $p_{bh} = 1/(k - 1)$ [24]. In Fig. 3, the percolation threshold is dominated by degree-12 nodes from module 2, but its value is slightly shifted to the right from 1/11 because of the presence of degree-4 nodes in the same module. The step that appears at $p = 1/3$ is due to percolation of module 1, which consists entirely of degree-4 nodes. More generally, this also illustrates that $(k_1, k_2)$-regular graphs can be very useful for probing the behavior of dynamics on networks [25].

B. Site Percolation

We now consider site percolation, in which we remove nodes (along with the edges connected to those nodes) instead of removing edges [26]. Site percolation can be used as a toy model of the vaccination of individuals against a disease. In the context of a disease that spreads through a network of contacts, vaccinated individuals do not contribute to the spread of the disease and can be construed as having been removed from a network. In this case, the GCC again represents the size of an epidemic outbreak.

To model the site-percolation process, nodes are occupied with a selected probability and occupied nodes become active (i.e., infected) if they have one or more active neighbors. Unoccupied nodes can never become active. The response function for site percolation is thus

$$F_i(m, k) = \begin{cases} 0, & \text{if } m = 0 \\ Q_k^i, & \text{otherwise} \end{cases},$$  \hspace{1cm} (13)$$

where $Q_k^i$ is the occupation probability of degree-$k$ nodes in module $i$.

FIG. 4. Site percolation on the same $E^{i,i'}$ network as in Fig. 3. We plot the size of the GCC versus the occupation probability of degree-12 nodes.

In the example in Fig. 4, we compare numerically calculated GCC sizes for the site-percolation process with those obtained using $P_{k,k'}^{i,i'}$ and $P_{k,k'}$ theories. We consider the same two-module network as in Fig. 3. Recall that the first module contains only degree-4 nodes, whereas the second module is a mixture of degree-4 and degree-12 nodes. For simplicity and in order to be able to compare results from $P_{k,k'}^{i,i'}$ and $P_{k,k'}$ theories directly, we fix all $Q_k^1 = 1$ and calculate the GCC size as we vary $Q_{12}^2$, which we recall is the occupation probability of degree-12 nodes in module 2. (In other words, we have constructed this example so that degree-12 nodes are occupied with probability $Q_{12}^2$ and all other network nodes are occupied with probability 1.) The results of direct numerical computation are approximated very well by the results of $P_{k,k'}^{i,i'}$ theory but not by those of $P_{k,k'}$ theory.

C. Watts Threshold Model

About a decade ago, Watts introduced a simple model for the spread of cultural fads [31]. It allows one to examine how a small initial fraction of early adopters can lead to a global cascade of adoption via a social network and it distinguishes between “simple” and “complex” contagions [33, 34]. In the Watts model, each node of a network is randomly assigned a fixed threshold $R$ from a specified probability distribution. A degree-$k$ node becomes active if at least a threshold fraction $R$ of its $k$ neighbors are active (i.e., if $m/k \geq R$). Cascades of activations can be initiated by randomly activating a seed fraction $\rho(0)$ of the nodes or, in a more general setting, by randomly activating a fraction $\rho_k^i(0)$ of degree-$k$ nodes in module
i. The response function for the Watts threshold model is

\[ F_i(m, k) = C_i(m/k), \]

where \( C_i \) is the cumulative distribution function of nodes’ thresholds in module \( i \). If, for example, all nodes in module \( i \) have the same threshold \( R_i \), then the response function becomes

\[ F_i(m, k) = \begin{cases} 1, & \text{if } m/k \geq R_i \\ 0, & \text{otherwise} \end{cases}. \]

![Graph showing the response function for the Watts threshold model.](image)

FIG. 5. Watts threshold model on the same \( E^{i,i'} \) network as in Fig. 3. We plot the final fraction of active nodes versus the threshold \( R \), which is identical for all nodes. Initially, 0.1\% of the nodes (chosen uniformly at random) are active.

In Fig. 5, we show the final fraction of active nodes for the Watts threshold model versus the threshold \( R \), which for simplicity we take to be the same for all nodes. In this figure, we use the same \( E^{i,i'} \) network as for Figs. 3 and 4. Initially, we activate 0.1\% of nodes, which we choose uniformly at random from the entire network. Nodes subsequently become active according to Eq. (15). The results of direct numerical simulations are captured accurately by \( P_{k,k}^{i,i'} \) theory but not by \( P_{k,k'}^{i,i'} \) theory, highlighting the fact that modular structure is important for this process.

In Fig. 5, the curve from \( P_{k,k'}^{i,i'} \) theory exhibits sharp transitions at \( R = 1/4 \) and \( R = 1/6 \). The transition at \( R = 1/4 \) is due to degree-4 nodes in module 1 becoming active when they have at least one active neighbor, so all nodes in module 1 are active at the end of the process. However, module 2 has not experienced an activation cascade at this value of \( R \) because most edges in it connect a pair of degree-12 nodes, which collectively remain inactive. The transition at \( R = 1/6 \) occurs when degree-12 nodes become active as a result of having only two active neighbors. In this situation, both modules eventually experience activation cascades. However, there is only one transition in the curve from \( P_{k,k'} \) theory. This occurs at \( R = 1/4 \), which is the maximum threshold value for which having a single active neighbor is sufficient to activate a degree-4 node. The curve has the given shape because \( P_{k,k'} \) theory mixes all degree-4 and degree-12 nodes in a single module. Therefore, degree-12 nodes are surrounded by many more (active) degree-4 nodes than in module 2 in the actual network. This leads to an erroneous prediction of an activation cascade among degree-12 nodes.

VI. ADVANCED EXAMPLES

A. Synthetic \( P_{k,k'}^{i,i'} \) Networks

The examples that we illustrated in Figs. 3, 4, and 5 can be captured using \( E^{i,i'} \) theory, because the synthetic network that we used in those figures is drawn from an \( E^{i,i'} \) ensemble. To demonstrate the full advantage of the \( P_{k,k'}^{i,i'} \) network model and theory, we generate synthetic \( P_{k,k'}^{i,i'} \) networks that cannot be constructed using the simpler \( E^{i,i'} \) network model and investigate dynamical systems on such networks. As an example, consider an ensemble of graphs generated according to the following \( P_{k,k'}^{i,i'} \) matrix:

\[
P_{k,k'}^{i,i'} = \frac{1}{41} \begin{pmatrix} 20 & 0 & 1 \\ 0 & 0 & 9 \\ 1 & 9 & 1 \end{pmatrix} \]

\[ i = 1 \quad i = 2 \]

\[ k = 3 \quad k = 3 \quad k = 11 \]

\[ k' = 3 \quad i' = 1 \]

\[ k' = 3 \quad i' = 2 \]

\[ k' = 11 \]

(16)

Networks defined by the \( P_{k,k'}^{i,i'} \) matrix (16) consist of two modules. The first module \( (i = 1) \) contains only nodes of degree \( k = 3 \), and the second module \( (i = 2) \) contains nodes of degrees \( k = 3 \) and \( k = 11 \) (see the schematic in Fig. 6). From the first row of Eq. (16), we see that, on average, degree-3 nodes from module 1 have 20 connections to nodes of the same type, degree-3 nodes from module 2, and degree-11 nodes from module 1 for every 1 edge to degree-11 nodes of module 2. Similarly, we see from row 3 that, on average, the degree-11 nodes (which only appear in module 2) have 1 edge to nodes of the same type and 1 edge to degree-3 nodes from module 1 for every 9 edges to degree-3 nodes from module 2. Finally, row 2 indicates that all degree-3 nodes from module 2 connect exclusively to degree-11 nodes.

The ensemble of \( P_{k,k'}^{i,i'} \) networks described by the \( P_{k,k'}^{i,i'} \) matrix (16) cannot be accurately described by either the \( P_{k,k'} \) or \( E^{i,i'} \) network models. We now demonstrate using two examples that \( P_{k,k'}^{i,i'} \) theory is required to accurately analyze dynamics on such networks.

In Fig. 7, we show bond-percolation results for a 25000-node \( P_{k,k'}^{i,i'} \) network defined by the \( P_{k,k'}^{i,i'} \) matrix in Eq. (16) (cf. Fig. 3). We calculate the \( E^{i,i'} \) and \( P_{k,k'}^{i,i'} \) distributions from (16) using Eqs. (9), and we plot in Fig. 7 the GCC sizes that we calculate for each value of \( p \) using \( E^{i,i'} \), \( P_{k,k'} \), and \( P_{k,k'}^{i,i'} \) theories. As one can see in the figure,
only $P_{k,k'}^{i,i'}$ theory produces good agreement with the numerical simulations for all values of the bond-occupation probability. In particular, observe the differences in the predicted values of the percolation threshold $p_c$. Interestingly, $E^{i,i'}$ theory predicts a value of $p_c$ that is too low, whereas $P_{k,k'}$ theory predicts a value that is too high.

We use a network with the same $P_{k,k'}^{i,i'}$ matrix (16) in Fig. 8 (but with a larger number of nodes) to demonstrate the temporal evolution of the fraction of active nodes in the Watts threshold model. Initially, we activate 0.1% of nodes, which we chose uniformly at random from module 2. (To calculate the curve from $P_{k,k'}$ theory, we set $p_k(0) = \sum_i \frac{N}{N} P_{k,k'}^{i,i'}(0)$. This represents an initial activation of the same number of nodes of each degree as in the direct numerical simulations, but chosen uniformly at random from the entire network.) Nodes subsequently become active by interacting with their neighbors as specified by the response function (15). In this example, all nodes have the same threshold $R = 0.18$. To obtain continuous-looking numerical results, we use asynchronous updating and update a single node (chosen uniformly at random) at each time step of size $\Delta t = 1/N$. The theoretical curves also show dynamics in continuous time. [In the Appendix, we explain how to obtain them from the discrete-time Eqs. (2)–(4).] Again, $P_{k,k'}^{i,i'}$ theory outperforms both $P_{k,k'}$ and $E^{i,i'}$ theories.

**B. LFR Benchmark Networks**

We now consider a class of synthetic networks — so-called “LFR networks” — that were developed by Lancichinetti, Fortunato, and Radicchi for benchmarking community-detection algorithms [22]. LFR networks are an example of a planted-partition model [23] and they were developed to reflect important aspects of real-world networks better than previous such models. Prominent features of LFR networks include power-law distributions of both node degrees and community sizes. In LFR networks, each node is assigned a degree from a power-law distribution with exponent $\gamma$ and cut-off degree $k_{\text{max}}$. Each node belongs to exactly one (planted) community, and a fraction $\mu$ of each node’s edges are connected to nodes in other communities. (The quantity $\mu$ is known as the “mixing parameter”.) The number of nodes in each community is drawn from a power-law distribution with exponent $\beta$, such that the total number of nodes in the network is $N$. The minimum and maximum permitted community sizes are specified, respectively, by the parameters $c_{\text{min}}$ and $c_{\text{max}}$.

Because the connections between nodes in LFR net-
networks are independent of node degrees, the \( E^{i,i'} \) network model (which is a special case of our \( P_{k,k'}^{i,i'} \) network model) should be sufficient to describe these networks. However, due to additional constraints imposed on LFR networks, they are atypical examples of the \( E^{i,i'} \) ensemble. Specifically, in LFR networks the distribution of the number of external edges of a degree-\( k \) node (i.e., the number of its neighbors that belong to other communities) is highly peaked near \( \mu k \) (indeed, a delta function if \( \mu k \) is an integer), whereas the corresponding \( E^{i,i'} \) ensemble instead has a binomial distribution with mean \( \mu k \).

Furthermore, because nodes in different communities in LFR networks have degrees that are drawn from the same power-law distribution, the single-module \( P_{k,k'} \) theory becomes adequate for LFR networks for some processes for which the modular structure is not very important. We demonstrate this phenomenon using the example of bond percolation (see Fig. 9). In our examples, we extract the \( P_{k,k'}, E^{i,i'}, \) and \( P_{k,k'}^{i,i'} \) distributions from the adjacency matrix of each generated LFR network and use them in Eqs. (3)–(4) to predict the results of dynamical processes on these networks.

In Fig. 9, we show bond-percolation results on an LFR network that is constructed using the parameters specified in the caption. All theories accurately predict the GCC size as we vary the bond-occupation probability \( p \). This result is expected, because the modules in an LFR network are essentially scaled copies of each other (i.e., they are statistically similar to each other), as they have the same degree distribution and inter-module connections that are drawn from the same random process. Therefore, as long as there are sufficiently many inter-module edges (to help avoid finite-size effects), even \( P_{k,k'} \) theory can correctly predict the GCC size.

We now consider an example of the Watts threshold model on LFR networks in which we initially activate 5% of nodes in the largest module. In Fig. 10, we show the final fraction of active nodes versus the mixing parameter \( \mu \). We observe two transitions: one occurs for small \( \mu \), and the other occurs for large \( \mu \). For small values of \( \mu \), the final activation size is limited by the size of the module that contains the seed nodes. Hence, the small-\( \mu \) transition to a cascade occurs when a network becomes sufficiently connected so that the activation from the seed module can propagate to other modules. The large-\( \mu \) transition away from the cascade occurs when the nodes in the seed module have enough edges to activate nodes in other modules so that they can no longer activate. The activation of nodes thereby does not propagate even within the module that contains the seed nodes. A similar phenomenon was recently reported in Ref. 52 using a different ensemble of random networks.

The results of \( P_{k,k'}^{i,i'} \) and \( E^{i,i'} \) theories are indistinguishable from each other, and both do a reasonable (but clearly imperfect) job at describing the observed numerical behavior on LFR networks. We attribute the differences between our theory and the simulations on LFR networks to the finite network size — recall that our theory assumes an infinitely large network — and to the differences between the LFR and \( E^{i,i'} \) network ensembles that we highlighted above. To estimate the influence of the second effect, we perform numerical simulations on \( P_{k,k'}^{i,i'} \) networks that we generate using the \( P_{k,k'}^{i,i'} \) matrix of the corresponding LFR networks. In other words, we generate an LFR network, calculate its \( P_{k,k'}^{i,i'} \) matrix, and then use this matrix to create the corresponding \( P_{k,k'} \) network. The numerical simulation results on such \( P_{k,k'}^{i,i'} \) networks are described by the theory very well. The curve from \( P_{k,k'} \) theory predicts virtually no propagation of activation beyond seed nodes for all values of \( \mu \) because it ignores modular structure in networks. Therefore, \( P_{k,k'} \) theory only gives a good prediction for the values of \( \mu \) that are above the large-\( \mu \) (i.e., downward) transition in Fig. 10.
C. Conjoined Real-World Networks

Thus far, we have considered synthetic networks that are generated using the \( P^{i,i'}_{k,k'} \) model (and special cases thereof). It is also important to examine the applicability of \( P^{i,i'}_{k,k'} \) theory to real-world networks. As a first example, we take two real-world networks and conjoin them to form a single network by adding random edges between them such that the original networks can be considered as modules in the resulting network.

![Figure 11. GCC size versus bond-occupation probability for the Caltech Facebook network conjoined to a protein interaction network. The results of \( P^{i,i'}_{k,k'} \) theory are better than those for \( P_{k,k'} \) and \( E^{i,i'} \) theories. In this example, we added 700 edges uniformly at random between the first network and the second. The insets show the results for using many more (7000) or far fewer (10) conjoining edges. When there are 7000 conjoining edges, the resulting network becomes essentially random and all three theories become adequate. When there are too few conjoining edges, finite-size effects prevent any of the three theories from working well.](image)

In Fig. 11, we examine the bond-percolation properties of a network that we construct by conjoining a Facebook network of Caltech [25] to a network of interacting proteins [25,26] using 700 edges (which we call “conjoining edges”) that we add uniformly at random between the two networks, subject to the restriction that the added edges lead exclusively from one network to the other [25]. We then apply \( P^{i,i'}_{k,k'} \), \( E^{i,i'} \), and \( P^{i,i'}_{k,k'} \) theories to see how well they capture the results of direct numerical simulations of bond percolation on the conjoined networks [25]. Unlike the synthetic examples that we discussed previously, the conjoined Caltech-protein network has naturally-occurring degree-degree correlations inside of each module. The results of Fig. 11 demonstrate that \( P^{i,i'}_{k,k'} \) theory captures the bond-percolation properties better than the other theories.

![Figure 12. GCC size versus bond-occupation probability for a multi-university Facebook network. All theories predict the GCC size very accurately. The results of \( P^{i,i'}_{k,k'} \) and \( P_{k,k'} \) theories are slightly better than those of \( E^{i,i'} \) theory. This suggests that degree-degree correlations play a more important role than modular structure in this example.](image)

In Fig. 12, we show bond-percolation results for a multi-university Facebook network. This provides a real-world example of interdependent networks rather than two disparate real-world networks that we conjoined artificially. We consider the Michigan23 and MSU24 Facebook network along with the inter-university edges that exist between these users (i.e., nodes) from the different universities. The largest connected component (LCC) of the aggregate network has \( N = 62770 \) nodes, a mean degree of \( z \approx 82 \), a degree-degree Pearson-correlation coefficient (i.e., degree assortativity) of \( r \approx 0.044 \), and a clustering coefficient [29] of \( C \approx 0.201 \). The number of inter-university edges is \( m = 290278 \) (i.e., about 11.2% of the total number of edges). When separated, the LCCs of the Michigan23 and MSU24 modules of the network have, respectively, \( N = 30106 \) and \( N = 32361 \) nodes, mean degrees of \( z \approx 78 \) and \( z \approx 69 \), degree-degree Pearson-correlation coefficients of \( r \approx 0.115 \) and \( r \approx 0.009 \), and clustering coefficients of \( C \approx 0.21 \) and \( C \approx 0.204 \).

In Fig. 12, we compare the predictions from \( P^{i,i'}_{k,k'} \), \( E^{i,i'} \), and \( P_{k,k'} \) theories. As one can see in the figure, all theories adequately predict the GCC size. Interestingly, \( E^{i,i'} \) theory performs slightly worse than the other theories. This suggests that modules in this network have nontrivial degree-degree correlations that seem to play a more important role than modular structure in this example.

In Fig. 13, we show continuous-time evolution of the fraction of active nodes for the Watts threshold model on the same multi-university Facebook network that we used in Fig. 12. As an initial condition, we select (uniformly at random) 5% of the nodes in the MSU24 module to be initially active. (For \( P_{k,k'} \) theory, we set \( \rho_k(0) = \frac{N_k}{N} \rho'_k(0) \), which represents the initial activation of the same number of nodes of each degree as in the simulated case, but we select the nodes uniformly at random from the entire network.) At each subsequent time step (of size \( \Delta t = 1/N \)), we update a single node (chosen uniformly at random) according to the thresholds [15]. As in previous examples, one can see in Fig. 13 that \( P^{i,i'}_{k,k'} \) theory outperforms \( P_{k,k'} \) and \( E^{i,i'} \) theories. For example, in Fig. 13(c), only \( P^{i,i'}_{k,k'} \) theory accurately predicts the initial temporal evolution and the
final fraction of active nodes. The other two theories either depart significantly away from the numerical curve or incorrectly predict the final fraction of active nodes.

Although $P^{i,i'}_{k,k'}$ theory does better than both $P_{k,k'}$ theory and $E^{i,i'}$ theory on this example, none of the three theoretical curves fit the numerical results particularly well. Every theory is of course limited, and it has also previously been demonstrated that the Watts threshold model with identical thresholds on real-world networks is less amenable to analytical treatments of the style that we use in this paper than, e.g., site and bond percolation. See Refs. [61] and [62] for details. We purposely show this example because we know it is very challenging for these theories, and it is therefore insightful to see how a more intricate theory performs on it. Interestingly, all theories predict slower activation than what we observe numerically in Fig. 13. In contrast, $P_{k,k'}$ and $E^{i,i'}$ theories predict faster activation in the example that we illustrated in Fig. 8. There are many possible reasons that this can occur — including the differences in degree distribution, degree-degree correlations, density of loops of different lengths, community structure, and so on.

VII. CONCLUSIONS

We have developed a new random-graph ensemble to describe multi-module networks in which modules can have different degree-degree correlations and the connections between modules are also defined by the joint degree-degree distribution of nodes for each pair of modules. We also presented an analytical method for analyzing a broad class of binary-state dynamics on such networks. Our $P^{i,i'}_{k,k'}$ network model generalizes the configuration model, random networks with degree-degree correlations (i.e., $P_{k,k'}$ networks), and multi-module networks that have no a priori degree-degree correlations (e.g., $E^{i,i'}$ networks and the LFR benchmark networks), and it provides an alternative description of interacting networks to those that have been examined recently by other authors. [13][15][19]

We have also demonstrated using both synthetic networks and real-world networks that $P^{i,i'}_{k,k'}$ theory can explain dynamics that neither $P_{k,k'}$ nor $E^{i,i'}$ models are able to capture. In particular, the analytical approach that we presented allows one to consider situations in which dynamics can be different on different modules. We provide code online [23] for generating networks from our $P^{i,i'}_{k,k'}$ ensemble. For example, this should be useful for benchmarking community-detection methods. Our model can also be generalized to include more than two (degree and module) types of correlations, and we expect that such efforts will be important for the investigation of dynamics on complicated interdependent networks.
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Appendix: Continuous-Time Analytical Approximation

In this appendix, we demonstrate how the discrete-time Eqs. (2)–(4) can be used to approximate continuous-time evolution. We first rewrite Eqs. (3) and (4) as

\[ q^n_k(n + 1) \equiv q^n_k(\bar{q}^n_k(n)), \quad (A.1) \]

\[ \rho^n_k(n + 1) \equiv h^\dagger_k(\bar{q}^n_k(n)), \]

where \( \bar{q}^n_k(n) \) is obtained from Eq. (2). These equations describe the case of synchronous updating, in which the states of all \( N \) network nodes are updated at each discrete time step \( n \). It is possible to modify these equations to account for situations in which only the states of a certain fraction \( \tau \) of nodes (chosen uniformly at random) are updated. Thus, the value \( \tau = 1 \) corresponds to synchronous updating of all nodes, and \( \tau = 1/N \) corresponds to the completely asynchronous case in which a single node (chosen uniformly at random) is updated at each time step. For the monotonic dynamical processes that we consider in this paper, both types of updating lead to the same final state. However, the transient dynamics can be different.

To deal with asynchronous updating, in which only a fraction \( \tau \) of nodes is updated at each time step, we use a time step of \( \Delta t = \tau \) so that we have a common time scale for all \( \tau \) (including the synchronous updating case of \( \tau = 1 \)). If the updating is synchronous (i.e., if \( \tau = 1 \)) as in Eqs. (A.1), then the probability \( q^n_k \) increases by \( \Delta q^n_k = \bar{q}^n_k - q^n_k \). In other words, all nodes that are available for activation are activated. In the asynchronous updating case, only a fraction \( \tau \) of all nodes available for activation are activated, so \( \Delta q^n_k \) increases by \( \Delta q^n_k = \tau (\bar{q}^n_k - q^n_k) \). Therefore, for sufficiently low values of \( \tau \), it is permissible to approximate the temporal evolutions of \( q^n_k \) and \( \rho^n_k \) as continuous. This yields the following set of ordinary differential equations:

\[ \frac{d\bar{q}^n_k}{dt} = \bar{g}^k(\bar{q}^n_k(t)) - \bar{q}^n_k(t), \quad (A.2) \]

\[ \frac{d\rho^n_k}{dt} = h^\dagger_k(\bar{q}^n_k(t)) - \rho^n_k(t), \]

We use Eqs. (A.2) to produce continuous-theory curves for the Watts threshold model in Figs. 8 and 13 in the main text.
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