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Abstract
Gamma-ray spectral data were collected from sensors mounted to traffic signals around Northern Virginia. The data were collected over a span of approximately fifteen months. A subset of the data were analyzed manually and subsequently used to train machine-learning models to facilitate the evaluation of the remaining 50k anomalous events identified in the dataset. We describe the analysis approach used here and discuss the results in terms of radionuclide classes and frequency patterns over day-of-week and time-of-day spans. Data from this work has been archived and is available for future and ongoing research applications.

1 Introduction
1.1 The radiation background
Ambient background radiation consists of the terrestrial environment, cosmic radiation, and a variety of anthropogenic sources [1]. The terrestrial environment is generally comprised of varying quantities of Potassium (K), Uranium (U), and Thorium (Th), present in rocks, soil and other materials. Among these sources, U and Th daughter products are also radioactive and give rise to airborne radiation like radon and its daughters. In fact, one of the most prominent fluctuations in static radiation measurements comes from changes in these airborne products primarily as a result of weather conditions. For example, precipitation events can scavenge these products from the atmosphere, pressure-shifts and changes in soil moisture can change the rate of radon diffusion from the soil, and wind conditions can affect how airborne products concentrate or disperse [2]. Cosmic radiation is a relatively small component from high-energy particles entering Earth’s atmosphere from space. The magnitude of this component grows somewhat with elevation since the amount of atmosphere is reduced at higher altitudes. A relatively small component of anthropogenic radiation is derived from historic nuclear weapons tests and nuclear accidents, however a much larger component is from medical exposures. In fact, from the 1980’s to the early 2000’s the growth in medical radiation exposures led to an increase in the estimated annual dose in the US from 3.6 to 6.2 mSv/y [3][4]. Another relatively small component of the anthropogenic radiation background comes from industrial radiation sources. For example, instruments using radiological materials are commonly used in construction for moisture, density, and radiography measurements [5][6].

Medical and industrial sources are unique within the radiation background because they are often manifested as discrete sources and not necessarily fixed or distributed. This also places these sources into a category of so-called nuisance sources when considered within the context of radiation monitoring for security applications [7].

1.2 Machine-learning and radionuclide identification
The primary modality for identifying radioactive materials in the field is through the measurement of gamma radiation. The gamma-ray energy spectrum is a unique fingerprint that facilitates the identification of most radionuclides typically encountered in the field. As such, the problem of radionuclide identification would seem to be well suited for machine-learning applications. In fact, there have been a number of investigations into the possibility of using
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Various machine-learning methods for radionuclide identifications [8, 9, 10, 11, 12, 13, 14]. Most of these have been focused on nuclear security and safeguards applications. The authors of this work and colleagues have studied similar applications with modeled data [15, 16, 17] as well as with a subset of the data presented here [18].

1.3 What’s out there?

Historically, efforts to characterize the radiation background have focused primarily on environmental measurements, and characterizations of nuisance sources have typically started from medical and/or industrial source usage statistics [7]. Each of these methods yields valuable and insightful information, however, neither produce a complete picture of what one might actually encounter in the field. For example, the ability to detect sources used in medical and industrial applications requires that they are detectable from some monitoring position. A medical source used only within the medical facility is not likely to be detected by a static portal monitor, but a radiopharmaceutical injected into a patient who then travels home along a public roadway would be detectable for some period of time. Hence, to obtain a more complete understanding of “what’s out there” the work described here takes the novel approach of measuring radiation anomalies in the urban and suburban environment over the course of approximately fifteen months. A portion of the resulting data are used to develop a model approach based on machine-learning algorithms and then applied to the remaining data to facilitate the characterization of radiation anomalies specifically at locations in Northern Virginia. The data gathered in this work is documented and stored so as to facilitate future work.

2 NOVArray: The Northern Virginia Array

NOVArray detectors used in this analysis are each comprised of a 2”x4”x16” NaI gamma-ray sensor mounted to an Ortec Digibase and outfitted with a telemetry system. Data from the sensors are sent via the cell network to a database owned and operated by Two Six Labs. The data are recorded with a frequency of 1 Hz and spectra are stored in 1024 channels spanning approximately 30 keV to 3 MeV in energy.

The full array included nineteen sensors mounted to traffic signals at locations throughout Northern Virginia. The sensors are mounted to upright posts supporting traffic lights and oriented as best as possible to the point of closest approach to traffic in the intersection served by the signal. The sensors are connected to the power grid via 110 VAC GFI outlets and housed in a weather resistant outer enclosure. The image in Figure 1 shows an example of a sensor being installed.

The sites for NOVArray sensors were chosen to maximize the probability that a vehicle traveling through the area would encounter a sensor. This was determined qualitatively by studying the open-source traffic patterns available from the Commonwealth of Virginia [19]. With this information, it was possible to identify the primary roadways in the region and select locations to specifically capture as much of the traffic as possible while attempting to minimize redundancy between sensors. NOVArray data were collected from 2018-07-15 to 2019-10-01, a total of 443 days. Over
In the course of this time period, the anomaly detection algorithm applied here marked 86,165 anomalies. However, as will be discussed later, some of these arose due to instrument issues and were subsequently removed, so a more accurate count of 48,974 anomalies is more appropriate.

3 Analysis Methodology

3.1 Anomaly Detection

To identify regions of interest within the streaming dataset, an anomaly detection algorithm was applied to the spectral data. For this work, the Information Content Anomaly Detection (ICAD) algorithm was used. The details of this approach are beyond the scope of this report. In summary, the method uses Shannon entropy as a metric to describe the quality of a template fit, where the template is the background spectrum for a given sensor [20].

3.2 Manual Labeling

Anomalies recorded over the first 30 days of data collection were reviewed manually and assigned isotope labels. This brute force analysis included a comprehensive review of 7,967 events by one analyst, and a complementary review by a second analyst. Labels were compared between analysts and consistency checks were carried out in a qualitative fashion using linear and logistic regression models. Any disagreement between these approaches triggered a tertiary inspection and a decision was made to revise the label or discard the anomaly. Using this methodology, a final subset consisting of 3,555 anomalies was identified for use in developing a model to automatically label events in the remaining data. The distribution of isotope classes is illustrated in Figure 2.

The most significant outcome of the manual review process was a robust collection of labeled data. However, the detailed inspection necessary to achieve this also helped facilitate the discovery of a number of features in the dataset. For example, around 40% of the anomalies identified in the first 30 days were characterized by a sudden drop in count rate, indicating the presence of an instrument error, not a real, substantive radiological signal. The feature appeared to be mostly random, however some sensors seemed to be affected more than others. Since the feature could be readily distinguished by a sudden drop in counts, it was straightforward to identify and remove them with an unsupervised approach like kmeans clustering. With this method, ten unique clusters were characterized, and new events beyond the first 30 days were marked by comparing the Euclidean distance between this profile with that of each cluster.

Eight months into the data collection period, firmware upgrades applied to each sensor in the field not only eliminated these features, but also removed significant noise from the count rate profile. After this, it became clear...
that many of the weaker anomalies were also a result of this instrument issue, as can be seen in Figure 3. Here, the time series clusters are labeled by letters and generally ordered according to the signal intensity. The oscillating pattern evident in these plots illustrates the dramatic contrast in anomalies seen during weekdays as compared to those seen on weekends. This will be discussed in more detail later. Also, a noticeable jump in anomalies for DE, FG, and HIJ groupings can be seen in June and September, corresponding to the two ground-truth test campaigns.

Isotope labels for each anomaly were assigned on the basis of spectral shape, since every gamma-emitting radioisotope has a unique energy spectrum. However, the exact shape can appear to vary somewhat based on signal strength and in the presence of shielding materials. For example, since gamma rays are attenuated more effectively at low energy, this can have a significant impact on how a spectrum measured in the field compares with that from a bare source or a computed spectrum. To illustrate this effect, we show the mean histograms measured for each isotope class in Figure 4. In particular, we note the relatively ambiguous shape exhibited by the Ir-192 class. This isotope is routinely used in industrial radiography applications with high-activity sources [6], so signals measured with NOVArray are likely from relatively strong sources contained inside of well-shielded transport containers. The result is that the normally well-defined spectral shape becomes somewhat ambiguous since the gamma rays scatter as they pass through the dense shielding material. A similar effect could be seen for some of the Cs-137 anomalies, since these are often packaged into devices used by construction companies for measuring density. This fact may account for why some other common radiography sources like Co-60 do not appear to be present in the data. In contrast, radioisotopes used for medical procedures are often injected into the patient and therefore human tissue is the most significant shielding material between the source and the detector. These radioisotopes tended to largely maintain their spectral shape.

Three of the isotope labels do not correspond to a unique radioisotope. The first, “rain” represents the sudden
Figure 4: The gamma-ray spectra associated with each isotope class identified in an analysis of the first 30 days of NOVArray data. The primary line in each plot shows the mean value for the normalized spectra and the shaded regions depict the standard deviation. Note that some of the histograms show clear, well-defined shape and some are more ambiguous. Note histograms are plotted on a log scale.
increase in ambient radiation levels with the onset of a precipitation event. This is largely due to the scavenging of radon decay products in the atmosphere during a precipitation event [2]. When this occurs the gross count rates tend to increase systematically, and the energy spectrum begins to show some distinct characteristics, as can be seen in Figure 4. The second, “lowE”, may be consistent with an x-ray source owing to a sharp low energy photopeak, or it could be associated with another radioisotope with a primarily low-energy signal. The true source of this signal is not presently known to these authors. Finally, we use the F-18 isotope class somewhat generically to capture any positron-emitting radioisotope, as marked by a distinct photopeak at 511 keV. While F-18 is the most commonly-used radioisotope used in PET scanning, it is certainly possible the some of these events correspond to other medical isotopes like Cu-64 or C-11 [21].

3.3 Model-based Labels

Results from the initial 30 days were used to develop a model that could efficiently and reliably determine labels for the remaining events in the dataset. The model development process generally consisted of three distinct phases: 1) accounting for significant class imbalance, 2) optimization of the bin structure, and 3) algorithm training. Each of these is described in detail below.

3.3.1 Class imbalance

There is a significant imbalance between isotope classes in the data, with Tc-99m consisting of about 60% of all anomalies, and the combination of I-123, Tl-201, Lu-177, Ir-192, rain, In-111, and lowE making up less than 3%. This poses a problem for model training since the result will be biased toward the more prominent isotope classes [22, 23]. One way to address this is to sample from existing data to create a more even distribution of classes to train on. To do this, we created a random split for each isotope class, in which each class was split into two equal-sized chunks to be used separately for training and testing. Simulated events were then created by first selecting a random event from the respective chunk, and then binwise Poisson sampling was used to generate a “new” histogram. This process was repeated until there was a total of 300 samples for each isotope class for both training and testing splits.

The procedure described above was repeated five times with different splits to accommodate the possibility that one problematic event might have a disproportionate effect on the results.

3.3.2 Bin structure

The energy spectra for NOVArray data are recorded with 1024 bins, however since the measured signals tended to be fairly weak, the unique shape characteristic of each isotope class frequently appeared ambiguous until these bins were merged and the binwise counts correspondingly increased. In fact, NaI spectra are frequently collected over 256 bins; not only does this improve the binwise statistics, it also results in significant improvements in the computation time required for analysis.

Since photopeak resolution for NaI detectors varies as a function of gamma ray energy, it is also sensible to apply a nonlinear binning scheme in which the bin width varies as a function of energy resolution. To test this, we compared linear and nonlinear binning schemes for several prospective models. The results consistently yielded improvements in model accuracy by up to several percentage points for the nonlinear binning schemes.

3.3.3 Model configurations

Five different algorithms were investigated here: Linear Regression (GSN), Logistic Regression (BIN), Support Vector Machine (SVM), Random Forest (RFT), and Linear Discriminant Analysis (LDA). Each was trained, or fit, with the training set described above consisting of 300 individual histograms for each isotope class using implementations available in R [24]. The resulting models were likewise tested against 300 histograms for each isotope class. Each was tested with both linear and nonlinear binning structures, and with several different numbers of bins. The top ten performing model configurations are listed in Table 1. Here, the accuracy indicates the overall percent of anomalies that were assigned correct labels, averaged over five training/testing splits, and sigma is the standard deviation. With the exception of the Random Forest, all of the models yielded around 80% accuracy under the 64-bin nonlinear configuration.

To investigate the performance of each model configuration as a function of isotope class, the confusion matrices for four of the top-performing configurations are presented in Figure 5. Here, one can see that performance is weaker in particular for Lu-177, Ir-192, and lowE isotope classes. This is not entirely unexpected since those isotope classes were among the sparsest in the dataset, with 16, 12, and 4 natural occurrences, respectively. However, some of the other rare isotope classes, like Tl-201 and rain appear to perform reasonably well. While there generally aren’t
significant differences in the detailed performance between models, a couple of features are worth noting: first, SVM and BIN appear to perform somewhat better than GSN and LDA for Cs-137, however the opposite is true for lowE. The SVM model configurations performed poorly for In-111, but BIN performed well for this isotope class.

Looking even deeper, one can study the isotope probability values assigned to each isotope class for each model. What is of interest here is whether, for incorrect labels, the model gave less confident assignments or, more importantly, whether the model gives an elevated probability for the correct isotope class even if the final assignment is incorrect. For example, if the model yielded a 60% probability for an incorrect label and a 40% probability for the correct label, then the assignment depicted in Figure 5 would be incorrect, but the result cannot be considered completely wrong. In fact, this was precisely the case for many of the results, so it is feasible that the outcome can be improved upon. For this reason, instead of selecting a single “winning” model, we use an ensemble of the four models depicted in Figure 5. The ensemble combines the isotope-specific probabilities from GSN, BIN, SVM, and LDA models into a Random Forest. The result, cross-validated against a small sample of held-out data, performed exceptionally well, however a precise performance metric is not reported here because the held-out data were not completely independent from the dataset used to train the Random Forest. This is because the simulated data were sampled from histograms in both datasets; previous investigations showed that this leads to inflated performance estimates. Instead, the ensemble model will be judged by comparing the results to “ground truth” data collected over a series of test campaigns carried out on the array.

4 Results

Before applying the ensemble model described in the sections above to the remaining anomalies identified in the dataset, several additional events needed to be removed due instrument issues encountered at various points over the course of the 15-month data collection period. As was discussed above, time series profiles were used to identify anomalies characterized by a sudden drop in count rate (cluster A in Figure 3). The same method was used to identify cluster B anomalies; those encountered prior to firmware upgrades on 14-February-2019 are removed from the analysis since most of these were likely not associated with a real radiological signal. In addition to these, some sensors lost calibration over the course of the data collection period, usually associated with an instrument outage. Once these events were removed, a total of 48,974 anomalies remained for analysis (note that this value does not consider those anomalies identified in the first 30 days).

4.1 Ground truth measurements

Two measurement campaigns were carried out over the course of the data collection period during which time radioactive sources were driven past a selection of the sensors several times throughout the day. Since the primary purpose of these test campaigns was to serve as a test for the model predictions, we list the results in the left panels of Figure 6. However, when interpreting these results, it is important to consider how well the source pass-by measurements fit into the applicability domain of the ensemble model [24]. For example, we note that in some cases the pass-by measurements show a different distribution of alarm metric values than what was present in the initial 30 days dataset used for training, as can be seen from the density plots depicted in the right-hand panels of Figure 6. Here, a high value for the alarm metric indicates that the spectrum shape is likely quite clear, and a low value means that it is likely to be somewhat ambiguous and therefore more difficult to distinguish. The I-131 test campaign data
Figure 5: Confusion matrices for a selection of the top performing model configurations from this investigation. The character string at the top of each plot indicates the bins, bin structure, model, and random number seed used to split test and training sets.
Figure 6: Results from the ensemble model applied to ground truth measurements. The plot at left shows the number of correct and incorrect labels as a function of anomaly metric value. At right are density plots showing the alarm metric values for controlled measurements (shaded) and from the manual labels applied to data collected over the first 30 days. Note, the ground truth measurements included Co-60, however, there were very few Co-60 events in the field data and due to this neglected in the previous discussion.

It gave very high alarm metric values, whereas the field data were more evenly distributed. For this reason, the fact that the model yielded perfect results for this isotope class should be interpreted with care. On the other hand, the Cs-137 alarm metrics are fairly similar between test campaign and field data. Hence, the fact that the model had some difficulty for the very weak events is a meaningful result. Interestingly, the Tc-99m test campaign data tended to be weaker than the field data, so the fact that the model performed so well for this isotope class is also a meaningful result.

It is also worth noting that the model gave an incorrect assignment for Co-60 in every case. This is because Co-60 was not identified in the first 30 days and, as such, the model does not include an isotope class for this radionuclide, another artifact of the limited applicability domain for the ensemble model. A closer inspection indicated that these events tended to be assigned to the “rain” isotope class. This is a reminder that any additional rare signals that may be present in the full dataset but not in the first 30 days will also have incorrect assignments.

In general, the test campaign results indicate that the model predictions are quite good, and many of the failure events can be explained by considering the applicability domain of the ensemble model. In previous work we implemented transfer-learning techniques to address such limitations for gamma-ray data [18]. A more comprehensive study of applicability domain and interpretable and/or explainable artificial intelligence for gamma-ray spectroscopy, including investigating self-explaining AI [26] is planned for future work.

4.2 Probability and confidence

As was noted in the sections above, simply making assignments based on which isotope class receives the highest probability value may be somewhat incomplete; during the model testing phase, many of the incorrect model assignments were made on the basis of relatively low probability values, and in many cases the correct isotope class received a non-negligible probability value. A cursory review of the results obtained here seemed to reinforce this perspective: many of the rare isotope class assignments appear to be incorrect, but these are usually given low probability values.

Figure 7 shows the probability values obtained from the ensemble model for events assigned to each isotope class. Here, the probability represents the proportion of “votes” for the given isotope class in the ensemble Random Forest model configuration [27]. Note that there has been no effort to calibrate the probability values reported by the ensemble model or the individual model configurations that feed into it, so the term “probability” is used somewhat loosely here. In our previous work we observed that other model configurations applied to gamma spectroscopy data suffered from poor calibration, which is not uncommon among such models [28].

Ninety percent of the anomalies are assigned to one of the “big four” isotope classes: Tc-99m, Cs-137, F-18, and I-131, consistent with what was observed in the first 30 days. Also, 55% are assigned confidence values of 1.00 from
Figure 7: The distribution of probability values determined from the ensemble model for each isotope class. The "rare isotopes" tended to yield lower probability values, whereas common isotope classes like Tc-99m yielded overwhelmingly high probability values. These values can be used to help assess the relative confidence in the model assignments.
the ensemble model. From Figure 7 it is clear that the vast majority of these are associated with the “big four”. I-123 has a significant number of “very confident” assignments, but in general the rare isotope classes exhibit a relatively flat distribution of probabilities.

5 Discussion

With the ensemble model results, it is possible to explore some temporal trends in the data. For example, we can start by simply looking at the frequency of anomalies as a function of day-of-week and time-of-day, as in Figure 8. Here, one can see that there are significantly fewer anomalies on the weekends as compared to weekdays. Not only that, but a clear peak in the anomaly rate is seen just after noon, with the likelihood of anomalies between 8pm and 6am very low. This is consistent with what one might expect since a majority of these events come from radioactive materials being transported in one way or another.

It is also possible to study these trends as a function of isotope class. For example, in Figure 9 one can see the time-of-day results for each class. Here, an interesting trend distinguishes common industrial isotopes like Cs-137 and Ir-192 from medical isotopes like Tc-99m, I-131, and others. The former show a double-peaked distribution, likely the result of sources being transported to and from a work site, whereas the latter show the same distribution that could be seen in Figure 8 peaked just after noon.

These results are significant for a couple of reasons. First, recall the tendency for Ir-192 anomalies to show an ambiguous shape, which we attributed to the fact that, since this radioisotope tends to be used in radiography applications, the sources are typically high in activity, but are transported in well-shielded containers. This made the identification somewhat more difficult and, without ground truth information, it made it impossible to determine how well the models were performing. The result here provides a strong indication that the results are reliably good for this isotope class. It is also significant in the sense that the model is performing reasonably well in a regime where the human analyst may have difficulty.

Another isotope class worth discussing in this context is I-131. This is a well-known medical isotope used as a radiopharmaceutical, however the profile exhibited in Figure 9 appears to be a hybrid between what we determined to be the “medical” profile and the double-peaked “industrial” profile. At first, one might suspect that this is a sign that the model performed poorly for this isotope class, however this does not appear to be supported with a visual review of the results, and the trend is reinforced when we inspect only results reported with high confidence (model probability > 0.99). Instead, the distinct difference is likely a consequence of the fact that I-131 has a longer half-life than most of the other medical isotopes seen here, so it remains detectable by the NOVArray sensors for several days. Thus, we see a peak in the I-131 rate in the hours after noon as with the other medical isotopes, but we also see a peak associated with the morning commute as we saw with the industrial isotopes. By the same argument, one might expect Lu-177 to show a similar pattern, since this isotope also has a reasonably long half-life (6.7 d). However, the histogram for this isotope class is more ambiguous and it is difficult to visually ascertain whether a similar pattern is present or not. This may be due to poor statistics for this isotope class or, more likely, it may be due to the shorter biological half-life for this species (ie: it is flushed from the body more quickly) [29].

It is interesting to compare the detection frequency for each medical isotope with the frequency of use for each.
Figure 9: The distribution of each isotope class as a function of time-of-day. For reference, the overall trend is displayed at bottom right. Note the stark difference between profile shape exhibited by industrial radioisotopes like Cs-137 and Ir-192, and medical isotopes like Tc-99m and others.
Table 2: Relative frequency of use for medical radioisotopes and anomalies associated with medical isotopes as measured with NOVArray. References: (i): [30], (ii): [7], (iv): [31]

Table 2 shows the percent of radiopharmaceutical procedures that used each medical isotope [7], and the percent of anomalies that were identified as belonging to that isotope class (percent in the table includes only the medical isotope classes: Tc-99m, F-18, I-131, I-123, In-111, Lu-177, Tl-201). There are some intriguing discrepancies in this table that help underscore the complexity of this comparison. First, it was already noted above that the relatively long half-life (physical and biological) for I-131 makes it detectable for a longer period of time than the other medical isotopes. This explains why the fraction of anomalies is so much higher than the fraction of procedures in the table. On the other hand, F-18 has a very short half-life but makes up a notably larger percent of the anomalies than the frequency of procedures would imply. This, and other discrepancies may actually have something to do with location-specific factors. For example, one of the NOVArray sensors was positioned in relatively close proximity to a medical facility where radiopharmaceutical treatments are carried out, so the distributions are probably more a reflection of radioisotope use at this facility than that of the national average over all medical facilities.

Several of the radiopharmaceuticals were not identified in the NOVArray dataset. Some of these are fairly straightforward to explain. For example, C-14, Sr-89, and Cr-51 do not have a significant gamma-ray signal and, therefore, wouldn’t be detected with the NOVArray sensors. The others may not be used locally with a high frequency and therefore may not have been present (or correctly identified) in the initial 30 days dataset, or their medical use may be fundamentally different; i.e.: inpatient treatment by injection and subsequent removal of localized source pellet.

6 Conclusion

Over the course of this project, 168,336 hours of data were collected with NOVArray, and over this time 48,974 anomalies were recorded. This gives 0.29 anomalies per detector hour, or nearly seven anomalies per day per sensor. Using the ensemble model developed here, approximately 2/3 of those could be identified with probability greater than 0.95, and only about one anomaly per day is not one of the “big four” isotope classes (Tc99m, Cs137, F18, I131). These values provide a fairly good idea for “what’s out there”, with the caveat that one should expect that there is a degree of geographical specificity to the results. Nevertheless, these results provide a solid foundation for what one should expect to encounter in a radiation search.

One of the primary goals for this project was to collect a dataset for use in data analytics and machine-learning applications. As such, the data collected over the course of this project has been made available through the Berkeley Data Service (https://bdc.lbl.gov).

This work was done by Mission Support and Test Services, LLC, under Contract No. DE-NA0003624 with the U.S. Department of Energy and supported by the Site-Directed Research and Development Program. DOE/NV/03624--1029. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or allow others to do so, for United States Government purposes.
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