Ant Colony Optimization algorithm for breast cancer cells classification

Ahmed Nejmedine Machraoui, Mohamed Ali Cherni and Mounir Sayadi
SICISI Unit, University of Tunis
ESSTT, 5 Av. Taha Hussein 1008, Tunis, Tunisia
ahmed.machraoui@gmail.com, mohamed.ali.cherni@gmail.com, mounir.sayadi@esstt.rnu.tn

Abstract—Ant colony optimization (ACO) is a bio-inspired technique formalized into a meta-heuristic for combinatorial optimization problems. In this work, the ACO-Otsu segmentation method, based on ACO algorithm and Otsu’s method as a fitness function, is applied in classification and detection of breast cancer cells. Subsequently, this method is compared with the Otsu’s standard method. The experiments show the performance of this probabilistic search approach in such type of problems.
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I. INTRODUCTION
Optimization is a well-used term in every engineer’s task. It designates the best solution that can be found for a specified problem. In literature, Garcia et al. [1] surveyed the different optimization methods and categorized them according to their application into linear and non-linear programming methods.

This last cited family of methods was also divided into two other categories: the deterministic methods and the stochastic methods. In this work we will study a stochastic method which is defined to be a probabilistic search method using only information from the objective function. Further details on the definition of this term and the others can be found on [1].

Otherwise, Kumar et al. [2] surveyed the stochastic methods and described the naturally inspired ones such as Particle Swarm Optimization (PSO), Tabu search (TS), Simulated Annealing (SA), Evolutionary algorithms (EA), Artificial Bee Colony (ABC) and Ant Colony Optimization (ACO). In the following, we will focus on Ant Colony Optimization as a meta-heuristic used in solving many complex problems in many fields. In Section II, we survey ACO algorithms and their main applications. Section III describes the improved ACO algorithm based on Otsu’s method and illustrates its application on breast cancer cells images and section IV provides an analysis study of the technique in image classification problem. Section V concludes the article.

II. ANT COLONY OPTIMIZATION TECHNIQUES
Ant Colony Optimization (ACO) is a probabilistic search approach based on an evolutionary process which is biologically inspired by the foraging behavior of some ant species colonies [3], [4] and [5].

The foraging behavior of ants consist on looking for food and when they find it they return to the nest following a random path by depositing on the ground an odorous substance called ”pheromone” [6]. When other ants find this path, they follow it. In fact, they especially tend to choose the track with the highest concentration of pheromone.

This allows them to find their way to the nest. On the other hand, the pheromone can be used by other ants to locate found food sources. Note that the pheromone evaporates over the time that makes disappear long ways. These paths will be less traveled by ants. The path traveled by more ants will be characterized by a high concentration of pheromone; this path is “the optimal path”.

Artificial ants are entities that operate in an environment by depositing an amount of pheromone according to certain data. This pheromone plays an integral role in changing the way in which the environment is perceived by the ants. Artificial ants move between adjacent sites as the real ants. Thus, the choice of the new recipient is random and depends on the heuristic information of the environment and information residing in the pheromone trails. The pheromone evaporates after a while promoting the development of new directions and therefore new solutions [7].

Based on this principle, Dorigo et al. [6] formulated for the first time the ant colony algorithm known as Ant colony optimization or simply Ant System (AS). Subsequently, several other studies have been done on this subject and the optimization algorithm inspired from the foraging behavior of ant colonies has been improved more than once to be suitable for application in many areas such as routing problems [8]–[10], assignment problems [11], [12], scheduling problems [13], [14], subset problems [15], [16], image processing [17] and so on. Among the well-used algorithms we cite the algorithm Ant System (AS) [6], [18], Ant-Q [19], [20], Ant Colony System (ACS) [21], [22] and Max-Min Ant System (MMAS) [23], [24]. These will be presented in the following.

A. Ant System (AS)
Ant System Algorithm has the first version proposed by M. Dorigo in 1991 [6]. It mainly consists of two phases: construction of solutions and updating pheromone trails. These two phases are performed iteratively until it reaches the
stop condition. The structure of the AS algorithm is presented by the chart in figure 1.

- **Initialization**: During this phase, we set the parameters of the algorithm, as number of ants \( m \), the pheromone evaporation rate \( \rho \) and the relative importance of heuristic information and pheromone information respectively \( \beta \) and \( \alpha \). We also initialize the pheromone trails \( \tau_{ij} \). Therefore, it is recommended in [25] to initialize the pheromone to a value \( \tau_0 \) slightly higher to the amount of pheromone deposited by an ant in one iteration according to the expression in equation 1.

\[
\tau_{ij} = \tau_0 = \frac{m}{C_{mn}}
\]  

(1)

where \( C_{mn} \) is the length of a turn processed by the nearest neighbor site following the heuristic factor. If we initialize \( \tau_0 \) to a very large value, we will have a proportionally large number of iterations before the tracks evaporate leaving only those belonging to the optimal solutions. On the other hand, if \( \tau_0 \) is set to a very small value, the search will be biased rapidly after the first round made by ants.

- **Construction of the solution**: in this step, the positions of ants in the search space are initialized randomly. Then these ants begin to move between sites. So ant \( k \) located in the site \( i \) chooses his destination \( j \) with the probability in equation 2.

\[
p_{ij}^k = \frac{[\tau_{ij}]^\alpha [\eta_{ij}]^\beta}{\sum_{t \in N_i^k} [\tau_{it}]^\alpha [\eta_{it}]^\beta} \text{ if } j \in N_i^k
\]  

(2)

where \( \eta_{ij} \) is the heuristic information of the problem known a priori and \( N_i^k \) is the set of sites that can be accessed when ant \( k \) is at site \( i \).

AS per the algorithm, there are two ways to implement the construction phase:

- The parallel implementation: at each stage of construction, all the ants move from their sites to new ones.
- The sequential implementation: each ant must make a full turn (Solution) before the next ant makes his turn.

- **Updating pheromone trails**: After the construction phase, we proceeded to a step of evaluating the solutions found by the ants and update the new data collected. This is done in two steps first evaporation of pheromone trails and updating of these tracks by depositing a specified amount on them.

  - Pheromone trails evaporation: We Decreases the concentration of pheromones on all tracks according to expression in equation 3.

\[
\tau_{ij} = (1 - \rho) \tau_{ij}
\]  

(3)

where \( \rho \in [0,1] \) is the rate of vaporization of pheromone. This procedure encourages the discovery of new solutions by preventing the accumulation of pheromones on some tracks. Furthermore, it supports the elimination of non-optimal solutions.

- Deposition of new pheromone: After evaporation, ants lay an amount of pheromone on the trails visited during the construction phase. Each track, one of the solutions found by an ant, receives an amount of pheromone according to the expression in equation 4.

\[
\tau_{ij} = \tau_{ij} + \sum_{k=1}^m \Delta \tau_{ij}^k
\]  

(4)

where \( \Delta \tau_{ij}^k \) is the amount of pheromone deposited by ant \( k \). This parameter is related to the heuristic information of the problem.

- **Updating pheromone trails using a fitness function**

\[
\tau_{ij} = \tau_{ij} + \rho \cdot \tau_{ij} - \Delta \tau_{ij} = \rho \cdot \tau_{ij} (t) + (1 - \rho) \cdot \gamma \cdot \max_{t \leq t_0} \tau_{ij} (t)
\]  

(5)

where \( \gamma \) is an adjustable constant. At the end of the cycle we add to \( \tau_{ij} \) the term \( (1 - \rho) \cdot \Delta \tau_{ij} (t) \), where \( \Delta \tau_{ij} (t) \) is defined as for AS (see equation 4).

The purpose of this improvement is to update the pheromone trails with a value that presents a forecast of the quantities of pheromones that ants will find in the next destination. This way the ants that arrive at \( i \) will be informed if the displacement to \( j \) is justified or not. This algorithm has good results, but gives similar performance to ACS, while ACS algorithm is less time consuming.

- **Ant Colony System (ACS)**

Ant Colony System algorithm was proposed by Dorigo Gambardella in 1996 [2]. It keeps the same characteristics of the AS algorithm, while introducing a new parameter \( \psi_0 \). This parameter is used during the process of choosing a new destination for an ant \( k \). Thus, we assign a random value uniformly distributed between 0 and 1 to the variable \( \psi \). When \( \psi \leq \psi_0 \) we makes a choice based solely on heuristic factor or previous experience. For example, for the traveling salesman problem (TSP), we choose the cities already visited effectively. However, if \( \psi > \psi_0 \), the choice is performed in the
same way as for AS Algorithm. This way we can push the ants to focus on the best solutions or then to seek for other paths.

The ACS algorithm has also brought improvements concerning the update of pheromone trails. This algorithm allows the global update for tracks belonging to the best found solutions in the cycle. In addition, he defined a local update performed by each ant, following his move from site i to site j. This update tends to reduce the concentration of pheromones on this track via the expression of Equation 6.

\[ \tau_{ij} = (1 - \xi)\tau_{ij} + \xi\tau_0 \] (6)

where \( \xi \) is an adjustable constant with \( 0 < \xi < 1 \), and \( \tau_0 \) is the pheromone of the initial track. This aims to encourage the exploitation of new trails and therefore the search for new solutions.

The ACS algorithm based on the Ant-Q algorithm. He reintroduced the same expression of the update step-by-step (Local updates). However it reduces its expression by changing the term \( \gamma \max_{i \in EN(i)} h(i) \) with \( \tau_0 \). Thus it has allowed good results while increasing the performance of the algorithm.

**D. Max-Min Ant System (MMAS)**

This algorithm was proposed by Sttzle Hoos in 1996 [2]. It uses the same principle of global update as the ACS algorithm.

Thus, only the tracks belonging to the best solution in the cycle receives pheromone. In addition, we initialize the pheromone evaporation. Thus the amount of pheromone that is evaporated is proportional to its value at modification. More and more trails are strong their quantities of pheromone will be reduced.

**III. BREAST CANCER CELLS CLASSIFICATION USING ACO-Otsu ALGORITHM**

Image segmentation region-based approaches use the homogeneity of certain parameters to distinguish different regions of the image. In this context, the Otsu’s method is one of most commonly used techniques firstly for image binarization, and then for multi-levels classification.

In this section, we present the conventional method of Otsu and we describe the algorithm ACO-Otsu. Then, we apply this algorithm to classify breast cancer cells.

**A. Otsu’s method**

Otsu’s method is a reference method which consists in trying various threshold values and choose the one that maximizes the interclass variance between classes \( C_0 \) and \( C_1 \). Thus, computing different criteria is based on the density of probability of the pixels in the image using the expression in equation 7.

\[ p_i = \frac{h(i)}{\sum_{j=0}^{L-1} h(j)} \quad \text{with} \quad \sum_{i=0}^{L-1} p_i = 1 \] (7)

where \( L \) is the total number of gray levels in the image, and \( h(i) \) is the histogram of the image indicating the number of pixels with gray level \( i \).

The optimal threshold \( t^* \) is the one that maximizes the ratio of the interclass variance to the total variance (see equation 8).

\[ t^* = \arg_{t} \max \frac{\sigma_B^2(t)}{\sigma^2} \] (8)

Thus, we can define a measure of interclass variance by equation 9.

\[ \sigma_B^2(t) = P_t (P_t - 1) (\mu_t - \mu_0)^2 \] (9)

And the total variance is defined by equation 10.

\[ \sigma^2 = \sum_{i=0}^{L-1} p_i (i - \mu)^2 \] (10)

where \( \mu_0 \), \( \mu_1 \), and \( \mu_T \), respectively the first and the second class averages and the global average of the image, are defined in equations 11, 12 and 13.

\[ \mu_0 = \sum_{i=0}^{t-1} \frac{p_i}{P_t} \] (11)

\[ \mu_1 = \sum_{i=t+1}^{L-1} \frac{p_i}{1-P_t} \] (12)

\[ \mu_T = \mu_0 + \mu_1 \] (13)

Where \( P_t \) is defined in equation 14.

\[ P_t = \sum_{i=0}^{t} p_i \] (14)

And since the total variance for a given image is constant, then the problem is to maximize the interclass variance.

The major weakness of Otsu’s method is that it can be applied for classifying images containing just one type of object, and it aims to group the image pixels into two classes. The purpose here is to apply the Otsu’s method recursively to segment a single type of object at a time in the image. At the end the global segmentation is obtained by grouping all segmented objects [26].

In this case, the interclass variance to maximize is defined by equations 15, 16, 17 and 18.

\[ \sigma_{BC}^2 = \sum_{n=0}^{k} w_n (\mu_n - \mu_T)^2 \] (15)

where

\[ w_n = \sum_{i=t_n+1}^{t_{n+1}} P_i \] (16)

\[ \mu_n = \frac{\sum_{i=t_n+1}^{t_{n+1}} P_i}{w_n} \] (17)

\[ \mu_T = \sum_{i=0}^{L-1} P_i \] (18)

Thus, the optimal thresholds \( k^*_n \) are defined by equation 19.

\[ \sigma_{BC}^2(k_1^*, k_2^*, ..., k_L^*) = \max_{1 \leq k_1 < k_2 < ... < k_L} \sigma_{BC}^2(k_1, k_2, ..., k_L) \] (19)

**B. ACO-Otsu Algorithm**

The ACO algorithm used in this section is Ant System (AS). This approach is basic, easy to implement and contains the...
main advantages of ant’s algorithms. The ACO algorithm is used to search for optimal threshold $k$ for image classification where $k \in [0, L - 1]$. It groups the pixels of the image into classes based on the histogram $h(i)$ [26], [27].

ACO-Otsu algorithm uses artificial ants to mark the thresholds that maximize the interclass variance criterion. Each ant chooses the thresholds for classification, and then evaluates the found solution the interclass variance criterion. The construction of a solution is done according to the decision probability expressed by equation 20.

$$P_{ij} = \frac{(\tau_{ij})^\alpha}{\sum_{i=1}^{L-1} \sum_{j=1}^{L-1} (\tau_{ij})^\alpha} j \in \{1, 2, ..., UB_i - LB_i + 1\} \text{ for } i \in \{1, 2, ..., UB_i - LB_i + 1\}$$

(20)

where $i$ indicates the threshold classification index, $j$ indicates the grey level index for the $i^{th}$ threshold, and $\alpha$ the importance of pheromone information.

After the construction of a solution by each ant, ants evaluate their solution, then the one who found the best solution, performs an update of pheromone by adding an amount proportional to the interclass variance $\sigma_{BC}^2$ after having gone through the process of pheromone evaporation. The procedure for updating can be summarized by the expression in equation 21.

$$\tau_{ij}^{new} = (1 - \rho)\tau_{ij}^{old} + \rho \Delta^e$$

(21)

where $\rho \in [0,1]$ is the pheromone evaporation rate, and $\Delta^e$ is the amount of pheromone added by the ant that found the best solution. This amount is added to all combinations $(i,j)$ belonging to the best solution and is represented by the expression in equation 22.

$$\Delta^e = Q \sigma_{BC}^2$$

(22)

where Q is a constant controlling the additional rate of pheromone.

The ACO-Otsu algorithm is resumed by diagram in figure 2. The stop condition of the algorithm can be either a maximum number of iterations, or a number of iterations during which the solution found has not changed.

IV. RESULTS AND DISCUSSION

Breast cancer cells images studied in this paper are true color images obtained after immunohistochemical staining. They contain two types of cells:

- Positive cells corresponding to the marked cells which are red colored and are positive for hormone receptors.
- Negative cells corresponding to the unmarked cells which colors are blue. Those cells are negative for hormone receptor and for which there is no need to prescribe an anti-hormonal treatment.

In this section, we apply ACO-Otsu algorithm on breast cancer cells images in order to classify them into two types of cells. Note that the parameters of ACO-Otsu algorithm applied to these images are presented in Table1 and the classification results in figure 3.

| Parameters | Values |
|------------|--------|
| $A$        | 1      |
| $P$        | 0.9    |
| $Q$        | $10^{-4}$ |
| $\tau_0$  | $10^{-2}$ |

Tab. 1. Parameters of ACO-Otsu algorithm

The evolution of the best value of the interclass variance for each iteration (Fig. 3) shows the convergence speed of the ACO-Otsu algorithm to the maximum value of the variance from the first fifteen iterations.

![Fig. 3. Evolution of interclass variance values](image_url)

Curve of the evolution of the two searched thresholds (Fig. 4) also shows the speed of convergence of the algorithm. Furthermore, it proves that all the ants choose two thresholds (127-190) after the twentieth iteration. This is one of the advantages of AS algorithm that converges quickly to near-optimal thresholds and limits the choice of new solutions to these thresholds, which limit the use of new solutions. Indeed, this is due to the evaporation of pheromone that is almost nil on the tracks not selected by ants. This problem has been fixed in newer versions as MMAS defining a minimum value of pheromones still present on these tracks. Also note that, after
the eighteenth iteration, all ants choose only the quasi-optimum thresholds (127-190). The reason for this result is due to the amount of pheromone deposited on the tracks after the convergence of the algorithm (Fig. 5). Thus we note that the pheromone concentrates on two thresholds (127-190), and the remains thresholds (tracks) have almost zero quantity of pheromone.

Fig. 5. Pheromone trails after convergence of ACO-Otsu algorithm

Fig. 6. Histogram of image (1) and the founded thresholds

Tab. 2. Result comparisons among Otsu’s and ACO-Otsu methods for image (1)

|            | CPU Times (Sec.) | Population Sizes × Iteration |
|------------|------------------|-------------------------------|
| Otsu       | 126,190          | -                             |
| ACO-Otsu   | 127,190          | 0.249                         |

V. CONCLUSION

In this paper, we introduced the Ant Colony Optimization technique with description of the main algorithm (Ant System) and some of the best improved algorithms based on AS (Ant-Q, ACS and MMAS). The study provides also a hybrid approach based on AS algorithm and Otsu’s method. The approach is named ACO-Otsu, and is applied on breast cancer cells images after immunohistochemical staining to classify cells into positive marked cells and negative marked cells. The results show the efficacy of this algorithm to find quasi-optimum thresholds. The advantage of using such approach, and unlike to many conventional methods such Otsu’s method, is the possibility to classify several objects in image with considerably less time consuming. However, the drawback of the described approach lies in the detection of merged cells.
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