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Abstract

In this article we present a unified framework based on receding horizon techniques that can be used to design the three tasks (guidance, navigation and path-planning) which are involved in the autonomy of unmanned vehicles. This tasks are solved using model predictive control and moving horizon estimation techniques, which allows us to include physical and dynamical constraints at the design stage, thus leading to optimal and feasible results. In order to demonstrate the capabilities of the proposed framework, we have used Gazebo simulator in order to drive a Jackal unmanned ground vehicle (UGV) along a desired path computed by the path-planning task. The results we have obtained are successful as the estimation and guidance errors are small and the Jackal UGV is able to follow the desired path satisfactorily and it is also capable to avoid the obstacles which are in its way.
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1 | INTRODUCTION

In the field of unmanned vehicles (UVs), autonomy refers to the ability of such vehicles to perform a set of predefined tasks without human interaction. To do this, UVs should be able of sensing their environment to measure their positions and velocities, as well as the obstacles present in their proximity, in order to navigate through the environment and achieve the targeted positions to perform the tasks. The execution of these tasks involves the acquisition and processing of a wide variety of sensors (accelerometers, gyroscopes, GPS and cameras, among others), as well as the solution of coupled optimization problems at different time scales. In this context, these activities can be organized in three interrelated tasks (See Figure 1):

- **Path-planning** task which aims to find a feasible path across the surrounding environment to achieve the next waypoint \( \tilde{w}_k \in \tilde{\mathcal{W}} \), where \( \tilde{\mathcal{W}} \) is the waypoint constraint set. It employs all the information available of the environment such as...
obstacles, limits, forbidden regions, among others, (represented through a set of constraints in the position and velocities called here as environmental constraints $c^E_k(x_k) \in C^E \subseteq \mathbb{R}^{n_x+n_u}$, where $C^E$ is the environmental constraint set) to define the space where the UV is allowed to move; and the current estimated position $\hat{y}_k$ and states $\hat{x}_k$ of the UV to find a feasible path $x_{sp}^k$ defining the future behaviour of the UV on a time horizon longer than the UV dynamic.

- **Navigation** task which aims to estimate the position $y_k$ and states $x_k$ of the UV using information from sensors that measure the dynamic states (translational accelerations, rotational velocities, absolute and relative positions, among others) of the UV. Taking into account that sensors have constraints $c^S_k(x_k) \in C^S \subseteq \mathbb{R}^n$, where $C^S$ is the sensors constraint set, and the estimated noise measurement $\hat{v}_k$, this task employs estimations algorithms to estimate the current position ($\hat{y}_k$), attitude and states ($\hat{x}_k$) of the vehicle.

- **Guidance** task which aims to control the current state $x_k$ (position, attitude and velocity) of the UV, moving the vehicle from its current estimated state $\hat{x}_k$ (which is estimated by the navigation task) towards the computed path $x_{sp}^k$ (which is computed by the path-planning task) taking into account the disturbances and vehicle constraints $c^UV_k(x_k,u_k) \in C^UV \subseteq \mathbb{R}^{n_x+n_u}$, where $C^UV$ is the vehicle constraint set. This task computes the control actions $u_k$ (position of the actuators) which are necessary to control the UV.
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In the following paragraphs, we will present the state of the art concerning the three aforementioned tasks. As we have mentioned before, the guidance task refers to the control of the position, attitude and velocity of a vehicle along a pre-defined path. To do this, a suitable control algorithm should be used in order to compute which actuators’ deflections and/or motors’ speeds the vehicle should have so as to accomplish a certain mission. A wide range of control techniques have been tested, ranging from classical to modern ones. Proportional-integral-derivative (PID) control is indeed the most popular control technique used to control UVs. This is mainly due to its simplicity and because its parameters are easy to adjust. Several works dealing with PID
control of UV have been found in the specialized literature. Based on the classic scheme of PID control, Li and Li have designed a controller which aims to regulate the position and orientation of a six degree-of-freedom (DOF) quadrotor. They obtain the PID control parameters by means of simulations and then they perform experimental tests in a free-obstacle low-speed wind environment. Zhao et al. present the control system architecture of an autonomous vehicle called "Intelligent Pioneer". They use a two DOF dynamic model and an adaptive-PID controller in order to provide more flexibility to the vehicle control system. PID parameters can be selected online in order to obtain better control performance than with conventional PID. However, when using a PID controller a decoupled version of the mathematical model of the UV is used. This may lead to unexpected results in the presence of disturbances and even limit its performance due to unmodelled dynamics. Also, in most cases when performing experimental tests PID parameters should be re-tuned by a trial and error approach. Another technique that has been successfully applied to control UVs is the linear quadratic regulator (LQR) control algorithm. Khamseh et al. use an LQR scheme to design a coupled controller that enables simultaneous control of an unmanned quadcopter which is equipped with a two DOF robotic manipulator. By adding an integral action to the LQR controller, the authors achieve better path following characteristics as the steady state error is removed. Within optimal control techniques model predictive control (MPC) can be found. Unlike LQR, the MPC algorithm allows to include constraints in the optimization problem. This is very useful as physical and dynamical characteristics of the vehicle and different types of obstacles can be taken into account just by the inclusion of proper constraints in the minimization stage. Recently intelligent algorithms, including neural networks and genetic algorithms, have been used to solve the guidance problem. However, this kind of algorithms involve high computational complexity, which limits their usage with systems with fast dynamics.

The navigation task aims to solve the problem of determining the position, velocity and orientation of a vehicle in space using different sources of information (inertial measurement units, GPS, among others). Traditionally, the Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF) or the Particle Filter (PF) are used to solve the navigation problem. Recently, the use of non-linear observers have been proposed as an alternative to the different types of Kalman filters and statistical methods. However, there is still little literature on the subject. Grip et al. present an observer for estimating position, velocity, attitude, and gyro bias, by using inertial measurements of accelerations and angular velocities, magnetometer measurements, and satellite-based measurements of position and (optionally) velocity. Vandersteen et al. use a Moving Horizon Estimation (MHE) algorithm in real-time to estimate the orientation and the sensor calibration parameters applied to two space mission scenarios. In the first scenario, the attitude is estimated from three-axis magnetometer and gyroscope measurements. In the second scenario, a star tracker is used to jointly estimate the attitude and gyroscope calibration parameters. In order to solve this constrained optimization problem in real time, an efficient numerical solution method based on the iterative Gauss–Newton scheme has been implemented and specific measures are taken to speed up the calculations by exploiting the sparsity and band structure of matrices to be inverted. Both EKF and MHE are based on the solution of a least-squares problem. While EKF
uses recursive updates to obtain the estimates and the error covariance matrix, MHE uses a finite horizon window and solve a constrained optimization problem to find the estimates. In this way, the physical limits of the system states and parameters can be modeled through the optimization problem’s constraints. The omission of this information can degrade the estimation algorithm performance\(^\text{17}\). Unfortunately, the Kalman based filters do not explicitly incorporate restrictions in the estimates (states and/or parameters) and, because of this, several ad-hoc methods have been developed\(^\text{18–23}\). These methods lead to sub-optimal solutions at best and can obtain non-realistic solutions under certain conditions, specially when the statistics of the unknown variables are chosen poorly. On the other hand, MHE solves an optimization problem to find the system estimates on each sample step, providing a theoretical framework for constrained state and parameter estimation.

The path-planning task has attracted substantial attention\(^\text{24,25}\). It deals with searching a feasible path between the present location and the desired target while taking into consideration the geometry of the vehicle and its surroundings, its kinematic constraints and other factors that may affect the feasible path. Different methodologies are used to find feasible paths\(^\text{26}\). In the literature, some recent path-planning algorithms can be found\(^\text{27–29}\). For example, Saska et al.\(^\text{27}\) introduce a technique that integrates a spline-planning mechanism with a receding horizon control algorithm. This approach makes it possible to achieve a good performance in multi-robot systems. Xue et al.\(^\text{28}\) present an offline path-planning algorithm for UAVs in complex terrain. The authors propose an algorithm which can be divided into two steps: firstly a probabilistic method is applied for local obstacle avoidance and secondly a heuristic search algorithm is used to plan a global trajectory. As it can be seen, there are many methods to obtain feasible paths for UVs; however, most of them do not consider the dynamics of the UV that should follow the path. In their review article, Yang et al.\(^\text{30}\) have surveyed different path-planning algorithms. The authors discuss the fundamentals of the most successful robot 3D path-planning algorithms that have been developed in recent years. They mainly analyze algorithms that can be implemented in aerial robots, ground robots and underwater robots. They classify the different algorithms into five categories: i) sampling based algorithms, ii) node based algorithms, iii) mathematical model based algorithms (which include optimal control and receding horizon strategies), iv) bioinspired algorithms, and v) multifusion based algorithms. From these, only mathematical model based algorithms are able to incorporate in a simple way both the environment (kinematic constraints) and the vehicle dynamics in the path-planning process. Recently, Hehn and D’Andrea\(^\text{31}\) introduced a trajectory generation algorithm that can compute flight trajectories for quadcopters. The proposed algorithm computes three separate translational trajectories (one for each degree of freedom) and guarantees the individual feasibility of these trajectories by deriving decoupled constraints through approximations. The authors consider the quadcopter dynamics when they compute the flight trajectories but the proposed technique is not a general one (it can not be used with ground vehicles, for example). Even though the feasibility is guaranteed for each separate trajectory, the resulting vehicle trajectory might not be necessarily feasible (e.g., when perturbations are present). Minh and Pumwata\(^\text{32}\) present three conventional holonomic trajectory generation algorithms (flatness, polynomial and symmetric) for ground vehicles subject to constraints on their steering angle. In order to satisfy this constraint, they propose
to lengthen the distance from the initial position to the final position until the constraint is satisfied. This process might be tedious and it may not be applicable in dynamic environments. Besides, it can only be used with ground vehicles and it can only handle steering constraints violations.

As it can be seen in previous paragraphs, there are a wide range of techniques that can be used to implement the guidance, navigation and path-planning tasks. The main drawback of this approach is the need of assuming the validity of the separation principle (which is not always true) and the global analysis of the whole system is difficult to perform due to the lack of analytical tools applicable to different techniques simultaneously. This is the main reason why we propose to use a unified framework based on receding horizon techniques to design the three aforementioned tasks. To design the path-planning and guidance modules we propose the use of the MPC algorithm\(^{33}\) and to solve the navigation task we propose the use of the MHE algorithm\(^{34}\). In this way, physical and dynamical constraints can be considered in the path-planning, guidance and estimation stages. The advantages of using the proposed framework are: i) the obtained path is guaranteed to be optimal and feasible, ii) the estimates of states and parameters of the system are improved as they are guaranteed to satisfy physical limits, iii) the position of actuators and motors’ speeds are computed in an optimal fashion satisfying their physical limits, and iv) the three modules are in state-space form which is very useful when working with multiple-input multiple-output (MIMO) systems.

This article is organized as follows. In Section 2 we provide a general overview of receding horizon techniques. In Section 3 the guidance problem is formulated. In Section 4 the way in which we estimate states and parameters is presented. The path-planning problem is described in Section 5. Simulation results are presented in Section 6. Finally, conclusions are stated in Section 7.

2 RECEDING HORIZON PRINCIPLE

In this section we provide an overview of receding horizon strategies commonly used in control and estimation. Unlike classical control and estimation techniques, the main objective of receding horizon techniques is to solve an explicit inverse problem that allows the incorporation, at the design stage, of different types of constraints to obtain the best feasible solution. For both control and estimation, the inverse problem to solve is the minimization of a cost function that quantifies the performance of the system (for control case) and how well we estimate unknown states and parameters (for estimation case). This constrained minimization process is done over a fixed-time horizon window of a certain length. This is shown in Figure 2 for time \(k\), being the cyan dashed-dot line the control window of length \(N_c\) and the red dashed line the estimation window of length \(N_e\). The arrival cost provides a mean to incorporate information from previous measurements to the current estimates and the cost to go includes the missing information due to the use of a finite horizon approach. At the next sampling instant \(k + 1\), new information is included
and old one is discarded by shifting both windows one step in time and the constrained minimization process is restarted at the next sampling instant. This is also shown in Figure 2 for time $k + 1$.

When we refer to a control receding strategy we think in model predictive control. As we mentioned before, the goal of this kind of receding strategy is to minimize a cost function that measures the system performance. For control case, we generally solve at each sampling instant, a constrained minimization problem of the form

$$
\min_{U_k} J_{\text{MPC}}(x_{k+1|k}, u_{k+1|k}, x_{sp}^{k}, N_c)
$$

subject to

$$
\begin{align*}
x_{k+i|k} &= f(x_{k+i|k}, u_{k+i|k}), & i \in [0, 1, \ldots, N_c - 1] \\
x_{k|k} &= x(k), \\
u_{k+i|k} &\in U, \\
x_{k+i|k} &\in X,
\end{align*}
$$

(1)

where $J_{\text{MPC}}(\cdot)$ denotes the cost function to be minimized, $x_{k+i|k} \in X \subseteq \mathbb{R}^n_x$ is the state vector, $u_{k+i|k} \in U \subseteq \mathbb{R}^n_u$ is the control input vector, $X$ and $U$ are the state and input constraint sets, respectively, $U_{k|k} = [u_{k|k}, \ldots, u_{k+N_c-1|k}]^T$ is the control input sequence and $f(\cdot)$ is a continuous and differentiable vector function that describes the dynamics of the system. The solution of problem (1) is an optimal control input sequence (denoted here with an asterisk) $U_k^* = [u_{k|k}^*, \ldots, u_{k+N_c-1|k}^*]^T$, but only the first control input of this sequence is applied to the system, i.e. $u_k = u_{k|k}^*$. Then, the horizon is shifted forward to the next sampling instant ($k \leftarrow k + 1$) in a receding horizon fashion (see the cyan dashed-dot line windows in Fig. 2), discarding old information (orange dot in Figure 2) but including the new one (green dot in Figure 2), thus compensating for unmeasured disturbances and/or unmodelled dynamics. As the reader can see, the cost function $J_{\text{MPC}}$ in (1) plays a key role in obtaining the optimal control sequence and it should be carefully designed in order to fulfill the goals of the system. The different cost functions used to design the guidance and path-planning tasks will be properly defined in Section 3 and 5, respectively.

FIGURE 2 Scheme of the receding horizon principle
To perform states and/or parameters estimation in a receding horizon fashion we use moving horizon estimation. In this case, we also solve a constrained minimization problem at each sampling instant but the solution obtained is different from the previous one as it includes estimates of states, parameters and noises. The MHE problem has the following form:

\[
\min_{\hat{x}_{k+1|k}, \hat{z}_{k+1|k}, \hat{w}_{k+1|k}, N_e} J_{\text{MHE}}(\hat{x}_{k+1|k}, \hat{z}_{k+1|k}, \hat{w}_{k+1|k}, N_e)
\]

\[
\begin{align*}
\hat{x}_{k+1|k} &= \hat{f}(\hat{x}_{k+1|k}, \hat{z}_{k+1|k}, \hat{w}_{k+1|k}), \\
\hat{y}_{k+1|k} &= \hat{h}(\hat{x}_{k+1|k}, \hat{v}_{k+1|k}), \quad i \in [-N_e, \ldots, -1] \\
\hat{x}_{k+1|k} &\in \hat{X}, \quad \hat{z}_{k+1|k} \in \hat{Z}, \\
\hat{w}_{k+1|k} &\in \hat{W}, \quad \hat{v}_{k+1|k} \in \hat{V},
\end{align*}
\]

where the hat (\(\hat{\cdot}\)) denotes estimated value, \(\hat{x}_{k+1|k} \in \hat{X} \subseteq \mathbb{R}^{n_x}\), \(\hat{z}_{k+1|k} \in \hat{Z} \subseteq \mathbb{R}^{n_z}\) stand for the estimated state and algebraic state vectors, respectively, \(\hat{w}_{k+1|k} \in \hat{W} \subseteq \mathbb{R}^{n_w}\) and \(\hat{v}_{k+1|k} \in \hat{V} \subseteq \mathbb{R}^{n_v}\) are the estimated process and measurement noises vectors, respectively, \(\hat{y}_{k+1|k} \in \hat{Y} \subseteq \mathbb{R}^{n_y}\) is the measurement vector, \(\hat{f}\) and \(\hat{h}\) are differentiable vector functions that define the system dynamics and the measurement equation, respectively. \(\hat{X}, \hat{Z}, \hat{W}, \hat{V}\) are the state, algebraic, state, process noise, measurement noise and measurement vector constraints sets, respectively. The sequences \(\hat{X}_{k|k} = [\hat{x}_{k-N_e+1|k}, \ldots, \hat{x}_{k|k}]^T\), \(\hat{Z}_{k|k} = [\hat{z}_{k-N_e+1|k}, \ldots, \hat{z}_{k|k}]^T\), \(\hat{W}_{k|k} = [\hat{w}_{k-N_e+1|k}, \ldots, \hat{w}_{k|k}]^T\) and \(\hat{V}_{k|k} = [\hat{v}_{k-N_e+1|k}, \ldots, \hat{v}_{k|k}]^T\) are the state, algebraic state, process noise and measurement noise sequences, respectively. The solution of problem (2) are the optimal sequences \(\hat{X}^*_{k|k}\) and \(\hat{W}^*_{k|k}\) from where we extract the current estimates, i.e. \(\hat{x}_k = \hat{X}^*_{k|k}\) and \(\hat{w}_k = \hat{W}^*_{k|k}\). Then, the estimation window is shifted forward to the next sampling instant \((k \leftarrow k + 1)\), see the red dashed line windows in Figure 2, in order to drop the oldest measurement (magenta dot in Figure 2) and to include the current one (yellow dot in Figure 2), and the minimization process is restarted. In this case, the cost function \(J_{\text{MHE}}\) also plays a key role in the behaviour of the MHE algorithm, and it should be carefully chosen in order to obtain the best estimates as possible. The cost function used in the navigation task will be properly described in Section 4.

## 3 | THE GUIDANCE PROBLEM

As we have mentioned before, based on the estimations \(\hat{x}_{k|k}\) performed by the navigation task, the guidance task aims to control the position, attitude and velocity of a vehicle in order to drive it along the path \(x^{\text{sp}}_{k+j|k}\) with \(j \in [0, 1, \ldots, N_c]\), which is computed by the path-planning task. To do this, a control algorithm should be implemented in this task in order to compute actuators’ positions and/or motors’ speeds so as the vehicle is able to follow the desired path. As we have reviewed in Section 1, the control of a vehicle can be held using many techniques. In this work, we propose to use the Nonlinear Model Predictive Control (NMPC) technique to solve this problem as it allows to take into account the vehicle’s dynamics and its physical constraints at the minimization stage, thus giving optimal and feasible results. To design the guidance task, we propose to solve problem (1)
using the following cost function:

\[
    J_g(\mathbf{x}_{k+j|k}, \mathbf{u}_{k+j|k}, \mathbf{x}^{sp}_{k+j|k}, N_g) = \sum_{j=0}^{N_g-1} L_j(\mathbf{x}_{k+j|k}, \mathbf{u}_{k+j|k}, \mathbf{x}^{sp}_{k+j|k}) + L_{N_g}(\mathbf{x}_{k+N_g|k}, \mathbf{x}^{sp}_{k+N_g|k}),
\]

where \( N_g \) is the guidance prediction horizon, \( L_j(\cdot, \cdot) \) is the stage cost and \( L_{N_g}(\cdot, \cdot) \) stands for the terminal cost (or cost to go), which are commonly adopted as follows:

\[
    L_j(\mathbf{x}_{k+j|k}, \mathbf{u}_{k+j|k}, \mathbf{x}^{sp}_{k+j|k}) = \| \mathbf{x}_{k+j|k} - \mathbf{x}^{sp}_{k+j|k} \|^2_Q + \| \Delta \mathbf{u}_{k+j|k} \|^2_R
\]

and

\[
    L_{N_g}(\mathbf{x}_{k+N_g|k}, \mathbf{x}^{sp}_{k+N_g|k}) = \| \mathbf{x}_{k+N_g|k} - \mathbf{x}^{sp}_{k+N_g|k} \|^2_P,
\]

where \( Q, R, P \) are positive definite matrices. \( \| \cdot \|^2_a \) stands for the \textit{alpha}-weighted 2-norm, \( \Delta \mathbf{u}_{k+j|k} = \mathbf{u}_{k+j|k} - \mathbf{u}_{k+j-1|k} \) and \( \mathbf{x}^{sp}_{k+j|k} \) is the desired path which is computed by the path-planning task.

Now that we have defined the guidance cost function, we should define which mathematical model will be used in the guidance task. This model can be either kinematic or dynamic, however, it should be as accurate as possible in order to improve the performance of the guidance task. Here, we choose to work with the best mathematical model we have available. In many cases, the UV model is a simplified and approximate model of the vehicle we want to drive along the pre-defined path. Note that as the adopted model is not exact, the control algorithm embedded in the guidance task should be robust enough in order to obtain good results. The model that will be used in the guidance task is described properly in Section 6.

4 | THE NAVIGATION PROBLEM

The navigation task uses the information from different sensors in order to estimate, as accurate as possible, the position, velocity and attitude of a vehicle. This task can be solved using several techniques, among which we can find KF and MHE. Both techniques are based on the solution of a least-squares problem but, while EKF uses recursive updates to obtain the estimates and the error covariance matrix, MHE uses a finite horizon window and solve a constrained optimization problem to find the estimates. In this way, the physical limits of the system states and parameters can be modeled through the optimization problem’s constraints, this is what motivates us to use MHE to solve the navigation task. In order to design this task, we propose to solve problem 2 with the following cost function

\[
    J_n(\tilde{\mathbf{x}}_{k+j|k}, \tilde{\mathbf{z}}_{k+j|k}, \tilde{\mathbf{w}}_{k+j|k}, \tilde{\mathbf{v}}_{k+j|k}, N_e) = P_b(1 - ||\mathbf{q}_b^{\gamma}(k - N_e)||^2_2) + ||\tilde{\mathbf{x}}_{k-N_e}|k - \tilde{\mathbf{x}}_{k-N_e}|k||^2_{P_i} + ||\tilde{\mathbf{z}}_{k-N_e}|k - \tilde{\mathbf{z}}_{k-N_e}|k||^2_{P_2} + \sum_{j=-N_e}^{0} ||\tilde{\mathbf{w}}_{k+j|k}||^2_{Q_w} + ||\tilde{\mathbf{v}}_{k+j|k}||^2_{R_v}
\]
where $N_e$ is navigation prediction horizon, $Q_{av}$ and $R_v$ are symmetric positive definite matrices that penalize the estimated noise vectors $\hat{w}_{k+j|k}$ and $\hat{v}_{k+j|k}$, respectively, $\hat{x}_{k-N,|k}$ and $\hat{z}_{k-N,|k}$ are the current knowledge of the initial states and algebraic states estimates, respectively, $P_0$ is a positive constant which penalizes the deviations of the quaternion $\hat{q}_k^m$ which must have unit norm, and $P_1$ and $P_2$ are symmetric positive semi-definite weighting matrices.

Now that we have defined our navigation cost function, we should determine the mathematical model that will be used in the navigation task. Let us choose $x(t)$ as our state vector and $z(t)$ as our algebraic state vector, which are defined as follows:

$$x(t) = [p_n(t), v_n(t), q_n^m(t), \alpha(t), \beta(t)]^T \quad \text{and} \quad z(t) = [\omega^b(t), \alpha^b(t)]^T$$

where where $p_n(t) \in \mathbb{R}^3$ is the position in East-North-Up reference frame (referred as ENU and by the superscript $n$), $v_n(t) \in \mathbb{R}^3$ is the linear velocity in ENU coordinates, the quaternion $q_n^m(t) \in \mathbb{R}^4$ determines the orientation of the rigid body in ENU coordinates and $\alpha(t) \in \mathbb{R}^3$ and $\beta(t) \in \mathbb{R}^3$ are the gyroscope and accelerometer bias, respectively. $\omega^b(t) \in \mathbb{R}^3$ and $\alpha^b(t) \in \mathbb{R}^3$ are the angular velocity and linear acceleration vectors in body reference frame (referred as Body and by the superscript $b$) and ENU coordinates, respectively.

The measurement vector $y(t)$ is defined as

$$y(t) = [\omega_m^b(t), \alpha_m^b(t), m_m^b(t), p_m^e(t), v_m^e(t)]^T$$

where the subscript $m$ stands for measurement, the superscript $e$ refers to the Earth-Centered Earth-Fixed (ECEF) reference frame, $\omega_m^b(t) \in \mathbb{R}^3$ and $\alpha_m^b(t) \in \mathbb{R}^3$ are the measured angular velocity and linear acceleration vectors in body coordinates, respectively, $m_m^b(t) \in \mathbb{R}^3$ is the measured magnitude of the terrestrial magnetic field in body frame given our current latitude and longitude, $p_m^e(t) \in \mathbb{R}^3$ and $v_m^e(t) \in \mathbb{R}^3$ are the measured position and linear velocity vectors in ECEF frame, respectively.

Using the equations that describe the rigid body dynamics (for a detailed description, see Poloni et al.\textsuperscript{35} and Bekir\textsuperscript{36}), the mathematical model used in the navigation task can be written in ECEF coordinates as follows:

$$\dot{x}(t) = \tilde{f}(x(t), z(t), w(t)) = \begin{bmatrix} v^e(t) \\ -2S(\omega^e(t))v^e(t) + \alpha^e(t) + g^e(p^e(t)) \\ \frac{1}{2}q^e_b(t) \cdot \tilde{\alpha}^b_{ib}(t) - \frac{1}{2}\tilde{\alpha}^e_{ie}(t) \cdot q^e_b(t) \\ 0 \\ 0 \end{bmatrix}.$$
simply use the transpose of the ENU to ECEF rotation matrix. Finally, the measurement equations with measurement noise

\[ \mathbf{v}(t) = [v_w(t), v_a(t), v_m(t), v_p(t), v_v(t)]^T, \]  

with \( v_{c,j}(t) \in \mathbb{R}^3 \), are given by:

\[ y(t) = \tilde{h}(\mathbf{x}(t), \mathbf{v}(t)) = \begin{bmatrix} \omega^b(t) + \alpha(t) + v_w(t) \\ \mathbf{R}(q^e_{b})^T \alpha^e(t) + \beta(t) + v_a(t) \\ \mathbf{R}(q^e_{b})^T m^e(t) + v_m(t) \\ p^e(t) + v_p(t) \\ t^e(t) + v_v(t) \end{bmatrix}, \]  

where \( m^e(t) \) is a known vector that contains the values of the magnitude of the terrestrial magnetic field given our current latitude and longitude. \( \omega^b(t) \) and \( \alpha^e(t) \) are the angular velocity and linear acceleration vectors in body and ECEF coordinates, respectively. The matrix \( \mathbf{R}(q^e_{b}(t)) \) is the rotation matrix associated with the current orientation quaternion. As it can be seen, model and the measurement equation are expressed in their continuous-time form, but in order to be used in problem, they should be in their discrete-time form. We have solved this issue using a discretization method called collocation since it provides great accuracy at a relatively low computational cost.

5 | THE PATH-PLANNING PROBLEM

The goal of the path-planning task, as we have mentioned before, is to find a feasible path \( \mathbf{x}_{k+j|k}^{sp} \) between the current location and each consecutive target waypoint \( \mathbf{w}_{k+j|k} \), taking into account all the information about the environment, the geometry of the vehicle, its kinematics constraints and any other factor that may affect the feasibility of the path. As we have seen in Section, this problem can be solved using many techniques, particularly using a receding horizon scheme. One of the advantages of using this approach is that the dynamic of the vehicle which should follow the path together with its constraints, can be embedded at the path-planning stage leading to an optimal and feasible path. In this work we propose to use an MPC based path-planning algorithm which uses a virtual particle vehicle (PV) model to compute the paths. For more information about this path-planning algorithm, the reader is referred to Murillo et al.

In order to design the path-planning task we propose to solve problem with the following cost function:

\[ J_p(\mathbf{x}_{k+j|k}, \mathbf{u}_{k+j|k}, \mathbf{w}_{k+j|k}, N_p) = \sum_{j=0}^{N_p-1} L_j(\mathbf{x}_{k+j|k}, \mathbf{u}_{k+j|k}, \mathbf{w}_{k+j|k}) + L_{N_p}(\mathbf{x}_{k+N_p|k}, \mathbf{w}_{k+N_p|k}), \]  

*This data is tabulated and can be obtained from https://www.ngdc.noaa.gov/geomag-web*
where $N_p$ is the path-planning horizon length. For this case, the stage cost and the terminal cost are adopted as follows:

$$
\mathcal{L}_j(x_{k+j|k}, u_{k+j|k}, \tilde{w}_{k+j|k}) = \|x_{k+j|k} - \tilde{w}_{k+j|k}\|^2_Q + \|\Delta u_{k+j|k}\|^2_R \tag{13}
$$

and

$$
\mathcal{L}_{N_p}(x_{k+N_p|k}, \tilde{w}_{k+N_p|k}) = \|x_{k+N_p|k} - \tilde{w}_{k+N_p|k}\|^2_P \tag{14}
$$

where $\tilde{Q}$, $\tilde{R}$ and $\tilde{P}$ are positive definite matrices.

In order to describe the UV movement, we used the PV model because they have similar characteristics and it is simpler. For the PV, let us choose $\tilde{x}(t)$ as our state vector and $\tilde{u}(t)$ as our control input vector, which are defined as

$$
\tilde{x}(t) = [\tilde{x}(t), \tilde{y}(t), \tilde{v}(t)]^T \quad \text{and} \quad \tilde{u}(t) = [\tilde{\psi}(t), T(t)]^T \tag{15}
$$

where $\tilde{x}(t)$ and $\tilde{y}(t)$ denote the PV $xy$-position of the PV and $\tilde{v}(t)$ is the modulus of the PV velocity vector, $\tilde{\psi}(t)$ and $T(t)$ denote the yaw angle and the thrust force of the PV, respectively. Then, the mathematical model that describes the movement of the PV can be written as follows:

$$
\tilde{x}(t) = f(\tilde{x}(t), \tilde{u}(t)) = \begin{bmatrix}
\dot{\tilde{x}}(t) \\
\dot{\tilde{y}}(t) \\
\dot{\tilde{v}}(t)
\end{bmatrix}
= \begin{bmatrix}
\tilde{v}(t) \cos \tilde{\psi}(t) \\
\tilde{v}(t) \sin \tilde{\psi}(t) \\
-\tau \tilde{v}(t) + \kappa T(t)
\end{bmatrix}, \tag{16}
$$

where $\tau$ is a damping constant that determines the rate of change of the PV velocity and $\kappa$ is a constant proportional to the thrust force $T$. In order to use this model in problem (1), model (16) is also discretized using collocation method.

### 6 SIMULATION EXAMPLE

In this section we present the usage of the proposed framework in order to estimate unknown states, compute a feasible path and follow this path with a Jackal unmanned ground vehicle (UGV) using Gazebo simulator, CasADi, MPCTools and Ipopt.

The Jackal UGV is a small, fast, entry-level field robotics research platform. It is fully compatible with Robot Operating System (ROS) and it can be simulated using Gazebo. At this point we need to emphasize that we do not know the exact mathematical model of the Jackal UGV, however, we do know that it is a complex model simulated by Gazebo. Here, we propose to model Jackal UGV with the mathematical model of a differential drive UGV. This last model is very simple, but for us is the best model at hand and, as it will be shown in the simulation example, it will allow us to control accurately the Jackal UGV along

---

1 [https://www.clearpathrobotics.com/jackal-small-unmanned-ground-vehicle/](https://www.clearpathrobotics.com/jackal-small-unmanned-ground-vehicle/)
2 [http://gazebosim.org/](http://gazebosim.org/)
3 [http://www.ros.org/](http://www.ros.org/)
the pre-defined path. Let us choose \( \mathbf{x}(t) \) as our state vector and \( \mathbf{u}(t) \) as our control input vector, which are defined as follows:

\[
\mathbf{x}(t) = [\mathbf{x}(t), \mathbf{y}(t), \mathbf{v}(t)]^T \quad \text{and} \quad \mathbf{u}(t) = [\mathbf{v}(t), \mathbf{\omega}(t)]^T,
\]

(17)

where \( \mathbf{x}(t) \) and \( \mathbf{y}(t) \) denote the UGV xy-position, \( \mathbf{v}(t) \) denotes its yaw angle, \( \mathbf{v}(t) \) and \( \mathbf{\omega}(t) \) stands for the UGV linear and angular velocities, respectively. Then, the mathematical model of the differential drive UGV can be written as follows:

\[
\dot{\mathbf{x}}(t) = \tilde{f}(\mathbf{x}(t), \mathbf{u}(t)) = \begin{bmatrix}
\dot{\mathbf{v}}(t) \cos \tilde{\psi}(t) \\
\dot{\mathbf{v}}(t) \sin \tilde{\psi}(t) \\
\dot{\mathbf{\omega}}(t)
\end{bmatrix}.
\]

(18)

As before, model (18) is discretized using collocation method.

The guidance task is configured as follows. We assume the initial condition of model (18) are \( \mathbf{x}_0 = [0, 0, 0]^T \) and \( \mathbf{u}_0 = [0, 0]^T \). This model is discretized using collocation method with a sampling rate \( T_s = 0.1 \) s and the guidance horizon is set to \( N_g = 10 \). The weight matrices defined in (4) and (5) are chosen as: \( \mathbf{R} = diag([20, 15]) \), \( \mathbf{Q} = diag([300, 300, 150]) \) and \( \mathbf{P} = diag([500, 500, 400]) \). The differential drive constraints are configured according to the capabilities of the Jackal UGV: \( 0 \leq \dot{\mathbf{v}}(t) \leq 2 \) (m/s), \( -2 \leq \dot{\mathbf{\omega}}(t) \leq 2 \) (rad/s), \( -0.3 \leq \Delta \dot{\mathbf{v}}(t) \leq 0.3 \) (m/s), \( -20 \leq \Delta \dot{\mathbf{\omega}}(t) \leq 20 \) (deg/s). \( \tilde{\psi}(t), \mathbf{x}(t) \) and \( \mathbf{y}(t) \) are unconstrained.

For the path-planning task we assume that the PV model (9) has the following initial conditions: \( \mathbf{x}_0 = [0, 0, 0]^T \) and \( \mathbf{u}_0 = [0, 0]^T \). This model is also discretized using collocation method with a sampling rate \( T_s = 0.1 \) s. The path-planning horizon is set to \( N_p = 10 \). The weight matrices defined in (13) and (14) are chosen as \( \mathbf{\tilde{R}} = diag([0.1, 0.1]) \), \( \mathbf{\tilde{Q}} = diag([100, 100, 100]) \) and \( \mathbf{\tilde{P}} = diag([500, 500, 500]) \). The PV constraints are configured as follows: \( 0 \leq \tau(t) \leq 2 \) (N), \( -5 \leq \Delta \tilde{\psi}(t) \leq 5 \) (deg/s), \( -0.5 \leq \Delta \tau(t) \leq 0.5 \) (N) and \( 0 \leq \dot{\mathbf{v}}(t) \leq 2 \) (m/s). \( \tilde{\psi}(t), \mathbf{x}(t) \) and \( \mathbf{y}(t) \) are unconstrained. Both constants of the PV model are set as \( \tau = 2 \) (1/s) and \( \kappa = 2 \) (1/kg). As we are interested in having the computed path pass sufficiently close to the waypoints, but not exactly through them, we define a circular area centered at each waypoint. If the path passes through this area, then we consider that the corresponding waypoint has been reached. For all the waypoints we set this area to a disk with a radius of \( r = 0.1 \) (m). Also, when computing the path we assume that there are two circular obstacles of radii \( r_{o_1} = r_{o_2} = 0.5 \) (m) and centres \( \mathbf{c}_{o_1} = [−2, 3]^T \) (m) and \( \mathbf{c}_{o_2} = [2, 7]^T \) (m).

For the navigation task we assume that there is no process noise, i.e. \( \mathbf{\hat{w}_{k+j}^j} = 0 \). Also, we assume that the Jackal UGV simulated by Gazebo has two sensors: i) IMU, and ii) GNSS. The data given by these sensors is corrupted by Gaussian noise and it is fused in order to estimate the Jackal’s xy-position and its yaw angle. In this task, we use model (9) in ENU coordinates and its initial conditions are \( \mathbf{x}_{-N_e} = [0, 0, 0.0635, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]^T \) and \( \mathbf{\hat{z}}_{-N_e} = [0, 0, 0, 0, 0, 0]^T \). This model is also discretized using collocation method with a sampling rate \( T_s = 0.1 \) s and the estimation horizon is set to \( N_e = 6 \). The weights defined in (6) are chosen as \( \mathbf{Q}_{\hat{w}} = \)
\[
\text{diag}(\{10^{-1}, 10^{-1}, 10^{-3}, 10^{-3}, 1, 1, 1, 1, 1, 1, 1, 1\}), \quad R_v = \text{diag}(\{1, 1, 1, 1, 1, 10^{-3}, 10^{-3}, 10^{-3}\}), \quad P_0 = 0.1, \quad P_1 = \text{diag}(\{10^{-1}, 10^{-1}, 10^{-1}, 10^{-1}, 10^{-3}, 10^{-3}, 10^{-3}, 0.5, 0.5, 0.5, 0, 0, 0, 0\}) \text{ and } P_2 = \text{diag}(\{1, 1, 1, 1, 1\}).
\]

The results obtained can be seen in Figures 3-6. In Figure 3, three different paths are shown: i) the setpoint path (squared-green line) which is computed by the path-planning task, ii) the estimated Jackal \(xy\)-position (rounded-blue line) which is computed by the navigation task and controlled by the guidance task in order to follow the setpoint path, and iii) the ground truth (diamond-red line) which is given by Gazebo. From this figure it can be seen that the interrelated work of the three tasks (path-planning, navigation and guidance) is done in such a satisfactory way that it allows to move the Jackal UGV along the desired path with minor errors, considering that sensors are corrupted by Gaussian noise. In Figure 4 the Jackal UGV control inputs are shown. Both control inputs are feasible and, as it can be seen from this figure, the linear velocity of the vehicle is limited up to \(2\) (m/s) which matches both constraints defined in the path-planning and guidance tasks. In Figure 5 the guidance errors are shown, where \(x^p\) and \(y^p\) are the desired \(xy\)-coordinates that define the desired path and \(\psi^p\) is the desired yaw angle. Note that we do not only define the Jackal UGV \(xy\)-coordinates but also we impose the orientation it should have along the desired path. This is very useful because without this angle condition the Jackal UGV could follow some part of the desired path in reverse gear, which is not a desirable movement, for example, if we want to use the vehicle for images acquisition. \(\hat{x}, \hat{y}\) and \(\hat{\psi}\) are the components of the estimated Jackal state vector. As it can be seen form this figure (top and middle), the guidance errors in \(xy\)-position are small. However, the guidance error in the yaw angle seems to be a bit bigger than the errors in the position. This is mainly due to the fact that the yaw angle is a control input for the PV model and consequently no dynamics is considered. This problem can be solved by adding this angle as a state variable and defining a first order dynamics for it, as we did with the velocity of the PV. Figure 6 depicts the estimation errors, where \(x^t, y^t\) and \(\psi^t\) denote the truth \(xy\)-component and the truth yaw angle, respectively, which can be obtained from Gazebo simulator in order to check if our estimations are close to this truth values. It can be seen that the navigation task is successfully employed as the errors we have made in the estimation of \(xy\)-position (between \(\pm0.3\) (m)) and the yaw angle (between \(\pm15\) (deg)) of the Jackal UGV are small.

7 | CONCLUSIONS

In this article, we have presented a unified receding horizon framework that can be used for the guidance and navigation of any UUV along any feasible path. This framework can be split into three interrelated task, all of them designed using a receding horizon principle, which allows us to include physical dynamics and constraints at the design stage. We have used MPC technique for guidance and path-planning tasks and MHE for the navigation task. To evaluate the performance of the proposed framework, we have used Gazebo simulator in order to drive a Jackal UGV model along the path computed by the path-planning task. As we have shown in the last section, the results we have obtained are satisfactory.
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