RTL validation methodology on high complexity wireless microcontroller using OVM technique for fast time to market
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Abstract. Increased demand in internet of thing (IOT) application based has inadvertently forced the move towards higher complexity of integrated circuit supporting SoC. Such spontaneous increased in complexity poses unequivocal complicated validation strategies. Hence, the complexity allows researchers to come out with various exceptional methodologies in order to overcome this problem. This in essence brings about the discovery of dynamic verification, formal verification and hybrid techniques. In reserve, it is very important to discover bugs at infancy of verification process in (SoC) in order to reduce time consuming and fast time to market for the system. Ergo, in this paper we are focusing on the methodology of verification that can be done at Register Transfer Level of SoC based on the AMBA bus design. On top of that, the discovery of others verification method called Open Verification Methodology (OVM) brings out an easier way in RTL validation methodology neither as the replacement for the traditional method yet as an effort for fast time to market for the system. Thus, the method called OVM is proposed in this paper as the verification method for larger design to avert the disclosure of the bottleneck in validation platform.

1 INTRODUCTION

1.1 The growth of integrated circuit

Over the last decade, rapid advancement in portable technology, wireless communication, audio, video and compact computers has drawn interest from electronic industry to venture themselves into the field of integrated circuit [1]. The growth in the integration density of microcontroller system followed closely the Moore’s Law. In articles of [2], the author presented Moore’s Law as a law that predicts that the number of transistors that can be placed on a single integrated circuit doubles about every two years.

Fig. 1. Moore’s Law [3]

Based on Figure 1, Moore’s Law reported that the number of transistor on microchip doubled for every two years as well as the performance of the chip such as the transformation of the first home computer to more sophisticated machines. From that transformation also gave rise to high speed internet, smart phones, refrigerators and other devices that are becoming prevalent today [2-4]. However, this principle that powered the information technology since 1960s is near its end. Thus, in [4], Sutherland focused on the ‘More than Moore’s’ strategy which starts with applications from smartphones and supercomputers to data center in
the cloud and work downwards to see what chips are needed to support them such as power management and other silicon. This can be related to the introduction of sophistication on Internet-of-Things (IoT) which asserts that every object are connected to the internet and participating together in a system [5] as shown in the figure below.

Fig. 2. Visualize of Internet of thing’s application [6]

1.2 System-on-chip (SoC)

Hence, this has led to the advancements in the integrated circuit design in order to fulfill demand driven development by IoT solution, product requirement and potential intellectual property (IP) in the system. A well-known, the integrated circuit is a technology advancement that allows the integration of various parts to be put together into a chip such as digital and analog circuit, mix signal and others resulted in complexity of the chip and its design flow [7]. However, there is a limit to integrated circuit (IC) technology to allow only simple integrated transistor into a chip. Nevertheless, to overcome these limitation of integration, the large scale integration has been proposed such as system on chip (SoC) and wafer-scale integration (WSI) [7]. Even so, as the demand from clients to have technologies that allow the system to be able to integrate all the sophisticated electronic systems on a single chip tend the designers to design microcontroller based on system on chip (SoC), with the intension of reusing IP modules described in hardware description language (HDL) [8]. An example of these IP modules are microprocessors, digital signal processing, memory blocks, PLL and other peripherals as shown in Figure 2. Figure 3 shows that the SoC is designed based on AMBA bus design which comprised of ARM processors, ARM support modules, and memory [9]. Nowadays, the AMBA is one of the leading busing system used in high-performance SoC design that has been developed to become a family with different bus protocol such as ASB, APB, AHB, AXI and et al [9]. These IP then will be integrated together with the bus system to form the complex SoC. This is the starting point to start the validation process known also as a functional verification or validation. When choosing methodology to follow for such platform validation, it is imperative to understand the requirement and the restriction a program had on the development to ensure the successful execution. This paper reviews the various methods used in SoC validation in the industry and proposes a suitable RTL validation methodology for wireless microcontroller system.

Fig. 3. Microcontroller based system on chip [10]

As presented in [11-13], the functional verification is divided into three methods: 1. Dynamic verification (simulation based), 2. Formal verification (static) and 3. Static Timing Analysis. However, in this paper the static timing analysis is not going too discussed in details because it is the method for full chip validation. This paper is organized as follows: An introduction is discussed in section 1, the methodology used is discussed in section 2 that divided by three subsection which is overview of the simulation will be presented in subsection 2.1, the formal verification methods are described in subsection 2.2 , while the recommended methodology by industry: hybrid technique is presented in subsection 2.3. Finally, section 3 summarizes the validation method available and propose the suitable validation methodology for wireless microcontroller at Register Transfer level.

2 Methodology

2.1. Simulation techniques

Dynamic verification is known as traditional approaches [14] of the existing method in industry and generally carried on at two levels [15]: module level and chip level. The module level is defined as logical unit which is represented by a set consisting of timing information and functions which are applicable to design verification of system which the main components are medium-scale integration (MSIs) and large-scale integration (LSIs) [16]. For each level, the proposed technique performed is by initiating the logic simulation technique for analyzing models to verify its function and performance by using simulators. Advertently, the authors in [13] presented the
classification of simulators in three broad categories: HDL- based, schematic based, emulators and et al. However, in this paper focusing only on the HDL- based approaches to be applied for industrial environment. The HDL- based can be divided into two categories: event-driven simulator and cycle-based simulator [13]. Authors in [17-18] reported event-driven simulator operates by taking events, one at a time through the design until a steady state condition is achieved and any change in input stimulus is identified as an event. The design models include timing and functionality. Nevertheless, the event-driven simulator limited only for small design otherwise the speed of simulation becomes slow due to evaluation of output multiple times produced by this simulator [10] and [18-19]. Meanwhile, the approach by cycle-based simulator is introduced as the complementary of the limitation in event-driven simulator due to its ability for simulating very large designs. In articles of [17-18] and [20], the authors presented the cycle-based simulator which does not consider the time within clock cycle and only functions on synchronous logic circuit. There are some applications where this approach can be used [17], such as digital signal processing (DSP) chip, SoCs with processor and peripherals and others. Furthermore, the authors in [21] stated in his paper to use this approaches as one of simulators in performance evaluation and validation of microprocessor. This cycle-based simulator can be used also by combining it with other techniques: Decision diagram (DD) in order for achieving significant speed up of the simulation execution [22]. This DD techniques is used for representing the function of a design at RT and behavioral level. On the other hand, the author in [23] presented activity cycle diagrams (ADC) for modelling construction process using activities as the basic element into an equivalent executable Simulation Language for Alternative modelling (SLAM) [24] simulation model. Even so, the cycle based simulators also has a limitation for cannot detect glitches in the design and do not take the timing of design into consideration resulted the simulator to be performed using static timing analysis tool [19]. There are few of commercial tools provided by EDA to support the simulation for both techniques [13]: Verilog-XL (Verilog) Cadence, Sciricc (VHDL) Synopsys, VCs (Verilog) Synopsys and others. Even though, the simulation is easy, flexible and economical, the simulation speed is extremely slow causing the simulation times became unreasonably long. Hence, the simulation using emulator is suggested to overcome the limitation [11].

Emulator is where the design is mapped into FPGA hardware for prototype simulation [13]. This stage is known as co-emulation: when hardware and software are simulated simultaneously [11]. The emulators are pre-packaged prototyping FPGA arrays that offer comparatively high debug visibility and run faster than simulator [25]. In [26], the authors presented four modes of co-simulation which can occur: RTL-FPGA co-simulation, SystemC-FPGA, Vector prototyping and In-circuit prototyping. However, there is still a continuous debate about FPGA prototyping versus emulation.

Hence, in [27], the authors stated that FPGA prototyping addresses mostly validation of smaller design or a single IP while emulation is being used for large SoC designs. Nevertheless the authors in [28] reported that FPGA can be also uses as a basic for software development, hardware development, etc. as long as before the final silicon is available. In addition, FPGA prototyping is a method to prototype SoC on FPGAs for hardware verification and early software development [28].

### 2.2 Formal verification

The formal techniques show the correctness of a design by providing analytical proofs. This methodology is being introduced in validation methodology because not all the modules are well suited for simulations techniques. In [29], the authors presented the formal technique adopted by Brazil Semiconductor Technology Center (BSTC) which further divide into three additional techniques: model checking, theorem proving and equivalence checks.

Model checking is an important technique for verifying sequential. In this technique, the authors in [30] mentioned that the specification of a design is expressed in temporal logic and the implementation is designed as finite state machine. This technique has two main approaches that have been presented [30]: SAT- based and BDD-based. BDD-based [31-32] is a canonical form for Boolean expressions which is used to symbolically represent the set of states. This approach is capable of handling system with hundreds of state variables causing no space efficient variable ordering [31]. Fortunately, the SAT- based approaches is more recommended by researcher due to its potential to handle much larger design [31]. Same goes to the equivalence checking, there are approaches that have been presented such as equivalence checking using cuts and heap [32] and Boolean reasoning for equivalence checking [33]. The various verification techniques offer different advantages and features, Table 1 shown the comparison between the verification techniques discussed above.

| Table 1. Comparison of various verification techniques |
|--------------------------------------------------------|
| Function | Event-based simulation | Cycle-based simulation | Emulation | Formal verification |
|----------|------------------------|------------------------|-----------|-------------------|
| Abstraction level | Behavioral, RTL, Gate | RTL, Gate | RTL, Gate | RTL, Gate |
| Functional equivalence | Yes | Yes | Yes | Yes |
| Timing | Yes | No | No | No |
| Gate capacity | Low | Medium | Very high | High |
| Run time | <10 cycles | 1K Cycles | 1M Cycles | Medium |
| Cost | Low | Medium | High | Medium |
2.3 Hybrid technique

In addition, the hybrid technique has been introduced to complement the imperfection of the simulation and formal verification techniques in order to perform full validation of the designs. In [34-35], the authors presented a convincing argument supporting hybridization to obtain better functional test coverage of large design. Same goes to [36] which also supported the hybrid techniques wherein the formal verification is used for test models to derive set of functional vector following simulation for design validation. This technique can be classified in four hybrid functional-verification methods [36]: 1. Combining formal and informal techniques 2. Combining two formal techniques 3. combining two informal techniques 4. Combining multiple verification techniques. Nevertheless, in [35], the authors presented hybrid incremental assertion based verification (HI-ABV) approaches for accurate verification of RTL implementations derived from TL to RTL wherein ABV also supported two methods; dynamic verification using simulation and formal using model checking. ABV in [37] approaches also allowed verification procedure and enable early bug detection. There is another approach that have been proposed by EDA and academic researcher for support of this hybrid methodology known as Transactor-based verification used to avoid the error from transaction level to RTL level [38].

On top of that, recently there is a new methods that have been introduced and already used in a few electronics companies even it might be unfamiliar for some but this is the suggested method by verification academy called Open Verification Methodology. The OVM is a methodology for functional verification using System Verilog that has been introduced to the world with the first version of OVM 1.0 in January 2008 followed by latest version is OVM 2.1.2 released in January 2011 [39], [40]. Advertently, the traditional RTL code and test bench written in traditional language (Verilog/VHDL) is converted to a suitable format to verify the functionality of the designs, includes the formal checking, logic simulation, transaction-based verification and coverage analysis which cause the unreasonable long time for verified it [19], [40]. Inversely, the OVM test bench are complete verification environment that composed of reusable verification components and used as part of overarching methodology of constrained random, coverage-driven verification and functional checking [19], [40]. Evidently, the superiority of the OVM specification reduce the gap of time for wireless microcontroller unit to verify the designs thus fast time to market. Moreover, the verification environment of this method can be developed by providing the System Verilog based supplementary class library and such environments are easy to build and maintained since all the components in OVM interact with each other via standard transaction level modeling [40]. In addition, all simulation-based verification unintentionally suffers from the issues that not run enough the test vectors to exhaustively test the whole design. Fortunately, the technique of constrained random stimulus able to overcome this issues as much as it is fully supported by SystemVerilog and OVM. As such, to improve validation lead time and overcome the limitations of traditional methods, we would like to propose using OVM method as the main RTL validation method for our wireless microcontroller.

3 Conclusion

This paper presented the existing of various RTL validation methodologies used in current IC design platform in electronic industries. RTL platform is being validated by following the design flow of SoC. The RTL is normally being validated by three methods: dynamic verification, formal verification and hybrid technique. However, the first two traditional methods seemed to be unsuitable for current electronic industries due to the complexity of the designs and the short lead time required for effective time to market. Hence, the more prevalent, well-established methodology used in verification is OVM. This technique is not only reducing the effort of verification but also more economical for whole system design. Due to these factors, we propose that the RTL validation effort for wireless microcontroller is performed using the OVM method.
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