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ABSTRACT

A good exploration ability can ensure that the method jumps out of local optimum in multimodal problems and a good exploitation can ensure an algorithm converge faster to global optimum values. So, this paper proposes a new hybrid sperm swarm optimization and genetic algorithm to obtain global optimal solutions termed HSSOGA which is developed based on the concept of balancing the exploration and exploitation capability by merging Sperm Swarm Optimization (SSO), which has a fast convergence rate, and a Genetic Algorithm (GA) that can explore a search domain efficiently. To ensure that the proposed method delivers good performance, it is evaluated with 11 standard test function problems consisting of 5 unimodal and 6 multimodal functions. The proposed HSSOGA set is compared with conventional GA and SSO methods, as well as with several hybrid methods such as Hybrid Firefly and Particle Swarm Optimization (HFPSO), hybrid Simulated Annealing and Genetic Algorithm (SAGA), Hybrid Particle Swarm Optimization and Genetic Algorithm (HPFSO), hybrid Particle Swarm Optimization and Grey Wolf Optimization (PSOGWO), and closely related Hybrid Sperm Swarm Optimization and Gravitational Search Algorithm (HSSOGSA). The results are evaluated in terms of each method's best fitness, mean, standard deviation, and convergence rates. The numerical experiment results show that HSSOGA has better convergence towards the true global optimum values as compared to the conventional and existing hybrid methods in most unimodal and multimodal test function problems.
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I. INTRODUCTION

For the past decade, metaheuristic optimization approaches have been developed and used in engineering [1], [2], Wireless Sensor Networks (WSN) [3], and healthcare fields [4], [5]. Metaheuristics is widely used to enhance convergence rate and obtain global optimum solutions, as it promotes an exploration and exploitation capability. Exploration is the ability to explore different regions of the global search space that contain optimal solutions. Meanwhile, exploitation is the ability to focus on local regions that are identified by exploration, to obtain current optimal solutions [6], [7], [8]. Therefore, the main aim of metaheuristic approaches is to achieve a balance between the exploration and exploitation abilities to obtain global optimum solutions rather than a local optimum solution in a domain of search space.

However, the fundamentals of metaheuristic approaches can still be limited for a large computational problem with multiple local optima. Many hybrid metaheuristic approaches have been developed to find optimal solutions for large,
multimodal real-life problems, to mitigate the issue. Metaheuristic algorithms are merged to add the method in finding a global optimal solution efficiently, as it balances out the exploration and exploitation capabilities. As such, several hybrid metaheuristic methods are explained and discussed below.

Selecting appropriate metaheuristics to be hybridized is a step that must be given close attention to, as it contributes to a good balance between exploration and exploitation, and also strengthens each other’s weaknesses. In this study, the Sperm Swarm Optimization (SSO) algorithm and Genetic Algorithm (GA) have been selected to be hybridized to achieve a global optimal solution without drifting away towards local optima in both unimodal and multimodal test functions.

The main contributions of this paper are:
- Including crossover and mutation operators into a sperm swarm algorithm, thereby ensuring a balanced exploration and exploitation method to solve optimization problems.
- Applying velocity and position limits to the sperm’s motility to avoid the method from drifting away from global optimal solutions.
- Evaluating the proposed method with existing hybrid methods that are widely used in solving real life problems to ensure that the proposed method can solve unimodal and multimodal problems efficiently by obtaining best fitness.
- Discussing the advantages and disadvantages of the proposed method and its future direction in real life optimization problems.

The remainder of the paper is arranged as follows. Section 2 presents the literature review. Section 3 presents the methodology of the method. Section 4 presents details on the proposed hybrid sperm swarm optimization and genetic algorithm (HSSOGA). Section 5 presents the experimental information. Section 6 presents results obtained from the evaluation. Section 7 presents a discussion of the obtained results, and Section 8 presents a conclusion to the article with future suggestions.

II. LITERATURE REVIEW

Metaheuristics is a high-level algorithmic framework that was designed to tackle complex optimization problems which are continuous, discrete, unconstrained, and multi-objective in nature [9]. They are extended heuristics that improve the exploration and exploitation capabilities [8]. Metaheuristic approaches can be classified into several groups, which are, swarm-based metaheuristics, evolutionary-based metaheuristics, physics-based metaheuristics, and human-based metaheuristics [10], [11]. Swarm-based metaheuristics are mostly inspired by behaviours of animals and plants which are capable of interacting with each other and with the environment. Examples of swarm-based metaheuristics are “Particle Swarm Optimization (PSO)” [12], “Sperm Swarm Optimization (SSO)” [13], and “Grey Wolf Optimizer (GWO)” [14]. Evolutionary-based metaheuristics are the techniques developed based on the laws of natural evolution. The most common evolutionary-based metaheuristics are “Differential Evolution (DE)” [15] and “Genetic Algorithms (GA)” [16]. Physics-based metaheuristics are inspired by the laws of physics in the universe. “Gravitational Search Algorithm (GSA)” [17] and “Simulated Annealing (SA)” [18] are examples of metaheuristic methods that are created based on the principles of physics. Human-based approaches on the other hand, are developed based on the behaviours, characteristics, and lifestyles of human beings. Examples of human-based approaches are “Harmony Search Algorithm (HS)” [19] and “Human Group Formation (HGF)” [20].

Furthermore, metaheuristic methods can also be classified into competitive and cooperative metaheuristic optimizers. In the year 2016, a competitive optimization algorithm based on the competitive behaviour of various creatures in nature was proposed [44]. The work tends to make few algorithms compete among each other to solve an optimization problem which concludes that different optimization problem needs different optimization algorithm. So, it can be said that competitive methods are methods that compete within the metaheuristic methods to achieve its goal which are mostly non-hybrid algorithms. For example, SSO is a competitive method where in SSO the sperms compete to reach the ovum in an optimal way [13]. In a recent work, a cooperative metaheuristic algorithm for global optimization problems was proposed [45]. In that work, operators of six metaheuristic methods are combined to solve global optimization problems termed SSIO. The proposed method seems to perform better than other state-of-art that it was compared to. This shows that the cooperation of few operators from different algorithm can ensure the increase in diversity and better convergence rate. So, cooperative metaheuristics are mostly comprised of hybrid algorithms that uses various metaheuristic functions in one algorithm such as HFPSO, SAGA, HPSOGA, HGASSO, PSOGWO and HSSOGA which is discussed below.

A very good example of the cooperative hybrid method is the hybrid firefly and particle swarm optimization (HFPSO) algorithm which was introduced by [21] and is used to obtain global solutions for computationally expensive numerical problems. The author’s motive was to combine the strengths of both algorithms in obtaining a method with the balance of exploration and exploitation capabilities. In this paper, the author uses PSO for global searching as it is deemed to have fast convergence, and FA for local searching as it fine-tunes the exploitation. The developed hybrid method was then evaluated by using “congress on evolutionary computation (CEC)” CEC 2015 and CEC 2017 benchmark functions consisting of unimodal, simple multimodal, hybrid, and composition functions. The results showed that the proposed HFPSO method performs much better than standard PSO, FA and other hybrid methods. The disadvantage of this hybrid method is that it might not have the best balance between exploration and exploitation, as swarm-based algorithms are known for better exploitation as opposed to exploration. In addition, [46] suggests that hybrid of swarm
optimization (HSO) has to be combined with different algorithm because HSO has the ability to reach suboptimal solutions frequently. So, selecting two appropriate method for hybridizing is vital for performance efficiency.

In an effort to obtain a balance between exploration and exploitation, [22] proposed a combined simulated annealing and genetic algorithm (SAGA) to improve network lifetime and energy efficiency in mobile ad-hoc networks (MANETs). The merging of SA and GA focuses on overcoming the large combinational optimization problems so that a greater performance of MANET can be achieved. SAGA was compared with memory enhanced genetic algorithm (MEGA) and the results showed that SAGA outperforms MEGA in terms of lesser energy consumption and increased network lifetime of MANET. However, both GA and SA are well known for their exploration capabilities, limiting global and local search ability [7].

The overwhelming use of hybrid algorithms inspired [23] to propose a new hybrid particle swarm optimization and grey wolf optimization (HPSOGWO) algorithm to obtain global solutions by having balanced exploration and exploitation capabilities. The authors stated that by using the GWO algorithm, the possibility of PSO falling into the local minimum is reduced. The developed hybrid method was evaluated on 5 benchmark functions and 3 real-world problems that consisted of parameter estimation for frequency-modulated sound waves, process flow sheeting problem, and leather nesting problem (LNP). The results showed that HPSOGWO performs better than the standard PSO, GWO, ABC, SSA, and three hybrid PSO–GWO approaches in terms of converging to lower-cost values with fewer iterations. However, the time complexity of HPSOGWO is higher as compared to standard PSO and GWO, but the authors’ concern was towards getting higher performance.

The fast convergence nature of PSO and the good global searching ability of GA inspired [24] to propose a hybrid particle swarm optimization and genetic algorithm (HPSOGA). Since PSO is usually easy to be trapped in local optimum, the author integrated the genetic operator of GA, which consists of crossovers and mutations, into PSO, which promotes a good balance between exploration and exploitation capabilities. The proposed algorithm was evaluated and tested with engineering constrained optimization problems such as pressure vessel design and welded beam design. The results showed that the proposed method is more effective and robust compared to the conventional GA and PSO algorithms.

In very recent research, [25] proposed a hybrid sperm swarm optimization and gravitational search algorithm (HSSOGA) to ensure a good balance between exploration and exploitation capabilities for global optimization. SSO seemed to outperform the well-known PSO in obtaining the global solutions, which motivated the author to combine the capability of exploitation in SSO with the capability of exploration in GSA. This combination of SSO and GSA was done using a co-evolutionary heterogeneous low-level hybrid technique, as both approaches run simultaneously, which reduces the time complexity of the method. To evaluate the efficiency and performance of the proposed method, the author tested HSSOGA under different testbed problems of optimization called the CEC 2017 suite. The results described that the proposed method has greater performance to jump out of local extremes with a faster rate of convergence compared to the standard SSO and GSA methods in most of the CEC 2017 suite benchmark functions.

To promote better balance between exploration and exploitation, [26] proposed an improved memetic method for clustering to balance the node’s load in WSNs. Memetic algorithms can be said as improved GA where it is hybridized with local search ability. Since GA has a limitation of slow convergence rate, researchers use local search such as hill climbing, simulated annealing or tabu search methods to enhance the overall algorithm to reach optimized solution faster and efficiently [27], [28]. So, to ensure that the method first explore the search space, population generation, selection, crossover, and mutation phases are carried out followed by a local search to ensure optimized solution from exploration. The authors evaluated the proposed method with two popular predecessor method which are GA and Low-energy adaptive clustering hierarchy (LEACH). The results shows that the proposed method outperformed LEACH by great margin and performed slightly better than GA. This is because the proposed method has similar phases to GA and the local search method does not promotes significant exploitation for better results.

Since certain algorithms contributes hugely to a good balance between exploration and exploitation, [29] recently proposed a Hybrid Genetic Algorithm and Sperm Swarm Optimization (HGASSO) to optimize multimodal functions. The authors applied local search which is SSO first to select the global best solution and personal best solution before the selection, crossover and mutation is applied to jump out of the local minima easily. The method was tested with 11 multimodal minimization test functions, and it is compared with the conventional SSO and GA. From the results, the proposed hybrid method outperformed the conventional methods in 6 out of 11 test function, performed the same with SSO in 2 out of 11 test functions and performed equally to the conventional methods in 3 out of 11 test functions. The authors also used One-way ANOVA (Tukey’s test) to determine the significance of the results to justify the performance of proposed method. Even though, the results seem convincing, the authors did not ensure the performance of the method in unimodal optimizations as some hybrid algorithms might not perform well in unimodal functions. Moreover, the comparison between existing hybrid algorithms that limits the justification upon the performance of the algorithm. The strengths and weaknesses of HGASSO are tabulated as below.

Being motivated upon the strengths HGASSO and the hybridization potential of other existing hybrid methods, we propose a Hybrid Sperm Swarm Optimization and Genetic Algorithm (HSSOGA). To ensure that the weaknesses of HGASSO is mitigated, we adopt the memetic algorithm
TABLE 1. Strengths and weaknesses of HGASSO.

| Strengths                                      | Weaknesses                                                                 |
|-----------------------------------------------|---------------------------------------------------------------------------|
| Hybridizes GA which is a good exploration-based algorithm with SSO which is a good exploitation-based algorithm [31]. | Applying SSO first will initialize the sperms to exploit a certain region before exploring to other region which may cause the algorithm to be stuck in local optimum is high multimodal problems. |
| Uses a good set of multimodal test function to test its performance compared to its conventional method. | Does not evaluate the method with unimodal test functions and does not compare the results with existing hybrid algorithms to ensure the full potential of the HGASSO. |

Some advantages of SSO and GA are stated below:
- SSO has good exploitation capability.
- SSO is easy to implement and understand.
- SSO does not have too many calculations.
- SSO has a greater ability to find the optimal results in a unimodal function.
- GA has good exploration capability.
- GA has been widely used in many applications successfully.
- GA is able to find a better global optimum in multimodal functions.

Some limitations of SSO and GA are stated below:
- SSO might fall into local optima (limitation on exploration)
- GA can be slow in convergence (limitation on exploitation)

To ensure that the limitations are mitigated, we are developing a hybrid approach by merging SSO and GA methods, so that a balance between exploration of GA and exploitation of SSO is achieved, to obtain a global optimum solution. SSO, which has poor global search capability, which makes it fall into local optimum, will capitalize on GA’s diverse global search capability to reach global regions, while GA, which is slow in convergence, will capitalize SSOs fast convergence nature to search locally for optimal solutions. To ensure that our method performs well, several unimodal and multimodal test functions from the “Virtual Library of Simulation Experiments” [34] are used to compare the performance of the proposed method with conventional SSO and GA, as well as several hybrid methods from the literature. The motivations of this research are simplified as below:

- To develop a method with balanced exploration and exploitations capability to solve both unimodal and multimodal problem efficiently.
- To mitigate the conventional algorithm’s drawback successfully by hybridization.
- To ensure faster convergence rate by adopting the memetic algorithm technique in hybridization.
- To ensure the developed modelled are validated and evaluated with the comparisons of existing hybrid algorithms to have a solid justification towards the performance of the proposed method.

III. METHODOLOGY
Since hybridization consists of two conventional algorithms merging to form a method, this section will briefly describe the inspiration, flow, structure, characteristics, and mathematical modelling of both, the conventional SSO and GA algorithms.

Hybrid metaheuristics has become a pivotal approach in solving optimization problems as it promotes a balance between exploration and exploitation. Moreover, a hybrid metaheuristic also reduces the limitation of conventional algorithms, where both the algorithms try to cancel out each other’s limitations. Hybridization can be done through several methods as depicted in Figure 1 [35].

Cooperative metaheuristic is designed based on 2 phases which are low-level/high-level and relay/teamwork. The usage of low-level optimization in the first phase is a composite of single optimization method where a metaheuristic is changed by another metaheuristic. On the other hand, then high-level optimization is a metaheuristic that has no
direct relationship to its internal processes. In the second phase, using relay hybridization means the metaheuristics are applied one after another creating a sequential process where each uses the previous output as its input. The teamwork hybridization on the other hand has many parallel cooperating agents where each agent makes its search in the search domain [35], [43]. So, using low-level optimization in phase 1 and relay hybridization in phase 2 creates Low-level Relay Hybrid (LRH) which is a method is embedded into another method and executed sequentially. Utilizing low-level optimization with teamwork hybridization creates Low-level Teamwork Hybrid (LTH) where the element of a method is replaced in another method, and it performs parallelly. Moreover, usage of high-level optimization with relay hybridization yields High-level Relay Hybrid (HRH) where two methods are self-contained and executed sequentially. The last class is called High-level Teamwork Hybrid (HTH) which utilizes the high-level optimization of phase 1 with teamwork hybridization of phase 2. HTH contained methods that are self-contained and works parallelly [35]. So, in this paper, we hybridize SSO and GA using the LTH method where it allows a method to be embedded into a global method and executed in parallel. Based on [35], this hybrid method can also be called “Parallel Collaborative Hybrids”, where two algorithms are run simultaneously by changing the same population.

A. CONVENTIONAL GENETIC ALGORITHM (GA)

For the past decade, a plethora of research has used GA as an optimization method for multiple applications such as power electronics, wireless sensor networks, and airline bookings [36], [37], [38]. GA is an algorithm developed by [16] based on Charles Darwin’s theory of survival of the fittest, where it is a biological evolution process. GA initially starts with a population consisting of random chromosomes that are later selected to apply crossover and mutation.

Crossover operators exchange some genes in a specific way from the selected chromosomes that act as the parents to generate new offspring (new solutions) [39]. A Uniform crossover operator is adopted in this paper. Uniform crossovers have the advantage of unbiased exploration, and they are applicable to be used on large subsets. However, they produce less diverse solutions.

Mutation operators are used to maintain the diversity of individuals (solutions) from one population to the next population, so that the solutions don’t get trapped into local optima. The mutation operator works by changing some genes from an individual chromosome, which then results in it carrying different characteristics from their parents (diverse solution) [39].

B. CONVENTIONAL SPERM SWARM OPTIMIZATION (SSO)

Sperm swarm optimization was proposed recently by [13] for wireless sensor network (WSN) challenges. The algorithm was inspired from the natural fertilization process, where a swarm of sperm cells swim towards the ovum to merge with it. During this process, only one out of millions of sperm cells is the winner. In the beginning, the swarm of sperm cells reside in the cervix randomly with two velocities on X-axis and Y-axis.

The behaviour of a swarm of sperm cells swimming towards the ovum exhibits a behaviour similar to “flocking”. The movement of sperm is affected by two important parameters which are pH value and temperature inside the female reproductive system. These two parameters define the sperm’s motility and movement direction. According to the findings in [40], the pH value in a female reproductive system is around 4.5 to 5.5, while the temperature inside a female reproductive system can vary between 35.1 °C to 37.4 °C. However, [13] states that the alkaline pH value, which is around 7 to 14, is the most suitable for the sperm’s movement, and the temperature in a female reproductive system may go up to 38.5 °C because of the vaginal blood pressure.

To translate this phenomenon in an optimization environment, the sperm cells act as a candidate solution that moves in a multidimensional search space domain to obtain a global optimal solution. The swarms also record the best solution in their tracks, which means that the optimal sperm (from the global optimal sole parent sperm cells that were successful in fertilizing the ovum) and the local optimal solution (sperm optimal solution) are considered.

IV. PROPOSED HYBRID SPERM SWARM OPTIMIZATION AND GENETIC ALGORITHM (HSSOGA)

A. INITIALIZATION

Initially, all the sperm cells are randomly positioned using continuous uniform distribution, where each sperm represents a candidate solution. The initial fitness of the population is evaluated and sorted. In this process the global best, $x_{gbest}$ is also updated after the initial evaluation, to set as a benchmark for the iterations that follow.

B. SELECTION

In this process, two sperms are selected from the initial population using the “Roulette Wheel” technique, where all the possible chromosomes are attached to the wheel and the wheel is rotated randomly to select specific chromosomes for the crossover and mutation process [40]. The probability, $Prob_i$ of selecting specific individuals using roulette wheel selection is expressed in Eq. (1) and Eq. (2).

$$Prob_i = \exp \left( -\beta \cdot \frac{Fit_i}{WorstFit} \right) \quad (1)$$
$$Prob_i = \frac{Prob_i}{\sum_{i=1}^{nPop} Fit_i} \quad (2)$$

where selection pressure, $\beta = 8$, $Fit_i$ is the fitness of the chromosome, $WorstFit$ is the worst fitness obtained, and $nPop$ is the size of the population.
C. CROSSOVER AND MUTATION

Upon selecting the sperm, the crossover process begins, which ends up producing a new population called crossover population. Following this, the mutation process begins a mutation of the sperm cells from the initial population, producing another new mutated population.

D. MERGE, SORT AND TRUNCATE

The populations from crossover and mutation processes are merged and sorted in ascending order of the values. It is then truncated to the number of populations, \( n_{\text{Pop}} \), set at the beginning of the method, to ensure that the best population is obtained.

E. VELOCITY AND POSITION UPDATE

The initial sperm velocity, \( V_0 \) is calculated using Eq. (3).

\[
V_0 = Damp \cdot V_i \cdot \log_{10}(pH_1)
\]  

where \( Damp \) is the damping factor (0 to 1), \( V_i \) is current sperm velocity, and \( pH_1 \) is a random pH value between 7 and 14.

The personal best solution is expressed by Eq. (4), and the global best solution is expressed by Eq. (5).

\[
\text{CurrentBestSol}(t) = \log_{10}(pH_2) \\
\quad \cdot \log_{10}(\text{Temp}_1) \cdot (x_{i\text{Best}_t} - x_i(t))
\]

\[
\text{GlobalBestSol}(t) = \log_{10}(pH_3) \\
\quad \cdot \log_{10}(\text{Temp}_2) \cdot (x_{g\text{Best}_t} - x_i(t))
\]

where \( pH_2 \) and \( pH_3 \) are random pH values between 7 and 14, \( \text{Temp}_1 \) and \( \text{Temp}_2 \) are random temperature values between 35.1 °C and 38.5 °C, \( x_{i\text{Best}_t} \) is the personal best location of sperm \( i \) at iteration \( t \), \( x_{g\text{Best}_t} \) is the global best location of the sperm (global optimal solution), and \( x_i \) is the current location of the sperm at iteration \( t \).

The velocity of the sperm, \( V_i \) is evaluated as per Eq. (6).

\[
V_i = Damp \cdot V_i \cdot \log_{10}(pH_1) \\
+ \log_{10}(pH_2) \cdot \log_{10}(\text{Temp}_1) \cdot (x_{i\text{Best}_t} - x_i(t)) \\
+ \log_{10}(pH_3) \cdot \log_{10}(\text{Temp}_2) \cdot (x_{g\text{Best}_t} - x_i(t))
\]  

The current position of the sperm (current solution) is calculated as depicted in Eq. (7), to ensure that the position updates on each iteration towards achieving the global optimal solution.

\[
x_i(t) = x_i(t) + v_i(t)
\]

To avoid the method from drifting away from the global optima solution, velocity limits and position limits are applied before evaluating the fitness. The maximum and minimum velocities are calculated in Eq. (8) and Eq. (9).

\[
V_{\text{max}} = 0.1 \times (\text{Var}_{\text{max}} - \text{Var}_{\text{min}})
\]

\[
V_{\text{min}} = -V_{\text{max}}
\]

where \( V_{\text{max}} \) is the maximum velocity limit and \( V_{\text{min}} \) is the minimum velocity limit, and \( \text{Var}_{\text{max}} \) and \( \text{Var}_{\text{min}} \) are the maximum and minimum position limits, respectively. In other words, \( \text{Var}_{\text{max}} \) and \( \text{Var}_{\text{min}} \) are the maximum and minimum values of search domains.

Upon completing the velocity and position update process, the population is then merged, sorted, and truncated again for the next iteration. The fitness of the population is then evaluated and updated to see if the values achieved are better than the previous global best solution.
The flow of the overall process of HSSOGA is described in Figure 2.

The overall algorithm of Hybrid Sperm Swarm Optimization and Genetic Algorithm (HSSOGA) is depicted by the pseudocode below:

**Algorithm 1 Hybrid Sperm Swarm Optimization and Genetic Algorithm (HSSOGA)**

**Begin**
- **Step 1:** Set the number of population (nPop), maximum iteration (MaxIter) and iter=0.
- **Step 2:** Initialize the population(sperm,i) and calculate the fitness.
- **Step 3:** while (iter < MaxIter)
  - **Step 4:** Calculate selection probabilities by using Eq.(1) and Eq.(2).
  - **Step 5:** Use Roulette Wheel to SELECT parents.
  - **Step 6:** Use Uniform Crossover on the selected parents.
  - **Step 7:** Use Mutation.
  - **Step 8:** Merge, sort and truncate the population
  - **for** i=1 : population size **do**
    - Calculate the sperm’s velocity by using Eq.(6)
    - Apply velocity limit by using Eq.(8) and Eq.(9)
    - Update the position of the sperm by using Eq.(7)
    - Apply position limit
  **end for**
- **Step 10:** Obtain the $x_{sgBest}$ value.
**End**

V. EXPERIMENTAL SETTINGS

The main purpose of this work is to ensure a good balance between the exploration and exploitation capabilities, and the good performance of the proposed method. The proposed HSSOGA is evaluated with 11 test problems that further consist of 5 unimodal and 6 multimodal test problems. The mathematical notion, their range of search space domain and their dimensions are described in Appendix A. The results are compared and tabulated into 2 categories. Firstly, we evaluate and compare the proposed HSSOGA with the conventional SSO and GA. Secondly, we evaluate and compare the proposed HSSOGA with existing hybrid methods such as HPSO, SAGA, HPSOGA, PSOGWO, and HSSOGSA. All the methods are programmed in MATLAB R2021a on a computer running Windows 10 Pro with 16GB DDR4 RAM and an AMD Ryzen 5 5600X 6-Core 3.7 GHz processor.

The methods are run through the benchmark functions a total of 30 times to ensure the accuracy of the obtained results. All the functions that are described in Appendix A are minimization functions, where functions 1, 2, 3, 4, 5, 6, 7, 8, 9, and 11 have a minimum optimal value of 0, and function 10 has a minimum optimal value $<-9.66015$ [34].

To evaluate the performance and efficiency of the proposed HSSOGA with accuracy, mean, standard deviation, and best fitness criteria are used. These criteria are described below:

**TABLE 2.** List of parameters of SSO, GA, HSSOGA, HSSOGSA, HPSOGA, SAGA, HFPSO and PSOGWO.

| Parameters                        | Values |
|----------------------------------|--------|
| **HSSOGA**                       |        |
| Velocity damping factor (J)      | Rand (0, 1) |
| Temperature                      | Rand (35.5, 38.5) |
| pH                               | Rand (7, 14) |
| Crossover Percentage (pc)        | 0.7    |
| Mutation Percentage (pm)         | 0.3    |
| Mutation Rate (msu)              | 0.1    |
| **SSO**                          |        |
| Velocity damping factor (J)      | Rand (0, 1) |
| Temperature                      | Rand (35.5, 38.5) |
| pH                               | Rand (7, 14) |
| Crossover Percentage (pc)        | 0.7    |
| Mutation Percentage (pm)         | 0.3    |
| Mutation Rate (msu)              | 0.1    |
| **GA**                           |        |
| Crossover Percentage (pc)        | 0.7    |
| Mutation Percentage (pm)         | 0.3    |
| Mutation Rate (msu)              | 0.1    |
| **HSSOGSA**                      |        |
| Velocity damping factor (J)      | Rand (0, 1) |
| Temperature                      | Rand (35.5, 38.5) |
| pH                               | Rand (7, 14) |
| $\alpha$                         | 20     |
| $G_0$                            | 1      |
| **HPSOGA**                       |        |
| Inertia Weight Damping (wdamp)   | 0.99   |
| $c_1$                            | 1.5    |
| $c_2$                            | 1.5    |
| Crossover Percentage (pc)        | 0.7    |
| Mutation Percentage (pm)         | 0.3    |
| Mutation Rate (msu)              | 0.1    |
| **SAGA**                         |        |
| Initial temperature (initTemp)   | 10000  |
| Final temperature (finTemp)      | 1      |
| Crossover Percentage (pc)        | 0.7    |
| Mutation Percentage (pm)         | 0.3    |
| Mutation Rate (msu)              | 0.1    |
| **HFPSO**                        |        |
| $c_1$                            | 1.5    |
| $c_2$                            | 1.5    |
| Inertia weight damping factor ($w$) | 0.9  |
| $\alpha$                         | 0.2    |
| $B_0$                            | 2      |
| $\gamma$                        | 1      |
| **PSOGWO**                       |        |
| $c_1$, $c_2$, $c_3$              | 0.5    |
| $r_1$, $r_2$, $r_3$              | Rand (0, 1) |
| Inertia weight ($\omega$)        | 0.7298 |

Mean ($\mu$): Mean is used to find the average fitness values after running the method N times to ensure the accuracy of the fitness values obtained, as depicted in Eq. (10).

$$\mu = \frac{\sum_{i=1}^{n} f_i}{N}$$ (10)

Standard deviation ($\sigma$): Standard deviation is used to find the dispersion between the values of the fitness function after running the method for N times, as depicted in Eq. (11).

$$\sigma = \sqrt{\frac{\sum_{i=1}^{n} (f_i - \mu)^2}{N - 1}}$$ (11)

Best fitness (optimal value): Best fitness is obtained by finding the minimum fitness value achieved from running the
method N times, as depicted in Eq. (12).

\[ \text{Best fit} = \min_{i \leq N} f_i \quad (12) \]

Average best fitness: Average best fitness is calculated by averaging the best fitness values over 30 independent runs, as depicted in Eq. (13). This metric is used to determine

\[ \text{Average best fitness} = \frac{1}{N} \sum_{i=1}^{N} f_i \quad (13) \]
FIGURE 3. (a-k) Comparison of the convergence rate with conventional methods.
FIGURE 4. (a-k) Comparison of the convergence rate with existing hybrid methods.
the resistance of the method from being trapped in local optima.

\[
\text{AverageBest fit} = \frac{\sum \text{Best fit}}{30} \quad (13)
\]

All the methods are fed with a standard parameter suggested by the literature. The parameters used by the methods are listed in detail in Table 2.

VI. RESULTS

The performance and quality of the results of the proposed hybrid method (HSSOGA) are compared to its conventional GA and SSO methods in terms of mean (\(\mu\)), standard deviation (\(\sigma\)), best fitness (optimal value), and average best fitness over 30 independent runs.

A. COMPARISON WITH CONVENTIONAL METHODS

The results are depicted in Tables 3 and 4, where the best results are shown in bold text. To ensure the convergence of the results, the method is processed 30 independent times on all the benchmark functions.

From the obtained results, we can see that HSSOGA has the best optimal value for 8 out of 11 test function problems, SSO has the best fitness on 5 out of 11 test function problems, and GA has the best optimal value on 4 out of 11 test function problems. On the other hand, the average best fitness value of 30 independent runs shows that HSSOGA is the best in 7 out of 11 test function problems, SSO is the best in 4 out of 11 test function problems, and GA is the best in 3 out of 11 test function problems. HSSOGA and SSO managed to obtain the global optimum value for functions 6 and 8, and it did not fall into local optimum, as the average is the same with the best fitness obtained. HSSOGA also obtained the best optimal value for function 7, as the best fitness and average best fitness are equal, which shows that HSSOGA's ability of exploration and exploitation outperforms both SSO and GA. From the results, we can conclude that HSSOGA outperformed GA and SSO in 2 unimodal and 6 multimodal functions (3, 4, 6, 7, 8, 9, and 11) in terms of obtaining the best fitness.

In terms of convergence, HSSOGA has faster convergence in functions 1, 2, 3, 4, 5, 6, 7, 9, and 11, while GA converges faster in function 10, and SSO converges faster in function 8, as depicted in Figure 3 (a-k), with mean values in Table 4. From the variance results shown in Table 4, it can be seen that HSSOGA is stable in functions 1, 2, 3, 4, 5, 6, 7, and 11, as they have a smaller dispersion between the values, while SSO has a small dispersion in values for functions 8, 9, and 10. However, SSO faces smaller dispersion because it falls into local optimum in functions 8 and 9, which are deemed to be unimodal functions.

To ensure the significance of the results obtained a One-way ANOVA with Post Hoc Tukey's test were carried out as depicted in Table 5.

From the statistical analysis we can say that HSSOGA outperforms GA in solving both unimodal and multimodal test functions. Besides, HSSOGA has a significant performance improvement towards GA in high ranges multimodal search space such as functions 6 and 9 as the p-Value and mean differences of HSSOGA and the conventional methods is significant at the 0.05 level.

B. COMPARISON WITH EXISTING METHODS

Based on the results from Tables 6 and 7, HSSOGA has the best fitness for 9 out of 11 test function problems and has the optimal fitness value in 5 out of 11 test function problems. HPSO, SAGA, PSOGWO, and HSSOGSA, each have the best fitness for 2 out of 11 test function problems. By looking at the average best values after 30 independent runs, it can

### TABLE 6. The numerical comparison results with existing hybrid methods.

| Test Function | HPSO | HPSOGA | SAGA | PSOGWO | HSSOGSA | HSSOGA |
|---------------|------|--------|------|--------|---------|--------|
| F1 Best       | 2.56E-16 | 7.93E-61 | 9.88E-34 | 1.80E-36 | 7.83E-19 | 1.71E-16 |
| Average Best  | 2.57E-15 | 2.53E-55 | 1.35E-06 | 467.774477 | 1.26E-18 | 1.08E-15 |
| F2 Best       | 3.80E-15 | 8.97E-60 | 8.06E-31 | 1.67E-50 | 1.35E-17 | 1.02E-16 |
| Average Best  | 3.03E-14 | 3.70E-54 | 2.61E-06 | 1340.95666 | 2.33E-17 | 2.41E-16 |
| F3 Best       | 3.02E-06 | 1.25E-08 | 10.4754754 | 4.10E-33 | 4.53E-18 | 4.51E-15 |
| Average Best  | 0.000118845 | 1.01E-06 | 40.53598855 | 31.46694687 | 7.22E-18 | 3.34E-14 |
| F4 Best       | 9.748974018 | 13.27780311 | 24.6857928 | 24.74482611 | 19.89568571 | 22.84251707 |
| Average Best  | 34.22436546 | 31.24158055 | 102.7739149 | 397.838244 | 53.25170091 | 23.46738764 |
| F5 Best       | 6.48E-17 | 0.0000 | 1.22E-05 | 1.45E-31 | 1.67E-06 | 7.15E-19 | 0.0000 |
| Average Best  | 2.07E-15 | 2.05E-35 | 1.00E-00 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| F6 Best       | 5.55E-16 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Average Best  | 2.79E-08 | 2.25E-14 | 3.13993371 | 0.07572419 | 0.0000 |
| F7 Best       | 22.88401797 | 0.0000 | 5.85E-06 | 5.304976777 | 53.7276325 | 0.0000 |
| Average Best  | 44.40827769 | 9.56E-06 | 0.00232185 | 106.0308325 | 94.88555354 | 0.0000 |
| F9 Best       | 3770.36108 | 1065.945393 | 1065.945393 | 2920.045998 | 2689.178397 | 947.5079587 |
| Average Best  | 3000.556758 | 1547.594621 | 1575.230519 | 5076.744277 | 3913.916748 | 1575.230715 |
| F10 Best      | -20.9156787 | -29.11364757 | -28.47474317 | -19.5057497 | -17.48954989 | -28.27435992 |
| Average Best  | -17.08979552 | -22.10084921 | -26.46601774 | -13.25139212 | -13.86612124 | -25.7097616 |
| F11 Best      | -45.29761135 | -45.29761135 | -45.29761135 | -45.29761135 | -45.29761135 | -45.29761135 |
| Average Best  | -45.29761135 | -45.29761135 | -45.29761135 | -45.29761135 | -45.29761135 | -45.29761135 |
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be concluded that HSSOGA is the best in 8 test functions, HPSOGA is the best in 4 test functions, and HFPSO and HSSOGA are the best in 1 of the 11 test functions. On the other hand, SAGA and PSOGWO did not have a good average best value in all of the test function problems. From the mean results, it can be said that HSSOGA outperformed HFPSO, HPSOGA, SAGA, PSOGWO, and HSSOGSA by obtaining the best average fitness values over 1000 iterations for the test functions 1, 2, 3, 4, 5, 6, 7, and 8. However, HPSOGA outperformed all the compared hybrid methods in test functions 9 and 10, while HPSOGA, SAGA, and HSSOGA had the same average fitness value for function 11. As such, it can be concluded that HSSOGA performs better than all the existing methods in all 5 unimodal functions and 4 multimodal functions.

From Figure 4 (a-k), it can be seen that HSSOGA has a faster convergence rate in functions 1, 2, 3, 4, 5, 6, 7, 8, and 11, while HPSOGA converges faster in functions 9 and 10. Moreover, HSSOGA has a smaller dispersion in values on functions 4, 7, and 8, while HPSOGA has a smaller dispersion in values on functions 1, 2, 3, 5, and 6. These dispersion values show the stability of the method on the functions stated above.

HSSOGA significantly outperformed many existing hybrid methods in terms of achieving the significant level of 0.05 in One-way ANOVA with Post Hoc Tukey’s test as depicted in table 8. We can learn that the proposed method tends to have significance performance in solving majority of multimodal test functions such as function 6, 7, 8, 9 and 10 which proves that it has a good capability of avoiding local optima compared to other existing hybrid methods.

C. COMPARISON OF EXECUTION RUNTINES
The average execution runtimes of the methods in eleven test functions are compared in Table 9. The average execution runtimes, \( R_{ave} \) over 30 independent runs over 1000 iterations each on eleven test functions are calculated to ensure the performance of the methods using the equation Eq. (14).

\[
R_{ave} = \frac{\sum (R/30)}{11} \tag{14}
\]

From the table we can see that the proposed HSSOGA takes slightly longer average execution runtime compared to its conventional methods. However, compared to existing memetic method (HPSOGA), the proposed method has a shorter execution runtime. This shows that the selection of SSO for the local search enables faster runtimes compared to the well-known PSO. The longer execution over 1000 iteration is caused by the crossover and mutation operators of GA to find the local optimum efficiently. HSSOGA is still said to be efficient because it converges towards the local optimum faster based on Figure 3 and 4 which directly reduce the average execution runtime to achieve global optimum in most test functions.
TABLE 8. Statistical analysis of results using "One-way ANOVA (Tukey’s test)" between HSSOGA and the existing methods.

| Test Function | Algorithm (I) | Algorithm (J) | Mean Difference (I-J) | p-Value (Sig.) |
|---------------|---------------|---------------|-----------------------|----------------|
| F1            | HSSOGA        | HPSSO         | -244.40819            | 0.218          |
|               | HPSOGA        | -9.71786      | 1.000                 |                |
|               | PSOGWO        | -236.83322    | 0.250                 |                |
|               | SAGA          | -508.44869    | 0.393                 |                |
|               | HSSOGSA       | **-423.85994*** | **0.001**             |                |
| F2            | HSSOGA        | HPSSO         | -2589.29187           | 0.495          |
|               | HPSOGA        | -6.17503      | 1.000                 |                |
|               | PSOGWO        | -1893.603515  | 0.794                 |                |
|               | SAGA          | -3039.67396   | 0.308                 |                |
|               | HSSOGSA       | **-4795.3297*** | **0.015**             |                |
| F3            | HSSOGA        | HPSSO         | -2044.69              | 0.999          |
|               | HPSOGA        | -1.97         | 1.000                 |                |
|               | PSOGWO        | -10461.78     | 0.518                 |                |
|               | SAGA          | -182.60       | 1.000                 |                |
|               | HSSOGSA       | -4511.36      | 1.000                 |                |
| F4            | HSSOGA        | HPSSO         | -102650.39            | 0.999          |
|               | HPSOGA        | -7507.39      | 1.000                 |                |
|               | PSOGWO        | -191758.02    | 0.920                 |                |
|               | SAGA          | -448864.98    | 0.545                 |                |
|               | HSSOGSA       | **-9223.37*** | **0.003**             |                |
| F5            | HSSOGA        | HPSSO         | -238.58424            | 0.116          |
|               | HPSOGA        | -263.34559    | 1.000                 |                |
|               | PSOGWO        | -98.49086     | 0.903                 |                |
|               | SAGA          | -210.24683    | 0.225                 |                |
|               | HSSOGSA       | -523.36727    | 0.001                 |                |
| F6            | HSSOGA        | HPSSO         | -2.08694              | 0.295          |
|               | HPSOGA        | -0.24421      | 1.000                 |                |
|               | PSOGWO        | **-4.04151*** | **0.001**             |                |
|               | SAGA          | -2.79721      | 0.058                 |                |
|               | HSSOGSA       | **-3.17702*** | **0.019**             |                |
| F7            | HSSOGA        | HPSSO         | -1.61519              | **0.001**      |
|               | HPSOGA        | -0.23664      | 0.225                 |                |
|               | PSOGWO        | **-0.52092*** | **<0.001**            |                |
|               | SAGA          | **-0.47777*** | **<0.001**            |                |
|               | HSSOGSA       | **-0.54909*** | **<0.001**            |                |
| F8            | HSSOGA        | HPSSO         | -40.08672             | **0.001**      |
|               | HPSOGA        | -6.86696      | 0.095                 |                |
|               | PSOGWO        | **-49.85077*** | **<0.001**            |                |
|               | SAGA          | **-12.51581*** | **<0.001**            |                |
|               | HSSOGSA       | **-71.53978*** | **<0.001**            |                |
| F9            | HSSOGA        | HPSSO         | 79.27356              | 0.761          |
|               | HPSOGA        | **-513.88852*** | **<0.001**            |                |
|               | PSOGWO        | **-187.63607*** | **0.019**             |                |
|               | SAGA          | **-1449.0004*** | **<0.001**            |                |
|               | HSSOGSA       | **-9.10732*** | **<0.001**            |                |
| F10           | HSSOGA        | HPSSO         | 0.51047               | 0.060          |
|               | HPSOGA        | **-9.41652*** | **<0.001**            |                |
|               | PSOGWO        | -0.00891      | 1.000                 |                |
|               | SAGA          | **-10.48700*** | **<0.001**            |                |
|               | HSSOGSA       | **-0.00605**  | 1.000                 |                |
| F11           | HSSOGA        | HPSSO         | -0.00074              | 1.000          |
|               | HPSOGA        | **-0.01992*** | **0.001**             |                |
|               | PSOGWO        | -0.00065      | 1.000                 |                |
|               | SAGA          | -0.00528      | 0.891                 |                |

*. The mean difference is significant at the 0.05 level.

D. OVERALL RESULTS SUMMARY
The overall results are summarized by ranking all the methods in terms of the mean fitness value obtained. The ranking summary is presented in Table 10. From Table 10, we can conclude that HSSOGA outperformed all the other compared methods in 8 out of 11 test function problems, where it shows a good quality of balance between exploration and exploitation in a method. However, in functions 7 and 8, where these functions are highly multimodal, HSSOGA is ranked second. This is because the method possesses a high velocity of the SSO, which makes the method miss the global optimum in earlier stages. For function 9, the test function has valleys that make it difficult to search. As such, GA, which has a good exploration characteristic, manages to find the best fitness efficiently, whereas HSSOGA is ranked third, as merging fast SSO compromises the exploration of GA slightly.
TABLE 9. The average execution runtimes of the proposed, conventional, and exiting methods.

| Algorithms    | Average execution runtimes over 11 test functions (seconds) |
|---------------|------------------------------------------------------------|
| HSSOGA        | 3.692654                                                   |
| GA            | 1.870322                                                   |
| SSO           | 1.54674                                                    |
| HPSOGA        | 0.706595                                                   |
| PSOGWO        | 3.738738                                                   |
| SAGA          | 2.193528                                                   |
| HSSOGSA       | 8.465875                                                   |

VII. DISCUSSION

A. SPACE AND TIME COMPLEXITY

Space complexity is the amount of space required throughout the execution of the algorithm. In the proposed HSSOGA method there are three arrays that holds the population which are the initial population, crossover population and mutated population. The initial population is an array with the length of n. The crossover population has a length of pc * n where pc is the crossover probability and mutated population has the length of pm*n where pm is the crossover probability. These populations are merged finally before truncated to the length of n to find the best solutions. This makes the overall space complexity of such O(n) + O(pc * n) + O(pm*n)) = O(n^2). Since the method does not tune the crossover and mutation rates over the iterations it only requires less space throughout the execution as the crossover and mutation rates are set to 0.7 and 0.3. The space complexity of SSO is relatively lower compared to HSSOGA as it does not have multiple population and merging of populations. SSO needs space to store the personal best value to drive the method towards reaching the global best solution which makes the space complexity of SSO, O(n). On the other hand, GA's space complexity is almost the same as HSSOGA's space complexity because it has several populations that are later merged and truncated which makes its space complexity O(n^2). Time complexity is the amount of time it takes generally for the algorithm to run. We use population size, n and it is looped until the maximum criteria reached which makes the complexity O(n). The complexity to calculate the functions is O(1). During the process of execution, the population from crossover and mutations are merged and sorted which takes a complexity of O(nlogn). So, the overall complexity can be calculated as such O(1) + O(n) + O(nlogn) = O(nlogn). The time complexity of SSO is lower than GA and HSSOGA because SSO does not have merging or sorting operators that makes the time complexity of SSO to be O(1)+O(n) = O(n). Since, GA is known for its merging and sorting of crossover and mutation populations, it has a time complexity similar to HSSOGA of O(1)+O(n)+O(nlogn) = O(nlogn). However, HSSOGA might take longer runtime, R to run the algorithm compared to SSO and GA, but the time taken to obtain global solution will be faster compared to the other methods because of its balance between exploration and exploitation capabilities.

B. OVERALL DISCUSSION SUMMARY

GA is well known for its exploration capability, but it has a slower convergence rate because it limits exploitation. On the other hand, SSO is known as a swarm-based method that has strong exploitation capability. GA’s slow convergence avoids SSO from falling into local optima, and SSO’s precision enables finding of the true optimal value. These instances motivated us to merge both GA and SSO, forming a hybrid method called HSSOGA. The combination of the functionalities of these methods helps the algorithm to explore and exploit a search space domain efficiently with a faster convergence rate, which in turn helps it in obtaining the global optimal values.

Eleven well-known test function problems are used to evaluate the performance of the proposed method, where 5 of the functions are unimodal functions and 6 are multimodal functions. Multimodal functions are a good test for the hybrid algorithms as they ensure that the method has a good exploration and exploitation capability.

On comparing with the conventional method, it is seen that HSSOGA performs well in all the multi-modal problems except for test function 10 where GA, which has exploration capability, performs better. From the comparison with existing hybrid methods, it was observed that HSSOGA outperformed them in both unimodal and multimodal problems. However, HPSOGA outperformed the proposed method in functions 10 and 11. HSSOGA also shows that it can perform well in large scale optimization problems, as it outperforms all the compared methods in function 6, which has a large search domain. In a nutshell, HSSOGA can perform well in wide search space domains with multiple local optima as compared to the conventional and existing hybrid methods, as it has a good balance between the exploration and exploitation capability.

The advantages of HSSOGA are outlined below:

- HSSOGA has a lower time complexity as it adapts to LTH methods where both algorithms are run in parallel.
- Adjusting GA parameters such as crossover percentage (pc), mutation percentage (pm), and mutation rate (mu) will enhance the global search capability, while adjusting SSO parameters such as pH value and temperature will enhance the local search capability.
- HSSOGA stores the xBest value in its memory where each candidate solution (sperm) can observe and gravitate towards it at any time.

Evaluating the proposed method in test functions ensures the performance of the method in a standard defined problem; however, the performance of the methods can vary in real situation implementations which have different parameters. To ensure that HSSOGA performs efficiently in all situations and implementations, it can be evaluated in solving real-life problems in future. Tweaking the parameters of the proposed method may improve the performance of the method in different situations and test functions. As such, we will apply the proposed method (HSSOGA) to have adaptive and dynamic parameters for better efficiency. The proposed
method will also be implemented to solve real-life issues such as those in energy-efficient clustered wireless sensor networks (WSNs) [3], parameter estimation for frequency-modulated sound waves [41], the leather nesting problem (LNP) [42], and the multimodal home-healthcare scheduling (MHS) problem [4].

VIII. CONCLUSION AND FUTURE WORKS

In this paper, a new hybrid sperm swarm optimization and genetic algorithm, HSSOGA, is proposed, that merges the exploitation capability of SSO and the exploration capability of GA. The proposed method uses GA’s mutation and roulette wheel selection operators to explore the search space, which helps the SSO to escape from the local minima of multimodal functions. A standard test consisting of 11 test problems, of which 5 are unimodal and 6 are multimodal, was used for evaluations, to ensure that the proposed method will be able to give a good balance between the exploration and exploitation capability. To evaluate the performance, HSSOGA is compared to conventional GA and SSO, as well as some existing hybrid methods such as HFPSO, SAGA, PSOGWO, HPSOGA, and HSSOGSA. The results are represented in both quantitative and qualitative approaches. The best fitness value, mean, and standard deviation are categorized as quantitative approaches, while the comparison of convergence rate is referred to as a qualitative approach. From the results obtained from Tables 2, 3, 4 and 5, it was observed that HSSOGA outperformed the conventional methods by achieving better values near to global optimum in functions 3, 4, 5, 6, 7, 8, 9, and 11, and having a faster convergence rate in functions 1, 2, 3, 4, 5, 6, 7, 9, and 11, as illustrated in the figures above. Besides, HSSOGA also outperformed the existing hybrid method in converging towards a better global optimum value in functions 1, 2, 3, 5, 6, 7, 8, 9, and 11. It also converged faster in functions 1, 2, 3, 4, 5, 6, 7, 8, and 11, as depicted in figures above.

In conclusion, it can be inferred that HSSOGA can avoid being trapped in local optima and achieve the global optima values efficiently, which are essential in solving real-life problems. Therefore, we recommend using the proposed method in the field of engineering, healthcare, and networking. In future, we hope this work can be continued with more development such as dynamic and adaptive parameter tuning, as well as the implementation of large-scale global optimization problems. We also would also test the proposed method with clustering in wireless sensor networks.

APENDIX A

The 11-test function formula with its features according to [34] are presented in Table 11.
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