The lexical categorization model: A computational model of left ventral occipito-temporal cortex activation in visual word recognition
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Abstract

To characterize the functional role of the left-ventral occipito-temporal cortex (lvOT) during reading in a quantitatively explicit and testable manner, we propose the lexical categorization model (LCM). The LCM assumes that lvOT optimizes linguistic processing by allowing fast meaning access when words are familiar and filtering out orthographic strings without meaning. The LCM successfully simulates benchmark results from functional brain imaging described in the literature. In a second evaluation, we empirically demonstrate that quantitative LCM simulations predict lvOT activation better than alternative models across three functional magnetic resonance imaging studies. We found that word-likeness, assumed as input into a lexical categorization process, is represented posteriorly to lvOT, whereas a dichotomous word/non-word output of the LCM could be localized to the downstream frontal brain regions. Finally, training the process of lexical categorization resulted in more efficient reading. In sum, we propose that word recognition in the ventral visual stream involves word-likeness extraction followed by lexical categorization before one can access word meaning.

Author summary

Visual word recognition is a critical process for reading and relies on the human brain’s left ventral occipito-temporal (lvOT) regions. However, the lvOTs specific function in visual word recognition is not yet clear. We propose that these occipito-temporal brain systems are critical for lexical categorization, i.e., the process of determining whether an orthographic percept is a known word or not, so that further lexical and semantic processing can be restricted to those percepts that are part of our “mental lexicon”. We demonstrate that a computational model implementing this process, the lexical categorization model, simulates benchmark results from functional brain imaging studies and that word-likeness of percepts is represented posterior to lvOT, whereas a dichotomous word/non-word output of the LCM could be localized to downstream frontal brain regions.
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model, can explain seemingly contradictory benchmark results from the published literature. We further use functional magnetic resonance imaging to show that the lexical categorization model successfully predicts brain activation in the left ventral occipito-temporal cortex elicited during a word recognition task. It does so better than alternative models proposed so far. Finally, we provide causal evidence supporting this model by empirically demonstrating that training the process of lexical categorization improves reading performance.

Introduction
Reading is a crucial cultural achievement, and efficient recognition of written words is at its core. Investigations of brain activations in response to visually presented words highlighted the role of a region in the left ventral occipito-temporal cortex (lvOT). This region is often also referred to as the visual word form area [1]. The presentation of letter strings (i.e., letter combinations that can be words or non-words) reliably activates this region [2–4], its structure and function is compromised in developmental reading disorders [5,6], lesions of this brain region result in severe reading deficits [7], and electrical stimulation of this brain region impairs word recognition [3,8]. However, there is no agreed-upon mechanistic understanding of the specific processes that lvOT contributes to visual word recognition [9]. Here, we propose a simple computational model of the lvOT function during reading. The lexical categorization model (LCM) integrates insights from neurocognitive and psycholinguistic research to explicitly model the profile of the lvOT responses to different types of orthographic stimuli.

The lvOT is part of the ventral visual processing stream [10]. It was proposed that lvOT receives converging bottom-up visual input from both hemispheres and that it processes abstract representations of recurring letter sequences—including sublexical units and small words [1,11]. This proposal is in part based on the finding that lvOT is sensitive to word-similarity [12,13], in the sense of decreasing lvOT activation (measured with functional magnetic resonance imaging; fMRI) with decreasing word-similarity of non-words. Specifically, high activation is observed when processing non-words containing letter sequences that frequently occur in real words (e.g., ‘ous’ in mousa). In contrast, non-words containing illegal letter combinations (e.g., mkzsq) result in low lvOT activation [12,13]. Seemingly contradictory, it was reported that more familiar (i.e., more frequently occurring) words elicit less lvOT activation as compared to rarely occurring (low frequent) words [14]. In sum, empirical data indicate that while word-similarity (in the sense of sub-lexical orthographic similarity) increases lvOT activation, word-familiarity (in the sense of word frequency) decreases lvOT activation. We interpret this counter-intuitive set of results as suggesting that lvOT responds in a non-linear fashion to the ‘word-likeness’ of orthographic strings, i.e., showing highest activity for words of intermediate word-likeness (e.g., words with low word-familiarity and non-words with high word-similarity) and least activity both for highly familiar, frequent words as well as for orthographically illegal and rarely co-occurring (‘word-un-like’) strings of letters (see also [4,15]).

The non-linear response profile of lvOT to different types of orthographic stimuli resembles the relationship between word-likeness and behavioral performance in word recognition tasks. Using a lexical decision task (categorical word/non-word decisions), Balota and Chumbley [16] observed that lexical decisions for letter strings with intermediate levels of word-likeness were more difficult (e.g., produced higher error rates) than decisions to very familiar words or very ‘word-un-like’ non-words (see also [17,18]). Based on these results, these authors proposed that letter strings at both extreme ends of the word-likeness continuum (i.e.,
highly familiar or highly word-un-like) can be classified quickly as words vs. non-words based on word-likeness information. In contrast, at intermediate levels of word-likeness, e.g., for rarely occurring words, words of a foreign language, or as often used in psychological experiments—orthographically legal but meaningless pseudowords, uncertainty exists concerning the lexical nature of the letter strings. Balota and Chumbley [16] assume that this ambiguity is reduced by further analytic processing, e.g., based on processing sub-lexical units (e.g., letter) or word spellings.

We propose that lvOT implements, as core computation, an analogous process, i.e., a dichotomous lexical/non-lexical categorization of perceived orthographic strings informed by their word-likeness. lvOT thereby allows for fast access to subsequent linguistic processing stages for highly familiar words and, at the same time, filters out unknown or linguistically irrelevant percepts. Lexical categorization, thus, effectively functions as a gate that can save energy resources by preventing attempts to interpret unknown linguistic percepts. Thus, the proposed neurocognitive process of lexical categorization mirrors the behavioral pattern observed in lexical decision tasks [16], and the non-linear patterns of both lvOT activity and behavior are reflections of the level of uncertainty associated with the categorization process. The LCM proposal is consistent with one of the core computational functions of the ventral visual stream, i.e., categorizing percepts into different categories of objects based on a hierarchy of spatially different cortical processing stages [19]. For example, animate vs. inanimate objects activate separable ventral stream regions, while spatially dissociable sub-regions represent different lower-level features, such as faces or eyes for the animate subcategory. This object categorizing architecture is also known to categorize words vs. non-orthographic objects efficiently [8,20,21], and activation in these regions correlates with lexical decision performance [22]. Within the framework of hierarchically organized ventral stream processing, we thus assume that a categorical distinction between known and unknown orthographic percepts is computed after a lower-level categorization of sensory information into orthographic vs. non-orthographic input has taken place. More domain-general computational work has characterized the functional role of category-specific response patterns in vOT (e.g., [23]). In contrast, we here aim to more specifically model the effects of orthographic and lexical stimulus properties on word-selective cortex. Whereas previous work indicates that the former categorization process (e.g., words vs. faces) is based on visually distinct features, the lexical categorization process postulated here is proposed to rely on category-specific (e.g., orthographic, lexical) information.

To characterize the lvOT’s role for word recognition in a quantitatively explicit and testable manner, we implemented this hypothesis in a simple computational model: the lexical categorization model (LCM). The LCM predicts lexical categorization difficulty based on the word-likeness of the input letter string. Given its computational implementation, the LCM allows for model simulations and direct model evaluations by correlating simulated with empirical data. This proposal contrasts with previous conceptions of lvOT functioning in visual word recognition, which have been purely verbal-descriptive. Also, previous proposals divide into models that either assume linear or non-linear response profiles. Linear models include the local combination detector model [11,12] or the lexicon model [14,24,25]. The local combination detector model suggests that lvOT activation reflects a perceived letter string’s overlap with stored representations. The lexicon model assumes a word-frequency-based whole word lexicon search process (that lasts longer and thus elicits more activity in low-frequency words and non-words. However, these models cannot account for the non-linear response profile of lvOT discussed above. Non-linear models include the engagement and effort (E&E) model [4] and the interactive account (IA) model [15]. The E&E model assumes that the lvOT activation reflects the combination of the engagement and effort related to an orthographic stimulus.
Engagement reflects that an illegal letter string (i.e., highly unfamiliar letter combinations) is less likely to be processed by a word recognition area when compared to a known word, so that brain activation is expected to be lower for the illegal string. Effort, in contrast, reflects that lvOT activation is greater for less often processed words than for frequently encountered words [4]. The IA model assumes orthographic processing based on the principles of predictive coding [26] based orthographic processing, such that lvOT activation reflects the error associated with internally generated predictions about the upcoming word [15]. The non-linearity of the IA model comes from the assumption that consonant strings do activate lvOT to a lesser extent since for these letter strings, few top-down predictions can be formed (e.g., in the context of an experimental task), which results in a low prediction error. In contrast, rare words are less often expected and thus often violate current predictions, so that the prediction error (and consequently the activation of lvOT), is high. Frequent words, on the other hand, can be predicted better so that both the prediction error and lvOT activation are lower for high-than for low-frequent words. None of these models of lvOT activation during word recognition have been implemented yet, so that explicit model comparisons are missing. Also, these alternative non-linear models can likely capture the response profile of lvOT activation to some extent but are conceptually harder to integrate into the predominant categorization-based accounts present for object recognition (e.g., [19] and see above) than the LCM.

Here, we evaluate the LCM against ad hoc implementations of the four alternative models introduced above and against a widely acknowledged, implemented cognitive model of visual word recognition, the Dual Route model [27] (which is in part a connectionist model). These evaluations focus primarily on comparing simulated vs. empirically observed lvOT responses to different stimulus characteristics—by generating simulated brain activations of observed activation patterns from different models (model-based fMRI analysis; see, e.g., [28]). First, models are compared based on their ability to simulate nine benchmark effects reported in the literature (Evaluation based on simulations). Second, we report empirical evaluations based on new fMRI studies that localize a neural correlate of the lexical categorization computation. After that, we compare models based on how well their simulations fit to the observed patterns of lvOT activation (fMRI-based Evaluation). Finally, we investigate if training the core computation assumed in the LCM, i.e., the process of lexical categorization, increases reading efficiency (Training-based Evaluation).

Implementation of the lexical categorization model

To implement the LCM, we first derived the word-likeness distributions of a large set of orthographic strings: We estimated word-likeness (using an established measure from word recognition research, i.e., the orthographic Levenshtein distance, OLD20 [29]) of all German words with a length of five letters and an initial uppercase letter (i.e., nouns and noun-forms, e.g., plural form; N = 3,110; example: Augen/eyes), as well as for the same numbers of pseudowords (e.g., Augon) and consonant strings (e.g., Zbgtn) derived from these words. We visualized these distributions in Fig 1A. Expectedly, real words are characterized by high word-likeness, as shown by a relatively focused distribution between OLD20 values of 1 and 2 (gray distribution in Fig 1A). Technically, this indicates that they share many orthographic features with their twenty nearest orthographic neighbors. In contrast, the yellow distribution in Fig 1A, with its peak around an OLD20 of 3, demonstrates that consonant strings differ strongly from orthographically legal, existing words. For these two stimulus types with peaks at the extreme ends of the word-likeness distribution, word/non-word categorizations can be achieved with high degrees of certainty based on a word-likeness estimate. This certainty is reflected in the probabilities of a string being a word or a non-word given its word-likeness (gray and blue
In contrast, the word-likeness (OLD20) distributions of words and pseudowords overlap strongly in the intermediate-likeness range (Fig 1A; consistent with previous literature [16]). Thus, for stimuli with intermediate word-likeness levels, lexical status is ambiguous, so that the word/non-word categorization cannot be based on word-likeness alone (probability of being a word or non-word is ~.5; Fig 1B). As a consequence, correct lexical categorization can only be achieved based on additional evidence [16], for example by comparing the presented letter string to more explicit representations that allow the correct spelling when writing words. To summarize, these considerations suggest that computing a lexical (word/non-word) categorization from an estimate of word-likeness is hard when word-likeness distributions of words and non-words overlap (as is the case for orthographically legal pseudowords) and easy when they do not (as is the case for frequent words as opposed to pure consonant strings). As Fig 1B (black line) indicates, this pattern of lexical categorization difficulty is very well captured by the information-theoretical concept of entropy, i.e., in our case, how much additional information is needed for the categorization (see Methods for details of the implementation). Thus, the basic assumption of the LCM is that the non-linear response profile of word-sensitive lvOT should be reflected in the entropy of the lexical categorization, i.e., how difficult is it to categorize a letter string correctly.

Results
Evaluation based on simulations: LCM simulations
As a first test, we used the LCM, as well as the implementations of four alternative neurocognitive models described above [1,4,15,30] and one purely cognitive model, the Dual-Route
model [27], to assess how well these models reproduce lvOT activation reported in the literature for the most frequently published contrasts between different types of visually presented letter strings. We implemented the LCM simulations by transforming the word-likeness of each letter string into a lexical categorization uncertainty via the entropy function depicted in Fig 1B and described in more detail in the Methods section.

Fig 2A–2E displays LCM simulations for different types of letter strings (see Methods), all of which successfully reproduce published fMRI-based lvOT activation results. In detail, this involves fMRI contrasts of pseudowords > words [4] (Fig 2A); words > consonant strings [2] (Fig 2A); pseudowords > words > consonant strings [31] (Fig 2A); pseudohomophones > words and pseudohomophones = pseudowords [24]; pseudowords > words matched on...
multiple lexical characteristics [32] (Fig 2B); the word similarity effect: low word similarity < intermediate word similarity < high word similarity = words [12] (Fig 2C); increasing lvOT activation with decreasing word frequency [14] including pseudowords (Fig 2D; note that when only words were used, the beta-weight in that study was reduced from -0.40 to -0.17; see also [33–35]); bigram frequency effect: increasing lvOT activation with increasing bigram frequency [13] (Fig 2E; both frequency measures had been log. transformed). Note that bigram frequency was also previously used for estimating word-likeness and is correlated to the OLD20 parameter (e.g., see Fig 2B in Ref. [18]). Therefore, we also visualize the non-linear bigram frequency effect in the LCM simulation (Fig 2E, dashed line), resolving the inconsistent findings concerning lvOT and bigram frequency previously reported, i.e., an increase in activation with bigram frequency in [13] as opposed to a decrease in [35].

When we simulate these contrasts with all five neurocognitive models and the German version of the Dual Route model, the different models can be compared based on the number of correctly simulated contrasts (Fig 2F and 2G; for details on the implementations and the results of the simulations of alternative models [1,4,14,15,27], see S1 Text). Note that for the Dual Route model [27], we conducted two such simulations, one reflecting the model-based activations of the orthographic lexicon, similar as assumed in the lexicon model [30], and one reflecting the activation of the grapheme-to-phoneme route, as suggested by [25] (reflecting letter-by-letter decoding). This differentiation allowed us to investigate the model’s two routes as independent hypotheses for the cognitive processes implemented in the word-sensitive lvOT (see S1 Fig for details). We also investigated the response times simulated by the Dual Route model. However, no difference between the response times and the Dual Route model’s orthographic lexicon simulation was found, so that this was not included separately into the model comparison.

Only the LCM (Fig 2A–2E) and the IA model (S1 Text) could simulate all nine contrasts of interest correctly (Fig 2F). The E&E model, also implementing a non-linear response profile, performs better (6 out of 9 contrasts) than the neurocognitive models assuming a linear response profile and the cognitive Dual Route model. This finding suggests that implementing a non-linear response profile is a critical feature of the lvOT response to letter strings. This conclusion receives further support when we penalize the model performance for incorrect simulations (minus one for each incorrectly simulated effect) and from the positive inter-correlations among LCM, IA, and E&E models (Fig 2G; all $r’s > .4$). Given these results, we focused our empirical fMRI-based model comparisons on the three best-performing models, i.e., LCM, IA, and E&E models.

**fMRI-based evaluation: Brain activity measured with functional MRI**

To test whether the quantitative predictions of the LCM capture empirically measured BOLD activity in lvOT, we used data from three fMRI studies (cf. Methods for acquisition parameters and preprocessing). In this section, we will first focus on the LCM effect and model comparisons. After that, we will present two additional effects of interest, i.e., the correlation of brain activation and word-likeness (OLD20) and the regions with higher activation levels for words, compared to pseudowords.

**fMRI Study 1.** Participants (N = 15 viewed a set of letter strings covering a wide range of word-likeness (i.e., words, pseudowords, and consonant strings; each five letters length), and strings of scrambled letters as a low-level perceptual control condition in a blocked design with 6 blocks of 16 items for each of the four conditions, presented in a random sequence (see Methods for details). Participants pressed a button whenever they detected a target stimulus (“#####”). Control stimuli with scrambled letters were generated by randomly exchanging 90%
of the pixels of the monochrome images of the word condition that were used for stimulus presentation, to obtain a list of maximally unfamiliar stimuli with identical physical input as the word condition. The analysis of BOLD activation was exclusively based on the lexical categorization difficulty as simulated by the LCM. In detail, we used item-specific LCM simulations as a continuous predictor for the fMRI data without explicitly accounting for condition differences and treated the control condition as having a very low word-likeness so that the LCM simulation resulted in a value of 0 (see Methods for details). We reasoned that if the proposed categorization process is indeed implemented in lvOT, quantitative LCM simulations should predict activation in this area. Our results strongly support this prediction: Across the entire brain volume, only voxels in the lvOT show a positive relationship between LCM simulations and BOLD response (Fig 3A; see also Fig 4, left-most column, and Table 1). Thus, the higher the categorization uncertainty expressed in the entropy derived from the word-likeness distributions from the lexicon, the higher the BOLD response in the identified lvOT voxels. The location of the detected activation cluster is consistent with previous functional localizations reported for the visual word form area (including published MNI peak coordinates such as -48, -56, -16 [12]).

The model simulations for the two other non-linear models (IA, E&E) conducted with the identical set of stimulus materials resulted in qualitatively similar patterns (Consonant strings/CS < words/W < pseudowords/PW) as for the LCM model (see simulation results in Fig 5A–5C). However, critical quantitative differences remained, including much larger differences between modeled activations for words and pseudowords than predicted based on the LCM (compare Fig 5B and 5C to 5A). The empirically measured BOLD activation at the peak voxel of the lvOT cluster (Fig 5I) also showed the same qualitative pattern of differences as simulated by the three models, i.e., CS < W < PW (cp. Fig 5A–5C). To implement a quantitative comparison between the three models, we transformed all simulations and the empirical BOLD data to a common scale (i.e., z-transformation within each dataset to conserve relative differences but remove absolute differences). Then we compared every model’s contrast differences with the empirically measured contrast differences (i.e., W vs. PW, W vs. CS, PW vs. CS). As a difference measure, we set each contrast difference in relation to the standard deviation from the observed data (see Fig 5M; Fig 5P for all individual contrasts), allowing a quantitative comparison of the predicted vs. the observed data. As Fig 5M shows, quantitative predictions of the LCM accounted best for the empirical lvOT ROI data, yielding the lowest difference between

---

**Fig 3. fMRI-based Evaluation of the LCM model: fMRI whole brain analyses.** (a, b, d, e) Significant correlation results between BOLD signals and LCM simulations modeled as a single, continuous predictor in Study 1 (a) and Study 3 (d), and between BOLD activation and word-likeness represented by the OLD20 as a single, continuous predictor in Study 2 (b) and Study 3 (e). (c, f) Significantly increased BOLD signals for words as compared to non-words in Study 2 (c) and Study 3 (f). For OLD20 results and word > non-word contrasts of Study 1, see S2 Fig). Thresholds for all whole brain analyses: voxel level: $p < .001$ uncorrected (cluster-forming); cluster level: $p < .05$ family-wise error corrected. No other regions than those displayed were significant.

https://doi.org/10.1371/journal.pcbi.1009995.g003
predicted and observed data summed across all three contrasts (i.e., <1 SD). When examining these differences by contrasts, LCM predictions were best for the W vs. PW and PW vs. CS contrasts. In contrast, the E&E model was more accurate for the W vs. CS contrast (but the LCM was still within 2 SDs of the empirically measured activation difference between W and CS). In summary, the fMRI data of Study 1 indicate that the LCM provides a fair characterization of BOLD activation patterns in several lvOT voxels during visual word recognition and that it predicts activity in these voxels better than other current models of lvOT function.

Study 2. In Study 1, letter strings were presented in condition-specific blocks, so that the predictability of the next item concerning word/non-word categorization was high. Since the LCM does not account for the experimental context, it cannot be excluded that the blocked design may have strategically reduced the amount of processing devoted to the lexical categorization. To exclude this potential confound, we examined a second fMRI study in which stimulus categories (words and pseudowords matched for word-likeness/OLD20) were randomly intermixed (event-related design). Participants (N = 39) performed a silent reading task and had to detect a rarely occurring target word, i.e., the German word Taste (button). The correlation analysis from study 1, i.e., including the LCM simulated activation, did not result in any significant activation cluster. This finding was not surprising since stimuli had been selected to equalize the word-likeness between words and pseudowords with low variance.

Still, with this stimulus material, model simulations differed between the three models so that we were able to implement the model comparison analysis using the data from the peak voxel of study 1. The LCM simulations predicted high lvOT activation for both stimulus conditions with only subtle condition differences (Words > Pseudowords; Fig 5D). In contrast, both the IA and E&E models predicted substantially higher activation for pseudowords than words (Fig 5E and 5F). In the peak voxel from study 1, we found positive activation levels with virtually no differences between words and pseudowords (see Fig 5K). Model comparisons based on the word/pseudoword contrast showed that the LCM predicted the observed activation

Fig 4. Comparison of BOLD activation across studies and contrasts. Significant LCM activation clusters in the lvOT across studies show some overlap, but no overlap to word-likeness and lexicality contrasts. Thresholds for all whole brain analyses: voxel level: p < .001 uncorrected (cluster-forming); cluster level: p < .05 family-wise error corrected. https://doi.org/10.1371/journal.pcbi.1009995.g004
Table 1. Significant activation clusters from the fMRI evaluation with respective anatomical labels (most likely regions from the Juelich and Harvard-Oxford atlases including % overlap), cluster size (in mm$^3$), and peak voxel coordinates (MNI space).

| Cluster | x   | y   | z   | Mean T | Max T | Volume [mm$^3$] | Juelich labels                          | Harvard-Oxford labels |
|---------|-----|-----|-----|--------|-------|-----------------|-----------------------------------------|-----------------------|
|         |     |     |     |        |       |                 |                                         |                       |
| **Experiment 1: LCM effect** |     |     |     |        |       |                 |                                         |                       |
| 1       | -40 | -46 | -12 | 3.1    | 4.2   | 1760            | 5.45% Visual cortex V5 L                 | 41.36% Left Inferior Temporal Gyrus temporooccipital part; 23.18% Left Lateral Occipital Cortex inferior division; 14.55% Left Occipital Fusiform Gyrus; 12.73% Left Temporal Occipital Fusiform Cortex; 6.36% Left Inferior Temporal Gyrus posterior division |
| 2       | -30 | -87 | 39  | 3.8    | 5.0   | 3159            | 35.04% Superior parietal lobule 7A L; 23.93% Inferior parietal lobule PGp L; 17.09% Anterior intra-parietal sulcus hIP3 L; 8.55% Superior parietal lobule 7P L; 5.13% Anterior intra-parietal sulcus hIP1 L | 99.15% Left Lateral Occipital Cortex superior division |
| 3       | -51 | -75 | -6  | 3.8    | 5.1   | 1755            | 49.23% Visual cortex V5 L                 | 96.92% Left Lateral Occipital Cortex inferior division |
| 4       | -21 | -72 | 63  | 3.7    | 4.4   | 1350            | 80.00% Superior parietal lobule 7A L; 16.00% Superior parietal lobule 7P L | 100.00% Right Lateral Occipital Cortex superior division |
| **Experiment 3: LCM effect** |     |     |     |        |       |                 |                                         |                       |
| 1       | 24  | -69 | 54  | 3.6    | 4.5   | 4158            | 29.22% Inferior parietal lobule PGp R; 28.57% Superior parietal lobule 7P R; 8.44% Superior parietal lobule 7A R | 100.00% Right Lateral Occipital Cortex superior division |
| 2       | 24  | -69 | 54  | 3.6    | 4.5   | 4158            | 29.22% Inferior parietal lobule PGp R; 28.57% Superior parietal lobule 7P R; 8.44% Superior parietal lobule 7A R | 100.00% Right Lateral Occipital Cortex superior division |
| 3       | -34 | -90 | -10 | 3.8    | 4.7   | 792             | 65.66% Visual cortex V4 L; 28.28% Visual cortex V3V L | 72.73% Left Lateral Occipital Cortex inferior division; 25.25% Left Occipital Pole |
| 4       | -21 | -72 | 63  | 3.7    | 4.4   | 1350            | 80.00% Superior parietal lobule 7A L; 16.00% Superior parietal lobule 7P L | 100.00% Left Lateral Occipital Cortex superior division |
| **Experiment 2: Word-likeliness effect** |     |     |     |        |       |                 |                                         |                       |
| 1       | -24 | -69 | 36  | 3.9    | 5.0   | 2511            | 35.48% Anterior intra-parietal sulcus hIP3 L; 34.41% Superior parietal lobule 7A L; 17.20% Anterior intra-parietal sulcus hIP1 L | 100.00% Left Lateral Occipital Cortex superior division |
| 2       | -57 | -3  | 48  | 3.7    | 4.6   | 1134            | 52.38% Premotor cortex BA6 L; 14.29% Primary somatosensory cortex BA1 L | 88.10% Left Precentral Gyrus; 9.52% Left Postcentral Gyrus |
| 3       | -36 | -90 | 21  | 3.7    | 4.6   | 1026            | 36.84% Inferior parietal lobule PGp L; 21.05% Visual cortex V3V L; 21.05% Visual cortex V2 BA18 L; 13.16% Visual cortex V1 BA17 L | 73.68% Left Occipital Pole; 26.32% Left Lateral Occipital Cortex superior division |
| 4       | 33  | -96 | 6   | 3.6    | 4.5   | 864             | 53.12% Visual cortex V3V R; 40.62% Visual cortex V2 BA18 R | 100.00% Right Occipital Pole |
| **Experiment 3: Word-likeliness effect** |     |     |     |        |       |                 |                                         |                       |
| 1       | -36 | 34  | -18 | 4.0    | 6.6   | 10704           | 54.11% Broca’s area BA45 L; 14.35% Broca’s area BA44 L | 37.07% Left Frontal Orbital Cortex; 34.68% Left Inferior Frontal Gyrus pars triangularis; 16.52% Left Inferior Frontal Gyrus pars opercularis; 5.16% Left Frontal Pole |
| 2       | -6  | 52  | 28  | 3.8    | 5.5   | 3336            | 46.04% Left Superior Frontal Gyrus; 37.17% Left Frontal Pole; 5.76% Right Superior Frontal Gyrus; 5.52% Left Paracingulate Gyrus; 5.28% Right Frontal Pole |
| 3       | 56  | 32  | 10  | 3.5    | 4.3   | 1304            | 85.89% Broca’s area BA45 R | 60.74% Right Frontal Pole; 24.54% Right Inferior Frontal Gyrus pars triangularis; 14.72% Right Frontal Orbital Cortex |
| 4       | -40 | -36 | -18 | 3.8    | 5.2   | 976             | 80.33% Left Temporal Fusiform Cortex posterior division; 18.03% Left Temporal Occipital Fusiform Cortex |
| 5       | 60  | -34 | -2  | 3.5    | 4.5   | 904             | 24.78% Insula Id1 R | 61.95% Right Middle Temporal Gyrus posterior division; 22.12% Right Middle Temporal Gyrus temporooccipital part; 15.93% Right Superior Temporal Gyrus posterior division |
| 6       | 44  | 10  | 28  | 3.5    | 4.1   | 784             | 70.41% Broca’s area BA44 R | 43.88% Right Precentral Gyrus; 40.82% Right Inferior Frontal Gyrus pars opercularis; 15.31% Right Middle Frontal Gyrus |

(Continued)
contrast best (i.e., < 1 SD; Fig 5N). To summarize, here we replicated the superior prediction performance of the LCM model in an event-related design, even when no stimulus-specific difference was found in a ROI located in the lvOT.

**Study 3.** In study 1, we used stimuli with characteristics similar to previous studies. In study 2, in contrast, we included words and pseudowords with equalized word-likeness to test the LCM model in a situation in which it predicted a different pattern than alternative models. In study 3 (N = 35), we aimed at replicating this result in a study that uses stimulus materials resulting in an LCM activation pattern previously unseen in the literature and that could not be captured by the alternative models. To achieve this, we again investigated words, pseudowords, and consonant strings. We selected stimuli so that the LCM-simulated lvOT activation predicted a pattern that was inverted relative to the results predominant in the literature and observed in our study 1, i.e., with greatest activity elicited by consonant strings (CS > W > PW; cf. Fig 5G and compare to the more typically observed pattern of PW > W > CS shown in Fig 2A and 2B). If word-sensitive regions in lvOT indeed implement a word similarity-based lexical categorization process, lvOT voxels should be detectable that show this pattern of activation. Contrary to this LCM prediction, the simulations of the IA and E&E models (Fig 5H and 5I) predict different activation patterns for this specific stimulus set (IA: PW > W >

### Table 1. (Continued)

| Cluster | x     | y     | z     | Mean T | Max T | Volume [mm$^3$] | Juelich labels                                                                                      | Harvard-Oxford labels                                                                 |
|---------|-------|-------|-------|--------|-------|-----------------|-----------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------|
| 1       | -6    | -84   | 3     | 3.6    | 4.8   | 15687           | 23.92% Visual cortex V1 BA17 R; 21.00% Visual cortex V2 BA18 L; 19.28% Visual cortex V1 BA17 L; 7.23% Visual cortex V3 V2 BA18 R | 33.39% Left Occipital Pole; 11.02% Right Occipital Pole; 11.02% Left Lingual Gyrus; 10.50% Right Intracalcarine Cortex; 9.12% Left Occipital Fusiform Gyrus; 8.95% Right Occipital Fusiform Gyrus; 6.37% Left Intracalcarine Cortex; 6.02% Right Lingual Gyrus |
| 2       | -57   | 12    | -9    | 3.7    | 5.3   | 9855            | 53.42% Broca’s area BA45 L; 30.14% Broca’s area BA44 L                                                | 31.51% Left Inferior Frontal Gyrus pars triangularis; 20.27% Left Inferior Frontal Gyrus pars opercularis; 16.98% Left Middle Frontal Gyrus; 15.34% Left Frontal Orbital Cortex; 6.85% Left Frontal Operculum Cortex; 6.03% Left Temporal Pole |
| 3       | -48   | -72   | 21    | 3.7    | 5.4   | 7587            | 30.25% Inferior parietal lobule PGp L; 15.66% Inferior parietal lobule PFm L; 15.30% Inferior parietal lobule Pga L; 5.69% Inferior parietal lobule PF L | 33.81% Left Lateral Occipital Cortex superior division; 24.91% Left Angular Gyrus; 18.15% Left Middle Temporal Gyrus temporooccipital part; 8.54% Left Supramarginal Gyrus posterior division; 5.34% Left Lateral Occipital Cortex inferior division |
| 4       | 48    | -39   | 9     | 3.5    | 4.4   | 2943            | 31.19% Inferior parietal lobule PFm R; 20.18% Inferior parietal lobule Pga R; 8.26% Inferior parietal lobule PF R | 66.06% Right Supramarginal Gyrus posterior division; 19.27% Right Middle Temporal Gyrus temporooccipital part; 7.34% Right Superior Temporal Gyrus posterior division |
| 5       | -54   | -18   | -3    | 3.7    | 4.7   | 1593            | 8.47% Primary auditory cortex TE1.2 L                                                                | 42.37% Left Superior Temporal Gyrus anterior division; 30.51% Left Superior Temporal Gyrus posterior division; 18.64% Left Middle Temporal Gyrus anterior division; 8.47% Left Middle Temporal Gyrus posterior division |
| 6       | 36    | 33    | 3     | 3.7    | 5.1   | 1539            | 66.67% Broca’s area BA45 R                                                                           | 57.89% Right Inferior Frontal Gyrus pars triangularis; 24.56% Right Frontal Orbital Cortex; 17.54% Right Frontal Operculum Cortex |
| 7       | 21    | -99   | 18    | 3.6    | 4.4   | 783             | 86.21% Visual cortex V2 BA18 R; 10.34% Visual cortex V1 BA17 R                                      | 100.00% Right Occipital Pole                                                             |

Note: Cluster-level FWE-corrected at p < .05, peak-level uncorrected at p < .001. All clusters with a volume smaller than 100 mm$^3$ (i.e., only lexicality clusters) and all labels for white matter regions (i.e., from the Juelich atlas) were omitted.

https://doi.org/10.1371/journal.pcbi.1009995.t001
Fig 5. Simulations for Words (W), pseudowords (PW), and consonant strings (CS; all medians) used in Study 1 from (a) the lexical categorization model (LCM), (b) the interactive account model (IA), and (c) the effort and engagement model (E&E). (d) LCM, (e) IA, and (f) E&E simulations for Study 2. (g) LCM, (h) IA, and (i) E&E simulations for Study 3. Empirically observed lvOT ROI activation for W, PW, CS, and scrambled letters (SL), extracted from the same peak voxel region, i.e., defined in Study 1, of interest (ROI) of (j) Study 1, and (k) Study 2. (l) For the animal decision and catch trial detection task of Study 3 the ROI data was extracted from the peak voxel of Study 3. We present the percent signal change, in arbitrary units, for each condition, including the variance across participants (horizontal line represents the median; box +-1 standard deviation; whiskers +-2 standard deviations). Besides, we present model comparisons for the LCM, E&E, and IA models of Study 1 (S1) in (m), of Study 2 (S2) in (n), and of Study 3 (S3) in (o). We show the mean difference between the model simulated contrasts and the observed contrast differences from the ROI data. We standardize these model comparisons via the standard deviations of the observed data (SD). i.e., the difference between simulated and observed contrast differences in standard deviations of the observed data. For Study 1, we summarize three contrasts, which can be inspected in detail in (p), Study 2 includes only one contrast presented in (n), and Study 3 combines six contrasts shown in detail in (q). In the single contrast figures (pq), the solid black line and dot show the mean observed difference (across all participants), dashed lines +-1 standard deviation, and dotted lines +-2 standard deviations also from the observed differences. Green dots show the LCM simulated contrast estimate, blue dots the IA contrast estimate, and red dots the E&E contrast estimates. In (q) the left panel represents the animal detection and the right panel the catch trial detection task. (r) The linear relationship between lvOT ROI activation and LCM-simulations in study 3 separated for words and non-words and the two tasks conducted in the study.

https://doi.org/10.1371/journal.pcbi.1009995.g005

CS; E&E: PW > CS > W), of which only the IA model reflects the ‘classic’ pattern predominantly found in the literature (i.e., when using ‘conventional’ stimulus sets). Second, to assess whether the depth of processing of the participants’ task (i.e., word recognition vs. semantic analysis) influences the assumed lexical categorization process, two different tasks were included in this study, an animal detection task (AD) and a catch trial detection task (CD).

Each participant conducted two runs of each task, with two task sequences (AD/CD/AD/CD vs. CD/AD/CD/AD) assigned randomly to participants.

Analogous to Study 1 and 2, we used the LCM simulated activation as a single continuous predictor in a first whole-brain analysis. Again, a robust correlation of BOLD activation and LCM simulations was observed in a lvOT cluster (Fig 3D), slightly more laterally and posteriorly than in Study 1 (cp. columns 1 and 2 in Fig 4) but with a peak within 1 cm distance of the lvOT peak in Study 1 (Table 1; LCM effect Study 3, Cluster 3). We also found correlations between LCM simulations and BOLD activation in the left and right parietal cortex (Fig 3D and Table 1). Peak voxel activation of the lvOT cluster showed significant LCM correlations in both words and non-words (PW and CS combined) and both tasks (all t’s(34) > 4.3; all p’s < .001; Fig 5R). For this analysis, we estimated the activation for words and non-words separated for three LCM activation levels for each task (see blue and gray dots in Fig 5R). In this region of interest analysis, we did not find an interaction of condition and task (all t’s < 1.47; all p’s > 0.14) and no significant differences between stimulus categories (all t’s < 1.34; all p’s > 0.17; Fig 5L). Still, we found a task effect showing a higher activation in the animal detection task (t(34) = -2.2; p < 0.03). This finding is consistent with the behavioral results, which showed that the animal detection task was more demanding than the catch trial detection task, reflected in more errors (AD: 4.4%; CD: 1.5%; GLM Estimate: -0.03; SE = 0.015; t = 2.2) and longer response times (AD: 644 ms; CD: 520 ms; LM Estimate: -0.2; SE = 0.02; t = 9.7).

The model comparisons, implemented as in Studies 1 and 2, found that the LCM had, again, the lowest error in predicting the empirically observed pattern of activation contrasts (Fig 5O). Like in Studies 1 and 2, the E&E model simulated the lvOT pattern better than the IA model. In detail, of the six contrasts investigated, the LCM had three predicted contrasts within one standard deviation (SD) of the empirically observed BOLD activation difference, two that fell within 2 SDs, and one that was just above 2 SDs (Fig 5Q). In contrast, the E&E (two < 1 SD’s & four > 2 SD’s) and the IA (two < 2 SD’s & four > 2 SD’s) simulations resulted in larger differences. To protect against potential biases due to the ROI definition from the LCM...
contrast, we explored whether the alternative E&E and IA models predict brain activation in other lvOT voxels. To this end, we implemented two separate additional whole-brain analyses in Study 3 that correlate E&E and IA model parameters with BOLD activation. As the results in S2 Fig show, we observed no significant voxels in lvOT, neither for the E&E nor for the IA model. However, BOLD activations in frontal and bilateral lateral temporal regions correlated with the IA model simulation and left peri-central activation was associated with the E&E model parameter. Thus, the findings of Study 3 further support the proposal that involvement of lvOT subregions during visual word recognition is best described by a lexical categorization computation as implemented in the LCM.

Studies 1–3 – Word-likeness and Lexicality effects. Besides the LCM-based analyses, we found correlations with word-likeness (i.e., represented by OLD20; see above) in all three studies. We localized the word-likeness representations predominately to areas posterior to LCM effect in lvOT, i.e., to the posterior lvOT effect in Studies 1 (S3 Fig) and 2 (Figs 3B and 4 column 3) and parietal cortex (Fig 3E, see also Table 1). In Study 3, we also observed a correlation between OLD20 and BOLD signals in the sensorimotor cortex. A dichotomous lexicality effect with larger activity for words (W) than non-words (PW and CS), was found most consistently in brain regions downstream to lvOT in the inferior frontal cortex (Fig 3C and 3F and Table 1). In Study 2, we found additional activation for words in the Superior frontal gyrus (Fig 3C). In Study 3, we observed activation increases for words in the left superior temporal gyrus and extensive activity in the left and right occipital cortex. (Fig 3F).

In sum, empirical data from three fMRI studies support the proposal that there is a region in lvOT that implements a lexical categorization process which operates upon an estimate of word-likeness computed by upstream, more posteriorly located brain regions. Within the here-proposed LCM model, this lexical categorization process is modeled quantitatively as an entropy measure reflecting the difficulty of lexical categorization given the input’s word-likeness (see Fig 1), and LCM simulations of three different stimulus sets have accounted better for lvOT activation patterns than two alternative models. Of note, this LCM-based prediction of lvOT activity was obtained without restricting the search space to this area, but rather in whole-brain analyses, whereas only in Study 2, where no activation difference was expected due to stimulus characteristics, the LCM analysis was based on ROI data. To avoid bias, we demonstrate with further whole-brain analyses in Study 3 that competitor models do not account for lvOT activity (S2 Fig). Also, word-likeness accounted for BOLD activation differences in brain regions posterior to the LCM effect, which is consistent with the proposal that word recognition processes in lvOT operate upon a previously computed word-likeness estimate. Furthermore, we found dichotomous lexicality (Words > Non-words) effects anterior to the LCM effect (e.g., in left inferior frontal regions), which is consistent with a further assumption of LCM, i.e., that the lexical categorization process ‘selects’ orthographic input for further linguistic processing. In summary, we conclude that the empirical evaluation based on three fMRI datasets provides support for the LCM.

Training-based evaluation

After repeatedly finding that lexical categorization difficulty is useful to describe the activation pattern of a brain area identified as highly relevant for reading, we tested the causal role of the assumed cognitive process for reading. We reasoned that when the postulated cognitive process of lexical categorization is relevant for reading, modifications of this process should affect reading performance, i.e., here defined as reading speed (which is often used as performance measure in German, see [36]). To test this hypothesis, we implemented a training procedure for 76 non-native early-stage learners of the German language who were from diverse language...
backgrounds. The training started and ended with a reading speed assessment (Fig 6A). Inbetween, three training sessions of about 50 min in length were implemented on consecutive days. To train the lexical categorization process, we used a lexical decision task, i.e., the task we motivated our model from [16]. Previous research also found that performance in a lexical decision task could predict lvOT activation [22]. To reinforce lexical categorization behavior, we implemented feedback that rewarded correct lexical decisions with a green square and indicated incorrect responses with a red square (Fig 6B). For comparison, we included a lexical decision dataset with the same stimuli (800 words and non-words) and a task from a sample of native German readers (N = 48) from one session.

The analysis of response times from lexical decisions showed a non-linear effect of word likeness (i.e., OLD20) for native and non-native readers, with longest response times in an intermediate range of word-likeness as predicted by the LCM (Fig 6C; see also [16]). For the non-native readers, we found a significant interaction of the lexical categorization difficulty predictor derived from the LCM and training session, indicating that lexical categorization becomes more efficient with training. This interaction effect is most obvious for intermediate levels of word-likeness levels, which represent mostly words and pseudowords and which is characterized by categorization difficulty due to overlapping word similarity distributions.
Response times also became faster from session to session (main effect; Estimate: -0.04; SE = 0.005; t = 8.0). However, non-native readers only reached the performance of native German readers when processing non-words (see Fig 6D; equivalence test for a subset containing only pseudowords from session three and the data from typical readers: Upper bound: t(122) = -2.3; p = 0.012; Lower bound: t(122) = 3.2; p = 0.001; for consonant strings: Upper bound: t(122) = -2.6; p = 0.005; Lower bound: t(122) = 2.8; p = 0.003). For words, no significant group differences could be found (t(122) = 1.7; p = 0.085) but also equivalence could not be established (Upper bound: t(122) = -1.0; p = 0.166; Lower bound: t(122) = 4.5; p < 0.001), as we did not find a significant difference from both equivalence bounds. Still, note that the comparisons of word-related response times from sessions 1 and 2 between language learners and typical readers resulted in significant differences (both t’s > 3.7; p’s < .001).

Next, we implemented a linear mixed effect model that included estimating the random slope of the interaction term (i.e., the lexical categorization difficulty by training session interaction). Including this parameter in the model describing the reaction times in the training allowed us to estimate the increase of the lexical categorization effect with training for each non-native reader. This individualized estimate represents how strong the quadratic lexical categorization effect increased with training. This predictor allowed us to determine if the LCM-based training effect transfers to an increase in reading speed (determined using the pre/post-training reading speed test; see Methods). We estimated a regression analysis with reading speed change as the dependent variable and the effect estimates of the individual lexical categorization by session interaction effects, the pre-training reading speed, and their interaction as independent variables. We found no significant interaction (GLM Estimate: -25.8; SE = 13.4; t = -1.9; p = 0.058) but significant main effects of pre-training speed (GLM Estimate: -1.1; SE = 0.5; t = -2.3; p = 0.022) and of the individual lexical categorization by session interaction effects (GLM Estimate: 416.7; SE = 205.4; t = 2.0; p = 0.046; see Fig 6F) on the pre-post change in reading speed. Overall, on average, the increase in reading speed after the lexical categorization training was 20% (t(75) = 4.5; p = 0.001; Fig 6F right panel). In sum, this final evaluation of the LCM suggests that the process of lexical categorization contributes to efficient reading. This finding supports the LCM’s assumption of lexical categorization as a core process of visual word recognition.

Discussion

In the work reported here, we used model-based fMRI analysis to clarify the nature of computations implemented in (subregions of) left-ventral occipitotemporal cortex (lvOT) in response to orthographic percepts (letter strings). To achieve this, we implemented the four most prevalent theories of lvOT function during language processing (e.g., [11]), the most widely accepted psychological model of visual word recognition (i.e., the Dual Route Model; [27]), and a new hypothesis, the lexical categorization model (LCM), as computationally explicit models and performed direct model comparisons using different types of data. The newly proposed LCM model postulates that word-sensitive lvOT areas in the vicinity of the functionally localized visual word form area implement a categorization process that classifies letter strings into meaningful (words) vs. meaningless input, preventing attempts to apply downstream lexical-semantic processing to non-linguistic input. The LCM implementation makes explicit how the lexical categorization process is related to neural processing, i.e., via the estimated difficulty of categorizing a letter string.
We compared the implementations of the LCM and alternative models directly by simulating established effects from previous fMRI studies. Through its lexical categorization mechanism, the LCM successfully accounts for the intricate pattern of lvOT activation in response to a variety of different (sets of) orthographic stimuli, irrespective of their specific task context (compare, e.g., [12,14]). Most notably, the LCM model can simulate multiple published fMRI findings that have been viewed as contradictory, and it does so better than competing models. In addition, we found that alternative models implementing processes that in principle allow for non-linear activation patterns (IA model, [15]; E&E model, [4]) performed better than linear models like the local combination detector model (e.g., [11]). Furthermore, we demonstrate that the LCM reliably predicts empirically measured BOLD fMRI activations in voxels of the mid-lvOT and outperforms alternative non-linear models in three experiments that differed concerning the selection and composition of stimulus sets (in both whole-brain and peak-voxel defined ROI analyses). We observed that word-likeness, i.e., the quantitative psycholinguistic property on which the LCM’s lexical categorization process is based, is predominantly represented in regions posterior to the brain regions showing a LCM effect. In contrast, a dichotomous lexicality effect with increased activity for words is implemented in brain regions anterior to the lvOT subregion associated with the LCM effect. These findings are consistent with the proposal that lvOT’s categorization process gates known words into subsequent stages of lexical processing (see also [37]).

Finally, we demonstrate that repetitive behavioral training based on lexical decisions, which involve lexical categorization as a core process, significantly increases reading speed. Given that reading speed as tested in this study does not explicitly involve word/nonword decisions, we argue that this training study can provide causal evidence for an involvement of lexical categorization in the process of reading. Overall, these findings suggest that during reading, following the initial stages of visual-perceptual processing, posterior brain regions compute an estimate of the word-likeness (relative to the known lexicon of words). According to the LCM model, this word-likeness estimate is fed forward to a lexical categorization process implemented in a subregion of lvOT, which in turn precedes the extraction of word meaning (lexical access) at downstream cortical sites, including more anterior temporal and frontal cortex of the left hemisphere (Fig 7).

The LCM is a quantitatively explicit model of the role of lvOT in visual word recognition. It allows for explicit comparisons to alternative models, given a specific set of stimuli. Notably, the LCM outperforms, both concerning simulating published data and modeling empirical data, multiple alternative models [4,11,15,27,30], most of which have been implemented computationally here for the first time. The comparisons based on model simulations of published BOLD activation effects showed a clear advantage for models that assume a non-linear response profile of the lvOT, i.e., LCM, the interactive account [15], and the engagement & effort model [4]. Among these three models, the LCM performed best in our fMRI data-based model comparisons.

Our work differs from previous approaches by considering a wider range of orthographic word-likeness (i.e., ranging from frequent words to pseudowords to consonant strings), whereas previous studies mostly focused only on parts of the word-likeness distribution (e.g., high vs. low-frequency [14,33,34] or words vs. pseudowords [31,32]). Also, we used a more optimal word-likeness estimate (i.e., the orthographic Levenshtein distance/OLD20 as compared to, e.g., quadrigram frequency), as is evident from previous comparisons of different word-likeness measures based on behavioral data [29]. We complemented this investigation with LCM simulation studies using alternative word-likeness estimates (see S4 Fig). The OLD20 word-likeness estimate is theoretically meaningful, as it is a reasonable proxy for the perceptual familiarity that one acquires while becoming an efficient reader [38]. On the other
hand, we have argued in previous work that OLD20 may lack neuronal plausibility as it potentially subsumes multiple cognitive processes (pre-lexical and lexical; e.g., see [18]), as suggested by our finding that OLD20 correlates not only correlates with other word-likeness characteristics but also with lexical frequency [18]. To explore this in somewhat more depth, we have complemented the present investigation with LCM simulations based on three widely accepted alternative estimates of orthographic word-likeness, i.e., Coltheart’s N, trigram frequency, and quadrigram frequency. As S4 Fig shows, OLD20 captures the lvOT activation patterns best (in terms of correctly predicted effects). Also, one could criticize that OLD20 estimations are based exclusively on a lexicon of words while in the context of the LCM, they are also used to model brain responses to non-words. However, we think that this plausibly mirrors processes during visual word recognition, which have been shaped based on the words we have learned. The processes assumed by the LCM should, thus, also function at different stages of development (i.e., based on different lexicon sizes albeit at varying levels of precision). The effects of different lexicon sizes on LCM simulations are reported in S5 Fig. As can be seen, words, pseudowords, consonant strings, and pseudo-homophones result in the expected pattern (PW = PH > W > CS) only after at least 10,000 words (~ 5% of the full lexicon) were included in the lexicon (i.e., which was the basis for the OLD20 estimation). In this context, it is also noteworthy that stable LCM simulations can be achieved with lexicon sizes as small as ~ 8% of the lexicon used in the present work (S6 Fig). The LCM’s entropy estimation not only reflects how our brain responds to words, but also how non-words are processed. We think that including non-word distributions is essential, as the empirical tasks that the model simulates included both words and non-words. S1 Text demonstrates that an LCM without OLD20 distributions for non-words cannot reproduce core benchmark findings from the literature (like greater activity for pseudowords as compared to words). However, expectations of the reading

Fig 7. Schematic description of processes during visual word recognition as assumed in the lexical categorization model. The figure includes (i) word-likeness estimations in posterior visual-perceptual regions, (ii) lexical categorization in the left ventral occipito-temporal cortex (lvOT), and (iii) the extraction of word meaning in anterior regions including temporal and inferior frontal cortex. The lexical categorization process implemented in lvOT is schematically represented by the uncertainty (entropy), to visualize the LCM’s assumption that higher degrees of categorization uncertainty—in sections of intermediate word-likeness (yellow)—may require further elaborative processing to reach a lexical categorization.

https://doi.org/10.1371/journal.pcbi.1009995.g007
material presented in different task contexts may shape the cognitive processes engaged. We propose that these and similar issues involving task, stimulus, and lexicon effects on lvOT activation can be systematically investigated in future work using the quantitative approach introduced here.

At its core, the LCM-simulated activation reflects the difficulty of the process of lexical categorization based on the word-likeness of the orthographic input. It is easy to identify a letter string as a meaningful word when the word-likeness (i.e., orthographic familiarity) is high. It is also easy to categorize a letter string as meaningless when early visual processing stages identify it as unfamiliar given what we have learned, i.e., the lexicon of words we have acquired so far. Both describe efficient cases of lexical categorization of letter strings, resulting in fast responses. At intermediate levels of word-likeness, however, lexical categorization difficulty is high. The LCM postulates that this results from similar orthographic-perceptual familiarity of words and non-words fed into (word-sensitive subregions of) lvOT from lower levels, making a more detailed analysis of the orthographic input necessary. In the LCM implementation, this is accounted for by the partly overlapping distributions of word-likeness (OLD20) of words and non-words. The additional processing required by letter strings with intermediate word-likeness results in increased lvOT activation and slower responses, a proposal consistent with seminal behavioral work which proposed spelling information as a potential source aiding categorization when word-likeness information is insufficient [16]. This, in turn, is compatible with our observation from fMRI Study 3, in which we used stimulus materials that were particularly difficult to categorize (e.g., Consonant strings with a high word-likeness). In this experiment, we observed that a parietal network that likely represents a dorsal sensorimotor interface connecting auditory-phonological with articulatory representations [39] co-activates with lvOT when lexical integration difficulty increases. This parietal co-activation, interestingly, also relates our results to the recent proposal of a posterior/anterior dissociation within the word-selective ventral occipito-temporal cortex [37,40]: Whereas posterior lvOT (also referred to as VWFA-1 by [37,40]) has been characterized as implementing pre-lexical processing during visual word recognition and was shown to be structurally connected to the parietal cortex [37,41], the anterior lvOT (VWFA-2) shows selectivity to lexical stimulus properties [37,40]. The LCM-correlate identified in lvOT in the present study (Study 1: y = -64; Study 3: y = -75) is located close to the posterior lvOT subregion (Ref. [37]: y < -63; Ref. [40]: y ~ -69), suggesting a primarily prelexical nature of the categorization process implemented in the LCM. A proposal that is in line with the functional profiles of reading-related brain regions identified with EcOG electrodes [3,42]. Note, however, that these group-level effects also need to be interpreted in light of substantial inter-individual differences in functional localization of word-selective activity (e.g., [41]), so that the association between LCM effects and posterior lvOT/VWFA-2 should be replicated based on individual functional localizers.

Various computational models have described cognitive processes in higher vision implemented in the vOT. These models are concerned with visual word recognition (e.g., [23,43]), object or face recognition (e.g., [44–46]). Current computational cognitive model approaches are often based on deep neuronal network models (DNNs) that can investigate complex system behavior and differences in computational architectures [47,48]. Also, these models achieve highly accurate predictions for vOT activation patterns during object recognition (e.g., [49]). Still, DNNs typically include numerous free parameters fitted in a specific training setup, i.e., typically in an image classification task. This characteristic of DNNs comes at the cost of reduced model transparency and explainability (e.g., [47,50]). More transparent approaches, like the Template model used by Yeatman and Kay [23], have a similar scope, i.e., an image input and a categorical output (word vs. face), but achieve this with only a limited
number of free parameters ($N = 3$). The model described here shares this aspect of greater transparency and explainability. Developing the LCM was under the premise that the model should be as simple as possible in the implementation and as deterministic as possible (i.e., with a minimal number of free parameters). Given that the LCM model output only depends on the words stored in the lexicon, it is deterministic in the sense of not including any free parameters and thus also fully transparent. However, the current implementation of LCM lacks critical model infrastructure, i.e., an interface for image inputs or a decision algorithm.

The current implementation of the LCM model is limited by the fact that it cannot, at present, account for individual differences in reading abilities, reading experience, or knowledge of words. These limitations, however, are not principled limitations but a pragmatic decision to demonstrate the general feasibility and predictive value of the proposed lexical categorization process. Fitting the model to actual participants’ performance will require estimating parameters related to lexicon size, as these are the basis for deriving the word similarity parameter, which in turn is the basis for the lexical categorization process. The present results may also have implications for understanding dyslexia, i.e., a developmental deficit in reading performance. People who have dyslexia are characterized by altered structure and function in the subregion of lvOT that we related in the present work to the process of lexical categorization [5,6]. Consequently, novel hypotheses concerning the nature of the deficit(s) underlying dyslexia might emerge from LCM-based studies of the process of lexical categorization or the word-similarity signal on which the lexical categorization process operates. Extending the LCM model to fit individual subjects’ behavioral performance patterns would be interesting to test such hypotheses (i.e., as implemented here [51]). Also, modeling subject-specific behavioral performance would provide a novel approach to quantitative, model-driven diagnostics from which personalized training schemes could be derived.

Also, our current work was restricted to the German language. However, there are no principled reasons why the proposed lexical categorization process should apply more to (the orthography of) one language than others. Thus, future work should also explore the LCM model in other languages and orthographies (e.g., [51] for a potential use case). Lastly, the present work may also potentially be driven by the specific nature of pseudowords and non-words used in our work. However, during stimulus construction, we aimed to represent a wide variety of letter strings (concerning their word-likeness) so that the LCM evaluations reported here should be broadly generalizable. On the other hand, future work could test various types of pseudo- or non-words that, e.g., differ on specific word characteristics like morpheme structure.

The quantitative model comparison method applied in the present work is a straightforward way to compare models that assume different representations or different cognitive processes. In the context of the present work, this can, for example, be used to explore which representations are the most plausible input into the proposed categorization process (cp. S4 Fig) or the effects of different lexicon sizes on this process (S5 and S6 Figs), which may be relevant for understanding reading development. Such progress is hardly possible when models are exclusively based on verbal-metaphorical descriptions of cognitive processes. All models reported here are publicly available as code so that researchers can use them to test alternative and possibly more refined models. A crucial final stage of this approach, in addition to demonstrating the fit between model and data, however, will be to demonstrate causality of the assumed processes. The training-based evaluation we have reported in the present study is one plausible approach for achieving this, as it demonstrates the effect of manipulating the assumed process on behavioral performance in the respective domain.

In conclusion, the lexical categorization model (LCM), which is inspired by hierarchical (i.e., from occipital to anterior temporal to frontal regions) models of ventral visual stream
processing, is a simple computationally explicit model that reliably describes lvOT activation patterns during visual word recognition elicited by a wide range of different letter strings. The LCM succeeds in simulating published seminal (and seemingly contradictory) fMRI results and is supported by empirical evaluations using tailored stimulus sets that differentiate between alternative models. Our empirical fMRI data suggest that a neural representation of word-likeness is estimated in brain regions posterior to word-sensitive lvOT cortex. This word-likeness representation is then fed forward into a lexical categorization process, which we could localize with new empirical fMRI data to a subregion of lvOT. Finally, after non-words are ‘filtered out’ by this categorization process, familiar words are passed through to higher-level cognitive processes such as lexical access and the extraction of word meaning, which are postulated to occur in downstream (temporal and possibly inferior frontal) areas. This framework (schematically visualized in Fig 7) is a significant step towards brain-based computational accounts [52] of information processing during visual word recognition and reading. It thus may in the future serve as an empirical basis for new interventions to help slow readers.

**Methods**

**Ethics statement**

Participants gave their written informed consent and received student credit or financial compensation (10€/h) as an incentive for participating in the experiments. The research was approved by the ethics board of the University of Salzburg (EK-GZ: 20/2014; fMRI studies 1 and 2) and Goethe-University Frankfurt (#2015–229; fMRI study 3; # 2019–65; Behavioral training study).

**LCM implementation**

Given that previous work indicated a relationship between lvOT processing and word-*similarity* [12] or word-*familiarity* [14], the implementation of the LCM relies on an optimal measure of word-likeness—the mean Levenshtein distance over the 20 nearest words (i.e., the 20 words with the lowest distance; OLD20) [29]. Word-likeness distributions were derived for a larger number of orthographic strings by first estimating the Levenshtein distance, i.e., a measure of the similarity of any two strings of letters based on the number of insertions, deletions, substitutions, and/or transpositions of two adjacent letters [53]. OLD20 is considered superior to other established lexical measures [29], such as e.g., Coltheart’s N, as it was shown to be the better predictor of behavioral word recognition performance. Also, this measure allows us to differentiate between a large range of orthographic stimuli (compare, e.g., Fig 1A with the left panels of S4 Fig). For example, most non-words and a large number of words have zero orthographic neighbors. Thus, qualitatively very different letter strings (e.g., words as well as consonant strings; S4 Fig) have the same number of neighbors (i.e., zero). In contrast, the OLD20 can differentiate between a broader range of letter strings by describing more subtle differences in word-likeness (see above). The OLD20 is also a useful proxy of perceptual familiarity. E.g., the lexicon’s size, which is small for beginning readers and large for skilled readers, is the basis for the OLD20 estimation. When a reader has a small lexicon, the probability of finding a high number of similar words is very low since the estimation includes the 20 nearest words. With more words in the lexicon, one is more familiar with the orthography allowing a robust differentiation between words, i.e., relevant language items, and non-words, i.e., noise (see S5 Fig for simulations).

OLD20 was estimated for all German five letter uppercase words (n = 3,110; extracted from N = 193,236 words of the SUBTLEX database [54]; estimated using the old20 function of the PLOS COMPUTATIONAL BIOLOGY | https://doi.org/10.1371/journal.pcbi.1009995 June 9, 2022 21 / 33
vwr-package [55] in GNU R). For each of the selected words (e.g., Augen—eye), we also generated a pseudoword by replacing vowels to form phonotactically and orthographically legal but meaningless letter strings (e.g., Augon). Pseudowords were created automatically by replacing the vowels with other vowels until the string could not be found in the SUBTLEX database anymore. Pseudowords were then revised manually based on visual inspection in order to identify illegal letter combinations. Consonant strings (i.e., orthographically illegal strings of letters; e.g., Zbgtn) were formed by replacing all vowels with randomly selected consonants before also computing OLD20 for each item.

Fig 1A displays the word-likeness (OLD20) distributions of these three groups of letter strings. It displays the variability of this word-likeness estimate (compare S4 Fig for distributions of the same words for alternative word-likeness estimations). Some words like Leben (life) are more prototypical, i.e., reflected by a high word-likeness (OLD20 = 1). Others like Fazit (conclusion) are less prototypical, which is reflected by a lower word-likeness (OLD20 = 2.3). Note that since the OLD20 is a distance measure, higher values represent less word-like letter strings and lower values highly word-like letter strings. Some pseudowords like Mades (base word Modus/mode) are highly similar to existing words (resulting in intermediate word-likeness; OLD20 = 1.6), while most consonants strings are dissimilar to the existing words (low word-likeness for Zbgtn: OLD20 = 2.95). Fig 1A demonstrates that OLD20 distributions of words (grey) and pseudowords (blue) overlap strongly in intermediate familiarity ranges, consistent with the description provided by Balota and Chumbley [16]. Letter strings with the highest word-likeness are words, and, expectedly, consonant string non-words (yellow) have the lowest levels of word-likeness. Thus, the LCM rests on the assumption that for these items, one can implement lexical categorizations (word non-word decisions) with high certainty. At the same time, lexical categorization is harder at intermediate word-likeness levels.

We propose that the information-theoretical concept of entropy [56] can describe the non-linear response profile of lvOT. We base this proposal on the assumption that lvOT implements lexical categorization to filter out perceived letter strings that are not known. Also, we assume that the uncertainty associated with this filter function in the face of overlapping distributions at intermediate levels of word-likeness reflects the difficulty (i.e., the effort) to implement the lexical categorization. Initially, entropy measures were used to determine the information value of an upcoming event in a time series. For example, in a binary categorization, if at a time point t the received information already allows a perfect categorization, the expected additional information value of t+1 is low (i.e., low entropy). In contrast, if previous information is ambiguous and does only allow a categorization around chance, the expected additional information at t+1 is high (i.e., high entropy) as this information might be critical for a future categorization [56]. For the current implementation, the previous information is defined by all known words—i.e., by the mental lexicon, here approximated by 3,110 five-letter words as described above. Each perceived letter string—be it a word or a non-word—can be characterized by its word-likeness, which can be quantified relative to the existing lexical knowledge, approximated in the present model by the OLD20 measure. The estimated entropy reflects the uncertainty of the lexical categorization given the word-likeness of the letter string. Note that these estimations are an approximation, based only on a subset of all possible non-words with five letters (i.e., the same number of words, pseudowords, and consonant strings: 3,110). Still, these non-words are, to some extent, related to words from the lexicon since these were the basis for constructing our non-words. Thus, non-words represent a potential source of noise added to a system based only on information from words (e.g., OLD20 estimation is related to the word items in the lexicon).

As displayed in Fig 1B, real words (grey line), most words have a high probability of being categorized as words tend to have high word-likeness (Fig 1A). On the other hand, non-words
(blue line) tend to be less word-like and are thus clearly less likely to be categorized as words. As outlined above, the lexical categorization uncertainty is particularly high at intermediate levels of word-likeness. This relationship between word-likeness and lexical categorization uncertainty is captured well by the entropy estimation, represented by the black line in Fig 1B. Entropy is low when the word-likeness estimate allows a precise categorization (as either word or non-word). Only when the word-likeness estimate indicates a considerable uncertainty concerning the lexical categorization, the entropy is high. Of note, the shape of the entropy function over word-likeness strongly resembles the non-linear response profile of lvOT discussed in the Introduction section and described behavioral performance [16,18].

As a consequence, we here propose, as a central postulate of the LCM, that the difficulty of the lexical categorization computation (i.e., described by the entropy function; Fig 1B) drives the neuronal activity in lvOT. Critical here is the assumption that the lexical categorization is performed based on the word-likeness of a given letter string, only. Importantly, this entropy \( E_i \) function allows to formalize the non-linear activation profile of lvOT:

\[
E_i = -p_i(W|OLD20) \cdot \log_2 p_i(W|OLD20) - p_i(nW|OLD20) \cdot \log_2 p_i(nW|OLD20)
\]  

The computational implementation of the LCM consists of the entropy function (Fig 1B, black line) derived from the probability \( p_i \) of a letter string \( i \) being a word \( W \) or non-word \( nW \) given the specific letter string’s OLD20 (\( \log_2 \) indicates a logarithm on the basis of 2). \( p_i(W|OLD20) \) was derived by (i) taking all letter strings of a given OLD20 (e.g., at an OLD20 of 1.5 this would be 137 letter strings), (ii) identifying the words, (iii) counting them (\( n = 116 \)), and (iv) calculating the probability of being a word given the OLD20 value \( p_i(W|OLD20) = .85; p_i(nW|OLD20) \) is the inverse, i.e., 1 - .85 = .15).

Participants

15, 39, and 35 healthy volunteers (age from 18 to 39) participated in Experiments 1, 2, and 3 of the fMRI-based Evaluation, respectively. All had normal reading speed (reading score above 20th percentile estimated by a standardized screening; unpublished adult version of [57]), reported absence of speech difficulties, had no history of neurological diseases, and normal or corrected to normal vision. In the Training-based Evaluation, 76 healthy non-native German speaking and 48 native German speaking volunteers (age from 18–74) participated. The non-native German speaking participants were all German language learners from diverse background (Arabic, Azerbaijani, Bulgarian, Chinese, English, Farsi, French, Georgian, Indonesian, Italian, Japanese, Persian, Russian, Serbo-Croatian, Spanish, Turkish, Ukrainian, Hungarian, Urdu, and Uzbek). Also, note that six of the non-native participants became literate without the acquisition of an alphabetic script. Overall, the non-native participants had a low reading score (i.e., < percentile of 30). Selecting this group was intended as we expected that lexical categorization is well established in experienced native German readers.

Materials and stimulus presentation

Evaluation based on simulations. (i) Pseudowords > words contrast was implemented by contrasting LCM simulations of the 3,110 words and 3,110 pseudowords presented in Fig 1A. (ii) Words vs. consonant strings was implemented by contrasting LCM simulations of the 3,110 words and 3,110 consonant strings presented in Fig 1A. (iii) Pseudohomophones > words and (iv) pseudohomophones = pseudowords contrasts were implemented by contrasting LCM simulations of 3,110 words, 3,110 pseudowords, and 52 pseudohomophones (e.g., Taksi), which encompassed all 5-letter pseudohomophones presented by [25]. (v) Matched pseudowords > matched words were matched on multiple lexical characteristics, i.e., number of
syllables, number of Coltheart’s orthographic neighbors, frequency of the highest frequency neighbor, initial bigram frequency, final bigram frequency, and summated bigram frequency (N = 108 vs. 108), as described in the original study reporting this benchmark effect [32]. (vi) Word similarity effect simulations are implemented with three non-word conditions including 332 letter strings with low word similarity, 4,034 letter strings with intermediate word similarity, and 220 letter strings with high word similarity, as well as 267 words. The words and non-words with high word similarity were matched on quadrigram frequency, whereas words and non-words with intermediate word similarity were matched on bigram frequency. Note that we selected the maximum possible number of items in each group to implement the match. (vii) The word frequency effect, i.e., log. counts per million, was implemented as described in the original benchmark study [14], with N = 3,110 words and pseudowords each; the frequency of pseudowords was set to zero. (viii) Bigram frequency effect simulations are implemented including 3,110 words, pseudowords, and consonant strings each. LCM simulations of lvOT BOLD signal strength were computed as described above.

fMRI-based evaluation: Experiment 1. 90 five-letter words, pseudowords, consonant strings, and words of scrambled letters were presented. In addition, 90 checkerboards and 16 catch trials consisting of hash marks (“#####”) were presented; to which participants responded by a button press and which were excluded from the analysis. Words and pseudowords were matched on characteristics like the OLD20, the number of syllables, and the mean bi-/tri-gram frequency (based on the SUBTLEX frequency database [54]). In addition, words, pseudowords, and consonant strings were matched on letter frequency. Stimuli were presented using Presentation software (Neurobehavioral Systems Inc., Albany, CA, USA) in black courier new font on a white background for 350 ms (1,000 ms inter-stimulus interval/ISI), in six blocks per stimulus category with 16 items each. After two blocks, a fixation cross was presented for 2 s. In addition, six rest blocks (fixation cross) were interspersed. Each block lasted for 16 s, which resulted in approximately 10 min of recording time.

fMRI-based evaluation: Experiment 2. 60 critical five-letter words and pseudowords were presented. In addition, 120 different pseudowords that underwent a learning procedure and, thus, not analyzed here. 10 practice trials, and 30 catch trials consisting of the German word Taste (Button) were presented. Participants responded to catch trials by a button press; these trials were excluded from the analysis. All words and pseudowords consisted of two syllables and were matched on OLD20 and mean bigram frequency. Letter strings were presented by the Experiment Builder software (SR-Research, Ontario, Canada) for 800 ms (yellow Courier New font on gray background; ISI 2,150 ms). To facilitate estimation of the hemodynamic response, an asynchrony between the TR (2,250 ms) and the stimulus presentation was established. In addition, 60 null events (fixation cross as in the ISI) were interspersed among trials. The sequence of presentation was determined by a genetic algorithm [58], which optimized for maximal statistical power and psychological validity. The fMRI session was divided in two runs with a duration of approximately 8 min each.

fMRI-based evaluation: Experiment 3. We presented 200 critical five-letter words, 100 consonant strings, and 100 pseudowords. Besides, we presented ten practice trials and 100 catch/animal trials, each consisting of the German word Taste (Button) or animal names. Participants responded to catch trials in the catch trial task or the animal names in the animal detection task by a button press; we excluded these trials from the analysis. We selected the letter strings based on simulations from the LCM, the IA, and the E&E model so that the stimulus set allowed to differentiate between the alternative models (i.e., see Fig 5G–5I). Letter strings were presented by the Presentation software (Neurobehavioral Systems Inc., Albany, CA, USA) for 800 ms (black Courier New font on gray background; ISI 2,150 ms; i.e., same as for Experiment 3). Also, 100 null events (fixation cross as in the ISI) were interspersed among
A genetic algorithm again determined the sequence of the presentation [58]. We divided the fMRI session into four runs with a duration of approximately 10 min each.

Training-based evaluation. 76 non-native speakers of German completed a three-day training procedure with one session of lexical categorization training per day (see Fig 6A). Reading skill was assessed before and after the training procedure using a frequently-used German reading speed screening procedure as a test of reading skill (Salzburger Lese Screening/SLS; Adult version of [57]). During the training sessions, words and non-words were presented in random order (presentation time until response), and participants had to indicate by button press whether or not the presented letter string was a word (lexical decision). After the button press, feedback on the correctness of the response was given (200 ms; see Fig 6B), and the subsequent trial was presented after an inter-stimulus interval of 1,000 ms (during which a fixation cross was presented). In each session, 1,600 5-letter letter strings, including 800 words, 400 pseudowords, and 400 consonant strings, were presented (total length: about 50 min per training session). Stimuli were selected randomly from the letter strings included as the basis of the LCM (i.e., all lexicon words with five letters and non-words constructed from these words; see Fig 1A). The goal of the random selection was that the word/non-word characteristics, e.g., the word-likeness (OLD20) and word frequency, represent the naturally-occurring distributions in the lexicon to avoid artificial stimulus sets and allow participants to learn based on a representative set of words. Stimulus presentation was implemented with the Experiment Builder software (SR-Research, Ontario, Canada) using mono-spaced Courier-New font, with a visual angle of approximately 0.3˚ per letter. The presentation order of stimuli and experimental conditions was randomized for each participant and each of the three training sessions. For data analysis, we recorded response times and response accuracies.

Analysis of behavioral training data was based on a two-step procedure. First, a linear mixed model was used to estimate the effects of LCM-based entropy, training session, OLD20, logarithmic frequency (per million from the SUBTLEX database), logarithmic stimulus presentation order, lexicality, and the correctness of the response on logarithmically transformed response times. For random effects, we followed the logic of parsimonious mixed models [59] and ended up with a random effect structure that estimated the random effects of the intercepts of stimuli and participants. To investigate the strength of the individual interaction of the LC effect, i.e., the change of the LC effect with training, we estimated the random slope of this interaction term on the participants. Using the ranef() function of the lme4 package in the statistics package R, one can extract each participant’s interaction effect. We used the individual interaction effects estimation for the GLM analysis that used the individual slope estimates from the linear mixed model as a regressor describing the pre-/post-reading speed assessment (see Fig 6F). For Fig 6E, we used the fitted LMM model to visualize the change in the LCM effect across sessions based on simulations using the remef package [60] that allows removing co-varying effects.

Note that we combined this dataset from three studies and that all stimuli including lexical characteristics are available here: https://osf.io/3cjb7/

Data acquisition and analysis

LCM simulations. Statistical comparisons of the simulations presented in Fig 2 were implemented with the lm function in R and p-values were Bonferroni-corrected for multiple comparisons. In total, nine benchmark effects were tested of which the contrast pseudowords>words>consonant strings [31] was a combination of the pseudowords>words [4] and the words>consonant strings [2] contrast. Significant differences were marked in Fig 2 (also implemented for alternative models presented in the S1 Text and S4 Fig with a black horizontal
bar when the direction of the effect was expected from the literature and a red bar when the expected effect direction was violated. Figs 1, 2, 5 and 6 were implemented using ggplot2 in R.

**fMRI data; Experiments 1, 2, and 3.** The three fMRI datasets were measured in two different laboratories (Experiment 1 and 2: University of Salzburg; Experiment 3: Brain imaging Center, Goethe University Frankfurt) at three different time points. This resulted in variation of data acquisition parameters. For this reason, a detailed description of data acquisition parameters is provided in S1 Methods. All experiments were measured using 3 Tesla Siemens Magnetom MR scanners, using BOLD sensitive T2*-weighted gradient echo, echo-planar imaging (EPI) sequence, acquiring 36 axial slices at a TR of 2250 ms.

For experiment 1 and 2 the SPM8 software (http://www.fil.ion.ucl.ac.uk/spm), running on Matlab 7.6 (Mathworks, Inc., MA, USA), was used for preprocessing and statistical analysis. Functional images were realigned, unwarped, corrected for geometric distortions by use of the FieldMap toolbox, and slice-time corrected. In Experiment 1 the high-resolution structural image was pre-processed and normalized using the VBM8 toolbox (http://dbm.neuro.uni-jena.de/vbm8). The image was segmented into gray matter, white matter and CSF, denoised, and warped into MNI space by registering it to the DARTEL template of the VBM8 toolbox using the high-dimensional DARTEL registration algorithm [61]. Based on these steps, a skull-stripped version of the structural image was created in native space. The functional images were co-registered to the skull-stripped structural image and then the parameters from the DARTEL registration were used to normalize the functional images to MNI space. In Experiment 2 the images were co-registered to the high-resolution structural image, which was normalized to the MNI T1 template image. The functional images were further resampled to isotropic 3 × 3 × 3 mm voxels in the fMRI-based Evaluation, Experiment 1, and 2 × 2 × 2 mm voxels in 2, Experiment 2, and smoothed with a 6 mm full width half maximum Gaussian kernel. For Experiment 3, we first set up the fMRI data in the BIDS format [62], which allowed us to use the fMRIPrep preprocessing pipeline [63].

For statistical analysis, in Experiment 1, 2, and 3, a two-stage mixed effects model was used. The first level is subject-specific and models stimulus onsets with a canonical hemodynamic response function and its temporal derivative. Movement parameters from the realignment step and catch trials were modeled as covariates of no interest. A high-pass filter with a cut off of 128 s was applied to the functional imaging data and an AR(1) model [64] corrected for autocorrelation. In Experiment 3, we used the Python-based nistats package for statistical analysis and the nilearn package to create figures [65] to model the fMRI statistics as in the SPM software. For the statistical analysis of ROI data, LMMs [66] were calculated in R (see below).

**Training data.** Linear mixed model (LMM) analysis is a linear regression analysis that is optimized to estimate statistical models with crossed random effects for items [66]. These analyses result in effect size estimates with confidence intervals (SE) and a t-value. t-values larger than 2 are considered significant since this indicates that the effect size ±2 SE does not include zero [67].

For the training data, we used LMMs to analyze the response time data from the LCM training task (i.e., a lexical decision with feedback). First, we excluded response times below 300 ms and above 4000 ms. Second, we log transformed the response times to account for the exponential distribution that typically results from response times measurement. For the regression model, which we used to estimate the change of the entropy effect with training, the core term was a three-way interaction of training session, entropy, and word-likeness (i.e., OLD20). Besides, we controlled for the following covariates: word frequency, lexicality, trial index (i.e., at which position in the training session the letter string was presented), and if the response was erroneous or not. Random effects were the intercepts of letter string and participant.
For this secondary analysis, i.e., correlating individual LCM training effects with reading speed increase, we estimated the random slope of the interaction of entropy with training on the participants. With this individualized interaction estimate, we now have a predictor that can investigate if the LCM specific training effects translate to a reading speed increase. For this analysis, we estimated a linear regression model that predicted the reading speed increase in percent. As predictors, we included the pre-training reading speed and the individual LCM training estimate plus the two parameters’ interaction.
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S2 Fig. fMRI whole-brain analyses based on the parameters from the Interactive account (IA) and engagement and effort model (E&E). Significant correlation results between BOLD signals and parameters from the IA (upper row) and E&E (bottom row) simulations modeled as a single, continuous predictor for the data from Experiment 3. Thresholds for all whole-brain analyses: voxel-level: \( p < .001 \) uncorrected (cluster-forming); cluster level: \( p < .05 \) family-wise error corrected. No other regions than those displayed were significant. (DOCX)

S3 Fig. Word-likeness and lexicality effects for fMRI based Experiment 1. In the main text, we reported an effect of word likeness in occipito-temporal regions posterior to the word-sensitive lvOT cluster in our second and third fMRI experiment (event-related single-trial design; Fig 3A and 3E). While the blocked design of fMRI experiment 1 was not primarily designed to demonstrate such stimulus-specific effects, we nevertheless also subjected this data set to an event-related analysis of word-likeness. Word-likeness, modeled as a continues factor, produced a more widespread activation effect in fMRI study 1, distributed over occipital regions of left and right hemisphere, with greater activity for more word-like letter strings (two
significant clusters: Cluster 1: peak voxel at x = -12, y = -73, z = 1; Left lingual gyrus; T = 7.34; 514 voxels; Cluster 2: peak voxel at x = -6, y = -88, z = 37; Left cuneus; T = 4.0; 67 voxels.

From the ventral view of the left hemisphere, it is visible that the cluster extended into the posterior lvOT, which is not the case in the right hemisphere (Activation effects are visualized at voxel level $p < .001$ uncorrected; cluster level $p < .05$ family-wise error corrected). In addition, we tested the words > pseudowords contrast: no significant activation difference between words and pseudowords was found. Only when neglecting the cluster correction, a small activation cluster was found in left frontal cortex (x = -39, y = 38, z = 25; Left frontal pole; T = 3.7; 7 voxel). To summarize, consistent with the second fMRI experiment, an effect of word-likeness on brain activation was found posterior to lvOT, while the (weak) lexicality effect was observed anterior to lvOT, i.e., in downstream regions of the frontal lobe.
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S4 Fig. LCM implementations and simulations based on three alternative word-likeness measures. In the main text, we report an implementation of the LCM using OLD20 (29) as a measure of word likeness that has been reported in the literature to outperform other measures of word likeness (29). However, it is also possible to implement the LCM based on alternative measures of word-likeness. Here, we report three simulations of the benchmark effects tested in Evaluation 1 (cf. Fig 2), using (a) Coltheart’s neighbors, (b) trigram frequency, and (c) quadrigram frequency, as bases for the LCM simulations. The left-most columns show the distributions of the respective word-likeness measure for different types of letter strings as well as the probabilities of being a word or not and the resulting entropy (categorization uncertainty), analogous to Fig 1 in the main text. It is visible that all three measures are less well able to distinguish between words, pseudowords, and consonant strings than OLD20 (Fig 1A) does. As a result, the resulting entropy function has a different shape than the one derived from OLD20. The LCM implementation based on OLD20 (Figs 1 and 2) clearly outperformed (in terms of correctly predicted effects and estimated effect sizes) these models based on alternative word-likeness measures. When inspecting the pseudoword > words (4) contrast, only the model based on Coltheart’s N (S5A Fig) was able to predict this difference; on the other hand, this was the only model that did not predict the contrast words > consonant strings (2). For description of labels see Figs 1 and 2.
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S5 Fig. Effect of lexicon size on word-likeness estimations and LCM simulations. We assumed that lexicon size influences word-likeness estimations (i.e. the number of items in the lexicon to which e.g. the OLD20 is estimated) and LCM simulations. First, word-likeness distributions for words, pseudowords, and consonant strings, which were used for the LCM model (see Figs 1 and 2; see Materials section), are presented for lexica consisting of the most frequent 100, 1,000, 10,000 and 100,000 words of the SUBTLEX database. When comparing the word-likeness distributions, it becomes obvious that increasing the size of the lexicon results in a better differentiation between letter string categories (e.g., stronger differentiation between words and consonant strings). Simulations from LCM models derived from these distributions (compare to Figs 1 and S5), in the lower panels (line graphs show median LCM simulated activation), showed that the model predicted no difference between categories with very small lexicons. Lexicons with intermediate size already allow a differentiation between consonant strings (yellow) and the other stimulus categories. Starting from lexicons with 10,000 words, clearer differentiation between words (gray) and pseudowords (blue)/pseudohomophones (green) was present. In part, besides established effects such as acquired letter knowledge or grapheme to phoneme conversion (for example (4)), these simulations demonstrate that the increasing lexicon size may account for critical patterns of developmental change.
during literacy acquisition; our present work, in this context, suggests that the lvOT may be an important mediator of such developmental processes.

(DOCX)

S6 Fig. Correlation of the LCM calculated entropy from subsets of the stimuli with the full set of the stimuli. Upper section includes the mean correlation over twenty entropy correlations based on different randomly drawn sets of orthographic stimuli. Note, the proportion of words, pseudowords and consonant clusters was always the same. Lower section shows the standard deviation across the twenty calculations. Data is shown in 1% steps.

(DOCX)

S1 Methods. fMRI measurement parameters.

(DOCX)

Acknowledgments

We thank Anne Hoffmann, Jan Jürges, and Rebekka Tenderra for help with fMRI data acquisition and Benjamin Peters for help with the entropy formulation. In addition, we thank Sophia Haan for helpful comments on a previous version of the manuscript.

Author Contributions

Conceptualization: Benjamin Gagl, Jona Sassenhagen, Christian J. Fiebach.

Data curation: Benjamin Gagl, Fabio Richlan, Philipp Ludersdorfer, Susanne Eisenhauer, Klara Gregorova.

Formal analysis: Benjamin Gagl, Fabio Richlan, Philipp Ludersdorfer, Jona Sassenhagen, Klara Gregorova.

Funding acquisition: Benjamin Gagl, Christian J. Fiebach.

Investigation: Benjamin Gagl, Fabio Richlan, Philipp Ludersdorfer, Susanne Eisenhauer, Klara Gregorova.

Methodology: Benjamin Gagl.

Project administration: Benjamin Gagl.

Resources: Benjamin Gagl, Christian J. Fiebach.

Software: Benjamin Gagl.

Supervision: Benjamin Gagl, Christian J. Fiebach.

Validation: Benjamin Gagl.

Visualization: Benjamin Gagl.

Writing – original draft: Benjamin Gagl, Christian J. Fiebach.

Writing – review & editing: Benjamin Gagl, Christian J. Fiebach.

References

1. Dehaene S, Cohen L. The unique role of the visual word form area in reading. Trends Cogn Sci. 2011; 15: 254–262. https://doi.org/10.1016/j.tics.2011.04.003 PMID: 21592844

2. Cohen L, Lehéry C, Chochon F, Lemer C, Rivaud S, Dehaene S. Language-specific tuning of visual cortex? Functional properties of the Visual Word Form Area. Brain. 2002; 125: 1054–1069. https://doi.org/10.1093/brain/awf094 PMID: 11960895
3. Woolnough O, Donos C, Rollo PS, Forseth KJ, Lakretz Y, Crone NE, et al. Spatiotemporal dynamics of orthographic and lexical processing in the ventral visual pathway. Nat Hum Behav. 2020; 1–10. https://doi.org/10.1038/s41562-020-00982-w

4. Taylor JSH, Rastle K, Davis MH. Can cognitive models explain brain activation during word and pseudo-word reading? A meta-analysis of 36 neuroimaging studies. Psychol Bull. 2013; 139: 766–791. https://doi.org/10.1037/a0030266 PMID: 23046391

5. Richlan F, Kronbichler M, Wimmer H. Functional abnormalities in the dyslexic brain: A quantitative meta-analysis of neuroimaging studies. Hum Brain Mapp. 2009; 30: 3299–3308. https://doi.org/10.1002/hbm.20752 PMID: 19288465

6. Linkersdörfer J, Lonnemann J, Lindberg S, Hasselhorn M, Fiebach CJ. Grey Matter Alterations Co-Localize with Functional Abnormalities in Developmental Dyslexia: An ALE Meta-Analysis. PLOS ONE. 2012; 7: e43122. https://doi.org/10.1371/journal.pone.0043122 PMID: 22916214

7. Pflugshaupt T, Guttbrod K, Wurtz P, Wartburg R von, Nyffeler T, Haan B de, et al. About the role of visual field defects in pure alexia. Brain. 2009; 132: 1907–1917. https://doi.org/10.1093/brain/awp141 PMID: 19498088

8. Hirshorn EA, Li Y, Ward MJ, Richardson RM, Fiez JA, Ghuman AS. Decoding and disrupting left mid fusiform gyrus activity during word reading. Proc Natl Acad Sci. 2016; 113: 8162–8167. https://doi.org/10.1073/pnas.1604126113 PMID: 22916214

9. Wandell BA, Rauschecker AM, Yeatman JD. Learning to See Words. Annu Rev Psychol. 2012; 63: 31–53. https://doi.org/10.1146/annurev-psych-120710-100434 PMID: 21801018

10. Haxby JV, Grady CL, Horwitz B, Ungerleider LG, Mishkin M, Carson RE, et al. Dissociation of object and spatial visual processing pathways in human extrastriate cortex. Proc Natl Acad Sci. 1991; 88: 1621–1625. https://doi.org/10.1073/pnas.88.5.1621 PMID: 2000370

11. Dehaene S, Cohen L, Sigman M, Vincik F. The neural code for written words: a proposal. Trends Cogn Sci. 2005; 9: 335–341. https://doi.org/10.1016/j.tics.2005.04.004 PMID: 15951224

12. Vincik F, Dehaene S, Jobert A, Dubus JP, Sigman M, Cohen L. Hierarchical Coding of Letter Strings in the Ventral Stream: Dissecting the Inner Organization of the Visual Word-Form System. Neuron. 2007; 55: 143–156. https://doi.org/10.1016/j.neuron.2007.05.031 PMID: 17610823

13. Binder JR, Medler DA, Westbury CF, Liebenthal E, Buchanan L. Tuning of the human left fusiform gyrus to sublexical orthographic structure. Neuroimage. 2006; 33: 739–748. https://doi.org/10.1016/j.neuroimage.2006.06.053 PMID: 16956773

14. Kronbichler M, Hutzler F, Wimmer H, Mair A, Staffen W, Ladurner G. The visual word form area and the frequency with which words are encountered: evidence from a parametric fMRI study. Neuroimage. 2004; 21: 946–953. https://doi.org/10.1016/j.neuroimage.2003.10.021 PMID: 15006661

15. Price CJ, Devlin JT. The Interactive Account of ventral occipitotemporal contributions to reading. Trends Cogn Sci. 2011; 15: 246–253. https://doi.org/10.1016/j.tics.2011.04.001 PMID: 21549634

16. Balota DA, Chumbley JI. Are lexical decisions a good measure of lexical access? The role of word frequency in the neglected decision stage. J Exp Psychol Hum Percept Perform. 1984; 10: 340–357. https://doi.org/10.1037/0096-1523.10.3.340 PMID: 624421

17. Benton JR, Medler DA, Westbury CF, Liebenthal E, Buchanan L. Tuning of the human left fusiform gyrus to sublexical orthographic structure. Neuroimage. 2006; 33: 739–748. https://doi.org/10.1016/j.neuroimage.2006.06.053 PMID: 16956773

18. Agrawal A, Hari K, Arun S. A compositiona l neural code in high-level visual cortex can explain jumbled word reading. Baker CI, de Lange FP, Baker CI, editors. eLife. 2020; 9: e54846. https://doi.org/10.7554/eLife.54846 PMID: 32369017

19. Kay KN, Yeatman JD. Bottom-up and top-down computations in word- and face-selective cortex. eLife. 2017; 6: e22341. https://doi.org/10.7554/eLife.22341 PMID: 28226243
24. Kronbichler M, Bergmann J, Hutzler F, Staffen W, Mair A, Ladurner G, et al. Taxi vs. Taksi: On Orthographic Word Recognition in the Left Ventral Occipitotemporal Cortex. J Cogn Neurosci. 2007; 19: 1584–1594. https://doi.org/10.1162/jocn.2007.19.10.1584 PMID: 17933023

25. Schurz M, Sturm D, Richlan F, Kronbichler M, Ladurner G, Wimmer H. A dual-route perspective on brain activation in response to visual words: Evidence for a length by lexicality interaction in the visual word form area (VWFA). Neuroimage. 2010; 49: 2649–2661. https://doi.org/10.1016/j.neuroimage.2009.10.082 PMID: 19896538

26. Rao RPN, Ballard DH. Predictive coding in the visual cortex: a functional interpretation of some extraclassical receptive-field effects. Nat Neurosci. 1999; 2: 79–87. https://doi.org/10.1038/4580 PMID: 10195184

27. Coltheart M, Rastle K, Perry C, Langdon R, Ziegler J. DRC: A dual route cascaded model of visual word recognition and reading aloud. Psychol Rev. 2001; 108: 204–256. https://doi.org/10.1037/0033-295x.108.1.204 PMID: 11212628

28. Forstmann BU, Wagenmakers E-J. An Introduction to Model-Based Cognitive Neuroscience. Springer; 2015.

29. Yarkoni T, Balota D, Yap M. Moving beyond Coltheart’s N: A new measure of orthographic similarity. Psychon Bull Rev. 2008; 15: 971–979. https://doi.org/10.3758/PBR.15.5.971 PMID: 18926991

30. Wimmer H, Ludersdorfer P. Searching for the Orthographic Lexicon in the Visual Word Form Area. In: Lachmann T, Weis T, editors. Reading and Dyslexia: From Basic Functions to Higher Order Cognition. Cham: Springer International Publishing; 2018. pp. 57–69. https://doi.org/10.1007/978-3-319-90805-2_3

31. Mano QR, Humphries C, Desai RH, Seidenberg MS, Stengel BC, et al. The Role of Left Occipitotemporal Cortex in Reading: Reconciling Stimulus, Task, and Lexicality Effects. Cereb Cortex. 2013; 23: 988–1001. https://doi.org/10.1093/cercor/bhs093 PMID: 22505661

32. Richlan F, Gagi B, Hawelka S, Braun M, Schurz M, Kronbichler M, et al. Fixation-Related fMRI Analysis in the Domain of Reading Research: Using Self-Paced Eye Movements as Markers for Hemodynamic Brain Responses During Visual Letter String Processing. Cereb Cortex. 2014; 24: 2647–2656. https://doi.org/10.1093/cercor/bht117 PMID: 23645718

33. Carreiras M, Riba J, Vergara M, Heldmann M, Münte TF. Syllable congruency and word frequency effects on brain activation. Hum Brain Mapp. 2009; 30: 3079–3088. https://doi.org/10.1002/hbm.20730 PMID: 19172625

34. Fiebach CJ, Friederici AD, Müller K, Cramon DY von. fMRI Evidence for Dual Routes to the Mental Lexicon in Visual Word Recognition. J Cogn Neurosci. 2002; 14: 11–23. https://doi.org/10.1162/089892902317205285 PMID: 11798383

35. Graves WW, Desai R, Humphries C, Seidenberg MS, Binder JR. Neural Systems for Reading Aloud: A Multiparametric Approach. Cereb Cortex. 2010; 20: 1799–1815. https://doi.org/10.1093/cercor/bhp245 PMID: 19920057

36. Wimmer H. Characteristics of developmental dyslexia in a regular writing system. Appl Psycholinguist. 1993; 14: 1–33. https://doi.org/10.1017/S0142716400010122

37. Lerma-Usabiaga G, Carreiras M, Paz-Alonso PM. Converging evidence for functional and structural segregation within the left ventral occipitotemporal cortex in reading. Proc Natl Acad Sci U S A. 2018; 115: E9981–E9990. https://doi.org/10.1073/pnas.1803031115 PMID: 30224475

38. Ziegler JC, Bertrand D, Léte B, Grainger J. Orthographic and phonological contributions to reading development: Tracking developmental trajectories using masked priming. Dev Psychol. 2014; 50: 1026–1036. https://doi.org/10.1037/a0035187 PMID: 24294878

39. Hickok G, Poeppel D. The cortical organization of speech processing. Nat Rev Neurosci. 2007; 8: 393–402. https://doi.org/10.1038/nrn2113 PMID: 17431404

40. White AL, Palmer J, Boynton GM, Yeatman JD. Parallel spatial channels converge at a bottleneck in anterior word-selective cortex. Proc Natl Acad Sci. 2019; 116: 10087–10096. https://doi.org/10.1073/pnas.1822371116 PMID: 30962384

41. Caffarra S, Karipidis II, Yablonski M, Yeatman JD. Anatomy and physiology of word-selective visual cortex: From visual features to lexical processing. OSF Preprints; 2021. https://doi.org/10.1007/s00429-021-02384-8 PMID: 34636985

42. Lochy A, Jacques C, Maillard L, Colnat-Coubois S, Rossion B, Jonas J. Selective visual representation of letters and words in the left ventral occipito-temporal cortex with intracerebral recordings. Proc Natl Acad Sci. 2018; 115: E7595–E7604. https://doi.org/10.1073/pnas.1718971115 PMID: 30038000

43. Rajalingham R, Kar K, Sanghavi S, Dehaene S, DiCarlo JJ. The inferior temporal cortex is a potential cortical precursor of orthographic processing in untrained monkeys. Nat Commun. 2020; 11: 3886. https://doi.org/10.1038/s41467-020-17714-3 PMID: 32753603
44. Kar K, Kubilius J, Schmidt K, Issa EB, DiCarlo JJ. Evidence that recurrent circuits are critical to the ventral stream's execution of core object recognition behavior. Nat Neurosci. 2019; 22: 974–983. https://doi.org/10.1038/s41593-019-0392-5 PMID: 31036945

45. Bao P, She L, McGill M, Tsao DY. A map of object space in primate inferotemporal cortex. Nature. 2020; 583: 103–108. https://doi.org/10.1038/s41586-020-2350-5 PMID: 32494012

46. Srihasam K, Vincent JL, Livingstone MS. Novel domain formation reveals proto-architecture in inferotemporal cortex. Nat Neurosci. 2014; 17: 1776–1783. https://doi.org/10.1038/nn.3855 PMID: 25362472

47. Cichy RM, Kaiser D. Deep Neural Networks as Scientific Models. Trends Cogn Sci. 2019; 23: 305–317. https://doi.org/10.1016/j.tics.2019.01.009 PMID: 30795896

48. Ma WJ, Peters B. A neural network walks into a lab: towards using deep nets as models for human behavior. ArXiv200502181 Cs Q-Bio. 2020 [cited 3 Feb 2021]. Available: http://arxiv.org/abs/2005.02181

49. Güçlü U, Gerven MAJ van. Deep Neural Networks Reveal a Gradient in the Complexity of Neural Representations across the Ventral Stream. J Neurosci. 2015; 35: 10005–10014. https://doi.org/10.1523/JNEUROSCI.5023-14.2015 PMID: 26157000

50. Kay KN. Principles for models of neural information processing. Neuroimage. 2018; 180: 101–109. https://doi.org/10.1016/j.neuroimage.2017.08.016 PMID: 28793238

51. Galg B, Weyers I, Mueller JL. Speechless Reader Model: A neurocognitive model for human reading reveals cognitive underpinnings of baboon lexical decision behavior. Proc Annu Meet Cogn Sci Soc. 2021; 43. Available: https://escholarship.org/uc/item/1w2718xx

52. Forstmann BU, Wagenmakers E-J, Eichele T, Brown S, Serences JT. Reciprocal relations between cognitive neuroscience and formal cognitive models: opposites attract? Trends Cogn Sci. 2011; 15: 272–279. https://doi.org/10.1016/j.tics.2011.04.002 PMID: 21612972

53. Levenshtein VI. Binary codes capable of correcting deletions, insertions, and reversals. Sov Phys Dokl. 1966; 10: 707–710.

54. Brysbaert M, Buchmeier M, Conrad M, Jacobs AM, Bölte J, Böhl A. The Word Frequency Effect. Exp Psychol. 2011; 58: 412–424. https://doi.org/10.1027/1618-3169/a000123 PMID: 21768069

55. Kay KN. Principles for models of neural information processing. Neuroimage. 2018; 180: 101–109. https://doi.org/10.1016/j.neuroimage.2017.08.016 PMID: 28793238

56. Cover TM, Thomas JA. Elements of Information Theory. John Wiley & Sons; 2006.

57. Auer M, Guber G, Wimmer H, Mayringer H. Salzburger Lese-Screening für die Klassenstufen 1–4. Hogrefe, Verlag für Psychologie; 2005. Available: https://www.testzentrale.de/shop/salzburger-lese-screening-fuer-die-klassenstufen-1-4.html

58. Wager TD, Nichols TE. Optimization of experimental design in fMRI: a general framework using a genetic algorithm. Neuroimage. 2003; 18: 293–309. https://doi.org/10.1016/s1053-8119(02)00046-0 PMID: 12595184

59. Bates D, Kliegl R, Vasishth S, Baayen H. Parsimonious Mixed Models. ArXiv150604967 Stat. 2015 [cited 21 Sep 2017]. Available: http://arxiv.org/abs/1506.04967

60. Hohenstein S, Kliegl R. remef: Remove Partial Effects. 2017. Available: https://github.com/hohenstein/remef

61. Ashburner J. A fast diffeomorphic image registration algorithm. Neuroimage. 2007; 38: 95–113. https://doi.org/10.1016/j.neuroimage.2007.07.007 PMID: 17761438

62. Gorgolewski KJ, Auer T, Calhoun VC, Craddock RC, Das S, Duff EP, et al. The brain imaging data structure, a format for organizing and describing outputs of neuroimaging experiments. Sci Data. 2016; 3: 1–9. https://doi.org/10.1038/sdata.2016.44 PMID: 27326542

63. Esteban O, Markiewicz CJ, Blair RW, Moodie CA, Isik AI, Erramuzpe A, et al. fMRIPrep: a robust preprocessing pipeline for functional MRI. Nat Methods. 2019; 16: 111–116. https://doi.org/10.1038/s41592-018-0235-4 PMID: 30532080

64. Friston KJ, Glaser DE, Henson RNA, Kiebel S, Phillips C, Ashburner J. Classical and Bayesian Inference in Neuroimaging: Applications. Neuroimage. 2002; 16: 484–512. https://doi.org/10.1006/nimg.2002.1091 PMID: 12030833

65. Abraham A, Pedregosa F, Eickenberg M, Gervais P, Mueller A, Kossaifi J, et al. Machine learning for neuroimaging with scikit-learn. Front Neuroinformatics. 2014; 8. https://doi.org/10.3389/fninf.2014.00014 PMID: 24600388

66. Bates D, Mächler M, Bolker B, Walker S. Fitting Linear Mixed-Effects Models Using lme4. J Stat Softw. 2015; 67: 1–48. https://doi.org/10.18637/jss.v067.i01
67. Kliegl R, Wei P, Dambacher M, Yan M, Zhou X. Experimental effects and individual differences in linear mixed models: estimating the relationship between spatial, object, and attraction effects in visual attention. Front Psychol. 2011; 1: 238. https://doi.org/10.3389/fpsyg.2010.00238 PMID: 21833292