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ABSTRACT
We present here 21 cm predictions from high dynamic range simulations for a range of reionization histories that have been tested against available Lyα and CMB data. We assess the observability of the predicted spatial 21 cm fluctuations by ongoing and upcoming experiments in the late stages of reionization in the limit in which the hydrogen spin temperature is significantly larger than the CMB temperature. Models consistent with the available Lyα data and CMB measurement of the Thomson optical depth predict typical values of 10–20 mK^2 for the variance of the 21 cm brightness temperature at redshifts z = 7–10 at scales accessible to ongoing and upcoming experiments (k ≲ 1 cMpc^{-1}h). This is within a factor of a few magnitude of the sensitivity claimed to have been already reached by ongoing experiments in the signal rms value. Our different models for the reionization history make markedly different predictions for the redshift evolution and thus frequency dependence of the 21 cm power spectrum and should be easily discernible by LOFAR (and later HERA and SKA1) at their design sensitivity. Our simulations have sufficient resolution to assess the effect of high-density Lyman limit systems that can self-shield against ionizing radiation and stay 21 cm bright even if the hydrogen in their surroundings is highly ionized. Our simulations predict that including the effect of the self-shielded gas in highly ionized regions reduces the large scale 21 cm power by about 30%.

Key words: dark ages, reionization, first stars – galaxies: high-redshift – intergalactic medium

1 INTRODUCTION
Finally unraveling the complete ionization history of hydrogen with high-redshift 21 cm observations is the major science driver of currently operating and planned low-frequency radio telescopes. Achieving the necessary dynamic range for accurate models of the reionization process has thereby been recognized as a key challenge (Trac & Gnedin 2011). Numerical simulations that aim to be self-consistent in their modeling of ionizing sources and the radiative transfer of ionizing photons in the intergalactic medium (IGM) cannot account for the clustering of sources or the structure of the ionization field on scales greater than ∼ 10 comoving Mpc (Finkler et al. 2012, 2013; So et al. 2014; Pawlik et al. 2015). On the other hand, simulations that can take these large scale effects into consideration have low spatial and mass resolution and are unable to consistently model small-scale effects such as radiative feedback on ionizing sources and self-shielding of high density regions in the IGM (Lidz et al. 2007; Thomas et al. 2009; Aubert & Teyssier 2010; Ahn et al. 2012; Shapiro et al. 2012; Bauer et al. 2015; Aubert et al. 2015).

Simulations are nevertheless crucial for the ongoing and upcoming experiments that aim to detect the 21 cm signal from the epoch of reionization (Iliev et al. 2015). The 21 cm brightness distribution is expected to eventually become the ultimate probe of reionization. The design of instruments capable of detecting this signal is guided by its predictions from numerical simulations (e.g., Parsons et al. 2012). Simulations are also crucial in the interpretation of the results of these experiments (Greig et al. 2016), all of which aim to detect the 21 cm signal statistically. Thus, given their relevance, not only should these simulations have a large enough dynamic range to be self-consistent and convergent but they should also be consistent with other currently available constraints on the epoch of reionization. Due to their computational cost, most simulations of the 21 cm signal lack one or both of these properties.

It has been argued that the goal of self-consistent large
scale simulation of cosmic reionization is now gradually coming within reach thanks to Moore’s Law (Gnedin 2014; Gnedin & Kaurow 2014; Ocvirk et al. 2015; Norman et al. 2015), but semi-numerical and analytical methods of reionization modeling continue to remain attractive for efficient and flexible exploration of the parameter space, especially given the paucity of data at high redshifts (Mesinger & Furlanetto 2007; Geil & Wyithe 2008; Choudhury et al. 2009; Mesinger et al. 2011; Kulkarni & Choudhury 2011; Venkatesan & Benson 2011; Kuhlen & Faucher-Giguère 2012; Alvarez & Abel 2012; Mitra et al. 2013; Zhou et al. 2013; Battaglia et al. 2013; Robertson et al. 2013; Kaurow & Gnedin 2013; Schacchi & Mesinger 2014; Paranjape & Choudhury 2014; Mitra et al. 2015; Hassan et al. 2016).

In this paper, we combine a high dynamic range cosmological simulation with an excursion set based model for the growth of ionized regions to predict the 21 cm signal during the epoch of reionization. We follow the approach of Choudhury et al. (2015; hereafter CPHB15) to calibrate the simulation parameters such that they reproduce the IGM Lyman-α (Lyα) opacity at $z \lesssim 6$ (Fan et al. 2006; Becker et al. 2015; McGreer et al. 2015) as well as the cosmic microwave background (CMB) constraints on the electron scattering optical depth (Planck Collaboration 2016a,b). The advantage of this approach is that once the reionization history is given, all other quantities of interest—such as the photoionization rate, emissivity of ionizing sources, and the clumping factor—can be calculated self-consistently from the simulation box at each redshift. This enables us to simulate concordant models of reionization consistent with a wide variety of observations without losing the dynamic range of our simulations.

CPHB15 applied this method to study the evolution of Lyα emission in high-redshift galaxies by calibrating a “hybrid” cosmological simulation box, which was created by combining a low-resolution cosmological simulation box at large scales with a high-resolution simulation box at small scales. A similar approach was used by Mesinger et al. (2015) to study the evolution of the Lyman-α emitter fraction of high-redshift galaxies. In their approach, a seminumerical scheme was used to obtain the low-resolution simulation. The hybrid box used in CPHB15 formally had very high dynamical range (equivalent to a cosmological simulation with $2 \times 5120^3$ particles in a $100 h^{-1}$Mpc box) but did not correctly represent the clustering of matter at scales larger than the size of the small box, which was $10 h^{-1}$Mpc. Thus from the point of view of deriving the cosmological 21 cm signal, hybrid boxes are of little use as they fail to yield, e.g., the $21$ cm power spectrum at scales of interest. The main improvement in the simulation method used in this work is the use of a cosmological hydrodynamical simulation with improved dynamic range.

We follow CPHB15 and consider three different reionization histories for our analysis. One of our reionization histories follows the widely used model of the meta-galactic UV background by Haardt & Madau (2012; hereafter HM12). This model was tuned to match the constraints on reionization from the Wilkinson Microwave Anisotropy Probe (WMAP; Jarosik et al. 2011) and predicts an electron scattering optical depth higher than the recent Planck measurements (Planck Collaboration 2016a,b). We therefore explore two other reionization histories in which reionization is completed later than in the HM12 model and the electron scattering predictions are consistent with Planck results.

In addition to the evolution of the ionized fraction, the $21$ cm signal also depends on the distribution of optically thick systems that are self-shielded from the ionizing radiation. Such systems, which are high-redshift counterparts of the Lyman-limit systems seen in quasar absorption spectra, are usually missed by low resolution simulations. We leverage our high dynamic range to study the effect of these self-shielded regions on the $21$ cm signal using a prescription for self-shielding provided by Rahmati et al. (2013). Finally, we consider whether our predicted signal can be observed by five ongoing and upcoming $21$ cm experiments. The main aim of the paper is thus to use models that are calibrated to existing data and predict the $21$ cm signal and its detectability at different redshifts.

We describe our simulations and the calibration procedure in Section 2. Section 3 presents our predictions for the $21$ cm signal and its observability in ongoing and future experiments. We investigate the effect of various assumptions on our results in Section 4 and conclude with a discussion in Section 5. Our ΛCDM cosmological model has $\Omega_M = 0.0482$, $\Omega_m = 0.308$, $\Omega_L = 0.692$, $h = 0.678$, $n = 0.961$, $\sigma_8 = 0.829$, and $Y_{He} = 0.24$ (Planck Collaboration 2014).

2 CALIBRATED SIMULATIONS OF COSMIC REIONIZATION

Our $21$ cm predictions are based on cosmological hydrodynamical simulations with large dynamic range that are part of the Sherwood simulation suite and were run as part of a large ($15$ million core hour, PI: James Bolton) PRACE simulation program (Bolton et al. 2016). Sources of ionizing radiation are placed in dark matter haloes identified in the simulation, and an ionization field is obtained using the well-known excursion set approach. This resultant ionization field is then calibrated to a given reionization history, while accounting for residual neutral gas in ionized regions. The reionization history used for calibration is chosen carefully such that it is consistent with a range of Lyα and CMB data. In this manner, our models self-consistently predict the large scale distribution of neutral hydrogen with high resolution for reionization histories consistent with data that constrain the ionization state of hydrogen during the late stages of reionization.

2.1 Large Scale Ionization Field

The Sherwood simulation suite has been run using the energy- and entropy-conserving TreePM smoothed particle hydrodynamical (SPH) code p-gadget-3, which is an updated version of the gadget-2 code (Springel et al. 2001; Springel 2005). Our base simulation was performed in a cubic box of length $160 h^{-1}$Mpc on a side. Periodic boundary conditions were imposed. The number of gas and dark matter particles were both initially $2048^3$. This corresponds to a dark matter particle mass of $M_{\text{DM}} = 3.44 \times 10^5 h^{-1} M_\odot$ and gas particle mass of $M_{\text{gas}} = 6.38 \times 10^4 h^{-1} M_\odot$. The softening length was set to $b_{\text{soft}} = 3.13 h^{-1}$kpc. The simulation evolves the gas and dark matter density fields from $z = 99$ to $z = 2$. We use the QUICK_LYALPHA flag in p-gadget-3.
Figure 1. Distribution of gas density at $z = 7$. Black symbols denote the locations of centres of masses of dark matter haloes. Shaded areas in both panels show ionized regions identified by the excursion set method. Colour scale shows the gas density. The left panel shows the ionization field for $\zeta_{\text{eff}} = 0.5$, which corresponds to $Q_V = 0.31$. The right panel shows the ionization field for $\zeta_{\text{eff}} = 1.0$, which corresponds to $Q_V = 0.94$.

in order to speed up the simulation: gas particles with temperature less than $10^5$ K and overdensity of more than a thousand times the mean baryon density are converted to collisionless stars and removed from the hydrodynamical calculation (Viel et al. 2004).

In addition to the cosmological evolution of baryons and dark matter, the simulation implements photoionization and photoheating of baryons by calculating the equilibrium ionization balance of hydrogen and helium in a optically thin UV background based on the model of Haarrit & Madau (2012), modified so that the resultant IGM temperature agrees with the measurements by Becker et al. (2011). Radiative cooling is implemented by taking into account cooling via two-body processes such as collisional excitation of H i, He i, and He ii, collisional ionization of H i, He i, and He ii, recombination, and Bremsstrahlung (Katz et al. 1996). Likewise, P-GADGET-3 also includes inverse Compton cooling off the CMB (Ikeuchi & Ostriker 1986), which can be an important source of cooling at high redshifts. We ignore metal enrichment and its effect on cooling rates, which is a good approximation for the IGM. In the redshift range relevant to this paper, we use snapshots of the particle positions at $z = 10, 8, 7, 6$. Dark matter haloes are identified using the friends-of-friends algorithm. To calculate power spectra, we project the relevant particles onto a grid to create a density field, using the cloud-in-cell (CIC) scheme. After calculating the power spectrum, we deconvolve the CIC kernel, ignoring small errors due to aliasing on the smallest scales (Cui et al. 2008).

Having obtained the gas density field from the cosmological simulation, we then derive the ionization field corresponding to a distribution of sources with some ionizing emissivity. We assume that the total number of ionizing photons produced by a halo, $N_\gamma$, is proportional to its mass $M$. (We further discuss and vary this assumption in Section 4.1.) The minimum halo mass in our simulation is $1.6 \times 10^8 \ h^{-1} M_\odot$; the maximum halo mass at $z = 7$ is $2.1 \times 10^{12} \ h^{-1} M_\odot$. A grid cell at position $\mathbf{x}$ is ionized if the condition

$$\langle n_\gamma(\mathbf{x}) \rangle_R > \langle n_\text{HI}(\mathbf{x}) \rangle_R (1 + \bar{N}_\text{rec}),$$

is satisfied in a spherical region centred on the cell for some radius $R$ (Furlanetto et al. 2004; Choudhury et al. 2009; Mesinger et al. 2011). Here, the averages are over the spherical region, $n_\text{HI}$ is the hydrogen number density,

$$n_\gamma = \int_{M_{\text{min}}}^\infty \frac{dM}{dM} \frac{dn}{dM} N_\gamma(M),$$

where $dn/dM$ is the halo mass function within the spherical region, $M_{\text{min}}$ is the minimum halo mass that contributes ionizing photons, $N_\gamma(M)$ is the number of ionizing photons from a halo of mass $M$, and $N_{\text{rec}}$ is the average number of recombination per hydrogen atom in the IGM. The condition in Equation (1) can be recast as

$$\zeta_{\text{eff}} f(\mathbf{x}, R) \geq 1,$$

where

$$f \propto \rho_m(R)^{-1} \int_{M_{\text{min}}}^\infty \frac{dM}{dM} \frac{dn}{dM} N_\gamma(M).$$

Here $\rho_m(R)$ is the average matter density in the sphere of radius $R$. The quantity $f$ is identical to the collapsed fraction $f_{\text{coll}}$ if $N_\gamma(M) \propto M$. The parameter $\zeta_{\text{eff}}$ here is the effective ionizing efficiency, which corresponds to the number of photons in the IGM per hydrogen atom in stars, compensated for the number of hydrogen recombinations in the IGM. It is the only parameter that determines the large scale ionization field in this approach. Cells that do not satisfy the criterion in Equation (3) are at least partially neutral, and are assigned an ionized fraction $\zeta_{\text{eff}} f(\mathbf{x}, R_{\text{min}})$, where $R_{\text{min}}$ is the length of the cell. We denote the ionized volume fraction in a cell $i$ as $Q_i$. The total volume-weighted ionized fraction
Figure 2. Neutral hydrogen overdensity ($\Delta_{HI} \equiv n_{HI}/\bar{n}_{HI}$) along a randomly selected sightline at $z = 7$ from the Late/Default model. Panel (a) shows the neutral hydrogen density distribution in absence of self-shielding; panel (b) shows the density distribution when self-shielding is assumed. Panels (c) and (d) show the total gas overdensity ($\Delta_{gas} \equiv n_{gas}/\bar{n}_{gas}$) and the large scale ionization field (here shown as the neutral hydrogen fraction, $1 - Q_i$) along the same sightline. The region from about 30 to 150 $h^{-1}$cMpc is ionized, but high density locations within this region can self-shield.

is then $Q_V \equiv \sum_i Q_i/n_{cell}$, where $n_{cell}$ is the number of grid cells.

Figure 1 shows the ionization field in a 1.25 $h^{-1}$cMpc deep slice of our simulation. The colour scale shows the gas density distribution. Black symbols denote the locations of the centres of masses of dark matter haloes. The left and right panels of Figure 1 show the ionization field corresponding to $\zeta_{eff} = 0.5$ and 1, respectively. As expected, the volume-weighted ionization fraction increases with $\zeta_{eff}$. Ionized regions prefer overdensities around dark matter haloes. Similar large-scale ionization fields obtained using the excursion set approach have been shown to agree with results of low resolution radiative transfer simulations (Majumdar et al. 2014). However, the excursion set method misses high resolution features, such as self-shielded high density sinks of ionizing photons within the ionized regions (Sobacchi & Mesinger 2014). A second, related, drawback is that the distribution of ionized IGM in Figure 1 is not calibrated to any observational constraints.

2.2 Calibration

We calibrate the large scale ionization field obtained by the procedure described above to a chosen reionization history, incorporating inhomogeneities within ionized regions. This is done using the method developed by CPHB15, which we now describe. The aim here is to use the density field from the hydrodynamical simulation and the ionization field from the excursion set approach to derive the spatial distribution of the photoionization rate $\Gamma_{HI}$ that reproduces a given reionization history. As we will see below, this calibration is equivalent to solving the globally averaged radiative transfer equation at high resolution, without the concomitant numerical cost.

Following CPHB15, we consider three reionization histories for calibration:

- **HM12**: This model corresponds to the ionization history predicted by the widely used model of the meta-galactic UV background by Haardt & Madau (2012). In this model, ionized regions overlap and the universe is completely reionized at $z = 6.7$. The galaxy UV emissivity traces the cosmic star formation history determined from galaxy UV luminosity function measurements at $z > 6$ (Robertson et al. 2013). The escape fraction of ionizing radiation increases with redshift. The clumping factor of the high redshift IGM is determined from simulations that are similar to our fiducial simulation but with smaller box sizes so that the resolution is higher by a factor of 4. In this model, quasars and Population III stars make a negligible contribution to the reionization photon budget.

  The HM12 model agrees reasonably well with the background photoionization rate determined from the Lyman forest at $z < 6$ (Faucher-Giguère et al. 2009; Becker & Bolton 2013) and from quasar proximity zones at $z \sim 6$ (Wyithe & Bolton 2011; Calverley et al. 2011), albeit with notable differences (Puchwein et al. 2015; Chardin et al. 2015). The value of the electron scattering optical depth to the last scattering surface in this model is $\tau = 0.084$, which agrees with the
WMAP nine-year measurements ($\tau = 0.089 \pm 0.014$; Hinshaw et al. 2013). This value, however, is inconsistent at more than 1-σ level with the much lower value of the optical depth reported by Planck ($\tau = 0.058 \pm 0.012$; Planck Collaboration 2016b).

- **Late/Default**: CPHB15 found that the rapid disappearance of Lyα emitters with increasing redshift at $z > 6$ suggest a somewhat later reionization than predicted by the HM12 model. We have therefore chosen the “Late” model of CPHB15 as our default reionization model, which we call “Late/Default”. In this model, reionization is complete at $z \approx 6$. The electron scattering optical depth in this model is $\tau = 0.068$. This reionization history is consistent with constraints derived by Mitra et al. (2015), and Greig et al. (2016). As we will see the evolution of the neutral hydrogen fraction is also very similar with the default model in the suite of radiative transfer simulations performed by Chardin et al. (2015) that fits the Lyα forest absorption data very well. Chardin et al. (2015) use hydrodynamical simulation boxes with sufficient resolution to resolve Lyα forest absorption features and post-process them with the cosmological radiative transfer code ATON (Aubert & Teyssier 2008). These simulations are able to capture the sudden increase of the ionizing photon mean free path and the mean photoionization rate due to overlap of H II regions towards the end of reionization. As shown by Chardin et al. (2015), this reionization model also agrees well with the photoionization rate measurements at $z < 6$ (Faucher-Giguère et al. 2009; Wyithe & Bolton 2011; Calverley et al. 2011; Becker & Bolton 2013). In their radiative transfer simulation, the abundance of sources is thereby consistent with UV luminosity function measurements at $z > 6$ (Robertson et al. 2013).

- **Very Late**: Finally, we also consider the “Very Late” model introduced by CPHB15. In this model, reionization completes at $z = 6$ (similar to the Late/Default model), but the ionized fraction $Q_V$ evolves more rapidly at $z > 6$. The electron scattering optical depth in this case is reduced to $\tau = 0.055$. This reionization history is consistent with constraints derived by Mitra et al. (2015) and Greig et al. (2016) and models developed by Khaire et al. (2016).

Table 1 summarizes these three models, together with three variations on the Late/Default model that we consider later in this paper. Each of the above three reionization models is specified by the redshift evolution of the volume-weighted ionization fraction $Q_V$. Our simulated ionization field is calibrated to the given reionization model in two steps. In the first step, the effective ionization parameter $\zeta_{\text{eff}}$ is tuned to get the volume-weighted ionization fraction predicted by the reionization model at the corresponding redshift. In the second step, we obtain the photoionization rate distribution within the ionized regions by solving the globally averaged radiative transfer equation

$$\frac{dQ_V}{dt} = \frac{\dot{n}_{\text{ion}}}{n_H} - \frac{Q_V}{t_{\text{rec}}}$$

for the photoionization rate $\Gamma_{HI}$.

Note that in Equation (5) the first term on the right hand side is determined by the average comoving photon emissivity $\dot{n}_{\text{ion}}$ which is related to the photoionization rate by (Kuhlen & Faucher-Giguère 2012; Becker & Bolton 2013)

$$\dot{n}_{\text{ion}} = \frac{\Gamma_{HI}Q_V}{(1+z)^2\sigma_T\lambda_{\text{mfp}}} \left( \frac{\alpha_b + 3}{\alpha_s} \right),$$

where $\alpha_b$ is the spectral index of the ionizing sources at $\lambda < 912$ Å and $\alpha_s$ is the spectral index of the ionizing “background” within ionized regions. The mean free path $\lambda_{\text{mfp}}$ also depends on the photoionization rate $\Gamma_{HI}$. (We will discuss below how the mean free path is determined.) The $\Gamma_{HI}$ defined above is the photoionization rate within ionized regions. The corresponding globally averaged value is given by $\Gamma_{HI}Q_V$. We use the same value for the quantity $(\alpha_b + 3)/\alpha_s$ as that used by Haardt & Madau (2012). It is estimated from the model of Haardt & Madau (2012) by computing the ratio $\dot{n}_{\text{ion}}/\lambda_{\text{mfp}}/(\Gamma_{HI}Q_V)$.

The second term on the right hand side of Equation (5) is also related to the photoionization rate. The recombination time is given by

$$t_{\text{rec}} = \frac{1}{C\alpha_{R} \chi_{\text{HI}}(1+z)^2},$$

where $C = \left( \langle \rho_{\text{HI}} \rangle / \langle \rho_{\text{HII}} \rangle \right)^2$ is the clumping factor in the ionized regions, $\alpha_R$ is the recombination rate, and $\chi = 1.08$ is the number of electrons per hydrogen nucleus (assuming that He i is completely ionized in H II regions). The time scale $t_{\text{rec}}$ is dependent on the photoionization rate via the clumping factor.

Table 1. Reionization models considered in this paper. Models 1–3 represent the three reionization histories considered. The “Late/Default” model is our preferred model of reionization. Models 2a and 2b are variations on the Late/Default model. The reionization history in these models is identical to the Late/Default model, but other details have changed. The “High Mass” model has only relatively high mass haloes, while in the “Nonlinear” model, the number of ionizing photons contributed by a halo, $N_s(M)$, defined in Equation (2), has a nonlinear dependence on the halo mass. Model 2c uses a higher resolution base simulation together with Late/Default reionization history to check our results for convergence; this model is discussed in Appendix A.
2.3 Self-shielding

Because of the high resolution of our simulation, it is possible to account for self-shielding and an inhomogeneous photoionization rate distribution in ionized regions. Self-shielding is implemented in our simulation during the process of solving Equation (5) for the photoionization rate. For a given photoionization rate $\Gamma_{\text{HI}}$ in a grid cell, the neutral fraction $x_{\text{HI}} \equiv n_{\text{HI}}/n_{\text{H}}$ of the cell is given by

$$x_{\text{HI}}^{\text{local}} = \frac{\chi n_{\text{H}} (1 - x_{\text{HI}})^2}{\Omega R},$$

(8)

where $\Gamma_{\text{HI}}^{\text{local}}$ is the local photoionization rate in the cell. This density-dependent photoionization rate is obtained from the background photoionization rate $\Gamma_{\text{HI}}$ using the fitting function obtained by Rahmati et al. (2013) from radiative transfer simulations

$$\frac{\Gamma_{\text{HI}}^{\text{local}}}{\Gamma_{\text{HI}}} = 0.98 \left[ 1 + \left( \frac{\Delta H}{\Delta ss} \right) \right]^{-2.28} + 0.02 \left[ 1 + \frac{\Delta H}{\Delta ss} \right]^{-0.84}.$$  

(9)

Here $\Delta_{ss}$ is a self-shielding density threshold given by (Schaye 2001; Furlanetto et al. 2005; Rahmati et al. 2013)

$$\Delta_{ss} = 36 \left( \frac{\Gamma_{\text{HI}}}{10^{-12} \text{ s}^{-1}} \right)^{2/3} \left( \frac{T}{10^4 \text{ K}} \right)^{2/15} \times \left( \frac{\mu}{6.01} \right)^{1/3} \left( \frac{f_\text{e}}{1.08} \right)^{-2/3} \left( \frac{1 + z}{8} \right)^{-3},$$

(10)

where $T$ is the gas temperature, $\mu$ is the mean molecular weight, and $f_e = n_e/n_{\text{H}}$ is the ratio of free electron and
hydrogen number densities. We assume $T = 10^4$ K in ionized regions.

Figure 2 illustrates the effect of self-shielding by showing the distribution of neutral hydrogen density, total gas density, and the ionization field along a line of sight through the simulation box at $z = 7$ for the Late/Default model. Panel (a) shows the H I density distribution in the absence of self-shielding. Panel (b) shows the H I density distribution with self-shielding. Panels (c) and (d) show the total gas overdensity and the large scale ionization field along this line of sight. In the absence of self-shielding the photoionization rate is constant across the large ionized region from $x \sim 25$ to $150 \, h^{-1} \text{cMpc}$ and the neutral hydrogen fraction is significantly non-zero only outside this region. In contrast, panel (b) shows the neutral hydrogen distribution when self-shielding is applied following the prescription in Equations (8) and (9). Locations within ionized regions now show high neutral hydrogen fraction if they have sufficiently high density as seen, e.g., at around $x \sim 100$ and $120 \, h^{-1} \text{cMpc}$. Our calibration technique allows us to account for these self-shielded regions.

With a chosen self-shielding criterion, we obtain a neutral hydrogen distribution across the box. This can then also be used to calculate the mean free path of ionizing photons. To estimate the mean free path, we calculate the mean transmission of $912 \, \text{Å}$ across a large number of sightlines through the box. Figure 3 shows the mean transmission obtained from 1000 sightlines in the box at $z = 7$ corresponding to the two self-shielding cases shown in Figure 2. The mean free path $\lambda_{\text{mfp}}$ is then just obtained by fitting the mean transmission by

$$
\langle \exp (-\tau_{\text{912}}) \rangle = F_0 \exp \left(-\frac{x}{\lambda_{\text{mfp}}} \right),
$$

where $x$ is the position along a sightline, as expected for radiative transfer in a highly ionized medium (Rybicki & Lightman 1985).

Figure 4 shows the result of calibrating our simulation to the HM12 (purple curves and symbols), Late/Default (red curves and symbols), and Very Late (blue curves and symbols) reionization models at redshifts $z = 7, 8$, and $10$. The volume-weighted ionization fraction, $Q_{V, i}$, in the simulation is matched to the model by tuning the effective ionization emissivity parameter $\zeta_{\text{eff}}$. We then get a good agreement between the mean free path and clumping factor in the simulation and the models. This is reflected in the good agreement on the total ionizing photon emission rate, $n_{\text{ion}}$, and the photoionization rate. Note that Figure 4 shows the clumping factor of regions with overdensity less than 100 for consistency. In our analysis, we use the clumping factor calculated throughout the ionized regions. At redshift 10, the low value of the photoionization rate in Equation (10) results in an unrealistically low value of $\Delta_{\text{ss}}$, which can potentially self-shield all the gas in the ionized regions. This problem has been noted by CPHB15. Here we restrict $\Delta_{\text{ss}} \geq 10$ while calibrating our simulation at this redshift. As already discussed the reionization history in our Late/Default model is very similar to the default model in Chardin et al. (2015). Note that the required ionizing emissivity (upper right panel) in the simulations of Chardin et al. (2015) depends on resolution due to recombinations in the host haloes of the ionizing sources. The simulations of Chardin et al. (2015) are furthermore monochromatic. The ionizing emissivities therefore differ between their work and our model, even though the evolution of the ionized volume fraction is very similar.
The calibrated ionization field calculated above can now be used to derive the 21 cm brightness distribution from the epoch of reionization. Due to the calibration procedure described above, this distribution accounts for inhomogeneous recombinations in self-shielded regions of the IGM and is consistent with a variety of other constraints on reionization.

### 3.1 21 cm brightness temperature

The 21 cm brightness temperature can be approximated as

\[ T_b(x) = T_{b,H}(x) \Delta(x), \]  

(12)

where the mean temperature \( T_b \approx 22\text{mK}[(1+z)/7]^{1/2} \) (Choudhury et al. 2009). The above relation does not account for the fluctuations in the spin temperature, i.e., it implicitly assumes that the spin temperature is much greater than the CMB temperature and that the Ly \( \alpha \) coupling is sufficiently complete throughout the IGM. These conditions are likely met in the redshift range considered here, when the global ionized fraction is greater than a few per cent (Pritchard & Loeb 2012; Ghara et al. 2015).

Figure 5 shows light cones through the ionization field and 21 cm brightness distribution in our simulation from \( z = 6 \) to 10 for the Late/Default reionization model. The horizontal span of the figure is \( \approx 1200 h^{-1}\text{Mpc} \), corresponding to the comoving distance from \( z = 6 \) to 10. As expected, the neutral regions are the brightest in 21 cm, but there are also self-shielded regions with \( T_b \sim 1-10\text{mK} \) within the ionized regions. The number of 21 cm bright regions increases with redshift. It should be noted here that given a reionization history the resultant morphology of the ionized regions in this model is not unique; it is dictated by our assumptions that the total ionizing photon contribution of a halo is proportional to its mass, our assumptions about the spectral index of each source, and the mass range of haloes considered. We consider these issues in greater detail in Section 4 below.

To understand the influence of recombinations on the 21 cm brightness, Figure 6 shows the distribution of the 21 cm brightness temperature in our Late/Default model at redshifts \( z = 7, 8, \) and 10 with and without self-shielding. To obtain the brightness distribution without self-shielding, we repeat the calibration procedure described in Section 2.2 but force the photoionization rate to be uniform within the ionized regions. For a given volume weighted ionization fraction, this typically results in a higher photoionization rate than the self-shielded case, as the mean free path of ionizing photons is significantly larger in the absence of self-shielded sinks (Figure 3). Note that because our calibration procedure fixes the volume weighted ionization fraction by construction, it leaves the size of the ionized regions unchanged when self-shielding is introduced. As a result, panels in the top and bottom rows of Figure 6 have very similar large scale structure. However, the brightness temperature within ionized regions is significantly higher in the simulations with self-shielding due to the presence of neutral hydrogen in dense regions. As gas density increases as \((1+z)^3\) and the photoionization rate decreases, this effect is relatively stronger at higher redshifts.

The light cones of the 21 cm brightness distribution for the three reionization histories with self-shielding are shown in Figure 7. The evolution of ionized regions in the three models is as expected, with an early reionization in the HM12 and rapid but late reionization in the Very Late model. The ionized regions in the HM12 model are relatively brighter than those in the Late/Default and Very Late models because the photoionization rate in the HM12 models falls much more rapidly at high redshifts. The effect of self-shielding is visible in the ionized regions in all three models.

### 3.2 Power spectra

Spatial fluctuations in the 21 cm brightness distribution are conveniently characterized by their power spectrum (Furlanetto et al. 2006). Figure 8 shows the spherically averaged real-space 21 cm power spectra at \( z = 7, 8 \) and 10 in our simulation for the HM12, Late/Default, and Very Late reionization histories. We define the power spectrum as

\[ \Delta_{21}^2(k) = \frac{k^3 \langle T_b^2(k) \rangle}{2\pi^2}, \]  

(13)

where \( \tilde{T}_b(k) \) is the Fourier transform of the brightness temperature defined in Equation 12 and the average is over the simulation box. Also shown in Figure 8 are the measurements and upper limits from various experiments such as the Giant Metrewave Radio Telescope (GMRT, \( z = 8.6 \); Paciga et al. 2013), Murchison Widefield Array (MWA, \( z = 9.5 \); Dillon et al. 2014), the 32-element deployment of the Precision Array for Probing the Epoch of Reionization (PAPER, \( z = 7.7 \); Parsons et al. 2014), and the 64-element deployment of PAPER (\( z = 8.4 \); Ali et al. 2015). The dashed lines show our estimated sensitivity limits for the 64-element deployment of PAPER for the same integration time as Ali et al. (2015) at \( z = 7, 8 \) and 10. We describe how these are derived in Section 3.3 below.

The evolution of the power spectrum is qualitatively familiar (Furlanetto et al. 2006; Pritchard & Loeb 2012). At large scales the power spectrum amplitude is around 1 to 20 mK^2, depending on the model. The power spectrum amplitude continuously increases with redshift in the HM12 model (Lidz et al. 2008; Choudhury et al. 2009; Hassan et al. 2016) due to increasing presence of dense, neutral regions. In the Late/Default model, the large scale power first increases from \( z = 7 \) to 8 and then decreases at \( z = 10 \). This is the “rise and fall” signature of reionization that is visible in the 21 cm power spectrum in the Late/Default model because of the relatively late reionization. This effect is further enhanced in the Very Late model, in which the power spectrum drops from \( z = 7 \) to 10. At small scales the power spectrum follows the matter spectrum while at intermediate to large scales it deviates from the matter spectrum due to the clustering of ionized regions (Furlanetto et al. 2006). Our predicted 21 cm power spectra are about a factor of three lower than the lowest current experimental upper limits.

Figure 8 also shows the effect of self-shielded regions on the 21 cm power spectra in the three models. Dashed curves in this figure show the 21 cm power when no self-shielding is assumed. In general the effect of self-shielding is to increase 21 cm power at small scales. This is due to increased fluctuations in the 21 cm brightness resulting from the presence of neutral hydrogen in dense regions as seen in Figure 6. This
Figure 6. Slices of the 21 cm brightness temperature distribution at \( z = 7, 8, \) and 10 (left, middle, right columns, respectively) in the Late/Default model, with (bottom row) and without (top row) self-shielding. Self-shielding adds structure in ionized regions.

increase in power is seen at all three redshifts in Figure 8 at scales corresponding to \( k \gtrsim 1 \text{cMpc}^{-1}h \). The enhancement of power generally decreases with increasing redshift between \( z = 7 \) and 10. At high redshift smaller volume filling factors of ionized regions reduces the impact of self-shielding. In the Late/Default model, at \( k = 10 \text{cMpc}^{-1}h \) the power increment is by about a factor of \( \sim 2 \) at \( z = 10 \) but it rises to factor of \( \sim 5 \) at \( z = 7 \).

The effect of self-shielding at large scales is opposite to that at small scales. Here, power is reduced as a result of the reduction in the contrast between the brightness of ionized and neutral regions. This is in qualitative agreement with previous findings in the literature (Sobacchi & Mesinger 2014; Kaurov & Gnedin 2015; Hassan et al. 2016). Also, contrary to small scales, the effect of self-shielding on large scales generally increases with increasing redshift. In the Late/Default model, at \( k = 0.1 \text{cMpc}^{-1}h \), the effect at \( z = 7 \) is about 10%, while at \( z = 10 \) the power is reduced by a factor of 30%. Thus, predictions of standard excursion set models of the 21 cm brightness distribution at large scales during the epoch of reionization grow successively worse at higher redshifts.

The effect of self-shielding is similar in the HM12 and Very Late models: power is enhanced at small scales and reduced at large scales. The higher the volume filling fraction of ionized regions, the larger is the effect on small scales and smaller is the effect at large scales. At \( z = 7 \) the volume-weighted ionization fraction, \( Q_V \), in the HM12 model is 0.94, while it is 0.82 in the Late/Default model and 0.58 in the Very Late model. The corresponding difference in the volume filling fraction of neutral hydrogen in the Late/Default and Very Late models increases the predicted 21 cm brightness temperature in the Very Late model as compared to the Late/Default model and decreases it in the HM12 model. This is in turn reflected in the amplitude of the 21 cm power spectra for these models at \( z = 7 \) as seen in Figure 8. At \( z = 7 \) the shape of the power spectrum curves for these three reionization models is very similar but the amplitude increases in the Very Late model relative to the Late/Default model. The power spectrum amplitude in the HM12 is lower than that in the Late/Default model. The
Figure 7. The 21 cm brightness distribution in the HM12 (top panel), Late/Default (middle panel), and Very Late (bottom panel) models.

Figure 8. 21 cm power spectra at $z = 7$ (green curves), 8 (orange curves) and 10 (purple curves) in the three reionization models: HM12 (left panel), Late/Default (middle panel), and Very Late (right panel). Solid curves show the power spectra when self-shielding in ionized regions is accounted for; dashed curves show the power spectra without self-shielding. Blue triangles show upper limits on the power spectrum at $z = 8.6$ from GMRT (Paciga et al. 2013). Green triangles show upper limits at $z = 9.5$ from MWA (Dillon et al. 2014). Red triangles show upper limits at $z = 7.7$ from the 32-element deployment of PAPER (Parsons et al. 2014). Black points with error bars show measurements at $z = 8.4$ by the 64-element deployment of PAPER (Ali et al. 2015) with their 2-$\sigma$ uncertainties. Dashed lines show our estimated sensitivity limits for the 64-element deployment of PAPER for same integration time as Ali et al. (2015) at $z = 7$ (green), 8 (orange) and 10 (purple).
effect of self-shielding is also qualitatively similar to that in the Late/Default case: there is a ∼10% decrease in the power at large scales (k ∼ 0.1 cMpc$^{-1}$h) and a significant increase in the power at small scales (k ∼ 10 cMpc$^{-1}$h). The magnitude of this effect is highest in the HM12 model. This can again be understood from the difference in the ionization fractions in the three models.

At redshifts z = 8 and 10, the ionization fraction in the Very Late model is much lower than in the Late/Default model. As a result, at z = 8 the 21 cm power spectrum in the Very Late model already has a lower amplitude than in the Late/Default model at large scales (k ∼ 0.1 cMpc$^{-1}$h). At z = 10, both Late/Default and Very Late model predict lower power spectrum amplitudes relative to the HM12 model at large scales. The result of this behaviour is that in the Very Late model the large scale (k ∼ 0.1 cMpc$^{-1}$h) power continuously drops z = 7 to z = 10 unlike the power spectrum in the Late/Default model, which shows a rise-and-fall behaviour at large scales. For the Very Late model, the fall in 21 cm brightness does not occur until z < 7. In the HM12 model, on the other hand, Q$_V$ is large enough to push the rise-and-fall signature to redshifts higher than 10. In this model the 21 cm power continuously increases from z = 7 to z = 10. A general result is that there is up to 30% decrement in large scale power due to self-shielding.

Note that at post-reionization redshifts (z < 6), models without self-shielding predict uniformly zero 21 cm signal. At these redshifts, significant amounts of neutral hydrogen are only present in self-shielded systems. However, the overall amplitude of the 21 cm power spectrum is very low at these redshifts and is unlikely to be detected by any of the five experiments considered here.

### 3.3 Detecting the 21 cm Power Spectrum

We study here the observational detectability of the 21 cm power spectrum, for five experiments: PAPER (Parsons et al. 2014), MWA (Bowman et al. 2013; Tingay et al. 2013), Low Frequency Array (LOFAR; van Haarlem et al. 2013; Pober et al. 2014), Hydrogen Epoch of Reionization Array (HERA; Pober et al. 2014, DeBoer et al. 2016), and the low frequency instrument from Phase 1 of the Square Kilometre Array (SKA1-LOW; http://astronomers.skatelescope.org). These are listed in Table 2. We assume a system temperature of (Thompson et al. 2007)

$$T_{sys} = 60 \left( \frac{300 \text{ MHz}}{\nu_c} \right)^{2.25},$$  \hspace{1cm} (14)

and calculate the thermal noise power for an integration over 180 days, assuming a bandwidth of 6 MHz, an observing time of 6 hr per day, and a mid-latitude location.

We follow the method described by Parsons et al. (2012) to calculate experimental sensitivities, which we briefly summarize below. The $uv$ coverage of an interferometric array, obtained by accounting for Earth rotation synthesis of the array’s baselines, is binned in $uv$ pixels. Each pixel then corresponds to an independent sampling of a transverse $k_z$ mode of the cosmological 21 cm brightness distribution. For each such sampling, the array measures a range of line-of-sight $k_z$ modes depending on the bandwidth and frequency resolution. The thermal white noise power for each mode is then given by (McQuinn et al. 2006; Parsons et al. 2012)

$$\Delta^2_{\text{thermal}}(k) \approx X^2 Y \frac{k^3 \Omega}{2 \pi^2 2t},$$  \hspace{1cm} (15)

where $k = (k^2 + k^2_\parallel)^{1/2}$, $\Omega$ is the field of view of an element of the array, and $t$ is the total integration time for this $k$-mode. The field of view is given by $\lambda^2 / A_{eff}$ where $\lambda = 21$ cm$(1+z)$ and $A_{eff}$ is the effective area of an interferometric element.

The cosmological quantities $X$ and $Y$ convert from angles and frequencies to comoving distance, respectively, and are given by (Parsons et al. 2012)

$$X \approx 1.9 \frac{h^{-1} \text{cMpc}}{\text{arcmin}} \left( \frac{1 + z}{10} \right)^{0.2},$$  \hspace{1cm} (16)

and

$$Y \approx 11.5 \frac{h^{-1} \text{cMpc}}{\text{MHz}} \left( \frac{1 + z}{10} \right)^{0.5} \left( \frac{\Omega_m h^2}{0.15} \right)^{-0.5}.$$  \hspace{1cm} (17)

The factor of two in Equation (15) assumes that two orthogonal polarizations are measured. To obtain the total thermal noise power, the power from individual modes, given by Equation (15), can be added in quadrature suitably. We assume that every baseline can contribute to the measurement of each $k$-mode, i.e., that the range of $k_z$ is broad enough. When multiple non-instantaneously redundant measurements are made, measurements of a $k$-mode can be added up in quadrature thereby reducing the uncertainty in power by the square root of number of measure-
ments. On the other hand, multiple instantaneously redundant measurements of a $k$-mode are equivalent to coherent integration of the temperature measurement. This reduces the uncertainty in power with increasing number of measurements. In this paper, we add all sampling in quadrature. This is in a sense the worst case estimate of the thermal noise.

We first combine redundant measurements in quadrature in each $k$-bin in which the power spectrum is measured. For logarithmic bins of width $\Delta \ln k$, this modifies the thermal noise power of Equation (15) so that

$$\Delta^2_{\text{thermal}}(k) \approx X^2 \frac{k^{5/2}}{2\pi^2} \left( \frac{1}{B} \right)^{1/2} \left( \frac{1}{\Delta \ln k} \right)^{1/2} \frac{\Omega}{2} \frac{T^2_{\text{sys}}}{t_{\text{per-day}}},$$

where $B$ is the bandwidth of the observation, which decides the total number of $k$-modes observed for a given resolution. In this paper, we assume $B = 6$ MHz for all experiments.

A second combination is performed over measurements of the same $k$-mode by different baselines as they are moved into suitable $uv$-pixels by Earth’s rotation. In order to do this calculation, in what follows, we assume that $N_{\text{ant}}$ antennas are distributed uniformly up to a maximum baseline $b_{\text{max}}$. Thus all redundant measurements are added in quadrature and instantaneously redundant measurements are ignored. Since we assume that each mode can be observed by every baseline, that introduces a term $\propto 1/\sqrt{N}$, where $N$ is number of baselines. Following Parsons et al. (2012), we first sum the sensitivity over rings of $uv$-pixels and then sum over all such rings. This results in a power spectrum given by

$$\Delta^2_{\text{thermal}}(k) \approx X^2 \frac{k^{5/2}}{2\pi^2} \left( \frac{1}{B} \right)^{1/2} \left( \frac{1}{\Delta \ln k} \right)^{1/2} \frac{\Omega}{2} \frac{T^2_{\text{sys}}}{t_{\text{per-day}}} \frac{1}{\max_{\Omega/2} \frac{1}{t_{\text{per-day}}}},$$

where $u_{\text{max}}$ is the maximum baseline $b_{\text{max}}$ in wavelength units. We assume $t_{\text{per-day}} = 6$ hr for 120 days. Thus the sensitivity is proportional to $k^{5/2}$.

The thermal noise power spectrum calculated using Equation (19) determines the power spectrum sensitivity of 21 cm experiments. Figure 9 shows the sensitivities of the five experiments described in Section 3 above. Current and upcoming 21 cm experiments are only sensitive to large scales due to limited baselines. As a result, accounting for self-shielding predicts a decrease in the signal to noise ratio for these experiments compared to the predictions from simulations with a more limited dynamic range. None of the experiments are sensitive to 21 cm power for $k \gtrsim 1$ cMpc$^{-1}$. SKA1-LOW and HERA have the highest sensitivities primarily due to large number of antenna elements. The signal to noise ratio is about 100 for these two experiments $k \sim 0.1$ cMpc$^{-1}$. At $z = 7$ and 8, self-shielding has little effect on the signal to noise ratio, but it is reduced by about a factor of less than two at $z = 10$ due to the reduction of signal power as discussed in the previous section. LOFAR has sensitivity for scales corresponding to $k \lesssim 0.2$ cMpc$^{-1}$. At $k \sim 0.1$ cMpc$^{-1}$, the signal to noise ratio for LOFAR is $\sim 10$ and the fractional reduction at $z = 10$ is significant. PAPER and MWA are the least sensitive of the five experiments that we consider in this paper, due to relatively small number of antennas and shorter baselines.

Figure 8 shows our estimated sensitivity limits for the 64-element deployment of PAPER for the same integration time as Ali et al. (2015) at $z = 7, 8$ and 10 together with their reported measurements. The largest scale observed by the experiments considered here corresponds to the smallest baseline in the array. This is listed in Table 2 and is of the order of $10^{-4}$ cMpc$^{-1}$.h for all experiments. Note that the sample variance from the limited number of $k$-modes

![Figure 9](image-url)
measured in the survey volume also limits the sensitivity of the experiment. The sample variance scales as $\Delta^2(k)/\sqrt{N}$ and, due to the small amplitude of the power spectrum, is smaller ($\lesssim 1 \text{ mK}^2$) than the thermal noise at all redshifts for all experiments considered here. Note that we assume perfect foreground subtraction in this discussion. Foreground subtraction will reduce the experimental sensitivity (Bernardi et al. 2009; Pober et al. 2013; Dillon et al. 2014). Due to the relatively smooth dependence of astrophysical foregrounds on frequency, this reduction in sensitivity particularly affects small $k$ values.

4 MODEL VARIATIONS

So far we have assumed that the total number of ionizing photons produced by a halo, $N_\gamma$, is proportional to its mass $M$. We have also assumed that sources exist in haloes down to a mass of $\sim 10^8 \text{ M}_\odot$. In this section, we discuss the influence of these assumptions on our results.

4.1 Nonlinear dependence of ionization photon emission rate on halo mass

The assumption that the number of ionizing photons emitted by a halo, $N_\gamma(M)$, defined in Equation (2), scales linearly with halo mass can be a bad approximation if, say, the star formation rate (SFR) or the escape fraction of ionizing photons from a halo scales nonlinearly with the halo mass. Galactic outflows and photoionization feedback can influence the dependence of star formation rate on halo mass. In their cosmological radiation hydrodynamical simulations, Finlator et al. (2011) found that feedback not only suppresses star formation in low mass haloes but also affects star formation rate in high mass haloes via hierarchical merging. They found that the SFR scales as $M_{\text{halo}}^{4.1}$ for $M_{\text{halo}}$ between $\sim 10^8 \text{ M}_\odot$ and $10^{10} \text{ M}_\odot$. With a halo mass independent escape fraction of ionizing photons, this model was able to match constraints from measurements of the Lyα opacity and the Thomson scattering optical depth.

The blue curves in Figure 10 show the 21 cm power spectrum in our simulation at $z = 7, 8$, and $10$ when the number of ionizing photons emitted by a halo is assumed to scale with halo mass as $M_{\text{halo}}^{4.1}$. Table 1 lists other properties of this model and a slice through the 21 cm brightness field in this model is shown in Appendix B. The model is calibrated to the Late/Default reionization history. Overall, the results are not much different from the Late/Default model presented earlier. The power increases throughout the range of $k$ values shown, by about 20%, because of the additional clustering added to the ionization field by the superlinear halo mass scaling of the number of ionizing photons.

4.2 Effect of feedback

Strong photoionization feedback can prevent star formation in low mass haloes due to photoevaporation of gas (Gnedin & Hui 1998; Okamoto et al. 2008; Naoz et al. 2009; Gnedin 2016). Feedback from supernovae is likely even more effective and seems to be a critical ingredient in understanding the abundance of faint galaxies (e.g., Benson et al. 2003, Puchwein & Springel 2013). If feedback is strong in low mass galaxies, the ionizing photon emissivity is dominated by high mass haloes. This can have a significant effect on the topology of the ionized regions (Iliev et al. 2012; Geil et al. 2015).

To consider how this affects our prediction for the 21 cm power spectrum, in Figure 10 we consider a model in which only high mass haloes are present (red curves). The minimum halo mass considered in this model is $3.5 \times 10^{10} \text{ M}_\odot$ which is a factor 152 higher than the minimum halo mass considered in the Late/Default model above. The model is calibrated to the Late/Default reionization history. Table 1 gives further details.

Our results for the effect of very strong feedback on the 21 cm power spectrum are in agreement with previous findings in the literature (McQuinn et al. 2007; Iliev et al. 2012). As seen in Figure 10, due to the enhanced clustering of high mass sources the 21 cm power is enhanced across all scales by factors of a few. For a given volume-weighted ionization fraction $Q_\gamma$ the ionization field is now dominated by few large ionized regions. These regions are also more clustered, which increases the 21 cm power. A slice through the 21 cm brightness field in this model is shown in Appendix B. Although broad features in the power spectrum are qualitatively similar to those in the Late/Default model, at redshift $z = 10$ the large scale power is enhanced almost ten times to about 100 mK$^2$. Thus, reionization histories with strongly clustered bright sources are favourable for the detection of the 21 cm signal. Recently, it has been argued that faint active galactic nuclei (AGN) could contribute significantly to the ionizing background at $z \approx 6$ (Giallongo et al. 2015; Madau & Haardt 2015; Chardin et al. 2016). Such a scenario would result in an enhancement in the large-scale 21 cm power.

4.3 Evolution of power spectra

Figure 11 shows the evolution of 21 cm power from $z = 10$ to $z = 7$ in all of the reionization models considered in this paper. The left panel shows the evolution of power at $k = 0.1 \text{ cmMpc}^{-1}h$ while the right panel shows the power at $k = 1.0 \text{ cmMpc}^{-1}h$. The blue, green, and red curves show results from the HM12, Late/Default, and Very Late models respectively. Orange curves show results from the High Mass model calibrated to the Late/Default reionization history. Beige curves shows the Nonlinear model which is also calibrated to the Late/Default reionization history.

We find that the small scale power ($k = 1.0 \text{ cmMpc}^{-1}h$) decreases with redshift in all five of our models. The power at these scales is mostly affected by the reducing ionization fraction and photoionization rates. All three models calibrated to the Late/Default reionization history have very similar behaviour at this scale. The High Mass model shows higher amplitude at all redshifts due to the higher clustering of ionizing sources in this model. The HM12 and Very Late models behave differently. The HM12 model has lower power due to smaller neutral fraction, and the Very Late model has higher power.

There is a larger qualitative variation in the behaviour of different models at $k = 0.1 \text{ cmMpc}^{-1}h$. The power at this large scale is related to the the variance of the 21 cm brightness temperature distribution that could be measured by the 21 cm experiments (Patil et al. 2014; Watkinson & Pritchard 2014). The Late/Default model, which agrees with most
Figure 10. Power spectra of the 21 cm brightness temperature distribution in three models with the Late/Default reionization history at $z = 7$ (left panel), 8 (middle panel) and 10 (right panel). Black curves correspond the Late/Default model, blue curves show the Nonlinear model, and red curves show the High Mass model. Experimental sensitivities are also shown: PAPER (blue), MWA (red), LOFAR (green), HERA (orange), and SKA1-LOW (purple). Black points with error bars show measurements at $z = 8.4$ by the 64-element deployment of PAPER (Ali et al. 2015) with their 2-$\sigma$ uncertainties.

Figure 11. Evolution of 21 cm power at $k = 0.1 \, \text{cMpc}^{-1} h$ (left panel) and $k = 1.0 \, \text{cMpc}^{-1} h$ (right panel) in all five models presented in this paper: HM12 (blue), Late/Default (green), Very Late (red), High Mass (orange), and Nonlinear (beige). Grey curves show experimental sensitivities at the two scales. At $k = 0.1 \, \text{cMpc}^{-1} h$, LOFAR, HERA, and SKA1-LOW, have much lower thermal noise than the signal. At $k = 0.1 \, \text{cMpc}^{-1} h$, PAPER, MWA, and LOFAR, have much higher noise than the signal.

other reionization constraints, shows the rise and fall signature in the power at this scale. It should be possible for most experiments to detect this. In the redshift range $z = 7–10$ considered here, the HM12 model only shows the falling part of the power evolution, while the Very Late model only shows the rising part. The High Mass model shows a very rapid increase in power at this scale towards high redshift. As discussed above, for the same volume-weighted ionized fraction the ionization field in this model is dominated by a few large regions around high mass sources. These sources are
highly clustered, which correspondingly increases the 21 cm power. The Nonlinear and Late/Default models have similar behaviour at this scale.

5 CONCLUSIONS

We have presented here predictions of the spatial distribution of the 21 cm brightness temperature from the epoch of reionization based on high dynamic range cosmological hydrodynamical simulations from the Sherwood simulation suite (Bolton et al. 2016) for reionization histories motivated by constraints from Lyα absorption and emission data as well as CMB data. Our models of the 21 cm signal were obtained by combining the high dynamic range cosmological simulations with excursion set based models of the growth of ionized regions during reionization. This has allowed us to efficiently obtain realistic 21 cm predictions that are firmly anchored in current constraints on how reionization ends and that have sufficient resolution to account for the self-shielding of neutral hydrogen in dense regions within otherwise fully ionized regions. Our main conclusions are as follows:

• Our preferred ‘Late/Default’ model of reionization is consistent with a variety of observational constraints such as the electron scattering optical depth, Lyα opacity, galaxy UV luminosity function at high redshifts, and estimates of the hydrogen photoionization rates from quasar absorption spectra (Chardin et al. 2015). In this model the volume-weighted ionization fraction $Q_V$ evolves from 0.37 at $z = 10$ to 0.82 at $z = 7$ and reionization is complete at redshift $z \sim 6$. The variance of the 21 cm brightness temperature field at large scales accessible to current and upcoming experiments ($k \sim 0.1 \text{ cMpc}^{-1}h$) reduces from about 20 mK$^2$ at $z = 10$ to about 10 mK$^2$ at $z = 7$. Power at these large scales first increases from $z = 10$ to 8, when $Q_V$ is 0.65, and then decreases down to $z = 7$. The change from the rise to the fall of the signal of reionization, where the 21 cm power peaks occurs when $Q_V$ is about 50%, which occurs at about $z = 8.5$ in this model. The small scale 21 cm power in this model decreases continuously from about 50 mK$^2$ at $z = 10$ to about 10 mK$^2$ at $z = 7$ ($k \sim 1 \text{ cMpc}^{-1}h$). These small scales are, however, unlikely to be accessible to any of the five experiments that we have investigated here, particularly at $z = 10$.

• Self-shielding in high density regions within ionized regions affects the 21 cm power in two ways. At the large scales accessible to experiments, self-shielding decreases power by up to 30%. The contribution to the 21 cm power from self-shielded regions tends to be greater at high redshifts unless the ionization fractions are too small. At small scales, self-shielding enhances the 21 cm power by adding structure within ionized regions. This effect is generally stronger at lower redshift due to the larger volume occupied by ionized regions. The enhancement in power at small scales due to self-shielding can be considerable, often even greater than an order of magnitude. Unfortunately, these scales are too small to be detected by the 21 cm experiments considered here. By suppressing power at intermediate scales self-shielding can reduce the rise and fall signature of the epoch of reionization.

• In addition to our favoured Late/Default model, we have considered two other reionization histories. In the reionization history predicted by the widely used HM12 model of the meta-galactic UV background, reionization occurs earlier and the 21 cm signal peaks as early as $z = 10$. Otherwise the evolution of the 21 cm brightness distribution is qualitatively similar to the Late/Default model on all scales. As a result of the earlier rise of the ionized volume fraction the large scale power does not show the same rise and fall behaviour in this model between $z = 10$ and 7 due to the relatively larger ionization fraction already at $z = 10$. Instead the large scale variance of the 21 cm brightness decreases continuously from about 30 mK$^2$ at $z = 10$ to about 3 mK$^2$ at $z = 7$ in this model. Our third reionization history, the ‘Very Late’ model, in which reionization also ends at $z = 6$ but starts later than in the other models, also does not show the rise and fall behaviour in the large scale 21 cm power. In this model the large scale power increases continuously from about 2 mK$^2$ at $z = 10$ to about 15 mK$^2$ at $z = 7$. The effect of self-shielding on the power spectrum in these two models is qualitatively similar to that in the Late model. In all three cases the effect of self-shielding reduces the large scale 21 cm power by up to 30% and increases the small scale power by factors of up to 10. The latter effect is not accessible at the resolution of the 21 cm experiments we have considered here.

• We have also varied the scaling of the luminosity of the ionizing sources with host halo mass in our models. Our ‘Nonlinear’ model has the same reionization history as the Late/Default model but an ionizing photon rate that is assumed to be a nonlinear function of the halo mass, as, e.g., preferred by the radiation hydrodynamical simulations of Finlator et al. (2011). This moderately strengthens the relative role of high mass haloes compared to low mass haloes during reionization. The results of this model are nearly identical to those from our Late/Default model. We have further considered a higher cut-off in the mass of haloes hosting ionizing sources. In this ‘High Mass’ model, we remove low-mass haloes from our ionization field calculation. This scenario corresponds to strong feedback, completely suppressing star formation in low-mass haloes. We find that although this model is calibrated to the same reionization history as our Late/Default model, suppression of low luminosity sources changes the 21 cm signal significantly. Broad features in the power spectrum are qualitatively similar to those in the Late/Default model, but at redshift $z = 10$ the large scale power is enhanced almost ten times to about 100 mK$^2$. Thus reionization histories with strongly clustered bright sources would clearly favour the detection of the 21 cm signal.

• We have derived sensitivity limits of five current and upcoming experiments, PAPER, MWA, LOFAR, HERA, and SKA1-LOW, for the 21 cm power spectrum due to thermal noise and consider the prospects of detecting the reduced large scale 21 cm power spectrum in presence of self-shielding. Assuming perfect foreground removal, LOFAR, HERA, and SKA1-LOW should be able to detect the power spectrum at $k \sim 0.1 \text{ cMpc}^{-1}h$ at $z = 8$ at 20-σ to 100-σ significance in our Late/Default model, assuming perfect foreground removal. The significance drops at $z = 7$ as well as $z = 10$ due to changes in the ionization structure and evolution in experimental sensitivities. Detection is more difficult with the first generation experiments PA-
PER and MWA except at scales larger than our box size of 160 $h^{-1}$Mpc, although foreground removal can be difficult at these large scales (Pober et al. 2014). At $k = 0.1$ $h^{-1}$Mpc$^{-1}$, MWA should be able to detect the rise and fall signal of the epoch of reionization at less than 2-$\sigma$, whereas LOFAR should be able to detect it at nearly 10-$\sigma$. Assuming ideal foreground removal, HERA and SKA1-LOW should be able to detect this signature comfortably at excess of 50-$\sigma$. At their design sensitivity LOFAR, HERA and SKA1-LOW should therefore easily discriminate between the ionization histories presented here.

The calibration procedure used in this paper provides a relatively low-cost method of performing high dynamic range simulations of the cosmological 21 cm signal for reionization histories that are well anchored in constraints from other data on how reionization ends. Although self-consistent large scale simulations of cosmic reionization are now gradually becoming possible, the method presented in this paper is valuable for an efficient and flexible exploration of the relevant parameter space that will be necessary for inference from the statistical detection of the 21 cm signal.
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APPENDIX A: CONVERGENCE TEST

We have discussed the role of self-shielded structure in the IGM on the large scale ionization field and the 21 cm signal. The base cosmological simulation that we used for our discussion has a box size of 160 $h^{-1}$cMpc and 2048$^3$ gas particles. The dashed red and blue curves show the power spectra from a simulation with 64 times higher mass resolution. It has a box size of 40 $h^{-1}$cMpc and 2048$^3$ gas particles. Identical reionization histories and halo mass ranges are used to derive these power spectra. The faint dashed curves show experimental sensitivities. Power spectra from the two simulations agree well, suggesting numerical convergence.

Figure A1 shows the 21 cm power spectrum at $z = 10$ at two different numerical resolutions. The solid red and blue curves show the power spectra with and without self-shielding, respectively, in our fiducial base simulation, which has a box size of 160 $h^{-1}$cMpc and 2048$^3$ gas particles. The dashed red and blue curves show the power spectra from a simulation with 64 times higher mass resolution. It has a box size of 40 $h^{-1}$cMpc and 2048$^3$ gas particles. Identical reionization histories and halo mass ranges are used to derive these power spectra. The faint dashed curves show experimental sensitivities. Power spectra from the two simulations agree well, suggesting numerical convergence.
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Figure A1. Effect of self-shielding on the 21 cm power spectrum at $z = 10$ at two different numerical resolutions. The solid red and blue curves show the power spectra with and without self-shielding, respectively, in our fiducial base simulation, which has a box size of 160 $h^{-1}$cMpc and 2048$^3$ gas particles. The dashed red and blue curves show the power spectra from a simulation with 64 times higher mass resolution. It has a box size of 40 $h^{-1}$cMpc and 2048$^3$ gas particles. Identical reionization histories and halo mass ranges are used to derive these power spectra. The faint dashed curves show experimental sensitivities. Power spectra from the two simulations agree well, suggesting numerical convergence.
dark matter particle mass of $M_{\text{dm}} = 5.37 \times 10^7 \ h^{-1} M_\odot$ and gas particle mass of $M_{\text{gas}} = 9.97 \times 10^4 \ h^{-1} M_\odot$. This simulation thus has a factor of 64 higher mass resolution than our base simulation. The spatial resolution is also higher as the softening length is set to $\lambda_{\text{soft}} = 0.78 \ h^{-1} \text{kpc}$. This simulation is also a part of the Sherwood suite of simulations (Bolton et al. 2016). Other details of this simulation are identical to our base simulation. The minimum halo mass in our base simulation is $1.6 \times 10^5 h^{-1} M_\odot$; the maximum halo mass is $2.1 \times 10^{12} h^{-1} M_\odot$ at $z = 7$. In comparison, the minimum halo mass in the higher resolution simulation is $2.4 \times 10^9 h^{-1} M_\odot$. The maximum halo mass is $4.2 \times 10^{10} h^{-1} M_\odot$ at $z = 7$. For Figure A1, a minimum halo mass of $1.6 \times 10^9 h^{-1} M_\odot$ is used when placing the ionizing sources so that the large scale ionization fields can be compared.

In Figure A1, the solid red and blue curves show the 21 cm brightness temperature power spectra in the low resolution simulation with and without the effect of self-shielding respectively. The dashed curves show the corresponding power spectra from the high resolution simulation. Self-shielding is implemented using the same prescription as in Section 2.3. Both simulations are calibrated to the Late/Default model of reionization described in Section 2.2. The power spectrum curves of the low resolution simulation are identical to those from Figure 9. We find that power spectra from the two simulations agree quite well at scales relevant to experiments ($k < 1 \ h^{-1} \text{Mpc}$). The effect of self-shielding is also identical in the two simulations on observationally accessible scales. As described in Section 4 self-shielding reduces the large scale power by about a factor of two. This reduction is identical in the two simulations, showing that our self-shielding implementation has converged in the base simulation.

Figure A2 shows the 21 cm brightness distribution at $z = 7$ in the High Mass and Nonlinear models that are discussed in Sections 4.1 and 4.2. The Late/Default reionization model is shown in the left panel for comparison. The middle panel shows the High Mass model in which sources are placed only in high mass haloes. The right panel shows the Nonlinear model in which the source emissivity has a nonlinear dependence on the halo mass. All three models are calibrated to the Late/Default reionization history so that they have $Q_V = 0.82$ at this redshift.

We find that the 21 cm field in the fiducial Late/Default model is nearly identical to that in the Nonlinear model. This is understandable as the nonlinearity implemented here is mild ($N_{\text{gamma}} \propto M_{\text{halo}}^{1.4}$). The High Mass case shows larger differences from the fiducial Late/Default model. Smaller ionized regions around small mass haloes are not present in the High Mass model. These differences in the ionization fields are reflected in the 21 cm power spectra for these models, which are shown in Figure 10.
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