Rheology of periodically sheared suspensions undergoing reversible-irreversible transition
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The rheology of non-colloidal suspensions under cyclic shear is studied numerically. The main findings are a strain amplitude ($\gamma_0$) dependent response in the shear stress and second normal stress difference ($N_2$). Specifically, we find a reduced viscosity, an enhanced intracycle shear thinning, the onset of a finite $N_2$ and its frequency doubling, all near a critical strain amplitude $\gamma_c$ that scales with the volume fraction $\phi$ as $\gamma_c \sim \phi^{-2}$. These rheological changes also signify a reversible-irreversible transition (RIT), dividing stroboscopic particle dynamics into a reversible absorbing phase (for $\gamma_0 < \gamma_c$) and a persistently diffusing phase (for $\gamma_0 > \gamma_c$). We explain the results based on two flow-induced mechanisms and elucidate their connection in the context of RIT through the underlying microstructure, which tends towards hyperuniformity near $\gamma_0 = \gamma_c$. Overall, we expect this correspondence between rheology and emergent dynamics to hold in a wide range of settings where structural organizations are dominated by volume exclusions.

I. INTRODUCTION

When a concentrated suspension is driven by shear, the suspending particles can undergo diffusive motion even in the absence of inertial or Brownian effects. Although this has long been observed \cite{1} and was subsequently understood as shear-induced diffusion \cite{2}, recent studies on periodically sheared suspensions revealed a remarkable dynamical phase transition that can occur without complex hydrodynamic interactions \cite{3, 4}. This phenomenon, now called reversible-irreversible transition (RIT) \cite{5} or absorbing-phase transition, refers to the change in particle dynamics viewed stroboscopically: depending on the driving strain amplitude, the particle motions are either reversible (absorbing) or irreversible (diffusive), with a transition characterized by a critical strain amplitude. Because of the ubiquity of suspensions in nature and their increasing relevance in technology, new understanding of suspension dynamics under cyclic shear has since led to broad developments in the studies of jamming and yielding \cite{6-8}, of self-organization \cite{9-11} and memory formation \cite{12-14} in disordered systems, as well as in the fabrication of hyperuniform materials \cite{15-17} with potential applications in photonics, among others \cite{18}.

Unlike the clear connection between emergent dynamical and structural properties of periodically sheared suspensions, less is known about the relation between these dynamics and the suspension rheology. Conventionally, rheological properties of complex fluids are characterized in either simple shear flows (to obtain the nonlinear viscosity at different shear rates) or oscillatory shear flows (to obtain the linear viscoelasticity at different oscillation frequencies). For suspensions of non-colloidal spheres, in particular, viscous effects usually dominate over elasticity \cite{19}, and previous experiments on such systems have found that the suspension viscosity in oscillatory shear can depend on either the strain amplitude \cite{20-24}, or both the strain amplitude and the oscillation frequency \cite{20, 24, 25}. Despite the complex dependence, rheological properties of a suspension are theoretically fully determined from its microstructure and the interactions among constituent particles. The general understanding is that shearing induces anisotropies in the microstructure \cite{26, 27}, which further leads to non-Newtonian behaviors (e.g. normal stress differences) under simple shear \cite{28, 29}, as well as strain-dependent asymmetric stress responses under shear reversal \cite{26}. In addition, irreversible particle dynamics and rate-dependent suspension rheology may arise from weak non-hydrodynamic interactions (e.g. van der Waals forces), where the effect is typically stronger at smaller strain amplitudes \cite{30}. Therefore, an indirect connection must exist between rheology and emergent dynamics for suspensions under cyclic shear, as both are related to the underlying microstructure. Although this might have been realized to some extent in the past \cite{4, 20, 22}, a clear physical picture of their relationship in the context of RIT has not been established so far.

In this paper, we identify generic rheological responses of periodically driven suspensions that are also undergoing RIT. Specifically, we numerically show that non-colloidal suspensions under cyclic shear have at least four rheological signatures near their critical transition points: (I) reduced relative viscosities, (II) enhanced intracycle shear thinning, (III) the onset of a finite second normal stress difference and (IV) its peculiar frequency doubling within a cycle. In addition, the critical strain amplitude $\gamma_c$ over which the particle dynamics change most significantly can be inferred from the above rheological measures and scales with the volume fraction $\phi$ as $\gamma_c \sim \phi^{-2}$. The scaling suggests the importance of many-body couplings which, counterintuitively, do not require far-field hydrodynamic interactions. We explain these results on the basis of the stress asymmetry caused by flow reversal \cite{26} and the phenomenon of shear-induced diffusion \cite{31} that were known experimentally but not fully recognized...
in the context of RIT. Furthermore, microstructural analysis of the suspension near its critical point links these observations to a common configuration characterized by a local anisotropy and suppression of long-range density fluctuations; the latter latter implies hyperuniformity [18, 32]. Overall, our results highlight a nontrivial connection between rheology and collective dynamics in periodically sheared suspensions. More generally, we believe rheology may serve as an indicator of both the underlying structure and the emergent dynamics.

II. MODEL

We simulate particle suspensions in shear flow using a method called Fast Stokesian Dynamics (FSD) [33]. FSD is a recent version of the Stokesian Dynamics (SD) that is commonly used for modeling of (non-)colloidal suspensions [34]. The core of SD is a multipole expansion of the boundary integral equation for particles in Stokes flow, linearly relating the hydrodynamic forces and torques \( F^H \) on the particles to their translational and angular velocities \( U \) through a resistance tensor \( R_{FU} \), viz. \( F^H = -R_{FU} \cdot U \). Assuming negligible particle inertia, \( F^H \) is always in balance with the prescribed external force \( F^{\text{Ext}} \) on each particle, viz. \( F^H + F^{\text{Ext}} = 0 \); thus, the above equations are closed provided \( R_{FU} \) and its inverse are known. All SD methods decompose the hydrodynamic resistance into a far-field and a near-field part, viz. \( R_{FU} = R^f_{FU} + R^0_{FU} \), allowing for independent control of the two contributions. Specifically, the far-field interactions can be turned off by setting the off-diagonal terms of \( R^f_{FU} \) to zero. The same decomposition also applies to the stress calculation, which depends on both far-field and near-field hydrodynamic interactions but does not affect the particle dynamics [34]. FSD is a fast algorithm to numerically solve the particle dynamics utilizing graphical processing units (GPU).

In our simulations we consider monodisperse suspensions made of 500 spheres (except in one case where 4096 particles are considered) of radius \( a \) at three volume fractions \( \phi = 30\%, 40\%, \) and \( 50\% \); see Fig. 1. The computational domain is a cubic box with Lees-Edwards boundary conditions, where the particles are driven by oscillatory strain, \( \gamma(t) = \gamma_0 \sin(\omega t) \), under various driving amplitudes \( \gamma_0 \) and frequencies \( \omega \). This naturally defines a force scale, \( F_{\text{stk}} \equiv 6\pi \eta a \gamma_0 \omega^2 \), being the Stokes drag of an isolated particle in a fluid with dynamic viscosity \( \eta_0 \). Since particles in liquids are usually charged (due to surface acids or bases, adsorption of free ions, etc.), we impose a pairwise repulsive force between nearby particles, viz. \( F^{\text{EI}} = F_0 \exp(-k \eta h) \), where \( F_0 \) is the maximal repulsion, \( k \) the inverse Debye length, and \( h \) the surface gap between two particles [19, 35]. \( F_0 \) can be equated with \( F_{\text{stk}} \) to obtain a reference time scale to compare with that of the flow; cf. Ref. [30]. Throughout this work we fix \( F_0 = 10 F_{\text{stk}} \) and \( \kappa^{-1} = 0.01a \) to model a strong, short-range repulsion. Effectively, this also keeps the non-dimensional shear rate (proportional to \( F_{\text{stk}}/F_0 \)) constant under different \( \gamma_0 \) and \( \omega \). The model produces quasi-Newtonian rheology with weak shear thickening under steady shear (the suspension viscosity increases by less than a factor of 1.2 when the shear rate increases by 100 times). The source code of the FSD algorithm was originally published in the Supplementary Materials of Ref. [33]. The updated version we use is also available at https://github.com/GeZhouyang/FSD.

III. RESULTS

In what follows, we discuss the rheology, collective dynamics, and underlying microstructural evolution of periodically sheared suspensions. All simulations at the same volume fraction are started from the same random initial condition, and the results are averaged over all particles (since they are identical) and the last few cycles (if the steady or quasi-steady state statistics are reported). We have verified that the steady state results do not depend on the initial condition appreciably, except when the suspension is driven by very small strain amplitudes in which case the microstructure does not evolve. In general, we expect the insights gained from our analysis to be valid regardless of the model details.

A. Rheology

1. Viscosity

One may decompose the shear stress \( \sigma_{xy}(t) \) within an oscillation cycle in Fourier series,

\[
\sigma_{xy}(t) = \gamma_0 \sum_{n=1}^{\infty} (G_n' \sin(n \omega t) + \omega \eta_n' \cos(n \omega t)),
\]

(1)

where \( G_n' \) and \( \eta_n' \) denote the nth elastic and viscous coefficients, respectively. These coefficients vary from cycle to cycle; but at steady state (when \( \sigma_{xy}(t) \) becomes

Figure 1: Periodically sheared suspensions. The schematic shows 500 particles in a cubic box of length \( L \) at volume fraction \( \phi = 50\% \). The particles are projected onto the shear plane, where the color indicates the instataneous shear stress (reddish colors for higher stresses). Here, the stresses are close to zero at maximum strains because the shear rate therein is zero.
fully periodic), the leading-order even modes are always much smaller than their preceding odd modes, \( G_n \) and \( \eta'_n \), reflecting the fore-aft symmetry of the flow-induced microstructure [26]. Further inspection of the power spectrum shows that \( \eta'_n \gg G_n \) for all \( n \), as well as rapid decays of both \( G_n \) and \( \eta'_n \) as \( n \) increases (e.g. \( \eta'_0 / \eta'_1 \sim O(10^{-2}) \)) typically). These observations allow us to dramatically simplify Eq. (1) and approximate the instantaneous shear viscosity as

\[
\eta(t) \approx \eta'_1 \cos(\omega t) + \eta'_3 \cos(3\omega t),
\]

where \( \eta \equiv \sigma_{xx}/\gamma_0 \omega \). In Eq. (2), \( \eta'_1 \) and \( \eta'_3 \) correspond to the average viscosity and the leading order intracycle viscosity variation, respectively. While \( \eta'_1 \) is strictly positive for suspensions of passive particles, \( \eta'_3 \) can be either positive or negative. Under the oscillatory strain \( \gamma(t) = \gamma_0 \sin(\omega t) \), thus shear rate \( \dot{\gamma}(t) = \gamma_0 \omega \cos(\omega t) \), it can be shown that a negative (or positive) \( \eta'_3 \) indicates shear thinning (or thickening) within a cycle [36]. Note that this is not because \( \eta'_3 \) is the next Fourier coefficient in Eq. (2), but rather it is deduced from an orthogonal stress decomposition [36, 37].

In the following, we rescale \( \eta'_1 \) by the underlying fluid viscosity \( \eta_0 \) to obtain the conventional relative viscosity \( \eta'_r \equiv \eta'_1 / \eta_0 \); \( \eta'_3 \) is rescaled by \( -\eta'_1 \) to highlight the effect of shear thinning; lastly, we define the relative elastic response (same unit as \( \eta'_r \)) as \( \eta'_e \equiv G_1 / \eta_0 \omega \).

Fig. 2(a) shows the evolution of \( \eta'_r \) and \( \eta'_e \), as well as the instantaneous viscous response to the imposed shear rate (obtaining the so-called Lissajous curves), under three representative strain amplitudes \( \gamma_0 = 0.2, 0.8, \) and \( 3.2 \) at \( \phi = 40\% \). Here, the duration is measured in total strain units \( \gamma_{\text{tot}} \) at the increment of full cycles; i.e. \( \gamma_{\text{tot}} = 4\gamma_0 n_{\text{cyc}} \), where \( 4\gamma_0 \) is the accumulated strain over one cycle, and \( n_{\text{cyc}} \) is the number of cycles.

The Lissajous curves are plotted only during a half cycle, since both \( \gamma(t) \) and \( \dot{\gamma}(t) \) are anti-symmetric about \( t_{\text{tot}} = 0 \) at steady state. These plots reveal a few interesting features of the rheology under cyclic shear. First, it confirms that the stress response is predominantly viscous, as \( \eta'_r \gg \eta'_e \) for all \( \gamma_0 \). Second, it shows that the times to reach steady state are long; there are continuous, albeit small, changes in both \( \eta'_r \) and \( \eta'_e \) even after \( \gamma_{\text{tot}} > 100 \) for \( \gamma_0 < 3.2 \). Third, the instantaneous viscous response within the last cycle shows qualitative differences under the three strain amplitudes: the response is linear at \( \gamma_0 = 0.2 \), exhibits shear thinning at \( \gamma_0 = 0.8 \), and becomes quasi-linear and hysteretic at \( \gamma_0 = 3.2 \). The slow convergence to steady state and the three stress response patterns are consistent with previous experiments and simulations [21, 23, 24, 26], suggesting that there might be a common rheological signature of periodically sheared suspensions. Furthermore, because stress is uniquely determined from microstructure in non-colloidal suspensions, this implies glassy dynamics of suspensions under periodic strain, which are indeed generally seen in disordered soft materials [38].

To better examine the rheology, we show the steady-state \( \eta'_r \) and \( -\eta'_3 / \eta'_1 \) under various strain amplitudes and volume fractions in Fig. 2(b,c). Here, apart from the different behavior of \( \eta'_r \) in the densest packing where the suspension tends to crystallize under shear [39], both viscous coefficients are non-monotonic in \( \gamma_0 \); at each \( \phi \), the relative viscosity tends to a minimal value near an intermediate amplitude, where the effect of intracycle shear thinning is roughly at a maximum (cf. Fig. 2(a), inset). \( \gamma_0 \)-dependent viscosity has been previously observed in oscillatory shear experiments [20–24]. For example, Bricker and Butler performed extensive experiments of particle suspensions at \( \phi = 40\% \), using four different types of materials in two rheometer geometries, and found that
the complex viscosity is smallest at $\gamma_0 \approx 1$ [21, 40]. Our results are in qualitative agreement with theirs (the precise value of $\nu_0$ depends not only on $\gamma_0$, but also on the physicochemical interaction between the particles); see Fig. 2(b).

The physical origin of the observed shear rheology lies in the structural changes caused by repeated flow reversals. Microscopically, shearing a suspension creates a non-uniform structure characterized by anisotropic pair distributions, which are correlated with higher particle stresses [27–29]. The deviation of this shear-induced microstructure from a given initial configuration, as well as the extent to which it can be reversed within a cycle, depends on the applied strain and the straining history. Crucially, history matters only transiently and when $\gamma_0$ is “small”. The microstructure formed under large $\gamma_0$ is statistically invariant within each half cycle; that is, it always reaches the same steady state twice every period. The threshold $\gamma_0$ above which history plays diminishing role in the rheology is related to the RIT and will be quantified in Sec. III B. As we shall see, it is the combined effects of shearing with a finite amplitude and the resulting microstructural evolution that give rise to the non-monotonic viscosity variations on average and within a cycle.

2. Normal stress differences

Apart from a varying viscosity, suspensions can also develop anisotropic normal stresses under shear, leading to finite normal stress differences (NSDs). Rheologically, NSDs account for a number of non-Newtonian phenomena (most notably the Weissenberg effect) and are a consequence of the flow-induced microstructure [29]. Below, we examine NSD responses of periodically sheared suspensions.

Similar to the shear stress, any component of the normal stresses, $\sigma_{\alpha\alpha}(t)$, may be decomposed within a cycle in Fourier series,

$$\sigma_{\alpha\alpha}(t) = \sum_{n=0}^{\infty} \hat{\sigma}_n^{(\alpha)} \exp(i\omega t), \quad \alpha = x \text{ or } y \text{ or } z, \quad (3)$$

where $\hat{\sigma}_n^{(\alpha)}$ denotes the nth complex Fourier coefficient of $\sigma_{\alpha\alpha}$. The first and second NSD, defined respectively as $N_1 \equiv \sigma_{xx} - \sigma_{yy}$ and $N_2 \equiv \sigma_{yy} - \sigma_{zz}$, are thus also decomposed

$$N_1(t) = \sum_{n=0}^{\infty} (\hat{\sigma}_n^{(x)} - \hat{\sigma}_n^{(y)}) \exp(i\omega t), \quad (4a)$$

$$N_2(t) = \sum_{n=0}^{\infty} (\hat{\sigma}_n^{(y)} - \hat{\sigma}_n^{(z)}) \exp(i\omega t). \quad (4b)$$

Note that, NSDs can have nonzero averages over a cycle and are even functions of the applied strain at steady state. This is in contrast to the shear stress, though the different behaviors are all ultimately due to the underlying time-reversal symmetry.

Fig. 3 shows the average $N_1$ normalized by $\eta_0\gamma_0\omega$ under various $\gamma_0$ and $\phi$ at steady state. The most salient feature is that $N_1$ remains negligible for small $\gamma_0$ until it becomes finite as $\gamma_0$ further increases. A negligible $N_1$ suggests that the pair distribution function characterizing suspensionmicrostructure is nearly fore-aft symmetric, as would be the case in the purely hydrodynamic limit [29]. This ceases to be the case when $\gamma_0$ is beyond a $\phi$-dependent threshold, where $N_1$ first becomes positive (ever so slightly), then negative. A positive $N_1$ can be due to either a higher tensile normal stress in the flow direction, or more collisions (which contribute to a negative normal stress) in the velocity gradient direction. Our simulations suggest the latter, as the hydrodynamic contributions to $N_1$ are always negative (see Fig. 3, inset). Lastly, we note that a transition from positive to negative $N_1$ has been observed before and may have certain rheological implications [40]. Whether this is a generic behavior or can be neglected remains to be explored.

We now turn to $N_2$, which is consistently reported negative and dominates over $N_1$ (i.e. $|N_2| > |N_1|$) for suspensions [41], but has received somewhat less attention [42]. Dividing $N_2$ by $\gamma_0\omega$ and keeping three leading-order even modes, its instantaneous response is approximated as

$$\nu(t) \approx \nu_0 + \nu_2 \exp(2i\omega t) + \nu_4 \exp(4i\omega t), \quad (5)$$

where $\nu \equiv N_2/\gamma_0\omega$. Note that, the coefficients $\nu_0$, $\nu_2$, and $\nu_4$ are not necessarily in decaying magnitude, but the higher order terms are always decaying (i.e. $|\nu|_{n+2} \ll |\nu|_n$, $n = 4, 6, 8, \ldots$) upon inspection of the power spectrum. In the following, we rescale $\nu_0$ by $-\eta_0$ to examine
the average $N_2$ per cycle, and compare the magnitudes of the second ($|\nu_2|$) and fourth ($|\nu_4|$) harmonic responses to analyze the nonlinear response.

Fig. 4(a) shows the average $N_2$ for all $\phi$ and $\gamma_0$ at steady state. There are clearly two regimes: under small $\gamma_0$, $N_2 \approx 0$ as in the case of $N_1$, indicating an overall isotropic microstructure in all principal directions; under large $\gamma_0$, $N_2 < 0$ as particles collide more in the shear plane than in the flow-vorticity plane, consistent with typical observations in simple shear flow [41] (notice the hollow markers in Fig. 4a). The onset of a finite $N_2$ occurs at a well-marked $\gamma_0$, which reduces with $\phi$ and, importantly, is within the range of the corresponding $\gamma_0$ where the minimum $\eta'_r$ (prior to crystallization, if any) and the maximum $-\eta''_r/\eta'_r$ are also obtained, cf. Fig. 2(b,c). As will be shown in Sec. IIIB, this is not a coincidence but rather an indication of RIT.

The most unexpected behavior of $N_2$ is its nonlinear response near the threshold strain amplitude. As shown in Fig. 4(b), this nonlinear effect is so strong that $|\nu_4|/|\nu_2|$ can increase by three orders-of-magnitude. Therefore, the responding frequency of $\omega$ under an imposed frequency $\omega$ will double for a range of $\gamma_0$ (i.e. $2\omega \rightarrow 4\omega$).

To understand this behavior, we examine the Lissajous curves of the normalized instantaneous second normal stress difference ($\nu(t)/\eta_0$) vs. strain ($\gamma(t)/\gamma_0$) for three representative $\gamma_0$ at $\phi = 40\%$ in Fig. 4(c). At $\gamma_0 = 0.2$, $\nu(t)/\eta_0$ exhibits the expected periodic response with a $2\omega$ frequency: it is anti-symmetric about both the zero strain (due to reversibility) and the zero shear rate (due to even symmetry). At $\gamma_0 = 3.2$, $\nu(t)/\eta_0$ is no longer zero at the zero strain (due to persistent particle collisions, consistent with its non-zero average), but still responds to the driving strain at $2\omega$. Interestingly, at $\gamma_0 = 0.8$ where the response frequency doubles, $\nu(t)/\eta_0$ is initially positive as $\gamma(t)/\gamma_0$ increases from 0, but only up to a fraction of the strain amplitude, then it becomes negative as $\gamma(t)/\gamma_0$ further increases; see arrows in Fig. 4(c). A positive $N_2$ can only be due to higher tension in the direction aligning with the velocity gradient than the vorticity, since collisions occur more frequently in the shear plane than the others, as mentioned earlier. Indeed, the stress contributions from hydrodynamic interactions alone exhibit the same nonlinear response (see Fig. 4(b) inset). This is in stark contrast to the average response, which is dominated by the interparticle repulsion and collisions.

Finally, we note that all aforementioned rheological responses, namely, the reduced relative viscosity, the enhanced intracycle shear thinning, the onset of a finite second normal stress difference and its frequency doubling within a cycle, all occur within a narrow range of $\gamma_0$ that depends on $\phi$ only. We will show that the $\phi$-dependent $\gamma_0$ coincides with the critical strain amplitude $\gamma_c$ of RIT next.

### B. Dynamics

The $\gamma_0$-dependent transient and steady-state rheology implies irreversible particle dynamics. If the particle trajectories are completely reversible from the beginning, we should not expect to observe any stress evolution from cycle to cycle, and both $\eta'_r$ and $-\eta''_r/\eta'_r$ are likely to change monotonically with $\gamma_0$ (assuming the starting configuration is random). Irreversibility, however, may last only transiently as particles can self-organize into reversible absorbing states according to a so-called random organization (RO) model [4, 8]. In that model, the only physical assumptions are (I) particles do not overlap and (II) there is some source of microscopic irreversibility (or noise). Despite the simplicity, the model applies to a wide range of systems subject to cyclic shear, and is believed to be the underlying reason for the observed reversible-irreversible transition.
To check irreversibility, we sample the particle statistics directly from their trajectories in the simulations. Fig. 5(a) shows the transient self-diffusivity under various strain amplitudes \( \gamma_0 \) at volume fraction \( \phi = 40\% \), where the diffusivity \( D_{\text{cyc}} \) is computed per cycle according to

\[
\langle (\Delta_i/a)^2 \rangle = 2D_{\text{cyc}} \gamma_{\text{cyc}},
\]

where \( \Delta_i \) is the displacement of particle \( i \) over a cycle, \( \langle \cdot \rangle \) averages over all particles, and \( \gamma_{\text{cyc}} = 4\gamma_0 \). Clearly, the initial dynamics are irreversible under all amplitudes. As a further illustration, the inset in Fig. 5(a) shows the distribution of particle dispersions after the first half cycle under \( \gamma_0 = 0.8 \). Here, the particles not only fail to return to their original positions, but are also displaced anisotropically due to shear. After another half cycle, the preferential direction of the dispersion will reverse (i.e. \( \Delta \to -\Delta \)). Repeated oscillations eventually lead to either decaying or persistent diffusion, depending on \( \gamma_0 \), as predicted by the RO model.

The final per-cycle diffusivity is plotted as a function of strain amplitudes for all volume fractions in Fig. 5(b), where \( D_{\text{cyc}} \) is evaluated at \( \gamma_{\text{tot}} = 256 \). The common pattern of these curves is a transition from reversible to irreversible dynamics as \( \gamma_0 \) increases. For each \( \phi \), we highlight the range of \( \gamma_0 \) within which the suspension exhibits the aforementioned rheological signatures illustrated in Figs. 2 and 4. This is done by intersecting the range of \( \gamma_0 \) estimated individually. For example, at \( \phi = 40\% \), we estimate that the minimum \( \eta_1 \) is obtained under \( \gamma_0 \in (0.8, 1.6) \), whereas the maximum \( -\eta_3/\eta_1 \) is obtained under \( \gamma_0 \in (0.4, 1.0) \); thus, the overlap \( \gamma_0 \in (0.8, 1.0) \) provides a bound for the critical amplitude \( \gamma_c \). The onset of \( -\nu_0/\eta_0 \) and the peak of \( |\nu_1|/|\nu_2| \) also fall in the same range. Despite the sparsity of data, these bounds roughly correspond to the region where the dynamics are the most susceptible to changes in \( \gamma_0 \), i.e. where \( \partial D_{\text{cyc}}/\partial \gamma_0 \) is the steepest. Therefore, our results suggest that rheological measures can also be used to infer the dynamical phase transition of suspensions under cyclic shear, as plotted in Fig. 5(c).

The critical amplitude \( \gamma_c \) for periodically sheared suspensions considered herein depends only on the volume fraction. Previous experiments report \( \gamma_c = 0.14\phi^{-1.93} \) by extrapolating the effective particle diffusivities (based on particle mean square displacements over all cycles, rather than per cycle) from \( \gamma_0 > \gamma_c \) [3]. In our simulations it is difficult to track the particle displacements under large \( \gamma_0 \) over long time (e.g. \( \gamma_{\text{tot}} > 256 \)) due to the finite size of the computational domain. However, our rheologically estimated \( \gamma_c \) agrees rather well with the experimental fit, as seen in Fig. 5(c); hence, it validates the alternative approach.

The scaling of \( \gamma_c \) with respect to \( \phi \) can be explained qualitatively by the phenomenon of shear-induced diffusion. Earlier experiments on non-colloidal suspensions in simple shear flow found that the self-diffusivity \( D_s \) scales with the particle size \( a \), the imposed shear rate \( \dot{\gamma} \), and the volume fraction \( \phi \) as \( D_s \sim \phi^2 \dot{\gamma} a^2 \) [31]. Here, the \( \phi^2 \) dependence is due to many-body interactions, since the probability of one particle interacting with two others is proportional to \( \phi^2 \) in a statistically uniform suspension (pair interactions would lead to a scaling of \( D_s \sim \phi^3 a^2 \), but they are insufficient to cause persistent diffusion when the non-hydrodynamic force is weak [43]). Replacing \( \dot{\gamma} \) with \( \gamma_0 \omega \) and rescaling \( D_s \) by \( a^2 \omega \), we have \( D_s \equiv D_s/(a^2 \omega) \sim \phi^2 \gamma_0 \); thus, the scaling of \( \gamma_c \sim \phi^{-2} \) at a measurable onset diffusivity. Counterintuitively, our simulations suggest that far-field hydrodynamic interac-
tions are not responsible for the many-body effect, as the results are qualitatively the same with and without such interactions; see Figs. 2(b,c) and 5(b). Effectively, local interactions such as the lubrication and electrostatic repulsion are sufficient to couple the particle motions to yield the observed rheology and collective dynamics in concentrated suspensions. By contrast, far-field hydrodynamic interactions promote reversibility (evidently in the extreme case of two particles in shear flow [44, 45]), thus acting to smear the dynamical phase transition [46].

Finally, we note that the consequence of RIT on the rheology is non-trivial. When \( \gamma_0 < \gamma_c \), the per-cycle dynamics are not immediately quiescent, but rather decay in time, thus changing the reference condition at the beginning of each cycle; this is manifested in the intracycle rheological responses of both the viscosity and second normal stress difference. When \( \gamma_0 > \gamma_c \), the particle dynamics depend less and less on the strain history as collisions become persistent, leading to anisotropic microstructures that are evident in the increased viscosity and finite second normal stress difference. These two regimes have distinct rheological behaviors which, at the onset of transition, is highly nonlinear. Below, we examine the suspension microstructure at \( \gamma_0 = \gamma_c \) to elucidate the connection between the rheology and emergent dynamics.

### C. Microstructure

The correspondence between rheology and dynamics can only be due to the underlying microstructure, which may be characterized by the pair correlation function. As an example, we show in Fig. 6 the particle angular distributions under \( \gamma_0 = 0.8 \) and \( \phi = 40\% \), at three representative distances corresponding to the first three peaks of the radial distribution function at steady state. The initial random configuration shows the expected isotropic distribution at all distances. However, the final distribution within a boundary layer of thickness \( 0.1a \) is strongly anisotropic, with virtually no particles at latitudes above \( 15^\circ \) or below \( -15^\circ \), except for those near longitude \( \pm 90^\circ \). Here, the equatorial ring corresponds to regions of the smallest velocity difference, whereas the longitudinal ring is perpendicular to the flow; particles in both of these regions experience less relative motion under shear than elsewhere [45]. Since particles tend to be displaced in the velocity gradient direction under shear (see the inset in Fig. 5a), repeated oscillations lead to a local depletion of particles from regions of greater encounter probability. The final effect is the formation of a highly correlated short-range structure, with seemingly little change in the bulk, as depicted in Fig. 6. We observe this phenomenon in general for all cases; however, it is always the most pronounced at \( \gamma_0 = \gamma_c \).

To gain further insight into the bulk structure near the critical transition point, we analyse the nearest-neighbour graph (NNG) obtained from snapshots of the particle configuration. By definition, a NNG is formed by connecting each particle to its nearest neighbour, resulting in a partition of the particles into clusters (or minimum spanning trees as in graph theory) of various size and shape. Specifically, we define the size as the number of particles in the cluster, and characterize the shape from the moment-of-inertia tensor \( I_c \) of the (as if rigid) cluster; that is, we define the shape factor as \( \sqrt{I_{\text{max}}/I_{\text{min}}} \), where \( I_{\text{max}} \) and \( I_{\text{min}} \) are the maximum and minimum eigenvalues of \( I_c \), respectively. Under these definitions, the minimum size is 2 (i.e. a doublet), while the minimum shape factor is 1 (i.e. an isotropic cluster). NNG is suitable for clustering analysis due to its simplicity and analytical properties [47]; here, we use it also because it is a unique and parameter-free characterization of the suspension network.

Fig. 7 shows the size and shape distributions of particle clusters for a suspension under \( \gamma_0 = 0.8 \) at \( \phi = 40\% \). The initial graph is composed of clusters from a wide range of sizes, with the biggest cluster approaching 10% of the sample size (\( N = 500 \) in this case). The NNG at steady state, however, is dominated by small clusters of less than 4 particles. The dissolution of large clusters is a sign of collective organization, implying that the distance between adjacent particles are enlarging throughout the suspension. This can be seen directly in the inset (a) in Fig. 7, where we plot the average distance to the 6th nearest neighbour in the initial and final configurations. The distance increases up to \( k = 7 \), with the final \( r_1/a = 2.1 \). Correspondingly, a doublet made of two nearest spheres at \( r/a = 2.1 \) has a shape factor of 1.93, which explains...
the peak in the final distribution of the shape factor.

Lastly, the uniform increase of local separations between particles at a fixed volume implies suppression of density fluctuations at large length scales. The latter is a hallmark of hyperuniformity, which has been recently proposed as a distinguishable state of matter \[18, 32\]. Here, density fluctuations can be quantified by the variance of the number density of particles within a randomly located sphere of radius \( r \), viz. \( \sigma_n^2(r) = \langle n(r)^2 \rangle - \langle n(r) \rangle^2 \), for \( r \in [2a, L/4] \), where \( L \) is the length of the periodic box. Then, the exponent of the scaling law \( \sigma_n^2(r) \sim r^\beta \) measures the degree of hyperuniformity: in \( d \)-dimensional space, \( \beta = d \) corresponds to non-hyperuniform structures (e.g. ordinary fluids), whereas materials with \( \beta \in [d - 1, d] \) are considered hyperuniform (e.g. crystals have \( \beta = d - 1 \); other forms of scaling are also possible \[18\]).

We compute \( \beta \) for the same parameters \( \gamma_0 = 0.8 \) and \( \phi = 40\% \), but without far-field hydrodynamics in a much larger computational box \( N = 4096 \), as shown in the inset (b) in Fig. 7. The data plotted in total strain \( \gamma_{\text{tot}} \) is well-fitted by

\[
\beta = (\beta_0 - \beta_\infty)(1 + \gamma_{\text{tot}})^\nu + \beta_\infty, \tag{7}
\]

where \( \beta_0 \) and \( \beta_\infty \) are the initial and steady-state values of \( \beta \), respectively. The fitting yields \( \nu = -0.29 \) and \( \beta_\infty = 2.0 \), strongly suggesting that system will eventually become hyperuniform. We note that the size of our largest simulation \( N = 4096, L/4 = 8.8a \) may still be too small to conclude on the large-scale structural correlations. Nevertheless, the different characteristics of the suspension microstructure are consistent and in agreement with previous predictions and experiments \[18\].

IV. CONCLUDING REMARKS

In summary, we have presented a numerical study of periodically sheared non-colloidal suspensions under various oscillation amplitudes and at different volume fractions. The main finding is a generic rheology characterized by a reduced viscosity, an enhanced intracycle shear thinning, the onset of a finite second normal stress difference as well as its frequency doubling within a cycle, all near a volume fraction dependent oscillation amplitude. This rheological behavior is closely related to the emergent dynamics of suspensions under cyclic shear. In fact, we show that the amplitude inferred from rheological measures also predicts the reversible-irreversible transition. These findings are explained based on, firstly, the stress asymmetry caused by flow reversal and, secondly, the shear-induced diffusion. Although the basic phenomena have been studied separately in the past, the connection between them in the context of RIT was unclear. This paper was motivated to bridge the gap.

Finally, despite our focus on non-colloidal suspensions of frictionless hard spheres of equal size, the general physical picture depicted here should hold in a broader context. As long as the structural organization is dominated by volume exclusions, there could always be a configuration of least density fluctuation, thus the specific correspondence between rheology and emergent dynamics, regardless of the particle shape, size distribution, surface roughness, and so on. Furthermore, evolution towards a state of least density fluctuation (or crystallization at high packing fractions \[48\]) seems favorable, since the microstructure associated with it reduces the energy dissipation under shear. At present, there is a growing interest in understanding the collective dynamics of active suspensions that are made of self-propelled particles such as bacteria or algae, where long-range hydrodynamic interactions are of greater importance \[49\]. Extending the current study in those settings may lead to fruitful future research.
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