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Abstract
Images are an indispensable part of the news we consume. Highly emotional images from mainstream and misinformation sources can greatly influence our trust in the news. We present two studies on the effects of emotional facial images on users' perception of bias in news content and the credibility of sources. In study 1, we investigate the impact of repeated exposure to content with images containing positive or negative facial expressions on users' judgments of source credibility and bias. In study 2, we focus on sources' systematic emotional portrayal of specific politicians. Our results show that the presence of negative (angry) facial emotions can lead to perceptions of higher bias in content. We also find that consistent negative portrayal of different politicians leads to lower perceptions of source credibility. These results highlight how implicit visual propositions manifested by emotions in facial expressions may substantially affect our trust in news.

Introduction
In the aftermath of the US 2020 presidential election, some rioters who did not trust the official results of the election stormed the capitol building. Around the same time, when the first Covid-19 vaccines were introduced, many did not trust the news about the safety of the vaccines. Observing such incidents, what causes news consumers not to trust certain mainstream news sources while believing misinformation published by others? Recent research suggests one answer may be cognitive factors, such as the propensity for analytical reasoning affecting belief in the accuracy of news content (Pennycook and Rand 2021). However, our judgments of news source credibility is also an important but often neglected factor shaping our judgments of news and misinformation (Pehlivanoglu et al. 2021; Wallace, Wegener, and Petty 2020b). Indeed, prominent misinformation scholars advocate for increasing focus on behaviors of news sources rather than individual stories since “the defining element of fake news is the intents and processes of a publisher” (Lazer et al. 2018). In this research, we tackle the interactions between news sources and consumers by exploring how social media users’ evaluations of the news content influence their judgments of news source credibility. We posit that identifying factors that influence consumers’ judgments of news sources is essential, not only to help detect and combat misinformation but also to identify and combat practices that reduce consumers’ trust in trustworthy sources.

News sources often frame their content with specific styles, tones, and emotions. Both mainstream news media and misinformation sources use highly emotionalized and sensational content to influence their audiences (Arsenault and Castells 2006; Wardle and Derakhshan 2017; Volkova et al. 2017; Richards 2007; Peng 2018; Rathje, Van Bavel, and van der Linden 2021). Various studies have shown that such content strategies are often effective. People are more likely to be drawn to highly emotionalized news, click on articles associated with extreme emotions, and share headlines with more negative sentiments (Bowman and Cohen 2020; Reis et al. 2015; Berger and Milkman 2012). In addition to emotional verbal content, news sources take advantage of social media’s highly visual nature by choosing images that amplify the persuasive power of the verbal content (Wardle and Derakhshan 2017; Grabe and Bucy 2009). Examples of such visual content include images that communicate racist concepts not present within the text (Messaris and Abraham 1986), emotional facial expressions of news-casters (Mullen et al. 1986), and partisan media producing ideological bias in their visual coverage of political candidates with features including facial expressions and face size (Peng 2018).

In this work, we tackle a salient aspect of visual information, facial expressions, in social media posts on users’ judgments: Do users perceive a source as less credible when the source repeatedly publishes tweets with angry facial expressions? What if a source systematically portrays a negative visual bias against a politician (e.g. Bernie Sanders or Donald Trump) by repeatedly publishing news with angry images of those politicians? We explore these questions by considering source credibility, a primary factor in the persuasiveness of news sources (Hovland, Janis, and Kelley 1953; Wallace, Wegener, and Petty 2020b); and content bias, defined as “having a perspective that is skewed,” (Wallace, Wegener, and Petty 2020b) as two primary elements of users’ judgments of news sources. We investigate how repeated usage of images with positive (happy) or negative (angry) emotional facial expressions in social media posts affects users’ judgments about source credibility and content bias.
We seek to answer the following questions: 1) How does repeated exposure to news content accompanied by images with positive (happy) or negative (angry) facial expressions impact users’ judgments about a source’s credibility?; and 2) How sources’ repeated positive or negative visual portrayal of different politicians interacts with users’ prior attitudes (favorability and familiarity) towards those politicians to shape their judgments of source credibility. To answer these questions, we conducted two consecutive preregistered controlled experiments:

1. In study 1, we examined how users’ credibility judgments are impacted by news sources that show a pattern of using highly emotionalized visual images. More specifically, we investigated how angry or happy facial expressions in tweet images affect users’ judgments about eight anonymized right/left-leaning and mainstream/misinformation news accounts.

2. Leveraging findings from study 1, in study 2, we focused on sources with repeated emotionalized visual coverage of influential politicians. We examined how users’ judgments are impacted by sources that consistently portray specific politicians’ emotions as negative or positive. In study 2, we also investigated how users’ prior attitudes towards each politician interact with sources’ negative or positive emotional portrayals of those politicians.

In study 1, we observe that users find tweets with negative (angry) facial expressions as more biased. However, we found that negative facial expressions might not lead to lower perceived source credibility and that this effect is likely heavily moderated by textual content and tone of the news coverage (e.g., misinformation sources were deemed as less credible). In study 2, we found that focusing on mainstream sources’ repeated negative visual portrayal of specific politicians, users are more likely to perceive the content as more biased and the source as less credible. Across both studies, in addition to quantitative analysis of the experimental treatments, we qualitatively analyzed users’ comments explaining the reasons behind their judgments. Our qualitative analysis demonstrated that users also relied on several cues such as opinionated language, political bias, and satire, to guide their credibility judgments. These studies highlight the extent to which highly emotionalized visual coverage might impact users’ trust in news sources.

**Related Work**

**Source Credibility and Content Bias.** False, inaccurate or “fake” news is a serious problem for our societies and democracies (Lazer et al. 2018; Karduni et al. 2019; Wardle and Derakhshan 2017). In their work on decision-making about misinformation, Pennycook and Rand highlight different aspects of why users fall for “fake news.” They provide evidence that “contradict the common narrative that partisanship and politically motivated reasoning explain why people fall for fake news” (Pennycook and Rand 2021 pg. 1) Furthermore, they find that the propensity to engage in reasoning is a more important factor in users’ ability to detect false news.

In addition to users’ ability to detect instances of inaccurate and false information, perceptions of source credibility influence how users interact with and are persuaded by the news (Pornpitakpan 2004). Perceptions of trustworthiness and expertise are noted as two main factors in credibility judgments (Petty, Wegener, and Fabrigar 1997; Wallace, Wegener, and Petty 2020b). Research on credibility perceptions on social media has highlighted that when faced with short content (e.g., Twitter), users might have different credibility perceptions for different topics (e.g. science versus entertainment) and might rely on different heuristics such as username style to judge source credibility (Morris et al. 2012). Recent work by Laura Wallace suggests that perceptions of source bias and untrustworthiness can have different effects on perceptions of source credibility. For instance, in certain cases, users might believe sources are biased but honest in their reporting and therefore credible (Wallace, Wegener, and Petty 2020b).

**Images, Emotions, and Users’ Judgments of News.** Visual information impacts how users judge the credibility of information sources in several ways. Wobbrock et al. show that visual appearances like font size or inclusion of images may impact users’ perceptions of credibility (Wobbrock et al. 2021). Different images may have varying effects on users’ judgments. For example, after seeing an image of a brain, users are more likely to believe claims in certain scientific articles (Schweitzer, Baker, and Risko 2013; McCabe and Castel 2008) while images of smoking increases belief in messages in warning signals (Shi et al. 2017). Articles accompanied by alarming images (Knobloch et al. 2003) or ones that depict victimization (Zillmann, Knobloch, and Yu 2001) increase users’ selective interaction with the articles. Furthermore, when exposed to false versus true news headlines, participants’ self-reported experience of heightened emotion (users who report feeling more angry or sad) is linked to an increase in perceived accuracy of false news but not factually correct news (Martel, Pennycook, and Rand 2020).

Recent work in social psychology and media bias has highlighted the interpersonal effect of emotions on users’ decisions (Van Kleef, De Dreu, and Manstead 2010). For example, displays of angry (but not happy) facial expressions might reduce the likelihood of our decisions to trust others (Campellone and Kring 2013). In the context of charity advertisements, images with sad facial expressions can increase the likelihood of donating (Small and Verrochi 2009). Moreover, displays of different emotions can impact perceptions of cooperativeness and appraisal (e.g., happy agent perceived to be more likely to cooperate and angry/sad the opposite) (de Melo et al. 2012). Andalibi and Buss assert that people find emotions as “insights to behavior, prone to manipulation, intimate, vulnerable, and complex” (Andalibi and Buss 2020). Emotional content in images also impacts the likelihood of people believing a statement. For example, exposure to highly negative emotional images about different phenomena increases belief in the accuracy of news con-
tent (Vlasceanu, Goebel, and Coman 2020). In comparison to positive imagery, being exposed to negative imagery has been associated with greater perceived accuracy of false information (Porter et al. 2010). Melodramatic animations are also shown to likely increase users’ perceptions of the credibility of a news report (Lo and Cheng 2017). From the perspective of visual media bias, (Grabe and Bucy 2009) called for more attention on studying the visual framing of politicians in the news due to the increase in visual (image) portrayals in the news. A study by (Peng 2018) showed that, among other features, happy facial images increase the perceived favorability of a political candidate and perceived trustworthiness, but angry facial expressions decrease both. Another study by Masch and Gabriel suggests that depending on the political context, positive and negative depictions of politicians in videos might impact users’ attitudes towards those politicians (Masch and Gabriel 2020).

Current research on misinformation focuses on perceptions of content accuracy and users’ ability to distinguish false and true information (Pennycook and Rand 2021) based on various cues, including emotions in text (Karduni et al. 2018) or images (Vlasceanu, Goebel, and Coman 2020). Research on persuasion has shown users’ judgments of source credibility and content bias, and the certainty of those judgments, are important factors in news sources’ persuasive power (Wallace, Wegener, and Petty 2020b; Tormala and Petty 2004). Inspired by the mentioned work, this paper studies an important but, to our knowledge, overlooked aspect of our judgments of news sources: the effect of sources’ repeated and potentially systematic usage of highly emotional facial images on users’ judgments of source credibility and content bias.

**Study Design and Implementation**

Considering perception of source credibility as a product of the news content that users consume, we formulate the overall structure of the studies as 1) Users first view curated social media posts from an anonymized news source; 2) Users evaluate bias for multiple posts from the source; 3) After deciding they have viewed and evaluated enough posts from a source (with a hard minimum of five tweets), users are instructed to provide a credibility rating of the source. Users repeated these steps for eight different new sources.

This structure applies to both studies 1 and 2. The randomized treatments were applied by altering the content users see from each source (i.e., content with positive or negative images or no images as a control condition).

As opposed to limiting users’ judgments to binary outcomes, we elicited users’ bias and credibility judgments on continuous response scales. We elicited perceived bias of a tweet as a continuous number between 0 (unbiased) and 1 (biased). Similarly, we elicited perceived credibility of a source as a number between 0 (not credible) and 1 (credible). As it has been argued that user attitudes with higher certainties have important consequences, including increasing resistance to persuasion and being persistent over time (Tormala and Petty 2004; Tormala and Rucker 2007), we elicited users’ certainty around their judgments as a confidence interval within each respective domain. We adopted a modified version of the Line + Cone technique (Karduni et al. 2020) to elicit users’ judgments. The visual technique (called Line + Range; See Figure 7) enabled us to elicit judgments and uncertainty using a visual technique. To explore users’ self-described reasons behind their judgments, we also asked users to provide verbal comments using an open text box.

**Dataset and Study Stimuli**

The tweets dataset was collected from the Twitter streaming API from October 25th to January 25th, 2018, from multiple news accounts labeled as misinformation or mainstream by Karduni et al. (Karduni et al. 2019, 2018). After downloading all images from the dataset, we used the python face-recognition library to extract images with faces and cropped the images only to include faces. To identify images of different politicians, we used Google’s FECNet (Schroff, Kalenichenko, and Philbin 2015) to extract feature vectors of cropped faces and used HDBScan (McInnes, Healy, and Astels 2017) to cluster faces and manually identified influential politicians. We chose to include only cropped faces in our study to remove potential confounding factors such as body language and surrounding scenes, as studies show that recognition of facial expressions is influenced by both(Kret et al. 2013; Kret and Gelder 2012, 2013).

To extract emotion predictions from faces, we used two separate python libraries, EmoPy and deepface, which provide the ability to sort the tweets based on emotion predictions and model confidence. After generating a candidate dataset, we qualitatively excluded low-resolution images, inaccurately assigned to a cluster, or had wrong emotion predictions. All qualitative coding to produce the final datasets for both studies was done by the authors. The first author first created a larger candidate dataset. Using the study interface, the other authors iteratively evaluated each data point. Disagreements were resolved in team meetings.

**Study 1 & 2 Models**

Our experimental design for both studies consisted of repeated measures for each user within two levels of responses, including source-level responses (credibility) and tweet-level responses (bias). Users’ responses were continuous variables bounded between 0 and 1. For both studies, we used mixed-effects beta regressions with glmmTMB to address the hierarchical design of our studies and the bounded dependent variables. Within the text, model coefficients are reported as log-odds ratios with corresponding confidence intervals. In the model figures, we transformed the log-odds ratios to odds ratios for ease of interpretation. Odds ratios show the direction and strength of how each independent variable impacts the dependent variables. We used the normal approximation to calculate p-values of fixed effects and t-values produced by lme4.

---
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In Study 1, we examined how positive (happy) and negative (angry) emotions in images influence perceived content bias (tweets) and source credibility (accounts). Participants completed a task in which they observed a series of tweets from eight different accounts. To provide a variety of different political orientations and content types, the accounts were either categorized as mainstream or known to produce misinformation. The accounts were also categorized as being right-leaning or left-leaning (see Table 1).\(^3\) Given these two dimensions of mainstream/misinformation and right/left political orientation, users evaluate a total of eight accounts with more than 90 tweets in the final dataset. The content shown to users was manipulated in a between-subjects manner. Users were randomly assigned to one of three conditions: happy, angry, and mixed (see Figure 1). The happy condition contained tweets with the highest happiness scores for the images. The angry condition included tweets containing images with the highest angry image scores. The mixed (control) condition alternates between happy and angry images. Furthermore, one account from each category (right, left, misinformation, mainstream) was randomly selected to include no images. For example, a participant assigned to a happy condition, viewed tweets with the highest-rated happy images from four of the eight accounts but did not see images from the other four accounts.

For each account, users responded based on their judgments about the bias of each tweet. By clicking on “View more tweets,” participants viewed additional tweets until they decided to rate the source’s credibility (a minimum of 5 tweets was enforced for each account). By clicking on “Make a decision,” users saw a pop-up view in which they entered their credibility judgments. Users also had the option to use a text box to describe what influenced their decisions.

**Hypotheses**

We hypothesize that in comparison to tweets with happy images, users are more likely to assess tweets with angry images as biased. Furthermore, we also hypothesize that as compared to the mixed condition, users in the angry condition are more likely to assess sources as less credible. However, since it is likely for users’ judgment to be influenced by the inherent differences in the nature of sources, we also explore the effects of political orientation (right vs. left) and source type (mainstream vs. misinformation) on their judgments.

**Dependent & Independent Variables**

We considered four total dependent variables (DV): (1) content bias (bounded value between \([0,1]\)), (2) uncertainty range around content bias (bounded value between \([0,1]\)), (3) source credibility (bounded value between \([0,1]\)), (4) uncertainty around source credibility (bounded value between \([0,1]\)). For our independent variables (IV), we included the image emotion condition (angry, happy, or mixed), image shown (true or false), as well as political orientation (right or left), and source type (mainstream or misinformation). For models built based on tweet-level responses, i.e. bias choice/uncertainty of tweets as the dependent variable, only two image emotion conditions of happy or angry are applicable since each tweet contains at most one type of emotion.

**Model Specification**

For each model, we included users’ unique IDs and the source id as random effects. The reference conditions for credibility choice and uncertainty models are image emotion = mixed, source orientation = left, source type = mainstream, and the image shown = False. The reference conditions for bias choice and uncertainty models are image emotion = happy, source orientation = left, source type = mainstream, and the image shown = False.

---

\(^3\)Right or left-leaning labels were confirmed with https://mediabiasfactcheck.com/ and https://www.allsides.com/
Participants
In this study’s pre-registration, we originally planned to recruit up to 300 participants from crowdsourcing platforms. However, due to concerns about the quality of data collected from MTurk and time constraints, we shifted our participant pool to university students. We recruited a total of 81 university students with an average age of 21 years old (std 5.6). Per our pre-registration, we excluded responses from 9 participants with missing responses (due to unexpected technical difficulties), resulting in 72 accepted responses (48 women, 23 men, and 1 other; 40 white, 13 African American, 7 other Asian, 4 East Asian, 5 Hispanic, 2 middle eastern, and 1 native American). Participants were mostly liberal regarding social, political issues and more balanced in regards to economic issues (see Fig 2). Per random assignment, 30 participants were assigned to the angry condition, 24 participants to the happy condition, and the remaining 18 to the mixed condition. Participants took an average of 26 minutes to complete the study. All participants either received course extra credits or research credits.

Results
Content Bias. We used two mixed-effects beta regressions to study the effects on users’ judgments about the bias of individual tweets (see Fig 3-left). Users found content from right-leaning sources to be more biased (β = 0.216 [0.086, 0.34], z = 3.25, p < .01). Similarly, users judged content from misinformation sources to be more biased (β = 0.474 [0.34, 0.60], z = 7.11, p < .001). We also found that users rated tweets containing angry images as more biased (β = 0.219 [0.11, 0.32], z = 3.94, p < .001). This is in line with our hypothesis that angry imagery will lead to an increase in users’ perceived bias. Surprisingly, even though the content shown to users was solely sorted based on facial emotions in images, we did not find a noticeable effect of emotional images on users’ bias ratings. It is possible that sources choose images to amplify tweets’ content, and users’ judgments were not based on the emotion in facial expressions alone.

In our mixed-effects model on users’ uncertainty around their judgments (see Fig 3-right), we found that compared to left-leaning mainstream accounts, users were more likely to have larger uncertainty ranges for right-leaning accounts (β = 0.027 [0.041, 0.21], z = 2.90 p < .01). We also found a similar positive effect for misinformation accounts (β = 0.154 [0.06, 0.24], z = 3.52, p < .001).

Source Credibility. We used mixed-effects beta regression to investigate the effects of study conditions on users’ judgments about source credibility (see Fig 4-left). We found that in reference to left-leaning accounts, users were more likely to rate right-leaning accounts as less credible (β = −0.264 [−0.43, −0.08], z = −2.961, p < .01). Users were also more likely to rate misinformation sources as less credible (β = −0.539 [−0.71, −0.36], z = −6.024, p < .001). We did not observe significant effects for the happy or angry conditions. In other words, we did not find evidence towards our hypotheses that being exposed to a source that repeatedly publishes tweets with angry or happy facial expressions impacts perceptions of source credibility.

We also used a mixed-effects beta regression to study whether users’ confidence around their decisions (represented through uncertainty ranges in the Line + Range technique). Interestingly, source type was the only factor that significantly affected users’ uncertainty about source credibility. Users were likely to be more confident in their decisions when source type was categorized as misinformation (β = −0.373 [−0.55, −0.18], z = −3.921, p < .001).

Qualitative Analysis of Users’ Comments
Each user had the option to answer one open-ended question for each account, asking “please describe how the tweets (text and images) influenced your decisions about this account?” Even though leaving comments was an optional part of the study, we received comments from all 72 participants, and the majority of participants left comments for all 8 trials. In total, we collected 572 comments about users’ decision-making influences. Since thematic analysis with a large number of comments was challenging, we used topic modeling to facilitate the qualitative analysis of the comments and arrive at different themes of influences on users’ judgments. We categorized the extracted topics into four general themes: 1) sources’ political orientation (left-leaning or right-leaning), 2) opinionated versus factual reporting, 3) specific language usage or tone (e.g. source is angry or uses tabloid-like language), and 4) the effect of images.
the majority of users’ comments were related to different cues tied to the text of the tweets, in this section, we provide a summary of comments related to images.

Topics 9 (25 comments from 14 users) and 5 (19 comments from 10 users) included comments that mentioned images as a factor in their decision. These comments made a wide range of image-related observations, from unflattering imagery to facial expressions and lack of seriousness. For example, a user described how they perceived the image and the text to be not aligned: “Some of the tweets seemed to be about data rather than opinions. Some of the pictures seemed to take away merit.” Another comment explicitly mentioned facial expressions of individuals helping them decide that the tweets have a left bias: “Many of the tweets seemed to be credible as most were quotes by others. Some of the pictures had facial expressions that made the tweets seem left swinging.”

A number of comments cited comic or not serious imagery as the basis for their decisions. For example, “Difficult to take the meme-like images seriously.” And, “The images were cartoonish and difficult to take it seriously. It was obviously making fun of Trump.”. A few comments mentioned unprofessional or unflattering images as the basis for their judgments: “[...] and somewhat unflattering pictures of those who either commented against them or who may do (or not do) something against them.” And, “Some of the pictures were not professional and showed the president and alliances in a negative light.”

These comments show that, at least for a group of users, images can serve as a cue for a source’s lack of credibility. However, the majority of comments about pictures and images did not specifically mention emotions in images as the basis for their decisions. This might be due to the fact that tweets in our dataset contained a diverse set of topics. It is possible that users look for a more systematic negative treatment of specific topics or individuals rather than a combination of negative imagery from a wide range of topics.

Study 1 Discussion

We hypothesized that sources’ systematic posting of tweets with angry images would lead to higher perceived content bias and lower perceived source credibility. We also hypothesized that happy images would lead to a reverse effect. We found partial evidence for our hypotheses: we observed an increase in perceived bias for tweets containing angry images (see Fig 5 for raw point estimates for each account). We did not find evidence that this perceived content bias led to lower judgments of source credibility. We believe this is in line with recent findings by Wallace and colleagues asserting that higher perceived bias does not necessarily lead to lower perceived credibility of sources (Wallace, Wegener, and Petty 2020b). However, perceptions of content bias were likely affected by the general tone and topical focus of individual accounts (note that source_type = misinformation had the largest effect on perceived bias).

Our qualitative analysis of comments also hints that users rely heavily on text content to judge both bias in content and the credibility of sources. In retrospect, the topical diversity in the first study, both between different sources and within tweets published by a single source, does not necessarily portray systematic biases which would reduce the perceived credibility of a source. In the next study, we explore this issue by fixing the textual content shown to users and manipulating only the emotional valence of facial expressions in images.

Study 2

In study 1, the content shown to users was not limited to specific topics and we found that users’ judgments were likely influenced by different topical focuses of sources. To better evaluate the impact of emotional facial expressions on users’ judgments, we shifted the focus of study 2 to explore the effects of mainstream sources’ systematic emotional portrayal of specific politicians. To address such a scenario, in all experimental conditions of this study 2, users received the same 8 sets of tweet texts about 8 different politicians. Per random assignment, users received either angry or happy images of the politicians. We included no images as a control condition in which users received the same sets of tweets without any accompanying images of those politicians.
Table 2: Politicians selected for study 2

| Politician          | Notes                      |
|---------------------|----------------------------|
| Donald Trump        | Former President of the US |
| Hillary Clinton     | Former US Secretary of State |
| Barack Obama        | Former president of the US |
| Theresa May         | Former prime minister of the UK |
| Emanuel Macron      | President of France        |
| Angela Merkel       | Former Chancellor of Germany |
| Kim Jong Un         | Supreme Leader of North Korea |
| Vladimir Putin      | President of Russia        |

To curate the stimuli for the present study, the tweets dataset from the previous study was filtered to tweets that included mentions of 8 different prominent politicians (see Table 2). Users were instructed that each set of tweets mentioning each politician were from a single source. To limit the impact of emotional text content on users’ judgments, we downscaled tweets with the following steps: we first conducted sentiment analysis on the tweet texts using Vader Sentiment (Hutto and Gilbert 2014). Next, for each set of tweets, we selected tweets with the highest neutral sentiment scores. Finally, we qualitatively evaluated and removed tweets with inaccurate scores from the sentiment analysis library. This resulted in 30 to 40 tweets mentioning each politician from mainstream news sources that were mostly of neutral tone. The images for this study were manipulated in a between-subjects manner such that users saw either happy, angry, or no images of each politician. For example, a user in the Happy condition, viewed tweets mentioning Kim Jong Un accompanied by happy images of him, while a user in the Angry condition evaluated the same tweets but with angry images of him, and the control (no-image) condition viewed no images (see Figure 7 for one of the example tweets).

The procedures of the study were equivalent to Study 1, with one exception: To measure the interaction between users’ prior attitude towards each politician and the experimental conditions, for each set of tweets users first answered two questions in a pop-up form about their familiarity and favorability towards that politician on 5-point Likert scales.

Hypotheses

Since study 2 is a continuation of study 1, we expected to see a similar effect of angry emotions on content bias. We also hypothesized that users in the angry condition would rate sources as less credible. Guided by research on motivated reasoning (Kahan 2012), we expected to observe an interaction between users’ prior favorability of different politicians and sources’ negative and positive visual bias towards those politicians. More specifically, we hypothesized that favorability negatively interacts with angry emotion and positively interacts with happy emotion to predict users perceived bias and credibility. Furthermore, we also investigate the impact of users’ familiarity with each politician on their judgments.

Dependent & Independent Variables

The dependent variables in Study 2 are identical to Study 1. We considered four total dependent variables (DV): (1) the tweet bias choice (bounded value between [0,1]), (2) uncertainty range around tweet bias (bounded value between [0,1]), (3) source credibility choice (bounded value between [0,1]), (4) uncertainty around source credibility choice (bounded value between [0,1]). For our independent variables (IV), we included the image emotion condition (angry, happy, or no image), as well as users’ prior favorability and familiarity towards each politician.

Model Specification

For each model, we included users’ unique IDs and the politician’s name as random effects. After comparing multiple model specifications using AIC, we also included interaction terms between users’ favorability and familiarity of each politician with the image emotion. The omitted reference conditions are image emotion = no image.

Participants

In study 2, we recruited a total of 126 participants. The average age of participants was 35 years old (std of 11.3). 81 participants were recruited from Amazon Mechanical Turk and received a 2-dollar incentive. To get closer to our pre-registration target, the rest of the participants were university students who received either research or course credit for their participation. Per our pre-registration, we excluded responses from 12 participants with missing responses (due to unexpected technical difficulties) resulting in 114 accepted responses (54 women, 59 men, and 1 prefer not to say; 87 white, 10 African American, 7 East Asian, 5 Hispanic, 3 Other Asian and 2 middle eastern). Participants were mostly liberal in regards to social, and political issues and more balanced in regards to economic issues (See Fig 8). 34 participants were randomly assigned to the angry condition, 42 participants were assigned to the happy condition, and the remaining 38 were assigned to the no image condition. Participants took an average of 21 minutes to complete the study.

Results

Content Bias. We used two mixed-effects beta regressions to study the effects of experimental conditions on users’ judgment and uncertainty of bias of individual tweets (see fig 9-left). We found that users viewing tweets with angry images rated tweets as more biased in comparison to when no images are shown to users ($\beta = 0.511$ [0.18, 0.84], $z = 3.031, p < .01$). This is in line with our hypothesis that when the content of messages is the same, angry imagery leads to an increase in perceived bias. Similar to study 1, we did not
observe any effect in the happy condition. Moreover, we did not find any evidence of an interaction between favorability/familiarity and image emotion. We did, however, observe an overall positive effect of familiarity on users’ perceived bias ($\beta = 0.115 \ [0.05, 0.17], z = 3.82, p < .001$). We also observed a small positive effect of favorability on perceived bias ($\beta = 0.074 \ [0.01, 0.13], z = 2.471, p < .05$). We did not observe any significant effects of any of the independent variables on users’ uncertainty (See Fig 9).

Source Credibility: We used mixed-effects beta regression to investigate the effects of study conditions on users’ judgments about source credibility (see Fig 10-left). We found that users rated sources as less credible when tweets were accompanied by angry facial expressions ($\beta = -0.397 \ [-0.73, -0.05], z = -2.308, p < .05$). This finding aligns with our hypothesis that angry facial expressions might lead to a decrease in the perceived source credibility. We also find that familiarity also decreases users’ perceived credibility of sources ($\beta = -0.153 \ [-0.245, -0.06], z = -3.256, p < .01$). We did not observe an interaction effect between favorability and the image emotion.

For the mixed effect model of users’ uncertainty, we observed a significant effect of happy emotion on users’ judgment uncertainty ($\beta = -0.44 \ [-0.8 - 0.02], z = -2.09, p < .01$). We also observed that higher familiarity with subjects leads to more certain judgments ($\beta = -0.168 \ [-0.28 - 0.05], z = -2.9, p < .01$). We also observed a positive interaction between happy emotion and users’ familiarity ($\beta = 0.16 \ [0.0240.31], z = 2.224, p < .05$), such that there was greater uncertainty in the happy condition for more familiar subjects.

Qualitative Analysis of Users’ Comments

In study 2, we collected a total of 881 comments from 116 users. Similar to study 1, we analyzed users’ descriptions of the rationale behind their judgments using NMF topic modeling (Cichocki and Phan 2009) and thematic analysis of the documents most representative of each topic. This helped us categorize the 20 extracted topics into 5 higher-order themes. Four of the themes were similar to the ones we extracted from study 1 and discussed cues found in the text of the tweets. Here again, we will offer a qualitative overview of users’ comments about images.

We identified three topics that contain descriptions from users related to visual information. Topic 19 with 71 comments from 34 users and Topic 14 with 47 comments from 24 users include mentions of facial expressions, angry emotions, and unflattering portrayals. For example, a user found the text of tweets mostly unbiased and explained how portrayed facial expressions of Hillary Clinton was the basis for their judgment: “While the text didn’t involve much biased words, the usage of certain images of Hillary Clinton depicting her facial expressions in an array of negative emotions showed a biased view.”

Some users also found a combination of text with “weirdly close up” and “unflattering” images leading them to believe a source is less credible: “The texts were mostly bland, except for ‘...what do you think’, which is a tabloid-like phrase for me. Photos were weirdly close-up facial views that were generally unflattering, which makes me wonder a bit about credibility...”. Another interesting set of comments was about users perceiving the images as not correlating with the tweets: “Most of the tweets were very normal, but there were a couple that had angry Macron pictures that did not correlate with the headlines presented.” And “The majority of tweets were unbiased with their headlines. Some of the pictures might have been a bit questionable.”

A group of comments described how images did not influence users’ judgments. Topic 16 with 66 comments from 32 users, includes examples of such commentary. For example, for tweets about Kim Jung Un, a user mentioned: “The images were not the best images nor were they the worst images of him, but there was still a negative bias.” Another user mentioned how images and tweets related to Donald Trump were both neutral and honest looking: “The tweets seemed to be honest and state the honest news about what is
Familiarity they view and therefore possibly more likely to identify cues more sensitive to the details of texts and images of content when users are more familiar with politicians, they might be sensitivity of sources. An explanation for the effect of familiarity emotions in facial expressions to judge bias and credibility judgments.

Fig 12 for counts of favorability and familiarity responses.

Study 2 Discussion
We asked participants to judge sources that each focused on a specific politician. The text was constant for all users, while we manipulated the tweets to include either negative (angry) or positive (happy) facial expressions of those politicians or to include no images as a control condition. We found that in comparison to users in the no image condition, users in the angry condition found the content to be more biased and the sources to be less credible. We did not find a reverse effect of happy images on users’ judgments. The difference between the happy and angry condition in our study could be better explained by a study on perceptions of negative or positive portrayals of politicians, in which Lubinger and Brantner found that participants mostly agreed on what constituted as negative, but perceptions of positive portrayals varied widely (Lobinger and Brantner 2015). This suggests that negative portrayals might be more salient and more likely to be commonly agreed upon and thus might have a stronger effect on users’ judgments. Additionally, users’ comments also included many mentions of angry, negative, or unflattering portrayals of these politicians, while we did not observe mentions of positive bias in users’ comments.

Although the effect is rather small, we observed that users rate tweets about politicians they are more familiar with as more biased and to come from less credible sources (See Fig 12 for counts of favorability and familiarity responses for each politician). Recent work on judgments on misinformation suggests that prior exposure and familiarity with misinformation increases the perceived accuracy of content in which users would have to rely on their memory to assess the accuracy of news headlines or articles (Pennycook, Cannon, and Rand 2018). Since to assess the credibility and bias of anonymous content, users would have to rely on their memory to assess the accuracy of news headlines or articles (Pennycook, Cannon, and Rand 2018). Since to assess the accuracy of news headlines or articles (Pennycook, Cannon, and Rand 2018).

Figure 12: Favorability and familiarity counts (Study 2).

Figure 11: Mean and 95% bootstrapped confidence interval for bias and credibility choice for each set of tweets about each politician.

impacting their credibility and bias judgments.

Finally, we observed a small overall effect of favorability on users’ perception of tweet bias, but we did not observe an interaction between favorability and emotions in images. Although we elicited users’ self-described political orientation, we elected to instead use favorability and familiarity of specific politicians to more directly study the impact of users’ existing attitudes on their credibility and bias judgments. We expected that if a user is engaged in motivated reasoning, they would find attitude-consistent portrayals (e.g., an angry portrayal of a politician they dislike) as a cue for credibility, while portrayals that conflict with preexisting attitudes would be associated with lower credibility judgments.

However, our results do not provide evidence that, in such experimental settings, emotions in facial expressions impacts users who might be engaged in motivated reasoning based on their favorability towards politicians. This result is in line with work showing that motivated reasoning is not a primary factor in users’ judgments when they are asked to evaluate news content (Pennycook and Rand 2019).

General Discussion and Conclusion
Study 1 showed that angry facial emotions lead to higher ratings of content bias, but not lower credibility ratings for sources. However, these judgments were possibly impacted by differences in the textual content and topics across the sources we used. In study 2 we controlled for the textual content while investigating the systematic negative or positive visual portrayals of politicians on users’ perceptions of credibility and bias. Our results provide partial evidence for our hypothesis: systematic negative visual treatments of politicians led to both higher perceived content bias and lower perceived source credibility. However, we did not find strong evidence for our hypotheses around the interactions between users’ prior favorability of politicians and sources’ systematic negative or positive visual portrayal of those politicians.

We also explored the impact of different study conditions on users’ certainty around their judgments. In study 1, misinformation sources were associated with more certain credibility judgments. One possible interpretation for this effect is that misinformation sources are more likely to use content with more suspicious language and images (Volkova et al. 2019, 2017). In study 2, we observed that users were more certain in their credibility judgments when they were
more familiar with a politician. Users with greater direct knowledge of a politician may have been more sensitive to the accuracy of the content and were therefore able to make more confident credibility judgments.

Although these results provide evidence of the impact of emotional facial expressions in images on users’ judgments, we found that users also rely heavily on other cues in the tweet content such as political orientation and opinionated language. It is also important to note that there are many more aspects related to emotions in images that remain to be studied. A comparison between angry, happy, and neutral emotions is an appropriate comparison which we omitted due to the difficulty of curating a balanced dataset with neutral images of all eight politicians. Moreover, within each of the angry or happy emotional categories, there are finer distinctions between different emotional facial expressions, ranging from extremely angry/happy to subtle frown/grin that might impact users’ judgments. Comments about satirical images point to the importance of how subtle changes in facial expressions could impact users’ perceptions of emotional facial expressions. There are also other emotional dimensions such as sadness, surprise, fear, or disgust that might potentially impact users’ judgments. Many of these subtle differences might be present in our stimuli and may have impacted participants’ judgments. Finally, facial expressions rarely contain one unique emotion, and subtle changes might communicate different meanings to individuals. In addition to facial expressions, prior research has established the influence of other visual features (including body expression and scene information) (Kret et al. 2013; Kret and Gelder 2012, 2013) on the perception of emotions. Although these factors were outside of the scope of the two studies reported in this paper, they are promising next steps to investigate. In future studies, Generative Adversarial Neural (GAN) networks (Goodfellow et al. 2020) can be used to produce image datasets with finer control over the facial expressions or other emotional content (Todorov et al. 2021).

We acknowledge some general limitations in the design and execution of our studies. First, participants in our study 1 were leaning liberal in regards to social issues and were of younger age, it is important to replicate these findings for a more balanced age and political orientation sample as well. Second, to remove potential confounds introduced by body posture and image backgrounds, we cropped all images to include only faces. However, this decision might have a generally negative effect on users’ bias judgments as seen in some of the participants’ comments and prior research identifying face size as a specific type of visual bias (Peng 2018). Additionally, for users’ judgments, we did not measure differences between positive and negative content bias. Eliciting valenced judgments about content bias may provide more insight into how these judgments depend on users’ pre-existing attitudes or familiarity with a subject. In the future, it is important to control for and study the impact of factors such as face size and positive/negative bias on users’ judgments. Moreover, To limit the impact of users’ preconceived notions of sources, we masked all account names from our stimuli. Even though encountering new and unknown sources is a realistic scenario and especially important in the context of misinformation, in many cases, users might have a self-selected set of sources they trust and refer to. It is possible that users’ prior knowledge of sources significantly impacts how they evaluate content. For example, a user who trusts Fox News or Washington Post might be less sensitive to any visual bias portrayed by these sources toward a politician. An important future step for our research is to investigate how users update their trust in familiar sources when they observe a systematic usage of biased visual content. Other factors such as gender and political orientation of politicians are also likely to impact users’ judgments of bias and credibility and require closer attention in future studies. Although we did not explicitly preregister and control for such factors in our experiments, we did not observe noticeable differences between politicians in our stimuli (See Fig 11).

**Broader Perspective and Ethics**

This study was conducted in experimental settings. The procedures of the study were approved by our institution’s IRB, every participant signed an informed consent, and throughout the study, the participant’s identities remained anonymous. We believe our results could potentially be used by malicious actors to further influence consumers’ judgments. However, as most social media interactions are driven by polarization (Rathje, Van Bavel, and van der Linden 2021), these results can engage the community in an ethical discourse on the curation of sensationalized visual media by mainstream and misinformation organizations. Moreover, to learn about the true impacts of content on users’ beliefs and attitudes, we believe that results of experimental settings should be repeated “in the wild” (Mosleh, Pennycook, and Rand 2022). Such in-the-wild experiments, however, require attention to both platform rules (in our case, Twitter), and ethical guidelines for interacting with users on social media. These ethical questions for social media experiments are critical, as it is difficult to maintain anonymity on these platforms. In the future, as we move towards combating harmful information on social media, such ethical considerations become truly essential.

**Conclusion**

Across two consecutive preregistered studies with a total of 207 participants, we find evidence that negative (angry) facial expressions in social media news images lead to an increase in users’ perception of bias in content. We also found that users judge sources to be less credible when they observe a potentially systematic negative portrayal of different politicians. While this paper was motivated by the prevalence and impact of misinformation on our democracies and societies, our current globally politicized and polarized political ecosystem calls for a more critical view of the whole media landscape. This paper highlights the importance of moving beyond the accuracy of textual content in the constant struggle to build trust in credible news sources. Sensationalized news content, even in subtle ways such as emotional facial expressions, might impair users’ trust in otherwise trustworthy news. These effects can lead to harm-
ful outcomes evident in many current issues such as vaccine hesitancy and polarization.
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