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1 Introduction

Cognitive radio (CR) has been considered as a promising technology to enhance spectrum efficiency via opportunistic transmission at link level. Basic CR features allow secondary users (SUs) to transmit only when the licensed channel is not occupied by primary users (PUs). However, waiting for an idle time slot may lead to large packet delays and high energy consumption. We further consider that the SU may decide, at any moment, to use another dedicated way of communication (4G) in order to transmit his packets. Thus, we consider an Opportunistic Spectrum Access (OSA) mechanism that takes into account packet delay and energy consumption. We formulate the OSA problem as a Partially Observable Markov Decision Process (POMDP) by explicitly considering the energy consumption as well as packets’ delay, which are often ignored in existing OSA solutions. Specifically, we consider a POMDP with an average reward criterion. We derive structural properties of the value function and we show the existence of optimal strategies in the class of the threshold strategies. For implementation purposes, we propose online learning mechanisms that estimate the PU activity and determine the appropriate threshold strategy on the fly. In particular, numerical illustrations validate our theoretical findings.
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Using cognitive radio in ad-hoc communication. If the licensed frequency $f_1$ is not used by PUs, SUs can communicate in ad-hoc mode using $f_1$

SU is a cognitive base station which is able to sense the activity of a PU base station, and then takes profit of spectrum holes

the SU-Tx is a cognitive base station that is able to sense the activity of a primary base station, and then takes profit of spectrum holes for transmitting on the downlink. Indeed, the SU is a base station that uses the licensed spectrum to transmit to its users when the spectrum is not used by the primary base station. We assume that SU-Tx are equipped with two transceivers [a Software Defined Radio (SDR) transceiver to sense and access the spectrum and a control transceiver to notify the SU-Rx by the channel that will be used for the transmission].

Our main contribution is to guarantee a given QoS level for SUs in CR networks. In fact, we consider that SUs can transmit their packets using a dedicated channel, or benefit from licensed channels when PUs are not using them. In this cognitive radio setting, we develop an optimal OSA mechanism that takes into account energy consumption and packets’ delay. Many works have focused on the study of optimal sensing and access policies in cognitive radio networks (see [5,6]). All these works have focused on either spectrum sensing or dynamic spectrum sharing. In [7], the authors study power control, scheduling and routing problems to maximize the data rates of SUs in multi hop CRN. In [8], mobility aspects of the users, both SU and PU, is considered to determine an optimal OSA. In [9], the authors focused on an OSA problem with an energy constraint. The authors have formulated their problem as a POMDP and derived some properties of the optimal sensing control policies. Their control parameter is the duration of sensing used by a SU at each time slot to determine the PU activity. They provided heuristic control policies using a grid-based approximation, myopic policies and static policies which have low complexity but give suboptimal control policies. Authors of [10] have incorporated the energy constraint in the design of the optimal policy of sensing and access in cognitive radio network. They formulate the problem also as a POMDP with a finite horizon and established a threshold structure of the optimal policy for the single channel model. [11] characterised the optimal sensing and access for a SU with an energy queue. It is noteworthy that the impact of the energy consumption or the capacity of CR to support additional Quality-of-Service (QoS), such as the expected delay, has been somehow ignored in the literature.

The slow advance of battery technology for mobile devices has motivated both academia and industry to focus on energy efficient transmission in order to create a more satisfactory user experience (see [12–17]). Authors of [15] provided an overview of the state-of-the-art research on energy efficiency of cooperative spectrum sensing methods in CRNs. In [16], the authors considered an energy-efficient transmission for CR with a delay constraint. Similarly to our work, they considered an objective function that incorporate a cost for both the consumed energy and the delay. They assumed that the SU senses the licensed channel at the beginning of the slot in order to estimate the activity of the PU as well as the channel power gain. Hence, the authors formulated the problem as a discrete-time Markov decision process (MDP) in order to minimize the delay and the energy costs when transmitting the target payload. The energy of sensing is not considered in the energy consumption that the SU aims to minimize with the delay cost. Unlike our proposed model, the authors considered only one licensed channel, and didn’t consider an alternative technology for transmission. Authors of [17] considered that a SU senses sequentially some licensed channels before deciding to start transmission. They studied the sensing order and strategy, and the power allocation for a single pair of SU transmitter (SU-Tx and SU-Rx). Authors of [18] have proposed a survey about CR networks, with focus on the recent advances in resource allocation techniques and the CR networks architectural design.

Multiuser opportunistic spectrum access has been investigated extensively in the past decade. In [12], the authors tried to maximize the energy efficiency in a wireless network with multiple contending nodes using distributed opportunistic scheduling. They tuned the performance of the system using the access probability and the threshold rates. In [13], the authors studied energy efficient opportunistic spectrum access strategies for an orthogonal frequency division multiplexing OFDM-based CR networks with multiple SUs, where each subchannel is exclusively assigned to at most
one SU to avoid interference among different SUs. We have addressed the multiuser problem for only one licensed channel in our previous paper [19] using game theory and Partially Observable Stochastic Game (POSG), a multiuser version of the POMDP. We illustrated the existence of a tradeoff between large packet delay, partially due to collisions between SUs, and high energy consumption.

Without considering the packets’ delay, the SU achieves the best tradeoff between trying to access the licensed channels and sleeping to conserve energy. In fact, it is very important for today multimedia applications on wireless networks, to provide reliable communication while sustaining a certain level of QoS. Moreover, taking into account the transmission delay as well as the energy consumption significantly complicates the optimization problem. The design of such tradeoff lies among several conflicting objectives: gaining immediate access, gaining spectrum occupancy information, conserving energy and minimizing packets’ delay. Then, the goal of our paper is to study such energy-QoS tradeoff in order to determine an optimal OSA mechanism for SUs in CRNs. The major contributions of our work are:

- Instead of improving existent OSA mechanism, we consider an original more complicated problem that takes into account the energy consumption as well as packet delays.
- The problem is formulated as an infinite horizon POMDP with average criterion. The average criterion is better than the discount or the total criterion as the SU often takes decisions.
- In order to gain insights into the energy-delay constrained OSA problem, we derive structural properties of the value function. We show that the value function is increasing with the belief and decreasing with packet delays. These structural results not only give us the fundamental thresholds design, but also reduce the computational complexity when seeking for the optimal policies.
- We show that the SU maximizes its average reward by adopting a simple threshold policy, and we derive closed-form expressions for these thresholds. The instantaneous reward is defined as a function of the gain (number of bits transmitted) and costs (transmission costs, sensing costs and delay).
- Since the SU may use a dedicated channel for its packets, the optimal threshold policy guarantees a bounded delay (Table 1).

| Table 1 | Table of symbols |
|---------|------------------|
| $n$     | Wireless channel |
| $n^*$   | Wireless channel chosen for sensing |
| $s_n(t)$ | State of channel $n$ at time $t$ |
| $\alpha_n, \beta_n$ | Transition probabilities of PU in channel $n$ |
| $\lambda_n(t)$ | Belief probability of channel $n$ at time $t$ |
| $l(t)$ | Delay of packet at time $t$ |
| $a(t)$ | Action of SU at time $t$ |
| $\theta(t)$ | Observation of the SU at time $t$ |
| $\mu_t$ | Strategy of the SU at time $t$ |
| $\mu^*$ | The optimal policy |
| $\phi$ | The reward |
| $c_s$ | Sensing cost |
| $P_p$ | Transmission cost over a licensed channel |
| $P_{dG}$ | Transmission cost over dedicated access |
| $f(t)$ | Delay penalty |
| $\pi_n(0)$ | The stationary probability that the licensed channel $n$ is in idle state |

which can be used in practice by agents to solve the POMDP. Before concluding the paper and giving some perspectives, we present, in Sect. 6, some numeric illustrations.

2 Cognitive radio network model

We consider a wireless system with $N$ independent channels licensed to PUs. The state of each channel $n \in \{1, \ldots, N\}$ is modeled by a time-homogeneous discrete Markov process $s_n(t)$. The state space is $\{0, 1\}$ where $s_n(t) = 0$ means that the channel $n$ is free for SU access, and $s_n(t) = 1$ means that the channel $n$ is occupied by PUs. The transition probabilities of the channel $n$ is given by the following matrix:

$$
P_n = \begin{pmatrix}
\alpha_n & 1 - \alpha_n \\
\beta_n & 1 - \beta_n
\end{pmatrix}
$$

The transition rates evolve as illustrated in Fig. 3. Indeed, the number of time slots the PU spends in the same state ON or BUSY (resp. OFF or IDLE) is geometrically distributed with probability $\beta$ (resp. with probability $\alpha$). The global system state, composed of the $N$ channels, is denoted by the vector $s(t) = [s_1(t), \ldots, s_N(t)]$ and the global state space is $f = \{0, 1\}^N$. The transition probabilities can be determined by the statistics of the primary network traffic and are assumed to be known by SUs. We illustrate in Sect. 5 how the SU can estimate these transition probabilities on the fly.
We consider a SU having the possibility to access anyone of the $N$ licensed channels. The objective of the SU is to detect the channels that are free during a given time slot. However, waiting for idle time slot may include large packet delay and high energy consumption due to the sensing. To overcome this, we consider an OSA that takes into account packet delay, throughput and energy consumption. Since today’s wireless networks are highly heterogeneous with mobile devices consisting of multiple wireless network interfaces, we assume that at any time, the SU has access to the network through another technology like 4G. The SU will consider a system without buffering, then the SU cannot handle a new packet until he transmits the packet in the system. In this paper, we consider the saturated case where the SU has always packets to transmit.

3.1.2 Action

A SU chooses an action $a(t) \in \{0, 1, 2\}$ at each time slot from the following actions:

- 0: Stay idle during the time slot,
- 1: Sense a licensed channel. If the channel is available transmit, otherwise wait for next time slot,
- 2: Sense a licensed channel. If the channel is available transmit, otherwise use the dedicated channel.

3.1.3 Observation and belief

When the SU decides to sense (i.e. to take action $a(t) \in \{1, 2\}$), one channel $n^*$ is determined and the SU observes the channel occupancy state $s_{n^*}(t) \in \{0, 1\}$. Let $\theta(t)$ be the observation outcome at time $t$, where $\theta(t) = 0$ if the sensed channel is idle and $\theta(t) = 1$ otherwise. The user updates the belief vector $\lambda(t)$ based on the observation outcome. For each channel $n$, the conditional probability $\lambda_n(t+1) := \Pr(s_n(t+1) = 0|a(t), \theta(t))$ is updated as follows:

$$
\lambda_n(t+1) = \begin{cases} 
\beta_n + (\alpha_n - \beta_n)\lambda_n(t) & \text{if } a(t) = 0 \text{ or } n \neq n^*, \\
\alpha_n & \text{if } a(t) \neq 0, \theta(t) = 0 \\
\beta_n & \text{if } a(t) \neq 0, \theta(t) = 1 \\
\end{cases}
\text{and } n = n^*.
$$

(1)

3.1.4 Channel choice policy

At each time slot $t$, based on his belief vector $\lambda(t)$, the SU chooses a channel $n^* \in N$ to be sensed. There exists several channel choice policies in the literature such as deterministic, randomized and periodic (see [1]). In this paper, we consider that the SU senses the channel having the highest probability to be idle, i.e. $n^* := \arg \max_{n} \lambda_n(\lambda_n(t))$.

3.1.5 Policies

The strategy of the SU is defined by the probability of choosing a given action depending on the system state. We define a sensing and access policy $\mu$ as a vector $[\mu_1, \mu_2, \ldots]$ where $\mu_i$ is a mapping from a state $(\lambda(t), l(t))$ to an action $a(t)$. The set of policies is denoted by $\Gamma$. A stationary policy is...
a mapping that specifies for each state, independently of the

time slot $t$, an action to be chosen. In the next section, we

show that our POMDP problem has an optimal stationary

policy which allows us to restrict our problem to the set

of stationary policies.

### 3.1.6 Reward and costs

- Reward: Let $\Phi$ be the reward representing the number of
delivered bits when the SU transmits its packet.

- Sensing costs: Let $c_s$ be the energy cost function for sens-
ing a licensed channel.

- Transmission cost: The PU and the service provider for the
dedicated access, charge a price for each packet transmitted. Those prices are respectively $P_p$ for a transmission over a primary channel and $P_{4G}$ for a trans-
mission over the dedicated channel.

- Delay penalty: In order to model the impact of the delay,

we introduce an additional cost when a packet is not trans-

mitted. This cost depends on the current delay $l$ of the

packet and is defined by the function $f(l)$. This function

is assumed to be increasing with $l$ in order to increase the

incentive of transmitting the packet when it becomes

delayed.

We have expressed all the rewards and cost in the same

unit in order to achieve a tradeoff between energy and delay.

At time slot $t$, the instantaneous reward $r_t((\lambda(t), l(t)), a(t))$
of a SU depends on the system state $(\lambda(t), l(t))$ and the action
$a(t)$, and is expressed as follows:

$$
  r_t = \begin{cases} 
  -f(l(t)), & \text{if } a(t) = 0, \\
  \Phi - c_s - P_p - f(l(t)), & \text{if } a(t) \geq 1 \text{ and } \theta(t) = 0, \\
  \Phi - c_s - P_{4G} - f(l(t)), & \text{if } a(t) = 2 \text{ and } \theta(t) = 1, \\
  -c_s - f(l(t)), & \text{if } a(t) = 1 \text{ and } \theta(t) = 1. 
  \end{cases}
$$

(2)

The problem faced by the SU consists of finding the policy

$\mu$ that maximizes his expected average reward defined by:

$$
  \tilde{R}_s(\mu) = \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_\mu \left( \frac{1}{T} \sum_{t=1}^{T} r_t((\lambda(t), l(t)), a(t))|\lambda(0)) \right), 
$$

where $\lambda(0)$ is the initial belief vector. Thus, our objective

is to find an optimal sensing policy $\mu^*$ that maximizes the

average reward $\tilde{R}(\mu)$, i.e.:

$$
  \mu^* = \arg \max_{\mu \in \Gamma} \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_\mu \left( \frac{1}{T} \sum_{t=1}^{T} r_t((\lambda(t), l(t)), a(t))|\lambda(0)) \right). 
$$

(3)

In some particular MDP and POMDP problems, we are

able to determine an optimal policy in a smaller set reduced
to stationary policies. Since we have a POMDP with a dis-
crete state and action space, our POMDP framework can be

transformed into a MDP problem over the belief state space

[20]. Then, the proof of the existence of an average optimal

stationary policy results from Theorems 8.10.9 and 8.10.7 of

[21].

**Remark 1** Let $\pi^*_{\mu}$ be the stationary distribution of the

Markov chain $(\lambda(t), l(t))$ when SU uses the optimal station-

ary policy $\mu^*$. Applying Little’s result, the expected delay

$D$ is given by $D = 1 + \frac{1}{thp}$, where $thp$ is the aver-

age throughput which is defined as the expected number of departures per slot. The throughput can be computed as follows

$$
  thp = \sum_{\lambda} \pi^*_{\mu}(\lambda, 1)
$$

Hence a delay constraint may be implicitly controlled by the

penalty $f(l)$.

Given this result, we can restrict our problem to the set $\Gamma_S$
of stationary policies. Then, for the remainder of this paper, we

omit the time index $t$ and we look for an optimal sensing policy

which is a mapping between a system state $(\lambda, l)$ to

an action $a$, independently of the time slot $t$.

We denote by $\Omega^\mu(\lambda|\theta)$ the function that updates the belief

vector $\lambda$ when the user chooses to be inactive in the current

slot, i.e. the SU takes action 0. $\Omega^\mu(\lambda|\theta)$ updates the belief

vector $\lambda$ when the SU senses a licensed channel in the current

slot and observes $\theta$, i.e. the SU takes the action 1 or 2.

The value function is denoted $V(\lambda, l)$. Let us denote by

$Q_s(\lambda, l)$ the action-value function taking the action $a$
in the current slot when the information state is $(\lambda, l)$. Therefore,

the value function is expressed by

$$
  g_a + V(\lambda, l) = \max_{a \in A} Q_s(\lambda, l), 
$$

(4)

where $g_a$ is a constant, and the optimal action is given by

$$
  a^*(\lambda, l) = \arg \max_{a \in A} Q_s(\lambda, l). 
$$

(5)

We determine the action-value function for each different

action 0, 1 and 2. When the SU decides to wait, i.e. to take

the action $a = 0$, we have:

$$
  Q_0(\lambda, l) = -f(l) + V(\Omega^\mu(\lambda|\theta = 0), l + 1). 
$$

(6)

When the SU chooses to sense the channel $n^*$ and decides to

wait for the next time slot if the channel $n^*$ is busy ($a = 1$),

we have:
\[ Q_1(\lambda, l) = -c_s + \lambda_n(\Phi - P_p + V(\Omega^s(\lambda|\theta = 0), 1)) \]
\[ + (1 - \lambda_n)(-f(l) + V(\Omega^s(\lambda|\theta = 1), l + 1)). \]

(7)

When the SU chooses to sense the channel \( n^s \) and to transmit using the dedicated channel if the channel \( n^s \) is busy \((a = 2)\), we have:

\[ Q_2(\lambda, l) = \Phi - c_s + \lambda_n(\Phi - P_p + V(\Omega^s(\lambda|\theta = 0), 1)) \]
\[ + (1 - \lambda_n)\left((-f(l) + V(\Omega^s(\lambda|\theta = 1), l + 1))\right). \]

(8)

We make the assumption that there exists a packet delay \( l^* \) such that the SU transmits its packet using the dedicated channel if the observation is \( \theta = 1 \). In fact, this assumption is somehow realistic as the user has no interest to keep the packet in its buffer indefinitely.

We denote by \( \alpha_n \) and \( \beta_n \) the transition rates of the licensed channel \( n \), and \( \lambda_n \) the belief of the SU. We consider that \( \alpha_n \geq \beta_n \). When \( \alpha_n \leq \beta_n \), the analysis is similar and the results are unchanged. Let us focus on the belief update function \( \Omega^{ns} \).

Lemma 1 We have the following properties of the belief update function \( \Omega^{ns} \).

1. The update function \( \Omega^{ns}(\lambda_n|\theta) \) is increasing with belief \( \lambda_n \).
2. We have the following equivalence:

\[ \Omega^{ns}(\lambda_n|\theta) \geq \lambda_n \iff \lambda_n \leq \pi_n(0), \]

and

\[ \Omega^{ns}(\lambda_n|\theta) \leq \lambda_n \iff \lambda_n \geq \pi_n(0), \]

where \( \pi_n(0) = \frac{\beta_n}{1 - \alpha_n + \beta_n} \) is the stationary probability that the licensed channel \( n \) is idle. Figure 4 depicts the belief evolution depending on the packet delay.

![Fig. 4 The belief update function \( \Omega^{ns} \) with respect to the packet delay](image)

4 Optimal threshold policy for single channel

The monotonicity with respect to the belief vector depends on the order relation over the belief set and also on the monotonicity of the belief update functions \( \Omega^s(\lambda|\theta = 0) \) and \( \Omega^s(\lambda|\theta = 1) \) with respect to the belief vector. Thus, we can determine the structure of the optimal policy only for the single primary channel case.

Proposition 3 Denote \( \lambda \) the belief probability of the licensed channel. The value function is monotonically increasing with the belief vector \( \lambda \), i.e. \( V(\lambda, l) \geq V(\lambda', l) \) for \( \lambda \geq \lambda' \).

Proof See “Appendix 4”.

Again this result seems somehow intuitive as for the same packet delay, when the belief vector is higher the maximum expected remaining reward that can be accrued is lower than the one the SU can get with a smaller packet delay.

Proof See “Appendix 1”.

It has been shown in [22] that the value function for a POMDP over a finite time horizon is piecewise linear and convex with respect to the belief vector. In Proposition 1, we show that the value function for our POMDP problem over an infinite horizon with the average criterion, has also this property.

Proposition 1 The value function \( V(\lambda, l) \) is piecewise linear and convex with respect to the belief vector \( \lambda \).

Proof See “Appendix 2”.

Note that monotonicity results help us for establishing the structure of the optimal policies (see [23] for an example) and provide insights into the underlying problem. The following propositions states monotonicity results of the value function with respect to the packet delay.

Proposition 2 For each belief vector \( \lambda \), the value function is monotonically decreasing with the packet delay \( l \), i.e. \( V(\lambda, l) \leq V(\lambda, l') \) for \( l \geq l' \).

Proof See “Appendix 3”.

This result is intuitive because for the same belief \( \lambda \) and for a given packet delay, the maximum expected remaining reward that can be accrued is lower than the one the SU can get with a smaller packet delay.
choose to wait for a better opportunity. Thus, depending on the belief probability, the SU makes the decision to sense a licensed channel or not. We prove in this section, that the intuition is true and there exists an optimal sensing policy which has a threshold structure.

The first decision for a SU is whether to sense the licensed primary channel or to wait, depending on its belief $\lambda$ and the current delay of the packet $l$. We have the following result which gives us a threshold on the belief probability in order to answer this question.

**Proposition 4** For all packet delay $l$, the optimal action for the SU is to wait for the next slot, i.e. $a^*(\lambda, l) = 0$ if and only if $\lambda \leq \lambda^*$ where $\lambda^*$ is the solution of the equation $\lambda^* = \max(0, \min(\text{Th}_1(\lambda^*, l), \text{Th}_2(\lambda^*, l)))$ where

\[
\text{Th}_1(\lambda^*, l) = \frac{V(\Omega^*(\lambda^*(\theta), l + 1) - V(\beta, l + 1) + c_1}{f(l)} + \Phi - P_{AG} + V(\alpha, l) - V(\beta, l + 1),
\]

\[
\text{Th}_2(\lambda^*, l) = \frac{V(\Omega^*(\lambda^*(\theta), l + 1) - V(\beta, l + 1) + c_1 - f(l) - \Phi + P_{AG}}{-P_{p} + V(\alpha, l) + P_{AG} - V(\beta, l)}.
\]

**Proof** See “Appendix 5”.

This proposition gives us a necessary and sufficient condition on the use of the action 0 depending on the belief probability $\lambda$. Consequently, if $\lambda > \lambda^*$ then the optimal action is to sense a primary channel, i.e. $a^*(\lambda, l) \neq 0$.

Furthermore, we have the following property of the optimal policy.

**Proposition 5** For all $\lambda > \pi(0)$ and $l$, the SU never takes the action 0 and thus, $Q_0(\lambda, l) < \min\{Q_1(\lambda, l), Q_2(\lambda, l)\}$.

**Proof** See “Appendix 6”.

Therefore, the SU never chooses the action 0 after it transmits a packet over the primary channel because $\Omega^*(\lambda, \theta = 0) = \alpha \geq \pi(0)$. Furthermore, we have the following result about the use of the dedicated channel.

**Proposition 6** For all belief $\lambda$, the SU chooses to use the dedicated channel in spite of waiting for the next slot ($a^*(\lambda, l) = 2$) if and only if the delay $l$ of the current packet verifies:

\[-f(l) - \Phi + P_{AG} + V(\beta, l + 1) - V(\beta, l) > 0.\]

**Proof** See “Appendix 7”.

We note that this expression does not depend on the cost of sensing $c_i$ nor on the belief vector $\lambda$. That is obvious as this expression determines the best action to do after sensing a channel. We have the last property about the optimal threshold policy.

**Corollary 1** (Never wait after sensing) If, for all $l$, the penalty cost $-f(l)$ is lower than $\Phi - P_{AG}$, then the SU transmits on the dedicated channel when the sensed channel is not idle.

**Proof** See “Appendix 8”.

This result is also somewhat intuitive. In fact, when the SU senses the channel as busy, it gets $\Phi - P_{AG}$ as reward if he uses the dedicated channel otherwise he gets a penalty $-f(l)$ if he decides to wait. Thus, if $\Phi - P_{AG} + f(l)$ is positive the SU has no incentive to wait after sensing the licensed primary channels.

In the literature, the transition rates $\alpha$ and $\beta$ are assumed to be known by the SU. We focus in the next section on online learning algorithms that allow the SU to estimate those rates on the fly. In fact, in practice, some information like the transition rates $\alpha$ and $\beta$ are not available for the SU.

### 5 Online policy learning

#### 5.1 Online learning of PU’s activity

In this section, we consider a model where the SU does not have external information about the state transition rates. SU begins with an initial arbitrary values of $\alpha$ and $\beta$. The SU updates them every time slot depending on the information about the system state. Then, the SU computes its sensing policy based on the estimators $\hat{\alpha} = \{\hat{\alpha}_1, \ldots, \hat{\alpha}_N\}$ and $\hat{\beta} = \{\hat{\beta}_1, \ldots, \hat{\beta}_N\}$ where $\hat{\alpha}_i$ (resp. $\hat{\beta}_i$) is the estimator of $\alpha_i$ (resp. $\beta_i$).

First, the SU estimates $\hat{\alpha}_i$ which is the probability that the channel $i$ will be sensed idle given that it was idle in the previous slot. Second, the SU estimates $\hat{\pi}_i(0)$ the stationary probability for this channel to be idle. The SU obtains the estimated value of $\beta_i$ based on the relation $\hat{\beta}_i = (1 - \hat{\alpha}_i) \frac{\hat{\pi}_i(0)}{1 - \hat{\pi}_i(0)}$.

Formally, we consider the following counting processes for the estimation of $\hat{\alpha}_i$ and $\hat{\pi}_i(0)$:

- The vector $\hat{K} = \{\hat{K}_1, \ldots, \hat{K}_N\}$ where $\hat{K}_i$ represents the number of time slots a channel stays in the idle state, i.e. $\hat{K}_i$ is incremented if the channel $i$ is sensed and is idle at time slot $t$ and $t - 1$.
- The vector $\hat{I} = \{\hat{I}_1, \ldots, \hat{I}_N\}$ where $\hat{I}_i$ represents the number of time slots that the channel is sensed and is idle.
- The vector $\hat{M} = \{\hat{M}_1, \ldots, \hat{M}_N\}$ where $\hat{M}_i$ represents the number of time slots that the channel is sensed.

Therefore the SU estimates the state transition rates $\hat{\alpha}$ and $\hat{\pi}_i(0)$ based on the following expressions:

\[
\hat{\alpha}_i = \frac{\hat{K}_i}{\hat{I}_i} \tag{4}
\]

and

\[
\hat{\pi}_i(0) = \frac{\hat{K}_i}{\hat{M}_i} \tag{12}
\]

#### 5.2 Learning algorithm

Since solving POMDPs suffers from the higher computational complexity, we consider that the SU does not solve the
POMDP defined in Sect. 3. Instead, we suppose that the SU has two options:

- The SU sends the channel transitions to a server in which the POMDP problem is solved offline for different values of channel transitions.
- Knowing that the optimal OSA policy has a threshold structure, the SU computes an optimal OSA policy using an online learning algorithm.

We focus, in this section, on the second option and we propose an online learning algorithm that allows the SU to determine the OSA policy on the fly. We propose an on-policy Sarsa-based learning algorithm, where the SU maintains a state-action Q-value \( Q(\alpha, \beta, \Lambda^*) \). For each value of transition rate, estimated by the SU, the SU chooses the threshold policy that maximizes its state-action Q-value:

\[
\Lambda^* = \arg \max_{\Lambda} Q(\alpha, \beta, \Lambda).
\]

Note that \( \Lambda^* = \{\lambda^*_1, \lambda^*_2, \ldots\} \), where \( \lambda^*_j \) is the threshold belief probability below which the SU does not sense licensed primary channels when the delay of its packet equals \( i \). In Algorithm 1, we have used an aggregation parameters \( m \) in order to transform the continuous space of channel transitions into a discrete one. In fact, we consider that \( \alpha_i = \frac{k}{m} \) if \( \alpha_i \in \left[ \frac{k}{m}, \frac{k+1}{m} \right], 0 \leq k \leq m \). Indeed, increasing \( m \) increases the accuracy of the algorithm, however it increases also the memory requirements. Once the SU estimates the channels transitions, it chooses a threshold policy that it can not change before \( n_{bslot} \) time slots. \( \rho_k \) is the learning rate factor satisfying

\[
\sum_{k=1}^{\infty} \rho_k = \infty, \quad \sum_{k=1}^{\infty} (\rho_k)^2 < \infty, \quad \text{e.g.,} \quad \rho_k = \frac{1}{k}, \quad \text{and} \quad \eta = \text{the discount factor}.
\]

Algorithm 1 Learning-based algorithm for the SU

- Initialize \( Q(\alpha, \beta, \Lambda) = 0 \) for all channels transitions and threshold policies;
- Initialize \( \Lambda^* \) to a random value;
- Set \( R = 0; \)
- while true do
  \( \Lambda^*_{prev} = \Lambda; \)
  \( \alpha_{prev} = \alpha; \)
  \( \beta_{prev} = \beta; \)
  Estimate the channels transitions \( \alpha \) and \( \beta \) using the method described in Sect. 5.1;
  Select the threshold policy \( \Lambda^* \) as follows: \( \Lambda^* = \arg \max Q(\alpha, \beta, \Lambda) \) with probability \((1 - \epsilon)\), else choose a random policy;
  for \( n = 1 \rightarrow n_{bslot} \) do
    Transmit packet using the threshold policy \( \Lambda^* \);
    \( R = R + r_s(\lambda, l, \alpha); \)
  end for
  \( Q(\alpha_{prev}, \beta_{prev}, \Lambda^*_{prev}) \leftarrow \rho_k Q(\alpha_{prev}, \beta_{prev}, \Lambda^*_{prev}) + (1 - \rho_k)(R + \eta Q(\alpha, \beta, \Lambda^*)); \)
  \( R = 0; \)
  \( k = k + 1; \)
- end while

6 Numerical illustrations

In this section, we validate our results through simulations of the system over a sufficiently large number of packets (3000 packets). We consider the following system parameters: \( P_{\text{free}} = 800, P_{\text{p}} = 100, c_s = 50 \) and \( \Phi = 350 \) bits. We consider the delay penalty function \( f(l) = \gamma \log(l) \), where \( \gamma \) is the delay penalty parameter. We investigate the optimal policy for the SU, and its threshold structure, in the single channel model and in the multi-channel model. Moreover, we show how we can tune the system parameters (delay penalty and sensing cost) in order to obtain a target packet’ delay or energy consumption. Thereafter, we compare our proposed threshold-based OSA policy with a set of memoryless policies. Finally, we illustrate how the SU learns the PUs’ activity and the OSA policy on the fly.

6.1 Multiple channel model

We consider the following three scenarios with symmetric channels:

1. Scenario 1: Licensed primary channels are often occupied \((\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 0.15 \) and \( \beta_1 = \beta_2 = \beta_3 = \beta_4 = 0.1)\),
2. Scenario 2: Licensed primary channels are often idle \((\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 0.85 \) and \( \beta_1 = \beta_2 = \beta_3 = \beta_4 = 0.7)\),
3. Scenario 3: Licensed primary channels have low transition rates \((\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 0.95 \) and \( \beta_1 = \beta_2 = \beta_3 = \beta_4 = 0.05)\). This last scenario is realistic if we consider TV white space [24].

We consider 4 i.i.d licensed primary channels, i.e. \( N = 4 \), due to exponential states space and we set \( \gamma = 10 \). We simulate the three scenarios and we depict in Fig. 5 the thresholds \( \lambda^*(l) \) determined in proposition 4 depending on the packet delay \( l \) for each scenario. We observe that the SU policy has also a threshold structure. For every packet delay \( l \), the best action for the SU is to wait for the next slot if its belief probability is lower than \( \lambda^* \). Otherwise, he senses a licensed primary channel. In this context, where licensed channels are often occupied (scenario 1, Fig. 5), the maximum packet delay \( l^* \) obtained with Proposition 6 equals 9. The maximum packet delay for scenarios 2 and 3 is \( l^* = 5 \). Note that the threshold belief probability \( \lambda^* \) is not decreasing with the packet delay. In fact, since licensed channels are more static (the probability for each channel to stay occupied or idle is high enough), it appears one kind of periodic threshold strategy.

The sensing probability presented on the \( y \)-axis in Figs. 5, 6 and 7 refer to the belief probability introduced in Sect. 3, Eq. (1). At each time slot \( t \), based on its belief vector \( \lambda(t) \), the SU chooses a channel to be sensed. There exist several
channel choice policies in the literature such as deterministic, randomized and periodic. In this paper, we consider that the SU senses the channel, which has the highest probability to be idle.

6.2 Online policy learning

We consider 4 i.i.d licensed primary channels, i.e. \( N = 4 \), and we simulate the first scenario. We depict, in Fig. 6, the OSA learning obtained after 200 iterations of the learning algorithm proposed in Sect. 5. Note that even if the learning algorithm gives a suboptimal OSA policy, it allows the SU to determine a near optimal OSA policy on the fly. Furthermore, we observe that, using the learning algorithm, at any packet delay \( l \) the sensing probability is higher compared to the optimal policy.

6.3 Single channel model

6.3.1 Impact of the sensing cost

Let us consider a SU and one channel licensed to PU. We simulate a scenario where the transition rates \( \alpha = 0.15 \) and \( \beta = 0.1 \). We illustrate, in this section, the impact of the sensing cost on the optimal OSA policy of the SU. Figure 7 depicts the optimal policy of the SU depending on the belief and the packet delay, for different values of sensing cost \( (c_s = 50 \text{ and } c_s = 200) \). For each packet delay, the SU has a threshold policy depending the belief probability. Indeed, given the packet delay, if the belief probability of the SU is higher than the threshold he senses the licensed channel, otherwise he remains idle and waits for the next time slot. Specifically, even if we were not able to prove analytically that the belief threshold is decreasing with respect to the packet delay, we observe, in Fig. 7, that the threshold belief probability \( \lambda^* \) is decreasing with packets’ delays in both scenarios. Note that the SU waits for the next time slot if the channel is sensed as busy until the packet delay equals 13 for \( c_s = 50 \) (and 3 for \( c_s = 200 \), then he transmits the packet using the dedicated channel. Indeed, as the sensing cost increases, the SU has less incentive to sense licensed channels.

6.3.2 Impact of the delay penalty

We investigate, in this section, the impact of the delay penalty on performance metrics like the average packet delay and the average energy consumption per packet, using the optimal policy. Indeed, it is possible to tune the delay penalty parameter \( \gamma \) in order to obtain targeted values for the average delay and for the energy consumption. We illustrate, in Fig. 8, the
average delay, obtained with the optimal policy, as a function of the penalty parameter $\gamma$. In fact, we observe that the average delay is strictly decreasing with the delay penalty. This result is somehow intuitive as the user has less incentive to wait for next time slots when the penalty of the delay increases. Moreover, we plot in Fig. 9 the average energy consumption per time slot depending on the delay penalty $\gamma$. Note that the energy consumption is considered as the summation of the sensing cost and the transmission cost. Indeed, the higher is the penalty $\gamma$, the lower is the average delay and the higher is the energy consumption, since the SU transmits more often over the dedicated channel. In fact, Fig. 9 shows that the energy consumption curve is S-shaped where the consumed energy increase quickly for lower values of $\gamma$ and tends to be unchanged for higher values $\gamma$.

6.3.3 Optimal policy versus memoryless policies

We compare the performance of the optimal policy obtained by Algorithm 1 with memoryless policies (MP) which are defined as follows: The SU senses and transmits if the channel is idle. A memoryless policy is characterized by the number of attempts (always finding an occupied channel) before using the dedicated channel. For example, using the memoryless policy denoted (MP-3), the SU senses the channel and transmits if the channel if idle, otherwise he waits for the next time slot until the packet delay equals to 3, then he transmits using the dedicated channel if the unlicensed channel is occupied. For each memoryless policy, we determine the average delay and the average energy consumption per packet. Note that we are considering several MP because every MP allows SUs to obtain a given QoS, and we are trying to evaluate the
Fig. 10 The difference of energy consumption between the optimal policy and the memoryless policy depending on the average delay

The performance of our proposed policy for different values of the QoS. In fact, our goal is to illustrate the gain of energy consumption using our optimal policy compared to memoryless policies, when considering the same quality-of-service, i.e. average delay here. Thus, we tune the delay penalty $\gamma$ such that our optimal policy has the same average delay as the MP. The percentage average cost reduction (sensing cost and transmission cost) per packet when using the optimal threshold policy is compared to MP in Fig. 10, for different values of the average delays. We observe that for our proposed policy the average cost reduction is higher compared to MP (up to 50%). Indeed, our policy is well adapted for applications that require hard transmission delays.

7 Conclusion and perspectives

In this paper, we have used a POMDP framework for determining an optimal OSA policy taking into account an energy-delay tradeoff for SUs. Introducing a QoS metric in the spectrum sensing policy is very important with the emergence of heterogeneous mobiles that are able to transmit their traffic with possible high QoS, at any time over different ways of communication like 4G, WiFi and TV White Space. We have provided some structural properties of the value function and then proved the existence of an optimal average stationary OSA policy. We have been able to determine explicitly the threshold structure of the optimal policy. Moreover, we have proposed a learning mechanism that determines the OSA policy on the fly. There exists several OSA mechanisms in the literature and it is important for the community to design a generic framework in order to compare all existing approaches for OSA in cognitive radio networks, this is part of our future works. Furthermore, we have considered a perfect sensing model where the SU senses the channel in a way to ensure that the PU is present or not. Mis-detection can be also integrated to our framework. Finally, the interaction between several SUs has not been considered here, and in the literature very few. This perspective is also very important because if the channel choice policy is the same for all the SUs, there could have lots of collisions between several SUs that have sensed the same idle primary channel. This decentralized system with partial information can be modeled using decentralized-POMDP or interactive-POMDP and will be studied in future works.

Appendix 1: Proof of Lemma 1

In this lemma, we prove that the belief update function $\Omega^{ns}$ is increasing with the belief. First, $\Omega^{ns}$ is linear with the belief since $\Omega^{ns}(\lambda) = \beta + (\alpha - \beta)\lambda$. Second, let us prove that $\Omega^{ns}(\lambda) \geq \lambda$ if $\lambda \leq \pi(0)$ by induction on the belief.

1. We have the initial condition: $\beta \leq \pi(0) = \frac{\beta}{1-\alpha+\beta}$ and $\Omega^{ns}(\beta) = \beta + (\alpha - \beta)\beta \geq \beta$.
2. We assume that $\Omega^{ns}(\lambda) \geq \lambda$ for a given $\lambda \leq \pi(0)$.
3. The induction operator gives:

$$\Omega^{ns}(\Omega^{ns}(\lambda)) = \beta + (\alpha - \beta)\Omega^{ns}(\lambda) \\
\geq \beta + (\alpha - \beta)\lambda = \Omega^{ns}(\lambda)$$

Thus, $\Omega^{ns}(\lambda) \geq \lambda$ for all $\lambda \leq \pi(0)$. The analysis for $\lambda \geq \pi(0)$ is similar. Note that we have considered the case where $\alpha \geq \beta$, then the update function is increasing with the belief. \qed
Appendix 2: Proof of Proposition 1

The proof of the proposition 1 is similar to [22] where the authors consider the finite time horizon problem. Hence, we briefly describe the procedure for this proof. Considering the maximum packet delay \( l^* \) and for all belief vector \( \lambda \), the value function \( V(\lambda, l^*) \) is linear with the belief because

\[
V(\lambda, l^*) = Q_2(\lambda, l^*) - g_u,
\]

\[
= -g_u + \Phi - c_s - P_{AG} + V(\Omega^2(\lambda|\theta = 1), 1) + \lambda_n^*(P_{4G} - P_p + V(\Omega^2(\lambda|\theta = 0), 1)) - V(\Omega^2(\lambda|\theta = 1), 1)).
\]

Then the value function \( V(\lambda, l^*) \) can be rewritten as an inner product of the belief vector and a \( \Upsilon \)-vector. As \( Q_2(\lambda, l) = Q_2(\lambda, l^*) \), for all \( l \), the action-value function \( Q_2(\lambda, l) \) can be also rewritten as an inner product of the belief vector and a \( \Upsilon \)-vector. We suppose that Proposition 1 holds for all packet delays higher than \( l + 1 \) and we prove that the proposition is true for packet delay \( l \). After some algebra, we can rewrite the action-value functions given in (6) and (8) in terms of \( \Upsilon \)-vector:

\[
Q_0(\lambda, l) = -f(l) + \max_{\Upsilon \in \Omega^*_l} < \Omega^*_l(\lambda|\theta), \Upsilon >
\]

\[
= -f(l) + \sum_{s \in S} \omega_s \left[ \sum_{s' \in S} P(s'|s) \Upsilon^{\Omega^*_l(l|\theta=1)} \right]. \tag{9}
\]

and

\[
Q_1(\lambda, l) = -c_s + \lambda_n^*(\Phi - P_p + V(\Omega^2(\lambda|\theta = 0), 1)) + (1 - \lambda_n^*)
\]

\[
\left( -f(l) + \max_{\Upsilon \in \Omega^*_l} < \Omega^*_l(\lambda|\theta = 1), \Upsilon > \right)
\]

\[
= -c_s + \lambda_n^*(\Phi - P_p + V(\Omega^2(\lambda|\theta = 0), 1)) + (1 - \lambda_n^*)
\]

\[
\left( -f(l) + \sum_{s \in S} \omega_s \left[ \sum_{s' \in S} P(s'|s) \Upsilon^{\Omega^*_l(l|\theta=1)} \right] \right). \tag{10}
\]

where \( \Upsilon^{\Omega^*_l(l|\theta)} \) and \( \Upsilon^{\Omega^*_l(l|\theta=1)} \) are, respectively, the \( \Upsilon \)-vectors for the regions containing belief vectors \( \Omega^*_l(\lambda|\theta) \) and \( \Omega^*(\lambda|\theta = 1) \), respectively. Each term in the square brackets of (9) and (10) are elements \( \Upsilon_{\gamma, l} \) of a \( \Upsilon \)-vector \( \Upsilon_l \). Then the action-value functions can be rewritten as an inner product of the belief vector and a \( \Upsilon \)-vector \( \Upsilon_l \). Moreover, there are only a finite number of such \( \Upsilon \)-vector \( \Upsilon_l \) since we have a finite set of belief for all \( l \). As the maximum of a finite set of piecewise linear and convex functions is also piecewise linear and convex, the Proposition 1 holds.

Appendix 3: Proof of Proposition 2

Let us prove first that the value function \( V(\lambda, l) \) is monotonically decreasing with the packet delay \( l \) for all belief vector \( \lambda \). The SU takes the action 2 for all \( \lambda \) when the packet delay is \( l^* \), thus we have:

\[
V(\lambda, l^*) = \Phi - c_s + \lambda_n^*(-P_p + V(\Omega^2(\lambda|\theta = 0), 1)) + (1 - \lambda_n^*)((-P_{4G} + V(\Omega^2(\lambda|\theta = 1), 1)) - g_u,
\]

Thus,

\[
V(\lambda, l^* - 1) = \max_a Q_2(\lambda, l^* - 1) - g_u
\]

\[
\geq Q_2(\lambda, l^* - 1) - g_u,
\]

\[
= \Phi - c_s + \lambda_n^*(-P_p + V(\Omega^2(\lambda|\theta = 0), 1)) + (1 - \lambda_n^*)((-P_{4G} + V(\Omega^2(\lambda|\theta = 1), 1)) - g_u,
\]

\[
= V(\lambda, l^*).
\]

Let us prove that this propriety holds for all packet delays using a backward induction on \( l \):

1. Initial condition: For all belief vector \( \lambda \), \( V(\lambda, l^*) \leq V(\lambda, l^* - 1) \).
2. Suppose that \( V(\lambda, l + 2) \leq V(\lambda, l + 1), \forall \lambda \).
3. We have:

\[
Q_0(\lambda, l) = -f(l) + V(\Omega^*_l(\lambda|\theta), l + 1),
\]

\[
\geq -f(l + 1) + V(\Omega^*_l(\lambda|\theta), l + 2),
\]

\[
= Q_0(\lambda, l + 1).
\]

\[
Q_1(\lambda, l) = -c_s + \lambda_n^*(\Phi - P_p + V(\Omega^2(\lambda|\theta = 0), 1)) + (1 - \lambda_n^*)(-f(l) + V(\Omega^2(\lambda|\theta = 1), l + 1)),
\]

\[
\geq -c_s + \lambda_n^*(\Phi - P_p + V(\Omega^2(\lambda|\theta = 0), 1)) + (1 - \lambda_n^*)(-f(l + 1) + V(\Omega^2(\lambda|\theta = 1), l + 2)),
\]

\[
= Q_1(\lambda, l + 1).
\]

\[
Q_2(\lambda, l) = -c_s + \Phi - P_{4G} + V(\Omega^2(\lambda|\theta = 1), 1) + \lambda_n^*(P_{4G} - P_p + V(\Omega^2(\lambda|\theta = 0), 1)) - V(\Omega^2(\lambda|\theta = 1), 1),
\]

\[
\geq Q_2(\lambda, l + 1).
\]

The inequalities come from the induction assumption and the monotonicity of the penalty function \( f(l) \). Thus, we have: \( \forall \lambda, V(\lambda, l) \geq V(\lambda, l + 1) \).
The value function is therefore decreasing with the packet delay.

**Lemma 2** We have the following inequality:

\[-P_p + V(\alpha, 1) \geq -P_{4G} + V(\beta, 1).\]

**Proof of Lemma 2**

We prove this lemma by contradiction, so we suppose that

\[-P_p + V(\alpha, 1) < -P_{4G} + V(\beta, 1).\]

We first prove that:

\[g_u + V(\alpha, 1) \geq Q_2(\alpha, 1),\]

\[g_u + V(\alpha, 1) \geq -c_g + \alpha(\phi - P_p + V(\alpha, 1))\]

\[+ (1 - \beta)(P_{4G} + V(\beta, 1)),\]

\[g_u + V(\alpha, 1) \geq -c_s + \phi - P_p + V(\alpha, 1),\]

\[g_u > \Phi - c_s - P_p.\]

and make the assumption that the immediate reward when the channel is idle is positive, i.e. \(\Phi - c_s - P_p > 0\). We know that the SU takes the action 2 in the state \((\lambda, l^*)\) for all belief vector \(\lambda\), i.e. \(a^*(\lambda, l^*) = 2, \forall \lambda\). We have:

\[g_u + V(\lambda, l^*) = -c_s + \lambda(\phi - P_p + V(\alpha, 1))\]

\[+ (1 - \lambda)(P_{4G} + V(\beta, 1)).\]

Let us focus on the packet delay \(l^* - 1\). If \(\lambda \leq \pi(0)\), we have:

\[Q_0(\lambda, l^* - 1) = -f(l^* - 1) + V(\Omega^{ns}(\lambda), l^*),\]

\[= -g_u - f(l^* - 1) - c_s + \Omega^{ns}(\lambda)\]

\[= \times + \beta(-P_p + V(\alpha, 1))\]

\[+ (1 - \beta)(P_{4G} + V(\beta, 1)),\]

\[< -c_s + \lambda(\phi - P_p + V(\alpha, 1) + (1 - \lambda)\]

\[(\phi - g_u - f(l^* - 1) - c_s - P_{4G}\]

\[+ V(\beta, 1)),\]

\[< -c_s + \lambda(\phi - P_p + V(\alpha, 1))\]

\[+ (1 - \lambda)(P_{4G} + V(\beta, 1))\]

\[= Q_2(\lambda, l^* - 1).\]

The first inequality is due to the assumption that \(-P_p + V(\alpha, 1) < -P_{4G} + V(\beta, 1)\) and the second one is because \(g_u, f(l^* - 1)\) and \(c_s\) are positive. Thus, the optimal strategy is to take the action 2 when the packet delay is \(l^* - 1\).

Let us prove now by backward induction on \(l\) that the optimal action is the action 2 for all belief vector \(\lambda \leq \pi(0)\).

- If the SU takes the action 2 when the packet delay is \(l^*\), then it takes also the action 2 when the packet delay is \(l^* - 1\).
- We suppose that SU takes the action 2 when the packet delay is \(l < l^* - 1\).
- We have the following inequalities:

\[Q_0(\lambda, l - 1) = -f(l - 1) + V(\Omega^{ns}(\lambda), l),\]

\[= -g_u - f(l - 1) - c_s + \Omega^{ns}(\lambda)(\phi - P_p\]

\[+ V(\alpha, 1) + (1 - \Omega^{ns}(\lambda))\]

\[(\phi - P_{4G} + V(\beta, 1)),\]

\[= V(\lambda, l) - f(l - 1) + (\Omega^{ns}(\lambda)\]

\[\times + V(\beta, 1)),\]

\[< V(\lambda, l).\]

The inequality is due to the assumption that \(-P_p + V(\alpha, 1) < -P_{4G} + V(\beta, 1)\) and \(\Omega^{ns}(\lambda) \geq \lambda\), and \(f(l - 1)\) is positive. As the value function is decreasing with the packet delay (see Proposition 2), then \(Q_0(\lambda, l - 1) < V(\lambda, l - 1) + g_u\), i.e. the SU does not take the action 0 with the packet delay \(l - 1\).

\[Q_1(\lambda, l - 1) = -c_s + \lambda(\phi - P_p + V(\alpha, 1))\]

\[+ (1 - \lambda)(- f(l - 1) + V(\beta, 1)),\]

\[= -c_s + \lambda(\phi - P_p + V(\alpha, 1)) + (1 - \lambda)\]

\[(\phi - g_u - f(l - 1) - c_s - P_{4G}\]

\[+ V(\beta, 1)),\]

\[< -c_s + \lambda(\phi - P_p + V(\alpha, 1)) + (1 - \lambda)\]

\[(\phi - g_u - f(l - 1) - c_s - P_{4G}\]

\[+ V(\beta, 1)),\]

\[< -c_s + \lambda(\phi - P_p + V(\alpha, 1))\]

\[\times + \beta(-P_p + V(\alpha, 1))\]

\[+ (1 - \beta)(P_{4G} + V(\beta, 1)),\]

\[< -c_s + \lambda(\phi - P_p + V(\alpha, 1) + (1 - \lambda)\]

\[(\phi - g_u - f(l - 1) - c_s - P_{4G}\]

\[+ V(\beta, 1)),\]

\[< -c_s + \lambda(\phi - P_p + V(\alpha, 1))\]

\[\times + \beta(-P_p + V(\alpha, 1))\]

\[+ (1 - \beta)(P_{4G} + V(\beta, 1)),\]

\[< -c_s + \lambda(\phi - P_p + V(\alpha, 1))\]

\[+ (1 - \lambda)(\phi - P_{4G} + V(\beta, 1)),\]

\[= Q_2(\lambda, l^* - 1).\]
\[ +(1 - \lambda)(\phi - \mathcal{P}_4G + V(\beta, 1)), \]
\[ = Q_2(\lambda, l - 1). \]

The first inequality is due to the assumption that \(-\mathcal{P}_p + V(\alpha, 1) < -\mathcal{P}_4G + V(\beta, 1)\) and the second one is because \(g_u, f(l - 1)\) and \(c_1\) are positive. Thus, The optimal strategy is to take action 2 when the packet delay is \(l - 1\). Thus, the SU does not take the action 1 with the packet delay \(l - 1\). Finally, the SU takes action 2 for all packet delays and beliefs lower than \(\pi(0)\).

We now look at the action-value function \(Q_2(\alpha, 1)\) when the packet delay is \(l = 1\).

\[
Q_2(\alpha, 1) = -c_3 + \alpha(\phi - \mathcal{P}_p + V(\alpha, 1)) + (1 - \alpha)(\phi - \mathcal{P}_4G + V(\beta, 1)),
\]
\[
Q_2(\alpha, 1) = \phi - c_3 - \mathcal{P}_4G + V(\beta, 1) + \alpha(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)),
\]
\[
-g_u + Q_2(\alpha, 1) = -g_u + V(\alpha, 1) - \mathcal{P}_p + \phi - c_3 + (\alpha - 1)\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)).
\]

As the SU takes the action 2 also for the state \((\beta, 1)\), we have:

\[
g_u + V(\beta, 1) = -c_3 + \beta(\phi - \mathcal{P}_p + V(\alpha, 1)) + (1 - \beta)(\phi - \mathcal{P}_4G + V(\beta, 1)),
\]
\[
g_u + V(\beta, 1) = \phi - c_3 - \mathcal{P}_4G + V(\beta, 1) + \beta(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)),
\]
\[
g_u = \phi - c_3 - \mathcal{P}_4G + \beta(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)).
\]

Thus, we obtain:

\[
-g_u + Q_2(\alpha, 1) = V(\alpha, 1) + \mathcal{P}_4G - \mathcal{P}_p + (\alpha - \beta - 1)(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)).
\]

As we assumed that \(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1) < 0\), and \(\mathcal{P}_4G > \mathcal{P}_p\), then we obtain \(V(\alpha, 1) + g_u \leq Q_2(\alpha, 1)\) and therefore the SU takes also the action 2 in the state \((\alpha, 1)\). Then we get:

\[
g_u + V(\alpha, 1) = Q_2(\alpha, 1) = -c_3 + \alpha(\phi - \mathcal{P}_p + V(\alpha, 1)) + (1 - \alpha)(\phi - \mathcal{P}_4G + V(\beta, 1)).
\]

Let us evaluate finally the difference \(V(\alpha, 1) - V(\beta, 1)\):

\[
V(\alpha, 1) - V(\beta, 1) = (\alpha - \beta)(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)),
\]
\[
V(\alpha, 1) - V(\beta, 1) < 0.
\]

\[\square\]

**Appendix 4: Proof of Proposition 3**

Let us prove that the value function \(V(\lambda, l)\) is increasing with the belief vector \(\lambda\) for any packet delay \(l\). For all \(\lambda_1 \leq \lambda_2\), we have that:

\[
V(\lambda_1, l^*) = -g_u - c_3 + \Phi - \mathcal{P}_4G + V(\beta, 1)
\]
\[
\lambda_1(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)),
\]
\[
\leq -g_u - c_3 + \Phi - \mathcal{P}_4G + V(\beta, 1)
\]
\[
\lambda_2(\mathcal{P}_4G - \mathcal{P}_p + V(\alpha, 1) - V(\beta, 1)),
\]
\[
V(\lambda_2, l^*).
\]

This inequality result from the Lemma 2. Let us prove that this propriety holds for all packet delays \(l\) using backward induction:

- Initial condition: There exists a packet delay \(l^*\) such that \(V(\lambda_1, l^*) \leq V(\lambda_2, l^*), \forall \lambda_1 \leq \lambda_2\).
- We suppose that \(V(\lambda_1, l + 1) \leq V(\lambda_2, l + 1), \forall \lambda_1 \leq \lambda_2\), \(\forall \lambda_1 \leq \lambda_2\).

**First case** We assume that \(\Phi + f(l) - \mathcal{P}_p + V(\alpha, 1) - V(\beta, l + 1) \geq 0\), then:

\[
Q_0(\lambda_1, l) = -f(l) + V(\Omega^{l}(\lambda_1, l), l + 1),
\]
\[
\leq -f(l) + V(\Omega^{l}(\lambda_2, l), l + 1),
\]
\[
= Q_0(\lambda_2, l).
\]

The inequality is a direct result from the induction assumption and the Lemma 1. We have also:

\[
Q_1(\lambda_1, l) = -c_3 - f(l) + V(\beta, l + 1)
\]
\[
\lambda_1(\Phi + f(l) - \mathcal{P}_p + V(\alpha, 1) - V(\beta, l + 1)),
\]
\[
\leq -c_3 - f(l) + V(\beta, l + 1)
\]
\[
\lambda_2(\Phi + f(l) - \mathcal{P}_p + V(\alpha, 1) - V(\beta, l + 1)),
\]
\[
= Q_1(\lambda_2, l).
\]
In this proposition, we determine explicitly the best action

$$Q_2(\lambda_1, l) = -c_s + \Phi - P_{AG} + V(\beta, 1)$$

$$+\lambda_1(P_{AG} - P_p + V(\alpha, 1) - V(\beta, 1)), \leq -c_s + \Phi - P_{AG} + V(\beta, 1)$$

$$+\lambda_2(P_{AG} - P_p + V(\alpha, 1) - V(\beta, 1)), = Q_2(\lambda_2, l).$$

The inequalities comes from the Lemma 2. Thus, we have proved that $V(\lambda_1, l) \leq V(\lambda_2, l)$.

Second case We suppose that $\Phi + f(l) - P_p + V(\alpha, 1) - V(\beta, l + 1) < 0$, then for all $\lambda$ we have:

$$Q_1(\lambda, l) = -c_s + \lambda(\Phi - P_p + V(\alpha, 1))$$

$$+(1 - \lambda)(-f(l) + V(\beta, l + 1)), \leq -c_s - f(l) + V(\beta, l + 1),$$

$$\leq -f(l) + V(\beta, l + 1), \leq -c_s - f(l) + V(\Omega^{ns}(\lambda|\theta), l + 1), \leq Q_0(\lambda, l).$$

In fact, we have that $\beta \leq \Omega^{ns}(\lambda|\theta)$ for all belief vector $\lambda$ and the value function $V(\lambda, l)$ is increasing with the belief for the packet delay $l + 1$ (induction assumption). Thus, $gu + V(\lambda, l) = \max \{Q_0(\lambda, l), Q_2(\lambda, l)\}$. Moreover, we have:

$$Q_0(\lambda, l) = -f(l) + V(\Omega^{ns}(\lambda|\theta), l + 1),$$

$$\leq -f(l) + V(\Omega^{ns}(\lambda_2|\theta), l + 1), = Q_0(\lambda, l).$$

The inequality is a direct result from the induction assumption. Finally, we have that:

$$Q_2(\lambda_1, l) = -c_s + \Phi - P_{AG} + V(\beta, 1)$$

$$+\lambda_1(P_{AG} - P_p + V(\alpha, 1) - V(\beta, 1)), \leq -c_s + \Phi - P_{AG} + V(\beta, 1)$$

$$+\lambda_2(P_{AG} - P_p + V(\alpha, 1) - V(\beta, 1)), = Q_2(\lambda_2, l).$$

The inequality comes from the Lemma 2.

Thus, $V(\lambda_1, l) \leq V(\lambda_2, l)$ for belief vectors $\lambda_1 \leq \lambda_2$ and for all packet delay $l$.

□

Appendix 5: Proof of Proposition 4

In this proposition, we determine explicitly the best action $a^*(\lambda, l)$ for the SU depending on the belief $\lambda$ and the packet delay $l$. At each time slot and for a given information state $(\lambda, l)$, the secondary use will decide to take the action 0 if $Q_0(\lambda, l) \geq \max \{Q_1(\lambda, l), Q_2(\lambda, l)\}$.

First we assume that $Q_1(\lambda, l) > Q_2(\lambda, l)$, then, let us compare $Q_0(\lambda, l)$ and $Q_1(\lambda, l)$. The inequality $Q_0(\lambda, l) \geq Q_1(\lambda, l)$ is equivalent to:

$$-f(l) + V(\Omega^{ns}(\lambda|\theta), l + 1)$$

$$\geq -c_s + \lambda(\Phi - P_p + V(\alpha, 1))$$

$$+(1 - \lambda)(-f(l) + V(\beta, l + 1)).$$

$$V(\Omega^{ns}(\lambda|\theta), l + 1)$$

$$\geq V(\beta, l + 1) + c_s + \lambda(f(l) + \Phi - P_p + V(\alpha, 1) - V(\beta, l + 1)).$$

As the value function $V(\lambda, l)$ is decreasing with the packet delay $l$ and increasing with the belief $\lambda$, we have $V(\alpha, 1) \geq V(\beta, l + 1)$. As we assumed that the immediate reward $\Phi$ is higher than the cost $P_p$, we obtain that $f(l) + \Phi - P_p + V(\alpha, 1) - V(\beta, l + 1)$ is positive. Then, we have the following equivalence:

$$Q_0(\lambda, l) \geq Q_1(\lambda, l) \iff$$

$$V(\Omega^{ns}(\lambda|\theta), l + 1) \geq V(\beta, l + 1) - c_s + \lambda(f(l) + \Phi - P_p + V(\alpha, 1) - V(\beta, l + 1)).$$

Define the functions $F$ and $G$ as follow:

$$F(\lambda, l) = V(\Omega^{ns}(\lambda|\theta), l + 1),$$

$$G(\lambda, l) = V(\beta, l + 1) - c_s + \lambda(f(l) + \Phi - P_p + V(\alpha, 1) - V(\beta, l + 1)).$$

We proved in Proposition 1 that the value function is Piecewise linear and convex. Therefore, for all packet delays, the function $F(\lambda, l)$ is PWLC and increasing with $\lambda$, and the function $G(\lambda, l)$ is linear and increasing with $\lambda$. Note that

- If $F(\lambda, l) \geq G(\lambda, l)$, then $Q_0(\lambda, l) \geq Q_1(\lambda, l)$ and therefore the best action is 0.
- If $F(\lambda, l) < G(\lambda, l)$, then $Q_0(\lambda, l) < Q_1(\lambda, l)$ and therefore the best action is 1.

Let us focus on $F(\pi(0), l)$ and $G(\pi(0), l)$. Let us prove that $g_u > -f(l)$. We have:

$$g_u + V(\alpha, 1) \geq Q_0(\alpha, 1),$$

$$g_u + V(\alpha, 1) \geq -f(l) + V(\Omega^{ns}(\alpha), l + 1),$$

$$g_u + V(\alpha, 1) - V(\Omega^{ns}(\alpha), l + 1) \geq -f(l),$$

$$g_u > -f(l).$$

The inequality is because of the monotonicity of the value function and $\Omega^{ns}(\alpha) < \alpha$. Suppose that the SU chooses the action 0 for the state $(\pi(0), l)$. We have:
This leads to a contradiction as \( g_u > -f(l) \). Thus, \( Q_0(\lambda, l) < Q_1(\lambda, l) \) and therefore, \( F(\pi(0), l) < G(\pi(0), l) \). Therefore, the cases 1, 3, 5 and 6 are eliminated. Finally, the optimal policy is a kind of threshold and is depicted in the following:

- The SU takes the action 0 for all beliefs lower than the following threshold

\[
Th1(\lambda, l) = \frac{V(\Omega^{\text{ns}}(\lambda|\theta), l + 1) - V(\beta, l + 1) + c_s}{f(l) + \Phi - P_p + V(\alpha, 1) - V(\beta, l + 1)},
\]

and take the action 1 otherwise.

- Second, we assume that \( Q_2(\lambda, l) > Q_1(\lambda, l) \) and then, we have to compare the action 0 and 2, which is equivalent to compare the action-value functions \( Q_0(\lambda, l) \) and \( Q_2(\lambda, l) \). The SU takes the action 0 instead of the action 2 if \( Q_0(\lambda, l) \geq Q_2(\lambda, l) \), which is equivalent to:

\[
-f(l) + V(\Omega^{\text{ns}}(\lambda|\theta), l + 1) \\
\geq -c_s + \lambda(\Phi - P_p + V(\alpha, 1)) \\
+ (1 - \lambda)(\phi - P_{4G} + V(\beta, 1)), \\
V(\Omega^{\text{ns}}(\lambda|\theta), l + 1) \\
\geq V(\beta, 1) + \Phi + f(l) - c_s - P_{4G} \\
+ \lambda(P_{4G} - P_p + V(\alpha, 1) - V(\beta, 1)).
\]

We have from the Lemma 2, that \( P_{4G} - P_p + V(\alpha, 1) - V(\beta, 1) \geq 0 \). Then, we can provide the same analysis presented in the previous case with the function \( F(\lambda, l) = V(\Omega^{\text{ns}}(\lambda|\theta), l + 1) \) and the function \( G(\lambda, l) = V(\beta, 1) + \Phi + f(l) - c_s - P_{4G} + \lambda(P_{4G} - P_p + V(\alpha, 1) - V(\beta, 1)) \). The latter is linear increasing in \( \lambda \). We obtain the following threshold policy:

- The SU takes the action 0 for all beliefs lower than the following threshold:

\[
Th2(\lambda, l) = \frac{V(\Omega^{\text{ns}}(\lambda|\theta), l + 1) - V(\beta, 1) - \Phi - f(l) + c_s + P_{4G}}{P_{4G} - P_p + V(\alpha, 1) - V(\beta, 1)},
\]

and take the action 2 otherwise.

\[\Box\]

### Appendix 6: Proof of Proposition 5

We have from the Lemma 1 that if \( \lambda > \pi(0) \) then \( \Omega^{\text{ns}}(\lambda) \leq \lambda \). Suppose that the SU takes the action 0 for a belief \( \lambda \) and packet delay \( l \). Thus we have

\[
g_u + V(\lambda, l) = -f(l) + V(\Omega^{\text{ns}}(\lambda, l + 1)), \\
g_u + V(\lambda, l) \leq -f(l) + V(\Omega^{\text{ns}}(\lambda, l)), \\
g_u + V(\lambda, l) \leq -f(l) + V(\lambda, l), \\
g_u \leq -f(l).
\]

This leads to a contradiction as \( g_u > -f(l) \). The first inequality is because the value function is decreasing with the packet delay and the second one is because that the value function is increasing with the belief and \( \Omega^{\text{ns}}(\lambda) \leq \lambda \). Thus, if \( \lambda > \pi(0) \), then the SU never takes the action 0 and then \( Q_0(\lambda, l) < \max \{ Q_1(\lambda, l), Q_2(\lambda, l) \} \).

### Appendix 7: Proof of Proposition 6

Let us compare the value-action functions \( Q_1(\lambda, l) \) and \( Q_2(\lambda, l) \) for all belief vector \( \lambda \) and packet delay \( l \). The SU waits for next time slot after sensing if \( Q_1(\lambda, l) \geq Q_2(\lambda, l) \), which is equivalent to:

\[
-c_s + \lambda(\Phi - P_p + V(\alpha, 1)) \\
+(1 - \lambda)(-f(l) + V(\beta, l + 1)) \\
\geq -c_s + \lambda(\Phi - P_p + V(\alpha, 1)) \\
+(1 - \lambda)(\phi - P_{4G} + V(\beta, 1)), \\
-f(l) + V(\beta, l + 1)\phi - P_{4G} + V(\beta, 1) \geq 0.
\]

Remark that this condition depends only on the packet delay \( l \) and not on the belief vector \( \lambda \). \[\Box\]

### Appendix 8: Proof of Corollary 1

If \( -f(l) \) is lower than \( \Phi - P_{4G} \), then \( -f(l) - \Phi + P_{4G} + V(\beta, l + 1) - V(\beta, 1) \) is always negative. In fact, \( V(\beta, 2) - V(\beta, 1) \) is negative and \( -f(l) - \Phi + P_p + V(\beta, l + 1) - V(\beta, 1) \) is decreasing with \( l \). Therefore, the previous expression is negative for all \( l \geq 1 \).

\[\Box\]
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