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In natural language processing, it is effective to convert problems to classification problems, and to solve them by an inductive learning method. However, this strategy needs labeled training data which is fairly expensive to obtain. To overcome this problem, some learning methods using unlabeled training data have been proposed. Co-training is representative in such methods. In this paper, we apply the co-training method to a word sense disambiguation problem. However, co-training needs two features which satisfy the conditional independence assumption. This assumption is too rigid. We have no choice but to use incomplete two features, and then the accuracy of learned rules reaches the ceiling. In this paper, we check co-occurrence between two features to avoid such phenomena when we add unlabeled instances to training data. We applied our method to word sense disambiguation problems for three words. Our method improved the precision of the original co-training.
1 はじめに

本論文では，追加事例の選択に素性間の共起性を考慮することで Co-training の手法を改良する。Co-training は少量のラベル付き訓練データと大量のラベルなし訓練データから分類問題を解決する手法である。本手法を語義選択問題に応用し，少量のラベル付き訓練データから語義選択規則を学習する。

自然言語処理では個々の問題を分類問題として定式化し，帰納学習の手法を利用して，その問題を解決するというアプローチが大きな成功をおさめている。しかしこのアプローチには帰納学習で必要とされるラベル付き訓練データを用いないければならないという大きな問題がある。一般に，ラベル付き訓練データが大規模であるほど精度の良い分類器を学習できるが，データに対するラベル付けは手作業で行われてはならないため，ラベル付き訓練データの作成のコストが高い。

この問題に対して，近年，少量のラベル付き訓練データから得られる分類確率の精度を，大量のラベルなし訓練データによって高めてゆく seed 型の学習が試みられている [11, 7, 6, 8]。中でも特に Co-training という学習手法 [2] は，ラベルなし訓練データを用いることで，分類精度の精度向上がなされる点を，PAC 学習の枠組みで俯瞰的示してい るため注目されている。Co-training は独立な 2 つの素性集合を設定し，一方の素性集合のみを用いてラベル付き訓練データから分類器 1 を作成する。分類器 1 を用いてラベルなし訓練データの判別を行い，信頼性の高いものをラベル付き訓練データに加える。同様にして，もう一方の素性集合のみを用いることによって，ラベルなし訓練データの一部をラベル付き訓練データに加える。このようなラベル付き訓練データを増やすことで分類器の精度を向上させてゆく。ここで分類器の精度が向上してゆく仕掛けは，2 つの素性集合が独立であるという条件である。この条件は，一方の素性から判断して追加してゆく事例が，もう一方の素性集合からみたとランダムであることを保証しているために，精度が向上する。

Co-training は独立な 2 つの素性集合を用いて設定できるため，実装は容易であるために，文書分類 [2]，固有表現抽出 [4] に応用されている。

ただし Co-training が仮定する独立性をもつ素性集合を設定することは難しい。現実的には，ある程度，この条件を満たすしかない。このような素性集合で，Co-training を利用することで，分類規則の精度は向上する。しかし学習できる規則の精度は頭打ちになってゆく。本論文ではこの原因について概観し，その打開策として追加する事例の選択において，素性間の共起性を考慮することを提案する。これによって通常の Co-training で得られる規則の精度を更高めることができる。

実験では 3 つの単語を対象に，語義判別規則の学習を Co-training により行った。通常の Co-training に提案手法を組み合わせることで，分類精度を大きく向上させることができた。

2 Co-training

Co-training のアルゴリズムを以下に示す [2]。

step 0 少量のラベル付き訓練データ L と大量のラベルなし訓練データ U を用意する。

step 1 U から u 個の事例をランダムに取り出し U' を作る。

step 2 素性集合 x_1 だけに注目して L から分類器 h_1 を学習する。

step 3 素性集合 x_2 だけに注目して L から分類器 h_2 を学習する。

step 4 h_1 を使って U' の事例にラベルをつけ，信頼性の高いものから p 個の正例と n 個の負例を選ぶ。

step 5 h_2 を使って U' の事例にラベルをつけ，信頼性の高いものから p 個の正例と n 個の負例を選ぶ。

step 6 step 4 と 5 で得られたラベル付きの事例 2p + 2n 個を L に加える。

step 7 step 1 から繰り返す。

上記アルゴリズムの u, p, n の数は問題に応じて決める。

Co-training が有効に機能する要は step 4 と step 5 である。step 4 において h_1 を使って取り出される事例が x_2 からみればランダムであるため，それら事例を追加した L と素性集合 x_2 から h_2 を作れば，その精度は前回の h_2 の精度よりも良く
3 素性間の共起性を利用した事例の追加

現実では、独立性を満たすような2組の素性集合を設定することは難しい。特に自然言語処理では、素性どうしには共起性が存在することが多く、独立性の条件を破ってしまう。\( \hat{x}_1 \)と\( \hat{x}_2 \)の共起性が強いとき、

\[
Pr[\hat{x}_2 = \hat{x}_1 | x_1 = \hat{x}_1]
\]

の値は他の（\( x_2, \hat{x}_1 \))を取り出す確率と比べ高くなり、式1の条件を満たさなくなることは明らかである。実際の問題では、step 4において（\( \hat{x}_1, \hat{x}_2 \)）が\( L \)に追加された場合、その追加された\( L \)から学習される次の\( h_2 \)については、\( \hat{x}_2 \)の判定の信頼性が高くなる。この結果、\( \hat{x}_2 \)と共起しやすい\( \hat{x}_1 \)を\( X \)の要素としてもつ事例（\( \hat{x}_1, \hat{x}_2 \)）が再び\( L \)に追加される。これが繰り返されると、\( x_1 \)と\( x_2 \)のどちらにとっても、新たな事例の追加がない状況に陥り、\( h_1 \)や\( h_2 \)の精度が頭打ちになる。

このような状況を開拓するために、本論文では事例（\( \hat{x}_1, \hat{x}_2 \)）を追加する際に、\( L \)の分布から\( \hat{x}_1 \)と\( \hat{x}_2 \)の共起性を調べ、共起性がある程度高い場合には、これ以上その事例を加えてもその後の\( h_1 \)や\( h_2 \)の学習に効果がないと判断し、その事例は追加せずに、次候補の事例を追加する戦略をとる。

なお、素性\( \hat{x}_1 \)と素性\( \hat{x}_2 \)との共起性は、事例全体の集合\( D \)における共起性ではなく、ラベル付きの訓練データ\( L \)における共起性である。また素性集合間の共起性の測定方法は、設定する素性集合に応じて適切なものを定義する必要がある。一般に共起性の測定方法として、相互情報量やdice係数など幾つかの方法が提案されているので、それらを拡張して利用できる。

4 語義判別問題への応用

本論文の提案手法を語義選択問題に応用する。語義選択問題は文脈\( b \)上に現れた単語\( w \)の語義が正か負かを判定する問題である。これは分類問題そのものである。文脈\( b \)からどのような素性を設定するかが解決のポイントである。

4.1 素性集合の設定

Co-training を利用するためには、ある程度独立と考えられる2組の素性集合が必要になる。この設定のために、単語\( w \)が現れた文脈\( b \)を左文脈\( b_l \)と右文脈\( b_r \)に分割する。\( b_l \)は\( w \)の位置の上にある単語である。
4.2 共起性の測定

ここでは素性集合 \( \hat{x}_1 \) と素性集合 \( \hat{x}_2 \) との共起性
\( Cor(\hat{x}_1, \hat{x}_2) \) を以下のように定義する。

\[
Cor(\hat{x}_1, \hat{x}_2) = \max_{i,j} \text{dice}(\hat{l}_i, \hat{r}_j)
\]

ただし \( \text{dice}(\hat{l}_i, \hat{r}_j) \) は \( \hat{l}_i \) と \( \hat{r}_j \) の dice 係数であり、
以下で定義される。

\[
\text{dice}(\hat{l}_i, \hat{r}_j) = \frac{2\text{frq}(\hat{l}_i, \hat{r}_j)}{\text{frq}(\hat{l}_i) + \text{frq}(\hat{r}_j)}
\]

ここで \( \text{frq}(\hat{l}_i), \text{frq}(\hat{r}_j) \) はそれぞれ、\( L \) の中で現れた
\( \hat{l}_i \) と \( \hat{r}_j \) の頻度であり、\( \text{frq}(\hat{l}_i, \hat{r}_j) \) は \( \hat{l}_i \) と \( \hat{r}_j \) が \( L \)
の中で共起した頻度である。

例えば、\( L \) 中の事例として、以下の 6 つの素性が
あったとする。

\[
11 = \text{の}, 12 = \text{国民-の}, 13 = \text{日本-国民-の}, \\
r1 = \text{を}, r2 = \text{を-集める}, r3 = \text{を-集める-ます}
\]

このとき以下の頻度関係が得られる。

\[
\text{frq}(11 = \text{の}) = 1 \\
\text{frq}(12 = \text{国民-の}) = 1 \\
\text{frq}(13 = \text{日本-国民-の}) = 1 \\
\text{frq}(r1 = \text{を}) = 1 \\
\text{frq}(r2 = \text{を-集める}) = 1 \\
\text{frq}(r3 = \text{を-集める-ます}) = 1 \\
\text{frq}((11 = \text{の}, r1 = \text{を}) = 1 \\
\text{frq}((11 = \text{の}, r2 = \text{を-集める}) = 1 \\
\text{frq}((11 = \text{の}, r3 = \text{を-集める-ます}) = 1 \\
\text{frq}((13 = \text{日本-国民-の}, r3 = \text{を-集める-ます}) = 1
\]

表 1: 設定した素性

| 素性名 | 素性値 |
|-------|-------|
| l1 | 1つ前の単語 |
| l2 | (2つ前の単語)-(1つ前の単語) の 2 単語列 |
| l3 | (3つ前の単語)-(2つ前の単語)-(1つ前の単語) の 3 単語列 |
| r1 | 1つ後の単語 |
| r2 | (1つ後の単語)-(2つ後の単語) の 2 単語列 |
| r3 | (1つ後の単語)-(2つ後の単語)-(3つ後の単語) の 3 単語列 |

素性値の設定により、素性集合 \( X_1 \) と \( X_2 \) は、ある程度独立な 2 組の素性集合になる。

ラベル付き訓練データ \( L \) を利用して、素性集合 \( X_1 \) のみから、あるいは素性集合 \( X_2 \) のみから語義判別の規則を学習する必要がある。これらの学習に、
本論文では決定リスト [10] を利用する。

この結果から以下の 6 つの素性ができる。

\[
l1 = \text{の} , l2 = \text{国民-の} , l3 = \text{日本-国民-の} , \\
r1 = \text{を} , r2 = \text{を-集める} , r3 = \text{を-集める-ます}
\]

このようにして設定した \( x_1 \) と \( x_2 \) は、ある程度独立な 2 組の素性集合になる。

ラベル付き訓練データ \( L \) を利用して、素性集合 \( x_1 \) のみから、あるいは素性集合 \( x_2 \) のみから語義判別の規則を学習する必要がある。これらの学習に、
本論文では決定リスト [10] を利用する。

\[
\text{frq}((11 = \text{の}, r1 = \text{を}) = 1 \\
\text{frq}((11 = \text{の}, r2 = \text{を-集める}) = 1 \\
\text{frq}((11 = \text{の}, r3 = \text{を-集める-ます}) = 1 \\
\text{frq}((13 = \text{日本-国民-の}, r3 = \text{を-集める-ます}) = 1
\]
5 実験

単語「声」の語義判別規則の学習に本手法を適用する。「声」の語義は大きく『意見』と『喉から発声される音』という語義がある。これでは曖昧性をなくすために『意見』という語義とそれ以外の語義という形で2つの語義を設定し、前者を正、後者を負とする。

次に毎日新聞の'93から'97年の5年分の記事を形態素解析し、「声」という単語を含む文を取り出した。全部で30,458文存在した。次に、そこからランダムに100文と500文を取り出し、それらの各文の持つ「声」の語義に応じて正または負のラベルを付与した。ラベル付きの100文を最初のラベル付き訓練データLとし、ラベル付きの500文を評価のためのテストデータTとした。残りの29,858文がラベルなし訓練データUである。Co-trainingにおける各繰り返しで取り出す文の数は50に、また正例の数と負例の数はともに3とした。

また本論文で提案する素性集合間の共起性を測るにはLから素性の頻度表を作成する必要があるが、LはCo-trainingの各繰り返しの中で徐々に増加してゆく。各繰り返しの時点でLから素性の頻度表を更新することも考えられるが、ここでは効率の問題から50回の繰り返し毎にこの頻度表を更新することにした。

追加する事例は基本的に信頼度の高いものが優先である。本論文では決定リストを用いているので、決定リストの順位を信頼度として利用できる。ただし追加する事例(\(\hat{x}_1, \hat{x}_2\))の共起性Cor(\(\hat{x}_1, \hat{x}_2\))の値が0.3以上である場合、この事例は追加せずに次に信頼度の高い事例を追加候補にする。

実験の結果を図1に示す。図の縦軸はテストセットによる正解率を表す。横軸はCo-trainingにおける繰り返しの回数を表す。曲線originalは通常のCo-trainingによる正解率の推移を表し、曲線our_methodは本手法を用いた場合の正解率の推移を表す。Co-trainingを用いることで、最初の100事例から学習できた規則の精度が大きく向上していることがわかる。また通常のCo-trainingでは正解率0.77辺りで精度が頓挫しているが、本手法では更に精度が上がっていることも確認できる。

図1: 正解率の推移（「声」）

「トップ」と「壁」についての実験結果を図2と図3に示す。どちらも「声」の場合と同様、通常のCo-trainingによる学習よりも、より精度の高い規則を学習できた。

「声」、「トップ」、「壁」の各々の実験で最も正解率の高かった値を取ったものが表2である。ベースラインは、最初の100事例のLから学習された決定リストの正解率である。

|     | 声 | トップ | 壁 |
|-----|----|-------|----|
| |    |       |    |
| | 100 | 100   | 100|
| | 29,858 | 14,569 | 5,866|
| | 500 | 300   | 100|
| | 3   | 3     | 3  |
| | 3   | 1     | 2  |
6 考察

ある分類問題に対して Co-training が利用できるかどうかのポイントは、ある程度独立な 2 つの素性集合を見つけられるかどうかである。ある程度独立な 2 つの素性集合は、実際にその問題を解決する手段がかりとなる 2 つの独立した観点に対応する。WEB 上の文書の文書分類問題に対しては、その文書内の単語とその文書をリンクしている文書という 2 つの観点がそれにあたる [2]。固有表現抽出問題に対しては、表現内の文字列とその表現があらわれる文脈がそれにあたる [4]。本論文では言語選択問題を扱い、左文脈と右文脈という 2 つの観点を導入した。これはある単語の語義が、その単語を修飾している単語列だけから予想でき、それとは別に、その単語を格としても動詞から予想できるという考えが基本である。例えば「日本国民の声」と言えば、その「声」の語義は「意見」であるところから、「声を集めた」と言えば、その「声」の語義は「意見」であると違う。そのため本来は名詞が対象であるが、動詞の場合、連体修飾の用法も多いので、動詞についても適用できる可能性がある。しかし、本論文では言語選択問題を対象とする単語ごとに、語義の判別に有効な素性が異なる。そのため、本論文で導入した左文脈と右文脈という 2 つの観点が有効な単語も限定されている。基本的には、言語選択問題に有効そうな多数の素性を準備し、それらをできるだけ独立な 2 組の素性集合に分類する方法を考案することが大事であるよう。

Co-training で素性集合に独立性を仮定するのは、概略、事例を追加することで作成できた訓練データの事例の分布が全体の分布と同じであることを保証するためである。ここでの全体の分布は予め分っているので、どのような事例を追加すれば訓練データの事例の分布が、全体の分布に近づくのかを調べることは可能である。しかし問題は、信頼性のあるラベルが付与できた事例でなければ、追加できないことである。つまり全体の分布との整合性、追加事例の信頼性の 2 点を勘案しながら追加事例を選択してゆく必要がある。Co-training では素性集合の独立性の仮定があるので、ラベルの信頼性の高い事例を単純に追加しただけで、分布の整合性を満足する。本論文では共起性が高いものを過度に追加するのは、分布の整合性が悪くなるためにそれを使っていると見える。また本論文では、ある追加候補の事例
を共起性の条件から追加しなかった場合，次点の候補を追加すると，このとき次点の候補につけられたラベルの信頼性は共起性の条件から追加できなかった例事につけられたラベルの信頼性よりも低かった．このためこのラベルが誤る確率が高くなる．当然，誤ったラベルをつける事例がLに追加された場合，学習される規則の精度は徐々に上がっていく，つまり本手法は追加事例の信頼性をさらに増加させて，分布の整合性のアドバンテージを取る手法も見えない．本論文では共起性の関値を経験的に0.3で定めたが，全体の分布は生っているので，事例ごとに追加すべきかどうかを別の関値や別の尺度で判断することは可能と思われる．この点の考察を今後の課題とする．

ラベル付けたデータとラベルなしデータを相補的に利用して分類器の精度を高めてゆく手法として，Co-trainingの他にNaive BayesとEMアルゴリズムを組み合わせたもの[7]やTransductive法[6]が提案されている．これらの手法は独立な2つのモデル集合を設定することが必要があるという長所がある．しかしEMアルゴリズムを用いる手法はデータの発生源に混合モデルを仮定しているために文書分類以外の自然言語処理の問題へ応用できるかどうかは明らかではない．また本手法とCo-trainingの手法を比較した結果，Co-trainingがEMアルゴリズムを用いる手法よりも優秀であったという報告[1]もある．Transductive法は計算コストが大きすぎ，ラベル付けされていない事例が非常に多くなる問題に対しては，その実用性に懸念がある．つまり，ある程度独立な2つのモデル集合を見つけることができれば，Co-trainingは非常に有効かつ実現的な手法といえる．そのために，独立性がない2つのモデル集合からCo-trainingのような学習をどのように行えば良いかという本論文の研究は重要である．一方，2つの独立性を持っているBagging[3]における複数の分類器で代用できる可能性もある．Baggingを利用した追加事例の収集と選択する手法も提案されている[8]．更にCo-trainingはBoosting[5]や“Query by Committee”[9]などの機能を用いても実現可能である．これらの関係も今後明らかにしてゆきたい．

7 おわりに

Co-trainingは少量のラベル付きデータと大量のラベルなしデータから分類問題を解決する有効な手法である．しかし，Co-trainingは独立性をもつ2つのモデル集合を仮定する，この仮定は難しいが，実際には学習できる規則の精度を頭打ちになる．本論文ではこの原因について概観し，その打開策として追加する事例の選択において，素性間の共起性を調べた．共起性がある程度高い場合には，その事例は追加せずに，次候補の事例を追加することを行った．

実験では「声」，「トップ」，「壁」の3つの単語を対象に，語義判別規則の学習に，Co-trainingを用いた．通常のCo-trainingに提案手法を組み合わせることで，分類精度を大きく向上させることができた．

追加すべき事例の選択の際に，事例ごとに共起性の関値を可変にしたり，別種の関値を考察することにより，更に，Co-trainingとboostingや能動学習法との関係を考察することを今後の課題とする．
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