Recovery of Behaviors Encoded via Bilateral Constraints

George Council *  Shai Revzen †

Abstract

If robots are ever to achieve autonomous motion comparable to that exhibited by animals, they must acquire the ability to quickly recover motor behaviors when damage, malfunction, or environmental conditions compromise their ability to move effectively. We present an approach which allowed our robots and simulated robots to recover high-degree of freedom motor behaviors within a few dozen attempts. Our approach employs a “behavior specification” expressing the desired behaviors in terms as rank ordered differential constraints. We show how factoring these constraints through an “encoding templates” produces a recipe for generalizing a previously optimized behavior to new circumstances in a form amenable to rapid learning. We further illustrate that adequate constraints are generically easy to determine in data-driven contexts. As illustration, we demonstrate our recovery approach on a physical 7 DOF hexapod robot, as well as a simulation of a 6 DOF 2D kinematic mechanism. In both cases we recovered a behavior functionally indistinguishable from the previously optimized motion.
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1 Introduction

To associate the notion of “autonomy” with a putative “agent” implies that this agent has the ability to persist in carrying out its goals despite interference. The more profound the changes in action it manifests to continue achieving its goal, the more autonomous we perceive that agent to be.

---
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Most modern robots achieve autonomous motion by implementing a sense-plan-act loop in which they rely on accurate dynamic models, either derived from first principals or estimated from data, for predicting the consequences of potential actions. When robots are damaged or the environment undergoes a large change, the accuracy of the predictions falters, and full replanning in real-time from scratch becomes infeasible because the models used for prediction cannot be reconstituted quickly enough.

Unlike robots, many animals display great aptitude at preserving motion despite changes in the underlying dynamics. Through injury, age, or the otherwise mutable nature of organic tissue, animals are able to preserve behaviors despite great dynamic variability. For example, in the case of light or moderate limb damage, we distinguish this resiliency from healing – a human with a sprained ankle immediately begins limping, rather than waiting for a healing process to restore the joint to full functionality. Obviously, robots would be advantaged by a similar ability to preserve task execution through damage or changes in dynamics.

Since we wish to employ feedback control to compensate for this uncertainty, in contemporary geometric language, the model-based regime usually describe systems in terms of a differential generator – the “uncontrolled dynamics” – and the space of possible control actions at each state – the “control distribution”. The key insight behind our approach is the power of using the dual to the conventional control theory approach. We specify behaviors in terms of a (potentially over-determined) ranked list of differential constraints.

When considering the spectrum of dynamical systems subject to constraints, a class of robots that has received considerable are those than can be expressed as a collection of bilateral constraints – most conspicuously, mechanical systems expressed as collections of rigid bodies subject to kinematic constraints [Mur17]; equivalently, masses or links connected by revolute and prismatic joints that may or not be actuated, and similarly, though not exhaustively, such mechanisms subject to grasping constraints [Mur17], nonholonomic constraints [Blo+03] or soft contacts [EJ16]. Very often, the constraints are resolved into a differential equation (the aforementioned differential generator) arising from the Euler-Lagrange equations subject to the correct constraint regime.

As such, many types of mechanical failure correspond to the removal or addition of kinematic constraints: e.g. a wheel losing traction removes a constraint, or a bearing locks, adding a new constraint. We will show how in such cases our ranked list of constraints can be used to naturally define a control problem with a richly informative local gradient. We will then also show that this approach is amenable to both explicit constructive solutions when underlying dynamic models are available, as well as defining an optimization problem that be solved via shooting approaches in hardware.

In our representation, high-ranking differential constraints represent unbreakable physical constraints imposed by physics and mechanical structure, whereas the lower-ranking constraints represent design choices and priorities. Whether constraints appear, disappear, or change, we always employ the dominant list of constraints to choose the robot’s action, thereby utilizing as much state-local information as possible. This mathematical representation makes it particularly easy to specify a desired behaviors using the conceptual framework of “Templates and Anchors” [FK99b], [SS17, Chp.3].

The template and anchor framework claims that in biology the movements of high degree of freedom “anchor” models that closely reflect the structure of the animal body additionally follow motions of a lower dimensional “template” model in which anchor degrees of freedom are coupled together tightly. We employ this insight by first selecting a lower dimensional collection of outputs which can reliably describe the desired outcomes, which we named the “encoding template”. We then specify the behavior in terms of differential constraints on the encoding template, and pull those constraints back to the anchor system, thereby defining a non-holonomic system on what is, typically, the physical configuration space of the robot. The utility of this construction is that any anchor trajectories which satisfy these constraints map to the desired template behavior. For example, “walk straight across a room” could be expressed
in terms of projection of the center-of-mass (CoM) on the horizontal, followed by constraining the CoM motion to be on a family of parallel lines, and also to have chosen a non-zero CoM velocity in the desired direction. Such a constraint on the projection is not a complete definition for a gait of a non-trivial legged robot, but any motion that met these differential constraints would accomplish the objective of moving across the room.

The power of our dual constraint-based representation is that adding these designed constraints to the existing immutable physical constraints of the robot consists of merely concatenating the designed constraints on the end of the list of physical constraints. Additionally, the constraints which define the chosen encoding template arise as *outputs* – their image value dictates whether or not the constraint is satisfied, naturally defining a *prior*. Ergo, encoding constraints can be used *descriptively* on an example execution to decide if that execution satisfied a desired constraint or not. Furthermore, when an ensemble of desirable anchor trajectories is available for training, a collection of data-driven encoding template constraints can easily be learned, added as low priority constraints, and used to assist the recovery of similar behaviors when needed.

There have been numerous authors that have considered the control of constrained dynamical systems with such geometric methods. Principal fiber bundles [Blo+96], Kinematic reduction [BLL02], spanning killing forms [BC95], and other techniques from Riemannian geometry [VF72; Syn28; Lew98] (and the references therein), to name a few, are all powerful and general approaches to non-holonomic motion planning. Our approach uses less structure, and while our mathematical results are correspondingly weaker, we have an advantage in practice – the ability to learn constraints which produce a specific desirable trajectory, using a nearly arbitrary choice of outputs taking values in the encoding template. Thus our approach requires little to no model information to recover template trajectories, whereas the previous techniques typically rely on the availability of a precise model. In the work presented here we further differentiate ourselves from other constraint-based work in that we only attempt to recover a training example, although we could in principle extend to more general classes of training data.

When it comes to instantiation of reduced-dimension templates, previous work, e.g. especially of inverted pendulum reductions in bipedal walkers [XA18; GG17; PG07] has delved into the much more challenging problem of planning on a template, which requires that open neighborhood of template trajectories must be liftable to the anchor. Because we only required that a single chosen trajectory be lifted, this greatly reduced the amount of structure we needed to impose on the problem. Below we demonstrate that our gait recovery technique is computable using data-driven methods applied to physical robots, and works rapidly in practice.

### 1.1 Comparison to Other Work

Reinforcement-learning based approaches for damage-compensation on legged robots has been explored previously, notably in [Cul+15] with intelligent trial-and-error, and [Bon11] with continuous self-modeling. We distinguish our approach as we do not require (or fit) a predictive model, dynamic or otherwise (such as a neural network), at any stage, nor do we need to perform extensive computation – our experiments indicate that a local gradient descent on input, i.e., for a parameterized class of functions \( u(\alpha) \) that drive the robot yields adequate local performance without global or semi-global performance knowledge. Owing to the *assumption* that a failure results in a low-rank change in constraints renders the intrinsic dimension of recovery small, and likely localized (given adequate actuator freedom), even though a predictive model could have drastically different coefficient functions if a constraint is changed (e.g., consider how the Euler-Lagrange equations would change as functions for the addition or removal of constraints when expressed in minimal coordinates). We also remark that our notion of “fast” is in *real time* – approaches such as PILCO [DR11] that demonstrate small *interaction time* can have an burdensome offline computa-
tion that renders them slow in practice, even though they make extremely efficient use of data. Similarly, reinforcement learning approaches for multi-task robots with configurable geometry, e.g. (though hardly exhaustive), via graph neural networks [Wan+18; WTC21], prior experience [Yan+20], and grammars [Zha+20] are subject to similar computation requirements in an expensive training stage, obstructing real-time performance.

Our primary contention is that while these approaches certainly demonstrate remarkable ability to elicit effective motion from variable robot geometries, they consume significant computational resources, and lack explainability. Principals or structure that might underlay the recovery problem are obscured by the black-box nature of neural networks or other dense functional representations. The constraint-based formulation we present in the sequel, when formulated as a optimization problem via. (3) seems to demonstrate double-digit iteration count, relies on zero-order optimization methods, yet recovers motion in 30 mins of real time. The performance we observe may be due to the straightforward nature of the general structure we identify, and furthermore, that structure may ultimately be helpful in determining or explaining the high-performance of machine learning methods that otherwise lack formal guarantees.

Furthermore, our constraint-based observation need not exist in opposition from reinforcement learning methods. The constraints define a natural cost ((3)) that can be used as a reward function [Ach+17], but it is more compelling to consider appending learned constraints to an a priori putative cost function employed to re-learn motion on a damaged robot. While we do not test that particular formulation in this manuscript, there is some empirical evidence to suggest that reinforcement learning methods for path-planning can have greatly improved convergence when subjected to constraints in this manner [NTF19; Nag+22], or that “heuristics” (which can be interpreted as constraints) can be used to summarize complex dynamic behavior of legged robots to improve optimization speed [BK20].

1.2 Mathematical preliminaries

We assume that a robot’s motion is determined by curves $x(t)$ taking values in a manifold $Q_R$ on which we can write differential constraints. Typical choices for $Q_R$ could be the configuration space of the robot body, its phase space [Arn13], or a more general state space. While it may seem initially strange to allow the domain to vary so generally, we observe that a tangent vector [Lee13], which is our fundamental object of interest, is naturally defined in an equally general setting.

We define a “behavior specification” to be a list of constraints of the form $\Omega_i(x) \cdot \dot{x} = \gamma_i(t, x)$, $i = 1, ..., k$. Here each $\Omega_i$ is a differential 1-form [Lee13] i.e. a section of the cotangent bundle $T^*Q_R$.

The vector $\gamma(t, x) := (\gamma_1, \ldots, \gamma_k)$ is a vector of length $k$ that defines the value the constraint functions $\Omega_i$ must satisfy, and therefore takes values in the same codomain as that of the 1-forms. The list of $\Omega_i$ contains any inviolate physical constraints that determine the physics of the robot, as well as constraints we as designers wish to engineer into the system. Conventionally, the constraints could be written as a matrix: $\Omega(x) \cdot \dot{x} = \gamma(t, x)$, where the rows of $\Omega$ are the $\Omega_i(x)$. We assume the matrix $\Omega$ to be of constant, though necessarily not full, rank when evaluated along admissible curves of $Q_R$. Formally speaking, the behavioral specification is the pair $(\Omega, \gamma)$.

A curve $x(t)$ taking values in $Q_R$ which satisfies the behavior specification equation is an instance of the behavior. A major feature of our behavior representation is that it is agnostic of the mechanism that generates curves $x(t)$. In particular, instances of the behavior may intersect and even overlap, only to diverge later – unlike trajectories of conventional closed loop control models. With respect to a behavior specification there are only curves that satisfy the constraints, and those that do not.

We chose this definition for a behavior as it contains a number of special cases. For example, if $\Omega$ is invertible everywhere, we may write $\dot{x} = \Omega^{-1}(x)\gamma(t, x)$ – a conventional non-autonomous ordinary differential equation (ODE). Here instances of the behavior are solutions of the ODE. The popularly
used class of affine control systems \( \dot{x} = f(x) + G(x)u \) can be represented using a pseudoinverse \( G^\dagger \) of \( G \), by constructing \( \Omega(x) := 1 - G(x)G^\dagger(x) \) and \( \gamma(t, x) := \Omega(x)f(x) \), i.e., those components of \( \dot{x} \) which cannot be directly controlled by the input \( u \) must agree with the drift-term \( f \) projected into the corresponding directions. This is a standard application of control redesign. If the space \( Q_R \) is taken as the configuration space of a mechanical system, Pfaffian and affine differential constraints are behavior specifications as well. In kinematic reduction, the constraints would be the metric inner products of \([BLL02]\). The preceding list of model types that can be realized as behavior specifications is not exhaustive, but is intended to indicate that a number of useful constructions of control and robotics are naturally encapsulated in our proposed definition.

While the constraints required by physics are intrinsic to the system, it is not immediately clear from the definition given how to encode a design goal into a collection of constraints. We propose the following strategy: we first find a manifold \( Q_E \) and a full-rank function \( \phi : Q_R \to Q_E \) such that we are certain that whatever outcome we desire is realized by a behavior specification on \( Q_E \). We call the space \( Q_E \) an “encoding template”, as it encodes all the necessary information. Generally, we take the dimension of \( Q_E \) to be less than that of \( Q_R \). The map \( \phi \) reduces the coordinates of \( Q_R \) to values we as designers care about encoding; for example, \( \phi \) could return the CoM coordinates, an end effector location, joints angles, etc. The map \( \phi \) can equally be considered a collection of “outputs” \( y_i := \phi_i(x) \). We write the behavior specification \( \omega_i(y) \cdot \dot{y} = \eta_i(t, y) \) on the output variables / encoding template. Such a construction precisely includes all the special cases a behavioral specification can capture, but only on the output variables. We can then pull the \( \omega_i \) back to \( Q_R \) to augment any extant \( \Omega \) by \( \Omega_j \). In matrix form, pulling back is merely adding rows \( \Omega_j(x) := \omega_i(\phi(x)) \cdot D\phi(x) \) to the matrix \( \Omega \). We augment our notation to include \( \phi \) in the behavior specification as the tuple \( (\phi, \omega, \eta) \), indicating that it is the image of \( \phi \) which is the target of our design efforts, emphasizing that there are virtual constraints on the output variables in concert with pre-existing constraints that are defined only on \( Q_R \). The requirements on the map \( \phi \) are substantially relaxed from the asymptotic phase requirements of the templates described in \([FK99b]\), which are better known. For an expanded discussion of how an encoding template is distinct from an asymptotic template, refer to appendix A.

### 1.3 Recovery via constraints

From here on we restrict our interest to the recovery of a behavior on a robot post-disruption. We assume that there was a distinguished curve \( x_0(t) \subset Q_R \) that satisfied a given behavior specification \((\phi, \omega, \eta)\). For emphasis, we will consider the case where the number of constraints exceeds the dimension of \( Q_R \), but that the virtual constraints \( \omega \) are satisfied without control effort. In this case, the rows defined by \( \omega \) are redundant with the rows of \( \Omega \) – the rank of \( \omega \) augmenting \( \Omega \) is identical to that of \( \Omega \) alone along desired trajectories in \( Q_R \). Thus, at this point we have three classes of constraints: \( \Omega_P \) which come from the underlying physics, \( \Omega_D \) which are design constraints derived from the \((\phi, \omega, \eta)\) specification, and \( \Omega_L \) constraints that were learned from the encoding of the example \( x_0(t) \), i.e. by observing \( \phi(x_0(t)) \). These constraints can be viewed as if they are enforced in an order of priority \( \Omega_P \gg \Omega_D \gg \Omega_L \); here we indicate priority by \( \gg \).

We assume that the robot is disrupted in a manner that introduces a new \( \Omega_r \) to \( \Omega_P \), or eliminates one of the native \( \Omega_i \) that comprise \( \Omega_P \), representing effects such as motors seizing, limbs breaking off, etc. The recovery strategy is to re-enforce, via control, the design constraints \( \Omega_D \), which are presumably violated by whatever motion the broken robot is performing without compensation. If the rank of \( \Omega_P \) was reduced, the learned constraints \( \Omega_L \) which were originally redundant, can play an essential role in completing the behavior specification to full rank.

We have assumed \( \dim Q_E < \dim Q_R \), and that the behavior specification \((\phi, \omega, \eta)\) is satisfied by the
example trajectory $x_0$, which was presumably obtained from a computationally intensive offline optimization. Thus we know:

$$\forall j, t : \omega_j(\phi(x_0(t))) \cdot D\phi(x_0(t)) \cdot \dot{x}_0(t) = \eta_j(t, \phi(x_0(t)))$$  \hspace{1cm} (1)

From the constant rank assumption about $\phi(\cdot)$ we obtain that for each $x_0(t)$ there is an entire manifold of possible values for a new instantiation $x(t)$ such that $\phi(x(t)) = \phi(x_0(t))$.

Before damage, we took $(\Omega, \gamma)$ as $(\Omega_P, \gamma_P) \gg (\Omega_D, \gamma_D) \gg (\Omega_L, \gamma_L)$ and used the first $\dim Q_R$ linearly independent constraints of these determine the velocity $\dot{x}(t)$. However, by virtue of the addition of $\Omega_L$, the total number of constraints in $(\Omega, \gamma)$ is larger than $\dim Q_R$ (i.e. $\Omega$ is tall), and these constraints are redundant on the instantiation of the behavior $x_0(\cdot)$. As long as the robot was functioning without damage, the $\Omega_D(x_0) \cdot \dot{x}_0 = \gamma_D(t, x_0)$ constraints were satisfied by assumption, and no change in control was needed.

Damage to the robot was a low rank change to $\Omega_P$, replacing it with $\tilde{\Omega}_P$ instead, of possibly lower or higher rank, but such that only a few constraints are affected. In other words, only a few rows of $\Omega_P$ and $\gamma_P$ are changed due to damage. Consider the case where the rank change, i.e. change in number of constraints, associated with this damage to $\Omega_P$ is such that

$$\dim Q_R - \rank \Omega_L \leq \rank \tilde{\Omega}_P + \rank \Omega_D \leq \dim Q_R$$  \hspace{1cm} (2)

When (2) holds, the change in rank induced by the damage can be taken up by removal or addition of learned constraints $\Omega_L$, and we could solve for new feasible velocities without harming compliance with any of the design constraints $\Omega_D(x) \cdot \dot{x} = \gamma_D(t, x)$. Here the use of the dual representation in our behavior specification came into its own. It allowed us to gracefully recover from structural changes in the constraints governing the robot. If an explicit form of $\tilde{\Omega}_P$ is known, finding a recovery trajectory requires no optimization to be done – it follows directly from integrating the new behavior specification equation with the modified constraints; we demonstrated this in §5.4 below.

In the case of a physical robot, the modified constraints might not be known; we explored this possibility by attempting to re-learn a walking behavior for a hexapedal robot. For this, optimization is a natural tool. Taking a motion over time $t \in [0, T]$, using control input $u(t)$, and producing trajectory $x(t)$, it is common to express cost as an integral. For a behavior specification, this suggests a natural choice of cost function:

$$J[x, u] := R[u] + \lambda \int_0^T \left\| \Omega_{D, L}(x) \cdot \dot{x} - \gamma_{D, L}(t, x) \right\|^2 dt$$  \hspace{1cm} (3)

The function $R$ penalizes the input, while the remainder penalizes the failure to meet the behavior specification (in the $\Omega_D, \gamma_D$ part) and penalizes any other discrepancies from the encoding of the example (in the $\Omega_L, \gamma_L$ part). The constraints explicitly measure and penalize directions of $\dot{x}$ which, by virtue of carrying through $\phi$ are deemed relevant.

We used this approach in our hardware-in-the-loop optimization in section 2.3. In this task we were only concerned with the end-point of the robot motion and therefore we took the control cost functional $R = 0$. For a manually tuned gait which walked forward, we learned a behavior specification $(\Omega_L, \gamma_L)$ using a choice of encoding template motivated by the Lateral Leg Spring (LLS) [SH00] and Spring Loaded Inverted Pendulum (SLIP) [Bli89] dynamic templates. We then initialized the optimization with a gait that left the robot stationary, and ran it with the violation of constraints norm and no end-point goal. This optimization allowed our robot to re-learn an effective forward gait in 36 iterations.
1.4 Relation to geometric mechanics

An important special case which motivated much of our work was the case where the output variables can be split into components \( y = (s, g) \), with the \( s \) variables being the directly controllable robot “shape variables”, and the \( g \) variables being controlled through the intermediate action of \( s, \dot{s} \), and the constraints. Typically, \( g \) represents global position and orientation of the robot or of an object the robot is manipulating.

The behavior specification constraints can be written as

\[
\omega(s, g) \cdot (\dot{s}, \dot{g}) = \gamma(s, g) \tag{4}
\]

When the space \( Q_E \) is a configuration space and \( \gamma(s, g) = 0 \), equation (4) coincides with the familiar Pfaffian-constraint case.

The application of the forms \( \omega(s, g) \) to \((\dot{s}, \dot{g})\) can, from linearity, always be re-written as \( \omega_s(s, g) \cdot \dot{s} + \omega_g(s, g) \cdot \dot{g} \), where \( \omega_s \) and \( \omega_g \) are left and right blocks of the matrix form of \( \omega \) with \( \text{dim} \ s \) and \( \text{dim} \ g \) columns respectively.

If \( \omega_g \) has a left inverse \( \omega_g^\dagger \), we can obtain for any given \( s(t) \):

\[
\dot{g} = \omega_g^\dagger(g, s) \left( \gamma(t, g, s) - \omega_s(g, s) \cdot \dot{s} \right), \tag{5}
\]
a non-autonomous differential equation for \( g \). Thus, enforcing the constraints of equation (4) uniquely determines the curve \( g(t) \) from \( s(t) \) and the initial \( g(0) \). In other words, if we maintain the related \((\Omega_D, \gamma_D)\), it ensures that the robot moves the same way through space, or manipulates the object it is moving in the same way. The typical case where such a “reconstruction equation” appears is in the “non-holonomic connection” – see Appendix D for more details, as well as [OB98; Blo+03; Blo+96; KM97; HC11], and the references therein.

2 \quad \textbf{Results}

2.1 \quad \textbf{Manipulator Equation}

To ground the preceding dialogue, we consider a straightforward special case from mechanics – eliding the encoding template or learned constraints, we highlight the particular features of constraints we argue to exploit. Smooth mechanical systems subject to bilateral Pfaffian holonomic or non-holonomic, via the Lagrange-d’Alembert principle [Blo+03], have dynamics that can expressed as a second-order differential equation with Lagrange multipliers. More precisely, for configuration \( q \in \mathbb{R}^n \), constraints \( A(q) \cdot \dot{q} = 0 \), control input \( u \in \mathbb{R}^r \), and \( \lambda \in \mathbb{R}^m \), we may write:

\[
M(q)\ddot{q} + C(q, \dot{q}) = Bu + A(q)^T \lambda
\]

Where \( \lambda \) are the coefficients of the constraint forces, \( M(q) \in \mathbb{R}^{n \times n} \) is the inertia tensor matrix, \( C(q, \dot{q}) \in \mathbb{R}^n \) is the aggregate of Coriolis and potential terms, and \( B \in \mathbb{R}^{n \times r} \) is the control input mapping. For full details, especially of the functional relationship between \( \lambda \) and \( q \), see a standard text on mechanics, e.g., [MSL94] or [Blo+03].

Suppose then that we posses a distinguished trajectory \( x_d(t), t \in [0, T] \) with associated control input \( u_d(t), \ t \in [0, T] \). Associated to this pair are the resulting constraint forces \( \lambda_d(t) \) that result from solving (6) subject to the constraints. Defining \( \eta(u, \lambda) := Bu + A(q)^T \lambda \), we obtain an associated “collection of forces” \( \eta_d(t) := \eta(u_d(t), \lambda_d(t)) \) along the trajectory \( x_d \).

Consider now that the constraints \( A(q) \cdot \dot{q} \) where modified so that \( A \mapsto A + \Delta \) where \( \Delta \) is a perturbation that is rank-preserving. \(^1\) If we can solve the control redesign problem so that \( Bu(x, t) + (A + \Delta)^T \lambda = \eta_d(t) \) for a trajectory \( x_1(t) \) emanating from the initial condition \( x_d \), then via the uniqueness of solutions for smooth vector fields, it must be that \( x_1(t) = x_d(t), \ t \in [0, T] \) as, simply, the R.H.S of (6) is the same between the original and perturbed systems.

Two observations are particularly germane. The first is that only the signal \( \eta(u, \lambda) \) is required for reconstruction, and it does not depend on the model information of \( M \) and \( C \). The second is that we do not need to know \( A \) or \( \lambda \) as given by (6) – physically, we do need to restrict ourselves to knowing constraints in a preferred set of units. E.g., if we are only able to measure linear combinations of constraint forces \( Q \cdot A^T \) for an invertible matrix \( Q \), and we instead defined \( \xi = QBu(x, t) + QA^T \lambda \) the recovery process would still be to redesign \( u \) so that \( \xi \) was preserved, as it uniquely determines \( \lambda \). Indeed, we should not find this surprising, as the Euler-Lagrange equations are naturally coordinate-invariant, even though the resulting units may lack physical significance.

\(^1\)Here we imagine \( \Delta \) being composed of both a rank-destroying alteration (damage) combined with a desired \((\Omega_D)\) or learned \((\Omega_L)\) constraint to restore the desired rank.
2.2 Crawler

To illustrate the step-by-step nature of our procedure, we present a simulated two-armed robot pulling itself on a plane. Since many of the resulting computations will be familiar to the reader, see the appendix for fine details. In this section, we assume that all constraints and model information is known. In such a case, a six-dimensional non-autonomous ordinarily differential equation can be constructed – its solution curve from the given initial condition yields the required joint trajectories for the damaged robot to preserve its encoding template trajectory. The robot is depicted in Fig. 2a. Each arm is a linkage that consists of four rigid bars connected end-to-end by powered swivel joints. Our objective was to preserve the motion of the body when one of the joint actuators is jammed. We implemented this example in Python 2.7.5 with the numpy and scipy numerical processing libraries. The complete source code can be obtained as a git archive available at http://birds.eecs.umich.edu/crawler-recovery.git.

We took the configuration space $Q_R$ of the robot to be $(x, y, \theta_0, \theta_1, \ldots, \theta_6) \in \mathbb{SE}(2) \times \mathbb{T}^6 = G \times S$. This comprises the center-of-mass position $(x, y)$ and orientation $\theta_0$ within the plane, which we collectively denote with $g := (x, y, \theta_0)$, and the six joint angles $\theta_j, j = 1 \ldots 6$, which we collectively refer to with $\theta_V := (\theta_1, \ldots, \theta_6)$. The latter are intrinsic, i.e. relative to the body and symmetric under translation and rotation of the center-of-mass; they are thus shape variables.

Figure 2: (a) Illustration of our crawler. The grey members indicate components that belong to the robot. The points $l_1$ and $l_2$ are fixed foot locations. Each joint $\theta_j$ is a powered rotational joint. The points $h_1$ and $h_2$ are the attachment points at which the limbs attach to the body. The center point of the foot locations $q$ defines the value $r$ and angle $\alpha$ (in red), which are our choice of encoding template. (b) The COM group velocity $\dot{g} = (v_x, v_y, v_\theta)$ over time. The “desired” curve (black dashed) is the undamaged motion that we are aiming to recover. The “old” curve (blue solid) is the group velocity achieved if no recover strategy is attempted post damage. The “recovered” trace (dots; red solid) is the performance after recovery.

Our robot moved by attaching to the plane at the two locations $l_1$ and $l_2$ with freely rotating pivots, dragging itself with its limbs. Let us consider the problem of preserving this body motion when the two leg attachment points $l_1$ and $l_2$ are fixed, but a joint motor jams.

The robot is a kinematic system, so that the positions $l_1$ and $l_2$ and angles $\theta_j$ jointly define holonomic constraints which are the native physical constraints $\Omega_P$ on $Q_R$. Using complex numbers to represent the plane, the following equations compute the endpoints of the limbs $f_1$ and $f_2$ as a function of
\[(x, y, \theta, \theta_1, \ldots, \theta_6)\]:

\[
f_1 := x + iy + e^{i\theta} \left( h_1 + e^{i\theta_1} \left( 1 + e^{i\theta_2} \left( 1 + e^{i\theta_3} \right) \right) \right)
\]

\[
f_2 := x + iy + e^{i\theta} \left( h_2 + e^{i\theta_4} \left( 1 + e^{i\theta_5} \left( 1 + e^{i\theta_6} \right) \right) \right)
\]

(7)

(8)

The robot is subject to the (holonomic) constraints \( \frac{d}{dt} f_1 = 0 \) and \( \frac{d}{dt} f_2 = 0 \). These are four constraints on \( Q_R \) that make up \( \Omega_P \), with \( \gamma_P = 0 \) (we treat the real and complex components as separate equations).

We arbitrarily chose the parameters \( l_1, l_2, h_1, \) and \( h_2 \) to be as shown in Table 1. These choices roughly match the proportions in Fig. 2a.

| Parameter | Value |
|-----------|-------|
| \( l_1 \) | \(+2.5 + i2\) |
| \( l_2 \) | \( -2.5 + i2\) |
| \( h_1 \) | \(+1\) |
| \( h_2 \) | \( -1\) |

Table 1: Crawler Parameters

Our desired motion is depicted in Fig. 2b. The traces labeled “desired” are the nominal inputs without damage. This roughly corresponds to a serpentine pattern from the CoM, and it is this \( g(t), t \in [0, 1] \) we wish to maintain. The required inputs \( \theta_j(t) \), which we jointly refer to as \( \theta_{orig} \), are shown in radians in Fig. 3a. In the notation of section 1.2, \( (g(t), \theta_{orig}(t)) \) is the nominal \( x_0(t) \in Q_R \).

We now define a choice of encoding template \( Q_E \). Let the point \( q \in \mathbb{C} \) be the midpoint of the two foot locations \( l_1 \) and \( l_2 \). We define the encoding template \( Q_E = SE(2) \times \mathbb{R} \times S^1 \) as the body frame, with additional \( (r, \alpha) \in \mathbb{R} \times S^1 \), as shown in red in Fig. 2a. The template shape coordinates are the distance \( r \) of the CoM to the point \( q \), while \( \alpha \) is the angle of the robot body with w.r.t line \( q - (x, y) \) which we encode via (53).

\[
r \exp(i(\theta_0 + \alpha)) + x + iy = q
\]

(9)

This definition of encoding template defines a map \( (x, y, \theta, r, \alpha) = \phi(\theta_1, \ldots, \theta_6) \), which expresses the notion that while we cared about the \( SE(2) \) location of the body of the robot, and the relative location of the robot to \( q \), we did not care about specific actuator angles except inasmuch as they influenced those outputs. Solving (53) for \( r \) and \( \alpha \) in terms of the \( \theta_i, h_1, h_2, l_1 \), and \( l_2 \), we obtain \( \phi \). Again, we point out that there are two independent equations determined by (53), as we solve the real and imaginary parts separately. Note that this implies \( \phi \) is the identity map on the \( (x, y, \theta) \) coordinates representing the robot body in \( SE(2) \). We evaluated \( \phi \) along our original trajectory, yielding the desired output \( y(t) \) in the encoding template. We denoted the resultant shape component of \( y(t) \) by \( (r_0(t), \alpha_0(t)) \in \mathbb{R} \times S^1 \) (see Fig. 3a).

For the encoding procedure to fully define a desirable motion, we needed there to be a unique velocity \( (\dot{x}, \dot{y}, \dot{\theta}) \) determined by each pair \( (\dot{r}, \dot{\alpha}) \). By directly differentiating (53), we obtained two Pfaffian constraints \( \omega_1 \) and \( \omega_2 \), that relate \( (\dot{r}, \dot{\alpha}) \) to \( \dot{g} \), with \( \gamma_1 = \gamma_2 = 0 \). Additionally, our choice of \( \phi \) defined two equations, which when differentiated, yielded the template constraints \( \omega_3 := d\alpha, \gamma_3 := \frac{d}{dt}\alpha_0(t), \omega_4 := dr, \) and \( \gamma_4 := \frac{d}{dt}r_0(t) \). To match the dimension of \( G \), a final independent equation was necessary.

As our designed behavior specification, we chose the constraint

\[
\omega_5 := dx - d\theta; \quad \gamma_5^\phi := 0
\]

(10)
Since this constraint is only on group variables, which are unchanged by $\phi$, this constraint is unchanged when pulled back to $Q_R$ as $\Omega_5^D := dx - d\theta$. This virtual constraint augments the holonomic constraints of $\omega_i$ to generate three equations that define $\Omega_D$ so that (20) is solvable. This last, arbitrarily chosen $\Omega_5$, is a design choice – i.e. in $\Omega_D$. We could have equally used an example motion and a learned constraint $\Omega_L$.

We now assume that the $\theta_1$ actuator is jammed. We expressed this by adding a differential constraint $d\theta_1$ to $\Omega_P$ whose value is identically 0. The addition of this constraint modifies $\Omega_P$ to $\tilde{\Omega}_P$, which is one row longer. If we did nothing, and simply played back the un-jammed components of $\theta_{\text{orig}}$ with the $\theta_1$ actuator stuck, we would obtain considerable error in the encoded $(r, \alpha, x, y, \theta)$ motion. In Fig. 2b the curve labeled “old” illustrates the resulting velocity of the CoM should “playback” be attempted without some form of recovery.

We thus employ the constraints $\omega_i$ we determined above. Pulling these constraints back to $Q_R$ defines $\Omega_D$, and combining them with $\Omega_P$ we obtain a six-dimensional non-autonomous differential equation that can be integrated to generate a desired motion. For complete details, see Appendix E. While a six dimensional system may initially seem contradictory, the jamming constraint is very clearly integrable, the six dimensional equation is evolving on a five-dimensional submanifold, which gives us the required $\theta_2, \ldots, \theta_6$ we desire.

The solution of this equation is the $\theta_V$ that generates the same desired COM motion despite the seized limb, if such a solution exists. Numerically integrating, we obtained a new $\theta_{\text{rec}}^V(t)$, $r(t)$, and $\alpha(t)$, shown in Figs. 3a and 12. Note that we cite Fig. 3a for the new encoding template curve as well; this is intentional, as the new and old encoding template curves are numerically identical.

The performance of our recovered joint inputs is shown in Fig. 2b as the “recovered” trace. It appears to recover the desired CoM velocity (and thus, group position) to within visible accuracy. This is especially notable in contrast to no recovery at all (the “old” trace in Fig. 2b).

### 2.3 Hexapod robot

Since we are ultimately interested in recovery on robots with truly unknown (or least, unmodeled) dynamics, we continue our examples with a physical mechanism. As the first step, we need an appropriate encoding template. For biomechanists, the difference between “running” and “walking” is defined in
Figure 4: The recovered joint angles $\theta_{\text{rec}}^V(t)$. As expected, with a jammed joint, one angle is constant. By resolving for a new set of limb angles that satisfy the constraints, the template motion is recovered.

Figure 5: Overview of the fast recovery process. (Training) Assume an existing desired behavior $x_0(t)$ is found for the robot (here a hexapod; (1)) using control $u(t)$, e.g. via costly optimization. It satisfies both physical $\Omega_P$ and design $\Omega_D$ constraints: $\Omega_{P,D} \cdot \dot{x}_0 = \gamma_{P,D}$. Project its state down to a candidate encoding template by identifying a collection of observations sufficient for representing the desired behavior (here a sprawled biped; (2)), thereby selecting $\phi$. Selecting further a collection of learned constraint forms $\omega$ on this template. Learn and record the $\eta(t) := \omega(\phi(x_0))D\phi \dot{x}_0$ of (1) in memory, and store the pullback of $\omega$, the learned constraints $\Omega_L := \omega \circ \phi \cdot D\phi$. (Recovery) Robot has failed (blue leg has jammed motor in (3)); it has a new physical $\Omega^*_P$. If the new $\Omega^*_P$ is known, pick a subset $\Omega^*_L$ of $\Omega_L$ such that together $\Omega^*_P, \Omega^*_D, \Omega^*_L$ are exactly full rank, and solve for a new $\dot{x}$ which will recover the behavior (e.g. in (4)). If $\Omega^*_P$ is not known, iteratively learn a new control $u^*$ minimizing the constraint violation cost $J[x^*, u^*]$ of (3). This cost function admits $x_0$ as an optimum if it is achievable, and all its optima have the same encoding template motions as $x_0$ (e.g. in (4)). Since the cost function has a richer gradient, the optimization can converge much faster than the naive optimization that created $x_0$ in (1).
terms of the energy reservoirs participating in the exchange generating the motion. In walking, potential
energy exchanges with kinetic energy by vaulting over a rigid leg; thus ground speed is lowest when the
center-of-mass is highest. In running, elastic energy of stretched tendons and muscles exchanges with
kinetic energy; thus ground speed is highest when the center-of-mass is highest. Thus, the kind of gait
appearing (running vs. walking) can be encoded in terms of total energy in these reservoirs. We designed
a six-legged robot to facilitate the measurement of elastic energy storage in its legs. This, we hoped,
would allow us to define an encoding template in terms of these energy exchanges, and test our strategy
on a physical device. Simulation study of recovery on a low-dimensional dynamic running device further
supported the notion that energy was important for motion. Appendix B has a complete description of
this study, which is omitted here for brevity. Additionally, while high-fidelity model of this hexapod
might include discontinuous impacts, which would seem to imperil the smooth analysis posed above, the
alternating tripod gaits the robot is restricted to has a differentiable approximation that admits our smooth
analysis [KM95].

The robot (“Enepod”) is depicted in Fig. 6a. It consisted of a chain of 7 motor modules (Robotis
Dynamixel EX106 and MX64) as an actuated backbone, connected to six passive spring steel (1/16”
#1075) legs. The legs were mounted to the EX modules, as they provide more torque. The springs were
flexible enough to exhibit deflections of more than 1 cm at the foot during motion making it feasible to
sense their deflections using a motion tracking system. This provided an instantaneous window into the
elastic energy stored in the body at any given time.

We generated a robot gait as a sequence of timed position commands which were carried out by
individual control loops in the motor modules. The gait we chose was an “alternating tripod” gait
analogous to that used in the RHex hexapod [Gal+10]. In this gait the feet are grouped into two collections
of three feet (“tripod”). Feet in a tripod moved in phase with each other, and anti-phase with the feet of
the other tripod. If the system were perfectly rigid, each tripod would be undergoing an identical motion.
With elastic legs, even though they receive the same commands, the dynamics of the body and of contacts
alter the response. Such flexible limbs would have been a major challenge for a dynamic model. However,
since our method does not need a predictive model we did not encounter this difficulty.

As is appropriate for a periodic gait, we analyzed the motion of the robot with respect to a kine-
matic phase estimate [SS17] obtained using the tool Phaser [RG08] from motion tracking data collected
with a retroreflective tracking system (Qualisys; with 10 Opus-310 cameras at 250 FPS; Qualisys Track
Manager v2.17 software interfaced to custom python SciPy 1.0.0 code using the Realtime API v1.2.

The space of gaits we considered is spanned by the parameter space \( \mu \in [-1, 1]^5 \). The values of \( \mu \)
determined the signal that drives the center module \( MC \) (see Fig. 6b). The other six modules input signal
remained unchanged. We compared convergence rates for optimizing \( \mu \) with respect to a conventional
cost function to optimizing \( \mu \) with respect to a learned behavior specification \( \Omega_L \).

We performed this process in two stages. In the first stage, we manually designed a gait that achieved
forward translation. Using the notation used in §1.2, this nominal gait is \( x_0(t) \). We then evaluated our
chosen output functions – chosen for being obvious stand-ins for energy reservoirs – along this cycle.
We constructed a representation of the functions’ values as a Fourier series in phase. Using this model,
we differentiated to obtain the necessary \( \omega_i \), and \( \eta_i \). By pulling back these functions to the original state-
space using our numerical estimate of phase, we obtain \((\phi, \Omega_L, \gamma_L)\) — the “learned constraints” that we
introduced in §1.3. We used these \( \Omega_L \) to define a cost function \( J \), exactly as in (3).

### 2.3.1 Encoding Template

We defined four output functions whose images, together with phase, comprise the encoding template.
These outputs were the vertical and horizontal deflections of each of the two tripods. The intuition
Figure 6: (a) The Enepod robot. We mounted retroreflective markers on wooden spokes, increasing our resolution for measuring deflections of the legs in real time using the marker motion tracking system. (b) Leg groupings on the Enepod. The grouping (BL,MR,FL; in green) defines the “left tripod” of legs, which move in phase which each other, and antiphase to the “right tripod” (BR,ML,FR; in red). This grouping of legs was used for both horizontal and vertical springs. Some markers have been omitted for visual clarity.

behind this choice of outputs was that: (1) the tripods act independently; (2) the legs in a tripod can trade off each other; (3) the vertical and horizontal bending of the legs was, by design, independently taken up by different springs; (4) vertical and horizontal bending is expected to occur at different phases. Thus each tripod had two elastic energy reservoirs, one each for horizontal and vertical deflections, expected to act at different phases. This can easily be seen from the horizontal and vertical projections of the classical Spring Loaded Inverted Pendulum model [Bli89]. The phase dependent changes in these tripod-average deflections constituted the learned constraints $\Omega_L$ that we employed in lieu of any other model information to characterize our desired motion and produce a behavior specification violation cost, exactly as described in (3).

We calculated the vertical spring deflection $V_i, i = 1, 2$ from marker locations, coding it as an angle rather than as a linear displacement. This angle, between the horizontally orientated spring-steel members and the central spine, is monotonically related elastic energy stored (according to e.g. beam theory), was easy to measure given our instrumentation, and we found it empirically to vary in a periodic manner. We collected six distinct vertical deflection angles at every time-step despite the left and right angles resulting from the deflection of the same double-sided leg, because each leg was clamped to the body in its middle, allowing each side of a leg to bend independently in the vertical direction. Fig 14 depicts an example time series collected from the Enepod striding forward with its limbs cycling at 2 Hz.

We measured the fore-aft deflection of the vertically-mounted springs (e.g. the deflection in the horizontal direction) differently from the vertical deflection. We used the marker sets indicated in Fig. 6a to define the two centroids $C_{\text{top}}^i$ and $C_{\text{foot}}^i$, respectively, where $i$ indexes the leg. We projected these two centroids into the $(x, y)$ plane, and performed a principal component analysis [Pea01]. The first two principal component projections, taken as a function of phase are the two horizontal outputs $H_1$ and $H_2$ (see Fig. 7b). Physically, there are two principal axes of horizontal deflection, representing two elastic energy reservoirs associated with horizontal bending, but it turned out that these axes do not correspond to bending parallel to the major line of the central spine. This suggests that the two reservoirs are approximately $90^\circ$ out of phase.
2.3.2 Goal function

We built a nominal value for each output function by measuring its value while the robot was executing the nominal gait \( x_0(t) \). By computing and caching Fourier-series approximations of the output functions, we defined the constraints. As can be seen in Fig. 7b and Fig. 14, these output functions are strongly periodic and lack apparent spectral complexity, allowing an order 4 Fourier series to fit them well within measurement noise. For the disrupted robot, we used these Fourier series to define the cost function as shown in (3).

As the robot is not perfectly periodic, to evaluate the cost function for each choice of parameters, we used a windowed average of the goal functional over windows of \( n = 35 \) strides (cycles) We fixed the gait frequency at 2.5 Hz, giving a duration of \( t_f = 35 \times \frac{1}{2.5} = 14 \) sec for each cost function evaluation.

2.3.3 Optimization results

We conducted the optimization using the Nelder-Mead algorithm on the \( \mu \) parameters that define the signal driving the central module.

The evolution of the cost is displayed in Fig. 8b. We terminated the optimization after we had approximately reduced the cost by 40%. Our choice for this was empirically motivated: the robot had achieved acceptable performance, as depicted in Fig. 8a. This termination condition is fairly arbitrary, and future work will include a more principled approach for determining termination. After \( n = 36 \) iterations, where a single iteration corresponds to \( 35 \pm 1 \) cycles executed at a set of hyper-parameters \( \mu \), the mean displacement per stride was significantly enhanced.

The distribution of motion outcomes at the end of optimization is wider (Fig. 8a), but one should keep in mind that Nelder-Mead inspects some poor parameter choices in iteration 26 and 33.

The key result is that with \( N = 36 \) iterations, without a predictive model of the robot, and without directly measuring the robot’s motion in the plane — which is the actual goal for the original gait optimization — we were able to regenerate useful forward motion which is nearly as effective as the initial optimization. All this was done by enforcing constraints that were learned by measuring the working robot.
Figure 8: (a, left) A comparison of pre and post optimization. We represented $\xi = (\xi_x, \xi_y, \xi_\theta)$ by the 2D position with $x = (\xi_x^2 + \xi_y^3)^{1/2}$ and $y = \xi_\theta \in [0, 2\pi]$. We plotted the results of individual strides (first 10% of strides red “+”; last 10% blue “x”) and the contours of a kernel smoothed density produced from those data (black to orange contours for first 10%, blue to cyan for last 10%). (b, right) Performance of the cost function by iterate – absolute cost at the $i$-th iterate (dots, black), and the best-cost-so-far (“x” marks, teal).

3 Discussion

We have shown that by using our newly defined notion of a “behavior specification” and “encoding template” we can not only represent a broad class of existing physical dynamics and control problems, but also model an important class of failures — namely the loss or addition of constraints — as a deletion or insertion of rows in this specification. Given the problem of recovering a robot behavior after such a failure, we have shown solutions for two cases. When the post-failure specification is known, we demonstraated a closed form solution (see 5.4). When the post-failure specification is not known, we have shown how a reasonable choice of virtual constraints learned by observing the encoding template projection of the desired behavior can be used to rapidly (re-)learn an equivalently desireable behavior (see 2.3).

The core property we exploit is a trivial feature of linear equations: if there are $m$ equations in $n$ variables, and $n > m$, there is a specific solution $v_s$, and a nullspace of values $v_n$ such that $v_s + v_n$ is still a solution.

By keeping track of the linear/affine differential constraints which comprise the behavior specification, we preserve the ability to exploit the nullspace of velocities that preserve our behavior specification as the system changes. The addition or removal of constraints drops or activates low priority constraints, buffering our scheme against the violation of the design constraints $\Omega_D$. If through control we can force a damaged system to move within the desired nullspace the resulting behavior will be identical, and any solution that exactly restores the desired behavior must be of this form. Even if we cannot force the constraint violation cost function (3) to zero, using it brings us closer to a desireable behavior while being neutral to changes that have no effect on the desired outcomes.

3.1 Specialization of the result to locomotion

Robots designed for locomotion often have a natural partition of their configuration space [OB98]: the body frame evolves in $\text{SE}(3)$ or a subgroup thereof, while other, more arbitrary dynamics account for the
motions of the limbs (more generally, variables which determine the shape of the robot). This natural splitting of variables exists in all systems that are symmetric under a Lie group of transformations. Such a configuration space is locally of the form $Q = S \times G$ where $S$ is the shape space and $G$ is a group representing the symmetry of the environment, typically sub-group of $\text{SE}(3)$. The interaction between the body-frame, body, and world is mediated by constraints that differentially relate body-frame velocities to limb velocities. Usage of so-called “principal $G$ connections” in this context has demonstrated that the our required structure is present; indeed, if the constraints are symmetric under $G$, (20) is little more than a “non-holonomic connection” [Blo+96] expressed in coordinates. Our construction is effectively postulating that we can assign a connection to the template, and pull this connection back to the anchor.

It is often convenient to write models such that: (1) the space $Q_R = S_R \times G$, and that (2) the map $\varphi = (\varphi^S, \text{id}_G)$ is identity on the group $G$, and $\varphi^S : S_R \rightarrow S_E$, for $Q_E = S_E \times G$. This assumption corresponds to identifying an encoding template $Q_E$ that has the same body-frame (usually taken to be the center-of-mass frame) as the full robot. For example, if we had a six-legged robot that moved in the plane, we could have an encoding template that was a kinematic car whose center-of-mass and body axes coincided with the robot’s for all time. Then, by recovering the chosen trajectory of the kinematic car, the group motion of the anchor robot is also preserved, even though the robot’s limb motions may be very different from their original behavior.

A helpful advantage of a system that is symmetric under a group $G$ is that the dimension of $G$ is a known constant. Thus, we could immediately obtain the number of required constraints necessary to determine a desired $g(t)$. If the group has dimension $d$, we necessarily and sufficiently require that we have $d$ linearly independent constraints in the behavior specification. When this condition is satisfied, $g(t)$ is uniquely determined by a given $s(t)$.

### 3.2 On the choice of output functions

Unlike the classical approaches of mechanical modeling, we point out that the behavior specification constraints do not need to be direct descriptions of constraint forces attributed to the robot’s mechanical structure. The constraints can be written in terms of outputs evaluated on examples of the desired behaviors – differentiated, they define the $\Omega_L$ constraints that are required to be satisfied.

At the extreme, recall the behavior specification of a reference trajectory: the constraint forms are $\omega_i := dy^i$ and we can use the value constraints $\eta_i(t) := \frac{d}{dt} y_j(t)$. If $\dim Q_E$ such constraints were defined, this is merely a representation of a desired reference $y(t)$ to be tracked, given a fixed initial condition $y(0)$. However, these constraints need not be expressed in terms of the native coordinates $y_i$ of $Q_E$. Another version of this same argument is when the $\omega_i$ are the derivatives of “output functions” $f_j : Q_E \rightarrow \mathbb{R}$. As long as the collection of derivatives $\nabla f_j$ is full rank, the chain rule allows constraints to be synthesized just as effectively in terms of the $f_j$ – an arbitrary choice of output variables $y$ – allowing those to be selected for convenience of measurement.

We both emphasise, and have demonstrated, that experimental data is completely adequate to build such constraints, as long as data is sufficiently rich to support a suitable collection of locally defined output functions. To define $\eta$, the robot can execute its desired motion, and the time-series that results from evaluating the output functions is $\eta$ by definition. The recovery problem is to restore this time series via control. The usage of output functions in such a manner mitigates the need to develop any predictive model, such as the dynamics of the robot, which is generally a challenging task.

The condition of sufficient rank is essential to our process, and likely translates in practice to a need for a sufficient rank and a good condition number. Since by assumption the dimension of $Q_R$ is greater than that of $Q_E$, it can be shown with straightforward transversality arguments (e.g, Chapter 2 of [GG12]) that the set of output functions that are adequate to meet our necessary rank condition is an open and
dense set. For precise details, see Appendix C. Intuitively, its unlikely that randomly selected vectors are linearly dependent in a high-dimension space, and very rectangular random matrices will generally have good condition numbers.

More generally, the differential constraints themselves can be considered “output functions”, only that their domain of definition is $TQ_E$, rather than $Q_E$. For any differential form $\omega$, it can always be evaluated on a given observed output curve to return a time sequence of values $\eta$. Thus, we need not be restricted to $\omega$ choices that arise as exterior derivatives, i.e. non-exact forms can also be used. A designer is free to employ real-valued functions of $Q_E$ and use their exterior derivatives, or to directly define linear functions of velocity, i.e. differential forms, on $TQ_E$.

3.3 Behavior Specifications can represent kinematic synergies

In biomechanics the concept of “kinematic synergies” is used to represent the observation that animal muscle actuation is often coordinated in such a way that motions occupy low dimensional subspaces of the space of possible actuation combinations (e.g. human manipulation tasks [JB+19; Daf+04; JB+16]).

From a formal mathematical standpoint, collections of behavioral constraints are unrelated to coordinated motions, because coordinated motions are subspaces of the tangent space, and constraints define subspaces of the cotangent space. However, if we are able to equip the anchor space with a metric, we can dualize the constraints (via the musical isomorphism [Lee13]) to interpret them as defining a control distribution, including those that represent synergies.

3.4 Scaffolding for learning movement quickly

Humans exhibit a series of developmental milestones while learning to walk [AR13]. Simulation studies (see [Bon11], and the references therein) and common practice by roboticists has shown that incorporating optimization milestones into a scaffold of nested behaviors can dramatically improve the rate at which robots can learn complex physical behaviors.

Since the pullback of a differential form is defined for any full-rank map between manifolds, our approach suggests a natural extension to a scaffold, i.e., we can just as easily have a sequence of encoding templates $Q_{E_1}, \ldots, Q_{E_n}$ (with the convention $E_0 := Q_R$) related by projections where $\phi_{n-1:n}$ maps template $E_{n-1}$ into $E_n$. This gives rise to a corresponding chain of nested behavioral specifications $(\phi_{n-1:n}, \Omega_{E_n}, \gamma_{E_n})$.

A scaffold like this, were constraints are iteratively pulled back, allows a learning strategy to construct complex behaviors for highly actuated robots out of lower-DoF “proto-behaviors”. Designers, be they engineers or autonomous optimization tools, could initially design a curve $x(t) \subset E_{n-1}$ that obeys a behavior specification for $E_n$. Then, they can use $x(t)$ to augment an existing behavior specification on $E_{n-2}$. In designing a new curve in $E_{n-2}$, we gain the ability to both preserve the first behavior, while enforcing a new one. As $n$ decreases, the dimension of the corresponding encoding template grows, allowing us to constructively lift low-dimension component behaviors into increasingly complex anchors.

3.5 Behavior Specifications are not a planning tool

It is common in contemporary robotics to plan the motions of a complex robot (e.g. a car) using a simplified representation (e.g. a unicycle model template). Once a plan is created which meets certain feasibility heuristics, the plan is given to an optimizer which computes a detailed actuation schedule for its implementation, based on a detailed anchor model. With this in mind, a key issue in using templates
for planning is having a guarantee that a planned template behavior can be realized by some choice of input to the anchor.

Much of the efficacy of our method for behavior recovery is due to not requiring this property. A key feature of our encoding templates is that we do not require that all curves in the encoding template can be realized as trajectories of the anchor; we only require that one distinguished, desired \( y(t) \) can. Equivalently, we only insist that the constraints are satisfiable along the specified \( y(t) \), rather than everywhere on the encoding template.

It may very well be that the combined \( \Omega_P \) and \( \Omega_D \) are over-determined other than on \( x(t) \), and cannot be simultaneously satisfied. Thus the constraints \( \omega_i \) are not suitable for planning. For example, if the template constraints corresponded to a kinematic car, the trajectories of the the car other than the one distinguished car motion corresponding to our desired motion are not required to be achievable by the physical car. If the \( \omega_i \) are defined over the entirety of \( Q_E \), they could be used to classify multiple output curves as meeting or violating the constraints, but we emphasise that this is not the same as requiring every output curve to be achievable.

### 3.6 Relationship to Output Tracking

A vast literature in control theory is dedicated to the problem of “output tracking” – producing a desired trajectory of output variables. While our constraint-based optimization function offers an empirically rapid solution technique for such a problem, our contribution is more accurately reflection in the idea that the constraints \( \omega_i \) define the output \( y(t) \). We elected the constraints first, and evaluated them as output functions along a known behavior \( x_0(t) \), which is how we originally obtained the definition of \( y(t) \).

In our formulation, the desired output \( y(t) \) is an encoding of the desired behavior that was generated to represent it to facilitate recovery. Part of the novelty we claim for our work is the observation that a desired behavior specification can be obtained from a known \( x_0(t) \) in a very cavalier way – pretty much any set of \( \omega \), and any \( \phi \) that meet our requirements are equally good for defining \( y(t) \). We contrast this from methods such as hybrid zero dynamics [WGK03; GW08], wherein “virtual constraints” are fiats defined by the engineer independently of the systems underlying dynamics, which are overridden by control when a set of strict technical conditions is satisfied. Computational accuracy constraints suggest that having the matrix \( \omega \) well conditioned is advantageous, but we have found no other requirement to be of great practical importance. That \( y(t) \) is a derived quantity is part of our motivation for omitting it from the notation \( (\phi, \omega, \eta) \). It also motivates the adjective “encoding”, in that we have found a representation of a desired behavior, but hints that such encodings are not unique.

### 4 Conclusion

The key contribution of our work here is a novel method for recovering robot behaviors after damage to the robot renders the previous actuation policy ineffective. We offer a key insight – although damage is complicated to understand in terms of the changes it causes to a control distribution, many common forms of damage take the form of low-rank changes to the constraints that define the robot dynamics. Thus, we propose a dual formulation for both dynamics and desired behaviors: “behavior specifications”, which are defined in terms of differential forms and their desired outputs. This cotangent bundle formulation has a distinct mathematical advantage in that it make it easy to encode example behaviors and recover them when low-rank changes to the constraints occur.

With this approach we have shown large speedups in the ability of physical robots to re-learn a desired behavior, and shown how a simulated system can recover to within numerical precision when the damage
model is known. Our approach has ties to many existing ideas in control, theoretical mechanics, and
neuromechanical control in animals. These suggest to us that the “behavior specifications” we propose
here will help connect fields and inform our future work for many years to come.

5 Appendix

In this appendix we aim to expand on the technical details of the main text, provide additional motivation,
as well as provide a dynamic example. References that start with the prefix “M” refer to the relevant
reference of the main text, e.g., “§M-2.2” is §2.2 of the main text.

5.1 Encoding Templates Motivation

We distinguish our approach by taking advantage of two dimension-reducing constructions. The first
is the templates and anchors hypothesis (see [FK99a] for a detailed introduction). Briefly, it asserts
that robots with complex models (the anchor) have coupled or dependent state variables that behave “as
if” the robot had a lower-dimensional model (the template). In other words, if \( f : M \to TM \) is the
anchor vector field, there exists an attracting invariant immersed submanifold \( N \subset M \) (the template),
\( \dim(N) < \dim(M) \) such that \( f|_N : N \to TN \). Considering the anchor as an invariant submanifold
has many desirable properties, but it is also a strong requirement. A weaker yet simpler approach is to
consider the template as a manifold \( N \) with vector field \( g : N \to TN \), with submersion \( \varphi : M \to N \n\)
such that \( g = \varphi_\ast f \). In this regard, we think of the template as a virtual system whose trajectories are the
“shadows” of those of \( f \).

In this language, the behavior of interest is represented by a solution \( \phi^t(r_0) \in N \). e.g. - if a cockroach
has a Spring-Loaded Inverted Pendulum (SLIP) as a template, the behavior of the SLIP is what we wish to
preserve, in face of damage to the anchor, where the anchor has sufficient control authority to implement
a SLIP.

The second construction (detailed in appendix C, below) we take advantage of is offered by geometric
mechanics and control. For lagrangian systems with nonholonomic constraints that are symmetric under
a group action, locomotion may be represented by a connection on a principal fiber bundle. [OB98; Blo+03; Blo+96]. The resulting reconstruction equation neatly expresses the motion in the group as a
function of internal shape variables. E.g, the total displacement of a planar robot moving its limbs can
be thought of as an element \( g \in SE(2) \) resulting from cyclic limb motions \( l(t), t \in [0, T] \) - literally, the
“shape” of the robot is modulated to effect displacement of the center-of-mass.

5.1.1 Templates and Anchors

If we inside abide by the model that a template (an encoding template is not a template in this formal
sense) is a normally attractive invariant manifold (NAIM) as taken in [FK99a], we can conclude the
existence of an important quantity - asymptotic phase. Asymptotic phase is a concept that has received
considerable attention in the dynamics community [Fen74; Ale+94; HPS06; Fen77]. and we briefly
summarize its definition and some essential properties here.

Let \( M \) be a smooth manifold with vector field \( f : M \to TM \) with flow \( \phi^t(\cdot) \). Suppose that the
manifold \( N \subset M \) is asymptotically stable under \( \phi^t(\cdot) \). If there exists smooth submersion \( P : M \to
M, P(M) = N \) such that \( \forall x \in M \), and for any \( q \in N, q \neq P(x), \)
\[
\lim_{t \to \infty} \frac{\|\phi(x, t) - \phi(P(x), t)\|}{\|\phi(x, t) - \phi(q, t)\|} = 0
\] (11)
We call $P$ the phase map, and the value $P(x)$ the phase of $x$. The point $P(x)$ is unique in the sense that $x$ converges with $P(x)$ more rapidly than with any other point putative point $q$. $P$ is a nonlinear projection, as $P \circ P = P$. Points that are in-phase have the same asymptotic behavior. Stable normally hyperbolic manifolds always have asymptotic phase. Points that are in phase asymptotically approach each other as $t \to \infty$ - geometrically, the projected point is the “shadow” of infinity many points that share the same phase.

It is this last property that we wish to carry by analogy our simpler case of having the anchor $M$ and the template $N$ be separate manifolds. Asymptotic phase identifies anchor states with template states – if $N$ is a NAIM, it also conveys dynamic information. However, if $\varphi : M \to N$ is merely any submersion, it is a non-linear projection that allows use to algebraically relate the state of the template with a family of equivalent states in the anchor, regardless of how the dynamics of the two systems are related. In the sequel we will employ algebraic phase maps to define encoding templates. Distinct from the regular template above, an encoding template does not have dynamics conjugate to the anchor. It will function as a collection of observation variables that will be shown to fully characterize a desired motion more parsimoniously than the state of the anchor.

In the sequel, we will reserve then notation $\varphi$ for submersions in this context, and will use the terminology “phase map” for it, whether or not it is the formal notation of asymptotic phase. We will use the terminology “phase of a point” as the image value under this, e.g. if $\varphi(y) = x$, then $x$ is the “phase” of $y$. We will be explicit about the domain and codomain of such functions to avoid confusion.

### 5.2 Example : CT-SLIP

#### 5.2.1 Problem Statement

The Clock-Torqued Spring Loaded Inverted Pendulum (CT-SLIP) [SH] model is a hybrid dynamical system intended to represent dynamic running. The CT-SLIP is an extension of the well-known SLIP model [Bli89; Sey+02; Ghi+04; FK99b]. We customized the spring force model to be a non-conservative Hill-like muscle model shown in (12), where the original SLIP had a Hookean spring. The Hill muscle model [Hil38] has been postulated to be of sufficient accuracy to be useful for simulating human musculoskeletal behavior [Win90; BGC98]

\[
F(\zeta) = K(L - \zeta)(1 + \eta \dot{\zeta}) - \mu \dot{\zeta}
\]

The length $L$ represents the length of the leg at touchdown. The parameters $K$ and $\eta$ provide averaged approximations to the length dependent and velocity dependent terms (respectively) of the Hill muscle model; $\mu$ adds some dissipation, capturing the overall energy consuming nature of the task. We elected to employ it over a conservative spring as we want the freedom to inject or remove energy from the system to broaden the set of achievable motions.

| Parameter | Definition | Nominal Value |
|-----------|------------|---------------|
| $\eta$    | $F_V$ average slope | -0.03         |
| $\mu$     | dissipative loss       | 0.3           |
| $L$       | $F_L$ average slope    | 80            |
| $t_s$     | torsional spring at hip | 0.1      |
The CT-SLIP has two leg which commutate around the center-of-mass (COM). The angle of each leg is determined by a piece-wise monotonic feedfoward (hence, “clocked” reference curve that depends only on time - the Buehler clock [Ghi+04; SBK01]. There is a torsional spring and actuator at the hip that tracks the reference signal with standard PID control on angle.

The cycling legs, tuned for appropriate parameters, produces a stable forward motion of the COM. We operationally assume without proof that a phase-like quantity exists for the CT-SLIP, and we use the numerical tool Phaser [RG08] (which estimates phase from trajectory data) to produce a workable phase-map from hybrid data.

In this regime, we aim to recover a stable limit-cycle \( \gamma_1 \) post-damage that has the same image through the observing function as the original cycle \( \gamma_0 \). “Damage” is modeled as a destructive and irreversible parametric shift that causes the majority of trajectories from uniformly sampled initial conditions to crash (hip-mass striking ground).

We will restrict our attention to the stance dynamics, as the aerial dynamics are ballistic – if we recover a desired motion in the stance phases, the aerial phases will be preserved as well as we will only allow in the leg parameters. Using the same dimensionless polar coordinates \((\zeta, \psi)\) for the configuration space \( Q = \mathbb{R} \times S^1 \), (see Fig. ??) as [SH], the Lagrangian for the CT-SLIP during stance is given by:

\[
L \left( \zeta, \psi, \dot{\zeta}, \dot{\psi} \right) = \frac{1}{2} \dot{\zeta}^2 + \frac{1}{2} \dot{\psi}^2 - V(\zeta; k) \tag{13}
\]

The function \( V(\zeta; k) \) is the conservative component of (12). Since the spring law given in (12) is not conservative, our final dynamical system will have a forcing term that accommodates the non-conservative part. For \( z = (x, y, \dot{x}, \dot{y}) \in TQ \), let \( \dot{z} = f(z, \lambda, u) \) be the resulting Euler-Lagrange equations CT-SLIP hybrid model with forcing function(see [SBK01; SH] for full equations of motion). Assume for parameters, described in table 2, \( \lambda_0 := (t_0, L_0, \mu_0, \eta_0) \in \mathcal{P} \subset \mathbb{R}^4 \), a stable periodic \( \Gamma \) exists, with stability basin \( B \). We conflate the geometric object \( \Gamma \) with an arbitrary solution on it parameterized by \( x_\gamma(t) \).

Define the disturbed system by setting \( \lambda_1 = (t_1, L_1, \mu_1, \eta_1) \), where \( t_1 = t_0 + \epsilon \). We assume that this perturbation is neither small in magnitude, nor reversible. That is, the damaged system has its torsional spring gain stuck at the value \( t_1 \), and that this value has destabilized \( \Gamma \).

In rectangular coordinates, the desired motion is given by

\[
\gamma_0(t) := (x(t), y(t), \dot{x}(t), \dot{y}(t)) \subset TQ, \quad t \in [0, T]
\]

For \( \lambda_0 \), this is a stable limit cycle with phase map \( \varphi : B \to \text{Im}(\gamma_0) =: \Gamma \). In this case, \( \varphi \) is a asymptotic phase map, where it is defined. We assume that a phase-like quantity exists away from non-smooth points for the CT-SLIP, and estimate a phase map from trajectory data in simulation using the Phaser algorithm [RG08]. \( \varphi \) defines a differential form \( \omega \) such that \( \omega(f) = 1 \) called the temporal 1 form; for details, see §5.6.

We propose the following design problem. Let \( E \in C^\infty (TQ \times \mathcal{P}, \mathbb{R}) \). Assuming that \( z(0) = z_0 \), find a \( \lambda_1 \) such that the following two equations hold \( \forall t \in [0, T] \).

\[
\begin{align*}
\frac{d}{dt} \varphi(z_{\lambda_1}) &= 1 \tag{14a} \\
\frac{d}{dt} E(\varphi(x_{\lambda_1})) &= \frac{d}{dt} E(x_{\lambda_0}) \iff L_{f(z, \lambda_0)}(E \circ \varphi) = L_{f(z, \lambda_0)} E \tag{14b}
\end{align*}
\]

The above equations are two equations on the four dimensional state space \( TQ \). However, we want \((z, v)\) to be an integrable submanifold, i.e., we want \( \frac{d}{dt} x = v \). Including the two additional constraints that \( \frac{d}{dt} x = \dot{x} \), and \( \frac{d}{dt} y = \dot{y} \), we have a fully determined set of equations on \( TQ \), so that a unique curve \( z(t) \) obeys them. That is, at a point \( x \in Q \), there is a unique \( v \in T_x Q \) that satisfies Eqn. (14).
So, if \(z(0) = \gamma_0(0)\), \(z(t) = \gamma_0(t)\). We will omit repeating these last two constraints for the remainder of the section for brevity, as they are straightforward.

Control of the CT-SLIP dynamics is accomplished parametrically - control inputs are restricted to manipulating parameters \(\lambda \in \mathcal{P}\). Each execution of the system has a fixed collection of parameters - feedback is not being used to modify the system dynamics as a function of state. Rather, the control problem is presented as determining fixed values for a collection of parameters whose resultant open-loop dynamics satisfy the afore-mentioned phase and energy conditions.

It is important to note that \(d/dt E(x_{\lambda_0})\) is taking the derivative of \(E\) along the periodic orbit, while \(d/dt E(\varphi(x_{\lambda_1}))\) is projecting a state \(x_{\lambda_1}\) that is off the orbit to its in-phase companion on the orbit, then differentiating.

The relationship is concisely expressed geometrically. Fix \(z(t) = z_0\). Let \(r(t) = d/dt E(x_{\lambda_0}) = dE_{\varphi(z)} (D\varphi_z f(z, \lambda_0))\). Let \(\omega, dE \in T^*\Gamma\). Design \(\lambda_1 \in \mathcal{P}\) such that, for \(t \in [0, T]\),

\[
\begin{align*}
\omega_z(f(z, \lambda_1)) &= 1 \\
dE_{\varphi(z)} (D\varphi_z f(z, \lambda_1)) &= r(t)
\end{align*}
\]  

(15a) \hspace{1cm} (15b)

The observant reader will notice this condition as lifting the constraints from \(\gamma_0\) to the neighborhood where \(\varphi\) (and thus \(\omega\)) is defined. We are able to equate this condition on differential forms to signals of time by evaluating them along a specific trajectory. We will expand on this in the sequel.

5.2.2 Optimization

The objective is to fit the Lie derivatives shown in Eqn. (14) using measured/simulated trajectory data, assuming the that underlying vector field(s) is unknown. Since we’re seeking a parameter \(\lambda_1\) with the irrevocable condition that \(t_s = t_0^s + \epsilon\) that satisfies our tracking requirements, we could rephrase the design into a regression to best fit the constraints. I.e, for \(t \in [0, T]\), \(x_{\lambda}(0) = x_0\), \(\forall \lambda \in \mathcal{P} | t_s = t_0^s + \epsilon\),

\[
\lambda^*_1 = \arg \min_{\mathcal{P}} \left( \left\| \varphi(x_{\lambda}(t)) - \varphi(x_{\lambda_0}(t)) \right\|^2 + \left\| \frac{d}{dt} (E \circ \varphi(x_{\lambda}(t))) - r(t) \right\|^2 \right)
\]

The norm \(\|\cdot\|\) in the above the 2 norm on functions.

Thus \(\lambda^*_1\) is the parameter that minimizes the largest absolute difference over the entire domain of \(t\). Other function space norms can be selected, but as they are not generally equivalent, the value of \(\lambda^*_1\) depends on the choice.

The requirement that \(d/dt z = v\) will be automatically enforced by the numerical integrator we will use to generate trajectories with.

We elect to further modify our constraints. If we solve Eqn. (16) perfectly, we’d have \(x_{\lambda_1}(t) = x_{\lambda_0}(t)\). We instead relax (26) to instead be, for some constant \(c \in \mathbb{R}_{>0}\),

\[
\omega_z(f(z, \lambda_1)) = c > 0
\]

(16)

By doing this, the phase rate of \(x_{\lambda_1^*}\) is not required to match that of \(\gamma_1\), but merely be positive. Geometrically, this means it must permute the isochrons in the same order, but not necessarily at the same rate. Physically, this allows the damaged system to potentially have a different frequency than the undamaged system, yet e.g., the sequencing of the limb touchdown sequence is preserved.
5.2.3 Simulation Results

The system was simulated in Python 2.7.5 using the NumPy and SciPy open-source numerical libraries. We take the function $E$ to be the elastic energy stored in the legs. Our optimization algorithm of choice is the Nelder-Mead implementation provided by the Scipy optimize library. We are attempting to recover when model information is poor and expensive to determine; Nelder-Mead was elected as it requires no knowledge except function evaluations. We additionally define the “total” energy $E_T$ to be the sum of kinetic and potential energy of the COM. The functions $E, E_T$ and $\varphi$ were defined on the entire domain by taking a Fourier series approximation of discrete values at sample points produced by numerical integration on the dynamics. The order of the series was determined by the operator through inspection for quality of fit.

A ensemble of goal trajectories simulated at random initial conditions is generated as a ground truth to match, from which phase and derivatives can be determined without knowledge of the vector field. The randomly generated initial conditions are fixed at initialization; they do not vary between function calls of the optimizer. The implementation of (14) subject to the relaxed phase constraint given in Eqn. (16) was accomplished with the following cost function.

$$f(\lambda) := \left\| \frac{d}{dt} \left( \frac{E(\varphi(x_{\lambda_1}))}{E_T(x_{\lambda})} \right) - \left( \frac{E(x_{\lambda_0})}{E_T(x_{\lambda_0})} \right) \right\|^2 + \alpha \left\| \frac{\Delta \varphi}{\Delta t} - \left\langle \frac{\Delta \varphi}{\Delta t} \right\rangle \right\|^2 + \beta \left\| \left\langle \frac{\Delta \varphi}{\Delta t} \right\rangle \right\|^{-1}$$

(17)

$\langle \cdot \rangle$ denotes the mean along a sample path. The mean is used to normalize the terms as a proportion of the total average energy so that the same modulation is preserved, rather than attempting to enforce a particular absolute energy level.

The second term is the variance of the time derivative of phase along sample paths - driving it to zero requires $\varphi$ be constant along solutions. The last term is the inverse of the mean time derivative of phase - it penalizes phase approaching zero. In aggregate, the last two terms are attempting for force $\frac{\Delta \varphi}{\Delta t}$ to be a constant bounded away from 0, i.e. - exactly Eqn. (16). $\alpha, \beta \in \mathbb{R}$ are weighting coefficients that we do not argue how to select in a principled manner. Similarly, any permutation of the control variables can be formulated analogously.

Shown in figures 9a, 9b are integration results for two initial conditions (out of 10) that were used to generate the fitting ensemble. For the goal system, all ten initial conditions stabilized to a periodic solution. For the perturbed system, seven out of ten initial conditions lead to a crash (wherein the COM impacts the ground, and the simulation ceased). For the recovered solutions, nine out of ten initial conditions recovered to a periodic solution.

We see that the recovered system on average has superior performance over the perturbed system, but that the recovered system still does not match the unperturbed system’s performance. The reason for the failure to fully recover is, as of yet, unknown, and some discussion will be given in the sequel to this matter.

5.3 Theory

We have seen in §5.2 that the constraint equations in Eqn. (14) provide a complete description of a desired limit cycle. By enforcing them, a specified behavior was engendered from the CT-SLIP. However, there are certainly unanswered questions. Does asymptotic phase help in some special way? What properties do the constraints need to satisfy? What if the control isn’t parametric?

We now present a class of mechanical systems relevant to locomotion that provably have a similar property, and furthermore, the constraints will always be on $TQ$, rather than on $TTQ$. In order words, we will show that there exist Pfaffian-like constraints that we can impose on position and velocity to restore
Figure 9: Traces of the COM and legs. The COM is black, one leg is red, and the other is blue. Ten initial conditions in the stability basin of the original periodic orbit were sampled. The recovery method attempted to find a single $\lambda_1^*$ such that all were stable.

a behavior. A significant feature of doing so is that the trajectories of mechanical systems live on $TQ$. By expressing our objective on $TQ$, it is independent of any underlying vector field. In other words, our approach generates a control objective that is agnostic to the specific dynamics that govern the robot.

5.3.1 Geometric Mechanics

We now present a brief overview of geometric mechanics an its relevance to locomotion. A considerable body of literature exists on this topic - the interested reader should consult [Blo+96; Ost96; Blo+03] and the references therein for precise details.

Assume that we have configuration space $Q = S \times G$, where $G$ is a Lie group that left acts on $Q$ freely and properly via $\Phi_g$, along with independent Pfaffian constraints $\omega(q) \cdot \dot{q} = 0 \in \mathbb{R}^k$, and Lagrangian $L : TQ \rightarrow \mathbb{R}$. We critically assume that both $L$ and the constraints $\omega$ are symmetric under $G$, i.e.

$$L(q, \dot{q}) = L(\phi_g(q), D_q \phi_g \dot{q})$$  \hspace{1cm} (18)

$$\omega(q) \cdot \dot{q} = D_q \phi_g^T \cdot \omega_{\phi_g(q)} \dot{q}$$  \hspace{1cm} (19)

If $k = \dim(S)$, in can be shown [OB98; Blo+03; Blo+96; KM97; HC11] that there exists a map $A : TS \rightarrow g$ such that

$$g^{-1} \dot{g} = -A(s) \cdot \dot{s}$$  \hspace{1cm} (20)

Thus, the body velocity $g^{-1} \dot{g}$

is a algebraic function of shape $s$ and shape velocity $\dot{s}$. Physically, $k = \dim(S)$ describes a kinematic system - the motion of the robot is completely determined via shape, with no drift due to momentum.

We now exclusively consider curves $s(t)$ that are periodic with period $T$. Eqn. (20) is a differential equation on the group $G$ that defines the holonomy or horizontal lift [KN63] of a path $s(t), t \in [0, T] \in S$. While the dynamics of $s$ are unimportant to validity of this representation, we will always assume that the dynamics of $s$ are controlled, i.e. there exists some equation

$$\dot{s} = f(s) + G(s)u$$

\[\text{by which we mean} \ g^{-1} \dot{g} := \xi = T_q L_{g^{-1}} \dot{g}, \text{which is the velocity of the body frame in body coordinates.} \]
That is, the shape variables are a first-order control-affine system that evolves dynamically, but there are sufficient constraints that there is a algebraic relationship between the body velocity and shape state. A solution curve \( c(t) := (s(t), g(t)) \) is called horizontal by virtue of satisfying \( \omega(c(t)) \cdot \dot{c}(t) = 0 \). The curve \( c(t) \) is a path connecting \( g(0) \) to \( g(T) \) that satisfies the constraints, with holonomy \( g(T)g(0)^{-1} \). The path \( c \) is not necessarily unique - the set of all curves that achieve a desired group motion is a Lie group in its own right [KN63].

\[
\text{Hol}(m) = \{ g_s \mid s : [0, T] \to S, s(0) = s(1) \} \tag{21}
\]

Solutions are generally difficult to determine, and can be expressed by various expansions, such as a path-ordered exponential [MMR90] or Magnus expansion, [RB98].

In the case that the group \( G \) is abelian, conventional integration suffices [MMR90].

\[
g(t) = \exp \left( \int_0^t \xi(s)ds \right)
\]

Classic examples would include the kinematic car [PLM06] or Purcell swimmer [HC13]; a classic counter-example is the snakeboard [Blo+96].

The group motion \( g \) is the displacement in the world, while the \( s \) (shape) variables describe relative motion of the robot limbs with respect to the center of mass. For a closed loop \( s(t), t \in [0, T] \), a single revolution produces an holonomy element \( h := g(T)g(0)^{-1} \in G \). In mechanics, this is refereed to as the geometric phase [MMR90] of the loop \( s(t) \). Repeated iterations in \( S \) simply concatenate the group elements \( h \) owing to its group structure. In this sense, locomotion is well represented - repeated cycling of limb motions produces displacement in the world, agnostic to starting position. In general, the same group motion can be effected by many gaits.

### 5.3.2 Implicit Functions

To motivate the construction we present in the sequel, consider the following straightforward problem. Let \( N \) be a manifold of dimension \( n \), and assume there exists flow \( \phi^t : N \to N \), along with \( C^1 \) function \( F : N \to \mathbb{R}^k \). Suppose that we have initial condition \( y(0) \in N \) such that \( F(\phi^t(0)) = 0 \in \mathbb{R}^k, \forall t \in [a, b] \).

In a local coordinates, we have \( \phi^t(y(0)) := (y_1(t), \ldots, y_n(t)) \), \( F(y_1(t), \ldots, y_n(t)) = 0 \). Assume that \( F \) is full rank at each point \( y(t) \), so that by the implicit function theorem, there exists \( C^1 \) function \( h \) such that

\[
F(h(y_{k+1}, \ldots, y_n), y_{k+1}, \ldots y_n) = 0
\]

Assume now that there exists submersion \( \varphi : M \to N \). We may then consider the pullback \( \varphi^*h(m) := h(\varphi(m))_{k+1}, \ldots, \varphi(m)_n \). Suppose we found a curve \( m(t) \subset M \) such that

\[
\varphi^*h(m(t)) = (y(t)_{k+1}, \ldots, y(t)_n) \tag{22}
\]

and

\[
(\varphi(m(t))_{k+1}, \ldots, \varphi(m(t))_n) = (y(t)_{k+1}, \ldots, y(t)_n) \tag{23}
\]

Then,

\[
F(\varphi(m(t)) = 0 \tag{24}
\]

While the above is completely trivial, it expresses the design problem of finding \( m(t) \) as two testable objectives - insist that \( \varphi(m(t)) \), the phase of \( m(t) \), is a specified reference, and that \( m(t) \) satisfies the

\[\text{Some authors take it a step further, and simply have } \dot{s} = u.\]
constraint defined $\varphi^* h$. As neither the kernel of $\varphi$ or $\varphi^* h$ is non-trivial, there are many possible equivalent candidates for $m(t)$. If an initial solution curve $m_1(t) \subset M$ is no longer achievable due to damage, we can resolve the problem in for another curve $m_2(t)$ that exactly solves $F = 0$. We now apply this idea to our problem in geometric mechanics.

### 5.3.3 The Kinematic Case

Following our approach in 5.3.1, let $Q = S \times G$ for lie group $G$, with $G$-invariant Lagrangian $L : TQ \to \mathbb{R}$. Everything will be assumed to be $C^\infty$ unless otherwise stated. Assume that have Pfaffian constraint form $\omega \in \Omega^k$, i.e, a collection of $k$ linearly independent 1-forms $\omega_i, i = 1, \ldots, k$ such that $\omega_i(q)\dot{q} = 0$ for all solutions $(q, \dot{q})$ determined by $L$. We have that $\omega$ is $G$-equivariant. In coordinates, this implies we may write it as, for $\dot{q} = (\dot{r}, \xi = g^{-1} \dot{g})$:

$$
\omega_k(r)\xi + \omega_r(r)\dot{r} = 0 \in \mathbb{R}^k
$$

We assume that $k = \dim(G)$, so that we are in the principal kinematic case. Assume $\dim(S) = n > k$,

defining gauge field $A$ given by, for $\omega_k \in GL(k, k)$, $\omega_k \in L(n, k)$,

$$
\xi = -\omega_k^{-1}\omega_k \cdot \dot{r} =: -A(r) \cdot \dot{r}
$$

### 5.3.4 Encoding Templates and Recovery

Let $\hat{Q} = \hat{S} \times G$, and assume that we have map $\varphi : \hat{Q} \to Q$ such that $\varphi(\hat{s}, g) = (\varphi^*(\hat{s}), g)$, i.e. it does not depend on $G$. We then have a map $\varphi^* : \hat{S} \to S$. Given the constraint form $\omega : TS \times g \to \mathbb{R}^k$,we may pull back to $\varphi^* \omega(\hat{s}) \cdot (\dot{s}, \xi) = \omega(\varphi^*(\hat{s})) D\varphi^* \cdot (\dot{s}, \xi)$. We use $\xi := g^{-1} \dot{g}$ for the body velocity.

We assume that we are given curve $q(t) = (s(t), g(t)) \subset Q$ such that $\omega(q) \cdot \dot{q} = 0$.

Suppose that we had curve $\hat{q}(t) = (\hat{s}(t), \hat{g}(t)) \subset \hat{Q}$ such that

$$
\varphi^*(\hat{s}) := v(t) = s(t)
$$

and that

$$
\varphi^* \omega(\hat{s}) \cdot (\dot{s}, \hat{g}^{-1} \dot{\hat{g}}) = 0.
$$

Eqn. (26), at each point $\hat{s}$, can be thought of as $\dim G$ linear equations in $\dim Q \times \dim G$ unknowns. By assuming Eqn. (25) holds, we also have

$$
\frac{dv(t)}{dt} = \frac{ds(t)}{dt}
$$

Ergo,along $v(t)$ and $s(t)$, $\omega(v(t), \cdot) = \omega(s(t), \cdot)$. Thus, we have $\dim G$-equations in $\dim G$ unknowns. We initially assumed the problem had rank $\dim G$, so that there is a unique solution, so, for $\bar{\xi} = \hat{g}^{-1} \dot{\hat{g}}$,

$$
\omega(s, \bar{\xi}) = 0 = \omega(v, \bar{\xi}) \implies \bar{\xi} = \bar{\xi}.
$$

We call the codomain $Q$ for phase map $\varphi$ the encoding template. It represents a simpler mechanical system (as we assume $\dim Q < \dim \hat{Q}$) that is still capable of executing the desired $\xi(t)$.

An important feature of the system on $Q$ is that we only require the above relationships for $\xi(t)$. The template system may be able to engage in behaviors that the anchor system is not able to do. Not all trajectories can or need to be lifted to trajectories of the anchor system.
5.3.5 Missing Constraints

Assume that we have a known embedded curve \((r_0(t), g_0(t)) \subset S \times G\), \(t \in (t_a, t_b)\) such that \(\xi_0(t) := g_0^{-1}(t)g_0(t) = A(r_0(t)) \cdot \dot{r}_0(t)\). Since we have a “wide” matrix \(A\), there are infinitely many curves \(r(t)\) that map to \(\xi_0(t)\), as by fiat we assume there exists at least one \(r_0\). For \(\Gamma := \text{Im}(r_0(t), g_0(t))\), assume that rank \(A_{|_{\pi_1 \circ \Gamma}} = s\) is constant. Since rank is an open condition, there exist tubular nhbd \(U \subset S\) of \(r_0(t)\) s.t. rank \(A_{|_{\Gamma}} = s\) is constant.

Let \(f(r, g) : S \times G \to \mathbb{R}\) be a real-valued function, then

\[ f(r_0(t), g_0(t)) = \eta(t) \]

have retraction \(\varphi : U \to \Gamma\), and define the pullback

\[ \tilde{f}(r, g) = f \circ \varphi \]

so that by definition,

\[ \tilde{f}|_{\Gamma} = f \]

Implicit in the definition of \(\varphi\) is the time-parameterization of \((r_0, \xi_0)\). Explicitly, \(\theta(t) = (r_0(t), g_0(t))\) is the embedding of \((t_a, t_b)\)

\[ \tilde{f}(r, g) = f(\pi_1 \circ \varphi(r, g), \pi_2 \circ \varphi(r, g)) = \eta (\theta^{-1} \circ \varphi(r, g)) \]

We write via chain rule

\[ d\tilde{f} \cdot (\dot{r}_0(t), \dot{g}_0(t)) = df \cdot (\dot{r}_0(t), \dot{g}_0(t)) \]

\[ = df \cdot (\dot{r}_0(\theta^{-1}((r_0, g_0))), \dot{g}_0(\theta^{-1}((r_0, g_0)))) \]

\[ =: \gamma(r_0, g_0) \]

Since \(\tilde{f}\) is defined everywhere on \(U\), so is its derivative \(d\tilde{f}\). This allows us to formulate the constraint

\[ d\tilde{f} \cdot (\dot{r}, \dot{g}) = \gamma(\varphi(r, g)) \]

Assume now that the function \(\varphi(r, g)\) is group-invariant, and that \(f\) generates a foliation of \(Q\) that is permuted by \(\phi_h\), so that

\[ \tilde{f}(r, g) = \tilde{f}(r, \phi_h(g)) + c(h) \]

Where \(c : G \to \mathbb{R}\) is some function as smooth as \(f\). Differentially, this implies \(\forall r \in S, g, h \in G\), where \(d\tilde{f} = \partial_r \tilde{f}(r, g)dr + \partial_g \tilde{f}dg\)

\[ \partial_r \tilde{f}(r, g)dr = \partial_r (r, \phi_h g)dr \]

\[ \partial_g \tilde{f}(r, g)dg = \partial_g (r, \phi_h g)dg \cdot d\phi_h \]

unique

The first equation implies \(\partial_r \tilde{f}\) does not depend on \(g\). The second equation implies, for \(h = g^{-1}\),

\[ \partial_g \tilde{f}(r, g) = \partial_g \tilde{f}(r, e)d\phi_{g^{-1}} = \partial_g \tilde{f}(r, e) \cdot g^{-1} \]

where in the last statement we have conflated the action and lifted action of \(G\).

These together let us write

\[ \partial_r \tilde{f}(r)dr + \partial_g \tilde{f}(r, e)dg \cdot g^{-1} = \gamma(r) \]
We have \( \gamma(r) \) as by assumption \( \varphi(r, hg) = \varphi(r, g) \), implying it is only a function of \( r \). We simplify notation and write (37) as, for \( \xi = g^{-1} \dot{g} \), and implicitly assuming that it is along curve \((r(t), g(t))\)

\[
\ddot{\omega}_r(r) + \ddot{\omega}_\xi(r)\xi = \gamma(r)
\] (38)

Key assumption: We now assume that \( \exists i \in \{1, \ldots, k\} \) such that the known constraint \( \omega_i \) is no longer in effect - i.e. - solutions curves are not required to satisfy it.

Since the 1-form determined by (37) is group-equivariant, we can consider the quantity, \( \omega_1\xi + \omega_{1r}\dot{r} = 0 \) \( \vdots \) \( \omega_{(k-1)}\xi + \omega_{(k-1)r}\dot{r} = 0 \) (39) \( \ddot{\omega}_r(r) + \ddot{\omega}_\xi\xi = \gamma(r) \) (41)

where we have replace \( \omega_i \) with \( d\hat{f} = \gamma(r) \). Call this form \( \hat{\omega} \) - we have generated a form by pulling back \( \hat{f} \) into \( M \). Observe \( \hat{\omega} \) is still kinematic - i.e. - by obeying it, the group element \( \xi \) is enforced. However, for the implication in Eqn. (27) to hold, the rank of (38) needs to be \( \dim G \).

5.3.6 Do we require kinematic systems?

An key aspect of §5.3.5 is that we no longer require \( \omega(q) \cdot \dot{q} = 0 \), but rather we allow affine constraints. In fact, we never needed to assume Pfaffian constraints as in 5.3.3, and could’ve just started with affine constraints. However, we elected to begin with kinematic systems due to their relative familiarity.

In this sense, the reconstruction equation approach only requires that the dynamics are fully constrained in the group directions, rather than kinematic in the sense that they have no history – the “shape” variables could have arbitrary dynamics, but if there are enough constraints, there is still an algebraic relationship to the group motion.

Ergo, our approach works for any constrained mechanical system that is invariant under the action of a group, rather than those that are properly kinematic.

5.3.7 Transversality of Group Invariant Functions

We now show that completing the constraints with differentials such that the rank is expanded is a generic property. We use \( L^r(n, k) \) to denote the \( n \times k \) matrices that have rank \( r \), and \( L(n, k) = \bigcup_r L^r(n, k) \) Consider an \( k \times n \) matrix-valued function \( A : S \rightarrow \text{Hom}(V, W) \)

\[
A = \begin{bmatrix}
a_1(s) \\
a_2(s) \\
\vdots \\
a_k(s)
\end{bmatrix}
\] (42)

Each \( a_i, i \in 1, \ldots, k \) denotes a row. Assume that \( A(s) \) is of rank \( k \) for all \( s \in S \). Let \( f \in C^\infty(S, \text{Hom}(\mathbb{R}^n, \mathbb{R}^N)) \) be a smooth function, and define

\[
B(s) := \begin{bmatrix} A(s) \\ f(s) \end{bmatrix}
\] (43)

I.e. we augment the rows of \( A \) with a \( N \) new rows determined by the function \( f \). We would like to determine when our choice of \( f \) will have the rank of \( B \geq k + 1 \).

We make use of the following theorem.
Theorem 1 (Prop 5.3, [GG12]). $L^r(V, W)$ is a closed submanifold of $\text{Hom}(V, W)$ with $\text{codim}(L^r(V, W)) = (m - q + r)(n - q + r)$ where $q = \min(m, n)$.

The dimension of $B$ is $(k + N) \times n$. We have $m = k + N, n = n, q = m, r = k + N - k = N$. Since adding a row cannot lower the rank of a matrix, we equivalently want to ensure that $B \notin L^N$. So, $\text{codim}(L^N) = N(n - k)$. We now state a relatively apparent fact about transverse maps.

Theorem 2 (Prop 4.2, [GG12]). Let $X$ and $Y$ be smooth manifolds, $W \subset Y$ a submanifold. Suppose $\dim X + \dim W \leq \dim Y$. (i.e. - $\dim X \leq \text{codim}(W)$) Let $f : X \to Y$ be smooth and suppose that $f$ is transverse to $W$. Then $f(X) \cap W = \emptyset$.

So by the prop, a sufficient condition for $B(s) \notin L^N$ for all $s \in S$ is: Assume that $B$ is transverse to $L^N$, and $N(n - k) > n$ If so, the only way for $B$ to successfully transverse to $L^N$ to have $B(s) \notin L^N$ by definition, as $\dim \text{Im}(B) = n$, $\dim L^N = N + k - N(n - k)$. Ergo, if $B$ is transverse

$$N > \frac{n}{n - k}$$

Then $B(s)$ will have rank greater than $k$.

We are bailed out by the following:

Theorem 3 (Cor. 4.12, [GG12]). Let $X$ and $Y$ be smooth manifolds, and let $W$ be a submanifold of $Y$. Then, the set of smooth mappings of $X$ to $Y$ which intersect $W$ transversely is dense in $C^\infty(X, Y)$, and if $W$ is closed, then this set is also open.

$L^N$ is closed, so by the above there is an open and dense set of maps $f$ such that $B$ will be rank greater than $k$.

We now modify the problem to ask a slightly different question. Suppose instead picking functions that directly provide rows of $B$, we wanted to pick $N$ functions $f \in C^\infty(S, \mathbb{R})$ such that the matrix-function extension,

$$B(s) := \begin{bmatrix} A(s) \\ df(s) \end{bmatrix}$$

had rank $B(s) \geq k$?

Let $\sigma \in J^1(X, Y)$; let $f$ represent $\sigma$. $df_p$ is a linear mapping. Define rank $\sigma = \text{rank} df_p$. Define the set

$$S_r := \{ \sigma \in J^1(X, Y) \mid \text{corank}(\sigma) = r \}$$

Then we have the following theorem.

Theorem 4 (Prop 5.4, [GG12]). $S_r$ is a submanifold of $J^1(X, Y)$ with $\text{codim}(S_r) = (n - q + r)(m - q + r)$. In fact, $S_r$ is a sub bundle of $J^1(X, Y)$, with fiber $L^r(\mathbb{R}^n, \mathbb{R}^m)$

If we take $W = S^r$, we want $\sigma$ transverse to $W$. Since $J^1(X, Y)$ is a manifold, and $S^r$ is closed, we immediately see by the previous that the space of jets that are transverse to $W$ is open and dense. Motivated by this observation, we select $N > \frac{n}{n - k}$ differentiable functions to have rank greater than or equal to $k + 1$.

We have shown that we can add rank to a set of constraints by using the derivative of some $f \in C^\infty(S, \mathbb{R}^N)$. However, for our problem, we want the $f$ we use to have group-invariant constraints, like above, so that we still have a connection.

We have that if the foliation of the level sets of $f$ are permuted by $\phi_h$,

$$f(r, \phi_h \cdot g) - f(r, g) = c(h)$$

(46)
Let \( g = e \), so that
\[
 f(r,h) = c(h) + f(r,e) \tag{47}
\]
c \( \in \mathcal{C}^\infty(G,\mathbb{R}) \), and since \( e \) is fixed, we think of \( f_*(r) \in f(R,\mathbb{R}^n) \) as a pure function of shape. Ergo, let \( \hat{c} \in \mathcal{C}^\infty(G,\mathbb{R}, \hat{f} \in f(S,\mathbb{R}^n) \). We can define a function by
\[
 f(r,g) := \hat{c}(g) + \hat{f}(r) \tag{48}
\]
Then, To see that \( f(r,\phi_h \cdot g) - f(r,g) = c(h) \), we compute
\[
 f(r,\phi_h \cdot g) = \hat{c}(\phi_h \cdot g) + \hat{f}(r) \tag{49}
\]
\[
 f(r,\phi_h \cdot g) - f(r,g) = \hat{c}(\phi_h \cdot g) - \hat{c}(g) = \hat{d}(h) \tag{50}
\]
Where \( \hat{d} \) is a function only of \( h \). Thus, let \( c_f \in \mathcal{C}(G \times S,\mathbb{R}) \), \( c_f(g,s) = c(g) + f(s) \).

Since there is an open and dense set of functions \( f \) that provide the necessary rank condition, and we see that we can “complete” \( f \) to \( c_f \) by picking \( c \), we see that there is an open and dense set of group invariant functions that meet our rank requirement.

### 5.3.8 Energy

For mechanical systems, energy is a natural choice of constraints, thus we use the following results from [AM08]

**Definition 5** (Def. 3.5.5). Let \( \omega_0 \) be the cananonical sympletic form on \( T^*Q \). For Lagrangian \( L \), let the Lagrangian two form be defined as
\[
 \omega_L := (FL)^*\omega_0
\]
. Where \( FL : TQ \rightarrow T^*Q \) is the fiber derivative of \( L \).

**Theorem 6** (Def. 3.5.11). Given \( L : TQ \rightarrow \mathbb{R} \), define the action \( A : TQ \rightarrow \mathbb{R} \) by \( A(v_x) = FL(v_x) \cdot v_x \) and the energy by \( A - L \). By a Lagrangian Vector Field for \( L \) we mean a vector field \( X_e \) on \( TQ \) such that \( i_{X_e} \omega_L = dE \), for \( \omega_L \) in the Lagrangian two form.

Suppose then, that we had two lagragians, \( L \), and \( \tilde{L} \), with associated vector fields \( X_e \) and \( \tilde{X_e} \). We’ll further assume that \( \tilde{L} \) has tunable parameters \( p \), so that \( \tilde{L}(p) \) yields \( \tilde{X}_e(p) \) – we will imagine these parameters being quantities such as mass, spring stiffness, and the like.

Pick a point \( x \in TQ \), and consider a subspace \( A \subset T_xTQ \) of dimension \( n < \text{dim} TQ \), with basis \( \{e_1,\ldots,e_n\} \) that spans \( A \).

We seek a value of \( p \), say, \( p^* \), then, so that, expanding \( X_e \) and \( \tilde{X}_e \) on \( A \), i.e., for linear projection \( P : T_xQ \rightarrow A \), writing \( P \circ X_e \) and \( P \circ X_{\tilde{e}} \) in coordinates as:
\[
 P \circ X_e = x_1 e_1 + \cdots + x_n e_n
 P \circ \tilde{X}_e = \tilde{x}_1 e_1 + \cdots + \tilde{x}_n e_n
\]
we get problem:
\[
 dE(x_1 e_1 + \cdots + x_n e_n) = d\tilde{E}(\tilde{x}_1 e_1 + \cdots + \tilde{x}_n e_n)(p).
\]
Such a problem has infinite solutions if it has any. We strengthen the requirements to:
\[
 \forall i, \ x_i dE(e_i) = \tilde{x}_i d\tilde{E}(e_i)(p)
\]
Since our ultimate goal is to deduce \( P \circ X_e = P \circ \tilde{X}_e \), we still run afoul that both \( \tilde{E} \) and \( X_{\tilde{e}} \) both vary with \( p \). Herein we make use of our first assumption – that we have an encoding template that lifts into \( A \). Equivalently, that
\[
 dE \big|_A = d\tilde{E} \big|_A
\]
Then, only \( X_{\tilde{e}} \) depends on \( p \), and the desired result follows.
5.4 Crawler Methods

As given in §M-5.4 of the main text, the crawler is subject to the rigid constraints:

\[ l_1 = \sum_{i=1}^{3} e^{i \sum_{j=1}^{i} \theta_j} =: f_1(\theta) \]  
\[ l_2 = \sum_{k=4}^{6} e^{i \sum_{j=1}^{k} \theta_j} =: f_2(\theta) \]  

(51)  
(52)

I.e., the robot is subject to the constraints \( f_1(\theta) - l_1 = 0 \), and \( f_2(\theta) - l_2 = 0 \), where functions \( f_i : T^6 \rightarrow \mathbb{C} \) are the R.H.S of Eqns. (51), (52).

Define the point \( q \in \mathbb{C} \) be the midpoint of the two feet, i.e.

\[ q = \frac{l_1 + l_2}{2} \]

We take \((r, \alpha) \in \mathbb{R} \times S^1\), and define our template system with this point \( q \) via Eqn. (53).

\[ r \exp(i(\theta_0 + \alpha)) + x + iy = q \]  

(53)

Eqn. (53) defines an implicit relation between the template shape variables \((r, \alpha)\) and the anchor shape variables \(\theta\).

Since the template system is the distance \(r\) of the COM to the point \(q\), while \(\alpha\) is the angle of the COM with respect to the center of mass.

Define the two auxiliary functions \(p_1 : T^6 \rightarrow \mathbb{C}\), and \(p_2 : T^6 \rightarrow \mathbb{C}\) as:

\[ p_1(\theta) := h_1 + \exp(i\theta_1)(1 + \exp(i\theta_2)(1 + \exp(i\theta_3))) \]
\[ p_2(\theta) := h_2 + \exp(i\theta_4)(1 + \exp(i\theta_5)(1 + \exp(i\theta_6))) \]

By solving (53) for \((r, \alpha)\) in terms of \(\theta\), it can be shown that the phase map \(\varphi^s : T^6 \rightarrow (r, \alpha) \in \mathbb{R} \times S^1\) is given Eqn. (54).

\[ \varphi^s(\theta) = \left( \left\| \frac{p_1 + p_2}{2} \right\|, \left\langle \frac{p_1 + p_2}{2} \right\rangle \right) \]  

(54)

The equations (51), and (52) are equivalently holonomic constraints on the configuration space – they induce four real-valued constraint equations on the tangent bundle by differentiation. I.e.,

\[ \begin{bmatrix} \nabla_{(g,\theta)}(\text{real}(f_1)) \\ \nabla_{(g,\theta)}(\text{imag}(f_1)) \\ \nabla_{(g,\theta)}(\text{real}(f_2)) \\ \nabla_{(g,\theta)}(\text{imag}(f_2)) \end{bmatrix} \begin{bmatrix} \dot{g} \\ \dot{\theta} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \]  

(55)

We write (55) compactly as

\[ \omega_A(g, \theta) \cdot (\dot{g}, \dot{\theta}) = 0 \in \mathbb{R}^4. \]  

(56)

\(\omega_A \in (T^*(T^6 \times SE(2)))^4 \cong \mathbb{R}^{4 \times 9}\) is the Jacobian matrix which multiplies \((\dot{g}, \dot{\theta}) \in T(T^6 \times SE(2)) \cong \mathbb{R}^9\). In the \((g, \theta)\) coordinates, the jacobian appears in block form as:

\[ \begin{bmatrix} \omega_A^g & \omega_A^\theta \end{bmatrix} \begin{bmatrix} \dot{g} \\ \dot{\theta} \end{bmatrix} = 0 \in \mathbb{R}^4, \ \omega_A^g \in \mathbb{R}^{4 \times 3}, \omega_A^\theta \in \mathbb{R}^{4 \times 6} \]  

(57)
Similarly, the \( \varphi(g, \varphi^s(\theta)) = (g, r, \alpha) \) template coordinates have two Pfaffin constraints determined via Eqn. (53), which we write as:

\[
\omega_T(g, r, \alpha) \cdot (\hat{g}, \hat{r}, \hat{\alpha}) = 0 \in \mathbb{R}^2
\]

(58)

We denote the associated block structure via \( \omega_T^g, \omega_T^r, \omega_T^\alpha \in \mathbb{R}^{2 \times 2}, \), analogous to Eqn. (57).

If the block \( \omega_T^g \) were invertible, we could write a world-coordinate version of the reconstruction equation shown in Eqn. (20) as \( \dot{\hat{g}} = - (\omega_T^g)^{-1} \omega_T^r \). We note that we have \( \dot{\hat{g}} \in T_g SE(2) \), as opposed to \( \xi \in se(2) \) as literally shown in Eqn. (20). While we could transform \( \dot{\hat{g}} \) to the lie algebra via \( T_gL_g^{-1} \), our expression is sufficient for our example as-is. We are only considering once “stance-phase” where world coordinates are adequate. \(^4\) Analogously, we could write a reconstruction equation on the template if \( \omega_A^g \) was invertible.

We emphasize that a pseudoinverse is not a satisfactory substitute for a true inverse. Our requirement, as shown earlier in Eqn. (27), is \( \omega_T^g \) be full rank. Equivalently, for a given shape value \( (r, \alpha) = \varphi^s(\theta) \), there must be a unique \( \hat{g} \) such that Eqn. (57) holds. Ergo, we need to synthesize another constraint from an observation function \( f : Q \rightarrow \mathbb{R} \), as in §5.3.5. Recall, our perspective that we’re able to do this is rooted in recovering a high codimension object — namely, a trajectory on the template. As we saw in §5.3.5, there is an open and dense set of functions that are suitable. In this case, we arbitrarily choose

\[
f(x, y, \theta, r, \alpha) = x - \theta
\]

(59)

As we will see in the sequel, our desired trajectory will obey \( x, \theta \) symmetry, defining the constraint

\[
\dot{x} - \dot{\theta} = 0
\]

(60)

We augment Eqn. (58) with the row defined by Eqn. (60) exactly as shown in Eqn. (41) of §5.3.5 to get augmented form \( \tilde{\omega}_T \) so that the sub-block \( \tilde{\omega}_T^g \in GL(3, \mathbb{R}) \). We thusly have

\[
\tilde{\omega}_T^g \cdot \dot{\hat{g}} + \tilde{\omega}_T^{(r, \alpha)} \cdot (\hat{r}, \hat{\alpha}) = 0
\]

(61)

\[
\omega_A^g \cdot \dot{\hat{g}} + \omega_A^\alpha \cdot \dot{\hat{\alpha}} = 0
\]

(62)

Our desired template reference trajectory is shown in Fig. M-3a of the main text. The resulting group velocity is shown in Fig. M-2b under the “desired” label. We denote this reference template signal as \( \gamma(t) = (g_d(t), r_d(t), \alpha_d(t)), \quad t \in [0, 1] \). An anchor trajectory that produces the desired phase reference is shown in Fig. M-3b. The anchor angles used to generate this curve are denoted by \( \theta_{org}(t) \in T^6, \quad t \in [0, 1] \).

We now assume that the \( \theta_1 \) actuator is jammed, so that \( \forall t, \theta_1(t) = \theta_1(0) \). This is a constant for all gaits, as we have also assumed the initial condition is fixed. If we did nothing, and simply played back the same \( \theta_{org} \) with the \( \theta_1 \) actuator stuck, we obtain considerable error. In Fig. M-2b the curve labeled “old” illustrates the resulting group velocity of the COM should “playback” be attempted without recovery. Ergo, attempting to improve this via exploiting the redundancy of the four-bar linkages is warranted.

As we have the model equations (61) and (62), we can write an explicit system of differential equations to encode our recovery strategy.

We first substitute \( \gamma \) in Eqn. (61),

\[
\dot{r}_d(t) = (\tilde{\omega}_T^g)^{-1} \tilde{\omega}_T^{(r, \alpha)} \cdot (\hat{r}_d(t), \hat{\alpha}_d(t))
\]

(63)

\(^4\)Furthermore, it illustrates that our approach of virtual constraints on template models is more general that the kinematic lifting shown in §5.3.5. The construction presented there is sufficient and explicit, but not the only case where virtual constraints would work, e.g., without group invariance.

\(^5\)We numerically verified that rank is three in a neighborhood of the goal trajectory.
This is an autonomous differential equation that we know our curve $\gamma$ satisfies. Since we are seeking a $\theta(t) \neq \theta_{org}, t \in (0, 1]$ that satisfies Eqn. (26), we substitute Eqn. (63) into Eqn. (62) to get

$$-\left(\omega_A^\theta \cdot (\tilde{\omega_T}^\theta)^{-1} \cdot (\dot{r}_d(t), \dot{\alpha}_d(t))\right) = \omega_A^\theta \cdot \dot{\theta}$$

Observe that Eqn. (64) is also a non-autonomous differential equation, as the coefficients $\omega_A^\theta$ and $\omega_A^\theta$ depend on $\theta$. We additionally require that Eqn. (25) is satisfied, so we write

$$\varphi^s(\theta(t)) = (r_d(t), \alpha_d(t)) \implies D_{\theta(t)} \varphi^s \cdot \dot{\theta}(t) = (\dot{r}_d(t), \dot{\alpha}_d(t))$$

We employ the Moore-Penrose pseudo-inverse to write this as the non-autonomous differential equation

$$\dot{\theta}(t) = D_{\theta(t)}^\dagger \varphi \cdot (\dot{r}_d(t), \dot{\alpha}_d(t))$$

Using the approach in Eqn. (65) and (64), and the constraint that $e_1 \cdot \theta = 0$, we write a combined system as the following

$$\dot{\theta} = \begin{bmatrix} \omega_A^\theta & 0 \\ D_{\theta(t)} \varphi & e_1 \end{bmatrix}^+ \begin{bmatrix} -\left(\omega_A^\theta \cdot (\tilde{\omega_T}^\theta)^{-1} \cdot (\dot{r}_d(t), \dot{\alpha}_d(t))\right) \\ (\dot{r}_d(t), \dot{\alpha}_d(t)) \end{bmatrix}$$

Eqn. (66) is an non-autonomous, differential equation. We implemented it numerically in Python 2.7.5 with the numpy and scipy numerical processing libraries. Solutions to this equation exist given the full-rank assumption imposed on the constraint equations [Rak97, Thm. 2].

We cannot directly integrate Eqn. (66). We require that the constraints are enforced - i.e., Eqns. (61) and (62) must hold exactly. Conventional integrators are approximating the true solution, so the error compounds as the integration time grows. If the constraints are violated too badly, it’s not reasonable to consider the resulting trajectory segment a meaningful solution.

We used the finite-step-size method lsoda from the scipy.integrate.ode package. Provided with $x_i, t_i$ and vector field $f$, it returns $x_{i+1}$, and is thus called in a loop to produce a sequence $\{t_i, x_i\}_{i=0}^{t_n}$. At each $x_i, t_i$, we projected $x_i$ onto the constraint manifold using Newton iteration to point $p_i$, then passed $p_i, x_i$ into $f$, i.e.

$$t_i = 0$$
$$x_i = x0$$

while $t < t1$:
$$t_i, x_i = \text{integrate}(t_i, x_i, t + dt)$$
$$t_i, x_i = \text{projectConstraints}(t_i, x_i)$$

Employing this crude form of geometric integration on Eqn. (66), we obtained a new $\theta_{rec}(t), r(t)$, and $\alpha(t)$, shown in Figs. M-3a and M-12. Note that we cite Fig. M-3a for the new phase curve as well. This is intentional, as the new and old phase curves are numerically identical.

The performance of our recovered joint inputs is shown in Fig. M-2b as the “recovered” trace. As we can see, it appears to recover the desired group velocity (and thus, group position) quite well, especially in relative performance to no recovery at all.

### 5.5 Enepod Methods

Our experimental setup consists of three major components: the robot itself, the motion tracking system, and the optimization software.
The robot, as described in the main text, is a collection of Robotis modules. It is not autonomous in any way – each module tracks a reference signal provided from an external source. The motion tracking system is a Qualisys network of Opus-series cameras. In the capture arena, the system provides time-series position measurements of the retroreflective markers. The Qualisys telemetry is collected by the optimization software package, which is responsible for both filtering the telemetry, updating the gait parameters, and driving the robot.

Our optimization problem occurs in two stages. The first stages measures our chosen observation functions on desired gait, and caches the functions to memory.

In the second stage, we then re-initialized the robot with gait parameters that were not a viable gait. In this case, they left the robot completely stationary. The goal of the optimization is to generate a new set of feasible gait parameters. Unlike the proceeding cases, the parameter space is not restricted in any way. In this setting, we would expect that a successful optimization can exactly recover the desired motion.

5.5.1 Coordinates

Each marker has a unique name for which we will consistently reference. The marker names are depicted in Fig. M-6b. A marker \( A \) has \((A_x, A_y, A_z) \in \mathbb{R}^3\) spatial coordinates with respect to an arbitrary world frame that arises by calibrating the motion tracking system.

We treat the robot as a rigid body with the legs attached. However, the spine is articulated, so we define a virtual rigid body \( C \) using the markers S1, S4, VR, and VL. We denote the COM of \( C \) as \((C_x, C_y, C_z) \in \mathbb{R}^3\). As we are using \( C \) merely as a location, we assume each marker is unit mass, so that the COM is just the mean of the S1, S4, VR, and VL locations.

We will also numerically refer to an entire leg by an index, as shown in the figure. E.g, Leg 2 refers to the entire assembly of the leg \( ML \) and associated markers attached to it.

5.5.2 Gait Space

There are seven Robotis modules, so we need to define seven input signals to fully realize a gait. We represent this space with 28 parameters, four for each channel. Each of the four parameters defines a knot point of a linearly interpolated signal. The \( x \)-coordinate of each knot point is fixed at \((0, 0.25, 0.5, 0.75, 1)\), respectively. The last knot point at \( x = 1 \) is set in software to equal the first, so that the resulting signal is periodic with \( T = 1^6 \). The parameters then define the \( y \)-coordinates, allowing the representation of various “triangle” waves, as depicted in Fig. 10. We chose this parameterization as our initial reference gait was composed of sinusoids. The mechanical bandwidth of the robot is such that the motion between re-sampling a sine wave with our parameter scheme, versus using a sine function is software, was indistinguishable.

5.5.3 Data Windowing

We are evaluate the cost function on the noisy data arising from the physical motion of the robot. We mitigate this by collecting enough data so that the mean of the cost function for a parameter set is distinguishable from the variance. Ergo, we always take a window of \( n = 35 \) strides (a stride is a single gait period), and average over them to get a mean value-per-stride (where “value” is the value of a function given via context) As such, \( t_0 \) and \( t_f \) are fixed at \( t_0 = 0, t_f = 35 \times \frac{1}{2.5} = 14 \) seconds.

\(^6\)The software rescales it to the desired frequency when driving the robot
Figure 10: Our parametric scheme for representing input signals. The ‘sig’ trace is a desired nonlinear function, while ‘interp’ is our linear interpolation of it. Our parameterization adjusts the amplitude of the knots, but not their horizontal location. The sawtooth approximation of a sine wave is operationally equivalent on the robot.

5.5.4 Phase

We operationally assume without proof that a phase-like quantity exists for the CT-SLIP, and produce a workable phase-map from hybrid data. As we merely require a submersion, rather than true conjugate dynamics, this should not be a major obstruction if trajectories are unique.

The phase map $\varphi$ is estimated using the numerical tool Phaser [RG08] to estimate a phase map. We operationally assumed that the tool will produce a workable phase map, ignoring any theoretical assumptions required (i.e. - we applied the tool to the measured data, and found the resulting function satisfactory). Recall, we only require any submersion, rather than proper asymptotic phase.

The utility Phaser expects that the limit cycle of interest is contained within a two dimensional plane. To satisfy this requirement, and to ensure that our phase map is a map from configuration space, we project onto the first two principal components of the nominal gait position data, then ran phaser on the resulting trajectories. The resulting phase map was cached for use in all evaluations of the cost function.

As this principal component projection occurs at every evaluation of the cost function, we chose an initial basis for this space when the nominal gait as executed. We then cached this choice of basis for subsequent projections, insisting that the subspace was well-defined and consistently oriented for all trials.

5.5.5 Observation Functions

There are four observation functions used - the vertical deflection of each tripod, and the horizontal deflection of each tripod. We assume the legs have no meaningful mass in comparison to the spine, so
that they contribute no momentum as masses in their own right. The legs only generate forces on the body through their deflection. We furthermore assume that the springs are perfectly one-dimensional - they are only able to deflect in their principal (softest) direction. Since stiffness scales exponentially with dimension, the legs are significantly stiffer on the axes off the major length.

We build a nominal value for the observation function by measuring its value while the robot is executing the goal behavior. By computing and caching Fourier-series approximations of the observation functions along the desired trajectory, we develop the constraints as we did in 5.3.5. The quality-of-fit to the constraints for the disturbed robot will be applied as additional terms to the cost function shown in §5.5.3. We will refer to the signals defined by the vertical and horizontal spring deflections along the nominal gait $V_{ref}(\phi) \in \mathbb{R}^2, \phi \in [0, 2\pi]$, and $H_{ref}(\phi) \in \mathbb{R}^2, \phi \in [0, 2\pi]$, respectively. When we evaluate these functions along the $i$-th iterate, we will use the notation $V_i$ and $H_i$, respectively.

The enepod is equipped with retroreflective markers that we use for motion capture experiments. We employ a Qualisys tracking system to measure position data. Each marker produces a uniformly sampled telemetry stream of $(x, y, z)$ position data with respect to a fixed world frame. The data is uniformly collected at 250 Hz.

5.5.6 Vertical Spring Deflection

The vertical spring deflection $V_i$ is calculated from telemetry by taking the arc cosine of the angle determined by the inner product $\langle SN - TN, nO - nI \rangle$, where $n$ denotes the leg index, as shown in Fig M-6b. I.e,

$$V_1 := \arccos (\langle S1 - T1, FLO - FLI \rangle)$$
$$+ \arccos (\langle S2 - T2, MRO - MRI \rangle)$$
$$+ \arccos (\langle S4 - T4, BLO - FLI \rangle)$$

$$V_2 := \arccos (\langle S1 - T1, FRO - FRI \rangle)$$
$$+ \arccos (\langle S2 - T2, MLO - MLI \rangle)$$
$$+ \arccos (\langle S4 - T4, BRO - FRI \rangle)$$

We have assumed that the angle is sided (e.g, there are six distinct angles, as we are ignoring any geometric constraints across the body), despite the left and right angles resulting from the deflection of the same piece of spring steel as the crossbeam is clamped to the body in the middle. Fig 14 depicts an example time series collected from the enepod striding forward with its limbs cycling at 2 Hz. While the x-axis is given in the number of sampled points rather than time, it was communicated with TCP and resampled, so that there are no missing packets and a constant $\Delta t$. The time series is the summed deflection for data of each tripod, i.e. - the three deflection signals were added together for each tripod, reducing the six signals to two - we expect this to be a reasonable aggregate, as the gait alternates which tripod is contacting the ground. It also suggests the redundancy we assumed the robot has initially; we are not interested in individual forces, but rather we would like the total wrench induced by the legs on the spine to remain invariant. Regardless of the number of legs employed, if the system remains controllable in the necessary directions, it would be possible to do so.

Our computation procedure is as follows. We first use the rigid body (as defined in §5.5.1 to transform the marker data into the body frame. In these coordinates, the body motion is periodic. Our procedure is to slice an execution of the robot into strides, via the phase map computed in §5.5.4. Computing the functions in Eqn. (67), and Eqn. (68) on the nominal gait, we obtain the signals depicted in Fig. M-14.
There quite apparently seem to be two distinct periodic signals approximately $\pi$ out-of-phase with respect to each other, mod their magnitude. The reason for the bias is magnitude from one tripod to another is unknown.

While the structure of the summed effect is clear, when re-visualized as a function of phase, an even more predictable signal emerges, shown in Fig. M-14. The tripod’s vertical deflection seems to be functionally related to the phase estimate -i.e. - quite periodic.

5.5.7 **Horizontal Spring Deflection**

The fore-aft deflection of the spring vertically-mounted springs (e.g, the deflection in the “horizontal” direction) was measured differently from the vertical deflection. The marker sets indicated in Fig. ?? were used to define the two centroids - $C_{top}^i$, and $C_{foot}^i$, respectively, where $i$ indexes the leg. We define the signal, where $\pi_{xy}: \mathbb{R}^3 \rightarrow \mathbb{R}^2$ is projection onto the $xy$-plane, by

$$fa^i(t) := \pi_{xy}(C_{top}^i - C_{foot}^i)$$  (69)

If we merely repeated the analogous aggregating we did in Eqn. (67) and (68), we did not see a meaningful signal. In Fig. 16, we plot heatmaps of the $fa^i(t)$. The $xy$ axes correspond to those coordinates. Cooler colors are earlier phase values (closer to 0), while warmer colors are later phase values (closer to $2\pi$). We don’t observe a meaningful correlation between the limbs. As such, we instead aggregate data by projecting onto the first two principal values. We argue that such a reduction is justified based on the singular value spectrum depicted in Fig. 17 – the first two singular values summarize the data substantially. We plot the first two principal components of the nominal gait in Fig. M-7b.

5.6 **Asymptotic Phase for Limit Cycles**

Since our primary interest is in steady gaits, which we assume are defined by limit cycles, Eqn. (11) simplifies. Given an exponentially stable periodic solution, two points $x, y$ are considered to be “asymptotically equivalent” if and only if, for open set $D \subset \mathbb{R}$, vector field $f : D \rightarrow TD$ with flow $\phi(x, t)$, and
Figure 13: A schematic of how the vertical deflection angle is determined from marker data. The distal markers are used as an angular gain to compensate for the resolution of the motion capture system.

Let $x, y \in D$

\[
\lim_{t \to \infty} \| \phi(x, t) - \phi(y, t) \| = 0
\]

(70)

Denoting two such points via $x \sim y$, we observe that this is an equivalence relationship. As such, the equivalence classes partition $D$, and for each class, we denote a representative with $\theta(x) \in D$, and say $\theta(x)$ is the “asymptotic phase” or simply “phase” of $x$.

For $f \in C^\infty$, and an exponential stable limit cycle for attractor, Winfree and Guckenheimer [Guc] illustrated that these equivalence classes (which they dub as “isochrons” as they are permuted under the flow $\phi^t(x)$) have more structure. Denote the limit cycle of $f$ by $\Gamma \subset D$. No two points of $\Gamma$ are asymptotically equivalent, while every point in the stability basin $B$ of $\Gamma$ is equivalent to some point of $\Gamma$. Furthermore, each isochron is permuted under the flow, and are immersed submanifolds that foliate the stability basin of the attractor. The following theorem (7), which is a restatement of Theorem 3 of Revzen and Kvalheim [RK15],

**Theorem 7. Asymptotic Phase and Isochrons**

$\forall \beta \in \Gamma$, let $S_\beta := \theta^{-1}(\beta)$. The isochron $S_\beta$ is a $C^\infty$ injective immersion of $\mathbb{R}^{n-1}$, and the map $\theta : B \to \Gamma$ is a $C^\infty$ submersion. Each isochron $S_\beta$ is transverse to $f$, i.e., $\forall x \in S_\beta, f(x) \notin T_xS_\beta$. Additionally, $B = \bigcup_{\beta \in \Gamma} S_\beta$, and $\phi(S_\theta(x), t) = S_{\theta(\phi(x, t))}$.

**Remark** The map $\theta$ has an image that is diffeomorphic to $S^1$, which allows phase to be naturally represented with parameterizations of the circle, so that the “phase of a point” is not a point on $\Gamma$, but
Figure 14: Time series data – the (BR,FR,ML) tripod signal is colored orange, while the (BL,MR,FL) tripod signal is shown in blue. The jump near data point 600 is where the robot changed directions.

instead a real or complex number in the chosen coordinates of $S^1$. In Revzen et al. [Rev+18], phase can be equivalently defined with respect to an arbitrary point on $\Gamma$, leading to the definition of $\tau : B \to [0,T)$, where $T$ is the period of $\Gamma$. While in this formulation, phase is a real number that denotes progress around the cycle from a reference point, it is not continuous at 0. The issue of “wrapping” around the circle continuously can be resolved by considering $S^1 \subset \mathbb{C}$, and defining $\phi : B \to S^1$, where $\phi(x) := \exp (i\omega \tau(x))$.

$\theta(x)$ can be used to define the temporal 1 form in the following fashion. $\Gamma$ is one-dimensional. Therefore, there exists a unique $\omega \in T^*\Gamma$ such that $\omega(f|_\Gamma) = 1$. Then, we have the pullback $\theta^*\omega \in T^*B$. By definition, $\theta^*\omega(f) = 1$ everywhere on $B$. $\omega$ is a 1-form (The closed form $\omega$ is analogous gradient of asymptotic phase, but is not assumed to be exact) on $B$ that allows phase comparison of vector fields through sign and magnitude. $\omega(v) > 0$ would imply a curve is evolving in the same direction temporarily as the isochrons; $\omega(v) < 0$ would show the opposite, for example.

Geometrically, each isochron intersects the limit cycle once, the solutions starting on the same isochrons asymptotically coalesce together as time flows forward. Given that the limit cycle is stable, we know points in the stability collapse onto $\Gamma$, but the phase map identifies a specific point on $\Gamma$ that points of the same phase evolve synchronously with, i.e, given a point $x(0) \in S_{\theta(x)} \setminus \Gamma$, $x(t)$ asymptotically collapses to and flows synchronously with the solution starting at $\theta(x) \in \Gamma$.

The foliation of the stability basin into forward-commuting sets highlights that, for a given oscillator, states have a temporal ordering that is preserved even off the limit cycle. To have a specific periodic solution with desired dynamics, certain states come before other states, and through the perspective of recovery, suggests a recovery condition by preserving a sequence of motions. One posture follows another, etc.

The above discussion of phase is historical, and restricted to smooth systems. The alert reader will
Figure 15: Phase plots of the vertical spring deflection. The blue is the original data plotted as a function of phase. Yellow is after running a 2-order 2-sample discrete low pass filter twice, yellow is a 2nd order polynomial fit, while green is a 10th order Fourier series. We seem considerable symmetry between tripods. Note that the (BL, MR, FL) tripod has been phase-shifted by $\pi$ for clarity.

note that the models used in legged locomotion are not smooth - they are often hybrid systems with an aerial and ground domains, that are separated by a non-trivial reset map. While in each domain, the dynamics are smooth, the entire system is not.

The extension of asymptotic phase to hybrid systems is an open question. For classes of periodic hybrid system that have constant-rank Poincaré maps, Burden, Revzen, and Sastry [BRS15] show that the hybrid dynamics can be smoothed by forming the adjunction space with a smooth structure for which the hybrid dynamics have a smooth periodic push-forward. The smooth system may admit the existence of asymptotic phase in the sense above, which could lifted back to the original hybrid system. However, the lift may not itself be smooth - the isochrons may have cusps induced by each hybrid transition. As isochrons are extended to the entire stability basin of an oscillator by flowing backwards through time [Guc], a potentially infinite number of non-smooth points in each isochron develop as it approaches the boundary of the basin. Such a difficulty might be resolved through restricting to a compact neighborhood of the basin, for which only a finite number of degenerate point may exist. In even a more general periodic hybrid systems, the limit definition in 11 may still be considered, but the nature of the associated equivalence classes (isochrons) is less obvious, if they exist. The point being, the specific nature of
Figure 16: $\phi'(t)$ for each limb, organized by phase. Darker colors are earlier values of phase, while war colors are later phase values. We observe that there is not an apparent consistency between various limbs. A isochron in a hybrid system is still unclear, though several potential avenues for generalization are present.
Figure 17: The singular values of the $fa^i$ data. It appears the data is predominately two-dimensional, but in such a way that does not correspond direct deflection of each tripod.
Figure 18: Sagittal and aerial view of one leg. The red and yellow groupings of markers are used to determine a relative deflection