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ABSTRACT Brain-computer interface (BCI) acquires, analyzes and transforms human brain activity to control commands allowing as such disabled people to communicate or control external devices. A motor imagery-based BCI enables patients to control artificial peripherals and communicate with the outside world by merely thinking of the task such as, e.g., the imagination of left-hand, right-hand, or foot movement. The mere intention of moving one of the limbs triggers neural activity, which is induced in the primary sensorimotor areas like that observed with real executed movements. Tracking generated sensorimotor rhythms (SMRs) and extracting robust and informative features from electroencephalogram (EEG) signals are challenging due to the time-varying nature of EEG signals and the inter-human variability. In this paper, we proposed an EEG-zeros-time windowing (E2ZTW) approach based on a highly decaying window function to track SMRs and identify the temporal epochs containing useful information without any prior information on the trigger. The proposed approach involves the application of the group-delay function, allowing the improvement of the spectral resolution due to the additive property of the function on individual resonances. Some algorithms were integrated into the proposed approach, such as the common spatial pattern algorithm, which is used to extract features and linear discriminant analysis and a convolutional neural network, which are used for the classification of the features. The effectiveness of the proposed approach in tracking the SMRs rhythms is evaluated in terms of accuracy. Experiments were performed on three public datasets provided by BCI competition for 17 subjects. Following experimental results, it is shown that discrimination between the left- and right-hand movements can be achieved within a few seconds with high classification accuracy. As compared to other state-of-art techniques, the proposed approach achieves an average classification accuracy and standard error values of 82% and 13, respectively, thereby outperforming existing algorithm by an accuracy mean of 2%.

INDEX TERMS Brain-computer interface (BCI), electroencephalography (EEG), motor imagery, EEG-zero-time windowing, group-delay function.

I. INTRODUCTION

In recent years, the advancement in technology, as well as information technologies, has provided an improved understanding of the brain’s response to physical phenomena; this has made it possible to design a brain–computer interface (BCI) system for functional substitution or pathological analysis [1], [2]. No matter what the application is, the electroencephalogram (EEG) signal processing chain remains the same and includes three progressive processing stages: EEG filtering, feature extraction, and classification, as shown in Figure 1. The main difference between these application domains is the feedback, which is sent to an artificial agents in the field of functional substitution and a practitioner for pathological analysis. The performance of signal decoding is a key precondition for effective BCI applications [3]. Classification results are used to control artificial agents or are converted into useful presentations for the practitioner.
EEG changes can be categorized into two main categories: event-related potentials (ERPs) and spontaneous signals. ERPs such as SSVEPs (steady state visual evoked potentials) and P300 are usually defined in the time domain as brain electrical activity that is arising in reaction to external particular events or stimuli [4], [5]. Spontaneous signals are defined in time and frequency domains as brain activity that is triggered independently from external events. They are directly and consciously triggered by the user by muscular contractions or by thinking about specific tasks [6]. The scope of this paper is the use of spontaneous signals known as EEG motor imagery (MI) signals for functional substitution applications.

![Typical EEG signal processing chain.](image)

During brain activity, while moving one of the human’s limbs, the shape of SMRs changes continuously with time. Evoked SMRs appear and vary continuously in specific frequency bands such as $(\alpha, [8]–[12] \text{ Hz})$, $(\beta, [8]–[30] \text{ Hz})$ and $(\gamma, [30]–[60] \text{ Hz})$ [7], [8]. Furthermore, these rhythms appear at a specific location of the brain lobes, depending on the limbs moved. Hence, any study on brain activity should take into account temporal, spectrum, and spatial features. From this point of view, it is difficult to extract features of the changing SMRs from the EEG signals.

Generally, most attempts to decode MI signals, especially through synchronous approach, used a fixed time window starting at 0.5s before the cue and lasted for 2s to 4s [9]–[12]. However, a fixed time window approach corrupts the information in the frequency domain by adding irrelevant information. Also, using a fixed time window approach is not always effective, as this approach assumes that a subject will start thinking about the MI task immediately after the cue appears [13]. This approach commonly leads to low classification accuracy because of interference from invalid data [14]. Following the above shortcomings in using a fixed window, an effective and accurate approach would be to track SMRs while using short-time intervals, which can adequately represent the state of subjects and avoid stationarity problems [15]. Furthermore, using the short-time window approach improves the accuracy of brain activity classification while reducing computational resources.

Concerning the frequency bands, always a fixed bandwidth is used to cover $\alpha$ and $\beta$ bands whatever containing a significant statistical information or no. It is worthy to notice that the same frequency band cannot be defined for two or more users due to the intrinsic variability between subjects [10], [16]. Furthermore, the SMRs rhythms is highly dependent to subject health status of subjects or the environment [17]. A feasible architecture is, therefore, required for the automatic selection of active spectra susceptible to contain useful information for each subject. The last factor, which is the spatial location of the electrodes, is essential and should be taken into account during brain activity discrimination. SMRs appear in a specific location of the brain when there is an intention to move one of the human limbs [18], [19].

In [20], Jing et al., proposed a new filter approach based on correlation analysis to reduce the number of EEG channels used during the recording process by removing channels which are relatively uncorrelated with one another across trials. The proposed correlation-based channel selection method allows to reach an average classification accuracy of 85% versus 72% compared to the algorithm using all channels. The presented method selects only the relevant channels without studying the effect of the time window. A correlation-based time window selection (CTWS) algorithm for MI-based BCIs is proposed to localize the epoch containing the MI-EEG signals for each trial in all subjects [14]. The CTWS approach is based mainly on the identification of reference signals (R) for each class label and localize the time window of each trial having the maximum correction with R. The proposed system used CTWS, CSP and SVM and has been validated according to the offline approach on 7 subjects. The average accuracy was 77.3%. The identification of the reference signals (R) remains the main disadvantage of such approach and should be well done during the training process and updated even during the test process. In [21], Patcharin et al., proposed a deep learning approach with a joint training scheme to recognize and track the pure imagery and non-pure imagery EEG signals. A channel selection is performed manually by selecting only three electrodes $C_3$, $C_2$ and $C_4$ allowing to reach a mean classification accuracy beyond 71% and 70% using, respectively, the CNN-FC and the CSP with SVM algorithms. In [22], Rattanaphon et al., investigated the role of action observation and MI during the standing and sitting tasks. In this study, a fixed time window of 2s with an overlapping factor of 0.2s and 9 filter banks are used to track EEG rhythms during the sit-to-stand and stand-to-sit transitions. The average accuracy obtained with the filter bank common spatial pattern (FBCSP) and SVM is about 82%. The tracking of the EEG SMRs rhythms is time-consuming due mainly to
the preprocessing block containing many time windows and nine filter banks.

In this study, we propose a novel EEG-zeros-time windowing (E2ZTW) algorithm for MI-based BCIs system. First, all the trials \((T)\) of training and testing sessions are segmented into \(N_w\) frames \((F_w)\) containing \(F_I\) samples. This step involves the multiplication of a short segment of the EEG trial with a filter window resulting in an impulse-like signal with most of the energy at the beginning of the frame. Second, a group-delay function is used to compute and extract the EEG spectra with high-resolution in order to automatically identify the \(F_w\) containing the active spectral characteristics of the trial. These steps allow selecting the useful part of EEG signals from long (effectively much more than 7 seconds) brain trial segments. Third, the group-delay function were used to tract and identify the most active SMRs rhythms comprised between 0Hz and \(\frac{2\pi}{7}\)Hz for both training and testing samples. Fourth, the E2ZTW method integrate a process based-on voting technique allows to select the channels that contained more correlated information to improve the classification performance of MI-based BCIs. Finally, the proposed system integrates the common spatial pattern (CSP) as a feature extraction technique and both linear discriminant analysis (LDA) and convolutional neural network (CNN) to classify the features. Two EEG recording sessions are used to evaluate the system performance where one session is used for training and the other for test.

The rest of this paper is organized as follows. Section II describes the terminology and annotations used in this paper. Section III introduces real EEG data used for evaluation and discusses the basis of the proposed method for deriving spectral EEG information from different trials related to left- and right-hand movements. Also, the section discusses the effect of the analysis window to track SMRs and identify the relevant EEG channels used during the recording process. This is followed by comparison results and discussions in Section IV. Finally, the conclusion is given in Section V.

II. TERMINOLOGY AND ANNOTATIONS

- For each subject \((s)\) from a set of subjects \((S)\), a set of trials \((T)\) is recorded.
- A channel \((c)\) is used to record EEG signals from the scalp.
- \(C\) is a set of channels used during the recording.
- \(F_s\) is the frequency sampling of the EEG recording.
- \(e\) is a sample of trial.
- \(E\) is a set samples \(e\) of each trial \(t\).
- \(t(E, C)\) is a trial with dimension \(E\) samples and \(C\) channels.
- \(E_{eg}\) is EoG channels used to record ocular artifacts during the recording of each trial \((t)\).
- \(F_w\) is a frame window of trial \(t\) with length \(F_I\) samples.
- \(F_d\) is an appended frame windows.
- \(o\) is the appending operator.
- \(O\) represents the overlap between two successive window;

- \(\chi_t\) represents the discrete Fourier transform (DFT) of a trial \(t\). It is a complex value \((3t + j3)\).

III. METHODS AND MATERIALS

A. BENCHMARKS DATASET

In this study, experiments are conducted on three datasets from a BCI competition containing EEG recording for 17 subjects. The recording contains cued MI (multi-class) with 4 classes related to the left hand, right hand, both foot, and tongue. Details about these datasets can be found in [18], [23], [24]. The common link between these datasets is the timing paradigm of the trials, which is shown in figure 3. Each of the experiments consisted of two sessions with at least 240 trials in each session; Two seconds after each trial had started were quiet, and then, an acoustic beep was heard indicating the beginning of the trial. At the end of each trial, a cross symbol “+” was displayed, and 3s after this, an arrow to the left, right, up, or down was displayed for 1s; at the same time each subject was respectively asked to imagine moving his/her left hand, right hand, tongue, or foot, and this lasted for 7s until the cross symbol disappeared.

![Figure 2. Timing of the recording of the EEG trials (T) [24].](image)

B. EEG-ZERO-TIME WINDOWING

1) BASIS FOR THE PROPOSED METHOD

An EEG-zero-time windowing (E2ZTW) approach is proposed to extract the spectral characteristics from very short segment of the EEG trials. The E2ZTW approach involves multiplying a short duration of each trial at each channel with a window function similar in shape to the frequency response of zero-frequency resonator [25]. The window function is given by:

\[
\psi[n] = \begin{cases} 
0, & n = 0 \\
\frac{1}{4\sin^2(\frac{n\pi}{2N})}, & n = 1, 2, \ldots, F_I - 1 
\end{cases}
\]

where \(F_I\) is the window length. The first value of the window \(\psi[0]\) is initialized to zero to avoid division by zero error and make the mean value of the windowed signal spectrum to be zero without altering the spectral peaks. Such a window function \(\psi\) does not stop the discontinuities of the signal abruptness in the time domain unlike any other window function [25]. In this study, we used two spectrum extractions techniques: the discrete Fourier transform (DFT) denoted by \(\chi\) and the group-delay function. The group-delay function was used to extract spectra with high-resolution properties.
and highlight the formant features of the spectra. The group-
delay function was computed according to the following
equation (Eq 1):
\[ \varphi(t, c) = \frac{n(\hat{\chi}_t(c))n(\hat{\chi}_n(c)) + \gamma(\hat{\chi}_t(c))\gamma(\hat{\chi}_n(c))}{n(\hat{\chi}_t(c))^2 + \gamma(\hat{\chi}_t(c))^2} \]
where \( n(t, c) = nt(n, c) \). We report that division by the
square of the magnitude in the \( \theta \) and \( \gamma \) bands can lead to
problems due to small brain activities during MI. The division
by the squared magnitude, in this case, can be completely
avoided, and only the numerator of the group-delay (NGD)
function is used.

During the recording of the BCI competition EEG datasets,
subjects performed MI once the cue appeared for 4s,
as depicted in Figure 2. Winners of the BCI competition and
several related research studies considered only the first 2s
starting at 0.5s after the cue \([9]–[11]\). Assuming that this
assumption is true, in the first part of this study, we considered
the same segment of the EEG trials starting at 0.5s to 2.5s
after the cue, as shown in Figure 3(a). The windowed EEG
signals obtained by applying the window function \( \psi \) once
(one time) and twice (two times) are shown in Figure 3(b)
and 3(c). Figures 3(d), 3(e), and 3(f) show the spectrum of
the EEG segments in Figure 3(a), 3(b) and 3(c), respectively.
Applying the window \( \psi \) results to an impulse-like
signal with most of the energy at the start of the window,
as shown in Figure 3(b). Furthermore, more attention was
given to the EEG signals at the start of the window. This
was necessary if the objective was to obtain brain activity
response characteristics at important events during MI, such
as at moments of significant excitation of the brain, when the
intention was to move the left or right hands. Figure 3(g), 3(h),
and 3(i) illustrate respectively the NGD plots of the signals
in Figure 3(a), 3(b), and 3(c). The spectral features can be
better seen in Figures 3(g) and 3(h) as compared respectively
to Figures 3(d) and 3(e), especially the obtained spectra in
the \( \alpha \) and \( \beta \) bands that are likely to contain the useful
information about the MI signals. So, as shown in Figure 3,
the main advantages of the used windowing function is that
it maintains the most energy at the beginning of the frame.
Applying the time window more than one time leads to an
impulse like Dirac delta function, as mentioned in Figure 3(c),
and it will be very hard to analyze the frequency components
as depicted in Figure 3(f). So, applying the window function
more than one time is not suitable in the analysis of MI EEG
signals. However, applying the time window two successive
times or more can be useful in the analysis of EEG signals
having a high sampling frequency.

2) ZERO-TIME WINDOWING APPROACH FOR
INSTANTANEOUS SPECTRAL FEATURES OF AN EEG TRIAL
Algorithm 1 illustrates the basic steps of the E2ZTW
approach. For each dataset, trial, and channel, the EEG
samples were windowed by \( \psi \), with length \( F_I \), after appending
the signal by \((FS - F_I)\) zeros to set its length to \( FS \). To track
the SMRs in each epoch of 0.5s corresponding to \( \frac{F_I}{2} \) samples,
the window length \( F_I \) was initialized to 0.5s. It is worthy of
note that consideration should be given to the overlap factor
\( O \), where the frame \( F_I \) exceeds the \( FS \) to capture the abrupt
changes in the SMRs. Each analysis segment was appended
in this case with \( \frac{F_I}{2} \) zeros. Subsequently, the NGDs at each
channel and each trial are computed according to equation
(Eq1).

**Algorithm 1** Commented Algorithm of Basic Steps of
E2ZTW in Matlab

**Data:** \( t(E, C) \)

**Result:** NGD of \( t \) (tNGD)

\[ F_I = 0.5; \]
\[ O = 0; \]
\[ S_t = (1 - O) * F_I // Starting point of the next frame; \]
\[ N_w = floor((E/Fs - F_I)/S_t) // Number of the frame \]
\[ for c = 1: C do \]
\[ for n_w = 1: N_w do \]
\[ temp = floor((n_w - 1) * S_t + F_I + O); \]
\[ F_w = (temp : temp + (F_I + O)) * \psi(Fs); \]
\[ if F_I > Fs \]
\[ F_a = 0(Fw, Fs); \]
\[ else \]
\[ F_a = Fw; \]
\[ n = 1 \{ [1,.., Fs] \}; \]
\[ y_w = n * F_a; \]
\[ [T_{wR}, T_{wI}] = \chi(F_a, Fs); \]
\[ [Y_{wR}, Y_{wI}] = \chi(y_w, Fs); \]
\[ k = 1 \{ [1,.., \frac{F_I}{2}] \}; \]
\[ t_{NGD}[k] = T_{wR}[k]Y_{wR}[k] + T_{wI}[k]Y_{wI}[k]; \]

In this subsection, the overall samples of each trial were
taken into consideration. Figure 4(a) shows an example of a
trial captured through the electrode \( c_3 \) located in the parietal
brain lobe. The main advantage of considering the overall
trial length was to study the brain activity before and after
the appearance of SMRs that was evoked when a subject
thinks of moving one of his hands. The NGD and the DFT
spectrum plots obtained at every sampling instant are shown
respectively in Figures 4(b) and 4(c). Both plots are scaled
to 40 points, corresponding to the frequency range of 0 to
40 Hz; they are susceptible to contain MI signals. Figure 4
shows that the E2ZTW approach enhances the appearance of
the temporal resolution of the spectral feature. Concerning the
NGD and the DFT spectrum plots, as shown in Figure 4(b),
the SMR signals are observed better than the standard DFT
spectrum plots. Furthermore, it can be visually interpreted
from Figure 4(b) that the SMR signals appeared in the 2nd
to 3rd time window in the studied trial, which is 0.5s to 4s
from the trial recording. Conversely, from the DFT spectrum
representation in figure 4(c), it is difficult to localize the
time window containing SMRs or useful information. The
C. EFFECT OF WINDOW SIZE

The main parameter of the instantaneous feature extraction methods is the $\psi$ window size. It has a direct effect on the recognition of trials and the required trial classification time. The smaller and more defined the window size, the smaller the classification error rate and the lesser the number of processing samples, allowing the processor to offload its task. To examine in detail the effect of the window size and track a subject’s intended movement, a different window size was applied to the EEG signals corresponding to 0.25s and 0.125s. Figure 5 shows the NGD and the squared magnitude spectrum plots of the EEG signal $t(E, c3)$; which is depicted in Figure 4(a). The plots show that the SMRs are obtained for small window size and appeared at the same time interval. As shown in Figure 5, a decrease in the window size is accompanied by the highest of the spectral peaks and the lowest of the frequency resolution. Conversely, the ripple as a result of truncation can be seen in the NGD plots due to the smaller period of the EEG signals in the frequency domain.

D. ANALYSIS OF DIFFERENT CATEGORIES OF TRIALS

In this subsection, we will use the proposed E2ZTW approach to analyze the spectral features for two trials ($t_r$ and $t_l$ corresponding respectively to right- and left-hand intentions). The analysis is focused on channels $c_3$ and $c_4$, which are susceptible to contain the SMRs related to the hands’ intended movements [18], [24]. Furthermore, the time window size $\psi$ is set to 0.5s throughout this analysis. The instantaneous spectral features are displayed using the NGD function of the windowed data due to the effectiveness in tracking the SMRs, as described in the previous sections. Figure 6 shows the temporal variation and NGD plots of two trials ($t_r$ and $t_l$) corresponding to left- and right-hand intentions at $c_3$ and $c_4$ channels.

To analyze these variations, it is critical to consider, from a neuroscience viewpoint, the montage used during the recording process shown in Figure 7. When there is an intention to move the right hand (respectively the left hand), SMRs should be shown at the electrode $c_3$ (respectively at the electrode $c_4$). As shown in figure 6, at the electrode $c_3$ and after the 6th window, the SMRs are completely dissimilar, except for some time window epochs. Interestingly, the NGD plots show the event-related desynchronization (ERD) of the intention to move the right hand where the magnitude is significantly reduced compared to SMRs at the same electrodes for the intention to move the right hand. Also, it is worthy of note that ERD/ERS appeared without considering the rest period, as computed in [26]. The SMRs are also shown for the trials at the electrodes $c_4$, except for some window epochs. This last dilemma remains the most delicate task, and these time window epochs should not be considered when instantaneous features are extracted.

E. SMRS RHYTHMS TRACKING

The spectral characteristics of trials $T$ are distinct, that is, SMRs change continuously in both time and frequency. These variations are mainly due to the neurophysiology state of...
Algorithm 2 presents the basic steps of the proposed method to select the appropriate window based on the analysis of the AUC of each time window in the band $[f_{min}, f_{max}]$ Hz. The main concept of the proposed method is to localize the window with the maximum variation of the preceding window. This way, the appropriate window at each channel can be localized, and then, a majority voting technique is applied to select the final window.
applied to select the index of the time window that seems to contain the pertinent SMRs. It is critical to note that the proposed method can also select channels containing useful information for each subject; it is essential to reduce the number of channels and keep the useful channels, accelerating the trial identification process.

### F. FEATURE EXTRACTION AND CLASSIFICATION OF EEG TRIALS

To verify that the EEG time window and the identified channels obtained from the algorithm 2 correspond to left-and right-hand intention movements, filter, feature extraction, and classification blocks are included based on the typical BCI chain. The EEG signals at each channel were band-pass filtered using the 5th Butterworth filter. The optimization of feature extraction and classification algorithms is also one of the key points to develop an improved MI system. These algorithms are well studied in the literature compared to the preprocessing of the EEG signals in [27]. Since this study focuses mainly on the problem of tracking the SMRs in EEG signals, we used the common spatial pattern (CSP) algorithm to extract features and two different classifiers linear discriminant analysis (LDA) and a convolutional neural network (CNN) to classify the features. Concerning the feature extraction block, we used the CSP, which is one of the most effective and commonly used transformation technique, to extract ERD/ERS related to MI [28]. The CSP algorithm allows the maximization of the variance between the two classes, i.e., for example, the variance between right- and left-hand

---

**Algorithm 2 Tracking of the SMRs Rhythms**

**Data:** NGD of t: 3D

**Result:** Index Index_W and Index_C corresponding to pertinent EEG windows and EEG channels respectively

```plaintext
for nw = 2: Nw do
    for c = 1: C do
        Surf(nw, c) = ∫ fmin fmax NGD(f, nw, c) df - ∫ fmin fmax NGD(f, nw - 1, c) df; /* Compute the variation under the curve of each window */
    end
    temp = max(Surf); /* Return the index of the curve with the maximum variation */
    Index_W = vote(temp); /* Use majority voting to select the pertinent window index */
    Index_C = (temp == Index_W); /* Return the index of channel having an active SMRs */
end
```
MI signals. LDA is arguably the most popular algorithm for MI classification in BCI applications, since it has a relatively low computational requirement and usually provides good classification results [9]. On the other hand, the CNN is used because it is new and has made impressive advances in feature extraction and MI trial recognitions [29]. Furthermore, CNNs are a class of machine learning algorithms that can make predictions and perform dimensionality reduction. The key difference between CNNs and LDA is that deep learning (DL) models, such as CNNs, have higher learning capacity and are much more flexible. Matlab DL toolbox is used to build the CNN architecture known as ResNet with 1,000 layers, where the last three layers of the network are fully connected. Figure 8 exhibits the whole process of the proposed approach including the internal architectures of E2ZTW, CNN and LDA.

IV. RESULTS AND DISCUSSION

In this section, we discuss the effectiveness of the proposed method in extracting instantaneous spectral features corresponding to the intention to move the left- or right-hand. In previous sections, the aim of the proposed approach is discussed using the NGD plots, where the apparition of SMRs for the subject’s intention is shown. Also, these SMRs appeared in different time window slots. Furthermore, it has been shown that some channels used during the recording process do not show any brain activity in the studied bands. Thus, the identified time window slots with the relevant channels should be used to obtain useful information that is likely to contain the SMRs. To evaluate the performance of the proposed method and for comparison purposes, a standard EEG signal processing chain is used. It includes the CSP method as a feature extraction block, and LDA and a CNN as classification algorithms. The EEG signal processing chain is evaluated and validated on three benchmarks proposed by the BCI competition. We state that each dataset contains two recording sessions, where one is used for training and tuning and the other one is used for validation.

Table 1 presents the classification accuracies obtained by the two classifiers (CNN and LDA) according to different E2ZTW parameters. As shown in Table 1, the classification accuracies are too sensitive to the E2ZTW parameters and differ for different subjects. For example, the classification obtained by LDA for subject s1 decreases by 20% when using a time window size of 1.75s instead of 1.5s. Maintaining the same configuration for subject s2, the classification accuracy is enhanced by 6%. Accordingly, these interpretations confirm that the time window size should be tuned (adjusted) carefully for subjects, mainly due to the inter-subject variability and the subject’s reactions to the timing scheme depicted in Figure 2. For the different configurations, LDA outperforms the CNN, where the average classification accuracy exceeds 17% for the subject s1 using the window size ($F_w = 1.5$) and the overlapping factor ($O = 0.25$). This last configuration allows the maximum average accuracy for the three datasets to be obtained. The accuracy gaps between LDA and CNN is due mainly to the small dimension of the extracted features by the CSP. In fact, the CNN model will overfit and provides a bad performance when using small number of features [29]. Unlike CNN, the LDA algorithm outperforms when the dimension of the features per trial is too small and the performance deteriorates significantly when the dimension of the input is increasing [30].

Table 2a shows various metrics including the true positive rate (TP), the true negative rate (TN), the false positive rate (FP), the false negative rate (FN), the precision (Pr), the negative predictive value (NPv), the specificity and the sensitivity that were measured according to the confusion matrix as shown in Table 2b. In fact, Table 2b shows the performance of the proposed method using the LDA classifier, the CSP a feature extraction algorithm and the E2ZTW approach with the best identified parameter ($F_w = 1.5; O = 0.25$). The average precision, negative predictive rate, sensitivity and specificity of the proposed method attained 85.30%, 81.85%, 84.86% and 79.17% respectively.

Table 3 presents the accuracy obtained by the proposed method and the overall results of existing methods, which are validated on the same public datasets. The proposed approach significantly improves system performance, achieving an average system accuracy of 82.32%. The effective performance of the E2ZTW approach reflects success for tracking
SMRs and localizing time window sizes despite the disuse of trigger information. Furthermore, the results obtained encourage the use of the proposed approach even in asynchronous BCI systems, which are based on tracking continuously the brain rhythmic activities. The proposed signal processing chain outperforms those of previous studies, e.g., the average accuracy herein is increased by 17% compared to the method presented in [32]. Furthermore, the proposed approach outperforms systems based on SVM classifier with CSP and with the filter bank common spatial pattern (FBCSP). Indeed, the average accuracy is increased by 7% and 3% respectively [27], [33]. Moreover, the proposed approach improves the runtime by reducing the number of studied samples and channels while ensuring a high accuracy. In fact, the proposed approach allows to localize the EEG epoch while optimizing the length of the frame window as much as possible instead of using a fixing starting time point of MI and a fixing epoch duration as in the case of the study presented in [27]; which has used a fixed frame window of 2s. Using the same dataset and compared to the presented system in [27], the proposed approach shows that the optimal frame

### TABLE 1. Obtained classification accuracy (%) for different E2ZTW parameters.

| s ∈ S | \( F_w = 0.25; O = 0 \) | \( F_w = 1.5; O = 0 \) | \( F_w = 1.75; O = 0 \) | \( F_w = 2; O = 0 \) | \( F_w = 1.5; O = 0.5 \) | \( F_w = 1.5; O = 0.25 \) |
|-------|------------------|------------------|------------------|------------------|------------------|------------------|
|       | LDA (%)          | CNN (%)          | LDA (%)          | CNN (%)          | LDA (%)          | CNN (%)          |
| s1    | 56.94            | 56.94            | 84.72            | 81.94            | 69.44            | 65.27            |
| s2    | 47.91            | 47.91            | 60.41            | 53.47            | 59.02            | 61.80            |
| s3    | 54.86            | 52.77            | 89.58            | 84.72            | 82.63            | 78.47            |
| s4    | 55.55            | 51.38            | 68.05            | 53.47            | 52.08            | 52.08            |
| s5    | 54.16            | 54.16            | 55.55            | 56.94            | 56.94            | 50              |
| s6    | 50.69            | 53.47            | 65.27            | 63.88            | 52.08            | 51.38            |
| s7    | 43.75            | 44.44            | 63.88            | 76.38            | 58.33            | 60.41            |
| s8    | 54.16            | 52.08            | 92.36            | 91.66            | 90.27            | 80.55            |
| s9    | 56.25            | 50              | 84.02            | 86.80            | 73.61            | 66.66            |

| s ∈ S | TP (%) | FN (%) | FP (%) | TN (%) | Pr (%) | NPr (%) | SP (%) | SP (%) |
|-------|--------|--------|--------|--------|--------|---------|--------|--------|
| s1    | 48.6   | 1.4    | 11.1   | 38.9   | 81.4   | 96.6    | 77.8   | 97.2   |
| s2    | 35.4   | 14.58  | 9.7    | 40.3   | 78.46  | 72.5    | 70.83  | 69.4   |
| s3    | 43.8   | 6.3    | 0.0    | 50     | 100    | 88.9    | 100    | 87.5   |
| s4    | 9      | 41     | 0.7    | 49.3   | 92.9   | 54.6    | 98.6   | 8.1    |
| s5    | 30.55  | 19.4   | 7.63   | 42.36  | 78.43  | 65.53   | 84.72  | 61.1   |
| s6    | 31.94  | 18.05  | 10.41  | 39.58  | 75.40  | 70.37   | 79.16  | 63.88  |
| s7    | 45.1   | 4.9    | 9.7    | 40.3   | 82.3   | 89.2    | 80.6   | 90.3   |
| s8    | 48.6   | 1.4    | 2.08   | 47.91  | 93.89  | 97.18   | 95.83  | 97.2   |
| s9    | 40.97  | 9.02   | 2.08   | 47.91  | 95.2   | 64.1    | 95.8   | 81.9   |

### TABLE 2. Detailed results of the proposed method.

(a) Statistical testing of the proposed approach
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also allows the preprocessing of spectral information through related to the right- and left-hand movements. The approach and allows the dynamic tracking of the SMRs in the brain, approach. The approach is based on the concept of E2ZTW This paper presented a new MI-based BCI analysis time to predict certain events.

Disorder analysis, such as autism or epilepsy, where brain properties of the proposed approach may help in pathological activities need to monitored (track) continuously and in real-time window size) is less than 25 ms. The resulting spectral that the SMRs can be seen when the trial segment (i.e., 0s of EEG channels that have useful information for epochs near the moments when a subject is thinking. This high-resolution features can be derived at every sampling instant, and hence, that the proposed method allows, at the same time, the selection of the relevant channels containing SMRs. The proposed approach has been successful in recognizing the EEG channels used during the recording process without any prior information on the trials containing artifacts identified by the expert. We have shown that the system accuracy can be significantly increased by integrating the E2ZTW method into it, which increases the system accuracy by more than 20% for some subjects. Moreover, the integration of the proposed method into the system significantly improves the runtime of the EEG signal processing chain due to a significant reduction of the number of both temporal samples and EEG channels.

window length is 1.5s which means that the system processes during the training and testing phases 2 redundant information, noise and artefacts as the case of the EOG channels used during the recording process. So, the proposed approach identified and selected the channels that are containing correlated and relevant information in the trials T of the training and testing datasets. The high-resolution properties of the numerator of the group delay were successfully used to localize the SMRs for the left- and right-hand movement. It is worthy of note that the SMRs can be seen when the trial segment (i.e., time window size) is less than 25 ms. The resulting spectral features can be derived at every sampling instant, and hence, the E2ZTW method provides instantaneous spectrum analysis. It has been shown that spectral information is strongest for epochs near the moments when a subject is thinking. This spectral information can be well localized using the proposed analysis method. Furthermore, the E2ZTW approach can be used to identify EEG channels that have useful information and trials that contain only artifacts without the presence of any sensorimotor rhythmic activity. The high-resolution properties of the proposed approach may help in pathological disorder analysis, such as autism or epilepsy, where brain activities need to monitored (track) continuously and in real-time to predict certain events.

V. CONCLUSION

This paper presented a new MI-based BCI analysis approach. The approach is based on the concept of E2ZTW and allows the dynamic tracking of the SMRs in the brain, related to the right- and left-hand movements. The approach also allows the preprocessing of spectral information through successive integration of frequency domain samples. The high temporal resolution provided by the E2ZTW analysis allows the extraction of spectral features related to SMR from trials without any prior information about the trigger or the cue pointed to the start of MI tasks. Thus, the proposed method selects the temporal regions containing the relevant information and recognizes the trials containing artifacts without recourse to the feedbacks provided by an expert. It is worth noting that the proposed method allows, at the same time, the selection of the relevant channels containing SMRs. The proposed approach has been successful in recognizing the EEG channels used during the recording process without any prior information on the trials containing artifacts identified by the expert. We have shown that the system accuracy can be significantly increased by integrating the E2ZTW approach into it, which increases the system accuracy by more than 20% for some subjects. Moreover, the integration of the proposed method into the system significantly improves the runtime of the EEG signal processing chain due to a significant reduction of the number of both temporal samples and EEG channels.
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