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Abstract

Currently, the radial basis function network (RBFN) and various other neural networks are employed to classify gases using chemical sensors arrays, and their performance is steadily improving. In particular, the identification performance of the RBFN algorithm is being improved by optimizing parameters such as the center, width, and weight, and improved algorithms such as the radial basis function network–stochastic gradient (RBFN-SG) and radial basis function network–normalized stochastic gradient (RBFN-NSG) have been announced. In this study, we optimized the number of centers, which is one of the parameters of the RBFN-NSG algorithm, and observed the change in the identification performance. For the experiment, repeated measurement data of 8 samples were used, and the elbow method was applied to determine the optimal number of centers for each sample of input data. The experiment was carried out in two cases (the only one center per sample and the optimal number of centers obtained by elbow method), and the experimental results were compared using the mean square error (MSE). From the results of the experiments, we observed that the case having an optimal number of centers, obtained using the elbow method, showed a better identification performance than that without any optimization.
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1. INTRODUCTION

At present, chemical sensor arrays, also known as electronic nose systems, are being widely used for the identification of certain chemicals, and the ability to classify specific pattern features from minimal information has led to an increasing interest in techniques related to the recognition of gases/odors. A radial basis function network (RBFN) and various other neural network algorithms are employed in the classification of odors using an electronic nose, and their performance is continually being improved [1,2]. In particular, the identification performance of the RBFN algorithm is being improved by optimizing its parameters such as the center, width, and weight. Some of the improved algorithms that have been announced are the radial basis function network–stochastic gradient (RBFN-SG) [3,4] and the radial basis function network–normalized stochastic gradient (RBFN-NSG) [5]. In this study, we optimized the number of centers, which is one of the parameters of the RBFN-NSG algorithm, and observed the change in identification performance. Repeated measurement data of 8 samples were used for the experiment, and the elbow method was applied to determine the optimal number of centers for each sample of input data [6,7]. The experiment was carried out for two cases – A (having only one center per sample) and B (having the optimal number of centers obtained by elbow method), and the experimental results were compared using mean square error (MSE).

2. EXPERIMENTAL

2.1 Experimental data

The data used in the experiments were provided by the University of Manchester (Prof. K.C. Persaud), UK. A sensor array consisting of 32 conducting polymer sensors (L = 32) was used to measure the gases (1 and 10% acetonitrile (acn1, acn10), 1% acetone (ac), 1% butanone (bu), 10% methanol (me), 1 and 10% propanol (pr1, pr10), and water(wa)). We divided the total 528 data samples (66 patterns for each gas) in a ratio of 8:2 for the measurement, and used 8 samples (423) for RBFN training and 2 (105) for the test.
2.2 Elbow method

The elbow method is one of the most popular methods used to determine the optimal number of clusters. In this study, we performed the elbow method using k-means, which is a type of clustering partitioning technique.

Clustering methods such as k-means minimize the total intra-cluster variation (known as total within-cluster variation or total within-cluster sum of square). The within-cluster sum of square (WSS) represents the compactness of the clustering, and it should be as small as possible.

The steps of the elbow method using k-means are given below [7].

1. Compute the clustering algorithm (k-means clustering) for different values of k. For instance, by varying k from 1 to 10 clusters
2. For each k, calculate the total WSS
3. Plot the curve of WSS against the number of clusters k.
4. The location of a bend (knee) in the plot is generally considered as an indicator of the appropriate number of clusters.

Fig. 1 shows the curve of WSS against the number of clusters k (k is the number of centers). From this figure, the optimal number of centers can be determined as 3.

2.3 Radial Basis Function Network

Fig. 2 shows the basic RBFN. It consists of the input layer, the hidden layer, and the output layer. The number of nodes in the hidden layer is determined by the user, and this number is the same as the number of centers (or the number of clusters). There are weights that are connected to each other, between the hidden layer and the output layer, and the Gaussian function is applied to the hidden layer as its basis function.

2.3.1 Radial Basis Function Network - Stochastic Gradient

RBFN-SG is one of the variants of the basic RBFN that has an improved accuracy. This technique increases the classification accuracy by training the parameters of basic RBFN such as the center value (c), the width (σ) of the Gaussian function, and the weight (w) between the hidden layer and output layers [4].

2.3.2 Radial Basis Function Network – Normalized Stochastic Gradient

RBFN-NSG is a technique that normalizes RBFN-SG by applying Taylor's expansion. This method is less sensitive to various inputs than RBFN-SG, and possesses a better training speed and identification performance [5].

The RBFN-NSG technique showed the best performance during our experimental trials for this study.

3. RESULTS AND DISCUSSIONS

In this study, we applied the elbow method to each sample to obtain an optimal number of centers for each sample, and the experimental results were compared using MSE. The experiment was carried out for two cases: the first having only one center per sample and the second having the optimal number of centers obtained by the elbow method.
3.1 Determining the optimal number of centers

Eight kinds of samples were used for the experiment, and the elbow method was used eight times to determine the optimal number of centers for each sample. The elbow method was applied using the k-means function from the R stats library, and the WSS was calculated by increasing k from 1 to 20.

Figs. 3 and 4 show the WSS curves against the number of centers for each sample.

Fig. 3 shows the curves for the acn1, acn10, ac, and bu samples, and four, three, four, and three centers, respectively, seem to be the best choices.

Fig. 4 shows the curves for the me, pr1, pr10, and wa samples, and four, four, three and three centers, respectively, seem to be the best choices. Table 1 shows the number of centers selected for each sample. Twenty-eight centers were selected as the optimal number of centers.

| No. | Sample | The number of Centers |
|-----|--------|-----------------------|
| 1   | acn1   | 4                     |
| 2   | acn10  | 3                     |
| 3   | ac     | 4                     |
| 4   | bu     | 3                     |
| 5   | me     | 4                     |
| 6   | pr1    | 4                     |
| 7   | pr10   | 3                     |
| 8   | wa     | 3                     |

3.2 RBFN-NSG Training and Test

For the training and test of RBFN-NSG, 528 (423 training data and 105 recognition data) data were used.

Figs. 5, 6, and 7 depict the graphs of the training and test results.

In Fig. 5, (a) shows the result before optimization, and (b) shows the result after optimization. When graphs (a) and (b) are compared, it can be seen that the result of (b) is denser than that of (a). This can also be seen in Table 2.

From Table 2, it is seen that before optimization, the MSE was 0.013332, however, after optimization, it decreased to 0.004265.

Figs. 6 and 7 show the result of the recognition test based on the training result shown in Fig. 5. Fig. 6 shows the result before optimization.

Fig. 5. Results of 8 samples training: (a) before optimization, (b) after optimization.

Fig. 6. Results of 8 samples recognition before optimization.
optimization, while Fig. 7 shows the result after optimization. When the graphs in Fig. 6 and Fig. 7 are compared, it can be seen that the overall result shown in Fig. 7 is closer to the target value than that in Fig. 6. Likewise, this can be seen in Table 2. From Table 2, it is seen that before optimization, the MSE was 0.05703, however, after optimization, it was reduced to 0.019356.

### 4. CONCLUSIONS

In this study, to improve the identification performance of the RBFN-NSG algorithm, we performed an experiment to optimize the number of centers, which is one of the parameters of this algorithm. To optimize the number of centers for the sample data, we clustered and computed the WSS using the k-means algorithm. The calculated WSS was plotted as a graph against the number of centers, and the optimal number of centers for each sample was selected from the bend in the graph. The optimum number of centers for each sample was either 3 or 4, and 28 centers were selected.

Next, we carried out the training and recognition experiment by using RBFN-NSG for two cases: the first one having only one center per sample and the second one having the optimal number of centers. The results are shown both graphically and by using MSE. It was found that the MSE for the recognition before optimization was approximately 0.0193. The method of increasing the number of centers is a very simple technique for increasing the identification performance of the RBFN algorithm; however, the amount of computation required increases proportionately to the number of centers. Therefore, unconditionally increasing the number of centers would be inefficient.

However, if the elbow method used in this experiment is applied, it is possible to obtain a comparatively high identification performance with a minimal increase in computation.
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