Phase-field modeling of crack propagation in piezoelectric and ferroelectric materials with different electromechanical crack conditions
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A B S T R A C T

We present a family of phase-field models for fracture in piezoelectric and ferroelectric materials. These models couple a variational formulation of brittle fracture with, respectively, (1) the linear theory of piezoelectricity, and (2) a Ginzburg–Landau model of the ferroelectric microstructure to address the full complexity of the fracture phenomenon in these materials. In these models, both the cracks and the ferroelectric domain walls are represented in a diffuse way by phase-fields. The main challenge addressed here is encoding various electromechanical crack models (introduced as crack-face boundary conditions in sharp models) into the phase-field framework. The proposed models are verified through comparisons with the corresponding sharp-crack models. We also perform two dimensional finite element simulations to demonstrate the effect of the different crack-face conditions, the electromechanical loading and the media filling the crack gap on the crack propagation and the microstructure evolution. Salient features of the results are compared with experiments.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The design and implementation of electromechanical systems demand high performance materials regarding their coupling behavior and reliability. Piezoelectric ceramics are very prominent in this field, exhibiting strong electromechanical coupling with short response times. However, their inherent brittleness is a serious obstacle to their reliable operation in devices, which demands a deep understanding of the fracture behavior. Towards this goal, numerous theoretical and experimental investigations have been carried out during the past decades on the fracture of piezoceramics. Comprehensive reviews of these works have been presented (Zhang and Gao, 2004; Schneider, 2007; Kuna, 2010). Most piezoelectrics also exhibit ferroelectric and ferroelastic switching behavior with macroscopic dielectric and butterfly hysteresis. For related modeling approaches, see the reviews by Kamlah (2001), Landis (2004b) and Huber (2005). Microstructural domains often nucleate and evolve under high electromechanical loadings and near load concentrations such as those produced at crack tips (Hackemann and Pfeiffer, 2003; Jones et al., 2007; Pojprapai et al., 2011). The interactions between the microstructure and the localized stress and electric fields near the crack tips are responsible for

* Corresponding author. Tel.: +34 934054181; fax: +34 934011825.
E-mail address: irene.arias@upc.edu (I. Arias).
URL: http://www.lacan.upc.edu/arias/ (I. Arias).
the complexity of fracture in ferroelectric materials. Furthermore, it is widely accepted that the crack-face boundary conditions strongly affect the electromechanical fields and thus play an important role in these interactions.

To gain theoretical understanding of fracture in these materials, researchers have resorted to the linear theory of piezoelectricity, where microstructure effects are not taken into account. Due to their simplicity, these models are useful to study the basic concepts of the linear theory in the context of fracture mechanics and to evaluate the effects of individual and coupled electromechanical fields and different crack-face boundary conditions (McMeeking, 1999, 2004; Landis, 2004a; Li et al., 2008). Such approaches have allowed researchers to identify the effect of remanent polarization on energy release rates in poled ferroelectrics (Haug and McMeeking, 2006). However, the intrinsic nature of most piezoelectric materials demands the consideration of the nonlinear microstructure effects. These include models inspired in plasticity theory and aimed at polycrystalline ferroelectric ceramics (McMeeking and Landis, 2002). A phenomenological constitutive theory has been introduced to describe implicitly the domain formation around the cracks (Landis, 2003; Wang and Landis, 2006; Sheng and Landis, 2007). Other models rely on an energy-based switching criterion (Hwang et al., 1995), considering the local phase transformations near the crack tip under the assumption of small-scale switching (Zhu and Yang, 1999, 1997; Yang and Zhu, 1998; Beom and Atluri, 2003). Recently, phase-field or time-dependent Devonshire–Ginzburg–Landau (TDGL) models are gaining a growing attention. These models explicitly describe the formation and evolution of individual ferroelectric domains in the framework of continuum mechanics (Shu and Bhattacharya, 2001; Zhang and Bhattacharya, 2005; Schrade et al., 2007; Su and Landis, 2007; Xu et al., 2009), and have been extended to accurately account for the stray fields (Yang and Dayal, 2011). Related models have also been developed in micromagnetics (DeSimone et al., 2001; DeSimone and James, 2002). The nucleation and growth of domains near crack tips have been studied using these microstructural models and the influence on the stress field (Yang and Dayal, 2012) and the mechanical and electromechanical J-integrals have been reported (Song et al., 2007; Wang and Zhang, 2007; Wang and Kamlah, 2009; Xu et al., 2010b; Li and Landis, 2011; Li and Kuna, 2012). For completeness, we mention that cohesive theories aimed at fracture in ferroelectric materials have also been proposed (Gao et al., 1997; Arias et al., 2006).

The above mentioned models of ferroelectric fracture consider stationary crack configurations. With this assumption it is not possible to capture the effects of the microstructure on the crack propagation behavior, specially when the crack tip field interacts with obstacles such as defects or grain boundaries. Recently, a phase-field model (Miehe et al., 2010; Linder and Miehe, 2012) and a strong discontinuity approach (Linder et al., 2011) have been proposed to simulate propagating cracks in linear piezoelectric materials. Toward a more realistic approach for ferroelectric single crystals, we have introduced a phase-field model for the coupled microstructure and fracture evolution by tackling the full complexity of the phenomenon (Abdollahi and Arias, 2011a). With this model we have shown that the interaction of the microstructure and the crack leads to the slow–fast crack propagation behavior observed in experiment (Haug et al., 2007). In another work, we have demonstrated that this interaction results in an anisotropic crack propagation in ferroelectric single crystals (Abdollahi and Arias, 2011b). We have recently extended the model to ferroelectric polycrystals (Abdollahi and Arias, 2012). We have considered so far, the simplest crack-face boundary conditions in electromechanical fracture. A similar approach has been used in the phase-field studies of crack growth in brittle materials (Schmidt and Schwalbe, 2002; Mercier et al., 2002). The main objective of the present work, is to encode different sharp-crack boundary conditions into the phase-field framework. The phase-field model of brittle fracture is viewed as a regularization of Griffith’s sharp-crack model. In this sense, the aim here is to converge to the corresponding sharp-crack solutions of the specific fracture problem. We consider the different crack-face boundary conditions proposed in the literature for sharp-crack models in electromechanical materials and formulate them in the regularized phase-field model. Note that here the cracks are not boundaries of the computational domain but...
rather features of the solution within the domain, and hence the different sharp-crack conditions have to be modeled in the phase-field partial differential equations.

In the context of sharp-crack models in electromechanical materials, the most common crack-face boundary conditions in the literature can be classified as follows:

A. Uncoupled electrical/mechanical crack-face conditions. Mechanical boundary conditions: These are mainly: (1) traction-free crack faces and (2) cohesive zone models (Xu and Needleman, 1994; Camacho and Ortiz, 1996) introducing a traction-separation law on the crack faces. Here, we consider only traction-free crack boundary conditions. The encoding of the cohesive crack-face conditions in the context of the phase-field models is beyond the scope of this paper.

Electrical boundary conditions: These are mainly (1) permeable, (2) impermeable and (3) semi-permeable crack models, each assuming different electrical properties of the crack gap. The permeable crack boundary conditions were the first to be considered for electromechanical materials (Parton, 1976). These conditions assume that the crack does not exist electrically, i.e. crack faces are closed and electrical fields are not perturbed by the presence of the crack. In contrast, impermeable boundary conditions were proposed to define an open and electrically defective crack by assuming zero permittivity for the crack gap (Deeg, 1980). However, both the permeable and impermeable crack boundary conditions are not physically justifiable in many cases, since the effect of the medium filling the crack gap is neglected. As an improvement, semi-permeable boundary conditions were introduced to treat the crack gap as a linear dielectric material with a finite permittivity (Hao and Shen, 1994). As a result, the electric charge can penetrate the crack gap. A physical inconsistency of the semi-permeable conditions is that the stored electric charge in the crack gap induces a closing traction on the crack faces, which is not considered in these conditions (McMeeking, 2004). This theory has been shown to be variationally inconsistent. Furthermore, the electric field inside the crack gap is limited by the dielectric strength of the crack-gap filling medium. Above this level of electric field, the medium experiences failure of its insulating properties, i.e. electrical breakdown.

B. Coupled electromechanical crack-face conditions. The Energetically Consistent (EC) crack model was proposed to overcome the inconsistency of the semi-permeable boundary conditions by considering not only the electric charge inside the crack gap, but also the corresponding induced closing traction on the crack faces (Larose, 2004a). In fact, the crack acts as a capacitor inside the material. EC conditions are believed to be the most physically realistic conditions on the crack faces in electromechanical materials.

C. Polarization boundary conditions. In contrast to piezoelectrics, the modeling of cracks in ferroelectric materials requires imposing boundary conditions on the polarization on the crack faces (Wang and Kamlah, 2010). There are two usual choices (Vendik and Zubko, 2000), namely (1) free-polarization and (2) zero-polarization crack conditions. The former is a homogeneous Neumann boundary condition for the polarization, leaving it unaffected by the presence of the crack, and hence dictated by the bulk material model. The latter is a homogeneous Dirichlet boundary condition for the polarization, forcing it to be zero inside the crack and equal to the value outside the crack. In general, the polarization is a first-order tensor for classical piezoelectric materials, and a second-order tensor for ferroelectric materials.

In the following, we first summarize in Sections 2 and 3, the phase-field model of brittle fracture and the variational formulation of ferroelectric and piezoelectric materials, respectively. Next, in Section 4 we describe the formulation of the phase-field models for fracture in these materials. We focus on the phase-field formulation of the most relevant mechanical, electrical, and electromechanical crack-face boundary conditions as described above. For each possible choice of crack-face boundary conditions, a different phase-field formulation is proposed. The corresponding governing equations are presented in Section 4.4, along with a general solution procedure. The proposed models are exercised numerically in Section 5, where the effects of the different crack-face boundary conditions, electromechanical loadings and crack-gap media on the crack propagation are evaluated. Numerical simulation results are discussed and compared with experiments. The last section is the conclusion of this paper.

2. Phase-field modeling of fracture in brittle materials

In the variational regularized formulation of Griffith’s fracture theory first proposed by Francfort and Marigo (1998), the total energy of a body made of a brittle material and occupying a region $\Omega$ is obtained as the sum of the bulk and surface energies (Bourdin et al., 2000):

$$E_e[\mathbf{u},\mathbf{v}] = \int_{\Omega} \left( \frac{1}{2} \mathbf{v}^T \mathbf{C} \mathbf{v} + \frac{1}{2\kappa} \|
abla \mathbf{v}\|^2 \right) \, d\Omega,$$

where $F$ is the elastic potential, $\mathbf{u}$ is the mechanical displacement, $\varepsilon$ is the strain defined as $\varepsilon(\mathbf{u}) = 1/2(\nabla \mathbf{u} + \nabla \mathbf{u}^T)$, and $\nu$ is a scalar phase field describing a smooth transition in space between unbroken ($\nu = 1$) and broken ($\nu = 0$) states of the material. For a linear elastic material, $F(\varepsilon) = \frac{1}{2} \varepsilon : \mathbf{C} : \varepsilon$, where $\mathbf{C}$ is the forth-order tensor of elastic moduli. By noting that $\nu^2$ multiplies the elastic potential $F$ in the bulk energy (first integral), it is clear that the value $\nu = 0$ effectively reduces the stiffness of the material to zero in the fractured zone. $\eta_\nu$ is a small residual stiffness to avoid the singularity of the bulk energy in this zone. In the surface energy, $G_c$ is the critical energy release rate or the surface energy in Griffith’s theory.
\( k \) is a positive regularization constant, which regulates the size of the smeared fracture zone. It can be shown mathematically, by way of \( G \)-convergence, that when the regularization parameter \( k \) tends to zero, this regularized theory converges to Griffith’s brittle fracture model (Bourdin et al., 2008). In particular, the traction-free conditions on the crack faces of the sharp model are recovered in the limit of a vanishingly small regularization parameter. Working by analogy, the different electrical and electromechanical conditions of the sharp-crack model in piezoelectrics and ferroelectrics are encoded into the phase-field framework in Section 4.

The crack propagation in this model results from the competition between the bulk and surface energy terms. Deformation of an elastic body under load increases the elastic energy density \( F \). When this value approaches a critical value in a given region, it is energetically favorable for the system to decrease the value of \( v \) towards zero in that region in order to release elastic energy. On the other hand, decreasing the value of \( v \) leads to an increase in the surface energy since deviations from 1 are penalized. Furthermore, variations of \( v \) are also penalized in this second term, resulting in the formation of smeared cracks whose width is governed by the regularization parameter \( k \). By increasing the value of the critical energy release rate \( G_c \) of the material, a higher value of the elastic energy density is required to nucleate or propagate cracks. It can be shown that the second integral converges to the surface area of the crack when \( k \) tends to zero, as expected in the sharp-interface model.

The theory as outlined above may lead to crack healing, which makes it necessary to supplement it with an irreversibility condition. Requiring the field \( v \) to be a monotonically decreasing function of time is cumbersome, and in practice, the field \( v \) is frozen to 0 when and where it reaches a given small threshold \( g \) (Bourdin, 2007; Bourdin et al., 2008).

An illustration of the diffuse crack is presented in Fig. 1. This figure is obtained from a minimizer of \( E_k \) in two dimensions. We show the profile of \( v \) perpendicular to the crack in its wake. Denoting \( d(x) \) the distance to the crack of a point \( x \), it can be shown that this optimal profile takes the form (Bourdin et al., 2008)

\[
v_k(x) = \begin{cases} 
0 & \text{if } d(x) \leq z_k \\
1 - \exp\left(-\frac{d(x) - z_k}{2k}\right) & \text{otherwise},
\end{cases}
\]

where \( 2z_k \) indicates the width of the fully fractured region where \( v = 0 \). This width is given by the threshold \( \gamma \), and it is smaller than \( k \), \( z_k = O(\gamma) \).

The total energy in Eq. (1) is quadratic and convex in \( v \) and \( u \) separately. Therefore, for a fixed \( v \) or \( u \), \( E_k(u, \bullet) \) and \( E_k(\bullet, v) \) can be efficiently minimized solving a linear system of equations, with the appropriate boundary conditions. As a consequence, the numerical implementation of this theory is straightforward by means of an iterative algorithm minimizing separately each field in a staggered manner.

### 3. Variational formulation of electromechanical solids

The behavior and properties of electromechanical solids such as ferroelectric and piezoelectric materials can be defined by a thermodynamical potential containing mechanical, electrical and electromechanical coupling energy terms. The form of this potential and number of parameters depend on the complexity of the material behavior. In ferroelectric ceramics, the polarization and strain state can evolve in a nonlinear fashion due to ferroelectric/ferroelastic domain switching. However, under the assumption of a small mechanical/electrical load, domain switching cannot occur and the material behavior can be expressed by the linear theory of piezoelectricity. In fact, a piezoelectric material can be viewed as a linear approximation of the ferroelectric material behavior near the spontaneous polarization and strain state.

Ignoring body loads and volume charges for simplicity, the total electromechanical enthalpy of a ferroelectric or piezoelectric body occupying a region \( \Omega \) can be written in terms of the mechanical displacement \( u \), the total polarization \( p \), and the electric field \( E \) as
and the electric potential \( \phi \), as

\[
H(\mathbf{u}, \mathbf{p}, \phi) = \int_{\Omega} \gamma (\varepsilon (\mathbf{u}), \mathbf{p}, \nabla \mathbf{p}, \mathbf{E}(\phi)) \, d\Omega - \int_{\Gamma_{\text{N},\mathbf{u}}} \mathbf{t} \cdot \mathbf{u} \, dS + \int_{\Gamma_{\text{N},\phi}} \omega \phi \, dS,
\]

(3)

where \( \mathbf{E} \) is the electric field defined as \( \mathbf{E} = -\nabla \phi \), \( \mathbf{t} \) and \( \omega \) are the tractions and surface charge density, respectively. \( \Gamma_{\text{N},\mathbf{u}} \) and \( \Gamma_{\text{N},\phi} \) are the parts of the boundary of the domain \( \partial \Omega \) where mechanical and electrical Neumann boundary conditions are applied.

To account for domain switching, we follow the phase-field model of ferroelectric domain evolution proposed by Zhang and Bhattacharya (2005) and Su and Landis (2007). The electromechanical enthalpy density \( \mathcal{H} \) of a ferroelectric material is formulated as

\[
\mathcal{H}(\varepsilon, \mathbf{p}, \nabla \mathbf{p}, \mathbf{E}) = \frac{1}{2} \varepsilon : \mathbf{C} : \varepsilon - \varepsilon : \mathbf{C} : \varepsilon_0 (\mathbf{p}) + U(\nabla \mathbf{p}) + \chi(\mathbf{p}) - \mathbf{p} \cdot \mathbf{E} - \frac{\varepsilon_0}{2} |\mathbf{E}|^2,
\]

(4)

where the eigenstrain \( \varepsilon_0 \) depends on the polarization, \( U \) is the domain wall energy density penalizing sharp variations in the polarization, \( \chi \) is the phase separation or Landau potential, and \( \varepsilon_0 \) is the permittivity of free space. The first term in Eq. (4) is the elastic potential and the second term is the electromechanical coupling energy density. The combination of these terms and energy function \( \chi \) is the total Landau–Devonshire energy density penalizing deviations from the spontaneous polarizations and strains of the material, hence introducing the anisotropy and nonlinearity of ferroelectric materials. The detailed formulation of these energy functions and the material constants are given in Appendix A.

The electromechanical enthalpy density in Eq. (4) contains all crystallographic and domain wall information of a ferroelectric material. However, only some of this information is required to model a piezoelectric material by assuming that the nonlinear switching of the polarization between the various crystallographic orientations does not occur. According to the linear theory of piezoelectricity, the electromechanical enthalpy density \( \mathcal{H} \) of a piezoelectric material is written in terms of the strain and electric field alone (Tiersten, 1969)

\[
\mathcal{H}(\varepsilon, \mathbf{E}) = \frac{1}{2} (\varepsilon - \varepsilon_r) : \mathbf{C} : (\varepsilon - \varepsilon_r) - (\varepsilon - \varepsilon_r) : \mathbf{e}^T : \mathbf{E} + \mathbf{E} : \mathbf{E} : \mathbf{K} - \frac{1}{2} \varepsilon_0 |\mathbf{E}|^2,
\]

(5)

where \( \varepsilon_r \) is the third-order tensor of piezoelectric coupling constants, and \( \mathbf{e}^T \) is such that \( |\varepsilon_r|_{\phi|\mathbf{e}} = |\varepsilon_r|_{\mathbf{p}|\mathbf{e}} \), where the brackets indicate the indices paired with strains. \( \varepsilon_r \) is the remanent strain, \( \mathbf{p}_r \) is the remanent polarization, and \( \mathbf{K} \) is the second-order dielectric tensor. The piezoelectric material constants can be obtained from the enthalpy density in Eq. (4) by linearizing around the spontaneous polarization and strain state of the ferroelectric single crystal (Volkov et al., 2011).

Then, given Eqs. (4) and (5), the stresses and electric displacements are derived from the electromechanical enthalpy density \( \mathcal{H} \) as

\[
\sigma = \frac{\partial \mathcal{H}}{\partial \varepsilon}, \quad \mathbf{D} = \frac{\partial \mathcal{H}}{\partial \mathbf{E}}.
\]

(6)

The weak form of the mechanical and electrostatic equilibrium equations is then obtained as

\[
0 = \delta \mathcal{H}[\mathbf{u}, \mathbf{p}, \phi; \delta \mathbf{u}, \delta \mathbf{p}, \delta \phi] = \int_{\Omega} \sigma_{ij}\delta u_{ij} \, d\Omega - \int_{\Omega} \mathbf{D}_{\varepsilon_i} \delta \varepsilon_i \, d\Omega - \int_{\Gamma_{\text{N},\mathbf{u}}} t_i \delta u_i \, dS + \int_{\Gamma_{\text{N},\phi}} \omega \phi \delta \phi \, dS.
\]

(9)

The polarization evolution in ferroelectric materials is generally obtained from a gradient flow of the total electromechanical enthalpy with respect to the polarization (Zhang and Bhattacharya, 2005),

\[
\mu_p \int_{\Omega} \nabla^2 \phi - \delta \mathcal{H}[\mathbf{u}, \mathbf{p}, \phi; \delta \mathbf{p}] = \int_{\Omega} \frac{\partial \mathcal{H}}{\partial \mathbf{p}} \delta \mathbf{p} \, d\Omega,
\]

(10)

where \( 1/\mu_p > 0 \) is the mobility of the process, solved together with Eq. (9).

We take the remanent state of the piezoelectric material as the reference configuration, therefore the remanent strain \( \varepsilon_r \) and the remanent polarization \( \mathbf{p}_r \) are set to zero in the following. The poling direction of the piezoelectric material is implicitly encoded in the constitutive equations. It is noteworthy that this formulation, when applied to fracture mechanics as in Section 4, introduces the implicit assumption that the remanent polarization is perfectly balanced on the crack faces. This assumption is standard in fracture mechanics studies in piezoelectric materials and, for sharp-crack models, it can be easily generalized to arbitrary levels of charge separation on the crack faces (Haug and McMeeking, 2006). Considering this assumption, the detailed formulation of Eq. (8) in Voigt form and the piezoelectric material constants are given in Appendix B.

4. Phase-field modeling of fracture in piezoelectric and ferroelectric materials

The specific coupling between the phase-field model of brittle fracture in Section 2 and the models of piezoelectric and ferroelectric materials in Section 3 depends on the particular choice of the crack-face conditions discussed in Section 1.
Based on these conditions, the presence of the crack can affect different terms of the electromechanical enthalpy density $\mathcal{H}$ in Eqs. (4) and (5) through the field $\nu$. Therefore for each possible choice of crack-face boundary conditions a different formulation of the enthalpy density $\mathcal{H}$ is required. Sections 4.1–4.3 deal with the uncoupled mechanical/electrical, the coupled electromechanical, and the polarization boundary conditions, respectively. Using the proposed formulations, the governing equations of the phase-field model of crack propagation in piezoelectric and ferroelectric materials are discussed in Section 4.4, along with the proposed solution algorithm.

4.1. Uncoupled mechanical/electrical crack-face conditions

Most electromechanical crack models assume uncoupled mechanical and electrical boundary conditions on the crack faces. Although the uncoupled conditions are not physically realistic, they are good approximations of the coupled electromechanical conditions in some situations.

4.1.1. Traction-free conditions

Mathematically, these conditions are stated in the context of sharp-crack models as

$$\sigma^+ \cdot n = \sigma^- \cdot n = 0,$$

(11)

where the superscripts $+$ and $-$ denote the top and bottom crack faces and $n$ is the unit normal. In the phase-field model of brittle fracture, the traction-free conditions are encoded by multiplying the elastic energy density $F$ by the jump set function $(\nu^2 + \eta_e)$ (see Eq. (1)). Working by analogy, in the case of the proposed electromechanical models, we multiply by the jump set function the first two terms of the enthalpy density $\mathcal{H}$ associated with the elastic strains $\varepsilon$. Therefore, the elastic and electromechanical coupling potentials are annihilated in the fractured zone ($\nu=0$).

4.1.2. Traction-free, electrically impermeable crack model

In the case of impermeable cracks, the crack faces are treated as charge-free surfaces, i.e. the normal components of the electric displacement vanish on both crack faces as

$$D^+ \cdot n = D^- \cdot n = 0,$$

(12)

The impermeable conditions imply that the crack cannot sustain any electric displacement inside the fractured zone. In the phase-field model, we multiply all terms of $H_f$ involving the electric field $E$, by the jump set function $(\nu^2 + \eta_e)$. Therefore, the electric displacements vanish in the fractured zone ($\nu=0$), similar to the stresses. We illustrate in Appendix C (see Fig. C2) that in the limit of small regularization parameter $\kappa$, this formulation exhibits traction-free and impermeable solutions on the crack faces, as expected in the sharp-crack model.

4.1.3. Traction-free, electrically permeable crack model

Accordingly, the electric displacements are

$$D = (\nu^2 + \eta_e)\varepsilon + KE.$$

(15)

Since the traction-free conditions result in a discontinuous displacement field, Eq. (15) seems to be introducing a discontinuity in the electric displacement through the coupling term $\varepsilon \cdot \varepsilon$, in contradiction with Eq. (13). Nevertheless, we show in Appendix C (see Fig. C1) that the effect of this discontinuity in the normal direction becomes negligible when the regularization parameter $\kappa$ is small enough.

4.2. Electromechanical crack-face conditions: energetically consistent crack model

As described in Section 1, the semi-permeable crack conditions were introduced to model intermediate situations between the two over-simplistic extremes of a completely closed crack (permeable) and an open crack filled with a medium of negligible conductivity (impermeable). This model assumes that the crack-gap filling medium can sustain a certain degree of electric field, thereby inducing an electric displacement inside the crack. In the context of sharp-crack models, semi-permeable crack-face boundary conditions are formulated as

$$D^+ \cdot n = D^- \cdot n = D_e = \varepsilon_0 E_e.$$

(16)
where $D_c$ is the induced electric displacement and $E_c$ is the electric field in the crack gap. It is obtained as

$$E_c = -\frac{\phi^+ - \phi^-}{u^n - u^n} = -\frac{\Delta \phi}{\Delta u_n},$$

(17)

where the superscripts “+” and “−” denote the values on each crack face, $\Delta \phi$ is the potential drop across the crack gap and $\Delta u_n$ is the crack opening displacement. The main deficiency stems from the fact that the electric field inside the crack gap induces also tractions on the crack faces, which are not considered by the semi-permeable conditions. It has been demonstrated that this model is not energetically consistent (Li et al., 2008). To overcome this inconsistency, energetically consistent (EC) crack-face boundary conditions have been proposed in the context of sharp-crack models (Landis, 2004a), in which

$$t^+ = \sigma_c n, \quad t^- = -\sigma_c n,$$

(18)

where $t^+$ and $t^-$ are the tractions acting on the crack faces and $\sigma_c$ is the effective stress within the crack gap. According to Landis (2004a) and assuming an infinite breakdown strength of free space, the effective stress can be expressed as

$$\sigma_c = \frac{\varepsilon_0 E_c^2}{c^2}.$$

(19)

In fact, EC conditions assume that the crack behaves electrically as a capacitor, storing electrical charge between the crack faces. The associated electrical enthalpy is given by

$$H_c = \int_{S_c} \mathcal{H}_c \Delta u_n \, dS_c,$$

(20)

where $S_c$ denotes the surface (curve in 2D) of the sharp crack and the electrical enthalpy density $\mathcal{H}_c$ is

$$\mathcal{H}_c = -\frac{\varepsilon_0 E_c^2}{c^2}.$$

(21)

In proposing the electrical enthalpy in Eq. (20), it is assumed that any electric field and deformation components within the gap parallel to the crack are negligible in comparison to the normal components. In the following, we develop the general formulation of this enthalpy in the context of the phase-field models without any assumption regarding the direction of the electric and deformation fields. Even though the present theory is geometrically linear, we need to introduce geometric nonlinearity in selected terms to account for the emergence of a crack gap medium as a result of the crack opening displacement. In fact, the enthalpy density in Eq. (14) can be obtained from the linearization of a general enthalpy density of ferroelectrics in finite deformation electromechanics (Xiao and Bhattacharya, 2008). If this linearization does not apply to the electrical enthalpy of free space (last term in Eq. (4)), we can account for the nonlinear enthalpy of the crack gap as follows. First, we express the electric field in the deformed configuration, $E$, in terms of the reference gradient of the electric potential, $E = -F^{-1} \nabla \phi$, where $F$ is the deformation gradient tensor. Then, the electrical enthalpy density of free space per unit deformed volume of material can be written as

$$\mathcal{H} = -\frac{\varepsilon_0}{2} |E|^2.$$

(22)

This enthalpy can be decomposed into the enthalpy of the intact and fracture zones using the phase-field $\nu$

$$\tilde{\mathcal{H}} = \nu^2 \tilde{\mathcal{H}} + (1-\nu^2) \tilde{\mathcal{H}}.$$

(23)

Ignoring all geometric nonlinearity in the intact zone, the total electrical enthalpy of free space becomes

$$H_0 = -\frac{\varepsilon_0}{2} \int_D \nu^2 |\nabla \phi|^2 \, d\Omega - \frac{\varepsilon_0}{2} \int_D (1-\nu^2) |F^{-1} \nabla \phi|^2 \, d\Omega,$$

(24)

where $J = \det F$. The second term represents the phase-field counterpart of Eq. (20) and we can interpret $\tilde{E}$ as $E_c$ in the fracture zone. Fig. 2 illustrates an opening crack where the electric fields are presented both for the sharp crack across the faces and for the diffuse crack inside a partition of the fractured zone.

In Appendix C, we present numerical evidence substantiating the adequacy of this phase-field version of the EC conditions. To provide a simple heuristic argument to support it, we consider a straight smeared crack along the $x_1$ direction. The corresponding profiles of the fields $u$ and $\phi$ along the $x_2$ direction are

$$u(x_2) = \begin{cases} u^+ & x_2 > a_s, \\ u^+ - u^- & x_2 = a_s, \\ \frac{u^+ - u^-}{2a_s} x_2 + \frac{u^+ + u^-}{2} & -a_s \leq x_2 \leq a_s, \\ u^- & x_2 < -a_s, \end{cases}$$

(25)

$$\phi(x_2) = \begin{cases} \phi^+ & x_2 > a_s, \\ \phi^+ - \phi^- & x_2 = a_s, \\ \frac{\phi^+ - \phi^-}{2a_s} x_2 + \frac{\phi^+ + \phi^-}{2} & -a_s \leq x_2 \leq a_s, \\ \phi^- & x_2 < -a_s, \end{cases}$$

(26)
while the profile of the field $\nu$ is given in Eq. (2) with $d(x) = |x_2|$. According to the second term of Eq. (24), the electrical enthalpy of the smeared crack can then be written as

$$H_e = \frac{\varepsilon_0}{2} \int_{S_c} (F^{-T} \nabla \phi)^2 \, dS = -\frac{\varepsilon_0}{2} \int_{S_c} 2\alpha_\kappa |F^{-T} \nabla \phi|^2 \, dS = -\frac{\varepsilon_0}{2} \int_{S_c} \frac{(\phi^+ - \phi^-)^2}{2\alpha_\kappa} \, dS,$$

where we have used

$$F^{-T} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & u^+/u^- \\ 0 & 1 & 2\alpha_\kappa \end{bmatrix}, \quad \nabla \phi = \begin{bmatrix} 0 \\ \phi^+ - \phi^- \\ 2\alpha_\kappa \end{bmatrix}, \quad J = 1 + \frac{u^+ - u^-}{2\alpha_\kappa}.$$

When $\kappa$ tends to zero, the width $\alpha_\kappa$ also tends to zero and Eq. (27) converges to the enthalpy of the sharp crack in Eq. (20). Of course, in practical computations the width of the smeared crack is not negligible and there is also a smooth transition of the field $\nu$ across the fracture zone. However, we illustrate in Appendix C (see Fig. C3) that for small enough values of the regularization parameter $\kappa$, the total electrical enthalpy of the diffuse crack accurately follows the sharp-crack model.

The first term in Eq. (24) is the enthalpy term of the impermeable crack model. Therefore this equation indicates that the enthalpy density $H_e$ of the EC crack model is obtained by adding the electrical enthalpy density of the diffuse crack to that of the impermeable crack model, which allows the displacement and electric potential fields to be discontinuous. Given the enthalpy density in the second term of Eqs. (24) and (6), the stresses and electric displacements are obtained in the fracture zone as

$$\sigma = J(1 - \nu^2)\sigma_\epsilon,$$

$$D = J(1 - \nu^2)F^{-T}D_\epsilon,$$

with

$$D_\epsilon = \varepsilon_0E_\epsilon = \varepsilon_0F^{-T}E,$$

$$\sigma_\epsilon = F^{-1}(D_\epsilon \otimes E_\epsilon) + (D_\epsilon \otimes E_\epsilon)F^{-T} - \frac{\varepsilon_0}{2} |E_\epsilon|^2(F^{-1} + F^{-T}).$$

Note that the lower permittivity of the free space as compared to that of the material induces a high electric field inside the fracture zone, especially in a specimen under applied electrical loading. The free space can sustain a certain level of electric field, called dielectric strength, above which the free space experiences failure of its insulating properties, i.e. electrical breakdown. This effect can be modeled mathematically as a bound constraint on the magnitude of the electric field inside the fracture gap

$$|E_\epsilon| = \begin{cases} |F^{-T} \nabla \phi| & \text{if } |E_\epsilon| \leq E_d, \\ E_d & \text{if } |E_\epsilon| > E_d, \end{cases}$$

where $E_d$ is the dielectric strength or the electrical discharge level of the free space. This constraint can be added to the governing equations. The corresponding Lagrange multiplier modifies the electric displacement inside the fracture zone. See Appendix D for details. We evaluate the effect of the electrical breakdown constraint in Section 5.
In the above formulation, the free-space is assumed to be the medium filling the crack gap. Other crack-gap filling media can be considered as well by replacing the free-space permittivity $\varepsilon_0$ with the corresponding value $\varepsilon_m$ in $H_c$ in Eq. (24).

4.3. Polarization boundary conditions

In addition to the crack-face conditions discussed in the previous sections, crack-face conditions on the polarization need to be supplied for ferroelectric materials. We discuss next the two usual choices and their phase-field implementation.

4.3.1. Free-polarization crack-face conditions

The free-polarization boundary conditions assume that the polarization distribution is unaffected by the presence of the crack, and hence dictated by the bulk material model. Mathematically, they are written as

$$\nabla \mathbf{p}^+ \cdot \mathbf{n} = \nabla \mathbf{p}^- \cdot \mathbf{n} = 0.$$  

(33)

This condition can be encoded in the phase-field model by multiplying with the jump set function $(\nu^2 + \eta_\nu)$ the energy terms involving the gradient of polarization, i.e. the domain wall energy density $U$.

4.3.2. Zero-polarization crack-face conditions

In contrast to the bulk material, the polarization vanishes in the free space filling the crack gap. The zero-polarization boundary conditions assume that the polarization is continuous at the material-free space interface, i.e.

$$\mathbf{p}^+ = \mathbf{p}^- = 0.$$  

(34)

This condition can also be formulated in a similar way, by multiplying with the jump set function the energy terms associated with the polarization. In Appendix C (see Fig. C4), we show that these methods indeed produce numerical solutions satisfying the free- and zero-polarization boundary conditions in a diffuse sense.

4.4. Phase-field model of crack propagation in piezoelectric and ferroelectric materials

Based on the discussion in Sections 4.1–4.3, the different electromechanical crack-face boundary conditions along with the corresponding electromechanical enthalpy density, stresses and electric displacements for piezoelectric and ferroelectric materials are summarized in Appendix E. We now can form the total electromechanical enthalpy of a possibly fractured piezoelectric or ferroelectric body by adding the surface energy in Eq. (1) to the total electromechanical enthalpy in Eq. (3) as

$$H = \int \left[ H_c \left( \frac{1}{2} \varepsilon_\nu \frac{1}{2} \varepsilon_c \frac{1}{2} \varepsilon_c \right) + \frac{1}{2} \varepsilon_\nu \frac{1}{2} \varepsilon_c \frac{1}{2} \varepsilon_c \right] \mathrm{d} \Omega,$$

where $H$ now depends also on the field $\nu$ through the modified electromechanical enthalpy density $\mathcal{H}$ for different crack-face boundary conditions.

To capture interactions between the fracture and the microstructure processes in ferroelectrics, the crack propagation should not be overwhelmingly faster than the microstructure evolution, and vice versa. In practice, the relative kinetics of the microstructure evolution and the crack propagation gives the two phenomena a chance to interact. In the absence of detailed experimental or theoretical information on this kinetics, $\nu$ is selected together with the polarization as primary order parameters and finite mobilities are introduced for the fracture and microstructure processes. Then, the time evolution of the system results from the gradient flow of the primary order parameters, assuming that the displacement and the electric field adjust immediately to mechanical and electrostatic equilibrium. The gradient flow of the polarization and the weak form of the mechanical and electrostatic equilibrium have already been introduced in Eqs. (10) and (9), respectively. Here, the gradient flow of the field $\nu$ as an additional governing equation is obtained as

$$\mu_\nu \int_\Omega \frac{\partial H_c}{\partial \nu} d \Omega = -\delta H_c [\mathbf{u}, \mathbf{p}, \phi, \mathbf{v}, \delta \nu] = -\int_\Omega \frac{\partial H_c}{\partial \nu} d \Omega - G_c \int_\Omega \left( \frac{\nu - 1}{4K} \delta \nu + \kappa_\nu \delta \nu, \delta \nu \right) d \Omega,$$

(36)

where $1/\mu_\nu$ is the mobility of the fracture process. In fact this equation is a Ginzburg–Landau type evolution equation, where the left-hand side term is the dissipation in the process zone and the mobility constant controls the rate of the energy dissipation (Hakim and Karma, 2009). A recent study, using a phase-field model of brittle fracture, indicated that the mobility parameter controls the crack velocity, particularly at the initial stages of an unstable crack propagation (Kuhn and Müller, 2010). Therefore the proper selection of this parameter allows us to track crack propagation, even in mechanically unstable conditions.

The finite element equations are obtained from the weak forms in Eqs. (10), (9), and (36) with the enthalpy density $\mathcal{H}$, the stresses $\sigma$, and the electric displacements $\mathbf{D}$ for each crack face condition given in Appendix E. Eqs. (10) and (36) are discretized in time with an implicit scheme from time $t_{m-1}$ to $t_m = t_{m-1} + \Delta t$. The Newton–Raphson method is implemented for the implicit time integration of Eq. (10) due to the nonlinear terms of the phase-separation energy ($\chi$). Algorithm 1 presents a simple procedure to solve forward in time the coupled system in a staggered, iterative way. The
function $g$ encodes the data for the applied electromechanical load as a function of the time step. Since the crack should not be allowed to heal (irreversibility condition), the nodes reaching a value of $\nu$ below a certain threshold $\gamma$, are assigned a fixed value of $\nu=0$ for the rest of the calculation. Note that the piezoelectric models do not require the polarization data and the polarization evolution in step 6 of the algorithm is only computed for ferroelectrics. In this step the constraint for the polarization evolution is only used for the zero-polarization conditions. In fact, with this constraint the mobility term of the gradient flow is fixed to zero in the fractured zone ($\nu=0$).

Algorithm 1. For crack propagation in piezoelectric and ferroelectric materials.

1: \quad \text{Let } m = 0 \text{ and } t_0 = 0
2: \quad \text{Set } v_0 = v_{\text{init}}, p_0 = p_{\text{init}}, \phi_0 = 0 \text{ and } u_0 = 0
3: \quad \text{repeat}
4: \quad \quad m = m + 1
5: \quad \quad t_m = t_{m-1} + \Delta t
6: \quad \quad \text{Compute } p_m \text{ in Eq. (10) using } p_{m-1}, u_{m-1}, \phi_{m-1} \text{ and } v_{m-1} \text{ under the constraint } p_m = 0 \text{ for } v_{m-1} = 0
7: \quad \quad \text{Compute } u_m \text{ and } \phi_m \text{ in Eq. (9) using } p_m \text{ and } v_{m-1} \text{ under the electromechanical load } g(t_m)
8: \quad \quad \text{Compute } v_m \text{ in Eq. (36) using } p_m, u_m, \phi_m, \text{ and } v_{m-1} \text{ under the constraint } v_m = 0 \text{ for } v_{m-1} \leq \gamma \text{ and } h_f = 0 \text{ for } h_f < 0
9: \quad \quad \text{until } m = n

We note that the EC conditions discussed in Section 4.2 introduce non-linear terms into the finite element equations. Here, we implement an internal loop in step 7 of Algorithm 1 to solve this non-linearity. In each iteration of this loop, the non-linear terms are updated with the last values of the mechanical displacement and the electric potential, then Eq. (9) is solved. This iteration continues until a steady state is reached for both the mechanical displacement and the electric potential.

An important aspect of electromechanical crack propagation deserves special attention. Generically, the enthalpy functional can be written as

$$
\frac{1}{2} \int_{\Omega} \left[ (\varepsilon_{1} + \eta_{1}) \mathcal{H}(u, p, \phi) + \mathcal{H}_{\text{ext}}(u, p, \phi) \right] d\Omega + \mathcal{G}_t \int_{\partial\Omega} \left[ \frac{(1 - \nu^2)}{4\kappa} \mathcal{K} \nabla u^2 \right] d\Omega. \tag{37}
$$

Under high applied electrical load, $\mathcal{H}_t$ may become negative. Then, when minimizing the energy with respect to $\nu$, it may be favorable to localize in narrow regions high values of $\nu$, much above one. Such anomalous localization zones are not physically meaningful. In sharp crack models of electromechanical fracture, this issue manifests itself with the negative energy release rates found at high applied electric fields (Li et al., 2008). Numerically, we deal with this issue by limiting the maximum value of $\nu$ to one, or alternatively, by setting negative values of $\mathcal{H}_t$ to zero in step 8 of Algorithm 1.

5. Numerical simulations and discussion

In this section, we examine the effects of the different crack-face conditions on the crack propagation. The simulations of a propagating crack in a poled piezoelectric material under different applied electromechanical loadings are presented in Section 5.1. We also exercise the model with different crack-gap filling dielectric fluids and introducing the constraint of electrical breakdown as discussed in Section 4.2. Section 5.2 presents the results of crack propagation in a poled ferroelectric single crystal where the crack interacts with domain switching. The results of each section are discussed in detail.

5.1 Propagating cracks in piezoelectrics

To investigate the effects of the different crack-face conditions on the crack propagation, a set of simulations is performed following Algorithm 1. A four-point bending setup is considered. Fig. 3 presents the dimensions of the specimen along with the boundary conditions and the pre-crack. Plane strain conditions and the material properties of PZT-PIC 151 poled along the $x_2$-axis (normal to the pre-crack) are assumed (see Appendix B for the material parameters). The value of $a$ is the length of the region with $\nu=0$ (i.e. the crack length). The pre-crack with a length of $a=0.5$ mm is introduced in the model using the profile in Eq. (2). The model is discretized with a fine mesh, with the smallest element size of $h=10^{-4}$ mm in the vicinity of the pre-crack. An adaptive mesh refinement algorithm is employed to generate the mesh. A typical mesh is presented in Fig. 4. The regularization parameter $\kappa$ is selected as four times the smallest element size, i.e. $\kappa = 4 \times 10^{-4}$ mm, and the residual stiffness is set to $\eta = 10^{-6}$. The inverse mobility of the fracture evolution is set to $\mu_r = 0.1$ Ns/m$^2$. The point load $P$ is applied incrementally using the load function $P(t)=At$ with a rate of $A=100$ N/s and a time-step of $\Delta t = 10^{-3}$ s. A total number of $2.6 \times 10^4$ time steps are performed for each simulation. The crack initiates and becomes unstable when the load reaches $P=14$ KN, at time $t=140$ s. From this time on, the point load is fixed and the crack length relative to the initial length ($\Delta a$) is recorded at regular intervals, see Fig. 5 for the different crack-face conditions. The finite mobility of the $\nu$ field allows us to follow a slow crack propagation in this period. During the crack propagation, external electric fields $E = \pm 1$ MV/m (see Fig. 3 for the sign convention) are applied from time $t=190$ s. It is apparent that the impermeable crack is completely arrested by the application of both the positive and negative electrical
load while the permeable crack remains unaffected by it. The crack growth rate for the EC conditions lies between that of the permeable and impermeable conditions. While the permeable and impermeable crack models show no sensitivity to the sign of the applied electric field, the air-filled EC crack is less retarded under the negative applied electric field than under the positive one. These observations, and in particular the asymmetric response of the EC crack model with respect to the sign of the applied electric field, are also apparent from the converged results of energy release rate in Fig. C1.

In the previous simulations for EC crack conditions, the crack is assumed to be filled with air with a relative permittivity of 1. To investigate the effect of the crack-gap filling fluid, analogous simulations have been carried out considering other dielectric fluids such as silicon oil and water with relative dielectric permittivities of 2.5 and 80, respectively. Fig. 6 presents the results of the crack growth. Due to the high dielectric permittivity of water, the water-filled EC crack shows a qualitatively similar behavior to a permeable crack, i.e. it remains unaffected by the application of the external electric field. The effect of the electrical load on the crack growth is more pronounced in silicon-oil and air-filled cracks due to the lower permittivities of these media. However, if the constraint of electrical breakdown is applied as discussed in Section 4.2, the crack growth becomes less affected by the electrical load. This is apparent from the graph of air-filled crack with a dielectric strength of \( E_d = 500 \text{ MV/m} \). By decreasing the value of dielectric strength to \( E_d = 1 \text{ MV/m} \), of the order of the experimentally
measured value for air (Tipler, 1987), the crack behavior approaches that of a permeable crack. Interestingly, experiments also confirm that the effective permittivity inside the air-filled crack is much higher than that of air and the effect of applied electric fields in retarding crack growth decreases significantly with increasing the permittivity of the crack interior (Schneider et al., 2003; Engert et al., 2011).

5.2. Propagating cracks in ferroelectrics

For the simulations of crack propagation in ferroelectric materials, we consider a rectangular domain with the loading, the boundary conditions and the pre-crack presented in Fig. 7. For convenience, dimensionless variables are selected, see Appendix A. The material parameters are chosen to fit the behavior of single crystals of barium titanate (BaTiO₃). The domain is discretized such that smaller elements are located near the pre-crack. A fine mesh with $h=0.1$ and $\kappa=0.4$ is selected. The upper and bottom surfaces are subjected to a uniform normalized tensile stress $\sigma_{22}^{\star}=0.7$. The initial polarization $p_0$ is aligned with the $x_2$-axis, perpendicular to the pre-crack. We set $\phi$ to zero in the upper and lower boundaries ($E=0$), and

![Fig. 6. Crack growth ($\Delta a$) as a function of time in the piezoelectric material for EC crack-face conditions. The graphs correspond to water, silicon oil and air-filled crack gaps, without the electrical breakdown constraint. Two additional graphs are shown for the air-filled crack with the electrical breakdown constraint corresponding to two different values of the dielectric strength $E_d$. An external electric field $E=1$ MV/m is applied from time $t=190$ s.](image)

![Fig. 7. A schematic of the ferroelectric computational model. The initial polarization $p_0$ is along the $x_2$-axis, perpendicular to the pre-crack. The upper and bottom surfaces are subjected to a uniform tensile stress of mode I and an electric field is applied parallel to the initial polarization. An applied positive electric field is oriented in the direction of the initial polarization. The normalized dimensions of the domain are $200 \times 200$ and the normalized length of the pre-crack is $a=80$.](image)
traction free, open circuited ($\mathbf{D} \cdot \mathbf{n} = 0$) conditions on the lateral faces. We consider free-polarization conditions in all the boundary of the rectangular domain. The inverse mobility of the polarization evolution is also set to $\mu_p = 5 \times 10^{-2}$.

First, as mentioned also in the verification simulations in Appendix C, the initial polarization should be relaxed around the fixed pre-crack. This is done by fixing the field $\nu$ and executing Algorithm 1 without solving Eq. (36). The relaxation of the initial polarization $p_0$ requires $5 \times 10^3$ time steps of normalized length $\Delta t = 10^{-2}$. This time-step has been checked to provide converged and accurate solutions for the time integration of the gradient flow in Eq. (10).

After this initial relaxation, the simulations proceed solving for the fracture evolution, Eq. (36), as well. During these time steps, the crack propagation interacts with the ferroelectric domains. The same normalized time step is also considered for the time integration of Eq. (36). The threshold to detect the irreversibly fractured regions is set to $\gamma = 2 \times 10^{-2}$ and the inverse mobility of the fracture evolution to $\mu_v = 5$. The free-polarization models, summarized in Table E3, are considered for

![Fig. 8](image_url)

**Fig. 8.** Distribution of the polarization field in the ferroelectric sample under just mechanical loading (no applied electric field) for the different crack face conditions (a) permeable, (b) air-filled EC and (c) impermeable. These snapshots correspond to crack initiation instants. The left and right columns show the $x_1$ and $x_2$ components of polarization, respectively. Domain orientations are indicated with arrows. The nodes with $\nu = 0$ are plotted in white to show the crack position.
the simulations. Fig. 8 presents snapshots of the ferroelectric domain formation around the cracks for the different crack-face conditions under mechanical load, namely: (a) traction-free, electrically permeable (permeable in short), (b) air-filled energetically consistent (EC), and (c) traction-free, electrically impermeable (impermeable in short). These snapshots are taken at the instant when the cracks propagation initiates. Permeable cracks have the weakest influence on the polarization fields as shown in Fig. 8(a). The polarization intensity increases near the crack tip due to the concentration of stresses, but only a weak ferroelastic switching forming wing-shaped domains is apparent in Fig. 8(a, left), and more clearly in Fig. 9. Since the stresses are applied parallel to the polarization direction, the mechanical load cannot cause any additional switching and 90° ferroelastic domain switching becomes unfavorable. The prominent effect arising from the permeable conditions is the elongation of the material in front of the crack tip perpendicularly to the crack. On the other hand, air-filled EC and impermeable cracks have a significant influence on the polarization fields as shown in Fig. 8(b) and (c), respectively. Both crack conditions force the polarization to rotate 90° and to form two triangular horizontally polarized domains around the fracture zone. This switching is weaker for EC cracks, especially near the crack tip where the permittivity of the crack gap allows for a small penetration of the polarization. Due to this effect, the \( x_2 \) component of the polarization in front of the crack tip is larger for EC conditions with respect to impermeable conditions. Despite this small difference, the overall behavior of the air-filled EC cracks (without the electrical breakdown constraint) is quite similar to the impermeable one under just mechanical loading (recall that no external electric field is applied here). According to the results in Section 5.1 (see Fig. 5), one can expect the behavior of the air-filled EC crack to deviate from that of the impermeable crack under a positive (in the direction of the initial polarization) or negative (opposite to the initial polarization) electric field.

To investigate this point we have also performed simulations under both mechanical and electrical loads. A nominal electric field \( E = -V/L \) is induced in the sample by setting the value of \( V, L \) being the height of the model. The application of positive electric fields for all the crack-face conditions leads to the increase of the polarization in the vertical \( x_2 \) direction in front of the crack tip. A snapshot of domain formation around the air-filled EC crack under the normalized electric field \( E = 10^{-2} \) is presented in Fig. 10(a) at the crack initiation instant. Another effect of the positive fields is the shrinkage of 90° domains with a decrease in the magnitude of the \( x_1 \) component of the polarization around the fracture zone for EC and impermeable conditions. In contrast, negative electric fields of magnitudes below the normalized coercive field \( E_c = -8 \times 10^{-3} \) decrease the intensity of the vertical polarization and enlarge the 90° domains. Fig. 10(b) shows the domain formation for the air-filled EC crack under the normalized electric field \( E = -5 \times 10^{-3} \) at the crack initiation instant. The negative field induces a 180° domain switching with a reversed polarization in front of the crack. A similar switching is also observed for impermeable conditions (not shown). Above the magnitude of the normalized coercive field, the polarization reverses in the whole domain for permeable conditions. In contrast, due to the presence of the crack gap, polarization reversal occurs only in an area in front of the air-filled EC and impermeable cracks. This polarization reversal is shown in Fig. 10(c) for the air-filled EC crack under a normalized electric field \( E = -10^{-2} \) at the crack initiation instant.

Analogous simulations are performed considering the zero-polarization crack models. Fig. 11 presents the distribution of the polarization magnitude for the zero- and free-polarization crack models under just mechanical loading and considering the impermeable conditions. The zero-polarization model shows a similar domain formation to that of the free-polarization model. This similarity is also observed in the simulations of the permeable and air-filled EC crack conditions and under different electromechanical loads (not shown for the sake of brevity). The main difference is that the polarization components tend to zero when approaching the fractured zone in the zero-polarization crack models, cf. Fig. 11(a) and (b). In the light of these results, it can be concluded that the electrical crack-face conditions have a significantly stronger effect on the ferroelectric domain structures around the cracks than the polarization conditions.

Finally, the effect of domain switching in the vicinity of the crack on the crack propagation is evaluated by recording the crack growth \( \Delta a \) after 500 time steps at time \( t' = 5 \). Note that the applied stress \( \sigma_{22}' = 0.7 \) supplies enough energy for the

![Fig. 9. Distribution of the horizontal polarization \( p_1 \) around the permeable crack in the ferroelectric sample (detailed view of Fig. 8(a, left)). The nodes with \( p = 0 \) are plotted in white to show the crack position.](image)
crack initiation followed by an unstable crack propagation in all the simulations. The results are presented in Fig. 12 for the different crack-face conditions and under various applied electric fields. It is obvious that the crack growth increases with the application of the negative normalized electric field $E = -0.1$ for all the crack conditions. This weakening effect is more pronounced for the EC crack model. The polarization reversal under the negative normalized electric field $E = -0.1$ (above the coercive field in magnitude) decreases the crack growth significantly and shows a similar toughening effect to that of the positive applied electric fields. Similarly to piezoelectric materials, the strongest retarding effect on the crack propagation is observed for the impermeable conditions. According to Fig. 12, the impermeable crack is almost arrested under the normalized electric field $E = 10^{-2}$.

All the above simulations have also been carried out with the constraint of electrical breakdown and considering different dielectric fluids filling the crack gap (water and silicon-oil), not shown. As expected, and analogously to the results reported in Section 5.1 for piezoelectric materials, the behavior of the EC model approaches that of the permeable...
one as the permittivity of the crack-gap filling medium increases and the value of the electric field inside the crack gap is limited to the dielectric strength. Furthermore, the simulations of the zero-polarization models (not shown) result in the similar weakening and toughening effects of the electrical loads as in the free-polarization models.

It is noteworthy that the experimental results by Ricoeur and Kuna (2003) show a retarding effect of a positive electric field on the crack propagation in BaTiO$_3$. This retarding effect is also observed in other experiments in PZT (Wang and Singh, 1997; Shindo et al., 2002) and PMN-PT (Jiang et al., 2009). The weakening effect associated with the application of negative electric fields has also been reported in experiment (Wang and Singh, 1997; Shindo et al., 2002; Fu and Zhang, 2000; Jiang et al., 2009). The polarization reversal effect of an applied electrical load above the coercive field has been reported by Ricoeur and Kuna (2003). All of these observations are in agreement with our simulation results presented above.

A number of phase-field simulations have been performed near stationary sharp cracks, showing similar effects of the electrical loading on the fracture behavior and similar domain patterns as those in Fig. 8(c) around impermeable cracks in ferroelectric single crystals (Song et al., 2007; Xu et al., 2010b; Wang and Kamlah, 2010). The results reported by Li and Landis (2011) indicate positive energy release rates for a sharp crack with a modified form of impermeable boundary conditions under purely electrical loading, which is in agreement with the weakening effect of negative electric fields observed in our simulations. However, we have found a disagreement with the results of Wang and Zhang (2007). For permeable conditions, this paper reports that a positive electric field reduces the apparent fracture toughness, while a negative electric field enhances it. Although they presented a similar wing-shaped domains of Fig. 9, their simulation results show the movement of these domains away from the crack tip, while in our simulations the wing-shaped pattern follows the crack tip.
6. Conclusions

This paper presents a family of phase-field models of fracture in piezoelectric and ferroelectric materials. These models are based on a variational formulation of brittle fracture coupled with the linear theory of piezoelectricity and a phase-field model of ferroelectric domain evolution, respectively. Different electromechanical crack conditions (defined as crack-face boundary conditions in sharp-crack models) are encoded into the phase-field framework, namely (1) traction-free, electrically permeable (permeable in short), (2) traction-free, electrically impermeable (impermeable in short), and (3) energetically consistent (EC), with or without the electrical breakdown constraint, and with different crack-gap filling media. A set of simulations is performed to verify the proposed phase-field models against the corresponding sharp-crack models. The results provide numerical evidence that for small enough values of the regularization parameter $\kappa$, the proposed models recover the solutions of the sharp-crack models near the edges of the diffuse cracks. We have also conducted simulations to examine the effects of the different crack-face conditions, electromechanical loadings and crack-gap filling media on the crack propagation and the microstructure evolution of the material. The main results are outlined as follows:

1. The strongest retarding effect on the crack propagation under electrical loads is observed for impermeable crack conditions. Furthermore, the crack growth rate for the EC conditions lies between that of the permeable and impermeable conditions.
2. The behavior of the EC model approaches that of the permeable one as the permittivity of the crack-gap filling medium increases and the value of the electric field inside the crack gap is limited to the dielectric strength. In particular:
   - A water-filled crack shows a similar behavior to a permeable crack due to the high dielectric permittivity of water. The effect of electrical loads on the crack growth is more pronounced in silicon-oil and air-filled cracks due to the lower permittivities of these media.
   - An air-filled EC crack under the constraint of electrical breakdown behaves similar to a permeable crack, which is in agreement with experimental observations (Schneider et al., 2003; Engert et al., 2011).
3. Impermeable and air-filled EC conditions without the constraint of electrical breakdown have a significant influence on the polarization fields around the cracks in ferroelectrics. Both crack conditions force the polarization to rotate $90^\circ$ and to form two triangular horizontally polarized domains around the fracture zone.
4. The electromechanical crack-face conditions have a significantly stronger effect on the ferroelectric domain structures around the cracks than the polarization crack-face conditions.
5. A negative electric field below the coercive field perpendicular to the crack enhances the crack propagation in ferroelectrics, while a positive electric field retards it, for all crack conditions. The magnitude of the enhancement effect depends on the crack conditions, being stronger for EC cracks. Experimental results show a qualitatively similar effect of electrical loads on the crack propagation in poled ferroelectrics (Ricoeur and Kuna, 2003; Wang and Singh, 1997; Shindo et al., 2002; Jiang et al., 2009).
6. A negative electric field above the coercive field perpendicular to the crack retards the crack propagation in ferroelectrics for all crack conditions, due to the polarization reversal in front of the crack, as has also been observed in experiment (Ricoeur and Kuna, 2003). The magnitude of the retarding effect depends on the crack conditions, being stronger for impermeable cracks.

The results reported here show the ability of our phase-field approach to elucidate the fracture behavior of ferroelectric ceramics, strongly dependent upon the specific crack conditions. However, we also suggest that more work is needed to produce predictive simulations of such complex phenomena. In particular, we have provided numerical evidence that the phase-field solutions converge to those of the corresponding sharp-crack models for small enough values of the fracture regularization parameter and the mesh size. However, a rigorous mathematical analysis would be desirable to prove this convergence. Also, the intrinsic anisotropy of the crystal, i.e. the different surface energy in different cleavage planes, is bound to have an effect on the fracture response as well. Another important issue is the quantification and relative magnitude of the parameters $\mu_p$ and $\mu_t$, which can have an important effect on the resulting response. Finally, three dimensional simulations and an extension to polycrystalline materials along the lines of Abdollahi and Arias (2012) are necessary. All these topics are the subject of current work.
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Appendix A. Energy functions and material constants for BaTiO$_3$

The energy functions in Eq. (4) are chosen following (Devonshire, 1949, 1951), adapted to a plane polarization and plane strain state (Zhang and Bhattacharya, 2005). The stiffness tensor $C$ and the eigenstrain $\varepsilon$, can be written in Voigt
form as

\[
C = \begin{pmatrix}
  c_1 & c_2 & 0 \\
  c_2 & c_1 & 0 \\
  0 & 0 & c_3 \\
\end{pmatrix},
\]

(A.1)

\[
e_i(p) = \begin{pmatrix}
  ap^2 - bp^2 \\
  bp^2 - ap^2 \\
  cp_i p_2 \\
\end{pmatrix},
\]

(A.2)

with

\[
a = \frac{b_1 c_1 - b_2 c_2}{2(c_1^2 - c_2^2)},
\]

(A.3)

\[
b = \frac{b_2 c_1 - b_1 c_2}{2(c_1^2 - c_2^2)},
\]

(A.4)

\[
c = \frac{b_3}{c_3},
\]

(A.5)

where \(c_i\) and \(b_i\) \((i = 1, 2, 3)\) are the elastic and electromechanical coupling constants, respectively. The energy functions \(U\) and \(\chi\) are stated as:

\[
U(\nabla p) = \frac{a_0}{2} (p_{1,1}^2 + p_{1,2}^2 + p_{2,1}^2 + p_{2,2}^2),
\]

(A.6)

\[
\chi(p) = \frac{a_1}{2} (p_1^2 + p_2^2) + \frac{a_2}{4} (p_1^2 + p_2^2) + \frac{a_3}{2} (p_1^2 p_2^2) + \frac{a_4}{6} (p_1^2 + p_2^2) + \frac{a_5}{4} (p_1^2 + p_2^2),
\]

(A.7)

where \(a_0\) is the scaling parameter of the domain wall energy and \(a_i\) \((i = 1, \ldots, 5)\) are the constants of the phase separation potential \(\chi\). This potential includes only an eight-order term as proposed by Zhang and Bhattacharya (2005) and it can be improved by adding other high order terms to reproduce the dielectric behavior of barium titanate single crystals in a more accurate way (Li et al., 2005; Wang et al., 2007). Nevertheless, note that the role of the eighth order cross-term \(p_1^2 p_2^2\) is the most important among all high order terms for the phase-field modeling of ferroelectric domains in the tetragonal phase. In fact, this term provides a reasonable energy barrier for 90° domain switching, while allowing the other terms to fit the dielectric behavior of the material (Zhang and Bhattacharya, 2005). Furthermore, to simplify the model and the numerical solution, it is assumed that the elastic properties of the material have at most the cubic symmetry of the paraelectric phase. However, an accurate fit to the elastic properties of the tetragonal phases can be obtained by adding sixth order coupling terms to the phase-field formulation, which results in different elastic properties of the domain walls (Su and Landis, 2007).

For convenience, dimensionless variables are selected through the following normalizations: \(x = x_0 \sqrt{c_0 / a_0 / p_0}\), \(p_i = p_i / p_0\), \(t' = t c_0 / \mu p_0^2\), \(\varepsilon = \varepsilon_0 / c_0 / p_0^2\), \(\phi' = \phi / \sqrt{a_0 c_0}\), \(\alpha_1 = a_1 p_0^2 / c_0\), \(\alpha_2 = a_2 p_0^2 / c_0\), \(\alpha_3 = a_3 p_0^2 / c_0\), \(\alpha_4 = a_4 p_0^2 / c_0\), \(\alpha_5 = a_5 p_0^2 / c_0\), \(\beta_i = b_i p_0 / c_0\), and \(c_i = c_i / c_0\), where \(i = 1, 2, 3\). The equations with normalized variables are the same as the original ones. The constants are chosen to fit the behavior of single crystals of barium titanate (BaTiO₃) at room temperature, taking \(c_0 = 1\) GPa, a value for the spontaneous polarization of \(p_0 = 0.26\) C m⁻², the relative spontaneous strains \(\varepsilon_0 = -0.44\%\) along \(\alpha\)-axis and \(\varepsilon_\parallel = 0.65\%\) along \(c\)-axis (Zhang and Bhattacharya, 2005; Wang et al., 2007). The domain wall scaling parameter is set to \(a_0 = 3.7 \times 10^{-9}\) V m⁻¹ C⁻¹, which leads to the value of 0.5 nm for the normalized unit length \(\Delta x = 1\). By setting the normalized scaling parameter of the domain wall energy to \(a_i = 0.1\), the normalized width of domain walls is obtained between 4 and 6 in the simulations, corresponding to 2–3 nm, in the order of experimentally measured values in tetragonal ferroelectric ceramics (Stemmer et al., 1995; Floquet et al., 1997). The intrinsic fracture toughness of BaTiO₃ is taken as \(K_i = 0.49\) MPa m¹/₂ from experimental measurements on an annealed sample (Meschke et al., 2000). Considering Young’s modulus and Poisson’s ratio for BaTiO₃ as \(E = 100\) GPa and \(v = 0.37\) respectively, consistent with the elastic constants \(c_i\) \((i = 1, 2, 3)\), the value of the critical energy release rate in plane strain is obtained as \(G_c = (1 - v^2)K_i^2 / E = 2\) J m⁻². The value of normalized critical energy release rate is then calculated as \(G_c = G_c \sqrt{1 / a_0 c_0 / p_0} = 4\). The normalized parameters are presented in Table A1. With the selected parameters, the normalized Landau–Devonshire energy furnishes a multi-well energy landscape with four minima corresponding to the four variants of the tetragonal phase with normalized polarization \(p' = (1,0),(0,1),(-1,0)\) and \((0,-1)\).
Appendix B. Constitutive matrices for PZT-PIC 151

The constitutive matrices for PZT-PIC 151 can be written in Voigt form for the global coordinate system as

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23}
\end{bmatrix}
= 
\begin{bmatrix}
c_{11} & c_{12} & 0 & 0 & 0 \\
c_{12} & c_{13} & 0 & 0 & 0 \\
c_{13} & c_{11} & 0 & 0 & 0 \\
0 & 0 & c_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{c_{11}-c_{12}}{2}
\end{bmatrix}
\begin{bmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
\epsilon_{33} \\
\gamma_{23} \\
\gamma_{12}
\end{bmatrix},
\]

\[
\begin{bmatrix}
D_1 \\
D_2 \\
D_3
\end{bmatrix}
= 
\begin{bmatrix}
0 & 0 & 0 & 0 & \epsilon_{15} \\
\epsilon_{31} & \epsilon_{33} & \epsilon_{31} & 0 & 0 \\
0 & 0 & \epsilon_{15} & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
\epsilon_{33} \\
\gamma_{23} \\
\gamma_{12}
\end{bmatrix} + 
\begin{bmatrix}
\kappa_{11} & 0 & 0 \\
0 & \kappa_{33} & 0 \\
0 & 0 & \kappa_{11}
\end{bmatrix}
\begin{bmatrix}
E_1 \\
E_2 \\
E_3
\end{bmatrix}.
\]

The material is transversely isotropic with the positive \(x_2\)-axis as the poling direction and the \(x_1-x_3\) plane as the isotropic plane. The material data are (Heyer et al., 1998; Li et al., 2008)

- \(c_{11} = 110 \times 10^9 \text{ N/m}^2\), \(c_{13} = 64 \times 10^9 \text{ N/m}^2\), \(c_{12} = 63 \times 10^9 \text{ N/m}^2\),
- \(c_{33} = 100 \times 10^9 \text{ N/m}^2\), \(c_{44} = 20 \times 10^9 \text{ N/m}^2\),
- \(\epsilon_{11} = -9.6 \text{ C/m}^2\), \(\epsilon_{33} = 15.1 \text{ C/m}^2\), \(\epsilon_{15} = 12 \text{ C/m}^2\),
- \(\kappa_{11} = 98.24 \times 10^{-10} \text{ C/Vm}\), \(\kappa_{33} = 75.3 \times 10^{-10} \text{ C/Vm}\).

The fracture toughness, Young’s moduli, and Poisson’s ratio for PZT-PIC 151 are selected as \(K_c = 1 \text{ MPa}\sqrt{\text{m}}\), \(E = 67 \text{ GPa}\) and \(\nu = 0.36\) (consistent with the elastic constants in \(C\)), respectively, leading to the critical energy release rate in plane strain \(G_c = (1-\nu^2)K_c^2/E = 13 \text{ J/m}^2\).

Appendix C. Verification

In this appendix, we present a set of numerical simulations aimed at verifying different aspects of the proposed models. In all cases stationary cracks are considered for simplicity. We first study the convergence of the energy-release rate as computed with the phase-field models proposed in Section 4 for piezoelectrics. We next present numerical evidence that the phase-field solutions, both for piezoelectrics and ferroelectrics, satisfy the corresponding crack-face conditions in a diffuse sense, i.e. in the limit of vanishingly small regularization parameter \(\kappa\), and converge to the solutions of the corresponding sharp-crack model as the mesh size \(h\) and \(\kappa\) tend to zero in a concerted manner. For the EC model, we show that the proposed electrical enthalpy of the fracture zone converges to the enthalpy of the crack gap in the corresponding sharp-crack model.

C.1. Phase-field models for fracture in piezoelectrics

As a first verification test, we compare the energy release rates in a piezoelectric specimen computed with the electromechanical enthalpies proposed in Sections 4.1 and 4.2 to those obtained with the corresponding sharp-crack model by Li et al. (2008). The energy-release rate is defined as the reduction in the potential energy of the cracked body per unit increase in the crack area (Anderson, 1991). Then the energy-release rate is obtained as

\[
G = \frac{H(a) - H(a + \Delta a)}{\Delta a},
\]
where $H$ is given in Eq. (3), $\Delta a$ is the change in crack area $a$ (crack length in two dimensions) and the same electromechanical load is considered to compute $H(a)$ and $H(a + \Delta a)$. The four-point bending specimen in Fig. 3 with the material properties of PZT-PIC 151, poled along the $x_2$-axis, is considered (see Appendix B for the material parameters). We assume the free space as the crack-gap filling medium with $e_0 = 8.854 \times 10^{-12}$ F/m. The energy-release rate is obtained as a function of the applied electric field considering the different crack-face conditions and two cracked test specimens with $a=0.8$ mm and $0.85$ mm, respectively ($\Delta a = 0.05$ mm). The value of $a$ is the length of the region with $v=0$ (i.e. the crack length). The pre-cracks are introduced in the model using the profile in Eq. (2). The model is discretized with two different meshes, termed coarse and fine, with the smallest element size of $h = 10^{-2}$ mm and $h = 10^{-4}$ mm in the vicinity of the pre-crack, respectively. An adaptive mesh refinement algorithm is employed to generate the meshes. A typical mesh for $a=0.8$ mm is presented in Fig. 4. The regularization parameter $\kappa$ is selected as four times the smallest element size and the residual stiffness is set to $\eta = 10^{-6}$. A load $P=2000$ N is considered and different electrical loads are applied in the $x_2$ direction. The mechanical displacements and electric potentials are obtained for the two cracked bodies using the weak form in Eq. (9) considering the stresses and electric displacements given for the different crack-face conditions in Table E2. The value of the total electromechanical enthalpy for each case is calculated from Eq. (3) using the corresponding enthalpy density and then the energy release rates are obtained from Eq. (C.1).

Fig. C1 presents the energy-release rates for the different crack-face conditions as a function of the applied electric field for the two mesh sizes. For the permeable crack, contrary to one’s intuition, the energy release rate computed for the coarse mesh decreases as the magnitude of the applied electric field increases. This is due to the discontinuity in the electric displacement introduced through the coupling term $\mathbf{e} \cdot \varepsilon$ as pointed out in Section 4.1.3, cf. Eq. (15). This situation is readily corrected by refining the mesh and reducing $\kappa$ simultaneously. Indeed, for the resolved (fine) mesh it is interesting to observe that the energy release rate is insensitive to the magnitude of the applied electric field, in agreement with the results of the sharp-crack model obtained by Li et al. (2008). Thus, this result provides numerical evidence that, if the regularization parameter $\kappa$ tends to zero, the effect of the jump in the electric displacement disappears and the permeable conditions are satisfied with high accuracy. In contrast, the impermeable conditions lead to a significant decrease of the energy release rate with increasing applied electric field, resulting in a strong retarding effect on the crack propagation for high applied electric fields. The behavior of the EC model is similar to that of the impermeable model, with two main differences: (1) the retarding effect on the crack propagation is less significant, and (2) the behavior is asymmetric under positive (along the poling direction) and negative (opposite to the poling direction) applied electric fields, the retarding effect being weaker under negative applied electric fields. The converged results of the phase-field models corresponding to the different crack-face conditions for the fine mesh are in qualitative agreement with the results of the corresponding sharp-crack model obtained by Li et al. (2008). A quantitative comparison has not been pursued since the energy release rate was computed with an excessively large crack length increment ($\Delta a = 0.5$ mm) in Li et al. (2008). It is worth mentioning that for large applied electric fields, the energy release rate for permeable and EC cracks becomes negative, showing that there is no energetic incentive for the crack to propagate. We have discussed on a related phenomenon in the phase field in Section 4.4.

We next compare the profiles of stresses and electric displacements across the diffuse cracks for different values of the regularization parameter $\kappa$ and the mesh size $h$ with those obtained for the sharp-crack model. The goal is twofold: (1) to show that the phase-field solutions satisfy the corresponding crack-face boundary conditions, and (2) to show the convergence of the phase-field solutions to the sharp-crack solutions. Fig. C2 presents the results for the traction-free,
impermeable crack model along a cross section of the four-point bending sample in the $x_2$ direction (normal to the crack) behind the crack tip. The field $v$ is also plotted along the same section in Fig. C2(a) to indicate the cross-section of the diffuse cracks. A stationary pre-crack of length $a = 1$ mm is considered, and a point load $P = 2000$ N and no electric field ($D = 0$) are applied. For comparison purposes, the same problem is solved with the corresponding sharp-crack model by geometrically introducing a pre-crack of the same length in the computational model. It is obvious in Fig. C2 that by decreasing the value of the regularization parameter and the mesh size in a concerted manner, the transition of the field $v$ between the intact ($v = 1$) and fractured ($v = 0$) zones becomes sharper and the stresses and electric displacements recover the solutions of the sharp-crack model near the edges of the smeared crack. The $s_{22}$, $s_{12}$, and $D_2$ components in Fig. C2 vanish in the fractured zone ($v = 0$) and at the edges of the diffuse cracks to fulfill the traction-free and charge-free conditions of an impermeable crack, respectively. The other components $s_{11}$ and $D_1$, not affected by these conditions, exhibit non-zero values at the edges of the smeared cracks. Similar convergence results for the traction-free, electrically permeable crack model are omitted here for the sake of brevity.

For the EC phase-field model, a direct comparison of the stresses and electric displacements solutions of the phase-field and the sharp-crack models involves solving a complex non-linear problem for the sharp-crack model. To avoid this computation, which is not the purpose of the present paper, we verify that the proposed electrical enthalpy of the fracture zone, $H_c$ in Eq. (24), converges to the enthalpy of the crack gap in Eq. (20) in the corresponding sharp-crack model by evaluating these crack gap enthalpies on generic states, which are not equilibrium states of the EC model. Here, we chose as equivalent states for this evaluation two equilibrium states of the impermeable phase-field and sharp-crack models. We choose the impermeable
crack model, since impermeable conditions induce a high electric field within the crack gap, consequently making the electrical enthalpy prominent in this zone. Simulations are performed using the four-point bending specimen in Fig. 3 with a pre-crack of length $a=1$ mm. The applied electric field is fixed to the constant value of $E=0.7$ MV/m and the results are obtained for different applied point loads $P$. Fig. C3 presents the electrical enthalpy of the fracture zone for the diffuse crack as computed from $H_E$ in Eq. (24) for four different values of the regularization parameter $\kappa$ and the mesh size $h$, along with the enthalpy of the crack gap in the sharp-crack model as computed from Eq. (20). It is obvious in Fig. C3 that by decreasing the value of the regularization parameter $\kappa$ and mesh size $h$ in a concerted manner, the electrical enthalpy in the fracture zone converges to that of the sharp crack. The small difference between the results of the finest mesh and the sharp crack for large values of applied load is due to the components of the electric field parallel to the crack faces neglected in the sharp-crack model. Note that this result holds for the EC phase-field model of fracture in both piezoelectrics and ferroelectrics.

C.2. Phase-field models for fracture in ferroelectrics

For the phase-field models of fracture in ferroelectrics, we have conducted analogous verification tests. We have obtained similar conclusions from the comparison of the profiles of stresses and electric displacements across the diffuse crack with those computed for the sharp crack, for the case of the permeable and impermeable crack models and both for free-polarization and zero-polarization conditions. This is not surprising since the phase-field treatment of the crack face conditions is fundamentally the same for piezo- and ferroelectrics. Some of these results for impermeable, free-polarization crack conditions are presented in our recent work (Abdollahi and Arias, 2011a).

For the sake of brevity, we just present here a comparison of the polarization across stationary cracks obtained with the phase-field models for different values of the regularization parameter $\kappa$ and the mesh size $h$, and the equivalent sharp-crack models. A rectangular domain is considered with the loading, the boundary conditions and the pre-crack presented in Fig. 7 and with the material parameters of single crystals of barium titanate (BaTiO$_3$), see Appendix A. The domain is discretized such that smaller elements are located near the pre-crack. The upper and bottom surfaces are subjected to a uniform normalized tensile stress $\sigma_\tau^{(2)} = 0.7$. The electric potential $\phi$ is set to zero in the upper and lower boundaries ($E=0$). Traction free and open circuited ($\mathbf{D} \cdot \mathbf{n} = 0$) conditions are considered on the lateral faces. We also consider free-polarization conditions in all the boundary of the rectangular domain. In these simulations, the field $\psi$ is kept fixed, and Algorithm 1 is executed without solving Eq. (36). In this way, the initial polarization $\mathbf{p}_0$ is relaxed around the stationary pre-crack, which requires $5 \times 10^3$ time steps of normalized length $\Delta t' = 10^{-2}$. The regularization parameter for fracture $\kappa$ is set to four times of the smallest element near the pre-crack, the residual stiffness to $\eta = 10^{-6}$, and the inverse mobility of the polarization evolution to $\mu_p = 5 \times 10^{-2}$. We consider the free-polarization and zero-polarization crack models along with traction-free and electrically impermeable crack-face conditions. The electromechanical enthalpy density of these two models are given in Table E3. Fig. C4 presents the relaxed polarization along a cross-section of the ferroelectric sample behind the crack tip. For the free-polarization model, Fig. C4(a) and (b) shows that the components of the polarization approach with zero slope the edges of the smeared crack, in agreement with the results of the sharp-crack model. On the other hand, in the zero-polarization model, both polarization components tend to zero when approaching the crack edges, see Fig. C4(c) and (d). Furthermore, the polarization profile converges to that of the sharp-crack model as the regularization parameter $\kappa$ and the mesh size $h$ decrease. The vertical components of the polarization for both models vanish near the edges of the crack since the impermeable crack-face conditions force the polarization to be parallel to the crack.
Appendix D. Constraint of electrical breakdown

The constraint of electrical breakdown in Eq. (32) is a nonlinear inequality constraint for the optimization of the energy functional. To avoid the complexity in solving this nonlinear optimization problem, we linearize the inequality constraint as follows. The nonlinear constraint forces the electric field \( E_c \) to lie in a circle with the radius of the dielectric strength \( E_d \) presented in Fig. D1. A convenient linear approximation of this circle can be defined by the intersection of squares rotated a constant angle \( \theta \).

The first and second squares with line- and dashed-borders impose linear inequality constraints for the electric field \( E_c \), respectively as

\[
-E_d \leq A_l \leq E_d, \\
-E_d \leq B_l \leq E_d, 
\]

Fig. C4. Relaxed polarization along a cross-section of the ferroelectric sample perpendicular to the pre-crack and behind the crack tip: (a) horizontal polarization \( p_1 \), (b) vertical polarization \( p_2 \) in the free-polarization crack model and (c) \( p_1 \), (d) \( p_2 \) in the zero-polarization crack model. Results are presented for different values of the regularization parameter \( \kappa \) and of the mesh size \( h \) near the smeared crack: M1 \( (\kappa = 0.4, h = 0.1) \), M2 \( (\kappa = 4, h = 1) \). A simulation is also performed for the sharp-crack model (labeled with S) with mesh size \( h = 0.1 \) near the crack faces. The field \( v \) is plotted along the same section for each mesh to indicate the cross-section of the diffuse cracks.

Fig. D1. A schematic of the electrical breakdown constraint and its linearization. The circle with the radius of the dielectric strength \( E_d \) indicates the nonlinear constraint for the electric field \( E_c \). The highlighted gray octagon presents a linear approximation of this constraint. The origin of the coordinate system and \( E_c \) is the center of the circle.

Appendix D. Constraint of electrical breakdown

The constraint of electrical breakdown in Eq. (32) is a nonlinear inequality constraint for the optimization of the energy functional. To avoid the complexity in solving this nonlinear optimization problem, we linearize the inequality constraint as follows. The nonlinear constraint forces the electric field \( E_c \) to lie in a circle with the radius of the dielectric strength \( E_d \) presented in Fig. D1. A convenient linear approximation of this circle can be defined by the intersection of squares rotated a constant angle \( \theta \). Fig. D1 presents a schematic of this linearization by two squares with the rotation angle of \( \theta = 45^\circ \). The first and second squares with line- and dashed-borders impose linear inequality constraints for the electric field \( E_c \), respectively as

\[
-E_d \leq A_l \leq E_d, \\
-E_d \leq B_l \leq E_d, 
\]
which is an octagon highlighted in gray in Fig. D1 and it approximates the circular area imposed by the constraint of electrical breakdown in Eq. (32). It is obvious that this approximation becomes more accurate with increasing number of squares, whose intersection creates a regular high order polygon. However, this results in an increase in the size of the vector $C$ which in turn magnifies the computational cost of the optimization problem. To apply the constraint in Eq. (D.3), we use quadratic programming (Gertz and Wright, 2001, 2003). Since the constraint of electrical breakdown is an inequality constraint for the electric field, the Lagrange multipliers can be physically interpreted as additional charges in the fracture zone penalizing the excess of the electric field above the dielectric strength $E_d$. Finally, we note that the product of the vector $C$ by the jump set function $(1 - n^2)$ restricts the constraint of electrical breakdown to the fracture zone.

### Table E1

| Crack-face boundary conditions | Mathematical description |
|-------------------------------|--------------------------|
| Uncoupled Mechanical Electrical | Traction-free Permeable Impermeable |
| Coupled Electro-mechanical | Energetically consistent (EC) |

$p$: Polarization, $\sigma$: Stress, $D$: Electric displacement, $\phi$: Electric potential

$n$: Unit normal to the top $(\rightarrow)$ and bottom $(\leftarrow)$ crack faces

$E_c$ and $\sigma_c$: Electric field and stress induced in the crack gap

$\gamma_c$: Electrical enthalpy density of the crack gap

### Table E2

Electromechanical enthalpy density, stresses and electric displacements for piezoelectric materials with different electromechanical crack conditions.

**Per**

\[
\gamma = (v^2 + \eta)\left(\frac{1}{2}E \cdot C : e - e \cdot e^T \cdot E - \frac{1}{2}E \cdot KE\right),
\]

\[
\sigma = (v^2 + \eta)\left[C : e - e \cdot e^T \cdot E\right], \quad D = (v^2 + \eta)e : e + KE
\]

**Imp**

\[
\gamma^* = (v^2 + \eta)\left(\frac{1}{2}E \cdot C : e - e \cdot e^T \cdot E - \frac{1}{2}E \cdot KE\right),
\]

\[
\sigma^* = (v^2 + \eta)\left[C : e - e^T \cdot E\right], \quad D^* = (v^2 + \eta)(e : e + KE)
\]

**EC**

\[
\gamma = |\gamma^* - \frac{2}{\epsilon} (1 - v^2) E^T E^\dagger|,
\]

\[
\sigma = \sigma^* + \frac{\mu}{2} (1 - v^2) \sigma_c, \quad D = D^* + \mu (1 - v^2) F^{-1} D_c
\]

**Per**: Permeable (traction-free), **Imp**: Impermeable (traction-free), **EC**: Energetically consistent.

where $A_i$ and $B_i$ ($i = 1, 2$) are the components of the vector $E_i$ and $RE_i$, respectively, $R$ being the rotation matrix associated with the rotation angle $\theta$. Combining Eqs. (D.1) and (D.2) leads to a linear constraint as

\[
-E_d \leq C_i \leq E_d,
\]

where $C_i$ ($i = 1, \ldots, 4$) are the components of the vector $[I \quad R]^T E_i$, $I$ being the two dimensional identity matrix. In fact, the inequality constraint in Eq. (D.3) spans the intersection of the two squares which is an octagon highlighted in gray in Fig. D1 and it approximates the circular area imposed by the constraint of electrical breakdown in Eq. (32). It is obvious that this approximation becomes more accurate with increasing number of squares, whose intersection creates a regular high order polygon. However, this results in an increase in the size of the vector $C$ which in turn magnifies the computational cost of the optimization problem. To apply the constraint in Eq. (D.3), we use quadratic programming (Gertz and Wright, 2001, 2003). Since the constraint of electrical breakdown is an inequality constraint for the electric field, the Lagrange multipliers can be physically interpreted as additional charges in the fracture zone penalizing the excess of the electric field above the dielectric strength $E_d$. Finally, we note that the product of the vector $C$ by the jump set function $(1 - n^2)$ restricts the constraint of electrical breakdown to the fracture zone.
Table E3
Electromechanical enthalpy density, stresses and electric displacements for ferroelectric materials with different electromechanical crack conditions.

| Conditions       | Enthalpy Density | Stresses | Electric Displacements |
|------------------|------------------|----------|------------------------|
| Free-polarization| $\mathcal{H} = (\nu^2 + \eta_k) \left( \frac{1}{2} : \varepsilon - \varepsilon : C : \varepsilon - \varepsilon : U \right) + \chi E \cdot p - \frac{\rho_0}{2} E^2$, $\sigma = (\nu^2 + \eta_k) \left[ C : (\varepsilon - \varepsilon) \right]$, $D = p + \varepsilon_0 E$ | $\sigma^* = (\nu^2 + \eta_k) \left[ C : (\varepsilon - \varepsilon) \right]$, $D^* = (\nu^2 + \eta_k) \left( p + \varepsilon_0 E \right)$ |
| Imp              | $\mathcal{H} = (\nu^2 + \eta_k) \left( \frac{1}{2} : \varepsilon - \varepsilon : C : \varepsilon - \varepsilon : U - E \cdot p - \frac{\rho_0}{2} E^2 \right) + \chi$, $\sigma^* = (\nu^2 + \eta_k) \left[ C : (\varepsilon - \varepsilon) \right]$, $D^* = (\nu^2 + \eta_k) \left( p + \varepsilon_0 E \right)$ |
| EC               | $\mathcal{H} = \mathcal{H}^* - \frac{\rho_0}{2} (1 - \nu^2) F^{-1} E^2 j$, $\sigma = \sigma^* + \frac{1}{2} (1 - \nu^2) \sigma_c$, $D = D^* + j (1 - \nu^2) F^{-1} D_c$ |
| Zero-polarization| $\mathcal{H} = (\nu^2 + \eta_k) \left( \frac{1}{2} : \varepsilon - \varepsilon : C : \varepsilon - \varepsilon : U - E \cdot p - \frac{\rho_0}{2} E^2 \right) - (1 - \nu^2) \frac{\varepsilon - \varepsilon_0}{2} E^2$, $\sigma = (\nu^2 + \eta_k) \left[ C : (\varepsilon - \varepsilon) \right]$, $D = (\nu^2 + \eta_k) \left( p + \varepsilon_0 E + (1 - \nu^2) (\varepsilon - \varepsilon_0) E \right)$ |
| Imp              | $\mathcal{H} = (\nu^2 + \eta_k) \left( \frac{1}{2} : \varepsilon - \varepsilon : C : \varepsilon - \varepsilon : p - \frac{\rho_0}{2} E^2 \right) + U$, $\sigma^* = (\nu^2 + \eta_k) \left[ C : (\varepsilon - \varepsilon) \right]$, $D^* = (\nu^2 + \eta_k) \left( p + \varepsilon_0 E \right)$ |
| EC               | $\mathcal{H} = \mathcal{H}^* - \frac{\rho_0}{2} (1 - \nu^2) F^{-1} E^2 j$, $\sigma = \sigma^* + \frac{1}{2} (1 - \nu^2) \sigma_c$, $D = D^* + j (1 - \nu^2) F^{-1} D_c$ |

Per: Permeable (traction-free), Imp: Impermeable (traction-free), EC: Energetically consistent.

Appendix E. Electromechanical enthalpy density, stresses and electric displacements for piezoelectric and ferroelectric materials with different electromechanical crack conditions

We summarize in Table E1, the crack-face boundary conditions in electromechanical materials discussed in Sections 1 and 4. Based on these conditions, different electromechanical enthalpy density $\mathcal{H}$, stresses $\sigma$, and electric displacements $D$ are obtained and summarized for piezoelectric and ferroelectric materials in Tables E2 and E3, respectively. All the parameters are defined in Sections 2, 3, and 4. $D_c$ and $\sigma_c$ are given in Eqs. (30) and (31), respectively. $\varepsilon$ is the dielectric constant of the ferroelectric material.
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