We propose locally-symplectic neural networks LocSympNets for learning the flow of phase volume-preserving dynamics. The construction of LocSympNets stems from the theorem of the local Hamiltonian description of the divergence-free vector field and the splitting methods based on symplectic integrators. Symplectic gradient modules of the recently proposed symplecticity-preserving neural networks SympNets are used to construct invertible locally-symplectic modules, which compositions result in volume-preserving neural networks LocSympNets. To further preserve properties of the flow of a dynamical system LocSympNets are extended to symmetric locally-symplectic neural networks SymLocSympNets, such that the inverse of SymLocSympNets is equal to the feed-forward propagation of SymLocSympNets with the negative time step, which is a general property of the flow of a dynamical system. LocSympNets and SymLocSympNets are studied numerically considering learning linear and nonlinear volume-preserving dynamics. In particular, we demonstrate learning of linear traveling wave solutions to the semi-discretized advection equation, periodic trajectories of the Euler equations of the motion of a free rigid body, and quasi-periodic solutions of the charged particle motion in an electromagnetic field. LocSympNets and SymLocSympNets can learn linear and nonlinear dynamics to a high degree of accuracy even when random noise is added to the training data. In all numerical experiments, SymLocSympNets have produced smaller errors in long-time predictions compared to the LocSympNets. When learning a single trajectory of the rigid body dynamics locally-symplectic neural networks can learn both quadratic invariants of the system with absolute relative errors below 1%. In addition, SymLocSympNets produce qualitatively good long-time predictions, when the learning of the whole system from randomly sampled data is considered. LocSympNets and SymLocSympNets can produce accurate short-time predictions of quasi-periodic solutions, which is illustrated in the example of the charged particle motion in an electromagnetic field.
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1 Introduction

The study of dynamical systems is one of the most fundamental disciplines in mathematics and applied sciences. It has been well recognized that numerical methods for differential equations, which incorporate structural knowledge of the original problem, lead to qualitatively better (long-time) numerical results and have been one of the most inspiring research disciples in the past decades [1]. With emerging the fourth paradigm of scientific discovery [2], learning algorithms, such as neural networks, have gained high attention and interest from the development and application...
point of view \cite{3,4}. Data-driven methods allow, essentially, to learn and explore dynamical systems from given data alone \cite{5,6,7}. Incorporation of the prior knowledge of the dynamical system into the data-driven method results in the use of fewer training data samples. In addition to that, structure-preserving neural networks have been shown to generalize better than regular neural networks and produce qualitatively better predictions \cite{8,9,10,11}.

The dynamical system view of deep learning has recently also gained significant recognition \cite{14,15,16}. Structure-preserving, in particular, Hamiltonian dynamics-inspired neural network architectures have been put forward to improve the stability of feed-forward propagation \cite{17} and to address the problem of exploding and vanishing gradients in deep learning \cite{19,20}, where non-vanishing gradients are achieved by design while exploding gradients can be controlled through regularization or avoided for particular neural network architectures. Neural network architectures for learning dynamical systems have also been derived from structure-preserving numerical integrators \cite{13,21,22,23}. Deep learning-based integrators may provide competitive alternatives to conventional numerical integrators, e.g., by allowing the use of larger time steps \cite{24}. In addition to \cite{20}, volume preservation by neural networks has also been considered in \cite{25}, where NICE may be considered one of the most known efficient frameworks for learning continuous bijective nonlinear transformations.

In this work, the emphasis is on learning the flow of phase volume-preserving dynamics with locally-symplectic neural networks \textit{LocSympNets}. This work has been inspired by the recent work on symplecticity-preserving neural networks for learning Hamiltonian dynamics: \textit{SymNets} [9], and volume-preserving numerical methods based on the local Hamiltonian structure of the divergence-free vector fields and symplectic splitting methods [26]. The construction of the phase volume-preserving numerical methods relies on the theorem by Feng & Shang [26], which demonstrates that the right-hand side vector field of a volume-preserving dynamical system, i.e., divergence-free vector field, can be split into the sum of local Hamiltonian vector fields. Thus, compositions of symplectic numerical integrator flow maps applied to each subsystem of the Hamiltonian dynamics lead to phase volume-preserving numerical methods. In general, such numerical methods are implicit, while \textit{SymNets} neural networks are explicit maps with separable Hamiltonian structures. \textit{SymNets} are universal approximators and also can learn nonseparable Hamiltonian dynamics, as was demonstrated in [9] for the double-pendulum problem together with the proof of the universal approximation theorem.

The phase volume-preserving neural networks \textit{LocSympNets} are constructed using symplectic gradient modules of \textit{SymNets}, adapted for modeling the flow of local Hamiltonian systems of the divergence-free vector field of the dynamical system. Derived locally-symplectic modules are phase volume-preserving and, importantly, invertible, with exactly and easily computable inverse maps (modules). There is great flexibility for composing such locally-symplectic modules. For the construction of \textit{LocSympNets}, we propose module compositions resembling the volume-preserving numerical splitting methods [26].

So far, limited attention has been placed on the development of symmetric neural networks mimicking geometric properties of the exact flow of a dynamical system, such that the inverse of the flow is equal to the flow with the reversed direction of time. For example, in numerical integration symmetric methods are obtained from the Lie-Trotter or Strang splitting of exact or numerical flow maps [1]. Since locally-symplectic modules have efficiently computable inverse maps, with the same amount of work as the module computation itself, in this work, we also propose symmetric locally-symplectic neural networks \textit{SymLocSympNets}. \textit{SymLocSympNets} are directly constructed from \textit{LocSympNets}, where we form a composition of \textit{LocSympNets} with its adjoint map, which shares the same weight and bias values.

Performance of the proposed neural networks \textit{LocSympNets} and \textit{SymLocSympNets} is demonstrated and compared with the volume-preserving neural networks \textit{VPNNs}, which consist of invertible modules adopted from NICE [25] and was proposed in [10], considering examples of phase volume-preserving linear and nonlinear dynamics, in particular, the semi-discretized advection equation, the Euler equations of the motion of a free rigid body and the motion of the charged particle in an electromagnetic potential. In this work, a large emphasis is placed on learning the dynamics of the motion of a free rigid body, which is constrained to the unit sphere. A such (quadratic) constraint is not explicitly built into the neural networks \textit{LocSympNets}, \textit{SymLocSympNets}, and \textit{VPNNs} but learned during the training from provided data.

For the rigid body dynamics, we consider three numerical experiments with the following learning objectives, i.e., to learn a single periodic trajectory, recover stable predictions in learning with noisy data, and demonstrate learning of the whole rigid body dynamics from randomly sampled training data points on the unit sphere. Obtained results demonstrate that the best long-time predictions are obtained with the symmetric phase volume-preserving neural networks \textit{SymLocSympNets}, even when trained with noisy data. The example of learning linear systems may be viewed in its entirety as an academic example providing an alternative view for the multivariate linear regression in linear algorithms, where the time step is an additional input data. The concluding numerical experiment, concerning learning the motion of the charged particle in an electromagnetic potential, addresses the questions of learning...
quasi-periodic solutions in higher dimensions with the proposed locally-symplectic neural networks LocSympNets and SymLocSympNets.

The manuscript is organized as follows. In Section 2 we describe phase volume-preserving dynamics and discuss the main properties of the Hamiltonian systems. The local Hamiltonian description of the phase volume-preserving dynamics is shown, and the definition of a symmetric map is also provided. Locally-symplectic neural networks LocSympNets and SymLocSympNets are presented in Section 3 with VPNNs being described at the end of this section. The training set-up of neural networks is explained at the beginning of Section 4. The remaining of Section 4 contains numerical results of learning linear and nonlinear phase volume-preserving dynamics. Discussion and conclusions are provided in Section 5.

2 Volume-preserving dynamics

In this work, we are concerned with learning dynamical systems

\[
\frac{dy}{dt} = f(y), \tag{1}
\]

where \( y : [0, +\infty) \rightarrow \mathbb{R}^n \) is the time-dependent function in \( n \)-dimensional phase space \( \Omega \subset \mathbb{R}^n \). With \( \frac{dy}{dt} \) we denote ordinary derivative with respect to time variable \( t \geq 0 \). The dynamical system (1) is said to be phase volume-preserving if

\[
\nabla \cdot f(y) = 0, \tag{2}
\]

where \( \nabla \) denotes the gradient operator, while \( \nabla \cdot \) denotes the divergence of the vector field \( f(y) \). Examples of volume-preserving dynamical systems include all linear autonomous systems of differential equations with \( \text{Tr}(A) = 0 \), where \( A \) is the system’s matrix, see [31], canonical Hamiltonian dynamics [5], the Euler equations for the motion of a free rigid body [36] [127], and the motion of the charged particle in an electromagnetic potential [40] [10] [28].

A special case of (1), when the system is of even dimension \( n = 2d \), is the canonical Hamiltonian dynamics

\[
\begin{align*}
\frac{dq}{dt} &= \nabla_p H(q, p), \\
\frac{dp}{dt} &= -\nabla_q H(q, p),
\end{align*} \tag{3}
\]

where \( q, p : [0, +\infty) \rightarrow \mathbb{R}^d \) are time-dependent functions, commonly describing position and momentum, respectively, in \( 2d \)-dimensional phase space \( \Omega_H \subset \mathbb{R}^{2d} \). The Hamiltonian dynamics (3) can also be written in the general form:

\[
\frac{dz}{dt} = J\nabla_z H(z), \quad J = -J^T, \tag{4}
\]

where \( z = (q, p)^T \in \mathbb{R}^{2d} \) and \( J \) is a skew-symmetric matrix. In the case of the canonical Hamiltonian dynamics (3) the matrix \( J \) is nonsingular with inverse \( J^{-1} = -J \) and is in the following form:

\[
J = \begin{pmatrix} 0 & I_d \\ -I_d & 0 \end{pmatrix}, \tag{5}
\]

where \( I_d \in \mathbb{R}^{d \times d} \) is the \( d \)-dimensional identity matrix. The Hamiltonian \( H \) is the first integral of the systems (3) and (4), or simply a conserved quantity, i.e., \( \frac{dH}{dt} = 0 \). A special case of \( H \) is a separable Hamiltonian

\[
H(q, p) = K(p) + U(q), \tag{6}
\]

where \( K \) and \( U \) are commonly the kinetic and potential energies, respectively. It is easy to verify that the right-hand side vector fields of (3) and (4) are divergence-free [5].

2.1 Symplecticity of Hamiltonian dynamics

The Hamiltonian dynamics (3), i.e., (4) with (5), is also known to be symplectic [27]. To define symplecticity we introduce the flow \( \phi_t : \Omega_H \rightarrow \mathbb{R}^{2d} \) of the Hamiltonian system, which advances the solution at time \( t \), i.e., for any given initial condition \( (q(0), p(0))^T \in \Omega_H \), \( \phi_t(q(0), p(0)) = (q(t), p(t))^T \), where \( (q(t), p(t))^T \) is the solution of the Hamiltonian system (3). The flow \( \phi_t \) exists as long as the solution exists to the system of differential equations. It is easy to check that the flow is continuous function of \( t \) and \( \phi_0 \) is the identity map, i.e., \( \phi_0(q_0, p_0) = (q_0, p_0)^T \) for all \( (q_0, p_0)^T \in \Omega_H \). Since the Hamiltonian system (3) is invariant to a translation of time, then \( \phi_t \circ \phi_s = \phi_{t+s} \) for all
s, t, t + s ≥ 0 as long the solution exists, where o denotes function composition. In addition, if the solution exists for all \( t \in \mathbb{R} \), then \( \phi_t \circ \phi_{-t} = \phi_0 \). Hence, the inverse of the flow \( \phi_t \) is

\[
\phi_t^{-1} = \phi_{-t}.
\] (7)

Clearly, all the discussion above applies to the flow \( \varphi_t : \Omega \to \mathbb{R}^n \) of the dynamical system (1).

The introduction of the flows \( \phi_t \) and \( \varphi_t \) is not only useful for studying dynamical systems but also to construct numerical methods [1] as well as structure-preserving neural networks [9, 10], which we discuss in more detail in Section 3. Note that the property (7) is not commonly shared by numerical flow maps or regular neural networks approximating the flow \( \phi_t \). Thus, in learning dynamics, we will address this with the construction of symmetric neural networks in Section 3.3.

We proceed by deriving the variational equation for the Hamiltonian dynamics (3) in the form (4) by differentiating the Jacobian of the flow \( Y(t) = \frac{\partial \phi_t(z_0)}{\partial z_0} \) with respect to time, i.e.,

\[
\frac{dY(t)}{dt} = J\nabla_{z_0} H(z_0) Y(t),
\] (8)

for all \( z_0 = (q_0, p_0)^T \in \Omega_H \), where \( J \) is given in (5) and \( \nabla_{z_0} H(z_0) \) is the symmetric Hessian matrix of the Hamiltonian \( H(z_0) \). The variational equation (8) describes the propagation of variations of the initial condition \( z_0 \) along the dynamics in time. Recently, the variational equation (8) has attracted great attention in deep learning community and has inspired the definition and construction of neural networks with stable feed-forward propagation [17, 18].

Assuming that the Hamiltonian \( H \) is twice continuously differentiable with respect to \( q \) and \( p \) on \( \Omega_H \), then by the Poincaré theorem [1] the variational equation (8) will imply symplecticy of the Hamiltonian dynamics defined as follows.

**Definition 2.1.** The flow \( \phi_t \) of the canonical Hamiltonian system (3) is symplectic if

\[
\frac{\partial \phi_t(z_0)^T}{\partial z_0} \int_{-1}^{1} \frac{\partial \phi_t(z_0)}{\partial z_0} = J^{-1}
\] (9)

holds for any value of \( t \) and \( z_0 = (q_0, p_0)^T \in \Omega_H \) for which the flow \( \phi_t \) is defined.

### 2.2 Phase volume preservation

From the symplecticity of the Hamiltonian dynamics (3) it is easy to see that by computing the determinants of both sides of the equation (9) and from the flow property \( \phi_0 = id \), the symplecticity (9) implies phase volume preservation in the phase space \( \Omega_H \), i.e.,

\[
\det \left( \frac{\partial \phi_t(z_0)}{\partial z_0} \right) = 1, \quad \forall \ t, \ t_0.
\] (10)

Under the phase volume preservation by the flow \( \phi_t \) (or \( \varphi_t \)) we understand that for any bounded subset \( U \subset \Omega_H \) for which \( \phi_t(U) \) exists, volumes and orientations of \( U \) and \( \phi_t(U) \) are the same, i.e.,

\[
\int_U d\mu_0 = \int_{\phi_t(U)} d\mu.
\]

From the change of variables rule under the integral sign, for the transformation to be phase volume-preserving, the determinant identity (10) must hold. Then differentiating (10) with respect to \( t \) and applying Abel-Liouville-Jacobi-Ostrogradskii identity [1] we can show that (10) holds if the vector field of a dynamical system is divergence-free (2).

The contrary is not always the case, i.e., phase volume-preserving dynamics may not be symplectic, especially, when the dynamical system (1) is of an odd dimension. In that case, we can consider the local Hamiltonian description of the phase volume-preserving dynamics (1), which we describe in the following section.

### 2.3 Local Hamiltonian description

The phase volume-preserving dynamics (1) can be described by the local Hamiltonian functions as stated in the following theorem by Feng & Shang [26].
Theorem 2.1. Every divergence-free vector field $f : \mathbb{R}^n \to \mathbb{R}^n$ can be written as the sum of $n - 1$ vector fields

$$f = f_{1,2} + f_{2,3} + \cdots + f_{n-1,n},$$

where each of $f_{k,k+1}$ is Hamiltonian in the variables $(y_k, y_{k+1})$, i.e., there exist functions $H_{k,k+1} : \mathbb{R}^n \to \mathbb{R}$ such that

$$f_{k,k+1} = \left(0, \ldots, 0, \frac{\partial H_{k,k+1}}{\partial y_{k+1}}, -\frac{\partial H_{k,k+1}}{\partial y_k}, 0, \ldots, 0\right)^T. \tag{12}$$

In geometric numerical integration the result of the Theorem 2.1 has been used to construct phase volume-preserving numerical methods by splitting the dynamical system into $n - 1$ subsystems:

$$\frac{d\bar{y}}{dt} = f_{k,k+1}(\bar{y}), \tag{13}$$

where each subsystem is solved numerically by a symplectic numerical method. We say that the flow map $\psi_\tau$, where $\tau > 0$ is the time step, of a numerical method is symplectic if it satisfies the symplecticity condition for all time step $\tau$ values.

For example, could be solved numerically with the symplectic Euler method:

$$\begin{align*}
y_{k+1}^{n+1} & = y_k^n + \tau \frac{\partial H_{k,k+1}}{\partial y_{k+1}}(y_1^n, \ldots, y_{k-1}^n, y_k^{n+1}, \ldots, y_{k+1}^n), \\
y_{k+1}^{n+1} & = y_{k+1}^n - \tau \frac{\partial H_{k,k+1}}{\partial y_k}(y_1^n, \ldots, y_{k-1}^n, y_k^{n+1}, \ldots, y_{k+1}^n), \\
y_{k+1}^{n+1} & = y_i^t, \quad \forall i \neq k, k+1,
\end{align*} \tag{14}$$

which becomes an explicit method if the Hamiltonian function $H_{k,k+1}$ is separable in $(y_k, y_{k+1})$ variables.

Since the numerical flow map $\psi_{\tau}^{k,k+1}$ of is symplectic in $(y_k, y_{k+1})$ variables, the method is phase volume-preserving, which follows from the calculation:

$$\det \left( \frac{\partial \psi_{\tau}^{k,k+1}(y_0)}{\partial y_0} \right) = \det \left( \frac{\partial \psi_{\tau}^{k,k+1}(y_0, y_{k+1})}{\partial (y_0, y_{k+1})} \right) = 1, \quad \forall \tau, y_0.$$

Then different compositions of the symplectic numerical flow maps $\psi_{\tau}^{k,k+1}$, e.g.,

$$\varphi_\tau \approx \psi_\tau = \psi_{\tau}^{1,2} \circ \psi_{\tau}^{2,3} \circ \cdots \circ \psi_{\tau}^{k,k+1} \circ \cdots \circ \psi_{\tau}^{n-1,n}, \tag{15}$$

are phase volume-preserving maps and approximate the analytic flow $\varphi_t$ with accuracy depending on the method’s approximation order and the choice of the time step $\tau$. Such an approach has inspired to construct locally-symplectic neural networks LocSympNets for learning phase volume-preserving dynamical systems by applying and combining symplecticity-preserving neural network modules for approximating the flow of each subsystem, see Section 3.

2.4 Symmetric maps

It is well known that the property of the analytic flow $\varphi_t$ is not generally shared by discrete (numerical) invertible flow maps $\psi_{\tau}$ approximating $\varphi_t$. The flow map $\psi_{\tau}$ is called symmetric or time-reversible if

$$\psi_{\tau}^{-1} = \psi_{-\tau}, \quad \forall \tau.$$

The flow map $\psi_{\tau}^{-1} := \psi_{-\tau}$ is commonly referred to as the adjoint map of the flow map $\psi_{\tau}$. Thus, the composition of any flow map $\psi_{\tau/2}$ with its adjoint map $\psi_{\tau/2}^{-1}$ leads to a symmetric map

$$\Psi_{\tau} = \psi_{\tau/2}^{-1} \circ \psi_{\tau/2}$$

such that

$$\Psi_{\tau}^{-1} = \Psi_{-\tau}, \quad \forall \tau.$$

Note that the composition of symmetric flow maps $\psi_{\tau}^{k,k+1} = \psi_{\tau}^{k,k+1*}$ does not lead to the symmetric flow map $\psi_{\tau}$ since we obtain that

$$\psi_{\tau}^{k,k+1} = \left(\psi_{\tau}^{1,2} \circ \psi_{\tau}^{2,3} \circ \cdots \circ \psi_{\tau}^{k,k+1} \circ \cdots \circ \psi_{\tau}^{n-1,n}\right)^*$$

$$= \psi_{\tau}^{n-1,n*} \circ \cdots \circ \psi_{\tau}^{k,k+1*} \circ \cdots \circ \psi_{\tau}^{2,3*} \circ \psi_{\tau}^{1,2*}$$

$$= \psi_{\tau}^{n-1,n} \circ \cdots \circ \psi_{\tau}^{k,k+1} \circ \cdots \circ \psi_{\tau}^{2,3} \circ \psi_{\tau}^{1,2} \neq \psi_{\tau}.$$
the neural network, and \( b \) the time step the dimension

Thus, to obtain a symmetric flow map \( \psi \), we require to compose it with its adjoint map \( \psi^* \). Importantly, the proposed locally-symplectic neural networks LocSympNets of the following section are constructed from easily invertible modules and provide efficient means to construct symmetric locally-symplectic phase volume-preserving neural networks SymLocSympNets, see Section 3.3.

### 3 Volume-preserving neural networks

In this section, we describe phase volume-preserving neural networks considered in this work. We proceed by recalling and summarizing symplecticity-preserving and Hamiltonian dynamics-inspired neural networks. In this work, we are only concerned with structure-preserving neural networks modeling the flow of a dynamical system.

#### 3.1 Symplectic neural networks

Recently, in the article [9], several symplecticity preserving neural network architectures SympNets were put forward illustrating their high abilities for learning Hamiltonian dynamics. Such neural network architectures are built relying on the fact that the composition of symplectic maps is also a symplectic map. Thus, the neural networks are compositions of symplecticity-preserving modules, e.g., gradient modules:

\[
Q = q + h W^T \text{diag}(w) \sigma (W p + b), \\
P = p,
\]

and

\[
Q = q, \\
P = p - h W^T \text{diag}(w) \sigma (W q + b),
\]

which are referred to as \( Up \) and \( Low \) modules in [9], respectively. In the modules \((16)–(17)\) \((q, p)^T\) and \((Q, P)^T\) of the dimension \(2d\) are input and output vectors, respectively, \(h\) is a free input parameter and can be taken to be equal to the time step \(\tau\). \( W \in \mathbb{R}^{m \times d} \) and \( w \in \mathbb{R}^m \) are weight matrix and vector, respectively, where \(m\) specifies the width of the neural network, and \(b \in \mathbb{R}^m\) is a bias vector. With \( \text{diag}(w) \in \mathbb{R}^{m \times m} \) we define a diagonal matrix containing the weight vector \(w\) components on the diagonal. \( \sigma\) is a differentiable activation function defined in the vector form, i.e.,

\[
\sigma(x) = (\sigma(x_1), \sigma(x_2), ..., \sigma(x_m))^T,
\]

where \(x \in \mathbb{R}^m\).

Identifying modules \((16)–(17)\) as maps \( M^h_{Up} \) and \( M^h_{Low} \), i.e.,

\[
(Q, P)^T = M^h_{Up}(q, p), \quad (Q, P)^T = M^h_{Low}(q, p),
\]

it is easy to verify that both maps \((18)\) satisfy the equation \((9)\), i.e.,

\[
\frac{\partial M^h_{Up,Low}(q, p)^T}{\partial (q, p)} J^{-1} \frac{\partial M^h_{Up,Low}(q, p)}{\partial (q, p)} = J^{-1},
\]

for all \(h, \sigma, W, w\) and \(b\), with \(J\) matrix \((5)\).

An alternating composition of modules \((16)–(17)\) leads to the symplecticity-preserving neural networks G – SympNet, see [9], and satisfies the universal approximation theorem if the activation function \(\sigma\) is sigmoidal, as proven in [9]. Importantly, such modules \((16)–(17)\) simultaneously approximate a function and its derivative.

A particular composition of the gradient modules \((16)–(17)\), which bears the resemblance to the symplectic Euler method \((14)\), leads to the residual type neural network with layer equations in the following form:

\[
q_{j+1} = q_j + h W_{p,j}^T \text{diag}(w_{p,j}) \sigma_p (W_{p,j} p_j + b_{p,j}), \\
p_{j+1} = p_j - h W_{q,j}^T \text{diag}(w_{q,j}) \sigma_q (W_{q,j} q_{j+1} + b_{q,j}),
\]

where the index \(j = 0, 1, ..., L - 1\) refers to the feature values in the \(j\)’s layer of the network. Thus, in total, we have a neural network composed of \(2L\) number of modules with \(j = 0\) indicating the input data \((q_0, p_0)^T\), while with the index \(L\) indicating the output data \((q_L, p_L)^T\). For learning Hamiltonian dynamics \((3)\) with the neural network \((19)\), where for a given state \((q_0, p_0)^T\) we predict the state \((q_L, p_L)^T\) after a time interval \(\tau\), we can set \(h = \tau\) or \(h = \tau/L\). This approach allows us to use \(\tau\) as an additional input to the neural network and train with different values of \(\tau\), i.e., with irregularly in time sampled data.
Hamiltonian system-inspired neural networks, such as [19], in general, with applications to classification problems, have been put forward by several authors [17, 18, 19] to address the questions regarding stable deep learning, exploding and non-vanishing gradient problems. In [9] authors also proposed activation modules with \( W_{q,p} = I_d \) and \( b_{q,p} = 0 \).

In combination with symplectic linear modules, authors constructed neural networks \( \text{LA} - \text{SympNet} \), which showed superior performance over the gradient networks (19) in their chosen examples.

Arguing for stable deep neural networks, i.e., stable feed-forward propagation, authors in [17, 18] considered Hamiltonian modules with \( \text{diag}(w) = I_m \) and the leapfrog network, e.g., with \( W_p = I_d, b_p = 0 \) and the linear activation function \( \sigma_p \). In our experiments with \( \text{diag}(w) = I_m \), for such a simple example as the mathematical pendulum we observed poor performance compared to the method [19]. This may be explained by looking at the eigenvalues of the system matrix \( J\nabla_{z_0,\varpi} H(z_0) \) in the variational equation (9). Imposing \( \text{diag}(w) = I_m \) leads to matrix \( J\nabla_{z_0,\varpi} H(z_0) \) having purely imaginary eigenvalues [18], which may guarantee the stability in the feed-forward propagation, but may be in contradiction with an actual Hamiltonian dynamics, where the eigenvalues of \( J\nabla_{z_0,\varpi} H(z_0) \) are not always purely imaginary for all \( z_0 \) and \( H(z_0) \).

Recently, alternative Hamiltonian neural network architectures inspired by the time-varying Hamiltonian systems were put forward in [19], which guarantee non-vanishing gradients by design, while exploding gradients can be either controlled by introducing regularization or avoided completely. In contrast to learning the flow of the Hamiltonian dynamics, alternatively, the Hamiltonian itself can be learned, see [8], or the framework of Neural ODEs [15] can be adapted for large-scale nonseparable Hamiltonian systems [13].

### 3.2 Locally-symplectic neural networks

Based on the symplectic gradient modules (16)–(17), in this work, we propose locally-symplectic neural network modules to approximate the flow of the subsystems (13) for learning phase volume-preserving dynamics (1). We proceed by defining a projection operator for the state variable \( y \), i.e.,

\[
\hat{y}^k = \text{proj}_k y = (y_1, \ldots, y_{k-1}, y_{k+1}, \ldots, y_n)^T \in \mathbb{R}^{n-1}, \quad k = 1, \ldots, n,
\]

and a projection operator for the weight matrix \( W \in \mathbb{R}^{m \times n-1} \), i.e.,

\[
\hat{W}^k = \text{proj}_k W = (W_{1k}, \ldots, W_{mk})^T \in \mathbb{R}^m, \quad k = 1, \ldots, n - 1.
\]

Then the locally-symplectic modules are defined as follows:

\[
Y_k = y_k + h\hat{W}^k T \text{diag}(w)\sigma(W\hat{y}^k + b),
\]

\[
Y_i = y_i, \quad \forall i \neq k,
\]

and

\[
Y_{k+1} = y_{k+1} - h\hat{W}^k T \text{diag}(w)\sigma(W\hat{y}^{k+1} + b),
\]

where \( k = 1, \ldots, n - 1, W \in \mathbb{R}^{m \times n-1}, w \in \mathbb{R}^m \) and \( b \in \mathbb{R}^m \). Each module (22) or (23) contains \( m(n+1) \) parameter values to be identified. Locally-symplectic modules (22)–(23) may also be viewed as the auxiliary measure-preserving modules discussed in [28]. Notice that in both modules (22)–(23) projections (21) of the weight matrix \( W \) are with the same index \( k \) and in the special case when \( n = 2 \) we recover symplectic gradient modules (16)–(17). In addition, not excluding other components of \( y \) in \( \hat{y}^k \) (20) we ensure the necessary coupling between different components of the system (1).

Similarly to the symplectic gradient modules (16)–(17), we will refer to both modules (22)–(23) as \( \text{Up} \) and \( \text{Low} \) modules for variable pair \( (y_k, y_{k+1}) \). Thus, we identify both modules (22)–(23) as maps \( \mathcal{V}_{k,\text{Up}}^h \) and \( \mathcal{V}_{k,\text{Low}}^h \), i.e.,

\[
Y = \mathcal{V}_{k,\text{Up}}^h(y), \quad Y = \mathcal{V}_{k,\text{Low}}^h(y).
\]

We can prove the following proposition.

**Proposition 3.1.** Maps \( \mathcal{V}_{k,\text{Up}}^h \) and \( \mathcal{V}_{k,\text{Low}}^h \) are symplectic with respect to variable pair \( (y_k, y_{k+1}) \) and phase volume-preserving.

**Proof.** The Jacobian of the map \( \mathcal{V}_{k,\text{Up}}^h \) with respect to variable pair \( (y_k, y_{k+1}) \) is

\[
\frac{\partial \mathcal{V}_{k,\text{Up}}^h}{\partial (y_k, y_{k+1})} = \begin{pmatrix}
1 & h\hat{W}^k T \text{diag}(w)\sigma'(W\hat{y}^k + b)\hat{W}^k
\end{pmatrix} = \begin{pmatrix}
1 & A
\end{pmatrix},
\]

where \( A = h\hat{W}^k T \text{diag}(w)\sigma'(W\hat{y}^k + b)\hat{W}^k \) is a skew-symmetric matrix. Therefore, \( \mathcal{V}_{k,\text{Up}}^h \) is a symplectic map.

7
Figure 1: Schematic diagram of the combined map $V^h_k$ (25) for index $k$. Arrows indicate the flow of data through locally-symplectic modules $V^h_{k,Up}$ and $V^h_{k,Low}$, where $(Y_1, \ldots, Y_n)^T$ is the output vector to an input $(y_1, \ldots, y_n)^T$.

where $A = h \sum_{i=1}^m w_i' (Wy) + b_i \left(W^h_k + 1\right)^2 \in \mathbb{R}$ is scalar and the symplecticity condition (9):

$$
\left(\begin{array}{cc}
1 & A \\
0 & 1
\end{array}\right)
\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
\left(\begin{array}{cc}
1 & A \\
0 & 1
\end{array}\right) =
\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right),
$$

is automatically satisfied. Volume preservation follows from the determinant properties and the fact that all diagonal elements of the Jacobian matrix $\frac{\partial V^h_{k,Up}(y)}{\partial y}$ are equal to one, which completes the proof since the proof for the map $V^h_{k,Low}$ is identical.

Notice the importance of the weight vector $w$, which allows for the scalar $A$ to take positive and negative values, if the monotone activation function $\sigma$ is used.

As already stated above, when $n = 2$ the locally-symplectic modules (22)–(23) coincide with the symplectic gradient modules (16)–(17). Unfortunately, when $n > 2$ and the objective is to learn Hamiltonian dynamics, then modules (22)–(23) may not be suited since they are not symplectic with respect to variables $q$ and $p$, i.e., the Jacobian matrices $\frac{\partial V^h_{k,Up}(y)}{\partial y}$ and $\frac{\partial V^h_{k,Low}(y)}{\partial y}$ do not satisfy symplecticity condition (9) when the system’s dimension $n$ is even. In that case, symplectic neural networks, e.g., as SympNets [9], are better suited and should be used.

Similarly to the symplectic gradient neural networks (19), we consider the composition of modules (22)–(23):

$$
\begin{align*}
Y_k &= y_k + h\hat{W}_1^k T \text{diag}(w_1) \sigma_1(W_1 y^k + b_1), \\
Y_{k+1} &= y_{k+1} - h\hat{W}_2^k T \text{diag}(w_2) \sigma_2(W_2 y^{k+1} + b_2), \\
Y_i &= y_i, \quad \forall i \neq k, k+1,
\end{align*}
$$

with the combined map

$$
V^h_k = V^h_{k,Low} \circ V^h_{k,Up}.
$$

A schematic diagram of the combined map (25) is illustrated in Figure 1.

Then locally-symplectic phase volume-preserving neural networks LocSympNets are constructed of module (25) compositions through index $k$, i.e.,

$$
\text{LocSympNets}_{h} = (V^h_1 \circ \cdots \circ V^h_n) \circ (V^h_1 \circ \cdots \circ V^h_{n-1}) \circ \cdots \circ (V^h_1 \circ \cdots \circ V^h_{n-1}),
$$

where we take $h = \tau$. If we repeat the composition $V^h_1 \circ \cdots \circ V^h_{n-1}$ $K$-times, then the total number of neural network layers is $L = 2(n-1)K$. LocSympNets can be exceptionally deep, but recall that in each module (22)–(23) we only update one component of $y$. Alternative compositions of (26) can also be explored, e.g., symmetric locally-symplectic neural networks SymLocSympNets of the following section.
3.3 Symmetric volume-preserving neural networks

As we already stated in Section 2.4, symmetric maps preserve property (7) of the analytic flow. We argue and demonstrate in Section 4 that it is also a desirable property to be preserved by the phase volume-preserving neural networks SymLocSympNets. This can be efficiently achieved by symmetric phase volume-preserving neural networks SymLocSympNets defined as

\[ \text{SymLocSympNets}_h = \text{LocSympNets}_{h/2} \circ \text{LocSympNets}_{h/2}, \tag{27} \]

where \[ \text{LocSympNets}_{h/2} = \left( \mathcal{V}_{n-1}^{h/2} \circ \mathcal{V}_{n-2}^{h/2} \circ \cdots \circ \mathcal{V}_1^{h/2} \right) \circ \cdots \circ \left( \mathcal{V}_{n-1}^{h/2} \circ \mathcal{V}_{n-2}^{h/2} \circ \cdots \circ \mathcal{V}_1^{h/2} \right) \]

and

\[ \mathcal{V}_k^{h/2} = \left( \mathcal{V}_{k,Low}^{h/2} \circ \mathcal{V}_{k,Up}^{h/2} \right)^* = \mathcal{V}_{k,Up}^{h/2} \circ \mathcal{V}_{k,Low}^{h/2} = \mathcal{V}_{k,Up}^{h/2} \circ \mathcal{V}_{k,Low}^{h/2}, \]

for all \( k = 1, \ldots, n - 1 \), since both locally-symplectic modules (22)–(23) are symmetric. The same is true for the symplecticity-preserving gradient modules (16)–(17).

Importantly, in the definition of SymLocSympNets \( h \) (27) the composition is of the same neural network LocSympNets \( h/2 \), i.e., with the same weight and bias values. Thus, SymLocSympNets have the same number of parameter values as the neural networks LocSympNets for the specified network \( K \) and \( m \) values, despite having twice the number of layers \( L \). Calculation of LocSympNets \( h/2 \) only requires one forward propagation of LocSympNets \( h/2 \) performed backward.

3.4 Volume-preserving modules of NICE and VPNNs

To enrich the presentation of the LocSympNets and SymLocSympNets performance, in Section 4.2 we compare both neural networks with adopted NICE (25) volume-preserving neural networks VPNNs composed of \( L \) alternating Up and Low invertible modules (10):

\[ U_{Up} \begin{pmatrix} y_1^1 \\ y_2^1 \end{pmatrix} = \begin{pmatrix} y_1^1 + \text{NNet}_1(y_2^1) \\ y_2^1 \end{pmatrix}, \quad U_{Low} \begin{pmatrix} y_1^2 \\ y_2^2 \end{pmatrix} = \begin{pmatrix} y_1^2 + \text{NNet}_2(y_1^2) \\ y_2^2 \end{pmatrix}, \tag{28} \]

respectively, where \( y_1^1 \in \mathbb{R}^s \) and \( y_2^1 \in \mathbb{R}^{n-s} \) are partitions of the state vector \( y \in \mathbb{R}^n \) with the partition dimension \( s \), i.e., \( y = (y_1^1, y_2^1)^T \), and \( \text{NNet}_1 : \mathbb{R}^{n-s} \to \mathbb{R}^s \) and \( \text{NNet}_2 : \mathbb{R}^s \to \mathbb{R}^{n-s} \) are fully-connected neural networks with \( l \) number of hidden layers of feature dimension \( m \). Similarly to the LocSympNets and SymLocSympNets, we consider the sigmoid activation function in \( \text{NNet}_{1,2} \). The module \( U_{Up} \) contains \( n + 1 + (m + 1)(l - 1) \) \( m + s \) parameter values to be determined, while the module \( U_{Low} \) contains \( n + 1 + (m + 1)(l - 1) \) \( m + n - s \) parameter values.

In the following section, we consider numerical experiments, where we train LocSympNets (26), SymLocSympNets (27), and VPNNs to learn phase volume-preserving dynamics (1).

4 Numerical results

In this section, we provide numerical examples for learning phase volume-preserving linear and nonlinear dynamics with the neural networks LocSympNets, SymLocSympNets, and VPNNs. In particular, we consider learning solutions of the semi-discretized linear advection equation, the Euler equations for the motion of a free rigid-body dynamics with the neural networks and the motion of the charged particle in an electromagnetic potential. All calculations are performed in PyTorch\(^2\) which provides a flexible and efficient platform for designing and testing neural networks.

In all examples mean squared error (MSE) loss function is considered and minimized:

\[ \mathcal{L} = \frac{1}{N} \sum_{j=1}^{N} \| y(t_j) - Y_j \|^2, \tag{29} \]

where \( y(t_j) = \phi_{\tau_j}(y(t_{j-1})) \) is the ground truth or analytic solution of the dynamical system (1) at time \( t_j \), where \( \tau_j = t_j - t_{j-1} \), while \( Y_j \) is the predicted value by the neural network for the given input \( y(t_{j-1}) \), \( N \) is the number of training data samples, and \( \| \cdot \|^2 \) is the Euclidean distance squared. Data samples \( y(t_{j-1}), \, j = 1, \ldots, N \), are obtained.

\(^2\)https://pytorch.org/
from a single solution trajectory, or are randomly sampled in the phase space, e.g., see numerical results of Section 4.2.3. In all examples, without loss of generality, we consider constant time step $\tau$ values.

In addition to the loss function (29), to evaluate the learning abilities of the neural networks on unseen data during the training we form a validation data set and compute the MSE accuracy function:

$$
A = \frac{1}{M} \sum_{i=1}^{M} \|y(t_i) - Y_i\|_2^2,
$$

(30)

where $y(t_i) = \phi_{\tau_i}(y(t_{i-1}))$. The validation data samples $y(t_{i-1})$, $i = 1, \ldots, M$, are sampled from the continuation of the trajectory $y(t_j)$ above, i.e., $y(t_i) = y(t_N)$ when $i = 0$, or are randomly sampled in the phase space. Accordingly, $M$ is the number of validation data samples. In what follows, we evaluate and visualize both mean squared errors (29) and (30) for each epoch. Similarly, the ground truth values for further testing, i.e., for comparison to the neural network predictions, are obtained. In numerical experiments, all training, validation, and testing data were obtained by solving differential equations numerically to high precision with adaptive step size 5(4) order Runge-Kutta method, provided by the SciPy library and solve_ivp solver.

In training neural networks, the loss function (29) is minimized with the batch Adam optimization method [30]. We use batch Adam since our training data sets and problem sizes are relatively small. We consider the Adam algorithm with the standard parameter values. For the linear problem of Section 4.1 we consider constant learning rate $\eta = 10^{-3}$. For the nonlinear problems, we employ exponential scheduling for the learning rate $\eta = e^{\log(\eta_2/\eta_1)/N_e}$ is obtained from specifying the initial and final learning rate values $\eta_1$ and $\eta_2$, respectively, for the fixed number of epochs $N_e$. In our experiments, we set $\eta_1 = 10^{-2}$ and $\eta_2 = 10^{-6}$ and vary $N_e$. With the exponential decay scheduling, we observed improved convergence of the loss (29) and accuracy (30) functions, but the initial manual tuning of the decay rate $\gamma$, performing test runs with different $\eta_1$, $\eta_2$, and $N_e$ values, is generally required. For training LocSympNets and SymLocSympNets, we initialize the weight values $w$ and $W$ from the standard normal distribution with mean zero and variance 0.01 while the initial bias values are chosen to be zero. For training the volume-preserving neural networks VPNNs, we also initialize all bias values to be zero, but the weights of the linear layers are initialized by Xavier uniform initialization [31].

For linear problems, we consider linear activation function with bias $b$ set to zero. For nonlinear problems, we consider the sigmoid activation function $\sigma(x) = 1/(1 + e^{-x})$. Comparable results (not shown) were also obtained with the Swish activation function [32]. For nonlinear problems, the number of epochs $N_e$ was significantly larger compared to the linear problem considering the increased complexity of the dynamics. For all problems, neural networks were trained and tested with the different number of network layers, hidden layers (only for VPNNs), and width parameter values. In general, objectively good results for LocSympNets were only observed when $K > 1$, while $K = 1$ was sufficient in most cases for SymLocSympNets.

### 4.1 Linear problems

Linear dynamical system

$$
\frac{dy}{dt} = Ay,
$$

(31)

where $y \in \mathbb{R}^n$ and $A \in \mathbb{R}^{n \times n}$, is phase volume-preserving if $\text{Tr}(A) = 0$, and has the solution in the following form:

$$
y(t) = e^{At}y_0,
$$

for any initial condition $y_0 \in \mathbb{R}^n$. Thus, the flow $\varphi_t = e^{At}$. Since $\text{Tr}(A) = 0$, it is easy to see that

$$
\det \left( \frac{\partial \varphi_t(y_0)}{\partial y_0} \right) = \det (e^{At}) = e^{\text{Tr}(A)t} = 1.
$$

For a fixed time step $\tau$, the matrix exponential $e^{A\tau}$ can be found (learned) from the given dynamics data considering multivariate linear regression, i.e.,

$$
e^{A\tau} = \left( \sum_{i=1}^{N} \begin{bmatrix} Y_{i}X_i^T \end{bmatrix} \right) \left( \sum_{i=1}^{N} X_iX_i^T \right)^{-1},
$$

(32)

[https://www.scipy.org/](https://www.scipy.org/)
where \( X_i \in \mathbb{R}^n \) and \( Y_i \in \mathbb{R}^n \) are i-th input and output vectors, respectively, in the training data set of \( N \) samples, such that
\[
Y_i = e^{A\tau} X_i.
\]

As long as the matrix on the right-hand side in (32) is invertible, the linear regression problem has a unique solution. Thus, it may seem even not necessary to consider locally-symplectic neural networks (26) and (27) for learning phase volume-preserving linear systems (31). Despite that, neural networks (26) and (27) provide a different interpretation for the matrix \( e^{A\tau} \) compared to the linear regression problem (32), i.e., linear neural networks (26) and (27) are learning matrices \( B_1, B_2, \ldots \) in the Taylor series expansion with respect to \( \tau \) of the matrix exponential
\[
e^{A\tau} = I + \tau B_1 + \frac{\tau^2}{2!} B_2 + \frac{\tau^3}{3!} B_3 + \ldots,
\]

which follows from the composition of the phase volume-preserving (linear) modules (24) with \( X \in \mathbb{R}^n \) (or the dimension of the system) and \( c \in \mathbb{R} \) where \( \tau \) the boundary conditions, i.e.,
\[
u(\mathbb{R}) = 0
\]

\[
\mathbb{R} = \mathbb{R}^n
\]

which is equal to \( 4.1862 \times 10^{-6} \) for LocSympNets and \( 2.4687 \times 10^{-6} \) for SymLocSympNets in the illustrated experiments of Figure 2 when \( t = 4 \). Considering 10 different random initializations of weight values, we calculated predictions by 10 (different) trained neural networks and arrived at mean \( L_2 \) grid error values \( 4.9778 \times 10^{-6} \) and
2.6168 \times 10^{-6} for the LocSympNets and SymLocSympNets, respectively. Notice that SymLocSympNets have not only produced smaller solution errors compared to LocSympNets but also require ten times fewer training epochs to achieve the desired accuracy in the loss (29) and accuracy (30) functions, compare Figures 2(b) and 2(d).

Overall, Figure 2 demonstrates that the linear phase volume-preserving neural networks LocSympNets and SymLocSympNets are capable of learning linear dynamics (31), and SymLocSympNets outperform LocSympNets. We will arrive at similar conclusions considering learning of nonlinear dynamics, which we present in the following sections.

### 4.2 Rigid body dynamics

As the first example for learning nonlinear dynamics, we consider the Euler equations of the motion of a free rigid body \([1, 27]\):

\[
\begin{align*}
\frac{dy_1}{dt} &= a_1 y_2 y_3, & a_1 &= \frac{I_2 - I_3}{I_2 I_3}, \\
\frac{dy_2}{dt} &= a_2 y_3 y_1, & a_2 &= \frac{I_3 - I_1}{I_3 I_1}, \\
\frac{dy_3}{dt} &= a_3 y_1 y_2, & a_3 &= \frac{I_1 - I_2}{I_1 I_2},
\end{align*}
\]

(36)
Figure 3: Learning a single periodic solution of the rigid body dynamics \((36)\) with \(\text{LocSympNets} \ (26), K = 2\) and \(m = 16\). (a) exact solution with the initial condition \(y_0\) and predicted solution by \(\text{LocSympNets}\) for \(t > 12\). (b) mean squared error loss \((29)\) and accuracy \((30)\) function values at each epoch.

where the state vector \(y = (y_1, y_2, y_3)^T \in \mathbb{R}^3\), i.e., \(n = 3\), describes the angular momentum in the body frame. \(I_{1,2,3} > 0\) are the principal components of inertia. It is easy to see that the rigid body dynamics \((36)\) is phase volume-preserving \((2)\) as well as has two quadratic conserved quantities, i.e., the kinetic energy

\[
H(y_1, y_2, y_3) = \frac{1}{2} \left( \frac{y_1^2}{I_1} + \frac{y_2^2}{I_2} + \frac{y_3^2}{I_3} \right)
\]

and the invariant

\[
I(y_1, y_2, y_3) = y_1^2 + y_2^2 + y_3^2.
\]

Thus, the solution of \((36)\) lies on the intersection of the sphere \((38)\) with the ellipsoid given by \((37)\). In what follows, without loss of generality, we set \(I_1 = 2, I_2 = 1\) and \(I_3 = \frac{2}{3}\).

We further split this section in four parts. In the first part, we train the phase volume-preserving neural networks \(\text{LocSympNets, SymLocSympNets, and VPNNs}\) to learn a single periodic solution trajectory of \((36)\), while in the second part we consider the same example but induce random noise into the training data. In the third part of this section we demonstrate learning of the whole dynamics of a free rigid body \((36)\). We conclude this section with the numerical results of learning rigid body dynamics with different time steps \(\tau\) and number of training data samples \(N\).

### 4.2.1 Learning a single periodic trajectory

To learn a single periodic solution trajectory of \((36)\), we consider an initial condition \(y_0 := y(0) = (\cos(1.1), 0, \sin(1.1))^T\) and time step \(\tau = 0.1\). We collect \(N = 120\) training data points, i.e., from the time interval \([0, 12]\), followed by \(M = 40\) solution values to form the validation data set on the time interval \([12, 16]\) of the same trajectory for the computation of the MSE accuracy function \((30)\). The testing of neural networks is performed by predicting the solution for \(t > 12\) with the initial condition \(y_{12} := y(12) = \varphi_{12}(y_0)\).

In Figure 3(a) we plot exact periodic solution of \((36)\) on the time interval \([0, 50]\) together with the predicted solution for \(t > 12\) by the volume-preserving neural network \(\text{LocSympNets} \ (26)\) with \(K = 2\) and \(m = 16\). Both solutions appear indistinguishable. To obtain such accuracy \(N_e = 2 \times 10^5\) epochs for training was required, see Figure 3(b). Figure 3(b) illustrates the loss function \((29)\) values together with network’s prediction accuracy function \((30)\) evaluated on the validation data set demonstrating good generalization of the neural network. Tests with more epochs did not give a significant improvement in the predictions and we were not able to obtain satisfactory results by \(\text{LocSympNets}\) with \(K = 1\).

To further demonstrate network’s generalization capabilities, we consider long-time predictions by the trained network of Figure 3 with the initial condition \(y_{12}\) on the time interval \([0, 1000]\), see Figure 4. Figure 4(a) illustrates predicted solution by \(\text{LocSympNets}\) plotted on the unit sphere, where the dot indicates the initial condition \(y_{12}\). Figure 4(b)
Figure 4: Long-time predictions with the phase volume-preserving neural network LocSympNets (26), $K = 2$ and $m = 16$. (a) predicted trajectory by LocSympNets, which is indistinguishable from the exact solution. The dot indicates the initial condition $y_{12}$. (b) absolute global error as a function of time. (c) absolute value of the relative error of the kinetic energy (37) in time. (d) absolute value of the relative error of the invariant (38) in time.

...demonstrates linear growth in absolute global error, i.e., the Euclidean distance between the exact and predicted solution at each time $t$. Linear growth in global error can be anticipated, as it is common in structure-preserving numerical methods [11] and has been proven for learning with exactly-symplectic maps that in long-time predictions the global error grows at most linearly [34]. Importantly, Figures 4(c)–4(d) show that the learned neural network was able to learn and preserve to high accuracy both invariants (37)–(38). Note that the phase volume-preserving neural networks LocSympNets (26) do not preserve quadratic constraints by construction. Notice that absolute values of the relative errors of both invariants (37)–(38) on the whole time interval $[0, 1000]$ are below 1%, see Figures 4(c)–4(d).

Figures 3 and 4 demonstrate that the phase volume-preserving neural networks LocSympNets can be trained to learn single periodic solutions of a free rigid body dynamics (36). So far, we have only illustrated results for one particular trained neural network LocSympNets with $K = 2$ and $m = 16$. In the following, we explore the benefits of considering symmetric locally-symplectic neural networks SymLocSympNets (27), and compare obtained results with VPNNs of Section 3.4. To compare all three neural networks LocSympNets, SymLocSympNets and VPNNs, we trained them 100 times with different randomly generated initial weight values for different $K$, $m$, and $l$ network parameter values. Recall that bias values at the start of the training are always set to zero.

As in the example of Figure 3, we train all three neural networks LocSympNets, SymLocSympNets, and VPNNs for $N_e = 2 \times 10^5$ epochs using exponential scheduling with $\eta_1 = 10^{-2}$ and $\eta_2 = 10^{-6}$. We required at least...
six alternating phase volume-preserving modules (28) in VPNNs for the neural network to be able to learn a single periodic trajectory of (36). In Figures [5] we illustrate results of VPNNs with composition of $L = 8$ number of alternating modules (28). We obtained qualitatively similar, but not better, results with $L = 6$ and $L = 7$, suggesting that no potential significant improvements can be obtained in this numerical experiment with VPNNs considering a larger number of $Up$ and $Low$ modules (28).

All three neural networks LocSympNets, SymLocSympNets, and VPNNs were trained with three different network width values $m = 16, 32, 64$. For VPNNs we considered fully-connected networks $NNet_{1,2}$, see (28), with one, two and three hidden layers, i.e., $l = 1, 2, 3$. We trained locally-symplectic neural networks LocSympNets and SymLocSympNets with $K = 1, 2, 3$. In Figures [5] we show results averaged over all results produced by 100 trained neural networks with the same network parameters $K, m$ and $l$. Similarly, we also illustrate averaged results in Figure [7] where the averaging is done only over the stable predicted long-time solutions by the neural networks. The number of predicted stable solutions is noted by $n_0$ and indicated in the figures’ legends. The criteria for a predicted solution to be stable was imposed with the requirement that the maximal absolute relative errors of the kinetic energy (37) and invariant (38) over the whole prediction time interval are smaller than one. Considering sufficient long-time predictions, over the time interval $[0, 1000]$ in our example, we were able to quantify a rough percentage of trained neural networks which were able to learn to some approximation the single periodic solution of the rigid body problem (36). Thus, the number of long-time stable predictions $n_0$ provides another means for the quantitative comparison of the neural networks LocSympNets, SymLocSympNets, and VPNNs.

In Figure [5] we show averaged MSE loss (29) and accuracy (30) for all three neural networks LocSympNets, SymLocSympNets, and VPNNs trained with different network parameter values. Notice settle differences for the loss and accuracy values between all three neural networks. At initial epochs VPNNs have significantly larger error values compared to both locally-symplectic neural networks LocSympNets and SymLocSympNets and slightly larger error values at the final epoch, compare Figures [5(c)] and [5(d)] with Figures [5(a)]-[5(b)] and [5(e)]-[5(f)]. It appears that SymLocSympNets have the smallest loss and accuracy values at the final epoch, see Figures [5(b)] and [5(e)]. In Figures [5(c)] and [5(f)] noticeable large fluctuations during the training in the loss and accuracy values are visible compared to the function values in Figures [5(a)]-[5(b)] and [5(d)]-[5(f)] where the averaged functions appear more smooth in
nature. Such fluctuations in the loss and accuracy functions can be reduced with the use of a smaller learning rate, but that may result in the need for training with more epochs.

Notice that the loss and accuracy values for LocSympNets in Figures 5(a) and 5(d), respectively, with $K = 1$ are much greater compared to the values with $K = 2$ and $K = 3$, which explains why we were not able to obtain very good predictions by LocSympNets with $K = 1$. On the contrary, SymLocSympNets loss and accuracy errors, Figures 5(b) and 5(e), for the case with $K = 1$ are much smaller and indistinguishable from the cases $K = 2$ and $K = 3$ at the final epoch. Since we applied exponential scheduling with the final learning rate value $\eta_2 = 10^{-6}$, approaching the final epoch the learning has essentially slowed down and undesirable fluctuations have disappeared.

Importantly, not only do the loss function values tend to zero but also the accuracy function values, Figures 5(d)–5(f), which are computed using validation data set samples not seen by the neural networks during training. This indicates that all three neural networks LocSympNets, SymLocSympNets, and VPNNs will be able to predict part of the trajectory formed by the validation data samples, i.e., will be able to produce at least short-time good predictions. Initially seamed settle differences in the loss and accuracy values at the final epoch will essentially reflect on the accuracy of the reconstructed trajectory and long-time predictions, which we illustrate in Figures 6–7. To keep the presentation more concise in both Figures 6–7 we have excluded error results for the conservation of the invariant (38) by the neural networks. Error results for the invariant (38) are equivalent to the error plots for the kinetic energy (37), which can be attributed to the fact that both conserved quantities (37)–(38) are quadratic functions.

In Figure 6 we demonstrate averaged solution absolute global errors, Figures 6(a)–6(c), and the absolute values of the relative errors of the kinetic energy (37), Figures 6(d)–6(f), for all three phase volume-preserving neural networks LocSympNets, SymLocSympNets and VPNNs on the solution reconstruction time interval $[0, 12]$. Reconstructions of the periodic solution are obtained iteratively by the neural networks with the initial condition $y_0$. Noticeably, not all reconstructed solutions by VPNNs are bounded solutions, especially, for VPNNs with three hidden layers ($l = 3$). As a consequence, not all averaged kinetic energy (37) relative errors stay bounded over the whole reconstruction time interval $[0, 12]$, see Figure 6(f). As expected from the loss and accuracy values in Figures 5(a) and 5(d), respectively, for the LocSympNets with $K = 1$ solution reconstruction and kinetic energy conservation errors in Figures 6(a) and 6(d) are significantly worse compared to the results of LocSympNets with $K = 2, 3$. Evidently, see Figures 6(b) and

Figure 6: Averaged solution and kinetic energy (37) errors on the solution reconstruction time interval $[0, 12]$ with the initial condition $y_0$ of the phase volume-preserving neural networks LocSympNets, SymLocSympNets, and VPNNs. (a)-(c) solution absolute errors of LocSympNets, SymLocSympNets, and VPNNs, respectively. (d)-(f) absolute values of the kinetic energy relative errors of LocSympNets, SymLocSympNets, and VPNNs, respectively.
Figure 7: Averaged solution and kinetic energy (37) errors on the solution prediction time interval \([0, 1000]\) with the initial condition \(y_{12}\) of the phase volume-preserving neural networks LocSympNets, SymLocSympNets, and VPNNs. From 100 trained neural networks \(n_0\) indicates the number of produced stable long-time predictions. (a)-(c) solution absolute errors of LocSympNets, SymLocSympNets, and VPNNs, respectively. (d)-(f) absolute values of the kinetic energy relative errors of LocSympNets, SymLocSympNets, and VPNNs, respectively. 

Symmetric locally-symplectic neural networks SymLocSympNets outperform LocSympNets with \(K = 1\) and have comparable results with LocSympNets when \(K = 2\) or \(K = 3\).

Averaged stable solution global errors in Figures 6(a)–6(c) still grow in a linear fashion as in Figure 4(b). Note that errors in Figure 6 (as well as in Figure 7) are visualized on a logarithmic scale. Comparing reconstruction error results in Figure 6 for all three neural networks we can observe that all LocSympNets (when \(K > 1\)) and SymLocSympNets have produced stable reconstructions with smaller errors compared to VPNNs. In addition, interestingly, we do not observe significant differences between averaged reconstruction errors depending on \(K\) and width \(m\) values, \(K = 1\) for LocSympNets being the exception. Despite SymLocSympNets preserving the flow property (7) there is no evident reduction in the averaged reconstruction errors compared to the non-symmetric LocSympNets.

Results of Figure 6 significantly differ when long-time predictions by LocSympNets, SymLocSympNets, and VPNNs are considered, see Figure 7. In Figure 7 we illustrate averaged solution absolute global errors, Figures 7(a)–7(c) and the absolute values of the relative errors of the kinetic energy (37), Figures 7(d)–7(f) for all three neural networks on the solution prediction time interval \([0, 1000]\). Predictions of the periodic solution are obtained iteratively with the initial condition \(y_{12}\), where the initial condition \(y_{12}\) is the first ground truth value (sample) in the validation data set. As already stated above, in contrast to the results of Figures 5–6, averaging in Figure 7 is performed only over the predicted stable solutions. The number of obtained stable solutions by the neural networks with the same network parameter values is indicated by \(n_0\) in the figures’ legends.

Observing numbers \(n_0\) of predicted stable solutions over the whole time interval \([0, 1000]\) in Figure 7 it is evident that not all trained neural networks were able to produce stable long-time predictions. Notice that VPNNs in Figures 7(c) and 7(f) were able to produce the least amount of stable solutions, where the number \(n_0\) decreases with increased number of hidden layers \(l\). Interestingly, the most accurate predicted stable solutions by VPNNs, judged by the relative errors of the kinetic energy (37), see Figure 7(f), are obtained with fully-connected neural networks NNet\(_1\)–\(_2\) having three hidden layers while at the same time these VPNNs have produced the least amount of stable long-time predictions. Evidently, Figures 7(a)–7(b) and 7(d)–7(e) show that LocSympNets and SymLocSympNets were able to produce much greater equivalent number of stable long-time predicted solutions compared to VPNNs. A striking difference is observed when the solution and kinetic energy conservation errors are compared between LocSympNets and SymLocSympNets, where the errors for the symmetric locally-symplectic neural networks have errors of signifi-
Figure 8: Averaged mean squared error loss (29) and accuracy (30) function values of the phase volume-preserving neural networks LocSympNets ($K = 2$ and $m = 16$), SymLocSympNets ($K = 1$ and $m = 16$), and VPNNs ($L = 8$, $l = 1$ and $m = 16$) trained with noisy data, where the parameter $\delta$ characterizes the added amount of noise. (a)-(c) loss values of LocSympNets, SymLocSympNets, and VPNNs, respectively. (d)-(f) accuracy values of LocSympNets, SymLocSympNets, and VPNNs, respectively.

ificant magnitude smaller, e.g., compare Figures 7(d)–7(e). In particular, SymLocSympNets with $K = 1$ produced the smallest errors.

In conclusion, SymLocSympNets have produced an equivalent number of long-time stable solutions compared to the LocSympNets but also have the smallest averaged solution and kinetic energy conservation relative errors compared to LocSympNets and VPNNs. We already observed SymLocSympNets superior performance over the LocSympNets when learning linear dynamics in Section 4.1, see also Figure 2. Thus, we advocate that symmetric neural networks, i.e., the flow property (7)-preserving neural networks, may provide significant performance gains in long-time predictions.

4.2.2 Learning a single periodic trajectory with noisy data

In the previous section, we trained neural networks LocSympNets, SymLocSympNets, and VPNNs for learning a single periodic trajectory of the rigid body dynamics using training data obtained from the high precision numerical integration of the equations (36). In practice, training data may be subject to noise or, simply, to round-off numerical errors. In this section, we repeat the numerical experiment of Section 4.2.1 but with induced random noise into the training data. We consider the same training data set of $N = 120$ samples obtained from the initial condition $y_0$ with time step $\tau = 0.1$. Then we add a random perturbation to each ground truth input and output data sample drawn from the uniform distribution $U(-\delta, \delta)$, where $\delta \geq 0$ indicates the magnitude of noise. We do not add any random perturbation to the validation data set samples, i.e., the MSE accuracy function (30) is evaluated using the actual ground truth solution values.

In Figures 8(c), 8(f), 9(c), 9(f), 10(c) and 10(f) we visualize results for the phase volume-preserving neural network VPNNs with $L = 8$ alternating modules (28), where we have used fully-connected neural networks NNet1,2 with one ($l = 1$) hidden layer and width $m = 16$. For LocSympNets we have considered the neural network with $K = 2$ and $m = 16$, see Figures 8(a), 8(d), 9(a), 9(d), 10(a) and 10(d), while we have chosen the neural network SymLocSympNets with $K = 1$ and $m = 16$. Results of SymLocSympNets are shown in Figures 8(b), 8(e), 9(b), 9(e), 10(b) and 10(e).
Figure 9: Averaged solution and kinetic energy (37) errors on the solution reconstruction time interval $[0, 12]$ with the initial condition $y_0$ of the phase volume-preserving neural networks LocSympNets ($K = 2$ and $m = 16$), SymLocSympNets ($K = 1$ and $m = 16$), and VPNNs ($L = 8$, $l = 1$ and $m = 16$) trained with noisy data, where the parameter $\delta$ characterizes the added amount of noise. (a)-(c) solution absolute errors of LocSympNets, SymLocSympNets, and VPNNs, respectively. (d)-(f) absolute values of the kinetic energy relative errors of LocSympNets, SymLocSympNets, and VPNNs, respectively.

As in the previous Section 4.2.1, for each above specified three neural networks we have trained 100 neural networks with different random initial weight values and random perturbations of the training data set samples. In Figures 8–10 we illustrate averaged results for five different $\delta$ values, i.e., $\delta = 0, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}$, where $\delta = 0$ indicates the case without noise in the training data. Averaged mean square error loss (29) and accuracy (30) values are shown in Figure 8; recall also Figure 5 for comparison. It is evident that as $\delta$ value increases, i.e., the amount of noise in the training data, the loss and accuracy values increase, showing the decrease of learning abilities by the neural networks. Notice that the averaged loss values for $\delta = 0$ and $\delta = 10^{-5}$ are indistinguishable and slightly increased for $\delta = 10^{-4}$, Figures 8(a)–8(c), while the averaged accuracy values appear indistinguishable even for three $\delta$ values, i.e., $\delta = 0, 10^{-5}, 10^{-4}$, see Figures 8(d)–8(f). Recall that the MSE accuracy function (30) in this numerical experiment is evaluated using unperturbed ground truth validation data set samples. Thus, all three neural networks trained with noisy data when $\delta = 10^{-5}$ and $\delta = 10^{-4}$ are still expected to produce qualitatively good predictions, at least for short-time, which we demonstrate in Figure 9.

In Figure 9 we demonstrate averaged solution absolute errors, Figures 9(a)–9(c), and the absolute values of the kinetic energy (37) conservation relative errors in Figures 9(d)–9(f). Periodic solution reconstruction on the time interval $[0, 12]$ with the initial condition $y_0$ is illustrated for all three phase volume-preserving neural networks LocSympNets, SymLocSympNets, and VPNNs trained with noisy data. Compare Figure 9 with Figure 6. From Figures 9(a)–9(c) it is easy to see that the solution global errors grow linearly, where the rate increases with an increase of $\delta$ value, i.e., with the increased amount of noise in the training data. Similar observations can also be seen in Figures 10(a)–10(c).

Despite the presence of the noise in the training data all 100 trained neural networks of LocSympNets, SymLocSympNets, and VPNNs for $\delta = 10^{-5}, 10^{-4}, 10^{-3}$ can reconstruct an approximate solution to the rigid body dynamics. That can be seen by investigating the kinetic energy (37) conservation relative errors in Figures 9(d)–9(f). We can observe that the kinetic energy errors for LocSympNets and SymLocSympNets are comparable and slightly smaller compared to VPNNs for $\delta = 10^{-5}, 10^{-4}$. As expected, the errors increase as the $\delta$ value increases since the noisy training data samples do not exactly satisfy both constraints (37) and (38). It is worth mentioning that the invariant (38) averaged relative errors are equivalent to the kinetic energy averaged relative errors in Figures 9(d)–9(f). The fact that reconstruction errors in Figures 9(d)–9(f) agree very well for $\delta = 0$ and $\delta = 10^{-5}$ may suggest...
Figure 10: Averaged solution and kinetic energy errors on the solution prediction time interval $[0, 1000]$ with the initial condition $y_{12}$ of the phase volume-preserving neural networks LocSympNets ($K = 2$ and $m = 16$), SymLocSympNets ($K = 1$ and $m = 16$), and VPNNs ($L = 8$, $l = 1$ and $m = 16$) trained with noisy data, where the parameter $\delta$ characterizes the added amount of noise. From 100 trained neural networks $n_0$ indicates the number of produced stable long-time predictions. (a)-(c) solution absolute errors of LocSympNets, SymLocSympNets, and VPNNs, respectively. (d)-(f) absolute values of the kinetic energy relative errors of LocSympNets, SymLocSympNets, and VPNNs, respectively.

that the amount of noise into the training data is equivalent to the reconstruction errors induced by the iterations of the neural networks.

In Figure 10 we demonstrate long-time predictions by the neural networks LocSympNets, SymLocSympNets, and VPNNs trained with noisy data. Figures 10(a)-10(c) illustrate averaged solution absolute errors, while Figures 10(d)-10(f) illustrate averaged absolute values of the relative errors of the kinetic energy (37) on the solution prediction time interval $[0, 1000]$. As in Figure 7 predictions of the periodic solution are obtained iteratively with the (unperturbed) initial condition $y_{12}$ and errors are only averaged over the number $n_0$ of predicted stable long-time solutions using the same criteria described in Section 4.2.1. Evidently, in Figures 10(c) and 10(f), as can also be seen in Figures 7(c) and 7(f), VPNNs have produced significantly less stable solutions compared to the locally-symplectic neural networks LocSympNets and SymLocSympNets, which results are shown in Figures 10(a)-10(b) and 10(d)-10(e). Investigating Figures 10(d)-10(f) we find that averaged kinetic energy relative errors in this experiment are comparable for the neural networks VPNNs and LocSympNets, while the SymLocSympNets have significantly smaller errors even when trained with noisy data. Recall that we already observed this in Figures 7(d)-7(f) comparing the performance of the neural networks when trained with highly accurate ground truth training data.

To summarize the results of this section, from the results presented in Figures 8-10 we can conclude that all three neural networks LocSympNets, SymLocSympNets, and VPNNs are quite robust to the presence of a small amount of noise in the training data. Even with noisy training data, the phase volume-preserving neural networks are still able to learn rigid body dynamics and produce stable and approximately quadratic invariant conserving solutions in long-time predictions. In addition, we have again observed, as in Section 4.2.1, indicative importance for the neural networks to preserve the flow property (7).

4.2.3 Learning the whole rigid body dynamics

In the previous Section 4.2.1 we considered learning of a single periodic trajectory of the rigid body equations (36). In this section, we investigate and demonstrate the locally-symplectic neural networks’ LocSympNets (26)
and SymLocSympNets \((27)\) capabilities of learning the whole rigid body dynamics. To keep the presentation concise we have excluded results of VPNNs since we were not able to obtain better results compared to the obtained results by LocSympNets and SymLocSympNets.

To learn the whole dynamics of \((36)\) we can consider training data set samples from multiple different solution trajectories. Alternatively, we can consider irregularly sampled one-time step data in the phase space. In addition, we can consider irregularly sampled data with constant or randomly chosen time steps. We have chosen to sample training data from \(N = 300\) randomly chosen initial conditions on the unit sphere, see Figure 11, with constant time step \(\tau = 0.1\). Similarly, \(M = 100\) random initial conditions are chosen to form the validation data set. Figure 11 illustrates randomly chosen initial conditions in the spherical polar coordinates \((\phi, \theta)\), where the dots and diamonds indicate the initial conditions for the training and validation data sets, respectively, while the contour lines indicate \(z\) values in the Cartesian \((x, y, z)\) coordinates. Testing of the neural networks is performed as follows. To perform long-time predictions we consider \(J = 12\) initial conditions on the unit sphere defined by the spherical polar angles:

\[
\phi_i = \frac{1 + 2j}{2} \Delta, \quad \theta_i = -\frac{1 + 2j}{4} \Delta, \quad \Delta = \frac{\pi}{J}, \quad j = 0, \ldots, J - 1. \tag{39}
\]

For learning the whole dynamics we may require more complex networks, more training data, and more epochs to acquire the necessary accuracy in predictions. In this experiment, we considered \(N_e = 10^6\) number of epochs. We trained both phase volume-preserving neural networks LocSympNets and SymLocSympNets with different width values \(m = 16, 32, 64, 128\). We considered LocSympNets with \(K = 2, 3, 4\), where it was already shown in Section 4.2.1 that the case \(K = 1\) gives poor results. For SymLocSympNets we considered networks with \(K = 1, 2, 3\). Each neural network was trained 10 times with different initial randomly generated weight values. Then we perform long-time predictions over the time interval \([0, 1000]\) by all trained neural networks with 12 different initial conditions \((39)\).

In Figure 12 we illustrate averaged error results obtained by averaging over all 10 trained neural networks and, in addition, over the 12 initial conditions \((39)\) in Figures 12(b)–12(c) and 12(d)–12(f). Figures 12(a)–12(c) show results of LocSympNets, while Figures 12(d)–12(f) illustrate results of SymLocSympNets. Comparing averaged MSE loss function \((29)\) values for both neural networks, compare Figures 12(a) and 12(d) we observe slightly smaller errors for the SymLocSympNets. Results of the averaged MSE accuracy \((30)\) values are omitted since they do not vary too much from the loss values.

We observe significant differences between both neural networks when the averaged absolute values of the kinetic energy \((37)\) relative errors are compared in Figures 12(c) and 12(f). With SymLocSympNets we can reduce kinetic energy conservation relative errors by a significant magnitude. Unfortunately, independently of the \(K\) or width value \(m\) we observe linear growth in the kinetic energy even though all trained SymLocSympNets have not produced any in-time exploding predictions over the whole prediction time interval \([0, 1000]\). This is not true for LocSympNets,
Figure 12: (a)&(d) averaged MSE loss (29) function values of LocSympNets and SymLocSympNets, respectively. (b)&(e) averaged solution absolute errors of LocSympNets and SymLocSympNets, respectively. (c)&(f) averaged kinetic energy (37) relative errors of LocSympNets and SymLocSympNets, respectively. Long-time predictions are obtained iteratively considering 12 different initial conditions (39).

see Figures 12(b)–12(c), where it is evident that some of the trained networks for some initial condition (39) have produced unstable predictions. This may not necessarily be a surprise, since in Section 4.2.1 we already observed in long-time predictions, Figure 7, that occasionally some of the trained neural networks will fail to produce stable long-time predictions. This may be highly dependent on the given data and performance of the optimization algorithm, as well as considering that both constraints (37)–(38) are not satisfied by design.

After closer inspection of the results in Figure 12(f), we find that SymLocSympNets with $K = 1$ and $m = 32$ have the smallest averaged kinetic energy relative errors. Thus, in Figure 13 we demonstrate long-time predictions of one of the trained SymLocSympNets with $K = 1$ and $m = 32$, where the predictions are performed considering all 12 initial conditions (39). In Figure 13 all 12 initial conditions are indicated by dots on the unit sphere. Predicted solution trajectories are shown for four different time intervals $t \in [0, T_{\text{end}}]$, i.e., when $T_{\text{end}} = 10, 100, 500, 1000$, see Figures 13(a)–13(d), respectively. Notice a very good agreement between predicted and the exact solutions, depicted with the solid black line, for $t \in [0, 100]$ and qualitatively good results over the whole time interval $[0, 1000]$.

As time progresses some of the predicted trajectories gradually deviate from the analytic closed orbits, which explains the linear grows of errors in Figure 12(f). Despite that, in the example of Figure 13 the relative error values for both conserved quantities (37)–(38) over the whole time interval $[0, 1000]$ are below 1.5%. Thus, predictions are only valid for relatively long-times. Since the use of a symmetric version of the locally-symplectic neural networks LocSympNets significantly improved the long-time predictions, it remains an open question if even more structure-preserving properties should be incorporated into the neural networks for them being able to learn the whole rigid body dynamics and produce stable long-time predictions for any initial condition given on the unit sphere. For example, preservation of $\rho$-reversibility of the vector field $f(y)$, i.e., $\rho f(y) = -f(\rho y)$ for all $y$, where $\rho$ is an invertible linear transformation in the phase space, which reverses the direction of time. For the rigid body problem (36) $\rho(y) = -y$. Thus, more research in this direction is required.

4.2.4 Learning with different time steps and number of data samples

In the previous three sections, we considered numerical examples of training neural networks LocSympNets, SymLocSympNets, and VPNNs with the data of time step $\tau = 0.1$. In this section, we extend the above-demonstrated results by exploring the effects of different time step $\tau$ values and the number of training data samples $N$. Numerical results are illustrated for the symmetric locally-symplectic neural networks SymLocSympNets with $K = 1$ and
Figure 13: Long-time predicted 12 solution trajectories of the rigid body problem \((36)\) for \(t \in [0, T_{\text{end}}]\) by the symmetric phase volume-preserving neural network \(\text{SymLocSympNets} \ (27)\) with \(K = 1\) and \(m = 32\), and time step \(\tau = 0.1\). Dots indicate the initial conditions \((39)\). (a) \(T_{\text{end}} = 10\). (b) \(T_{\text{end}} = 100\). (c) \(T_{\text{end}} = 500\). (d) \(T_{\text{end}} = 1000\).

For the first two examples, see Figures \([14,15]\) we consider 10 different time step values, i.e., \(\tau = 0.01, 0.02, 0.05, 0.08, 0.1, 0.2, 0.4, 0.5, 0.8, 1\), with a fixed number of training data samples \(N = 120\) and \(N = 300\) for learning the single periodic trajectory and the whole dynamics, respectively. Accordingly, the validation data sets are formed of \(M = 40\) and \(M = 100\) data samples, as in Sections \([4.2.1, 4.2.3]\). In what follows, with \(\tau\) value we identify each training data set and neural networks trained with these \(\tau\)-labeled data sets.

As in Section \([4.2.1]\) we trained 100 neural networks choosing different randomly generated initial weight values with each \(\tau\)-labeled training data set obtained from sampling the single trajectory, see Figures \([3(a),4(a)]\) with the initial condition \(y_0\) but using different time step values. Averaged numerical results are visualized in Figure \(14\). Considering a fixed number of training data samples \(N = 120\) while varying the time step \(\tau\) we have sampled the trajectory from different time intervals, i.e., \(t \in [0, T_{\text{end}}]\), where \(T_{\text{end}} = N \tau = 1.2, 2.4, 6, 9.6, 12, 24, 48, 60, 96, 120\), respectively.
Numerical results of learning a single periodic trajectory of the rigid body dynamics (36) with SymLocSympNets \((K = 1\) and \(m = 16\)), \(N = 120\), and time step values \(\tau = 0.01, 0.02, 0.05, 0.08, 0.1, 0.2, 0.4, 0.5, 0.8, 1\). Reconstructions of the solution are performed on the time interval \([0, T_{\text{end}}]\), where \(T_{\text{end}} = N \tau\), with the initial condition \(y_0\). Predictions are performed on the time interval \([0, \bar{T}_{\text{end}}]\), where \(\bar{T}_{\text{end}} = 10000 \tau\), i.e., in a total of 10000 iterations by SymLocSympNets of the initial condition \(y(T_{\text{end}})\).

(a) averaged MSE loss (29) function values. (b) averaged absolute errors of the reconstructed solutions. (c) averaged kinetic energy (37) relative errors of the reconstructed solutions. (d) averaged MSE accuracy (30) function values. (e) averaged absolute errors of the predicted solutions. (f) averaged kinetic energy (37) relative errors of the predicted solutions.

Thus, the larger value of \(\tau\), as longer the sampling (and reconstruction) time interval. Similarly, with the fixed number of neural network prediction iterations with larger \(\tau\) value we have longer prediction time intervals \([0, \bar{T}_{\text{end}}]\), e.g., with 10000 iterations, see Figures 14(e)–14(f) have \(\bar{T}_{\text{end}} = 100, 200, 500, 800, 1000, 2000, 4000, 5000, 8000, 10000\).

Averaged MSE loss values (29) are illustrated in Figure 14(a) which shows that loss values decrease as the time step \(\tau\) decreases. Thus, for larger time step \(\tau\) values we may require training with more epochs. Investigating accuracy MSEs (30), Figure 14(d), we observe a noticeable increase of errors for the neural networks trained on the data sets of time steps \(\tau = 0.01, 0.02, 0.05\) compared to other accuracy errors, which stay close to the associated loss errors. This suggests that the data sampling time intervals \([0, T_{\text{end}}]\) of the single trajectory for \(\tau = 0.01, 0.02, 0.05\) contain insufficient information on the dynamics and these neural networks will most likely generalize poorly, which is also evident in Figures 14(e)–14(f). Thus, with smaller time step values we require larger lengths of sampling time interval to include more information about the solution, see Figure 16 or more training data samples in learning the whole rigid body dynamics, see Figure 15.

Figures 14(b)–14(c) demonstrate averaged solution and kinetic energy (37) reconstruction errors performing in total \(N = 120\) iterations by SymLocSympNets of the initial condition \(y_0\). Results of Figures 14(b)–14(c) are consistent with the loss errors in Figure 14(a) i.e., we can observe smaller errors produced by the SymLocSympNets trained on the data sets of smaller time step \(\tau\) values. The same is not true for the long-time predictions performing 10000 neural network iterations of the initial condition given at time \(t = T_{\text{end}}\), i.e., the first solution value in the validation data set of the single trajectory. In Figure 14(c) we demonstrate averaged solution absolute errors, while in Figure 14(f) we illustrate averaged kinetic energy relative errors. To both figure legends, we have added the number \(n_0\) indicating the number of neural networks which produced stable long-time predictions. The averaging is only performed over these \(n_0\) neural networks. We apply the same criteria for long-time stable predictions already stated in Section 4.2.1. Since the neural networks trained with insufficient information of the dynamics, i.e., the cases with \(\tau = 0.01, 0.02, 0.05\), neural networks do not generalize well and in the cases with \(\tau = 0.01\) and \(\tau = 0.02\) there were no stable long-time predictions. The case with \(\tau = 0.05\) demonstrates that the information of the dynamics in the training data is limited
Reconstruction solution and kinetic energy errors on the reconstruction time interval

and long-time prediction errors are significantly larger compared to other cases, which averaged kinetic energy relative errors are between 0.1 and 1 percent over 10000 iterations.

When learning the whole rigid body dynamics, see Section 4.2.3, we also constructed 10 different training data sets using the same 10 different time step \( \tau \) values above. We considered the same randomly generated \( N = 300 \) (training) and \( M = 100 \) (validation) data points illustrated in Figure 11 to compute the training and validation data sets with different time step values. In this way, we trained 10 different neural networks and performed predictions in time for 12 different initial conditions \( \gamma_0 \) over the time interval \([0, 1000]\). Thus, as smaller the time step \( \tau \), more neural network iterations are required. In particular, in total 100000, 50000, 20000, 12500, 10000, 5000, 2500, 2000, 1250, 1000 iterations, respectively.

Averaged loss, solution, and kinetic energy errors are illustrated in Figure 15. In Figure 15(a) we observe a similar trend already seen in Figure 14(a) where the loss mean squared errors decrease with decreasing time step \( \tau \) values. On the contrary, in this experiment, averaged accuracy MSEs \( \gamma \) (not shown) have the same trend as for the loss values in Figure 15(a) indicating that neural networks will generalize well even with small values of \( \tau \). We can see that in Figures 15(b),15(c) where in Figure 15(b) we illustrate averaged solution absolute errors as a function of time, while in Figure 15(c) we demonstrate averaged kinetic energy relative errors. Compare Figures 15(b),15(c) to Figures 12(c),12(f). Figure 15(c) shows that we can obtain qualitatively good long-time predictions by the phase volume preserving neural networks \( \gamma \) for a large range of time step \( \tau \) values as long as there is a sufficient representation of dynamics in the training data set.

In the third example of this section, we consider learning the single periodic trajectory of Section 4.2.1 by collecting training and validation data from the time intervals \([0, 12]\) and \([12, 16]\) with 5 different time step values \( \tau = 0.01, 0.05, 0.1, 0.5, 1 \). Thus, the numbers of training and validation data samples vary. In particular, we have \( N = 1200, 240, 120, 24, 12 \) and \( M = 400, 80, 40, 8, 4 \), respectively. We already observed in Section 4.2.1 that collecting data from the time interval \([0, 12]\) with the time step \( \tau = 0.1 \) provided training data set with sufficient dynamics information for trained neural networks to produce good long-time predictions, e.g., see Figures 4 and 7.

Averaged errors of 100 trained neural networks \( \gamma \) are visualized in Figure 16. MSE loss \( \gamma \) and accuracy \( \gamma \) values follow the same trend as in Figures 14(a) and 15(a) i.e., we obtain smaller errors with smaller \( \tau \) values. Notice that the accuracy errors for the cases \( \tau = 0.01, 0.05 \) in Figure 16(d) are as small as the loss values in Figure 16(a) in contrast to what we observed in results of Figure 14(d). This can be easily explained by the fact that in this experiment the data sets labeled with \( \tau = 0.01, 0.05 \) contain more data points \( N \) sampled on longer time interval \([0, 12]\), which incorporates more dynamics information, e.g., see Figure 3(a).

Reconstruction solution and kinetic energy errors on the reconstruction time interval \([0, 12]\) are shown in Figures 16(b),16(c) respectively. Since the time steps are different, we have to iterate neural networks \( \gamma \) of the initial condition \( y_0 \) different number of times. In this experiment, to reconstruct the solution on the reconstruction time interval we require exactly \( N \) number of iterations, i.e., where \( N \) is the number of data samples in each training data set. The smaller the value of \( \tau \), as more iterations we have to perform. Thus, more errors may accumulate at each iteration, despite the loss values having smaller errors in Figure 16(a). On the contrary, with larger \( \tau \) values we require fewer iterations by the neural networks but we have larger loss errors, which can be obtained smaller by increasing

Figure 15: Numerical results of learning the whole rigid body dynamics \( \gamma \) with \( \gamma \) \( (K = 1 \) and \( m = 32) \), \( N = 300 \), and time step values \( \tau = 0.01, 0.02, 0.05, 0.08, 0.1, 0.2, 0.4, 0.5, 0.8, 1 \). Long-time predictions are obtained iteratively considering 12 different initial conditions \( \gamma \). (a) averaged MSE loss \( \gamma \) function values, (b) averaged absolute errors of the predicted solutions. (c) averaged kinetic energy \( \gamma \) relative errors of the predicted solutions.
Figure 16: Numerical results of learning a single periodic trajectory of the rigid body dynamics (36) with SymLocSympNets \((K = 1 \text{ and } m = 16)\) and time step values \(\tau = 0.01, 0.05, 0.1, 0.5, 1\) collecting the training data on the time interval \([0, 12]\). Reconstructions of the solution are performed with the initial condition \(y_0\), while predictions with the initial condition \(y_{12}\) on the time interval \([0, 1000]\), with the different numbers of SymLocSympNets iterations. (a) averaged MSE loss \((29)\) function values. (b) averaged absolute errors of the reconstructed solutions. (c) averaged kinetic energy \((37)\) relative errors of the reconstructed solutions. (d) averaged MSE accuracy \((30)\) function values. (e) averaged absolute errors of the predicted solutions. (f) averaged kinetic energy \((37)\) relative errors of the predicted solutions.

Despite that, we are still able to obtain good long-time predictions, see Figures 16(e)–16(f) and compare them to Figures 7(b) and 7(e).

Averaged solution and kinetic energy errors over the prediction time interval \([0, 1000]\) are demonstrated in Figures 16(e), 16(f). Note the different number of iterations required for SymLocSympNets of the initial condition \(y_{12}\) with the different time step \(\tau\) values, i.e., 100000, 20000, 10000, 2000, 1000 iterations, respectively. The numerical results of Figure 16 demonstrate that locally-symplectic neural networks SymLocSympNets can learn phase volume-preserving dynamics not only with the different time step \(\tau\) values but also with different number \(N\) of dynamics data samples.

### 4.3 Learning quasi-periodic trajectories of volume-preserving dynamics

For the final example of this numerical results section, we consider learning of a quasi-periodic motion of the charged particle in an electromagnetic field governed by the Lorentz force \([10, 28]\). The charged particle’s position \(y = (y_1, y_2, y_3)^T \in \mathbb{R}^3\) satisfies the following second-order ordinary differential equation:

\[
m \frac{d^2 y}{dt^2} = q \left( E + \frac{dy}{dt} \times B \right),
\]

where \(m\) is the particle’s mass, \(q\) is the electric charge, \(E = -\nabla \varphi\) and \(B = \nabla \times A\) are the electric and magnetic fields with the scalar electric potential \(\varphi \in \mathbb{R}\) and the magnetic vector potential \(A \in \mathbb{R}^3\), respectively, and \(\nabla \times\) denotes the curl of a vector field. With an introduction of the momentum \(p := m \frac{dy}{dt} \in \mathbb{R}^3\) the equation (40) can be cast into the form \([\ddagger]\) with the non-constant skew-symmetric matrix \(J(y)\), i.e., the charged particle equations (40) are Poisson system \([1, 10]\) with the Hamiltonian

\[
H(y, p) = \frac{1}{2m} p^T p + q\varphi(y).
\]
Figure 17: Numerical results of learning quasi-periodic motion of the charged particle in the electromagnetic field with SymLocSympNets. (a) averaged MSE loss (29) function values. (b) averaged absolute errors of the reconstructed solutions on the time interval $[0, 40]$ with the initial condition $(\tilde{y}_0, \tilde{p}_0)^T$. (c) averaged Hamiltonian (41) relative errors of the reconstructed solutions. (d) averaged MSE accuracy (30) function values. (e) averaged absolute errors of the predicted solutions on the long-time prediction time interval $[0, 1000]$ with the initial condition $(\tilde{y}_{40}, \tilde{p}_{40})^T$. (f) averaged Hamiltonian (41) relative errors of the predicted solutions.

Without loss of generality, we set $m = 1$ and $q = 1$, and consider the charged particle dynamics restricted to the motion on a plane with the potentials [10, 28]:

$$\varphi(y) = \frac{1}{100 \sqrt{y_1^2 + y_2^2}}, \quad A(y) = \frac{1}{3} \sqrt{y_1^2 + y_2^2} (-y_2, y_1, 0)^T.$$  

Thus, the dimension-reduced charged particle motion on a plane is obtained by setting the initial conditions with $y_3(0) = 0$ and $p_3(0) = 0$.

For learning the quasi-periodic motion of the dimension-reduced charged particle dynamics we consider the dimension-reduced initial conditions $\tilde{y}_0 := \tilde{y}(0) = (0.1, 1)^T$ and $\tilde{p}_0 := \tilde{p}(0) = (1.1, 0.5)^T$. We collect $N = 200$ training data points with the time step $\tau = 0.2$, i.e., from the time interval $[0, 40]$, followed by $M = 100$ solution values of the same trajectory to form the validation data set on the time interval $[40, 60]$. Then neural networks are tested by reconstructing the solution on the time interval $[0, 40]$ with the initial condition $(\tilde{y}_0, \tilde{p}_0)^T$, and performing predictions of the quasi-periodic trajectory for $t > 40$ with the dimension-reduced initial condition $(\tilde{y}_{40}, \tilde{p}_{40})^T$, where $\tilde{y}_{40} := \tilde{y}(40)$ and $\tilde{p}_{40} := \tilde{p}(40)$.

To keep the presentation concise in Figures 17–18 we only visualize results obtained by the neural networks SymLocSympNets while qualitatively similar results (not shown) were also obtained with LocSympNets. In this example, symmetric locally-symplectic neural networks SymLocSympNets were trained for $N_e = 10^6$ epochs using already stated batch Adam optimization algorithm with the exponential scheduling for the learning rate $\eta$. We considered $K = 1, 2, 3$ network parameter values and three different network width values $m = 32, 64, 128$. For each set of network parameter values, i.e., $K$ and $m$, in total we trained 20 neural networks with 20 different random initial weight values to produce and illustrate the averaged error results in Figure 17. Recall that in long-time predictions averaging is performed only over the number $n_0$ of the obtained stable solutions, see Figures 17(e)–17(f) i.e., predicted solution Hamiltonian (41) relative errors are smaller than one.

In Figure 17(a) we show averaged MSE loss function (29) values, while in Figure 17(d) we demonstrate MSE accuracy function (30) values. Notice that the loss and accuracy values are ten and hundred times larger compared to the loss and accuracy values in learning the rigid body periodic solution, e.g., compare Figures 17(a) and 17(d) with Figures 5(b)
Figure 18: Reconstructed and predicted quasi-periodic trajectory of the motion of the charged particle by SymLocSympNets with $K = 2$ and $m = 64$. Reconstructed solution on the time interval $[0, 40]$ is computed with the initial condition $(\tilde{y}_0, \tilde{p}_0)^T$, while the predicted solution on the time interval $[0, T_{end}]$ is obtained with the initial condition $(\tilde{y}_{40}, \tilde{p}_{40})^T$. (a) ground truth and reconstructed solution. (b) comparison between the exact and predicted solutions for $T_{end} = 20$. (c) comparison between the exact and predicted solutions for $T_{end} = 100$. (d) comparison between the exact and predicted solutions for $T_{end} = 300$.

This may be attributed to the fact that the charged particle motion is quasi-periodic and this places additional challenges on the neural networks learning more general dynamics. Averaged absolute errors of the solution on the reconstruction time interval $[0, 40]$ and on the prediction time interval $[0, 1000]$ are illustrated in Figures 17(b) and 17(c), respectively. Linear growth of the averaged solution errors can be observed.

Averaged absolute values of the charged particle Hamiltonian (41) relative errors are shown in Figures 17(c) and 17(d). On the reconstruction time interval, Figure 17(c), the Hamiltonian (41) errors are ten times larger compared to the rigid body kinetic energy (37) relative errors, compare the figure to Figure 6(e). On the prediction time interval $[0, 1000]$ the averaged Hamiltonian conservation relative errors in Figure 17(d) are around or below 10% and exhibit gradual growth. Notice, as indicated by the numbers $n_0$ in the figure’s legend, which is dependent on the length of
Figure 19: Numerical results of learning quasi-periodic motion of the charged particle in the electromagnetic field with SymLocSympNets ($K = 2$ and $m = 64$) considering different order of variables indicated in legends. (a) averaged MSE loss (29) function values. (b) averaged absolute errors of the reconstructed solutions on the time interval $[0, 40]$ with the initial condition $(\tilde{y}_0, \tilde{p}_0)^T$. (c) averaged Hamiltonian (41) relative errors of the reconstructed solutions. (d) averaged MSE accuracy (30) function values. (e) averaged absolute errors of the predicted solutions on the long-time prediction time interval $[0, 1000]$ with the initial condition $(\tilde{y}_{40}, \tilde{p}_{40})^T$. (f) averaged Hamiltonian (41) relative errors of the predicted solutions.

the prediction time interval, that not all trained neural networks produced stable quasi-periodic solutions on the whole prediction time interval. Thus, indicating that in this numerical experiment only short-time predictions are physically reliable, which we visualize in Figures 18(b)–18(d).

In Figure 18 we demonstrate performance of one trained neural network SymLocSympNets with $K = 2$ and $m = 64$. In Figure 18(a) we visualize reconstructed quasi-periodic trajectory of the charged particle on the time interval $[0, 40]$. Observe excellent agreement between the ground truth solution and the neural network reconstructed solution from the initial condition $(\tilde{y}_0, \tilde{p}_0)^T$. Predicted quasi-periodic solution trajectory obtained iteratively by SymLocSympNets from the initial condition $(\tilde{y}_{40}, \tilde{p}_{40})^T$ is shown for three different time intervals $t \in [0, T_{end}]$, i.e., when $T_{end} = 20, 100, 300$, see Figures 18(b)–18(d), respectively.

In Figure 18(b) notice very good agreement between the exact and predicted solutions on the validation time interval, which is the consequence of the small MSE accuracy function (30) values in Figure 17(d). On longer prediction time interval $[0, 100]$ we can already observe very small discrepancies between predicted and numerically computed exact solution of (40), which can be attributed to the growth of the solution global error seen in Figure 17(e). Long-time predictions on the time interval $[0, 300]$ are illustrated in Figure 18(d). In Figure 18(d) we have removed markers from the visualization such that the qualitatively good predicted quasi-periodic motion of the charged particle can be appreciated.

The flexibility of proposed locally-symplectic neural networks LocSympNets and SymLocSympNets stems from the fact that even and odd dimensional phase volume-preserving dynamics (1) can be learned and well-predicted, and the order of the variables is not essential. We validate this claim by considering the same training set-up used to produce numerical results of Figure 17 but this time we vary the order of the vector $(y_1, y_2, p_1, p_2)^T$ components. In total, we consider 8 variations of the variables $y_1, y_2, p_1,$ and $p_2$ as indicated by the legends in Figure 19. For this experiment, we consider SymLocSympNets with $K = 2$ and $m = 64$, and similarly to the experiments in Figure 17 we train 20 different neural networks in each case with the same training and validation data sets.
Averaged loss, accuracy, solution and the Hamiltonian [41] errors are visualized in Figure [19]. Compare Figure [19] to Figure [17] and notice qualitative agreement between each subplot. The good agreement indicates that LocSympNets and SymLocSympNets can learn dynamics independently of the system’s dimension and variable order, and the order of variables does not affect the range of averaged reconstruction and prediction errors.

5 Discussion and conclusions

In this work, we have proposed locally-symplectic volume-preserving neural networks LocSympNets for learning phase volume-preserving dynamics, which construction stems from the recently proposed symplectic neural networks SymNets and the symplectic Euler numerical splitting methods. We have shown that the modules of the volume-preserving neural networks LocSympNets are locally-symplectic and their composition is phase volume-preserving. Considering that the locally-symplectic modules have efficiently computable inverse maps we have also extended LocSympNets to the symmetric locally-symplectic neural networks SymLocSympNets such that the inverse of the neural network is equal to the feed-forward propagation of SymLocSympNets with the negative time step, which is a general property of the flow of a dynamical system. We have numerically demonstrated that SymLocSympNets outperform LocSympNets and from NICE adopted volume-preserving neural networks VPNNs, including the case of training with noisy data.

Numerical validation of the proposed neural networks LocSympNets and SymLocSympNets was performed considering linear and nonlinear phase volume-preserving dynamics. We have demonstrated learning of a dispersive wave solution of the linear semi-discretized advection equation, and, for learning nonlinear dynamics, we have considered two examples, i.e., the Euler equations of the periodic motion of a free rigid body and the charged particle quasi-periodic motion in an electromagnetic field governed by the Lorentz force. For the linear dynamics, learning objectives of linear volume-preserving neural networks, which follow from the construction, were discussed. While the performance of the linear LocSympNets and SymLocSympNets for the linear dynamics is not optimal compared to the multivariate linear regression problem, locally-symplectic neural networks incorporate more information on the dynamics and allow training with non-constant time steps, if desired.

For the rigid body dynamics, three learning objectives were put forward, i.e., learning a single periodic trajectory, recovering periodic solutions in training with noisy data, and learning the whole dynamics from randomly sampled data. Neural networks LocSympNets and SymLocSympNets performed exceptionally well in learning a single periodic trajectory since the neural networks were able to preserve both quadratic invariants of the dynamics up to high accuracy. Recall that the proposed neural networks do not preserve these invariants by design. We found that not all trained neural networks’ produced predictions lead to good approximate kinetic energy conservation and, thus, to stable long-time predictions, but we have demonstrated quantitatively that the locally-symplectic neural networks on average produced qualitatively better long-time predictions compared to the volume-preserving neural networks VPNNs. In particular, SymLocSympNets demonstrated the smallest solution errors as well as the smallest errors for both preserved quantities. We were able to draw the same conclusions considering learning of a single periodic trajectory with noisy data. We have found that volume-preserving neural networks are still able to produce good long-time predictions when a relative amount of noise has been added to the training data. In addition, we have observed that a large amount of noise in training data leads to reduced learning and fast-diverging predictions. When learning of the whole rigid body dynamics from irregularly sampled data was considered, SymLocSympNets compared to LocSympNets produced significantly more accurate long-time predictions. The performance of SymLocSympNets was also investigated by considering learning with training data sets sampled with different time step values, either with a fixed number of data points or on the fixed sampling time interval. In all cases, we found that SymLocSympNets could produce qualitatively good long-time predictions for a large range of time step values as long as there is a sufficient dynamics representation in the training data set.

We concluded numerical demonstrations with the second nonlinear problem, i.e., learning of the quasi-periodic motion of the charged particle in an electromagnetic field. We have found and demonstrated that quasi-periodic solutions are more difficult to learn for volume-preserving neural networks. Despite that, we have shown that SymLocSympNets can produce qualitatively good short-time predictions. In addition, we have demonstrated that good results can be obtained independently of the order of variables, emphasizing that LocSympNets and SymLocSympNets can learn and well-predict phase volume-preserving dynamics being of even or odd dimension. After all performed numerical experiments, we can conclude that even greater challenges will be to obtain good predictions for the chaotic phase volume-preserving dynamics, and more research in this direction is required.

For future work, we consider the following tasks. In this work, the proof of the universal approximation theorem was not provided. For sound theoretical justifications for using the proposed neural networks LocSympNets and SymLocSympNets that would be very beneficial. Regarding learning linear systems we plan to investigate the trained
matrices $B_1, B_2, \ldots$, and how they are linked to the training data and the system's matrix $A$, and establish optimal $K$ and $m$ parameter values with respect to the system's dimension $n$, and when the non-constant time step $\tau$ values are considered. The choice of using the sigmoid function as the activation function was motivated by its use in [9]. Very good results, not shown, were also obtained with the Swish activation function and further investigation in this direction is required, either from a theoretical or numerical point of view. Current results demonstrate that the Adam optimization algorithm requires too many epochs to achieve desirable accuracy, which limits the full exploration of the proposed neural networks for learning high-dimensional dynamical systems. The use of a large number of epochs was also reported in [9, 10] for learning Hamiltonian and Poisson dynamics. Thus, more research in faster converging optimization algorithms is still needed. We plan to explore how prior knowledge of $\rho$-reversibility property can be incorporated into the phase volume-preserving neural networks. Extensions of the proposed locally-symplectic neural networks LocSympNets and SymLocSympNets for efficient learning of large-scale volume-preserving problems are highly desirable.
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