Improving the risk–risk trade-off method for use in safety project appraisal responses
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Abstract

The risk–risk trade-off method is a technique used to elicit the relative trade-off between changes in morbidity and mortality risks in stated preference surveys. The responses can be used to inform the (relative) values or weights that should be given to different accidents in cost–benefit analyses of road-safety projects that reduce the risk of death or injury. While the method has some distinct advantages over eliciting direct monetary measures of value, it is likely to suffer from similar problems that are found in other stated preference surveys, which might mitigate against its more widespread use. This study explores this issue, but shows that the estimates from a risk–risk trade-off study can be improved by employing a pre-survey learning experiment in which respondents make incentivised risky choices and also using a frame that focuses on the total risk or risks that respondents face, thereby broadening the toolkit available to measure preferences over road-safety interventions.
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1 Introduction

1.1 Cost–benefit analysis and stated preference studies

Cost–benefit analyses (CBA) of safety improving initiatives can be used to inform the allocative decision process (e.g., see Treasury 2003; US EPA 2014). In a conventional CBA, the value of a statistical life (VSL) is defined as the aggregated willingness-to-pay (WTP) for small-risk reductions which reduce the expected number of premature fatalities in the group affected by one and equivalent benefit measures can be elicited for non-fatal injuries. Stated preference techniques are often used to directly elicit people’s preferences over changes in safety. The majority of such previous stated preference studies have used contingent valuation (CV) techniques (e.g., Johannesson et al. 1996; Andersson and Lindberg 2009); however, discrete choice experiments (DCE) have likewise been applied (e.g., Alberini and Šcasný 2011; Iragüen and de Ortúzar 2004). Both techniques have been subjected to several studies regarding their respective reliability in various valuation contexts (see, e.g., Goldberg and Roosen 2007; Carson et al. 2001; Carlsson et al. 2005), with mixed results. One option available to analysts to deal with unreliable responses may be to discard them. However, discarding responses is undesirable, since it might then compromise the representativeness of the sample, potentially invalidating the resulting CBA recommendation.

In addition to directly estimating the WTP for safety, ‘indirect’ methods have also been used to estimate the monetary value of preventing fatalities in different contexts. In the UK, the Department for Transport (DfT) commissioned a study to find evidence in favour of applying ‘dread’ premia to VSLs for accidents other than road accidents (Chilton et al. 2007). Using the risk–risk trade-off approach (Viscusi et al. 1991; Chilton et al. 2006), no strong evidence could be found to support the application of such a premium, resulting in no change to Treasury advice for applying the VSL to accidental death. This finding was also supported in an earlier study, in which a different, but related, relative valuation approach (‘matching’), was applied to infer monetary values for the prevention of fatalities in the public sector. Here, the relative monetary valuations for other accidents were ‘pegged’ to the roads VSL, and the results broadly supported a 1:1 relativity in all cases, implying a single VSL across all sectors (Beattie et al. 2000; Chilton et al. 2002). Finally, the DfT current monetary values for the prevention of different severities of non-fatal road injuries were obtained by applying relative valuations to an absolute monetary ‘peg’ in the form of the WTP-based monetary value for the prevention of a road fatality (Beattie et al. 1998; Jones-Lee et al. 1995).

Two sources of error might occur when the risk–risk ratios are applied to adjust a VSL, namely, the risk–risk ratios and the VSL itself. 1 Given that policy makers have commissioned relative valuation method studies, particularly in the UK (see above), it is, nevertheless, the case that they have in fact been subject to much less

---

1 We thank a referee for pointing out this potential problem.
scrutiny than the direct methods. This paper attempts to close this gap, at least with respect to one indirect method in particular, the risk–risk trade-off method. It has been argued that the risk–risk trade-off method ‘potentially lowers the cognitive burden on respondents by allowing them to compare more similar “commodities”’ (Van Houtven et al. 2008, p. 183), i.e., risks of accidents. This avoids the need for respondents to make a direct money-risk trade-off (as in traditional contingent valuation, for example) given that income and changes in fatal (and non-fatal) risk might be potential incommensurate attributes (Magat et al. 1996). Although a number of empirical studies are reported in the literature (see Table 1, Sect. 2.2), it is striking that only a very few examine potential methodological issues that may affect the reliability and validity of responses elicited using the risk–risk trade-off method.

1.2 Reliability and validity: risk–risk trade-off method

In stated preference surveys, respondents are faced with hypothetical choice situations. This characteristic led to early criticism of the method (e.g., Cummings et al. 1986) and a subsequent body of research exploring the behavioural biases that have been found to influence the reliability and validity of the estimates (summarized in Bateman et al. 2002). This was almost exclusively in the context of WTP. Drawing on this literature, one way to explore the reliability and validity of risk–risk trade-off responses is to focus on the behaviour of the mean relative trade-off under different conditions. For example, the more ‘outliers’ present in the data—in either or both ends of the distribution—the more likely that the central tendency measure will be unstable, with an associated decrease in its reliability and/or validity. In addition, a smaller variance is to be preferred, all other things equal, since it improves the power of subsequent statistical tests. The question then becomes one of whether behavioural biases that affect the reliability and validity of the mean estimates arising from using stated preference mechanisms in general might also be expected to (negatively) affect the risk–risk trade-off method?

A major issue that pervades stated preference elicitation is that of the general lack of sensitivity in survey responses to changes in characteristics that common sense and economic theory would predict should matter to respondents. Examples of this can be found in the related WTP literature and include ‘scope insensitivity’—whereby respondents state identical WTPs for reducing the risk of two very different health outcomes (Gyrd-Hansen et al. 2012; Olsen et al. 2004) or state identical WTPs for two very different sizes of risk reductions for the same outcome (e.g., Carson and Mitchell 1995; Fetherstonhaugh et al. 1997; Goldberg and Roosen 2007) or in the elicitation of a proportionally large number of zero WTP offers (Carson et al. 2001). In the former case, it appears that some respondents anchor completely on their first response, while in the latter, they affix on the current expenditure on the good, ignoring the fact that the quantity or quality has changed. In a similar vein, when eliciting health-related quality of life weights in the standard gamble (SG) surveys, the SG-based values have been found to be biased upwards which could be partly attributed to a ‘certainty effect’, a pervasive psychological phenomenon,
| References               | Risk outcomes                                         | Indifference elicitation mechanism                                                                 | Frame       |
|-------------------------|-------------------------------------------------------|---------------------------------------------------------------------------------------------------|-------------|
| Viscusi et al. (1991)   | Fatal car accident and chronic bronchitis              | Two areas which varied in the risk of both outcomes. One of the risks in the respondent’s preferred area was lowered until indifference was reached | Total       |
| Dolan et al. (1995)     | Four non-fatal illnesses                              | Risk of non-fatal illness was increased marginally. Respondents were asked how much the only non-fatal illness should be reduced to compensate for this increase | Marginal    |
| Magat et al. (1996)     | A nerve disease and a fatal car accident compared to cancer of the lymph system and a fatal car accident | Similar to Viscusi et al. (1991)                                                                   | Total       |
| Clarke et al. (1997)    | (Painless) death from a natural disaster and Gaucher Diseases (metabolism disorder) | Two hypothetical cities which varied in the risk of both outcomes. The respondent viewed a sequence of scenarios until indifference was reached | Total       |
| Chilton et al. (2006)   | Two different accident types were compared by means of their fatal risks | Risk in the respondent’s preferred accident type was increased marginally in a multiple list until indifference was reached | Marginal    |
| van Houtven et al. (2008)| Fatal car accident and fatal stomach illness          | Two areas which varied in the two risks. Each respondent received five choices and was asked to indicate their area preference in each choice separately | Total       |
| Cameron et al. (2010)   | Injury and death from a landmine accident              | Two different communes. The risk of an injury in the respondent’s least preferred commune was decreased until indifference was reached | Total       |
| Nielsen et al. (2010)   | Different distributions of mortality risks (no context) | Risk in the respondent’s preferred distribution was marginally increased until indifference was reached | Marginal    |
| McDonald et al. (2016)  | Fatal car accident and fatal cancer                    | Risk in the respondent’s preferred accident type was marginally increased in a multiple list until indifference was reached | Marginal    |
whereby an individual values positive outcomes more highly when they occur with certainty (Tversky and Kahneman 1981; Law et al. 1998).

Such behaviour appears driven, at least in part, by the decision heuristic of ‘anchoring and adjustment’ (Tversky and Kahneman 1974) and/or to the notion of a reference point (Kahneman and Tversky 1979). Anchoring and adjustments refer to situations in which ‘people make estimates by starting from an initial value, which may be suggested by the formulation of the problem, and then adjust that value to yield the final answer’ (Mitchell and Carson 1989, p. 115). Alternatively, some people may not make any adjustment from their initial ‘anchor’, which in effect serves as their ‘reference point’. Still, others may be susceptible to anchoring and insufficient judgement (Tversky and Kahneman 1974; Quattrone 1982; LeBoef and Shafir 2006).²

While the risk–risk trade-off method is potentially cognitively less difficult than WTP-based methods, it is, nevertheless, likely that it will be affected in its own particular way by this anchoring problem and respondents would appear insensitive to the risk change per se. This might manifest itself in two distinct sets of responses. First, in a reluctance to take any risk increase or decrease at all (from an initial position of equal risk of two different types of injury) or, second, displaying an unwillingness to take any risk increase whatsoever in a less favoured outcome, e.g., a fatal road accident, no matter how large the change in risk of a more preferred outcome (e.g., a non-serious, non-fatal road accident). In the former, the reference point is the initial risk(s) and we will term these ‘non-traders(I)’, while in the latter, it is the more severe outcome and we will term these ‘non-traders(O)’. Either type of non-trader could generate values which may be considered as outliers in data, since they would fall in the extreme tails of the response distribution, thereby potentially significantly impacting the variance and mean of the relative trade-offs for different road accidents if retained in the data set.

Another potential problem that could impact the risk–risk trade-off method relates to framing effects and the resulting violation of the assumption of procedure invariance (Tversky and Kahneman 1981; Tversky and Thaler 1990). This predicts that responses should not vary between two versions of a choice problem that differ in relatively subtle ways, yet evidence shows that strikingly, different choices can be made by respondents (Tversky and Kahneman 1981) which raises concerns about the validity of the survey. Survey respondents have, for example, been found to be very sensitive to whether risk information is presented as absolute or relative risk reductions (Baron 1997; Gyrd-Hansen et al. 2003) and respondents have been found to be sensitive to whether risk reductions or avoided fatalities are presented in a VSL survey (Kjaer et al. 2018). In the risk–risk trade-off literature, two different frames have been used to elicit risk–risk relativities between different outcomes. The risk decrement or increment has either been presented as a marginal change to the current situation (Chilton et al. 2006) or as the (new) total risk that the respondent

² Experimental economists have extensively investigated this phenomenon and have found this heuristic to be pervasive in real, incentivised settings too. Whilst outside the scope of this paper the interested reader is referred to Dhami (2016, pp. 1370–1375) for an excellent and thorough review of this evidence.
would face in the changed situation (Viscusi et al. 1991). How this affects the central tendency measure, and in particular, the anchoring behaviour of non-traders(I) and of non-traders(O) remains an empirical question, one which we also address in this study.

In summary, the ‘risk–risk trade-off’ method could be affected by peoples’ (in) sensitivity to risk changes, framing effects, or both. The aim of our study is to investigate the effect of both in terms of the impact on response reliability, and furthermore, the introduction of a pre-survey experiment in which respondents make (incentivised) risky choices over a familiar good (money), as in a standard economic laboratory experiment the lessons from which can then be taken forward into trade-offs over less familiar goods (here, fatal, and non-fatal accidents). The idea that the lessons learnt in an incentivised setting can be carried over into a non-incentivised survey is similar in spirit to the ‘rationality spill over’ phenomenon introduced in Cherry et al. (2003). It also follows a finding in the literature that behavioural biases are reduced, as people become more familiar with the tasks (Carlsson et al. 2012; Plott 1996). If a learning experiment—based on the same choice framework faced by respondents in the survey—is shown to improve the validity of a risk–risk trade-off survey, the need for discarding responses could be diminished and the representativeness of the samples used to elicit preferences for policy purposes would be improved. The second problem—framing—is addressed in the experimental design by employing two different frames: marginal and total risks. Both frames convey the same information (the risk change), but in two different ways.

The remainder of this paper is organised as follows. Section 2 presents the risk–risk trade-off methodology and a summary of the previous risk–risk trade-off surveys. Section 3 then provides a more detailed description of the experimental design and the four different treatments. The analytical strategy is presented in Sect. 4; results are presented in Sect. 5 and discussed in Sect. 6.

2 Risk–risk trade-off methodology

2.1 Theory

The problem facing the respondent in a risk–risk trade-off scenario can be described in an expected utility framework following Viscusi et al. (1991) and Van Houtven et al. (2008).

We assume that respondents make choices to maximize expected utility:

\[ E(U) = r_F U(F, w) + r_S U(S, w) + (1 - r_F - r_S) U(H, w). \]  

(1)

According to this expression, utility is determined by health outcomes (F, S, or H) and wealth (w). Individuals are assumed to face risks of three mutually exclusive outcomes of a traffic accident within the next period. The first is fatal (F), i.e., dying in a traffic accident with probability \( r_F \), the second is a serious non-fatal injury (S) with probability \( r_S \), and the third is ‘normal health’ or all other health outcomes.
(H). To simplify the expression, we have assumed that R, S, and F are mutually exclusive events.\(^3\)

The respondent is asked to consider a choice between two options. In option A, the risk of a fatal road accident is \(r_A^F\), and the risk of a non-fatal serious outcome is \(r_A^S\), while in option B, these probabilities are \(r_B^F\), \(r_B^S\). As such, option A gives the expected utility in equation (Eq. 2), while option B gives the expected utility in equation (Eq. 3).

\[
E(U)^A = r_A^F U(F, w) + r_A^S U(S, w) + (1 - r_A^F - r_A^S) U(H, w) \\
E(U)^B = r_B^F U(F, w) + r_B^S U(S, w) + (1 - r_B^F - r_B^S) U(H, w).
\]  

(2)  
(3)

If an expected utility maximiser indicates indifference between options A and B, this suggests that

\[
E(U)^A = E(U)^B. 
\]  

(4)

Rearranging Eq. (4) gives us the following:

\[
U(S, w) = r_{SF} U(D, w) + (1 - r_{SF}) U(H, w),
\]  

(5)

where \(r_{SF} = \frac{r_B^F - r_A^F}{r_B^S - r_A^S}\).

The utility of a serious non-fatal injury has thereby been transformed into an equivalent lottery on life with good health and death similar to the model framework setup in Jones-Lee (1976).

Risk–risk trade-off surveys have been carried out previously and Table 1 lists the published studies along with a description of the risk outcomes used, the mechanism used for eliciting indifference point and the framing of the risks, i.e., whether respondents were informed of the new, and total risk they would face or the marginal risk change. In both cases, respondents were aware of the baseline risk they faced. For the purpose of this investigation, we have chosen to include only studies which (1) involve no monetary comparison and (2) elicit an indifference point between two risk reductions (for different outcomes).

2.2 Previous studies

The studies in Table 1 focus largely on reporting the empirical results. An exception to this is the methodological investigation by Clarke et al. (1997) in which the results from the standard gamble method, time trade-off method, and risk–risk trade-off method were compared. Utilising a test–retest methodology, they found

\[^3\] In fact, Eq 1 is an approximation of EU which would more accurately be specified as

\[
E(U) = r_F U(F, w) + r_S U(S, w) + (1 - r_F)(1 - r_S) U(H, w)
\]

\[
= r_F U(F, w) + r_S U(S, w) + (1 - r_F - r_S - r_F r_S) U(H, w)
\]

Dropping this interaction term, which results in Eq. 1, greatly simplifies the conceptual framework without significantly altering the empirical findings and is in accordance with the state-of-the art within this literature (Van Houtven et al. 2008).
that the results from the risk–risk trade-off method performed worst with respect to reliability.

Central to the method is the elicitation and/or estimation of indifference points between two risks (as discussed in Sect. 2.1), the measurement and elicitation of which at the individual level could be prone to anchoring-type behaviour and/or reference point effects. Methods to elicit this include variations of the multiple list formats (in which different combinations of risks are presented to the subjects in a list) or the dichotomous choice format (where the different combinations of risk are presented sequentially (randomly or in a decreasing/increasing manner). In this study, we will apply the multiple list format (Chilton et al. 2006; McDonald et al. 2016). It is based on more generic multiple list methods used in a number of domains [for example, in the form of a payment card in a CV survey (Bateman et al. 2002)]. While it might be susceptible to some of the general problems surrounding stated preference mechanisms (Andersen et al. 2007), its primary purpose is to act as a medium by which to help respondents iterate to their indifference point, compared to a question format, e.g., open-ended providing no such help. If successful, it should work to reduce—rather than exacerbate—the anchoring that the risk–risk trade-off method itself is potentially susceptible to, i.e., the non-trading considered in this paper.

With respect to the framing issue, the previous studies have presented the changes in risk as either marginal or total, but to the best of our knowledge, a comparison of the two frames has not been carried out so far in a survey applying the risk–risk trade-off method.

3 Experimental design

Our study is based on an experimental design setup to test whether an incentivised learning section (referred to as the learning experiment) and the frame can have an impact on the spread of responses, by reducing the number of extreme outliers in either or both tails. Since the purpose of this study is to analyse and compare behavioural responses to different stimuli (incentives and framing) and not to elicit preferences to be used for policy purposes, a convenience sample of young adults formed the subject pool.

180 subjects were recruited from the undergraduate student body (59, 33, and 8% on stages 1, 2, and 3, respectively, of their degree programmes) at Newcastle University during the 2013 spring semester. A majority (75%) of the students in the sample studied one of the six economics programmes. A total of 10 sessions were conducted with 7–32 students depending on student and room availability. Students were randomized into experimental treatments and sessions and were instructed to answer on an individual level: no open-ended discussions were introduced during these sessions. A session lasted between 40 min and 1½ h depending on treatment and each session was moderated by one member of the research team, aided by trained assistants. The main data collection was preceded by a piloting phase in which the protocol was refined and amended. A total of 27 students took part in the piloting phase.
Risk–risk trade-offs were elicited in surveys in four different treatments, as illustrated in Table 2. Learning experiments were incorporated into two of the four treatments. The marginal risk frame is tested with and without a learning experiment [T3 and T1 (control), respectively] and the total risk frame likewise, i.e., T2, acts as a control for T4.

### 3.1 Survey injury severities defined

We employed three potential road accident injuries in the survey—a fatal injury and two non-fatal injuries of differing severities (of which brief descriptions were presented to subjects). The non-fatal injuries descriptions were taken from the previous studies (Jones-Lee et al. 1995; Beattie et al. 1998). Non-serious (NS) below is equivalent to a serious non-permanent injury (with no chronic impacts), whereas serious (S) is equivalent to a serious permanent injury (with chronic impacts). These two types of injuries thereby span a spectrum of non-fatal injuries descriptions previously used in the VSL literature and have been chosen to be in line with the previous studies and to test for any dependence on seriousness of the injury and whether or not it is compared with the risk of a fatal accident. The injury descriptions are reproduced in full in the Appendix, but stylised descriptions, along with associated probabilities of occurrence per decade for the typical car driver or passenger in the UK, are shown in Table 3.

The probabilities were approximated using information from the Department for Transport Statistics to represent broadly what they classify as a serious injury and a slight injury.4

| Code letter | Injury severity | Risk per decade |
|-------------|----------------|-----------------|
| F           | Fatal          | 50 in 100,000   |
| S           | Seriousa       | 600 in 100,000  |
| NS          | Non-seriousb   | 5000 in 100,000 |

### Table 2 Experimental design

| Learning experiment (LE) | Marginal risk frame | Total risk frame |
|--------------------------|---------------------|------------------|
| No                       | T1 (control)        | T2 (control)     |
| n = 50                   |                     | n = 54           |
| Yes                      | T3                   | T4               |
| n = 40                   |                     | n = 36           |

**Table 3 Injury descriptors**

4 Probabilities for an individual aged 20–29 were estimated for fatal accidents and accidents causing serious and slight injuries.
3.2 Survey context

The most commonly used scenario in the ‘risk–risk trade-off’ literature (see Table 1) is to frame the question as a choice of moving to one of the two different areas which differ only by the mortality and/or morbidity risk. We adopted this scenario in this study and the respondents were given the choice between two employment opportunities (from the same firm) that would be open to them on graduation. Both jobs would be at the same firm, carry the same responsibilities, and pay the same salary. The only difference is that the two workplaces (and hence, for the purposes of this scenario, place of residence) would be located at one of the two distinct areas of the same city. Housing, alternative employment opportunities, etc., could be considered to be identical; however, the risk of being involved in differing types of road accidents would be different. Each respondent was asked to make three pairwise choices, namely: area 1 versus area 2; area 2 versus area 3; and area 1 versus area 3. Each area was characterized by two risks: the risk of a non-fatal injury (NS or S) and the risk of a fatal injury (F) or the risk of two different non-fatal injuries (NS and S). Area 1 was characterized by an increase in NS, area 2 by an increase in F, and area 3 by an increase in S. Following standard risk trade-off practice, a ‘forced choice’ was imposed on respondents in that staying with the status quo (not moving) was not given as an option. In the survey, we wanted the respondents to rank the injuries according to their own preferences, and hence, we avoided labelling the injuries according to seriousness using the letter R to represent non-fatal serious injury, W non-fatal non-serious injury, and F fatal injury.

3.3 Eliciting risk–risk indifference points

For illustrative purposes, we describe how the risk–risk indifference point between S and F was elicited (SF) in treatments 1 and 3. First, as an introduction, the respondents were informed that currently, where they live their chance of being involved in a traffic accident leading to a non-fatal injury S is 600 in 100,000 per decade, whereas the risk of being involved in a traffic accident leading to a fatal injury F is 50 in 100,000 per decade. The respondents were then given the choice whether they would prefer to move to area 2, where the risk of a non-fatal injury S would increase by 5 in 100,000 or move to area 3, where the risk of fatal injury F would increase by 5 in 100,000. The scenario was presented to them, as illustrated in Fig. 1.

This design was chosen, so that a majority of respondents would chose to move to the area with the risk increase in the less severe outcome (here area 2), thereby maximizing the sample size for subsequent analyses. Respondents were also given the opportunity to be ‘equally happy’ (i.e., indifferent) in which case they were asked to respond to an open-ended question to explain their reasons for this.

---

5 This is standard procedure in such surveys. The survey was subject to the usual piloting and pre-testing and no issues with respect to credibility were raised during those procedures. As such, we do not have any evidence to suggest research participants thought otherwise but must assume that if biases have been introduced due to this they are working in the same direction (or randomly) across all treatments.
For those respondents expressing a strict preference for one area, their relative strength of preference between the two areas was elicited by explaining to the subjects that following their initial choice, the firm would write to them to let them know that new information had become available which meant that some of the statistics that they had provided previously required updating and that there would be an increased risk of one of the accident types (specified) in their chosen area, i.e., if the area with an increase of 5 in 100,000 in risk of S was chosen by the respondent, then the updated increase in the risk of S would be greater than 5 in 100,000. Given that increase, the firm would want to know if they would still move to the chosen area or would prefer now to go to the other area. Following Chilton et al. (2006) and McDonald et al. (2016), risk increases were utilised instead of risk decreases because of the relatively low baseline risk for a fatality, leaving little if any scope for decreasing the risk. To make their choice, each respondent received a table customised to the choice they just made. In the table, their chosen area risk profile was gradually made worse in an exponentially increasing manner. An example of the table used can be seen in the Appendix. All respondents were asked to go through the table, row by row, and indicate in each row which of the two areas they preferred. Respondents were then asked to record the first row, where they switched

---

6 In addition, risk increases rather than reductions were employed essentially because (in whole number terms) there is a lower bound to the magnitude of feasible risk reductions; see Chilton et al. (2006) for a discussion. In addition, under an expected utility framework, the trade-off for very small-risk increases and decreases should be identical.

7 Ideally, the tables would have looked identical for all outcomes. However, since the baseline risks for the three different outcomes were very different we found it necessary to adjust them to take into account that a 5 in 100,000 risk increase would not be perceived as a substantial change in the NS case whereas it would make many subjects switch in the case of F. Hence, if linear increases of for example 5 in 100,000 had been used for all outcomes, the table for the NS case had to be extended extensively to accommodate subjects variations in indifference points. Hence we chose to increase the risks in an exponential manner in accordance with the recommendations in Rowe et al. (1996) for reducing biased answers from payment cards.
(from area 2 to area 3 in the table included in the Appendix). We referred to that as the “switching point”. If they failed to switch to indicate a preference for the other area in the table, they were asked to write down their own number, i.e., the risk increases that would induce them to prefer the other area. The question order was varied in such a way that the non-serious/serious injury trade-off (NS/S) was always presented first followed by either the serious/fatal injury trade-off (S/F) or the non-serious/fatal injury trade-off (NS/F).

The presentation and tasks in treatments 2 and 4 were identical to treatments 1 and 3, respectively. Only the risk framing differed in that risks were presented as total risks, i.e., total risk frame. Respondents were asked to compare areas by making pairwise choices between total risks (including the baseline risk information) in the two areas. As an example, respondents were then given the choice of whether they would prefer to move to area 2, where risk of a non-fatal injury $S$ would increase to 605 in 100,000 or move to area 3, where the risk of a fatal injury $F$ would increase to 55 in 100,000. The tables used for finding indifference points were likewise framed in terms of total risks, but otherwise, identical to the ones used in treatments 1 and 3.

### 3.4 Learning experiment; incentivised money wheel game (T3 and T4)

The ‘risk–risk trade-off’ survey questions in T3 and T4 (Table 2) were preceded by the incentivised learning experiment. Comparing the results to T1 and T2, respectively, the effect—if any—of the learning experiment could be isolated in either or both the frames. As noted, the learning experiment was based on the same choice

---

8 No tables included multiple switching or obvious errors.
framework faced by respondents in the survey and provided them with experience of trading-off different probabilities of varying (negative) outcomes against each other in an incentivised environment. Respondents’ learning in the experiment was facilitated by a ‘money wheel’. As illustrated in Fig. 2, the money wheel consisted of 100,000 segments in three different colours and a dial.9

All probabilities were expressed in a baseline out of 100,000; the same baseline used in the following survey on traffic risk. The dial was spun and stopped randomly by the moderator pressing a key on the computer which the respondents observed. The colour of the segment that the tip of the dial landed on decided the outcome of that round (if the tip landed on the line, between two colours, the dial was spun again). Landing on a colour had a different effect on what a respondent could finally take home with them. If the dial landed on blue no tokens were lost, green meant three tokens were lost and yellow resulted in the loss of eight tokens.

The experiment consisted of three games: one practice ‘money wheel’ game and two real, incentivised ‘money wheel’ games. The wheels varied from game to game, although they were all constructed, such that the largest proportion of the wheel was blue (no loss of tokens) and a smaller proportion green (a small loss). The smallest proportion in the practice game and the first real game was yellow (a substantial loss) and pink in the second real game (a loss of everything). Progressing from the practice game to the first real game, the proportion of yellow decreased and the proportion of pink in the second real game was even smaller. The relative distribution of colours in the wheels matched the relative distributions of the different severities of traffic accidents in the subsequent survey, i.e., a higher chance of landing on blue (survival in the context of traffic), a smaller risk of landing on green (a non-serious injury), and an even smaller risk of landing on yellow or pink (a serious injury or death).

To start the experiment, each respondent received ten experimental tokens, each worth £1. The subjects were informed that any remaining tokens would be redeemable at the end of the session and that the amount received at the end of the session would depend on their choices (however, they were guaranteed their fee for showing up). Each game was made up of two rounds. In the first round of a game, respondents were asked to choose between two different ‘money wheels’. The ‘money wheels’ were presented to them on slides, respondents were asked to choose between them, their chosen wheel was then spun, and the result recorded. As the spin of the wheel could result in a loss of tokens, this experiment allowed respondents to experience the consequence of making choices that were in accord with their preferences (playing the wheel that they preferred) or not (playing the wheel they did not prefer).

In the second round of a game, individual indifference points between the two wheels were elicited by making a respondent’s chosen wheel incrementally worse. All respondents were presented with a 6-page booklet. On each page of this booklet, the non-preferred wheel remained fixed, i.e., unchanged and the initially preferred wheel was made worse by removing some blue segments and replacing them with either green or yellow segments. They were asked to indicate on each page

---

9 A sample ‘money wheel’ is available from the authors.
which wheel they would prefer to play and then to record their switching point (i.e., where the composition of colours in the changed wheel induced them to prefer to play the other, unchanged wheel). After they had made their six choices, the roll of a die determined which set of wheels to play out. These wheels were then spun and the outcome of their chosen wheel was recorded. Again, by incentivising the task, a respondent could potentially experience the consequence of making choices that were in accord with their preferences (playing the wheel that they preferred) or not (playing the wheel they did not prefer if they switched too early or too late).

In total, the wheel was spun six times across the three games (twice in the practice game). At the end of the four money wheel rounds, following procedures common in experimental economics, a random draw decided which of the four wheel spin in the real rounds would determine the subjects’ earnings. The different steps in the games are summarized in Table 7 in the Appendix.

4 Analytical strategy and testable hypotheses

Respondents’ indifference points between two different risky outcomes will be the focus of the analysis. Each indifference point will be used to calculate the ratio between the risk increases which induced the respondent to switch to the other area. Suppose, for example, that a subject indicates that she prefers a 5 in 100,000 risk increase of a serious injury S to a 5 in 100,000 risk increase of fatal risk F, but prefers a 5 in 100,000 risk increase of a fatal risk F to a risk increase of 41 in 100,000 in a serious injury S (i.e., switched in row number 1 in the example table in the Appendix). Following (Eq. 5), we will approximate this individual’s ‘death risk equivalent’ between the two injuries, \( r_{SF} \), by \( 5/41 \).

However, for the purpose of the analyses in the next section, we will use the inverse of the ‘death risk equivalent’; thus, \( R_{SF} = 1/r_{SF} \), i.e., in the example above, \( R_{SF} = 41/5 = 8.2 \). The interpretation of \( R_{SF} \) is that the disutility of a fatal outcome F is perceived to be 8.2 times higher than the disutility of the serious injury S outcome. The reason for using the inverse of the ‘death risk equivalent’ is that it is more intuitive: the higher the number (RR) the more the most serious injury outcome is feared relative to the less serious injury outcome.

The geometric mean of \( R \) for each of the three different pairwise comparisons will be analysed independently across the different treatments. The

---

10 Each game was split into two rounds to ensure that no strategic incentives would appear and hence subjects have the incentive to be truthful in the initial question since that could be played out for real. If the game had only consisted of one round, one potential strategy would be to lie in the answer to the first question (e.g. indicate a preference for B even though the true preference was for A) but then in the subsequent questions on indifference immediately switch back to A. The subject would now indicate a preference for the unchanged A wheel on all pages in the booklet except the first page. Since the roll of a dice will decide which page number to play out; this would be dominant to saying the truth (A) in the initial choice and then making A worse in the subsequent indifference task. Across all the session with the learning experiment, only two students did not lose any tokens at all across the six games.

11 The geometric mean of a data set \( \{ R_{R1}, R_{R2}, \ldots, R_{Rn} \} \) is given by: \( \left( \prod_{i=1}^{n} R_{Ri} \right)^{1/n} = \sqrt[n]{R_{R1}R_{R2}\ldots R_{Rn}} \) (Sydsæter and Hammond 1995).
geometric mean is usually considered the most appropriate measure of central
tendencies for ratios, as it reduces the influence of extreme outliers (Chilton
et al. 2006; Baron 1997). Since the geometric mean is equivalent to the anti-
log of the average logged RR, lnRR will be used as the dependent variable in
the regression analyses. In the regression analyses, the standard errors will be
clustered at the individual level to take into account that each respondent has
answered more than one question, and hence, there could be some interdepend-
ence between the question answers. For each of the pairwise comparisons, only
those respondents who preferred to increase the risk of the less severe outcome
will be included in the analyses, since with two equal sized risk increases, the
a priori expectation is that most individuals would prefer to increase the risk of
the less severe injury. To choose otherwise would be inconsistent.

First, we will test whether the learning experiment (LE) significantly impacts
the mean indifference point between the two risky outcomes. Thus, we set up the
following hypothesis:

**Hypothesis 1a**

\[
H_0: \text{mean}(\ln(RR))_{\text{LE}} = \text{mean}(\ln(RR))_{\text{no LE}}.
\]

\[
H_A: \text{mean}(\ln(RR))_{\text{LE}} \neq \text{mean}(\ln(RR))_{\text{no LE}}.
\]

Following this, we will test whether the learning experiment has a significant
effect on the distribution of responses, i.e., it significantly impacts the variance:

**Hypothesis 1b**

\[
H_0: \text{variance}(\ln(RR))_{\text{LE}} = \text{variance}(\ln(RR))_{\text{no LE}}.
\]

\[
H_A: \text{variance}(\ln(RR))_{\text{LE}} < \text{variance}(\ln(RR))_{\text{no LE}}.
\]

Any difference in variance could potentially be driven by differing anchor-
ing and adjustment behaviour in the two treatments, hence changing of the pro-
portion of outliers. Recall that this type of behaviour can manifest itself in one
of the two different ways, either separately or in combination within any one
treatment, potentially impacting both ends of the distribution; (1) non-traders(I);
individuals who are indifferent between two equal sized risk increases for very
different outcomes and unwilling to move away from the initial situation at all
(implying a RR of 1) and (2) non-traders(O); people who are very reluctant to
switch in the table and hence iterate towards indicating that they would prefer to
end up with a less severe injury for certain instead of accepting any risk increase
at all in their least preferred outcome (a more severe injury).

To test for the effect of the learning experiment on responses, a probit regres-
sion will be carried out to analyse whether the proportion of respondents who
display either non-moving or non-trading behaviour, i.e., anchoring is signifi-
cantly affected by the learning experiment. Following this, non-moving and non-
trading behaviour will be analysed separately in two different probit regressions.
Results

Each respondent answered three questions. As expected, in each question, a majority (in the range of 77–83%) preferred to move to the area, where the risk increase of 5 in 100,000 occurred in the best outcome (i.e., in the non-serious injury/fatal injury comparison (NS/F), they preferred the risk increase in the non-serious injury NS. The rest of the analysis will be carried out on this sample of consistent respondents, including those respondents with RR = 1 (8–15%). One respondent had problems understanding the tasks (due to very modest English language skills) and has been excluded from the analyses. Table 8 in the Appendix summarizes the responses to the three different questions.

Table 4 reports the geometric mean of the RRs and 95% confidence intervals pooled across the four treatments and the ‘death risk equivalent’.

The geometric mean of RR_{NSF} is higher than RR_{NSS} followed by RR_{SF} with no overlapping confidence intervals, i.e., on average, the respondents perceived the greatest difference to be between non-serious and fatal injuries (NS/F), followed by non-serious and serious injuries (NS/S) and serious and fatal injuries (S/F). This ranking is in accordance with the results found in Jones-Lee et al. (1995). In addition, by indicating that a ranking of NS/F > S/F, i.e., that the difference in utility loss between a non-serious injury and a fatal injury is greater than that between a serious and a fatal injury, subjects on average indicate that a non-serious injury NS is preferred to a serious injury S. Likewise, by indicating NS/F > NS/S, subjects

| Table 4 | Geometric means across all treatments |
|---------|--------------------------------------|
|         | N | Geometric mean of RR\a | 95% confidence interval | Death risk equivalent (rr) |
|---------|---|------------------------|-------------------------|---------------------------|
| NS/F    | 166 | 1093 | (744; 1604) | 9.15e−04 |
| NS/S    | 168 | 328 | (214; 503) | 0.003 |
| S/F     | 163 | 138 | (92; 208) | 0.007 |

\aRR; inverse of death risk equivalent (rr)

| Table 5 | Test of the effect of the learning experiment (LE) |
|---------|-----------------------------------------------|
|         | N | ln(RR) (std. error) | Mean(ln(RR))_{LE} = mean (ln(RR))_{no LE} | Var(ln(RR))_{LE} < var(ln(RR))_{no LE} |
|---------|---|-----------------|-------------------|--------------------------|
|         | LE (T3, T4) | No LE (T1, T2) | t test | Variance-comparison test |
| NS/F    | 166 (68 + 98) | 7.45 (0.22) | 6.68 (0.29) | p = 0.05** | p < 0.01*** |
| NS/S    | 168 (71 + 97) | 6.59 (0.21) | 5.21 (0.33) | p < 0.01*** | p < 0.01*** |
| S/F     | 163 (68 + 95) | 5.20 (0.28) | 4.73 (0.30) | p = 0.27 | p = 0.022** |

**, ***Significant at 0.05 and 0.01 levels, respectively

5 Results

Each respondent answered three questions. As expected, in each question, a majority (in the range of 77–83%) preferred to move to the area, where the risk increase of 5 in 100,000 occurred in the best outcome (i.e., in the non-serious injury/fatal injury comparison (NS/F), they preferred the risk increase in the non-serious injury NS. The rest of the analysis will be carried out on this sample of consistent respondents, including those respondents with RR = 1 (8–15%). One respondent had problems understanding the tasks (due to very modest English language skills) and has been excluded from the analyses. Table 8 in the Appendix summarizes the responses to the three different questions.

Table 4 reports the geometric mean of the RRs and 95% confidence intervals pooled across the four treatments and the ‘death risk equivalent’.

The geometric mean of RR_{NSF} is higher than RR_{NSS} followed by RR_{SF} with no overlapping confidence intervals, i.e., on average, the respondents perceived the greatest difference to be between non-serious and fatal injuries (NS/F), followed by non-serious and serious injuries (NS/S) and serious and fatal injuries (S/F). This ranking is in accordance with the results found in Jones-Lee et al. (1995). In addition, by indicating that a ranking of NS/F > S/F, i.e., that the difference in utility loss between a non-serious injury and a fatal injury is greater than that between a serious and a fatal injury, subjects on average indicate that a non-serious injury NS is preferred to a serious injury S. Likewise, by indicating NS/F > NS/S, subjects
on average indicate that the difference in utility loss between a non-serious injury NS and a fatal injury F is greater than that between non-serious NS and a serious S injury. Hence, on average, subjects pass the consistency test across trade-offs implied by a ranking of NS to be the best outcome followed by S and finally F.

5.1 Test of research Hypotheses 1a and 1b

Table 5 reports a test of the effect of the learning experiment. Hence, we compare the mean and the variance of the responses in treatments 3 and 4 to the responses in treatments 1 and 2.

Across all three choices, the mean RRs are higher in the treatments with the learning experiments (however, not significant in RRSF) and the variance is significantly lower in these treatments. Hence, on average, the effect of the learning experiment is that it increases mean RR and lowers the variance and Hypotheses 1a and 1b are rejected.12

Table 6 reports results of probit regressions with three different dependent variables: (1) NON-TRADER(I), a dummy variable for whether the subject was willing to move away from the initial choice (RR = 1); (2) NON-TRADER(O), a dummy

| Dependent variable | ANCHORING (dummy variable) | NON-TRADER(I) (dummy variable) | NON-TRADER(O) (dummy variable) |
|--------------------|-----------------------------|-------------------------------|-------------------------------|
|                    | Marg. effects               | Marg. effects                 | Marg. effects                 |
|                    | (robust std. error)         | (robust std. error)           | (robust std. error)           |
| LE                 | −0.15 (0.049)***            | −0.14 (0.037)***              | −4.86e−03 (0.036)             |
| TRF                | −0.10 (0.051)**             | 0.017 (0.038)                 | −0.12 (0.038)***              |
| NS/S               | −5.1e−03 (0.039)            | 2.8e−03 (0.028)               | −1.0e−02 (0.028)              |
| NS/F               | 0.038 (0.034)               | −0.063 (0.021)***             | 0.098 (0.029)***              |
| Constant           | −0.382 (0.148)**            | −0.84 (0.17)***               | −1.17 (0.20)***               |
| N                  | 497                         | 497                           | 497                           |
| Clusters           | 176                         | 176                           | 176                           |

**,** ***Significant at 0.05 and 0.01 levels, respectively

12 Additionally, linear regressions have been carried out with ln(RR) as the dependent variable for both the total sample and the sample without subjects displaying anchoring behaviour (not reported). In all regressions both RRS and RRNS ratios are found to be significantly higher than the SF. This demonstrates sensitivity to the magnitude of the difference in outcome (i.e. a form of scope sensitivity test). All regressions have also been carried out with the addition of a dummy variable for order. No significant effect from the question order has been found. An interaction term between LE and framing has also been included, but not found to be significant either. Additionally, a dummy variable for stage 1 students, a dummy variable for students on the economics programme and a dummy variable for gender have been included and found insignificant.
variable for whether or not the subject was almost unwilling to take any risk increase in one of the outcomes (subjects who indicated indifference point outside the table range); and (3) ANCHORING, a dummy variable reflecting a type of anchoring behaviour as a combination of (1) and (2).

Here, we further analyse the effect of the learning experiment on anchoring behaviour while at the same time controlling for framing and individual interdependence between question answers. All regressions include dummy variables for the two pairwise comparisons [non-serious/serious injuries (NS/S) and non-serious/fatal injuries (NS/F)], where the serious/fatal injuries’ (S/F) dummy variable has been omitted for comparative purposes. In addition, dummy variables for the learning experiment (LE = 1 if treatment 3 or 4, else 0) and for the framing effect (TRF = 1 if treatment 2 or 4, else 0) has been included. All variables are described in Table 9 in the Appendix.

If we first consider the ‘Anchoring’ regression, both the LE and TRF variables are negative and significant, implying that both the learning experiment and framing reduce anchoring behaviour. The subsequent regressions, which differentiate between ‘non-traders(I)’ and ‘non-traders(O)’, show clearly that the learning experiment has an effect on anchoring by reducing the number of non-traders(I), although it does not significantly influence the number of non-traders(O). This result explains why the mean RRs are higher in the treatment with the LE, as there are significantly fewer non-traders(I) in treatments with the LE and hence fewer respondents who are unwilling to move below the first row in the table (see the Appendix). On the other hand, framing it in the total risk frame decreases the number of non-traders(O) significantly13, whereas there is no significant framing effect on the proportion of non-traders(I).

The results also show that RR_{NSF} has a significantly lower number of non-traders(I) and a significantly higher number of non-traders(O) compared to RR_{SF}. This is in line with expectations, since the non-serious injury NS and fatal injury F outcomes are perceived by respondents to be the most different (see Table 4). However, these results cancel out in the ‘Anchoring’ regression when the dependent variable is the combined effect of ‘non-traders(I + O)’.

To summarise, we rejected Hypothesis 1a of equal mean across the treatments with and without the learning experiment. In addition, we find that the learning experiment lowers the variance of the responses significantly. To further explore this change in variance, we find that it impacted anchoring behaviour by reducing the number of non-traders(I) significantly. In addition, we find that applying the total risk frame impacts the number of non-traders(O) significantly. Non-traders(O) and non-traders(I) can be considered as outliers in data, since they would fall in the extreme tails of the response distribution. In our study, we have thereby shown

---

13 As a sensitivity analysis, an alternative definition of non-traders(O) has been tried as well (ln(RR) > 9.2) with similar results.
that the learning experiment and the application of the total risk frame significantly reduce the number of these outliers.

6 Conclusions and discussion

In this study, we subject the standard ‘risk–risk trade-off’ procedure developed by Viscusi et al. (1991) to a methodologically oriented assessment of traffic accidents of varying severities. We explore the reliability and validity of responses by focusing on the behaviour of the mean relative risk trade-off and its associated variance with and without a learning experiment. By comparing results across experimental treatments, we find that the learning experiment has a significant impact on mean RR and lowers the variance. We further examine the change in mean and variance by analysing the impact of the learning experiment on anchoring behaviour bias and we show that it affects this behaviour by significantly increasing the proportion of respondents who were willing to move away from their initial choice [non-traders(I)]. We have thereby shown that the experience gained trading risks in an incentivised task can spill over to a hypothetical setting, and hence, we are able to present aggregated stated preference survey results which are less influenced by ‘anchoring behaviour biases’ and have a smaller variance and fewer outliers for this particular sample. If this result was replicated in a sample from the general population, then this would increase the validity of the results by decreasing the proportion of outliers in data, potentially reducing the need to discard responses in any regulatory assessments of road-safety projects. A priori, we have no evidence to suggest that the wider population is any less susceptible to anchoring and adjustment behaviour, so it is likely that such a procedure would be beneficial. As such, from a policy perspective, our method could be used if, for example, the DfT wished to update its advice (Treasury 2003) regarding the valuations of different severities of non-fatal road injuries. As the VSL and associated values for these statistical injuries are based on the arithmetic mean—as opposed to the geometric mean used in this paper for technical reasons (see Sect. 4)—it could be argued on grounds of consistency that the arithmetic mean should be used for any new policy values estimated using our method, not least since the impact on the arithmetic mean of these non-traders would also be reduced.

Deploying a learning experiment that improves understanding prior to answering risk–risk trade-offs means that researchers have a choice in that they can decide between creating an incentivised survey environment (as here) in which the understanding gained can spill over to the survey choices (i.e., in the design phase ex ante) or to reformulate the model to include ‘behavioural extras’ (e.g., anchoring) in the value function (i.e., the analytical phase ex post). While other methods such as cheap talk (Cummings and Taylor (1999) or an oath script (Jacquemet et al. 2013) have also been shown to be helpful in generating more valid stated preference responses,
we feel that a learning experiment of the type deployed here is likely to be more suited to a ‘risk–risk trade-off’ application and the particular problems it poses.

It has been shown that by including such an experiment ex ante in the survey, the need to reformulate the model to accommodate such behaviour in any ex post analysis is not so necessary. An additional result is that using a frame that focuses on total risk can likewise to some extent ameliorate anchoring; more specifically, using the total risk frame can significantly decrease the proportion of people who affix on the last preferred outcome and hence iterate towards indicating that they would prefer to end up with the non-serious road accident injury for certain instead of accepting any risk increase at all in their least preferred outcome, e.g., a serious injury [non-traders(O)]. It is an interesting question, and one for future research, to further investigate why the learning experiment reduces the number of non-traders(I), although it does not significantly influence the number of non-traders(O), whereas applying risk framing affects decreases the number of non-traders(O) significantly but not non-traders(I). While our results are confined to risk increases, for the reasons outlined earlier, there is no obvious reason to suspect that risk decreases would not be susceptible to similar problems and amenable to similar solutions.

Learning experiments are perhaps best thought of as extensions to the information set in a mortality or morbidity risk valuation survey. For the purpose of this investigation, we have chosen to focus on a setup which (1) involves no monetary comparison and (2) elicits an indifference point between two risk reductions (for different outcomes). However, it is also possible that learning experiments could have a similar impact on the elicitation of WTP for risk changes in iterative choice approaches involving money (see, e.g., Viscusi et al. 2014) or in CV or DCE surveys. In Cherry and Shogren (2007), a significant impact from such a device was shown in that it significantly lowered the mean and median WTP for safer food, but no separate analyses were carried out on its’ impact on any other behaviours, e.g., on the proportion of zero WTP offers. In summary, our findings suggest that utilising a learning experiment is practicable and diminishes the need to discard responses in stated preference surveys and thereby improves the representativeness of the samples used to elicit preferences for policy purposes. It also adds to the valuation ‘toolkit’ available to analysts in regulatory analysis.
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Appendix

Non-fatal injury descriptions

**TYPE NS**

If an accident occurs and you suffer a type W injury you will be:

- In Hospital
  - 2-7 days
  - slight to moderate pain
- After Hospital
  - some pain/discomfort for several weeks
  - some restrictions to work and/or leisure activities for several weeks/months
  - after 3-4 months, return to normal health with no permanent disability

**TYPE S**

If an accident occurs and you suffer a type R injury you will be:

- In Hospital
  - several weeks, possibly several months
  - moderate to severe pain
- After Hospital
  - continuing pain/discomfort for the rest of your life, possibly requiring frequent medication
  - substantial and permanent restrictions to your work and leisure activities – possibly some prominent scaring

*Corresponds to injury W in Jones-Lee et al. (1995).
**Corresponds to injury R in Jones-Lee et al. (1995).
## Example of table used for eliciting indifference points

I prefer area 2 (2 versus 3)

| Row | Risk of non-fatal S 600 in 100,000 (per decade) | Risk of fatal F 50 in 100,000 (per decade) | My choice (area 2 or 3) |
|-----|-----------------------------------------------|-------------------------------------------|------------------------|
|     | Area 2 RISK INCREASES (per decade)            | Area 3 RISK INCREASES (per decade)        |                        |
| 0   | S 5 in 100,000 OR 0 in 100,000                | 5 in 100,000                              | Area 2                 |
| 1   | S 41 in 100,000 OR 0 in 100,000               | 5 in 100,000                              |                        |
| 2   | S 121 in 100,000 OR 0 in 100,000              | 5 in 100,000                              |                        |
| 3   | S 258 in 100,000 OR 0 in 100,000              | 5 in 100,000                              |                        |
| 4   | S 483 in 100,000 OR 0 in 100,000              | 5 in 100,000                              |                        |
| 5   | S 850 in 100,000 OR 0 in 100,000              | 5 in 100,000                              |                        |
| 6   | R 1457 in 100,000 OR 0 in 100,000             | 5 in 100,000                              |                        |
| 7   | S 2493 in 100,000 OR 0 in 100,000             | 5 in 100,000                              |                        |
| 8   | S 4329 in 100,000 OR 0 in 100,000             | 5 in 100,000                              |                        |
| 9   | S 7728 in 100,000 OR 0 in 100,000             | 5 in 100,000                              |                        |
| 10  | S 14,313 in 100,000 OR 0 in 100,000           | 5 in 100,000                              |                        |
| 11  | S ____ in 100,000 OR 0 in 100,000             | 5 in 100,000                              |                        |

See Tables 7, 8, and 9.
### Table 7 Experimental games 1–3

| Game 1 (practice) | Round I | Choice between two wheels (A and B)  
The wheels consist of different proportions of blue, green and yellow segments  
The chosen wheel is spun and the result noted |
|-------------------|---------|----------------------------------------------------------------------------------|
|                   | Round II| Individual indifference points between the two wheels were elicited by making the subject’s preferred wheel worse (removing blue segments and replacing them with green segments) until indifference is found  
Six comparative choices were presented to the subjects. Each page in the booklet contained the unchanged not-preferred wheel and a changed version of their preferred wheel  
The roll of a die decides which wheels [page number (1–6)] to play out for subjects  
The wheels on the page number decided by the die were spun. The outcome of their chosen wheel was noted down by subjects |
| Game 2 (real)     | Round III | Choice between wheels C and D  
The wheels consist of different proportions of blue, green and yellow segments compared to wheel A and B |
|                   | Round IV  | Procedure like game 1 |
| Game 3 (real)     | Round V   | Choice between wheels E and F  
The wheels are made up of different proportions of blue, green and pink segments |
|                   | Round VI  | Procedure like game 1 |
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### Table 8 Descriptive statistics

| Variable                                | NSS      | NSF      | SF       |
|-----------------------------------------|----------|----------|----------|
| Non-traders(I)                          | 26 (14%) | 14 (8%)  | 24 (13%) |
| Prefer risk increase in best state      | 142 (79%)| 152 (84%)| 139 (77%)|
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### Table 9 Variable description

| Variable name | Variable description | Value |
|---------------|----------------------|-------|
| LE            | (1 if T3 or T4, else 0) | 0.42  |
| TRF           | (1 if T2 or T4, else 0) | 0.50  |
| NON-TRADER(I) | (1 if ln(ratio) = 0, else 0) | 0.12  |
| NON-TRADER-(O) | (1 if indifference point outside the table range, else 0) | 0.10  |
| ANCHORING     | (1 if NON-TRADER(I) = 1, 1 if NON-TRADER(O) = 1, else 0) | 0.23  |
| NSS           | (1 if NSS = 1, else 0) | 0.34  |
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