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Abstract. In this paper, we study the set

\[ A = \{ p(n) + 2^n d \mod 1 : n \geq 1 \} \subset [0, 1], \]

where \( p \) is a polynomial with at least one irrational coefficient on non-constant terms, \( d \) is any real number and, for \( a \in [0, \infty) \), \( a \mod 1 \) is the fractional part of \( a \). With the help of a method recently introduced by Wu, we show that the closure of \( A \) must have full Hausdorff dimension.
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1. Introduction and background

In this paper, we follow a Bernoulli decomposition method developed in [W16]. This method combines Sinai’s factor theorem with some properties of Bernoulli shifts and solves a dimension version of Furstenberg’s intersection problem. Here, we will consider a very different number-theoretic problem with a similar method. Let \( \alpha \) be an irrational number, and we know that the sequence (irrational rotation orbit)

\[ \{ n \alpha \mod 1 \} \]

equidistributes in \([0, 1]\). Let \( X_n, n \geq 1 \), be a sequence of independent and identically distributed real-valued random variables. For convenience, let \( X_1 \) be uniformly distributed in \([0, 1]\). In this setting, one can show that \( \{ n \alpha + X_n \mod 1 \}_{n \geq 1} \) equidistributes almost surely, and in particular its closure contains intervals. We now replace the random sequence \( X_n \) with a deterministic sequence \( \{ 2^n d \mod 1 \}_{n \geq 1} \) by choosing an arbitrary real number \( d \).

On the one hand, if \( d \) is ‘simple’ enough, say, a rational number, then it is straightforward that \( \{ 2^n d + n \alpha \mod 1 \}_{n \geq 1} \) contains intervals. On the other hand, if \( d \) is ‘random’ enough, say, chosen randomly according to the Lebesgue measure, then by simple probabilistic
arguments one can show that almost surely \(\{2^n d + n\alpha \mod 1\}_{n \geq 1}\) again equidistributes and its closure contains intervals. This consideration leads us to the following conjecture.

**Conjecture 1.1.** Let \(\alpha\) be an irrational number and \(d\) be a real number. Then the topological closure of the sequence \(\{2^n d + n\alpha \mod 1\}_{n \geq 1}\) contains intervals.

In this paper, we prove the following partial result towards the above conjecture.

**Theorem 1.2.** Let \(\alpha\) be an irrational number and \(d\) be a real number. Then the topological closure of the sequence \(\{2^n d + n\alpha \mod 1\}_{n \geq 1}\) has Hausdorff dimension 1.

In fact, we will prove a stronger result, Theorem 1.4. Before we state this theorem, we provide some more background. Given two sequences \(\{x_n\}_{n \geq 1}, \{y_n\}_{n \geq 1}\) in \([0, 1]\), it is often interesting to study their independence. In terms of sequences with dynamical background, this can be also understood as the disjointness between dynamical systems; see [F67] for more details. Intuitively, we want to say that two sequences \(x, y\) are independent if \(\{(x_n, y_n)\}_{n \geq 1}\) is in some sense close to the product set \(X \times Y\), where \(X, Y\) are the sets of numbers in the sequence \(x, y\), respectively. We give a natural way of expressing this idea.

**Definition 1.3.** Let \(x = \{x_n\}_{n \geq 1}, y = \{y_n\}_{n \geq 1}\) be two sequences in \([0, 1]\). We denote by \(X, Y\) the sets of numbers in the sequence \(x, y\), respectively. Then we say that \(x\) and \(y\) are arithmetically independent if the set \(H(x, y)\) of numbers in the sequence \(\{x_n + y_n\}_{n \geq 1}\) attains the largest possible box dimension, namely,

\[
\dim_B H(x, y) = \min\{1, \dim_B X + \dim_B Y\}.
\]

As an easy example, we see that \(\{n\alpha\}_{n \geq 1}\) and \(\{n\beta\}_{n \geq 1}\) are arithmetically independent if 1, \(\alpha, \beta\) are linearly independent over the field \(\mathbb{Q}\). It is also possible to study the independence between \(\{n\alpha\}_{n \geq 1}\) and \(\{n^2 \beta\}_{n \geq 1}\) based on Weyl’s equidistribution theorem. Then it is natural to ask about the independence between \(\{n\alpha\}_{n \geq 1}\) and \(\{2^n d\}_{n \geq 1}\), where \(d\) is any real number. For a polynomial \(p\) with degree \(k\) with real coefficients, we write \(p(n) = \sum_{i=0}^{k} a_i n^i\). We say that \(p\) is irrational if at least one of the numbers \(a_1, \ldots, a_k\) is irrational. In this paper, we show the following result. See §2.3 for a clarification of the notation that appears below.

**Theorem 1.4.** Let \(p\) be an irrational polynomial and let \(d\) be any real number. Then the sequences \(\{p(n) \mod 1\}_{n \geq 1}\) and \(\{2^n d \mod 1\}_{n \geq 1}\) are arithmetically independent. In fact, we have the stronger result

\[
\dim_H \{p(n) + 2^n d \mod 1\}_{n \geq 1} = 1.
\]

We note that there is a curious connection between sequences of form \(\{p(n) + 2^n d \mod 1\}_{n \geq 1}\) and \(\alpha\beta\)-sequences. Let \(\alpha, \beta\) be two real numbers; an \(\alpha\beta\)-sequence \(\{x_n\}_{n \geq 1}\) is such that \(x_1 = 0\) and, for each \(i \geq 1\), we can choose \(x_{i+1} = x_i + \alpha \mod 1\) or \(x_{i+1} = x_i + \beta \mod 1\) freely. We have the following problem.

**Conjecture 1.5.** Let \(\alpha, \beta\) be such that 1, \(\alpha, \beta\) are independent over the field of rational numbers. Then any \(\alpha\beta\)-sequence has full box dimension.
This conjecture is related to affine embeddings between Cantor sets, symbolic dynamics and Diophantine approximation; see [K79, FX18, Y18]. A lot of ideas for proving Theorem 1.4 appeared in [Y18] for $\alpha \beta$-sets. For this reason, we can consider Theorem 1.4 as a cousin of Conjecture 1.5. Although the method in this paper cannot be used directly for $\alpha \beta$-sequences, it still sheds some light on Conjecture 1.5. However, at this stage, we mention that in [K79] there is a construction of an $\alpha \beta$-sequence whose closure does not have full Hausdorff dimension.

We also consider here a number-theoretic result which is closely related to what has been discussed. Let $m$ be an odd number. We consider the ring $R[m]$ of residues modulo $m$. It is the finite set \{0, \ldots, m - 1\} together with integer multiplication and addition modulo $m$. In this setting, we can also consider the sequence $\{2^n + cn \mod m\}_{n \geq 0}$, where $c$ is an integer such that $\gcd(c, m) = 1$. On the one hand, the $+c \mod m$ action on $R[m]$ can be seen as uniquely ergodic, which is analogous to the $\times \alpha \mod 1$ action on the unit interval with an irrational number $\alpha$. On the other hand, $\{2^n \mod m\}_{n \geq 0}$ is an orbit under the $\times 2 \mod m$ action. An analogy of Theorem 1.4 would be that $\{2^{nr} + cn_r \mod m\}_{n \geq 0}$ is large in $R[m]$. We show the following result, which confirms this intuition. We remark that the method for proving the following result shares some strategies for proving Theorem 1.4.

**Theorem 1.6.** Let $m \geq 3$ be an odd number and $c$ be such that $\gcd(c, m) = 1$. Let $D(m)$ be the number of residue classes visited by $\{2^n + cn \mod m\}_{n \geq 0}$. Then $D(m) = m$. In other words, for each $r \in R[m]$, there is an integer $n_r$ such that $2^{nr} + cn_r \equiv r \mod m$.

The above result is a special case of Problem 6 in the third round of the 27th Brazilian Mathematical Olympiad; see [27BMO].

2. **Definitions and notation**

2.1. **Logarithm.** We make the convention that the log function has base 2.

2.2. **Dimensions.** We list here some basic definitions of dimensions mentioned in the introduction. For more details, see [F05, Chs. 2, 3] and [M99, Chs. 4, 5]. We shall use $N(F, r)$ for the minimal covering number of a set $F$ in $\mathbb{R}^n$ with closed balls of side length $r > 0$.

2.2.1. **Hausdorff dimension.** Let $g : [0, 1) \to [0, \infty)$ be a continuous function such that $g(0) = 0$. Then, for all $\delta > 0$, we define the quantity

$$\mathcal{H}_\delta^g(F) = \inf \left\{ \sum_{i=1}^{\infty} g(\text{diam}(U_i)) : \bigcup_i U_i \supseteq F, \text{diam}(U_i) < \delta \right\}.$$ 

The $g$-Hausdorff measure of $F$ is

$$\mathcal{H}^g(F) = \lim_{\delta \to 0} \mathcal{H}_\delta^g(F).$$

When $g(x) = x^s$ we have that $\mathcal{H}^s = \mathcal{H}^s$ is the $s$-Hausdorff measure, and the Hausdorff dimension of $F$ is

$$\dim_H F = \inf\{s \geq 0 : \mathcal{H}^s(F) = 0\} = \sup\{s \geq 0 : \mathcal{H}^s(F) = \infty\}.$$
2.2.2. Box dimensions. The upper box dimension of a bounded set $F$ is
\[ \dim_B F = \limsup_{r \to 0} \left( -\frac{\log N(F, r)}{\log r} \right). \]
Similarly, the lower box dimension of $F$ is
\[ \dim_B F = \liminf_{r \to 0} \left( -\frac{\log N(F, r)}{\log r} \right). \]
If the limsup and liminf are equal, we call this value the box dimension of $F$ and we denote it by $\dim_B F$.

2.3. The unconventional fractional part symbol. For a real number $\alpha$, it is conventional to use $\{\alpha\}$ for its fractional part. It is unfortunate that $\{\cdot\}$ is also used to denote a set or a sequence as well. For this reason we will use $\mod 1$ for the fractional part. More precisely, for a real number $x$ we write $x \mod 1$ to denote the unique number $a$ in $[0, 1)$ such that $a - x$ is an integer.

2.4. Sets and sequences. We write $\{x_n\}_{n \geq 1}$ for the sequence $x_1x_2x_3 \ldots$. Sometimes it is convenient to use $\{x_n\}_{n \geq 1}$ to denote the set
\[ \{x : \exists n \in \mathbb{N}, x = x_n\}. \]
Thus $\{x_n\}_{n \geq 1}$ and $\dim_B \{x_n\}_{n \geq 1}$ should be understood in this way.

2.5. Filtrations, atoms and entropy. Let $X$ be a set with $\sigma$-algebra $\mathcal{X}$. A filtration of $\sigma$-algebras is a sequence $\mathcal{F}_n \subset \mathcal{X}$, $n \geq 1$, such that
\[ \mathcal{F}_1 \subset \mathcal{F}_2 \subset \cdots \subset \mathcal{X}. \]
Given a measurable map $S : X \to X$ and a finite measurable partition $\mathcal{A}$ of $X$, we denote by $S^{-n}\mathcal{A}$ the finite collection of sets
\[ \{S^{-n}(A) : A \in \mathcal{A}\} \]
(notice that $S$ might not be invertible). Then we write $\bigvee_{i=0}^{n-1} S^{-i}\mathcal{A}$ for the $\sigma$-algebra generated by $S^{-i}\mathcal{A}$, $i \in [0, n - 1]$. An atom in $\bigvee_{i=0}^{n-1} S^{-i}\mathcal{A}$ is a set $A$ that can be written as
\[ A = \bigcap_i C_i \]
where, for each $i \in \{0, \ldots, n - 1\}$, $C_i \in S^{-i}\mathcal{A}$. In this sense $\bigvee_{i=0}^{n-1} S^{-i}\mathcal{A}$ is generated by a finite partition $\mathcal{A}_{n-1}$ of $X$ which is finer than $\mathcal{A}$. Let $\mu$ be a probability measure. Then we define the Shannon entropy of $\mu$ with respect to a finite partition $\mathcal{A}$ as
\[ H(\mu, \mathcal{A}) = -\sum_{A \in \mathcal{A}} \mu(A) \log \mu(A). \]
We define the entropy of $S$ as
\[ h(S, \mu) = \lim_{n \to \infty} \frac{1}{n} H(\mu, \mathcal{A}_{n-1}). \]
where $\mathcal{A}$ is a partition such that $\bigvee_{i=1}^{\infty} S^{-i}\mathcal{A} = \mathcal{X}$. Here we have implicitly assumed that such a generating partition exists and used Sinai’s entropy theorem; see [PY98, Lemma 8.8].

Let $\mathcal{Y} \subset \mathcal{X}$ be an $\mathcal{S}$-invariant $\sigma$-algebra, that is, $S^{-1}(\mathcal{Y}) \subset \mathcal{Y}$. Let $n \geq 1$ be an integer.

We define the conditional information function of $\mathcal{A}_n$ conditioned on $\mathcal{Y}$ as

$$I_{\mu, \mathcal{A}_n|\mathcal{Y}}(x) = \log E_{\mu}[1_{\mathcal{A}_n(x)}|\mathcal{Y}](x).$$

Here, $A_n(x)$ is the atom of $\mathcal{A}_n$ which contains $x \in \mathcal{X}$. Then we define the conditional Shannon entropy of $\mathcal{A}_n$ conditioned on $\mathcal{Y}$ as

$$H(\mu, \mathcal{A}_n|\mathcal{Y}) = \int I_{\mu, \mathcal{A}_n|\mathcal{Y}}(x) d\mu(x).$$

Finally, we define the conditional entropy of $S$ conditioned on $\mathcal{Y}$ as

$$h(S|\mathcal{Y}, \mu) = \lim_{n \to \infty} \frac{1}{n} H(\mu, \mathcal{A}_{n-1}|\mathcal{Y}).$$

All the above quantities are well defined; see [D11, Chs. 1, 2] for more details.

2.6. Factors. A measurable dynamical system is in general denoted by $(\mathcal{X}, \mathcal{A}, \mathcal{S}, \mu)$, where $\mathcal{X}$ is a set with $\sigma$-algebra $\mathcal{X}$, a measure $\mu$ (in this paper, $\mu$ will be a probability measure) and a measurable map $\mathcal{S} : \mathcal{X} \to \mathcal{X}$. If $\mathcal{X}$ is clear from the context we do not explicitly write it down. Given two dynamical systems $(\mathcal{X}, \mathcal{A}, \mathcal{S}, \mu), (\mathcal{X}_1, \mathcal{A}_1, S_1, \mu_1)$, a measurable map $f : \mathcal{X} \to \mathcal{X}_1$ is called a factorization map and $(\mathcal{X}_1, \mathcal{A}_1, S_1, \mu_1)$ is called a factor of $(\mathcal{X}, \mathcal{A}, \mathcal{S}, \mu)$ if $\mu_1 = f \mu$ and $f \circ S(x) = S_1 \circ f(x)$ holds for $\mu$-almost all $x \in \mathcal{X}$.

Another way of viewing factors is via invariant sub-$\sigma$-algebras. Let $\mathcal{Y} \subset \mathcal{X}$ be a $\sigma$-algebra which is invariant under the map $S$. Then $(\mathcal{X}, \mathcal{Y}, \mathcal{S}, \mu)$ can be seen as a factor of $(\mathcal{X}, \mathcal{A}, \mathcal{S}, \mu)$ via the identity map. We can take $\mathcal{Y} = f^{-1}(\mathcal{X}_1)$ in the previous paragraph. In this measure-theoretic sense, $(\mathcal{X}_1, \mathcal{A}_1, S_1, \mu_1)$ and $(\mathcal{X}, \mathcal{Y}, \mathcal{S}, \mu)$ can be viewed as the same dynamical system.

2.7. Bernoulli system. Let $\Lambda$ be a finite set of symbols and let $\Omega = \Lambda^{\mathbb{N}}$ be the space of one-sided infinite sequences over $\Lambda$. We define $S$ to be the shift operator, namely, for $\omega = \omega_1 \omega_2 \cdots \in \Omega$,

$$S(\omega) = \omega_2 \omega_3 \cdots.$$  

We take the $\sigma$-algebra on $\Omega$ generated by cylinder subsets. A cylinder subset $Z \subset \Omega$ is such that $Z = \prod_{i \in \mathbb{N}} Z_i$ and $Z_i = \Lambda$ for all but finitely many integers $i \in \mathbb{N}$. We construct a probability measure $\mu$ on $\Omega$ by giving a probability measure $\mu_{\Lambda} = (p_{\lambda})_{\lambda \in \Lambda}$ on $\Lambda$ and set $\mu = \mu_{\Lambda}^{\mathbb{N}}$. We require here that $p_{\lambda} \neq 0$ for all $\lambda \in \Lambda$. Then this system is weak-mixing and has entropy $h(S, \mu) = \sum_{\lambda \in \Lambda} -p_{\lambda} \log p_{\lambda}$. We call this system a Bernoulli system.

2.8. Joinings. Let $(\mathcal{X}, \mathcal{A}, \mathcal{S}, \mu)$ and $(\mathcal{Y}, \mathcal{Y}, \mathcal{T}, \nu)$ be two measurable dynamical systems. A joining between those two dynamical systems is an $\mathcal{S} \times \mathcal{T}$-invariant probability measure $\rho$ on $\mathcal{X} \times \mathcal{Y}$ (with respect to the product $\sigma$-algebra $\sigma(\mathcal{X} \times \mathcal{Y})$) such that $\pi_X \rho = \mu, \pi_Y \rho = \nu$. The two systems $(\mathcal{X}, \mathcal{A}, \mathcal{S}, \mu)$ and $(\mathcal{Y}, \mathcal{Y}, \mathcal{T}, \nu)$ are disjoint if the only joining is the product measure $\mu \times \nu$. The follow example can be found in [F67, Theorem I.4].
Example 2.1. Let \((X, \mathcal{X}, S, \mu)\) be a measure-theoretically distal ergodic system with finite height. Let \((Y, \mathcal{Y}, T, \nu)\) be a weakly mixing system. Then \((X, \mathcal{X}, S, \mu)\) and \((Y, \mathcal{Y}, T, \nu)\) are disjoint.

A measure-theoretically distal ergodic system with finite height is obtained from a Kronecker system with finitely many ergodic group extensions. For example, irrational rotations on \(T = \mathbb{R}/\mathbb{Z}\) with the Lebesgue measure are Kronecker systems. The transformation \((x, y) \in T^2 \rightarrow (x + \alpha, x + y)\) on \(T^2\) with \(\alpha \notin \mathbb{Q}\) is obtained from an irrational rotation with an ergodic group extension. In this paper, we will also consider the transformation \((x_1, \ldots, x_n) \in T^n \rightarrow (x_1 + \alpha, x_2 + x_1, x_3 + x_2, \ldots, x_n + x_{n-1})\) on \(T^n\). The above are examples of measure-theoretically distal ergodic systems with finite height.

3. A mathematical Olympiad problem

We first provide a short proof of Theorem 1.6, which provides us with some motivation.

Proof of Theorem 1.6. Let \(l = \text{ord}(2, m)\) be the order of 2 in the multiplication group \((\mathbb{Z}/m\mathbb{Z})^*\). This is permitted because gcd\((2, m) = 1\). For convenience, we consider \(c = 1\) and note that other cases can be shown with the same method. Since \(l = \text{ord}(2, m)\) we consider the sequence
\[
\{2^{nl} + nl \mod m\}_{n \geq 0}.
\]
We see that \(2^{nl} \equiv 1 \mod m\) for all \(n \geq 0\). However, \(H = \{nl \mod m\}_{n \geq 0}\) is a subgroup of \(\mathbb{Z}/m\mathbb{Z}\) of order \(m/\text{gcd}(l, m)\). For convenience we write \(\Delta = \text{gcd}(l, m)\). This \(\Delta\) plays the same role of the entropy in the proof of Theorem 4.2 which leads to Theorem 1.4. If \(\Delta = 1\) then \(D(m) = m\) follows automatically. We consider the case where \(\Delta > 1\). Now for each integer \(r\) we consider the sequence
\[
\{2^{r+nl} + r + nl \mod m\}.
\]
This sequence forms a coset of \(H\). More precisely, it is \(2^r + r + H\). Now if \(\{2^r + r \mod \Delta\}_{r \geq 0}\) visited all residue classes modulo \(\Delta\), then \(2^r + r + H, r \geq 0\), would visit all cosets of \(H\) in \(\mathbb{Z}/m\mathbb{Z}\) and \(\{2^n + n\}_{n \geq 1}\) would visit all residue classes modulo \(m\). Since \(\Delta\) is an odd number as well, we see that we have reduced the problem for \(m\) to the problem for \(\Delta\) which is strictly smaller than \(m\). We can iterate this reduction procedure. Since we are considering a positive integer set, either we eventually obtain \(\Delta = 1\) or else we can consider further gcd\((\Delta, \text{ord}(2, \Delta)) < \Delta\). The latter cannot happen infinitely often. This concludes the proof. \(\square\)

4. A consequence of Sinai’s factor theorem

In this section we discuss a consequence of Sinai’s factor theorem. As mentioned in the introduction, this section is strongly influenced by \([W16, \S 6]\). To some extent, the idea resembles the arguments in the previous section. We start this section by introducing the set-ups and making some standard considerations.

Let \((X, \mathcal{X}, S, \mu)\) be a measure-theoretically distal ergodic system with finite height. Here we assume that \(\mu\) is a probability measure on the \(\sigma\)-algebra \(\mathcal{X}\). Let \((Y, \mathcal{Y}, T, \nu)\) be an ergodic measurable dynamical system. Furthermore, we require that \(T\) admits a finite
generator, that is, a finite measurable partition \( A_0 \) of \( Y \) such that \( \bigvee_{i=0}^{\infty} T^{-i} A_0 \) is \( \mathcal{Y} \). For convenience, we make the following definition.

**Definition 4.1.** Let \((Y, T, \nu), A_0\) be as given in above. Let \( B \subset Y \). For each integer \( n \geq 1 \), we define \( N_{A_0, S, n}(B) \) to be the number of atoms in \( A_n \) intersecting \( B \). Then we define the quantities

\[
\dim_{A_0, S} B = \limsup_{n \to \infty} \frac{\log N_{A_0, S, n}(B)}{n},
\]

\[
\dim_{A_0, S} B = \liminf_{n \to \infty} \frac{\log N_{A_0, S, n}(B)}{n}.
\]

For example, given \( \lambda > 0 \), if \( Y \subset \mathbb{R} \) and \( \text{diam}(A_n(x)) = O(2^{-\lambda n}) \) uniformly for all \( n, x \) then

\[
N(B, 2^{-\lambda n}) = O(N_{A_0, S, n}(B)).
\]

In this case, if \( \dim_{A_0, S} B = 0 \) then \( \dim_{A_0, S} B = 0 \). The main goal of this section is to show the following result† which is a variant of Wu’s ergodic theoretic result in [W16, §6].

**Theorem 4.2.** Let \((X, S, \mu), (Y, T, \nu)\) be as stated above. Let \( \rho \) be a joining between those two systems. Then \( \rho \) admits a \( \sigma(X \times Y) \)-measurable measure disintegration

\[
\rho = \int_{\Omega} \rho_{\omega} d\omega,
\]

where \((\Omega, d\omega)\) is a probability space such that, for each \( \epsilon > 0 \), there is a set \( E \) with positive \( d\omega \) measure and, for \( \omega \in E \),

- \( \pi_X \rho_{\omega} = \mu \);
- there is a \( \mathcal{Y} \)-measurable set \( B_{\omega} \subset Y \) such that \( \dim_{A_0, S} B_{\omega} \leq \epsilon \) and \( \rho_{\omega}(\pi_Y^{-1}(B_{\omega})) > 0 \).

The proof of this theorem is divided into two parts.

4.1. **Step 1:** the conditional Shannon–McMillan–Breiman theorem and a counting argument.

**Lemma 4.3.** Let \((Y, T, \nu), A_0\) be as stated in the beginning of this section. Let \( \mathcal{B} \) be a countably generated \( T \)-invariant sub-\( \sigma \)-algebra of \( \mathcal{Y} \). Suppose that the conditional entropy \( h(T|\mathcal{B}, \nu) = 0 \). Then, for \( \nu \)-almost every \( y \in Y \) and all \( \epsilon > 0 \), there is a \( \mathcal{Y} \)-measurable set \( B_{y, \epsilon} \) with \( \dim_{A_0, S} B_{y, \epsilon} \leq \epsilon \). Moreover, for each \( \epsilon > 0 \), there is a \( \mathcal{B} \)-measurable set \( E \) with positive \( \nu \) measure and \( \nu_{\mathcal{Y}}(B_{y, \epsilon}) > 0 \) for \( y \in E \).

**Proof.** The conditional Shannon–McMillan–Breiman theorem (see [D11, Appendix B]) implies that, for \( \nu \)-almost all \( y \in Y \),

\[
\lim_{n \to \infty} \frac{1}{n} I_{\nu, A_n|\mathcal{B}}(y) = h(T|\mathcal{B}, \nu).
\]

Let \( \epsilon > 0 \) be a small number. Let \( k \geq 0 \) be an integer, and we construct the set

\[
B_k = \{ y \in Y : \forall n \geq k, I_{\nu, A_n|\mathcal{B}}(y) \leq n(h(T|\mathcal{B}, \nu) + \epsilon) \}.
\]

† Later on, we only use this result with \( X, Y \) as compact metric spaces with Borel \( \sigma \)-algebras and with \( \dim_{A_0, S} \) equivalent to the box counting dimension on \( Y \).
Then we have $\nu(\bigcup_{k \geq 1} B_k) = 1$, and thus there is an integer $n_0 > 0$ such that $B_{n_0}$ has positive $\nu$ measure. We can choose $n_0$ to be sufficiently large to ensure that $\nu(B_{n_0})$ is very close to 1. However, positivity here is enough for later use.

Suppose that $\nu = \int Y \, d\nu(y)$ is the measure disintegration of $\nu$ against the factor $B$; see [EW11, Theorem 5.14] (system of conditional measures). Then we see that, for $\nu$-almost every $y \in Y$,

$$E_\nu[1_{A_n}(y)|B](y) = \nu_y(B)(A_n(y)).$$

Thus we have

$$B_{n_0} = \{ y \in Y : \forall n \geq n_0, \log \nu_y(B)(A_n(y)) \geq -n(h(T|B, \nu) + \epsilon) \}.$$ 

Let $A_n$ be an atom in $A_n$ intersecting $B_{n_0}$ with $n \geq n_0$. Then we see that, for $\nu$-almost every $y \in A_n \cap B_{n_0}$, we have

$$\nu_y(B)(A_n) = \nu_y(A_n(y)) \geq 2^{-n(h(T|B, \nu) + \epsilon)}.$$

Those $\nu$-almost everywhere choices of $y$ form a $B$-measurable set. Thus, by omitting a $B$-measurable set with zero $\nu$ measure we can assume that the above holds whenever $y \in A_n \cap B_{n_0}$.

Since $B$ is countably generated, we see that the fibre $[y]_B = \bigcap_{F \in B} F$ is well defined and $B$ measurable. For $\nu$-almost every $y \in Y$ the measure $\nu_y(B)$ is in fact a well-defined probability measure supported on $[y]_B$, and this measure is determined by the atom $[y]$; see [EW11, Theorem 5.14(2)]. In what follows, we arbitrarily fix such a $y \in Y$. Suppose that $A_n$ is an atom in $A_n$ intersecting $B_{n_0}$. Then by the argument above, we see that if $A_n \cap [y]_B \cap B_{n_0} \neq \emptyset$,

$$\nu_y(A_n) \geq 2^{-n(h(T|B, \nu) + \epsilon)}.$$

This implies that the number of atoms in $A_n$ intersecting $[y]_B \cap B_{n_0}$ is at most

$$2^{n(h(T|B, \nu) + \epsilon)}.$$

We note that the above arguments hold for a set of $\nu$-almost every $y \in Y$. Since we have $h(T|B, \nu) = 0$, there is an integer $n_0 \geq 1$ such that, for $\nu$-almost every $y \in Y$, all $n \geq n_0$,

$$N_{A_{n_0}, T, Y}(B_{n_0} \cap [y]_B) \leq 2^{n_0 \epsilon}.$$

Thus $\dim A_{n_0, T} B_{n_0} \cap [y]_B \leq \epsilon$. Moreover, we have $\nu(B_{n_0}) > 0$, therefore we see that there is a $B$-measurable set $E$ with positive $\nu$ measure such that, for $y \in E$,

$$\nu_y(B_{n_0} \cap [y]_B) > 0.$$

Note that $B_{n_0} \cap [y]_B$ is $\mathcal{Y}$-measurable but not necessarily $B$-measurable. This is the set $B_{n_0} \cap [y]_B$ as required.

4.2. Bernoulli factors: the Ornstein–Weiss unilateral Sinai factor theorem. For step 2, we need to use the unilateral Sinai factor theorem which was proved in [OW75]. Let $h = h(T, \nu)$ be the dynamical entropy of $(Y, T, \nu)$. Suppose that $h > 0$. Then the unilateral Sinai factor theorem says that any Bernoulli system $(\Omega, S_B, \nu_B)$ with entropy at most $h$ is a factor of $(Y, T, \nu)$. In particular, we can find a Bernoulli system as a factor of $(Y, T, \nu)$ with entropy $h$. 
4.3. Step 2: Wu’s ergodic theoretic result revisited.

**Proof of Theorem 4.2.** First, suppose that \( h = h(T, \nu) = 0 \). In this case we will see that the trivial disintegration \( \rho = \rho \) works. Indeed, we have \( \pi_X \rho = \mu, \pi_Y \rho = \nu \) since \( \rho \) is a joining. As \( h = 0 \), we see by Lemma 4.3, with \( \mathcal{B} \) being the trivial \( \sigma \)-algebra, that, for each \( \epsilon > 0 \), there is a Borel set \( B \) with positive \( \nu \) measure such that

\[
\dim_{A_0,T} B \leq \epsilon.
\]

Then we see that \( \rho(\pi_Y^{-1}(B)) = \nu(B) > 0 \). This finishes the proof in the case where \( h = 0 \).

Now suppose that \( h > 0 \). In this case, let \( (\Omega, \Sigma, \mu) \) be a Bernoulli factor of \( (Y, T, \nu) \) with entropy \( h \). This Bernoulli factor can be viewed as a \( T \)-invariant sub-\( \sigma \)-algebra \( \mathcal{B} \) in view of §2.6. This \( \sigma \)-algebra \( \mathcal{B} \) is countably generated. Then we see that \( \mathcal{C} = \pi_Y^{-1}(\mathcal{B}) \) is an \( S \times T \)-invariant sub-\( \sigma \)-algebra. Then we have the system of conditional measures \( \rho_{(x,y)}^{\mathcal{C}} \) which are probability measures for \( \rho \)-almost every \( (x, y) \in X \times Y \). Essentially, \( \rho_{(x,y)}^{\mathcal{C}} \) does not depend on the choice of \( x \). More precisely, we see that \( [(x, y)]_{\mathcal{C}} = X \times \{y\}_{\mathcal{B}} \).

By construction, \( \pi_Y(\rho_{(x,y)}^{\mathcal{C}}) = \nu_{(x,y)}^{\mathcal{B}} \) for \( \rho \)-almost every \((x, y)\), or equivalently for \( \nu \)-almost every \( y \in Y \). Since \( \mathcal{B} \) is obtained via a Bernoulli factor with entropy \( h \), we see that \( h(T|\mathcal{B}, \nu) = 0 \) (Abramov–Rokhlin formula [D11, Fact 4.16]). Then, for \( \nu \)-almost every \( y \in Y \) and all \( \epsilon > 0 \), we see from Lemma 4.3 that there is a \( \mathcal{Y} \)-measurable set \( B_{y,\epsilon} \) (which could be empty) with

\[
\dim_{A_0,T} B_{y,\epsilon} \leq \epsilon.
\]

Moreover, for each \( \epsilon > 0 \), for a \( \mathcal{B} \)-measurable set \( E \) with positive \( \nu \) measure, we have

\[
\nu^E_{\mathcal{B}}(B_{y,\epsilon}) > 0
\]

whenever \( y \in E \).

Let us take a measure \( \rho_{(x,y)}^{\mathcal{C}} \) by taking a point \((x, y)\) (where \( \rho_{(x,y)}^{\mathcal{C}} \) is defined as a probability measure) such that \( y \in E \) and

\[
\rho_{(x,y)}^{\mathcal{C}}(\pi_Y^{-1}(B_{y,\epsilon})) = \nu_{(x,y)}^{\mathcal{B}}(B_{y,\epsilon}) > 0.
\]

Such choices of \((x, y)\) form a \( \mathcal{C} \)-measurable set \( E' \) with positive \( \rho \) measure. In order to finish the proof, we need to show that \( \pi_X \rho_{(x,y)}^{\mathcal{C}} = \mu \). To check this, let \( f \) be a continuous function from \( X \) to \( \mathbb{R} \). Then we see that by possibly dropping a \( \mathcal{C} \)-measurable \( \rho \)-null subset from \( E' \),

\[
\int f(x') \, d\pi_X \rho_{(x,y)}^{\mathcal{C}}(x') = \int f(x') \, d\rho_{(x,y)}^{\mathcal{C}}(x', y') = E_{\rho}[f|\mathcal{C}](x, y)
\]

for \((x, y) \in E'\). Observe that \( \rho \) is \( S \times T \)-invariant. By construction, \((Y, \mathcal{B}, T, \nu)\) is in fact a Bernoulli system. Observe that \( \rho \) is also a joining between \((X, \Sigma, \mu)\) and \((Y, \mathcal{B}, T, \nu)\). As Bernoulli system is weakly mixing, by Example 2.1, we see that \( \rho \) must be equal to \( \mu \times \nu \) viewed as a probability measure on the product \( \sigma \)-algebra \( \sigma(X \times \mathcal{B}) \). Since \( \mathcal{C} = \pi_Y^{-1}(\mathcal{B}) \) and \( f \) is a function on \( X \), we see that, for \((x, y) \in E'\),

\[
E_{\rho}[f|\mathcal{C}](x, y) = \int f \, d\mu.
\]

As the above holds for all continuous functions on \( X \), we see that \( \pi_X \rho_{(x,y)}^{\mathcal{C}} = \mu \) for \((x, y) \in E'\). In other words, we have shown that \( \rho = \int \rho_{(x,y)}^{\mathcal{C}} \, d\rho(x, y) \) is a measure disintegration satisfying the statements of this theorem. 

\[ \square \]
5. On sequences \( \{p(n) + 2^n d \mod 1\}_{n \geq 1} \)

We now prove Theorem 1.4.

Proof of Theorem 1.4. First, let \( \alpha \in (0, 1) \) be an irrational number. We consider the sequence \( \{\alpha n + 2^n d\} \). Consider the topological dynamical system \((\mathbb{T} \times \mathbb{T}, S = R_\alpha \times T_2)\) where \( R_\alpha \) is the \(+\alpha\ mod 1\) map and \( T_2 \) is the doubling map: \( T_2(x) = 2x \mod 1 \). Let 
\[
Z = \{S^n(0, d)\}_{n \geq 0}.
\]
As \( S \) is continuous, by the Bogoliubov–Krylov theorem and ergodic decomposition, we can find an \( S \)-ergodic probability measure \( \rho \) supported on \( Z \). Let \( M \) be the Borel \( \sigma \)-algebra on \( \mathbb{T} \). Then we see that \( \rho \) is a joining between \((\mathbb{T}, M, R_\alpha, \mu)\) and \((\mathbb{T}, M, T_2, \nu)\) where \( \mu = \pi_1 \rho, \nu = \pi_2 \rho \). Note that \( \mu \) is the Lebesgue measure.

We now use Theorem 4.2. For each \( \epsilon > 0 \), we can find a probability measure \( \rho' \) supported on \( Z \) such that \( \pi_1 \rho' \) is the Lebesgue measure on \( \mathbb{T} \) and there is a Borel set \( B_\epsilon \) such that \( \dim B_\epsilon \leq \epsilon \) and \( \rho'\pi_2^{-1}(B_\epsilon) > 0 \). Here, we choose \( A_0 = \{[0, 0.5), [0.5, 1)\} \) for the doubling map. For this choice, we see that \( A_n \) consists of dyadic intervals of length \( 2^{-n-1} \). Then it is possible to see that \( \text{dim}_{A_0, T_2} \) coincides with the upper box dimension. Consider \( A = \pi_2^{-1}(B_\epsilon) \cap Z \). As \( \rho' \) supports on \( Z \), we see that 
\[
\rho'(A) > 0.
\]
Since \( A \) is Borel, we see that \( \pi_1(A) \) is Lebesgue measurable. However, as \( \pi_1(A) \) might not be Borel measurable, we cannot use the fact that \( \pi_1 \rho' = \mu \) to deduce that \( \pi_1(A) \) has positive Lebesgue measure since all measures here are only defined on Borel sets. If \( \pi_1(A) \) has zero Lebesgue measure, then as it is Lebesgue measurable, we see that, for each \( \epsilon > 0 \), we can cover \( \pi_1(A) \) with open intervals with total length at most \( \epsilon \). Denote the union of those intervals as \( A^\delta \). Then \( \pi_1^{-1}(A^\delta) \) is Borel and we have \( \rho'(\pi_1^{-1}(A^\delta)) = \mu(A^\delta) \leq \delta \) and 3. However, as \( A \subset \pi_1^{-1}(A^\delta) \), we see that \( \delta \) cannot be chosen arbitrarily small. Therefore \( \pi_1(A) \) has positive Lebesgue measure and hence full Hausdorff dimension. Let \( \Sigma \) denote the arithmetic sum map, that is, \( \Sigma(x, y) = x + y \) for \((x, y) \in \mathbb{T} \times \mathbb{T} \). We have 
\[
1 = \dim_H(\pi_1(A)) \leq \dim_H(\Sigma(A) - \pi_2(A)) \leq \dim_H(\Sigma(A) \times \pi_2(A)) 
\leq \dim_H(\Sigma(A)) + \text{dim}_B \pi_2(A).
\]
Here we have used the fact that 
\[
\pi_1(A) \subset \Sigma(A) - \pi_2(A) = \{a - b : (a, b) \in \Sigma(A) \times \pi_2(A)\}.
\]
We have also used the fact that \( \Sigma \) is a Lipschitz map. The rightmost inequality is a standard result in geometric measure theory; see [M99, Theorem 8.10]. Thus we see that 
\[
\dim_H \{n\alpha + 2^n d \mod 1\}_{n \geq 0} = \dim_H \Sigma(Z) \geq \dim_H \Sigma(A) \geq 1 - \text{dim}_B \pi_2(A) \geq 1 - \epsilon.
\]
As the above holds for all \( \epsilon > 0 \), we see that \( \dim_H \{n\alpha + 2^n d \mod 1\}_{n \geq 0} = 1 \).

We now let \( p \) be a polynomial with at least one irrational coefficient. Then the argument above for the special case \( p(n) = n\alpha \) can be used here. We need to choose the \( X \) component in Theorem 4.2 to be the transformation 
\[
(x_1, \ldots, x_n) \in \mathbb{T}^n \rightarrow (x_1 + \alpha, x_2 + x_1, x_3 + x_2, \ldots, x_n + x_{n-1})
\]
on \( \mathbb{T}^n \) with a suitably chosen number \( \alpha \), and \( \Sigma \) to be the map 
\[
(x_1, \ldots, x_n, y) \rightarrow \Sigma(x_1, \ldots, x_n, y) = x_n + y.
\]
See also [EW11, Theorem 1.4] and its proof therein. \( \square \)
Remark 5.1. In fact, the above proof shows that, for any non-empty closed $R_{\alpha} \times T_2$ invariant set $Z$, $\Sigma(Z)$ has full Hausdorff dimension.
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