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Abstract—The focus of this contribution is on camera simulation as it comes into play in simulating autonomous robots for their virtual prototyping. We propose a camera model validation methodology based on the performance of a perception algorithm and the context in which the performance is measured. This approach is different than traditional validation of synthetic images, which is often done at a pixel or feature level, and tends to require matching pairs of synthetic and real images. Due to the high cost and constraints of acquiring paired images, the proposed approach is based on datasets that are not necessarily paired. Within a real and a simulated dataset, A and B, respectively, we find subsets A' and B' of similar content and judge, statistically, the perception algorithm’s response to these similar subsets. This validation approach obtains a statistical measure of performance similarity, as well as a measure of similarity between the content of A and B. The methodology is demonstrated using images generated with Chrono::Sensor and a scaled autonomous vehicle, using an object detector as the perception algorithm. The results demonstrate the ability to quantify (i) differences between simulated and real data; (ii) the propensity of training methods to mitigate the sim-to-real gap; and (iii) the context overlap between two datasets.

I. INTRODUCTION

The goal of this work is to increase the extent to which simulation can be used in robotics by enabling meaningful validation of simulated sensor data. For simulation of autonomous robotics one needs reliable simulation of cameras and other sensors, e.g., lidar, GPS, IMU\cite{1}. We focus here on the methodology for validating camera simulation, which can produce automatically labeled synthetic images. In robotics, camera simulation also enables the probing of otherwise unsafe scenarios, and for testing in never-before-seen edge cases difficult to create in reality. However, a significant difference in perception algorithm performance is often experienced when using synthetic rather than real data. This manifestation of the sim-to-real gap has been extensively documented in literature\cite{2–6}, and mitigating this gap when training machine-learned algorithms has been an active area of research in the perception community\cite{5}.\cite{7–10}. This sim-to-real gap is indicative of a simulation that has unmodeled phenomena, either in the camera model or the 3D environment model in which the camera is exercised. The effects of unmodeled characteristics in the environment have been analyzed and documented in\cite{11–13} – this is a related, but different issue from measuring the fidelity of the camera model. Indeed, instead of understanding why a model comes short of reality, the goal here is to measure by how much it does so. Quantifying the difference between simulated and real data is key to validation and provides an objective metric that can guide camera model improvement efforts.

Validation of synthetic images can take on many forms including comparing the bias in the datasets\cite{13}, image-level data comparison\cite{14,15}, perceptual feature comparison\cite{16}, and performance metric comparison\cite{17,18}. Comparing at pixel level can be useful in specific applications but generally is neither necessary nor possible in robotics. Ultimately, the quality of the simulated data should be tied to the application making use of the simulated data.

In assessing the quality of the simulated data, one must determine 1) what it means to be a \textit{quality} simulation, and 2) how quality should be measured. Against this backdrop, we propose a validation method that compares simulated and real images using the statistical distribution of contextualized performance on the data. This mechanism enables quantification of sim and real-world differences in complex scenarios without requiring a prohibitive data-collection, data-alignment, and scene reconstruction effort. We use the term \textit{contextualized performance} to indicate the performance of a perception algorithm with respect to specific content (i.e., an object in a specific context), which, independent of realism, impacts the result of perception. The validation method embraced has a statistical slant to it, since the method compares many images using a process that is sensitive to input and discontinuous in nature (e.g. decision on whether object was detected or not). Loosely speaking, we use a perception algorithm as a judge, and ask its opinion on images that are equivalent in content (with the term “equivalent” yet to be defined) and drawn from sets A and B, where $A, B \in \{\text{real, sim}\}$.

A. Contribution

Herein, we demonstrate the camera model validation methodology by using an object detection algorithm for detecting cones in RGB images. We show the methodology’s ability to quantify the sim-to-real gap as experienced by object detectors trained in different domains, e.g., trained on sim or trained on real. We also show that the intra-domain validation (real images against real images, or sim against sim) can provide a baseline expectation for the performance shift, and the expected variance in the metric. Our contributions are summarized as follows:

1) We introduce a camera model validation methodology based on the performance of an image-based object detection algorithm.
2) We introduce a method of extracting object-centric patches from images to find batches of similar content in each data set.

3) We show that the proposed methodology provides insights into the performance difference for similar context, as well as the ability to measure the context overlap between two datasets.

4) We demonstrate an ability to facilitate low-cost, low-overhead validation of camera simulation in meaningful scenarios.

The proposed camera validation metric comes into play in answering questions such as: How similarly does a given perception algorithm perform in simulation vs. reality? Which camera model is more appropriate for a particular robot simulation study, and by how much? Which perception algorithm is less sensitive to data generated using a certain camera model? How well does a specific object detector training algorithm/paradigm mitigate the sim-to-real gap? How much does a set of synthetic images probe the full breadth of contexts seen in real data? Herein, the proposed validation metric is used to answer several of these questions.

B. Related Work

Several approaches to validation seek to directly compare a simulated image with its equivalent real image. This idea is used in [14], [13] to validate lens distortion and camera response. The approach provides little information about the model’s usefulness in perception since differences at the pixel level may not be correlated with important features for perception. That is, two images with the same content can have pixel-level differences yet elicit the same performance from a perception algorithm. Another validation approach is discussed in [19] and used to gauge rendering performance. While useful in understanding the interplay between sub-component models that make up a camera simulator, the process puts unnecessary constraints on the simulator to produce pixel-perfect data. In order to compare data directly, experiments must be conducted in a tightly controlled environment where all parameters, including materials and lighting, are known. This is impractical in robotics applications, which tend to involve complex scenarios that are difficult to replicate in simulation in minute detail.

More recently, several validation approaches have included an algorithm as “judge” in the quantification effort. This is a more holistic approach, and has roots in human-robot-interaction (HRI). Validation of USARSim proposed comparing high level performance metrics to demonstrate the ability of simulation to predict reality [18], [20], [21]. Analogous performance metrics from HRI, based on human performance, are summarized in [22]. A validation methodology has recently been proposed which builds on both traditional (pixel-to-pixel type) and performance-based validation (use of perception algorithm performance as judge), arguing for traditional validation at a component level, and performance validation at a system level [17]. This approach is insightful but daunting from a data acquisition and registration perspective.

In Machine Learning (ML), metrics are necessary to measure the ability of generative adversarial networks (GANs) to accurately mimic target domains. The metric quantifies the GAN’s ability to change, for instance, images of horses to images of zebras while preserving the rest of the image [23]. While sometimes left to the subjectivity of human perception [24], [25], judging the quality of a GAN has fallen on metrics based on machine-learned features. Inception Score (IS) [25] uses a pre-trained classification network to generate the class probabilities of the synthetic images, and quantifies GAN performance using these estimates. An improvement over IS was obtained by comparing the Frechet distance (Wasserstein-2 distance) between the inception estimates [26]. Another variant of IS is the Kernel Inception Distance (KID) [27], which uses an alternate comparison of the inception distance. All three variants were shown to correlate well with human judgment, with KID demonstrating improved performance. Another variant of inception is the semantically aligned kernel VGG distance (sKVD) [28], which compares the KID for samples that are semantically nearest neighbors. To that end, the authors generated patches from the image datasets and the two patches which were nearest neighbors in their vector-encoded segmentation maps were KID-compared. Finally, while inception distance looks at the output of a classifier, upstream layers in the network are often used for comparing images or generating an object function for style GANs. Comparing the output of these layers was shown to provide a perceptual similarity measure [15] akin to image quality measures such as SSIM [29], but based on features known to be relevant for perception. While these measures can give insights for validation of camera simulation, they draw from orthogonal requirements, and may not apply directly to simulation in robotics.

II. METHODOLOGY

Consider the pair of images shown in Fig. 1– they belong, respectively, to Set A, which is real, and to Set B, which is simulated. For notation, images are labeled $f_{A,i}$ and $f_{B,j}$, i.e., image (frame) $i$ from Set $A$ and image $j$ from Set $B$. Herein, the real images in Set A come from an on-site lab. The sim counterparts are generated such that the cones are at similar locations and viewed, as much as possible, from a similar pose. Overlaid on the figure are two bounding boxes for a cone $c_{k|A,i}$ (cone $k$ in image $i$ from Set $A$): the ground truth $G(c_{k|A,i})$, and the predicted bounding box $P(c_{k|A,i})$ produced (if the cone is detected) by the object detector. Each cone in each image has a performance derived from the ground truth and prediction, via the IOU (intersection over union) value computed from $G(c_{k|A,i})$ and $P(c_{k|A,i})$:

\[
IOU(c_{k|A,i}) = \frac{\sum_{x,y} 1 \left[ G_{x,y}(c_{k|A,i}) \times P_{x,y}(c_{k|A,i}) > 0 \right]}{\sum_{x,y} 1 \left[ G_{x,y}(c_{k|A,i}) + P_{x,y}(c_{k|A,i}) > 0 \right]},
\]

(1)

where $1 \left[ G_{x,y}(c_{k|A,i}) \times P_{x,y}(c_{k|A,i}) > 0 \right]$ returns a value of 1 if the pixel at coordinates $(x,y)$ is contained both inside $G_{x,y}(c_{k|A,i})$ and $P_{x,y}(c_{k|A,i})$, and zero otherwise. The semantics for the denominator are similar—a value of 1 is obtained as soon as the pixel $(x,y)$ is in either of the bounding boxes. $IOU(c_{l|B,j})$ is similarly defined using $G(c_{l|B,j})$, $P(c_{l|B,j})$. 
IOU is then the performance on a per-object (i.e., cone) basis and is associated with the specific object.

Working under the assumption that $c_{k|A,i}$ and $c_{l|B,j}$ are representations of the same cone; i.e., $c_{k|A,i}$ is a perfectly paired match from Set $A$ for cone $c_{l|B,j}$ from Set $B$ in the frames $i$ and $j$ that are replicas of each other, the question is whether $IOU(c_{k|A,i})$ and $IOU(c_{l|B,j})$ are similar; i.e., if the validation metric $\mathcal{V} \triangleq |IOU(c_{k|A,i}) - IOU(c_{l|B,j})|$ is close to zero. If the cone representations (contexts) are pixel-wise identical, and the value of $\mathcal{V}$ is close to zero, then we could conclude that the images from Set $B$ are a good proxy for the corresponding images from Set $A$. If $A$ is real and $B$ is simulation, which is the case in this discussion, the camera simulator is deemed to be a good predictor of reality when assessing the tested perception algorithm.

Note that this methodology is tied neither to the idea of cones nor to the process of object detection. Cones can be replaced by other elements of an image. Likewise, as soon as we have a $\mathcal{G} - \mathcal{P}$ lens and a performance metric, a validation metric $\mathcal{V}$ is generated from the difference in performance associated with the twins. In this paper, we elected to use as “lens” an object detection neural net and an associated performance metric (IOU).

The approach described thus far for producing a validation metric $\mathcal{V}$ is predicated on comparing Set $A$–Set $B$ twins in pairs of corresponding pictures. However, this is rather restrictive since the representations of $c_{k|A,i}$ and $c_{l|B,j}$ will never be identical outside of a highly controlled lab setting. And since even small differences in initial conditions can cause changes in the object detector, the perception system can practically be considered chaotic. Furthermore, a simulated Set $B$ may have considerably more samples than Set $A$ of real images. To address this from an unpaired perspective, we start by selecting a cone $c$ from an image in Set $A$ (selecting one from Set $B$ works equally well) that shows up in its particular context, e.g., the cone is close to another cone, somewhat smaller than the average size in the sets $A$ and $B$, etc. Note that we do not look at the entire image $f_{A,i}$ when we define the context of a cone $c$. Instead, the context is defined in relation to a patch $F_{h \times w}$ of the image that contains $c$. Here $h$ and $w$ represent the height and width in pixels of the patch used for context definition. The patch $F_{h \times w}$ of size $h \times w$ is replaced by other elements of an image. Likewise, as soon as assessing the tested perception algorithm. Working under the assumption that $c_{k|A,i}$ and $c_{l|B,j}$ are replicas of each other, the question is $IOU(c_{k|A,i}) = 0$. If the cone representations (contexts) are pixel-wise identical, and the value of $\mathcal{V}$ is close to zero, then we could conclude that the images from Set $B$ are a good proxy for the corresponding images from Set $A$. If $A$ is real and $B$ is simulation, which is the case in this discussion, the camera simulator is deemed to be a good predictor of reality when assessing the tested perception algorithm.

At this point, we look for all the other contexts from $A$ that are similar in context to $c$ and call this collection of cones $A^c$. A set $B^c$ is similarly generated – the collection of contexts from $B$ that are context-wise similar to $c$. What it means to be context-wise similar is tied to the difference in ground truths. Specifically, to judge whether a context $a$ is similar to $c$, a similarity factor is introduced as

$$S_{h \times w}(c,a) = \frac{\sum_{x,y} 1 \{ G_{x,y}(c) \times G_{x,y}(a) > 0 \}}{\sum_{x,y} 1 \{ G_{x,y}(c) + G_{x,y}(a) > 0 \}},$$

where the sums $\sum_{x,y}$ run as $0 \leq x < w$ and $0 \leq y < h$; i.e., only the patches of size $h \times w$ are of interest, and not the rest of the images in which $c$ and $a$ appear. Note that $c$ and $a$ can belong to the same image; also, $S_{h \times w}(c,a) = S_{h \times w}(a,c)$, that is, $c$ is as similar to $a$ as $a$ is to $c$.

An important question is how similar should two contexts associated with cones $c$ and $a \in A$ be so that $a$ becomes a member of $A^c$. Similarity is dictated by a user-selected threshold value $\theta$ so that the contexts of $c$ and $a$ are declared similar if $S_{h \times w}(c,a) \geq \theta$. A value $\theta = 0$ results in $A^c = A$, whereas $\theta \rightarrow 1.0$ leads to comparison of only identical contexts. The effect of choosing this threshold is discussed further in §IV-E.

The paired images requirement is thus eschewed by embracing a statistical outlook for the problem at hand. To that end, let $IOU(A^c) \triangleq \{IOU(s) \mid \forall s \in A^c\}$ and $IOU(B^c) \triangleq \{IOU(s) \mid \forall s \in B^c\}$, and note that the collection of values $IOU(A^c)$ and $IOU(B^c)$ can have very different numbers of entries. The understanding is that, when processed by the object detector, all the contexts from $A$ that are similar to that of cone $c$ will be samples from the same performance distribution. In this context, ideally there are sufficient examples from Set $A$ and Set $B$ with enough content similarity for $\theta$ close to 1.0 to give sufficient subsets from $A$ and $B$ to compare distributions of performance (IOU).
the discussion to the cones with contexts similar to that of \( c \), one can say the simulation is a strong predictor (stand-in) for reality if and only if the performance distribution \( \text{IOU}(B^c) \) predicts well the performance distribution \( \text{IOU}(A^c) \).

The two performance subsets \( \text{IOU}(A^c) \) and \( \text{IOU}(B^c) \) can have different number of entries and can come from non-parametric distributions. Therefore, \( \text{IOU}(A^c) \) and \( \text{IOU}(B^c) \) are compared via the 1-Wasserstein distance \( (W_1) \) \cite{25}. Since the distributions are of performance, and the samples are unweighted, the resulting \( W_1(\text{IOU}(A^c), \text{IOU}(B^c)) \) will be in the units/scale of performance and will be best interpreted as the average difference between the distributions; i.e., earth movers distance. Since \( W_1 \) will not convey whether the difference is due to a shift of performance mean or a difference in performance variance, we can additionally compute the absolute difference in performance means \( |\text{IOU}(A^c) - \text{IOU}(B^c)| \) to provide further insights.

Note that each sample \( c \in A \) can produce a \( W_1 \) if similar contexts are found in \( A \). Therefore, the mean of all \( W_1 \) for the overlapping region of \( A \) and \( B \) is the final validation metric. Similarly, one could use the max, median, or other statistical reduction of the list of \( W_1 \) values. We also track the contexts in \( A \) and \( B \) which did and did not participate in the comparison. These are then the subsets \( A^{\text{overlap}} \) and \( B^{\text{overlap}} \), and \( A^{\text{no-overlap}} \) and \( B^{\text{no-overlap}} \), which indicate which samples overlapped in context between the two datasets.

Algorithm 1 Procedure to measure ability of Set \( B \) to predict performance on Set \( A \). It also provides the subsets of \( A \) and \( B \) which do and do not have overlap, subsequently used to analyze context coverage of one set by the other set. Algorithm parameters: similarity coverage threshold \( \theta \), and patch size \( h \times w \).

\begin{align*}
A^{\text{overlap}} & \leftarrow \emptyset, \ B^{\text{overlap}} \leftarrow \emptyset \\
W_1 & \leftarrow [] \\
M_{\text{diff}} & \leftarrow [] \\
\text{for} \ c \in A \ \text{do} & \\
\quad A^c & \leftarrow \{ s \in A \mid S_{h \times w}(c, s) \geq \theta \} \\
\quad B^c & \leftarrow \{ s \in B \mid S_{h \times w}(c, s) \geq \theta \} \\
\quad \text{if} \ B^c \neq \emptyset \ \text{then} & \\
\quad \quad \ A^{\text{overlap}} & \leftarrow A^{\text{overlap}} \cup A^c \\
\quad \quad \ B^{\text{overlap}} & \leftarrow B^{\text{overlap}} \cup B^c \\
\quad \quad \ \text{APPEND}(W_1, W_1(\text{IOU}(A^c), \text{IOU}(B^c))) & \\
\quad \quad \ \text{APPEND}(M_{\text{diff}}, |\text{IOU}(A^c) - \text{IOU}(B^c)|) & \\
\text{end if} & \\
\text{end for} & \\
A^{\text{no-overlap}} & \leftarrow \{ a \in A \mid a \notin A^{\text{overlap}} \} \\
B^{\text{no-overlap}} & \leftarrow \{ b \in B \mid b \notin B^{\text{overlap}} \} \\
\text{return} : & \\
A^{\text{overlap}}: \text{the subset of } A \text{ with } B \text{ overlap} \\
B^{\text{overlap}}: \text{the subset of } B \text{ with } A \text{ overlap} \\
A^{\text{no-overlap}}: \text{the subset of } A \text{ with no } B \text{ overlap} \\
B^{\text{no-overlap}}: \text{the subset of } B \text{ with no } A \text{ overlap} \\
W_1: \text{the mean 1-Wasserstein distance between two distributions} \\
M_{\text{diff}}: \text{the mean of absolute difference in means between the distributions} & \\
\end{align*}

The context-based approach outlined:

- accommodates small sets \( A \) and/or \( B \), and handles scenarios in which the sets have vastly different numbers of images.
- can be used to compare any two sets of images, not only sim vs. real. One can use night vs. daytime images, both real, to gauge differences in performance in relation to a given task, e.g., object detection, segmentation, object classification.
- has interpretable meaning – difference in \( \text{IOU}(A^c) \) and \( \text{IOU}(B^c) \) is the earth movers distance, and the difference in performance distribution.
- is not limited to detecting cones, although this is the object used in this work.
- it is not limited to \( IOU \), despite being the performance metric used herein.
- reveals, in studying the sim-to-real gap, bias in data sets, or context shift \cite{13}. For instance, if \( A^{\text{overlap}} \) has 100 entries and \( A^{\text{no-overlap}} \) has 10,000 entries, it becomes apparent that relatively few of the contexts found in \( A \) were tested by running perception on \( B \).

The choice of tuning parameters (threshold \( \theta \) and patch size \( h \times w \)) are determined based on the application of interest and what is hoped to be learned. The threshold dictates how similar two contexts must be in order to be included in the comparison. The patch size dictates the extent of the area around the object that should be considered when finding similar ground truth patches. Patches that are much larger than the objects imply more of the surroundings will be considered. For very large patch size, this could include the entire image.

III. SIMULATION, DATASETS, AND OBJECT DETECTOR

A. Simulation for data generation

Our interest is in comparing simulated and real images produced by mono-RGB cameras. While the simulated data could come from any source, we use Chrono for generating the synthetic data and demonstrating the validation methodology. Chrono \cite{31}, \cite{32} is a multi-physics simulation platform used for vehicle mobility analysis (on/off-road), autonomous vehicle simulation, field robotics simulation, etc. The ability to generate synthetic data using a camera model is facilitated by Chrono::Sensor \cite{33}, which leverages hardware-accelerated ray tracing for rendering images from within a scene governed by Chrono. Chrono::Sensor implements models of lag, noise, distortion, blur, and global illumination within the rendering pipeline to generate synthetic data. Sensors can be mounted on vehicles for use in software-in-the-loop simulations \cite{34}, \cite{35}, or can be moved kinematically throughout the scene to random positions and orientations to collect training data.

The camera model used for generating the data discussed in this paper is modeled from an ELP USB camera with a 2.1 mm lens. The data is acquired at 720p for both the real and simulated camera, and the horizontal field of view is estimated at 80°. The intrinsic camera parameters are calibrated using MATLAB’s camera calibrator and a checkerboard calibration pattern. The calibrated radial parameters are then used as input to the lens distortion model. Since this paper is concerned with the quantification of the realism of synthetic data and not the
TABLE I: Unpaired images from the hallway datasets. Simulation was created using a random distribution of a similar number of red and green cones.

| Real | Simulated |
|------|-----------|
| ![Real Image](image1.png) | ![Simulated Image](image2.png) |
| ![Real Image](image3.png) | ![Simulated Image](image4.png) |

production of the most realistic data possible, artifacts such as noise, blur, and global illumination are excluded from the simulation. Studying their impact is left for future work.

Alongside the camera sensor, Chrono::Sensor includes an image segmentation sensor which uses the same parameters as the camera to label individual pixels by class and instance ID. This segmentation map can be converted to ground truth object bounding boxes. This automatic labeling system allows for vast amounts of simulation data to be generated for training and testing perception algorithms - one major benefit to using synthetic data.

Four primary datasets were created to demonstrate the validation methodology. The datasets are all indoor environments with small, 3.8 cm red and green cones as objects of interests. This comes from a broader task of developing a 1/6th scale autonomous vehicle and the Autonomy Research Testbed (ART) [36]. Of the four datasets, two are real and two are synthetic. The datasets are based on two environments – a hallway and a motion tracking lab. We consider two environments to allow for better understanding of the environment’s effect on the training and testing of perception. The four datasets are as followed: real hall (RHall), real lab (RLab), simulated hall (SHall), simulated lab (SLab).

B. Unpaired Sim and Real Hallway Datasets

The real hallway data was generated using an ELP 2MP USB camera and 50 randomly placed cones. Images were taken from random positions and orientations within the hallway, and labeled by hand. The true position of the cones in the hallway was unknown.

The simulated hallway dataset was generated using Chrono::Sensor and a model of the ELP camera. The virtual hallway environment was designed by hand to mimic the texture and layout of the real hallway, and 50 green and red cones were randomly placed in the environment. The simulated camera captured images from random positions and orientations in the hallway. Samples from the real and simulated hallway datasets are shown in Table I. These datasets are unpaired, so do not have corresponding samples in the real and simulated data.

C. Paired Sim and Real ARC Lab Datasets

Having paired data, although not necessary for the methodology, provides an opportunity to more easily interpret the results of the validation methodology since the environment differences are constrained and context overlap is high. To generate the paired image dataset, images were first collected in reality for ART-1 [36], [37] navigating an S-like path delineated by red cones on the right and green cones on the left. The vehicle pose was tracked and recorded through time, along with the images which were time-stamped. The position of the cones was measured at the beginning of the test using the motion capture system and recorded. The cones were static throughout the experiment.

To recreate the setup in simulation, a basic replica of the lab was created using 3D modeling software and images of the lab. Within this virtual environment, the simulation was started by placing red and green cones into the environment at their recorded positions. Then, a simulated camera was moved through the environment based on the recorded vehicle pose and image timestamp.

This process resulted in images that are nearly paired. From a content perspective, the data is very similar, but uncertainty in vehicle pose, cone position, camera calibration (intrinsic and extrinsic parameters), and 3D models result in image pairings which are not pixel-wise paired. Examples from the sim and real lab datasets are shown in Tab. II.

D. Object detection algorithm

In order to detect the red and green cones within the collected images, we leveraged an object detector based on YOLOv5 [38]. The object detector was trained to detect tight bounding boxes for two classes – class 1: red cones; class 2: green cones. Two versions of the object detector were trained (called Net_sim and Net_real). The first (Net_sim) was trained exclusively on simulated images. The second version of the network (Net_real) was trained exclusively on real images. Training for both networks was performed on images from the lab environment, using randomly distributed cones of equal class frequency. Validation sets from the same domain (randomly distributed cones in the lab) were used to determine convergence in training. Examples of Net_real and Net_sim predictions on a real and simulated image respectively are shown in Fig. I.
TABLE II: Paired images from the sim and real lab datasets. Notice that the cones are not pixel-wise paired due to uncertainty in tracked pose, camera pose, and virtual environment.

IV. RESULTS

A. Understanding and interpreting the results

Two quantities are of interest herein: mean performance difference across similar batches (referred to in Algorithm 1 as $W_1$); and the overlap fractions, computed as ratios of cardinalities, $O_A \triangleq |A^{\text{overlap}}|/|A|$ and $O_B \triangleq |B^{\text{overlap}}|/|B|$. In the case herein, performance is on the interval $[0,1]$, with test-set mean IOU around 0.8 for both $Net_{real}$ and $Net_{sim}$. Therefore, $W_1$ values around 0.08 would represent around 10% of the performance.

For interpreting overlap fraction, $O_A$ represents the fraction of $A$ contexts that have at least one similar context out of $B$. Note that the overlap fraction has nothing to do with the object detection process – it is a quantity that is derived from ground truths, and speaks to how meaningful it is to assess the performance of an algorithm (object detection, in our case) by comparing outcomes of the algorithm when applied to elements from $A$ and $B$. Specifically, assume $Set_A$ is real data, and $Set_B$ is synthetic data. If $O_A$ is large and $O_B$ is low, many of the synthetic images have no context replicas among the real images; abundant as it might be, simulated data has little in common with the data collected in the real world. If $O_A$ is small and $O_B$ is large, it means that the simulation produces data that is very repetitive but it fails to capture the diversity of real data. If $O_A$ and $O_B$ are both large, the simulation does a good job at capturing the real world. The case when $O_A$ and $O_B$ are both small raises “sim-to-real gap” red flags – if one trains and tests an object recognition net using $Set_B$, it might not work in the real world since $A$ and $B$ don’t have much context in common.

Plotting $W_1$ vs. $O_A$, see Fig. 2, helps interpret the performance of the object detection algorithm. When mean $W_1$ is large, if both $O_A$ and $A^{\text{overlap}}$ are large, one can be confident that the object detection algorithm doesn’t work when deployed in reality. However, a small $W_1$ under these circumstances suggests that the algorithm has a good chance to work in the real world.

B. Results on paired data

Although the proposed method does not require twin $f_{A,i}$ and $f_{B,j}$ images, handling twins provides insights into how the method works. Twin data sets imply large $O_A$ and $O_B$ values.

Fig. 2: Relative certainty of estimate is based on the overlap fraction ($O_A$). Performance difference suggests predictiveness on the overlapping regions. Well validated simulation should fall in lower right corner such that performance is similar on a broad range of contexts.

If one also has that $|A|$ and $|B|$ are large, then there is high confidence that a small $W_1$ translates into a good simulator. In this analysis we use a patch size of $h = w = 120$ on Lab images and a similarity threshold of $\theta = 0.8$. Using the trained object detector, we can evaluate the difference in performance witnessed on the real and simulated data.

First, we compare the full RLab and SLab datasets, Set $A$ and $B$, respectively, using two object detection networks – $Net_{sim}$ and $Net_{real}$. This demonstrates the proposed validation algorithm in practice and highlights the difference in object detector performance when using different domains for training. The results, shown in Fig. 3, report the performance difference between real and simulated cones. Interestingly, the network which was trained on real data ($Net_{real}$) experiences very low sim-vs-real difference, indicating that assessing this specific detector in this simulation is nearly equivalent to assessing it on real data. Unsurprisingly, $Net_{sim}$ experienced
Fig. 3: Comparison of the full lab datasets using $Net_{sim}$ and $Net_{real}$ detectors. Evident here is low difference in sim-real performance for $Net_{real}$.

Fig. 4: Comparison of the performance difference vs overlap for the lab splits based on $Net_{sim}$. This shows the difference is obtained on similar overlap fractions. Top: red cones, bottom: green cones.

a large shift between sim and real data, a result found by many perception researchers to date when trying to train in simulation. This indicates the real images fall outside the learned space of $Net_{sim}$, while the simulated images fall within the learned space of $Net_{real}$. Thus, we would not recommend the use of $Net_{sim}$ in an autonomy stack on a robot, since there is a gap between how it behaved with synthetic data and real data.

To further analyze the Lab results, we partition the real Lab and simulated Lab datasets each into three splits to gauge the ability of real data to predict other real data, and sim data to predict other sim data. Specifically, the Lab datasets (real and simulated) were each partitioned into three subsets of 100 images, keeping the real and simulated pairs in their respective sets such that R1 is paired with S1, R2-S2, and R3-S3. These splits result in approximately 1400 cones within each subset. Using $Net_{sim}$, we evaluated the patch-based difference between each of the splits and expect sim-sim and real-real to be closer in performance prediction than sim-real splits since $Net_{sim}$ would experience a relatively larger sim-vs-real difference. The results are shown in Fig. 4. The Mean $W_1$ between sim-sim is low as expected, meaning the network has little variance on intra-domain performance compared with the sim-real shift. Additionally, along the $x$-axis, Fig. 4 shows that the overlap fraction is $\approx 50\%$ for the inter-domain splits and $\approx 60\%$ for the intra-domain splits, meaning there is a small context difference between the sim and real data, possibly due to labeling, cone models, or lens model.

Since this comparison produces the set of overlapping and non-overlapping examples, we can analyze the overlapping batches. For comparing the real and simulation Lab datasets, Fig. 5 shows example patches with overlap, and Fig. 6 shows example patches without overlap, giving insights into coverage between the two datasets.

To confirm the results from Fig. 3 for $Net_{real}$, we again an-
Fig. 6: Examples from the real (left half) and simulated (right half) lab datasets that had no overlap in the other dataset. Performance based on $Net_{\text{sim}}$. These are examples which fall into a category showing lack of coverage between the datasets for which we cannot make a good estimate of performance difference.

Fig. 7: Comparison of the performance difference vs overlap for the lab splits based on $Net_{\text{real}}$. This shows the difference is obtained on similar overlap fractions. Note the scale on y-axis. Top: red cones, bottom: green cones.

Fig. 8: Comparison of two nearly identical simulated datasets, showing the pointwise and distribution difference. The distribution comparison shows less sensitivity to the uncertainty of the camera pose.

analyze the splits, this time for the performance of $Net_{\text{real}}$ which demonstrated low sim-real gap. The results are shown in Fig. 4 (note the y-scale). Here we see the same context differences as before, but the performance difference on intra-domain vs inter-domain splits are negligible with low magnitude on all comparisons, meaning the assessment of $Net_{\text{real}}$ on all splits are nearly equivalent.

C. Point-wise vs distribution-wise comparison

If two datasets are fully paired, it would be natural to compare the performance on the pairs directly. However, this fails to capture sensitivities in the object detector network which may induce performance difference for slight changes in the image or context. Furthermore, a pointwise approach fails to predict the distribution of performances that we expect to see for a given sample.

A verification test that can be used for comparing the point-wise and distribution approach is to take two nearly identical simulations, and perform both approaches. The simulated datasets we used here are identical in every way except a small camera pose difference. Using the same methodology for reconstructing the lab simulated dataset, we introduce an uncertainty on the calibrated camera pose. Based on this uncertainty, the calibrated pose of the camera is sampled, with an angular normal distribution of stdev 1° in yaw-pitch-roll and a positional normal distribution of 1 cm in $x$, $y$, $z$ directions. These sampled simulated datasets follow the same path as the collected data, and are still paired, but not pixel-perfect. We then do a point-wise comparison between these sampled datasets to quantify the difference in performance, knowing that the only differences are due to perturbed contexts.

Figure 8 summarizes these results for green and red cones, using $Net_{\text{sim}}$. The results demonstrate a higher point-wise mean difference between the performance of the pairings even though the image difference is very slight. The distribution comparison is less affected by the pose uncertainty, demonstrating lower difference between the datasets. This test additionally measures the repeatability of the validation process. The benefit of being less sensitive to uncertainty is in addition to the ability of the distribution-comparison to evaluate performance distribution.

D. Results on unpaired data

In this subsection, the focus is on two questions that come into play when using simulation to evaluate an object detector: “Does the simulated dataset have good context coverage of the real data of interest?” and “Does sim data elicit the same response we would see if we were evaluating the object detection net on real data?” Four datasets are used to answer these questions: SLab, RLab, SHall, and RHall.
We perform an all-vs-all comparison to look at coverage between the datasets and performance difference on the overlapping region of the datasets. For the performance difference between the four datasets, we consider each of the four as the predicted dataset (Set A), and evaluate each other dataset’s ability to predict performance. Figure 9 shows the comparison between each dataset. Evident in the results is that $Net_{sim}$ performs similarly across both simulated environments. However, $Net_{sim}$ varies more in performance between the real environments. This large real-real difference is unexpected, but illustrates high sensitivities of the network outside of the learned feature space.

It should be noted that when the datasets have significantly different contexts, the degree of confidence in the results decreases owing to context coverage differences. For example, when we compare Real Lab to Sim Hall and Sim Lab to Sim Hall, we have a green cone overlap fraction of less than 20% for both sets (see left-most points in Fig. 10), meaning we are looking at a relatively small subset of Sim Hall.

To further understand the comparison, Fig. 11 shows two example batches, with the reference sample shown in the upper left. Figure 12 then shows six sample contexts which were not included in the comparison due to a lack of similarity. It is clear here that the higher-complexity examples found less correspondence between the datasets.

E. The impact of tuning parameters

The final experiment assesses the sensitivity of the results to threshold $\theta$ and patch size $h \times w$ choices. We used the Lab datasets ($\mathbb{A}$ is real, $\mathbb{B}$ is simulated) and carried out sweeps over the threshold and patch size. Ideally, the validation metric proposed is not highly sensitive to the choice of parameters in Algorithm 1.

To understand the impact of $\theta$, we swept the similarity threshold from 0.5 to 0.9 while keeping the patch size constant at 120 $\times$ 120 pixels (roughly the size of the largest cone in the dataset). Figure 13 shows the impact of $\theta$ on mean $W_1$, ...
Fig. 12: Examples from the real hall (left) and sim hall datasets (right) which had no overlap. Performance based on $Net_{sim}$. These are examples which fall into a category showing lack of coverage between the datasets for which we cannot make a good estimate of performance difference.

Fig. 13: Effect of threshold parameter $\theta$ on mean $W_1$ for the RLab-SLab comparison. For a higher threshold $\theta$, the number of samples included in the batch-wise comparison is reduced due to the tighter constraint for patches to be similar.

Fig. 14: The effect of $\theta$ on overlap fraction $O_A$ for the RLab-SLab comparison. For high $\theta$, the overlap reduces even for roughly paired data, since the constraint for finding corresponding ground truth patches is much tighter.

Fig. 15: The effect of $\theta$ on mean value of samples in $A^c$ and $B^c$ for the RLab-SLab comparison. For a higher threshold $\theta$, the number of samples included in the batch-wise comparison is reduced due to the tighter constraint for patches to be similar.

Fig. 16: Patch size $h \times w$ effect on Mean $W_1$ for the RLab-SLab comparison. $W_1$ can change depending on how many and which samples are included as similar in the $A^c$ and $B^c$ batches.

indicating no acute sensitivity was evident. Figures 14 and 15 show the effect threshold has on $A_{overlap}$ and the mean batch size. A low threshold leads to a broad acceptance of objects as similar and a larger mean batch size. This also leads to a higher probability of finding similar examples between the datasets, and thus a high overlap fraction. A high threshold imposes a tight constraint on similarity, reducing the batch size and the likelihood of finding overlap. As $\theta$ approaches 1.0, the batch size and overlap approach 0.0. If the datasets are perfectly paired, then a high threshold may be appropriate.

Along with threshold, patch size can be used to constrain the comparison. To illustrate its effect, patch size was swept from $80 \times 80$ px to $180 \times 180$ px with a constant threshold of $\theta = 0.8$. The mean $W_1$, plotted in Fig. 16, shows only a slight change with no areas of high sensitivity. The overlap and batch size, shown in Figs. 17 and 18 respectively, indicate similar trends to the threshold $\theta$. Specifically, patch size determines how much area surrounding the object is considered to be relevant in determining context similarity. By increasing the patch area, the probability of finding similar examples decreases, lowering the overlap fraction and the batch size. The patch size should be chosen based on the object size and the importance of context for a given application and algorithm (e.g. the receptive
Future work will address generalization of the method to allow for validating other sensing modalities including lidar and radar; and reliance on other perception components as judge, e.g., segmentation, visual odometry, and localization/state estimation. Future work will also include leveraging the validation technique proposed to study the impact of sensor artifacts, such as noise, distortion, and blur, on the realism of the simulated data. This is expected to subsequently improve the quality and usefulness of simulation in training and assessing machine learned perception algorithms in robotics.
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