THE NEUMANN PROBLEM FOR A TYPE OF FULLY NONLINEAR COMPLEX EQUATIONS
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Abstract. In this paper we study the Neumann problem for a type of fully nonlinear second order elliptic partial differential equations on domains in $\mathbb{C}^n$ without any curvature assumptions on the domain.

1. Introduction

Let $\Omega \subset \mathbb{C}^n$ be a smooth domain and $\nu$ denote the unit outer normal vector on $\partial \Omega$. For a smooth function $u : \Omega \rightarrow \mathbb{R}$, we denote the complex Hessian matrix of the function $u$ by $\partial \bar{\partial} u$. Given $\psi$ a smooth nonnegative function on $\bar{\Omega} \times \mathbb{R}$ and $\varphi$ a smooth function on $\partial \Omega \times \mathbb{R}$, we study the following fully nonlinear second order partial differential equation

$$\sigma_k(\Delta u I - \partial \bar{\partial} u) = \psi(z,u), \text{ in } \Omega,$$

with Neumann boundary data

$$u_\nu = \varphi(z,u), \text{ on } \partial \Omega,$$

where $\Delta$ is the Laplace operator, $I$ is the $n \times n$ identity matrix and $1 \leq k \leq n-1$. For any $n \times n$ Hermitian matrix $A$, the function $\sigma_k$ for $1 \leq k \leq n$ is defined as $\sigma_k(A) \equiv \sigma_k(\lambda(A)) = \sum \lambda_{i_1} \lambda_{i_2} \cdots \lambda_{i_k}$, where the sum is over $\{1 \leq i_1 < \cdots < i_k \leq n\}$ and $\lambda(A) = (\lambda_1, \cdots, \lambda_n) \in \mathbb{R}^n$ are the eigenvalues of $A$. For convenience, we denote $\sigma_0(\lambda) = 1$. Recall the Gårding cone $\Gamma_k = \{ \lambda \in \mathbb{R}^n : \sigma_i(\lambda) > 0, \forall 1 \leq i \leq k \}$. We say that a function $u \in C^2(\Omega)$ is $k$-admissible if $\lambda(\Delta u I - \partial \bar{\partial} u)(z) \in \Gamma_k$ for every $z \in \Omega$. It is well known that at a diagonal matrix $A = (a_{ij})$, $\frac{\partial \sigma_k}{\partial a_{ij}} = \frac{\partial \sigma_k}{\partial \lambda_i} \delta_{ij}$, see Caffarelli-Nirenberg-Spruck [1]. Hence, equation (1.1) is elliptic for $k$-admissible solutions, see Lemma 9 in Section 2.

Fully nonlinear equations similar to (1.1) with the particular Hermitian matrix $\Delta u I - \partial \bar{\partial} u$ inside the $\sigma_k$ have been studied extensively. Such type of equations first comes from the study of Gauduchon conjecture. In [35] Székelyhidi-Tosatti-Weinkove solved a class of very general fully nonlinear equations on compact Hermitian manifolds, thereby the Gauduchon conjecture was proved as a special case of their equation. Actually, the Hermitian matrix inside the equation in [35] also involved a linear term of the gradient of $u$. Later on Tosatti-Weinkove [36] studied the Monge-Ampère type equation with a general linear gradient term inside the determinant on compact Hermitian manifolds of complex dimension $n \geq 2$. See also Yuan [39] for the case of dimension 2. The Dirichlet problem for general fully
nonlinear equations as in \[35\] has been investigated by Feng-Ge-Zheng \[14\] on compact Hermitian manifolds with boundaries. Chu-Jiao studied \(\sigma_k\) type of curvature equations in \[10\] and Chen-Tu-Xiang studied the Hessian quotient type of curvature equations \[11\].

After the real Monge-Ampère equation was solved by Lions-Trudinger-Urbas in \[28\], the Neumann problem for complex Monge-Ampère equation on complex domains was studied by Li \[26\]. After that, there are few progresses on the Neumann problem for the complex fully nonlinear equations. Until recently, following the breakthrough work of Ma-Qiu \[30\], who solved the Neumann problem for \(k\)-Hessian equations on uniformly convex domains in \(\mathbb{R}^n\), some literatures have appeared, such as Chen-Wei \[6\] for the complex Hessian quotient equations and Chen-Chen-Mei-Xiang \[3\] for a class of mixed complex Hessian equations. See \[7\] and \[2\] for the corresponding problems in the real situations. Comparing to the complex fully nonlinear equations, the works about the real fully nonlinear equations are more abundant. We refer to \[8, 24, 23, 9, 17, 18, 32, 33, 22, 21, 4, 5, 12, 13, 16\] and references therein. We remark that in the above mentioned papers, the domain is assumed to be strictly pseudoconvex, convex or mean convex. Due to the special structure of our equation, we do not need the curvature assumption on the domain. As far as the authors know, without any curvature conditions on the domain, it may be the first result about the existence of a solution to the Hessian type fully nonlinear equations. Namely, we have

**Theorem 1.** Suppose \(\Omega \subset \mathbb{C}^n\) is a domain with \(C^4\) boundary \(\partial\Omega\). Let \(\phi \in C^3(\partial\Omega)\) and \(0 \leq \psi \in C^2(\Omega)\) be given. Then there exists a unique \(k\)-admissible solution \(u \in C^{3,\alpha}(\Omega)\) for \(0 < \alpha < 1\) to the Neumann problem

\[
\begin{aligned}
\sigma_k(\Delta u - \partial \bar{\partial} u) &= \psi(z), \quad \text{in } \Omega, \\
 u_\nu &= -\beta u + \phi(z), \quad \text{on } \partial\Omega,
\end{aligned}
\]

for any \(1 \leq k \leq n - 1\) and \(\beta\) a positive constant, where \(\nu\) is the unit outer normal vector on \(\partial\Omega\).

For \(k = 1\) the equation is just the Poisson equation and we can drop the assumption \(\psi \geq 0\). For \(k \geq 2\), the equation is fully nonlinear and nonnegativity of \(\psi\) is necessary for the sake of \(k\)-admissible solutions. The main purpose of this paper is to establish the a priori estimates for \(k\)-admissible solutions, and then the existence of a solution follows by the continuity method and uniqueness follows by the maximum principle. The methods here also work for real equations. Deleting the bar of index in the proof of Theorem 1, the proof is same. So the real counterpart of equation (1.4) is also solvable.

**Theorem 2.** Suppose \(\Omega \subset \mathbb{R}^n\) is a domain with \(C^4\) boundary \(\partial\Omega\). Let \(\phi \in C^3(\partial\Omega)\) and \(0 \leq \psi \in C^2(\Omega)\) be given. Then there exists a unique \(k\)-admissible solution \(u \in C^{3,\alpha}(\Omega)\) for \(0 < \alpha < 1\) to the Neumann problem

\[
\begin{aligned}
\sigma_k(\Delta u - D^2 u) &= \psi(z), \quad \text{in } \Omega, \\
 u_\nu &= -\beta u + \phi(z), \quad \text{on } \partial\Omega,
\end{aligned}
\]

for any \(1 \leq k \leq n - 1\) and \(\beta\) a positive constant, where \(\nu\) is the unit outer normal vector on \(\partial\Omega\).
Using Theorem 1 and the approximation argument in Lions-Trudinger-Urbas \cite{28} (or Qiu-Xia \cite{31}), with the additional assumption that \( \Omega \) is strictly convex, one can easily show the following theorem as Chen-Wei \cite{6} whose proof is omitted here.

**Theorem 3.** Suppose \( \Omega \subset \mathbb{C}^n \) is a \( C^4 \) strictly convex domain. Let \( \phi \in C^3(\partial \Omega) \) and \( 0 \leq \psi \in C^2(\Omega) \) be given. Then there exist a unique constant \( c \) and a unique \( k \)-admissible solution \( u \in C^{3,\alpha}(\Omega) \) (up to a constant) for \( 0 < \alpha < 1 \) to the Neumann problem

\[
\begin{aligned}
\sigma_k(\Delta u - \partial \bar{\partial} u) = \psi(z), & \quad \text{in } \Omega, \\
u \cdot u = c + \phi(z), & \quad \text{on } \partial \Omega,
\end{aligned}
\]

for any \( 1 \leq k \leq n-1 \), where \( \nu \) is the unit outer normal vector on \( \partial \Omega \).

**Remark 4.** The strict convexity here is used to get the uniform gradient estimate and overcome the possible blowing up of the \( C^0 \) estimate as \( \varepsilon \to 0 \) for the solution \( u_\varepsilon \) to equation (1.1) with the boundary data \( u_\nu = -\varepsilon u + \phi(z) \) on \( \partial \Omega \).

We remark here that in the above two theorems the function \( \psi \) can be zero at some (or all) points in \( \Omega \). This is due to our key Lemma 9 in Section 2, which is equivalent to say that the equation is strictly elliptic for \( k \)-admissible solutions. Hence, all the a priori estimates derived here are independent of the lower bound of \( \psi \), which enable us to prove the existence result even for \( \psi \geq 0 \). The key lemma still holds for \( k+1 \)-admissible solutions to the quotient type equations, i.e. \( \frac{\sigma_k}{\sigma_l} \) type where \( 1 \leq l < k \leq n-1 \). See Lemma \cite{10} All the a priori estimates for quotient type equations can be established similarly as for the equation (1.4) using Lemma \cite{10} instead of Lemma \cite{9}.

**Theorem 5.** For any \( 1 \leq l < k \leq n-1 \) and \( \beta \) a positive constant, suppose \( u \in C^4(\Omega) \) is a \( k+1 \)-admissible solution to the Neumann problem

\[
\begin{aligned}
\frac{\sigma_k(\Delta u - \partial \bar{\partial} u)}{\sigma_l(\Delta u - \partial \bar{\partial} u)} = \psi(z), & \quad \text{in } \Omega, \\
u \cdot u = -\beta u + \phi(z), & \quad \text{on } \partial \Omega,
\end{aligned}
\]

where \( \nu \) is the unit outer normal vector on \( \partial \Omega \). Then, we have the following a priori estimates

\[|u|_{C^2(\Omega)} \leq C,\]

where \( C \) depends on \( \psi, \phi, \Omega, n, \beta \) and \( k \).

**Remark 6.** The reason here we don’t have existence of a solution immediately from the a priori estimate is that we don’t know whether the solutions are always in \( \Gamma_{k+1} \) cone when one applies the continuity method.

We give a brief outline of the proof of Theorem \cite{11}. We prove it by the standard continuity method. So we shall derive a priori estimates for \( k \)-admissible solutions up to second order derivatives, from which we can obtain \( C^{2,\alpha} \) estimates by Evans-Krylov Theorem and more higher estimates by Schauder theory. The \( C^0 \) estimate for \( k \)-admissible solutions can be derived easily by the maximum principle, see Lions-Trudinger-Urbas \cite{28}. The gradient estimate is proved combining the interior estimate and near boundary estimate, i.e. estimate on \( \Omega_\mu = \{ z \in \Omega | d(z, \partial \Omega) < \mu \} \) for sufficiently small \( \mu > 0 \). The second order estimate is the most difficult part. We first reduce the global second order estimate to the estimate of the double normal
derivatives on the boundary. Then, we construct barrier functions on the boundary strip $\Omega_\mu$ to derive upper and lower bounds for the double normal derivative on $\partial \Omega$.

The rest of this paper is organized as follows. In Section 2, we recall some properties of the elementary symmetric function $\sigma_k$ and prove two key lemmas, Lemma 11 and Lemma 10. In Section 3, we prove the gradient estimates, and the second order estimates are derived in Section 4. In Section 5, we prove the existence of a solution.
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2. Preliminary

We use $\sigma_k(\lambda|i)$ to denote the $k$-th elementary symmetric function with $\lambda_i = 0$ and $\sigma_k(\lambda|ij)$ the $k$-th elementary function with $\lambda_i = \lambda_j = 0$. For some useful and well known properties of the elementary symmetric function, see Li [25], Lin-Trudinger [29], Hou-Ma-Wu [19] and Huisken-Sinestrari [20]. Recall the following result, whose proof can be found in [29].

Lemma 7. Let $\eta = (\eta_1, \cdots, \eta_n) \in \Gamma_k$ and $1 \leq k \leq n$. Suppose that

$$\eta_1 \geq \eta_2 \geq \cdots \geq \eta_n.$$ 

Then, we have

$$\sigma_{k-1}(\eta|k) \geq c_{n,k} \sum_i \sigma_{k-1}(\eta|i),$$

where $c_{n,k}$ is a positive constant only depending on $n$ and $k$.

The following generalized Newton-MacLaurin inequality is also used and its proof can be found in Spruck [33].

Lemma 8. For $\lambda \in \Gamma_k, n \geq k > l \geq 0, n \geq r > s \geq 0, k \geq r$ and $l \geq s$, we have

$$(\frac{\sigma_k(\lambda)/C_n^n}{\sigma_l(\lambda)/C_n^n})^{\frac{1}{k-l}} \leq (\frac{\sigma_r(\lambda)/C_n^n}{\sigma_s(\lambda)/C_n^n})^{\frac{1}{r-s}},$$

and the equality holds if and only if $\lambda_1 = \cdots = \lambda_n$.

Let $z = (z_1, \cdots, z_n)$ be a point in $\mathbb{C}^n$. Sometimes we also write $z$ in real coordinates as $z = (t_1, \cdots, t_{2n})$ and $z_i = t_i + \sqrt{-1}t_{n+i}$. Given $\xi \in \mathbb{R}^{2n}$, $D_\xi u$ denote the directional derivative of $u$ along $\xi$. For the complex variables, we use the following notations:

$$\partial_k u = \frac{\partial u}{\partial z_k}, \partial_{\bar{z}_k} u = \frac{\partial u}{\partial \bar{z}_k}, \partial_{ij} u = \frac{\partial^2 u}{\partial z_i \partial z_j}, \partial_{ijk} u = \frac{\partial^3 u}{\partial z_i \partial z_j \partial z_k}, \cdots$$

For simplicity, we write $u_i = \partial_i u, u_{ij} = \partial_{ij} u, u_{ijk} = \partial_{ijk} u$, and so on. It holds that

$$|\nabla u|^2 := \sum_{j=1}^n \partial_j u \bar{\partial}_j u = \frac{1}{4} |Du|^2.$$ (2.1)

In complex coordinates, let $\eta_{ij} = \Delta u \delta_{ij} - u_{ij}$. With our notations, equation (1.1) can be written as

$$F(u_{ij}) \equiv G(\eta_{ij}) \equiv \sigma_k^2(\eta_{ij}) = \hat{\psi}(z, u),$$ (2.2)
where \( \hat{\psi} = \psi^{1/k} \). Let \( \lambda \equiv \lambda(u_{ij}) = (\lambda_1, \cdots, \lambda_n) \) be the eigenvalues of \( \{u_{ij}\} \) and \( \eta \equiv \eta(\eta_{ij}) = (\eta_1, \cdots, \eta_n) \) be the eigenvalues of \( \{\eta_{ij}\} \). Actually, \( \eta_i = \sum_{j=1}^n \lambda_j - \lambda_i \). Equation \((2.1)\) can also be written as

\[
(2.3) \quad f(\lambda) \equiv \sigma_k^j(\eta) = \hat{\psi}(z, u).
\]

We also introduce the following notations

\[
F_{ij} = \frac{\partial F}{\partial u_{ij}}, \quad F_{ij, kl} = \frac{\partial^2 F}{\partial u_{ij} \partial u_{kl}}, \quad G_{ij} = \frac{\partial G}{\partial \eta_{ij}}, \quad G_{ij, kl} = \frac{\partial^2 G}{\partial \eta_{ij} \partial \eta_{kl}}.
\]

Recall that at a point where \( \{u_{ij}\} \) is diagonal, the following identity holds

\[
F_{ij} = f_i \delta_{ij}, \quad \text{where} \quad f_i = \frac{\partial f}{\partial \lambda_i}.
\]

This means \( f_1, \cdots, f_n \) are the eigenvalues of \( \{F_{ij}\} \).

In the following, we always denote the eigenvalues of \( \{u_{ij}\} \) by \( \lambda = (\lambda_1, \cdots, \lambda_n) \) with the ordering \( \lambda_1 \geq \cdots \geq \lambda_n \). Then, \( \eta = (\eta_1, \cdots, \eta_n) \in \Gamma_k \) the eigenvalues of \( \{\eta_{ij}\} \) are ordered as \( \eta_1 \leq \cdots \leq \eta_n \), which implies \( \sigma_1(\eta_1) \geq \cdots \geq \sigma_n(\eta_n) \) for \( 1 \leq l \leq k-1 \). Therefore, at a point \( z \in \Omega \) where \( \{u_{ij}(z)\} \) is diagonal, we have

\[
F_{ii} = \sum_{k=1}^n G_{ik}^{kk} - G_{ii} \quad \text{and} \quad F_{ii1}^{11} \leq \cdots \leq F_{ii}^{nn}
\]

since \( G_{ii}^{kk} = \frac{1}{k} \sigma_k^{k-1} \sigma_{k-1}(\eta|i) \) and \( G_{ii1}^{11} \geq \cdots \geq G_{ii}^{nn} \). Furthermore, by the fact that \( \lambda_i = \frac{1}{n-1} \sum_{j=1}^n \eta_j - \eta_i \) and \( \sigma_k^j \) is homogeneous of degree one, we have

\[
(2.4) \quad \sum_{i=1}^n F_{ii} u_{ii} = \sum_{i=1}^n G_{ii}^{ii} \eta_{ii} = \hat{\psi}
\]

and

\[
(2.5) \quad \sum_{i=1}^n F_{ii} u_{i\xi} = \sum_{i=1}^n G_{ii}^{ii} \eta_{i\xi}.
\]

By Lemma 4 and Lemma 8 we can prove the following lemma which is the key to our estimates.

**Lemma 9.** Let \( r \) be a \( n \times n \) Hermitian matrix, \( \lambda = \lambda(r) \) be the eigenvalues of \( r \) and \( \eta \in \Gamma_k \) where \( \eta_i = \sum_j \lambda_j - \lambda_i \). Suppose \( 0 \leq f_1 \leq \cdots \leq f_n \) are the eigenvalues of \( \{F_{ij}(r)\} \) for \((2.3)\). If \( 1 \leq k \leq n-1 \), we have

\[
f_1 \geq c_{n,k} \sum_{i=1}^n f_i
\]

for some uniform positive constant \( c_{n,k} \) only depending on \( n \) and \( k \).

**Proof.** We only need to prove the lemma when the matrix \( r \) is diagonal. Without loss of generality, we assume \( \lambda_1(r) \geq \cdots \geq \lambda_n(r) \). Hence, \( \eta_1 \leq \cdots \leq \eta_n \). By \( f(\lambda(r)) = \sigma_k^j(\eta) \), we see

\[
f_i = \frac{1}{k} \sigma_k^{j-1} \sum_{l \neq i} \sigma_{k-1}(\eta|l).
\]
Since \( \eta_1 \leq \cdots \leq \eta_n \) and \( \eta \in \Gamma_k \), we know
\[
\sigma_{k-1}(\eta|1) \geq \sigma_{k-1}(\eta|2) \geq \cdots \geq \sigma_{k-1}(\eta|n).
\]
By \( 1 \leq k \leq n - 1 \) and Lemma \( \[4 \] \) we have \( \sigma_{k-1}(\eta|2) \geq c_{n,k} \sum_{i=1}^{n} \sigma_{k-1}(\eta|i) \). Hence
\[
f_i \geq \frac{1}{k} \sigma_k^{-1} \sigma_{k-1}(\eta|2) \geq \frac{c_{n,k}}{k} \sigma_k^{-1} \sum_{i=1}^{n} \sigma_{k-1}(\eta|i) = \frac{c_{n,k}}{n-1} \sum_{i=1}^{n} f_i
\]
where in the last inequality we used \( \sum_{i=1}^{n} f_i = \frac{n-1}{k} \sigma_k^{-1} \sum_{i=1}^{n} \sigma_{k-1}(\eta|i) \). \( \square \)

For the quotient type equation \( (1.4) \), we can prove a similar result for \( k+1 \)-admissible solutions. First, we can rewrite equation \( (1.6) \) as
\[
F(u_{ij}) \equiv \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{k-1}{k}} (\eta_{ij}) = \tilde{\psi},
\]
where \( 1 \leq l < k \leq n-1 \) and \( \tilde{\psi} = \psi^{\frac{k-1}{k}} \). Using our notations, the above equation can be written equivalently as
\[
f(\lambda) \equiv \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{k-1}{k}} (\eta) = \tilde{\psi},
\]
where \( \eta \in \Gamma_{k+1} \) and \( \bar{\eta}_i = \sum \lambda_j - \lambda_i \). Similar to Lemma \( \[9 \] \) we have

**Lemma 10.** Let \( r \) be a \( n \times n \) Hermitian matrix, \( \lambda = \lambda(r) \) be the eigenvalues of \( r \) and \( \eta \in \Gamma_{k+1} \) where \( \eta_i = \sum \lambda_j - \lambda_i \). Suppose \( 0 \leq f_1 \leq \cdots \leq f_n \) are the eigenvalues of \( \{ F^{ij}(r) \} \) of \( \[2.7 \] \). If \( 1 \leq k \leq n - 1 \), we have
\[
f_1 \geq c_{n,k,i} \sum_{i=1}^{n} f_i
\]
for some uniform positive constant \( c_{n,k} \) only depending on \( n, k \) and \( l \).

**Proof.** We only need to prove the lemma when the matrix \( r \) is diagonal. We assume \( \lambda_1(r) \geq \cdots \geq \lambda_n(r) \). Hence, \( \eta_1 \leq \cdots \leq \eta_n \). We compute that
\[
f_i = \frac{1}{k-1} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{k-1}{k}} \sum_{p \neq i} \frac{\sigma_{k-1}(\eta|p)\sigma_l - \sigma_k\sigma_{l-1}(\eta|p)}{\sigma_l^2}.
\]
Direct calculations show that
\[
\sigma_{k-1}(\eta|p)\sigma_l - \sigma_k\sigma_{l-1}(\eta|p)
= \sigma_{k-1}(\eta|p)\sigma_l(\eta|p) - \sigma_k(\eta|p)\sigma_{l-1}(\eta|p)
= \sigma_{k-1}(\eta|p)\sigma_l(\eta|p)(1 - \alpha_p),
\]
where \( \alpha_p \) is defined as
\[
\alpha_p := \frac{\sigma_k(\eta|p)}{\sigma_{k-1}(\eta|p)} \frac{\sigma_{l-1}(\eta|p)}{\sigma_l(\eta|p)}.
\]
So we have
\[
f_i = \frac{1}{k-1} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{k-1}{k}} \sum_{p \neq i} \frac{\sigma_{k-1}(\eta|p)\sigma_l(\eta|p)(1 - \alpha_p)}{\sigma_l^2}.
\]
Since \( \eta \in \Gamma_{k+1} \), we see \( \sigma_k(\eta|p) > 0 \) for every \( 1 \leq p \leq n \). By Newton-MacLaurin inequality (Lemma \( \[8 \] \) with \( l = s = 0 \)), we have, for \( 1 \leq p \leq n \),
\[
0 < \alpha_p \leq \frac{l(n-k)}{k(n-l)} < 1.
\]
Recall that $\eta_1 \leq \cdots \leq \eta_n$. By Lemma 7 for any $q$ such that $1 \leq q \leq n - 1$ and $\eta \in \Gamma_q$, we have $\sigma_{q-1}(\eta|2) \geq c_{n,q} \sum_{i=1}^{n} \sigma_{q-1}(\eta|i)$. Especially, for $1 \leq l < k \leq n - 1$ and $\eta \in \Gamma_{k+1} \subset \Gamma_k \subset \Gamma_{l+1}$, we have

$$\sigma_{k-1}(\eta|2) \geq c_{n,k} \sum_{i=1}^{n} \sigma_{k-1}(\eta|i) \quad \text{and} \quad \sigma_l(\eta|2) \geq c_{n,l} \sum_{i=1}^{n} \sigma_l(\eta|i).$$

Now we can estimate

$$f_1 \geq \frac{1}{k-l} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{1}{1-k}} \frac{\sigma_{k-1}(\eta|2) \sigma_l(\eta|2)(1-\alpha_2)}{\sigma_l^2}$$

$$\geq \frac{1}{k-l} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{1}{1-k}} c_{n,k} \sum_{i=1}^{n} \sigma_{k-1}(\eta|i) c_{n,l} \sum_{i=1}^{n} \sigma_l(\eta|i) (1-\alpha_2)$$

$$\geq \frac{1}{k-l} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{1}{1-k}} c_{n,k,l} \sum_{i=1}^{n} \sigma_{k-1}(\eta|i) \sigma_l(\eta|i) (1-\alpha_1)$$

$$= c_{n,k,l} \frac{1}{k-l} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{1}{1-k}} \sum_{i=1}^{n} \frac{\sigma_{k-1}(\eta|i) \sigma_l - \sigma_k \sigma_{l-1}(\eta|i)}{\sigma_l^2},$$

where the fourth inequality is due to (2.3) and $c_{n,k,l}$ may be different.

Note that

$$\sum_{i=1}^{n} f_i \geq \frac{1}{k-l} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{1}{1-k}} \sum_{i=1}^{n} \sum_{p \neq i} \frac{\sigma_{k-1}(\eta|p) \sigma_l - \sigma_k \sigma_{l-1}(\eta|p)}{\sigma_l^2}$$

$$= \frac{1}{k-l} \left( \frac{\sigma_k}{\sigma_l} \right)^{\frac{1}{1-k}} (n-1) \sum_{i=1}^{n} \frac{\sigma_{k-1}(\eta|i) \sigma_l - \sigma_k \sigma_{l-1}(\eta|i)}{\sigma_l^2}.$$ 

Therefore, we obtain $f_1 \geq \frac{c_{n,k,l}}{n-1} \sum_{i=1}^{n} f_i$. \hfill $\square$

**Remark 11.** By Newton-MacLaurin inequality (see Lemma 8 with $l = s = 0$ and $r = k - 1$), we see that

$$(2.9) \quad \sum_{i=1}^{n} \sigma_{k-1}(\eta|i) = (n-k+1)\sigma_{k-1}(\eta) \geq (n-k+1)C_n^{k-1} \left( \frac{\sigma_k}{C_n^k} \right)^{\frac{1}{k}}.$$ 

For equation (2.2), we obtain

$$(2.10) \quad \sum_{i=1}^{n} f_i(\lambda) \geq \frac{n-1}{k} (n-k+1) \frac{C_n^{k-1}}{(C_n^k)^{\frac{1}{k}}}$$

for $\lambda \in \mathbb{R}^n$ such that $\eta \in \Gamma_k$. Hence, by Lemma 8, equation (2.2) is strictly elliptic. Similar result can be shown for quotient type equation (2.7) with $\eta \in \Gamma_{k+1}$ by Lemma 8 and Lemma 10.

In the sections below, we will use $\sum_{i=1}^{n} f_i \geq c_0$ and $f_i \geq c_0 \sum_{j=1}^{n} f_j$ for convenience, where $c_0$ is a positive constant depending on $n$, $k$, and $l$ if $l$ exists.
3. Gradient estimates

In this section, we prove the $C^1$ estimates. We always assume that the conditions in Theorem 1 hold. We first show the following interior gradient estimate.

**Theorem 12.** Suppose $u \in C^3(\Omega)$ is a solution to (1.4) or (1.3). Assume $0 \in \Omega$ and $B_\epsilon(0) \subset \Omega$. Then, we have

$$|
abla u(0)| \leq \frac{C}{r},$$

where $C$ depends on $|u|_{C^0}$ and other known data.

**Proof.** Consider the following auxiliary function on $B_\epsilon(0) \subset \Omega$:

$$G(z) = \log |\nabla u| + h(u) + \log \zeta(z),$$

where $\zeta(z) = r^2 - |z|^2$ and $|\nabla u|^2 = \sum_{i=1}^n u_i u_k$. Assume $G$ attains its maximum at $z_0 \in B_\epsilon(0)$. At $z_0$, we have

$$0 = G_i = \frac{|\nabla u|^2}{2|\nabla u|^2} + h' u_i + \zeta_i,$$

and

$$0 \geq F^{ij} G_{ij}^{-1} = F^{ij} \frac{|\nabla u|^2}{2|\nabla u|^2} - F^{ij} \frac{|\nabla u|^2 |\nabla u|^2}{2|\nabla u|^4} + h' F^{ij} u_i u_j + F^{ij} \zeta_i \zeta_j - F^{ij} \frac{\zeta_i \zeta_j}{\zeta^2}.$$

It is immediate to see that

$$F^{ij} \frac{\zeta_i \zeta_j}{\zeta^2} = -\sum_{i=1}^n F^{ii} - \frac{F^{ij} z_i z_j}{\zeta^2}.$$

By Cauchy-Schwartz inequality and (3.1), we obtain

$$F^{ij} \frac{|\nabla u|^2}{2|\nabla u|^2} \leq 4(h')^2 F^{ij} u_i u_j + \frac{4}{\zeta^2} F^{ij} \zeta_i \zeta_j.$$

Direct calculation shows

$$F^{ij} |\nabla u|^2 = F^{ij} (u_i u_k + u_k u_i) + u_k \delta_{ik} + u_k \delta_{ik}.$$

We choose $h = \delta(u + C_0)^2$ where $|u|_{C^0} \leq C_0 - 1$ and $\delta > 0$. We have

$$h' = 2\delta(u + C_0) \geq 2\delta$$

and

$$h'' - 4(h')^2 = 2\delta - 16\delta^2(u + C_0)^2 \geq \delta$$

for sufficiently small $\delta$. Recall that $F^{ij} u_i u_j \geq 0$, see (2.4). Hence, by Lemma 9 we have

$$0 \geq -C + \delta F^{ij} u_i u_j - \frac{1}{\zeta} \sum_{i=1}^n F^{ii} - \frac{\delta^2}{\zeta^2} \sum_{i=1}^n F^{ii}$$

and

$$\geq -C + \delta c_{n,k} |\nabla u|^2 \sum_{i=1}^n F^{ii} - \frac{1}{\zeta} \sum_{i=1}^n F^{ii} - \frac{\delta^2}{\zeta^2} \sum_{i=1}^n F^{ii}.$$
Assume $|\nabla u(z_0)|^2 \geq \frac{C}{\delta_{c,n,k}}$. We arrive at
\[
0 \geq \frac{\delta_{c,n,k}}{2} |\nabla u|^2 - \frac{6\nu^2}{\zeta^2} \sum_{i=1}^n F_i \bar{i}
\]
from which we can derive that
\[
\zeta^2(z_0)|\nabla u|^2(z_0) \leq \frac{Cr^2}{\delta_{c,n,k}}.
\]
Therefore, by $G(0) \leq G(z_0)$, we obtain
\[
|\nabla u|(0) \leq \frac{C}{r}.
\]

Now we prove the global gradient estimates by the following theorem.

**Theorem 13.** Suppose $u$ is a $C^3_{k}$-admissible solution to (1.4) or (1.6). Then, we have
\[
\sup_{\Omega} |\nabla u| \leq C,
\]
where $C$ depends on $|u|_{C^0}$ and other known data.

**Proof.** Denote $w = u + \varphi(z, u) d$ and $u_\nu = \varphi(z, u) = -\beta u + \varphi(z)$ on $\partial \Omega$. Consider the following function
\[
G(z) = \log |\nabla w| + g(d) + h(u),
\]
where $d$ is a smooth function and near boundary equals to the distance function to the boundary, $g = Ad$ for a large positive constant $A$, and $h$ is a smooth function to be determined later. Suppose that $G$ attains its maximum at $z_0 \in \bar{\Omega}$, i.e. $\max_{\bar{\Omega}} G(z) = G(z_0)$. We divide the proof into three cases.

Case 0: $z_0$ is in $\Omega_\mu = \{ x | d(z, \partial \Omega) \geq \mu \}$. We can bound $|\nabla u|(z_0)$ by Theorem 12 i.e. we have $|\nabla u|(z_0) \leq \max_{\partial \Omega} |\nabla u| \leq C.$

Case 1: $z_0$ is on the boundary $\partial \Omega$. Notice that $w_\nu = u_\nu + \varphi_\nu d + \varphi d_\nu = 0$ on $\partial \Omega$, where $\nu$ is the unit outer normal vector. Hence, at $z_0$,
\[
0 \leq \frac{\partial}{\partial \nu} G = \frac{1}{2} \frac{|Dw|_\nu^2}{|\nabla w|^2} + g' d_\nu + h' u_\nu
\]
\[
= \frac{1}{2} \frac{Dk w D_{\nu \nu} w}{|\nabla w|^2} + g' d_\nu + h' u_\nu
\]
\[
\leq 2 \sup_{\partial \Omega} \{ |\Pi_{ij}| \} - A + h' \varphi(z_0, u),
\]
which yields a contradiction to the larger choice of
\[
A = 2 \sup_{\partial \Omega} \{ |\Pi_{ij}| \} + \sup_{\Omega} |h'||\varphi| + 1.
\]

Case 2: $z_0$ is in $\Omega \setminus \Omega_\mu$. Differentiate $G$ at $z_0$ once to obtain that
\[
0 = G_\nu(z_0) = \frac{|\nabla w|_\nu^2}{|\nabla w|^2} + g' d_\nu + h' u_\nu,
\]
and a second time to get that

\[(3.2)\]

\[
0 \geq F^{ij} G_{ij} \\
= F^{ij} \frac{\|\nabla w\|_j^2}{\|w\|_j^2} - F^{ij} \frac{\|\nabla w\|_j^2}{\|w\|_j^2} + g^i F^{ij} d_{ij} + h' F^{ij} u_{ij} + h'' F^{ij} u_i u_j
\]

\[
= F^{ij} \frac{\|w\|_j^2}{\|w\|_j^2} - F^{ij} (g' d_i + h' u_i) (g' d_j + h' u_j) + g^i F^{ij} d_{ij} + h' F^{ij} u_{ij} + h'' F^{ij} u_i u_j
\]

\[
\geq F^{ij} \frac{\|w\|_j^2}{\|w\|_j^2} - 2 (g')^2 F^{ij} d_i d_j + (h'' - 2 (h')^2) F^{ij} u_i u_j + g^i F^{ij} d_{ij} + h' F^{ij} u_{ij},
\]

where in the last inequality we used Cauchy-Schwarz inequality.

Now let us deal with \(F^{ij} \frac{\|\nabla w\|_j^2}{\|w\|_j^2}\). First, we compute that

\[(3.3)\]

\[
F^{ij} \frac{\|\nabla w\|_j^2}{\|w\|_j^2} = F^{ij} (w_k w_{kij} + w_{kj} w_k + w_{kij} w_k)
\]

\[
= w_k F^{ij} w_{kij} + F^{ij} u_{kij} w_k + F^{ij} (w_{kij} + w_{kij} w_k).
\]

Recall that \(\varphi(z, u) = -\beta u + \phi(z)\). We have

\[
F^{ij} u_{kij} = F^{ij} u_{kij} + F^{ij} (\varphi d)_{kij}
\]

\[
= \tilde{\psi}_k + F^{ij} (-\beta u + \phi(z)) d_{kij}
\]

\[
= F^{ij} (-\beta u_{kij} d_j - \beta u_{kij} d_i - \beta u_{ij} d_k - \beta u_i d_{kij} - \beta u_j d_{kij})
\]

\[
- \beta u_d_{kij} + F^{ij} (\phi(x) d)_{kij} + \tilde{\psi}_k (1 - \beta d),
\]

and then by Cauchy-Schwarz inequality we get

\[(3.4)\]

\[
F^{ij} w_{kij} w_k + w_k F^{ij} w_{kij}
\]

\[
\geq (\tilde{\psi}_k w_k + \tilde{\psi}_k w_k) (1 - \beta d) - \varepsilon F^{ij} (u_{kij} u_{kij} + u_{kij} u_{kij})
\]

\[
- C \sum_{i=1}^{n} F^{ii} (|\nabla u|^2 + |\nabla u|).
\]

Direct calculation shows that

\[(3.5)\]

\[
F^{ij} (w_k w_{kij} + w_{kij} w_k)
\]

\[
= F^{ij} (u (1 - \beta d) + \phi(x) d)_{kij} (u (1 - \beta d) + \phi(x) d)_{kij}
\]

\[
+ F^{ij} (u (1 - \beta d) + \phi(x) d)_{kij} (u (1 - \beta d) + \phi(x) d)_{kij}
\]

\[
\geq (1 - \beta d)^2 F^{ij} (u_{kij} u_{kij} + u_{kij} u_{kij}) (1 - \varepsilon) - C \sum_{i=1}^{n} F^{ii} (|\nabla u|^2 + |\nabla u| + 1),
\]

where in the last inequality we used Cauchy-Schwarz inequality. By \(3.3\), \(3.4\) and \(3.5\), for \(\mu\) chosen sufficiently small, we obtain

\[
F^{ij} \frac{\|\nabla w\|_j^2}{\|w\|_j^2} \geq -C |\nabla u|^2 - C \sum_{i=1}^{n} F^{ii} (|\nabla u|^2 + |\nabla u| + 1).
\]
We choose $h(3.6)$ for $\delta > 0$ have Theorem 15.

Theorem 15. \textit{[order estimates to the double normal derivative on the boundary by the following form of the boundary. We adopt the following auxiliary function $Define $Proof. From (3.2), we have

$$0 \geq -C - C \sum_{i=1}^{n} F^{ii} - 2(g^i)^2 F^{ij} d_i d_j + (h'' - 2(h')^2) F^{ij} u_i u_j + g' F^{ij} d_i d_j + h' F^{ij} u_i u_j.$$ We choose $h = \delta(u + C_0)^2$ where $|u|_{C^0} \leq C_0 - 1$ and $\delta > 0$. We have $h' > 2\delta$ and $h'' - 2(h')^2 > \delta$ for $\delta > 0$ sufficiently small. By the fact that $F^{ij} u_i u_j \geq c_0 \sum_{i=1}^{n} F^{ii} |\nabla u|^2$, $\sum_{i=1}^{n} F^{ii} \geq c_0$, and $F^{ij} u_i u_j \geq 0$, (3.6) yields that $|\nabla u|^2 \leq C$. \hfill \Box

Remark 14. One can show that the global $C^3$ estimate still holds for $k$-admissible solutions to (1.4) with the right hand term $\psi(z, u, Du)$ by the proof with minor changes.

4. Second order estimates

In this section, we prove the second order estimates. We first reduce the second order estimates to the double normal derivative on the boundary by the following theorem.

Theorem 15. Suppose $u$ is a $C^4$ $k$-admissible solution to (1.4) or (1.6). Then, we have

$$\sup_{(z, \xi) \in \Omega \times S^{2n-1}} D_{\xi \xi} u(z) \leq C(1 + \sup_{\partial \Omega} |D_{\nu \nu} u|),$$

where $C$ depends on $|u|_{C^3}$ and other known data.

Proof. Define $h = e^{-Ar}$, where $r$ is a function in $C^2(\Omega)$ with $r|_{\partial \Omega} = 0$ and $D_{\nu} r = 1$ on $\partial \Omega, A = 1 + 2\max_{\partial \Omega} |\Pi_{ij}| + |\beta|$ is a constant, and $\Pi_{ij}$ is the second fundamental form of the boundary. We adopt the following auxiliary function $\Phi(z, \xi) = h(r)(D_{\xi \xi} u - v(z, \xi)) + |\nabla u|^2$ where $v(x, \xi) = 2(\xi, \nu)\langle \zeta', D\phi - \beta Du - D_{1i} Du^{l} \rangle \equiv a'D_{l} u + b, \zeta' = \zeta - \langle \xi, \nu \rangle \nu, a^l = -2(\zeta, \nu)\langle \zeta', Du^{l} \rangle - 2b(\zeta, \nu)(\zeta', D\phi), b = 2(\zeta, \nu)\langle \zeta', D\phi \rangle$. For any given $\zeta \in S^{2n-1}$, suppose $\max_{z \in \bar{\Omega}} \Phi(z, \xi)$ is attained at $z_0 \in \bar{\Omega}$.

\textbullet \textbf{Case 1} \textbf{:} $z_0 \in \bar{\Omega}$. We prove that this case will not happen with proper coefficients. Differentiating $\Phi$ at $z_0$, we obtain

$$0 = \Phi_t = h' r_t (D_{\xi \xi} u - v(z, \xi)) + h(r)(D_{\xi \xi} u - v(z, \xi)) + u_k u_{ki} + u_k u_{kli},$$

which yields that

$$D_{\xi \xi} u - v(z, \xi) = \frac{h' r_t (D_{\xi \xi} u - v(z, \xi)) + u_k u_{ki} + u_k u_{kli}}{h}.$$
Differentiating $\Phi$ a second time to get

$$F^{ij}\Phi_{ij} \geq h'F^{ij}r_{ij}(D_{\zeta\zeta}u - v(z, \zeta))$$

$$+ h'F^{ij}h''r_{ij}(D_{\zeta\zeta}u - v(z, \zeta)) + h'r_{ij}F^{ij}(D_{\zeta\zeta}u - v(z, \zeta)) + hF^{ij}(D_{\zeta\zeta}u - v(z, \zeta))$$

$$+ F^{ij}(u_{kj}u_{ki} + u_{kj}u_{ki}) + F^{ij}(u_{ki}u_{kj} + u_{ki}u_{kj}),$$

and then by (4.1), we obtain

$$F^{ij}\Phi_{ij} \geq 2h'F^{ij}r_{ij}(- \frac{h'r_{ij}(D_{\zeta\zeta}u - v(z, \zeta)) + u_{ki}u_{kj} + u_{ki}u_{kj}}{h})$$

$$+ (h'F^{ij}r_{ij} + F^{ij}h''r_{ij})(D_{\zeta\zeta}u - v(z, \zeta)) + F^{ij}(u_{ki}u_{kj} + u_{ki}u_{kj})$$

$$+ F^{ij}(u_{ki}u_{kj} + u_{ki}u_{kj}) + hF^{ij}(D_{\zeta\zeta}u - v(z, \zeta))$$

$$\geq F^{ij}r_{ij}(D_{\zeta\zeta}u - v(z, \zeta))((h'' - \frac{2(h')^2}{h}) - 2hF^{ij}r_{ij}(u_{ki}u_{kj} + u_{ki}u_{kj}))$$

$$+ h'F^{ij}r_{ij}(D_{\zeta\zeta}u - v(z, \zeta)) + F^{ij}(u_{ki}u_{kj} + u_{ki}u_{kj}) + u_{ki}u_{kj} + u_{ki}u_{kj}$$

$$+ h\tilde{\psi}\zeta\zeta - hF^{ij}(a_{ij}D_{l}u + 2a_{ij}(D_{l}u)_{j} + a_{ij}(D_{l}u)_{ij} + b_{ij}),$$

where we used (2.3), $G^{ij, ki}u_{ij}\eta_{k\xi} + G^{ij} \eta_{ij} = \tilde{\psi}\zeta\zeta$ and $G^{ij, ki} \leq 0$ in the last inequality. By Cauchy-Schwarz inequality, we see

$$- 2\frac{h'}{h}F^{ij}(u_{ki}u_{kj} + u_{ki}u_{kj})$$

$$\geq - \varepsilon F^{ij}(u_{ki}u_{kj} + u_{ki}u_{kj}) - \frac{2}{\varepsilon}\|\nabla u\|^2 \frac{(h')^2}{h^2} F^{ij}r_{ij}.$$
By Lemma 9 and taking $\varepsilon = 1/8$, we obtain that

$$F^{ij}\Phi_{ij} \geq - C_4 \times (D_{\zeta\zeta} u - v(z, \zeta)) \sum F^{ii} - \frac{2}{\varepsilon} |\nabla u|^2 \frac{(h')^2}{h^2} \sum F^{ii}$$

$$- C_2 - C_3 h - C_1 (h + h^2) \sum F^{ii} + \frac{c_0}{4} \sum_{j=1}^{n} F^{jj} \sum_{k,i} (u_{ki} u_{k1} + u_{ki} u_{k2})$$

$$\geq - C_4 D_{\zeta\zeta} u \sum F^{ii} - \frac{2}{\varepsilon} |\nabla u|^2 \frac{(h')^2}{h^2} \sum F^{ii} - C_5 \sum F^{ii}$$

$$- C_2 - C_3 h - C_1 (h + h^2) \sum F^{ii} + \frac{c_0}{4} \sum_{i=1}^{n} F^{ii} (D_{\zeta\zeta} u)^2,$$

which is positive as long as $D_{\zeta\zeta} u$ is large enough. For example, it is positive when $D_{\zeta\zeta} u > D$. Here,

$$D := 2 \sqrt{\frac{C_6}{c_0} + \frac{C_4}{c_0} + \frac{C_4}{c_0}},$$

where $C_6 = 16 B^2 A^2 + (C_1 + \frac{C_4}{c_0}) e^{A_{\text{max}} |r|} + C_4 e^{2A_{\text{max}} |r|} + C_5 + \frac{C_2}{c_0}; B = \sup_{\Omega} |\nabla u|; C_3$ depends on $A, \max_{\zeta \in \Omega} |r|$ and $\sup_{\Omega} (|\nabla^2 r| + |\nabla r|); C_4$ depends on $\sup_{\Omega} |\nabla u|, |\nabla \Phi|$ and $\partial \Omega$; $C_5$ depends on $\sup_{\partial \Omega} |\nabla \phi|, \beta$ and $\partial \Omega$.

Denote $\max_{(z, \zeta) \in \Omega \times S^{2n-1}} \Phi(z, \zeta) = \Phi(z_0, \zeta_0)$. If $D_{\zeta_0\zeta_0} u(z_0) > D$, by the analysis in Case 1, then we know $z_0 \in \partial \Omega$. Otherwise, we have proved this theorem. Now let us deal with Case 2.

\* Case 2: $z_0 \in \partial \Omega$. We further divide this case into two subcases according to whether the direction $\zeta_0$ is tangential or non-tangential to the boundary.

(a) If $\zeta_0$ is non-tangential at $z_0 \in \partial \Omega$, then we can write $\zeta_0 = \beta_1 \tau + \beta_2 \nu$, where $\tau \in S^{2n-1}$ is tangential at $z_0$, that is $\langle \tau, \nu \rangle = 0$, $\beta_1 = \langle \zeta_0, \tau \rangle$, $\beta_2 = \langle \zeta_0, \nu \rangle \neq 0$, and $\beta_1^2 + \beta_2^2 = 1$. Then, we have

$$D_{\zeta_0\zeta_0} u(z_0) = \beta_1^2 D_{\tau\tau} u(z_0) + \beta_2^2 D_{\nu\nu} u(z_0) + 2 \beta_1 \beta_2 D_{\tau\nu} u(z_0)$$

$$= \beta_1^2 D_{\tau\tau} u(z_0) + \beta_2^2 D_{\nu\nu} u(z_0) + 2 (\beta_1 \beta_2) \langle \zeta_0, \nu \rangle [D\phi - \beta D u - D_{\nu} D u D_{\nu}]$$

from which we see

$$\Phi(z_0, \zeta_0) = \beta_1^2 \Phi(z_0, \tau) + \beta_2^2 \Phi(z_0, \nu).$$

By the definition of $\Phi(z_0, \zeta_0)$, we know

$$\Phi(z_0, \zeta_0) \leq \Phi(z_0, \nu) \leq C_7 (1 + \max_{\partial \Omega} |D_{\nu} u|).$$

(b) If $\zeta_0$ is tangential at $z_0 \in \partial \Omega$, then by (2.1) we have

$$0 \leq D_{\nu} \Phi(z_0, \zeta_0)$$

$$= - A(D_{\zeta_0\zeta_0} u - a^l D_{l} u - b) + D_{\rho} D_{\zeta_0\zeta_0} u$$

$$- D_{\nu} a^l D_{l} u - a^l D_{\nu} D_{l} u - D_{\rho} b + \frac{1}{2} D_k u D_{\nu} D_k u$$

$$\leq - A D_{\zeta_0\zeta_0} u + D_{\nu} D_{\zeta_0\zeta_0} u + \frac{1}{2} D_k u - a^l D_{\nu} D_k u + C_8.$$
By the boundary condition, we know
\[ D_vD_{\partial\Omega}\varphi = D_{\partial\Omega}(D_vu - (D_{\partial\Omega}\nu^k)D_ku - 2(D_{\partial\Omega}\nu^k)D_{\partial\Omega}D_ku \]
\[ = D_{\partial\Omega}(\beta u + \varphi) - (D_{\partial\Omega}\nu^k)D_ku - 2(D_{\partial\Omega}\nu^k)D_{\partial\Omega}D_ku \]
\[ \leq D_{\partial\Omega}(\beta u) + C_9 - 2(D_{\partial\Omega}\nu^k)D_{\partial\Omega}D_ku. \]
(4.2)

By the same argument as Lemma 4.3 in [26], we know
\[ D_vD_ku \leq C_{10}(1 + |D_{\nu\nu}u|) \]
on \partial\Omega. Note that the proof of Lemma 4.3 is only related to the Neumann boundary condition. Also, by the similar argument in [30], we see
\[ -2(D_{\partial\Omega}\nu^k)D_{\partial\Omega}D_ku \leq C_{11}D_{\partial\Omega}\varphi, \]
where \( C_{11} = 2\max_{\partial\Omega}\{|\Pi_{ij}^k|\} \) and \( \Pi_{ij}^k \) is the second fundamental form of the boundary. Therefore, we have
\[ 0 \leq (-A + C_{11} - \beta)D_{\partial\Omega}\varphi + C_{12}(1 + |D_{\nu\nu}u|) + C_{13}. \]
Taking \( A = 1 + 2\max_{\partial\Omega}\{|\Pi_{ij}^k|\} + |\beta| > C_{11} - \beta + 1 \), we get
\[ \Phi(z_0, \zeta_0) \leq C_{12}(1 + \max_{\partial\Omega}|D_{\nu\nu}u|) + C_{13} + C_{14}, \]
where \( C_{14} \) depends on \( |u|_{C^1(\Omega)} \), \( \max_{\Omega}|r| \) and \( A \).

\[ \square \]

**Remark 16.** For general Neumann boundary data \( \varphi(z, u) \), Theorem 14 still holds by replacing \( v(z, \zeta) \) in the above proof with \( v(z, \zeta) = 2\langle \zeta, \nu \rangle \langle \zeta', D\varphi - D_1uD_1u \rangle \).

**Remark 17.** For \( F(u) = \tilde{\psi}(z, u, Du) \) with \( \tilde{\psi}(z, q, p) \in C^2(\Omega \times \mathbb{R} \times \mathbb{R}^n) \), Theorem 16 still holds. The main changes are to deal with \( h\tilde{\psi}_{\zeta\zeta} \). By choosing \( h = e^{-A_1r - A_2} \) for large \( A_2 \) such that \( |h\tilde{\psi}_{\zeta\zeta}| < \frac{\omega}{8} \) and (4.4), we can also control \( h\tilde{\psi}_{\zeta\zeta} \) and obtain Theorem 16.

Now we estimate the double normal derivative on the boundary.

**Theorem 18.** Suppose \( u \in C^4(\Omega) \cap C^3(\overline{\Omega}) \) is a \( k \)-admissible solution to equation (1.4) or (1.6). Then, we have
\[ \max_{\partial\Omega}|D_{\nu\nu}u| \leq C, \]
where \( C \) depends on \( n, k, \Omega, \ |u|_{C^1}, |\psi|_{C^1} \), and \( |\varphi|_{C^3} \).

**Proof.** We adopt the idea in [27] for barrier function with minor changes to suit our needs. Denote \( M = \sup_{\partial\Omega}|u_{\nu\nu}| \). As \( \frac{\partial}{\partial\nu} \varphi = \varphi(z, u) \), we construct the following auxiliary function
\[ \Phi = <Du, Dr> - \varphi(z, u) + M^{-1}\Phi(z, u)^2 + \frac{1}{2}Mr \]
where \( r \) is a defining function such that \( r < 0 \) on \( \Omega, r = 0 \) on \( \partial\Omega \), and \( \frac{\partial}{\partial\nu} r = 1 \) on \( \partial\Omega \). Define
\[ \Omega_\mu := \{ z \in \Omega : d(z, \partial\Omega) < \mu \}. \]
On \( \partial\Omega \), it is obvious that \( \Phi = 0 \). Take a small positive constant \( \mu \) such that \( r = -d \) on \( \Omega_\mu \), where \( d \) is the distance function to the boundary \( \partial\Omega \). On \( \partial\Omega_\mu \setminus \partial\Omega \), we see \( \Phi < C_1 - C_2M^{-1/2} - \frac{M^2}{2}M\mu < 0 \), when \( M \) is large enough. Suppose
\[ \Phi(z_0) = \max_{\overline{\Omega}_\mu} \Phi. \]
If $\Phi$ achieves its maximum in $\Omega_{\mu}$, i.e. $z_0 \in \Omega_{\mu}$, we then have

$$0 = \Phi_i(z_0) = |< Du, Dr > - \varphi(z, u)|_i \left(1 + 2M^{-\frac{1}{2}}(< Du, Dr > - \varphi(z, u))\right) + \frac{1}{2}Mr_i,$$

and

$$0 \geq \Phi_{ij}(z_0) = |< Du, Dr > - \varphi(z, u)|_{ij} \left(1 + 2M^{-\frac{1}{2}}(< Du, Dr > - \varphi(z, u))\right) + 2M^{-\frac{1}{2}}[< Du, Dr > - \varphi(x, u)]_i[< Du, Dr > - \varphi(z, u)]_j + \frac{1}{2}Mr_{ij}$$

$$= |< Du, Dr > - \varphi(z, u)|_{ij} \left(1 + 2M^{-\frac{1}{2}}(< Du, Dr > - \varphi(z, u))\right) + \frac{2M^{3/2}r_ir_j}{4(1 + 2M^{-\frac{1}{2}}(< Du, Dr > - \varphi(z, u)))} + \frac{1}{2}Mr_{ij}.$$

Note that

$$F^{ij}[< Du, Dr > - \varphi(z, u)]_{ij}$$

$$= F^{ij}[(D_{\alpha}u)_i(D_{\alpha}r)_j + (D_{\alpha}u)_j(D_{\alpha}r)_i + D_{\alpha}u(D_{\alpha}r)_{ij}]$$

$$- F^{ij}[\varphi_{zi}z_j + \varphi_{zi}u_j + \varphi_{uz}z_i + \varphi_{uu}u_jz_i + \varphi_{uy}u_ju_i]$$

$$= D_{\alpha}\bar{\Omega} + 2F^{ij}(D_{\alpha}u)_i(D_{\alpha}r)_j + D_{\alpha}uF^{ij}(D_{\alpha}r)_{ij}$$

$$- F^{ij}[\varphi_{zi}z_j + \varphi_{zi}u_j + \varphi_{uz}z_i + \varphi_{uu}u_jz_i + \varphi_{uy}u_ju_i]$$

$$\geq - C_{15}(1 + M) \sum_{i=1}^{n} F^{\bar{i}i},$$

where in the last inequality we used Theorem 16 and $C_{15}$ is a constant depending on $|u|_{C^1(\Omega)}, |\varphi|_{C^2}$ and $|r|_{C^1(\Omega)}$. Without loss of generality, we assume that

$$M \geq 16(\sup_{\Omega} |Du| + \sup_{\Omega \times [\inf_{u}, \sup_{u}]} \varphi(z, u))^2.$$

So we have

$$|M^{-\frac{1}{2}}(< Du, Dr > - \varphi(z, u))| \leq 1/4.$$

By Theorem 15 and $|Dr|^2 = 1$ on $\Omega_{\mu}$, we obtain

$$0 \geq F^{ij}\Phi_{ij}$$

$$= F^{ij}[< Du, Dr > - \varphi(z, u)]_{ij} \left(1 + 2M^{-\frac{1}{2}}(< Du, Dr > - \varphi(z, u))\right)$$

$$+ \frac{2M^{3/2}F^{ij}r_ir_j}{4(1 + 2M^{-\frac{1}{2}}(< Du, Dr > - \varphi(z, u)))} + \frac{1}{2}MF^{ij}r_{ij}$$

$$\geq - C_{15}(1 + M) \sum_{i=1}^{n} F^{\bar{i}i} + \frac{2}{9}C_{n,k} \sum_{i=1}^{n} F^{\bar{i}i} M^{3/2} > 0,$$
for large $M$ satisfying $\frac{2}{3} e_n k M^{3/2} > C_{15}(1+M)$. This yields a contradiction. Hence, we can assume the maximum of $\Phi$ is achieved on $\partial \Omega_\nu$ and therefore on $\partial \Omega$.

By Hopf lemma, we have on $\partial \Omega$
\[
0 \leq \frac{\partial \Phi}{\partial \nu} = (\eta D_\nu u_\nu + u_\nu D_\nu \eta - D_\nu \varphi) \left(1 + M^{-\frac{1}{2}}(<D u, D r > - \varphi)\right) + \frac{1}{2} M.
\]

If $\sup_{\partial \Omega} |u_{\nu \nu}| = - \inf_{\partial \Omega} u_{\nu \nu} = - u_{\nu \nu}(z_1) = M$, then from the above inequality we have
\[
0 \leq \frac{3}{4} u_{\nu \nu}(z_1) + C_{16} + \frac{1}{2} M
\]
which implies that $\sup_{\partial \Omega} |u_{\nu \nu}| \leq 4C_{16}$.

Similarly, we can construct an auxiliary function
\[
\tilde{\Phi} = <D u, D r > - \varphi(z, u) - M^{-\frac{1}{2}}(<D u, D r > - \varphi)^2 - \frac{1}{2} M.
\]

With similar argument, we know $\tilde{\Phi}$ achieves its minimum at $\partial \Omega$. On $\partial \Omega$,
\[
0 \geq \frac{\partial \tilde{\Phi}}{\partial \nu} = (\eta D_\nu u_\nu + u_\nu D_\nu \eta - D_\nu \varphi) \left(1 - M^{-\frac{1}{2}}(<D u, D r > - \varphi)\right) - \frac{1}{2} M.
\]

If $\sup_{\partial \Omega} |u_{\nu \nu}| = \sup_{\partial \Omega} u_{\nu \nu} = u_{\nu \nu}(z_2) = M$, then from the above inequality we have
\[
0 \geq \frac{3}{4} u_{\nu \nu}(z_2) - C_{17} - \frac{1}{2} M,
\]
which implies $\sup_{\partial \Omega} |u_{\nu \nu}| \leq 4C_{17}$.

\[\square\]

Remark 19. The double normal estimates on boundary hold for general $\psi(z, u, D u)$ and thus the global $C^2$ estimates hold.

Remark 20. The a priori estimates also hold for some general smooth symmetric functions of $n$ variables defined in a symmetric, open and convex cone $\Gamma \subset \mathbb{R}^n$ similar to those in [1].

5. PROOF OF THE MAIN THEOREM

Proof of Theorem 1. Now we can give the proof of Theorem 1. The $C^0$ estimate is similar as [6] and we omit it here. Combining our $C^1$, $C^2$ estimates and Evans-Krylov Theorem, we obtain
\[
|u|_{C^{2, \alpha}(\bar{\Omega})} \leq C
\]
for some uniform $C$ independent of $\psi$ and $0 < \alpha < 1$. Applying the method of continuity (see [19], Theorem 17.28), we complete the proof of Theorem 1. \[\square\]

Proof of Theorem 2. The proof of Theorem 2 is almost the same as Theorem 1.3 in Chen-Wei [6] and we sketch the proof here for the completeness. Denote $u_\varepsilon$ as the solution to
\[
\begin{aligned}
\sigma_k(\Delta u I - \partial \varphi) &= \psi(z), \quad \text{in } \Omega, \\
u_\nu &= -\varepsilon u + \phi(z), \quad \text{on } \partial \Omega.
\end{aligned}
\]

(5.1)
The existence of \( u_{\varepsilon} \) holds by Theorem 1. Following the proof of Theorem 1.3 in Chen-Wei [6] closely, we can obtain \( |\varepsilon u_{\varepsilon}|_{C^0(\Omega)} \leq C, |\nabla u_{\varepsilon}| \leq C, \) and \( |\nabla^2 u_{\varepsilon}| \leq C, \) where \( C \) is a positive constant independent of \( \varepsilon \). Here the convexity condition is to obtain the uniform \( C^1 \) estimates respect \( \varepsilon \). Let

\[
v_{\varepsilon} = u_{\varepsilon} - \frac{1}{|\Omega|} \int_{\Omega} u_{\varepsilon}
\]

and satisfy

\[
\begin{align*}
\sigma_n(\Delta v_{\varepsilon} - \partial^2 v_{\varepsilon}) &= \psi(z), \quad \text{in} \quad \Omega, \\
D_{\nu} (v_{\varepsilon}) &= -\varepsilon v_{\varepsilon} - \frac{1}{|\Omega|} \int_{\Omega} \varepsilon u_{\varepsilon} + \phi(z), \quad \text{on} \quad \partial \Omega.
\end{align*}
\]

By the uniform global \( C^1 \) estimates, there exist a subsequence \( v_{\varepsilon} \) converging to \( v \) and a constant \( c \) such that

\[
\begin{align*}
\sigma_n(\Delta v - \partial^2 v) &= \psi(z), \quad \text{in} \quad \Omega, \\
\sigma_1(\Delta v - \partial^2 v) &= \psi(z), \\
D_{\nu} (v) &= c + \psi(z), \quad \text{on} \quad \partial \Omega.
\end{align*}
\]

The uniqueness is obtained by the Hopf lemma and same as [6].

Proof of Theorem 3. The \( C^0 \) estimate holds by the standard argument in [6]. Then Theorem 3 follows by Theorem 13, Theorem 15 and Theorem 18.

Proof of Theorem 2. The proof is same as Theorem 1 by deleting the bar.
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