A Functional Data Analysis Approach for the Detection of Air Pollution Episodes and Outliers: A Case Study in Dublin, Ireland
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Abstract: Ground level concentrations of nitrogen oxide (NOx) can act as an indicator of air quality in the urban environment. In cities with relatively good air quality, and where NOx concentrations rarely exceed legal limits, adverse health effects on the population may still occur. Therefore, detecting small deviations in air quality and deriving methods of controlling air pollution are challenging. This study presents different data analytical methods which can be used to monitor and effectively evaluate policies or measures to reduce nitrogen oxide (NOx) emissions through the detection of pollution episodes and the removal of outliers. This method helps to identify the sources of pollution more effectively, and enhances the value of monitoring data and exceedances of limit values. It will detect outliers, changes and trend deviations in NO2 concentrations at ground level, and consists of four main steps: classical statistical description techniques, statistical process control techniques, functional analysis and a functional control process. To demonstrate the effectiveness of the outlier detection methodology proposed, it was applied to a complete one-year NO2 dataset for a sub-urban site in Dublin, Ireland in 2013. The findings demonstrate how the functional data approach improves the classical techniques for detecting outliers, and in addition, how this new methodology can facilitate a more thorough approach to defining effect air pollution control measures.
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1. Introduction

Nowadays, most cities have an increasing environmental problem related to air pollution [1–4]. This specific pollution is a continuing threat to human health and welfare, with a range of different sources generating different pollutants which have distinct health effects on urban populations [5–7]. Detailed air quality monitoring data for pollutants, such as carbon monoxide (CO), nitrogen oxides (NO and NO2), sulphur dioxide (SO2), ozone (O3) and particulate matter (PM10 and PM2.5), are becoming more important because of the health problems said pollutants can cause in living beings [6]. The measurements of pollutants provide real-time data to inform the public and provide a mechanism of alerting local residents of a possible hazard. In particular, pollutant sources from traffic emissions, such as NOx, which represents a combination of nitrogen oxide (NO) and nitrogen dioxide (NO2), are typically emitted at ground level from vehicles and are associated with health-related problems [8].
Despite a reduction in emissions from the transport sector, an increasing trend in NO$_2$ concentrations has been observed in a number of different European countries; for example, the United Kingdom and Ireland [9,10]. Therefore, meeting the standards and air quality guidelines by European and national environmental agencies for pollutants such as NO$_2$ is becoming more challenging [9], as exceedances of pollutant concentrations can lead to short-term, chronic human health problems [11].

On the other hand, it is understandable that occasional values in polluted air samples behave as outliers in an urban environmental database. They can be classified as local outliers [12,13] or global outliers. Unlike global outliers, local outliers can be detected by comparison with near neighbours. For the purpose of air pollution studies in urban areas, global outliers that deviate from the guide values indicate that there may be a significant source of pollution. Observations which are not excessively high but are different from neighbouring values may also contain information on unusual processes such as pollution. Outliers may merely be noisy observations, or alternatively, they may indicate atypical behaviour in the system. These abnormal values are very important and may lead to useful information or significant discoveries, but also contribute to the selection of the most suitable mitigation techniques or measures [14].

Different techniques of functional data analysis (FDA) have been used in vectorial problems. This new methodology appeared due to the inefficiency of the classical data mining techniques treating vector data [15]. FDA is applicable in a multitude of fields, such as environmental [16–19] and medical research [20], and is applicable for sensors [21,22] and industrial methods [23,24]. The functional model is based on two ideas that make it unique: it takes into account the time correlation structure of the data and leads to a global view of the problem through curves analysis instead individual observations. This analysis is focused on the comparison of the curves using the functional depths, a variable that measures the centrality of a given curve within a set of curves [25]. Functional depth has already been used in several environmental problems [26,27].

The aspiration of this research is to create a model to detect air pollution episodes and identify outliers in gaseous emissions, and to validate this method using real world data from a suburban air quality monitoring site in Dublin, Ireland. Although many methods are known to identify outliers (from the classical Grubbs test [28] to a test proposed in 2019 by [29]), they are all based on the vector approach. This study was carried out, on one hand, with conventional methods, and on the other hand, with a functional approach; a comparative study between the two methodologies is presented. Each method will be presented and the findings will outline the most effective method for detecting outliers in air pollution monitoring data to enhance its capacity for informing new measures to improve local air quality.

2. Methods

2.1. Case Study—A Sub-Urban Air Quality Monitoring Station in Dublin, Ireland

Ireland has a range of air quality monitoring stations across the country, which are part of the national ambient air quality monitoring programme (AAMP). The data collated from these monitoring sites are used to inform on air quality at the local and national levels, and are being used for forecast modelling. The Blanchardstown sub-urban site is one of the 17 national sites, managed by the Environmental Protection Agency (EPA), which monitors NO$_2$ and is classified as a suburban monitoring site. It is located to the west of Dublin city centre in Ireland [30]. The Blanchardstown air quality monitoring station was selected, as it provided continuous, high-resolution NO$_2$ data emissions over a 1-year period. Its location is adjacent to the major arterial carriageway around Dublin city centre, and as a monitoring location, is therefore affected by traffic emissions. In this manner, NO$_2$ hourly data was collected throughout 2013, with 96% of data capture and availability from [31], and the information needed about weather conditions in Dublin in 2013 was obtained on [32].

EU legislation for NO$_2$ limit values (2008 CAFE Directive and S.I. number 180 of 2011) align with the World Health Organisation (WHO) guidelines, with 1-hour and 1-year limit values of 200 µg/m$^3$
and 40 μg/m³ respectively. In circumstances in which the hourly value is exceeded on three consecutive hours, short-term action plans must be implemented by local authorities to mitigate against continued pollution events (limiting traffic flows, restricting construction work, industrial processes, etc.). Despite there being no daily NO₂ limit value in the EU and WHO, some countries have set an average daily limit of 100 μg/m³ (range from 80–150 μg/m³) [31].

The sources and trends of NO₂ emissions over the last 20 years has seen a recent increasing trend due to growth in the transport sector and a recovery since the 2008 economic downturn. As such, Ireland’s air quality in relation to NO₂ is considered to be deteriorating, as measurement data suggests it may reach limit values and the national emissions ceiling in the coming years.

2.2. Analysis Methods

A range of systems are available to analyse environmental data, such as air quality measurements. These systems can be used to detect uncharacteristic data points by taking into account trends, variations between neighbouring network stations and expected values with respect to the sampling location. An example of these expert systems of data and environmental parameter validation would be the trends analysis throughout R-programming (openair) [33].

With classical analysis, the data are only analysed statically. The proposed methodology includes using a large amount of existing data to extract conclusions. Today, the amount of data that has been stored in environmental databases requires automated analysis techniques. Actually, the analysis methodology presented here is oriented to knowledge discovery in databases (KDD) [34], which provides a complete process for extracting information and also provides a clear methodology for the preparation of data and interpreting the results obtained. KDD involves an iterative and interactive process of searching for models, patterns and parameters that are useful for detection, classification and/or prediction in order to generate knowledge and help in decision making.

2.2.1. Classical Analysis

The classical monitoring strategy for air quality uses individual time series, descriptive statistics, box plots, autocorrelation analysis, etc., to determine if any of the values fall outside of the limits and to analyse trends [35,36]. In general, classical statistical analysis seeks to describe the distribution of a measurable variable (descriptive statistics) and to determine the consistency of a sample drawn from an initial population (inferential statistics). In addition, classical analysis is based on repetition; one must measure properties of objects and try to predict the frequency of occurrence of results when the measuring operation is repeated at random or stochastically.

This type of analysis determines the empirical frequency distribution that yields the absolute or relative frequency of the occurrence of the different possible results of the repeated measurement of a property of an object (discrete case). Instead, if the case is an infinitely repeated and arbitrarily precise measurement and every outcome is different, the relative frequency of a single outcome would not be very instructive; the distribution function is used, which, for every numerical value x of the measured variable, yields the absolute (or relative) frequency of the occurrence of all values smaller than x [37].

2.2.2. Statistical Process Control

By applying statistical process control (SPC) methods to the monitoring of a system, it is possible to detect outliers. This study is concentrated on significantly high and low measurements, even in situations where the values do not exceed the established limit. These methodologies can be used to study individual observations, using individual or average charts.

The dataset should be partitioned into rational subgroups, minimising the probability of large differences between subgroups [38]. The formation of rational subgroups is important, because variation within subgroups can be clustered and the presence of special causes of variability can be easily detected. However, sometimes it is not practical to use rational subgroups; for example,
when repeated measurements in the process differ only by laboratory or analytical error. Even when automated inspection is used, because every unit manufactured is analysed.

The rational subgroups represent the way of collecting the data. Usually, they should be gathered so that each of them shows only the inherent variation that is natural for the process (common cause variation). Because they contribute to identifying any other source of variation (special cause variation) that may badly affect the process, the subgroups should avoid special-cause variation where possible. Moreover, the limits on a control chart, which mark the boundary to identify if a process is too volatile, are calculated on the basis of the variability within each subgroup. For this, only subgroups that reproduce the common cause variation in a process should be selected.

Once the data are correctly structured, a normality test has to be done. If the hypothesis of normality is rejected, there are two possibilities: use modified classical techniques to non-normal distributions [39], or transform the data to normalise the dataset [40]. The second option applies a Box-Cox transformation [41], which smoothes the data structure. The most widely used and known transformation is the Box-Cox transformation, defined as follows:

\[
X_j^{(\lambda)} = \begin{cases} 
X_j^{\lambda - 1}, & \text{if } \lambda \neq 0 \\
\log(X_j), & \text{if } \lambda = 0 
\end{cases}
\]

where \( \lambda \) maximises the profile likelihood function of the data \( X_j \).

A classical analysis process can be divided in two main stages: the learning stage, when a test of normality is performed and atypical measurements are deleted from the data; and the control stage, when the trends are analysed to encounter out-of-control situations. At the first one, it is when the centreline (CL) and control limits are defined. Specifically, the CL is defined with the control sample and represents the objective value. In addition, the warning limits are set at a distance of \( \pm 2\sigma \) from it, and control limits at \( \pm 3\sigma \), with \( \sigma \) being the standard deviation of the process [42].

Shewhart control charts have been the most widely used due to their good performance in detecting large changes in a process. However, because these charts use the most recent samples, they do not efficiently detect small or progressive changes in a process. In this regard, complementary rules are needed; multiple authors have defined different rules to detect specific deviations [43,44] and to complement the initial control rules [45]. The use of these supplementary rules makes Shewhart’s control charts more sensitive and leads to an improvement in one’s capacity to detect non-random patterns.

A widely used way to quantify the potential of a control chart with supplementary rules is through the average run length (ARL). The ARL, in control charts, is the average number of points that should be analysed before showing an alert warning that the process is not under control. When this occurs, the efficient thing to do would be to detect it as soon as possible. On the contrary, when the process is statistically stable, it would be appropriate to have few false alarms. This term is directly related to a Type I error (also known as \( \alpha \)) and a Type II error (also known as \( \beta \)), which also describe the sensitivity of the method, and it is highly related to the number of false alarms. For that reason, it must be contemplated that if the capacity of this methodology to detect out-of-control situations is high, there will be a lot of false alarms [43].

2.2.3. Functional Data Analysis

The functional data analysis works with the observations that come from a continuous random process that is evaluated at discrete points [46]. Starting from vector samples, the dataset will be transformed into a functional sample. The first step is to construct the most appropriate curves from the initial points that come from the discrete values measured in the study. This process, known as smoothing, converts the vector values into continuous functions over time. This structure of data is essential in the air pollution context because it is taking into account all the values in the day as a set. In this way, a day in which \( \text{NO}_2 \) values are obtained with a lot of variability but which has an
average similar to the other days, is not detected from any vectorial approach. Functional analysis would identify these types of days as candidates for outliers. Furthermore, in several similar studies in which they also tried to detect outliers with data from certain gases (see [23,47]), the superiority of functional approaches was demonstrated.

In a situation where the initial observations \( x(t_j) \) are contained in a set of \( n_p \) points, \( t_j \in \mathbb{R} \) represents the time steps and \( n_p \) is the number of observations \( (j = 1, 2, \ldots, n_p) \). They can be watched as the individual values of the function \( x(t) \in X \subset F \), \( F \) being a functional space. The estimation of \( x(t) \) takes into account a functional space \( F = \text{span}\{\phi_1, \ldots, \phi_{n_b}\} \), where \( \phi_k \) is the set of basis functions \( (k = 1, 2, \ldots, n_b) \) and \( n_b \) is the number of basis functions required to build a functional sample. There are several types of basis in statistics, but the most used one is the Fourier basis [26,48]. Moreover, with periodic data such as we have in this study, Fourier bases are the most appropriate [49]. Smoothing consists of finding a solution to the regularisation problem [46],

\[
\min_{x \in F} \sum_{j=1}^{n_p} (z_j - x(t_j))^2 + \lambda \Gamma(x) \tag{1}
\]

with \( z_j = x(t_j) + \epsilon_j \) being the result of observing \( x \) at the point \( t_j \); \( \epsilon_j \) the random noise with zero mean, \( \Gamma \) being a penalising operator focused on obtaining the simplest possible solutions; and \( \lambda \) a parameter that defines the level of the regularisation. The initial step is the following expansion

\[
x(t) = \sum_{k=1}^{n_b} c_k \phi_k(t) \tag{2}
\]

where \( \{c_k\}_{k=1}^{n_b} \) are coefficients that multiply the selected basis functions. The smoothing problem can be written as follows:

\[
\min_c \{(z - \Phi c)^T (z - \Phi c) + \lambda c^T R c\} \tag{3}
\]

with a vector of observations \( z = (z_1, \ldots, z_{n_p})^T \); a vector of coefficients of the expansion \( c = (c_1, \ldots, c_{n_b})^T \); a \( (n_p, n_b) \)-matrix \( \Phi \) whose elements are \( \phi_{jk} = \phi_k(t_j) \); and a \( (n_b, n_b) \)-matrix \( R \) whose elements are:

\[
R_{kl} = \langle D^2 \phi_k, D^2 \phi_l \rangle_{L^2(T)} = \int_T D^2 \phi_k(t) D^2 \phi_l(t) dt \tag{4}
\]

Finally, the problem is solved [46] according to:

\[
c = (\Phi^T \Phi + \lambda R)^{-1} \Phi^T z \tag{5}
\]

As soon as the data are in functional form, they can be analysed to identify pollution episodes and detect outliers. The functional data allow us to identify whether different periods of time such as days, weeks or months are above the mean function and how much they are deviating. Moreover, it permits the elimination of outliers which are not real; they are due to system fails. The depth concept provides a way for ordering a set of data, contained in a euclidian space, according their proximity to the centre of the sample.

The concept of depth appeared in multivariate analyses, and was created to measure the centrality of a point among a cloud of them [50,51]. Over the years, this concept began to be introduced into functional data analysis [52]. In this field, depth represents the centrality of a certain curve \( x_i \) and the mean curve is the centre of the sample. Two depth measurements very common in the context of functional data are: Fraiman-Muniz depth (FMD) [29] and H-modal depth (HMD) [52].

Therefore, the identification of outliers with a functional approach is possible with the calculation of depths. In this case, elements that have different behavioural patterns than the rest will be taken into account. The concept of depth makes it possible to work with observations, defined in a given time interval, in the form of curves, instead of having to summarise the observations of the curve into a single value, such as the mean. This method of outlier detection is based on depth measures and
centrality: an element that is far from the centre of the sample will have a low depth. Thus, the curves with the least depth are the functional outliers.

Firstly, the cumulative empirical distribution function \( F_{n,t}(x_i(t)) \) of the values of the curves \( \{ x_i(t) \}_{i=1}^{n} \) in a certain time \( t \in [a,b] \) is contemplated. It can be defined as

\[
F_{n,t}(x_i(t)) = \frac{1}{n} \sum_{k=1}^{n} I(x_k(t) \leq x_i(t))
\]

with \( I(\cdot) \) being a indicator function. Subsequently, the FMD for any curve \( x_i \) within a set of curves \( x_1, \ldots, x_n \) is calculated as

\[
\text{FMD}_n(x_i(t)) = \int_{a}^{b} D_n(x_i(t))dt
\]

where \( D_n(x_i(t)) \) is the depth of the curve \( x_i(t), \forall t \in [a,b] \), expressed as

\[
D_n(x_i(t)) = 1 - \left| \frac{1}{2} - F_{n,t}(x_i(t)) \right|
\]

On the other hand, for HMD the functional mode is the element or curve most densely surrounded by the other curves in the dataset. HMD is defined as

\[
\text{HMD}_n(x_i, h) = \sum_{k=1}^{n} K \left( \frac{\| X_i - X_k \|}{h} \right)
\]

with a kernel function \( K : R^+ \rightarrow R^+ \), a bandwidth parameter \( h \) and \( \| \cdot \| \) as the norm in a functional space. Among all the norms, in the most cases, it is used the norm \( L_2 \), expressed as

\[
\| x_i(t) - x_j(t) \|_2 = \left( \int_{a}^{b} (x_i(t) - x_j(t))^2 dt \right)^{1/2}
\]

In addition, also exist several options for the kernel functions \( K(\cdot) \). A widely used one is the truncated Gaussian kernel, expressed as

\[
K(t) = \frac{2}{\sqrt{2\pi}} \exp \left( -\frac{t^2}{2} \right), \quad t > 0
\]

In this paper, the depth chosen to identified outliers is the HMD. The bandwidth \( h \) is the value that leaves, below it, 15% of the data coming from the distribution of \( \{ \| x_i(t) - x_j(t) \| \}_{i,j=1,\ldots,n} \) [15], and the cut-off \( C \) is selected, specifically, to have a 1% Type I error [50], according to

\[
\text{Pr}(\text{HMD}_n(x_i(t)) < C) = 0.01, \quad i = 1, \ldots, n
\]

The cut-off \( C \) has to be estimated because the distribution of the functional depth is not known. There are several ways to carry out this estimation; however, the bootstrapping method is the most appropriate for the purpose of this research [52,53]. The steps to follow are:

1. Extract, with replacement, a new sample of the original.
2. Estimate the study parameter through the statistic of this new sample.
3. Repeat the above steps a large number of times. This repetition is also known as Monte Carlo simulation; it relies on repetition to extract information from the data (see examples in [54,55]).
4. Obtain the empirical distribution of the statistic.
2.2.4. Functional Strengths

The functional data analysis (FDA) has many strong points, but the ones that allow the FDA to have a better performance in contamination analysis are the following: [18,19,24]:

- It is not necessary to know anything in advance about the distribution of the data.
- The analysis of the time sets as a unit. The sample analysed is structure in complete time units like days or years. Individually distributed values are not taken into account.
- Analysis of homogeneity. Outliers are defined differently; data which do not exceed the limit but which constantly have small deviations should be classified as outliers.
- Trend analysis. With these techniques, besides detect outliers, also it is possible to analyse situations where there are no outliers but small deviations from the normal data behaviour are observed.
- Complete analysis of the time spectrum. In classic studies, generally, the analyses are based on specific values measured in a determined set of points. The FDA, on the other hand, made it possible to work with the entire time spectrum of a continuous mode.

3. Results and Discussion

The results of the three methodologies presented in this document are presented below. All figures were obtained with the R-programming [56] and Python [57] software.

3.1. Classical Analysis

To perform the classical monitoring strategy on air quality the individual time series, descriptive statistics, box plots and autocorrelation analysis were calculated to determine if any of the values fell outside of the limits, and to analyse trends. The descriptive statistical parameters of the dataset are shown in Table 1:

| max     | 153.48 µg/m$^3$ | Q1   | 9.56 µg/m$^3$ |
|---------|-----------------|------|---------------|
| min     | 0 µg/m$^3$      | Q2   | 20.61 µg/m$^3$|
| mean    | 28.47 µg/m$^3$  | Q3   | 42.33 µg/m$^3$|
| mode    | 42.33 µg/m$^3$  | IQR  | 32.77 µg/m$^3$|
| std     | 23.91 µg/m$^3$  | var  | 571.79 µg/m$^3$|
| n       | 8760            |      |               |

The descriptive statistical parameters in Table 1 show that the limit values are not exceeded. The next step of classical data analysis is present a time series of the hourly data in 2013 (Figure 1), ranging from the maximum value 153.48 µg/m$^3$ to the minimum value 0 µg/m$^3$. From here it is possible to say that in any moment, the hourly upper limit (200 µg/m$^3$) is not exceed and that the data have a high variability.
Figure 1. Individual time series of hourly NO$_2$ concentrations from Blanchardstown air quality monitoring station in Dublin, Ireland. Software: Python [57].

Figure 2 presents a boxplot which graphically characterises the data groups of the NO$_2$ concentration by quartiles. The diagram graphically displays the values of the first quartile (9.56 µg/m$^3$); third quartile (42.33 µg/m$^3$); the interquartile range (32.77 µg/m$^3$); and some, in red, that are considered atypical.

Figure 2. Box-plot of hourly NO$_2$ concentrations from Blanchardstown air quality monitoring station. The central and blue line represents the median, and the end of the whiskers are the quartiles (25% for the lower part and 75% for the upper part). The red dots represent the outliers. Software: Python [57].

Figure 3 presents the frequency of hourly concentrations of NO$_2$, which, as can be seen, are biased by 0 values. Another weakness of this analysis is that, when data are poorly collected or no data are available, only two options remain: either delete these observations (data are lost) or replace them with 0 values.

Figure 4 shows the normal probability plot of the data, again affected by 0 values. A Kolmogorov-Smirnov test and Anderson Darling test were applied to compare NO$_2$ concentrations to a standard normal distribution [54]. The null hypothesis is that the values have a standard normal
distribution. The alternative hypothesis is that the values do not have that distribution. The results obtained for both tests were p-values very close to 0, so, with a 5% significance level, statistical evidence of the non-normality of the data has been found. The test statistic is: \( \max(F(x) - G(x)) \), where \( F(x) \) is the empirical cumulative distribution function and \( G(x) \) is the standard normal cumulative distribution function.

**Figure 3.** Frequency of hourly NO\(_2\) concentrations from Blanchardstown air quality monitoring station. Comparison of data distribution with normal. Software: Python [57].

**Figure 4.** Normal probability plot of hourly NO\(_2\) (QQ-plot) concentrations from Blanchardstown air quality monitoring station. Software: Python [57].

Other tests have been performed to check whether the data approaches any type of distribution: normal, generalised extreme value or Weibull and Rayleigh, but none have been acceptable with a null hypothesis at 5% significance. From the classic analysis of the data it must be concluded that there are no data that are outside the limit values. This classical method is limited to a time series analysis with regard to the assessment of trends (Figure 1), and although it allows for the identification of the main parameters within the data and how the data are distributed, is an incomplete method because it provides us with information that is too simple and does not take into account the correlation between hourly observations.
3.2. Statistical Process Control

3.2.1. Control I-MR Charts with Individual Mean

To analyse the data using the SPC method, an individual-moving range chart (IMR chart) of hourly NO$_2$ concentrations was made. With the examination of the results shown in Figure 5, it can be observed that the number of false alarms, i.e., outliers, is significant. This problem is attributable to:

- The non-normality of the data, which is clear from the analysis shown in Figure 4.
- The effect of autocorrelation in time series data (Figure 6).
- The existence of greater variability with data of different rational subgroups than within the data inside each analysed subgroup.

![Figure 5. Individual-moving range chart (IMR chart) X/R with mobile range of hourly NO$_2$ concentrations from Blanchardstown air quality monitoring station. Software: R-programming [56].](image)

By performing an autocorrelation analysis, it can be observed from Figure 6 that the data are very autocorrelated. This is very common in environmental data and shows that the autocorrelation has 24-hour cycles and decreases with time.

![Figure 6. Sample autocorrelation function of hourly values for NO$_2$ concentrations from Blanchardstown air quality monitoring station. Software: Python [57].](image)
In Figure 6 the correlation of all data for the year is shown, while Figure 7 only shows the data of the first 86 h in order to see in more detail, the 24 h cycles. Due to the non-normality of the data and the data’s autocorrelation, the control chart has a large number of false alarms. Therefore, SPC is not a very suitable method with which to detect outliers for NO$_2$ concentration.

![Sample autocorrelation function of hourly values for NO$_2$ concentrations from Blanchardstown air quality monitoring station over the initial 86 h period. Software: R-programming [56].](image)

Figure 7. Sample autocorrelation function of hourly values for NO$_2$ concentrations from Blanchardstown air quality monitoring station over the initial 86 h period. Software: R-programming [56].

3.2.2. Control Charts with Daily Rational Subgroups

The study of datasets choosing days as the rational subgroup of the X/s chart (every day is summed up by one point), is not under control due to the non-normality and the autocorrelation (see Figures 8 and 9). Although the chart is not under control, and there is much variability, none of the 365 days exceed the limit value (100 µg/m$^3$).

![Xbar-chart of hourly NO$_2$ concentrations with the daily rational subgroup of data. Software: R-programming [56].](image)

Figure 8. Xbar-chart of hourly NO$_2$ concentrations with the daily rational subgroup of data. Software: R-programming [56].
3.2.3. Trend Analysis

Using the hourly NO$_2$ concentration data, a trend analysis was undertaken to examine the diurnal patterns and identify outliers. Figure 10 shows the box plots of hourly emissions over 365 days and represents the mean, the confidence interval of this mean, quartiles and abnormal values in red that. This way it is possible to studying individually the distribution of the NO$_2$ emissions in each hour of the day.

**Figure 9.** S-chart of hourly NO$_2$ concentrations with the daily rational subgroup of data. Software: R-programming [56].

**Figure 10.** Hourly box plot of NO$_2$ concentrations from Blanchardstown air quality monitoring station. Software: Python [57].
In Figure 11, where only the mean values have been represented, two maximum values were analysed, at 9 a.m. and 7 p.m., which correspond to heavy traffic hours in this area of Dublin. These two hours, as can be seen in Figure 10, also have high variability (wide boxes), and around them there are numerous outliers.

**Figure 11.** Mean hourly NO\textsubscript{2} concentrations from Blanchardstown air quality monitoring station. Software: Python [57].

It can also be seen in these figures that the absolute minimum is 4 a.m., which also corresponds to the hour with the least variability in the NO\textsubscript{2} concentration. If a daily analysis approach is considered throughout the year (Figure 12), it is clear that Wednesday, Thursday and Friday are the days with the highest NO\textsubscript{2} concentrations.

**Figure 12.** Daily analysis of NO\textsubscript{2} concentrations at Blanchardstown air quality monitoring station. Software: R-programming [56].
Blanchardstown contains the largest shopping centre in Ireland and the most major motorway nearby; because of this, there is a lot of traffic when rush hour and evening shopping are combined in this area. On the other hand, there are lower concentrations during the weekend, although not as low as expected. This is because the largest shopping centre in the country is very busy at weekends, especially during Christmas period.

In this case, a SPC gives us more information than the previous analysis, such as the differences in the NO$_2$ levels between days or hours. However, it still does not take into account the complete daily behaviour of NO$_2$ emissions from correlated hourly measurements.

3.3. Functional Analysis of NO$_2$ in Dublin

The subsequent step in the functional methodology is to compare the results between the classical analysis and the SPC. In the functional methodology, the first thing to do is to build a sample of curves based on the discrete values measured every hour. Figure 13 shows the 365 functions generated with 24 hourly data. Once the data are transformed into functional data, i.e., daily curves of 24 values, each of them takes into account the correlation between the hourly NO$_2$ values and can be analysed for outliers.

![Figure 13. Data represented in functional form (functions): 365 daily curves of NO$_2$ emissions. Software: R-programming [56].](image)

The results obtained with the functional analysis, taking into account the depths, allow us to identify days with abnormal functional values, even if, discreetly, they are not outliers. Despite not exceeding the daily limit values, the concentration of NO$_2$ over a whole day may have an abnormal behaviour. For this reason the vectorial analysis, like SPC, does not get to detect these days. In a different way, the functional approach detects any deviation from normal daily behaviour in the emissions of NO$_2$, without relying on any distribution restrictions. This is shown in Figure 14 where the functional outliers found in this case study are presented.
Figure 14. NO$_2$ functional data; and in the dark grey and dotted line, the functional outliers detected. Highlighted is the 11th day which is also an outlier. Software: R-programming [56].

The data analysed were not discretely outside the limits values; however, functionally excessive variations were observed on specific days. It can be deduced that there were no NO$_2$ pollution problems in 2013 because hourly, daily and annual NO$_2$ concentration limits were not exceeded. But it is also important to analyse whether there are hours or days with anomalous trends of NO$_2$ concentrations, although they remain within legal limits. The NO$_x$ (NO, NO$_2$) is an pollutant not coming from a natural source ([58]), and for this reason also, its involvement in the mechanisms of depleting the ozone layer are very unfortunate. The FDA methodology has proven to be very effective in detecting days with trends that are not the same as the rest of the data. It is important not only to analyse whether the contamination is within the allowed limits, but also to find days that are different than expected.

For example, on the 11th day, detected by the functional approach and highlighted in the Figure 14, with the results obtained through the SPC, as can be seen in Figure 8, this day has a higher mean, but it is within the limit values. Neither using the classical analysis (Figure 1) with individual time series nor the one with the corresponding statistical parameters, it could be considered an outlier. Figure 14 shows a strength of the functional approach by detecting this curve as an atypical day; it will be possible to study the reasons that lead the NO$_2$ to behave this way on this particular day. In fact, there are several studies that demonstrate the greater power of the functional approach for detecting outliers than other methodologies (see [17,59]). There are also studies that, specifically, show that the depth measure used here ($h$-modal) is the one that achieves the lowest error rates [50].

To find a reason that explains the anomalous behaviour on those days, it would be necessary to have greater traceability of the most important sources of NO$_2$ emissions. It would be necessary to have data relating to the weather conditions, traffic movements, industry sources affecting the study area, etc. For example, incorporating weather conditions, i.e., temperatures, sunshine hours and precipitation, could improve the assessment of outliers. The detection of outliers and air pollution episodes can help to separate the causes of normal and specific variability, and is a first step towards the effective design and implementation of mitigation measures. Although the only reason for these outliers is possibly not the weather conditions, as can be seen in Table 2, those days were colder than...
usual; had very little precipitation; and in general, had fewer sunshine hours than the average for the month.

Table 2. Sample of other environmental characteristics from Dublin (temperature, sunshine and precipitation) which may impact hourly NO$_2$ concentrations measured at Blanchardstown air quality monitoring station. The averages shown represent the monthly average of each variable.

| No | Date        | Day    | Lowest $T^\circ$ | Average $T^\circ$ | Sunshine Hours | Average Sunshine Hours | Precipitations |
|----|-------------|--------|------------------|-------------------|----------------|------------------------|----------------|
| 10 | 10/01       | Thursday | −2.5 $^\circ$C | 2.6 $^\circ$C | 0 h | 1.2 h | 2 mm |
| 11 | 11/01       | Friday  | −0.5 $^\circ$C | 2.6 $^\circ$C | 1 h | 1.2 h | 0.5 mm |
| 59 | 28/02       | Thursday | 1 $^\circ$C | 2 $^\circ$C | 0 h | 2.6 h | 0 mm |
| 60 | 01/03       | Friday  | −3.1 $^\circ$C | 1.2 $^\circ$C | 3 h | 2.1 h | 0 mm |
| 64 | 5/03        | Tuesday | −3.8 $^\circ$C | 1.2 $^\circ$C | 5 h | 2.1 h | 0 mm |
| 78 | 19/03       | Tuesday | 0 $^\circ$C | 1.2 $^\circ$C | 0 h | 2.1 h | 5.6 mm |
| 122| 02/05       | Thursday | −0.4 $^\circ$C | 6.3 $^\circ$C | 5 h | 6.3 h | 0 mm |
| 193| 12/07       | Friday  | 8.7 $^\circ$C | 11.9 $^\circ$C | 14 h | 7.7 h | 0 mm |
| 305| 01/11       | Friday  | 2 $^\circ$C | 4.2 $^\circ$C | 4.20 h | 2.7 h | 0 mm |

4. Conclusions

In this paper, three different analytical methods were adopted and compared to determine their effectiveness to identify pollution episodes and outliers. The data used come from a sub-urban air quality monitoring site in Dublin, Ireland, and cover the whole year 2013 with hourly measurements. Firstly, a classical vectorial approach was applied by analysing the data through time series, boxplots and frequency plots. Secondly, a statistical process control was adopted to study the data grouped by days or hours, and with different control charts (Xbar-chart, S-chart). Finally, to identify air pollution episodes and outliers, a functional data analysis approach was adopted to analyse the daily patterns of NO$_2$ concentrations.

To effectively support the mitigation of air pollution and provide true air quality conditions, a new approach and set of tools are required to effectively assess local air pollution. With this in mind, the classical or vectorial approach is too simplistic, despite providing significant information for decision making. It has several weaknesses related to the time correlation structure of the data, and the inability to detect real outliers, days with behaviours far from the standard, just because they do not exceed limit values. As such, more advanced and modern techniques can provide deeper insights to support controlling air pollution episodes. Statistical process control presents similar problems. Even though it manages to take into account the correlation between data, the lack of normality causes a significant increase in false alarms for days that are within the legal limits; this method labels them as outliers. This is because it works with discrete observations and it is not able to extract continuous information from the data.

Alternately, the functional data analysis method, adapted to study pollution episodes, as shown in this paper, presents important improvements as a method that can be extrapolated to any city in the world. In short, it is not restricted to certain characteristics of the data distribution; takes into account complete time units; works with the entire time spectrum of a continuous mode; and the detection of outliers is more effective, which is very important in pollution issues. On the contrary, working from a functional point of view can also have its drawbacks, such as the need for large amounts of data (it is not always possible to get them), or other data constraints, such as continuity, positivity and monotonicity. But as explained, the fact that all the hourly values of a day are not outliers does not mean that that the day is not an outlier. The outlier search with the FDA allows one to detect days that, for some reason, have different sets of measurements of NO$_2$ than the rest (usually higher or with strange peaks). Being able to study the reasons that make these daily functions behave differently from others makes it possible to prevent them; to try to reduce the variability in emissions; and in short, to improve air pollution control. With a classical method there would be no possibility of relating certain events to lost hours that are labelled as outliers.
The FDA’s approach is presented in this document as a methodology for more effective assessment of air pollution, which is hazardous to the health of living beings, and to inform effective mitigation measures in the future.
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