Switching between Mott-Hubbard and Hund physics in moiré quantum simulators
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Abstract

Mott-Hubbard and Hund electron correlations have been realized thus far in separate classes of materials. Here, we show that a single moiré homobilayer encompasses both kinds of physics in a controllable manner. We develop a microscopic multiband model that we solve by dynamical mean-field theory to nonperturbatively address the local many-body correlations. We demonstrate how tuning with twist angle, dielectric screening, and hole density allows us to switch between Mott-Hubbard and Hund correlated states in a twisted WSe\textsubscript{2} bilayer. The underlying mechanism is based on controlling Coulomb-interaction-driven orbital polarization and the energetics of concomitant local singlet and triplet spin configurations. From a comparison to recent experimental transport data, we find signatures of a filling-controlled transition from a triplet charge-transfer insulator to a Hund-Mott metal. Our finding establishes twisted transition metal dichalcogenides as a tunable platform for exotic phases of quantum matter emerging from large local spin moments.
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Strong electron correlations in quantum materials are often associated with two different categories. In single-orbital Mott-Hubbard systems [1, 2], strong correlations promoted by large onsite Coulomb repulsion [3, 4] lead from Mott insulating to metallic and unconventional superconducting phases upon doping. In contrast, distinct Hund correlations emerge in materials with almost degenerate multiple orbitals at low energies [5]. Prominent examples are iron-based superconductors and ruthenates [6–14]. Here, Hund coupling $J$ induces the formation of large local spin moments and impedes the quasiparticle coherence down to very low temperatures [15–20]. Hund physics can also give rise to many intriguing broken-symmetry phases, such as spin-triplet superconductivity [21–23], charge orders [24–26], and exciton condensates [27–29].

From a theoretical perspective, Mott-Hubbard and Hund physics arise, respectively, in the strong and weak crystal-field limits of multiorbital Hamiltonians [5, 30]. Material-wise, however, Mott-Hubbard and Hund correlated systems have appeared thus far as separate classes of compounds. This missing bridge is related to chemical constraints on the tunability of “conventional” materials. In this respect, moiré heterostructures constitute a complementary domain of correlated electron physics [31].

In this work, twisted transition metal dichalcogenide (TMD) homobilayers are shown to host both Mott-Hubbard and Hund physics. We demonstrate how Coulomb interactions facilitate the promotion of electrons to higher energy moiré bands. As a consequence, multiorbital correlations can arise even in situations in which moiré band theory suggests single-orbital physics. We combine a microscopic multiband continuum model with dynamical mean-field theory (DMFT) [32] to demonstrate how twist angle ($\theta$), dielectric constant ($\epsilon$), and hole density ($n$) (see Figure 1a) enable continuous switching between Mott-Hubbard and Hund physics (Figure 1b) for the experimentally most relevant case of twisted WSe$_2$ (tWSe$_2$) [33–38]. A comparison to recent transport experiments [34] reveals a filling-controlled transition from a novel “triplet charge-transfer insulator” to a strongly correlated Hund-Mott metal. The multiorbital spin correlations are expected to control, both, excitonic physics and the emergence of magnetism and superconductivity in the system.

We begin with the AA-stacked bilayer WSe$_2$, where every W and Se atom in the top layer are located on top of the same type of atom in the bottom layer. Twisting by a small angle $\theta$ (Figure 1a), a long-wavelength moiré pattern with concomitant moiré Brillouin zone (mBZ) (see Figure 2a) emerges. Due to the strong spin-valley locking, the topmost valence bands of each monolayer (schematically shown in Figure 2b) exhibit solely spin-$\uparrow$ character in the $K$ valley and spin-$\downarrow$ in the $K'$ valley [39]. The top- and bottom-layer valence bands hybridize in each valley through interlayer tunneling, which leads, by twisting the two layers, to minibands at low energies.

A useful strategy to describe the noninteracting band structure associated with the long-wavelength moiré potential is the continuum model [39–43]; see Supporting Information. Our moiré bands in Figure 2c
Figure 1. (a) Twisted TMD homobilayer surrounded by a dielectric material in the side view (top) and top view (bottom). Voltages applied to the top and bottom gates control the hole density \( n \). The emergent moiré superlattice is illustrated by gray circles marking the AA stacked regions. (b) Nature of electron correlations depending on hole density \( n \), twist angle \( \theta \), and dielectric constant \( \epsilon \) that effectively encodes screening processes affecting the magnitude of Coulomb interactions.

are consistent with large-scale \textit{ab initio} calculations at a nearby angle of \( \theta = 5.08^\circ \) [34, 43]. We below focus on \( \theta \) in a range of \( 3.5^\circ \leq \theta \leq 6.5^\circ \), in light of recent experiments [34, 37]. At first glance, only the topmost band seems to play a role for hole filling up to \( n \simeq 1.8 \); see dashed lines in Figure 2c. One of our main conclusions, however, is that many-body interactions can significantly modify this picture, which leads to multi orbital (or multiband) physics already at \( n = 1 \), contrary to the current belief.

To investigate the impact of electron correlations, we derive a lattice model for the two topmost moiré bands. These bands resemble the parabolic top (bottom) layer states near \( k_+ (k_-) \) and display an avoided crossing in between them (schematically shown in Figure 2b). Using bonding-antibonding combinations of top and bottom layer states we construct Wannier functions (Supporting Information), \( |\tilde{c}_{i\eta\sigma}\rangle \), from the topmost two bands. Here, \( i \) denotes the site, \( \eta \in \{1, 2\} \) the orbital, and \( \sigma \in \{\uparrow, \downarrow\} \) the spin. The decomposition of the two topmost bands into the Wannier orbitals in Figure 2c shows that the topmost (second) displays predominantly \( |\tilde{c}_{i1\sigma}\rangle \) (\( |\tilde{c}_{i2\sigma}\rangle \)) character.

We now arrive at the two-orbital Hamiltonian \( \mathcal{H} = H_k + \sum_i H_{i\text{loc}}^i \). We hereafter switch to the hole representation by performing a particle-hole transformation: \( \tilde{c}_{i\eta\sigma} \rightarrow d_{i\eta\sigma}^\dagger \). \( H_k \) is the kinetic term consisting of inter-cell hopping amplitudes (see Supporting Information). \( H_{i\text{loc}}^i \) contains all the nonnegligible local terms acting at a site \( i \):

\[
H_{i\text{loc}}^i = \sum_{\eta} U_{i\eta} n_{i\eta\uparrow} n_{i\eta\downarrow} + \sum_{\eta<\eta',\sigma\sigma'} (U' - J\delta_{\sigma\sigma'}) n_{i\eta\sigma} n_{i\eta'\sigma'} + \sum_{\eta\neq\eta'} J (d_{i\eta\uparrow}^\dagger d_{i\eta'\downarrow}^\dagger d_{i\eta'\downarrow} d_{i\eta\uparrow} + d_{i\eta\downarrow}^\dagger d_{i\eta'\uparrow}^\dagger d_{i\eta'\uparrow} d_{i\eta\downarrow}) + \sum_{\eta,\sigma} \left( \frac{\Delta}{2} (-1)\eta - \mu \right) n_{i\eta\sigma}.
\] (1)
Figure 2. (a) Brillouin zones of the top (red) and bottom (blue) layers along with the resulting mBZ (black). (b) Upper: schematic band dispersion of the top (red) and bottom (blue) layer valence states whose valence band maxima are located, respectively, at \( k_+ \) and \( k_- \) points. Lower: schematic moiré bands resulting from the hybridization between the top and bottom layer bands. (c) The band characters are represented by color intensity for orbital-1 (left panel; \( \eta = 1 \)) and orbital-2 (right panel; \( \eta = 2 \)). The spin-\( \uparrow \) band originating from the \( K \) valley and the spin-\( \downarrow \) band from \( K' \) are degenerate. The horizontal dashed lines indicate Fermi levels for two different hole fillings within a rigid-band model. (d, e, f) Influence of many-body effects on excitation spectra as obtained from DMFT. The momentum-dependent spectral functions \( A(\mathbf{k}, \omega) \) (color coded) and the local density of states \( A(\omega) \) are shown for representative examples of correlated regimes realized in \( \text{tWSe}_2 \): (d) Mott-Hubbard metal, (e) triplet CT insulator, and (f) Hund-Mott metal. The chemical potential is at \( \omega = 0 \). White solid lines indicate the noninteracting continuum bands for the same \( n \).

\[ n_{\sigma \sigma'} = d_{\sigma \sigma'}^\dagger d_{\sigma \sigma'} \] is the hole number operator. \( \mu \) is the chemical potential that determines the hole filling and is experimentally controllable via gate voltage (see Figure 1a). \( U_\eta \) and \( U' \) are intra- and inter-orbital Coulomb repulsions, respectively. \( J \) is the Hund exchange coupling. The real-space shape of the Wannier functions leads to an unusual hierarchy of Coulomb terms: \( U_1 > U' > U_2 > J \). The values of \( U_\eta \), \( U' \), and \( J \) are tunable via twist angle and dielectric screening, where the latter approximately modifies the Coulomb potential \( v_c(\mathbf{r}, \mathbf{r}') = e^2/|\mathbf{r} - \mathbf{r}'| \) (see Supporting Information for further analysis). \( \Delta (\Delta > 0) \) is the local energy-level splitting between the two orbitals and plays the role of a crystal field. To address nonperturbatively the effects of the local many-body interactions, we solve the model using DMFT [44] (see Supporting Information). For hole fillings smaller than \( n = 1 \) (\( n = \sum_{\sigma \sigma'} \langle n_{\sigma \sigma'} \rangle / N_s \) where \( N_s \) is the
number of lattice sites), the low-energy physics is essentially captured by a single-orbital model. We thus focus on a range of $1 \leq n \leq 2$.

We first discuss how interactions affect the electron/hole excitation spectra. Central observables are the momentum-dependent spectral function $A(k, \omega)$ and the local density of states $A(\omega)$, which can be measured by photoemission or scanning tunneling spectroscopies, respectively. Figures 2d–f presents $A(k, \omega)$ and $A(\omega)$ of three different correlated states. Many-body interactions significantly modify the excitation spectra compared to the noninteracting cases. Specifically, incoherent upper Hubbard bands (located far above $\omega = 0$) stemming from orbital-1 are clearly visible in all of the three cases. Lower Hubbard bands (located below $\omega = 0$) also form, but they are smeared over wider energy ranges due to the hybridization with the relatively coherent states of orbital-2 ($\eta = 2$) character.

Looking into the spectra in more detail reveals distinct features in each regime. In the Mott-Hubbard case (Figure 2d), low-energy charge excitations involve almost exclusively orbital-1. We also find that a flatter dispersion (i.e., enhanced quasiparticle mass) emerges near $\omega = 0$ compared to the noninteracting one due to a large band-renormalization promoted by Mott-Hubbard physics. Hubbard models based solely on orbital-1 can describe this case, as was done and reported previously [45–50].

For a smaller $\epsilon$ (i.e., weaker dielectric screening), however, the single-orbital description breaks down. In Figure 2e, a pronounced charge gap emerges at one-hole filling, which demonstrates a phase transition to a correlated insulator by many-body interactions. The nature of this insulating phase is clearly distinct from what is expected from single-orbital Mott-Hubbard physics. Namely, the lowest-energy charge excitations involve both orbital characters on the hole side. As a consequence, doped holes will occupy both orbitals. Upon further hole doping (energies below $\omega \simeq -20$ meV), almost all the holes should go into orbital-2; see the orbital-2 weight pronounced in $A(\omega)$ near $\omega \simeq -40$ meV. This type of insulator is reminiscent of charge-transfer (CT) insulators [51]. Importantly, however, due to the $J$ in the system, two holes distributed over both orbitals in a site should favor a local triplet, as opposed to the singlet realized in many typical CT insulators like cuprates [52]. We, thus, call this phase a “triplet CT insulator”.

Heavy hole doping the triplet CT insulator up to $n = 2$ (Figure 2f) gives rise to a metal with strong mass enhancement and with broad incoherent excitations up to about $\pm 80$ meV. Here, both orbitals contribute again to the low-energy spectral weight. Since both orbitals are almost equally occupied in this regime, $J$ plays a crucial role in promoting strong correlations, which will be analyzed further below.

To pinpoint the microscopic origin of the distinct correlations revealed by the spectral functions, we look at the eigenstates and eigenvalues of $H_{i\text{loc}}^i$ in the two-hole subspace. Here, two types of lowest-energy states are competing in energy: an orbital-polarized singlet $|N = 2, S = 0\rangle_0$ ($N$: the number of holes, $S$: total spin of $N$ holes) and triply degenerate states $|2, 1\rangle$, where each orbital is occupied by one hole and total
Figure 3. (a) Illustration of the orbital-polarized two-hole singlet state $|2, 0\rangle_0$ (left) and the two hole triplet states $|2, 1\rangle$ (right), and their energies. Here, only one of the three $|2, 1\rangle$ states is plotted. The arrows denote spin-up (red) or spin-down (blue) holes. (b) Nature of electronic states relevant for the hole filling range of $1 \leq n \leq 2$ as function of twist angle ($\theta$) and dielectric constant ($\epsilon$). Two regimes are highlighted by colors: blue for singlet-dominant correlations (i.e., $P_1 < P_0$) and red for triplet-dominant correlations (i.e., $P_1 > P_0$), where $P_S$ denotes the probability of a given spin $S$ to be realized in the two-hole subspace of $H_{\text{loc}}$. The black (gray) dotted line represents the “phase boundary” below which $E_{|2,1\rangle} < E_{|2,0\rangle_0}$ ($U_1 - U' > \Delta$). The four different symbols indicate the twisted angles and dielectric constants used in the DMFT scans of the phase diagram. To estimate the strength of electron correlations, we look at the ratio of the bandwidth to the “effective” local Coulomb interactions $U_{\text{eff},n}$ defined by $U_{\text{eff},n} \equiv \mathcal{E}_{n+1} + \mathcal{E}_{n-1} - 2\mathcal{E}_n$ [5]. Here, $\mathcal{E}_n$ denotes the lowest eigenvalue of $H_{\text{loc}}^n$ in the $n$-hole subspace. Near $n \simeq 1$, one would expect strong correlations below the line defined by $U_{\text{eff},n=1} = W_1$ (orange line). $W_1$ is the bandwidth of the lowest-lying band. (c, d) DMFT results for orbital-dependent quasiparticle weight $Z_n$, orbital-resolved hole filling $n_n$, and $P_S$ as a function of hole density $n$ for (c) $\theta = 3.8^\circ$ and $\epsilon = 16$ (i.e., $P_1 < P_0$) and (d) $\theta = 4.5^\circ$ and $\epsilon = 7$ (i.e., $P_1 > P_0$). (e) DMFT results for $Z_0$ and $P_S$ at fixed hole filling $n = 2$ as a function of $\theta$ at $\epsilon = 11$ (left panels) and $\epsilon$ at $\theta = 5^\circ$ (right panels).
spin $S = 1$. See Figure 3a for a schematic illustration of these states and corresponding energies. Note that while $|2, 0\rangle_0$ is a mixed state to be exact, i.e., $|2, 0\rangle_0 = \alpha d_{1\downarrow}^\dagger d_{1\uparrow}^\dagger |0\rangle + \beta d_{2\downarrow}^\dagger d_{2\uparrow}^\dagger |0\rangle$, the contribution from the second term is found to be negligible (i.e., $|\alpha|^2 \gg |\beta|^2$) in a regime where $|2, 0\rangle_0$ is the lowest-energy multiplet. Refer to Supporting Information for all of the eigenvalues and eigenstates of $H^i_{\text{loc}}$. Indeed, we find that the energy of $|2, 0\rangle_0$ ($E_{|2, 0\rangle_0}$) is lower than that of $|2, 1\rangle$ ($E_{|2, 1\rangle}$) in the Mott-Hubbard regime (Figure 2d), whereas it is the opposite in the triplet CT insulator (Figure 2e) and in the Hund-Mott metal regimes (Figure 2f). Thus, the nature of the correlations can be traced back to the local two-hole multiplets even at $n = 1$.

One natural question arises: What drives the occupation of orbital-2? We find to zeroth-order in $J$, which is the smallest energy scale in $H^i_{\text{loc}}$, $E_{|2, 1\rangle} \approx U' - 2\mu$ and $E_{|2, 0\rangle_0} \approx U_1 - \Delta - 2\mu$. Thus, $E_{|2, 1\rangle} < E_{|2, 0\rangle_0}$ means that $U_1 - U' > \Delta$, i.e. occupation of orbital-2 is favorable if the difference between intra- and inter-orbital Coulomb repulsion exceeds the crystal field splitting $\Delta$. Since $\Delta$ is unchanged by $\epsilon$ and $U_1 > U'$, orbital-2 can be occupied when the dielectric screening is sufficiently weak (see also Supporting Information).

We now conceive a twist-angle and dielectric-constant dependent “phase” diagram, see Figure 3b, where we denote the nature of electron correlations. Here, one can identify a boundary, black dotted line defined by $E_{|2, 1\rangle} = E_{|2, 0\rangle_0}$, below (above) which triplet (singlet) dominates in the two-hole eigenstates of $H^i_{\text{loc}}$. This boundary is indeed also well approximated by the requirement of $U_1 - U' = \Delta$ (gray dotted line).

Insight into the correlation strength is obtained by the orbital-dependent quasiparticle weight $Z_\eta$. This quantity corresponds to the inverse of the quasiparticle mass enhancement within DMFT via $Z_\eta = (m^*/m_b)^{-1}$ where $m^*$ ($m_b$) is the renormalized (bare) band mass. Thus, strong correlations feature small or vanishing $Z_\eta$. We investigate the results in case A in Figure 3b for the Mott-Hubbard and case B for the triplet CT regimes. We find that $Z_1 \simeq 0.15$ in A and $Z_1 = 0$ in B (upper panels of Figures 3c and d). On the other hand, $Z_2 \simeq 1$ for both cases, since orbital-2 is almost empty when $n = 1$. These small $Z_1$ values for both cases corroborate the strong correlations of orbital-1 character captured in the excitation spectra of A and B at $n = 1$, as presented in Figures 2d and e.

In contrast, near $n \simeq 2$, strong correlations are found only when triplet states are predominant (the region where $E_{|2, 1\rangle} < E_{|2, 0\rangle_0}$ in Figure 3b). Namely, while both orbitals are weakly correlated, i.e., $Z_\eta \gtrsim 0.7$ in A, they are almost equally occupied ($n_1 \simeq n_2 \simeq 1$) due to the CT nature and are both strongly correlated in B (Figures 3c and d). Investigating the quasiparticle scattering rate $\Gamma_\eta$ also reveals strong correlations in B at $n = 2$ in that $\Gamma_1 \simeq 0.7T$ and $\Gamma_2 \simeq 0.5T$ ($T = 0.005W_1 \simeq 3.56$ K), which are comparable to the thermal fluctuation rate, which means scattering close to the Planckian limit.

We find that the strong correlation near $n = 2$ accompanies the predominance of triplets ($S = 1$) over
singlets \((S = 0)\) in the local two-hole states. Based on the Kondo picture of Hund physics, a large local spin moment impedes the formation of quasiparticles by protracting the Kondo screening \([15–20]\). In this respect, we present \(P_S\) (the probability of a given spin \(S\) to be realized in the two-hole subspace of \(H_{\text{loc}}^i\)) in the bottom panels of Figures 3c and d. It shows that \(P_1 < P_0\) in A whereas \(P_1 > P_0\) in B near \(n = 2\), which is also consistent with the energetics of \(|2, 1\rangle\) and \(|2, 0\rangle_0\). The dichotomy between these two points is not specific to the parameter choice, but a general feature related to which spin state is dominant in the local two-hole states. Indeed, the same correlation between \(Z_\eta\) and \(P_S\) is found by varying either twist angle or dielectric constant (Figure 3e). The role of \(J\) at \(n = 2\) is particularly pronounced because it not only impedes the spin-Kondo screening, but also enhances the atomic (Mott) gap \([5]\). In this respect, we call this regime a “Hund-Mott” metal [or, insulator when \(Z_\eta = 0\) at \(n = 2\); see the results for \((\theta = 3.5^\circ, \epsilon = 11)\) or \((\theta = 5^\circ, \epsilon = 5)\) in Figure 3e] following the term used in Ref. \([53]\).

Having established all of the regimes of Figure 1b, we now discuss implications of our findings for the understanding of recent experiments. Figure 4a presents the resistance \(R\) of tWSe\(_2\) measured at \(\theta = 4.2^\circ\) in Ref. \([34]\) under hBN encapsulation. Given the dielectric tensor of bulk hBN (\(\epsilon_\parallel = 6.9\) for in-plane and \(\epsilon_\perp = 3.8\) for out-of-plane values) \([54]\), we assume that \(\epsilon < 10\), which will put this sample into the regime of Hund physics (c.f. Figure 3). The experimentally measured resistance features peaks around the (experimentally estimated) integer fillings \(n = 1\) and \(n = 2\). Extrinsic disorder or impurity scattering as well as phonons will contribute to the magnitude of the resistance. We show, however, in the following, that the “two-peak” structure near integer fillings can be naturally explained by an electronic origin. To this end, we consider the transport scattering rate \((\Gamma/Z)_\eta\) which is responsible for degrading conductivity owing to electron correlations.

![Figure 4](image)

Figure 4. Comparison between (a) the experimental resistance \(R\) as a function of hole density \(n\) at \(T = 1.8\) K and \(\theta = 4.2^\circ\), reported in Ref. \([34]\) and (b, c) theoretically calculated transport scattering rates \((\Gamma/Z)_\eta\) at \(T \simeq 2.97\) K and \(\theta = 4.2^\circ\). (b) Hund physics dominant regime; \(\epsilon = 8\). \((\Gamma/Z)_1 \rightarrow \infty\) at \(n = 1\). (c) Mott-Hubbard physics dominant regime; \(\epsilon = 15\).
Using the same twist angle as in the experiment \((\theta = 4.2^\circ)\) and approximating the dielectric constant of \(\epsilon = 8\), we find the transport scattering rate shown in Figure 4b. Two peaks emerge around integer fillings \(n = 1\) and \(n = 2\) in the doping-dependence of \((\Gamma/Z)_1\), as also seen in the experiment. In contrast, calculations in the Mott-Hubbard case do not feature the two-peak structure (Figure 4c; see also Supporting Information). The reason is the weakening of correlations upon doping toward \(n = 2\) in the Mott-Hubbard case, which stands in contrast to the doped triplet CT regime and Hund-Mott metal. Thus, the two-peak structure in the experimentally measured resistance signals prevailing strong electron correlations by Hund physics.

Other experiments can potentially be used to detect direct signatures of Hund physics in this system. Since an instantaneous local triplet is promoted by Hund physics, fast local probes like x-ray absorption or emission spectroscopies are relevant techniques. In TMDs, spin-valley coupling sets special optical selection rules and it might be possible to probe local moments using optical techniques. We speculate that triplet formation will affect spin and valley lifetimes of the excitonic species.

Our study shows that tWSe\(_2\) implements the first system where a tuning between Mott-Hubbard and Hund physics is continuously possible. Near \(\theta \approx 5^\circ\) we expect a change between Hund and Mott-Hubbard physics under typical experimental hBN encapsulation conditions (Figure 3b), which is likely a crossover if it involves metallic states. Genuine phase transitions may also be possible if symmetry breaking is involved. The system at hand might facilitate experimental approaches to this question.

What consequences can be expected from Hund physics emerging in the hole fillings of \(n > 1\)? First, Hund-driven pairing mechanisms [21–23] may give rise to superconductivity. In particular, enhanced local spin fluctuations driven by the competition between a singlet and triplet near \(\theta \approx 5^\circ\) and \(\epsilon \approx 10\) may induce \(s\)-wave spin-triplet pairing [21]. Near \(n = 2\), the spin-state transition (or crossover) can trigger excitonic instabilities both in and out-of equilibrium [27–29], accompanying the transition between the Hund-Mott state and a weakly correlated metal (Figure 1b).

Thus, tWSe\(_2\) and related TMD homobilayers [55] open the gate for the realization and control of novel broken-symmetry phases in the regime of triplet correlations and in the hitherto unexplored spin-crossover region. Similar physics may also be expected in TMD heterobilayers where higher-lying orbitals appear within reach by charge doping [56].
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THE CONTINUUM MODEL

The continuum model Hamiltonian for spin-$\uparrow$ moiré bands of $K$-valley twisted transition-metal dichalcogenides reads \cite{42, 43, 57}

\[ H_{\uparrow} = \begin{pmatrix} -\frac{\hbar^2(k_+-k_-)^2}{2m_b} + \Delta_+(r) & \Delta_T(r) \\ \Delta_T^\dagger(r) & -\frac{\hbar^2(k_+-k_-)^2}{2m_b} + \Delta_-(r) \end{pmatrix}, \]  

(S1)

where $k_{\pm}$ are the corners of the moiré Brillouin zone, resulting from $\pm \theta/2$ rotation of top (+) and bottom (-) layers [see Figure 2a in the main text]. The Hamiltonian for spin-$\downarrow$ bands (originating from top and bottom layer $K'$-valley valence states) is obtained by time-reversal conjugation of Eq. (S1). The intralayer potential $\Delta_{\pm}(r)$ and interlayer tunneling $\Delta_T(r)$ are given by \cite{42, 43, 57}

\[ \Delta_{\pm}(r) = 2V \sum_{j=1,3,5} \cos(g_j \cdot r \pm \phi), \]

\[ \Delta_T(r) = \omega(1 + e^{-i g_2 \cdot r} + e^{-i g_3 \cdot r}). \]  

(S2)

Here, $g_j$ are reciprocal lattice vectors of the moiré superlattice, which are obtained by $(j - 1)\pi/3$ counterclockwise rotation of $g_1 = 4\pi \theta/(a_0 \sqrt{3})\hat{x}$ with $a_0$ being the lattice constant of monolayer WSe$_2$ ($a_0 = 3.317$ Å). The resulting band structure largely depends on four adjustable parameters: $m_b$, $V$, $\phi$, and $\omega$. We adopt $m_b = 0.43 m_e$ ($m_e$: free electron mass) and $(V, \phi, \omega) = (9 \text{ meV}, 128^\circ, 18 \text{ meV})$ which were estimated previously by density functional theory calculations \cite{43}.

WANNIER FUNCTIONS IN THE BONDING-ANTIBONDING-ORBITAL BASIS

To investigate the impact of electron correlations, we derive a lattice model and analyze the band structure in detail. The topmost band closely resembles the parabolic top and bottom layer valence states near $k_+$ and $k_-$, respectively. Interlayer coupling opens a hybridization gap around the crossing of the two topmost moiré bands (schematically shown in Figure 2b of the main text), where the eigenstates resemble bonding/antibonding combinations of the top and bottom layer valence band states. To construct a lattice
model, we thus project two “layer-localized” Gaussian trial functions (one for each layer) centered at the triangular sites of the moiré superlattice onto the two topmost bands. Then, we construct corresponding Wannier functions following the recipe of Ref. [58] via the Löwdin orthogonalization [59]. As a final step, we perform a basis transformation to a “bonding-antibonding-orbital” (BAO) basis as follows:

$$|\tilde{c}_{i1\sigma}\rangle = \frac{|c_{it\sigma}\rangle + |c_{ib\sigma}\rangle}{\sqrt{2}}, \quad |\tilde{c}_{i2\sigma}\rangle = \frac{|c_{it\sigma}\rangle - |c_{ib\sigma}\rangle}{\sqrt{2}}. \quad (S3)$$

Here, $|c_{it(b)\sigma}\rangle$ denotes a layer-localized Wannier state residing mainly in the top (bottom) layer. $\sigma \in \{\uparrow, \downarrow\}$ is the spin and $i$ the site index. $|\tilde{c}_{i1\sigma}\rangle$ and $|\tilde{c}_{i2\sigma}\rangle$ are BAOs, respectively.

Figure S1. (a) The band characters are represented by color intensity for orbital-1 (top panel; $\eta = 1$) and orbital-2 (bottom panel; $\eta = 2$). The spin-$\uparrow$ band originating from the $K$ valley and the spin-$\downarrow$ bands from $K'$ are degenerate. The horizontal dashed lines indicate Fermi levels for two different hole fillings $n$ within a rigid-band model. Here, $n \equiv \frac{1}{N_k} \sum_{k\sigma} n_{kl\sigma}$ with $n_{kl\sigma}$ being the layer ($l$) and spin ($\sigma$) resolved hole density at a given $k$. $N_k$ is the number of $k$ points. (b) Leftmost: the real space Wannier density $|w_{i\eta}(r)|^2$. $|w_{i\eta}(r)|^2$ is the sum of layer-resolved densities which are plotted in the middle panels. Rightmost: the probability density of continuum-band wave functions $\sum_k |\psi_{k,m}(r)|^2$ for $m = 1$ (upper panel) and $m = 2$ (lower panel).

The relative weight of BAOs in the two topmost continuum bands is presented using color intensity in Figure S1(a). Indeed, this basis nicely captures the two topmost bands with interorbital hybridization along the $k_\pm - M$ lines. We hereafter omit the spin index for simplicity. Figure S1(b) presents the real space densities of the BAOs $|w_{i\eta}(r)|^2$ located at a triangular lattice site $i$. $\eta \in \{1, 2\}$ denotes BAOs, and $r$ is the real space position vector. Interestingly, $|w_{i1}(r)|^2$ is peaked at the center of the hexagon, whereas $|w_{i2}(r)|^2$ is largest along a ring encompassing AB and BA moiré sites. These contrasting real-space profiles of two orbitals are manifestations of the same characteristics of the corresponding continuum-band wave functions;
see the right panels in Figure S1(b) for \( \sum_k |\psi_{k,m}(r)|^2 \) (\( k \) is the crystal-momentum of moiré superlattice and \( m \) the band index numbered from top to bottom bands). The same is true also for the entire range of \( \theta \) (3.5° ≤ \( \theta \) ≤ 6.5°) which we consider in this work. Thus, we conclude that two BAOs well represent the continuum-model band structure of the two topmost bands in this range of \( \theta \). Note in passing that for smaller twist angles outside this range (around \( \theta \sim 1^\circ \)), a honeycomb lattice with one orbital for each sublattice properly models the two topmost bands [43].

HOPPING AMPLITUDES AND LOCAL INTERACTION TENSOR ELEMENTS

Figure S2. (a) The \( \theta \)-dependence of the hopping amplitudes between the two orbitals. (b) The sign (red for spin-\( \uparrow \) and blue for spin-\( \downarrow \)) of imaginary hopping \( t_{12}^{(1)} \) from a given site (black circle) to its NNs (red circles) in the triangular lattice. (c) Comparison between the continuum-model and the two-orbital-model bands using hopping amplitudes presented in (a) at \( \theta = 5^\circ \). The bands are plotted in terms of hole representation. (d) The \( \theta \)-dependence of \( U_\eta, U_\eta' \), and \( J \).

Figure S2(a) presents the magnitude of \( l \)-th nearest neighbor (NN) hopping amplitudes \( t_{\eta\eta'}^{(l)} \) of holes between \( \eta \) and \( \eta' \) orbitals (\( \eta, \eta' = 1, 2 \)). All the hopping amplitudes are real numbers except for \( t_{12}^{(1)} \) which is purely imaginary and acquires different signs depending on the spin and the direction of hopping [Figure S2(b)]. We find from Figure S2(a) that all the hopping amplitudes increase with \( \theta \), which is consistent with the general observations in related twisted transition-metal dichalcogenides: the moiré periodicity decreases and concomitantly the moiré superlattice constant gets reduced resulting in the increase of hoppings [34, 42, 43, 57, 58]. This change by varying \( \theta \) is most pronounced in the first NN components, \( t_{12}^{(1)} \). This difference between the two orbitals stems from the different real-space density profiles of corresponding Wannier functions as presented in Figure S1(b). Namely, the orbital-2 exhibits a “ring”-like shape and is more extended than the orbital-1. To construct as simple model as possible, we take \( t_{22}^{(l)} \) up to \( l = 3 \) without loss of validity. Indeed, we find that the tight-binding model using parameters presented in Figure S2(a) can nicely mimic the original continuum-model band structures, although it deviates for the heavy hole dopings, e.g., above \( \sim 70 \text{ meV} \) when \( \theta = 5^\circ \) [Figure S2(c)].
The Coulomb interaction tensor elements are given by

\[ U_{\eta_1\eta_2\eta_3\eta_4} = \int \! d\mathbf{r} d\mathbf{r}' w^\dagger_{\eta_1}(\mathbf{r}) w^\dagger_{\eta_2}(\mathbf{r}') v_{\epsilon}(\mathbf{r}, \mathbf{r}') w_{\eta_3}(\mathbf{r}') w_{\eta_4}(\mathbf{r}), \]  

(S4)

where \( v_{\epsilon}(\mathbf{r}, \mathbf{r}') = e^2 / (\epsilon |\mathbf{r} - \mathbf{r}'|) \) is the Coulomb potential with \( \epsilon \) being the dielectric constant. The interlayer distance between the top and bottom layers is set to 7 Å considering the large-scale \textit{ab initio} results in Ref. [43]. While we neglect the effects of nonlocal Coulomb interactions, they can be manipulated or screened effectively via a suitable dielectric environment in two-dimensional materials [60–62]. Thus, we restrict ourselves in this study to only local Coulomb interactions.

Figure S2(d) presents the calculated Coulomb interaction tensor elements. For simplicity we use the following notations: \( U_\eta \), \( U'_{\eta'} \), and \( J \equiv U_{\eta\eta'}(\eta \neq \eta') \). Note first that all the elements other than those in Figure S2(d) are negligible. Interestingly, among density-density elements the following relation holds: \( U_1 > U' > U_2 \) because of the ring-like shape of the orbital-2 Wannier function [Figure S1(b)]. As in the case of hopping amplitudes, \( U_\eta, U'_\eta \), and Hund coupling \( J \) also increase with \( \theta \) because more charges are trapped in a smaller area as the size of the moiré unitcell gets reduced.

COULOMB VERSUS KELDYSH POTENTIAL

The Keldysh potential has frequently been adopted for describing the effect of dielectric screening in two-dimensional materials [63–65]. The Keldysh potential \( v_k(\mathbf{r}, \mathbf{r}') \) reads

\[ v_k(\mathbf{r}, \mathbf{r}') = \frac{e^2 \pi}{2r_0} \left\{ H_0\left(\frac{\epsilon |\mathbf{r} - \mathbf{r}'|}{r_0}\right) - Y_0\left(\frac{\epsilon |\mathbf{r} - \mathbf{r}'|}{r_0}\right)\right\}, \]  

(S5)

where \( H_0 \) and \( Y_0 \) are the Struve function and the Bessel function of the second kind, respectively. Here \( r_0 = \hbar \epsilon_{\text{TMD}} / 2 \) is the material dependent length scale with \( h \) and \( \epsilon_{\text{TMD}} \) being the thickness and the dielectric constant of the TMD bilayer, respectively. The Eq. (S5) behaves as a Coulomb potential for \( \epsilon |\mathbf{r} - \mathbf{r}'| \gg r_0 \), whereas it exhibits weaker logarithmic divergence of \( v_k \sim -\frac{e^2}{r_0} \left[ \ln\left(\frac{|\mathbf{r} - \mathbf{r}'|}{2r_0}\right) + 0.5772 \right] \) for \( \epsilon |\mathbf{r} - \mathbf{r}'| \ll r_0 \) [63]. To evaluate the local interaction elements using Eq. (S5), we adopt \( h \) and \( \epsilon_{\text{TMD}} \) of bulk WSe\(_2\) (\( h \simeq 10 \) Å and \( \epsilon_{\text{TMD}} \simeq 10 \) [54]).

In Figure S3, we present the ratio of local interaction elements calculated by using the Keldysh potential \( (U_K) \) to those using the Coulomb potential \( (U_C) \). We first note that the difference between \( U_K \) and \( U_C \) is decreased as \( \epsilon \) increases since \( v_k \) behaves like the Coulomb potential for \( |\mathbf{r} - \mathbf{r}'| \gg r_0 / \epsilon \). For the \( \epsilon \) values of interest, the density-density elements are not significantly affected by the form of the potential used. On the other hand, the magnitude of \( J \) is reduced by a factor of \( \sim 2 \) compared to the case of Coulomb potential.

Care must be taken, however, in interpreting the above results. The Keldysh potential by construction is a long-range approximation of the Coulomb potential and contains some unphysical overscreening at small
Figure S3. (a–c) The ratio of local interaction elements calculated by using the Keldysh potential ($U_K$) to those using the Coulomb potential ($U_C$).

$|r - r'|$. Indeed, the logarithmic divergence of the Keldysh potential for $|r - r'| \to 0$ is much weaker than $\sim 1/\epsilon_{TMD}|r - r'|$, which must be realized for $|r - r'| \ll h$. Thus, $J$ reduction is possibly too strong in the Keldysh approximation. In any case, the phase diagram in Figure 3 of the main text is relatively robust to decreasing $J$ even by a factor of 2, since it is the interplay of $U_1$, $U'$, and $J$ which determines the phase diagram: indeed, mostly the effect of $U_1$ and $U'$ promotes a second hole into the orbital-2, while $J$ then lifts the degeneracy in the resulting two-hole subspace.

**METHOD**

To address the effects of the local many-body interactions, we use DMFT [44] combined with a numerically exact hybridization-expansion continuous-time quantum Monte Carlo algorithm [66, 67], which accounts for nonperturbatively the local correlations. We restrict ourselves to paramagnetic phases without any spatial symmetry-breaking, and set temperature $T$ of $T = 0.005W_1 \sim O(1 \text{ K})$. $W_1$ is the bandwidth of the topmost band consisting mostly of the orbital-1 ($\eta = 1$) character. The quasiparticle weight within DMFT is given by $Z_\eta = (1 - \partial \text{Im}\Sigma_\eta(i\omega_n)/\partial \omega_n|_{\omega_n \to 0^+})^{-1}$, where $\Sigma_\eta(i\omega_n)$ is the local self-energy of orbital $\eta$ on the imaginary frequency axis. We fitted a fourth-order polynomial to the self-energies in the lowest six imaginary frequency points, following Refs. [7, 26]. The quasiparticle scattering rate of orbital $\eta$ is given by $\Gamma_\eta = -Z_\eta\text{Im}\Sigma_\eta(i\omega_n \to 0^+)$. To calculate the spectral functions $A(k, \omega)$ and $A(\omega)$, we analytically continue the imaginary-axis self-energies by employing the maximum entropy method [68]. We used OmegaMaxEnt package [69].
EIGENVALUES AND EIGENSTATES IN THE ATOMIC LIMIT AND THE ATOMIC GAP

We list eigenvalues and eigenstates of Eq. (S6) in Table S1. Equation (S6) is basically the same with Eq. (2) in the main text except for the absence of the site index $i$ which is omitted here for simplicity.

$$H_{\text{loc}} = \sum_{\eta} U_{\eta} n_{\eta \uparrow} n_{\eta \downarrow} + \sum_{\eta < \eta', \sigma \sigma'} (U' - J \delta_{\sigma \sigma'}) n_{\eta \sigma} n_{\eta' \sigma'} + \sum_{\eta \neq \eta'} J (d_{\eta \uparrow}^\dagger d_{\eta' \downarrow}^\dagger d_{\eta' \uparrow} d_{\eta' \downarrow}) + \sum_{\eta, \sigma} \left( \frac{\Delta}{2} (-1)^\eta - \mu \right) n_{\eta \sigma}. \quad (S6)$$

The atomic gap $U_{\text{eff},n}$ is defined as $U_{\text{eff},n} \equiv \mathcal{E}_{n+1} + \mathcal{E}_{n-1} - 2\mathcal{E}_n$, where $\mathcal{E}_n$ denotes the lowest eigenvalue of $H_{\text{loc}}^i$ in the $n$-hole subspace. In the case of $n = 1$, $U_{\text{eff},n=1} = \mathcal{E}_2 + \mathcal{E}_0 - 2\mathcal{E}_1$. Here $\mathcal{E}_2 = \min(E_{[1,2],0}, E_{[1,2]_1}, E_{[2,0]_1}, E_{[2,0]_2})$, $\mathcal{E}_0 = E_{[0,0]}$, and $\mathcal{E}_1 = E_{[1,1/2]_0}$; refer to Table S1 for the eigenvalues of $|N,S\rangle_k$. In the case of $U_{\text{eff},n=2}$ when $\mathcal{E}_2 = E_{[2,0]_1}$, $U_{\text{eff},n=2} \propto J$. Thus, it can be seen that $J$ increases the atomic gap near $n = 2$, whereby the system moves toward a Hund-Mott insulating phase.

THE EFFECT OF INTERORBITAL HOPPING ON THE DOPED MOTT-HUBBARD REGIME

Figure S4. DMFT results for $\theta = 3.8^{\circ}$ and $\epsilon = 16$. The doped Mott-Hubbard regime emerges near $n = 1$. The blue (skyblue) lines indicate the case of $t_{12}^{(1)} \neq 0$ ($t_{12}^{(1)} = 0$). (a) $P_s$ (the probability of a given spin $S$ to be realized in the two-hole subspace of $H_{\text{loc}}$), (b) orbital-resolved hole filling $n_{\eta}$, and (c) the QP weight of orbital-1 $Z_1$ as a function of hole filling $n$.

In order to examine the effect of the first NN interorbital hopping $t_{12}^{(1)}$ on the doped Mott-Hubbard regime, we intentionally turned off $t_{12}^{(1)}$ and then performed the DMFT calculations. Figure S4 presents the calculated quantities as a function of $n$. For comparison, the corresponding quantities from the original case of nonzero $t_{12}^{(1)}$ (the same data presented in Figure 3c of the main text) are also plotted.

By looking at the two different cases in Figure S1, one can easily notice that the complete single-orbital Mott-Hubbard physics is realized when $t_{12}^{(1)} = 0$ for $n \lesssim 1.6$. In other words, it can be seen that a nonzero
Table S1. $a = (2\Delta - U_1 + U_2)/2$ and $b = \sqrt{a^2 + J^2}$. The first (second) entry of a ket in the second column is the state of orbital-1 (orbital-2). The third column expresses eigenstates in terms of $|N, S\rangle_k$. The subscript $k$ ($k \in \{0, 1, \ldots\}$) of the ket labels different eigenvalues, if any, in the corresponding $|N, S\rangle$ subspace.

$t^{(1)}_{12}$ enhances $S = 1$ weight in the two-hole subspace [Figure S4(a)] and accelerates the occupation of orbital-2 [Figure S4(b)] in this range of filling. We also find that the correlation strength as measured by $Z_1$ is affected by $t^{(1)}_{12}$, namely the system becomes more correlated when $t^{(1)}_{12}$ vanishes near integer fillings.

**THE EFFECT OF INTERSITE DENSITY-DENSITY INTERACTIONS**

Figure S5(a) presents the NN density-density interaction elements ($V_{\eta\eta'}$) between $\eta$ and $\eta'$ orbitals. Here, $V_\eta \equiv V_{\eta\eta}$ and $V' \equiv V_{\eta\eta'}$ ($\eta \neq \eta'$). We assume the Coulomb potential of $v_c(\mathbf{r}, \mathbf{r}') = e^2/(\epsilon|\mathbf{r} - \mathbf{r}'|)$ with $\epsilon$ being the dielectric constant. As in the case of local interaction elements, $V_{\eta\eta'}$ increases with $\theta$.

We now discuss qualitatively the effect of $V_{\eta\eta'}$ for charge excitations. In Figure S5(b), we depict two different charge excitation processes denoted by (1) and (2) for a one-dimensional two-orbital chain at one-

| Index | Eigenstate | $|N, S\rangle$ | $N$ | $S$ | $S_z$ | Eigenvalue |
|-------|------------|----------------|-----|-----|-----|-------------|
| 1     | $|0, 0\rangle$ | $|0, 0\rangle$ | 0   | 0   | 0   | 0           |
| 2     | $|\uparrow, 0\rangle$ | $|1, 1/2\rangle_0$ | 1   | 1/2 | 1/2 | $-\Delta/2 - \mu$ |
| 3     | $|\downarrow, 0\rangle$ | $|1, 1/2\rangle_0$ | 1   | 1/2 | -1/2 | $-\Delta/2 - \mu$ |
| 4     | $|0, \uparrow\rangle$ | $|1, 1/2\rangle_1$ | 1   | 1/2 | 1/2 | $\Delta/2 - \mu$ |
| 5     | $|0, \downarrow\rangle$ | $|1, 1/2\rangle_1$ | 1   | 1/2 | -1/2 | $\Delta/2 - \mu$ |
| 6     | $|\uparrow, \uparrow\rangle$ | $|2, 1\rangle$ | 2   | 1   | 1   | $U' - J - 2\mu$ |
| 7     | $(|\uparrow, \downarrow\rangle + |\downarrow, \uparrow\rangle)/\sqrt{2}$ | $|2, 1\rangle$ | 2   | 1   | 0   | $U' - J - 2\mu$ |
| 8     | $|\downarrow, \downarrow\rangle$ | $|2, 1\rangle$ | 2   | 1   | -1  | $U' - J - 2\mu$ |
| 9     | $(\sqrt{(a+b)^2+j^2}|\uparrow, 0\rangle - j/(\sqrt{(a+b)^2+j^2})|0, \uparrow\rangle)/\sqrt{2}$ | $|2, 0\rangle_0$ | 2   | 0   | 0   | $[(U_1 + U_2) - \sqrt{(2\Delta - U_1 + U_2)^2 + 4J^2}]/2 - 2\mu$ |
| 10    | $(|\uparrow, \downarrow\rangle - |\downarrow, \uparrow\rangle)/\sqrt{2}$ | $|2, 0\rangle_1$ | 2   | 0   | 0   | $U' + J - 2\mu$ |
| 11    | $(\sqrt{(a+b)^2+j^2}|\uparrow, 0\rangle + a/(\sqrt{(a+b)^2+j^2})|0, \uparrow\rangle)/\sqrt{2}$ | $|2, 0\rangle_2$ | 2   | 0   | 0   | $[(U_1 + U_2) + \sqrt{(2\Delta - U_1 + U_2)^2 + 4J^2}]/2 - 2\mu$ |
| 12    | $|\uparrow, \uparrow\rangle$ | $|3, 1/2\rangle_0$ | 3   | 1/2 | 1/2 | $U_2 + 2U' - J + \Delta/2 - 3\mu$ |
| 13    | $|\downarrow, \uparrow\rangle$ | $|3, 1/2\rangle_0$ | 3   | 1/2 | -1/2 | $U_2 + 2U' - J + \Delta/2 - 3\mu$ |
| 14    | $|\uparrow, \downarrow\rangle$ | $|3, 1/2\rangle_1$ | 3   | 1/2 | 1/2 | $U_1 + 2U' - J - \Delta/2 - 3\mu$ |
| 15    | $|\downarrow, \downarrow\rangle$ | $|3, 1/2\rangle_1$ | 3   | 1/2 | -1/2 | $U_1 + 2U' - J - \Delta/2 - 3\mu$ |
| 16    | $|\uparrow, \downarrow\rangle$ | $|4, 0\rangle$ | 4   | 0   | 0   | $U_1 + U_2 + 4U' - 2J - 4\mu$ |
Figure S5. (a) The $\theta$-dependence of $V_\eta$ and $V'$. (b) Schematic illustration of a one-dimensional two-orbital chain at one-hole filling ($n = 1$). (1) and (2) highlight two different charge excitation processes with corresponding excitation energies, $\delta E = U' + \Delta - 2V_1 + V'$ and $\delta E = U_1 - V_1$, respectively. We ignored $J$ for simplicity.

hole filling ($n = 1$). The process-(1) corresponds to the charge-transfer (CT) excitation which leads to the triplet CT insulating phase in tWSe$_2$. On the other hand, the process-(2) depicts the single-orbital Mott-Hubbard excitation. From the explicit expression of the excitation energies, namely $\delta E = U' + \Delta - 2V_1 + V'$ for (1) and $\delta E = U_1 - V_1$ for (2), it is clear that the effect of $V_{\eta\eta'}$ is to promote the CT process rather than the Mott-Hubbard one because $V_1 > V'$ as shown in Figure S5(a). In certain experiments, this effect of intersite interactions may be less pronounced due to the external screening, e.g. by metallic gate, which is more effective for the intersite interactions than the onsite ones.

MOTT-HUBBARD VERSUS HUND PHYSICS ON THE TRANSPORT SCATTERING RATE

Why is Hund physics (not Mott-Hubbard) essential for the large resistance near $n = 2$?

To understand the relationship between Hund physics and the large scattering rate (large resistance) near $n = 2$, we performed the DMFT calculations with three different values of onsite energy level splitting $\Delta$, while keeping all the interaction parameters unchanged.

Figures S6(a–c) present our DMFT results for (a) $\Delta = \Delta_{\theta=4.2^\circ}$, (b) $\Delta = 1.3\Delta_{\theta=4.2^\circ}$, and (c) $\Delta = 1.5\Delta_{\theta=4.2^\circ}$. Here, $\Delta_{\theta=4.2^\circ}$ refers to the original value of onsite energy level splitting at $\theta = 4.2^\circ$ of the system, which we obtained from the continuum-model band structure and was used for Figure 4b in the main text. Thus, Figure S6(a) is the same results as shown in Figure 4b.

By looking at Figures S6(a–c), one can clearly notice that a large transport scattering rate ($\Gamma/Z)_n$ near $n = 2$ is realized for large $P_1$ and small $P_0$. Here $P_S$ is the probability of a given spin $S$ to be realized in the local two-hole subspace. In other words, the large resistance is attributed to the predominance of triplet ($S = 1$) over singlet ($S = 0$), which is promoted by Hund physics. This is because a large local
spin moment impedes the formation of long-lived quasiparticles by protracting the Kondo screening of it [5, 15]. It thus results in the degradation of conductivity because of strong scattering due to the unscreened local spin moment. On the contrary, Mott-Hubbard physics favors singlet rather than triplet formation for \( n \lesssim 1.9 \) and gives rise to reduced scattering rate around \( n = 2 \), even though a correlated insulator occurs at \( n = 1 \) [Figure S6(c)].

![Figure S6](image)

Figure S6. (a–c) The transport scattering rate (upper panels) and \( P_S \) (lower panels) at \( \theta = 4.2^\circ \) and \( \epsilon = 8 \). Three different values of onsite energy level splitting \( \Delta \) were used for the same interaction parameters; (a) its original value \( \Delta_{\theta=4.2^\circ} \), (b) \( 1.5 \Delta_{\theta=4.2^\circ} \), and (c) \( 1.7 \Delta_{\theta=4.2^\circ} \). The vertical gray bars at \( n = 1 \) indicate correlated insulating phases.

**How does charge-transfer + Hund physics give rise to the resistance “peak” near \( n = 2 \)?**

The analysis above indeed shows that Hund physics gives rise to the large resistance near \( n = 2 \). However, one may also ask why the resistance “peak” rather than the value itself is related to Hund physics as well. The reason is closely related to orbital occupations. At one-hole filling (\( n = 1 \)), the occupation of orbital-1 (\( n_1 \)) and orbital-2 (\( n_2 \)) will be \( n_1 = 1 \) and \( n_0 = 0 \), as we have seen in Figure 3c and 3d in the main text. Then, let us assume a situation of \( U_1 - U' \gg \Delta \) with a finite \( J \). Here, \( U_1 \) is the intraorbital Coulomb repulsion of orbital-1 and \( U' \) the interorbital Coulomb repulsion. In this case, doped holes for \( n > 1 \) will go to orbital-2 in order to minimize the Coulomb energy cost and to maximize the energy gain by Hund exchange. Thus, eventually at two-hole filling (\( n = 2 \)), orbital-1 and orbital-2 will be evenly occupied, i.e., \( n_1 = n_2 = 1 \) forming spin-triplet \( S = 1 \); see also Figure 3d in the main text. Since we are
dealing with the “two-orbital” system, the situation of \( n_1 = n_2 = 1 \) corresponds to the global half-filling. In this commensurate filling, charge fluctuations require additional energy which prohibits charges from freely moving from site to site.

![Diagram showing two-orbital model](image)

\[
H_{\text{loc}} = \sum_{\eta} U_\eta n_{\eta\uparrow} n_{\eta\downarrow} + \sum_{\eta<\eta',\sigma\sigma'} (U' - J\delta_{\sigma\sigma'}) n_{\eta\sigma} n_{\eta'\sigma'} + \sum_{\eta,\sigma} \left( \frac{\Delta}{2} (-1)^n - \mu \right) n_{\eta\sigma}.
\]

Figure S7. A two-orbital model at two-hole filling \((n = 2)\). The dotted arrows denote the low-energy charge excitations with energies \( \delta E = U_2 + J \) for (1) and \( \delta E = U_1 + J - \Delta \) for (2). The form of the local Hamiltonian \( H_{\text{loc}} \) is shown in the figure.

To further illustrate the above argument, see first Figure S7. Here, we focus on a two-orbital model at two-hole filling \((n = 2)\). The local part of Hamiltonian reads:

\[
H_{\text{loc}} = \sum_{\eta} U_\eta n_{\eta\uparrow} n_{\eta\downarrow} + \sum_{\eta<\eta',\sigma\sigma'} (U' - J\delta_{\sigma\sigma'}) n_{\eta\sigma} n_{\eta'\sigma'} + \sum_{\eta,\sigma} \left( \frac{\Delta}{2} (-1)^n - \mu \right) n_{\eta\sigma},
\]

where \( n_{\eta\sigma} = d_{\eta\sigma}^\dagger d_{\eta\sigma} \) is the hole number operator. \( \mu \) is the chemical potential. \( \eta, \eta' \in \{1, 2\} \) are the orbital indices and \( \sigma, \sigma' \in \{\uparrow, \downarrow\} \) the spin indices. For simplicity, we ignore any non-density-density interactions which are irrelevant for the current analysis. The two low-energy charge excitation processes, with energies \( \delta E = U_2 + J \) for (1) and \( \delta E = U_1 + J - \Delta \) for (2), are denoted in Figure S7 with the dotted arrows. Note that the large resistance should correspond to large \( \delta E \). As \( \delta E \) increases with \( J \) (and decreases with \( \Delta \) for process-2), it can be seen that large \( J \) and small \( \Delta \) are detrimental to “good” conductivity, which is consistent with what we have discussed thus far.