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Abstract
SmoothGrad and VarGrad are techniques that enhance the empirical quality of standard saliency maps by adding noise to input. However, there were few works that provide a rigorous theoretical interpretation of those methods. We analytically formalize the result of these noise-adding methods. As a result, we observe two interesting results from the existing noise-adding methods. First, SmoothGrad does not make the gradient of the score function smooth. Second, VarGrad is independent of the gradient of the score function. We believe that our findings provide a clue to reveal the relationship between local explanation methods of deep neural networks and higher-order partial derivatives of the score function.

1. Introduction
Attribution methods of neural network are model interpretation methods showing how much each component of input contributes to model prediction (Sundararajan et al., 2017). Despite the flurry of explainability research on deep neural network over the recent years, model interpretation of deep neural networks through attribution method still remains a challenging topic. Previous researches can be grouped into two categories. One approach proposes a set of propagation rules that maximize the expressiveness of the interpretation. The other approach, on the other hand, perturbs the input in a methodical (e.g. optimization-based masking) or a random fashion to have interpretations of better visual quality.

In light of both approaches, we emphasize the ambiguity of noise-adding methods such as SmoothGrad (Smilkov et al., 2017) and VarGrad (Adebayo et al., 2018) compared to other methods. Most of the propagation-based methods can be interpreted as variants of the backpropagation algorithm (Ancona et al., 2018) and the algorithms themselves are self-explanatory. Perturbation-based methods usually optimize or manually alter the input with respect to meaningful criteria (Fong & Vedaldi, 2017). However, noise-adding methods merely take the mean or the variance of saliency maps generated by adding Gaussian noise to the input. Despite their apparent simplicity, the results are surprisingly effective. Ironically, the simplicity of their approach prevents us from understanding exactly how and why noise-adding methods work for the better model interpretation.

This situation poses a twofold problem. First, since the inner workings of the method are unclear, our understanding for the results produced by the noise-adding methods is also innately unclear. Second, the lack of understanding prevents others from assessing the advantages and disadvantages of such noise-adding methods.

In this paper, we address the ambiguity of noise-adding methods by applying the multivariate Taylor’s theorem and some statistical theorems on SmoothGrad and VarGrad. We obtain their analytic expressions, which reveal several interesting properties. These discoveries allow us to verify intuitively plausible but opaque explanations for the effectiveness of noise-adding methods proposed in previous works. Furthermore, we formulate a general conjecture regarding reasonable model interpretations, based on our discussions.

Specifically, our contributions in this paper are as follows:

• We present non-stochastic analytic forms of approximated SmoothGrad and VarGrad and their bounds.

• Our theorems lead to conclusions that differ from that of previous works. First, SmoothGrad does not make the gradient of the score function smooth. Second, VarGrad is independent of the gradient of the score function. In addition, their behaviors differ from that of other interpretation techniques.

• Based on our observations, we carefully propose the conjecture that higher order partial derivatives and reasonable model interpretations are correlated.
2. Notation

For simplicity of discussion, we limit the target network to an image classification network. Let $S : \mathbb{R}^d \mapsto \mathbb{R}^{|L|}$ be an image classification network with fixed parameters, where $x \in \mathbb{R}^d$ is a single image instance and $L$ is the set of image labels. When defining score function $S_c : \mathbb{R}^d \mapsto \mathbb{R}$ for each label candidate, $S_c(x) = [S_1(x), S_2(x), \ldots, S_{|L|}(x)]$. We assume that a kind of squashing function such as soft-max function is applied just before the value of $S_c$ is calculated. The final classification result of $S$ for $x$ is $\text{class}_S(x) = \arg \max_{c \in L} S_c(x)$. Note that we only consider $S_c$ to avoid using complex tensor notation.

To easily handle high-order derivatives of a multivariate function, we introduce a multi-index notation (Saint Raymond, 2017). An $d$-dimensional multi-index is a $d$-tuple $\alpha := (\alpha_1, \alpha_2, \ldots, \alpha_d)$ of non-negative integers. With this, we define

| $|\alpha| := \alpha_1 + \alpha_2 + \ldots + \alpha_d.$ |  (1) |
| $\alpha! := \alpha_1!\alpha_2!\ldots\alpha_d!.$ |  (2) |
| $x^\alpha := x_1^{\alpha_1}x_2^{\alpha_2}\ldots x_d^{\alpha_d}$ where $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d.$ |  (3) |

If $S_c \in C^l(\mathbb{R}^d, \mathbb{R})$ at $x_0$ and $|\alpha| \leq l$, a generic $|\alpha|$th-order partial derivative is denoted by

$$D^\alpha S_c := \frac{\partial^{|\alpha|} S_c}{\partial x_1^{\alpha_1}\ldots x_d^{\alpha_d}}.$$  (4)

where Schwarz’s theorem (Rudin, 1976) justifies Definition 4.

We now define some notations for $d$-dimension $n$ noise $\epsilon$. For $k \leq n$, the $k$-th noise is denoted by $\epsilon_k = (\epsilon_{k1}, \epsilon_{k2}, \ldots, \epsilon_{kd}) \in \mathbb{R}^d$. Noise sampled independently from a probability distribution function $p(z)$ regardless of order and index is simply denoted $\epsilon \sim p(z)$. That is, $\epsilon \sim p(z)$ is equivalent to $\epsilon_{km} \sim p(z)$ for all $k \in [1, n], \forall m \in [1, d]$. In this case, $\epsilon_{km}$ and $\epsilon$ are used interchangeably.

Lastly, we define simple notations for parity of integers. $\mathbb{N}_{\text{even}}^0$, means the union of the set of zero and the set of positive even numbers. $\mathbb{N}_{\text{odd}}$ refers to the set of positive odd numbers.

3. Related Works

3.1. Previous Works On Attribution Methods

Saliency Map and Its Advanced Methods Since (Simonyan et al., 2014) first proposed using saliency maps to
interpret neural networks, there have been several studies to improve propagation-based attribution method (Sundararajan et al., 2017; Springenberg et al., 2015; Ancona et al., 2018; Shrikumar et al., 2017; Selvaraju et al., 2017; Smilkov et al., 2017; Bach et al., 2015; Montavon et al., 2017; Chattopadhyay et al., 2018). Meanwhile, (Ancona et al., 2018) suggested the way to interpret some existing propagation-based methods as a unified gradient-based framework. On the other hand, (Zhang et al., 2016; Adebayo et al., 2018) discussed the limitations of the gradient-based methodology itself.

Model Explanation with Perturbation There have been some attempts to describe the model through perturbation of input data (Zeiler & Fergus, 2014; Zhou et al., 2015; Cao et al., 2015; Fong & Vedaldi, 2017). We emphasize that our major theorems and conclusions cannot be directly extended to these methods because the perturbations used in these methods are usually dependent on data or model.

Axiomization of Model Interpretability There have been several studies (Sundararajan et al., 2017; Ghorbani et al., 2017; Adebayo et al., 2018; Kindermans et al., 2018; Samek et al., 2017; Dabkowski & Gal, 2017) on the preferential properties or axiomization of model interpretability. These studies are significant because they reduce ambiguity in model interpretability as research topic. Therefore, they are essential for an unified discussion on model interpretation.

3.2. Brief Reviews On Our Three Topics

Saliency Map Authors of several articles (Erhan et al., 2009; Baehrens et al., 2010; Simonyan et al., 2014) proposed the saliency map, which is the partial derivative of the network output \( S_c \) with respect to the input \( x \), as a possible explanation for model decisions. Standard saliency map \( M_c : \mathbb{R}^d \rightarrow \mathbb{R} \) is computed by

\[
M_c(x) = \frac{\partial S_c}{\partial x} \bigg|_{x=x} = \sum_{|\beta|=1} D^\beta S_c(x). \tag{5}
\]

where \( \beta \) is a multi-index.

SmoothGrad The authors of (Smilkov et al., 2017) proposed SmoothGrad which calculates the average of saliency maps generated by adding Gaussian noise to the input. Compared to Equation 5, SmoothGrad computes

\[
\hat{M}_c(x) = \frac{1}{n} \sum_{k=1}^{n} M_c(x + \epsilon_k), \quad \epsilon \sim \mathcal{N}(0, \sigma^2). \tag{6}
\]

4. Rethinking Noise with Taylor’s Theorem

4.1. Motivation

Figure 1 shows the results of various attribution methods for the prediction class in inception-v3 (Szegedy et al., 2016) trained on ILSVRC 2013 (Russakovsky et al., 2015). As the results are shown, SmoothGrad and VarGrad seem to provide the better visual description than saliency maps in general. More precisely, standard saliency maps overly emphasize local image regions while results produced by methods adding noise do not. Furthermore, SmoothGrad and VarGrad produce results comparable to that of other recent gradient-based attribution methods. The results of VarGrad are particularly sparse. Previous studies (Smilkov et al., 2017; Adebayo et al., 2018; Kindermans et al., 2017) have also observed similar results.

Here our central question arises: how are the results of SmoothGrad and VarGrad different from those of the standard saliency map? For SmoothGrad, this question was covered briefly in (Smilkov et al., 2017). The authors argued that SmoothGrad reduces the effect of ‘strongly fluctuating partial derivatives’ on the saliency map. However, they did not offer any analytic explanation for the beneficial effect of noise on the results. As for VarGrad, its behavior is mysterious as its effectiveness. The relationship between the variability of saliency maps produced from noisy input and the saliency map produced from data is highly unclear. However, this problem has not been addressed before.

Accordingly, we attempt to answer the following questions in mathematical analysis:

- What is the relationship between the saliency map and the result of noise-adding methods?
- What is the exact relationship between the result of noise-adding methods and the choice of \( \sigma \)?
- Are the result of the noise-adding methods related to other factors other than the saliency map?

We express Equation 6 and Equation 7 in terms of noise parameter \( \sigma \) instead of data noise \( \epsilon \). If we cannot obtain

\[
\hat{M}_c(x) = Var(M_c(x + \epsilon_k)) \tag{7}
\]

\[
\hat{M}_c(x) = \frac{1}{n} \sum_{k=1}^{n} \left( \hat{M}_c(x + \epsilon_k) - \hat{M}_c(x) \right)^2. \tag{8}
\]

\[\text{VarGrad}\] The authors of (Adebayo et al., 2018) proposed VarGrad, the variance version of SmoothGrad.

\[
\hat{M}_c(x) = Var(M_c(x + \epsilon_k)) \tag{7}
\]

\[
\hat{M}_c(x) = \frac{1}{n} \sum_{k=1}^{n} \left( \hat{M}_c(x + \epsilon_k) - \hat{M}_c(x) \right)^2. \tag{8}
\]

1The results are produced by the modified implementation of (Ancona et al., 2018), of which the repository link is as follows: https://github.com/marcoancona/DeepExplain
the closed form expression of the terms for $\sigma$, we instead provide their bound as an expression for noise parameter $\sigma$. We use the multivariate Taylor’s theorem and several statistical theorems for this. Because the entire proofs are too verbose, we only write the results in this paper. The full proofs are given in the Appendix.

4.2. SmoothGrad Does Not Make Gradient Smooth

**Theorem 1.** Suppose $S_c \in C^{l+2}(\mathbb{R}^d, \mathbb{R})$ on a closed ball $B$. If $l \geq 2$, $x \in B$, $x + \epsilon_k \in B \forall k$, and $n$ is large enough, the result of SmoothGrad is approximated by

$$
\tilde{M}_c(x) \approx M_c(x) + \sum_{|s|=2p-1}^{1 \leq p \leq l/2} \frac{D^sM_c(x)}{s!} \prod_{m=1}^{d} \frac{s_m!}{2^{s_m/2} (s_m/2)!} \sigma^{s_m} + R,
$$

(9)

where

$$
|R| = \left| \frac{1}{n} \sum_{k=1}^{n} \frac{D^sM_c(x + \eta \epsilon_k)}{s!} \epsilon_k \right| \quad \text{(10)}
$$

$$
\mathbb{R} \wedge \sum_{|s|=l+1} C \frac{d}{s!} \prod_{m=1}^{d} \frac{2^{s_m/2} \sigma^{s_m}}{\sqrt{\pi} \Gamma \left( \frac{s_m}{2} + \frac{1}{2} \right)} \quad \text{(11)}
$$

with $C = \max_{|s|=l+1, y \in B} |D^sM_c(y)|$ and some $\eta \in (0, 1)$.

**Proof.** See Appendix C.

4.3. VarGrad Is Independent Of Gradient

**Theorem 2.** Suppose $S_c \in C^{l+2}(\mathbb{R}^d, \mathbb{R})$ on a closed ball $B$. If $l$ is even, $x \in B$, $x + \epsilon_k \in B \forall k$, and $n$ is large enough, the result of VarGrad is approximated by

$$
\tilde{M}_c(x) \approx \sum_{|s|=2p-1}^{1 \leq p \leq l/2} \frac{D^sM_c(x)}{s!} \sqrt{\pi} \Gamma \left( \frac{s_m}{2} + \frac{1}{2} \right) \sigma^{s_m} + R
$$

(12)

where

$$
\gamma(s, \sigma) = \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m}.
$$

(13)

and $R_1$, $R_2$, $R_3$ is bounded to expression for $\sigma$. The exact equation and bound of $R_1$, $R_2$, $R_3$ is shown in Appendix D.

**Proof.** See Appendix D. □

5. Discussions on Our Theorems

5.1. Observation on Our Theorems

**SmoothGrad** As pointed out in (Smilkov et al., 2017), one of the reasons for the failure of the standard saliency map is that the partial gradient of score function for the input will act more strongly on local pixels than on global information. Authors of (Smilkov et al., 2017) also observed that the saliency map fluctuates strongly even to small noise imperceptible to humans. Inspired by this observation, they stated SmoothGrad’s motivation as follows: “Instead of basing a visualization directly on the gradient $\partial S_c$, we could base it on a smoothing of $\partial S_c$ with a Gaussian kernel.” Therefore, they argued that SmoothGrad’s result looks better because SmoothGrad literally makes the gradient smooth.

Contrary to these previous discussions, our observations lead to a different conclusion. If the discussion in (Smilkov et al., 2017) is compatible with our observation, the result of SmoothGrad when $n$ is large enough should contain a term corresponding to the smoothing effect on the saliency map $M_c(x)$. According to Theorem 1, that is not the case; Equation 6 does not contain such a term. Therefore, SmoothGrad does not make gradient of score function smooth from our view. Instead, SmoothGrad is approximately the sum of the standard saliency map and the series consisting of higher-order partial derivatives and the standard deviation of the Gaussian noise.
Table 1. Characteristics of formulation of noise-adding methods and some other methods. The column "Gradient?" indicates whether the formulation contains term for gradient. The column "Mul w/ Input?" indicates whether the formulation contains term with input multiplied by derivative. The column "Higher-order?" indicates whether the formulation contains term for high-order derivative. See (Ancona et al., 2018) for proofs of gradient-based formulation of ϵ-LRP and DeepLIFT.

| Method                        | Mul w/ Input? | Gradient? | Higher-order? |
|-------------------------------|---------------|-----------|---------------|
| Saliency Map                  | ×             | √         | ×             |
| Gradient*Input (Shrikumar et al., 2016) | √             | √         | ×             |
| Integrated Gradient (Sundararajan et al., 2017) | √             | √         | ×             |
| ε-LRP (Bach et al., 2015)     | √             | √         | ×             |
| DeepLIFT (Shrikumar et al., 2017) | √             | √         | ×             |
| SmoothGrad                    | ×             | √         | ✓             |
| VarGrad                       | ×             | ×         | ✓             |

VarGrad Although the principle of VarGrad has rarely been discussed even in the original paper (Adebayo et al., 2018), our finding about VarGrad is also counterintuitive. We can see from Theorem 2 that VarGrad is independent of the input and the derivative are multiplied together. Theorem 2 claimed that the presence of that term for multiplication with input is necessary. Therefore, we argue that an analytic approach to the need for multiplication with input is necessary.

Gradient On the presence or the absence of the gradient term, our findings are even more surprising. Since (Simonyan et al., 2014) first introduced model interpretation by saliency maps, all following propagation-based attribution methods have used the gradient in some way. However, our findings suggest that SmoothGrad and VarGrad deviate from this trend, as mentioned in Section 5.1.

Higher-order Derivative Taken together, our theorems suggest that a major factor affecting the result of noise-adding methods is the higher-order partial derivatives of the score function for the data point, not just the saliency map. Despite conflicts between our conclusions and that of other works, it is undeniable that the noise-adding methods are qualitatively better than the standard saliency map. To account for this phenomenon, we cautiously propose that there may be a correlation between higher-order partial derivatives of model function and the attributions defined from sensible axioms of model interpretability.

5.2. Comparison with Previous Discussions

Table 1 summarizes the characteristics of noise-adding methods and some other gradient-based attribution methods. In the table, we only deal with four recent gradient-based attribution methods listed in (Ancona et al., 2018). Some other gradient-based attribution methods (i.e., (Selvaraju et al., 2017; Springenberg et al., 2015)) can be grouped into the same category, depending on the definition or rules of attribution. We want to focus on the unique natures of the noise-adding methods listed in Table 1.

Multiplication with Input The presence of a term in which the input and the derivative are multiplied together has been generally taken as an important factor in sharper attribution (Shrikumar et al., 2017; Sundararajan et al., 2017; Smilkov et al., 2017; Ancona et al., 2018). Furthermore, (Ancona et al., 2018) claimed that the presence of that term makes the method a desirable global attribution method.

However, even though noise-adding methods such as VarGrad do not have these terms, their results are comparable to that of other recent attribution methods as demonstrated in Figure 1. Furthermore, it has been found that this term causes undesirable side effects in the attribution (Smilkov et al., 2017), and its effect on deep neural networks (as opposed to simple linear models) is still unclear (Ancona et al., 2018). We therefore argue that an analytic approach to the need for multiplication with input is necessary.

5.3. Inaccessibility to Experimentation

It is worth mentioning that direct computation of Equation 9 and Equation 12 is numerically intractable. There are two
reasons for this claim. First, it requires the calculation of an $d$-dimension explicitly restricted partition set $s$ (Stanley, 1986) with increasing order. Additionally, $|s|$-order partial derivative of the score function $M_x$ should be computed for all possible multi-indexes. Both are practically difficult to compute. Despite the inaccessibility to experimentation, our view over noise-adding methods allows theoretically interesting discussions.

6. Conclusions

We explored the analytic form of SmoothGrad and VarGrad, variants of the saliency map. Our conclusions about the behavior of both methods when the sample number is sufficient were conflicted with the existing view. First, SmoothGrad does not make gradient of score function smooth. Second, VarGrad is independent of gradient of score function.

To reconcile the success of noise-adding methods and our conclusions, we carefully presented a conjecture: there may be a correlation between higher order partial derivatives of the model function and a sensible model interpretation. We hope to see advanced discussions on model interpretation from this perspective in the future.
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Noise-adding Methods of Saliency Map as Series of Higher Order Partial Derivative : Appendix

Junghoon Seo  Jeongyeol Choe  Jamyoung Koo  Seunghyeon Jeon  Beomsu Kim  Taegyun Jeon

A. Notation Table

We summarize the basic notations for symbols not introduced in Section 2 of the main paper in the following table. For non-shown notations, see Section 2 of the main paper.

| Notation | Description |
|----------|-------------|
| $E$      | Sample mean, or expectation of a random variable |
| $Var(\cdot)$ | Sample variance, or population variance |
| $Cov(\cdot)$ | Sample covariance, or population covariance |
| $\approx$ | Approximately equal to, especially used in context that sample number is large enough |
| $\preceq$ | Approximately less than or equal to, especially used in context that sample number is large enough |
| $\mathbb{N}$ | Normal distribution |
| $\Gamma(\cdot)$ | Gamma function |
| $\sim$ | "has the probability distribution of" |
| $C_k(\cdot, \cdot)$ | Function class of which the first $k$ derivatives all exist and are continuous |
| $\lceil \cdot \rceil$ | Ceil function |
| $\lfloor \cdot \rfloor$ | Floor function |
| $|\cdot|$ | Absolute function |
| $Z$ | Distribution of population |

Table 1. Notation of Basic Symbols

B. Lemmata

Before proving the main theorems, we propose some lemmata that should be seen proactively.

Lemma 1. Suppose $Z_m \sim p(z)$ for $1 \leq m \leq d$, where $p(z)$ is the symmetric probability distribution with zero mean. Define $|s| = \sum_{m=1}^{d} s_m$ for each $s_m$ is non-negative integer. If $|s|$ is odd,

$$E[Z_1^{s_1}Z_2^{s_2} \ldots Z_d^{s_d}] = 0.$$ \hfill (1)

In addition, to be $E[Z_1^{s_1}Z_2^{s_2} \ldots Z_d^{s_d}] \neq 0$, all $s_d$ must be zero or even.

Proof. Because $|s|$ is odd, at least one of $s_m$ is odd. Since each $Z_m$ is sampled independently, $E[Z_1^{s_1}Z_2^{s_2} \ldots Z_d^{s_d}] = E[Z_1^{s_1}] E[Z_2^{s_2}] \ldots E[Z_d^{s_d}]$. For any $m$ and odd number $\lambda$, $E[Z_m^{\lambda}] = 0$ because $p(z)$ is the symmetric probability distribution with zero mean. Thus, at least one $E[Z_m^{s_m}]$ is zero. \hfill $\Box$

Corollary 1.1. Suppose $\epsilon \sim p(z)$, where $p(z)$ is the symmetric probability distribution with zero mean. Define $|s| = \sum_{m=1}^{d} s_m$ for each $s_m$ is non-negative integer. If $|s|$ is odd,

$$\sum_{k=1}^{n} \frac{\prod_{m=1}^{d} \epsilon_{km}}{n} \approx 0,$$ \hfill (2)

where $n$ is large enough. In addition, to be $\sum_{k=1}^{n} \frac{\prod_{m=1}^{d} \epsilon_{km}}{n} / n \neq 0$ when $n$ is large, all $s_m$ must be zero or even.
Proof. It is clear from Lemma 1 and its proof.

Lemma 2. Suppose $s$ is a non-negative integer. If $\epsilon \sim N(0, \sigma^2)$,

\[
\mathbb{E}[\epsilon^{2s}] = \frac{(2s)!}{2^s s!} \sigma^{2s}, \quad (3)
\]

\[
\mathbb{E}[|\epsilon|^s] = \frac{2^s/2! \sigma^s}{\sqrt{\pi}} \Gamma \left( \frac{s + 1}{2} \right). \quad (4)
\]

Proof. Suppose $s \geq 1$. By the Law Of The Unconscious Statistician,

\[
\mathbb{E}[\epsilon^{2s}] = \int_{-\infty}^{+\infty} x^{2s} \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{x^2}{2\sigma^2} \right) dx
\]

\[
= \frac{2^s \sigma^{2s}}{\sqrt{\pi}} \Gamma \left( \frac{s + 1}{2} \right) = \frac{(2s)!}{2^s s!} \sigma^{2s}. \quad (5)
\]

\[
\mathbb{E}[|\epsilon|^s] = \int_{-\infty}^{+\infty} |x|^s \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{x^2}{2\sigma^2} \right) dx
\]

\[
= \frac{2^s/2! \sigma^s}{\sqrt{\pi}} \Gamma \left( \frac{s + 1}{2} \right). \quad (6)
\]

These formulas are also true for $s = 0$:

\[
\mathbb{E}[\epsilon^0] = \mathbb{E}[|\epsilon|^0] = \mathbb{E}[1] = 1 = \frac{0!}{2^0 0!} \sigma^0 = \frac{2^{0/2} \sigma^0}{\sqrt{\pi}} \Gamma \left( \frac{0}{2} + \frac{1}{2} \right). \quad (7)
\]

Lemma 3. Suppose two arbitrary random variables $X, Y$, and $k$-th sample $x_k$ from $X$. If $\mathbb{E}[Y] = 0$ and $|x_k| < C \forall k$,

\[
Var(XY) \leq Var(CY) = C^2 Var(Y). \quad (8)
\]

Proof.

\[
Var(XY) = \mathbb{E}[X^2Y^2] - (\mathbb{E}[XY])^2.
\]

\[
Var(CY) = C^2 \mathbb{E}[Y^2] - C^2 (\mathbb{E}[Y])^2 = C^2 \mathbb{E}[Y^2].
\]

\[
Var(CY) - Var(XY) = (\mathbb{E}[C^2Y^2] - \mathbb{E}[X^2Y^2]) + (\mathbb{E}[XY])^2 \geq 0. \quad (9)
\]

Lemma 4. Suppose two arbitrary random variables $X, Y$. Then,

\[
|Cov(X, Y)| \leq \sqrt{Var(X) Var(Y)}. \quad (10)
\]

Proof. This can be proved via Cauchy-Schwarz inequality. Refer (Fujii et al., 1997) for detail.
C. Proof of Theorem 1

Proof. According to conditions, $M_c \in C^{l+1}(\mathbb{R}^d, \mathbb{R})$. Starting from multivariate Taylor’s theorem (Trench, 2013) of Equation of SmoothGrad,

$\hat{M}_c(x) = \frac{1}{n} \sum_{k=1}^{n} M_c(x) + \sum_{1 \leq |s| \leq l} \frac{D^s M_c(x)}{s!} \epsilon_k^s + \frac{1}{n} \sum_{k=1}^{n} \frac{D^s M_c(x + \eta \epsilon_k)}{s!} \epsilon_k^s$ (15)

$= M_c(x) + \frac{1}{n} \sum_{k=1}^{n} \sum_{1 \leq |s| \leq l} \frac{D^s M_c(x)}{s!} \epsilon_k^s + \frac{1}{n} \sum_{k=1}^{n} \frac{D^s M_c(x + \eta \epsilon_k)}{s!} \prod_{m=1}^{d} \epsilon_k^m$ (16)

$= M_c(x) + \frac{1}{n} \sum_{k=1}^{n} \sum_{1 \leq |s| \leq l} \frac{D^s M_c(x)}{s!} \epsilon_k^s \sum_{k=1}^{d} \prod_{m=1}^{d} \epsilon_k^m + \frac{1}{n} \sum_{k=1}^{n} \sum_{|s|=l+1} \frac{D^s M_c(x + \eta \epsilon_k)}{s!} \prod_{m=1}^{d} \epsilon_k^m$ (17)

$= M_c(x) + \sum_{1 \leq |s| \leq l} \frac{D^s M_c(x)}{s!} \sum_{k=1}^{n} \frac{D^s \epsilon_k^s}{s!} \sum_{k=1}^{d} \prod_{m=1}^{d} \epsilon_k^m + \frac{1}{n} \sum_{|s|=l+1} \frac{D^s M_c(x + \eta \epsilon_k)}{s!} \prod_{m=1}^{d} \epsilon_k^m$ (18)

for some $\eta \in (0, 1)$. The second term of Equation 18 can be rearranged as

$\sum_{|s|=2p-1} \frac{D^s M_c(x)}{s!} \sum_{k=1}^{n} \frac{D^s \epsilon_k^s}{s!} \sum_{k=1}^{d} \prod_{m=1}^{d} \epsilon_k^m + \sum_{|s|=2p} \frac{D^s M_c(x + \eta \epsilon_k)}{s!} \prod_{m=1}^{d} \epsilon_k^m$ (19)

Meanwhile, due to the continuity of $l+1$-th order partial derivatives in the compact set $\mathcal{B}$, we can obtains the uniform bound of the third term of Equation 18 as follows:

$\left| \sum_{|s|=l+1} \frac{D^s M_c(x + \eta \epsilon_k)}{s!} \prod_{m=1}^{d} \epsilon_k^m \right| \leq C \sum_{|s|=l+1} \frac{D^s M_c(y)}{s!} \prod_{m=1}^{d} |\epsilon_k^m|$, (20)

where $C = \max_{|s|=l+1,y \in \mathcal{B}} |D^s M_c(y)|$. Note that $|D^s M_c(x + \eta \epsilon_k)| \leq C \forall k$ when $|s| = l + 1$.

Next, we arrange the terms of Equation 19 and Equation 20 in order. Recall that all $d$ elements of $\epsilon_k$ are sampled
independently and identically. Let $Z_m$ be $Z_m \sim \mathcal{N}(0, \sigma^2)$ for $1 \leq m \leq d$. When $n$ is large enough,

\[
\sum_{|s|=2p-1 \atop 1 \leq p \leq \lfloor t/2 \rfloor} \frac{D^s M_c(x)}{s!} \sum_{n=0}^{d} \frac{1}{n!} \epsilon^{s_m}_{km} \approx \sum_{|s|=2p-1 \atop 1 \leq p \leq \lfloor t/2 \rfloor} \frac{D^s M_c(x)}{s!} \mathbb{E}\left[ \prod_{m=1}^{d} Z_m^{s_m} \right] \tag{21}
\]

\[
= \sum_{|s|=2p-1 \atop 1 \leq p \leq \lfloor t/2 \rfloor} \frac{D^s M_c(x)}{s!} \prod_{m=1}^{d} \mathbb{E}[Z_m^{s_m}] = 0.
\tag{22}
\]

\[
\sum_{|s|=2p \atop 1 \leq p \leq \lfloor t/2 \rfloor} \frac{D^s M_c(x)}{s!} \sum_{n=0}^{d} \frac{1}{n!} \epsilon^{s_m}_{km} \approx \sum_{|s|=2p \atop \forall s_m \mathrm{is \ zero \ or \ even}} \frac{D^s M_c(x)}{s!} \mathbb{E}\left[ \prod_{m=1}^{d} Z_m^{s_m} \right] \tag{23}
\]

\[
= \sum_{|s|=2p \atop \forall s_m \mathrm{is \ zero \ or \ even}} \frac{D^s M_c(x)}{s!} \prod_{m=1}^{d} \mathbb{E}[Z_m^{s_m}] \tag{24}
\]

\[
= \sum_{|s|=2p \atop \forall s_m \mathrm{is \ zero \ or \ even}} \frac{D^s M_c(x)}{s!} \prod_{m=1}^{d} \frac{s_m!}{2^{s_m/2} (s_m/2)!} \sigma^{s_m}. \tag{25}
\]

\[
\sum_{|s|=l+1} \frac{C_s}{s!} \sum_{k=1}^{n} \prod_{m=1}^{d} \frac{1}{n!} \epsilon^{s_m}_{km} \approx \sum_{|s|=l+1} \frac{C_s}{s!} \prod_{m=1}^{d} \mathbb{E}[Z_m^{s_m}] \tag{26}
\]

\[
= \sum_{|s|=l+1} \frac{C_s}{s!} \prod_{m=1}^{d} \mathbb{E}[Z_m^{s_m}] \tag{27}
\]

\[
= \sum_{|s|=l+1} \frac{C_s}{s!} \prod_{m=1}^{d} \frac{2^{s_m/2} \sigma^{s_m}}{\sqrt{\pi}} \Gamma\left( \frac{s_m}{2} + \frac{1}{2} \right). \tag{28}
\]

from Lemma 1, Lemma 2 and Corollary 1.1.

As a result,

\[
\therefore \hat{M}_c(x) \approx M_c(x) + \sum_{|s|=2p \atop \forall s_m \mathrm{is \ zero \ or \ even}} \frac{D^s M_c(x)}{s!} \prod_{m=1}^{d} \frac{s_m!}{2^{s_m/2} (s_m/2)!} \sigma^{s_m} + R, \tag{29}
\]

\[
|R| = \left| \sum_{k=1}^{n} \sum_{|s|=l+1} \frac{D^s M_c(x + \eta \epsilon_k)}{s!} \epsilon^{s}_{km} \right| \leq \sum_{|s|=l+1} \frac{C_s}{s!} \prod_{m=1}^{d} \frac{2^{s_m/2} \sigma^{s_m}}{\sqrt{\pi}} \Gamma\left( \frac{s_m}{2} + \frac{1}{2} \right). \tag{30}
\]
D. Proof of Theorem 2

Proof. Starting from Definition of VarGrad and multivariate Taylor’s theorem,

\[ M_c (x) = \frac{1}{n} \sum_{k=1}^{n} \left\{ M_c (x) + \sum_{1 \leq |s| \leq l} \frac{D^s M_c (x)}{s!} \epsilon_k^s + \sum_{|s|=l+1} \frac{D^s M_c (x + \eta \epsilon_k)}{s!} \epsilon_k^s \right\}^2 \]

\[ = \frac{1}{n} \sum_{k=1}^{n} \left\{ \sum_{1 \leq |s| \leq l} \frac{D^s M_c (x)}{s!} \epsilon_k^s + \sum_{|s|=l+1} \frac{D^s M_c (x + \eta \epsilon_k)}{s!} \epsilon_k^s \right\}^2 \]

\[ = Var \left( \sum_{|s|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \frac{D^s M_c (x)}{s!} \epsilon_k^s + \sum_{|s|=2p} \frac{D^s M_c (x + \eta \epsilon_k)}{s!} \epsilon_k^s \right) \]

By the fact that the variance of sum of random variables is the sum of their covariances, Equation 34 is expanded as

\[ \sum_{|s|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c (x)}{s!} \right\}^2 Var (\epsilon_k^s) + \sum_{|s|=2p} \left\{ \frac{D^s M_c (x)}{s!} \right\}^2 Var (\epsilon_k^s) \]

\[ + 2 \sum_{|\alpha|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \sum_{|\beta|=2p} \frac{D^\alpha M_c (x)}{\alpha!} \frac{D^\beta M_c (x + \eta \epsilon_k)}{\beta!} Cov \left( \epsilon_k^\alpha \epsilon_k^\beta \right) \]

\[ + 2 \sum_{|\alpha|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \sum_{|\beta|=l+1} \frac{D^\alpha M_c (x)}{\alpha!} \frac{1}{\beta!} Cov \left( \epsilon_k^\alpha, D^\beta M_c (x + \eta \epsilon_k) \epsilon_k^\beta \right) \]

\[ + 2 \sum_{|\alpha|=2p} \sum_{|\beta|=l+1} \frac{D^\alpha M_c (x)}{\alpha!} \frac{1}{\beta!} Cov \left( \epsilon_k^\alpha, D^\beta M_c (x + \eta \epsilon_k) \epsilon_k^\beta \right). \]

By arranging three residual-free terms of Equation 35 in order, we get

\[ \sum_{|s|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c (x)}{s!} \right\}^2 Var (\epsilon_k^s) = \sum_{|s|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c (x)}{s!} \right\}^2 Var \left( \prod_{m=1}^{d} \epsilon_{km}^m \right). \]

\[ \sum_{|s|=2p} \left\{ \frac{D^s M_c (x)}{s!} \right\}^2 Var (\epsilon_k^s) = \sum_{|s|=2p} \left\{ \frac{D^s M_c (x)}{s!} \right\}^2 Var \left( \prod_{m=1}^{d} \epsilon_{km}^m \right). \]
When Equation 37 is treated in the same manner, sampled independently and identically. Let \( Z \)

\[
\frac{D^\alpha M_c(x)}{\alpha!} \frac{D^\beta M_c(x)}{\beta!} \text{Cov} \left( \epsilon_k^\alpha, \epsilon_k^\beta \right)
\]

Next, we arrange the terms of Equation 36, Equation 37, and Equation 38 in order. Recall that all \( d \) elements of \( \epsilon_k \) are sampled independently and identically. Let \( Z_m \) be \( Z_m \sim \mathcal{N}(0, \sigma^2) \) for \( 1 \leq m \leq d \). When \( n \) is large enough,

\[
\sum_{\|s\|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \text{Var} \left( \prod_{m=1}^{d} \epsilon_{km}^{s_m} \right) \approx \sum_{\|s\|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \text{Var} \left( \prod_{m=1}^{d} Z_{m}^{s_m} \right)
\]

\[
= \sum_{\|s\|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \left\{ \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{2s_m} \right] - \left( \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{s_m} \right] \right)^2 \right\}
\]

\[
= \sum_{\|s\|=2p-1 \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m}
\]

from Lemma 1 and Lemma 2.

When Equation 37 is treated in the same manner,

\[
\sum_{\|s\|=2p \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \text{Var} \left( \prod_{m=1}^{d} \epsilon_{km}^{s_m} \right)
\]

\[
\approx \sum_{\|s\|=2p \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \left\{ \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{2s_m} \right] - \left( \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{s_m} \right] \right)^2 \right\}
\]

\[
= \sum_{\|s\|=2p \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \left\{ \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{2s_m} \right] - \left( \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{s_m} \right] \right)^2 \right\}
\]

\[
+ \sum_{\|s\|=2p \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \left\{ \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{2s_m} \right] - \left( \prod_{m=1}^{d} \mathbb{E} \left[ Z_{m}^{s_m} \right] \right)^2 \right\}
\]

\[
= \sum_{\|s\|=2p \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \left\{ \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m} - \prod_{m=1}^{d} \frac{(s_m/2)!}{2^{s_m} s_m!} \sigma^{2s_m} \right\}
\]

\[
+ \sum_{\|s\|=2p \atop 1 \leq p \leq \lfloor l/2 \rfloor} \left\{ \frac{D^s M_c(x)}{s!} \right\}^2 \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m}
\]
Then, we try to get the bounds of the remaining three terms of Equation 35. First of all, we arrange the third term of Equation 35 by Lemma 3. Note that

\[ R_1 = \sum_{|\alpha| + |\beta| = 2p_2} \frac{D^\alpha M_c(x) D^\beta M_c(x)}{\alpha! \beta!} \Cov \left( \prod_{m=1}^{d} \epsilon_{km}^\alpha, \prod_{m=1}^{d} \epsilon_{km}^\beta \right) \]

(47)

\[ \approx \sum_{|\alpha| + |\beta| = 2p_2} \frac{D^\alpha M_c(x) D^\beta M_c(x)}{\alpha! \beta!} \Cov \left( \prod_{m=1}^{d} Z_{m}^{\alpha_m}, \prod_{m=1}^{d} Z_{m}^{\beta_m} \right) \]

(48)

\[ = \sum_{|\alpha| + |\beta| = 2p_2} \frac{D^\alpha M_c(x) D^\beta M_c(x)}{\alpha! \beta!} \left\{ \E \left( \prod_{m=1}^{d} Z_{m}^{\alpha_m + \beta_m} \right) - \E \left( \prod_{m=1}^{d} Z_{m}^{\alpha_m} \right) \E \left( \prod_{m=1}^{d} Z_{m}^{\beta_m} \right) \right\} \]

(49)

\[ = \sum_{|\alpha| + |\beta| = 2p_2} \frac{D^\alpha M_c(x) D^\beta M_c(x)}{\alpha! \beta!} \prod_{m=1}^{d} \E \left( Z_{m}^{\alpha_m + \beta_m} \right) \]

(50)

\[ \forall \beta_m; \alpha_m \in \mathbb{Z} \text{ is zero or even} \]

(51)

\[ = \sum_{|\alpha| + |\beta| = 2p_2} \frac{D^\alpha M_c(x) D^\beta M_c(x)}{\alpha! \beta!} \prod_{m=1}^{d} \E \left( Z_{m}^{\alpha_m + \beta_m} \right) \]

(52)

\[ \forall \beta_m \text{ has same parity with } \alpha_m \]

(53)

Then, we try to get the bounds of the remaining three terms of Equation 35. First of all, we arrange the third term of Equation 35. Set \( C = \max_{|\alpha| = l+1, y \in B} |D^\alpha M_c(y)| \). Because \( |D^\alpha M_c(x + \eta_k)| \leq C \) and \( l \) is even,

\[ R_1 = \sum_{|\alpha| = l+1} \left\{ \frac{1}{8!} \right\}^2 \Var \left( D^\delta M_c(x + \eta_k) \epsilon_k^\alpha \right) = \sum_{|\alpha| = l+1} \left\{ \frac{1}{8!} \right\}^2 \Var \left( D^\delta M_c(x + \eta_k) \prod_{m=1}^{d} \epsilon_{km}^\alpha \right) \]

(54)

\[ \leq \sum_{|\alpha| = l+1} \left\{ \frac{C}{8!} \right\}^2 \Var \left( \prod_{m=1}^{d} Z_{m}^{\alpha_m} \right) \leq \sum_{|\alpha| = l+1} \left\{ \frac{C}{8!} \right\}^2 \left\{ \E \left( \prod_{m=1}^{d} Z_{m}^{\alpha_m} \right) - \left( \E \left( \prod_{m=1}^{d} Z_{m}^{\alpha_m} \right) \right)^2 \right\} \]

(55)

\[ = \sum_{|\alpha| = l+1} \left\{ \frac{C}{8!} \right\}^2 \prod_{m=1}^{d} \frac{(2s_m)!}{2s_m s_m!} \sigma_{2s_m}, \]

(56)

by Lemma 3. Note that \( \E \left( \prod_{m=1}^{d} \epsilon_{km}^\alpha \right) \approx 0 \) so Lemma 3 can be applied.
Then, we deal with the fifth term of equation 35. Note that triangular inequality, Lemma 4, and Lemma 3 are used in turn.

\[
R_2 = \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{D^{\alpha} M_c(x)}{\alpha!} 1_{\beta} Cov \left( \epsilon^\alpha_k, D^\beta M_c(x + \eta \epsilon_k) \epsilon^\beta_k \right) \tag{57}
\]

\[
\leq \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \left| Cov \left( \epsilon^\alpha_k, D^\beta M_c(x + \eta \epsilon_k) \epsilon^\beta_k \right) \right| \tag{58}
\]

\[
\leq \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \sqrt{Var \left( \epsilon^\alpha_k \right) Var \left( D^\beta M_c(x + \eta \epsilon_k) \epsilon^\beta_k \right)} \tag{59}
\]

\[
= \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \sqrt{Var \left( \prod_{m=1}^{d} \epsilon^\alpha_{km} \right) Var \left( \prod_{m=1}^{d} \epsilon^\beta_{km} \right)} \tag{60}
\]

\[
\leq \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \sqrt{Var \left( \prod_{m=1}^{d} Z^\alpha_{km} \right) Var \left( \prod_{m=1}^{d} Z^\beta_{km} \right)} \tag{61}
\]

\[
= \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \sqrt{Var \left( \prod_{m=1}^{d} Z^\alpha_{km} \right) Var \left( \prod_{m=1}^{d} Z^\beta_{km} \right)} \tag{62}
\]

The sixth term of equation 35 is handled in a similar way with Equation 57 - 62.

\[
R_3 = \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{D^{\alpha} M_c(x)}{\alpha!} 1_{\beta} Cov \left( \epsilon^\alpha_k, D^\beta M_c(x + \eta \epsilon_k) \epsilon^\beta_k \right) \tag{63}
\]

\[
\leq \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \sqrt{Var \left( \prod_{m=1}^{d} Z^\alpha_{km} \right) Var \left( \prod_{m=1}^{d} Z^\beta_{km} \right)} \tag{64}
\]

\[
= \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \sqrt{Var \left( \prod_{m=1}^{d} Z^\alpha_{km} \right) Var \left( \prod_{m=1}^{d} Z^\beta_{km} \right)} \tag{65}
\]

\[
= \sum_{|\alpha| = 2p} \sum_{1 \leq p \leq [l/2]} \frac{|D^{\alpha} M_c(x)|}{\alpha!} 1_{\beta} \sqrt{Var \left( \prod_{m=1}^{d} Z^\alpha_{km} \right) Var \left( \prod_{m=1}^{d} Z^\beta_{km} \right)} \tag{66}
\]
As a result,

\[
\widetilde{M_c}(x) \approx \sum_{|s|=2p-1} \frac{D^s M_c(x)}{s!} \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m}
\]
\[
+ \sum_{|s|=2p} \frac{D^s M_c(x)}{s!} \left[ \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m} - \sum_{|s|=2p} \frac{(s_m)!^2}{2^{s_m} \{(s_m/2)!\}^2} \sigma^{2s_m} \right]
\]
\[
+ \sum_{|s|=2p} \frac{D^s M_c(x)}{s!} \left[ \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m} + R_1 + 2R_2 + 2R_3, \right. \]

(67)

\[
|R_1| \lesssim \sum_{|s|=l+1} \frac{C}{s!} \prod_{m=1}^{d} \frac{(2s_m)!}{2^{s_m} s_m!} \sigma^{2s_m},
\]

(68)

\[
|R_2| \lesssim \sum_{|\alpha|=2p-1} \sum_{|\beta|=l+1} \frac{|D^\alpha M_c(x)| C}{\alpha! \beta!} \left[ \prod_{m=1}^{d} \frac{(2\alpha_m)!}{2^{\alpha_m} \alpha_m!} \sigma^{2\alpha_m} - \prod_{m=1}^{d} \frac{(\alpha_m)!^2}{2^{\alpha_m} \{(\alpha_m/2)!\}^2} \sigma^{2\alpha_m} \right] \prod_{m=1}^{d} \frac{(2\beta_m)!}{2^{\beta_m} \beta_m!} \sigma^{2\beta_m},
\]

(69)

\[
|R_3| \lesssim \sum_{|\alpha|=2p} \sum_{|\beta|=l+1} \frac{|D^\alpha M_c(x)| C}{\alpha! \beta!} \left[ \prod_{m=1}^{d} \frac{(2\alpha_m)!}{2^{\alpha_m} \alpha_m!} \sigma^{2\alpha_m} - \prod_{m=1}^{d} \frac{(\alpha_m)!^2}{2^{\alpha_m} \{(\alpha_m/2)!\}^2} \sigma^{2\alpha_m} \right] \prod_{m=1}^{d} \frac{(2\beta_m)!}{2^{\beta_m} \beta_m!} \sigma^{2\beta_m},
\]

(70)

\[
+ \sum_{|\alpha|=2p} \sum_{|\beta|=l+1} \frac{|D^\alpha M_c(x)| C}{\alpha! \beta!} \left[ \prod_{m=1}^{d} \frac{(2\alpha_m)!}{2^{\alpha_m} \alpha_m!} \sigma^{2\alpha_m} \prod_{m=1}^{d} \frac{(2\beta_m)!}{2^{\beta_m} \beta_m!} \sigma^{2\beta_m}. \right.
\]

(71)
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