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Abstract

We tackle the problem of unsupervised synthetic-to-real domain adaptation for single image depth estimation. An essential building block of single image depth estimation is an encoder-decoder task network that takes RGB images as input and produces depth maps as output. In this paper, we propose a novel training strategy to force the task network to learn domain invariant representations in a self-supervised manner. Specifically, we extend self-supervised learning from traditional representation learning, which works on images from a single domain, to domain invariant representation learning, which works on images from two different domains by utilizing an image-to-image translation network. Firstly, we use an image-to-image translation network to transfer domain-specific styles between synthetic and real domains. This style transfer operation allows us to obtain similar images from the different domains. Secondly, we jointly train our task network and Siamese network with the same images from the different domains to obtain domain invariance for the task network. Finally, we fine-tune the task network using labeled synthetic and unlabeled real-world data. Our training strategy yields improved generalization capability in the real-world domain. We carry out an extensive evaluation on two popular datasets for depth estimation, KITTI and Make3D. The results demonstrate that our proposed method outperforms the state-of-the-art on all metrics, e.g. by 14.7\% on Sq Rel on KITTI. The source code and model weights will be made available.

1. Introduction

Unsupervised domain adaptation (UDA) for single image depth estimation deals with the following problem: given a corpus of synthetic data (RGB images) and their labels (depth maps) together with real data (RGB images) without labels, the goal is to train a task network (depth estimation network) to learn from the synthetic data in such a way that it generalizes to real data. However, the large domain gap between real and synthetic data poses a significant challenge.

We can identify three different strategies in UDA for single image depth estimation. The first strategy is to translate synthetic images to the real domain using an image-to-image translation (I2I) network and enforce a task network to learn representations only for the real domain \cite{59, 38}. The second strategy also uses I2I for style transfer but enforces two separate task networks to learn separate representations for synthetic and real data respectively \cite{12, 57}.
In this strategy, the task network in the synthetic domain is trained in a supervised manner and is used to guide the other task network in the real domain. The third strategy is to train a task network to learn domain invariant features. The goal of such a strategy is to train a task network that can take both real and synthetic images as input and produce similar features for similar images from either domain. Our work follows this strategy as we try to train a single task network that can take input from both real and synthetic domains.

While the difference between these three strategies by itself is not that significant, we identified an important bottleneck that is common in all three of these strategies. The problem is that the task network needs to be initialized with reasonable (pre-trained) weights that work well in the real domain for the encoder, as indicated by [8], as well as the decoder. The initialization of the encoder can be easily done using the pre-trained weights on ImageNet [13] that are widely available. However, initializing the decoder is challenging. We found an elegant way to adapt recent works in self-supervised representation learning (SSRL) [10] to learn domain invariant features for the decoder. We propose several components that enable this adaptation. First, we replace data augmentation by an image-to-image translation network that learns mappings from synthetic-to-real and vice-versa. This lets us utilize similar images from either domain and use SSRL to enforce our task network to learn domain invariance. Second, we extend self-supervised learning to extract domain invariant representations for the decoder, coupled with the encoder pre-trained on ImageNet. Third, we use a channel-wise projector and predictor on high-resolution decoder features for self-supervision.

Our proposed framework consists of three stages: a style transfer stage, where we train the I2I networks, a self-supervised representation learning (SSRL) stage, which is used to learn a good initialization for the task network decoder, and a depth estimation stage, where the task network is fine-tuned using both labeled synthetic and unlabeled real-world datasets.

Extensive experiments show that our proposed method can lead to better generalization performance on the target domain and outperforms state-of-the-art UDA methods for single image depth estimation on two popular datasets, KITTI [19] and Make3D [2].

2. Related Work

2.1. Supervised Depth Estimation

Supervised learning methods are currently the top-performing approaches for the depth estimation task [14, 11, 17, 15, 55, 34, 3]. BTS [34] proposes to utilize local planar guidance layers to effectively guide feature maps to full resolution instead of using conventional upsampling layers in their decoder blocks. DORN [15] considers depth estimation as a classification task by dividing the depth range into multiple bins that are fixed with predetermined widths. More recently, AdaBins [3], expands on DORN by introducing a transformer-based architecture to dynamically change the depth bins based on the input. While these supervised methods show promising results, they require fully labeled real-world datasets that are hard to prepare.

2.2. UDA for Depth Estimation

Unsupervised domain adaptation methods aim to learn from synthetic depth maps that are much easier to produce. The core idea of such methods is to align the data distribution between a synthetic dataset with full labels (i.e. source domain) and a real-world dataset without labels (i.e. target domain). In depth estimation, these works can be divided into two groups. The first group applies GAN [24]-based image translation techniques with extra information, such as real-world stereo pair images [32, 52, 39, 41], semantic segmentation images [38], monocular video [56], pose data [32], shading information [4], or a small amount of real ground truth labels [58]. The second group, including our work, follows a fully unsupervised approach without such additional information. These methods also utilize adversarial training [24] to align data distributions at both feature and image levels [59, 12].

Our work is based on the state-of-the-art UDA method, CrDoCo [12] and we introduce a novel training strategy that allows the depth estimator to learn domain invariance in a self-supervised manner.

2.3. Representation Learning

Representation learning has been an actively researched domain in deep learning. One line of research in this area is contrastive learning. Contrastive learning methods introduce a contrastive loss [27] and a projection multi-layer perceptron (MLP) to make latent feature representations similar for similar input pairs (i.e. positive pairs) and dissimilar for dissimilar input pairs (i.e. negative pairs) [6, 7, 28, 9, 11]. Although contrastive learning have showed promising results, their training is prohibitively expensive within a
UDA framework due to the use of a large batch size. Other representation learning methods, such as BYOL [26], utilizes a momentum-based network coupled with a prediction MLP without the need of negative pairs. In addition, SimSiam [10] significantly simplifies the previously proposed networks and introduces only a prediction MLP and stop-gradient operation for representation learning. More recently, PixPro [52] is proposed to utilize pixel-level consistency on downstream dense prediction tasks, such as semantic segmentation.

We build our framework based on the prediction network and stop-gradient operation [10] to be trainable on images in one domain and the corresponding translated images in the other domain to obtain domain invariant representations.

3. UDA for single image depth estimation

We address the task of UDA for single image depth estimation. In terms of data availability, we have access to a set of synthetic RGB images and depth maps as source image data \( I_S \in X_S \) and source label data \( I_{S,\text{lab}} \in X_{S,\text{lab}} \), and a set of real-world RGB images as target image data \( I_T \in X_T \). We aim at training a depth estimator without using real-world depth maps so that it is able to estimate an accurate depth map given a real-world single RGB image.

To this end, we propose a novel UDA framework that allows an encoder-decoder based depth estimator to learn a domain invariant representation via adversarial training and representation learning. Our main contribution lies in the introduction of the SSRL stage into current state-of-the-art UDA methods that are usually based on the style transfer stage and the depth estimation stage (task-specific stage) only. We build on CrDoCo [12] as the current state-of-the-art UDA method. In the following, we describe our method in more details. First, we describe our modifications to CrDoCo to make it better compatible with our SSRL stage. Second, we provide details on our SSRL stage in Section 4.

3.1. Review of CrDoCo

CrDoCo [12] is composed of the style transfer and depth estimation stages. In the style transfer stage, CrDoCo [12] trains a bidirectional image-to-image translation network [61] to learn a mapping between source and target domains via adversarial training. In the depth estimation stage, the image translators are then used together with two feature discriminators and two task networks [59] that are deployed in source and target domains. Specifically, the task network in each domain takes as inputs images with
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Figure 2: Overview of our proposed SSRL stage. Modules in green are trainable and modules in gray are non-trainable. Green dot arrows indicate that modules will be used in the next stage. As a preliminary step, we first train the image translation networks \( G_{S \rightarrow T} \) and \( G_{T \rightarrow S} \) in the style transfer stage as in most UDA methods including CrDoCo [12]. The trained image translation network \( G_{S \rightarrow T} \) and \( G_{T \rightarrow S} \) are used in the SSRL and depth estimation stages with their weights fixed. As our main contribution, we introduce the self-supervised representation learning (SSRL) stage to enforce our task network to learn a domain invariant representation via our Siamese network in a self-supervised way. Note that \( L_{\text{cossim}} \) is a symmetrized loss using corresponding feature maps (e.g. \( M_S \) and \( M_{S \rightarrow T} \)). Lastly, we fine-tune the final task network using the synthetic and real datasets in the depth estimation stage. Please see Section 3 and 4 for more details.
domain-specific styles (e.g., the task network in the source domain takes as inputs source images and translated images from the target domain). Along with label supervision, CrDoCo [12] introduces a cross-domain consistency loss $L_{crdoco}$ to enforce prediction level alignment for unlabeled images. Please see [12] for more details on their architecture.

3.2. Modifications

Following CrDoCo [12], we adopt the bidirectional image-to-image translation network [61] in our framework, i.e., two generators $G_{S \rightarrow T}$, $G_{T \rightarrow S}$, and two discriminators $D_{S}$, $D_{T}$. However, we remove the two feature discriminators for faster training and modify their task networks into a weights-shared model $F$, which is crucial to leverage our proposed SSRL stage described in Section 4.

We also design our encoder-decoder based task network with EfficientNetB5 [48] as an encoder instead of using older encoders [59, 12, 57, 42]. In addition, we pretrain the encoder on ImageNet [13], which is a recent de facto standard for many UDA methods for depth estimation [1, 17, 15, 55, 34, 3] as well as semantic segmentation [37, 46, 53, 35, 39, 36, 63, 51, 44, 62].

For the style transfer and depth estimation stages, we adopt the same loss functions as CrDoCo [12]. Please see [12] and our supplementary material for more details on each stage and on the loss functions.

4. Proposed SSRL stage

In this section, we describe our proposed SSRL stage as shown in Fig. 2. In the SSRL stage, we utilize the image-to-image translation network $G_{S \rightarrow T}$ and $G_{T \rightarrow S}$, the encoder-decoder based image-to-depth task network $F$, and a Siamese network $S$. Note that the image-to-image translation networks $G_{S \rightarrow T}$ and $G_{T \rightarrow S}$ are pre-trained in the style transfer stage as in CrDoCo [12].

The purpose of the SSRL stage is to force $F$ to learn a latent feature representation that is invariant to synthetic (i.e., source) and real (i.e., target) domains so that $F$ can generalize well in the real domain. In the architecture of $F$, its encoder $F_{enc}$ is initialized by ImageNet [13] pre-training and thus, it is already good at extracting features in the real domain for dense prediction tasks as indicated in [20, 22, 8]. Therefore, we aim to train its decoder $F_{dec}$ jointly with $S$ so that $F_{dec}$ can also perform well in the real domain. Here, we fix the weights of $F_{enc}$.

4.1. Components of the proposed SSRL stage

The first adaptation from traditional work in SSRL is to replace data augmentation with style transfer. Instead of learning identical representations that are invariant to a given set of image transformations such as color shifts, we aim to learn domain invariant representations for synthetic and real images. We can use two types of image pairs as input: $I_{S \rightarrow T}$ together with $I_{S}$ and $I_{T \rightarrow S}$ together with $I_{T}$. In our notation, $I_{S \rightarrow T}$ and $I_{T \rightarrow S}$ are the outputs of translation network $G_{S \rightarrow T}$ and $G_{T \rightarrow S}$, respectively.

Different from previously proposed representation learning methods [26, 10, 52], we aim to learn representations in the decoder. This leaves two design choices to explore. First, we need to decide which representations in the decoder to target. The final output i.e. the depth values are no longer useful as representations. The obvious choice would be the features in the last layer before the output layer, but earlier features could also yield better results. The decision of which layer to use for SSRL is taken using an empirical study described in Sec. 5.6. Second, different from previous work, our feature maps have a much higher resolution.

In our recommended architecture, we extract corresponding high dimensional feature maps before the final output layer (convolutional layer) from $F_{enc}$, i.e., $M_{S}$, $M_{T}$, $M_{S \rightarrow T}$, and $M_{T \rightarrow S}$ as shown in Fig. 2. The size of each feature map is $C \times W \times H$, where $C = 12$, $W = 960$, $H = 288$ in our experiment. Here, we consider $M_{S}$ and $M_{S \rightarrow T}$ (or $M_{T}$ and $M_{T \rightarrow S}$) as a set of features of augmented views from the same scene. In the following parts, we only describe the domain invariant representation learning on $M_{S}$ and $M_{S \rightarrow T}$ for brevity. The second case, when using $M_{T}$ and $M_{T \rightarrow S}$, works in the same way.

We also developed a component that corresponds to the projector in traditional SSRL [26, 10, 52]. In contrast to this traditional setting, we do not reduce the features dimension. In our Siamese network $S$, the projector $S_{pro}$ takes the feature maps $M_{S}$ and $M_{S \rightarrow T}$ as inputs to output corresponding feature embeddings of the same size $C \times W \times H$. Similar to the traditional SSRL architecture, the predictor $S_{pre}$ aims to transform the embedding of one view and matches it to the other view. We denote these outputs as $z_{S} \triangleq S_{pro}(M_{S})$, $p_{S} \triangleq S_{pre}(S_{pro}(M_{S}))$, $z_{S \rightarrow T} \triangleq S_{pro}(M_{S \rightarrow T})$, and $p_{S \rightarrow T} \triangleq S_{pre}(S_{pro}(M_{S \rightarrow T}))$. Here, the $S_{pro}$ and $S_{pre}$ share the weights for $M_{S}$ and $M_{S \rightarrow T}$ as well as $M_{T}$ and $M_{T \rightarrow S}$. However, our predictor architecture incorporates a bottleneck. This follows previous architectures that also incorporate a dimension reduction component in the predictor. Different from previous work, both our projector and predictor are per-pixel MLPs (convolutions with a $1 \times 1$ kernel).

4.2. Loss function of the proposed SSRL stage

We follow the previous methods [26, 10] by using a negative cosine similarity as our loss function in the SSRL stage. However, unlike the previous methods, the latent features from $F_{dec}$ are high dimensional and therefore, we assume that it is beneficial to take into consideration the correspondence between the features at the level of pixels.
Table 1: Quantitative results on KITTI [19]. Methods, which use only synthetic image-depth pairs and real depth maps as training datasets, are marked in gray. For training, S: supervised, SS: self-supervised, U: unsupervised, and DA: domain adaptation. For dataset, K and vK represent KITTI and virtual KITTI, I and D indicate the use of RGB images and depth maps, stereo and video indicate the use of stereo and video information. The model with * is trained with the same hyper-parameters as our model.

| Method       | Train | Dataset       | Evaluation resolution | Lower is better | Higher is better |
|--------------|-------|---------------|-----------------------|-----------------|-----------------|
|              |       |               |                       | Abs Rel | Sq Rel | RMSE | RMSE log | \( \delta < 1.25 \) | \( \delta < 1.25 \) |
| BTS [22]     | S     | K(I+D)        | 1241 \( \times \) 376 | 0.059  | 0.245 | 2.756 | 0.096     | 0.936  | 0.993  | 0.998  |
| AdaBins [3]  | S     | K(I+D)        | 1241 \( \times \) 376 | 0.058  | 0.190 | 2.360 | 0.088     | 0.926  | 0.995  | 0.999  |
| Monodepth2   | SS    | K(I) + video  | 1024 \( \times \) 320 | 0.106  | 0.806 | 4.630 | 0.193     | 0.876  | 0.958  | 0.980  |
| Monodepth2   | SS    | K(I) + video  | 1024 \( \times \) 320 | 0.115  | 0.882 | 4.701 | 0.190     | 0.879  | 0.961  | 0.982  |
| Johnston 311 | SS    | K(I) + video  | 640 \( \times \) 192  | 0.106  | 0.861 | 4.699 | 0.185     | 0.889  | 0.962  | 0.982  |
| T2Net [59]   | U(DA) | vK(I+D)+K(I)  | 960 \( \times \) 288  | 0.179  | 1.620 | 6.108 | 0.257     | 0.754  | 0.902  | 0.962  |
| CrDoCo [12]  | U(DA) | vK(I+D)+K(I)  | 960 \( \times \) 288  | 0.232  | 2.204 | 6.733 | 0.291     | 0.739  | 0.883  | 0.942  |
| CrDoCo [12]  | U(DA) | vK(I+D)+K(I)  | 960 \( \times \) 288  | 0.174  | 1.439 | 5.701 | 0.241     | 0.770  | 0.914  | 0.967  |
| Ours         | U(DA) | vK(I+D)+K(I)  | 960 \( \times \) 288  | 0.168  | 1.228 | 5.498 | 0.235     | 0.771  | 0.921  | 0.973  |

Based on this assumption, we define a symmetrized loss as

\[
L_{\text{cossim}} = \frac{1}{2} (\text{cossim}(ps, sg(zs\rightarrow T))) + \frac{1}{2} (\text{cossim}(ps\rightarrow T, sg(zs)))
\]

(1)

where \( sg \) is a stop gradient operation \([10]\) and \( \text{cossim}(a, b) \) is a pixel-wise negative cosine similarity function defined as

\[
\text{cossim}(A, B) = \frac{1}{N} \sum_{i \in N} \left( \frac{a_i}{\|a_i\|_2} \cdot \frac{b_i}{\|b_i\|_2} \right)
\]

(2)

where \( a_i \) and \( b_i \) are feature vectors of the size \( C \times 1 \times 1 \) with the spatial index \( i \) of feature maps \( A \) and \( B \) (i.e. \( a_i \in A \) and \( b_i \in B \)), and \( N \) is the total number of the spatial indices. Overall, we minimize \( L_{\text{cossim}} \) in a self-supervised manner in the SSRL stage, i.e. \( L_{\text{SSRL}} = L_{\text{cossim}} \).

5. Experiments and results

5.1. Network architecture

We use CycleGAN [61] as our bidirectional image translation network \( G_{S\rightarrow T}, G_{T\rightarrow S}, D_S, \text{and} D_T \). For our task network \( F \), we adopt an encoder-decoder based architecture using EfficientNet-B5 [48] pre-trained on ImageNet [13] as the encoder. For our Siamese network, we follow [26, 10] to leverage a projector and a predictor. Specifically, our projector \( S_{\text{pre}} \) has 3 convolutional layers with \( 1 \times 1 \) kernels, ReLU activation and Batch Normalization [30] after each layer except the last layer. Since the output feature maps from \( F_{\text{dec}} \) in the SSR stage are the size of \( C (= 12) \times W \times H \), we set the channel dimension of each layer in the projector to \( C \). Also, the predictor has 2 convolutional layers with \( 1 \times 1 \) kernels, ReLU and Batch Normalization [30] applied only after the first layer. In our predictor \( S_{\text{pre}} \), the input and output channel dimensions are set to \( C \) whereas the hidden layer’s channel dimension is set to \( C/\alpha \), where \( \alpha \) is a scaling factor. Here, we set \( \alpha = 3 \) in our experiments. Please see Table 5 for our ablation studies on \( \alpha \) and implementation code for more details.

5.2. Datasets

In our experiments, we use KITTI [19] as the target domain dataset and virtual KITTI (vKITTI) [16] as the source domain dataset. KITTI is an outdoor scene dataset captured using a moving vehicle with a resolution of around \( 1241 \times 376 \). We use a subset of 22,600 images for training as specified by Eigen et al. [14]. vKITTI provides \( 21,260 \) synthetic image-depth pairs generated from different virtual urban worlds. The maximum sensed depth in KITTI is on the order of 80m while vKITTI has more precise depth values to a maximum of \( 655.3m \). Consistent with previous work [59], we remove ‘fog’ and ‘rain’ images, and clip the maximum depth in vKITTI to match that of KITTI, i.e. 80m.

For input resolution, we use relatively larger input size that is comparable with the state-of-the-art supervised methods (e.g. \( 704 \times 352 \) cropped from \( 1241 \times 376 \) for training and \( 1241 \times 376 \) for testing) [34, 3] to see the current performance gap between UDA methods and supervised coun-
Specifically, images are resized to 960 × 288 in our framework. This is the same aspect ratio, i.e., 10:3, used in the previous state-of-the-art UDA method (640 × 192) [59].

At test time, we upsample the predictions (960 × 288) to match the ground truth resolution (1242 × 376) and apply the Garg cropping [18]. The reported results are based on the range of 1-80m for KITTI. Additionally, to show generalization performance on different scenes, we follow previous works for depth estimation [59, 60, 50, 22, 31] to test our model on the Make3D [2] outdoor scene dataset without re-training on the Make3D. For the evaluation on Make3D, we follow the same testing protocol and the evaluation criteria as in [22].

We note that in contrast to [59], we could not conduct an experiment on indoor scenes using SUNCG [45] because SUNCG [45] is no longer publicly available. Therefore, we follow other depth estimation works, such as [20, 22, 57], to conduct extensive experiments on outdoor scenes using KITTI, the most used benchmark dataset for depth estimation, as well as vKITTI and Make3D.

5.3. Implementation details

We trained our framework using PyTorch on 8 NVIDIA A100 GPUs. During optimization, we set most of the the relative weights of the different loss functions based on previous works: \( \lambda_{cycle} \) from [61], and \( \lambda_{task}, \lambda_{smooth}, \lambda_{identity} \) (or \( \alpha_r \) in [59]) from [59]. We also conduct an ablation study on \( \lambda_{crdoco} \) as we modify the task network. More specifically, we set the hyper-parameters as \( \lambda_{cycle} = 10, \lambda_{identity} = 100, \lambda_{task} = 100, \lambda_{smooth} = 0.1 \). \( \lambda_{crdoco} = 1 \).

Our models are trained for 20 epochs (style transfer stage), 100 epochs (SSRL stage) and 30 epochs (depth estimation stage). We set the batch size of 16, 128, 16 for each stage and the learning rate of \( lr \times \text{BatchSize}/16 \) (linear scaling) [25], with a base \( lr = 0.0004 \) for the task network \( F \) and Siamese network \( S \), and \( lr = 0.0002 \) for the image translation network \( G_{S \rightarrow T}, G_{T \rightarrow S}, D_S, \) and \( D_T \). Also, we applied a linearly decaying rate for the last half epochs in each stage. The training takes around 40 hours for the style transfer stage, 15 hours for the SSRL stage, and 40 hours for the depth estimation stage. For the depth estimation stage, we train our model twice and report the mean scores of all metrics. The implementation code and model weights will be made available.

5.4. Comparisons

We use the standard metrics reported in [14] for evaluation. As comparison methods, we adopt the state-of-the-art UDA methods, T2Net [59] and CrDoCo [12]. We trained their models with their released code with the same resolution size as our model, i.e., 960 × 288, for a fair comparison.

In addition, as mentioned in Section 3.2, we follow the recent standard to utilize ImageNet [13] Initialization and design our encoder-decoder based task network with EfficientNetB5 [48] pre-trained on ImageNet [13] as an encoder. For a fair comparison, therefore, we implement the comparison methods, T2Net [59] and CrDoCo [12], using our task network pre-trained on ImageNet [13].

Furthermore, unlike T2Net [59] that prepares hyper-parameters specifically for outdoor scene depth estimation, CrDoCo [12] did not conduct experiments on outdoor scenes and thus, their original hyper-parameters may not be suitable for outdoor scenes. This observation can be backed up with our experiment as shown in Table 1 and a recent work [58], which indicates that CrDoCo [12] performs worse than T2Net [59] in depth estimation tasks. In our work, we believe that using non-optimal hyper-parameters for comparison methods is less meaningful because we aim...
to not only achieve the state-of-the-art but also show the current exact performance gap between the UDA methods and state-of-the-art supervised counterparts. Therefore, we also report the result of CrDoCo [12] using the same hyperparameters as our model to show the full performance of the previous state-of-the-art method for a fairer comparison. We denote this model as CrDoCo∗ in Table 1 and 2.

Please note that we follow previous works [57, 59] to include current SOTA depth estimation methods other than UDA as reference in Table 1 and 2.

5.5. Results

We present the results of depth estimation on KITTI [19] in Table 1. Our method outperforms previous state-of-the-art UDA methods [52, 12] achieving constant improvement in all metrics (e.g. 14.7% on Sq Rel and 3.6% on RMSE) and noticeably brings the performance closer to the fully supervised methods. See Fig. 3 for a qualitative comparison. Our method is able to handle bright reflections and complex structures much better than other UDA methods, and thus, infer depths more reliably. Additional qualitative results are available in the supplementary material.

We provide the results on Make3D [2] in Table 2. Again, our method performs better than all UDA methods on all metrics e.g. by 16.9% on Sq Rel. It is also noticeable that our method performs on par with the self-supervised counterparts that utilize extra information such as stereo or egomotion [22, 51, 25] and achieve the best result on log10 among all of UDA and self-supervised methods.

5.6. Ablation studies

We provide ablation studies on KITTI [19] in Table 3 and 4. Additional ablation studies are available in the supplementary material.

Layer of $F_{dec}$ for SSRL. We study different layers of $F_{dec}$ for the SSRL stage, as summarized in Table 3. We first highlight that our framework even without our proposed SSRL stage (‘w/o SSRL’) achieves state-of-the-art performance against current SOTA methods in Table 1. In addition, we observe that using the representations for SSRL from the ‘last layer’ or the ‘2nd to last layer’ before the final output layer yields better performance than ‘w/o SSRL’. Note that the ‘2nd to last layer’ model outperforms ‘w/o SSRL’ on all metrics whereas the ‘last layer’ model shows great improvement on almost all metrics with a slight drop in the $\delta < 1.25$ metric. For our experiments, we adopt ‘last layer’ as mentioned in Section 4.1 because we consider the improvement in Sq Rel (13.7%) and RMSE (4.9%) more significant than the slight decrease in $\delta < 1.25$ (0.6%).

Cosine similarity loss $L_{cossim}$. We study the effect of the cosine similarity loss $L_{cossim}$ in Table 4. Specifically, we compare a global negative cosine similarity function, in which the correspondence is built between the whole feature maps, with the pixel-wise negative cosine similarity function as described in Section 4.2. The result indicates that ‘pixel-wise’ performs better than ‘global’ with significant margins for our high dimensional features, contributing to our state-of-the-art performance. This supports our assumption as described in Section 4.2 that when the latent features are high dimensional, it is beneficial to account for the correspondence between the features at the level of pixels.

Scaling factor $\alpha$ for the predictor $S_{pre}$. We explore the effect of different values of the scaling factor $\alpha$ that decides the number of the hidden layers’ channel dimensions of $S_{pre}$ as shown in Table 5. The result shows that relatively larger $\alpha$ (i.e. the lower number of the channel dimensions) performs better than $\alpha = 1$ (i.e. the same number of the channel dimensions as inputs). Thus, we observe the same tendency as indicated in [10] that ‘auto-encoder’-like structures can be effective for the predictor to digest information. Based on this result, we adopt $\alpha = 3$ for all experiments.

| Method         | Lower is better | Higher is better |
|----------------|-----------------|------------------|
|                | Abs Rel | Sq Rel | RMSE   | RMSE log | $\delta < 1.25$ | $\delta < 1.25^{2}$ | $\delta < 1.25^{3}$ |
| w/o SSRL       | 0.171   | 1.423  | 5.781  | 0.239    | 0.776            | 0.916             | 0.968             |
| 3rd last layer  | 0.173   | 1.376  | 5.570  | 0.239    | 0.768            | 0.914             | 0.968             |
| 2nd last layer  | 0.170   | 1.318  | 5.558  | 0.236    | 0.799            | 0.924             | 0.972             |
| last layer     | 0.168   | 1.228  | 5.498  | 0.235    | 0.771            | 0.921             | 0.973             |

Table 3: Ablation studies with different layers of $F_{dec}$ for the SSRL stage on KITTI.

| Method | Lower is better | Higher is better |
|--------|-----------------|------------------|
|        | Abs Rel | Sq Rel | RMSE   | RMSE log | $\delta < 1.25$ | $\delta < 1.25^{2}$ | $\delta < 1.25^{3}$ |
| global | 0.194   | 1.625  | 5.890  | 0.248    | 0.750            | 0.909             | 0.966             |
| pixel-wise | 0.168 | 1.228  | 5.498  | 0.235    | 0.771            | 0.921             | 0.973             |

Table 4: Ablation studies with $L_{cossim}$ on KITTI.
We introduced a novel framework for unsupervised domain adaptation for monocular depth estimation. We propose using a bidirectional image translation and a Siamese network to learn representations that are invariant across real and synthetic domains in a self-supervised manner. Our extensive results demonstrate that our method brings decisive improvements both quantitatively and qualitatively on two popular datasets, KITTI and Make3D, e.g. by 14.7% for KITTI and 16.9% for Make3D on square relative error (Sq Rel). Limitation: our method requires an image-to-image translation network to provide two style augmented images but doesn’t work with real images e.g. blurry images that lead to inappropriate gradients for the encoder of the task network pre-trained on ImageNet. Meanwhile, our framework and CrDoCo* [12] use a separate style transfer stage to pre-train the image translation network to produce images with ‘good’ quality in advance. Thus, these methods are able to make full use of the ImageNet initialization.

Secondly, we implement our framework with the SSRL and depth estimation stages combined to see if the separate SSRL stage is necessary. Specifically, we (a) apply only $L_{cossim}$ in the depth estimation stage or (b) utilize both the Siamese network $S$ and $L_{cossim}$ in the depth estimation stage. Although the latter model shows promising results, introducing the separate SSRL stage performs better. It is also worth noting that (a) performs worse than ‘w/o SSRL’ in Table 5. We believe that this is because $L_{cossim}$ acts in a similar way as the cross-domain consistency loss $L_{crdoco}$ [12], resulting in too strong prediction level consistency. This observation can be backed up by our ablation study on $L_{crdoco}$ in Table 8 in the supplementary material, which indicates that strong prediction level consistency deteriorates the performance.

### Table 5: Ablation studies with the different values of $\alpha$ in $S_{pre}$ on KITTI.

| Method | Lower is better | Higher is better |
|--------|-----------------|------------------|
| $\alpha = 1$ | 0.176 1.752 6.209 0.252 | 0.766 0.907 0.962 |
| $\alpha = 2$ | 0.100 0.631 4.190 0.165 | 0.886 0.968 0.988 |
| $\alpha = 3$ | 0.168 1.228 5.498 0.235 | 0.771 0.921 0.973 |
| $\alpha = 4$ | 0.174 1.463 5.799 0.239 | 0.769 0.914 0.969 |

### Table 6: Ablation studies with variations of our framework on KITTI. Task: task network, S: Siamese network, SSRL: self-supervised representation learning stage, DE: depth estimation stage.

Variations of our framework. We study different variations of our framework, as summarized in Table 6.

Firstly, we train only the task network $F$ using either the synthetic or real dataset. It is worth noting that T2Net [59] (Table 1) did not show better performance against the task network trained on only the synthetic dataset (‘Task only w synthetic data’). We suspect that this is because T2Net [59] is based on an end-to-end training with an image translation network and a task network. That is, at the beginning of the training, their translation network produces images of ‘bad quality’ (e.g. blurry images) that lead to inappropriate gradients for the encoder of the task network pre-trained on ImageNet. Meanwhile, our framework and CrDoCo* [12] use a separate style transfer stage to pre-train the image translation network to produce images with ‘good’ quality in advance. Thus, these methods are able to make full use of the ImageNet initialization.

Secondly, we implement our framework with the SSRL and depth estimation stages combined to see if the separate SSRL stage is necessary. Specifically, (c) we separate $S$ into 30 blocks of the size $12 \times 960 \times 288$ into 30 blocks of the size $12 \times 96 \times 96$, and input the blocks into $S$. In another way, (d) we perform the same operation to the output of $S_{pre}$ and apply them to only $S_{pre}$. As shown in Table 6, however, using global features yields the best performance; therefore, we adopt it for all experiments.

### 6. Conclusion

We introduced a novel framework for unsupervised domain adaptation for monocular depth estimation. We propose using a bidirectional image translation and a Siamese network to learn representations that are invariant across real and synthetic domains in a self-supervised manner. Our extensive results demonstrate that our method brings decisive improvements both quantitatively and qualitatively on two popular datasets, KITTI and Make3D, e.g. by 14.7% for KITTI and 16.9% for Make3D on square relative error (Sq Rel). Limitation: our method requires an image-to-image translation network to provide two style augmented views of the same scene. In future work, we would like to explore modifications that do not require paired style augmented images. We would also like to investigate how our framework generalizes to other dense prediction tasks such as semantic segmentation.
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A. Training stages and loss functions

In this section, we describe the style transfer stage, the depth estimation stage, and relevant loss functions in more details. Please also see Section 3 in our main paper.

A.1. Style transfer stage

In this stage, we aim to train the image-to-image translation networks \(G_{S\rightarrow T}\) and \(G_{T\rightarrow S}\). \(G_{S\rightarrow T}\) learns a mapping between the synthetic (i.e. source) and realistic (i.e. target) domain. \(G_{T\rightarrow S}\) learns a mapping in the opposite direction. Previous work [59, 12] has shown that the depth supervision seems minor based on our experiment as shown in Table 7. We adopt it for the style transfer stage, and relevant loss functions in more details. Please also see Section 3 in our main paper.

Adversarial loss. We utilize adversarial training for the image translation. Following CycleGAN [61], we employ two generators \(G_{S\rightarrow T}\) and \(G_{T\rightarrow S}\), and two discriminators \(D_s\) and \(D_t\) for the source and target domains, respectively. \(G_{S\rightarrow T}\) tries to learn the mapping from the source to the target domain, i.e. \(G_{S\rightarrow T} : I_S \rightarrow I_{S\rightarrow T}\), such that the data distribution of the translated images from the source domain \(I_{S\rightarrow T}\) is indistinguishable from that of the target domain \(I_T\). Then, \(D_T\) aims to distinguish between the images in the target domain \(I_T\) and the translated images from the source domain \(I_{S\rightarrow T}\). Thus, using the technique of a least-square loss [40] for stable training, we define adversarial loss [24] in the target domain as

\[
L_{adv}(G_{S\rightarrow T}, D_T, X_S, X_T) = \mathbb{E}_{I_T \sim X_T} [(D_T(I_T) - 1)^2] + \mathbb{E}_{I_S \sim X_S} [(D_T(G_{S\rightarrow T}(I_S)))^2].
\]

Similarly, the adversarial loss for the mapping function \(G_{T\rightarrow S} : I_T \rightarrow I_{T\rightarrow S}\) is introduced as

\[
L_{adv}(G_{T\rightarrow S}, D_S, X_T, X_S).
\]

Please note that as a result of the bidirectional adversarial training, we obtain two labeled types of images \(I_S\) and \(I_{S\rightarrow T}\), and two unlabeled types of images \(I_T\) and \(I_{T\rightarrow S}\) as shown in Fig 2 in our main paper.

Cycle consistency loss \(L_{cycle}\). Generally, training \(G_{S\rightarrow T}\) and \(G_{T\rightarrow S}\) with only the adversarial loss are highly under-constrained. To further regularize the translation network, we use a cycle consistency loss [61, 54]. This loss function is based on the idea that when images are translated from one domain to another, followed by an inverse translation, the reconstructed images should be the same as the original, i.e. \(G_{T\rightarrow S}(G_{S\rightarrow T}(I_S)) \approx I_S\) and \(G_{S\rightarrow T}(G_{T\rightarrow S}(I_T)) \approx I_T\). Therefore, we define the cycle consistency loss as

\[
L_{cycle}(G_{S\rightarrow T}, G_{T\rightarrow S}, X_S, X_T)
= \mathbb{E}_{I_S \sim X_S} [||G_{T\rightarrow S}(G_{S\rightarrow T}(I_S)) - I_S||_1]
+ \mathbb{E}_{I_T \sim X_T} [||G_{S\rightarrow T}(G_{T\rightarrow S}(I_T)) - I_T||_1].
\]

Identity mapping loss \(L_{identity}\). In addition to \(L_{cycle}\), we also use an identity mapping loss [61, 47] to regularize the training of \(G_{S\rightarrow T}\) and \(G_{T\rightarrow S}\). Note that in [59], this loss function is named as ‘reconstruction loss’. The identity mapping loss encourages \(G_{S\rightarrow T}\) and \(G_{T\rightarrow S}\) to preserve image styles when the input images already belong to the translation-target domain, i.e. \(G_{S\rightarrow T}(I_T) \approx I_T\) and \(G_{T\rightarrow S}(I_S) \approx I_S\). Specifically, we define the identity mapping loss as

\[
L_{identity}(G_{S\rightarrow T}, G_{T\rightarrow S}, X_S, X_T)
= \mathbb{E}_{I_S \sim X_S} [||G_{T\rightarrow S}(I_S) - I_S||_1]
+ \mathbb{E}_{I_T \sim X_T} [||G_{S\rightarrow T}(I_T) - I_T||_1].
\]

Task loss \(L_{task}\). To train the image-to-depth task network \(F\), we provide supervision to \(F\) using synthetic ground truth depth maps \(I_{S,lab}\). Specifically, we pass the two labeled types of images \(I_S\) and \(I_{S\rightarrow T}\) to \(F\) to obtain corresponding depth maps \(P_S = F(I_S)\) and \(P_{S\rightarrow T} = F(I_{S\rightarrow T})\) as shown in Fig 1 in our main paper. Since these depth maps should have the same label \(I_{S,lab}\), we define the task loss as

\[
L_{task}(G_{S\rightarrow T}, F, X_S)
= \mathbb{E}_{I_S \sim X_S} [||F(I_S) - I_{S,lab}||_1]
+ \mathbb{E}_{I_T \sim X_T} [||F(G_{S\rightarrow T}(I_S)) - I_{S,lab}||_1].
\]

Smooth loss \(L_{smooth}\). Following previous works [59, 18, 21, 29, 33, 57, 12] we utilize a smooth loss to guide a more reasonable depth estimation using the unlabeled images \(I_T\) and \(I_{S\rightarrow T}\). Specifically, we use a robust penalty with an edge-aware term for \(I_T\) as

\[
L_{smooth}(F, X_T) = \mathbb{E}_{I_T \sim X_T} [||\partial_x F(I_T)||e^{-|\partial_x I_T|}]
+ \mathbb{E}_{I_T \sim X_T} [||\partial_y F(I_T)||e^{-|\partial_y I_T|}].
\]

Similarly, the smooth loss for \(I_{S\rightarrow T}\) is introduced, i.e. \(L_{smooth}(F, X_{S\rightarrow T})\).
Cross domain consistency loss $L_{crdoco}$. Following the previous work [12], we also introduce a cross domain consistency loss to enforce the consistency between the depth predictions of the two unlabeled types of images $P_T = F(I_T)$ and $P_T \to S = F(I_T \to S)$. More specifically, we define the cross domain consistency loss as

$$L_{crdoco}(G_T \to S, F, X_T) = \mathbb{E}_{I_T \sim X_T} [||F(I_T) - F(G_T \to S(I_T))||_1].$$  

(8)

Full objective. The overall objective function in the style transfer stage is defined as

$$L_{style, transfer} = L_{adv} + \lambda_{cycle} \cdot L_{cycle}$$

$$+ \lambda_{identity} \cdot L_{identity}$$

$$+ \lambda_{task} \cdot L_{task} + \lambda_{smooth} \cdot L_{smooth}$$

$$+ \lambda_{crdoco} \cdot L_{crdoco},$$  

(9)

where each $\lambda$ controls the relative importance of each objective. Then, we optimize the following min-max problem in the style transfer stage:

$$F^* = \arg\min_F \min_{G \to T} \max_{D_T} L_{style, transfer}.$$  

(10)

In later stages, we leverage $G_{S \to T}$ and $G_T \to S$ pre-trained in this style transfer stage.

A.2. Depth estimation stage

As the last stage in our UDA framework, we fine-tune the image-to-depth task network $F$ trained in the SSRL stage, by using both synthetic and real-world datasets as shown in Fig 2 in our main paper. The network architecture in this stage is similar to that in the style transfer stage but the weights of the image-to-image translation networks $G_{S \to T}$ and $G_T \to S$ are fixed for faster training. Specifically, we train $F$, i.e., both $F_{enc}$ and $F_{dec}$, by minimizing the following objectives:

$$L_{depth, estimation} = \lambda_{task} \cdot L_{task} + \lambda_{smooth} \cdot L_{smooth}$$

$$+ \lambda_{crdoco} \cdot L_{crdoco},$$  

(11)

where each $\lambda$ controls the relative importance of each objective.

B. Training detail

In this section, we provide more details of our hyper-parameter setting and training strategy.

B.1. Hyper-parameters

As mentioned in Section 5 in our main paper, we set the relative weights of the different loss functions based on previous works and our experiments. Specifically, we follow [61] to set $\lambda_{cycle} = 10$ for our bidirectional image-to-image translation network. Also, similar to [59], we set $\lambda_{identity} = 100$, $\lambda_{task} = 100$, $\lambda_{smooth} = 0.1$. Lastly, we set $\lambda_{crdoco} = 1$ based on our ablation study as in Table 8.

B.2. Encoder with ImageNet initialization

As mentioned in Section 5 in our main paper, we leverage EfficientNet-B5 [48] pre-trained on ImageNet [13] as the encoder $F_{enc}$ of the task network $F$. EfficientNet-B5 mainly consists of 9 stages and each stage yields feature maps with a different number of channel and resolution sizes. To build the encoder-decoder architecture, we remove its last dense layer. Note that we follow previous works [3, 34, 59, 12] to utilize skip connections [43].

During optimization, we utilize differential learning rates for the encoder $F_{enc}$ based on the stage as shown in

---

### Table 7: Ablation studies on the effect of the depth supervision in the style transfer stage using CrDoCo* [12] on KITTI [19].

| Method                  | Lower is better | Higher is better |
|-------------------------|-----------------|------------------|
|                         | Abs Rel | Sq Rel | RMSE | RMSE log | $\delta < 1.25$ | $\delta < 1.25^2$ | $\delta < 1.25^3$ |
| No depth supervision    | 0.174   | 1.490  | 5.751 | 0.244    | 0.766  | 0.910    | 0.964  |
| depth supervision       | 0.174   | 1.439  | 5.701 | 0.241    | 0.770  | 0.914    | 0.967  |

### Table 8: Ablation studies with the different number of $\lambda_{crdoco}$ on KITTI [19].

| Method                  | Lower is better | Higher is better |
|-------------------------|-----------------|------------------|
|                         | Abs Rel | Sq Rel | RMSE | RMSE log | $\delta < 1.25$ | $\delta < 1.25^2$ | $\delta < 1.25^3$ |
| $\lambda_{crdoco} = 10.0$ | 0.178   | 1.269  | 5.845 | 0.245    | 0.742  | 0.910    | 0.970  |
| $\lambda_{crdoco} = 1.0$  | 0.168   | 1.228  | 5.498 | 0.235    | 0.771  | 0.921    | 0.973  |
| w/o $\lambda_{crdoco}$   | 0.176   | 1.443  | 5.676 | 0.240    | 0.768  | 0.917    | 0.971  |
Successful case

Failure case

Figure 4: Qualitative results for successful and failure cases on KITTI [19].

| Stage | Output channels | Learning rate |
|-------|-----------------|---------------|
| 1     | 48              | lr / 10³      |
| 2     | 24              | lr / 10³      |
| 3     | 40              | lr / 10³      |
| 4     | 64              | lr / 10³      |
| 5     | 128             | lr / 10²      |
| 6     | 176             | lr / 10²      |
| 7     | 304             | lr / 10²      |
| 8     | 512             | lr / 10¹      |
| 9     | 2048            | lr / 10¹      |

Table 9: Details of differential learning rates applied to EfficientNet-B5 [48] pre-trained on ImageNet [13] as the encoder $F_{enc}$ of the task network $F$. Note that we set a base learning rate $lr=0.0004$ for $F$ as mentioned in Section 5 in our main paper.

More specifically, we use relatively lower learning rates for the initial few stages since these stages are already good at extracting general information, such as edges, through ImageNet initialization. By contrast, the last few stages are trained with relatively higher learning rates to enable $F_{enc}$ to adopt to our depth estimation task. Note that we train our comparison methods using our task network $F$ together with the ImageNet initialization and the differential learning rates for a fair comparison. Please refer to our implementation code for more details.

C. Additional qualitative result

We provide additional qualitative results in Fig 4 highlighting relatively successful and failure cases. From the successful cases, our method is better at estimating consistent depth values on objects’ surfaces than comparable methods [59, 12]. It is also worth analyzing the failure cases for future research. As a common trend, current UDA meth-