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Abstract: This paper describes a procedure to design a path following controller of port-Hamiltonian systems based on a training trajectory dataset. The trajectories are generated by human operations, and the training data consist of several trajectories with variations. Hence, we regard the trajectory as a stochastic process model. Then we design a deterministic controller for path following control from the model. In order to obtain reasonable design parameters for a path following controller from the training data, Bayesian inference is adopted in this paper. By using Bayesian inference, we estimate a probability density function of the desired trajectory. Moreover, not only the mean value of the trajectory but also the covariance matrix is acquired. A potential function for path following control is obtained from the probability density function. By incorporating the covariance information into the control system design, it is possible to create a potential function that takes into account uncertainty at each position on the trajectory, and it is expected to construct a control system that generates appropriate assist force for a human operator.
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1. Introduction

The progress of the declining birthrate and aging society is one of the big social problems, and it is possibly necessary to cope with the problem of a serious shortage of manpower. In this paper, as one of the solutions to the problem, controller design for good human-machine cooperation is considered.

Let us imagine a control system which physically assists human operation of moving an object from the start point to the end point. In this situation, it is assumed that the trajectory of the object generated by human operation, particularly that corresponding to middle points between the start point and the end point, varies by the individual human operator. Therefore, it is desirable to design a control system that allows some variation caused by the different operation of individual operators. In other words, it is desirable to design a control system that does not forcibly reduce variations due to individual operations by adjusting the assist force from the mechanical system in the directions orthogonal to the desired trajectory.

As control methods to make the system track the desired path, trajectory tracking control [1]–[4] and path following control [5]–[15] are proposed. In these control methods, a virtual path, trajectory tracking control [1]–[4] and path following control [5]–[15] are designed to achieve the objective, and by changing the gradient of the potential function, the magnitude of the control input of the mechanical system can be adjusted. On the other hand, when humans and mechanical systems interact physically, it is important to adjust the magnitude of the control input of the system, that is, to adjust the gradient of the potential function. How to select the potential function at the position on the path is left to the designer.

In order to tackle this problem, our group proposed a procedure to design a path following controller from a training trajectory dataset [16]. In [16], in order to obtain the design parameters for path following control, the desired momentum is modeled as the function of position. However, the trackability of the desired path strongly depends on the choice of the estimation model of the desired momentum.

In this paper, by modifying the method in [16], we propose a path following control of a port-Hamiltonian system from the training trajectory data of the system obtained in the past operations. The training data consists of several trajectories generated by human operators. Although they aim to achieve the same task, they are slightly different from each other. Hence, we regard the trajectory as a stochastic process model. Then we design a deterministic controller for path following control from the model.

In order to obtain reasonable design parameters for the path following controller from the training data, Bayesian inference [17] is utilized. By Bayesian inference, not only the mean but also the covariance of the desired trajectory can be estimated, and the covariance information express the degree of variation caused by the difference among individual operations. Therefore, by incorporating the covariance information into the design parameters of the controller, it is possible to create a potential function that takes into consideration the variation on the trajectories, and it is expected to construct a control system that generates appropriate assist force for a human operator.

The organization of this paper is as follows. First of all, path following control of port-Hamiltonian systems is briefly outlined. Next, interpretation of path following control by the
probability density function estimated from the training trajectory data is explained. Then we propose a method of constructing a potential function from the probability density function. Application of the proposed method using Bayesian inference obtains a potential function for path following control from past trajectory training data. Finally, as a simple experiment, path following controller design from a trajectory dataset of mouse dragging by an operator is considered, and this experiment illustrates the effectiveness of the proposed method.

Some notations used in this paper are defined as follows.

- The Kronecker product of matrices $A$ and $B$ is denoted by $A \otimes B$.
- The vec operator with respect to a matrix $A = (a_1, \ldots, a_n) \in \mathbb{R}^{m \times n}$ is denoted by
  $$\text{vec}(A) = \begin{pmatrix} a_1 \\ \vdots \\ a_n \end{pmatrix}.$$
- The Gaussian distribution of a vector valued variable $x \in \mathbb{R}^n$ with a mean $\mu \in \mathbb{R}^n$ and a covariance $\Sigma \in \mathbb{R}^{n \times n}$ is denoted by
  $$\mathcal{N}(x|\mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^n|\Sigma|}} \exp \left(-\frac{1}{2}(x-\mu)^T \Sigma^{-1} (x-\mu)\right).$$

2. Preliminaries

In this section, the existing results on controller design for path following control of the port-Hamiltonian system [15] are briefly summarized.

2.1 Path Following Control of Port-Hamiltonian Systems

In this paper, consider port-Hamiltonian systems with the following form.

$$\begin{cases} \dot{q} = \begin{pmatrix} 0 \\ -J_{12} \end{pmatrix} + \begin{pmatrix} \frac{\partial H}{\partial p} \\ \frac{\partial G}{\partial p} \end{pmatrix}, \\ H(q, p) = \frac{1}{2} p^T M(q)^{-1} p, \end{cases}$$

where $q \in \mathbb{R}^l$ is the position, $p \in \mathbb{R}^m$ is the momentum, $x = (q^T, p^T)^T \in \mathbb{R}^{l+m}$ is the state, $u \in \mathbb{R}^n$ is input, $J_{12} \in \mathbb{R}^{l \times m}$, $J_{22} \in \mathbb{R}^{m \times m}$ is a skew-symmetric matrix, $R \in \mathbb{R}^{m \times m}$ is a symmetric positive semi-definite matrix, and $M(q) \in \mathbb{R}^{m \times m}$ and $G(q) \in \mathbb{R}^{l \times m}$ are nonsingular matrices. Fully actuated mechanical systems, systems with a class of nonholonomic constraints, and dynamics of LC-circuits can be expressed in this form [18]–[20].

In order to achieve path following control, we need to determine the following design parameters.

- A desired trajectory of position which does not branch and has no intersection.
- Desired momentum $p_{\text{ref}}(q)$ in order for the system to move along the desired path.
- A time invariant potential function $U(q)$ which takes its minimum value 0 on the desired path.

The strategy is to design the feedback controller $u = \beta_p$ by using generalized canonical transformations [21]. Based on the passivity based approach, the following transformed Hamiltonian function $\tilde{H}$ for path following control is obtained by adding an artificial potential function to the Hamiltonian $H$ of the original system (1).

$$\tilde{H} = H - p^T M(q)^{-1} p_{\text{ref}}(q) + \frac{1}{2} \beta_p^T M(q)^{-1} \beta_p + U(q)$$

$$= \frac{1}{2} (p - p_{\text{ref}}(q))^T M(q)^{-1} (p - p_{\text{ref}}(q)) + U(q).$$

The first term in the right hand side $(1/2)(p - p_{\text{ref}}(q))^T M(q)^{-1} (p - p_{\text{ref}}(q))$ represents the error kinetic energy, and the second term $U(q)$ represents the potential energy to make the trajectory converge to the desired path. A feedback controller $\beta_p$ is obtained as follows:

$$\beta_p = -G^T \begin{cases} -M^T \frac{\partial M}{\partial q} J_{12} M^{-1} p \\ -J_{12} \frac{\partial M}{\partial q} M^{-1} - J_{12} \frac{\partial M}{\partial q} M^{-1} p^T M^{-1} \\ + M^T \frac{\partial M}{\partial p} J_{12} M^{-1} p + J_{12} \frac{\partial U}{\partial q} \end{cases} \right) \right) \beta_p$$

$$- KG^T M^{-1} (p - p_{\text{ref}}).$$

where $K(q, p) > 0 \in \mathbb{R}^{m \times m}$.

Therefore, when an appropriate potential function $U(q)$ and desired momentum $p_{\text{ref}}(q)$ are obtained, path following control is achieved by the feedback controller (4). In the next section, we try to find $U(q)$ and $p_{\text{ref}}(q)$ for path following control via Bayesian inference.

3. Main Results

This section discusses how to design a time invariant potential function $U(q)$ and a desired momentum $p_{\text{ref}}(q)$ for path following control of port-Hamiltonian systems from training trajectory data. First, a probability density function of the trajectory and a potential function are compared, and a strategy for selecting a potential function from a probability density function of the trajectory is described.

After that, the potential function is designed using the probability density function of trajectory estimated by Bayesian inference, and the property of the potential function is shown. Then, how to construct the desired momentum function $p_{\text{ref}}(q)$ is explained.

3.1 Problem Statement

The problem statement is briefly explained here. In this paper, we make the following assumption.

- Human operators generate several trajectories for the same task to move an object from a given starting position to a desired terminal one. We call a collection of such trajectories as a training dataset.
The goal of this paper is to obtain the design parameters $U(q)$, $p_{\text{pdf}}(q)$ of a controller $\beta_\text{p}$ in the form (4) from the training trajectory dataset in order to achieve a path following control law for the port-Hamiltonian system in (1), which generates assist force inversely proportional to the fluctuation of the trajectories. The reason for choosing this control law is as follows: Precise position control with high gain feedback is necessary around the point where the variation of the trajectories is small. On the contrary, near the point where the variation of the trajectories is large, the control which does not affect human operation is suitable for assist force.

3.2 Interpretation of a Potential Function of Path Following Control by Probability Density Function

Let us interpret a potential function of path following control from a viewpoint of probability density function of the trajectory here. Suppose that the probability density function of the trajectory $p(x(t))$ is estimated, then the desired trajectory $x_d(t)$ is defined by the maximum likelihood value of the probability density function written as follows:

$$x_d(t) = \text{argmax}_x p(x(t)).$$

(5)

In order to design a potential function, we want to evaluate the closeness of each point $x$ to the desired path. Therefore, the likelihood of closeness of each point $x$ to the desired path is defined as follows:

$$L(x) = \max_t p(x(t)).$$

(6)

The closer a point $x$ is to the desired path, the larger the value of $L(x)$ is.

In order for the state $x$ to track an arbitrary point on the desired path $x_{\text{path}}(t) \in \mathbb{R}^n$, $t \in [0, T]$, we need to design a potential function $V$ which takes its minimum $V(x_{\text{path}}) = 0$ and $V(x) > 0, x \neq x_{\text{path}}$. The closer a point $x$ is to the desired path, the smaller the value of $V(x)$ is. Thus, from the relationship between $L(x)$ and $V(x)$, a candidates of a potential function is the minus maximum logarithm likelihood $L(x)$.

$$V_m(x) = -\log L(x) = -\max_t p(x(t)).$$

(7)

Therefore, when we adopt $V_m(x)$ as a potential function and design a controller in order to reduce the value $V_m(x)$, the likelihood of closeness of each point $x$ to the desired path is maximized, and $V_m(x)$ becomes a statistically meaningful value.

However, depending on the shape of $p(x(t))$, the minimum value of $V_m(x)$ is sometimes not equal to 0 on the desired path. In order for the potential function to take minimum value 0 on the path, a modified potential function $V(x)$ is calculated as follows:

$$V(x) = k(V_m(x) - V_0(x)), $$

(8)

where $V_0$ is a design parameter satisfying

$$V_m(x_{\text{path}}(t)) - V_0(x_{\text{path}}(t)) = V(x_{\text{path}}(t)) = 0 \ \forall t \in [0, T],$$

(9)

and $k > 0 \in \mathbb{R}$ is a coefficient to adjust the magnitude of the potential function.

3.3 Design of Potential Function $U(q)$ by Bayesian Inference

The procedure of acquiring the potential function from a probability density function of the trajectory is described before. Hence, when a probability density function of the desired trajectory can be calculated from a training trajectory data set, a potential function for path following control is obtained. However, in general, it is difficult to obtain the density function with an arbitrary shape. In this paper, we focus on the probability density function expressed by a Gaussian distribution. Here the procedure to obtain the probability density function from the training trajectory data by Bayesian inference is explained.

The trajectory is modeled as follows:

$$q(t) = F\phi(t) + w(t),$$

$$= \text{vec}(F)^T(\phi(t) \otimes I)^T + w(t),$$

(10)

where $t \in [0, 1]$ is the normalized time parameter, $I$ is the identity matrix, $\phi(t) = (\phi_1(t), ..., \phi_M(t)) \in \mathbb{R}^M$ is the basis function, $F \in \mathbb{R}^{N \times M}$ is a weighting matrix, and $w$ is the noise dependent on time $t$ defined as

$$w(t) \in \mathbb{R}^l, \ p(w) = N(w|0, Q(t)),$$

where $Q(t) \in \mathbb{R}^{l \times l}$ is a positive definite matrix. As a training dataset, $N$ pairs of position and time $(q^i, t^i), i = 1, ..., N$ are acquired. For simplicity of notation, we define $q_{\text{train}} := (q^1, ..., q^N)$ and $t_{\text{train}} := (t^1, ..., t^N)$.

In order to design a potential function, we need to obtain a predictive distribution $p(q|q_{\text{train}}, t_{\text{train}})$. The predictive distribution is calculated by

$$p(q|q_{\text{train}}, t_{\text{train}}) = \int p(q|F\phi(t))p(\text{vec}(F)|q_{\text{train}}, t_{\text{train}})dF,$$

(11)

and $p(\text{vec}(F)|q_{\text{train}}, t_{\text{train}})$ is

$$p(\text{vec}(F)|q_{\text{train}}, t_{\text{train}}) \propto p(q_{\text{train}}, t_{\text{train}}|\text{vec}(F))p(\text{vec}(F)).$$

Thus, we have to calculate $p(q_{\text{train}}, t_{\text{train}}|\text{vec}(F))$ and $p(\text{vec}(F))$. As a prior distribution, by defining a mean $m$ and a covariance $R$ of $\text{vec}(F)$ properly, $p(\text{vec}(F))$ is written as follows:

$$p(\text{vec}(F)) \sim \text{N}(\text{vec}(F)|m, R),$$

$$\propto \exp\left[-\frac{1}{2}(\text{vec}(F) - m)^T R^{-1}(\text{vec}(F) - m)\right].$$

(12)

On the other hand, $p(q_{\text{train}}, t_{\text{train}}|\text{vec}(F))$ is

$$p(q_{\text{train}}, t_{\text{train}}|\text{vec}(F))$$

$$\sim \prod_{i=1}^{N} N(q^i|F\phi(t^i), Q(t^i))$$

$$\propto \exp\left\{-\sum_{i=1}^{N}(q^i - F\phi(t^i))^T Q^{-1}(q^i - F\phi(t^i))\right\}$$

$$= \exp\left\{-\sum_{i=1}^{N}\left((f_1\phi_1 + f_2\phi_2 + \cdots + f_M\phi_M) - q^i\right)^T \cdot Q^{-1}(f_1\phi_1 + f_2\phi_2 + \cdots + f_M\phi_M) - q^i\right\}.$$
where \( p \) allows:

\[
\Sigma_q = \mathbb{E}[(\hat{q} - \mu_q)^2] = \mathbb{E}[(q - \mu_q)^2]
\]

In order for the potential function to take its minimum value 0 on the desired path and to keep the information of the covariance \( \Sigma_q \) as its Hessian matrix, the function \( V_0(q) \) is designed as

\[
V_0(q) = \max_{t \in [0,1]} \log \left( \frac{p(q(t))}{\max_{t \in [0,1]} p(q(t))} \right) - \max_{t \in [0,1]} \log p(q(t)).
\]

(22)

By substituting (22) and (18) into (21), the potential function \( U \) is obtained as follows:

\[
U(q) = k \min_{t \in [0,1]} \frac{1}{2} (q - \mu_q(t))^2 \Sigma_q(t)^{-1} (q - \mu_q(t))
\]

(23)

The properties of \( U(q) \) and \( V_0(q) \) are summarized as follows.

**Property 1.** The potential function \( U(q) \) in (23) takes its minimum value 0 on arbitrary point on \( \mu_q(t) \), \( t \in [0,1] \).

**Proof.** Thanks to the positive definiteness of \( Q \), the covariance matrix \( \Sigma_q(t) \) is also positive definite, that is, the function \( V(q,t) = (q - \mu_q(t))^2 \Sigma_q(t)^{-1} (q - \mu_q(t)) > 0 \) \( \forall q - \mu_q(t) \neq 0 \), and this function takes its minimum value 0 with \( q - \mu_q(t) = 0 \) \( \forall t \in [0,1] \). Therefore, \( \min_{t \in [0,1]} V(q,t) \) takes minimum value 0 on \( \mu_q(t) \), \( t \in [0,1] \), and \( U(q) \) in (23) takes 0 on the set \( \mu_q(t), t \in [0,1] \) and \( U(q) > 0, q \neq \mu_q(t) \). \( \square \)

**Property 2.** If \( \Sigma_q(t) \) is constant, then \( V_0 = -\log(1/(2\pi)^N|\Sigma_q|) \), and \( U(q) \) in (23) becomes a quadratic function of \( q \) and its Hessian matrix is equal to \( \Sigma_q \).

Property 1 claims that the potential function \( U(q) \) in (23) takes its minimum value 0 on the mean value of the predictive distribution \( p(q|\hat{q}_{train}, t) \), \( t \in [0,1] \). Moreover, Property 2 implies that the function \( V_0 \) cancels just the offset of \( -\max_{t \in [0,1]} \log p(q(t)) \) and does not modify the quadratic term in \( -\max_{t \in [0,1]} \log p(q(t)) \). Thus, the function (23) keeps the condition for the potential function of path following control in the sense of the mean value of the probability density function without the loss of information of the covariance.

In general, it is difficult to obtain the analytic solution of \( U(q) \) in (23). In a numerical example in the next section, the potential function \( U(q) \) in (23) is obtained by numerical calculation.

### 3.4 Estimation of Desired Momentum

The estimation of the desired momentum is explained here. In [16], the estimation modeled of desired momentum is defined by a function of position. However, this model sometimes causes poor trackability to the desired path. In order to improve the trackability, the model structure of the port-Hamiltonian system and estimation model of normalized time are utilized.

The desired trajectory of the position \( q_d \) is defined by

\[
q_d(t) = \arg \max_{\hat{q}} p(q(t)|\hat{q}_d(t)).
\]

(24)

By using the relationship between \( \dot{q} \) and \( p \), the desired momentum \( p_d(t) \) is written as

\[
p_d(t) = M(q_d(t))\dot{q}_d(t).
\]

(25)
In order to adjust the momentum along to the desired trajectory, the desired momentum $p_{\text{ref}}$ is calculated as

$$p_{\text{ref}} = \frac{p_d(t)}{\|[p_d(t)]||} f(t), \quad (26)$$

where the function $f(t) \in \mathbb{R}$ is the design parameter to adjust the magnitude of the momentum. Thus, when the normalized time $t$ is modeled as a function of $q$, the time invariant desired momentum $p_{\text{ref}}(q)$ can be obtained.

Assume that the desired momentum is a function of the position $q$. The normalized time $t$ is modeled as follows:

$$t(q) = G\psi(q) + v(q). \quad (27)$$

Here $\psi(q) \in \mathbb{R}^d$ is the basis function, $G \in \mathbb{R}^{m \times d}$ is a weighting matrix, $v(q)$ is the noise described as $v(q) \in \mathbb{R}^m$, $p(v) = N(\nu(0), Q_p(q))$, $Q_p \in \mathbb{R}^{m \times m}$.

By using the same procedure as written in Section 3.3, the mean $\mu_q$ and the covariance $\Sigma_q$ of the predictive distribution $p(q(t)|q_{\text{train}}, q_{\text{test}}, q)$ are acquired via Bayesian inference with training dataset $q_{\text{train}} = (q^1, \ldots, q^n)$ and $t_{\text{train}} = (t^1, \ldots, t^n)$.

From the above, the desired momentum $p_{\text{ref}}$ is obtained as follows:

$$p_{\text{ref}}(q) = \frac{p_d(t(q))}{\|[p_d(t(q)]||} f(t(q)). \quad (28)$$

### 3.5 Algorithm

Here we summarize the procedure of parameter design for path following control from training trajectory data as the following algorithm.

**Algorithm**

1. Given: $N$ pairs of training trajectory datasets $(q^i, p^i, t^i)$ $i = 1, \ldots, N$, design parameters $k, f(t)$, the estimation models of trajectory (10) and of normalized time (27).
2. Calculate $\mu_q$ and $\Sigma_q$ according to (19) and (20).
3. Calculate $U(q)$ according to (23).
4. Calculate $p_{\text{ref}}(q)$ according to (28).
5. Calculate a path following controller $\beta_q$ according to (4).

### 4. Experimental Result

This section shows the effectiveness of the proposed method of constructing the potential function and the desired momentum for path following control by a simple experiment.

The experimental setting is illustrated in Fig. 1. Here the actual mouse dragging is treated as one of the human skills. The task setting is illustrated in Fig. 2. One operator drags the mouse from the start point to the goal point, avoiding the obstacles on the display. The objective of this experiment is to obtain the path following controller from the operator’s mouse dragging data.

In this experiment, the mouse pointer is virtually modeled as the following port-Hamiltonian system.

$$\dot{q} = \left[ \begin{array}{c} 0 \\ 0 \\ \dot{p} \end{array} \right] = \left[ \begin{array}{c} \frac{\partial f}{\partial q} \\ \frac{\partial f}{\partial p} \\ 0 \end{array} \right] + \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] u,$$

$$y = \frac{\partial H}{\partial p} (\dot{q}, \dot{p}),$$

$$H = \frac{1}{2} p^T M^{-1} p.$$  

Here $q = (q_1, q_2)^T$, $p = (p_1, p_2)^T$, and $M = I \in \mathbb{R}^{2 \times 2}$.

The training data set shown in Fig. 3 is obtained by four mouse dragging trajectories by one operator. From these training data sets, the potential function $U(q)$ and the desired momentum $p_{\text{ref}}$ are calculated.

The estimation models of the trajectory $q$ in (10) and the normalized time $t$ in (27) are chosen as follows:

\[ q(t) = F\psi(t) + w(t), \quad (30) \]

\[ \psi(t) = \left( \exp \left( \frac{t^2}{2} \right), \exp \left( \frac{(t - 0.2)^2}{18^2} \right), \exp \left( \frac{(t - 0.4)^2}{18^2} \right), \right. \]
\[ \left. \exp \left( \frac{(t - 0.5)^2}{18^2} \right), \exp \left( \frac{(t - 0.7)^2}{18^2} \right), \exp \left( \frac{(t - 1)^2}{9^2} \right) \right)^T, \]

\[ t(q) = G\psi(q) + v(q), \quad (31) \]

\[ \psi(q) = (1, q_1, q_2, q_1^2, q_1 q_2, q_2^2, q_1^3, q_1 q_3, q_2 q_3, q_3^2, q_1^3, q_1 q_3, q_3^2, q_1^3)^T. \]

For these models, the means and the covariances are calculated.
via Bayesian inference. Then, the potential function $U(q)$ in (23) and the desired momentum $p_{\text{ref}}$ in (28) are obtained by numerical computation.

The estimation result of trajectory $q(t)$ is shown in Fig. 4. The gray dots illustrate the position of the training data sets, and the broken line illustrates the estimated trajectory $\hat{q}(t)$. Figure 5 illustrates the time invariant potential function $U(q)$. The arrows in Fig. 6 shows the estimated value of $p_{\text{ref}}(q)$.

By using the potential function $U(q)$ shown in Fig. 5 and $p_{\text{ref}}(q)$ in Fig. 6, the path following controller (4) is acquired. Figure 7 shows the simulation result of path following control. The motion of the system is depicted by the solid line, and the desired path is depicted by the broken line in Fig. 7. Figure 7 illustrates the locus of the position $q$ and shows that the state starting from $q(0) = (0, 0)$ tracks the desired path.

### 5. Conclusions

In this paper, a design method of path following control for port-Hamiltonian systems based on Bayesian estimation using training trajectory data of the past operations has been proposed. Path following control has been interpreted from the viewpoint of the probability density function of the desired trajectory, and a design procedure of a potential function for path following control has been explained. A simple experiment has shown the effectiveness of the proposed method.

Future work will include its extension to cope with paths which have branches or intersections and controller design with other estimation methods.
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