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Abstract. In polarimetric instruments, it is often necessary to characterize the polarimetric dependence at various polarization states. Frequently, this is done by placing a polarizer between the instrument and light source. Certain polarizer materials (e.g., wire grids as opposed to polymer-based materials) tend to reflect a significant amount of light, which can cause second-order reflections in the region between the two polarizers. We characterize the reflections using Jones calculus and discuss their significance for polarization instruments.
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1 Introduction

It is well-known that polarimetric calibrations can be complicated since real polarizers are not ideal. Even seemingly simple measurements quickly become complicated by realities such as low-polarization contrast, spectral light leakage, or reflections. In this paper, we show experimental measurements and model the effects of multiple reflections in a rotating two-polarizer system. These effects arise in polarimetric calibration measurements that use partially or completely polarized light as a source for determining how a polarimeter responds as a function of the polarization orientation. The orientation of the polarization can be varied electronically with elements such as liquid crystal variable retarders or mechanically with a linear polarizer on a rotation stage. In the latter case, certain polarizers, such as wire grids, may partially reflect the electric field that is parallel to the grids, causing deviations from the ideal case defined by Malus’s law.

Reflection from a wire-grid polarizer is a well-known phenomenon; however, to our knowledge, the details of multiple reflections have not been discussed in the literature for a two-polarizer setup. Unlike polymer (or other absorptive) polarizers, reflections from wire grids can cause unwanted effects due to the superposition of the electric field. For example, narcissus and reflections of background radiance both must be dealt with in the long-wave (thermal) infrared, where the background is difficult to reduce, or accurately quantify. As a result, some researchers tilt the polarizer so that the reflection comes from a known source. This can be useful for removing unwanted reflections, but it requires a more complicated setup, and it may not always be possible to orient a polarizer at such an angle.

In this paper, we quantify the effects of multiple reflections within a two-polarizer experimental setup in the short-wave infrared (SWIR) spectral band. This analysis is not limited to SWIR wavelengths; rather, it is applicable in bands where a wire-grid polarizer (or other polarizer with reflective properties) has a good contrast ratio and where emissions from optical components are negligible (i.e., outside of the long-wave infrared). By quantifying the multiple reflections within the region between the two polarizers in a polarimetric calibration setup, we can mathematically account for the contributions using simple Jones calculus. Jones calculus is only applicable to completely polarized light, and thus we only consider polarimetric calibrations with completely polarized fields and begin the analysis only after the randomly polarized light passes through the first polarizer. This analysis shows that the first order (or ideal case) of a two-polarizer setup follows Malus’s law, and the second-order effect can be quantified with basic linear algebra.

2 Experimental Setup and Results

While conducting a polarimetric calibration to determine the polarimetric dependence of a SWIR polarimeter, we used a halogen light source with an integrating sphere as the randomly polarized input and a rotating polarizer to set the orientation of the polarization (referred to as polarizer 1). The spectral range of the halogen lamp spanned 0.350 to 2.4 μm and had a maximum total integrated radiance of 400 W m⁻² sr⁻¹. After light from the halogen source passed through the integrating sphere, the now randomly polarized light exited from a 10.16 cm aperture as a diffuse (noncollimated) disk of uniform light. The polarimeter had a fixed polarizer (referred to as polarizer 2) prior to the germanium detector. The absolute positions of either polarizer 1 or polarizer 2 were insignificant (unless the source or detector had some polarization dependence) and so only the relative angular displacement between the two needed be considered. Therefore, polarizer 2 was fixed for simplicity, whereas polarizer 1 was rotated to any arbitrary angle. Polarizer 1 was an aluminum wire grid on UV-grade fused silica with no coating, and polarizer 2 was an aluminum wire grid on Corning Eagle XG with an antireflective coating optimized for 1 to 2 μm. Both had an extinction ratio of about 5000:1. A schematic of the setup is shown in Fig. 1, where the first-order interactions are shown as randomly polarized input light filtered by polarizer 1 rotated to angle θ relative to 0, and then filtered again by the fixed polarizer 2 to transmit the x component to
the detector. The magnitudes of electric fields from second-order interactions, discussed below, are shown as the reflected components between polarizer 1 and polarizer 2. Although the schematic shows the wire grids facing the input, we performed experiments with all four permutations of wire grid placement and the same second-order reflections were present regardless of which direction either polarizer was facing. Reflections from the glass substrate likely also contribute to second-order reflections, but our experiments showed these to be much smaller than the wire grid reflections.

Polarizer 1 was rotated from 0 deg to 360 deg in increments of 1 deg using a high-precision rotation stage (Newport RV160CC). The accuracy of the stage was typically better than 0.005 deg. If there was a systematic error in the relative position between the two polarizers, it would produce a phase shift and could thus be ignored; however, a random error would reduce the goodness of fit. Data from this experiment, which were pedestal subtracted and normalized, are plotted in Fig. 2(a) as black dots, and Malus’s law $I(\theta) = \cos^2(\theta)$ is the blue line. Although the data nominally match the basic structure of the fit, there was a noticeable difference between the two at angles away from the peaks and troughs. By taking the difference between the data and the fit, a systematic error was apparent and is shown in Fig. 2(b) as green squares.

3 Model Using Jones Calculus

The systematic error between the data and fit was due to multiple reflections within the space between polarizer 1 and polarizer 2 and was modeled using Jones calculus. In
order to model the reflections—referred to as second-order interactions—we began by modeling the first-order output from the polarizer pair (with no reflections).

Jones calculus can only be applied to completely polarized light, so the analysis began after the randomly polarized input light passed through the first polarizer. This output was defined by the angle of polarizer 1 according to the Jones vector

$$J_0(\theta) = \begin{bmatrix} \cos(\theta) \\ \sin(\theta) \end{bmatrix}. \quad (1)$$

The $J_0(\theta)$ vector was then manipulated by a series of transmission and reflection matrices that came from the transmission matrix of a general rotated linear polarizer:

$$A_{lin}(\theta) = \begin{bmatrix} \cos^2(\theta) & \cos(\theta) \sin(\theta) \\ \cos(\theta) \sin(\theta) & \sin^2(\theta) \end{bmatrix}. \quad (2)$$

Polarizer 2, fixed at an angle of 0 rad, was simply $A_{T2} = A_{lin}(0)$, so the first-order output from the polarizer pair was calculated using

$$J_{fo}(\theta) = A_{T2} \cdot J_0(\theta) = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \cos(\theta) \\ \sin(\theta) \end{bmatrix} = \begin{bmatrix} \cos(\theta) \\ 0 \end{bmatrix}. \quad (3)$$

In an ideal case, the output from the polarizer pair would contain only this first-order term, which follows Malus’s law; however, Fig. 2 revealed that there was an additional output, referred to as the second-order output. This effect was dominated by a pair of reflections in the region between the two polarizers. As in the first-order scenario, the initial light through polarizer 1 was where Jones calculus began. The electric field represented by $J_0(\theta)$ then reflected from polarizer 2 (with reflection matrix $A_{R2}$), then traveled back to polarizer 1 and was reflected from it [with reflection matrix $A_{R1}$, Eq. (4)], and finally transmitted through polarizer 2 ($A_{T2}$). Since wire-grid polarizers may partially reflect the electric-field parallel to the wire-grid orientation, the Jones matrix in Eq. (2) was modified to account for the reflecting (and not transmitting) electric field by rotating $\theta$ by $\pi/2$ rad and multiplying by an electric-field reflection coefficient of $\rho_1$ and $\rho_2$ (where $\rho_1^2$ and $\rho_2^2$ were the reflectances) for polarizer 1 and polarizer 2, respectively. The Jones matrix that represented the reflecting nature of polarizer 1 was

$$A_{R1}(\theta) = \rho_1 A_{lin}(\pi/2 - \theta) = \begin{bmatrix} \rho_1 \sin^2(\theta) & \rho_1 \cos(\theta) \sin(\theta) \\ \rho_1 \cos(\theta) \sin(\theta) & \rho_1 \cos^2(\theta) \end{bmatrix}. \quad (4)$$

Similarly, the Jones matrix for the second polarizer was simply $A_{R2} = \rho_2 A_{lin}(\pi/2 - 0)$. Therefore, the second-order Jones vector was

$$J_{so}(\theta) = A_{T2} \cdot A_{R1}(\theta) \cdot A_{R2} \cdot J_0(\theta) = \begin{bmatrix} \rho_1 \sin^2(\theta) & \rho_1 \cos(\theta) \sin(\theta) \\ \rho_1 \cos(\theta) \sin(\theta) & \rho_1 \cos^2(\theta) \end{bmatrix} \begin{bmatrix} \rho_1 \sin^2(\theta) & \rho_1 \cos(\theta) \sin(\theta) \\ \rho_1 \cos(\theta) \sin(\theta) & \rho_1 \cos^2(\theta) \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix} = \begin{bmatrix} \rho_1^2 \rho_2^2 \sin^2(\theta) \cos^2(\theta) \\ 0 \end{bmatrix}. \quad (5)$$

The incoherent nature of the light source required that the irradiance (power per unit area) of each order be calculated as the modulus squared of the Jones vector before adding them together. The first-order output was found, as expected, to follow Malus’s law:

$$I_{fo}(\theta) = ||J_{fo}(\theta)||^2 = \cos^2(\theta). \quad (6)$$

The second-order output was determined by accounting for the first reflection from polarizer 2:

$$I_{fo}(\theta) = ||A_{R2} \cdot J_0(\theta)||^2 = \rho_2^2 \sin^2(\theta), \quad (7)$$

the second reflection (from polarizer 1):

$$I_{so}(\theta) = ||A_{R1}(\theta) \cdot A_{R2} \cdot J_0(\theta)||^2 = \rho_1^2 \rho_2^2 \sin^2(\theta) \cos^2(\theta), \quad (8)$$

and finally the transmission though polarizer 2

$$I_{so}(\theta) = ||J_{so}(\theta)||^2 = \rho_1^2 \rho_2^2 \cos^2(\theta) \sin^4(\theta). \quad (9)$$

The total output, the sum of the first-order and second-order irradiances, was

$$I_{total}(\theta) = I_{fo}(\theta) + I_{so}(\theta) = \cos^2(\theta)[1 + \rho_1^2 \rho_2^2 \sin^4(\theta)], \quad (10)$$

and revealed a deviation from Malus’s Law. By taking the derivative of the second-order irradiance [$I_{so}(\theta)$ in Eq. (9)] with respect to $\theta$

$$\frac{dI_{so}(\theta)}{d\theta} = 4 \sin^3(\theta) \cos^3(\theta) - 2 \sin^5(\theta) \cos(\theta), \quad (11)$$

and setting it equal to zero and solving for $\theta$, we found that the maximum of $I_{so}(\theta)$ occurred at

$$\theta_{max} = n \pi + m \tan^{-1} (\sqrt{2}), \quad (12)$$

where $n$ was an integer and $m = -1$ or 1.

The normalized irradiance of the total output $I_{total}(\theta)$, the first-order output $I_{fo}(\theta)$, the first reflection $I_{fo}(\theta)$, the second reflection $I_{so}(\theta)$, and the second-order output $I_{so}(\theta)$ are plotted in Fig. 3. The theoretical total output deviated from the first-order output [or $\cos^2(\theta)$] in the same way as the data in Fig. 2. The processes that contributed to the second-order output consisted of two reflections and a final transmission. Polarizer 1 and polarizer 2 in the experimental setup were nearly identical, so our simulations assumed that their field reflectivities were both 90% (i.e., $\rho_1 = \rho_2 = 0.90$). The first reflection had a $\pi/2$ rad phase shift from the total and first-order outputs due to the reflection (and not transmission) from polarizer 1. The second reflection induced the $\theta$ dependence because the light was interacting with the $\theta$-dependent polarizer 1 again, specifically with the $\pi/2 - \theta$ component in the reflection instead of the $\theta$ component from the transmission. Finally, the light transmitted through polarizer 2, which shifted the peaks of the second-order output from odd multiples of $\pi/4$ rad to $\theta_{max}$ and widened the valley at $\pi$ rad.

The simulated and experimental second-order outputs are shown in Fig. 4 and emphasize that the simulated and real data were nearly identical for a field reflectivity of 90% (or reflectances $\rho_1^2 = \rho_2^2 = 81\%$), which was similar to other reflectance values in the visible band. The troughs were located at multiples of $\pi/2$ rad with wide troughs at multiples...
of \( \pi \) rad, and the maxima from the experimental data were located at approximately \( \theta_{\text{max}} \). The field reflectivity value was found by iteratively fitting the experimental data to Eq. (10) and varying the field reflectivity until the root-mean-square error (RMSE) was at a minimum. When simulating the results with the experimentally determined field reflectivity, the maximum irradiance of the simulated second-order output matched the experimental maximum to within 0.17%.

The experimental data and the simulated total output are plotted in Fig. 5, with the first-order output also shown for reference. The inclusion of the second-order output in the calculation of the total shifted the value of irradiance from the first-order output to match the experimental data. The \( r^2 \) value (i.e., the ratio of the sum of squares of the regression and total sum of squares) was 0.9999 and the RMSE was 0.0026, indicating a near-perfect fit.

4 Conclusion

In polarimetric experiments (typically calibrations), where two polarizers are on axis with the source and detector, reflections in the space between the two polarizers can have significant impacts on the detected irradiance. Unlike polymer-based polarizers that absorb the electric field parallel to the orientation of the grid, wire-grid polarizers tend to reflect most of this component of the electric field. When the angle between two wire-grid polarizers is not an integer multiple of \( \pi /2 \) rad, reflections accumulated in our experiment to the point of altering the output by up to 9.7%. This can cause significant errors when trying to calculate the irradiance accurately and should, therefore, be compensated for. Third-order reflections contribute less than 1% and are ignored in this analysis, although if sensitive applications required this degree of precision, Eq. (5)
could be expanded and thus accommodate any necessary order. Equation (10) can mathematically compensate for the error caused by multiple reflections, thus eliminating the need to tilt or otherwise physically alter the experimental setup.

In addition to mathematically compensating for double reflections, the two-polarizer setup can be used to estimate the on-axis reflectance of wire-grid polarizers. Using Eq. (10) as a fit function and varying the field reflectivity values until the goodness of the fit is optimized will reveal the correct parameter, and thus the reflectance of the wire grid. On-axis reflection values can be difficult to experimentally measure, and so this method can be used to approximate the reflectance. It is likely that \( \rho_1 \) and \( \rho_2 \) are affected by other parameters in addition to field reflectivity, such as depolarization effects; however, the field reflectivity appears to be the dominant factor.

The reflective properties of wire-grid polarizers must be accounted for in a calibration or measurement. The analysis performed in this paper provides researchers with the necessary equations to compensate for second-order reflections so that both polarizers can remain on-axis. Furthermore, using this analysis as a stepping stone, the theory can be applied to more complicated and sensitive experiments and broaden the usability of the results in this paper.
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