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Abstract—We consider estimation under model misspecification where there is a model mismatch between the underlying system, which generates the data, and the model used during estimation. We propose a model misspecification framework which enables a joint treatment of the model misspecification types of having fake features as well as incorrect covariance assumptions on the unknowns and the noise. We present a decomposition of the output error into components that relate to different subsets of the model parameters corresponding to underlying, fake and missing features. Here, fake features are features which are included in the model but are not present in the underlying system. Under this framework, we characterize the estimation performance and reveal trade-offs between the number of samples, number of fake features, and the possibly incorrect noise level assumption. In contrast to existing work focusing on incorrect covariance assumptions or missing features, fake features is a central component of our framework. Our results show that fake features can significantly improve the estimation performance, even though they are not correlated with the features in the underlying system. In particular, we show that the estimation error can be decreased by including more fake features in the model, even to the point where the model is overparametrized, i.e., the model contains more unknowns than observations.

Index Terms—Model uncertainty, model mismatch, robustness.

I. INTRODUCTION

IN THIS paper, we study the linear estimation problem when the model is misspecified, or in other words, when there is a mismatch between the true underlying system and the assumed model during estimation. In particular, under isotropic Gaussian features, deterministic unknowns and fake features

\[
y = A_S x_S + A_C x_C + A_F x_F,
\]

where \(A_S\) and \(A_C\) are statistical matrices, \(A_F\) is a deterministic matrix, and \(x_S\), \(x_C\), and \(x_F\) are the deterministic unknowns, statistical features, and fake features, respectively. In this framework, we characterize the estimation performance and reveal trade-offs between the number of samples, number of fake features, and the possibly incorrect noise level assumption. In contrast to existing work focusing on incorrect covariance assumptions or missing features, fake features are a central component of our framework. Our results show that fake features can significantly improve the estimation performance, even though they are not correlated with the features in the underlying system. In particular, we show that the estimation error can be decreased by including more fake features in the model, even to the point where the model is overparametrized, i.e., the model contains more unknowns than observations.

Within this framework, we analyze the effect that the fake features \(A_F\) have on the estimation performance. Here, the fake features \(A_F\) are statistically independent of the underlying features \(A_S\) and \(A_C\), hence they have no explanatory power for the observations \(y\). This formulation allows us to explore the fundamental relationships between the estimation performance and the model complexity. In particular, we study the mismatch between the number of parameters in the true underlying system, and the number of parameters in the model assumed during estimation. In this paper, we contribute to the line of work on overparameterization by focusing on fake features and error decomposition under a statistical estimation framework.

Double-descent curves are often observed under some of model misspecification, such as missing features [2, 4, 5], or incorrectly tuned regularization parameters [11]. In [1], a preliminary characterization of the least-squares estimation error with fake and missing features has been presented for deterministic unknowns. Under isotropic Gaussian features, and with only missing features, i.e., \(p_F = 0\), more explicit expressions for the estimation error with deterministic priors are presented in [2] and [4], and in [5] with stochastic priors. More general covariance structures have been investigated for the features [6], [8], and connections between the estimation performance and the effective rank of the covariance matrix have been studied [7], [14]. Misalignments between the features and unknowns have been studied for neural networks [9], as well as in the asymptotic regime of linear regression with a special case of noisy fake features [10]. Mismatches between linear data generation and non-linear estimation models have been investigated [12]. Double-descent curves have also been observed in the setting of distributed learning, where each learner has a subset of the underlying features at its disposal, effectively

Manuscript received 30 September 2022; accepted 6 January 2023. Date of publication 17 January 2023; date of current version 8 February 2023. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Justin Dauwels. The work of M. Hellkvist and A. Özçelikkale was supported by Swedish Research Council under Grant 2015-04011 (Corresponding author: Martin Hellkvist.)

The authors are with the Department of Electrical Engineering, Uppsala University, 751 21 Uppsala, Sweden (e-mail: martin.hellkvist@angstrom.uu.se; ayca.ozcelikkale@angstrom.uu.se; anders.ahlén@angstrom.uu.se). Digital Object Identifier 10.1109/TSP.2023.3237174
creating local models with missing features and without fake features [15], [16].

Model misspecifications often arise in practical application scenarios and can drastically affect the performance, such as in the case of positioning problems [17], channel estimation for wireless communications [18] and radar applications [19]. Accordingly, robust estimation methods under covariance matrix uncertainties have been investigated under a range of estimation settings, such as the constrained minimum mean squared error estimator [20], the generalized difference regret criterion [21] and a maximum a-posteriori estimator [22], as well as robustness under missing features [23].

An important example of the misspecification scenarios covered by our formulation, is that of overcomplete dictionaries, i.e., dictionaries that contain more features than what is needed to represent a given family of signals. In our formulation, an overcomplete dictionary is obtained when there are fake features, but no missing features. Overcomplete dictionaries are commonly used for signal representation [24], and such representations has been investigated from various aspects, including finding sparse representations within large overcomplete dictionaries in the compressive sensing framework [24], and also under dictionary mismatch [25], [26], [27]. In contrast to the above line of work, where a low-dimensional representation is sought, we instead focus on the scenario where the overcomplete dictionary is directly used.

The aim of this paper is to characterize the estimation performance with the model misspecifications of fake and missing features. We formulate this problem in the framework of linear minimum mean squared error (LMMSE) estimation [28]. We focus on the average estimation performance in terms of the unknowns, i.e., the mean squared error (MSE). Another type of model misspecification that we consider is constituted by potential discrepancies between the true covariance matrices and those used during estimation. The main contributions of this work are as follows:

- We present a statistical estimation framework which introduces a general notion of model misspecification with both fake features and incorrect covariance matrix assumptions.
- We provide analytical expressions for the MSE related to each set of unknowns $x_S$, $x_C$ and $x_F$ as well as the output $y$, as functions of the number of fake features and missing features, for both under- and overparameterized settings, i.e., $n > p_S + p_F$ and $n < p_S + p_F$.
- We show that the presence of fake features can significantly improve the estimation performance for $x_S$ compared to when there are no fake features; even in the over-parameterized regime, and even though the fake features are uncorrelated with the true underlying features.
- Our decomposition of the MSE associated with $y$ in terms of the MSEs associated with $x_S$, $x_C$ and $x_F$ quantifies the difference in the behaviour of these errors.

Consistent with the line of work focusing on missing features [2], [4], [5], [6], we show that the error can be very large if the number of observations $n$ is close to the assumed model dimension, which in our setting is $p_S + p_F$, i.e., the sum of the number of included underlying features and fake features. The decrease in error with increasing $p_F$ in the overparametrized regime confirms the presence of double-descent behaviour even with fake features. Our results further show that even when the MSE associated with $y$ stays on the same level for the under/over-parameterized scenarios, the minimum error for the unknowns $x_S$ can be obtained in the overparametrized scenario with a high number of fake features. These results also suggest that the model may learn the parameters of the underlying system even though the output prediction is poor.

The rest of the paper is structured as follows: Section II presents the problem formulation. In Section III, we provide our first main result in Theorem 1, which characterizes the MSE when the assumed noise level is zero. The problem setting is then generalized in Section IV with a non-zero noise level assumption, and we present our second main result in Theorem 2. We illustrate our results with numerical experiments in Section VI. We provide further discussions in Section VII, and conclude the paper in Section VIII.

Notation: We denote the Moore-Penrose pseudoinverse and the transpose of a matrix $A$ as $A^+$ and $A^T$, respectively. The $m \times m$ identity matrix is denoted as $I_m$. The Euclidean norm and trace operator are denoted by $\| \cdot \|$ and $\text{tr}(\cdot)$, respectively. We use $E[\cdot]$ or $E_x[\cdot]$ to emphasize that the expectation is taken with respect to the random variable $x$. For two random column vectors $z$, $w$, we denote their covariance matrix by $K_{zw} = E_z w[(z - E_z[z])(w - E_w[w])^T]$. For auto-covariance matrices, we write the subscript only once: $K_z = K_{zz}$. We use the notation $(\cdot)_+ = \max(\cdot, 0)$. We refer a vector/matrix with independent and identically distributed (i.i.d.) elements with $N(0, 1)$ as a standard Gaussian random vector/matrix.

II. PROBLEM STATEMENT

A. The Underlying System and the Misspecified Model

In this paper, we consider noisy observations $y$ which are generated by the following linear system,

$$y = \tilde{A}x + v = A_S x_S + A_C x_C + v. \tag{1}$$

We refer to the system in (1) as the underlying system. The following linear model represents a misspecification of the underlying system

$$y = \tilde{A}\tilde{x} + \tilde{v} = A_S x_S + A_F x_F + \tilde{v}. \tag{2}$$

We refer to (2) as the misspecified model. Here, the matrix $A_S \in \mathbb{R}^{n \times p_S}$ represents the features that are present in both (1) and (2), and the matrices $A_C \in \mathbb{R}^{n \times p_C}$ and $A_F \in \mathbb{R}^{n \times p_F}$ represent the missing features and the fake features, respectively. The matrices $\tilde{A}$ and $\tilde{A}$ are composed as

$$\tilde{A} = [A_S, A_C] \in \mathbb{R}^{n \times p}, \tag{3}$$

$$\tilde{A} = [A_S, A_F] \in \mathbb{R}^{n \times p}. \tag{4}$$

The unknowns are denoted by $x_S \in \mathbb{R}^{p_S \times 1}$, $x_C \in \mathbb{R}^{p_C \times 1}$, and $x_F \in \mathbb{R}^{p_F \times 1}$, respectively, where

$$x = [x_S^T, x_C^T]^T \in \mathbb{R}^{p_S + p_C} \tag{5},$$

$$\tilde{x} = [x_S^T, x_F^T]^T \in \mathbb{R}^{p_S + p_F} \tag{6}.$$
Fig. 1. Illustration of the underlying system. The features in $A_S$ and $A_C$ together with the noise $v$ generate the observations $y$.

Fig. 2. Illustration of the misspecified model. The features in $A_C$ are missing, and there are additional fake features $A_F$.

We have that $p = p_S + p_C$ and $\bar{p} = p_S + p_F$. The vector $y \in \mathbb{R}^{n \times 1}$ denotes the observations, and $v \in \mathbb{R}^{n \times 1}$ and $\bar{v} \in \mathbb{R}^{n \times 1}$ denote the observation noise in the underlying system and the misspecified model, respectively. Figs. 1 and 2 illustrate the underlying system and the misspecified model, respectively. Note that the underlying system in (1) can be equivalently expressed as follows, by setting $x_F = 0$,

$$y = A_S x_S + A_C x_C + A_F x_F + v,$$

highlighting the mismatch between the underlying system and the misspecified model (2).

In the considered setting, the observations in $y$ are generated by the underlying system in (1) and we are interested in estimating the unknowns $x$. We do not have full knowledge of the underlying system in (1). Instead, we base the estimation on the belief that $y$ comes from the (incorrect, misspecified) model in (2). In particular, we do not have full knowledge of the correct feature matrix $\tilde{A} = [A_S, A_C]$. In the misspecified model, not only the features in $A_C$ are missing, but there are also additional fake features $A_F$ that are not present in the underlying system.

The unknowns $x_S, x_C$, and $x_F$, and the noise vectors $v$ and $\bar{v}$ are zero-mean random vectors. The noise vectors are uncorrelated with each other and the unknowns. For any random vector $z \in \mathbb{R}^m$, the associated covariance matrix is denoted by $K_z \in \mathbb{R}^{m \times m}$.

In addition to using the misspecified model in (2), the true covariance matrices are not known during estimation, and we use $\bar{K}$ to denote an assumed covariance matrix. For example, $\bar{K}_{\bar{z}}$ denotes the assumed covariance matrix of $\bar{z}$. Note that the assumed covariance matrix is not necessarily equal to its true counterpart $K_{\bar{z}}$, i.e., we possibly have $K_{\bar{z}} \neq K_{\bar{z}}$.

B. Linear Estimation and the MSE

We consider linear estimators, i.e., estimators such that the estimate is a linear function of the observations. Suppose that $(W_S, W_C, W_F)$ are estimators for $(x_S, x_C, x_F)$, with the associated estimates $\hat{x}_S = W_S y$, $\hat{x}_C = W_C y$ and $\hat{x}_F = W_F y$. Then, the corresponding MSEs are given by

$$J_S(W_S) = \mathbb{E}_{x,y} \|x_S - \hat{x}_S\|^2 = \mathbb{E}_{x,y} \|x_S - W_S y\|^2,$$
$$J_C(W_C) = \mathbb{E}_{x,y} \|x_C - \hat{x}_C\|^2 = \mathbb{E}_{x,y} \|x_C - W_C y\|^2,$$
$$J_F(W_F) = \mathbb{E}_{x,y} \|x_F - \hat{x}_F\|^2 = \mathbb{E}_{x,y} \|x_F - W_F y\|^2,$$

where the expectations are taken over the probability distributions of $x$ and $y$ from the underlying system in (1). The estimators for $x = [x_S^T, x_C^T]^T$ and $\bar{x} = [x_S^T, x_F^T]^T$ can be written as $W = [W_S^T, W_C^T]^T \in \mathbb{R}^{p \times n}$ and $\bar{W} = [\bar{W}_S^T, \bar{W}_F^T]^T \in \mathbb{R}^{p \times n}$, with the associated estimates $\hat{x} = W y$ and $\bar{\hat{x}} = \bar{W} y$. Hence, the estimators for the composite vectors $x$ and $\bar{x}$ are written as a combination of the linear estimators of their respective parts.

Our interest lies in the unknowns of the underlying system $x = [x_S^T, x_F^T]^T$. Hence, we focus on the MSE over $x$, i.e.,

$$J(W) = \mathbb{E}_{x,y} \|x - \hat{x}\|^2 = J_S(W_S) + J_C(W_C).$$

C. LMMSE Estimation – True Model

The LMMSE estimator, i.e., the matrix $W \in \mathbb{R}^{p \times n}$ that minimizes the MSE $J(W)$, is given by $W_O = \text{arg min}_W \mathbb{E}_{x,y} \|x - W y\|^2$, where the subscript $O$ emphasizes that the estimator is optimal. Under correct model assumptions, $W_O$ is given by, [28],

$$W_O = K_{x_S} K_y^+ = K_x \bar{A}^T (\bar{A} K_x \bar{A}^T + K_y)^+ = \begin{bmatrix} W_{O,S} \\ W_{O,C} \end{bmatrix}.$$

Here we have used that $y$ comes from the underlying system in (1), from which $K_{xy} = K_x \bar{A}^T \in \mathbb{R}^{p \times n}$, and $K_y = \bar{A} K_x \bar{A}^T + K_y \in \mathbb{R}^{p \times n}$. The matrices $W_{O,S} \in \mathbb{R}^{p \times p}$ and $W_{O,C} \in \mathbb{R}^{p \times p}$ denote the blocks of $W_O$ which estimate $x_S$ and $x_C$, respectively.

In (12), we use the Moore-Penrose pseudoinverse, hence the estimator minimizes the MSE regardless of whether $K_y$ is singular or not [28, Theorem 3.2.3].

D. LMMSE Estimation – Misspecified Model

In this paper, our focus is on estimation under the model mismatch caused by the discrepancy between the underlying system (1) and the misspecified model (2). Hence, we consider the estimator based on the assumed covariance matrices $\bar{K}_{\bar{x}y} \in \mathbb{R}^{p \times n}$ and $\bar{K}_y \in \mathbb{R}^{p \times n}$, which are given by $\bar{K}_{\bar{x}y} = \bar{K}_{\bar{x}} \bar{A}^T$ and $\bar{K}_y = \bar{A} \bar{K}_{\bar{x}} \bar{A}^T + \bar{K}_{\bar{y}}$. The associated estimator $\bar{W} \in \mathbb{R}^{p \times n}$ is thus

$$\bar{W} = \bar{K}_{\bar{x}y} \bar{K}_y^+ = \bar{K}_x \bar{A}^T (\bar{A} \bar{K}_x \bar{A}^T + \bar{K}_{\bar{y}})^+ = \begin{bmatrix} \bar{W}_S \\ \bar{W}_F \end{bmatrix},$$

where $\bar{W}_S \in \mathbb{R}^{p \times n}$ and $\bar{W}_F \in \mathbb{R}^{p \times n}$. Given $y$ from (1), the estimator $\bar{W}$ produces the estimate

$$\hat{x} = \begin{bmatrix} \hat{x}_S \\ \hat{x}_F \end{bmatrix} = \bar{W} y.$$
where \( \hat{x}_S = \hat{W}_S y \in \mathbb{R}^{pS \times 1} \), \( \hat{x}_F = \hat{W}_F y \in \mathbb{R}^{pF \times 1} \). Note that \( x_C \) is missing from the misspecified model (2), hence the associated estimator of \( x_C \) is set to \( \hat{W}_C = 0 \in \mathbb{R}^{pC \times n} \) and we have \( \hat{x}_C = \mathbb{E}_x[x_C] = 0 \). The corresponding MSEs in (8)–(10) are then \( J_S(\hat{W}_S), J_C(\hat{W}_C) \) and \( J_F(\hat{W}_F) \).

A key performance criterion considered in this paper is the estimation error for \( x_S \) and \( x_C \) of the underlying system. The corresponding MSE is given by

\[
J(\hat{W}) = J_S(\hat{W}_S) + J_C(\hat{W}_C). \tag{15}
\]

Note that the expectation in \( J(\hat{W}) \) is taken with respect to the true underlying distribution of \( x \) and \( y \), hence it evaluates the MSE that is obtained when the data comes from (1) but the estimator \( \hat{W} \) is used, which is based on the misspecified model in (2).

To summarize our setting, \( y \) is generated by the system in (1). The estimation is performed using the features available to us, \( A_S \) and \( A_F \), and produce estimates for \( x_S \) and \( x_F \) based on the misspecified model in (2), implicitly setting the estimate of \( x_C \) to zero.

E. Random Feature Matrices and Expected MSE

We now define the expected MSE over features, which is the main performance criterion in this work.

We analyze the MSE \( J(\hat{W}) \) in (15), and specifically how it depends on the feature matrices \( A_S, A_C, A_F \). We model the feature matrices as statistically independent standard Gaussian random matrices, i.e., all elements of the matrices are i.i.d. with \( \mathcal{N}(0, 1) \). The features are uncorrelated with the unknowns and the noise.

The expected MSE associated with \( \hat{W} \) in (13) over the distribution of \( A = [A_S, A_C, A_F] \in \mathbb{R}^{n \times (p_S + p_C + p_F)} \) is

\[
\varepsilon(p_S, p_C, p_F, n) = \mathbb{E}_A[J(\hat{W})]. \tag{16}
\]

In other words, we obtain one set of feature matrices \([A_S, A_C, A_F]\), compute \( \hat{W} \), and the associated MSE \( J(\hat{W}) \) with respect to the distribution of the matrices in \( A \). Hence, the statistical model on the features lets us analyze the MSE from the perspective of performing multiple experiments over different realizations of \( A \).

III. EXPECTED MSE UNDER MODEL MISSPECIFICATION

In this section, we present one of our main results, Theorem 1, which provides an analytical expression for the expected MSE of the LMMSE estimator \( \hat{W} \) in (13) under the assumption \( \tilde{v} = 0 \) and, i.e., the assumed noise level is zero:

**Theorem 1:** Let \( \tilde{K}_\varepsilon = I_p, \tilde{K}_0 = \sigma_v^2 I_n, \tilde{K}_\varepsilon = 0, n \geq 1. If \( n > p + 1 \), then the expected MSE in (16) associated with \( \hat{W} \) in (13) is

\[
\varepsilon(p_S, p_C, p_F, n) = \frac{p_S}{n-p-1}(\text{tr}(\tilde{K}_{x_S}) + \sigma_v^2) + \text{tr}(\tilde{K}_{x_C}). \tag{17}
\]

If \( p > n + 1 \), then

\[
\varepsilon(p_S, p_C, p_F, n) = \frac{np_S}{p(p-n-1)}(\text{tr}(\tilde{K}_{x_C}) + \sigma_v^2). \tag{18}
\]

Proof: See Appendix B.

Recall that \( \tilde{p} = p_S + p_F \). Theorem 1 shows how the expected MSE \( \varepsilon \) varies with the number of samples \( n \), observed underlying features \( p_S \) and fake features \( p_F \) in the misspecified model (2). In particular, Theorem 1 shows the following:

1. The expected MSE \( \varepsilon \) has no dependence on the covariance structure of the unknowns, but only depends on the respective power levels, i.e., \( \text{tr}(\tilde{K}_{x_S}) \) and \( \text{tr}(\tilde{K}_{x_C}) \).
2. The expected MSE takes on very large values when the number of data points is close to the assumed model size, i.e., \( n \approx \tilde{p} \). See that \( n - \tilde{p} - 1 \) or \( \tilde{p} - n - 1 \) appear in the denominators of the respective leading terms in (17) and (18). Note that this peak around \( n \approx \tilde{p} \) occurs only if \( \text{tr}(\tilde{K}_{x_C}) + \sigma_v^2 > 0 \), i.e., the observations are noisy, or there are missing features.
3. The expected MSE is not a monotonically increasing function of \( p_F \). We further discuss this point in Section III-A.
4. In the limit of \( n \to \infty \), the effect of the fake features vanishes, and the observed unknowns \( x_S \) are estimated perfectly. Hence the error approaches \( \varepsilon \to \text{tr}(\tilde{K}_{x_S}) \), i.e., the missing unknowns \( x_C \) constitute all of the error.

**Remark 1:** Let \( \tilde{K}_\varepsilon = 0, \tilde{K}_\varepsilon > 0 \). Consider a given vector of observations \( y \). If the model has as many parameters as there are observations, i.e., \( \tilde{p} = n \), then the model perfectly fits the observations at hand:

\[
y = \hat{A} = \hat{A} y = \tilde{A} K_\varepsilon \hat{A}^T (\tilde{A} K_\varepsilon \hat{A}^T)^{-1} y = y. \tag{19}
\]

On the other hand, \( \hat{A} \) does not necessarily provide a good estimate of the unknowns; hence the large error values around \( n \approx \tilde{p} \) in (17) and (18) are obtained.

The fake features in our framework can be associated with the weak features investigated in [9], [10]. Consistent with [9], [10], our work shows that irrelevant features can be beneficial.

The main contribution of Theorem 1 is quantification of the fake features’ effect on the estimation performance for the underlying features \( x_S \). Theorem 1 with \( p_F > 0 \) together with the results on the output error (i.e., the error in \( y \), see (38)) shows that the error \( \varepsilon \), i.e., the error for the model parameters \( x_S \) and \( x_C \), behaves significantly different from the output error. This aspect has been overlooked in the literature which either focuses on the output error, which is not necessarily the same as the error in the model parameters \( x_S \) and \( x_C \), or consider the unknowns without fake features. For the special case of \( p_F = 0 \), Theorem 1 provides the output error (minus an additive term of \( \sigma_v^2 \)) which is consistent with the results with missing features [4], [5]. Nevertheless, the results of Theorem 1 in its general form cannot be derived from expressions of the output error and it constitutes a component of a non-trivial decomposition of the output error, see Section V.

A. Effect of Fake Features

Theorem 1 shows that the presence of fake features, i.e., \( p_F > 0 \), can be beneficial to the estimation performance when the model is misspecified. In this section, we discuss this phenomenon.
For values of $p_F$ such that $\bar{p} < n - 1$, i.e., if the misspecified model is underparameterized, then $p_F = 0$ minimizes the expected MSE $\varepsilon$. In other words, $\varepsilon$ is monotonically increasing with $p_F$ in the underparameterized regime. The overparameterized case, i.e., $\bar{p} > n + 1$, is less straightforward and discussed next.

Corollary 1: Consider the setting of Theorem 1. If the number of samples $n$, and underlying unknowns $p_S$ and $p_C$ are fixed, and $n < \infty$, $p_S < \infty$ and $p_C < \infty$, then the following holds:

i) $\lim_{p_F \to \infty} \varepsilon(p_S, p_C, p_F, n) = \operatorname{tr}(K_x)$.

ii) If $p_F \to \infty$, then the expected MSE $\varepsilon$ approaches the limit in i) from below.

Proof: See Appendix C.

By Theorem 1, if $\operatorname{tr}(K_{x,c}) + \sigma_v^2 > 0$, the expected MSE $\varepsilon$ diverges if $n \approx \bar{p}$. On the other hand, Corollary 1 shows that $\varepsilon$ approaches its limit for $p_F \to \infty$ from below with increasing $p_F$. These observations together reveal the following:

Remark 2: Under $\operatorname{tr}(K_{x,c}) + \sigma_v^2 > 0$ and $\bar{K}_x = 0$, $\varepsilon$ is non-monotonic as $p_F$ increases and there is a local minimum with non-zero $p_F$ in the overparameterized regime, i.e., $n < \bar{p}$.

The following corollary shows that under certain signal power conditions, the expected MSE $\varepsilon$ is lower for $p_F \to \infty$ than for $p_F = 0$.

Corollary 2: Consider the setting of Theorem 1. Let $\operatorname{tr}(K_{x,c}) = r \operatorname{tr}(K_x)$, and $\operatorname{tr}(K_{x,c}) = (1 - r) \operatorname{tr}(K_x)$ with $0 \leq r \leq 1$. If $n \geq p_S$, $n > 1$, and

\begin{equation}
    r < \frac{p_S}{n - 1} \frac{\operatorname{tr}(K_x) + \sigma_v^2}{\operatorname{tr}(K_x)},
\end{equation}

then the expected MSE is smaller as $p_F \to \infty$ than for $p_F = 0$.

Proof: See Appendix D.

With the insights gained from Corollary 1 and Corollary 2, we observe the following:

Remark 3: Even though the fake features represents a model misspecification, their presence can improve the estimation performance, even when the model with fake features is drastically overparameterized.

In the setting of Theorem 1, the estimator $\hat{W}$ from (13) is given by $\hat{W} = \hat{A}^+ = (\hat{A}^T \hat{A})^{-1} \hat{A}^T$, where $\hat{A} = [A_S, A_F]$ is the matrix of regressors of the misspecified model. The underlying mechanism which explains the potential benefits of fake features is directly connected to the spectral properties of the matrix $A^T \hat{A}$. This point is discussed in more detail in the subsequent sections.

IV. MODEL MISSPECIFICATION AND NOISE LEVEL ASSUMPTION

We now present our second main result, Theorem 2 which generalizes the setting of Theorem 1 by allowing the assumed noise level to be non-zero.

Theorem 2: Let $K_{\bar{x}} = I_\bar{p}$, $K_c = \sigma_v^2 I_n$, $K_\bar{v} = \sigma_0^2 I_n > 0$, and $\bar{p} > 1$. Then the expected MSE associated with $\hat{W}$ in (13) is

\begin{equation}
    \varepsilon(p_S, p_C, p_F, n) = \frac{\operatorname{tr}(K_{x,c}) + \sigma_v^2}{\bar{p}} \mu_1 + \mu_2 \operatorname{tr}(K_{x,c}) + \operatorname{tr}(K_{x,c}),
\end{equation}

where

\begin{equation}
    \mu_1 = \sum_{i=1}^{\bar{p}} \frac{\lambda_i}{\lambda_i - \sigma_v^2},
\end{equation}

and

\begin{equation}
    \mu_2 = \frac{1}{\bar{p}(\bar{p} + 2)} \left( (p_S + 2) \sum_{i=1}^{\bar{p}} \frac{\sigma_v^2}{\lambda_i + \sigma_v^2} + 2p_S \sum_{i=1}^{\bar{p}} \sum_{j=1}^{p_S} \frac{\sigma_v^2}{\lambda_i + \sigma_v^2} \right),
\end{equation}

and $\lambda_i$ are the eigenvalues of $\hat{A}^T \hat{A} \in \mathbb{R}^{p_S \times \bar{p}}$.

Proof: See Appendix E. Note that while the setting of Theorem 1 is a special case of Theorem 2 in the limit of $\sigma_v \to 0$, we have kept the results separate since the setting with $\sigma_v = 0$ allows more explicit evaluations of the expressions.

A. Effect of Fake Features and Noise Level Assumption

The expressions in Theorems 1 and 2 show how the presence of fake features can have a regularizing effect on the expected MSE. Additionally in Theorem 2, we see the regularizing effect of the noise level assumption $\sigma_v$. We will now discuss these effects in detail.

In the setting of Theorem 2, the potentially misspecified covariance matrices are given by $K_s = I_\bar{p}$ and $K_v = \sigma_0^2 I_n$. By (13), with these covariance matrices, the estimator is $\hat{W} = \hat{A}^T (\hat{A}^T \hat{A} + \sigma_0^2 I_n)^{-1}$, which can be rewritten as

\begin{equation}
    \hat{W} = (\hat{A}^T \hat{A} + \sigma_0^2 I_\bar{p})^{-1} \hat{A}^T.
\end{equation}

Hence, if $\hat{A}^T \hat{A} + \sigma_0^2 I_\bar{p}$ is ill-conditioned then it will affect the behaviour of the estimator.

Recall that $\hat{A} \in \mathbb{R}^{n \times \bar{p}}$, where $n$ is the number of observations, and $\bar{p} = p_S + p_F$ is the number of unknowns in the misspecified model. It has been established that the singular values of an $n \times \bar{p}$ matrix with i.i.d. zero-mean random entries with unit variance lie on the interval $[\sqrt{n} - \sqrt{\bar{p}}, \sqrt{n} + \sqrt{\bar{p}}]$ with high probability [29]. Asymptotically as $n$ and $\bar{p}$ grows, all singular values lie in this interval. The non-zero eigenvalues $\lambda_i$ of $\hat{A}^T \hat{A}$ are the squared singular values of $\hat{A}$, hence these $\lambda_i$ are lower bounded by $\lambda_{\min} \triangleq (\sqrt{n} - \sqrt{\bar{p}})^2$, with high-probability. Now suppose that the assumed noise level $\sigma_v$ is small in relation to $\lambda_{\min}$, and note that $\lambda_i$ appears in the denominators of the fractions $\frac{\lambda_i - \sigma_v^2}{\lambda_i + \sigma_v^2}$ in (23). These fractions are then $\approx \frac{1}{\lambda_i}$, which can take on very large values if $\lambda_{\min}$ is close to zero, i.e., if $n \approx \bar{p}$.

Remark 4: With $\sigma_0^2$ small, the peak in MSE when the number of samples is close to the assumed model size, i.e., $n \approx \bar{p}$, occurs because if $n \approx \bar{p}$, then non-zero eigenvalues of $\hat{A}^T \hat{A}$ may be close to zero (but not exactly zero) with high probability. By changing the number of fake features $p_F$, the probability of having non-zero eigenvalues close to zero decreases, hence the problem becomes effectively regularized.

Similarly, the MSE in Theorem 1 (where $\sigma_0^2 = 0$) also takes on large values if $n \approx \bar{p}$, where the effect of the dimensions on the error can be directly seen in $n - \bar{p} - 1$ or $\bar{p} - n - 1$, which appear in the denominators of the terms in (17) and (18). Hence,
p_F can act as a regularizer both with $\tilde{\sigma}_0 > 0$ under small $\tilde{\sigma}_0$ and with $\tilde{\sigma}_0 = 0$.

Nevertheless, the MSE peak at $n \approx \bar{p}$ can be dampened by a large enough $\tilde{\sigma}_0$. In particular, consider the fractions $\frac{\hat{\mu}_1}{(n + \tilde{\sigma}_0^2)^2}$ in (23). If $\tilde{\sigma}_0$ is large enough in relation to the eigenvalue distribution’s lower bound $\epsilon_{\text{min}}$, then these fractions take small values with high probability, preventing divergent error behaviour. Although $\tilde{\sigma}_0$ can be used to regularize the problem and dampen the peak in MSE around $n \approx \bar{p}$, its value should not be too high. The next remark illustrates this point:

**Remark 5:** In the setting of Theorem 2, the expected MSE is constant in the limit of $\tilde{\sigma}_0 \to \infty$, for any $n < \infty$, $\bar{p} < \infty$:

$$\lim_{\tilde{\sigma}_0 \to \infty} \varepsilon(p_S, p_C, p_F, n) = \text{tr}(K_x).$$

(26)

This result is a straightforward consequence of the fact that $\bar{W} \to 0$ in (13) as $\tilde{\sigma}_0 \to \infty$. Note that $\text{tr}(K_x)$ is the a priori uncertainty for $\tilde{x}$, hence (26) shows that when $\tilde{\sigma}_0$ is too high, little or no reduction in uncertainty is gained with estimation.

We discuss $\bar{W}$ in relation to the regularized least-squares (LS) approach

$$\hat{\tilde{\mu}}_{LS} = \arg \min_{\tilde{\mu}} \| y - \tilde{\tilde{A}} \tilde{x} \|^2 + \mu \| \tilde{x} \|^2,$$

(27)

where $\mu > 0$ is the regularization parameter. This framework is typically referred to as ridge regression, or Tikhonov regularization [30], and has been well-studied. Recent works have focused on the perspective of double descent [11], and robust estimation [31], [32]. The optimal LS solution is given by $\hat{\tilde{\mu}}_{LS} = \bar{W}y$, with $\bar{W}$ from (25), and $\tilde{\sigma}_0^2 = \mu > 0$. The regularization term with $\mu > 0$ is known to mitigate effects of the potentially ill-conditioned matrix $\tilde{\tilde{A}}$, confirming the role of $\tilde{\sigma}_0^2$ as a regularization parameter. As discussed above, our results illustrate that $p_F$ plays a similar regularizing role.

**B. Optimal Noise Level Assumption**

We will now consider the special case with a large number of observations, i.e., $n \gg \bar{p}$, and present the optimal $\tilde{\sigma}_0$ that minimizes the expected MSE.

**Corollary 3:** Consider the setting of Theorem 2. If $n \gg \bar{p}$, then the expected MSE is

$$\varepsilon(p_S, p_C, p_F, n) \approx \left( \text{tr}(K_{x_S}) + \tilde{\sigma}_0^2 \right) \frac{p_S}{\bar{p}} \mu_1 + \tilde{\mu}_2 \text{tr}(K_{x_C}) + \text{tr}(K_{x_S}),$$

(28)

with

$$\tilde{\mu}_1 = \frac{n \bar{p}}{n + \tilde{\sigma}_0^2}, \quad \tilde{\mu}_2 = \frac{\tilde{\sigma}_0^4}{n + \tilde{\sigma}_0^2}.$$

(29)

**Proof:** See Appendix F.

Corollary 3 gives an approximation of the expected MSE for settings where there is a high number of samples $n$ in relation to the number of unknowns in the misspecified model $\bar{p}$. We further note that, for $\tilde{\sigma}_0 < \infty$ and $\bar{p} < \infty$, we have

$$\lim_{n \to \infty} \varepsilon(p_S, p_C, p_F, n) = \text{tr}(K_{x_C}).$$

(30)

By analyzing (29), we see how the expected MSE $\varepsilon$ is affected by the assumed noise level $\tilde{\sigma}_0$. The following result gives the value of $\tilde{\sigma}_0^2$ which minimizes $\varepsilon$.

**Lemma 1:** Consider the setting of Theorem 2, and the expression

$$\tilde{\sigma}_0^2 = p_S \frac{\text{tr}(K_{x_S}) + \tilde{\sigma}_0^2}{\text{tr}(K_{x_C})}.$$  

(31)

If $p_F = 0$, then the $\tilde{\sigma}_0^2$ that minimizes the expected MSE is

$$\arg \min_{\tilde{\sigma}_0^2} \varepsilon(p_S, p_C, p_F, n) = \tilde{\sigma}_0^2.$$  

(32)

If $p_F > 0$ and $n \gg \bar{p}$, then

$$\arg \min_{\tilde{\sigma}_0^2} \varepsilon(p_S, p_C, p_F, n) \approx \tilde{\sigma}_0^2.$$  

(33)

**Proof:** See Appendix G.

Note that in general, $\tilde{\sigma}_0$ in (31) is not equal to $\sigma_v$. Instead, $\tilde{\sigma}_0^2$ can be interpreted as the effective noise level of the misspecified model. For instance, if $\text{tr}(K_{x_C})$ or $\tilde{\sigma}_0^2$ is large in comparison to $\text{tr}(K_{x_C})$, then the features that are included in the model through $A_S$ cannot explain, i.e., account for, a large portion of $y$. Hence, $\tilde{\sigma}_0^2$ increases with $\text{tr}(K_{x_C})$.

In general, we expect the number of fake features $p_F$ to affect the optimal $\tilde{\sigma}_0$. However, there is no such effect in (33) where $n \gg \bar{p}$. While finding the optimal $\tilde{\sigma}_0$ for a general $p_F$ remains an important line of future work, we illustrate how the optimal $\tilde{\sigma}_0$ changes with $p_F$ in our numerical results in Section VI-D.

V. EXPECTED MSE FOR PREDICTING THE OBSERVATIONS

Up to now, we have focused on the MSE associated with the unknowns $x_S$ and $x_C$. We now consider the output error, i.e., the error when predicting the output $y$, associated with the pair $(y_*, a_*)$. In particular, the *output MSE*, i.e., the error related to the estimator $\bar{W}$ and a data pair $(y_*, \{a_{S*}, a_{C*}, a_{F*}\})$ unseen during training, is given as

$$J_y(\bar{W}) = \mathbb{E}_{y_*, y}(y_* - \hat{\mu}^T \hat{x})^2 = J(\bar{W}) + J_F(\bar{W}_F) + \sigma_v^2,$$

with $J(\bar{W}) = J_S(\bar{W}_S) + J_C(\bar{W}_C)$ as in (15), $\bar{W}_F$ as in (13), $J_F(\bar{W}_F)$ as in (10) and $\hat{\mu} = [a_{S*}, a_{C*}, a_{F*}]^T$, $\hat{x} = [x_{S*}, x_{C*}]^T$, and $y_* = \hat{\mu}^T \hat{x} + v_*$, where $\hat{\mu} = [a_{S*}, a_{C*}, a_{F*}]^T$ and $x = [x_{S*}, x_{C*}]^T$.

Taking the expectation of the output MSE $J_y(\bar{W})$ over the distribution of $A$, the expected output MSE is defined as

$$\varepsilon_y = \mathbb{E}_{A}[J_y(\bar{W})] = \varepsilon_S + \varepsilon_C + \varepsilon_F + \sigma_v^2,$$

(34)

where $\varepsilon_S = \mathbb{E}_{A}[J_S(\bar{W}_S)]$, $\varepsilon_C = \mathbb{E}_{A}[J_C(\bar{W}_C)]$, and $\varepsilon_F$ is the error associated with the fake features $A_F$ and the estimate $\hat{x}_F$, i.e.,

$$\varepsilon_F = \mathbb{E}_{A_F}[J_F(\bar{W}_F)].$$

(35)

**Theorem 3:** Consider the setting in Theorem 1. If $n > \bar{p} + 1$, then

$$\varepsilon_F(p_S, p_C, p_F, n) = \frac{p_F}{n - p_F}(\text{tr}(K_{x_C}) + \tilde{\sigma}_0^2).$$

(36)
If \( \hat{p} > n + 1 \), then
\[
\varepsilon_F(p_S, p_C, p_F, n) = \frac{np}{p(p-n-1)^2} \left( \text{tr}(K_{x_C}) + \sigma_v^2 \right) + \frac{np(\hat{p}-n)}{(p-1)(p-2)} \text{tr}(K_{x_S}).
\]

Proof: See Appendix H.

Inserting the expressions for \( \varepsilon = \varepsilon_S + \varepsilon_C \) in Theorem 1 and \( \varepsilon_F \) in Theorem 3 into (34) we obtain that if \( n > \hat{p} + 1 \), then the expected output MSE is
\[
\varepsilon_y = \frac{\hat{p}}{n-\hat{p}-1} \left( \text{tr}(K_{x_C}) + \sigma_v^2 \right) + \text{tr}(K_{x_S}) + \sigma_v^2,
\]
and if \( \hat{p} > n + 1 \), then
\[
\varepsilon_y = \frac{n}{(\hat{p} - n - 1)} \left( \text{tr}(K_{x_C}) + \sigma_v^2 \right) + \left( 1 - \frac{n}{\hat{p}} \right) \text{tr}(K_{x_S}) + \text{tr}(K_{x_C}) + \sigma_v^2.
\]

The power of the missing unknowns appears in the output MSE together with the noise level, i.e., \( \text{tr}(K_{x_C}) + \sigma_v^2 \). This is consistent with the fact that from the perspective of the misspecified model, the missing signal and the inherent noise can be together regarded as an effective noise term.

Here, \( \varepsilon_y \) is consistent with [4, Theorem 2.1], with the change of variables \( \|\beta_F\|^2 \rightarrow \text{tr}(K_{x_C}) \) and \( \|\beta_T\|^2 \rightarrow \text{tr}(K_{x_S}) \). Note that Theorems 1 and Theorem 3 provide a non-trivial decomposition of this error that has not been studied in the literature. In Section VI-E, we investigate the decomposition in (35) numerically. Interestingly, our results there illustrate that \( x_S \) can have relatively low error, even though the output MSE is above its asymptote of \( \text{tr}(K_{x_C}) + \sigma_v^2 \) as \( p_F \to \infty \).

VI. NUMERICAL RESULTS

A. Example With Liver Toxicity Data

We now illustrate the double-descent behaviour with real-world data using the liver toxicity dataset available in the mixOmics package [33], containing measurements of toxin levels in blood samples from 64 rats. We estimate the level of a toxin (urea nitrogen) related to liver injury, using genetic data of 3116 genes. We perform \( M = 1000 \) experiments, for which we choose \( n = 54 \) of the data points uniformly at random for training, and use the remaining \( 10 \) to compute the empirical output MSE, i.e., the error in \( y \), see (38). For each experiment, we increase the number of features \( \hat{p} \) used for estimation, such that \( \hat{p} = 1, \ldots, 3116 \), and record the output MSE. Hence for experiment \( (i) \), \( i = 1, \ldots, M \), we have the training data as \( \hat{A}^{(i)} \in \mathbb{R}^{n \times \hat{p}} \) and \( y^{(i)} \in \mathbb{R}^{n \times 1} \), and estimate the unknowns as \( \hat{x}^{(i)} = \hat{A}^{(i)T}(\hat{A}^{(i)T}\hat{A}^{(i)} + \sigma_v^2 I_\hat{p})^{-1}\hat{y}^{(i)} \), and then compute the output MSE on the \( n \) unseen data as
\[
\hat{\varepsilon} = \frac{1}{n} \|y^{(i)} - \hat{A}^{(i)}\hat{x}^{(i)}\|^2,
\]
where \( y^{(i)} \in \mathbb{R}^{n \times 1} \) and \( \hat{A}^{(i)} \in \mathbb{R}^{n \times \hat{p}} \).

We plot the empirical average of the output MSE over \( M \) experiments versus the number of observed features \( \hat{p} \) for four different noise level assumptions \( \hat{\sigma}_\phi \) in Fig. 3. We observe that for small \( \hat{\sigma}_\phi \), the output MSE exhibits a double-descent behaviour over \( \hat{p} \), with its peak in error around the threshold \( \hat{p} = n \). The four curves show that the output MSE is minimized with \( \hat{p} \) that is much larger than the number of training samples, i.e., \( n = 54 \). Hence, the lowest output MSE over all \( \hat{p} \) can be obtained in the overparametrized regime.

B. Experimental Setup and Overview

We now provide the setting for the rest of the numerical results. The numerical results are obtained by averaging over \( M_r = 100 \) realizations \( (i) \) of the regressors and \( M_u = 100 \) realizations \( (j) \) of the unknowns and noise for each realization of the regressors. We draw one set of regressors \( A^{(i)} = [A_S^{(i)}, A_C^{(i)}, A_F^{(i)}] \) from the standard Gaussian distribution for \( i \), \( i = 1, \ldots, M_r \). For each set of regressors \( A^{(i)} \), we draw one vector of unknowns \( x^{(i,j)} \) from \( N(0, K_x) \) with \( K_x = I_p \), and one noise vector \( y^{(i,j)} \) from \( N(0, \sigma_v^2 I_n) \). The observations \( y^{(i,j)} \) are generated using the underlying system (1), and the estimator \( \hat{W}^{(i)} \) is computed as in (13), based on the misspecified model in (2), with \( K_x = I_p, \hat{K}_x = \sigma_v^2 I_n \). Then, the estimate \( \hat{x}^{(i,j)} = \hat{W}^{(i)}y^{(i,j)} \) is computed. The MSE \( J^{(i)}(\hat{W}^{(i)}) \) is then computed as
\[
J^{(i)}(\hat{W}^{(i)}) = \frac{1}{M_u} \sum_{j=1}^{M_u} \left( \|x^{(i,j)} - \hat{x}^{(i,j)}\|^2 + \|x^{(i,j)} - \hat{x}^{(i,j)}\|^2 \right),
\]
with \( \hat{x}^{(i,j)} = 0 \). \( J^{(i)}(\hat{W}^{(i)}) \) is then averaged over the \( M_r \) realizations of regressors, to create the empirical average MSE, as an estimate of the expected MSE \( \varepsilon \) in (16)
\[
\hat{\varepsilon}(p_S, p_C, p_F, n) = \frac{1}{M_r} \sum_{i=1}^{M_r} J^{(i)}(\hat{W}^{(i)}).
\]

In the plots, we report the normalized MSE given by \( \hat{\varepsilon}/\text{tr}(K_{x_C}) \).

In the case of \( \hat{\sigma}_\phi = 0 \), analytical curves obtained using \( \varepsilon \) in Theorem 1. For \( \hat{\sigma}_\phi > 0 \), analytical curves are obtained using Theorem 2 and numerical integration to obtain the necessary moments [34, Section 1.2].

We now conduct a series of experiments focusing on how the expected MSE \( \varepsilon \), and its empirical counterpart \( \hat{\varepsilon} \), depends on \( n, p_F, \hat{\sigma}_\phi \), and \( \sigma_v \). In all plots, the lines represent the empirical results and the markers represent the analytical results. We observe

![Fig. 3. The average prediction error versus the number of features \( \hat{p} \) for liver toxicity dataset [33].](image-url)
that in all applicable cases there is a close match between the empirical and analytical curves.

C. Effect of Fake and Missing Features

We now illustrate the effect of the number of fake features $p_F$, and how the number of missing features $p_C$ affects this relationship.

In Figs. 4 and 5, we plot the theoretical expected MSE from Theorem 1, and the empirically averaged MSE against $p_F$ in the misspecified model. In Fig. 4, there are no missing features, i.e., $p_C = 0$, and in Fig. 5, we have $p_C = 50$. The MSE is plotted for four different noise levels: $\sigma_v = \{1, 5, 10, 50\}$, and the noise level assumption of $\bar{\sigma}_v = 0$. Here, $n = 200$, and recall that $\bar{p} = p_S + p_F$, hence the threshold $n = \bar{p}$ corresponds to $p_F = 100$ in Fig. 4 ($p_S = 100$) and $p_F = 150$ in Fig. 5 ($p_S = 50$).

As discussed in Section III, we observe that the optimal $p_F$ is not always $p_F = 0$, i.e., the presence of the fake features can improve the estimation performance. As $p_F$ increases from $p_F = 1$, the MSE increases more and more rapidly as $\bar{p} = p_S + p_F$ approaches $n$. If $p_F$ increases further, then the MSE decreases until it hits a local minimum and then increases and eventually converges to $\varepsilon = \text{tr}(K_x)$. Although all curves converge to the same value, i.e., $\text{tr}(K_x)$, the local minima in the region $p_F > n$ can be well below $\text{tr}(K_x)$, and comparable to the MSE for small $p_F$. For instance, for the curves in Fig. 4 and 5 with $\sigma_v = 10$, the local minima around $p_F = 400$ are lower than the minimum MSE for smaller $p_F$. If the noise is even larger at $\sigma_v = 50$, then the MSE is very high for small $p_F$, and significantly lower for $p_F > 1000$, and still approaches $\text{tr}(K_x)$ as $p_F \to \infty$. Hence, these results illustrate the fake features’ regularizing effect.

Effects of missing features can be seen by comparing Figs. 4 and 5. In Fig. 4, where $p_C = 0$, we observe that the MSE for small $p_F$ scales with the noise level $\sigma_v$ (recall that the $y$-axis is normalized by $\text{tr}(K_x)$). On the other hand, in Fig. 5, the MSE for small $p_F$ scales with the “effective” noise level, i.e., the power of the unobserved unknowns $\text{tr}(K_{x,v})$, together with the noise level $\sigma_v^2$.

D. Effect of Non-Zero Noise Level Assumption

We now investigate the effect of having a non-zero noise level assumption, i.e., $\bar{\sigma}_v \neq 0$. Recall that the assumed noise level $\bar{\sigma}_v$ is not the same value as the noise level $\sigma_v$ of the underlying system. In Fig. 6, we plot the MSE versus $\bar{\sigma}_v$ for different values of $p_F$, with $\sigma_v = 10$. Here, $n = 200$, $p_S = 100$ and $p_C = 0$.

In previous figures, where $\bar{\sigma}_v = 0$, we observe large peaks in MSE if $n = \bar{p}$. If $\bar{\sigma}_v$ is large enough, such a peak can be damped as can be observed in Fig. 6, where the threshold occurs if $p_F = 100$. In particular, we observe that if $\bar{\sigma}_v > 5$ the respective MSE for $p_F = 0$ and $p_F = 100$ are close in value, compared to when $\bar{\sigma}_v < 5.0$.

Fig. 6 illustrates that the optimal choice of $\bar{\sigma}_v$ varies with $p_F$. For example, if $p_F = 0$, then the optimal $\bar{\sigma}_v = 10$, and if instead $p_F = 500$, then the optimal $\bar{\sigma}_v \approx 0$. Hence we observe a trade-off between the regularizing effects provided by the fake features and by $\bar{\sigma}_v$. However, note that the optimal value $\bar{\sigma}_{v,*} = 10$ is given by Lemma 1 for $n >> p_F$ performs quite well over $0 < p_F \leq 100$ here.

E. The Output MSE and Its Decomposition

In Fig. 7, we plot the expected output MSE $\varepsilon_y$, i.e., the error in $\hat{y}$, see (38), together with its components $\varepsilon_S$, $\varepsilon_C$, $\varepsilon_F$, see (38). This figure highlights that the output MSE and the MSE in the unknowns can behave drastically different: In particular, even when the MSE associated with $y$ stays on the same level for the over/under parametrized scenarios (except around the peak), the minimum error for the unknowns $x_S$ can be obtained in the overparametrized case with a high number of fake features. The plots also illustrate that the estimate for the unknowns $x_S$ can be
of relatively high quality, even though the output MSE is high. In other words, these results suggest that the model may learn the parameters $\boldsymbol{x}_S$ of the underlying system, which is a subset of the true parameters, even though the prediction for the output is poor.

### F. The Effect of the Data Covariance

We now investigate the effect of non-isotropic features. Let $\boldsymbol{K}_a$ and $\boldsymbol{K}_{a_F}$ be the feature covariance matrices for $\boldsymbol{A}$ and $\boldsymbol{A}_F$ so that each row is i.i.d. drawn from $\mathcal{N}(0, \boldsymbol{K}_a)$ and $\mathcal{N}(0, \boldsymbol{K}_{a,F})$, respectively. Here, $\boldsymbol{A}$ and $\boldsymbol{A}_F$ are uncorrelated. We generate $\boldsymbol{K}_a$ as follows: i) Given a decay parameter $\alpha$, generate a matrix of eigenvalues $\Lambda_a = \text{diag}(1^\alpha, \ldots, p^\alpha) \in \mathbb{R}^{p \times p}$; ii) Generate a Haar distributed orthogonal matrix $\boldsymbol{U}_a \in \mathbb{R}^{p \times p}$ [35]; iii) Set $\boldsymbol{K}_a = \text{tr}(\Lambda_a)^+ \boldsymbol{U}_a \Lambda_a \boldsymbol{U}_a^T$. The matrix $\boldsymbol{K}_{a,F}$ is generated with the same procedure using a different decay parameter $\alpha_F$ for $\Lambda_{a,F} \in \mathbb{R}^{p_F \times p_F}$ and an independently generated orthogonal matrix $\boldsymbol{U}_{a,F} \in \mathbb{R}^{p_F \times p_F}$. We perform the experiments with the following pairs of $(\alpha, \alpha_F)$: (0) $\alpha = 0, \alpha_F = 0$; (1) $\alpha = 0, \alpha_F = 20$; (2) $\alpha = 1, \alpha_F = 0$; (3) $\alpha = 1, \alpha_F = 20$. Here, $\boldsymbol{K}_x = \boldsymbol{I}_p$ $\sigma_y = 90, \sigma_C = 10, n = 200$ and $\sigma_v = 10$.

In Fig. 8, we plot the simulated average MSE (lines) in the unknowns versus the number of fake features $p_F$. Experiment (0) fulfills the setting of Theorem 1, hence we plot the analytical expected MSE. We observe two main effects of having non-isotropic features in the underparameterized regime where $n \geq \bar{n}$. Firstly, for a given $\boldsymbol{K}_a$, changing $\boldsymbol{K}_{a,F}$ does not change the average MSE. This can be seen by comparing the curves for experiment (0) and (1), and for (2) and (3). Secondly, we observe that the MSE increases with $\alpha$, or in other words the MSE is higher for more correlated underlying features. In the overparameterized regime, i.e., $n < \bar{n}$, the curves are close, suggesting less dependence on the correlation structure.

### VII. Discussions

We have shown that fake features can decrease the error and hence improve the estimation performance, even though these features are uncorrelated with the true features. Under the Gaussian feature assumptions in Section II-A, we have shown that if a performance improvement is observed with a larger dictionary, this improvement is not necessarily due to the explanatory power of the added features; it can be merely due to the regularization effect of fake features. We note that this result is a consequence of the misalignment between the true model and the assumed model, which is a typical situation in practical scenarios.

### VIII. Conclusion

We have proposed a model misspecification framework which enables a joint treatment of fake features, together with incorrect covariance assumptions on the unknowns and the noise. We have revealed the trade-offs between the fake features and the noise level assumptions, when data comes from an underlying linear system and the estimator is based on a misspecified linear model.

Based on LMMSE estimation, our main results provide analytical expressions of the expected MSE of the misspecified estimator. We have presented numerical experiments which verify our analytical findings. Our results show that the presence of fake features can improve the estimation performance even when the model is overparameterized. We illustrate that the MSE exhibits double descent with increasing model size, even when the model size increase is due to fake features. Our results further show that even though the respective MSEs associated with the model parameters and the prediction of the output both exhibit double descent, they can have significantly different behaviour with increasing model size. In particular, the globally optimal number of fake features for the MSE in the model parameters may be found in the overparameterized regime, even though the output MSE remains high regardless of the number of fake features.

Important directions for future work include extending the error characterization to general regressor and misspecified model structures, including arbitrary covariance models, as well as model mismatch between non-linear and linear models.

### Appendix

#### A. Preliminaries

We here provide an overview of results which are used throughout the derivations of the main results of our paper.

**Lemma 2:** Consider the setting in Section II. Let $\boldsymbol{K}_x = \sigma_y^2 \boldsymbol{I}_n$. Then, the expected MSE in (16), which is associated with the estimator $\hat{\boldsymbol{W}} = [\hat{\boldsymbol{W}}_S^T, \hat{\boldsymbol{W}}_F^T]^T$ in (13) and $\hat{\boldsymbol{W}}_C = 0$, can be decomposed as

$$
\varepsilon(p_S, p_C, p_F, n) = \varepsilon_1 + \varepsilon_2(\text{tr}(\boldsymbol{K}_{x,C}) + \sigma_v^2) + \varepsilon_C,
$$

(41)
where
\[ \varepsilon_1 = \mathbb{E}_A \left[ \text{tr}\left( (I_{pS} - \bar{W}_S A_S) K_{x_S} (I_{pS} - \bar{W}_S A_S)^T \right) \right], \tag{42} \]
\[ \varepsilon_2 = \mathbb{E}_A \left[ \text{tr}\left( \bar{W}_S \bar{W}_F^T \right) \right], \tag{43} \]
\[ \varepsilon_C = \text{tr} (K_{x_C}). \tag{44} \]

The expected MSE of the unknowns related to the false features (35) is
\[ \varepsilon_F = \mathbb{E}_A \left[ \text{tr}\left( \bar{W}_F A_S K_{x_S} A_S^T \bar{W}_F^T \right) \right] + \text{tr}(K_{x_C}) + \sigma_2^2 \mathbb{E}_A \left[ \text{tr}\left( \bar{W}_F \bar{W}_F^T \right) \right]. \tag{45} \]

**Proof:** See Appendix I.

**Lemma 3:** Let \( A \in \mathbb{R}^{n \times p} \) be a standard Gaussian random matrix, \( R = [I_{pS}, 0] \in \mathbb{R}^{pS \times p} \), \( p > p_S \), where \( p > p_S \) and \( p > 1 \). The matrix \( Q = RA^+ A^T R^+ A^T \in \mathbb{R}^{pS \times pS} \) has the expectation
\[ \mathbb{E}_A [Q] = \left( \frac{1}{n} - \frac{p n (p-n)}{(p-1)p+2} \right) I_{pS}. \tag{46} \]

Let \( R_F = [0, I_{pF}] \in \mathbb{R}^{pF \times p} \). The matrix \( \bar{Q} = RA^+ A^T R_F A^T A^T \in \mathbb{R}^{pF \times pS} \) has the expectation
\[ \mathbb{E}_A [\bar{Q}] = \frac{n p_S (p-n)}{(p-1)p+2} I_{pS}. \tag{47} \]

**Proof:** See Appendix J.

**Lemma 4:** Let \( V \in \mathbb{R}^{p \times p} \) be a Haar distributed random orthogonal matrix [36], with its entries denoted by \( v_{ij} \), \( i, j = 1, \ldots, p \), and \( p > 1 \). Then the following moments hold if \( i \neq j \), \( k \neq l \).

1) \[ \mathbb{E}_V [v_{il} v_{lj}]^2 = \frac{3}{p(p+2)}, \]
2) \[ \mathbb{E}_V [v_{il} v_{lj} v_{ik} v_{kj}] = \frac{1}{p(p+2)}, \]
3) \[ \mathbb{E}_V [v_{il} v_{ij} v_{ik} v_{kj} v_{kl}] = \frac{-1}{(p-1)p+2}. \]

**Proof:** See Appendix K.

**Lemma 5:** If \( A \in \mathbb{R}^{n \times p} \) is a standard Gaussian matrix and \( K \in \mathbb{R}^{p \times p} \) a symmetric matrix, then \( \mathbb{E}_A [AKA^T] = \text{tr}(K)I_n \).

**Proof:** See Appendix L.

**B. Proof of Theorem 1**

By Lemma 2, we investigate \( \varepsilon_1 \) and \( \varepsilon_2 \) in (42) and (43) in the setting of Theorem 1. The estimator \( \bar{W} \) in the setting of Theorem 1 is
\[ \bar{W} = \hat{K}_b A^T (\hat{K}_b A^T + \hat{K}_b)^+ = \bar{W}_S \bar{W}_F, \tag{48} \]
where we have used that \( A^+ = A^T (\bar{A} A^T)^+ \). Recall that \( \bar{A} = [A_S, A_F] \). With \( R = [I_{pS}, 0] \in \mathbb{R}^{pS \times p} \), we can write
\[ \bar{W}_S = RW = RA^+, \tag{49} \]
and \( A_S = \bar{A} R^T \). We now combine \( \varepsilon_1 \) and \( \varepsilon_2 \) in (42) and (43), with (49),
\[ \varepsilon_1 = \mathbb{E}_A \left[ \text{tr}\left( (I_{pS} - RA^+ A^T) K_{x_S} (I_{pS} - RA^+ A^T)^T \right) \right], \tag{42} \]
\[ \varepsilon_2 = \mathbb{E}_A \left[ \text{tr}\left( (I_{pS} - \bar{W}_S A_S) K_{x_S} (I_{pS} - \bar{W}_S A_S)^T \right) \right], \tag{43} \]
\[ \varepsilon_C = \text{tr}(K_{x_C}). \tag{44} \]

We now analyze \( \varepsilon_1 \) and \( \varepsilon_2 \) under the two scenarios of Theorem 1, i.e., \( n > p + 1 \) and \( p > n + 1 \).

1) \( n > p + 1 \): The matrix \( \bar{A} \in \mathbb{R}^{n \times p} \) is a standard Gaussian random matrix, hence if \( n > p + 1 \), then \( \bar{A} \) is full column rank with probability (w.p.) 1. It follows that \( \bar{A}^+ = \bar{I}_{p} \) w.p. 1 if \( n > p + 1 \). Hence, we obtain
\[ \varepsilon_1 = \mathbb{E}_A \left[ \text{tr}\left( (I_{pS} - RR^T) K_{x_S} (I_{pS} - RR^T) \right) \right] = 0. \tag{52} \]

We note that the rows of \( \bar{A} \), i.e., the columns of \( \bar{A}^T \), are i.i.d. standard Gaussian vectors. From [37, Prop. 1.2], we have
\[ \mathbb{E}_A \left[ (\bar{A}^T \bar{A})^+ \right] = \frac{1}{n - p - 1} I_p. \tag{53} \]
Combining this expression with (51), we have
\[ \varepsilon_2 = \frac{1}{n - p - 1} \text{tr}(RR^T) = \frac{p_S}{n - p - 1}. \tag{54} \]

We now combine \( \varepsilon_1 \) from (52) and \( \varepsilon_2 \) from (54) with (41), to obtain (17) in Theorem 1.

2) \( p > n + 1 \): For \( \varepsilon_2 \), we note that now \( A^+ \bar{A} \in \mathbb{R}^{p \times n} \) is a singular matrix of rank \( n \), and from [37, Thm. 2.1] we have
\[ \mathbb{E}_A \left[ (\bar{A}^T \bar{A})^+ \right] = \frac{n}{p(p - n - 1)} I_p, \tag{55} \]
which combined with (51) gives
\[ \varepsilon_2 = \frac{n}{p(p - n - 1)} \text{tr}(RR^T) = \frac{n p_S}{p(p - n - 1)}. \tag{56} \]

We now expand the expression for \( \varepsilon_1 \) in (50), and apply the cyclic property of the trace operator,
\[ \varepsilon_1 = \text{tr}(K_{x_S}) + \mathbb{E}_A \left[ \text{tr}(\bar{R} \bar{A}^+ \bar{A}^T R^+ \bar{R}^T K_{x_S}) \right] - 2 \text{tr}(\bar{R} \bar{A}^+ \bar{A}^T R^+ K_{x_S}) \tag{57} \]

Let the full singular value decomposition (SVD) of \( \bar{A} \) be denoted by \( \bar{A} = USV^T \), where \( U \in \mathbb{R}^{n \times n} \), and \( V \in \mathbb{R}^{p \times p} \) are Haar distributed orthogonal matrices [34, Section 2.1.5], [35], statistically independent from the diagonal matrix \( S \in \mathbb{R}^{n \times p} \), which contains the singular values of \( \bar{A} \). Denoting the columns of \( V \) by \( v_i \), we have
\[ \mathbb{E}_V \left[ \bar{A}^+ \bar{A} \right] = \mathbb{E}_V \left[ V S^+ S V^T \right] = \sum_{i \in I_{n/p}} \mathbb{E}_V [v_i v_i^T] = \frac{n}{p} I_p, \tag{58} \]
where \( I_{n/p} \) is the set of \( n \) indices out of \( \{1, \ldots, p\} \), corresponding to non-zero singular values of \( S \). Here we have used that \( \mathbb{E}_V [v_i^2] = 1/p \), and that \( \mathbb{E}_V [v_i v_l] = 0 \) if \( i \neq l \) [36, Section 2.1], where \( v_i \) denotes the entries of \( V \). With \( Q = RA^+ A^T R^+ \bar{A}^+ \bar{A}^T \in \mathbb{R}^{pS \times pS} \), we now combine (58) with (57),
\[ \varepsilon_1 = \text{tr}(K_{x_S}) + \mathbb{E}_A \left[ \text{tr}(Q K_{x_S}) \right] - \frac{2n}{p} \text{tr}(K_{x_S}). \tag{59} \]
From Lemma 3 we have that $E_{\xi}\{q\} = \mu_q I_{p^2}$, with $\mu_q = \frac{n}{p^2}$ which we now apply to (59). Hence,

$$
\epsilon_1 = \left(1 - \frac{n}{p^2} - \frac{p^n(\bar{p} - n)}{(p - 1)p(p + 2)}\right) tr(K_{x_{tr}}),
$$

(60)

Combining (60) and (56) with (41), we find the desired expression of $\epsilon$ in (18) of Theorem 1.

C. Proof of Corollary 1

We first prove $i$ of Corollary 1. Let $p_F \to \infty$, hence $n < \bar{p} = p_S + p_F$. Now consider the expression for $\epsilon$ in (18) of Theorem 1. Furthermore, with $n$ and $p_S$ constant and finite, we have that the expression in front of $tr(K_{x_{tr}})$ goes to one, and the fraction in front of $tr(K_{x_{tr}}) + \sigma_n^2$ goes to zero. Hence, $\epsilon \to tr(K_{x_{tr}}) + tr(K_{x_{tr}}) = tr(K_{x_{tr}})$.

We now prove iii). The derivative of $\epsilon$ in (18) w.r.t. $p_F$ is

$$
\frac{d\epsilon}{dp_F} = \frac{-(n + \frac{n}{p^2} - \frac{(n(\bar{p} - 1) + p^n(\bar{p} - n))}{p^2}}{p^2} tr(K_{x_{tr}}) + \sigma_n^2)
\left(0 + \frac{n}{p^2} - \frac{(n(\bar{p} - 1) + p^n(\bar{p} - n))}{p^2}
\right.
\left.\frac{n}{p^2} + \frac{p^n(\bar{p} - n)(3\bar{p}^2 - 2n - 2)}{p^2}
\right)

(61)

We now let $p_F \to \infty$, and analyze the proportionality of the expression in (61) with respect to (w.r.t.) $p_F$:

$$
\frac{d\epsilon}{dp_F} \propto \frac{-2np(p^n(\bar{p} - n))}{p^2} tr(K_{x_{tr}}) + \sigma_n^2)
\left(0 + \frac{n}{p^2} - \frac{(n(\bar{p} - 1) + p^n(\bar{p} - n))}{p^2}
\right.
\left.\frac{n}{p^2} + \frac{p^n(\bar{p} - n)(3\bar{p}^2 - 2n - 2)}{p^2}
\right)

(61)

Hence we have shown that if $p_F \to \infty$, then the derivative of $\epsilon$ w.r.t. $p_F$ approaches zero from the positive side. In other words, the expected MSE approaches its limit of $\epsilon \to tr(K_{x_{tr}})$ from below. This concludes the proof.

D. Proof of Corollary 2

From Corollary 1, we have that if $p_F \to \infty$ and $n, p_S$ and $p_C$ are finite, then $\epsilon \to \frac{\epsilon_0}{\bar{p} - 1} tr(K_{x_{tr}})$.

If $n > p_S + 1$ and $p_F = 0$, then $\epsilon = \epsilon_0 = \frac{\epsilon_0}{\bar{p} - 1} tr(K_{x_{tr}}) + \epsilon_0 tr(K_{x_{tr}}) + \sigma_n^2)$. Inserting $tr(K_{x_{tr}}) = r tr(K_{x_{tr}})$ and $tr(K_{x_{tr}}) = (1 - r) tr(K_{x_{tr}})$ into the inequality $\epsilon_0 < \epsilon_0$ and solving for $r$ leads to the expression in (20).

If $p_S > n + 1$ and $p_F = 0$, then we have $\epsilon_0 = \frac{\epsilon_0}{\bar{p} - 1} tr(K_{x_{tr}}) + \frac{n}{\bar{p} - n - 1}(tr(K_{x_{tr}}) + \sigma_n^2) + (1 - \frac{n}{p^2}) tr(K_{x_{tr}})$. Again, inserting $tr(K_{x_{tr}}) = r tr(K_{x_{tr}})$ and $tr(K_{x_{tr}}) = (1 - r) tr(K_{x_{tr}})$ into $\epsilon_0 < \epsilon_0$, and solving for $r$ gives the desired expression in (21).

E. Proof of Theorem 2

By Lemma 2, we investigate $\epsilon_1$ and $\epsilon_2$ in (42) and (43), in the setting of Theorem 2. The estimator in this setting is

$$
\tilde{W} = \tilde{A}^T (\tilde{A} \tilde{A}^T + \sigma_n^2 I_{n})^{-1}.
$$

(62)

We first investigate the term $\epsilon_1$ from (42). Throughout the proof, we use the following notation for the full SVD of $\tilde{A}$:

$$
\tilde{A} = USV^T,
$$

(63)

where $U \in \mathbb{R}^{n \times n}$, and $V \in \mathbb{R}^{p \times p}$ are Haar distributed orthogonal random matrices [34, Section 2.1.5], [35], statistically independent from $S \in \mathbb{R}^{n \times p}$, which contains the singular values $s_i$ of $\tilde{A}$, $i = 1, \ldots, \min\{n, \bar{p}\}$, with $s_i = 0$ if $i > \min\{n, \bar{p}\}$. With $R = [I_{p_S}, 0] \in \mathbb{R}^{p \times p}$, we have $\tilde{W} = RV$. Now let $M \in \mathbb{R}^{p \times p}$ be defined by

$$
M = I_{p_S} - RV S^T(SST + \sigma_n^2 I_n)^{-1} S V^T R^T
$$

(64)

and

$$
M = RV \left(I_{p_S} - \text{diag}\left(\frac{1}{\lambda_i + \sigma_n^2}\right)\right) V^T R^T,
$$

(65)

$$
M = RV \text{diag}\left(\frac{1}{\lambda_i}\right) V^T R^T
$$

(66)

where $\hat{\lambda}_1 = \sigma_n^2/\lambda_1$, and $\lambda_i = \sigma_n^2$ denote the eigenvalues of $\tilde{A}^T \tilde{A} \in \mathbb{R}^{p \times p}$. Inserting this into $\epsilon_1$ in (42), we have

$$
\epsilon_1 = \mathbb{E}\left[tr(MK_{x_{tr}} M^T)\right] = tr\left(\mathbb{E}\{q\} K_{x_{tr}}\right),
$$

(67)

where $Q = M^T M \in \mathbb{R}^{p \times p}$ has the entries $q_{ij} = \sum_{k=1}^{p_S} m_{ki} m_{kj}$, where $m_{ij} = \sum_{l=1}^{n} v_{kl} v_{lj} \tilde{A}_l$ denotes the $(i, j)$th entry of $M$.

We now investigate the diagonal and off-diagonal entries of $Q$ in expectation. The diagonal entries are $q_{ii} = \sum_{k=1}^{p_S} m_{ki}^2$, which has one term where $k = i$:

$$
m_{ii}^2 = \sum_{l=1}^{\bar{p}} \left(\sum_{i=1}^{\bar{p}} v_{il}^2 \tilde{\lambda}_i \right)^2 = \sum_{l=1}^{\bar{p}} \left(\sum_{i=1}^{\bar{p}} v_{il}^2 \tilde{\lambda}_i + 2 \sum_{l=1}^{\bar{p}} v_{il}^2 \tilde{\lambda}_i \tilde{\lambda}_j \right),
$$

and ($p_S - 1$) terms where $k \neq i$:

$$
m_{ki}^2 = \sum_{l=1}^{\bar{p}} \left(\sum_{i=1}^{\bar{p}} v_{il}^2 v_{jl} \tilde{\lambda}_i \right)^2 = \sum_{l=1}^{\bar{p}} \left(\sum_{i=1}^{\bar{p}} v_{il}^2 v_{jl} \tilde{\lambda}_i \tilde{\lambda}_j \right).
$$

Using that the random matrix $V$ is uncorrelated with $S$, and the expectations from Lemma 4, we have the expectations

$$
\mathbb{E}_{VS} \{m_{ii}^2\} = \sum_{l=1}^{\bar{p}} \left(\frac{3}{p(l + 2)} \mathbb{E}_S \left[\tilde{\lambda}_i^2 \right] + 2 \sum_{l=1}^{\bar{p}} \frac{1}{p(l + 2)} \mathbb{E}_S \left[\tilde{\lambda}_i \tilde{\lambda}_j \right] \right),
$$

(68)

with $\tilde{\mu}_2$ as in (24).

The off-diagonal entries of $Q = M^T M$ are, with $i \neq j$,

$$
q_{ij} = \sum_{k=1}^{p_S} m_{ki} m_{kj} = \sum_{k=1}^{p_S} \left(\sum_{l=1}^{\bar{p}} v_{kl} v_{lj} \tilde{\lambda}_i \right) \left(\sum_{l=1}^{\bar{p}} v_{kl} v_{lj} \tilde{\lambda}_j \right).
$$

By [36, Lemma 2.22], products of entries from $V$ are zero-mean if any row- or column-index occurs an odd number of times in the product. Hence

$$
\mathbb{E}_S \{q_{ij}\} = 0, \quad i \neq j.
$$

(69)
since in each term of $q_{ij}$, there is an odd number of entries from row $i$ and $j$ of $V$. By (68) and (69), we have now that $E_A[Q] = \bar{\mu}_2 I_{p_S}$, and together with (67) we find that
\[
e_1 = \bar{\mu}_2 \text{tr}(K_{x_S}).
\] (70)

We now find $e_2$ from (43) in the setting of Theorem 2. Using the SVD of $A$ in (63), and that $\hat{W}_S = RV$, (62), we write
\[
\hat{W}_S \hat{W}_S^T = RV \hat{W} \hat{W}^T R^T = V S \hat{S} V^T (S S^T + \sigma^2 I_n)^{-2} S V^T R^T = V S \hat{S} V^T R^T.
\] (71)

We combine (71) with (43), and use that $V$ and $S$ are statistically independent,
\[
e_2 = \text{tr}(E_S \text{diag}(\frac{\lambda}{(\lambda + \sigma^2)}) [V^T R^T R V]).
\] (72)

With $v_i^T \in \mathbb{R}^{1 \times \bar{p}}$ denoting the rows of $V$, we have that $E[V^T R^T RV] = \sum_{i=1}^{\bar{p}} E[v_i v_i^T] = \frac{1}{\bar{p}} I_{\bar{p}}$. Here, we have used that $E[v_i^T v_i^T] = \frac{1}{\bar{p}}$, and that $E[v_i v_j] = 0$ if $j \neq i$ [36, Section 2.1]. Combining this with (72), we find
\[
e_2 = \frac{\bar{p}}{p_S} \sum_{i=1}^{\bar{p}} E \left[ \frac{\lambda}{\lambda + \sigma^2} \right].
\] (73)

We now combine (70) and (73), with (41) and find the desired expression of $\varepsilon$ in (22) of Theorem 2.

F. Proof of Corollary 3

For $n \gg \bar{p}$, by the law of large numbers, $\bar{A} \bar{A} \approx E[\bar{A} \bar{A}] = nI_p$, and $\lambda_i \approx n$, $i = 1, \ldots, \bar{p}$. Substituting $\lambda_i \approx n$ into the eigenvalue expressions for $\bar{\mu}_1$ and $\bar{\mu}_2$ in (23) and (24) of Theorem 2, we obtain the expressions in (29), and the desired approximation for $\varepsilon$ in (28).

G. Proof of Lemma 1

For $p_F = 0$, we have $\bar{p} = p_S$. With $r_{min} = min(n, p_S)$, $\mu_2$ of Theorem 2 is given by $\bar{\mu}_2 = \frac{\sum_{p_S} E \left[ \frac{\lambda}{(\lambda + \sigma^2)} \right]} {\lambda + \sigma^2}$. Taking partial derivative with respect to $\sigma^2$, we obtain $\frac{\partial \bar{\mu}_2}{\partial \sigma^2} = 2 \frac{r_{min}}{p_S} E \left[ \frac{\lambda}{(\lambda + \sigma^2)} \right]$. Similarly,
\[
\frac{\partial \bar{\mu}_1}{\partial \sigma^2} = -2 r_{min} E \left[ \frac{\lambda}{(\lambda + \sigma^2)^2} \right]. \text{ Hence, } \frac{\partial \bar{\mu}_1}{\partial \sigma^2} = \frac{2 \sigma^2 r_{min}}{p_S} E \left[ \frac{\lambda}{(\lambda + \sigma^2)^2} \right], \text{ where the expectation term is always non-negative. Setting the derivative} \frac{\partial \bar{\mu}_1}{\partial \sigma^2} \text{ to zero, we find the optimal } \sigma^2 \text{ as in (31).}
\]

Note that $\frac{\partial \bar{\mu}_1}{\partial \sigma^2} > 0$, hence we indeed find a minimum of the function. We note that for the other stationary point at $\sigma^2 \rightarrow \infty$, $\frac{\partial \bar{\mu}_2}{\partial \sigma^2} < 0$, hence this point is not a minimum.

For $n \gg \bar{p}, p_F > 0$, we have the approximation for $\varepsilon$ in (28) from Corollary 3. We take the derivative of this approximation w.r.t. $\sigma^2$, and find the same solution for $\bar{\sigma}^2$.

H. Proof of Theorem 3

The line of argument is similar to the proof of Theorem 1, hence here we only present the key steps. Let $R_F = \{0, I_{p_F} \} \in \mathbb{R}^{p_F \times \bar{p}}$. By (48), we have that $\hat{W}_F = [R_F \bar{A}]^+$, and $E_A[\hat{W}_F \hat{W}_F^T] = R_F E_A[([\bar{A}^T \bar{A}]^+) R_F^T]$. Note that $R_F R_F^T = I_{p_F}$. Hence, if $n \geq \bar{p} + 1$, then $\text{tr}(E_A[\hat{W}_F \hat{W}_F^T]) = \frac{p_F}{n-p}$, similar to (53). If instead $\bar{p} > n + 1$, then $\text{tr}(E_A[\hat{W}_F \hat{W}_F^T]) = \frac{p_F}{n-\bar{p}}$, similar to (56). Hence, we have derived the second term of (45). We now consider the first term of (45). If $n \geq \bar{p} + 1$, then $A^T \hat{A} = I_{\bar{p}}$, w.p. 1, hence $\hat{W}_S A_S = R_F A^T \hat{A} R^T = [0, I_{p_S}] [I_{p_F}, I_{p_F}]^T = 0$ with $R = [I_{p_S}, 0] \in \mathbb{R}^{p_S \times \bar{p}}$, hence the first term of (45) is zero. If instead $\bar{p} > n + 1$, we have that $A^T \hat{A} A_S^T = R_F A^T R_F A^T R^T$ and apply (47) to obtain $E_A[\text{tr}(A^T \hat{W}_F \hat{W}_F A_S K_{x_S})] = -\frac{np_F (p_F-n)}{(p_F-1)(p_F-2)} \text{tr}(K_{x_S})$, which concludes the proof.

I. Proof of Lemma 2

By (13), $\hat{W}$ is given by $\hat{W} = K_{x_S} A^T \hat{A} K_{x_S} A^T K_{x_S}^T + K_{x_S}^T \hat{W}_F \hat{W}_F^T K_{x_S} = [\hat{W}_S \hat{W}_F \hat{W}_F^T \hat{W}_S^T]$. Note that $\hat{W}$ depends on $A_S$ and $A_F$, but not on $A_C$. Combining (15) with (16),
\[
\varepsilon = E_A[J_S(\hat{W}_S)] + E_A[J_C(\hat{W}_C)] = \varepsilon_S + \varepsilon_C,
\] (74)

where $\varepsilon_S = E_A[J_S(\hat{W}_S)]$ and $\varepsilon_C = E_A[J_C(\hat{W}_C)]$. Here, we have dropped the arguments of $\varepsilon(p_S, p_C, p_F, n)$ for ease of disposition, and we recall that $A = [A_C, A_S, A_F]$.

We now investigate $\varepsilon_C$ in (74). Using $\hat{W}_C = 0$, i.e., $\hat{x}_C = \hat{W}_C y = 0$, we have
\[
J_C(\hat{W}_C) = E_{x_S, y}[(\hat{x}_C - \hat{x}_C)^2] = \text{tr}(K_{x_C}).
\] (75)

We obtain $\varepsilon_C = E_A[J_C(\hat{W}_C)] = \text{tr}(K_{x_C})$, which matches the desired expression in (44).

We now investigate the term $J_S(\hat{W}_S)$, as defined by (8). With $x_S = \hat{W}_S y$, and $y$ from the underlying system in (1),
\[
J_S(\hat{W}_S) = E_{x, v}[(x_S - \hat{W}_S A_S x_S + A_C x_C + v)^2] = E_{x_S}[(I_{p_S} - \hat{W}_S A_S)x_S] + E_{x_C}[(I_{p_F} - \hat{W}_F A_S)\hat{W}_F A_C x_C]^2 + E_{x_S}[\hat{W}(v^T) - 2E_{x_S}[I_{p_S} - \hat{W}_S A_S^T] \hat{W}_S A_C x_C],
\] (76)

where we have used that $v$ is zero-mean and statistically independent from $x_S$ and $x_C$, and eliminated the associated cross-terms. Rewriting with the trace operator,
\[
J_S(\hat{W}_S) = \text{tr}((I_{p_S} - \hat{W}_S A_S)K_{x_S}(I_{p_S} - \hat{W}_S A_S)^T) + \text{tr}((I_{p_F} - \hat{W}_F A_C)K_{x_C} A_C^T \hat{W}_S^T) + \text{tr}((I_{p_S} - \hat{W}_S A_S)^T \hat{W}_S A_C x_C),
\] (77)

where we have used that $K_{x_S} = E_{x_S}[x_S x_S^T]$, $K_{x_C} = E_{x_C}[x_C x_C^T]$, $K_{v} = E_{v}[v^T v]$ and $K_{x_S x_C} = E_{x_S}[x_S x_C^T]$.

We now consider (78) in expectation over the regressor matrices, i.e., $\varepsilon_S = E_A[J_S(\hat{W}_S)]$. We eliminate the cross-terms between $A_C$ and $\hat{W}_F$, and between $A_C$ and $A_S$, due to statistical independence,
\[
\varepsilon_S = E_A[\text{tr}((I_{p_S} - \hat{W}_S A_S)K_{x_S}(I_{p_S} - \hat{W}_S A_S)^T)] + \text{tr}(\hat{W}_F (E_A[A_C K_{x_C} A_C^T] + K_{v}) \hat{W}_S^T)
\] (79)
\[= \varepsilon_1 + \varepsilon_2, \quad (80)\]
with \(\varepsilon_1\) and \(\varepsilon_2\) as in the desired expressions (42) and (43). Note that in the final step, we used that \(K_v = \sigma T_n\), and that \(\mathbb{E}_{AC}[A_C^\top K_{AC} A_C] = \text{tr}(K_{AC} I_n)\), from Lemma 5, which we can apply due to \(AC\) being standard Gaussian.

Using that \(x_P = 0\), we have \([\|x_P - \bar{x}_P\|^2 = \|\bar{x}_P\|^2\) and
\[
J_F(\bar{W}_P) = \mathbb{E}_{x,P}[\mathbb{E}_{x,v}[W(P x_S + A_C x_C + v)]]^2, \quad (81)\]
and by using similar steps as for \(J_S\), we expand the norm, cancel the cross-terms, rewrite the expression with the trace operator, take the expectation over \(A\), and find \(\varepsilon_P\) of Lemma 2.

\subsection*{J. Proof of Lemma 3}
Let the full SVD of \(A\) be denoted by \(A = U S V^\top\), where \(U \in \mathbb{R}^{n \times n}\) and \(V \in \mathbb{R}^{p \times p}\) are Haar-distributed orthogonal random matrices statistically independent from \(S \in \mathbb{R}^{n \times p}\) [34, Section 2.1.5], [35], which contains the singular values of \(A\). Letting \(v_i\) denote the columns of \(V\), we have
\[
M = VS^+SV^\top = \sum_{i=1}^{n} v_i v_i^\top, \quad (82)\]
where \(S_{n/p}\) is the set of \(n\) indices out of \(\{1, \ldots, p\}\), corresponding to non-zero singular values of \(S\). Noting that \(S\) is of rank \(n\) w.p. 1, we choose \(S_{n/p} = \{1, \ldots, n\}\), without loss of generality due to the Haar distribution of \(V\). In other words, we henceforth write the \((i, j)^{th}\) entry of \(M\) as \(m_{ij} = \sum_{k=1}^{n} v_i v_k\).

The matrix \(Q \in \mathbb{R}^{p \times p}\) can be written as \(Q = R_{MR^\top} R_{MR^\top}^\top\), where \(R = [J_{p, n}, 0] \in \mathbb{R}^{p \times p}\), hence the \((i, j)^{th}\) entry of \(Q\) is \(q_{ij} = \sum_{l=1}^{p} m_{il} m_{lj} = m_i^2 + \sum_{j=1, j \neq i}^{n} m_j^2\), which we further expand,
\[
q_{ii} = \sum_{l=1}^{n} v_i^4 + 2 \sum_{l=1}^{n} \sum_{k=1}^{l-1} v_i^2 v_k^2 + \sum_{l=1}^{p} \sum_{j=1, j \neq i}^{n} v_i v_j v_k v_j \quad (83)\]
Lemma 4 gives the moments necessary to derive the expectation of \(q_{ii}\). Combining these moments, we find
\[
\mu_q \triangleq \mathbb{E}_A[q_{ii}] = \mathbb{E}_A\left[\frac{n}{p+1}\right] \left(2 + 1 - \frac{(n-1)(n-2)}{2(n-1)}\right). \quad (84)\]
Regarding the off-diagonal entries of \(Q\), we have with \(i \neq j\)
\[
q_{ij} = m_i m_j + m_{i,j} \quad (85)\]
By [36, Lemma 2.22], products of entries from \(V\) are zero-mean if any row- or column-index occurs an odd number of times in the product. Hence \(m_i m_j = (v_i^2 \cdots + v_i^2)(v_i v_j + \cdots + v_i v_j)\), is zero-mean, due to the row-index \(i\) occurring three times in each of the summation. Similarly, the other terms of (85), are also zero-mean. Hence \(\mathbb{E}_A[q_{ij}] = 0\) for \(i \neq j\). Combining this with (84), we obtain the sought for expressions of \(\mathbb{E}_A[Q]\).

The diagonal elements of \(Q \in \mathbb{R}^{p \times p}\) can be written as
\[
q_{ii} = \sum_{l=p+1}^{n} \sum_{k=1}^{l-1} v_i^2 v_k^2 + 2 \sum_{j=1}^{k-1} v_i v_j v_k v_j, \quad (86)\]
which in expectation is, using Lemma 4,
\[
\mu_q \triangleq \mathbb{E}_A[q_{ii}] = p P_n \left(1 - \frac{n-1}{p+n-1}\right) \left(1 - \frac{1}{p+n-1}\right). \quad (87)\]
Similarly as for \(q_{ij}\) in (85), which we have shown is zero-mean over the distribution of \(A\), the off-diagonal entries in \(Q\) are also zero-mean. Combining this with (87) and simplifying, we obtain the sought for expression of \(\mathbb{E}_A[Q]\).

\subsection*{K. Proof of Lemma 4}
Let \(\delta_{\alpha, \beta} = 1\) if \(\alpha = \beta\), and zero otherwise. Applying [36, Lemma 2.22], we obtain
\[
\mathbb{E}\left[\frac{1}{n} v_i^4\right] = \frac{1}{p} \left[\frac{n}{p+1}\right] \left[\frac{1}{p-1}\right] \left[\frac{1}{p+2}\right] \left[\frac{1}{p+1}\right] \left[\frac{1}{p+2}\right] \left[\frac{1}{p+1}\right] \left[\frac{1}{p+1}\right] = \frac{1}{p} \left(p+2\right). \quad (88)\]
Other moments are derived in a similar fashion. We omit these derivations due to space constraints.

\subsection*{L. Proof of Lemma 5}
Let the spectral decomposition of \(K\) be denoted as \(K = L A L^\top\), where \(L \in \mathbb{R}^{n \times p}\) is an orthogonal matrix, and \(A = \text{diag}(s_i) \in \mathbb{R}^{p \times p}\), \(i = 1, \ldots, p\), contains the eigenvalues of \(K\). We note that \(AL \sim A\), due to the rotational invariance of the standard Gaussian distribution. Hence \(\mathbb{E}_A[AKA^\top] = \mathbb{E}_A[AA^\top] = \mathbb{E}_A[\sum_{i=1}^{p} s_i a_i a_i^\top]\), where \(a_i \in \mathbb{R}^{n \times 1}\) denote the columns of \(A\). We note that \(a_i\) are i.i.d. standard Gaussian random vectors, hence \(\mathbb{E}[a_i a_i^\top] = I_n\). Hence, \(\mathbb{E}_A[AKA^\top] = \mathbb{E}_A[\sum_{i=1}^{p} s_i I_n] = \text{tr}(K) I_n\), which concludes the proof.
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