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We introduce the concept of non-uniform input-to-state stability for networks. It combines the uniform global stability with the uniform attractivity of any subnetwork while it allows for non-uniform convergence of all components. For an infinite network consisting of input-to-state stable subsystems, that do not necessarily have a uniform $\mathcal{L}_1$-bound on the transient behavior, we show: If the gain operator satisfies the uniform small-gain condition, then the whole network is non-uniformly input-to-state stable and all its finite subnetworks are input-to-state stable.
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1. Introduction

We are living in the world of networks, which grow steadily in size and in the number of couplings between individual agents. Smart grids, connected vehicles, swarm robotics, and smart cities are particular examples of such networks, in which the participating agents may be plugged in and out from the network at any time. Natural generalizations of such large-scale networks are infinite networks, which overapproximate and capture the essence of the original interconnections. The complexity of such networks motivates to use the bottom-up approach and to establish stability for a complex system based on properties of its less complex components.

During the last 2 decades, vast literature appeared, devoted to spatially invariant systems and/or linear systems consisting of an infinite number of finite-dimensional components, interconnected with each other through the same pattern Bamieh et al. (2002), Bamieh & Voulgaris (2005), Besselink & Johansson (2017), Curtain et al. (2009), Jovanović & Bamieh (2005), etc. Recently, several papers appeared, devoted to the development of methods and tools to analyze and control infinite networks composed of nonlinear infinite-dimensional systems of different nature, which are not necessarily spatially invariant. These works are based on the nonlinear small-gain methods and infinite-dimensional input-to-state stability (ISS) theory.

ISS theory has been initiated in Sontag (1989) and has quickly become one of the pillars of nonlinear control theory, including robust stabilization, nonlinear observer design, and analysis of large-scale networks, see Arcak & Kokotović (2001), Krstic et al. (1995), Sontag (2008). For the analysis of coupled systems, the ISS paradigm is especially fruitful in combination with the small-gain approach. In this method, the influence of any subsystem on other subsystems of a network is characterized by so-called gain functions. The gain operator constructed from these functions characterizes the interconnection structure of the network. The small-gain theorems state that if the gains are small enough (i.e., the gain operator satisfies some sort of small-gain condition), the network is stable.

Small-gain theorems originated within the input-output theory of linear systems, for an overview see Desoer & Vidyasagar (2009). The small-gain technique was extended to nonlinear feedback input-
output systems in Hill (1991), Mareels & Hill (1992). ISS paradigm allowed to extend the nonlinear small-gain theorems to the couplings of 2 nonlinear state-space systems in Jiang et al. (1994, 1996), and further to finite networks of input-to-state stable finite-dimensional systems Dashkovskiy et al. (2007, 2010).

Substantial progress in the infinite-dimensional ISS theory within the last years Jacob et al. (2018, 2019), Karafyllis & Krstic (2016, 2019a), Mironchenko & Wirth (2018), Tanwani et al. (2017), Zheng & Zhu (2018b) (see Mironchenko & Prieur (2020) for a recent survey) has created the basis which allows extending the small-gain results to finite and infinite networks of infinite-dimensional systems. Small-gain results for finite networks of evolution equations in Banach spaces, both in trajectory and in Lyapunov formulations, have been developed in Bao et al. (2018), Mironchenko (2021), Mironchenko & Ito (2015) and Karafyllis & Krstic (2018, 2019b), Tiwari et al. (2012) (see Mironchenko (2021) for more details and references).

Small-gain analysis of infinite (not necessarily spatially invariant) networks is especially challenging since the gain operator, collecting the information about the internal gains, acts on infinite-dimensional space, in contrast to finite networks of arbitrary nature. This calls for a careful choice of the infinite-dimensional state space of the overall network and motivates the use of the theory of positive operators on ordered Banach spaces for the small-gain analysis.

For networks consisting of exponentially ISS systems, possessing exponential ISS Lyapunov functions with linear gains, it was shown in Kawan et al. (2020) that the whole network is exponentially ISS and there is a coercive exponential ISS Lyapunov function for the whole network provided that the spectral radius of the gain operator is less than one.

Lyapunov-based ISS small-gain theorems have been reported in Dashkovskiy et al. (2019), Dashkovskiy & Pavlichkov (2020), Kawan et al. (2021). In Dashkovskiy & Pavlichkov (2020), ISS was shown for an infinite network of ISS systems provided that the internal gains capturing the influence of subsystems on each other are all uniformly less than identity, which is a rather conservative condition. In Dashkovskiy et al. (2019) the Lyapunov-based small-gain results for infinite networks have been shown, under the assumption of the existence of a linear path of strict decay for the gain operator. Finally, in Kawan et al. (2021) the ISS small-gain was shown for infinite networks whose gains are nonlinear functions, which gave a full extension of the Lyapunov-based small-gain theorems for finite networks Dashkovskiy et al. (2010) to the setting of infinite networks.

Lyapunov-based small-gain theorems require the knowledge of ISS Lyapunov functions for all subsystems. At the same time, even for finite-dimensional systems, it is natural in many applications just to assume that some subsystems are ISS, without requiring the availability of ISS-Lyapunov functions for them, see Jiang et al. (1994), Dashkovskiy et al. (2007). Furthermore, for PDEs with boundary inputs, ISS Lyapunov converse theorems are not available, even for linear analytic systems, and major challenges appear on this way, which have led to the development of alternative non-Lyapunov methods for ISS analysis of infinite-dimensional systems, including admissibility theory Jacob et al. (2018, 2019), monotonicity-based approach Mironchenko et al. (2019), Zheng & Zhu (2020), spectral decompositions Karafyllis & Krstic (2016, 2019a), Lhachemi & Shorten (2019), De Giorgi iteration Zheng & Zhu (2018a). This motivates the development of ISS small-gain theorems, which are not based on the knowledge of ISS Lyapunov functions for subsystems.

A trajectory-based small-gain theorem for infinite networks consisting of nonlinear infinite-dimensional systems has been shown in Mironchenko et al. (2020). It states that if all the subsystems are ISS with a uniform $\mathcal{K} \mathcal{L}$-transient bound and with the gain operator satisfying the so-called monotone limit property, then the network is ISS. Furthermore, in Mironchenko et al. (2020) it was shown that a network consisting of subsystems that are merely uniformly globally stable (UGS), is again UGS provided
that the gain operator satisfies a uniform small-gain condition, which is implied by the monotone limit (MLIM) property.

Contribution

In this paper, we introduce the novel concept of non-uniform input-to-state stability for networks, which is equivalent to ISS in the case of finite networks but is weaker than ISS for infinite networks. Using this concept we analyze the stability of infinite networks of ISS systems, that, in contrast to Mironchenko et al. (2020), may not have uniform convergence rates of individual subsystems, and whose gain operators may not satisfy the MLIM property.

First, we show in Proposition 4.1 that the non-uniform ISS is equivalent to uniform global stability together with a uniform in an initial state but non-uniform in the components of the network version of the asymptotic gain property.

Our main result is the non-uniform ISS small-gain theorem (Theorem 5.1), showing that an infinite interconnection of ISS systems, that possess a common $\mathcal{KL}$-bound (but not necessarily a common $\mathcal{K}$-bound) on the transient behavior of subsystems, is non-uniformly ISS provided that the gain operator satisfies the uniform small-gain condition.

We show that under the same requirement any finite subnetwork of the infinite network is ISS, which makes our result applicable to ISS analysis of finite networks of unknown size.

Since for finite networks, the uniform small-gain condition for the gain operator is equivalent to the strong small-gain condition (as shown in Mironchenko et al. (2020)), and since for finite networks, non-uniform ISS is equivalent to ISS, our non-uniform ISS small-gain theorem can be seen as an alternative to Mironchenko et al. (2020) way to extend the ISS small-gain theorem from finite to infinite networks.

Last but not least, our results are valid for a very general class of control systems, including many classes of partial differential equations (PDEs) with distributed and boundary control, time-delay systems, discrete-time systems, etc.

Notation. We write $\mathbb{R}$ for the set of real numbers and $\mathbb{Z}$ for the set of integers. $\mathbb{R}_+$ and $\mathbb{Z}_+$ denote the sets of nonnegative reals and integers, respectively.

We use the following classes of comparison functions:

- $\mathcal{K} := \{ \gamma : \mathbb{R}_+ \to \mathbb{R}_+ : \gamma \text{ is continuous and strictly increasing, } \gamma(0) = 0 \}$
- $\mathcal{K}_\infty := \{ \gamma \in \mathcal{K} : \gamma \text{ is unbounded} \}$
- $\mathcal{L} := \{ \gamma : \mathbb{R}_+ \to \mathbb{R}_+ : \gamma \text{ is continuous and decreasing with } \lim_{t \to \infty} \gamma(t) = 0 \}$
- $\mathcal{KL} := \{ \beta : \mathbb{R}_+^2 \to \mathbb{R}_+ : \beta(\cdot, t) \in \mathcal{K}, \forall t \geq 0, \beta(r, \cdot) \in \mathcal{L}, \forall r > 0 \}$

For a normed linear space $(W, \| \cdot \|_W)$ and any $r > 0$, we write $B_{r,W} := \{ w \in W : \|w\|_W < r \}$ for the open ball of radius $r$ around 0 in $W$. By $\overline{B}_{r,W}$ we denote the corresponding closed ball.

Given a nonempty index set $I$, we write $\ell_\infty(I)$ for the Banach space of all functions $x : I \to \mathbb{R}$ with $\|x\|_{\ell_\infty(I)} := \sup_{i \in I} |x(i)| < \infty$. Moreover, $\ell_\infty(I)^+ := \{ x \in \ell_\infty(I) : x(i) \geq 0 \text{ for all } i \in I \}$. If $I = \mathbb{Z}_+$, we simply write $\ell_\infty$ and $\ell_\infty^+$, respectively.

By $\land$ we denote the logical “and”.

2. Control systems and their properties

In this section we introduce the concept of a control system as well as the main stability properties.
Definition 2.1 A time set \( T \) is a subgroup of \((\mathbb{R},+)\). It induces the positive time set \( T_+ := \{ t \in T : t \geq 0 \} \).

By convention, when the time set \( T \) is understood from the context, all intervals are assumed to be restricted to \( T \). For instance, \([a,b) = \{ t \in T, a \leq t < b \} \) and \( t \geq 0 \) is used synonymously with \( t \in T_+ \).

We define the concept of a (time-invariant) system in the following way (cf. Willems (1972), Karafyllis & Jiang (2011a) for similar formalisms):

Definition 2.2 Consider the tuple \( \Sigma = ( T_+, X, U, \phi ) \) consisting of

(i) A positive time set \( T_+ \).

(ii) A normed vector space \((X, \| \cdot \|_X)\), called the state space, endowed with the norm \( \| \cdot \|_X \).

(iii) A normed vector space of inputs \( U \subset \{ u : T_+ \to U \} \) endowed with a norm \( \| \cdot \|_U \). Here \( U \) is a certain normed vector space, called the space of input values, and \( U \) is a linear subspace of \( U^{T_+} \).

We assume that the following two axioms hold:

The axiom of shift invariance: for all \( u \in U \) and all \( \tau \geq 0 \) the time shift \( u(\cdot + \tau) \) belongs to \( U \) with \( \| u(\cdot + \tau) \|_U \geq \| u(\cdot) \|_U \).

The axiom of concatenation: for all \( u_1, u_2 \in U \) and for all \( t > 0 \) the concatenation of \( u_1 \) and \( u_2 \) at time \( t \), defined by

\[
\left. u_1 \right|_t u_2(\tau) := \begin{cases} u_1(\tau), & \text{if } \tau \in [0,t], \\ u_2(\tau-t), & \text{otherwise}, \end{cases}
\]

(2.1) belongs to \( U \).

(iv) A map \( \phi : D_\phi \to X, D_\phi \subseteq T_+ \times X \times U \) (called transition map), so that for all \((x, u) \in X \times U \) it holds that \( D_\phi \cap \{ (T_+ \times \{ (x, u) \} ) = \{ 0,t_m \} \times \{ (x, u) \} \), for a certain \( t_m = t_m(x, u) \in (0, +\infty] \).

The corresponding interval \([0,t_m] \) is called the maximal domain of definition of \( t \mapsto \phi(t,x,u) \).

The quadruple \( \Sigma \) is called a (control) system, if the following properties hold:

(Σ1) The identity property: for every \((x, u) \in X \times U \) it holds that \( \phi(0,x,u) = x \).

(Σ2) Causality: for every \((t,x,u) \in D_\phi \), for every \( \tilde{u} \in U \), such that \( u(s) = \tilde{u}(s) \) for all \( s \in [0,t] \) it holds that \([0,t] \times \{ (x, \tilde{u}) \} \subset D_\phi \) and \( \phi(t,x,u) = \phi(t,x,\tilde{u}) \).

(Σ3) Continuity: for each \((x, u) \in X \times U \) the map \( t \mapsto \phi(t,x,u) \) is continuous on its maximal domain of definition.

(Σ4) The cocycle property: for all \( x \in X, u \in U \), for all \( t, h \geq 0 \) so that \([0,t+h] \times \{ (x, u) \} \subset D_\phi \), we have \( \phi(t+h, \phi(t,x,u), u(t+h)) = \phi(t+h,x,u) \).

Definition 2.3 We say that a control system \( \Sigma = ( T_+, X, U, \phi ) \) is forward complete if \( D_\phi = T_+ \times X \times U \), i.e., \( \phi(t,x,u) \) is well-defined for all \((x, u) \in X \times U \) and \( t \geq 0 \).

If \( T = \mathbb{R} \), this class of systems encompasses control systems generated by ordinary differential equations (ODEs), switched systems, time-delay systems, many classes of partial differential equations, important classes of boundary control systems and many other systems.
Recall the concept of infinite interconnections, indexed by some non-empty set $\mathcal{I}$. For $\mathcal{I} = \mathbb{Z}$, this class includes infinite-dimensional discrete-time systems of the form

$$x(k+1) = A(x(k), u(k)), \quad k \in \mathbb{Z}_+,$$

where $A : X \times U \to X$ is a nonlinear operator and $\mathcal{U}$ is the space $\ell_\infty(\mathbb{Z}_+, U)$, defined as a set of all $u : \mathbb{Z}_+ \to U$, such that $\|u\|_\infty := \sup_{k \in \mathbb{Z}_+} \|u(k)\|_U < \infty$. For each initial condition $x \in X$ and each input $u \in \mathcal{U}$ the solution of the system (2.2) exists and is unique for all times $k \in \mathbb{Z}_+$. Denoting this solution at time $k$ by $\phi(k,x,u)$, we see that (2.2) gives rise to a forward complete infinite-dimensional discrete-time control system $\Sigma = (\mathbb{Z}, X, \mathcal{U}, \phi)$.

For prolongation of solutions, the following property is important (which we adopt from (Karafyllis & Jiang 2011b, Ch. 1)), which is implied by forward completeness.

**Definition 2.4** We say that a system $\Sigma = (\mathcal{I}, X, \mathcal{U}, \phi)$ satisfies the boundedness-implies-continuation (BIC) property if for each $(x,u) \in X \times \mathcal{U}$ such that the maximal existence time $t_m = t_m(x,u)$ is finite, for any given $M > 0$ there exists $t \in [0, t_m)$ with $\|\phi(t,x,u)\|_X > M$, i.e., $\limsup_{t \to t_m-} \|\phi(t,x,u)\|_X = \infty$.

An important concept, introduced for ODE systems in (Sontag 1989), that unifies internal and external stability, is:

**Definition 2.5** A system $\Sigma = (\mathcal{I}, X, \mathcal{U}, \phi)$ is called (uniformly) input-to-state stable (ISS) if there exist $\beta \in \mathcal{K}_{\infty}$ and $\gamma \in \mathcal{K}$ such that for all $(t,x,u) \in D_\phi$ the following holds:

$$\|\phi(t,x,u)\|_X \leq \beta(\|x\|_X, t) + \gamma(\|u\|_\mathcal{U}).$$

We need also the following property, implied by ISS, and playing an important role for characterization of ISS (cf. Sontag & Wang 1996, Mironchenko & Wirth 2018):

**Definition 2.6** A system $\Sigma = (\mathcal{I}, X, \mathcal{U}, \phi)$ is called uniformly globally stable (UGS) if there exist $\sigma \in \mathcal{K}_{\infty}$ and $\gamma \in \mathcal{K}_{\infty}$ such that for all $(t,x,u) \in D_\phi$ it holds that

$$\|\phi(t,x,u)\|_X \leq \sigma(\|x\|_X) + \gamma(\|u\|_\mathcal{U}).$$

### 3. Infinite interconnections

Recall the concept of infinite interconnections, indexed by some non-empty set $I$, containing at least 2 elements, as developed in Mironchenko et al. (2020) and inspired by (Karafyllis & Wang 2007, Definition 3.3).

For each $i \in I$, let $(X_i, \|\cdot\|_{X_i})$ be the state space of the $i$-th system $\Sigma_i$, which we assume to be a normed vector space. Before we can specify the space of inputs for $\Sigma_i$, we construct the overall state space.

Let $Q$ be a nonempty subset of $I$. In what follows, we denote by $(x_j)_{j \in Q}$ the vector consisting of $x_j$ for $j \in Q$. Define

$$X_Q := \{(x_j)_{j \in Q} : x_j \in X_j, \forall j \in Q \text{ and } \sup_{j \in Q} \|x_j\|_{X_j} < \infty\},$$

which becomes a real Banach space with the norm

$$\|x\|_{X_Q} := \sup_{j \in Q} \|x_j\|_{X_j}.$$ 

The state space for the network we define as $X := X_I$. We identify $X_Q$ with the space

$$\{(x_j)_{j \in I} \in X : x_j = 0, j \notin Q\},$$

as $(x_j)_{j \in I} \in X_Q$. For each $j \notin Q$, we construct the space $X_j$ as a real Banach space with the norm

$$\|x\|_{X_j} := \sup_{i \in I} \{x_i : i \neq j\},$$

as $x_i := 0$ for $i \notin Q$.
Recall that we assume that \( b \)-invariance and concatenation. Then, by the definition of PC-wise continuous functions, with the norm \( \| w \|_\omega = \sup_{s \geq 0} \| w(s) \|_X \).

The norm on \( \text{PC}_b(\mathcal{T}_+, X_{\bar{\phi}_i}) \times \mathcal{U} \) we define by

\[
\| (w, u) \|_{\text{PC}_b(\mathcal{T}_+, X_{\bar{\phi}_i}) \times \mathcal{U}} := \max \{ \| w \|_\omega, \| u \|_\mathcal{U} \}.
\]

Recall that we assume that \( \mathcal{U} \subset U \mathcal{T}_+ \) for some normed space \( U \), and \( \mathcal{U} \) satisfies the axioms of shift invariance and concatenation. Then, by the definition of \( \text{PC}_b(\mathcal{T}_+, X_{\bar{\phi}_i}) \) and the norm (3.4), these axioms are also satisfied for the product space \( \text{PC}_b(\mathcal{T}_+, X_{\bar{\phi}_i}) \times \mathcal{U} \).

According to the definition of \( \Sigma_i \), the internal inputs belong to \( \text{PC}_b(\mathcal{T}_+, X_{\bar{\phi}_i}) \), and thus are globally bounded. However, we can extend the definition of \( \Sigma_i \) to allow for unbounded inputs, using the causal extension: for each \( t \geq 0 \), each \( x_i \in X_i \), each piecewise continuous \( \phi_{\bar{\phi}_i} : \mathcal{T}_+ \to X_{\bar{\phi}_i} \), and each \( u \in \mathcal{U} \) we define

\[
\bar{\phi}_i(t, x_i, (\phi_{\bar{\phi}_i}, u)) := \bar{\phi}_i(t, x_i, (\phi_{\bar{\phi}_i}[0,t], u)).
\]

Here \( \phi_{\bar{\phi}_i}[0,t] \) is the restriction of \( \phi_{\bar{\phi}_i} \) to the time-interval \([0,t]\), extended by 0 to the \((t, +\infty)\). Note that \( \phi_{\bar{\phi}_i}[0,t] \) is a well-defined (due to the concatenation axiom) and bounded piecewise continuous function, i.e., an admissible input to the system \( \Sigma_i \), and hence the term \( \bar{\phi}_i(t, x_i, (\phi_{\bar{\phi}_i}[0,t], u)) \) in (3.5) makes sense.

In what follows we understand the systems \( \Sigma_i \) in the sense of this causal extension.

**Definition 3.1** Given the control systems \((\Sigma_i)_{i \in I}\) as above, we call a control system of the form \( \Sigma = (\mathcal{T}_+, X, \mathcal{U}, \phi) \) the (feedback) interconnection of systems \((\Sigma_i)_{i \in I}\) if the following holds:

(i) The components \( \phi_i \) of the transition map \( \phi : D_\phi \to X \) satisfy for all \((t, x, u) \in D_\phi \)

\[
\phi_i(t, x, u) = \bar{\phi}_i(t, x_i, (\phi_{\bar{\phi}_i}(t, x, u)) \quad (3.6)
\]

where \( \phi_{\bar{\phi}_i}(\cdot) = (\phi_{\bar{\phi}_i}(\cdot, x, u))_{j \in I \setminus \{i\}} \).

(ii) \( \Sigma \) has the BIC property.

We call \( \Sigma \) the \( i \)-th subsystem of \( \Sigma \).

To measure the influence of each subsystem at any other subsystem, we define input-to-state stability for subsystems in the following form:

**Definition 3.2** Given the spaces \((X_j, \| \cdot \|_j) \), \( j \in I \), and the system \( \Sigma_i \) for a fixed \( j \in I \), we call \( \Sigma_i \) input-to-state stable (in semimmaximum formulation) if \( \Sigma_i \) is forward complete and there are \( \gamma_{j}, \beta_j \in \mathcal{K} \) \( \mathcal{L}^\infty \) such that for all initial states \( x_i \in X_i \), all internal inputs \( w_{\bar{\phi}_i} = (w_j)_{j \in I \setminus \{i\}} \in \text{PC}_b(\mathcal{T}_+, X_{\bar{\phi}_i}) \), all external inputs \( u \in \mathcal{U} \) and \( t \geq 0 \):

\[
\| \bar{\phi}_i(t, x_i, w_{\bar{\phi}_i}, u) \|_{X_i} \leq \beta_i(\| x_i \|_{X_i}, t) + \sup_{j \in I} \gamma_j(\| w_j \|_{0, j}) + \gamma(\| u \|_\mathcal{U}).
\]
The functions $\gamma_j$ are called internal gains and $\gamma$ is called external gain.

Recall that given a nonempty index set $I$, we write $\ell_\infty(I)$ for the Banach space of all functions $x : I \to \mathbb{R}$ with $\|x\|_{\ell_\infty(I)} := \sup_{i \in I} |x(i)| < \infty$. A positive cone in $\ell_\infty(I)$ we define as

$$\ell_\infty(I)^+ := \{ x \in \ell_\infty(I) : x(i) \geq 0 \text{ for all } i \in I \}.$$  

Assuming that all systems $\Sigma_i$, $i \in I$, are ISS, we can define a nonlinear monotone operator $\Gamma_{\otimes}$: $\ell_\infty(I)^+ \to \ell_\infty(I)^+$, called gain operator, from the gains $\gamma_j$ as follows:

$$\Gamma_{\otimes}(s) := (\sup_{j \in I} \gamma_j(s_j))_{i \in I}, \quad s = (s_i)_{i \in I} \in \ell_\infty(I)^+.$$  

(3.8)

$\Gamma_{\otimes}$ is well-defined provided that the following holds:

Assumption 1 For every $r > 0$, we have

$$\sup_{(i,j) \in \mathcal{P}} \gamma_j(r) < \infty.$$  

For small-gain analysis we need the following property of nonlinear gain operators, considered, e.g., in Dashkovskiy et al. (2007), Mironchenko et al. (2020):

**Definition 3.3** We say that $id - \Gamma_{\otimes}$ has the monotone bounded invertibility (MBI) property if there exists $\xi \in \mathcal{K}_\infty$ such that for all $v, w \in \ell_\infty(I)^+$

$$(id - \Gamma_{\otimes})(v) \leq w \quad \Rightarrow \quad \|v\|_{\ell_\infty(I)} \leq \xi(\|w\|_{\ell_\infty(I)}).$$

In Mironchenko et al. (2020) it was shown that $id - \Gamma_{\otimes}$ satisfies the MBI property if and only if the uniform small-gain condition holds: There is $\eta \in \mathcal{K}_\infty$ such that

$$\text{dist}(\Gamma_{\otimes}(x) - x, \ell_\infty(I)^+) \geq \eta(\|x\|_X), \quad x \in \ell_\infty(I)^+.$$  

(3.9)

Here $\text{dist}(\Gamma_{\otimes}(x) - x, \ell_\infty(I)^+) = \text{inf}_{y \in \ell_\infty(I)^+} \|\Gamma_{\otimes}(x) - x - y\|_{\ell_\infty(I)}$.

If the network is finite (i.e., if $I$ is of finite cardinality), then the uniform small-gain condition for $\Gamma_{\otimes}$ holds if and only if $\Gamma_{\otimes}$ satisfies the strong small-gain condition, see (Mironchenko et al. 2020, Proposition 14).

4. **Non-uniform ISS and its characterization**

In this section $I$ is a given nonempty index set.

**Definition 4.1** Let $\Sigma := (\mathcal{F}_i, X_i, PC_{\mathcal{P}}(\mathcal{F}_i, X_i, \phi_i), i \in I$ be control systems. Assume that the interconnection $\Sigma = (\mathcal{F}_\Phi, X, \mathcal{W}, \phi)$ is well-defined and forward complete.

We call the network $\Sigma$ non-uniformly input-to-state stable (non-uniformly ISS), if there are $(\tilde{B}_i)_{i \in I} \subset \mathcal{K}_\infty$, $\tilde{\sigma} \in \mathcal{K}_\infty$ and $\gamma \in \mathcal{K}_\infty$, such that

$$\tilde{B}_i(r, t) \leq \tilde{\sigma}(r), \quad r \in \mathbb{R}_+, \quad t \geq 0, \quad i \in I,$$  

(4.1)

and the components $\phi_i(\cdot, x, u)$ of the coupled system for each $i \in I$ satisfy for all $t \geq 0, x \in X$ and $u \in \mathcal{W}$ the following estimate:

$$\|\phi_i(t, x, u)||x|| \leq \tilde{B}_i(||x||_X, t) + \gamma(||u||_\mathcal{W}).$$  

(4.2)
In this section, we show that if all the systems of the network are ISS and the gain operator satisfies the MBI property, then the network is non-uniformly ISS. The non-uniformity in Definition 4.1 amounts to the fact that the convergence rates for components of the network are non-uniform. At the same time, the stability bound $\sigma$ and the asymptotic gain $\gamma$ are the same for all components of the network. Furthermore, as we show next, for finite networks the non-uniform ISS is equivalent to ISS, and thus our approach constitutes an alternative way to generalize the ISS small-gain theorem from finite to infinite networks.

The non-uniform ISS can be characterized as follows:

**Proposition 4.1** Let $\Sigma := (\mathcal{T}_+, X, PC_h(\mathcal{T}_+, X) \times \mathcal{W}, \phi^*_i), i \in I$ be control systems. Assume that the interconnection $\Sigma = (\mathcal{T}_+, X, \mathcal{W}, \phi)$ is well-defined. Then $\Sigma$ is non-uniformly ISS if and only if $\Sigma$ is UGS and there is $U \in \mathcal{W}$ such that for all $U(r) > 0$ and for each $i \in I$ there is $\gamma(r, i) > 0$, such that

$$
\|x\|_x \leq r \land \|u\|_u \leq r \land t \geq \tau(i, r) \Rightarrow \|\phi_i(t, x, u)\|_x \leq \gamma + \gamma(u, \|u\|) \tag{4.3}
$$

*Proof.* “$\Rightarrow$”. Let $\Sigma$ be non-uniformly ISS. Then

$$
\|\phi(t, x, u)\|_x = \sup_{i \in I} \|\phi_i(t, x, u)\|_x \leq \sup_{i \in I} \beta_i(\|x\|_x, t) + \gamma(\|u\|) \leq \bar{\sigma}(\|x\|) + \gamma(\|u\|),
$$

which shows UGS of $\Sigma$.

To obtain (4.3), take $\beta := \gamma$ and pick $\gamma(r, i)$ for each $r, i > 0$ and each $i \in I$ such that $\beta_i(r, \tau_i(r, r)) \leq \varepsilon$. As $\beta_i \in \mathcal{H}_i$, such $\gamma_i(r, r)$ always exists.

“$\Leftarrow$”. As a well-posed interconnection, $\Sigma$ has BIC property. In combination with UGS, this implies forward-completeness. Furthermore, by UGS of $\Sigma$, there are $\sigma_{\Sigma, UGS}, \gamma_{UGS} \in \mathcal{H}_i$:

$$
i \in I \land x \in X \land u \in \mathcal{W} \land t \geq 0 \Rightarrow \|\phi_i(t, x, u)\|_x \leq \sigma(\|x\|_x) + \gamma_{UGS}(\|u\|). \tag{4.4}
$$

Pick any $\varepsilon, r > 0$. From the above estimate we have for all $i \in I, t \geq 0$ and any $x \in X, u \in \mathcal{W}$ with $\|x\|_x \leq r \leq \|u\|_u$ that

$$
\|\phi_i(t, x, u)\|_x \leq \sigma(\|x\|_x) + \gamma_{UGS}(\|u\|_u). \tag{4.5}
$$

Defining $\gamma(r) := \max\{\sigma_{U}(r) + \gamma_{UGS}(r), \gamma(r)\}$, for all $r \geq 0$, and combining (4.5) with (4.3), we obtain the following convergence estimate for arbitrary inputs (where $\tau_i(r, r)$ is as in the assumptions of the lemma):

$$
i \in I \land \|x\|_x \leq r \land u \in \mathcal{W} \land t \geq \tau_i(r, r) \Rightarrow \|\phi_i(t, x, u)\|_x \leq \varepsilon + \gamma(\|u\|). \tag{4.6}
$$

Fix arbitrary $r \in \mathbb{R}_+$ and define $\varepsilon_n := 2^{-n}\sigma_{U}(r)$, for all $n \in \mathbb{Z}_+$. Due to (4.6), there exists a sequence of times $\tau_i(r, n) := r, i \in I, n \in \mathbb{Z}_+$, which we assume without loss of generality to be strictly increasing in $n$, such that for all $i \in I, x \in B, u \in \mathcal{W}$ and $n \in \mathbb{Z}_+$

$$
t \geq \tau_i(r, n) \Rightarrow \|\phi_i(t, x, u)\|_x \leq \varepsilon_n + \gamma(\|u\|). \tag{4.7}
$$

From (4.4) we see that we may set $\tau_i, 0 := 0$ for all $i \in I$. Define $w_i(r, n) := \varepsilon_{n-1}$, for $i \in I, n \in \mathbb{Z}_+ \setminus \{0\}$, and $w_i(r, 0) := 2\varepsilon_0 = 2\sigma_{U}(r)$.
Now extend the definition of \( w_i \) to a function \( w_i(r, \cdot) \in \mathcal{L} \), for any \( i \in I \). We obtain for \( t \in (\tau_n, \tau_{n+1}) \), \( n = 0, 1, \ldots \) and \( x \in B_{\gamma_0} \) that
\[
\|\phi(t, x, u)\|_{\chi_i} \leq \varepsilon_n + \gamma(\|u\|_{\psi}) < w_i(t, r) + \gamma(\|u\|_{\psi}).
\]
Doing this for all \( r \in \mathbb{R}_+ \) we obtain the definition of the functions \( w_i, i \in I \).

Now for each \( i \in I \) define \( \tilde{\beta}_i(r, t) := \sup_{0 \leq s \leq r} w_i(s, t) \geq w_i(t, r) \) for \( (r, t) \in \mathbb{R}_+ \times \mathbb{R}_+ \). From this definition it follows that, for each \( t \geq 0 \), \( \tilde{\beta}_i(\cdot, t) \) is nondecreasing in the first argument and \( \tilde{\beta}_i(r, \cdot) \) is decreasing in the second argument for each \( r > 0 \) as every \( w_i(\cdot, \cdot) \in \mathcal{L} \). Moreover, for each fixed \( t \geq 0 \), \( \tilde{\beta}_i(r, t) \leq \sup_{0 \leq s \leq r} w_i(s, 0) = 2\sigma_{UGS}(r) \), which implies that \( \tilde{\beta} \) is continuous in the first argument at \( r = 0 \) for any fixed \( t \geq 0 \) and also \( \tilde{\beta}_i(0, t) = 0 \) for any \( t \geq 0 \).

By (Mironchenko & Wirth 2019, Proposition 9), \( \tilde{\beta} \) can be upper bounded by certain \( \tilde{\beta}_i \in \mathcal{K} \mathcal{L} \), and (4.2) is satisfied with such \( \tilde{\beta} \). Furthermore, there is \( \tilde{o} \in \mathcal{K}_{\infty} \), such that (4.1) holds (choose the same function \( o \) for all \( i \in I \) in the proof of (Mironchenko & Wirth 2019, Proposition 9)).

For finite networks ISS coincides with non-uniform ISS.

**Proposition 4.2** Let \( \Sigma := (\mathcal{T}_+, X, \mathcal{P}C_k(\mathcal{T}_+, X), \mathcal{W}, \phi_i), i \in I \) be control systems and let \( I \) be a finite set. Assume that the interconnection \( \Sigma = (\mathcal{T}_+, X, \mathcal{W}, \phi) \) is well-defined. Then \( \Sigma \) is ISS if and only if \( \Sigma \) is non-uniformly ISS.

**Proof.** As \( \Sigma \) has BIC property as a well-posed interconnection, ISS implies forward completeness. Clearly, ISS implies non-uniform ISS. The converse follows by setting \( \tilde{\beta}(r, t) := \max_{i \in I} \tilde{\beta}_i(r, t) \). As \( I \) is a finite set, \( \tilde{\beta} \in \mathcal{K} \mathcal{L} \), and since \( \|\phi(t, x, u)\|_x = \max_{i \in I} \|\phi_i(t, x, u)\|_x \) the estimate (4.2) implies for all \( x \in X, u \in \mathcal{W} \) and \( t \geq 0 \)
\[
\|\phi(t, x, u)\|_x \leq \tilde{\beta}(\|x\|_x, t) + \gamma(\|u\|_\psi),
\]
which shows ISS of \( \Sigma \).

We recall a technical lemma, shown in Mironchenko (2021):

**Lemma 4.1** Let \( g : \mathbb{R}_+ \to \mathbb{R}^n_+ \), \( p \in \mathbb{Z}_+ \) be a globally bounded function and let \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) be an unbounded monotonically increasing function. Then
\[
\lim_{t \to \infty} \sup_{s \geq f(t)} g(s) = \lim_{t \to \infty} \sup_{s \geq t} g(s).
\]

**5. Non-uniform ISS small-gain theorem**

The ISS small-gain theorem in (Mironchenko et al. 2020, Theorem 2) states that if all subsystems \((\Sigma_i)_{i \in I}\) are ISS with a uniform transient bound (i.e., there is \( \tilde{\beta} \in \mathcal{K} \mathcal{L} ; \tilde{\beta}_i \leq \tilde{\beta} \) for all \( i \in I \) pointwise) and with the gain operator satisfying the so-called monotone limit property (which implies MBI property), then the network is ISS.

If the subsystems of the network are ISS but do not have uniform \( \mathcal{K} \mathcal{L} \)-bounds from above for the transient behavior, it is not possible to guarantee ISS of the network, as can be seen on a simple example \( \dot{x}_i = -\frac{1}{i} x_i, \ i \in I := \mathbb{Z}_+ \), with the state space \( X = \ell_\infty \). Each subsystem is exponentially stable, and thus, ISS. But the overall network is not ISS. In fact, for an initial condition \( x_0 = (1, 1, \ldots) \) it holds for the corresponding solution that \( \|\phi(t, x_0)\|_\ell_\infty = 1 \) for all \( t \geq 0 \).

In contrast to that, next, we show that if all the subsystems are ISS, have a uniform \( \mathcal{K}_{\infty} \)-bound (but not necessarily a uniform \( \mathcal{K} \mathcal{L} \)-bound) on the transient behavior, and the gain operator satisfies merely MBI property (uniform small-gain condition), then the network is non-uniformly input-to-state stable.
THEOREM 5.1 (Non-uniform ISS small-gain theorem) Let \( \Sigma_i := (\mathcal{T}_+, X_i, \text{PC}_i(\mathcal{T}_+, X_{\phi_i}) \times \mathcal{W}, \bar{\phi}_i), i \in I \) be forward complete control systems, satisfying the ISS estimates as in Definition 3.2. Let also the interconnection \( \Sigma = (\mathcal{T}_+, X, \mathcal{W}, \phi) \) be well-defined and the following conditions hold:

(i) There exist \( \gamma \in \mathcal{K} \) and \( \sigma \in \mathcal{K} \) such that

\[
\beta_i(r, t) \leq \sigma(r), \quad \gamma_i(r) \leq \gamma(r), \quad r \in \mathbb{R}_+, \ t \geq 0, \ i \in I.
\]

(ii) Assumption 1 is satisfied for the operator \( \Gamma_\circ \) defined via the gains \( \gamma_j \) from Definition 3.1 and \( \Gamma_\circ \) has the monotone bounded invertibility property.

(iii) for each \( i \in I \) only finitely many elements of \( \{\gamma_j\}_{j \in I} \) are nonzero.

Then \( \Sigma \) is non-uniformly ISS.

Proof. We proceed in two steps.

UGS. As all \( \Sigma_i \) are ISS with corresponding \( \beta_i \) and gains \( \gamma_j \) and \( \gamma_i, \ i, j \in I \), in view of assumption (i) we have that for all initial states \( x_i \in X_i \), all internal inputs \( w_{\phi_i} = (w_j)_{j \in I \setminus \{i\}} \in \text{PC}_i(\mathcal{T}_+, X_{\phi_i}) \), all external inputs \( u \in \mathcal{W} \) and \( t \geq 0 \) we have

\[
\| \bar{\phi}_i(t, x_i, (w_{\phi_i}, u)) \|_{X_i} \leq \sigma(\|x_i\|_{X_i}) + \sup_{j \in I} \gamma_j(\|w_j\|_{\mathcal{W}}) + \gamma(\|u\|_{\mathcal{W}}).
\]

As the gain operator satisfies the MBI property, we obtain forward completeness and UGS of the network \( \Sigma \) from the UGS small-gain theorem (Mironchenko et al. 2020, Theorem 1) (in this reference only continuous-time systems are treated, but the argument does not change for for general systems considered in this paper).

The estimate (4.3). As \( \Sigma \) is the interconnection of \( \{\Sigma_i\}_{i \in I} \) and is forward complete, we have \( \phi_i(t, x, u) = \bar{\phi}_i(t, x_i, (\phi_{\phi_i}, u)) \) for all \( (t, x, u) \in \mathcal{T}_+ \times X \times \mathcal{W} \) and \( i \in I \), with the notation from Definition 3.1.

Pick any \( r \geq 0 \), any \( u \in \mathcal{B}_{r, \mathcal{W}} \) and any \( x \in \mathcal{B}_{r, X} \). As \( \Sigma \) is UGS, there are \( \sigma^{\text{UGS}}(r) \) and \( \gamma^{\text{UGS}}(r) \) such that

\[
\| \phi(t, x, u) \|_X \leq \sigma^{\text{UGS}}(r) + \gamma^{\text{UGS}}(r) =: \mu(r) \quad \forall t \geq 0.
\]

Given \( r \geq 0 \), \( \varepsilon > 0 \), and \( i \in I \), by ISS of \( \Sigma_i \) choose \( \tau_i^* = \tau_i^*(\varepsilon, r) \geq 0 \) (depending on \( i \)) such that \( \beta_i(\mu(r), \tau_i^*) \leq \varepsilon. \)

Due to the cocycle property, for all \( i \in I \) and \( t, \tau \geq 0 \) we have

\[
\phi(t + \tau, x, u) = \bar{\phi}_i(t + \tau, x_i, (\phi_{\phi_i}, u))
\]

\[
= \tilde{\phi}_i(\tau, \bar{\phi}_i(t, x_i, (\phi_{\phi_i}, u)), (\phi_{\phi_i}(\cdot + t), u(\cdot + t))).
\]

We obtain for all \( x \in \mathcal{B}_{r, X}, u \in \mathcal{B}_{r, \mathcal{W}}, \tau \geq \tau_i^*, t \geq 0: \)

\[
\| \phi(t + \tau, x, u) \|_X \leq \beta_i(\| \tilde{\phi}_i(t, x_i, (\phi_{\phi_i}, u)) \|_{X_i}, \tau) + \sup_{j \in I} \gamma_j(\|\phi_j\|_{\mathcal{W}}) + \gamma(\|u\|_{\mathcal{W}})
\]

\[
\leq \beta_i(\| \phi(t, x, u) \|_{X_i}, \tau_i^*) + \sup_{j \in I} \gamma_j(\|\phi_j\|_{\mathcal{W}}) + \gamma(\|u\|_{\mathcal{W}})
\]

\[
\leq \varepsilon + \sup_{j \in I} \gamma_j(\|\phi_j\|_{\mathcal{W}}) + \gamma(\|u\|_{\mathcal{W}}).
\]
Pick any \( k \in \mathbb{Z}_+ \) and define
\[
B(r,k) := \overline{B}_r \times \left\{ u \in \mathcal{U} : \|u\|_{\mathcal{U}} \in [2^{-k}r, 2^{-k+1}r] \right\}. \tag{5.4}
\]

Taking the supremum of (5.3) over \( B(r,k) \), we obtain for all \( i \in I, \tau \geq \tau_i^* : \)
\[
\sup_{(x,u) \in B(r,k)} \langle \phi(t + \tau, x, u) \rangle \leq \varepsilon + \sup_{j \in I \setminus \{i\}} \gamma_j \left( \sup_{(x,u) \in B(r,k)} \| \phi_j(t, \cdot, u) \|_\infty \right) + \gamma(2^{1-k}r). \tag{5.5}
\]

Thus for all \( t \geq 0 \) we have
\[
\sup_{s \geq t + \tau_i^*} \sup_{(x,u) \in B(r,k)} \langle \phi(s, x, u) \rangle \leq \varepsilon + \sup_{j \in I \setminus \{i\}} \gamma_j \left( \sup_{(x,u) \in B(r,k)} \| \phi_j(s, x, u) \|_\infty \right) + \gamma(2^{1-k}r). \tag{5.6}
\]

Define
\[
y_i(r,k) := \lim_{t \to +\infty} \sup_{s \geq t + \tau_i^*} \sup_{(x,u) \in B(r,k)} \langle \phi(s, x, u) \rangle = \lim_{t \to +\infty} \sup_{(x,u) \in B(r,k)} \langle \phi(t, x, u) \rangle.
\]

By Lemma 4.1 it holds that
\[
y_i(r,k) = \lim_{t \to +\infty} \sup_{s \geq t + \tau_i^*} \sup_{(x,u) \in B(r,k)} \langle \phi(s, x, u) \rangle.
\]

As each \( \Sigma_i \) has a finite number of neighbors by assumption (iii), we can take the limit \( t \to +\infty \) in (5.6) and obtain
\[
y_i(r,k) \leq \varepsilon + \sup_{j \in I} \gamma_j \left( y_j(r,k) \right) + \gamma(2^{1-k}r). \tag{5.7}
\]

As (5.7) is valid for arbitrarily small \( \varepsilon > 0 \), we obtain by computing the limit \( \varepsilon \to +0 \) that
\[
y_i(r,k) \leq \sup_{j \in I \setminus \{i\}} \gamma_j \left( y_j(r,k) \right) + \gamma(2^{1-k}r), \quad i \in I. \tag{5.8}
\]

Denote \( \tilde{\gamma}(u) := (\gamma(\|u\|_{\mathcal{U}}))_{i \in I} \) and \( y(r,k) := (y_i(r,k))_{i \in I} \) and note that \( y(r,k) \in \ell^+_{\sum}(I) \), as the entries \( y_i \) are uniformly bounded by \( \mu(r) \), and by (i), we have \( \tilde{\gamma}(u) \in \ell^+_{\sum}(I) \).

Let us rewrite (5.8) in a vector form:
\[
y(r,k) \leq \Gamma^{ISS}_{\sum} (y(r,k)) + \tilde{\gamma}(2^{1-k}r), \tag{5.9}
\]

which we reformulate as:
\[
(id - \Gamma^{ISS}_{\sum})(y(r,k)) \leq \tilde{\gamma}(2^{1-k}r).
\]

From the assumption (ii) of the theorem, there is \( \xi \in \mathcal{K}_{\sum} \) so that
\[
\|y(r,k)\|_{\mathcal{K}_{\sum}} \leq \xi (\|\tilde{\gamma}(2^{1-k}r)\|_{\ell_{\sum}}) \leq \xi (\gamma(2^{1-k}r)). \tag{5.10}
\]
As (5.10) is the same as \( y_i(r,k) \leq \xi(\gamma(2^{1-k}r)) \) for all \( i \in I \), (5.10) is equivalent to existence for any \( i \in I \), any \( \epsilon > 0 \), any \( r > 0 \) and any \( k \in \mathbb{Z}_+ \) of a time \( \bar{\tau}_i = \bar{\tau}_i(\epsilon, r, k) \) such that
\[
\|x\|_X \leq r \quad \land \quad \|u\|_W \in [2^{-k}r, 2^{-k}r] \quad \land \quad t \geq \bar{\tau}_i(\epsilon, r, k) \rightarrow \|\phi_i(t, x, u)\|_{X_i} \leq \epsilon + \xi(\gamma(2^{1-k}r)).
\] (5.11)

Define \( k_0 = k_0(\epsilon, r) \in \mathbb{Z}_+ \) as the minimal \( k \) so that \( \xi(\gamma(2^{1-k}r)) \leq \epsilon \) and let
\[
\bar{\tau}_i(\epsilon, r, k) := \max\{\bar{\tau}_i(\epsilon, r, k) : k = 1, \ldots, k_0(\epsilon, r)\}.
\]
Pick any nonzero \( u \in B_{\epsilon, \gamma} \). Then there is \( k \in \mathbb{Z}_+ \) so that \( \|u\|_W \in (2^{-k}r, 2^{-k}r] \). If \( k \leq k_0 \) (i.e., if inputs are large enough), then for \( t \geq \bar{\tau}_i(\epsilon, r) \) it holds that
\[
\|\phi_i(t, x, u)\|_{X_i} \leq \epsilon + \xi(\gamma(2^{1-k}r)) \leq \epsilon + \xi(\gamma(2\|u\|_W)).
\] (5.12)

It remains to consider the case when \( k > k_0 \), i.e., when inputs are small. The estimate (5.11) gives convergence time, which depends on \( k \) and it is not clear whether the supremum of \( \bar{\tau}_i(\epsilon, r, k) \) over all \( k \geq k_0 \) exists. To overcome this obstacle and to find the uniform time, we mimic above argument once again, namely: for any \( q \in [0, r] \) one can take supremum of (5.3) over \( x \in B_r \) and over all \( u \in \mathcal{W} \):
\[
\|u\|_W \leq q, \text{ to obtain for all } i = 1, \ldots, n \text{ and all } \tau \geq \tau_i(\epsilon, r) \text{ that}
\sup_{\|u\|_W \leq q} \sup_{x \in B_r} \|\phi_i(t + \tau, x, u)\|_{X_i} \leq \epsilon + \xi(\gamma(q)).
\]

Defining
\[
z_i(r, q) := \lim_{t \rightarrow +\infty} \sup_{s \geq t} \sup_{\|u\|_W \leq q} \sup_{x \in B_r} \|\phi_i(s, x, u)\|_{X_i},
\]
and doing analogous steps as above, we obtain for any \( i \in I \), \( r > 0 \) and any \( q \leq r \) that
\[
z_i(r, q) \leq \xi(\|\bar{\gamma}(q)\|_{\ell_\infty}) \leq \xi(\gamma(q)).
\]
This means that for any \( i \in I \), \( \epsilon > 0 \), any \( r > 0 \) and any \( q \geq 0 \) there is a time \( \bar{\tau}_i = \bar{\tau}_i(\epsilon, r, q) \) so that
\[
\|x\|_X \leq r \land \|u\|_W \leq q \land t \geq \bar{\tau}_i(\epsilon, r, q) \Rightarrow \|\phi_i(t, x, u)\|_{X_i} \leq \epsilon + \xi(\gamma(q)).
\] (5.13)

In particular, for \( q_0 := 2^{1-k_0(\epsilon, r)}r \) we have
\[
\|x\|_X \leq r \land \|u\|_W \leq q_0 \land t \geq \bar{\tau}_i(\epsilon, r, q_0) \Rightarrow \|\phi_i(t, x, u)\|_{X_i} \leq \epsilon + \xi(\gamma(2^{1-k_0(\epsilon, r)}r)) \leq \epsilon + \epsilon.
\] (5.14)

Define
\[
\tau_i(\epsilon, r) := \max\{\bar{\tau}_i(\epsilon, r), \bar{\tau}_i(\epsilon, r, q_0)\}.
\]
Combining (5.12) and (5.14), we obtain
\[
\|x\|_X \leq r \land \|u\|_W \leq r \land t \geq \tau_i(\epsilon, r) \Rightarrow \|\phi_i(t, x, u)\|_{X_i} \leq 2\epsilon + \xi(\gamma(2\|u\|_W)).
\] (5.15)
where \( r \mapsto \xi(\gamma(2r)) \) is a \( \mathcal{K}_\infty \)-function. This shows the estimate (4.3).

Finally, Proposition 4.1 proves the claim.
**Remark 5.1** If \( I \) is a finite set, then the assumptions (i) and (iii) of Theorem 5.1 hold. Furthermore, by Proposition 4.2, non-uniform ISS is equivalent to ISS. And in view of results in Mironchenko et al. (2020), the MBI property for \( \id - \Gamma_0 \) is equivalent to the assertion that \( \Gamma_0 \) satisfies the strong small-gain condition. Hence, we recover from Theorem 5.1 the ISS small-gain theorem (in semimaximum formulation) for finite networks of infinite-dimensional systems, shown in Mironchenko (2021).

**Remark 5.2** Uniform stability margin \( \tilde{\sigma} \) and a common gain for all components of the network \( \gamma \) in the definition of the non-uniform stability can be obtained thanks to the assumption (i) in Theorem 5.1. This assumption cannot be dropped, as without it, we cannot even guarantee the existence of solutions in \( L_\infty \) in general, even if there are no interconnections between subsystems (i.e., \( \gamma_{ij} = 0 \) for all \( i, j \)).

### 6. Applications to stability analysis of finite networks of an unknown size

We are going to show that our non-uniform ISS small-gain theorem can be used to analyze (uniform) ISS of finite networks of an unknown size, which are ubiquitous in many real-world applications.

In this case, we treat \( (\Sigma_i)_{i \in I} \) as the family of all possible subsystems of which the network may be constructed of, where \( \Sigma_i \) is defined as in (3.3).

Denote by \( Q \subset I \) an index set, that is fixed but usually unknown and that enumerates all components (subsystems) which are a part of the network. We assume that the systems \( (\Sigma_i)_{i \in I \setminus Q} \) are not interacting with the systems \( (\Sigma_i)_{i \in Q} \), which we express by saying that the inputs from \( (\Sigma_i)_{i \in I \setminus Q} \) to \( \Sigma_j \) for any \( j \in Q \) are zero.

Our definition of interconnection (Definition 3.1) has been introduced for the interconnection of all systems in the network, and to use this construction for the coupling of a subset of systems, we restrict the systems \( (\Sigma_i)_{i \in Q} \) to smaller input spaces.

Using the definition of \( X_Q \) as in (3.1), we define the system \( \Sigma_i \) with inputs restricted to systems \( (\Sigma_i)_{i \in Q} \):

\[
\tilde{\Sigma}_i = (\mathcal{T}_{+}, X_i, PC_b(\mathcal{T}_{+}, X_{Q\setminus\{i\}}) \times \mathcal{W}, \tilde{\phi}_i),
\]

(6.1)

where \( \tilde{\phi}_i \) is a restriction of \( \phi_i \) to

\[
\{ (t,x_i,v) \in D_{\tilde{\phi}} : \ v \in PC_b(\mathcal{T}_{+}, X_{Q\setminus\{i\}}) \times \mathcal{W} \},
\]

where we again identify \( X_{Q\setminus\{i\}} \) with the corresponding space (3.2).

Assume that the interconnection \( \Sigma_Q \) of the systems \( (\Sigma_i)_{i \in Q} \) is well-posed in the sense of Definition 3.1 and that each system \( \Sigma_i, i \in I \) is ISS in semimaximum formulation, as in Definition 3.2, with corresponding gains \( \gamma_{ij} \) and the induced operator \( \Gamma_{0,i} \), defined by (3.8). The gain operator \( \Gamma_0 \) characterizes the interconnection structure of the maximal network \( (\Sigma_i)_{i \in I} \).

Let us consider now the real network \( \Sigma_Q \) of subsystems \( (\Sigma_i)_{i \in Q} \). As the inputs from \( (\Sigma_i)_{i \in I \setminus Q} \) to \( \Sigma_j \) for any \( j \in Q \) are zero, we can assume that \( \gamma_{ij} = 0 \) if either \( i \in I \setminus Q \), or \( j \in I \setminus Q \).

Hence the subsystems \( (\Sigma_i)_{i \in Q} \) are also ISS in semimaximum formulation, with the gain operator \( \Gamma_{0,Q} : \ell_\infty(Q)^+ \to \ell_\infty(Q)^+ \) induced by the gains \( (\gamma_{ij})_{i,j \in Q} \) as follows:

\[
\Gamma_{0,Q}(s) := (\sup_{j \in Q} \gamma_{ij}(s_j))_{i \in Q}, \quad s = (s_i)_{i \in Q} \in \ell_\infty(Q)^+.
\]

(6.2)

We need the following lemma

**Lemma 6.1** Assume that \( \id - \Gamma_0 \) satisfies the MBI property. Let \( B : \ell_\infty(I)^+ \to \ell_\infty(I)^+ \) be another operator such that \( B(s) \leq \Gamma_0(s) \) whenever \( s \in \ell_\infty(I)^+ \). Then \( \id - B \) satisfies the MBI property.
Proof. As $B \leq \Gamma_\otimes$, for any $v \in \ell^+_{\infty}(I)$ it holds that $(\id - B)(v) = (\id - \Gamma_\otimes)(v) + (\Gamma_\otimes - B)(v) \geq (\id - \Gamma_\otimes)(v)$. Thus, if $(\id - B)(v) \leq w$, then $(\id - \Gamma_\otimes)(v) \leq w$, and by monotone bounded invertibility property of $\Gamma_\otimes$ it holds that $\|v\|_X \leq \xi(\|v\|_X)$, for some $\xi \in \mathcal{KL}$, independent on $w, v \in \ell^+_{\infty}(I)$.

We have the following result:

**Lemma 6.2** If $\Gamma_\otimes$ satisfies the monotone bounded invertibility property, then $\Gamma_{\otimes,Q}$ satisfies the monotone bounded invertibility property for any $Q \subset I$.

**Proof.** Let $\tilde{w}, \tilde{v} \in \ell_\infty(Q)^+$ be such that

$$(\id - \Gamma_{\otimes,Q})w \leq v.$$  

(6.3)

Define $w = (w_i)_{i \in I}$ and $v = (v_i)_{i \in I} \in \ell_\infty(I)^+$ by $w_i = \tilde{w}_i$, $v_i = \tilde{v}_i$, $i \in Q$ and $v_i = w_i = 0$, $i \in I \setminus Q$.

Also define $\Gamma_{\otimes,I} : \ell_\infty(I)^+ \to \ell_\infty(I)^+$ by

$$\Gamma_{\otimes,I}(s) := (\sup_{j \in I} \tilde{y}_j(s_j))_{i \in I}, \quad s = (s_i)_{i \in I} \in \ell_\infty(I)^+,$$  

(6.4)

where $\tilde{y}_j \equiv 0$ if either $i \in I \setminus Q$ or $j \notin I \setminus Q$, and $\tilde{y}_j = y_j$ otherwise.

As $\Gamma_{\otimes,I} \leq \Gamma_{\otimes,Q}$, $\Gamma_{\otimes,I}$ has MBI property by Lemma 6.1.

Furthermore, (6.3) holds if and only if $(\id - \Gamma_{\otimes,I})w \leq v$, and by MBI property of $\Gamma_{\otimes,I}$, it holds that $\|w\|_{\ell_\infty(I)} \leq \xi(\|v\|_{\ell_\infty(I)})$. As $\|w\|_{\ell_\infty(I)} = \|\tilde{w}\|_{\ell_\infty(Q)}$ and $\|v\|_{\ell_\infty(I)} = \|\tilde{v}\|_{\ell_\infty(Q)}$, we obtain that $\|\tilde{w}\|_{\ell_\infty(Q)} \leq \xi(\|\tilde{v}\|_{\ell_\infty(Q)})$ holds, with $\xi$ independent of $\tilde{w}, \tilde{v}$. This shows the claim.

The following result tells that the non-uniform ISS small-gain theorem can be effectively used for ISS analysis of finite networks of unknown size, even if there is no a priori uniform $\mathcal{KL}$-bound on the transient behavior of subsystems from which the network consists of.

**Theorem 6.1** (Non-uniform ISS small-gain theorem for subnetworks) Let $\Sigma_i := (\mathcal{T}_+, X_i, \mathcal{PC}_b(\mathcal{T}_+, X_i, X\neq i) \times \mathcal{W}, \tilde{\theta}_i)$, $i \in I$ be forward complete control systems, satisfying the ISS estimates as in Definition 3.2. Furthermore, let the conditions (i)-(iii) of Theorem 5.1 hold.

Then for any subset $Q \subset I$ such that $\Sigma_Q := (\mathcal{T}_+, X_Q, \mathcal{W}, \phi)$ (as defined in this section) is well-posed, $\Sigma_Q$ is non-uniformly ISS. If $Q$ is a finite set, then $\Sigma_Q$ is ISS.

**Proof.** Non-uniform ISS of $\Sigma_Q$ follows from Theorem 5.1 and Proposition 6.2. If $Q$ is a finite set, then ISS of $\Sigma_Q$ follows by Proposition 4.2.

Assumption (iii) of Theorem 5.1 needs to be satisfied in Theorem 6.1 only in case if $Q$ is of infinite cardinality. For finite set $Q$ this assumption is not needed, as for the subnetwork $Q$ it will be always fulfilled.

**Remark 6.1** Theorem 6.1 gives a condition for ISS of any finite subnetwork, but the functions $\beta$ and $\gamma$ in the ISS definition may depend on $Q$, i.e., we do not have uniform $\beta$ and $\gamma$ for all finite $Q \subset I$. To state the ISS Small-gain theorem for subnetworks, which guarantees such a uniformity, we need to require stronger conditions on the gain operator, such as a monotone limit property of $\Gamma_\otimes$, see (Mironchenko et al. 2020, Theorem 2).
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