An automatic machine learning approach for ischemic stroke onset time identification based on DWI and FLAIR imaging
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ABSTRACT

Current thrombolysis for acute ischemic stroke (AIS) treatment strictly relies on the time since stroke (TSS) less than 4.5 h. However, some patients are excluded from thrombolytic treatment because of the unknown TSS. The diffusion-weighted imaging (DWI) and fluid-attenuated inversion recovery (FLAIR) mismatch can simply identify TSS since lesion intensities are not identical at different onset time. In this paper, we propose an automatic machine learning method to classify the TSS less than or more than 4.5 h. First, we develop a cross-modal convolutional neural network to accurately segment the stroke lesions from DWI and FLAIR images. Second, the features are extracted from DWI and FLAIR according to the segmentation regions of interest (ROI). Finally, the features are fed to machine learning models to identify TSS. In DWI and FLAIR ROI segmentation, the networks obtain high Dice coefficients with 0.803 and 0.647. The classification test results show that our model achieves an accuracy of 0.805, with a sensitivity of 0.769 and a specificity of 0.840. Our approach outperforms human reading DWI-FLAIR mismatch model, illustrating the potential for automatic and fast TSS identification.

1. Introduction

Stroke ranks as one of the leading causes of death in the world, with acute ischemic stroke (AIS) being the most common subtype (Wang, 2020; Zhu et al., 2020). According to the AIS treatment guidelines, recombinant tissue plasminogen activator (rtPA) thrombolysis is strictly limited to time since stroke (TSS) less than 4.5 h (Furie and Jayaraman, 2018). Thrombolysis on TSS more than 4.5 h will increase the risk of hemorrhage significantly (Campbell et al., 2019). Hence, some patients with unknown TSS are excluded from thrombolysis although they are probably within the rtPA time window (Furie and Jayaraman, 2018; Jauch et al., 2013).

A Guideline for Healthcare Professionals from the American Heart Association/American Stroke Association (AHA/ASA) recommends that DWI-positive FLAIR-negative lesions (DWI-FLAIR mismatch) can be useful for selecting patients with unknown TSS who can benefit from rtPA administration within 4.5 h of stroke symptom recognition (Powers et al., 2019). The DWI-FLAIR mismatch model is constructed based on the fact that high intensity appears immediately in DWI at AIS onset whereas it takes 3-4 h for AIS to emerge in FLAIR (Ebinger et al., 2010). Fig. 1 illustrates two typical DWI-FLAIR mismatch examples of different stroke onset time. Some researchers have investigated the DWI-FLAIR mismatch in TSS identification. However, human readings of DWI-FLAIR mismatch showed the low-to-moderate accuracy in these studies (Thomalla et al., 2009; Aoki et al., 2010; Kim et al., 2014; Lee et al., 2020). These evaluation studies reported the mismatch model could achieve a specificity no more than 0.80 and a sensitivity no more than 0.6. Some patients who could benefit from thrombolysis may be misclassified since the mismatch model is too stringent. Previous work calculated the lesion water uptake from CT and set the water uptake threshold to classify patients within or beyond 4.5 h (Broocks et al., 2020), yet the research of TSS classification on CT is still limited.
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order to mine more latent features, machine learning (ML) approaches have been applied for stroke imaging analysis (e.g. brain tumor segment-
mentation and classification (Tiwari et al., 2020), stroke tissue outcome prediction (Nielsen et al., 2018)). Lee et al. (Lee et al., 2020) extracted features (e.g. intensity, gradient, gray level co-occurrence matrices) from apparent diffusion coefficient (ADC) map and FLAIR, and constructed three ML classifiers to distinguish the patients within or after 4.5 h of onset. Ho et al. (King Chung et al., 2019) used four-modal imaging to generate features, i.e. DWI, ADC, FLAIR, and perfusion weighted imaging (PWI). Besides the area, volume, sphericity and some statistical features, 384 deep features were also generated by deep autoencoder. Then, the features were fed into ML models for TSS classification.

Although these approaches have outperformed human-reading mismatch, they still need much effort for ROI generation and feature extraction. In this paper, we developed an automated algorithm for TSS classification and evaluated this method on a large dataset which is collected from two stroke centers. The main contributions of our work can be summarized as follows:

(1) We proposed an effective segmentation network to segment infarct lesions in DWI and FLAIR. In FLAIR segmentation, the cross-modal network employed DWI prior information to obtain accurate results. The automatic segmentation network can keep radiologists from labeling regions of interest (ROIs) with extra time.

(2) Only two-modal MR (DWI and FLAIR) images were used for TSS classification and achieved comparable results. Our algorithm may be more generalizable than the previous study since PWI was not required.

(3) We constructed five classifiers (i.e., logistic regression (LR), support vector machine (SVM), random forest (RF), gradient boosted decision tree (GBDT), extra trees (ET)). The final result was decided by the voting of five classifiers for robust classification.

2. Materials

2.1. Dataset

A dataset of 268 anonymized AIS patients from January 2016 to December 2020 was collected from two stroke centers in China for retrospective evaluation. 180 cases are from the Nanjing First Hospital, Nanjing Medical University and 88 cases are from the Affiliated Jiangning Hospital of Nanjing Medical University. Each AIS patient has recorded time of stroke symptom onset and time of MR imaging. These patients were categorized into two classes according to TSS: negative (≤4.5 h) and positive (>4.5 h). The characteristics of the patient cohort are shown in Table 1. All scans were performed using 3-Tesla echo planar scanner of Philips. The pixel dimension of DWI varies from 0.893 × 0.893 × 6.6 to 1.198 × 1.198 × 7.3 mm³. The pixel dimension of FLAIR varies from 0.411 × 0.411 × 7 to 0.599 × 0.599 × 7.3 mm³. DWI and FLAIR images of each patient have 18 slices to cover the cerebrum from top to bottom.

![Fig. 1. Two examples of DWI-FLAIR mismatch (TSS = 2 h) and no DWI-FLAIR mismatch (TSS = 6 h).](image)

Table 1

| AIS patient characteristics. | Patients (n = 268) |
|-----------------------------|-------------------|
| Female                      | 90                |
| Male                        | 178               |
| Age                         | 67.7 ± 13.2       |
| Time since stroke (hour)    | 10.26 ± 18.11     |
| NIHSS on admission          | 9.65 ± 7.01       |
| Stroke location: left       | 123               |
| Stroke location: right      | 145               |
| Classification label (cases)| ≤4.5 h (173); >4.5 h (95) |

2.2. Image preprocessing

For each patient, the DWI images were first registered to FLAIR images using Elastix rigid registration tool in 3D Slicer. Secondly, the FLAIR and registered DWI images were respaced to 1 × 1 × N mm³. The images were not respaced in the z-dimension. Afterwards, we cropped each DWI and FLAIR volume to the size of 224 × 224 × 18. Finally, the stroke lesions were drawn manually by one radiologist with 6-year experience and then checked by another radiologist with 15-year experience in the sagittal-sectional slices. We divided the 268-patient dataset into training, validation, test sets by a ratio of 3:1:1.

3. Methods

For DWI-FLAIR mismatch analysis, stroke lesion ROIs should be first delineated. However, accurate labeling will take a lot of manpower. Considering the deep convolutional neural networks have been widely utilized in MR image segmentation (Chen et al., 2017; Zhang et al., 2018; Pinto et al., 2019), we propose an EfficientNet-B0 based U-Net to segment ROIs from DWI and FLAIR. A multi-scale atrous convolution (MSAC) block was first introduced for fine segmentation. Then, ROI features of DWI and FLAIR were generated using PyRadiomics. Finally, we constructed five ML models and identified TSS based on five-model voting. The whole process of our method is shown in Fig. 2. All the experiments were carried out on our PC (Intel Core i5 CPU, 1080Ti 11 GB GPU, 16 GB RAM).

3.1. Stroke Lesion Segmentation

U-Net has shown great potential in medical image segmentation (Ronneberger et al., 2015). U-Net and its variants have achieved remarkable results in some medical challenges, such as Kidney Tumor Segmentation (KITS) Challenge (Iseeve and Maier-Hein, 2019), Brain Tumor Segmentation (BraTS) Challenge (Zeineldin et al., 2020), and so on (Yin et al., 2019; Ge et al., 2019). The encoder of vanilla U-Net has the limitation that the depth of the consecutive 3 × 3 convolutional layers should be increased to capture comprehensive features. This will bring in too many parameters which need large memory. To balance the segmentation accuracy and memory use, we proposed to replace the 3 × 3 convolutional encoder with EfficientNet-B0 (Tan and Le, 2019). EfficientNet-B0 is mainly composed of 7 mobile inverted bottleneck...
(MBConv) blocks and 2 convolutional layers. The parameter amount of EfficientNet-B0 is only about one third of that of the vanilla U-Net’s encoder (5.3 million vs. 14.1 million). Compared with DWI, lesion ROIs in FLAIR have lower contrast and are more easily interfered by other hyperintensities. These barriers will impede the pace of accurate FLAIR ROI segmentation. We constructed a cross-modal segmentation network for FLAIR segmentation, which is shown in Fig. 3. The encoding features of DWI were fused with the features of FLAIR level by level. DWI can provide the lesion location prior information which supervises FLAIR segmentation. To further concentrate on discriminative regions, a multi-scale atrous convolution block combined with attention mechanism (MSAC) was first proposed (Fig. 4). The MSAC block had four parallel convolutional paths to generate multi-scale features. Receptive fields of multiple sizes were realized by setting the dilation rates of three paths as 2, 4, 8. The attention scale was computed from the previous layer and then applied to multi-scale convolutional operations.

The segmentation models were trained by minimizing the proposed loss function using Adam optimization (Kingma and Ba, 2014). The loss function consisted of weighted cross entropy (WCE) and Dice loss, which is illustrated in Eq. (1). $x_{ci}$ is the i-th pixel prediction probability of c-th class, $y_{ci}$ is the ground truth label value, $w_c$ is the weight for c-th class. $\phi(\theta)$ computes the L2-norm loss of the model parameters to prevent

$$\text{loss} = \sum_c w_c \left( -y_{ci} \log(x_{ci}) + (1-y_{ci}) \log(1-x_{ci}) \right) + \text{DiceLoss}$$

Fig. 2. The workflow of automatic TSS identification method. SVM: support vector machine, LR: logistic regression, RF: random forest, GBDT: gradient boosted decision tree, ET: extra trees.

Fig. 3. The architecture of cross-modal segmentation network. The input and output size are $224 \times 224$.

Fig. 4. The proposed multi-scale atrous convolution (MSAC) block. Attention mechanism is contained in the purple box.
overfitting. \( \theta \) denotes the trainable parameters of model. \( \alpha \) is L2 loss weight and was set as 1e-6. \( X \) is predicting map, \( Y \) is ground truth map. We utilized data augmentation, i.e., random flip, rotation, scaling, to prevent overfitting during the training period. The initial learning rate was set to 1e-4 and then decayed by multiplying 0.98 in each epoch.

\[
L = L_{wce} + L_{dice}
\]

\[
L_{wce} = - \sum_{i=1}^{n} w_i y_i \log(x_i) + (1 - y_i) \log(1 - x_i)) + \alpha \cdot \varphi(\theta)
\]

\[
L_{dice} = 1 - \frac{2|X \cap Y| + 1}{|X| + |Y| + 1}
\]

### 3.2. Feature extraction

Radiomics is an important method in medical image analysis, which digitally describes the images containing lesion information with high-dimensional morphological features (Shi et al., 2019). Radiomics has been widely employed in tumor feature generalization (Aerts et al., 2014; Coroller et al., 2015; Lambin et al., 2017). In this work, we proposed to extract the stroke infarct lesion features automatically with PyRadiomics (Van Griethuysen et al., 2017). PyRadiomics is an open-source radiomics package in Python, which can be applied on both two- and three-dimensional images. We extracted 107 features from DWI ROIs and 107 features from FLAIR ROIs. The 107 features can be divided into seven categories, i.e., first-order statistics features, shape-based features, gray level co-occurrence matrix features, gray level run length matrix features, gray level size zone matrix features, gray level dependence matrix features, and neighbouring gray tone difference matrix features. For training data and test data, we generalized features using radiologist’s labeling and segmentation ROI respectively. The features were then normalized to zero mean and unit variance. Features of DWI and FLAIR were concatenated as 214-dimension for TSS classification.

### 3.3. TSS classification

Five machine learning classifiers were constructed for TSS classification (TSS ≤4.5 h or TSS > 4.5 h). The five models were logistic regression (LR), support vector machine (SVM), random forest (RF), gradient boosted decision tree (GBDT), extra trees (ET). LR is a statistical model that uses a logistic function to model a binary dependent variable (Bewick et al., 2005). SVM can learn a hyperplane from training examples for classification (Cortes and Vapnik, 1995). RF is an ensemble learning method which constructs a multitude of decision trees and averages the probabilities of different trees in classification tasks (Breiman, 2001). GBDT also constructs different trees but optimizes the model by using derivatives (Friedman, 2001). ET is similar to RF but has a stronger generalization ability than RF (Geurts et al., 2006). Considering the small amount of data, the deep neural network was not developed in this study. To improve the classification robustness, we integrated the five models by voting to obtain the final prediction.

### 4. Results

#### 4.1. DWI segmentation

The vanilla U-Net was utilized as a baseline model. We trained the proposed EfficientNet-B0 based U-Net combined with MSAC block, abbreviated as B0-UNet w/ MSAC, to segment the infarct lesions on DWI. The hyper-parameters were chosen according to the segmentation results on DWI validation set. Finally, the pre-trained model was evaluated on DWI test set. We also used High-Resolution Network (HRNet) as a comparison. HRNet is one of the state-of-the-art methods on Cityspaces, COCO, ImageNet datasets, and achieved impressive results in segmentation, classification, detection tasks (Wang et al., 2020). Table 2 presents the evaluation metrics of different models. The proposed method obtained the best sensitivity (0.791), specificity (0.999), and Dice coefficient (0.803). B0-UNet acquired the best specificity (0.999) and precision (0.862). The B0-UNet made use of much less parameters than U-Net (12.3 million vs. 28.9 million) but achieved close dice to U-Net (0.785 vs. 0.795). HRNet outperformed U-Net in terms of sensitivity and specificity. The specificities were all greater than 0.995 since most of the brain images were non-infarct pixels.

Fig. 5 demonstrates several sample results that visually compare our method with the other three methods. True positive pixels were denoted in red, false positive pixels were given in green, and false negative pixels were in blue. The results of B0-UNet w/ MSAC show less missing detection and false detection pixels. Compared with the three models, the segmentation precision of infarct boundary and isolated little lesions can be significantly improved by employing MSAC, as shown in the last column.

#### 4.2. FLAIR segmentation

Considering the difficulties in FLAIR infarct lesion segmentation, we trained a cross-modal network based on B0-UNet w/ MSAC, abbreviated as CM_B0-UNet w/ MSAC. The corresponding DWI images were input for training synchronously as supplementary information. The hyper-parameters were also chosen according to the results on FLAIR validation set. Afterwards, the pre-trained model was evaluated on FLAIR test set. We also built a cross-modal HRNet (CMHRNet) and a cross-modal U-Net (CM U-Net) for comparison. Table 3 gives the evaluation results on FLAIR images. The one-modal networks (U-Net and B0-UNet) using FLAIR only achieved low metrics, with Dice both less than 0.3. The cross-modal B0-UNet w/ MSAC achieved the best sensitivity (0.561), specificity (0.999), precision (0.763) and Dice coefficient (0.647). By introducing the MSAC block to CM B0-UNet, the Dice coefficient and other metrics can be improved around by 0.1. Some cases of FLAIR segmentation using cross-modal networks are exhibited in Fig. 6 for visual inspection. CM B0-UNet w/ MSAC obtained comparatively accurate segmentation results in most cases. CM B0-UNet did not detect the lesion in case 3 and CM HRNet did not detect the lesion in case 4. In case 3, the isolated little lesion was also undetected by CM U-Net.

#### 4.3. TSS classification

After segmenting the infarct lesions, we extracted the features from DWI and FLAIR with PyRadiomics. Afterwards, we trained the LR, SVM, RF, GBDT, ET using the features of the training set. The hyper-parameters of each method, e.g. iterations and tree depth, were optimized on the validation set. At last, the methods were evaluated on test set. The feature extraction ROI of training cases were delineated by radiologists and the ROIs of validation and test cases were model segmentation set. Afterwards, the pre-trained model was evaluated on FLAIR test set. We also built a cross-modal HRNet (CM HRNet) and a cross-modal U-Net (CM U-Net) for comparison. Table 3 gives the evaluation results on FLAIR images. The one-modal networks (U-Net and B0-UNet) using FLAIR only achieved low metrics, with Dice both less than 0.3. The cross-modal B0-UNet w/ MSAC achieved the best sensitivity (0.561), specificity (0.999), precision (0.763) and Dice coefficient (0.647). By introducing the MSAC block to CM B0-UNet, the Dice coefficient and other metrics can be improved around by 0.1. Some cases of FLAIR segmentation using cross-modal networks are exhibited in Fig. 6 for visual inspection. CM B0-UNet w/ MSAC obtained comparatively accurate segmentation results in most cases. CM B0-UNet did not detect the lesion in case 3 and CM HRNet did not detect the lesion in case 4. In case 3, the isolated little lesion was also undetected by CM U-Net.
The metrics of different classifiers are listed in Table 4.

The GBDT, RF and ET had relatively low sensitivity (< 0.7) but high specificity (> 0.8), while LR and SVM had relatively low specificity (< 0.8) but high sensitivity (> 0.7). All the accuracies of the five separate models were under 0.77. However, the voting of five models achieved the best specificity (0.840) and accuracy (0.805), which are evidently higher than those of human-derived DWI-FLAIR mismatch. The sensitivity of voting was slightly below human-derived DWI-FLAIR mismatch (0.769 vs. 0.817). Table 5 reports the AUCs of the five classifiers using DWI features only, FLAIR features only, and DWI + FLAIR features for TSS identification. For most of the classifiers, using only FLAIR image had the lowest AUCs while using FLAIR + DWI had the best AUCs. We also noticed that the SVM AUC of DWI was higher than DWI + FLAIR to a small extent. This is probably because too many dimensions of image feature led SVM to locally optimal during training. The AUCs of five models using segmentation ROI DWI + FLAIR features in the test set were very close to the AUCs using man-made labeling features, all around 0.8. The sensitivities, specificities, and accuracies of segmentation ROI DWI + FLAIR features were close to those of radiologist’s labeling features using the voting of five classifiers, as shown in Fig. 8.

### Table 3

| Classifier | Sensitivity | Specificity | Precision | Dice |
|------------|-------------|-------------|-----------|------|
| U-Net      |             |             |           | 0.286|
| B0-UNet    |             |             |           | 0.299|
| CM, HRNet  | 0.494       | 0.999       | 0.754     | 0.597|
| CM, U-Net  | 0.489       | 0.999       | 0.665     | 0.564|
| CM, B0-UNet| 0.462       | 0.999       | 0.674     | 0.548|
| CM, B0-UNet w/ MSAC | 0.561 | 0.999 | 0.763 | 0.647|

0.590, 0.704 respectively. The metrics of different classifiers are listed in Table 4.

The GBDT, RF and ET had relatively low sensitivity (< 0.7) but high specificity (> 0.8), while LR and SVM had relatively low specificity (< 0.8) but high sensitivity (> 0.7). All the accuracies of the five separate models were under 0.77. However, the voting of five models achieved the best specificity (0.840) and accuracy (0.805), which are evidently higher than those of human-derived DWI-FLAIR mismatch. The sensitivity of voting was slightly below human-derived DWI-FLAIR mismatch (0.769 vs. 0.817). Table 5 reports the AUCs of the five classifiers using DWI features only, FLAIR features only, and DWI + FLAIR features for TSS identification. For most of the classifiers, using only FLAIR image had the lowest AUCs while using FLAIR + DWI had the best AUCs. We also noticed that the SVM AUC of DWI was higher than DWI + FLAIR to a small extent. This is probably because too many dimensions of image feature led SVM to locally optimal during training. The AUCs of five models using segmentation ROI DWI + FLAIR features in the test set were very close to the AUCs using man-made labeling features, all around 0.8. The sensitivities, specificities, and accuracies of segmentation ROI DWI + FLAIR features were close to those of radiologist’s labeling features using the voting of five classifiers, as shown in Fig. 8.

### Table 3

Evaluation results of FLAIR segmentation. Best results are marked in bold.

| Classifier   | Sensitivity | Specificity | Precision | Dice  |
|--------------|-------------|-------------|-----------|-------|
| U-Net        |             |             |           | 0.286 |
| B0-UNet      |             |             |           | 0.299 |
| CM, HRNet    | 0.494       | 0.999       | 0.754     | 0.597 |
| CM, U-Net    | 0.489       | 0.999       | 0.665     | 0.564 |
| CM, B0-UNet  | 0.462       | 0.999       | 0.674     | 0.548 |
| CM, B0-UNet w/ MSAC | 0.561 | 0.999 | 0.763 | 0.647 |

5. Discussion

Determining the unknown TSS from medical imaging is a challenging but meaningful task in acute stroke treatment. As a common method in TSS identification, DWI-FLAIR mismatch was showed safe in rtPA selection (Schwamm et al., 2018). To reduce the radiologist’s workload and improve the accuracy of TSS classification, we proposed an automatic TSS identification method using machine learning. The method is composed of 3 steps. First, using convolutional networks to segment stroke lesions from DWI and FLAIR. Second, extracting morphological features of segmentation ROIs in DWI and FLAIR. Third, using the voting of five classifiers to identify TSS. Our method achieved relatively high sensitivity (0.769) and specificity (0.840) in our dataset TSS identification, which are obviously superior to the results of DWI-FLAIR mismatch reported in (Thomalla et al., 2009; Aoki et al., 2010; Kim et al., 2014; Lee et al., 2020).

FLAIR usually needs more time to present infarct lesion hyperintensity than DWI. Most lesions of cases ≤4.5h do not appear hyperintensity in FLAIR. The characteristic will make the lesion ROI and the other tissues more imbalanced. Although using CE loss combined with Dice loss can ease the problem of class imbalance to some extent, the segmentation results using FLAIR only are still unsatisfactory, with Dice less than 0.3. Besides, more factors, e.g. brain tumor and cerebrospinal fluid, are highlighted in FLAIR. It will also make the FLAIR segmentation more difficult. Infarct lesion has high contrast in DWI. The Dice of DWI infarct lesion segmentation can be up to 0.8. Hence, the cross-modal network can provide lesion location information from DWI for FLAIR segmentation. In Fig. 9, case 1 typically presents the single modal FLAIR segmentation failure due to class imbalances, and case 2 exhibits the segmentation failure because of low lesion contrast. However, the lesions in DWI can be easily identified as shown in the second column. Introducing DWI features into the cross-modal networks, the FLAIR segmentation can be more accurate (Column 4 vs. Column 5). We also recognized that the lesion ROIs drawn by one radiologist and then
checked by another one may be not accurate enough because the ground truth is essentially determined by one person. The shortcoming could influence the model segmentation accuracy.

As indicated in Fig. 7, the machine learning models all outperformed DWI-FLAIR mismatch. Overall, the classification accuracy has been greatly improved by applying our method (Table 4). We also noticed that the AUCs of five classifiers using DWI features only or FLAIR features only are significantly lower than DWI + FLAIR features in Table 5. Only one single modal image may not be adequate for TSS identification. Leveraging both DWI and FLAIR features is necessary in TSS identification (Wouters et al., 2016), it is difficult to obtain PWI images due to the severe condition of stroke patients, the longer scan time or the difficulty of achieving PWI imaging in many primary hospitals, etc. In
In this study, we only utilized DWI and FLAIR without PWI images but can achieve higher AUCs than that reported in (King Chung et al., 2019). Our model may have better generalization capability than previous works since PWI imaging is not required. The AUC of SVM using DWI + FLAIR feature is lower than AUC using DWI only. The dimension disaster in SVM training is a point we need to concern about. Different classification models have shown different performance in TSS classification (Fig. 8). The LR and SVM tend to obtain high sensitivity but low specificity, while the GBDT, RF and ET tend to obtain high specificity but low sensitivity. The accuracies of voting are the highest while the sensitivities and specificities are not too low. The voting of five classifiers can achieve robust sensitivity, specificity and accuracy regardless of manual labeling or segmentation ROI feature. The classification accuracies of voting were both higher than that of one single classifier. The sensitivity and specificity can strike a balance instead of too high or too low. The sensitivities, specificities and accuracies of the five classifiers using segmentation ROI DWI + FLAIR features have no significant difference when compared with using radiologist’s labeling features (P-value = 0.209). It suggests that using the segmentation ROI for TSS identification can achieve comparable performance to manual labeling. Furthermore, after training the segmentation models and the classification models, the average processing time for each test patient was less than 3s (1.5s for segmentation and 0.8s for classification) on our PC. Although the voting of five classifiers will increase the model complexity and take more time for training, the fast testing speed and high classification accuracy of our method may make it practical for computer-aided diagnosis in the future.

Our machine learning model has shown outstanding performance in TSS classification, which is better than human-derived DWI-FLAIR mismatch to some extent, the prediction results of ML model still have some problems. Fig. 10 reveals some false positive and false negative cases of the proposed method. In case 1, there is no significant hyper-intensity mismatch between DWI and FLAIR, hence the lesion in FLAIR is conspicuous which leads to the misclassification. In case 2, there is only a little match between DWI and FLAIR on slices of left cerebellum. The match is too small to guide the correct classification. Case 3 and 4 reveal the misclassification because of the lesion segmentation failure. The lesion in the FLAIR of case 3 is undetected owing to the low lesion contrast. Thus, the segmentation ROIs on DWI and FLAIR of case 3 are mismatched. Case 4 demonstrates the misclassification due to the segmentation failure on both DWI and FLAIR. The unclear lesions in DWI and FLAIR tend to be neglected by the trained segmentation networks. Besides, the collateral flow will diminish the dependency of FLAIR signal on time from symptom onset. Future work could be concentrated on discriminating the patients whose TSS are close to 4.5 h, improving the accuracy of DWI and FLAIR...
segmentation, and analyzing the predictive value of collateral flow on TSS identification.

6. Conclusion

In this work, we developed an automatic workflow to identify TSS only using two-modal images (DWI and FLAIR). We first proposed an EfficientNet-B0 based U-Net combined with MSAC block for DWI ROI segmentation. To resolve the barriers in FLAIR segmentation, we also proposed a cross-modal network. Afterwards, the features of DWI and FLAIR were generated in the segmentation ROIs and input to five classification models. In the experiment, we verified that integrating the five classifiers by voting can achieve robust accuracy in TSS identification. We anticipate that such a method will be useful for TSS unknown patients in acute stroke treatment decision-making.
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