Spin Readout of a CMOS Quantum Dot by Gate Reflectometry and Spin-Dependent Tunneling
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Silicon spin qubits are promising candidates for realizing large-scale quantum processors, benefitting from a magnetically quiet host material and the prospects of leveraging the mature silicon device fabrication industry. We report the measurement of an electron spin in a singly occupied gate-defined quantum dot, fabricated using CMOS-compatible processes at the 300-mm wafer scale. For readout, we employ spin-dependent tunneling combined with a low-footprint single-lead quantum-dot charge sensor, measured using rf gate reflectometry. We demonstrate spin readout in two devices using this technique, obtaining valley splittings in the range 0.5–0.7 meV using excited-state spectroscopy, and measure a maximum electron-spin relaxation time (T1) of 9 ± 3 s at 1 T. These long lifetimes indicate the silicon-nanowire geometry and fabrication processes employed here show a great deal of promise for qubit devices, while the spin-readout method demonstrated here is well suited to a variety of scalable architectures.
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I. INTRODUCTION

Spin qubits in silicon have been shown to fulfil most of the requirements to realize a quantum computer [1], including high-fidelity qubit manipulation [2], single-shot readout [3–5], and long coherence times [6,7]. Remaining challenges to realize a silicon quantum processor include building on recent demonstrations of two-qubit gates [8–11] to reach the fault-tolerant threshold, as well as showing how scalable control and measurement of silicon qubits can be achieved in a way that is compatible with their high intrinsic density. While hole spin qubits have been demonstrated using CMOS-compatible manufacturing processes based on nanowire field effect transistors (NW FETs) [12], open questions remain as to how the nanowire and its fabrication in industry standard cleanrooms impact electron-spin properties such as relaxation and coherence times.

Spin-qubit readout in silicon requires a spin-to-charge conversion step followed by charge detection. Various forms of spin-to-charge conversion exist such as Pauli spin blockade (PSB) [13] or spin-dependent tunneling to a reservoir [14]. PSB can be detected dispersively [15–17], but typically charge sensors close to the qubit have been used in combination with both spin-dependent processes [6,7,18–21]. Standard three-terminal charge sensors such as the quantum point contact (QPC) or single-electron transistor (SET) have achieved spin-readout fidelities as high as 99.9% in 6 μs [22,23] in dc mode and 99% in 1.6 μs in rf mode [4]. However, these sensors require two charge reservoirs near the qubit, complicating the use of this method at scale in dense qubit arrays.

As a more scalable alternative, charge sensors consisting of just two terminals in which a charge island is connected to a single reservoir, i.e., a single-electron box (SEB), have gained considerable traction [3,24–26]. In this method, the complex impedance of a quantum dot, which may contain both dissipative and dispersive contributions [27,28], is...
measured by connecting a lumped-element resonator either via a gate that controls the dot or via the reservoir. Changes in the surrounding charge environment modify the bias point of the SEB, which in turn produce a rf response conditional to the charge state of the sensed element. A spin-polarized SEB has been used to achieve spin-parity readout with a fidelity of >99% in 1 ms [3]. However, a demonstration of SEB-based single-spin readout is still lacking.

In this paper, we demonstrate time-averaged spin readout of a single electron in a quantum dot through spin-dependent tunneling, detected using an adjacent quantum dot (charge sensor), which is connected to a gate-based reflectometry setup. The quantum dots are formed on opposite corners of a silicon split-gate NW FET, fabricated using CMOS-compatible processes [Fig. 1(a)]. We perform excited-state spectroscopy of the quantum dot and measure spin relaxation times ($T_1$) as a function of magnetic field magnitude and orientation. We measure $T_1$ up to $9 \pm 3$ s—to our knowledge the longest measured so far for silicon quantum dots. This suggests that the CMOS processes and nanowire geometry do not pose limitations on spin relaxation and hold considerable promise for high-quality qubits compatible with scalable manufacture.

II. SETUP

Below, we present spin readout in two NW FET devices, an example of which is shown in Fig. 1(a). Device A has a gate length $L_g = 50$ nm and nanowire width $W = 80$ nm, and device B has $L_g = 40$ nm and $W = 70$ nm. Two gates wrap onto the nanowire, in a face-to-face arrangement, with a separation between the gates, $S$, of 50 nm for device A and 40 nm for device B. Each gate can be tuned using a dc voltage to electrically induce quantum dots in the opposite corners of the silicon nanowire [29], while ac signals applied to the gates are used for control and rf reflectometry readout. The two quantum dots are tunnel coupled (in a parallel configuration) to self-aligned, heavily implanted, $n$-type source and drain electron reservoirs, and capacitively coupled to each other. The device is notionally symmetric; however, we nominate one of the dots the “sensor dot” by connecting its gate to an LC resonator for gate-based reflectometry [30]. Further details of the devices, including fabrication methods, are presented in Appendix A.

By monitoring the phase of the reflected rf signal, while the sensor and qubit potentials $V_S$ and $V_Q$ are swept, it is possible to map out charge transitions for the two quantum dots [see Fig. 2(d) for detail and Fig. 8 for a full stability diagram]. Because the reflectometry signal is a function of the tunneling rate of the sensor dot to the reservoir, and this rate depends on the sensor-dot occupancy, $n_s$, it is not straightforward to assign an electron occupation for this dot [31]. Nevertheless, $n_s$ is not central to the charge sensing we employ here. The number of electrons in the qubit dot, $n_q$, can be measured using the interdot capacitive coupling with the sensor: each change in $n_q$ shifts the sensor-dot electrochemical potential [see Fig. 2(d)] allowing us to ensure complete depletion in the qubit dot by reducing $V_Q$ until no further shifts are observed by the sensor (see Fig. 8).

III. SPIN READOUT

Once the qubit dot is depleted to its last electron, the spin degeneracy is lifted by applying a magnetic field in the plane of the device and perpendicular to the nanowire, in the [110] crystallographic direction. The spin-readout procedure follows a three-level pulse applied to the gate forming the qubit dot, cycling between three states: load-empty-read marked as L, E, and R, respectively, in Fig. 2(a). The potential of the “read” state sits between “load” and “empty,” at the $0 \leftrightarrow 1$ charge transition for $n_q$, such that the Fermi energy of the reservoir lies between the Zeeman-split spin $|\uparrow\rangle$ and $|\downarrow\rangle$ states [14]. At this point, a spin $|\downarrow\rangle$ electron remains in the qubit dot, while a spin $|\uparrow\rangle$ electron tunnels out to the reservoir, to be subsequently replaced by a spin $|\downarrow\rangle$ electron tunneling on the qubit dot. This spin-dependent tunneling is detected using the sensor dot when tuned to a point in the stability diagram where the reflectometry signal depends on the qubit-dot electron occupation. Usable “read” points in the stability diagram are ones where the $n_q = 0 \leftrightarrow 1$ charge transition
detecting the spin-dependent transient signals requires that the tunneling rate $\Gamma_0$ between the qubit dot and reservoir falls within the resonator bandwidth. The resonator $Q$ factor in our experiments is magnetic field dependent leading to a detection bandwidth in the range 1.5–4.0 MHz (see Appendix B). Dot-to-reservoir tunneling rates in these devices can be tuned by applying a voltage to a global metal top gate [not shown in Fig. 1(a)] or to the substrate [26,32]. We apply 0 and $-10 \, \text{V}$ to the metal top gate for devices A and B, respectively, with the substrate at 0 V, to achieve suitably low tunneling rates: $\Gamma_{A,G}=0.62(1) \, \text{MHz}$ for device A and $\Gamma_{B,G}=0.97(1) \, \text{MHz}$ for device B. The larger tunneling rates in device B makes “BR” a more optimal set point for the readout visibility. The spin-readout signal is further optimized by fine tuning the sensor and qubit-gate voltages $V_S$ and $V_Q$. Through simulations of the signal dependence on these voltages, arising from the energy-dependent tunneling rates [see Eq. (1) and Appendix C], we obtain the tunneling rates quoted above, as well as an estimated $g$ factor of $g=1.92(11)$, and the qubit-dot effective temperature of $230(9) \, \text{mK}$ (for device B). This temperature limits the minimum Zeeman splitting at which spin readout is feasible and its elevation compared to the device temperature ($10 \, \text{mK}$) is attributed to the influence of the rf readout signal applied to the sensor dot acting on the qubit dot. The rf power used for readout ($-83 \, \text{dBm}$) can be decreased, albeit with a reduction in the spin-up visibility (see Appendix F), however, amplifiers operating at the quantum limit of introduced noise can be used to achieve higher sensitivity in rf reflectometry while using lower drive powers [33].

IV. SPIN RELAXATION

We next consider the effect of spin relaxation by varying the duration of the “load” period in the three-level pulse sequence. The spin of the loaded electron relaxes from its initial randomized state into the spin $|\downarrow\rangle$ ground state with a time constant $T_1$. We observe exponential decays in the spin $|\uparrow\rangle$ fraction (see Appendix H), which we fit to obtain relaxation rates $1/T_1$, plotted in Fig. 3 as a function of magnetic field strength and orientation. In both devices, we observe an increase in $T_1$ as the magnetic field is decreased up to a maximum of $T_1=0.28(3) \, \text{s}$ (device A) and $T_1=9.3(3) \, \text{s}$ (device B) at $B=1 \, \text{T}$.

The magnetic field dependence of $T_1$ varies according to the relaxation mechanism and the direction of the field with respect to crystal axes. For the measurements presented in Fig. 3(a) the magnetic field is parallel to $[\overline{1}0\overline{1}]$. Spin relaxation may arise from magnetic noise at the spin Zeeman frequency or, more commonly and given some spin-orbit coupling (SOC) that mixes the spin degree of freedom with orbital or valley states, from phonon-induced electric field noise or Johnson noise. At this field orientation, and far from any anticrossing with higher-lying excited

FIG. 2. Spin readout. (a) Three-level pulse sequence applied to the qubit-dot gate: first emptying the dot (E), then loading an electron with a random spin orientation into the dot (L), and finally reading the spin state (R). (b) For spin readout, the qubit-dot potential is tuned so its spin-up and spin-down states straddle the reservoir Fermi energy. A spin-down electron remains in the qubit dot, whereas a spin-up electron tunnels out (1) followed by a spin-down electron entering the dot (2). Due to capacitive interdot coupling, changes in the qubit-dot charge state cause the sensor-dot electrochemical potential to shift into or out of alignment with the reservoir, leading to the appearance or suppression of a phase response signal $\Delta \phi$ in reflectometry. (c) Single-shot schematics and time-averaged measured phase response (1024 averages) for device A (red), and B (blue), where the spin-up signature is, respectively, a dip or a peak in the phase response. (d) Charge stability diagram of the double quantum dot near the $(n_q,N)=(1,N)\leftrightarrow(0,N+1)$ charge transition for device B (device A measurements use a nominally identical charge transition). Only the sensor-dot lead-to-dot transition is visible in reflectometry.

intersects with the $n_q=N\leftrightarrow N+1$ transition that yields a reflectometry signal. Two such points can be identified in Fig. 2(d) labeled AR and BR. At “BR,” a reflectometry signal (arising from the $n_q=N\leftrightarrow N+1$ transition) is visible only when the qubit dot is empty ($n_q=0$). In this case, the signature of a spin $|\uparrow\rangle$ electron on the qubit dot is the brief emergence of a reflectometry signal at the read point, as the electron tunnels out of the dot (and a new spin $|\downarrow\rangle$ tunnels in). Conversely, at “AR,” a reflectometry signal is visible only when the qubit dot is occupied ($n_q=1$), in which case the signature of spin $|\uparrow\rangle$ is a transient reduction in the signal. Experiments on device B used point BR for readout, while those on device A used a point equivalent to AR in the device A stability diagram. Figure 2(c) shows the ideal and measured spin-readout traces averaged over 1024 “ELR” cycles at both “AR” and “BR.” Further tests of spin readout are shown in Appendix D.
FIG. 3. Spin-relaxation rates and their magnetic field dependence. (a) Relaxation rate measured with the magnetic field applied perpendicular to the nanowire, in the plane of the device, in the [110] crystallographic direction. Curves are fits to a general model described in the text, and $E_\parallel$ marks the field at which the Zeeman splitting matches the measured valley splitting in device B. (b) Dependence of $T^{-1}_r$ on magnetic field orientation at 1 T for device B, where $\theta$ is the angle between the magnetic field and the [110] crystallographic direction for device B in the nanowire plane. The angular dependence expected from spin-valley mixing in an ideal corner dot (dashed gray curve) is insufficient to explain the observed trend. Spin-lattice relaxation mechanisms can, however, give rise to higher-order angular modulations [34] in quantum dots with high symmetry (see, for example, orange dashed curve and Appendix J).

states [35], the primary contributions from phonons to the relaxation rate $T^{-1}_c$ are proportional to $B^7$ [36,37], while those from Johnson-Nyquist noise are proportional to $B^5$ [36]. We therefore fit the data in Fig. 3(a) to a combination of such processes: $T^{-1}_c = c_ph B^7 + c_y B^5$ (see Appendix J).

We study the angular dependence of the spin-relaxation rate in device B, rotating a $B = 1$ T field in the plane of the device. A minimum in the relaxation rate is expected as the magnetic field is parallel to the direction of the nanowire, aligned along the [110] crystallographic direction since there is no spin-valley mixing (a typically dominant spin-orbit mixing mechanism) when the magnetic field is perpendicular to a mirror symmetry plane of the device [37,38]. Although we see a downward trend towards [110], we find that the usual models for spin-orbit driven relaxation [34,37,39,40] [see dashed lines in Fig. 3(b)] are not able to account for all features in the angular dependence.

In general though, spin-lattice relaxation can produce higher-order harmonics in the dependence on magnetic field orientation, especially in quantum dots with high in-plane symmetry (see Appendix J). Such a high symmetry in device B would also suggest a weak spin-valley mixing with implications on the relaxation behavior when the Zeeman splitting becomes comparable to the excited-state valley splitting.

V. EXCITED-STATE SPECTROSCOPY

To gain further insights into the spin-relaxation mechanism for this device, we move on to study the excited states of the quantum dot by sweeping the voltage of the “load” stage, $V_{QL}$. The rate at which an electron loads from the reservoir into some dot state $|i\rangle$ depends on the difference in electrochemical potential, $\Delta E_i$, between $|i\rangle$ and the reservoir Fermi energy. Here, we consider four dot states, $i \in \{g_1, g_2, e_1, e_2\}$, where $g$ and $e$ are, respectively, the ground and excited $z$-valley states, each with spin-up and spin-down states. Assuming elastic tunneling and a constant reservoir density of states, the loading rate follows a Fermi-Dirac distribution centered at $\Delta E_i = 0$, when dot and lead potentials are aligned [41,42]:

$$\Gamma_{i\rightarrow j}^{\text{load}} = \frac{\Gamma_{0,i}}{1 + e^{\Delta E_i/k_BT}}$$

where $\Gamma_{0,i}$ is the natural tunnel rate for each state $|i\rangle$, $k_B$ is the Boltzmann constant, and $T$ the effective temperature. We assume here that the natural tunnel rates are spin independent (i.e., for the ground states $g_1$ and $g_2$ they are equal to $\Gamma_{0,g}$, and similarly for the excited-state natural-tunnel rate $\Gamma_{0,e}$), as well as independent of $V_{QL}$ over the small (approximately 1 mV) range of voltages studied here. The energy separation $\Delta E_i$ can be tuned with $V_{QL}$ as $\Delta E_i = |e|\alpha_{Q\Omega}(V_i - V_{QL})$, where $V_i$ is the voltage at which the dot state $|i\rangle$ and reservoir potential align and $\alpha_{Q\Omega}$ is the gate lever arm of the “qubit gate” to the qubit dot. From Eq. (1), tunneling rates tend to zero for load voltages smaller than $V_i$, and towards the natural tunneling rate, $\Gamma_{0,i}$, for higher voltages. As a result, varying the “load” voltage $V_{QL}$ changes the tunneling rates into the various dot states, and thus the probability of loading a spin up, which we detect using the spin-readout described above.

To perform excited-state spectroscopy on the qubit dot we use a four-level pulse sequence (“empty”-“load”-“plunge”-“read”) applied to the qubit-dot gate [18], where the additional “plunge” stage ensures that an electron is always loaded for any cycle, while the loading voltage is swept between the “empty” and “plunge” levels [see inset in Fig. 4(a)]. We define a spin-up fraction $P_c$ based on the integrated spin-up signal, baseline corrected, and normalized to obtain $P_c = 0.5$ in the limit of zero load time (to neglect relaxation) and random loading using only the “plunge” phase. The dependence of $P_c$ on the “load” voltage (converted to energy) is shown in Fig. 4(a), and can be understood by considering the schematics in Fig. 4(b). In the limit (I) of low $V_{QL}$, no electron tunnels into the qubit dot during the “load” phase and an electron of random spin is loaded during “plunge.” When the Fermi energy, $E_F$, of the reservoir lies between the spin-up and spin-down states.
FIG. 4. Excited-state spectroscopy. (a) Measured spin-up fraction for different load levels obtained using energy-selective loading in a four-level pulse scheme as shown in the inset and fit. (b) Illustration of different loading level regimes. (I) When the load level is too low, no electrons are loaded, and an electron with random spin tunnels in during the pulse stage. (II) If the reservoir $E_F$ is placed between the spin-up and -down states, only spin-down electrons tunnel in. (III) At higher load levels, a random spin tunnel in during the load stage. (IV) When $E_F$ lies between the spin-up and -down levels of the excited state, an electron can occupy any spin state of the ground state and the spin-down excited state. Assuming fast spin-conserving relaxation from the excited to the ground state, most of the electrons are found with spin down. (V) For even higher load levels, the electron tunnels into any possible state. (c) Zeeman splitting $E_Z$ and excited-state energy $E_V$ obtained by fitting (a) to Eq. (3) at different magnetic fields for devices A and B.

(II), only spin-down electrons tunnel into the dot, and $P_\uparrow$ drops to zero. Assuming the duration of the “load” period in the pulse sequence is long compared to the natural tunneling rates $\Gamma_{0,r}$, the transition between regions I and II is characterized by the spin-down ground-state loading rate, $\Gamma_{\text{load},g\downarrow}$:

$$P_\uparrow = \frac{1}{2} \left( 1 - \frac{\Gamma_{\text{load},g\downarrow}}{\Gamma_{0,g}} \right), \quad (2)$$

used to generate the dashed curve in Fig. 4(a).

As the “load” voltage is further increased (III), both spin states can be loaded and the measured spin-up fraction increases. Excited states can also be measured in this way provided their decay rates to the ground state are sufficiently high [36,43]. Once the spin-down excited state becomes available during the load process (IV), the measured spin-up fraction again reduces, since the excited state rapidly decays in a spin-conserving manner [44]. Finally, in region (V), an electron of either spin orientation can be loaded into the excited state. In regions II–V, the measured spin-up fraction can be modeled by combining all relevant rates [44]:

$$P_\uparrow(V_{Q,L}) = \frac{\sum_{i=g\uparrow,e\uparrow} \Gamma_{i\text{load}}(V_{Q,L})}{\sum_{i=g\downarrow,e\downarrow} \Gamma_{i\text{load}}(V_{Q,L})}. \quad (3)$$

By fitting the data to Eq. (3) [see solid line in Fig. 4(a)] we can extract several parameters: (i) The Zeeman splitting $E_Z$ between the spin-up and spin-down states (fixes to be the same for the ground and excited valley states), related to the width of regions II and IV; (ii) the valley splitting $E_V$, related to the separation of regions II and IV; (iii) the ratio between ground- and excited-state natural-tunneling rates, $\Gamma_0^g/\Gamma_0^e$, related to the amplitude in region IV; and (iv) the effective temperature $T$, related to the sharpness of transitions between various regions (which can be seen to be different for the ground and excited states, as discussed further in Appendix G).

Extracted values for $E_Z$ and $E_V$ for both devices are shown in Fig. 4(c) as a function of magnetic field. As expected, $E_Z$ shows a linear dependence with field with a $g$ factor of 1.91(10), while $E_V$ is field independent and measured to be 0.68(2) meV (device A) and 0.57(3) meV (device B). These values are broadly similar (within a factor of 2) to those measured in similar nanowire devices [3]—furthermore, a large valley splitting is beneficial for spin qubits to remain within the computational basis states and maximize spin-relaxation times [45]. The valley splitting in device B is shown as an equivalent magnetic field in Fig. 3. When $E_Z \sim E_V$, there is a finite intervalley spin-orbit matrix element leading to spin-valley mixing that should produce a “hot spot” in the relaxation rate. The absence of such a “hot spot” within our measurement resolution (250 mT) sets an upper limit for the “hot-spot” linewidth, and, in turn, for the spin-valley mixing strength [46]. Several previous studies have reported wider linewidths, corresponding to stronger spin-valley mixing [35,47,48], however, similar [49], and narrower [45] linewidths have been observed: this places our measurements amongst the lowest in terms of spin-valley mixing strength.

A possible explanation for the weak spin-valley mixing is that the corner dot has greater symmetry than expected, with two orthogonal quasisymmetry planes [38]—this would be consistent with the complex magnetic field-orientation dependence of $T_1$ discussed above. Another possible explanation is phase cancellations between the valley coupling and spin-orbit coupling matrix elements strongly suppressing spin-valley mixing [50,51]. In both cases, this interesting regime warrants investigation of further devices to ascertain the relationship between these conditions and the device geometry, growth conditions,
and electrostatic environment. The possibility that the excited state probed in this experiment is an orbital rather than a valley excitation, although unlikely, is explored in Appendix I.

In the case of device A, we could not confirm the strength of the spin-valley mixing since the excited state lies above our magnet range (6 T). However, a larger spin-valley mixing would explain the shorter relaxation times measured. Given that both devices are measured with the same setup, we suspect that the different relaxation times could arise from the fact that device B is measured with a higher voltage applied to the sensor gate, pulling the qubit-dot wave function outwards from the edge making it more symmetrical. Also consistent with a more symmetric wave-function dot is that device B is shorter than device A ($L_g = 40$ nm against $L_g = 50$ nm). Moreover, we cannot discard that the source of the extra symmetry in device B is due to some fabrication inhomogeneity.

VI. CONCLUSIONS AND OUTLOOK

We demonstrate time-averaged readout of a single spin confined in a CMOS quantum dot, using a nanowire device fabricated at the 300-mm wafer scale. We introduce a spin-readout method based on spin-dependent tunneling combined with gate-based reflectometry of a neighboring quantum dot to act as a charge sensor, representing a low-footprint approach to spin readout in silicon devices.

Our detector bandwidth and tunnel coupling of the sensor dot to the reservoir would permit spin readout on the timescale of 10 $\mu$s. However, further improvements in the SNR of the gate-based reflectometry are required to achieve high-fidelity single-shot measurements on such short timescales [4, 24, 52]. For a charge transition in the sensor dot, we measure an SNR of 1 for an integration time of 50 $\mu$s. The magnitude of the signal increases quadratically with the gate lever arm to the sensor dot [28]. Based on the values in our device ($\alpha_{\text{sensor}} = 0.24$ and $\alpha_{\text{qubit}} = 0.47$), power SNR could be increased by $16 \times$ simply by swapping the assignment of sensor and qubit. Such asymmetries in the lever arms, also reported for nominally identical devices, are due to a misalignment of $7 \pm 3$ nm in the placement of the gates on the Si channel [31, 53].

Further improvements in power SNR (approximately 20$\times$ and 16$\times$, respectively) can be expected by further optimizing the resonator design to detect capacitance changes [53] and by lowering the noise floor through use of a quantum-limited amplifier [33]. Combining these methods, improvements in power SNR of 3 orders of magnitude are possible, bringing single-shot readout well within reach while simultaneously reducing the rf power used for readout to avoid limiting the minimum measurable Zeeman splitting.

These split-gate nanowire devices can be naturally scaled to produce $2 \times n$ arrays of corner quantum dots [25, 54]—such devices could represent a one-dimensional (1D) spin qubit array along one edge of the nanowire, where end qubits have charge sensors used for readout based on the approach presented here. 1D qubit arrays are well suited for certain quantum-simulation problems, such as a variational quantum eigensolver approach to the Hubbard model [55, 56]. Spin shuttling [57] or qubit SWAPping [58] could transport qubits to the ends of the array, however, for some algorithms readout of an end-qubit ancilla is sufficient [59].

While it is the spin coherence time $T_2$ that ultimately limits qubit fidelity, the long spin-relaxation times we measure (up to 9 s) are particularly encouraging for these devices. These indicate that both the CMOS-compatible fabrication methods and the nanowire geometry with its corner quantum dots are all consistent with large valley splittings and long spin-relaxation times, making them an attractive platform for scalable quantum computing.
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APPENDIX A: DEVICE DESCRIPTION

The device is a 7-nm-tall silicon nanowire patterned from a silicon-on-insulator (SOI) substrate with a 145-nm-thick buried oxide. An omega-shape MOS gate wraps around the Si mesa nanowire, with a stack consisting of 50-nm poly-Si, 5-nm TiN, and 6-nm thermal SiO$_2$/Si. Under a suitable gate voltage, quantum dots can form separately along the top edges of the mesa nanowire. For independent control of each dot, the wrap-around gate is split along the nanowire direction using e-beam lithography forming two gates that face each other ($G_{\text{sensor}}$ and $G_{\text{qubit}}$). Although these gates are nominally identical, we observe a misalignment of $7 \pm 3$ nm in the placement of the gates on the Si channel, in which the “sensor gate” overlaps the channel less so than the other gate [53]. For further control, the silicon substrate can be used as a back gate and an overarching metal line as a top gate. These two gates modify the dot electron wave function [26, 32] and, therefore, the tunnel rates between dot and reservoir. Changes in voltage applied to the metal line require stabilization for a few days, however, thereafter the new
properties remain constant and stable for extended periods sufficient for the entire experiment.

The nanowire width, \( W \), and gate length, \( L_g \), can be engineered to achieve different interdot coupling and dot sizes, respectively. Device A has a gate length of \( L_g = 50 \) nm and a width of \( W = 80 \) nm, whereas device B has \( L_g = 40 \) nm and \( W = 70 \) nm. The splitting between gates, \( S_v \), is 50 nm for device A and 40 nm for device B.

The gates are covered by 34-nm-wide Si₃N₄ spacers. On one hand, the spacer separates the reservoirs from the central part of the intrinsic nanowire, by protecting the intrinsic silicon from the ion implantation, which defines the reservoirs. And, on the other hand, it also covers the split between the independent gates, \( G \), the reservoirs. Moreover, the nanowire region below \( G_{sensor} \) is lightly Bi doped with a dose of \( 6 \times 10^{10} \) at/cm². This gives an average of approximately one Bi dopant per window of 40 nm \( \times \) 40 nm.

**APPENDIX B: MEASUREMENT SETUP**

1. Description of the dc and rf circuitry

Measurements are performed at the base temperature of a dilution refrigerator (15 mK). Dc voltages, \( (V_{sensor}, V_{qubit}, V_{top}) \), are delivered through filtered cryogenic constantan loom. The voltage on the metal line, \( V_{top} \), is kept at \(-10 \) V in device B to reduce the qubit dot-reservoir tunneling rate. The rf signal for gate-based readout and the fast pulses are delivered through attenuated and filtered coaxial lines. The PCB contacts are connected to the device gates through on-chip aluminium bond wires. High-frequency and dc signals are combined using on-PCB bias tees. The bias tee acts on the pulses sent to the qubit gate as a high pass filter. This effect is compensated by pulse engineering using the inverse of the filter transfer function, such that after passing through the bias tee, the pulses have the desired lineshape. The resonator is formed by an 80-nH NbN planar spiral inductor [30] placed in parallel to the parasitic capacitance to ground of the PCB and the device. The PCB is made from 0.8-mm-thick RO4003C with immersion silver finish. The reflected rf signal is first amplified by 26 dB at 4 K (LNF-LNC0.6_2A) and further amplified at room temperature. Then, the reflected signal magnitude and phase are obtained using quadrature demodulation (Polyphase AD0540b) and measured using a digitizer (Spectrum M4i.4451-x4).

2. Resonator

The resonant frequency, \( f_r \), and loaded \( Q \) factor, \( Q_L \), vary with respect to the magnetic field due to changes in the inductor kinetic inductance (see Fig. 5). The resonant frequency can be calculated as \( f_r = 1/2\pi \sqrt{L/(C_s + C_0)} \), where \( L \) is the inductor value and \( C_0 = 520 \) fF is the sum of the dot parasitic capacitance, \( C_d \), and the parasitic capacitance, \( C_p \). \( C_c \), the coupling capacitance, is known and equal to \( 50 \) fF. The \( Q \) factor can be extracted by measuring the \( S \)-parameter correspondent to the forward transmission, \( S_{21} = 20 \log_{10} |\Gamma| \), with a vector network analyser (VNA), which provides the reflection coefficient \( |\Gamma| \) of the reflectometry setup. Although the resonance is undercoupled, the demodulated phase shift is still proportional to the dot capacitance shift in first order: \( \Delta \phi = -(2Q_{int}Z_0/R_d)[\Delta C_d/(C_c + C_p)] \), where \( Q_{int} \) is the internal \( Q \) factor, \( Z_0 = 50\Omega \) is the line impedance, and \( R_d \) is the resistance seen from the dot gate to ground.

**APPENDIX C: READOUT OFFSET TUNING**

Observing spin-dependent tunneling requires careful tuning of the qubit-gate offset voltage, \( V_Q \). Figures 6(a) and 6(e) show the time-dependent normalized demodulated phase at the “read” stage of the three-level sequence, for different \( V_Q \), each averaged 1024 times. For low offsets, the electron tunnels out of the qubit dot regardless of the spin state [Fig. 6(d)], whereas for higher offset voltages it always remains in the dot [Fig. 6(b)]. At intermediate offsets, only electrons with spin up can tunnel out, producing the observed spin-dependent feature. Due to the choice of different readout points in the stability diagram (see main
text), the rf signal for device A is maximal when an electron is present in the qubit dot, while for device B the rf signal is maximal for the empty qubit dot.

1. Spin-readout simulations

The averaged demodulated signal during the readout stage is proportional to the expectation number of electrons in the qubit dot \[61\]. We model the qubit-dot occupancy using a rate equation that considers three possible states: spin up (in the qubit dot), spin down (in the qubit dot), or no electron in the qubit dot. The ratio at which the levels are populated or emptied is given by their respective tunnel rates. The tunneling rates depend on \(V_Q\), the electron temperature and the natural tunnel rate \(\Gamma_0\), which we take to be spin independent. Assuming elastic tunneling and that the reservoir has a continuous energy spectrum, the dot-to-reservoir tunneling rate follows a Fermi-Dirac distribution \[41\]:

\[
\Gamma_{\text{in(out)}} = \frac{\Gamma_0}{1 + \exp[\pm(-)\Delta E/k_B T]}. 
\]

Here, \(k_B\) is Boltzmann’s constant and \(\Delta E\) is the energy difference between the relevant dot state and the lead Fermi energy. \(\Delta E = |e|\alpha_{QQ}(V_Q - V)\) for the spin-down state and \(\Delta E = |e|\alpha_{QQ}(V_Q + E_z - V)\) for the spin-up state, where \(V_Q\) is the voltage at which the \(|\downarrow\rangle\) state and reservoir potentials align, \(e\) is the electron charge, \(\alpha_{QQ}\) is the lever arm of the qubit gate on the qubit dot, and \(E_z\) is the Zee- man energy. Therefore, four different tunneling rates can be defined: \(\Gamma_{\text{in}}^{\downarrow}, \Gamma_{\text{in}}^{\uparrow}, \Gamma_{\text{out}}^{\downarrow}\), and \(\Gamma_{\text{out}}^{\uparrow}\), i.e., two per dot state.

During the read stage, the sum of the probabilities of finding the electron in the dot with a spin up, \(N_{\uparrow}\), with a spin down, \(N_{\downarrow}\), or out of the dot, \(N_{\text{out}}\), remains constant (and equal to one) such that the time-dependent derivative of the total electronic number is equal to zero: \(dN_{\text{total}}/dt = dN_{\text{out}}/dt + dN_{\uparrow}/dt + dN_{\downarrow}/dt = 0\).

The rate equation can be summarized by the following system of differential equations:

\[
\begin{align*}
\frac{dN_{\uparrow}}{dt} &= -\Gamma_{\text{out}}^{\uparrow}N_{\uparrow} + \Gamma_{\text{in}}^{\uparrow}N_{\text{out}}, \\
\frac{dN_{\downarrow}}{dt} &= -\Gamma_{\text{out}}^{\downarrow}N_{\downarrow} + \Gamma_{\text{in}}^{\downarrow}N_{\text{out}}, \\
\frac{dN_{\text{out}}}{dt} &= \Gamma_{\text{out}}^{\uparrow}N_{\uparrow} + \Gamma_{\text{out}}^{\downarrow}N_{\downarrow} - (\Gamma_{\text{in}}^{\uparrow} + \Gamma_{\text{in}}^{\downarrow})N_{\text{out}}.
\end{align*}
\]

(C2)

When the system of differential equations is rewritten as a matrix, its solution has the general form:

\[
\begin{pmatrix} 
N_{\uparrow} \\
N_{\downarrow} \\
N_{\text{out}}
\end{pmatrix} = xe^{v_1}v_1 + ye^{v_2}v_2 + ze^{v_3}v_3,
\]

(C3)

where \(v_1, v_2,\) and \(v_3\) are the matrix eigenvectors and \(v_1, v_2,\) and \(v_3\) their correspondent eigenvalues given by

\[
\begin{align*}
v_1 &= 0, \\
v_2 &= \frac{1}{2} \left( -4\Gamma_0 - 2\sqrt{(4\Gamma_0^2 - 4\Gamma_{\text{in}}^{\uparrow}\Gamma_{\text{out}}^{\downarrow} + \Gamma_{\text{out}}^{\uparrow}\Gamma_{\text{out}}^{\downarrow} + \Gamma_{\text{in}}^{\uparrow}\Gamma_{\text{in}}^{\downarrow})} \right), \\
v_3 &= \frac{1}{2} \left( -4\Gamma_0 + 2\sqrt{(4\Gamma_0^2 - 4\Gamma_{\text{in}}^{\uparrow}\Gamma_{\text{out}}^{\downarrow} + \Gamma_{\text{out}}^{\uparrow}\Gamma_{\text{out}}^{\downarrow} + \Gamma_{\text{in}}^{\uparrow}\Gamma_{\text{in}}^{\downarrow})} \right).
\end{align*}
\]

(C4)

\(x, y,\) and \(z\) are the constants determined by the initial conditions. Here, it is assumed that the qubit dot is always emptied during the empty stage and populated after the load stage such that the readout initial conditions include an electron in the dot with a random spin polarization:

\[
\begin{align*}
N_{\uparrow}(t = 0) &= 0, \\
N_{\downarrow}(t = 0) &= \frac{1}{2}, \\
N_{\text{out}}(t = 0) &= 0.
\end{align*}
\]

(C5)

These assumptions are based on the fact that the measured tunneling times are much shorter than the duration of the pulses. The averaged demodulated phase is proportional to the expected dot occupation number, \(1 - N_{\text{out}}\), for device A and to \(N_{\text{out}}\) for device B.

Properties of the system can be obtained by examining the behavior in particular regimes where the dynamics can be simply understood. First, at low offsets the dot state is well above the lead Fermi energy [see line-cut 2 in Fig. 6(a)]. In this regime, \(\Gamma_{\text{in}}^{\uparrow}\) and \(\Gamma_{\text{in}}^{\downarrow}\) tend to zero, whereas \(\Gamma_{\text{out}}^{\downarrow}\) and \(\Gamma_{\text{out}}^{\uparrow}\) reach their maximum value, \(\Gamma_0\), which can thus be obtained by fitting the demodulated phase over time to an exponential decay [see Figs. 6(g) and 6(i)]. In this way, we obtain tunneling rates \(\Gamma_{0,A} = 0.624 \pm 0.011\) MHz for device A and \(\Gamma_{0,B} = 0.970 \pm 0.012\) MHz for device B.

Second, by observing the demodulated phase with respect to \(V_Q\) after some time has passed [line-cut 1 in Fig. 6(a)], the effective temperature can be inferred. The dynamics are initially described by the complete model described in Eq. (C3), however, the effect of the negative eigenvalues fades away over time and the term \(N = x\alpha_1\) dominates the dot occupation. For the given initial conditions, this steady-state term reads

\[
N_{\text{out}}(t = \infty) = \frac{\Gamma_{\text{out}}^{\uparrow}\Gamma_{\text{out}}^{\downarrow}}{\Gamma_{\text{in}}^{\uparrow}\Gamma_{\text{out}}^{\downarrow} + \Gamma_{\text{out}}^{\uparrow}\Gamma_{\text{in}}^{\downarrow} + \Gamma_{\text{in}}^{\uparrow}\Gamma_{\text{in}}^{\downarrow}},
\]

(C6)

which for the condition \(E_z/k_B T \gg 1\) simplifies to \(N_{\text{out}}(t = \infty) = \frac{\Gamma_{\text{out}}^{\downarrow}}{\Gamma_0}\). Therefore, the demodulated phase with respect to \(V_Q\) is fitted to \(1 - \Gamma_{\text{out}}^{\downarrow}/\Gamma_0\) for device A and \(\Gamma_{\text{out}}^{\downarrow}/\Gamma_0\) for device B [see Figs. 6(f) and 6(h)]. From these fits we find an effective temperature of \(0.157 \pm 0.012\)
The Zeeman splitting, $E_z$, is calculated from the width in voltage of the spin-dependent “tail” seen in Fig. 6. The Zeeman splitting is plotted for different magnetic fields in Fig. 9.

To improve the fit to the data, the simulations of device A [Figs. 6(b) and 7] include a voltage drift over time due to a cutoff-frequency miscalculation of the bias-tee high pass filter (nominally taken to be 16 kHz, but fitted to be 15.915 kHz). This small frequency mismatch does not affect measurements on the spin-relaxation time.

**APPENDIX D: TWO-LEVEL PULSE SEQUENCE (LOAD-READ ONLY)**

If the “empty” stage is removed from the pulse sequence to leave just the “load” and “read” steps, the dot remains occupied unless the electron tunnels out during the read stage. In this two-level pulse sequence, the electron in the dot eventually decays to the spin-down ground state, so that no spin-up signature is observed (see Fig. 7 for measurements and simulations). The rate equations presented in the previous section to simulate the dot occupation number remain valid in this case—only the initial conditions change. In the previous case, when the dot is initialized, the probability of finding the dot empty after reading out is $N_{\text{out}} = \Gamma_1^{\text{out}}/\Gamma_0$. For the two-level sequence, only when the dot has been emptied can a new electron be loaded (with random spin polarization). Thus, the initial conditions are

$$N_\uparrow(t=0) = \frac{\Gamma_1^{\text{out}}}{2\Gamma_0},$$

$$N_\downarrow(t=0) = 1 - N_\uparrow(t=0),$$

$$N_{\text{out}}(t=0) = 0,$$

and these are used in the simulations presented in Fig. 7.

**APPENDIX E: GATE LEVER ARMS**

The gate lever-arm map the voltage applied to each gate to the electrostatic energy at the dot. In this system, where two quantum dots are placed in parallel, the Coulomb diamonds of each dot can be measured independently. The sensor-dot–sensor-gate lever arm ($\alpha_{SS}$) is calculated by measuring Coulomb diamonds in the same dot-to-lead transition used for spin readout [see Fig. 8(c)]. At $V_{s.d.} \neq 0$, the transition splits in two. These two lines with slope $m_1$ and $m_2$, delimit the set of voltages at which the dot level is...
in the bias window and the lever arm can be calculated as the inverse of the slope difference: $\alpha_{SS} = 1/[1/m_1 - 1/m_2]$ [62]. In addition, the gate for the qubit dot can influence the sensor dot, such that in general there is a lever-arm matrix

$$
\left( \frac{\Delta \mu_S}{\Delta \mu_Q} \right) = \left( \begin{array}{cc} \alpha_{SS} & \alpha_{SQ} \\ \alpha_{QS} & \alpha_{QQ} \end{array} \right) \left( \begin{array}{c} V_S \\ V_Q \end{array} \right),
$$

where $\Delta \mu_S$ and $\Delta \mu_Q$ are the electrochemical potentials of the sensor and qubit dot, respectively. The effect of the cross terms is visible in the stability diagram, where the slope of dot-to-lead transitions is given by the ratio between lever arms. This way, the cross lever arm is found to be $\alpha_{SQ} = \Delta V_S/\Delta V_Q \times \alpha_{SS}$.

The qubit-dot–qubit-gate lever arm, $\alpha_{QQ}$, is determined by a temperature study in which the qubit-dot occupation number is fitted with respect to $V_Q$ to a Fermi distribution, as in Figs. 6(g) or 6(i). In these traces, $V_Q$ is swept so the qubit-dot transitions from an empty to occupied state. The broadening in this transition can have different origins: (1) the QD level broadening due to finite lifetime, (2) the effect of the rf-carrier power on the qubit-dot electrochemical potential via the cross capacitance, or (3) the reservoir electron temperature. We focus on the latter and analysed this broadening with respect to the fridge temperature. At low temperatures, the broadening is constant and, as the temperature in the fridge is raised, it increases linearly with respect to the fridge temperature (see Fig. 9). In this way, the temperature can be related to the transition broadening as $k_B T_e = e\alpha_{QQ} V_Q$ and can be fitted to $T_e = \sqrt{T_0^2 + T_{\text{fridge}}^2}$ [44]. We obtain a $T_0 = 230 \pm 9$ mK and a $\alpha_{QQ} = 0.478 \pm 0.008$.

Finally, the second cross lever arm is obtained with the stability diagram as $\alpha_{SQ} = \alpha_{QQ}(\Delta V_Q/\Delta V_S)$ using the slope of the qubit dot-to-lead transition, which, although invisible, can be deduced by joining the shifts in the sensor electronic transitions (see Fig. 8). The lever-arm values for devices A and B are summarized in Table 1.

The $g$ factor is calculated using

$$
E_Z = g\mu_B B = e\alpha_{QQ} \Delta V_Q,
$$

where $\Delta V_Q$ is obtained from Figs. 6(a) and 6(c) at different magnetic fields. The calculated $g$ factor is $g = 1.92 \pm 0.11$.

**APPENDIX F: SIGNAL OPTIMIZATION**

**1. Power dependence of the line broadening**

To differentiate between spin states and achieve spin readout, the Zeeman splitting, $E_Z = g\mu_B B$, must be greater than the broadening of the $0 \rightarrow 1$ charge transition in the qubit dot depicted in Fig. 6(f). As discussed above, the broadening has at least three different sources: (1) the reservoir electron temperature, (2) the perturbations in its potential produced by the rf carrier via cross capacitance to the sensor-dot gate, and (3) the dot-state broadening due to tunneling. These three noise sources limit the minimum magnetic field at which the spin state can be accurately determined.

Here, we study how the power from the rf carrier sent to the “sensor” gate affects the “qubit”-dot potential. Using reflectometry, the linewidth of an electronic transition is set by the electronic temperature as long as the thermal energy, $k_B T$, is larger than the QD level broadening, $h\gamma$, where $\gamma$ is the tunneling rate. When the electronic temperature dominates, the parametric capacitance contribution due to the ability of the electron to tunnel in and out of the dot is proportional to $\Delta C \propto 1/\cosh^2(\epsilon/2k_B T)$, where $\epsilon$ is the quantum-dot level detuning with the reservoir. In the latter case, $(k_B T \ll h\gamma)$, the parametric capacitance follows a Lorentzian shape: $\Delta C \propto h\gamma/(h\gamma)^2 + (\epsilon)^2$ [64]. At the same time, power applied to the sensor dot required for reflectometry can be a source for line broadening.
When power broadening is dominant [see Fig. 10(a)], the linewidth increases as

$$\epsilon_{1/2} = \epsilon_{(1/2)0} \sqrt{1 + \frac{P}{P_0}}, \tag{F1}$$

where $\epsilon_{(1/2)0}$ is the natural width due to electron temperature or tunneling rates and $P_0$ is the power at which the power starts dominating the transition width. The broadening effect of the rf readout signal on the sensor potential can be translated to an effective temperature and, using the previously calculated $g$ factor, to an effective magnetic field, $B_{\text{noise}}$ (see Appendix E).

For the sensor dot, the natural width, $\epsilon_{(1/2)0}$, corresponds to a tunneling rate of $4.87 \pm 0.04 \text{ GHz}$ or an electron temperature of $130 \pm 1 \text{ mK}$, consistent with previous results in Si nanowires [64].

The rf readout tone applied to the sensor gate can be transferred to the qubit dot due to the cross capacitance between dots or a direct capacitance between the...
sensor gate and the qubit dot: \( \mu_Q = (\alpha_{QS}/\alpha_{SS})\Delta \mu_S \) (see Appendix E). In Fig. 10 we compare (i) the broadening measured on the sensor dot that has been converted to an expected qubit dot broadening, with (ii) a direct measurement of the qubit dot broadening as in Fig. 9(a). We observe that increasing the rf readout power, increases the perturbation for both methods, however, they lead to a different natural width. This suggests that the predominant broadening at lower power does not come from the electron temperature, since it should be the same under both measurements, but from the tunneling rates, which are higher in the sensor dot. At higher powers, such as the one used for spin readout (\( P = -83 \text{ dBm} \)), we can deduce that the major contribution to line broadening (and thus effective temperature) comes from the rf tone used for readout. The contribution from the rf tone can be reduced by optimizing the resonator so less power is needed to show a measurable phase shift [30] and/or using cryogenic amplifiers with lower noise temperature such as a Josephson parametric amplifier [33] allowing operation at lower rf power due to a decreased noise level. Moreover, although the mutual capacitance between dots is necessary for this readout, the cross capacitance between the sensor gate and the quantum dot should be as small as possible.

2. Visibility

The reflectometry signal is optimized by selecting the power and qubit offset voltage that gives the highest visibility of the spin-up fraction. Figure 10(b) shows a comparison of the spin-up fraction at different qubit-dot offset voltages and rf power applied. The spin-up signature is more visible at higher voltages up to a point where the power broadening counteracts the increment in the signal.

### APPENDIX G: EXCITED STATE SPECTROSCOPY

The main text describes five different regimes of interest (I–V) in the context of excited-state spectroscopy. In regimes II–V, the probability of finding an electron with spin up at different load voltages \( V_{Q,L} \) is argued to be

\[
\frac{P^\uparrow(V_{Q,L})}{P^\uparrow(P_{\text{max}})} = \frac{\Gamma_{\text{load,}g}^\uparrow + \Gamma_{\text{load,e}}^\uparrow}{\Gamma_{\text{load,}g}^\uparrow + \Gamma_{\text{load,e}}^\uparrow + \Gamma_{\text{load,}g}^\downarrow + \Gamma_{\text{load,e}}^\downarrow}.
\]

The parameters obtained from fitting the data to the expression above are summarized in Table II. Here, \( E_V \) is the valley splitting, \( T_g \) is the effective temperature for the ground state, \( T_e \) is the effective temperature for the excited state, and \( A_1 = \Gamma_{0,g}/\Gamma_{0,e} \) is the ratio between the excited-ground-state natural-tunneling rates. The effective temperature of the excited states is left as a fitting parameter to include effects arising from the finite excited-state lifetime. In contrast, any lifetime broadening of \( |g\uparrow\rangle \) is neglected based on the long measured \( T_1 \) times (\( > 1 \text{ ms} \)).

### APPENDIX H: \( T_1 \) FITTING PROCEDURE

The relaxation time, \( T_1 \), describes the time constant at which the spin-up decays to the spin-down state. Once an electron is loaded to the dot, the probability of finding a spin-up state decreases exponentially with
TABLE II. Fitting parameters extracted from excited-state spectroscopy.

| Device  | $E_V$ (eV) | $T_\text{g}$ (mK) | $T_e$ (mK) | $A_1$ |
|---------|------------|------------------|------------|-------|
| Device A| $681 \pm 23 \mu$eV | $370 \pm 200$ mK | $510 \pm 160$ mK | $2.0 \pm 0.3$ |
| Device B| $571 \pm 27 \mu$eV | $300 \pm 30$ mK | $710 \pm 200$ mK | $7.7 \pm 0.9$ |

respect to the time waited before reading its state following $P_1(t_{\text{wait}})/P_1(0) = e^{-t_{\text{wait}}/T_1}$. Figures 11(a) and 11(b) show the exponential fitting for several magnetic fields in device A and device B. We also test whether the rf carrier does not affect the relaxation during the “wait” period. Figure 11(c) shows a comparison of the relaxation times measured in device B when the rf readout tone remains on throughout the three-level pulse (purple) versus switching off the readout signal during the waiting time (red). The similar values can be expected because the rf voltage only introduces an effective level broadening corresponding with a voltage drive at the frequency of the rf carrier (742 MHz). Although this broadening is measured as an effective temperature (see Appendix F), it is unrelated to the bath electron temperature and unlikely to affect the spin of the electron, with a Zeeman splitting larger than 28 GHz ($B = 1$ T).

**APPENDIX I: NATURE OF THE EXCITED STATE**

In this section, we discuss the possibility that the excited state probed in the devices is in fact an orbital rather than a valley excitation. If so, the valley excitation must lie at low energy ($\lesssim 110 \mu$eV in device A and $\lesssim 280 \mu$eV in device B), below the lowest magnetic field explored in the experiments since no signs of such a valley state are found in measurements like the one shown in Fig. 4(a). Although very small valley splittings have indeed been measured in specific devices [38], larger valley splittings, closer to the excited-state energies we measure, would be more consistent with recent measurements in the few electrons regime [3]. Furthermore, according to effective mass calculations, orbital excitations would rather be expected in the few meV range [65], larger than the values we measure. Therefore, an orbital excitation cannot be ruled out, but is definitely not the most likely assumption. Nonetheless, the main conclusions of this work and discussion would be little affected in principle. The experiments indeed probe the spin degree of freedom as long as the Fermi level of the contacts lies between the pair of spin-up and the pair of spin-down valley states at readout; also, as valley relaxation is presumably much faster than spin relaxation, and little dependent on the magnetic field orientation, the angular dependence of the relaxation time shall be globally the same as discussed below.

**APPENDIX J: DEPENDENCE OF SPIN RELAXATION ($T_1$) ON MAGNETIC FIELD**

1. Dependence on magnetic field orientation

We discuss here the angular dependence of the spin-relaxation rate in the Z valleys of silicon. We consider a silicon quantum dot under a finite magnetic field $B$. We note $|n, \sigma\rangle$ and $E_{n, \sigma} = E_n + \frac{\pm g_0 \mu_B B \sigma}{2}$ the eigenstates and eigenenergies of the dot in the absence of spin-orbit coupling, with $\sigma = \pm 1$ the spin quantized along the magnetic field axis, $g_0$ the bare gyromagnetic factor of the electron and $\mu_B$ Bohr’s magneton. In these assumptions, the orbitals $|\sigma\rangle(r) = (r|n\rangle$ can be chosen real at $B = 0$.

In the Fermi golden rule approximation, the relaxation rate between states $|0\rangle \equiv |0, -1\rangle$ and $|\uparrow\rangle \equiv |0, +1\rangle$ is typically proportional to the squared matrix element(s) $\langle \downarrow|O|0\rangle^2$ of one or more observable(s) $O$ [36,37,46]. We assume that $O$ is invariant under time-reversal symmetry, and does not couple spins directly [O is, e.g., a local potential $V(r)$ (Johnson-Nyquist noise), an electric dipole operator $x, y, z$ (phonons), etc...]. There must, therefore, be a mechanism such as spin-orbit coupling mixing spins in $|0\rangle$ and $|\downarrow\rangle$ in order to achieve nonzero $\langle \downarrow|O|0\rangle$’s.

Since SOC is weak in the conduction band of silicon, we can deal with it to first order in perturbation. Let $H_{so}$ be the SOC Hamiltonian. The first-order $|0\rangle$ and $|\downarrow\rangle$ states read

$$|\tilde{0}\rangle = |0\rangle + \sum_{n \neq 0} \frac{\langle n, -1|H_{so}|0, -1\rangle}{E_0 - E_n} |n, -1\rangle + \sum_{n} \frac{\langle n, +1|H_{so}|0, -1\rangle}{E_0 - E_n - g_0 \mu_B B} |n, +1\rangle, \quad (J1a)$$

$$|\tilde{\downarrow}\rangle = |\uparrow\rangle + \sum_{n \neq 0} \frac{\langle n, +1|H_{so}|0, +1\rangle}{E_0 - E_n} |n, +1\rangle + \sum_{n} \frac{\langle n, -1|H_{so}|0, +1\rangle}{E_0 - E_n + g_0 \mu_B B} |n, -1\rangle. \quad (J1b)$$

Hence, since $O$ only couples same spins,

$$\langle \tilde{\downarrow}|O|\tilde{0}\rangle = \sum_{n} \frac{\langle 0, +1|O|n, +1\rangle \langle n, +1|H_{so}|0, -1\rangle}{E_0 - E_n - g_0 \mu_B B} + \sum_{n} \frac{\langle 0, +1|H_{so}|n, -1\rangle \langle n, -1|O|0, -1\rangle}{E_0 - E_n + g_0 \mu_B B}. \quad (J2)$$

We further develop this expression to first order in $B$, assuming $g_0 \mu_B B \ll E_1 - E_0$. Neglecting the action of the vector potential on the orbital motion of the electrons in
a first place, the only \( B \)-dependent terms are the Zeeman energies on the denominators:

\[
\frac{1}{E_0 - E_n + g_0 \mu_B B} = \frac{1}{E_0 - E_n} + \frac{g_0 \mu_B B}{(E_0 - E_n)^2}.
\] (J3)

Then, making use of the time-reversal symmetry relations:

\[
\langle 0, +1 \mid O \mid n, +1 \rangle = \langle 0, -1 \mid O \mid n, -1 \rangle^* = \langle n, -1 \mid O \mid 0, -1 \rangle,
\] (J4a)

\[
\langle n, +1 \mid H_{so} \mid 0, -1 \rangle = -\langle n, -1 \mid H_{so} \mid 0, +1 \rangle^* = -\langle 0, +1 \mid H_{so} \mid n, -1 \rangle,
\] (J4b)

we get

\[
\langle \tilde{1} \mid O \rangle = 2g_0 \mu_B B \sum_n \frac{\langle 0, +1 \mid O \mid n, +1 \rangle \langle n, +1 \mid H_{so} \mid 0, -1 \rangle}{(E_n - E_0)^2}.
\] (J5)

With a SOC operator of the form \( H_{so} = \sum_k P_k \sigma_k \), where \( P_k \) are real-space operators (e.g., velocity operators) and \( \sigma_k \) are the Pauli matrices (for a spin quantized along the reference axis \( z \)),

\[
\langle \tilde{1} \mid O \rangle = iB(\alpha_x + 1|\sigma_x|-1) + \alpha_y (1|\sigma_y|-1) + \alpha_z (1|\sigma_z|-1),
\] (J6)

where the \( \alpha_i \)'s depend on the orbital motion of the electrons. As expected, the matrix elements \( \langle \tilde{1} \mid O \rangle \) are proportional to \( B \), since time-reversal symmetry must be broken by the magnetic field for \( O \) to couple opposite spin states.

The orbitals \( \varphi_n(\mathbf{r}) \) being real, the matrix elements of the \( P_k \)'s must be imaginary and those of \( O \) must be real according to the time-reversal symmetry relations, Eqs. (J4b) (this is obvious if the \( P_k \)'s are linear combinations of velocity operators and \( O \) is one of the examples given above).

Therefore, \( \alpha_x, \alpha_y, \) and \( \alpha_z \) are real, and

\[
\langle \tilde{1} \mid O \rangle = iB(1|\alpha \cdot \sigma|-1) = iB(1|\alpha|-1),
\] (J7)

where \( \alpha \) is the spin along axis \( \alpha = (\alpha_x, \alpha_y, \alpha_z) \). Since \(|-1\rangle \) and \(|+1\rangle \) are defined with respect to the magnetic field axis, \(|+1\rangle = \sin \theta_\alpha |\alpha\rangle \), where \( \theta_\alpha \) is the angle between the magnetic field and the vector \( \alpha \). Hence,

\[
|\langle \tilde{1} \mid O \rangle|^2 \propto \sin^2 \theta_\alpha.
\] (J8)

This gives rise to the simple uniaxial dependence measured for example in Ref. [66]. In that reference, the effects of SOC are dominated by “spin-valley” mixing, that is by the \( n = 1 \) term in Eq. (J5) (same orbital in the other valley). In an ideal corner dot with a (110) mirror symmetry plane, \( \theta_\alpha \) shall be the angle with the [110] axis.

The above considerations may not, however, apply when the action of the vector potential is taken into account. Indeed, in the presence of a vector potential, time-reversal symmetry transforms \( \varphi_n(\mathbf{r}) \) into \( \varphi_n(-\mathbf{r}) \), breaking Eqs. (J4b) and the resulting cancellations. This is not expected to make much difference for spin-valley mixing as the ground states of both valleys effectively behave as zero (or, more generally, identical) angular-momentum states and are, therefore, weakly coupled by the vector potential. Yet the effects of the vector potential may become relevant when spin-valley mixing is not dominant.

In order to go further, we can write Eq. (J2) under the form:

\[
\langle \tilde{1} \mid O \rangle = \langle +1 \mid H_e \mid -1 \rangle,
\] (J9)

where the effective Hamiltonian \( H_e \) is

\[
H_e = \sum_{n,k} \left( \frac{\langle 0 \mid O \mid n \rangle \langle n \mid P_k \rangle \langle P_k \mid 0 \rangle}{E_0 - E_n - g_0 \mu_B B} + \frac{\langle 0 \mid P_k \rangle \langle n \mid O \rangle \langle O \mid 0 \rangle}{E_0 - E_n + g_0 \mu_B B} \right) \sigma_k,
\] (J10)
then expand $H_c$ to first order in $B$ (being understood that $E_n, |n\rangle$ and possibly the $P_k$ operators depend on $B$):

$$H_c = iB\alpha \cdot \sigma + \sum_{ij} \lambda_{ij} B_i \sigma_j,$$

where $\lambda_{ij}$ are real scalars. Symmetry considerations may put constraints on the $\lambda_{ij}$’s.

Assuming $B = B(\cos \theta, \sin \theta, 0)$, we may then sort out the angular dependence of the matrix element $\langle +1|H_c|-1\rangle$. The $|+1\rangle$ and $|-1\rangle$ spin states are the eigenstates of the Zeeman Hamiltonian:

$$H_z = \frac{1}{2}g_0\mu_B B(\cos \theta \sigma_x + \sin \theta \sigma_y) = \frac{1}{2}g_0\mu_B B \begin{bmatrix} 0 & e^{-i\theta} \\ e^{i\theta} & 0 \end{bmatrix}.$$ (J11)

Hence,

$$|-1\rangle = \frac{e^{-i\theta/2}}{\sqrt{2}} (|\uparrow\rangle - e^{i\theta/2}|\downarrow\rangle),$$ (J13)

$$|+1\rangle = \frac{e^{-i\theta/2}}{\sqrt{2}} (|\uparrow\rangle + e^{i\theta/2}|\downarrow\rangle).$$

The above phase factors are chosen for convenience. Then,

$$\langle +1|\sigma_x|-1\rangle = \sin \theta,$$

$$\langle +1|\sigma_y|-1\rangle = -\cos \theta,$$

$$\langle +1|\sigma_z|-1\rangle = i.$$ (J14)

Therefore, after substitution in Eq. (J9) and trigonometric manipulations,

$$\langle +1|H_c|-1\rangle = B(a_0 + ic_1 \cos \theta + is_1 \sin \theta + c_2 \cos 2\theta + s_2 \sin 2\theta),$$ (J15)

where $a_0, c_1, s_1, c_2,$ and $s_2$ are real. This matrix element does, therefore, feature $\sin n\theta$ and $\cos n\theta$ harmonics up to $n = 2$. Hence the relaxation rate, which is $\propto |\langle 1|H_c|0\rangle|^2$, features $n = 0, n = 2$, and $n = 4$ harmonics. We may thus write, in general,

$$\Gamma = \gamma_0 + \gamma_2 \cos[2(\theta - \theta_0^g)] + \gamma_4 \cos[4(\theta - \theta_0^g)].$$ (J16)

Note that the relaxation rate is invariant under the transformation $\theta \rightarrow \theta + \pi (B \rightarrow -B)$, as expected. Competing relaxation mechanisms may yield different $\gamma$’s and $\theta^0$’s; yet trigonometric relations easily show that the sum over mechanisms can always be refactored under that form.

Higher-order harmonics may result from the breakdown of one of the above assumptions [first-order developments in $B$ and $H_{so}$, validity of Fermi golden rule (multiphonon and photon processes)...], or from extrinsic contributions.

Also, the prefactors of the relaxation rates scale as a power of the Larmor frequency, $\omega (\omega^3$ to $\omega^5$ for phonons, $\omega$ for Johnson-Nyquist noise), which may introduce extra angular dependences through the anisotropy of the $g$ factors. However, the contribution of $g$ factors to the angular dependence of the relaxation rates is presumably very weak in silicon, as they remain usually very close to $2$ whatever the orientation of the magnetic field.

Examples of pure $\cos[4(\theta - \theta_0^g)]$ dependences have, for example, been given in Ref. [34] (relaxation owing to phonon-induced shear strains in a highly symmetric dot). The enumeration of possible symmetry invariants in Eq. (J11) suggests that the relative weight of $n = 4$ harmonics shall actually increase when the dot gets more symmetric [going, e.g., from a single mirror symmetry plane ($C_1$ group) to a double mirror symmetry plane ($C_{2v}$ group)].

In the present experiments, the angular dependence of the relaxation rate is indeed dominated by $n = 2$ and $n = 4$ harmonics, although significant $n = 6$ and $n = 8$ contributions may also be needed to reproduce the behavior around $\theta = 0$. Without further knowledge about the shape of that particular dot, it remains, however, difficult to make detailed predictions. Still, the presence of strong $n = 4$ harmonics suggests, as discussed above, that the relaxation is not dominated by spin-valley mixing at $B = 1$ T (nor at any field given the absence of measurable hot spot at the crossing between the ground valley spin-up state and the excited valley spin-down state). Both the weakness of spin-valley mixing effects and the presence of sizable $n > 2$ harmonics are consistent with a dot showing high in-plane symmetry [38].

2. Dependence on magnetic field strength

The angular dependence described above is consistent with a small spin-valley mixing, which also leads to a weak or absent hot spot in the relaxation rate when the Zeeman splitting approaches the valley splitting. We observe that the relaxation rate increases with the magnetic field, following the predicted behavior when far from any anticrossing with higher-lying excited states [35]. Spin relaxation comes primarily from the spin-orbit interaction, which couples the spin degree of freedom with electrical noise. The electrical noise can have different sources, for example, the Johnson-Nyquist noise, which gives a contribution proportional to $c_2 B^3$ [46]. In silicon, phonons can also create an electrical disturbance by deforming the lattice inhomogeneously [67], which, due to the nonzero dipole matrix elements between the dot levels, leads to spin relaxation. The leading contribution to this mechanism in the crystallographic direction [110] scales as $c_{ph} B^2$ [36].

We fit the relaxation-rate field dependence to the general expression $T_r^{-1} = c_{ph} B^2 + c_2 B^3$, obtaining the coefficients summarized in Table III. The large uncertainties are due to the high correlation between the two terms.
TABLE III. Fitting parameters for the relaxation-rate magnetic field dependence.

| Device     | $c_J$  | $c_{ph}$  |
|------------|--------|-----------|
| Device A   | 4.1 ± 0.5 Hz/T$^3$ | 0.171 ± 0.018 Hz/T$^2$ |
| Device B   | 0.089 ± 0.002 Hz/T$^3$ | (10 ± 4) × 10$^{-5}$ Hz/T$^2$ |
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