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Abstract

Given a statistical model for the request frequencies and sizes of data objects in a caching system, we derive the probability density of the size of the file that accounts for the largest amount of data traffic. This is equivalent to finding the required size of the cache for a caching placement that maximizes the expected byte hit ratio for given file size and popularity distributions. The file that maximizes the expected byte hit ratio is the file for which the product of its size and popularity is the highest – thus, it is the file that incurs the greatest load on the network. We generalize this theoretical problem to cover factors and addends of arbitrary order statistics for given parent distributions. Further, we study the asymptotic behavior of these distributions. We give several factor and addend densities of widely-used distributions, and verify our results by extensive computer simulations.
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I. INTRODUCTION

Global IP data traffic is expected to triple over the next five years to more than two zettabytes per year [1]. One way to decrease data traffic over the Internet, reduce latencies and server workload is storing popular data close to end-users, which is commonly known as caching. The main motivation behind caching data is that one rather stores popular data on intermediate nodes than burdens the data transmission networks. Information centric networks (ICN) and content delivery networks (CDN) are examples of modern paradigms where caching plays a pivotal role.

While web caching is a rather mature area of research with a history of several decades [2]–[5], recently also wireless caching, where contents are stored at either base stations or user equipment themselves, has gained plenty of attention [6]–[11]. Despite the differences in physical architectures, the main questions remain the same. Probably the most fundamental problem of caching is related to cache content replacement. Caches need to update their content due to the dynamic changes of file request frequencies to avoid cache pollution, which occurs when unwanted data remain in the cache even though more important data could be cached instead.

The most common metric measuring the performance of a cache is the hit rate, which is defined as the ratio between the number of data objects served from the cache and the total number of requests. The drawback of this metric is that a high hit rate does not necessarily imply a high reduction in data traffic. This is the case especially if the cacheable files are of largely varying sizes. Hence, a better metric is the byte hit rate, which is defined as the ratio between the amount of data traffic served by the caches and the total amount of data traffic generated by the clients. The higher the byte hit rate, the more traffic is offloaded from the origin server.

There exists a natural tradeoff between the cache size and the amount of data offloaded from the server, which has been studied in, e.g., [12]. The energy-efficiency of caching placement has been optimized in [13]. Optimal cache sizing has been studied for Peer-to-Peer (P2P) systems with realistic bandwidth and cache storage costs (see, e.g., [14]). Recently, in [15], the authors find the required cache size in backhaul-limited wireless networks, while [16] employs a scheme where the caching probability increases proportionally with file size. Interestingly, studies on video data show that not all parts of video files are equally popular, so a natural extension of popularity-based caching is caching the most popular parts of data files [17].

Several cache replacement algorithms have been suggested in the literature (see, e.g., [4] for
a survey). Some of the most widely-used caching replacement algorithms are Least-Recently-Used (LRU), Least-Frequently-Used (LFU) and SIZE. When an object in the cache is about to be replaced, LRU evicts the objects that were least recently used, LFU evicts the least frequently used objects, and SIZE evicts the largest objects. While these policies are simple and perform well in terms of the hit rate, they perform poorly in terms of the byte hit rate. To address this issue, [18] presents an efficient cache replacement algorithm that takes both the file size and the file request frequencies into account. Since then, several replacement algorithms have been proposed [4], [19], [20]. Furthermore, recent research has actively studied coded caching [16], [21], and also incorporated machine learning techniques in replacement policies [22]–[24].

A typical feature of data traffic is that the popularity of data objects is highly time-variant, a phenomenon which in the caching literature is known as temporal locality [25], [26]. In other words, in a realistic caching system content needs to be constantly updated to keep up with the dynamic behavior of user preferences. Furthermore, a realistic assumption is that the exact sizes and numbers of requests of cacheable data files cannot be known beforehand, unlike models such as the Independent Reference Model (IRM) [27] suggest. Nevertheless, past observations can be utilized to estimate file popularities (see, e.g., [28] and the references therein).

In this paper, motivated by the aforementioned observations, we study a caching system where the cached files are chosen so that the expected amount of data traffic served by the cache is maximized. Specifically, the files are chosen so that the expected byte hit rate is maximized. We derive the probability density function for the required size of the cache for given file size and popularity distributions in the general case. For instance, our research provides an answer to the following question: How much storage space is needed for the file that generates most data traffic? To the best of our knowledge, this is the first paper that takes such a statistical approach to cache size requirements.

An example of a ranked file catalogue is shown in Table I. The files are ranked according to their bandwidth consumption, i.e., the product of their size and their popularity. This product we call the importance of the file. The more bandwidth a file consumes, the more important it is to cache it to minimize the expected backhaul data traffic. We see that, in the example of Table I, neither the largest nor the most popular object is the most important one.

Solving the aforementioned cache size problem opens up a new direction of research on latent variables of order statistics. Along this line, we extend our contribution of factor distributions to addend distributions. Furthermore, we present several examples of factor and addend distributions.
| File size (bits) | File popularity (requests/sec) | Bandwidth consumption (bits/sec) |
|-----------------|-------------------------------|---------------------------------|
| 22              | 15                            | 330                             |
| 73              | 2                             | 146                             |
| 4               | 36                            | 144                             |

TABLE I: An example file catalogue of three files. The size of the most important file is 22.

for widely-used parent distributions. The contributions of this work can be summarized as follows.

- We find the probability density function of the $k^{\text{th}}$ smallest file of a file catalogue the file sizes and expected request frequencies of which are drawn from given independent probability distributions. This problem is analytically formulated and solved.
- We derive a method to find the required cache size for a case where a certain percentage of all cacheable files are required to be cached so that the byte hit rate is maximized.
- We derive closed-form addend and factor densities for certain widely-used probability distributions and verify them by computer simulations.

The rest of the paper is organized as follows. Section II presents the caching system model. Section III provides closed-form expressions for the addend and factor densities with concrete examples for widely-used probability distributions. Section IV investigates the asymptotic behaviour of our results. Section V solves the cache size problem with illustrative examples. Section VI provides concluding remarks and envisages potential future work.

II. System Model

Consider a network with users requesting files from a remote server with a cache between the users and the server according to Figure 1. The cache contents are updated periodically to accommodate for the temporal locality nature of cacheable files. At each cache content update, the sizes and the popularities of the potentially cacheable files are sampled independently from file size and popularity distributions, respectively. The system designer is only aware of the statistical distributions of file sizes and popularities, and must choose an appropriate cache size given a requirement on either the number of files, or a percentage of files in a file catalogue of $n$ files, that should fit in the cache.
If the file requested by a user is cached, the cache serves the user. However, if the requested file is not cached, the origin server transmits the file and the link between the cache and the server must be used. The cache has a limited storage capacity and stores full data objects so that the expected byte hit rate is maximized. For tractability, we assume perfect knowledge of the popularity of each cacheable file, which we further assume to be static until the next cache content update.

The files are ranked according to their bandwidth consumption, i.e., the product of their size and popularity. This product we call the importance of the file. We are interested in, for instance, the size of the most important file. Knowing this size is crucial for designing caching systems and the required size of the caches to minimize the backhaul load. In other words, we are interested in the density of a factor of a product. Henceforth, we call this density the factor distribution.

Fig. 1: Caching model. Files stored on the cache are served by the cache, while files not stored on the cache must be retrieved from the server.
III. ADDEND AND FACTOR DISTRIBUTIONS OF ORDER STATISTICS – GENERAL CASE

In this section, we show our two main results, i.e., general closed-form expressions for the densities of addends (resp. factors) of the $k^{th}$ smallest sum (resp. product). Throughout this paper, we call the corresponding distributions *addend* and *factor distributions*, and we denote the first random variable in a sum or a product as $\tilde{X}$. The $k^{th}$ smallest random variate is commonly known as the $k^{th}$ *order statistic*. For further reading, principal references on the theory of order statistics include [29]–[32].

Functions of random variables have been excessively studied in the past. Simple examples are the sums and products of independent random variables. While sum distributions are generally direct convolutions of probability density functions, product distributions are often more tedious to derive. Seminal work on product distributions, as well as other functions of random variables, has been done in [33]–[36]. In this paper, we need to apply both some theory of order statistics and some theory of sum and product distributions to derive addend and factor distributions.

The following example illustrates the main idea of this work for generating random variates of addends. Let $X$ and $Y$ be random variables of a given parent distribution. Now let us generate samples $x_1, x_2, y_1$ and $y_2$ and thence sums $x_1 + y_1$ and $x_2 + y_2$. Now let us look at the greater of these two sums. If $x_1 + y_1 > x_2 + y_2$, then $x_1$ is a variate of the addend of the maximum of two such sums. Our main goal is to find the density of $X_1$ for which we give a general solution in this section, as well as several examples in Section III-A.

Let us now introduce some mathematical notation. Let $\{X_1, X_2, X_3, \ldots, X_n\}$ denote independent random variables with densities $\{f_{X_1}, f_{X_2}, \ldots, f_{X_n}\}$, respectively. Also let there be $n$ sums or products that comprise $m$ random variables each. We call these random variables addends for sums and factors for products. We are interested in the distribution of an individual variable of the $k^{th}$ largest sum, $S = \sum_{i=1}^{m} X_i$, the distribution of which we denote $F_S(\cdot)$, or product, $U = \prod_{i=1}^{m} X_i$, the distribution of which we denote $F_U(\cdot)$. We denote the sums as $S_j = \sum_{i=1}^{m} X_{j,i}$, with $j = 1, 2, \ldots, n$, and the corresponding $k^{th}$ order statistic out of $n$ variates as $S_{(k,n)}$. For further convenience, let us define new random variables $T = \sum_{i=2}^{m} X_i$ and $V = \prod_{i=2}^{m} X_i$. Also, let $\mathcal{K}_{n,k} = \frac{n!}{(k-1)!(n-k)!}$. The newly introduced random variables can be visualized as shown in matrices (1) and (2):
In general, generating realizations of the addends and factors can be done in the following way: sample the parent distributions of each addend or factor to find all \( nm \) samples and enter them into an \( n \times m \) matrix. In the case of addend distribution, append the matrix with a column with row sums of the random variates as in (1). In the case of factor distribution, append the matrix with a column with row products of the random variates as in (2), and then sort the matrix according to the newly generated last column in ascending order so that the smallest value of the column is on top and the largest value is on the bottom.

Without loss of generality, we now look for the density of the first addend or factor of the individual variates \( x \) in the \( k \)th row of the matrix of \( n \) rows. Recall that the corresponding random variable \( \tilde{X} \) denotes both the addends and the factors. The densities of this random variable are presented in the following propositions, which are the main results of this work.

**Proposition 1.** The density of the first addend of the \( k \)th order statistic of a length-\( n \) sample of the sum \( S = \sum_{i=1}^{m} X_i \) is

\[
 f_{\tilde{X}}(x) = K_{n,k} f_X(x) E_T \{ F_S(x+t)^{k-1}(1-F_S(x+t))^{n-k} \} \tag{3}
\]

where \( E_T \{ \cdot \} \) denotes expectation with respect to the pdf of \( T = \sum_{i=2}^{m} X_i \).

**Proposition 2.** The density of the first factor of the \( k \)th order statistic of a length-\( n \) sample of the product \( U = \prod_{i=1}^{m} X_i \) is

\[
 f_{\tilde{X}}(x) = K_{n,k} f_X(x) E_V \{ F_U(xv)^{k-1}(1-F_U(xv))^{n-k} \} \tag{4}
\]

where \( E_V \{ \cdot \} \) denotes expectation with respect to the pdf of \( V = \prod_{i=2}^{m} X_i \).
Proof. Here we present the proof for the addend distribution. Let \( f_B(k-1; n-1, p) \) be the probability mass function of the binomial distribution representing the event of \( k-1 \) successes out of \( n-1 \) trials with success probability \( p \), defined as

\[
f_B(k-1; n-1, p) = \binom{n-1}{k-1} p^{k-1}(1 - p)^{n-k}.
\]

Without loss of generality, we can focus on the case where the \( k \)-th order statistic of a length-\( n \) sample of the sum \( S = \sum_{i=1}^{m} X_i \), which we denote \( S(k, n) \), takes value \( s \). Furthermore, here we denote the first addend of \( s \) as \( \tilde{X} \). Applying the so called mixed form of Bayes rule (see, e.g., [37] 2.103a)) we obtain

\[
f_{\tilde{X}}(x) \triangleq f_X(x | S(k, n) = s) = \frac{\mathbb{P}(S(k, n) = s | \tilde{X} = x) f_X(x)}{\mathbb{P}(S(k, n) = s)}.
\]

Now consider a given variate \( x \) and a variate \( t \) of \( T = \sum_{i=2}^{m} X_i \). The probability that an arbitrarily chosen sum \( s \) is the \( k \)-th smallest sum is equal to the probability that \( k-1 \) out of the remaining \( n-1 \) sums take value smaller than \( x + t \). This probability becomes

\[
\mathbb{P}(S(k, n) = s | \tilde{X} = x) = \int_{-\infty}^{\infty} f_B(k-1; n-1, F_S(x+t)) dF_T
= \mathbb{E}_T\{f_B(k-1; n-1, F_S(x+t))\}
= \binom{n-1}{k-1} \mathbb{E}_T\{F_S(x+t)^{k-1}(1-F_S(x+t))^{n-k}\}.
\]

The probability that an arbitrarily chosen \( s \) is the \( k \)-th smallest sum out \( n \) sums is \( \mathbb{P}(S(k, n) = s) = \frac{1}{n} \).

Thus, the addend density becomes

\[
f_{\tilde{X}}(x) = \frac{\mathbb{E}_x,T\{f_B(k-1; n-1, F_S(x+t))\} f_X(x)}{\mathbb{E}_S\{f_B(k-1; n-1, F_S(s))\}}
= n \binom{n-1}{k-1} \mathbb{E}_x,T\{F_S(x+t)^{k-1}(1-F_S(x+t))^{n-k}\} f_X(x)
= \mathcal{K}_{n,k} f_X(x) \mathbb{E}_T\{F_S(x+t)^{k-1}(1-F_S(x+t))^{n-k}\}.
\]

The proof of Proposition 2 is nearly identical to that of Proposition 1 and is thus omitted.

Note that by setting \( m = 1 \) in either (1) or (2), we recover the well-known density of the \( k \)-th order statistic of random variable \( X \) (see, e.g., [30])

\[
f_{X(k,n)}(x) = \frac{n!}{(k-1)!(n-k)!} (F_X(x))^{k-1} (1-F_X(x))^{n-k} f_X(x).
\]
Similar expressions can be found for more general cases, where the sums or products are not identically distributed, or where not all sums or products comprise the same number of addends or factors. However, in this article, we concentrate only on the symmetric case, where all \( n \) sums (resp. products) have exactly \( m \) addends (resp. factors). Furthermore, we only demonstrate examples where all the addends or factors are independent random variables.

In the remainder of this section, we use Propositions 1 and 2 to derive closed-form expressions for widely-used parent distributions. In the examples, all the sums and products have two addends or factors (\( m = 2 \)), and there are two sums or products (\( n = 2 \)).

With \( n = 2, k = 2, \) and \( m = 2 \), Propositions 1 and 2 yield

\[
f\hat{X}(x) = 2f_X(x)\mathbb{E}_T\{FS(x+t)\} \quad (6)
\]

and

\[
f\hat{X}(x) = 2f_X(x)\mathbb{E}_V\{FU(xv)\}, \quad (7)
\]

respectively.

A. Addend Distributions – Examples

1) Uniform Addend Distribution: Let \( X \sim U(a,b) \). Thus, \( f_X(x) = 1 \), when \( a \leq x \leq b \). Let \( S \) follow the distribution of the sum of two standard uniform variables. It is well-known that \( S \) follows the triangular distribution, which can be verified by convolution: \( f_S(x) = \int_{-\infty}^{\infty} f_X(\tau)f_X(x-\tau)\,d\tau \). Now by using (6), the uniform addend density yields

\[
f\hat{X}(x) = 2f_X(x)\mathbb{E}_T\{FS(x+t)\} = \frac{-2}{3(a-b)^4}x^3 + \frac{a+b}{(a-b)^4}x^2 + \frac{a^2 - 4ab + b^2}{(a-b)^4}x
\]

\[+ \frac{-5a^3 + 12a^2b - 6ab^2 + b^3}{3(a-b)^4}, \quad a \leq x \leq b,
\]

which is plotted in Fig. 2a for \( a = 0 \) and \( b = 1 \).

2) Normal Addend Distribution: The normal pdf is \( f_X(x) = (2\pi\sigma^2)^{-\frac{1}{2}} \exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right) \), and the sum of two independent normally distributed random variables has distribution \( \mathcal{N}(2\mu, 2\sigma^2) \). Moreover, if \( S = X_{1,1} + X_{1,2} \sim \mathcal{N}(2\mu, 2\sigma^2) \) and \( T = X_{2,2} \sim \mathcal{N}(\mu, \sigma^2) \), then \( W = S - T = X_{1,1} + X_{1,2} - X_{2,2} \sim \mathcal{N}(\mu, 3\sigma^2) \). We can therefore write

\[
\mathbb{E}_T\{FS(x+t)\} = P(S < x + T) = P(W < x).
\]
The cumulative distribution function \( W \) is 
\[
W(x) = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{x-\mu}{\sqrt{6}\sigma} \right) \right),
\]
where \( \text{erf} (x) = \frac{2}{\sqrt{\pi}} \int_0^x \exp(-t^2) \, dt \) is the error function.

The normal addend density thus becomes 
\[
f_{\tilde{X}}(x) = (2\pi\sigma^2)^{-\frac{1}{2}} \exp \left( -\left(\frac{\mu-x}{2\sigma^2}\right)^2 \right) \text{erfc} \left( \frac{\mu-x}{\sqrt{6}\sigma^2} \right),
\] (8)
where \( \text{erfc}(x) = 1 - \text{erf}(x) \) is the complementary error function. The density (8) is plotted in Fig. 2b for the standard normal parent distribution.

3) Exponential Addend Distribution: It is well-known that the sum of two exponential random variables, with densities \( f_X(x) = \lambda \exp(-\lambda x) \) each, follows the Erlang distribution with density 
\[
f_S(x) = \lambda x \exp(-\lambda x).
\]
Thus, the corresponding cumulative distribution function is 
\[
F_S(x) = 1 - \lambda x \exp(-\lambda x) - \exp(-\lambda x).
\]
The exponential addend density becomes 
\[
f_{\tilde{X}}(x) = \lambda \exp(-\lambda x) \left( 2 - \exp(-\lambda x) \left( \lambda x + \frac{3}{2} \right) \right),
\] (9)
which is plotted in Fig. 2c for \( \lambda = 1 \).

4) Rayleigh Addend Distribution: The Rayleigh pdf is 
\[
f(x) = \frac{2x}{\sigma} \exp \left( -\frac{x^2}{\sigma^2} \right)
\]
and the density of the sum of two iid Rayleigh random variables can be expressed as
\[
f_S(x) = \frac{x}{\sigma} \exp \left( -\frac{x^2}{\sigma^2} \right) + \sqrt{\frac{\pi}{2\sigma^4}} \exp \left( -\frac{x^2}{2\sigma^2} \right) \text{erf} \left( \frac{x}{\sqrt{2\sigma}} \right) \left( \frac{x^2}{\sigma} - 1 \right).
\] (11)
Therefore, following (6), we can write the Rayleigh addend density as 
\[
f_{\tilde{X}}(x) = \frac{4x}{\sigma^2} \exp \left( -\frac{x^2}{\sigma^2} \right) \int_0^\infty \int_0^{x+t} f_S(z) f(t) \, dz \, dt.
\] (12)
Now we use (10) and (11) in (12) with some algebraic manipulation to obtain the Rayleigh addend density 
\[
f_{\tilde{X}}(x) = \frac{4x}{\sigma^2} \exp \left( -\frac{x^2}{\sigma^2} \right) h(x)
\]
where 
\[
h(x) = \frac{1}{2} - \frac{1}{2} I(x) + \sqrt{\frac{\pi}{2\sigma^2}} J(x)
\] (13)
in which

\[ I(x) = \frac{1}{2} \exp \left( -\frac{x^2}{\sigma} \right) - x \exp \left( -\frac{x^2}{2\sigma} \right) \sqrt{\frac{\pi}{2\sigma}} Q \left( \frac{x}{\sqrt{\sigma}} \right) \]

where

\[ Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp \left( -\frac{u^2}{2} \right) du \]

is the Q-function and

\[ J(x) = \int_0^\infty \int_0^t \frac{2t}{\sigma} \exp \left( -\frac{t^2}{\sigma} - \frac{z^2}{2\sigma} \right) \left( \frac{z^2}{\sigma} - 1 \right) \text{erf} \left( \frac{z}{\sqrt{2\sigma}} \right) \, dz \, dt. \]

Changing the order of integration and changing to polar coordinates, the integrations may be performed, leading to

\[ J(x) = \sqrt{\frac{\sigma}{2\pi}} - \frac{4x}{9} \exp \left( -\frac{x^2}{2\sigma} \right) + \frac{23x}{18} \exp \left( -\frac{x^2}{2\sigma} \right) Q \left( \frac{x}{\sqrt{\sigma}} \right) - \frac{5}{6} \sqrt{\frac{\sigma}{2\pi}} \exp \left( -\frac{x^2}{\sigma} \right) \]

\[ + \sqrt{\frac{2\sigma}{3\pi}} \left( \frac{4x^2}{9\sigma} - \frac{2}{3} \right) \exp \left( -\frac{x^2}{3\sigma} \right) \phi(x) \]

where

\[ \phi(x) = \pi Q \left( \frac{x}{\sqrt{3\sigma}} \right) - 2 \int_0^\frac{x}{\sqrt{3\sigma}} \exp \left( -\frac{x^2}{6\sigma \sin^2 \theta} \right) d\theta. \]

While the above single integral does not have a closed form solution, it can be evaluated numerically. The density is plotted in Fig. 2d for \( \sigma = 1 \).

**B. Factor Distributions – Examples**

1) **Uniform Factor Distribution**: The standard uniform pdf is \( f_X(x) = 1 \), when \( 0 \leq x \leq 1 \). The density of the product of two standard uniform random variables is \( f_U(x) = -\log x \) [40], where \( \log(\cdot) \) is the natural logarithm. This yields cumulative distribution function \( F_U(x) = x - x \log x \).

The uniform factor density becomes

\[ f_{\tilde{X}}(x) = 2 \int_0^1 (-xz \log xz + xz) \, dz = -x \log x + \frac{3}{2} x, \]

which is plotted in Fig. 3a.
2) **Normal Factor Distribution**: For simplicity, here we only focus on \( N(0, \sigma^2) \), the pdf of which is \( \phi(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} \). The product of two iid normal random variables that follow \( N(0, \sigma^2) \) is \( f_Y(x) = \frac{1}{\pi \sigma^2} K_0 \left( \frac{|x|}{\sigma} \right) \) [42], where \( K_0(\cdot) \) is a modified Bessel function of the second kind of order 0. The normal factor density thus becomes

\[
f_Y(x) = 2f_X(x)E_Y \{ F_U(xv) \} = 2\phi(x) \int_{-\infty}^{\infty} \int_{-\infty}^{xv} \frac{1}{\pi \sigma^2} K_0 \left( \frac{|z|}{\sigma} \right) dz \, \phi(v) \, dv = \phi(x),
\]

which is plotted in Fig. 3b. A detailed proof is shown in Appendix A.

3) **Exponential Factor Distribution**: The exponential distribution as defined earlier is related to the exponential distribution so that if \( Y \sim \exp(\lambda) \) and \( X \sim \exp(\mu) \), then it is well-known that \( \mathbb{P}(x \cdot X < y \cdot Y) = \frac{x}{x+y} \). From this observation, and by using the substitution \( t = \lambda(x+y) \), the exponential factor density yields

\[
f_Y(x) = 2\lambda \exp(-\lambda x) \mathbb{P}(X_{1,1}X_{1,2} < X_{2,1} \cdot x) = 2\lambda^2 x E_1(\lambda x), \tag{14}
\]

where \( E_1(\cdot) \) is the exponential integral defined as \( E_1(x) = \int_x^\infty \exp(-t) t \, dt \). The density (14) is plotted in Fig. 3c for \( \lambda = 1 \).

4) **Rayleigh Factor Distribution**: The Rayleigh distribution as defined earlier is related to the exponential distribution so that if \( Y \sim \exp(\lambda) \), then \( X \sim \sqrt{Y \sigma \lambda} \) is Rayleigh with parameter \( \sigma \). Thus, utilizing (14) and the fact that \( F'(ax^2) = 2ax f(ax^2) \), we have

\[
f_Y(x) = \frac{4x^3}{\sigma^2} E_1 \left( \frac{x^2}{\sigma} \right),
\]

which is plotted in Fig. 3d for \( \sigma = 1 \).

Table II summarizes the addend and factor distributions derived in the last two sections.

| Distribution      | pdf of addend of max. sum \( f_\tilde{x} \) | pdf of factor of max. product \( f_\tilde{x} \) |
|-------------------|---------------------------------------------|-----------------------------------------------|
| General           | \( 2f_X(x)E_Y \{ F_U(xv) \} \)               | \( 2f_X(x)E_Y \{ F_U(xv) \} \)               |
| \( U(a,b) \)      | \( -\frac{2}{3(a-b)^2} x^3 + \frac{a+b}{(a-b)^2} x^2 + \frac{a^2-4ab+b^2}{(a-b)^4} x + \frac{5a^3+12a^2b-6ab^2+b^3}{(a-b)^5} \) \( -x \log x + \frac{x}{2} \) \( (a = 0, b = 1) \) |
| \( N(\mu, \sigma^2) \) | \( (2\pi\sigma^2)^{-\frac{1}{2}} \exp \left( -\frac{(x-\mu)^2}{2\sigma^2} \right) \text{erfc} \left( \frac{\mu-x}{\sqrt{2\sigma^2}} \right) \) | \( (2\pi\sigma^2)^{-\frac{1}{2}} \exp \left( -\frac{x^2}{2\sigma^2} \right) \) \( (\mu = 0) \) |
| \( \text{Exp}(\lambda) \) | \( \lambda \exp(-\lambda x) (2 - \exp(-\lambda x) (\lambda x + \frac{3}{2}) ) \) | \( 2\lambda^2 x E_1(\lambda x) \) |
| Rayleigh(\( \sigma \)) | \( \frac{4x}{\pi} \exp \left( -\frac{x^2}{\pi \sigma^2} \right) h(x) \) | \( \frac{x^2}{\pi} E_1 \left( \frac{x^2}{2\pi \sigma^2} \right) \) |

**TABLE II**: Addend and factor densities of the general form for iid random variables for select distributions with \( m = n = k = 2 \). Here \( h(x) \) is defined as in (13).

Figures 2 and 3 plot the densities of Table II with corresponding numerical histograms.
(a) Density of an addend of the maximum of two sums of two standard uniform $U(0,1)$ variables.

(b) Density of an addend of the max. of two sums of two standard normal $N(0,1)$ variables.

(c) Density of an addend of the maximum of two sums of two standard exponential $\text{Exp}(1)$ variables.

(d) Density of an addend of the maximum of two sums of two standard Rayleigh(1) variables.

Fig. 2: Select addend distributions with numerical verifications.

IV. ASYMPTOTIC BEHAVIOR

In general, it appears difficult to characterize the impact of $n$ and $k$ on the addend or factor distribution. To circumvent this difficulty, here we focus on the asymptotic regime. In particular, we investigate the double scaling limit $n,k \to \infty$ such that the ratio $k/n$ remains fixed. Since the direct evaluation of such limits using either (3) or (4) seems an arduous task, in what follows, we adopt stochastic convergence concepts detailed in [41].
Before proceeding, a few notations are in order. Let \( \{X_1, X_2, X_3, \ldots, X_n\} \) denote independent random variables with densities \( \{f_{X_1}, f_{X_2}, \ldots, f_{X_n}\} \), respectively. We are interested in finding the limiting distribution of \( \bar{X} = X_1 \). Let \( g_m(\cdot) \) denote the density of \( T_1 = \sum_{j=1}^{m} X_j \) and, similarly, \( g_{m-1}(\cdot) \) denote the density of \( T_2 = \sum_{j=2}^{m} X_j \), while \( G_m(\cdot) \) denotes the corresponding cumulative distribution function and \( G_m^{-1}(\cdot) \) its inverse. Now we have the following key result:
Proposition 3. Let $f_X$ be bounded and have an infinite support\footnote{This particular condition can easily be relaxed to accommodate single-sided probability density functions.} Then as $n \to \infty$ such that $k/n \to \eta$ with $0 < \eta < 1$, the asymptotic addend distribution becomes

$$\lim_{k/n=\eta,n\to\infty} f_{X}(x) = \frac{g_{m-1}(\beta-x)}{g_{m}(\beta)} f_{X}(x),$$

where $\beta = G^{-1}_{m}(\eta)$.

The proof is shown in Appendix B.

As a particular example, for standard normal with $m = 2$, we obtain

$$g_{1}(x) = \phi(x) = (2\pi)^{-\frac{1}{2}} \exp\left(-\frac{1}{2}x^2\right), \quad g_{2}(x) = (4\pi)^{-\frac{1}{2}} \exp\left(-\frac{1}{4}x^2\right),$$

which yields

$$\lim_{k/n=\eta,n\to\infty} f_{X}(x) = \pi^{-\frac{1}{2}} \exp\left(-\left(x - \frac{1}{2}\beta\right)^2\right),$$

where $\beta = \Phi^{-1}_{2}(\eta)$ is the inverse of the cumulative distribution function of $N(0, 2)$ evaluated at $\eta = k/n$. This implies that the limiting distribution is a normal distribution, namely $N\left(\frac{1}{2}\beta, \frac{1}{2}\right)$.

To preserve the notation for the case of factor distribution, let $g_{m}(\cdot)$ denote the density of $V_{1} = \prod_{j=1}^{m} X_{j}$ and, similarly, $g_{m-1}(\cdot)$ denote the density of $V_{2} = \prod_{j=2}^{m} X_{j}$, while $G_{m}(\cdot)$ denotes the corresponding cumulative distribution function and $G^{-1}_{m}(\cdot)$ its inverse.

The double scaling limit of the factor distribution is given by the following result.

Proposition 4. Let $f_X$ be bounded. Then as $n \to \infty$ such that $k/n \to \eta$ with $0 < \eta < 1$, the asymptotic factor distribution becomes

$$\lim_{k/n=\eta,n\to\infty} f_{X}(x) = \frac{g_{m-1}(\beta/x)}{g_{m}(\beta)|x|} f_{X}(x),$$

where $\beta = G^{-1}_{m}(\eta)$.

The proof is shown in Section B. For standard normal with $m = 2$, we obtain

$$g_{1}(x) = \phi(x) = (2\pi)^{-\frac{1}{2}} \exp\left(-\frac{1}{2}x^2\right), \quad g_{2}(x) = \frac{1}{\pi} K_{0}(|x|),$$

which yields

$$\lim_{k/n=\eta,n\to\infty} f_{X}(x; \beta) = \frac{1}{2|x| K_{0}(|\beta|)} \exp\left(-\frac{1}{2}(x^2 + \beta^2/x^2)\right),$$
where
\[ \eta = \eta(\beta) := \int_{-\infty}^{\beta} \frac{1}{\pi} K_0(|z|) \, dz. \]

Knowing the double scaling limits provides an effective tool for approximating the corresponding addend and factor distributions. In Figures 4a and 4b we see that the approximations hold for relatively small values of \( k \) and \( n \) when the parent distribution is standard normal.

![Graphs showing double scaling limits of addend and factor distributions.](image)

(a) Double scaling limit of the addend distribution.  
(b) Double scaling limit of the factor distribution.

Fig. 4: Examples of the double scaling limit densities of the addend and factor distributions when the parent distribution is \( \mathcal{N}(0,1) \). Here \( k = 10 \) and \( n = 40 \). The double scaling limit density with \( \eta = 10/40 = 0.25 \) approximates the numerical results with relatively good accuracy.

V. EXAMPLES OF REQUIRED CACHE SIZES

Here we return to the original problem of cache sizing and solve two example problems with the newly obtained mathematical tools.

A. Size of the Most Important File

Consider a file catalogue with \( n \) files, the sizes of which are sampled from Gamma(2, 1) and the popularities of which are sampled from the standard uniform distribution \( U(0,1) \). The file size is measured in bits and the popularity is measured in requests per second. We are interested in the distribution of the size of the file that generates most traffic, \( i.e., \) the file for which the product of its size and popularity, in bits per second, is largest. In other words, we have a case
of the factor distribution with $k = n$. Now $m = 2$ and the factors are independently but not identically distributed.

It has been shown that the product of Gamma$(2, 1)$, with density $f_X(x) = x \exp(-x)$, and $U(0, 1)$ distributed random variables follows Exp(1) \cite{45}, the cumulative distribution function of which is $F_U(x) = 1 - \exp(-x)$. Thus, we now have a case where $U$ follows Exp(1) and $V$ follows $U(0, 1)$ in \cite{7}, and the size distribution of the file that generates most traffic becomes

$$f_X(x) = ne^{-x}x - H_{n-1} + \sum_{j=2}^{n} (-1)^j \binom{n}{j} \frac{j}{j-1} e^{-ix},$$

where the harmonic numbers are $H_j = \sum_{i=1}^{j} \frac{1}{i}$. This is plotted in Fig. 5 for $n = 1000$. The expected size of the file generating most traffic is then

$$E_{\text{max}}(n) = 1 + \frac{1}{n} + H_{n-1}, \quad (17)$$

which is logarithmic in $n$ and is lower and upper bounded by $1 + \frac{1}{n} + \gamma + \{\log(n-1), \log(n)\}$, where $\gamma$ is the Euler-Mascheroni constant.

![Factor density for parent distribution Gamma(2,1) for the maximum of n = 1000 products of Gamma(2,1) and U(0,1) random variables. For comparison, the density of Gamma(2,1), $f_T(x) = x \exp(-x)$, is also plotted.](image-url)
B. Cumulative Size of the Most Important Files

Here we use the same assumptions as in the previous section for the file size and popularity distributions, but instead of only finding the size of the most important file, we are now interested in finding the cumulative size of \( q \) most important files. For example, out of a catalogue of size \( n = 100 \) files, we can then find the expected size of \( q = 50 \) most important files.

We use the expected value of the asymptotic factor distribution \( (16) \) to find an approximation of the expected size of the \( k \)th least important file with \( k \in [n - q + 1, n - 1] \) and \( q > 1 \). Recall that in the parlance of order statistics, the \( k \)th order statistic corresponds to the \( k \)th smallest variate.

Thus, to find the expected sizes of \( q \) of the most important files in an \( n \)-file catalogue, we must study the cases where \( k \in [n - q + 1, n - 1] \). Also note that as it is clear that the asymptotic result cannot be used for \( k = n \), here we simply study the cases \( k \in [n - q + 1, n - 1] \) and use \( (17) \) to find the exact expected size of the most important file.

As shown in the previous example, the cumulative distribution of the product of Gamma(2, 1) and U(0, 1) random variables is
\[
G_2(x) = F_U(x) = 1 - \exp(-x).
\]
The inverse of this is
\[
G_2^{-1}(x) = -\log(1-x)
\]
which implies \( \beta(\eta) = \beta(k/n) = G_2^{-1}(\eta) = -\log(1-\eta) = -\log(1-k/n) \).

Therefore, we get the limiting distribution
\[
\lim_{k/n=\eta,n \to \infty} f_{\tilde{X}}(x) = \frac{1}{\exp(-\beta)} x \exp(-x) = \exp(\beta - x),
\]
where \( x \in [\beta, \infty) \). The expected value related to this distribution yields
\[
\mathcal{E}(k, n) = \int_{\beta(k,n)}^{\infty} x \exp(\beta(k,n) - x) dx = 1 - \log(1 - k/n).
\]
(18)

Finally, we can now find an approximation of the sum of the expected file sizes when \( k \in [n - q + 1, n - 1] \). This sum becomes
\[
S'(q, n) = \sum_{i=n-q+1}^{n-1} \mathcal{E}(i, n) = -\log \left( -\left( -\frac{1}{n} \right)^q n(1-q)_{q-1} \right) + q - 1,
\]
(19)
where \( (a)_n \) is the Pochhammer symbol.

Now let \( S(q, n) \) denote the exact value of the sum of the expected sizes of \( q \) most important files of an \( n \)-file catalogue. With \( (17) \), we get
\[
S(q, n) \approx \mathcal{E}_{\max}(n) + S'(q, n)
= \frac{1}{n} + H_{n-1} + q - \log \left( -\left( -\frac{1}{n} \right)^q n(1-q)_{q-1} \right).
\]
(20)
Since a special case of the Pochhammer symbol yields \((0)_0 = 1\), \((20)\) is valid for all \(q \in [1, n]\), and especially \(E_{\text{max}}(n) = S(1, n)\).

As an example of cumulative cache size requirements, Fig. 6 plots

\[
R(q) = \frac{S(q, 100)}{S(100, 100)},
\]

\(i.e.,\) the ratio of the approximated cache space consumption of \(q\) of the most important files and the approximated whole expected size of a catalogue of \(n = 100\) files. We see that, for example, caching 32 most important files already requires a cache that is more than half of the size of the whole catalogue. We also see that the approximation \((21)\) is well in line with Monte Carlo simulations.

![Figure 6](image_url)

**VI. Conclusions and Future Work**

We have derived general closed-form expressions for the densities of the addends and factors of ordered sums and products. Furthermore, we have presented the corresponding asymptotic distributions. Through concrete examples, we have shown some interesting properties of such distributions. As an application to caching, we have derived the size distribution of the file that generates most data traffic, along with tools for approximating cumulative file sizes of a certain number of the most important files by finding the expected values of the asymptotic distributions.
Natural extensions of this work include finding the addend and factor distributions of dependent random variables, as well as expressions for specific distributions with an arbitrary number of addends or factors. Further, from the aspect of wireless communication, especially factor distributions of various channel fading models are of special interest. Also, the harmonic mean, as used in end-to-end SNR calculations, would provide an attractive case for future studies.
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APPENDIX A

PROOF OF FACTOR DENSITY OF PRODUCT OF NORMAL DISTRIBUTIONS WITH \( m = n = k = 2 \)

Let us focus on the following double integral

\[
\tilde{f}_X(x) = 2\phi(x) \int_{-\infty}^{\infty} \frac{1}{\pi} \int_{-\infty}^{\infty} K_0(|t|)dt \phi(z)dz.
\]

Since \( x \) can take both positive and negative values, let us first consider the case \( x \geq 0 \). Noting the fact that \( z \) can either be positive or negative, we decompose the above double integral, for \( x \geq 0 \), as

\[
\tilde{f}_X(x) = 2\phi(x) \int_{0}^{\infty} \frac{1}{\pi} \int_{-\infty}^{-|x|} K_0(|t|)dt \phi(z)dz + 2\phi(x) \int_{0}^{\infty} \frac{1}{\pi} \int_{-\infty}^{|x|} K_0(|t|)dt \phi(z)dz.
\]

Since \( K_0(|t|) \) is an even function, we can further simplify the inner integral to yield

\[
\tilde{f}_X(x) = 2\phi(x) \left\{ \int_{-\infty}^{0} \left( \frac{1}{2} - \int_{-|x|}^{0} K_0(|t|)dt \right) \phi(z)dz + \int_{0}^{\infty} \left( \frac{1}{2} + \frac{1}{\pi} \int_{0}^{\infty} K_0(|t|)dt \right) \phi(z)dz \right\}
\]

\[
= \phi(x) - \frac{2\phi(x)}{\pi} \int_{-\infty}^{0} \int_{0}^{-|x|} K_0(|t|)\phi(z)dz + \frac{2\phi(x)}{\pi} \int_{0}^{\infty} \int_{0}^{z} K_0(|t|)dt \phi(z)dz.
\]

The next key step is to observe that \( \int_{0}^{\infty} K_0(|t|)dt \phi(z)dz < \infty \), we obtain

\[
\tilde{f}_X(x) = \phi(x), \quad x \geq 0.
\]

The case corresponding to \( x < 0 \) can easily be proved in a similar manner and is thus omitted.
APPENDIX B

PROOF OF DOUBLE SCALING LIMIT OF ADDEND DENSITY

Let us rewrite (3) with a slightly modified notation as

\[ f_\tilde{X}(x) = \frac{n!}{(k-1)!(n-k)!} f_X x \mathbb{E}_T \left\{ p^{k-1}(1-p)^{n-k} \right\} \]

where \( p = F_m(x + t) \) with \( t = \sum_{j=2}^{m} x_j \) and \( g_{m-1}(t) \) denotes the probability density of \( T \). Therefore, we obtain, after some algebraic manipulations

\[ f_\tilde{X}(x) = \frac{\Gamma(n+1)}{\Gamma(k)\Gamma(n-k+1)} f_X(x) \int_{-\infty}^{\infty} F_m^{-1}(y)[1-F_m(y)]^{n-k} g_{m-1}(y-x) \, dy \]

To facilitate further analysis, let us use the variable transformation \( z = F_m(y) \) with \( dy = g_m(y)dy \) to arrive at

\[ f_\tilde{X}(x) = f_X(x) \int_{0}^{1} \frac{g_{m-1}(F_m^{-1}(z)-x)}{g_m(F_m^{-1}(z))} \, dp_{n,k}(z) \]

where

\[ dp_{n,k}(z) = \frac{\Gamma(n+1)}{\Gamma(k)\Gamma(n-k+1)} z^{k-1}(1-z)^{n-k} \, dz \]

denotes a beta distribution with parameters \( k \) and \( n-k+1 \). Now the desired double scaling limit can be expressed as

\[ \lim_{n,k \to \infty} f_\tilde{X}(x) = f_X(x) \lim_{n \to \infty} \int_{0}^{1} \frac{g_{m-1}(F_m^{-1}(z)-x)}{g_m(F_m^{-1}(z))} \, dp_{n,m}(z) . \]

The random variable \( Z_n \) associated with the beta density function \( p_{n,m}(z) \) has the characteristic function

\[ \phi_n(\omega) = \int_{0}^{1} \frac{\Gamma(n+1)}{\Gamma(k)\Gamma(n-k+1)} z^{k-1}(1-z)^{n-k} \exp(z\omega j) \, dz \]

where \( 1F_1 \) is the confluent hypergeometric function of the first kind and \( j = \sqrt{-1} \). Moreover, clearly, \( \phi_n(\omega) \) converges \( \forall \omega \in (-\infty, \infty) \) and

\[ \phi_{\infty}(\omega) = \exp(\omega j) \]
with $\phi_\infty(\omega)$ being continuous at $\omega = 0$. Note that the limiting characteristic function corresponds to a point mass at $z = \eta$. This along with the fact that $\frac{g_{m-1}[F_m^{-1}(z) - x]}{g_m[F_m^{-1}(z)]}$ is bounded and continuous for $z \in (0, 1)$ enables us to invoke [41] Theorems 6.3.2 and 4.4.2 to yield

$$\lim_{n,k \to \infty, \frac{z}{\xi} = \eta} f_X(x) = f_X(x) \lim_{n \to \infty} \int_0^1 \frac{g_{m-1}[F_m^{-1}(z) - x]}{g_m(F_m^{-1}(z))} dp_{n,\eta n}(z)$$

$$= f_X(x) \int_0^1 \frac{g_{m-1}[F_m^{-1}(z) - x]}{g_m[F_m^{-1}(z)]} \delta(z - \eta) \, dz$$

where $\delta(z)$ is the Dirac delta function. Finally, using the sifting property of the delta function yields the desired result.

**APPENDIX C**

**PROOF OF DOUBLE SCALING LIMIT OF FACTOR DENSITY**

Let us rewrite (4) with a slightly modified notation as

$$f_\tilde{X}(x) = \frac{n!}{(n-1)!(n-k)!} f_X(x) \mathbb{E}_{V} \{ q^{k-1}(1-q)^{n-k} \}$$

where $q = F_m(xv)$ with $v = \Pi_{j=2}^n x_j$ and $g_{m-1}(v)$ denotes the pdf of $V$. Therefore, we have

$$f_\tilde{X}(x) = \frac{n!}{(n-1)!(n-k)!} f_X(x) \int_{-\infty}^{\infty} \{ F_m^{-1}(xv) (1 - F_m(xv))^{n-k} g_{m-1}(v) \} \, dv$$

from which we obtain after introducing the transformation $xv = y$

$$f_\tilde{X}(x) = \frac{n!}{(n-1)!(n-k)!} f_X(x) \int_{-\infty}^{\infty} \{ F_m^{-1}(y) (1 - F_m(y))^{n-k} \frac{g_{m-1}(y/x)}{|x|} \} \, dy$$

$$= \frac{n!}{(n-1)!(n-k)!} f_X(x) \int_{-\infty}^{\infty} \{ F_m^{-1}(y) (1 - F_m(y))^{n-k} \frac{g_{m-1}(y/x)}{xg_m(y)} \} \, dy .$$

Following similar arguments as before, we can rewrite the above as

$$\lim_{n,k \to \infty, \frac{z}{\xi} = \eta} f_\tilde{X}(x) = f_X(x) \int_0^1 \frac{g_{m-1}(y/x)}{|x|g_m(y)} dp_{n,k}(z) .$$

Now one can closely follow the steps shown in the previous proof to arrive at the desired answer.
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