Abstract

Multidimensional-scaling (MDS) is a dimensionality reduction tool used for information analysis, data visualization and manifold learning. Most MDS procedures find embedding of data points in low dimensional Euclidean (flat) domains, such that distances between the points are as close as possible to given inter-points dissimilarities. We present an efficient solver for Classical Scaling, a specific MDS model, by extrapolating the information provided by distances measured from a subset of the points to the rest. The computational and space complexities of the new MDS procedures are thereby reduced from quadratic to quasi-linear in the number of data points. Incorporating both local and global information about the data allows us to construct a low rank approximation to the inter-geodesic distances between the data points. As a by-product, the proposed method allows for efficient computation of geodesic distances. Finally, we show how to apply our method to two geometric analysis applications and obtain state of the art results.

1 Introduction

need for data simplification and dimensionality reduction tools constantly expands with the increasing availability of digital information. Self-Organizing Map (SOM) [17], and Local Coordinate Coding [34, 35] are examples of such data reduction techniques, that can be used to simplify the data and hence reduce computational and space complexities of procedures dealing with it. Multidimensional Scaling (MDS) [5] is an example of such methods that embeds the data into a low dimensional Euclidean space, while attempting to preserve the distance between each pair of points. Flat embedding is a fundamental step in various applications in the fields of data mining, statistics, manifold learning, non-rigid shape analysis, and more. For example, in [21] Panazzo et al. demonstrated how to generalize weighted averages to surfaces using MDS. It enabled them to efficiently compute splines on surfaces, solve remeshing problems, find shape correspondences, transfer texture and evaluate morphing. Zigelman et al. [36] used MDS for texture mapping, while Schwartz et al. [27, 11], utilized it to flatten models of monkeys’ cortical surfaces for further analysis. In [28, 25, 23], MDS was applied to image and video analysis. In [12], MDS was used to embed surfaces into a Euclidean space, such that the Euclidean distance between each pair of embedded points is as similar as possible to the geodesic distance between the corresponding surface points. This embedding is referred as a canonical form and is invariant to isometric deformations of the surface. Such canonical forms reveal the intrinsic structure of the surface, and can be used to simplify tasks such as non-rigid objects matching and classification.

The bottleneck step in MDS is computing and storing all pairwise distances. For example, when dealing with geodesic distances computed on surfaces, this step is time consuming and in some cases impractical. The fast marching method [16] is an example of one efficient procedure for approximating the geodesic distance map between all pairs of \( p \) points on a surface. Its complexity is \( O(p^2 \log p) \) when used in a straightforward manner. Even when using such an efficient procedure, the complexities involved in computing and storing these distances are at least quadratic in the number of points.

One way to reduce these complexities is by considering only local distances between nearby data points. Such attempts were made, for example, in Locally Linear Embedding (LLE, [24]) Hessian Locally Linear Embedding (HLLE, [9]), and in Laplacian eigenmaps [3]. This way, the effective time and space complexities can be reduced to \( O(p) \). However, only the local structure is captured and the global geometry is ignored. In [31], De Silva and Tenenbaum suggested to compute only distances between a small subset of landmark points. The landmarks were then embedded ignoring of the rest of the distances, and then the rest of the points were interpolated into the target flat space.

The Nyström method [2] is an efficient technique to reconstruct a positive semidefinite matrix using only a small subset of its columns and rows. In [33, 7] only a few columns of the pairwise distance matrix were computed and then the Nyström method was used to interpolate the rest of the matrix. The main
differences between these methods are the columns sampling schemes and the way to compute the initial geodesic distances. In addition, a regularization term was used in [7] for the pseudo-inverse in the Nyström method, which further improves the reconstruction. [19] combined the Nyström method with Kernel-PCA [25] and demonstrated an efficient application of mesh segmentation. Recently, Spectral MDS (SMDS) [11] obtained state-of-the-art results for efficiently approximating the embedding of MDS. In this method, complexities are reduced by translating the problem into the spectral domain, and representing all inter-geodesic distances considering only the first eigenvectors of the Laplace-Beltrami operator.

We propose two methods for improving both accuracy and time complexities of MDS when compared to existing methods. Inspired by some ideas of SMDS, Fast-MDS (FMDs) [29] interpolates the distance map from a small subset of landmarks using a smoothing assumption as a prior. As opposed to the SMDS, the problem is solved in the spatial domain and accuracy is improved since no eigenvectors are omitted. Nyström-MDS (NMDS) [30] further improves the solution by learning the distance interpolation coefficients from an initial set of computed distance. In this paper, similar to most above mentioned MDS acceleration techniques, Classical Scaling is used as our MDS model. It provides an optimal closed form solution. Both methods explored in this paper reconstruct the full distance matrix as a low-rank multiplication of small matrices, and reformulate classical scaling through these matrices, so that only small matrices are stored and involved in the computation. Numerical experiments support the above model considerations and demonstrate high accuracy in approximating the Classical Scaling embedding results. Using only 100 samples, the approximated embedding results are similar to the ones obtained without any approximation, with an average error of up to 0.1%.

The paper is organized as follows. In Section 2 we briefly review the Classical Scaling method. In Section 3 we develop two methods for geodesic distances interpolation from a few samples, formulated as a multiplication of small-sized matrices. Section 4 discusses how to select the samples. Next, in Section 5 we reformulate Classical Scaling through the small-sized matrices obtained by the interpolation. Section 6 provides support for the proposed methods with experimental results, by comparing to other methods. Finally, before concluding, Section 7 demonstrates how the proposed methods are applied to two modern applications, namely, texture mapping and weighted averages on surfaces, and discusses an extension of embedding onto a sphere.

2 Classical Scaling

Given p points \( \{y_i\}_{i=1}^p \) equipped with some similarity measures \( D_{ij} \) between them, Multidimensional Scaling (MDS) methods aim at finding an embedding \( \{z_i\}_{i=1}^p \) in a low dimensional Euclidean space \( \mathbb{R}^m \) such that the Euclidean distances \( \|z_i - z_j\|_{\mathbb{R}^m} \) are as close as possible to \( D_{ij} \). When the points \( \{y_i\}_{i=1}^p \) lie on a manifold, the affinities \( D_{ij} \) can be defined as the geodesic distances between them. In this case, which we focus on in this paper, \( D_{ij} \) are invariant to isometric deformations of the surface, thus revealing its intrinsic geometry. One way to define this problem, termed Classical Scaling, is through the minimization

\[
\arg_{Z} \min \left\| ZZ^T + \frac{1}{2} JEJ \right\|_F ,
\]

where \( Z_{ij} = z_i^T, E_{ij} = D_{ij}^2 \) and \( J_{ij} = \delta_{ij} - \frac{1}{p} \), and as usual, \( \delta_{ij} = 0 \) for \( i \neq j \) and \( \delta_{ii} = 1 \) for all \( i \). Denoting by \( \tilde{V} \tilde{\Lambda} \tilde{V}^T \) the thin eigenvalue decomposition of the symmetric matrix \( -\frac{1}{2} JEJ \), with only the \( m \) largest eigenvalues and corresponding eigenvectors, the solution for this problem is given by \( Z = \tilde{V} \Lambda^{1/2} \). This requires the computation of all pairwise distances in the \( p \times p \) matrix \( E \), which is not practical to obtain when dealing with more than a few thousand points. In this paper, we reconstruct \( E \) from a small set of its columns. We formulate the reconstruction as a multiplication of small-sized matrices, and show how to solve the above minimization problem without explicitly computing the reconstruction. Thus, we overcome the bottleneck of Classical Scaling and significantly reduce both space and time complexities from quadratic to quasi-linear.

3 Distances Interpolation

Let \( M \) be a manifold embedded in some \( \mathbb{R}^k \) space. Denote by \( E(x, y) \) the squared geodesic distance between \( x, y \in M \). In the discrete domain \( M \) is represented by \( p \) points, and \( E \) is represented by a \( p \times p \) matrix. In this section we develop two methods for reconstructing \( E \) by decomposing it into smaller-sized matrices \( E \approx STS^T \).

3.1 A smoothness based reconstruction

The task of finding small-sized matrices that, when multiplied together, approximate a matrix has been
addressed before, see for example [10, 20]. Compared to such classical decomposition, better approximations can be obtained when considering a specific data model. Here, we exploit the fact that the elements of the matrix to be reconstructed are squared geodesic distances, derived from some smooth manifold.

Starting from the continuous case, let \( x_0 \in M \) be an arbitrary point on the manifold, and denote by \( 
abla e(x_i) = r_i \). We expect the distance function \( e(x) \) to be smooth on the manifold, as nearby points should have similar distance. Therefore, we aim to find a function \( e(x) \) that is both smooth and satisfies the constraints \( e(x_i) = r_i \). This can be formulated through the minimization

\[
\arg_{e} \min \mathcal{E}(\bar{e}) \quad \text{s.t.} \quad e(x_i) = r_i, \tag{2}
\]

where the energy \( \mathcal{E}(\bar{e}) \) is some smoothness measure of \( \bar{e}(x) \) on \( M \). One possible, yet somewhat problematic, choice of \( \mathcal{E}(\bar{e}) \) is the Dirichlet’s energy

\[
\mathcal{E}(\bar{e}) = \int_{x \in M} \| \nabla e(x) \|^2 \, da(x), \tag{3}
\]

used in [11], where \( da(x) \) is the infinitesimal volume element, and the gradient is computed with respect to the manifold. Here, instead, we use a different measure, termed Laplacian energy, that yields a decomposition which is both simple and more accurate, as we will see next. Denoting by \( \bar{l}(x) = \Delta \bar{e}(x) \) the result of the Laplace-Beltrami operator on \( M \) applied to \( \bar{e} \), this energy is defined as

\[
\mathcal{E}(\bar{e}) = \int_{x \in M} (\Delta \bar{e}(x))^2 \, da(x) = \int_{x \in M} (\bar{l}(x))^2 \, da(x). \tag{4}
\]

When dealing with two dimensional triangulated surfaces, denote by the vectors \( l \) and \( e \) the discretization of \( \bar{l} \) and \( \bar{e} \), and define the diagonal matrix \( A \) such that its diagonal is a discretization of \( da(x) \) about each corresponding vertex of the triangulations. Denote by \( L \) the discretization of the Laplace-Beltrami operator, such that \( l = Le \). We use the cotangent weights Laplacian in our experiments [22]. However, any discretization matrix of the Laplace-Beltrami can be used. Following these notations, the energy now reads

\[
\mathcal{E}(e) = \sum_{i=1}^{p} l_i^T A l_i = \bar{l}^T A \bar{l} = e^T L^T A L e, \tag{5}
\]

and the interpolation becomes

\[
e^* = \arg_{e} \min e^T L^T A L e \quad \text{s.t.} \quad Be = r, \tag{6}
\]

where \( r \) is a \( n \times 1 \) vector holding the values \( \{r_i\}_{i=1}^{n} \). Recall, \( r \) is a subset of \( e \). Hence, the \( n \times p \) matrix \( B \) can be easily defined such that \( Be = r \). Since the constraints may be contaminated with noise, a relaxed form of the problem using a penalty function is used instead. This can be formulated as

\[
e^* = \arg_{e} \min(e^T L^T A L e + \mu \|Be - r\|^2), \tag{7}
\]

where \( \mu \) is a sufficiently large scalar. This is a quadratic equation and its solution is given by

\[
M = (L^T A L + \mu B^T B)^{-1} \mu B^T

e^* = Mr. \tag{8}
\]

Recapping, given a set of samples \( r \) of the distance function \( e \), \( Mr \) is a reconstruction of \( e \) in a sense of being a smooth interpolation from its samples. Figures [1] and [2] demonstrate the reconstruction of \( e \) from its samples for flat and curved manifolds. Recall, \( e \) is the squared geodesic distance from a point \( x_0 \) to the rest of the points on the manifold. In this example we chose \( x_0 \) at the center of the manifold \( M \). In Figure [1] the surface is flat, and hence the function \( e \) is simply the squared Euclidean distance from a point in \( \mathbb{R}^2 \), \( z = x^2 + y^2 \), where \( x \) and \( y \) are the Euclidean coordinates. We compare the suggested Laplacian energy to the Dirichlet’s energy. As can be seen, when using the Dirichlet’s energy, the function includes sharp discontinuities at the constraint points.

Figure 1: Reconstruction of \( e \) (a column of \( E \)) on a flat surface. Left: the true values of \( e \). The chosen \( n = 13 \) samples are marked in red points. Middle and right: the reconstructed function \( e^* = Mr \) using Dirichlet and Laplacian energies. For comparison, we colored the function according to the absolute error \( |e^* - e| \).

Next, since \( e \) is actually a column of the matrix \( E \), we reconstruct all the other columns in the same manner. Notice that the matrix \( M \) does not depend on the values of \( e \), but only on the samples locations. Hence, it can be computed once and used to reconstruct all columns. Moreover, it is possible to formulate the reconstruction of all the columns of \( E \) simultaneously by a simple matrix multiplication. Let us choose \( n \ll p \) columns of \( E \) and let the \( p \times n \) matrix \( R \) hold these columns. The locations of the columns in \( E \) that correspond to the locations of the samples in the manifold.
Each column of $R^T$ corresponds to a vector $r$, which contains distances from the $n$ samples to a point $x_0$ which corresponds to the column. The columns selection and the computation of $R$ are discussed in Section 4. Now, all columns of $E$ can be interpolated simultaneously by the multiplication

$$\hat{E} = MR^T.$$  

(9)

Since $E$ is symmetric by definition, we symmetrize its reconstruction by

$$\hat{E} = \frac{1}{2}(MR^T + RM^T).$$  

(10)

Notice that $\hat{E}$ is a low-rank reconstruction of $E$ with a maximal rank of $2n$. This is because $R$ is of size $p \times n$ which means the rank of $MR^T$ is at most $n$. Therefore, the rank of $\hat{E} = \frac{1}{2}(MR^T + RM^T)$ is at most $2n$. Consequently, $\hat{E}$ can be written as a multiplication of matrices that are not larger than $2n \times p$. These matrices can be obtained as follows. Denote by $S = (M|R)$ the horizontal concatenation of $M$ and $R$, and define the block matrix $T = \frac{1}{2}\begin{pmatrix} I_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & I_{n \times n} \end{pmatrix}$, where $I$ is the identity matrix. It can be verified that

$$\hat{E} = \frac{1}{2}(MR^T + RM^T) = STS^T.$$  

(11)

Note that we actually only need to keep the matrices $S$ and $T$ instead of the whole matrix $\hat{E}$, which reduces the space complexity from $O(p^2)$ to $O(np)$. In our experiments, 50 – 100 samples were enough for accurate reconstruction of $E$, where the number of vertices $p$ was in the range of $10^3$ to $10^6$.

In this subsection we derived a low-rank approximation to the matrix $E$ from a set of known columns. However, the same interpolation ideas can be used for other tasks, such as matrix completion, in which a matrix is reconstructed from a set of known entries not necessarily arranged in a few columns.

### 3.2 A learning based reconstruction

In the previous subsection we derived a reconstruction $\hat{E} = STS^T$ by exploiting the smoothness assumption of the distances on the manifold. Although the laplacian energy minimization results in a simple low-rank reconstruction of $E$, this might not be the best way to interpolate the distances. In this subsection, we formulate a different decomposition based on a learning approach.

As before, we choose $n$ arbitrary columns of $E$ and let $R$ hold these columns. In the previous section, we constructed an interpolation matrix $M$ using the Laplace-Beltrami operator as a smoothness measure, such that $E \approx MR^T$, or similarly $E \approx RM^T$. Here we try to tackle the following question: Is it possible to construct a matrix $M$ that would yield a better reconstruction? The matrix $M$ for the best reconstruction of $E$ in terms of Frobenius norm is obtained by

$$\arg_m \min ||RM^T - E||^2_F,$$

(12)

and the solution is given by $MT = R^+E$. In this case, the reconstruction is nothing but a projection of $E$ onto the subspace spanned by the columns of $R$,

$$\hat{E} = RR^+E.$$  

(13)

However, we cannot compute the best $M$ since we do not know the entire matrix $E$. Hence, we suggest to learn the coefficients of $M$ from the part of $E$ that we do know. This can be formulated using a hadamard product as

$$\arg_m \min ||H \odot (RM^T - E)||^2_F,$$

(14)

where $H$ is a mask of the location of $R^T$ in $E$ (the known rows of $E$). The known rows of $E$ can be thought of as our training data for learning $M$. Let $R_s$ hold the rows of $R$ that correspond to the known rows of $E$ (see Figure 3a). The above equation is equivalent to

$$\arg_m \min ||R_s M^T - R^T||^2_F.$$  

(15)

In this form, the number of coefficients in $M$ is large with respect to our training data, and hence this will result in over-fitting. For instance, for typical $R_s$ with independent columns, the reconstruction of the training data $R^T$ is perfect. Therefore, we next regularize this equation by reducing the number of learned coefficients, in order to avoid over-fitting to the training data. Let $C$ hold a subset of $n_1 \leq n$ columns of $R$, and let $C_s$ hold the rows of $C$ that correspond to the known rows of $E$. This is demonstrated in Figure 3b. The regularized formulation reads

$$\arg_m \min ||C_s M^T - R^T||^2_F,$$

(16)
where $M$ is now a smaller matrix of size $p \times n_1$, and the solution is given by

$$M = (C_s^TC_s)^{-1}C_s^TR^T = U R^T,$$

yielding what is known as a CUR decomposition of $E$,

$$E = CUR^T.$$  

CUR decompositions are widely used and studied, see for example [10, 20]. Notice that when $n_1 = n$ we obtain

$$\hat{E} = RR_s^+ R^T$$

which is known as the Nyström decomposition for positive semidefinite matrices [2]. In Figure 4 (CUR) we demonstrate the reconstruction error of $E$ with respect to $n_1$, where $n = 200$. Notice the significant potential improvement over the previous un-regularized case of $n_1 = n$, which results in the Nyström method.

![Figure 4: The reconstruction error of $E$ with respect to $n_1$, given by the average of $\frac{E_{ij}-E_{\hat{ij}}}{E_{ij}+\epsilon}$ over all $i, j$, where $\epsilon = 0.01$, using the learning approach (CUR) and its proposed modification. $E$ is computed from the Giraffe shape in SHREC database (see experimental results).](image)

In order to reduce overfitting, we defined the matrix $C$ as a subset of the matrix $R$. However, a different choice of $C$ can lead to a better reconstruction of $E$. Denote by $V\Lambda V^T$ the eigenvalue decomposition of $R_s$ and denote by $\tilde{V}\tilde{\Lambda}\tilde{V}^T$ the thin eigenvalue decomposition of $R_s$ with only the $n_1$ eigenvalues with largest magnitude and $n_1$ corresponding eigenvectors. The choice of

$$C = R\tilde{V}$$

formulates $C$ as a linear combination of the columns of $R$ instead of a subset of $R$, thus exploiting better learning of the data. Moreover, this will result in a symmetric decomposition of $E$ as we will see next. Plugging $C = R\tilde{V}$ and $C_s = R_s\tilde{V} = V\Lambda V^T\tilde{V}$ in Equation (18) we obtain

$$\hat{E} = R\tilde{V}(\tilde{V}^TV\Lambda V^T\tilde{V})^{-1}\tilde{V}^TV\Lambda V^TR^T,$$

which can be reduced to

$$\hat{E} = R\tilde{V}\tilde{\Lambda}\tilde{V}^TR^T.$$  

Finally, by defining $S = R$ and $T = \tilde{V}\tilde{\Lambda}\tilde{V}^T$ we obtain the desired decomposition

$$\hat{E} = STS^T.$$  

This results in a symmetric low-rank decomposition of $E$ with rank $n_1$ (compared to rank $2n$ in the previous section). It can be thought of as a variant of the Nyström method where $T = \tilde{V}\tilde{\Lambda}\tilde{V}^T$ is a regularized version of $R_s^+$. In Figure 4 (modified) we demonstrate the improvement of this modification. In all our experiments $\lceil \frac{1}{2}n \rceil$ was a good choice for $n_1$.

### 4 Choosing the set of columns

The low-rank approximations of $E$ developed in Section 3 are constrained to the subspace spanned by chosen columns. Thus, a good choice of columns would be one that captures most of the information of $E$. The **farthest point sampling strategy** is a 2-optimal method for selecting points from a manifold that are far away from each other [13]. The first point is chosen arbitrarily. Then, recursively, the next point is chosen as the farthest (in geodesic sense) from the already chosen ones. After each point is selected, the geodesic distance from it to the rest of the points is computed.

The computation of geodesic distances from a point to the rest can be performed efficiently using the **fast marching method** [16] for two dimensional triangulated surfaces, and **Dijkstra’s shortest path algorithm** [8] for higher dimensions. For surfaces with $p$ vertices, both methods have complexities of $O(p \log p)$. Therefore, the complexity of choosing $n$ points with the farthest point sampling strategy is $O(np \log p)$.

Using the farthest point sampling strategy we obtain $n$ samples from the manifold and their distances
to the rest of the points, which when squared, correspond to \(n\) columns of \(E\). Since the samples are far from each other, the corresponding columns are expected to be far as well (in \(L_2\) sense) and serve as a good basis for the image of \(E\). While other columns selection methods need to store the whole matrix or at least scan it several times to decide which columns to choose, here, by exploiting the fact that columns correspond to geodesic distances on a manifold, we do not need to know the entire matrix in advance. The Farthest point sampling method is described in Procedure 1.

**Procedure 1** Farthest point sampling

**Input** A manifold with a set of \(p\) vertices \(\mathcal{V} = \{v_1, v_2, ..., v_p\}\) and desired number of chosen vertices \(n\).

**Output** A set of samples \(\mathcal{S} = \{r_1, ..., r_n\}\) and their distances to the rest of the vertices \(F_{p \times n}\).

1. Choose an initial vertex \(r_1\), \(\mathcal{S} \leftarrow \mathcal{S} \cup \{r_1\}\)
2. Compute \(F_{(\cdot,1)} \leftarrow \text{dist}(v_1)\) (see comment below).
3. for \(i = 2\) to \(n\) do
4. Find the farthest vertex from the already chosen ones, \(r_i = \arg\max_{1 \leq j \leq |\mathcal{V}|} \min_{1 \leq k < i} F_{jk}\)
5. Update the set of selected samples, \(\mathcal{S} \leftarrow \mathcal{S} \cup \{r_i\}\)
6. Compute \(F_{(\cdot,i)} \leftarrow \text{dist}(v_{r_i})\).
7. end for
8. \(\text{dist}(v)\) returns a vector of geodesic distances from vertex \(v\) to the rest of the vertices.

**5 Accelerating Classical Scaling**

In this section, we show how to obtain the solution for Classical Scaling using the decomposition \(E = STS^T\) constructed in the previous sections. A straightforward solution would be to plug \(\hat{E}\) instead of \(E\) and repeat the steps: (1) Compute the thin eigenvalue decomposition of \(Y = -\frac{1}{2}J\hat{E}J\) with the \(m\) largest eigenvalues and corresponding eigenvectors. This can be written as

\[
Y \approx \hat{V}_1\hat{\Lambda}_1\hat{V}_1^T.
\]  

(24)

(2) Compute the embedding by

\[
Z = \hat{V}_1\hat{\Lambda}_1^{-\frac{1}{2}}.
\]  

(25)

However, this solution requires storing and computing \(\hat{E}\), resulting in high computational and memory complexities.

To that end, we propose the following alternative. Denote by \(QR\) the thin QR factorization of \(JS\). Note that the columns of \(Q\) are orthonormal, and \(R\) is a small upper triangular matrix. We get

\[
Y = -\frac{1}{2}J\hat{E}J = -\frac{1}{2}JSTS^TJ = \frac{1}{2}QRTR^TQ^T.
\]  

(26)

Denote by \(\hat{V}_2\hat{\Lambda}_2\hat{V}_2^T\) the thin eigenvalue decomposition of \(-\frac{1}{2}RTR^T\), keeping only the \(m\) first eigenvectors and \(m\) corresponding largest eigenvalues. This can be written as

\[-\frac{1}{2}RTR^T \approx \hat{V}_2\hat{\Lambda}_2\hat{V}_2^T,\]

(27)

and hence

\[
Y \approx Q\hat{V}_2\hat{\Lambda}_2\hat{V}_2^TQ^T.
\]  

(28)

Since \(QV_2\) is orthonormal as a product of orthonormal matrices and \(\hat{\Lambda}_2\) is diagonal, this is actually the thin eigenvalue decomposition of \(Y\) as in Equation (24), obtained without explicitly computing \(Y\). Finally, the solution is given by

\[
Z = Q\hat{V}_2\hat{\Lambda}_2^{-\frac{1}{2}}.
\]  

(29)

We term the acceleration involving the decomposition in Subsection 3.1 as Fast-MDS (FMDS) and the acceleration involving the decomposition in Subsection 3.2 as Nyström-MDS (NMDS), and sum them up in Procedures 2 and 3.

**Procedure 2** FMDS

**Input** A manifold \(\mathcal{M}\) represented by \(p\) vertices, the number of samples \(n\) and the embedding dimension \(m\).

**Output** A matrix \(Z\) which contains the coordinates of the embedding.

1. Choose \(n\) vertices from \(\mathcal{M}\) and construct the matrix \(R\), using farthest point sampling described in Section 4.
2. Compute the discretized Laplace-Beltrami matrix \(L\) of \(\mathcal{M}\) using, for example, cotangent weights [22].
3. Compute \(M\) according to Equation 8.
4. Define \(T, S\) according Equation 11 and \(J\) according to Section 2.
5. Compute the QR factorization \(QR = JS\).
6. Compute \(V_2\) and \(\hat{\Lambda}_2\), which contain the \(m\) largest eigenvalues and corresponding eigenvectors of \(-\frac{1}{2}RTR^T\), using eigenvalue decomposition.
7. Return the coordinates matrix \(Z = Q\hat{V}_2\hat{\Lambda}_2^{-\frac{1}{2}}\).

**6 Experimental Results**

Throughout this section, we refer to the classical scaling procedure (Section 2) as MDS and compare it to
its following approximations: The proposed fast-MDS (FMDS, Procedure 2), The proposed Nyström-MDS (NMDS, Procedure 3), Spectral MDS (SMDS [1]), Landmark-Isomap [31], Sampled Spectral Distance Embedding (SSDE, [7]), and ISOMAP using Nyström and incremental sampling (IS-MDS [33]). All the above methods are mentioned in the introduction. In Figures 8 and 9, we refer by best above methods are mentioned in the introduction. In our next experiment, shown in Figure 6, we compare the canonical forms of the Giraffe and Hand shapes, obtained using the different methods. For presentation purposes we scale each embedding error to $\frac{100}{p^2} \text{stress}(Z)$ and show it below its corresponding canonical form, where $p$ is the number of vertices. Qualitative and quantitative comparison show that the proposed methods are similar to MDS in both minimizers and minima of the objective function. Additionally, the embedding results of NMDS are similar to the those of the MDS up to negligible differences.

In our next experiment, we directly compare the canonical forms of the different methods ($Z$) to that of MDS ($Z^*$). In order to compare two canonical forms, we align them using ICP [4] and then compute the maximal relative distance among all points, given by $\max_i \frac{||Z_i - Z_i^*||_2}{||Z_i^*||_2}$, where $Z_i$ is the 3D point $i$ in the canonical form $Z$. Figure 7 shows the results with respect to the number of samples $n$, on the Hand shape. It can be seen that both proposed methods outperform the others in approximating the embedding of MDS.

The proposed methods not only provide fast and accurate approximations to MDS, but can also be used
Figure 6: Canonical forms of Giraffe and Hand shapes, using $n = 100$ samples for the compared methods. The stress error $\frac{100}{p^2} \| ZZ^T + \frac{1}{2} JEJ \|_F$ of each embedding is displayed at the bottom of its corresponding form.

Figure 7: Distance of approximated canonical forms to the true one with respect the number of samples $n$, using different methods.

Figure 8: The reconstruction error of $E$ with respect to the number of samples $n$, using different methods.

In Figure 9, we compare a randomly chosen column of $E$ to its reconstruction, thus showing the approximation’s distribution over the surface. Figures 8 and 9 show that the proposed methods can be used for accelerating the computation of geodesic distances up to an average error of approximately 10% for FMDS and 1% for NMDS, depending on the number of samples $n$. This can be useful for applications that need to compute and store pairwise geodesic distances.

Finally, in Figure 10, we evaluated the average computation time of MDS, NMDS, FMDS, and SMDS to significantly accelerate the computation of geodesic distances by approximating them. In the next two figures we use the Giraffe shape to show how accurate the approximation is. In Figure 8 we show the average relative reconstruction error of $E$, given by the average of $\frac{|E_{ij} - \hat{E}_{ij}|}{|E_{ij} + \epsilon|}$ over all $i,j$, where $\epsilon = 0.01$. Since the compared methods are essentially different low-rank approximations to $E$, we also add the best rank-$n$ approximation to the comparison.

|          | MDS | NMDS | FMDS | SMDS | Landmark | SMDS |
|----------|-----|------|------|------|----------|------|
| Stress   | 5.335 | 5.335 | 5.408 | 5.537 | 6.288 | 10.748 |
| Stress   | 3.887 | 3.887 | 4.047 | 4.472 | 9.128 | 11.191 |
on 3 shapes from the TOSCA database [6], including the computation of the geodesic distances. We change the number of vertices \( p \) by sub-sampling and re-triangulating the original shapes. The computations were evaluated on a 2.8 GHz i7 Intel computer with 16GB RAM. Due to time and memory limitations, MDS was computed only for small values of \( p \).

MDS, NMDS, FMDS and SMDS were evaluated on a 2.8 GHz i7 Intel computer with 16GB RAM. Due to time and memory limitations, we get the following average computation times (in seconds) for the embedding procedures, and define \( Z_r = \frac{1}{r^2} Z \). Since \( \cos \alpha_{ij} = \frac{z_i^T z_j}{|z_i||z_j|} \), we can write in matrix formulation

\[
\cos \left( \frac{D}{r} \right) \approx Z_r Z_r^T. \tag{32}
\]

Then, we can formulate the problem through the minimization

\[
Z_r^* = \arg \min \| Z_r Z_r^T + E \|_F, \tag{33}
\]

similar to Classical Scaling, where \( E = \cos \left( \frac{D}{r} \right) \). This minimization can then be solved using the same techniques presented in FMDS or NMDS. Namely, compute the decomposition of \( E \) with one of the methods in Section [3]. Then, follow Section [5] to obtain the truncated eigenvalue decomposition while ignoring the matrix \( J \) and the scalar \( \frac{1}{2} \). The final solution is then given by \( Z = r^2 Z_r^* \).

A step of normalization of the rows of \( Z_r^* \) can be added in order to constraint the points to lie on the sphere. Notice that when there exists an exact spherical solution, it will be obtained without this step. This is due to the fact that \( D_{ii} = 0 \) and therefore \( E_{ii} = 1 \). Hence, for an exact solution without embedding errors we get \( \{ Z_r Z_r^* \}_{ii} = 1 \), which is true only when the rows of \( Z_r \) are normalized.

In the following experiment, a camera was located on a chair at the center of a room, and a video was taken while the chair was spinning. The frames of the video can be thought of as points in a high dimensional space, lying on a manifold with a spherical structured intrinsic geometry. Using the method described in this subsection, we embed this manifold onto a 1 dimensional sphere (without the normalization step), and show the results in Figure [11]. A nice visualization of this experiment is added to the supplementary material. As can be seen, both MDS and NMDS result in a similar circular embedding, revealing the intrinsic geometry of the manifold. The pose of the camera for any frame can then be extracted from the embedding, even if the order of the frames in the video is not known. This experiment also demonstrates that the proposed methods are capable of dealing with more complex manifolds in high dimensional spaces and with embedding to metrics other than Euclidean ones.

### 7.2 Texture Mapping

Texture mapping is a procedure in which flat texture is mapped onto a curved surface. The main problems...
with most existing methods for texture mapping are that they involve high computational complexities and introduce large distortions to the texture. Zigelman et al. [36] solved this problem using a 2D flat embedding of the surface, obtained with MDS. This embedding defines a mapping of the surface to a plan, on which the texture lies. Unlike other methods, using MDS does not require boundary conditions, and preserves both the local and global structure of the texture. Plugging our acceleration for MDS in this method results in a simple, efficient and accurate texture mapping procedure. In Figure 12 a texture of a chess-board is mapped onto a synthetic surface with minima, maxima and saddle points. Each surface is flattened using MDS (left) and NMDS (right) methods, creating a mapping of the 3D surface to the plane. Then, the desired texture is back-projected onto the surface using this mapping.

7.3 Weighted averages on surfaces

Finding affine combinations in Euclidean space is a fundamental and simple problem. Given \( n \) anchor points \( \{x_i\}_{i=1}^n \) and \( n \) corresponding weights \( \{w_i\}_{i=1}^n \) which sum up to 1, the affine combination is defined as the weighted average

\[
\hat{x} = \sum_{i=1}^{n} w_i x_i.
\] (34)

Conversely, given the affine combination, it is required to find the satisfying weights. However, the generalization of weighted averages to surfaces is not trivial,

Figure 11: Embedding points onto a sphere using Full MDS (left) and the proposed NMDS (right). The points are frames of a video of a room taken from its center while rotating two whole rounds. The images at the top show the embedding on a 1 dimensional sphere. For better visualization, we add an additional axis of the frame number, shown in the images at the bottom.

Figure 12: Mapping a chess-board onto a synthetic surface with minima, maxima and saddle points. Each surface is flattened using MDS (left) and NMDS (right) methods, creating a mapping of the 3D surface to the plane. Then, the desired texture is back-projected onto the surface using this mapping.

Figure 13: Stripes and sheep image projected onto a 3D face with \( p = 125,000 \) vertices, using NMDS.
yet if achieved, enables applications such as splines on surfaces, remeshing, shape correspondences, texture transfer and morphing, and more. One way to generalize this problem to surfaces is the Frechet Mean \[ [13] \], which defines the weighted average as the point that minimizes the sum of weighted squared geodesic distances to the anchors:

\[
\hat{x} = \arg \min_x F(x), \quad s.t \quad F(x) = \sum w_i d(x, x_i)^2. \quad (35)
\]

Panazzo et al. \[ [21] \] showed that it is possible to get a good estimation for this equation using flat embeddings. According to their method, the surface is first embedded into a Euclidean space using MDS or any other flattening technique. Then, the weighted average is computed as a simple affine combination in the Euclidean space. Since this may result in a point outside of the surface, a third step of projecting it on the surface has to be done. Panazzo et al. combined Metric Multidimensional-Scaling with least-squares meshes \[ [32] \] for the flattening step. For convenience we term this method MMDS. In MMDS, similar to Landmark-Isomap, a small set of the surface points is chosen and flattened using MDS, and then the rest of the points are interpolated. In the following experiments we analyze the result of plugging the proposed methods in the flattening step.

In figure 14 we compare the canonical forms of the Cat shape from TOSCA database obtained using MDS, NMDS, and MMDS. As for MMDS, it can be seen that problems are expected in extremities such as tail and legs. Using weighted averages on surfaces, geodesic paths between anchors can be computed by correctly adjusting the weights.

![Figure 14: Embedding of the Cat shape into a flat 3-dimensional space as the first step of the procedure, using MMDS (150 samples), NMDS (30 samples), and MDS](image)

In Figure 15 we show the obtained points on the geodesic paths between four selected anchors on the tail of the cat. It can be seen that NMDS significantly improves the results of \[ [21] \]. In addition, it was enough to use 30 samples for this task in NMDS, where 150 samples used in MMDS were still insufficient, thus reducing complexities by a factor of 5.

Given an initial set of corresponding points on two shapes, weighted averages on surfaces can be used for completing the correspondence for the rest of the points. For each point in the first shape, this is done by computing its weights with respect to the anchors, and then finding the point in the second shape that corresponds to these weights. In figure 16 we compare the correspondence results of Cat0 and Cat2 from TOSCA database, using the protocol from \[ [15] \]. In both methods the same 400 points were chosen for the initial correspondence, and the same 30 samples were used for the embedding. It can be seen that better results are achieved for NMDS than for MMDS.

![Figure 15: Computing points on the geodesic paths between 4 selected anchors, using MMDS (150 samples), NMDS (30 samples) and MDS](image)

![Figure 16: Correspondence evaluation between two cat shapes from TOSCA database, using NMDS and MMDS](image)
8 Conclusions

In this paper we develop two methods for approximating MDS in its Classical Scaling version. In FMDS, following the ideas of spectral-MDS, we interpolate the geodesic distances from a few samples using a smoothness assumption. This interpolation results in a multiplication of small matrices that is a low-rank approximation to the distances matrix. Then, time and space complexities of MDS are significantly reduced by reformulating its minimization through the small matrices. The main contribution to the improvement in time complexity and accuracy over SMDS is the fact that we work entirely in the spacial domain, as opposed to SMDS which translates the problem into the spectral domain and truncates the eigenspace. FMDS sets the stage for the second method we term as NMDS. Instead of constructing an interpolation matrix using smoothness assumptions it is now learned from the sampled data, which results in a different low-rank approximation for the distances matrix. A small modification of the method shows its relation to Nyström approximation. Although NMDS performs better than FMDS in all experiments, the interpolation ideas of FMDS can also be used for other tasks, such as Matrix Completion, where instead of being arranged in columns, the known entries might be spread over the matrix. Experimental results show both methods achieve state of the art results in canonical forms computations. In addition, these methods offer an acceleration for computing geodesic distances on manifolds. Two applications show the benefits of being able to accelerate MDS. Finally, An extension to embedding on spheres show these methods can deal with more complex manifold in high dimensional space embedded into non-flat metrics.
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