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Abstract. We consider a class of subcritical superprocesses \((X_t)_{t \geq 0}\) with general spatial motions and general branching mechanisms. We study the asymptotic behaviors of \(Q_{t,r}\), the distribution of \(X_t\) conditioned on \(X_{t+r}\) not being a null measure. We first give the existence of \(\lim_{t \to \infty} Q_{t,r}\) and \(\lim_{r \to \infty} Q_{t,r}\), and then show that an \(L \log L\)-type condition is equivalent to the existence of the double limits: \(\lim_{r \to \infty} \lim_{t \to \infty} Q_{t,r}\) and \(\lim_{t \to \infty} \lim_{r \to \infty} Q_{t,r}\). Finally, when the \(L \log L\)-type condition holds, we show that those double limits, and \(\lim_{r,t \to \infty} Q_{t,r}\), are the same.

1. Introduction

Motivation. The study of the extinction of stochastic processes related to population dynamics is of great interest in both biology and probability theory. Take a subcritical Galton-Watson process \((Z_n)_{n \in \mathbb{Z}_+}\) as an example. Assume that \(Z_0 = 1\) and \(m = E[Z_1] \in (0,1)\). It is well known that the extinction probability \(q := \lim_{n \to \infty} P(Z_n = 0)\) is equal to 1. In other words, the probability \(P(Z_n > 0)\) decays to 0. A natural question is to find the decay rate of this probability. In 1967, Heathcote, Seneta and Vere-Jones [16] proved that the following three statements are equivalent.

\[ E[Z_1 \log^{+} Z_1] < \infty. \]

Condition (1.3) is now known as the \(L \log L\) condition and the equivalence of the three statements above is usually called the \(L \log L\) criterion. It is also natural to consider \(Q_{n,0}\), the distribution of \(Z_n\) conditioned on \(\{Z_n > 0\}\). In 1967, Heathcote, Seneta and Vere-Jones [16] and Joffe [19] proved that \(Q_{n,0}\) has a weak limit \(Q_{\infty,0}\) when \(n \to \infty\). This result was first obtained by Yaglom [45] in 1947 under some moment condition, and the probability measure \(Q_{\infty,0}\) is therefore referred to as the Yaglom limit. One can also consider \(Q_{n,m}\), the distribution of \(Z_n\) conditioned on \(\{Z_{n+m} > 0\}\). As a corollary of the Yaglom limit result, Athreya and Ney [1] showed in 1972 that for every \(m \in \mathbb{Z}_+\), \(Q_{n,m}\) has
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a weak limit $Q_{\infty,m}$ when $n \to \infty$. Joffe, in his 1967 paper [19], pointed out that for every $n \in \mathbb{Z}^+$, $Q_{n,m}$ has a weak limit $Q_{n,\infty}$ when $m \to \infty$. Later in 1999, Pakes [32] proved that the $L \log L$ condition (1.3) is equivalent to each of the following two statements.

(1.4) $Q_{\infty,m}$ has a weak limit when $m \to \infty$.
(1.5) $Q_{n,\infty}$ has a weak limit when $n \to \infty$.

Moreover, when (1.3) holds, Pakes [32] showed that $\lim_{m \to \infty} Q_{\infty,m} = \lim_{n \to \infty} Q_{n,\infty}$.

Yaglom limit theorem is now a fundamental topic in the study of Markov processes. A long list of references on Yaglom limit theorems of a variety of models can be found on the website [35] maintained by Pollett. It turns out that Heathcote, Seneta and Vere-Jones’ $L \log L$ theorem, as well as Pakes’ double limit theorem, are also universal among models with the Markovian branching property. Analogs of these results in the context of multitype Galton-Watson processes can be found in [34] and the references therein.

Results for continuous-state branching processes can be found in [13, 23] and [25]. We are interested in a class of measure-valued branching processes known as superprocesses. The book [26] is a good reference for superprocesses. In recent years, there have been a lot of papers on the large time asymptotic behavior of superprocesses. For laws of large numbers and central limit theorems of some supercritical superprocesses, see [3, 7, 28, 38, 39, 41] and the references therein. For Yaglom limit results of various critical superprocesses, see [11, 36, 37, 42].

In our recent work [29], we characterized the Yaglom limits of a class of subcritical superprocesses with general spatial motions and general branching mechanisms. The goal of this paper is to establish Heathcote, Seneta and Vere-Jones’ $L \log L$ theorem, as well as Pakes’ double limit theorem, for the same class of subcritical superprocesses.

**Model and Assumptions.** We first recall the definition of superprocesses. For any metric space $F$, we use $bB(F)$ (pB($F$), bpB($F$)) to denote the set of bounded Borel functions on $F$ (non-negative Borel functions on $F$, non-negative bounded Borel functions on $F$, respectively). Let $E$ be a Polish space. Let $(\xi_t)_{t \in [0,\zeta)}$ be an $E$-valued Borel right process with (possibly sub-Markovian) transition semigroup $(P_t)_{t \geq 0}$ and lifetime $\zeta$. Denote $\mathbb{R}_+ := [0, \infty)$. Let $\psi$ be a function on $E \times \mathbb{R}_+$ given by

$$\psi(x, z) = -\beta(x)z + \sigma(x) z^2 + \int_{(0,\infty)} (e^{-zu} - 1 + zu) \pi(x, du), \quad x \in E, z \geq 0,$$

where $\beta, \sigma \in bB(E)$, and $\pi$ is a kernel from $E$ to $(0,\infty)$ such that

$$\sup_{x \in E} \int_{(0,\infty)} (u \wedge u^2) \pi(x, du) < \infty.$$

For any $f \in bpB(E)$, there exists a unique non-negative Borel function $(t, x) \mapsto V_t f(x)$ on $\mathbb{R}_+ \times E$ such that $\sup_{0 \leq t \leq t_0, x \in E} V_t f(x) < \infty$ for every $t_0 \geq 0$, and that

$$V_t f(x) + \int_0^t ds \int_E \psi(y, V_{t-s} f(y)) P_s(x, dy) = P_t f(x), \quad t \geq 0, x \in E.$$

The Polish space of all finite Borel measures on $E$, equipped with the topology of weak convergence, is denoted by $\mathcal{M}$. It is known that there exists an $\mathcal{M}$-valued conservative
right process \((X_t)_{t \geq 0}\) with transition semigroup \((Q_t)_{t \geq 0}\) such that for each \(\mu \in \mathcal{M}, t \in \mathbb{R}_+\) and \(f \in \mathfrak{b}\mathfrak{B}(E)\),

\[
(1.6) \quad \int_{\mathcal{M}} \exp \left\{ - \int_E f(x) \eta(dx) \right\} Q_t(\mu, d\eta) = \exp \left\{ - \int_E V_t f(x) \mu(dx) \right\}
\]

This process \((X_t)_{t \geq 0}\) is known as a \((\xi, \psi)\)-superprocess. We refer our readers to [26] for more details.

For each \(x \in E\), denote by \(\Pi_x\) the law of \((\xi_t)_{t \in \mathbb{R}_+}\) with initial value \(\xi_0 = x\). For each \(\mu \in \mathcal{M}\), denote by \(\mathbb{P}_\mu\) the law of \((X_t)_{t \geq 0}\) with initial value \(X_0 = \mu\). Given any measure \(\gamma\) and function \(f\), we write \(\gamma(f)\) for the integral of \(f\) with respect to \(\gamma\) whenever it is well-defined. For any \(f \in \mathfrak{b}\mathfrak{B}(E)\), define

\[
T_t f(x) = \Pi_x \left[ e^{\int_0^t \beta(\xi_s) ds} f(\xi_s) \mathbf{1}_{\{t < \zeta\}} \right], \quad t \geq 0, x \in E.
\]

It is known that \((T_t)_{t \geq 0}\) is a Borel semigroup on \(E\), and that

\[
(1.7) \quad \mu(T_t f) = \mathbb{P}_\mu[X_t(f)], \quad \mu \in \mathcal{M}, t \in \mathbb{R}_+, f \in \mathfrak{b}\mathfrak{B}(E).
\]

We call \((T_t)_{t \geq 0}\) the mean semigroup of \(X\). We will always assume the following statement holds.

\[
(1.8) \quad \text{There exist a constant } \lambda \in \mathbb{R}, \text{ a bounded strictly positive Borel function } \phi \text{ on } E, \text{ and a probability measure } \nu \text{ with full support on } E, \text{ such that } \nu(\phi) = 1, \text{ and that for any } t \geq 0, T_t \phi = e^{t \lambda} \phi \text{ and } \nu T_t = e^{t \lambda} \nu.
\]

Denote by \(L^+_1(\nu)\) the collection of \(f \in \mathfrak{p}\mathfrak{B}(E)\) such that \(\nu(f) < \infty\). We further assume that the mean semigroup \((T_t)_{t \geq 0}\) satisfies the following condition.

\[
(1.9) \quad \text{There exists a map } (t, x, f) \mapsto H_t f(x) \text{ from } (0, \infty) \times E \times L^+_1(\nu) \to \mathbb{R} \text{ such that } H_t f(x) = e^{t \lambda} \phi(x) \nu(f) \left(1 + H_1 f(x)\right) \text{ for any } t > 0, x \in E \text{ and } f \in L^+_1(\nu); \text{ and } \sup_{x \in E, f \in L^+_1(\nu)} |H_t f(x)| < \infty \text{ for any } t > 0; \text{ and } \lim_{t \to \infty} \sup_{x \in E, f \in L^+_1(\nu)} |H_t f(x)| = 0.
\]

The triplet \((\lambda, \phi, \nu)\) satisfying (1.8) and (1.9) is unique. In fact, suppose that there is another triplet \((\lambda', \phi', \nu')\) satisfying (1.8) and (1.9), then \(e^{-t \lambda'} T_t \mathbf{1}_E(x) \to \phi(x)\) and \(e^{-t \lambda'} T_t \mathbf{1}_E(x) \to \phi'(x)\) as \(t \to \infty\) for arbitrary \(x \in E\). This can only happen if \((\lambda', \phi') = (\lambda, \phi)\). Also it is clear that for every bounded Borel function \(f\) on \(E\),

\[
\nu'(f) = \lim_{t \to \infty} \frac{T_t f(x)}{e^{t \lambda} \phi'(x)} = \lim_{t \to \infty} \frac{T_t f(x)}{e^{t \lambda} \phi(x)} = \nu(f),
\]

which says that \(\nu = \nu'\).

Assumptions similar to (1.8) and (1.9) are nowadays very common in the study of superprocesses [12, 27, 29, 36, 37, 42] and other spatial Markovian branching processes [12, 14, 15, 18, 43]. In particular, we mention a very recent paper [12] where exactly the same assumptions were used to study the asymptotic behavior of the moments of both the superprocesses and the branching Markov processes. In general, it was explained in our earlier paper [29] that (1.8) and (1.9) hold true if the transition semigroup of the Markov process \((\xi_t)_{t \geq 0}\) is intrinsically ultracontractive. (For the definition and more details on the intrinsically ultracontractivity, see [21] and [43].) Some interesting examples satisfying (1.8) and (1.9) include multitype irreducible continuous-state branching processes and...
super-Brownian motions in a bounded Lipschitz domain. Many more examples can be found in [29, Section 1.3] and [42, Section 1.4]. We also mention here that one cannot apply our results to the super-Brownian motion on $\mathbb{R}^d$ because it does not satisfy (1.9).

Under the Assumption (1.8) and (1.9), we say the superprocess is supercritical, critical, or subcritical, if $\lambda > 0$, $\lambda = 0$, or $\lambda < 0$, respectively. Note that 
\[ e^{-\lambda t}X_t(\phi) \geq 0 \]
is a martingale. The process grows on average if $\lambda > 0$; decays on average if $\lambda < 0$; maintains a stabilizing average if $\lambda = 0$. The above definition is consistent in spirit with the same notion for Galton-Watson processes. See [15] for similar definitions for branching Markov processes. In this paper, we are only concerned with the subcritical case, i.e., we will assume that
\begin{equation}
\lambda < 0.
\end{equation}

Denote by $0$ the null measure on $E$. Define $\mathcal{M}^o := \mathcal{M} \setminus \{0\}$. It is possible that the superprocess is persistent in the sense that $P_\mu(X_t \neq 0 \text{ for all } t \geq 0) = 1$ for any $\mu \in \mathcal{M}^o$. Note that, if $X$ is persistent, then it is trivial to consider $X$ conditioned on non-extinction. So we use the following assumption to exclude this trivial case:
\begin{equation}
P_\nu(X_t = 0) > 0, \quad t > 0.
\end{equation}

If the branching mechanism is spatially homogeneous, that is to say the function $\psi(x, z) = \psi(z)$ is independent of $x \in E$, then (1.11) is known to be equivalent to Grey’s condition:
\begin{equation}
\text{There exists } z' > 0 \text{ such that } \psi(z) > 0 \text{ for all } z \geq z' \text{ and } \int_{z'}^\infty \psi(z)^{-1}dz < \infty.
\end{equation}

It is also known that if the branching mechanism $\psi(x, z)$ is bounded below by a spatially homogeneous branching mechanism $\tilde{\psi}$ satisfying Grey’s condition, then (1.11) holds. See [42, Lemma 2.3] for more details.

**Main results.** Given $X_0 = \mu \in \mathcal{M}^o$, we denote by $Q^\mu_{t,r}$ the distribution of $X_t$ conditioned on $\{X_{t+r} \neq 0\}$, i.e.,
\[ Q^\mu_{t,r}(A) := P_\mu(X_t \in A | X_{t+r} \neq 0), \quad t, r \in \mathbb{R}_+, A \in \mathcal{B}(\mathcal{M}). \]

Our first result is about the convergence of $Q^\mu_{t,r}$ as $t \to \infty$ with $r$ fixed.

**Theorem 1.1.** For any $\mu \in \mathcal{M}^o$ and $t \in \mathbb{R}_+$, there exists a probability measure $Q^\infty_{\infty,r}$ on $\mathcal{M}$ such that, for any $\mu \in \mathcal{M}^o$, $Q^\mu_{t,r}$ converges weakly to $Q^\infty_{\infty,r}$ as $t \to \infty$.

Notice that the case $r = 0$ of Theorem 1.1 was given in [29].

Our next result is about the convergence of $Q^\mu_{t,r}$ as $r \to \infty$ with $t$ fixed. For any given measurable space $(\tilde{\Omega}, \tilde{\mathcal{F}})$, we say a sequence of probability measures $(\mu_n)_{n=1}^\infty$ on $(\tilde{\Omega}, \tilde{\mathcal{F}})$ converge strongly (or converge setwise) to a probability measure $\mu$ on $(\tilde{\Omega}, \tilde{\mathcal{F}})$ if $\lim_{n \to \infty} \mu_n(f) = \mu(f)$ for any $f \in \mathcal{B}(\tilde{\mathcal{F}})$. An equivalent definition can be found in [17, Definition 1.4.1].

**Theorem 1.2.** For any $\mu \in \mathcal{M}^o$ and $t \in \mathbb{R}_+$, there exists a probability measure $Q^\mu_{t,\infty}$ on $\mathcal{M}$ such that $Q^\mu_{t,r}$ converges strongly to $Q^\mu_{t,\infty}$ as $r \to \infty$. 

We then consider the limits of \( Q_{\infty,r} \) and \( Q_{t,\infty}^\mu \) as \( r \to \infty \) and \( t \to \infty \) respectively. Define \( \mathcal{E} \in [0, \infty] \) by
\[
\mathcal{E} := \int_{E} \nu(dx) \int_{(0, \infty)} u \phi(x) \log^+(u \phi(x)) \pi(x, du),
\]
where \( \log^+ z := \max(\log z, 0) \) for every \( z > 0 \).

**Theorem 1.3.** Let \( \mu \in \mathcal{M}^o \) be arbitrary. The following five statements are equivalent:

1. \( \mathcal{E} < \infty \).
2. \( \int_{\mathcal{M}} \eta(\phi) Q_{\infty,0}^\mu(d\eta) < \infty \).
3. \( \liminf_{t \to \infty} e^{-\lambda t} P_{\mu}(X_t \neq 0) > 0 \).
4. \( Q_{\infty,r} \) converges strongly as \( r \to \infty \).
5. \( Q_{\mu t, \infty} \) converges weakly as \( t \to \infty \).

Theorem 1.3 can be considered as an analog Heathcote, Seneta and Vere-Jones’ \( L \log L \) theorem for superprocesses. In particular, the condition \( \mathcal{E} < \infty \) is an analog of the \( L \log L \) condition (1.3). The same condition has already appeared in [27] where the first three authors of this paper studied the asymptotic behavior of supercritical superdiffusions. Here, in the subcritical setting, \( \mathcal{E} < \infty \) is shown to be equivalent to the exponential decay of the survival probability. (We are using ‘liminf’ in the third statement because we are not assuming prior existence of the limit. In fact, it is made clear in the theorem that the limit does exist under the condition \( \mathcal{E} < \infty \).) The equivalence of \( \mathcal{E} < \infty \) to the existence of the two types of double limits in (3) and (4) is in parallel to Pakes’ double limit theorem [32, Theorems 2.2 and 2.3]. Notice that in (4) and (5), the sense of convergence for these two double limits are different. This difference is not present in the context of Galton-Watson processes because the weak convergence and the strong convergence are equivalent for the probability distributions on the discrete space \( \mathbb{N} \). The following theorem says that the two double limits coincide, which is in parallel to Pakes’ result on the Galton-Watson branching processes. We also gives the weak limit for \( Q_{\mu t, r} \) when \( t \) and \( r \) converges to \( \infty \) together. It seems that this latter result has not been explored before for other Markov branching processes.

**Theorem 1.4.** Suppose that \( \mathcal{E} < \infty \). Then there exists a probability measure \( Q_{\infty,\infty} \) on \( \mathcal{M} \) such that the following four statements hold for any \( \mu \in \mathcal{M}^o \):

1. \( Q_{\infty,\infty}(d\eta) = \eta(\phi) Q_{\infty,0}^\mu(d\eta) / \int_{\mathcal{M}} \eta(\phi) Q_{\infty,0}^\mu(d\eta) \).
2. \( \lim_{t \to \infty} e^{-\lambda t} P_{\mu}(X_t \neq 0) = \mu(\phi) / \int_{\mathcal{M}} \eta(\phi) Q_{\infty,0}^\mu(d\eta) \).
3. \( Q_{\infty,r}^\mu \) converges strongly to \( Q_{\infty,\infty} \) as \( r \to \infty \).
4. \( Q_{t,\infty}^\mu \) converges weakly to \( Q_{\infty,\infty} \) as \( t \to \infty \).
5. \( Q_{t,r}^\mu \) converges weakly to \( Q_{\infty,\infty} \) as \( t, r \to \infty \).

**Remark 1.5.** If the space \( E \) only contains one point, i.e. \( E = \{x\} \), the superprocess \( X \) degenerates to a continuous-state branching process. In this special case, Assumptions (1.8) and (1.9) hold automatically, and the main results of this paper have already been given by [13], [23] and [25].
Remark 1.6. If \( E = \{ x_1, \cdots, x_n \} \) is a finite set and the \( E \)-valued Markov chain \((\xi_t)_{t \geq 0}\) is irreducible, then the superprocess \( X \) degenerates to an irreducible multitype continuous state branching process. In this case, one can verify from the Perron-Frobenius theory that the Assumptions (1.8) and (1.9) hold. If one further assume that the kernel \( \pi(x, du) = 0 \), then our results (3) and (4) of Theorem 1.4 were already appeared in [2, Theorem 3.7].

Remark 1.7. When the branching mechanism \( \psi \) is spatially homogeneous, our Theorem 1.2 is an immediate corollary of [26, Theorem 6.8].

Overview of the method. Note that the main results Theorems 1.1-1.4 depend only on the transition semigroup \((Q_t)_{t \geq 0}\) of the superprocess \((X_t)_{t \geq 0}\). Therefore, we can work on any specific realization of \((X_t)_{t \geq 0}\) without loss of generality. According to Lemma A.1, \((Q_t)_{t \geq 0}\) is a Borel semigroup on \( M \). This and [26, Theorem A.33] allow us to realize the superprocess on the space of \( M \)-valued right continuous paths. To be more precise, we can, and will, assume the following statements hold throughout the rest of the paper.

(1.14) \( \Omega \) is the space of \( M \)-valued right continuous functions on \( \mathbb{R}_+ \).
(1.15) \((X_t)_{t \geq 0}\) is the coordinate process of the path space \( \Omega \).
(1.16) \((\theta_t)_{t \geq 0}\) are the shift operators on the path space \( \Omega \).
(1.17) \( \mathcal{F}_t = \sigma(X_s : s \in [0, t]) \) and \( \mathcal{F} = \sigma(X_s : s \in \mathbb{R}_+) \).
(1.18) For any \( \mu \in M \), \( P_\mu \) is the probability measure on \((\Omega, \mathcal{F})\) so that under \( P_\mu \), \( X_0 = \mu \) almost surely and that \((X_t)_{t \geq 0}\) is a Markov process with transition semigroup \((Q_t)_{t \geq 0}\).

Note that for any \( H \in \mathbb{bF} \), \( \mu \mapsto P_\mu(H) \) is a measurable function on \( M \). For any probability measure \( P \) on \( M \), we define a probability measure \( PP \) on \((\Omega, \mathcal{F})\) by

\[
(PP)(A) := \int_M P_\mu(A) \, d\mu, \quad A \in \mathcal{F}.
\]

Denote by \((\mathcal{F}^\mu, (\mathcal{F}^\mu_t)_{t \geq 0})\) the augmentation of \((\mathcal{F}, (\mathcal{F}_t)_{t \geq 0})\) by the system of probability measures \( \{PP : P \text{ is a probability measure on } M\} \). Then, according to [26, Lemma A.33],

\[
X := (\Omega, \mathcal{F}^\mu, (\mathcal{F}^\mu_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, (P_\mu)_{\mu \in M})
\]

is a Borel right process with transition semigroup \((Q_t)_{t \geq 0}\), i.e., a \((\xi, \psi)\)-superprocess.

We already proved Theorem 1.1 in the case \( r = 0 \) in [29]. For the case \( r > 0 \), we will give a stronger result by considering the shifted two-sided process \((X_{t+u})_{u \in \mathbb{R}}\) with the convention \( X_s := 0 \) for \( s < 0 \). We will show in Proposition 2.4 that this two-sided process, conditioned on \( \{X_t \neq 0\} \), has a limiting process \( (Y_u)_{u \in \mathbb{R}} \) when \( t \to \infty \). We will obtain this result by analyzing the Laplace transform of the shifted two-sided process.

We will also establish a stronger version of Theorem 1.2 by considering the (non-shifted) process \((X_u)_{u \geq 0}\) under the condition \( \{X_t \neq 0\} \). We will show in Proposition 3.2 that this process has a limiting process \( (\tilde{X}_u)_{u \geq 0} \) when \( t \to \infty \). We obtain this stronger result by a martingale change of measure method. The limiting process \( (\tilde{X}_u)_{u \geq 0} \) is interpreted as a superprocess conditioned on living forever, and is referred to as the
Q-process. We mention here that the Q-process \((X_u)_{u \geq 0}\) has a different law compared to the process \((Y_t)_{t \geq 0}\) above. This Q-process also arises in another type of conditioning, see \cite{6}. The study of the Q-process can be traced back to Lamperti and Ney \cite{24} where they considered the Q-process for Galton-Watson processes. For studies on the Q-processes of other models, we refer our readers to \cite{31, 33} and the references therein.

For the proofs of Theorems 1.3 and 1.4 we use the spine decomposition theorem for superprocesses. Roughly speaking, the Q-process \((X_u)_{u \geq 0}\) can be decomposed in terms of an immortal particle which moves according to a Markov process and generates pieces of mass evolving according to the law of the unconditioned superprocess. This representation for the superprocesses was first obtained by \cite{10}, and developed and generalized into the spine decomposition theorem by \cite{7, 9, 27, 36, 40}. Under Assumption (1.9), this immortal particle will converge in law to its ergodic equilibrium, and the quantitative information about the Q-process can be obtained using the ergodic theorem.

Our proofs of Theorems 1.3 and 1.4 adopt a method which can be traced back to Lyons, Pemantle and Peres \cite{30} where they gave a probabilistic proof of Heathcote, Seneta and Vere-Jones’ \(L \log L\) theorem for Galton-Watson processes. Let us give some intuition here. Note that for the spine decomposition of the Q-process, each piece of mass being generated will vanish eventually since they are subcritical and non-persistent. When the \(L \log L\) condition holds, the rate at which masses are created is smaller than the rate at which masses vanish, and the Q-process will converge to an equilibrium state. When the \(L \log L\) condition does not hold, the rate at which masses are created is bigger than the rate at which they vanish, and the Q-process will not converge to any equilibrium because it accumulates more and more mass.

**Organization of the paper.** In Section 2 we give the proof of Theorem 1.1. In Section 3 we give the proof of Theorem 1.2. In Section 4 we give the proofs of Theorems 1.3 and 1.4 and the spine decomposition theorems used are summarized in Lemmas 4.11 and 4.17. In Appendix, we gather the proofs of several technical lemmas.

### 2. Proof of Theorem 1.1

We first recall some basic results from \cite{29}. Define

\[ v_t(x) := -\log P_{\delta_x}(X_t = 0), \quad t \geq 0, x \in E. \]  

From (1.6) and the monotone convergence theorem, we get that

\[ \mu(v_t) = -\log P_{\mu}(X_t = 0), \quad \mu \in \mathcal{M}, t \geq 0. \]  

In particular, from (1.11), we have that \(\nu(v_t) < \infty\) for \(t > 0\). The following lemma, which is a corollary of \cite{29, Proposition 2.2}, entails that \(\{v_t : t > 0\} \subset \text{bp}\mathcal{B}(E)\).

**Lemma 2.1.** For any \(t > 0\) and \(x \in E\), \(v_t(x) = \phi(x)\nu(v_t)(1 + C_1(t, x))\), where \(C_1(t, x) \in \mathbb{R}\) satisfies that \(\lim_{t \to \infty} \sup_{x \in E} |C_1(t, x)| = 0\).

We will also use the following fundamental fact for the subcritical superprocess \(X\). It can be verified, for example, using [2.2] and [29] (3.39)].

**Lemma 2.2.** For any \(\mu \in \mathcal{M}\), \(\lim_{t \to \infty} P_{\mu}(X_t = 0) = 1\).
In [29], we already showed that there exists a probability measure $Q_{∞,0}$ on $M$ such that for every $μ ∈ M^0$, $Q^r_{t,0}$ converges weakly to $Q_{∞,0}$ as $t → ∞$. $Q_{∞,0}$ is known as the Yaglom limit of the superprocess $X$. It was also proved there that $Q_{∞,0}$ is the quasi-stationary distribution for $(X_t)_{t≥0}$ with extinction rate $−λ$, i.e.,

\[
(Q_{∞,0})^P(X_r ∈ dμ|X_r ≠ 0) = Q_{∞,0}(dμ)
\]

and

\[
(Q_{∞,0})^P(X_r ≠ 0) = e^{λr} > 0.
\]

(2.4) allows us to define a probability measure $Q_{∞,r}$ on $M$ for any $r ≥ 0$ such that

\[
Q_{∞,r}[F] = (Q_{∞,0})^P[F(X_0)|X_r ≠ 0], \quad F ∈ bB(M).
\]

We will prove Theorem 1.1 by showing that $Q_{∞,r}$ is the weak limit of $Q^r_{t,0}$ when $t → ∞$ for any $μ ∈ M^0$. In fact, we can prove a proposition which is stronger than Theorem 1.1. To formulate this proposition, we first prove a lemma. We will use the convention $X_t := 0$ for $t < 0$.

**Lemma 2.3.** There exists a two-sided $M$-valued process $(Y_u)_{u ∈ R}$ on some probability space such that for any $t > 0$, the process $(X_{t+u})_{u≥−t}$ under $(Q_{∞,0})^P(·|X_t ≠ 0)$ has the same finite-dimensional distributions as $(Y_u)_{u≥−t}$.

**Proof.** We say $G$ is a finite-dimensional $[0,∞]$-valued linear functional of $M$-valued two-sided paths if the following statement holds.

(2.6) There exist a natural number $n$, $\{u_i : i = 1,\ldots,n\} ⊂ R$, and a list of $[0,∞]$-valued Borel functions $(f_i)_{i=1}^n$ on $E$, such that $G(w) = \sum_{i=1}^n w_{u_i}(f_i)$ for every $M$-valued two-sided path $w = (w_u)_{u∈R}$.

Fix an arbitrary finite-dimensional $[0,∞]$-valued linear functional $G$ as above. For any $s ∈ R$, define $G_+(w) := G(w_{s})$ for any $M$-valued two-sided path $w$. Then $G_+$ is also a finite-dimensional $[0,∞]$-valued linear functional. Fix a time $s ≥ 0$ large enough so that $s + u_i ≥ 0$ for every $i = 1,\ldots,n$. Since $X$ is a time-homogeneous Markov process, using (2.3) and (2.4), we have that for any $t ≥ s$,

\[
(Q_{∞,0})^P(e^{-Gt(X)}|X_t ≠ 0) = e^{-λt} · (Q_{∞,0})^P[e^{-Gt(X)}1_{X_t ≠ 0}]
\]

\[
= e^{-λt} · (Q_{∞,0})^P[1_{X_t ≠ 0}P_{X_{t−s}}[e^{-Gt(X)}1_{X_t ≠ 0}]]
\]

\[
= e^{-λt} · (Q_{∞,0})^P[P_{X_{t−s}}[e^{-Gt(X)}1_{X_t ≠ 0}]|X_{t−s} ≠ 0]
\]

\[
= e^{-λt} · (Q_{∞,0})^P[e^{-Gt(X)}1_{X_t ≠ 0}] = (Q_{∞,0})^P(e^{-Gt(X)}|X_s ≠ 0).
\]

In other words, given a finite subset $U = \{u_i : i = 1,\ldots,n\} ⊂ R$ and a large enough $t ≥ 0$, the $M$-valued random vector $(X_{t+u})_{u∈U}$ under the probability $(Q_{∞,0})^P(·|X_t ≠ 0)$ has a distribution, denoted by $D_U$, which is independent of the choice of $t$. Using the Markov property, it is easy to verify that this family of finite-dimensional distributions $D := \{D_U : U$ is a finite subset of $R\}$ satisfies the consistency condition for the Kolmogorov extension theorem. Therefore, there exists a two-sided $M$-valued process $(Y_u)_{u∈R}$ whose finite-dimensional distributions are given by $D$.

It is a routine to verify that $(Y_u)_{u∈R}$ satisfies the desired properties of this lemma. □
Recall that the two-sided indexed process \((X_t)_{t \in \mathbb{R}}\) is defined with the convention that \(X_s := 0\) for \(s < 0\).

**Proposition 2.4.** For any \(\mu \in \mathcal{M}^o\), when \(t \to \infty\), the \(\mathcal{M}\)-valued two-sided process \((X_{t+u})_{u \in \mathbb{R}}\) under \(P_\mu(\cdot | X_t \neq 0)\) converges to the process \((Y_u)_{u \in \mathbb{R}}\), given in Lemma 2.2, in the sense of finite-dimensional distributions.

We first explain that the above proposition is indeed stronger than Theorem 1.1.

**Proof of Theorem 1.1.** Fix arbitrary \(r \geq 0\) and \(F \in \mathcal{B}(\mathcal{M})\). Using Proposition 2.4 and Lemma 2.5, we have

\[
Q^{\mu}_{t,r}[F] = P_\mu[F(X_{(t+r)-}) | X_{t+r} \neq 0] \underset{t \to \infty}{\longrightarrow} E[F(Y_r)] = (Q_{\infty,0}P)[F(X_0) | X_r \neq 0] = Q_{\infty,r}[F]
\]

as desired. \(\square\)

Before we prove Proposition 2.4, we first present the following two lemmas.

**Lemma 2.5.** For any \(\mu \in \mathcal{M}^o\) and \([0, \infty]-valued Borel function \(f\) on \(E\),

\[
\int_\mathcal{M} e^{-\eta(f)}Q^{\mu}_{t,0}(d\eta) \underset{t \to \infty}{\longrightarrow} \int_\mathcal{M} e^{-\eta(f)}Q_{\infty,0}(d\eta).
\]

Lemma 2.5 follows from [29, Proposition 2.3 & (2.9)].

**Lemma 2.6.** For any \(\eta, \mu \in \mathcal{M}^o\) and \(s \in \mathbb{R}_+\), it holds that

\[
\frac{P_\eta(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} \underset{t \to \infty}{\longrightarrow} \frac{e^{-\lambda s}\eta(\phi)}{\mu(\phi)}.
\]

**Proof.** Let \(v_t(x)\) be given as in (2.11). We have from Lemma 2.1 [29, (3.20)] and the bounded convergence theorem that, for any \(\eta, \mu \in \mathcal{M}^o\) and \(s \geq 0\),

\[
\lim_{t \to \infty} \frac{\eta(v_{t-s})}{\mu(v_t)} = \lim_{t \to \infty} \frac{\nu(v_{t-s}) \int \phi(x)(1 + G(t-s, x))\eta(dx)}{\nu(v_t) \int \phi(x)(1 + G(t, x))\mu(dx)} = \frac{e^{-\lambda s}\eta(\phi)}{\mu(\phi)}.
\]

Thus we have by (2.2) and [29, (3.39)] that,

\[
\lim_{t \to \infty} \frac{P_\eta(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} = \lim_{t \to \infty} \frac{1 - e^{-\eta(v_{t-s})}}{1 - e^{-\nu(v_t)}} = \lim_{t \to \infty} \frac{\eta(v_{t-s})}{\mu(v_t)} = \frac{e^{-\lambda s}\eta(\phi)}{\mu(\phi)}. \quad \square
\]

**Proof of Proposition 2.4.** To prove the convergence of the processes, we verify the convergence of all the Laplace transforms of the finite-dimensional linear functional. Fix an arbitrary \(\mu \in \mathcal{M}^o\) and an arbitrary finite-dimensional \([0, \infty]-valued linear functional \(G\) defined in (2.6). It can be verified using (1.3), the Markov property and induction that there exists a \([0, \infty]-valued Borel function \(v_G\) on \(E\), which depends on the choice of \(G\) but not on \(\mu\), such that \(P_\mu[\exp\{-G(X)\}] = \exp\{-\mu(v_G)\}\). Fix a time \(s \geq 0\) large enough so that \(s + u_i \geq 0\) for every \(i = 1, \ldots, n\). From the Markov property, we can verify that for any \(t \geq s\),

\[
P_\mu(e^{-G(X_{t+})} | X_t \neq 0) = \frac{P_\mu[e^{-G(X_{t+})}1_{\{X_t \neq 0\}}]}{P_\mu(X_t \neq 0)} = \frac{P_\mu[P_{X_{t-s}}[e^{-G(X_{t+})}1_{\{X_s \neq 0\}}]]}{P_\mu(X_t \neq 0)}
\]
and \(\mu\) law of the this result, we introduce some notation and give a technical lemma. Denote by such that for any \(s\)

\[
\text{Lemma 3.1.}
\]

The following lemma can be verified from [44, Theorem 62.19].

We will prove Theorem 1.2 by showing that \(10\ R. \text{LIU, Y.-X. REN, R. SONG, AND Z. SUN} \)

\[
\begin{align*}
(2.7) \quad P_\mu \left[ X_{t-s} \neq 0 \right] &= \frac{P_\mu(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} P_\mu \left[ e^{-G(X_{s+})} 1_{\{X_t \neq 0\}} \right] X_{t-s} \neq 0 \\
&= \frac{P_\mu(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} P_\mu \left[ e^{-X_{t-s}(vG_s)} - e^{-X_{t-s}(v\tilde{G}_s)} \right] X_{t-s} \neq 0 
\end{align*}
\]

where \(G_s\) and \(\tilde{G}_s\) are finite-dimensional \([0, \infty]-valued linear functional defined so that \(G_s(w) = G(w_{s+})\) and \(\tilde{G}_s(w) = G(w_{s+}) + w_s(\infty 1_E)\) for any \(\mathcal{M}\)-valued two-sided path \(w\).

In fact, (2.7) holds because for any \(\eta \in \mathcal{M}\),

\[
P_\eta[e^{-G(X_{s+})} 1_{\{X_t \neq 0\}}] = P_\eta[e^{-G_s(X)} - e^{-\tilde{G}_s(X)}] = e^{-\eta(vG_s)} - e^{-\eta(v\tilde{G}_s)}.
\]

Now from Lemmas 2.3, 2.5, 2.6 and (2.4), we have that

\[
\lim_{t \to \infty} P_\mu(e^{-G(X_{s+})} | X_t \neq 0) = e^{-\lambda s} \int_{\mathcal{M}} (e^{-\eta(vG_s)} - e^{-\eta(v\tilde{G}_s)}) Q_{\infty,0}(d\eta)
\]

\[
= e^{-\lambda s} \int_{\mathcal{M}} P_\eta[e^{-G(X_{s+})} 1_{\{X_t \neq 0\}}] Q_{\infty,0}(d\eta) = (Q_{\infty,0} P)[e^{-G(X_{s+})} | X_s \neq 0] = \mathbb{E}[e^{-G(Y)}].
\]

This and [26] Theorem 1.18 imply the desired result.

3. PROOF OF THEOREM 1.2

According to (1.7) and (1.8), we have \(P_\mu[X_t(\phi)] = e^{\mathbb{M} \mu(\phi)} \in (0, \infty)\) for any \(t \in \mathbb{R}_+\) and \(\mu \in \mathcal{M}^0\). This allows us to define, for any \(t \in \mathbb{R}_+\) and \(\mu \in \mathcal{M}^0\), a probability measure \(Q_{t,\infty}^\mu\) on \((\mathcal{M}, \mathcal{B}(\mathcal{M}))\) such that

\[
Q_{t,\infty}^\mu[F] = P_\mu \left[ \frac{X_t(\phi)}{e^{\mathbb{M} \mu(\phi)}} \cdot F(X_t) \right], \quad F \in \mathcal{B}(\mathcal{M}).
\]

We will prove Theorem 1.2 by showing that \(Q_{t,\infty}^\mu\) is the strong limit of \(Q_{r,t}^\mu\) when \(r \to \infty\).

In fact, we can prove a result which is stronger than Theorem 1.2. Before presenting this result, we introduce some notation and give a technical lemma. Denote by \(\tilde{P}_\mu^{(t)}\) the law of the \(\mathcal{M}\)-valued process \((X_r)_{r \geq 0}\) under \(P_\mu(\cdot | X_t \neq 0)\). More precisely, for any \(t \geq 0\) and \(\mu \in \mathcal{M}^0\), define \(\tilde{P}_\mu^{(t)}\) as the probability measure on \(\Omega\) such that

\[
\tilde{P}_\mu^{(t)}[H] = P_\mu[H | X_t \neq 0], \quad H \in \text{bp}\mathcal{F}.
\]

The following lemma can be verified from [44] Theorem 62.19.

**Lemma 3.1.** For any \(\mu \in \mathcal{M}^0\), there exists a unique probability measure \(\tilde{P}_\mu^{(\infty)}\) on \((\Omega, \mathcal{F})\) such that for any \(s \geq 0\) and \(H \in \text{p.F}_s\), it holds that

\[
\tilde{P}_\mu^{(\infty)}[H] = P_\mu \left[ \frac{X_s(\phi)}{e^{\mathbb{M} \mu(\phi)}} \cdot H \right].
\]

We say a family \((R^{(t)})_{t \geq 0}\) of probability measures on \(\Omega\) converges, as \(t \to \infty\), locally strongly to a probability measure \(R\) on \(\Omega\) if for any \(s \geq 0\) and \(H \in \text{bp.F}_s\) it holds that

\[
\lim_{t \to \infty} R^{(t)}(H) = R(H).
\]

The following proposition is the main result of this section, and it is stronger than Theorem 1.2.
Proposition 3.2. For any $\mu \in \mathcal{M}^o$, $\tilde{P}^{(t)}_\mu$ converges to $\tilde{P}^{(\infty)}_\mu$ locally strongly as $t \to \infty$.

Proof of Theorem 7.2. We can verify using Lemma 3.1 and Proposition 3.2 that for any $t \in \mathbb{R}_+$, $\mu \in \mathcal{M}^o$ and $F \in \mathcal{B}(\mathcal{M})$,
\[
Q^\mu_{t,r}[F] = \tilde{P}^{(t+r)}_\mu[F(X_t)] \longrightarrow_{t \to \infty} \tilde{P}^{(\infty)}_\mu[F(X_t)] = Q^\mu_{t,\infty}[F].
\]

Before proving Proposition 3.2, we first prove the following lemma.

Lemma 3.3. For any $\mu \in \mathcal{M}^o$ and $s \in \mathbb{R}_+$, it holds that
\[
\limsup_{t \to \infty} \sup_{\eta \in \mathcal{M}^o} \frac{1}{\eta(\phi)} \frac{P_\eta(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} < \infty.
\]

Proof. Let $v_t(x)$ be given as in (2.1). By (2.2) and Lemma 2.1, we have for any $\mu, \eta \in \mathcal{M}^o$, $s \geq 0$ and $t > s$,
\[
\frac{P_\eta(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} \leq \frac{\eta(v_{t-s}) \mu(v_t)}{\mu(v_t)} 1 - e^{-\mu(v_t)} \leq \frac{\nu(v_{t-s}) (1 + \sup_{x \in E} |C_{t-s,x}|) \eta(\phi)}{\nu(v_t)} \frac{\mu(v_t)}{\mu(\phi)} \frac{1}{e^{-\mu(v_t)}}.
\]

Using this, [29, (3.20)] Lemma 2.1, the bounded convergence theorem and [29, (3.39)]
\[
\sup_{\eta \in \mathcal{M}^o} \frac{1}{\eta(\phi)} \frac{P_\eta(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} \leq \frac{\nu(v_{t-s}) (1 + \sup_{x \in E} |C_{t-s,x}|)}{\nu(v_t)} \frac{\mu(v_t)}{\mu(\phi)} \frac{1}{e^{-\mu(v_t)}} \longrightarrow_{t \to \infty} e^{-s\lambda}
\]
which implies the desired result.

Proof of Proposition 3.2. Fix arbitrary $\mu \in \mathcal{M}^o$, $s \geq 0$ and $H \in \mathcal{B}_s$. It follows from Lemma 3.3 that there exist $C_2(\mu, s) > 0$ and $t_0 > s$ such that for any $t \geq t_0$, $P_\mu$-almost surely,
\[
P_{\mu}(X_t \neq 0) \leq \frac{P_{\mu}(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)} \leq C_2(\mu, s) X_\phi(s).
\]

Using the Markov property, Lemma 2.6 (3.1) and the dominated convergence theorem, we have
\[
\tilde{P}^{(t)}_\mu[H] = \frac{P_\mu[H \cdot 1_{\{x \neq 0\}}]}{P_\mu(X_t \neq 0)} = P_\mu[H \cdot \frac{P_{\mu}(X_{t-s} \neq 0)}{P_\mu(X_t \neq 0)}] \longrightarrow_{t \to \infty} P_\mu[H \cdot \frac{e^{-\lambda s} X_\phi(s)}{\mu(\phi)}] = \tilde{P}^{(\infty)}_\mu[H]
\]
as desired.

4. Proofs of Theorems 1.3 and 1.4

Our proofs of Theorems 1.3 and 1.4 are separated into the following five propositions whose proofs are postponed to Subsections 4.1, 4.2, 4.3, 4.4 and 4.5 respectively.

Proposition 4.1. There exists a constant $K \in [0, \infty)$ which is independent of the initial value $\mu \in \mathcal{M}^o$ such that
\[
\lim_{t \to \infty} e^{-\lambda t} P_\mu(X_t \neq 0) = K \mu(\phi), \quad \mu \in \mathcal{M}^o.
\]
Proposition 4.2. \( K = 0 \) if and only if \( E < \infty \).

Proposition 4.3. It holds that
\[
\int_{\mathcal{M}} \eta(\phi) Q_{\infty,0}(d\eta) = K^{-1}.
\]

When \( K > 0 \), Proposition 4.3 allows us to consider the (unique) probability measure \( Q_{\infty,\infty} \) on \( \mathcal{M} \) satisfying
\[
Q_{\infty,\infty}(F) = \int_{\mathcal{M}} F(\eta) \cdot K \eta(\phi) Q_{\infty,0}(d\eta), \quad F \in \mathcal{B}(\mathcal{M}).
\]

Proposition 4.4. Let \( \mu \in \mathcal{M}^0 \) be arbitrary. If \( K > 0 \), then \( Q_{t,\infty}^\mu \) converges weakly to \( Q_{\infty,\infty} \) as \( t \to \infty \). If \( K = 0 \), then \( Q_{t,\infty}^\mu \) does not converge weakly as \( t \to \infty \).

Proposition 4.5. If \( K > 0 \), then \( Q_{\infty,r} \) converges strongly to \( Q_{\infty,\infty} \) as \( r \to \infty \). If \( K = 0 \), then \( Q_{\infty,r} \) does not converge strongly as \( r \to \infty \).

Proposition 4.6. If \( E < \infty \), then for any \( \mu \in \mathcal{M}^0 \) and non-negative continuous function \( f \) on \( E \),
\[
\lim_{t,r \to \infty} P_\mu(\xi X_{t+r} \neq 0) = \int e^{-\eta(\phi)} Q_{\infty,\infty}(d\eta).
\]

Proofs of Theorems 1.3 and 1.4. The desired results can be verified directly from Propositions 4.1, 4.3, and 4.6. \( \square \)

4.1. Proof of Proposition 4.1. In order to prove Proposition 4.1, we need the spine decomposition theorem for superprocesses. To formulate this theorem, we first introduce the Kuznetsov measures via the following lemma which is proved in [26, Section 8.4].

Lemma 4.7. There exists a unique \( \sigma \)-finite kernel \( N = (N_x(A) : x \in E, A \in \mathcal{F}) \) from \((E, \mathcal{B}(E))\) to \((\Omega, \mathcal{F})\) such that

1. \( N_x(X_0 \neq 0) = 0 \) for any \( x \in E \);
2. \( N_x(X_t = 0 \text{ for all } t \geq 0) = 0 \) for every \( x \in E \); and
3. for any \( \mu \in \mathcal{M} \), if \( N \) is a Poisson random measure on \( \Omega \) with intensity \( \mu N \), then \((\mu 1_{\{1\}}(t) + N(X_t)1_{(0,\infty)}(t))_{t \geq 0}\) is an \( \mathcal{M} \)-valued stochastic process of the same finite dimensional distributions as a \((\xi, \psi)\)-superprocess with initial value \( \mu \). Here \( N(X_t) = \int_\Omega X_t(\omega)N(d\omega) = \int_\Omega \omega N(d\omega), \ t > 0 \).

The family of \( \sigma \)-finite measures \((N_x)_{x \in E}\) is known as the Kuznetsov measures of \( X \). Note that those measures are typically not finite. One way to use them is to transform them into probability measures. Notice that from Lemma 4.7(3) and Campbell’s theorem,
\[
(\mu N)[X_t(f)] = P_\mu[X_t(f)] = \mu(T_t f), \quad \mu \in \mathcal{M}, t > 0, f \in \text{bp}\mathcal{B}(E).
\]

Therefore, for any \( \mu \in \mathcal{M}^0 \) and \( t > 0 \), there exists a unique probability measure \( \widetilde{\mu} N^{(t)} \) on \((\Omega, \mathcal{F})\) such that for any \( H \in \text{bp}\mathcal{F} \),
\[
(\mu N^{(t)})[H] = (\mu N)[H \cdot e^{-t \lambda} \mu(\phi)^{-1} X_t(\phi)].
\]
Another ingredient for the spine decomposition theorem is the so-called spine process which is an $E$-valued Markov process with transition semigroup $(S_t)_{t \geq 0}$ on $E$ defined so that
\begin{equation}
S_tf(x) = e^{-\lambda f(x)^{-1}}T_t(f(x)), \quad t \geq 0, f \in b\mathcal{B}(E), x \in E.
\end{equation}
The following lemma can be verified using [44, Theorem 62.19].

**Lemma 4.8.** $(S_t)_{t \geq 0}$ is a conservative Borel right semigroup on $E$.

In this section, we will add a little twist to the classical spine decomposition theorem by only considering a specific initial value $\nu$, but with a two-sided spine. This is possible thanks to the following lemma whose proof is postponed to the Appendix. For any probability measure $\mu$ on $E$, we define a probability measure $\tilde{\mu}$ on $E$ so that
\[ \tilde{\mu}(f) = \mu(\phi)^{-1}\mu(\phi f) \quad \text{for every } f \in \text{bp}\mathcal{B}(E). \]
In particular, $\tilde{\nu}(f) = \nu(\phi f)$ for any $f \in \text{bp}\mathcal{B}(E)$. We say an $E$-valued two-sided process $(\nu_t)_{t \in \mathbb{R}}$ defined on a probability space $(\Omega, \mathcal{F})$ is measurable if $(t, \omega) \mapsto \nu_t(\omega)$ is a measurable map from $(\mathbb{R} \times \Omega, \mathcal{B}(\mathbb{R}) \otimes \mathcal{F})$ to $(E, \mathcal{B}(E))$.

**Lemma 4.9.** $\tilde{\nu}$ is an invariant probability measure of the semigroup $(S_t)_{t \geq 0}$. In particular, there exists a two-sided $E$-valued measurable stationary Markov process with transition semigroup $(S_t)_{t \geq 0}$ and one-dimensional distribution $\tilde{\nu}$.

**Proof.** It is straight-forward to verify that $\tilde{\nu}$ is an invariant measure for the semigroup $(S_t)_{t \geq 0}$. Using Kolmogorov’s extension theorem, we can construct an $E$-valued two-sided stationary Markov process $(\xi_t^*)_{t \in \mathbb{R}}$, canonically on the product space $E^{\mathbb{R}}$ with transition semigroup $(S_t)_{t \geq 0}$ and one-dimensional distribution $\tilde{\nu}$.

To finish the proof, we only have to construct a measurable process $(\xi_t^*)_{t \in \mathbb{R}}$ which is a modification of $(\xi_t^*)_{t \in \mathbb{R}}$. To do this, we consider the compact metric space $\bar{E}$ which is the Ray-Knight completion of $E$ with respect to the right semigroup $(S_t)_{t \geq 0}$. (We refer our reader to [26, P. 318] for the precise construction.) Denote by $\rho$ the corresponding metric of $\bar{E}$. Thanks to [26, Theorem A.30] and Theorem [1.8] we have $E \in \mathcal{B}(\bar{E}, \rho)$ and $\mathcal{B}(E) = \mathcal{B}(E, \rho)$; and therefore, $(\xi_t^*)_{t \in \mathbb{R}}$ is also an $\bar{E}$-valued process. According to [26, Theorem A.32 & Proposition A.7] for any natural number $n$, the $E$-valued process $(\xi_t^*)_{t \in [-n, \infty)}$ admits an $\bar{E}$-càdlàg modification. Thus $(\xi_t^*)_{t \in \mathbb{R}}$ admits an $\bar{E}$-càdlàg modification, denoted by $(\xi_t^*)_{t \in \mathbb{R}}$. Finally, fixing an element $x_0 \in E$, taking the measurable map $\psi : x \mapsto x1_{x \in E} + x_01_{x \in E\setminus E}$ from $(\bar{E}, \mathcal{B}(\bar{E}))$ to $(E, \mathcal{B}(E))$, we can verify that $\xi_t^* := \psi(\xi_t^*), t \in \mathbb{R}$ is an $E$-valued measurable modification of the process $(\xi_t^*)_{t \in \mathbb{R}}$ as desired. \hfill $\Box$

Roughly speaking, the spine decomposition theorem says that the $M$-valued process $(X_t)_{t \geq 0}$ under the probability $\tilde{F}_t^{(\infty)}$ can be decomposed in law as the sum of a copy of the original $(\xi, \psi)$-superprocess and an $M$-valued immigration process along the trajectory of an immortal moving particle. Note that we will only consider the case when $\mu$ is taken as $\nu$ in this section. To formulate this theorem, we construct random elements $(W^{(0)}, \tilde{\xi}, \mathcal{N}, (s_k, y_k, W^{(k)})_{k=1}^{\infty})$, on a probability space with probability measure $Q$, so that the following statements (4.5)–(4.9) hold.
(4.5) $\tilde{\xi} = (\tilde{\xi}_t)_{t \in \mathbb{R}}$ is a two-sided $E$-valued measurable stationary Markov process with transition semigroup $(S_t)_{t \geq 0}$ and one-dimensional distribution $\mu$.

(4.6) Conditioned on $\tilde{\xi}$, $(s_k, y_k)_{k=1}^{\infty}$ is a sequence of $\mathbb{R} \times \mathbb{R}_+$-valued random elements such that $\mathcal{D} := \sum_{k=1}^{\infty} \delta_{(s_k, y_k)}$ is a Poisson random measure on $\mathbb{R} \times \mathbb{R}_+$ with intensity $ds \otimes y \nu(\xi, dy)$.

(4.7) Conditioned on $\tilde{\xi}$ and $(s_k, y_k)_{k=1}^{\infty}$, $(W^{(k)})_{k=1}^{\infty}$ is a sequence of independent $\mathcal{M}$-valued right-continuous stochastic processes such that, for each natural number $k$, $W^{(k)} = (W^{(k)}_t)_{t \geq 0}$ has distribution $P_{y_k}$, where $y = y_k$ and $x = x_k$.

(4.8) Conditioned on $\tilde{\xi}$, $\mathcal{N}$ is a Poisson random measure on $\mathbb{R} \times \Omega$, independent of $(s_k, y_k, W^{(k)})_{k=1}^{\infty}$, with intensity $2\sigma(\tilde{\xi}_s)^2 ds \otimes \mathcal{N}(dw)$.

(4.9) $W^{(0)} = (W^{(0)}_t)_{t \geq 0}$ is a $\mathcal{M}$-valued right-continuous process with law $P_{\nu}$, independent of $(\tilde{\xi}, \mathcal{N}, (s_k, y_k, W^{(k)})_{k=1}^{\infty})$.

**Remark 4.10.** The existence of the above random elements $(W^{(0)}, \tilde{\xi}, \mathcal{N}, (s_k, y_k, W^{(k)})_{k=1}^{\infty})$ follows from the existence of the spine process (Lemma 4.9), the superprocesses (26), and the Poisson random measures ([22 Theorem 2.4]). The precise construction of a probability space that carries those structures will be omitted since it is tedious but straightforward.

Notice that there are two types of immigration along the spine $\tilde{\xi}$. The discrete immigration is given by $(W^{(k)})_{k=1}^{\infty}$, while the continuous immigration is governed by the Poisson random measure $\mathcal{N}$. We are interested in the total contributions, at a given time $t$, of all the immigration whose earliest immigrant ancestor is born in a time interval $(a, b]$. More precisely, we define, for each $-\infty \leq a < b \leq t < \infty$ and $f \in \mathcal{B}(E)$,

$$Z_t^{[a,b]}(f) := \sum_{k=1}^{\infty} W_{t-s_k}(f) 1_{(a,b]}(s_k) + \int_{(a,b] \times \Omega} w_{t-s}(f) N(ds, dw).$$

It can be verified using Lemma 4.11 below that when $a > -\infty$, $Z_t^{[a,b]}$ is an $\mathcal{M}$-valued random element. However, this does not hold in general if $a = -\infty$. In particular, $Z_0^{(-\infty,0]}(\phi)$ might take $\infty$ as a value. With the convention that $-1 = 0$ and $0^{-1} = \infty$, we define a constant

$$\mathcal{K} := Q[Z_0^{(-\infty,0]}(\phi)^{-1}].$$

We will prove Proposition 4.1 by showing that $\mathcal{K}$ is finite and fulfills (4.1).

The spine decomposition theorem will be summarized in the following lemma. For its proof, we refer our readers to [36 Theorem 1.5 & Corollary 1.6]. We define $Z_t^{[0,0]} = 0$ for any $t \geq 0$.

**Lemma 4.11.** The $\mathcal{M}$-valued process $(W_t^{(0)} + Z_t^{[0,0]})_{t \geq 0}$ under $Q$ has the same finite-dimensional distributions as the coordinate process $(X_t)_{t \geq 0}$ under $\tilde{\nu}^{(\infty)}$. Moreover, for any $t_0 > 0$, the $\mathcal{M}$-valued process $(Z_t^{[0,t_0]})_{t \in [0,t_0]}$ under $Q$ has the same finite-dimensional distributions as the coordinate process $(X_t)_{t \in [0,t_0]}$ under $\tilde{\nu}^{(t_0)}$. 
We are now ready to give the proof of Proposition 4.1.

**Proof of Proposition 4.1.** Step 1. One can verify that for any $-\infty < a < b \leq t < \infty$ and $s \in \mathbb{R}$, the $\mathcal{M}$-valued random elements $Z_{t}^{(a,b)}$ and $Z_{t+s}^{(a,s,b+s)}$ have the same distribution. This is due to the fact that both the discrete immigration (4.6)–(4.7) and the continuous immigration (4.8) are defined in a time-homogeneous way along the spine $(\hat{\xi}_{t})_{t \in \mathbb{R}}$ which is a stationary process (4.5).

Step 2. Let $K$ be given as in (4.11). We will show that $K < \infty$ and (4.11) holds when $\mu = \nu$. The main idea is to work with the reciprocal of the additive martingale $e^{-\lambda t}X_{t}(\phi)$ under the measure $\tilde{P}_{\nu}^{(\infty)}$ to analyze the survival probability. In fact, for any $t \geq 0$, from Lemmas 3.1, 4.11 and Step 1, we have

$$e^{-\lambda t}P_{\nu}(X_{t} \neq 0) = \tilde{P}_{\nu}^{(\infty)}[X_{t}(\phi)^{-1}]$$

(4.12)

$$= Q[(W_{t}^{(0)}(\phi) + Z_{t}^{(0,0)}(\phi))^{-1}] = Q[(W_{t}^{(0)}(\phi) + Z_{t}^{(-t,0)}(\phi))^{-1}] = Q[(W_{t}^{(0)}(\phi) + Z_{t}^{(-t,0)}(\phi))^{-1}].$$

From (1.8), (4.9) and the Markov property of superprocesses, we can verify that the process $(e^{-\lambda t}W_{t}^{(0)}(\phi))_{t \geq 0}$ is a non-negative Q-martingale. So by the martingale convergence theorem and (1.10), we have $Q$-almost surely $W_{t}^{(0)}(\phi) \to 0$ as $t \to \infty$. From the fact that $t \mapsto Z_{t}^{(-t,0)}(\phi)$ is a non-decreasing process with almost sure limit $Z_{0}^{(-t,0)}(\phi)$ in $[0, \infty]$, we have almost surely

$$(W_{t}^{(0)}(\phi) + Z_{t}^{(-t,0)}(\phi))^{-1} \xrightarrow{t \to \infty} Z_{0}^{(-t,0)}(\phi)^{-1} \in [0, \infty].$$

Now, we can apply the dominated convergence theorem in (4.12) and get the desired result in this step. In fact, the family of non-negative random variables $\{(W_{t}^{(0)}(\phi) + Z_{t}^{(-t,0)}(\phi))^{-1} : t \geq 1\}$ is dominated by $Z_{0}^{(-t,0)}(\phi)^{-1}$, which is $Q$-integrable since, according to Step 1, Lemmas 4.11, 4.7, 3, Campbell’s theorem and (1.8), we have

$$Q[Z_{0}^{(-t,0)}(\phi)^{-1}] = Q[Z_{1}^{(0,1)}(\phi)^{-1}] = \nu N(1)[X_{1}(\phi)^{-1}]$$

(4.13)

$$= e^{-\lambda}(\nu N)(X_{1} \neq 0) = -e^{-\lambda} \log P_{\nu}(X_{1} = 0) < \infty.$$

**Final step.** To see (4.11) holds for all $\mu \in \mathcal{M}^{\circ}$, we use Step 2 and Lemma 2.6 $\square$

4.2. **Proof of Proposition 4.2.** Let $(W^{(0)}, \xi, \mathcal{N}, (s_{k}, y_{k}, W^{(k)})_{k=1}^{\infty})$ be the random elements constructed in Section 4.1. Our proof of Proposition 4.2 will rely on the following two lemmas.

**Lemma 4.12.** There exist $s_{0}, \epsilon, \theta > 0$ and $\delta > 0$ such that for any $x \in E$, $s > s_{0}$ and $y \geq e^{\epsilon s}/\phi(x)$, it holds that $P_{y\delta s}(X_{s}(\phi) > \theta) > \delta$.

**Proof.** From [29] (3.20) we know that there exist $t_{0}, a, \epsilon > 0$ such that for all $s \geq t_{0}$, we have $\nu(V_{s}\phi) \geq a \exp(-\epsilon s)$. According to [29] Proposition 2.2] we know that there exists $s_{0}' > 0$ such that for all $s \geq s_{0}'$ and $x \in E$ we have $V_{s}\phi(x) \geq \frac{1}{2}\phi(x)\nu(V_{s}\phi)$. Now take $s_{0} := t_{0} \lor s_{0}'$, we have for all $s \geq s_{0}$ and $x \in E$, $V_{s}\phi(x) \geq \frac{a}{2}\phi(x)e^{-\epsilon s}$. Let $\theta \in (0, a/2).$
We have for any $s > s_0$, $x \in E$ and $y \geq e^{\frac{e^{x}}{\phi(x)}}$ that
$$P_{y\delta_x}(w_s(\phi) > \theta) = P_{y\delta_x}(e^{-w_s(\phi)} < e^{-\theta})$$
$$= 1 - P_{y\delta_x}(e^{-w_s(\phi)} \geq e^{-\theta}) \geq 1 - e^{\theta}P_{y\delta_x}[e^{-w_s(\phi)}]$$
$$= 1 - e^{\theta}e^{-yV_s\phi(x)} \geq 1 - e^{\theta}e^{-y\phi(x)e^{-s}} \geq 1 - e^{\theta-a/2} =: \delta > 0$$
as desired. \hfill \Box

**Lemma 4.13.** (1) If $\mathcal{E} < \infty$, then for any $\epsilon > 0$,
$$\sum_{k=1}^{\infty} \mathbf{1}_{(\epsilon, \infty)}(s_k) \cdot y_ke^{\epsilon s_k} \cdot \phi(\xi_{s_k}) < \infty, \quad Q\text{-a.s.}$$
(2) If $\mathcal{E} = \infty$, then for any $\epsilon > 0$ and $s_0 \geq 0$,
$$\int_{-\infty}^{s_0} ds \int_{e^{-\epsilon s(\xi)}}^{\infty} y\pi(\xi_s, dy) = \infty, \quad Q\text{-a.s.}$$

Lemma 4.13 is similar to [27, Lemma 3.2] and its proof is pretty long. We postpone its proof to the Appendix.

**Proof of Proposition 4.12.** Step 1. Assuming $\mathcal{E} < \infty$, we will show that $K > 0$. To do this, we verify using Campbell’s theorem, (1.8), (4.3), (4.5) and (4.8) that
$$Q\left[\int_{(\epsilon, \infty)} w_s(\phi)\mathcal{N}(ds, dw)\right] = Q\left[\int_{-\infty}^{0} 2\sigma(\xi_s)^2 ds \int_{\Omega} w_s(\phi)N_{\xi_s}(dw)\right]$$
$$= Q\left[\int_{-\infty}^{0} 2\sigma(\xi_s)^2 e^{-\lambda s} \phi(\xi_s) ds\right] = 2 \int_{-\infty}^{0} e^{-\lambda s} \phi(\sigma^2 s) ds < \infty,$$
where in the last inequality we used the fact that $\sigma, \phi \in b\mathcal{B}(E)$ and $\lambda < 0$. Then we define the $\sigma$-algebra $\mathcal{G} := \sigma(\xi, (s_k, y_k)_{k=1}^\infty)$, and verify from (1.7), (1.8), (4.7), and Lemma 4.13 that $Q$-almost surely,
$$Q\left(\sum_{k=1}^{\infty} W^{(k)}(\phi) \mathbf{1}_{(\epsilon, \infty)}(s_k) \mid \mathcal{G}\right) = \sum_{k=1}^{\infty} P_{y_k\delta_{s_k}}[X_{s_k}(\phi)] \mathbf{1}_{(\epsilon, \infty)}(s_k)$$
$$= \sum_{k=1}^{\infty} y_k \cdot (T_{-s_k}(\phi)(\xi_{s_k})) \cdot \mathbf{1}_{(\epsilon, \infty)}(s_k) = \sum_{k=1}^{\infty} y_k e^{-\lambda s_k} \phi(\xi_{s_k}) \cdot \mathbf{1}_{(\epsilon, \infty)}(s_k) < \infty.$$
From (4.14) and (4.15), we can verify that $Q$-almost surely,
$$Z_0^{(\epsilon, \infty)}(\phi) = \int_{(\epsilon, \infty) \times \Omega} w_s(\phi)\mathcal{N}(ds, dw) + \sum_{k=1}^{\infty} w^{(k)}_{s_k}(\phi) \mathbf{1}_{(\epsilon, \infty)}(s_k) < \infty.$$ 
It follows from (4.11) that $K = Q[Z_0^{(\epsilon, \infty)}(\phi)^{-1}] > 0$ as desired.

**Step 2.** Assuming $\mathcal{E} = \infty$, we will show that $K = 0$. Let $s_0, \epsilon, \theta$ and $\delta > 0$ be given as in Proposition 4.12. We claim that in this case
$$n_\theta := \#\{k : k \geq 1, k \in \mathbb{Z}, s_k \leq 0, W^{(k)}_{s_k}(\phi) > \theta\} = \infty, \quad Q\text{-a.s.}$$
Using this claim, we immediately have that $Z_0^{(-\infty,0)}(\phi) \geq \theta n_\theta = \infty$ almost surely, which implies the desired result since $\mathcal{K} = Q[Z_0^{(-\infty,0)}(\phi)^{-1}]$. Now we prove the claim (4.16). From (4.17), we have $Q$-almost surely,

$$Q[e^{-n_\theta}[\mathcal{F}] = \prod_{k=1}^{\infty} Q[\exp\{-1(-\infty,\theta)(s_k)1_{\{W^{(k)}_{-s_k}(\phi) > \theta\}}\}]$$

$$= \prod_{k=1}^{\infty} P_{y_\delta \xi, s_k}[\exp\{-1(-\infty,\theta)(s_k)1_{\{X_{-s_k}(\phi) > \theta\}}\}] = \exp \left\{ - \int_{\mathbb{R} \times \mathbb{R}_+} F(s, y) \mathcal{D}(ds, dy) \right\}$$

where for any $(s, y) \in \mathbb{R} \times \mathbb{R}_+$, the random variable $F(s, y)$ is given by

$$F(s, y) := -\log P_{y_\delta \xi, s}[\exp\{-1(-\infty,\theta)(s)1_{\{X_{-s}(\phi) > \theta\}}\}].$$

Now by (4.10) and Campbell’s theorem,

$$Q[e^{-n_\theta} \tilde{\xi}] = \exp \left( - \int_{\mathbb{R}} ds \int_{(0,\infty)} (1 - e^{-F(s,y)}) y \pi(\tilde{\xi}, dy) \right)$$

$$= \exp \left( - \int_{\mathbb{R}} ds \int_{(0,\infty)} P_{y_\delta \xi, s}[1 - \exp\{-1(-\infty,\theta)(s)1_{\{X_{-s}(\phi) > \theta\}}\}] y \pi(\tilde{\xi}, dy) \right)$$

(4.17) is valid.

Note that from Lemmas 4.12 and 4.13(2), we have $Q$-almost surely,

$$\int_{-\infty}^0 ds \int_{0}^{\infty} P_{y_\delta \xi, s}(X_{-s}(\phi) > \theta) y \pi(\tilde{\xi}, dy) \geq \delta \int_{-\infty}^{-s_0} ds \int_{0}^{\infty} y \pi(\tilde{\xi}, dy) = \infty.$$

Now from this and (4.17), we have $Q[e^{-n_\theta}] = 0$ which implies the desired claim (4.16). □

### 4.3. Proof of Proposition 4.3

Let $(W^{(0)}, \xi, \mathcal{N}, (s_k, y_k, W^{(k)})_{k=1}^{\infty})$ be the random elements constructed in Section 4.1. Our proof of Proposition 4.3 in the case $\mathcal{K} > 0$ relies on the following lemma.

**Lemma 4.14.** If $\mathcal{K} > 0$, then $Z_0^{(-\infty,0)}$ is an $\mathcal{N}$-valued random element.

**Proof.** From (1.9), we know that there exists a $t_0 > 0$ such that

$$C_3 := \sup\{|H_tf(x)| : t \geq t_0, f \in L_1^+(\nu), x \in E\} < \infty.$$

**Step 1.** We will show that $Q$-almost surely $Z_0^{(-t_0,0)}(1_E) < \infty$. In fact, from Step 1 of the proof of Proposition 4.1, we know that, under $Q$, $Z_0^{(-t_0,0)}(1_E)$ and $Z_0^{(0,t_0)}(1_E)$ have the same distribution. From Lemma 4.11, we know that they are both stochastically dominated by the random variable $X_t(1_E)$ under $\tilde{P}^{(\infty)}_t$. Thus the desired result in this step is valid.

**Step 2.** We will show that $Q$-almost surely

$$\int_{(-\infty,t_0] \times \Omega} w_{-s}(1_E)\mathcal{N}(ds, dw) < \infty.$$
By (4.8), Campbell’s theorem, (4.5), (4.3), (1.9), (1.10) and (1.8) we get that

\[ Q\left[ \int_{(-\infty, t_0] \times \Omega} w_s(1_E) N(ds, dw) \right] = Q\left[ \int_{-\infty}^{-t_0} 2\sigma(\xi_s)^2 ds \int_{\Omega} w_s(1_E) N_\xi(dw) \right] \]

\[ = Q\left[ \int_{-\infty}^{-t_0} 2\sigma(\xi_s)^2 (T_s 1_E)(\xi_s) ds \right] \leq 2\|\sigma\|^2 \int_{-\infty}^{-t_0} ds \int_E (T_s 1_E)(x) \nu(dx) \]

\[ \leq 2\|\sigma\|^2 \int_{-\infty}^{-t_0} ds \int_E e^{-\lambda_s \phi(x)} \nu(1_E)(1 + (H_s 1_E)(x)) \nu(dx) \]

\[ \leq 2(1 + C_3)\|\sigma\|^2 \int_{-\infty}^{-t_0} e^{-\lambda_s} ds < \infty. \]

**Step 3.** We will show that if \( K > 0 \) then \( Q \)-almost surely

\[ \sum_{k=1}^{\infty} W_{-s_k}^{(k)} (1_E) 1_{(-\infty, t_0]}(s_k) < \infty. \]

To this end, we define the \( \sigma \)-algebra \( \mathcal{G} := \sigma(\tilde{\xi}, (s_k, y_k)_{k=1}^{\infty}) \). Then by (1.7), (1.9), (4.7) and Proposition 4.13 we have \( Q \)-almost surely that

\[ Q\left( \sum_{k=1}^{\infty} W_{-s_k}^{(k)} (1_E) 1_{(-\infty, t_0]}(s_k) \middle| \mathcal{G} \right) = \sum_{k=1}^{\infty} y_k \cdot (T_{-s_k} 1_E)(\tilde{\xi}_{s_k}) \cdot 1_{(-\infty, t_0]}(s_k) \]

\[ = \sum_{k=1}^{\infty} y_k e^{-\lambda s_k \phi(\tilde{\xi}_{s_k})} (1 + (H_{-s_k} 1_E)(x)) 1_{(-\infty, t_0]}(s_k) \]

\[ \leq (1 + C_3) \sum_{k=1}^{\infty} y_k e^{-\lambda s_k \phi(\tilde{\xi}_{s_k})} 1_{(-\infty, t_0]}(s_k) < \infty. \]

**Final Step.** From Steps 1, 2 and 3, we know that \( Z_{\theta}^{(-\infty, 0]} (1_E) < \infty \) \( Q \)-almost surely provided \( K > 0 \). Then one can use a routine measure theoretic argument to get the desired result of this lemma.

When \( K > 0 \), the above lemma allows us to define a probability measure \( \tilde{Q} \) on \( \mathcal{M} \) as the distribution of \( Z_{\theta}^{(-\infty, 0]} \) under the probability \( Q \). It was mentioned in Section 4 that, after establishing Proposition 4.3, one can also construct a probability measure \( Q_{\infty, \infty} \) using (4.12) provided \( K > 0 \). It will be explained later in Remark 4.13 that \( \tilde{Q} \) and \( Q_{\infty, \infty} \) are exactly the same.

We are now ready to give the proof of Proposition 4.3.

**Proof of Proposition 4.3.** **Step 1.** In this step, we will prove Proposition 4.3 in the case \( K > 0 \). Let \( F \in bC(\mathcal{M}) \) and \( t \geq 0 \) be arbitrary. Using Lemmas 3.1, 4.11 and Step 1 of the proof of Proposition 4.11 we have

\[ P_{\nu}[1_{(X_t \neq 0)} F(X_t)] = \tilde{P}_{\nu}^{(\infty)}[e^{N(X_t)}(\phi)^{-1} F(X_t)] \]
we then arrive at Lemma 2.1, there exists which implies the desired result in this step.

Since \( n \) is arbitrary, we can replace \( F \) in (4.10) by \( F \cdot (\eta(\phi) \wedge n) \) where \( n \) is an arbitrary natural number. Taking \( n \uparrow \infty \) and using the monotone convergence theorem, we then arrive at

\[
\int_{\mathcal{M}} F(\eta) Q_{\infty,0}(d\eta) = \lim_{n \to \infty} P_{\nu}[1_{\{X_t \neq 0\}} F(X_t)] = K^{-1} \lim_{n \to \infty} e^{-M} P_{\nu}[1_{\{X_t \neq 0\}} F(X_t)] = K^{-1} \int_{\mathcal{M}} \eta(\phi)^{-1} F(\phi) \hat{Q}(d\eta).
\]

This from Theorem 1.1 and Proposition 4.1

\[
\int_{\mathcal{M}} F(\eta) Q_{\infty,0}(d\eta) = \lim_{n \to \infty} P_{\nu}[1_{\{X_t \neq 0\}} F(X_t)] = K^{-1} \int_{\mathcal{M}} \eta(\phi)^{-1} F(\phi) \hat{Q}(d\eta), \quad F \in \text{bpc}(\mathcal{M})
\]

which implies the desired result in this step.

Step 2. In this step, we will prove Proposition 4.3 in the case \( K = 0 \). According to Lemma 2.1, there exists \( t_0 > 0 \) such that for any \( t \geq t_0 \) and \( x \in E, 2\nu(v_t)\phi(x) \geq v_t(x) \). Now for any \( t \geq t_0 \), we have from (2.1) and (2.2) that

\[
\int_{\mathcal{M}} \eta(2\nu(v_t)\phi) Q_{\infty,0}(d\eta) \geq \int_{\mathcal{M}} \eta(v_t) Q_{\infty,0}(d\eta) \geq \int_{\mathcal{M}} (1 - e^{-\eta(v_t)}) Q_{\infty,0}(d\eta)
\]

\[
= \int_{\mathcal{M}} P_{\eta}(X_t \neq 0) Q_{\infty,0}(d\eta) = e^M.
\]
From (2.2), Lemma 2.2 and Proposition 4.1 we have that
\[ e^{-\mu t} = e^{-\mu t} P_{\nu}(X_t \neq 0) \cdot \frac{-\log(1 - P_{\nu}(X_t \neq 0))}{P_{\nu}(X_t \neq 0)} \xrightarrow{t \to \infty} K\nu(\phi) = 0. \]

Now we have that
\[ \int_{\mathcal{M}} \eta(\phi) Q_{\infty,0}(d\eta) \geq e^{\mu t}/(2\nu(v_t)) \xrightarrow{t \to \infty} \infty \]
which implies the desired result for this step. \( \square \)

**Remark 4.15.** From (4.21) and [25, Corollary 1.4], it is clear that \( Q_{\infty,\infty} = \hat{Q} \) when \( K > 0 \).

4.4. **Proof of Proposition 4.4.** Using the spine decomposition theorem (Lemma 4.11), we can get the following lemma.

**Lemma 4.16.** If \( E < \infty \), then \( Q_{\infty}^t \) converges weakly to \( Q_{\infty,\infty} \) as \( t \to \infty \).

**Proof.** Using Lemmas 3.1, 4.11 Step 1 of the proof of Proposition 4.1, Lemma 2.2, (4.19) and Remark 4.15, we can verify that for any \( f \in \text{bpC}(E) \),
\[ \int_{\mathcal{M}} e^{-\eta(f)} Q_{\infty}^t(d\eta) = e^{-\eta(\xi)} P_{\nu}^{(\infty)}[e^{-X_{t}(f)}] = Q[e^{-W_{t}^{(0)}(f)-Z_{t}^{(0)}(f)}] \]
\[ = P_{\nu}[e^{-X_{t}(f)}] Q[e^{-Z_{t}^{(0)}(f)}] \xrightarrow{t \to \infty} Q[e^{-Z_{0}^{(0)}(f)}] = \int_{\mathcal{M}} e^{-\eta(\xi)} Q_{\infty,\infty}(d\eta). \]

Now the desired result follows from [26, Theorem 1.18]. \( \square \)

The above lemma is a special case of Proposition 4.4. For the general case, we will use the spine decomposition theorem for superprocesses with arbitrary initial value \( \mu \in \mathcal{M}^{o} \). Now the corresponding spine process will not be stationary, and cannot be extended into a two-sided process in general. Therefore, in this subsection, we construct the random elements \((W^{(0)}, \xi, N, (s_k, y_k, W^{(k)})_{k=1}^{\infty})\) in a different probability space with respect to a new probability measure \( Q_\mu \), under which statements (4.22), (4.6) (with \( \mathbb{R} \) replaced by \( \mathbb{R}_+ \)), (4.7), (4.8) (with \( \mathbb{R} \) replaced by \( \mathbb{R}_+ \)) and (4.9) (with \( P_\nu \) replaced by \( P_\mu \)) hold.

(4.22) \( \hat{\xi} = (\hat{\xi}_t)_{t \geq 0} \) is an \( E \)-valued right continuous Markov process with transition semigroup \((\hat{S}_t)_{t \geq 0}\) and initial distribution \( \hat{\mu} \).

We present the spine decomposition for superprocesses with arbitrary initial value in the following lemma. We refer our readers to [36] for its proof. For any \( 0 \leq a < b \leq t < \infty \), and \( f \in \text{bpB}(E) \), let the random variable \( Z_t^{(a,b)}(f) \) be defined as in (4.10).

**Lemma 4.17.** Let \( \mu \in \mathcal{M}^{o} \) be arbitrary. The \( \mathcal{M}\)-valued process \((W_t^{(0)} + Z_t^{(0,t)})_{t \geq 0}\) under \( Q_\mu \) has the same finite-dimensional distributions as the coordinate process \((X_t)_{t \geq 0}\) under \( P_\mu^{(\infty)} \). Moreover, for any \( t > 0 \), the \( \mathcal{M}\)-valued process \((Z_s^{(0,t)})_{s \in [0,t]}\) under \( Q_\mu \) has the same finite-dimensional distributions as the coordinate process \((X_s)_{s \in [0,t]}\) under \( \mu N^{(t)} \).

For any \( t \geq 0, f \in \text{bpB}(E) \) and \( x \in E \), define \( \mathcal{L}_t f(x) := Q_{\delta x}[e^{-Z_t^{(0,t)}(f)}] \) and \( \mathcal{L}_\infty f(x) := \lim_{t \to \infty} \mathcal{L}_t f(x) \).

**Lemma 4.18.** For any \( x \in E \) and \( f \in \text{bpB}(E) \), \( \lim_{t \to \infty} \mathcal{L}_t f(x) = \tilde{\nu}(\mathcal{L}_\infty f) \).
Proof. Step 1. We will show that for any \( f \in \text{bp} \mathcal{B}(E) \) and \( x \in E \), \( \mathcal{L}_\infty f(x) \leq \hat{\nu}(\mathcal{L}_\infty f) \). To this end, let us take arbitrary \( f \in \text{bp} \mathcal{B}(E) \), \( s, t \in \mathbb{R}_+ \) and \( x \in E \), and note that
\[
\mathcal{L}_{t+s} f(x) = Q_{\delta_x} [e^{-Z_{t+s}^{(t+s)}(f)}] \leq Q_{\delta_x} [e^{-Z_{t+s}^{(t+s)}(f)}] = Q_{\delta_x} [Q_{\delta_x} [e^{-Z_{t+s}^{(t+s)}(f)}]] = S_t \mathcal{L}_s f(x).
\]
By (1.9),
\[
\mathcal{L}_{t+s} f(x) \leq S_t \mathcal{L}_s f(x) = \phi(x)^{-1} e^{-\lambda T_t(\phi \mathcal{L}_s f)(x)} (1 + H_t(\phi \mathcal{L}_s f)(x)) \hat{\nu}(\mathcal{L}_s f).
\]
Noticing that, from (1.9), \( \lim_{t \to \infty} \sup_{x \in E, g \in \mathcal{B}(E)} |H_t g(x)| = 0 \). Therefore, letting \( t \to \infty \), we have
\[
(4.23) \quad \mathcal{L}_\infty f(x) \leq \hat{\nu}(\mathcal{L}_s f).
\]
Now, taking \( \lim \sup_{s \to \infty} \) in (4.23), using the reverse Fatou’s lemma, we get the desired result for this step.

Step 2. We will show that for any \( f \in \text{bp} \mathcal{B}(E) \), the Borel function \( \mathcal{L}_t f \) on \( E \) converges to the constant \( \hat{\nu}(\mathcal{L}_\infty f) \) in probability as \( t \to \infty \) under \( \hat{\nu} \). First note that, if \( \hat{\nu}(\mathcal{L}_\infty f) = 0 \) then this is trivial from Step 1. So let us assume that \( \hat{\nu}(\mathcal{L}_\infty f) > 0 \) for the rest of this step. Take arbitrary \( \varepsilon_1, \varepsilon_2 \in (0, 1) \), \( t \geq 0 \), and define
\[
U_t := U_{t}^{\varepsilon_1} := \{ x \in E : \mathcal{L}_t f(x) > (1 + \varepsilon_1) \hat{\nu}(\mathcal{L}_\infty f) \};
\]
\[
L_t := L_{t}^{\varepsilon_2} := \{ x \in E : \mathcal{L}_t f(x) < (1 - \varepsilon_2) \hat{\nu}(\mathcal{L}_\infty f) \}.
\]
From the reverse Fatou’s lemma and Step 1, we have
\[
\lim \sup_{t \to \infty} \hat{\nu}(U_t) \leq \hat{\nu}(\lim \sup_{t \to \infty} 1_{U_t}) = \hat{\nu}(\cap_{t \geq 0} \cup_{t \geq t_0} U_t) = \hat{\nu}(\emptyset) = 0.
\]
Now we only need to show that \( \lim_{t \to \infty} \hat{\nu}(L_t) = 0 \). From (4.23), and the fact that the function \( \mathcal{L}_t f \) is bounded by 1, we have
\[
\hat{\nu}(\mathcal{L}_\infty f) \leq \hat{\nu}(\mathcal{L}_t f) = \hat{\nu}(\mathcal{L}_t f \cdot 1_{L_t}) + \hat{\nu}(\mathcal{L}_t f \cdot 1_{U_t}) + \hat{\nu}(\mathcal{L}_t f \cdot 1_{(L_t \cup U_t)^c})
\]
\[
\leq (1 - \varepsilon_2) \hat{\nu}(\mathcal{L}_\infty f) \hat{\nu}(L_t) + \hat{\nu}(U_t) + (1 + \varepsilon_1) \hat{\nu}(\mathcal{L}_\infty f) (1 - \hat{\nu}(L_t) - \hat{\nu}(U_t))
\]
\[
\leq (1 + \varepsilon_1) \hat{\nu}(\mathcal{L}_\infty f) - (\varepsilon_1 + \varepsilon_2) \hat{\nu}(\mathcal{L}_\infty f) \lim \sup_{t \to \infty} \hat{\nu}(L_{t}^{\varepsilon_2}).
\]
Taking \( \lim \inf_{t \to \infty} \), we have
\[
\hat{\nu}(\mathcal{L}_\infty f) \leq (1 + \varepsilon_1) \hat{\nu}(\mathcal{L}_\infty f) - (\varepsilon_1 + \varepsilon_2) \hat{\nu}(\mathcal{L}_\infty f) \lim \sup_{t \to \infty} \hat{\nu}(L_{t}^{\varepsilon_2}).
\]
Letting \( \varepsilon_1 \to 0 \), we have
\[
\hat{\nu}(\mathcal{L}_\infty f) \leq \hat{\nu}(\mathcal{L}_\infty f) - \varepsilon_2 \hat{\nu}(\mathcal{L}_\infty f) \lim \sup_{t \to \infty} \hat{\nu}(L_{t}^{\varepsilon_2}).
\]
This is impossible unless \( \lim \sup_{t \to \infty} \hat{\nu}(L_{t}^{\varepsilon_2}) = 0 \) holds as desired.

Step 3. We will show that for any \( f \in \text{bp} \mathcal{B}(E) \) and \( x \in E \), \( \lim \inf_{t \to \infty} \mathcal{L}_t f(x) \geq \hat{\nu}(\mathcal{L}_\infty f) \). To this end, we fix arbitrary \( f \in \text{bp} \mathcal{B}(E) \) and \( x \in E \), and note that for any \( t, s > 0 \),
\[
\mathcal{L}_{t+s} f(x) \geq Q_{\delta_x} \left[ \exp \left\{ - Z_{t+s}^{(t+s)}(f) \right\}; Z_{t+s}^{(0,t]} = 0 \right]\]
\[
= Q_{\delta_x} \left[ Q_{\delta_x} \left[ \exp \left\{ - Z_{t+s}^{(t+s)}(f) \right\} \right]; Z_{t+s}^{(0,t]} = 0 \right] \cdot Q_{\delta_x} (Z_{t+s}^{(0,t]} = 0) \cdot \xi_t)
\]
Therefore, for any \( t > 0 \), the \( \mathcal{M} \)-valued process \( (Z^{[0,t]}_{t+s})_{s \geq 0} \) under \( Q_{\delta_s}(\cdot|\tilde{\xi}_t) \) has the same finite-dimensional distributions as the coordinate process \( (X_s)_{s \geq 0} \) under \( Q_{\delta_s}(P_{Z^{[0,t]}_t}(\cdot)|\tilde{\xi}_t) \). In particular, due to Lemma 2.2 and the bounded convergence theorem, for each \( t > 0 \), it holds that
\[
Q_{\delta_s}(Z^{[0,t]}_{t+s} = 0|\tilde{\xi}_t) = Q_{\delta_s}(P_{Z^{[0,t]}_t}(X_s = 0)|\tilde{\xi}_t) \to 1 \quad \text{as } s \to \infty.
\]

On the other hand, for any \( \varepsilon > 0 \), defining a function \( F_{s,\varepsilon} \in \text{bp}\mathcal{B}(E) \) by
\[
F_{s,\varepsilon}(y) := 1_{\{\lambda_s f(y) - \nu(L_\infty f) > \varepsilon\}}, \quad y \in E,
\]
we can verify from (4.22), (1.9) and Step 2 that, for any \( t > 0 \),
\[
Q_{\delta_s}(|\mathcal{L}_s f(\tilde{\xi}_t) - \nu(L_\infty f)| > \varepsilon) = S_t F_{s,\varepsilon}(x) = \phi(x)^{-1} e^{-\lambda_t T_t(\phi \cdot F_{s,\varepsilon})(x)}(x)
\]
\[
= \nu(F_{s,\varepsilon})(1 + (H_t F_{s,\varepsilon})(x)) \leq \nu(F_{s,\varepsilon})(1 + \sup_{y \in L_1(x) \in E} |H_t g(x)|) \to 0 \quad \text{as } s \to \infty.
\]
Therefore, for any \( t > 0 \), \( \mathcal{L}_s f(\tilde{\xi}_t) \cdot Q_{\delta_s}(Z^{[0,t]}_{t+s} = 0|\tilde{\xi}_t) \) converges to \( \nu(L_\infty f) \) in probability with respect to \( Q_{\delta_s} \) as \( s \to \infty \). By taking limit inferior in (4.24) as \( s \to \infty \) and using the bounded convergence theorem, we get the desired result for this step.

Final Step. Combine the results in Steps 1 and 3. \( \square \)

We are now ready to give the proof of Proposition 4.4.

Proof of Proposition 4.4 in the case \( K > 0 \). Step 1. Let \( f \in \text{bp}\mathcal{B}(E) \) and \( t \geq 0 \) be arbitrary. We will show that \( Q_\mu[e^{-Z^{[0,t]}_t(f)}] = \tilde{\nu}(\mathcal{L}_t f) \). To do this, we note that by Lemma 4.17
\[
\mathcal{L}_t f(x) = \tilde{\nu}_x N_{(t)}[e^{-X_t(f)}] = N_x \left[ e^{-X_t(f)} \frac{X_t(\phi)}{e^{\lambda_t \phi(x)}} \right], \quad x \in E.
\]
Therefore, again by Lemma 4.17, we have
\[
Q_\mu[e^{-Z^{[0,t]}_t(f)}] = \tilde{\mu} N_{(t)}[e^{-X_t(f)}] = \int_E N_x \left[ e^{-X_t(f)} \frac{X_t(\phi)}{e^{\lambda_t X_t(\phi)}} \right] \mu(dx)
\]
\[
= \mu(\phi)^{-1} \int_E (\mathcal{L}_t f)(x) \cdot \phi(x) \mu(dx) = \tilde{\mu}(\mathcal{L}_t f).
\]

Step 2. We will show that for any \( \mu \in \mathcal{M}_\circ \) and \( f \in \text{bp}\mathcal{B}(E) \),
\[
\lim_{t \to \infty} \int_M e^{-\eta(f)} Q_{t,\infty}^\mu(\mu)(dx) = \tilde{\nu}(\mathcal{L}_\infty f).
\]
In fact, from Lemmas 3.3, 4.17 and Step 1, we have that
\[
\int_M e^{-\eta(f)} Q_{t,\infty}^\mu(\mu)(d\eta) = \tilde{P}_{\mu}^{(\infty)}[e^{-X_t(f)}] = Q_\mu[e^{-W_t^{[0,t]}(f)-Z^{[0,t]}_t(f)}] = P_\mu[e^{-X_t(f)}] \tilde{\nu}(\mathcal{L}_t f), \quad t \geq 0.
\]
Now the desired result in this step follows from Lemmas 2.2, 4.18 and the bounded convergence theorem.
Final Step. From Lemma 4.16 for any \( f \in \text{bp}C(E) \),
\[
\lim_{t \to \infty} \int_{\mathcal{M}} e^{-\eta(f)} Q_{t,\infty}^\nu (d\eta) = \int_{\mathcal{M}} e^{-\eta(f)} Q_{\infty,\infty} (d\eta).
\]
Combining this with Step 2 and [26 Theorem 1.18], we get the desired result. □

Proof of Proposition 4.4 in the case \( K = 0 \). We give a proof by contradiction. Assume that there exists \( \mu \in \mathcal{M}^o \) such that \( Q_{\infty,\infty}^\mu \) converges weakly to a probability measure, say \( Q^* \) on \( \mathcal{M} \). Then we have that
\[
\int_{\mathcal{M}} e^{-\eta(f)} Q_{t,\infty}^\mu (d\eta) \geq \int_{\mathcal{M}} e^{-\eta(\|\phi\| 1_E)} Q_{t,\infty}^\mu (d\eta) \xrightarrow{t \to \infty} \int_{\mathcal{M}} e^{-\eta(\|\phi\| 1_E)} Q^*(d\eta) > 0.
\]
On the other hand, from \( xe^{-x} \leq 1 \) for every \( x \geq 0 \), and Proposition 4.1, we have
\[
\int_{\mathcal{M}} e^{-\eta(f)} Q_{t,\infty}^\mu (d\eta) \leq \int_{\mathcal{M}} \eta(\phi) - 1 Q_{t,\infty}^\mu (d\eta) = e^{-\lambda t} \mu(\phi)^{-1} P_\mu (X_t \neq 0) \xrightarrow{t \to \infty} 0
\]
which is a contradiction. □

4.5. Proof of Proposition 4.5.

Proof of Proposition 4.5 in the case \( K > 0 \). From (2.4) and (2.5) we have
\[
Q_{\infty,r}[F] = \int_{\mathcal{M}^o} e^{-\lambda r} P_\eta[F(0)] 1_{\{X_t \neq 0\}} Q_{\infty,0} (d\eta)
\]
(4.25)
\[
= \int_{\mathcal{M}^o} F(\eta) e^{-\lambda r} P_\eta (X_r \neq 0) Q_{\infty,0} (d\eta), \quad F \in \text{bp} \mathcal{B}(\mathcal{M}), \, r \geq 0.
\]
Note that by Proposition 4.3 \( \eta(\phi) Q_{\infty,0} (d\eta) \) is a finite measure concentrated on \( \mathcal{M}^o \), and that by Lemma 3.3 and Proposition 4.1, for any \( F \in \text{bp} \mathcal{B}(\mathcal{M}) \), and \( r \) large enough,
\[
\sup_{\eta \in \mathcal{M}^o} F(\eta) e^{-\lambda r} P_\eta (X_r \neq 0) \frac{1}{\eta(\phi)} \leq \| F \| \| e^{-\lambda r} P_\nu (X_r \neq 0) \| \sup_{\eta \in \mathcal{M}^o} \frac{1}{\eta(\phi)} P_\nu (X_r \neq 0) < \infty.
\]
Now by Proposition 4.1 and the bounded convergence theorem we have
\[
\lim_{r \to \infty} Q_{\infty,r}[F] = \int_{\mathcal{M}^o} F(\eta) \cdot K(\eta) Q_{\infty,0} (d\eta) = Q_{\infty,\infty}[F], \quad F \in \text{bp} \mathcal{B}(\mathcal{M})
\]
as desired. □

Proof of Proposition 4.5 in the case \( K = 0 \). We give a proof by contradiction. Assume that \( Q_{\infty,r} \) converges strongly to a probability measure, say \( Q^* \), as \( r \to \infty \). Taking \( F(\eta) := e^{-\eta(\phi)} \), \( \eta \in \mathcal{M} \) we have \( \lim_{r \to \infty} Q_{\infty,r}[F] = Q^*[F] > 0 \). On the other hand, we first observe from \( \sup_{x \geq 0} xe^{-x} \leq 1 \) that \( F(\eta) \leq \eta(\phi)^{-1} \) for every \( \eta \in \mathcal{M} \). Then, noticing that (4.25) still holds in this case, and also noticing from Proposition 4.1 and Lemma 3.3 that
\[
\sup_{\eta \in \mathcal{M}^o} F(\eta) e^{-\lambda r} P_\eta (X_r \neq 0) \leq e^{-\lambda r} P_\nu (X_r \neq 0) \sup_{\eta \in \mathcal{M}^o} \frac{1}{\eta(\phi)} P_\nu (X_r \neq 0) \xrightarrow{r \to \infty} 0.
\]
Using the bounded convergence theorem we have \( \lim_{r \to \infty} Q_{\infty,r}[F] = 0 \), which is a contradiction. □
4.6. Proof of Proposition 4.6

Lemma 4.19. If $\mathcal{E} < \infty$, then

$$\lim_{t \to \infty} \sup_{r \geq 0} e^{\lambda r} \nu(v_t) \nu(v_t + r) = 1.$$ 

Proof. According to [29, (3.10)],

$$e^{\lambda r} \nu(v_t) \nu(v_t + r) = \exp\left\{ \int_{t}^{t+r} \nu(\Psi_0 v_s) \nu(v_s) \, ds \right\}, \quad t > 0, r \geq 0,$$

where $\Psi_0 v_s(x) := \psi_0(x, v_s(x)), x \in E, s > 0$, and

$$\psi_0(x, \lambda) := \sigma(x)^2 \lambda^2 + \int_{0}^{\infty} \left( e^{-\lambda u} - 1 + \lambda u \right) \pi(x, du), \quad x \in E, \lambda \geq 0.$$

To prove the desired result, it suffices to show

$$\int_{t}^{\infty} \nu(\Psi_0 v_s) \nu(v_s) \, ds < \infty, \quad \text{for some } t \geq 0.$$

It is easy to see that for any $x \in E$,

$$\frac{\partial \psi_0(x, \lambda)}{\partial \lambda} = 2\sigma(x)^2 \lambda + \int_{0}^{\infty} \left( 1 - e^{-\lambda u} \right) u \pi(x, du)$$

is a nonnegative increasing function with respect to $\lambda$ and $\psi_0(x, 0) = 0$. Thanks to the mean value theorem,

$$\psi_0(x, \lambda) = \psi_0(x, \lambda) - \psi_0(x, 0) \leq \lambda \frac{\partial \psi_0(x, \lambda)}{\partial \lambda}, \quad x \in E, \lambda \geq 0.$$

Therefore,

$$\Psi_0 v_s(x) \leq v_s(x) \left. \frac{\partial \psi_0(x, \lambda)}{\partial \lambda} \right|_{\lambda=v_s(x)}, \quad x \in E, s > 0.$$

By Lemma 2.1, there exists $T_0 > 0$ such that $v_s(x) \leq 2\phi(x)\nu(v_s)$ for any $x \in E$ and $s > T_0$. For $s > T_0$,

$$\nu(\Psi_0 v_s) \leq 2\nu(v_s) \left\langle \nu, \phi \left. \frac{\partial \psi_0(\cdot, \lambda)}{\partial \lambda} \right|_{\lambda=v_s(\cdot)} \right\rangle.$$

Note that for any $x \in E$ and $s > T_0$,

$$\phi(x) \left. \frac{\partial \psi_0(\cdot, \lambda)}{\partial \lambda} \right|_{\lambda=v_s(x)} = 2\sigma(x)^2 \phi(x) v_s(x) + \int_{0}^{\infty} \left( 1 - e^{-\nu_s(x)u} \right) \phi(x) u \pi(x, du)$$

$$\leq 2\|\sigma^2 \phi\|_{\infty} v_s(x) + \int_{0}^{\infty} \left( 1 - e^{-2\phi(x)u} \right) \phi(x) u \pi(x, du).$$

Define a measure $\rho$ on $(0, \infty)$ so that for any non-negative Borel function $f$ on $(0, \infty),

$$\int_{(0,\infty)} f(u) \rho(du) = \int_{E} \nu(dx) \int_{(0,\infty)} f(\phi(x) u) \pi(x, du).$$
Then for any \( s > T_0 \),

\[
\nu(\Psi_0 v_s) \leq 2\nu(v_s) \left[ 2\|\sigma^2 \phi\|_\infty \nu(v_s) + \int_0^\infty \left(1 - e^{-2\nu(v_s)u}\right) u \rho(du) \right].
\]

Now the integral on the left hand side of (4.26) can be bounded by

\[
\int_t^\infty \frac{\nu(\Psi_0 v_s)}{\nu(v_s)} \, ds \leq 4\|\sigma^2 \phi\|_\infty I_t + 2I_t, \quad t > T_0, r > 0,
\]

where

\[
I_t := \int_t^\infty \nu(v_s) \, ds, \quad \text{and} \quad II_t := \int_t^\infty \left(1 - e^{-2\nu(v_s)u}\right) u \rho(du).
\]

From [2.2] and Propositions 4.1 and 4.2, we know that \( e^{-\lambda t} \nu(v_t) \to K > 0 \) as \( t \to \infty \). In particular, there exist \( T_1 \geq T_0 \) and \( C_\delta > 0 \) such that \( \nu(v_s) \leq C_\delta e^{-\lambda s} \) for every \( s \geq T_1 \). This yields \( I_t < \infty \) for \( t \geq T_1 \). Note that \( \int_0^\infty \left(1 - e^{-2\eta u}\right) u \rho(du) \) is an increasing function with respect to \( \theta \). Thus for sufficiently large \( t \) so that \( t \geq T_1 \) and \( 2C_\delta e^{-\lambda t} < 1 \),

\[
II_t \leq \int_t^\infty ds \int_0^\infty \left(1 - e^{-2\eta u}\right) u \rho(du) = \frac{1}{|\lambda|} \int_0^\infty u \rho(du) \int_0^{2C_\delta e^{-\lambda t}} \frac{1 - e^{-z}}{z} \, dz
\]

\[
\leq \frac{1}{|\lambda|} \int_0^\infty u \rho(du) \int_0^u \frac{1 - e^{-z}}{z} \, dz \leq \frac{1}{|\lambda|} \int_0^1 u^2 \rho(du) + \frac{1}{\lambda} \int_1^\infty u(1 + \log u) \rho(du).
\]

When \( E < \infty \), it is easy to see that \( II_t < \infty \). The proof is complete. \( \square \)

**Lemma 4.20.** Suppose \( E < \infty \). Then for any \( \mu \in \mathcal{M}^\omega \),

\[
\limsup_{t \to \infty} \sup_{r > 0} \frac{\mu(\phi)e^{\lambda t} P_\eta (X_r \neq 0)}{\eta(\phi) P_\mu (X_{t+r} \neq 0)} \leq 16.
\]

**Proof.** It is well known that \( 1 - e^{-u} \leq u \) and that there is a \( \delta > 0 \) such that \( 1 - e^{-u} \geq u/2 \) for \( u \in [0, \delta] \). By [23] (3.39) we have \( \lim_{t \to \infty} \nu(v_t) = 0 \). By Lemma 2.1, given \( \mu \in \mathcal{M}^\omega \), there exists \( T_2(\mu) > 0 \) such that \( \mu(v_t) \leq \delta \) for \( t \geq T_2(\mu) \). Therefore, for any \( \eta, \mu \in \mathcal{M}^\omega \), \( t \geq T_2(\mu) \) and \( r \geq 0 \), we have

\[
\frac{P_\eta (X_r \neq 0)}{P_\mu (X_{t+r} \neq 0)} = \frac{1 - e^{-\eta(v_t)}}{1 - e^{-\mu(v_{t+r})}} \leq \frac{2\eta(v_t)}{\mu(v_{t+r})}.
\]

The uniform lower and the upper bounds of \( v_r(x) \) are given in Lemma 2.1 as well: There is a \( T_3 \geq 0 \), such that \( \phi(x)\nu(v_t)/2 \leq v_t(x) \leq 2\phi(x)\nu(v_t) \) for \( t \geq T_3 \) and \( x \in E \). From Lemma 4.19, there exists \( T_4 > 0 \), such that \( e^{\lambda t}\nu(v_t)/\nu(v_{t+r}) \leq 2 \) for every \( t \geq T_4 \) and \( r > 0 \). Now for any \( \eta, \mu \in \mathcal{M}^\omega \), \( t \geq T_2(\mu) \land T_3 \land T_4 \) and \( r > 0 \),

\[
\frac{\mu(\phi)e^{\lambda t} P_\eta (X_r \neq 0)}{\eta(\phi) P_\mu (X_{t+r} \neq 0)} \leq \frac{\mu(\phi)e^{\lambda t}}{\eta(\phi) \mu(\phi)\nu(v_{t+r})/2} \leq \frac{8e^{\lambda t}\nu(v_t)}{\nu(v_{t+r})} \leq 16.
\]

The proof is complete. \( \square \)
Proof of Proposition 4.6. Fix arbitrary \( \mu \in M^o \) and non-negative continuous function \( f \) on \( E \). For any \( t, r > 0 \),
\[
P_\mu \left( e^{-X_t(f)} | X_{t+r} \neq 0 \right) = \frac{P_\mu \left( e^{-X_t(f)} 1_{\{X_{t+r} \neq 0\}} \right)}{P_\mu (X_{t+r} \neq 0)}
= \frac{P_\mu \left( e^{-X_t(f)} P_\mu (X_r \neq 0) \right)}{P_\mu (X_{t+r} \neq 0)} = \tilde{P}_\mu^{(\infty)} \left( e^{-X_t(f)} \frac{\mu(\phi) e^{ \lambda t} P_\mu (X_r \neq 0)}{X_t(\phi) P_\mu (X_{t+r} \neq 0)} \right)
\]
where probability \( \tilde{P}_\mu^{(\infty)} \) is given as in Lemma 3.1. According to the Skorohod representation theorem (see [20, Theorem 5.31], for example) there exists an \( M \)-valued process \( \tilde{X}_{t \geq 0} \) converging almost surely to an \( M \)-valued random element \( \tilde{X}_{\infty} \) on some probability space \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P}) \) so that the law of \( \tilde{X}_{\infty} \) is \( Q_{\infty, \infty} \) and the law of \( \tilde{X}_t \) is \( Q_{t, \infty}^\mu \) for every \( t \geq 0 \). Now we have
\[
P_\mu \left( e^{-X_t(f)} | X_{t+r} \neq 0 \right) = \hat{P} \left( e^{-X_t(f)} \frac{\mu(\phi) e^{ \lambda t} P_\mu (X_r \neq 0)}{X_t(\phi) P_\mu (X_{t+r} \neq 0)} \right), \quad t, r \geq 0.
\]
Note that, by Lemma 4.20 there exists \( T_5(\mu) > 0 \) such that for any \( t \geq T_5(\mu) \) and \( r \geq 0 \),
\[
e^{-X_t(f)} \frac{\mu(\phi) e^{ \lambda t} P_\mu (X_r \neq 0)}{X_t(\phi) P_\mu (X_{t+r} \neq 0)} \leq 17.
\]
Also notice that \( e^{-X_t(f)} \) converges almost surely to \( e^{-X_{\infty}(f)} \) as \( t \to \infty \). So now if one can show that almost surely
\[
\lim_{t, r \to \infty} \frac{\mu(\phi) e^{ \lambda t} P_\mu (X_r \neq 0)}{X_t(\phi) P_\mu (X_{t+r} \neq 0)} = 1,
\]
then by the bounded convergence theorem we get the desired result for this proposition.

Let us now verify (4.27). From (2.2), we have
\[
\frac{\mu(\phi) e^{ \lambda t} P_\mu (X_r \neq 0)}{X_t(\phi) P_\mu (X_{t+r} \neq 0)} = \frac{1 - e^{-X_t(v_r)}}{X_t(v_r)} \frac{\mu(v_{t+r})}{1 - e^{-\mu(v_{t+r})}} \frac{\mu(\phi) e^{ \lambda t} \tilde{X}_t(v_r)}{X_t(\phi) \mu(v_{t+r})}, \quad t, r \geq 0.
\]
By Lemma 2.11 we have for \( t, r \geq 0 \),
\[
\nu(v_r) \tilde{X}_t(\phi) \left( 1 - \sup_{x \in E} |C^1(r, x)| \right) \leq \tilde{X}_t(v_r) \leq \nu(v_r) \tilde{X}_t(\phi) \left( 1 + \sup_{x \in E} |C^1(r, x)| \right),
\]
with \( \lim_{t, r \to \infty} \sup_{x \in E} |C^1(r, x)| = 0 \). By [29] (3.39) we have \( \lim_{t, r \to \infty} \nu(v_r) = 0 \) and that
\[
\lim_{t \to \infty} \tilde{X}_t(\phi) \leq \lim_{t \to \infty} \tilde{X}_t(\|\phi\|_\infty 1_E) = \tilde{X}_{\infty}(\|\phi\|_\infty 1_E) < \infty, \quad a.s.
\]
Thus \( \lim_{t, r \to \infty} \tilde{X}_t(v_r) = 0 \) almost surely. Therefore,
\[
\lim_{t, r \to \infty} \frac{1 - e^{-X_t(v_r)}}{X_t(v_r)} = 1, \quad a.s.
\]
Similarly we have for every $t, r \geq 0$,

$$
\nu(v_{t+r})\mu(\phi) \left( 1 - \sup_{x \in E} |\mathbb{1}(t + r, x)| \right) \leq \mu(v_{t+r}) \nu(\phi) \left( 1 + \sup_{x \in E} |\mathbb{1}(t + r, x)| \right),
$$

and

$$
\lim_{t, r \to \infty} \frac{\mu(v_{t+r})}{1 - e^{-\mu(v_{t+r})}} = 1.
$$

Using Lemma 4.19 for the third fraction on the right hand side of (4.28), we get

$$
\limsup_{t, r \to \infty} \frac{\mu(\phi)e^{\lambda_t} X_t(v_r)}{X_t(\phi)\mu(v_{t+r})} \leq \limsup_{t, r \to \infty} \frac{\mu(\phi)e^{\lambda_t} \nu(v_r)X_t(\phi)(1 + \sup_{x \in E} |\mathbb{1}(t + r, x)|)}{X_t(\phi)\nu(v_{t+r})\mu(\phi)(1 - \sup_{x \in E} |\mathbb{1}(t + r, x)|)}
$$

$$
= \limsup_{t, r \to \infty} \frac{e^{\lambda_t}\nu(v_r)}{\nu(v_{t+r})} = 1.
$$

On the other hand,

$$
\liminf_{t, r \to \infty} \frac{\mu(\phi)e^{\lambda_t} X_t(v_r)}{X_t(\phi)\mu(v_{t+r})} \geq \liminf_{t, r \to \infty} \frac{\mu(\phi)e^{\lambda_t} \nu(v_r)X_t(\phi)(1 - \sup_{x \in E} |\mathbb{1}(t + r, x)|)}{X_t(\phi)\nu(v_{t+r})\mu(\phi)(1 + \sup_{x \in E} |\mathbb{1}(t + r, x)|)}
$$

$$
= \liminf_{t, r \to \infty} \frac{e^{\lambda_t}\nu(v_r)}{\nu(v_{t+r})} = 1.
$$

The proof is complete. \qed

APPENDIX A.

**Lemma A.1.** The transition semigroup $(Q_t)_{t \geq 0}$ given in (1.6) preserves $\mathcal{B}(\mathcal{M})$.

**Proof.** Denote $\overline{E} := E \cup \{\partial\}$, where $\partial$ is an isolated point not contained in $E$. The Polish space of all finite Borel measures on $\overline{E}$, equipped with the topology of weak convergence, is denoted by $\mathcal{M}(\overline{E})$. Define a conservative Borel right transition semigroup $(\overline{P}_t)_{t \geq 0}$ on $(\overline{E}, \mathcal{B}(\overline{E}))$ using [26] (A.20)]. Let $\overline{\xi}$ be a Borel right process with transition semigroup $(\overline{P}_t)_{t \geq 0}$. Define $\overline{\psi}$ as the extension of $\psi$ on $\overline{E} \times \mathbb{R}_+$ such that $\overline{\psi}(\partial, \cdot) \equiv 0$. Let $\overline{X}$ be a $(\overline{\xi}, \overline{\psi})$-superprocess whose transition semigroup is denoted by $(\overline{Q}_t)_{t \geq 0}$. According to [26] Theorem 5.11], $(\overline{Q}_t)_{t \geq 0}$ is a Borel right transition semigroup on $\mathcal{M}(\overline{E})$. Define a map $\Gamma : \mathcal{M}(\overline{E}) \to \mathcal{M}$ so that for any $\mu \in \mathcal{M}(\overline{E})$, the measure $\Gamma \mu$ is the restriction of the set function $\mu$ on $\mathcal{B}(\overline{E})$. Define a map $\Lambda : \mathcal{M} \to \mathcal{M}(\overline{E})$ so that for any $\mu \in \mathcal{M}$, the measure $\Lambda \mu$ on $\overline{E}$ is the unique extension of $\mu$ on $\mathcal{B}(\overline{E})$ so that $\Lambda \mu(\{\partial\}) = 0$. Obviously we have $\Gamma \circ \Lambda$ is the identical map on $\mathcal{M}$; and from the fact that $\partial$ is an isolated point in $\overline{E}$ we know $\Gamma$ and $\Lambda$ are continuous maps. Fix an arbitrary $t \geq 0$ and $F \in \mathcal{B}(\mathcal{M})$. It can be verified (see the proof of [26] Theorem 5.12]) that $\overline{Q}_t(F \circ \Gamma)(\overline{\mu}) = (Q_t F) \circ \Gamma(\overline{\mu})$ for each $\overline{\mu} \in \mathcal{M}(\overline{E})$. From this we can verify that $Q_t F = (\overline{Q}_t (F \circ \Gamma)) \circ \Lambda$ is a real valued bounded Borel function on $\mathcal{M}$. Therefore, the semigroup $(Q_t)_{t \geq 0}$ preserves $\mathcal{B}(\mathcal{M})$ as desired. \qed
Proof of Lemma 4.13 (1). Fix arbitrary $0 < \delta < \epsilon$. From (4.6), we have
\[
\sum_{k=1}^{\infty} 1_{(-\infty,0)}(s_k) y_k e^{\epsilon s_k} \phi(\tilde{\xi}_k) = \int_{\mathbb{R} \times \mathbb{R}_+} 1_{\{s \leq 0\}} y e^{\epsilon s} \phi(\tilde{\xi}) \mathcal{D}(ds, dy) = I + II,
\]
where
\[
I := \int_{\mathbb{R} \times \mathbb{R}_+} 1_{\{y \leq \frac{-\epsilon \delta s}{\phi(\tilde{\xi})} , s \leq 0\}} y e^{\epsilon s} \phi(\tilde{\xi}) \mathcal{D}(ds, dy),
\]
\[
II := \int_{\mathbb{R} \times \mathbb{R}_+} 1_{\{y > \frac{-\epsilon \delta s}{\phi(\tilde{\xi})} , s \leq 0\}} y e^{\epsilon s} \phi(\tilde{\xi}) \mathcal{D}(ds, dy).
\]
We first show that $II < \infty$, Q-a.s. In fact, from (4.5) and (4.6),
\[
Q\left[ \int_{-\infty}^{0} ds \int_{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}}^{\infty} y y(\tilde{\xi}, dy) \right] = \int_{-\infty}^{0} ds \int_{E} \tilde{\nu}(dx) \int_{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}}^{\infty} y y(x, dy)
\]
\[
= \int_{-\infty}^{0} ds \int_{E} \phi(x) \nu(dx) \int_{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}}^{\infty} y y(x, dy)
\]
\[
= \int_{E} \nu(dx) \int_{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}}^{\infty} y \phi(x) y(x, dy) \int_{-\infty}^{0} ds = \frac{\mathcal{E}}{\delta} < \infty.
\]
Therefore, we have Q-almost surely
\[
\int_{\mathbb{R} \times \mathbb{R}_+} \left[ 1 \wedge \left( \int_{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}}^{\infty} y y(\tilde{\xi}, dy) \right) \right] ds \cdot y y(\tilde{\xi}, dy)
\]
\[
\leq \int_{\mathbb{R} \times \mathbb{R}_+} 1_{\{y > \frac{-\epsilon \delta s}{\phi(\tilde{\xi})} , s \leq 0\}} ds \cdot y y(\tilde{\xi}, dy) < \infty.
\]
Now from (4.6) and [22, Theorem 2.7(i)] we have $Q(II < \infty | \mathcal{E}) = 1$. We then show that $I < \infty$, Q-a.s. In fact, from (4.5) and (4.6),
\[
Q[I] = Q[Q[I|\mathcal{E}]] = Q\left[ \int_{-\infty}^{0} ds \int_{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}}^{\infty} y y(\tilde{\xi}, dy) \right]
\]
\[
= Q\left[ \int_{-\infty}^{0} ds \int_{0}^{1} e^{\epsilon s} y^2 \phi(\tilde{\xi}) y y(\tilde{\xi}, dy) + \int_{-\infty}^{0} ds \int_{1}^{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}} e^{\epsilon s} y \phi(\tilde{\xi}) y y(\tilde{\xi}, dy) \right]
\]
\[
\leq Q\left[ \int_{-\infty}^{0} ds \int_{0}^{1} e^{\epsilon s} y^2 \phi(\tilde{\xi}) y y(\tilde{\xi}, dy) + \int_{-\infty}^{0} ds \int_{1}^{\frac{-\epsilon \delta s}{\phi(\tilde{\xi})}} e^{(\epsilon s)} y y(\tilde{\xi}, dy) \right]
\]
\[
\leq \|\phi\|_{\infty} \int_{-\infty}^{0} e^{\epsilon s} ds \int_{E} \tilde{\nu}(dx) \int_{0}^{1} y^2 y(x, dy) + \int_{-\infty}^{0} e^{(\epsilon s)} ds \int_{E} \tilde{\nu}(dx) \int_{1}^{\infty} y y(x, dy)
\]
\[
< \infty.
\]
Now the desired result of this lemma follows. \qed
Proof of Lemma 4.13 (2). Fix the arbitrary $\epsilon > 0$ and $s_0 \geq 0$. Define a constant
\begin{equation}
K := \max\{\|\phi\|_\infty, e^{\epsilon s_0}\},
\end{equation}
and random variables
\begin{equation}
\eta_T := \int_{-T}^{0} ds \int_{\mathbb{R}^d} y \pi(\xi_s, dy), \quad T \in (0, \infty].
\end{equation}

**Step 1.** We will show that $Q[\eta_\infty] = \infty$. In particular, this implies that there exists a $t_1 > 0$ such that $Q[\eta_T] > 0$ for all $T \geq t_1$. To show that $Q[\eta_\infty] = \infty$, we note from (4.5) and Fubini’s theorem that
\begin{equation}
Q[\eta_\infty] = \int_{-\infty}^{0} ds \int_{E} \hat{\nu}(dx) \int_{\mathbb{R}^d} y \pi(x, dy)
\end{equation}
\begin{equation}
= \int_{E} \phi(x) \nu(dx) \int_{\mathbb{R}^d} y \pi(x, dy) \int_{-1}^{0} \frac{1}{\epsilon} \log\left(\frac{\phi(x)}{K}\right) ds
\end{equation}
\begin{equation}
= \frac{1}{\epsilon} \int_{E} \phi(x) \nu(dx) \int_{\mathbb{R}^d} y \pi(x, dy)
\end{equation}
\begin{equation}
\geq \frac{1}{\epsilon} \int_{E} \nu(dx) \int_{\mathbb{R}^d} y \phi(x) \log(\phi(x)) \pi(x, dy) - A/\epsilon,
\end{equation}
where
\begin{equation}
A := \ln K \cdot \sup_{x \in E} \int_{1}^{\infty} y \pi(x, dy) < \infty.
\end{equation}
Since
\begin{equation}
\int_{E} \nu(dx) \int_{\mathbb{R}^d} y \phi(x) \log(\phi(x)) \pi(x, dy) = \mathcal{E} = \infty
\end{equation}
and
\begin{equation}
\int_{E} \nu(dx) \int_{\mathbb{R}^d} y \phi(x) \log(\phi(x)) \pi(x, dy) \leq K \log K \int_{E} \nu(dx) \int_{\mathbb{R}^d} y \pi(x, dy) < \infty,
\end{equation}
we get that
\begin{equation}
\int_{E} \nu(dx) \int_{\mathbb{R}^d} y \phi(x) \log(\phi(x)) \pi(x, dy) = \infty.
\end{equation}
Now the desired result in this step follows from (A.2), (A.3) and above.

**Step 2.** We will show that $Q[\eta_T] < \infty$ for all $T \in (0, \infty)$. From (4.5), (A.1) and Fubini’s theorem, we have
\begin{equation}
Q[\eta_T] = \int_{-T}^{0} ds \int_{E} \hat{\nu}(dx) \int_{\mathbb{R}^d} y \pi(x, dy) \leq \int_{-T}^{0} ds \int_{E} \hat{\nu}(dx) \int_{1}^{\infty} y \pi(x, dy)
\end{equation}
\begin{equation}
\leq T \cdot \sup_{x \in E} \int_{1}^{\infty} y \pi(x, dy) < \infty.
\end{equation}
Step 3. We will show that there exists a \( t_2 > 0 \) such that for any \( t > t_2, \ x \in E \), and \( f \in \text{bpB}(E) \), it holds that \( S_t f(x) \leq 2\tilde{\nu}(f) \). In fact, let \( H \) be as in (1.14), then there exists a \( t_2 > 0 \) such that for any \( t > t_2, \ x \in E \) and \( f \in \text{bpB}(E) \), \( |H_t(\phi f)(x)| \leq 1 \). Now for any \( t > t_2, \ x \in E \) and \( f \in \text{bpB}(E) \), we can verify from (3.4) and (1.13) that

\[
S_t f(x) = \frac{1}{\phi(x)e^\lambda} T_t(\phi f)(x) = \nu(\phi f)(1 + H_t(\phi f)(x)) \leq 2\tilde{\nu}(f).
\]

Step 4. Let \( t_0 := \max\{t_1, t_2\} \). We will show that there exists a constant \( C_5 > 0 \) such that for all \( T > t_0 \), it holds that \( Q[\eta_T^2] \leq C_5 Q[\eta_T]^2 \). To do this we note that for any \( T > t_0 \),

\[
Q[\eta_T^2] = Q\left[ \left( \int_{-T}^0 dt \int_{K_{\xi_0} - t \phi(\xi)}^\infty r \pi(x, du) \right) \cdot \left( \int_{-T}^0 ds \int_{K_{\xi_0} - s \phi(\xi)}^\infty u \pi(x, du) \right) \right]
\]

\[
= 2Q\left[ \int_{-T}^0 dt \int_{K_{\xi_0} - t \phi(\xi)}^\infty r \pi(\xi, du) \int_t^{(t+T) \wedge 0} ds \int_{K_{\xi_0} - s \phi(\xi)}^\infty u \pi(\xi, du) \right] = \text{III} + \text{IV}
\]

where

\[
\text{III} := 2Q\left[ \int_{-T}^0 dt \int_{K_{\xi_0} - t \phi(\xi)}^\infty r \pi(\xi, du) \int_t^{(t+T) \wedge 0} ds \int_{K_{\xi_0} - s \phi(\xi)}^\infty u \pi(\xi, du) \right]
\]

and

\[
\text{IV} := 2Q\left[ \int_{-T}^0 dt \int_{K_{\xi_0} - t \phi(\xi)}^\infty r \pi(\xi, du) \int_t^0 ds \int_{K_{\xi_0} - s \phi(\xi)}^\infty u \pi(\xi, du) \right].
\]

We first show that there exists a constant \( C_6 > 0 \) such that for all \( T > t_0 \), it holds that \( \text{III} \leq C_6 Q[\eta_T]^2 \). In fact, note \( t \mapsto Q[\eta_T] \) is non-decreasing, we have for any \( T > t_0 \),

\[
\text{III} \leq 2Q\left[ \int_{-T}^0 dt \int_{K_{\xi_0} - t \phi(\xi)}^\infty r \pi(\xi, du) \int_t^{(t+T) \wedge 0} ds \int_{K_{\xi_0} - s \phi(\xi)}^\infty u \pi(\xi, du) \right]
\]

\[
\leq 2t_0 \left( \sup_{x \in E} \int_1^\infty u \pi(x, du) \right) Q[\eta_T] \leq \frac{2t_0}{Q[\eta_{t_0}]} \left( \sup_{x \in E} \int_1^\infty u \pi(x, du) \right) Q[\eta_T]^2.
\]

Note that from Step 1,

\[
\frac{2t_0}{Q[\eta_{t_0}]} \left( \sup_{x \in E} \int_1^\infty u \pi(x, du) \right) < \infty.
\]

We now show that for any \( T > t_0 \), \( \text{IV} \leq 4Q[\eta_T]^2 \). For fixed \( T > t_0 \), it follows from Fubini’s theorem and (1.15) that

\[
\text{IV} = Q \left[ \int_{-T}^{-t_0} dt \int_{K_{\xi_0} - t \phi(\xi)}^\infty r \pi(\xi, du) \int_t^{t+T} ds \int_{K_{\xi_0} - s \phi(\xi)}^\infty u \pi(\xi, du) \right]
\]

\[
= 2 \int_{-T}^{-t_0} Q \left[ \int_{K_{\xi_0} - t \phi(\xi)}^\infty r \pi(\xi, du) \int_t^{t+T} ds \int_{K_{\xi_0} - s \phi(\xi)}^\infty u \pi(\xi, du) \right] dt
\]
\[ = 2 \int_{-T}^{-t_0} \var{t} Q \left[ \int_{\mathcal{K}_{e^{-t} \rho(s)}(t)} \var{t} (\xi_t, dr) \int_{t_0}^0 ds \int_{\mathcal{K}_{e^{-s} \rho(s)}(s)} u \var{t} (\xi_s, du) \var{t} \right] dt \]
\[ = 2 \int_{-T}^{-t_0} \var{t} \left[ \int_{\mathcal{K}_{e^{-t} \rho(s)}(t)} \var{t} (\xi_t, dr) \int_{t_0}^0 \var{t} \left[ \int_{\mathcal{K}_{e^{-s} \rho(s)}(s)} u \var{t} (\xi_s, du) \var{t} \right] ds \right] dt \]
\[ = 2 \int_{-T}^{-t_0} \var{t} \left[ \int_{\mathcal{K}_{e^{-t} \rho(s)}(t)} \var{t} (\xi_t, dr) \int_{t_0}^0 \var{t} (\xi_s, du) \var{t} ds \right] \var{t} (\xi_t) \var{t} \right] dt \]

(A.5) \[ = 2 \int_{-T}^{-t_0} dt \int_E \var{t}(dy) \int_{\mathcal{K}_{e^{-s} \rho(y)}} \var{t}(y, dr) \int_{t_0}^0 \var{t}(\xi_s, du) \var{t} ds, \]

where, for any \( t \in \mathbb{R} \), \( \var{t} := \sigma(\xi_s : s \in (-\infty, t]) \), and for any \( s \leq 0 \) and \( y \in E \),

(A.6) \[ h_s(y) := \int_{\mathcal{K}_{e^{-s} \rho(y)}} u \var{t}(y, du) \leq \sup_{x \in E} \int_{t_0}^0 u \var{t}(x, du) < \infty. \]

Note for any \( t \in (-T, -t_0) \) and \( s \in (t + t_0, 0) \), we have \( s - t \geq t_0 \geq t_j \), which, together with Step 3, implies that for any \( y \in E \), \( S_{s-t} h_s(y) \leq 2 \var{t}(h_s) \). Therefore, from (A.4), (A.5) and (A.6), we have

IV \[ \leq 4 \int_{-T}^{-t_0} dt \int_E \var{t}(dy) \int_{\mathcal{K}_{e^{-s} \rho(y)}} \var{t}(y, dr) \int_{t_0}^0 \var{t}(h_s) ds \]
\[ \leq 4 \int_{-T}^0 \var{t}(h_t) dt \cdot \int_{-T}^0 \var{t}(h_s) ds = 4Q[\var{t}]^2. \]

Now the desired result in this step follows.

**Step 5.** We show that \( Q(\eta_\infty = \infty) > 0 \). Note that for any \( T \geq 0 \), from the Cauchy-Schwartz inequality,

\[ \sqrt{Q[\var{t}]^2 Q(\eta_T \geq \frac{1}{2} Q[\var{t}])} \geq Q[\var{t} 1_{\{\eta_T \geq \frac{1}{2} Q[\var{t}]\}}] \]
\[ = Q[\var{t}] - Q[\var{t} 1_{\{\eta_T < \frac{1}{2} Q[\var{t}]\}}] \geq Q[\eta_T] - Q\left[ \frac{1}{2} Q[\var{t}] 1_{\{\eta_T < \frac{1}{2} Q[\var{t}]\}} \right] \geq \frac{1}{2} Q[\eta_T]. \]

Let \( t_0 \) be as in Step 4. Then, there exists a \( C_7 > 0 \) such that for any \( T \geq t_0 \),

(A.7) \[ Q\left( \eta_\infty \geq \frac{1}{2} Q[\eta_T] \right) \geq Q\left( \eta_T \geq \frac{1}{2} Q[\eta_T] \right) \geq \frac{Q[\eta_T]^2}{4Q[\var{t}]} \geq C_7. \]

By the monotone convergence theorem and Step 1, we have

\[ Q[\var{t}] \xrightarrow{T \to \infty} Q[\eta_\infty] = \infty. \]

Now by (A.7) and the monotone convergence theorem again,

\[ Q(\eta_\infty = \infty) = \lim_{T \to \infty} Q\left( \eta_\infty \geq \frac{1}{2} Q[\eta_T] \right) \geq C_7. \]

**Step 6.** We will show that \( \var{t} \) is an ergodic measure of the semigroup \( (S_t)_{t \geq 0} \) in the sense of [5] Section 3.2]. To do this, we claim that for any \( \varphi \in L^2(\var{t}) \) satisfying \( S_t \varphi = \varphi \) in
$L^2(\nu)$ for all $t \geq 0$, it holds that $\varphi$ is a constant $\nu$-a.e. In fact for $\nu$-almost every $x \in E$, from (1.4) and (4.4), we have
\[
\varphi(x) = S_t\varphi(x) = \frac{1}{e^{M_\phi(x)}}T_t(\phi\varphi^+)(x) - \frac{1}{e^{M_\phi(x)}}T_t(\phi\varphi^-)(x)
\]
\[
= \nu(\phi\varphi^+)(1 + H_t(\phi\varphi^+)(x)) - \nu(\phi\varphi^-)(1 + H_t(\phi\varphi^-)(x)) \xrightarrow{t \to \infty} \nu(\varphi),
\]
which implies the desired claim. Now the desired result in this step follows from [5, Theorem 3.2.4].

Step 7. We will show that $\{\eta_\infty = \infty\}$ is an invariant event for this ergodic process $(\tilde{\xi}_t)_{t \in \mathbb{R}}$ under $Q$ in the sense that, for any $t \in \mathbb{R}$, $Q(A_0 \Delta A_t) = 0$ where
\[
A_t := \left\{ \int_{-\infty}^0 ds \int_{\frac{K_{r+t}}{\phi(\xi_t)}}^\infty y\pi(\xi_{s+t}, dy) = \infty \right\}, \quad t \in \mathbb{R}.
\]
We first claim that
\[
(A.8) \quad A_r \subset A_{r-t}, \quad r \in \mathbb{R}, t > 0.
\]
In fact, on the event $A_r$ we have
\[
\int_{-\infty}^0 ds \int_{\frac{K_{r-t}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t}, dy) \geq \int_{-\infty}^0 ds \int_{\frac{K_{r-t}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t-r}, dy)
\]
\[
= \int_{-\infty}^{-t} ds \int_{\frac{K_{r}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t}, dy)
\]
\[
= \int_{-\infty}^0 ds \int_{\frac{K_{r}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t}, dy) - \int_{-t}^0 ds \int_{\frac{K_{r}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t}, dy)
\]
\[
\geq \int_{-\infty}^0 ds \int_{\frac{K_{r}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t}, dy) - |t| \cdot \sup_{x \in E} \int_1^\infty y\pi(x, dy) = \infty,
\]
as claimed. We then claim that for any $r \in \mathbb{R}$ and $t \geq 0$, $Q$-almost surely,
\[
(A.9) \quad \int_{-\infty}^0 ds \int_{\frac{K_{r-t}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t}, dy) < \infty.
\]
In fact, by (4.5),
\[
Q\left[ \int_{-\infty}^0 ds \int_{\frac{K_{r-t}}{\phi(\xi_{s+t})}}^\infty y\pi(\xi_{s+t}, dy) \right] = \int_{-\infty}^0 d\tilde{\nu}(dx) \int_{\frac{K_{r-t}}{\phi(x)}}^\infty y\pi(x, dy)
\]
\[
= \int_E \tilde{\nu}(dx) \int_{\frac{K_{r-t}}{\phi(x)}}^\infty y\pi(x, dy) \int_{-\frac{1}{\varepsilon} \log \frac{\psi(x)}{K}}^{-\frac{1}{\varepsilon} \log \frac{\psi(x)}{K} + t} ds
\]
\[
= t \int_E \tilde{\nu}(dx) \int_{\frac{K_{r-t}}{\phi(x)}}^\infty y\pi(x, dy) \leq t \cdot \sup_{x \in E} \int_{e^{-t}}^\infty y\pi(x, dy) < \infty
\]
which implies the claim. Finally, we claim that
(A.10) \[ A_r \cap \Omega_{r,t} \subset A_{r+t}, \quad r \in \mathbb{R}, t > 0, \]
where \( \Omega_{r,t} \) is the event that (A.9) holds. In fact, on the event \( A_r \cap \Omega_{r,t} \) we have
\[
\int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s+r+t})} y\pi(\tilde{\xi}_{s+r+t}, dy)
\]
\[
= \int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s+r+t})} y\pi(\tilde{\xi}_{s+r+t}, dy) - \int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s+r+t})} y\pi(\tilde{\xi}_{s+r+t}, dy)
\]
\[
\geq \int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s+r+t})} y\pi(\tilde{\xi}_{s+r+t}, dy) - \int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s+r+t})} y\pi(\tilde{\xi}_{s+r+t}, dy)
\]
as claimed. Now, for any \( r < t \) in \( \mathbb{R} \), from (A.9), we know that \( Q(A_t \setminus A_r) = 0 \); from (A.9) and (A.10), we know that \( Q(A_r \setminus A_t) = 0 \). Therefore, the desired result in this step follows.

**Final Step.** From steps 5, 7 and [5, Theorem 1.2.4.(i)], we get that
(A.11) \[ \int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s})} y\pi(\tilde{\xi}_{s}, dy) = \infty, \quad Q\text{-a.s.} \]

From (4.5), we know that \( (\tilde{\xi}_s)_{s \in \mathbb{R}} \) has the same distribution as \( (\tilde{\xi}_{s-s_0})_{s \in \mathbb{R}} \). Therefore we have from (A.11) that
\[
\int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s-s_0})} y\pi(\tilde{\xi}_{s-s_0}, dy) = \infty, \quad Q\text{-a.s.}
\]
Now we have Q-a.s.,
\[
\int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s})} y\pi(\tilde{\xi}_{s}, dy) = \int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s-s_0})} y\pi(\tilde{\xi}_{s-s_0}, dy)
\]
\[
\geq \int_{-\infty}^{0} ds \int_{-\infty}^{\infty} \frac{K_{e^{-s}}}{\phi(\xi_{s-s_0})} y\pi(\tilde{\xi}_{s-s_0}, dy) = \infty
\]
as desired. \( \square \)
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