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Abstract. A classical theorem of Luzin states that a measurable function of one real variable is ‘almost’ continuous. For measurable functions of several variables the analogous statement (continuity on a product of sets having almost full measure) does not hold in general. The search for a correct analogue of Luzin’s theorem leads to a notion of virtually continuous functions of several variables. This apparently new notion implicitly appears in the statements of embedding theorems and trace theorems for Sobolev spaces. In fact it reveals the nature of such theorems as statements about virtual continuity. The authors’ results imply that under the conditions of Sobolev theorems there is a well-defined integration of a function with respect to a wide class of singular measures, including measures concentrated on submanifolds. The notion of virtual continuity is also used for the classification of measurable functions of several variables and in some questions on dynamical systems, the theory of polymorphisms, and bistochastic measures. In this paper the necessary definitions and properties of admissible metrics are recalled, several definitions of virtual continuity are given, and some applications are discussed.
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1. Introduction. Admissible metrics

We consider a standard (Lebesgue–Rokhlin) probability space with continuous (atomless) measure, which is isomorphic to the interval $[0,1]$ with Lebesgue measure. The first author [13], [16], [19] proposed considering on a fixed standard measure space $(X, \mathcal{A}, \mu)$ different (admissible) metrics, in contrast to the usual approach, when a metric space is fixed and Borel measures on it vary. Such an approach is useful and necessary in ergodic theory and other situations. Matching the metric and measure structures leads to the notion of a metric (or admissible) triple.

**Definition 1.** A metric (or semimetric) $\rho$ which is measurable as a function of two variables on a standard measure space $(X, \mathcal{A}, \mu)$ is said to be admissible if there is a measurable subset $X_0 \subset X$ of full measure, $\mu(X_0) = 1$, such that the metric (respectively, semimetric) space $(X_0, \rho)$ is separable.

A standard measure space $(X, \mu)$ equipped with an admissible (semi)metric $\rho$ is called an admissible metric triple or just an admissible triple $(X, \mu, \rho)$.

Properties of admissible semimetrics and metrics are studied in detail in our previous papers [10], [24]. In particular, a number of equivalent definitions of admissibility are given.

Since the space is standard, the following result is easy to establish.

**Proposition 1.** If $\rho$ is an admissible metric on $(X, \mathcal{A}, \mu)$, then the completed Borel $\sigma$-algebra $\mathcal{B} = \mathcal{B}(X, \rho)$ coincides with $\mathcal{A}$, and the measure $\mu$ is inner regular with respect to the metric $\rho$, that is, for any $A \in \mathcal{A}$ one has

$$\mu(A) = \sup\{\mu(K): K \subset A, K \text{ is compact in the metric } \rho\}.$$ 

Thus, for any admissible metric the initial measure $\mu$ is a Radon measure in the space $(X, \rho)$.
Proof. Measurability of Borel sets, that is, the inclusion \( \mathcal{B} \subset \mathfrak{A} \), was proved in [24]. Let us now prove inner regularity, which implies the reverse inclusion. There is a subset \( X_0 \subset X \) with \( \mu(X_0) = 1 \) such that the metric space \((X_0, \rho)\) is separable. Denote by \( \mathfrak{A}_0 \) the restriction of \( \mathfrak{A} \) to \( X_0 \). Note that we can choose \( X_0 \) to be closed in \( X \) in the metric \( \rho \), and this implies that \( X \setminus X_0 \in \mathcal{B} \). Let \( X_1 \) be the completion of the metric space \((X_0, \rho)\). Define a measure \( \mu_1 \) on the Borel \( \sigma \)-algebra \( \mathfrak{B}_1 = \mathfrak{B}(X_1, \rho) \) of the Polish space \((X_1, \rho)\) by extending \( \mu \) from \( \mathfrak{B}_0 = \mathfrak{B}(X_0, \rho) \) and setting \( \mu_1(X_1 \setminus X_0) = 0 \). Let \( \mathfrak{B}_1 \) be the completion of the \( \sigma \)-algebra \( \mathfrak{B}_1 \) with respect to the measure \( \mu_1 \). Note that \((X_1, \mathfrak{B}_1, \mu_1)\) is a Lebesgue space as a Polish space with a Borel probability measure on the completed Borel \( \sigma \)-algebra. Moreover, the map

\[
\text{id}: (X_0, \mathfrak{A}_0, \mu) \to (X_1, \mathfrak{B}_1, \mu_1)
\]

is an injective measure-preserving map of Lebesgue spaces. By the lemma in §5 of [11], for such a map the image of any measurable set is also measurable. Thus, \( \mathfrak{A}_0 \subset \mathfrak{B}_1 \). Since \( \mathfrak{A}_0 \) is a \( \sigma \)-algebra on \( X_0 \), the restrictions of the \( \sigma \)-algebras \( \mathfrak{B} \) and \( \mathfrak{B}_1 \) to \( X_0 \) coincide, and \( X_0 \in \mathfrak{B}_1 \), it follows that \( \mathfrak{A}_0 \subset \mathfrak{B}_1 \). Since \( \mu(X \setminus X_0) = 0 \), we get that \( \mathfrak{A} = \mathfrak{B} \). Recall that any Borel probability measure on a Polish space is inner regular. Let us prove the inner regularity of the measure \( \mu \) on the (possibly not complete) metric space \((X, \rho)\). Consider any set \( A \in \mathfrak{A} \). Then \( A \cap X_0 \in \mathfrak{B}_1 \), and using the inner regularity of the measure \( \mu_1 \) on the Polish space \((X_1, \rho)\), we can find a compact set \( K \subset A \cap X_0 \) for which

\[
\mu(K) = \mu_1(K) > \mu_1(A \cap X_0) - \varepsilon = \mu(A) - \varepsilon
\]

for any fixed \( \varepsilon > 0 \), as required. \( \square \)

Gromov in [3] suggested considering arbitrary metric triples \((X, \mu, \rho)\), which he called \( mm \)-spaces, and he asked about their classification, having in mind classical situations (Riemannian manifolds and so on). It is natural to consider admissible triples in this framework. We define equivalence of admissible triples up to measure-preserving isometries: \((X, \mu, \rho) \sim (X', \mu', \rho')\) if

\[
\exists T: X \to X', \quad T\mu = \mu', \quad T^{-1}\mu' = \mu, \quad \rho'(Tx, Ty) = \rho(x, y).
\]

Here is the main result on this equivalence.

**Theorem 1** (Gromov [3], Vershik [13]). Consider the map \( F_\rho: X^\infty \times X^\infty \to M_\infty(\mathbb{R}) \) given by

\[
F_\rho(\{x_i, y_j\}_{(i,j) \in \mathbb{N} \times \mathbb{N}}) = \{\rho(x_i, y_j)\}_{(i,j) \in \mathbb{N} \times \mathbb{N}},
\]

and equip the infinite product \( X^\infty \times X^\infty \) with the product measure \( \mu^\infty \times \mu^\infty \). Let \( D_\rho \) denote the measure on the space of matrices (that is, the random matrix of distances) which is the \( F_\rho \)-image of the measure \( \mu^\infty \times \mu^\infty \), and call it the matrix distribution of the metric \( \rho \). Then it is a complete invariant of the above equivalence of admissible metrics.

In other words,

\[
(X, \mu, \rho) \sim (X', \mu', \rho') \iff D_\rho = D_{\rho'}.
\]
In [14] this result was generalized to so-called pure measurable functions of several variables.

The following lemma is useful in the theory of admissible metrics.

**Lemma 1.** Let $\rho_1$ and $\rho_2$ be admissible semimetrics on the standard measure space $(X, \mu)$, and let $\rho_1$ be a metric. Then for any $\varepsilon > 0$ there is a measurable subset $K \subset X$ such that $\mu(K) > 1 - \varepsilon$ and the semimetric $\rho_2$ (as a function of two variables) is continuous on $K \times K$ with respect to the metric $\rho_1$.

**Proof.** Consider the admissible metric $\rho = \rho_1 + \rho_2$. Choose a compact set $K$ in this metric so that $\mu(K) > 1 - \varepsilon$. Let us show that $\rho$ (hence $\rho_2$) is continuous on the metric space $(K \times K, \rho_1 \times \rho_1)$. The triangle inequality reduces this desired continuity to the following fact: given $\delta > 0$ there exists a $\sigma > 0$ such that $\rho(x, y) < \delta$ whenever $x, y \in K$ and $\rho_1(x, y) < \sigma$. If this is not true, then there exist $\delta > 0$ and two sequences $\{x_n\}, \{y_n\}$ in $K$ for which $\rho(x_n, y_n) > \delta$ but $\rho_1(x_n, y_n) \to 0$. Since $(K, \rho)$ is compact, we can suppose without loss of generality that there exist $x, y \in K$ such that

$$\rho(x_n, x) \to 0, \quad \rho(y_n, y) \to 0.$$ 

But then

$$\rho_1(x_n, x) \leq \rho(x_n, x) \to 0, \quad \rho_1(y_n, y) \leq \rho(y_n, y) \to 0.$$ 

Thus, $\rho_1(x, y) = 0$, while $\rho(x, y) \geq \delta$. This contradicts the assumption that $\rho_1$ is a metric. \qed

Lemma 1 has the following immediate consequence.

**Corollary 1.** Let $\rho_1$ and $\rho_2$ be two admissible metrics on the standard measure space $(X, \mu)$. Then for any $\varepsilon > 0$ there exists a set $K \subset X$ such that $\mu(K) > 1 - \varepsilon$ and the topologies defined by the metrics $\rho_1$ and $\rho_2$ on $K$ coincide.

2. Virtual continuity

2.1. Luzin’s theorem on measurable functions of one variable. In what follows we consider (measurable) real-valued functions, although most of our results remain true for maps to a standard Borel space, in particular, to a Polish space. The classical theorems of Egorov and Luzin on measurable functions of one variable are well known. The generalized Luzin theorem for an arbitrary admissible triple follows from the above results.

**Corollary 2** (Luzin’s theorem). Let $\rho$ be an admissible metric on the standard measure space $(X, \mu)$, and let $f$ be a measurable map from $X$ to the Polish space $(M, d)$. Then for any $\varepsilon > 0$ there is a measurable subset $K \subset X$ such that $\mu(K) > 1 - \varepsilon$ and $f$ is continuous on $K$ with respect to the metric $\rho$.

**Proof.** Let

$$\rho_1(x, y) = \rho(x, y) + d(f(x), f(y)).$$

Then $\rho_1$ is a trivial example of an admissible metric with respect to which $f$ is continuous almost everywhere. By Corollary 1 there is a subset $K$ having measure $\mu(K) > 1 - \varepsilon$ on which this continuity implies continuity with respect to $\rho$. \qed
But we shall see that this does not hold for arbitrary functions of several variables.

2.2. Definitions and first examples. Let \( f(\cdot, \cdot) \) be a measurable function of two variables. Then the analogue of Luzin’s theorem, that is, continuity on a product \( X' \times Y' \) of sets with measure \( > 1 - \varepsilon \) with respect to a given metric of the form

\[
\rho([x_1, y_1], [x_2, y_2]) = \rho_X(x_1, x_2) + \rho_Y(y_1, y_2),
\]

is not true in general. This leads to the following key notion of our survey. (The sum of metrics can be replaced by the maximum or by another metric giving the direct product topology, and to stress this we denote a general such metric by \( \rho_X \times \rho_Y \).

**Definition 2.** A measurable function \( f(\cdot, \cdot) \) on a product \((X, \mu) \times (Y, \nu)\) of standard measure spaces is said to be **properly virtually continuous** if for any \( \varepsilon > 0 \) there are sets \( X' \subset X \) and \( Y' \subset Y \) with measure at least \( 1 - \varepsilon \) and admissible semimetrics \( \rho_X \) and \( \rho_Y \) on \( X' \) and \( Y' \), respectively, such that the function \( f \) is continuous on \((X' \times Y', \rho_X \times \rho_Y)\).

A function which coincides with a properly virtually continuous function on a set of full measure in \( X \times Y \) is said to be **virtually continuous**. Virtually continuous functions of several variables are defined in the same way.

It is essential that an admissible metric with respect to which a measurable function becomes continuous is not arbitrary, but respects the direct product structure (in a more general setting it respects selected subalgebras; see below). It is easy to verify that there does not exist a universal metric of this type (that is, a metric such that virtual continuity implies continuity in this metric). This explains the non-trivial properties of the notion introduced.

It is clear that any admissible metric (as a measurable function of two variables) is virtually continuous. So is any function which is continuous with respect to a product of admissible metrics. Degenerate functions (or ‘finite-rank functions’)

\[
f(x, y) = \sum_{i=1}^{n} \varphi_i(x) \psi_i(y),
\]

where \( \varphi_i(\cdot) \) and \( \psi_i(\cdot) \), \( i = 1, \ldots, n \), are arbitrary measurable functions, are also virtually continuous. For a proof just use Luzin’s theorem for all the functions \( \varphi_i(\cdot) \) and \( \psi_i(\cdot) \), \( i = 1, \ldots, n \).

Less trivial examples of virtually continuous functions are given by functions in certain Sobolev classes and by kernels of trace-class operators. For virtually continuous functions there are well-defined restrictions to some subsets of zero measure—specifically, to the supports of (quasi-)bistochastic measures (see §3).

An easy example of a measurable function not virtually continuous on \([0, 1]^2\) is provided by the characteristic function of the triangle \( \{x \geq y\} \). In general, for functions on the square of a compact group which depend on the ratio of the two variables the criterion for virtual continuity is simple.

**Proposition 2.** Let \( G \) be a compact metrizable group and \( f \) a Haar measurable function on \( G \). Then the function \( F(x, y) := f(xy^{-1}) \) on \( G \times G \) is virtually continuous if and only if \( f \) is equivalent to a continuous function.
We stress once more that the definition of virtual continuity is not topological but purely measure-theoretic in nature, that is, it uses only the measurable structure of spaces and measures on them (in other words, this concept has to do with objects in the category of measure spaces). This concept concerns the choice of various metrics on the measure space, as noted above. Thus, the direct meaning of Proposition 2 is that the group structure and the measure-theoretic structure allow us to reconstruct the topology.

2.3. Further properties of virtually continuous functions. First and foremost, virtually continuous functions automatically satisfy stronger conditions than are required in the definition.

Using Corollary 1, we first see immediately that metrics can be fixed a priori.

**Theorem 2.** Let the function \( f(\cdot, \cdot) \) be properly virtually continuous. Then for any admissible metrics \( \rho_X \) and \( \rho_Y \) on \( X \) and \( Y \) and for any \( \varepsilon > 0 \) there are sets \( X' \subset X \) and \( Y' \subset Y \) with measure at least \( 1 - \varepsilon \) such that \( f \) is continuous on \( (X' \times Y', \rho_X \times \rho_Y) \).

On the other hand, by a suitable choice of metrics we can take the sets \( X' \) and \( Y' \) in the definition to have full measure.

**Theorem 3.** Let the function \( f(\cdot, \cdot) \) be properly virtually continuous. Then there are sets \( X' \subset X \) and \( Y' \subset Y \) of full measure and admissible semimetrics \( \rho_{X'} \) and \( \rho_{Y'} \) on \( X' \) and \( Y' \), respectively, such that \( f \) is continuous on \( (X' \times Y', \rho_{X'} \times \rho_{Y'}) \).

**Proof.** Fix admissible metrics \( \sigma_X \) and \( \sigma_Y \) on \( X \) and \( Y \) respectively. For any \( n \) use Theorem 2 and find sets \( X_n \subset X \) and \( Y_n \subset Y \) of measure at least \( 1 - 2^{-n} \) such that \( f \) is continuous on \( (X_n \times Y_n, \sigma_X \times \sigma_Y) \). We define cut semimetrics on \( X \) by

\[
\rho_{X;n}(x, x') = \begin{cases} 
0 & \text{if } x, x' \in X_n \text{ or } x, x' \notin X_n, \\
1 & \text{if } x \in X_n, x' \notin X_n \text{ or } x' \in X_n, x \notin X_n.
\end{cases}
\]

The set \( X' = \bigcup_{n=1}^{\infty} \bigcap_{k>n} X_k \) has full measure. Next, define the metric \( \rho_X = \sigma_X + \sum_{n} 2^{-n} \rho_{X;n} \) (it is easy to verify that \( \rho_X \) is an admissible metric). The set \( Y' \) and the metric \( \rho_Y \) are defined similarly.

Let us prove that the function \( f(x, y) \) is continuous on \( (X' \times Y', \rho_X \times \rho_Y) \). Consider convergent sequences \( x_n \to x_0 \) and \( y_n \to y_0 \) in \( X' \) and \( Y' \), respectively. Let \( N \) be so large that \( x_0 \in X_N \) and \( y_0 \in Y_N \). Then convergence with respect to the semimetric \( \rho_{X;n} \) implies that \( x_n \in X_N \) for all sufficiently large \( n \), and similarly \( y_n \in Y_N \) for large \( n \). Now the convergence \( f(x_n, y_n) \to f(x_0, y_0) \) follows from the continuity of \( f \) on \( (X_N \times Y_N, \sigma_X \times \sigma_Y) \). \( \square \)

We establish the following corollary.

**Proposition 3.** If properly virtually continuous functions \( f(x, y) \) and \( g(x, y) \) coincide on a set of full measure in \( X \times Y \), then there are sets \( X' \subset X \) and \( Y' \subset Y \) of full measure such that \( f(x, y) = g(x, y) \) for all points \( x \in X', y \in Y' \).
**Proof.** We apply Theorem 3 to both functions \( f \) and \( g \). We can assume that the corresponding sets \( X' \subset X \) and \( Y' \subset Y \) of full measure coincide for \( f \) and \( g \) (take the intersection of the sets for \( f \) and for \( g \)), and the same for the admissible semimetrics \( \rho_X \) and \( \rho_Y \) (add the semimetrics for \( f \) and \( g \)). Moreover, we can assume that \( X' \) and \( Y' \) are the supports of the measures \( \mu|_{X'} \) and \( \nu|_{Y'} \). Now note that the set of points \( (x, y) \in X' \times Y' \) for which \( f(x, y) \neq g(x, y) \) is open in \( X' \times Y' \), and hence it either has positive measure (but this is impossible by our assumption) or it is empty (as required). \( \square \)

Thus, all properly virtually continuous functions equivalent to a given virtually continuous function coincide on a product of sets having full measure.

It is useful to think about a function of two variables on \( X \times Y \) as a map from \( X \) to the space of functions on \( Y \) (that is, \( f(x, y) \equiv f_x(y) \)). See [20] for details on using this idea in classifying measurable functions. Virtual continuity can be expressed in these terms by the following equivalent definition.

**Theorem 4.** The following properties of a function \( f(\cdot, \cdot) \) are equivalent:

(i) \( f \) is virtually continuous;

(ii) for any \( \varepsilon > 0 \) there are sets \( X' \subset X \) and \( Y' \subset Y \) of measure at least \( 1 - \varepsilon \) and an admissible semimetric \( \rho_Y \) on \( Y' \) such that the function \( f_x(\cdot) \) is equivalent to a continuous function on \((Y', \rho_Y)\) for almost all \( x \in X' \);

(iii) for any \( \varepsilon > 0 \) there are sets \( X' \subset X \) and \( Y' \subset Y \) of measure at least \( 1 - \varepsilon \) such that the set of functions \( f_x(\cdot) \) on \( Y' \) (where the variable \( x \) runs over \( X' \)) is totally bounded (precompact) as a metric subspace of \( L_\infty(Y') \);

(iv) for any \( \varepsilon > 0 \) there are sets \( X' \subset X \) and \( Y' \subset Y \) having measure at least \( 1 - \varepsilon \) such that the set of functions \( f_x(\cdot) \) on \( Y' \) (where the variable \( x \) runs over \( X' \)) is separable as a metric subspace of \( L_\infty(Y') \).

**Proof.** Clearly, (i) implies (ii) and (iii) implies (iv).

Let us prove (iii) assuming (ii). Removing appropriate sets of zero measure from \( X' \) and \( Y' \), we can suppose that the function \( f(x, \cdot) \) is equivalent to a continuous function on \( Y' \) for any \( x \in X' \), and that the function \( f(\cdot, y) \) is equivalent to a continuous function on \( X' \) for any \( y \in Y' \). Choose a compact subset \( Y_1 \subset Y' \) such that \( \nu(Y_1) > 1 - 2\varepsilon \). Next, replace \( Y_1 \) by the support \( \text{supp}(\nu|_{Y_1}) \) of the measure \( \nu \) restricted to \( Y_1 \). Now for continuous functions on \( Y_1 \), the distances in \( C(Y_1) \) and in \( L_\infty(Y_1) \) coincide. Let \( \mathcal{S} \) be a countable family of open balls in \( Y_1 \) which form a base for the topology. For \( x \in X' \) denote by \( f'_x(\cdot) \) a continuous function on \( Y_1 \) which is equivalent to \( f(x, \cdot) \). Let us prove that the map \( \Phi: x \mapsto f'_x(\cdot) \) is measurable as a map from \( X \) to \( C(Y_1) \) (with the Borel \( \sigma \)-algebra). It suffices to check that the pre-image of the ball

\[ X_g := \{ x \in X : \forall y \in Y_1 \mid f'_x(y) - g(y) \mid \leq r \} \]

is measurable for any continuous function \( g \in C(Y_1) \) and any positive \( r \). Note that the inequality \( |f'_x(y) - g(y)| \leq r \) holds for all \( y \in Y_1 \) if and only if the inequalities

\[ \frac{1}{\nu(B)} \left| \int_B f'_x(y) \, d\nu(y) - \int_B g(y) \, d\nu(y) \right| \leq r \]

for every Borel \( B \subset Y_1 \) holds. Note that the set of \( \nu \) for which this inequality holds is precisely \( \nu(\mathcal{S}) \). Hence to prove (iii), it suffices to prove that \( \nu(\mathcal{S}) \) is positive. This follows from

\[ \frac{1}{\nu(B)} \left| \int_B f'_x(y) \, d\nu(y) - \int_B g(y) \, d\nu(y) \right| \leq r \]
hold for all balls \( B \in \mathcal{S} \). But under the integral sign the function \( f'(x, \cdot) \), can be replaced by the equivalent function \( f(x, \cdot) \), and the map

\[
x \mapsto \int_B f(x, y) \, d\nu(y)
\]

is measurable with respect to \( x \). Thus, the set \( X_g \) is measurable as a countable intersection of measurable sets.

Therefore, the \( \Phi \)-pre-image of the measure \( \mu \) on \( X' \) is a Borel measure on \( C(Y_1) \). The space \( C(Y_1) \) is complete and separable, hence this measure is inner regular, and there is a compact set \( K \subset C(Y_1) \) such that \( \mu(\Phi^{-1}(K)) > 1 - 2\varepsilon \). But \( \varepsilon \) is arbitrary, and thus the function \( f(x, y) \) satisfies (iii).

It remains to show the virtual continuity of \( f \) assuming (iv). Fix \( \varepsilon > 0 \), and choose \( X' \) and \( Y' \) as in (iv). Denote by \( K \) a separable family of functions of the form \( f(x, \cdot) \) in \( L_\infty(Y') \). Let \( K' \) be a countable dense subfamily of \( K \). It is not hard to construct an admissible semimetric \( \rho \) on \( Y' \) such that any function in \( K' \) is \( \rho \)-continuous (such a semimetric can be constructed, for example, as a uniformly convergent series of metrics constructed for these functions separately). Let \( Y_1 \subset Y' \) be a compact set with respect to \( \rho \) and having measure at least \( 1 - 2\varepsilon \). We replace \( Y_1 \) (if necessary) by the support of the restriction of the measure \( \nu \) to \( Y_1 \). Now any open ball in \( Y_1 \) has positive measure. This implies that for continuous functions on \( Y_1 \) distances in \( C(Y_1) \) and \( L_\infty(Y_1) \) coincide. Thus, any function \( f(x, \cdot), x \in X' \), is equivalent to a unique continuous function \( f'(x, \cdot) \) on \( Y_1 \). We define a semimetric on \( X' \) by

\[
\rho_{X'}(x, x') = \|f'(x, \cdot) - f'(x', \cdot)\|_{C(Y_1)}.
\]

It is admissible since \( C(Y_1) \) is separable. The function \( f' \) is continuous on \( (X' \times Y_1, \rho_{X'} \times \rho) \). Indeed,

\[
|f'(x_n, y_n) - f'(x_0, y_0)| \leq |f'(x_n, y_n) - f'(x_0, y_n)| + |f'(x_0, y_n) - f'(x_0, y_0)|,
\]

and both summands tend to 0 as \( x_n \to x_0 \) and \( y_n \to y_0 \). The function \( f' \) is properly virtually continuous on \( X' \times Y_1 \). By Fubini’s theorem it is equivalent to the initial function \( f \) on \( X' \times Y_1 \). Since \( \varepsilon > 0 \) is arbitrary, this implies that \( f \) is virtually continuous. \( \square \)

It is remarkable that the spaces \( X \) and \( Y \) (that is, the arguments of the function) play different roles in (ii)–(iv). However, a posteriori this property appears to be symmetric under a change in the order of the variables. This is another demonstration of the non-triviality of the virtual continuity concept.

The above characteristics of virtual continuity easily imply that the virtually continuous functions form a nowhere dense subset of the space of all measurable functions of two variables (with the topology of convergence in measure).

### 2.4. Virtual topology

A function is continuous if and only if for any open set its pre-image is open. Virtual continuity of a function of two variables admits a similar characterization.

**Definition 3.** A measurable set \( Z \subset X \times Y \) is said to be virtually open if for some subsets \( X' \subset X \) and \( Y' \subset Y \) of full measure the set \( Z \cap (X' \times Y') \) is a countable
union of measurable rectangles \( R_i = A_i \times B_i, \ i = 1, 2, \ldots \). A set is said to be virtually closed if its complement is virtually open.

The meaning (and also the name) of this concept is explained by the following assertion.

**Lemma 2.** 1) Let \( X' \) and \( Y' \) be sets of full measure in \( X \) and \( Y \), respectively, let \( \rho_X \) and \( \rho_Y \) be admissible semimetrics on \( X' \) and \( Y' \), and let the set \( Z \subset X \times Y \) be such that \( Z \cap (X' \times Y') \) is open in \( (X' \times Y', \rho_X \times \rho_Y) \). Then \( Z \) is virtually open.

2) Conversely, for any virtually open set \( Z \) in \( X \times Y \) there are sets \( X' \) and \( Y' \) of full measure and admissible semimetrics \( \rho_X \) and \( \rho_Y \) such that \( Z \cap (X' \times Y') \) is open in \( (X' \times Y', \rho_X \times \rho_Y) \).

**Proof.** 1) Replacing the sets \( X' \) and \( Y' \) by suitable subsets of full measure, we can suppose that \( (X', \rho_X) \) and \( (Y', \rho_Y) \) are separable semimetric spaces in which all balls are \( \mu \)- and \( \nu \)-measurable, respectively. Then the topologies of these spaces have countable bases consisting of measurable sets, and thus the direct product topology has a countable base consisting of measurable rectangles. This implies that an open subset of \( X' \times Y' \) is a countable union of measurable rectangles, and hence it is virtually open.

2) For a given countable family of measurable sets in \( X \) we can construct an admissible semimetric in which they are each open (a possible construction is to sum cut semimetrics with rapidly decaying coefficients). Doing this for the \( X \)-projections of the countably many rectangles whose union is our virtually open set, we construct the required admissible semimetric on \( X \) (strictly speaking, on \( X' \)), and similarly for \( Y \).

**Theorem 5.** A measurable function \( f(x, y) \) on \( X \times Y \) is properly virtually continuous if and only if the \( f \)-pre-image of any open set on the real line is virtually open.

**Proof.** If \( f \) is properly virtually continuous, then by Theorem 3 it is continuous on the product \( (X' \times Y', \rho_X \times \rho_Y) \), where \( X' \subset X \) and \( Y' \subset Y \) have full measure and \( \rho_X \) and \( \rho_Y \) are admissible semimetrics. Then the \( f \)-pre-images of open sets on the real line have the structure described in Lemma 2.

Assume that the \( f \)-pre-image of any interval with rational endpoints on the real line is virtually open. Then there are sets \( X' \) and \( Y' \) of full measure such that for the restriction \( f : X' \times Y' \to \mathbb{R} \) all these pre-images are countable unions of measurable rectangles in \( X' \times Y' \) (\( X' \) and \( Y' \) can be taken to be intersections of corresponding sets of full measure). Considering series of cut semimetrics, we can easily construct admissible metrics on \( X' \) and \( Y' \) such that each of these countably many rectangles is open. Then the function \( f \) is continuous with respect to a pair of constructed admissible semimetrics on \( X' \times Y' \), and hence it is virtually continuous.

### 2.5. Thickness

Let us consider the space \( X \times Y \) with the product measure \( \mu \times \nu \). In its \( \sigma \)-algebra of measurable sets it is natural to single out the two \( \sigma \)-subalgebras determined by the projections onto \( X \) and \( Y \). We write \( A \overset{\text{mod}}{\subset} B \) if \( A, B \subset X \times Y \) and \( \mu \times \nu(B \setminus A) = 0 \). Also, we write \( \overset{\text{mod}}{\leq} \) or \( \overset{\text{mod}}{\geq} \) if the corresponding inequality holds \( (\mu \times \nu) \)-almost everywhere.
Definition 4. For a measurable set $Z \subset X \times Y$ define its *proper thickness* as

$$\text{sth}(Z) = \inf \{ \mu(\tilde{X}) + \nu(\tilde{Y}) : \tilde{X} \subset X, \tilde{Y} \subset Y, Z \subset (\tilde{X} \times \tilde{Y}) \cup (X \times \tilde{Y}) \}. \quad (1)$$

The *thickness* of a set $Z$ is defined as

$$\text{th}(Z) = \inf \{ \mu(\tilde{X}) + \nu(\tilde{Y}) : \tilde{X} \subset X, \tilde{Y} \subset Y, Z \mod 0 \subset (\tilde{X} \times \tilde{Y}) \cup (X \times \tilde{Y}) \}. \quad (2)$$

In other words,

$$\text{th}(Z) = \min \{ \text{sth}(Z) : Z \mod 0 \subset Z' \}. \quad (2)$$

The minimum in (2) is always attained, because we can consider the intersection of a minimizing sequence of sets.

The sets $\tilde{X} \times \tilde{Y}$ and $X \times \tilde{Y}$ are just sets from the chosen subalgebras, so we can generalize our definition of thickness to other choices of selected subalgebras in a standard measure space.

The following properties of thickness are immediate:

- the thickness of a set does not exceed 1 and equals 0 for and only for sets of measure 0;
- the thickness of a subset does not exceed the thickness of a set;
- the thickness of a set is no less than its measure;
- the thickness of a finite or countable union of sets does not exceed the sum of their thicknesses.

The following lemma is also not difficult.

Lemma 3. If a set $Z \subset X \times Y$ is virtually open, then $\text{th}(Z) = \text{sth}(Z)$.

Proof. It suffices to prove that

$$\text{sth}(Z) \leq \mu(\tilde{X}) + \nu(\tilde{Y}) \quad \text{if } Z \mod 0 \subset (\tilde{X} \times \tilde{Y}) \cup (X \times \tilde{Y}).$$

Replacing $X$ and $Y$ by suitable subsets of full measure in them, we can suppose that $Z = \bigcup_{i=1}^{\infty} (A_i \times B_i)$. Note that if

$$A_i \times B_i \mod 0 \subset (\tilde{X} \times \tilde{Y}) \cup (X \times \tilde{Y}), \quad (3)$$

then either $A_i \mod 0 \subset \tilde{X}$ or $B_i \mod 0 \subset \tilde{Y}$. In both cases we can add sets of measure zero to $\tilde{X}$ and $\tilde{Y}$ so that $\mod 0 \subset$ in (3) becomes just $\subset$. Doing this for all $i = 1, 2, \ldots$ successively, we obtain the required inequality. □

The following lemma provides an equivalent and sometimes more useful definition of thickness.

Lemma 4. For any $Z$ consider pairs of measurable functions $f : X \to [0,1]$ and $g : Y \to [0,1]$ for which $f(x) + g(y) \geq \chi_Z(x,y)$ (respectively, $f(x) + g(y) \geq \chi_Z(x,y)$). Then the proper thickness (respectively, thickness) of the set $Z$ is the infimum of $\int_X f \, d\mu + \int_Y g \, d\nu$. Moreover, this infimum is realized, as well as the infimum in (1).
Proof. Clearly, if $\bar{X} \subset X$ and $\bar{Y} \subset Y$ are sets such that $Z \subset (\bar{X} \times Y) \cup (X \times \bar{Y})$, then $f = \chi_{\bar{X}}$ and $g = \chi_{\bar{Y}}$ satisfy the inequality $f(x) + g(y) \geq \chi_Z(x, y)$. Thus, we just need to prove that $\int_X f + \int_Y g \geq \text{sth}(Z)$ whenever $f(x) + g(y) \geq \chi_Z(x, y)$. For any $t \in [0, 1]$ let

$$X_t = \{x \in X : f(x) \geq t\} \quad \text{and} \quad Y_t = \{y \in Y : g(y) \geq t\}.$$ 

Clearly, if $f(x) + g(y) \geq 1$, then for any $t$ either $x \in X_t$ or $y \in Y_{1-t}$. Hence, for any $t$ we have $\chi_Z(x, y) \leq \chi_{X_t}(x) + \chi_{Y_{1-t}}(y)$, and so $\text{sth}(Z) \leq \mu(X_t) + \nu(Y_{1-t})$. Integrating with respect to $t$, we find that

$$\text{sth}(Z) \leq \int_0^1 (\mu(X_t) + \nu(Y_{1-t})) \, dt = \int_X f + \int_Y g.$$ 

Moreover, if $\text{sth}(Z) = \int_X f + \int_Y g$, then for almost all $t \in [0, 1]$ the infimum in (1) is realized on the pair of sets $(X_t, Y_{1-t})$.

It remains to prove that there is a minimizing pair of functions. Consider a minimizing sequence of pairs $(f_n(x), g_n(y))$, with $\int f_n + \int g_n \rightarrow \text{sth}(Z)$. By the well-known Komlós theorem [6] we can assume that the sequence $f'_n := (f_1 + \cdots + f_n)/n$ converges to some function $f$ almost everywhere in $X$, and that $g'_n := (g_1 + \cdots + g_n)/n$ converges to some $g$ almost everywhere in $Y$. (Only the simple version of the Komlós theorem, in which the functions are uniformly bounded, is used here.)

Thus, we can suppose that

$$f(x) = \limsup_{n} f'_n(x) \quad \text{for all } x \in X,$$

$$g(y) = \limsup_{n} g'_n(y) \quad \text{for all } y \in Y.$$ 

It follows that $f(x) + g(y) \geq \chi_Z(x, y)$ for all $x \in X$ and $y \in Y$, and hence the pair $(f, g)$ is minimizing. \(\square\)

Using Lemma 4, we can establish ‘continuity of thickness from below’.

**Lemma 5.** Let $\{Z_n\}$ be an increasing sequence of measurable sets, and let $Z = \bigcup_n Z_n$. Then

$$\text{th}(Z) = \lim \text{th}(Z_n), \quad \text{sth}(Z) = \lim \text{sth}(Z_n).$$

**Proof.** Clearly, $\text{th}(Z) \geq \text{th}(Z_n)$ for all $n$, hence

$$\text{th}(Z) \geq \lim \text{th}(Z_n).$$

Let us prove the reverse inequality. We start with functions $f_n : X \to [0, 1]$ and $g_n : Y \to [0, 1]$ such that

$$f_n(x) + g_n(y) \mod 0 \geq \chi_{Z_n}(x, y) \quad \text{and} \quad \int_X f_n + \int_Y g_n \leq \text{th}(Z_n) + \frac{1}{n}.$$ 

Any bounded sequence in $L^2$ contains a weakly convergent subsequence, and using this twice we can suppose that $f_n$ converges weakly to $f$ in $L^2(X, \mu)$ and $g_n$ converges weakly to $g$ in $L^2(Y, \nu)$. Then $f_n(x) + g_n(y)$ converges to $f(x) + g(y)$ weakly
in $L^2(X \times Y, \mu \times \nu)$. Since passage to the weak limit preserves inequalities, we have $f: X \to [0, 1]$ and $g: Y \to [0, 1]$. Moreover, for any $n$

\[ f(x) + g(y) \equiv \chi_{Z_n}(x, y). \]

Hence,

\[ f(x) + g(y) \equiv \chi_Z(x, y). \]

But

\[ \int_X f + \int_Y g = \lim \left( \int_X f_n + \int_Y g_n \right) \leq \lim \text{th}(Z_n), \]

and thus $\text{th}(Z) \leq \lim \text{th}(Z_n)$.

For proper thickness in the above proof we would replace weak convergence in $L^2$ by convergence almost everywhere, which follows from the Komlós theorem [6].

We remark that thickness is not continuous from above: all the sets

\[ \left\{ (x, y) : 0 < |x - y| < \frac{1}{n} \right\} \subset [0, 1]^2 \]

have thickness 1, but their intersection is empty.

Now we define convergence of functions ‘in thickness’ by analogy with convergence ‘in measure’. This is convergence in the following metrizable topology.

**Definition 5.** We define a distance $\tau(f(\cdot, \cdot), g(\cdot, \cdot))$ between two arbitrary measurable functions of two variables as the infimum of the numbers $\varepsilon > 0$ such that

\[ \text{th}((x, y) : |f(x, y) - g(x, y)| > \varepsilon) \leq \varepsilon. \]

Convergence in this $\tau$-metric implies convergence in measure (but not vice versa).

**Lemma 6.** The set of measurable functions is complete in the $\tau$-metric.

**Proof.** Let \{\(f_n(\cdot, \cdot)\)\} be a Cauchy sequence of measurable functions in the $\tau$-metric. Passing to a subsequence if necessary, we can suppose that $\|f_n - f_{n+1}\|_{\tau} < 2^{-n}$. Let

\[ Z_n = \{(x, y) : |f_n(x, y) - f_{n+1}(x, y)| > 2^{-n}\}. \]

Then $\text{th}(Z_n) \leq 2^{-n}$, and for the set $Z'_n := \bigcup_{k \geq n} Z_k$ we have $\text{th}(Z'_n) \leq 2^{1-n}$. Thus, the set $\bigcap Z'_n$ has zero thickness, while outside it the sequence $(f_n)$ converges pointwise to some function $f_0$. Moreover, outside $Z'_n$ this sequence converges uniformly, and

\[ |f_0 - f_n| \leq |f_n - f_{n+1}| + |f_{n+1} - f_{n+2}| + \cdots \leq 2^{1-n}. \]

This means that $\|f_0 - f_n\|_{\tau} \leq 2^{1-n}$, and hence $f_n$ converges to $f_0$ in the metric $\tau$. \(\square\)
Let
\[ \xi_X: X = \bigsqcup_{i=1}^{n} X_i, \quad \xi_Y: Y = \bigsqcup_{i=1}^{m} Y_i \]
be finite partitions of the spaces \( X \) and \( Y \), respectively, into measurable subsets of positive measure. Functions which are constant mod 0 on each product \( X_i \times Y_j \) will be called step functions, and finite linear combinations
\[ \sum_{i=1}^{N} a_i(x)b_i(y) \]
will be called functions of finite rank.

The next theorem connects finite-rank functions and virtual continuity.

**Theorem 6.** The \( \tau \)-closure of the set of step functions (or the set of finite-rank functions) is exactly the set of virtually continuous functions. In other words, a function \( f \) is virtually continuous on \( X \times Y \) if and only if for any \( \varepsilon > 0 \) there are families of disjoint measurable sets \( A_1, \ldots, A_n \subset X \) and \( B_1, \ldots, B_n \subset Y \), and numbers \( c_{ij}, 1 \leq i,j \leq n \), such that
\[ \sum \mu(A_i) > 1 - \varepsilon, \quad \sum \nu(B_i) > 1 - \varepsilon, \quad |F(x,y) - c_{ij}| < \varepsilon \quad \text{for almost all } x \in A_i, \ y \in B_j. \]

**Proof.** First, we show that a \( \tau \)-limit \( f(x,y) \) of step functions \( f_n(x,y) \) is virtually continuous. We choose admissible metrics \( \rho_X \) and \( \rho_Y \) on \( X \) and \( Y \), respectively, so that the step functions \( f_n \) are continuous.

Passing to a subsequence if necessary, we can suppose that \( \tau(f_n,f) < 1/2^n \). This means that
\[ \text{th}\left(\left\{ (x,y): |f(x,y) - f_n(x,y)| > \frac{1}{2^n} \right\}\right) < \frac{1}{2^n}. \]

We choose subsets \( X_n \subset X \) and \( Y_n \subset Y \) so that
\[ \left\{ (x,y): |f(x,y) - f_n(x,y)| > \frac{1}{2^n} \right\} \mod 0 \subset (X \times Y_n) \cup (X_n \times Y) \]
and \( \mu(X_n) + \nu(Y_n) < 1/2^n \). Let
\[ \tilde{X}_n = X \setminus \bigcup_{k>n} X_k \quad \text{and} \quad \tilde{Y}_n = Y \setminus \bigcup_{k>n} Y_k. \]

Clearly, \( \mu(\tilde{X}_n) > 1 - 1/2^n \) and \( \nu(\tilde{Y}_n) > 1 - 1/2^n \). We can replace the set \( \tilde{X}_n \) by one of its subsets (calling it \( \tilde{X}_n \) again) which is compact in the metric \( \rho_X \), coincides with the support of the measure \( \mu \) restricted to \( \tilde{X}_n \), and has large measure \( \mu(\tilde{X}_n) > 1 - 1/2^n \), and similarly for \( \tilde{Y}_n \). Now \( L_\infty \) and \( C \) define the same distance between continuous functions on \( \tilde{X}_n \times \tilde{Y}_n \), and hence \( (f_k) \) is a sequence of functions convergent in \( C(\tilde{X}_n \times \tilde{Y}_n) \). Thus, \( f \) is equivalent to a continuous function on \( \tilde{X}_n \times \tilde{Y}_n \). Since \( n \) is arbitrary, we conclude that \( f \) is virtually continuous.
Now we prove the converse. Let \( f \) be virtually continuous. We need to approximate it by step functions in the \( \tau \)-metric. Fixing any \( \varepsilon > 0 \), we find sets \( \tilde{X} \subset X \) and \( \tilde{Y} \subset Y \) with measures \( > 1 - \varepsilon \) and admissible metrics \( \rho_X \) and \( \rho_Y \) such that \( f \) is equivalent to a function \( \tilde{f} \) which is continuous on \( \tilde{X} \times \tilde{Y} \). Passing to subsets if necessary, we can also suppose that \( \tilde{X} \) and \( \tilde{Y} \) are compact in the respective metrics. Using the uniform continuity of \( \tilde{f} \) on a compact metric space, we partition \( \tilde{X} \) and \( \tilde{Y} \) into small enough parts so that \( \tilde{f} \) is constant to within \( \varepsilon \) on products of partition elements. This provides a step function which is \( \varepsilon \)-close to \( f \) in the \( \tau \)-metric. \( \square \)

Theorem 6 also shows the purely measure-theoretic nature of virtual continuity and the possibility of generalizing it for other pairs of \( \sigma \)-subalgebras. Closely related notions are discussed in [12].

We apply Theorem 6 for proving Proposition 2.

**Proof of Proposition 2.** If a function \( f \) is equivalent to a continuous function, then the function \( F \) on \( G \times G \) is equivalent to a continuous function (in the metric of \( G \), which is admissible with respect to Haar measure). Hence, \( F \) is virtually continuous.

Let us prove the converse. Fix \( \varepsilon > 0 \). We choose any point \( g_0 \in G \) and establish that in a sufficiently small neighbourhood of it the essential variation of \( f \) does not exceed \( \varepsilon \). Since \( g_0 \) and \( \varepsilon > 0 \) are arbitrary, we see that \( f \) coincides almost everywhere with its essential upper limit, which is a continuous function itself.

Using the virtual continuity of \( f \), we find families of disjoint measurable subsets \( A_1, \ldots, A_n \) and \( B_1, \ldots, B_n \), and numbers \( c_{ij}, 1 \leq i, j \leq n \), such that

\[
\sum |A_i| > \frac{1}{2}, \quad \sum |B_i| > \frac{1}{2},
\]

\[
|F(x, y) - c_{ij}| < \frac{\varepsilon}{3} \quad \text{for almost all} \ x \in A_i, \ y \in B_j.
\]

By the pigeonhole principle we find indices \( i, j \) such that \( |C| > 0 \), where \( C = A_i \cap g_0 B_j \).

The continuity in the mean of translation implies that for some neighbourhood \( \Delta \) of unity we have \( |C \cap sC| > |C|/2 \) for all \( s \in \Delta \). It suffices to prove that in the neighbourhood \( \Delta g_0 \) of \( g_0 \) the inequality \( |f(z) - c_{ij}| < \varepsilon/3 \) holds for almost all points \( z \). Let \( Sg_0 \), where \( S \subset \Delta \), be the set of \( z \) for which this is not so. Then for almost all \( x \in C \subset A_i \) and \( y \in g_0^{-1}C \subset B_j \) we have \( xy^{-1} \notin Sg_0 \). In other words, the following integral vanishes:

\[
0 = \int \chi_C(x)\chi_{g_0^{-1}C}(y)\chi_{Sg_0}(xy^{-1}) \, dx \, dy
\]

\[
= \int \chi_C(x)\chi_tC(x)\chi_S(t) \, dx \, dt = \int_S |C \cap tC| \, dt \geq |S| \cdot \frac{|C|}{2},
\]

and hence \( |S| = 0 \) as required (the second equality corresponds to the change of variables \( (x, y) \mapsto (x, t), t = xy^{-1}g_0^{-1} \)). \( \square \)

Measurable functions \( f(\cdot, \cdot) \), as we have seen, are classified by matrix distributions, that is, by measures on the space of infinite matrices \( (a_{ij})_{i,j=1}^\infty \) induced by the
map \( f \mapsto (a_{ij} = f(x_i, y_j)) \), where the points \( x_i \) in \( X \) and \( y_i \) in \( Y \), \( i = 1, 2, \ldots \), are chosen independently. Virtual continuity can also be characterized in these terms.

**Theorem 7.** Let \( x_1, x_2, \ldots \) (respectively, \( y_1, y_2, \ldots \)) be independent random points in \( X \) (respectively, in \( Y \)). Virtual continuity for a measurable function \( f(x, y) \) is equivalent to each of following two conditions.

(i) For any \( \varepsilon > 0 \) there is a positive integer \( N \) such that the probability of the following event tends to 1 as \( n \) tends to \( +\infty \): if points \( x_1, \ldots, x_n \) are chosen independently at random in \( X \) and \( y_1, \ldots, y_n \) are chosen independently at random in \( Y \), then there are partitions

\[
\{1, \ldots, n\} = \bigsqcup_{i=0}^{N} A_i = \bigsqcup_{i=0}^{N} B_i,
\]

such that

\[
|A_0| < \varepsilon n, \quad |B_0| < \varepsilon n, \quad |f(x_s, y_t) - f(x_r, y_p)| < \varepsilon
\]

for \( s, r \in A_i \) and \( p, t \in B_j \), \( 0 < i, j \leq N \).

(ii) For any \( \varepsilon > 0 \) there is a positive integer \( N \) for which the probability of the following event equals 1: if points \( x_1, x_2, \ldots \) are chosen independently at random in \( X \) and \( y_1, y_2, \ldots \) are chosen independently at random in \( Y \), then there are two partitions of the natural numbers

\[
\{1, 2, \ldots \} = \bigsqcup_{i=0}^{N} A_i = \bigsqcup_{i=0}^{N} B_i,
\]

such that the upper density of the set \( A_0 \cup B_0 \) (that is, \( \limsup |(A_0 \cup B_0) \cap [1, n]|/n \)) is less than \( \varepsilon \) and

\[
|f(x_s, y_t) - f(x_r, y_p)| < \varepsilon \quad \text{for} \quad s, r \in A_i, \quad p, t \in B_j, \quad 0 < i, j \leq N.
\]

**Proof.** A virtually continuous function can be approximated in the \( \tau \)-metric by step functions, and hence satisfies (i) and (ii) by the law of large numbers.

We deduce (i) from (ii). A set of upper density less than \( \varepsilon \) contains fewer than \( 2\varepsilon n \) elements from 1 to \( n \) for all sufficiently large \( n \). This means that with probability 1 for all sufficiently large \( n \) there are partitions of the set \( \{1, \ldots, n\} \) which satisfy (i). This certainly implies that the probability of the specific event tends to 1 as a function of \( n \).

It remains to deduce virtual continuity from (i). We can and do suppose that both \( X \) and \( Y \) are the unit intervals \([0, 1]\) with Lebesgue measure. We need the following standard lemma on large deviations for the \( U \)-statistic.

**Lemma 7.** Let \( Z \subset X \times Y \) be a measurable subset of \( X \times Y \). Consider the following event: the number of points \((x_i, y_j)\), \(1 \leq i, j \leq n \), in \( Z \) differs from \( n^2|Z| \) by more than \( n^{9/5} \). Then its probability does not exceed \( 2n^{-3/5} \).

**Proof.** We introduce the function \( g(x, y) = \chi_Z(x, y) - |Z| \) (with zero mean) and the random variables \( \xi_{i,j} = g(x_i, y_j) \). We have \( n^2 \) centred random variables taking
values in $[-1, 1]$. Most of them are independent, which allows us to estimate the variance:

$$
E\left( \sum_{i,j} g(x_i, y_j) \right)^2 = E\left( \sum_{i,j} g(x_i, y_j)^2 + \sum_{i,j,k: k \neq j} g(x_i, y_j)g(x_i, y_k) \right) + \sum_{i,j,k: k \neq i} g(x_i, y_j)g(x_k, y_j) \leq 2n^3.
$$

Now the required estimate follows from Chebyshev’s inequality. □

Let $\mathcal{N} \subset \mathbb{N}$ be a subset such that

$$
\sum_{n \in \mathcal{N}} n^{-3/5} < +\infty.
$$

Then by the Borel–Cantelli lemma, for any measurable set $Z \subset [0, 1]^2$ and for almost all random pairs of sequences $(\{x_i\}, \{y_i\})$ we have

$$
\frac{n^2}{2} |Z| \leq \# \{(i, j): 1 \leq i, j \leq n, (x_i, y_j) \in Z\} \leq 2n^2 |Z| \quad (4)
$$

for sufficiently large $n \in \mathcal{N}$.

Applying this argument to a countable family of sets of the form $Z = R \setminus f^{-1}(\Delta)$, where $R$ runs over the rectangles with rational vertex coordinates and $\Delta$ runs over the intervals of the real line with rational endpoints, we get that for almost every random pair of sequences $(\{x_i\}, \{y_i\})$ the inequality (4) holds for any $Z$ of the indicated form and for sufficiently large $n$ (how large depends on the random pair and on $Z$). In what follows we consider only pairs of sequences with this property (this includes almost all random pairs of sequences).

We fix an $\varepsilon > 0$ and find $N$ from (i). Consider a random pair of sequences of independent points $x_1, x_2, \ldots \in X$ and $y_1, y_2, \ldots \in Y$. With probability 1 this sequence satisfies (i) for each $n$. For fixed $n \in \mathcal{N}$ we consider the empirical distributions

$$
\mu_j(n) = n^{-1} \sum_{i \in A_j^n} \delta(x_i)
$$

on $X$ and the analogous empirical distributions on $Y$. Passing to a subsequence if necessary, we can assume that the sequences of measures $\{\mu_j(n)\}_{n \in \mathcal{N}}$ converge weakly to some measures $\mu_j(\infty)$ as $n \to +\infty$, and the same for the corresponding measures on $Y$. Note that

$$
\sum_{j=1}^N \mu_j(\infty) = \mu
$$

with probability 1, hence with probability 1 all the measures $\mu_j(\infty)$ are absolutely continuous with respect to $\mu$. Then they have non-negative measurable densities $\varphi_j$ by the Radon–Nikodym theorem. We have $\int \varphi_0 \leq \varepsilon$, and thus the measure of the set of $x \in X$ satisfying $\varphi_0(x) \geq 1/2$ does not exceed $2\varepsilon$. For any other
\(x\) we have \(\sum_{j=1}^{N} \varphi_j(x) \geq 1/2\), hence \(\varphi_j(x) \geq 1/(2N)\) for some \(j\). Therefore, we can partition \(X\) into sets \(X_0, X_1, \ldots, X_N\) such that \(\mu(X_0) < 2\varepsilon\) and \(\varphi_j \geq 1/(2N)\) on \(X_j\). We can construct an analogous partition of \(Y\). Let us prove that with probability 1 the function \(f\) has essential variation (the essential supremum minus the essential infimum) at most \(2\varepsilon\) on \(X_j \times Y_k\) for \(j, k \geq 1\). Indeed, if the essential variation exceeds \(2\varepsilon\), then there are intervals \(\Delta_1\) and \(\Delta_2\) with rational endpoints and at a distance at least \(3\varepsilon/2\) from each other such that the sets \(f^{-1}(\Delta_i), \ i = 1, 2\), have intersection with \(X_j \times Y_k\) of positive measure. We fix some small \(\delta > 0\) (to be chosen later depending on \(\varepsilon\) and \(N\)). There are rectangles \(R_i, i = 1, 2\), with rational vertices such that

\[
|R_i \cap (X_j \times Y_k) \cap f^{-1}(\Delta_i)| > (1 - \delta)|R_i|.
\]

From the weak convergence of the measures, the inequalities \(\varphi_j \geq 1/(2N)\) on \(X_j\), and the analogous inequalities on \(Y_k\) it follows that as \(n \to \infty, n \in \mathcal{N}\), we have

\[
(\mu_j(n) \times \nu_j(n))(R_i) \to (\mu_j(\infty) \times \nu_j(\infty))(R_i)
\]

\[
\geq (\mu_j(\infty) \times \nu_j(\infty))(R_i \cap (X_j \times Y_k)) \geq \frac{1}{4N^2}|R_i \cap (X_j \times Y_k)|,
\]

and therefore for sufficiently large \(n \in \mathcal{N}\) the number of points \((x_s, y_t) \in R_i\) with \(s \in A_j^n\) and \(t \in B_k^n\) is not less than

\[
\frac{1 - \delta}{10N^2}|R_i|n^2.
\]

The property (i) guarantees that either none of those points (for \(i = 1\) and \(i = 2\) together) lie in \(f^{-1}(\Delta_1)\), or none of them lie in \(f^{-1}(\Delta_2)\). But for each of the sets \(Z = R_i \setminus f^{-1}(\Delta_i)\) of measure at most \(\delta|R_i|\) and for sufficiently large \(n \in \mathcal{N}\) the number of points \((x_s, y_t), 1 \leq s, t \leq n,\) in \(Z\) does not exceed \(2\delta|R_i|n^2\). This contradicts the above lower estimate when \(\delta\) is small enough.

Thus, with probability 1 the function \(f\) can be approximated by a step function (respecting the constructed partitions) in the \(\tau\)-metric. It remains to use Theorem 6 and the arbitrariness of \(\varepsilon\). \(\square\)

### 2.6. Bistochastic measures and polymorphisms

From the measure-theoretic point of view, a function of \(k\) variables on a product of standard measure spaces with a continuous measure is nothing but a function on a standard measure space with a continuous measure (due to the isomorphism of all such spaces). In order to deal with it as a function of \(k\) variables, we have to introduce a different category other than just measure spaces.

Namely, consider the following structure: a measure space \((\mathcal{X}, \mathcal{A}, m)\), with \(k\) selected \(\sigma\)-subalgebras \(\mathcal{A}_1, \ldots, \mathcal{A}_k\) of \(\mathcal{A}\). It is natural to assume that these subalgebras together generate the whole \(\sigma\)-algebra \(\mathcal{A}\). We identify the algebras \(\mathcal{A}_i\) with subalgebras of \(\mathcal{A} = \prod \mathcal{A}_i\) by multiplying them by the trivial subalgebras of the other factors. In other words, a function \(f(x_1, \ldots, x_k)\) on \(\mathcal{X}\) is \(\mathcal{A}_1\)-measurable if and only if \(f\) depends only on the \(i\)th variable \(x_i\) \((i = 1, \ldots, k)\). Functions depending on any smaller number of variables are defined similarly. In this way a measurable function
of several variables, and the variables themselves, are defined in a measure space with a distinguished family of σ-subalgebras which together generate the whole σ-algebra.

**Definition 6.** A measurable function on $\mathcal{X}$ with $k$ selected subalgebras will be called a general measurable function of $k$ variables.

In the classical case these subalgebras are independent and the variables themselves are said to be independent (although this is just a lucky coincidence of the probabilistic and analytic meanings of independence), but many facts about measurable functions remain true in the general case as well.

Let $\lambda$ be a measure on the σ-algebra $\mathcal{A}$. It can be restricted to the σ-subalgebras $\mathcal{A}_i$, $i = 1, \ldots, k$. We shall consider measures $\lambda$ such that their restrictions are absolutely continuous with respect to the restrictions of $m$ to $\mathcal{A}_i$. If the restrictions of $\lambda$ to $\mathcal{A}_i$ coincide with $m$ for $i = 1, \ldots, k$, then such a measure $\lambda$ is said to be multistochastic with respect to the given subalgebras (bistochastic for $k = 2$), but if the restrictions are just equivalent to $m$ for $i = 1, \ldots, k$, then we say that $\lambda$ is almost multistochastic. Finally, if $\lambda(U) \leq m(U)$ for any $U \in \mathcal{A}_i$, $i = 1, \ldots, k$, then we say that $\lambda$ is submultistochastic.

Of course, a bistochastic measure on $X \times Y$ can be singular with respect to the product measure. For instance, in the case of a direct product of intervals $(X, \mu) = (Y, \nu) = [0, 1]$ there is a bistochastic measure $\lambda$ concentrated on the diagonal $\{x = y\}$ (the push forward of $\mu$ by the map $x \mapsto (x, x)$).

Throughout what follows we suppose for simplicity that $k = 2$, that is, we consider functions of two variables, though there is no serious difference for $k > 2$. We do not consider only independent variables: most of the notions can be defined for a general pair of σ-algebras. But even the case of independent variables is often usefully treated as a general case.

Bistochastic measures on a direct product of spaces define a so-called polymorphism of the space $(X, \mu)$ into the space $(Y, \nu)$ (see [17]), that is, a ‘multivalued map’ with an invariant measure. The case of identified variables $(X, \mathcal{A}, \mu) = (Y, \mathcal{B}, \nu)$ is of special interest: a polymorphism in this case generalizes the concept of an automorphism of a measure space. Almost bistochastic measures define a polymorphism with a quasi-invariant measure. A bistochastic (or almost bistochastic) measure $\lambda$ also defines a bilinear ($k$-linear in the general case) form

$$(f(x), g(y)) \mapsto \int f(x)g(y) \, d\lambda(x, y)$$

which corresponds to a so-called Markov (respectively, quasi-Markov) operator acting in the corresponding function spaces. We note that this operator $U_\lambda$ is a contraction, that is, has norm at most 1, and preserves the cone of non-negative functions. In the case of a bistochastic measure this operator (as well as the adjoint operator) preserves constants: $U_\lambda 1 = 1$.

See [15], [17], [18] about many connections in the theory of polymorphisms (Markov operators, joinings, couplings, correspondences, Young measures, bibundles, and so on). Bistochastic measures play a key role in the intensively developing theory of continuous graphs [7].
We remark that for a quasi-bistochastic measure $\lambda$ on $X \times Y$ all sets of zero proper thickness are measurable and have measure 0. Hence, all virtually open sets are $\lambda$-measurable, and therefore properly virtually continuous functions are measurable. Equivalent (with respect to the measure $\mu \times \nu$) properly virtually continuous functions are also equivalent with respect to $\lambda$ in view of Proposition 3. Thus, to any equivalence class of measurable virtually continuous functions there corresponds a unique $\lambda$-equivalence class of $\lambda$-measurable functions. In what follows, we formulate this observation as an embedding theorem for normed spaces.

2.7. A norm on virtually continuous functions. The convergence in the $\tau$-metric defined above is an analogue of convergence in measure for virtually continuous functions. There are analogues of familiar Banach spaces of measurable functions.

A measurable function $h(\cdot, \cdot)$ on the space $(X \times Y, \mu \times \nu)$ is said to be subbistochastic if the measure with $(\mu \times \nu)$-density $|h(\cdot, \cdot)|$ is subbistochastic. Denote by $\mathcal{S}$ the set of subbistochastic functions.

We say that a function of the form $f(x, y) = a(x) + b(y)$ is additively separable. The following construction defines a norm (the so-called regulator norm) of a function of two variables, where the regulator is an additively separable function and the norm is taken in $L^1$. We define a finite or infinite norm of a measurable function $f(\cdot, \cdot)$ by

$$\|f\|_{SR^1} := \inf\left\{ \int_X a(x) \, d\mu(x) + \int_Y b(y) \, d\nu(y) : a(x) \geq 0, b(y) \geq 0, |f(x, y)| \leq a(x) + b(y) \right\}.$$ 

The connection between the $SR^1$-norm and the $\tau$-metric is as follows.

**Lemma 8.** For any function $f$

$$\tau(0, f) \leq \sqrt{2\|f\|_{SR^1}}.$$ 

**Proof.** If $\|f\|_{SR^1} = \infty$, then the assertion is trivial. Assume that $\|f\|_{SR^1} < t^2/2$ for some $t > 0$. Then there are non-negative functions $a: X \to \mathbb{R}$ and $b: Y \to \mathbb{R}$ such that

$$|f(x, y)| \leq a(x) + b(y) \quad \text{and} \quad \int_X a + \int_Y b < \frac{t^2}{2}.$$ 

Then Chebyshev’s inequality implies that

$$\mu\left\{ x : a(x) \geq \frac{t}{2} \right\} + \nu\left\{ y : b(y) \geq \frac{t}{2} \right\} < t.$$ 

But

$$(x, y) : f(x, y) \geq t \quad \text{mod} 0 \quad \subseteq \quad \left\{ x : a(x) \geq \frac{t}{2} \right\} \times Y \cup \left\{ y : b(y) \geq \frac{t}{2} \right\},$$

and hence $\tau(0, f) < t$, as required. $\square$
Corollary 3. Convergence in the $\text{SR}^1$-norm implies convergence in the $\tau$-metric.

The next theorem is an analogue of Kantorovich’s well-known duality theorem [4] in the mass transportation problem (specifically, of the duality between the space of measures with the Kantorovich metric and the space of Lipschitz functions (see also [21])).

Theorem 8.

$$\|f\|_{\text{SR}^1} = \sup \left\{ \int_{X \times Y} |f(x,y)| h(x,y) \, d\mu(x) \, d\nu(y) : h \in \mathcal{H} \right\}. \tag{5}$$

Proof. We show first that the left-hand side of (5) is no less than the right-hand side. Indeed, if $h \in \mathcal{H}$, and the functions $a : X \to \mathbb{R}$ and $b : Y \to \mathbb{R}$ satisfy $|f(x,y)| \mod 0 \leq a(x) + b(y)$, then

$$\int_{X \times Y} |f(x,y)h(x,y)| \, d\mu(x) \, d\nu(y) \leq \int_{X \times Y} |h(x,y)|(a(x) + b(y)) \, d\mu(x) \, d\nu(y)$$

$$\leq \int_X a(x) \int_Y |h(x,y)| \, d\nu(y) \, d\mu(x) + \int_Y b(y) \int_X |h(x,y)| \, d\mu(x) \, d\nu(y)$$

$$\leq \int_X a(x) \, d\mu(x) + \int_Y b(y) \, d\nu(y).$$

Taking the infimum over admissible pairs of functions $a$ and $b$, we obtain the desired inequality.

It remains to verify that the right-hand side of (5) is no less than the left-hand side. Let $\theta > 0$ be arbitrary and consider the following two convex subsets of $L^1(X \times Y, \mu \times \nu)$:

$$A = \left\{ a(x) + b(y) : a, b \geq 0, \int_X a(x) \, d\mu(x) + \int_Y b(y) \, d\nu(y) \leq \|f\|_{\text{SR}^1} - \theta \right\},$$

$$B = \left\{ g(x,y) : g(x,y) \mod 0 \geq |f(x,y)| \right\}.$$

By the definition of the norm these two sets are disjoint. Let us check that the distance between them in $L^1$ is positive. If not, then there are sequences of non-negative functions $a_n$, $b_n$, and $g_n$ such that $a_n(x) + b_n(y) \in A$, $g_n \in B$, and

$$\|a_n(x) + b_n(y) - g_n(x,y)\|_{L^1(X \times Y)} \to 0.$$

Passing to a subsequence if necessary, we see that

$$a_n(x) + b_n(y) - g_n(x,y) \to 0 \quad (\mu \times \nu)\text{-almost everywhere.}$$

Using the Komlós theorem [6], we pass to a subsequence such that

$$\frac{1}{N} \sum_{k=1}^N a_k(x) \to a(x) \quad \mu\text{-almost everywhere,}$$

$$\frac{1}{N} \sum_{k=1}^N b_k(y) \to b(y) \quad \nu\text{-almost everywhere.}$$
for some non-negative functions $a \in L^1(X)$ and $b \in L^1(Y)$. Consider the function 

$$g(x, y) := a(x) + b(y).$$

Then

$$\frac{1}{N} \sum_{k=1}^{N} g_n(x, y) \to g(x, y) \quad (\mu \times \nu)\text{-almost everywhere.}$$

Clearly, this implies that $g \in B$. On the other hand,

$$\int a + \int b \leq \limsup_{N} \frac{1}{N} \sum_{k=1}^{N} \left( \int a_k + \int b_k \right) \leq \|f\|_{SR^1} - \theta$$

due to the lower semicontinuity of the integral of non-negative functions with respect to convergence almost everywhere. Hence, $g \in A$, a contradiction.

Now we use the Hahn–Banach separability theorem. Since $A$ contains 0, there is a function $h \in L^\infty(X \times Y)$ such that $\int gh < 1$ for any $g \in A$ and $\int gh > 1$ for any $g \in B$. And since $B$ is a translate of the non-negative cone and $\int gh > 1$ for any $g \in B$, we get that $h \geq 0$ almost everywhere. For any set $X_1 \subset X$ put

$$a(x) = \frac{\|f\|_{SR^1} - \theta}{\mu(X_1)} \chi_{X_1}(x).$$

Then $a(x) \in A$, hence

$$\frac{1}{\mu(X_1)} \int_{X_1} \int_{Y} (\|f\|_{SR^1} - \theta) h(x, y) \, d\nu(y) \, d\mu(x) \leq 1.$$ 

We interchange the variables and obtain the analogous inequalities, from which we can conclude that the function $\tilde{h} = (\|f\|_{SR^1} - \theta) h$ belongs to $\mathcal{S}$. But $|f| \in B$, hence

$$\int |f| \tilde{h} = (\|f\|_{SR^1} - \theta) \int |f| h \geq \|f\|_{SR^1} - \theta.$$ 

Since $\theta$ is arbitrary, the theorem is proved. □

Here is another theorem about the $SR^1$-norm.

**Theorem 9.** For any measurable function $f : X \times Y \to \mathbb{R}$,

$$\frac{1}{4} \|f\|_{SR^1} \leq \int_{0}^{\infty} \text{th}\{|f| \geq \lambda\} \, d\lambda \leq 2\|f\|_{SR^1}. \quad (6)$$

**Proof.** If $|f(x, y)| \mod 0 \leq a(x) + b(y)$, then

$$\{(x, y) : |f(x, y)| \geq \lambda\} \mod 0 \subset \left( \left\{ x : a(x) \geq \frac{\lambda}{2} \right\} \times Y \right) \cup \left( X \times \left\{ y : b(y) \geq \frac{\lambda}{2} \right\} \right),$$

and hence

$$\text{th}\{|f| \geq \lambda\} \leq \mu\left\{ a \geq \frac{\lambda}{2} \right\} + \nu\left\{ b \geq \frac{\lambda}{2} \right\}.$$
Integrating with respect to $\lambda$, we have

$$
\int_0^\infty \text{th}\{|f| \geq \lambda\} \, d\lambda \leq \int_0^\infty \left( \mu\left\{ a \geq \frac{\lambda}{2} \right\} + \nu\left\{ b \geq \frac{\lambda}{2} \right\} \right) \, d\lambda = 2\left( \int_X a + \int_Y b \right).
$$

Taking the infimum over pairs of functions $a$ and $b$, we obtain the right-hand inequality in (6).

Let us prove the left-hand inequality. Since $\text{th}\{|f| \geq \lambda\}$ decreases monotonically with respect to $\lambda$,

$$
\int_0^\infty \text{th}\{|f| \geq \lambda\} \, d\lambda \geq \sum_{k \in \mathbb{Z}} 2^{k-1} \text{th}\{|f| \geq 2^k\}. \quad (7)
$$

For any $\varepsilon > 0$ choose sets $A_k$ and $B_k$ so that

$$
\{|f| \geq 2^k\} \mod 0 \subset (A_k \times Y) \cup (X \times B_k)
$$

and

$$
\mu(A_k) + \nu(B_k) \leq (1 + \varepsilon) \text{th}\{|f| \geq 2^k\}.
$$

Let $a(x) = \sum 2^{k+1} \chi_{A_k}(x)$ and $b(y) = \sum 2^{k+1} \chi_{B_k}(y)$. It is easy to check that $|f(x,y)| \mod 0 \leq a(x) + b(y)$, hence

$$
\|f\|_{SR^1} \leq \int_X a + \int_Y b \leq 4(1 + \varepsilon) \sum_{k \in \mathbb{Z}} 2^{k-1} \text{th}\{|f| \geq 2^k\}.
$$

The last inequality combined with (7) (and the arbitrariness of $\varepsilon$) completes the proof. □

This theorem has a useful corollary.

**Corollary 4.** If $\|f\|_{SR^1} < \infty$, then the function $f$ can be approximated in the $SR^1$-norm by its cutoffs.

**Proof.** Let $f_N$ be the two-sided cutoff of $f$ at level $N$. Then $\{|f - f_N| \geq \lambda\} \subset \{|f| \geq N + \lambda\}$, and therefore

$$
\int_0^\infty \text{th}\{|f - f_N| \geq \lambda\} \, d\lambda \leq \int_0^\infty \text{th}\{|f| \geq N + \lambda\} \, d\lambda = \int_0^\infty \text{th}\{|f| \geq \lambda\} \, d\lambda \to 0
$$

as $N \to \infty$. By Theorem 9, $\|f - f_N\|_{SR^1} \to 0$. □

**Theorem 10.** The closure of the set of step functions in the $SR^1$-norm consists exactly of all virtually continuous functions having finite norm (in particular, each bounded virtually continuous function belongs to this closure).

**Proof.** Corollary 3 and Theorem 6 imply that the $SR^1$-limit of a sequence of step functions is virtually continuous.

Now we have to approximate any virtually continuous function with finite $SR^1$-norm by step functions. Assume that $\|f\|_{SR^1} < \infty$ and let $\varepsilon > 0$. By Corollary 4 the two-sided cutoff $f_N$ of $f$ approximates $f$: $\|f - f_N\|_{SR^1} < \varepsilon$ for sufficiently
large $N$. Fix such an $N$. Next, the function $f_N$ is virtually continuous, hence it can be approximated in the metric $\tau$ by step functions in view of Theorem 6. Then $\tau(g, f_N) < \varepsilon/N$ for some step function $g$, and we can assume that the absolute value of $g$ is bounded by the same number $N$ (otherwise replace $g$ by a cutoff of it). Since $\tau(g, f_N) < \varepsilon/N$, there are sets $X_0 \subset X$ and $Y_0 \subset Y$ such that $\mu(X_0) < \varepsilon/N$, $\nu(Y_0) < \varepsilon/N$, and $|f_N - g| < \varepsilon/N$ almost everywhere on $(X \setminus X_0) \times (Y \setminus Y_0)$. But then

$$|f_N(x, y) - g(x, y)| \leq \frac{\varepsilon}{N} + 2N\chi_{X_0}(x) + 2N\chi_{Y_0}(y),$$

and hence

$$\|f_N - g\|_{SR^1} \leq \frac{\varepsilon}{N} + 2N(\mu(X_0) + \nu(Y_0)) \leq 5\varepsilon.$$

Thus, $\|f - g\|_{SR^1} \leq 6\varepsilon$ and the theorem is proved. $\Box$

Denote by $VC^1$ the space of all virtually continuous functions with finite $SR^1$-norm. It is an analogue of the space $L^1$ for virtually continuous functions and is a pre-dual for the space of polymorphisms with bounded densities of projections.

**Theorem 11.** The space dual to $VC^1$ is the space $QB^\infty$ of quasi-bistochastic signed measures $\eta$ on $X \times Y$ with finite norm

$$\|\eta\|_{qb} = \max\left\{ \left\| \frac{\partial P^x}{\partial \mu} |\eta| \right\|_{L^\infty(X,\mu)}, \left\| \frac{\partial P^y}{\partial \nu} |\eta| \right\|_{L^\infty(Y,\nu)} \right\},$$

where $P^x$ and $P^y$ are the projections onto $X$ and $Y$, respectively, and $|\eta|$ is the total variation of the signed measure $\eta$. The coupling between an $\eta \in QB^\infty$ and an $f(x, y) \in VC^1$ is defined as $\int \tilde{f} \, d\eta$, where $\tilde{f}$ is a properly virtually continuous function equivalent to $f$.\footnote{The remark at the end of §2.6 guarantees that the function $\tilde{f}$ is $\eta$-measurable and the value of the integral does not depend on the choice of $\tilde{f}$ for fixed $f$.}

In order to prove Theorem 11 we need a lemma.

**Lemma 9.** Let $K$ be a compact metric space and $F$ a continuous linear functional on the space $C(K)$. Assume that the continuous functions $f_1, f_2, \ldots$ on $K$ have uniformly bounded norms and disjoint supports. Then the series $\sum F(f_i)$ converges absolutely. If the (pointwise defined) function $f = \sum f_i$ is continuous, then $F(f) = \sum F(f_i)$.

**Proof.** By Riesz’s theorem our functional $F$ is integration with respect to a signed Borel measure of finite total variation. The absolute convergence of the above series follows from the countable additivity of this measure and the finiteness of the total variation. The equality $F(f) = \sum F(f_i)$ follows from Lebesgue’s dominated convergence theorem. $\Box$

**Proof of Theorem 11.** Let $\eta$ be a signed measure such that $\|\eta\|_{qb} < \infty$. Note that if for a step function $h$ the estimate $|h(x, y)| \leq a(x) + b(y)$ holds $(\mu \times \nu)$-almost everywhere, then it holds almost everywhere on a product of sets of full measure,

Thus, $\|f - g\|_{SR^1} \leq 6\varepsilon$ and the theorem is proved. $\Box$
and thus $|\eta|$-almost everywhere. This lets us integrate this inequality with respect to the measure $|\eta|$, which gives

$$\left| \int h(x, y) \, d\eta \right| \leq \int |h| \, d|\eta| \leq \int (a(x) + b(y)) \, d|\eta|$$

$$\leq \|\eta\|_{q\beta} \left( \int |a(x)| \, d\mu(x) + \int |b(y)| \, d\nu(y) \right).$$

Taking the infimum with respect to $a$ and $b$ such that $|h| \equiv 0 \mod \|h\|_{SR^1}$, we get that $\left| \int h \, d\eta \right| \leq \|h\|_{SR^1} \|\eta\|_{q\beta}$, as required.

Now we need to show that any continuous linear functional $F$ on $VC^1$ has such a representation. We can suppose without loss of generality that $\|F\| = 1$. For a step set (a finite union of rectangles) $Z \subset X \times Y$ let

$$\eta(Z) := F(\chi_Z),$$

$$|\eta|(Z) := \sup \sum_{\bigcup Z_i \subset Z} |\eta(Z_i)|,$$

where the supremum is taken over all sequences of disjoint step sets $Z_1, Z_2, \ldots$ in $Z$. Obviously, the supremum can be taken just over finite families, and we can also take just rectangular sets $Z_i$. The set functions defined above are finitely additive.

For any finite family of disjoint step sets $Z_i \subset Z$ we have

$$\sum |\eta(Z_i)| = F\left( \sum (\pm \chi_{Z_i}) \right).$$

Moreover, $|\pm \chi_{Z_i}| \leq \chi_Z$. If $Z = X_1 \times Y$, then $\|\sum (\pm \chi_{Z_i})\|_{SR^1} \leq \mu(X_1)$, and hence $|\eta|(X_1 \times Y) \leq \mu(X_1)$. Similarly, $|\eta|(X \times Y_1) \leq \nu(Y_1)$. Let us check that the finitely additive set functions $\eta$ and $|\eta|$, defined on the algebra of step sets, can be extended to a signed measure and a measure on the whole $\sigma$-algebra $\mathfrak{A} \times \mathfrak{B}$ on the space $X \times Y$.

By the Kolmogorov–Hahn criterion it suffices to verify that $|\eta|(Z) = \sum |\eta|(Z_i)$ whenever the $Z_i$ are disjoint step sets and $Z = \bigcup Z_i$ is also a step set. Since $|\eta|$ is a premeasure, the inequality $|\eta|(Z) \geq \sum |\eta|(Z_i)$ is clear. It remains to prove the reverse inequality. By definition, $|\eta|(Z)$ is the supremum of the sums $\sum |\eta|(P_k)$ over all finite families of disjoint rectangles $P_k$ in $Z$, and hence it suffices to prove that

$$\sum_k |\eta|(P_k) \leq \sum_i |\eta|(Z_i).$$

Since $|\eta|$ is finitely additive, it suffices to prove that

$$|\eta|(P_k) \leq \sum_i |\eta|(Z_i \cap P_k)$$
for each rectangle $P_k$. Subdividing each set $Z_i \cap P_k$ into finitely many rectangles, we reduce it to an inequality of the form

$$|\eta(Q)| \leq \sum_i |\eta(Q_i)|,$$

where the rectangle $Q$ is the union of the disjoint rectangles $Q_i$.

Considering a series of cut semimetrics, we can easily construct admissible semimetrics $\rho_X$ and $\rho_Y$ such that the metric spaces $(X, \rho_X)$ and $(Y, \rho_Y)$ are precompact, and the projection of each side of each of the rectangles $Q_i$ and $Q$ is at a positive distance from its complement. In this case all the functions $\chi_{Q_i}$ and $\chi_Q$ are uniformly continuous on $(X \times Y, \rho_X \times \rho_Y)$ and therefore can be extended continuously to its completion (as 1 to the closure of a corresponding rectangle and as 0 to the closure of its complement). The supports of the extended functions are still disjoint. The space of continuous functions on the completion of $X \times Y$ embeds into $VC^1$ with norm at most 1, and thus $F$ acts as a continuous functional on it. Applying Lemma 9 to the sequence $\chi_{Q_i}$, we get that

$$\eta(Q) = F(\chi_Q) = \sum_i F(\chi_{Q_i}) = \sum_i \eta(Q_i),$$

which completes the proof. \(\square\)

**Corollary 5.** For virtually continuous functions in the space $VC^1$ (in particular, for bounded virtually continuous functions) there are well-defined integrals not only over sets of positive measure, as for all integrable functions, but also integrals with respect to bistochastic (singular) measures such as the Lebesgue measure on the diagonal $\{x = y\} \subset [0, 1]^2$ or with respect to a measure concentrated on the graph of a transformation with a quasi-invariant measure. Thus, virtually continuous functions have a ‘trace (restriction) on the diagonal’ in the sense of trace theorems.

As an application we prove a variant of the continuous Hall lemma, the Borel version of which is given in the appendix [8] to the book [7].

**Theorem 12.** Let $Z \subset X \times Y$ be a virtually closed set. Then the following two conditions are equivalent:

(i) there is a bistochastic measure $\lambda$ such that $\lambda(Z) = 1$;

(ii) the proper thickness $sth(Z)$ of the set $Z$ equals 1.

**Proof.** (ii) follows immediately from (i). Let us prove the reverse implication. Without loss of generality the set $Z$ can be assumed to be closed in the metric $d = \rho_X \times \rho_Y$, where $\rho_X$ and $\rho_Y$ are admissible metrics on $X$ and $Y$. Then the function $f(x, y) := \exp\{-d((x, y), Z)\}$ is properly virtually continuous.

We assert that its $VC^1$-norm equals 1. If not, then there are non-negative functions $a(x)$ and $b(y)$ such that $a(x) + b(y) \geq f(x, y)$ almost everywhere and

$$\int a + \int b = e^{-2\varepsilon}, \quad \varepsilon > 0.$$
Consider the $\varepsilon$-neighbourhood $Z_\varepsilon$ of the set $Z$ in the metric $d$. It is a virtually open set, hence by Lemma 3 its proper thickness coincides with its thickness (and therefore equals 1). We have
\[ a(x) + b(y) \geq e^{-\varepsilon} \chi_{Z_\varepsilon} \]
for almost all $x \in X$ and $y \in Y$, and thus
\[ \text{th}(Z_\varepsilon) \leq e^\varepsilon \left( \int a + \int b \right) = e^{-\varepsilon}, \]
a contradiction.

For an element with unit norm in a Banach space there is a linear functional of norm 1 which attains its norm on this element. By Theorem 11 this functional corresponds to a subbistochastic signed measure $\lambda$. But
\[ \left| \int f \, d\lambda \right| \leq \int |f| \, d|\lambda| = \int_0^1 |\lambda((f^{-1}[t, 1]))| \, dt \leq 1, \]
and since all the inequalities are just equalities, we have $\lambda(Z) = \lambda(f^{-1}\{1\}) = 1$. \(\square\)

As usual, Hall’s lemma has a standard formulation.

**Corollary 6.** For virtually closed $Z$ the equality $\max \lambda(Z) = \text{sth}(Z)$ always holds, where the maximum is taken over all bistochastic measures $\lambda$.

**Proof.** We use a typical trick: to the spaces $X$ and $Y$ we add spaces $X_0$ and $Y_0$ of measure $1 - \text{sth}(Z)$, and we normalize the measures on $X \sqcup X_0$ and $Y \sqcup Y_0$. Consider the set $Z \sqcup X_0 \times Y_0 \sqcup X_0 \times Y \sqcup X \times Y_0$ in $(X \sqcup X_0) \times (Y \sqcup Y_0)$. It has proper thickness 1. Apply Lemma 12 to this set and find the corresponding bistochastic measure. The part of it in $X \times Y$ is what we are searching for. \(\square\)

### 3. Applications: optimal transport, embedding theorems, traces of nuclear operators, restrictions of metrics

In this section we mention some applications of the concept of virtual continuity.

#### 3.1. Kantorovich duality in the optimal transportation problem.

We connect Theorem 11 on the space $QB^\infty$ of quasi-polymorphisms which is dual to the space $VC^1$ of virtually continuous functions, with the classical theorem of Kantorovich on duality in the continuous linear transportation problem. We recall this.

Consider a metric space $(X, \rho)$ and two Borel probability measures $\mu_1$ and $\mu_2$ on it.\(^2\) The following infimum is to be found:
\[
\inf \left\{ \int_X \int_X \rho(x, y) \, d\Psi(x, y) : \Psi \in QBS_{\mu_1, \mu_2}^\infty \right\}, \tag{8}
\]
where $QBS_{\mu_1, \mu_2}^\infty$ is the set of measures on $X \times X$ with (marginal) projections $\mu_1$ and $\mu_2$ (another name for such measures $\Psi$ is a polymorphism from $(X, \mu_1)$ to

\(^2\)In the classical paper [4] this space is compact, but in what follows we need only that it is a complete separable metric (=Polish) space.
virtual continuity, or a transportation scheme, or coupling, or joining, or Young measure, and so on).

The main facts covered under the general name of the duality theorem assert the following (we use our terminology).

1) The infimum in (8) is attained on some non-negative element $\Psi_0$ of the set $QBS_{\mu_1,\mu_2}^\infty$ (and is not attained, in general, on the space of absolutely continuous measures of the form $d\Psi = p(x,y)d\mu_1(x)d\mu_2(y)$, where $p$ is an integrable measurable function).

2) This infimum can be considered as the norm $\|\mu_1 - \mu_2\|$ of the signed measure in a certain space of signed Borel measures with finite total variation on the space $(X, \rho)$.

3) There is a dual definition of the norm:

$$\|\mu_1 - \mu_2\| = \sup \left\{ \int_X u(x) d(\mu_1 - \mu_2)(x) : u \in Lip_1(\rho) \right\},$$

where $Lip_1(\rho)$ is the unit ball in the space of Lipschitz functions with the usual Lipschitz norm. The supremum is also realized on some Lipschitz function $u_0$, and $u(x) - u(y) = \rho(x, y)$ holds $\Psi_0$-almost everywhere.

The main sense of the above assertions is that the norm of an element in a Banach space can be calculated using a functional in the dual space, and this reduces the problem to searching for the dual space.

The above statement is known as the duality theorem (or optimality criterion) in the optimal transportation problem and was formulated in the pioneering paper [4]. In fact, what is used is that the Lipschitz space is the Banach dual to the Kantorovich–Rubinstein space of measures. We stress that this is a duality theorem for functions of ‘one variable’, and we supplement it (more precisely, ‘cover’ it) by a duality theorem for functions of two variables.

Below we show how to apply Theorem 11, which is an assertion about the dual space of the space $VC^1$ of virtually continuous functions, to Kantorovich duality. Here it is more convenient to talk about transportation between two different spaces (of course, this is equivalent to the above problem on transportation in the same space).

Thus, we obtain yet another proof of the duality theorem, but the main feature is that our scheme includes spaces of metrics and spaces of schemes, unlike Kantorovich’s original approach. The choice of the spaces $VC^1$ and $QB^\infty$ is natural in the sense that smaller spaces are not enough (see the remark above) and admissible metrics are virtually continuous functions.

The two-level duality theorem in our specific situation leads, in turn, to the following general two-level duality theorem, and we hope that it has other applications. This is why we start with our general statement and then later explain how to apply it to optimal transportation.

---

3This observation, made in [5], established the convention of calling this the Kantorovich–Rubinstein norm, and the metric the Kantorovich metric.
Assume the following condition on $Z$:

Let $W$ and $Z = W^*$ denote two other real linear spaces, and consider a linear operator $A: W \to X$ and the adjoint operator $B = A^*: Y \to Z$:

$$W \xrightarrow{A} X, \quad X^* \xrightarrow{A^*} W^*. $$

Fix a positive element $\rho \in K \subset X$ and define a (finite or infinite) quasi-norm on $Z$ by

$$\|z\|_\rho = \inf \{(y, \rho): By = z, \ y \geq 0\}. $$

Assume the following condition: the space $X$ is the sum of the cone $K$ and the space $A(W)$. Then

$$\|z\|_\rho = \|z\|'_\rho := \sup\{(z, u): Au \leq \rho\}. $$

Moreover, if $\|z\|_\rho < \infty$, then there is a non-negative continuous functional $y \in X^*$ such that $(y, \rho) = \|z\|_\rho$. 

**Remark 1.** In the case when $X$ is a Banach space and the cone $K$ is closed and generating $(K - K = X)$, the classical Kakutani theorem says that a non-negative functional $y$ on $X$ is automatically norm bounded on $X$.

**Proof.** Obviously, $\|z\|'_\rho \leq \|z\|_\rho$. Indeed, for any element $y \in Y$ such that $y \geq 0$ and $By = z$ and for any element $u \in W$ such that $Au \leq \rho$ we have

$$(z, u) = (By, u) = (y, Au) = (y, \rho) - (y, \rho - Au) \leq (y, \rho), $$

with equality if $(y, \rho - Au) = 0$.

Assume that

$$C := \|z\|'_\rho = \sup\{(z, u): Au \leq \rho\} < \|z\|_\rho. $$

Note that finiteness of $C$ implies that $(z, w) = 0$ whenever $Aw = 0$ (otherwise consider $u = \lambda w$ for real $\lambda$ of appropriate sign, and then the coupling $(z, u)$ is unbounded). This means that $z \in B(Y)$, since the range of the adjoint operator is just the annihilator of the kernel of the direct operator. Moreover, if $Aw \geq 0$, then $(z, w) \geq 0$ (otherwise consider $u = \lambda w$ with negative $\lambda$). If $\rho = Au_0$ for some $u$, then for any $y$ with $By = z$ we have

$$(z, u_0) = (By, u_0) = (y, Au_0) = (y, \rho), $$

as required. Now let $\rho \notin A(W)$. We have to find a functional $y \in Y = X^*$ such that $(y, Au) = (z, u)$ for all $u \in W$ (this just means that $z = A^* y = By$), $y \geq 0$, and $(y, \rho) = C$. Such a $y$ is already defined on the linear span of the space $A(W)$ and the element $\rho$, and it is non-negative on this linear span. The last assertion holds for non-negative elements of the form $\rho - Au$ by the definition of the number $C$, and thus we should check it on non-negative elements of the form $Au - \rho$. Fix $\varepsilon > 0$ and find an element $w \in W$ such that $Aw \leq \rho$ and $(y, Aw) = (z, w) \geq C - \varepsilon$. We have

$$(y, Au - \rho) = (y, Au) - C \geq (y, Au) - (y, Aw) - \varepsilon = (y, A(u - w)) - \varepsilon \geq -\varepsilon$$
because \( A(u - w) = (Au - \rho) + (\rho - Aw) \geq 0 \), and \( y \) is non-negative on \( A(W) \). Since \( \varepsilon > 0 \) was arbitrary, \( (y, Au - \rho) \geq 0 \).

The space \( X \) is the span of the space \( A(W) \) and the cone \( K \), so Riesz’s theorem on extending a non-negative functional allows us to extend \( y \) to a non-negative functional on \( X \). \( \square \)

In our situation \( X = VC^1(\Omega_1 \times \Omega_2), Y \supset QB^\infty(\Omega_1 \times \Omega_2) \), where \( (\Omega_i, \mu_i) \) is a standard probability space for \( i = 1, 2 \), \( W = L^1(\Omega_1) \oplus L^1(\Omega_2), Z = L^\infty(\Omega_1) \oplus L^\infty(\Omega_2) \), the operator \( A \) maps a pair of functions \( u = (w_1(t), w_2(t)) \in W \) into the function \( w_1(t_1) + w_2(t_2) := (Au)(t_1, t_2) \in X \), and the restriction of \( B \) to \( QB^\infty \) maps the quasi-bistochastic signed measure \( \eta \) into the pair of its projections on \( X \) and \( Y \):

\[
L^1(\Omega_1) \times L^1(\Omega_2) \xrightarrow{A} VC^1(\Omega_1, \Omega_2),
\]

\[
(w_1(x), w_2(y)) \xmapsto{A} w_1(x) + w_2(y);
\]

\[
QB^\infty(\Omega_1, \Omega_2) \xrightarrow{A^*} L^\infty(\Omega_1) \times L^\infty(\Omega_2),
\]

\[
\mu \xmapsto{A^*} (\Pr_{\Omega_1}, \mu, \Pr_{\Omega_2} \mu).
\]

The element \( \rho(t_1, t_2) \) is understood as the price of transportation from a point \( t_1 \in \Omega_1 \) to a point \( t_2 \in \Omega_2 \). We take the element \( z \in Z \) equal to the pair of constant functions \( (1, 1) \) (without loss of generality: for other functions we just change the measures \( \mu_1 \) and \( \mu_2 \) to equivalent measures). Note that by the definition of the space \( VC^1 \) each function in this space can be represented as the sum of a non-negative function and an additively separable function \( w_1(t_1) + w_2(t_2) \). Thus, the hypotheses of Theorem 13 hold. Remark 1 for that theorem (the cone of non-negative functions is clearly closed and generating in \( VC^1 \)) guarantees that this functional is norm bounded, and hence it corresponds to some polymorphism in \( QB^\infty \). The norm \( \|(1, 1)\|_\rho \) is the infimum of the scheme prices for transporting \( \mu_1 \) to \( \mu_2 \) with price function \( \rho \). Thus, Theorem 13 implies the existence of an optimal scheme.

If we replace \( VC^1(\Omega_1 \times \Omega_2) \) by \( L^1(\Omega_1 \times \Omega_2) \), then both the assumptions and the assertion of Theorem 13 fail. In this case non-negative bounded functionals correspond to non-negative bounded functions (not just to polymorphisms), and an optimal scheme need not exist.

3.2. Sobolev spaces and trace theorems.

**Theorem 14.** Let \( \Omega_1 \) and \( \Omega_2 \) be domains of dimensions \( d_1 \) and \( d_2 \), respectively, and suppose that \( pl > d_2 \) or \( p = 1 \) and \( l = d_2 \). Then the functions in the Sobolev space \( W^l_p(\Omega_1 \times \Omega_2) \) (whose \( l \)th generalized derivatives are integrable to the power \( p \)) are virtually continuous as functions of the two variables \( x \in \Omega_1 \) and \( y \in \Omega_2 \). The embedding of \( W^l_p(\Omega_1 \times \Omega_2) \) into \( VC^1(\Omega_1, K) \) is continuous for any compact subset \( K \) of the domain \( \Omega_2 \).

**Proof.** Using the theorem on embedding Sobolev spaces into the space of continuous functions (see, for instance, [1], [9]), we have the following estimate for functions \( h(y) \in W^l_p(\Omega_2) \):

\[
\|h\|_{C(K)} \leq c(\Omega_2, K)\|h\|_{W^l_p(\Omega_2)}.
\]
Let \( f(x, y) \in W^l_p(\Omega_1 \times \Omega_2) \) be a smooth function, and let
\[
a(x) := \|f(x, \cdot)\|_{W^l_p(\Omega_2)}.
\]
Then by Fubini’s theorem \( a \in L^1(\Omega_1) \) and
\[
\int |a| \leq c(\Omega_1, \Omega_2)\|f\|_{W^l_p(\Omega_1 \times \Omega_2)}.
\]
The following estimate holds on \( \Omega_1 \times K \):
\[
|f(x, y)| \leq \|f(x, \cdot)\|_{C(K)} \leq c(\Omega_2, K)a(x).
\]
Summarizing, we have
\[
\|f\|_{VC^1(\Omega_1, K)} \leq c(\Omega_1, \Omega_2, K)\|f\|_{W^l_p(\Omega_1 \times \Omega_2)}.
\]  \hfill (9)
Each function in the class \( W^l_p(\Omega_1 \times \Omega_2) \) is the limit of a sequence of smooth functions, and by (9) it is a limit in \( VC^1 \) as well. \( \Box \)

Therefore, under the conditions of this embedding theorem we can integrate functions with respect to any quasi-bistochastic measures. This generalizes the usual theorems about traces on submanifolds.

3.3. Nuclear operators acting in Hilbert space. It is well known that the space of nuclear (trace-class) operators acting in the Hilbert space \( L^2 \) is a projective tensor product of Hilbert spaces. Their kernels are measurable functions of two variables, which are difficult to describe directly. The following theorem asserts that the kernels of nuclear integral operators are virtually continuous as functions of two variables. We remark that the kernels of Hilbert–Schmidt operators are not virtually continuous in general.

**Theorem 15.** Let \( (X, \mu) \) and \( (Y, \nu) \) be standard probability spaces. The space of kernels of nuclear operators from \( L^2(X) \) to \( L^2(Y) \) (with the Schatten–von Neumann norm) embeds continuously in \( VC^1 \).

**Proof.** Let \( K(x, y) \) be the kernel of a finite-rank integral operator from \( L^2(X) \) to \( L^2(Y) \) with nuclear norm 1. Then there is a finite-sum representation
\[
K(x, y) = \sum s_k a_k(x) b_k(y),
\]
where the \( s_k \) are singular values of the operator, \( (a_k) \) and \( (b_k) \) are orthonormal systems, and \( \sum |s_k| \leq 1 \). Almost everywhere we have
\[
|K(x, y)| \leq \frac{1}{2} \sum |s_k| |a_k^2(x)| + \frac{1}{2} \sum |s_k| |b_k^2(y)|.
\]
The right-hand side has the form \( A(x) + B(y) \), and
\[
\int |A(x)| \, dx + \int |B(y)| \, dy \leq 1.
\]
Thus, the norm of \( K(x, y) \) in the space \( VC^1 \) does not exceed 1. It remains to note that any nuclear operator can be approximated in the nuclear norm by operators of finite rank, and by the above estimate this is an approximation in \( VC^1 \) as well. \( \Box \)
This implies that such kernels can be integrated not only over the diagonal when \( X = Y \), which is well known, but also with respect to bistochastic measures. But the space \( VC^1 \) is broader than just the kernels of nuclear operators. If we view \( VC^1 \) as the space of kernels of integral operators acting in suitable \( L^p \) spaces, then it is not invariant with respect to conjugation by nuclear operators, in contrast to the Schatten–von Neumann spaces and, in particular, to spaces of nuclear operators. Indeed, the definition of \( VC^1 \) essentially uses known \( \sigma \)-subalgebras which do not have the necessary invariance. A closely related question was considered in [2]. See more on the traces of nuclear operators and virtual continuity in [23].

3.4. Restrictions of metrics. The following problem was one of the origins of this paper. Let \( (X, \mu) \) be a standard measure space with a continuous measure. Assume that \( \rho \) is an admissible metric and \( \xi \) is a measurable partition of \( (X, \mu) \) with parts of null measure (say, \( \xi \) is the partition into the level sets of a function which is not constant on sets of positive measure). Can we restrict our metric (as a function of two variables) correctly to elements of this partition?

This is not immediately clear, since the metric is a priori just a measurable function. But any admissible metric is virtually continuous, and so for our goal it suffices to define a bistochastic measure to whose support we have to restrict the metric. Suppose for simplicity that \( X = [0, 1]^2 \), \( \mu \) is Lebesgue measure, and \( \xi \) is the partition into vertical line segments. Then we talk about the restriction of a virtually continuous function defined on \( X^2 = [0, 1]^4 \) to the three-dimensional submanifold \( \{ (x_1, x_2, x_3, x_4): x_1 = x_3 \} \). It is easy to see that such a submanifold equipped with three-dimensional Lebesgue measure defines a bistochastic measure on \( X \times X \).

We are grateful to L. Lovász, who sent us his recent monograph [7], in which related questions are discussed, and to A. Logunov for drawing our attention to the possibility of a dual definition of thickness.
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