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Abstract We provide a unified approach to find equilibrium solutions for time-inconsistent problems with distribution dependent rewards, which are important to the study of behavioral finance and economics. Our approach is based on equilibrium master equation, a non-local partial differential equation on Wasserstein space. We refine the classical notion of derivatives with respect to distribution and establish Itô’s formula in the sense of such refined derivatives. Our approach is inspired by theories of Mckean-Vlasov stochastic control and mean field games, but is significantly different from both in that: we prohibit marginal distribution of state to be an input of closed loop control; we solve the best reaction to individual selves in an intra-person game instead of the best reaction to large populations as in mean field games. As applications, we reexamine the dynamic portfolio choice problem with rank dependent utility based on the proposed novel approach. We also recover the celebrated extended HJB equation when the reward of the problem has a nonlinear function of expectation while reformulating and weakening the assumptions needed. Most importantly, we provide a procedure to find an equilibrium solution of a dynamic mean-ES portfolio choice problem, which is completely new to the literature.
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1 Introduction

Dynamic optimization in continuous time has been an important mathematical tool for describing many decision problems in economics and finance. Starting from time $t$, wealth $x$ and choosing the strategy $u$, we usually assign a reward $J(t, x; u)$ to the agent, and the goal for the agent is to maximize $J(t, x; u)$ dynamically. For example, $u$ is the portfolio strategy,
and $J(t, x; u) = EU(X^t_{T}, x, u)$ is the expected utility from the resulted terminal wealth. Beyond classical expected utility theory (EUT), there have been enormous alternatives of $J$ in literature, for examples, mean-variance criterion: $J(t, x; u) = EX^t_{T} - \gamma^2 Var(X^t_{T})$ (Zhou and Li [25], Björk et al. [1]); mean-risk criterion with risk described by other risk measures: $J(t, x; u) = EX^t_{T} - \gamma \rho(X^t_{T})$ (Jin et al. [15] with $\rho$=nonlinear function of expectation, He et al. [8] with $\rho$ =weighted VaR and Zhou et al. [24] with $\rho$ =VaR); rank dependent utility theory (RDUT) (Jin and Zhou [14], Hu et al. [13]). All these extensions to EUT have common features: the rewards depend on wealth (outcome) not only through its expectation, but also through moments of higher orders, or more generally, through the distribution of it: $J(t, x; u) = g(L(X^t_{T}))$. Such rewards are called distribution dependent by us, and constitute our main concerns. We propose a master equation approach to study these problems systematically.

Problems with distribution dependent rewards are important because they provide great flexibility to the modeling of risk preference, not limited to expected utility, and this is key to the study of behavioral finance and economics. Problems with distribution dependent rewards are challenging because unless properly reformulated, they are intrinsically time-inconsistent. Mathematically speaking, if we insist that only $(t, x)$ are treated as state variables, and the strategies are restricted to closed loop controls, the dynamic programming principle is not satisfied anymore. The direct consequences include we can not rely on the celebrated HJB equation, from which value function is solved and the optimal strategy is obtained. Another consequence is the terminology “dynamic optimality” becomes ill-posed, because the problem at $(0, x_0)$ and that at $(t, x)$ are inconsistent with each other. To overcome this, there are two main approaches in the literature, both are developed very recently:

The first approach is to provide additional information to the agent. More specifically, there is an additional state variable $\mu_t = L(X_t)$, the probability law of original state $X_t$. This formulation is called Mckean-Vlasov stochastic control. Closely related to mean field games originated in Lasry and Lions [16], Mckean-Vlasov control problems have been studied extensively. With state space augmented, time consistency is recovered and dynamic programming equation, a PDE on the Wasserstein space, is obtained, see e.g., Chapter 6 of Carmona and Delarue [4] and Buckdahn et al. [3]. There are also efforts to extend the concept of solution from classical solution to weak solution and viscosity solution (e.g. Wu and Zhang [21], Mou and Zhang [20]). One drawback of this approach is that the obtained closed loop optimal strategy contains $L(X_t)$ as one argument, which means that to implement such an optimal strategy, the agent needs to know the whole distribution of $X_t$. This does not make sense in the aspect of applications, because typically the agent is only informed of the realization $X_t(\omega)$ (i.e., he observes the wealth he owns), or at most, the whole path of $X_{\cdot \wedge t}$ (i.e., he remembers what he has owned). For a concrete example of this approach, the reader is referred to Subsection 3.3 of Wu and Zhang [21].

The second approach is to properly revise the formulation of the rationality of the agent. Researchers have considered problems where the agent commits himself to the optimal solution at $(0, x_0)$ (see Jin and Zhou [14], Xu [22] and references therein for the examples of RDUT). More recently, the focus gradually shifts to the so-called equilibrium solution theory, where the agent at each state $(t, x)$ is seen as a player, and the Nash equilibrium of such an intra-person game is desired. There has been literature in this formulation concerning RDUT (Hu et al. [13]), quantile maximization (He et al. [9]), and nonlinear functions of expectations, including MV criterion as a special case ( Björk et al. [2], Hernández and Possamai...
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[11], He and Jiang [7], He and Jiang [6], among others). However, as can be noted from our short review, the studies in this direction are very limited and are conducted case by case. A unification for problems with distribution dependent rewards is needed because distribution dependence is the most important source of time-inconsistency except for the well-studied non-exponential discounting and state dependence\(^1\). Moreover, such a unification can provide tools for studying other specific problems under intra-person game formulation, some of which remain largely open and unexplored, e.g., portfolio choice with the criterion of the form mean-VaR, mean-ES or mean-\(\rho\) for other risk measures \(\rho\)^2.

In this paper, we establish the desired unification and provide the master equation describing equilibrium solution (Theorem 3.2), contributing to the second approach mentioned above. Inspired by the master equation approach in mean field games and mean field control, the key idea of our approach is to lift the state space from \([0, T] \times \mathbb{R}^d\) to \([0, T] \times \mathcal{P}_2(\mathbb{R}^d)\), where \(\mathcal{P}_2(\mathbb{R}^d)\) is the set of probability distributions with finite second order moment. We construct a crucial auxiliary function defined on this lifted space and prove that it satisfies the corresponding master equation. While the idea seems similar to that in McKean-Vlasov control, our idea has at least three essential differences to theirs: first, we focus on time consistent equilibrium solution of the intra-person game, where to implement such a strategy, only the realization of \(X_t\) is needed, while in McKean-Vlasov control, the strategy contains \(L(X_t)\) as an input; second, in our problem the function \(f\) that satisfies the master equation is constructed by us and such a construction is very crucial for our approach (see discussion at the beginning of Section 3 as well as (3.15)), while the function that satisfies master equation (also called HJB equation in literature) in McKean-Vlasov control is just the value function of the problem and comes out trivially; third, in this paper the derived master equation is non-local because \(f\) contains information of equilibrium solution \(\hat{u}\) and \(\hat{u}\) is decided by \(f\) through the diagonal \((t, \delta_x) \in [0, T] \times \mathcal{P}_2(\mathbb{R}^d)\), while in McKean-Vlasov control, master equation is just a PDE on Wasserstein space.

Three examples are provided to argue that our approach is widely applicable. In Subsections 4.1 and 4.3, we recover some results in existing literature. By applying the proposed master equation, Subsection 4.1 obtains the same ODE describing so-called risk premium reduction coefficient \(\lambda(\cdot)\) as in Hu et al. [13], and Subsection 4.3 confirms the celebrated extended HJB equation in the case where the reward contains a nonlinear function of expectation. In these two examples, either derivation is greatly simplified, or the conditions needed are reformulated and seem to be weaker than the existing work. In Subsection 4.2, we provide a procedure to find the equilibrium solution proportional to wealth of a mean-ES portfolio choice problem, which is completely new to the literature. It turns out that similarly to the RDUT problem, the equilibrium master equation leads to a nonlinear ODE, and the existence of an equilibrium solution proportional to wealth hinges on the existence of a positive solution of such an ODE.

To make our theory applicable to the aforementioned specific problems, we encounter additional difficulties. In one of our applications (see Subsection 4.1), the auxiliary function \(f\) may not be defined for general \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\), but only on a subset \(\mathcal{P} \subset \mathcal{P}_2(\mathbb{R}^d)\). We overcome this by proposing weak L-derivatives beyond classical L-derivatives (chapter 5 of Carmona and Delarue [4]) and establish Itô’s formula for this notion of weak derivatives (see Subsection 3.2). The master equation is also stated in the sense of proposed weak L-derivatives (Theorem 3.2). In other examples (Subsections 4.2 and 4.3), such a notion is also
very crucial for analyzing, and the underlying set $\mathcal{P}$ can be designed case by case, providing great flexibility for the studying (see (4.9) for an example).

There are two related papers that are valuable to be mentioned: Mei and Yin [18] and Mei and Zhu [19]. In both papers, authors study time-inconsistent problems with distribution dependent rewards (costs). However, their interpretations of equilibrium solutions are very different from ours. Their solutions are defined as follows: first fix a prior $\mu$, and find the equilibrium strategy $\hat{u}$ and equilibrium trajectory $X$; then $\hat{u}$ is defined as an equilibrium if $\mathcal{L}(X_t) = \mu_t$ (see Definition 4.1 of Mei and Zhu [19] or Definition 3.1 of Mei and Yin [18]). It can be seen that their equilibrium essentially interprets the distribution argument as the mean field effect of large populations, hence they essentially study inter-person games with a large number of players. Therefore, our formulation seems more suitable for problems encountered in mathematical finance, e.g., portfolio choice. In addition, they do not consider intrinsic time-inconsistency brought by distribution dependence itself but focus on non-exponential discounting. Moreover, although they provide nice theoretical results (existence and uniqueness of equilibrium solution), their approach seems extremely hard to be applied to specific problems, while this paper studies concrete examples from mathematical finance, as a supplement to the literature.

Contributions of the present paper can be summarized as follows: first, we propose notions of weak L-derivatives, weak Itô’s formula, and weak solutions of master equations, which are interesting in their own rights, and are crucial for our approach to study time-inconsistent problems; second, we provide a unified and novel approach to reexamine many famous time-inconsistent problems that have been studied, including RDUT and MV as examples; third, we provide powerful tools for problems that are completely new or largely open, such as dynamic mean-$\rho$ portfolio choice problems, or RDUT with heterogeneous distortion and S-shaped utility (Remark 4.1). In addition, our results can potentially direct the design of a numerical algorithm to find equilibrium solutions that are not explicit or help to establish the theoretical existence of the equilibrium solutions, which is one of the pivotal difficulties in the studying of time-inconsistent problems.

The rest of this paper is organized as follows: in Section 2 we formulate the problem in a unified way. Section 3 contains the main results of this paper, including the notion of weak L-derivatives and the master equation. In Section 4, three concrete problems are studied as examples, which show that our approach is widely applicable. In Section 5, we conclude this paper. All proofs of results in Section 4 are presented in appendices, while other proofs are presented in the main text because of their importance.

2 Problem formulation

Fixing a time maturity $T > 0$, we consider a complete probability space $(\Omega, \mathbb{F}, \mathcal{F}_T, \mathbb{P})$ supporting a $k$-dimensional Brownian motion $W = \{W_t\}_{0 \leq t \leq T}$. Consider also a metric space $U$ as the space of control. We assume that the state dynamic under the closed-loop control $u : [0, T] \times \mathbb{R}^d \to U$ is governed by the following stochastic differential equation (SDE):

$$dX_t = b(t, X_t, u(t, X_t))dt + \sigma(t, X_t, u(t, X_t))dW_t,$$  \hspace{1cm} (2.1)
where \( b : [0, T] \times \mathbb{R}^d \times \mathcal{U} \to \mathbb{R}^d \), \( \sigma : [0, T] \times \mathbb{R}^d \times \mathcal{U} \to \mathbb{R}^{d \times k} \) are both measurable. For simplicity we will ease the notation as
\[
\begin{align*}
    b^u(t, x) &= b(t, x, u(t, x)), \\
    \Sigma^u(t, x) &= \sigma^u(t, x)\sigma^u(t, x)^t = \sigma(t, x, u(t, x))\sigma(t, x, u(t, x)).
\end{align*}
\]

Let \( \mathcal{U} \) be the set of admissible closed-loop control, i.e., the allowed strategies that the agent can choose from. For the well-posedness of the problem, we assume \( \mathcal{U} \) satisfies the following:

**Assumption 1** For any \( u \in \mathcal{U} \), we have:

1. \( \mathcal{U} \subseteq \mathcal{U} \) if we identify any \( u \in \mathcal{U} \) with the constant map in \( \mathcal{U} \).
2. \( b^u \) and \( \sigma^u \) are Lipschitz in \( x \in \mathbb{R}^d \), uniformly in \( t \).
3. \( b^u \) and \( \sigma^u \) are right continuous in \( t \in [0, T) \), and are bounded in \( t \), uniformly for \( x \) in any compact subsets of \( \mathbb{R}^d \).

For convenience, we denote by \( \mathcal{U}_0 \) the set of all \( u \) satisfies Assumption 1.

**Remark 2.1** The set \( \mathcal{U} \) will be implicit in most part of the paper. We only use Assumption 1 to derive the moment estimation of \( X \) (see Lemma 3.1). Except in Subsection 4.2, take \( \mathcal{U} = \mathcal{U}_0 \) is enough for our purpose, but the flexibility to design admissible \( \mathcal{U} \) provides more possibilities anyway.

For \( u \in \mathcal{U} \), we may denote by \( X_t^{t, x, u} \) the strong solution under control \( u \) and initial condition \( X_t = x \). Let us define the reward function at state \((t, x)\) with strategy \( u \) by \( J(t, x; u) \equiv g(L(X_t^{t, x, u})) \). The agent initially faces the following problem:
\[
\max_{u \in \mathcal{U}} J(t, x; u), \quad \forall (t, x) \in [0, T) \times \mathbb{R}^d.
\]

This problem is in general time-inconsistent\(^3\). The source of time-inconsistency is the distribution argument in the function \( g \). In classical control theory, the time-consistency hinges on the tower property of the conditional expectation. Together with the Markovian property of state variables, such a tower property gives the dynamic programming principle satisfied by value function and optimal control. This indicates that, if the reward function \( g \) has a distribution argument, we should also include the marginal distribution of \( X \) as another augmented state variable. Indeed, stochastic control theory for McKean-Vlasov SDE confirms our argument (see Chapter 6 of Carmona and Delarue [4]). Therefore the dynamic optimal control should have the form \( \tilde{u}_t = \tilde{u}(t, X_t, L(X_t)) \). However, if the agent is not informed of the distribution of \( L(X_t) \) (which is usually the case in applications), he is not aware of the changes of \( L(X_t) \), which causes time-inconsistency. To be specific, with initial state \( x_0 \), he will take the control \( \tilde{u}(s, y, \delta_{x_0}) \) at any future state \((s, y)\). This is of course not optimal anymore, although it is indeed optimal at \((0, x_0)\). To resolve the time-inconsistency issue, we choose to utilize the consistent planning approach, and to find the equilibrium control \( \hat{u} : (t, x) \mapsto \hat{u}(t, x) \), which is time-consistent.

**Definition 2.1** (1) For \( u \in \mathcal{U} \), \( u \in \mathcal{U} \) and \( \varepsilon > 0 \), we define the spike variation of \( u \) by
\[
u_{t, \varepsilon, u}(s, y) = uI_{s \in [t, t+\varepsilon]} + u(s, y)I_{s \notin [t, t+\varepsilon]}.
\]
(2) A Borel set $G \subset \mathbb{R}^d$ is said to be $(x_0, \mathcal{U})$-allowed if $\forall u \in \mathcal{U}, t \in [0, T)$, we have $\nu_t^u(G) = 1$, where $\nu_t^u$ is the distribution of $X_t^{x_0,u}$.

(3) $\hat{u} \in \mathcal{U}$ is called an equilibrium control with initial wealth $x_0$ if there exists a $(x_0, \mathcal{U})$-allowed set $G$, such that for any $u \in \mathcal{U}$, $(t, x) \in [0, T) \times G$ we have,

$$\limsup_{\varepsilon \to 0} \frac{J(t, x; \hat{u}, \varepsilon, u) - J(t, x; \hat{u})}{\varepsilon} \leq 0.$$  

(2.2)

Remark 2.2 Using our notations defined in Section 3, we have $\nu_t^u = \phi_t^{0,u} \delta_{x_0}$.

Remark 2.3 As revealed by footnotes 6-7 of He and Jiang [6], to require that (2.2) is satisfied for any $(t, x) \in [0, T] \times \mathbb{R}^d$ is sometimes too restrictive, because every states, even those that are never accessed by any admissible trajectory, are considered. They define the reachable set, and only require that (2.2) holds for those $x$ in reachable set of equilibrium trajectory at any time $t$. Essentially, Hu et al. [13] also proposes the same requirement. This approach is equivalent to our setting if “$\nu_t^u$ for any $u \in \mathcal{U}$” is revised to “$\nu_t^{\hat{u}}$ only”. However, in a game theoretical perspective, this may leads to an equilibrium that is not subgame perfect. Therefore, we choose to impose the requirement that (2.2) holds for all those states that is possible to reach by some admissible (not necessarily equilibrium) control. See also the discussion in Remark 2.7 of Hernández and Possamaï [11], which is essentially the same to our approach.

3 Main results

The trick of our approach is to replace the stochastic dynamic of $X$ with a deterministic dynamic of its marginal distribution. This is originated from the studying of mean field problems in mathematical physics, and Mckean-Vlasov type problems in stochastic control theory. Surprisingly, it is rather crucial in the studying of distributional-rewarded time-inconsistent problems. We can not treat $\mu$, the marginal distribution of $X$, as a state variable, due to the information constraint mentioned before, but we still need to lift the state space to $\mathcal{P}_2(\mathbb{R}^d)$ and treat every state $x \in \mathbb{R}^d$ as $\delta_x$. Working on this lifted space, we can establish the equation of the auxiliary function, which is a partial differential equation on $[0, T] \times \mathcal{P}_2(\mathbb{R}^d)$. This equation is, however, satisfied automatically along any trajectory. Equilibrium condition (2.2) imposes additional requirement on the diagonal of the augmented space, that is, at $(t, \delta_x)$ for $(t, x) \in [0, T] \times \mathbb{R}^d$, making the equation non-local.

3.1 Notations and preliminary lemmas

Throughout this paper, we equip $\mathcal{P}_2(\mathbb{R}^d)$ with the usual 2-Wasserstein metric:

$$\mathcal{W}_2(\mu, \nu) = \left\{ \inf_{\pi \in \Pi(\mu, \nu)} \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy) \right\} \right\}^{1/2},$$

where $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$, and $\Pi(\mu, \nu)$ is the set of couplings between $\mu$ and $\nu$. That is to say, every $\pi \in \Pi(\mu, \nu)$ is a probability measure on $\mathbb{R}^d \times \mathbb{R}^d$ such that for any Borel set $B$,
\[ \pi(B \times \mathbb{R}^d) = \mu(B), \quad \pi(\mathbb{R}^d \times B) = \nu(B). \] In addition, we denote by \( L^2_\mu(\mathbb{R}^d), H^1_\mu(\mathbb{R}^d) \) (or simply \( L^2_\mu, H^1_\mu \) if there is no confusion) the quadratic integrable Lebesgue and Sobolev spaces with respect to the measure \( \mu \), respectively. To be specific,

\[
L^2_\mu(\mathbb{R}^d) = \{ f : \int_{\mathbb{R}^d} |f(x)|^2 \mu(dx) < \infty \} = \{ f : E|f(\xi)|^2 < \infty \},
\]

where \( \xi \) is \( \mathbb{R}^d \)-valued random variable with distribution \( \mu \), and

\[
H^1_\mu(\mathbb{R}^d) = \{ f : f \in L^2_\mu, \partial_x f \in L^2_\mu \},
\]

where the gradient is interpreted in the sense of generalized function (see Hörmander [12] for mathematical definition).

Based on the well-posedness of (2.1), given initial condition \( \mathcal{L}(X_t) = \mu \) at time \( t \), we denote by \( \mu^{t,\mu,u} \) the marginal distribution of the unique strong solution of (2.1) with such an initial condition. Therefore, we can find a deterministic flow map \( \phi^{t,\mu} : \mathcal{P}_2(\mathbb{R}^d) \to \mathcal{P}_2(\mathbb{R}^d)^{[0,T]}, \mu \mapsto \mu^{t,\mu,u} \). Here, we use a convention that \( \mu^{t,\mu,u} = \mu \) for \( 0 \leq r \leq t \). Strong uniqueness (in fact, uniqueness in law is sufficient) implies the flow property: \( \phi^{s,\mu}_{s,t} \phi^{t,\mu}_{t,u} = \phi^{s,\mu}_{s,u} \) for any \( t \leq s \leq r \). We now establish some trivial yet useful properties of \( \phi^{t,\mu} \). Define the metric \( d_T \) on \( \mathcal{P}_2(\mathbb{R}^d)^{[0,T]} \) by:

\[
d_T(\omega_1, \omega_2) = \sup_{0 \leq s \leq T} W_2(\omega_2(s), \omega_2(s)).
\]

We have the following lemma regarding the continuity of \( \phi^{t,\mu} \).

**Lemma 3.1** For any \( \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d), \ t \in [0,T] \) and \( t \leq s_1, s_2 \leq T \), there exist constants \( C \) (may be varied from line to line) that only depend on \( T \) and \( u \), such that

\[
W_2(\phi^{s_1,\mu}_{s,t}, \phi^{s_2,\mu}_{s,t}) \leq C(1 + M^1_2(\mu))|s_1 - s_2|^{1/2}.
\]

(3.1)

\[
d_T(\phi^{t,\mu}_{t,u}, \phi^{t,\nu}_{t,u}) \leq C W_2(\mu, \nu).
\]

(3.2)

**Proof.** The proof is based on the moment estimate of strong solutions (see, e.g., Theorem 1.6.3 from Yong and Zhou [23]). For any two random variable \( \xi, \xi' \in L^2(\Omega, \mathcal{F}_0) \) with \( \mathcal{L}(\xi) = \mu, \mathcal{L}(\xi') = \nu \), we denote by \( X \) and \( X' \) the solution of (2.1) with initial condition \( X_0 = \xi, X'_0 = \xi' \), respectively. Under Assumption 1, we have

\[
W_2(\phi^{s_1,\mu}_{s,t}, \phi^{s_2,\mu}_{s,t})^2 \leq E|X_{s_1} - X_{s_2}|^2 \leq C(1 + E|\xi|^2)|s_1 - s_2|.
\]

Noting that \( \mathcal{L}(\xi) = \mu \), we have \( E|\xi|^2 \leq M_2(\mu) \), thus (3.1) is proved. On the other hand, we have

\[
d_T(\phi^{t,\mu}_{t,u}, \phi^{t,\nu}_{t,u})^2 \leq \sup_{0 \leq s \leq T} E|X_s - X'_s|^2 \leq C E|\xi - \xi'|^2.
\]

Taking the infimum on the right hand side with respect to all possible couplings of \( \xi \) and \( \xi' \), we conclude that (3.2) is true. \( \square \)

By (3.1), \( \phi^{t,\mu} \) maps \( \mathcal{P}_2(\mathbb{R}^d) \) into \( \mathcal{O}_2 \triangleq C([0,T]; \mathcal{P}_2(\mathbb{R}^d)) \), the family of continuous mappings from \( [0,T] \) to \( \mathcal{P}_2(\mathbb{R}^d) \). By (3.2), \( \phi^{t,\mu} \) is continuous, hence Borel measurable. Here we equip \( \mathcal{P}_2(\mathbb{R}^d) \) and \( \mathcal{O}_2 \) with Borel \( \sigma \) algebras \( B(\mathcal{P}_2(\mathbb{R}^d)) \) and \( B(\mathcal{O}_2) \), induced by \( W_2 \) and \( d_T \) respectively. We define \( \mathcal{P}^{t,\mu,u}_r \triangleq (\phi^{t,\mu}_{r,u})_{\#} \delta_\mu = \delta_{\phi^{t,\mu}_{r,u}} \), which is a probability measure on \( (\Omega_2, B(\mathcal{O}_2)) \). With a slight abuse of notation, we also denote by \( \mu \) the canonical process on \( \mathcal{O}_2 \). We define \( \{ \mathcal{F}_r \}_{0 \leq r \leq T} \) to be the filtration generated by \( \mu \). It is clear that \( \mathcal{F}_r \subset B(\Omega) \) for any \( r \in [0,T] \).
Remark 3.1 In fact there is no probability at all. $\mathbb{P}^{t,\mu,u}$ in fact concentrates on a single path. However, to ease the notation, and to provide full analogy with the expected utility case, we insist on the probability notation. Another advantage of this notation is that it allows natural extensions to mixed strategies. Indeed, if strategy is taken as a probability measure $\mathbb{U}$ on $\mathcal{U}$, then we may denote $\mathbb{P}^{t,\mu,\mathbb{U}} = \mathbb{E}^\mathbb{U} \circ \mathbb{P}^{t,\mu,u} = (\phi^{t,\mu})_\# \mathbb{U}$, with $\phi^{t,\mu} : u \mapsto \phi^{t,u}_\mu$. Taking $\mathbb{U} = \delta_u$, this generalization degenerates to our current setting. This direction is left for future study.

The following lemma regarding the changes of measure under spike variation will be used to prove our main result.

Lemma 3.2 For any $u \in \mathcal{U}$, $u \in \mathcal{U}$, $(t, \mu) \in [0, T) \times \mathcal{P}_2(\mathbb{R}^d)$ and $\varepsilon > 0$, we have
\begin{enumerate}
\item $\mathbb{P}^{t+\varepsilon,\mu,u,t,\varepsilon,u} = \mathbb{P}^{t+\varepsilon,\mu,u}$.
\item $\mathbb{P}^{t,\mu,u,t,\varepsilon,u} = \mathbb{P}^{t,\mu,u}$ on $\mathcal{F}_{t+\varepsilon}$.
\end{enumerate}
Proof. (1) is from the uniqueness in law of the solution to (2.1). (2) is equivalent to $\phi^{t,\mu,u} = \phi^{t,\mu}_s$, $\forall t \leq s \leq t + \varepsilon$. By definition $\phi^{t,\mu,u}_s \mu = \phi^{t,\mu,u}_t$ for $t \leq s < t + \varepsilon$. By (3.1) this is also true for $s = t + \varepsilon$. Thus (2) is proved. □

The following lemma describes the “Markovian” property of the family of “probability” measure $\{\mathbb{P}^{t,\mu,u}\}_{(t,\mu)\in[0,T]\times \mathcal{P}_2(\mathbb{R}^d)}$, which will be used later.

Lemma 3.3 For any $(t, \mu, u) \in [0, T] \times \mathcal{P}_2(\mathbb{R}^d) \times \mathcal{U}$, and any $t \leq s \leq T$, we have
$$
\mathbb{E}^{t,\mu,u} g(\mu_T) = \mathbb{E}^{t,\mu,u} \mathbb{E}^{s,\mu_{s,t}} g(\mu_T).
$$
Proof. This proof easily follows from the flow property of $\phi$. □

Remark 3.2 It may be helpful to rewrite the dynamic of $\mu$ as a deterministic Fokker-Planck equation. However, all facts we use about $\mu$, such as Itô’s formula or Lipshitz estimates, are based on that it is the flow of marginal measures of $X$, which is governed by (2.1).

3.2 Weak L-derivatives and Itô’s formula

To study distributional-rewarded time-inconsistent problems, we shall introduce the calculus on spaces of probability measures, especially on $\mathcal{P}_2(\mathbb{R}^d)$. We first briefly recall the notions of L-derivatives and Itô’s formula along a flow of probability measures, which are well-developed in the literature. This part is mainly adopted from Chapter 5 of the monograph Carmona and Delarue [4], hence we omit all the proofs. However, this is not enough for our purposes, because from practical examples we find sometimes the function we study is not L-differentiable in the classical sense (see Section 4 for details). Therefore we introduce the notion of weak L-derivatives, and prove that Itô’s formula still holds under this notion of differentiability.

Definition 3.1 Consider a function $u : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}$ and $\mu_0 \in \mathcal{P}_2(\mathbb{R}^d)$. If there exists a lifting $\tilde{u} : L^2(\Omega, \mathcal{F}, \mathbb{P}) \to \mathbb{R}$, i.e., $\tilde{u}(X) = u(\mathcal{L}(X))$, such that $\tilde{u}$ is Fréchet differentiable near some $X_0$ with $\mathcal{L}(X_0) = \mu_0$, and the mapping $D \tilde{u} : X \mapsto D \tilde{u}(X)$ is continuous in the sense of $L^2$ at $X_0$, then $u$ is said to be L-continuously differentiable at $\mu_0$. We denote by $\partial_{\mu} u(\mu_0) \equiv D \tilde{u}(X_0)$ its L-derivative at $\mu_0$. 


**Proposition 3.1** The L-continuously differentiability is well-defined, i.e., independent of the choice of lifting. Moreover, if \( u \) is L-continuously differentiable at \( \mu_0 \), then there exists a \( \xi \in L^2_{\mu_0}(\mathbb{R}^d) \) such that \( D\xi(X_0) = \xi(X_0) \) for any \( X_0 \) with \( \mathcal{L}(X_0) = \mu_0 \). Thus, the L-derivative of \( u \) at \( \mu_0 \) can be identified with an \( L^2_{\mu_0}(\mathbb{R}^d) \) function \( \xi : \mathbb{R}^d \to \mathbb{R}^d \).

Now we will state the Itô’s formula along a flow of probability measures, under the assumptions that \( f \) satisfies sufficient regularity.

**Definition 3.2** Fix \( t_0, t_1 \in [0, T) \). Consider a function \( f : [t_0,t_1] \times \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R} \). \( f \) is said to be in the class \( C^{1,1}([t_0,t_1]; H^1) \) if:

1. For any \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), the function \( t \mapsto f(t, \mu) \) is of class \( C^1 \), with \( \partial_t f \) being jointly continuous in \((t, \mu)\).

2. For any \( t \in [t_0, t_1] \), the function \( \mu \mapsto f(t, \mu) \) is L-continuously differentiable, and, for any \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), we can find a version of the function \( v \mapsto \partial_\mu f(t, \mu)(v) \) such that \( (t, \mu, v) \mapsto \partial_\mu f(t, \mu)(v) \) is locally bounded and continuous at any \((t, \mu, v)\) with \( v \in \text{supp}(\mu) \).

3. For the version of \( \partial_\mu f \) mentioned above and for any \((t, \mu) \in [t_0,t_1] \times \mathcal{P}_2(\mathbb{R}^d) \), the function \( v \mapsto \partial_\mu f(t, \mu)(v) \) is continuously differentiable and \((t, \mu, v) \mapsto \partial_\nu \partial_\mu f(t, \mu)(v) \) is continuous at \((t, \mu, v)\) with \( v \in \text{supp}(\mu) \). Moreover, for any bounded \( \mathcal{K} \subset \mathcal{P}_2(\mathbb{R}^d) \) we have

\[
\sup_{(t,\mu) \in [t_0,t_1] \times \mathcal{K}} \| \partial_\mu f(t, \mu) \|_{H^1_b(\mathbb{R}^d)} < \infty. \tag{3.3}
\]

**Remark 3.3** If there is no confusion, we simplify \( C^{1,1}([t_0,t_1]; H^1) \) to \( C^{1,1}(H^1) \).

**Proposition 3.2 (Itô’s formula)** Fix \( 0 \leq t < t_0 < T \), \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), \( u \in \mathcal{U} \). For any \( f \in C^{1,1}([t, t_0]; H^1) \), we have \( \mathbb{P}^{\mu,u} \)-almost surely,

\[
f(s, \mu_s) = f(t, \mu) + \int_t^s \left( \partial_t + \mathcal{L}^u \right) f(r, \mu_r) \, dr, \quad \forall s \in [t, t_0], \tag{3.4}
\]

Here, we use the notation:

\[
\mathcal{L}^u f(t, \mu) = \int_{\mathbb{R}^d} \left( \partial_\mu f(t, \mu)(y) \cdot b^u(t, y) + \frac{1}{2} \text{tr}(\partial_\nu \partial_\mu f(t, \mu)(y) \Sigma^u(t, y)) \right) \mu(dy). \tag{3.5}
\]

One drawback of the notion of L-derivatives is that we require \( f \) is well-defined for any \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \). In applications (see Section 4 for details) we need to evaluate \( \partial_\mu f \) for auxiliary function \( f \). However, it is very likely that \( f \) is only defined on some specific subset \( \mathcal{P} \subset \mathcal{P}_2(\mathbb{R}^d) \) rather than on the whole \( \mathcal{P}_2(\mathbb{R}^d) \). To resolve this issue, we propose the notion of weak L-derivatives and develop Itô’s formula here.

**Definition 3.3** For \( \mathcal{P} \subset \mathcal{P}_2(\mathbb{R}^d) \), a function \( f : [t_0, t_1] \times \mathcal{P} \to \mathbb{R} \) is said to have weak L-derivative on \([t_0, t_1]\) for \( 0 \leq t_0 < t_1 < T \), denoted by \( f \in W^{1,1}([t_0, t_1] \times \mathcal{P}; H^1) \), if \( f(\cdot, \mu) \in C^0 \cap H^1 \) for each \( \mu \in \mathcal{P} \) and there exist a sequence \( f^N \in C^{1,1}([t_0, t_1]; H^1) \) such that

1. \( f^N \to f \), locally uniformly for \((t, \mu)\). That is, for any bounded \( \mathcal{K} \subset \mathcal{P} \),

\[
\sup_{(t,\mu) \in [t_0,t_1] \times \mathcal{K}} |f^N(t, \mu) - f(t, \mu)| \to 0, \text{ as } N \to \infty. \tag{3.6}
\]
(2) \( \partial_t f^N \to \partial_t f \), uniformly in \( \mu \) for bounded subsets of \( \mathcal{P} \), and \( L^2 \) in \( t \). That is, for any bounded \( \mathcal{K} \subset \mathcal{P} \),

\[
\sup_{\mu \in \mathcal{K}} \int_{t_0}^{t_1} |\partial_t f^N(t, \mu) - \partial_t f(t, \mu)|^2 dt \to 0, \text{ as } N \to \infty. \tag{3.7}
\]

(3) For any bounded \( \mathcal{K} \subset \mathcal{P} \), there exists a constant \( C = C_{\mathcal{K}, t_0} \) such that

\[
\sup_{(t, \mu) \in [t_0, t_1] \times \mathcal{K}, N \geq 1} \|\partial_\mu f^N(t, \mu)\|_{H^1_\mu} < \infty. \tag{3.8}
\]

(4) For any fixed \( (t, \mu) \in [t_0, t_1] \times \mathcal{P}, \partial_\mu f^N(t, \mu) \to g \) in \( H^1_\mu(\mathbb{R}^d) \) norm. We denote \( \partial_\mu f(t, \mu) = g \).

**Remark 3.4** The weak L-derivative of \( f \in W^{1,1}([t_0, t_1] \times \mathcal{P}; H^1) \) is well-defined, i.e., \( g \) does not depend on the sequence of \( f^N \) as long as \( f^N \to f \) uniformly on bounded sets. To see this, let us fix \( (t, \mu) \in [t_0, t_1] \times \mathcal{P}_2(\mathbb{R}^d) \) and pick \( f^N \to f, h^N \to f \) uniformly on bounded sets, and denote by \( \tilde{f}^N, \tilde{h}^N \) their lifting to \( L^2 \) respectively. By choosing \( \xi \sim \mu, \xi' \in L^2, \|\xi\|_{L^2} \leq 1 \) and \( \xi' \to 0 \) in \( L^2 \), we have

\[
\tilde{f}^N(t, \xi + \xi') - \tilde{f}^N(t, \xi) = \tilde{E}\partial_\mu f^N(t, \mu)(\xi)\xi' + o(\|\xi\|_{L^2}),
\]

\[
\tilde{h}^N(t, \xi + \xi') - \tilde{h}^N(t, \xi) = \tilde{E}\partial_\mu h^N(t, \mu)(\xi)\xi' + o(\|\xi\|_{L^2}).
\]

Defining \( R_N = 2 \sup_{\nu: W_2(\mu, \nu) \leq 1} (|f^N(t, \nu) - f(t, \nu)| + |h^N(t, \nu) - f(t, \nu)|) \), we have

\[
\|\tilde{E}(\partial_\mu h^N(t, \mu)(\xi) - \partial_\mu f^N(t, \mu)(\xi))\xi'\| \leq o(\|\xi\|_{L^2}) + R_N.
\]

Taking supremum with respect to all \( \xi' \in L^2 \) such that \( \|\xi'\| \leq \sqrt{R_N} \), we have

\[
\|\partial_\mu h^N(t, \mu) - \partial_\mu f^N(t, \mu)\|_{L^2_{\mu}} \leq o(1) + \sqrt{R_N}, \text{ as } N \to \infty.
\]

By uniform convergence, \( R_N \to 0 \) as \( N \to \infty \). Therefore, if \( \partial_\mu f^N \to g_1, \partial_\mu h^N \to g_2 \) in \( H^1_{\mu} \), we have

\[
\|g_1 - g_2\|_{L^2_{\mu}} \leq \liminf_{N \to \infty} \|\partial_\mu h^N(t, \mu) - \partial_\mu f^N(t, \mu)\|_{L^2_{\mu}} = 0.
\]

The requirement (2) in Definition 3.3 is very restrictive and hard to verify. However, due to the following lemma, convergence of derivatives can be omitted if we know a priori the convergence rate of \( f^N \to f \), which is expected to be verified case by case in applications.

**Lemma 3.4** Suppose that \( f(\cdot, \mu) \in C^0 \cap H^1 \), and for any bounded \( \mathcal{K} \subset \mathcal{P} \), we have

\[
\sup_{(s, t) \in [t_0, t_1], \mu \in \mathcal{K}, |s-t|<\varepsilon} |f(s, \mu) - f(t, \mu)| \to 0, \varepsilon \to 0. \tag{3.9}
\]

\[
\sup_{\mu \in \mathcal{K}} \|\partial_t f(\cdot, \mu)\|_{L^2([t_0, t_1])} < \infty \tag{3.10}
\]
If there exists a sequence $f^N \in C^{1,1}(H^1)$ such that for any $K \subset \mathcal{P}$ bounded, there exist constants $C = C_K$ and $\delta = \delta_K > 0$ such that
\[
\sup_{(t, \mu) \in [t_0, t_1] \times K} |f^N(t, \mu) - f(t, \mu)| \leq C/N^{1+\delta}, \tag{3.11}
\]
and for any $(t, \mu) \in [t_0, t_1] \times \mathcal{P}$, $\partial_\mu f^N(t, \mu) \to g$ in $H^1_\mu(\mathbb{R}^d)$, then $f \in W^{1,1}([t_0, t_1] \times \mathcal{P}; H^1)$.

**Proof.** Let us consider the temporal modifier $\eta$ defined by
\[
\eta(t) = \begin{cases} \frac{1}{C} \exp\left(\frac{1}{t^2-1}\right), & t^2 < 1, \\
0, & t^2 \geq 1,
\end{cases}
\]
where $C$ is a normalization constant such that $\int_{\mathbb{R}} \eta = 1$. Now consider $\eta^N(t) = N \eta(Nt)$. Clearly we have $\eta^N \in C_c^\infty(\mathbb{R})$. Moreover, we have,
\[
\int_{\mathbb{R}} |\partial_t \eta^N| = N^2 \int_{\mathbb{R}} |\partial_t \eta(\eta(t))|dt = CN.
\]
In the rest of this proof, we denote by $h_\mu$ the function $h(\cdot, \mu)$ for any $h : [t_0, t_1] \times \mathcal{P} \to \mathbb{R}$, and consider their zero extensions to $\mathbb{R}$ if needed. Now consider $\tilde{f}^N(t, \mu) = f^N_\mu \ast \eta^N(t)$. We first prove that for any fix $(t, \mu)$ and $N$, $\partial_\mu \tilde{f}^N(t, \mu) = \partial_\mu f^N_\mu \ast \eta^N(t)$. For convenience we still denote by $\tilde{f}^N$ and $f^N$ their lifting to $L^2$. For $\xi, \xi' \in L^2$, $\xi \sim \mu$ and $\|\xi\|_{L^2} \leq 1$ we have,
\[
\left|\tilde{f}^N(t, \xi + \xi') - \tilde{f}^N(t, \xi) - \tilde{E} \left[\int_{\mathbb{R}} Df^N(t-s, \xi) \eta^N(s)ds\right] \xi'\right|
\]
\[
= \left|\int_{\mathbb{R}} \int_{0}^{1} \tilde{E} Df^N(t-s, \xi + \lambda \xi') \eta^N(s)d\lambda ds - \tilde{E} \left[\int_{\mathbb{R}} Df^N(t-s, \xi) \eta^N(s)ds\right] \xi'\right|
\]
\[
\leq \int_{\mathbb{R}} \int_{0}^{1} \tilde{E} |Df^N(t-s, \xi + \lambda \xi') - Df^N(t-s, \xi)||\xi'||\eta^N(s)d\lambda ds
\]
\[
\leq \|\xi''\|_{L^2} \int_{\mathbb{R}} \int_{0}^{1} \left[\tilde{E} |Df^N(t-s, \xi + \lambda \xi') - Df^N(t-s, \xi)|^2\right]^{1/2} \eta^N(s)d\lambda ds.
\]
Let $R(s, t, \lambda, \xi') = \left[\tilde{E} |Df^N(t-s, \xi + \lambda \xi') - Df^N(t-s, \xi)|^2\right]^{1/2}$. Because $f^N$ is known to be $L$ continuously differentiable, for fix $(s, t, \lambda)$, $R(s, t, \lambda, \xi') \to 0$ as $\|\xi''\|_{L^2} \to 0$. By (3.3),
\[
\sup_{0 \leq \lambda \leq 1} R(s, t, \lambda, \xi') \leq 2 \sup_{s:t-s|^{1/2} < 1/N^2} 2\|\partial_\mu f^N(s, \nu)\|_{L^2} < \infty.
\]
By Dominated convergence theorem,
\[
\int_{\mathbb{R}} \int_{0}^{1} R(s, t, \lambda, \xi') \eta^N(s)ds \to 0, \|\xi''\|_{L^2} \to 0,
\]
\[
\left|\tilde{f}^N(t, \xi + \xi') - \tilde{f}^N(t, \xi) - \tilde{E} \left[\int_{\mathbb{R}} Df^N(t-s, \xi) \eta^N(s)ds\right] \xi'\right| \leq \|\xi''\|o(1) = o(\|\xi''\|_{L^2}),
\]
as \( \|\xi^\prime\|_{L^2} \to 0 \). This proves the assertion \( \partial_\mu \tilde{f}^N(t, \mu) = \partial_\mu f_\mu^N * \eta^N(t) \). By the property of \( \eta^N \), it is straightforward to verify by definition that \( \tilde{f}^N \in C^{1,1}(H^1) \). Using the relation \( \partial_\mu \tilde{f}^N(t, \mu) = \partial_\mu f_\mu^N * \eta^N(t) \) and Dominated convergence theorem, we can prove that \( \partial_\mu \partial_\nu \tilde{f}^N(t, \mu) = (\partial_\nu \partial_\mu f_\mu^N) * \eta^N(t) \). Using Jensen’s inequality and the fact: \( \int_{\mathbb{R}} \eta^N = 1 \) for any \( N \), we have

\[
\|\partial_\mu \tilde{f}^N(t, \mu) - \partial_\mu f^M(t, \mu)\|_{H^1_\mu}^2 \leq C \left[ \int_{\mathbb{R}} \|\partial_\mu f^N(t - s, \mu) - \partial_\mu f^M(t - s, \mu)\|_{H^1_\mu}^2 |\eta^N(s)| ds \right.
\]

\[+ \left. \int_{\mathbb{R}} \|\partial_\mu f^M(t - s, \mu)\|_{H^1_\mu}^2 |\eta^N(s) - \eta^M(s)| ds \right].
\]

Combining (3.12) and Dominated convergence theorem, we conclude that \( \partial_\mu \tilde{f}^N(t, \mu) \) converges to some \( \tilde{g} \) in \( H^1_\mu \) norm, for each fixed \( (t, \mu) \in [t_0, t_1] \times \mathcal{P} \). The only thing remains to be proved is the convergence of \( \tilde{f}^N \) and their derivatives. Indeed, for \( \mathcal{K} \subset \mathcal{P} \) bounded and for any \( (t, \mu) \in [0, T] \times \mathcal{K} \),

\[
|f_\mu^N * \eta^N(t) - f_\mu(t)| \leq |f_\mu^N * \eta^N - f_\mu * \eta^N| + |f_\mu * \eta^N - f_\mu| \leq I_1^N(t) + I_2^N(t),
\]

where

\[
sup_{(t, \mu) \in [t_0, t_1] \times \mathcal{K}} I_1^N(t) \leq \sup_{(t, \mu) \in [t_0, t_1] \times \mathcal{K}} \int_{\mathbb{R}} |f^N(t - s, \mu) - f(t - s, \mu)| \eta^N(s) ds
\]

\[
\leq \sup_{(t', \mu) \in [t_0, t_1] \times \mathcal{K}} |f^N(t', \mu) - f(t', \mu)|
\]

\[
\leq C/N^{1+\delta} \to 0, \text{ as } N \to \infty,
\]

\[
sup_{(t, \mu) \in [t_0, t_1] \times \mathcal{K}} I_2^N(t) \leq \int_{\mathbb{R}} |f(s, \mu) - f(t, \mu)| \eta^N(t - s) ds,
\]

\[
\leq \sup_{s:|s-t| \leq 1/N^2} |f(s, \mu) - f(t, \mu)| \to 0, \text{ as } N \to \infty,
\]

here we have used (3.9) and (3.11). Therefore

\[
\sup_{(t, \mu) \in [t_0, t_1] \times \mathcal{K}} |\tilde{f}^N(t, \mu) - f(t, \mu)| \to 0, \text{ as } N \to \infty.
\]

On the other hand, noting that \( \partial_t (f_\mu^N * \eta^N) = f_\mu^N * \partial_t \eta^N \), we have

\[
|\partial_t (f_\mu^N * \eta^N)(t) - \partial_t f_\mu(t)| \leq |f_\mu^N * \partial_t \eta^N - f_\mu * \partial_t \eta^N| + |\partial_t f_\mu * \eta^N - \partial_t f_\mu| \triangleq I_3^N(t, \mu) + I_4^N(t, \mu)
\]

with

\[
\sup_{(t, \mu) \in [t_0, t_1] \times \mathcal{K}} I_3^N(t, \mu) \leq \sup_{(t, \mu) \in [t_0, t_1] \times \mathcal{K}} \int_{\mathbb{R}} |f^N(t - s, \mu) - f(t - s, \mu)| \partial_t \eta^N(s) ds
\]

\[
\leq C N \sup_{(t', \mu) \in [t_0, t_1] \times \mathcal{K}} |f^N(t', \mu) - f(t', \mu)|
\]

\[
\leq C_\mathcal{K}/N^\delta \to 0, \text{ as } N \to \infty.
\]
Denote by $\mathcal{F}$ the Fourier transform, then after proper zero extensions,
\[
\sup_{\mu \in \mathcal{K}} \| F \|_{L^2([t_0,t_1])} = \sup_{\mu \in \mathcal{K}} \| \partial_t f_\mu * \eta^N - \partial_t f_\mu \|_{L^2(\mathbb{R})} \\
= \sup_{\mu \in \mathcal{K}} \| \mathcal{F}(\partial_t f_\mu)(\mathcal{F}(\eta^N) - 1) \|_{L^2(\mathbb{R})} \\
\leq \| \mathcal{F}(\eta^N) - 1 \|_{L^\infty(\mathbb{R})} \sup_{\mu \in \mathcal{K}} \| \partial_t f_\mu \|_{L^2([t_0,t_1])}.
\]

For any given $t' \in \mathbb{R}$, we have
\[
| \mathcal{F}(\eta^N)(t') - 1 | \leq C \int_\mathbb{R} | e^{it't} - 1 | \eta^N(t) dt \\
\leq C \int_\mathbb{R} | e^{it't/N} - 1 | \eta(t) dt \to 0, \text{ as } N \to \infty,
\]
where Dominated convergence theorem has been used. Then (3.7) is proved. Thus, the proof follows.

Now we are ready to state and prove the weak Itô’s formula, which is crucial for the establishment of equilibrium master equation in Subsection 3.3, and for applications in Section 4. To begin with, we need the concept of invariant set.

**Definition 3.4** For $u \in \mathcal{U}$, $0 \leq t < t_0 < T$, a subset $\mathcal{P} \subset \mathcal{P}_2(\mathbb{R}^d)$ is said to be $([t, t_0], u)$-invariant if for any $t \leq s \leq t_0$, $\phi^{s,u}_t \mathcal{P} \subset \mathcal{P}$.

**Remark 3.5** $\mathcal{P}_2(\mathbb{R}^d)$ itself is clearly $([0, T], u)$-invariant for any $u \in \mathcal{U}$. In fact by usual moment estimate, $\mathcal{P}_p(\mathbb{R}^d)$ for any $p \geq 2$ are also $([0, T], u)$-invariant. Nontrivial examples of invariant set (of distributions) under stochastic flow are interested in their own right and remain largely unexplored to the best of our knowledge. In the present paper, we will choose very specific locally invariant sets (see Definition 3.5) in the examples (see Subsections 4.1 and 4.2 for details).

**Theorem 3.1 (Weak Itô’s formula)** Using the same notations as in Proposition 3.2, for any $([t, t_0], u)$-invariant $\mathcal{P}$, $f \in W^{1,1}([t, t_0] \times \mathcal{P}; \mathcal{H}^1)$, we have $\mathbb{P}^{f,u,t_0}$-almost surely,
\[
f(s, \mu_s) = f(t, \mu) + \int_t^s (\partial_t + \mathcal{L} u) f(r, \mu_r) dr, \tag{3.13}
\]
$\forall s \in [t, t_0]$, where the operator $\mathcal{L} u$ is defined by (3.5).

**Proof.** By definition of $W^{1,1}([t, t_0] \times \mathcal{P}; \mathcal{H}^1)$, we choose a sequence $f^N \in C^{1,1}(\mathcal{H}^1)$ such that $f^N \to f$ locally uniformly, and $\partial_t f^N \to \partial_t f$ locally uniformly in $\mu$, $L^2$ in $t$. Moreover, $\partial_t f^N(t, \mu) \to \partial_t f(t, \mu)$ in $H^1_\mu$ for each $(s, \mu) \in [t, t_0] \times \mathcal{P}$. By Proposition 3.2, $\forall s \in [t, t_0]$,
\[
f^N(s, \mu_s) = f^N(t, \mu) + \int_t^s (\partial_t + \mathcal{L} u) f^N(r, \mu_r) dr. \tag{3.14}
\]
Clearly, $f^N(s, \mu_s) \to f(s, \mu_s)$ and $f^N(t, \mu) \to f(t, \mu)$. To handle the last term in (3.14), we note that
\[
\left| \int_t^s (\partial_t + \mathcal{L} u) f^N(r, \mu_r) dr - \int_t^s (\partial_t + \mathcal{L} u) f(r, \mu_r) dr \right| \leq J_1^N + J_2^N,
\]

\[
J_1^N = \int_t^s \left| \partial_t \left( f^N(r, \mu_r) - f(r, \mu_r) \right) \right| \mu_r dr, \quad J_2^N = \int_t^s \left| \mathcal{L} u \left( f^N(r, \mu_r) - f(r, \mu_r) \right) \right| \mu_r dr.
\]
where

\[
J_1^N \leq \int_t^s (|\partial_t f_N^N(r, \mu_r) - \partial_t f(r, \mu_r)|) \, dr
\]

\[
\leq \sqrt{T} \sup_{\nu, \|W_2(\nu, \mu)\| \leq C \sqrt{T}} \left\{ \int_t^s |\partial_tf^N(t, \nu) - \partial_tf(t, \nu)|^2 \, dt \right\}^{1/2} \rightarrow 0, \text{ as } N \rightarrow \infty,
\]

\[
J_2^N \leq \int_t^s \mathbb{E}|\partial_{\mu}f^N(r, \mu_r)(\tilde{X}_r) - \partial_{\mu}f(r, \mu_r)(\tilde{X}_r)||b^u(r, \tilde{X}_r)| \, dr
\]

\[
+ \frac{1}{2} \int_t^s \mathbb{E}|\partial_{\nu} \partial_{\mu}f^N(r, \mu_r)(\tilde{X}_r) - \partial_{\nu} \partial_{\mu}f(r, \mu_r)(\tilde{X}_r)||\sigma^u(r, \tilde{X}_r)|^2 \, dr,
\]

where \(\tilde{X}_r \sim \mu_r\) under \(\mathbb{E}\). By definition, \(\partial_{\mu}f^N(r, \mu_r) \rightarrow \partial_{\mu}f(r, \mu_r)\) in \(H^1_{\mu_r}\)-norm, furthermore,

\[
\mathbb{E}|\partial_{\mu}f^N(r, \mu_r)(\tilde{X}_r) - \partial_{\mu}f(r, \mu_r)(\tilde{X}_r)||b^u(r, \tilde{X}_r)| \rightarrow 0, \text{ as } N \rightarrow \infty,
\]

\[
\mathbb{E}|\partial_{\nu} \partial_{\mu}f^N(r, \mu_r)(\tilde{X}_r) - \partial_{\nu} \partial_{\mu}f(r, \mu_r)(\tilde{X}_r)||\sigma^u(r, \tilde{X}_r)|^2 \rightarrow 0, \text{ as } N \rightarrow \infty.
\]

Using boundedness condition (3.8), the polynomial intergrability of \(b^u\) and \(\sigma^u\) (which is clear from Lipschitz condition and usual moment estimates of SDE) and Dominated convergence theorem, we conclude \(J_N \rightarrow 0\) as \(N \rightarrow \infty\). Thus, we complete the proof. \(\square\)

**Remark 3.6** The boundedness of \(\mathcal{K}\) in Definition 3.3 can be replaced by the boundedness in the following sense: for any \(p \geq 2\), there exists \(\mu_0 \in \mathcal{K}\) such that \(\sup_{\mu \in \mathcal{K}} \mathcal{W}_p(\mu, \mu_0) < \infty\). Here \(\mathcal{W}_p\) is the usual \(p\)-Wasserstein metric defined similarly as \(\mathcal{W}_2\). This is because in the proof of Theorem 3.1, we only require that convergence is uniform with respect to the measure family \(\{\mu_r\}_{t \leq t \leq t_0}\), which clearly satisfies the above boundedness. This remark is only used in Subsection 4.3.

### 3.3 Equilibrium master equations

Given a candidate strategy \(\hat{u}\), we define the **auxiliary function** by

\[
f(t, \mu) = \mathbb{E}^t_{\mu, \hat{u}} g(\mu_T).
\]  

(3.15)

We will see from the proof of Theorem 3.2 that, auxiliary function \(f\) is related to value \(J(t, x; \hat{u})\) by

\[
J(t, x; \hat{u}) = f(t, \delta_x),
\]

and more importantly,

\[
J(t, x; \hat{u}; t, \tilde{\epsilon}; \mu_{t+\tilde{\epsilon}}) = \mathbb{E}^t_{t, \tilde{\epsilon}; \mu_{t+\tilde{\epsilon}}} f(t + \tilde{\epsilon}, \mu_{t+\tilde{\epsilon}}).
\]

It is seen that the construction of auxiliary function is necessary and crucial for master equation approach.

Formally, **equilibrium master equation** is proposed as follows:

\[
(\partial_t + \mathcal{L}^u) f(t, \mu) = 0,
\]  

(3.16)

\[
\sup_{u \in U} (\partial_t + \mathcal{L}^u) f(t, \delta_x) = 0,
\]  

(3.17)

where the operator \(\mathcal{L}^u\) is given in (3.5). We now state and prove the main results of this subsection.
Definition 3.5 A subset \( P \subset P_2(\mathbb{R}^d) \) is said to be \( \hat{u} \wedge U \)-locally invariant at \( t \in [0, T) \) if for any \( u \in U \), there exists \( \varepsilon \) such that \( P \) is both \( ([t, t + \varepsilon]; \hat{u}) \)-invariant and \( ([t, t + \varepsilon]; u) \)-invariant.

Theorem 3.2 Fix \( \hat{u} \in U \), suppose that we can find a \( (x_0, U) \)-allowed set \( G \) such that for any \( 0 \leq t < T \) there exists a family of \( \{ P_j(t) \}_{j \in J} \) which are all \( \hat{u} \wedge U \)-locally invariant at \( t \) and satisfies \( \{ \delta_x \}_{x \in G} \subset P(t) \triangleq \bigcup_{j \in J} P_j(t) \subset P_2(\mathbb{R}^d) \), and the corresponding auxiliary function \( f \in W^{1,1}(\{ t, t + \varepsilon \} \times P_j(t); H^1) \) for any \( j \in J \) and some sufficiently small \( \varepsilon \) (allowed to be dependent on \( j \)). If \( \hat{u} \) is an equilibrium with initial wealth \( x_0 \), then:

1. \( f \) satisfies (3.16) for any \( t, \mu \in \{ t \in [0, T), \mu \in P(t) \} \).

2. \( f \) satisfies (3.17) for any \( t \in [0, T) \) and \( x \in G \).

Conversely, if the associated auxiliary function \( f \) satisfies (2) above, then \( \hat{u} \) is an equilibrium with initial wealth \( x_0 \).

Proof. Step 1. We first prove that for any fixed \( \hat{u} \in U \), (3.16) holds. For \( \mu \in \mathcal{P}_j(t), 0 < \varepsilon < T - t \), applying Lemma 3.3 with \( s = t + \varepsilon \), we have

\[
0 = E^{t, \mu} \int_{t}^{t+\varepsilon} (\partial_t + \mathcal{L}_u) f(t, \mu) dt.
\]

Dividing by \( \varepsilon \) on both hand sides of Eq.(3.19), and letting \( \varepsilon \to 0 \) and using Dominated convergence theorem, it is clear that (3.16) is true for any \( t \in [0, T), \mu \in \mathcal{P}_j(t) \). Therefore it is also true for any \( t, \mu \in \{ t \in [0, T), \mu \in P(t) \} \).

Step 2. Now, we consider the limit on the left hand side of (2.2). Clearly, \( \mathcal{L}(X^t_{T}, \hat{u}) = \phi_T^{t, \hat{u}} \delta_x \). Thus by definition,

\[
J(t, x; \hat{u}) = E^{t, \delta_x} g(X_T, \mu_T) = f(t, \delta_x).
\]

On the other hand,

\[
J(t, x; \hat{u}_{t, \varepsilon, u}) = E^{t, \delta_x, \hat{u}_{t, \varepsilon, u}} g(X_T, \mu_T) = f(t, \delta_x).
\]

where we have used Lemma 3.2 and Lemma 3.3. Applying weak Itô’s formula (3.13), we get

\[
\lim_{\varepsilon \to 0} \frac{J(t, x; \hat{u}_{t, \varepsilon, u}) - J(t, x; \hat{u})}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{E^{t, \delta_x, u} f(t + \varepsilon, \mu_{t+\varepsilon}) - f(t, \delta_x)}{\varepsilon} = (\partial_t + \mathcal{L}_u) f(t, \delta_x).
\]
by Step 1 we know \((\partial_t + \mathcal{L}^u)f(t, \delta_x) = 0\). Thus (3.17) holds for any \(t\) and \(x \in G\). Conversely, if there exists \(\hat{u} \in \mathcal{U}\) such that the corresponding \(f\) given by (3.15) satisfies (3.17), by Step 2 we have, for any \(u \in \mathcal{U}, t \in [0, T)\) and \(x \in G\),

\[
\lim_{\varepsilon \to 0} \frac{J(t, x; \hat{u}, t, \varepsilon, u) - J(t, x; \hat{u})}{\varepsilon} \leq 0.
\]

Thus equilibrium condition is verified, which completes the proof. \(\square\)

Remark 3.7 When applying Theorem 3.2 to find equilibrium, the derivatives of \(f\) with respect to distribution argument are always evaluating at \(\{\delta_x\}_{x \in G}\), and they are usually well-defined there. Thus the lengthy and technical arguments (those about invariant set, for example) that we have just established are purely theoretical, though they are crucial for the introduction of Theorem 3.2.

Remark 3.8 Consider the operator \(\Theta_1 : \hat{u} \mapsto f\), where \(f\) is given by (3.15). Consider also the operator \(\Theta_2 : f \mapsto u\), where \(u(t, x) = \arg\max_{u \in \mathcal{U}} \{(\partial_t + \mathcal{L}^u)f(t, \delta_x)\}\). Then the equilibrium is described by the fixed point of \(\Theta_2 \circ \Theta_1\). This could be the start point for the proof of existence of equilibrium solutions under the current setting. On the other hand, this also gives an algorithm to compute the equilibrium numerically: for any initial \(u\), apply \(\Theta_1\) to evaluate the corresponding reward \(f\) (known as policy evaluation in machine learning); apply \(\Theta_2\) to the resulted \(f\) (possibly with optimization algorithm) to get another \(\hat{u}\) (known as policy improvement for time-consistent optimization problems). Implementing enough steps of iteration, it is hoped that \(u\) converges to the equilibrium. The main challenges are to compute the \(L\)-derivatives efficiently. This direction is left for future study.

Remark 3.9 The equilibrium master equations also admit natural extension to include other sources of time-inconsistency. For example, one can easily include non-exponential discounting and state dependency by assuming \(g = g(s, y, \mu)\) and considering \(J(t, x; u) = \mathbb{E}^{t, \mu, u}g(t, x, \mu_T)\). Another popular source of time-inconsistency, *nonlinear functions of expectation* which we will discuss in Subsection 4.3, is trivially embedded into our formulation by choosing \(g(\mu) = F(\mathbb{E}_{\xi \sim \mu} \tilde{g}(\xi))\) for some nonlinear function \(F\).

4 Examples

4.1 Rank dependent utility theory

In this section we apply our theoretical results to a dynamic portfolio problem under rank dependent utility theory (RDUT), which has been studied in Hu et al. [13]. We find that equations describing the risk-premium reduction coefficient \(\lambda(\cdot)\) comes naturally from our equilibrium master equation (3.17). Thus our work can be seen as a (general) theoretical foundation to the case study in Hu et al. [13]. We suppose that the dynamic of \(X\), interpreted as the wealth, follows

\[
dX_t = \mu(t)\theta(t, X_t)dt + \sigma(t)\theta(t, X_t)dW_t,
\]

where \(\mu\) and \(\sigma\) are deterministic functions satisfying appropriate intergablility conditions. That is, the agent invests in a market with interest rate \(r = 0\), return \(\mu(\cdot)\) and volatility \(\sigma(\cdot)\).
We consider the rank dependent utility

$$g(\mu) = \int_{-\infty}^{\infty} w(P_{\xi^\mu}(\xi \geq z))u'(z)dz + \int_{-\infty}^{0} [w(P_{\xi^\mu}(\xi \geq z)) - 1]u'(z)dz,$$

where $u(x) = 1 - \frac{1}{\alpha}e^{-\alpha x}$ is the exponential utility function, and $w$ the distortion function, satisfying Assumption 2 below. Here and afterwards, we use the convention that when operating on functions of $\xi, P_{\xi^\mu}$ and $E_{\xi^\mu}$ represents any probability and expectation operators under the distribution $\xi \sim \mu$. $P_{\xi^\mu,\eta^\nu}$ and $E_{\xi^\mu,\eta^\nu}$ are defined similarly, with additional assumption that $\xi$ and $\eta$ are independent unless noted otherwise.

**Assumption 2** $w$ is increasing, continuous differentiable with $w(0) = 0$, $w(1) = 1$, and there exist constants $C > 0$ and $\beta \in (0, 1)$ such that

$$w'(p) \leq C \left( \frac{1}{p^{1-\beta}} + \frac{1}{(1-p)^{1-\beta}} \right), \forall p \in (0, 1). \quad (4.2)$$

**Remark 4.1** In the most general RDUT, we can consider different distortion $w_+$ and $w_-$ and different utility $u_+$ and $u_-$ for gain and loss probability respectively. In the present paper we assume $w_- = w_+$, $u_+ = u_-$ for simplicity. It is very interesting to study the heterogeneous distortion with $S$ shaped utility case and try to find dynamic equilibrium strategy, which is left for future research.

Consider a special strategy $\theta(t, x) \equiv \theta(t)$, i.e., the investment which is independent from the current wealth. Under this particular $\theta$, the auxiliary function is

$$f(t, \mu) = \int_{-\infty}^{\infty} w(p_{\mu}(t, z))u'(z)dz + \int_{-\infty}^{0} [w(p_{\mu}(t, z)) - 1]u'(z)dz, \quad (4.3)$$

where

$$p_{\mu}(t, z) = P_{\xi^\mu,\eta^\nu \sim N(0,1)}(\xi + \Gamma(t) + \sqrt{\Lambda(t)}\eta \geq z),$$

$$\Gamma(t) = \int_{t}^{T} \mu(s)\theta(s)ds,$$

$$\Lambda(t) = \int_{t}^{T} |\sigma(s)\theta(s)|^2ds.$$

**Remark 4.2** Note that $f(t, \mu)$ is not even well-defined for general $\mu \in \mathcal{P}(\mathbb{R})$. This is actually our motivation to introduce the notion of weak L-derivatives. Examples include heavy tail distributions with $P_{\xi^\mu}(\xi \leq -z) \sim z^{-3}$ as $z \to \infty$, $\xi \leq 0$. In this case

$$E_{\xi^\mu}z^2 = -\int_{-\infty}^{0} zP_{\xi^\mu}(\xi \leq z)dz \sim \int_{-\infty}^{0} \frac{|z|}{1 + |z|^3}dz < \infty.$$  

However, if we take $1 - w(p) \sim p^\beta$ as $p \to 1$, then

$$\int_{-\infty}^{0} [w(P_{\xi^\mu}(\xi \geq z)) - 1]u'(z)dz \sim \int_{-\infty}^{0} \frac{e^{\alpha|z|}}{(1 + |z|^3)^\beta}dz = \infty.$$  

Thus $f(T, \mu)$ is not defined.
For this specific problem, define
\[ P_C(t) = \left\{ \mu \text{ is Gaussian, with } \text{Var}(\mu) < \frac{\beta A(t)}{2(1 - \beta)} \right\} \] (4.4)

**Lemma 4.1** For any \(0 \leq t_1 < T\), \(P_C(t_1)\) is \(\theta'\)-invariant locally at any \(t \in [0, T)\), for any wealth independent strategy \(\theta'\).

**Proof.** If the strategy is independent from wealth, \(\xi \sim \mu \in P_C(t_1)\), we have
\[ X^{t, \xi, \theta'} = \xi + \Theta^{\theta'}(r) + \sqrt{\Sigma^{\theta'}(r)} \eta \]
with continuous \(\Theta^{\theta'}(\cdot)\) and \(\Sigma^{\theta'}(\cdot)\) satisfying \(\Theta^{\theta'}(t) = \Sigma^{\theta'}(t) = 0\) and \(\eta \sim N(0, 1)\), independent of \(\xi\). As an example, if \(\theta' = \theta\) we have \(\Theta^{\theta'}(\cdot) = \Gamma(t) - \Gamma(\cdot)\), \(\Sigma^{\theta'}(\cdot) = A(t) - A(\cdot)\). Therefore we conclude \(\text{Var}(X^{t, \xi, \theta'}) = \text{Var}(\mu) + \Sigma^{\theta'}(r)\). Because \(\text{Var}(\mu) < \frac{\beta A(t)}{1 - \beta}\), it is clear that this will also hold for distribution of \(X^{t, \xi, \theta'}\) once we choose \(r\) sufficiently close to \(t\). \(\square\)

The following result leads us to the equilibrium master equations.

**Proposition 4.1** With \(f\) defined in (4.3), we have for any \(0 \leq t_0 < t_1 < T, \varepsilon_0 > 0\) sufficiently small, \(f \in W^{1,1}([t_0, t_1 - \varepsilon_0] \times P_C(t_1); H^1)\) and for any \(\mu \in P_C(t_1)\),
\[ \partial_t f(t, \mu)(y) = E_{\eta \sim N(0,1)} w' \left( p_\mu(t, \sqrt{A(t)} \eta + \Gamma(t) + y) \right) e^{-\alpha(\sqrt{A(t)} \eta + \Gamma(t) + y)}, \] (4.5)
\[ \partial_x \partial_t f(t, \mu)(y) = E_{\eta \sim N(0,1)} w' \left( p_\mu(t, \sqrt{A(t)} \eta + \Gamma(t) + y) \right) \eta e^{-\alpha(\sqrt{A(t)} \eta + \Gamma(t) + y)} \] (4.6)

**Proof.** See Appendix A. \(\square\)

As a direct consequence, when \(\mu = \delta_x\), we have
\[ p_{\delta_x}(t, z) = 1 - \Phi \left( \frac{z - x - \Gamma(t)}{\Lambda(t)} \right), \]
\[ \partial_t(\mu, \delta_x)(x) = E_{\eta \sim N(0,1)} w' \left( 1 - \Phi(\eta) \right) e^{-\alpha(\sqrt{A(t)} \eta + \Gamma(t) + x)}, \]
\[ \partial_v \partial_t(\mu, \delta_x)(x) = \frac{1}{\sqrt{\Lambda(t)}} E_{\eta \sim N(0,1)} w' \left( 1 - \Phi(\eta) \right) \eta e^{-\alpha(\sqrt{A(t)} \eta + \Gamma(t) + x)}. \]

Here and afterwards, \(\Phi\) is the cumulative distribution function of standard normal distribution. We see from (3.16) and (3.17) that
\[ \theta(t) = \arg\max_{\theta \in \mathbb{R}} \left\{ \theta \mu(t) \partial_\mu(\mu, \delta_x)(x) + \frac{1}{2} \theta^2 \sigma(t)^2 \partial_v \partial_\mu(\mu, \delta_x)(x) \right\}, \]
and one necessary condition is
\[ \theta(t) = \frac{-\mu(t) \partial_\mu f(t, \delta_x)(x)}{\sigma(t)^2 \partial_v \partial_\mu f(t, x, \delta_x)(x)} = \frac{\mu(t)}{\alpha \sigma(t)^2} \cdot \lambda(t), \] (4.7)
where
\begin{align*}
\lambda(t) &= \alpha^2 \sqrt{\Lambda(t)} \frac{h(\sqrt{\Lambda(t)})}{h'(\sqrt{\Lambda(t)})}, \\
h(x) &= E_{\eta \sim N(0,1)} w'(\Phi(\eta)) e^{\alpha x},
\end{align*}
and \( \Lambda \) satisfies the following equation:
\begin{align}
\begin{cases}
\Lambda'(t) &= -\alpha^2 \left[ \frac{\mu(t)}{\sigma(t)} \cdot \frac{h(\sqrt{\Lambda(t)})}{h'(\sqrt{\Lambda(t)})} \right] \Lambda(t), \\
\Lambda(T) &= 0.
\end{cases}
\end{align}
(4.8)

To make \( \theta(\cdot) \) defined in (4.7) an equilibrium, one also needs
\( \partial v / \partial \mu(t, \delta_x)(x) < 0 \), which is equivalent to
\( h'(\sqrt{\Lambda(t)}) \geq 0 \). This is assured under Assumption 4.2 in Hu et al. [13], which is satisfied by many well-known distortion function. We omit the details here.

### 4.2 Dynamic mean-ES portfolio choice

In this subsection we present another example that is closely related to probability distortion, which we call dynamic mean-ES (MES, for short) portfolio choice. Here, ES represents expected shortfall, which is now a popular risk measure. To be specific, for \( \mu \in \mathcal{P}_2(\mathbb{R}) \) and \( \alpha_0 \in (0, 1) \), we define
\[ ES_{\alpha_0}(\mu) = -\frac{1}{\alpha_0} \int_0^{\alpha_0} F_{\mu}^{-1}(\alpha) \, d\alpha, \]
where \( F_{\mu}^{-1} \) is the right continuous quantile function of \( \mu \). The objective function is given by
\[ g(\mu) = E_{\xi \sim \mu} \xi - \gamma ES_{\alpha_0}(\mu), \]
where \( \gamma > 0 \) is the risk aversion, similar to the classical MV setting. That is to say, the agent has a trade off between the expected return and the risk, which is represented by expected shortfall. Portfolio choice under such a criterion is extremely important in both aspects of academic and industrial application. The dynamic version of this problem, where time-inconsistency occurs and the intra-person equilibrium is desired, is new to the literature. Our approach turns out to be powerful for the studying of this problem. To appropriately state the portfolio choice problem, we fix a \( x \leq 0 \), which is the lowest wealth level allowed. We consider the \emph{proportion of excess earnings} invested into the risky asset as the strategy. In other words, we consider the following dynamic instead of (4.1):
\begin{align}
d X_t &= \mu(t) \theta(t, X_t)(X_t - x) \, dt + \sigma(t) \theta(t, X_t)(X_t - x) \, dW_t. \tag{4.1'}
\end{align}

Denoting by \( X^{t, x, \theta} \) the solution of (4.1’), we choose the admissible set \( \mathcal{U} \) as
\[ \mathcal{U} = \{ \theta \in \mathcal{U}_0 : X^{t, x, \theta}_s > x \ \text{a.s.,} \ \forall s \in [t, T], \ x > \underline{x} \}. \]

If we further define \( G = (\underline{x}, \infty) \), it is clear that \( G \) is a \( (\underline{x}, \mathcal{U}) \)-allowed set. On the other hand, the underlying set of probability measure is chosen as
\begin{equation}
\mathcal{P}_{\text{MES}} = \bigcup_{\delta > 0} \mathcal{P}^\delta_{\text{MES}}, \tag{4.9}
\end{equation}
where
\[ \mathcal{P}_\text{MES}^\delta = \{ \mu \in \mathcal{P}_2(\mathbb{R}) : E_{\xi \sim \mu} |\xi - x|^2 < \delta^{-2} \}. \]

For the candidate equilibrium strategy \( \hat{\theta}(t, x) = \theta(t) \) (independent of wealth), we list the following notations dependent on \( \theta \), while we choose not to write such a dependence explicitly:
\[
X_T^t,\xi = x + (\xi - x)e^{\Gamma_1(t)} + \sqrt{A_1(t)}\eta, \quad \eta \sim N(0, 1)
\] being independent of \( \xi \),
\[
\Gamma_1(t) = \int_t^T [\mu(s)\theta(s) - \frac{1}{2}\theta(s)^2\sigma(s)^2] ds,
\]
\[
A_1(t) = \int_t^T \theta(s)^2\sigma(s)^2 ds.
\]

It is clear that \( \mathcal{P}_\text{MES}^\delta \) is locally invariant under any wealth independent strategy \( \theta \). Therefore, by Theorem 3.2, (3.17) can be used to determine \( \hat{\theta}(t) \). We consider the auxiliary function:
\[
f(t, \xi) = E X_T^t,\xi + \frac{\gamma}{\alpha_0} \int_0^{\alpha_0} F_{X_T^t,\xi}^{-1}(\alpha) d\alpha. \tag{4.10}
\]

It is seen that \( f \) is law-invariant, hence can be seen as a functional with distribution argument. Therefore we can equivalently write \( f = f(t, \mu) \). By direct calculation, we have
\[
F_{X_T^t,\xi}(z) = E [1 - H(t, \xi, z)], \tag{4.11}
\]
with
\[
H(t, y, z) = \begin{cases} 
1 - \Phi \left( \frac{\log(z - x) - \log(y - x) - \Gamma_1(t)}{\sqrt{A_1(t)}} \right) & I_{\{y > z\}}, \quad z > x, \\
I_{\{y \leq z\}}, & z = x, \\
I_{\{y > z\}} + \Phi \left( \frac{\log(x - z) - \log(x - y) - \Gamma_1(t)}{\sqrt{A_1(t)}} \right) & I_{\{y < z\}}, \quad z < x.
\end{cases} \tag{4.12}
\]

The following proposition leads us to the highly nonlinear ODE determining \( \hat{\theta}(t) \):

**Proposition 4.2** With \( f \) defined in (4.10), for any \( \delta > 0 \) and sufficiently small \( \varepsilon > 0 \), we have \( f \in W^{1,1}([t, t + \varepsilon] \times \mathcal{P}_\text{MES}^\delta; H^1) \), and for any \( \xi \sim \mu \in \mathcal{P}_\text{MES}^\delta \), we have
\[
\partial_\mu f(t, \mu)(y) = E e^{\Gamma_1(t) + \sqrt{A_1(t)}y} + \frac{\gamma}{\alpha_0} \int_{-\infty}^{\phi^{-1}(\alpha_0)} \partial_y H(t, y, z) dz, \tag{4.13}
\]
\[
\partial_y \partial_\mu f(t, \mu)(y) = \frac{\gamma}{\alpha_0} \int_{-\infty}^{\phi^{-1}(\alpha_0)} \partial_y H(t, y, z) dz. \tag{4.14}
\]

In particular, if we take \( \mu = \delta_x \) for \( x > x \), then
\[
\partial_\mu f(t, \delta_x)(x) = E e^{\Gamma_1(t) + \sqrt{A_1(t)}x} + \frac{\gamma}{\alpha_0} \int_{-\infty}^{\phi^{-1}(\alpha_0)} e^{\sqrt{A_1(t)}z + \Gamma_1(t)\phi'(z)} dz, \tag{4.15}
\]
\[
\partial_y \partial_\mu f(t, \delta_x)(x) = \frac{\gamma}{\alpha_0(x - x)} \int_{-\infty}^{\phi^{-1}(\alpha_0)} \left[ \frac{z}{\sqrt{A_1(t)}} - 1 \right] e^{\sqrt{A_1(t)}z + \Gamma_1(t)\phi'(z)} dz. \tag{4.16}
\]
To find equilibrium strategy, for $x > 0$, we define
\[
F_1(x) = E_{\eta \sim N(0,1)} e^{\eta x} = e^{x^2/2},
\]
\[
F_2(x) = \int_{-\infty}^{\Phi^{-1}(\alpha_0)} e^{xz} \phi'(z)dz = e^{x^2/2} \phi(\Phi^{-1}(\alpha_0) - x),
\]
\[
F_3(x) = \int_{-\infty}^{\Phi^{-1}(\alpha_0)} \left[ \frac{z}{x} - 1 \right] e^{xz} \phi'(z)dz = -\frac{1}{x} e^{x^2/2} \phi' \left( \Phi^{-1}(\alpha_0) - x \right).
\]

Then, by (3.17), $\theta$ should satisfy:
\[
\theta(t) = -\frac{\mu(t)(x-x)}{\sigma(t)^2(x-x)^2} \frac{\partial \mu (t, \delta_x)(x)}{\partial \delta x}(t, \delta_x) = -\frac{\mu(t)}{\sigma(t)^2} \frac{F_1(\sqrt{A_1(t)}) + \frac{\gamma}{\alpha_0} F_2(\sqrt{A_1(t)})}{\frac{\gamma}{\alpha_0} F_3(\sqrt{A_1(t)})}.
\] (4.17)

Rephrasing into an equation of $A_1(t)$, and using definition of $A_1(t)$, we have
\[
A_1'(t) = -A_1(t) \left[ \frac{\mu(t)}{\sigma(t)} \cdot 1 + \frac{\gamma}{\alpha_0} \frac{\phi(\Phi^{-1}(\alpha_0) - \sqrt{A_1(t)})}{\phi' \left( \Phi^{-1}(\alpha_0) - \sqrt{A_1(t)} \right)} \right]^2.
\] (4.18)

with terminal condition $A_1(T) = 0$. By Theorem 3.2, if (4.18) admits a positive solution $A_1(t)$, then the dynamic MES problem has an equilibrium solution given by (4.17). Otherwise, dynamic MES problem does not have equilibrium strategy in the form of (4.17). In fact, it is highly likely that (4.18) does not have positive solution (the zero solution being unique) because unlike in (4.8), the right hand is non-singular here, i.e., the denominator is bounded below from 0. We choose to leave the details for future studying.

Remark 4.3 Following the same procedure, but appropriately revising the formulation of problem, it can be verified that intrinsically, dynamic MES problem does not admit equilibrium strategy that investing a fixed amount of money into risky asset.

4.3 Nonlinear functions of expectations

In this subsection we consider a specific form of reward function with general controlled dynamics. Let
\[
g(\mu) = E_{\xi \sim \mu} g(\xi) + F(E_{\xi \sim \mu} \xi),
\]
where $g \in C^0(\mathbb{R})$, $F \in C^1(\mathbb{R})$, and the dynamic of $X$ be like (2.1). With the convention in Section 2, we have the auxiliary function $f$ taking the form
\[
f(t, \mu) = E_{\xi \sim \mu} g(X^{t,\xi}_T) + F(E_{\xi \sim \mu} X^{t,\xi}_T).
\] (4.19)

In Björk et al. [2] and He and Jiang [6] as well as many other seminal papers on time-inconsistent control problems with nonlinear functions of expectations, the so-called extended HJB equations are derived, which incorporate the nonlinear function $F$ in the equations. One of the key points is to introduce the functions
\[
h_1(t, x) = \mathbb{E}^{t,x,\hat{\mu}} g(X_T) = g(X^{t,x,\hat{\mu}}_T), \quad h_2(t, x) = \mathbb{E}^{t,x,\hat{\mu}} X_T = \mathbb{E} X^{t,x,\hat{\mu}}_T.
\] (4.20)

Proof. See Appendix B. 
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In this section, we will show that our equilibrium master equation degenerates to extended HJB under some weaker conditions. First of all, we shall introduce the set of measures we are interested in. Let

\[ \mathcal{P}_0 = \left\{ \mu \in \mathcal{P}_2(\mathbb{R}^d) : \int_{\mathbb{R}^d} |x|^q \mu(dx) < \infty, \forall q \geq 2 \right\} = \bigcap_{q \geq 2} \mathcal{P}_q(\mathbb{R}^d). \]

From standard SDE theory (with Lipshitz coefficient, e.g., in Yong and Zhou [23]), we know \( \mathcal{P}_0 \) is \( ([0, T^\prime]; u) \)-invariant for any \( u \in \mathcal{U} \) and \( T^\prime > 0 \). Now we state the assumptions we impose on \( h_1 \) and \( h_2 \), which is weaker than classical assumptions because it requires only integrability with respect to measures in \( \mathcal{P}_0 \). Moreover, it is more flexible if the desired invariant set \( \mathcal{P}_0 \) can be further reduced in some specific problems.

**Definition 4.1** For a function \( f : [0, T] \times \mathbb{R}^d \to \mathbb{R}, (t, x) \mapsto f(t, x) \), we say that \( f \in H^{1,2}_{\mathcal{P}_0, \infty} \) if:

1. \( f \in C^{0,2}([0, T] \times \mathbb{R}^d) \), whose derivative with respect to \( t \) is defined everywhere on \([0, T]\).
2. For any \( t \in [0, T] \), \( \mu \in \mathcal{P}_0, f(t, \cdot), \partial_t f(t, \cdot), \partial_x f(t, \cdot), \partial_{xx} f(t, \cdot) \in L^2_{\mu} \),
3. For any bounded \( K \subset \mathcal{P}_0 \) (in the sense of Remark 3.6), \( \sup_{\mu \in \mathcal{P}_0, t \in [0, T]} \| f(t, \cdot) \|_{H^{1,2}_{\mu}} < \infty \),

where

\[ \| f(t, \cdot) \|_{H^{1,2}_{\mu}}^2 \triangleq \| f(t, \cdot) \|_{L^2_{\mu}}^2 + \| \partial_t f(t, \cdot) \|_{L^2_{\mu}}^2 + \| \partial_x f(t, \cdot) \|_{L^2_{\mu}}^2 + \| \partial_{xx} f(t, \cdot) \|_{L^2_{\mu}}^2. \]

With \( f \) defined in (4.19) and \( h_1, h_2 \) given in (4.20), we have the following result, which leads us directly to the corresponded equilibrium master equation.

**Proposition 4.3** Suppose \( h_i \in H^{1,2}_{\mathcal{P}_0, \infty} \) for \( i = 1, 2 \), we have \( f \in W^{1,1}([0, T] \times \mathcal{P}_0; H^1) \), and

\[ \begin{align*}
\partial_{\mu} f(t, \mu)(y) &= \partial_x h_1(t, y) + F' (E_{\xi \sim \mu} h_2(t, \xi)) \partial_x h_2(t, y), \\
\partial_{\xi} \partial_{\mu} f(t, \mu)(y) &= \partial_{xx} h_1(t, y) + F' (E_{\xi \sim \mu} h_2(t, \xi)) \partial_{xx} h_2(t, y)
\end{align*} \]

(4.21)

(4.22)

**Proof.** See Appendix C. \( \Box \)

In particular, if we take \( \mu = \delta_x \) for \( x \in \mathbb{R}^d \), then (3.17) becomes

\[ \sup_{u \in \mathcal{U}} \left\{ A^u_x h_1(t, x) + F'(h_2(t, x)) A^u_x h_2(t, x) \right\} = 0, \]

which is seen to be exactly the extended HJB in He and Jiang [6] (see (3.7) and (3.9) therein). Here \( A^u_x \) is the generator associated with the diffusion \( X \), i.e.,

\[ A^u_x = \partial_t + b^u(t, x) \partial_x + \frac{1}{2} \text{Tr} (\Sigma^u(t, x) \partial_{xx}). \]

**Remark 4.4** It is not hard to see that if \( f \in C^{1,2} \) and its derivatives up to order 2 in space, and up to order 1 in time, are all of polynomial growth in \( x \), then \( f \in H^{1,2}_{\mathcal{P}_0, \infty} \). Therefore, we slightly reduce the assumptions needed with the help of weak Itô’s calculus established in the present paper.
5 Conclusion

Problems with distribution dependent rewards appear naturally and widely and are intrinsically time-inconsistent. This paper provides a unified and novel approach to the study of these problems. Our approach is based on equilibrium master equations, from which equilibrium strategies are obtained. Moreover, we propose the notion of weak L-derivatives and establish weak Itô’s formula. For applications, we use our approach to reexamine two problems that have been studied and investigate a problem that is completely new to the literature.

The present paper also initiates many possible directions for future studies. One direction is to use the equilibrium master equation to study other problems with distribution dependent rewards, which contains greatly many problems from mathematical finance or economics and can be far more complicated and challenging than problems in Section 4 of this paper. Another direction is to establish the existence of equilibrium solutions and design numerical algorithms to find them based on our thoughts in Remark 3.8. This is important because as can be seen from existing studies including this paper, unless equilibrium solutions are solved explicitly, existence is either not proved or based on restrictive assumptions which are not true in specific problems. The last direction we want to mention is to improve theoretical generality, e.g., to permit non-Markovian settings or path dependence. Clearly, this direction is very challenging and needs more advanced mathematical tools such as path dependent Itô’s formula, Mckean-Vlasov BSDEs, etc.

Notes

1. The readers interested in the review of different sources of time-inconsistency can refer to the introduction part of our recent paper Liang and Yuan [17]
2. For static mean-$\rho$ portfolio choice, one is referred to Herdegen and Khan [10]
3. See the discussions for special cases: probability distortion in Hu et al. [13], mean-variance in Cui et al. [5]
4. See e.g. footnote 5 of Xu [22] for specific definition. Here we choose to define expected shortfall following He et al. [8]. There are also other definitions of expected shortfall, e.g., in Zhou et al. [24]. These differences are not essential.
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A Proof of Proposition 4.1

In this section we provide a proof of Proposition 4.1, which is crucial to the solution of RDUT problem under exponential utility. For preparation, we need several technical lemmas.

Lemma A.1 There exists a universal constant $C(=1/\sqrt{2\pi})$ such that for any $x > 0$,

$$\frac{C}{1 + x^2} e^{-x^2/2} \leq 1 - \Phi(x) \leq \frac{C}{x} e^{-x^2/2}.$$

Proof. This is a well-known result. For completeness we provide a short proof as follows:

Let $f_1(x) = \frac{x}{1 + x^2} e^{-x^2/2}$, $f_2(x) = \frac{1}{x} e^{-x^2/2}$. Then

$$f_1'(x) = -\left(1 - \frac{2}{(1 + x^2)^2}\right) e^{-x^2/2},$$
$$f_2'(x) = -\left(1 + \frac{1}{x^2}\right) e^{-x^2/2}.$$

Thus

$$f_1(x) = -\int_x^\infty f_1'(u) du \leq \int_x^\infty e^{-u^2/2} du \leq -\int_x^\infty f_2'(u) du = f_2(x).$$

Lemma A.2 Let $F$ be a bounded subset of $L^2(\Omega')$ for some probability space $\Omega'$. Then for any $\gamma > 0$, $C > 0$, $\inf_{\xi \in F} E[C \wedge e^{-\gamma|\xi|^2}] > 0$.

Proof. Suppose $\inf_{\xi \in F} E[C \wedge e^{-\gamma|\xi|^2}] = 0$, then we can pick a sequence $\{\xi_n\} \subset F$ such that $E[C \wedge e^{-\gamma|\xi_n|^2}] \leq 2^{-n}$. It follows for any $N \geq 1$,

$$2^{-n} \geq E[C \wedge e^{-\gamma|\xi_n|^2}] \geq C \wedge e^{-\gamma N^2} P(|\xi_n| \leq N).$$

We have $\sum_{n=1}^\infty P(|\xi_n| \leq N) < \infty$, which yields, by Borel-Cantelli lemma,

$$P\left(\bigcap_{M=1}^\infty \bigcup_{k=N+1}^\infty \{|\xi_k| \leq N\}\right) = 0,$$

or equivalently,

$$P\left(\bigcup_{M=1}^\infty \bigcap_{k=N+1}^\infty \{|\xi_k| > N\}\right) = 1.$$

This implies

$$P\left(\bigcap_{N=1}^\infty \bigcup_{M=1}^\infty \bigcap_{k=N+1}^\infty \{|\xi_k| > N\}\right) = 1.$$

That is, $|\xi_n| \to \infty$ almost surely. By Fatou’s lemma,

$$\liminf_{n \to \infty} |\xi_n| \leq \liminf_{n \to \infty} E|\xi_n| \leq \sup_{\xi \in F} \|\xi\|_{L^2},$$

contradicting to the boundedness of $F$. \(\square\)
Lemma A.3 Let \( \mathcal{F} \) be a set of \( L^2 \) random variables such that \( E e^{\gamma \xi} < \infty \) for all \( \xi \in \mathcal{F}, \gamma > 0 \). If \( \sup_{\xi \in \mathcal{F}} \| \xi \|_{L^2} < \infty \), then \( \sup_{\xi \in \mathcal{F}} E e^{\gamma \xi} < \infty \) holds for any \( \gamma \in \mathbb{R} \).

Proof. Fix a \( \xi_0 \in \mathcal{F} \). Consider the (nonlinear) functional \( F(\xi) = E e^{\gamma \xi} \). For any \( \delta > 0 \),

\[
F(\xi) - F(\xi_0) = E[e^{\gamma \xi} - e^{\gamma \xi_0}] I_{\{\xi \neq \xi_0\}}
= E e^{\gamma \xi_0} e^{\gamma (\xi - \xi_0) - 1} (\xi - \xi_0) I_{\{\xi \neq \xi_0\}}
\leq \|\xi - \xi_0\|_{L^2} \left( E e^{2\gamma \xi_0} e^{\gamma (\xi - \xi_0) - 1} \right)^{1/2}
\leq C\|\xi - \xi_0\|_{L^2} \left( C E e^{2\gamma \xi_0} I_{\{\xi - \xi_0|\leq \delta\}} + E e^{2\gamma \xi_0} e^{\gamma (\xi - \xi_0) - 1} I_{\{\xi - \xi_0|\geq \delta\}} \right)^{1/2}
\leq C\|\xi - \xi_0\|_{L^2} \left( C E e^{2\gamma \xi_0} + \delta^2 E e^{2\gamma \xi_0} (e^{2\gamma (\xi - \xi_0)} + 1) \right)^{1/2}
\leq C\|\xi - \xi_0\|_{L^2} \left( E e^{2\gamma \xi_0} + \delta^2 E e^{2\gamma \xi} \right),
\]

where we have used the inequality \( |e^{\gamma x} - 1| \leq C(\gamma)|x| \) for any sufficiently small \( x \). Now letting \( \delta \to 0 \), taking supreme over \( \mathcal{F} \) on left hand side gives the desired bound. \( \square \)

Now we turn to the proof of Proposition 4.1. In the proof, with a slight abuse of notation we still denote by \( f \) the lifting of \( f \). We also write \( p_\xi \) to represent \( p_\mu \) for any \( \xi \sim \mu \). Under this convention, we have

\[
p_\xi(t, z) = E \left[ 1 - \Phi \left( \frac{z - \Gamma(t) - \xi}{\sqrt{\Lambda(t)}} \right) \right].
\]

It is straightforward to see that

\[
\partial_t p_\xi(t, z) = E \Phi' \left( \frac{z - \Gamma(t) - \xi}{\sqrt{\Lambda(t)}} \right) \left( \frac{z - \Gamma(t) - \xi}{\sqrt{\Lambda(t)}} \right) \left( \frac{\partial_t \Gamma(t)}{\sqrt{\Lambda(t)}} \right).
\]

Proof of Proposition 4.1. The proof will be divided into several steps.

Step 1: Verify (3.9) and (3.10). We will prove that \( f(t, \xi) \) is differentiable in \( t \) and \( \partial_t f(t, \xi) \) is uniform bounded for \( t \in [t_0, t_1 - \epsilon_0] \) and \( \xi_0 \in P_G(t_1) \). If this is proved, then (3.10) is clear, and (3.9) is a direct consequence of mean value formula. We first prove a uniform lower bound for \( p_\xi(t, z) \). Indeed, using Lemma A.1 we have \( 1 - N(x) \geq (1 - N(x_0)) \wedge e^{-|x| - \frac{x^2}{2}} \geq C \wedge C_\delta e^{-\frac{(1+\delta)x^2}{2}} \) for fixed \( x_0 \) and arbitrarily chosen \( \delta > 0 \). Therefore,

\[
p_\xi(t, z) \wedge (1 - p_\xi(t, z)) \geq C_\delta_1 e^{-\frac{(x - \Gamma(t) - \xi)}{2\sqrt{\Lambda(t)}}^2 (1+\delta_1)}
\geq C_\delta_1 e^{-\frac{x^2}{2\sqrt{\Lambda(t)}}} \left( 1+\delta_1 \right) \wedge e^{\frac{x^2}{2\sqrt{\Lambda(t)}} (\Gamma(t) + \xi)}
\geq C_{\delta_1, \delta_2, t_0, t_1} E C \wedge e^{-\frac{x^2}{2\sqrt{\Lambda(t)}} (\Gamma(t) + \xi)}
\geq C_{\delta_1, \delta_2, t_0, t_1, C} E \wedge e^{-\frac{x^2}{2\sqrt{\Lambda(t)}} (\Gamma(t) + \xi)}
\]

where Lemma A.2 is also used. Hence under Assumption 2 we have

\[
w'(p_\xi(t, z)) \leq C(C' \wedge e^{-\frac{x^2}{2\sqrt{\Lambda(t)}} (\Gamma(t) + \xi)}) - (1-\beta) \leq C\epsilon^{\frac{2}{2\sqrt{\Lambda(t)}} (\Gamma(t) + \xi)} (1-\beta).
\]
We emphasize that $\delta_1$ and $\delta_2$ are arbitrarily small constant to be determined later. Note that
\[
\frac{d}{dt}(w(p_\xi(t, z))) = w'(p_\xi(t, z))\partial_t p_\xi(t, z).
\]
Therefore,
\[
\int_{-\infty}^{\infty} w'(p_\xi(t, z))|\partial_t p_\xi(t, z)|u'(z)dz
\leq CE \int_{-\infty}^{\infty} e^{-\frac{z^2}{2\pi\alpha}} \frac{(z - \Gamma(t) - \xi)}{\sqrt{\Lambda(t)}} \left| \left( \frac{z - \Gamma(t) - \xi}{2\Lambda(t)} - \frac{\Gamma'''(t)}{2\Lambda(t)} \right) \right| dz
\leq CE \int_{-\infty}^{\infty} e^{-\frac{z^2}{2\pi\alpha}} \frac{(z - \Gamma(t) - \xi)}{\sqrt{\Lambda(t)}} \frac{(\xi - \Gamma'(t))}{2\Lambda(t)} dz
\leq CE \int_{-\infty}^{\infty} e^{-\frac{z^2}{2\pi\alpha}} \frac{(z - \Gamma(t) - \xi)}{\sqrt{\Lambda(t)}} \frac{\Gamma'''(t)}{2\Lambda(t)} dz
= CE \frac{1}{\sqrt{\text{Var}(\xi)}} \sqrt{\pi} C^\delta\beta,
\]
where $\frac{1}{\alpha} = \frac{1}{\text{Var}(\xi)} - \frac{\bar{e}}{\Lambda(t)}$, and $\bar{e} = \delta + \delta_5, \bar{\delta} = (1 + \delta_1 + \delta_2)(1 - \beta) + \delta_3 + \delta_4$. Thus from (A.1) we know
\[
\int_{-\infty}^{\infty} w'(p_\xi(t, z))|\partial_t p_\xi(t, z)|u'(z)dz
\leq \frac{C}{\Lambda(t) - \text{Var}(\xi)\bar{\delta}} e^{\frac{\gamma(t)}{1 - \beta}}.
\] (A.2)

Choosing $\delta_i, i = 1, 2, 3, 4, 5$ all sufficiently small, then $\bar{e}$ is sufficiently close to $\frac{1 - \beta}{\beta}$. By the fact $\Lambda(t_1 - \varepsilon_0) > \Lambda(t_1)$ we can assume $\Lambda(t_1 - \varepsilon_0) - \frac{\beta A(t_1)\bar{e}}{1 - \beta} > 0$. Therefore we complete the proof of Step 1 once establishing (A.2).

**Step 2:** Construct $f^N$ and verify (3.11). Observe that (see (4.3))
\[
f(t, \xi) = \int_0^\infty w(p_\xi(t, z))u'(z)dz + \int_{-\infty}^0 [w(p_\xi(t, z)) - 1]u'(z)dz.
\] (A.3)

Integrating on both sides of (4.2) we know $w(p) \leq C p^\beta, 1 - w(p) \leq C(1 - p)^\beta$. On the other hand, when $z > 0$,
\[
p_\xi(t, z) = p_{\gamma \sim N(0,1), \xi \sim \mu}(\xi + \Gamma(t) + \sqrt{\Lambda(t)}\eta) \geq z
\leq Ce^{-(|\alpha|+1)z/\beta}(Ee^{(|\alpha|+1)\xi/\beta})(Ee^{(|\alpha|+1)\sqrt{\Lambda(t)}\eta/\beta})
\leq Ce^{-(|\alpha|+1)z/\beta},
\]
uniformly for $t \in \{t_0, t_1 - \varepsilon_0\}$ and $\xi \in \mathcal{P}_G(t_1)$, where Lemma A.3 is implicitly used. When $z < 0$, $1 - p_\xi(t, z)$ can be similarly estimated, with the bound $Ce^{-(|\alpha|+1)z/\beta}$ replaced by $Ce^{(|\alpha|+1)z/\beta}$. 


Therefore both integrands in (A.3) is bounded from above by $C e^{-|z|}$. This yields that $f$ is well-defined in $\mathcal{P}_G(t_1)$. Moreover, if we define

$$f^N(t, \xi) = \int_0^N w(p_\xi(t, z)) u'(z) \, dz + \int_{-N}^0 [w(p_\xi(t, z)) - 1] u'(z) \, dz,$$  

(A.4)

(3.11) is readily proved, because it has exponential decay.

**Step 3:** Compute $\partial_\mu f^N$ and verify (3.12). Once we impose the cut off given in (A.4), there is no singularity and it is clear that $f^N(t, \xi)$ is well-defined for any random variable $\xi$. Choose $\xi'$ such that $\|\xi''\|_{L^2} \leq 1$, let us rewrite the increments $f^N(t, \xi + \xi') - f^N(t, \xi)$ as follows:

$$f^N(t, \xi + \xi') - f^N(t, \xi) = \int_{|z| \leq N} [w(p_{\xi + \xi'}(t, z)) - w(p_\xi(t, z))] u'(z) \, dz = \int_{|z| \leq N} \int_0^1 \lambda w(p_{\xi + \xi'}(t, z) + (1 - \lambda) p_\xi(t, z)) \cdot (p_{\xi + \xi'}(t, z) - p_\xi(t, z)) u'(z) \, dz.$$  

As

$$|p_{\xi + \xi'}(t, z) - p_\xi(t, z)| = \frac{1}{\sqrt{A(t)}} \left| E \int_0^1 \Phi' \left( \frac{z - \Gamma(t) - (1 - \lambda) \xi' - \xi}{\sqrt{A(t)}} \right) \cdot \xi' \, d\lambda \right| \leq CE \|\xi''\|_{L^2},$$  

(A.5)

we have

$$\left| f^N(t, \xi + \xi') - f^N(t, \xi) - \int_{|z| \leq N} w'(p_\xi(t, z)) \cdot (p_{\xi + \xi'}(t, z) - p_\xi(t, z)) u'(z) \, dz \right|$$

$$\leq \int_{|z| \leq N} \int_0^1 |w'(\lambda p_{\xi + \xi'}(t, z) + (1 - \lambda) p_\xi(t, z)) - w'(p_\xi(t, z))| \cdot |p_{\xi + \xi'}(t, z) - p_\xi(t, z)| u'(z) \, dz$$

$$\leq C_N \|\xi''\|_{L^2} \cdot \sup_{|z| \leq N} |w'(x) - w'(y)|$$

$$= o(\|\xi''\|_{L^2}).$$

Using the first identity in (A.5) again, we get

$$\left| f^N(t, \xi + \xi') - f^N(t, \xi) - \frac{1}{\sqrt{A(t)}} E \left[\int_{|z| \leq N} w'(p_\xi(t, z)) \Phi' \left( \frac{z - \Gamma(t) - \xi}{\sqrt{A(t)}} \right) u'(z) \, dz \right] \cdot \xi' \right|$$

$$\leq CE \left[\int_{|z| \leq N} \int_0^1 w'(p_\xi(t, z)) \Phi' \left( \frac{z - \Gamma(t) - \xi - (1 - \lambda) \xi'}{\sqrt{A(t)}} \right) - \Phi' \left( \frac{z - \Gamma(t) - \xi}{\sqrt{A(t)}} \right) \, d\lambda \right] \cdot \xi' \right|$$

$$\leq C \left[\int_{|z| \leq N} \int_0^1 E \left[ \Phi' \left( \frac{z - \Gamma(t) - \xi - (1 - \lambda) \xi'}{\sqrt{A(t)}} \right) - \Phi' \left( \frac{z - \Gamma(t) - \xi}{\sqrt{A(t)}} \right) \right] |\xi| \, d\lambda \, dz \right]$$

$$\leq CE \left[\int_0^1 \int_0^1 \Phi'' \left( \frac{z - \Gamma(t) - \xi - (1 - \lambda) \xi'}{\sqrt{A(t)}} \right) |\xi'|^2 \, d\lambda \, dz \right]$$

$$\leq CE \int_{|\xi'| \leq |\xi''|_{L^2}} I_{\{\xi'| > \|\xi''\|_{L^2}^2\}} + 2CE \|\xi'| I_{\{\xi'| > \|\xi''\|_{L^2}^2\}$$

$$= o(\|\xi''\|_{L^2}).$$

Recall Definition 3.1 (note also that we can directly obtain the function form of $\partial_\mu f^N$ stated in Proposition 3.1), we see from the above calculation that

$$\partial_\mu f^N(t, \mu)(y) = \frac{1}{\sqrt{A(t)}} \left[\int_{|z| \leq N} w'(p_\mu(t, z)) \Phi' \left( \frac{z - \Gamma(t) - y}{\sqrt{A(t)}} \right) u'(z) \, dz \right].$$
By using Dominated convergence theorem, it is straightforward to deduce that

\[ \partial_v \partial_\mu f^N(t, \mu)(y) = \frac{1}{\sqrt{A(t)}} \left[ \int_{|z| \leq N} w'(p_\mu(t, z)) \Phi' \left( \frac{z - \Gamma(t) - y}{\sqrt{A(t)}} \right) \frac{z - \Gamma(t) - y}{A(t)} u'(z) dz \right]. \]

To establish (3.12), by tedious calculation similar to that in Step 1, we have

\[ |\partial_\mu f^N(t, \mu)(y)| \leq \frac{1}{\sqrt{A(t)}} \left[ \int_{|z| > N} w'(p_\mu(t, z)) \Phi' \left( \frac{z - \Gamma(t) - y}{\sqrt{A(t)}} \right) u'(z) dz \right], \]

where \( \mathcal{E} \) is arbitrarily small. It is not hard to check that \( \|\partial_\mu f^N(t, \mu)\|_{\mathcal{H}} \) is uniform bounded because \( \mu \in \mathcal{P}_C(t_1) \) and the expectation with respect to \( \mu \) can be computed explicitly. As for the convergence of \( \partial_\mu f^N \), \( \partial_v \partial_\mu f^N \) to \( \partial_v f \), \( \partial_v \partial_\mu f \) respectively, using

\[ |\partial_\mu f^N(t, \mu)(y) - \partial_\mu f(t, \mu)(y)| \leq \frac{1}{\sqrt{A(t)}} \left[ \int_{|z| > N} w'(p_\mu(t, z)) \Phi' \left( \frac{z - \Gamma(t) - y}{\sqrt{A(t)}} \right) u'(z) dz \right], \]

and \( |z| \leq C e^{\varepsilon z^2} \) for arbitrarily small \( \varepsilon > 0 \), repeating the same procedure as before, we obtain the desired convergence of \( \partial_\mu f^N \). The convergence of \( \partial_v \partial_\mu f^N \) is similar. Thus we have completed the proof. \( \square \)

### B Proof of Proposition 4.2

We first summarize the useful properties of \( H \) in the following lemma, whose proof is quite straightforward but somewhat tedious, hence we only provide the sketch here.

**Lemma B.1**

1. For any \( z \neq \bar{x} \), \( H(t, \cdot, z) \) is twice continuously differentiable, with \( |\partial_y H(t, y, z)| \leq C/|z - \bar{x}| \), \( \forall y \in \mathbb{R} \).

2. We have the following explicit expressions:

\[
\partial_y H(t, y, z) = \begin{cases} 
\frac{1}{(y - \bar{x})\sqrt{A_1(t)}} \Phi' \left( \frac{\log \left( \frac{\bar{x} - z}{y - \bar{x}} \right) - \Gamma_1(t)}{\sqrt{A_1(t)}} \right) I_{\{y > \bar{x}\}}, & z > \bar{x}, \\
\frac{1}{(\bar{x} - y)\sqrt{A_1(t)}} \Phi' \left( \frac{\log \left( \frac{\bar{x} - z}{\bar{x} - y} \right) - \Gamma_1(t)}{\sqrt{A_1(t)}} \right) I_{\{y < \bar{x}\}}, & z < \bar{x}.
\end{cases}
\]

\[
\partial_{yy} H(t, y, z) = \begin{cases} 
\Phi' \left( \frac{\log \left( \frac{\bar{x} - z}{y - \bar{x}} \right) - \Gamma_1(t)}{\sqrt{A_1(t)}} \right) \left[ \frac{\log \left( \frac{\bar{x} - z}{y - \bar{x}} \right) - \Gamma_1(t)}{A_1(t)} - 1 \right] I_{\{y > \bar{x}\}}, & z > \bar{x}, \\
\Phi' \left( \frac{\log \left( \frac{\bar{x} - z}{\bar{x} - y} \right) - \Gamma_1(t)}{\sqrt{A_1(t)}} \right) \left[ \frac{\log \left( \frac{\bar{x} - z}{\bar{x} - y} \right) - \Gamma_1(t)}{A_1(t)} - 1 \right] I_{\{y < \bar{x}\}}, & z < \bar{x}.
\end{cases}
\]
(3) For any $y \neq x$,
\[
\int_{-\infty}^{\infty} |\partial_y H(t, y, z)| dz = \int_{-\infty}^{\infty} e^{\sqrt{A_1(t)}z + f_1(t)} \Phi'(z) dz,
\]  
(B.3)
\[
\int_{-\infty}^{\infty} |\partial_{yy} H(t, y, z)| dz \leq \frac{1}{|y - x|} \int_{-\infty}^{\infty} e^{\sqrt{A_1(t)}z + f_1(t)} \Phi'(z)(1 + \frac{|z|}{\sqrt{A_1(t)}}) dz.
\]  
(B.4)

**Proof.** (1) and (2) are directly from the definition. To calculate the integral in (3), we first split $\mathbb{R}$ into $I_- = (-\infty, \bar{x})$ and $I_+ = (\bar{x}, \infty)$. On $I_+$, we apply the change of variable $z' = \frac{\log(z - \bar{x}) - \log(y - \bar{x}) - f_1(t)}{\sqrt{A_1(t)}}$. Thus $z = \bar{x} + (y - \bar{x}) e^{\sqrt{A_1(t)}z' + f_1(t)}$, $dz = \sqrt{A(t)}(y - \bar{x}) e^{\sqrt{A_1(t)}z' + f_1(t)} dz'$. Therefore,
\[
\int_{I_+} |\partial_y H(t, y, z)| dz = I_{(y > \bar{x})} \int_{-\infty}^{\infty} e^{\sqrt{A_1(t)}z' + f_1(t)} \Phi'(z') dz'.
\]

The integral on $I_-$ is treated similarly, while we use the change of variable $z' = \frac{\log(z - x) - \log(y - \bar{x}) - f_1(t)}{\sqrt{A_1(t)}}$. Adding these two integrals up, we get (B.3). The proof of (B.4) is similar. □

**Lemma B.2** For $\xi \sim \mu \in \mathcal{P}_\text{MES}^\delta$, there is only one $z \in \mathbb{R}$ such that $F_{X_T^{\xi}}(z) = \alpha_0$.

**Proof.** We note that $X_T^{\xi} = \bar{x} + (\xi - \bar{x}) e^\eta$, where $\eta$ is a Gaussian random variable. Thus, depending on the support of $\xi$, the support of $X_T^{\xi}$ can be $\mathbb{R}$, $(\bar{x}, \infty)$, or $(-\infty, \bar{x})$. In either case, there is only one $z$ such that $F_{X_T^{\xi}}(z) = \alpha_0 \in (0, 1)$. □

**Proof of Proposition 4.2.** We first write $f(t, \xi) = f_1(t, \xi) + \gamma f_2(t, \xi)$ with
\[
f_1(t, \xi) = Eh(t, \xi),
\]
\[
h(t, x) = EX_T^{t,x},
\]
\[
f_2(t, \xi) = \frac{1}{\alpha_0} \int_{0}^{\alpha_0} F_{X_T^{t}}^{-1}(\alpha) d\alpha = \frac{1}{\alpha_0} \int_{-\infty}^{F_{X_T^{t}}^{-1}(\alpha_0)} zdF_{X_T^{t,\xi}}(z).
\]

We only need to consider $f_2$ because it is clear by definition that $\partial_y f_1(t, \mu)(y) = \partial_y h(t, y)$. To deal with $f_2$, we consider the function $w(p) = \int_{0}^{\alpha_0} (p - (1 - \alpha_0)) I_{(p > 1 - \alpha_0)}$, and a sequence of smoothing modification $w_N \in C^\infty(0, 1)$, such that $w(p) - w_N(p) = 0$, $w'(p) - w'_N(p) = 0$ with $p : |p - (1 - \alpha_0)| \geq 1/N^4$ (see Figure 1 for illustration). From (4.11) and (4.12) we know that $X_T^{\xi}$ is continuous so long as $P(\xi = \bar{x}) = 0$, which is assured by $\xi \sim \mu \in \mathcal{P}_\text{MES}^\delta$. Thus $f_2$ can be rewritten as follows:
\[
f_2(t, \xi) = \int_{-\infty}^{\infty} w'(1 - F_{X_T^{t,\xi}}(z)) zdF_{X_T^{t,\xi}}(z).
\]

This inspires us to define
\[
f_2^N(t, \xi) = \int_{-\infty}^{\infty} w_N'(1 - F_{X_T^{t,\xi}}(z)) zdF_{X_T^{t,\xi}}(z).
\]
(B.5)

By integration by part, we further have
\[
f_2^N(t, \xi) = \int_{0}^{\infty} w_N(Eh(t, \xi, z))dz + \int_{-\infty}^{0} [w_N(Eh(t, \xi, z)) - 1]dz.
\]
(B.6)

Using (B.5), if $\|\xi\|_{L^2} \leq C$, we have
\[
|f_N(t, \xi) - f(t, \xi)| \leq \frac{2}{\alpha_0} \int_{\{z:|F_{X_T^{t,\xi}}(z) - \alpha_0| \leq 1/N^4\}} zdF_{X_T^{t,\xi}}(z)
\]
\[
\leq EX_T^{t,\xi} I_A \leq C\|\xi\|_{L^2} P(A)^{1/2}
\]
\[
\leq C/N^2,
\]
Fig. 1 $w$ and its smoothing $w_N$.

where $A = \{|F_{X_t^{t_1}}(X_r^{t_1}) - \alpha_0| \leq 1/N^4\}$ which has probability $2/N^4$. Thus (3.11) is satisfied.

Using (B.6), it is clear and straightforward to prove (3.9) and (3.10) are satisfied by $f^N_2$ (on $[t, t_1]$), with constants independent of $N$. Therefore, (3.9) and (3.10) are also true if we consider the limit $N \to \infty$. We now turn to prove (3.12) and the convergence of L-derivatives. To do this, we consider any $\xi'$ with $\|\xi'\|_{L^2} \to 0$, and use the expression (B.6) to get

$$f^N_2(t, \xi + \xi') - f^N_2(t, \xi) = \int_{-\infty}^{\infty} \left[w_N(EH(t, \xi + \xi', z)) - w_N(EH(t, \xi, z))\right] dz$$

where

$$J_1 = E \int_{0}^{1} \int_{0}^{1} \int_{-\infty}^{\infty} \left[w'_N(\lambda EH(t, \xi + \xi', z) + (1 - \lambda) EH(t, \xi, z)) - w'_N(EH(t, \xi, z))\right] dz d\lambda d\lambda'$$

$$J_2 = E \int_{0}^{1} \int_{-\infty}^{\infty} w'_N(EH(t, \xi, z))[\partial_y H(t, \xi + \lambda' \xi', z) - \partial_y H(t, \xi, z)]\xi' dz d\lambda.$$

For $J_1$, based on (1) of Lemma B.1, we have

$$|EH(t, \xi + \xi', z) - EH(t, \xi, z)| \leq CE|\xi'|/|z - x| \leq C\|\xi'\|_{L^2}/|z - x|,$$
and \( w_N' \leq \frac{1}{\alpha_0} \). Thus, denoting by \( I(t, z, \lambda, \lambda', \xi, \xi') \) the absolute value of the intergrands, we have

\[
\begin{align*}
|J_1| &\leq \int_{-\infty}^{\infty} \int_{-\infty}^{1} \int_{-\infty}^{1} EI(t, z, \lambda, \lambda', \xi, \xi') d\lambda d\lambda' dz \\
&\leq \int \int_{\{ |z-x| \geq \lambda' \}} E I(t, z, \lambda, \lambda', \xi, \xi') dz + \int \int_{\{ |z-x| < \lambda' \}} E I(t, z, \lambda, \lambda', \xi, \xi') dz \\
&\leq J_3 + J_4
\end{align*}
\]

with

\[
\begin{align*}
J_3 &\leq \sup_{x : y : |x-y| \leq C \| \xi' \|_{L^2}^{1/2}} \{ |w_N'(x) - w_N'(y)| \} \cdot \sup_{\lambda \in [0, 1]} E \xi' \cdot \int_{-\infty}^{\infty} \partial_y H(t, \xi + \lambda \xi', z) dz, \\
&\leq C \| \xi' \|_{L^2} \sup_{x : y : |x-y| \leq C \| \xi' \|_{L^2}^{1/2}} \{ |w_N'(x) - w_N'(y)| \} \\
&= o(\| \xi' \|_{L^2}).
\end{align*}
\]

Here (B.3) is used. On the other hand, we have

\[
\begin{align*}
J_4 &\leq 2 \| w_N' \|_{L^\infty} \int \int_{\{ |z-x| < \lambda' \}} E \xi' \partial_y H(t, \xi + \lambda \xi', z) dz \\
&\leq C \| \xi' \|_{L^2} \left( E \left[ \int \int_{\{ |z-x| < \lambda' \}} \partial_y H(t, \xi + \lambda \xi', z) dz \right]^2 \right)^{1/2} \\
&= o(\| \xi' \|_{L^2}),
\end{align*}
\]

because we have

\[
E \left[ \int \int_{\{ |z-x| < \varepsilon \}} \partial_y H(t, \xi + \lambda \xi', z) dz \right]^2 \rightarrow 0, \text{ as } \varepsilon \rightarrow 0
\]

by (B.3) and Dominated convergence theorem. For \( J_2 \), we define

\[
A(y) = \int_{-\infty}^{\infty} w_N' (EH(t, \xi, z)) \partial_y H(t, y, z) dz.
\]

Clearly, \( A \) is continuous and bounded. We have

\[
\begin{align*}
|J_2| &\leq \sup_{\lambda \in [0, 1]} E |A(\xi + \lambda \xi') - A(\xi)| |\xi'| \\
&\leq \sup_{\lambda \in [0, 1]} \left\{ E |A(\xi + \lambda \xi') - A(\xi)| |\xi'| \cdot I_{\{ |\xi'| \leq \lambda' \| \xi' \|_{L^2}^{1/2} \}} + E |A(\xi + \lambda \xi') - A(\xi)| |\xi'| \cdot I_{\{ |\xi'| > \lambda' \| \xi' \|_{L^2}^{1/2} \}} \right\} \\
&\leq \| \xi' \|_{L^2} \sup_{|x-y| \leq \lambda' \| \xi' \|_{L^2}^{1/2}} + 2 \| A \|_{L^\infty} E |\xi'| \cdot I_{\{ |\xi'| > \lambda' \| \xi' \|_{L^2}^{1/2} \}} \\
&\leq o(\| \xi' \|_{L^2}) + O(\| \xi' \|_{L^2}^{3/2}) \\
&= o(\| \xi' \|_{L^2}).
\end{align*}
\]

As a summary, we have just proved

\[
\partial_p f_2(t, \mu)(y) = \int_{-\infty}^{\infty} w_N' (EH(t, \xi, z)) \partial_y H(t, y, z) dz.
\]
By (B.4), it is not hard to prove
\[ \partial_t \partial_t f_2^N(t, \mu)(y) = \int_{-\infty}^{\infty} w_N'(EH(t, \xi, z)) \partial_{yy} H(t, y, z) dz, \]
so long as \( \xi \sim \mu \in \mathcal{P}_\text{MES} \). Using (B.3), (B.4) and the fact that \( |w_N'(p)| \leq \frac{1}{\alpha_0}, \forall p \in [0, 1] \), we have
\[ \sup_{N \geq 1, (t, \mu) \in [t, t+\varepsilon] \times \mathcal{P}_\text{MES}} E_{\xi \sim \mu} |\partial_t f_2^N(t, \mu)(\xi)|^2 \leq C, \]
\[ \sup_{N \geq 1, (t, \mu) \in [t, t+\varepsilon] \times \mathcal{P}_\text{MES}} E_{\xi \sim \mu} |\partial_t \partial_t f_2^N(t, \mu)(\xi)|^2 \leq C\delta^{-2}, \]
which yield (3.8). To prove (4.13) and (4.14), we denote by \( \gamma_\xi \) the second term of the right hand side of (4.13), and \( \gamma g_\xi(y) \) the right hand side of (4.14), respectively. Noticing \( w'(p) = \frac{1}{\alpha_0} I_{\{p \geq 1 - \alpha_0\}} \), we have \( g_\xi(y) = \int_{-\infty}^{\infty} w'(EH(t, \xi, z)) \partial_y H(t, y, z) dz \), and as \( N \to \infty \),
\[ E_{\xi \sim \mu} |\partial_t f_2^N(\xi) - g_\xi(\xi)|^2 \leq \int_{-\infty}^{\infty} |w'(EH(t, \xi, z)) - w_N'(EH(t, \xi, z))| \partial_y H(t, \xi, z) dz \]
\[ \leq 2E \int_{\{z : |F_{X \xi}(z)| \leq 1/N^4\}} \partial_y H(t, \xi, z) dz \to 0. \]
Here (B.3) and Dominated convergence theorem are implicitly used together with Lemma B.2 (so that the integration region tends to a zero measure set as \( N \to 0 \)). Similarly,
\[ E_{\xi \sim \mu} |\partial_t \partial_t f_2^N(\xi) - g_\xi(\xi)|^2 \leq 2E \int_{\{z : |F_{X \xi}(z)| \leq 1/N^4\}} \partial_{yy} H(t, \xi, z) dz \to 0, \]
by (B.4) and \( \xi \sim \mu \in \mathcal{P}_\text{MES} \). To prove (4.15) and (4.16), we only need to apply the change of variable which has been used in the proof of Lemma B.1 and calculate the integration explicitly. □

C Proof of Proposition 4.3

First, by Markovian property, it is clear that,
\[ f(t, \xi) = Eh_1(t, \xi) + F(Eh_2(t, \xi)), \]
where again we adopt the convention not to distinguish between \( f \) and its lifting to the functionals on \( L^2 \). By assumptions on \( h_1 \) and \( h_2 \) we know \( \sup_{\mu \in \mathcal{K}} \{ E[\partial_t h_1(t, \xi)]^2 + E|h_1(t, \xi)|^2 \} < \infty \), it is directly to show that
\[ \partial_t f(t, \xi) = E\partial_t h_1(t, \xi) + F'(Eh_2(t, \xi)) E\partial_t h_2(t, \xi), \]
and (3.9) and (3.10) are satisfied. To prove other conditions needed for applying Lemma 3.4, we choose a sequence of smooth functions with compact support \( \zeta^N \in C^\infty(\mathbb{R}^d) \), such that \( \sup_{\mu \in \mathcal{K}} \zeta^N \subset B(0; N + 1) \), \( \zeta \equiv 1 \) in \( B(0; N) \). We further assume that \( \zeta^N, \partial_t \zeta^N, \partial_{xx} \zeta^N \) are all bounded, uniformly in \( N \). This is possible by usual smoothing argument. We consider the cut-off
\[ h_i^N(t, x) = h_i(t, x) \zeta^N(x), \quad \text{and} \quad f_i^N(t, \xi) = Eh_i^N(t, \xi) + F(Eh_i^N(t, \xi)). \]
By the choice of \( \zeta^N \), we have
\[
|f^N(t, \xi) - f(t, \xi)| \leq 2E|h_1(t, \xi)|I_{\{|\xi| \geq N\}}
+ 2 \int_0^1 |F'(\lambda Eh_2^N(t, \xi) + (1 - \lambda)Eh_2(t, \xi))|E|h_2(t, \xi)|I_{\{|\xi| \geq N\}}d\lambda
\leq 2\|h_1(t, \cdot)\|_{L^2} \frac{(E|\xi|^4)^{1/2}}{N^2} + 2 \sup_{|y| \leq 2\|h_2(t, \cdot)\|_{L^2}} |F'(y)||h_2(t, \cdot)||_{L^2} \frac{(E|\xi|^4)^{1/2}}{N^2}
\leq \frac{C}{N^2},
\]
where the constant \( C \) is uniform in \( t \) and \( \xi \sim \mu \in \mathcal{K} \). To proceed, we now calculate \( \partial_\mu f^N \). For any \( \xi' \in L^2 \) such that \( \|\xi'\|_{L^2} \leq 1 \), we have
\[
f^N(t, \xi + \xi') - f^N(t, \xi) = \int_0^1 E\partial_\mu h_1^N(t, \xi + \lambda \xi')\xi'd\lambda
+ \int_0^1 F'(\lambda Eh_2^N(t, \xi + \xi') + (1 - \lambda)Eh_2^N(t, \xi)) \cdot E[h_2^N(t, \xi + \xi') - h_2^N(t, \xi)]d\lambda
= J_1 + J_2,
\]
where \( J_1 \) and \( J_2 \) are treated respectively as follows:
\[
|J_1| = \left| E\partial_\mu h_1^N(t, \xi)|\xi'| \right| \leq \int_0^1 E|\partial_\mu h_1^N(t, \xi + \lambda \xi') - \partial_\mu h_1^N(t, \xi)||\xi'||I_{\{|\xi'| \leq \|\xi'\|_{L^2}^{1/2}\}}d\lambda
+ E|\partial_\mu h_1^N(t, \xi + \lambda \xi') - \partial_\mu h_1^N(t, \xi)||\xi'||I_{\{|\xi'| > \|\xi'\|_{L^2}^{1/2}\}}d\lambda
\leq \|\xi'\|_{L^2} \sup_{|y| \leq \|\xi'\|_{L^2}^{1/2}} |\partial_\mu h_1^N(t, x) - \partial_\mu h_1^N(t, y)| + 2\|\partial_\mu h_1^N\|_{L^\infty} E|\xi'||I_{\{|\xi'| > \|\xi'\|_{L^2}^{1/2}\}}d\lambda
\leq o(\|\xi'\|_{L^2}) + C\|\xi'\|_{L^2}^{3/2} = o(\|\xi'\|_{L^2}), \quad \text{(C.1)}
\]
\[
|J_2| = \left| F'(Eh_2^N(t, \xi)) E\partial_\mu h_2^N(t, \xi)\xi' \right| \leq \left| \int_0^1 \left[ F'(\lambda Eh_2^N(t, \xi + \xi') + (1 - \lambda)Eh_2^N(t, \xi)) \right] E[h_2^N(t, \xi + \xi') - h_2^N(t, \xi)]d\lambda \right|
+ \left| F'(Eh_2^N(t, \xi)) E \int_0^1 [\partial_\mu h_2^N(t, \xi + \lambda \xi') - \partial_\mu h_2^N(t, \xi)]\xi'd\lambda \right|
\leq \sup_{|x - y| \leq \|h_2^N(t, \xi + \xi') - h_2^N(t, \xi)\|_{L^\infty}} \{|F'(x) - F'(y)|\} E|h_2^N(t, \xi + \xi') - h_2^N(t, \xi)|
+ \sup_{|x| \leq \|h_2^N\|_{L^\infty}} \{|F'(x)|\} \int_0^1 |\partial_\mu h_2^N(t, \xi + \lambda \xi') - \partial_\mu h_2^N(t, \xi)| |\xi'|d\lambda
\triangleq J_3 + J_4.
\]
Using the boundedness of \( \partial_\mu h_2^N \) and the continuity of \( F' \),
\[
E|h_2^N(t, \xi + \xi') - h_2^N(t, \xi)| \leq C\|\xi'\|_{L^2},
\sup_{|x - y| \leq \|h_2^N(t, \xi + \xi') - h_2^N(t, \xi)\|_{L^\infty}} \{|F'(x) - F'(y)|\} = o(1), \quad \text{as } \|\xi'\|_{L^2} \to 0.
\]
Therefore $J_3 = o(\|\xi\|_{L^2})$. On the other hand, using again the same event partition as in (C.1), we also have $J_4 = o(\|\xi\|_{L^2})$. Thus

$$f^N(t, \xi + \xi') - f^N(t, \xi) = E\partial_x h^N_1(t, \xi)\xi' + F'(Eh^N_2(t, \xi))E\partial_x h^N_2(t, \xi)\xi' + o(\|\xi\|_{L^2})$$

which, together with the definition of $L$-derivatives, implies

$$\begin{align*}
\partial_\mu f^N(t, \mu)(y) &= \partial_x h^N_1(t, y) + F'(E\xi \sim \mu h^N_2(t, \xi)) \partial_x h^N_2(t, y), \\
\partial_\nu \partial_\mu f^N(t, \mu)(y) &= \partial_{xx} h^N_1(t, y) + F'(E\xi \sim \mu h^N_2(t, \xi)) \partial_{xx} h^N_2(t, y).
\end{align*}$$

(C.2) (C.3)

The only thing remains to be proved is the convergence of $\partial_\mu f^N$ and $\partial_\nu \partial_\mu f^N$. Indeed, as for $i = 1, 2$,

$$\partial_x h^N_1 = \partial_x h_i \cdot \xi + h_i \cdot \partial_x \xi,
\partial_{xx} h^N_1 = \partial_{xx} h_i \cdot \xi + 2\partial_x h_i \cdot \partial_x \xi + h_i \cdot \partial_{xx} \xi,$$

we know that $h^N_1, \partial_x h^N_1$ and $\partial_{xx} h^N_1$ are in fact uniformly bounded, uniformly in $N$. Thus

$$E[|\partial_x h^N_1(t, \xi) - \partial_x h_1(t, \xi)|^2] \leq 4(E[|\partial_x h_1|^2]|1 - \xi^N(\xi)|^2 + E|h_1(t, \xi)|^2 \partial_x \xi^N(\xi)|^2)
\leq C \left[E[|\partial_x h_1(t, \xi)|^2 I_{|\xi| \geq N}] + E|h_1(t, \xi)|^2 I_{|\xi| \geq N}\right].$$

Using the integrability of $h_1$, we have $\partial_x h^N_1(t, \cdot) \to \partial_x h(t, \cdot)$ in $L^2_\mu$ for any $\mu \in \mathcal{P}_0$. Similarly,

$$E \left| F'(Eh^N_2(t, \xi)) \partial_x h^N_2(t, \xi) - F'(Eh_2(t, \xi)) \partial_x h_2(t, \xi) \right|^2 \leq C \sup_{|x - y| \leq E|h^N_2(t, \xi) - h_2(t, \xi)|} \{ |F'(x) - F'(y)|^2 \} : E|h_2(t, \xi)|^2
\leq C \sup_{|x - y| \leq E|h^N_2(t, \xi) - h_2(t, \xi)|} \{ |F'(x) - F'(y)|^2 \} : E|h_2(t, \xi)|^2
+ C E[|\partial_x h^N_2(t, \xi) - \partial_x h_2(t, \xi)|^2] \to 0, \text{ as } N \to \infty.$$