Identifying negative language transfer in learner errors using POS information
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Abstract

A common mistake made by language learners is the misguided usage of first language rules when communicating in another language. In this paper, n-gram and recurrent neural network language models are used to represent language structures and detect when Chinese native speakers incorrectly transfer rules from their first language (i.e., Chinese) into their English writing. These models make it possible to inform corrective error feedback with error causes, such as negative language transfer. We report the results of our negative language detection experiments with n-gram and recurrent neural network models that were trained using part-of-speech tags. The best performing model achieves an F1-score of 0.51 when tasked with recognizing negative language transfer in English learner data.

1 Introduction

Advances in grammatical error correction (GEC) research allow writing editors to provide real-time corrective feedback to language learners. GEC systems are trained on parallel erroneous and corrected learner data to detect and suggest corrections for user errors. State-of-the-art GEC systems apply neural machine translation to learn how to correct grammatical errors in English learner data (Bryant et al., 2019). These systems also use metadata, such as the learners’ native languages and their proficiency levels in the target language, to support the GEC task (Nadejde and Tetreault, 2019).

The direct corrective feedback derived from GEC systems’ predictions helps learners improve their writing and increase their language understanding. However, direct corrective feedback is not the only type of information that can aid language learning (Bacquet, 2019). Learners also benefit from metalinguistic feedback. This feedback type can support learners’ reflections on their language usage and, consequently, increase their grammatical awareness (Karim and Nassaji, 2020).

One metalinguistic phenomenon that often causes confusion and errors in learner writing is the occurrence of language transfer. The language transfer phenomenon is characterized by learners reusing rules from their first languages (L1s) when communicating in a second one1 (L2) (Lado, 1957). When the L1 and L2 grammars diverge, learners who apply L1 rules make mistakes. This particular version of language transfer is called negative language transfer, and it is a significant source of errors in second language learner speaking and writing.

This paper explores the application of language models to represent language structures and detect negative language transfer in learner essays written by Chinese native speakers. The proposed methods aim to identify incorrect learner utterances that have structural patterns that are more similar to the learners’ L1 (Chinese) than to their L2 (English). In this paper, we demonstrate that a recurrent neural network trained to identify a part-of-speech (POS) tag sequence’s source language outperformed POS n-gram models in negative language transfer detection. The RNN model achieved an F1-score of 0.51 on the negative language transfer detection task analysing POS tag sequences extracted from learner errors. The output of this language model can be used to inform metalinguistic feedback, tying the incorrect utterances to differences between the L1 and English rules. By enabling negative language transfer detection in learner writing, language learners will have access to interpretable information about their errors’ potential causes along with direct corrective feedback for those errors.

1By second language, we mean any additional language beyond the learner’s mother tongue.
2 Related work

When writing in another language, writers are prone to leave behind certain traces of their native languages. This fact is the foundation for the native language identification task. This task makes use of computational models to determine the L1 of a text’s author (Tetreault et al., 2013; Malmasi et al., 2017). Native language identification models aim to uncover usage patterns that distinguish native speakers of a certain language when writing in English. Rabinovich et al. (2018) explored the usage of cognates in non-native English writing to cluster the authors’ text according to their native languages’ families. Cognates are words from distinct languages that are similar in meaning and form. As demonstrated by Rabinovich et al. (2018), non-native English writers show a preference for using English words that have cognates in their L1. Furthermore, Flanagan et al. (2015) have shown that it is possible to employ the authors’ error patterns to discriminate between L1s, as English learners’ writing errors are highly correlated to their native languages.

Learner writing errors are useful in yet another computational task. The aforementioned grammatical error correction task aims to detect and correct errors in learner data (Ng et al., 2013, 2014; Bryant et al., 2019). State-of-the-art GEC systems model the task as a neural machine translation procedure in which the erroneous learner data is the source language, and its corrected version is the target language (Bryant et al., 2019). Throughout the years, researchers have explored the impact of using L1-specific learner data to train GEC systems: see Rozovskaya and Roth (2011), Chollamputt et al. (2016), and Nadejde and Tetreault (2019) for examples. These researchers have found that whether GEC models are exclusively trained with L1-specific data or whether this data is only used to fine-tune the model, GEC benefits from information about learners’ L1s. In addition to that, Nadejde and Tetreault (2019) explored fine-tuning GEC systems to learners’ English proficiency levels and L1s. They found that information about both learner aspects improves GEC performance.

English non-native speakers transfer patterns and rules from their L1s into English writing. This phenomenon has been explored by native language identification and grammatical error correction systems. Moreover, the phenomenon has been demonstrated in experimental investigations of the contrastive analysis hypothesis (Lado, 1957), as reported in papers by Wong and Dras (2009) and Berzak et al. (2015). Berzak et al. (2015) found a correlation between structural error distribution in English as a second language learners’ writing and typological differences between the learners’ L1s and English. Their work used the L1’s structural properties to predict challenging grammatical areas in English as a second language writing.

One of the challenges for language learners is that they are often unaware that they reuse structures from their L1s (Wanderley and Demmans Epp, 2020). One way to alleviate this difficulty is to provide error feedback that contains information about possible error sources (Bacquet, 2019). Linguists and education researchers have long debated what is the best way to provide feedback in a second language setting. Some argue that no feedback should be given, while others posit that learners should have access to a different range of error feedback types, such as direct, indirect, comprehensive, and focused (Bitchener et al., 2005). More recent research has found that providing metalinguistic feedback can increase language learners’ writing accuracy (Bacquet, 2019; Karim and Nassaji, 2020). Unlike direct corrective feedback, which simply highlights and corrects learner errors, metalinguistic feedback can help learners understand their errors by calling attention to the errors and describing possible causes (Lyster and Ranta, 1997). To understand whether students value metalinguistic feedback about negative language transfer, Watts (2019) examined Japanese students’ familiarity with the phenomenon. These learners highlighted how being aware of language transfer effects helped improve their English writing.

While natural language processing (NLP) tasks and language learners benefit from information about negative language transfer, we are not aware of previous research that automatically detects this phenomenon. Recently, Monaikul and Di Eugenio (2020) applied traditional and neural natural language processing methods to detect preposition omission errors with the aim of informing negative language transfer feedback. Preposition errors are one of the most common types of negative language transfer errors in second language learning. In their paper, the authors proposed applying the preposition error detection output to generate metalinguistic contrastive feedback for language learners and teachers (Monaikul and Di Eugenio, 2020).
We envision a similar application of our results. However, our focus is on detecting additional negative language transfer errors. We want to detect all those that come from learners inappropriately applying structural patterns from their L1s when writing in English.

3 Data

3.1 Training data

In this paper, we explore the application of shallow syntactic language models in negative language transfer detection. We use the part-of-speech sequences within a language to create what we call a shallow syntactic language model, thus representing language structures. Instead of representing the probability of word sequences in a language, these models compute the likelihood of POS tag sequences. As we wanted to model L1 and English structures with these models, we needed textual data in both languages. To ensure that the shallow syntactic language models in the L1 and in English were equivalent in number of training samples and context, parallel data in those languages were used for training.

Two parallel datasets were used to train the Chinese and English models. These datasets are available online and are aligned at the sentence level (Tiedemann, 2012). The first data source is the Global Voices dataset (Prokopidis et al., 2016). It contains multilingual parallel media stories from the Global Voices website². The second dataset is the news test set from the ACL 2019 Fourth Conference on Machine Translation (WMT19)³ (Barrault et al., 2019). Table 1 presents the number of parallel sentences in each dataset. These datasets were chosen because they contain text that observes simple yet grammatical language structures, patterns that language learners are familiar with and encouraged to use.

Table 1: Training datasets sizes

| Dataset          | Number of sentences |
|------------------|---------------------|
| Global Voices    | 138 582             |
| WMT19            | 11 960              |
| Combined         | 150 542             |

Table 2: Structural negative language transfer error counts from the test dataset

| Error type                                | Count |
|-------------------------------------------|-------|
| Structural negative language transfer     | 1457  |
| Structural not negative language transfer | 914   |
| Total                                     | 2371  |

3.2 Test data

Our test data consists of error annotated English learner data. This data was extracted from the First Certificate in English (FCE) dataset (Yannakoudakis et al., 2011). The FCE exam is an upper-intermediate English language certification. The 1244 essays in the FCE dataset were written by English as a second language learners who took the exam between 2000 and 2001. These essays were manually error annotated. During the annotation process, the FCE annotators applied the error coding system described in Nicholls (2003) to highlight writing errors and correct them.

The FCE dataset is suitable to our task because each essay is annotated with the native language of its writer (Yannakoudakis et al., 2011). In addition to the original FCE data, the highlighted errors were annotated with information regarding their relation to negative language transfer. Each error in the dataset is accompanied by a flag indicating whether its grammatical structure resembles the learner’s L1. The negative language transfer annotation process was performed by a native speaker of English and Mandarin Chinese who teaches Chinese as a foreign language. The annotation results can be accessed through our research laboratory’s website⁴. In total, there are 3092 errors in essays written by Chinese native speakers. Out of these, 1776 (57.4%) are negative language transfer related (Wanderley et al., 2021). The negative language transfer annotation allows the evaluation of our proposed detection methods. It is our gold-standard.

Since we aim to detect structural negative language transfer, we filtered the errors on the test set to only contain structural errors. We borrow some of the definition of structural errors from Berzak et al. (2015), filtering out spelling and word replacement errors from the test dataset. The resulting dataset contains 2371 structural error instances. Among those, 61.45% are related to negative language transfer and 38.55% are not (see Table 2).

---

²https://globalvoices.org/
³http://statmt.org/wmt19/translation-task.html
⁴https://github.com/EdTeKLA/LanguageTransfer
3.3 Data preprocessing

As previously mentioned, we used Chinese and English parallel data to build shallow syntactic language models. These models were trained with POS tag sequences extracted from the parallel training sentences. The data was POS tagged using the Python library spaCy.5

SpaCy is an NLP library that has pre-trained Chinese and English POS taggers. SpaCy’s pre-trained taggers allowed the sentences from the training data to be POS tagged according to their languages. They were tagged either by a POS tagger trained on Chinese text or by one trained on English text. Table 3 summarizes the training sequences’ lengths. While the training sentences were tagged by one of two POS taggers (i.e., English or Chinese), the FCE dataset sentences were only tagged with spaCy’s English POS tagger.

The Universal Dependencies6 POS tagset was used. This treebank defines syntactic annotations that are common among a variety of languages, including English and Chinese (Nivre et al., 2016). It fits our experiments as it allows us to model language structures using a shared POS tagset, and consequently, consistently compare a single POS tag sequence across languages.

Table 3: Length statistics of part-of-speech tagged training sequences

| Language | Min | Q1 | Median | Q3 | Max |
|----------|-----|----|--------|----|-----|
| English  | 1   | 12 | 19     | 29 | 258 |
| Chinese  | 1   | 6  | 10     | 16 | 230 |

Table 4: Number of sequences belonging to the training and evaluation splits that were used in hyperparameter tuning

| Language | Training split | Evaluation split |
|----------|----------------|------------------|
| Chinese  | 120 433        | 30 109           |
| English  | 120 433        | 30 109           |

4 Methods

4.1 N-gram baseline

N-gram language models are a statistical NLP approach to language modelling that represents a language as its token sequence distribution. These models output the likelihood of a sequence belonging to the language they represent (Jurafsky and Martin, 2009). N-gram shallow syntactic language models represent a language’s structure as the distribution of POS tag sequences in the language. These models function in a straightforward way. During training they derive a probability distribution over all possible POS tag sequences in the training data. Then, when provided a test sequence, they compute its likelihood based on the training probability distribution.

N-gram shallow syntactic language models were used to assign probabilities to POS tag sequences extracted from learner errors. As one n-gram model is only able to represent one language. We trained one model on POS tag sequences extracted from the English sentences and another model on POS tag sequences extracted from the Chinese text. After the models were trained, each erroneous sequence in the FCE dataset was evaluated by both n-gram models separately, and the probability values output by the n-gram models were compared. If the Chinese model’s output for a POS tag sequence was higher than the English model’s output, the error which generated that POS tag sequence was classified as negative language transfer.

The n-gram shallow syntactic language models used in our experiments were trained using the Python interface for KenLM7. KenLM is a language model package that applies several performance improvement techniques to its n-gram modelling implementation. For example, KenLM applies modified Kneser-Ney smoothing to the n-gram distribution (Heafield et al., 2013). Moreover, this language model implementation improves querying time by using trie data structures and linear probing to store and retrieve n-gram probabilities (Heafield, 2011).

The best parameter setting for the n-gram models was selected through a systematic search over the parameter space. In this process, 20% of each monolingual training dataset was kept as an evaluation set. The remaining 80% was used to train n-gram shallow syntactic language models with varying n-gram lengths (2 to 6). See Table 4 for the number of training and evaluation sequences used in this tuning process. The n-gram models that achieved the best accuracy (96.94%) in identifying the language of POS tag sequences extracted from evaluation sentences had n = 5. That is, they analysed one sequence of five POS tags at a time.

5https://spacy.io/
6https://universaldependencies.org/
7https://kheafield.com/code/kenlm/
4.2 Recurrent neural network approach

Recurrent neural networks (RNNs) are artificial neural networks known to effectively model sequential data, such as natural language (Dyer et al., 2016). Mikolov et al. (2010) have shown that RNN architectures outperform other statistical methods in language modelling tasks. In RNN architectures, each unit’s output is based not only on its respective input but also on the output of preceding units. Hence, these networks are able to take previous context into account when processing current information. This recurrent aspect of RNN architectures is particularly relevant to language modelling tasks, in which tokens are often related to remote neighbours.

One advantage of RNNs over n-gram models in detecting negative language transfer is that a single network is able to learn how to differentiate between languages. As opposed to the n-gram baseline that needed one model for English and one for Chinese, a single RNN model can be trained to identify a POS tag sequence’s originating language based on its structure. During training, the RNN model learned how to predict language from POS tag sequences extracted from English and Chinese text. Then, for each erroneous POS tag sequence in the FCE dataset, the trained RNN would predict English or Chinese, according to which language structure the POS tag sequence most resembled. If the network returned “Chinese”, the error which generated that POS tag sequence was flagged as negative language transfer.

The RNN implementation from the Python library PyTorch was used in our experiments. The model was trained for ten epochs with Adam optimization (Kingma and Ba, 2015). Each of the 17 POS tags in the Universal Dependencies tagset was converted into a one-hot-encoding vector of length 17, i.e., each distinct tag in the tagset was represented by one position in the vector. Using these vector representations, the POS tag sequences in the training and test datasets were converted to POS tag vector arrays, preserving the original POS tag sequences’ orders.

Similarly to the n-gram baseline, the RNN hyperparameters were selected from a set of options in the parameter space. The evaluation of the hyperparameter settings was made on 20% of the training data (the evaluation split), while the network was trained on the remaining 80% of the training data.

Table 4 provides the number of POS tag sequences included in each split. In total, four parameters were tuned - the number of hidden units (8, 16, 32, 64, 128, 256, or 512 units); the learning rate (0.01, 0.001, 0.0001, 0.00001, or 0.000001); the batch size (1, 2, 4, 8, 16, or 32 samples per mini batch); and the loss function (negative log likelihood or binary cross entropy with logits). The RNN models analysed in the hyperparameter tuning procedure were trained for 10 epochs. The best performing model, which achieved 95.16% accuracy on the evaluation set, had 16 hidden units, learning rate = 0.0001, mini batch size = 1, and negative log likelihood as its loss function.

Note that the best evaluation accuracy achieved in the RNN hyperparameter tuning was not as high as the one achieved in the n-gram models’ tuning procedure. These results are a reflection of the type of data being modelled in this task. The POS tag sequences extracted from sentences in Chinese and English are from high-quality (i.e., grammatical and manually translated) data that is characterized by a high degree of regularity which is well-represented by n-gram models. Each n-gram model trained on one of the parallel datasets can accurately classify POS tag sequences as belonging to a language or not. The n-gram model for one language cannot, however, infer whether the POS tag sequences belong to the language represented by the other model. In this aspect, RNN-based models are more fitted to the task. They are able to specifically differentiate between Chinese and English structures and decide to which language a POS tag sequence belongs.

4.3 Test sequences

Among other aspects, structural errors in the FCE dataset vary with regards to length and dependency. For example, a wrong word order error consists of several words incorrectly arranged. The number of incorrect words in wrong word order errors is always greater than one, while an unnecessary adverb error, for instance, consists of one single incorrect word. As for the dependency aspect, the incorrect words from an error usually are in conflict with another word in the sentence. The positions of the word involved differ according to error type. For
Moreover, the stars and artists were only from six countries. 

They flew out of the window and hit directly the headmaster’s head.

This are only my immature views.

This remind me of what I experienced.

| Incorrect sentence | Error subtype | Padded error | Error + unigram error | Error + bigram error |
|--------------------|---------------|--------------|-----------------------|----------------------|
| Moreover, the stars and artists were only from six countries. | Wrong word order | were only from six | only from six | only from six countries |
| They flew out of the window and hit directly the headmaster’s head. | Unnecessary adverb | hit directly the | directly the | directly the headmaster |
| This are only my immature views. | Pronoun agreement | This are DET AUX | This are DET AUX | This are only DET AUX ADV |
| This remind me of what I experienced. | Verb agreement | This remind me DET VERB PRON | remind me VERB PRON | remind me of VERB PRON ADP |

Table 5: Learner errors and test windows examples

example, a pronoun agreement error is often caused by disagreement with the subsequent word. However, a verb agreement error usually comes from an incongruence with its preceding word. Table 5 presents learner error examples along with their distinct lengths and dependencies. These distinctive aspects prompted the design of experiments that evaluated different spans of erroneous POS tag sequences.

The negative language transfer detection models received POS tag sequences extracted from learner errors as test input. To attempt to capture error dependencies in these sequences, we defined and tested three different POS tag sequence spans. Regardless of the span selected, all of the error’s POS tags were included in the test sequences. The spans only defined how much of the error’s surrounding context was included in the test POS tag sequences. They defined whether the POS tags preceding and following the errors would be part of the sequence evaluated by the shallow syntactic language models.

The first input span considered was the padded error sequence. These test sequences contained the POS tag that precedes the erroneous tags, the tags extracted from the error, and the subsequent POS tag, which is the one that comes immediately after the erroneous tags. The preceding and subsequent tags were only included if there were words before and after the error, e.g., when the error occurred on the first word of a sentence, the preceding tag was not included in the input test sequence as it did not exist. The second and third spans that were tested took into account the POS tags extracted from the error followed by POS tags from words that followed the error. One of them considers the tag from the word that immediately follows the error, while the other considers the tags from the error’s two subsequent words. They are referred to as “error + unigram” and “error + bigram” spans. Table 5 illustrates the POS tag spans used in the experiments.

There is one type of error that required an adjustment to the span definitions. Omission errors, such as missing noun errors, happen when the learner has not included a word that was necessary. If represented by the error + unigram span following its general definition, these errors would consist of an isolated tag, but this representation could not convey much of the error’s context. For this reason, omission errors were represented by slightly modified versions of the error + unigram and error + bigram spans. When representing missing word errors, the error + unigram span consisted of the POS tags extracted from the two words that followed the error. Similarly, the error + bigram span consisted of the POS tags extracted from the three words after the error when an omission error occurred. This adjustment was envisioned to maintain the amount of information represented by each error span consistent throughout the experiments.

Compared to the POS tag sequences used for training the n-gram and RNN models, the test POS tag sequences extracted from learner errors are short. Table 6 presents a summary of the test sequences’ lengths. The median values for these sequence lengths indicate that most learner errors involved a single incorrect word.
Table 6: Part-of-speech tagged test sequence lengths

| Span              | Min | Q1 | Median | Q3 | Max |
|-------------------|-----|----|--------|----|-----|
| Padded error      | 1   | 3  | 3      | 3  | 14  |
| Error + unigram   | 1   | 2  | 2      | 3  | 13  |
| Error + bigram    | 1   | 3  | 3      | 4  | 14  |

Table 7: Negative language transfer detection results

| Model   | P         | R         | F1         |
|---------|-----------|-----------|------------|
| N-gram  |           |           |            |
| Padded error | 0.68      | 0.32      | 0.43       |
| Error + unigram | 0.64      | 0.34      | 0.45       |
| Error + bigram | 0.66      | 0.27      | 0.38       |
| RNN     |           |           |            |
| Padded error | 0.69      | 0.34      | 0.46       |
| Error + unigram | 0.67      | 0.41      | 0.51       |
| Error + bigram | **0.70**  | 0.35      | 0.46       |

The decision to analyse manually annotated learner errors implies a setting that may be hard to reproduce, as in reality learner error information is not always available or correctly identified. The POS tag sequences analysed by the shallow syntactic language models were extracted from sentences in which the exact location and type of the errors was known. Although grammatical error correction research has achieved impressive results, it is not a solved task. In applying negative language transfer detection techniques to GEC system outputs it would be necessary to keep in mind and design around possible misclassifications.

5 Results

Table 7 presents the precision, recall, and F1-score results for the structural negative language transfer detection task. The error spans being equal, the RNN approach results outperformed the n-gram baseline in all metrics. Both approaches yielded the highest recall and F1-scores when analysing errors represented by the error + unigram span. However, the precision scores achieved in these experimental settings were the lowest ones within each approach.

The n-gram baseline paired with the padded error representation was more precise in classifying negative language transfer than the RNN when it analysed errors represented with the error + unigram span. However, the recall scores yielded by these two experimental combinations show that the RNN approach was able to retrieve more negative language transfer errors than the n-gram baseline. Although both n-gram and RNN approaches achieved analogous precision results, especially when analysing padded errors, the n-gram baseline was consistently outperformed on recall. These results indicate that comparable precision came with a lower recall cost for the baseline.

The high precision compared to low recall rates achieved by the n-gram baseline can be attributed to the fact that these models compute their output values from independent probability distributions derived from the training data. This may indicate that these models excel in classifying negative language transfer when there is a clear distinction in usage of the error structure between the languages. For example, if a learner applied a language structure that is frequent in Chinese but extremely rare in English, the Chinese n-gram model would assign a much higher probability than the English n-gram model, and the error would be correctly classified as negative language transfer. However, these very prominent usage differences are scarce in our data. As the FCE test-takers are learning English, they may not fully apply Chinese rules but instead combine rules from the two languages. This interlingual process makes the error structures ambiguous to our independent n-gram models.

The results in Table 7 suggest that the RNN’s capability of distinguishing between languages might make it more suitable for the negative language transfer detection task. The RNN model that used the error + unigram test span achieved the highest recall and F1-score results in correctly classifying errors as negative language transfer. Moreover, the RNN model with the error + bigram span yielded the highest precision results across all experiments.

6 Discussion

The error coding used by the FCE annotators is useful to our error analysis as it allows the learner errors to be grouped by error subtype (Nicholls, 2003). Analysing which error subtypes cause the shallow syntactic language models to misclassify negative language transfer errors provides insights as to how our methods could be revised to better support the task.

Our models performed poorly when detecting negative language transfer in replacement errors. Replacement errors commonly occur when the learner uses the correct part-of-speech, but incorrect word in a sentence. For example, the word
“many” in the sentence “how many you charge?” was flagged as a quantifier replacement error in the FCE dataset. Both n-gram and RNN shallow syntactic language models performed poorly in identifying whether replacement errors were related to negative language transfer. This may have occurred due to the POS tag representation of these errors not conveying a lot of information about the error’s source. The erroneous and correct POS tag sequences follow the same pattern, a pattern that is acceptable in English.

The POS tag representation of errors also hindered negative language transfer detection for errors involving verb tenses, forms, and agreement. The Universal Dependencies tagset annotates verbs with one of two tags, “VERB” or “AUX”. None of these tags contains information about verb features, such as tense, form, or person. These features would be useful in detecting verb usage patterns that are more common in Chinese than English and could be related to negative language transfer. These error subtype results indicate that the models would benefit from a more detailed POS tagset. A tagset that encapsulates more word features in their tags, such as the Penn Treebank tagset (Marcus et al., 1993). The challenge in using a more detailed tagset is that it needs to be common between English and the learners’ L1 (in our case, Chinese). The Universal Dependencies tagset is the only tagset we are aware of that fits this commonality requirement.

Chinese speakers who are learning English as a second language usually have trouble with punctuation marks, as these symbols are employed differently in Chinese (Liu, 2011). For example, in Chinese, commas are used to mark the end of a complete thought (Xue and Yang, 2011). In our experiments, the POS tag span selection was fundamental to the detection of negative language transfer in missing punctuation errors. Both the n-gram and RNN approaches achieved the highest F1-scores when detecting negative language transfer in missing punctuation errors when using the padded error span. When evaluating the padded error span for missing punctuation errors, the RNN model achieved an F1-score of 0.48. The error + unigram and error + bigram spans yielded F1-scores of 0.43 and 0.41, respectively. A few possible explanations for this disparity in scores are that the errors’ previous contexts helped the models correlate the errors to the Chinese language, or the lack of punctuation in between the spans’ POS tags is divergent from English grammar rules.

Another common mistake for Chinese speakers who are learning English is determiner omission. As determiners do not exist in the Chinese language, learners tend to neglect their application in English (Robertson, 2000). Contrary to our initial assumption, missing determiner errors were better classified by the RNN model when using the error + unigram span. The previous context from the padded error span did not help the classification. One hypothesis for this behaviour is that it is common for determiners, as opposed to other parts-of-speech that usually follow determiners, to appear at the beginning of sentences in English. As there are no determiner equivalents in Chinese, whenever the RNN analysed a POS tag sequence that should begin with a determiner in English, but would not in Chinese, the sequence was classified as negative language transfer. In these cases, the padded error span contained another POS tag preceding the position where the determiner should have been. The RNN model might have been confused by this preceding POS tag, as there are mid-sentence situations in English in which determiners are not necessary.

The hypothesis that the RNN expected determiners to be at the beginning of English sequences as opposed to Chinese ones is corroborated by the error + bigram span also yielding a higher F1-score than the padded error span in this setting. The error + bigram span is analogous to the error + unigram span as it begins with the POS tag extracted from the word that should be preceded by a determiner.

To further investigate errors in model classification of negative language transfer, we charted the overall task performance and F1-scores for some specific subtypes of learner transfer (Figure 1). This figure shows that although the error + unigram representation yielded the highest overall F1-score in the n-gram baseline setting, certain predefined sub-types of negative language transfer were better represented by the padded error span. This difference was seen when the learner had not used punctuation or determiners even though they were needed. In the missing punctuation case, the n-gram models with the padded error span outperformed all of the RNN results. This indicates that the padded error span and n-gram models were more capable of representing the distinction between Chinese and English punctuation usage. In
this experimental setting, the n-gram models were able to detect when a POS tag sequence was meant to contain a punctuation mark in English but that punctuation mark was not necessary in Chinese.

As for the missing determiner errors, the padded error span also outperformed the other error spans in the n-gram shallow syntactic language models setting. Unlike the RNN, n-gram models do not have such a defined concept of sentence beginning. This distinction may help explain the padded error span’s performance in the n-gram setting. The n-gram models’ computation is based on how common a POS tag sequence is. In that case, the padded error span POS tags were able to indicate that while a determiner would follow and precede certain tags in English, it would not in Chinese. The n-gram models correctly identified a Chinese structural pattern in missing determiner errors’ POS tag sequences because their POS tags were not followed or preceded by determiners.

Overall, the language modelling techniques used in our experiments were able to model the distinction between English and Chinese structures when analysing POS tag sequences extracted from sentences in those languages. When applied to the edits extracted from Chinese native speakers’ English writing errors, the models achieved good precision in identifying errors related to negative language transfer. However, they were unable to detect a large portion of the negative language transfer related errors, i.e., low recall scores were observed.

As a future step, it would be interesting to attempt to detect negative language transfer with more powerful language modelling techniques, such as transformer models. Unlike RNN-based language models, transformer-based approaches do not rely solely on recurrent features to represent language structures (Vaswani et al., 2017). The self-attention mechanisms employed by these models could be beneficial in detecting language patterns in learner text that are more similar to the learners’ L1s than to English.

7 Conclusion

Our experiments show that shallow syntactic language models can identify some negative language transfer related errors in English learner writing. While improvements can be made regarding the level of detail of the structural representation, our experiments indicate that it is possible to detect aspects of transferred language structures.

Negative language transfer detection methods, such as the ones we described, can support the generation of error feedback that connects learners’ mistakes to their first languages. This type of information can help language learners become more aware of rule divergences between English and their L1s, and as a result increase their writing accuracy. In the future, we hope to apply the methods described above to other first languages and learner datasets, such as the Lang-8 Corpus of Learner English (Mizumoto et al., 2011).
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