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Abstract

In this paper reference and probability-matching priors are derived for the univariate Student \( t \)-distribution. These priors generally lead to procedures with properties frequentists can relate to while still retaining Bayes validity. The priors are tested by performing simulation studies. The focus is on the relative mean squared error from the posterior median \( (MSE(\nu)/\nu) \) and on the frequentist coverage of the 95\% credibility intervals for a sample size of \( n = 30 \). Average interval lengths of the credibility intervals as well as the modes of the interval lengths based on 2000 simulations are also considered. The performance of the priors are also tested on real data, namely daily logarithmic returns of IBM stocks.
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1 Introduction

In most applied as well as theoretical research works, the residual terms in linear models are assumed to be normally and independently distributed. However, such assumptions may not be appropriate in many practical situations (see for example Gnanadesikan & Kettenring (2005) and Zellner (1976)). Many economic and business data, for example stock return data, exhibit heavy (or fat) tail distributions and cannot be effectively modelled by the normal distribution. The use of the Student \( t \)-distribution reduces the influence of outliers and thus makes the statistical analysis more robust (Fonseca, Ferreira & Migon 2008). The smaller the number of degrees of freedom, the more robust the analysis will be. The suitability of the \( t \)-distribution to model outliers has been thoroughly discussed in the literature and has been applied in disciplines such as stock return data (Blattberg & Gonedes 1974, Zellner 1976), medicine (Liu 1997), global navigation satellite systems (Vaneck, Rodriguez-Ortiz, Schmidt & Manley 1996), finance and biology (Fernández & Steel 1998) and portfolio optimisation (Kotz & Nadarajah 2004).

Unfortunately, the estimation of \( \nu \), the number of degrees of freedom of the \( t \)-distribution, is not easy. The reason for this is the bad behaviour of the likelihood function for \( \nu \) for a given location and scale parameter. The likelihood function does not always go to zero if \( \nu \) goes to infinity but tends to a positive constant. To overcome the fact that the likelihood function does not vanish in the tail a prior distribution that tends to zero as \( \nu \) tends to infinity should be used to form a proper posterior distribution. The uniform prior will result in an improper posterior distribution.
for \( \nu \) and can therefore not be used. It is for this reason that non-informative priors are derived in this paper. For further discussion on proper and improper priors for \( \nu \) (see for example Fonseca et al. 2008, Villa & Walker 2014).

The manuscript is organized as follows. In Section 2 reference and probability-matching priors are given for the parameters \( \nu, \mu \) and \( \sigma^2 \) of the univariate \( t \)-distribution. The proofs of these priors are given in Appendix A and in Appendix B it is shown that the priors tend to zero as \( \nu \) tends to infinity, and that the reference priors result in proper posterior distributions. In Section 3 simulation studies are performed for standard \( t \)-distribution (\( \mu = 0 \) and \( \sigma^2 = 1 \)) based on the non-informative priors defined in Section 2 and on priors previously proposed. The focus is on the relative square-rooted mean squared error (\( \sqrt{\text{MSE}(\nu)}/\nu \)) from the posterior median and on the frequentist coverage of the 95\% credibility intervals for a sample of size \( n = 30 \). Average interval lengths based on 2000 simulations are also considered. In Section 4 an application is given.

## 2 Reference and Probability-Matching Priors

Reference and probability-matching priors generally lead to procedures with properties frequentists can relate to while still retaining Bayesian validity. The derivation of the reference priors of Berger & Bernardo (1992) depends on the ordering of the parameters and how the parameter vector is divided into sub-vectors. The reference prior maximizes the difference in information about the parameters provided by the prior and the posterior (Pearn & Wu 2005) i.e. the reference prior provides as little information as possible about the parameters of interest.

The probability-matching prior (another non-informative prior) on the other hand provides accurate frequentist intervals and is also used for comparisons in Bayesian analysis. Datta & Ghosh (1995) provided a method for finding probability-matching priors by deriving a differential equation that a prior must satisfy if the posterior probability of a one-sided credibility interval for a parametric function and its frequentist probability agree up to \( O(n^{-1}) \), where \( n \) is the sample size. The following theorems can now be stated.

**Theorem 2.1.** The reference prior for the orderings \( \{\nu, \mu, \sigma^2\} \), \( \{\mu, \nu, \sigma^2\} \) and \( \{\nu, \sigma^2, \mu\} \) is given by

\[
p_2(\nu, \mu, \sigma^2) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 3)}{\nu(\nu + 1)^2} \right]^{\frac{1}{2}}
\]

and the reference prior for the orderings \( \{\mu, \sigma^2, \nu\} \), \( \{\sigma^2, \mu, \nu\} \) and \( \{\sigma^2, \nu, \mu\} \) is given by

\[
p_1(\mu, \sigma^2, \nu) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 5)}{\nu(\nu + 1)(\nu + 3)} \right]^{\frac{1}{2}}
\]

where \( \Psi(a) = \frac{d}{da} \log \Gamma(a) \) and \( \Psi'(a) = \frac{d}{da} \Psi(a) \), the trigamma function.

**Proof:** See proof in Appendix A.

**Theorem 2.2.** \( p_2(\nu, \mu, \sigma^2) \) is also a probability-matching prior for \( \nu \).

**Proof:** See proof in Appendix A.

**Theorem 2.3.** The reference priors tend to zero as \( \nu \) tends to infinity.

**Proof:** See proof in Appendix A.
Theorem 2.4. In the case of the standard univariate t-distribution the reference priors result in proper posterior distributions for $\nu$.

Proof: See [proof] in Appendix [B].

3 Simulation Study

3.1 Priors Compared

The six priors that are used in the simulation study for comparison are:

1. $p_1 (\nu, \mu, \sigma^2) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+5)}{\nu(\nu+3)} \right]^{\frac{1}{2}}$

2. $p_2 (\nu, \mu, \sigma^2) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+3)}{\nu(\nu+1)} \right]^{\frac{1}{2}}$

3. $p_3 (\nu, \mu, \sigma^2) \propto \sigma^{-2} \left( \frac{\nu}{\nu+3} \right)^{\frac{1}{2}} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+3)}{\nu(\nu+1)} \right]^{\frac{1}{2}}$

4. $p_4 (\nu, \mu, \sigma^2) \propto \sigma^{-3} \left( \frac{\nu}{\nu+3} \right)^{\frac{1}{2}} \left( \frac{\nu}{\nu+2} \right)^{\frac{1}{2}} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+3)}{\nu(\nu+1)^2} \right]^{\frac{1}{2}}$

5. $p_5 (\nu, \mu, \sigma^2) \propto \sigma^{-2} e^{-\xi \nu}$, where $\xi = 0.1$

6. $p_6 (\nu, \mu, \sigma^2) \propto \sigma^{-2} \frac{2d}{(\nu+d)^2}$, where $d = 1.2$.

For the standard univariate $t$-distribution ($\mu = 0, \sigma^2 = 1$), the priors will be denoted by $p_i (\nu)$, $i = 1, 2, \ldots, 6$.

As mentioned in Appendix [A], $p_1 (\nu, \mu, \sigma^2)$ is a reference prior with respect to the orderings $\{\sigma, \sigma^2, \nu\}$, $\{\sigma^2, \mu, \nu\}$ and $\{\sigma^2, \nu, \mu\}$. From the Fisher information matrix (Equation 1) it is clear that it is also a Jeffreys’ prior for $\nu$ if $\mu$ and $\sigma^2$ are considered to be known. Lin (1997) proposed the prior $\pi (\nu) \propto \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+d}{2} \right) - \frac{2d(\nu+d)}{\nu(\nu+d+2)} \right]^{\frac{1}{2}}$ for the multivariate $t$-distribution, where $d$ is the dimension of the multivariate distribution. The prior $\pi (\nu)$ is obtained by applying Jeffreys’ rule (Box & Tiao 2011). Villa & Rubio (2018) included it in their simulation study on objective priors for the number of degrees of freedom of a multivariate $t$-distribution. If $d = 1$, $\pi (\nu)$ simplifies to $p_1 (\nu)$.

The prior $p_2 (\nu, \mu, \sigma^2)$ on the other hand is a probability-matching prior for $\nu$ as well as a reference prior for the parameter orderings $\{\nu, \mu, \sigma^2\}$, $\{\mu, \nu, \sigma^2\}$ and $\{\nu, \sigma^2, \mu\}$ (see Theorems 2.1 and 2.2).

The prior $p_3 (\nu, \mu, \sigma^2)$ is the independence Jeffreys prior and $p_4 (\nu, \mu, \sigma^2)$ is the Jeffreys-rule prior. Both of these priors were derived by Fonseca et al. (2008). The Jeffreys-rule prior is proportional to the square root of the determinant of the Fisher information matrix while the independence Jeffreys prior is obtained by assuming that the priors for $\mu$ and $(\sigma^2, \nu)$ are independent, i.e. $p_3 (\nu, \mu, \sigma^2) = p_3 (\mu) p_3 (\nu, \sigma^2)$. From the Fisher information matrix defined in Equation 1, it therefore follows that

$$p_3 (\mu) \propto \sqrt{\det \left[ I (\theta) \right]_{22}} \propto 1$$

and

$$p_3 (\nu, \sigma^2) \propto \sqrt{\left[ I (\theta) \right]_{11} \left[ I (\theta) \right]_{33} - \left[ I (\theta) \right]_{13}^2}.$$
Juárez & Steel (2010) considered a non-hierarchical and a hierarchical prior. The first is a gamma prior with parameters 1 and $1/100$. The hierarchical prior is obtained by considering an exponential distribution for the scale parameter of the gamma prior with slope parameter $a$. In other words,

$$p_6(\nu) = \int_0^{\infty} p(\nu|a) p\left(a|\tilde{d}\right) da,$$

where $p(\nu|a) = a^2 \nu e^{-a\nu}$ and $p\left(a|\tilde{d}\right) = \tilde{d} e^{-a\tilde{d}}$. The resulting prior is therefore $p_6(\nu, \mu, \sigma^2) \propto \sigma^{-2} \frac{2\tilde{d}^{\nu+1}}{(\nu+\tilde{d})^3}$ for $\nu > 0$ and $\tilde{d} > 0$. The parameter $a$ controls the mode $(\tilde{d}/2)$ and the median $(1 + \sqrt{2})\tilde{d}$. Rubio & Steel (2015) mention that if $\tilde{d} = 1.2$ then it will be a continuous alternative to the discrete objective prior proposed by Villa & Walker (2014).

3.2 Frequentist Properties

In this subsection we summarize the frequentist properties of the priors for $\nu$ in the case of the univariate standard $t$-distribution. The focus is on the relative square rooted mean square error from the median of the posterior distribution of $\nu$. The index is denoted by $\sqrt{\text{MSE}(\nu)}/\nu$ where $\text{MSE} = E(\nu - m)^2$. The frequentist coverage percentages of the 95% credibility intervals for a sample of size $n = 30$ as well as the interval lengths and modes of the interval lengths based on 2000 simulations are also considered.

From Table 1 it is clear that the reference priors $p_1(\nu)$ and $p_2(\nu)$ are on average the two best priors. The prior $p_2(\nu)$, which is also a probability-matching prior, is somewhat better than $p_1(\nu)$. The prior $p_6(\nu)$ is performing worst in this study.

From Table 2 it can be seen that $p_2(\nu)$ is particularly good if $\nu$ is small (1 to 10). Researchers are usually interested in $t$-distributions with a small number of degrees of freedom. For large values of $\nu$ (11 to 25) we have that $p_5(\nu)$ and $p_6(\nu)$ seem to be the best priors.

![Figure 1: Relative Root Mean Squared Errors for the Posterior Median of $\nu$](image)

It is clear from Figure 1 that for $\nu$ between two and six the $\sqrt{\text{MSE}(\nu)}/\nu$ values for priors $p_5(\nu)$ and $p_6(\nu)$ are larger than those of the objective priors.
Table 1: Relative Root Mean Squared Errors ($\sqrt{MSE(\nu)}/\nu$) for Six Priors for $\nu$

| $\nu$ | Prior 1 | Prior 2 | Prior 3 | Prior 4 | Prior 5 | Prior 6 |
|-------|---------|---------|---------|---------|---------|---------|
| 1     | 0.4593  | 0.4138  | 0.4707  | 0.4416  | 0.5703  | 0.6153  |
| 2     | 0.8714  | 0.8408  | 0.9546  | 0.9650  | 1.1661  | 1.1180  |
| 3     | 0.9264  | 0.9120  | 1.0001  | 1.0280  | 1.1807  | 1.1226  |
| 4     | 0.7946  | 0.7779  | 0.8377  | 0.8840  | 0.9811  | 1.0013  |
| 5     | 0.6995  | 0.6991  | 0.7560  | 0.7768  | 0.8525  | 0.9068  |
| 6     | 0.6202  | 0.5825  | 0.6501  | 0.6563  | 0.7110  | 0.7649  |
| 7     | 0.5062  | 0.5014  | 0.5335  | 0.5565  | 0.5705  | 0.6498  |
| 8     | 0.4416  | 0.4316  | 0.4495  | 0.4805  | 0.4620  | 0.5320  |
| 9     | 0.4055  | 0.3975  | 0.4058  | 0.4268  | 0.3916  | 0.4674  |
| 10    | 0.3899  | 0.3850  | 0.3871  | 0.3928  | 0.3519  | 0.4180  |
| 11    | 0.4022  | 0.3961  | 0.3905  | 0.3860  | 0.3367  | 0.3893  |
| 12    | 0.3982  | 0.3909  | 0.3841  | 0.3802  | 0.3214  | 0.3760  |
| 13    | 0.4098  | 0.4138  | 0.4069  | 0.3961  | 0.3378  | 0.3698  |
| 14    | 0.4174  | 0.4341  | 0.4181  | 0.4053  | 0.3510  | 0.3648  |
| 15    | 0.4355  | 0.4528  | 0.4327  | 0.4242  | 0.3685  | 0.3797  |
| 16    | 0.4583  | 0.4703  | 0.4508  | 0.4332  | 0.3873  | 0.3942  |
| 17    | 0.4789  | 0.4918  | 0.4724  | 0.4573  | 0.4143  | 0.4160  |
| 18    | 0.5107  | 0.5155  | 0.5050  | 0.4819  | 0.4486  | 0.4425  |
| 19    | 0.5178  | 0.5291  | 0.5021  | 0.4953  | 0.4354  | 0.4510  |
| 20    | 0.5403  | 0.5473  | 0.5353  | 0.5217  | 0.4875  | 0.4761  |
| 21    | 0.5581  | 0.5662  | 0.5479  | 0.5359  | 0.5023  | 0.4871  |
| 22    | 0.5646  | 0.5778  | 0.5541  | 0.5474  | 0.5133  | 0.5032  |
| 23    | 0.5834  | 0.5896  | 0.5725  | 0.5626  | 0.5327  | 0.5204  |
| 24    | 0.5978  | 0.6101  | 0.5902  | 0.5764  | 0.5541  | 0.5386  |
| 25    | 0.6064  | 0.6153  | 0.5921  | 0.5816  | 0.5582  | 0.5418  |
| Mean  | 0.5439  | 0.5417  | 0.5520  | 0.5517  | 0.5522  | 0.5699  |

Table 2: Averages of the Relative Root Mean Squared Errors for $\nu$

| $\nu$  | Prior 1 | Prior 2 | Prior 3 | Prior 4 | Prior 5 | Prior 6 |
|--------|---------|---------|---------|---------|---------|---------|
| Mean (1 to 10) | 0.6115  | 0.5942  | 0.6445  | 0.6608  | 0.7238  | 0.7596  |
| Mean (11 to 25) | 0.4988  | 0.5067  | 0.4903  | 0.4790  | 0.4378  | 0.4434  |
Table 3: Coverage Percentages of the 95% Credibility Intervals for $\nu$

| $\nu$ | Prior 1 | Prior 2 | Prior 3 | Prior 4 | Prior 5 | Prior 6 |
|-------|---------|---------|---------|---------|---------|---------|
| 1     | 94.10   | 94.50   | 94.20   | 93.90   | 91.15   | 92.75   |
| 2     | 94.25   | 94.80   | 93.80   | 93.95   | 86.55   | 92.00   |
| 3     | 97.55   | 97.15   | 97.20   | 96.45   | 88.65   | 96.70   |
| 4     | 97.75   | 97.70   | 98.60   | 97.70   | 97.70   | 98.80   |
| 5     | 97.10   | 97.20   | 97.30   | 98.05   | 99.30   | 98.40   |
| 6     | 97.30   | 97.15   | 97.60   | 98.00   | 99.40   | 98.25   |
| 7     | 97.90   | 97.55   | 98.20   | 97.95   | 99.75   | 98.55   |
| 8     | 97.30   | 97.60   | 97.80   | 97.75   | 99.75   | 98.30   |
| 9     | 98.35   | 97.65   | 98.20   | 97.75   | 99.30   | 98.60   |
| 10    | 97.70   | 97.05   | 97.80   | 98.25   | 98.85   | 98.20   |
| 11    | 96.90   | 96.60   | 97.20   | 98.30   | 98.90   | 97.75   |
| 12    | 97.60   | 97.15   | 97.90   | 98.45   | 99.75   | 97.95   |
| 13    | 97.55   | 97.45   | 97.80   | 97.85   | 99.65   | 98.55   |
| 14    | 97.80   | 97.45   | 98.10   | 98.10   | 99.35   | 98.65   |
| 15    | 97.85   | 96.80   | 97.60   | 98.15   | 99.10   | 98.45   |
| 16    | 97.85   | 97.10   | 98.50   | 98.60   | 99.10   | 98.35   |
| 17    | 97.75   | 97.95   | 98.20   | 97.85   | 99.30   | 98.65   |
| 18    | 97.10   | 96.30   | 97.00   | 97.80   | 98.90   | 98.30   |
| 19    | 97.65   | 97.30   | 98.00   | 97.70   | 99.00   | 98.25   |
| 20    | 96.80   | 97.00   | 96.60   | 97.80   | 98.50   | 97.40   |
| 21    | 95.90   | 96.30   | 96.50   | 97.70   | 98.10   | 97.50   |
| 22    | 97.00   | 96.10   | 97.50   | 97.60   | 98.80   | 98.15   |
| 23    | 97.15   | 97.10   | 98.00   | 97.05   | 98.70   | 97.85   |
| 24    | 96.55   | 95.55   | 96.70   | 98.45   | 97.40   | 97.75   |
| 25    | 97.20   | 97.10   | 98.40   | 97.35   | 99.00   | 98.60   |

| Mean  | 97.118  | 96.864  | 97.388  | 97.540  | 97.758  | 97.708  |
Figure 2: Frequentist Coverage Percentages of the 95% Credibility Intervals for $\nu$

In Table 3 the frequentist coverage percentages of the 95% credibility intervals are given for a sample size of $n = 30$ and 2000 simulations. In Figure 2 these intervals are illustrated graphically.

According to Fonseca et al. (2008, Figure 2, p. 329) the coverage percentages of the 95% credibility intervals for $\nu$ in the case of the Jeffrey’s-rule prior, are poor for $n = 30$. They also mentioned that for the Geweke prior, $p_5(\nu)$, the frequentist coverage is much smaller than the nominal level for small $\nu$ and is undesirably close to 1 for $\nu > 6$.

The results of Fonseca et al. (2008) differ somewhat from our results given in Table 3 and Figure 2. From Table 3 it can be seen that for $\nu \leq 3$ the frequentist coverage percentage of the Geweke prior is smaller than the nominal level and for $\nu \geq 4$ it is on average 98.98%. The coverage percentages of the Jeffrey’s-rule prior $p_4(\nu)$, however, do not differ much from those of the other objective priors ($p_1(\nu)$, $p_2(\nu)$ and $p_3(\nu)$). In the case of the coverage percentages, the reference (or probability-matching) prior $p_2(\nu)$ seems to be the best because it has on average a 96.86% coverage.

From Table 4 and Figure 3 it can be observed that $p_2(\nu)$ has the shortest average interval lengths of all the objective priors. The prior that gives the shortest interval lengths is however $p_5(\nu)$, the Geweke prior, with interval lengths on average two and a half to three times shorter than those of the objective priors and with a coverage percentage of more than 95%. The worst performing prior seems to be $p_6(\nu)$.

Although the interval lengths of the objective priors for most of the 2000 simulations are quite small, a few extremely large lengths can have a big influence on the average interval length. A large interval length will occur if the observations in the sample are of such a nature that it is not clear if the data were drawn from a normal or $t$-distribution. It is for this reason that the modes of the interval lengths are given in Table 5 and Figure 4.

As before, the reference priors $p_1(\nu)$ and $p_2(\nu)$ seem to be the two best priors because the modes of their interval lengths are in general the smallest. The prior $p_2(\nu)$ seems to be somewhat better than $p_1(\nu)$. The modes of the interval lengths of the priors $p_3(\nu)$ and $p_4(\nu)$ (the independence
Table 4: Average Interval Lengths of the 95% Credibility Intervals for $\nu$

| $\nu$ | Prior 1 | Prior 2 | Prior 3 | Prior 4 | Prior 5 | Prior 6 |
|-------|---------|---------|---------|---------|---------|---------|
| 1     | 1.4863  | 1.4705  | 1.5211  | 1.6613  | 1.6616  | 1.7346  |
| 2     | 10.9029 | 10.2188 | 11.4415 | 11.4660 | 8.7877  | 13.1349 |
| 3     | 27.2776 | 25.6413 | 28.6591 | 27.4616 | 16.8940 | 31.0951 |
| 4     | 40.8181 | 39.1123 | 42.8603 | 46.0271 | 22.6912 | 49.8889 |
| 5     | 58.0892 | 54.0122 | 60.7860 | 57.8947 | 27.6600 | 70.0064 |
| 6     | 66.8981 | 64.0113 | 69.8454 | 70.4983 | 29.9378 | 80.6659 |
| 7     | 74.5588 | 72.6509 | 77.8293 | 78.6948 | 32.0676 | 91.6501 |
| 8     | 81.3848 | 78.6516 | 84.8817 | 88.3929 | 33.6076 | 98.8977 |
| 9     | 88.4323 | 80.7490 | 94.9445 | 94.3561 | 34.2755 | 105.0209|
| 10    | 90.9408 | 87.5548 | 96.4120 | 95.2556 | 35.0274 | 110.6545|
| 11    | 91.3351 | 87.6219 | 94.9579 | 104.1987| 35.9274 | 116.0545|
| 12    | 97.0578 | 93.8699 | 100.7701| 114.0066| 36.2704 | 124.0829|
| 13    | 96.1922 | 93.0008 | 99.8689 | 105.4707| 36.1475 | 117.2605|
| 14    | 99.1662 | 95.2863 | 102.9146| 107.3555| 36.3009 | 122.5355|
| 15    | 101.8962| 97.7551 | 105.7096| 108.7843| 37.0405 | 124.0829|
| 16    | 103.5499| 100.0941| 107.4031| 115.3843| 37.8384 | 126.4030|
| 17    | 104.6025| 100.4079| 108.4889| 114.0209| 37.5741 | 126.7225|
| 18    | 102.7811| 99.5750 | 106.6120| 115.6712| 37.2385 | 126.3335|
| 19    | 108.6713| 104.1110| 112.4989| 115.4082| 38.0129 | 129.7908|
| 20    | 105.8102| 102.0438| 109.6180| 115.2661| 37.5957 | 129.2041|
| 21    | 107.9256| 104.7400| 111.7811| 115.8514| 37.8954 | 131.9269|
| 22    | 110.7806| 106.7750| 114.5896| 116.6591| 38.3138 | 132.9114|
| 23    | 111.1055| 107.3003| 114.9879| 117.8916| 38.4163 | 133.3977|
| 24    | 110.3250| 105.5900| 114.1435| 120.3860| 38.2195 | 133.3991|
| 25    | 114.3742| 110.4022| 118.2419| 122.1614| 38.8475 | 137.3235|
| Mean  | 84.0945 | 80.9178 | 87.3184 | 90.9473 | 32.1475 | 101.8775|

Table 5: Mode of Interval Lengths of the 95% Credibility Intervals for $\nu$

| $\nu$ | Prior 1 | Prior 2 | Prior 3 | Prior 4 | Prior 5 | Prior 6 |
|-------|---------|---------|---------|---------|---------|---------|
| 1     | 1.3918  | 0.9694  | 0.8824  | 1.0916  | 1.1767  | 1.1350  |
| 2     | 2.2132  | 2.1039  | 2.2849  | 2.2145  | 2.5818  | 2.2474  |
| 3     | 5.1277  | 5.1071  | 2.5923  | 5.3916  | 4.1166  | 5.4524  |
| 4     | 5.5141  | 5.8186  | 5.6744  | 6.1332  | 7.0209  | 6.2217  |
| 5     | 5.8345  | 6.4857  | 6.3385  | 6.8614  | 40.3448 | 6.9601  |
| 6     | 8.4593  | 6.7914  | 7.0016  | 7.1734  | 39.8707 | 7.2716  |
| 7     | 7.1246  | 6.5109  | 9.9536  | 6.8896  | 42.4445 | 9.7214  |
| 8     | 6.9421  | 7.2842  | 7.8857  | 10.4286 | 40.2139 | 10.5493 |
| 9     | 9.5604  | 7.1040  | 10.2161 | 7.5794  | 41.2099 | 162.6129|
| 10    | 10.6371 | 9.9450  | 151.4783| 156.0163| 40.6707 | 178.7038|
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Jeffreys and the Jeffreys-rule priors) change dramatically for $\nu \geq 10$. From Table 5 it is clear that $p_5(\nu)$, the Geweke prior, is the worst prior for $5 \leq \nu \leq 8$. It does well for $1 \leq \nu \leq 4$ and seems to do better than most of the priors for $\nu > 10$. The prior $p_6(\nu)$ again seems to perform worst in this study.

4 Application

To compare the six priors on real data, a random sample of $n = 100$ observations of the daily log-returns of IBM data is analysed. The original data set contains 2528 observations for the period from the 3rd of January 1989 to the 31st of December 1998. The data are available from the ‘Ecdat’ R package (R Core Team 2013, Croissant & Graves 2020).
Table 6: Posterior Statistics obtained by using Six Different Priors for $\nu$

| Prior | Mean  | Median | 95% Credibility Interval        |
|-------|-------|--------|---------------------------------|
| 1     | 3.6454| 3.33   | (1.851; 7.044)                  |
| 2     | 3.6118| 3.28   | (1.797; 7.136)                  |
| 3     | 3.7471| 3.41   | (1.830; 7.217)                  |
| 4     | 3.7894| 4.43   | (1.860; 7.919)                  |
| 5     | 4.3722| 3.95   | (2.064; 9.112)                  |
| 6     | 3.9485| 3.59   | (1.940; 7.561)                  |

By using the prior $p_2(\nu, \mu, \sigma^2) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+3)}{\nu(\nu+1)^2} \right]^\frac{1}{2}$ and Gibbs sampling the posterior distribution of the parameters $\mu, \sigma^2$ and $\nu$ are obtained and illustrated in Figures 5, 6 and 7. The resulting posterior statistics of $\nu$ for the six priors are summarized in Table 6. The conditional posterior distributions that were used in the Gibbs sampling procedure are given in Appendix C.

Figure 5: Posterior Distribution of $\mu$ using Prior $p_2(\nu, \mu, \sigma^2)$

Mean = 0.0029; Median = 0.0029; Mode = 0.00289; Var = 2.0970 $\times 10^{-6}$; 95% Equal-tail Interval = $(2.12 \times 10^{-5}; 0.0057)$

It can be noticed that the posterior statistics of $\nu$ for the objective priors are for all practical purposes the same, but differ somewhat from those of the exponential ($p_5(\nu, \mu, \sigma^2)$) and the hierarchical ($p_6(\nu, \mu, \sigma^2)$) priors.

5 Discussion

The Student $t$-distribution is of great importance for many economic and business data because it reduces the influence of outliers in model estimation and thus makes statistical analysis more robust.
Unfortunately, the estimation of \( \nu \), the number of degrees of freedom of the \( t \)-distribution is not easy. The reason for this is the bad behaviour of the likelihood function for \( \nu \). To overcome the fact that the likelihood function does not vanish in the tail a prior distribution that tends to zero as \( \nu \)
tends to infinity should be applied. It is for this reason that two non-informative priors, \( p_1 (\nu, \mu, \sigma^2) \) and \( p_2 (\nu, \mu, \sigma^2) \), have been derived for the parameters of the Student \( t \) distribution. Both of these priors are reference priors while \( p_2 (\nu, \mu, \sigma^2) \) is also a probability-matching prior.

Our simulation studies illustrate the good frequentist properties of the posterior distributions associated to these priors. The focus has been on the relative square-rooted mean squared error from the posterior median and the 95% credibility intervals for a sample of size \( n = 30 \) based on 2000 simulations. We have compared the frequentist properties of the two reference priors to four other priors (the Jeffrey’s-rule prior, the independence Jeffreys prior, the exponential prior and a hierarchical prior). Overall the two reference priors seem to give better results, especially if \( 1 \leq \nu \leq 10 \).

In Section 4 the six priors are compared on a real data set. A random sample of \( n = 100 \) observations of the daily log-returns of IBM data is analysed. The results show that the posterior statistics of \( \nu \) for the objective priors are for all practical purposes the same, but differ somewhat from those of the exponential and hierarchical priors.
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Appendix A

This appendix provides derivations for the reference and probability-matching priors for the univariate Student t-distribution. As in the case of the Jeffreys’ priors the derivations of these priors are based on the Fisher information matrix. Differentiation of the log likelihood functions twice with respect to the unknown parameters and taking expected values gives the Fisher information matrix.

\[ \{I(\theta)\}_{ij} = E_{X|\theta} \left[ -\frac{\partial^2}{\partial \theta_i \partial \theta_j} \log \{L(\theta; x)\} \right] , \]

where \( \theta = [\theta_1, \theta_2, \theta_3]' = [\nu, \mu, \sigma] ' , \) and,

\[ L(\theta, x) = \prod_{i=1}^{n} f(x_i|\mu, \sigma^2, \nu) \]

\[ = \frac{\left[ \Gamma \left( \frac{\nu+1}{2} \right) \right]^{n} \nu^{n\nu/2}}{\left[ \Gamma (\frac{1}{2}) \right]^{n} \nu \left[ \Gamma (\frac{1}{2}) \right]^{n} \sigma^n \prod_{i=1}^{n} \left[ \nu + \left( \frac{x_i - \mu}{\sigma} \right)^2 \right]^{-\frac{\nu+1}{2}}} \]
Theorem 2.1. The reference prior for the orderings \( \{ \nu, \mu, \sigma^2 \} \), \( \{ \mu, \nu, \sigma^2 \} \) and \( \{ \nu^2, \mu^2 \} \) is given by

\[
p_2 (\nu, \mu, \sigma^2) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 3)}{\nu (\nu + 1)^2} \right]^\frac{1}{2}
\]

and the reference prior for the orderings \( \{ \mu, \sigma^2, \nu \} \), \( \{ \sigma^2, \mu, \nu \} \) and \( \{ \sigma^2, \nu, \mu \} \) is given by

\[
p_1 (\mu, \sigma^2, \nu) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 5)}{\nu (\nu + 1)(\nu + 3)} \right]^\frac{1}{2}
\]

where \( \Psi (a) = \frac{d}{da} \log \Gamma (a) \) and \( \Psi' (a) = \frac{d}{da} \Psi (a) \), the trigamma function.

Proof of Theorem 2.1. The Fisher information matrix for the ordering \( \{ \nu, \mu, \sigma \} \) is given in Fonseca et al. (2008), as,

\[
I (\nu, \mu, \sigma) = \begin{bmatrix}
\frac{n}{4} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 5)}{\nu (\nu + 1)(\nu + 3)} \right] & 0 & -\frac{2n}{\sigma (\nu + 1)(\nu + 3)} \\
0 & \frac{n(\nu + 1)}{\sigma^2 (\nu + 3)} & 0 \\
-\frac{2n}{\sigma (\nu + 1)(\nu + 3)} & 0 & \frac{2n\nu}{\sigma^2 (\nu + 3)}
\end{bmatrix}
\]

(1)

To calculate the reference prior for the ordering \( \{ \nu, \mu, \sigma \} \), we must first calculate:

\[
h_1 = F_{11} - \begin{bmatrix} F_{12} & F_{13} \end{bmatrix} \begin{bmatrix} F_{22} & F_{23} \\ F_{32} & F_{33} \end{bmatrix}^{-1} \begin{bmatrix} F_{21} \\ F_{31} \end{bmatrix}
\]

from the information matrix in Equation (1). Therefore,

\[
h_1 = \frac{n}{4} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 5)}{\nu (\nu + 1)(\nu + 3)} \right] - \begin{bmatrix} 0 & -\frac{2n}{\sigma (\nu + 1)(\nu + 3)} \end{bmatrix} \begin{bmatrix} \frac{\sigma^2 (\nu + 3)}{n(\nu + 1)} & 0 \\
0 & \frac{2n\nu}{\sigma^2 (\nu + 3)}
\end{bmatrix} \begin{bmatrix} 0 \\ -\frac{2n}{\sigma (\nu + 1)(\nu + 3)} \end{bmatrix} = \frac{n}{4} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 3)}{\nu (\nu + 1)^2} \right]
\]

Therefore,

\[
h_1^\frac{1}{2} \propto \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2(\nu + 3)}{\nu (\nu + 1)^2} \right]^\frac{1}{2}
\]

Now \( p(\nu) \propto h_1^\frac{1}{2} \). Also, since it does not contain \( \mu \), \( h_2^\frac{1}{2} \propto c \). So \( p(\mu | \nu) \propto c \). Further, \( h_3 = F_{33} = \frac{2n\nu}{\sigma^2 (\nu + 3)} \) and \( p(\sigma | \nu, \mu) \propto h_3^\frac{1}{2} = \sigma^{-1} \). Therefore,
Therefore, \( p_2(\nu, \mu, \sigma) = p(\nu) p(\mu|\nu) p(\sigma|\nu, \mu) \)

\[
\propto \sigma^{-1} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+3)}{\nu(\nu+1)^2} \right]^\frac{1}{2}.
\]

Similarly, \( p_2(\nu, \mu, \sigma^2) \propto \sigma^{-2} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+5)}{\nu(\nu+1)(\nu+3)} \right]^\frac{1}{2} \) because it is known that if \( p(\sigma) \propto \sigma^{-1} \), then \( p(\sigma^2) \propto \sigma^{-2} \), and for \( p(\sigma) \propto \sigma^{-2} \) it follows that \( p(\sigma^2) \propto \sigma^{-3} \).

By using the Fisher information matrices \( I(\nu, \sigma, \mu) \) and \( I(\mu, \nu, \sigma) \) it can be shown that \( p_2(\nu, \mu, \sigma) \) is also a reference prior for the orderings \( \{\nu, \sigma, \mu\} \) and \( \{\mu, \nu, \sigma\} \). In a similar way it can be proved that \( p_1(\mu, \sigma, \nu) \propto \sigma^{-1} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+5)}{\nu(\nu+1)(\nu+3)} \right]^\frac{1}{2} \) is a reference prior for the orderings \( \{\mu, \sigma, \nu\} \), \( \{\sigma, \mu, \nu\} \) and \( \{\sigma, \nu, \mu\} \). For further details on reference priors see Berger & Bernardo (1992).

\( \square \)

**Theorem 2.2.** \( p_2(\nu, \mu, \sigma^2) \) is also a probability-matching prior for \( \nu \).

**Proof of Theorem 2.2.** To derive the probability-matching prior \( p_M(\nu, \mu, \sigma) \), we need the inverse of the Fisher information matrix,

\[
I^{-1}(\mu, \sigma, \nu) = \begin{bmatrix}
\frac{\sigma^2(\nu+3)}{\nu(\nu+1)^2} & 0 & 0 \\
0 & \frac{n}{15} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+5)}{\nu(\nu+1)(\nu+3)} \right] & \frac{2n}{D \sigma(\nu+1)(\nu+3)} \\
0 & \frac{2n}{D \sigma(\nu+1)(\nu+3)} & \frac{2n \nu}{D \sigma^2(\nu+3)}
\end{bmatrix}
\]

where

\[
D = \frac{n^2 \nu}{2 \sigma^2(\nu+3)} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+5)}{\nu(\nu+1)(\nu+3)} \right] - \frac{4n^2}{\sigma^2(\nu+1)^2(\nu+3)^2}
\]

\[
= \frac{n^2 \nu}{2 \sigma^2(\nu+3)} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu+1}{2} \right) - \frac{2(\nu+3)}{\nu(\nu+1)^2} \right]
\]

Let \( t(\theta) = \nu \), where \( t(\theta) \) is the parameter of interest. From this it follows that \( \frac{\partial t(\theta)}{\partial \nu} = 1; \frac{\partial t(\theta)}{\partial \mu} = 0; \frac{\partial t(\theta)}{\partial \sigma} = 0 \), and,

\[
\nabla_t'(\theta) = \begin{bmatrix}
\frac{\partial t(\theta)}{\partial \nu} & \frac{\partial t(\theta)}{\partial \sigma} & \frac{\partial t(\theta)}{\partial \nu}
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 1
\end{bmatrix}
\]

Therefore,

\[
\nabla_t'(\theta) I^{-1}(\theta) = \begin{bmatrix}
0 & \frac{2n}{D \sigma(\nu+1)(\nu+3)} & \frac{2n \nu}{D \sigma^2(\nu+3)}
\end{bmatrix}
\]

which means that,

\[
\left[ \nabla_t'(\theta) I^{-1}(\theta) \nabla_t(\theta) \right]^\frac{1}{2} = \left( \frac{2n \nu}{D \sigma^2(\nu+3)} \right)^\frac{1}{2}.
\]
\[
\zeta' (\theta) = \frac{\nabla'_t (\theta) I^{-1} (\theta)}{\nabla'_t (\theta) I^{-1} (\theta) \nabla_t (\theta)'} = \begin{bmatrix}
\zeta_1 (\theta) & \zeta_2 (\theta) & \zeta_3 (\theta)
\end{bmatrix} = \begin{bmatrix}
0 & \frac{(2n)^{\frac{1}{2}}}{D^2 \nu^2 (\nu+1)^{\frac{1}{2}}} & \frac{(2n)^{\frac{1}{2}}}{D^2 \sigma (\nu+3)^{\frac{1}{2}}}
\end{bmatrix}
\]

This indicates that the probability-matching prior is:

\[
p_M (\theta) = p_M (\nu, \mu, \sigma) \propto D^{\frac{1}{2}} (\nu + 3)^{\frac{1}{2}}
\]

\[
\propto \sigma^{-1} \left[ \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2 (\nu + 3)}{\nu (\nu + 1)^{\frac{1}{2}}} \right]^{\frac{1}{2}}
\]

because the differential equation \( \frac{\partial}{\partial \mu} [\zeta_1 (\theta) p(\theta)] + \frac{\partial}{\partial \sigma} [\zeta_2 (\theta) p(\theta)] + \frac{\partial}{\partial \nu} [\zeta_3 (\theta) p(\theta)] = 0 \). The probability-matching prior is therefore the same as the reference priors for the orderings \( \{\nu, \mu, \sigma\} \), \( \{\mu, \nu, \sigma\} \), and \( \{\nu, \sigma, \mu\} \).

**Appendix B**

**Theorem 2.3.** The reference priors tend to zero as \( \nu \) tends to infinity.

*Proof of Theorem 2.3.* The proof is the same as that of the Corollary 1 in Fonseca et al. (2008). Consider \( [p_2 (\nu)]^2 = \Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) - \frac{2 (\nu + 3)}{\nu (\nu + 1)^{\frac{1}{2}}} \). By using Stirling’s asymptotic formula \( \Psi' (a) \approx a^{-1} + (2a^2)^{-1} \), for large \( a \) it follows that,

\[
\Psi' \left( \frac{\nu}{2} \right) \approx \left( \frac{\nu}{2} \right)^{-1} + \left[ 2 \left( \frac{\nu}{2} \right)^2 \right]^{-1} = \frac{2}{\nu} + \frac{2}{\nu^2}
\]

and,

\[
\Psi' \left( \frac{\nu + 1}{2} \right) \approx \frac{2}{\nu + 1} + \frac{2}{(\nu + 1)^2}.
\]

Therefore,

\[
\Psi' \left( \frac{\nu}{2} \right) - \Psi' \left( \frac{\nu + 1}{2} \right) \approx \frac{2\nu^2 + 6\nu + 2}{\nu^2 (\nu + 1)^2},
\]

and,

\[
[p_2 (\nu)]^2 = \frac{2\nu^2 + 6\nu + 2}{\nu^2 (\nu + 1)^2} - \frac{2 (\nu + 3)}{\nu (\nu + 1)^{\frac{1}{2}}}
\]

\[
= \frac{2}{\nu^2 (\nu + 1)^2}
\]

\[
= O \left( \nu^{-4} \right)
\]

Therefore \( p_2 (\nu) = O \left( \nu^{-2} \right) \) as \( \nu \to \infty \).

In a similar way it can be proved that \( [p_1 (\nu)]^2 = \frac{2(5\nu + 3)}{\nu^2 (\nu + 1)^2 (\nu + 3)^{\frac{1}{2}}} \), which means that \( p_1 (\nu) = O \left( \nu^{-2} \right) \) as \( \nu \to \infty \).
Theorem 2.4. In the case of the standard univariate t-distribution the reference priors result in proper posterior distributions for $\nu$.

Proof of Theorem 2.4. The proof will be given for $p_1 (\nu)$. The proof for $p_2 (\nu)$ follows in a similar way. The posterior for $\nu$ is as follows:

$$p_1 (\nu|\text{data}) = \tilde{k} \left[ \Psi \left( \frac{\nu}{2} \right) - \Psi \left( \frac{\nu + 1}{2} \right) - \frac{2 (\nu + 5)}{\nu (\nu + 1)(\nu + 3)} \right]^{\frac{1}{2}} \times \frac{\Gamma \left( \frac{\nu + 1}{2} \right)^n \nu^{n/2}}{\Gamma \left( \frac{\nu}{2} \right)^n} \left\{ \prod_{i=1}^{n} (\nu + x_i^2) \right\}^{-\frac{1}{2}(\nu+1)},$$

where $\tilde{k}$ is the normalizing constant. We then have that:

$$p_1 (\nu|\text{data}) \leq \tilde{k} \left[ \frac{\Psi \left( \frac{\nu}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right)^n} \right]^{\frac{1}{2}} \times \frac{\Gamma \left( \frac{\nu + 1}{2} \right)^n \nu^{n/2}}{\Gamma \left( \frac{\nu}{2} \right)^n} \left\{ \prod_{i=1}^{n} (\nu + x_i^2) \right\}^{-\frac{1}{2}(\nu+1)}.$$

Since $\left( \frac{\nu}{2} \right)^{n/2} \rightarrow 1^{n/2} = 1$ if $\nu \rightarrow 0^+$, it follows that, if $\nu \rightarrow 0^+$, then

$$\left\{ \prod_{i=1}^{n} (\nu + x_i^2) \right\}^{-\frac{1}{2}(\nu+1)} \rightarrow \left\{ \prod_{i=1}^{n} x_i^2 \right\}^{-\frac{1}{2}}.$$

It is therefore only necessary to consider:

$$\lim_{\nu \rightarrow 0^+} \frac{\left[ \Psi \left( \frac{\nu}{2} \right) \right]^{\frac{1}{2}} \Gamma \left( \frac{\nu + 1}{2} \right)^n}{\Gamma \left( \frac{\nu}{2} \right)^n}.$$

Since $\Psi (\nu) = \frac{d}{d\nu} \ln \Gamma (\nu) = \frac{\Gamma' (\nu)}{\Gamma (\nu)}$, it follows that,

$$\Psi' (\nu) = \frac{\Gamma'' (\nu) \Gamma (\nu) - [\Gamma' (\nu)]^2}{[\Gamma (\nu)]^2}.$$

Therefore,

$$\lim_{\nu \rightarrow 0^+} \frac{\left[ \Psi (\nu) \right]^{\frac{1}{2}} \left[ \Gamma (\nu + \frac{1}{2}) \right]^n}{[\Gamma (\nu)]^n} = \lim_{\nu \rightarrow 0^+} \left\{ \frac{\Gamma'' (\nu) \Gamma (\nu) - [\Gamma' (\nu)]^2}{[\Gamma (\nu)]^2} \frac{\Gamma \left( \frac{\nu + 1}{2} \right)^{2n}}{[\Gamma (\nu)]^{2n}} \right\}^{\frac{1}{2}}.$$

The following formulae are valid:

$$- \frac{\Gamma'' (\nu)}{\Gamma (\nu)} = \frac{1}{\nu} + \gamma + \sum_{n=1}^{\infty} \left( \frac{1}{n + \nu} - \frac{1}{n} \right), \quad \nu > 0$$

where $\gamma = 0.5772$ is Euler’s constant. It can also be shown that if $\nu > 0$ we have that

$$\sum_{n=1}^{\infty} \left( \frac{1}{n + \nu} - \frac{1}{n} \right) = -\Psi (1 + \nu) - \gamma,$$

and that, if $\nu > 0$,

$$\frac{1}{\Gamma (\nu)} = \nu \exp \left[ \gamma \nu - \sum_{k=2}^{\infty} \frac{(-1)^k \zeta (k) \nu^k}{k} \right],$$
where \( \zeta(k) \) is Riemann’s zeta function. Therefore Equations 3 \times 4 gives
\[
- \frac{\Gamma'(\nu)}{[\Gamma(\nu)]^2} = [1 + \nu\gamma - \nu\Psi(1 + \nu) - \nu\gamma] \times \exp \left[ \gamma\nu - \sum_{k=2}^{\infty} \frac{(-1)^k \zeta(k) \nu^k}{k} \right].
\]

Since \( \Psi(1) = -\gamma \), it follows that, as \( \nu \to 0^+ \),
\[
- \frac{\Gamma'(\nu)}{[\Gamma(\nu)]^2} \rightarrow 1.
\]
Therefore,
\[
\frac{\Gamma'(\nu)}{[\Gamma(\nu)]^2} \rightarrow -1. \tag{5}
\]

From Equation (3) it follows that,
\[
-\Gamma''(\nu) = \Gamma(\nu) \left[ \frac{1}{\nu} - \Psi(1 + \nu) \right] = \Gamma(\nu) \left[ \frac{1}{\nu} - \Psi(1 + \nu) \right], \quad \nu > 0.
\]
Therefore,
\[
-\Gamma''(\nu) = \Gamma''(\nu) \left[ \frac{1}{\nu} - \Psi(1 + \nu) \right] + \frac{1}{\Gamma(\nu)^2} \left[ -\frac{1}{\nu^2} - \Psi'(1 + \nu) \right],
\]
and,
\[
-\Gamma''(\nu) = \Gamma''(\nu) \frac{1}{\Gamma(\nu)^3} \left[ \frac{1}{\nu} - \Psi(1 + \nu) \right] + \frac{1}{\Gamma(\nu)^2} \left[ -\frac{1}{\nu^2} - \Psi'(1 + \nu) \right].
\]
Remember that \( \Psi'(1) = \frac{\pi^2}{6} \). By making use of Equation (5) and the fact that \( \nu\Gamma(\nu) \to 1 \) as \( \nu \to 0^+ \), it follows that
\[
-\Gamma''(\nu) \to (-1)(1-0) + (-1-0) = -2.
\]
Therefore, as \( \nu \to 0^+ \),
\[
\frac{\Gamma''(\nu)}{[\Gamma(\nu)]^3} \to 2. \tag{6}
\]
Substitute Equation (6) into Equation (2) and assume that \( n \geq 2 \). Then,
\[
\lim_{\nu \to 0^+} \left\{ \left[ \frac{\Gamma''(\nu)}{\Gamma(\nu)^2} \right] - \frac{\Gamma'(\nu)}{[\Gamma(\nu)]^2} \cdot \frac{\Gamma'(\nu)}{[\Gamma(\nu)]^2} \cdot \frac{[\Gamma(\nu + \frac{1}{2})]^{2n}}{[\Gamma(\nu)]^{2n-2}} \right\}^{\frac{1}{2}} = \left\{ \left[ 2 - (-1)^2 \right] \cdot 0 \right\}^{\frac{1}{2}} = 0,
\]
which follows from the fact that \( \Gamma \left( \frac{1}{2} \right) = \sqrt{\pi} \) and \( 2n - 2 > 0 \), therefore \( \frac{\Gamma(\nu + \frac{1}{2})^{2n}}{[\Gamma(\nu)]^{2n-2}} \to \frac{(\sqrt{\pi})^{2n}}{\infty} = 0 \), if \( n \geq 2 \). This means that \( p_1(\nu|\text{data}) \to 0 \) if \( \nu \to 0^+ \). A similar proof can be made for \( p_2(\nu|\text{data}) \). \( \square \)
Appendix C

If \( x_i|\mu,\sigma^2,\lambda_i \sim N \left( \mu, \frac{\sigma^2}{\lambda_i} \right), i = 1,2,\ldots,n \), and \( \nu\lambda_i \sim \chi^2_{\nu} \), then \( x_i|\mu,\sigma^2,\nu \sim t_{\nu} (\mu,\sigma^2) \). If the prior \( p_j (\mu,\sigma^2,\nu) \propto \sigma^{-2} p_j (\nu), j = 1,2,\ldots,6 \) is used, then the following conditional posterior distributions can be derived:

\[
\mu|\sigma^2,H,x \sim N \left[ (1'H1)^{-1} 1'Hx, \sigma^2 (1'H1)^{-1} \right],
\]

where \( 1 = [ 1 \ 1 \ \cdots \ 1 ]', x = [ x_1 \ x_2 \ \cdots \ x_n ]', \) and \( H = \text{diag} [ \lambda_1 \ \lambda_2 \ \cdots \ \lambda_n ]' \);

\[
\sigma^2|\mu,H,x \sim \frac{(x - \mu 1)' H (x - \mu 1)}{\lambda_n^2};
\]

\[
\lambda_i|\mu,\sigma^2,\nu,x \sim \frac{\nu + 1}{\nu + (\frac{x_i - \mu}{\sigma^2})^2}, i = 1,2,\ldots,n;
\]

and,

\[
p (\nu|\lambda_1,\lambda_2,\ldots,\lambda_n) \propto \frac{\nu^{n/2}}{2^{n/2} \Gamma (\frac{n}{2})} \prod_{i=1}^{n} \left[ \frac{\lambda_i^{\frac{1}{2} (\nu-1)} e^{-\frac{\lambda_i}{2} \sum_{i=1}^{n} \lambda_i}}{\lambda_i^2} \right] p_j (\nu)
\]

By using Equations (7), (8), (9) and (10) and then Gibbs sampling, the unconditional posterior distributions of \( \mu, \sigma^2 \) and \( \nu \) can be obtained.

In the case of \( p_4 (\mu,\sigma^2,\nu) \propto \sigma^{-3} p_4 (\nu) \), the degrees of freedom of the Chi-square distribution in Equation (8) changes to \( n + 1 \).