Control of Fano resonances and slow light using Bose-Einstein condensates in a nanocavity
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In this study, a standing wave in an optical nanocavity with Bose-Einstein condensate (BEC) constitutes a one-dimensional optical lattice potential in the presence of a finite two bodies atomic interaction. We report that the interaction of a BEC with a standing field in an optical cavity coherently evolves to exhibit Fano resonances in the output field at the probe frequency. The behaviour of the reported resonance shows an excellent compatibility with the original formulation of asymmetric resonance as discovered by Fano [U. Fano, Phys. Rev. 124, 1866 (1961)]. Based on our analytical and numerical results, we find that the Fano resonances and subsequently electromagnetically induced transparency (EIT) [24] can be controlled through the intensity of the cavity standing wave field and the strength of the atom-atom interaction in the BEC. In addition, enhancement of the slow light effect by the strength of the atom-atom interaction and its robustness against the condensate fluctuations are realizable using presently available technology.

I. INTRODUCTION

Fano resonance was discovered as the asymmetric feature of a photoionization cross section in an atom. It is attributed to the destructive interference between the probability amplitudes of direct photoionization, and through the auto-ionizing-state indirect photoionization to the ionizing continuum [1–5]. Since its discovery, the asymmetric Fano resonance has been a characteristic feature of interacting quantum systems, such as quantum dots [6, 7], plasmonic nanoparticles [8], photonic crystals [9, 10], phonon transport [11], Mach-Zehnder-Fano interferometry [12–14], extreme ultraviolet (XUV) attosecond spectroscopy [15], electromagnetic metamaterials [16] and bio-sensors [17, 18]. Fano resonances are characterized by a steeper dispersion than conventional Lorentzian resonances [2, 8], which make them promising for local refractive index sensing applications [16], to confine light more efficiently [2] and for surface enhanced Raman scattering (SERS) [19]. Besides these applications, Fano resonances have also been used for enhancing the biosensing performance [20, 21], enhanced light transmission [22], slow light [23], and classical analog of electromagnetically induced absorption (EIA) [24]. More recently, Heeg et al. [25] reported the use of Fano resonances for interferometric phase detection and x-ray quantum state tomography which provide new avenues for structure determination and precision metrology [25].

In parallel, cavity optomechanics [26, 27] has cemented its place in the present-day photonic technology [28, 29]; and serves as basic building block from quantum state-engineering to the quantum communication networks [30–32]. Due to the ubiquitous nature of the mechanical motion, such resonators couple with many kinds of quantum devices, that range from atomic systems to the solid-state electronic circuits [33, 34]. More recently, a new development has been made in the field of levitated optomechanics [35–39], in which the mechanical oscillator is supported only by the light field. These platforms offer the possibility of a generation of highly-sensitive sensors, which are able to detect (for example) weak forces, with a precision limited only by quantum uncertainties [39]. Fano resonances [40, 41], optomechanically induced transparency [42] with single [43] and multiple windows [44, 45], superluminal and subluminal effects [46–50] have also been observed in optomechanical systems, where nano dimensions and normal environmental conditions have paved the new avenues towards state-of-the-art potential applications, such as imaging and cloaking, telecommunication, interferometry, quantum-optomechanical memory and classical signal processing applications [51–56].

Merging optomechanics with cold atomic systems [64], for instance, Bose-Einstein condensates [65–76] and degenerate cold atom Fermi gases [77] leads to hybrid optomechanical systems. Transition from Mott insulator state to superfluidity of atoms [78] in an optical lattice coupled to a vibrating mirror has been analyzed, as an example of a strongly interacting quantum system subject to the optomechanical interaction [79]. Recently, a comprehensive strategy for using quantum computers to solve models of strongly correlated electrons, using the Hubbard model as a prototypical example has been reported [80]. More recently, interferometric phase detection controlled by Fano resonances and manipulation of slow light propagation have been reported in the x-ray regime [25, 51]. Owing to the significant importance of Fano resonances and slow light in the control of transmission and scattering properties of electromagnetic waves in nano scale devices, we explain the control of the asymmetric sharp and narrow resonances in optomechanics with BEC. In the present paper: (i) we report the emergence of Fano resonances in the presence of BEC loaded in a nano cavity, where standing cavity field forms the one-dimensional lattice potential [52]. (ii) Upon tuning the resonances versus a wide range of system parameters, we find that the behavior of the resonance reveals an excellent compatibility with the original formulation of asymmetric resonance as discovered by Ugo Fano [1]. (iii)
Moreover, we discuss subluminal behavior of the probe field in the system, and explain its parametric dependence. (iv) Unlike previous schemes, we note that the magnitude of slow light can be enhanced by continuously increasing the atom-atom interaction, as well as it is less affected by the condensate fluctuations. This reflects the advantage of present scheme over earlier schemes which may help to realize longer optical storage (memory) applications.

The rest of the paper is organized as follows: In Sec. II we present the system and formulate the analytical results to explain the Fano resonances and slow light effect based on standard input-output theory. Section III is devoted to compare obtained analytical results with numerical results, where emergence of the Fano resonances is demonstrated. In Sec. IV, we explain slow light and its enhancement in the probe transmission. Finally in Sec. V we conclude our work.

II. THE MODEL FORMULATION

We consider an optomechanical system (OMS) with an elongated cigar-shaped Bose-Einstein condensate (BEC) of \( N \) two-level ultracold \( ^{87}\text{Rb} \) atoms (in the \( |F=1\rangle \) state) with \( m \) being mass of single atom and \( \omega_a \) the transition frequency \( |F=1\rangle \rightarrow |F'=2\rangle \) of the \( D_2 \) line of \( ^{87}\text{Rb} \). The nano optical resonator is composed of fixed mirrors which contain a standing wave with frequency \( \omega_c \). Hence, we find one dimensional optical lattice potential along the cavity axis, which is coupled strongly with the BEC (see Fig. 1). The system is coherently driven by a strong pump-field and a weak probe-field of frequencies \( \omega_p \) and \( \omega_c \), respectively. The optomechanical-Bose-Hubbard (OMBH) Hamiltonian of the system can be written as

\[
H_T = \hbar \Delta_c c^\dagger c + E_0 \sum_i b_i^\dagger b_i + J_0 (\hbar U_0 c^\dagger c + V_{cl}) \sum_i b_i^\dagger b_i + \frac{U}{2} \sum_i b_i^\dagger b_i^\dagger b_ib_i + i\hbar \Omega_1 (c^\dagger - c) + i\hbar \varepsilon_p (e^{-i\delta t}c^\dagger - e^{i\delta t}c)
\]

where, the first term represents the free Hamiltonian of the single cavity field mode with the creation (annihilation) operator \( c^\dagger \) (\( c \)). The second term describes the on-site kinetic energy of the condensate with the creation (annihilation) operators \( b_i^\dagger \) (\( b_i \)) at the \( i \)th site. The third term shows the interaction of the condensate with the cavity field. Here, the parameter \( U_0 = \frac{\delta}{\Delta} \) illustrates the optical lattice barrier height per photon and represents the atomic back-action on the field, \( g_0 \) is the atom-field coupling and \( V_{cl} \) is the classical potential.

The fourth term describes the two-body atom-atom interaction, where \( U \) is the effective on-site atom-atom interaction energy. Finally, the fifth and the sixth terms account for the intense pump laser field and the weak probe laser field, respectively. Here, \( \Omega_1 = \sqrt{2\kappa P}/\hbar \omega_c \) and \( \varepsilon_p = \sqrt{2\kappa P}/\hbar \omega_p \) are amplitudes of the pump and probe fields, respectively, where \( P_1 (P_p) \) is the power of the pump (probe) field, and \( \kappa \) is the decay rate of the cavity field. Moreover, \( \Delta_c = \omega_c - \omega_l \) and \( \delta = \omega_p - \omega_l \) are the respective detuning of the cavity field and the probe field, with pump field frequency \( \omega_l \), respectively. Moreover,

\[
E_0 = \int d^3x w(r-r_i) \left\{ -\frac{\hbar^2 \nabla^2}{2m} \right\} w(r-r_i),
\]

\[
J_0 = \int d^3x \cos^2(kx) w(r-r_i),
\]

\[
U = \frac{4\pi a_s b^2}{m} \int d^3x |\vec{r}|^4,
\]

where in Eq. (1), \( E_0 \) and \( J_0 \) describes the effective on-site energies of the condensate, defined in terms of the condensate atomic Wannier functions \( w(r-r_i) \), where \( k \) is the wave vector, and \( a_s \) is the two-body s-wave scattering length. For a detailed analysis of the system, we include photon losses in the system and decay rate associated with the condensate mode, \( \kappa \) and \( \gamma_c \), respectively. Thus, the dynamics of the system can be described by the following quantum Langevin equations:

\[
\dot{c} = -(\kappa + i\Delta_c)c - iU_0 J_0 c \sum_i b_i^\dagger b_i + \Omega_1 c - \varepsilon_pe^{-i\delta t} + \sqrt{2\kappa}c_{in},
\]

\[
\dot{b}_i = -\frac{iE_0}{\hbar} b_i - iJ_0 \left[ \frac{V_i}{\hbar} + U_s c^\dagger c \right] b_i - \frac{U}{\hbar} b_i^\dagger b_i b_i - \gamma_p b_i + \sqrt{2\kappa}b_{in},
\]

where, \( c_{in} \) and \( b_{in} \) are the input noise operators associated with the input field and the condensate mode, respectively. To linearize the above set of equations, we write each canonical operator of the system as a sum of its steady state mean value and a small fluctuation as \( c = c_s + \delta c \) and \( b = b_s + \delta b \). We define the quadrature of the mechanical mode of the condensate by defining the Hermitian operators, that is, \( q = (\delta b + \delta b^\dagger)/\sqrt{2} \) and \( p = (\delta b - \delta b^\dagger)/i\sqrt{2} \). Moreover, here we assume the negligible tunneling, and hence we drop the site index \( i \) from the bosonic operators. Thus, the linearized set of quantum Langevin equations is:

\[
\dot{q} + \gamma_p \dot{q} + \omega_q^2 q = -g(U_{ef} + \nu)(\delta c + \delta c^\dagger) + \xi_{in},
\]

\[
\delta \dot{c} = -(\kappa + i\Delta) \delta c - iqg + \Omega_1 + \varepsilon_p e^{-i\delta t} + \sqrt{\kappa} \delta c_{in},
\]
where $\Delta = \Delta_c - U_0 N J_0$ is the effective detuning of the cavity field, $g = 2U_0 N J_0 |c_s|^2$, $\omega_b = \sqrt{(\nu + U_{eff})(\nu + 3U_{eff})}$, $U_{eff} = \frac{4N}{\hbar M}$, $\nu = U_0 J_0 |c_s|^2 + \frac{\nu_p J_0}{\hbar}$, $\xi_{in} = (b_{in} + b_{in}^\dagger)/2$, and $N$ represents the total number of atoms in $M$ sites. In order to study Fano resonances and slow light, here we are interested in the mean response of the coupled system to the probe field in the presence of the pump field, we do not include quantum fluctuations which are averaged to zero [43, 54]. This is similar to what has been treated in the context of EIT where one uses atomic mean value equations, and all quantum fluctuations due to both spontaneous emission and collisions are neglected [44, 45]. In order to obtain the steady-state solutions of the above equations, we make the ansatz [88]:

\[
\langle \delta c \rangle = c_- e^{-i\delta t} + c_+ e^{i\delta t},
\]

\[
\langle q \rangle = q_- e^{-i\delta t} + q_+ e^{i\delta t},
\]  

(3)

where $c_\pm$ and $q_\pm$ are much smaller than $c_s$ and $q_s$ respectively, and are of the same order as $\varepsilon_p$. By substituting Eq. (3) into Eqs. (2), respectively, and taking the lowest order in $\varepsilon_p$ but all orders in $\Omega$, we get

\[
c_\pm = \frac{\Omega_l}{\kappa + i\Delta},
\]  

(4)

\[
c_- = \frac{[\kappa + i(\Delta - \delta)][(\delta^2 - i\gamma_b - \omega_b^2)] + ig(\nu + U_{eff})}{[\kappa^2 + \Delta^2 - \delta(\delta + i\kappa)][(\delta^2 - i\gamma_b - \omega_b^2)] + 2\Delta g(\nu + U_{eff})},
\]  

(5)

In order to study the optical properties of the output field, we use the standard input-output relation viz. [42], $c_{out}(t) = c_{in}(t) - \sqrt{2\kappa}c(t)$. Here, $c_{in}$ and $c_{out}$ are the input and output operators, respectively. We can now obtain the expectation value of the output field as,

\[
\langle c_{out}(t) \rangle = (\Omega_l - \sqrt{2\kappa}c_s) + (\varepsilon_p - \sqrt{2\kappa}c_-) e^{-i\delta t} - \sqrt{2\kappa}c_+ e^{i\delta t}.
\]  

(6)

Note that, in analogy with Eq. (3), the second term (on right-hand-side) in the above expression corresponds to the output field at probe frequency $\omega_p$ via the detuning $\delta = \omega_p - \omega_l$. Hence, the real and imaginary parts of the amplitude of this term accounts for absorption and dispersion of the whole system to the probe field. Moreover, the transmission of the probe field, which is the ratio of the returned probe field from the coupling system divided by the sent probe field [53], can be obtained as

\[
t_p(\omega_p) = \frac{\varepsilon_p - \sqrt{2\kappa}c_-}{\varepsilon_p} = 1 - \frac{\sqrt{2\kappa}c_-}{\varepsilon_p}.
\]  

(7)

For an optomechanical system, in the region of the narrow transparency window, the propagation dynamics of a probe pulse sent to the coupled system greatly alters due to the variation of the complex phase picked up by its different frequency components. The rapid phase dispersion, that is, $\phi_p(\omega_p) = arg[t_p(\omega_p)]$, can cause the transmission group delay given by [21, 53, 54]:

\[
\tau_g = \frac{d\phi_p(\omega_p)}{d\omega_p} = \frac{d\{arg[t_p(\omega_p)]\}}{d\omega_p}.
\]  

(8)

### III. FANO RESONANCES IN THE OUTPUT FIELD

In this section, the phenomenon of the asymmetric Fano resonances is explained. The amplitude of the output field corresponding to the weak probe field can be written as

\[
E_{out} = \frac{\sqrt{2\pi}}{\xi_p} c_- = \mu + iv,
\]  

(9)

where, the real and imaginary parts, $\mu$ and $v$ respectively, account for the inphase and out of phase quadratures of the output field at probe frequency corresponding to the absorption and dispersion. In cavity optomechanics [2, 27], the occurrence of EIT is a result of strong Fano interferences under the simultaneous presence of pump and probe fields which generate a radiation pressure force at the beat frequency $\delta = \omega_p - \omega_l$. The frequency of the pump field $\omega_l$ is shifted to the anti-Stokes frequency $\omega_l + \omega_b$, which is degenerated with the probe field. Destructive interference between the anti-Stokes field and the probe field can suppress the build-up of an intracavity probe field, and result in the narrow transparency window when both the beat frequency $\delta$ and cavity detuning $\Delta$ are resonant with the mechanical frequency $\omega_b$ [41, 43, 53]. Since EIT results from the interference of different frequency contributions, it is well known that we can expect Fano profiles in EIT under certain conditions [4, 13, 40, 41].

We first present the absorption profiles as a function of normalized detuning $\Delta/\omega_b$ ($\Delta = \delta - \omega_b$) in Fig. (2a) and (b) at the fixed effective coupling strength $g = 0.1 \omega_b$ and $g = 1 \omega_b$, respectively. At this point, starting from $\Delta = 0.7 \omega_b$, we continuously tuned the frequency $\Delta$ of the high-Q nanocavity, such that it approached to the vicinity of frequency of the Bogoliubov mode $\omega_b$ (see the middle curve). As the frequency-detuning between the modes gradually decreased, the spectral features in the absorption profile exhibit less asymmetry as shown in the lower panels of Fig. 2 (from bottom to top). Consequently, we first observe a series of asymmetric Fano lineshape with the peak located closer to the lower-detuning side for $\Delta = 0.7, 0.8, 0.9 \times \omega_b$, and then a usual transparency window occurs at the exact resonance $\Delta = \omega_b$ (Fig. 2a, middle panel). Thus, the asymmetry of Fano resonances decreased as we approached to resonant-detuning $\Delta = \omega_b$, where the phenomenon of EIT takes place, and Fano asymmetry disappears [13]. As the detuning $\Delta$ is further increased ($\Delta > \omega_b$), the spectral response of the probe field started to increase again leading to the emergence of Fano lineshapes whose peaks were also located closer to zero-detuning (Fig. 2a, upper panels). Figure 2(b) shows the same curves for $g = 1 \omega_b$, which depicts the broadening of Fano profiles as well as the EIT window, upon increasing the coupling strength. Thus, more asymmetry can be observed at low values of coupling strength as the resonant region is relatively narrower, and at high frequency-detuning differ-
en (Δ ≠ ωb) [13]. Analytically, for the resonance region δ ∼ ωb, we obtain the following Fano relation [3],

$$\mu \approx \frac{2}{1 + q^2} \frac{(x + q)^2}{1 + x^2},$$  \hspace{1cm} (10)

where \( x = \frac{\nu + U_{\text{eff}} - \omega_b}{\Gamma} - q \), \( \Gamma = \frac{2\nu\Delta_\text{g}}{\kappa^2 + \nu^2} \), \( q = -\Omega/\kappa \), and \( \Omega = \Delta - \omega_b \). Interestingly, the absorption profile in Eq. (10) has the same form as the original Fano formula [12] with minimum (zero) and maximum at \( x = -q \) and \( x = 1/q \), respectively. Here, the asymmetry parameter \( q \) is related to the frequency offset \( \Omega \) which controls the emergence of the asymmetric Fano profiles. Physically it means that the anti-Stokes process is not resonant with the cavity frequency as \( \Delta \neq \omega_b \), this condition paves the way towards the observation of tunable Fano resonances [4, 13, 14, 89].

Next, we discuss the emergence of Fano resonances in the absorption profile with respect to the coupling strength \( g \), and explain how the atom-atom interaction in the BEC can effect the asymmetry of these resonances. We present the absorption profiles as a function of normalized detuning \( \delta/\omega_b \) in Fig. 3(a) for different values of the coupling strength \( g \). It is noted that, upon increasing the coupling strength, the resonance around \( \delta \sim \omega_b \) broadens and asymmetry reduces as shown in Fig. 3(a). Note that, in the absence of the coupling strength \( g = 0 \), the two peaks in Fig. 3(a) converge to a single peak even when \( U_{\text{eff}} \neq 0 \) as indicated from equation (5), making a standard Lorentzian absorption peak as seen in the inset (gray curve) in Fig. 3(a). We examine the effect of finite two-body atom-atom interaction on the Fano profiles in Fig. 3(b). Note that, in the presence of the finite coupling strength, the narrow Fano profile shown as solid line, goes to the relatively broad resonance as we continuously increase the atom-atom interaction \( U_{\text{eff}} \), and the asymmetry reduces in the vicinity of \( \delta \sim \omega_b \). Thus, a high degree of asymmetry in the Fano profiles can be seen for low values of the coupling strength and weak

FIG. 2. (Color online) Fano interference and EIT for (a) \( g = 0.1\omega_b \) and (b) \( g = 1\omega_b \): Spectral tuning of the optical response of the system from asymmetric Fano resonance to EIT. When the effective cavity detuning in the BEC-cavity setup is non-resonant with the effective frequency \( \omega_b \) i.e. \( \Delta \neq \omega_b \), the transmission exhibits asymmetric Fano resonances. At resonant detuning \( (\Delta = \omega_b) \), a transparency (EIT) window appears. The rest of the parameters are \( [67, 72] \): \( \kappa = 0.1\omega_b, \quad U_{\text{eff}} = \omega_b, \quad \gamma_b/2\pi = 7.5 \times 10^{-3} \text{ Hz}, \quad \nu/2\pi = 1000 \text{ KHz}, \quad \omega_b/2\pi = 10 \text{ KHz} \).

FIG. 3. (Color online) Fano resonances in the absorption profiles are shown for (a) \( g = 5\omega_b, 20\omega_b, 50\omega_b \) corresponding to dot-dashed, dashed and solid curves respectively, and (b) \( U_{\text{eff}}/\omega_b = 1.50, 100 \) solid, dashed and dot-dashed curves respectively. Here, \( \Delta = 0.8\omega_b \), and all the other parameters are the same as in Fig. 2.
atom-atom interaction. The profiles shown in Fig. 4(a) and 4(b) have common minimum or zero, thus these profiles are Fano resonances [3, 4]. It is worth noting that, as compared to the double-cavity [40] and hybrid atom-cavity [41] optomechanical systems, the Fano resonances in the present model can be controlled by adjusting the atom-atom interaction, and the fluctuations associated with BEC (explained below).

To further shed light on the salient features of Fano resonances, we present the Fano spectra for a range of specific detuning as density plots in Fig. 4(a-c) around both sides of the resonance $\Delta \sim \omega_b$. The Fano profiles obtained in the lower panels of Fig. 2 (for $\Delta < \omega_b$) belongs to the Fano spectrum as shown in Fig. 4(a). On the other hand, for $\Delta > \omega_b$ while approaching the crossing region [7], we note that the narrow and broad regions in the Fano profiles can be flipped showing the interchange in symmetry around $\Delta \sim \omega_b$ as shown in Fig. 4(b) and upper panel of Fig. 2. Fig. 4(c) encapsulates the Fano spectrum for both sides of the resonance $\Delta \sim \omega_b$, i.e. $\Delta/\omega_b \in [0.5, 1.5]$. It is clear from this figure, which also contains the Fano profiles shown in Fig. 2 that the two different sets of Fano spectrum in Fig. 2 (upper and lower panels) connect smoothly to each other. Most notably, the combination of the two spectra allows the full structure of the anti-crossing between broad and narrow regions to become clear, in agreement with previous reports [7, 10].

The existence of Fano line shapes in BEC-OMS can be understood by noting that the response of the Bogoliubov mode (BEC) features the narrow spectral width, whereas the cavity modes have orders of magnitude higher spectral width and therefore, act as continuum channels [3]. As discussed earlier, the interference of a narrow bound state with a continuum is known to give rise to asymmetric Fano resonances [1, 3, 13]. It is worth noting that EIT occurs when the system meet the resonance condition, that is, $\Delta = \omega_b$. However, due to the present non-resonant interactions ($\Delta \neq \omega_b$) the symmetry of the EIT window is transformed into asymmetric Fano shapes. Moreover, for optomechanical systems in general, we have two coherent processes leading to the building up of the cavity field: (i) the direct building up due to the application of strong pump and weak probe field, and (ii) the building up due to the two successive nonlinear frequency conversion processes between optical mode and
a mechanical mode [27, 40]. These two paths contribute in the interference which leads to the emergence of Fano profiles in the probe absorption spectrum. Hence, broad and narrow regions can be controlled by appropriately adjusting the system parameters in a nanocavity containing BEC.

Furthermore, we note that the cavity decay rate $\kappa$ and the decay rate of the Bogoliubov mode $\gamma_b$ plays a vital role in the emergence and control of the Fano resonances. In Fig. 5(a), we indicate that the Fano resonances are sensitive to the cavity decay rate $\kappa$. On increasing $\kappa$, the resonance around $\delta/\omega_b \sim \omega_b$ becomes narrow. These narrow profiles are of primary significance in precision spectroscopy, metrology and high efficiency x-ray detection [25].

At this point, we emphasize that the Fano profiles as explained above, have a fixed (common) minimum. Nevertheless, in Fig. 5(b), we show the magnified Fano resonances for different values of the decay rate of the Bogoliubov mode $\gamma_b$, which remarkably yields different minimum points as pointed out by the numbers $1 - 4$. Thus, we observe a higher maximum, and correspondingly, a lower minimum in the Fano profiles as shown in Fig. 5(b). This effect is analogous to the result in the context of photoionization, in which the value of the minimum depends on the radiative effects [1, 2]. Hence, our model not only allows the flexible coherent control to tune the Fano profiles with additional parametric choice (namely the atom-atom interaction and the decay rate of the Bogoliubov mode) unlike previous schemes [13, 40, 41], but also paves the way towards the observation of original Fano profiles in a single experimental setup with promising applications, for example, in x-ray detection [27] and ultra-sensitive sensing for biofluid diagnostics [18].

**IV. SLOW LIGHT IN THE PROBE TRANSMISSION**

In this section, we analyze the probe field transmission in BEC-cavity setup by utilizing the Bose-Hubbard model. Since both the mirrors are fixed, the interaction between the optical mode and the Bogoliubov mode is analogous to the case of single ended cavity [53] which yields normal dispersion in probe phase, that allows the slow light propagation in the probe transmission. In Fig. 5, we show the transmission $|t_p|^2$ of the probe field as a function of normalized probe detuning $\overline{\delta}/\omega_b$ for $\Delta = \omega_b$. The inset shows the rapid change around resonance $\delta/\omega_b \sim 0$. All the other parameters are the same as in Fig. 5.

![Figure 5](image1)

**FIG. 5.** (Color online) The group delay $\tau_g$ versus the pump power $P_l$ is presented, which shows the pulse delay (subluminal behavior) of the order $5 \ \mu s$ in the probe transmission. All the other parameters are the same as in Fig. 4.

![Figure 6](image2)

**FIG. 6.** (Color online) The transmission $|t_p|^2$ of the probe field as functions of normalized probe detuning $\delta/\omega_b$ for $\Delta = \omega_b$ and $g/\omega_b = 0, 1, 2, 3, 4$, respectively. All the other parameters are the same as in Fig. 5.

![Figure 7](image3)

**FIG. 7.** (Color online) We plot phase $\phi_t$ of the probe field as function of the normalized probe detuning $\overline{\delta}/\omega_b$ for $\Delta = \omega_b$. The inset shows the rapid change around resonance $\delta/\omega_b \sim 0$. All the other parameters are the same as in Fig. 5.

![Figure 8](image4)

**FIG. 8.** (Color online) The group delay $\tau_g$ versus the pump power $P_l$ is presented, which shows the pulse delay (subluminal behavior) of the order $5 \ \mu s$ in the probe transmission. All the other parameters are the same as in Fig. 4.
undergoes a sharp enhancement in the resonant region of the cavity field with BEC, the phase of the probe field decreases with the increase in the fluctuations of condensate mode. All the other parameters are the same as in Fig. 6.

In Fig. 7 we plot the phase of the probe field versus the pump power \( P \) and normalized condensate fluctuations \( \Gamma_b/\omega_b \). Due to coupling of the cavity field with BEC, the phase of the probe field undergoes a sharp enhancement in the resonant region \( \delta \sim \omega_b \), yielding the rapid phase dispersion \([53, 54]\). This rapid phase dispersion \([53, 54]\) indicates that group delay of the probe field can be changed significantly through the BEC cavity setup. In Fig. 8 we show group delay \( \tau_g \) versus the pump power \( P \). Since the group delay is positive, which reveals that the characteristics of the transmitted probe field exhibits the slow light effect \([53, 54, 62, 88]\). The slow light propagation in the presence of coupling between the optical mode and condensate mode is analogous to the slow light propagation as reported for the mirror-field coupling in standard optomechanical cavity setups \([53, 55, 58]\). However, in the former section, we noted that Fano resonances in the probe absorption spectrum are significantly altered by tuning the atom-atom interaction and also affected by the condensate fluctuations. In order to quantify the effect of atom-atom interaction \( U_{e,f} \) and the fluctuations of the condensate mode \( \gamma_b \) on the probe transmission, we present the group delay \( \tau_g \) in Fig. 9 and Fig. 10. Interestingly from Fig. 9 we see that on increasing the atomic two-body interaction \( (U_{e,f}) \), the magnitude of group delay increases. Hence, slow light effect becomes more prominent with large atom-atom interaction, uniquely exist in BEC-cavity setup, and therefore, reflects a clear advantage for the realization of optical memory \([83, 85]\) over previous optomechanics reports on slow light \([52, 55]\).

Furthermore, the effect of the condensate fluctuations \( \gamma_b \) on the group delay can be understood from Fig. 11. We note that by tuning \( \gamma_b \), the group delay remains unaffected or robust (not shown) until condensate fluctuations attains higher values. However, on increasing \( \Gamma_b \), the magnitude of group delay decreases gradually (where, \( \Gamma_b/2\pi = 4.1 \text{ KHz} \approx \omega_b \times \gamma_b \) in magnitude i.e. \( \Gamma_b \gg \gamma_b \)), which indicates that slow light effect in our scheme is capable for optical storage applications \([83, 87]\) owning to the great flexibility against the condensate fluctuations. More importantly, unlike single-ended optomechanical systems \([53]\) and hybrid atom-cavity systems \([54]\), the delay-bandwidth product in the present case can be greatly enhanced by continuously increasing atom-atom interaction, and therefore serve as a way to store an optical pulse \([83, 87]\).

Finally, we remark that the above discussion of slow light through the probe transmission is explained under the EIT effect, i.e. for \( \Delta = \omega_b \). In Fig. 11 we show the
group delay versus pump power for $\Delta/\omega_b = 0.5 - 1.5$. Note that, this parametric regime is directly associated to the Fano spectrum given in Fig. 3(c). We see that for low one photon detuning i.e. $\Delta < \omega_b$, slow light effect is enormous as group delay of the order $\tau_g = 55 \mu s$ is observed around $\Delta \approx 0.4\omega_b$. As the detuning frequency difference is continuously increased, the magnitude of slow light goes down to $\tau_g = 5 \mu s$ for $\Delta \approx 1.6\omega_b$. Moreover, we remark that the group delay $\tau_g > 0$ in Figs. (8-11), which indicates the slow light behavior of the transmitted probe beam, accounts for the case of normal dispersion which occurs very close to the resonant region in Fig. [7]. However, for the case of anomalous dispersion, one would always obtain $\tau_g < 0$, which then represents the super-luminal or fast light behavior of the transmitted probe beam (see e.g. Refs. $[53][54][62]$).

Presently, a plethora of suggestions have been made to realise an array of connected (coupled) cavities with a moving-end mirror, for example Refs. $[69][92][93]$. Moreover, our BEC-optomechanics set-up has also been realized to transfer the quantum state of light fields to the collective density excitations of BEC $[87]$. For the reason, the present scheme may serve as a building block to realize efficient optical delay lines for quantum networks $[53][55]$. In conclusion, we have studied Fano resonances, slow light and its enhancement in a nano cavity using Bose-Einstein Condensate. It is shown that in the simultaneous presence of pump and probe fields, the condensate coherently couples with the cavity standing wave field to exhibit quantum destructive interference. As a result, a typical Fano resonance, which can also be controlled through the strength of atom-atom interaction, is emerged. Moreover, the anti-crossing of Fano spectrum and the existence of original Fano profiles in the presence of BEC have been noted. Furthermore, in addition to EIT, the occurrence of slow light in the probe transmission is studied, and the group delay is analyzed for the atomic two-body interaction and fluctuations of the condensate. Unlike previous schemes $[53][58]$, by utilizing the Bose-Hubbard model in the present setup, we show that the slow light effect can further be enhanced by increasing the atom-atom interaction.

Despite the promising applications for ultra-sensitive sensing $[2][18][27]$ via Fano resonances, interesting continuation of this work would be to extend the slow light experiment using BEC by incorporating the extended Bose-Hubbard model in optomechanical systems $[69][94][97]$. For instance, the extended BH model can lead to the large group delays due to additional interference by encompassing long-range atom-atom interactions within BEC $[94]$. Thus, promising optical information storage applications, such as reported in Refs. $[83][85]$ for the heralded long-distance quantum communication $[98]$, are expected.

V. CONCLUSIONS

In conclusion, we have studied Fano resonances, slow light and its enhancement in a nano cavity using Bose-Einstein Condensate. It is shown that in the simultaneous presence of pump and probe fields, the condensate coherently couples with the cavity standing wave field to exhibit quantum destructive interference. As a result, a typical Fano resonance, which can also be controlled through the strength of atom-atom interaction, is emerged. Moreover, the anti-crossing of Fano spectrum and the existence of original Fano profiles in the presence of BEC have been noted. Furthermore, in addition to EIT, the occurrence of slow light in the probe transmission is studied, and the group delay is analyzed for the atomic two-body interaction and fluctuations of the condensate. Unlike previous schemes $[53][58]$, by utilizing the Bose-Hubbard model in the present setup, we show that the slow light effect can further be enhanced by increasing the atom-atom interaction.

Despite the promising applications for ultra-sensitive sensing $[2][18][27]$ via Fano resonances, interesting continuation of this work would be to extend the slow light experiment using BEC by incorporating the extended Bose-Hubbard model in optomechanical systems $[69][94][97]$. For instance, the extended BH model can lead to the large group delays due to additional interference by encompassing long-range atom-atom interactions within BEC $[94]$. Thus, promising optical information storage applications, such as reported in Refs. $[83][85]$ for the heralded long-distance quantum communication $[98]$, are expected.
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