ABSTRACT Joint estimation of human body in point cloud is a key step for tracking human movements. In this work, we present a geometric method to achieve detection of the joints from a single-frame point cloud captured using a Time-of-Flight (ToF) camera. Three-dimensional (3D) human silhouette, as a global feature of the single-frame point cloud, is extracted based on the pre-processed data, the angle and aspect ratio of the silhouette are subsequently utilized to perform pose recognition, and then 14 joints of human body are derived via geometric features of 3D silhouette. To verify this method, we test on an in-house captured 3D dataset containing 1200-frame depth images, which can be categorized into four different poses (upright, raising hands, parallel arms, and akimbo). Furthermore, we test on a subset of the G3D dataset. By hand-labelling the joints of each human body as the ground truth for validation and benchmarks, the average normalized error of our geometric method is less than 5.8 cm. When the distance threshold from the ground truth is 10 cm, the results demonstrate that our proposed method delivers improved performance with an average accuracy in the range of 90%.

INDEX TERMS Depth camera, human pose detection, joint detection, sensor systems and applications.

I. INTRODUCTION

Human behavior recognition aims to interpret human behavior by a computer, and is one of the most important technologies in computer vision. By analyzing human behavior in image sequences and identifying behavior categories, human behavior recognition is widely used for intelligent monitoring [1], and video analysis [2]. In general, human behavior can be regarded as the continuous evolution of the spatial configuration of rigid segments connected by joints [3]. If the human skeleton can be extracted and tracked reliably, the human behavior then can be classified by action recognition. At present, the detection of human joints has been widely used in the fields of virtual reality [4], automatic driving [5] and elderly care system [6].

The first step of human behavior analysis is to capture the human pose. Before the debut of the depth camera, one typically utilized 2D images or video taken by traditional cameras. However, there are few limitations in this process that need to be addressed. For example, typical factors that are associated with 2D image and may affect joint extraction and recognition, include light conditions, changing background environment, variable clothing, and human body occlusion [7].

Recent advent of low-cost depth sensors provides an alternative solution to extract human joints. Depth sensors can capture three-dimensional (3D) depth data of the scene, and are more robust to lighting change, thus provide more useful information to restore 3D human skeleton. These advantages shift the research focus of computer vision to depth camera. The 3D information obtained by depth camera can be expressed in different forms, such as depth image, point cloud, voxel mesh, etc. The extraction of 3D features from human body can be divided into global and local features. The former includes the edge features of human body, silhouette, optical flow information, etc. The global feature contains...
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In our proposed method, the main technical contributions are listed below: (1) data is pre-processed with filtering, rotation, and silhouette extraction; (2) geometrical figure of merit for common pose classification is defined, which can distinguish the pose by the angle between the head and the farthest points on the positive and negative x-axis, and a further classification is carried out according to the aspect ratio of ranges for the x-axis and the y-axis; (3) the geometric features of the 3D silhouette are utilized to locate 14 joints of the single-frame point cloud in four different poses; (4) the algorithm is performed on the public G3D dataset [8] and the in-house captured dataset with an < 5.8 cm average distance error, demonstrating a high recognition rate and improved accuracy compared with the other methods.

The objective of our work is to detect joints of the human body in a single-frame point cloud, and some examples are shown in Fig. 1, the point cloud is acquired by a depth camera. Compared with an ordinary camera, the depth camera is not affected by the illumination and complexity of background. Moreover, the point cloud is relatively simple in terms of expression, and maintains the most primitive geometric information in 3D space without any discretization. Our proposed method uses global geometric information to extract joints of human body, it requires neither a large amount of dataset to train, nor a template model as a prior condition. There is no doubt that it can significantly save computational cost.

In our proposed method, the main technical contributions are listed below: (1) data is pre-processed with filtering, rotation, and silhouette extraction; (2) geometrical figure of merit for common pose classification is defined, which can distinguish the pose by the angle between the head and the farthest points on the positive and negative x-axis, and a further classification is carried out according to the aspect ratio of ranges for the x-axis and the y-axis; (3) the geometric features of the 3D silhouette are utilized to locate 14 joints of the single-frame point cloud in four different poses; (4) the algorithm is performed on the public G3D dataset [8] and the in-house captured dataset with an < 5.8 cm average distance error, demonstrating a high recognition rate and improved accuracy compared with the other methods.

The rest of this article is organized as follows: Section II reviews the related work on human joints extraction. Section III presents the 3D joints extraction of the human body in single-frame point cloud. Section IV analyzes and compares the experimental results. Section V discusses the limitations of the proposed method. Section VI concludes this paper with potential future work.

II. RELATED WORK
Joint estimation is inspired by Johansson’s classic mobile light display experiment, which simply replaces the whole human body with a group of points [9]. Existing approaches of joint estimation can be broadly grouped into three main categories: feature points detection, 3D human body model and deep learning-based approaches. Methods that detect feature points usually use the relevant global characteristics of the human body. Body constraints can be applied to first roughly mark each major component in the depth image, then the specific positions of the joints are determined by using Iterative Closest Point (ICP) to search approximate position of the component [10]. Compared with the whole image search method, this method not only improves the search speed, but also avoids falling into the local minimum of the algorithm. Kong et al. [11] presented a hybrid framework for automatic joint detection using a depth camera. By constraining the geodesic distance between every two joints, implicit and dominant joints can be detected. In the process of finding joint points, Dijkstra’s algorithm is often used to detect the joints. Plagemann et al. [12] used it to find the corner points of the human body, whereas leverages local shape description to distinguish these corner points. Their angles are also estimated, so as to obtain the position information of each part of the human body. Baak et al. [13] applied a modified Dijkstra’s algorithm to find the extreme points in the human body silhouette, and the direction of the extreme point is calculated by tracking the search path in reverse. Wang et al. [14] could regress 3D coordinates of mesh vertices at different resolutions from the latent features of point clouds by developing a spatial-temporal mesh attention convolution to predict the locations at the high resolution, based on the features of point clouds at the low resolution.

The method based on human body model can also obtain the joints. Wei et al. [15] fitted the 3D point cloud obtained by the depth camera with the human body model, and continuously optimized to obtain the accurate joints positions of the human body. However, their human body model is relatively simple with the trunk and limbs being represented by simple cylinders. Liang et al. [16] further expanded this method by using the fusion data of depth point cloud obtained by multiple Kinects. The surface model of human body was obtained and fitted in the way of spherical harmonic function. This further improves the accuracy of joint point position. Kim et al. [17] created a behavior template set, which contained weighted human joint data with invariant attributes to scaling and rotation. To further improve the accuracy of the detection results, graphical models that impose kinematic constraints were utilized to improve estimation of full-body pose [18], [19]. Marin et al. [20] built a given parametric model of the human for non-rigid registration with robustness to a large variety of nuisances. Xu et al. [21] achieved a sparse set of key points annotated in the low-quality point clouds to guide the deformation of a high-fidelity human body model, which was automatically fitted to 2D joints of the human body using CNN based methods.

At present, many learning-based methods also focus on human joint estimation. Shotton et al. [22] transformed the difficult pose estimation problem into a pixel classification
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FIGURE 2. Overview of the proposed approach. The proposed approach consists of three stages: data acquisition, data pre-processing and joint estimation. (a) The point clouds are directly obtained from the depth camera. (b) Data pre-processing mainly involves three parts: firstly, the irrelevant points are filtered, then the orientation of the human point cloud is adjusted, and finally the 3D silhouette is extracted. (c) 14 joints of human body are extracted by using the geometric feature of human silhouette.

model. The method of random forest was used to classify the pixels with different characteristics, and the single depth map was represented by the middle body part. Finally, 3D coordinates of each joint for the different body part were obtained. Zhou et al. [23] used 3D body voxel to represent 3D human pose, and then applied CNN to predict the possibility of 3D joints in each voxel. Sun et al. [24] used ConvNet to get the 3D heatmap representation of the input data, and then combined the heatmap with the joint regression task to perform the integration operation. In this way, the non-differentiable post-processing and quantization errors caused by the heatmap representation are avoided.

Li et al. [25] addressed the problem of multiscale graph, using dynamic neural networks to predict 3D skeleton-based human motions. Marín-Jiménez et al. [26] proposed a Deep Depth Pose (DDP) model, where 3D human pose in a depth image was designed by linear combination of some predefined pose prototypes, and the human body 3D joints were determined. Zhang et al. [27] used PointNet++ network to estimate human joint points, but it required 2D joints as prior information, and could not directly obtain joints on the point cloud. Jiang et al. [28] adopted the parametric human body model SMPL, and used the same network to locate joints, however, due to the smoothness of the model, the influence of noise and clothes is not considered. Although the learning-based method can directly obtain the 3D positions of the body joints from the depth image, the accuracy of extraction results is still affected due to the scarcity of training data and the complexity of calculation.

Some recent studies used micro-Doppler radar to determine human behavior with radio frequency signals, however it still cannot provide spatial information of the subject [29], [30]. Li et al. [31] proposed a temporal Range-Doppler PointNet-based method to analyze human behavior. Human echoes could be first transformed to 3D point sets, and then sent to the hierarchical PointNet model for classification.

III. METHOD

We propose an architecture for 3D joints estimation of human body. A purely geometric approach is used to obtain the 14 common joints of the human body from a single-frame point cloud in the coordinate system of depth camera. The specific overview of the proposed approach is shown in Fig. 2. This system consists of three main modules: data acquisition, data pre-processing and joint estimation. Unlike laser scanners, human point cloud can be obtained through a simple and low-cost depth camera in the data acquisition module. The data is then exported to a computer for processing if needed. Our ultimate goal is to estimate the positions of 14 joints from each frame, and then represent each joint by its position of $(x, y, z)$ in 3D Cartesian coordinate system that is expressed in meter. The $x$, $y$, and $z$ axes are the body axes of the depth sensor. This is a right-handed coordinate system, where the positive $z$-axis extends to the direction in which the sensor array points. The positive $y$-axis extends downward, and the positive $x$-axis extends to the right (with respect to the sensor array). The three coordinates for joint position are presented in Fig. 2. It is worth to note that, we focus on extracting joints using a simple geometrical method from a single-frame point cloud containing four human poses (upright, raising hands, parallel arms, akimbo). Our algorithm aims to extract joints of human body, the pipeline of the algorithm is shown in Fig. 3. However, lots of information in the point cloud is redundant, and the viewpoint direction of point cloud needs to be adjusted. Before extracting joints of the human body, it is necessary to process the point clouds in advance, which can improve the recognition accuracy of algorithm and save the calculation time.
A. DATA PRE-PROCESSING

The depth camera can obtain scene information with a large field of view up to several meters. In order to avoid the complexity of the joint extraction process, we first segment the human body from the whole scene point cloud. Given the depth information, one effective way to remove irrelevant background from the point cloud is to utilize a conditional filter. It is a very simple and common filtering method that can delete points in the point cloud, which do not meet the conditions specified by the user. An example of filtering human point cloud and extracting silhouette is shown in Fig. 2(b). By setting the segmented ranges along the x, y, and z axes, one can highlight foreground human point cloud by performing the filtering operation once.

Due to the huge amount of point cloud acquired by the instrument, not all points are useful for joint extraction. To make the problem tractable, silhouette, as a global feature, is frequently used in image processing. This method can save the computing resources, and retain the core pose information. We adopt the public algorithm to extract silhouette features of a point cloud in the PCL library, and the results are shown in Fig. 2(b). This method is described as following: Firstly, the local neighborhood of the source point is defined by the k-nearest neighbor method. Secondly, the tangent plane of the neighborhood is fitted with the least square method, and the point normal vector is calculated. Then, the neighborhood points which are projected onto the tangent plane form a vector with the source point, each vector is saved into an array. By taking a certain vector as the reference, the angle between the other and the reference one is calculated accordingly, and the angles are listed in a descending order. If the maximum difference between the adjacent angles is greater than a certain threshold, the point is defined as the boundary point. After the 3D silhouette is obtained, all operations in this section are performed on the 3D silhouette.

Given that our method is designed to handle incomplete shapes, the input to our method is simply an oriented point cloud, unlike a complete 3D human body model. When the viewpoint of the camera is not aligned with the direction of the human body being facing, it will cause partial occlusion, which increases the difficulty of recognition. Therefore, it is necessary to rotate the human body so that it is in the same direction as the viewpoint. Fig. 4(a) illustrates that we project the raw point cloud along the positive direction of the y-axis to obtain a top view of the point cloud. The farthest two points on the x-axis are picked out in the top view denoted blue dots in Fig. 4(b). The straight line is determined between the two points of the projected point cloud. Then it’s simple to compute the angle $\gamma$ between the x-axis and the straight line, which is equal to the rotation angle of point cloud. When the angle is acute, rotate the angle clockwise, and rotate counterclockwise otherwise. The final correction result is shown in Fig. 4(c).

B. JOINTS ESTIMATION

The proposed method estimates joints from four types of human poses, upright, raising hands, parallel arms and akimbo. It is sufficient for size measurement of human body and other applications. Without occlusion, when working with the four poses, 14 common joints are defined for representing these poses: head, left / right (L/R) feet, L/R shoulder, L/R hand, L/R elbow, L/R knee, L/R waist, and neck. The extraction process of joints is also slightly different for different poses. In order to solve the problem of pose classification, we pre-compute three points to assist pose classification: head and the farthest points which locate on the positive and negative x-axis of the point cloud. According to the threshold of body proportion, the head is segmented to get the centroid point. Meanwhile, L/R feet can be obtained using the same method for subsequent processing. $\alpha$, which is the angle between the head and the farthest points on the positive and negative x-axis of the point cloud, is calculated. According to the different degrees of arm opening in the four poses, one determines which pose the current point cloud belongs to. Fig. 5(a) describes algorithm flow chart of human pose classification.

When $\alpha$ is equal or less than $\tau_a$, which represents angle threshold, it is judged as an upright pose as shown in Fig. 5(b). However, when this condition is not met, it is difficult to strictly distinguish the angles of the three poses. Therefore, other methods are used to assist. Firstly, $\beta$ is the ratio of the farthest distance on the x-axis to the farthest distance on the y-axis. When it is equal or greater than $\tau_b$, it is a pose with parallel arms as depicted in Fig. 5(c). Secondly, by taking advantage of the symmetry of the pose, the farthest points on the x-axis is picked out, and its y-coordinate is denoted as $y_2$. $y_1$ is the minimum values of y-axis in raw point cloud. $\tau_c$ is used as the criterion for judging whether the pose is the raising hands or the akimbo, are shown in Fig. 5(d) and Fig. 5(e) respectively. If the distance between $y_1$ and $y_2$ is equal or greater than $\tau_c$, it is the pose of raising hands. Otherwise, it is the akimbo pose. The thresholds $\tau_a$, $\tau_b$ and $\tau_c$ are respectively set to 70, 0.7, 0.85 in our experiments if not specified otherwise.
1) PARALLEL ARMS POSE

In the current pose, the waist silhouette is segmented in terms of the waist proportion threshold. Let \( P \) denote the 3D point cloud of the waist. In order to make the calculation easier, we first define an \( xy \)-plane using a parametric model, and then project the points of waist silhouette onto the plane. Because the pose of human body is generally symmetrical structure, it is easy to calculate the central line of the plane where the middle point of the farthest points on the positive and negative direction of \( x \)-axis is located. Using the central line, the projected point cloud can be divided into two parts: the left waist and the right waist. To find the waist joints, we traverse the points in the left and right waist respectively to compute the distances from the central line. Here, \( L_m \) denotes the central line, the waist joints are calculated as follows:

\[
\{ p_{i} | p_{i} \in P_{W} , D_{PL}(J_{W}, L_{m}) = \arg \min D_{PL}(p_{i}, L_{m}) \} (1)
\]

where \( P_{W} \) denotes the left or right waist silhouette, \( p_{i} \) is a point of \( P_{W} \), \( D_{PL}(\cdot) \) represents the distance from a point to a line, and \( J_{W} \) is the coordinates of waist joint. By calculating the distance between each point of the left and the right waists to \( L_{m} \), the point with the shortest distance from \( L_{m} \) is then found, and it is re-projected back to the 3D coordinate to get the L/R waist, which serves as part of the references for the detection of the other joints.

Starting with the waists, we can easily find the L/R shoulder by extending the vertical lines from waists along the negative \( y \)-axis to get the intersections with the 3D silhouette. After obtaining the 3D coordinates of the shoulders, the location of the middle point, denoted as \( p_{MSP} \), can be calculated between the L shoulder and the R shoulder. This parameter will be favorable for detecting the neck and knees. As shown in Fig. 6, the L/R hand is defined as the farthest points on the \( x \)-axis of the 3D silhouette. The neck is the midpoint between the head and \( p_{MSP} \). The L/R elbow is located in the same way as the midpoint of the hand and shoulder. The knee recognition depends on whether the knee is upright or bent. We first segment the 3D silhouette below the waist, and further divide it into two parts, the left leg and the right leg. When the human knee is upright, the L/R knee is located on the straight line formed by \( p_{MSP} \) and L/R feet. The specific location satisfies the condition that the distance from the knee to the \( p_{MSP} \) are three times the distance to the L/R feet. And when the knee is bent, the knee is regarded as the farthest point on the negative \( z \)-axis of the L/R leg. To solve the crucial issue how to recognize the state of the human knees, we first calculate the \( z \)-coordinate range of the L/R leg, which is denoted by \( \Delta z_k \). Similarly, the \( y \)-coordinate range can be obtained, which is represented by \( \Delta y_k \), and the above process is shown in Fig. 7. When the ratio of \( \Delta z_k \) to \( \Delta y_k \) is less than the threshold value, the knees are in the upright state. Otherwise, they are in the bent state.

2) AKIMBO POSE

The method provides a consistent means for finding the locations of some joints above. The difference is that the farthest points on the \( x \)-axis of the 3D silhouette are not L/R hand, but the L/R elbow. As the subject maintains the akimbo pose, the position of the waist overlaps the position of the hand. It is reasonable to assume that the positions of the two joints are equal in this pose. Fig. 6 displays the estimation process of the hand and elbow in the akimbo pose.

3) RAISING HANDS POSE

Due to the change of arm pose, the initially proposed method is not suitable for finding the hand and elbow in this pose.
We can take the waist as the base point, and portion the points whose $x$-coordinate is smaller or larger than the waists, then cluster them into left or right arm silhouette. As a result, the point with minimum $y$-coordinate in the left or right arm silhouette are L/R hand. The L/R elbow is considered as the farthest points of left or right arm silhouette distance to the straight line named $L_1$ between L/R shoulder and head. 

4) UPRIGHT POSE
Due to the occlusion of hands in this pose, the waists are invisible implicit point. We can find the concave points within the range of the waist silhouette to get waist position, and it does not affect the other joints cached on this basis. The intersection of the waist and the silhouette along the $x$-axis, which is collinear with the waist on the $x$-axis, is denoted as the L/R hand, the extraction process is shown in Fig. 6.

IV. EXPERIMENTS AND RESULTS
The proposed geometric method was implemented in C++ using PCL. We test on the part of public G3D dataset and the dataset captured by ourselves. In our dataset, we capture four main poses (upright, raising hands, parallel arms and akimbo) of 10 people (5 men and 5 women), which contains 1200 frames depth images with a Time-of-Flight (ToF) camera (Camboard Pico Monstar). Since the method uses no temporal information, we are interested only in static pose. In the acquired images, the resolution of each frame is 352 × 287 pixels. While maintaining a pose, the knees have two forms: upright and bent respectively. We record 5 times for every pose, each time subject remains in the same position. When a group of poses is finished, each subject puts on different clothes and repeats the previous pose. Each person changes three types of clothes. To evaluate our method, we hand-labelled with 14 joint positions. Fig. 8 gives some depth images of four poses in the dataset.

The results obtained from our dataset via the proposed algorithm are shown in Fig. 9. The first column is the point cloud of different poses. The silhouette obtained in the pre-processing is shown as green points in the raw point cloud. The second column is the joints calculated by the proposed algorithm displayed on the 3D human silhouette. Although the joints we obtain can be displayed in the silhouette, there are $z$ offsets between some joints and the raw point cloud surface. To locate the positions of the joints on the surface of the body, we find the intersection of the joint and the point cloud along the $z$-axis, which is collinear with the joint on the $z$-axis, to determine a final position of joint, the results are shown in the third column. Additionally, 14 joints are hand-labelled on the point cloud after pre-processing to provide the ground truth joints. Due to the limitation of recognizable poses, we select 22 data in the G3D dataset. The extracted joints include 10 people who perform 20 types of actions. The same analysis processing is performed, and the result is shown in Fig. 10.

To further prove the feasibility of the proposed algorithm, the overall accuracy of joints is calculated as listed in Table 1. Compared with Kong et al. [11] and Shotton et al. [22], we set 6 cm and 10 cm respectively as a reasonable threshold to judge whether the joint is detected. When a joint within 6 cm is chosen as the threshold in Table 1, the overall accuracy is decreased. In the proposed method, because the difference in the clothing of human has a greater impact on the silhouette, which introduces a large detection error of the waists. Besides, the shoulders use the waists as the base point,
FIGURE 9. The results of extracting 3D joints from our dataset. The first column is extracted silhouette from the raw point cloud, the second column is the joints map extracted by the algorithm from the silhouette, the third column is the extracted joints displayed on the raw point cloud, and the fourth column is the hand-labelled joints map.

FIGURE 10. The results of extracting 3D joints from G3D dataset. The first column is extracted silhouette from the raw point cloud, the second column is the joints map extracted by the algorithm from the silhouette, the third column is the extracted joints displayed on the raw point cloud, and the fourth column is the hand-labelled joints map.

TABLE 1. Overall accuracy of joints (%).

| Joints       | Method | $e=10$ cm | $e=6$ cm |
|--------------|--------|-----------|----------|
|              | I      | Ours      | II       | Ours     |
| Head         | 90.00  | 98.74     | -        | 97.90    |
| L Shoulder   | 73.00  | 99.15     | 88.30    | 94.89    |
| R Shoulder   | 74.00  | 98.73     | 88.00    | 94.51    |
| L Elbow      | 75.00  | 100       | 87.20    | 92.92    |
| R Elbow      | 76.00  | 100       | 86.30    | 92.37    |
| L Hand       | 66.00  | 94.12     | -        | 70.59    |
| R Hand       | 66.00  | 94.54     | -        | 80.25    |
| L Knee       | 58.00  | 90.83     | 84.00    | 53.75    |
| R Knee       | 57.00  | 90.83     | 86.00    | 38.75    |
| L Feet       | 74.00  | 99.58     | -        | 87.39    |
| R Feet       | 73.00  | 99.58     | -        | 83.61    |
| Neck         | 87.00  | 97.48     | 81.3     | 70.16    |
| L Waist      | 75.00  | 62.18     | 86.7     | 39.50    |
| R Waist      | 74.50  | 52.94     | 86.7     | 26.89    |

Average: 72.75, 91.34, 86.05, 73.11

L and R are abbreviations of left and right, respectively. ‘-’ denotes the value is not given. I and II indicate (Shotton et al. [22]) and (Kong et al. [11]), respectively.

In addition, we quantify average normalized 3D Euclidean distance error as evaluation criteria per joint, which is shown affect the detection of the knees, and we need to optimize the detection method of the waists in the subsequent work. When a joint within 10 cm is chose as the threshold in Table 1, the accuracy of waists decreases a little, but it is clear that the method improves the overall accuracy by 18.59%. We believe that the success rate of identifying the correct joint will be tremendously improved, in cases when the detection of the waists is optimized.

In addition, we quantify average normalized 3D Euclidean distance error as evaluation criteria per joint, which is shown...
in Fig. 11. In our evaluation, the error distance is measured with respect to the ground truth hand-labelled on the acquired data. In Fig. 11(a), because of loose-fitting clothes, the extraction of the waists on the silhouette has large deviation, when in the upright pose, the waists indirectly affect the detection of the knees and hands, and the process of automatic correction can be further included in the future work. Fig. 11(b) shows the average error of the joints in G3D dataset, the appearance of the clothes is more close-fitting, and the waist error is small. On the other hand, the error of the elbows and the hands is significantly enhanced. The reason behind is that the hand-labelled is based on the point cloud, and our method is to extract the joints on the silhouette. In addition, due to the lack of the denoising procedure and available samples, so the error of the other joints will increase. Finally, the average error of all parts results on our dataset and G3D dataset, achieving 5.07 cm and 5.72 cm respectively. The above results illustrate that the algorithm is feasible to extract joints from four positions without occlusion.

V. DISCUSSION
Besides the experimental results shown above, it is necessary to discuss some limitations in each step of our approach.

Initialization of the parameters. We assume that regardless of gender, each part of the point cloud is segmented according to the proportion of normal human criteria in this paper, and some thresholds (Section III), such as $\tau_x$, $\tau_y$ and $\tau_z$, are equal to the maximum values of the frequency statistics by calculating the corresponding distribution of thresholds in the dataset. Compared with the learning-based method, the accuracy and robustness of mega data need to be further improved.

Diversification of the poses. In order to achieve subsequent measurement of human body, we apply four poses to locate the joints of the human body. In future work, the spatial position and length information between the joints can be used as the prior condition so that improve the detection accuracy of joints and expand the diversity of the pose.

Computational time. Since we use geometric algorithm to extract feature points, the joints extraction process takes approximately 103 ms and the step of classifying the poses takes 2.66 ms. In comparison, the data pre-processing part is more time-consuming, with an average of 9497.07 ms. As the raw point cloud contains more points, it takes a lot of time for the calculation of silhouette. This part can also be processed offline. The system runs on a regular desktop computer (Intel Core i3-6100K CPU running at 3.7 GHz, and 8 GB of RAM). If we use GPU-enhanced computer, the computing time will be greatly reduced.

VI. CONCLUSION
In this paper, we have proposed a geometric method to extract 3D joints from a single-frame point cloud of human body collected by a depth camera. The method, neither does it require many training sets and predefined templates, nor does it need to limit the appearance or wearing of the subject under test. In our proposed method, we first classify the pose by the angle between the head and the farthest points on the x-axis, and a further classification is carried out according to aspect ratio of x-axis and y-axis range. By making use of advantageous geometric features, 14 joints can then be extracted in four different poses from the point cloud. To further verify the feasibility of our proposed algorithm, we test our algorithm using both the dataset captured by ourselves and the public G3D dataset, the experimental results demonstrated that our proposed method achieves improved accuracy in comparison to the others, the average normalized error is less than 5.8 cm. For future work, we plan to further study the extraction of joints in different poses, especially in the case of occlusion. The calculation time of silhouette can be optimized. Furthermore, we can combine the measurement technology to achieve multi-size measurement of human body based on a single-frame point cloud.
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