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Abstract: Climate changes necessitate measures to reduce greenhouse gas emissions (GHG). The European Union’s climate and energy policy places particular emphasis on the development of renewable energy, considered to be the primary mean in achieving the climate neutrality goal by 2050. Having in mind the aforementioned, the study was conducted to determine time delay in the development of renewable energy sources between the Visegrad Group (V4) countries and Germany, considered the most advanced country in developing renewable energy and having the greatest impact on shaping European Union climate and energy policy. The time delay econometric method was used in four of its variants. The research results show that, despite the existence of support mechanisms, the development of renewable energy sources (RES) in the V4 countries has a high correlation. There is a high correlation between RES penetration in energy mix and UE goals of the climate and energy policy until 2020. At the same time, the available data from the analysed period 2004–2019 indicate growing time delay between the reference facility—Germany and the surveyed group. The paper identifies the primary factors behind the identified time delay and proposes research areas that could direct the future research of those aspects.
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1. Introduction

One of the basic economic challenges is the ability to estimate the degree of backwardness or delay in the development between entities. These entities can be groups of countries, individual countries, local government units or individual economic entities. The time delay method is used for estimating the degree of delay in the development. Time delays, in addition to identifying the backwardness between analysed entities, can also be the basis for constructing predictions about their development. In this study, the delay method was used to estimate the degree of backwardness in the development of renewable energy sources (RES) between the Visegrad Group (V4) countries i.e., Czech Republic, Hungary, Poland and Slovakia, and Germany—the leader of the European Union (EU) in the energy transformation process who has the greatest impact on European Union climate and energy policy on regional and global level.

The level of penetration and dynamics of RES in energy mix are the factors of the economic growth. The impacts of renewable energy on consolidated economic growth prospects of the country is the subject of research [1]. The study by Kahia [2] provides strong evidence of a long-run relationship between real GDP, renewable and non-renewable energy consumption, real gross fixed capital formation, and the labour force. Bhatatacharya [3] provided valuable insights into the effects of renewable energy consumption on the economic growth of major renewable energy consuming countries in the world. Consequently, this research could be the base on future discussion on sources of differences in economic growth among countries.
Therefore, the aim of the study is to estimate the degree of backwardness in the field of developing RES between Germany and the analysed group four. Analysing the conditions for the development of the V4 countries, on one hand one should consider significant similarities (which undoubtedly include historical conditions or developmental ambitions), whilst on the other hand the differences (e.g., social, economic and environmental). Undoubtedly, a common starting point connecting all EU countries is the process of integration with the European Union, which in case of all the countries in question was finalised by full membership in the community. The process of integration with the EU required aspiring candidates to accept many regulations in regards to protection of the natural environment, which unambiguously translated also into the V4 energy sector [4,5]. The aim of the study is to determine which of the V4 countries made a better use of the period of systemic and economic transformations, and which of the countries “lag behind”. For the benefit of analysis the following hypothesis was adopted: Despite the EU membership and acceptance of the RES development goals, the V4 countries increased backwardness gap in developing RES in relation to Germany. In support of this hypothesis, part 5 of the article identifies prospective future research areas and provides analysis of the results in the context of other studies in this area.

2. Materials and Methods

2.1. Utilized Data

Two key statistics for Primary energy were selected for analysis: Consumption and Renewable power generation. The statistical data originate from the Eurostat database and cover the period 2004–2019.

Table 1 presents statistical data on primary Energy consumption in countries of interest. According to the provided data, between 2004 and 2019, in all countries, except Poland, primary energy consumption decreased. In Poland, primary energy consumption increased from 1040.4 Terawatt-hours (TWh) in 2004 to 1188.0 TWh in 2019 (an increase by 147.6 TWh, i.e., by 14.9%).

In the case of Germany, the data indicate decrease in consumption of primary energy between 2004 and 2019 totalling 333.2 TWh (i.e., −9.1%), in the case of the Czech Republic 55.1 TWh (i.e., by −10.9%), Hungary 11.7 TWh (−4.2%), and Slovakia 29.3 TWh (−16.1%).

In the years 2004–2019, renewable power generation (see Table 2) grew dynamically in all surveyed countries. The analysis of statistical data shows that in 2004 the V4 countries hardly used renewable energy.

The development of renewable energy expressed in generation was particularly dynamic in the years 2004–2015. The years 2016–2019 are a period of stabilization. However, this problem did not apply to Germany, where the growth of renewable power generation is constant.

The development of renewable energy expressed in generation was particularly dynamic in the years 2004–2015. The years 2016–2019 are a period of stabilization. However, this problem did not apply to Germany, where the growth of renewable power generation is constant.

Table 3 shows the share of renewable power generation in primary energy consumption. The analysis of aforementioned data shows that Germany is the undisputed leader in the share of renewable power generation in primary energy consumption. What is worth to mention, is that the share of renewable power generation in primary energy consumption is steadily rising in all the studied countries.
### Table 1. Primary energy: Consumption [TWh].

| Country     | 2004   | 2005   | 2006   | 2007   | 2008   | 2009   | 2010   | 2011   | 2012   | 2013   | 2014   | 2015   | 2016   | 2017   | 2018   | 2019   |
|-------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Czech Republic | 525.2  | 517.2  | 527.0  | 521.1  | 511.0  | 489.8  | 510.2  | 499.0  | 495.8  | 486.2  | 475.3  | 467.1  | 460.0  | 480.6  | 479.7  | 473.7  |
| Germany     | 3983.2 | 3935.0 | 4031.5 | 3858.3 | 3896.7 | 3654.0 | 3807.3 | 3667.3 | 3713.6 | 3818.3 | 3657.3 | 3722.2 | 3783.3 | 3828.9 | 3733.2 | 3650.0 |
| Hungary     | 287.6  | 307.3  | 302.7  | 297.2  | 294.0  | 269.6  | 275.2  | 273.8  | 254.2  | 241.5  | 242.2  | 254.3  | 258.6  | 271.3  | 273.2  | 275.9  |
| Poland      | 1040.4 | 1063.2 | 1115.6 | 1111.1 | 1130.9 | 1090.2 | 1161.8 | 1107.5 | 1132.0 | 1135.2 | 1093.0 | 1104.4 | 1153.0 | 1198.7 | 1217.5 | 1188.0 |
| Slovakia    | 211.9  | 223.4  | 215.4  | 202.8  | 209.1  | 190.4  | 202.7  | 194.9  | 187.2  | 191.8  | 178.6  | 180.3  | 181.1  | 191.5  | 188.5  | 182.6  |

### Table 2. Renewables: Renewable power generation—[TWh].

| Countries   | 2004   | 2005   | 2006   | 2007   | 2008   | 2009   | 2010   | 2011   | 2012   | 2013   | 2014   | 2015   | 2016   | 2017   | 2018   | 2019   |
|-------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Czech Republic | 0.59   | 0.67   | 0.96   | 1.31   | 1.71   | 2.24   | 3.10   | 5.22   | 5.95   | 6.54   | 7.26   | 7.63   | 7.39   | 7.75   | 7.85   | 7.91   |
| Germany     | 36.54  | 42.87  | 51.63  | 67.15  | 72.80  | 76.14  | 84.23  | 106.37 | 121.29 | 129.34 | 142.94 | 169.81 | 169.13 | 196.19 | 206.78 | 224.10 |
| Hungary     | 0.73   | 1.67   | 1.31   | 1.67   | 2.14   | 2.67   | 2.83   | 2.49   | 2.43   | 2.57   | 2.85   | 3.00   | 3.00   | 3.26   | 3.52   | 4.26   |
| Poland      | 0.99   | 1.65   | 2.25   | 3.08   | 4.45   | 6.30   | 7.97   | 10.81  | 14.84  | 14.63  | 17.66  | 16.85  | 20.67  | 19.56  | 23.10  |
| Slovakia    | 0.03   | 0.04   | 0.40   | 0.48   | 0.52   | 0.54   | 0.69   | 1.22   | 1.37   | 1.51   | 2.02   | 2.17   | 2.27   | 2.21   | 2.22   | 1.91   |

### Table 3. Renewable/Consumption.

| Countries     | 2004      | 2005      | 2006      | 2007      | 2008      | 2009      | 2010      | 2011      | 2012      | 2013      | 2014      | 2015      | 2016      | 2017      | 2018      | 2019      |
|---------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Czech Republic | 0.0011    | 0.0013    | 0.0018    | 0.0025    | 0.0034    | 0.0046    | 0.0061    | 0.0105    | 0.0120    | 0.0135    | 0.0153    | 0.0163    | 0.0161    | 0.0162    | 0.0167    |
| Germany       | 0.0092    | 0.0109    | 0.0128    | 0.0174    | 0.0187    | 0.0208    | 0.0221    | 0.0290    | 0.0327    | 0.0339    | 0.0391    | 0.0456    | 0.0447    | 0.0512    | 0.0554    | 0.0614    |
| Hungary       | 0.0025    | 0.0054    | 0.0043    | 0.0056    | 0.0073    | 0.0099    | 0.0103    | 0.0091    | 0.0096    | 0.0107    | 0.0118    | 0.0116    | 0.0120    | 0.0129    | 0.0154    | 0.0154    |
| Poland        | 0.0010    | 0.0015    | 0.0020    | 0.0028    | 0.0039    | 0.0058    | 0.0069    | 0.0093    | 0.0131    | 0.0129    | 0.0162    | 0.0189    | 0.0179    | 0.0180    | 0.0161    | 0.0194    |
| Slovakia      | 0.0001    | 0.0002    | 0.0019    | 0.0024    | 0.0025    | 0.0029    | 0.0034    | 0.0063    | 0.0073    | 0.0078    | 0.0113    | 0.0121    | 0.0125    | 0.0115    | 0.0118    | 0.0104    |
2.2. Sample Characteristic

For the benefit of this research, the V4 countries were selected and studied. Germany, which is the EU leader in the process of energy transformation, was selected as the reference country. The selected countries have similar characteristics: they joined the EU on 1 May 2004, during the Cold War period until 1989 they remained in the communist system (in the years 1949–1991 to the Council for Mutual Economic Assistance), in 1991 they have formed the V4, with consequences for their energy policy in the form of infrastructure development, energy efficiency and quality of administration. From the point of view of formulating public policies, the surveyed countries belonged to the group of economies in the transformation period, so they were alien to long-term and strategic thinking, which is of key importance from the point of view of energy policy requiring long-term and strategic thinking.

The states presented in the analysis have always been part of a community with the same civilization and cultural roots as well as religious and intellectual values that they wish to preserve and strengthen. There are also differences between the V4 countries, resulting from the size of their economies and the consumption of electricity, oil and gas, which, from the point of view of the adopted research method, can’t be ignored. Countries that are EU members have committed under art. 4 par. 1 of Directive 2009/28/EC of the European Parliament and of the Council of 23 April 2009 on the promotion of the use of energy from renewable sources, amending and then repealing Directives 2001/77/EC and 2003/30/EC undertook to prepare national action plans in the field of energy from renewable sources in accordance with the requirements contained in the decision of the European Commission of 30 June 2009 [6].

The actions undertaken by the analysed countries result from the agenda of actions adopted in 2008 as the climate and energy package, containing three key goals: reducing greenhouse gas emissions by 20% (compared to 1990 levels), 20% share of renewable energy in total energy consumption, 20% increase in energy efficiency by 2020. Goals were as follows: for the Czech Republic 13.5% [7], Slovakia 14% [8], Hungary 14.65% [9] Poland 15% [10], of energy from renewable sources in gross final consumption of energy. Despite the positive changes in the share of renewable energy across the European Union, changes vary from country to country. The energy mix depends, to a large extent, on domestic resources and the ability to produce primary energy [11]. It is assumed that only collective economic adjustment on a global scale can contribute to reducing the negative effects of environmental degradation and climate change [12].

2.3. Research Process

The taxonomic methods, which enable researchers to order data sets according to multiple features simultaneously, prove to be useful in studies on the competitiveness of economies, cities or regions. Their use in regional and local studies is particularly justified, as these methods enable multi-feature classification of spatial units. As a result of the application of taxonomic methods, we obtain synthetic measures, the most important goal of which is to “organize” the objects according to the level of the multi-feature phenomenon. The construction of the meter takes into account all diagnostic variables, but depending on the adopted method, their impact on its value may be varied.

This also applies to the interpretation of the obtained results. Considering the above, when examining the degree of backwardness in the analysed group: the Czech Republic, Slovakia, Poland and Hungary, and the reference country of Germany using the time delay method, the authors proposed an 8-stage research process:

- selection of countries to study,
- method selection,
- finding data on the share of renewable energy sources in final energy consumption and the size of GDP,
- processing of data from point 1 and generating the GDP/RES ratio,
- substitution of the GDP/RES ratio for the method of calculating time shifts,
• analysis of the test results with the use of time shifts,
• looking for factors explaining the results of the study,
• conclusions from the study.

2.4. Methods

The time delay between the $Y_o$ object and the $Y_i$ object determines the degree of difference in the development of the given units. The concept of the time delay is presented in Figure 1, which shows the course of the $Y$ variable for 5 objects. It should also be noted that this graph applies to the rare cases where the delays between the test object $Y_o$ and the reference objects $Y_1$–$Y_4$ are constant in time.

![Figure 1. Time delays between the reference and the forecast object.](image)

The delay of the object $Y_o$ in relation to the object $Y_1$ is four periods, in relation to the object $Y_2$ is 12 periods, while in relation to the object $Y_4$ has a negative delay ($d = -2$) in relation to the reference object, therefore the information about the variable $Y_4$ is useless in the process of examining the delays of the $Y_o$ variable (the $Y_o$ object can possible be treated as a reference for the $Y_4$ object). In the case of the object $Y_3$, the delay is much greater, and its size can be estimated using the chaining method. The use of a chain link enables an increase in the number of reference objects, and also extends the possibilities of the future forecast period [13].

The above example shows the essence of time delays, without explaining how to assess the size of these delays. In practice, delays vary from time to time in different periods and it is necessary to provide a formal assessment of the estimated individual delays between the forecast facility and the reference facilities. These methods can be divided into two groups [13]:

• evaluations constant in time (estimation of static, individual time delays);
• dynamic assessments (estimating dynamic individual time delays).

The procedures in the first group provide estimates that are constant over time, while the delay estimates obtained with the procedures in the second group are dynamic and vary over time.
2.4.1. Estimating Static, Individual Time Delays

In the first (I) variant, the methodology of determining individual, static time delays between the predicted object $Y_o$ and the reference object $Y_1$ is based on the differences expressed in the formula:

$$\Delta_{td} = y_0^t - y_1^t$$  \hspace{1cm} (1)

where $(d = 1, \ldots, n-1; t = d+1, \ldots, n)$, where $n$ is a number of periods. The time delay between these objects equals the shift amount $d$, for which the parameter:

$$|\overline{\Delta_d}| = \frac{\sum_{t=d+1}^{n} |\Delta_{td}|}{n-d}$$  \hspace{1cm} (2)

where $(d = 1, \ldots, n-1)$, takes the minimum value, provided that the variables $Y_o$ and $Y_1$ do not have disjoint intervals of variability, and that the object $Y_1$ is “ahead” of the object $Y_o$ in time. These conditions can be expressed as follows:

$$\min_t \{y_1^t\} < \max_t \{y_0^t\} \wedge \max_t \{y_1^t\} > \min_t \{y_0^t\}$$  \hspace{1cm} (3)

Minimum parameter value:

$$\omega = \min_d \{|\overline{\Delta_d}|\}$$  \hspace{1cm} (4)

is the average error that is made in the period $(d + 1; n)$, taking as the values of the variable $Y_o$ the shift by $d$ periods of the values of the variable $Y_1$.

2.4.2. Estimating Dynamic, Individual Time Delays

The second (II) variant of determining individual time delays between the predicted object $Y_o$ and the reference object $Y_1$ is based on the differences:

$$\Delta_{ti} = y_0^t - y_1^i$$  \hspace{1cm} (5)

where $(t, i = 1, \ldots, n)$.

For $t = 1, \ldots, n$ one looks for:

$$\omega_t = \min_i \{|\Delta_{ti}|\};$$  \hspace{1cm} (6)

provided that the series $D_i$ has both positive and negative elements. The time delay between $Y_o$ and $Y_1$ in period $t$ is given by the equation:

$$d_i = t - i;$$  \hspace{1cm} (7)

this delay can be both positive and negative, and is also dynamic.

The next (III) variant of determining individual time delays is a variant that uses “smoothed” values of the variable $Y$ only for the object predicted $Y_o$. The sequence of operations in this variant consists of the following stages: based on the implementation of the $Y_0$ variable, the parameters of the trend function $f_0$ are estimated. For this purpose, for example, the classical method of least squares can be used. The functions most often used to describe the development tendency include the following functions: linear, power, exponential, second order polynomial and logistic. When selecting the function to describe the trend, it is also advisable—if possible—to use non-statistical information on the regularity of the development of the phenomenon under study. Bearing in mind the above, the situation in which a linear function was used was analysed in this paper. In addition, the possibility of using the exponential function as an alternative or complement to the data obtained using the linear function was also indicated. Therefore, the following formulas can be used to determine the time delays [13]:
• in the case of a linear approximation:

\[ Y_0^t = a_0 + b_0 t + e_t; \]  

parameter:

\[ \tilde{t}_t = \frac{y_1^t - a_0}{b_0} \]  

in the case of the approximation by the exponential function:

\[ Y_0^t = a_0 b_0^t e_t; \]  

parameter:

\[ \tilde{t}_t = \frac{\lg y_1^t - \lg a_0}{\lg b_0} \]  

The size of the individual time delay between the objects \( Y_0 \) and \( Y_1 \) is given by the equation:

\[ d_t = \tilde{t}_t - t \]  

where \( (t = 1, \ldots, n) \).

However, it should be noted that in the case of \( Y_0 \) variable prediction, only information about the \( Y_1 \) variable for which \( d_t > 0 \) is used.

The fourth variant (IV) is essentially similar to the variant III. The difference is that the smoothed values of the \( Y \) variable are introduced not only to the forecast object, but also to the reference object \( Y_1 \). The \( \tilde{t} \) parameter is therefore determined for the theoretical values of the variable \( Y_1 \), which are obtained from the trend [13]:

\[ Y_1^t = f_1(t, \xi). \]  

In this case, to estimate time delays, it is worth considering the following situations:

• the \( f_0 \) and \( f_1 \) functions are linear functions:

\[ Y_0^t = a_0 + b_0 t + e_t; \]

\[ Y_1^t = a_1 + b_1 t + e_t; \]  

parameter:

\[ \tilde{t}_t = \frac{a_1 - a_0}{b_0} + \frac{b_1}{b_0} t \]  

• the \( f_0 \) and \( f_1 \) functions are exponential functions:

\[ Y_0^t = a_0 b_0^t e_t; \]

\[ Y_1^t = a_1 b_1^t e_t; \]  

parameter:

\[ \tilde{t}_t = \frac{\lg a_1 - \lg a_0}{\lg b_0} + \frac{\lg b_1}{\lg b_0} t \]  

• the \( f_0 \) function is an exponential function and the \( f_1 \) function is a linear function:

\[ Y_0^t = a_0 b_0^t e_t; \]

\[ Y_1^t = a_1 b_1 t + e_t; \]  

parameter:

\[ \tilde{t}_t = -\frac{\lg a_0}{\lg b_0} + \frac{\lg(a_1 - b_1 t)}{\lg b_0} \]  

• the \( f_0 \) function is a linear function, while the \( f_1 \) function is an exponential function:
\[ Y_0^t = a_0 + b_0 t + e_t; \]
\[ Y_1^t = a_1 + b_1 t + e_t; \]

Looking closely at the cognitive attractiveness and value of presented particular variants of the time delays, it must be explicitly expressed that dynamic time delays are better suited for modeling the course of the forecasted variables. Nevertheless, the existing trends identification remains essential to this study. For this reason it is critical that all variants, both static and dynamic, are included in calculations.

3. Results

The course of the determined statistical delays of V4 countries with respect to Germany, prepared with the use of variant I, are presented in Table 4. The static delay in case of Poland is 8 years, because for \( d = 8 \), the lowest average error in the approximation of the \( Y_0 \) variable by means of the \( Y_1 \) variable, shifted in time, is \( \omega = 0.0010 \).

Table 4. The delay of Poland, the Czech Republic, Hungary and Slovakia in relation to Germany (I variant).

| Country       | \( t \) | \( \omega \) |
|---------------|--------|-------------|
| Czech Republic| 9      | 0.0003      |
| Hungary       | 12     | 0.0004      |
| Poland        | 8      | 0.0010      |
| Slovakia      | 13     | 0.0003      |

In the case of Slovakia, the delay in relation to Germany is 13 years (for \( t = 13, \omega = 0.0003 \)). The delay of Hungary is 12 years (for \( t = 12, \omega = 0.0004 \)), and the Czech Republic’s delay is similar to Poland’s and amounts to 9 years (\( \omega = 0.0003 \)).

In the case of dynamic variant II, the delay for Poland in relation to Germany can be determined for \( t > 8 \) (see Table 5). According to the necessary condition, only in these ranks there are both positive and negative elements.

Table 5. The delay of Poland, the Czech Republic, Hungary and Slovakia in relations to Germany (variant II).

| Countries      | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 |
|----------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Czech Republic | 7    | 7    | 7    | 8    | 9    | 10   | 11   | 12   | 13   |      |      |      |      |      |      |      |
| Hungary        | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   |      |      |      |      |      |      |      |
| Poland         | 7    | 6    | 7    | 8    | 7    | 9    | 10   | 12   | 11   |      |      |      |      |      |      |      |
| Slovakia       |      |      |      |      |      |      |      |      |      | 10   | 11   | 12   | 13   | 15   |      |      |

The time delay in Poland was years 7 in 2013, 8 years in 2014, 7 years in 2015, 9 years in 2016, 10 years in 2017, 12 years in 2018 and 11 years in 2019.

The time delay in the Czech Republic in the years 2011–2019 was, respectively: 7 years in 2011–2013, 8 years in 2014, 9 years in 2015, 10 years in 2016, 11 years in 2017, 12 years in 2018 and 13 years in 2019.

In the case of Hungary, the time delay in relation to Germany increased systematically. It was first observed in 2009, amounting to 5 years, increasing over the studied period to 13 years in 2019. The situation was even worse in Slovakia.

Interesting information can be inferred from the results obtained in variant III. After estimating the linear parameters by the method of least squares, the following evaluations of the trend function parameters were obtained:

For Germany: \( t_{DE} = 0.0035t + 0.0022 \), correlation coefficient \( R_{DE}^2 = 0.981 \);
For Poland: $\hat{t}_{PL} = 0.0014t - 0.0016$, correlation coefficient $R^2_{PL} = 0.9356$;
For Czech Republic: $\hat{t}_{CZ} = 0.0013t - 0.0013$, correlation coefficient $R^2_{CZ} = 0.9292$;
For Hungary: $\hat{t}_{HU} = 0.0007t + 0.0035$, correlation coefficient $R^2_{HU} = 0.8995$;
For Slovakia: $\hat{t}_{SK} = 0.0009t - 0.0013$, correlation coefficient $R^2_{SK} = 0.9034$.
Correlation coefficients indicate that the studied variables are very strongly correlated. Therefore, the correlation coefficients calculated for all functions indicate a high compliance of the function fit with empirical data, which allows for further research. We calculate the $e_i$ residuals for subsequent observations using the formula: $e_i = Y_i - \hat{Y}_i$ (see Figure 2).

**Figure 2.** The correlation of Poland, the Czech Republic, Hungary and Slovakia in relations to Germany variant III.

The delay of Poland, the Czech Republic, Hungary and Slovakia in relations to Germany, as shown by the analysis of the data obtained using variant III of the method, dynamically changes over time (see Table 6).
Table 6. The delay of Poland, the Czech Republic, Hungary and Slovakia in relations to Germany III variant.

| Year | Poland | Czech Republic | Hungary | Slovakia |
|------|--------|----------------|---------|----------|
|      | $\hat{t}$ | $t$ | $\hat{t}$ | $t$ | $\hat{t}$ | $t$ | $\hat{t}$ | $t$ |
| 2004 | 7.69 | 6.7 | 8.06 | 7.1 | 8.10 | 7.1 | 11.64 | 10.6 |
| 2005 | 8.92 | 6.9 | 9.38 | 7.4 | 10.56 | 8.6 | 13.55 | 11.5 |
| 2006 | 10.29 | 7.3 | 10.85 | 7.9 | 13.30 | 10.3 | 15.67 | 12.7 |
| 2007 | 13.57 | 9.6 | 14.39 | 10.4 | 19.86 | 15.9 | 20.78 | 16.8 |
| 2008 | 14.49 | 9.5 | 15.37 | 10.4 | 21.69 | 16.7 | 22.20 | 17.2 |
| 2009 | 16.03 | 10.0 | 17.03 | 11.0 | 24.77 | 18.8 | 24.60 | 18.6 |
| 2010 | 16.94 | 9.9 | 18.02 | 11.0 | 26.60 | 19.6 | 26.03 | 19.0 |
| 2011 | 21.86 | 13.9 | 23.31 | 15.3 | 36.43 | 28.4 | 33.67 | 25.7 |
| 2012 | 24.47 | 15.5 | 26.12 | 17.1 | 41.66 | 32.7 | 37.73 | 28.7 |
| 2013 | 25.34 | 15.3 | 27.06 | 17.1 | 43.39 | 33.4 | 39.08 | 29.1 |
| 2014 | 29.06 | 18.1 | 31.06 | 20.1 | 50.83 | 39.8 | 44.87 | 33.9 |
| 2015 | 33.73 | 21.7 | 36.09 | 24.1 | 60.17 | 48.2 | 52.13 | 40.1 |
| 2016 | 33.07 | 20.1 | 35.39 | 22.4 | 58.86 | 45.9 | 51.12 | 38.1 |
| 2017 | 37.74 | 23.7 | 40.41 | 26.4 | 68.20 | 54.2 | 58.38 | 44.4 |
| 2018 | 40.71 | 25.7 | 43.61 | 28.6 | 74.13 | 59.1 | 62.99 | 48.0 |
| 2019 | 45.00 | 29.0 | 48.23 | 32.2 | 82.71 | 66.7 | 69.66 | 53.7 |

In the analysed years (2004–2019), the gap between Germany and Poland is increasing. If in 2004 it was 6.7 years, then in 2019 it increased to 29 years (see Table 6). A similar tendency was also noted in other countries of the V4. In the case of the Czech Republic, the delay increased from 7.1 years in 2004 to 32.2 in 2019. Even greater disproportions appeared in the case of Slovakia and Hungary, where the time delay in relation to Germany in 2019 was 53.7 and 66.7 years, respectively.

As shown by method III, this negative tendency is constant for the all analysed countries, and apart from short breaks (e.g., in Poland in 2009–2010) it leads to an increasing development gap in relation to Germany.

In variant IV, the parameters $t$ were determined for linear functions of the variable’s trend based on the equations (assuming that Germany is the reference object):

$$
\hat{t}_{PL} = 2.71 + 2.5t;
$$

$$
\hat{t}_{CS} = 2.69 + 2.69t;
$$

$$
\hat{t}_{HU} = -1.86 + 5t;
$$

$$
\hat{t}_{SK} = 3.89 + 3.89t;
$$

The $t$ parameter for the studied countries with the time delay for the years 2004–2019 is presented in the Table 7.
Table 7. The delay of Poland, the Czech Republic, Hungary and Slovakia in relations to Germany variant IV.

| Year | Poland | Czech Republic | Hungary | Slovakia |
|------|--------|----------------|---------|----------|
|      | $t_d$  | $t_d$          | $t_d$   | $t_d$    |
| 2004 | 5.21   | 4.23           | 5.38    | 4.4      | 3.14    | 2.1     | 7.78    | 6.85    |
| 2005 | 7.71   | 5.71           | 8.08    | 6.1      | 8.14    | 6.1     | 11.67   | 9.76    |
| 2006 | 10.21  | 7.23           | 10.77   | 7.8      | 13.14   | 10.1    | 15.56   | 12.6    |
| 2007 | 12.71  | 8.71           | 13.46   | 9.5      | 18.14   | 14.1    | 19.44   | 15.4    |
| 2008 | 15.21  | 10.21          | 16.15   | 11.2     | 23.14   | 18.1    | 23.33   | 18.3    |
| 2009 | 17.71  | 11.71          | 18.85   | 12.8     | 28.14   | 22.1    | 27.22   | 21.2    |
| 2010 | 20.21  | 13.21          | 21.54   | 14.5     | 33.14   | 26.1    | 31.11   | 24.1    |
| 2011 | 22.71  | 14.71          | 24.23   | 16.2     | 38.14   | 30.1    | 35.00   | 27.0    |
| 2012 | 25.21  | 16.21          | 26.92   | 17.9     | 43.14   | 34.1    | 38.89   | 29.9    |
| 2013 | 27.71  | 17.71          | 29.62   | 19.6     | 48.14   | 38.1    | 42.78   | 32.8    |
| 2014 | 30.21  | 19.21          | 32.31   | 21.3     | 53.14   | 42.1    | 46.67   | 35.7    |
| 2015 | 32.71  | 20.71          | 35.00   | 23.0     | 58.14   | 46.1    | 50.56   | 38.6    |
| 2016 | 35.21  | 22.21          | 37.69   | 24.7     | 63.14   | 50.1    | 54.44   | 41.4    |
| 2017 | 37.71  | 23.71          | 40.38   | 26.4     | 68.14   | 54.1    | 58.33   | 44.3    |
| 2018 | 40.21  | 25.21          | 43.08   | 28.1     | 73.14   | 58.1    | 62.22   | 47.2    |
| 2019 | 42.71  | 26.71          | 45.77   | 29.8     | 78.14   | 62.1    | 66.11   | 50.1    |

The delay between Poland and Germany in 2004–2019, measured with variant IV, was characterized by a constant increase and in 2019 reached the level of over 26.7 years.

The results obtained on the basis of method IV are consistent with the previous variants and indicate a deepening of development differences between the V4 countries and Germany.

4. Discussion

The EU 20-20-20 goals became the starting point for the renewable energy sources development process in all researched countries: Poland, Hungary, Slovakia and the Czech Republic. The next step was the implementation in October 2014 of “A policy framework for climate and energy in the period from 2020 to 2030” [14], which introduced a reduction of CO$_2$ emissions by 40% compared to 1990 level, and in the case of the EU ETS sector (40% of overall emissions), the reduction level by 43% compared to 2005, the share of RES at the level of 27% in total energy consumption and the improvement of energy efficiency also by 32.5%. The Member States of the European Union introduced in November 2018 the “RES Promotion Directive” [15] defining share of RES in final energy consumption at a 32% level. These goals are supported by the EU ETS Emissions Trading System directive [16] system which, while changed on several occasions, remains the basic tool of EU’s climate policy. Both directives promote RES, and impact the CO$_2$ emission levels by degrading the profitability of energy sources emitting CO$_2$. This is particularly acute for a country such as Poland, where the share of high-emission coal energy sources has fluctuated in the last decade around 80% with a downward trend. The requirement to develop and submit the National Energy and Climate Plans (NECP) by the end of 2019 also mobilized the countries of the region to act. The energy transformation process means substitution natural gas with biogas [17], coal with charred biowaste [18], diesel with biodiesel or vegetable oil [19]. It also implicates the need of new approach to production and management [20,21].

The EU climate-policy regulations introducing RES as one of the elements of achieving the goals of reducing CO$_2$ emissions explain the high level of correlation between the countries in the studied group. In years 2017–2019, Poland and Hungary followed the similar trend, with the stable trend in the Czech Republic and declining in Slovakia. The introduction of the climate goals tied to financial incentives and penalties system forces...
countries to mobilize their resources in the quest to meet EU quotas. In the effect, the closer to 2020, the greater the level of correlation between those countries will be observed.

The adopted research methodology aimed at ascertaining the time shift, and not the impact of individual regulations implementing the “RES Promotion Directive” [15] or the EU ETS system on the dynamics of RES development in the studied group. This is prospective area of research that may provide a significant more detailed information on the climate policy goals and effectiveness of tools for their implementation. It is also worth undertaking research on the effect of supporting mining and renewable energy on the dynamics of the latter in Poland and the scale of reducing CO$_2$ emissions.

The adoption of the new European Union budget by European Council (12 December 2020) for 2021–2027 and the Covid-19 recovery fund may change this unfavourable tendency, which is the deepening time delay between Germany and the study group. At the same time, at the meeting of the Council, a decision was made to reduce greenhouse gas emissions by 55% by 2030 [22], which will significantly affect the studied countries by increasing the level of the urgency to abandon coal. It does not mean, however, that the development of renewable energy is the only option. It is also possible, the aforesaid countries would develop nuclear energy, which would fill in the gap left by moving away from coal. Even if RES is developed, it is not certain whether it will be prosumer energy—in this case mainly photovoltaics, or whether it will be big large-scale investments, for example offshore wind farms. The preferred model of RES development by the European Commission, i.e., the prosumer model [23], is visible in the Czech Republic and Slovakia, taking into account the dynamic development of the prosumer in Poland, this country will also join this model. Prospective areas of research include the issues of tightening the climate policy and the development of prosumer energy, as well as the advantage of technological preferences of the countries of the studied area.

The presented results of the econometric study indicate an increasing time delay in the studied region V4) in relation to the reference object, which is Germany. The adopted test method is not based on the installed capacity but on the production. For this reason, slight fluctuations in the time delay measurement are due to seasonal factors such as weather conditions. Such observations may explain the changes in the period 2017–2018 (see Table 5) of the time delay.

In the case of Slovakia, the amount of installed PV capacity did not change in 2018–2019 and amounted to 1386 MW, in Poland in 2017–2018 the change in installed wind capacity was slightly higher than 5766 MW and 5917 MW. In both cases, they are the predominant sources of RES production.

However, in the case of Poland, the gap widened in 2015–2016 with the constant generation level. And while it is obvious that a gap has increased as a result of the very dynamic development of RES in Germany, it is worth considering other reasons for this tendency. In the case of Poland, it was caused by the adoption of the Distance Act, which prohibited the construction of wind turbines at a distance closer than ten times the turbine’s mast height from buildings, which resulted in a decrease in the dynamics of new power generation after 2015, and in connection with an increase in the time delay. The other countries surveyed followed the trend. In the previous period, the increase in installed capacity was quite dynamic. It can be concluded that the applied research methodology allows to spot qualitative ex post changes in the examined object, but only in the area of trend research, i.e., changes in a trend, a lateral trend, an upward or downward trend. This observation may open the way to the use of this method to prepare forecasts of time delay and RES growth dynamics.

The results of the application of variant IV show a high level of correlation of successive results, which proves the existence of a reference facility for the implementation of energy policy goals for RES development both in the case of the studied countries and in the case of the reference facility (Germany). However, in the case of Germany, a higher level of correlation is clearly visible, which indicates a better quality of the implemented energy policy. This conclusion confirms the fact that the German Energiewende has a more well-
established and stable policy in relation to the Visegrad group states. Thus, group policies can be considered to be highly volatile, liquid, i.e., lack strategic depth in formulation and implementation [24,25]. This phenomenon results in a high level of instability of the regulatory system and support mechanisms [26,27], which increases the risk of operating in the energy sector. The path dependency in the energy policy is also observed [28]. In Germany, a high level of correlation indicates the linearity of this policy and the pursuit of the adopted goals. Researching the quality of energy policies is difficult in some countries because, as in the case of Poland, despite attempts to formulate it in 2015, 2019, they failed, which resulted in the fact that the updated version from 2009 was valid in Poland.

The Czech Republic, on the other hand, followed the process of creating energy policy used in Energiewende, identifying the quality of power networks as a limitation for the development of renewable energy sources. The starting point for its application was the adoption on 4 March 2015 (then amended on 16 September 2019) of the National Action Plan for Smart Grids [29], which primarily covers infrastructure development, which made possible on 25 January 2016 the adoption of the National Renewable Energy Action Plan of the Czech Republic [7]. Thus, the Czech government initially made a diagnosis of energy networks, adopted their development method, and then included RES in this infrastructure. Such an institutional and regulatory arrangement indicates that strategic documents are not subject to change, while operational documents such as NAP SG and NAP RES may be subject to modification over time. Thus, a good institutional system enables the evaluation of the policy pursued. In the Czech Republic, the mechanism included in the NAP SG in the form of reporting the effects of policy implementation serves this purpose, which from the point of view of the theory of formulating and conducting public policy is a very important element of verifying goals and tools over time, improving the quality of the policy pursued. Reporting is to be done every 5 years and the need to present an annual evaluation of progress in achieving the goals contained in the SEP, i.e., the document standing above the NAP SG and NAP RES, was introduced every year by 31 December. The current policy was adopted on 16 May 2015, for the period until 2040. Maintaining Czech politics as a social process is also served by the mechanism of social consultations, which activates the social process of creating such a policy. Both the reporting, evaluation and public consultation mechanism. The consequences of institutional changes require further research, the more so because of the existing time shift effect. At the same time, the applied research method makes it possible to assess the presented changes.

An open question for the next research is both the assessment of the quality of the policy pursued, but also the assessment of the extent to which the examined group of countries from the Visegrad group deviates from the path marked by the years of communism and the political transformation. It can be argued that despite the 20-20-20 goals of the European policy, the “path dependency” has not been overcome by 2020.

The ad hoc actions, lack of strategic thinking, and overcoming the features of economies that limit development are typical of countries undergoing transformation. This is reflected in the literature on the subject, where various reasons for this fact are identified, e.g., [30] the existing culture of a short-term rather than strategic thinking [24]. The results of the study show the lack of fluidity in the implementation of the adopted development path through the emergence of disruptive factors, i.e., resulting from the weakness of the administration—instiutions and officials, ergo weak, often silo perception of the strategies of states and security. Empirical facts indicate that Poland, despite attempts to prepare the updated Energy Policy, has never gone beyond the framework of consultations and the document from 2009, not corresponding to the existing EU’s current climate and energy policy, is still in force. Several attempts to update this policy were made to no avail [31]. Defining the future energy mix is a key signal for companies, which enables them to create an action strategy and define directions of development research. Due to the lack of regulatory stability and clearly defined objectives translated into specific support tools, the increase in energy production from RES results from political decisions, and at the same time the ownership structure of energy production (controlled by the State Treasury) from
informal relations. In this research, this phenomenon can be observed both in methods I, II, III and IV. The underlying reasons, disruptive factors and the impact of uncertainty in investment decision processes have to be identified in further research. Further research should also examine the impact of informal relations on investments in renewable energy and, more broadly, in the energy sector.

The results of econometric studies show that Germany is gaining an advantage over the group of studied countries. It is very likely that this is due to the technological advantage in the field of zero-emission technologies. As a result, with the use of support mechanisms, the investment multiplier reaches a high level, and thus causes a strong GDP growth effect. In turn, the group of countries studied have a small amount of low-emission technologies [32], and thus the multiplier effects are smaller, so there is no snowball effect between support mechanisms, GDP growth and further technology development. Research shows the current scale of the effects of this mechanism a 1% increase in renewable energy consumption boosts German economic growth by 0.2194 [1]. This area seems very important to the authors for further analysis and identification of factors that may contribute to the formation of the time delay. Worth further examining is the relationship between the adopted support mechanisms or new regulations and the installed capacities in the system and their energy production and further time delay.

Public participation is one of the key mechanisms driving the development of RES. Compared to the reference object in the surveyed countries, public participation is not sufficient. This may explain why the time delay between the reference object and the examined objects deepens. This causes not only the failure to define the prosumer model as the target, but also a slow development of RES. The conclusions from the subject literature overview indicate that the participation of civil society is key in the development of renewable energy sources, as for example a coalition building processes in Chile [33], building local groups in support of the development of renewable energy sources in the Netherlands [34].

One should also remember the structural conditions in the energy system, which may limit the possibilities of increasing the share of RES. These include the quality of power grids and the mechanisms for balancing RES in the power system through interconnections with other countries, the presence of flexible energy sources (production and storage) in the energy system [35,36]. Due to the recognition of gas by the European Commission as a transitional fuel in the energy transformation, the analysed countries, until recently fully dependent on gas imports from Russia, must take this factor into the decision-making process. They raise energy security issues in connection with the need to use gas from this direction, but the expansion of the north-south infrastructure (LNG in Świnoujście, Baltic Pipe, and gas connections with Lithuania, Slovakia and the Czech Republic) will abolish this restriction from 2022.

Gas issues in RES development that have been addressed. In this context, an interesting area of research is the question of the influence of the region’s dependence on Russian gas on the development of renewable energy sources in the study group [37]. The hypothesis put forward in the study on strategic change in the development of renewable energy sources is confirmed by partial data from the first half of 2020. However, it was only the year 2022 that will give a definite answer to what extent energy security issues contributed to the poor development of RES in the region.

The development of RES results not only from the support mechanisms, but also from the formation of electricity prices, which encourage or not to make investments. In this context, the issue of the impact of the EU ETS on electricity prices is important. The discussion in the literature on this issue is widely presented [38]. Research is also being undertaken on the impact of RES on electricity prices on the spot market [39]. An important aspect under consideration is the issue of support mechanisms and electricity prices in Germany [40]. The data presented below (see Table 8) showing electricity prices in the period between 2015 and 2020 for non-household entities. Between 2015 and 2020, 10 measurements show that, depending on the country, prices vary in relation to the reference
object. In the case of the Czech Republic, in the case of only one measurement, the prices were higher than in the reference object, in Hungary, three measurements indicate higher prices than in the reference object, one equal price and six with lower prices. Slovakia shows eight readings with higher prices and two with lower prices, and Poland in nine cases with lower prices and one with equal prices. The lack of clarity in the development of electricity prices makes it difficult to determine the impact of electricity prices on the development of RES. Thus, the subject of the study, i.e., the determination of the time delay between facilities, it is worth undertaking research on the impact of prices on the time delay in RES development. Undoubtedly, it is worth considering differences in purchasing power between individual countries in such studies. In the context of the prices presented for non-household entities, purchasing power is less important, but it transfers the price impulse to products consumed on the local market and being exported.

Table 8. Electricity prices for non-household entities.

| Time/Countires | 2015-S2 | 2016-S1 | 2016-S2 | 2017-S1 | 2017-S2 | 2018-S1 | 2018-S2 | 2019-S1 | 2019-S2 | 2020-S1 |
|----------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| European Union—27 countries (from 2020) | 0.0823 | 0.0793 | 0.0783 | 0.0762 | 0.0751 | 0.0775 | 0.0779 | 0.0836 | 0.0777 | 0.0811 |
| European Union—28 countries (2013–2020) | 0.0861 | 0.0817 | 0.0802 | 0.0779 | 0.0765 | 0.0794 | 0.0801 | 0.0852 | 0.0799 |
| Czech Republic | 0.0773 | 0.072 | 0.0721 | 0.0761 | 0.0765 | 0.0794 | 0.0801 | 0.0852 | 0.0799 |
| Germany | 0.0813 | 0.0788 | 0.0793 | 0.0761 | 0.0786 | 0.0771 | 0.0780 | 0.0855 | 0.0718 | 0.0849 |
| Hungary | 0.0783 | 0.0729 | 0.0719 | 0.0638 | 0.0649 | 0.0738 | 0.0737 | 0.0861 | 0.0856 | 0.0849 |
| Poland | 0.0813 | 0.0762 | 0.0769 | 0.0673 | 0.0651 | 0.0648 | 0.0649 | 0.0795 | 0.0630 | 0.0800 |
| Slovakia | 0.1077 | 0.1047 | 0.1087 | 0.1041 | 0.0736 | 0.0790 | 0.0819 | 0.0921 | 0.0952 | 0.0977 |

Source: EUROSTAT Electricity prices for non-household consumers—bi-annual data (from 2007 onwards) [NRG_PC_205].

It is also worth considering the integration of the electricity market in the European Union and the markets of the surveyed countries. The issues of regulatory quality, flexibility, security levels and interconnectors can hinder this process. On the basis of the presented research, it is not possible to determine to what extent these factors impact the time gap between countries.

The assessment of the European Commission regarding NEPC is negative for the examined countries [14]. Nevertheless, the convergence of the results shows that they are moving in the same direction, but much slower than the reference object. This is confirmed by the facts, which is the German declaration to abandon coal by 2038, while Slovakia and the Czech Republic are considering this issue, and Poland has not made a decision yet, only Hungary has declared it by 2030 [14]. Taking into account the issues of differences in economic development between the reference object and the studied countries, it is worth studying the thesis [41], that it will not be possible to equalize the differences in the RES development without external assistance. The progressing regulatory processes make even harder, if not impossible, for the studied countries to bridge the gap without significant EU assistance. It has to examined why the mechanisms and tools of the European Union’s climate and energy policy, despite the presence of assistance programs, do not reduce the gap but increase it instead. Widening gap has undisputable a negative effect on the cohesion of the European Union.

The presented research method can be also applied as an energy policy planning tool. In the literature on the subject, energy planning models (EPMs) play an indispensable role in policy formulation and energy sector development [42–45].

5. Conclusions

The conducted econometric study shows that the time delay between Germany and the countries of the Visegrad group (Poland, Slovakia, the Czech Republic, and Hungary) is deepening. The applied variants identify a different scale of the time delay, confirming the same trend. The conclusions is that despite the EU membership and acceptance of the RES development goals, the V4 countries increased backwardness gap in developing RES.
Research confirms that the adoption of the RES quantity targets mobilizes countries. They all increased the share of RES, however, this does not correspond with reduction of the time delay between the study group and the reference object. Germany is profiting from the snowball effect, while this effect has not yet occurred in the researched countries. Studies on renewable energy are conducted from various research perspectives: economic, social, and sociological, using various methods and methodology. The results of this paper, as well as the method of time delay approach could be used in prospective studies to increase the knowledge on RES development and economic growth, efficiency of the public policy (in the sense of strategy and tools), the role of support mechanism at different levels—global, regional, national and local. The increase in the time delay may result from many factors examined in the discussion part and requires further research. Particularly promising and interesting is the application of the presented methodology in forecasting and supporting formulation and implementation of energy policy.

In the conditions of a competitive European market, a thorough analysis and observation of the environment as well as the study of mutual conditions between countries or regions is necessary. It is important to realize that in order to assess the current situation and forecast future conditions, one should use methods that reflect the best studied phenomenon. Undoubtedly, it is beneficial to use many different methods and to draw conclusions and forecasts on their basis. The analysis of time delay measurements presented in the article is a proposal that allows to determine one’s own position in relation to the reference object. The study of a phenomenon that changes over time, in addition to learning about the regularities occurring in past periods, also allows us to forecast the course of the phenomenon in the future. For this purpose, analogical forecasting can be used, which consists in predicting the future states of a given variable on the basis of data about other variables, similar to it for some reasons. Therefore, this article can be used as a starting material for further research related to forecasting the development and convergence of the studied countries.
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