Abstract—Given the increased percentage of wind power in power systems, chance-constrained optimal power flow (CC-OPF) calculation, as a means to take wind power uncertainty into account with a guaranteed security level, is being promoted. Compared to the local CC-OPF within a regional grid, the global CC-OPF of a multi-regional interconnected grid is able to coordinate across different regions and therefore improve the economic efficiency when integrating high percentage of wind power generation. In this global problem, however, multiple regional independent system operators (ISOs) participate in the decision-making process, raising the need for distributed but coordinated approaches. Most notably, due to regulation restrictions, commercial interest, and data security, regional ISOs may refuse to share confidential information with others, including generation cost, load data, system topologies, and line parameters. But this information is needed to build and solve the global CC-OPF spanning multiple areas. To tackle these issues, this paper proposes a distributed CC-OPF method with confidentiality preservation, which enables regional ISOs to determine the optimal dispatchable generations within their regions without disclosing confidential data. This method does not require parameter tunings and will not suffer from convergence challenges. Results from IEEE test cases show that this method is highly accurate.

Index Terms—Wind power, chance constraint, OPF, distributed computing, confidentiality preservation

I. INTRODUCTION

Given the carbon neutrality targets of more than 100 countries [1], wind power, as a major renewable source, has seen rapid development in the past decade and will likely continue to grow in the near future. However, such rapid development may cause significant wind power curtailment if not well integrated. Interconnection among regional power grids provides an effective means to reduce curtailment as connected regional grids can support each other. Most importantly, if the global optimal power flow (OPF) calculations are carried out for the whole interconnected grid, the overall energy security and economic efficiency can be improved [2]. However, the uncertainty introduced by renewable generation requires formulating a stochastic OPF problem. Chance constraints, which can limit the risk brought by wind power uncertainty, offer an intuitive way to formulate and solve the stochastic OPF problem [3]. All the above motivates the investigation of the chance-constrained OPF (CC-OPF) of multi-regional interconnected grids (MIGs).

In previous works, a wide variety of methods have been developed to solve CC-OPF problems. Each of these methods consists of two critical steps, namely (i) the approximation step and (ii) the conversion step. The approximation step transforms the AC power flow model into a linear one [4]–[11]. This step seems to be unavoidable, as a linear model can only convert the OPF into a convex problem, but also yield an explicit mapping relationship between power flows and power injections, which is the foundation for the following conversion step. Among all the approximation techniques used, the DC power flow is the most commonly-used approach [4]–[6], [11]. Other techniques, say, linearization around the operating point [7], [8] and full linearization of the whole AC model [9], [10] are also adopted for better accuracy.

The conversion step converts chance constraints into their deterministic versions. According to the chance constraint type, the conversion step can be further divided into two categories, namely converting single chance constraints (SCCs) [4]–[8], and converting joint chance constraints (JCCs) [9]–[11]. The SCC restricts the violation probability of a single system state (e.g., a line flow) whereas a JCC restricts the combined violation probability of multiple system states simultaneously. While JCCs provide a stronger guarantee of the overall system security compared to SCCs [12], a number of existing methods [9]–[11] are capable to decompose JCCs into SCCs. Therefore, converting SCCs into deterministic constraints is the more fundamental step.

Wind power uncertainty is usually assumed to follow the normal distribution [3]–[8]. Consequently, each SCC can be equivalently converted into its deterministic version through quantile calculation (i.e., the inverse calculation of the normal cumulative distribution function) [3]–[8]. However, the hypothesis of following a normal distribution is not suitable for non-Gaussian wind power uncertainty [13]. To address this problem, a Gaussian mixture model (GMM), which is flexible enough to capture different distribution characteristics (including bias, heavy tail, and multi-peak) [14], is adopted by many existing works to formulate the probability distribution of wind power uncertainty [11], [13], [15]. Conveniently, the quantile-based conversion strategy is still applicable to GMMs and therefore, any distribution model can be considered.

Although the research on CC-OPF is already diverse, all the aforementioned CC-OPF methods have to be implemented in a centralized manner. In a MIG, however, multiple regional independent system operators (ISOs) participate in the decision-making, rendering centralized algorithms unsuitable. First, it is unlikely that there is a central operator with access to all the data of the regional grids in a MIG [2], [23]. Second, even in cases where a central authority (or say an upper-level operator) does exist, e.g., the National Power Dispatch Center of China (NPDCC) that coordinates regional ISOs within the country, the OPF of an interconnected grid is still unlikely to be implemented centrally. This is because different control centers have a clear division of functionality/responsibility [24]. Specifically, in the MIG of China, the NPDCC is in charge of scheduling the transmission plan of tie lines between regions according to the power transaction contracts, while each regional ISO is responsible for deciding the generation dispatch within its own area using the transmission plan as boundary condition. No one is authorized to make decisions for others, i.e., the NPDCC and regional ISOs function independently [24]. Such a hierarchical management structure makes the global OPF of the MIG unsuitable and thus traditional centralized OPF methods not applicable.

Since centralized methods are not suitable for the CC-OPF
of MIGs, distributed methods should be considered. Despite the fact that there is a vast literature on distributed OPF approaches, to the best of the authors’ knowledge, there is no distributed method for CC-OPF problems. The reason might lie in the unique nature of chance constraints. E.g., the coefficients in a line flow SCC are mainly dependent on the topological connections between that particular line and the dispatchable generators all over the whole grid. That is to say, these coefficients are not locally obtainable unless the global information of the whole grid is known, which again is not the case in a MIG. Consequently, developing a distributed method for CC-OPF is more complicated than merely proposing a distributed optimization algorithm. So far, how to solve the CC-OPF problem in a distributed manner remains an open question. Accordingly, this paper aims to develop a distributed CC-OPF method for MIGs.

It should be noted that information exchange between data owners is always necessary in distributed methods. Most importantly, such information exchange may disclose the confidential data of data owners (e.g., regional ISOs in this paper) [16]. However, the leakage of confidential information is unacceptable for regional ISOs [2], [16]–[22]. For details, please refer to Table I which offers the types of confidential data for a regional grid as well as the reason why such data should not be disclosed. Hence, regional ISOs actually need a confidentiality-preserving distributed CC-OPF method (instead of a pure distributed approach), which not only can enable regional ISOs to solve their global CC-OPF in a distributed way, but also can protect the confidential data of each ISO.

To this end, this paper, on the basis of the transformation-based encryption (TE) technique [2], [25], [26], proposes a confidentiality-preserving distributed CC-OPF method. The advantage of the TE techniques is that it not only can solve optimization problems in a confidentiality-preserving manner, but also does not require parameter tunings or iterative calculations [2], [25], [26]. In contrast, other distributed optimization algorithms, such as the alternating direction method of multipliers (ADMM), normally need sophisticated parameter tuning approaches to achieve satisfactory convergence. Yet, parameter tuning is usually problem-specific without a universal rule, and improper tuning may lead to divergence [27], [28]. It is worth mentioning that, although the TE technique has appealing features, there are still some unsolved challenges if using this technique for CC-OPF. Specifically, the TE technique is only proven to be effective for linear programming so far, but the CC-OPF problem is nonlinear. In addition, the TE technique still faces the issue that the coupled coefficients in SCCs are locally unobtainable for regional ISOs. To address these challenges, this paper first proves two theorems to ensure that the TE technique can be adopted for the nonlinear CC-OPF problem. Then, this paper reveals that computing the coupled coefficients in SCCs corresponds to solving a system of linear equations. Accordingly, a fast distributed algorithm for solving linear equation systems is proposed, which enables regional ISOs to obtain the coupled coefficients in SCCs without revealing their confidential data. Finally, this paper proposes a distributed CC-OPF method with confidentiality preservation. Therefore, the contributions of this paper are as follows:

1) Prove the TE technique’s adaptability to quadratic programming, ensuring that this technique can find the centralized optimal solution of the CC-OPF problem.
2) Propose a fast confidentiality-preserving distributed algorithm for solving linear-equations-system, which has both higher accuracy and higher efficiency than the corresponding state-of-the-art methods.
3) Propose a distributed CC-OPF method with confidentiality preservation.

In the following, Section II first formulates the CC-OPF problem for a MIG, and then discusses the privacy issues when building and solving this problem. After that, Section III briefly revisits the TE technique, and also explains the unsolved challenges if applied to the CC-OPF. These challenges are further addressed in Section IV. Consequently, Section V presents the distributed CC-OPF algorithm with confidentiality preservation. Finally, case studies are performed in Section VI and Section VII concludes this paper.

II. CC-OPF MODEL FOR MIG

In this section, a CC-OPF problem is formulated first. Then, the SCCs in this problem are converted into their deterministic versions, accordingly generating a compact formulation of this model. Finally, the confidentiality issues when formulating and solving this problem are revealed.

A. CC-OPF

We start by providing a description of the notations used in the CC-OPF formulation. Let \( \mathcal{M} \) be the set of regions in the grid. The dispatchable generator set, non-dispatchable wind
farm set, load set, and transmission line set of the whole grid are represented by \( G, W, D, \) and \( L \), respectively. Correspondingly, the sets of generators, wind farms, loads, and lines in area \( n \) are denoted by \( G_n, W_n, D_n, \) and \( L_n \), respectively. This paper uses \( T \) as the set of time slots, and uses \( | \cdot | \) to express the cardinality calculation of any set. Besides, the active power output of dispatchable generators, active wind power outputs, reactive wind power outputs, active loads, reactive loads, and active line flows in area \( n \) at time \( t \) are respectively denoted by \( g_{n,t} \in \Re |G_n|, w_{n,t} \in \Re |W_n|, \hat{w}_{n,t} \in \Re |W_n|, d_{n,t} \in \Re |D_n|, \hat{d}_{n,t} \in \Re |D_n|, \) and \( l_{n,t} \in \Re |L_n| \). We further introduce \( N = |M|, T = |T|, H_n = |G_n| \times |T|, \) and \( H = |G| \times |T| \).

The objective of the CC-OPF is to minimize the overall generation cost across the entire grid given the non-dispatchable wind power:

\[
\min_{\underline{g}_{n,t}, \hat{g}_{n,t}} F_0 = \sum_{n \in M} \frac{1}{2} \sum_{t \in T} \sum_{i \in N} \gamma_{i,n,t} g_{n,t} - \sum_{n \in M} \sum_{t \in T} \sum_{i \in M} K_{n,i} g_{n,t} \tag{1}
\]

where \( \gamma_{i,n,t} \in \Re |G_n| \times |G_n| \) is a diagonal matrix composed of the quadratic cost coefficients of dispatchable generators in region \( n \), whose non-zero elements are strictly positive, rendering (1) strictly convex. Vector \( K_n \in \Re |G_n| \) consists of the linear cost coefficients of dispatchable generators in region \( n \), whose elements are assumed to be positive.

Due to the non-dispatchable wind power, the supply-demand constraint at time \( t \) is formulated as an SCC, as in [29], [30]:

\[
\mathbb{P} \{ \sum_{n \in M} \sum_{t \in T} \gamma_{i,n,t} g_{n,t} + \sum_{n \in M} \sum_{t \in T} \sum_{i \in M} K_{n,i} g_{n,t} \leq 1 - \alpha_b \} \geq 1 - \epsilon_b \tag{2}
\]

This constraint enforces the supply to be greater than or equal to the demand with a probability of at least \( 1 - \epsilon_b \). Vector \( \gamma_{i,n} \) is an all-one vector of size \( |G_n| \). Similarly, \( \sum_{t \in T} \gamma_{i,n,t} w_{n,t} \) and \( \sum_{t \in T} \sum_{i \in M} K_{n,i} d_{n,t} \) are also all-one vectors with appropriate dimensions. Besides, the wind power outputs \( w_{n,t} \) are random variables whereas \( d_{n,t} \) is constant, that is, this paper ignores the uncertainty of load because it is relatively small compared to wind power uncertainty [31].

Constraints for the dispatchable generators in area \( n \) at time \( t \) include the capacity and ramp rate constraints:

\[
g_{n,t} \leq g_{n,t} \leq g_{n,t}^+ \quad r_{n,t} \leq g_{n,t+1} - g_{n,t} \leq r_{n,t}^+ \tag{3}
\]

where \( g_{n,t}^+ \) and \( g_{n,t}^- \) represent the upper and lower generation bounds of generators in area \( n \). Similarly, \( r_{n,t}^+ \) and \( r_{n,t}^- \) are the ramp rate bounds of the generators in area \( n \). All of these limits are vectors in \( \Re |G_n| \times 1 \).

Constraints for system states (e.g., nodal voltages or line flows) are also formulated as SCCs. Let \( s_{n,i,t} \) denote state \( i \) in area \( n \) at time \( t \), which could be either a nodal voltage or a line flow. The constraint for \( s_{n,i,t} \) is given as follows:

\[
\mathbb{P} \{ s_{n,i,t} \leq s_{n,i,t}^- \} \geq 1 - \alpha_S, \quad \forall i \in S_n, \forall n \in M \tag{4}
\]

where \( s_{n,i,t}^- \in \Re \) is the upper bound of \( s_{n,i,t} \), and set \( S_n \) consists of the states in region \( n \). Constraint (3) enforces \( s_{n,i,t} \) to be within its bound with a probability of at least \( 1 - \alpha_S \).

B. Conversion of SCCs

Converting the SCCs in (2) and (3) into their deterministic versions is the prerequisite for solving the CC-OPF. To this end, this paper first adopts a linear but sufficiently accurate power flow model, namely the decoupled linearized power flow (DLPF) model proposed in [32], whose performance has been verified in [33], [34]. Accordingly, \( s_{n,i,t} \), i.e., line flow or voltage, can be expressed as a linear function of power injections across regions:

\[
\begin{align*}
\hat{s}_{n,i,t} &= s_{n,i,t} = \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^+ m_{m,t} + \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^- m_{m,t} + \sum_{m \in M} \sum_{i \in M} \\
&= \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^+ m_{m,t} + \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^- m_{m,t} + \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^+ m_{m,t} + \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^- m_{m,t} + \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^+ m_{m,t} + \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^- m_{m,t} \tag{4}
\end{align*}
\]

where \( \gamma_{n,i,m} \in \Re |G_n| \) consists of the mapping coefficients (derived from the DLPF model) that map \( m_{m,t} \) to \( s_{n,i,t} \). Similarly, \( \gamma_{n,i,m} \in \Re |W_n|, \gamma_{n,i,m} \in \Re |W_n|, \gamma_{n,i,m} \in \Re |D_n|, \) and \( \gamma_{n,i,m} \in \Re |D_n| \) also consist of the corresponding mapping coefficients. Note that \( \xi_{n,i,t} \) is a constant value computed from all known system states, e.g., the voltage magnitude/angle of the slack node, voltage magnitudes of PV nodes, etc. For more details regarding the DLPF model, please see [32].

Using (4), the SCCs in (2) and (3) can be converted into deterministic constraints using the quantile calculation method proposed in [33]. For (2), the resulting deterministic constraint is given by

\[
-\sum_{n \in M} \sum_{t \in T} \sum_{i \in M} \gamma_{i,n,t} g_{n,t} \leq \xi_{n,i,t} \tag{5}
\]

where

\[
\xi_{n,i,t} = \mathbb{P}^{-1}(\epsilon_b) - \sum_{n \in M} \sum_{t \in T} \sum_{i \in M} \gamma_{i,n,t} d_{n,t} \tag{6}
\]

and \( \mathbb{P}^{-1}(\epsilon_b) \) is the \( \epsilon_b \)-quantile of \( \omega_{n,i,t} \).

Similarly, the SCC in (3) is transformed into:

\[
\sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^+ m_{m,t} + \sum_{m \in M} \sum_{i \in M} \gamma_{n,i,m}^- m_{m,t} \leq \xi_{n,i,t} \tag{7}
\]

where

\[
\xi_{n,i,t} = \mathbb{P}^{-1}(\epsilon_b) - \sum_{n \in M} \sum_{t \in T} \sum_{i \in M} \gamma_{i,n,t} \hat{m}_{i,t} \tag{8}
\]

\[
\mathbb{P}^{-1}(\epsilon_b) \) is the \( \epsilon_b \)-quantile of \( \Omega_{n,i,t} \).

C. Compact Formulation of the Converted CC-OPF

After the above conversions, the CC-OPF problem becomes a quadratic programming problem with linear constraints. Its compact formulation, defined as (P0), is given as follows:

\[
\begin{align*}
(P0) \min_x & \quad F_0 = \frac{1}{2} x^T Q x + c^T x \\
\text{s.t.} & \quad \Lambda x \leq \bar{b}
\end{align*}
\]

Matrix \( Q \) in the objective function is composed of the quadratic cost coefficients of dispatchable generators:

\[
Q = \begin{bmatrix}
\Lambda_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \Lambda_N
\end{bmatrix} \in \Re^{H \times H}
\]

where \( \Lambda_n \) is detailed by

\[
\Lambda_n = \begin{bmatrix}
I_n & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & I_n
\end{bmatrix} \in \Re^{H_n \times H_n}
\]
Furthermore, $c$ in the objective function consists of the linear cost coefficients of dispatchable generators of the whole grid, i.e.

$$c = [c_1^T \cdots c_{N_s}^T]^T \in \mathcal{R}^H$$

where $c_n$ is defined as follows:

$$c_n = [K_n^T \cdots K_n^T]^T \in \mathcal{R}^{H_n}$$

The decision variable $x$ includes the active dispatchable generations of the whole grid for all time steps:

$$x = [x_1^T \cdots x_{N_s}^T]^T \in \mathcal{R}^H$$ \hspace{1cm} (7)

where

$$x_n = [g_{n,1}^T \cdots g_{n,T}^T]^T \in \mathcal{R}^{H_n}$$ \hspace{1cm} (8)

Before describing $\mathbb{A}$ and $\mathbb{B}$ in (P0), several parameter matrices are first defined, including $I_n \in \mathcal{R}^{[S]| \times |G_n|}$, $J_n \in \mathcal{R}^{[H_n| \times |H_n|}$, $E_n \in \mathcal{R}^{[H_n| \times |H_n|}$, $K_n \in \mathcal{R}^{[T| \times |H_n|}$, $\Phi_n \in \mathcal{R}^{[|S| \times |G_n|}$, and $U_n \in \mathcal{R}^{[T| \times |H_n|}$, where $S = \bigcup_{n \in M} S_n$. Among these parameter matrices, $I_n$ is an identity matrix; other parameter matrices are specified as follows:

$$J_n = \begin{bmatrix} I_n & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & I_n \end{bmatrix}$$

$$E_n = \begin{bmatrix} -I_n \quad I_n \quad \cdots \quad 0 \quad 0 \\ \vdots \quad \vdots \quad \ddots \quad \vdots \quad \vdots \quad \vdots \\ 0 \quad 0 \quad \cdots \quad -I_n \quad I_n \end{bmatrix}$$

$$K_n = \begin{bmatrix} -1^T_{|G_n|} \quad \cdots \quad 0 \\ \vdots \quad \vdots \quad \ddots \quad \vdots \quad \vdots \quad \vdots \\ 0 \quad 0 \quad \cdots \quad -1^T_{|G_n|} \end{bmatrix}$$

$$\Phi_n = [\Phi_n, \cdots, \Phi_n]$$

$$U_n = [U_{n,1}, \cdots, U_{n,S_{N_s} | n}]$$

Additionally, the following parameter vectors are introduced:

$$G^+_n = [g^+_n \cdots g^+_n]^T \in \mathcal{R}^{H_n}$$

$$G^-_n = [g^-_n \cdots g^-_n]^T \in \mathcal{R}^{H_n}$$

$$R^+_n = [r^+_n \cdots r^+_n]^T \in \mathcal{R}^{(H_n - |G_n|)}$$

$$R^-_n = [r^-_n \cdots r^-_n]^T \in \mathcal{R}^{(H_n - |G_n|)}$$

$$\Upsilon = [\nu_1 \cdots \nu_T]^T \in \mathcal{R}^T$$

$$\Delta_t = [\mathcal{J}_{1,1,t} \cdots \mathcal{J}_{1,S_t}, t \cdots \mathcal{J}_{N_s,1,t} \cdots \mathcal{J}_{N_s,S_{N_s} | t}]^T \in \mathcal{R}^{[S]}$$

$$\Delta = [\Delta_1^T \cdots \Delta_T^T]^T \in \mathcal{R}^{[T|S]}$$

Based on the above parameter matrices and vectors, $\mathbb{A}$ and $\mathbb{B}$ are given by

$$\mathbb{A} = \begin{bmatrix} J_1 \cdots 0 \\ \vdots \cdots \vdots \\ 0 \cdots J_{N_s} \\ -J_1 \cdots 0 \\ \vdots \cdots \vdots \\ 0 \cdots -J_{N_s} \\ E_1 \cdots 0 \\ \vdots \cdots \vdots \\ 0 \cdots E_{N_s} \\ -E_1 \cdots 0 \\ \vdots \cdots \vdots \\ 0 \cdots -E_{N_s} \\ K_1 \cdots K_{N_s} \\
U_1 \cdots U_{N_s} \end{bmatrix}, \mathbb{B} = \begin{bmatrix} G^+_1 \\ \vdots \\ G^+_N \\ G^-_1 \\ \vdots \\ G^-_N \\ R^+_1 \\ \vdots \\ R^+_N \\ R^-_1 \\ \vdots \\ R^-_N \\ \Upsilon \\ \Delta \end{bmatrix}$$

D. Confidentiality Issues

Ideally, to formulate (P0), each regional ISO or a centralized entity should first form $Q$, $c$, $\mathbb{A}$, and $\mathbb{B}$. However, formulating these matrices or vectors requires knowledge of system data of the entire grid. For example, if computations are done by regional ISOs, then each of them has to collect the generation cost information of generators in other areas to form $Q$ and $c$, the capacities and ramp rates of generators in other regions to build $\mathbb{B}$, the system topologies and line parameters of other regions to form $U_n$ ($\forall n$) in $\mathbb{A}$. Such information may however be confidential.

Besides, once regional ISOs solve (P0), they would infer additional information from the solution, which includes the dispatchable generation of each area. This information, however, might be confidential as well.

III. TECHNIQUE WITH UNSOLVED CHALLENGES

To tackle the confidentiality issues mentioned in the previous section, the TE technique is adopted in this paper. This technique can effectively build and solve linear programming problems while protecting the confidential information of participants from exposure \cite{2, 25, 26}. However, there are still some unsolved challenges standing in the way of using this technique to solve CC-OPF problems (e.g., CC-OPF problems are not linear programming). Hence, this section first briefly revisits the TE technique assuming a linear programming model. After that, the unsolved challenges when using this method to solve CC-OPF problems are discussed.

A. TE Technique

Ignoring the quadratic term in (P0) leads to a linear programming problem (L0):

\begin{equation}
(L0) \quad \min_{\mathbb{A}} \quad L_0 = c^T x \quad \text{s.t.} \quad \mathbb{A} x \leq \mathbb{B} \quad (12)
\end{equation}

The basic idea of the TE technique is to utilize random matrices to encrypt the decision variable (i.e., dispatchable generation) of each region, which, in the meantime, also masks
the confidential information of this area. Specifically, regional ISO $n$ first randomly generates an invertible matrix $M_n \in \mathbb{R}^{H_n \times H_n}$. This matrix, called the encryption matrix, is only known by ISO $n$. Then, ISO $n$ transforms its own decision variable $x_n$ into the encrypted decision variable $\bar{x}_n \in \mathbb{R}^{H_n \times 1}$ using $M_n$. The relationship between $x_n$ and $\bar{x}_n$ is

$$x_n = M_n \bar{x}_n \quad (13)$$

If we define

$$M = \begin{bmatrix} M_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & M_{N_n} \end{bmatrix} \in \mathbb{R}^{H \times H}$$

then the following equation holds:

$$x = M \bar{x} \quad (14)$$

Substituting (14) into (L0) yields:

$$\min_{\bar{x}} \mathcal{Z} = [c_1 M_1 \cdots c_{N_n} M_{N_n}]^\top \bar{x} \quad \text{s.t.} \quad [\bar{\alpha}_1 M_1 \cdots \bar{\alpha}_{N_n} M_{N_n}]^\top \bar{x} \leq \mathbb{B}$$

Noticeably, after the transformation, $x_n$ becomes $\bar{x}_n$. This means that, once the transformed problem is solved, only ISO $n$ can recover $x_n$ from $\bar{x}_n$ using (13). Also, the generation cost $c_n$ is encrypted into $c_n M_n$ while $\bar{\alpha}_n$ is encrypted into $\bar{\alpha}_n M_n$ after the transformation. Consequently, ISO $n$ can freely share $c_n M_n$ and $\bar{\alpha}_n M_n$ with others, as no one can deduce $c_n$ or $\bar{\alpha}_n$ from the exchanged information. Overall, $x_n$, $c_n$, and $\bar{\alpha}_n$ in (L0) can be effectively masked by the encryption matrix $M_n$.

However, $M_n$ cannot obscure the information in $\mathbb{B}$. But the way to protect each ISO’s confidential data in $\mathbb{B}$ is straightforward. For instance, to protect $G_n^+$ in $\mathbb{B}$ from disclosure, ISO $n$ can equivalently modify the corresponding inequality constraint from $J_n x_n \leq G_n^+$ to:

$$\bar{J}_n x_n \leq \bar{G}_n^+ \quad (15)$$

where $\bar{J}_n = \varphi_n J_n$ and $\bar{G}_n^+ = \varphi_n G_n^+$. Matrix $\varphi_n \in \mathbb{R}^{H_n \times H_n}$, randomly generated and privately hold by ISO $n$, is a diagonal matrix whose non-zero elements are positive. After introducing $M_n$, (15) further becomes:

$$\bar{J}_n M_n \bar{x}_n \leq \bar{G}_n^+$$

As a result, the capacity information of generators in region $n$ is encrypted into $\bar{G}_n^+$. Similar operations can be done to $G_n^-$, $R_n^+$, and $R_n^-$ to encrypt them into $\bar{G}_n^-$, $\bar{R}_n^+$, and $\bar{R}_n^-$, respectively. Simultaneously, $J_n$ and $E_n$, i.e., the coefficients in the corresponding inequality constraints, are also modified to $\bar{J}_n$ and $\bar{E}_n$, respectively. For distinction, this paper uses $\mathbb{A}$ and $\mathbb{B}$ to separately denote $\mathbb{A}$ and $\mathbb{B}$ after the above modifications.

Finally, the original linear program (L0) is transformed into its encrypted but equivalent version (L1):

$$(L1) \quad \min_{\bar{x}} \quad L_1 = [c_1 M_1 \cdots c_{N_n} M_{N_n}]^\top \bar{x} \quad \text{s.t.} \quad [\bar{\alpha}_1 M_1 \cdots \bar{\alpha}_{N_n} M_{N_n}]^\top \bar{x} \leq \mathbb{B}$$

Consequently, ISO $n$ can share its encrypted information, including $c_n M_n$, $\bar{\alpha}_n M_n$, $\bar{G}_n^+$, $\bar{G}_n^-$, $\bar{R}_n^+$, and $\bar{R}_n^-$, with other ISOs to allow each to build (L1). Once (L1) is solved, only ISO $n$ can derive its desired optimal solution, $x_n^\ast$, from the encrypted optimal solution $\bar{x}_n^\ast$. Clearly, no confidential data is leaked.

### B. Unsolved Challenges

Although the TE technique is a confidentiality-preserving optimization method without parameter tunings, this method cannot be directly applied to the CC-OPF problem, i.e., $(P_0)$. More specifically, there are three unsolved challenges standing in the way:

1. As mentioned earlier, the TE technique is only proven to be effective for linear programming so far, but $(P0)$ is a quadratic programming problem. Hence, the first challenge is to prove the method’s effective application to quadratic problems.
2. To use the TE technique, ISO $n$ must know $\bar{\alpha}_n$. In $(P0)$, however, ISO $n$ is unable to generate the complete $\bar{\alpha}_n$ independently, because the sub matrix $U_n$ in $\bar{\alpha}_n$, known as the coupled coefficient matrix among dispatchable generations across regions, consists of the mapping coefficients that map nodal power injections to all the system states. These mapping coefficients are not locally obtainable unless global information, including the system topology and line parameters, is known. ISO $n$ does not have the global information, making $U_n$ unobtainable and thereby the TE technique unusable. Given this, how to enable ISO $n$ to obtain $U_n$ under the protection of regions’ confidentiality, is the second unsolved challenge.
3. Both $\mathbb{Y}$ and $\Delta$ in $\mathbb{B}$ are aggregations of the regions’ confidential information, including load data, line parameters, etc. Hence, the third challenge is to allow ISO $n$ to acquire $\mathbb{Y}$ and $\Delta$ without having access to other ISOs’ confidential data.

The next section will address these challenges and provide solutions to each of them.

### IV. Solutions to Unsolved Challenges

In response to the three unsolved challenges mentioned above, this section first proves the TE technique’s adaptability to quadratic programming. Then, a fast distributed algorithm for solving linear equation systems in a confidentiality-preserving manner is proposed, for the aim of helping ISO $n$ obtain $U_n$. Finally, this section provides a distributed way to allow ISO $n$ to acquire $\mathbb{Y}$ and $\Delta$ without any need for confidential information.

#### A. Adaptability Proof

After introducing the encryptions mentioned in (14) and (15), the original CC-OPF problem (P0), a typical quadratic programming problem, is transformed into the encrypted version (P1):

$$(P1) \quad \min_{\bar{x}} \quad \mathcal{F}_1 = \frac{1}{2} \bar{x}^\top \bar{Q} \bar{x} + c^\top M \bar{x} \quad \text{s.t.} \quad \bar{\alpha} M \bar{x} \leq \mathbb{B}$$

where

$$\bar{Q} = M^\topQM = \begin{bmatrix} M_1^\top \bar{\alpha}_1 M_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & M_{N_n}^\top \bar{\alpha}_{N_n} M_{N_n} \end{bmatrix}$$

Proving the TE technique’s adaptability to (P0), is equivalent to proving the following two propositions.

**Proposition 1.** There exists a global optimal solution of (P1).

**Proof.** As described earlier, $Q$ is a diagonal matrix whose non-zero elements are all positive. Hence, $Q$ is a positive definite
matrix. According to the definition of being positive definite, the following equation holds:

\[ x^\top Q x > 0, \forall x \neq 0 \]

Since

\[ x^\top Q x = \bar{x}^\top M^\top Q M \bar{x} = \bar{x}^\top \bar{Q} \bar{x} \]

it follows that

\[ \bar{x}^\top \bar{Q} \bar{x} > 0, \forall x \neq 0 \]

Note that \( Q \) is also a real symmetric matrix, hence

\[ \bar{Q}^\top = M^\top Q^\top M = M^\top Q M = \bar{Q} \]

holds, i.e., \( \bar{Q} \) is a real symmetric matrix as well.

As \( M \) is invertible, we can form

\[
M^{-1} = \begin{bmatrix}
M_1^{-1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & M_N^{-1}
\end{bmatrix}
\]

meaning that \( M \) is also invertible. Accordingly, \( \text{rank}(M^{-1}) = H \) holds, where \( \text{rank}(\cdot) \) denotes the rank function. Therefore, in the space of \( \mathbb{R}^{H \times 1} \), matrix \( M^{-1} \) fully maps \( \forall x \neq 0 \) to \( \forall \bar{x} \neq 0 \) using the relationship \( \bar{x} = M^{-1} x \). That is to say, \( \forall x \neq 0 \) yields \( \forall \bar{x} \neq 0 \). As a result, (16) is equivalent to

\[ \bar{x}^\top \bar{Q} \bar{x} > 0, \forall \bar{x} \neq 0 \]  

(17)

To summarize, \( \bar{Q} \) is a real symmetric matrix and (17) holds. Then, according to the definition of being positive definite, \( \bar{Q} \) is a positive definite matrix. Consequently, (P1) is strictly convex, thereby ensuring the existence of a unique global optimal solution.

Proposition 2. If \( \bar{x}^* \) is the global optimal solution of (P1), then \( x^* = M \bar{x}^* \) is the global optimal solution of (P0), and vice versa.

Proof. We start by introducing the semi-enclosed problem (P2) as follows:

\[
\begin{align*}
(P2) \quad \min_{x} & \quad \mathcal{F}_0 = \frac{1}{2} x^\top Q x + c^\top x \\
\text{s.t.} & \quad \bar{A} x \leq \bar{b}
\end{align*}
\]

Compared to (P0), (P2) is formulated with the equivalently-modified \( \bar{A} \) and \( \bar{b} \). In other words, (P0) and (P2) are equivalent.

If \( \bar{x}^* \) is the global optimal solution of (P1), then \( \bar{x}^* \) satisfies the Karush-Kuhn-Tucker (KKT) condition of (P1):

\[
\begin{align*}
M^\top (QM \bar{x}^* + c + \bar{A}^\top \lambda_L) &= 0 \\
\bar{A} M \bar{x}^* &\leq \bar{b} \\
\lambda_L &\geq 0 \\
\lambda_L^\top \bar{A} M \bar{x}^* - \lambda_L^\top \bar{b} &= 0
\end{align*}
\]

(18)

where \( \lambda_L \) is the vector of lagrangian multipliers. Note that \( M \) is invertible, hence \( M^\top (QM \bar{x}^* + c + \bar{A}^\top \lambda_L) = 0 \) in (18) is equivalent to:

\[
QM \bar{x}^* + c + \bar{A}^\top \lambda_L = 0
\]

(19)

Substituting \( \bar{x}^* = M^{-1} x^* \) into (18) and (19) leads to

\[
\begin{align*}
Q x^* + c + \bar{A}^\top \lambda_L &= 0 \\
\bar{A} x^* &\leq \bar{b} \\
\lambda_L &\geq 0 \\
\lambda_L^\top \bar{A} x^* - \lambda_L^\top \bar{b} &= 0
\end{align*}
\]

(20)

Notably, (20) are exactly the KKT conditions of (P2). Most importantly, \( x^* \) satisfies this KKT conditions, thereby making \( x^* \) the global optimal solution of (P2).

Conversely, if \( x^* \) is the global optimal solution of (P2), then \( x^* \) meets the KKT conditions of (P2), i.e., (20). Substituting \( x^* = M \bar{x}^* \) into (20) generates:

\[
\begin{align*}
QM \bar{x}^* + c + \bar{A}^\top \lambda_L &= 0 \\
\bar{A} M \bar{x}^* &\leq \bar{b} \\
\lambda_L &\geq 0 \\
\lambda_L^\top \bar{A} M \bar{x}^* - \lambda_L^\top \bar{b} &= 0
\end{align*}
\]

(21)

Since \( M \) is invertible, multiplying the left and right sides of the first equation in (21) by \( M \) yields

\[ M^\top (QM \bar{x}^* + c + \bar{A}^\top \lambda_L) = 0 \]

(22)

Replacing the first equation in (21) with (22) results in the KKT condition of (P1), i.e., (18). Clearly, \( x^* \) fulfills these KKT conditions, thus ensuring \( x^* \) to be the global optimal solution of (P1).

The above proves that if \( \bar{x}^* \) is the global optimal solution of (P1), then \( x^* = M \bar{x}^* \) is the global optimal solution of (P2), and vice versa. Note that (P0) and (P2) are equivalent. Consequently, Proposition 2 holds.

The above two propositions guarantee the TE technique’s adaptability to quadratic programming.

B. Coupled Coefficient Matrix Calculation

According to (10), the coupled coefficient matrix \( U_n \) is actually formed by \( \Phi_n \). The latter, defined by (9), consists of the mapping coefficients that map the dispatchable generations in region \( n \) to the system states of the whole grid. Therefore, calculating \( U_n \) corresponds to determining the mapping coefficients in \( \Phi_n \).

To this end, the DLPF model of the whole grid is needed. This model is given by

\[
\begin{bmatrix}
G_{Q,1} \\
G_{P,1} \\
\vdots \\
G_{Q,N} \quad G_{P,N}
\end{bmatrix}
\begin{bmatrix}
V_1 \\
\theta_1 \\
\vdots \\
V_{N} \quad \theta_{N}
\end{bmatrix}
= \begin{bmatrix}
\bar{Q}_1 \\
\bar{P}_1 \\
\vdots \\
\bar{Q}_N \quad \bar{P}_N
\end{bmatrix}
\]

(23)

where \( V_n \) consists of the voltage magnitudes of the PQ nodes in region \( n \), while \( \bar{Q}_n \) is formed by the reactive power injections at the same nodes. Besides, \( \theta_n \) is composed of the voltage angles of the PQ and PV nodes in region \( n \), while \( \bar{P}_n \) includes the active power injections at the same nodes. In addition, \( G_{Q,n} \) denotes the line conductances between the PQ nodes in region \( n \) and all the other nodes in the grid, while \( G_{P,n} \) includes the corresponding line susceptances. Apparently, ISO \( n \) only knows \( G_{Q,n} \) and \( G_{P,n} \) in (23), as the related lines are either the inner lines within region \( n \) or the tie lines between region \( n \) and other regions.

We further define \( G \) as:

\[
G = \begin{bmatrix}
G_{Q,1}^\top \\
G_{P,1}^\top \\
\vdots \\
G_{Q,N}^\top \quad G_{P,N}^\top
\end{bmatrix}^\top
\]

Then

\[
\begin{bmatrix}
V_1^\top \\
\theta_1^\top \\
\vdots \\
V_{N}^\top \quad \theta_{N}^\top
\end{bmatrix}^\top = G^{-1} \begin{bmatrix}
\bar{Q}_1^\top \\
\bar{P}_1^\top \\
\vdots \\
\bar{Q}_N^\top \quad \bar{P}_N^\top
\end{bmatrix}^\top
\]

where \( G^{-1} \) is denoted by

\[
G^{-1} = \begin{bmatrix}
B_{Q,1}^\top \\
B_{P,1}^\top \\
\vdots \\
B_{Q,N}^\top \quad B_{P,N}^\top
\end{bmatrix}
\]
Clearly, once ISO \( n \) obtains \( B_{Q,n} \) and \( B_{P,n} \), it can directly form the desired matrix \( \Phi_n \). Computing \( B_{Q,n} \) and \( B_{P,n} \) requires the inverse calculation of \( G \). However, ISO \( n \) only has partial information of \( G \), preventing ISO \( n \) from calculating the inverse of \( G \). Actually, calculating the inverse of \( G \) can be considered as solving the following system of linear equations:

\[
\begin{bmatrix}
G_{Q,1}^T & G_{P,1}^T & \cdots & G_{Q,N_a}^T & G_{P,N_a}^T
\end{bmatrix}
\begin{bmatrix}
B_{Q,1} \\
B_{P,1} \\
\vdots \\
B_{Q,N_a} \\
B_{P,N_a}
\end{bmatrix} = I
\]  

(24)

where \( I \) is an identity matrix with the appropriate dimension, and \( B_{Q,1} \cdots B_{P,N_a} \) are the solution of this system. Note that the linear equation system in (24) has a special feature: ISO \( n \) only knows some equations of the system, i.e., ISO \( n \) can freely share the masked information with other ISOs, as none of the other ISOs can deduce \( G_{Q,n} \) and \( G_{P,n} \) at hand. This is a typical problem in the field of distributed computing, which has drawn much attention recently [15]. However, the state-of-the-art methods to solve this problem usually require a lot of iterations, leading to low computational efficiency. Therefore, we propose a fast distributed method that can solve (24) in a confidentiality-preserving way.

First, ISO \( n \) randomly generates two invertible and private matrices: \( W_{Q,n} \) and \( W_{P,n} \). These two matrices are used to adapt \( B_{Q,n} \) and \( B_{P,n} \) into their encrypted versions, i.e., \( B_{Q,n}^* \) and \( B_{P,n}^* \):

\[
B_{Q,n} = W_{Q,n}^* B_{Q,n}, \quad B_{P,n} = W_{P,n}^* B_{P,n}
\]  

(25)

Further, we define \( W \) as:

\[
W =
\begin{bmatrix}
W_{Q,1} & 0 & \cdots & 0 & 0 \\
0 & W_{P,1} & \cdots & 0 & 0 \\
0 & 0 & \ddots & 0 & 0 \\
0 & 0 & \cdots & W_{Q,N_a} & 0 \\
0 & 0 & \cdots & 0 & W_{P,N_a}
\end{bmatrix}
\]

Then the following equation holds:

\[
[B_{Q,1}^T, \ldots, B_{P,N_a}^T]^T = W \begin{bmatrix}
B_{Q,1}^* \\
B_{P,1}^* \\
\vdots \\
B_{Q,N_a}^* \\
B_{P,N_a}^*
\end{bmatrix}^T
\]  

(26)

Substituting (26) into (24) generates

\[
\begin{bmatrix}
G_{Q,1}^T W_{Q,1} & \cdots & G_{P,N_a}^T W_{P,N_a}
\end{bmatrix}
\begin{bmatrix}
B_{Q,1}^* \\
B_{Q,2}^* \\
\vdots \\
B_{Q,N_a}^*
\end{bmatrix} = I
\]  

(27)

Since only ISO \( n \) knows \( G_{Q,n}, G_{P,n}, W_{Q,n}, \) and \( W_{P,n} \), ISO \( n \) can freely share the masked information \( G_{Q,n}^T W_{Q,n} \) and \( G_{P,n}^T W_{P,n} \) with other ISOs, as none of the other ISOs can deduce \( G_{Q,n} \) and \( G_{P,n} \) from the exchanged information. Once all the masked information is received from the other ISOs, each ISO can solve (27) and obtain the encrypted solution. Eventually, ISO \( n \) can recover \( B_{Q,n}^* \) and \( B_{P,n}^* \) from the encrypted solution using (25). Consequently, the whole process is confidentiality-preserving.

It is worth mentioning that in the above process, only the sharing of masked information requires communications between ISOs — the actual calculations can be implemented independently by each ISO. To make the whole process a distributed procedure, i.e., not all ISOs having to communicate with all other ISOs, an accelerated average consensus (AAC) algorithm [36] is leveraged to adapt the information sharing process into a fully distributed calculation.

The AAC algorithm is a graph-theory-based distributed method, where in the considered case ISOs are the vertices in the graph while communication lines between ISOs constitute the edges. During the iterations of this algorithm, each ISO only needs to communicate with its one-hop neighbors, yet the calculation result of every ISO will converge to the mean value of all ISOs’ initial values. Hence, to realize the information sharing between ISOs by the AAC algorithm, ISO \( n \) should first form its initial value \( y_n(0) \) using its encrypted information:

\[
y_n(0) = [0 \cdots G_{Q,n}^T W_{Q,n} \ G_{P,n}^T W_{P,n} \cdots 0]
\]

where all elements are zero except for the \((2n-1)\)-th element \( G_{Q,n}^T W_{Q,n} \) and the \(2n\)-th element \( G_{P,n}^T W_{P,n} \). Then, ISO \( n \)'s initial value is updated according to:

\[
y_n(k+1) = \beta y_n^w(k+1) + (1 - \beta) y_n^b(k+1)
\]

(28)

\[
y_n^w(k+1) = \sum_{m \in \Omega_{n}} y_n^w(k+1) + \sum_{m \in \Omega_{n}} \omega_{n,m} y_m(k)
\]

and

\[
y_n^b(k+1) = \eta_1 y_n^w(k+1) + \eta_2 y_n(k)
\]

where \( \beta, \omega_{n,m}, \eta_1, \) and \( \eta_2 \) can be easily set using the generalized rules mentioned in [36]. With this process, the iterative result \( y_n(k) \) of ISO \( n \), will converge, i.e.,

\[
\lim_{k \to \infty} y_n(k) = \frac{1}{N_a} \sum_{n=1}^{N_a} y_n(0)
\]

Multiplying the converged result by \( N_a \), ISO \( n \) finally obtains

\[
\begin{bmatrix}
G_{Q,1}^T W_{Q,1} & \cdots & G_{Q,N_a}^T W_{Q,N_a} \\
G_{P,1}^T W_{P,1} & \cdots & G_{P,N_a}^T W_{P,N_a}
\end{bmatrix}
\]

i.e., the masked information of all ISOs.

Overall, the proposed fast distributed method for solving the linear equation system can be summarized as three steps: (i) ISO \( n \) formulates and shares its masked information via the AAC algorithm; (ii) ISO \( n \) solves (27) and obtains the encrypted solution; (iii) ISO \( n \) recovers \( B_{Q,n}^* \) and \( B_{P,n}^* \) from the encrypted solution using (25). The proposed method is confidentiality-preserving, as the confidential information of ISO \( n \) is strictly protected by the randomly-generated matrices \( W_{Q,n} \) and \( W_{P,n} \). Also, this method has high efficiency, since only linear algebraic computations are required for encryption and decryption, not to mention that the AAC algorithm has a fast convergence rate given its accelerated design.

Once ISO \( n \) obtains \( B_{Q,n}^* \) and \( B_{P,n}^* \) by the proposed method, it can form \( \Phi_n \) according to (9) and build \( U_n \) based on (10).

C. Aggregation of Confidential Data

Formulating \( \Upsilon \) and \( \Delta \) in \( \mathbb{B} \) essentially corresponds to summing the confidential data (e.g., the load data) of different regions. Although the AAC algorithm allows ISOs to achieve this summation in a distributed manner (the mean value and the summation value are interchangeable), this algorithm will leak the exchanged data to ISOs, leading to the disclosure of confidential information.

To enable ISOs to obtain the summation in both distributed and confidentiality-preserving manners, a privacy-preserving AAC (PP-AAC) algorithm proposed in [37] is adopted. This algorithm introduces noise to mask the exchanged data between ISOs, thereby protecting their information. Most importantly, the PP-AAC algorithm can still guarantee the accuracy of the summation calculation.

Specifically, ISO \( n \) first sets its confidential data, e.g., the load data, as its initial value \( z_n(0) \). Then, ISO \( n \) initializes
\[ y_n(0) = z_n(0) + \delta_n(0) \]

where \( \delta_n(0) \) is noise randomly selected from \( [-\frac{\sigma}{2}, \frac{\sigma}{2}] \) by ISO \( n \). Note that \( \sigma > 0 \) and \( \gamma \in [0, 1] \). The iterative process using the AAC algorithm then starts. In the \( k \)-th iteration (\( k \geq 1 \)) of the AAC algorithm, \( y_n(0) \) will be further masked by newly generated noise:

\[ y_n(k) = y_n(k) + \theta_n(k) \]

\[ \theta_n(k) = \delta_n(k) - \delta_n(k-1) \]

where \( \delta_n(k) \) is randomly selected from \( [-\frac{\sigma}{2}, \frac{\sigma}{2}] \) by ISO \( n \). Finally, \( y_n(k) \) will converge to the mean of all ISOs’ initial values, i.e., \( \sum_{n=1}^{N} z_n(0) \), but the confidential information contained in \( z_n(0) \) is protected [57].

To summarize, for aggregating confidential data, each ISO first sets its confidential information as the initial value of the PP-AAC algorithm and then participates in the iterative process. Once converged mean results are obtained, each ISO can acquire the desired summation (i.e., \( \mathbf{Y} \) and \( \Delta \)) with a simple multiplication.

V. DISTRIBUTED CC-OPF METHOD WITH CONFIDENTIALITY PRESERVATION

Since the challenges when using the TE technique have been addressed in the previous section, this section summarizes and further elaborates the application of the proposed distributed CC-OPF method with confidentiality preservation based on the TE approach.

The proposed confidentiality-preserving distributed CC-OPF method consists of five steps, namely formulating, encrypting, sharing, solving, and decrypting. Details are as follows:

1) Formulating Step — First, ISO \( n \) forms \( U_n \) using the proposed fast distributed method for linear equation systems. Second, ISO \( n \) forms \( \mathbf{Y} \) and \( \Delta \) using the PP-AAC algorithm. Third, ISO \( n \) formulates \( \mathbf{A}_n, c_n, \mathbf{h}_n, \mathbf{G}^+, \mathbf{G}^-, \mathbf{R}^+, \mathbf{R}^- \), and \( \mathbf{R}_n \) independently. These computations can be carried out in parallel.

2) Encrypting Step — First, ISO \( n \) transforms \( \mathbf{A}_n, \mathbf{G}^+, \mathbf{G}^-, \mathbf{R}^+, \mathbf{R}^- \) into \( \mathbf{h}_n, \mathbf{G}^+, \mathbf{G}^-, \mathbf{R}^+, \mathbf{R}^- \). Second, ISO \( n \) randomly generates encryption matrix \( \mathbf{M}_n \) and uses it to encrypt \( x_n^* \) into \( \bar{x}_n \), simultaneously masking \( \mathbf{A}_n, c_n, \mathbf{h}_n \), and \( \mathbf{M}_n \). Finally, ISO \( n \) obtains \( \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, c_n, c_n, c_n, c_n \). ISOs use the AAC algorithm.

3) Sharing Step — ISO \( n \) shares \( \mathbf{G}^+, \mathbf{G}^-, \mathbf{R}^+, \mathbf{R}^- \) and \( \mathbf{h}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, \mathbf{M}_n, c_n, c_n, c_n, c_n \) with other ISOs using the AAC algorithm.

4) Solving Step — ISO \( n \) uses the received information to build and solve (P1), thus obtaining the encrypted optimal solution \( \bar{x}^* \).

5) Decrypting Step — ISO \( n \) recovers its desired optimal solution \( x^*_n \) from \( \bar{x}^* \) using its encryption matrix \( \mathbf{M}_n \).

The above five steps constitute the concise version of the proposed method. It should be noted that this version can handle chance constraints with respect to nodal voltages included in the OPF problem. This is because \( U_n \) is composed of the elements in \( B_{Q,n} \) and \( B_{P,n} \), and the latter two matrices can only describe the mapping relationship between nodal voltages and power injections. To solve an OPF that includes chance constraints on line flows, an extra but small effort is needed. Specifically, after the third step aforementioned, each ISO is able to express every nodal voltage (both magnitude and angle) as a function of the encrypted dispatchable generations. Since each line flow can be determined by the nodal voltages at both ends of the corresponding line, ISO \( n \) can formulate the line flows within its area as functions of the encrypted dispatchable generations. After that, ISO \( n \) can share these line flow expressions with others, which allows them to build the corresponding encrypted but equivalent line flow chance constraints. To protect line parameters from disclosure, ISO \( n \) can randomly but equivalently modify the parameters in line flow expressions before sharing them.

The proposed distributed CC-OPF method has the following three main advantages:

1) The method is fully distributed. Only neighborhood communications between adjacent ISOs are required. This is because all the calculations are either implemented individually by each ISO or performed with the aid of distributed algorithms. Such a distributed structure suits the multi-party environment, e.g., a MIG with multiple regional ISOs.

2) The method strictly protects the confidential information of different regions, due to the multi-layer encryption introduced by the TE technique and the PP-AAC algorithm. This feature makes the proposed method appealing to regional ISOs, because the risk of disclosing confidential information is avoided. This can promote active and effective cooperation between areas.

3) The method does not require any manual parameter tuning. Besides, unlike traditional distributed optimization methods, convergence is not a concern for the proposed method, as every ISO eventually solves a complete problem (encrypted though) instead of a sub-problem. It should be emphasized that, although the AAC and PP-AAC algorithms embedded in the proposed method require iterative calculations, they have robust convergence; most importantly, their parameters can be directly set via generalized rules.

VI. CASE STUDY

This section verifies the performance of the proposed methods, including the fast distributed method for solving linear equation systems and the distributed CC-OPF method with confidentiality-preservation. Since their confidentiality-preserving features have already been discussed earlier and guaranteed theoretically, this section mainly verifies the accuracy and efficiency of these two methods.

In the following, the IEEE 39-bus system (\( N_a = 5 \)) and the IEEE 118-bus system (\( N_a = 9 \)) are used for testing. In each test system, the communication topology among regional ISOs is a ring, i.e., each ISO only has two neighbors in terms of information exchange. Wind farms have been added to both test systems, and the joint probability distribution of wind power is assumed to be known.

Besides, the risk limit \( \epsilon_b \) in (2) is set as \( 10^{-4} \). The chance constraints in (3) are line flow chance constraints; the corresponding lines are those who directly link to wind farms. The probability limit of (3) is set to \( 1 - \alpha_S = 0.95 \). The parameters of the AAC algorithm are the same as those in [50], while the extra parameters in the PP-AAC algorithm are specified as \( \sigma = 2 \) and \( \gamma = 0.4 \).

All the experiments are implemented and run on a personal laptop with i5-7267u processor and 8 GB memory. The software environment is MATLAB 2017A, and the optimization solver is the built-in function quadprog(·) that calls the interior point method.

A. Verifications of the Fast Distributed Method for Solving Linear Equation Systems

For accuracy and efficiency verifications, the proposed fast distributed method is compared with a state-of-the-art
approach, namely the accelerated projection-based consensus (APC) method [35]. The APC method has been proven to outperform a number of distributed approaches of the same type, including the distributed gradient descent, distributed versions of Nesterov’s accelerated gradient descent and heavy-ball method, the block Cimmino method, and ADMM [35].

For comparison, we do not use the two test systems introduced in the previous section but generate random square matrices of different dimensions (e.g., 45, 90, 135, 180), representing different sizes of the matrix \( G \) in order to simulate the performance for matrices of different scales. We assume nine parties, i.e., regional ISOs, and a ring as the communication topology. Each ISO only has information about partial rows of \( G \). For simplicity, the numbers of rows owned by different ISOs are assumed to be identical. These ISOs respectively use the proposed method and the APC method to compute the inverse of \( G \) and therefore obtain the desired sub-matrix from \( G^{-1} \), i.e., ISO \( n \) obtains \( B_{Q_n} \) and \( B_{P_n} \). The average relative errors of these two methods compared to the true value of \( G^{-1} \) are given in Table II. Clearly, the proposed method outperforms the APC algorithm for these generic test cases.

| Dimension of \( G \) | Error (APC) | Error (Proposed) | Time (APC) | Time (Proposed) |
|----------------------|-------------|------------------|------------|-----------------|
| 45                   | 4.78 \times 10^{-4} | 1.22 \times 10^{-11} | 5.75 | 0.08 |
| 90                   | 8.74 \times 10^{-4} | 1.87 \times 10^{-11} | 25.17 | 0.14 |
| 135                  | 3.34 \times 10^{-4} | 9.36 \times 10^{-12} | 182.48 | 0.24 |
| 180                  | 7.18 \times 10^{-4} | 3.49 \times 10^{-9} | 295.79 | 0.41 |

It should be mentioned that in the above comparison, the stopping criterion for the APC method is chosen such that if the maximal deviation between the updated values in two adjacent iterations is lower than \( 10^{-4} \), then the iteration stops. But this threshold is set as \( 10^{-10} \) for the AAC and PP-AAC algorithms. We did not deliberately set a greater threshold for the APC method. In fact, if the stopping criterion is chosen smaller, the APC algorithm requires an unacceptably large number of iterations, e.g., for \( 10^{-5} \) it will only stop after 20,000 iterations with long run-time. Also, even if we set the threshold for the AAC and PP-AAC algorithms to \( 10^{-4} \), the same as the APC, the relative error of the proposed method is \( 3.35 \times 10^{-6} \) when the dimension of \( G \) is 180, which is still significantly less than the corresponding error of the APC algorithm.

Table II also provides the computational time of the evaluated methods. As can be seen, even if the stopping tolerance of the APC algorithm is set to \( 10^{-4} \), the time consumed by the APC method is still by dimensions longer than the time required by the proposed method, independent of the size of \( G \).

### B. Verifications of the Distributed CC-OPF Method

To verify the accuracy of the proposed distributed CC-OPF method, both IEEE test cases described in Section VI-A are used, where \( T \) for each case is set to 24 to simulate the day-ahead dispatch. We compare the results of the proposed method to its benchmark, i.e., solving (P0) in a centralized manner with access to the global information.

Fig. 1 shows the generator outputs obtained by the proposed and benchmark methods. Due to space limitation, only the generator outputs in area 1 from the IEEE 39-bus system is shown in this figure, where generators 2 and 3 reach their maximal output from the very beginning and generator 4 hits its maximum from \( t = 9 \). As can be observed, the optimal solutions computed by the proposed method ideally coincide with the corresponding benchmarks.

Further, the optimal objective function values obtained by the proposed method and its benchmark are listed in Table III for both test cases. To avoid repetitive illustration, only the objective function values obtained by ISO 1 using the proposed method are shown. Table III indicates that, the proposed method has very high accuracy — yielding relative errors of less than \( 7 \times 10^{-7} \). These small deviations might be all numerical, yet they might also be caused by other possible reasons, e.g.,

1) Although the encrypted problem (P1) is proved to be equivalent to (P0) mathematically, they might be different from the view of commercial solvers. For example, most of the constraints in (P0) are uncoupled, while the encryption tightly couples the constraints in (P1). As a result, the commercial solver can easily identify and eliminate redundant constraints in (P0) before solving it, but fails to identify redundant constraint in (P1). This may lead to different start points when solving (P0) and (P1), thereby possibly yielding slightly different final solutions.

2) The information exchange between ISOs is realized by the consensus-based algorithms, whose asymptotic convergence properties may introduce small error into the final results.

To verify the efficiency of the proposed distributed CC-OPF method, the computational time of each step in this method is measured and summarized in Table IV. Note that for the formulating, encrypting, and sharing steps, the time indicated is the overall computational time incurred by all ISOs, as they need cooperation to accomplish these steps. However, for the solving and decrypting steps, the time indicated is the maximum computational time incurred by an individual ISO, because these steps can be conducted by each ISO independently. The time consumed by the benchmark method is also listed in Table IV. This Table shows that the total computational time of the proposed method is always greater than that of its benchmark. Apparently, this is the price for enabling the distributed and confidentiality-preserving features. Nevertheless, the resulting overhead is acceptable for day-ahead dispatches.

### VII. Conclusion

This paper proposes a confidentiality-preserving distributed CC-OPF method on the basis of the TE technique. To this
end, this paper first proves the TE technique’s adaptability to quadratic programming. Then, a fast distributed method for solving linear equation systems is developed, which enables regional ISOs to compute the coupled coefficients in chance constraints where they do not have the global information.

Finally, the distributed CC-OPF method with confidentiality preservation is proposed. This distributed method can ensure that regional ISOs obtain and only obtain the accurate optimal dispatchable generations within their own regions without disclosing their confidential data.
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