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Abstract. We prove closed-form equations for the exact high-dimensional asymptotics of a family of first order gradient-based methods, learning an estimator (e.g. M-estimator, shallow neural network, ...) from observations on Gaussian data with empirical risk minimization. This includes widely used algorithms such as stochastic gradient descent (SGD) or Nesterov acceleration. The obtained equations match those resulting from the discretization of dynamical mean-field theory (DMFT) equations from statistical physics when applied to the corresponding gradient flow. Our proof method allows us to give an explicit description of how memory kernels build up in the effective dynamics, and to include non-separable update functions, allowing datasets with non-identity covariance matrices. Finally, we provide numerical implementations of the equations for SGD with generic extensive batch-size and constant learning rates.
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1. Introduction. Stochastic gradient descent methods are one of the cornerstones of optimization and thus, modern machine-learning. Notably, stochastic gradient descent and its variants have become the method of choice for the optimization of large deep learning architectures, see e.g. [23, 22, 38]. However, gradient based dynamics are not restricted to the field of machine learning and computational mathematics, as they are also at the center of out-of-equilibrium statistical mechanics through the notion of Langevin dynamics, see e.g. [30]. Obtaining an exact understanding of these procedures has been a long-standing problem, notably for disordered systems, e.g. spin glasses, where a significant set of results has been obtained, first using heuristic, theoretical physics methods [40, 41, 14, 15] and then rigorous probability theory [2, 8, 11, 24]. In theoretical physics, the effective dynamics describing the high-dimensional behavior of gradient flow is called dynamical mean-field theory (DMFT), in reference to the reduction of a system of strongly correlated degrees of freedom to low-dimensional order parameters whose evolution can be tracked analytically by a set of self-consistent equations. In the continuous time limit, those equations take the form of a stochastic integro-differential system involving memory kernels and additive Gaussian processes, whose parameters are entirely characterized by the parameters of the system, such as the form of the gradient or the temperature of the thermal noise. In recent years, DMFT equations
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have been used by physicists to study a wide variety of high-dimensional disordered dynamical systems (see, e.g., [26, 42, 27, 37]), including dynamical aspects of constraint satisfaction problems and gradient descent methods in the context of statistical learning [1, 28, 39]. In particular, [31, 33, 32] have applied DMFT equations to analyze the high-dimensional dynamics of the SGD algorithm by modelling the mini-batch sampling via selection variables obeying an independent pointwise stochastic process.

While the recent work of [11] provides game-changing progress into the rigorous establishment of the DMFT, it does not account for the stochasticity of the gradient descent algorithms and their proof is limited to the data matrix to be random, with i.i.d. centered subgaussian entries. In the present work we remove these two limitations and establish the DMFT equations for a broad class of stochastic algorithms (including SGD, various momentum methods or Langevin algorithms), and for a broader class of data (including Gaussian with a rather generic covariance).

Theoretical physics works on DMFT aim to describe the continuous time dynamics, because the physical dynamics simply is continuous. When gradient based methods are used as algorithms they are always run in discrete time and thus for algorithmic purposes the analysis of the discrete dynamics is of larger interest in data science. In previous theoretical physics works the derivation of DMFT equations is always presented for the continuous (flow) limit of the dynamics. In this paper we prove that the discrete DMFT equations provide exact asymptotic analysis for the discrete gradient descent methods as well. This has been already showed empirically in [31, 33] and the discrete-time – albeit non rigorous – equations have been applied in [32] to study the impact of a discrete time step on SGD noise. While a larger part of [11] is devoted to proving the continuous-time equations, they also establish the discrete time DMFT. In the present paper we will only consider the discrete version because (a) our main motivation is analysis of actual algorithms, (b) the exactness of the discrete DMFT is not discussed in the literature and we thus want to rectify that.

Our proof of dynamical mean-field theory equations applies to a wide range of supervised learning problems, where an estimator is learned using stochastic gradient descent on a cost function defined by empirical risk minimization. In this regard, consider the following optimization problem

\[
\hat{w} \in \inf_{w \in \mathbb{R}^{d \times q}} \mathcal{L}(Xw, y) + F(w)
\]

(1.1)

where \( y = \Phi_0(Xw^*) \),

(1.2)

where \( X \in \mathbb{R}^{n \times d} \) is the design matrix, the observed labels \( y \in \mathbb{R}^n \) are generated according to a ground truth parametrized by a continuous, separable function \( \Phi_0 : \mathbb{R}^{n \times q} \rightarrow \mathbb{R}^n \) and ground-truth vector \( w^* \in \mathbb{R}^{d \times q} \), and the loss and regularization \( \mathcal{L} : \mathbb{R}^{n \times q} \times \mathbb{R}^n \rightarrow \mathbb{R}, F : \mathbb{R}^{d \times q} \rightarrow \mathbb{R} \) are differentiable functions. A function \( F : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is said to be separable if it is defined by a scalar function \( f : \mathbb{R} \rightarrow \mathbb{R} \) applied to each element of the input value, i.e.

\[
F(x) = \begin{bmatrix} f(x_1) \\ f(x_2) \\ \vdots \\ f(x_d) \end{bmatrix}.
\]

(1.3)
In the case where $F$ is scalar valued, the definition of separable becomes

$$F(x) = \sum_{i=1}^{d} f(x_i).$$

The number of samples $n$ and dimension of the inputs $d$ will be taken to infinity (the high-dimensional limit), while the number of weight vectors $q$ (corresponding to the number of hidden units) will remain finite. We will consider a generic family of discrete-time dynamics in Theorem 3.2, which includes stochastic gradient descent methods widely used in practice: a candidate $\hat{w}$ is estimated using gradient descent by producing the following sequence of iterates

$$w^{t+1} = w^t - \gamma^t \left( X^\top \nabla L^t(Xw^t, y) + \nabla F(w^t) \right)$$

where $\gamma^t$ is the scalar learning rate, $\nabla L^t(., y) \in \mathbb{R}^{n \times q}$, $\nabla F(.) \in \mathbb{R}^{d \times q}$ are the gradients of $L^t$ and $F$, and the time-dependent loss function $L^t$ represents potential modifications of the gradient descent, for instance mini-batch sampling with batch-size being a finite fraction of $d$ in the high-dimensional limit.

Our main result is an asymptotically (i.e. in the high-dimensional limit) exact characterization of the distribution of the iterates $w^t$ and preactivations $Xw^t$ at each time step. In particular, our results encompass the following special cases:

1. an exact asymptotic characterization of discrete-time (multi-pass) stochastic gradient descent with mini-batch sizes proportional to the data dimension;
2. first-order gradient based methods solving problem (1.2) with a data matrix $X$ with any positive definite covariance $\Sigma \in \mathbb{R}^{d \times d}$ with bounded spectral norm;
3. a finite number $q$ of hidden units or learners;
4. time dependent update functions which may include stochastic effects such as mini-batch sampling, learning rate schedules and thermal noise (i.e., Langevin equation), and any differentiable regularization;
5. momentum methods such as Polyak’s heavy ball and Nesterov accelerated gradient.

2. Related works. Rigorous proofs of dynamical mean-field theory equations first appeared in the context of spin glasses in the works [2, 8], who applied large deviation theory to the paths generated by the Langevin dynamics corresponding to the Hamiltonians of the Sherrington-Kirkpatrick and spherical p-spin models.

More recently, [11] proposed a different proof for the DMFT of the high-dimensional asymptotics of first order flows for the empirical risk minimization problem (1.2). This new approach was based on an approximate message passing (AMP) iteration with memory, building upon an implicit mapping between the AMP iterates and the discretized gradient flow, and using the high-dimensional concentration properties of AMP iterations, the state evolution (SE) equations. Our proof instead is based on iterative Gaussian conditioning, and as a consequence is simpler and more direct. Iterative Gaussian conditioning is a technique introduced.
in the study of SE equations for AMP iterations [7, 21, 10, 9, 20]. In AMP iterations, the so-called Onsager correction applied at each time step drastically simplifies the high-dimensional effective dynamics, leading to a Markovian Gaussian process. Since gradient descent has no Onsager correction, one key aspect of the proof is to show how the dynamics may be decomposed and reformulated into asymptotically tractable memory terms and additive Gaussian processes. As a result, our proof is completely explicit and we provide intuition on how the different terms appear in subsections 4.1 before moving to the general case in subsection 4.2.

Our proof technique based on the iterative conditioning has important benefits as it becomes straightforward to account for additional stochastic effects that are independent on the design matrix, notably mini-batch sampling or thermal noise, as well as potential momentum terms. Additionally, we allow non-separable, time-dependent update functions, which enables to handle design matrices with arbitrary well-conditioned covariance and bounded spectral norm. We do not study the continuous time limit, provided in [11] for gradient flow on separable cost functions. Notably, they prove the existence and uniqueness of the solution to the stochastic integro-differential system describing the high-dimensional gradient flow dynamics under suitable conditions. They also benefit from the universality results for AMP iterations, [6, 13], allowing design matrices with independent sub-Gaussian entries and identity covariance. We note that the recent work [34] shows that non-separable first order algorithms can be reformulated as non-separable AMP iterations, building on the results of . This suggests that the proof of [11] could be adapted to the non-separable case. However, the proof of [34] uses an implicit mapping defined inductively, which, to the best of our knowledge, does not appear straightforward to combine with the implicit mapping from [11].

Finally, it is interesting to note that, although methods from theoretical physics are often not rigorous, a direct parallel can be drawn between our proof and derivation of the dynamical cavity method as formulated in [25], [30] and references therein for earlier appearances. Indeed, the dynamical cavity method relies on an orthogonal decomposition of the samples and iterates along a chosen direction, resulting in approximately independent Gaussian terms with different scalings. As a low dimensional projection, the term aligned with the chosen direction is of finite order, while the orthogonal component contains a number of directions proportional to the dimension and thus remains of extensive order. A Taylor expansion then allows to simplify the dynamics and obtain the DMFT equations with some algebra. In the present rigorous proof, we also perform orthogonal decompositions, but in the direction of previous iterates. For a finite number of iterations and width $q$ of the iterates, the component resulting from this projection is also of low-order, while the orthogonal component remains extensive. The proof, done by induction, then boils down to a precise control of the correlations of the different terms and concentration of various inner products appearing due to the projections using the induction hypothesis.
3. Main result. Our main result characterizes the high-dimensional dynamics of a family of iterations that includes gradient descent iteration Eq. (1.5), and takes the generic form

\begin{equation}
\mathbf{v}^{t+1} = h^t \left( \left\{ \mathbf{v}^k \right\}_{k=0}^t \right) + \mathbf{X}^\top g^t(\mathbf{r}^t)
\end{equation}

\begin{equation}
\mathbf{r}^t = \mathbf{X} \sum_{k=0}^t \mathbf{v}^k,
\end{equation}

initialized with \( \mathbf{v}_0 \in \mathbb{R}^{d \times q} \). The update functions \( g^t : \mathbb{R}^{n \times q} \rightarrow \mathbb{R}^{n \times q} \) and \( h^t : \mathbb{R}^{d \times q(t+1)} \rightarrow \mathbb{R}^{d \times q} \) will belong to the regularity class of pseudo-Lipschitz functions, which will also be used to characterize the (weak) convergence of random matrices (of finite width) in the rest of the paper. This family of functions is commonly used in the AMP literature, see e.g. [9], and its definition is reminded at definition 3.1. Note that, when considering a planted model as in Eq. (1.2), the corresponding gradient based dynamics will involve a sequence of functions \( g^t \) implicitly depending on the data matrix \( \mathbf{X} \) through the observed labels \( \mathbf{y} \). Following [11], this additional dependence can be dealt with by considering an augmented variable \( [\mathbf{w} | \mathbf{w}^*] \) and a corresponding update function involving the gradient step on \( \mathbf{w}_0 \), which is made possible by the validity of the result for matrix-valued variables of finite width. It can also be dealt with using an orthogonal decomposition in the direction of \( \mathbf{w}^* \), see e.g. [20]. We will use the former formulation to avoid redundant derivations.

3.1. Examples of algorithms belonging to the considered family.

Stochastic gradient-descent. Consider the following stochastic gradient-descent dynamics with constant step-size \( \gamma \)

\begin{equation}
\mathbf{w}^{t+1} = \mathbf{w}^t - \gamma \left( \frac{1}{b} \mathbf{X}^\top \mathbf{s}^t \odot \nabla \mathcal{L}(\mathbf{X} \mathbf{w}^t) + \nabla F(\mathbf{w}^t) \right).
\end{equation}

where \( \mathbf{s}^t \in \mathbb{R}^n \) is a random vector with i.i.d. elements sampled at each time step according to a Bernoulli distribution with parameter \( b \), and \( \odot \) is the Hadamard product. This way of modelling SGD mini-batch sampling has been introduced in [31]. Now define the increment variable \( \mathbf{v}^t = \mathbf{w}^t - \mathbf{w}^{t-1} \) such that, for any \( t \in \mathbb{N} \), \( \mathbf{w}^t = \sum_{k=0}^t \mathbf{v}^t \) with the convention \( \mathbf{v}^{t=-1} = 0 \); the preactivation term \( \mathbf{r}^t = \mathbf{X} \mathbf{w}^t \in \mathbb{R}^{n \times q} \), such that the stochastic gradient-descent iteration may be rewritten

\begin{equation}
\mathbf{v}^{t+1} = -\gamma \nabla F \left( \sum_{k=0}^t \mathbf{v}^t \right) - \gamma \mathbf{X}^\top \mathbf{s}^t \odot \nabla \mathcal{L}(\mathbf{r}^t)
\end{equation}

\begin{equation}
\mathbf{r}^t = \mathbf{X} \sum_{k=0}^t \mathbf{v}^t
\end{equation}

which fits the form of Eq. (3.1-3.2) by choosing \( g^t(\mathbf{r}^t) = -\gamma \mathbf{s}^t \odot \nabla \mathcal{L}(\mathbf{r}^t) \), \( h^t(\mathbf{w}^t) = -\gamma \nabla F(\mathbf{w}^t) \). Notice that our characterization requires that the size of the training mini-batch be a finite fraction of the full dataset.
Stochastic gradient descent on cost functions involving a generic covariance. Consider the optimization problem

\[ \hat{w} \in \inf_{w \in \mathbb{R}^{d \times q}} L(X\Sigma^{1/2}w, y) + F(w) \]

where \( y = \Phi_0 \left( X\Sigma^{1/2}w^* \right) \),

where \( \Sigma \in \mathbb{R}^{d \times d} \) is a symmetric positive definite covariance matrix. This optimization problem can be equivalently rewritten

\[ \hat{w} \in \inf_{w \in \mathbb{R}^{d \times q}} L(X\tilde{w}, y) + F(\Sigma^{-1/2}\tilde{w}) \]

where \( \tilde{w} = \Sigma^{1/2}w, \tilde{w}^* = \Sigma^{1/2}w^* \). Stochastic gradient descent then takes the form

\[ \hat{w}^{t+1} = \hat{w}^t - \gamma \left( \frac{1}{b} X^\top s^t \odot \nabla L(X\tilde{w}^t) + \Sigma^{-1/2} \nabla F(\Sigma^{-1/2}\tilde{w}^t) \right) \]

The update function associated to the regularization is non-separable due to the covariance.

**Langevin algorithm.** The discretized Langevin algorithm amounts to adding independent Gaussian noise to the gradient descent, leading to the following iteration

\[ w^{t+1} = w^t - \gamma \left( X^\top \nabla L(Xw^t) + \nabla F(w^t) \right) + \gamma \sqrt{T} z^t \]

where \( z^t \in \mathbb{R}^d \) has i.i.d. standard normal elements and is independent from all other problem parameters and \( z^{t'} \) for all \( t' \neq t \). It is then straightforward to redefine the function \( h^t(w^t) = -\gamma \nabla F(w^t) + \sqrt{T} z^t \), which will simply lead to an additive noise with variance \( T \) at each time step in the Gaussian process \( \nu^t \) of the field \( v^t \) in Corollary 3.3. This modification is also observed when discretizing the DMFT equations obtained from physics methods [31].

**Polyak momentum.** Polyak momentum [36] (or heavy-ball method) reads

\[ w^{t+1} = w^t - \gamma \left( X^\top \nabla L(Xw^t) + \nabla F(w^t) \right) + \beta (w^t - w^{t-1}) \]

with gradient step size \( \alpha \) and momentum parameter \( \beta \). Using the same intermediate variables as those introduced for the reformulation of the stochastic gradient-descent iteration Eq. (3.3) into dynamics of the form of Eq. (3.1-3.2), we obtain

\[ v^{t+1} = -\gamma \nabla F(\sum_{k=0}^t v^t) - \gamma X^\top \nabla L(r^t) + \beta v^t \]

\[ r^t = X \sum_{k=0}^t v^t \]

which fits the form of Eq. (3.1-3.2) by choosing \( g^t(r^t) = -\gamma \nabla L(r^t) \), and \( h^t(\{v^k\}_{k=0}^t) = -\gamma \nabla F(\sum_{k=0}^t v^k) + \beta v^t \).
**Nesterov accelerated gradient.** Nesterov accelerated gradient [35] is defined as an iteration of three sequences parametrized by stepsizes $\tau', \gamma', \nu', \alpha'$ and initialized with $\mathbf{w}^0, \mathbf{z}^0$, taking the form

\begin{align}
(3.15) \quad & y^t = w^t + \tau'(z^t - w^t) \\
(3.16) \quad & w^{t+1} = y^t - \gamma' \left( X^\top \nabla \mathcal{L}(Xy^t) + \nabla F(y^t) \right) \\
(3.17) \quad & z^{t+1} = z^t + \mu'(y^t - z^t) - \alpha' \left( X^\top \nabla \mathcal{L}(Xy^t) + \nabla F(y^t) \right)
\end{align}

Defining the variables $\mathbf{u}^{t+1} = \mathbf{w}^{t+1} - \mathbf{w}^t \in \mathbb{R}^d, \mathbf{u}^{t+1} = \mathbf{z}^{t+1} - \mathbf{z}^t \in \mathbb{R}^d, \mathbf{v}^t = [\mathbf{u}^t | \mathbf{u}^t] \in \mathbb{R}^{d \times 2}, \mathbf{x}^t = [\mathbf{w}^t | \mathbf{z}^t] = \sum_{k=0}^t \mathbf{v}^k \in \mathbb{R}^{d \times 2}$, $\mathbf{r}^t = \mathbf{X} \sum_{k=0}^t \mathbf{v}^k$, we may fit these equations to the form of Eq. (3.1-3.2) by defining

\begin{align}
(3.18) \quad & h^t : \mathbb{R}^{d \times 2(t+1)} \to \mathbb{R}^{d \times 2} \\
(3.19) \quad & \left\{ \mathbf{v}^k \right\}_{k=0}^t = \left[ \sum_{k=0}^t \mathbf{v}^k \left[ \begin{array}{c} -\tau' \\ \tau' \end{array} \right] \right] + \left[ \sum_{k=0}^t \left( \mu'(1 - \tau') \right) \right] \\
& + \left[ -\gamma' \nabla F \left( \sum_{k=0}^t \mathbf{v}^k \left[ \begin{array}{c} 1 - \tau' \\ \tau' \end{array} \right] \right) \right] - \alpha' \nabla F \left( \sum_{k=0}^t \mathbf{v}^k \left[ \begin{array}{c} 1 - \tau' \\ \tau' \end{array} \right] \right) \\
(3.20) \quad & g^t : \mathbb{R}^{n \times 2} \to \mathbb{R}^{n \times 2} \\
(3.21) \quad & \mathbf{r}^t \to \left[ -\gamma' \nabla \mathcal{L} \left( \mathbf{r}^t \left[ \begin{array}{c} 1 - \tau' \\ \tau' \end{array} \right] \right) \right] - \alpha' \nabla \mathcal{L} \left( \mathbf{r}^t \left[ \begin{array}{c} 1 - \tau' \\ \tau' \end{array} \right] \right)
\end{align}

The details of this mapping are given in Appendix C.

### 3.2. Statement of the main theorem.

**Notations.** We adopt the same notations as in [9, 20]. For two sequences of random variables $X_n, Y_n$, we write $X_n \overset{P}{\rightarrow} Y_n$ when their difference converges in probability to 0, i.e., $X_n - Y_n \overset{P}{\rightarrow} 0$. Let $S_q^+$ denote the space of positive semi-definite matrices of size $q \times q$. For any matrix $\mathbf{\kappa} \in S_q^+$ and a random matrix $\mathbf{Z} \in \mathbb{R}^{N \times q}$ we write $\mathbf{Z} \sim N(0, \mathbf{\kappa} \otimes \mathbf{I}_N)$ if $\mathbf{Z}$ is a matrix with jointly Gaussian entries such that for any $1 \leq i, j \leq q$, $\mathbb{E}[\mathbf{Z}^i (\mathbf{Z}^j)^\top] = \mathbf{\kappa}_{i,j} \mathbf{I}_N$, where $\mathbf{Z}^i, \mathbf{Z}^j$ denote the $i$-th and $j$-th columns of $\mathbf{Z}$. The $i$-th line of the matrix $\mathbf{Z}$ is denoted $\mathbf{Z}_i$. If $f : \mathbb{R}^{N \times q} \to \mathbb{R}^{N \times q}$ is a function and $i \in \{1, \ldots, N\}$, we write $f_i : \mathbb{R}^{N \times q} \to \mathbb{R}^q$ to denote the component of $f$ generating the $i$-th line of its image, i.e., if $X \in \mathbb{R}^{N \times q}$,

\[ f(X) = \begin{bmatrix} f_1(X) \\ \vdots \\ f_N(X) \end{bmatrix} \in \mathbb{R}^{N \times q}. \]
We write $\frac{\partial f_i}{\partial X_i}$ the $q \times q$ Jacobian containing the derivatives of $f_i$ with respect to (w.r.t.) the $i$-th line $X_i \in \mathbb{R}^q$:

$$
(3.23) \quad \frac{\partial f_i}{\partial X_i} = \begin{bmatrix}
\frac{\partial (f_i(X))_1}{\partial X_i} & \cdots & \frac{\partial (f_i(X))_q}{\partial X_i} \\
\vdots & & \vdots \\
\frac{\partial (f_i(X))_1}{\partial X_i} & \cdots & \frac{\partial (f_i(X))_q}{\partial X_i}
\end{bmatrix} \in \mathbb{R}^{q \times q}.
$$

We will also use the following class of functions to state our assumptions and convergence results.

**Definition 3.1 (pseudo-Lipschitz function).** For $k \in \mathbb{N}^*$ and any $n, m \in \mathbb{N}^*$, a function $\Phi : \mathbb{R}^{n \times q} \to \mathbb{R}^{m \times q}$ is said to be pseudo-Lipschitz of order $k$ if there exists a constant $L$ such that for any $x, y \in \mathbb{R}^{n \times q}$,

$$
(3.24) \quad \|\Phi(x) - \Phi(y)\|_F \leq L \left(1 + \left(\frac{\|x\|_F}{\sqrt{n}}\right)^{k-1} + \left(\frac{\|y\|_F}{\sqrt{n}}\right)^{k-1}\right) \frac{\|x - y\|_F}{\sqrt{n}}.
$$

A family of pseudo-Lipschitz functions $\{\phi_n\}_{n \in \mathbb{N}}$ is said to be uniformly pseudo-Lipschitz if the pseudo-Lipschitz constants $L_n$ verify $L_n < \infty$ for each $n$ and if $\limsup_{n \to \infty} L_n < \infty$.

We now state the required assumptions for our main result to hold. These assumptions are similar to the ones required for the proof of state evolution equations related to approximate message passing iterations with non-separable update functions and matrix valued iterates, see e.g. [20].

**Assumptions.**

(A1) the dimensions of the problem $n, d$ go to infinity with finite ratio $n/d = \alpha$, where $\alpha \in (0, \infty)$;

(A2) the matrix $X$ has i.i.d. $\mathcal{N}(0, \frac{1}{d})$ elements. As we have seen at Eq. (3.10), a positive definite covariance $\Sigma$ with bounded spectral norm can be added to the optimization problem Eq. (1.2), leading to non-separable functions in the corresponding gradient descent iteration. Non-separable functions are included in our next assumption;

(A3) (a) for any $t \in \mathbb{N}$, the functions $g_t^i : \mathbb{R}^{n \times q} \to \mathbb{R}^{n \times q}, \ h_t^i : \mathbb{R}^{d \times q} \to \mathbb{R}^{d \times q}$ are deterministic, pseudo-Lipschitz continuous of order $k$;

(b) for any $t \in \mathbb{N}$, the functions $g_t^i : \mathbb{R}^{n \times q} \to \mathbb{R}^{n \times q}, \ h_t^i : \mathbb{R}^{d \times q} \to \mathbb{R}^{d \times q}$ are separable and, for any $1 \leq i \leq N$, the functions $g_t^i : \mathbb{R}^q \to \mathbb{R}, \ h_t^i : \mathbb{R}^q \to \mathbb{R}$ are defined by

$$
g_t^i = \bar{g}(x, b_t^i) \\
h_t^i = \bar{h}(x, d_t^i)
$$

where $\bar{g} : \mathbb{R}^{q+1} \to \mathbb{R}, \bar{h} : \mathbb{R}^{q+1} \to \mathbb{R}$ are pseudo-Lipschitz of order $k$, and, for any $t \in \mathbb{N}$, $b_t', d_t' \in \mathbb{R}^N$ are random vectors with i.i.d. sub-gaussian entries, independent from the random matrix $X$ and from $b_t', d_t'$ for any $t' \neq t$. 
the initialization $v_0$ is deterministic and $\frac{1}{d}\langle v_0, v_0 \rangle$ converges to a finite constant as $d \to \infty$;

(A5) the following limit exists and is finite:

$$\lim_{d \to \infty} \frac{1}{d} \langle h^0(v^0), h^0(v^0) \rangle$$

(A6) for any $t > 0$, let $\{\kappa_{kl}\}_{0 \leq k, l \leq t}$ be an array of deterministic $q \times q$ positive definite matrices with bounded spectral norm and let $Z^0, Z^1, ..., Z^t$ be a sequence of $d \times q$ random matrices such that $(Z^0, Z^1, ..., Z^t) \sim N(0, \{\kappa_{kl}\}_{0 \leq k, l \leq t} \otimes I_d)$. The following limit exists and is finite:

$$\lim_{d \to \infty} \frac{1}{d} \mathbb{E} \left[ \langle h^0(v^0), h^t \left( \left\{ Z^k \right\}_{k=0}^t \right) \rangle \right]$$

(A7) for any $t > 0$, define the sequence of random matrices $Z^0, Z^1, ..., Z^t$ as in (A6). For any $s, t > 0$, let $\tilde{\kappa}_{st}$ be a deterministic, $2q \times 2q$ positive definite matrix with bounded spectral norm and $\tilde{Z}^*, \tilde{Z}^t$ two $n \times q$ random matrices such that $(\tilde{Z}^*, \tilde{Z}^t) \sim N(0, \tilde{\kappa}_{st} \otimes I_n)$. The following limits exist and are finite:

$$\lim_{d \to \infty} \frac{1}{d} \mathbb{E} \left[ \langle h^s \left( \left\{ Z^k \right\}_{k=0}^s \right), h^t \left( \left\{ Z^k \right\}_{k=0}^t \right) \rangle \right]$$

$$\lim_{n \to \infty} \frac{1}{n} \mathbb{E} \left[ \langle g^s (\tilde{Z}^*), g^t (\tilde{Z}^t) \rangle \right]$$

Our main result is presented in the following theorem:

**Theorem 3.2.** (High-dimensional dynamics of gradient-based methods) Consider the fol-
initialized with $\nu^0 = v^0$, where $u^t, \omega^t$ have i.i.d. lines in $\mathbb{R}^q$ which are Gaussian processes with covariances $C^\nu, C^\omega$. In the above, the notation $\frac{\partial g^t}{\partial \omega^t}$ denotes the partial derivative of $g^t(\omega^{t-1}) = g^t(\eta^t)$ considered as a function of the $\{\omega^k\}_{1 \leq k \leq t-1}$. Consider the iteration Eq. (3.1-3.2). Then, under assumptions (A1)-(A3),(a),(A4)-(A7); or under assumptions (A1)-(A3),(b),(A4), for any $t \in \mathbb{N}$, and any pseudo-Lipschitz functions $\Psi : \mathbb{R}^{d \times q(t+1)} \to \mathbb{R}$ and $\Phi : \mathbb{R}^{n \times qt} \to \mathbb{R}$:

$$
\Psi(w^0, \ldots, w^t) \sim \mathbb{E} \left[ \Psi(\theta^0, \ldots, \theta^t) \right] \quad \text{and} \quad \Phi(r^0, \ldots, r^{t-1}) \sim \mathbb{E} \left[ \Phi(\eta^0, \ldots, \eta^{t-1}) \right].
$$

Note that, even if the effective dynamics are written as a high-dimensional recursion in the non-separable case, all the Gaussian fields have i.i.d. variables (in $\mathbb{R}^q$) that are independent across their extensive dimensions, and are completely parametrized by low-dimensional quantities. The limits defining the discrete time process in Theorem 3.2 are all well-defined under Assumptions (A1)-(A7) (choosing either (A3.a) or (A3.b)), and are explicitly controlled in the induction step of the proof.

In the separable case, i.e. under assumptions (A1)-(A3),(b),(A4), Eq.(3.25)-(3.32) simplify and the resulting discrete time process can be written explicitly as a low-dimensional recursion. The following corollary gives the corresponding low-dimensional limiting dynamics for the SGD iteration described at Eq. (3.3), under the following assumptions:
(B1) the dimensions of the problem $n, d$ go to infinity with finite ratio $n/d = \alpha$, where $\alpha \in (0, \infty)$;

(B2) the matrix $X$ has i.i.d. $\mathcal{N}(0, \frac{1}{2})$ elements.

(B3) the loss function $\mathcal{L}$ and regularization $\mathcal{F}$ are differentiable and separable with respective component-wise functions $l : \mathbb{R}^q \to \mathbb{R}, f : \mathbb{R}^d \to \mathbb{R}$. $\mathcal{L}$ is twice differentiable, and the gradients $l' : \mathbb{R}^q \to \mathbb{R}^q, f' : \mathbb{R}^d \to \mathbb{R}^d$ are pseudo-Lipschitz of order $k$.

(B4) the initialization $v_0$ is deterministic and $\frac{1}{l}(v_0, v_0)$ converges to a finite constant as $d \to \infty$.

**Corollary 3.3.** Consider the SGD iteration of Eq. (3.3). Let $l''$ denote the $q \times q$ Hessian of $l$. Consider the following discrete-time stochastic process

\begin{equation}
\tilde{\nu}^{t+1} = \Gamma^t \theta^t - \gamma f'((\theta^t) + \sum_{k=0}^{t-1} R_g(t, k) \theta^k + u^t \in \mathbb{R}^q
\end{equation}

\begin{equation}
\theta^t = \sum_{k=0}^{t} \nu^k \in \mathbb{R}^q
\end{equation}

\begin{equation}
\eta^t = -\gamma \sum_{k=0}^{t-1} R_g(t, k) s^k l'(\eta^k) + \omega^t \in \mathbb{R}^q
\end{equation}

\begin{equation}
R_g(t, s) = \mathbb{E} \left[ \frac{\partial \theta^t}{\partial \omega^s} \right] \in \mathbb{R}^{q \times q}
\end{equation}

\begin{equation}
R_g(t, s) = -\alpha \gamma \mathbb{E} \left[ s^t \frac{\partial l'}{\partial \omega^s} (\eta^t) \right] \in \mathbb{R}^{q \times q}
\end{equation}

\begin{equation}
\Gamma^t = -\alpha \gamma \mathbb{E} \left[ s^t l''(\eta^t) \right] \in \mathbb{R}^{q \times q}
\end{equation}

\begin{equation}
C_0(t, s) = \mathbb{E} \left[ \theta^t (\theta^t)^\top \right] \in \mathbb{R}^{q \times q}
\end{equation}

\begin{equation}
C_g(t, s) = \alpha \gamma^2 \mathbb{E} \left[ s^t s^t l'(\eta^t) l'(\eta^t)^\top \right] \in \mathbb{R}^{q \times q}
\end{equation}

initialized with $\nu^0 = v^0$, where $u^t, \omega^t$ are Gaussian processes in $\mathbb{R}^q$ with covariances $C_g(s, t), C_0(s, t)$. In the above, $\frac{\partial^t}{\partial \omega^s}(\eta^t)$ denotes the partial derivative of $\tilde{l}(\omega^{1:t-1}) = l'(\eta^t)$ considered as a function of the $\{\omega^k\}_{1 \leq k \leq t-1}$. Then, under assumptions (B1)-(B4), for any $t \in \mathbb{N}$, and any pseudo-Lipschitz functions $\psi : \mathbb{R}^{q(t+1)} \to \mathbb{R}$ and $\phi : \mathbb{R}^{d^t} \to \mathbb{R}$:

\begin{equation}
\frac{1}{d} \sum_{i=1}^{d} \psi((w^0, ..., w^t)_i) \xrightarrow{P, n,d \to \infty} \mathbb{E} \left[ \psi(\theta^0, ..., \theta^t) \right],
\end{equation}

\begin{equation}
\frac{1}{n} \sum_{j=1}^{n} \phi((r^0, ..., r^{t-1})_j) \xrightarrow{P, n,d \to \infty} \mathbb{E} \left[ \phi(\eta^0, ..., \eta^{t-1}) \right]
\end{equation}

The proof of Corollary 3.3 can be found in appendix B.2. We remind that, to obtain the correlation with a planted vector $w^*$ as in problem 1.2, we may use the same mapping from section 4.1 of [11].
As another concrete example, we give the equations for the case of stochastic gradient descent on a cost function involving a non-identity covariance corresponding to Eq. (3.10), where we assume that the loss function $L$ is separable and twice differentiable. The equations defining the field $\theta^t$ become non-separable, leading to:

$$\nu^{t+1} = \theta^t \Gamma^t + \sum_{k=0}^{t-1} \theta^t R_g(t, k) + \nu^t \in \mathbb{R}^{d \times q}$$ (3.44)

$$\theta^t = \sum_{k=0}^{t} \nu^k \in \mathbb{R}^{d \times q}$$ (3.45)

$$\eta^t = -\gamma \sum_{k=0}^{t-1} R_\theta(t, k) s^{k l'}(\eta^k) + \omega^t \in \mathbb{R}^q$$ (3.46)

$$R_\theta(t, s) = \left. \frac{\partial \theta^t}{\partial u_s} \right|_{\nu^t} \in \mathbb{R}^{q \times q}$$ (3.47)

$$R_g(t, s) = -\alpha \gamma E \left[ s^t \frac{\partial l^t}{\partial \omega^s} (\eta^t) \right] \in \mathbb{R}^{q \times q}$$ (3.48)

$$\Gamma^t = -\alpha \gamma E \left[ s^{k l'}(\eta^t) \right] \in \mathbb{R}^{q \times q}$$ (3.49)

$$C_\theta(t, s) = \left. \frac{\partial \theta^t}{\partial u_s} \right|_{\nu^t} \in \mathbb{R}^{q \times q}$$ (3.50)

$$C_g(t, s) = \left. \frac{\partial \theta^t}{\partial u_s} \right|_{\nu^t} \in \mathbb{R}^{q \times q}$$ (3.51)

Note that in this case, $\theta^t$ describes the field $\tilde{w}^t = \Sigma^{-1/2} w^t$. To recover the properties of $w^t$, we may simply apply $\Sigma^{-1/2}$ to $\theta^t$ which will conserve the pseudo-Lipschitz property of any low-dimensional such observable owing to the positive definiteness assumption on $\Sigma$ and its bounded spectral norm.

4. Proof. In the next two subsections, we provide intuition on our proof method. Subsection 4.1 gives the exact asymptotic characterization of a gradient descent iteration with no regularization and a sample splitting assumption, where a fresh data matrix is drawn at each time step. This drastically simplifies the analysis and gives a simple result that is straightforward to interpret. We note that gradient-descent with sample-splitting was recently studied in [12] using Gaussian comparison inequalities. We then move to the generic case, proving Theorem 3.2 using an induction on the variables $r^t, u^{t+1}$. The full induction step for $r^t$ is given in the main text, while the induction step on $u^{t+1}$, the structure of which is similar, is deferred to Appendix B. Useful intermediate lemmas are gathered in Appendix A.

Notations for the proof. We will use the following additional notations in the proof: for two random variables $X$ and $Y$, and a $\sigma$-algebra $\mathcal{F}$, we will also use $X|_{\mathcal{F}} \overset{d}{=} Y$ to mean that for any integrable function $\phi$ and any $\mathcal{F}$-measurable bounded random variable $Z$, $E[\phi(X)Z] = E[\phi(Y)Z]$. We use $I_N$ to denote the $N \times N$ identity matrix, and $0_{N \times N}$ the $N \times N$ matrix with zero entries. We use $\sigma_{\min}(Q)$ and $\sigma_{\max}(Q) = \|Q\|_{\text{op}}$ to denote the minimum and maximum
singular values of a given matrix $Q$. For two matrices $Q$ and $P$ with the same number of rows, we denote their horizontal concatenation with $[P|Q]$. The orthogonal projector onto the range of a given matrix $M$ is denoted $P_M$, and let $P^\perp_M = I - P_M$.

4.1. A first example: gradient descent with sample splitting. Under the sample splitting assumption, the gradient descent iteration reads (for $q = 1$):

$$\forall t \in \mathbb{N}^* \quad w^{t+1} = w^t - \gamma (A^t)\top \nabla f(A^t w^t)$$

where, for any $t \in \mathbb{N}$, $A^t \in \mathbb{R}^{n \times d}$ is a matrix with i.i.d. Gaussian elements and variance $1/d$ independent on all other $\{A^i\}_{i \neq t}$. $\gamma \in \mathbb{R}$ is a scalar step-size and $f$ is a twice differentiable, deterministic function with pseudo-Lipschitz gradient $\nabla f : \mathbb{R}^n \to \mathbb{R}^n$. We also assume that $f$ is separable, with an elementwise operation denoted $f$. The iteration is initialized with $w^0 \in \mathbb{R}^d$, a random vector independent on $A$ with i.i.d. subgaussian elements. Starting at $t = 0$, we condition equation (4.1) on (the sigma algebra generated by) $w^0, A^0 w^0$, and obtain, using lemma A.1:

$$w^1|_{w^0,A^0 w^0} \overset{d}{=} w^0 - \gamma (A^0 P_{w^0} + \tilde{A}^0 P_{w^0})\top \nabla f(A^0 w^0)$$

$$= w^0 - \gamma 0\frac{1}{\|w^0\|_2^2} (A^0 w^0)\top \nabla f(A^0 w^0) - \gamma 0 P_{w^0} (A^0)\top \nabla f(A^0 w^0).$$

where $\tilde{A}$ is a copy of $A$ whose elements are independent of those of $A$ and of the elements of $w^0$. Since, by assumption, the entries of $w_0$ are independent on the entries of $A_0$, conditionally on $w_0$, we may lift the conditioning on $A w_0$ to obtain that the vector $A^0 w^0$ has i.i.d. entries distributed according to $\mathcal{N}(0, \frac{1}{d}\|w^0\|_2^2)$. We can then write

$$\frac{1}{\|w^0\|_2^2} (A^0 w^0)\top \nabla f(A^0 w^0) = \frac{1}{d} \frac{1}{\|w^0\|_2^2} (A^0 w^0)\top \nabla f(A^0 w^0).$$

Since the entries of $w_0$ are subgaussian, $\frac{1}{d}\|w^0\|_2^2$ is a sum of i.i.d. subexponential random variables and thus converges almost surely to a finite constant owing to Bernstein’s inequality. We can then use lemma A.2 and A.4, the continuous mapping theorem, and Stein’s lemma to show that there exists a random variable $z^0 \sim \mathcal{N}(0, \rho^0)$ such that

$$\frac{1}{\|w^0\|_2^2} (A^0 w^0)\top \nabla f(A^0 w^0) \cong \alpha \mathbb{E} [f''(z^0)]$$

where $\rho^0 = \lim_{d \to \infty} \frac{1}{d}\|w^0\|_2^2$. Turning to the part orthogonal to $w^0$ and using the fact that the projector $P_{w^0}$ is of rank 1, the elements of $\tilde{A}$ have variance $\frac{1}{d}$ and $\|w^0\|_2^2 = O(d)$, lemma A.4 shows that

$$\frac{1}{\sqrt{d}} P_{w^0} (\tilde{A})\top \nabla f(A^0 w^0) - (\tilde{A}^0)\top \nabla f(A^0 w^0) \cong 0$$

where $(\tilde{A}^0)\top \nabla f(A^0 w^0)$ is a vector with i.i.d elements distributed as $\mathcal{N}(0, \frac{1}{d}\|\nabla f(A^0 w^0)\|_2^2)$. Once again, the function $\frac{1}{d}\|\nabla f(.)\|_2^2$ is scalar valued and pseudo-Lipschitz, thus lemma A.2
and the continuous mapping theorem show that there exists a Gaussian random variable $u_0 \sim \mathcal{N}(0, \tau_0)$ such that, for any pseudo-Lipschitz function $\psi : \mathbb{R} \to \mathbb{R}$ of order 2,

$$
\frac{1}{d} \sum_{i=1}^{d} \psi \left( \left( P_{w_0} \tilde{A}^\top \nabla f(A^0 w_0) \right) \right) \xrightarrow{P} \mathbb{E} \left[ \psi(u_0) \right]
$$

where we have introduced $\tau_0 = \lim_{n,d \to \infty} \frac{1}{d} \| \nabla f(A^0 w_0) \|_2^2 = \alpha \mathbb{E} \left[ (f'(z_0))^2 \right]$. Using these results, we may now lift the conditioning and use the definition of pseudo-Lipschitz function to recover the scalar equation describing the high-dimensional behaviour of $w_t$. A straightforward induction shows that, for any $t \in \mathbb{N}$, the quantity $\frac{1}{d} \| w_t \|_2^2$ is almost surely bounded, and the same conditioning argument can be applied along the sample splitting assumption to reach the following theorem:

**Theorem 4.1.** (High-dimensional dynamics of gradient descent with sample splitting) Consider the iteration Eq. (4.1) with its set of assumptions described above. Define the following discrete-time one-dimensional stochastic process, initialized with a subgaussian random variable $\omega_0$ with variance $\rho_0$:

$$
\omega_{t+1} = (1 - \gamma_t \alpha \mathbb{E} \left[ f''(z_t) \right]) \omega_t + \gamma_t u_t
$$

where $\rho_t = \mathbb{E} \left[ (\omega_t)^2 \right]$, $\tau_t = \alpha \mathbb{E} \left[ (f'(z_t))^2 \right]$. $z_t, u_t$ are independent normal random variables with zero mean and respective variances $\rho_t, \tau_t$. Then, for any $t \in \mathbb{N}$ and any pseudo-Lipschitz function of order 2 $\psi : \mathbb{R} \to \mathbb{R}$, the following holds

$$
\frac{1}{d} \sum_{i=1}^{d} \psi(w_t^i) \xrightarrow{P}_{n,d \to \infty} \mathbb{E} \left[ \psi(w_t) \right]
$$

We have obtained a full description of the asymptotic distribution of $w_t$ in terms of a scalar equation. The sample splitting assumption however, is unrealistic. Let us move to the generic case that corresponds to the usual gradient descent.
4.2. The general case. Without the sample splitting assumption, the iterates $x^t$ and the design matrix $X$ are correlated at each time step and thus there is no simple concentration towards a markovian model. We need to account for the correlation beyond the previous time step, leading to the appearance of memory kernels. Recall the dynamics (3.1-3.2), where we introduce an additional intermediate variable $m^t = g(r^t)$:

\begin{align}
  v^{t+1} &= h^t(\{v^k\}_k=0^t) + X^\top m^t \\
  m^t &= g^t(r^t) \\
  r^t &= X \sum_{k=0}^t v^t
\end{align}

The proof is done by induction on $t$, and written explicitly for the set of assumptions (A1)-(A3).(a),(A4)-(A7). The proof under assumptions (A1)-(A3).(b),(A4) only differs in the use of lemma A.5 instead of lemma A.2.

Initialization. At initialization, we have

\begin{equation}
  v^0 = w^0 \sim P_{v^0} \quad \text{by definition} \quad v^0 = \nu^0
\end{equation}

Now, using the independence of the elements of $X$ on those of $w_0$ and the fact that the elements of $w_0$ are i.i.d. sub-gaussian, we may use lemma A.4 conditionally on the entries of $v_0$ to show that there exists a Gaussian random matrix $\eta^0 \in \mathbb{R}^{n \times q}$ with a covariance structure corresponding to $\eta^0 \sim \mathcal{N}(0, C_0(0,0) \otimes I_n)$ where $C_0(0,0) = \lim_{d \to \infty} \frac{1}{d} \mathbb{E}[(v^0)^\top v^0]$, such that

\begin{equation}
  \frac{1}{\sqrt{n}} \|Xv^0 - \eta^0\|_F \xrightarrow{n,d \to \infty} 0
\end{equation}

and the $q \times q$ covariance matrix $C_0(0,0)$ coincides with the one from Theorem 3.2.

For clarity, we also include explicitly the step for $v^1$ in the initialization of the induction, as it is the first step where a memory kernel starts to appear. By definition of the iteration,

\begin{equation}
  v^1 = h^0(v^0) + X^\top m^0.
\end{equation}

Since the functions $h^0$, $g^0$ are continuous, $h^0(v^0)$ and $m^0$ are $\mathcal{G}^0 = \sigma(v^0, r^0)$ measurable. Conditioning on $\mathcal{G}^0$ and using lemma A.1 then yields

\begin{align}
  v^1|_{\mathcal{G}^0} \overset{d}{=} h^0(v^0) + (X|_{\mathcal{G}^0})^\top m^0 \\
  \overset{d}{=} h^0(v^0) + \left(P_{\nu^0}X^\top + P_{v_0^\perp}\tilde{X}^\top\right) m^0 \\
  = h^0(v^0) + v^0\left((v^0)^\top v^0\right)^{-1}(v^0X)^\top g^0(r^0) + P_{v_0^\perp}\tilde{X}^\top m^0
\end{align}

where $\tilde{X}$ is a copy of $X$ whose elements are independent on $X$ and $\mathcal{G}^0$. The middle term can be rewritten

\begin{equation}
  v^0\left(\frac{1}{d}(v^0)^\top v^0\right)^{-1}\frac{1}{d}(v^0X)^\top g^0(Xv^0)
\end{equation}
We can then invoke lemma A.2 and Eq. (4.14) to obtain that

\[
\left\| \frac{1}{d} (v^0 X)\top g^0(Xv^0) - \frac{1}{d} \mathbb{E} \left[ (\eta^0)\top g^0(\eta^0) \right] \right\|_F \xrightarrow{P, n,d \to \infty} 0
\]

Recalling that \( \eta^0 \sim \mathcal{N}(0, C_{\theta}(0,0) \otimes I_n) \), the matrix valued Stein’s lemma A.3 shows that

\[
\frac{1}{d} \mathbb{E} \left[ (\eta^0)\top g^0(\eta^0) \right] = C_{\theta}(0,0)\frac{1}{d} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{\partial g^0}{\partial \eta^0_i}(\eta^0) \right]
\]

where \( \frac{\partial g^0}{\partial \eta^0} \) denotes the \( q \times q \) Jacobian containing the partial derivatives of \( g^0 : \mathbb{R}^{n \times q} \to \mathbb{R}^q \) w.r.t. the line \( \eta^0_i \). Since the elements of \( v^0 \) are i.i.d. sub-gaussian and \( d > q \), the matrix \( C_{\theta}(0,0) \) is almost surely invertible \([44]\), therefore

\[
\left\| \left( \frac{1}{d} (v^0)\top v^0 \right)^{-1} \frac{1}{d} (v^0 X)\top g^0(Xv^0) - \frac{1}{d} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{\partial g^0}{\partial \eta^0_i}(\eta^0) \right] \right\|_F \xrightarrow{P, n,d \to \infty} 0
\]

which immediately leads to

\[
\frac{1}{\sqrt{d}} \left\| v^0 \left( \frac{1}{d} (v^0)\top v^0 \right)^{-1} \frac{1}{d} (v^0 X)\top g^0(Xv^0) - v^0 \Gamma^0 \right\|_F \xrightarrow{P, n,d \to \infty} 0
\]

where we introduced the \( q \times q \) matrix \( \Gamma^0 = \lim_{n,d \to \infty} \frac{1}{d} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{\partial g^0}{\partial \eta^0_i}(\eta^0) \right] \). Moving to the third term in Eq. (4.18), we may use lemma A.4 to show that, conditionally on \( m^0 \),

\[
\frac{1}{\sqrt{d}} \left\| P_{\perp v^0} X\top m^0 - X\top m^0 \right\|_F \xrightarrow{P, n,d \to \infty} 0
\]

Since \( \tilde{X} \) is independent on \( m^0 \), we may use lemma A.4 to show that, conditionally on \( m^0 \), there exists a \( d \times q \) random matrix \( u^0 \) distributed according to \( u^0 \sim \mathcal{N}(0, C_g(0,0) \otimes I_d) \) such that

\[
\frac{1}{\sqrt{d}} \left\| \tilde{X}\top m^0 - u^0 \right\|_F \xrightarrow{P, n,d \to \infty} 0
\]

where \( C_g(0,0) = \lim_{n,d \to \infty} \frac{1}{d} (m^0)\top m^0 \). Finally, note that, by definition of \( m^0 \), Gaussian concentration of pseudo-Lipschitz functions and Eq. (4.14), we have that, with high probability:

\[
\lim_{n,d \to \infty} \frac{1}{d} (m^0)\top m^0 = \lim_{n,d \to \infty} \frac{1}{d} \mathbb{E} \left[ g^0(\eta^0)\top g^0(\eta^0) \right].
\]

Combining the results from Eq. (4.23), (4.24), (4.25), and using the definition of pseudo-Lipschitz functions, we reach that, for any sequence of pseudo-Lipschitz functions of order \( k \), \( \{ \phi_n \}_{n \in \mathbb{N}} \):

\[
\phi_n(v^1) \xrightarrow{P} \phi_n(h^0(v^0) + v^0 \Gamma^0 + u^0)
\]

which concludes the induction step for \( v^1 \).
**Induction.** Assume that Theorem 3.2 is verified up to time \( t \), i.e. for all iterates up to \( r^{t-1}, v^t \). We prove the property for \( r^t, v^{t+1} \).

We shall condition on the \( \sigma \)-algebra generated by \( v^0, ..., v^t, r^0, ..., r^{t-1} \), denoted \( \mathcal{G}^t \). A short induction and application of the Doob-Dynkin lemma show that this \( \sigma \)-algebra is the same as that generated by \( v^0, X^\top m^0, ..., X^\top m^{t-1}, X w^1, ..., X w^{t-1} \), where we remind that \( w^a = \sum_{k=0}^a v^k \) with \( w^0 = v^0 \). Let \( M_{t-1}, W_{t-1} \) be the matrices defined by,

\[
M_{t-1} = [m^0|m^1|...|m^{t-1}], W_{t-1} = [w^0|w^1|...|w^{t-1}]
\]

Starting with \( r^t \), we may write

\[
(4.29) \quad r^t|_{\mathcal{G}^t} = \left(X \sum_{k=0}^t v^k\right)|_{\mathcal{G}^t}
\]

\[
(4.30) \quad d \overset{\Delta}{=} r_{t-1} + X|_{\mathcal{G}^t} v^t
\]

\[
(4.31) \quad \overset{\Delta}{=} r^{t-1} + \left(P_{M_{t-1}} X + X P_{W_{t-1}} - P_{M_{t-1}} X P_{W_{t-1}} + P_{M_{t-1}} \tilde{X} P_{W_{t-1}}\right) v^t
\]

\[
(4.32) \quad = r^{t-1} + \left(X P_{W_{t-1}} + P_{M_{t-1}} X P_{W_{t-1}} + P_{M_{t-1}} \tilde{X} P_{W_{t-1}}\right) v^t
\]

where \( \tilde{X} \) is a copy of \( X \) whose elements are independent of \( \mathcal{G}^t \) and \( X \).

At this point, we introduce an assumption guaranteeing that the projectors are well-defined, in similar fashion to \([9, 20]\). It will be relaxed at the end of the proof, in Appendix B.1.

**Non-degeneracy assumption.** We say that the iteration Eq.(3.1-3.2) satisfies the non-degeneracy assumption if:

- almost surely, for all \( t \) and all \( n \geq t \), \( M_{t-1}, W_{t-1} \) have full column rank.
- for all \( t \), there exists some constants \( c_{M,t}, c_{W,t} > 0 \)—independent of \( n \) or \( d \)—such that almost surely, there exists \( n_0 \) (random) such that, for \( n \geq n_0 \), \( \sigma_{\min}(M_{t-1})/\sqrt{n} \geq c_{M,t} > 0 \) and \( \sigma_{\min}(W_{t-1})/\sqrt{n} \geq c_{W,t} > 0 \).

We now turn to the term by term study of Eq.(4.32). the first term \( r^{t-1} \) is straightforward to analyze by an immediate use of the induction hypothesis:

\[
(4.33) \quad \frac{1}{\sqrt{d}} \left\| r^{t-1} - \left(\sum_{l=0}^{t-2} g_l^i(\eta_l^t) R_\delta(t - 1, l) + \omega^{t-1}\right)\right\|_F \xrightarrow{n,d \to \infty} 0
\]

The second term then reads

\[
(4.34) \quad X P_{W_{t-1}} v^t = X W_{t-1} \left(W_{t-1}^\top W_{t-1}\right)^{-1} W_{t-1}^\top v^t
\]

\[
(4.35) \quad = [r^0|r^1|...|r^{t-1}] \alpha^t
\]

\[
(4.36) \quad = \sum_{k=0}^{t-1} r^k \alpha_k^t
\]
where we introduced

$$\alpha^t = \left( W_{t-1}^\top W_{t-1} \right)^{-1} W_{t-1}^\top v^t \in \mathbb{R}^{tq \times q}$$

(4.37)

$$= \left( \frac{1}{d} W_{t-1}^\top W_{t-1} \right)^{-1} \frac{1}{d} W_{t-1}^\top v^t,$$

and, for any $0 \leq k \leq t$, $\alpha_k^{t,*}$ denotes the $k-th, q \times q$ block of $\alpha^{t,*}$. Owing to the non-degeneracy assumption, induction hypothesis and lemma A.2, the quantity $\frac{1}{d} W_{t-1}^\top W_{t-1}$ has bounded norm with high probability and converges with high-probability to a deterministic, full-rank $tq \times tq$ matrix. Also, the induction hypothesis and lemma A.2 show that $\frac{1}{d} W_{t-1}^\top v^t$ has bounded norm with high probability and converges with high probability to a deterministic $tq \times q$ matrix. We deduce that $\alpha^t$ converges to a deterministic limit $\alpha^{t,*} \in \mathbb{R}^{tq \times q}$ representing the coefficients of the projection of the columns of $v^t$ onto the subspace spanned by the columns of $W_{t-1}$. Now, let $\Theta_{t-1} = [\theta^1| \theta^2| \cdots | \theta^{t-1}]$ be the $d \times tq$ matrix whose columns contain the $\theta_k$ from Theorem 3.2 up to time $t-1$. Note that, the induction hypothesis implies that $\alpha^{t,*}$ can also be written as the following limit

$$\alpha^{t,*} = \lim_{n,d \to \infty} E \left[ \left( \frac{1}{d} \Theta_{t-1} \Theta_{t-1}^\top \right)^{-1} \frac{1}{d} \Theta_{t-1}^\top (\theta^t - \theta^{t-1}) \right],$$

(4.38)

where the symbol $\overset{p}{\to}$ is to be understood elementwise. This identity will be useful later on. We may then write, using the triangle inequality,

$$\frac{1}{\sqrt{d}} \left\| XP_{W_{t-1}} v^t - \sum_{k=0}^{t-1} \eta^k \alpha_k^{t,*} \right\|_F \leq \frac{1}{\sqrt{d}} \left\| \sum_{k=0}^{t-1} (r^t - \eta^t) \alpha_k \right\|_F + \frac{1}{\sqrt{d}} \left\| \sum_{k=0}^{t-1} \eta^k (\alpha_k^t - \alpha_k^{t,*}) \right\|_F$$

(4.39)

$$\leq \sup_{0 \leq k \leq t} \left\| \alpha_k \right\|_{op} \left\| \sum_{k=0}^{t-1} \frac{1}{\sqrt{d}} \right\| r^k - \eta^k \right\|_F + \sum_{k=0}^{t-1} \frac{1}{\sqrt{d}} \left\| \eta^k \right\|_F \left\| \alpha_k^t - \alpha_k^{t,*} \right\|_F$$

(4.40)

by the induction hypothesis and the non-degeneracy assumption, the quantities $\sup_{0 \leq k \leq t} \left\| \alpha_k \right\|_{op}$ and $\frac{1}{\sqrt{d}} \left\| \eta^t \right\|_F$ are bounded with high probability as $n,d$ go to infinity. Furthermore, the induction hypothesis implies that for any $0 \leq k \leq t-1$, with high probability

$$\lim_{n,d \to \infty} \frac{1}{\sqrt{d}} \left\| r^k - \eta^k \right\|_F = 0 \quad \text{and} \quad \lim_{n,d \to \infty} \left\| \alpha_k^t - \alpha_k^{t,*} \right\|_F = 0$$

(4.41)

which leads to

$$\frac{1}{\sqrt{d}} \left\| XP_{W_{t-1}} v^t - \sum_{k=0}^{t-1} \eta^k \alpha_k^{t,*} \right\|_F \overset{P}{\to} 0$$

(4.42)
Moving to the third term, we have

\begin{align}
(4.44) \quad & P_{M_{t-1}} X P_{W_{t-1}}^\perp v' = M_{t-1} \left( M_{t-1}^\top M_{t-1} \right)^{-1} M_{t-1}^\top X P_{W_{t-1}}^\perp v' \\
(4.45) \quad & = M_{t-1} \left( \frac{1}{d} M_{t-1}^\top M_{t-1} \right)^{-1} \frac{1}{d} M_{t-1}^\top X P_{W_{t-1}}^\perp v'
\end{align}

where, using the definition of iteration Eq. (3.1-3.2) and expanding the projector \( P_{W_{t-1}}^\perp = I_d - P_{W_{t-1}} \), we may write

\[
\frac{1}{d} M_{t-1}^\top X P_{W_{t-1}}^\perp v' = \frac{1}{d} \left[ v^1 - h^0(v^0)|...|v^t - h^{t-1}\left( \{ v^k \}_{k=0}^{t-1} \right) \right]^\top v' \\
- \frac{1}{d} \left[ v^1 - h^0(v^0)|...|v^t - h^{t-1}\left( \{ v^k \}_{k=0}^{t-1} \right) \right]^\top W_{t-1} \left( \frac{1}{d} W_{t-1}^\top W_{t-1} \right)^{-1} \frac{1}{d} W_{t-1}^\top v'.
\]

Now,

\begin{align}
(4.47) \quad & \frac{1}{d} \left[ v^1 - h^0(v^0)|...|v^t - h^{t-1}\left( \{ v^k \}_{k=0}^{t-1} \right) \right]^\top P_{W_{t-1}} v' = \\
(4.48) \quad & = \frac{1}{d} \left[ v^1 - h^0(v^0)|...|v^t - h^{t-1}\left( \{ v^k \}_{k=0}^{t-1} \right) \right]^\top W_{t-1} \left( \frac{1}{d} W_{t-1}^\top W_{t-1} \right)^{-1} \frac{1}{d} W_{t-1}^\top v'
\end{align}

Using the induction hypothesis and pseudo-Lipschitz convergence lemma A.2,

\begin{align}
(4.49) \quad & \frac{1}{d} \left[ \Gamma^0 \theta^0 + u^0|...|\Gamma^{t-1} \theta^{t-1} + \sum_{k=0}^{t-2} \theta^k R_t(t-1,k) + u^{t-1} \right]^\top \Theta_{t-1} \\
(4.50) \quad & = \frac{1}{d} \left[ \Gamma^0 \theta^0|...|\Gamma^{t-1} \theta^{t-1} + \sum_{k=0}^{t-2} \theta^k R_t(t-1,k) \right]^\top \Theta_{t-1} + \frac{1}{d} \left[ u^0|...|u^{t-1} \right]^\top \Theta_{t-1} \\
& \in \text{span}(\Theta_{t-1})
\end{align}

and

\[
(4.51) \quad \frac{1}{d} W_{t-1}^\top v' \overset{p}{\Rightarrow} \frac{1}{d} \Theta_{t-1}^\top (\theta^t - \theta^{t-1}),
\]

where we also have

\[
(4.52) \quad \frac{1}{d} W_{t-1}^\top W_{t-1} \overset{p}{\Rightarrow} \frac{1}{d} \Theta_{t-1}^\top \Theta_{t-1},
\]
the limit of which is an invertible matrix owing to the non-degeneracy assumption. We thus reach

\[ \frac{1}{d} \left[ v^t - h_0(w^0) \ldots | v^t - h^{t-1}(w^{t-1}) \right]^\top v^t \overset{P}{\to} \]

\[ \frac{1}{d} \left[ \Gamma^0 \theta^0 + w^0 \ldots | \Gamma^{t-1} \theta^{t-1} + \sum_{k=0}^{t-2} \theta^k R_k(t-1,k) + u^{t-1} \right]^\top \]

(4.53)

and

\[ \frac{1}{d} \left[ v^t - h_0(w^0) \ldots | v^t - h^{t-1}(w^{t-1}) \right]^\top P_{W_{t-1}} v^t \overset{P}{\to} \]

\[ \frac{1}{d} \left[ \Gamma^0 \theta^0 + w^0 \ldots | \Gamma^{t-1} \theta^{t-1} + \sum_{k=0}^{t-2} \theta^k R_k(t-1,k) + u^{t-1} \right]^\top \]

(4.54)

\[ \Theta_{t-1} \left( \frac{1}{d} \Theta_{t-1} \Theta_{t-1} \right)^{-1} \frac{1}{d} \Theta_{t-1}^\top (\theta^t - \theta^{t-1}) \]

(4.55)

which, when combined, leads to

\[ \frac{1}{d} M_{t-1}^\top X P_{W_{t-1}}^\top v^t \overset{P}{\to} \frac{1}{d} \left[ u^0 \ldots | u^{t-1} \right]^\top (\theta^t - \theta^{t-1}) - \frac{1}{d} \left[ u^0 \ldots | u^{t-1} \right]^\top P_{\Theta_{t-1}} (\theta^t - \theta^{t-1}) \]

\[ \overset{P}{\to} \frac{1}{d} \mathbb{E} \left[ \left[ u^0 \ldots | u^{t-1} \right]^\top (\theta^t - \theta^{t-1}) \right] - \frac{1}{d} \mathbb{E} \left[ \left[ u^0 \ldots | u^{t-1} \right]^\top \Theta_{t-1} \right] \alpha^{t,s}, \]

(4.56)

where we used the expression for \( \alpha^{t,s} \) given by Eq.(4.38) in the last line. Now, remembering the equation defining \( \theta^s \) for any \( 0 \leq s \leq t \) in Theorem 3.2, we may use Stein’s lemma A.3 to obtain

\[ \forall \ 0 \leq r, s \leq t \ \frac{1}{d} (u^r)^\top \theta^s(u^0, u^1, \ldots, u^{s-1}) \overset{P}{\to} \frac{1}{d} \sum_{i=0}^{s-1} C_g(i, r) \sum_{j=1}^{d} \mathbb{E} \left[ \frac{\partial \theta^s}{\partial u_j^r} \right] \]

(4.57)

\[ \overset{P}{\to} \sum_{i=0}^{s-1} C_g(i, r) R_{\theta}(s, i) \]

(4.58)

where \( \theta^s \) is considered a function with domain \( \mathbb{R}^{d \times tq} \) and image in \( \mathbb{R}^{d \times q} \), taking the \( \{u^k\}_{0 \leq k \leq t-1} \). The notation \( \frac{\partial \theta^s}{\partial u_j^r} \) then denotes the \( q \times q \) jacobian matrix obtained with the partial derivatives of \( \theta^s \), the restriction of \( \theta^s \) to the \( j-th \) line of its image, viewed as a function going from \( \mathbb{R}^{d \times tq} \) to \( \mathbb{R}^q \), with respect to the \( j-th \) line of \( u^r \). Letting \( C_{g,i} \) be the \( tq \times tq \) covariance matrix of
the lines of \([u^0|...|u^{t-1}] \in \mathbb{R}^{d \times tq}\) for any \(t\), we can now write

\[
\frac{1}{d} \left[\begin{array}{c|c|c|c|c}
    u^0 & ... & u^{t-1}
  \end{array}\right]^	op \theta^t \overset{P}{=} C_{g,t} \left[\begin{array}{c}
    \frac{1}{d} \sum_{j=1}^{d} \mathbb{E} \left[ \frac{\partial \theta^t}{\partial u_j^t} \right] \\
    ... \\
    \frac{1}{d} \sum_{j=1}^{d} \mathbb{E} \left[ \frac{\partial \theta^t}{\partial u_j^t} \right]
  \end{array}\right]
\]

\[
(4.59)
\]

\[
= C_{g,t} \left[\begin{array}{c}
    R_\theta(t,0) \\
    ... \\
    R_\theta(t,t-1)
  \end{array}\right] = C_{g,t} R_{\theta,t}
\]

where we defined the \(tq \times q\) matrix \(R_{\theta,t} = \left[\begin{array}{c}
    R_\theta(t,0) \\
    ... \\
    R_\theta(t,t-1)
  \end{array}\right]\).

Similarly, for any \(0 \leq s \leq t\)

\[
\frac{1}{d} \left[\begin{array}{c|c|c|c|c}
    u^0 & ... & u^{t-1}
  \end{array}\right]^	op \theta^s \overset{P}{=} C_{g,t} \left[\begin{array}{c}
    \frac{1}{d} \sum_{j=1}^{d} \mathbb{E} \left[ \frac{\partial \theta^s}{\partial u_j^s} \right] \\
    ... \\
    0
  \end{array}\right] = C_{g,t} R_{\theta,s}
\]

\[
(4.61)
\]

where the zeroes come from the fact that \(\theta^s\) is not an algebraic function of the \(u^l\) for \(l \geq s\), which is coherent with the causality from the physics approach, even though the Gaussian process \(u^l\) is correlated across all \(0 \leq l \leq t - 1\). Note that the matrices \(R_{\theta,s}\) are defined in such a way that, for any \(0 \leq s \leq t\), \(R_{\theta,s}\) all have the same dimension \(tq \times q\). We thus reach

\[
\frac{1}{d} M_{t-1}^\top X P_{W_{t-1}} v^t \overset{P}{=} (R_{\theta,t} - R_{\theta,t-1} - [R_{\theta,0}|R_{\theta,1}|...|R_{\theta,t-1}] \alpha^{t,s})
\]

\[
(4.62)
\]

Also, due to the induction hypothesis

\[
\frac{1}{d} M_{t-1} \overset{P}{=} C_{g,t}.
\]

(4.63)

Combining the above two lines, we obtain

\[
\frac{1}{d} M_{t-1}^\top X P_{W_{t-1}} v^t \overset{P}{=} (R_{\theta,t} - R_{\theta,t-1} - [R_{\theta,0}|R_{\theta,1}|...|R_{\theta,t-1}] \alpha^{t,s})
\]

\[
(4.64)
\]

which, along with the induction hypothesis ensuring that \(\frac{1}{\sqrt{d}} \|M_{t-1}\|_F\) is bounded with high probability, implies that

\[
\frac{1}{\sqrt{d}} \|M_{t-1} (M_{t-1}^\top M_{t-1})^{-1} M_{t-1}^\top X P_{W_{t-1}} v^t - M_{t-1} (R_{\theta,t} - R_{\theta,t-1} - [R_{\theta,0}|R_{\theta,1}|...|R_{\theta,t-1}] \alpha^{t,s})\|_F \overset{P}{\rightarrow} n,d \rightarrow \infty 0
\]

\[
(4.65)
\]
Now, for any $0 \leq s \leq t$, by definition of $R_{\theta,s}$, we have that

\begin{equation}
M_{t-1} R_{\theta,s} = \sum_{l=0}^{t-1} m^l R_{\theta}(s,l).
\end{equation}

The triangle inequality then gives

\begin{equation}
\frac{1}{\sqrt{d}} \left\| \sum_{l=0}^{t-1} m^l R_{\theta}(s,l) - \sum_{l=0}^{t-1} g^l(\eta^l) R_{\theta}(s,l) \right\|_F \leq \sup_{0 \leq l \leq t-1} \| R_{\theta}(s,l) \|_{op} \sum_{l=0}^{t-1} \frac{1}{\sqrt{d}} \left\| m^l - g^l(\eta^l) \right\|_F
\end{equation}

The induction hypothesis then shows that, for any $0 \leq l \leq t - 1$, \( \frac{1}{\sqrt{d}} \| m^l - g^l(\eta^l) \|_F \) goes to zero with high probability when \( n, d \to \infty \), and \( \sup_{0 \leq l \leq t-1} \| R_{\theta}(s,l) \|_{op} \) is bounded. Thus

\begin{equation}
\frac{1}{\sqrt{d}} \left\| M_{t-1} R_{\theta,s} - \sum_{l=0}^{t-1} g^l(\eta^l) R_{\theta}(s,l) \right\|_F \xrightarrow{P, n,d \to \infty} 0,
\end{equation}

for any $0 \leq s \leq t$, and where we remind that \( R_{\theta}(s,l) = 0_{q \times q} \) for any \( l > s \). In particular, we have that

\begin{equation}
\frac{1}{\sqrt{d}} \left\| M_{t-1} [R_{\theta,0} | R_{\theta,1} | \ldots | R_{\theta,t-1}] \alpha^t \right\|_F \xrightarrow{P, n,d \to \infty} 0,
\end{equation}

Moving to the fourth term in Eq.(4.32), the independence $\tilde{X}$ on $\mathcal{G}^t$ and lemma A.4 show that, with high probability

\begin{equation}
\lim_{n,d \to \infty} \frac{1}{\sqrt{d}} \left\| P_{M_{t-1}} \tilde{X} P_{W_{t-1}}^+ v^t - \tilde{X} P_{W_{t-1}}^+ v^t \right\|_F = 0.
\end{equation}

Furthermore, using the induction hypothesis, lemma A.2 and lemma A.4, there exists a $n \times q$ random matrix $\tilde{\omega}^t \sim \mathcal{N}(0, C_{\alpha,t}^+ \otimes I_n)$ such that

\begin{equation}
\frac{1}{\sqrt{d}} \left\| \tilde{X} P_{W_{t-1}}^+ v^t - \tilde{\omega}^t \right\|_F \xrightarrow{P, n,d \to \infty} 0,
\end{equation}

where $C_{\alpha,t}^+ = \lim_{d \to \infty} \frac{1}{d} \left( P_{W_{t-1}}^+ v^t \right) \left( P_{W_{t-1}}^+ v^t \right)^\top$. Coming back to Eq.(4.32), we can now combine the results obtained above with the triangle inequality to obtain the following asymptotic representation of $r^t |_{\mathcal{G}^t}$:

\begin{equation}
\left\| r^t \right\|_{\mathcal{G}^t} = \left( \sum_{l=0}^{t-2} g^l(\eta^l) R_{\theta}(t-1,l) + \omega^{t-1} \sum_{k=0}^{\min(l,0)} \left( \sum_{l'=0}^{l} g^{l'}(\eta^{l'}) R_{\theta}(k,l') + \omega^k \right) \alpha^t \right) + \sum_{l=0}^{t-1} g^l(\eta^l) R_{\theta}(t,l) - \left( \sum_{l=0}^{t-2} g^l(\eta^l) R_{\theta}(t-1,l) + \sum_{k=0}^{\min(l,0)} \left( \sum_{l'=0}^{l} g^{l'}(\eta^{l'}) R_{\theta}(k,l') + \omega^k \right) \alpha^t \right) \tilde{\omega}^t \right) \xrightarrow{P, n,d \to \infty} 0.
\end{equation}
In the above expression, all the terms of the form $\sum_{i=0}^{k} g^{i}(\eta^{k})R_{0}(k, l')\alpha_{k}^{l'}$ for $0 \leq k \leq t - 2$ simplify, leading to

\begin{equation}
\frac{1}{\sqrt{d}} \left\| r\big|_{\Theta t} - \sum_{k=0}^{t-1} g^{k}(\eta^{k})R_{0}(t, k) + \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t} \right\|_{F} \overset{P}{\rightarrow} 0.
\end{equation}

Now, consider a sequence $\{\phi_{n}\}_{n \in \mathbb{N}}$ of pseudo-Lipschitz functions of order $k$. Then,

\begin{equation}
\phi_{n} (r_{0}, r_{1}, \ldots, r_{t}) |_{\Theta t} = \phi_{n} (r_{0}, r_{1}, \ldots, r_{t}|_{\Theta t})
\end{equation}

and there exists a constant $L$ independent on $n, d$ such that

\begin{equation}
\left\| \phi_{n} (r_{0}, r_{1}, \ldots, r_{t}) |_{\Theta t} - \phi_{n} \left( r_{0}, r_{1}, \ldots, \sum_{k=0}^{t-1} g^{k}(\eta^{k})R_{0}(t, k) + \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t} \right) \right\| 
\end{equation}

\begin{equation}
L \left( 1 + \frac{1}{\sqrt{d}} \sum_{k=0}^{t-1} \left\| r^{k} \right\|_{F} + \frac{1}{\sqrt{d}} \left\| r_{t} \right\|_{F} + \frac{1}{\sqrt{d}} \left\| \sum_{k=0}^{t-1} g^{k}(\eta^{k})R_{0}(t, k) + \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t} \right\|_{F} \right)
\end{equation}

\begin{equation}
\frac{1}{\sqrt{d}} \left\| r^{t} |_{\Theta t} - \sum_{k=0}^{t-1} g^{k}(\eta^{k})R_{0}(t, k) + \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t} \right\|_{F}
\end{equation}

The induction hypothesis shows that, for any $0 \leq k \leq t - 1$, the quantity $\frac{1}{\sqrt{d}} \left\| r^{k} \right\|_{F}$ is bounded with high probability. The summability assumptions for the update functions $g^{k}$ in (A1)-(A7) and the definition of the DMFT equations in Theorem 3.2 ensure that the quantity $\frac{1}{\sqrt{d}} \left\| \sum_{k=0}^{t-1} g^{k}(\eta^{k})R_{0}(t, k) + \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t} \right\|_{F}$ is bounded with high probability. Finally, the analysis carried out above and Eq.(4.73) show that $\frac{1}{\sqrt{d}} \left\| r_{t} |_{\Theta t} \right\|$ is bounded with high probability and that

\begin{equation}
\phi_{n} (r_{0}, r_{1}, \ldots, r_{t}) |_{\Theta t} \overset{P}{\sim} \phi_{n} \left( r_{0}, r_{1}, \ldots, \sum_{k=0}^{t-1} g^{k}(\eta^{k})R_{0}(t, k) + \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t} \right).
\end{equation}

We thus recover the correct form for the memory term, matching that of $\eta_{t}$ in Theorem 3.2. To verify that $\sum_{k=0}^{t-1} g^{k}(\eta^{k})R_{0}(t, k) + \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t}$ has the same distribution as $\eta_{t}$, we are left with checking that the Gaussian process term has the right covariance. Define

\begin{equation}
\omega^{t} = \sum_{k=0}^{t-1} \omega^{k}\alpha_{k}^{t'} + \omega^{t-1} + \tilde{\omega}^{t}.
\end{equation}

Which is indeed a Gaussian random vector (with elements in $\mathbb{R}^{t}$). To check that this is the correct covariance, we start by noticing that, for any $s < t$ Theorem 3.2 states that:

\begin{equation}
\frac{1}{d}(w^{s})^{\top}w^{t} = \frac{1}{d}(w^{s})^{\top}w^{t-1} + \frac{1}{d}(w^{s})^{\top}v^{t}
\end{equation}

\begin{equation}
\frac{1}{d}C_{d}(s, t - 1) + \frac{1}{d}(w^{s})^{\top}v^{t}
\end{equation}
Then, using the induction hypothesis and the fact that $\bar{w}^t$ is independent from any $\omega^s$ for any $s < t$:

\begin{align}
\frac{1}{d} \mathbb{E} \left[ (\omega^s)^\top \omega^s \right] &= \frac{1}{d} \sum_{k=0}^{t-1} \mathbb{E} \left[ (\omega^s)^\top \omega^s \right] \alpha^s_k + \frac{1}{d} \mathbb{E} \left[ (\omega^s)^\top \omega^{t-1} \right] \\
&= \sum_{k=0}^{t-1} C_\theta(s, k) \alpha^s_k + C_\theta(s, t - 1) \\
&\xrightarrow{P} \frac{1}{d} (\omega^s)^\top W_{t-1} \left( W_{t-1}^\top W_{t-1} \right)^{-1} W_{t-1}^\top v^t + C_\theta(s, t - 1) \\
&= \frac{1}{d} (P_{W_{t-1}} \omega^s)^\top v^t + C_\theta(s, t - 1) \\
&\xrightarrow{P} \frac{1}{d} (\omega^s)^\top v^t + C_\theta(s, t - 1)
\end{align}

We then check for $s = t$, noticing that

\begin{align}
\frac{1}{d} (\omega^s)^\top w^t &= \frac{1}{d} (w^{t-1} + v^t)^\top (w^{t-1} + v^t) \\
&\xrightarrow{P} C_\theta(t - 1, t - 1) + \frac{1}{d} (v^t)^\top (w^{t-1} + v^t)
\end{align}

\begin{align}
\frac{1}{d} \mathbb{E} \left[ (\omega^t)^\top \omega^t \right] &= \frac{1}{d} \mathbb{E} \left[ \left( \sum_{k=0}^{t-1} \omega^s \alpha^s_k + \omega^{t-1} + \bar{\omega}^t \right)^\top \left( \sum_{k=0}^{t-1} \omega^s \alpha^s_k + \omega^{t-1} + \bar{\omega}^t \right) \right] \\
&= C_\theta(t - 1, t - 1) + \frac{1}{d} (w^{t-1})^\top w^{t-1} + \frac{1}{d} (P_{W_{t-1}} \omega^t)^\top (P_{W_{t-1}} \omega^t) + \frac{1}{d} (P_{W_{t-1}}^\perp v^t)^\top (P_{W_{t-1}}^\perp v^t) \\
&\quad + 2 \frac{1}{d} w_{t-1}^\top v^t \\
&\xrightarrow{P} \frac{1}{d} (w^{t-1} + v^t)^\top (w^{t-1} + v^t)
\end{align}

We thus recover the correct covariance and the statement is proven for $r^t$.

The rest of the proof consists in completing the induction on $u^{t+1}$, in similar fashion to what has been presented for $r^t$, and relaxing the non-degeneracy assumption using an existing argument from [9, 20]. The detail is given in Appendix B.

5. Numerical solution of the equations. In this section, we display the numerical solution of the self-consistent DMFT equations in comparison to numerical simulations. We focus on the special case of teacher-student binary classification performed by a single-layer neural network trained via the multi-pass SGD algorithm described in section 3.1. In this setting, for each sample $x_\mu \sim \mathcal{N}(0_d, I_d)$, $\mu = 1, \ldots, n$, the corresponding label is generated by a
Gaussian teacher vector \( \mathbf{w}^* \in \mathbb{R}^d \), \( \mathbf{w}^*_i \sim \mathcal{N}(0, \frac{1}{\beta}) \) i.i.d., as \( y_{\mu} = \text{sign}(\mathbf{x}_\mu^\top \mathbf{w}^*) \). Introduced in the seminal work [18], the binary teacher-student perceptron is a widely studied prototype model for classification in the statistical physics literature. Recently, the performance of this model at empirical risk minimization has been put on rigorous ground [5]. Here, we adopt it as a working example to show the effectiveness of DMFT equations beyond the infinite-dimensional limit. Indeed, we find a good agreement with simulations even at moderately low system size.

The learning is performed by a single-layer neural network parametrized by the weight vector \( \mathbf{w} \in \mathbb{R}^d \). The empirical risk is given by Eq. (1.2): \( \mathcal{L}(\mathbf{w}) = \sum_{\mu=1}^n l(\mathbf{x}_\mu^\top \mathbf{w}, y_{\mu}) + F(\mathbf{w}) \), with the logistic loss function \( l(r, y) = \log(1 + e^{-ry}) \) and ridge regularization \( F(\mathbf{w}) = \lambda \| \mathbf{w} \|_2^2 / 2 \) of strength \( \lambda \geq 0 \). We consider a random initialization \( \mathbf{w}^0 \) with i.i.d. standard Gaussian components \( \mathbf{w}^*_i \sim \mathcal{N}(0, \frac{1}{\beta}) \), \( \forall i = 1, \ldots, d \). The high-dimensional SGD dynamics illustrated in the first example of section 3, Eq. (3.3), is effectively tracked by the DMFT system in corollary 3.3. While it is possible to integrate directly the DMFT system in corollary 3.3 in the first example of section 3, Eq. (3.3), is effectively tracked by the DMFT system in corollary 3.3 with an analogous strategy as the one presented below, it turns out that it is more efficient to integrate a simpler version, that we derive in Appendix D. The resulting DMFT equations are

\[
\eta^{t+1} = (1 - \gamma \lambda + \Gamma^t)\eta^t - \frac{\gamma}{b} s^t l^t (\eta^t + \eta^* m^t) + \sum_{k=0}^{t-1} R_g(t, k) \eta^k + u^t \in \mathbb{R},
\]

\[
m^t = (1 - \gamma \lambda) m^t - v^t,
\]

\[
R_g(t, s) = -\alpha \gamma \mathbb{E} \left[ s^t \frac{\partial l^t}{\partial \omega^s}(\eta^t + \eta^* m^t) \right] \in \mathbb{R},
\]

\[
\Gamma^t = -\alpha \gamma \mathbb{E} \left[ s^t l^t(\eta^t + \eta^* m^t) \right] \in \mathbb{R},
\]

\[
C_g(t, s) = \alpha \gamma^2 \mathbb{E} \left[ s^t s^t l^t(\eta^* + \eta^* m^* s^t) l^t (\eta^t + \eta^* m^t)^\top \right] \in \mathbb{R},
\]

\[
v^t = \alpha \gamma \mathbb{E} \left[ s^t l^t(\eta^* + \eta^* m^t) \eta^* \right] ,
\]

where \( u^t \) is a Gaussian process in \( \mathbb{R} \) with covariance \( C_g(t, k) \) and the definitions of \( C_g(t, k), R_g(t, k), \Gamma^t \) are the same as those in corollary 3.3. We have also performed a translation of the pre-activation effective variable \( \eta^t \leftarrow \eta^t - \eta^* m^t \), where \( \eta^* \) encodes the effective teacher pre-activation \( \mathbf{X} \mathbf{w}^* \) and \( m^t \) captures the projection of the weight vector onto the teacher \( \mathbf{w}^\top \mathbf{w}^* \). Notice that Eq. (5.1) only involves one effective stochastic process and is therefore simpler to iterate.

The numerics proceeds by iterations, starting by a random guess of the memory and response kernels, as well as the auxiliary functions. The DMFT equations are then integrated numerically at fixed kernels and auxiliary functions. The kernels and functions are in turn updated by averaging over the generated stochastic processes. The numerical implementation of this procedure is available at https://github.com/SPOC-group/Rigorous-dynamical-mean-field-theory.

This numerical procedure has been first presented in [16, 17]. More recently, it has been adapted further to other applications (see, e.g., [37, 27, 31]).

Once the kernels have reached convergence, we can use their final expressions to sample the stochastic processes for the effective weight \( \theta^t \) and pre-activation \( \eta^t + \eta^* m^t \), and use them...
Figure 2. Average cosine similarity with the signal as a function of time for different values of the learning rate $\gamma$ (left panel) and batch size $b$ (right panel). Parameters $\lambda = 1$, $\alpha = 0.9$, $b = 0.2$ on the left, and $\gamma = 0.04$ on the right. Continuous pale lines: solution of the DMFT equations in the high-dimensional limit. Dots: simulations with $d = 1000$. On the left: different colors indicate different learning rates $\gamma$ with $b = 0.2$.

to compute the averages of the quantities of interest, for instance $m^t$ and the weight vector norm $C_\theta(t, t)$. Since we aim at assessing the classification performance, we are interested in the cosine similarity between the weight vector and the signal: $m^t / \sqrt{C_\theta(t, t)}$. Indeed, the generalization error only depends on this quantity [5].

In Fig. 2, we illustrate our theoretical results in comparison to simulations of the synthetic teacher-student dataset described above at finite dimension $d = 1000$. We plot the cosine similarity with the teacher vector as a function of time for different values of the discrete step size $\gamma$ in the left panel and mini-batch size $b$ (fraction of samples in each mini-batch) in the right panel. We observe a perfect agreement between simulations and the theory correctly capturing the effect of the learning rate and of the mini-batch size.

Fig. 3 further illustrates the convergence of the numerical iterations solving the DMFT equations to the fixed point and agreement of this fixed point with the simulations. We observe a very fast convergence.

6. Conclusion. We have proven a set of self-consistent equations characterizing the high-dimensional dynamics of first-order gradient based methods in discrete time, providing a rigorous counterpart to dynamical mean-field theory for a fairly generic family of iterations. We also provide an implementation of solver of the self-consistent equations that works well up to relatively short evolution times. One of the remaining key difficulties is to find stable numerical schemes to solve the DMFT equations at large times, which is a long-standing problem in this literature. Interestingly, DMFT has also been successfully applied in condensed matter physics [29, 19], where very efficient solvers have been implemented. Also, in a wide range of realistic models, the covariance matrix of the data depends on a feature map that may change with time. Our theory currently does not allow the data matrix to have a time-dependent covariance and finding a mapping that solves this problem can be of great practical interest. Finally, from a theoretical perspective, it would be interesting to see if the DMFT equations can be simplified to extract key quantities governing the convergence of descent
Figure 3. Evolution of the magnetization obtained from the DMFT equations as the algorithm iterates (lines). We fix the parameters ratio of number of samples per dimension $\alpha = 3$, regularization $\lambda = 0.5$, the learning rate $\eta = 0.1$, the mini-batch size $b = 1$, the initial magnetization is $0.2$. The stochastic process in the DMFT equations is sampled more than 2500 times for each iteration. We average the new proposal with the kernels with the previous values, keeping 70% of the new kernel and 30% of the old ones. Points: magnetization from SGD simulations on a dataset with dimension $d = 1000$.

algorithms in high-dimension. Such an approach has been recently proposed in [3, 4, 43] for online SGD, where the geometry of the landscape appears through a quantity (the information exponent) related to the higher-order derivatives of the cost function, and summary statistics of the dynamics can be chosen to study specific properties. Extending such results to full or mini-batch algorithms would be a significant step forward to better understand descent methods of practical interest.
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Appendix A. Useful definitions and probability results. Here we reproduce some definitions and useful intermediate lemmas from [7, 20] without proof.

Lemma A.1 (Gaussian matrices under linear constraints). Consider an \( n \times d \) random matrix \( A \) with i.i.d. standard normal elements, and deterministic matrices \( Q \in \mathbb{R}^{d \times k} \), \( M \in \mathbb{R}^{n \times k} \), such that the projectors \( P_M = M (M^\top M)^{-1} M^\top \) and \( P_Q = Q (Q^\top Q)^{-1} Q^\top \) onto the subspaces spanned by the columns of \( Q \) and \( M \) exist. Then the conditional distribution of \( A \) given the random variables \( AQ, A^\top M \) may be written

\[
A |_{AQ,A^\top M} = P_M A + AP_Q - P_M AP_Q + P_M \hat{A} P_Q^\perp
\]

where \( P_M^\perp = I_n - P_M, \ P_Q^\perp = I_d - P_Q \), and \( \hat{A} \) is an independent copy of \( A \).

Lemma A.2 (Gaussian concentration of pseudo-Lipschitz functions). Let \( Z \sim N(0, K \otimes I_N) \) where \( K \in S_q^+ \) has bounded operator norm. Let \( \Phi_N : \mathbb{R}^{N \times q} \to \mathbb{R} \) be a sequence of random functions, independent of \( Z \), such that \( \mathbb{P}(\mathcal{E}_N) \to 1 \) as \( N \to \infty \), where \( \mathcal{E}_N \) is the event that \( \Phi_N \) is pseudo-Lipschitz of (deterministic) order \( k \) with (deterministic) pseudo-Lipschitz constant \( L \). Then \( \Phi_N(Z) \overset{p}{\to} \mathbb{E}[\Phi_N(Z)] \).

Lemma A.3 (Stein’s lemma, matrix version). Let \( (Z_1, Z_2) \in (\mathbb{R}^{N \times q})^2 \) be two \( N(0, K \otimes I_N) \) random vectors, where \( K \in \mathbb{R}^{(2q) \times (2q)} \)

\[
K = \begin{bmatrix} K_{11} & K_{12} \\ K_{12} & K_{22} \end{bmatrix}
\]

Consider an almost everywhere differentiable function \( f : \mathbb{R}^{N \times q} \to \mathbb{R}^{N \times q} \). For any \( Z \in \mathbb{R}^{N \times q} \) we can write:

\[
f \left( \begin{bmatrix} Z_{11}, \ldots, Z_{1q} \\ \vdots \\ Z_{n1}, \ldots, Z_{nq} \end{bmatrix} \right) = \begin{bmatrix} f_1(Z) \\ \vdots \\ f_n(Z) \end{bmatrix} = \begin{bmatrix} f_1^1(Z), \ldots, f_1^q(Z) \\ \vdots \\ f_n^1(Z), \ldots, f_n^q(Z) \end{bmatrix}
\]

Then

\[
\mathbb{E} \left[ (Z_1)^\top f(Z_2) \right] = K_{1,2} \left( \sum_{k=1}^N \mathbb{E} \left[ \frac{\partial f_k(Z_2)}{\partial Z_k} \right] \right)^\top
\]

where \( \frac{\partial f_k(Z_2)}{\partial Z_k} \in \mathbb{R}^{q \times q} \) is the Jacobian containing the partial derivatives of \( f_k \) w.r.t. the line \( Z_k \in \mathbb{R}^q \).

Lemma A.4 (Miscellaneous results on Gaussian random matrices). Consider a sequence of matrices \( A \sim GOE(N) \) and two sequences of non-random matrices, \( U, V \in \mathbb{R}^{N \times q} \) such that the columns of \( U \) and \( V \) verify \( \|U^\top\|_2 = \|V^\top\|_2 = \sqrt{N} \). Under this hypothesis, define the finite quantity \( G = \lim_{N \to \infty} \frac{1}{N} U^\top U \), the limiting Gram matrix of the columns of \( U \). We then have:

a) \( \frac{1}{N} V^\top AU \overset{p}{\to} 0_{q \times q} \) and \( \frac{1}{N} \|V^\top AU\|_F \overset{p}{\to} 0 \).
b) Let \( P \in \mathbb{R}^{N \times N} \) be a sequence of non-random projection matrices such that there exists a constant \( t \) that satisfies, for all \( N \), \( k = \text{rank}(P) \leq t \). Then \( \frac{1}{N} \|PAU\|_F^2 \xrightarrow{P \to \infty} 0 \).

c) There exists a sequence of random matrices \( Z \in \mathbb{R}^{N \times q} \), such that
\[
(A.5) \quad \frac{1}{N} \|AU - Z\|_F^2 \xrightarrow{N \to \infty} 0 \]
where \( Z \sim N(0, G \otimes I_N) \).

d) \( \frac{1}{N}(AU)^	op AU \xrightarrow{N \to \infty} G \).

Note that, in the proof of Theorem 3.2, we consider a random initialization matrix \( v^0 \in \mathbb{R}^{d \times q} \) with i.i.d. subGaussian elements, independent from the elements of \( G \). The proofs of Lemma A.4 can be adapted straightforwardly to the case where \( U, V \) are replaced by matrices independent of \( G \) with i.i.d. subGaussian entries by repeating the argument conditionally on \( U, V \). The conditioning can then be lifted using concentration of inner products of subGaussian random vectors [44]. We include the following lemma for separable functions, which is used in the proof of Theorem 3.2 under assumption (A3.b) and the proof of Corollary 3.3

**Lemma A.5.** Let \( Z_1, ..., Z_q \in \mathbb{R}^N \) be independent random vectors, not necessarily identically distributed, for some constant \( q \) independent on \( N \). Assume that, for any \( 1 \leq j \leq q \), the entries of \( Z_j \) are i.i.d. subGaussian. Then, for any pseudo-Lipschitz function of order \( k \) \( f : \mathbb{R}^q \to \mathbb{R} \),
\[
(A.6) \quad \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N f(Z_1^i, ..., Z_q^i) \xrightarrow{a.s.} \mathbb{E} \left[ f(Z_1^1, ..., Z_q^1) \right]
\]

**Proof.** Since \( f \) is pseudo-Lipschitz of order \( k \), there exists a constant \( L \) such that, for any \( X \in \mathbb{R}^q \)
\[
(A.7) \quad |f(X)| \leq L(1 + \|X\|_2^k).
\]
Thus, for any \( 1 \leq i \leq N \)
\[
(A.8) \quad \mathbb{E} \left[ f(Z_1^i, ..., Z_q^i) \right] \leq L(1 + \mathbb{E} \left[ \|Z_1^i, ..., Z_q^i\|_2^k \right])
\]
\[
(A.9) \quad \leq L(1 + q^{\frac{k}{2} - 1} \sum_{j=1}^q \mathbb{E} \left[ |Z_j^i|^k \right])
\]
where the second line is obtained by applying Hölder’s inequality to the vectors \( (1, ..., 1) \in \mathbb{R}^q, ((Z_1^i)^2, ..., (Z_q^i)^2) \in \mathbb{R}^q \). Since the \( Z_j^i \) are subGaussian, the quantities \( \mathbb{E} \left[ |Z_j^i|^k \right] \) are finite for any \( 1 \leq i \leq N, 1 \leq j \leq q \) and any finite \( k \). We deduce that, for any \( 1 \leq i \leq N \), the scalar random variable \( G^i = f(Z_1^i, ..., Z_q^i) \) has finite mean. Since the \( G^i \) are i.i.d. with finite mean, we may conclude using Kolmogorov’s strong law of large numbers.

**Appendix B. Proof of Theorem 3.2.** This appendix provides the details for the second part of the induction proving Theorem 3.2, the first part of which we presented in section
4.2. At this point we completed the induction step for the variable \( r^t \). Moving to \( v^{t+1} \), we now need to condition on \( \mathcal{G}^t \) but also on \( r^t \) for which we just proved the statement, which amounts to conditioning on the values of \( v^0, X^\top m^0, \ldots, X^\top m^{t-1}, X w^0, \ldots, X w^t \). We denote \( \mathcal{S}_t \) the smallest \( \sigma - \) algebra containing \( \mathcal{G}_t \) and \( \sigma(r^t) \), the \( \sigma \)-algebra generated by \( r^t \). We will then perform orthogonal decompositions on the subspaces spanned by the matrices

\[
M_{t-1} = \begin{bmatrix} m_0 | m_1 | \ldots | m_{t-1} \end{bmatrix}, \quad W_t = \begin{bmatrix} w_0 | w_1 | \ldots | w_{t-1} | w_t \end{bmatrix}
\]

where \( M_{t-1} \in \mathbb{R}^{n \times t_q} \) and \( W_t \in \mathbb{R}^{d \times t_q} \). Using lemma A.1 and the fact that \( h'(\{v^k\}_{k=0}^t), m^t \) are \( \tilde{\mathcal{G}}^t \)-measurable, we obtain

\[
u^{t+1}|\tilde{\mathcal{G}}^t \overset{d}{=} h'(\{v^k\}_{k=0}^t) + X_{|\tilde{\mathcal{G}}^t}^\top m^t \]

\[
d \overset{d}{=} h'(\{v^k\}_{k=0}^t) + \left( X^\top P_{M_{t-1}} + P_{W_t} X^\top P_{M_{t-1}} + P_{\tilde{W}_t} \tilde{X}^\top P_{M_{t-1}} \right) m^t \]

\[
h'(\{v^k\}_{k=0}^t) + X^\top P_{M_{t-1}} m^t + P_{W_t} X^\top P_{M_{t-1}} m^t + P_{\tilde{W}_t} \tilde{X}^\top P_{M_{t-1}} m^t \]

where \( \tilde{X} \) is an independent copy of \( X \). As before, we treat each term separately, starting with \( h'(\{v^k\}_{k=0}^t) \), for which the induction hypothesis gives

\[
\frac{1}{\sqrt{d}} \left\| h'(\{v^k\}_{k=0}^t) - h'(\{v^k\}_{k=0}^t) \right\| \xrightarrow{P} 0, \quad n \to \infty
\]

where the \( \{v^k\}_{k=0}^t \) are defined as in Theorem 3.2. Moving to the second term in Eq.(B.4),

\[
X^\top P_{M_{t-1}} m^t = X^\top M_{t-1} \left( M_{t-1}^\top M_{t-1} \right)^{-1} M_{t-1}^\top m^t
\]

\[
= \begin{bmatrix} v^1 - h^0(w^0) | \ldots | v^t - h^{t-1}(\{v^k\}_{k=0}^{t-1}) \end{bmatrix} \beta^t
\]

\[
= \sum_{k=0}^{t-1} \left( v^{k+1} - h'(\{v^l\}_{l=0}^k) \right) \beta^t_k
\]

where, for any we defined the \( t_q \times q \) matrix containing the projection coefficients of \( m^t \) on the subspace spanned by the columns of \( M_{t-1}^\top \):

\[
\beta^t = \left( M_{t-1}^\top M_{t-1} \right)^{-1} M_{t-1}^\top m^t
\]

and, for any \( 0 \leq k \leq t, \beta^t_k \) denotes the \( k - th \) block of size \( q \times q \) of \( \beta^t \). Using the induction hypothesis and the non-degeneracy assumption, we have the following convergence result for \( \beta^t \)

\[
\beta^t \overset{P}{=} \beta^{t,\#} \in \mathbb{R}^{t_q \times q}
\]
with deterministic $\beta^{t,*}$, in similar fashion to the claim for $\alpha^{t,*}$. Letting $G_t = [g^0(\eta^0)|...|g^{t-1}(\eta^{t-1})]$, we also have the following expression for $\beta^{t,*}$:

$$(B.12) \quad \beta^{t,*} \xrightarrow{P} (G_{t-1}^\top G_{t-1})^{-1}(G_{t-1})^\top g'(\eta^t).$$

A straightforward application of the triangle inequality along with the induction hypothesis then leads to

$$(B.13) \quad \frac{1}{\sqrt{n}} \left\| X^\top P_{M_{t-1}} m^t - \sum_{k=0}^{t-1} \left( \theta^k \Gamma_k + \sum_{l=0}^{k-1} \theta^l R_g(k,l) + u^k \right) \beta_k^t \right\|_F \xrightarrow{P, n,d \to \infty} 0.$$

Moving to the third term in Eq.(4.32), we write

$$(B.14) \quad P_W X^\top P_{M_{t-1}}^\perp m^t = W_{t-1} (W_t^\top W_t)^{-1} W_t^\top X^\top P_{M_{t-1}}^\perp m^t$$

$$(B.15) \quad = W_t (W_t^\top W_t)^{-1} [r^0|...|r^t]^\top P_{M_{t-1}}^\perp m^t.$$

Using a similar argument as in the proof of the induction step for $r^t$, we may use the induction hypothesis and non-degeneracy assumption to write the limiting behaviour of the projector $P_{M_{t-1}}^\perp$ to obtain

$$(B.16) \quad \frac{1}{n} [r^0|...|r^{t-1}]^\top P_{M_{t-1}}^\perp m^t \xrightarrow{P} \frac{1}{d} [\omega^0|...|\omega^t]^\top P_{G_{t-1}}^\perp g'(\eta^t)$$

$$(B.17) \quad = \frac{1}{n} [\omega^0|...|\omega^t]^\top g'(\eta^t) - \frac{1}{d} [\omega^0|...|\omega^t]^\top P_{G_{t-1}} g'(\eta^t)$$

$$(B.18) \quad \xrightarrow{P} \frac{1}{n} \mathbb{E} \left[ (\omega^0|...|\omega^t)^\top g'(\eta^t) \right] - \frac{1}{n} \mathbb{E} \left[ (\omega^0|...|\omega^t)^\top g'(\eta^0|...|g^{t-1}(\eta^{t-1})) \right] \beta^{t,*},$$

where, for any $0 \leq s \leq t$, Stein’s lemma gives

$$(B.19) \quad \frac{1}{n} \mathbb{E} \left[ (\omega^s)^\top m^t \right] = \frac{1}{n} \mathbb{E} \left[ (\omega^s)^\top g'(\eta^s(\omega^0,...,\omega^{t-1},\omega^t)) \right] = \frac{1}{n} \sum_{i=0}^{t} C_g(s,i) \sum_{j=1}^{n} \mathbb{E} \left[ \frac{\partial g_j}{\partial \omega_i^j}(\eta^t) \right],$$

and where, for any $0 \leq i \leq t$ and $0 \leq j \leq n$, $\frac{\partial g_j}{\partial \omega_i^j}(\eta^t)$ denotes the $q \times q$ jacobian matrix containing the partial derivatives of the restriction of $g'(\eta^t(\cdot))$ to the $j$–th line of its output, with respect to the $j$–th line of $\omega^t$. From the definition of $\eta^t$ in Theorem 3.2, the dependence on $\omega^t$ in $\eta^t$ is the identity. We may then write

$$(B.20) \quad \frac{1}{n} \mathbb{E} \left[ \frac{\partial g_j}{\partial \omega_i^j}(\eta^t) \right] = \frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left[ \frac{dg_j}{d\eta^j}(\eta^t) \right] = \Gamma^t$$
We now define \( C_{\theta,t} \) as the \((t+1)q \times (t+1)q\) covariance matrix of the lines of \([\omega^0|...|\omega^{t-1}|\omega^t] \in \mathbb{R}^{n \times (t+1)q}\), and

\[
R_{g,t} = \begin{bmatrix}
\frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left[ \frac{\partial g^t_j}{\partial \eta^t_j} \right] \\
\frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left[ \frac{\partial g^t_j}{\partial \eta^s_j} \right] \\
\frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left[ \frac{\partial g^t_j}{\partial \eta^t_j} \right]
\end{bmatrix} \in \mathbb{R}^{(t+1)q \times q}.
\]

(B.21)

We thus have

\[
\frac{1}{n} \mathbb{E} \left[ [\omega^0|...|\omega^{t-1}]^\top m^t \right] = C_{\theta,t} R_{g,t},
\]

and, for any \(0 \leq s < t\)

\[
\frac{1}{n} \mathbb{E} \left[ [\omega^0|...|\omega^{t-1}]^\top m^s \right] = C_{\theta,t} R_{g,s}
\]

(B.23)

where the zeroes come from the fact that \(\eta^s\) is not an algebraic function of the \(\omega^l\) for \(l > s\) which is, again, coherent with notions of causality. Note that the matrices \(R_{g,s}\) are defined in such a way that, for any \(0 \leq s \leq t\), \(R_{g,s}\) all have the same dimension \(tq \times q\). We thus reach the following equality

\[
\frac{1}{n} \mathbb{E} \left[ [\omega^0|...|\omega^t]^\top m^t \right] - \frac{1}{n} \mathbb{E} \left[ [\omega^0|...|\omega^t]^\top M_{t-1} \right] \beta^{t,*}
\]

(B.24)

\[
= C_{\theta,t} (R_{g,t} - [R_{g,0}|R_{g,1}|...|R_{g,t-1}] \beta^{t,*}).
\]

(B.25)

Also, due to the induction hypothesis

\[
\frac{1}{n} W_t^T W_t \overset{P}{\to} C_{\theta,t}
\]

(B.26)

which leads to

\[
(W_t^T W_t)^{-1} [r^0|...|r^{t-1}]^\top P_{M_{t-1}} m^t \overset{P}{\to} R_{g,t} - [R_{g,0}|R_{g,1}|...|R_{g,t-1}] \beta^{t,*}
\]

(B.27)

and

\[
\frac{1}{\sqrt{d}} \left\| P_W X^T P_{M_{t-1}} m^t - W_t (R_{g,t} - [R_{g,0}|R_{g,1}|...|R_{g,t-1}] \beta^{t,*}) \right\|_F \overset{P}{\to} 0.
\]

(B.28)
We may now use the induction hypothesis to obtain

\[(B.29) \frac{1}{\sqrt{d}} \left\| W_t \left[ R_g,0 | R_g,1 | ... | R_g,t-1 \right] \beta^{t,*} - \sum_{k=0}^{t-1} \left( \theta^k R^k + \sum_{l=0}^{k-1} \theta_l^l R_g(k,l) \right) \beta^t_k \right\|_F \xrightarrow{P_{n,d \to \infty}} 0 \]

and

\[(B.30) \frac{1}{\sqrt{d}} \left\| W_t R_g, t - \sum_{k=0}^{t-1} \theta^k R_g(t,k) - \theta^t \Gamma^t \right\|_F \xrightarrow{P_{n,d \to \infty}} 0 \]

where we remind that, for any \( s < t \), the elements of the last \( q \times q \) block of \( R_g,s \) are all zeroes, and thus \( w_t \) does not appear in the corresponding sums. Finally, we turn to the fourth term in Eq.(B.4). Using the fact that \( \tilde{X} \) is independent of \( \tilde{S}_t \), we may use lemma A.4 to show that

\[(B.31) \frac{1}{\sqrt{d}} \left\| P_{M,t-1} \tilde{X}^\top P_{M,t}^\perp m^t - \tilde{X}^\top P_{M,t-1}^\perp m^t \right\|_F \xrightarrow{P_{n,d \to \infty}} 0, \]

and use the induction hypothesis to show that there exists a \( d \times q \) random matrix \( \tilde{u}^t \) distributed according to \( N(0, C_{m,t}^\perp \otimes I_d) \), such that

\[(B.32) \frac{1}{\sqrt{d}} \left\| \tilde{X}^\top P_{M,t}^\perp m^t - \tilde{u}^t \right\|_F \xrightarrow{P_{n,d \to \infty}} 0 \]

where

\[(B.33) C_{m,t}^\perp = \lim_{n,d \to \infty} \frac{1}{n} \left( P_{M,t-1}^\perp m^t \right)^\top P_{M,t-1}^\perp m^t \]

and \( \tilde{u}^t \) is independent from all other random parameters of the problem. Combining Eq.(B.5),(B.13), (B.29),(B.30) and (B.32) with the triangle inequality, we reach the following asymptotic representation of \( v_{t+1}^t | \tilde{S}_t \)

\[(B.34) \frac{1}{\sqrt{d}} \left\| v_{t+1}^t | \tilde{S}_t - \left( h^t(\omega^t) + \theta^t \Gamma^t + \sum_{k=0}^{t-1} \theta^k R_g(t,k) + \sum_{k=0}^{t-1} u^k \beta^{t,*}_{k} + \tilde{u}^t \right) \right\|_F \xrightarrow{P_{n,d \to \infty}} 0, \]

which matches the equation for the asymptotic representation of \( v_{t+1}^t \) from Theorem 3.2, provided the Gaussian process term has the correct covariance. The statement that, for any sequence of pseudo-Lipschitz functions \( \{ \phi_n \}_{n>0} \)

\[(B.35) \phi_n(v_0, v_1, ..., v_{t+1}) | \tilde{S}_t \xrightarrow{P} \phi_n(v_0, v_1, ..., h^t(\omega^t) + \theta^t \Gamma^t + \sum_{k=0}^{t-1} \theta^k R_g(t,k) + \sum_{k=0}^{t-1} u^k \beta^{t,*}_{k} + \tilde{u}^t), \]

is proven in similar fashion to the corresponding step in the induction step on \( r^t \) using the induction hypothesis, definition of pseudo-Lipschitz function and Eq.(B.34). We now turn
to verifying the covariance profile of the additive Gaussian process term \( \sum_{k=0}^{t-1} u_k^k \beta_k^k + \tilde{u}^t \).

Define
\[
(B.36) \quad u^t = \sum_{k=0}^{t-1} u_k^k \beta_k^k + \tilde{u}^t
\]

To check the \( u^t \) has the correct covariance profile, we evaluate, for any \( s < t \)
\[
(B.37) \quad \frac{1}{d} E \left[ (u^s)^\top u^t \right] = \sum_{k=0}^{t-1} \sum_{k'=0}^{s-1} (\beta_k^k)^\top \frac{1}{d} E \left[ (u_k^k)^\top u_{k'}^k \right] \beta_k^{k'} + \frac{1}{d} E \left[ (\tilde{u}^t)^\top \tilde{u}^t \right]
\]
\[
(B.38) \quad \overset{P}{=} \frac{1}{d} (m^s)^\top M_{t-1} \left( M_{t-1}^\top M_{t-1} \right)^{-1} M_{t-1}^\top m^t
\]
\[
(B.39) \quad \overset{P}{=} \frac{1}{d} (m^s)^\top m^t
\]
\[
(B.40) \quad \overset{P}{=} \frac{1}{d} E \left[ g^s(\eta^s)^\top g^t(\eta^t) \right]
\]

and for \( s = t \)
\[
(B.41) \quad \overset{P}{=} \frac{1}{d} E \left[ g^t(\eta^t)^\top g^t(\eta^t) \right]
\]

which concludes the induction.

**B.1. Relaxing the non-degeneracy assumption.** The non-degeneracy assumption can be relaxed using the same method as in [9, 20]. We can define an auxiliary, randomly perturbed iteration with
\[
(B.46) \quad \hat{v}^{t+1} = \hat{h}^t \left( \left\{ \hat{v}^k \right\}_{k=0}^t \right) + X^\top \hat{g}^t(\hat{r}^t)
\]
\[
(B.47) \quad \hat{r}^t = X \sum_{k=0}^t \hat{v}^k
\]
initialized with the same \( v_0 \) as the original dynamics Eq. (3.1)-(3.2), and where the update functions are defined as
\[
(B.48) \quad \hat{h}^t \left( \left\{ \hat{v}^k \right\}_{k=0}^t \right) = h^t \left( \left\{ v^k \right\}_{k=0}^t \right) + \epsilon Y_h^t
\]
\[
(B.49) \quad \hat{g}^t(\hat{r}^t) = g^t(\hat{r}^t) + \epsilon Y_r^t
\]
where, at each time step, \( Y_h^t \in \mathbb{R}^{d \times q} \) and \( Y_r^t \in \mathbb{R}^{n \times q} \) have i.i.d. standard normal elements and are independent from one another and from all other parameters from the problems. Since \( n, d \) are much larger than \( tq \) by assumption, standard results on Gaussian matrices [44] show that the Gram matrices being inverted in the projectors are almost surely full rank with smallest eigenvalue bounded away from 0 when \( n, d \) go to infinity. We thus have the rigorous system of equations for the perturbed iteration. Using another induction, one can then show that the iterates of the perturbed iterations uniformly converge to the original ones when taking \( \epsilon \) to zero. Similarly, uniform convergence of the asymptotic Gaussian model of the perturbed iteration towards the one of the original iteration can be shown. Taking the limits on both sides concludes the proof. Since the procedure and technical steps are almost identical to those presented in [9, 20], we do not reproduce them here.

**B.2. Proof of Corollary 3.3.** To prove Corollary 3.3, we show that, under assumptions (B1)-(B4), the iteration defined by Eq.(3.3) is covered by Theorem 3.2. Assumptions (A1),(A2) and (A4) are immediately verified under (B1)-(B4). We are left with checking assumption (A3.b). Since \( L, F \) are separable, so are their gradients, whose components are given by \( l', f' \), which are pseudo-Lipschitz of order \( k \) by assumption. We may then identify \( h_t(w_t) = -\gamma f'(w_t) \) and \( g_t(w_t) = -\gamma s_t l'(w_t) \), where \( g_t \) is a pseudo-Lipschitz function of \( s_t, r_t \).

Finally, by definition of the iteration Eq.(3.3), the vector \( s^t \) has i.i.d. subGaussian (actually i.i.d. bounded) entries, resampled independently at each time step.

**Appendix C. Detailed mapping for Nesterov acceleration.** Recall the equations for Nesterov accelerated gradient

\[
\begin{align*}
\text{(C.1)} & \quad y^t = w^t + \tau^t (z^t - w^t) \\
\text{(C.2)} & \quad w^{t+1} = y^t - \gamma^t \left( X^\top \nabla L(X y^t) + \nabla F(y^t) \right) \\
\text{(C.3)} & \quad z^{t+1} = z^t + \mu^t (y^t - z^t) - \alpha^t \left( X^\top \nabla L(X y^t) + \nabla F(y^t) \right)
\end{align*}
\]

Replacing \( y^t \) using its definition leads to

\[
\begin{align*}
w^{t+1} & = w^t + \tau^t (z^t - w^t) - \gamma^t \left( X^\top \nabla L(X (w^t + \tau^t (z^t - w^t))) + \nabla F(w^t + \tau^t (z^t - w^t)) \right) \\
z^{t+1} & = z^t + \mu^t (w^t + \tau^t (z^t - w^t) - z^t) \\
& \quad - \alpha^t \left( X^\top \nabla L(X (w^t + \tau^t (z^t - w^t))) + \nabla F(w^t + \tau^t (z^t - w^t)) \right)
\end{align*}
\]
Define the variables $u^{t+1} = w^{t+1} - w^t \in \mathbb{R}^d$, $\tilde{u}^{t+1} = z^{t+1} - z^t \in \mathbb{R}^d$, $v^t = [u^t | \tilde{u}^t] \in \mathbb{R}^{d \times 2}$, $x^t = [w^t | z^t] = \sum_{k=0}^t v^k \in \mathbb{R}^{d \times 2}$. Using these variables, we may write

$$\tau^t (z^t - w^t) = \sum_{k=0}^t v^k \left[ \frac{-\tau^t}{\tau^t} \right]$$

$$X (w^t + \tau^t (z^t - w^t)) = \left( X \sum_{k=0}^t v^k \right) \left[ \frac{1 - \tau^t}{\tau^t} \right]$$

$$\mu^t (w^t + \tau^t (z^t - w^t) - z^t) = \sum_{k=0}^t v^k \left[ \frac{\mu^t (1 - \tau^t)}{\mu^t (\tau^t - 1)} \right]$$

Defining $r^t = X \sum_{k=0}^t v^k$, we obtain

(C.4) $v^{t+1} = \left( \sum_{k=0}^t v^k \left[ \frac{-\tau^t}{\tau^t} \right] \frac{\mu^t (1 - \tau^t)}{\mu^t (\tau^t - 1)} \right)$

(C.5) $+ \left[ -\gamma^t \nabla F \left( \sum_{k=0}^t v^k \left[ \frac{1 - \tau^t}{\tau^t} \right] \right) \right] - \alpha^t \nabla F \left( \sum_{k=0}^t v^k \left[ \frac{1 - \tau^t}{\tau^t} \right] \right)$

(C.6) $+ X^\top - \gamma^t \nabla L (r^t \left[ \frac{1 - \tau^t}{\tau^t} \right] ) - \alpha^t \nabla L (r^t \left[ \frac{1 - \tau^t}{\tau^t} \right] )$

(C.7) $r^t = X \sum_{k=0}^t v^k$

which fits the form of Eq. (3.1-3.2) by defining

(C.8) $h^t : \mathbb{R}^{d \times 2(t+1)} \rightarrow \mathbb{R}^{d \times 2}$

(C.9) $\left\{ v^k \right\}^t_{k=0} \rightarrow \left[ \sum_{k=0}^t v^k \left[ \frac{-\tau^t}{\tau^t} \right] \frac{\mu^t (1 - \tau^t)}{\mu^t (\tau^t - 1)} \right]$

(C.10) $+ \left[ -\gamma^t \nabla F \left( \sum_{k=0}^t v^k \left[ \frac{1 - \tau^t}{\tau^t} \right] \right) \right] - \alpha^t \nabla F \left( \sum_{k=0}^t v^k \left[ \frac{1 - \tau^t}{\tau^t} \right] \right)$

(C.11) $g^t : \mathbb{R}^{n \times 2} \rightarrow \mathbb{R}^{n \times 2}$

(C.12) $r^t \rightarrow -\gamma^t \nabla L (r^t \left[ \frac{1 - \tau^t}{\tau^t} \right] ) - \alpha^t \nabla L (r^t \left[ \frac{1 - \tau^t}{\tau^t} \right] )$

Appendix D. Details on the numerics. In this appendix, we provide additional details on the numerical solution of the DMFT equations. We start by presenting an efficient simplification of the system of equations in corollary 3.3, that allows to reduce the number of kernels and auxiliary functions that must be computed self-consistently in the numerics. This is the system of the equations that we implement in the code available at
https://github.com/SPOC-group/Rigorous-dynamical-mean-field-theory. We focus on the teacher-student perceptron setting introduced in section 5 and on a multi-pass SGD dynamics with ridge regularisation of strength $\lambda \geq 0$. We derive a closed system of equations for the effective low-dimensional description of a coordinate of the pre-activation term $r^t = Xw^t$, i.e., the relevant variable capturing the learning properties. Consider the dynamics in Eq. (3.3) projected on the direction of a training sample $x_\mu \sim N(0, \frac{1}{a} I)$, $\mu \in \{1, \ldots, n\}$:

\begin{align}
(D.1) \quad r^{t+1}_\mu &= r^t_\mu - \gamma \sum_{\nu=1}^n s^t_\nu l'(x^\top_\nu w^t, y_\nu) x^\top_\nu x_\mu - \gamma \lambda r^t_\mu,
\end{align}

\begin{align}
(D.2) \quad &= (1 - \gamma \lambda) r^t_\mu - \gamma \sum_{\nu(\neq \mu)} s^t_\nu l'(x^\top_\nu w^t, y_\nu) x^\top_\nu x_\mu - \gamma s^t_\mu l'(r^t_\mu, y_\mu) x^\top_\mu x_\mu.
\end{align}

We now consider a reference system where the first direction is parallel to $x_\mu$ (a unit vector in the infinite-dimensional limit); then, Eq. (D.2) describes the dynamics of the weight variable $w_1$. Notice that we have separated the term $-\gamma s^t l'(r^t_\mu, y_\mu)$ from the rest of the sum, to highlight that this term is of order one in the infinite-dimensional limit, at variance with the other terms, and we have used that $x^\top_\mu x_\mu \xrightarrow{d} 1$. We therefore anticipate that the final equation would be formally identical to Eq. (3.34), provided that this extra term is added. We report below the derivation based on the cavity method, in particular in the form introduced in [25]. Alternative derivations can be found in [1, 33]. We proceed by solving the system of equations along all the other directions, orthogonal to $x_\mu$, and then plugging this solution into Eq. (D.2), in order to obtain a self-consistent process for the effective pre-activation $r^{t}_\mu$.

Let us denote by $\bar{w} = (w_2, \ldots, w_d)$ the remaining directions, and similarly $\bar{x} = (x_2, \ldots, x_d)$. Therefore, $r_\nu = \bar{x}^\top_\nu \bar{w} + x_{\nu,1} r_\mu = \bar{x}^\top_\nu \bar{w} + o_d(1), \forall \nu \neq \mu$, since the samples are independent. We can therefore compute the solution for the dynamics of $\bar{w}$ up to linear order in perturbation theory. The zeroth-order term is

\begin{align}
(D.3) \quad \bar{w}^{t+1}_0 &= (1 - \gamma \lambda) \bar{w}^t_0 - \gamma \sum_{\nu(\neq \mu)} s^t_\nu l'(\bar{x}^\top_\nu \bar{w}^0_0) \bar{x}_\nu.
\end{align}

The linear-order perturbation is

\begin{align}
(D.4) \quad \bar{w}^t &= \bar{w}^t_0 + \gamma \sum_{\nu(\neq \mu)} \sum_{t'=0}^{t-1} \frac{\delta \bar{w}^t}{\delta h_\nu^{t'}} x_{\nu,1} r^{t'}_\mu, \quad h_\nu^{t'} := x_{\nu,1} r^{t'}_\mu.
\end{align}

We can finally plug the solution in Eq. (D.4) into Eq. (D.2). We obtain

\begin{align}
(D.5) \quad r^{t+1}_\mu &= (1 - \gamma \lambda) r^t_\mu - \gamma s^t l'(r^t_\mu, y_\mu) - \gamma \sum_{\nu(\neq \mu)} s^t_\nu l'(\bar{x}^\top_\nu \bar{w}^0_0) x_{\nu,1}
\end{align}

\begin{align}
- \gamma \sum_{\nu,\nu' \neq \mu} \sum_{t'=0}^{t-1} \frac{\delta l(\bar{x}^\top_\nu \bar{w}^t_0)}{\delta h_\nu^{t'}} x_{\nu,1} x_{\nu',1} r^{t'}_\mu - \gamma \sum_{\nu(\neq \mu)} s^{t} l''(\bar{x}^\top_\nu \bar{w}^0_0) (x_{\nu,1})^2 r^{t'}_\mu.
\end{align}
We can now compute the infinite-dimensional limit of each term in Eq. (D.5). Since the components of \( x_k \) are independent, the first sum \( -\gamma \sum_{\nu \neq \mu} s_\nu \, l'_\nu (x_\nu) x_{\nu,1} \) reduces to a Gaussian process with zero mean and covariance

\[
\alpha \gamma^2 \mathbb{E} \left[ s_\nu \, s_\mu \, l'_\nu \, (r'_\nu) \, l' \right] = C_g(t, t').
\]

The term \( \nu' = \nu \) dominates the second sum \( -\gamma \sum_{\nu, \nu' \neq \mu} \sum_{t'=0}^{t'-1} \frac{\delta l(\bar{w}_\nu \, l'_{t'})}{\delta h_{t'}} \bigg|_{h_{t'}=0} x_{\nu,1} \, x_{\nu',1} \, r''_{\mu} \) that converges to

\[
-\alpha \gamma \sum_{t=0}^{t-1} \mathbb{E} \left[ s_\nu \, l''_{t'} (r''_{t'}) \right] r''_{\mu} = \Gamma t' r''_{\mu}.
\]

Similarly, the last term concentrates to

\[
-\alpha \gamma \mathbb{E} \left[ s_\nu \, l''_{t'} (r''_{t'}) \right] r'_{\mu} = \Gamma t' r'_{\mu}.
\]

Notice that the generalization performance for the problem under consideration only depends on the cosine similarity between the weight vector and the signal [5]. Therefore, we are interested in computing their scalar product, called magnetization in the statistical physics literature: \( m^t = \lim_{d \to \infty} \mathbb{E} \left[ w^* \, w^t \right] \), that can be obtained by multiplying both sides of the weight update Eq. (3.34) in the main text, where we have renamed \( r \) by \( \eta \), and that we integrate numerically.

Finally, in order to compute the cosine similarity we also need the norm of the weights as a function of time. The norm \( C_g(t, t) = \mathbb{E} \left[ (\theta^t)^2 \right] \) can be computed once the convergence of the kernels has been reached, by generating multiple realizations of the stochastic process for the effective weight \( \theta^t \) in Eq. (3.34) and computing the averages.
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