A novel approach of linguistic intuitionistic cubic hesitant variables and their application in decision making

Muhammad Qiyas¹ · Saleem Abdullah¹ · Muneeza¹

Received: 14 October 2019 / Accepted: 27 March 2020 © The Author(s) 2020

Abstract
In this paper, we proposed the notion of linguistic intuitionistic cubic hesitant variables and defined some aggregation operators to deal with uncertainties in the form of linguistic intuitionistic cubic hesitant variables (LICHVs). LICHVs operators have more flexibility due to the general fuzzy set. We developed a series of aggregation operators, namely linguistic intuitionistic cubic hesitant variable averaging and linguistic intuitionistic cubic hesitant variable geometric aggregation operators. The distinguished feature of the developed operators is discussed. At that point, we used the developed operators to design a model to solve multi-criteria decision making issues with linguistic intuitionistic cubic hesitant variables. Further, the proposed method applied to explosion incident occurred in a chemical factory. We also proved that our developed model is practical and gives the decision makers more mathematical insight during the decision making on their options. Finally, a systematic comparison is conducted with other existent methods to show the advantage of our developed method.
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1 Introduction
Decision making (DM) is an important research topic in daily activities, such as economic, engineering, education, and medical. In the DM method, a problem involves many sources of information, giving the final result via aggregating process. Due to the complexity of management information and decision problems themselves, decision makers may provide their ratings or judgments to some certain grade, but it is possible that they are not so sure about their judgments. Namely, there may exist some hesitancy grade, which is a very important factor to be taken into account when trying to construct really adequate models and solutions of decision problems. Such a kind of hesitancy grade is suitably expressed with Zadeh fuzzy sets (1965), rather than exact numerical values, and applied in many fields (Chen et al. 1992, 2012, 2013; Chen and Tsai 2008; Chen and Huang 2014; Chen and Chen 2014). After that, the notion of intuitionistic fuzzy sets (IFSs) introduced by Atanssove (1986) is the generalized form of Zadeh fuzzy sets (FSs). Each number of an IFS is represented by an ordered pair consisting of positive and negative membership grades, where the sum of both positive membership and negative membership grade is less than or equal to one, and thus can depict the fuzzy character of data more detailed and comprehensively than fuzzy set which is characterized by a positive membership grade only. Several researchers (Chen et al. 2016; Liu et al. 2017, 2018; Liu and Chen 2018) have done quite valuable contribution in the development of IFS and its applications, the result of which is in the form of great success of IFSs in theoretical and technical aspects. Bai and Chen (2008) developed automatically constructing grade membership functions of fuzzy rules for students’ evaluation. Bai and Chen (2008) defined an automatically constructing concept maps based
on fuzzy rules for adapting learning systems. Chen (1996) defined a fuzzy reasoning approach for rule-based systems based on fuzzy logics.

A major part of MCGDM with IFSs is the aggregation of intuitionistic fuzzy information (Shuqi et al. 2009; Zhao et al. 2010; Li 2010; Li and Wu 2010; Li 2011; Nayagam et al. 2011; Zhou et al. 2013; Zhou and Chen 2014; Kou et al. 2016; Liang et al. 2017; Ye 2018; Garg and Kumar 2019). The decision making process under undetermined or firm circumstances and intuitionistic fuzzy numbers (IFNs) are too much convenient to disclose sensitive information of a decision maker over objects. The aggregation of IFNs is an essential step to get a decision problem’s outcome. For this purpose, a number of operators have been introduced recently to aggregate IFNs which are known as intuitionistic fuzzy hybrid aggregation (IFHA) operator, intuitionistic fuzzy hybrid geometric (IFHG) operator, intuitionistic fuzzy ordered weighted averaging (IFOWA) operator, intuitionistic fuzzy ordered weighted geometric (IFOWG) operator, intuitionistic fuzzy weighted averaging (IFWA) operator, and intuitionistic fuzzy weighted geometric (IFWG) operator (Kim and Ahn 1999; Beliakov et al. 2011; Yager et al. 2011; Yang and Yuan 2014; Garg 2017; Gitinavard et al. 2017; Liu and Liu 2017; Rani and Garg 2018; Shakeel 2018).

However, IFS does not explain the uncertainty problems. To overcome this difficulty, Jun et al. (2011) introduced cubic fuzzy set (CFS). This theory made it possible to deal with uncertainty problems. Cubic set theory also explains the satisfied, unsatisfied, and unpredictable information, which were not explained by FS theory and IFS theory (Mahmood et al. 2016; Fahmi et al. 2017, 2018a, b, c, d, e, f; Kaur and Garg 2019; Riaz and Tehrim 2019; Fahmi et al. 2019). Cubic set has more desirable information than FS and IFS (Kaur and Garg 2018a; Kaur and Garg 2018b). It is one of the generalized forms of FS and IFS; just like IFS, every element of a cubic fuzzy set is represented as a structure of an ordered pair, which is characterized by membership of function and function of non-membership. The non-membership is just like the normal fuzzy set, whereas the function of membership is grip in the form of an interval.

Phong and Cuong (2015) and Herrera and Herrera-Viedma (2000) proposed an algorithm for solving the linguistic decision making problems. Next, Xu (2004a) put forward linguistic aggregation operators, like as linguistic geometric average, linguistic weighted geometric average, linguistic ordered weighted geometric average, and linguistic hybrid geometric average operators, for group decision making with linguistic preference relations, and then Xu (2006a) developed a linguistic hybrid average operator for linguistic multi-attribute group decision making. However, linguistic information provided by decision makers may be uncertain due to the uncertainty of decision environment and lack of decision makers’ knowledge. Hence, Xu (2004b) proposed an uncertain linguistic ordered weighted averaging and uncertain linguistic hybrid aggregation operators and applied them to uncertain linguistic group decision making. Further, Xu (2006b) introduced induced uncertain linguistic ordered weighted average operators for uncertain linguistic group decision making problems. Wei (2009) presented an uncertain linguistic hybrid geometric mean operator and applied it to multi-attributes group decision making with uncertain linguistic preference relations. Moreover, some researchers (Park et al. 2011; Wei et al. 2013; Zhang 2015) also proposed an uncertain linguistic Bonferroni mean operator, uncertain linguistic power geometric operators, and uncertain linguistic harmonic mean operators for decision making under uncertain linguistic environments.

However, linguistic hesitant fuzzy set does not explain the uncertainty problems. To overcome this difficulty, Jun and Cui (2018) introduced linguistic cubic hesitant variables. This theory made it possible to deal with uncertainty problems. Linguistic cubic hesitant variable theory also explains the satisfied, unsatisfied, and uncertain information, which were not explained by linguistic intuitionistic fuzzy set theory. Linguistic cubic hesitant variable (LCHV) has more desirable information than linguistic fuzzy set and linguistic intuitionistic fuzzy set (LIFS). Linguistic cubic hesitant variables are the generalizations of linguistic fuzzy sets and linguistic cubic variables; just like LIFS, each element of linguistic cubic variable is represented by an ordered pair, which is characterized by linguistic membership grade and linguistic non-membership grade. The positive membership grade is grip in the form of interval, whereas the negative membership is just like the normal fuzzy set.

Due to the motivation and inspiration of the above discussion in this paper, we have given a new approach of LICHVs through application of cubic set theory. For instance, introduce the concept of linguistic intuitionistic cubic hesitant variable (LICHV). Each element of which consists of a function of linguistic membership and linguistic non-membership. Linguistic membership function is a cubic fuzzy set, and linguistic non-membership function is also a cubic fuzzy set. LICHV is the hybrid set which can contain much more information to express a LCFS and an LIFS simultaneously, for handling the uncertainties in the data.

The highlights of the developed approach are the following:

1. We first time extends the existing concept of LCHVs to the LICHVs, to express interval/uncertain linguistic and hesitant linguistic arguments, respectively.
We proposed the weighted average and geometric aggregation operators for the LICHVs, using the least common multiple number (LCMN) extension method, and defined the linguistic score function for the LICHVs.

We proposed a MCDM algorithm with LICHVs, which is the extension of the existing MCDM algorithm with LCHVs, so as to carry out the MCDM problems with the hybrid information of both interval linguistic arguments and hesitant linguistic arguments, which cannot be handled by the existing ones.

The remainder of the article is as follows: In Sect. 2, we briefly discussed the basic knowledge about the fuzzy set, intuitionistic fuzzy set and their precious properties. In Sect. 3, we present some operational laws for linguistic intuitionistic cubic hesitant variables and their score function. In Sect. 4, we present average and geometric aggregation operators of linguistic intuitionistic cubic hesitant variables. Utilizing the weighted averaging (WA) and weighted geometric (WG) operators, we proposed a model for multi-criteria decision making problem in Sect. 5. In Sect. 6, some discussions are made on the application of the developed method and its comparison with existing approaches and finally presented the conclusion in Sect. 7.

## 2 Preliminaries

In this section, some basic knowledge about the fuzzy set, intuitionistic fuzzy set, linguistic intuitionistic fuzzy variables and their precious properties is discussed.

**Definition 1** Zadeh (1965) Suppose that \( \mathbb{R} \neq \emptyset \) be a set. A fuzzy set \( \mathcal{R} \) in \( \mathbb{R} \) is defined as:

\[
\mathcal{R} = \{(r, \mu_\mathcal{R}(r)) | r \in \mathbb{R}\}, \tag{1}
\]

where \( \mu_\mathcal{R} : \mathbb{R} \rightarrow [0, 1] \) is the membership grade of a fuzzy set \( \mathcal{R} \).

**Definition 2** Atanasav (1986) Suppose that \( \mathbb{R} \neq \emptyset \) be a set. An intuitionistic fuzzy set \( \mathcal{R} \) in \( \mathbb{R} \) is defined as:

\[
\mathcal{R} = \{(r, \mu_\mathcal{R}(r), v_\mathcal{R}(r)| r \in \mathbb{R}\}, \tag{2}
\]

where the functions \( \mu_\mathcal{R}(r) : \mathbb{R} \rightarrow [0, 1] \) and \( v_\mathcal{R}(r) : \mathbb{R} \rightarrow [0, 1] \) denote the positive and negative membership grades of each number \( r \in \mathbb{R} \), respectively, with \( 0 \leq \mu_\mathcal{R}(r) + v_\mathcal{R}(r) \leq 1 \) for all \( r \in \mathbb{R} \).

Furthermore, we have \( \pi_\mathcal{R}(r) = 1 - \mu_\mathcal{R}(r) - v_\mathcal{R}(r) \), called intuitionistic fuzzy index or hesitation margin of \( r \) to \( \mathcal{R} \).

**Definition 3** Jun et al. (2011) A linguistic cubic variable (LCVs) \( \mathcal{R} \) in \( \mathbb{R} \neq \emptyset \) is given as the following:

\[
\mathcal{R} = \{\hat{s}_x, \hat{s}_y\}, \tag{3}
\]

where the first element is an LCV denotes the grade of linguistic membership and the second is a simple linguistic fuzzy number.

## 3 Linguistic intuitionistic cubic hesitant variables and their operational laws

**Definition 4** Herrera and Herrera-Viedma (2000) Let \( \hat{S} = (\hat{s}_0, \hat{s}_1, \ldots, \hat{s}_{i-1}) \) be the finite and absolutely order distinct term set. Then, \( \hat{S} \) is the linguistic term set, where \( \ell \) is the even value, e.g., \( 3, 5, \ldots \), when \( \ell = 5 \), then \( \hat{S} \) can be written as \( \hat{S} = (\hat{s}_0, \hat{s}_1, \hat{s}_2, \hat{s}_3, \hat{s}_4) = \) (poor, slightly poor, fair, slightly good, good).

The following characteristics of the linguistic set \( \hat{S} \) must be satisfied:

1. Ordered: \( \hat{s}_i < \hat{s}_j \iff i < j \);
2. Negation: \( \text{neg} \left( \hat{s}_i \right) = \hat{s}_{\ell-i} \);
3. Maximum: \( (\hat{s}_i, \hat{s}_j) = \hat{s}_i \iff i \geq j \);
4. Minimum: \( (\hat{s}_i, \hat{s}_j) = \hat{s}_j \iff i \leq j \).

The extended form of the discrete term set \( \hat{S} \) is called a continuous linguistic term set and defined as \( \hat{S} = \{\hat{S}_0 | \hat{S}_0 \leq \hat{s}_\psi \leq \hat{s}_\phi, \psi \in [0, \ell]\} \), and if \( \hat{s}_\psi \in \hat{S}^* \), then \( \hat{s}_\psi \) is said to be original term, otherwise virtual term.

**Definition 5** A linguistic cubic variable \( \mathcal{R} \) in \( \mathbb{R} \neq \emptyset \) is given as the following:

\[
\mathcal{R} = \{\hat{s}_x, \hat{s}_y\}, \tag{4}
\]

where \( \hat{s}_x = [\hat{s}_{\mu}, \hat{s}_{\nu}] \) for \( \mu^- \geq \mu^+ \) and \( \hat{s}_{\mu}, \hat{s}_{\nu} \in \hat{S}^* \) is an internal linguistic variable and \( \hat{s}_y = \{\hat{s}_{\lambda_\kappa} | \hat{s}_{\lambda_\kappa} \in \hat{S}^*, \kappa = 1, \ldots, p\} \) is a set of \( p \) possible linguistic variables (i.e., hesitant linguistic variables).

**Definition 6** Let \( \hat{S}^* = \{\hat{S}_0 | \hat{S}_0 \leq \hat{s}_\psi \leq \hat{s}_\phi, \psi \in [0, \ell]\} \), be a continuous linguistic term set (CLTS). Then, a linguistic intuitionistic cubic hesitant variable (LICHV) is defined as follows:

\[
\mathcal{R} = \{\langle \hat{s}_x, \hat{s}_\psi \rangle, \langle \hat{s}_y, \hat{s}_\kappa \rangle \}, \tag{5}
\]

where \( \hat{s}_x = [\hat{s}_{\mu}, \hat{s}_{\nu}] \) and \( \hat{s}_y = [\hat{s}_{\mu}, \hat{s}_{\nu}] \) for \( \mu^- \geq \mu^+, \nu^- \geq \nu^+ \) and \( \hat{s}_{\mu}, \hat{s}_{\nu}, \hat{s}_{\kappa} \in \hat{S}^* \) are the uncertain linguistic numbers and \( \{\hat{s}_\phi, \hat{s}_\psi \} = \{\hat{s}_{\lambda_\kappa} | \hat{s}_{\lambda_\kappa} \in \hat{S}^*, \kappa = 1, \ldots, p\} \) are the set of LVs (i.e., hesitant linguistic variables). If \( \lambda_\kappa \in [\mu^+, \nu^+](\kappa = 1, \ldots, p) \), then \( \mathcal{R} = \{\langle \hat{s}_x, \hat{s}_\psi \rangle, \langle \hat{s}_y, \hat{s}_\kappa \rangle \} \) is an internal LICHVs, and if \( \lambda_\kappa \notin \)
Let we have two LICHVs, \( \mathcal{R}_1 = \{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle \} \) and \( \mathcal{R}_2 = \{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle \} \); the number of LVS in hesitant term may be different. Then, to realize the suitable operations of different LICHVs, we used the least common multiple number (LCMN) extension method, to extend the HLV terms until they both reach the same number of LVS. For this:

Assume that \( \mathcal{R}_1 = \{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle \}, \langle \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}} \rangle, \langle \hat{s}_{\xi_{21}}, \hat{s}_{\xi_{22}}, \ldots, \hat{s}_{\xi_{2p}} \rangle \} \) are the set of LICHVs and LCMN of \( (\hat{r}_{1}, \ldots, \hat{r}_{n}) \) for \( \langle \hat{s}_{\phi}, \hat{s}_{\psi} \rangle \) \( (j = 1, \ldots, n) \) is \( c \). Then, the following extension forms are used to extend them to the same number of linguistic variables:

\[
Q_1^c = \left\{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle, \langle \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}}, \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}} \rangle, \ldots \right\}
\]

\[
Q_2^c = \left\{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle, \langle \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}}, \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}} \rangle, \ldots \right\}
\]

**Definition 7** Let \( \mathcal{R} = \{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle, \langle \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}} \rangle \} \) be a LICHV in the CLTS \( \mathcal{S}^s = \{ \hat{s}_{\phi} | \delta_{\phi} \leq \hat{s}_{\phi} \leq \hat{s}_{\psi}, \psi \in [0, \ell] \} \). Then, the linguistic score function is defined as:

\[
\text{Sc}(\mathcal{R}) = \frac{\delta_{\phi} + \delta_{\psi}}{2} + \sum_{i=1}^{p} \lambda_i \text{ for Sc}(\mathcal{R}) \in [0, \ell].
\]

**Definition 8** Let

\[
\mathcal{R}_1 = \{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle, \langle \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}} \rangle \},
\]

\[
\mathcal{R}_2 = \{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle, \langle \hat{s}_{\xi_{21}}, \hat{s}_{\xi_{22}}, \ldots, \hat{s}_{\xi_{2p}} \rangle \}
\]

and \( \mathcal{R}_1 = \{ \langle \hat{s}_{\mu}, \hat{s}_{\phi} \rangle, \langle \hat{s}_{\nu}, \hat{s}_{\psi} \rangle, \langle \hat{s}_{\xi_{11}}, \hat{s}_{\xi_{12}}, \ldots, \hat{s}_{\xi_{1p}} \rangle \} \) be the two linguistic intuitionistic cubic hesitant variables in the CLTS \( \mathcal{S}^s = \{ \hat{s}_{\phi} | \delta_{\phi} \leq \hat{s}_{\phi} \leq \hat{s}_{\psi}, \psi \in [0, \ell] \} \). Then, their comparison rules on the score values are defined as:

\[
\text{If Sc}(\mathcal{R}_1) > \text{Sc}(\mathcal{R}_2), \text{then } \mathcal{R}_1 > \mathcal{R}_2;
\]

\[
\text{If Sc}(\mathcal{R}_1) < \text{Sc}(\mathcal{R}_2), \text{then } \mathcal{R}_1 < \mathcal{R}_2;
\]

\[
\text{If Sc}(\mathcal{R}_1) = \text{Sc}(\mathcal{R}_2), \text{then } \mathcal{R}_1 = \mathcal{R}_2.
\]
4 Aggregation operators of linguistic intuitionistic cubic hesitant variables

In this section, we developed some weighted averaging and geometric aggregation operators on linguistic intuitionistic cubic hesitant variables and discussed their basic properties.

4.1 Weighted averaging aggregation operator of linguistic intuitionistic cubic hesitant variables

**Definition 10** Let $\mathcal{R}_j = \left\{ \left[ \delta_{\mu_1}^j, \delta_{\mu_2}^j \right] \right\}$, $\left\{ \delta_{\nu_1}^j, \delta_{\nu_2}^j, \ldots, \delta_{\nu_p}^j \right\}$ be the set of LICHVs in the CLTS $\mathcal{S}$, $\mathcal{S} = \{ \delta_\phi | \delta_\phi \leq \delta_\psi, \psi \in [0, \ell] \}$, with the vector $\Theta_j \in [0, 1]$ for $\sum_{j=1}^n \Theta_j = 1$. Then, the corresponding WA operator of the LICHVs is defined as:

$$\text{LICHVWA}(\mathcal{R}_1, \ldots, \mathcal{R}_n) = \sum_{j=1}^n \Theta_j \mathcal{R}_j.$$  

**Theorem 1** Let $\mathcal{R}_j = \left\{ \left[ \delta_{\mu_1}^j, \delta_{\mu_2}^j \right] \right\}$, $\left\{ \delta_{\nu_1}^j, \delta_{\nu_2}^j, \ldots, \delta_{\nu_p}^j \right\}$ be the set of LICHVs in the CLTS $\mathcal{S}$, $\mathcal{S} = \{ \delta_\phi | \delta_\phi \leq \delta_\psi, \psi \in [0, \ell] \}$, with the vector $\Theta_j \in [0, 1]$ for $\sum_{j=1}^n \Theta_j = 1$. Then, the aggregation result of Eq. (7) remains the LICHV, which is obtained by utilizing the following aggregation operation:

$$\text{LICHVWA}(\mathcal{R}_1, \ldots, \mathcal{R}_n) = \sum_{j=1}^n \Theta_j \mathcal{R}_j$$

$$= \left\{ \left[ \frac{\delta_{\mu_1}^j}{\delta_{\mu_2}^j} \prod_{l=1}^i (\frac{\delta_{\nu_l}^j}{\delta_{\nu_{l+1}}^j})^{\Theta_j} \right] \right\}$$

**Proof** (1). Put $n = 2$, in operational law (3) of Definition 9, we obtain

$$\Theta_1 \mathcal{R}_1 = \left\{ \left[ \frac{\delta_{\mu_1}^j}{\delta_{\mu_2}^j} \prod_{l=1}^i (\frac{\delta_{\nu_l}^j}{\delta_{\nu_{l+1}}^j})^{\Theta_j} \right] \right\}$$

$$= \left\{ \left[ \frac{\delta_{\mu_1}^j}{\delta_{\mu_2}^j} \prod_{l=1}^i (\frac{\delta_{\nu_l}^j}{\delta_{\nu_{l+1}}^j})^{\Theta_j} \right] \right\}$$

Using the operational law (1), the weighted aggregation result is obtained as:

$$\text{LICHVWA}(\mathcal{R}_1, \mathcal{R}_2) = \Theta_1 \mathcal{R}_1 \oplus \Theta_2 \mathcal{R}_2$$

$$= \left\{ \left[ \frac{\delta_{\mu_1}^j}{\delta_{\mu_2}^j} \prod_{l=1}^i (\frac{\delta_{\nu_l}^j}{\delta_{\nu_{l+1}}^j})^{\Theta_j} \right] \right\}$$
(2). Put \( n = \kappa \), then the aggregation result of LICHVs based on Eq. (8) can be expressed as

\[
LICHVWA(\mathcal{R}_1, \ldots, \mathcal{R}_n) = \sum_{j=1}^{\kappa} \Theta_j \mathcal{R}_j \oplus \Theta_{\kappa+1} \mathcal{R}_{\kappa+1}
\]

(3). Put \( n = 3 \), then using Eqs. (A) and (B), the aggregation result of the LICHVs is given by

\[
\begin{align*}
LICHVWA(\mathcal{R}_1, \ldots, \mathcal{R}_n) &= \sum_{j=1}^{\kappa} \Theta_j \mathcal{R}_j \oplus \Theta_{\kappa+1} \mathcal{R}_{\kappa+1} \\
&= \left\{ \frac{\delta_{\ell-l} (1-\frac{2}{\kappa}) \delta_{\ell-l} (1-\frac{2}{\kappa}) \cdots \delta_{\ell-l} (1-\frac{2}{\kappa})}{\delta_{\ell-l} (1-\frac{2}{\kappa}) \delta_{\ell-l} (1-\frac{2}{\kappa}) \cdots \delta_{\ell-l} (1-\frac{2}{\kappa})} \right\} \\
&= \left\{ \frac{\delta_{\ell-l} (1-\frac{2}{\kappa}) \delta_{\ell-l} (1-\frac{2}{\kappa}) \cdots \delta_{\ell-l} (1-\frac{2}{\kappa})}{\delta_{\ell-l} (1-\frac{2}{\kappa}) \delta_{\ell-l} (1-\frac{2}{\kappa}) \cdots \delta_{\ell-l} (1-\frac{2}{\kappa})} \right\}
\end{align*}
\]

Hence, Eq. (8) is true for any \( n \). \( \square \)

**Theorem 2** Let \( \mathcal{R}_j = \left\{ \left( \hat{x}_j, \hat{\delta}_j \right), \left( \hat{x}_j, \hat{\delta}_j, \ldots, \hat{\delta}_j \right) \right\} \), where \( \left\{ \hat{x}_j, \hat{\delta}_j, \hat{\delta}_j, \ldots, \hat{\delta}_j \right\} \) be the set of LICHVs in the CLTS \( S^\psi = \{ \tilde{x}_0, \tilde{x}_0, \tilde{x}_0, \tilde{x}_0, \psi \in [0, \ell] \} \). Then, the WA operator of the LICHVWA(\( \mathcal{R}_1, \ldots, \mathcal{R}_n \)) satisfies the following properties:

(1). (Idempotency): If \( \mathcal{R}_j = \mathcal{R} \), then there exist

\[
LICHVWA(\mathcal{R}_1, \ldots, \mathcal{R}_n) = \mathcal{R}_j
\]
Granular Computing

Theorem 3 (Boundedness): If \( \mathcal{R}^+ \) and \( \mathcal{R}^- \) are the maximum and minimum LICHVs, respectively, then,

\[
\mathcal{R}^- \leq \text{LICHVWA}(\mathcal{R}_1, \ldots, \mathcal{R}_n) \leq \mathcal{R}^+ \tag{10}
\]

Proof Since the minimum of LICHVs is \( \mathcal{R}^- \) and the maximum is \( \mathcal{R}^+ \), there exist \( \mathcal{R}^- \leq \mathcal{R}_j \leq \mathcal{R}^+ \). Thus, there are \( \sum_{j=1}^{n} \Theta_j \mathcal{R}^- \leq \sum_{j=1}^{n} \Theta_j \mathcal{R}_j \leq \sum_{j=1}^{n} \Theta_j \mathcal{R}^+ \). Based on the above property (1), there is \( \sum_{j=1}^{n} \Theta_j \mathcal{R}^- = \mathcal{R}^- \) and \( \sum_{j=1}^{n} \Theta_j \mathcal{R}^+ = \mathcal{R}^+ \). Hence, \( \mathcal{R}^- \leq \text{LICHVWA}(\mathcal{R}_1, \ldots, \mathcal{R}_n) \leq \mathcal{R}^+ \).

Theorem 4 (Monotonicity): If \( \mathcal{R}_j \leq \mathcal{R}_j^* \), then there exist \( \mathcal{R}^- \leq \text{LICHVWA}(\mathcal{R}_1, \ldots, \mathcal{R}_n) \leq \mathcal{R}^+ \) \( \mathcal{R}_j^* \).

Proof Since \( \mathcal{R}_j \leq \mathcal{R}_j^* \), for \( j = 1, \ldots, n \), there exists \( \sum_{j=1}^{n} \Theta_j \mathcal{R}_j \leq \sum_{j=1}^{n} \Theta_j \mathcal{R}_j^* \). Hence, \( \text{LICHVWA}(\mathcal{R}_1, \ldots, \mathcal{R}_n) \leq \text{LICHVWA}(\mathcal{R}_1^*, \ldots, \mathcal{R}_n^*) \). proved.

4.2 Weighted geometric aggregation operator of linguistic intuitionistic cubic Hesitant variables

Definition 11 Let \( \mathcal{R}_j = \left\{ \left[ \hat{s}_{kj}^{-}, \hat{s}_{kj}^{+} \right], \left[ \hat{s}_{kj,1}, \hat{s}_{kj,2}, \ldots, \hat{s}_{kj,l} \right] \right\} \) be the set of LICHVs in the CLTS \( \mathcal{S}^c = \{ \hat{s}_0 \leq \hat{s}_j \leq \hat{s}_x, \psi \in [0, \ell] \} \), with the weight vector \( \Theta_j \in [0, 1] \) for \( \sum_{j=1}^{n} \Theta_j = 1 \). Then, the corresponding WG operator of the LICHVs is defined as:

\[
\text{LICHVWG}(\mathcal{R}_1, \ldots, \mathcal{R}_3) = \sum_{j=1}^{n} (\mathcal{R}_j)^{\Theta_j}. \tag{12}
\]

Theorem 5 Let \( \mathcal{R}_j = \left\{ \left[ \hat{s}_{kj}^{-}, \hat{s}_{kj}^{+} \right], \left[ \hat{s}_{kj,1}, \hat{s}_{kj,2}, \ldots, \hat{s}_{kj,l} \right] \right\} \) be the set of LICHVs in the CLTS \( \mathcal{S}^c = \{ \hat{s}_0 \leq \hat{s}_j \leq \hat{s}_x, \psi \in [0, \ell] \} \), with the vector \( \Theta_j \in [0, 1] \) for \( \sum_{j=1}^{n} \Theta_j = 1 \). Then, the aggregation result of Eq. (12), remains the LICHV, which is obtained by utilizing the following aggregation operation:
Theorem 6

Let \( S_{CLTS} \) be the set of all linguistic variables for multi-criteria decision making (MCDM) problem. Suppose that we have \( n \) alternatives \( Q = \{ Q_1, \ldots, Q_n \} \) and \( m \) criteria \( N = \{ N_1, \ldots, N_m \} \) to be evaluated with associated weights that are \( \Theta = (\Theta_1, \ldots, \Theta_m) \). To evaluate the performance of the alternative \( Q_i \) on the basis of criteria \( N_j \), the decision makers provide the information about the alternative \( Q_i \), satisfying the criteria \( N_j \); they may assign an interval linguistic value to \( (\hat{s}_{\phi_i}, \hat{s}_{\psi_i}) \) and a set of several possible linguistic values \( (\hat{s}_{\phi_i}, \hat{s}_{\psi_i}) \), due to their hesitancy and indeterminacy from the presented CLTS \( S^e \). Let \( \hat{s}_0 \leq \hat{s} \leq \hat{s} \), \( \psi \in [0, \ell] \). Then, the WG operator of the LICHVWG(\( R_1, \ldots, R_n \)) satisfies the following properties:

1. (Idempotency): If \( R_j = R \), then there exist \( LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) = \mathbf{R}_j \).

2. (Boundedness): If

\[
\mathbf{R}^+ = \left\{ \left( \max_j \hat{s}_{\phi_i}, \max_j \hat{s}_{\psi_i} \right), \left( \min_j \hat{s}_{\phi_i}, \min_j \hat{s}_{\psi_i} \right) \right\}
\]

and

\[
\mathbf{R}^- = \left\{ \left( \min_j \hat{s}_{\phi_i}, \min_j \hat{s}_{\psi_i} \right), \left( \max_j \hat{s}_{\phi_i}, \max_j \hat{s}_{\psi_i} \right) \right\}
\]

(\( j = 1, \ldots, n \)) are the maximum and minimum LICHVs, respectively, then,

\( \mathbf{R}^- \leq LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) \leq \mathbf{R}^+ \). (15)

3. (Monotonicity): If \( \mathbf{R}_i \leq \mathbf{R}_j \), then there exist \( LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) \leq LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) \).

5 Algorithm of linguistic intuitionistic cubic hesitant variable for multi-criteria decision making problem

In this section, we utilized the weighted averaging and geometric aggregation operators of linguistic intuitionistic cubic variables for multi-criteria decision making MCDM problem. Suppose that we have \( n \) alternatives \( Q = \{ Q_1, \ldots, Q_n \} \) and \( m \) criteria \( N = \{ N_1, \ldots, N_m \} \) to be evaluated with associated weights that are \( \Theta = (\Theta_1, \ldots, \Theta_m) \) and \( \Theta_j \in [0, 1], \sum_{j=1}^{m} \Theta_j = 1 \). To evaluate the performance of the alternative \( Q_i \) on the basis of criteria \( N_j \), the decision makers provide the information about the alternative \( Q_i \), satisfying the criteria \( N_j \); they may assign an interval linguistic value to \( (\hat{s}_{\phi_i}, \hat{s}_{\psi_i}) \) and a set of several possible linguistic values \( (\hat{s}_{\phi_i}, \hat{s}_{\psi_i}) \), due to their hesitancy and indeterminacy from the presented CLTS \( S^e \).

Then, the WG operator of the LICHVWG(\( R_1, \ldots, R_n \)) satisfies the following properties:

1. (Idempotency): If \( R_j = R \), then there exist \( LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) = \mathbf{R}_j \).

2. (Boundedness): If

\[
\mathbf{R}^+ = \left\{ \left( \max_j \hat{s}_{\phi_i}, \max_j \hat{s}_{\psi_i} \right), \left( \min_j \hat{s}_{\phi_i}, \min_j \hat{s}_{\psi_i} \right) \right\}
\]

and

\[
\mathbf{R}^- = \left\{ \left( \min_j \hat{s}_{\phi_i}, \min_j \hat{s}_{\psi_i} \right), \left( \max_j \hat{s}_{\phi_i}, \max_j \hat{s}_{\psi_i} \right) \right\}
\]

(\( j = 1, \ldots, n \)) are the maximum and minimum LICHVs, respectively, then,

\( \mathbf{R}^- \leq LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) \leq \mathbf{R}^+ \). (15)

3. (Monotonicity): If \( \mathbf{R}_i \leq \mathbf{R}_j \), then there exist \( LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) \leq LICHVWG(\mathbf{R}_1, \ldots, \mathbf{R}_n) \).

Proof Since the proof of this theorem is the same as the proof of Theorem 2, it is omitted here. \( \square \)
Table 1 The linguistic intuitionistic cubic hesitant variables decision matrix

\[
\begin{array}{c|c|c|c|c|c|c}
| \text{Q}_1 & \text{Q}_2 & \text{Q}_3 & \text{Q}_4 & \text{Q}_5 & \text{Q}_6 & \text{Q}_7 & \text{Q}_8 & \text{Q}_9 |
|---|---|---|---|---|---|---|---|---|
| (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) | (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) | (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) | (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) | (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) | (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) | (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) | (s_1, s_1, s_1), (s_2, s_2, s_2), (s_3, s_3, s_3) |
\end{array}
\]

Thus, we have the following extended matrix:

\[
M^* = \begin{pmatrix}
\text{Q}_1 & \text{Q}_2 & \cdots & \text{Q}_n \\
\psi_{11} & \psi_{12} & \cdots & \psi_{1n} \\
\psi_{21} & \psi_{22} & \cdots & \psi_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{m1} & \psi_{m2} & \cdots & \psi_{mn}
\end{pmatrix}
\]

Step 2: Using the following operators to calculate the aggregation values of \(\psi_i\) for \(\text{Q}_i\):

\[
\psi_i = LICHYWA(\psi_{i1}, \ldots, \psi_{in}) = \sum_{j=1}^{n} \Theta \psi_{ij}
\]

\[
= \left\{ \left[ \delta \prod (\cdot) \right]^{\frac{1}{\delta}} \left[ \delta \prod (\cdot) \right]^{\frac{1}{\delta}} \right\}^{\frac{1}{\delta}} \left\{ \left[ \delta \prod (\cdot) \right]^{\frac{1}{\delta}} \left[ \delta \prod (\cdot) \right]^{\frac{1}{\delta}} \right\}^{\frac{1}{\delta}}
\]

or

(17)
Step 4: To give ranking to the alternatives, write the score values of the alternatives in the ascending order and choose the biggest one(s).

6 Example

A fire and explosion incident occurred on August 12, 2015, in a chemical factory. In this incident, 75 persons were dead and more than 500 were injured. Due to this incident, of about 4745 million Dollars economy lost. This incident causes huge economic losses, many casualties affected the environment very badly. A number of buildings and vehicles were damaged. The environment of these areas was heavily polluted. To avoid additional losses, emergency response system should be provided. Four things are necessary to arrange the emergency response system.

(1) $N_1$: People affected
(2) $N_2$: Environmental effect
(3) $N_3$: Social impact.

Decision makers apply the LICHVs to evaluate the four alternatives under the three criteria with the weighting vector $w = (0.20, 0.38, 0.42)^T$.

Subsequently, the LICHVs evaluation matrix $\psi = \psi_{ij}$ is obtained as shown in Table 1

**Step 1:** The LCMNs of $(\tilde{r}_{ij}) (i = 1, \ldots, m)$ in $M = \{Q_{ij}\}_{m \times 3}$ can be determined as $c_i = 6$ for $i = 1, \ldots, 4$. Applying the LCMN method, the extended decision matrix can be obtained, as shown in Table 2:

**Step 2:** Using Eq. (8), to obtain the aggregated LICHV $\psi_1$ for $Q_1$ as follows:

$$\psi_1 = \text{LICHVW}(\psi'_{11}, \ldots, \psi'_{14}) = \sum_{j=1}^{4} \Theta_j \psi_{1j}$$

$\psi_1 = \text{LICHVW}(\psi'_{11}, \ldots, \psi'_{14}) = \sum_{j=1}^{4} \Theta_j \psi_{1j}

\begin{align*}
\psi_{11} &= \text{LICHVW}(\psi'_{11}, \ldots, \psi'_{14}) = \sum_{j=1}^{4} \Theta_j \psi_{1j} \\
&= \left( \begin{array}{c}
\tilde{\Psi} (\tilde{a}) = \tilde{\Psi} (\tilde{a}) \\
\tilde{\Psi} (\tilde{a}) = \tilde{\Psi} (\tilde{a}) \\
\tilde{\Psi} (\tilde{a}) = \tilde{\Psi} (\tilde{a}) \\
\tilde{\Psi} (\tilde{a}) = \tilde{\Psi} (\tilde{a})
\end{array} \right)
\end{align*}

**Step 3:** Using Eq. (8), we find the linguistic score value of all the alternatives:

$$Sc(Q_1) = \frac{1}{19.031}, Sc(Q_2) = \frac{1}{8.257}, Sc(Q_3) = \frac{1}{8.395}, Sc(Q_4) = \frac{1}{8.11980}$$

**Step 4:** Based on the linguistic score values, we give ranking to the alternatives, as follows:

$Q_1 > Q_3 > Q_2 > Q_4$
Now, we can use the developed MCDM method based on the WG operator of LICHVs for the example.

Step 1: This step is the same as the previous step 1.

Step 2: Using Eq. (14), to obtain the aggregated LICHV of \( \psi_i \) for \( \Omega_1 \), as follows:

\[
\psi_i = \text{LICHVWG}(\psi_{i1}, \psi_{i2}, \psi_{i3}) = \sum \Theta \psi_{i1}
\]

Step 3: Using Eq. (6), we find the linguistic value of all the alternatives:

\[
\text{Sc}(\Omega_1) = \delta_{1.8856}, \text{Sc}(\Omega_2) = \delta_{1.8788}, \text{Sc}(\Omega_3) = \delta_{1.8343}, \text{Sc}(\Omega_4) = \delta_{1.7884}
\]

Step 4: Based on the linguistic score values, we give ranking to the alternatives, as follows:

\( \Omega_1 > \Omega_3 > \Omega_2 > \Omega_4 \)

Comparative study
In this study, we compared our proposed advance developed aggregation operators to preexisting fuzzy aggregation operators and also the conclusion of our work is stated. Despite the fact that LIF set theory has an incredible effect in different fields, there are some real-world problems, which were not possible by LIFS and even not possible to be solved by IVLIFS. In LICHVs, each element consists of the linguistic membership grade and linguistic non-membership grade. If we consider the developed numerical problem in Section 6, as LICHV is the most advance structure, it is not possible for the existing aggregation operators to solve the data contained in the said problem, which shows the limited approach of the existing approaches. But if we consider any problem under the interval-valued fuzzy information, we can solve it easily by the LICHVs by converting the data from the interval valued to LICHVs, taking the values outside the interval in LICHVs equal to zero.

Now, we compare our approach with that of the Garg and Kumar (2019), Liu et al. (2017), and Lu and Ye (2019). In order to compare our developed method with the other methods above, each linguistic term has one positive and one negative grade. So, if we only consider the positive and negative grades, we neglect the cubic term, and then the LICHVs reduce to LIVIF numbers. We take \( \Theta = (0.3, 0.2, 0.1, 0.4)^T \) as the attribute weight vector to facilitate the comparison. Based on given preferences and the information, we apply the existing approaches on the considered data and then the final score value of the alternatives \( \Omega_i (i = 1, \ldots, 4) \) is given in Table 3. From Table 3, we observe that the best alternative in all approaches is \( \Omega_1 \). However, there are some differences in the remaining alternatives, due to different evaluation. Thus, our proposed method is more better than the other existing methods.

### 7 Conclusion

In this study, we introduced the linguistic intuitionistic cubic hesitant variables, which expressed the hybrid form of interval/uncertain linguistic and hesitant linguistic information. We defined the score function for the comparison of linguistic intuitionistic cubic hesitant variables. Some linguistic intuitionistic cubic hesitant variables operational laws have been developed. Furthermore, we proposed the weighted average and weighted geometric aggregation operators utilizing the concept of LCMN extension method. We also discussed some of its properties like idempotency, boundary, and monotonicity. A multiple criteria decision making approach was developed, based on the WA and WG operators of the LICHVs to solve a MCDM problem under the LICHV information. To show the effectiveness of these operators, a numerical example has been presented which shows that the suggested operators deliver an alternative way to solve decision making problems.
process in a more actual way. Finally, we have provided some comparison with the existing operators to show the validity and effectiveness of the novel methodology.

In future work, we will further develop more aggregation operators under LICHV information, like Dombi aggregation operators, Himachar aggregation operators, Dombi Bonferroni mean operators, and some more. We will also expand TOPSIS, VIKOR, and few other methods under LICHV environment and will apply them to expand a number of strategies to resolve MCGDM problems, risk evaluation, fault diagnosis, and other domains under indeterminate conditions.
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