Demographic stochasticity and extinction in populations with Allee effect

Vicenç Méndez,1 Michael Assaf,2 Axel Masó-Puigdellosas,1 Daniel Campos,1 and Werner Horsthemke3

1Grup de Física Estadística. Departament de Física. Facultat de Ciències. Edifici Cc. Universitat Autònoma de Barcelona, 08193 Bellaterra (Barcelona) Spain
2Racah Institute of Physics, Hebrew University of Jerusalem, Jerusalem 91904, Israel
3Department of Chemistry, Southern Methodist University, Dallas, Texas 75275-0314, USA

(Dated: October 26, 2018)

We study simple stochastic scenarios, based on birth-and-death Markovian processes, that describe populations with Allee effect, to account for the role of demographic stochasticity. In the mean-field deterministic limit we recover well-known deterministic evolution equations widely employed in population ecology. The mean-time to extinction is in general obtained by the Wentzel-Kramers-Brillouin (WKB) approximation for populations with strong and weak Allee effects. An exact solution for the mean time to extinction can be found via a recursive equation for special cases of the stochastic dynamics. We study the conditions for the validity of the WKB solution and analyze the boundary between the weak and strong Allee effect by comparing exact solutions with numerical simulations.

PACS numbers: 05.40.-a, 87.23.Cc, 87.10.Mn

I. INTRODUCTION

The Allee effect describes situations in population ecology where the per capita population growth rate displays a hump-like shape. The growth rate decreases both at low densities as the population density decreases, and at high densities as the population increases. Various mechanisms can cause a declining per capita growth rate for declining population density at low densities. The Allee effect can be due to factors that affect reproduction, such as the difficulty of finding a mate at low population densities or the fact that small breeding groups are less successful in producing and rearing young. It can also be caused by factors that affect survival, such as less efficient defense against predators by small populations or the ability to locate food. The Allee effect is called strong if it results in a negative per capita growth rate once the population size falls below a threshold, leading to deterministic extinction. The Allee effect is called weak if there is no threshold and the per capita growth rate is small but remains positive even at very low population densities. It has been suggested that demographic stochasticity represents a mechanism for the Allee effect, although other authors argue that the fluctuations in a population with a low number of individuals do not lead to a reduced individual fitness and hence cannot be considered as a mechanism of the Allee effect.

In this paper we study an isolated population that undergoes a set of stochastic Markovian birth-and-death processes based on individual interactions or on effective gain-loss processes that account for a shortage of interactions among members of small populations. In this way, we provide two stochastic models, both of which demonstrate the strong as well as the weak Allee effect. In the deterministic mean-field limit our models give rise to rate equations for the population dynamics that are widely employed in the literature.

We focus on determining the mean time to extinction (MTE), the mean time it takes the system to become extinct due to demographic fluctuations, when starting from the vicinity of the deterministic stable state. In the deterministic limit, when demographic fluctuations are ignored, once the system reaches the deterministic stable state it stays there forever. However, since the system is isolated, demographic fluctuations ultimately drive the system to extinction, see, e.g., Refs. [9, 11].

The standard approach for finding the MTE is based on the Fokker-Planck or Kolmogorov approximation to the master equation, where the population size is assumed to be a continuous variable. While it is still being used to deal with environmental and demographic fluctuation in population extinction [12], it has been shown that the Fokker-Planck approximation fails to correctly estimate the MTE for large fluctuations that take the population size far away from the deterministic stable state [13–19].

Recently, an alternative approach to find the MTE, based on the Wentzel-Kramers-Brillouin (WKB) approximation for the master equation, has been developed, which provides accurate results for general birth-and-death processes, see, e.g., Refs. [19, 24]. We employ the WKB approach to find the MTE for both the weak and strong Allee effect. In the special case of single-step birth-and-death processes, see below, one can solve a recursive equation, derived directly from the master equation, to obtain an exact solution for the MTE. Studying these special birth-and-death processes has the significant advantage that we can compare the exact solution with the result from the WKB approximation and assess the range of validity of the latter. To the best of our knowledge, the MTE in the case of the weak Allee effect has not been determined before. We explore how the MTE depends on characteristic parameters of the population and study specifically the boundary region between the weak and strong Allee effect.

The paper is organized as follows. In Sec. I we discuss
two widely used deterministic models for populations with Allee effect. We introduce an individual based birth-
and-death model in Sec. III and determine the MTE for
the weak and strong Allee effect via the WKB approxi-
mation. In Sec. IV we study a model with effective birth-
and-death processes whose transition rates are obtained
by ad-hoc considerations or from empirical data. We
again use the WKB approximation to obtain the MTE
for the weak and strong Allee effect. We present the exact
solution for the MTE via a recursive relation for the spe-
cial case of single-step birth-and-death processes in Sec.
V. This result is used in Sec. VI to establish the range
of validity, and the quality, of the WKB approximation.
Sec. VII is devoted to studying the boundary between
the weak and strong Allee effect, where the linear birth
and linear death rates are equal. We discuss our results
in Sec. VIII.

II. DETERMINISTIC MODELS FOR THE
ALLEE EFFECT

Many works dealing with single-species populations
that display the Allee effects are based on simple phe-
nomenological or empirical, non-spatial, deterministic
models. The essence of these models goes back to the
original work by Odum and Allee [25], where the ob-
erved per capita growth rate was fitted by a suitable
function. A general form for a deterministic model in
continuous time is the following differential equation,

\[ \frac{d\rho(t)}{dt} = f(\rho), \quad (2.1) \]

where \( \rho(t) \) is the average population size (average number
of individuals) at time \( t \), and \( f(\rho) \) is a function specifying
the form of the effective growth rate of the population at
size \( \rho \). Many types of functions \( f(\rho) \) have been proposed
in the literature. A review of different deterministic mod-
els can be found in Ref. [26].

A. Cubic model

The simplest and oldest model goes back to Volterra’s
paper [21], where \( f(\rho) \) is a cubic polynomial function
of \( \rho \). This model assumes that the number of births is pro-
portional to \( \rho^2 \), the number of meetings between males
and females. However, the ratio of the number of births
and the number of meetings is not constant. It is affected
by the population density and assumed to be a linearly
decreasing function of \( \rho \). In addition, the model includes
birth and mortality events that occur at constant per
capita rates. The Volterra model has the following form,

\[ \frac{d\rho(t)}{dt} = -a_1 \rho + (a_2 - a_3 \rho) \rho^2 = -a_1 \rho + a_2 \rho^2 - a_3 \rho^3, \quad (2.2) \]

where \( a_2 \) and \( a_3 \) are positive parameters. The parameter
\( a_1 \) can be either positive or negative, depending on the
difference between the linear birth and mortality rates.
If one defines the two real-valued roots,

\[ k_1 = \frac{1}{2a_3} \left[ a_2 - \sqrt{a_2^2 - 4a_1a_3} \right], \quad (2.3a) \]
\[ k_2 = \frac{1}{2a_3} \left[ a_2 + \sqrt{a_2^2 - 4a_1a_3} \right], \quad (2.3b) \]

with \( a_2^2 > 4a_1a_3 \), then the model is often cast in the form

\[ \frac{d\rho(t)}{dt} = a_1 \rho \left( 1 - \frac{\rho}{k_2} \right) \left( \frac{\rho}{k_1} - 1 \right), \quad (2.4) \]

which emphasizes its similarity to the logistic equation
with a new unstable steady state, \( \rho = k_1 \).

Based on the value of \( a_1 \) there exist two dynamical sce-
narios. If \( a_1 > 0 \), the Volterra model has three steady
states, stable states at \( \rho = 0 \) and \( \rho = k_2 \), and an unsta-
bile state at \( \rho = k_1 \). Here, if the initial population size
is larger than \( k_1 \), the population increases in time and
converges to the stable steady state \( \rho = k_2 \), the car-
ying capacity of the system. If the initial population size
is smaller than \( k_1 \), the population decays to the stable
steady state \( \rho = 0 \) and becomes extinct. This scenario
describes the so-called strong Allee effect. A different dy-
amical scenario occurs when \( a_1 < 0 \). Here \( k_1 \) becomes
negative and the steady state \( \rho = k_1 \) lacks biological
meaning. In this case the Volterra model has only two
steady states, an unstable state at \( \rho = 0 \) and a stable
state at \( \rho = k_2 \). The population growth rate is positive
but smaller than for the logistic equation. This case cor-
responds to the so-called weak Allee effect. In Fig. 1 we
plot the per capita growth rate \( \rho^{-1} d\rho/dt \) as a function of
\( \rho \) to allow a clear visualization and distinction between
these two Allee scenarios.

![FIG. 1. A schematic plot of the capita growth rate for the Volterra model. The growth rate is always positive in the case of the weak Allee effect. It is negative below the critical density \( k_1 \) in the case of the strong Allee effect.](image-url)
B. Logistic model with mating shortage

An alternative way to account for the Allee effect is to add a term involving the frequency of mating encounters in the population to the logistic equation. Several functional forms have been considered [4], and we chose the rectangular hyperbola model for the encounter function, \( P \), corresponding to the probability of not mating is \( \theta \)

\[
P = \frac{\rho}{\rho + \theta}.
\]  

(2.5)

Here \( \theta \) is the population size at which the probability of mating is 1/2. The greater the value of \( \theta \), the harder it is to find a mate at low population densities, giving rise to an Allee effect in the population. The probability of not mating is [4]

\[
P = 1 - \frac{\theta}{\rho + \theta}.
\]  

(2.6)

A term proportional to \( P \) is subtracted from the logistic equation to account for the reduction in offspring due to mating shortage, and thus, the logistic growth with Allee effect can be described by [2, 4, 5]

\[
\frac{d\rho(t)}{dt} = r\rho \left( 1 - \frac{\rho}{K} \right) - \frac{\theta \rho}{\rho + \theta}.
\]  

(2.7)

Here \( r \) is the intrinsic growth rate, \( K \) the carrying capacity, and \( \sigma \) measures the magnitude or severity of the Allee effect. Equation (2.7) has a steady state, \( \rho = 0 \), i.e., extinction, which is stable for \( r < \sigma \) and unstable for \( r > \sigma \), and two other steady states \( \rho_\pm \),

\[
\rho_\pm = \frac{K - \theta}{2} \left[ 1 \pm \sqrt{1 - 4K\theta(\sigma - r)/r(K - \theta)} \right] > 0,
\]

provided that \( K > \theta \). The stability of these states and the sign of the growth rate \( d\rho/dt \) for small \( \rho \) are similar to those of the Volterra equation, giving again rise to the scenarios of the strong and weak Allee effect. In Fig. 2 we summarize the different possible situations depending on the values of the parameters. The region corresponding to the strong Allee effect lies between \( r/\sigma = 1 \) and \( r/\sigma = R^*_0 \), with

\[
R^*_0 = \frac{4K}{(1 + K/\theta)^2}.
\]  

(2.8)

III. STOCHASTIC INDIVIDUAL-BASED MODEL WITH ALLEE EFFECT

To study the effects of internal fluctuations or demographic stochasticity, we consider stochastic individual-based models (IBM) of populations in which birth, death, and competition processes occur. The minimal model which displays both the weak and strong Allee effect consists of two birth processes (linear and binary birth), a ternary competition process, and a linear death process. It can be expressed as a chemical reaction system:

\[
\begin{align*}
\text{X} & \xrightarrow{\lambda} (1 + b) \text{X}, \quad (3.1a) \\
2\text{X} & \xrightarrow{\lambda} (2 + a) \text{X}, \quad (3.1b) \\
\text{X} & \xrightarrow{\beta} \emptyset, \quad (3.1c) \\
3\text{X} & \xrightarrow{\gamma} (3 - c) \text{X}. \quad (3.1d)
\end{align*}
\]

The special cases with \( \lambda = 0 \) or \( \beta = 0 \) were studied recently [28, 29]. In the mean-field limit, those cases correspond to either the logistic equation or the theta-logistic equation, both of which do not show an Allee effect. The first reaction in Eqs. (3.1) is a linear birth process, which occurs at a constant rate \( \mu \), and describes the base-line reproductive success of the population without any cooperative effects. It accounts for the fact that individuals produce \( b \) offspring which reach reproductive age. The second reaction is a binary process and occurs at a constant rate \( \lambda \). It describes cooperative interactions, such as cooperative breeding, cooperative anti-predator behavior, or cooperative foraging, that result in producing \( a \) additional offspring which reach reproductive age. The third reaction is a linear death process, at constant rate \( \gamma \), which accounts for mortality due to natural causes. The last reaction is a ternary competition process, describing the effects of overcrowding, resource depletion, etc., where \( c \) individuals die at rate \( \beta \). Only the values \( c = 1, 2, 3 \) are meaningful.

We make the standard assumption that the reaction scheme [28, 29] defines a Markovian birth-and-death process and write down the master equation, also known as the forward Kolmogorov equation, to describe the temporal evolution of \( \tilde{P}(n, t) \), the probability of having \( n \) individuals.
The mean-field rate equation corresponding to (3.6) is
\[
\frac{dP(n,t)}{dt} = \sum_r \left[ W(n-r,t)P(n-r,t) - W(n,r)P(n,t) \right],
\]
where it is understood that \( P(n < 0, t) = 0 \). Here \( W(n,r) \) are the transition rates between the states with \( n \) and \( n + r \) individuals, where \( r = \{r_1, r_2, r_3, r_4\} = \{a, b, -1, -c\} \) are the transition increments corresponding to the system given by Eqs. (3.1). The transition rates corresponding to each reaction, \( W(n,r) \), are obtained from the reaction kinetics (32):
\[
\begin{align*}
W(n, a) &= \frac{\lambda}{2} n(n-1), \\
W(n, b) &= \mu n, \\
W(n, -1) &= \gamma n, \\
W(n, -c) &= \frac{\beta}{6} n(n-1)(n-2).
\end{align*}
\]

Deterministic mean-field equations for the expected or average population size can be obtained directly from (3.2). Multiplying Eq. (3.2) by \( n \), using transition rates (3.3), and summing over all values of \( n \), we find
\[
\frac{d\rho}{dt} = (\mu - \gamma)\rho + \frac{a\lambda}{2}\rho^2 - \frac{c\beta}{6}\rho^3, \tag{3.4}
\]
where \( \rho \approx \langle n \rangle \) is the mean number of individuals. This deterministic equation strictly holds when the demographic fluctuations vanish, which occurs when the population size goes to infinity. Equation (3.4) can be cast in the form of Eq. (2.4) with the definitions
\[
\begin{align*}
k_1 &= \frac{3}{2c\beta} \left[ a\lambda - \sqrt{a^2 \lambda^2 + 8c\beta(\mu - \gamma)/3} \right], \\
k_2 &= \frac{3}{2c\beta} \left[ a\lambda + \sqrt{a^2 \lambda^2 + 8c\beta(\mu - \gamma)/3} \right],
\end{align*}
\]
where we have used Eq. (2.3). At the deterministic level, the interaction scheme of the IBM gives rise to the Volterra rate equation, Eq. (2.4), which is still used to study Allee effects.

For the sake of simplicity we focus in the following on the simplest version of this IBM, namely \( a = b = c = 1 \). The set of interactions (3.1) becomes
\[
\begin{align*}
X &\overset{\delta}{\rightarrow} 2X, \\
2X &\overset{\lambda}{\rightarrow} 3X, \\
X &\overset{\gamma}{\rightarrow} \phi, \\
3X &\overset{\beta}{\rightarrow} 2X.
\end{align*}
\]
The mean-field rate equation corresponding to (3.5) is
\[
\frac{d\rho}{dt} = (\mu - \gamma)\rho + \frac{\lambda}{2}\rho^2 - \frac{\beta}{6}\rho^3. \tag{3.7}
\]
For this set of reactions, the master equation can be obtained by substituting (3.3) with \( a = b = c = 1 \) into (3.2), which yields
\[
\frac{dP(n,t)}{dt} = (n-1) \left[ \frac{\lambda}{2} (n-2) + \mu \right] P(n-1,t) \]
\[
+ (n+1) \left[ \frac{\beta}{6} (n(n-1)+\gamma) \right] P(n+1,t) \\
- n \left[ \frac{\lambda}{2} (n+1) + \mu + \frac{\beta}{6} (n(n-1)-(n-2)+\gamma) \right] P(n,t).
\]
Master equation (3.8) includes only single-step processes where the transitions take place between the states \( n \) and \( n \pm 1 \). Defining the new dimensionless quantities in terms of the reaction rates
\[
N = \frac{3\lambda}{2\beta}, \quad \delta^2 = 1 + \frac{8\beta(\mu - \gamma)}{3\lambda^2}, \quad R_0 = \frac{\mu}{\gamma}, \tag{3.9}
\]
we can write the steady states of Eq. (3.7) simply as
\[
\begin{align*}
n_e &= 0, \\
n^*_e &= N(1 - \delta), \\
n^*_s &= N(1 + \delta).
\end{align*}
\]
Here the superscripts \( u \) and \( s \) stand for unstable and stable, respectively, while the stability of the state \( n_e = 0 \) depends on whether the Allee effect is weak or strong, see below. Note that \( N \) defines the scale of the typical population size prior to extinction. The identities (3.9) establish a relation between the microscopic (\( \lambda, \mu, \gamma, \) and \( \beta \)) and macroscopic (\( N, \delta, R_0 \)) parameters, which can be obtained from field observations. If we compare Eqs. (3.7) and (3.2), we realize that the IBM displays both types of Allee effects:

Weak Allee: \( \mu > \gamma \) or \( R_0 > 1 \), \tag{3.11a}

Strong Allee: \( \mu < \gamma \) or \( R_0 < 1 \). \tag{3.11b}

Note that for \( R_0 > 1 \) (\( R_0 < 1 \)) we have \( \delta > 1 \) (\( \delta < 1 \)), where for the strong Allee effect, we must also demand that \( \delta > 0 \), see below. Also note that, while in the regime of the strong Allee effect, the stable state \( n_e = 0 \) is stable, for weak Allee effect, \( \delta > 1 \), the fixed point \( N(1 - \delta) \) lacks biological meaning, and the steady state \( n_e = 0 \) is unstable.

We now consider both scenarios of weak and strong Allee effect and calculate the MTE when \( \delta \neq 1 \) and \( R_0 \neq 1 \). To determine the MTE we employ the WKB approach. While the general procedure is the same for both scenarios, some steps of the derivation of the MTE are different for each case. We summarize here the main aspects of the derivation. Further details can be found in Refs. [10, 23, 24]. The WKB approach provides an accurate result for the MTE when \( N \) is sufficiently large. Since the stable fixed point \( n^*_e \) scales with \( N \), see Eq. (3.10), we assume henceforth that \( N \gg 1 \), while \( \delta \) is
assumed to be $O(1)$. This scaling is fulfilled by choosing a scaling of the parameters, such that $\mu = O(1)$, $\gamma = O(1)$, $\lambda = O(N^{-1})$, and $\beta = O(N^{-2})$, which is naturally imposed by the overall orders of the various reaction steps.

We begin by rescaling time $t \rightarrow \gamma t$ and introducing the rescaled population number density $q = n/N$, where $N$ is given in (3.9). We now follow the general formalism outlined in Refs. [19, 23, 24], and write the transition rates, for $N \gg 1$, as

$$W(Nq, r_i) = Nw_{r_i}(q) + ur_i(q) + O(N^{-1}), \quad (3.12)$$

for $i = 1, 2, 3, 4$. Making use of Eq. (3.3) with $a = b = c = 1$ and Eq. (3.9), we have

$$w_{r_1} = \frac{2(R_0 - 1)}{\delta^2 - 1} q^2, \quad (3.13a)$$

$$u_{r_1} = \frac{2(R_0 - 1)}{\delta^2 - 1} q, \quad (3.13b)$$

$$w_{r_2} = R_0q, \quad (3.13c)$$

$$u_{r_2} = 0, \quad (3.13d)$$

$$w_{r_3} = q, \quad (3.13e)$$

$$u_{r_3} = 0, \quad (3.13f)$$

$$w_{r_4} = \frac{R_0 - 1}{\delta^2 - 1} q^3, \quad (3.13g)$$

$$u_{r_4} = -3\frac{R_0 - 1}{\delta^2 - 1} q^2. \quad (3.13h)$$

Using these rates, we can define the leading-order total single-step birth and death rates,

$$w_+ = w_{r_1} + w_{r_2} = \frac{2(R_0 - 1)}{\delta^2 - 1} q^2 + R_0q, \quad (3.14a)$$

$$w_-(q) = w_{r_3} + w_{r_4} = \frac{R_0 - 1}{\delta^2 - 1} q^3 + q, \quad (3.14b)$$

while the subleading-order corrections become

$$u_+ = u_{r_1} + u_{r_2} = -\frac{2(R_0 - 1)}{\delta^2 - 1} q, \quad (3.15a)$$

$$u_-(q) = w_{r_3} + w_{r_4} = -3\frac{R_0 - 1}{\delta^2 - 1} q^2. \quad (3.15b)$$

A necessary condition for extinction is that $w_+(0) = u_+(0) = 0$, indicating that the extinction state is an absorbing state. This occurs in this model regardless of the parameter values, and thus, demographic fluctuations always drive the population experiencing Allee effects to extinction with a finite MTE.

### A. MTE for the case of the weak Allee effect

In the case of the weak Allee effect, $\delta > 1$, and the deterministic model (3.8) or (3.9) has only two positive steady states: $n_e = 0$ and $n^*_e = N(1 + \delta)$. The former is unstable and the latter is stable. In the presence of fluctuations, however, the stable steady state is only metastable. Extinction inevitably occurs after a finite time due to the presence of an absorbing state at $n = 0$. Nevertheless, the MTE is expected to be exponentially large for $N \gg 1$ [19, 21, 24], see below. Here the path to extinction follows a special instanton-like trajectory connecting the stable and unstable steady states [19, 20]. In order to calculate the MTE, we assume that the system has already converged to the long-lived metastable state $n^*_e$. As a result, the time-dependent probability distribution of population sizes can be approximately written as $P(n, t) \approx \pi(n)e^{-t/\tau}$, where $\pi(n)$ is the quasi-stationary distribution (QSD) that describes the shape of the metastable state, while $\tau$ is the MTE [19, 21, 24]. By employing the WKB approximation for the QSD, it has been shown in Refs. [19, 24] that for generic single-step processes the MTE is given by

$$\tau = \frac{\sqrt{2\pi R_0 w_+(q^*)}}{\gamma(R_0 - 1)\sqrt{w_+(q^*)q_*}c_0} e^{N\Delta S + \Delta \phi}, \quad (3.16)$$

with

$$\Delta S = \int_0^{q^*} \ln \frac{w_+(q)}{w_-(q)} dq, \quad (3.17)$$

$$\Delta \phi = \int_0^{q^*} \ln \frac{u_+(q) - u_-(q)}{w_+(q) - w_-(q)} dq, \quad (3.18)$$

$$Q_s = w'_-(q^*)w_+(q^*) - w'_+(q^*)w_-(q^*). \quad (3.19)$$

Here $q^*_e = n^*_e/N$, and the prime denotes differentiation with respect to $q$. The result is valid as long as $N \gg 1$. With $q^*_e = 1 + \delta$, and the specific birth and death rates given by Eqs. (3.14) and (3.15), we finally obtain

$$\tau = \frac{1}{\gamma} \sqrt{\frac{\pi(\delta - 1)}{N\delta(\delta + 1)}} \left( \frac{R_0}{R_0 - 1} \right)^{3/2} e^{N\Delta S}, \quad (3.20)$$

where

$$\Delta S = \frac{R_0}{2(R_0 - 1)} \ln \left[ \frac{R_0(\delta + 1) - 2}{R_0(\delta - 1)} \right] + 1 + \delta$$

$$- 2 \sqrt{\frac{\delta^2 - 1}{R_0 - 1}} \arctan \left[ \sqrt{\frac{(R_0 - 1)(1 + \delta)}{\delta - 1}} \right]. \quad (3.21)$$

### B. MTE for the case of the strong Allee effect

In the case of the strong Allee effect, $\delta < 1$, and there are three steady states, namely $q^*_e = n^*_e/N = 1 + \delta$ and $q_0 = 0$, which are stable, and $q_e = n_e^*/N = 1 - \delta$, which is unstable. The path to extinction follows an instanton connecting $q^*_e$ to $q_e$, from which the system deterministically flows to the extinction state [19, 20]. Again, by employing the WKB approximation for the QSD, it has been shown in this case that the MTE is given by [19, 23, 24]

$$\tau = \frac{2\pi}{\gamma} \sqrt{\frac{w_+(q^*_e)w_+(q^*_e)}{Q_sQ_0}} e^{N\Delta S + \Delta \phi}, \quad (3.22)$$
where

\[ \Delta S = \int_{q_*}^{q_c} \ln \left[ \frac{w_+(q)}{w_-(q)} \right] dq, \quad (3.23) \]

\[ \Delta \phi = \int_{q_*}^{q_c} \left[ \frac{u_+(q)}{w_+(q)} - \frac{u_-(q)}{w_-(q)} \right] dq, \quad (3.24) \]

\[ Q_u = w'_-(q_c^u)w_+(q_c^u) - w'_+(q_c^u)w_-(q_c^u). \quad (3.25) \]

and \( Q_s \) is given by Eq. (3.19).

With \( q_c^u = 1 - \delta \), \( q_c^s = 1 + \delta \), and the specific birth and death rates given by (3.14) and (3.15), Eq. (3.22) yields

\[ \tau_s = \frac{\pi(1 - \delta)}{\gamma \delta (1 - R_0)} e^{N \Delta S}, \quad (3.26) \]

where

\[ \Delta S = 2\delta - 2 \sqrt{1 - \frac{\delta^2}{1 - R_0}} \arctan \left( \frac{2\delta}{2 - R_0} \sqrt{1 - \frac{\delta^2}{1 - R_0}} \right) \]

\[ + \frac{R_0 (1 - \delta^2)}{2(1 - R_0)} \ln \left\{ \frac{(1 + \delta)[2 - R_0(1 + \delta)]}{(1 - \delta)[2 - R_0(1 - \delta)]} \right\}. \quad (3.27) \]

This result is well defined as long as \( \delta < 1 \) and \( R_0 < 1 \).

In addition, since \( \delta^2 \) must be positive, Eq. (3.9) implies that the rates must satisfy

\[ \gamma < \mu + \frac{3A^2}{8\beta}. \quad (3.28) \]

Note that if condition (3.28) is not fulfilled, rate equation (3.3) does not display any Allee effect and has only one steady state: the extinction state. In that case, extinction occurs deterministically. In consequence, Eq. (3.28) is the condition for fluctuation-driven extinction.

IV. STOCHASTIC MODEL WITH MATING SHORTAGE

Instead of an individual-based model we consider now an effective birth-death process where the rates are density-dependent. The dependence of the rates on the number of individuals has been proposed ad-hoc [33–41] or by fitting them to empirical data [4]. The model can be described by the following birth and death processes,

\[ X W_+(n) X + 1, \quad (4.1a) \]

\[ X W_-(n) X - 1, \quad (4.1b) \]

where

\[ W_+(n) = W(n, +1) = rn, \quad (4.2a) \]

\[ W_-(n) = W(n, -1) = \frac{rn^2}{K} + \frac{\sigma \theta n}{\theta + n}. \quad (4.2b) \]

The birth rate corresponds to linear Malthusian growth and the death rate takes into account competition for resources, through the carrying capacity \( K \), and the Allee term \( \sigma \theta n/(\theta + n) \) corresponding to the probability of not mating [4], see Eq. (2.6) and the discussion below it.

We have added the Allee term to the death rate, since it acts like an effective mortality in the deterministic equation (2.7). An alternative would be to subtract it from the birth rate,

\[ W_+(n) = W(n, +1) = rn - \frac{\sigma \theta n}{\theta + n}. \quad (4.3a) \]

\[ W_-(n) = W(n, -1) = \frac{rn^2}{K}. \quad (4.3b) \]

The transition rate \( W_+(n) \) must be nonnegative for \( n = 0, 1, 2, \ldots \), which requires that

\[ r - \frac{\sigma \theta}{\theta + n} \geq 0 \quad \text{for } n = 1, 2, \ldots. \quad (4.4) \]

Since the difference is minimal at \( n = 1 \), and since \( \theta = O(N) \gg 1 \), condition (4.4) is fulfilled if

\[ \frac{r}{\sigma} \geq \frac{\theta}{\theta + 1} \approx 1. \quad (4.5) \]

This implies that the model (4.3) does not have a strong Allee effect, which occurs for \( r/\sigma < 1 \), see Fig. 2. For this reason, we use model (4.2), which displays both the weak and the strong Allee effect.

The deterministic mean-field equation for both models satisfies \( d\rho/dt = W_+(\rho) - W_-(\rho) \) and coincides with Eq. (2.7). As a result, the nonzero deterministic stable and unstable states are \( n_c^u = N(1 + \delta) \) and \( n_c^s = N(1 - \delta) \), respectively, where

\[ \delta^2 = 1 - \frac{4s}{(s - 1)^2} \left( \frac{1}{R_0} - 1 \right) \quad (4.6) \]

and

\[ R_0 = \frac{r}{\sigma}, \quad N = \frac{K - \theta}{2} > 0, \quad s = \frac{K}{\theta} > 1. \quad (4.7) \]

A. MTE for the weak and strong Allee effect

We now repeat the calculations performed in Sec. III for the effective model, and calculate the MTE for both cases of weak and strong Allee effect. Rescaling time by \( t \rightarrow t/\sigma \), introducing the number density \( q = n/N \), and defining \( w_+(q) = W_+(n)/N \), the birth and death rates (4.2) become

\[ w_+(q) = R_0 q, \quad (4.8a) \]

\[ w_-(q) = R_0 \left( \frac{s - 1}{2s} \right) q^2 + \frac{q}{1 + q \left( \frac{K}{\theta} - 1 \right)}. \quad (4.8b) \]

Since our model (4.1) again includes only single-step processes, the MTEs are given by Eqs. (3.10) and (3.22) in
the cases of weak and strong Allee effect, respectively. In the case of weak Allee effect we make use of Eqs. [4.16] – [3.19], where \( q_r^* = 1 + \delta \) and \( r \) and \( \sigma \) take the place of \( \mu \) and \( \gamma \), respectively. Therefore, the MTE for \( R_0 > 1 \) is

\[
\tau_W = \frac{2}{(r - \sigma)(1 + \delta)(K - \theta)} \sqrt{\frac{\pi \sigma K}{r \delta}} \left( \frac{K + \theta}{K - \theta} + \delta \right) e^{N \delta S}, \tag{4.9}
\]

where \( \delta \) is given by [4.3] and \( \Delta S = \int_{1-\delta}^{1+\delta} \ln(w_+/w_-) \, dq \).

In the case of strong Allee effect the MTE is given by Eqs. [3.22] – [3.25], where \( q_r^* = 1 - \delta \) and \( q_r^* = 1 + \delta \). As a result, the MTE for \( R_0 < R_0^* < 1 \) is

\[
\tau_S = \frac{2\pi r K}{\delta(1 + \delta)(K - \theta)} \left( \frac{K + \theta}{K - \theta} + \delta \right) e^{N \delta S}, \tag{4.10}
\]

where \( \Delta S = \int_{1-\delta}^{1+\delta} \ln(w_+/w_-) \, dq \). For \( R_0 < R_0^* \), extinction is deterministic, see Fig. 2. Note that \( \Delta S \) in both Eqs. [4.9] and [4.10] can be calculated analytically in terms of elementary functions. However, the expressions are highly cumbersome and are therefore not displayed.

V. EXACT SOLUTION FOR THE MTE

The MTE for general multi-step Markovian birth-and-death processes can be found only via approximation methods such as the WKB approach [19, 24]. This is the case for the general IBM [5.1]. However, the simplest version of that model, namely [3.3] studied here, and the effective birth–death process [1.2], correspond to single-step Markovian birth-and-death processes. For this class of processes, the MTE can be found analytically by solving a recursive equation. This feature allows to assess the range of validity and the quality of the WKB approximation. It also allows us to study the effects of demographic stochasticity in populations with Allee effect where the WKB approach cannot be used, namely when the linear birth and death rates, \( \mu \) and \( \gamma \), are too close to each other as shown below.

The master equation for the probabilities \( P(n, t) \) for both models, [3.6] and [1.2], can be written in the form

\[
\frac{dP(n, t)}{dt} = w_+(n-1)P(n-1, t) + w_-(n+1)P(n+1, t) - [w_+(n) + w_-(n)] P(n, t), \tag{5.1}
\]

where \( w_+(n) \) and \( w_-(n) \) are the density-dependent transition rates for the birth and death processes. Since this master equation corresponds to a single-step process, the MTE, \( \tau(m) \), starting at a state with \( m \) individuals obeys the following recursive equation [30]

\[
w_+(m)\tau(m+1) + w_-(m)\tau(m-1) - [w_+(m) + w_-(m)] \tau(m) = -1. \tag{5.2}
\]

We solve this recursive equation for both cases of the weak and strong Allee effect, assuming that the initial number of individuals \( m \) is in the close vicinity of the stable deterministic steady state. Since Eq. [5.2] is a second-order difference equation, it is supplemented by two boundary conditions: (i) an absorbing boundary at \( m = 0 \), i.e., \( \tau(0) = 0 \), and (ii) a reflecting boundary at \( m = \infty \), i.e., \( \tau'(\infty) = 0 \) [30].

We briefly outline the solution of Eq. [5.2], see details in Ref. [30]. With the definition

\[
\alpha(k) = \tau(k) - \tau(k - 1), \quad k = 1, 2, 3, \ldots, \tag{5.3}
\]

Eq. [5.2] turns into a first-order difference equation for \( \alpha(k) \),

\[
\alpha(k + 1) - \frac{w_-(k)}{w_+(k)} \alpha(k) = -\frac{1}{w_+(k)}, \tag{5.4}
\]

Further, by defining \( p(k+1) = w_-(k)/w_+(k) \) and dividing Eq. [5.4] by \( \prod_{j=1}^{k} p(j) \), we can write Eq. [5.4] as

\[
A(k+1) = A(k) - \varphi(k), \tag{5.5}
\]

where

\[
A(k) = \frac{\alpha(k)}{\prod_{j=1}^{k} p(j)}, \quad \varphi(k) = \frac{1}{w_-(k)} \prod_{j=1}^{k} w_+(j-1) w_-(j-1). \tag{5.6}
\]

The solution of Eq. [5.5] is straightforward and can be written as

\[
A(k) = A_1 - \sum_{i=1}^{k-1} \varphi(i), \tag{5.7}
\]

where \( A_1 \) is a constant that is determined from the boundary conditions. Since \( \tau'(\infty) = 0 \), we have \( \alpha'(\infty) = A(\infty) = 0 \) and find \( A_1 = \sum_{i=1}^{\infty} \varphi(i) \). As a result, Eq. [5.7] reads

\[
A(k) = \sum_{i=1}^{\infty} \varphi(i). \tag{5.8}
\]

Finally, since the solution of Eq. [5.3] satisfies \( \tau(m) = \sum_{k=1}^{m} \alpha(k) \), by using Eqs. [5.6] and [5.8], we find after some algebra

\[
\tau(m) = \sum_{k=1}^{m} \left\{ \frac{1}{w_-(k)} + \sum_{i=k+1}^{\infty} \frac{1}{w_-(i)} \prod_{j=0}^{i-1} w_+(j+k-1) \right\}. \tag{5.9}
\]

We remind the reader that in order to compare this result with the WKB approximation, the initial number of individuals \( m \) has to be in the close vicinity of the stable fixed point. For simplicity we chose \( m = \lfloor N(1 + \delta) \rfloor \), where \( \lfloor x \rfloor \) is the greatest integer \( \leq x \).

In Fig. 3 we plot the MTE obtained for the IBM model for the cases of the weak and the strong Allee effect, given by Eqs. [3.20] and [3.20], respectively, for different value of the competition rate \( \beta \). As expected, the MTE
decreases as $\beta$ increases, since this causes an effective decrease in the typical system size $N$, see Eq. (3.9). One can see that the WKB approximation for the MTEs in both cases of weak and strong Allee effect excellently agrees with the exact result (5.9).

In Fig. 3 we plot the MTE for both the IBM and the phenomenological model as function of the basic reproductive ratio $R_0$. As expected, the MTE increases with $R_0$. While for $R_0 \neq 1$ (and not too close to 1), the WKB solutions excellently agree with the exact results for the MTE in both models, as $R_0$ approaches 1, the WKB solutions break down, see below.

VI. VALIDITY OF THE WKB SOLUTIONS

The WKB approximation presented in the previous sections is valid as long as the typical population size decreases as $\beta$ increases, since this causes an effective decrease in the typical system size $N$, see Eq. (3.9). One can see that the WKB approximation for the MTEs in both cases of weak and strong Allee effect excellently agrees with the exact result (5.9).

Fig. 3. The logarithm of the MTE for the IBM is plotted as a function $\beta$, with $\lambda = \gamma = 1$. The weak Allee effect results correspond to $\mu = 1.5$, such that $R_0 = 1.5$, whereas the strong Allee effect results correspond to $\mu = 0.3$, such that $R_0 = 0.3$. The solid lines are the WKB solutions given by Eqs. (3.20) and (3.21), and by Eqs. (3.26) and (3.27), in the cases of the weak and strong Allee effect, respectively. Symbols denote the exact solution (5.9).

In Ref. [19] it was shown that the matching between the WKB and recursive solutions requires that $R_0^* \gg 1$ in the matching region. As a result, using the upper limit of the recursive solution region, $\sqrt{N}$, for $n$, we have $1 \ll R_0^* \sqrt{N} = e^{\sqrt{N} \ln R_0} \simeq e^{\sqrt{N} \varepsilon}$, since $\ln R_0 = \ln(1+\varepsilon) \simeq \varepsilon$ for $\varepsilon \ll 1$. Therefore, in the case of the weak Allee effect, the WKB approximation is valid as long as $\varepsilon = R_0 - 1 \gg N^{-1/2}$.

In the case of the strong Allee effect, finding the complete QSD requires matching the WKB solution and a boundary-layer solution, valid in the close vicinity of the unstable fixed point $n^u_x$ [19, 23]. Since the matching is done for $1 \ll |n - n^u_x| \ll N^{1/2}$, the distance between the unstable point and $n = 0$ must be much larger than $N^{1/2}$, that is $n^u_x = N(1-\delta) \gg N^{1/2}$, or $1-\delta \gg N^{-1/2}$. In this case $R_0 < 1$, and we define $\varepsilon = 1 - R_0$ with $\varepsilon \ll 1$. Since $\beta = O(N^{-2})$, see Sec. III, we write $\beta = B/N^2$, such that $B = O(1)$. Using Eq. (3.9) we have $\lambda = 2\beta N/3 = 2B/(3N)$, which yields $1-\delta \simeq 3\gamma/B$, with $\gamma = O(1)$, see again Sec. III. This indicates that in the case of the strong Allee effect, we must also have $\varepsilon \gg N^{-1/2}$ in order for the WKB approximation to the MTE to be accurate.

To verify this condition, we have plotted in Fig. 3 the relative error of the MTE given by the ratio of $\tau_{\text{WKB}}/\tau_{\text{ex}}$, where $\tau_{\text{ex}}$ is the exact result. The left and right panels show the relative error of the MTE as function of $\varepsilon N^{1/2}$ for the cases of weak and strong Allee effects, re-
spectively. According to our theoretical arguments presented above, we expect the relative error to be small once $\varepsilon^2 N^{1/2}$ becomes large, and this is exactly what is demonstrated in the figure.

![Diagram](image)

**FIG. 5.** The relative error of the MTE, $(\tau_{WKB} - \tau_{ex})/\tau_{ex}$ is plotted for the IBM as a function of $\varepsilon^2 N^{1/2}$ for the cases of weak (left panel) and strong (right panel) Allee effect, for five different values of $\mu$, see the legends. The WKB solution is given by Eqs. (5.20) and (5.21) in the case of weak Allee effect, and by Eqs. (5.20) and (5.22) in the case of the strong Allee effect, while the exact solution is given by Eq. (5.9). The parameters are $\gamma = 1$, and $\lambda = 1/3N$ with $N$ varying. Moreover, $\mu = 1 + \varepsilon$ and $\beta = 1/N^2$ in the case of the weak Allee effect, while $\mu = 1 - \varepsilon$ and $\beta = 3/N^2$, in the case of the strong Allee effect.

In the phenomenological model, the linear birth rate is $r$ and the linear death rate for small populations is given by $\sigma$, such that one can define $\varepsilon = (r - \sigma)/\sigma$. In the weak Allee regime, the same criterion holds, namely $\varepsilon = R_0 - 1 \gg 1/\sqrt{N}$. In the strong Allee regime, assuming that $s = O(1)$, since both $K$ and $\theta$ scale as $O(N)$, and defining $\varepsilon = 1 - R_0$, we again obtain from the strong inequality $1 - \delta \gg 1/\sqrt{N}$ that $\varepsilon \gg 1/\sqrt{N}$. Therefore, the general criterion for both models can be expressed as

$$|1 - R_0|\sqrt{N} \gg 1. \quad (6.1)$$

**VII. THE THRESHOLD CASE $R_0 = 1$**

We have shown above that in the limit $R_0 \to 1$, the WKB solutions break down. In this section we study the behavior of the system at $R_0 = 1$ for both the IBM and the phenomenological model, by going beyond the WKB approach. We start again with the IBM (3.6). Equation (3.6) implies that $R_0 = 1$ corresponds to $\mu = \gamma$. As a result, the mean-field equation, Eq. (3.7), reads

$$\frac{d\rho}{dt} = \frac{\lambda}{2} \rho^2 - \frac{\beta}{6} \rho^3. \quad (7.1)$$

This type of equation is also encountered in combustion processes [42]. Even though the linear birth and death processes cancel out at the deterministic level and do not affect the mean-field dynamics, they significantly impact the stochastic dynamics. The underlying microscopic IBM reads

$$2X \xrightarrow{\mu} 3X, \quad (7.2a)$$

$$X \xrightarrow{\mu} 2X, \quad (7.2b)$$

$$X \xrightarrow{\mu} 0, \quad (7.2c)$$

$$3X \xrightarrow{\mu} 2X, \quad (7.2d)$$

and the exact MTE is given by Eq. (5.9) with the transition rates

$$w_+(n) = \frac{\lambda}{2} n(n - 1) + \mu n, \quad (7.3a)$$

$$w_-(n) = \frac{\beta}{6} n(n - 1)(n - 2) + \mu n, \quad (7.3b)$$

obtained from Eqs. (3.3) with $a = b = c = 1$.
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**FIG. 6.** The MTE for $R_0 = 1$ is plotted as function of the characteristic population size. In panel (a) we plot the results for the IBM with $\mu = \gamma$ and $\beta = 1$. Symbols correspond to numerical simulations of the stochastic process given by Eqs. (7.2). Solid lines are the results of the recursive solution $\tau$ [Eq. (5.9)] with rates (7.3). In panel (b) we plot the results for the phenomenological model for $r = \sigma$ and $\theta = 1$. Symbols correspond to numerical simulations of the processes (7.1) with rates (7.2). Solid lines are the results of the recursive solution (5.9) with rates (7.3).
noise increase causes the MTE to decrease. Note that the fact that the typical noise increases does not produce any signature at the deterministic level. The same behavior occurs in the phenomenological model as \( r = \sigma \) is increased, see Fig. 6.

Finally, it is interesting to explore the special case of \( \mu = \gamma = 0 \). The mean-field dynamics, Eq. (7.1), remains unchanged, but the underlying microscopic IBM now reads,

\[
2X \xrightarrow{\lambda} 3X, \quad (7.4a) \\
3X \xrightarrow{\beta} 2X. \quad (7.4b)
\]

In this case, the population does not go extinct since it never reaches the absorbing state at \( n = 0 \). Instead, the system reaches a stationary state as \( t \to \infty \). To determine the population abundance distribution \( P(n) \) in the stationary state we set the time derivative in Eq. (3.8) to zero. We substitute \( \mu = \gamma = 0 \) into the right hand side of Eq. (3.8) and obtain the recursive equation

\[
P(n) = \frac{3\lambda P(n-1)}{\beta n}, \quad (7.5)
\]

where \( P(0) = P(1) = 0 \), since the population never reaches those states. The recursive equation (7.5) can be solved in a straightforward manner for \( n \geq 2 \), and we obtain

\[
P(n) = 2P(2)\frac{(3\lambda/\beta)^{n-2}}{n!}, \quad (7.6)
\]

where \( P_2 \) is a constant that can be found from the normalization condition \( \sum_{n=0}^{\infty} P(n) = 1 \). The final result for the population abundance distribution reads

\[
P(n) = \frac{(3\lambda/\beta)^n/n!}{e^{3\lambda/\beta} - 1 - 3\lambda/\beta}. \quad (7.7)
\]

We have simulated the stochastic process (7.4). Once the system has relaxed to its stationary state, we have determined the frequency of different population sizes for many realizations, obtaining \( P(n) \) numerically. In Fig. 7 we compare the analytical result of the population abundance distribution, Eq. (7.7), with the result from the numerical simulations according to the reactions (7.4). In this figure we also plot the population abundance distribution for \( \mu = \gamma = 10 \), according to the reactions given by Eq. (7.2). In this case, the stationary state of the system is extinction, and we sample the frequency of different population sizes at times much larger than the system’s relaxation time, but much smaller than the MTE. While the mean-field equations of (7.2) and (7.4) coincide, which indicates that the averages of the population abundance distributions coincide regardless of the value of \( \mu = \gamma \), see Fig. 4, the probability to have \( n = O(1) \) number of individuals is markedly different. Indeed, as \( \mu = \gamma \) is increased, the left tail becomes higher indicating that the typical noise strength is larger, as also demonstrated in Fig. 6.

VIII. CONCLUSIONS

We have investigated the stochastic dynamics of populations with Allee effect. To that end, we have proposed two stochastic models: an individual based model and a model with phenomenological transition rates. Both are based on Markovian birth-death processes and are able to display the weak as well as the strong Allee effect. At the deterministic level these models are well known in the literature. However, the stochastic version of these models has not been studied. For both models we have defined a parameter \( R_o \) that controls whether the Allee effect is strong, \( R_o < 1 \), or weak, \( R_o > 1 \).

We have employed the WKB approach to find approximate expressions for the MTE. Such approximation methods are the only way to obtain accurate results for general multi-step Markovian birth-death processes. Nevertheless, we have focused our theoretical efforts on analyzing the single-step versions of both types of models, mainly since exact solutions are only available for this class of Markov processes. In this way, we have been able to compare the approximation results with exact solutions, in order to assess the quality and range of validity of the WKB approach. We have determined the dependence of the MTE on parameters of the system, in particular the dependence on \( R_o \). We have also determined the relative error of the WKB results compared with the exact results for the MTE.

We have shown that the WKB approach breaks down in the limit \( R_o \to 1 \), where the birth and death rates are equal for small populations. This limit corresponds to the threshold separating the weak from the strong Allee
effect. We have explored the stochastic population dynamics for this particular limit by comparing the exact solution with results from numerical simulations of the underlying stochastic process. We have shown that while the mean-field dynamics is independent of the value of the birth and death rates for small populations in this limit, this is not the case for the stochastic dynamics. The value of the birth and death rates for small populations strongly influences the mean time to extinction and the population abundance distribution prior to extinction.
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