Generating massive complex networks with hyperbolic geometry faster in practice
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Abstract—Generative network models play an important role in algorithm development, scaling studies, network analysis, and realistic system benchmarks for graph data sets. The commonly used graph-based benchmark model R-MAT has some drawbacks concerning realism and the scaling behavior of network properties. A complex network model gaining considerable popularity builds random hyperbolic graphs, generated by distributing points within a disk in the hyperbolic plane and then adding edges between points whose hyperbolic distance is below a threshold. We present in this paper a fast generation algorithm for such graphs. Our experiments show that our new generator achieves speedup factors of 3-60 over the best previous implementation. One billion edges can now be generated in under one minute on a shared-memory workstation. Furthermore, we present a dynamic extension to model gradual network change, while preserving at each step the point position probabilities.

1. Introduction

Relational data of complex relationships often take the form of complex networks, graphs with heterogeneous and often hierarchical structure, low diameter, high clustering, and a heavy-tailed degree distribution. Examples include social networks, the graph of hyperlinks between websites, protein interaction networks, and infrastructure routing networks on the autonomous system level [1].

Frequently found properties in generative models for complex network are non-negligible clustering (ratio of triangles to triads), a community structure, and a heavy-tailed degree distribution [2], such as a power-law.

benchmarks developed to evaluate a system with respect to floating point operations do not represent the requirements of graph algorithms, especially with heterogeneous datasets such as complex networks. The Graph500 benchmark [3] addresses this gap; it is the most widely-used graph benchmark in high-performance computing. It uses the Recursive Matrix (R-MAT) [4] model to generate synthetic networks as benchmark instances. Graphs from this model are efficiently computable, but suffer from drawbacks in terms of realism. For example, even with fixed parameters, the clustering coefficient shrinks with graph size, while the number of connected components increases, which is problematic for scaling studies [5].

An interesting model without this problem are random hyperbolic graphs (RHG), a family of geometric graphs in the hyperbolic plane. Krioukov et al. [6] introduced this graph model and showed how the structure of complex networks naturally develops from the properties of hyperbolic geometry. To generate a RHG, one randomly samples node positions in a hyperbolic disk, then connects two nodes with an edge with a probability depending on their hyperbolic distance. In a special case of this model, an edge between two nodes is added exactly if their distance is below a threshold. This subset of RHG, sometimes called threshold random hyperbolic graphs, is well-analyzed theoretically [7], [8], [9] and could be considered as unit-disk graphs in hyperbolic space. The resulting graphs show a power-law degree distribution with adjustable exponent, provably high clustering [8], and small diameter [9].

Motivation, outline, and contribution. A fast generation algorithm that scales to large graph sizes and provides sufficient realism is necessary to create meaningful graph benchmark instances in acceptable time. While our previous work [10] was able to improve the quadratic time complexity of the pairwise probing approach [11] for threshold RHGs, it still has superlinear time complexity. We therefore provide a faster generation algorithm in this paper for threshold random hyperbolic graphs (Section 3), using a new spatial data structure. The key idea is to divide the relevant part of the hyperbolic plane into ring-shaped slabs and use these to bound the coordinates of possible neighbors in each slab. As our experiments (Section 4) show, a network with 10 million vertices and 1G edges can be generated with our shared-memory parallel implementation in under one minute, yielding a speedup factor of up to 60 over the best previous implementation [10]. For a graph with n nodes and m edges, the measurements suggest an \( O(n \log n + m) \) time...
complexity, but we do not have a proof for this.

While an algorithm with optimal expected linear time complexity has been suggested in a theoretical paper [12], our present work provides the fastest implementation to date. The generator code is publicly available in our network analysis toolkit NetworKit [13].

2. Related Work

Generative Models. Due to the growing interest in complex networks, numerous generators for them exist. For a comprehensive overview, which would be outside the scope of this paper, we refer the interested reader to Goldenberg’s survey [14]. None of the models is suitable for all use cases. As mentioned above, the Recursive Matrix (R-MAT) [4] model has received particular attention in the HPC community due to its use in the Graph500 benchmark [3].

Hyperbolic Geometry. Hyperbolic space is one of the three isotropic spaces, the other two being the (more common) Euclidean space and spherical space. In contrast to the flat Euclidean geometry and the positively curved spherical geometry, hyperbolic geometry has negative curvature [15]. Among other interesting properties, hyperbolic geometry shows an exponential expansion of space: While the area of a Euclidean circle grows quadratically with the circle radius, the area of a circle on the hyperbolic plane grows exponentially with its radius. In balanced trees, the number of nodes at a certain distance from the root also grows exponentially with said distance, leading to the suggestion that hierarchical complex networks with tree-like structures might be easily embeddable in hyperbolic space [6]. Indeed, Boguñá et al. [16] demonstrate the connection between hyperbolic geometry and complex networks by embedding the autonomous system internet graph in the hyperbolic plane and enabling locally greedy routing.

As a generative model, Krioukov et al. [6] introduced random hyperbolic graphs in 2010. To generate a graph, points are first distributed randomly within a disk $D_R$ of radius $R$ in the hyperbolic plane. The probability density functions for the point distributions are given in polar coordinates, the angular coordinate $\phi$ is distributed uniformly over $[0, 2\pi]$, the radial coordinate $r$ is given by [6 Eq. (17)]:

$$f(r) = \alpha \frac{\sinh(\alpha r)}{\cosh(\alpha R) - 1}$$  \tag{1}

The parameter $\alpha$ governs node dispersion, which determines the power-law exponent of the resulting degree distribution.

After sampling point positions, edges are then added to each node pair $(u, v)$ with a probability given in [6 Eq. (41)], depending on their hyperbolic distance and parametrized by a temperature $T \geq 0$:

$$f(x) = \frac{1}{e^{(1/T)(x-R)/2} + 1}$$  \tag{2}

For $\alpha \geq \frac{1}{2}$, the resulting degree distribution follows a power law with exponent $\gamma := 2\alpha + 1$ [6 Eq. (29)]. Given two points in polar coordinates $p = (\phi_p, r_p), q = (\phi_q, r_q)$ on the hyperbolic plane, the distance between them is given by the hyperbolic law of cosines:

$$\cosh \text{dist}(p, q) = \cosh r_p \cosh r_q - \sinh r_p \sinh r_q \cos(\phi_p - \phi_q)$$  \tag{3}

As mentioned briefly in Section [1] an important special case is $T = 0$, where an edge is added to a node pair exactly if the hyperbolic distance between the points is below a threshold. This graph family is sometimes called threshold random hyperbolic graphs, hyperbolic unit-disk graphs or (slightly confusingly) just random hyperbolic graphs. While we consider hyperbolic unit-disk graphs to be more precise, we stick with threshold random hyperbolic graphs to avoid name proliferation. Many theoretical results are for this special case [9].

RHG Generation Algorithms. Previous generators for random hyperbolic graphs exist, both for the general and special case. Aldecoa et al. [11] present a generator for the general case with quadratic time complexity, calculating distances and sampling edges for all $\Theta(n^2)$ node pairs.

von Looz et al. [10] use polar quadtrees to generate threshold RHGs with a time complexity of $O((n/2 + m)\log n)$ (with high probability). Recently, von Looz and Meyerhenke [17] have extended this approach to generate general RHGs with the same time complexity.

Bringmann et al. [12] propose Geometric Inhomogeneous Random Graphs as a generalization of RHGs and describe a generation algorithm with expected linear time complexity. To our knowledge no implementation of this algorithm is available.

3. Algorithm

Our main idea is to partition the hyperbolic plane into concentric ring-shaped slabs (Section [5.1]) and use them to limit the number of necessary distance calculations during edge creation (Algorithm [7]). Point positions are sampled, sorted by their angular coordinates and stored in the appropriate slab as determined by their radial coordinates. To gather the neighborhood of a point $v$, we then iterate over all slabs and examine possible neighbors within them. Since each slab limits the radial coordinates of points it contains, we can use Eq. (3) to also bound the angular coordinates of possible neighbors in each slab, thus reducing the number of comparisons and running time.

3.1. Data Structure

Let $C = \{c_0, c_1, \ldots, c_{\max}\}$ be a set of $\log n$ ordered radial boundaries, with $c_0 = 0$ and $c_{\max} = R$. We then define a slab $S_i$ as the area enclosed by $c_i$ and $c_{i+1}$. A point $p = (\phi_p, r_p)$ is contained in slab $S_i$ exactly if $c_i \leq r_p < c_{i+1}$. Since slabs are ring-shaped, they partition the hyperbolic disk $D_R$:

$$D_R = \bigcup_{i=0}^{\log n} S_i.$$
The choice of radial boundaries is an important tuning parameter. After experimenting with different divisions, we settled on a geometric sequence with ratio \( p = 0.9 \). The relationship between successive boundary values is then: 
\[
c_i + 1 - c_i = p \cdot (c_i - c_{i-1})
\]
From \( c_0 = 0 \) and \( c_{\text{max}} = R \), we derive the value of \( c_1 \):
\[
\sum_{k=0}^{\log n-1} c_1 p^k = R \iff c_1 \frac{1 - p^{\log n}}{1 - p} = R \iff c_1 = \frac{(1 - p)R}{1 - p^{\log n}}
\]
The remaining values follow geometrically.

Figure 1 shows an example of a graph in the hyperbolic plane, together with slab \( S_i \). The neighbors of the bold blue vertex \( v \) are those within a hyperbolic circle of radius \( R \) (0.2 \( R \) in this visualization), marked by the blue egg-shaped area. When considering nodes in \( S_i \) as possible neighbors of \( v \), the algorithm only needs to examine nodes whose angular coordinate is between \( \phi_{\text{min}} \) and \( \phi_{\text{max}} \).

### 3.2. Generation Algorithm

**Algorithm.** Algorithm 1 shows the generation of \( G = (V, E) \) with average degree \( k \) and power-law exponent \( \gamma \). First, the radius \( R \) of the hyperbolic disk is calculated according to desired graph size and density (Line 2).

**getTargetRadius.** This function is unchanged from our previous work [10]. For given values of \( n, \alpha \) and \( R \), an approximation of the expected average degree \( \bar{k} \) is given by [6] Eq. (22)] and the notation \( \xi = (\alpha/\zeta)/(\alpha/\zeta - 1/2) \):
\[
\bar{k} = \frac{2}{\pi} \xi^2 n \cdot e^{-\xi R/2} + \frac{2}{\pi} \xi^2 n \
\cdot \left( e^{-\alpha R} \left( \frac{\alpha}{2} \left( \frac{\zeta}{\alpha} \right)^{1/2} - (\pi - 1) \frac{\zeta}{\alpha} + (\pi - 2) \right) - 1 \right)
\]

The value of \( \zeta \) can be fixed while retaining all degrees of freedom in the model [7], we thus assume \( \zeta = 1 \). We then use binary search with fixed \( n, \alpha \) and desired \( \bar{k} \) to find an \( R \) that gives us a close approximation of the desired average degree \( \bar{k} \). Note that the above equation is only an approximation and might give wrong results for extreme values. Our implementation could easily be adapted to skip this step and accept the commonly used [18] parameter \( C \), with \( R = 2 \ln n + C \) or even accept \( R \) directly. For increased usability, we accept the average degree \( \bar{k} \) as a parameter in the default version.

**Vertex Positions and Bands.** After settling the disk boundary, the radial boundaries \( c_i \) are calculated (Line 4) as defined above, the disk \( \mathcal{D}_R \) is thus partitioned into \( \log n \) slabs. For each slab \( S_i \), a set \( b_i \) stores the vertices located in the area of \( S_i \). These sets \( b_i \) are initially empty (Line 5).

The vertex positions are then sampled randomly in polar coordinates (Lines 7 and 8) and stored in the corresponding set, i.e., vertex \( v \) is put into set \( b_i \) iff \( c_i \leq r[v] < c_{i+1} \) (Line 9). Within each set, vertices are sorted with respect to their angular coordinates (Lines 11 to 13).

**Algorithm 1: Graph Generation**

**Input:** number of vertices \( n \), average degree \( \bar{k} \), power-law exponent \( \gamma \)

**Output:** \( G = (V, E) \)

1. \( \alpha = (\gamma - 1)/2; \)
2. \( R = \text{getTargetRadius}(n, \bar{k}, \alpha); \)
3. \( V = n \) vertices; \n4. \( C = \{c_0, c_1, \ldots, c_{\text{max}}\} \) set of \( \log n \) ordered radial coordinates, with \( c_0 = 0 \) and \( c_{\text{max}} = R \);
5. \( B = \{b_0, b_1, \ldots, b_{\text{max}}\} \) set of \( \log n \) empty sets;
6. for vertex \( v \in V \) do in parallel
   7. \( \text{draw } \phi[v] \text{ from } U[0, 2\pi); \)
   8. \( \text{draw } r[v] \text{ with density } f(r) = \alpha \sinh(\alpha r)/(\cosh(\alpha R) - 1); \)
   9. insert \((\phi[v], r[v])\) in suitable \( b_i \) so that \( c_i \leq r[v] \leq c_{i+1}; \)
7. end
8. for \( b_i \in B \) do in parallel
   9. sort points in \( b_i \) by their angular coordinates;
10. end
11. for vertex \( v \in V \) do in parallel
12. for band \( b_i \in B, \) where \( c_i+1 > r[v] \) do
13. \( \text{min}_{\phi}, \text{max}_{\phi} = \text{getMinMaxPhi}(\phi[v], r[v]), c_i, c_{i+1}, R); \)
14. for vertex \( w \in b_i, \) where \( \text{min}_{\phi} \leq \phi[w] \leq \text{max}_{\phi} \) do
15. \( \text{if } \text{dist}_{\mathcal{D}_R}(v, w) \leq R \) then
16. \( \text{add } (v, w) \text{ to } E; \)
17. end
18. end
19. end
20. end
21. end
22. return \( G; \)
getMinMaxPhi. The neighbors of a given vertex \( v = (\phi_v, r_v) \) are those whose hyperbolic distance to \( v \) is at most \( R \). Let \( b_i \) be the slab between \( c_i \) and \( c_{i+1} \), and \( u = (\phi_u, r_u) \in b_i \) a neighbor of \( v \) in \( b_i \). Since \( u \) is in \( b_i \), \( r_u \) is between \( c_i \) and \( c_{i+1} \). With the hyperbolic law of cosines, we can conclude:

\[
\cosh R \geq \cosh r_v \cosh c_i - \sinh r_v \sinh c_i \cos |\phi_u - \phi_v| \equiv \cosh r_v \cosh c_i - \cosh R \leq \sinh r_v \sinh c_i \cos |\phi_u - \phi_v| \equiv \cos |\phi_u - \phi_v| \geq \frac{\cosh r_v \cosh c_i - \cosh R}{\sinh r_v \sinh c_i} \equiv \frac{\cosh r_v \cosh c_i - \cosh R}{\sinh r_v \sinh c_i} \;
\]

To gather the neighborhood of a vertex \( v = (\phi_v, r_v) \), we iterate over all slabs \( S_i \) and compute for each slab how far the angular coordinate \( \phi_u \) of a possible neighbor in \( b_i \) can deviate from \( \phi_v \) (Line 16). We call the vertices in \( b_i \) whose angular coordinates are within these bounds the **neighbor candidates** for \( v \) in \( b_i \).

Since points are sorted according to their angular coordinates, we can quickly find the leftmost and rightmost neighbor candidate in each slab using binary search. We then only need to check each neighbor candidate (Line 17), compute its hyperbolic distance to \( v \) and add an edge if this distance is below \( R \) (Lines 18 and 19). Since edges can be found from both ends, we only need to iterate over slabs in one direction; we choose outward in our implementation (Line 15). The process is repeated for every vertex \( v \) (Line 14).

Not surprisingly the running time of Algorithm 1 is dominated by the range queries (Lines 14–15). Our experiments in Section 4 suggest a running time of \( O(n \log n + m) \) for the complete algorithm. This should be seen as an empirical observation; we leave a mathematical proof for future work.

### 3.3. Dynamic Model

To model gradual change in networks, we design and implement a dynamic version with node movement. While deleting nodes or inserting them at random positions is a suitable dynamic behavior for modeling internet infrastructure with sudden site failures or additions, change in e.g., social networks happens more gradually.

A suitable node movement model needs to be **consistent**: After moving a node, the network may change, but properties should stay the same **in expectation**. Since the properties emerge from the node positions, the probability distribution of node positions needs to be preserved. In our implementation, movement happens in discrete time steps. We choose the movement to be **directed**: If a node \( i \) moves in a certain direction at time \( t \), it will move in the same direction at \( t+1 \), except if the new position would be outside the hyperbolic disk \( \mathcal{D}_R \). In this case, the movement is inverted and the node “bounces” off the boundary. The different probability densities in the center of the disk and the outer regions can be translated into movement speed: A node is less likely to be in the center; thus it needs to spend less time there while traversing it, resulting in a higher speed. We implement this movement in two phases: In the initialization, step values \( \tau_0 \) and \( \tau_r \) are assigned to each node according to the desired movement. Each movement step of a node then consists of a rotation and a radial movement. The rotation step is a straightforward addition of angular coordinates: \( \text{rotated}(\phi, r, \tau_0) = (\phi + \tau_0) \mod 2\pi \). The radial movement is described in Algorithm 2 and a visualization is shown in Figure 2.

#### Algorithm 2: Radial movement in dynamic model

**Input**: \( r, \tau_r, R, \alpha \).

**Output**: \( r_{\text{new}} \)

1. \( x = \sinh(r \cdot \alpha) \);
2. \( y = x + \tau_r \);
3. \( z = \text{asinh}(y) / \alpha \);
4. **Return** \( z \)

If the new node position would be outside the boundary \((r > R)\) or below the origin \((r < 0)\), the movement is reflected and \( \tau_r \) set to \(-\tau_r\).

**Theorem 1.** Let \( f_{r,\phi}(p_r, p_\phi) \) be the probability density of point positions, given in polar coordinates. Let \( \text{move}(p_r, p_\phi) \) be a movement step. Then, the node movement preserves the distribution of angular and radial distributions: \( f_{r,\phi}(\text{move}(p_r, p_\phi)) = f_{r,\phi}(p_r, p_\phi) \).

**Proof.** Since the distributions of angular and radial coordinates are independent, we consider them separately: \( f_{r,\phi}(p_r, p_\phi) = f_r(p_r) \cdot f_\phi(p_\phi) \).

As introduced in Eq. (1), the radial coordinate \( r \) is sampled from a distribution with density \( \alpha \sinh(\alpha r) / \cosh(\alpha R) - 1 \). We introduce random variables \( X, Y, Z \) for each step in Algorithm 2; each is denoted with the upper case letter of its equivalent. An additional random variable \( Q \) denotes the pre-movement radial coordinate. The other variables are defined as \( X = \sinh(Q \cdot \alpha), Y = X + \tau_r, \) and \( Z = \text{asinh}(Y) / \alpha \).

Let \( f_Q, f_X, f_Y \) and \( f_Z \) denote the density functions of these variables:

\[
f_Q(r) = \frac{\alpha \sinh(\alpha r)}{\cosh(\alpha R) - 1} \tag{11}
\]

\[
f_X(r) = f_Q\left(\frac{\text{asinh}(r)}{\alpha}\right) = \frac{\alpha r}{\cosh(\alpha R) - 1} \tag{12}
\]

\[
f_Y(r) = f_X(r - \tau_r) = \frac{\alpha r - \tau_r}{\cosh(\alpha R) - 1} \tag{13}
\]

\[
f_Z(r) = f_Y(\sinh(r \cdot \alpha)) = \frac{\alpha \sinh(\alpha r) - \tau_r}{\cosh(\alpha R) - 1} \tag{14}
\]

\[
f_Z(r) = f_Q(r) - \frac{\tau_r}{\cosh(\alpha R) - 1} \tag{15}
\]
The distributions of \( Q \) and \( Z \) only differ in the constant addition of \( \tau_r / (\cosh(\alpha R)) \). Every \((\cosh(\alpha R) - 1)/\tau_r\) steps, the radial movement reaches a limit (0 or \( R \)) and is reflected, causing \( \tau_r \) to be multiplied with -1. On average, \( \tau_r \) is thus zero and \( F_Q(r) = F_Z(r) \).

A similar argument works for the rotational step: While the rotational direction is unchanged, the change in coordinates is balanced by the addition or subtraction of \( 2\pi \) whenever the interval \([0, 2\pi]\) is left, leading to an average of zero in terms of change.

4. Experimental Evaluation

Setup. The generation algorithm is implemented in C++11 and parallelized with OpenMP. Running time measurements were made on a server with 256 GB RAM and 2x8 Intel Xeon E5-2680 cores at 2.7 GHz. With hyperthreading enabled, we use up to 32 threads. For memory allocations, we use the lock-free malloc implementation of Intel’s Threading Building Blocks library. Our code is included in the network analysis toolkit NetworKit [13].

To compare performance, we generate graphs with \( 10^5 \), \( 10^6 \) and \( 10^7 \) nodes and average degrees between 1 and 64, both with the algorithm presented in this work and the implementation of von Looz et al. [10].

To validate the distribution of generated graphs, we compare our implementation with the implementation of Aldecoa et al. [11]. We generate graphs with \( 10^4 \) nodes each for a combination of parameters and calculate several network analytic characteristics, averaging over 100 runs. For the dynamic model, we measure the time required for a movement step and again compare the distributions of network analytic properties.

Running Time. Figure 3 shows the running times to generate graphs with \( 10^5 \) to \( 10^7 \) nodes and \( 2 \cdot 10^5 \) to \( 128 \cdot 10^7 \) edges. The speedup over the previously fastest implementation [10] increases with graph size and sparsity, reaching up to 60 for graphs with \( 10^7 \) nodes and \( \approx 4 \cdot 10^7 \) edges. Very roughly, the experimental running times fit a complexity of \( O(n \log n + m) \). While the running times of the faster generator appear to grow more steeply with increasing edge count, this is an artifact of the logarithmic plot: The same constant increase is relatively larger compared to a smaller running time, and thus appears larger in the logarithmic drawing.

\[
F_Q(r) = \frac{\sinh(\alpha R)}{\cosh(\alpha R) - 1} \quad \text{impl. of } \tau_r/\cosh(\alpha R) - 1
\]

Figure 3: Comparison of running times to generate networks with \( 10^4 \)-\( 10^7 \) vertices, \( \alpha = 1 \) and varying \( \kappa \). Circles represent running times of our implementation, diamonds the running times of the implementation of [10]. Our running times are fitted with the equation

\[
T(n, m) = (7.07 \cdot n \log_{10} n + 2.23 \cdot m + 891) \cdot 10^{-8} \text{ seconds.}
\]

The scaling behavior for 1 to 32 threads on 16 cores is shown in Figure 4. Considering edge sampling alone, it shows strong scaling up to the number of physical cores, with a speedup of 13.48 for 16 threads. With hyperthreading, the speedup increases to 18.38. Combining the edge lists later on into the NetworKit graph data structure, however, requires coordination and proves to be a bottleneck in parallel. If only edge lists are required, this final step can be omitted – as done for example in the Graph500 benchmark.

Distribution of Generated Graphs. The average degree assortativity, degeneracy, clustering coefficient and size and diameter of largest components of our generator and the
one by Aldecoa et al. [11] are shown in Plots 5 and 6 in Appendix A. Averaged over 100 runs, the network analytic properties show a very close match between the distributions of the two generation algorithms.

**Dynamic Model.** Our implementation allows updating a graph without rebuilding it from scratch. Moving up to 12% of nodes and updating an existing graph is still faster than a new static generation. The distribution of generated graphs is indistinguishable from the static model (Appendix B).

5. Conclusions

We have provided the fastest implementation so far to generate massive complex networks based on threshold random hyperbolic graphs. The running time improvement is particularly large for graphs with realistic densities. We have also presented a model extension to cover gradual node movement and have proved its consistency regarding the probability densities of vertex positions.

Both the static and the dynamic model can serve as complex network generators with reasonable realism and fast generation times even for massive networks.

**Acknowledgements.** This work is partially supported by German Research Foundation (DFG) grant ME 3619/3-1 (FINCA) and grant GI-711/5-1, both within the Priority Programme 1736 Algorithms for Big Data.

**References**

[1] M. Newman, *Networks: An Introduction*. Oxford University Press, 2010.

[2] D. Chakrabarti and C. Faloutsos, “Graph mining: Laws, generators, and algorithms,” *ACM Computing Surveys (CSUR)*, vol. 38, no. 1, p. 2, 2006.

[3] D. A. Bader, J. Berry, S. Kahan, R. Murphy, E. J. Riedy, and J. Wilcock, “Graph 500 benchmark 1 (‘search’), version 1.1,” Graph 500, Tech. Rep., 2010.

[4] D. Chakrabarti, Y. Zhan, and C. Faloutsos, “R-MAT: A recursive model for graph mining,” in *Proc. 4th SIAM Int. Conf. on Data Mining (SDM)*, Orlando, FL: SIAM, Apr. 2004.

[5] T. G. Kolda, A. Pinar, T. Plantenga, and C. Seshadhri, “A scalable generative graph model with community structure,” *SIAM J. Scientific Computing*, vol. 36, no. 5, pp. C424–C452, Sep 2014.

[6] D. Krioukov, F. Papadopoulos, M. Kitsak, A. Vahdat, and M. Boguñá, “Hyperbolic geometry of complex networks,” *Physical Review E*, vol. 82, no. 3, p. 036106, Sep 2010. [Online]. Available: http://link.aps.org/doi/10.1103/PhysRevE.82.036106

[7] M. Bode, N. Fountoulakis, and T. Müller, “The probability that the hyperbolic random graph is connected,” *Random Structures and Algorithms*, 2016, to appear. Preprint available at http://www.staff.science.uu.nl/~bode001/Papers/Random.pdf

[8] L. Gugelmann, K. Panagiotou, and U. Peter, “Random hyperbolic graphs: Degree sequence and clustering - (extended abstract),” in *Automata, Languages, and Programming - 39th International Colloquium, ICALP 2012, Proceedings, Part II*, ser. Lecture Notes in Computer Science, A. Czumaj, K. Mehlhorn, A. M. Pitts, and R. Wattenhofer, Eds., vol. 7392, Springer, 2012, pp. 573–585. [Online]. Available: http://dx.doi.org/10.1007/978-3-642-31585-5_51

[9] A. Bonato, “A survey of models of the web graph,” in *Combinatorial and Algorithmic Aspects of Networking*, ser. Lecture Notes in Computer Science. Springer Berlin Heidelberg, 2005, vol. 3405, pp. 159–172. [Online]. Available: http://dx.doi.org/10.1007/11527994_16

[10] M. von Looz, R. Prutkin, and H. Meyerhenke, “Generating random hyperbolic graphs in subquadratic time,” in *ISAAC 2015: Proc. 26th Int’l Symp. on Algorithms and Computation*, 2015.

[11] R. Aldecoa, C. Orsini, and D. Krioukov, “Hyperbolic graph generator,” *Computer Physics Communications*, 2015. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S001046551500208X

[12] K. Bringmann, R. Keusch, and J. Lengler, “Geometric inhomogeneous random graphs,” *arXiv preprint arXiv:1511.00576*, 2015.

[13] C. L. Staudt, A. Sazonovs, and H. Meyerhenke, “NetworKit: A tool suite for large-scale complex network analysis,” *Network Science*, 2015, to appear.

[14] A. Goldenberg, A. X. Zheng, S. E. Fienberg, and E. M. Airoldi, “A survey of statistical network models,” *Foundations and Trends® in Machine Learning*, vol. 2, no. 2, pp. 129–233, 2010.

[15] J. W. Anderson, *Hyperbolic geometry; 2nd ed.*, ser. Springer undergraduate mathematics series. Berlin: Springer, 2005.

[16] M. Boguñá, F. Papadopoulos, and D. Krioukov, “Sustaining the internet with hyperbolic mapping,” *Nature Communications*, no. 62, September 2010. [Online]. Available: [http://www.nature.com/ncomms/journal/v1/n6/abs/ncomms1063.html](http://www.nature.com/ncomms/journal/v1/n6/abs/ncomms1063.html)

[17] M. von Looz and H. Meyerhenke, “Querying Probabilistic Neighborhoods in Spatial Data Sets Efficiently,” *ArXiv preprint arXiv:1509.01990*, Sep. 2015.

[18] M. Kiwi and D. Mitsche, “A bound for the diameter of random hyperbolic graphs,” in *2015 Proceedings of the Twelfth Workshop on Analytical Algorithmics and Combinatorics (ANALCO)*, SIAM, Jan 2015, pp. 26–39. [Online]. Available: http://epubs.siam.org/doi/abs/10.1137/1.9781611973761.3
Appendix A. 
Comparison with Previous Implementation [11]

Figure 5: Comparison of degree assortativity and degeneracy for the implementation of [11] (left) and our implementation (right). Degree assortativity describes whether vertices have neighbors of similar degree. A value near 1 signifies subgraphs with equal degree, a value of -1 star-like structures. k-Cores, in turn, are a generalization of connected components and result from iteratively peeling away vertices of degree k and assigning to each vertex the core number of the innermost core it is contained in. Degeneracy refers to the largest core number. Values are averaged over 100 runs.

Figure 6: Comparison of clustering coefficients, size of largest component and diameter of largest components for the implementation of [11] (left) and our implementation (right). Values are averaged over 100 runs.
Appendix B.
Consistency of Dynamic Model

Figure 7: Comparison of degree assortativity and degeneracy for graphs with $10^4$ nodes, before and after one movement step. All nodes were moved, with $\tau_\phi \in (-1, 1)$ and $\tau_r \in (-10, 1)$ sampled randomly. Distribution of graphs after node movement are shown left, before node movement right. Values are averaged over 100 runs.

Figure 8: Comparison of clustering coefficients, size of largest component and diameter of largest components for graphs with $10^4$ nodes, before and after one movement step. All nodes were moved, with $\tau_\phi \in (-1, 1)$ and $\tau_r \in (-10, 1)$ sampled randomly. Distribution of graphs after node movement are shown left, before node movement right. Values are averaged over 100 runs.