INTRODUCTION

Microbiomes—the microbial communities associated with macroorganisms—are highly diverse, dynamic over time and variable across host species (David et al., 2014; Huttenhower et al., 2012; Muegge et al., 2011). Strong effects of microbiomes on both animal and plant host phenotype have generated optimism about their potential to mediate host health (Raaijmakers & Mazzola, 2016; Sonnenburg & Backhed, 2016) and acclimatisation to perturbations (Jez et al., 2016; Mueller & Sachs, 2015). While the ecology of microbiomes within an individual host has been considered (Christian et al., 2015; Costello et al., 2012; Coyte et al., 2015; Joshi et al., 2018), the integration of microbiomes into basic aspects of host ecology, particularly within a multi-species context, remains a conceptual challenge (Morar & Bohannan, 2019).

Microbiomes have many potential effects on their hosts, ranging from negative effects of pathogenesis, to beneficial effects through pathogen suppression, digestion...
and nutrient uptake (Backhed et al., 2005; Friesen et al., 2011; Huttenhower et al., 2012). Given the breadth and magnitude of these effects, it is extremely difficult to assess the microbiome's net impact by studying the effects of individual taxa on host ecology. Effects of individual microbes on their hosts can depend upon the presence and density of other components of the microbiome, generating non-additive impacts on host fitness (Gerardo & Parker, 2014). The diversity of microbes within the microbiome combined with multiple sources of non-linearities means that some strategy for simplification is needed for practical study (Crawford et al., 2005).

Microbiome effects on host ecology have thus been investigated theoretically and empirically through two complementary, but largely independent, avenues. First, the effects of functional components, such as pathogens and mutualists, on plant and animal host ecology have been studied through the lens of classical population ecology (Hite et al., 2015; Jiang et al., 2020; Mordecai, 2013a; Umbanhowar & McCann, 2005). This approach allows detailed understanding of the transient and long-term effects of individual classes of microbes, but quickly becomes intractable with the inclusion of realistic microbiome diversity (Jiang et al., 2020). Second, investigations of the net feedback between microbiomes and host communities have become common for plant hosts (Bennett et al., 2017; Bever et al., 2012; van der Putten et al., 1993, 2013; Teste et al., 2017). This framework evaluates the net effect of the microbiome dynamics on host community structure and can be parameterised with straightforward experimentation (Bever et al., 1997). The feedback framework has been used to make strong statements on the effects of microbes on plant community structure (Bever et al., 2015), and could be constructively applied to animal hosts (Box 1) (Christian et al., 2015). Moreover, the simple modelling structure allows generalisation across multiple host species, allowing analytical prediction of coexistence and relative abundances of hosts (Eppinga et al., 2018; Mack et al., 2019). This simplicity, of course, comes at the expense of mechanistic detail.

Work from both of these approaches supports an argument that microbiomes play a major role in structuring host communities (Bever et al., 2015), but the lack of integration between them has impeded our ability to link specific mechanisms to total microbiome impacts at the host community level. The conceptual and theoretical unification of classical population dynamics theory with microbiome feedback theory could thus position the field for both empirical and theoretical advance. Here, we begin by outlining the theoretical and experimental microbiome feedback approach for assessing the net effect of microbial dynamics on host population and community dynamics. We compare the basic application of the feedback framework to the more standard approach of modelling populations of individual classes of microbial pathogens and mutualists. We then illustrate the benefits of connecting classical population dynamic models with the microbiome

**Box 1 Microbiome feedback experimental framework adapted to animals**

The microbiome feedback experimental approach involves two steps. A common microbiome inoculum is distributed to replicate mesocosms and different host species or genotypes are grown with this microbiome for a period of time. This microbiome training step allows host-specific differences in microbial fitness to generate differentiated microbiome compositions. Differentiation of the microbiome can be confirmed using morphological or environmental sequencing methods. The second step is to assay the fitness consequences of this potential differentiation on each of the host species or genotypes using a full factorial test experiment. Fitness estimates from this experiment can be used to estimate $I$, (Bever et al., 1997). This approach was first applied to plant–soil microbiome interactions (Bever, 1994) and has since become a commonly used experimental approach in plant ecology to evaluate microbiome mediation of plant–plant interactions. This same approach could be used to test microbiome mediation of interactions of animal host species or genotypes.

We illustrate this approach for the study of interactions of zooplankton in Figure 2. In this case, the zooplankton species are grown on a common algal mix (small green circles) with a common inoculum of microbiome (other shapes) which could be acquired, for example, from a lake in which the zooplankton species co-occur. This training stage may involve regular replacement of a portion of the water volume with the algal mix to sustain the zooplankton populations while the microbiome may differentiate on host species. The fitness consequences of host-specific microbiome differentiation are evaluated by using the microbiomes from the training experiment as inocula in a separate test experiment (bottom panel) in which the algal food source is kept constant across all treatments. With aquatic animal hosts, the differentiated microbiomes could be applied repeatedly during the test experiment, potentially allowing assessment of the entire life cycle of the host in a relatively constant microbiome environment. This is a distinct advantage over the application of this approach to the study of plant–soil microbiome interactions, as soil microbiome can only be introduced at the beginning of the growth experiment. The potential for reversal of microbiome composition during the growth assay for plants constrains test experiments to short-term growth assays.
NET MICROBIOME FEEDBACKS IN HOST COMMUNITIES

The net feedback framework starts from the premise that the composition of microbiomes changes with host species or genotypic identity (Bever et al., 1997, 2012). These microbiome responses may be driven by host–symbiont compatibilities, trade-offs in overcoming host defences (Christian et al., 2015) and differential allocation by hosts (Vogelsang & Bever, 2009). Ensuing microbe–microbe competition or microbial trophic interactions have the potential to further differentiate the microbiomes of different host types. As new host individuals are likely to be colonised from other hosts with which they interact, the microbiome composition is also a function of closely interacting (e.g. neighbouring) hosts (Miller et al., 2018). In these ways, the composition of the microbiome is a function of host population and community diversity.

The net feedback framework starts from the premise that the composition of microbiomes changes with host species or genotypic identity (Bever et al., 1997, 2012). These microbiome responses may be driven by host–symbiont compatibilities, trade-offs in overcoming host defences (Christian et al., 2015) and differential allocation by hosts (Vogelsang & Bever, 2009). Ensuing microbe–microbe competition or microbial trophic interactions have the potential to further differentiate the microbiomes of different host types. As new host individuals are likely to be colonised from other hosts with which they interact, the microbiome composition is also a function of closely interacting (e.g. neighbouring) hosts (Miller et al., 2018). In these ways, the composition of the microbiome is a function of host population and community diversity.

The feedback occurs when host diversity is in turn affected by microbiome composition through host-specific responses to microbial changes (e.g. Koziol & Bever, 2016). Changes in the microbiome composition can directly alter the fitness of conspecifics (in a community) or genetically similar individuals (in a population), as represented by $\alpha_{11}$ and $\alpha_{22}$ in Figure 1a, and can alter the fitness of competing host types ($\alpha_{12}$ and $\alpha_{21}$).

The net microbiome feedback is the final outcome, summarising how changes in the host population or community will ultimately change host diversity as a result of these host–microbiome interactions. The long-term influence of microbiomes on host populations and communities will be determined by the sign of the net feedback (Bever et al., 1997). Should host-driven changes in the microbiome decrease the relative fitness of conspecifics or genetically similar individuals, this negative microbiome feedback can promote species or genetic diversity. Alternatively, when host-specific changes in microbiome composition increase relative fitness of conspecifics or genetically similar individuals, this positive microbiome feedback can lead to monomorphism within the host community or population. Importantly, the sign of the effect of microbes on hosts (beneficial vs. detrimental) need not match the sign of the net feedback (Bever, 1999). For example, a mutualistic microbiome of one host type can nonetheless generate a negative net feedback if its mutualistic effect on the competing host type is even more strongly beneficial.

The basis for this result is a straightforward model (Bever et al., 1997) in which the presence of host type $i$ promotes growth of its associated microbiome, collectively called $M_i$, that is characterised by the presence of particular microbial species in particular relative abundances. The variable $M_i$ thus represents the microbiome of host species (or host genotype) $i$, and its magnitude represents the density of this particular microbiome in the environment. We note that $M_i = 0$ means the absence of influence of host $i$ on the microbiomes, rather than an absence (density of 0) of individual microbes, and this difference in definition of the microbiome state variable is a critical difference between feedback models and classical theory in community ecology. With $N_i$ representing the population density of host type $i$, out of $n$ different host types,

$$\frac{dM_i}{dt} = \frac{v_i N_i}{\sum_{j=1}^{n} N_j} M_i,$$

$$\frac{dN_i}{dt} = \sum_{j=1}^{n} \frac{G(i) M_i}{\sum_{k=1}^{n} M_k} N_i,$$
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\caption{Two different representations of a two-host–microbiome community. (a) The plant–microbiome feedback framework, in which the net effect on host type $i$ of host $j$’s microbiome is represented as $\alpha_{ij}$. The density of host type $i$ is $N_i$, and the density of its microbiome is $M_i$. Each host type promotes the growth of its own microbiome at a rate proportional to its frequency in the host community (labels for the constants of proportionality, $v_i$, are omitted for clarity of presentation). (b) A more standard population ecology representation, in which the components of the microbiome are categorised as mutualists ($N_m$) or pathogens ($N_p$). The response of host type $i$ to mutualists is $\mu_i$, and to pathogens is $\epsilon_i$.}
\end{figure}
(Bever et al., 1997), where $G(i)$ is the fitness of host type $i$ when exposed to host $j$'s microbiome. The first equation states that host $i$'s microbiome grows proportionately to the frequency of host type $i$ relative to all other host types present, at proportional rate $v_i$. The second equation states that the per capita population growth rate of host $i$ is the sum of its marginal fitness on each of the microbiomes present, weighted by the frequency of each microbiome. Considering a two-host system with $G(1) = a_{11}$, $G(1) = a_{12}$, $G(2) = a_{21}$ and $G(2) = a_{22}$ gives us the example illustrated in Figure 1a.

If this host–microbiome system is in a compositional equilibrium state of coexistence (both hosts and both microbes present and at constant frequencies), inter- and intraspecific feedbacks determine that all hosts have equal relative fitness (Eppinga et al., 2018) (Appendix A),

$$F_i = \frac{\sum_{j=1}^{n} G(i) M_j}{\sum_{k=1}^{n} M_k} = \hat{F} \quad \text{for } i = 1, 2, \ldots, n,$$

where we note that host fitness at equilibrium only depends on microbiome community structure. Whether this equilibrium state is stable can then be determined by an interaction matrix (e.g. Novak et al., 2016), $A$, which specifies the effects on each host of per capita changes in each microbiome,

$$A = \begin{bmatrix} \frac{\partial F_1}{\partial M_1} & \cdots & \frac{\partial F_1}{\partial M_n} \\ \vdots & \ddots & \vdots \\ \frac{\partial F_n}{\partial M_1} & \cdots & \frac{\partial F_n}{\partial M_n} \end{bmatrix} = \frac{1}{\sum_{k=1}^{n} M_k^*} \begin{bmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{n1} & \cdots & a_{nn} \end{bmatrix},$$

where $M_k^*$ indicates the density of host $k$'s microbiome at compositional equilibrium and $a_{ij}$ is the $G(i)$ evaluated at this equilibrium. As noted above, the feedback framework is focused on compositional changes in the microbiome, rather than changes in absolute densities, meaning that $\sum_{k=1}^{n} M_k^*$ can be considered constant. Under this assumption, the possibility for stable, long-term coexistence depends on the relative magnitude of the inter- and intraspecific feedbacks (Bever et al., 1997), and can be directly calculated from the interaction matrix (Eppinga et al., 2018). In a system with $n$ different host types, the net microbiome feedback is summarised by the interaction coefficient,

$$I_s = (-1)^n \sum_{k=1}^{n} A_k,$$

where $A_k$ is the interaction matrix $A$ with the $k^{th}$ column replaced by a vector of ones (Eppinga et al., 2018). For example, in the two-host system in Figure 1a, scaled such that $\sum_{k=1}^{n} M_k^* = 1$, $A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}$ so $A_1 = \begin{bmatrix} 1 & a_{12} \\ a_{21} & 1 \end{bmatrix}$ and $A_2 = \begin{bmatrix} a_{11} & 1 \\ a_{21} & 1 \end{bmatrix}$. Then, applying Equation (4),

$$I_s = a_{11} - a_{21} - a_{12} + a_{22},$$

which is equivalent to the result presented in Bever et al. (1997), where $I_s$ was obtained through linear stability analysis. This stability analysis of Equation (1) revealed that $I_s$ is an important quantity governing host coexistence. When $I_s$ is positive, the change in microbial composition increases the relative performance of the locally abundant host type generating a positive feedback. The result may be a loss of local diversity, as the system fixes on one of several alternative states dominated by the initially abundant host type and its microbiome. Conversely, competing host types can coexist through net negative feedback when the change in microbial composition decreases the relative performance of the locally abundant host. A negative $I_s$ indicates net negative feedback, and $I_s < 0$ is a necessary (by describing stabilising mechanisms), though not sufficient (by omitting equalising mechanisms and higher order destabilising processes), condition for host–host coexistence (Bever et al., 1997; Eppinga et al., 2018). This simple condition for coexistence generally holds true with extension of the model to local-scale interaction and dispersal (Molofsky et al., 2002), though the conditions for extinction from positive feedback are modified (Molofsky & Bever, 2002). The $I_s < 0$ condition for coexistence also generally holds true, at least qualitatively, with addition of negative density dependence and variation in interspecific competition (Bever, 2003; Revilla et al., 2013).

**Significance**

The finding that the dynamics of competing host species depend on the sign and magnitude of the net microbiome feedback coefficient has important conceptual and empirical implications. Conceptually, the result identifies the paths through which negative intraspecific host–microbiome interactions (a_{11}, a_{22} < 0) can lead to positive net host community-level feedbacks ($I > 0$), and vice versa (a_{11}, a_{22} > 0 leading to $I < 0$). Empirically, the dependence of pairwise host dynamics on $I$ provides an experimental approach to evaluating the role of the microbiome in host ecology. The net feedback coefficient can be estimated from full factorial experiments measuring the response of different host species to microbiomes trained by each of these respective host species (Bever et al., 1997). Specifically, a common initial microbial community is allowed to differentiate on multiple host types and then the fitness of these host types are evaluated when inoculated with each of the differentiated microbiomes (Bever, 1994) (Figure 2, Box 1). Net feedback coefficients can then be estimated using a priori contrasts within the interaction term of a single standard ANOVA model (Bever, 1994; Mangan et al., 2010).

Net feedback theory has been applied extensively to plant–soil microbiome interactions. Observed feedbacks are mostly negative, consistent with the idea that microbial dynamics contribute to plant coexistence.
FIGURE 2 Depiction of an experimental protocol testing microbiome feedback on two species of zooplankton. In the training step, a common inoculum of microbiome (represented by the red, yellow, blue and purple shapes) is grown with two zooplankton species in media with an algal food source (small green circles). The fitness consequences of host-specific microbiome differentiation are evaluated by using the microbiomes from the training experiment as inocula in a separate test experiment (bottom panel) in which the algal food source is kept constant across all treatments. Feedback is measured as the differential response of zooplankton to their conspecific versus heterospecific microbiome, as described in Equation 5.
(Bever, 1994; Crawford et al., 2019; Mangan et al., 2010; Peterman et al., 2008). While changes in abundance of many microbial groups act to generate feedbacks, including changes in the composition of mutualists (Bever, 2002), accumulation of host-specific pathogens is likely the most important mechanism generating negative feedbacks (Crawford et al., 2019).

While plant ecologists have embraced this framework, where, in addition to the many studies of soil microbiomes, it has also been applied to foliar microbiomes (Whitaker et al., 2017), we are unaware of its application to animal microbiomes. At least for animals that are easy to grow and manipulate in the lab, there is no reason this same approach cannot be successfully employed to understand the population and community-level effects of horizontally (i.e. within-generation) transferred animal microbiomes (Box 1). In fact, invertebrate microbiome feedback experiments may yield even more information than plant-soil feedback experiments when chemostats or similar approaches can be used to maintain a fixed microbiome environment during the testing phase. In invertebrate hosts, the host immune system will have a primary role in determining host-specific differentiation and impact of the microbiome. However, for both the gut and skin microbiomes, environmental and host–host transmission is common, both of which will have density dependence consistent with the feedback model. Vectored or sexual transmission may differ, with corresponding differences in the microbial impact on host–host interactions (Rudolf & Antonovics, 2005). Experiments must adapt to the particular biology of the hosts and microbes to yield informative results.

**BRIDGING FEEDBACK THEORY WITH CLASSICAL POPULATION ECOLOGY THEORY**

While the net feedback framework divides up the microbial community into microbiomes characteristic of each host type, a more standard population and community ecology approach would be to divide the microbial community into functional groups, such as ‘mutualists’ or ‘pathogens’ (Jiang et al., 2020). This approach maintains closer links between the mechanisms through which microbiomes influence their hosts and the effects on host dynamics and diversity, but application of the models to evaluating microbiome influence on coexistence in any particular system is difficult because the direct connection to the net feedback coefficient, $I_j$, is lost. Therefore, to link $I_j$ to explicit ecological mechanisms, rather than just the net effects of each microbiome on each host, we convert the feedback model, Equation (1), into a classical host–pathogen–mutualist population model and then derive $I_j$ for this new model.

Each host type’s microbiome contains a characteristic mix of microbial taxa. The number of functionally distinct microbial groups that need to be considered separately, as well as the potential of interactions between host effects on these groups, may increase with an increasing number of hosts and the phylogenetic distance between them (Crawford et al., 2019; Rinella & Reinhart, 2018). For simplicity in this proof-of-concept example, however, we assume that all influential members of the microbiome can be assigned to the mutualist or pathogen functional group, and that hosts independently stimulate the growth of these two groups. If the microbiome associated with host type $i$ ($M_i$) is made up of a proportion $\gamma_i$ mutualists (and thus $1-\gamma_i$ pathogens), the population density of mutualists is,

$$ N_m = \sum_{i=1}^{n} \gamma_i M_i, \quad (6a) $$

and the density of pathogens (‘natural enemies’) is,

$$ N_e = \sum_{i=1}^{n} (1-\gamma_i) M_i. \quad (6b) $$

If, as in feedback theory, the effect of each microbial type on hosts is proportional to its frequency, then we can define new parameters $\mu_i$ and $\epsilon_j$ representing the effect on host type $i$ of a unit increase in the frequency of mutualists and pathogens, respectively (Figure 1b). Then, host $i$’s population growth rate is,

$$ \frac{dN_i}{dt} = \frac{\mu_i N_m + \epsilon_i N_e}{N_m + N_e} N_i, \quad i = 1, \ldots, n. \quad (7a) $$

When host type $i$ is very common, the frequency of mutualists in the environment will be close to $\gamma_i$ and the frequency of pathogens will be close to $1-\gamma_i$, give or take small deviations due to the influence of less common host types. In a more evenly mixed host community, the frequency of each microbial group will represent a balance between each of the host type’s $\gamma$ values. We show how this balance comes about in a two-host example below.

In a system with two host types, with densities $N_i$, $i = 1, 2$, host dynamics are given by Equation (7a). We can derive expressions for the microbiome dynamics by recognising that Equation (6) imply $dN_m/dt = \sum_{j=1}^{n} \gamma_j M_j$ and $dN_e/dt = \sum_{i=1}^{n} (1-\gamma_i) M_i$. Obtaining $dM_i/dt$ from Eqn (1a) and rewriting in terms of our new variables $N_m$ and $N_e$ gives,

$$ \frac{dN_m}{dt} = \sum_{j=1}^{n} \frac{\gamma_j N_j (N_m + N_e)}{N_j + N_i} \left( \frac{\gamma_i (N_m + N_e) - N_m}{\gamma_j - \gamma_i} \right), \quad (7b) $$

$$ j \neq i $$
\[
\frac{dN_e}{dt} = \sum_{i=1}^{2} \left( \frac{(1-\gamma_i) \nu_i N_i}{N_i + N_j} \left( \frac{\gamma_j (N_m + N_e) - N_m}{\gamma_j - \gamma_i} \right) \right) \cdot (7c)
\]

We recall that in the feedback framework the coefficients \(\alpha_{ij}\) indicate the marginal fitness effect on host type \(i\), as induced by the microbiome cultivated by host type \(j\). We can now relate these coefficients mechanistically to the classical host–pathogen–mutualist population model. From Equation (6), it follows that host type \(j\) cultivates densities of \(N_m = \gamma_j M_j\) and \(N_e = (1-\gamma_j) M_j\) of mutualists and pathogens, respectively. From Equation (7a) it then follows that these densities exert effects \(\gamma_j \mu_j M_j\) and \((1-\gamma_j) \epsilon_j M_j\) on host type \(i\). This shows that the term \(G(i,j)\) in Equation (1) of the feedback framework corresponds to a term \((\gamma_j \mu_j + (1-\gamma_j) \epsilon_j) M_j\) in the classical host–pathogen–mutualist population model. Hence, if we define

\[
\alpha_{ij} = \gamma_j \mu_j + (1-\gamma_j) \epsilon_j \quad \text{for } i, j = 1, 2,
\]

the model in Equation (7) is exactly equivalent to the two-host version of Equation (1), just with the microbial community expressed in terms of functional groups rather than host-associated microbiomes. This equivalence allows us to derive an equivalent expression for the net feedback in terms of our new parameters,

\[
I_i = \alpha_{11} - \alpha_{21} - \alpha_{12} + \alpha_{22} = (\gamma_1 - \gamma_2)(\mu_1 - \mu_2 + \epsilon_2 - \epsilon_2) = (\gamma_1 - \gamma_2)(\mu_1 - \mu_2) - ((1-\gamma_1)(1-\gamma_2))(\epsilon_1 - \epsilon_2)
\]

(8)

Although the second line in Equation (9) is more mathematically compact, the final line provides the most straightforward interpretation. The first parenthetical expression, \((\gamma_1 - \gamma_2)\), is the differential ability of host type 1 to promote growth of the mutualist, relative to host type 2. It will be negative if host 1 is a worse mutualist host. The second parenthetical expression, \((\mu_1 - \mu_2)\), is the difference in responsiveness to mutualists between the two host types. It will be positive if host 1’s population growth is more strongly benefited by mutualists than is host 2’s growth. Therefore, the entire first product, \((\gamma_1 - \gamma_2)(\mu_1 - \mu_2)\), will be negative if there is a negative relationship between a species’ ability to host the mutualist and its responsiveness to mutualism.

The second product in Equation (9) is made up of similar parts: first, the differential ability of the two host types to promote pathogen growth \(((1-\gamma_1) - (1-\gamma_2))\), followed by the differential effect of the pathogen on each type of host \((\epsilon_1 - \epsilon_2)\). Note that because \(\epsilon\) represents the effect of pathogens, it should be negative. Therefore, the absolute value signs make the last parenthetical expression positive if host type 1 is more susceptible to pathogens. The entire second product in Equation (9) is thus positive if the same host is both a better host to, and is more strongly harmed by, pathogens.

Taken together, \(I_i\) is guaranteed to be negative—indicating a net negative feedback—when the species that is a worse host to the mutualist (if this is host 1, e.g. \(\gamma_1 < \gamma_2\)) and a better host to the pathogen (1–\(\gamma_1 > 1-\gamma_2\)) is also most responsive to both microbial groups (\(\mu_1 > \mu_2\)), indicating a stronger benefit from mutualists, and \(|\epsilon_1| > |\epsilon_2|\), indicating greater susceptibility to pathogens. This analysis makes rigorous the mechanisms underlying the result in Bever et al. (1997).

A convenient way to remember this result is that a net negative feedback results when there is a negative correlation between ‘hostiness’ (a species’ relative ability to host a particular microbiome functional group) and ‘happiness’ (a larger gain (mutualists) or smaller loss (pathogens) from interacting with that functional group). Examples of positive and negative hostiness-happiness relationships have been documented for both mutualists and pathogens (Figure 3), illustrating a diversity of net microbiome effects in nature. While pathogen-driven net negative hostiness–happiness relationships were the most common type seen in plant–soil systems (Crawford et al., 2019), whether this is generally true across taxa and across different types of (eco)systems is an open question.

The examples in Figure 3 come from studies on a single microbial functional group (just pathogens, or just mutualists). Measuring microbial effect on, and response to, each host becomes much more complicated when multiple microbial types coexist. Indeed, this is the problem for which feedback theory provides the workaround, by allowing \(I_i\) to be estimated without knowledge of the individual \(a_{ij}\) values. Just as with feedback theory, breaking an empirical estimate of \(I_i\) into its components—here, the ‘happiness’ and ‘hostiness’ terms in Equation (9)—requires additional, non-trivial work. The proportion of the microbiome that is mutualistic (\(\gamma_j\)) may for some systems be estimable from sequencing approaches, for example, and the individual microbial effects (\(\mu_i\) and \(\epsilon_i\)) may be measurable where the microbiome can be sorted into functional groups (e.g. by size or through differential biocides) during the test phase of the feedback experiment. Even rough estimates of any of these quantities can be combined with the \(I_i\) measured from a standard feedback experiment to constrain the range of possibilities for the remaining terms in Equation (9), and thus the range of viable hypotheses for which feedbacks are structuring the community.

**ADVANCING MICROBIOME THEORY: THE UTILITY OF LOOP ANALYSIS FOR COMPLEX HOST–MICROBIOME INTERACTIONS**

The results discussed so far have been extended to models that add host–host resource competition and host self-limitation (Bever, 2003; Revilla et al., 2013). The general
feature that there is an analogue to $I_s$ that describes net feedback and provides information on expected host diversity extends to these more complex cases.

Loop analysis (Levins, 1974; Puccia & Levins, 1991) provides a convenient means to gain insight into the feedbacks structuring more complicated models, at a somewhat aggregated level. In this context, a loop refers to a configuration in which each component of the community exerts an effect on a component and receives an effect from a component. For example, the net feedback generated in a two-host system with host density dependence (Figure 4a) is determined by the sum of four different feedback loops (Figure 4b; see Box 2 for a mathematical description). Two of these loops (loops 1 and 4) involve the direct feedback between one host and its microbiome (Figure 4b). Following the convention of loop analysis, in which each loop involves exactly one effect imposed on and imposed by each variable, this direct feedback is multiplied by the strength of intraspecific competition experienced by the host not involved in the direct feedback (Figure 4b; Puccia & Levins, 1991). The other two feedback loops (loops 2 and 3) involve an indirect feedback, in which one focal host manipulates the composition of the microbiome, which affects the density of the competing host, and this change in competitor density feeds back to the focal host via interspecific competition (Figure 4b). If the two hosts did not differ in terms of intra- and interspecific competition strength, the net feedback generated in the system would exactly equal $I_s$ (Box 2).

This approach can be generalised to any density-dependent interactions between and within the hosts, and within mutualists and pathogens. Without specifying the functions for relative fitness

$$F_1 = \frac{1}{N_1} \frac{dN_1}{dt}$$

$$F_2 = \frac{1}{N_2} \frac{dN_2}{dt}$$

$$F_m = \frac{1}{N_m} \frac{dN_m}{dt}$$

$$F_e = \frac{1}{N_e} \frac{dN_e}{dt}$$

we can write the interaction matrix as,
Because our interest is in microbiome interactions driving host dynamics, we can simplify the interaction matrix by assuming that intraspecific and interspecific competition coefficients for the two hosts are equal,

$$\rho = \frac{\partial F_1}{\partial N_1} = \frac{\partial F_1}{\partial N_2} = \frac{\partial F_2}{\partial N_1} = \frac{\partial F_2}{\partial N_2}. \quad (11)$$

Using loop analysis to calculate the net feedback shows some familiar elements:

$$\begin{align*}
\frac{\partial F_s}{\partial N_e} &= \left( \frac{\partial F_1}{\partial N_m} \frac{\partial F_2}{\partial N_m} \right) + \left( \frac{\partial F_m}{\partial N_e} \frac{\partial F_m}{\partial N_e} \right) + \left( \frac{\partial F_e}{\partial N_m} \frac{\partial F_m}{\partial N_m} \right) + \left( \frac{\partial F_e}{\partial N_m} \frac{\partial F_m}{\partial N_m} \right).
\end{align*}$$

Specifically, we see that the first two terms again describe the equivalent of $I_s$. Furthermore, the third term comprises the set of direct and indirect feedbacks previously described by the loops in Figure 4. Thus, dynamics are still governed by the hostiness-happiness relationships, where the importance of the mutualist feedback and pathogen feedback are mediated by the strength of intraspecific and interspecific density dependence of the hosts, and intraspecific density dependence in pathogens and mutualists (Equation (12)). There is also an interaction between the mutualist- and pathogen-driven feedbacks, which can be disentangled into a set of direct and indirect feedbacks that only involve host–microbiome effects (Figure 5).
Box 2  Loop analysis of a combined Lotka–Volterra competition-feedback model

Density-dependent resource competition within and between host types can be considered by combining the feedback model (Equation (1)) with the Lotka–Volterra competition model (Bever, 2003). Considering two hosts and their associated microbiomes, we write

\[
\frac{dN_i}{dt} = r_i N_i \left( 1 + \alpha_{ii} \hat{M}_i + \alpha_{ij} \hat{M}_j \right) - c_{ii} N_i^2 - c_{ij} N_i N_j, \quad i, j = 1, 2, \quad (B2.1a)
\]

\[
\frac{d\hat{M}_i}{dt} = \frac{\hat{M}_i \hat{M}_j}{N_i + N_j} (N_i - v N_j), \quad (B2.1b)
\]

where \( r_i \) is the host \( i \)'s intrinsic population growth rate, \( \hat{M}_i \) is the frequency of its microbiome in the shared environment \( \hat{M}_i = \frac{M_i}{M_i + M_j} \), and \( c_{ij} > 0 \) is the competitive effect of host type \( j \) on host type \( i \). All other notations follow the main text, except that we set microbiome \( i \)'s response to host type \( i, v \) in Equation (1a), to 1 for \( i = 1 \) and write it simply as \( v \) for \( i = 2 \), for consistency with (Bever, 2003). By representing the microbiome in terms of frequencies, we only need one microbiome equation (Figure 4a). Loop analysis can be performed on the interaction matrix of the system described by Equation (B2.1), which can be written as follows:

\[
\mathbf{\hat{A}} = \left[ \begin{array}{ccc}
\frac{\partial F_{N_1}}{\partial N_1} & \frac{\partial F_{N_1}}{\partial N_1} & \frac{\partial F_{N_1}}{\partial N_1} \\
\frac{\partial F_{N_1}}{\partial N_2} & \frac{\partial F_{N_2}}{\partial N_2} & \frac{\partial F_{N_2}}{\partial N_2} \\
\frac{\partial F_{M_1}}{\partial N_1} & \frac{\partial F_{M_1}}{\partial N_2} & \frac{\partial F_{M_1}}{\partial M_1}
\end{array} \right] = \left[ \begin{array}{ccc}
\frac{\partial}{\partial N_1} \left( \frac{1}{N_1} \frac{dN_1}{dt} \right) & \frac{\partial}{\partial N_2} \left( \frac{1}{N_2} \frac{dN_2}{dt} \right) & \frac{\partial}{\partial M_1} \left( \frac{1}{M_1} \frac{dM_1}{dt} \right) \\
\frac{\partial}{\partial N_1} \left( \frac{1}{N_2} \frac{dN_2}{dt} \right) & \frac{\partial}{\partial N_2} \left( \frac{1}{N_1} \frac{dN_1}{dt} \right) & \frac{\partial}{\partial M_1} \left( \frac{1}{M_1} \frac{dM_1}{dt} \right) \\
\frac{\partial}{\partial N_1} \left( \frac{1}{M_1} \frac{dM_1}{dt} \right) & \frac{\partial}{\partial N_2} \left( \frac{1}{M_1} \frac{dM_1}{dt} \right) & \frac{\partial}{\partial M_1} \left( \frac{1}{M_1} \frac{dM_1}{dt} \right)
\end{array} \right] = \left[ \begin{array}{ccc}
-c_{11} & -c_{12} & r_1 (a_{11} - a_{12}) \\
-c_{21} & -c_{22} & r_2 (a_{21} - a_{22}) \\
\varphi & -v \varphi & 0
\end{array} \right], \quad (B2.2)
\]

where \( \varphi = \frac{\hat{M}_j}{N_1 + N_2} \), with the asterisks representing equilibria. Since \( \varphi \) is always positive, it does not affect the sign of the net feedback in the system. Therefore, the net feedback of the system can be inferred from the matrix

\[
\mathbf{A} = \left[ \begin{array}{ccc}
-c_{11} & -c_{12} & r_1 (a_{11} - a_{12}) \\
-c_{21} & -c_{22} & r_2 (a_{21} - a_{22}) \\
1 & -v & 0
\end{array} \right],
\]

whose determinant is

\[
\det \mathbf{A} = \frac{\det \mathbf{\hat{A}}}{\varphi} = r_1 (c_{22} + v c_{21}) (a_{11} - a_{12}) + r_2 (c_{12} + v c_{11}) (a_{22} - a_{21}). \quad (B2.3)
\]

Expanding Equation (B2.3) yields the four feedback loops described in the main text and shown in Figure 3. In the absence of competitive differences between hosts (i.e. \( r_1 = r_2 = r, c_{11} = c_{22} = c_{\text{Intra}}, c_{12} = c_{21} = c_{\text{Inter}}, v = 1 \)), the net feedback of the system reduces to,

\[
\det \mathbf{\hat{A}} = \varphi \det \mathbf{A} = r \varphi (c_{\text{Intra}} + c_{\text{Inter}}) I_s. \quad (B2.4)
\]

Because \( r \varphi (c_{\text{Intra}} + c_{\text{Inter}}) \) is a positive constant, the sign of the net feedback in the system is described by \( I_s \) (Equation 5) in this case.

The structure of Equation (B2.3) reveals several different processes that are important in generating the system-level host–microbiome feedback. The first factor in the first term, \( (c_{22} + v c_{21}) \), quantifies the ability of host 1 to indirectly manipulate the microbiomes through its competitive effect on host 2. This ability increases not only with the degree of interspecific competition exerted on host 2 \( (c_{21}) \), but also with the degree of
Box 2 (Continued)

intraspecific competition experienced by host 2 \( (c_{22}) \), and the per capita effect of host 2 on microbiome composition \( (v) \). The second factor in the first term quantifies the ability of both microbiomes to manipulate the density of host 1, as it describes how the net microbiome effect on this host changes when it increases in relative abundance \( (\alpha_{11} - \alpha_{12}) \). The multiplication by \( r_j \) accounts for the rate at which these latter effects develop. By symmetry, the second term of Equation (B2.3) quantifies these impacts for host 2.

For the system described by Equation (B2.1), the net feedback determines the position of the one equilibrium point in which the hosts and their microbiomes coexist,

\[
N_1^* = \frac{r_1 r_2 v J_S}{\det A}, \tag{B2.5a}
\]

\[
N_2^* = \frac{r_1 r_2 J_S}{\det A}, \tag{B2.5b}
\]

\[
\widehat{M}_1^* = \frac{\det A_{C1}}{\det A} = \frac{\det A_{C1}}{\det A + \det A_{C2}}, \tag{B2.5c}
\]

in which

\[
J_S = \alpha_{11} - \alpha_{12} - \alpha_{21} + \alpha_{22} + \alpha_{11} \alpha_{22} - \alpha_{12} \alpha_{21} = I_S + \alpha_{11} \alpha_{22} - \alpha_{12} \alpha_{21}, \tag{B2.5d}
\]

and matrices \( A_{C1} \) and \( A_{C2} \) are defined below. We derive the equilibrium by setting the equations (B2.1) to zero. In this case, the microbiome would maintain both hosts at equilibrium if microbiome effects cancel out the density-independent and density-dependent effects on fitness resulting from host–host interactions. As per capita effects on fitness are constant (Equation B2.2), and \( \widehat{M}_2 = (1 - \widehat{M}_1) \), we can infer from this equilibrium requirement that the following equation needs to be fulfilled:

\[
\begin{bmatrix}
-c_{11} & -c_{12} & r_1 (\alpha_{11} - \alpha_{12}) \\
-c_{21} & -c_{22} & r_2 (\alpha_{21} - \alpha_{22}) \\
1 & -v & 0
\end{bmatrix}
\begin{bmatrix}
N_1 \\
N_2 \\
\widehat{M}_1
\end{bmatrix}
= \begin{bmatrix}
-r_1 (1 + \alpha_{11}) \\
-r_2 (1 + \alpha_{12}) \\
0
\end{bmatrix}. \tag{B2.6}
\]

Using Cramer’s rule, we obtain \( \widehat{M}_1^* \) (and \( \det A_{C1} \)) by substituting the right-hand side of Equation (B2.6) into the third column of the interaction matrix, to obtain the host-specific feedback exerted on \( \widehat{M}_1^* \) and \( N_1^* \):

\[
\det A_{C1} = \det \begin{bmatrix}
-c_{11} & -c_{12} & -r_1 (1 + \alpha_{12}) \\
-c_{21} & -c_{22} & -r_2 (1 + \alpha_{22}) \\
1 & -v & 0
\end{bmatrix} = r_2 \left(c_{12} + v c_{11}\right) (1 + \alpha_{22}) - r_1 \left(c_{22} + v c_{21}\right) (1 + \alpha_{12}). \tag{B2.7}
\]

By symmetry, obtaining the host-specific feedback exerted on \( \widehat{M}_2^* \) and \( N_2^* \) then requires solving the matrix equation:

\[
\begin{bmatrix}
-c_{11} & -c_{12} & r_1 (\alpha_{11} - \alpha_{12}) \\
-c_{21} & -c_{22} & r_2 (\alpha_{21} - \alpha_{22}) \\
-1 & v & 0
\end{bmatrix}
\begin{bmatrix}
N_1 \\
N_2 \\
\widehat{M}_2
\end{bmatrix}
= \begin{bmatrix}
-r_1 (1 + \alpha_{11}) \\
-r_2 (1 + \alpha_{21}) \\
0
\end{bmatrix}. \tag{B2.8}
\]

which then yields:

\[
\det A_{C2} = \det \begin{bmatrix}
-c_{11} & -c_{12} & -r_1 (1 + \alpha_{11}) \\
-c_{21} & -c_{22} & -r_2 (1 + \alpha_{21}) \\
-1 & v & 0
\end{bmatrix} = r_1 \left(c_{22} + v c_{21}\right) (1 + \alpha_{11}) - r_2 \left(c_{12} + v c_{11}\right) (1 + \alpha_{21}). \tag{B2.9}
\]
Box 2  (Continued)

A feasible equilibrium point requires that all equilibrium densities be positive, meaning

\[ \text{sign} (J_S) = \text{sign} (\det A) = \text{sign} (\det A_{C1}) = \text{sign} (\det A_{C2}) ; \]  

\hspace{1cm} (B2.10)

thus, either all signs in Equation (B2.10) are positive, or they are all negative. To assess which of these two cases is stable, we can solve the determinant of the Jacobian matrix of the system described by Equation (B2.1), evaluated at the coexistence equilibrium point. As the determinant is the product of the system's three eigenvalues, a negative determinant is necessary (though not sufficient) for stability. The determinant of the Jacobian matrix, \( U \), can be written as follows:

\[ \text{det} U = \begin{vmatrix} N_i = N_i^* \end{vmatrix} = r_i r_2 \frac{v}{1 + v} \hat{M}_1^* \left( 1 - \hat{M}_1^* \right) J_S = r_i r_2 \frac{v}{1 + v} \left( \frac{\det A_{C1} \det A_{C2}}{(\det A)^2} \right) J_S. \]  

\hspace{1cm} (B2.11)

The parameters \( r_i, r_2 \) and \( v \) must be positive for biological realism, and if Equation (B2.10) holds, then the fraction in Equation (B2.11) is also positive. Hence, stable coexistence of both plant hosts and their microbiomes requires \( J_S < 0 \), corresponding to negative host–microbiome feedback, thereby obtaining a result of (Revilla et al., 2013), who used a graphical approach.

\[ J_S = \frac{\det A_{C1} \det A_{C2}}{(\det A)^2} J_S. \]

FIGURE 5  Graphical representation of the second row of Equation (12). Arrows pointing from species or functional group \( j \) to species or group \( i \) represent the fitness effect of \( j \) on \( i \)'s population growth rate. This is the \( i,j \)th element of the interaction matrix (Equation (10)). In the final row, products are depicted as multiple arrows drawn together.

THE UTILITY OF SIMPLE THEORY FOR UNDERSTANDING COMPLEX SYSTEMS

The loop analysis discussed above and illustrated in Box 2 shows that many of the insights gained from models (1) and (7) transfer well to more realistic settings. This is notable, since the basic models lack density dependence and equilibrate only in terms of the frequencies of each community member. Nevertheless, the key roles of hosting ability and benefits derived from the microbiome in determining net community outcome are robust to inclusion of the myriad sources of density dependence (Equation (12)). We are therefore interested in knowing how far simple feedback theory can get us. Even in the simplest host–microbiome feedback model (Bever et al., 1997), \( I_s < 0 \) is a necessary but not sufficient condition for host coexistence. We do not expect \( I_s \) to provide complete information on community-level outcomes because there are multiple system characteristics and mechanisms that may prevent species coexistence even when \( I_s < 0 \). Most obviously, the theoretical coexistence state that would be maintained by negative feedback may include negative densities of hosts and/or microbiome populations (Kandlikar et al., 2019). Second, the negative feedback generated by \( I_s < 0 \) may or may not be sufficient to constrain a system with complex eigenvalues to a stable limit cycle (Eppinga et al., 2018). An interesting difference between the dominant eigenvalue of the Jacobian matrix and \( I_s \) is that the former only informs about the fate of...
small perturbations around the coexistence equilibrium, while the latter informs about the attraction of the coexistence equilibrium when one host is rare (Eppinga et al., 2018). Hence, $I_s < 0$ is a necessary condition for species persistence, while a negative dominant eigenvalue is not (Eppinga et al., 2018). The reason $I_s < 0$ is not sufficient is that it does not consider that multiple hosts and their microbiomes can simultaneously become rare, after which one or more hosts and their microbiomes may get excluded (Eppinga et al., 2018). In future analyses, Floquet theory (e.g. Klausmeier, 2008) may provide further insights into the connection between $I_s$ and the ability of a community to persist while fluctuating.

**DISCUSSION**

Host–microbiome feedback theory has proven useful for understanding net effects of interactions between plants and their soil microbes on plant communities, and we contend that the framework translates readily to other host taxa. While the combination of the theory with empirical tests is powerful, it treats the feedbacks as a ‘black box’, whereby host and microbial responses to one another are input and output but the mechanisms underlying these responses are not addressed. Classic ecological theory for how hosts interact with shared mutualists and pathogens allows us to study these mechanisms, but has previously been unconnected with net community-level feedbacks. In this paper, we have synthesised feedback theory with classic modelling approaches. By merging these two research directions, we can now link net feedback theory, with its readily measurable and highly informative net feedback coefficient, with mechanistic theory that opens the black box.

The central constructs of microbiome feedback theory are state variables that represent the direction of change in microbiome composition due to association with a particular host (Bever et al., 1997). These state variables are qualitatively different from common state variables, such as density, that can be directly measured. While host-specific microbiome divergence, a critical step in microbiome feedback, could be quantified through amplicon sequencing or other tools, feedback theory measures host-specific divergence through microbiome impacts on host fitness. This framework has the advantage of constructing theory around a workable experimental test of microbiome influence on fitness (Figure 2, Box 1), but it has been difficult to represent the meaning of the parameters of the feedback model. By explicitly bridging these two theoretical frameworks, we show that feedback parameters correspond to integrative measures of host effects on microbes and host responses to microbes. Microbiome feedback then corresponds to the product of the differential ability to host microbes and the differential host fitness response to those microbes. A negative ‘hostiness-happiness’ correlation generates negative microbiome feedback that can stabilise coexistence of host species, while positive microbiome feedbacks generated by a positive correlation can drive host turnover or alternative stable states (Figure 3).

Our analyses show that microbiome feedback theory and classic ecological theory are complementary approaches to understanding the influence of the microbiome on host communities. Considering disease dynamics as an example, classic theory explicitly models disease spread separately from disease impacts and this modelling approach has motivated a general prediction that disease incidence will decline with host diversity (Keeling et al., 2006). This prediction, called the dilution effect, became very controversial because of the dependence on specific modelling assumptions and questions of correspondence to empirical systems (Randolph & Dobson, 2012). Microbiome feedback theory does not monitor disease incidence, and therefore does not inform questions of disease incidence per se. However, by representing the net consequence of disease dynamics on host fitness, feedback theory does predict that when negative feedback predominates, increases in host diversity will result in reduced impact of pathogens on host fitness. Given evidence that root pathogens drive negative microbiome feedback in plant communities (Crawford et al., 2019), some have argued that impacts of root pathogens will generally be diluted by increasing plant diversity (Collins et al., 2020). Moreover, a general argument on the importance of pathogens in structuring plant communities can be constructed by combining inference from the few tests of classic host–pathogen models parameterised to particular systems (Mordcaia, 2013b, a) with the much broader data available on patterns of plant–soil microbiome feedback (Bever et al., 2015).

We argue that integrating work under the classical and microbiome feedback frameworks is necessary to build a predictive understanding of how environmental change may alter host–microbiome interactions and thereby host community structure. For example, when the signs of feedback loops through various components differ (e.g. simultaneous positive feedback through mutualists and negative feedback through pathogens), changes in environmental factors like climate or nutrient availability may readily reverse the sign of the net feedback. While building and parameterising models that incorporate environmental dependence of host–microbe interactions is a priority, prospects for broad application of this approach are limited given the fantastic diversity of host–microbe interactions. Rapid progress may be possible by using illustrative examples from classic ecology theory to generate predictions that can then be tested using the host–microbiome feedback approach. The microbiome feedback approach provides tests of the potential for the microbiome to mediate host–host interactions, and inference from these tests is constrained to the test's microbiome source (Crawford et al., 2019; Diez et al., 2010)
and environmental context (Smith-Ramesh & Reynolds, 2017). However, the environmental dependence of microbiome feedback can provide tests of general tendencies of these systems. For example, a recent test of plant–soil microbiome feedback found that consistency of environment generated more stabilising negative feedbacks than did fluctuating environments (Duell et al., 2019).

Peter Chesson’s partitioning of interspecific interactions into stabilising and equalising effect (Chesson, 2000), often called ‘modern coexistence theory’, has been embraced as a useful guide to bridge theory and empirical studies (e.g. Ellner et al., 2019; HilleRisLambers et al., 2012). The aim of the feedback framework is to evaluate the stabilising potential of microbiome dynamics. The quantity $I_j$ represents the stabilising potential of microbiome dynamics near the coexistence equilibrium: the more strongly negative, the greater the stabilising potential. Full application of modern coexistence theory to the feedback model (i.e. determining if the internal equilibrium exists and estimating the equalising effect of the microbiome; Kandlikar et al., 2019; Ke & Wan, 2020) is difficult because it requires estimation of individual feedback parameters ($\alpha_{ij}$). These parameters represent the difference between host fitness with differentiated microbiomes and host fitness with a naı̈ve microbiome (i.e. upon initiation of the training step of the feedback experiment). Because microbiomes are not static, and because relative fitness effects are best estimated in a randomised common environment, the fitness effect of a naı̈ve microbiome is empirically challenging to estimate. Host fitness in a naı̈ve environment should not, despite the suggestion of Ke and Wan (2020), be conflated with fitness in a sterile environment, as this would confound the effects of microbiome dynamics with the effects of microbiome presence. As such, practical challenges remain for the unification of modern coexistence theory with feedback experiments.

As both empirical and theoretical investigations of host–microbiome feedbacks are extended to include more taxa and more processes, we expect linkages between net feedbacks and underlying mechanisms will be important for building understanding and prediction. Many patterns in community ecology are context-dependent, making generalisation a challenge (Lawton, 1999). The type of synthesis we promote here elucidates the origins of ‘microbial context-dependence’, where the potential for positive feedbacks and alternative stable states creates a situation in which the final community-level outcome depends (predictably, once one knows how to look) on initial microbiome composition (Jiang et al., 2020) and/or initial host densities (Bever, 1999).
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