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SUMMARY Recognizing human action in complex scenes is a challenging problem in computer vision. Some action-unrelated concepts, such as camera position features, could significantly affect the appearance of local spatio-temporal features, and therefore the performance of low-level features based methods degrades. In this letter, we define the action-unrelated concept: the position of camera as high-level features. We observe that they can serve as a prior to local spatio-temporal features for human action recognition. We encode this prior by modeling interactions between spatio-temporal features and camera position features. We infer camera position features from local spatio-temporal features via these interactions. The parameters of this model are estimated by a new max-margin algorithm. We evaluate the proposed method on KTH, IXMAS and Youtube actions datasets. Experimental results show the effectiveness of the proposed method.
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1. Introduction

In the human-action recognition field, low-level features have evolved considerably. Sparse local spatio-temporal (ST) features have shown advantages in human action recognition [1], [2]. Besides these hand-designed features, hierarchical invariant ST features [3] that are learned from data directly are also proposed for human action recognition. They achieve impressive performance on many realistic video datasets. However, ST features are limited in capturing semantics information and often yield a representation with inadequate discriminative power for larger, more complex datasets. Consequently, high-level features are introduced to enrich ST features with semantic information and give a robust representation for human action recognition [4], [5].

Both low-level and high-level features have been explored considerably for human action recognition. However, little work has been developed for modeling interactions between low-level and high-level features. Here, action-unrelated concepts such as camera position features are defined as high-level features in the proposed method. We believe that there are strong connections between ST features and camera position features. Concretely, camera position features can be inferred from ST features via these connections. In addition, camera position features can be seen as a prior to guide ST features for human action recognition also via these connections. A more detailed description is shown in Fig. 1. In Fig. 1 (a), due to camera movement, a lot of unwanted background Spatio-Temporal Interest Points (STIPs) are detected from videos. However, only the discriminative STIPs reflect the camera position features, which are described in purple and green lines in Fig. 1 (a) respectively. Due to our discriminative learning, we build strong connections between discriminative features and the camera position features. Thus, camera position features can be inferred from local ST features.

In this letter, we model interactions between ST features and camera position features for human action recognition. Given a set of test videos, our model automatically infers the camera position and utilizes these features coupled with ST features to recognize human action simultaneously. The parameters of the model are estimated by a new max-margin algorithm. By modeling the interactions between ST features and camera position features, we show that our algorithm improves the performance of human action recognition on several action datasets.

2. Modeling Interactions between ST and Camera Position Features

Given a video, we recognize human action using ST features which are interacted with camera position features. The ST features extracted from these videos are suffered from a lot of noise due to the unconstraint environment. On the other hand, since videos contain human actions which are acted under different camera positions, ST features extracted from these videos are suffered from large variation.

A graphical illustration of our model is shown in Fig. 2. Since we do not know which ST feature is connected to specified camera position feature, we build a full connc-
Given the training videos of actions with labeled camera position features, we design our parameter learning algorithm to minimize two types of losses which predict the class label accurately. We introduce two slack variables \( \xi_i \) and \( \eta_i \) for each sample \( x_i \) into objective function. These two slack variables have different purposes. The slack variable \( \xi_i \) denotes the hinge loss which penalizes the difference between the predicted class label and \( y_i \). Minimizing the slack variable \( \xi_i \) aims at finding the parameters \( w \) to correctly predict the class label \( y_i \). Meanwhile, minimizing the slack variable \( \eta_i \) aims at finding the parameters \( w \) to correctly predict the camera position features \( h_i \), which is obtained by maximizing the difference between \( x_i^T w \) and \( \max_{h \in \mathcal{H} \setminus \{h_i\}} [x_i^T w] \). This guarantees that the maximum score is obtained when \( h_i \) is correctly predicted. As for regularization term, since videos with different camera position features share little ST features, it is inappropriate to enforce other constraints on the parameters \( w \). Then, we only add the matrix norm regularization into objective function. Then, the objective function is defined as follows:

\[
\min_{w, \xi, \eta} \frac{1}{2} \|w\|_2^2 + \beta \sum_i \xi_i + \gamma \sum_i \eta_i
\]

s.t. \( \forall i, \xi_i \geq 0, \eta_i \geq 0 \)

\( y_i(x_i^T w) \geq 1 - \xi_i \)

\( \forall i \in \mathcal{P}, x_i^T w_i \geq \max_{h \in \mathcal{H} \setminus \{h_i\}} [x_i^T w] + 1 - \eta_i \)

\( \forall i \in \mathcal{N}, \max_{h \in \mathcal{H}} [x_i^T w] \leq -1 + \eta_i \)

where \( \|w\|_2 \) is the L2 norm of \( w \), \( \beta \) and \( \gamma \) are normalization constants.

Since optimization problem (2) has a total of \( N|\mathcal{H}| + |\mathcal{N}| \) constraints, it makes standard quadratic programming solvers unsuitable for this type of problem when \( |\mathcal{H}| \) is extremely large. As in [7], we propose a learning algorithm which aims at finding a small set of active constraints that ensure a sufficiently accurate solution. It successively tightens the original problem using a cutting plane method. Pseudo-code of the algorithm is depicted in Algorithm 1.

4. Model Inference

Define the set of action labels as \( \mathcal{A} = \{1, \ldots, A\} \), we apply one-vs-all strategy for multi-class classification. We treat one action as positive examples and other actions as negative examples. Given a new test video \( V \), histogram of ST features \( x \) is used to represent \( V \). Then, inference is formulated as follows:

\[
y = \text{sgn}(\max_{h \in \mathcal{H}} (x^T w_h)), \quad k = 1, \ldots, A.
\]

It is achieved by finding a best configuration of camera position features to maximize the function (1).

**Computational complexity:** We use \( |\mathcal{A}| \) to denote the total number of action class. Since for each action class, the inference process enumerates every possible configuration of camera position features, the total cost of inference is \( |\mathcal{A}| D_H \), where \( D_H \) is the dimension of camera position features.
5. Experiments

We adopt STIPs detector [8] to obtain local ST features. Bag-of-words (BOW) model is used to quantize these ST features. Then, a video is represented by histogram vector $x$. In our experiment, we combine several sub-vocabularies to acquire the final vocabularies where sub-vocabularies are generated per action class separately.

**KTH dataset.** Considering the well-controlled environments of KTH action dataset, we define camera position feature $h$ that it only involves the viewpoints. Specifically, $h$ is a binary vector whose elements indicate the presence of specified viewpoints. We define $h$ as 8-dimensional binary vector. $h_1, \ldots, h_8 \in \{0, 1\}$ denote that people act toward west, northwest, north, northeast, east, southeast, south and southwest respectively, where $h_i (i = 1, \ldots, 8)$ denotes the $i$-th element of $h$. The size of sub-vocabularies are set to 1500.

**IXMAS dataset.** Due to the small moves of human body in this dataset, Harris3D detector fails to detect STIPs from some videos. Then, we employ primitive features in [9]. We perform a clustering of the feature space to quantize the primitive features. We represent activities using histograms of the frames assigned to each cluster. We use five dimensional vector to denote the camera position features. Each element of this vector denotes the presence of five different views in videos. Since our goal is not to recognize human action cross view, we do not use the common experimental setting. Instead, we apply 4-fold cross validation to demonstrate the advantage of the proposed model.

**Youtube dataset.** We obtain the average accuracy over 25-fold cross-validation. Since some videos in this dataset contain actions with different viewpoints, videos are segmented into several clips and each clip is labeled with one type of viewpoint. In this experiment, we only consider the variation of viewpoints. We define camera position features as 4 dimensional binary vector to capture the viewpoints’ variation of human activities. These 4 binary variables indicate west, north, east, and south respectively. The size of sub-vocabularies is set to 5000. Then, the size of final vocabulary is 55000.

**Baseline.** In order to validate the advantages of our method, we use linear SVM coupled with BOW model as our baseline method. Liblinear tools [10] is utilized as classifier of baseline method.

5.1 Experimental Results

The camera position features for test samples are unknown. We obtain the camera position features automatically using (3) and also choose the class label using (3). The baseline method yields an average precision of 90.5%, whereas our model is 92.3% on KTH actions dataset. BOW model coupled with $\chi^2$ kernel SVM [2] achieves 91.8%. Our method achieves 100%, 97.2%, 93.1%, 81.9%, 81.3% and 100% for boxing, hand clapping, hand waving, jogging, running and walking respectively, and the baseline method achieves 97.9%, 95.8%, 86.8%, 77.1%, 87.5% and 97.9% correspondingly. The main confusion occurs between jogging and running due to the similar appearance of these two actions. In most actions, our method achieves superior results compared with [2]. In order to validate the advantages of our model, we conduct a synthetic experiment which injects noise into BOW representation on KTH actions dataset. The noise is injected into bag-of-words representation for training data as follows: $x = x + \gamma \cdot mnrnd(Ns, P, 1)$, where $x$ is BOW representation and $mnrnd(\cdot)$ is matlab function which generates random variable from $P$. $P$ is a multinomial distribution whose elements $p_k = \frac{1}{d}, k = 1, \ldots, d$, where $d$ is the dimension of $x$. $\gamma$ and $Ns$ are two parameters which control the strength of injected noise. Higher values of $\gamma$ and $Ns$ indicate more noise in $x$. Figure 3 reports the performance of our method and the baseline method after injecting noise when $K = 800$. With the higher value of both $\gamma$ and $Ns$, our method significantly outperforms the baseline method which uses linear SVM. As shown in Fig. 3, with increasing values of $\gamma$ and $Ns$, the recognition accuracy of our method almost does not degrade, while the linear SVM degrades significantly. This supports our claim that the proposed method discovers discriminative co-occurrence information for ST and camera position features, which is robust to noise.

Since Sadanand and Corso [5] use richer representation for videos, they report a recognition accuracy of 98% on KTH actions dataset. However, there are three main advantages of our method compared to [5]. First, our method automatically reports the high-level features (camera position features) and provides a semantic description for videos. Second, since the method described in [5] uses FFT-based
convolution, it is computational inefficient compared to our method. Third, our method is a framework to incorporate different types of features. Other combinations of different type features can also applied into our framework including local ST features and action-related concepts such as the movements of body parts (e.g. legs, hands and knee).

The best result of our method achieves 80.3% on IXMAS action dataset while BOW model achieves 77.4%, shown in Fig.4. Figure 4 gives the comparison of our method and the baseline with different sizes of the sub-vocabularies. From Fig.4 we can see that, our baseline achieves the best result with $K = 3000$, and our method is 6500, where $K$ is the size of sub-vocabularies.

Table 1 gives the average accuracy and comparison with other methods on Youtube actions dataset by action class. Baseline$^1$ and Baseline$^2$ denote the baseline method with $K = 800$, and $K = 5000$ respectively. Due to the large size of final vocabulary (5000*11 class), our baseline method achieves 91.5%. Our baseline method achieves 82.8%, 84.4%, 87.8%, 90.8% and 91.5% when $K = 1000$, 2000, 3000, 4000 and 5000 respectively. We achieve 93.7% recognition rate for the Youtube actions by modeling interactions between camera position features and spatio-temporal features. It is approximately 7% better than the current best published results. Our method obtains better results compared to [3], [11]. Our method also gives better results compared to our baseline method since our camera position features capture the camera position variation for this complex and challenging dataset.

6. Conclusion

In this work, we model interactions between low-level and high-level features for human action recognition. We observe that camera position features (high-level features) can be inferred from ST features (low-level features), and camera position features can serve as prior to ST features. By modeling the interactions, our method can infer camera position features from ST features automatically and also imposes constraints on ST features. We evaluate our method on several action datasets to demonstrate the advantages of our method. Although we focus on the interactions between local ST features and camera position features in this work, other combinations of different type features can also applied into our framework.
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