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Abstract

Feature selection plays an important role in the data mining process. It is needed to deal with the excessive number of features, which can become a computational burden on the learning algorithms. It is also necessary, even when computational resources are not scarce, since it improves the accuracy of the machine learning tasks, as we will see in the upcoming sections. In this review, we discuss the different feature selection approaches, and the relation between them and the various machine learning algorithms.

1 Introduction

According to Dunham (2002), machine learning tasks can be seen as predictive or descriptive ones. Classification is an example of predictive models. Friedman (1997) described it as a model where discrete output values (class labels) are learnt from the different variables (features) of the input data. Clustering, on the other hand, is categorised by Dunham (2002) as a descriptive task. The features of the input data are used to categorize it without supervised training. In both cases, the choice of the feature-set plays an important role in the performance of the data mining problem. Liu et al. (2010) listed three advantages for removing irrelevant and redundant features: it makes the data mining task more efficient, improves its accuracy and simplifies the inferred model, making it more comprehensible.

For an accurate classifier, it is needed to reduce both bias and variance of the model (Friedman, 1997). As described by Domingos (1999), the bias is a systematic error that occurs when inferring a more generalized model for the data, hence increasing the training data will not improve it. Variance, on the other hand, results when the model tries to cope with the variations of the noisy data sample. Increasing the sample size in this case can balance the effect of the noise and reduce the variance accordingly. Nevertheless, Friedman (1997) stresses that during the training process, the more sensitive the model is to the training data, the lower the bias in exchange for a higher variance, and vice versa. This is known as “bias-variance trade-off”. Hence, as noted by Kohavi and John (1997), classifiers faced with limited data has to find an optimum point where they can actually estimate the statistical distribution of fewer features (variance reduction) versus less accurate estimation of more features (bias reduction); ergo, Munson and Caruana (2009) summarized the feature selection process as the process of finding the best bias-variance trade-off point.

When it comes to unsupervised learning algorithms, such as clustering, Janecek et al. (2008) highlighted that the problem with high dimensional data (more features) is that it makes the proximity measures between the records more uniform, hence metrics such as distance and density become harder to obtain.

In the next sections we explain the different feature selection approaches.
2 The selection process

In its simplest form, the feature selection process can evaluate individual features and rank them based on their correlation with class labels (Yu and Liu, 2004). However, Hall (1999) reported that studies had proven a good feature subset to be the one whose features are not correlated to each other, besides them being correlated to class labels. Hence, they are better evaluated as subset rather than individually. Liu et al. (2010) summarized subset feature selection process into three main steps:

- **Search**: Generating a subset of the available features to be evaluated.
- **Evaluation**: Evaluating the utility of the generated subset
- **Stop**: Deciding whether to stop or continue the search till a stopping criterion is reached

For N-dimension feature-space, there are $2^N$ possible subsets. Thus, the generation step uses different approaches to traverse the available subsets. Additionally, instead of searching within all possible subsets, it can stop after reaching certain number of features or iterations, or when an optimum subset is reached according to the evaluation step (Dash and Liu, 2003).

John et al. (1994) listed two search algorithms. The **forward selection** algorithms starts with an empty set and keeps adding features, while the **backward elimination** starts with all the features and keeps on removing ones. Pintelas (2004) explained that in the two algorithms, once a feature is added it cannot be removed and vice versa. Thus, they are described by Yang and Honavar (1998), Hall (1999) as greedy hill-climbing algorithms, where they assume monotonicity of the whole process. Kohavi and John (1997) added that dealing with smaller subset in the beginning makes the forward selection faster than the backward elimination algorithm and can reach relatively fewer features more quickly, yet the latter usually selects more interactive features. This makes Forward Selection preferable with high dimensional data. Generally, hill-climbing algorithms might get caught in local minima and fail to include useful features, or exclude irrelevant ones.

Hall (1999) mentioned another algorithm; **best first search**. Unlike the hill climbing algorithms, at each step it generates all possible moves and allow for backtracking once the path it is traversing is not adding any improvement. Kohavi and John (1997) highlighted the importance of having a stoppage criterion, to limit the generation of possible moves at each step, in order to prevent the algorithm from traversing the entire search space.

Yang and Honavar (1998) argued against the monotonicity assumption, presenting genetic algorithms as an alternative to escape the local minimas. Pintelas (2004) explained it as follows: The features are represented as a binary string where zeros represent the absence of features and ones represent their presence. Genetic operations such as mutation (adding or removing a feature by reversing the value of the bit representing it) and crossover (combining two subsets together) take place on the strings and better feature subsets have more chance to produce newer subsets via more mutations and crossovers.

One idea proposed by Yu and Liu (2004), is to start with individual feature selection first, to eliminating irrelevant features Then subset selection is performed later to remove redundant features. By decoupling the two processes, they downsize the search space for the subset selection, hence improving its performance. However, this contradicts with
what Kohavi-1997 warned of, where an irrelevant feature on its own can still form, among others, an optimal subset.

In each iteration, the generated subset has to be evaluated. Dash and Liu (2003) explained that this step compares the new subset with the previously acquired ones, or with predefined optimum threshold to decide (i) whether the new subset should replace the previous best subset, and also (ii) whether a stopping criterion has been reached to prevent the algorithm from doing exhaustive search.

The way evaluation is done is what subdivides feature selection into to two main categories: filters and wrappers (Hall, 1999; Liu et al., 2010). The two approaches are discussed in the next section.

3 Filters and Wrappers

Filters and wrappers are two evaluation strategies. In filters, individual features or subsets are evaluated independently of the learning algorithms, while wrappers use the learning algorithm to evaluate feature subsets (Estévez et al., 2009).

Gheyas and Smith (2010) listed some filter methods such as: mutual information (Lewis, 1992; Peng et al., 2005; Estévez et al., 2009), chi-square test (Jin et al., 2006) and Pearson correlation coefficients (Biesiada and Duch, 2007).

For individual selection, Lewis (1992) measures the mutual information (MI) between each feature and the target class label. Then features are ranked accordingly, selecting the top n features. Hamming (1986) stated the following equation to calculate the MI between two variables, $A = [a_1, a_2, ..., a_n]$ and $B = [b_1, b_2, ..., b_n]$:

$$I(A, B) = \sum_i \sum_j Pr(a_i, b_j) \log \frac{Pr(a_i, b_j)}{Pr(a_i) \times Pr(b_j)}$$

It is clear from the previous equation that for features with equal conditional probability with a class, the rare ones get higher scores than common ones (Yang and Pedersen, 1997). On contrary, Yang and Pedersen (1997) added that Chi-Squared values are normalized, but it is not suitably for rare features, since they hardly follow $X^2$ distribution. Linear correlation coefficient is another option, however Yu and Liu (2004); Gómez-Verdejo et al. (2009) warned that the assumption of linear relation between variables and classes is not usually valid; therefore, MI is still widely used.

It worth mentioning here that some papers, such as Yang and Pedersen (1997), discriminate between Information Gain (IG) and Mutual Information (MI), however Cover and Thomas (2006, p. 21) showed that the MI formula mentioned above is the same one referred to by Quinlan (1986); Hall (1999) as IG.

Traditional filter methods select features individually. One idea is to calculate MI between class labels and subsets instead of individual features. However, Ding and Peng (2005) explained that the more variables in our joint probabilities, the harder it is for our limited sample to cover the multivariate density. Hence, they proposed a “minimal-redundancy-maximal-relevance” (mRMR) formula, which accounts for both inter-features and feature-to-class MI. Both Peng et al. (2005) and Estévez et al. (2009) built on this idea. Similarly, Torkkola (2003) proposed the use of Renyi’s entropy as an alternative to Shannon et al. (1949)’s entropy to solve the multivariate issue, whereas Markov blanket,
presented Koller and Sahami (1996), is one other solution.

The absence of target labels in unsupervised learning encouraged He et al. (2006) to use Laplacian Score (LS). LS assumes that a relevant feature is the one where neighbouring records across the whole feature space are also close across this feature vector (He et al., 2006). They added that LS yields to Fisher Criterion Score (FCS) when target labels are available. Yan et al. (2007); Fu et al. (2008) highlighted that these methods assume classes to be normally distribution across the data-space. Hence, Dhir and Lee (2009) proposed a hybrid measurement based on FCS and MI.

Although filters are normally faster than wrappers, John et al. (1994) warned that it doesn’t take into its consideration the biases of the learning algorithm during subset selection, after showing the wrappers effectiveness. Wrapper methods use the learning algorithm, during the evaluation step, to determine the utility of a certain features subset based on the algorithm’s accuracy while using that specific subset (John et al., 1994). Hall (1999) added that the training data is usually divided into folds and accuracy is determined using cross-validation. Compared to filters, Gheyas and Smith (2010) stated that wrapper’s effectiveness comes at the expense of their computational cost. Because of their cost, Pintelas (2004) noticed that the forward selection algorithms (mentioned earlier) might be more common with wrappers, even if it is less effective than the backward selection. He et al. (2006) also added that wrappers are common in unsupervised learning scenarios, since filters, other than Laplacian Score, usually rely on class labels to calculate the correlations between features and those labels.

### 4 FS and Learning Algorithms

We have stated earlier that good features are not only the ones highly correlated with the target class, but also the ones not correlated with each other. Kohavi and John (1997) highlighted that the accuracy of instance-based algorithms is vulnerable to the former, while Naive-Bayes is more robust when faced with the former yet vulnerable to the latter. Nearest neighbour (NN) algorithm is an example of instance based learning. Witten and Frank (2005, p. 116) added that the adoption of k-NN, where \((k > 1)\), can smooth the effect of noisy data a bit, hence variance.

Lal et al. (2006) remarked that some learning algorithms, such as decision trees (DT), select relevant features implicitly. Guyon and Elisseeff (2003) added that in those embedded methods of feature selection, the selection process takes place during the training phase, rather than in preprocessing step. Nevertheless, decision tree still need earlier feature selection, as noted by Kohavi and John (1997).

Additionally, Kohavi and John (1997) noticed in their experiments that different search algorithms work better with different learning algorithms as well as datasets. Similarly, experiments by Hua et al. (2009) proved different feature-selection methods to give various accuracy across different sample sizes and data nature.

### 5 Conclusion

We have seen that wrappers are generally more accurate then filters, yet the latter is more computational efficient. Similar trade-offs exist between selecting the features individually or as a subset, as well as between the different search algorithms. However, experiments
showed that the nature of the dataset, the robustness of the classifier and the nature of the learning problem dictates our choices between those trade-offs. Additionally, there are efforts being put to make filter methods suitable to subset selection and unsupervised learning scenarios.
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