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Abstract

In this paper, we consider the problem of selecting representatives from a data set for arbitrary supervised/unsupervised learning tasks. We identify a subset $S$ of a data set $A$ such that 1) the size of $S$ is much smaller than $A$ and 2) $S$ efficiently describes the entire data set, in a way formalized via auto-regression. The set $S$, also known as the exemplars of the data set $A$, is constructed by solving a convex auto-regressive version of dictionary learning where the dictionary and measurements are given by the data matrix. We show that in order to generate $|S| = k$ exemplars, our algorithm, Frank-Wolfe Sparse Representation (FWSR), only requires $\approx k$ iterations with a per-iteration cost that is quadratic in the size of $A$, an order of magnitude faster than state of the art methods. We test our algorithm against current methods on 4 different data sets and are able to outperform other exemplar finding methods in almost all scenarios. We also test our algorithm qualitatively by selecting exemplars from a corpus of Donald Trump and Hillary Clinton’s twitter posts.

1 INTRODUCTION

1.1 Overview

In the areas of computer vision, signal processing and machine learning, it has become important not only to improve the performance of models, but also to be able to train these models quickly and efficiently. This has motivated areas like dimensionality reduction that help save on computational resources and memory requirements by compressing the feature space; a non-exhaustive list of techniques include PCA (Wold et al., 1987), random projections (Candes and Tao, 2006), generalized discriminant analysis (Mika et al., 1999), local linear embeddings (Roweis and Saul, 2000) and non-negative matrix factorization (Lee and Seung, 1999).

A related problem is reducing the object-space, or reducing the number of data points in a data set. Exemplar selection is aimed at exactly solving this problem: finding a minimal set of representatives, or exemplars, of the data set that effectively represent the rest of the data points. This not only provides an efficient method of summarizing large data sets for a human observer, but also provides supervised/unsupervised learning algorithms with a smaller data set in place of the original. In a setting where multiple supervised tasks have to be done on the same large data sets, the extra cost of selecting exemplars first can be negligible compared to the speed up in the training of future models, with only a modest degradation in performance.

Exemplar selection methods can be separated into two groups: wrapper methods and filter methods. The former selects exemplars based on the accuracy obtained by a classifier, whereas the latter approach selects exemplars based on an objective function which is not based on a classifier (Olvera-López et al., 2010). In this paper, we work with filter methods.

1.2 Paper contribution

Existing filter methods for exemplar selection are either fast but do not perform well on different learning tasks, or perform well on learning tasks but do not scale well with larger data sets. In this work, we strike a balance between the quality and the speed at which we select exemplars. We propose a Frank-Wolfe based algorithm, Frank-Wolfe Sparse Representation (FWSR), that solves the auto-regressive exemplar selection problem of finding a sparse subspace of the data that can efficiently span the entire data set. With our method, we are able to attain state-of-the-art results in supervised learning tasks while being at least ten times as fast and cutting down on the iteration cost by an order of magnitude. We employ our method on...
the unsupervised learning task of selecting exemplars from the entire history of Donald Trump and Hillary Clinton’s tweets. Then, we consider the unsupervised problem of selecting exemplars as cluster representatives in a synthetic Gaussian data set. Finally, we compare our method against other filter methods in a supervised setting on four different data sets: Extended YaleB, 20 Newsgroup, credit card fraud, and EMNIST.

2 RELATED LITERATURE

The filter method of finding exemplars based on a sparse, auto-regressive model (SMRS) was introduced by Elhamifar et al. (2012). They justify their model using the self-expressiveness property which has been studied for subspace clustering and low-rank representations. Extensions of this work include Sparse Subspace Clustering (SSC) which uses the learned coefficient matrix as an affinity matrix in spectral clustering (Ng et al., 2001). SMRS and its variants such as D-SMRS (Dornaika and Aldine, 2015) and Kernelized SMRS (Dornaika et al., 2016) currently attain state of the results for exemplar selection on different supervised learning tasks. The aforementioned methods use the Alternating Direction Method of Multipliers (ADMM) to solve an optimization problem that requires a one-time inversion of a dense matrix, as well as dense matrix multiplications at every iteration; the complexity is cubic in the number of data points, making these methods unsuitable for even moderately-sized data sets. You et al. (2016) try to address this concern by introducing a greedy Orthogonal Matching Pursuit relaxation of SSC. However, in doing so, they remove the group lasso penalty from the objective and shift their focus to clustering, as opposed to exemplar selection.

The auto-regressive formulation of exemplar selection can be thought of as a specific instance of dictionary learning. Methods like K-SVD (Aharon et al., 2006) attempt to solve the regression problem

$$\min_{D,X} \|A - DX\|_F^2 \quad \forall i, \quad \|X(i)\|_0 \leq k,$$

where $A$ is the data matrix, and $X(i)$ represents the $i$th column of $X$. In the setting of exemplar selection, we restrict the dictionary $D$ to be the data matrix $A$. SMRS and other similar works (Esser et al., 2012) can be seen as solving this particular instance of dictionary learning. Note that in K-SVD, simply replacing $D$ by $A$ generates the trivial solution $X = I$, motivating the introduction of the group lasso constraint.

An instance of exemplar selection that is not formulated as an auto-regressive optimization is $k$-medoids (Kaufman and Rousseeuw, 1987). Unlike $k$-means, $k$-medoids requires that the centers of the clusters be data points, which can be treated as exemplars of the $k$ classes. However, $k$-medoids in general does not converge to the global optimum and does not necessarily cluster points lying on the same subspace together.

There are other indirect methods whose solutions can be interpreted in the context of exemplar selection. For instance, Rank Revealing QR Decomposition (RRQR) (Hong and Pan, 1992) selects data points based on a permutation matrix of the data which gives a well conditioned submatrix. The Column Subset Selection Problem (CSSP) is also related to selecting exemplars. The problem is to identify $k$ columns of a matrix $A$, called $C$, which minimize $\|A - PC\|_F$ where $PC$ is the projection operation onto $C$. Other ways of addressing this problem include randomized sketching methods like CUR decomposition (Drineas et al., 2008); Boutsidis et al. (2009) analyze a variant that can be interpreted in the context of exemplar selection called coreset construction. Coreset construction is in the same spirit as exemplar selection and has had recent success in the context of PCA and $k$-means (Feldman et al., 2013, 2016). Despite this, these coreset construction methods are wrapper methods and it is unclear how to generalize their construction to arbitrary learning problems in a frequentist setting (Campbell and Broderick, 2017). We instead focus on filter methods, which are problem-agnostic.

3 PROBLEM FORMULATION

3.1 Notation

Let $\|\cdot\|_F$ be the Frobenius norm. Let $X^{(i)}$ and $X_{(i)}$ denote the $i$-th row and column, respectively, of a matrix $X$; $X_{ij}$ denotes the $(i,j)$th entry of a matrix $X$. For $q > 1$, we refer to $\sum_{i=1}^n \|X^{(i)}\|_q$ as the “group lasso” norm. We denote our feature matrix as $A \in \mathbb{R}^{d \times n}$ where each column represents a data point in $d$-dimensional space. We define the Gram matrix $K := A^TA$. Finally, $\mathbf{1}$ denotes a vector of ones of appropriate dimension.

3.2 Objective

We formulate exemplar selection as an auto-regressive version of the dictionary learning problem, where the dictionary is the data set itself. Given a data matrix $A \in \mathbb{R}^{d \times n}$ with $n$ $d$-dimensional data points, the learn-
The minimization problem becomes
\[
\min_X J(X) := \|AX - A\|_F^2 + \zeta^2 \|X^\top 1 - 1\|_2^2
\]
\[\text{s.t. } \sum_{i=1}^n \|X^{(i)}\|_q \leq \beta,
\]
where \(\beta, \zeta\) are hyper-parameters. We assume that \(A\) is centered columnwise to remove the need for a bias term. The row-sparsity of the solution is controlled by \(\beta\). Intuitively, (1) identifies a sparse subset of the data points that best span (i.e. represent) the entire data set. Note that the group lasso constraint with sufficiently small \(\beta\) not only ensures that the trivial solution of \(X = I\) is not in the feasible set, but also encourages row-sparsity in the solution \(X\). After solving (1), we select the data points corresponding to the non-zero rows of the \(X\) matrix as our exemplars. These exemplars then form our new training set which we use for different supervised/unsupervised learning tasks.

Whenever \(q > 1\), the group lasso constraint encourages row sparsity of the \(X\) matrix. Because empirically \(q = 2\) outperforms \(q = \infty\), for the remainder of the paper we set \(q = 2\).

The second term in (1) corresponds to a constraint introduced by Elhamifar et al. (2012) in order to enforce translation invariance on the data matrix \(A\); here we use a relaxed, penalized version of that constraint in order to make our algorithm simpler; \(\zeta\) is the corresponding penalty parameter. In some instances, \(\zeta = 0\) proves to be the most fitting; other times \(\zeta = 100\) perform best.

4 CONTRIBUTIONS

We propose a Frank-Wolfe algorithm (Frank and Wolfe, 1956) for solving (1) that is faster than other exemplar selection methods and whose selected exemplars enjoy higher test set accuracies when trained on a variety of data sets. Frank Wolfe optimizes an objective over a closed, convex set by moving towards the minimizer of its linear approximation at each iteration while still remaining in the domain. In the case when the vertices of the feasible set are sparse, the Frank-Wolfe algorithm produces sparse iterates. After a fixed cost of \(O(n^2d)\), where typically \(n \gg d\), is used to calculate the Gram Matrix, we can identify \(k\) exemplars after running our algorithm \(\approx k\) iterations, with the cost of each iteration being \(O(n^2)\). This is achieved by noting that at each iteration we can make a rank 1 update to the gradient. The algorithm terminates when \(\text{NumExemplars}(X)\), the row sparsity of the iterate \(X\), is equal to the number of desired exemplars \(k\). Then \(\text{PickExemplars}(A, X, k)\) selects the columns of \(A\) that correspond to the dense rows of \(X\). Algorithm 1 outlines the method. Note that Algorithm 1 relies only on the Gram matrix \(K\) and not on \(A\) directly, which implies that we can trivially kernelize our algorithm.

SMRS and its variants that are able to attain state of the art results on different supervised learning tasks use ADMM. In addition to also requiring the \(O(n^2d)\) calculation of the Gram Matrix \(K\), ADMM requires a dense matrix inversion before the first iteration and a dense matrix multiplication in every subsequent iteration, resulting in a \(O(n^3)\) cost per iteration which is inefficient for large \(n\). Additionally, since the iterates generated by ADMM are not sparse, tuning the sparsity hyperparameter and the terminating tolerance of the algorithm is required in order to obtain a good set of exemplars. Since FWSR generates sparse iterates, the method is more interpretable. Moreover, we are able to terminate our algorithm whenever we have reached the desired number of exemplars, or have achieved a certain error bound. A convergence rate for our algorithm is given in Theorem 1.

**Theorem 1.** Let \(X_t\) be the iterate generated by Algorithm 1 and let \(\beta > n\). Then \(X_t\) satisfies
\[
\|\tilde{A}X_t - \bar{A}\|^2_F \leq \frac{4\beta^2C^2\lambda_{\max}(\tilde{K})\nu^2}{C^2\nu^2 - 2t + t},
\]
where \(\bar{A} := [\zeta \ 1 \ 1^\top]^\top\), \(\tilde{K} := \bar{A}^\top \bar{A}\) and \(C > 0, \nu \in \mathbb{N}\).

---

**Algorithm 1** Frank-Wolfe Sparse Representation

1: \textbf{procedure} FWSR\((A, K, k, \beta, \zeta)\)
2: \(\tilde{K} = K + \zeta^2 11^\top\)
3: \(X_0 = 0\)
4: \(E = \text{NumExemplars}(X)\)
5: \(\gamma_0, t, 0 = 0, 0\)
6: \textbf{while} \(E < k\) \textbf{do}
7: \(\{\tilde{K}X_t\} = (1 - \gamma_t)(\tilde{K}X_{t-1}) + \gamma_t\tilde{K}S_{t-1}\)
8: \(\nabla J_t = 2(\tilde{K}X_t) - 2\tilde{K}\)
9: \(j = \arg \max \||\nabla J_t||_2^2\)
10: \(S^{(j)}_t = -\beta V J_t^{(j)}\)
11: \(D_t = S_t - X_t\)
12: \(g_t = -\nabla J_t, D_t\)
13: \textbf{if} \(g_t < \delta\) \textbf{then}
14: \textbf{break}
15: \textbf{end if}
16: \(\gamma_t = \min \left(1, \frac{\text{Tr}(D_t^\top (\tilde{K} - KX_{t+1}))}{D_t^\top \tilde{K}D_t}\right)\)
17: \(X_{t+1} = X_t + \gamma_t D_t\)
18: \(E = \text{NumExemplars}(X_{t+1})\)
19: \(t = t + 1\)
20: \textbf{end while}
21: \textbf{return} PickExemplars\((A, X_t, k)\)
22: \textbf{end procedure}
(0, 1) are constants. For sufficiently large \( t \), the convergence rate is linear.

The proof of Theorem 1 can be found in Appendix A. One notable concern is the scenario where we are interested in selecting \( k \) exemplars but the algorithm converges to a solution with row-sparsity \( r < k \). With Theorem 1, by setting \( \beta > n \), either the algorithm converges to a dense solution such as the identity, in which case we can greedily terminate the algorithm once the iterate \( X_t \) is \( k \) row-sparse, or the algorithm converges to a \( r < k \) row-sparse solution, in which case we select only \( r \) exemplars. In this case, Theorem 1 shows that we do not need to run the algorithm for a large number of steps.

5 EMPIRICAL RESULTS

We run three sets of experiments: two in an unsupervised learning setting and one in a supervised setting. The first is a qualitative experiment of obtaining a summary of the corpus of Donald Trump and Hillary Clinton tweets. The second experiment is on a synthetic Gaussian data set of \( k \) artificial clusters; the exemplar selection algorithms are tasked with picking an exemplar from each cluster. The last set of experiments are performed on labeled data sets where we compare our algorithm to other exemplar selection methods. We compare our algorithm against 4 different data reduction methods: random subset selection, SMRS, \( k \)-medoids, and RRQR. Each algorithm identifies \( k \) exemplars from each training class to be used as the training set for a classification model. The exemplar selection algorithms are then compared against one another based on the end to end data reduction time, training time, and validation accuracy. We do not consider D-SMRS and Kernelized SMRS since both introduce additional hyperparameters which, coupled with their runtimes on relatively larger data sets, make cross validation very computationally intensive.

In our algorithm, the effect of \( \beta \) is highly dependent on the number of data points, \( n \). In an effort to disentangle this dependency, we parameterize \( \beta \) as \( n/\alpha \) where \( \alpha \) is a hyperparameter that we choose; typically \( \alpha \in [0.5, 50] \). Additionally, to enforce that SMRS selects no more than \( k \) exemplars, we choose the data points corresponding to the \( k \) largest \( \ell_2 \) norm rows of the returned coefficient matrix \( X \) as exemplars as done in Elhamifar et al. (2012).

5.1 Donald Trump & Hillary Clinton Tweets

We identify 10 exemplars from 10,000 randomly subsampled tweets, which corresponds to roughly one third of Donald Trump’s tweet corpus as of 9/26/18 (35,273 tweets in total) (Trump, 2018). We also identify 10 exemplars from the entirety of Hillary Clinton’s tweets as of 10/02/18 (7,910 tweets in total). We preprocess each tweet by removing all twitter handles, numbers, urls, punctuation, and English stop words specified by sklearn (Pedregosa et al., 2011) and use a Count Vectorizer for our data matrix. Then using hyper-parameters of \((\alpha, \zeta) = (10, 0)\), FWSR selects 10 exemplar tweets from each corpus; this process takes about 10 seconds for both corpora. We show 3 notable tweets of the 10 exemplars that FWSR obtained from each twitter corpus in Figure 1; the remaining seven exemplars can be found in Appendix B. The content of each tweet provides a sampling of President Trump’s various positions, including his stances on: alleged Russia collusion, the Trump Dossier, fake news, border security, trade wars, Barack Obama, and Hillary Clinton. Hillary Clinton’s tweets are represented by her positions on equal rights, social security, and Donald Trump. Qualitatively, both summaries seem consistent with the positions and personas the two public figures have displayed.

5.2 Synthetic Data

To quantitatively demonstrate the performance of our algorithm, we first test it on synthetic data. We generate 1000 data points and disperse them evenly between \( k \) Gaussian clusters in 1500 dimensional space with covariance \( \Sigma = 20^2 I \) using sklearn’s make_blob function. We then use FWSR, SMRS, RRQR, and \( k \)-medoids to find \( k \) exemplars from these \( k \) clusters and then calculate the fraction of the \( k \) clusters that were recovered. Figure 2 plots the results.

![Figure 2: Average fraction of cluster centers recovered versus number of clusters on isotropic Gaussian data for FWSR, SMRS, RRQR, and \( k \)-medoids. The shaded regions represent one standard deviation over 10 experiments per cluster.](image-url)
Without any hyperparameter tuning, we set the sparsity hyperparameter $\alpha = 20$ for SMRS, which is in the range recommended by the authors, and $(\alpha, \zeta) = (10, 0)$ for FWSR. In Figure 2, it is clear that with only a few clusters, FWSR is able to recover exemplars from a large percentage of unique clusters compared to the other methods. In particular, for 5 clusters, FWSR is able to generate 5 exemplars that effectively recover all the unique clusters whereas the other methods on average can only recover exemplars from 3 or 4 of the unique clusters. As the number of clusters increases, all the methods tend to converge to a recovery rate between 0.70 and 0.75.

Although not shown, when the magnitude of the covariance is lowered, both FWSR and RRQR are able to recover the number of clusters with nearly 100% accuracy while SMRS and $k$-medoids had a recovery rate around 70%. This seems to indicate that for tightly clustered points, FWSR and RRQR are able to identify all the clusters while SMRS and $k$-medoids still confuse the clusters with one another.

### 5.3 Labeled Data sets

Next, we compare FWSR against other exemplar selection methods to show how it compares as a pre-processing step for four different classification data sets. We use the exemplar selection methods to effectively reduce the size of the training set, and then feed the new reduced training set to a classifier and compare its accuracy against using the full training set. We consider 3 different classifiers: Balanced Linear Support Vector Machines (SVM), $k$-Nearest Neighbors ($k$-NN), and Multinomial Naive Bayes (MNB) all implemented using scikit-learn. We compare FWSR and Kernelized FWSR (K-FWSR) with a RBF kernel against random subset selection, SMRS, $k$-medoids, and RRQR. The same machine was used for all of the pre-processing methods and classification model training. The code used for each classification model is the same across different data reduction algorithms. The
Matlab code for SMRS is taken directly from Elhamifar et al. (2012).

The following data sets were used:

1. **Extended Yale Face Database B** (E-YaleB): 38 classes and 2,414 data points per class in a 1,024 dimensional space (Georghiades et al., 2001). Each class corresponds to a human subject and the data points populating the class are different images of the subject. We take \( k = 13 \) data points from each class to form a validation data set.

2. **20 Newsgroups** (News20): 20 classes, with 11,314 term frequency-inverse document frequency (tf-idf) vectors in the training set and 7,532 tf-idf vectors in the validation set (Lang, 1995). Each class corresponds to text documents of a certain topic. We do not center and normalize to maintain sparsity of the data set, however we do reduce the dimension of the data set from 101,631 to 50,000 (5000 for our experiments with \( k \)-NN) using sklearn’s `feature_selection.chi2` function.

3. **Credit Fraud** (Credit): 2 imbalanced classes with 492 in the fraud class and randomly subsampled 5000 in the non-fraud class. We did stratified sampling of 80\% to form a training set of size 4394 and a validation set of size 1098 (Dal Pozzolo et al., 2015). Because fraud data is rare, we only do exemplar selection on the non-fraud class. Because of the huge imbalance in class size, we use F1-scores instead of accuracy as our measure of quality of exemplars selected.

4. **EMNIST ByClass** (EMNIST): 62 classes in 784 dimensional space corresponding to numbers, upper case letters, and lower case letters (Cohen et al., 2017). To make cross validation viable, we sub-sample each class to make sure there are at most 5000 data points per class. The training set size is 253,523 and the validation set size is 116,323

Centering and normalizing the training and validation sets separately was a pre-processing step and was used for the Credit Fraud data set and left as a hyperparameter choice for the E-YaleB data set. It was not done for the News20 data set in order to preserve the sparsity in the data, and it was not done for E-MNIST because we empirically observed poor validation set performance for almost all the exemplar finding methods. A constraint often used in (1) with image or text data sets is \( X \geq 0 \) since it has real life interpretations (Esser et al., 2012). We noticed for our experiments, introducing this constraint did not significantly alter the performance of any method (in fact it lowered the performance of most methods) and as a result we chose not to display results for this setting.

For each of the \( m \) classes in a labeled training data set, we select a fixed number \( k \) exemplars via an exemplar selection algorithm for each class. These \( mk \) exemplars are then used to train a classifier. We cross validate the hyper-parameters of the exemplar selection method and the classifier by comparing validation accuracies for the exemplar-trained classifiers. We repeat this process over (nearly) all combinations of data set, exemplar selection algorithm, and classification model. For non-deterministic methods such as random subset selection and \( k \)-medoids, we run the exemplar finding algorithm 20 times and average our results, optimizing hyper-parameters for each run. We display the best cross validation accuracies in Table 1. We also display the total time it takes for each algorithm to find the exemplars and train a Linear SVM Model in Table 2. Using the SVM classifier and the EMNIST data set, we compare FWSR to SMRS by plotting the end-to-end training time (i.e. sum of data reduction time and classifier training time) and test set accuracy as a function of the number of exemplars in Figure 3.

In Figure 3, FWSR is able to outperform SMRS while being significantly faster. Note as well that for essentially any number of exemplars, FWSR outperforms all the methods as seen in Figure 3 with the blue curve being consistently above the other curves. For the curve measuring the run time of the algorithms, the run time of FWSR grows linearly with the number of exemplars since the algorithm terminates once it has reached \( k \) exemplars. Note for a small fraction of exemplars (between 1\% and 10\%), FWSR is between 10 and 1000 times faster than SMRS.

For E-YaleB, FWSR is able to achieve only a 9% degradation in the performance of an SVM classifier when only using 13.7\% of the original data set while SMRS has a final test set accuracy that is 3\% lower than FWSR. Note that while RRQR is the top performing method with an SVM classifier, FWSR’s accuracy is only 0.5\% lower. However, using \( k \)-NN all the methods seem to significantly under perform compared to the entire data set.

For News20, using a MNB training model, FWSR is able to outperform all other exemplar finding methods and outperforms RRQR by more than 20\%. This is also seen in the SVM model where FWSR outperforms the other exemplar finding methods. As before, \( k \)-NN does not seem to be the best training algorithm for this data set. In fact, using the entire data set leads to a classification accuracy of 27\% while using a subsampled version of the data, RRQR, K-FWSR and
Table 1: Accuracies for different exemplar selection algorithms using different training algorithms on 4 different data sets. We select 7 exemplars/class for E-YaleB, 50 exemplars/class for New20, 10 exemplars in the non-fraud class for Credit, and 10 exemplars/class for EMNIST, corresponding to 13.7%, 8.8%, 0.2%, and 0.2% of the data sets respectively. SMRS is not capable of running efficiently on the EMNIST data set due to its large size, so we use – as a placeholder. Bolded numbers in each column denote the best accuracy attained among all exemplar finding algorithms.

Figure 3: Validation accuracy and run time versus number of exemplars for EMNIST. The EMNIST data set was subsampled such that each class had at most 1000 data points so that SMRS could run in a reasonable time. Fraction exemplars denotes the number of exemplars as a percentage of the 1000 data points in each class. Not displayed: the run time for RRQR and k-medoids was ≤ 5 seconds along the abscissa.

FWSR are able to achieve a higher accuracy.

For the Credit Fraud data set, k-NN performs well compared to before. However, all the exemplar finding methods give extremely poor performance except for K-FWSR which is able to achieve an accuracy that is only 3.5% less than using the entire data set. For SVM, FWSR and K-FWSR achieve the highest accuracy, only under performing the entire data set by 0.7%. However, in this case, random subset selection does well and outperforms both RRQR and SMRS. It interesting to note that while K-FWSR performs well on average, it performs especially well on the Credit Fraud data set which seems to imply there is some underlying structure in the data set that the other exemplar finding algorithms are unable to capture.

For EMNIST, using an SVM, we see that FWSR is able to outperform all the other exemplar finding methods. In particular, the performance of RRQR suffers and is even worse than random selection.

While Table 1 shows that FWSR is competitive and can outperform most exemplar finding algorithms in different settings, Table 2 shows that the algorithm also has a fast end-to-end training time.

Note that for all the data sets SMRS is the slowest algorithm while FWSR strikes a balance. On E-YaleB, it is 5 times faster than training on the entire data set and is in fact the fastest data reduction technique. However, on the Credit data set it is the second slowest but the best performing exemplar finding algorithm.
On EMNIST, we see that FWSR is more than 100 times faster than training on the entire data set. While RRQR is 7 times faster than FWSR, its accuracy as shown in Table 1 is 27% worse than FWSR. In this regime, it makes sense to employ our algorithm so that the training time for future machine learning models can be significantly reduced in exchange for a one time cost of finding the exemplars.

6 Conclusion

Finding exemplars within a training set not only helps summarize large or difficult-to-interpret data sets, but also helps reduce the training time for different types of supervised/unsupervised learning algorithms. In this paper, we proposed Franke-Wolfe Sparse Representation, an algorithm for solving the auto-regressive version of dictionary learning that helps identify a subset of the data that efficiently describes the entire data set. We show that our method is able to cut down the per iteration cost of state of the art methods by an order of magnitude and exhibits linear convergence. We employ our algorithm on a variety of data sets and show the computational gain as well as its performance against other exemplar finding algorithms.

Possible extensions of this work include looking at randomized variants of FWSR that consider a stochastic algorithm. Additionally, it would be interesting to study and compare the robustness properties of these different exemplar finding algorithms and methodically construct robust counterparts to the traditional algorithms. Another avenue of exploration would be in clustering. We could apply our algorithm with group lasso parameter $q = 1$ to the problems addressed in Elhamifar and Vidal (2013); in this setting, we could use Away Step and Pairwise variants of Frank Wolfe (Lacoste-Julien and Jaggi, 2013) that achieve a linear rate of convergence independent of $\beta$ and strong convexity of the objective.
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Supplementary material

Appendix A  Linear Convergence Proof

Appendix A.1  Prerequisites

We prove linear convergence for a not strongly convex $J(X)$ (i.e. when $A$ is not full column rank) for $\beta > n$. For this appendix, we implicitly append a row of $\zeta$’s to the top of $A$ (i.e. we redefine $A := \tilde{A}$) to accommodate the translational invariance constraint. We begin this proof by redefining some variables:

\[
\hat{A} := \begin{bmatrix} A & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & A \end{bmatrix} \quad \hat{K} := \hat{A}^T \hat{A}
\]

\[
w_t := \begin{bmatrix} X_t^{(1)}^T \\ \vdots \\ X_t^{(n)}^T \end{bmatrix} \quad \hat{1}_t := \begin{cases} 1 & \text{if } i \mod (d + 1) = 0 \\ 0 & \text{o.w.} \end{cases}
\]

\[
s_t := \arg \min_s \langle \nabla J, s \rangle = \arg \max_s (s - w)_t^T \hat{K}(\hat{1} - w)
\]

\[
d_t := s_t - w_t
\]

Observe that our objective and gradient using this notation can be rewritten as:

\[
J(w_t) := \|AX_t - A\|_F^2 = \|\hat{A}w_t - \hat{1}\|_2^2
\]

\[
\nabla J(w_t) := 2\hat{K}(w - \hat{1})
\]

The next cost as a function of the previous cost is:

\[
J(w_{t+1}) = J(w_t + \gamma d_t)
\]

\[
= (w_t + \gamma d_t - \hat{1})K(w_t + \gamma d_t - \hat{1})
\]

\[
= J(w_t) + \gamma^2 d_t^T Kd_t + 2\gamma (w_t - \hat{1})^T Kd_t
\]

\[
\frac{\partial J}{\partial \gamma} = 2\gamma d_t^T Kd_t + 2(w_t - \hat{1})Kd_t = 0
\]

\[
\gamma_t = \frac{d_t^T K(\hat{1} - w_t)}{d_t^T Kd_t}
\]

\[
J(w_{t+1}) = J(w_t) - \frac{(d_t^T K(1 - w_t))^2}{d_t^T Kd_t}
\]

The last line is true due to lemma 1 which is introduced below.

We will also be using the following helpful lemmas:

**Lemma 1.** For $\beta > n$, the optimal step size satisfies: $0 \leq \gamma_t \leq 1$ for all $t$

**Proof.** Suppose $\gamma_t < 0$, this implies that $(s_t - w_t)^T \hat{K}(\hat{1} - w_t) < 0$, but because $s$ maximizes the quantity (fact 1), it must be that:

\[
0 > (s_t - w_t)^T \hat{K}(\hat{1} - w_t) \geq (\hat{1} - w_t)^T \hat{K}(\hat{1} - w_t) \geq 0
\]

which is a contradiction.
Suppose that $\gamma_t > 1$, this implies that $(s_t - w_t)^T \hat{K}(1-w_t) > d_t^T \hat{K}d_t$ (fact 2). However, in using $\gamma = 1$ in equation (4):

$$0 \leq J(w_{t+1}) = J(w_t) + 2d_t^T \hat{K}(w_t - \hat{1}) + d_t^T \hat{K}d_t$$

where the first inequality comes from fact 2, and the second inequality comes from fact 1. This is also a contradiction.

**Lemma 2.** For $\beta > n$ and $n > d$, $\hat{A}\hat{1}$ is in the interior of the domain; furthermore, there exists $r > 0$ such that

$$Aw + (\|\hat{A} - Aw\|_2^2 + r) \frac{\hat{A} - Aw}{\|\hat{A} - Aw\|_2}$$

for all $w$ is in the interior of the domain as well

**Proof.** The open mapping theorem proves the first point because $\hat{A}$ is surjective. Given that the first point is true, then the second point arises from the fact that

$$\hat{A}w + (\|\hat{A} - Aw\|_2^2 + r) \frac{\hat{A} - Aw}{\|\hat{A} - Aw\|_2} = \hat{A} + r \frac{\hat{A} - Aw}{\|\hat{A} - Aw\|_2}$$

Since, there must exist an open ball around $\hat{A}\hat{1}$, there must exist an $r$ such the above is true.

**Lemma 3.** The logistic equation

$$x_{n+1} = \alpha x_n (1 - x_n)$$

for $x_0, \alpha \in [0,1]$ satisfies

$$\forall n \in \mathbb{N}, \ x_n \leq \frac{x_0}{\alpha^{-n} + x_0 n}$$

**Proof.** This is Lemma A.6 from (Campbell and Broderick, 2017). The proof of this lemma can be found in Appendix A of the aforementioned paper.

**Appendix A.2 Main Proof**

Starting with equation (7):

$$J(w_{t+1}) = J(w_t) - \frac{(d_t^T \hat{K}(1-w_t))^2}{d_t^T \hat{K}d_t}$$

$$= J(w_t) \left( 1 - \frac{1}{(w_t - \hat{1})^T \hat{K}(w_t - \hat{1}) \frac{(d_t^T \hat{K}(1-w_t))^2}{d_t^T \hat{K}d_t} \right)$$

$$= J(w_t) \left( 1 - \frac{(\hat{A}s_t - \hat{A}w_t)^T (\hat{A}\hat{1} - \hat{A}w_t)}{\|\hat{A}s_t - \hat{A}w_t\|_2 \|\hat{A}\hat{1} - \hat{A}w_t\|_2} \right)$$

Furthermore, observe that because $s_t = \arg \max_s (\hat{A}s - \hat{A}w, \hat{A}\hat{1} - \hat{A}w)$, replacing $\hat{A}s$ with any other point is a lower bound, so using equation A.57, for some $r > 0$ we can replace $\hat{A}s$ with $\hat{A}w + (\|\hat{A} - Aw\|_2^2 + r) \frac{\hat{A} - Aw}{\|\hat{A} - Aw\|_2}$
using lemma 2. Notice that this vector is in the range of $\hat{A}$.

$$
\begin{pmatrix}
\hat{A}\hat{s}_t - \hat{A}w_t \\
\|\hat{A}\hat{s}_t - \hat{A}w_t\|_2
\end{pmatrix}
\begin{pmatrix}
\hat{A}\hat{1} - \hat{A}w_t \\
\|\hat{A}\hat{1} - \hat{A}w_t\|_2
\end{pmatrix}^T
\begin{pmatrix}
\|\hat{A}\hat{1} - \hat{A}w\|_2 \\
\|\hat{A}s - \hat{A}w\|_2
\end{pmatrix} \geq \left( \frac{\|\hat{A}\hat{1} - \hat{A}w\|_2 + r}{\|\hat{A}s - \hat{A}w\|_2} \right)^T \hat{A}\hat{1} - \hat{A}w
$$

$$
= \frac{\|\hat{A}\hat{1} - \hat{A}w\|_2 + r}{\|\hat{A}s - \hat{A}w\|_2}

= \frac{\sqrt{J(w_t)} + r}{\|\hat{A}s - \hat{A}w\|_2}

\geq \frac{\sqrt{J(w_t) + r}}{2\beta \sqrt{\lambda_{\max}(K)}}

\geq \frac{\sqrt{J(w_t) + r}}{C2\beta \sqrt{\lambda_{\max}(K)}

$$

for some $C > 1$. This implies that:

$$
J(w_{t+1}) \leq J(w_t) \left( 1 - \left( \frac{\sqrt{J(w_t)} + r}{2\beta C \sqrt{\lambda_{\max}(K)}} \right)^2 \right)

\leq J(w_t) \left( 1 - \frac{J(w_t)}{4\beta^2 C^2 \lambda_{\max}(K)} - \frac{r^2}{4\beta^2 C^2 \lambda_{\max}(K)} \right)

= J(w_t) \left( \nu^2 - \frac{J(w_t)}{4\beta^2 C^2 \lambda_{\max}(K)} \right)

$$

where $\nu^2 := 1 - \frac{r^2}{4\beta^2 C^2 \lambda_{\max}(K)}$

With this relationship we can derive the critical recursive relationship:

$$
J(w_{t+1}) \leq J(w_t) \nu^2 \left( 1 - \frac{J(w_t)}{4\beta^2 C^2 \lambda_{\max}(K)} \right)

x_{t+1} \leq x_t \nu^2 (1 - x_t)

x_t := \frac{J(w_t)}{4\beta^2 C^2 \lambda_{\max}(K)} \nu^2

$$

Claim 1.

$$
0 \leq \nu^2 = 1 - \frac{r^2}{4\beta^2 C^2 \lambda_{\max}(K)} < 1

$$

Proof. Recall that $r$ is the magnitude of change in the direction of $\frac{\hat{A}\hat{1} - \hat{A}w}{\|\hat{A}\hat{1} - \hat{A}w\|_2}$. So this means we can always pick $r$ small enough such that the numerator of $\frac{r^2}{4\beta^2 C^2 \lambda_{\max}(K)}$ is smaller than the denominator for all $t$ (assuming the total number of iterations is finite) and that the new point that we chose is still in the interior of the domain; thereby making the claim true.

Claim 2. For a sufficiently large $C$,

$$
0 \leq x_t \leq 1

$$
Proof. $x_t$ is non-negative because all components of the fraction are nonnegative.

\[
\frac{J(w_{t+1})}{4\beta^2C^2\lambda_{\max}(\hat{K})\nu^2} = \left\| \frac{\hat{A}(w - \hat{1})}{4\beta^2C^2\lambda_{\max}(\hat{K})\nu^2} \right\|_2^2 
\leq \frac{1}{C^2\nu^2}
\]

We can always pick a $C$ large enough such that the quantity for all $t$ (assuming the total number of iterations is finite) is less than 1.

Then finally in using lemma 3 with $x_t$ from (10), the proof is complete. The convergence rate is:

\[
x_t \leq \frac{x_0}{\nu^{-2t} + x_0 t}
\]

\[
\frac{J(w_t)}{4\beta^2C^2\lambda_{\max}(\hat{K})\nu^2} \leq \frac{J(w_0)}{4\beta^2C^2\lambda_{\max}(\hat{K})\nu^2} \frac{J(w_0)}{4\beta^2C^2\lambda_{\max}(\hat{K})\nu^2} t \leq \frac{C^{-2}\nu^{-2}}{\nu^{-2t} + C^{-2}\nu^{-2}t} \leq \frac{1}{C^2\nu^{-2t} + t}
\]

We can upper bound $J(w_0) \leq 4\beta^2\lambda_{\max}(\hat{K})$ because $\frac{a}{at+b} = \frac{1}{t} \frac{a}{a+b/t}$ and $\frac{a}{a+c}$ is monotonically increasing in $a$ for all $a, c \geq 0$.

This implies for sufficiently large $t$ the convergence rate is linear:

\[
J(w_t) = \|AX_t - A\|_F^2 \leq \frac{4\beta^2C^2\lambda_{\max}(\hat{K})\nu^2}{C^2\nu^{-2t} + t} \leq 2\beta^2\lambda_{\max}(\hat{K})\nu^{2t}
\]
Appendix B  Donald Trump & Hillary Clinton Tweets

Here we display the remaining 7 exemplars of Donald Trump’s and Hillary Clinton’s tweets found using FWSR. “The Briefing”’s tweet below was retweeted by Hillary Clinton.

**Donald J. Trump**  @realDonaldTrump

@RepClayHiggins has been a great help to me on Cutting Taxes, creating great new healthcare programs at low cost, fighting for Border Security, our Military and are Vets. He is tough on Crime and has my full Endorsement. The Great State of Louisiana, we want Clay!
6:08 PM - Jun 24, 2018
61.6K 23.3K people are talking about this

**Hillary Clinton**  @HillaryClinton

"When Donald Trump says he'll make America great, he means make it even greater for rich guys just like Donald Trump." — @ElizabethForMA
7:43 AM - Jun 27, 2016
3,520 1,734 people are talking about this

**Donald J. Trump**  @realDonaldTrump

Statement by me last night in Florida: “Honestly, I don’t think the Democrats want to make a deal. They talk about DACA, but they don’t want to help..We are ready, willing and able to make a deal but they don’t want to. They don’t want security at the border, they don’t want.....
5:57 AM - Jan 15, 2018
90.4K 40.2K people are talking about this

**Hillary Clinton**  @HillaryClinton

“Get out and vote. Get out and vote for Hillary. Vote early. Vote right now!” — @FLOTUSIWillVote.com
12:13 PM - Oct 27, 2016

**Donald J. Trump**  @realDonaldTrump

Google search results for “Trump News” shows only the viewing/reporting of Fake News Media. In other words, they have it RIGGED, for me & others, so that almost all stories & news is BAD. Fake CNN is prominent. Republican/Conservative & Fair Media is shut out. Illegal? 96% of....
8:02 AM - Aug 28, 2018
94.4K 60.4K people are talking about this

**Hillary Clinton**  @HillaryClinton

Let’s expand Social Security—not cut or privatize it. Let’s offer paid family leave. Let’s guarantee equal pay for women once and for all.
9:14 AM - Jul 12, 2016
4,068 1,786 people are talking about this

**The Briefing**  @TheBriefing2016

While Donald Trump was...being Donald Trump, Hillary Clinton was fighting to get kids health care. #debate
7:02 PM - Oct 9, 2016
4,378 2,643 people are talking about this

**Donald J. Trump**  @realDonaldTrump

WOW, @foxandfriends “Dossier is bogus. Clinton Campaign, DNC funded Dossier. FBI CANNOT (after all of this time) VERIFY CLAIMS IN DOSSIER OF RUSSIA/TRUMP COLLUSION. FBI TAINTED.” And they used this Crooked Hillary pile of garbage as the basis for going after the Trump Campaign!
6:24 AM - Dec 26, 2017
114K 86.2K people are talking about this

**Hillary Clinton**  @HillaryClinton

"I support Hillary because Hillary supports me." @OITNB's @UzoAduba & Dascha Polanco are on Team Hillary.
4:33 PM - Nov 1, 2015
1,579 1,013 people are talking about this
BIG CPAC STRAW POLL RESULTS: 93% Approve of the job President Trump is doing (Thank you!). 50% say President Trump should Tweet MORE or SAME (funny!). 79% say Republicans in Congress should do a better job of working with President Trump (starting to happen).

3:26 PM - Feb 24, 2018

Hillary Clinton
@HillaryClinton

"Madam President! Madam President! Madam President!"
10:01 AM - Jun 13, 2015

Donald J. Trump
@realDonaldTrump

"Barack Obama talked a lot about hope, but Donald Trump delivered the American Dream. All the economic indicators, what's happening overseas, Donald Trump has proven to be far more successful than Barack Obama. President Trump is delivering the American Dream." — Jason Chaffetz
6:32 AM - Sep 9, 2018

Hillary Clinton
@HillaryClinton

"We don't need to make America great again. America never stopped being great. But we do need to make America whole again." — Hillary in SC
5:53 PM - Feb 27, 2016

Donald J. Trump
@realDonaldTrump

Great night for Republicans! Congratulations to John Cox on a really big number in California. He can win. Even Fake News CNN said the Trump impact was really big, much bigger than they ever thought possible. So much for the big Blue Wave, it may be a big Red Wave. Working hard!
6:16 AM - Jun 6, 2018

3:26 PM - Feb 24, 2018