Spin-valley Silin modes in graphene with substrate-induced spin-orbit coupling
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In the presence of external magnetic field the Fermi-liquid state supports oscillatory spin modes known as Silin modes. We predict the existence of the generalized Silin modes in a multivalley system, monolayer graphene. A gauge- and Berry-gauge- invariant kinetic equation for a multivalley Fermi liquid is developed and applied to the case of graphene with extrinsic spin-orbit coupling (SOC). The interplay of SOC and Berry curvature allows for the excitation of generalized Silin modes in the spin and valley-staggered-spin channels via an AC electric field. The resonant contributions from these modes to the optical conductivity are calculated.

It has long been known that while spin waves in a Fermi liquid are normally overdamped [1], in the presence of a finite Zeeman field (a magnetic field acting only on particle spins) there exist well-defined, gapped spin collective modes of the Fermi-liquid state, the Silin modes [2–8]. In multi-valley materials there may be additional collective excitations of the Fermi liquid state, the Silin modes [9, 15, 16] by including the effects of SOC and of the external fields. To deduce the linear response to the probe fields, we must first obtain the energy functional with extrinsic spin-orbit coupling and applied Zeeman field.

Model. In the presence of extrinsic spin-orbit coupling, the single-particle Dirac Hamiltonian written in the valley-sub-lattice basis (KA, KB, K′B, −K′A) takes the form

\[ \hat{H}_p = v_D p \cdot \Sigma + \Delta \sigma_z \hat{\tau}_z + \lambda_R \sigma_z \cdot (\hat{\sigma} \times \Sigma). \] (1)

Here \( \Sigma, \hat{\tau}, \) and \( \hat{\sigma} \) are the vectors of Pauli matrices in the spaces of sub-lattices (A, B), points K, K′ in the Brillouin zone, and electron spin, respectively, and \( e_z \) is the unit vector in the z (out-of-plane) direction. In the absence of SOC, the graphene spectrum is characterized by the Dirac velocity \( v_D \) and gap \( \Delta \); the valley-Zeeman \( (\lambda) \) and Rashba \( (\lambda_R) \) spin-orbit couplings arise from the inversion symmetry breaking by and wave function hybridization with the TMD substrate [10]. For definiteness, we take the Fermi level to be in the upper band. If the SOC couplings are small compared to the Fermi energy (as measured from charged neutrality), we may perform the projection onto the upper band perturbatively in \( \lambda_R \) and \( \lambda \) obtaining the effective single band Hamiltonian (see [17] for details)

\[ \hat{H}_p^+ = \epsilon_p - \frac{1}{2} \mu_s H_0 \cdot \hat{\sigma} + \alpha_R(p)(p \times e_z) \cdot \hat{\sigma} + \Lambda(p) \sigma_z \hat{\tau}_z. \] (2)

with \( \epsilon_p = \sqrt{v_D^2 p^2 + \Delta^2} \) being the massive Dirac dispersion, \( \alpha_R(p) = v_D \lambda_R / \epsilon_p \) the effective Rashba coupling, \( \Lambda(p) = \lambda - \lambda_R^2 \Delta / \epsilon_p^2 \) the effective valley-Zeeman coupling, and where we have included the Zeeman energy due to external magnetic field \( H_0 \) for particles with effective Bohr magneton \( \mu_s = g_s e / 4m_e c \) where \( g_s \) is the Landé factor and \( m_e \) is the free electron mass. A complete description of the dynamics of the projected upper band also requires the evaluation of the Berry connection,
\( \hat{A}_i = -\hat{\alpha}_R(p) 2\pi \nu(\epsilon_{p}) |\Omega_s^{(p)}(\sigma)\| \hat{\sigma}_i \hat{\tau}_z. \) 

Here, \( \Omega = \Omega_0 e_z \) is the Berry curvature of gapped graphene, \( \Omega_s^{(p)}(\sigma) = \frac{\pi}{2} v_{\Delta}^2 \Delta / 2 \beta^2 \) with \( \beta \) corresponding to the \( K (K') \) point, \( \nu(\epsilon) = \epsilon / 2 m^* \) is the density of states of the graphene bands \([20]\), and \( \hat{\sigma}_i = \hat{\sigma}_x \hat{z} + \hat{\sigma}_y \hat{y} \). The tilde on \( \hat{\alpha}_R \) indicates renormalization of the effective Rashba strength which will be discussed below. The valley-Zeeman term by itself does not give rise to a non-Abelian Berry connection because it commutes with the Dirac part of the Hamiltonian.

With Eqs. (2) and (3) we are able to write a kinetic equation for the projected upper band in the collisionless limit \([21]\)

\[
\partial_t \hat{\rho} + \frac{1}{2} \left( \nabla \hat{\rho}, \hat{\nabla} \nu \right) + \frac{1}{2} \left( \mathbf{D} \hat{\rho}, \hat{\mathbf{F}} \right) + i \left[ \hat{\epsilon}, \hat{\rho} \right] = 0, \tag{4}
\]

where \( \hat{\rho} \) is the density matrix, \( \hat{\epsilon} \) is the (matrix) quasiparticle energy functional, \( \hat{\mathbf{F}} \) is the total force (external plus self-consistent) acting on a quasiparticle, and the Berry covariant derivative is defined as \([18, 19]\)

\[
\mathbf{D} \hat{g} = \nabla^{(\mathbf{p})} \hat{g} - i [\hat{\mathbf{A}}, \hat{g}] \tag{5}
\]

with \( \nabla^{(\mathbf{p})} \) denoting the gradient in momentum space. The velocity and force appearing in Eq. (4) are governed by the quasiclassical equations of motion for the band \([19, 21]\) as we are working in the 2D limit, the non-Abelian Berry connection \( \hat{\mathbf{A}} \) is completely in plane, while the non-Abelian Berry curvature \( \Omega \) is entirely out of plane. Here, we will take \( \mathbf{E}, \mathbf{H}_0 \) to be in plane, allowing the force and velocity terms to be simply written as

\[
\hat{\mathbf{v}} \approx \mathbf{D} \hat{\epsilon}, \quad \hat{\mathbf{F}} \approx \epsilon \mathbf{E} - \nabla \hat{\epsilon}. \tag{6}
\]

Here we have noted that in Eq. (4) \( \mathbf{v} \) multiplies \( \nabla \hat{\rho} \). The latter appears in first order in \( \mathbf{E} \), so within the linear response theory we can neglect terms of order \( \mathbf{E} \) in \( \mathbf{v} \).

The system of Eqs. (4) and (6) provides a gauge- and Berry-gauge-invariant description of the dynamics of the system. As such, it is a convenient launching point to incorporate the interplay between band topology, spin orbit coupling, and Fermi-liquid effects.

The quasiparticle energy functional is found by combining Eq. (2) with the interactions allowed by the approximate \( SU(2) \) spin and \( U(1) \) valley symmetries of gapped graphene \([9, 15, 16]\)

\[
\hat{\epsilon}_{FL} [\hat{\rho}_p] = \sum_{\mathbf{p}'} \left[ f_{pp'}^{d} n_{p'} + f_{pp'}^{s} s_{p'} \cdot \hat{\sigma} + f_{pp'}^{s||} Y_{p'} \cdot \hat{\tau} \right] + f_{pp'}^{vz} Y_{p'} \hat{\tau}_z + f_{pp'}^{mz} M_{p'}^{i} \cdot \hat{\sigma} \hat{\tau}_{\|, i} + f_{pp'}^{mz} M_{p'}^{z} \cdot \hat{\sigma} \hat{\tau}_z, \tag{7}
\]

where \( \hat{\tau}_{\|, i} \) are the \( \hat{\tau}_x \) and \( \hat{\tau}_y \) components of \( \hat{\tau} \), and index \( i \) is summed over \( i = x, y \). Here we have decomposed the density matrix in terms of symmetry distinguished channels,

\[
\hat{\rho}_p = n_p + s_p \cdot \hat{\sigma} + Y_p \cdot \hat{\tau} + M_p^i \cdot \hat{\sigma} \hat{\tau}_i, \tag{8}
\]

and \( f_{pp'}^{d} \) are the Landau-Fermi liquid interaction functions associated with the channel. The collective variables in Eq. (5) are the densities of: charge \( n \), spin \( s \), valley pseudo-spin \( Y \), and spin-triplet valley pseudo-spin \( M \).

Before considering the collective modes, we must identify the equilibrium density matrix. The equilibrium occupations in the spin and valley-spin channels are due to the presence of the external Zeeman field and Rashba coupling for the former, and valley-Zeeman coupling for the latter. We consider the case where the thermal, spin-orbit, and magnetic energy scales are small compared to the Fermi energy with respect to the band edge, \( T, \mu_s, H_0, \lambda, \lambda_R < E_F - \Delta \). In direct analogy with the standard computation of the spin magnetic moment of the Fermi liquid \([22, 23]\), the equilibrium density matrix is given by Eq. (8) with \([17]\)

\[
n_{eq,p} = n_F(\epsilon_p), \quad Y_{eq,p} = 0 \tag{9}
\]

\[
s_{eq,p} = -\frac{\partial n_F}{\partial \epsilon} \left( \frac{1}{2} \mu_s H_0 - \hat{\alpha}_R(p) \mathbf{p} \times \mathbf{e}_z \right), \quad \mathbf{M}^{i}_{eq,p} = \frac{\partial n_F}{\partial \epsilon} \Lambda(p) e_z \delta_{iz}. \tag{10}
\]

Here, \( n_F \) is the Fermi function of the local excitation energy in the absence of SOC and magnetic field given by \( \epsilon_p = \epsilon_p + \sum_{\mathbf{p}'} f_{pp'}^{d} n_{\mathbf{p}'} \) \([24]\), and \( \epsilon_p \) is defined in Eq. (2). \( \mu_s, \hat{\alpha}_R(p), \) and \( \Lambda(p) \) are, respectively, the renormalized by interaction effective spin magnetic moment, Rashba SOC strength \([23]\), and valley-Zeeman SOC strength:

\[
\hat{\mu}_s = \frac{\mu_s}{1 + F_0^{\beta}}, \quad \hat{\alpha}_R(p) = \frac{\alpha_R(p)}{1 + F_1^{\gamma}}, \quad \Lambda(p) = \frac{\Lambda(p)}{1 + F_0^{\beta \gamma}}. \tag{11}
\]

The Landau Fermi-liquid parameters in Eq. (10) are

\[
F_0^{\beta} = G_s G_v \nu_F \int \frac{d\phi d\phi'}{2\pi 2\pi} f^{\mu}(\mathbf{P}_F, \mathbf{P}_F') e^{-i(\phi - \phi')}, \tag{12}
\]

where \( \phi, \phi' \) are the azimuths of the respective momenta on the Fermi circles in valleys \( K \) and \( K' \) and \( \mu = d, s, v||, v_z, m, \) \( m \); also, \( \nu_F \) is the density of states at the Fermi surface, and \( G_s \) and \( G_v \) are the spin and valley degeneracy, respectively.

Following the above considerations, we write the equilibrium energy \( \hat{\epsilon}_{eq} \equiv \hat{\epsilon} |_{\rho_{eq}} \) as

\[
\hat{\epsilon}_{eq} = \hat{\epsilon} - \frac{1}{2} \mu_s H_0 - \hat{\alpha}_R(p)(\mathbf{p} \times \mathbf{e}_z) \cdot \hat{\sigma} + \Lambda \hat{\sigma}_z \hat{\tau}_z. \tag{13}
\]

**Linear response.** To find the EDSR response of the system, we need to keep only linear-order terms in the
We thus linearize the kinetic equation \(^4\) in the deviation from equilibrium \(\rho \equiv \rho_{eq} + \delta \rho\):

\[
\partial_t \delta \rho + \frac{1}{2} \nabla \cdot [\{\mathbf{v}, \delta \rho\} - \{\delta \mathbf{c}, \mathbf{D} \rho_{eq}\}] + i [\mathbf{c}_{eq}, \delta \rho] = -e \mathbf{E} \cdot \mathbf{D} \rho_{eq},
\]

(13)

where we have defined the first-order correction to the quasiparticle energy from fluctuations in terms of the Fermi-liquid interactions \(\delta \mathbf{c} = \mathbf{c}_{eq}[\delta \rho]\) (cf. Eq. [7]), and the local deviation from equilibrium \(\delta \rho \equiv \rho - \rho_{eq}\).

From Eq. (13) we obtain the conductivity as follows. First, by taking the trace of Eq. (13) and integrating it over momentum, we find the continuity equation,

\[
e \sum \text{tr} \partial_t \rho - \nabla \cdot e \sum \text{tr} (\mathbf{v}_p \delta \rho - \delta \mathbf{c} \mathbf{D} \rho_{eq}) = 0,
\]

(14)

which allows us to identify the longitudinal charge current as

\[
\mathbf{j} = e \sum \text{tr} (\mathbf{v}_p \delta \rho - \delta \mathbf{c} \mathbf{D} \rho_{eq}).
\]

(15)

Using the equilibrium energy \(^{12}\) and density matrix of Eq. [7], allows us to write the spin contribution to the longitudinal current (to order \(a^2\) and lowest order in \(\lambda / \omega_s\)). Expanding the dynamic variables into the angular harmonics on the Fermi surface,

\[
\delta \mathbf{s}_p = -\frac{\partial n_F}{\partial \epsilon} \sum l \delta \mathbf{s}_l e^{il\phi},
\]

\[
\delta \mathbf{M}^z_p = -\frac{\partial n_F}{\partial \epsilon} \sum l \delta \mathbf{M}_l^z e^{il\phi},
\]

(16)

we write the current as \(^{25}\)

\[
\mathbf{j}_{\text{res}} = -e G_s G_v \nu_F \tilde{\alpha}_R \left[ \frac{1}{2} \zeta + 2 \pi \nu_F |\Omega_0^s| \frac{2 \lambda}{\gamma_0} \right] \mathbf{s}_0 \times \mathbf{e}_z + \frac{1}{2} \left( 1 + F_0^2 - \frac{1}{2} \zeta \right) \sum \pm i \left( \mathbf{e}_{R/L} \cdot \delta \mathbf{s}_{l \pm 2} \right) \mathbf{e}_{R/L}
\]

\[
+ 2 e G_s G_v \nu_F^2 |\Omega_0^s| \tilde{\alpha}_R \left[ \frac{1 + F_0^{mz}}{1 + F_0^2} |\mu_s H_0| \delta \mathbf{M}_0^z \mathbf{e}_y + \alpha_{RPF} \left( \frac{1 + F_0^l}{1 + F_0^{mz}} \frac{1 + F_0^{l \gamma_1}}{\gamma_l} \right) \sum \pm \delta \mathbf{M}_{l \pm 1}^z \mathbf{e}_{R/L} \right],
\]

(17)

where \(\mathbf{e}_{R/L} = \mathbf{e}_x \pm \mathbf{e}_y\) and

\[
\zeta \equiv 1 + \frac{E_F - \sqrt{E_F^2 - \Delta^2}}{E_F}, \quad \gamma_l = \frac{1 + F_0^{mz}}{1 + F_0^l}.
\]

(18)

Note that the presence of \(\Omega_0^s\) in Eq. (17) indicates the important role of the Berry curvature in driving the valley-staggered modes (see also Fig. [1]).

With an expression for the current in terms of \(\delta \rho\) we can solve the homogeneous \(\mathbf{q} \rightarrow 0\) limit of Eq. (13) for \(\delta \rho\), obtaining a linear relationship between \(\mathbf{j}\) and \(\mathbf{E}\), and thus read off the dissipative part of the optical conductivity tensor.

In the absence of SOC and driving, the homogeneous limit of Eq. (13) is simply

\[
\partial_t \delta \rho + i [\mathbf{c}_{eq}, \delta \rho] = 0.
\]

(19)

In the spin and valley-spin sectors, this gives the equations \(^{27}\)

\[
\partial_t \delta \mathbf{s}_l - \omega_{sl} \mathbf{e}_x \times \delta \mathbf{s}_l = 0, \quad \omega_{sl} = 1 + \frac{F_0^s}{1 + F_0^2} |\mu_s H_0|,
\]

\[
\partial_t \delta \mathbf{M}_l^z - \omega_{ml} \mathbf{e}_x \times \delta \mathbf{M}_l^z = 0, \quad \omega_{ml} = \gamma_l |\omega_{sl}|.
\]

(20)

Here \(\delta \mathbf{s}\) corresponds to long wave-length spin-density modulations, while \(\delta \mathbf{M}^z\) describes spin-density modulations on length scale \(|\mathbf{K} - \mathbf{K}'|^{-1}\) corresponding to the separation between valleys in the Brillouin zone. As in the case of the conventional Silin mode \(^2\), the mode frequencies are renormalized away from the Zeeman frequency by the Fermi-liquid parameters, with the exception of the \(l = 0\) mode frequency, which is protected by \(SU(2)\) symmetry (see Ref. [17] for how this is modified by valley-Zeeman SOC).

Conductivity resonances. Without SOC, the resonant finite frequency modes are not excited by an external electric field. However, upon introduction of the Rashba coupling, three modes may be resonantly excited, namely, the \(l = 0\) spin and valley-staggered spin modes, and the \(l = \pm 2\) spin mode.

The mechanism of driving can be understood as follows. Initially, all particle spins are polarized along the external Zeeman field, which we take to be along the
\(\mathbf{e}_x\) axis. Upon application of an external field \(\mathbf{E}(t)\) the particle spins feel an effective magnetic field due to the Rashba term \(h \propto \mathbf{e}_x \times \mathbf{j}\) \([19,28]\) and therefore a spin torque \([29,30]\), \(\mathbf{T} \propto \mathbf{e}_x \times \mathbf{h} = \mathbf{e}_z j_x\). The \(x\) component of the current \(j_x\) is composed of regular and anomalous pieces, shown in the left of Fig. [1]

\[
j_x(\omega) = -\frac{e^2 N E_x}{i\omega m^*} - e^2 N \Omega_0^* e_y,
\]

where \(N\) is the number density, \(m^* = p_F/\nu_F\) and \(\nu_F = \delta F_{p=F}\). The first of these terms creates identical torques in both valleys, while the second one, being proportional to the Berry curvature, yields valley-staggered torques depicted in the right of Fig. [1]. Thus, the component of \(E\) along \(\mathbf{H}_0\) causes a valley-uniform torque on the spin, exciting the spin mode, \(\delta s\), while the component of \(E\) transverse to \(\mathbf{H}_0\) causes a valley-staggered torque, and thus excites the valley-staggered spin mode, \(\delta \mathbf{M}\). Because the charge-to-spin conversion in both cases is proportional to the Rashba coupling, this leads to contributions to the conductivity proportional to \(\alpha^2_{R}\). Furthermore, the \(\delta s_0\) mode contributes to \(\sigma^{xx}\) while the \(\delta \mathbf{M}_0\) mode contributes to \(\sigma^{yy}\).

In the interacting case, the basic physical picture remains the same, but the quantities involved are renormalized. The resonant contributions to the dissipative part of the conductivity can be written as (see Ref. [17])

\[
\begin{align*}
\text{Re} \sigma^{ii}_i &= \frac{1}{2} \pi e^2 G_s G_a \nu_F \tilde{\alpha}_s^2 W_{1i}^i A_{ii}(\omega^2), \\
\text{Re} \sigma^{ii}_0 &= \frac{1}{2} \pi e^2 G_s G_a \nu_F \tilde{\alpha}_s^2 W_{10}^i A_{ii}(\omega^2), \\
\text{Re} \sigma^2 &= \frac{1}{2} \pi e^2 G_s G_a \nu_F \tilde{\alpha}_s^2 W_{2i} A_{ii}(\omega^2),
\end{align*}
\]

where \(A_{ii}(\omega^2) \equiv \omega_{ii} \delta(\omega^2 - \omega_{ii}^2)\) is the spectral function for the relevant mode and \(W_{ij}^l\) is a dimensionless peak weight \((i = x, y)\). Here the lack of indices on \(\sigma_2\) indicates that the \(l = 2\) contribution is isotropic, \(\sigma_{x}^{x} = \sigma_{y}^{y} = \sigma_2\), and it is understood that the total conductivity is the sum of the three lines in Eq. (22). Solving Eq. (13) in the homogeneous limit and substituting the result into Eq. (17) we find, to order \(\alpha^2_{R}\) and without the valley-Zeeman term,

\[
\begin{align*}
\lim_{\lambda \to 0} W_{1i}^{ii} &= 0, \quad \lim_{\lambda \to 0} W_{1x}^{xx} = \zeta \frac{\omega_{s1}}{2\omega_{s0}}, \\
\lim_{\lambda \to 0} W_{0y}^{yy} &= (2\pi \nu_F |\Omega_0|^2)^2 \frac{\omega_{s0}^2}{1 + F_{0}^{mz}}, \\
\lim_{\lambda \to 0} W_2 &= 2 \left(1 + F_{1}^2 - \frac{1}{2} \zeta \right) \left(1 - \frac{\omega_{s1}}{2\omega_{s2}}\right).
\end{align*}
\]

Here we explicitly see that the contribution from the \(l = 0\) modes has the strong anisotropy discussed above, while the \(l = 2\) contribution is isotropic.

Experiment shows that valley-Zeeman coupling is generally also present. \([31,32]\). The inclusion of the valley-Zeeman coupling leads to a modification of the weights in Eq. (23). Additionally, the valley-Zeeman term allows to excite the valley-staggered spin mode in the \(l = 1\) channel with frequency \(\omega_{m1}\). To lowest non-trivial order in the valley-Zeeman coupling \(\lambda\), the weights in Eq. (22) are modified to

\[
\begin{align*}
W_{1i}^{xx} &= 2\lambda (1 + F_{1}^2) 2\pi \nu_F |\Omega_0|^2 \left(1 + \frac{1}{2} \gamma_{1}^{-1} 1 + F_{1}^2 \right) (1 - \gamma_{1}), \\
W_{0y}^{yy} &= 2\lambda (1 + F_{1}^2) 2\pi \nu_F |\Omega_0|^2 \left[ \frac{\omega_{s1} - \omega_{m1}}{\omega_{m0} - \omega_{m1}} + (1 - \gamma_{1}) \left(1 + \frac{1}{2} \gamma_{1}^{-1} 1 + F_{1}^2 \right) \right], \\
W_{0x}^{xx} &= \zeta \frac{\omega_{s1}}{2\omega_{s0}} + 2\lambda (2\pi \nu_F |\Omega_0|^2) (1 + F_{1}^2 - \zeta), \\
W_{0y}^{yy} &= 2\pi \nu_F |\Omega_0|^2 \left(1 + F_{1}^2 \right) \frac{\omega_{s0}^2}{1 + F_{0}^{mz}} + 2\lambda \left[(1 + F_{1}^2) \frac{\omega_{s1} - \omega_{m1}}{\omega_{m0} - \omega_{m1}} - \frac{1}{1 + F_{0}^{mz}} \zeta \right]
\end{align*}
\]

while \(W_2\) remains unchanged. Note that there are two qualitatively different contributions to \(W_1\). One gives \(W_{1i}^{xx}\) and the second term in \(W_{0y}^{yy}\) (which are identical) and comes from coupling of the \(l = 1\) valley mode to the \(l = 1\) spin zero-mode \(\delta s_{\pm 1}\), with magnetization parallel to \(\mathbf{H}_0\), via the valley-Zeeman SOC. The other term, corresponding to the first term of \(W_{0y}^{yy}\) arises from conversion of the \(l = 0\) valley mode into the \(l = 1\) mode via the Rashba SOC, which carries angular momentum 1. Both of these processes can only occur in the presence of interactions – specifically when \(F_{1}^{mz} \neq F_{1}^{x}\) and \(F_{1}^{mz} \neq F_{0}^{mz}\) respectively – and arise due to the different effective magnetic moments for Zeeman vs valley-Zeeman fields.

**Discussion.** It should be noted that these modes may be driven as well by an AC magnetic field. Indeed, as discussed above, EDSR may be interpreted as being due to an effective Zeeman field created by the external electric field and Rashba coupling \([11,14]\). The relative strength of EDSR driving compared to driving by an AC magnetic field is of the order of the ratio of atomic energy scale to driving frequency \(E_{\text{at}}/\omega \gg 1\) \([25]\), confirming the leading role of SOC in driving the modes \([12,25]\).

The visibility of the generalized Silin modes in the optical conductivity will be determined by the broadening of the Silin mode peaks, as well as by the extent of the Drude peak tail. In principle, this depends on two different relaxation times, the momentum relaxation time \(\tau\) and spin relaxation time \(\tau_s\). We may approximate the effect of the spin relaxation on the Silin mode peaks by broadening the \(\delta\)-function peak to a Lorentizan of width \(\tau_s^{-1}\). Doing so, one may compute the ratio of the absorption peak height to the background Drude conductivity. Writing the latter as \(\sigma_D(\omega) = e^2 G_s G_a \nu_F D/(1 - i\omega\tau)\)
with diffusion constant \( D = v_F^2 \tau (1 + F_0^2)/2 \), we can express the ratio of the resonant to Drude parts of the conductivity as

\[
\frac{\text{Re} \sigma_{\text{res}}(\omega = \omega_i)}{\text{Re} \sigma_D(\omega = \omega_i)} \approx \frac{1 + (\omega_i \tau)^2 \tilde{\alpha}_R^2 \tau_s}{2 \frac{\tau}{v_F} \tau + 1 + F_0^2},
\]

(25)

where \( W_i \) is the weight of the \( \delta \)-function for a resonant mode, cf. Eqs. \([22]\) and \([24]\). The ratio \( \tau_s/\tau_p \), extracted from weak anti-localization measurements in graphene on TMD, varies between different studies \([10]\) \([31]\) \([33]\) \([36]\).

To be specific, we take \( \tau_s \sim \tau \sim 1 \text{ps} \) \([32]\). Then the resonant contribution is enhanced by applying a strong in-plane magnetic field \((H_0 > 10 \text{T})\) and also by choosing a material with larger \( \tilde{\alpha}_R \).

From the beatings of Shubnikov-de Haas oscillations in bilayer graphene on WSe\(_2\) one extracts \( \lambda_R = 10 - 15 \text{meV} \) \([10]\); then \( \tilde{\alpha}_R/v_F \sim \lambda_R/E_F \sim 0.1 \).

To conclude, in this work we have shown that in the presence of an external magnetic field the normally diffusive spin-valley modes of graphene evolve into well-defined oscillatory modes with frequency set by the Larmor frequency, and Landau-Fermi liquid parameters, see Eq. \([20]\). The modes are a generalization of the Silin mode to multi-valley materials. They can be probed via electric dipole spin resonance (EDSR) in the presence of extrinsic spin-orbit coupling. Furthermore, certain modes may be selectively excited by changing the polarization of applied \( E \) fields, leading to anisotropy of the optical conductivity, see Eqs. \([22]\)-\([24]\).
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Plugging Eq. (S3) into Eq. (S2) and using the fact that, at low order in SOC and the Zeeman field, the equilibrium density matrix can be obtained as linear response to new terms in the energy functional

This motivates the parametrization

in direct analogy with the standard computation of the spin magnetic moment of the Fermi liquid [22 23]. To same order in SOC and the Zeeman field, the equilibrium density matrix can be obtained as linear response to new terms in the energy functional

This is equivalent to

Plugging Eq. (S3) into Eq. (S2) and using the fact that, at low $T$, the derivative of the Fermi function restricts momenta to the Fermi surface, we obtain the equations

These may readily be solved for

\begin{align}
\mathbf{m} &= \frac{\mu_s}{2} \mathbf{H}_0, \\
\ell(p) &= \frac{\alpha_R(p)}{1 + F_1}, \\
L &= \frac{\Lambda}{1 + F_0^{\text{eq}}},
\end{align}
Plugging these solutions back into $\hat{\epsilon}_0$ leads to Eq. (12) with the renormalized constants

$$
\tilde{\mu}_s = \mu_s \frac{1}{1 + F_0}, \quad \tilde{\alpha}_R(p) = \frac{\alpha_R(p)}{1 + F^R_t} = l(p), \quad \tilde{\lambda} = \frac{\lambda}{1 + F^m_{\text{ms}}} = L,
$$

(S6)
as they appear in the main text.

**B. PROJECTION OF THE HAMILTONIAN ONTO THE UPPER BAND**

In this section, we derive the projected Hamiltonian up to order $\lambda^2_R$, employing the Schrieffer-Wolff transformation. We start with

$$
\hat{H} = \hat{H}_D + \hat{H}_V, \quad \hat{H}_D = d \cdot \Sigma, \quad \hat{H}_V = \lambda_R e_z \times \sigma \cdot \Sigma 
$$

(S7)

with

$$
d = (v_D p_x, v_D p_y, \Delta \hat{\tau}_z) \quad \text{(S8)}
$$

and $\epsilon \equiv |d|, n \equiv d/\epsilon$. It is safe to neglect the valley-Zeeman term here as it commutes with $\hat{H}$. We define the projectors on the upper/lower bands of $\hat{H}_D$ in Eq. (S7) as

$$
\hat{P}_b = \frac{1}{2} (1 + b n \cdot \Sigma), \quad \text{(S9)}
$$

and the Hamiltonians

$$
\hat{H}_R = \sum_b \hat{P}_b \hat{H}_V \hat{P}_b, \quad \hat{H}_1 = \sum_b \hat{P}_b \hat{H}_V \hat{P}_{-b} \quad \text{(S10)}
$$
describing, respectively, the block-diagonal and block-off-diagonal components of the Rashba term. The “unperturbed” block-diagonal Hamiltonian is thus given by

$$
\hat{H}_0 = \hat{H}_D + \hat{H}_R = \sum_b b \hat{P}_b (\epsilon + \alpha_R(p) e_z \times \hat{\sigma} \cdot \hat{p}), \quad \alpha_R = \frac{v_D \lambda_R}{\epsilon}. \quad \text{(S11)}
$$

The total Hamiltonian is $\hat{H} = \hat{H}_0 + \hat{H}_1$, where $\hat{H}_1$ is the block-off-diagonal part. Explicitly

$$
\hat{H}_1 = \hat{H}_V - \hat{H}_R = \lambda_R e_z \times \hat{\sigma} \left( \Sigma - \sum_b b n \hat{P}_b \right). \quad \text{(S12)}
$$

**B.1. Canonical Transformation**

We now consider a transformation

$$
\hat{U} = e^{\hat{T}}, \quad \hat{T}^\dagger = -\hat{T}, \quad \hat{P}_b \hat{T} \hat{P}_b = 0. \quad \text{(S13)}
$$

Applying the transformation Eq. (S13) to Eq. (S7) gives us a transformed Hamiltonian

$$
\hat{H}' = \hat{U} \hat{H} \hat{U}^\dagger = \hat{U} \hat{H}_0 \hat{U}^\dagger + \hat{U} \hat{H}_1 \hat{U}^\dagger. \quad \text{(S14)}
$$

Making use of the Baker-Campbell-Hausdorff relation, we expand $\hat{H}'$ to second order in $\hat{T}$

$$
\hat{H}' \approx \hat{H}_0 + \hat{H}_1 + [\hat{T}, \hat{H}_0] + [\hat{T}, \hat{H}_1] + \frac{1}{2} [\hat{T}, [\hat{T}, \hat{H}_0]] + \cdots \quad \text{(S15)}
$$

The Schrieffer-Wolff transformation is effected by requiring that

$$
[\hat{T}, \hat{H}_0] = -\hat{H}_1 + \mathcal{O}(\lambda^3_R). \quad \text{(S16)}
$$
Then to order \( \lambda_R^2 \), \( \hat{H}' \) becomes block-diagonal:

\[
\hat{H}' \approx \hat{H}_0 + \frac{1}{2} [\hat{T}_1, \hat{H}_1] + \mathcal{O}(\lambda_R^3).
\]  

(S17)

Indeed, \( \hat{T} \) can be always be chosen off-diagonal, while \( \hat{H}_1 \) is off-diagonal by construction, thus the product of \( \hat{T} \) and \( \hat{H}_1 \) is diagonal. Working at this order, it is straightforward to see that if we choose \( \hat{T} \) to be

\[
\hat{T} = \sum_b b \hat{P}_b \frac{\hat{H}_1}{2\epsilon} \hat{P}_{-b} + \mathcal{O}(\lambda_R^3),
\]

(S18)

then Eq. (S16) is indeed satisfied. The second-order correction to the Hamiltonian can be read off from Eqs. (S15) and (S16) as

\[
\hat{H}_2 = \frac{1}{2} [\hat{T}, \hat{H}_1].
\]

(S19)

In particular, we are interested in the projection onto the upper band

\[
\hat{H}_2^+ \hat{P}_+ \equiv \hat{P}_+ \hat{H}_2 \hat{P}_+.
\]

(S20)

Noting that

\[
\hat{P}_+ \hat{T} = \frac{1}{2\epsilon} \hat{P}_+ \hat{H}_1, \quad \hat{T} \hat{P}_+ = -\frac{1}{2\epsilon} \hat{H}_1 \hat{P}_+
\]

(S21)

we have

\[
\hat{H}_2^+ \hat{P}_+ = \frac{1}{2\epsilon} \hat{P}_+ \hat{H}_2^2 \hat{P}_+ = \frac{\lambda_R^2}{2\epsilon} \hat{P}_+ \left( e_z \times \hat{\sigma} \cdot \left[ \hat{\Sigma} - \sum_b b \hat{\Sigma}_b \right] \right)^2 \hat{P}_+
\]

\[
= \frac{\lambda_R^2}{2\epsilon} \hat{P}_+ e_z \times \hat{\sigma} \cdot \hat{\Sigma} \left( e_z \times \hat{\sigma} \cdot \left[ \hat{\Sigma} - \hat{\Sigma}_b \right] \right) \hat{P}_+ = \frac{\lambda_R^2}{2\epsilon} \hat{P}_+ \left( e_z \times \hat{\sigma} \cdot \hat{\Sigma} \right)^2 \hat{P}_+ - \frac{\lambda_R^2 \epsilon}{2} \hat{P}_+ - \frac{\lambda_R^2 \epsilon}{2} \hat{P}_+.
\]

(S22)

Evaluating

\[
\left( e_z \times \hat{\sigma} \cdot \hat{\Sigma} \right)^2 = \left( \hat{\sigma}_x \hat{\Sigma}_y - \hat{\sigma}_y \hat{\Sigma}_x \right)^2 = 1 + 1 - i \hat{\sigma}_z (i \hat{\Sigma}_z) - (i \hat{\sigma}_z) i \hat{\Sigma}_z = 2(1 - \hat{\sigma}_z \hat{\Sigma}_z),
\]

we then have

\[
\hat{H}_2^+ = \frac{\lambda_R^2}{2\epsilon} \left[ 2(1 - \hat{\sigma}_z \hat{\Sigma}_z) - \frac{\lambda_R^2 \epsilon}{2} \hat{P}_+ \right] = \frac{\lambda_R^2}{2\epsilon} \left[ 1 - \frac{\lambda_R^2 \epsilon}{2} \hat{P}_+ \right] = \frac{\lambda_R^2}{2\epsilon} \left[ 1 - \frac{\lambda_R^2 \epsilon}{2} \hat{P}_+ \right].
\]

(S23)

\[
\lambda_R^2 \left[ \frac{1}{2} \left( 1 + \frac{\Delta^2}{\epsilon^2} \right) - \frac{\Delta}{\epsilon} \hat{\sigma}_z \hat{\Sigma}_z \right] \frac{1}{\epsilon} \left[ 1 - \frac{\lambda_R^2 \epsilon}{2} \hat{P}_+ \right].
\]

(S24)

\[ B.2. \ Berry \ connection \]

Similarly, we may write the Berry connection as \( \hat{A} = \hat{A}_0 + \delta \hat{A} \), where \( \hat{A}_0 \) is the Berry connection associated with \( H_D \). Again, we are interested in the upper band projection

\[
\hat{P}_+ \hat{A}_0 \hat{P}_+ \equiv (\hat{A}_0 + \delta \hat{A}_0) \hat{P}_+.
\]

(S25)

Explicitly,

\[
\delta \hat{A}_+ \hat{P}_+ = \hat{P}_+ \delta \hat{A} \hat{P}_+ = i \hat{P}_+ \hat{U} (\hat{\nabla}^{(p)} \hat{U}^+ \hat{P}_+ \approx i \hat{P}_+ \left( 1 + \frac{1}{2} \hat{T} \hat{P}_+ \right) \hat{P}_+)
\]

\[
= i \hat{P}_+ \left( -\nabla^{(p)} \hat{T} + \frac{1}{2} (\nabla^{(p)} \hat{T}, \hat{T}) - \hat{T} \nabla^{(p)} \hat{T} \right) \hat{P}_+ = -i \hat{P}_+ \left( \nabla^{(p)} \hat{T} + \frac{1}{2} [\hat{T}, \nabla^{(p)} \hat{T}] \right) \hat{P}_+.
\]

(S26)
For the first term, we make use of Eq. (S13)

\[ \frac{\partial}{\partial \mathbf{p}} \delta \mathbf{A}_1 = \frac{i}{2} \frac{\partial \delta \mathbf{A}_1}{\partial \mathbf{p}} \cdot \mathbf{v}_D \]

(27)

So, at first order

\[ \delta \mathbf{A}_1 = \frac{i}{2} \frac{\partial \delta \mathbf{A}_1}{\partial \mathbf{p}} \cdot \mathbf{v}_D \]

(28)

where \( \mathbf{v}_D \) is the Berry connection near the gapped Dirac point.

For the second term, we find

\[ \delta \mathbf{A}_2 = \frac{i}{2} \frac{\partial \delta \mathbf{A}_2}{\partial \mathbf{p}} \cdot \mathbf{v}_D \]

(29)

\[ \delta \mathbf{A}_i = \frac{\lambda_R}{2} \left[ \mathbf{v}_D \mathbf{n} \cdot \hat{\mathbf{r}} (\mathbf{v}_D \mathbf{n} \cdot \hat{\mathbf{r}}) \right] \cdot \mathbf{v}_D \]

(30)

Now,

\[ \partial^2 n_j = \frac{v_D \delta_{ij}}{\epsilon} - \frac{n_j v_D p_i}{\epsilon^3} = \frac{v_D}{\epsilon} \left( \delta_{ij} - \frac{n_j v_D p_i}{\epsilon^2} \right) = \frac{v_D}{\epsilon} (\delta_{ij} - n_j n_j) \]

(31)

Plugging the last result back into Eq. (30), we obtain

\[ \delta \mathbf{A}_i = \frac{\lambda_R v_D}{2} \left[ -\mathbf{n}_i \mathbf{\cdot} \hat{\mathbf{r}} (\mathbf{n}_j \mathbf{\cdot} \hat{\mathbf{r}}) + \mathbf{n}_j \mathbf{\cdot} \hat{\mathbf{r}} (\mathbf{n}_i \mathbf{\cdot} \hat{\mathbf{r}}) \right] = \frac{\lambda_R v_D}{2} \left[ -\mathbf{n}_i \mathbf{\cdot} \hat{\mathbf{r}} n_j + \mathbf{n}_j \mathbf{\cdot} \hat{\mathbf{r}} n_i \right]

(32)

Now for the second-order term we find

\[ \delta \mathbf{A}_2 \mathbf{\hat{r}} = \frac{i}{2} \frac{\partial \delta \mathbf{A}_2}{\partial \mathbf{p}} \cdot \mathbf{v}_D \]

(33)

It follows from Eqs. (10) and (18) that

\[ \{ \mathbf{H}_1, \mathbf{\hat{r}} \} = \sum_{bb'} \left[ \mathbf{P}_b \mathbf{H}_1 \mathbf{P}_{-b'} \mathbf{P}_{b'} + \mathbf{P}_{-b} \mathbf{H}_1 \mathbf{P}_{b'} \mathbf{P}_b \right] = \frac{1}{2} \sum_{bb'} \mathbf{P}_b [b - b'] \mathbf{H}_1 \mathbf{P}_{-b'} \mathbf{P}_{b'} = 0 \]

(34)

and, therefore, \( \delta \mathbf{A}_i = \delta \mathbf{A}_{i+1} \) to second order.

**B.3. Summary of the results**

To summarize, within second-order perturbation theory we have the effective upper band Hamiltonian

\[ \hat{H}^+ = \epsilon \mathbf{p} + \mathbf{A}(\mathbf{p}) + \frac{\lambda_R}{2} \left[ 1 - \frac{\Delta}{\epsilon} \hat{\sigma}_z \right]^2 \]

(35)

with \( \mathbf{A} = \mathbf{A}_0 + \delta \mathbf{A}_0 + \frac{\lambda_R}{2} \left[ 1 - \frac{\Delta}{\epsilon} \hat{\sigma}_z \right]^2 \mathbf{A}_0 \)

(36)

where \( \Omega_0 = -(\frac{\Delta}{2\epsilon^2}) \hat{\sigma}_z \) is the Berry curvature near the gapped Dirac point.
C. CONSERVED CURRENT

In the main text, we showed that the longitudinal current can be written as

\[ j = e \sum_p \text{tr} (\mathbf{v}_p \delta \hat{\rho} - \partial \epsilon \mathbf{D} \hat{\rho}_{\text{eq}}). \]  

(37)

It is convenient to break the current up into three pieces \( j = j_V + j_A + j_\delta \), where

\[ j_V = e \sum_p \text{tr} \nabla^{(p)} \hat{\rho}_{\text{eq}} \delta \hat{\rho}, \quad j_A = -ie \sum_p \text{tr} [\dot{\mathbf{A}}, \hat{\rho}_{\text{eq}}] \delta \hat{\rho}, \quad j_\delta = -e \sum_p \partial \epsilon \nabla^{(p)} \hat{\rho}_{\text{eq}}, \]  

(38)

where we have recalled that \( \mathbf{v}_p = \nabla^{(p)} \hat{\rho}_{\text{eq}} - i[\dot{\mathbf{A}}, \hat{\rho}_{\text{eq}}] \) and have made use of the local deviation from equilibrium \( \delta \hat{\rho} \equiv \delta \hat{\rho} - (\partial n_F / \partial \epsilon) \delta \epsilon \). In evaluating the current, we will use the parametrizations

\[ \delta \hat{\rho} = \sum_{p,l} e^{il \phi} \left( -\frac{\partial n_F}{\partial \epsilon} \right) \left( \delta n_l + \delta \hat{\mathbf{s}}_l \cdot \hat{\boldsymbol{\sigma}} + \delta \hat{\mathbf{Y}}_l \cdot \hat{\tau} + \sum_{i=x,y,z} \delta \tilde{\mathbf{M}}^i_l \cdot \tilde{\boldsymbol{\sigma}} \right), \]  

(39)

and analogously for \( \delta \hat{\rho} \)

\[ \delta \hat{\rho} = \sum_{p,l} e^{il \phi} \left( -\frac{\partial n_F}{\partial \epsilon} \right) \left( \delta \tilde{n}_l + \delta \hat{\mathbf{s}}_l \cdot \hat{\boldsymbol{\sigma}} + \delta \hat{\mathbf{Y}}_l \cdot \hat{\tau} + \sum_{i=x,y,z} \delta \tilde{\mathbf{M}}^i_l \cdot \tilde{\boldsymbol{\sigma}} \right), \]  

(40)

as well as the angular integrals

\[ \langle e^{il \phi} \rangle_{FS} = \delta_{l,0}, \]

\[ \langle \mathbf{v}_F e^{il \phi} \rangle_{FS} = \frac{1}{2} e_F \mathbf{e}_{R/L} \delta_{l,\pm 1}, \]

\[ \langle v_F^2 \mathbf{v}_F e^{il \phi} \rangle_{FS} = \frac{1}{2} e_F \mathbf{e}_{R/L} \delta_{l,\pm 1}, \]

\[ \langle \nabla^{(p)} e^{il \phi} \rangle_{FS} = \frac{1}{2} e_F \mathbf{e}_{R/L} \delta_{l,\pm 1}, \]

\[ \langle (\nabla^{(p)} e^{il \phi})|p \times \mathbf{e}_z \rangle_{FS} = \pm i \frac{1}{2} e_F \mathbf{e}_{R/L} \delta_{l,\pm 2}. \]  

(41)

where \( e_{R/L} \) is the \( i \)-th component of

\[ e_{R/L} = \mathbf{e}_x \pm ie_y. \]  

(42)

C.1. Gradient Term

We begin with the gradient term

\[ j_V = e G_s G_v v_F \sum_{p,l} \left\langle e^{il \phi} \left( v_F^l \delta n_l + \frac{\partial (\tilde{\alpha}_R(p))}{\partial p_i} \right) \mathbf{e}_z \cdot \delta \hat{\mathbf{s}}_l + \frac{\partial (\tilde{\alpha}_R(p))}{\partial p_i} \right\rangle_{FS}. \]  

(43)

Explicitly,

\[ \left\langle \frac{\partial (\tilde{\alpha}_R(p))}{\partial p_i} \right\rangle_{FS} |_{p_F} \cdot \mathbf{e}_z \cdot \delta \hat{\mathbf{s}}_l = \left. \frac{\partial (\tilde{\alpha}_R(p))}{\partial p_i} \right|_{p_F} \cdot \mathbf{e}_z \cdot \delta \hat{\mathbf{s}}_l = \tilde{\alpha}_R(p_F) \left( \mathbf{e}_z - \frac{v_F^l}{E_F} \right) \cdot \mathbf{e}_z \cdot \delta \hat{\mathbf{s}}_l. \]  

(44)

and

\[ \nabla^{(p)} \Lambda = -\lambda_R^2 \Delta \nabla^{(p)} \epsilon^{-2} = 2 \lambda_R^2 \frac{\Delta}{2\epsilon^3} v_F = 2 \left( \frac{v_D \Delta}{\epsilon} \right)^2 \frac{v_F^2}{2\epsilon^3} \frac{\Delta}{v_D} \mathbf{v}_F = 2 \alpha_R^2 (2\pi \nu_F) |\Omega_0^2| \mathbf{v}_F, \]  

(45)
where we have used
\[ \mathbf{v}_F = \frac{v_F^2 \mathbf{p}_F}{E_F}. \] (S46)

Writing
\[ j^i_V = eG_s G_v \nu F \sum_i \left( \langle \mathbf{e}^{i\phi} \mathbf{v}_F \rangle_{FS} \delta n_i + \left( e^{i\phi} \frac{\partial (\hat{A}_R(p))}{\partial p} \right) \mathbf{e}_z \cdot \delta s_i + \left( e^{i\phi} \frac{\partial \delta M}{\partial p} \right) \delta M^{zz} \right) \] (S47)
we may now use the relations Eq. (S41)
\[ j_V = eG_s G_v \nu F \left( \frac{v_F^2}{2} \sum_\pm \delta n_{\pm 1} e_{R/L} + \frac{1}{1 + F_0^\nu \alpha_R^2} \nu F |\Omega_0^\nu| \right) \sum_\pm \delta M^{zz}_{\pm 1} e_{R/L} \]
\[ + \left( \frac{1}{2} \zeta \hat{A}_R(p_F) \mathbf{e}_z \cdot \delta s_0 - \hat{A}_R(p_F) \nu F + \nu F F_{\nu F} \right) \sum_\pm \pm \delta i e_{R/L} (e_{R/L} \cdot \delta s_{\pm 2}) \] (S48)
where we used \( \mathbf{e}_z \times e_{R/L} = \pm i e_{R/L} \), and defined
\[ \zeta = 2 \left( 1 - \frac{v_F^2 F_{\nu F}}{2 E_F ^2} \right) = \frac{E_F - \sqrt{E_F^2 - \Delta^2}}{E_F}. \] (S49)

C.2. Commutator term

Let us first note that the zeroth-order term in Eq. (S36) for the Berry connection commutes with the energy functional
\[ [\hat{A}_0, \epsilon_{eq}] = 0, \] (S50)
and thus we need only the commutator \( [\delta \hat{A}_+, \rho_{eq}] \). Again note that the renormalized quantities enter the Berry connection. The commutator contribution to the current is then
\[ j_A = eG_s G_v \nu F \hat{A}_R 2 \nu F |\Omega_0^\nu| \left( \omega_0 \delta M^{zz}_{\pm 1} e_y + 2 \nu F \alpha_R \gamma_1 e_x \delta M^{zz} + 2 \gamma_0^{-1} e_z \times s_0 \right), \] (S51)
where we have defined
\[ \gamma_i = \frac{1 + F_{n^z}}{1 + F_{l^z}}. \] (S52)

C.3. Interaction term

For the last term in Eq. (S38) we have
\[ j^i = -\frac{1}{2} eG_s G_v \nu F \sum_i \left( F_i^s \delta S_i \cdot \left[ -\frac{1}{2} \hat{H}_0 \right] \langle \mathbf{v}^{(p)}(e^{i\phi}) \rangle_{FS} + F_i^s \hat{A}_R \langle \mathbf{p}_F \times e_z \cdot \delta \mathbf{v}^{(p)}(e^{i\phi}) \rangle_{FS} \right) \]
\[ - \frac{1}{2} eG_s G_v \nu F \sum_i F_i^s \hat{A}_R \langle \mathbf{p}_F \times e_z \cdot \delta \mathbf{v}^{(p)}(e^{i\phi}) \rangle_{FS} = -\frac{1}{2} eG_s G_v \nu F F_{n^z}^s \hat{A}_R \sum_\pm \pm i e_{R/L} (e_{R/L} \cdot \delta s_{\pm 2}). \] (S53)

For the resonant part of the current we thus have (to order \( \lambda_0^2 \))
\[ j_{res} = -eG_s G_v \nu F \hat{A}_R \left[ \left( \frac{1}{2} \zeta + 2 \nu F |\Omega_0^\nu| \right) \frac{2 \lambda_1}{\gamma_1} \delta s_0 \times e_z + \frac{1}{2} \left( 1 + F_2^s - \frac{1}{2} \gamma_1 \right) \sum_\pm \pm i (e_{R/L} \cdot \delta s_{\pm 2}) e_{R/L} \right] \]
\[ + 2 \pi eG_s G_v \nu F |\Omega_0^\nu| \hat{A}_R \left[ \frac{1 + F_0^m}{1 + F_0^m} |\mu_s \hat{H}_0 | \delta \tilde{M}^{zz} e_y + \alpha_R \nu F \left( \frac{1 + F_0^m}{1 + F_0^m} \right) + \frac{1}{2} \gamma_1 \right] \sum_\pm \delta \tilde{M}^{zz}_{\pm 1} e_{R/L}. \] (S54)
D. EIGENMODES IN THE PRESENCE OF VALLEY-ZEEMAN SOC

In the presence of both valley-Zeeman and Rashba SOC, the linearized equations of motion for the correction to the density matrix at zeroth order in $\alpha_R$ read

$$
\partial_t \delta s_{0z}^1 + \bar{\mu}_s H_0 \times \delta \tilde{s}_{0z} = \frac{1}{2} \bar{\mu}_s H_0 \frac{1}{2p_F} e(E_x \mp iE_y),
$$

(S55a)

$$
\partial_t \delta \tilde{M}_{0z}^\sigma + \bar{\mu}_s H_0 \times \delta \tilde{M}_{0z}^\sigma = -\bar{\lambda} e_z \frac{1}{2p_F} e(E_x \mp iE_y).
$$

(S55b)

To first order in $\alpha_R$, the equations are

$$
\partial_t \delta s_{0z}^1 + \bar{\mu}_s H_0 \times \delta \tilde{s}_{0z} = -\alpha_R 2\bar{\lambda} ReE \times e_z + \bar{\alpha}_R p_F \sum \pm ie_{R/L} \times \delta s_{0z}^\pm.
$$

(S56)

$$
\partial_t \delta \tilde{M}_{0z}^\sigma + \bar{\mu}_s H_0 \times \delta \tilde{M}_{0z}^\sigma = \alpha_R 2\bar{\lambda} ReE \times e_z + \bar{\alpha}_R p_F \sum \pm ie_{R/L} \times \delta \tilde{M}_{0z}^\pm.
$$

(S57)

$$
\partial_t \delta s_{0z}^1 + \bar{\mu}_s H_0 \times \delta \tilde{s}_{0z} = \pm i\bar{\alpha}_R \left[ \frac{1}{2} (E_x \mp iE_y) e_{L/R} - p_F e_{L/R} \times \delta s_{0z}^\pm \right].
$$

(S58)

$$
\partial_t \delta \tilde{M}_{0z}^\sigma + \bar{\mu}_s H_0 \times \delta \tilde{M}_{0z}^\sigma = i\alpha_R p_F e_{L/R} \times \delta \tilde{M}_{0z}^\pm.
$$

(S59)

where we have defined

$$
R = 2\pi \nu_F |\Omega_0^\parallel|.
$$

(S60)

D.1. Without Rashba SOC and no driving

In the limit $\alpha_R \rightarrow 0$ we can consider the undriven eigenmodes. The equations of motion for the $l$-sector then become

$$
\partial_t \delta s_l + \bar{\mu}_s H_0 \times \delta \tilde{s}_l - 2\bar{\lambda}_l e_z \times \tilde{\delta} \tilde{M}_l = 0
$$

(S61)

$$
\partial_t \delta \tilde{M}_l^\sigma + \bar{\mu}_s H_0 \times \delta \tilde{M}_l^\sigma - 2\bar{\lambda}_l e_z \times \tilde{\delta} s_l = 0.
$$

(S62)

Defining

$$
\gamma_l = \frac{1 + F_l^{mz}}{1 + F_l^s}, \quad \omega_{sl} = \frac{1 + F_l^s}{1 + F_l^m} |\mu_s H_0|, \quad \omega_{ml} = \gamma_l \omega_{sl}, \quad \lambda_l = \frac{\omega_{ml}}{\omega_{m0}} \lambda_s
$$

(S63)

we write this as

$$
\partial_t \delta s_l - \omega_{sl} e_x \times \delta s_l - 2\bar{\lambda}_l e_z \times \delta M_l^\sigma = 0
$$

(S64)

$$
\partial_t \delta \tilde{M}_l^\sigma - \omega_{ml} e_x \times \delta \tilde{M}_l^\sigma - 2\bar{\lambda}_l^{-1} e_z \times \delta s_l = 0.
$$

(S65)

This system of equations is simplified by defining

$$
\mathbf{d}_{l,1} = (\sqrt{\gamma_l} \delta \tilde{M}_l^x, \delta \tilde{s}_y, \delta \tilde{s}_z), \quad \mathbf{d}_{l,2} = (\delta \tilde{s}_x, \sqrt{\gamma_l} \delta \tilde{M}_y, \sqrt{\gamma_l} \delta \tilde{M}_z),
$$

(S66)

$$
\mathbf{h}_{l,1} = (\omega_{sl}, 0, 2\bar{\lambda}_l^{-1/2}), \quad \mathbf{h}_{l,2} = (\omega_{ml}, 0, 2\bar{\lambda}_l^{-1/2}).
$$

(S67)

in which case the EOM is simply

$$
\partial_t \mathbf{d}_{l,i} - \mathbf{h}_{l,i} \times \mathbf{d}_{l,i} = 0.
$$

(S68)

Thus in each $l$-sector we have two zero modes $\mathbf{d}_{l,i} \parallel \mathbf{h}_{l,i}$ and two finite frequency modes $\mathbf{d}_{l,i} \perp \mathbf{h}_{l,i}$ with

$$
\omega_{l,1} = |\mathbf{h}_{l,1}| = \sqrt{\omega_{sl}^2 + 4\bar{\lambda}_l^{-1}}, \quad \omega_{l,2} = |\mathbf{h}_{l,2}| = \sqrt{\omega_{ml}^2 + 4\bar{\lambda}_l^{-1}}.
$$

(S69)

These two modes can be seen to be adiabatically connected to the spin and valley-spin modes, respectively.
In the presence of Rashba SOC there are two changes to the above: firstly, modes may now be driven by an external electric field, and secondly modes of different $l$ are coupled.

We treat this perturbatively in $\alpha_R$ as in the main text.

### E. DRIVING THE MODES

At first order, we have for the $l = 0$ equations

$$\partial_t \mathbf{d}_{0,l} - \mathbf{h}_{0,l} \times \mathbf{d}_{0,l} = \mathbf{f}_{0,l}. \quad (S78)$$

To obtain the RHS we start by rewriting

$$\partial_t \delta \mathbf{s}_0 + \omega_x \mathbf{e}_x \times \delta \mathbf{s}_0 - 2\lambda \mathbf{e}_x \times \delta \mathbf{M}_0 - \alpha_R 2\lambda R \mathbf{e} \times \mathbf{e} + \alpha_R p F \sum_{\pm} \pm \mathbf{e} R/L \times \mathbf{e} x \chi_2 \mathbf{e} \quad (S79)$$

$$\partial_t \delta \mathbf{M}_0 + \omega_m \mathbf{e}_x \times \delta \mathbf{M}_0 - \frac{2\lambda}{\gamma_0} \mathbf{e}_x \times \delta \mathbf{s}_0 = \alpha_R R (\mathbf{e} \times \mathbf{e}) \times \mathbf{h}_0 + \alpha_R p F \sum_{\pm} \pm \mathbf{e} R/L \times (\chi_2 \mathbf{e} + \chi_2 \mathbf{e} \times \sqrt{\gamma_1} \mathbf{e}). \quad (S81)$$
Performing the sums on the RHS gives
\[
\partial_t \delta s_0^2 + \omega_1 e_x \times \delta s_0^1 - 2\lambda_1 e_z \times \delta M_0^1 = -\hat{\alpha}_R 2\hat{\lambda} Re E \times e_z + \frac{1}{2} \hat{\alpha}_R e_z \chi_{2z} e E_x
\]  
(S82)

\[
\partial_t \delta M_0^1 + \omega_2 e_x \times \delta M_0^1 - 2\lambda_2 e_z \times \delta s_0^1 = \hat{\alpha}_R Re E_0 \hat{\omega}_0 e_z + \frac{1}{2} \hat{\alpha}_R (\chi_{2y} e_x e E_y - \chi_{2z} e_y e E_y - \chi_{2z} e_x e E_x) \sqrt{\gamma_1}
\]  
(S83)

Performing the change of basis to the \(d\) modes we thus find
\[
f_{0,1} = e E_x \hat{\alpha}_R \left( -\frac{1}{2} \sqrt{\gamma_0 \gamma_1} e_x + 2\lambda_1 Re e_y + \frac{1}{2} \chi_{2z} e_z \right),
\]
\[
f_{0,2} = e E_y \hat{\alpha}_R \left( -2\lambda_1 Re e_x + \frac{1}{2} \sqrt{\gamma_0 \gamma_1 \chi_{2y}} e_z - \frac{1}{2} \sqrt{\gamma_0 \gamma_1 \chi_{2y}} e_y \right).
\]
(S84)

Focusing on the finite frequency modes we may thus solve, in the same way as for \(l = 0\),
\[
d_{0,i,\text{res}} = \frac{1}{2} \sum_i e_{0,i,\pm} \frac{ie_{0,i,\pm} \cdot f_{0,i}}{\omega + i0} \quad \text{as in Eq. (S73)}.
\]
(S85)

where \(h\) is defined as in Eq. (S67) and \(e_{l,i,\pm}\) as in Eq. (S73).

**E.3. First order in \(\alpha_R\), \(l=2\)**

Similarly for the \(l = 2\) mode the equation of motion we must find \(f_{\pm 2,i}\). We start again with the equations of motion
\[
\partial_t \delta s_{\pm 2}^1 - \omega_{22} e_x \times \delta s_{\pm 2}^1 - 2\lambda_{22} e_z \times \delta M_{\pm 2}^1 = \pm i \frac{1}{2} \hat{\alpha}_R \left[ e_{L/R} \mp \frac{1}{2} ie_z \chi_{2z} \right] (e E_x \mp i e E_y)
\]  
(S86)

\[
\partial_t \delta M_{\pm 2}^1 - \omega_{22} e_x \times \delta M_{\pm 2}^1 - 2\lambda_{22} e_z \times \delta s_{\pm 2}^1 = i \hat{\alpha}_R \frac{1}{4} \sqrt{\gamma_1} (\chi_{2z} e_z - \chi_{2z} e_y \mp i \chi_{2z} e_x) (e E_x \mp i e E_y).
\]  
(S87)

Thus
\[
f_{\pm 2,1} = \frac{1}{2} \hat{\alpha}_R \left( \pm \frac{1}{2} \sqrt{\gamma_2 \gamma_1 \chi_{2z}} e_x - e_y + \frac{1}{2} e_z \chi_{2z} \right) (e E_x \mp i e E_y)
\]
\[
f_{\pm 2,2} = \pm i \frac{1}{2} \hat{\alpha}_R \left( e_x + \frac{1}{2} \sqrt{\gamma_0 \gamma_1} \chi_{2z} e_z - \chi_{2z} e_y \right) (e E_x \mp i e E_y).
\]  
(S88)

Focusing on the finite frequency modes we may thus solve, in the same way as for \(l = \pm 2\),
\[
d_{\pm 2,i,\text{res}} = \frac{1}{2} \sum_{\psi \in \{1,-1\}} e_{\pm 2,i,\psi} \frac{ie_{\pm 2,i,\psi} \cdot f_{\pm 2,i}}{\omega + i0 - \psi \omega_{\pm 2,i}}
\]  
(S89)

where \(h\) is defined as in Eq. (S67) and \(e_{l,i,\pm}\) as in Eq. (S73).

**E.4. Summary**

The solutions Eqs. (S70), (S71), (S84), (S85), (S88) and (S89), along with the definitions Eqs. (S63), (S66), (S67) and (S69), may be plugged into Eq. (S54) to obtain an expression for the optical conductivity for an arbitrary ratio of \(\lambda_l/\omega_{sl}\).