Deep learning-based virtual refocusing of images using an engineered point-spread function
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ABSTRACT: We present a virtual image refocusing method over an extended depth of field (DOF) enabled by cascaded neural networks and a double-helix point-spread function (DH-PSF). This network model, referred to as W-Net, is composed of two cascaded generator and discriminator network pairs. The first generator network learns to virtually refocus an input image onto a user-defined plane, while the second generator learns to perform a cross-modality image transformation, improving the lateral resolution of the output image. Using this W-Net model with DH-PSF engineering, we extend the DOF of a fluorescence microscope by ~20-fold. This approach can be applied to develop deep learning-enabled image reconstruction methods for localization microscopy techniques that utilize engineered PSFs to improve their imaging performance, including spatial resolution and volumetric imaging throughput.

Super-resolution imaging1–6 and high-throughput volumetric7–10 fluorescence microscopy provide unprecedented access to submicron-scale phenomena in various fields such as life sciences and engineering. However, improvements in the imaging resolution and throughput require relatively complex optical setups, usually through a time-consuming mechanical scanning procedure, which may also entail additional digital image registration and stitching procedures10–12. A particular method used for super-resolution imaging is based on localization microscopy1–3,13. Point spread function (PSF) engineering, including the use of astigmatic, multi-plane, double-helix (DH), and tetrapod PSFs, has been successfully used to improve the spatial resolution and depth of field (DOF) in localization microscopy5,6,14–17. However, the reconstruction of a sample’s image that is convolved with an engineered PSF generally requires sparsity of the samples. Even for state-of-the-art localization algorithms18, it is challenging to perform fast, accurate three-dimensional (3D) localization over an extended axial range with an increasing emitter density.

Recently emerging data-driven image reconstruction approaches have demonstrated performance advances for solving inverse problems in various microscopic imaging modalities19–21. Some of these methods help accelerate the 3D imaging process, preventing potential phototoxicity and photobleaching of the sample as well as improving the imaging resolution and throughput22–31. In particular, recent studies have demonstrated successful applications of deep learning methods for advancing 3D fluorescence microscopy. For example, Boyd et al. proposed DeepLoco29 and a kernel-based loss function to outperform traditional 3D localization algorithms in terms of both speed and accuracy. Zhang et al. developed smNet28, which can extract not only the 3D locations of fluorescence emitters but also their orientations and potential wave-front distortions. Nehme et al. demonstrated DeepSTORM3D27, which utilizes a design method to jointly optimize the imaging PSF and the corresponding localization algorithm, extending the axial localization range up to 4 μm using a 1.45 NA/100 × objective lens. Wu et al. introduced Deep-Z25, a deep learning-based virtual refocusing method that can refocus a given input image using a user-defined digital propagation matrix to an arbitrary surface within the sample volume, significantly improving the DOF and imaging throughput with only one input image. An extension of the same virtual refocusing approach using multiple input images has also been demonstrated for 3D volumetric imaging using recurrent neural networks30.
In this Letter, we present a deep learning-based method, referred to as W-Net (Figure 1), to perform both virtual refocusing and cross-modality image transformation of a single fluorescence microscopy image (input), acquired using an engineered PSF (i.e., double-helix PSF: DH-PSF\(^{33}\)), onto user-defined planes within the sample volume. We trained our W-Net model as two cascaded neural networks to (1) virtually refocus a PSF engineered input image onto desired planes within the sample volume, and (2) perform image reconstruction at each virtually refocused plane, based on a cross-modality transformation method\(^{24}\), which yields an output image equivalent to, e.g., a confocal fluorescence microscopy image of the same sample. The second step computationally resolves the spatial features of the sample convolved with the DH-PSF. Unlike standard iterative deconvolution techniques that can be used for images acquired with an engineered PSF, the presented method is based on a single pass-forward through a neural network and it does not require any iterations or mechanical scanning for 3D imaging of a sample owing to its digital refocusing capability.

Our W-Net design contains two cascaded U-Net structures\(^{32}\), trained using a conditional generative adversarial network (cGAN)\(^{33}\), as shown in Figure 1. Along with the DH-PSF input image, the first U-Net also receives, as a second input channel, a user-defined digital propagation matrix (DPM), which has the same size as the first channel. Each pixel value in the DPM determines the axial propagation distance of the corresponding pixel of the input image. Therefore, applying a series of DPMs on a single input image is equivalent to virtually scanning the specimen’s volume.

In this study, we used experimentally acquired images for training and blindly testing W-Net in order to accurately capture and consider various complexities introduced by nonideal experimental conditions\(^{39,24}\). Using this new computational framework and DH-PSF, we digitally extended the DOF of the imaging system approximately 20 times, which was demonstrated by imaging nanoparticles. The presented method can be broadly applied for advancing localization microscopy techniques that utilize engineered PSFs by merging virtual refocusing with rapid volumetric image reconstruction.

To demonstrate the extended DOF and the DH-PSF reconstruction capability of our neural network model, we trained a W-Net model where the input images (50-nm fluorescent nanobeads) were acquired using the DH-PSF through a 63×/1.4-NA oil-immersion objective lens (see Methods section for microscopy system details); the native DOF of this objective lens is \(\sim \pm 0.15\) μm. In addition to this W-Net model that was trained with DH-PSF input images, we also trained a second W-Net model (for comparison) using wide-field images (as input) acquired on the same fluorescence microscope (63×/1.4-NA objective) by removing the DH-PSF phase mask. The ground truth image volumetric data corresponding to the same samples used for both W-Net models were acquired through a confocal microscope using the same objective lens (see Methods section). During the training phase of each W-Net model, we utilized digital propagation matrices such that both the input and target images were randomly defocused. At the blind testing stage, for quantifying the W-Net image inference, we designed the DPMs to virtually refocus the input images with different defocusing distances to a selected target plane (defined by \(z = 0\) μm). We evaluated the quality of the W-Net output images refocused to \(z = 0\) μm by calculating the image correlation coefficient between the output and ground truth (confocal) images over a region of 73.7 × 73.7 μm\(^2\) using 75 individual nanobeads (Figure 2a). Furthermore, we utilized a customized localization algorithm, the Jaccard index (JI) and the lateral root mean square error (RMSE) metrics to quantify the localization performance of the W-Net output images, which also helped us measure the effective DOF (see the details in the Supporting Information). The results of these experimental analyses are summarized in Figures 2 and 3.
Figure 2. Quantifications of the (a–c) extended DOF by W-Net and DH-PSF engineering and (d–f) comparison to U-Net. The lateral RMSE is shown only when beads are detected (JI > 0, dot-dashed vertical lines in b, c in corresponding colors). In the left panels, the blue and red curves represent the W-Net outputs with DH and wide-field inputs, respectively. The yellow curves represent results of out-of-focus wide-field images obtained by mechanical scanning, which also correspond to the inputs used for the red line. The opaque yellow regions in b and c represent the native DOF defined by the objective lens, while the opaque blue region represents the extended DOF with the W-Net output. (d–f) Comparisons of W-Net to the single U-Net model. All metrics are calculated using confocal images as the ground truth over a 73.7 × 73.7 μm² region using 75 nanobeads.

We can directly compare the image correlation coefficients to qualitatively assess the extended DOF of the W-Net output (Figure 2a). Using input images that are captured with the DH-PSF, W-Net output significantly improves the imaging performance in the axial range of −6 to +6 μm. Without the use of DH-PSF, W-Net still successfully improves the image correlation coefficient, but the performance of this model deteriorates outside the range of ±3 μm. To quantify effective DOF we used localization analysis of the output images utilizing confocal images as reference (detailed in the Supporting Information); furthermore, we compared JI and the lateral RMSE of the localization results for detectability and localization accuracy, respectively (see Figure 2b,c). In Figure 2, the horizontal dashed line represents the average JI provided by the native DOF (orange highlighted region); the W-Net output can reach comparable results within an extended axial range (blue highlighted region), which is ~20 times larger compared with the native DOF of the objective lens. To further quantify the extended DOF, we set a series of JI thresholds with different tolerance levels and accordingly calculated the extended DOF and average lateral RMSE values, as shown in Table 1, which further confirm the success of W-Net output images.

| Tolerance | JI threshold | Average lateral RMSE (nm) | DOF (μm) |
|-----------|--------------|---------------------------|-----------|
| Native    | 0.726        | 54.84                     | 0.3       |
| 0%        | 0.726        | 64.53                     | 6.6       |
| 10%       | 0.653        | 66.05                     | 7.5       |
| 20%       | 0.581        | 68.40                     | 8.2       |

Table 1. Extended DOF and localization performance achieved by W-Net output images under different levels of tolerance for JI index degradation.
In Figure 3, we further show the blind testing results obtained with W-Net models for three different input planes. At $z = -3 \, \mu m$ (Figure 3a,d, the signal-to-noise ratio (SNR) of the scanned wide-field image is so low that no beads can be detected with the localization algorithm, which leads to a JI of 0. However, even when using such a defocused input, W-Net successfully refocuses a fraction of the nanobeads, scoring a JI of 0.17. With the use of DH-PSF, W-Net output further improves the JI to 0.77. The results also show an improvement in the lateral RMSE from 173.4 to 70.1 nm, which confirms that using DH-PSF with W-Net provides not only an extended DOF but also an improved localization accuracy. If the defocus distance is more significant, for example, $z = +6 \, \mu m$ (Figure 2c,f), W-Net cannot retrieve adequate information from wide-field images, but still succeeds to collect a part of the DH-PSF input (JI=0.21) and reconstructs the image with a correlation coefficient of 0.63. Figure 5g (zoomed-in from b,e) presents an example of relatively weaker fluorescent beads at $z = +1.5 \, \mu m$, which are not visible in both of the input images, with the DH-PSF or wide-field. However, W-Net successfully reconstructs the two beads shown in this region. With the DH-PSF input, the resulting signal is stronger and gets closer to the confocal image target at $z = 0 \, \mu m$ plane.

The W-Net structure has several advantages over a single U-Net structure performing both virtual refocusing and cross-modality image transformation. Despite having approximately two-fold more number of parameters, allocating refocusing and cross-modality image transformation tasks to two separate networks eases the training burden. For example, when we applied the same learning rate of the W-Net model, U-Net could not converge on the same training dataset with the same axial range; furthermore, U-Net model requires more iterations in comparison to W-Net to achieve an acceptable performance despite the use of approximately 50% fewer parameters (refer to the Supporting Information for network structures). Overall, W-Net has a higher performance than that of U-Net when both are adequately trained using defocused DH-PSF images as
the input and the confocal images as the target (ground truth) images. The latter is illustrated in Figure 2e,f: an over-fitting of the U-Net model occurs at around \( z = +2 \mu \text{m} \), which leads to a decrease in image quality. According to the three metrics that we used (i.e., lateral RMSE, JI, and image correlation coefficient), W-Net outperforms U-Net in DH-PSF reconstructions and provides a larger DOF with a superior lateral localization performance.

In conclusion, we demonstrated a virtual refocusing method enabled by cascaded neural networks (W-Net) and an engineered PSF, i.e., DH-PSF. This deep learning-enabled approach can be applied for image reconstruction in localization microscopy techniques that utilize engineered PSFs. This framework also paves the way for simultaneous super-resolution and high-throughput fluorescence imaging, owing to its cascaded refocusing and cross-modality image transformation network structure.

METHODS

Data acquisition and preprocessing.

For nanobead data preparation, we imaged 50-nm fluorescent beads using an inverted scanning microscope (TCS SP8, Leica Microsystems) and 63 × 1.4-NA objective lens (HC PL APO 63 × 1.4-NA oil CS2, Leica Microsystems) using both wide-field and confocal imaging. We applied a SPINDLE system and transmissive DH-PSF phase mask (Double Helix Optics) in the wide-field microscope to acquire DH-PSF engineered images. We scanned along the x and y axes for 10 × 10 FOVs with an overlap of 10% for digital stitching, and scanned along the z axis with a step size of 0.1 μm to obtain 3D image data for each modality. These data were preprocessed with a triangular threshold to normalize the data, subtract the background noise, and remove saturated pixels. We then stitched the FOVs with the ImageJ plugin MIST3 and roughly registered the stitched confocal FOVs to the corresponding wide-field images with an ImageJ descriptor-based registration (https://imagej.net/Registration). For the training data, we cropped the whole FOV into 256 × 256-pixel regions with an overlap of 10%, while for testing, we used a 1024 × 1024-pixel region (512 × 512 cropped regions in Figure 3). The axial ranges for training were ±8, ±4, and ±2 μm for the DH-PSF, wide-field, and confocal cases, respectively.

To obtain a higher performance, we designed a dual-peak phase correlation method (DPPCM) in Matlab (MathWorks Inc.) for a finer image registration process with subpixel accuracy. This method calculates the normalized 2D cross-correlation matrix of the input and target images. It then finds the two local maxima of the correlation matrix, calculates their subpixel positions with a polynomial fitting within a 5 × 5 region. And the middle points of local maxima pairs are used to estimate the shift of the two imaging modalities. We further accelerated this algorithm, approximately 10 times, using a graphics processing unit (GPU); a period of ~0.15 s was required to process a 1024 × 1024 region image pair. The final training dataset contained ~110,000 image pairs for both wide-field to confocal and DH-PSF to confocal images. The testing image datasets were from different FOVs compared to the training images, and were not seen by the network before.

For details regarding the network structure, training configurations and the image reconstruction quality evaluation metrics, refer to the Supporting Information.
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