Effect of incubation delay and pollution on the transmission dynamics of infectious disease
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Abstract
Emerging infectious diseases pose serious threat to human population. Studies suggest that there is correlation between population’s pollution status and emerging infectious diseases. We propose a delayed SIS model to examine the effects of environmental contamination on human health, which can lead to the spread of numerous diseases. A threshold parameter called basic reproduction number has been obtained for the system. Within the sight of time delay, stability analysis for equilibrium points has been obtained. The existence of Hopf bifurcation around endemic equilibrium point pertaining to time delay as a critical parameter is observed. Our study suggests that pollution can have detrimental effects on the spread of disease. Analytical results are supported by numerical simulations.
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1 Introduction
Mathematical modelling is a vital tool which has helped to analyze and manage the spread of communicable illness in populace. With the help of mathematical modelling, many researchers have been successful in predicting the effects of the spread of diseases
in populace [1–7]. Different factors such as economic, geographic conditions, media coverage and so on, have a significant role in the transmission of these ailments [8–11]. Every country on the planet is experiencing the uncontrollable spread and effects of certain infections caused by agents such as bacteria, virus, fungi, and others, transmitted through direct or indirect contact with an infected person infected with diseases such as tuberculosis, AIDS, Dengue fever, and Covid-19, among others. The effects of these sicknesses bring about the higher rate of demise. Various strategies like vaccination, isolation, drugs and so forth, have been in regular practice by the doctors and the organizations to manage the unfold of different ailments. In spite of all the methods followed in practice, there are few diseases that are an irreplaceable part of the society, such as lifestyle diseases. Numerous models and demonstrating methods are accessible in writing [12–15] which helps us to analyze the impacts of epidemic diseases on populace.

Environmental pollution continues to be a major cause of health danger around the world. Environmental pollution, which encompasses pollution of the air, water, and soil, influences the wellbeing of the populace [11, 16–18]. In [18], authors studied epidemic model to study the impact of environmental pollution on spread of infectious diseases. Ecological pressure additionally harms the individuals and they tend to grow more vulnerable to certain ailments. Toxin exposure during pregnancy has an effect on newborns, making them more susceptible to illness. Poisonous synthetic substances existing in the environment as a result of increased contamination cause uncontrollable illnesses [17, 19, 20], which adds to the quick spread of epidemics. Thus, epidemic control becomes challenging for authorities, physicians, and health organizations in the modern society. We investigate a mathematical model that incorporates pollution since environmental contamination is an important aspect that cannot be overlooked while investigating disease dynamics.

Time delays are incorporated in a disease transmission model for a wide range of biological reasons. The delay model is used to describe infectious disease dynamics in an attempt to gain a better understanding of increasingly complex models [2, 21, 22]. The incubation period is defined as the time between host infection and the onset of the symptoms. It is known that disease penetrates and transmits invisibly much before the visible disease symptoms appear, it is difficult to assess health risks and avoid, identify, and control the epidemic growth. As a result, in order to examine disease dynamics, the incubation period must be included in the model’s architecture in order to suggest appropriate disease control techniques [6, 23]. Dengue fever, Chikungunya virus, Lyme disease, and malaria are examples of vector-borne diseases that have a seven-day incubation period. Cooke [5] also presented a model for infectious disease transmission involving a susceptible and infected population. To better understand the dynamics, the author in [5] included an incubation period in a disease transmission model. In [18], authors provided detailed dynamical analysis of the disease model. They demonstrated the impact of environmental pollution on the dynamics of disease. But they did not include incubation period in their study. Based on the above literature, we study an SIS model under the effect of pollution incorporating incubation time delay. We have considered the time period in which the infectious pathogen develops in the vector before the infected vector infects susceptible persons. The main objective
of our work is to establish the role of incubation delay and provide the implication of the results on disease dynamics of the model under the effect of pollution. The paper has been organized as follows: A mathematical model with time delay has been proposed along with its boundedness in Sect. 2. In Sect. 3, the equilibrium points and threshold parameter (\(R_0\)) has been obtained. In Sect. 4, we have obtained local stability of equilibria followed by the direction and stability of Hopf-bifurcation. Numerical simulations of the model are presented in Sect. 5. The model system is concluded in Sect. 6.

2 Mathematical model

To examine the effects of contamination and disease we propose an epidemic SIS model. We start with some assumptions, such as total population is categorized into subgroups: susceptible and infected. The population under variable N is sub categorized as \(S\), \(_P\) and \(I\). Here, \(S\) is the susceptible population who aren’t suffering from pollutants, \(_P\) is the population affected by pollution and \(I\) is the class of infected people.

We have considered the following assumptions for our model:

(i) When infectives come into contact with susceptibles, the susceptibles becomes infected at a rate \(\lambda\) rate.

(ii) Because prenatal exposure to pollution has a variety of negative consequences, it is anticipated that a fraction \(m\) of all infants will enter to the \(S\) class, while the remaining fraction \((1 - m)\) will enter into \(_P\) class.

(iii) At a consistent rate \(\theta\) populace will enter from \(S\) into \(_P\).

(iv) Because pollution has a variety of negative effects on stressed people, including a weakened immune system, it is hypothesised that the transition rate to the infected class is higher for pollution-affected persons (\(_P\)) than for those who are not (\(S\)).

Let \(\tau > 0\) represent the incubation period of the disease, defined as a fixed time during which the infectious agents develop in the vector, and it is only after that time that the infected vector can infect a susceptible individual. Consequently, proposed mathematical model is as follows:

\[
\begin{align*}
\frac{dS}{dt} &= aM - \theta S - \lambda SI + \eta \xi I - \mu S \\
\frac{d_P}{dt} &= (1 - a)M + \theta S - \lambda(1 + \delta\lambda')_PI + (1 - \eta)\xi I - \mu_P \\
\frac{dI}{dt} &= \lambda S(t - \tau)I(t - \tau) + \lambda(1 + \delta\lambda')_PI - (\xi + \phi + \mu)I
\end{align*}
\]  

(1)

All parameters of the model are assumed to be positive. The initial conditions of the model (1) are as follows:

\[
\begin{cases}
S(\beta) = \varphi_1(\beta), \ _P(\beta) = \varphi_2(\beta), \ I(\beta) = \varphi_3(\beta), \\
\varphi_1(\beta) \geq 0, \ \varphi_2(\beta) \geq 0, \ \varphi_3(\beta) \geq 0, \ \beta \in [-\tau, 0], \ \varphi_1(0) > 0, \ \varphi_2(0) > 0, \ \varphi_3(0) > 0
\end{cases}
\]  

(I.C)
Table 1 Parameter and its meaning

| Parameter | Meaning |
|-----------|---------|
| M         | Newborns recruitment rate |
| θ         | Susceptible individuals transfer rate into stressed compartment |
| λ         | Disease transmission rate of S |
| μ         | Natural mortality rate |
| φ         | Disease induced death rate |
| ξ         | Infected populace recovery rate |
| δ         | Amount which influence transmission rate due to natural contamination |
| η         | Proportion of recovered people returned to S |
| (1 - η)   | Proportion of recovered people returned to P |
| λ′        | Measures the impact of contamination on λ |
| λ(1 + δλ′) | Transfer rate to infected class for the people of P group |

where \((φ_1(β), φ_2(β), φ_3(β)) ∈ C([-τ, 0], \mathbb{R}^3)\), \(C\) is the Banach space of continuous functions.

2.1 Basic properties

This section focuses on the study of positivity and boundedness of solutions, for which we have the following lemma

**Lemma 1** Let \(S, _P\) and \(I\) be solutions of the model (1) with initial conditions \((I, C)\). Then \(S, _P\) and \(I\) are positive for all \(t ≥ 0\).

**Proof** Assuming that one solution of the system (1) is atleast not positive, then we’ve the subsequent cases: Case I: there exists \(t_1\) such that \(S(0) > 0, S(t_1) = 0, S′(t_1) < 0, _P(t) > 0, I(t) > 0, 0 ≤ t < t_1\).

Case II: there exists \(t_2\) such that \(_P(0) > 0, _P(t_2) = 0, _P′(t_2) < 0, S(t) > 0, I(t) > 0, 0 ≤ t < t_2\).

Case III: there exists \(t_3\) such that \(I(0) > 0, I(t_3) = 0, I′(t_3) < 0, S(t) > 0, _P(t) > 0, 0 ≤ t < t_3\).

If Case I holds, then we get \(S′(t_1) = M > 0\) which contradicts \(S′(t_1) < 0\).

If Case II holds, then we get \(_P′(t_2) = 0\) which contradicts \(_P′(t_2) < 0\).

If Case III holds, then we get \(I′(t_3) = 0\) which contradicts \(I′(t_3) < 0\).

Therefore, due to arbitrariness of \(S, _P\) and \(I\), all solutions of the system remain positive for all \(t ≥ 0\). □

**Lemma 2** The feasible region \(K\) defined by

\[
K = \left\{(S, _P, I) ∈ \mathbb{R}_+^3 : 0 ≤ S + _P + I ≤ \frac{M}{μ} = A\right\}
\]

is positively invariant for system (1) and attracts all the solutions starting in the interior of positive orthant.
**Proof** Let $W(t) = S(t) + P(t) + I(t)$, then

\[
\frac{dW}{dt} = M - \mu S - \mu P - (\phi + \mu)I - \lambda SI + \lambda S(t - \tau)I(t - \tau) \\
= M - \mu S - \mu P - (\mu + \phi)I \\
\leq M - \mu W
\]

\[
\Rightarrow \lim_{t \to \infty} \sup W \leq \frac{M}{\mu}
\]

which implies

\[
K = \left\{ (S, P, I) : 0 \leq S + P + I \leq \frac{M}{\mu} = A \right\}
\]

is a positively invariant set of system (1). Hence, lemma is proved. \(\square\)

Therefore, in this paper, we consider the dynamics of the model system on the set $K$.

### 3 Existence of equilibria and reproduction number

We find the equilibrium points of (1) in this section. There are only two types of equilibrium points namely:

(i) $E^0$: Disease-Free Equilibrium Point

(ii) $E^*$: Endemic-Equilibrium Point

(i) Disease-free equilibrium point:
The solution of the following algebraic equations gives disease-free equilibrium point $E^0 = (S^0, P^0, I^0)$ for model system (1).

\[
aM - \theta S - \lambda SI + \eta \xi I - \mu S = 0 \quad (2) \\
(1 - a)M + \theta S - \lambda (1 + \delta \lambda') P I + (1 - \eta) \xi I - \mu P = 0 \quad (3) \\
\lambda SI + \lambda (1 + \delta \lambda') P I - (\xi + \phi + \mu) I = 0 \quad (4)
\]

Substituting the value of $I^0 = 0$ in Eq. (2) gives

\[
S^0 = \frac{aM}{\theta + \mu}.
\]

Now, substitute the value of $I^0 = 0$ in equation (3), we get $(1 - a)M + \theta S^0 - \mu P^0 = 0$

\[
\Rightarrow P^0 = \frac{(1 - a)M(\theta + \mu) + \theta aM}{\mu(\theta + \mu)}
\]
Hence, the disease-free equilibrium point is

\[ E^0 = (S^0, P_0, 0) = \left( \frac{aM}{\theta + \mu}, \frac{(1 - a)M(\theta + \mu) + \theta aM}{\mu(\theta + \mu)}, 0 \right) \]

(ii) Endemic-equilibrium point : \( E^* = (S^*, P^*, I^*) \),

Before finding endemic equilibrium point \( E^* \), we firstly find the threshold parameter called basic reproduction number. The parameter \( R_0 \) helps us to find the number of secondary infections of the infected and characterize the spread of infectious disease. The next generation matrix method [4, 24] is used in calculating \( R_0 \). The matrix \( F \) and \( V \) for (1) are given below as:

\[
F = \begin{pmatrix}
\lambda SI + \lambda (1 + \delta \lambda') P I \\
0 \\
0
\end{pmatrix}
\]

\[
V = \begin{pmatrix}
(\xi + \phi + \mu) I \\
-(1 - a)M - \theta S + \lambda (1 + \delta \lambda') P I - (1 - \eta)\xi I + \mu P \\\n-\lambda S - \eta \xi I + \mu S
\end{pmatrix}
\]

Let \( F \) be the jacobian of \( F \) and \( V \) be the jacobian of \( V \) at disease free equilibrium point.

\[
F = [\lambda S^0 + \lambda (1 + \delta \lambda') P^0] \\
V = [\xi + \phi + \mu]
\]

\( R_0 \) is the spectral radius of \( FV^{-1} \) i.e.,

\[
R_0 = \frac{\lambda a M \mu + \lambda (1 + \delta \lambda') M[(\theta + \mu) - \mu a]}{\mu(\theta + \mu)(\xi + \phi + \mu)}
\]

Now, we evaluate the endemic equilibrium point \( E^* = (S^*, P^*, I^*) \).

From Eq. (2), we get

\[
S^* = \frac{aM + \eta\xi I}{\lambda I + (\theta + \mu)}
\]

Similarly, from Eq. (3) we obtain the value of \( P^* \)

\[
P^* = \frac{(1 - a)M + \theta S^* + (1 - \eta)\xi I}{\lambda(1 + \delta \lambda')I + \mu}
\]

Substitute the values of \( S^* \) and \( P^* \) in Eq. (4), we get the quadratic equation of \( I \) as:

\[
F(I) = AI^2 + BI + C = 0
\]

where

\[
A = -\lambda^2(1 + \delta \lambda')(\mu + \phi) \\
B = -[(\lambda(1+\delta \lambda')(\xi+\phi+\mu)(\theta+\mu)+\lambda\mu) - \lambda \eta \mu \xi - \lambda(1+\delta \lambda'\lambda M - \xi(\theta + \mu(1-\eta)))]
\]

\( \text{Springer} \)
C = \lambda aM\mu + \lambda(1 + \delta \lambda')M[(\theta + \mu) - \mu a] - \mu(\theta + \mu)(\xi + \phi + \mu) = \mu(\theta + \mu)(\xi + \phi + \mu)(R_0 - 1)

It is evident from the above expressions that \( A \) is always negative. Now it is clear, by Descartes’s rule of sign, that Eq. (5) always has a unique positive root whenever \( R_0 > 1 \). Moreover, Eq. (5) may have more than one positive roots if \( R_0 < 1 \) and \( B > 0 \) but in the next section we will show that it is not possible.

4 Stability of equilibria

The objective of this section is to study stability analysis of disease-free equilibrium point as well as of endemic equilibrium point.

4.1 Local stability of disease-free equilibrium point

For the local stability of disease free equilibrium point \( E_0 \), we prove the following theorem:

**Theorem 3** \( E_0 \) is locally asymptotically stable for \( R_0 < 1 \) and unstable for \( R_0 > 1 \) for all \( \tau \geq 0 \).

**Proof** Analysis for \( R_0 \neq 1 \) The characteristics polynomial equation in variable \( \Delta \) is

\[-(\theta + \mu) - \Delta)(-\mu - \Delta)(e^{-\Delta \tau} \lambda S^0 + \lambda(1 + \delta \lambda')P^0 - (\xi + \phi + \mu) - \Delta) = 0\]

Clearly, two of the negative eigenvalues of the above equation are \(-\lambda(\theta + \mu)\) and \(-\mu\) and other root is the solution of \( f(\Delta) = 0 \), where \( f(\Delta) = e^{-\Delta \tau} \lambda S^0 + \lambda(1 + \delta \lambda')P^0 - (\xi + \phi + \mu) = 0 \)

Assume that \( R_0 < 1 \). To obtain a contradiction, suppose that \( f \) has a root \( \delta_2 \in \mathbb{C} \) such that \( Re(\delta_2) \geq 0 \). Then, \( \Delta_2 = e^{-\Delta \tau} \lambda S^0 + \lambda(1 + \delta \lambda')P^0 - (\xi + \phi + \mu) \), so \( Re(\Delta_2) \leq \lambda S^0 + \lambda(1 + \delta \lambda')P^0 - (\xi + \phi + \mu) = R_0 - 1 < 0 \)

which contradicts our assumption. Therefore, in this case, the eigenvalue has negative real part if \( R_0 < 1 \).

Now, if \( R_0 > 1 \), we can see that \( f(0) < 0 \) and \( \lim_{\Delta \to \infty} f(\Delta) = +\infty \) for \( \Delta \in \mathbb{R} \) which implies that \( f \) has at least one positive root. Hence, \( E_0 \) is unstable in this case. Hence, the theorem. \( \square \)

Analysis for \( R_0 = 1 \)

We will employ centre manifold theory \([3]\) to investigate the equilibrium point’s stability behaviour. It is obvious from the value of basic reproduction number that it is proportional to \( \lambda \), so let the bifurcation parameter be \( \lambda \). If \( R_0 = 1 \), then \( \lambda = \lambda^* = \frac{\mu(\theta + \mu)(\xi + \phi + \mu)}{aM\mu + (1 + \delta \lambda')M[(\theta + \mu) - \mu a]} \), and jacobian matrix around disease free equilibrium point of the system (1) has one of the characteristic values as 0 and the other characteristic values are negative. Now, Jacobian matrix for the disease-free point for model system (1) is:

\[\begin{bmatrix} aM(1 + \delta) & (1 + \delta \lambda')M \end{bmatrix} \]
\[
J = \begin{pmatrix}
-(\theta + \mu) & 0 & \eta \xi - \lambda S^0 \\
0 & -\mu - \lambda (1 + \delta \lambda') - P^0 + (1 - \eta) \xi \\
0 & 0 & \lambda S^0 + \lambda (1 + \delta \lambda') - P^0 - (\xi + \phi + \mu)
\end{pmatrix}
\]

For \(\lambda = \lambda^*\), Jacobian has characteristic value 0 while remaining characteristic values are negative. Right eigenvector, \((v_1, v_2, v_3)\) is evaluated as

\[
v_1 = \frac{1}{\theta + \mu} \left[ -a \mu (\xi + \phi + \mu) + \eta \mu \left[ \mu a + (1 + \delta \lambda')(\theta + \mu(1 - a)) \right] \right]
\]

\[
v_2 = \frac{1}{\mu} \left[ \theta v_1 + (\xi + \phi + \mu)(1 + \delta \lambda')(\theta + \mu(1 - a)) + (1 - \eta)[\mu a + (1 + \delta \lambda')(\theta + \mu(1 - a))] \right]
\]

\[
v_3 = 1
\]

Similarly, left eigenvector \((q_1, q_2, q_3)\) can be evaluated to be \((0, 0, 1)\).

Using theorem 4.1 as given in [3], the coefficients \(c\) and \(d\) can be calculated as:

\[
c = \sum q_k v_i \frac{\partial^2 f_k}{\partial x_i \partial y_j} (E_0, \lambda^*)
\]

and

\[
d = \sum q_k v_i \frac{\partial^2 f_k}{\partial x_i \partial \beta} (E_0, \lambda^*)
\]

For model system (1), the values of \(c\) and \(d\) are as follows:

\[
c = q_3 v_3 \left[ 2 v_1 \frac{\partial^2 f_3}{\partial S^1 \partial I} (E_0, \lambda^*) + 2 v_2 \frac{\partial^2 f_3}{\partial S^2 \partial I} (E_0, \lambda^*) \right]
\]

\[
= -(\phi + \mu) \left[ \mu a (1 + \theta) + (1 + \delta \lambda')(1 + \theta)(\theta + \mu) - \mu a \right]
\]

\[
= - \left[ \mu^2 a + \eta \mu \theta - \delta \lambda' \eta \mu^2 a + \delta \lambda' \eta \mu^2 \right] \xi \left[ \frac{\lambda^*}{\mu (\mu + (1 + \delta \lambda')(\theta + \mu(1 - a))} \right]
\]

\[
< 0
\]

Similarly,

\[
d = q_3 v_1 \frac{\partial^2 f_3}{\partial S^1 \partial I} (E_0, \lambda^*) + q_3 v_2 \frac{\partial^2 f_3}{\partial S^2 \partial I} (E_0, \lambda^*) + q_3 v_3 \frac{\partial^2 f_3}{\partial S^1 \partial I} (E_0, \lambda^*)
\]

\[
= a M \mu + (1 + \delta \lambda')(1 - a) M (\theta + \mu) + a M \mu (\theta + \mu)
\]

Thus, we can state the below theorem from [3].
**Theorem 4** The disease-free equilibrium changes its stability from stable to unstable at $R_0 = 1$ and there exists a positive equilibrium as $R_0$ crosses one. Hence, the system exhibits transcritical bifurcation with bifurcation parameter $\lambda^*$ at $R_0 = 1$.

**Remark 5** As $c < 0$ and $d > 0$, the existence of backward bifurcation is unfeasible and hence Eq. (5) will not have positive root for $R_0 < 1$.

### 4.2 Local stability of endemic equilibrium point and Hopf-bifurcation

The system (1) has a positive endemic equilibrium point $E^* = (S^*, P^*, I^*)$, as shown in the previous section. Here, we investigate the local stability of $E^*$.

The Jacobian matrix corresponding to $(S^*, P^*, I^*)$ is:

$$Y^* = \begin{pmatrix}
\alpha_1 & 0 & \alpha_2 \\
\alpha_4 & \alpha_5 & \alpha_6 \\
0 & \alpha_8 & \alpha_9
\end{pmatrix} + e^{-\Delta \tau} \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
\alpha_1 & 0 & \alpha_2 \\
\alpha_4 & \alpha_5 & \alpha_6 \\
e^{-\Delta \tau} & \alpha_{11} & \alpha_{13}
\end{pmatrix}$$

where

$$\alpha_1 = -\theta - \lambda I - \mu, \alpha_2 = -\lambda S + \eta \xi, \alpha_4 = \theta, \alpha_5 = -\lambda (1 + \delta \lambda') I - \mu, \alpha_6 = -\lambda (1 + \delta \lambda') P + (1 - \eta) \xi, \alpha_8 = \lambda (1 + \delta \lambda') I, \alpha_9 = \lambda (1 + \delta \lambda') P - (\xi + \phi + \mu), \alpha_{11} = \lambda I, \alpha_{12} = \lambda S.$$

The characteristic equation corresponding to the endemic equilibrium point is:

$$\Delta^3 + a_2 \Delta^2 + a_1 \Delta + a_0 + (b_2 \Delta^2 + b_1 \Delta + b_0) e^{-\Delta \tau} = 0 \quad (6)$$

where

$$a_2 = \alpha_1 + \alpha_5 + \alpha_9, $$
$$a_1 = -\alpha_5 \alpha_9 + \alpha_1 \alpha_9 + \alpha_1 \alpha_5 - \alpha_8 \alpha_6, $$
$$a_0 = \alpha_1 \alpha_5 \alpha_9 - \alpha_1 \alpha_8 \alpha_6 + \alpha_2 \alpha_4 \alpha_8, $$
$$b_2 = \alpha_{13}, $$
$$b_1 = \alpha_2 \alpha_{11} + \alpha_1 \alpha_{13} + \alpha_5 \alpha_{13}, $$
$$b_0 = \alpha_1 \alpha_3 \alpha_{13} + \alpha_2 \alpha_5 \alpha_{11}. $$

**Case 1** When $\tau = 0$

Put $\tau = 0$ in Eq. (6), we get

$$\Delta^3 + c_2 \Delta^2 + c_1 \Delta + c_0 = 0 \quad (7)$$

where $c_2 = b_2 + a_2$, $c_1 = b_1 + a_1$, $c_0 = b_0 + a_0$
All roots of Eq. (7) must have negative real parts according to the Routh-Hurwitz criteria if $c_2 > 0$, $c_1 > 0$, $c_0 > 0$ and $c_2 c_1 > c_0$ holds. By the above analysis we have the following theorem:

Theorem 6  The endemic point $E^*$ is locally stable for $\tau = 0$ if following inequalities hold:

$$(D1)c_2 > 0, c_1 > 0, c_0 > 0 and c_2 c_1 > c_0.$$ 

Case 2 When $\tau > 0$

We obtain conditions under which the roots of the Eq. (6) will have negative real parts. Let $\Delta_2 = \phi(\tau) + i \varrho(\tau)$ be the eigen value of characteristic Eq. (6), where $\phi(\tau)$ and $\varrho(\tau)$ depends on delay $\tau$. We have already shown that the endemic equilibrium point $E^*$ is stable when $\tau = 0$, which implies that $\phi(\tau) < 0$ for sufficiently small $\tau$. By increasing $\tau$, the real part of the root of the Eq. (6) reaches the value zero at $\tau = \tau^*$, i.e., $\phi(\tau^*) = 0$, which implies $\Delta = i \varrho(\tau^*)$ for a specific value of $\tau^* > 0$. So, we get $\Delta = i \varrho(\tau^*)$ which is purely imaginary root which means that the Eq. (6) will have root with positive real part and then $E^*$ becomes unstable. If such $\tau^*$ does not exist then it would mean that Eq. (6) will not have a purely imaginary root for all delay and $E^*$ will always be stable. Assume $\Delta = i \varrho$ to be root of the Eq. (6) with $\varrho > 0$. Put $\Delta = i \varrho$ in (6), separating real and imaginary parts, we get:

$$-a_2(\tau) \varrho^2 + a_0(\tau) = (b_2(\tau) \varrho^2 - b_0(\tau)) \cos(\varrho \tau) - b_1(\tau) \varrho \sin(\varrho \tau) \quad (8)$$

$$-\varrho^3 + a_1(\tau) \varrho = -b_1(\tau) \varrho \cos(\varrho \tau) - (b_2(\tau) \varrho^2 - b_0(\tau)) \sin(\varrho \tau) \quad (9)$$

Now, squaring and adding Eqs. (8) and (9), we get

$$\varrho^6 + (a_2(\tau) - 2a_1(\tau) - b_2^2(\tau)) \varrho^4 + (a_1^2(\tau) - 2a_2(\tau)a_0(\tau) + 2b_2(\tau)b_0(\tau) - b_1^2(\tau)) \varrho^2 + (a_0^2(\tau) - b_0^2(\tau)) = 0$$

We can rewrite the above equation as:

$$\varrho^6 + f_2(\tau) \varrho^4 + f_1(\tau) \varrho^2 + f_0(\tau) = 0 \quad (10)$$

where

$$f_2(\tau) = a_2^2(\tau) - 2a_1(\tau) - b_2^2(\tau)$$

$$f_1(\tau) = a_1^2(\tau) - 2a_2(\tau)a_0(\tau) + 2b_2(\tau)b_0(\tau) - b_1^2(\tau)$$

$$f_0(\tau) = a_0^2(\tau) - b_0^2(\tau)$$

Putting $k = \varrho^2$, in Eq. (10), reduces it to the following:

$$c(k) = k^3 + f_2(\tau) k^2 + f_1(\tau) k + f_0(\tau) = 0 \quad (11)$$

The discussion of the roots of Eq. (11) is similar to the discussion in [21], and we put forward the following lemma:
Lemma 7 Following results hold for the Eq. (11):

\( D2: \) If \( f_0(\tau) \geq 0, \) and \( \Delta = f_2^2(\tau) - 3 f_1(\tau) \leq 0 \) holds, then Eq. (11) has no positive roots.

\( D3: \) If \( f_0(\tau) \geq 0, \) and \( \Delta = f_2^2(\tau) - 3 f_1(\tau) > 0 \) holds, then Eq. (11) has positive root if and only if \( k^* = -\frac{f_2(\tau)}{3} + \sqrt{\Delta} \) and \( c(k^*) \leq 0 \)

\( D4: \) If \( f_0(\tau) < 0 \) holds, then Eq. (11) has at least one positive root.

Furthermore, let us assume that Eq. (11) has positive roots. Without the loss of generality, we suppose that the Eq. (11) has three positive solutions, say \( k_1, k_2 \) and \( k_3 \) respectively. Then Eq. (10) has three positive solution \( \varrho_n = \sqrt{k_n} \), where \( n = 1, 2, 3 \).

Each positive solution \( \varrho(\tau) \) of (10) is also defined as the solution of Eqs. (12) and (13) which are given below. We obtain Eqs. (12) and (13) from Eq. (6) as follows:

\[
\sin(\varrho \tau) = \text{Im} \left( \frac{E(\varrho \tau, \tau)}{F(\varrho \tau, \tau)} \right) = \frac{b_2(\tau)\varrho^5 + (a_2(\tau)b_1(\tau) - b_2(\tau)a_1(\tau) - b_0(\tau))\varrho^3 + (a_1(\tau)b_0(\tau) - a_1(\tau)a_0(\tau))\varrho}{b_2(\tau)\varrho^2 - b_0(\tau)^2 + (b_1\varrho)^2} \tag{12}
\]

\[
\cos(\varrho \tau) = -\text{Re} \left( \frac{E(\varrho \tau, \tau)}{F(\varrho \tau, \tau)} \right) = \frac{(b_1(\tau) - a_2(\tau)b_2(\tau))\varrho^4 + (a_0(\tau)b_2(\tau) + a_1(\tau)b_1(\tau))\varrho^2 - a_0(\tau)b_0(\tau)}{b_2(\tau)\varrho^2 - b_0(\tau)^2 + (b_1\varrho)^2} \tag{13}
\]

From (13), we get

\[
\tau_n^{(i)} = \frac{1}{\varrho_n} \cos^{-1} \left( \frac{(b_1(\tau) - a_2(\tau)b_2(\tau))\varrho^4 + (a_0(\tau)b_2(\tau) + a_1(\tau)b_1(\tau))\varrho^2 - a_0(\tau)b_0(\tau)}{(b_2(\tau)\varrho^2 - b_0(\tau)^2 + (b_1\varrho)^2)} \right) + 2j\pi
\]

for \( n = 1, 2, 3; \ i = 0, 1, 2, 3, \ldots \)

where \( b_j \)'s and \( a_j \)'s for \( j = 0, 1, 2 \) are considered to be bounded functions of \( \tau \), then \( \pm i\varrho \) are imaginary roots of Eq. (6) for \( \tau = \tau_n \)

Let us take \( \tau^* = \min\{\tau_n, \varrho_0 = \varrho_n, n = 1, 2, 3\} \) at \( \tau = \tau^* \). Let \( \lambda = \varphi(\tau) + i\varrho(\tau) \) be solution of Eq. (6), satisfying \( \varphi(\tau^*) = 0, \varrho(\tau^*) = \varrho_0 \). Now, we have subsequent transversality conditions.

Lemma 8 (D5) Let us take \( UR - VZ > 0 \), where

\[
U = (3\varrho^2 - a_1(\tau))(a_0(\tau) - a_2(\tau)\varrho^2) - 2a_2(\tau)\varrho(a_1(\tau)\varrho)
\]
\[-
\varrho^3 + b_1(\tau)(b_0(\tau) - b_2(\tau)\varrho^2) + 2b_1(\tau)b_2\varrho^2 - \tau((b_0(\tau) - b_2(\tau)\varrho^2)^2 + (b_1(\tau)\varrho^2) \]
\[V = 2b_2(\tau)\varrho(b_0(\tau) - b_2(\tau)\varrho^2) - 2a_2(\tau)\varrho(a_0(\tau) - a_2(\tau)\varrho^2) - (3\varrho^2 - a_1(\tau))(a_1(\tau)\varrho - \varrho^3) - b_1(\tau)\varrho \]
\[R = b_2'(\tau)\varrho^2(b_0(\tau) - b_2(\tau)\varrho^2) + b_1(\tau)b_1'(\tau)\varrho^2 - (a_0(\tau) - a_2(\tau)\varrho^2) - a_2(\tau)\varrho^2 \]
\[Z = \varrho((b_0(\tau) - b_2(\tau)\varrho^2)^2 + (b_1(\tau)\varrho^2) + b_1'(\tau)\varrho(b_0(\tau) - b_2(\tau)\varrho^2) - b_2(\tau)\varrho^2) - b_1(\tau)b_2'(\tau)\varrho^3 + a_1'(\tau)\varrho(a_0(\tau) - a_2(\tau)\varrho^2) \]
\[\frac{d\text{Re}(\lambda)}{d\tau} \mid_{\tau=\tau^*} \text{ and } UR - VZ \text{ have same sign and } \frac{d\text{Re}(\lambda)}{d\tau} \mid_{\tau=\tau^*} > 0. \]

**Proof** Differentiate Eq. (6) w.r.t. \( \tau \) we get,

\[
((3\lambda^2 + 2a_2(\tau)\lambda + a_1(\tau)) + (2b_2(\tau)\lambda + b_1(\tau))e^{-\lambda\tau} \\
- \tau(b_2(\tau)\lambda^2 + b_1\lambda + b_0(\tau))e^{\lambda\tau}) \frac{d\lambda}{d\tau} \\
+(a_2'(\tau)\lambda^2 + a_1'(\tau)\lambda) + (b_2'(\tau)\lambda^2 + b_1'(\tau)\lambda)e^{\lambda\tau} \\
- \lambda(b_2(\tau)\lambda^2 + b_1(\tau))e^{-\lambda\tau} = 0 \\
\]
which implies

\[
\left( \frac{d\lambda}{d\tau} \right)^{-1} = \frac{(3\lambda^2 + 2a_2(\tau)\lambda + a_1(\tau))e^{\lambda\tau} + (2b_2(\tau)\lambda + b_1(\tau)) - \tau(b_2(\tau)\lambda^2 + b_1(\tau)\lambda + b_0(\tau))}{\lambda(b_2(\tau)\lambda^2 + b_1(\tau)\lambda + b_0(\tau))} \\
+ \frac{2b_2(\tau)\lambda + b_1(\tau)}{\lambda^3 + a_2(\tau)\lambda^2 + a_1(\tau)\lambda + a_0(\tau)} \\
= \frac{3\lambda^2 + 2a_2(\tau)\lambda + a_1(\tau)}{\lambda - (b_2(\tau)\lambda^2 + b_1(\tau)\lambda + b_0(\tau)))} \\
+ \frac{2b_2(\tau)\lambda + b_1(\tau)}{\lambda^3 + a_2(\tau)\lambda^2 + a_1(\tau)\lambda + a_0(\tau)} \\
\]
Put \( \lambda = i\varrho \) in the above expression and simplifying, we get,

\[
\left( \frac{d\lambda}{d\tau} \right)^{-1} = \frac{(3\varrho^2 - a_1(\tau)) - i(2a_2(\tau)\varrho) - b_1(\tau) + i(2b_2(\tau)\varrho)}{(a_0(\tau) - a_2(\tau)\varrho^2) + i(a_1(\tau)\varrho - \varrho^3)} \\
+ \frac{b_1(\tau) + i(2b_2(\tau)\varrho)}{\lambda(b_0(\tau) - b_2(\tau)\varrho^2) + i(b_1(\tau)\varrho)} \\
- \tau \\
\]
\[
= \frac{b_1(\tau) + i(2b_2(\tau)\varrho)}{(a_0(\tau) - a_2(\tau)\varrho^2) + i(a_1(\tau)\varrho - \varrho^3)} \]
Now, we rationalise each term in numerator and denominator and using \( A(\varrho, \tau) = |E(i\varrho, \tau)|^2 - |F(i\varrho, \tau)|^2 = 0 \), we get,

\[
\left( \frac{d\lambda}{d\tau} \right)^{-1} = \frac{U + iV}{R + iZ} 
\]
where \( U, V, R \) and \( Z \) are mentioned above in lemma 5 by Eqs. (14), (15), (16) and (17). Thus, we get,

\[
\text{sign} \left\{ \frac{d \text{Re}(\lambda)}{d\tau} \big| \tau = \tau^* \right\} = \text{sign} \left\{ \text{Re} \left[ \frac{d\lambda}{d\tau} \right]_{\tau = \tau^*}^{-1} \right\} = \text{sign} \{UR - VZ\}
\]

As \( UR - VZ \neq 0 \), then \( \frac{d \text{Re}(\lambda)}{d\tau} \neq 0 \) for \( \tau = \tau^* \). Let us assume that if \( \frac{d \text{Re}(\lambda)}{d\tau} < 0 \), then the characteristic equation has positive real parts when \( \tau < \tau^* \) which contradicts the local stability of the endemic equilibrium point. Thus, \( \frac{d \text{Re}(\lambda)}{d\tau} > 0 \) is satisfied. Because of continuity, real part of \( \Delta(\tau) \) becomes positive for \( \tau > \tau^* \) and accordingly stable state converts to unstable state. Since the loss of stability relates to the root \( \Delta = i\rho \) of the characteristic equation therefore there will be periodic solutions. Using the previous analysis, we get the subsequent theorem. \( \square \)

**Theorem 9** Relating to model system (1), if (D1) holds then we have the following:

(i) The positive equilibrium point \((S^*, _P^*, I^*)\) is locally stable for all \( \tau \geq 0 \), if (D2) holds.

(ii) The positive equilibrium point \((S^*, _P^*, I^*)\) is stable for all \( \tau \in [0, \tau^*] \) and unstable for \( \tau > \tau^* \), if (D3), (D4) and (D5) hold. Also, for \( \tau = \tau^* \), the system (1) undergoes a Hopf-bifurcation at the positive equilibrium point, \((S^*, _P^*, I^*)\).

### 4.3 Direction and stability of Hopf-bifurcation

According to the analysis done in the previous section, we obtained certain conditions under which a given system undergoes Hopf-bifurcation, with time lag \((\tau)\) being a critical parameter. In this section, we will use the normal form and the center manifold theory established in [21, 22, 25] to check the direction of Hopf bifurcation and the stability of the bifurcation periodic solutions. Throughout this section, we will assume that either (D3) or (D4) holds and \( UR - VZ \neq 0 \).

If we take \( v_1 = S - S^* \), \( v_2 = _P - _P^* \) and \( v_3 = I - I^* \), then the Taylor expansion up to second order terms for system at \( E^* \) becomes

\[
\begin{align*}
\frac{dv_1(t)}{dt} &= a_1v_1(t) + a_2v_3(t) + a_3v_1(t)v_3(t) \\
\frac{dv_2(t)}{dt} &= a_4v_1(t) + a_5v_2(t) + a_6v_3(t) + a_7v_2(t)v_3(t) \\
\frac{dv_3(t)}{dt} &= a_8v_2(t) + a_9v_3(t) + a_{10}v_2(t)v_3(t) + a_{11}v_1(t - \tau) + a_{13}v_3(t - \tau) + a_{14}v_1(t - \tau)v_3(t - \tau)
\end{align*}
\]
\[ a_1 = -\theta - \lambda I - \mu, a_2 = -\lambda S + \eta \xi, a_3 = -\lambda, a_4 = \theta, a_5 = -\lambda(1 + \delta \lambda')I - \mu, a_6 = -\lambda(1 + \delta \lambda')P + (1 - \eta)\xi, a_7 = -\lambda(1 + \delta \lambda'), a_8 = \lambda(1 + \delta \lambda')I, a_9 = \lambda(1 + \delta \lambda')P - (\xi + \phi + \mu), a_{10} = \lambda(1 + \delta \lambda'), a_{11} = \lambda I, a_{13} = \lambda S. \]

Also, we will write \( v(t) = (v_1(t), v_2(t), v_3(t))^T, \tau = \tau^* + \xi \) and \( v_1(\omega) = v(t + \omega) \) for \( \omega \in [-\tau, 0] \). Now, denoted \( C \) as \( C \to \mathbb{R}^3 \) with \( |\gamma| = \sup_{\omega \in [-\tau, 0]} |\gamma| \). Let

\[
Q_1 = \begin{pmatrix} a_1 & 0 & a_2 \\ a_4 & a_5 & a_6 \\ 0 & a_8 & a_9 \end{pmatrix},
\]

\[
Q_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ a_{11} & a_{12} & 0 \end{pmatrix},
\]

For \( \gamma = (\gamma_1, \gamma_2, \gamma_3)^T \in C \), define

\[
O_\xi(\gamma) = Q_1 \gamma(0) + Q_2 \gamma(-\tau)
\]

Also, Eqs. (18)–(20) can be rewritten as

\[
v(t) = O_\xi(v_t) + F(\xi, v_t)
\]

where

\[
F(\xi, \gamma) = \begin{pmatrix} a_3 \gamma_1(0) \gamma_3(0) \\ a_7 \gamma_2(0) \gamma_3(0) \\ a_{14} \gamma_1(-\tau) \gamma_3(-\tau) \end{pmatrix}.
\]

Obviously, \( O_\xi \) is a one-parameter family of bounded linear operators on \( C \). According to the Riesz representation theorem, for \( \omega \in [-\tau, 0] \) there is a matrix function of \( 3 \times 3 \) and \( \rho(\omega, \xi) \) of bounded variation s.t.

\[
O_\xi(\gamma) = \int_{-\tau}^{0} d\rho(\omega, \xi) \gamma(\omega)
\]

for all \( \gamma \in C \). Now, we can take \( \rho(\omega, \xi) = Q_1 \kappa(\omega) - Q_2 \kappa(\omega + \tau) \) where Dirac delta function is \( \kappa \).

Now, \( \gamma \in C^1 \to \mathbb{R}^3 \). Define

\[
Z(\xi)\gamma = \begin{cases} \gamma(\omega), & \omega \in [-\tau, 0], \\ \int_{-\tau}^{0} d\rho(q, \xi) \gamma(q), & \omega = 0. \end{cases}
\]
\[ R(\zeta \gamma) = \begin{cases} 0, & \omega \in [-\tau, 0] \text{,} \\ F(\zeta, \gamma), & \omega = 0. \end{cases} \] (25)

Then Eq. (22) can be written as

\[ v_t = Z(\zeta)v_t + R(\zeta)v_t \] (26)

For \( \chi \in C^1 \), the adjoint operator \( Z^* \) can be defined as

\[ Z^* \chi(q) = \begin{cases} -\chi(q), & q \in [0, \tau] \text{,} \\ \int_{-\tau}^{0} d\rho(t, 0) \chi(-t), & q = 0. \end{cases} \] (27)

and for \( \chi, \phi \in C^1 \). Define the form as

\[ (\chi, \phi) = \chi^T(0)\phi(0) - \int_{\omega=-\tau}^{0} \int_{q=0}^{\omega} \chi^T(q - \omega)d\rho(\omega)\phi(q)dq \] (28)

where \( \rho(\omega) = \rho(\omega, 0) \). It can be verified that \( Z^* \) and \( Z(0) \) are adjoint operators with respect to this bilinear form, and \( \pm i\sigma_0 \) are eigenvalues of \( Z(0) \), also they are eigenvalue value of \( Z^* \).

Let \( p \in C^1 \) be an eigenvector of \( Z(0) \) associated with \( i\sigma_0 \) such that \( p(\omega) = (p_1, 1, p_2)^T e^{i\sigma_0\omega} \). At that point \( Z(0)p(\omega) = i\sigma_0 p(\omega) \) for all \( \omega \in [-\tau, 0] \). When \( \omega = 0 \), we can use (21), (23), (24) and (25) to get

\[ Q_1 p(0) + Q_2 p(-\tau^*) = i\sigma_0 p(0) \]

which gives

\[ p_2 = \frac{(i\sigma_0 - a_5)(i\sigma_0 - a_1)}{1 + a_6(i\sigma_0 - a_1)} \]

Similarly, assume that the eigenvector \( p^* \) of \( Z^* \) comparing to \(-i\sigma_0 \) takes the form \( p^*(q) = \frac{1}{b}(p_1^*, 1, p_2^*)^T e^{i\sigma_0\omega} \). Then

\[ Q_1^T p^*(0) + Q_2^T p^*(\tau^*) = -i\sigma_0 p^*(0) \]

Solving the above equation gives

\[ p_2^* = \frac{-a_6(i\sigma_0 + a_1)}{(a_8 + a_{11}i\sigma_0\tau^* + i\sigma_0)(i\sigma_0 + a_1) - a_4a_7a_5 - a_3a_{11}e^{i\sigma_0\tau^*}} \]

Now, we will find the value of \( D \) to certify that \( (p^*, p) = 1 \). By (28), we have

\[ \text{Springer} \]
\[(p^*, \rho) = p^*T(0)p(0) - \int_{\omega=-\tau^*}^{\omega} \int_{q=0}^{\omega} p^*T(q-\omega)d\rho(\omega)p(q)dq \]
\[= \frac{1}{D}(1 + p_1p_1^* + p_2p_2^*) \]
\[-\int_{\omega=-\tau^*}^{\omega} \int_{q=0}^{\omega} \frac{1}{D}(p_1^*, 1, p_2^*)e^{-i\sigma_0(q-\omega)}d\rho(\omega)(p_1, 1, p_2)^T e^{i\sigma_0q}dq \]
\[= \frac{1}{D}[1 + p_2p_2^* + \tau^*e^{-i\sigma_0}\tau^*(p_1^*, 1, p_2^*)Q_2(p_1, 1, p_2)^T] \]
\[= \frac{1}{D}[1 + p_1p_1^* + p_2p_2^* + \tau^*e^{-i\sigma_0}\tau^*(a_1p_1p_1^* + a_3p_1p_2^* + a_4p_1^*a_5 + a_6p_2^* + a_7p_1p_1^* + a_8p_2p_2^*)] \]

Hence, for \(D = 1 + p_1p_1^* + p_2p_2^* + \tau^*e^{i\sigma_0}\tau^*(a_1p_1p_1^* + a_3p_1p_2^* + a_4p_1^*a_5 + a_6p_2^* + a_7p_1p_1^* + a_8p_2p_2^*)\), we get \((p^*, \rho) = 1\). Now, we will calculate the center manifold coordinates \(C_0\) at \(\zeta = 0\). So let us take \(v_t\) to be the solution of Eq. (26) for \(\zeta = 0\). Let us define
\[z(t) = (p^*, v_t) \quad (29)\]
\[X(t, \omega) = v_t - zp - z\tilde{p} = v_t - 2Re(z(t)p(\omega)) \quad (30)\]

For center manifold \(C_0\),
\[X(t, \omega) = X(z(t), \tilde{z}(t), \omega) \quad (31)\]

where
\[X(z, \tilde{z}, \omega) = X_{20}(\omega)\frac{z^2}{2} + X_{11}(\omega)\tilde{z}z + X_{02}(\omega)\frac{\tilde{z}^2}{2} + \cdots \quad (32)\]

and \(z, \tilde{z}\) are the center manifold coordinates \(C_0\) in the ways of \(p^*\) and \(\tilde{p}^*\) respectively where \(X\) is real if \(v_t\) is real. From (29) and (30), we get
\[(p^*, X) = (p^*, v_t) - z(t)(p^*, p) - \tilde{z}(t)(p^*, \tilde{p}) = 0\]
For a solution \( v_t \in C_0 \) of Eqs. (26), (24), (25) and (27) with \( \zeta = 0 \) gives

\[
\begin{align*}
\tilde{z}(t) &= (p^*, \tilde{v}_t) = (p^*, Z(0)v_t + R(0)v_t) \\
&= (Z^*p^*, v_t) + \tilde{p}^*F(0, v_t) = i\sigma_0 z(t) + \tilde{p}^*f_0(z, \tilde{z})
\end{align*}
\]

where \( f_0(z, \tilde{z}) = F(0, X(z, \tilde{z}, \omega)) \). Equation (33) is also written as

\[
\dot{z}(t) = i\sigma_0 z(t) + h(z, \tilde{z})
\]

with

\[
h(z, \tilde{z}) = h_{20} \frac{\tilde{z}^2}{2} + h_{11} z\tilde{z} + h_{02} \frac{\tilde{z}^2}{2} + \cdots
\]

Put (26) and (33) into \( \dot{X} = \dot{u}_t - \dot{z} p - \tilde{z} \dot{p} \), we have

\[
\begin{align*}
\dot{X} = \begin{cases}
ZX - 2\text{Re}(\tilde{p}^*(0)f_0(z, \tilde{z})p(\omega)), & \omega \in [-\tau, 0]. \\
ZX - 2\text{Re}(\tilde{p}^*(0)f_0(z, \tilde{z})p(\omega)) + f_0(z, \tilde{z}), & \omega = 0.
\end{cases}
\end{align*}
\]

that is,

\[
\dot{X} = ZX + G(z, \tilde{z}, \omega)
\]

where

\[
G(z, \tilde{z}, \omega) = G_{20}(\omega) \frac{\tilde{z}^2}{2} + G_{11}(\omega)z\tilde{z} + G_{02} \frac{\tilde{z}^2}{2} + \cdots
\]

Again, we have \( \dot{X} = x\dot{z} + x\tilde{z}^2 \) on \( C_0 \). Put Eqs. (29), (30) and (34) into (37) and comparing coefficients with Eq. (36), we get

\[
\begin{align*}
(Z - 2i\sigma_0)X_{20}(\omega) &= -G_{20}(\omega) \quad (38) \\
ZX_{11} &= -G_{11}(\omega) \quad (39) \\
(Z + 2i\sigma_0)X_{02}(\omega) &= -G_{02}(\omega) \quad (40)
\end{align*}
\]

As

\[
v_t = u(t + \omega) = x(z, \tilde{z}, \omega) + zp + \tilde{z}\tilde{p},
\]

we have

\[
v_1(t + \omega) = p_1ze^{i\sigma_0} + \tilde{p}_1z_1e^{-i\sigma_0} + X_{20}^{(1)}(0)\frac{\tilde{z}^2}{2} + X_{11}^{(1)}(0)\tilde{z}z + X_{02}^{(1)}(0)\frac{\tilde{z}^2}{2} + X_{11}^{(1)}(0)\tilde{z}^2z_1p_1
\]
\( v_2(t + \omega) = z e^{i\sigma \omega} + \tilde{z}_1 e^{-i\sigma \omega} + X^{(2)}_{20}(0) \frac{z^2}{2} + X^{(2)}_{11}(0) z \tilde{z} + X^{(2)}_{02}(0) \frac{\tilde{z}^2}{2} + X^{(2)}_{11}(0) z^2 \tilde{z} \)

\( v_3(t + \omega) = p_2 z e^{i\sigma \omega} + \tilde{p}_2 \tilde{z}_1 e^{-i\sigma \omega} + X^{(3)}_{20}(0) \frac{z^2}{2} + X^{(3)}_{11}(0) z \tilde{z} + X^{(3)}_{02}(0) \frac{\tilde{z}^2}{2} + X^{(3)}_{11}(0) z^2 \tilde{z} p_2 \)

and

\[
f_0(z, \tilde{z}) = \begin{pmatrix} U_{11} z^2 + U_{12} z \tilde{z} + U_{13} \tilde{z}^2 + U_{14} z^2 \tilde{z} \\ U_{21} z^2 + U_{22} z \tilde{z} + U_{23} \tilde{z}^2 + U_{24} z^2 \tilde{z} \\ U_{31} z^2 + U_{32} z \tilde{z} + U_{33} \tilde{z}^2 + U_{34} z^2 \tilde{z} \end{pmatrix} + \cdots
\]

where

\[
\begin{align*}
U_{11} &= a_3 p_1 \\
U_{12} &= a_3 (p_1 + \tilde{p}_1) \\
U_{13} &= a_3 \tilde{p}_1 \\
U_{14} &= a_3 (X^{(3)}_{11}(0) p_1 + X^{(1)}_{11}(0)) \\
U_{21} &= a_7 p_2 \\
U_{22} &= a_7 (p_2 + \tilde{p}_2) \\
U_{23} &= a_7 \tilde{p}_1 \\
U_{24} &= a_7 (X^{(3)}_{11}(0) + X^{(0)}_{11}(-\tau) p_2) \\
U_{31} &= a_{14} p_1 p_2 e^{-2i\sigma \tau} \\
U_{32} &= a_{14} (p_1 \tilde{p}_2 + p_2 \tilde{p}_1) \\
U_{33} &= a_{14} \tilde{p}_1 \tilde{p}_2 e^{-2i\sigma \tau} \\
U_{34} &= a_{14} (X^{(3)}_{11}(-\tau) p_1 + X^{(1)}_{11}(-\tau) p_2)
\end{align*}
\]

As \( p^*(0) = \frac{1}{D} (p^*_1, 1, p^*_2)^T \), we get

\[
g(z, \tilde{z}) = \tilde{p}^*(0)^T f_0(z, \tilde{z})
= \frac{1}{D} [(p^*_1 U_{11} + U_{21} + U_{31} \tilde{p}_2) z^2 + (p^*_1 U_{12} + U_{22} + U_{32} \tilde{p}_2) z \tilde{z} + (p^*_1 U_{13} + U_{23} + U_{33} \tilde{p}_2) \tilde{z}^2 + (p^*_1 U_{14} + U_{24} + U_{34} \tilde{p}_2) z^2 \tilde{z}].
\]

Now, we compare the coefficients with Eq. (35), we obtain

\( \Box \) Springer
\[ h_{20} = \frac{2}{D}(p_1^* U_{11} + U_{21} + U_{31} p_2^*), \]
\[ h_{11} = \frac{1}{D}(p_1^* U_{12} + U_{22} + U_{32} p_2^*), \]
\[ h_{02} = \frac{2}{D}(p_1^* U_{13} + U_{23} + U_{33} p_2^*), \]
\[ h_{21} = \frac{2}{D}(p_1^* U_{14} + U_{24} + U_{34} p_2^*). \]

Now, we follow the same procedure as in [22] and we get

\[ X_{20}(\omega) = \frac{i h_{20}}{\sigma_0} p(0)e^{i \sigma_0 \omega} + \frac{i h_{02}}{3 \sigma_0} \tilde{p}(0)e^{-i \sigma_0 \omega} + O_1 e^{2i \sigma_0 \omega} \]

and

\[ X_{11}(\omega) = -\frac{i h_{11}}{\sigma_0} p(0)e^{i \sigma_0 \omega} + \frac{i h_{11}}{3 \sigma_0} \tilde{q}(0)e^{-i \sigma_0 \omega} + O_2 \]

where \( O_1 \) and \( O_2 \) are both two dimensional vectors such that

\[ (2i \sigma_0 I_2 - \int_{-\tau_0}^{0} e^{2i \sigma_0 \omega} d \rho(\omega)) O_1 = (U_{11}, U_{21}, U_{31})^T \text{ and } \int_{-\tau_0}^{0} d \rho(\omega) O_2 = -(U_{12}, U_{22}, U_{23})^T \]

where

\[ O_1 = (O^{(1)}_1, O^{(2)}_1, O^{(3)}_1), O_2 = (O^{(1)}_2, O^{(2)}_2, O^{(3)}_2) \]

and \( Y_n \) denotes the \( n \times n \) identity matrix. Hence,

\[ \begin{bmatrix}
-a_1 & 0 & -a_2 \\
-a_4 & -a_5 & -a_6 \\
-a_{11} e^{-2i \sigma_0 \tau_*} & -a_8 & -2i \sigma_0 - a_9 - a_{13} e^{-2i \sigma_0 \tau_*}
\end{bmatrix}
\]

\[ O^{(1)}_1 = \begin{bmatrix} U_{11} \\ U_{21} \\ U_{31} \end{bmatrix} \]

\[ O^{(2)}_1 = \begin{bmatrix} U_{12} \\ U_{22} \\ U_{32} \end{bmatrix} \]

\[ O^{(3)}_1 = \begin{bmatrix} O^{(1)}_2 \\ O^{(2)}_2 \\ O^{(3)}_2 \end{bmatrix} \]

\[ O^{(1)}_2 = \begin{bmatrix} U_{11} \\ U_{21} \\ U_{31} \end{bmatrix} \]

\[ O^{(2)}_2 = \begin{bmatrix} U_{12} \\ U_{22} \\ U_{32} \end{bmatrix} \]

\[ O^{(3)}_2 = \begin{bmatrix} O^{(1)}_3 \\ O^{(2)}_3 \\ O^{(3)}_3 \end{bmatrix} \]

and the specific articulations for \( O_1 \) and \( O_2 \) are acquired by solving the above linear equation.
Based on the above analysis, we can write each $h_{ij}$ in terms of the parameters of the system, and we can thus compute the following quantities:

\[
C_1(0) = \frac{i}{2\sigma_0} (h_{20}h_{11} - 2|h_{11}|^2 - \frac{1}{3}|h_{02}|^2) + \frac{h_{21}}{2}
\]

\[
W_2 = -\frac{\text{Re}[C_1]}{\text{Re}[\nu'(\tau^*)]},
\]

\[
T_2 = -\frac{\text{Im}[C_1(0)] + W_2\text{Im}[\nu'(\tau^*)]\tau}{\sigma_0},
\]

\[
\beta_2 = 2\text{Re}[C_1(0)].
\]

From [21], we can form the subsequent conclusions.

**Theorem 10** Suppose that at least one of (D3) or (D4) holds and $U R - V Z \neq 0$. Then,

(i) The sign of $W_2$ determines the direction of the Hopf bifurcation: if $W_2 > 0$ ($W_2 < 0$), then the Hopf bifurcation is supercritical (subcritical) and the bifurcating periodic solutions exist for $\tau > \tau^*$ ($\tau < \tau^*$).

(ii) The sign of $\beta_2$ determines the stability of the bifurcating periodic solutions: if $\beta_2 < 0$ ($\beta_2 > 0$), then the bifurcating periodic solutions are stable (unstable).

(iii) The sign of $T_2$ determines the period of the bifurcating periodic solutions: if $T_2 > 0$ ($T_2 < 0$), then the period increases (decreases).

5 Numerical simulation

To observe and understand the dynamical conduct, we perform numerical simulations for the system (1) with the help of MATLAB. We investigate to explore the effect that natural contamination may have on the spread of illness. Consequently, we conduct a mathematical investigation to check the effect of pollution associated parameters on the disease dynamics of system (1).

Figure 1 presents the disease-free equilibrium point for the system (1). The parametric value set considered in the simulation is: $M = 10$, $a = 0.9832$, $\theta = 0.00009$, $\mu = 0.1$, $\lambda = 0.0001$, $\eta = 0.0001$, $\delta = 0.001$, $\lambda' = 0.1785$, $\xi = 0.9875$, $\phi = 0.9541$. It can be seen from Fig. 1 that the trajectories approach $E^0 \ (S_0 = 98.23, \ _P_0 = 1.768, \ I_0 = 0)$. It can easily be calculated that $R_0 = 0.0049 < 1$, for the set of parameters, which also satisfies the condition of Theorem 3.

Let $\theta = 0.7$, $\eta = 0.9$, $\delta = 0.1$, $\xi = 0.1$ and $\mu = 0.0001$. For these set of parametric values, we obtain $R_0 = 9.6552 > 1$ and the trajectories approach the endemic equilibrium point, which is, $(S^* = 58.83, \ _P^* = 15.34, \ I^* = 10.45)$, as represented in Fig. 2. In order to check the effect of pollution on the disease dynamics of the system (1), we increase $\delta$ from 0.1 to 0.4. It can be seen that for $\delta = 0.4$, $R_0 = 10.1631$, which is more in comparison with the case when $\delta = 0.1$. Also, the endemic equilibrium point for $\delta = 0.4$ is $S^* = 14.71, \ _P^* = 15.36, \ I^* = 10.47$, as shown in Fig. 3. So it can be concluded that as pollution increases, the number of stressed and infectives also increases. Therefore, it is important to control pollution in the system.
We will now take the parameters to be, $M = 250, \theta = 0.059865, \mu = 0.01$. Figure 5a, b shows that the endemic equilibrium point loses its stability and undergoes Hopf-bifurcation at $\tau = \tau^* = 28$. Since, we know that the Hopf-bifurcation is supercritical, there exists periodic solutions for $\tau > 28$ and endemic equilibrium point is unstable. Now, for the same set of parameters, if we take $\tau < 28$, we observe that the system is stable around endemic equilibrium point, as shown in Fig. 4a, b. It can be easily checked that parameters satisfy the conditions of Theorem 9. Again to check the effect of pollution on the disease dynamics of the model (1), we increase $\delta$. Increase in transmission rate due to natural contamination ($\delta$) stabilizes the system around endemic equilibrium point, as represented in Fig. 6a, b but the number of infected and stressed individuals increases and overall population size decreases. Also, we notice that by decreasing $\lambda$ (disease transmission rate), the system stabilizes around endemic equilibrium point, as shown in Fig. 7a, b. Thus, it is very important to keep check on
transmission rate due to natural contamination and disease transmission rate for the survival and better recovery of the population.

6 Conclusion

An SIS model is developed to contemplate the impact of environmental contamination on the spread of epidemic illness. We categorized total populace into three divisions, which are susceptible populace, stressed populace, and infected populace. Analysis of the model indicates that there are two types of equilibrium points: (a) disease-free equilibrium point, and (b) endemic equilibrium point. The disease-free equilibrium point’s local stability has been proved in Theorem 3, which shows that the system is stable around disease free equilibrium point if $R_0 < 1$. The existence of endemic-equilibrium point has been established. We discussed stability analysis for endemic equilibrium point ($E^*$) for $\tau \geq 0$. We have shown that the time delay plays a crucial role in shaping the dynamics of the system. When $\tau < \tau^*$ the system is stable around...
endemic equilibrium point but it loses its stability and a Hopf-bifurcation occurs at a threshold value $\tau^*$ as shown in Theorem 9. The endemic equilibrium point become unstable for $\tau > \tau^*$. Our model predicts that with the increase in the transmission rate due to natural contamination ($\delta$), the system becomes stable around endemic equilibrium point. However, this leads in a population drop and an increase in diseased persons, which is not beneficial for our society. As a result, our model suggests that
a healthy community requires a check on the transmission rate produced by natural contamination (\(\delta\)) and disease transmission rate (\(\lambda\)).

References

1. Brauer, F., Driessche, P.V., Wu, J.: Mathematical Epidemiology. Springer, Berlin (2008). https://doi.org/10.1007/978-3-540-78911-6
2. McCluskey, C.C.: Complete global stability for an SIR epidemic model with delay-distributed or discrete. Nonlinear Anal. Real World Appl. 11(1), 55–59 (2010). https://doi.org/10.1016/j.nonrwa.2008.10.014
3. Castillo-Chavez, C., Song, B.: Dynamical models of tuberculosis and their applications. Math. Biosci. Eng. 1(2), 361–404 (2004). https://doi.org/10.3934/mbe.2004.1.361
4. Diekmann, O., Heesterbeek, J.A.P.: Mathematical Epidemiology of Infectious Diseases: Model Building, Analysis and Interpretation, vol. 5. John Wiley and Sons, Hoboken (2000)
5. Cooke, K.L.: Stability analysis for a vector disease model. Rocky Mountain J. Math. 9(1), 31–42 (1979). https://doi.org/10.1216/RMJ-1979-9-1-31
6. Linton, N.M., Kobayashi, T., Yang, Y., Hayashi, K., Akhmetzhanov, A.R., Jung, S.M., Yuan, B., Kinoshita, R., Nishiura, H.: Incubation period and other epidemiological characteristics of 2019 novel coronavirus infections with right truncation: a statistical analysis of publicly available case data. J. Clin. Med. 9(2), 538 (2020). https://doi.org/10.3390/jcm9020538
7. Capasso, V.: Mathematical Structures of Epidemic Systems. Lecture Notes in Biomathematics. Springer, Berlin (1993)
8. Cui, J., Sun, Y., Zhu, H.: The impact of media on the control of infectious diseases. J. Dyn. Differ. Equ. 20, 31–53 (2008). https://doi.org/10.1007/s10884-007-9075-0
9. Dobson, A.: Climate variability, global change, immunity, and the dynamics of infectious diseases. Ecology 90(4), 920–927 (2009). https://doi.org/10.1890/08-0736.1
10. Schwarzenbach, R.P., Egli, T., Hofstetter, T.B., Gunten, U.V., Wehrli, B.: Global water pollution and human health. Annu. Rev. Environ. Resour. 35, 109–136 (2010). https://doi.org/10.1146/annurev-enviro-100809-125342
11. Lafferty, K.D., Holt, R.D.: How should environmental stress affect the population dynamics of disease. Ecol. Lett. 6(7), 654–664 (2003). https://doi.org/10.1046/j.1461-0248.2003.00480.x
12. Anderson, R.M., May, R.M.: Infectious Diseases of Humans: Dynamics and Control. Oxford University Press, Oxford (1991)
13. Hethcote, H.W.: The mathematics of infectious diseases. Soc. Indus. Appl. Math. Rev. 42(4), 599–653 (2000). https://doi.org/10.1137/S0036144500371907
14. Keeling, M.J., Rohani, P.: Modeling Infectious Diseases in Humans and Animals. Princeton University Press (2008)
15. Ma, Z., Li, J.: Dynamical modeling and analysis of epidemics. World Sci. (2009). https://doi.org/10.1142/6799
16. Kumari, N., Sharma, S.: Does water disinfectant play a supportive role in the spread of infectious disease? A mathematical study. Nat. Resour. Modell. 29(2), 259–288 (2016). https://doi.org/10.1111/nrm.12090
17. Lafferty, K.D., Holt, R.D.: How should environmental stress affect the population dynamics of disease. Ecol. Lett. 6(7), 654–664 (2003). https://doi.org/10.1046/j.1461-0248.2003.00480.x
18. Kumari, N., Sharma, S.: Modeling the dynamics of infectious disease under the influence of environmental pollution. Int. J. Appl. Comput. Math. 4(84) (2018). https://doi.org/10.1007/s40819-018-0514-x
19. Patz, J.A., Githeko, A.K., McCarty, J.P., Hussein, S., Confalonieri, U., De Wet, N.: Climate change and infectious diseases. Clim. Change Human Health Risks Resp. 6, 103–137 (2003)
20. Rodríguez-Arias, M.A., Stenseth, N.C., Alonso, D., García-Serrano, J., Dobson, A.P.: Climate change and infectious diseases: can we meet the needs for better prediction? Clim. Change. 118, 625–640 (2013). https://doi.org/10.1007/s10584-013-0744-1
21. Song, Y.L., Wei, J.J.: Bifurcation analysis for Chen’s system with delayed feedback and its application to control of chaos. Chaos Solit. Fract. 22(1), 75–91 (2004). https://doi.org/10.1016/j.chaos.2003.12.075

22. Hassard, B.D., Kazarinoff, N.D., Wan, Y.H.: Theory and Applications of Hopf Bifurcation. Cambridge University Press (1981). https://doi.org/10.1002/zamm.19820621221

23. Sartwell, P.E.: The incubation period and the dynamics of infectious disease. Am. J. Epidemiol. 83(2), 204–216 (1966). https://doi.org/10.1093/oxfordjournals.aje.a120576

24. Van den Driessche, P., Watmough, J.: Reproduction numbers and sub-threshold endemic equilibria for compartmental models of disease transmission. Math. Biosci. 180(1–2), 29–48 (2002). https://doi.org/10.1016/S0025-5564(02)00108-6

25. Meng, X.Y., Qin, N.N., Huo, H.F.: Dynamics analysis of a predator-prey system with harvesting prey and disease in prey species. J. Biol. Dyn. 12(1), 342–374 (2018). https://doi.org/10.1080/17513758.2018.1454515

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.