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Abstract
Poly-parameter Linear Free Energy Relationships (PPLFERs) based on the Abraham solvation model are a useful tool for predicting and interpreting equilibrium partitioning of solutes in solvent systems. The focus of this work is neutral organic solutes partitioning in neutral organic liquid solvent-air systems. This is a follow-up to previous work (Brown, 2021) which developed predictive empirical correlations between solute descriptors and system parameters, allowing system parameters to be predicted from the solute descriptors of the solvent. A database of solute descriptors, and a database of system parameters supplemented by empirical predictions, form the basis for the development of new Quantitative Structure Property Relationships (QSPRs). A total of 11 QSPRs have been developed for the $E, S, A, B$ and $L$ solute descriptors, and the $s, a, b, v, l$, and $c$ system parameters. The QSPRs were developed using a group-contribution method referred to as Iterative Fragment Selection. The method includes robust internal and external model validation and a well-defined Applicability Domain, including estimates of prediction uncertainty. System parameters can also be predicted by combining the solute descriptor QSPRs and the empirical correlations. The predictive power of PPLFERs applied using different combinations of experimental data, empirical correlations, and QSPRs are externally validated by predicting partition ratios between solvents and air. The uncertainty for predicting the $\log_{10} K_{SA}$ of diverse solutes in diverse solvents using only the new QSPRs and empirical correlations is estimated to be one $\log_{10}$ unit or less.
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1 Introduction
Equilibrium partitioning of solutes between solvents, air, water, and other environmental or biological media are of fundamental importance in many fields of chemistry. Partitioning of solutes to solvents may be used in experimental design for chemical extraction or
purification, as a part of process modelling in industrial applications, or as a proxy for more complex media in environmental and pharmacological chemistry [1–5]. Over the last several decades Abraham et al. have developed Linear Free Energy Relationships (LFERs) as an empirical method for predicting equilibrium partition ratios, or partition coefficients, from experimental descriptors [6, 7]. Here the term Poly-Parameter Linear Free Energy Relationships (PPLFERs) is used as opposed to Single-Parameter Linear Free Energy Relationships (SPLFERs) such as regressions versus \( \log_{10} K_{\text{OW}} \), for example [8]. Partition ratios are a major chemical property required assessing chemicals for regulatory purposes [9, 10], and are major inputs for models used to assess human exposure to chemicals [11, 12]. However, experimental partition ratios even for well characterized solvent systems such as \( \log_{10} K_{\text{OW}} \) are missing for most chemicals that require assessment [2, 13], and PPLFERs can help to fill these data gaps [5, 14].

In this work equilibrium partitioning is expressed as the base-10 logarithm of partition ratios, Eq. 1 shows the general form. In Eq. 1 a solute \( k \) is in equilibrium between phase \( i \) and phase \( j \), the concentrations \( C_{ik} \) and \( C_{jk} \) are the molar concentrations of the solute in each phase, and \( \log_{10} K_{ijk} \) is the equilibrium partition ratio. Phase \( i \) is frequently a solvent \( S \), and phase \( j \) is frequently either air \( A \) or water \( W \), and the terms \( \log_{10} K_{SAk} \) and \( \log_{10} K_{SWk} \) will be used to refer to these partitioning systems, as was done in previous related work [15]. This corresponds to \( \log_{10} K \) and \( \log_{10} P \), the terminology preferred by Abraham et al. [6]. Another commonly used partition ratio is the \( \log_{10} K_{\text{Wak}} \), which Abraham et al. refer to as \( \log_{10} K_{\text{W}} \), which is a unit conversion of the Henry’s Law constant for partitioning between water and air [6, 7, 16–18].

The two forms of PPLFERs developed by Abraham et al. are shown in Eq. 2, which is applied to \( \log_{10} K_{SAk} \) values, and Eq. 3 which is applied to \( \log_{10} K_{SWk} \) values [6, 7]. Equation 4 is a modification suggested by Goss which can be applied to both \( \log_{10} K_{SAk} \) and \( \log_{10} K_{SWk} \) [19]. In these equations the lower-case letters \( x_{ij} \) are the system parameters which must be calibrated for each pair of phases, and the upper-case letters \( X_k \) are the solute descriptors which must be calibrated for each solute. The solute descriptor \( E \) is the excess molar refractivity and the \( S \) solute descriptor is a combination of dipolarity and polarizability; for these two solute descriptors non-cyclic alkanes have a value of zero. The \( A \) and \( B \) solute descriptors are hydrogen bond acidity and basicity, with values equal to zero if no hydrogen bond donor or acceptor groups are present. The \( V \) solute descriptor is the McGowan volume [20], and \( L \) solute descriptor is the logarithm of the partition ratio between \( n \)-hexadecane and air. The system parameters are calibrated for each system, i.e. pair of phases \( i \) and \( j \), by multiple linear regression (MLR) of the \( \log_{10} K_{ijk} \) values vs. the solute descriptors of the solutes with measured values. System parameters \( e, s, a, b, v, \) and \( l \) represent the relative propensity of solutes to partition to each phase contributed by each solute descriptor. The \( c \) system parameter is the MLR constant and has been mechanistically interpreted to be related to the difference in free volume [21] or packing density in the two phases [22]. The pairing of the system parameters and solute descriptors in the form of Eqs. 2, 3, and 4 is referred to as a PPLFER equation.

\[
\log_{10} K_{jk} = \log_{10} \frac{C_{ik}}{C_{jk}} = \log_{10} K_{ij} = e_{ij} \cdot E_k + s_{ij} \cdot S_k + a_{ij} \cdot A_k + b_{ij} \cdot B_k + l_{ij} \cdot L_k + c_{ij}
\]
The main benefit of using PPLFER equations in the form of Eq. 4, and the reason it is used in this work and previous related work [15], is that it facilitates the application of thermodynamic cycles [19]. For example, Eq. 5 shows a thermodynamic cycle frequently applied in publications by Abraham et al., where \( \log_{10} K_{SWk} \) is calculated from \( \log_{10} K_{SAk} \) and \( \log_{10} K_{WAk} \) [17, 18]. If all three partition ratios are in the form of Eq. 4 then a new PPLFER equation for \( \log_{10} K_{SWk} \) can be calculated by applying Eq. 6 to the system parameters of the \( \log_{10} K_{SAk} \) and \( \log_{10} K_{WAk} \) PPLFER equations, where \( x \) is any of the six system parameters \( s, a, b, v, l, \) or \( c \). This was leveraged in [15] when PPLFER equations were recalibrated into the form of Eq. 4 for 89 solvents based on data from almost 50 publications by Abraham et al. [15]. Values for \( \log_{10} K_{SAk} \) and \( \log_{10} K_{WAk} \) were pooled to calibrate a single PPLFER equation for \( \log_{10} K_{SAk} \) for each solvent, rather than a separate PPLFER equation calibrated on the data for each partition ratio. An additional benefit of using Eq. 4 instead of Eq. 2 for solvent air systems is that it includes only 4 experimentally determined solute descriptors, whereas Eq. 2 has 5; new values for \( V \) are derived by applying a simple Quantitative Structure Property Relationship (QSPR) to the chemical structure of the solute [20]. This means that fewer new predictive models need to be created for applying Eq. 4, which leads to less uncertainty in the predictions of \( \log_{10} K_{SAk} \).

\[
\log_{10} K_{SWk} = \log_{10} K_{SAk} - \log_{10} K_{WAk} \tag{5}
\]

\[
 x_{SWk} = x_{SAk} - x_{WAk} \tag{6}
\]

It is important to note that the \( \log_{10} K_{SWk} \) values and PPLFER equations derived from Eqs. 5 and 6, and the PPLFER equations calibrated in [15], are for hypothetical “dry” solvents. In an experimental determination of \( \log_{10} K_{SWk} \), the solvent and water will be in direct contact, and therefore the solvent will be saturated with water and “wet” [6, 23]. Abraham et al. have tested to see if including dry and wet data \( \log_{10} K_{SWk} \) data together affects the calibration PPLFER equations and found that in many cases the data can be pooled, either because the solubility of water in the solvent is so low [24], or because the presence of water does not appreciably alter the solvent’s partitioning properties [25]. There are exceptions, notably for \( \log_{10} K_{OW} \) the PPLFER equations for dry and wet octanol have different system parameters [23, 26]. In [15], the recalibrated PPLFER equations are specifically for pure phase, dry solvents. Wet solvents are mixtures and determining PPLFER equations for mixtures will be addressed in a follow-up publication based on the current work.

The work of determining new system parameters and solute descriptors is time and resource intensive. Five of the solute descriptors \( E, S, A, B, \) and \( L \) are originally derived from experimental data. New values of \( E \) can be calculated from molar refractivity [27], and new values of \( L \) can be measured directly or derived from retention times on non-polar GC columns [28]. New values for \( S, A, \) and \( B \) are derived by empirically fitting their values from \( \log_{10} K_{jk} \) measurement in systems for which PPLFER equations have previously been calculated [27]. In [15] empirical relationships were derived to predict system parameters from solute descriptors, but experimentally determined solute descriptors are still not available for many chemicals. Calibrating system parameters is even more time and resource intensive, as evidenced by the far smaller number of solvents with system parameters, about 100, versus about 8000 solutes with descriptors. Publications calibrating

system parameters for a new solvent typically include about 50 or more measured partition ratios for a diverse set of solutes to ensure that the MLR is stable and widely applicable.

QSPRs are a common tool for filling data gaps in the assessment of chemicals for regulatory purposes. QSPRs for solute descriptors already exist in the literature, some included in proprietary software [29] and others publicly available [30], most of them developed in collaboration with Michael Abraham. Some of these are group contribution MLR models [30] such as the QSPRs developed in this work, and others use different types of structural information and other statistical methods such as neural networks [29]. The QSPRs for solute descriptors developed here are an update of preliminary QSPRs, which are already publicly available and have been quite widely used [31]. Having multiple QSPRs available for a property is generally advantageous, because it allows for consensus modelling which generally increases predictive power. QSPRs for solute descriptors have immediate utility in environmental and pharmacological chemistry. PPLFERs have been calibrated for many environmental and biological media, and solvents, and the solute descriptor QSPRs can be used to apply the existing equations for novel solutes. Generally applicable QSPRs for system parameters of solvent–water systems have been published [32], but for solvent-air systems only simple QSPRs with narrow Applicability Domains (AD) are available [33, 34]. QSPRs for system parameters may be applied for predicting the partitioning of solvent systems without experimental data, assessment of chemical mixtures where the behaviour of chemicals as both solutes and solvents needs to be known, and for predicting vapor pressures where the solute and the solvent are the same chemical.

The goal of this paper is to develop robust and widely applicable QSPRs for solute descriptors and system parameters, so that PPLFER equations can be applied when either system parameters or solute descriptors or neither have been experimentally determined, which will allow for the prediction of partitioning for novel solute–solvent combinations. This builds on previous related work which developed methods to empirically predict system parameters for liquid solvents from measured solute descriptors [15] and applying these methods to solute descriptors predicted by QSPRs will also be explored. The QSPRs will have well-defined AD which will identify when their predictions will be most reliable, and an estimation of their prediction uncertainties [35, 36]. Methods for propagating AD and prediction uncertainties to the final predicted $\log_{10} K_{ijk}$ are also defined. The preliminary QSPRs [31] have been recalibrated using updated algorithms and are based on more intensive curation of the experimental solute descriptors and chemical structures. The preliminary QSPRs for solute descriptors and those presented in this work draw from the extensive dataset of solute descriptors collected by Michael Abraham and shared with the author by personal communication ca. 2017, for which the author is grateful. The functionality and best practices described in this paper will be implemented in a Python package publicly available on GitHub (https://github.com/tnbrowncontam/ifsqsar) and integrated into the free and publicly available Exposure And Safety Estimation (EAS-E) Suite (www.eas-e-suite.com), which is an online platform for modelling chemical properties, environmental fate and risk estimation [37].
2 Methods

2.1 Data Collection and Curation

2.1.1 Solute Descriptors

The solute descriptor database compiled and curated by the author for previous related work [15] was used as the starting point for this work. In brief, two datasets were downloaded from the UFZ LSER database of solute descriptors [31]: the UFZ preselected and CompTox databases; and these were merged with a full version of the original database provided by Michael Abraham by personal communication (Abraham database). All solutes for which one or more descriptors were predicted by QSPRs were removed from the merged database. Any solutes missing one or more of the solute descriptors $E$, $S$, $A$, $B$, and $L$ were also removed. Equilibrium partition ratios were collected from more than 40 papers in the primary literature, as cited in [15]; these papers also included solute descriptors which were used to update the merged database of solute descriptors if the publication dates were more recent than indicated for individual solutes in the three merged databases. All the papers are from Abraham et al., so changes to the solute descriptors represent continued refinement over time.

Additional data sources and curation steps were added to the python scripts used to curate the database of solute descriptors for [15]. This was not done in [15] because the focus was only on obtaining solute descriptors for 987 solutes with partitioning data. Solutes with equilibrium partition ratios in “wet” solvents were excluded from [15] which focused on pure phase “dry” solvents; solute descriptors for these solutes were included here. Some additional papers from the primary literature parameterizing PPLFER equations for systems excluded for other reasons were included as data sources here [38–41]. Literature sources which derive solute descriptors for specific solutes or groups of solutes were also included [27, 42–44]. Almost 200 additional solutes had their names standardized, which allowed them to be merged and checked for reliability based on their metadata in the Abraham database. More than 500 solutes in the CompTox dataset were found to have had their $L$ values predicted with the preliminary QSPR available in the UFZ LSER database [31], these were removed from the merged database.

Molecular structures of the solutes database are included in the data downloaded from the UFZ LSER database as SMILES [45, 46]. These structures were standardized by first converting them to Inchified SMILES [47] using the Open Babel python package [48], which standardizes many functional groups that can be represented in different ways and selects a canonical tautomer if the structure has multiple tautomeric forms. Most dative bonds are converted to neutral forms in this step, for example nitro groups are converted from O=[N+]–[O–] to O=N=O. Isocyanide groups (–[N+]#[C–]) are not converted to a neutral form and python code was written to manually convert them to a neutral form (–N=[C]). Elements in the “organic subset” automatically have their implicit hydrogens counts set when reading SMILES in Open Babel. However, silicon is not included in the built-in organic subset, so python code was written to manually set the number of implicit hydrogens so that silicon atoms had a total valence of four. Hydrogen atoms were deleted from the internal representation of all the structures in Open Babel (made implicit). These standardization steps are important so that the internal representations of structures in Open Babel are consistent and fragment counts determined by SMARTS substructure searches will also be consistent.
The accuracy of SMILES was checked by matching CAS registration numbers with two external databases and comparing the SMILES. The training datasets of the OPERA [49] suite of QSPRs were downloaded and merged into a single database. The NORMAN merged suspect list for non-target screening was downloaded from the NORMAN Network suspect list exchange (accessed May 2021) [50]. The molecular structures as SMILES in these databases were standardized as described above for the database of solutes to allow for comparison of the SMILES as strings. A little more than 4000 solutes had their structures confirmed using these external databases, with an error rate of about 1%. In the event of mismatched SMILES Pubchem [51] was consulted using the CAS registration number to look up the solute and the Pubchem SMILES was used and assumed correct. The SMILES errors identified in this process were generally minor, with misplaced double bonds or functional groups, or single atoms added or deleted from aliphatic carbon chains being the most common. About 1000 solutes could not be confirmed, many of these had no available CAS registration numbers. They were manually screened for egregious errors by comparing the solute names with the SMILES, for example to check for missing atom types.

The database of solutes was finally filtered to remove inorganic solutes and most organometallic solutes. Small inorganic structures are generally not amenable to group contribution QSPR methods such as the one applied in this work, so all solutes containing only two or three heavy atoms, and with no hydrogens attached were removed. Any solutes which contained no carbon atoms were removed. Any solutes which contained atoms that are not in the organic subset of elements [C, N, O, Si, P, S, F, Cl, Br, I] were removed, with two exceptions. Organometallics were accepted if there were three or more solutes which met the following criteria: the metal atoms have a full valence, metal atoms have bonds only to carbon atoms, and two or more carbon types (e.g. aromatic and aliphatic) were represented in the carbons bonded to metal atoms in the solutes. Only tin and mercury meet these criteria, and solutes that contain these elements and meet the above criteria are included in the database of solutes. The final database used for developing QSPRs contains 4974 solutes.

2.1.2 Experimental System Parameters

The first database of system parameters is from the PPLFER equations for solvent air systems recalibrated in the previous work [15]. Water as a solvent was removed from the database of system parameters because it falls under the definition of inorganic outlined in Sect. 2.1.1 and is not amenable to fragment-based prediction methods. A small number of solute descriptors used to calibrate the PPLFER equations in [15] were updated by the additional curation undertaken for this work. These updates were propagated through the workflow and the resulting recalibrated PPLFER equations were compared to the PPLFER equations of [15]. The difference between the two sets of system parameters is small, frequently less than two digits rounding error, and at most 0.02 absolute difference between them. Based on these small differences the PPLFER equations of the [15] are used for this work without any alteration, so that the literature is not confused with multiple versions of the recalibrated PPLFER equations.

Two additional solvent–air partitioning systems from one paper which should have been included in the [15] were discovered and included for this work: 1-hexadecene and 1,9-decadiene [41]. PPLFER equations were recalibrated using the same workflow as was applied in [15]. Solute descriptors were drawn from the database curated in Sect. 2.1.1 and
equations were recalibrated into the form of Eq. 4. System parameter $b$ was set to zero in both cases because $A$ of both solvents is equal to zero i.e., there are no functional groups in the solvents that are hydrogen bond donors. The calibrated PPLFER equations and their regression statistics are shown in Eqs. 7 and 8. Including these two new solvents, and excluding water as described above, there are experimentally calibrated PPLFER equations for 90 solvents in the database.

$$\log_{10} K_{1\text{-hexadecene/air}} = 0.263(0.043)S + 0.364(0.040)A + 0.450(0.105)V$$

$$+ 0.871(0.026)L - 0.149(0.039)n = 204, \ r^2 = 0.998, \ RMSE = 0.126$$ (7)

$$\log_{10} K_{1,9\text{-decadiene/air}} = 0.235(0.083)S + 0.606(0.078)A + 0.825(0.251)V$$

$$+ 0.822(0.054)L - 0.081(0.096)n = 101, \ r^2 = 0.996, \ RMSE = 0.239$$ (8)

### 2.1.3 Empirically Predicted System Parameters

The second database of system parameters includes the experimental system parameter database described in Sect. 2.1.2 as the starting point. This database is expanded by applying the empirical regressions developed in the [15] to predict system parameters for solutes acting as solvents, using the database described in Sect. 2.1.1. The experimental values of system parameters described in Sect. 2.1.2 were retained i.e., they were not replaced with the empirically predicted values. The solutes were checked to ensure that they were within the applicability domain (AD) of the empirical regressions using the leverage, as described in [15]. Borderline and out of domain solutes were found to have similar prediction errors in [15], so any solutes from the solute database defined as borderline or out of domain had their empirically predicted system parameters removed from the database. 3224 solutes out of 4974 were removed by this filter. As an additional AD check, solutes were filtered to ensure that only liquids were included in the database. Experimental melting points ($MP$) and boiling points ($BP$) were collected from the literature and used to identify the state of the solutes at room temperature. $MP$ values were taken preferentially from the highly curated Bradley dataset [52], then the OPERA $MP$ training dataset [49], and finally from Pubchem [51]. $BP$ values were preferentially taken from the OPERA $BP$ training dataset, and then from Pubchem. All solutes with $BP$ greater than 25 °C and $MP$ less than 25 °C were identified as liquids and retained in the dataset. Pubchem also frequently includes a description of each chemical’s state at room temperature, and if a solute could not be confirmed as liquid by $MP$ and $BP$ then this description was used to identify solutes as gases, liquids, or solids when available. Out of 1751 solutes which passed the first filter, 855 were identified as liquids, with another 754 which could not be identified as a gas or a solid, and which were retained for further filtering.

PPLFER equations were calibrated for $MP$ and $BP$ to identify additional solutes as liquids. The calibration datasets were all solutes with $MP$ or $BP$ values collected from the sources described above. For each calibration dataset the data were divided into a training and an external validation dataset by ordering the solutes by $MP$ or $BP$ and assigning every third solute to the external validation dataset. PPLFER models were selected by $k$-fold cross validation with $k=10$, and the Akaike Information Criterion corrected for dataset size (AICC) was used to measure the goodness of fit. The pool of models considered was every combination of the solute descriptors in the set $\{E, S, A, B, V, L, (AB)^{0.5}\}$. $(AB)^{0.5}$ was
included because it correlates with the strength of hydrogen bonding between molecules of a chemical, such as could be expected for measurements of $MP$ and $BP$ for a pure chemical. Only $A$ and $B$ or $(AB)^{0.5}$ were permitted to be in the models, but not both to avoid over-fitting. The selected models along with the training and external validation statistics are shown in Eqs. 9 and 10.

$$MP(°C) = 53.6(3.6)E + 27.8(4.1)S + 107.9(4.9)A - 9.2(4.4)B + 7.1(0.7)L - 90.6(3.0)n_{\text{train}} = 1690, r^2_{\text{train}} = 0.699, \text{RMSE}_{\text{train}} = 56.8, n_{\text{valid.}} = 844, r^2_{\text{valid.}} = 0.655, \text{RMSE}_{\text{valid.}} = 60.6$$ (9)

$$BP(°C) = 13.0(3.6)E + 43.8(3.3)S + 59.8(3.3)A + 18.2(2.8)B + 26.9(8.2)V + 29.2(2.4)L - 33.0(2.8), n_{\text{train}} = 1352, r^2_{\text{train}} = 0.934, \text{RMSE}_{\text{train}} = 23.5, n_{\text{valid.}} = 676, r^2_{\text{valid.}} = 0.904, \text{RMSE}_{\text{valid.}} = 28.2$$ (10)

The PPLFER equations for $MP$ and $BP$ were applied to the 754 solutes remaining from the second filtering step. Because the PPLFERs have a relatively large amount of uncertainty a margin of error was added to the predictions, equal to the 80% confidence interval calculated from the standard error of the predictions for the external validation. For $MP$ predictions the margin of error was 77.5 °C and for $BP$ the margin of error was 36.1 °C, meaning a solute was identified as a liquid if $MP_{\text{pred.}} + 77.5 < 25$ °C and $BP_{\text{pred.}} - 36.1 > 25$ °C. If an experimental value for either $MP$ or $BP$ was available, then that value was used instead of the PPLFER prediction. These strict filtering criteria remove many chemicals that might be liquids, but the goal is to expand the training dataset while still ensuring that it is consistent; because this will ensure that the QSPRs developed are reliable. An additional 184 solutes out of 754 were identified as liquids in this filtering step, and there are 1039 solvent-air partitioning systems in the final empirically predicted system parameter database.

### 2.1.4 External Validation Data

Experimental equilibrium partitioning data were used as an additional external validation dataset to test the combined predictive power of the solute descriptor and system parameter QSPRs. Two datasets from [15] were used for this: a dataset of $\log_{10} K_{SAK}$ and $\log_{10} K_{SWK}$ data collected from literature published by Abraham et al., and a dataset of vapor pressure ($VP_k$) and water solubility ($WS_k$) for pure chemicals collected from the training data of the OPERA QSAR software [49]. The $\log_{10} K_{SAK}$ dataset has 3884 partitioning data (1922 $\log_{10} K_{SAK}$ and 1962 $\log_{10} K_{SWK}$) in 23 solvents of the external validation dataset for experimental system parameters described in Sect. 2.1.2, see Sect. 2.2.2 for details on dataset splitting. This dataset has many structurally diverse solutes, but only a small number of solvents containing a limited number of functional groups.

$VP_k$ values were converted to $\log_{10} K_{SAK}$ values and $WS_k$ values were converted to $\log_{10} K_{SWK}$ values so that they are directly comparable to the values predicted by the QSPRs and PPLFER equations, and on the same scale as the other external validation data. They are converted by applying Eqs. 11 and 12 as described in [15], based on work by Abraham et al., e.g. [24, 33, 53].

$$\log_{10} K_{SAK} = \left( \frac{RT}{\gamma_k^\infty VP_k VM_k} \right)$$ (11)
For these equations the solvent is also the solute i.e., \( S = k \), \( \gamma_k^\infty \) is the infinite dilution activity coefficient of the solute, \( R \) is the ideal gas law constant, \( T \) is the temperature at which the \( VP_k \) or \( WS_K \) was measured, and \( VM_k \) is the molar volume of the solute. A value of unity is assumed for \( \gamma_k^\infty \), so the only additional experimental data required is the density of the solute to calculate \( VM_k \). There are 168 \( VP_k \) values and 126 \( WS_K \) values for solvents in the external validation dataset of the empirical system parameter database, which have been identified as liquids as described in Sect. 2.1.3. In addition to the \( VP_k \) and \( WS_K \) values from [15], 50 \( VP_K \) values were added from a recent work by Abraham and Acree [54] bring the total number of \( VP_k \) and \( WS_k \) values in the dataset to 344. These added values were converted to \( \log_{10} K_{SA_k} \) as described above; densities required to calculate \( VM_k \) were manually collected from Pubchem [51]. If density was not available for a chemical in Pubchem then a value was obtained from the substance information sheet of a reputable chemical vendor such as Sigma-Aldrich (https://www.sigmaaldrich.com). These data contain structurally diverse solvents, but each solvent has partitioning measured for only one solute i.e., the solvent itself.

2.2 Model Building

2.2.1 Model Building Background for System Parameters

Previous work has shown that group contribution QSPRs can adequately predict PPLFER solute descriptors [29–31, 36]. Equation 13 shows the general relationship implied in these QSPRs, where \( X \) is a solute descriptor (\( E, S, A, B, L \)), and \( f_i \) represents fragment counts in a group contribution QSPR. This is the method applied to generate QSPRs for solute descriptors in this work.

\[
X \propto f_i
\]  

(13)

There has also been some work developing group contribution QSPRs to predict system parameters of solvent–water systems [33, 34], though the datasets used in this previous work were limited in size, and the solvents contained only a few different functional groups. This previous work generally followed the relationship shown in Eq. 14, where \( x \) is the system parameter (\( s, a, b, v, l, c \)) of a PPLFER equation. This direct relationship between system parameters and fragment counts was the first type of model building applied to the system parameters in this work. A QSPR that can predict system parameters has also been published for solvent–water systems but is not a group contribution method [32].

\[
x \propto f_i
\]  

(14)

It was found in [15] that direct correlations between solute descriptors and system parameters worked poorly. The best correlations developed in [15] were between system parameters and solute descriptors normalized to molecular volume. The general relationship is shown in Eq. 15, where \( x_{SA} \) is the system of a PPLFER equation for solvent-air (SA) partitioning, \( X_S \) is a solute descriptor of a solvent as a solute, and \( V_S \) is specifically the McGowan Volume descriptor of the solvent. \( X_S \) may be any solute descriptor, for example
the A solute descriptor correlates most closely with the b system parameter. In [15] the right hand side of Eq. 15 is a linear combination of several solute descriptors.

\[ x_{SA} \propto \frac{X_S}{V_S} \]  

Combining Eqs. 15 and 13 implies that system parameters should be proportional to fragment counts normalized to molecular volume as shown in Eq. 16. The Iterative Fragment Selection (IFS) development code [35, 36, 55] was altered to facilitate generating this type of QSPR and was used to generate a second set of QSPRs for system parameters.

\[ x_{SA} \propto \frac{f_i}{V_S} \]  

Equation 17 shows a rearrangement of the relationship from Eq. 16, which allowed for development of QSPRs for system descriptors without any alterations to the IFS QSPR development code. A third set of QSPRs for system parameters was developed using this method, with the results yielded by dividing the QSPR predictions by \( V_S \) of the solvents.

\[ x_{SA} \cdot V_S \propto f_i \]  

The QSPRs developed using the relationships shown in Eqs. 16 and 17 do not produce equivalent results, because the right-hand side of the equations is a linear combination of fragments that are fitted with MLR. Using Eq. 16 the values for \( f_i \) and \( V_S \) are different for each chemical in the training dataset, so the MLR assigns different weights to the fragments than are assigned using Eq. 17.

### 2.2.2 Dataset Splitting

The datasets of solute descriptors and system parameters were split into training datasets used to develop the models and external validation datasets used to test the predictive power of the models. This ensures that the models meet principle 4 of the OECD guidance document on 5 principles for the development of validated QSARs for applications in regulatory decision making: appropriate measures of goodness of fit, robustness and predictive power [56, 57]. The dataset was split only once for each class of QSPR developed, and the QSPRs of each class for the individual solute descriptors and system parameters used the same training and external validation datasets.

The first class of QSPRs developed was trained on the experimental system parameters calibrated in [15]. The splitting of the experimental system parameters is the same as was defined in [15] with a few exceptions. Maintaining a consistent training and external validation datasets allows the results of this work to be more easily compared to the results of the empirical regressions developed in [15]. As noted in Sect. 2.1.2 water was removed from the database, which was in the training dataset. The two new solvents 1-hexadecene and 1,9-decadiene were assigned to the training and external validation datasets, respectively. In [15], the atoms contained in the solvents were not important, only the values of the solute descriptors and solvent parameters. However, representing each atom type in the training dataset is desirable for fragment-based QSPRs, so perfluoroheptane and tri-\( n \)-butyl phosphate were moved from the external validation to the training datasets, so that fluorine and phosphorus are represented in the training dataset. This left too few solvents in the external validation dataset to match the splitting ratio of 0.75:0.25 defined in [15]. There
are 12 closely related nitrogen-containing solvents from a single literature source [58]; one of these solvents in the training dataset was randomly selected and assigned to the external validation dataset.

The second class of QSPRs developed were trained on the expanded database of empirically predicted system parameters described in Sect. 2.1.3. The assigned training and external validation datasets from the first class of QSPRs were retained without alteration and used as the seed for dataset splitting for the second class of QSPRs. The third class of QSPRs developed were trained on the database of solute descriptors described in Sect. 2.1.1. Again, the assignment of chemicals to the training or external validation datasets was retained from the second class of QSPRs and used to seed the dataset splitting for the third class of QSPRs. The dataset splitting ratio used for the second and third classes of QSPRs was 0.667:0.333 because more data were available, meaning a larger fraction could be used for external validation. The IFS QSPR model building algorithm has a defined method for splitting data into training and external validation datasets which is applied for this work with only one alteration [35, 36, 55]. Previously, the training dataset was seeded with the chemicals that had highest and lowest values of the property to be predicted, here the seed is the training and external validation datasets of the previous class of QSPRs as described above. The IFS splitting algorithm splits the dataset of chemicals so that as many structural features as possible are represented in both the training and external validation datasets.

The training datasets are further split so that $k$-fold cross validation can be applied with $k = 10$, which helps to ensure that the QSPRs are not over-fitted and have better predictive power. In previous work chemicals were assigned to folds by ordering them by the values of the property to be predicted and assigning the first $n/k$ chemicals to the first fold, etc. where $n$ is the number of chemicals in the training dataset. In this work, where multiple QSPRs will be generated for several different properties i.e., the system parameters and solute descriptors, the chemicals are instead ordered by the sum of the ranks of each chemical within each property. Then, the first chemical is assigned to the first fold, the second chemical to the second fold, etc. This was done because some of the system parameters and solute descriptors have a value of zero for many chemicals and following the previously used method would result in some folds having only zero values, which causes the cross validation to be ineffective.

### 2.2.3 IFS QSPR Fragment Pool Generation

The pool of chemical substructures (fragments) that IFS draws from during model selection is generated by fragmenting the structures of the training dataset. Various versions of the IFS fragment pool generation algorithm have been applied to generate QSARs for biotransformation rates in fish [35], biotransformation rates in humans [59], preliminary QSPRs for PPLFER solute descriptors [31], and QSPRs for entropy of fusion and melting point [55]. As in the most recent application of IFS [55] three pools of fragments are defined by the size of the fragment: first order fragments which contain a single atom, second order fragments which contain a central atom and some or all of the atoms bonded directly to it, and recursive fragments which may include any number of atoms in any configuration so long as the maximum distance between any pair atoms is five bonds or less. The fragments are generated by recursively adding atoms from the molecular structure to obtain all valid combinations of bonded atoms and formatted as very specific SMARTS search strings [55]. There are typically too many recursive fragments to be considered so
the list is filtered by removing recursive fragments that have the lowest correlation to the property for which the QSPR is being generated, until the number of recursive fragments is equal to the sum of the other types of fragments. The SMARTS tokens included for every atom are atomic number (#), aromatic/aliphatic (aA), heavy atom connections (degree, D; hydrogens must be stripped from the structure as described in Sect. 2.1.1), number of hydrogens attached (H), total bond order (valence, v), number of ring bonds (x), number of rings that contain the atom (R), and formal charge (− +). The SMARTS tokens included for every bond are bond type (-: = #) and ring membership (@). The specific SMARTS are post-processed using string manipulation to remove tokens and generate more generalized SMARTS depending on the application.

Several alterations were made to the generation of the pool of fragments for this work to best construct models for solute descriptors and system parameters. The most important change is that a fourth pool of “element” fragments was added in which each first order SMARTS had all but one or two tokens stripped out. This pool contains more general SMARTS substructure searches that may match, for example, all carbons [#6], all atoms contained in only one ring with two ring connections [x2R1], or all aliphatic atoms [A]. All second order fragments with two atoms were also processed to add generalized bond SMARTS to element fragments pool, for example all bonds in a ring [#!1]@[#!1], or all triple bonds [#!1]#![#!1]. Generalized SMARTS for hydrogen bond donors [HO:#7,#8,#9], hydrogen bond acceptors [#8,#7&!v5&!$([nX3])] and halogens [#9,#17,#35,#53] were also added to the element fragments pool.

Another alteration to the fragment pools is that a more general SMARTS with ring-matching tokens (x, R, @) stripped out was added for every first order, second order and recursive fragment to match substructures regardless of whether they were in a ring or not. The final alteration to the generation of the fragment pools was to add a new type of recursive fragment that can capture intramolecular hydrogen bonds. Linear fragments between 3 and 5 bonds in length with a hydrogen bond donor at one end and a hydrogen bond acceptor or a halogen at the other end were converted into several different types of intramolecular hydrogen bond fragments. The middle 2–4 atoms were converted to generic heavy atoms [#!1] and the bonds were converted to single bonds or not single bonds, - or !-, and ring information was stripped out of the end atoms. All 4 combinations of specific SMARTS and generalized SMARTS for the two end atoms were added as fragments.

After generating the fragment pools some of the fragments were excluded based on the solute descriptor or system parameter for which a QSPR was being generated. The most obvious example for why this is needed is A which represents the propensity of a solute to engage in hydrogen bonding. If there are no hydrogen bond donor groups, then the value of A is equal to zero. Fragments which contain hydrogen bond donors such as hydroxyl groups should obviously be included in the fragment pool. The molecular environment makes a big difference in the propensity for hydrogen bonding, for example if the hydroxyl group is an alcohol or a phenol. One way to capture this might be to add fragments for hydroxyl groups, aliphatic carbons, and aromatic carbons. But in this case the carbon fragments would also be present in chemicals where no hydrogen bond donors are present, causing the value of A to be non-zero in cases where it should be zero. A more appropriate method is to exclude the aliphatic and aromatic carbons from the fragment pool and capture the effect of molecular environment using fragments that include both the hydroxyl group and the attached carbon atom. In practice categorizing fragments correctly is not always unambiguous; for example, a functional group may usually be a hydrogen bond donor but due to a strong intramolecular hydrogen bond the A value of the solute is zero. A counterexample is that a functional group which is not typically a hydrogen bond donor
may have a non-zero $A$ value. For example, in chloroform the hydrogen in the CH group is a hydrogen bond donor due to the strong electron withdrawing effects of the three chlorines, chloroform has an $A$ value of 0.15.

An algorithm was developed to choose a subset of fragments from the full fragment pool for $E$, $S$, $A$, $B$ and $s$, $a$, $b$ which may have values defined as zero for some chemicals. The basic aim is to compile a list of fragments that occur only in an “include” list of chemicals with non-zero values and a minimal number of chemicals with zero values. In each iteration the fragments in the chemical with the highest value solute descriptor or system parameter are considered. The fragments which occur in the minimum number of chemicals with zero values are selected. Ties are decided by selecting the fragments which occur in the maximum value of the number of chemicals with non-zero values minus the occurrences in chemicals with zero values. Remaining ties are decided by selecting fragments which occur in the maximum number of chemicals with non-zero values. All chemicals which contain the remaining fragments are added to the include list. This process continues until all chemicals with non-zero solute descriptor have been added to the include list. Finally, any fragments that occur in any chemicals that are not in the include list are removed from the fragment pool.

### 2.2.4 IFS QSPR Model Selection

The IFS QSPRs are a MLR of the property to be predicted versus counts of fragments within the chemicals of the training dataset. This simple model structure meets principle 2 of the OECD 5 principles for the development of QSARs: an unambiguous algorithm. It also allows the models to be easily interpretable, meeting principle 5 a mechanistic interpretation. During model selection the goodness of fit (GoF) is measured using the Akaike Information Criteria corrected for dataset size (AICC) [60], but with the predictive sum of squares (PRESS) from the k-fold cross validation used in place of the sum of squares. This helps avoid overfitting because the AICC penalizes adding more fragments to the MLR, and using the PRESS ensures the QSPRs have good predictive power. The QSPR regression coefficients are the average of the k individual MLR from the cross-validation.

The four pools of fragments are drawn from one at a time in the order: element fragments, first order fragments, second order fragments, and finally recursive fragments. Fragments are iteratively added to the MLR by forward selection, testing all the eligible fragments in the active pool each iteration and selecting the fragment which results in the largest improvement in GoF. Some fragments are considered “coincident”, meaning they occur in mostly the same chemicals, and are not included together in the MLR because this leads to overfitting and instability in the MLR. In each iteration of forward selection coincident fragments from the active pool may be selected to replace fragments in the MLR if this results in the largest improvement in GoF. After each iteration of forward selection all the fragments in the MLR are tested for backwards removal. Multiple fragments may be iteratively removed if this increases the GoF, always removing the fragment that increases the GoF by the most. Only fragments from the active pool are considered for removal. The MLR is done for all fragments from all the pools at once. Forward selection and backwards removal continue until the GoF cannot be improved any further, then the next pool of fragments becomes the active pool, or the model selection is complete if the active pool is recursive fragments.
2.2.5 IFS QSPR Applicability Domain

The IFS QSPRs have a well-defined Applicability Domain (AD) as required by principle 3 of the OECD 5 principles for the development of QSARs. Two complementary methods are used to assign an uncertainty level (UL) to each prediction, and the external validation data are used to estimate prediction uncertainties for each UL [35, 36, 55]. The first AD method is called Chemical Similarity Score (CSS), which quantifies the structural similarity of a chemical to the five nearest neighbors of the QSPR training dataset and how well those neighbors were fitted by the QSPR. Two CSS cutoffs are defined, and chemicals may be assigned a UL score of 0 if they do not exceed the first cutoff (in domain), 1 if they exceed the first cutoff (borderline), or 2 if they exceed the second cutoff (out of domain). The second AD method uses leverage which is calculated from the “hat matrix” of the training dataset and quantifies the amount of extrapolation from the training data [61, 62]. Two thresholds are again defined which assign chemicals a UL of 0, 1, or 2; and if leverage exceeds a value of 1, indicating egregious extrapolation, then a UL of 3 is assigned. The higher value of the UL from the two AD methods is taken as the overall UL for a prediction.

Some other domain checks are also applied, chemicals may be assigned a UL of 4 if they contain none of the fragments in the QSPR model, though as discussed in Sect. 2.2.3 these are not necessarily poor predictions. An additional “negative domain check” is applied to ensure that all the atoms in a chemical are represented in the training dataset. If a chemical contains an element that is not in the training dataset, or has an atom with a number of heavy atom connections, number of hydrogens, total valence, ring membership, etc. not included in the training data, then a UL of 5 is assigned. Some properties are bounded, for example $A$ and $B$ may not be lower than zero, and if a QSPR prediction exceeds the defined boundary then the prediction is set to the boundary value and a UL of 6 is assigned. A summary of the UL and their meanings is shown in Table 1.

Prediction errors for each UL are estimated by calculating the standard error of prediction for chemicals with each UL in the external validation dataset. This estimate relies on the assumption that the external validation dataset can represent the structural diversity of chemicals to which the QSPR may be applied, which may not be the case. The prediction errors have been observed to almost always be smallest for UL 0 and get progressively larger up to UL 3. If any of these UL is missing from the external validation dataset then a value is interpolated or extrapolated from other UL values. Prediction errors are similarly estimated for UL 4 and 5, with missing values filled in with the total dataset prediction error, or the UL 3 prediction error, respectively. Chemicals assigned a UL 6 because they exceeded a defined bounded value retain their originally assigned prediction error.

### Table 1  Summary of uncertainty levels (UL)

| UL   | The QSPR prediction is…                |
|------|----------------------------------------|
| UL 0 | in the AD                               |
| UL 1 | a borderline case, but still within the AD |
| UL 2 | out of the AD                           |
| UL 3 | out of the AD and prone to egregious errors |
| UL 4 | only the intercept, no overlap with fragments |
| UL 5 | out of the AD, contains uncalibrated atom type |
| UL 6 | the min/max value of a bounded property  |
2.2.6 Additional External Model Validation

Statistics for robustness and GoF for the training and external validation datasets of all QSPRs have been calculated. Predicted system parameters and predicted solute descriptors were also combined with each other or with experimental solute descriptors and system parameters in PPLFER equations to predict solvent-air partitioning of solutes as partition ratios (\(\log_{10} K_{SAk}\)) and compared with the experimental \(\log_{10} K_{ijk}\), \(VP_k\) and \(WS_k\) data. Where required the predicted \(\log_{10} K_{SAk}\) values were converted to solvent–water partition ratios (\(\log_{10} K_{SWk}\)) by thermodynamic cycle using the PLFER for water–air partitioning (Henry’s Law constant) calibrated in [15]. Statistics for the prediction of these additional external data have also been calculated. The three primary GoF statistics presented are the correlation between predicted and expected values (\(r^2\)), the root mean squared error (RMSE), and the model bias (MB).

For \(\log_{10} K_{ijk}\) predictions aggregate UL are calculated which account for the UL of the solute descriptors and system parameters. UL 0 to UL 3 typically correlate with RMSE of chemicals in external validation datasets, so the integer values are averaged as the quadratic mean, roughly corresponding to propagation of uncertainty rules. This approach is invalid for UL 4 to UL 6, so these values are translated to an equivalent in the UL 0 to UL 3 range. UL 4 may be assigned to a UL 1 or UL 2 depending on whether this result is considered in or out of the AD for the solute descriptor or system parameter QSPR in question, as described in Sect. 3. UL 5 and UL 6 are assigned to UL 3, indicating results well out of the AD. When applying the empirical correlations from [15] the AD is defined by the leverage, similar to what is done for QSPRs as described in Sect. 2.2.5 where different thresholds translate the leverage into different UL. In cases where a prediction draws from multiple sources, e.g. solute descriptor QSPRs and system parameter QSPRs for predicting \(\log_{10} K_{ijk}\), the aggregate UL is calculated as the quadratic mean and then rounded up to the nearest integer. An aggregate UL of 0 or 1 is in the AD, and aggregate UL of 2 or 3 is out of the AD.

Prediction uncertainties are estimated for QSPRs developed using the IFS algorithm, as described in Sect. 2.2.5, which will be propagated to \(\log_{10} K_{ijk}\) predictions. These are summed by applying propagation of uncertainty rules with the simplifying assumption that there is no covariance. In cases where the empirical correlations are used the standard error of the regression coefficients are used in the calculations. For experimentally determined system parameters the standard errors of the regression coefficients from the recalibrated PPLFER equations are used [15]. For experimentally determined solute descriptors the standard errors are estimated. The V descriptor is assumed to have a standard error of zero because it is calculated directly from the solute structure. In the original derivation of S Abraham et al. used several equations to calculate S and then took the average, reporting that the average error between the equations was 0.03 [63]. Stenzel et al. experimentally determined \(L\) values for large diverse dataset and estimated that the measurements had standard deviations equal to 0.15 and 0.17 [28]. Based on this limited data the \(E, S, A,\) and \(B\) solute descriptors standard error is conservatively estimated to be 0.05, and \(L 0.2\).
3 Results and Discussion

3.1 New System Parameters and Re-evaluation of Empirical Correlations

The empirical correlations previously developed in [15] were applied to the two new solvents 1-hexadecene and 1,9-decadiene to predict their system parameters from their experimental solute descriptors. System parameters $s$ and $a$ were over-predicted by 0.7 to 1.6, which translates into significant prediction errors for the $\log_{10} K$ data in the additional model validation, where these two systems were significant outliers. The reason for this was determined to be that $E, S$ and $B$ for these solvents are much lower than for most other solvents in the dataset of experimental system parameters. As discussed in [15] the empirical correlations relate relative solute descriptors, e.g. $E_{ri} = E_i/V_i$, etc. to the system parameters. $E_{ri}$ and $S_{ri}$ for 1-hexadecene and 1,9-decadiene are both less than 0.15, the only other solvents in the training dataset where this is true are the alkyl solvents where $E$ and $S$ are both equal to zero, and perfluoroheptane where both are negative. A rule was defined based on the alkyl solvents in [15] that for any solvent where $E_{ri}$, $S_{ri}$, $A_{ri}$ and $B_{ri}$ are all zero then $s$ is set to a value of zero, overriding the prediction of the empirical correlation [15]. The data for perfluoroheptane were revisited, and it is hypothesized that $s$ for this solvent should also be zero, although it does not meet the criteria because its $E_{ri}$ and $S_{ri}$ are negative rather than zero, and its $B_{ri}$ is greater than zero.

Perfluorinated alkyl chemicals such as perfluoroheptane are even less polar and polarizable than alkyl chemicals so the system parameter related to the effects of polarity and dipolarity should logically be equal to or less than that of alkyl chemicals. There is no evidence that $s$ should be negative for solvent-air partitioning systems, the interactions of perfluorinated alkyl chemicals are weak but not repulsive, as discussed by Goss and Bronner [64]. Based on this the rule for when $s$ should be set to a value of zero has been redefined to be when $E_{ri}$ and $S_{ri}$ are both equal to or less than zero. This has no effect on any of the solvents with experimentally determined system parameters other than perfluoroheptane. This rule also applies to the recalibration of the PPLFER equations that was done in [15], meaning that $s$ should be left out of the regression equation for perfluoroheptane. Indeed, $s$ in the PPLFER equation recalibrated in [15] is not significantly different than zero, with a value of 0.27 and a standard error of 0.15. Recalibrating the PPLFER for the $\log_{10} K_{SA}$ of perfluoroheptane-air partitioning with $s$ set to zero yields Eq. 18, which should be used in place of the equation presented in [15].

$$\log_{10} K_{\text{perfluoroheptane/air}} = 0.543(0.150)A + 2.04(0.119)V + 0.212(0.027)$$
$$L - 0.396(0.058)n = 116, r^2 = 0.968, \text{RMSE} = 0.246$$

(18)

These new system parameters are used in developing the new QSPRs, and the redefined rule is applied to all empirically predicted system parameters. This change has no effect on the empirical correlations from [15] because perfluoroheptane was placed in the external validation dataset rather than the training dataset. Highly fluorinated chemicals are still considered to be out of the AD of the empirical correlations because these changes only slightly improve the prediction of $\log_{10} K_{SA}$ data for perfluoroheptane.

Returning to the erroneously high $s$ and $a$ predicted for 1-hexadecene and 1,9-decadiene, it was initially hypothesized that because the $E_{ri}$, $S_{ri}$ and $B_{ri}$ are small and dissimilar to other solvents they may be out of the AD of the empirical correlations developed in [15]. As a test, the empirical correlations of [15] were recalibrated including 1-hexadecene which was assigned to the training dataset in herein, however this did not significantly
improve the predictions of $s$ and $a$, or the prediction of the $\log_{10} K_{ijk}$ data. It is instead hypothesized that because the $E_{ri}$, $S_{ri}$ and $B_{ri}$ values are small that these properties of 1-hexadecene and 1,9-decadiene as solutes do not make significant contributions to their properties as solvents. Therefore, new rules have been defined to set $s$ and $a$ for chemicals with solute descriptors similar to 1-hexadecene and 1,9-decadiene to small but non-zero values, overriding the predictions of the empirical correlations. More complicated models were explored to relate relative solute descriptors to system parameters when the relative solute descriptors are small, but there are insufficient data to support these and they are not presented here. When $E_{ri}$ and $S_{ri}$ of a solvent are both less than or equal to 0.15 then $s$ is set to a value of 0.26, the experimental value for 1-hexadecene which is the only solvent in the training dataset that meets these criteria. When the $B_{ri}$ is less than or equal to 0.1 then $a$ is set to a value of 0.54, the mean of the experimental values of the two solvents in the training dataset which meet this criterion, 1-hexadecene and chlorobenzene. These rules are applied to empirically predicted system parameters including those in the training and validation datasets of the QSPRs, except that the experimentally determined $s$ and $a$ of 1-hexadecene, 1,9-decadiene, and chlorobenzene are used in the training dataset, as described in Sect. 2.1.3. The rules are superseded by the rules for setting the values of $s$ and $a$ to a value of zero. Applying these rules, the predictions for $\log_{10} K_{ijk}$ values in the additional model validation data were significantly improved, not only for 1,9-decadiene, but also for some solvents with values derived from $VP_k$ and $WS_k$ data.

3.2 Solute Descriptor and System Parameter Predictions

3.2.1 Solute Descriptor QSPRs

Training and external validation statistics for QSPRs for the five solute descriptors are shown in Table 2. Statistics for all solutes are shown, as well as for solutes that are in or out of the AD, and for the solutes within each UL. No solutes in the external validation dataset were assigned a UL of 5 by any of the QSPRs so the rows were omitted from Table 2. Solutes were identified as within the AD if their UL was 0 or 1. For $E$, $S$, $A$ and $B$ QSPRs solutes with UL 4 (no model fragments present in structure) were also considered to be within the AD, because these models were specifically constructed to give predictions of 0 for solutes without the correct functional groups. On average 85% of the solutes in the external validation datasets were within the AD, indicating that the QSPRs have wide applicability. The AD also does well at discriminating between solutes with high and low prediction errors, with solutes identified as out of the AD having lower $r^2$, and RMSE values on average about 3 times higher than solutes identified as within the AD. $E$, $A$, and $B$ have low total RMSE values in the range of 0.10 to 0.14 $\log_{10}$ units, with $S$ and $L$ having larger RMSE at 0.28 and 0.38. However, $L$ has a much larger range than the others, so the prediction error is small in relative terms. The RMSE for all datapoints in the external validation dataset for the five QSPRS is 1–5% of the range of values in the external validation dataset. In these relative terms $A$ has the highest prediction uncertainty followed by $S$, and $L$ has the lowest prediction uncertainty. Figure 1 shows plots of predicted vs. expected values for solutes in the external validation dataset for solute descriptor QSPRs and includes the AD information of each data point. The slopes of linear fit between predicted and expected values are close to 1, and the model biases (MB) are all close to 0, indicating the QSPRs have no strong tendency to over- or under-predict relative to the expected values.
As shown in Table 2 there are about 300 fragments included in $E$, $S$, $B$, and $L$ QSPRs, but this is only about 10% of the number of solutes in the training dataset, which is considered a reasonable ratio and similar to the ratio in previously developed QSPRs for chemical properties [36, 55]. The $A$ QSPR has half as many fragments included as the others, however, $A$ has far more solutes with a value of zero than the other solute descriptors. In the training dataset 1409 out of 3316 solutes have a non-zero $A$, which gives a similar ratio of fragments to training data of about 10%. All fragments as SMARTS and their regression

| Dataset | Statistic | Subset | $E$ | $S$ | $A$ | $B$ | $L$ |
|---------|-----------|--------|-----|-----|-----|-----|-----|
| Training | $m$ | all | 296 | 345 | 145 | 359 | 279 |
| Training | $r^2$ | all | 0.994 | 0.962 | 0.941 | 0.978 | 0.996 |
| Training | RMSE | all | 0.06 | 0.15 | 0.09 | 0.09 | 0.23 |
| Training | $n$ | all | 3316 | 3316 | 3316 | 3316 | 3316 |
| Validation | $r^2$ | all | 0.983 | 0.869 | 0.835 | 0.947 | 0.989 |
| Validation | RMSE | all | 0.10 | 0.28 | 0.14 | 0.13 | 0.38 |
| Validation | $n$ | all | 1658 | 1658 | 1658 | 1658 | 1658 |
| Validation | $r^2$ | in AD | 0.987 | 0.907 | 0.902 | 0.944 | 0.991 |
| Validation | RMSE | in AD | 0.08 | 0.19 | 0.08 | 0.10 | 0.28 |
| Validation | $n$ | in AD | 1405 | 1412 | 1373 | 1412 | 1437 |
| Validation | $r^2$ | out of AD | 0.975 | 0.741 | 0.633 | 0.934 | 0.981 |
| Validation | RMSE | out of AD | 0.20 | 0.57 | 0.30 | 0.25 | 0.77 |
| Validation | $n$ | out of AD | 253 | 246 | 285 | 246 | 221 |
| Validation | $r^2$ | UL 0 | 0.988 | 0.927 | 0.766 | 0.942 | 0.993 |
| Validation | RMSE | UL 0 | 0.06 | 0.13 | 0.12 | 0.08 | 0.21 |
| Validation | $n$ | UL 0 | 1024 | 1030 | 198 | 982 | 1103 |
| Validation | $r^2$ | UL 1 | 0.983 | 0.833 | 0.735 | 0.922 | 0.986 |
| Validation | RMSE | UL 1 | 0.12 | 0.30 | 0.15 | 0.14 | 0.43 |
| Validation | $n$ | UL 1 | 327 | 317 | 194 | 332 | 334 |
| Validation | $r^2$ | UL 2 | 0.978 | 0.815 | 0.719 | 0.924 | 0.983 |
| Validation | RMSE | UL 2 | 0.18 | 0.45 | 0.23 | 0.22 | 0.74 |
| Validation | $n$ | UL 2 | 242 | 213 | 267 | 212 | 208 |
| Validation | $r^2$ | UL 3 | 0.954 | 0.489 | 0.153 | 0.929 | 0.916 |
| Validation | RMSE | UL 3 | 0.42 | 1.08 | 0.97 | 0.43 | 1.09 |
| Validation | $n$ | UL 3 | 11 | 33 | 11 | 25 | 13 |
| Validation | $r^2$ | UL 4 | – | – | – | – | – |
| Validation | RMSE | UL 4 | 0.02 | 0.27 | 0.03 | 0.10 | – |
| Validation | $n$ | UL 4 | 54 | 65 | 981 | 98 | 0 |
| Validation | $r^2$ | UL 6 | – | – | – | – | – |
| Validation | RMSE | UL 6 | – | – | 0.28 | 0.16 | – |
| Validation | $n$ | UL 6 | 0 | 0 | 7 | 9 | 0 |

*aStatistics are for either the training dataset or the external validation dataset.

*b$m$ is the number of fragments in the model. $r^2$ is the correlation and RMSE is the root mean squared error both between the fitted or predicted values and the expected values. $n$ is the number of solutes in the subset.

*cSubsets of the training or validation datasets defined based on the AD of the datapoints.
coefficients have been included in the Supplemental Information and have been incorporated in a python package available as a GitHub repository (https://github.com/tnbrowncontam/ifsqsr).

As shown in Table 2, E and A QSPRs have RMSE for solutes with UL 4 that are even lower than for solutes with UL 0, indicating that these QSPRs do very well at identifying solutes without the correct functional groups to give non-zero values. The QSPR for B does almost as well at identifying solutes that should have a value of zero with an RMSE for solutes with UL 4 comparable to the RMSE of solutes with UL 0. However, the QSPR for S only does adequately well at identifying solutes that should have a value of zero with an RMSE for solutes with UL 4 comparable to the RMSE of solutes with UL 1. All the solutes which should have a value of 0 for S were correctly predicted by the QSPR for S, the errors arise from QSPR predictions of 0 for solutes which should have non-zero values. Almost all these solutes were either highly fluorinated alkanes or alkyl siloxanes which had mostly negative values for S. The errors appear to be specifically related to the unusual properties of these solutes; solutes containing a small number of fluorine atoms or silicon atoms not bonded to oxygen were predicted with comparable accuracy to solutes containing no fluorine and silicon atoms. There was no generic fragment for fluorine atoms included in the QSPR for S indicating that the contribution to the S value has an average value of zero or is too variable to have predictive power and was therefore not included in the QSPR. There are several fragments which capture the effects of multiple fluorine atoms connected to aliphatic carbons included in S QSPR. These more specific fragments mean that S QSPR has a narrower AD with regards to highly fluorinated solutes relative to what could be expected if a generic fluorine atom fragment could be included.

A small number of solutes were assigned UL 6 for A or B QSPRs, meaning that their predicted values were negative, which violates the boundary condition that these solute descriptors must be greater than or equal to zero. The expected values for these solutes

---

Fig. 1  QSPR Predicted vs. experimental for E, S, A, B and L.
were low, with a range of 0.08 to 0.44 (median 0.25) for \(A\) and a range of 0.01 to 0.4 (median 0.07) for \(B\). For the \(A\) QSPR these solutes all have a single hydrogen bond donor and contain other fragments that reduce the \(A\) value due to apparent steric effects or intramolecular hydrogen bonding. Many of the other fragments were present in solutes with multiple hydrogen bond donors in the training dataset, and possibly have regression coefficients that are too negative because of this. For the \(B\) QSPR four out of the nine solutes have only fragments with negative regression coefficients, meaning these fragments were added to reduce the \(B\) value of other functional groups, but the other functional groups are absent from these four solutes. The other solutes all contain fragments which reduce the \(B\) value of solutes with fluorine atoms attached to alkyl carbons. In summary, all the solutes with UL 6 are cases where fragments of the QSPRs interact with each other in unexpected ways, but the number of solutes where this occurs is very small in comparison to both the number of solutes in the external validation dataset and the number of fragments in the models.

Each solute descriptor QSPR has assigned a UL of 3 to about 1–2% of the solutes in the external validation dataset, meaning their predictions are an egregious extrapolation from the training dataset. These solutes are frequently outliers, as can be seen in Fig. 1. They are typically large; the median McGowan volume (\(V\)) of the full dataset of reliable solute descriptors is 1.3, the median \(V\) of solutes with a UL 3 in at least one solute descriptor QSPR is 2.1 and the median \(V\) of solutes with a UL 3 in two or more solute descriptor QSPRs is 2.5. Making predictions for large, complex chemicals is frequently challenging for QSPRs because they are usually out of the AD. As discussed in a previous paper about creating a QSPR for \(L\) this could only really be solved by adding even larger complex chemicals into the training data to pull the outliers within the AD [36]. However, measuring new solute descriptors for large solutes is experimentally challenging and many more would be needed to expand the AD, so QSPR predictions for large complex solutes will likely remain uncertain.

As discussed in the Introduction, preliminary unpublished QSPRs for the solute descriptors created by the author have been available for use on the UFZ LSER database since 2017 [31]. The QSPRs created in this work have been compared with the preliminary QSPRs and the statistics are shown in Table 3. The external validation dataset of 1137 solutes used for this comparison are solutes in the dataset of reliable solute descriptors described in Sect. 2.1.1 which are not in the training dataset of either of the sets of QSPRs. The \(S\) and \(A\) QSPRs have comparable \(r^2\) and RMSE for the dataset, and the \(E\), \(B\), and \(L\) QSPRs have notably lower RMSE values. The new QSPRs have a training dataset of 3300 solutes vs. 2400 solutes for the preliminary QSPRs so their AD will also be wider, and various improvements to the IFS algorithm have been made since 2017 so the new QSPRs should be preferred.

| Dataset       | Statistic | \(E\) | \(S\) | \(A\) | \(B\) | \(L\) |
|---------------|-----------|-------|-------|-------|-------|-------|
| New QSPRs     | \(r^2\)  | 0.981 | 0.849 | 0.818 | 0.947 | 0.988 |
| New QSPRs     | RMSE      | 0.11  | 0.32  | 0.17  | 0.15  | 0.43  |
| Old QSPRs     | \(r^2\)  | 0.935 | 0.837 | 0.844 | 0.917 | 0.976 |
| Old QSPRs     | RMSE      | 0.22  | 0.34  | 0.16  | 0.20  | 0.67  |

Table 3 Comparison of validation statistics for solute descriptor QSPRs from this work and from [31]
3.2.2 System Parameter QSPRs

QSPRs were developed for system parameters using the dataset of experimental values described in Sect. 2.1.2. However, the external validation statistics for these QSPRs were poor because there were insufficient data to calibrate reliable QSPRs, therefore the results are not shown. QSPRs were also developed using the dataset of experimental values supplemented with empirically predicted system parameters described in Sect. 2.1.3. The training and external validation statistics for the QSPRs developed using the standard method are shown in Table 4. As in Table 2 for solute descriptors, statistics are shown for all system parameters as well as system parameters in various subsets of the external validation dataset depending on the AD. As described in Sect. 2.2.1 QSPRs were developed for system parameters using three different strategies. First was...
the standard method which was also applied to developing QSPRs for solute descriptors and is shown in Eq. 14, and the second and third methods applied different methods for normalizing the fragment counts or the system parameters to the McGowan volume \(V_k\) and are shown in Eqs. 16 and 17. The standard method had the best external validation statistics, especially for the \(\log_{10} K_{ijk}\) data used as an additional external validation dataset. The results for the standard method are discussed in Sect. 3.3; the RMSE for \(\log_{10} K_{ijk}\) predictions using experimental solute descriptors and system parameters predicted by QSPR is 0.46. In comparison the RMSE for the second method shown in Eq. 16 was 0.72, and the RMSE for the second method shown in Eq. 17 was 0.65. Because of the poor predictive power, the QSPRs developed by the alternative methods are not recommended for use and are not presented here.

No solvents in the external validation dataset have UL 5, so these rows are excluded from the table. Any solvents with UL 4 for \(s\), \(a\), and \(b\) are considered within the AD because these QSPRs were specifically constructed to yield a value of zero for solvents without relevant functional groups to give non-zero values, as was done for \(E\), \(S\), \(A\), and \(B\). Any solvents with UL 4 for \(v\), \(l\) or \(c\) are considered out of the AD of the QSPRs. About 85% of the external validation data are within the AD for all six QSPRs, although the external validation statistics for \(b\) are poor overall. Only 3 out of 353 solvents in the external validation dataset for \(b\) have UL 0 or UL 1, with most solvents having UL 4. The QSPR for \(b\) also has far fewer fragments than the other QSPRs; it is likely that there are too few data with non-zero \(b\) values in the training dataset (142 out of 706) to calibrate a robust QSPR. For the other five system parameters the AD does reasonably well at discriminating between good and poor predictions, with the RMSE for solvents out of the AD 1.2 to 2 times higher than the RMSE of solvents in the AD.

The system parameter QSPRs have less predictive power in relative terms than the solute descriptor QSPRs, with RMSE 6–13% of the range of values in the external validation

![Fig. 2 QSPR predicted vs. experimental for \(s\), \(a\), \(b\), \(v\), \(l\) and \(c\)]
datasets, compared to 1–5% of the range for the solute descriptor QSPRs. System parameter \( s \) is the most uncertain followed by \( a \), with \( v \), \( l \) and \( c \) all having RMSE about 6% of the range. Figure 2 shows predicted vs. expected values for external validation dataset of the system parameter QSPRs with the AD information denoted by the marker size and colour. The slopes of the plots for \( v \), \( l \), and \( c \) are all less than 1 and comparable to the \( r^2 \), which means that the QSPR does not explain some of the variance in the properties; this is frequently because of uncertainty and errors in the expected values. This is not unexpected, because the empirical correlations for \( v \) and \( l \) are the most uncertain as discussed in [15], and the experimental calibration of \( c \) has more relative variability than the other system parameters because it includes any unexplained variability in the underlying \( \log_{10} K_{ij} \) data. The slopes of the external validation plots for \( s \) and \( a \) are greater than their \( r^2 \) values and close to 1. This suggests that although these QSPRs have greater relative variability they are trained on reliable data and do well at capturing the overall trends. The slope of the external validation plot for \( b \) is less than 1 because it is heavily influenced by the large number of predicted zero values.

There are far fewer solvents with UL 3 from one or more of the system parameter QSPRs, but the fraction is about 1% of the external validation dataset which is comparable to the fraction for the solute descriptor QSPRs. It is difficult to draw conclusions from so few data, but most of the structures appear to contain functional groups that are underrepresented in the training data. Only one solvent has UL 6 and is also underrepresented in the training data. The prediction of zero values by the QSPR for \( s \) is quite accurate, all the solvents in the external validation dataset with UL 4 are correctly predicted. Solvents with UL 4 for \( a \) and \( b \) have low RMSE and accurately predict zero values for all solvents which should have a value of zero. Some additional solvents have values of zero predicted when the expected values are greater than zero, which again appear to contain functional groups which are underrepresented in the training dataset.

For \( s \), \( a \), \( l \), and \( c \) the number of fragments in the QSPRs are 9–14% of the number of solvents in the training dataset, comparable to the QSPRs for solute descriptors. The number of fragments in the QSPR for \( b \) is smaller but is 13% of the number of solvents with non-zero values in the training dataset, again comparable to what was observed for \( A \). The number of fragments in the model for \( v \) seems anomalously low at only 5% of the number of solvents in the training dataset. System parameter \( v \) may be more easily predicted than the other system parameters because the effects on partitioning captured by \( v \) are very simple and are related only to molecular size, which is easily explained by a group contribution method such as IFS. The number of identical fragments contained in each system parameter QSPR and the closest corresponding solute descriptor QSPR is 20–37% of the number of fragments in the system descriptor QSPRs.

### 3.2.3 System Parameters from Empirical Correlations and Solute Descriptor QSPRs

Another method for predicting system parameters is to first make predictions with QSPRs for solute descriptors, and then use these values in the empirical correlations from [15] which relate the solute descriptors of a chemical to its system parameters for \( \log_{10} K_{SA} \). This was done for all solvents in the external validation dataset for the system parameter QSPRs. The rules to determine when \( s \), \( a \), or \( b \) should be set to a value of zero overriding the predictions from the empirical correlations, as well as the additional rules outlined in Sect. 3.1, are also applied using the solute descriptors QSPR predictions. For solvents meeting any of these rules, UL 4 was assigned for the system parameter. In all other cases
the AD of the empirical correlations is combined with the AD of the solute descriptor QSPR predictions to estimate an aggregate UL and determine if each prediction is in the overall AD. The estimation of aggregate UL and prediction uncertainties for this application and for \( \log_{10} K \) predictions is discussed in detail in Sect. 2.2.6. The external validation statistics are shown in Table 5. None of the solvents in the external validation dataset are assigned UL 3 so these rows are omitted.

The external validation statistics for the predictions made with solute descriptor QSPRs and empirical correlations are about the same or better than those for the system parameter QSPRs described in Sect. 3.2.2. Values for \( r^2 \) and RMSE for all solvents in the external validation dataset are almost identical for \( v \) and \( l \). For \( b \) and \( c \) the \( r^2 \) is a little better for the combined QSPR and empirical predictions and the RMSE is about the same. For \( s \) and \( a \) both \( r^2 \) and RMSE are better. The separation of predictions into those that are in the AD and reliable vs. those that are out of the AD and less reliable is about the same as for the system parameter QSPRs.

### 3.3 Additional External Validation

The primary utility of PPLFERs is to predict partitioning properties, with applications in several fields of chemistry. The dataset of partition ratios for solvent-air systems (\( \log_{10} K_{SAk} \)) and solvent–water systems (\( \log_{10} K_{SWk} \)) compiled in this and previous work [15] is used as an additional external validation dataset to test the overall predictive power of the methods in the current work when used in combination. There are

### Table 5 Validation statistics for system parameters predicted with solute descriptor QSPRs and empirical correlations from [15]

| Statistic | Subset | \( s \) | \( a \) | \( b \) | \( v \) | \( l \) | \( c \) |
|-----------|--------|--------|--------|--------|--------|--------|--------|
| \( r^2 \) | All    | 0.806  | 0.795  | 0.791  | 0.725  | 0.772  | 0.822  |
| RMSE     | All    | 0.25   | 0.53   | 0.14   | 0.14   | 0.03   | 0.05   |
| \( n \)  | All    | 353    | 353    | 353    | 353    | 353    | 353    |
| \( r^2 \) | In AD  | 0.860  | 0.841  | 0.685  | 0.748  | 0.800  | 0.880  |
| RMSE     | In AD  | 0.20   | 0.46   | 0.12   | 0.14   | 0.03   | 0.04   |
| \( n \)  | In AD  | 321    | 319    | 326    | 305    | 305    | 304    |
| \( r^2 \) | Out of AD | 0.316 | 0.254  | 0.695  | 0.616  | 0.626  | 0.509  |
| RMSE     | Out of AD | 0.50  | 0.97   | 0.27   | 0.19   | 0.05   | 0.08   |
| \( n \)  | Out of AD | 32    | 34     | 27     | 48     | 48     | 49     |
| \( r^2 \) | UL 0   | 0.709  | 0.692  | 0.755  | 0.815  | 0.703  | 0.797  |
| RMSE     | UL 0   | 0.08   | 0.27   | 0.09   | 0.10   | 0.03   | 0.04   |
| \( n \)  | UL 0   | 16     | 16     | 16     | 15     | 15     | 156    |
| \( r^2 \) | UL 1   | 0.684  | 0.629  | 0.934  | 0.744  | 0.803  | 0.902  |
| RMSE     | UL 1   | 0.20   | 0.39   | 0.15   | 0.14   | 0.03   | 0.04   |
| \( n \)  | UL 1   | 261    | 219    | 14     | 290    | 290    | 148    |
| \( r^2 \) | UL 2   | 0.316  | 0.254  | 0.695  | 0.616  | 0.626  | 0.509  |
| RMSE     | UL 2   | 0.50   | 0.97   | 0.27   | 0.19   | 0.05   | 0.08   |
| \( n \)  | UL 2   | 32     | 34     | 27     | 48     | 48     | 49     |
| \( r^2 \) | UL 4   | 0.491  | 0.293  | –      | –      | –      | –      |
| RMSE     | UL 4   | 0.25   | 0.63   | 0.12   | –      | –      | –      |
| \( n \)  | UL 4   | 44     | 84     | 296    | 0      | 0      | 0      |
two sources of solute descriptors: experimental values and QSPR predictions; and four sources of system parameters: experimental, experimental solute descriptors + empirical correlations, system parameter QSPRs, and solute descriptor QSPRs + empirical correlations. External validation statistics vs. the dataset of log10 Kijk values are shown for all eight combinations of these solute descriptor and system parameter sources are shown in Table 6. A common dataset of 1453 log10 Kijk values was selected so that both the solute and the solvent of every datapoint were both in the external validation datasets of the solute descriptor and system parameter QSPRs. Experimental system parameters are not available for the log10 Kijk values which were calculated from VPk and WSk data as described in Sect. 2.1.4, so a smaller dataset of 1128 log10Kijk values which exclude these data was used in these cases. The predictions are divided into those which are in or out of the AD, which is based on the AD of both the solute and solvent, as described in Sect. 2.2.6. Experimental values and empirical predictions of system parameters using experimental solute descriptors are all considered to be in the AD. Example plots for the two cases where log10 Kijk predictions are based entirely on QSPRs are shown in Figs. 3 and 4. Plots for the other six combinations of solute descriptor and system parameter sources are included in the Supplemental Information as Figs. S1 to S6. External validation data in the figures is divided into log10 KSAk and log10 KSWk to show the differences in predictive power. As was observed in [15] predictive power for log10 KSWk is slightly lower, likely due to the extra steps required to make a prediction, i.e. thermodynamic cycle with log10 Kwak, and possibly more variability in the experimental data. However,
the differences are minor considering the large range of expected values so only aggregate external validation statistics are shown in Table 6 and discussed.

As discussed in Sect. 2.1.4 and in [15] the additional external validation dataset of log$_{10}$ $K_{ij}$ values would ideally include diverse solutes partitioning to diverse solvent systems. However, the available data are limited to diverse solutes partitioning to a
small number of solvent systems, and diverse solvent systems with only one solute each, i.e. the $VP_k$ and $WS_k$ data. An estimated standard error of prediction (ESE) was calculated to extrapolate to the real potential prediction uncertainty, which is included in Table 6. This value is estimated by calculating the variance of the log$_{10}$ $K_{SAk}$ and log$_{10}$ $K_{SWk}$ data for diverse solutes, calculating the variance of the log$_{10}$ $K_{ijk}$ data sourced from $VP_k$ and $WS_k$, and then summing these two variances. The prediction uncertainties for the two different types of log$_{10}$ $K_{ijk}$ data are comparable, and the ESE is within 0.1 of double the overall variance in all cases, suggesting that the prediction uncertainties associated with diverse solutes are comparable to those associated with diverse solvents. This is further supported by the data in Table 6, the RMSE are almost identical for the case when solute descriptors are experimental and system parameters are predicted with QSPRs (0.46), and the opposite case when solute descriptors are predicted with QSPRs and system parameters are experimental (0.45). The second case neglects the $VP_k$ and $WS_k$ sourced data, but the case where solute descriptors are predicted with QSPRs and the system parameters were empirically predicted from experimental solute descriptors also has a very similar RMSE (0.51). The variances also appear to be nearly additive, estimating an RMSE as $(0.46^2 + 0.45^2)^{0.5} = 0.64$ gives a value nearly identical to the RMSE of the case when both solute descriptors and system parameters are predicted with QSPRs (0.62). The same is true when solute descriptors are predicted with QSPRs and system parameters are predicted with solute descriptor QSPRs and empirical correlations, where the estimated and actual RMSE values are 0.58 and 0.55. This near additivity gives some confidence to assigning AD and estimating prediction errors using simple additive propagation of uncertainty.

All the plots with solute descriptors predicted with QSPRs have a small group of obvious outliers below the 1:1 line at a log$_{10} K_{SAk}$ value between 3 and 4, see Figs. 3 and 4, S5 and S6. This group of outliers are all log$_{10} K_{SAk}$ values of nitromethane partitioning in various polar solvent systems. Nitromethane is a small molecule, which are poorly handled by group contribution methods in general, so this is not a surprising result. The error can be attributed primarily to the $S$ value, which has an expected value of 0.95 but was predicted to be 0.19. Other nitro-containing solutes in the additional external validation dataset, including nitroethane and nitropropane have predicted $S$ and log$_{10}$ $K_{SAk}$ values that are close to expected values. The $S$ QSPR assigns nitromethane UL 2, and the aggregate UL for all solute descriptors is also UL 2, so nitromethane is out of the AD.

Cases where system parameters are predicted with the combination of solute descriptor QSPRs and empirical correlations have consistently higher $r^2$ and lower RMSE than cases where system parameters are predicted directly with system parameter QSPRs. Both of these strategies for predicting system parameters apply a combination of QSPRs and empirical correlations, with the major difference being whether the empirical correlations are applied before the QSPRs, i.e. in generating the training dataset, or after the QSPRs. The RMSE for solvents that are within the AD is the same for both strategies, the overall better predictive power is because many more solvents are in the AD when applying the combination of solute descriptor QSPRs and empirical correlations. Better predictive power when using the solute descriptor QSPRs combined with the empirical correlations is likely due to the solute descriptor QSPRs have more training data, which leads to QSPRs with a broader AD. Some caution must be exercised in interpreting these observations, because the additional external validation data is all within the AD of the empirical correlations. This is by design, as described in Sects. 2.1.3 and 2.1.4, so that the empirically predicted system parameters are reliable.
The QSPRs should have better predictive power for solvents that are explicitly out of the AD of the empirical correlations, highly fluorinated alkyl chemicals and siloxanes, but little data are available to examine this possibility. Data for the solvent perfluorohexane is better explained by the system parameter QSPRs than the combination of solute descriptor QSPRs and empirical correlations, RMSE 0.70 vs. 1.10, but this solvent is in the training dataset so it does not constitute an external validation. The training dataset for system parameter QSPRs also contains other solvents with small numbers of fluorine and silicon, so it is possible that general trends of the system parameters with the number of these atoms can be predicted. Cases where the system parameter QSPRs may make more reliable predictions should be apparent by inspecting the AD of the two methods for predicting system parameters, perfluorinated solvents may be within the AD of the system parameter QSPRs but will always be out of the AD of the empirical correlations. There are only 34 datapoints in the additional external validation dataset where the UL of the system parameter QSPRs is lower than the UL of the solute descriptor QSPRs combined with the empirical correlations. The RMSE vs. expected values is slightly lower when applying system parameter QSPRs for these data, 0.43 vs. 0.49.

4 Conclusions

The QSPRs developed in this work have immediate utility in environmental and pharmacological chemistry. The new solute descriptor QSPRs have comparable or better external validation statistics as the preliminary QSPRs already in use [31]. Additional utility added by this work is the possibility to predict solvent-air partitioning as $\log_{10} K_{SAk}$ for arbitrary pairs of solutes and solvents, including cases where the solute and solvent are the same, i.e. vapor pressure. These new models greatly expand the applicability of the property estimation methods pioneered and developed by Abraham.

The domain of the developed methods is explicitly liquid solvents at room temperature, so some care must be taken to ensure that the methods presented in this work are only applied to liquids. Future work will explore the possibility of applying the methods in this work to solid phases in some limited circumstances. Some domain checks are built into the developed methods; the empirical correlations were calibrated on a dataset of diverse liquid solvents [15], and the system parameter QSPRs are similarly calibrated on the same liquid solvents, and additional solvents which were identified as being liquids. If predictions from either of these methods are identified as within the AD, then the solvent is also likely a liquid due to its similarity to other known liquids. Predictions for solvents which are identified as out of the AD should be treated with more caution, confirming their phase with experimental data if possible, or at minimum predicting their $MP$ and $BP$ using the PPLFERs calibrated in this work.

If a solvent can be reasonably assumed to be a liquid, then the workflow shown Fig. 5 can be followed to select the appropriate combination of solute descriptor and system parameter predictions. The number of solvents with calibrated system parameters but no solute descriptors is small, so this possibility is neglected. The first step should be to search
the UFZ LSER database [31] for experimental solute descriptors, and the previous work [15] and the UFZ database for system parameters. If these can be found, then experimental data should always be preferred. Lacking experimental data, both QSPR-based predictions should be applied to predict system parameters for the solvent. If the combination of solute descriptor QSPRs and empirical correlations has an assigned UL equal to or less than that assigned to the system parameter QSPR predictions, then the combination prediction should be used. In the remaining cases the system parameter QSPRs should be applied. Following this, thermodynamic cycles can be applied to predict \( \log_{10} K_{SWk} \), for example, or partitioning in other solvent–solvent systems. It should be noted that the solvent phases will be “dry” in these applications, i.e. mutual solubility of solvents is assumed to be zero. Predicting partitioning to mixed solvent phases, including “wet” solvents will be the subject of future work.

Fig. 5  Schematic of decision tree for calculating \( \log_{10} K_{SAk} \) for arbitrary solutes and solvents
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