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Abstract

Several recent studies have shown that the use of extra in-distribution data can lead to a high level of adversarial robustness. However, there is no guarantee that it will always be possible to obtain sufficient extra data for a selected dataset. In this paper, we propose a biased multi-domain adversarial training (BiMAT) method that induces training data amplification on a primary dataset using publicly available auxiliary datasets, without requiring the class distribution match between the primary and auxiliary datasets. The proposed method can achieve increased adversarial robustness on a primary dataset by leveraging auxiliary datasets through multi-domain learning. Specifically, data amplification on both robust and non-robust features can be accomplished through the application of BiMAT as demonstrated through a theoretical and empirical analysis. Moreover, we demonstrate that while existing methods are vulnerable to negative transfer due to the distributional discrepancy between auxiliary and primary data, the proposed method enables neural networks to flexibly leverage diverse image datasets for adversarial training by successfully handling the domain discrepancy through the application of a confidence-based selection strategy. The pre-trained models and code are available at: https://github.com/Sachyung-Lee/BiMAT.

1. Introduction

The usefulness of adversarial examples in training deep neural networks (DNNs) demonstrates that the method through which these structures perceive the world is markedly different from that employed by humans. Many approaches [1] have been proposed to bridge the gap in adversarial robustness between humans and DNNs. Among these, training based on the use of adversarial examples as training data is considered as the most effective method to improve the robustness of DNNs. Unfortunately, as demonstrated by Schmidt et al. [34], the sample complexity of adversarial robust generalization is substantially higher than that of standard generalization. To address this issue, several recent studies [4, 38] leveraged extra (in-distribution) unlabeled data and developed methods for improving the sample complexity of robust generalization. However, although such methods enable state-of-the-art adversarial robustness, they are not always capable of obtaining extra in-distribution data for any selected data distribution. In this paper, we propose a biased multi-domain adversarial training (BiMAT) method to improve the adversarial robustness of a classifier on a primary dataset based on the use of publicly available (labeled) auxiliary datasets. The proposed method yields the desired effect based on the following assumption:

Assumption 1. A common robust and non-robust feature space exists between the primary and auxiliary datasets.

Figure 1 shows that robust features [21] exhibit human-perceptible patterns. We may assume that if two datasets are similar from a human perspective, then they share robust features. However, non-robust features are imperceptible to humans, thus, we cannot determine whether Assumption 1 is correct by a human perception. Fortunately, recent studies [28, 24] have provided empirical evidence in support of the presence of a common non-robust feature space among diverse image datasets. Therefore, unlike existing state-of-the-art methods [4, 38], which employ in-distribution data, under BiMAT, the distribution of the auxiliary dataset and the corresponding primary dataset can differ. For example,
by applying BioMAT, we can leverage CIFAR-100 [22], Places365 [44], or ImageNet [8, 12] as an auxiliary dataset for adversarial training on CIFAR-10 [22].

The proposed method achieves an inductive transfer between adversarial training on the primary task (referred to as the “primary task”) and auxiliary dataset (referred to as “auxiliary task”). In other words, BioMAT learns primary and auxiliary tasks in parallel within the framework of multi-domain learning [27], and the inductive bias provided by the auxiliary tasks is transferred to the primary task through a common hidden structure. This mechanism can be considered to be an increase in the size of the training dataset [5]. In addition, based on studies that have demonstrated the presence of non-robust features [40, 21], we classify the effects of adversarial training into two types and demonstrate the usefulness of the proposed method irrespective of the type considered. In particular, we dissociate the compound effect of the proposed method into the effects of non-robust feature regularization and robust feature learning and assess the contribution of each through the use of the expectation of random labels [5, 24]. Our experimental results on the CIFAR datasets and ImageNet demonstrate that BioMAT can effectively use training signals generated from various auxiliary datasets. Furthermore, we show that while existing methods are vulnerable to negative transfer due to the distributional discrepancy between auxiliary and primary data, the proposed method enables neural networks to flexibly leverage diverse image datasets for adversarial training by successfully dealing with domain discrepancy through the application of a confidence-based selection strategy.

2. Biased multi-domain adversarial training

2.1. Method

Existing state-of-the-art methods leveraging extra unlabeled data [4, 38] first remove out-of-distribution (OOD) data from a given auxiliary dataset, and then use the remaining data for training with pseudo-labels. Therefore, they are only effective when a given auxiliary dataset contains a large number of in-distribution data, and are suboptimal in terms of data utility. To maximize the data utility, we leverage given auxiliary data via multi-domain learning [13]. Multi-domain learning is a strategy for improving the performance of tasks that solve the same problem across multiple domains by sharing information across these domains. In standard settings, domains typically share semantic features. For example, in the Office dataset [33], data that belong to the same class (e.g., keyboard) are separated into different domains (e.g., amazon, webcam). In adversarial settings, by contrast, it is possible to find evidence for tighter-than-expected relationships between different datasets [28]. In particular, the use of domain-agnostic adversarial examples [28] and robust training methods that leverage different datasets [6, 24] demonstrates that common adversarial spaces can exist across different datasets. Therefore, our proposed method expands the range of related domains relative to that considered under standard settings with the goal of maximizing the adversarial robustness of the classifier on one primary dataset. In this respect, BioMAT differs from standard multi-domain learning, for which the primary goal is increasing the average performance over multiple domains.

We classify given auxiliary data into two types: (i) auxiliary data that share robust and non-robust features [21] with the primary dataset; and (ii) that share only non-robust features with the primary dataset. We do not consider auxiliary data sharing only robust features with the primary dataset based on studies demonstrating the presence of a common non-robust feature space among diverse image datasets [36, 24]. As previous multi-domain learning studies observed [5, 27], using (i) will be beneficial to the primary task performances. By contrast, (ii) can help the primary task by regularizing the shared non-robust features but, at the same time, it can suppress the advantages of multi-domain learning by generating an inductive bias toward extraneous robust features—an effect, called “negative transfer”. Therefore, we need a method that can acquire training signals for non-robust features without achieving inductive bias for robust features from (ii). In Sec. 2.2, we theoretically demonstrate that for each of the two data types, multi-domain learning can improve the adversarial robustness of the primary task in a simple Gaussian model. Especially, in the theoretical case of infinite batch size, we demonstrate that
the adversarial training on (ii) with random labels can improve adversarial robustness while avoiding negative transfer. Based on our theoretical analysis, we propose the use of the expectation of random labels (\( y_{ER} \)) on (ii). Interestingly, the use of \( y_{ER} \) is identical to the recently proposed OAT method [24], which uses OOD data to improve adversarial robustness. We compare our method with OAT in Appendix D. To classify given auxiliary data into the two types, our proposed method utilizes a confidence-based data selection strategy. Confidence scores are used in many research fields, including semi-supervised learning [37, 32] and OOD detection [18]. For example, in the case of semi-supervised learning, high-confidence unlabeled data are used with their pseudo-labels, while the remaining unlabeled data are not used. By contrast, in our proposed method, the use of \( y_{ER} \) naturally separates the auxiliary data according to their robust features, and adversarial training algorithms for each of the two data types are applied. We provide the detailed description of the confidence-based selection strategy in Sec. 2.4.

To sum up, we consider a multi-domain learning problem on a primary dataset \( D \subset \mathcal{X} \times \mathcal{Y} \) and an auxiliary dataset \( \tilde{D} \subset \mathcal{X} \times \tilde{\mathcal{Y}} \). \( \tilde{D} \) is divided into two data subsets \( \tilde{D}_{\text{high}} \) (high confidence) and \( \tilde{D}_{\text{low}} \) (low confidence) through the confidence-based selection strategy. The hypotheses of the tasks are denoted by \( h_{\text{pri}}: \mathcal{X} \rightarrow \mathcal{Y} \) and \( h_{\text{aux}}: \mathcal{X} \rightarrow \tilde{\mathcal{Y}} \), where \( h_{\text{pri}} = f_{\text{pri}} \circ g \) and \( h_{\text{aux}} = f_{\text{aux}} \circ g \). Here, \( f_{\text{pri}} \) and \( f_{\text{aux}} \) are the prediction functions that output class probabilities for the primary and auxiliary datasets, respectively, and \( g \) is the shared feature embedding function. The loss function for \( D \) is defined as \( \ell = E_{(x,y) \sim D} \left[ f_{\text{adv}}(x, y; h_{\text{pri}}, S) \right] \), where \( \ell_{\text{adv}} \) is the adversarial loss, and \( S \) represents the set of perturbations an adversary can apply. Any existing adversarial losses [25, 43] can be employed for \( \ell_{\text{adv}} \). In addition, the loss for \( \tilde{D} \) is defined as \( \ell = \frac{1}{|\tilde{D}|} \sum_{(\tilde{x}, \tilde{y}) \sim \tilde{D}_{\text{high}}} \ell_{\text{adv}}(\tilde{x}, \tilde{y}; h_{\text{aux}}, S) + \frac{1}{|\tilde{D}|} \sum_{(\tilde{x}, \tilde{y}) \sim \tilde{D}_{\text{low}}} \ell_{\text{adv}}(\tilde{x}, \tilde{y}; \hat{h}_{\text{pri}}, \hat{S}) \). Our goal is to attain a small adversarial loss on the primary dataset. Thus, the proposed method minimizes the following loss:

\[
\mathcal{L} = \ell + \alpha \ell', \quad \text{where } \alpha \in [0, 1].
\]

2.2. Theoretical motivation

We analyze the proposed method from the perspective of non-robust feature regularization and robust feature learning, which are the two effects of adversarial training. In particular, we define a simple Gaussian model to demonstrate how the proposed method induces training data amplification using an auxiliary dataset that satisfies Assumption 1.

**Preliminary.** Tsipras et al. [40] described the effect of adversarial training by constructing a classification task through which training examples \( (x, y) \in \mathbb{R}^{d+1} \times \{\pm 1\} \) are drawn from a distribution, as follows:

\[
y \overset{u.a.r.}{\sim} \{-1, +1\}, \quad x_1 = \begin{cases} +y & \text{w.p. } p \\ -y & \text{w.p. } 1 - p \end{cases}, \quad x_2, \ldots, x_{d+1} \overset{i.i.d.}{\sim} \mathcal{N}(\eta y, 1),
\]

where \( x_1 \) is a robust feature that robustly correlates to the label \( (p \geq 0.5) \), and the remaining features \( x_2, \ldots, x_{d+1} \) are non-robust features that are vulnerable to adversarial attacks \( (0 < \eta < \ell_\infty\text{-bound}) \). For this data distribution, the authors demonstrated that the following linear classifier could attain a standard accuracy arbitrarily close to 100%, although it is susceptible to adversarial attacks:

\[
f(x) = \text{sign}(w_{\text{unif}}^T x), \quad \text{where } w_{\text{unif}} = \left[ \frac{0}{d}, \ldots, \frac{1}{d} \right].
\]

Notably, the following lemma indicates the importance of adversarial training:

**Lemma 1.** (Tsipras et al.) Adversarial training results in a classifier that assigns zero weight to non-robust features \( x_2, \ldots, x_{d+1} \).

Lemma 1 shows that adversarial training (i) lowers the sensitivity of the classifier to non-robust features and (ii) achieves a certain level of classification accuracy by learning robust features. We refer to (i) and (ii) as non-robust feature regularization and robust feature learning, respectively.

**Setup and overview.** Given a shared feature embedding function \( g: \mathcal{X} \rightarrow Z \), we define primary and auxiliary data models in the feature space \( Z \), sampled from each of the following distributions:

(Primary) \( y \overset{u.a.r.}{\sim} \{-1, +1\}, \quad z_1 \overset{i.i.d.}{\sim} \mathcal{N}(y, u^2), \quad z_2, \ldots, z_{d+1} \overset{i.i.d.}{\sim} \mathcal{N}(\eta y, 1) \),

(Auxiliary) \( \tilde{y} = \text{sign}(\gamma) \cdot y, \quad \tilde{z}_1 \overset{i.i.d.}{\sim} \mathcal{N}(\gamma|y|, \nu^2), \quad \tilde{z}_2, \ldots, \tilde{z}_{d+1} \overset{i.i.d.}{\sim} \mathcal{N}(\eta \gamma|y|, 1) \),

where \( \gamma \in [-1, 1] \) is the correlation coefficient between the two tasks. We use the accent (tilde) to represent variables associated with the “auxiliary task”. In Eq. (4), \( z_1 \) is a robust feature that robustly correlates to the label, whereas the other features \( z_2, \ldots, z_{d+1} \) are non-robust features that are vulnerable to adversarial attacks \((0 < \eta < \ell_\infty\text{-bound})\). If the two datasets are highly correlated in terms of robust and non-robust features, from Eq. (3), it is evident that the following linear classifiers can achieve a high standard accuracy on the
primary and auxiliary datasets, respectively, although they have low adversarial robustness:

\[
\begin{align*}
(\text{Primary}) \quad p(y \mid z) &= \frac{1 - y}{2} + y\sigma(w^\top z), \\
(\text{Auxiliary}) \quad p(\hat{y} \mid \hat{z}) &= \frac{1 - \hat{y}}{2} + \hat{y}\sigma(\gamma w^\top \hat{z}),
\end{align*}
\]

(5)
where \( w = [0, \frac{1}{d}, \ldots, \frac{1}{d}] \), and \( \sigma(\cdot) \) denotes a sigmoid function. To study the effect of adversarial training on the auxiliary task on the non-robust feature regularization for the primary task, we derive the gradients of the primary and auxiliary adversarial losses with respect to the non-robust features, which are then back-propagated through the shared feature embedding function \( g \). In addition, we demonstrate how the use of random labels enables us to dissociate the compound effect of the proposed method into the effects of non-robust feature regularization and robust feature learning.

Non-robust feature regularization. First, we generate the adversarial feature vector of our classification model \( z_{adv} = g(x + \delta) : \delta \in \mathcal{S} \), where \( x \in \mathcal{X} \) denotes the auxiliary input vector. The objective function of the adversary to deceive our model is the cross-entropy loss \([25]\).

**Lemma 2.** Let \( i \in \{2, \ldots, d + 1\} \) and \( \eta < \lambda < 1 \). Then, the expectation of the adversarial feature vector against the auxiliary task is

\[
\mathbb{E} \left[ z_{adv}^i \right] = y, \quad \mathbb{E} \left[ z_{adv} \right] = (\eta - \lambda)y.
\]

Proof is in Appendix A. The stochastic gradient descent to the cross-entropy loss on \( z_{adv} \) is applied to update our classification model. In particular, by deriving the auxiliary loss gradient with respect to the adversarial feature vector, we determine the training signals that are generated from the auxiliary task and transferred to the primary task through the shared feature embedding function.

**Theorem 2.** Let \( \ell(\cdot; w) \) and \( \widehat{\ell}(\cdot; \gamma w) \) be the loss functions of the primary and auxiliary tasks, respectively, and \( t = \frac{1}{2}(y + 1) \). When the auxiliary data are closely related to the primary data from the perspective of robust and non-robust features, i.e., \(|\gamma| = 1\), the expectation of the gradient of \( \widehat{\ell} \) with respect to \( z_{adv}^i \) : \( i \in \{2, \ldots, d + 1\} \) is

\[
\mathbb{E} \left[ \frac{\partial \widehat{\ell}}{\partial z_{adv}^i} \right] = \frac{1}{d} \mathbb{E} \left[ \sigma(w^\top z_{adv}^i) - t \right] = \mathbb{E} \left[ \frac{\partial \ell}{\partial z_{adv}^i} \right].
\]

The theoretical results in the cases of \(|\gamma| < 1\) (weak correlation) are discussed in Appendix A. From Lemma 2 and Theorem 1, for \( i \in \{2, \ldots, d + 1\} \), it can be seen that \( \text{sign} \left( \mathbb{E} \left[ z_{adv}^i \right] \right) = \text{sign} \left( \mathbb{E} \left[ \frac{\partial \ell}{\partial z_{adv}^i} \right] \right) \). That is, the application of a gradient descent guides the shared feature embedding function to pay less attention to non-robust features. In addition, Theorem 1 shows that if the auxiliary task is closely related to the primary task in terms of non-robust features, the training signals obtained from the auxiliary adversarial loss and back-propagated to the shared feature embedding function have the same effect as those of the primary task from the perspective of non-robust feature regularization. Therefore, this can be considered data amplification for non-robust feature regularization.

**Robust feature learning.** If \(|\gamma| = 1\) and the weight value for the robust feature \( z_1 \) is non-zero, clearly, the auxiliary task on \( z_{adv} \) can induce data amplification for robust feature learning as well as non-robust feature regularization. However, when the auxiliary dataset contains extraneous robust features, the learning on \( z_{adv} \) may lead to negative transfer, which suppresses the advantages of multi-domain learning. To prevent inductive transfer between tasks, Caruana [5] shuffled the class labels among all samples in the auxiliary dataset. Similarly, to avoid negative transfer, the use of random labels can be considered in our case. To investigate the effect of adversarial training on the shuffled auxiliary dataset, we replace the true labels in the auxiliary data defined in Eq. (4) with random labels. That is, we define the auxiliary feature-label pairs, \((\tilde{z}, q) \in \mathbb{R}^{d+1} \times \{\pm 1\}\), sampled from a distribution as follows:

\[
\tilde{z}_1 \sim \mathcal{N}(y|\gamma|, \nu^2), \quad \tilde{z}_2, \ldots, \tilde{z}_{d+1} \sim \mathcal{N}(\eta y|\gamma|, 1), \quad q \sim \{1, -1\}.
\]

For the case in which the auxiliary task is adversarially trained on \((\tilde{z}, q)\) pairs with the cross-entropy loss, the following theorem can be proven:

**Theorem 3.** Let \( \tilde{\ell}(\cdot; \gamma w) \) be the loss function of the auxiliary task. Then, if \(|\gamma| = 1\), with high probability, the signs of \( z_{adv}^i : i \in \{2, \ldots, d + 1\} \) and the auxiliary loss gradient with respect to \( z_{adv}^i \) are

\[
\text{sign} \left( z_{adv}^i \right) = -\eta q = \text{sign} \left( \frac{\partial \tilde{\ell}}{\partial z_{adv}^i} \right).
\]

Because the gradient with respect to \( z_{adv}^i \) is of the same sign as \( z_{adv}^i \) with high probability, the application of a gradient descent makes the shared feature embedding function to refrain from using non-robust features, thereby enabling the model to achieve non-robust feature regularization. Conversely, the shuffled dataset cannot provide any robust features because the use of random labels completely eliminates the relationship between images and labels. To further investigate the effect of adversarial training on the shuffled auxiliary dataset with regard to robust feature learning, we assign a positive number to the weight (defined in Eq. (5)).
corresponding to the robust feature $z_1$ and derive the training signals that are sent to the shared feature embedding function as follows:

**Theorem 3.** Let $\tilde{t}(\gamma w)$ be the loss function of the auxiliary task. Then, if $|\gamma| = 1$ and $w_1 > 0$, with high probability, the signs of $z_{adv}^1$ and the auxiliary loss gradient with respect to $z_{adv}^1$ are

$$\text{sign}(z_{adv}^1) = y, \quad \text{sign} \left( \frac{\partial \tilde{t}}{\partial z_{adv}^1} \right) = -\gamma q. \quad (10)$$

Assuming that the classification model is still vulnerable to adversarial examples, $\frac{\partial \tilde{t}}{\partial z_{adv}^1}$ is independent of $q$ because an adversary can always yield a large loss regardless of $q$. Hence, in the theoretical case of an infinite batch size, the adversarial training on the shuffled auxiliary dataset will not affect the robust feature learning for the primary task because $y$ and $q$ are independent of each other, and $q$ is sampled uniformly at random. In practice, however, the minibatch gradient descent is employed to train DNNs, and thus, unfavorable training signals can be generated from the auxiliary task on the shuffled dataset in terms of robust feature learning. To resolve this issue, we use the expectation of random labels instead of the one-hot random labels. Furthermore, to close the gap between the theory ($|\gamma| = 1$) and practice, we use a shared prediction function for the primary and the shuffled auxiliary data. In other words, we assign $y^{FR} = [\frac{1}{N}, \ldots, \frac{1}{N}]$, where $c$ is the number of the classes in the primary dataset, to the auxiliary data to observe only the effectiveness of non-robust feature regularization while excluding the contribution of robust feature learning.

### 2.3. Empirical evidence

To empirically demonstrate the arguments developed above, we conduct a test confirming the following two statements: (i) When $D$ has a weak relationship with $\hat{D}$ in terms of robust features, the use of $y^{FR}$ ($I_{\text{high}} = \emptyset$ and $I_{\text{low}} = \{0, 1, \ldots, |\hat{D}| - 1\}$ in Fig. 2) results in better adversarial robustness than that produced by the use of $\hat{y}$ ($I_{\text{high}} = \{0, 1, \ldots, |\hat{D}| - 1\}$ and $I_{\text{low}} = \emptyset$ in Fig. 2), and (ii) when $\hat{D}$ is closely related to $D$ in terms of robust features, the use of $y^{FR}$ results in worse adversarial robustness than that produced by the use of $\hat{y}$. Table 1 lists the results of executing the test using CIFAR-10 as the primary dataset $D$. Here, we use SVHN [29], CIFAR-100, and Places365 as auxiliary datasets that are weakly related to CIFAR-10 in terms of robust features, based on the previous OOD detection studies [18, 35]. In addition, we use ImageNet as an auxiliary dataset that is closely related to CIFAR-10 from the perspective of robust features [17, 7]. As shown, for SVHN, CIFAR-100, and Places365, the use of $y^{FR}$ leads to better adversarial robustness than that induced by the use of $\hat{y}$, even though image-label mappings in the auxiliary datasets are disrupted. These results demonstrate that the robust feature learning induced by using all the image-label pairs $(\hat{x}, \hat{y})$ in each of the SVHN, CIFAR-100, and Places365 datasets is detrimental to the primary task on CIFAR-10. By contrast, for ImageNet, the fact that blocking robust feature learning using $y^{FR}$ leads to less performance improvement indicates that beneficial inductive transfer in terms of robust feature learning can be achieved from the auxiliary task on ImageNet. That is, ImageNet shares a large number of robust features as well as non-robust features with CIFAR-10.

#### 2.4. A confidence-based selection strategy

Our analysis demonstrate that when using an auxiliary dataset for the primary task, the optimal algorithm to be applied varies according to the relationship between the two datasets in terms of robust features. In real world scenario, however, the auxiliary dataset may contain both favorable and unfavorable robust features for the primary task. Hence, we introduce a sample-wise selection strategy in our proposed method. The selection strategy is required to classify given auxiliary data into two groups based on the robust features, and the robust features exhibit human-perceptible patterns as shown in Fig. 1. Therefore, the objective of the selection strategy is consistent with that of existing OOD detection methods [18, 35]. Hendrycks et al. [18] proposed an OOD detection method using the confidence scores of the query data. To be specific, they trained models to give OOD samples a uniform posterior. Interestingly, the use of $y^{FR}$ is naturally connected to their proposed method. That is, the use of $y^{FR}$ achieves non-robust feature regularization without resulting in negative transfer while at the same time lowering the confidence scores of data irrelevant to the primary task in terms of robust features. On this basis, our selection strategy classify given auxiliary data samples based on their confidence scores. The proposed confidence-based method first (i) trains a classifier from scratch on the primary dataset; (ii) after a few epochs (warm-up), sets up a threshold using a hyperparameter $\pi \in \mathbb{R}^+$ and the mean confidence of the sampled primary data to sort out the auxiliary data samples that are likely to cause negative transfer; (iii) selects the lower-
Algorithm 1 Biased multi-domain adversarial training (BiaMAT) with the confidence-based selection strategy

Require: Primary dataset \( D \), auxiliary dataset \( D \), model parameter \( \theta \), training iterations \( K \), warmup iterations \( K_w \), learning rate \( \tau \), hyperparameters \( \alpha \in \mathbb{R}^+ \) and \( \pi \in \mathbb{R}^+ \)

1: \( \text{for } k = 1 \text{ to } K_w \text{ do} \)
2:   /* Warm-up training on \( D \) */
3:   Sample a minibatch \( B \sim D \)
4:   \( \mathcal{L} \leftarrow E_{(x,y)} \sim B [\ell_{\text{adv}}(x, y; h_{\text{pri}}, S)] \)
5:   \( \theta \leftarrow \theta - \tau \cdot \nabla_{\theta} \mathcal{L} \)
6: \( \text{end for} \)
7: /* Confidence threshold */
8: \( \omega \leftarrow \pi \cdot E_{(x,y)} \sim B [\max h_{\text{pri}}(x)] \)
9: \( \text{for } k = K_w + 1 \text{ to } K \) do
10:   Sample a minibatch pair \( B \sim D \) and \( \tilde{B} \sim \tilde{D} \)
11:   \( \ell \leftarrow E_{(x,y)} \sim B [\ell_{\text{adv}}(x, y; h_{\text{pri}}, S)] \)
12:   \( \ell_{\text{low}} \leftarrow 0, 0 \)
13: /* Confidence-based selection strategy */
14: for \( \hat{x}, \hat{y} \) in \( \tilde{B} \) do
15:   if \( \max h_{\text{pri}}(\hat{x}) < \omega \) then
16:     \( \ell_{\text{low}} \leftarrow \frac{1}{|\tilde{B}|} \ell_{\text{adv}}(\hat{x}, \hat{y}; h_{\text{ER}}; h_{\text{pri}}, S) \)
17:   else
18:     \( \ell_{\text{high}} \leftarrow \frac{1}{|\tilde{B}|} \ell_{\text{adv}}(\hat{x}, \hat{y}; h_{\text{aux}}, S) \)
19:   end if
20: end for
21: \( \mathcal{L} \leftarrow \ell + \alpha (\ell_{\text{low}} + \ell_{\text{high}}) \)
22: \( \theta \leftarrow \theta - \tau \cdot \nabla_{\theta} \mathcal{L} \)
23: end for
24: Output: adversarially robust classifier \( h_{\text{pri}} = f_{\text{pri}} \circ g \)

3. Experimental results and discussion

3.1. Experimental setup

Datasets. We complement our analysis with experiments conducted on the CIFAR datasets and ImageNet. ImageNet is resized [8] to dimensions of \( 64 \times 64 \) and then randomly divided into datasets that contain 100 and 900 classes, which are termed ImgNet100 and ImgNet900, respectively. SVHN [29], Places365, and ImageNet are used as auxiliary datasets. Auxiliary data that do not fit the input size of the classifier are resized to the primary data size. For instance, when CIFAR-10 is used as the primary dataset, Places365 is down-sampled to a dimension of \( 32 \times 32 \), and ImageNet32x32 is leveraged.

Adversarial attack methods. Fast gradient sign method (FGSM) [15] is an one-step attack using the sign of the gradient. Madry et al. [25] proposed an iterative application of the FGSM method (PGD). Carlini & Wagner (CW) [3] attack is a targeted attack that maximize the logit of a target class and minimize that of ground-truth. Autoattack (AA) [10] is an ensemble attack that consists of two PGD extensions, one white-box attack [9], and one black-box attack [2]. We focus on the \( \ell_\infty \)-robustness, the most common robustness scenario considered in the field of heuristic defenses [25, 43, 23].

Implementation details. In our experiments, we adopt the adversarial training methods proposed by Madry et al. [25] and Zhang et al. [43] as the baseline methods, denoted by AT and TRADES, respectively. On the CIFAR datasets, we use WRN28-10 [42] and WRN34-10 for AT and TRADES, respectively. Although increasing the number of training epochs is expected to lead to higher adversarial robustness because of the use of additional data, owing to the high-computational complexity of adversarial training, we restrict the training of BiaMAT to 100 or 110 epochs with a batch size of 256 (128 primary and 128 auxiliary data samples, respectively). To evaluate adversarial robustness, we apply multiple attacks, including PGD, CW, and AA, with an \( \ell_\infty \)-bound with the same setting that used in the training. PGD and CW with \( K \) iterations are denoted by PGD\( K \) and CW\( K \), respectively, and the unperturbed test set is denoted by Clean. We consistently select the best checkpoint [41] to measure the adversarial robustness of the model on the test set. Further details regarding the model implementation, including an ablation study on choosing different values of \( \pi \), are summarized and discussed in Appendix E.

3.2. Adversarial robustness under various attacks

Table 2 summarizes the improvements in the adversarial robustness of the models obtained from the application of BiaMAT. The proposed method can freely use various auxiliary datasets as it avoids negative transfer through the
Table 2. Performance improvements (accuracy %) on CIFAR-10, CIFAR-100, and ImageNet100 following application of the proposed method using various datasets. The best results within each baseline method (AT and TRADES) are indicated in bold.

| Primary dataset | Method      | Auxiliary dataset | Clean | PGD$^{100}$ | CW$^{100}$ | AA  |
|-----------------|-------------|-------------------|-------|-------------|------------|-----|
| CIFAR-10        | AT          | -                 | 87.37 | 50.87       | 50.93      | 48.53 |
|                 | AT+BiaMAT   | SVHN              | 87.34 | 51.90       | 51.40      | 48.61 |
| (ours)          |             | CIFAR-100         | 87.22 | 55.93       | 52.09      | 50.08 |
|                 |             | Places365         | 87.76 | 57.00       | 51.70      | 49.48 |
|                 |             | ImageNet          | 88.75 | 57.63       | 53.04      | 50.78 |
|                 | TRADES      | -                 | 85.85 | 56.62       | 55.16      | 53.93 |
|                 | TRADES+BiaMAT | SVHN          | 85.49 | 56.86       | 55.21      | 53.94 |
| (ours)          |             | CIFAR-100         | 87.02 | 58.69       | 56.85      | 55.48 |
|                 |             | Places365         | 87.18 | 59.15       | 56.36      | 55.24 |
|                 |             | ImageNet          | 88.03 | 59.80       | 58.01      | 56.64 |
| CIFAR-100       | AT          | -                 | 62.59 | 26.80       | 26.07      | 24.13 |
|                 | AT+BiaMAT   | Places365         | 63.44 | 32.61       | 28.53      | 26.49 |
| (ours)          |             | ImageNet          | 64.05 | 33.74       | 29.78      | 27.65 |
|                 | TRADES      | -                 | 62.04 | 32.53       | 30.07      | 28.82 |
|                 | TRADES+BiaMAT | Places365   | 64.58 | 34.38       | 30.72      | 29.24 |
| (ours)          |             | ImageNet          | 65.82 | 36.36       | 33.42      | 31.87 |
| ImgNet100       | AT          | -                 | 66.60 | 35.46       | 31.90      | 29.54 |
|                 | AT+BiaMAT   | Places365         | 70.04 | 40.52       | 33.24      | 30.64 |
| (ours)          |             | ImageNet900       | 68.00 | 40.18       | 35.00      | 32.88 |
|                 | TRADES      | -                 | 56.16 | 27.90       | 22.98      | 21.90 |
|                 | TRADES+BiaMAT | Places365 | 57.80 | 29.30       | 24.14      | 23.06 |
| (ours)          |             | ImageNet          | 58.76 | 31.26       | 25.98      | 24.98 |

application of the confidence-based selection strategy; in fact, a comparison of Tab. 1 and Tab. 2 demonstrates that the proposed method effectively overcomes negative transfer and achieves only beneficial training signals for the primary task from the auxiliary task. To observe how the confidence-based selection strategy works while the model is being trained through the application of the proposed method, we define a ratio $\frac{n_{\text{high}}}{n_{\text{total}}}$, where $n_{\text{high}}$ and $n_{\text{total}}$ denote the amount of auxiliary data and the higher-than-threshold auxiliary data within each training batch, respectively. That is, the ratio represents the percentage of data used for robust feature learning as well as non-robust feature regularization for an auxiliary dataset. Figure 3 shows the plot of the ratio $\frac{n_{\text{high}}}{n_{\text{total}}}$ at $\pi = 0.55$ (defined in Algorithm 1) during the training of the AT+BiaMAT models using various auxiliary datasets on CIFAR-10. As shown, the confidence-based selection strategy successfully filters out data that are likely to induce negative transfer for the primary task. In other words, a relatively high percentage of ImageNet data are used for robust feature learning, and each of the SVHN, CIFAR100, and Places365 datasets are mostly used with $y^{FR}$, which is consistent with the results listed in Tab. 1. Additional analysis is in Appendix F.

We conduct several experiments to further investigate the proposed method. (Appendix B) To observe the effects of the use of more auxiliary datasets, we train a BiaMAT model using a combination of two auxiliary datasets; the results show that the use of more auxiliary datasets does not always lead to further improvements in adversarial robustness. In other words, the relationship (in terms of robust and non-robust features) between the primary and auxiliary datasets is more important to BiaMAT than the number of auxiliary datasets. (Appendix C) To further demonstrate that robust feature learning can be achieved from the auxiliary task in BiaMAT, we construct robust datasets [21] from the AT and AT+BiaMAT models and normally train models from scratch on each robust dataset ($D^{AT}$ and $D^{BiaMAT}$); the results show that $D^{BiaMAT}$ results in more robust models than those trained on $D^{AT}$, implying that BiaMAT enables DNNs to learn better robust features via inductive transfer between adversarial training on the primary and auxiliary datasets.
Table 3. Comparison (accuracy %) of the effectiveness of BiasMAT with the semi-supervised [4] and pre-training [17] methods on CIFAR-10.

| Method                  | Auxiliary dataset | Clean | PGD↑100 | CW↑100 | AA  |
|-------------------------|-------------------|-------|---------|--------|-----|
| TRADES (baseline)       | -                 | 85.85 | 56.62   | 55.16  | 53.93 |
| Hendrycks et al. [17]   | CIFAR-100         | 80.21 | 45.68   | 44.52  | 42.36 |
|                         | ImageNet          | 87.11 | 57.16   | 55.43  | 55.30 |
| Carmon et al. [4]       | CIFAR-100         | 82.61 | 54.32   | 51.64  | 50.81 |
|                         | Places365         | 83.95 | 56.72   | 53.95  | 52.81 |
|                         | ImageNet          | 85.42 | 57.46   | 54.66  | 53.79 |
|                         | ImageNet-500k     | 86.02 | 59.49   | 56.43  | 55.63 |
| TRADES+BiasMAT (ours)   | CIFAR-100         | 87.02 | 58.69   | 56.85  | 55.48 |
|                         | Places365         | 87.18 | 59.15   | 56.36  | 55.24 |
|                         | ImageNet          | 88.03 | 59.80   | 58.01  | 56.64 |

3.3. Comparison with other related methods

Carmon et al. [4] proposed a semi-supervised learning technique where the training dataset is augmented with unlabeled in-distribution data; the main difference between this and BiasMAT is the distribution of additional data. For instance, Carmon et al. collected the in-distribution data of CIFAR-10 from 80 Million TinyImages dataset [39] and used the unlabeled data with pseudo-labels. Therefore, no assumptions are required regarding the classes of the primary and auxiliary datasets in our scenario, but the semi-supervised method is ineffective when the primary and auxiliary datasets do not share the same class distributions. To demonstrate this, we assign pseudo-labels to the auxiliary data using a pre-trained classifier and configure each training batch (for TRADES) such that it contains the same amount of primary and pseudo-labeled data, as in [4]. In particular, we sort ImageNet based on the confidence in the CIFAR-10 classes and select the top 50k (or top 5k) samples for each class in CIFAR-10 (or CIFAR-100); this is denoted as ImageNet-500k. As shown in Tab. 3, the Carmon et al. [4] method exhibits lower effectiveness than the proposed method. Specifically, the results obtained using CIFAR-100 and Places365 demonstrate that the semi-supervised method is vulnerable to negative transfer because of the considerable domain discrepancy between the primary and auxiliary datasets.

Hendrycks et al. [17] demonstrated that ImageNet pre-training can improve adversarial robustness on the CIFAR datasets. However, the pre-training method is effective only when a dataset that has a distribution similar to that of the primary data and a sufficiently large number of samples is used. To demonstrate this, we adversarially pre-train the CIFAR-100 and ImageNet [17] models and then adversarially fine-tune them on CIFAR-10. The results in Tab. 3 demonstrate that the pre-training method is ineffective when leveraging datasets that do not satisfy the conditions mentioned above. In other words, because the effect achieved by the pre-training method arises from the reuse of features pre-trained on a dataset that contains a large quantity of data with a distribution similar to that of the primary dataset, CIFAR-100 is not suitable for application of the CIFAR-10 task. Conversely, BiasMAT avoids such negative transfer through the application of a confidence-based strategy. That is, these results emphasize the high compatibility of the proposed method with a variety of datasets. Additional experimental results, including comparisons with OAT [24] or a generative model-based method [16], can be found in Appendix D.

4. Conclusions and future directions

In this study, we develop BiasMAT, a method that uses publicly available (labeled) auxiliary datasets to reduce the large gap between training and test errors in adversarial training. Our theoretical and empirical analysis demonstrate that the effectiveness of BiasMAT can be attributed to two factors: non-robust feature regularization and robust feature learning. In particular, we show that while existing methods are vulnerable to negative transfer due to the distributional discrepancy between auxiliary and primary data, BiasMAT can successfully overcome negative transfer through the application of a confidence-based selection strategy. In this study, however, the application of any method that can improve the performance of multi-domain learning is not considered. In addition, there is room for improvement in the effectiveness of BiasMAT with regard to the strategy used to avoid negative transfer. In future work, therefore, we will develop algorithms in which additional techniques, such as the use of adaptive weighting strategies [26], are implemented.
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