A measure for chaotic scattering amplitudes
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We propose a novel measure of chaotic scattering amplitudes. It takes the form of a log-normal distribution function for the ratios $r_n = \frac{\delta_n}{\delta_{n+1}}$ of (consecutive) spacings $\delta_n$ between two (consecutive) peaks of the scattering amplitude. We show that the same measure applies to the quantum mechanical scattering on a leaky torus as well as to the decay of highly excited string states into two tachyons. Quite remarkably the $r_n$ obey the same distribution that governs the non-trivial zeros of Riemann zeta function.

I. INTRODUCTION

Chaotic behavior in classical and quantum mechanical systems has been intensively researched. The study of ergodicity and chaos in continuous quantum field theories and string theories is less mature.

Recently it was proposed in [1–3] to investigate chaotic behavior in string theory by analyzing amplitudes of highly excited string states. The amplitude that was computed is a three-point function: the decay of an excited string into two tachyons. The calculation is done in open bosonic string theory in flat spacetime in the critical dimension $D = 26$.

The erratic behavior in the string amplitude of [2, 3] was demonstrated by the apparent large differences between plots of the decay amplitudes of two states with excitation number $N$ that differ only slightly in the partitioning of $N$. Two natural questions that arise are: what is the origin of this type of chaotic behaviour and how to quantify it in this system – or in any other scattering processes. We will show that the chaotic behavior of string amplitudes can be associated to the large fluctuations on the spin of the highly excited state, even with fixed mass, and propose a new measure of chaos associated with these processes. This measure should be applicable to a wide range of scattering problems.

In order to motivate our proposal, let us recall a common method used to diagnose chaos in Hamiltonian systems, whose random observables are the spacings between energy levels [4],

$$\delta_n = E_{n+1} - E_n$$  (1)

or the ratios of successive spacings

$$r_n = \frac{E_{n+1} - E_n}{E_n - E_{n-1}} = \frac{\delta_{n+1}}{\delta_n}$$  (2)

In chaotic systems the level spacings are distributed as the spacings of eigenvalues of random matrices. The related distribution function for $r_n$ has also been successfully used as a measure of chaos [5, 6, 7].

In analogy to the energy level spacings and the ratio $r_n$, we propose to analyze the scattering amplitude $A(\alpha)$ of [2, 3] using the spacings between successive peaks of $A$ as a function of $\alpha$, where $\alpha$ is a continuous kinematical variable of the scattering problem.

For our present purposes we define the spacings $\delta_n$ between peaks and the ratios $r_n$ as in equations (1) and (2), but replacing the energy levels $E_n$ with $\alpha_n$, the positions of peaks of $A(\alpha)$. Our main result is the analysis of the decay amplitude of a highly excited open bosonic string state into two tachyons. In this case the continuous variable $\alpha$ is the difference between the angle of the outgoing tachyons and the photons used to create the initial state in the approach of Del Giudice, Di Vecchia and Fubini (DDF), first introduced in [8] (see also [9–13] for reviews and modern applications). The spacings are erratic in the sense that they follow the same patterns as the spectra of chaotic systems.

A prototype system displaying chaotic behavior is given by the positions of the non-trivial zeros of the Riemann zeta function [14, 16]. The normalized spacings...
between successive zeros were long observed to follow a distribution very close to the random matrix theory result for the Gaussian unitary ensemble (GUE).

The chaotic properties of the zeta function are directly relevant to the physical problem of scattering on the “leaky torus”, which is a torus with an infinite cusp [17]. The analytic result for the phase shift Φ of an incoming wave as a function of its momentum k, which is the continuous variable relevant for this case, has an erratic part that is essentially the phase of ζ(s) on the line Re[s] = 1. As such, when we look at the spacings for successive maxima of the function Φ(k), the phase displays similar patterns as the non-trivial zeros on the critical line Re[s] = 1/2 [18].

While the distributions of the spacings differ for the three problems we examined, we find that they all exhibit a simple, smooth distribution for the spacing ratios r_n that can be fitted well by a log-normal distribution. That is, log r is normally distributed, and the probability distribution function (PDF) for r is

$$f_{LN}(r) = \frac{1}{\sqrt{2\pi}\sigma^2 r} \exp\left(-\frac{(\log r - \mu)^2}{2\sigma^2}\right)$$ (3)

The random matrix theory distribution for the GUE is very close to a log-normal distribution, with an appropriate choice of σ. The distributions we find are all symmetric in r → 1/r, setting μ = 0, and all have a value of σ within 10% or less of the value closest to the GUE.

The definition of r_n depends on the ordering of the spacings. If the spacings δ_n are all independent random variables, then their order should not matter. Given the set of spacings {δ_n} = {δ_1, δ_2, δ_3, …} one can perform the “shuffling test”: changing the order of the spacings by considering instead the set {δ_{σ(n)}} where σ(n) is some permutation of the indices (which can be either random or predetermined), and then checking if the distribution of r_n remains invariant. The caveat is that one needs to properly normalize the spacings to remove any overall, average n-dependence from δ_n.

II. CHAOS IN THE Riemann Zeta Function

We begin with the analysis of the zeros of the zeta function, since in this case we can benefit from a wealth of available data. We use it as an archetypal example to compare with the following analysis of the leaky torus phase shift and the bosonic string amplitudes, and show that the log-normal distribution for the spacing ratios is an effective model.

Let us recall some well known results. The Riemann hypothesis states that all non-trivial zeros of the zeta function are located on the “critical line” Re[s] = 1/2 [19], and are therefore of the form

$$s_n = \frac{1}{2} + iz_n$$ (4)

with real z_n [20].

Further analysis shows that the normalized spacings [21],

$$\tilde{\delta}_n = \frac{z_n - z_{n-1}}{2\pi} \log \frac{z_n}{2\pi}$$ (5)

follow the GUE distribution whose PDF is [22]

$$p_{GUE}(\tilde{\delta}) = \frac{32}{\pi^4}\tilde{\delta}^2 \exp\left(-\frac{\tilde{\delta}^2}{\pi}\right)$$ (6)

With the assumption that the spacings δ_n are independent random variables drawn from (6), then the PDF of their ratios r_n is predicted to be

$$f_{GUE}(r) = \frac{16}{\pi} \frac{r^2}{(1 + r^2)^3}$$ (7)

This function is peaked at r = 1/\sqrt{2}, with the expectation value of r being ⟨r⟩ = 4/π ≈ 1.273. This distribution turns out to be very similar to the log-normal distribution with μ = 0, and σ = \sqrt{(\pi/2)^2 - 2} [23].

We use the table of zeros of the zeta function available online at [24] for the first N = 2,001,052 zeros. The distribution of the normalized spacings and their ratios are drawn in figure [1]. The distributions are very well fitted by the GUE predictions p_{GUE}(δ) and f_{GUE}(r). When we fit the distribution of the ratios to a log-normal distribution f_{LN}(r) we find better agreement, though this might be expected with an additional free parameter. There is a noticeable difference between the average measured value ⟨r_n⟩_N = 1.347 and the 4/π ≈ 1.273 predicted by eq. (7). Interestingly, a random shuffling of the order of spacings results in a distribution of r much closer to the GUE one, and brings the average value down to ⟨r⟩_{shuf.} ≈ 1.25, implying that there are correlations between neighboring spacings, which the shuffling eliminates.

The average value of r_n increases slowly when the range z_N is increased. It appears to converge to some value around 1.35 but a persistent yet mild logarithmic growth cannot be ruled out from the data.

III. CHAOS OF THE ZETA FUNCTION IN SCATTERING: THE LEAKY TORUS

The geometry of the leaky torus [17] is constructed as follows. In the two dimensional hyperbolic space with the metric [25]

$$ds^2 = \frac{dx^2 + dy^2}{y^2}$$ (8)

one looks at the region, in the upper half plane y > 0, between the geodesics (i) x = −1, (ii) x = 1, (iii) (x − 1/2)^2 + y^2 = (1/2)^2, and (iv) (x + 1/2)^2 + y^2 = (1/2)^2. Then, identifying boundary (i) with (iii) and (ii) with (iv), the result is a torus with a cusp point at infinity.
FIG. 1. Distributions of $\delta_n$ (top) and $r_n$ (bottom) for zeros of the zeta function. The dashed blue lines are the GUE prediction, and, in the bottom plot, we add the log-normal fit in red.

The “scattering experiment” one can perform in this geometry is to send a free wave from $y = \infty$ and measure the phase shift between incoming and outgoing wave at some finite $y = y_0 > 0$. There is a remarkable analytic result for this phase shift $\Phi(k)$ as a function of the momentum of the incoming wave $k$ \[17\]. The chaotic behavior comes from a term which is simply the phase of the Riemann zeta function $\zeta(s)$ along the line $\text{Re}[s] = 1$. Namely, one finds

$$\Phi(k) = \frac{\text{Im}[\zeta(1 + 2ik)]}{\text{Re}[\zeta(1 + 2ik)]} \quad (9)$$

The erratic behavior is already apparent when plotting $\Phi(k)$ as a function of $k$. To analyze it further we study the distribution of local extrema. We look at extrema instead of zeros to make the analysis more like the one for the string amplitude in the following section. In the present analysis $\{z_n\}$ are the zeros of the derivative, i.e. points satisfying $\Phi'(z_n) = 0$. These can be either local minima or maxima. We collected the first $N = 22,618$ zeros of $\Phi'(k)$. The first is at $k_1 \approx 3.19$, and the last in our set is $k_N \approx 12,927$. Half of the points are local maxima and half are minima. We have three options: looking at all extrema instead of zeros to make the analysis more like the one for the string amplitude in the following section.

In the present analysis $\{z_n\}$ are the zeros of the derivative, i.e. points satisfying $\Phi'(z_n) = 0$. These can be either local minima or maxima. We collected the first $N = 22,618$ zeros of $\Phi'(k)$. The first is at $k_1 \approx 3.19$, and the last in our set is $k_N \approx 12,927$. Half of the points are local maxima and half are minima. We have three options: looking at all extrema instead of zeros to make the analysis more like the one for the string amplitude in the following section.

We normalize the spacings by dividing by the mean value, $\delta_n \equiv \delta_n/\langle \delta \rangle$. There is a difference between the distributions of spacings compared with the case of zeros of the zeta function. Here the underlying distribution of $\delta_n$ is more complex and appears to have more than one peak. However, the distribution of spacing ratios is again well modeled as a log-normal distribution. We plot the distribution of spacings of maximum points in figure 2. The average values we find are $\langle r \rangle_{\text{min}} = 1.394$, $\langle r \rangle_{\text{max}} = 1.418$, $\langle r \rangle_{\text{all}} = 1.944$. The distributions for minima and maxima turn out to be similar to that of the zeta function zeros, being log-normal with $\mu \approx 0$ and a very similar average value.

IV. CHAOS IN AMPLITUDES OF AN EXCITED STRING

A. Amplitude of a highly excited state and two tachyons

Let us now consider the three point function of an excited string state $H_N$ and two tachyons in open bosonic string theory. The study of chaotic behavior in this amplitude was initiated in \[2, 3\], with details of the derivation to be found mainly in \[2\]. The only reliable way of constructing BRST invariant vertex operators for highly excited states and computing their amplitudes relies on the DDF approach \[8\]. In the standard covariant approach, identifying BRST invariant vertex operators becomes extremely challenging already at relatively low levels \[26, 27\], except for the first Regge trajectory $J = N$ \[28, 30\]. The latter do not produce any chaotic behavior as shown in \[31, 33\].

The definition of the DDF operators $A_n$ involves a reference null momentum $q_s$ and a set of circular polarizations $\lambda_n$ transverse to $q_s$. Taking all $\lambda_n$ to be equal simplifies the analysis while still exposing the chaotic behavior. For generic random choices of $\lambda_n$ the chaos would be even more evident, at the cost of significantly more involved calculations.
Thus, the state $H_N$ to be considered is

$$|H_N\rangle = \prod_{m=1}^{\infty} (\lambda \cdot A_m)^{n_m} |0\rangle \quad (10)$$

and is defined by an integer partition $\{n_m\}$ for which

$$N = \sum_{m=1}^{\infty} m n_m, \quad J = \sum_{m=1}^{\infty} n_m \quad (11)$$

It is important to note that despite the notation, which we retain from [3], $J$ is not the total spin of the state, but rather its helicity. Had $H_N$ been a state of definite spin, the angular distribution would have been completely determined by the spin and displayed no erratic behavior. The angular distribution becomes unpredictable and erratic because the states $H_N(\{n_m\})$ are complex superpositions of many states of different spin $s \geq J$.

The erratic function which we will analyze is the angle $\alpha$ from a single amplitude. For very small $N$, we can gather enough data points for a statistical analysis which are the peaks of the amplitude (12).

For intermediate $N$, such as $N = 100$, it is not practical to analyze sets of many millions or more of states, and we can proceed by taking a small sample of states as follows. For a given $N$, we draw a sample of 5000 values of $J$ from the distribution of eq. (14). Then, given the list of $J$, for each value in the list we draw a random partition of $N$ into $J$ integers. In this way we end up with 5000 randomly selected states. Then, calculating the spacings for each state in the sample, and taking the union of all such sets in our sample should result in a subset of the spacings that is distributed in the same way as the set of spacings for all amplitudes at the level $N$, for the reason that the helicities of the states we used follow the same distribution as all the states at that level.

The result is always that the distribution of many values of $r_n$ is well approximated by a log-normal distribution. We draw a representative example in figure 3. Table II summarizes our results, including the dependence on $N$ and $J$ across the different samples taken.

One observation from the table is that the average $\langle r_n \rangle$ increases slowly with $N$. Whether it converges or continues growing as $N$ is taken to infinity cannot be determined from the data. This is similar to the dependence of the average in the two previous examples on increasing $N$.

The log-normal distribution is a good approximation overall, but one can see from the plots that the data has an excess of points around $r = 1$ compared to the fitted distribution. It is not clear what is the source. The excess goes away if one shuffles the spacings, suggesting that there is some correlation in the data between neighboring spacings, $\delta_n$ and $\delta_{n+1}$. These could also be artifacts of
We have shown that there is a simple, smooth distribution of the ratios of spacings in the string amplitudes for highly excited open bosonic strings, which we model as a log-normal distribution. If one would carry out the experiment of taking a generic highly excited string and measuring the angular distribution in its decay to two tachyons, the result will be essentially unpredictable, despite the simple form of the string amplitude \[12\].

A skeptic could claim that this is not a result of string dynamics, but an artifact of the DDF approach used to create the state. DDF is used to construct BRST invariant vertex operators for highly excited string states and their scattering amplitudes. We believe that the origin of the chaotic behavior is to be ascribed to the huge degeneracy of string excitations at a fixed level \(N\) and generic spin/helicity \(J\) (for \(J \ll N\)). We suspect – but are so far unable to prove – that the relevant mixing matrix, even at lowest non-trivial order in the string coupling \(g_s\), will be a random matrix with many separate blocks, one per each spin or representation of the relevant Lorentz group.

The quantum resonant systems analyzed in \[25\] involve oscillators that bear striking similarity to the string oscillators that play a crucial role in our analysis as building blocks of highly excited string states at fixed level \(N\) but random spin (in principle any \(N \geq s \geq J\)).

Let us list some of many open questions one can address. (i) What is the detailed mechanism of the onset of chaotic behavior in string theory? (ii) Is there an underlying theory of the observed log-normal distributions or is it simply a convenient model? (iii) In analogy to the level spacings, can one devise an operator whose eigenvalues are the locations of the amplitude’s maximum points? (iv) We expect that a similar distribution occur would also for other scattering processes, including classical processes like the pinball problem, QM like the Schwinger model, or scattering in other string theories. This could be explicitly studied. (vi) Performing a similar analysis higher point functions of the DDF string would be an important further study. A first step was taken already in \[11\]. (vi) Can one connect the chaotic behavior of string amplitudes with the chaotic behavior in black hole dynamics in view of the string/BH correspondence?

We believe our analysis represents a step forward in the direction of quantifying the chaotic behaviour of string amplitudes – even simple and calculable ones – and of identifying its origin in the huge degeneracy of string states obtained combining many spin components by varying slightly the partition of integers at a given large level \(N\). This description represents a workable proxy of the superposition of microstates that should capture the quantum dynamics of black holes.

| Level | No. of states | Sampled states | Total points | Per state | Average \(\langle r_n \rangle\) |
|-------|---------------|----------------|--------------|-----------|------------------|
| \(N = 15\) | 176 | 176 | 982 | 6 | 1.059 |
| \(N = 20\) | 627 | 627 | 4,923 | 8 | 1.079 |
| \(N = 25\) | 1958 | 1958 | 19,947 | 10 | 1.097 |
| \(N = 30\) | 5604 | 5604 | 69,791 | 12 | 1.114 |
| \(N = 50\) | \(\approx 204,226\) | 5000 | 103,535 | 20 | 1.173 |
| \(N = 100\) | \(\approx 1.9 \times 10^6\) | 5000 | 201,470 | 40 | 1.247 |
| \(N = 100\) \(J = 18\) | \(\approx 1.1 \times 10^7\) | 2000 | 88,360 | 44 | 1.236 |
| \(N = 100\) \(J = 75\) | 1958 | 1958 | 25,420 | 14 | 1.313 |
| \(N = 200\) \(J = 28\) | \(\approx 4 \times 10^{12}\) | 5000 | 383,764 | 76 | 1.307 |
| \(N = 200\) \(J = 175\) | \(\approx 1.6 \times 10^8\) | 2000 | 169,040 | 84 | 1.294 |
| \(N = 200\) \(J = 175\) | 1958 | 1958 | 25,420 | 14 | 1.348 |
| \(N = 10,000\) \(J = 10^6\) | 20 | 52,669 | 2,578 | 1.522 |

TABLE I. States used in the analysis and results. Total data points is the total number of values of \(r_n\) in a given sample, and the number of data points per state is a median value.

FIG. 3. Combined (aggregate) distributions of \(\{r_n\}\) for many states with \(N = 200\) (top) and distribution of \(\{r_n\}\) for a single state of \(N = 15,000\) (bottom).

We proposed a new measure of chaotic behavior of scattering processes. We used it to analyze three particular systems, but we expect that it could be used for a wide range of scattering problems in QFT and string theory.

V. SUMMARY

Let us list some of many open questions one can address. (i) What is the detailed mechanism of the onset of chaotic behavior in string theory? (ii) Is there an underlying theory of the observed log-normal distributions or is it simply a convenient model? (iii) In analogy to the level spacings, can one devise an operator whose eigenvalues are the locations of the amplitude’s maximum points? (iv) We expect that a similar distribution occur would also for other scattering processes, including classical processes like the pinball problem, QM like the Schwinger model, or scattering in other string theories. This could be explicitly studied. (vi) Performing a similar analysis higher point functions of the DDF string would be an important further study. A first step was taken already in \[11\]. (vi) Can one connect the chaotic behavior of string amplitudes with the chaotic behavior in black hole dynamics in view of the string/BH correspondence?

We believe our analysis represents a step forward in the direction of quantifying the chaotic behaviour of string amplitudes – even simple and calculable ones – and of identifying its origin in the huge degeneracy of string states obtained combining many spin components by varying slightly the partition of integers at a given large level \(N\). This description represents a workable proxy of the superposition of microstates that should capture the quantum dynamics of black holes.
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