How to measure CMB spectral distortions with an imaging telescope
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We propose the implementation of an imaging telescope in combination with an inter-frequency calibrator to measure the spectral shape of the microwave sky by exploiting the differences in the sky intensity between multiple pairs of frequency channels. By jointly sampling the cosmological and foreground parameters in a Bayesian framework for 600 instrument configurations, we determine the minimum calibration accuracy required in order to obtain measurements of spectral distortions and simultaneously measure spectral and spatial fluctuations of the CMB. We demonstrate the feasibility of this technique for a CMB mission like PICO (Probe of Inflation and Cosmic Origins), and show that a 10-σ measurement of the y-distortion along with a two orders of magnitude improvement on the FIRAS (Far-Infrared Absolute Spectrophotometer) µ-distortion limit is feasible from this technique. We argue that longer term applications may be envisaged at even higher sensitivity, capable of attaining the µ-distortion that provide a robust prediction of the ΛCDM model and even primordial recombination lines of hydrogen and helium, in the context of the ESA (European Space Agency) Voyage 2035-2050 program.
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I. INTRODUCTION

The first accurate measurements of the microwave sky spectrum established its blackbody spectrum with a thermodynamic temperature 2.736 ± 0.017 K. [1], soon followed by the hitherto unsurpassed Far-Infrared Absolute Spectrophotometer (FIRAS) [2, 3], and later recalibrated with the Wilkinson Microwave Anisotropy Probe (WMAP) [4] to obtain the current best-fit value of the CMB thermodynamic temperature of 2.72548 ± 0.00057 [4], with no significant departure from a blackbody spectrum.

However, the standard Lambda Cold Dark Matter (LCDM) model of cosmology predicts guaranteed distortions [5–9] in the blackbody spectrum of the CMB due to several astrophysical and cosmological phenomena over a vast range of redshifts. The dominant source of late time (z < 1100) distortions in the framework of the standard LCDM model of cosmology arises via Compton scattering of the CMB photons [10] with the hot gas in the intracluster medium (ICM) and intergalactic medium (IGM) [11–14]. At early times (z > 1100), dissipation of primordial acoustic waves [5, 15, 16] and the energy injection due to recombinations of hydrogen and helium [17, 18] are the primary sources of spectral distortions in the CMB according to the standard model of cosmology. Along with these effects, spectral distortions in the microwave sky can also originate from axions [19–21], decay of particles [22, 23], primordial black holes [24], and small-scale magnetic fields [25]. These distortions can be variously classified on the basis of their spectral shapes as y-type, µ-type, i-type (or residual r-type) [26], relativistic SZ [14], recombination lines [17, 18] and α-type (axions) [19–21].

Injection of energy at different epochs of the early Universe leads to several of these spectral distortions. Injection of energy at z ≥ 2 × 10⁶ does not lead to any spectral distortion in the CMB blackbody spectrum as the interactions between the charged particles and photons due to bremsstrahlung and double Compton emission are efficient. Energy injection at a later epoch 5 × 10⁴ ≤ z ≤ 2 × 10⁶, produces µ-type spectral distortion when Compton scattering distributes the injected energy, creating a Bose-Einstein distribution with a chemical potential µ. For z ≤ 5 × 10⁴, the energy injection leads to y-distortions in the CMB blackbody. As a result, measurement of the spectral distortion signal is crucial for understanding the thermal history of the Universe. From the various sources of spectral distortions, we expect the strength of the y-type and µ-type distortions to be 2 × 10⁻⁶ [14] and 2 × 10⁻⁸ [27] respectively. FIRAS placed observational upper bounds on the absolute value of y-type and µ-type distortions at 2.5 × 10⁻⁵ and 3.3 × 10⁻⁴ at 95% confidence level [2]. A CMB mission Primordial Inflation Explorer (PIXIE) [28, 29] was recently reproposed to measure the spectrum of the microwave sky using a Fourier-transform spectrometer (FTS) with 400 frequency channels between 30-6000 GHz, able to improve on FIRAS by some four orders of magnitude but was not approved. A recent
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analysis [30] has explored the requirements of an FTS to detect different spectral distortion signals in the presence of foreground contamination.
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**FIG. 1:** A schematic diagram showing the working principle of the inter-frequency differential (IFD) technique for a single pair of frequency channel working at a central frequency $\nu$ with two frequency channels $\nu_1$ and $\nu_2$. The absolute calibrator known at a temperature $T_c$ with a calibration error $\Delta T_c$. $S = 1$, $C = 0$ and $S = 0$, $C = 1$ indicates two modes of operation when the sky signal and absolute calibrator are shown to the detectors respectively.

We propose here a new method using an Inter-Frequency Differential (IFD) technique to measure the spectrum of the microwave sky without using a spectrometer. CMB spectral distortions of known spectral shapes can be measured from the differential measurement of the sky intensity between two frequency channels at unprecedented sensitivity by use of an imaging telescope along with an onboard inter-frequency calibrator $^1$. A schematic diagram of this concept is shown in Fig. 1. We propose that in a particular sky direction, we can use the differences in the sky intensity in multiple pairs of frequency channels as an observable to characterize different types of spectral distortions and foreground contamination.

To study the feasibility of this concept in the presence of astrophysical foregrounds, we apply a Bayesian MCMC setup InCAS-MC (Instrument optimization for Cosmological and Astrophysical Signal- MCMC) to explore different combinations of instrument parameters such as the number of frequency channels $N_c$, the width of each channel $\Delta \nu$, and the relative accuracy of the calibrator $\Delta g$ and instrument noise $\Delta N$. For the joint estimation of six parameters (three cosmological and three foreground), we find that the inter-frequency differential (IFD) technique is capable of measuring $y$ and $\mu$ distortions at SNR $> 3$ with a number of frequency channels $N_c$ between 30 to 100 with an inter-frequency calibrator error $\Delta g \leq 10^{-9}$ and instrument noise $\Delta N \leq 0.1$ Jy/sr.

For a higher value of the instrument noise (or calibration error), the measurement of $\mu = 2 \times 10^{-8}$ becomes impossible, but a high SNR measurement of $y = 2 \times 10^{-6}$ is feasible. InCAS-MC is applicable to any other foreground models to find the best instrument configuration of an imager required to measure spectral distortion signals.

## II. FORMALISM AND SET-UP OF THE IFD TECHNIQUE

The central idea of the IFD technique is to use the difference in the sky intensity between a pair of frequency channels [31].

### A. Measurement and calibration

The total power measured by a bolometric detector in sky direction $\hat{x}$ over a given frequency band can be written as [32]

$$p_i(\hat{x}) = \int_0^\infty d\nu w(\nu_i, \nu) I_\nu A\Omega,$$

(1)

where $I_\nu$ is the intensity at frequency $\nu$, $A\Omega$ is the etendue which is $(c/\nu)^2$ for a diffraction-limited CMB experiment, and $w(\nu_i, \nu)$ is the transmission function, which we have chosen as

$$w(\nu_i, \Delta \nu) = 1 \text{ for } \nu_i - \Delta \nu/2 < \nu < \nu_i + \Delta \nu/2,$$

$$= 0, \text{ otherwise.}$$

(2)

The measured power in each frequency channel is then subtracted from the adjacent frequency channel to obtain the derivative signal (inter-frequency differential signal) which we define as $\Delta p_i(\hat{x}) = p_{i+1}(\hat{x}) - p_i(\hat{x})$. The derivative signal $\Delta p_i$ carries the information of the difference in the power between two frequency channels with central frequency $\nu_{i+1}$ and $\nu_i$. So for a total number of frequency channels $N_c$, we have $N_c/2$ independent differential signals.

In order to convert this observed power into a meaningful sky signal, we need to calibrate the observed derivative signal with a known inter-frequency calibrator. As shown in Fig. 1, during the calibration mode, the gain factor $G_i$ needs to be calibrated for each frequency channels with an absolute calibrator of known temperature $T_c$. The corresponding RMS error in the gain factor $\Delta G$

---

$^1$ Calibration of the difference in intensity between a pair of frequency channels with a calibrator of known spectrum.
is going to be related to the error in the calibrator $\delta T_c$ and the error in the output power $\delta p$ by the relation

$$\Delta_g = \Delta G_i = \sqrt{\left(\frac{\delta T_c}{T_c}\right)^2 + \left(\frac{\delta p_i}{p_i}\right)^2}.$$  

(3)

One of the requirements of the IFD technique is to have the same gain factor $G_i = G_{i+1}$ for the pair of frequency channels which are used to calculate the derivative signal, in order to reduce the contamination from the calibration error. The corresponding calibrated derivative signal can be written in terms of $\Delta p_i$ as

$$d_i(\hat{x}) = G\Delta p_i(\hat{x}) + \Delta_g G\Delta p_i(\hat{x}).$$  

(4)

If the condition $G_i = G_{i+1}$ cannot be satisfied from an instrument design, then the difference of the calibrated signal needs to be estimated to apply the IFD technique. In this case, the calibrated derivative signal becomes

$$d_i(\hat{x}) = G_{i+1}p_{i+1}(\hat{x}) - G_ip_i(\hat{x}) + \Delta_g G_{i+1}p_{i+1}(\hat{x}) - \Delta_g G_ip_i(\hat{x}).$$  

(5)

In this analysis, we consider the case with the same gain factor $G_{i+1} = G_i$ for the pair of frequency channels which are used to obtain the derivative signal and use Eq. (4). If a future mission is unable to satisfy this criterion, then the contribution to the covariance matrix from the systematic uncertainty is going to increase. By using Eq. (5) instead of Eq. (4) in the IFD setup, we estimate the change in the variance for a fixed instrument noise $\Delta_N$ and calibration error $\Delta_g$. The change in the variance depends on the central value of the frequency channel $\nu_c$ and also on the number of frequency channels $N_c$. For the choices of instrument design suitable for making an unbiased estimation of the spectral distortion signal (see Sec. IV and Sec. V), we find that the maximum increase in the variance is about 23% at the frequency channel $\nu_c = 1000 \text{ GHz}$ for the case with $N_c = 100$. The effect on the variance reduces with the reduction in the value of both $\nu_c$ and $N_c$.

The calibrated derivative signal $d_i$ can be expressed as a combination of the sky signal $\Delta s_i$ and instrument noise $n_i$ as

$$d_i(\hat{x}) = \Delta s_i(\hat{x}) + \Delta_g \Delta s_i(\hat{x}) + n_i(\hat{x}) + n_{i+1}(\hat{x}).$$  

(6)

Here, the contribution from the instrument noise [33] arises from both the channels which are used to obtain the differential signals. The sky-averaged derivative signal $d_i$ can be written as

$$d_i = \Delta s_i + \Delta_g \Delta s_i,$$  

(7)

where $\Delta s_i$ is the all-sky average differential signal and the noise terms are expected to have zero mean $\int d^2\hat{x} n_{i+1}(\hat{x}) = 0$. The calibration error acts as a source of contamination to the actual sky signal and hence can bias the inferred value of the signal. The corresponding noise covariance matrix $\Sigma_{ij}$ for the derivative sky signal can be written as

$$\Sigma_{ij} = \left((\Delta_g)^2 \Delta s_i^2 + N_i + N_{i+1}\right)\delta_{ij},$$  

(8)

where $\langle n_i(\hat{x})n_j(\hat{x})\rangle = N_i\delta_{ij}$ is the instrument noise power spectrum. $N_i$ can be related to the corresponding intensity noise by the relation $(\Delta_N)^2 = \sqrt{\langle N_i^2/(\Omega \Delta \nu \alpha f)\rangle}$, where $\alpha$ is the detector absorptivity, $\epsilon$ is the source emissivity and $f$ is the transmissivity of the optical system. Each frequency channel is only used once to construct the derivative signal. As a result, we do not introduce any correlation between any pair of the derivative signals and we can expect the covariance matrix to be diagonal. Multiple use of the same frequency channels to construct all possible difference signal can lead up to $N_c(N_c - 1)/2$ combinations with non-zero off-diagonal terms in the covariance matrix. The possibility of accessing all the combinations of the differential signal requires a stable gain calibration for all the pairs, which may become difficult to achieve for a large number of frequency channels over a wide frequency range. In principle, one can implement the IFD method for all frequency channels and use Eq. (5) for the calibration. We will examine this aspect in a future analysis.

### B. Sky Signal: spectral distortion signals and foreground models

The theoretical model of the IFD sky signal $\Delta s_i$ between a pair of frequency channels can be written as

$$\Delta s_i(\hat{x}) = I_{i+1}(\hat{x}) - I_i(\hat{x}),$$  

(9)

where $I_i$ can be written in terms of the intensity of different components as [34]

$$I_i = \int d\nu w(\nu_i, \Delta \nu) A T_{\text{CMB}} I_{BB} \left(\nu + \frac{\Delta T}{T_{\text{CMB}}} + \mu I_\mu(\nu) + y I_y(\nu) + I_{\text{other}}(\nu) + A_{\text{sync}} I_{\text{sync}}(\nu) + A_{\text{Dust}} I_{\text{Dust}}(\nu) + A_{\text{CIB}} I_{\text{CIB}}(\nu) + A_{\text{ad}} I_{\text{ad}}(\nu) + A_{\text{ff}} I_{\text{ff}}(\nu)\right),$$  

(10)

where $I_{BB}$ denotes the intensity of the CMB blackbody for $T_{\text{CMB}} = 2.725 \text{ K}$ and $I_{\Delta T}$ is the intensity due to the unknown part of the CMB sky temperature $\Delta T = T_{\text{CMB}} - T_{\text{CMB}}$. $I_\mu$ and $I_y$ denoted the distortion due to $\mu$ and $y$-distortion. $I_{\text{other}}$ denotes the distortion due to several other distortions due to relativistic SZ, axion and $i$-type distortion. The astrophysical signals such as synchrotron ($I_{\text{sync}}$), warm dust emission ($I_{\text{Dust}}$), the cosmic infrared background ($I_{\text{CIB}}$), spinning-dust ($I_{\text{ad}}$) and free-free ($I_{\text{ff}}$) also emit bright in these frequency bands and hence act as a potential sources of contamination for the cosmological signals.
The frequency dependence of the sky intensity for different cosmological components is well known from the underlying theory. This can be written as

\[ I_{BB}(\nu) = \frac{2(kT_{CMB})^3}{c^2 h^2} \frac{x^3}{(e^x - 1)}, \]

\[ I_{\Delta T}(\nu) = \frac{2(kT_{CMB})^3}{c^2 h^2} \frac{x^4 e^x}{(e^x - 1)^2}, \]

\[ I_{\nu}(\nu) = \frac{2(kT_{CMB})^3}{c^2 h^2} \frac{x^3 e^x}{(e^x - 1)^2} \left( \frac{x}{2.1923} - 1 \right), \]

\[ I_{g}(\nu) = \frac{2(kT_{CMB})^3}{c^2 h^2} \frac{x^4 e^x}{(e^x - 1)^2} \left( x \coth \left( \frac{x}{2} \right) - 4 \right), \]

where \( x = h\nu/kT_{CMB} \) and \( k \) is the Boltzmann constant. The intensity of the foregrounds is not well known and depends on several model parameters related to the physics of the interstellar medium. The intensity of the foregrounds can be written in terms of the currently best known value from the CMB experiments such as WMAP [35] and Planck [36] as

\[ I_{\text{Dust}}(\nu) = \left( \frac{x^{2.2}_{\nu}}{e^{2.2}} - 1 \right), \]

\[ x_D = \frac{h\nu}{kT_D}, T_D = 21 K, \beta_D = 1.55, \]

\[ I_{\text{CIB}}(\nu) = \left( \frac{x_{\nu}}{e^{x_{\nu} - 1}} \right), x_C = \frac{h\nu}{kT_C}, T_C = 18.8 K, \beta_C = 0.86, \]

\[ I_{\text{sync}}(\nu) = \left( \frac{v_0}{v} \right)^{\alpha_{\text{sync}}}, v_0 = 100 \text{GHz}, \alpha_{\text{sync}} = 0.82, \]

\[ I_{\text{R}}(\nu) = \nu^2 T_e(1 - e^{-\tau}), \]

\[ \tau = 0.0568 T_e^{-3/2} \nu_9^{-2} \log \left( e^{(5.96 - \sqrt{3}\nu_9 T_e^{3/2})} + 1 \right), \]

\[ \nu_9 = \frac{\nu}{\text{GHz}}, T_e = T_e/10^4, \]

\[ I_{sd}(\nu) = \frac{f_{sd}(\nu_9, v_{\nu_0}) f_{\nu_0}}{f_{sd}(\nu_9, v_{\nu_0})}, \nu_0 = 30 \text{GHz}, f_{sd} = \text{templates}. \]

The IFD spectra for different cosmological signals and foreground components are shown in Fig. 2 for \( N_c = 40 \) and \( \Delta \nu = 25 \text{ GHz using Eq. (6).} \) We have taken the fiducial values of the foreground parameters as \( A_{\text{sync}} = 288 \text{ Jy/sr}, A_{\text{Dust}} = 1.3 \text{ MJy/sr} \) and \( A_{\text{CIB}} = 0.35 \text{ MJy/sr} \) [30].

### III. LIKELIHOOD ANALYSIS

The feasibility of the IFD method to measure the spectral distortion depends upon how robustly this technique can estimate spectral distortion signals in the presence of other foreground contaminations. The efficiency of separating the spectral distortion signal from other foregrounds depends upon the choice of instrument parameters such as the smallest frequency channel \( \nu_{\text{min}} \), the largest frequency channel \( \nu_{\text{max}} \), the bandwidth of each channel \( \Delta \nu \), the number of frequency channels \( N_c \), calibrator noise \( \Delta g \) and instrumental noise \( \Delta N \). Hence we need to optimize the instrumental configuration.

We develop a Markov Chain Monte Carlo (MCMC) setup InCAS-MC (Instrument optimization for Cosmological and Astrophysical Signal-MCMC) under a Bayesian framework to find the feasible instrument configurations which can make unbiased and high SNR measurements of the spectral distortion signals in the presence of astrophysical foregrounds. InCAS-MC can be applied to more general foreground models to optimize instrumental configuration for a desired cosmological signal. For a particular choice of instrument configuration, we obtain the joint posterior distribution \( P(\Theta | d, \Phi) \) of the spectral distortion and foreground parameters in terms of the likelihood \( L(d|\Theta, \Phi) \) and prior \( \Pi(\Theta) \) by using Bayes’ theorem [37] \( P(\Theta | d, \Phi) = L(d|\Theta, \Phi)\Pi(\Theta) \), where \( \Theta \) is the set of parameters related to spectral distortion and astrophysical foreground, \( \Phi \) denotes the set of instrument parameters such as \( \nu_{\text{min}}, \nu_{\text{max}}, \Delta \nu, N_c, \Delta \nu, \Delta g \).

We can express the likelihood, assumed to be Gaussian, in terms of the data \( d \) and differential sky model \( \Delta s \) as

\[ L(d|\Theta, \Phi) = \frac{\exp \left( -\frac{1}{2} (d|\Phi) - \Delta s) \Sigma^{-1} (d|\Phi) - \Delta s) \right)^\dagger}{\sqrt{(2\pi)^{N_d/2}}|\Sigma|}, \]

where \( \Sigma \) is the covariance matrix mentioned in Eq. (8) and depends on \( \Phi = \{N_c, \Delta g, \Delta N, \Delta \nu, \nu_{\text{min}}, \nu_{\text{max}}\} \).

### IV. RESULTS USING INCAS-MC FOR SIX PARAMETERS

We have taken six cosmological and astrophysical foreground parameters \( \Theta = \{\mu, \nu, \Delta T, A_{\text{sync}}, A_{\text{Dust}}, A_{\text{CIB}}\} \) with a flat prior. Instrumental parameters such as number of frequency channels \( N_c \) are varied from 10–500 in steps of ten, and \( \Delta \nu \) and \( \Delta N \) are varied by a factor of ten from \( 10^{-6}–10^{-9} \) and \( 10–0.1 \text{ Jy/sr} \), respectively. There are in all \( 600 \times (50 \times 4 \times 3) \) instrument configurations for which we have performed the MCMC analysis. Other instrument parameters such as \( \nu_{\text{min}} \) and \( \nu_{\text{max}} \) are kept fixed at 10 GHz and \( \nu_{\text{max}} = 1010 \text{ GHz} \) respectively. \( \Delta \nu \) is related to these parameters by the relation \( \Delta \nu = (\nu_{\text{max}} - \nu_{\text{min}})/N_c \).

We use the publicly available MCMC sampler emcee: MCMC Hammer [38] to sample the distribution of \( \Theta \). We have chosen number of walkers \( (N_{\text{walk}}=1000) \) and number of steps \( n_{\text{step}} = 10^4 \), discarding the first \( 2 \times 10^3 \) steps as the ‘burn-in’. The joint posterior distribution

\[^2\text{http://dfm.io/emcee/current/}\]
\[^3\text{N_{walk} is a parameter of the emcee code related to the chains of the Metropolis-Hastings algorithm.}\]
FIG. 2: IFD spectrum of cosmological signals and astrophysical foregrounds for $N_c = 40$ and $\Delta \nu = 25$ GHz for fiducial values $\mu = 2 \times 10^{-8}$, $y = 2 \times 10^{-6}$, $\Delta T = 10^{-4}$ K, $A_{\text{sync}} = 288$ Jy/sr, $A_{\text{Dust}} = 1.3$ MJy/sr, $A_{\text{CIB}} = 0.35$ MJy/sr.

| $\Delta N_{\text{Jy/sr}}$ | $\Delta g = 10^{-7}$ | $\Delta g = 10^{-8}$ | $\Delta g = 10^{-9}$ |
|---------------------------|-----------------------|-----------------------|-----------------------|
| $N_c$ $b_\mu$ $\sigma_\mu$ $b_y$ $\sigma_y$ $N_c$ $b_\mu$ $\sigma_\mu$ $b_y$ $\sigma_y$ $N_c$ $b_\mu$ $\sigma_\mu$ $b_y$ $\sigma_y$ |
| 10                        | 20 125 102 13.2 34    | 20 131 102 9 33      | 30 127 102 16.3 26.3 |
| 1                         | 110 3.7 18.9 8.9 6.7  | 40 3.6 15.6 1.44 3.4 | 40 5.3 15.6 0.79 3.3  |
| 0.1                       | 480 13.9 4.8 5.7 2.1  | 120 3.3 3.5 0.46 0.76| 40 0.5 2.1 0.03 0.38  |

TABLE I: Minimum error-bar $\sigma$ and the corresponding bias $b$ (both in the units of $10^{-9}$) in the inferred value of $\mu$ and $y$ distortions and number of frequency channels $N_c$ for different values of instrument noise $\Delta N$ and calibration error $\Delta g$ obtained using InCAS-MC.
Our InCAS-MC analysis suggests that the posterior shapes are very close to Gaussian. We can exploit this fact to explore forecasts that include richer foreground models with more parameters using a Fisher information matrix approach. In order to show the ability of the IFD technique to distinguish between the spectral distortion signal and the astrophysical foregrounds, we have considered eight foreground parameters such as $A_{\text{sync}}$, $A_{\text{Dust}}$, $A_{\text{CIB}}$, $\alpha_{\text{sync}}$, $\beta_{\text{D}}$, $\beta_{\text{C}}$, $T_{\text{D}}$, $T_{\text{C}}$ along with three cosmological parameters such as $\mu$, $y$ and $\Delta T$ to make a Fisher estimate of the error-bar on the cosmological parameters.

V. FISHER ANALYSIS WITH EIGHT FOREGROUND PARAMETERS AND THREE SPECTRAL DISTORTION PARAMETERS

FIG. 3: Triangle plot: The posterior distribution of the cosmological and astrophysical foregrounds obtained using the framework of InCAS-MC for $\nu_{\text{min}} = 10$ GHz, $\nu_{\text{max}} = 1010$ GHz, $N_c = 40$, $\Delta g = 10^{-9}$ and $\Delta N = 0.1$ Jy/sr. The blue line denotes the injected value of the signals $\mu = 2 \times 10^{-8}$, $y = 2 \times 10^{-6}$, $\Delta T = 10^{-4}$ K, $A_{\text{sync}} = 1$ (in units of 288 Jy/sr), $A_{\text{Dust}} = 1$ (in units of 1.3 MJy/sr), $A_{\text{CIB}} = 1$ (in units of 0.35 MJy/sr) used in the analysis and the contours are drawn for 1$\sigma$, 1.5$\sigma$ and 2$\sigma$. In the upper right corner: we plot the value of $\chi^2$ defined in Eq. (14) for $\Delta N = 0.1$ Jy/sr (in think red line). We have also plotted the value of the $\chi^2$ for other values of $\Delta N$. Scenarios to detect the spectral distortion signals, as can be seen from red lines in Fig. 4. We summarize the performance of different instrument configurations to detect $\mu$ and $y$ distortion signal in Table I by quantifying the bias $b$ in the mean value of the posterior with respect to the true value and the corresponding error-bar $\sigma$. The instrument configurations with minimum bias are considered as the best choices to measure spectral distortion of CMB using the IFD technique.
FIG. 4: Bias and error bars in cosmological and astrophysical foreground signals for different numbers of frequency channels $N_c \geq 20$ and calibration errors $\Delta_g = 10^{-8}$, $\Delta_g = 10^{-9}$, for $\Delta_N = 0$. 1 Jy/sr, $\nu_{\text{min}} = 10$ GHz, $\nu_{\text{max}} = 10^{10}$ GHz obtained using InCAS-MC.

Using the relation

$$F_{ij} = -\langle \frac{\partial^2 \mathcal{L}}{\partial p_i \partial p_j} \rangle, \quad (15)$$

where, $p_i$ denotes eight foreground parameters and three cosmological parameters and $\mathcal{L}$ denotes the log likelihood $\mathcal{L} = \ln L$, where the likelihood is given in Eq. (13). The Fisher estimation is applied for the case with large number of parameters, in order to make efficient estimates of the error bars for different instrument configurations.

For eleven parameters case, we cannot measure $\mu$ distortion for instrument noise below $2 \times 10^{-2}$ Jy/sr (which is about 100 times better than the capability of the PIXIE design [29]). With an instrument noise of 0.01 Jy/sr and considering a 10% prior on either $A_{\text{sync}}$ or $\alpha_{\text{sync}}$, we can make a more than 3-σ measurement of the predicted $\Lambda$CDM $\mu$ distortion signal. The 1-σ marginalized error-bar on the $\mu$ and $y$ parameters are obtained using the Cramer-Rao bound $\sigma_{ii} = (\mathbf{F}^{-1/2})_{ii}$ and are shown in Fig. 5 as a function of the number of frequency channels. For the number of frequency channels below 30, we are not able to make any measurement of the $\mu$ distortion signal. We need at least 30 frequency channels to reach a high SNR measurement of the fiducial value of $\mu = 2 \times 10^{-8}$ [6, 7]. The joint 1-sigma and 2-σ contours for all the eleven parameters are shown in Fig. 6.

A comparison between the IFD technique and the Fourier transform spectrometer (FTS) can be made by comparing our results with the results from Abitol et al. [30]. In their analysis [30], they have shown the requirements for an FTS in order to distinguish between the spectral distortion signals and foregrounds. They have shown that more than a 3-σ measurement of the fiducial value of the $\mu$ distortion is possible only for instrument noise of order 0.01 Jy/sr. From the IFD technique, we are also able to obtain a $6 - 9$ σ measurement of the $\mu$ distortion signal for the number of frequency channels $N_c \geq 50$ with similar instrument noise 0.01 Jy/sr. This implies that the efficiency of the IFD technique is similar to the standard FTS method in distinguishing between the spectral distortion signal and the foreground contamination. However, the IFD technique provides an additional advantage of combining the science cases for both imager and spectrometer from a single instrumental setup. This can be a substantial improvement in designing a future mission and exploring the synergies between
FIG. 5: The signal-to-noise ratio (SNR) \((\equiv (\mu = 2 \times 10^{-8})/\sigma_\mu \text{ and } (y = 2 \times 10^{-6})/\sigma_y)\) for \(\mu\) and \(y\) distortions are shown as a function of the number of frequency channels \(N_c\) for the instrument noise \(\Delta N = 0.01\) Jy/sr and calibration noise \(\Delta g = 10^{-9}\) after marginalizing over all the parameters with a 10% prior on the amplitude of the synchrotron emission \(A_{\text{sync}}\).

these two science goals. In reality, the foreground signals are going to require more complex models than the ones we considered here. The statistical power from a high resolution instrument with the capability to measure the sky spectrum can provide additional benefits to methods that separate the cosmological and foreground components.

We scrutinize the scope of the IFD technique for the instrument noise being considered for future CMB missions such as Probe of Inflation and Cosmic Origins (PICO) [39, 40]. Using an instrument noise of 10 Jy/sr and an absolute calibrator with \(\Delta g = 10^{-6}\), we have shown the error bars for eleven parameters with number of frequency channels \(N_c = 40\) in Fig. 7. We have included a 30% prior on the foreground parameter \(A_{\text{sync}}\) for this plot. The variation of the SNR with the number of frequency channels is shown in Fig. 8. If a 30% prior can be imposed on the value of the synchrotron amplitude \(A_{\text{sync}}\), then about a 5-\(\sigma\) measurement of the \(y\)-distortion is possible with only 20 frequency channels between 10 – 1000 GHz. If an additional prior on the value of \(A_{\text{sync}}\) is not possible, then we need about 50 frequency channels to measure the \(y\)-distortion with an SNR of about ten.

PICO-like mission can impose nearly two orders of magnitude stronger constraints than the current bound on \(\mu\) from FIRAS [3]. Apart from these advantages, there are also going to be additional gains of the IFD technique for doing the science cases of an imager. A more detailed study in the mission concept of PICO [39, 40] to explore the IFD technique would be beneficial for obtaining both imager and spectral distortion science goals.

VI. CHALLENGES IN THE IFD TECHNIQUE AND ITS COMPARISON WITH AN FTS

In this section, we compare possible challenges for the measurement of the spectral distortion signal via the IFD methodology. We compare this with the the FTS method for an experiment such as PIXIE [28, 29].

1. Detector sensitivity and instrument noise: The noise of the bolometer detectors [33] are now limited by the photon noise, with the typical value of the Noise Equivalent Power (NEP) of about few \(\times aW/\sqrt{Hz}\) for the frequency range of interest for the CMB observations. The IFD technique can be implemented with the currently available bolometer detectors proposed for future CMB experiments [39, 40] with a large number (\(\sim 10^3\)) of detectors. We have shown in Sec. V that with currently feasible instrument noise (such as proposed for PICO [39, 40]), we can achieve a high SNR measurement...
of the $y$ signal. For the measurement of the fiducial value ($2 \times 10^{-8}$) of $\mu$-distortion with an SNR of 10, we need to achieve lower noise, particularly for the frequency channels below 200 GHz. One of the possible ways to achieve lower instrument noise is to go towards a measurement scheme with multiple numbers of modes $n_m$, rather than single mode measurements. The number of modes depends upon the etendue ($A\Omega$) of the optical system and the wavelength of the photon by the relation $n_m = A\Omega / \lambda^2$. With an increase in the number of modes, we can reduce the noise as $1/\sqrt{n_m}$. For comparison with a mission using FTS, a measurement of the $\mu = 2 \times 10^{-8}$ with an SNR of three also requires an instrument noise $\sim 0.01$ Jy/sr, after adding a 10% prior on the foreground parameters related to the synchrotron emission [30]. The IFD method is able to achieve an SNR (about $8 - 10$) with 10% prior on the $A_{\text{sync}}$ parameter, even after including the uncertainty from calibration errors (see Fig. 5). The ability for an FTS instrument design to achieve 0.01 Jy/sr is yet to be shown and is beyond the reach of the PIXIE mission [28, 29]. Recently, the feasibility of reaching this noise level has been discussed [9].

2. Absolute calibrator: Measurement of the spectral distortion signals require an absolute blackbody calibrator. The sensitivity of the calibrator decides the measureability of the distortion signal and the ability to remove the foreground contamination. As shown in Sec. V of this paper, an imager with the IFD technique can measure the $y$-distortion signal at $\sim 10 - \sigma$ with the use of an absolute calibrator having an uncertainty $\Delta_g = 10^{-6}$. We expect a similar accuracy for the absolute calibrator will also be required for an instrument using the FTS technique.4

3. Number of frequency channels and bandwidth: The number of frequency channels required for the IFD technique to distinguish between the signals and the foregrounds is typically above 40, which for equal bandwidth channels leads to a $\Delta \nu \leq 25$ GHz for the frequency channels between 10 GHz

---

4 A direct comparison of the required accuracy of the absolute blackbody calibrator for the IFD and FTS technique to distinguish the foreground contamination is not possible due to the unavailability of the error analysis in any of the published proposals of the spectral distortion experiment [28, 29].
FIG. 7: Triangle plot: The 1-σ and 2-σ contours using the Fisher analysis are shown for the case with number of frequency channels $N_c = 40$, calibration errors $\Delta \nu = 10^{-6}$, and instrument noise $\Delta N = 10 \text{ Jy/sr}$, which is similar to a future CMB mission such as PICO [39, 40]. We have used a 30% prior on the $A_{\text{sync}}$ parameter for obtaining the results.

... to 1010 GHz. In the IFD technique, different values of the $\Delta \nu$ can be chosen for different ranges of frequencies. In the case of an FTS instrument, the channel bandwidth is fixed for all the frequency channels by the mirror stroke [28, 29], and cannot be chosen separately for different frequency ranges.

4. Band pass filters: The band pass filters for each frequency channel with a bandwidth $\Delta \nu$ is required for the IFD technique in order to select operational frequency. For negligible time variation of the filters during the operational period of the mission, each frequency channel can be calibrated from ground before the launch of the mission. Along with the pre-mission characterization of the filters, the bands can also be calibrated with the absolute blackbody calibrator during the operation of the mission. In order to implement the IFD technique, it is essential that the same setup of the detectors and the filters see the sky as well as the absolute blackbody calibrator in the same manner throughout the mission. In this way, the modelling of the observed sky signal is going to incorporate the bandpass filter according to Eq. (10). For an FTS [28, 29], the frequency bandpass depends upon the fringe sampling and apodization, which can be determined with the required accuracy.

5. Removal of foreground contamination: Foreground contamination is one of the primary hurdles to overcome in order to detect the spectral distortions in the CMB blackbody. The strength of the foreground contamination is stronger than the fiducial value of the spectral distortion signals in all of the frequency channels considered in this analysis. The ability of the IFD technique to distinguish the spectral distortion signal is feasible as long as the spectral shapes of the foreground contamination and spectral distortion signals are different. It is a challenge for both the FTS and the IFD techniques to successfully remove the foregrounds in order to measure the spectral distortion signal. As we have discussed in Sec. V, the IFD technique is capable of distinguishing spectral distortion signals from foregrounds similar to those with an FTS.5

5 A detailed analysis showing the requirements for a FTS to distinguish between spectral distortion signals and foreground contamination are shown by Abitol et al. [30].
(a) Without prior on any parameters.

(b) With 30% prior in the amplitude of synchrotron emission $A_{\text{sync}}$.

FIG. 8: The signal-to-noise ratio (SNR) ($\equiv (\mu = 2 \times 10^{-8})/\sigma_\mu$ and $(y = 2 \times 10^{-6})/\sigma_y$) for $\mu$ and $y$ distortions are shown after marginalizing over all the parameters as a function of the number of frequency channels $N_c$ for the instrument noise $\Delta N = 10 \text{ Jy/sr}$ and $\Delta g = 10^{-6}$. The instrument noise is comparable with the instrument noise of the proposal of a future CMB mission PICO [39, 40].

We show in Sec. V that for PICO-like instrument noise, we can measure $y$-distortion signal with an SNR of ten after marginalizing over all parameters and without using any prior on any of these parameters.
VII. CONCLUSIONS

One can measure guaranteed CMB spectral distortions by using an imaging telescope along with an inter-frequency calibrator. This method optimizes the inter-frequency differential technique (difference of the sky intensity between a pair of frequency channels) to explore the shape of the different spectral distortion signals and astrophysical foregrounds.

We applied the numerical setup InCAS-MC to 600 instrument configurations to obtain the joint posterior of six spectral distortion and astrophysical foreground parameters. We demonstrate that the expected SNR can be achieved for measuring hitherto unprecedented $y$ and $\mu$ distortions from an instrument with PICO-like noise, if the proposed IFD technique can be implemented into the PICO design. A PICO-like mission could make a $10-\sigma$ measurement of the expected $y$-distortion signal at high angular resolution and impose constraints on the $\mu$-distortion some two orders of magnitude below the current bounds from FIRAS [3].

More futuristically, but very much within current planning constraints, for example for the ESA Voyage 2035-2050 program, we can make measurements of $\mu$ and $y$ distortions with $1-\sigma$ error-bars of (a few) $\times 10^{-9}$ as shown in Table 1. For 10 times larger errors in instrument noise, but with the same $\Delta_y$, measurement of $\mu = 2 \times 10^{-8}$ will not be possible at more than 1.5-\sigma. But the $y$ parameter can be measured with high SNR ($\sigma_y = 3.3 \times 10^{-9}$). We find that for values of $\Delta_y \geq 10^{-9}$, the mean value of the inferred signal will be biased for both $\mu$ and $y$. Our findings for different instrument configurations are summarized in Table 1. Also for a more general foreground model, the IFD technique can distinguish between the foregrounds and spectral distortion signal. With an eleven parameters Fisher analysis, we have shown that the $\mu$ distortion can be distinguished from the synchrotron spectral $\alpha_{\text{sync}}$ index and amplitude $A_{\text{sync}}$ for instrument noise below 0.02 Jy/sr. This finding is also similar to the results of the analysis for an FTS [30]. We emphasize that we are not suggesting here any technological means for obtaining an inter-frequency calibration accuracy of $10^{-9}$. This is beyond the scope of this paper, although we maintain that this is an experimental option that should not be foreclosed at this stage of CMB imaging telescope design. Nor do we hold any illusions about the simplicity of the dust modelling that we have incorporated into our forecasts. Improved models for foregrounds can surely be incorporated into our scheme, especially with the aid of new data from ongoing surveys such as C-BASS [42] which will be beneficial to understand the synchrotron emission. Our point is simply to show that if future design studies enable implementation of improved calibration and foreground modelling beyond what is currently envisaged, then an imaging telescope with an inter-frequency calibrator is capable of measuring CMB spectral distortion signals at a level that is up to 5 orders of magnitude more sensitive than FIRAS.
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