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Abstract: Predicting the quality of the robot end-effector grasp quality during an industrial robot manipulator operation can be an extremely complex task. As is often the case with such complex tasks, Artificial Intelligence methods may be applied to attempt the creation of a model - if sufficient data exists. The presented dataset uses a publicly available dataset, consisting of 902652 measurements of position, torque, and velocity - for each of the three joints of three fingers of the simulated end-effector. The dataset is first analyzed and pre-processed to prepare it for model training. The duplicate values are removed from the dataset, as well as the statistical outliers. Then, a multilayer perceptron (MLP) machine learning algorithm is applied to 80% of the data contained in the dataset, using the Grid Search algorithm to determine the best combination of MLP hyperparameters. As the dataset consists of torque, velocity, and speed measurements for separate joints and fingers of the tested end-effector the testing is performed to see if a subset of the inputs may be used to regress the robustness of the given grip. The normalization of the dataset is also applied, and its effect on the regression quality is tested. The results, evaluated with the coefficient of determination, show that while the best model is achieved using all the possible inputs, a satisfactory result can be obtained using only velocity and torque. The results also show that the normalization of the dataset improves the regression quality in all the observed cases.
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1 INTRODUCTION

End-effectors mounted on robotic manipulators are a key part of any robotic system, as they allow for interaction with the parts present in the manufacturing lines and the fulfillment of tasks that engineering and manufacturing staff wants to accomplish through the use of the robotic manipulator [1]. Many types of end-effectors exist, some of which serve for the fulfillment of a specific purpose (such as a soldering iron or a welding torch which is attached to the last joint of the manipulator), but one of the most popular types of end-effectors are grasping devices. These end-effectors do not serve an individual purpose but are instead designed to be capable of grasping, lifting, and moving a wide variety of differently shaped objects. General graspers, which are not designed to grasp a single shape of an object are extremely popular due to a large number of popular applications - but the high variety of tasks they can perform comes at the price [2]. General graspers may not be capable of holding objects as robustly as ones designed for a specific purpose, especially when a dynamic environment is considered, with the velocity of movement exhibiting dynamic effects, such as forces and torsion on the grasper parts [3]. These values are dependant on the manipulator paths but are hard to model using existing tools. A common problem that may be experienced by manufacturing engineers is the loss of grip or the failure of the object to be grasped, due to low pressure being applied onto the part or too large of a pressure being placed on the part, possibly causing damage to it, the grasper or both. Determining the robustness of the grip, in terms of the total force exhibited on the part may be complex and will require extensive mathematical modeling. The question arises - is it possible to apply Artificial Intelligence (AI) algorithms in the solving of this problem? Previous research has shown that many hard-to-solve issues can be addressed with AI, not only in the field of robotics but others as well - such as marine engineering [4] and medicine [5]. AI has already been applied in many fields of robotics with great results. Baressi Šegota et al. (2020) [3] demonstrate the use of an evolutionary algorithm to optimize the path of a 6-DOF industrial robotic manipulator, to lower the torsion exhibited on the joints during the transversal of the trajectory. Van Vuuren et al. (2020) [6] demonstrate a machine learning method for grasp selection, by applying a three-step process consisting of a convolutional neural network for sampling, grasp evaluation, and a final learning algorithm for grasp selection. The proposed solution is shown to be capable of generating a viable grasp, on previously unseen objects in 1.3 seconds. De Coninck et al. (2020) [7] show the application of a deep learning environment through demonstration, for application in robotic manipulators that cooperate with humans. Authors demonstrate the application of the algorithm on a Franka Panda collaborative robot, with a 90% average success rate of grasp. Song et al. (2020) [8] show the application of region proposal networks in the single-stage robotic grasp detection method. The proposed algorithm uses oriented anchors and is shown to significantly lower the computational complexity in comparison to standard grasp detection algorithms.

The goal of this paper is the application of a multilayer perceptron (MLP) algorithm to regress the values of grip robustness from measurements of torque, velocity, and position contained in a publicly available robot grasp dataset. The following questions are posed and researched during the presented work:

- Can the MLP algorithm be applied to the problem of grasp robustness regression from the values of individual graspers' joint torque, velocity, and position?
- Is it possible to do the same, but without using one type of the measured physical values, allowing for possible savings, through the removal of unnecessary sensors?
- If the above is possible, which are the optimal architectures of the MLP networks that provide the highest results?
- For such a problem, is there a visible change in results when dataset normalization is applied?

In the paper, first, the used research methodology will be given, with a brief description of the used algorithms. Then, the results will be presented and discussed, with
answers to the posed questions being given in the conclusion of the manuscript.

2 METHODOLOGY

In this section, the dataset used in the research is described, along with a short description of utilized methods. Finally, the evaluation of results is described.

2.1 Dataset Description

The dataset is publicly available and obtained at [9]. Dataset is generated by dataset authors using Shadow Robot’s Smart Grasping Sandbox. Authors of the dataset used Shadow Smart Grasping system mounted on Universal Robot UR3 robotic manipulator, depicted in Fig. 1, simulating the grasping of a circular object.

The grasping Shadow Smart Grasping System consists of three fingers, situated circularly and equidistant to the neighboring finger. Each finger consists of three joints, for 9 joints in total. The Dataset is shaped as:

\[
\begin{bmatrix}
P_1^1, V_1^1, T_1^1 & P_2^1, V_2^1, T_2^1 & P_3^1, V_3^1, T_3^1 \\
\vdots & \vdots & \vdots \\
PN, V_n, T_n & PN, V_n, T_n & PN, V_n, T_n
\end{bmatrix}
\]  

(1)

where the index represents the finger of the grasper \( P, V, T \) represents the position, velocity, and torque vectors for each of the fingers, and \( n \) the number of data points in the dataset. Each of the points \( P_i^j, V_i^j, T_i^j \), represents the \( j \)-th measurement for the \( i \)-th finger \( (i \in \{1,2,3\}) \). If the joint of the particular grasper finger is given as \( k \) in \( P_i^j, V_i^j, T_i^j \), then each of the above may be defined as:

\[
P_i^j = \begin{bmatrix} P_{i,1}^j, P_{i,2}^j, P_{i,3}^j \end{bmatrix}
\]  

(2)

\[
V_i^j = \begin{bmatrix} V_{i,1}^j, V_{i,2}^j, V_{i,3}^j \end{bmatrix}
\]  

(3)

and

\[
T_i^j = \begin{bmatrix} T_{i,1}^j, T_{i,2}^j, T_{i,3}^j \end{bmatrix}
\]  

(4)

In each simulation, the measurements are performed for each joint of the grasper, with three values being measured - the angle of the joint, velocity of the joint, and the torque on the joint. The robustness of the grasp is given as a distance between the palm and the given object [9].

2.2 Data Preprocessing

The used dataset consists of a total of 995446 measurements. Before the training of the models, the dataset is normalized and filtered. The normalization is performed on all the elements of the dataset. Within each of the individual measurements (dataset columns - \( M_j \)), the maximum and minimum values are determined. Then, the following equation is used to normalize all values from their standard range \(([\min M_j, \max M_j])\) to the range of \([0, 1]\). Normalization of the measurement values is done using [11]:

\[
m_{ij} = \frac{m_{ij}}{\max M_j - \min M_j} \quad \forall m_{ij} \in M_j
\]  

(5)

where \( m_{ij} \) is the \( i \)-th element of individual measurement \( M_j \). This is a common practice in machine learning, as it allows AI methods to more quickly converge to a desirable solution. A non-normalized set is also used in training, separately. This is done to compare the results, as normalization can sometimes have negative results [12].

Pre-processing and statistical analysis show that a dataset is highly unbalanced when it comes to the robustness output. As datasets with a high number of outliers can cause issues with the model convergence, as the outliers can cause high errors [13].

The first step is the removal of duplicate values, as such values can cause a miscalculation of scores. If the same value is found in the testing and training datasets, the value will be predicted perfectly, as the same data point was used in training. If both data points are found in the training set, the algorithm will use both values for the model training, meaning no improvement will be found. Dataset analysis shows that 2814 duplicate data points exist, and these have been removed.

Observing the dataset shows that a large number of output values lay within a small range, with a lower number of values within higher ranges. This is shown in Fig. 2.

It can be assumed that these outputs are not part of the normal operation, and are caused by inaccuracies during measurements. As such these values can be removed. To determine the outliers first the quartiles are determined. Quartiles are such values as \( Q_1, Q_2 \) and \( Q_3 \), which split dataset \( D \) in such a way that each of the ranges is
Descriptive statistical values of the dataset before and after pre-processing are given in Tab. 1. It can be noticed how a significant number of the outlying data has been removed. Another piece of evidence signifying these values as outliers is that the mean value of the data has only slightly changed between the outlier removal.

| Statistic                 | Original data | Processed Data |
|---------------------------|---------------|----------------|
| Minimum Output Value      | 0.000001      | 0.000001       |
| Maximum Output Value      | 2933.584361   | 241.7245377    |
| Mean Output Value         | 77.2238       | 78.7887        |
| Number of Datapoints      | 992632        | 962118         |

The dataset is then split into 9 subsets. One of the subsets contains all measurements. Three of the subsets consist of only a single dimension measurement - either the joint position, velocity, or torque. Finally, the remaining three are the combination of joint position and velocity, joint position and torque, and joint velocity and torque. In this manner, all the combinations of measured dimensions are used to determine if the values can be regressed with a subset of measurements. This is done because the method used for regression can only model a single output value, so the training needs to be repeated for each desired output model. The description of the used algorithm follows.

The dataset authors have already attempted the AI modeling of the presented problem, through the classification process. Dataset authors have utilized multiple AI methods and achieved an accuracy of 78.7% [10].

### 2.3 MLP Description

MLP is an artificial neural network, consisting of an input layer, output layer, and one or more hidden layers. The neurons in each layer are connected using weighted connections, which connect each neuron in the current layer to all neurons in the subsequent layer. Each of the neurons serves to sum values of neurons in the previous layer, multiplied by each neuron's connection weight and activated using the current neurons activation function [14]. The activation function is a mathematical function that serves to normalize values to a given range (namely, sigmoid and tanh activation functions) or to eliminate unwanted values (such as the ReLU activation function) [15]. The model is trained using a combination of processes called forward and backward propagation. Forward propagation refers to the process of placing the values contained in the dataset onto the input neurons. The number of input neurons equals the number of variables in each dataset point amongst input values. The forward propagation calculates the output value of the neural network, by repeating the summation and multiplication process for each neuron of each layer, until the value of the singular neuron in the output layer [16]. The output value is determined by input values, the architecture of the model, and the connection weights. The connection weights need to be adjusted, which is done using the backpropagation process. The value acquired from the
forward propagation may be marked with \( \hat{y}_i \), while the real measured value, contained in the dataset may be marked as \( y \). If we use \( n \), as the number of points in the dataset, the error of the neural network, also known as the loss function, is defined as [17]:

\[
J(\Theta) = \frac{\sum_{i=0}^{i=n} (y_k - \hat{y}_k)^2}{2n}
\] (9)

The weights of layer \( k \), given as \( \Theta_k = [\theta_1, \theta_2, \ldots, \theta_n] \), are then adjusted depending on the value of the loss function, using the equation [18]:

\[
\Theta_k = \Theta_k - \frac{\alpha}{n} \frac{\partial J(\Theta_k)}{\partial \Theta_k}
\] (10)

where \( \alpha \) is the learning rate of the neural network - a value that adjusts the adjustment of weights over the training iterations. While this value cannot be set too low, as it would prevent the neural network from converging, setting it too high would cause the neural network to diverge from the solution, so careful tuning is necessary [19].

The other factor in MLP performance is the used architecture, defined by the hyperparameters [20]. The hyperparameters define the number of hidden layers and the number of neurons in each layer (given as tuple), the activation function of the neurons within the network, the solver - the algorithm used for backward propagation, learning rate \( \alpha \), as well as the manner of its change through iterations and L2 regularization parameter which curbs the influence of the more highly correlated values to achieve more robust models [21, 22]. The tested hyperparameters of the neural network are given in Tab. 2.

| Hyperparameter      | Possible Values                                    | Count |
|---------------------|---------------------------------------------------|-------|
| Hidden Layer Values | (3, 3, 3), (3, 3, 3, 3), (9, 9, 9), (9, 9, 9, 9) | 9     |
|                     | (27, 27, 27), (27, 27, 27, 27), (108, 108, 108), (108, 108, 108, 108) |       |
| Learning Rate       | 0.5, 0.1, 0.01, 0.001                              | 4     |
| Learning Rate Type  | Adaptive, Constant, Inverse Scaling               | 4     |
| Activation Function | ReLU, Sigmoid, Identity, TanH                      | 4     |
| Solver              | Adam, LBFGS                                       | 4     |
| L2 Regularization Parameter | 0.1, 0.01, 0.001, 0.0001 | 2     |

Table 2 The values of hyperparameters used in the Grid Search for the training of MLP models, with the name of the hyperparameter given in the first column, possible values of the hyperparameter in the second, and the third column representing the total number of possible values.

2.3 Result Evaluation

The dataset is split into training and testing sets. The training set consists of 80% of the entire dataset (769694 data points), while the testing set consists of the remaining 20% (192424 data points). The training set is used for the previously mentioned forward and backward propagation process. Once the training is performed, the testing set is used to determine the quality of the model [24]. The testing set is unseen by the model until the evaluation and is only used for the forward propagation [25, 26]. The errors are then compared to the real values in the set, and the quality of the model is determined based on the amount of error the model achieves on the testing set [27].

Results are evaluated using the coefficient of determination. The coefficient of determination is a measurement that determines the quality of regression by determining the amount of variance of the original output data, compared to the predicted values. The value of the coefficient of determination ranges from 0 to 1, with higher values meaning that less of the variance was left unexplained [28]. This means that the higher values signify that a higher quality regression model was achieved. The coefficient of determination is marked as \( R^2 \) and given by [29, 30]:

\[
R^2 = 1 - \frac{\sum_{i=0}^{i=n} (y_i - \hat{y}_i)^2}{\sum_{i=0}^{i=n} (y_i - \frac{1}{n} \sum_{i=0}^{i=n} y_i)^2}
\] (11)

To define the quality of the regression for the given problem, given the high number of datapoints the \( R^2 \) score of at least 0.90 should be achieved for the regression quality to be deemed satisfactory, with an \( R^2 \) score of at least 0.95 that signifies a high-quality regression on the provided dataset [15, 30]. These values are the ones that will be used for the evaluation of the achieved results.

3 RESULTS AND DISCUSSION

The best-achieved results are shown in Tab. 3, as well as displayed in Fig. 4. For the result display, \( P \) marks "position" input, \( V \) marks "velocity" input and \( T \) marks the "torque" input. The combination of inputs is marked using the combinations of the above-listed letter, e.g. \( PV \) marks the combination of position and velocity inputs.

![Comparison of Results for Both the Normalized and Not Normalized Datasets](image.png)

Figure 4 The comparison of results achieved for the normalized and not-normalized datasets, across all used input combinations.
From Fig. 4 it can be seen that the normalization of the dataset improves the achieved scores across all the input cases, with average improvement to the $R^2$ score across all inputs being 0.0286, obtained from comparing values in Tab. 3. Observing Tab. 4, it can also be seen that utilization of normalization was allowed for the model which achieved the highest regression quality to use a significantly lower number of hidden neurons, making it less computationally intensive to train and use.

As shown in Fig. 4 and Tab. 3, the best results are achieved when all input combinations are used, indicating that all of the inputs - position, velocity, and torque have an influence on, or in other words a direct correlation with, the robustness of the grip. When a single input is used, the best result is reached with joint torques used as the model input. Still, it should be noted that all the single input models failed to achieve the score needed to be deemed at least satisfactory. When a combination of two inputs is used the regression quality is greatly improved, with those least satisfactory. When a combination of two inputs is used as inputs the highest scores are achieved - both being above 0.90, while the position-torque and velocity-torque reach those scores even without normalization being applied. It should be noted that the combination of velocity and torque inputs, with dataset values normalized, achieves the score of 0.95 signifying a high-quality regression. When the entire dataset (position, velocity, and torque measurements) are used as inputs the highest scores are achieved - both being above 0.95, with the models trained on the not normalized data achieving the maximum $R^2$ of 0.96 and the models trained on the normalized data achieving the maximum $R^2$ of 0.98, which is above the value stated to indicate a high-quality regression.

The architectures of the best models are given in Tab. 4. For brevity, only the architectures of the models which achieved $R^2$ scores above 0.95 are given. It can be seen that all the models used the ReLU activation function and Adaptive learning rate. The model using a normalized dataset with velocity and torque inputs uses the largest possible architecture. The learning rate is in the middle of the possible value range, while the used solver is Adam. The L2 regularization parameter is also relatively high, indicating that one of the input parameters had a high influence on the output that needed to be curbed. For the model trained with the not normalized dataset and all inputs, we can see that the largest architecture was also selected, with other hyperparameters also being similar to the ones in the previously discussed model. An exception to this is the learning rate which was significantly higher for the not normalized PVT model. Finally, by observing the model with the highest score using all inputs of the normalized dataset we can see that a significantly smaller model was determined as the best, as previously mentioned. A relatively high learning rate was used, with the adaptive learning rate type selected. Other notable differences from previous models include the use of the L-BFGS solver and a lower L2 regularization parameter - indicating a more balanced influence of the input parameters in the normalized dataset.

| Table 3 | The maximum scores were achieved for each of the tested input combinations, with and without the application of normalization on the dataset |
|----------------------|----------------------|----------------------|
| Normalization       | Input Combination    | $R^2$    |
| No Normalization    | $P$                  | 0.67     |
|                     | $V$                  | 0.76     |
|                     | $T$                  | 0.82     |
|                     | $PV$                | 0.83     |
|                     | $VT$                | 0.92     |
|                     | $PT$                | 0.90     |
|                     | $PVT$               | 0.96     |
| Min-Max Normalization | $P$                  | 0.71     |
|                     | $V$                  | 0.77     |
|                     | $T$                  | 0.86     |
|                     | $PV$                | 0.91     |
|                     | $VT$                | 0.95     |
|                     | $PT$                | 0.93     |
|                     | $PVT$               | 0.98     |

| Table 4 | The hyperparameters of the highest-scoring models were determined using the Grid Search algorithm |
|----------------------|----------------------|
| Model ($R^2$ score) | Hyperparameter       | Value in the best model |
| Normalized $VT$ ($R^2 = 0.95$) | Hidden Layer Values | (108, 108, 108, 108) |
|                     | Learning Rate        | 0.01     |
|                     | Activation Function  | ReLU     |
|                     | Solver               | Adam     |
|                     | L2 Regularization    | 0.1      |
| Not Normalized $PVT$ ($R^2 = 0.96$) | Hidden Layer Values | (108, 108, 108, 108) |
|                     | Learning Rate        | 0.5      |
|                     | Activation Function  | ReLU     |
|                     | Solver               | Adam     |
|                     | L2 Regularization    | 0.1      |
| Normalized $PVT$ ($R^2 = 0.98$) | Hidden Layer Values | (27, 27, 27, 27) |
|                     | Learning Rate        | 0.1      |
|                     | Activation Function  | ReLU     |
|                     | Solver               | L-BFGS   |
|                     | L2 Regularization    | 0.01     |

4 CONCLUSION

It can be concluded that the goals of the paper were successfully achieved, with high precision models being found to regress the value of end-effector grip robustness. The questions posed in the introduction may be answered as follows, based on the findings of the research:

- The MLP algorithm can be applied to successfully regress the value of the grip robustness from the used dataset, using measured values of position, velocity, and torque.
- The same can be done without the position input data being used, under the condition that the dataset normalization has been applied.
- The best architectures tend towards the larger end of the tested values, except when the dataset normalization is applied - significantly lowering the number of hidden neurons in the best model.
- Quantifiable change in the resulting quality is seen with the normalization being applied, as well as the change in the size of the model needed to regress the robustness of the robotic gripper grip on the used dataset.
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