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Abstract

Let \( \preceq \) be a compatible total order on the additive group \( \mathbb{Z}^2 \), and \( L \) be the rank two Heisenberg-Virasoro algebra. For any \( c = (c_1, c_2, c_3, c_4) \in \mathbb{C}^4 \), we define \( \mathbb{Z}^2 \)-graded Verma module \( M(c, \preceq) \) for the Lie algebra \( L \). A necessary and sufficient condition for the Verma module \( M(c, \preceq) \) to be irreducible is provided. Moreover, the maximal \( \mathbb{Z}^2 \)-graded submodules of the Verma module \( M(c, \preceq) \) are characterized when \( M(c, \preceq) \) is reducible.

1 Introduction

Verma modules are one of the most important research objects in the study of the representation theory of infinite dimensional Lie algebras. There are some known results about Verma modules for several graded Lie algebras closely related to the rank two Heisenberg-Virasoro algebra, such as the twisted Heisenberg-Virasoro algebra ([ACKP, B]), the generalized Heisenberg-Virasoro algebra ([SJS]), the generalized Virasoro algebra ([HWZ]) and the Virasoro-like algebra ([WZ]). In this paper, we study the Verma modules for the rank two Heisenberg-Virasoro algebra \( L \).

The Lie algebra \( L \), studied in this paper, can be viewed as a generalization of the twisted Heisenberg-Virasoro algebra (see [XLT, TWX] for details). The structure and representation theory for the twisted Heisenberg-Virasoro algebra have been studied in [ACKP, B, JJ, SJ]. The Verma module structure has been characterized in [ACKP] and [B]. In this paper, we consider the Verma modules for the rank two Heisenberg-Virasoro algebra \( L \). The derivations, automorphism group and central extension for \( L \) were studied in [XLT]. In [JL], the authors classified all irreducible \( \mathbb{Z}^2 \)-graded \( L \)-module under the assumption that the action of the torus is associative. Furthermore, in [GL2], it was proved that this assumption is equivalent to that the \( \mathbb{Z}^2 \)-graded \( L \)-module is uniformly bounded and the torus acts non-trivially. The universal Whittaker modules for \( L \) were discussed in [TWX], where the irreducibility of the universal Whittaker modules was determined. Recently, certain relationship between the restricted module categories for the Lie algebra \( L \) and module categories of the corresponding vertex operator algebra over \( L \) has been established in [GW].

The paper is organized as follows. In Section 2, we first recall the definition of rank two Heisenberg-Virasoro algebra \( L \), and the notion of compatible total order \( \preceq \) (see [HWZ,
WZ]) over an additive group. We will see that the Lie algebra $L$ (see Definition 2.1) has a natural $\mathbb{Z}^2$-gradation

$$L = \oplus_{\alpha \in \mathbb{Z}^2} L_\alpha, \quad L_0 = \sum_{i=1}^{4} \mathbb{C}K_i, \quad L_\alpha = \mathbb{C}t^\alpha \oplus \mathbb{C}E(\alpha),$$

for $\alpha \in \mathbb{Z}^2 \setminus \{(0,0)\}$. We fix a compatible total order $\preceq$ on $\mathbb{Z}^2$, then we have a triangular decomposition for the Lie algebra $L$, and consequently we are able to define a $\mathbb{Z}^2$-graded highest weight modules (called Verma modules) $M(c, \preceq)$, where $c = (c_1, c_2, c_3, c_4) \in \mathbb{C}^4$. In Section 3, we give a necessary and sufficient condition for the Verma module $M(c, \preceq)$ to be an irreducible $L$-module. We remark that our method is different from that given in [WZ] for Virasoro-like algebra. Finally, we determine the maximal $\mathbb{Z}^2$-graded submodules for the Verma module $M(c, \preceq)$ whenever $M(c, \preceq)$ is reducible. The arguments are divided into two cases according to the compatible total order $\preceq$ on the group $\mathbb{Z}^2$ being dense or discrete.

We denote by $\mathbb{C}$, $\mathbb{Z}$, $\mathbb{N}$ and $\mathbb{Z}_+$ the sets of all complex numbers, integers, positive integers and nonnegative integers, respectively. All vector spaces mentioned in this paper are over the complex field $\mathbb{C}$. For any Lie algebra $\mathfrak{g}$, the universal enveloping algebra of $\mathfrak{g}$ is denoted by $U(\mathfrak{g})$.

## 2 Verma modules and dense orders

If $G$ is an additive group, we say a total order $\preceq$ on $G$ is compatible if $\alpha \preceq \beta$ implies $\alpha + \gamma \preceq \beta + \gamma$ for every $\gamma \in G$. By $\alpha \prec \beta$ we mean that $\alpha \preceq \beta$ and $\alpha \neq \beta$, and by $\alpha \succeq \beta$, $\alpha \succeq \beta$ we mean that $\beta \preceq \alpha$, $\beta \prec \alpha$ respectively. Moreover, For any $\underline{\alpha} = (\alpha_1, \cdots, \alpha_r)$ and $\underline{\beta} = (\beta_1, \cdots, \beta_r)$, where $\alpha_i, \beta_i \in G, 1 \leq i \leq r, r \in \mathbb{N}$, we define $\underline{\alpha} \succ \underline{\beta}$ if and only if there exists some $1 \leq s \leq r$ such that $\alpha_s \succ \beta_s$ and $\alpha_i = \beta_i$ for any $i > s$. Similarly, one defines $\underline{\alpha} \prec \underline{\beta}$ if and only if $\underline{\beta} \succ \underline{\alpha}$. More generally, for any $\underline{\alpha} = (\alpha_1, \alpha_2, \cdots, \alpha_n)$ and $\underline{\beta} = (\beta_1, \beta_2, \cdots, \beta_m)$ with $m > n$, we define $\underline{\beta} \succ \underline{\alpha}$ (respectively $\underline{\beta} \prec \underline{\alpha}$) if and only if $\underline{\beta} > (0, \underline{\alpha})$ (respectively $\underline{\beta} < (0, \underline{\alpha})$), where the number of 0’s (the identity element in the additive group $G$) is equal to $m - n$. Let

$$G_+ = \{\alpha \in G \mid \alpha > 0\}, \quad G_- = \{\alpha \in G \mid \alpha < 0\}.$$

Then $G = G_+ \cup \{0\} \cup G_-$.

For any $\alpha \in G_+$, let $B(\alpha)$ denote the set $\{\beta \in G_+ \mid \beta < \alpha\}$ and let $D(\alpha)$ denote the set $\{\beta \in G_+ \mid m\beta = \alpha, \text{ for some } m \in \mathbb{N}\}$. Clearly the set $D(\alpha)$ is a finite set, and we denote the minimal element in $D(\alpha)$ with respect to the order $\preceq$ by $\mu(\alpha)$. We say that the order $\preceq$ is dense if for any $\alpha \in G_+$ there exists some $\beta \in G_+$ such that $\beta \prec \alpha$ and that $\preceq$ is discrete if there exists a smallest positive element, say $\epsilon$, in $G$, i.e., $\epsilon \prec \alpha$ for any other $\alpha \in G_+$. Obviously the order $\preceq$ is dense if and only if $B(\alpha)$ is an infinite set for any $\alpha \in G_+$, and the order $\preceq$ is discrete if and only if there exists some $\epsilon \in G_+$, such that $B(\epsilon) = \emptyset$.  
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From now on, we let $G$ be the additive group $\mathbb{Z}^2$, and fix a compatible total order $\preceq$ on the group $G$. Whenever the order $\preceq$ is discrete, we denote the smallest positive element in $G$ by $\epsilon = (\epsilon(1), \epsilon(2)) \in \mathbb{Z}^2$.

For any element $\alpha \in G$, we denote $\alpha = (\alpha(1), \alpha(2))$, and we set $\det(\beta) = \beta(1)\alpha(2) - \alpha(1)\beta(2)$ for $\alpha, \beta \in G$. Now we recall the definition of the rank two Heisenberg-Virasoro algebra $L$.

**Definition 2.1.** The rank two Heisenberg-Virasoro algebra is a Lie algebra spanned by elements of the form

$$\{ t^\alpha, E(\alpha), K_i \mid \alpha \in G \setminus \{(0,0)\}, \quad i = 1, 2, 3, 4 \}$$

with relations defined by

$$[t^\alpha, t^\beta] = 0, \quad [K_i, L] = 0, \quad i = 1, 2, 3, 4;$$

$$[t^\alpha, E(\beta)] = \det(\frac{\beta}{\alpha}) t^{\alpha+\beta} + \delta_{\alpha+\beta,0} h(\alpha);$$

$$[E(\alpha), E(\beta)] = \det(\frac{\beta}{\alpha}) E(\alpha + \beta) + \delta_{\alpha+\beta,0} f(\alpha),$$

where $h(\alpha) = \alpha(1)K_1 + \alpha(2)K_2$, $f(\alpha) = \alpha(1)K_3 + \alpha(2)K_4$.

We notice that the Virasoro-like algebra ([GL1], [WZ]) is a Lie subalgebra of the rank two Heisenberg-Virasoro algebra $L$ spanned by the subset $\{E(\alpha), K_3, K_4 \mid \alpha \in G \setminus \{(0,0)\}\}$.

Set $L_\pm = \sum_{\pm \alpha \in G_+} (\mathbb{C}t^\alpha \oplus \mathbb{C}E(\alpha))$ and $L_0 = \sum_{i=1}^4 \mathbb{C}K_i$. Then we have the following triangular decomposition of $L$:

$$L = L_- \oplus L_0 \oplus L_+.$$ 

Set $L_\pm^i = \sum_{\pm \alpha \in G_+} \mathbb{C}t^\alpha$, $L_\pm^E = \sum_{\pm \alpha \in G_+} \mathbb{C}E(\alpha)$, then, $L_\pm = L_\pm^i \oplus L_\pm^E$. By PBW theorem, the universal enveloping algebra $U = U(L)$ of $L$ can be factored as follows

$$U(L) = U(L_-)U(L_0)U(L_+).$$

Now we define the Verma modules for $L$ with respect to the above decomposition. Let $\mathbb{C}v_L$ be the one dimensional module of the Lie subalgebra $L_0 \oplus L_+$, which is defined by $L_+.v_L = 0$ and $K_i.v_L = c_iv_L$, where $c_i \in \mathbb{C}$ for $i = 1, 2, 3, 4$. Denote $c = (c_1, c_2, c_3, c_4) \in \mathbb{C}^4$. Then we define the Verma module for $L$

$$M(c, \preceq) = U(L) \otimes_{U(L_0 \oplus L_+)} \mathbb{C}v_L.$$ 

(2.1)

From PBW theorem, we know $M(c, \preceq) \simeq U(L_-) \otimes \mathbb{C}v_L$ as vector spaces. For any $\alpha \in G_-$, let $M(c, \preceq)_\alpha$ denote the vector space spanned by elements of the form

$$t^{-\alpha_1}t^{-\alpha_2} \ldots t^{-\alpha_m}E(-\beta_1)E(-\beta_2) \ldots E(-\beta_n)v_L.$$
where \( m, n \in \mathbb{Z}_+, \alpha_i, \beta_j \in G, 0 < \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_m, 0 < \beta_1 \leq \beta_2 \leq \cdots \leq \beta_n \) and such that \( \sum_{i=1}^{m} \alpha_i + \sum_{j=1}^{n} \beta_j = -\alpha \). Let \( M(c, \preceq) = \mathbb{C}v_L \). It is clear that \( M(c, \preceq) = \bigoplus_{\alpha \geq 0} M(c, \preceq)_\alpha \) is a \( \mathbb{Z}^2 \)-graded \( L \)-module. Now we give two lemmas which will be used in Section 3.

**Lemma 2.2.** Suppose that the compatible total order \( \preceq \) on \( G \) is dense. Then

1. For any \( \alpha, \beta \in G_+ \), one can choose an element \( \alpha_1 \in B(\alpha) \) such that \( \text{det}(\beta) \neq 0 \) for all \( \gamma \in B(\alpha_1) \).
2. The order \( \preceq \) on \( G \) is standard in the sense that for any \( \alpha, \beta \in G_+ \), there exists a positive integer \( n \) such that \( n \alpha \succ \beta \).
3. For any \( 0 < \alpha < \beta \), there exists some \( \gamma \in G \) such that \( \alpha < \gamma < \beta \) and \( \text{det}(\beta) \neq 0 \).

**Proof.** The statements (1) and (2) are due to the Lemma 2.1 in [WZ]. We only need to prove (3). From (2), we know that there exists a unique \( n \in \mathbb{Z}_+ \) such that \( n \mu(\beta) \prec \alpha \leq (n+1)\mu(\beta) \). If \( \alpha = (n+1)\mu(\beta) \), then \( \alpha \prec (n+2)\mu(\beta) \preceq \beta \). Now for any \( \alpha \prec \gamma \prec (n+2)\mu(\beta) \), we have \( \alpha < \gamma < \beta \) and \( \text{det}(\beta) \neq 0 \). If \( n \mu(\beta) \prec \alpha \prec (n+1)\mu(\beta) \), then it is obvious that \( \beta \geq (n+1)\mu(\beta) \). Thus for any \( \gamma \in G \) such that \( \alpha < \gamma < (n+1)\mu(\beta) \), we have that \( \alpha < \gamma < \beta \) and \( \text{det}(\beta) \neq 0 \).

**Lemma 2.3.** Suppose that the compatible total order \( \preceq \) on \( G \) is discrete. Then

1. There exists \( \epsilon, \epsilon' \) such that \( \{\epsilon, \epsilon'\} \) forms a \( \mathbb{Z} \)-basis of \( G \).
2. If \( 0 \preceq \alpha \prec \beta \) such that \( (\beta - \alpha) \notin \mathbb{Z}\epsilon \), then \( \beta > \alpha + n\epsilon \) for any \( n \in \mathbb{N} \).

**Proof.** The statement (1) is from the Lemma 2.1 in [GL1]. Now we prove (2). Since \( \beta - \alpha \succ 0 \) and \( (\beta - \alpha) \notin \mathbb{Z}\epsilon \), we get that \( \beta - \alpha \succ \epsilon \). Thus \( \beta - \alpha - \epsilon \succ 0 \). Together with \( (\beta - \alpha) \notin \mathbb{Z}\epsilon \), we get \( \beta - \alpha \succ 2\epsilon \). By induction, we get \( \beta \succ \alpha + n\epsilon \) for any \( n \in \mathbb{N} \).

**Remark 2.4.**

1. When the compatible total order \( \preceq \) is dense, then \( \dim M(c, \preceq) = \infty \) for any \( \alpha \in G_+ \).
2. When the compatible total order \( \preceq \) is discrete, then \( \dim M(c, \preceq) = \infty \) for any \( \alpha \in G_- \setminus \mathbb{Z}\epsilon \).

In fact, since the set \( B(-\alpha) \) is infinite if the order \( \preceq \) is dense, then for any \( \gamma \in G_+ \) such that \( \gamma \prec \alpha \), we have \( t^{-\gamma}E(\alpha + \gamma)v_L \in M(c, \preceq)_\alpha \). And when the order \( \preceq \) is discrete, we have \( -\alpha - n\epsilon \in G_+ \) and \( t^{-n\epsilon}E(\alpha + n\epsilon)v_L \in M(c, \preceq)_\alpha \) for \( n \in \mathbb{N} \).

Now if the order is discrete, we assume \( \{\epsilon, \epsilon'\} \) forms a \( \mathbb{Z} \)-basis of \( G \), where \( \epsilon' \succ 0 \). For later convenience and use, we adopt the symbol \( \alpha \succ \mathbb{Z}\epsilon \) to mean that \( \alpha \in G_+ \setminus \mathbb{Z}\epsilon \), and we set that \( T_\epsilon = \sum_{k \in \mathbb{N}} \mathbb{C}t^{-k\epsilon}, E_\epsilon = \sum_{k \in \mathbb{N}} \mathbb{C}E(-k\epsilon) \).

## 3 Irreducibility of Verma modules

In this section, we shall determine the necessary and sufficient conditions for the Verma modules \( M(c, \preceq) \) to be irreducible. And when the Verma module \( M(c, \preceq) \) is reducible, we get its maximal submodule.
Now we give some definitions that will used later. For \( 0 \neq u \in M(c, \preceq) \), we set
\[
    u = \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} t^{-\alpha_{i1}} t^{-\alpha_{i2}} \cdots t^{-\alpha_{ik}} E(\beta_{j1}) E(\beta_{j2}) \cdots E(\beta_{jd}) v_L,
\]
where \( 0 \neq a_{ij} \in \mathbb{C} \), \( 0 < \alpha_{i1} \leq \alpha_{i2} \leq \cdots \leq \alpha_{ik} \), \( 0 < \beta_{j1} \leq \beta_{j2} \leq \cdots \leq \beta_{jd} \) for \( 1 \leq i \leq m \), \( 1 \leq j \leq n \). We define
\[
    J(u) = \{ \alpha_{is} \mid 1 \leq i \leq m, \ 1 \leq s \leq k_i \}, \quad r(u) = \max\{d_j \mid 1 \leq j \leq n\}.
\]
Note that if \( 0 \neq u \in U(L_E)v_L, J(u) = \emptyset \); and if \( 0 \neq u \in U(L_-^+)_v L, r(u) = 0 \). Suppose \( r(u) = n \in \mathbb{N} \). We can write
\[
    u = \sum_{i=1}^{m} x_i E(-\beta_{i1}) E(-\beta_{i2}) \cdots E(-\beta_{in}) v_L + u', \tag{3.1}
\]
where \( 0 \neq x_i \in U(L_-^+), 0 < \beta_{i1} \leq \beta_{i2} \leq \cdots \leq \beta_{in} \) for \( 1 \leq i \leq m \) and \( u' \in M(c, \preceq) \) such that \( r(u') < n \) or \( u' = 0 \). For the expression in (3.1), set \( \beta_i = (\beta_{i1}, \beta_{i2}, \ldots, \beta_{in}) \) and we define
\[
    I(u) = \{ \beta_i \mid 1 \leq i \leq m \}.
\]
The following two lemmas play critical role in the proving of the irreducibility of \( M(c, \preceq) \) under the condition that the order \( \preceq \) on \( G \) is dense.

**Lemma 3.1.** When the compatible total order \( \preceq \) on \( G \) is dense, for any \( u \in M(c, \preceq) \) such that \( r(u) = m > 1 \), then there is an element \( u' \in U(L)u \), such that \( r(u') = 1 \).

**Proof.** Write \( u = \bar{u} + u_0 \), where
\[
    \bar{u} = \sum_{i=1}^{k} \sum_{j=1}^{d} b_{ij} t^{-\alpha_{i1}} t^{-\alpha_{i2}} \cdots t^{-\alpha_{ik}} E(-\beta_{j1}) E(-\beta_{j2}) \cdots E(-\beta_{jm}) v_L,
\]
where \( 0 \neq b_{ij} \in \mathbb{C} \), \( 0 < \alpha_{i1} \leq \alpha_{i2} \leq \cdots \leq \alpha_{ik} \), \( 0 < \beta_{j1} \leq \beta_{j2} \leq \cdots \leq \beta_{jm} \), for \( 1 \leq i \leq k \), \( 1 \leq j \leq d \), and \( u_0 \in M(c, \preceq) \) such that \( r(u_0) < m \) or \( u_0 = 0 \). We have
\[
    I(u) = \{ \beta_j = (\beta_{j1}, \beta_{j2}, \ldots, \beta_{jm}) \mid 1 \leq j \leq d \}.
\]
Without loss of generality, we can assume \( \beta_{11} \geq \beta_{21} \geq \cdots \geq \beta_{d1} \). Let \( a \) be the number of the element \( \beta_{11} \) occurring in the sequence \( \beta_{11} \). Set
\[
    \gamma = \min\{\beta_{j1} \mid 1 \leq j \leq d\}.
\]
Since \( B(\gamma) \cap B(\mu(\beta_{11})) = B(\min\{\gamma, \mu(\beta_{11})\}) \) is an infinite set, we can always take some \( \gamma' \in B(\gamma) \cap B(\mu(\beta_{11})) \) such that
\[
    \beta_{11} - \gamma' \notin J(\bar{u}),
\]

where \( J(u) = \{ \alpha_{ij} \mid 1 \leq i \leq k, 1 \leq j \leq s_i \} \) is a finite set. Since \( \gamma' \prec \mu(\beta_1) \), \( \det(-\beta_{11}) \neq 0 \).

Consider \( t_{\gamma'}u \), and we have

\[
t_{\gamma'}u = \sum_{i=1}^{k} \text{adet} \left( \begin{array}{c} -\beta_{11} \\ \gamma' \end{array} \right) b_{i1} t^{-\alpha_{i1}} t^{-\alpha_{i2}} \ldots t^{-\alpha_{is_i}} t^{-\beta_{11}} + \gamma' E(-\beta_{12}) \ldots E(-\beta_{1m}) v_L + A,
\]

for some \( A \in M(c, \preceq) \). Notice that \( \beta_{11} - \gamma' \notin J(u) \) and \( \beta_1 \geq \beta_2 \geq \ldots \geq \beta_d \), one can deduce that

\[
\sum_{i=1}^{k} \text{adet} \left( \begin{array}{c} -\beta_{11} \\ \gamma' \end{array} \right) b_{i1} t^{-\alpha_{i1}} t^{-\alpha_{i2}} \ldots t^{-\alpha_{is_i}} t^{-\beta_{11}} + \gamma' E(-\beta_{12}) \ldots E(-\beta_{1m}) v_L
\]

is linearly independent with \( A \) if \( A \neq 0 \), i.e., \( t_{\gamma'}u \neq 0 \). It is clear that \( r(t_{\gamma'}u) = m - 1 \) and \( t_{\gamma'}u_0 = 0 \), or \( r(t_{\gamma'}u_0) < m - 1 \). Now we get that \( 0 \neq t_{\gamma'}u \in \mathcal{U}(L)u \) and \( r(t_{\gamma'}u) = m - 1 \). Repeating the above process, we know that this process will terminate after finite steps as \( m < \infty \). Then we obtain \( u' \in \mathcal{U}(L)u \) and such that \( r(u') = 1 \). □

**Lemma 3.2.** When the compatible total order \( \preceq \) on \( G \) is dense, then, for any \( w \in M(c, \preceq) \) such that \( r(w) = 1 \), there exists an element \( 0 \neq w' \in \mathcal{U}(L)w \cap \mathcal{U}(L^\perp)v_L \).

**Proof.** Suppose that

\[
w = \sum_{i=1}^{n} a_i t^{-\alpha_{i1}} t^{-\alpha_{i2}} \ldots t^{-\alpha_{is_i}} v_L + w_0,
\]

where \( a_i \neq 0 \), \( 0 \prec \alpha_{i1} \preceq \alpha_{i2} \preceq \ldots \preceq \alpha_{is_i} \) for \( 1 \leq i \leq n \), \( 0 \prec \beta_n \preceq \beta_{n-1} \preceq \ldots \preceq \beta_1 \), and \( r(w_0) = 0 \) or \( w_0 = 0 \). From Lemma 2.2(3), we can choose some \( \alpha \in G_+ \) such that \( \beta_2 \prec \alpha \prec \beta_1 \) and \( \det \left( \begin{array}{c} \beta_1 \\ \alpha \end{array} \right) \neq 0 \). Let \( w' = t^\alpha w \). Then it is obvious that

\[
t^\alpha \left( \sum_{i=2}^{n} a_i t^{-\alpha_{i1}} t^{-\alpha_{i2}} \ldots t^{-\alpha_{is_i}} E(-\beta_{i})v_L + w_0 \right) = 0.
\]

Combine this together with the following equality

\[
t^\alpha a_1 t^{-\alpha_{i1}} t^{-\alpha_{i2}} \ldots t^{-\alpha_{is_i}} E(-\beta_1)v_L = \det \left( \begin{array}{c} -\beta_1 \\ \alpha \end{array} \right) a_1 t^{-\alpha_{i1}} t^{-\alpha_{i2}} \ldots t^{-\alpha_{is_i}} t^{-\beta_1 + \alpha}v_L,
\]

we have \( 0 \neq w' \in \mathcal{U}(L)w \cap \mathcal{U}(L^\perp)v_L \). □

Now we state the necessary and sufficient conditions for the Verma modules \( M(c, \preceq) \) to be irreducible under the assumption that the compatible total order \( \preceq \) is dense on \( G \).

**Theorem 3.3.** Suppose that the compatible total order \( \preceq \) is dense. Then the Verma module \( M(c, \preceq) \) is irreducible if and only if \( (c_1, c_2) \neq (0, 0) \).
Proof. If \((c_1, c_2) = (0, 0)\), it is clear that the submodule, generated by the set

\[ \{ t^{-\alpha}v_L \mid \alpha \in G_+ \} , \]

is contained in \( \sum_{\alpha < 0} M(c, \preceq) \). Thus the Verma module \( M(c, \preceq) \) is reducible. Now we suppose that \((c_1, c_2) \neq (0, 0)\). From Lemma 3.1 and Lemma 3.2, for any \( 0 \neq u \in M(c, \preceq) \), we can choose an element \( 0 \neq u' \in U(L)u \cap U(L')v_L \). Without loss of generality, we assume that \( 0 \neq u \in U(L')v_L \). Let

\[
u = \sum_{i=1}^{k} a_i t^{-\alpha_i_1} t^{-\alpha_i_2} \cdots t^{-\alpha_i_{s_i}} v_L ,\]

where \( 0 \neq a_i \in \mathbb{C}, 0 < \alpha_i_1 \leq \alpha_i_2 \leq \ldots \leq \alpha_i_{s_i} \) for \( 1 \leq i \leq k \). Let \( \alpha_i = (\alpha_i_1, \alpha_i_2, \ldots, \alpha_i_{s_i}) \) for \( 1 \leq i \leq k \), and we may assume that \( \alpha_1 \succ \alpha_2 \succ \cdots \succ \alpha_k \). Let \( b \) be the number of the element \( \alpha_1 \) occurring in the sequence \( \alpha_i \). Then there exists \( 1 \leq k_1 \leq k \) such that the number of the element \( \alpha_1 \) occurring in the sequence \( \alpha_i \) for \( 1 \leq i \leq k_1 \) are all equal to \( b \), while for the remaining sequences \( \alpha_i \) for \( k_1 < i \leq k \) the element \( \alpha_1 \) occurs strictly less than \( b \) times.

Now we divide our argument into two cases as follows.

Case 1. If \( \alpha(1) c_1 + \alpha(2) c_2 \neq 0 \) for all \( \alpha \in J(u) \), where \( J(u) = \{ \alpha_i \mid 1 \leq i \leq k, 1 \leq j \leq s_i \} \). We consider \( E(\alpha_{1_1})E(\alpha_{1_2}) \cdots E(\alpha_{1_{s_1}})v_L \). Since \( \alpha_1 \) is the maximal element in the set \( \{ \alpha_i \mid 1 \leq i \leq k \} \), we have

\[
E(\alpha_{1_1})E(\alpha_{1_2}) \cdots E(\alpha_{1_{s_1}}). \sum_{i=2}^{k} a_i t^{-\alpha_1} t^{-\alpha_2} \cdots t^{-\alpha_{s_1}} v_L = 0 ,
\]

and it is straightforward to check that

\[
0 \neq E(\alpha_{1_1})E(\alpha_{1_2}) \cdots E(\alpha_{1_{s_1}}). t^{-\alpha_1} t^{-\alpha_2} \cdots t^{-\alpha_{s_1}} v_L \in \mathbb{C}v_L .
\]

This implies that

\[
0 \neq E(\alpha_{1_1})E(\alpha_{1_2}) \cdots E(\alpha_{1_{s_1}}). u \in \mathbb{C}v_L .
\]

Thus we get \( v_L \in U(L)u \).

Case 2. If there exists some \( \alpha \in J(u) \) such that \( \alpha(1) c_1 + \alpha(2) c_2 = 0 \), we claim that the set

\[
X := \{ \beta \in G_+ \mid \beta \preceq \alpha_{1_1}, \beta(1)c_1 + \beta(2)c_2 = 0 \}
\]

is finite. In fact, \( \mu(\alpha) \) is the smallest element in the set \( X \) and \( X \subset \{ m\mu(\alpha) \mid m \in \mathbb{N} \} \). Thus by Lemma 2.2(2), we get that \( X \) is a finite set.
If $\alpha_{i_1}(1)c_1 + \alpha_{i_2}(2)c_2 \neq 0$, then we consider $(E(\alpha_{i_1}))^b.u$. It is straightforward to check that
\[
(E(\alpha_{i_1}))^b \sum_{i=k_1+1} \alpha_i t^{-\alpha_{i_1}} t^{-\alpha_{i_2}} \ldots t^{-\alpha_{i_k}} v_L = 0,
\]
and
\[
(E(\alpha_{i_1}))^b.u = \sum_{i=1}^{k_1} b! (\alpha_{i_1}(1)c_1 + \alpha_{i_2}(2)c_2)^b a_i t^{-\alpha_{i_1}} t^{-\alpha_{i_2}} \ldots t^{-\alpha_{i_k}} v_L \neq 0,
\]
where $0 < \alpha_{i_1} \leq \alpha_{i_2} \leq \cdots \leq \alpha_{i_{k_1}} < \alpha_{i_1}$ for $1 \leq i \leq k_1$. One can see that $J((E(\alpha_{i_1}))^b.u) \nsubseteq J(u)$. On the other hand, if $\alpha_{i_1}(1)c_1 + \alpha_{i_2}(2)c_2 = 0$, let
\[
\alpha_0 = \min(\{\alpha_{i_1} - \alpha_{i_1'} \mid 1 \leq i \leq k, 1 \leq i' \leq s_i\} \cap G_+).
\]
We claim that there exists $\eta \in B(\alpha_0)$ such that $2\eta < \alpha_{i_1}$ and $\eta(1)c_1 + \eta(2)c_2 \neq 0$. In fact, let $0 < \delta < \alpha_{i_1}$ be such that $2\delta \neq \alpha_{i_1}$, and
\[
\forall \eta \in B(\min\{\alpha_0, \delta, \alpha_{i_1} - \delta\}) \setminus \{\beta \in G_+ \mid \beta \leq \alpha_{i_1}, \beta(1)c_1 + \beta(2)c_2 = 0\},
\]
we have $\eta(1)c_1 + \eta(2)c_2 \neq 0$, $\eta < \delta$ and $\eta < \alpha_{i_1} - \delta$. That is $\eta < \alpha_0$, $2\eta < \alpha_{i_1}$ and $\eta(1)c_1 + \eta(2)c_2 \neq 0$. This, together with the assumption that the numbers of the element $\alpha_i$ for $k_1 < i \leq k$ are all strictly less then $b$, implies that
\[
(E(\alpha_{i_1} - \eta))^b \sum_{i=k_1+1} \alpha_i t^{-\alpha_{i_1}} t^{-\alpha_{i_2}} \ldots t^{-\alpha_{i_k}} v_L = 0.
\]
Thus
\[
(E(\alpha_{i_1} - \eta))^b.u = \sum_{i=1}^{k_1} b! a_i (\det \left(\frac{\alpha_{i_1}}{\eta}\right))^b (t^{-\eta})^b t^{-\alpha_{i_1}} t^{-\alpha_{i_2}} \ldots t^{-\alpha_{i_k}} v_L \neq 0,
\]
where $0 < \alpha_{i_1} \leq \alpha_{i_2} \leq \cdots \leq \alpha_{i_{k_1}} < \alpha_{i_1}$ for $1 \leq i \leq k_1$. We can see that $J((E(\alpha_{i_1} - \varepsilon))^b.u) \nsubseteq J(u)$. It is clear that, after repeating the above process for finite times, we have
\[
0 \neq w = \sum_{i=1}^{n} d_i t^{-n_i} t^{-n_2} \ldots t^{-n_i} v_L \in \mathcal{U}(L)u,
\]
where $0 \neq d_i \in \mathbb{C}$, $0 < n_i \leq n_1 \leq \cdots \leq n_i$ for $1 \leq i \leq n$, and $\alpha(1)c_1 + \alpha(2)c_2 \neq 0$ for all $\alpha \in J(w)$. This implies that we can turn this case into Case 1. Therefore, we also obtain that $v_L \in \mathcal{U}(L)u$, and hence $M(c, \leq)$ is irreducible as required. \qed
Now we consider the situation that the compatible total order $\preceq$ on $G$ is discrete, i.e., there exists a smallest positive element $\epsilon$ in $G_+$. For

$$u = \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} t^{-\alpha_{1i}} t^{-\alpha_{2i}} \cdots t^{-\alpha_{ni}} E(-\beta_{j1}) E(-\beta_{j2}) \cdots E(-\beta_{jk_j}) e_{ij} v_L,$$

where $a_{ij} \neq 0$, $0 < \alpha_{1i} \leq \alpha_{2i} \leq \cdots \leq \alpha_{ni}$, $\mathbb{Z} \varepsilon < \beta_{j1} \leq \beta_{j2} \leq \cdots \leq \beta_{jk_j}$, and $0 \neq e_{ij} \in U(E_\epsilon)$ for $1 \leq i \leq m$, $1 \leq j \leq n$, we define

$$l(u) = \max\{k_j \mid 1 \leq j \leq n\}.$$  

It is clear that, if $0 \neq u \in U(L_+) U(E_\epsilon) v_L$, one has $l(u) = 0$. Similarly, for $0 \neq w \in U(L_-^t) v_L$, we write

$$w = \sum_{i=1}^{s} T_i t^{-\alpha_{1i}} t^{-\alpha_{2i}} \cdots t^{-\alpha_{ni}} v,$$

where $\mathbb{Z} \varepsilon < \alpha_{1i} \leq \alpha_{2i} \leq \cdots \leq \alpha_{ni}$ and $0 \neq T_i \in U(T_\epsilon)$ for $1 \leq i \leq s$, we define

$$l'(w) = \max\{n_i \mid 1 \leq i \leq s\}.$$  

Then one has $l'(w) = 0$ if $0 \neq w \in U(T_\epsilon) v_L$.

In order to prove our next main result under the assumption that the total order $\preceq$ on $G$ is discrete, we need the following two lemmas.

**Lemma 3.4.** Suppose that the compatible total order $\preceq$ on $G$ is discrete, then for any $u \in M(c, \preceq)$ with $l(u) = m > 1$, there exists an element $0 \neq u' \in U(L) u$ such that $l(u') = 0$.

**Proof.** Write

$$u = \sum_{i=1}^{s} T_i E(-\alpha_{1i}) E(-\alpha_{2i}) \cdots E(-\alpha_{mi}) e_{i} v_L + \sum_{j=1}^{s'} T'_j E(-\beta_{j1}) E(-\beta_{j2}) \cdots E(-\beta_{jm_j}) e'_{j} v_L,$$

where $T_i, T'_j \in U(L_+^t)$, $e_i, e'_j \in U(E_\epsilon)$ with $T_i, e_i \neq 0$, and $\mathbb{Z} \varepsilon < \alpha_{1i} \leq \alpha_{2i} \leq \cdots \leq \alpha_{mi}$, $\mathbb{Z} \varepsilon < \beta_{j1} \leq \beta_{j2} \leq \cdots \leq \beta_{jm_j}$, $m > \max\{m_j \mid 1 \leq j \leq s\}$, $1 \leq i \leq s$, $1 \leq j \leq s'$. Let $\underline{\alpha}_i = (\alpha_{1i}, \alpha_{2i}, \ldots, \alpha_{mi})$ for $1 \leq i \leq s$. One may assume that $\underline{\alpha}_1 \geq \underline{\alpha}_2 \geq \cdots \geq \underline{\alpha}_s$. Let $a$ be the number of the element $\underline{\alpha}_1$, which appears in the sequence $\underline{\alpha}_i$ for $a$ times.

For $\alpha = \min\{\alpha_{1i} \mid 1 \leq i \leq s\}$, we claim that the set

$$\{\alpha - n \epsilon \mid \det\left( \frac{\alpha_{1i}}{\alpha - n \epsilon} \right) \neq 0, \, n \in \mathbb{N}\}$$

is infinite. In fact, the set $\{\gamma \mid \det(\underline{\alpha}_{1\gamma}) = 0, \, 0 < \gamma \leq \alpha_{11}\} \subset \{n\mu(\alpha_{11}) \mid n \in \mathbb{N}\}$ is finite, which implies that the above set is infinite. Now we choose an integer $n \in \mathbb{N}$ such that $\det(\underline{\alpha}_{1\gamma}) \neq 0$ and $\alpha_{11} - \alpha + n \epsilon \notin J(u)$ as $J(u)$ is a finite set.
Consider $u_1 = t^{\alpha - n\epsilon} u$. Then we have
\[ u_1 = \text{adet} \left( \frac{-\alpha_1}{\alpha - n\epsilon} \right) T_1 t^{-\alpha_1 + \alpha - n\epsilon} E(-\alpha_1) \cdots E(-\alpha_m) c_1 v_L + A, \]
for some $A \in M(c, \preceq)$. Since $m > \max\{m_j \mid 1 \leq j \leq s'\}$, $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_s$ and $\alpha_1 - \alpha + n\epsilon \notin J(u)$, we can deduce that
\[ \text{adet} \left( \frac{-\alpha_1}{\alpha - n\epsilon} \right) T_1 t^{-\alpha_1 + \alpha - n\epsilon} E(-\alpha_1) \cdots E(-\alpha_m) c_1 v_L \]
is linearly independent with $A$ if $A \neq 0$. This implies that $0 \neq u_1 \in U(L)u$ and $l(u_1) = m - 1 < l(u)$. Therefore, after repeating the above process for finitely many times, one obtains that there exists an element $0 \neq u' \in U(L)u$ such that $l(u') = 0$. \hfill \Box

Lemma 3.5. Suppose that the compatible total order $\preceq$ on $G$ is discrete and $\epsilon(1)c_1 + \epsilon(2)c_2 \neq 0$, Then for any $w \in M(c, \preceq)$ with $l(w) = 0$, there exists an element $0 \neq w' \in U(L)w \cap U(L')v_L$.

Proof. Since $l(w) = 0$, we have
\[ w = \sum_{i=1}^{s} T_i E(-i_1\epsilon) E(-i_2\epsilon) \cdots E(-i_k\epsilon) v_L, \]
where $0 \neq T_i \in U(L')$ and $1 \leq i_1 \leq i_2 \leq \cdots \leq i_k$ for $1 \leq i \leq s$. We may assume that $(s_1\epsilon, s_2\epsilon, \cdots, s_k\epsilon)$ is maximal in the set \{(i_1\epsilon, i_2\epsilon, \cdots, i_k\epsilon) \mid 1 \leq i \leq s\} under the total order $\preceq$. Let $a$ be the number of the element $s_k\epsilon$ which occurs in the sequence $(s_1\epsilon, s_2\epsilon, \cdots, s_k\epsilon)$ for $a$ times. Consider $w' = t^{s_1\epsilon} t^{s_2\epsilon} \cdots t^{s_k\epsilon} w$. Then it is straightforward to check that
\[ t^{s_1\epsilon} t^{s_2\epsilon} \cdots t^{s_k\epsilon} \sum_{i=1}^{s-1} T_i E(-i_1\epsilon) E(-i_2\epsilon) \cdots E(-i_k\epsilon) v_L = 0 \]
and
\[ (t^{s_k\epsilon})^a T_s E(-s_1\epsilon) E(-s_2\epsilon) \cdots E(-s_k\epsilon) v = a! (s_k\epsilon)^{a} T_s E(-s_1\epsilon) E(-s_2\epsilon) \cdots E(-(s_k-a)\epsilon) v_L. \]
From these two identities and the assumption $\epsilon(1)c_1 + \epsilon(2)c_2 \neq 0$, we obtain
\[ 0 \neq w' \in U(L)w \cap U(L')v_L \]
as required. \hfill \Box

Now we state the necessary and sufficient conditions for the Verma module $M(c, \preceq)$ to be irreducible under the assumption that the compatible total order $\preceq$ is discrete on $G$. 
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Theorem 3.6. Suppose that the compatible total order $\preceq$ on $G$ is discrete, then the Verma module $M(c, \preceq)$ is irreducible if and only if $\epsilon(1)c_1 + \epsilon(2)c_2 \neq 0$.

Proof. If $\epsilon(1)c_1 + \epsilon(2)c_2 = 0$, it is clear that the $L$-submodule of $M(c, \preceq)$, generated by the element $t^{-\epsilon}.v_L$, is a proper submodule of $M(c, \preceq)$. Thus $M(c, \preceq)$ is reducible. Now, to complete the proof of this theorem, we only need to show that $M(c, \preceq)$ is irreducible if $\epsilon(1)c_1 + \epsilon(2)c_2 \neq 0$. By applying Lemma 3.4 and 3.5, we see that, for any $0 \neq u \in M(c, \preceq)$, there exists an element $0 \neq u' \in U(L)u \cap U(L^-)v_L$. Thus without loss of generality, we may assume that $0 \neq u \in U(L^-)v_L$. Write

$$u = \sum_{i=1}^{s}T_i t^{-\alpha_{i1}} t^{-\alpha_{i2}} \cdots t^{-\alpha_{in}},$$

where $\mathbb{Z}\epsilon \preceq \alpha_{i1} \preceq \alpha_{i2} \preceq \cdots \preceq \alpha_{in}$ and $0 \neq T_i \in U(T_i)$ for $1 \leq i \leq s$. Let $\alpha_i = (\alpha_{i1}, \alpha_{i2}, \cdots, \alpha_{in})$ for $1 \leq i \leq s$. We may assume $\alpha_1 = \max\{\alpha_i \mid 1 \leq i \leq s\}$ and $a$ is the number of the element $\alpha_{in}$ which occurs in the sequence $\alpha_i$ for $a$ times. Note that if $v'(u) = 0$, we have $0 \neq u \in U(T_i)u$. And if $v'(u) \geq 1$, we claim that there exists $0 \neq w \in U(L)u \cap U(T_i)u$. In fact, $\alpha_{in} = \max(J(u))$ and $J(u)$ is a finite set, then $\alpha_{in} \succ \mathbb{Z}\epsilon$ and det$(\alpha_{in}) \neq 0$. Therefore we can choose $n \in \mathbb{N}$ such that $\epsilon n \notin J(u) \cap \mathbb{Z}\epsilon$. Consider $E(\alpha_{in1} - \epsilon n).u$. Then it is straightforward to check that

$$E(\alpha_{in1} - \epsilon n).u = \text{adet}\left(\frac{\alpha_{in1}}{\epsilon n}\right) T_1 t^{-\alpha_{i1}} t^{-\alpha_{i2}} \cdots t^{-\alpha_{in1}} t^{-\epsilon n}(t^{-\alpha_{in1}})^{a-1}v_L + A,$$

and one can deduce that $A$ is linearly independent with

$$\text{adet}\left(\frac{\alpha_{in1}}{\epsilon n}\right) T_1 t^{-\alpha_{i1}} t^{-\alpha_{i2}} \cdots t^{-\alpha_{in1}} t^{-\epsilon n}(t^{-\alpha_{in1}})^{a-1}v_L$$

if $A \neq 0$. And it is clear that $v'(E(\alpha_{in1} - \epsilon n).u) = v'(u) - 1$. Repeating the above process, we obtain that there exists an element

$$0 \neq w \in U(L)u \cap U(T_i)u.$$ 

This implies that, for any $0 \neq u \in U(L^-)v_L$, there exists an element $w$ such that $0 \neq w \in U(L)u \cap U(T_i)u$. Let

$$w = \sum_{i=1}^{m} a_it^{-i_1\epsilon} t^{-i_2\epsilon} \cdots t^{-i_m\epsilon}v_L,$$

where $0 \neq a_i$, $1 \leq i_1 \leq i_2 \leq \cdots \leq i_m$ for $1 \leq i \leq m$. Assume

$$(m_1\epsilon, m_2\epsilon, \cdots, m_m\epsilon) = \max\{(m_1\epsilon, m_2\epsilon, \cdots, m_m\epsilon) \mid 1 \leq i \leq m\}.$$
Then it is easy to verify that
\[ 0 \neq E(m_1\epsilon)E(m_2\epsilon)\cdots E(m_{m\epsilon})w \in Cv_L, \]
i.e., \( v_L \in \mathcal{U}(L)w. \)

The above argument implies that \( v_L \in \mathcal{U}(L)u \) for any \( 0 \neq u \in M(c, \preceq) \), i.e., \( M(c, \preceq) \)
is irreducible as required.

Finally, we would like to determine the maximal submodules of the Verma module \( M(c, \preceq) \) for the rank-two Heisenberg-Virasoro algebra \( L \) in case \( M(c, \preceq) \) is reducible. We will divide the arguments into two cases. For the case that the compatible total order \( \preceq \) on \( G \) is dense, we need certain results obtained in [WZ], and for the case that \( \preceq \) is discrete, we apply a result from [TWX].

**Proposition 3.7.** Suppose that the compatible total order \( \preceq \) is dense, and \( (c_1, c_2) = (0, 0) \). Then

1. If \( (c_3, c_4) = (0, 0) \), the submodule generated by the element \( E(-\gamma)v_L \), for any \( \gamma \succ 0 \), is the unique maximal \( \mathbb{Z}^2 \)-graded submodule of the Verma module \( M(c, \preceq) \).
2. If \( (c_3, c_4) \neq (0, 0) \), the submodule generated by the set \( \{t^{-\alpha}v_L \mid \alpha \succ 0 \} \) is a maximal submodule of the Verma module \( M(c, \preceq) \).

**Proof.** For (1), since the order \( \preceq \) is dense on \( G \), by Lemma 2.2(1) we know that there exists an element \( \gamma' \succ 0 \) such that \( \gamma' \prec \gamma \) and \( \det(\gamma') \neq 0 \). Thus, from the two identities

\[ E(-\gamma')v_L = (\det(\gamma'))^{-1}E(\gamma - \gamma')E(-\gamma)v_L, \]

and

\[ \det(\gamma')E(-(\gamma' + \gamma))v_L = E(-\gamma)E(-\gamma')v - E(-\gamma')E(-\gamma)v_L, \]

we have \( E(-\gamma')v_L, E(-(\gamma' + \gamma))v_L \in \mathcal{U}(L)E(-\gamma)v_L \). Then from the identity

\[ \det(\gamma')E(-(\gamma' + (n+1)\gamma))v_L = E(-\gamma)E(-(\gamma' + n\gamma))v_L - E(-(\gamma' + n\gamma))E(-\gamma)v_L, \]

and, by induction on \( n \in \mathbb{Z}_+ \), one sees that \( E(-(\gamma' + n\gamma))v_L \in \mathcal{U}(L)E(-\gamma)v_L \) for any \( n \in \mathbb{Z}_+ \). By Lemma 2.2(2), we know that, for any \( \beta \in G_+ \), there exists \( n \in \mathbb{Z}_+ \) such that \( \gamma' + (n+1)\gamma \succ \gamma' + n\gamma \succ \beta \) for some \( n \in \mathbb{Z}_+ \). Hence one of the two determinants \( \det(\gamma'+n\gamma) \) and \( \det(\gamma'+(n+1)\gamma) \) is not equal to zero, say \( \det(\gamma'+n\gamma) \neq 0 \). Note that

\[ \det\left(\begin{array}{c} -\gamma' - n\gamma \\ -\beta \end{array}\right)E(-\beta)v_L = E(-\beta + \gamma' + n\gamma)E(-(\gamma' + n\gamma))v_L. \]
Thus we have $E(-\beta)v_L \in \mathcal{U}(L)E(-\gamma)v_L$ for any $\beta \in G_+$. By assumption, for any $\delta > 0$, there exists $\alpha \in G_+$ such that $\delta < \alpha < 2\delta$ and $\det(\delta \alpha) \neq 0$. Hence

$$t^\alpha E(-\delta - \alpha)v_L = \det \left( -\frac{\delta}{\alpha} \right) t^{-\delta}v_L,$$

which implies that $t^{-\delta}v_L \in \mathcal{U}(L)E(-\gamma)v_L$ for any $\delta \in G_+$. Moreover, since $(c_3, c_4) = (0, 0)$, it is easy to check that

$$\mathcal{U}(L)E(-\gamma)v_L = \sum_{\beta \in G_-} M(c, \leq \beta).$$

Therefore, the submodule generated by $E(-\gamma)v_L$ is the unique maximal $\mathbb{Z}^2$-graded submodule of $M(c, \leq)$. This finishes the proof of the first part of the proposition.

For the second statement (2), since $(c_3, c_4) \neq (0, 0)$, it is clear that the submodule generated by the set $\{t^{-\alpha}v_L \mid \alpha > 0\}$ is $\mathcal{U}(L^E)\mathcal{U}(L^-)_L^L v_L$. By applying Theorem 3.1 in the paper [WZ], we see that $\mathcal{U}(L^E)\mathcal{U}(L^-)_L^L v_L$ is a maximal submodule of $M(c, \leq)$, i.e., the submodule generated by the set $\{t^{-\alpha}v_L \mid \alpha > 0\}$ is maximal as required.

Now we assume that the order is discrete, and before state our result we need to introduce some more symbols. Since $\epsilon, \epsilon'$ form a $\mathbb{Z}$-basis of $G$, then for any $\alpha \in G$, we have $\alpha = \alpha[1]\epsilon + \alpha[2]\epsilon'$, for some $\alpha[1], \alpha[2] \in \mathbb{Z}$. Set $E = \sum_{k \in \mathbb{Z} \setminus \{0\}} \mathbb{C}E(k\epsilon)$, $H_\pm = \sum_{\pm k \in \mathbb{N}} (\mathbb{C}t^{k\epsilon} \oplus \mathbb{C}E(k\epsilon))$, and $H = H_+ \oplus L_0 \oplus H_-$. For the sake of convenience, we denote by $X(\alpha)$ the element $t^\alpha$ or $E(\alpha)$ for $\alpha \in G_+$. Let

$$B = \{1, t^{-\beta_1} \cdots t^{-\beta_m}, E(-\alpha_1) \cdots E(-\alpha_n), t^{-\beta_1} \cdots t^{-\beta_m}E(-\alpha_1) \cdots E(-\alpha_n) \mid m, n \in \mathbb{N}, 0 \leq \alpha_1 \leq \cdots \leq \alpha_1, 0 \leq \beta_1 \leq \cdots \leq \beta_1\}$$

be a basis of $\mathcal{U}(L^-)$, and $M(H) = \mathcal{U}(H)v_L$. For $h \in \mathbb{N}$, we set

$$B_H(h) = \{X(-\alpha_1) \cdots X(-\alpha_n) \in B \mid n \in \mathbb{N}, \alpha_i \in G_+ \setminus \mathbb{Z}_\epsilon, \sum_{i=1}^n \alpha_i[2] = h\},$$

and set $B_H(0) = \{1\}$. Let $M(h) = B_H(h)M(H)$ for $h \in \mathbb{Z}_+$. For any pair $(a, b) = ((a_i)_{i \in \mathbb{N}}, (b_i)_{i \in \mathbb{N}}) \in \mathbb{C}^\mathbb{N} \times \mathbb{C}^\mathbb{N}$, let $I_{ab}$ denote the ideal of $\mathcal{U}(H^-)$ generated by $\{t^{-i\epsilon} - a_i, E(-i\epsilon) - b_i \mid i \in \mathbb{N}\}$. For any $\xi = (\xi_i)_{i \in \mathbb{N}} \in \mathbb{C}^\mathbb{N}$, let $J_\xi$ denote the ideal of $\mathcal{U}(T_\epsilon)$ generated by $\{t^{-i\epsilon} - \xi_i \mid i \in \mathbb{N}\}$. Then we have the following statement.

**Proposition 3.8.** Suppose that the compatible total order $\preceq$ is discrete on $G$, and assume that $\epsilon(1)c_1 + \epsilon(2)c_2 = 0$. Then

1. If $\epsilon(1)c_3 + \epsilon(2)c_4 = 0$, $\{M_{ab}\}$ is the set of all maximal $\mathbb{Z}^2$-graded submodules of the Verma module $M(c, \leq)$, where $(a, b) = ((a_i)_{i \in \mathbb{N}}, (b_i)_{i \in \mathbb{N}}) \in \mathbb{C}^\mathbb{N} \times \mathbb{C}^\mathbb{N}$, and $M_{ab} =$
\[ \sum_{h \in \mathbb{Z}_+} M_{ab}(h) \text{ with } M_{ab}(h) = \{ u \in M(h) \mid X(e' + i_1 \epsilon) \cdots X(e' + i_h \epsilon) u \in I_{ab} v_L, \forall i_1, \cdots, i_h \in \mathbb{Z} \}. \]

(2) If \( \epsilon(1)c_3 + \epsilon(2)c_4 \neq 0 \), \( \{ M_\xi \mid \xi \in \mathbb{C}^N \} \) is the set of all maximal \( \mathbb{Z}^2 \)-graded submodules of the Verma module \( M(c, \preceq) \), where \( M_\xi = \sum_{h \in \mathbb{Z}_+} M_\xi(h) \text{ with } M_\xi(h) = \{ u \in M(h) \mid X(e' + i_1 \epsilon) \cdots X(e' + i_h \epsilon) u \in \mathcal{U}(E) J_\xi v_L, \forall i_1, \cdots, i_h \in \mathbb{Z} \}. \]

Proof. We take \( \varphi = 0 \) in the definition of the universal Whittaker module \( M_{c,k_1,k_2,k_3,k_4} \) defined in [TWX], then the universal Whittaker modules are exactly the Verma modules for the rank-two Heisenberg-Virasoro algebra \( L \). Therefore the statement of this proposition follows from Proposition 4.3 and Proposition 4.5 in [TWX]. \( \square \)
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