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ABSTRACT

Many applications in the real world include optimizing specific targets, such as cost minimization, energy conservation, climate, and maximizing production, efficiency, and sustainability. The optimization problem is strongly non-linear with multifunctional landscapes under several dynamic, non-linear constraints in some instances. It is challenging to address those issues. Also, with the increasing strength of modern computers, simplistic brute force methods are still inefficient and unwanted. Practical algorithms are also vital for these implementations whenever possible.

Cloud computing has become an essential and popular emerging computing environment that supports on-demand services and provides internet-based services. Cloud computing allows a range of services and tools to be easily accessed from anywhere in the world. Since cloud computing has global access to its services, there will always be threats and challenges facing its servers and services, such as; task scheduling, security, energy efficiency, network load, and other challenges. In the research area, many algorithms have been addressed to solve these problems. This paper investigates relevant analysis and surveys on the above topics, threats, and outlooks.

This paper offers an overview of nature-inspired algorithms, their applications, and valuation, emphasizing cloud computing problems. Many problems in science and engineering can be viewed
as optimization problems with complex non-linear constraints. Highly nonlinear solutions typically need advanced optimization algorithms, and conventional algorithms can have difficulty addressing these issues. Because of its simplicity and usefulness, nature-inspired algorithms are currently being used. There are nevertheless some significant concerns with computing and swarming intelligence influenced by evolution.
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1. INTRODUCTION

Cloud computing is a new system that helps people to pay accordingly and work highly. It also becomes more complex as it becomes successful. One of the problems of cloud computing is the assignment of resources. The aim is to assign tasks to appropriate resources, and cloud computing is a problem of NP-hard optimization. No algorithms have an optimum solution to NP-hard problems within polynomial time [1].

Like on-demand computing, Cloud computing is dominant technology today. Cloud computing is virtualized internet-based computing providing ICT resources to remote users [2]. It is a paradigm in which resources are available anytime, anywhere, and under the user’s control while the remote clouds[3]. Data centers that contain many “virtualized” servers and high-bandwidth networks are the resources of “cloud computing” [4,5]. Besides, cloud computing considers as a cost-effective paradigm due to resource sharing [6].

Recently, cloud computing has become one of the most popular innovations that internet consumers and companies have used [7]. It has many advantages, including elasticity, rapid access to the infrastructure, reduced hardware and software, and faster coverage of the geographic area. For enterprise systems can intensify collaboration, scalability, nimbleness, and availability [8,9]. Besides, it sets a software update routine that minimizes user involvement. These advantages encouraged many companies to use cloud computing for their core business processes rather than their IT infrastructure [10].

Many global engineering problems have optimized using advanced technology and meta-heuristic algorithms using—these advanced techniques, methods, and algorithms [11]. New developments have also been developed in the computing cloud, such as unicorns, containers, orchestration (container is a virtualization system at OS level to deploy and operate distributed apps without launching an entire VM in each application), container as well as service (CaaAS) [12]. These recent advances have also brought new problems to be tackled in the safety sector. As technology changes, check and refresh security protocols and methods often keep hackers and assailants alive [13].

Nature-inspired algorithms are one of the most used methods for solving almost all problems globally. Cloud management is an analysis and configuration of the distribution of cloud services to optimize the efficiency of power applications, infrastructures, and workloads and reduce loss by over-supply [14]. The advent of DevOps led to a high-speed distribution and regular new code updates. These algorithms are inspired by nature and taking advantage of the natural methods for solving problems [15]. Among these problems is task scheduling in cloud computing systems that can be optimized based on these algorithms [16].

Task scheduling is one of the challenges in cloud systems, and there are many methods and techniques for solving its issues. In this paper, the optimization of scheduling in cloud computing has been reviewed based on nature-inspired algorithms.

The second section of this paper is a theoretical background of cloud computing and scheduling, then reviewing the nature-inspired algorithms. Section 3 is a literature review in optimizing scheduling in cloud computing using nature-inspired algorithms. Section 4 is a discussion and assessment of the literature that has been reviewed. Finally, concluding the overall work in this paper.

1.1 Cloud Computing Main Challenges

Multi-tenancy is an architecture that provides many clients and landlords with a single instance of a software program. All three models of operation IaaS, PaaS, and SaaS are multi-tenancy applicable. It has numerous benefits and problems as well [17]. The benefits are cost savings on the scaling of IT infrastructure and
licensing apps, etc. The critical challenges of multi-tenant are safety, power optimization and distribution of services, and high availability [18]. Since cloud computing has made the transfer of data from a server to a client, servers, and networks simpler, there will always be threats and challenges on their third-party servers in data centers or a privately-owned cloud [19]. These challenges are including; security, scheduling, energy efficiency, reliability, lack of resources, and others [20]. In this review article, the task scheduling issues in cloud computing will be reviewed.

In general, task scheduling is the process of arranging the user requests (tasks) in a particular order so that available resources will be used suitably. Scheduling is the technique of mapping a set of jobs to virtual machines or allocating virtual machines to run on the available resources to fulfill users' demands [21]. The available cloud-computing resource is scheduled at two levels; Virtual Machine (VM) level and Host-level. At the VM level, which is known as task scheduling, cloud tasks are assigned and mapped to execute the allocated VMs using a task/job scheduler. At the second level, host-level, known as the VM Scheduling, a VM scheduler can allocate the VMs into physical hardware [21, 22].

2. BACKGROUND THEORY

2.1 Cloud Computing

According to the National Institute of Standards and Technology (NIST), “Cloud computing is a paradigm for allowing ubiquitous, simple, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) quickly provisioned and released with minimal management effort or interference amongst service providers [23,24].

Cloud computing is a type of Web-based computing and data storage delivered online using distributed servers[25,26]. Cloud Computing provides computing, storage, and network services locally (like data centers, backhaul networks, and core networks) in the remote clouds [27,28]. Cloud computing’s key features are; Cloud computing has several features, such as rapid elasticity, measured service, resource service, comprehensive self-service, on-demand network access, multi-tenancy, pooled infrastructure, broad access to networks, elasticity, self-service on-demand, and calculated service [29,30].

Cloud computing has two types: the first one is based on the location and has three sub-types; public, private, and hybrid clouds, as shown in Fig. 1 [31,32].

![Cloud Service Models](image_url)

**Fig. 1. Cloud service models [31,32]**
- Public cloud: it is services on-demand, and it is available. It can be won by the government, academics, business, or organization [33].
- Private cloud: it is exclusive for use by an organization and available only for single architecture, and it can be managed and operated by the owner [34].
- Hybrid cloud combines both public and private clouds [35].

The second type, based on service provided, has three types:

- Infrastructure-as-a-service: The user can use provided software on cloud infrastructure via client interfaces, such as a web browser (e.g., web-based email) or a software interface that can be accessed from different client devices [36]. The cloud infrastructures are servers, networks, systems, and storage, and customers cannot control or monitor these components [37].
- Platform-as-a-service: The user can deploy consumer-developed or acquired apps built using the cloud infrastructure that providers many services to the customers [38]. The customer does not maintain and track the resources and only controls the installed software and future setups [39].
- Infrastructure as a Service (IaaS): is the ability to provide random software for users, including operating systems and programs, and other simple computational resources to install and execute this random software [40]. The customer cannot manage or track the Cloud Infrastructure but controls operating systems, storage, software, and insignificant control over selected network components [41].

The main advantage of cloud computing includes the cost-effective, fast request data provided even many users are using the resources simultaneously [42]. Because it is a service on-demand, users can access and use the data anytime and anywhere without extra software and hardware [43]. The only requirement is that the user needs a cloud service provider. Finally, the cloud servers have back-ups and disaster management technology, so the users' files are safe [31,44].

Considering many advantages that cloud computing has, its uses and application expanding, and it used in many areas such as:

a. File storage: Cloud storage is top-rated because users can store their information and data inside the cloud without using the local device, and users can access stored files through any device[44]. Many cloud storages types such as a file, object, and block storage meet users' needs of storing data and backing up files. These storage units provide secure access and scalability for increased storage or decreased storage based on the individual's budget [45].

b. Big Data Analytics: Nowadays, businesses for the performance of their customers, markets, and sales, are relay. The collected data can be used either to achieve better work performance [46]. Alternatively, to discover new opportunities for business growth or to find solutions to complex problems. The benefit of cloud computing is that the user will not pay for unused time; the only used resources will be paid [47].

c. Data backups and archiving: With the rapid development of technologies nowadays, cybercrimes became one of the most severe threats for users [48]. Users need to have a secure cyber environment, and the traditional data backups no longer are solutions to today's threats. Cloud computing provides a cloud-based backup with ease to use as a solution for these threats and challenges. Users can back up their data, including the sensitive data on cloud-based storage systems also; encrypting the data also possible in cloud computing [49].

d. Disaster recovery: It was a costly and time-consuming process to construct a disaster recovery site and test a disaster recovery plan in an isolated and managed area [50]. Cloud computing consists of disaster recovery procedures that are digitally stored in the cloud. In this model, users share data and settings so they can be replicated at multiple sites [51].

e. Communication: Cloud computing provides access to the use of online email and calendars [52]. A user's messages and files were stored in a cloud service rather than solely stored on the computer. That allows users to access the application from every part of the world via an individuated internet [53].

2.2 Optimization Algorithms

A practical method in the decision-making and analysis of physical processes is optimization. In mathematical terms, optimizing the solution from
among all possible solutions lies in finding the best solution [54]. Optimization is executed by evaluating different solutions iteratively before an optimal or satisfactory solution is found. A significant step in the optimization process is to classify the optimization model because algorithms are optimized to a specific problem category. Different forms of problems of optimization [55]:

- Continuous Optimization.
- Bound Constrained Optimization.
- Constrained Optimization.
- Derivative-Free Optimization.
- Discrete Optimization.
- Global Optimization.
- Linear Programming.
- Nondifferentiable Optimization.

Optimization algorithms are in many ways classified. The algorithms are classified into three groups depending on their nature: Deterministic algorithm, stochastic and hybrid algorithms. The algorithm takes the same direction and generates the same output with a specific input set in the deterministic algorithm [45]. The randomization of the stochastic algorithm is particular because a random number carries out the trial. It is further categorized into two types: heuristic and metaheuristic [57]. Heuristic algorithms are based on the principle of "test and error." They produce "good enough solutions" reasonably to complex optimization problems but do not guarantee optimum solutions. These algorithms are built on expertise and practice in the search area [58].

On the other hand, metaheuristic algorithms are a series of high-quality techniques that improve the effectiveness of heuristic algorithms by effectively managing and changing their operations to produce high-quality performance [59]. The main benefit of these algorithms is that they do not need to be informed explicitly on optimization. The nature-inspired algorithm taxonomy is given in Fig. 2. These algorithms are categorized into bio-inspired algorithms, algorithms based on physics and chemistry, and others [56]:

First: Bio-Inspired algorithms (BI): they are algorithms inspired by natural organisms' biological phenomena. Living systems occur in nature and adopt a well-defined set of processes designed to meet their needs. These procedures inspired mathematicians to develop some algorithms, which eventually evolved into modern mathematical algorithms. There are four general classes of algorithms applied to the biological world: Swarm algorithms and non-war algorithms [56,60].

Fig. 2. Nature-inspired algorithms [56]
• Swarm-Intelligence-based algorithms are biological phenomena that inspire these algorithms. In general, these algorithms are based on Swarm Intelligence (SI), in which individual agents have no centralized control over their behavior. Interactions among these agents are the basis for intelligence [61]. The SI-based algorithms are the most common, and the reasons for their popularity are; the first reason is that these agents exchange information, causing self-organization, co-evolution, and learning during iterations [62]. The second reason is that these multiple agents can parallelize efficiently to get large-scale optimization.

• Non-Swarm Intelligence-based Algorithm is un-swarm bio-inspired algorithms such as Simulated annealing (SA) algorithms, Differential Evolution (DE) Algorithms, etc. [4]. Although classifying algorithms is not an uncomplicated process, mainly when they are not directly based on Bio-Inspired algorithms [63]. These algorithms' works are similar to genetic algorithms, and they are categorized as Bio-Inspired algorithms [64].

Second: Physics and Chemistry Based Algorithms: The nature-inspired algorithms that are not bio-inspired are considered physics and chemical systems' inspired algorithms. These algorithms include physical and chemical-related electrical charges, gravity, river systems, and other physical and chemical phenomena [65].

Third: Other Algorithm: this type of algorithm is nature-inspired but not inspired by biological, physical, or chemical source inspiration. It is inspired by other sources of inspiration, such as music, emotions, and social.

2.3 Nature-inspired Algorithms

The nature-inspired algorithm is a technique inspired by nature's processes and a meta-heuristic algorithm that helps solve complex computer science problems [4]. These algorithms are affected and based on biological, physical, or chemical functions. Ant Method, Ant Colony Optimization, Bee colony, Simulated Annealing, Water Cycle Algorithm, Black Hole Algorithm, and other algorithms are other examples of these algorithms.

Nature has helped develop many algorithms because it inspires mechanisms that effectively solve problems, and these algorithms aid in calculating the optimal solution to a series of optimization problems. New technology has become a significant influence on our lives. While people actively spend time optimizing their learning styles [20]. Business people often adapt to business conditions and shifts [56].

3. LITERATURE REVIEW

Scheduling is recognized as one of the most crucial challenges in cloud computing, and many researchers work in this field and used many ways to optimize these issues. Nature-inspired computing and its algorithms played a significant role in optimizing cloud computing challenges, including scheduling. The literature about using nature-inspired algorithms for scheduling optimization in cloud computing will be reviewed in the following.

Abdullahi et al. [66] present the Discrete Symbiotic Organism Search (DSOS) algorithm for optimizing cloud task scheduling. The recently developed metaheuristic optimization method Symbiotic Organism Search (SOS) is used to overcome numerical optimization problems. Their algorithm is evaluated in the simulation environment using CloudSim, and the simulation results show that DSOS outperforms PSO and converges faster even when the search gets more prominent. This makes the algorithm suitable for large-scale scheduling problems.

Rjoub et al. [67] proposed a hybrid approach known as Multi-Label Classifier Chains Swarm Intelligence (MLCCSI) for improving efficiency by reducing the execution time. Their algorithm follows two main strategies; the swarm intelligence strategy based on ACO, ABC, PSO algorithms to find the optimum resource distribution in the dynamic cloud environment for each Task. The second strategy is applying the machine learning algorithm (Classifier Chains) that takes the result of the algorithms in the first strategy and generates a new hybrid model. The model was evaluated using CloudSim. The evaluation results show that the model minimized the make-span between 7% to 70% and utilized the resources effectively than the standard optimization algorithms.

Abdullahi et al. [68] proposed a Chaotic Symbiotic Organisms Search (CSOS) algorithm to minimize make-span and cost with the main idea to prevent the premature convergence of SOS at the early stages of the optimization.
process by implementing a chaotic map, which enlarges the search space and provides diversity. The proposed algorithm is evaluated using CloudSim and compared with SOS and PSO. The simulation results show that the proposed algorithm, compared to SOS and PSO, has better results and converges faster than SOS, and performs better than SOS.

Srichandan et al. [69] proposed MHBFA bacteria foraging optimization algorithm to solve task scheduling in cloud computing. Their algorithm simulated by using MATLAB simulator and compared with other algorithms such as PSO, GA, and BFA. The evaluation goes through two phases; the first phase presents the experimental results, and in the second phase, the statistical results. The experimental results that energy consumption is low in MHBFA compared with GA, PSO, and BFA. Besides, GA, PSO, and BFA have higher energy consumption and make-span with the same data set as the algorithm. Simultaneously, the statistical results show that the MHBFA performs better in finding better Pareto-optimal solutions than the above algorithms.

Faraj et al. [70] proposed a two-stage model of a strategy named (MLCCAP). The first step is to program algorithms used in Advance Ant Colony Optimization (AACO) and Particle Swarm Optimization (PSO) algorithms, to decide the optimum resource allotment in the complex cloud structure for any mission. In the second step, the Classifier Chains machine-learning algorithm applied both algorithms’ effects to create a new hybrid model considering the scale of tasks and the number of virtual machines. The suggested system is simulated with the CloudSim toolkit. The experimental findings show that the (MLCCAP) balances practically the full machine load and reduces the average margin between 12 and 76%. This approach is adaptable to current cloud computing networks to minimize make-up. The map control model could be generalized to incorporate a range of computer training methods, such as neural networks and decision-making bodies, with other related metrics such as processor power, RAM, and bandwidth considered.

Manasrah et al. [71] proposed a Hybrid GA-PSO algorithm to resolve workflow scheduling by integrating GA and PSO algorithms’ strengths. To show its usefulness in solving workflow scheduling in the cloud world, the algorithm’s performance is tested against other algorithms.

The GA-PSO algorithm was applied using Workflow-Sim to test the algorithm. By offering a higher tier of process control, Workflow-Sim expands the current CloudSim simulator by providing a valuable framework for implementing various scheduling algorithms. The findings show that, regardless of the number of workflow tasks, the algorithm often chooses the best solution for spreading the workflow tasks through the most available VMs.

Aloboud et al. [72] proposed A scheduling algorithm that imitates the cuckoo bird’s parasitic behavior was suggested. Reproduce Cuckoos. The algorithm was evaluated and benchmarked against the current algorithm on a public cloud simulator. It was applied using Python and tested using a Haizea empirical assessment system in simulation mode, which triggered a shift in the Haizea scheduler. Compared to the non-fragmented low-priority job proposed in and already implemented in Haizea. The findings reveal that due to the Task’s fragmentation, the cuckoo algorithm used the limited time to complete the Task, which decreases the waiting time for resources to become usable and increases their use time.

Sardaraz et al. [73] proposed a hybrid algorithm for scheduling cloud computing scientific workflow. In science workflows, the number of activities is immense, and these jobs have dependencies that make it impossible for the scheduler to plan tasks and use cloud services successfully. Workflow scheduling is known as NP-complete in the cloud world. Many variables affect scheduling algorithms’ performance, such as QoS, user deadlines, monetary expense, execution time, data privacy and protection, etc. Workflow planning algorithms require substantial computational resources to make them ideal for cloud computing environments. The algorithm is based on the PSO methodology’s preprocessing step to planning the PSO algorithm. Algorithms have been tested in terms of make-up (the total execution time of all workflow tasks), expense (cost of execution and data transmission of all workflow tasks), and load balancing (is the matrix that shows whether the system is well load-balanced). The suggested algorithm contrasted with regular PSO, GA, and advanced scheduler based on PSO methodology. To minimize execution time, cost and sustain a balanced load between nodes, the solution used parallelism.

Kumar et al. [74] proposed a CSA algorithm to offer an appropriate solution to the cloud task
scheduling problem tested in CloudSim. The algorithm's suggested findings indicate that the CSA produces a 5-15% increase in make-span value relative to ACO. The enhancement is between 12 and 20 percent as compared to CSA with Min-Min. The CSA generates make-span values closer to ACO in some cases, but still, it gives a lower make-span value. The CSA refines the schedule further after each iteration by seeking an alternate VM for the mission. So, the completion time of the assignment is reduced, which is directly expressed in the valuation of make-span.

Stromberg et al. [75] proposed the Whale Optimization Algorithm (WOA) to address the resource planning problem in cloud computing environments. Our ultimate conclusion in simulations with artificial data set is that the WOA-AEFS algorithm, on average, obtained the best results and proved to be a robust and successful optimization strategy for solving resource planning NP-hard problem. The study results were obtained from the MS and cost goals and the deadline breach rate. In all experimental cases, the WOA-AEFS surpassed the simple heuristics of WOA, PBACO, Min-Min, and FCFS. The second-best solution, the CPSO, just showed better efficiency indicators than our WOA-AEFS in certain situations.

Already et al. [76] proposed two standard algorithms LJFP-PSO and MTC-PSO, based on traditional Particle swarm optimization (PSO). Their algorithm uses heuristic scheduling algorithms to initialize the PSO search process and deal with the multimodal optimization problems in cloud systems. The algorithm has been evaluated in the MATLAB simulation environment and compared with swarm-based algorithms. The cloud was virtual, and 200 to 2000 tasks have been used; the size of the tasks was 1000-4000 and 40-300 VMs. The algorithm's simulation results show that the algorithm has an effective performance compared with other algorithms. Besides, comparison simulation findings showed that in convergence and load balancing, the algorithm exceeds recent task scheduling algorithms. It should be remembered that the PSO population's heuristic initialization produces initial particles that all begin the search process from a single starting point.

Sharma et al. [77] suggested that the Harmony-Inspired Genetic Algorithm (HIGA) reduces the amount of iteration waste in local or global regions to consider task preparation. The algorithm was evaluated by using a well-known Cloud-SIM cloud environment emulator for simulation purposes. MATLAB 2013b is being used to incorporate the HIGA system. Changed Cloud-SIM uses the MATLAB Engine API to use the HIGA algorithm to perform solution searches. Their work experimentation is carried out (Intel Core-i7 8 Cores, 8 GB RAM, Windows 10 OS). With well-known standard algorithms such as Genetic Algorithm, Harmony Search, Particle Swarm Optimization, Heterogeneous Earliest Finish Time, Min-Min, and Max-Min, they compared the algorithm. The findings specify that the suggested HIGA algorithm uses less time in all situations to get to the optimum solution since it uses the number of iterations dynamically. This same functionality allows the algorithm a chance to minimize execution time by missing several iterations because of the algorithm's ability to detect and get out of the optimum local area. The outcome reveals that their HIGA algorithm reduces overhead execution by up to 21-39 percent.

Sanaj et al. [78] proposed a chaotic squirrel search algorithm (CSSA) to optimize multi-task scheduling in the cloud atmosphere. With this algorithm, jobs are generated continuously, which makes the current approaches more cost-effective. The algorithm is evaluated in a cloud simulator toolkit (CloudSim), and the outcome is compared with scheduling algorithms to achieve ideal outcomes with several goals. The results indicate that the model can identify the most attractive compromise solution.

Attiya et al. [79] Proposed an integrated version of the HHO algorithm with simulated annealing (HHOSA) to improve the rate of convergence and local search of HHO with the motivation of the uniqueness of their investigation method. To evaluate the method, a CloudSim simulator is used for performance evaluation and compared with other scheduling algorithms. The developed method results show that it can achieve near-optimal performance and performs better than other scheduling algorithms, especially in minimizing the makespan while maximizing the utilization of resources.

Semenkina et al. [80] proposed two methods for addressing the hierarchical planning problem in cloud computing. The first approach suggested is to find an optimal order of projects and then solve resource-constrained project planning for each of them. The second one suggests that if there is a disagreement in deciding the next
Task, they prioritized all tasks and include them in the plan-building process. They compared numerous algorithms, such as intelligent waterfall, the optimization of the genetic algorithm and ant colony, and a self-configuring variant of the latter two. Using the outcomes of solving test problems, the algorithm efficiency and multiple solution representation methods are compared. The results indicate that it is essential that all bionic algorithms move to adaptive methods that allow tuning algorithm parameters during their work. This property is essential when solving scheduling challenges incorporate production planning when a solution must be found very rapidly, based on the production chain's current state.

| References year | Algorithm | Parameters | Simulation environment | Accuracy | Pros and cons |
|-----------------|-----------|------------|------------------------|----------|---------------|
| [66]            | DSOS      | Parasites  | CloudSim               | 99%      | Comparing the DSOS and SAPSO, the simulation results show that the DSOS performs better than the second algorithm with the increased search space. It means that DSOS outperforms SAPSO with large search spaces. |
| [67]            | MLCCSI    | Data center, VM and Task | CloudSim | 75% | The proposed method is suitable to be implemented on existing cloud computing systems that will decrease makespan and reduce utilization. However, it has not been tested on other challenges in cloud systems such as migration and quality of service constraints. |
| [68]            | CSOS      | Different parameters | CloudSim | Not clear | The CSOS performs better than the SOS and can cover near-optimal solutions because it converges faster with fewer iterations due to the replacement of random sequence components. |
| [69]            | HBFA      | Different parameters | MATLAB | 70% | The strategy has better results than other multi-objective algorithms. However, it cannot speed up the convergence rate, and the performance needs to be more examined for improvement. |
| [70]            | MLCCAP    | Cloud center, VM and Task | Cloud-Sim | 76% | The algorithm balanced the load of the system |
| References year | Algorithm | Parameters | Simulation environment | Accuracy | Pros and cons |
|-----------------|-----------|------------|------------------------|----------|---------------|
| [71]            | Hybrid GA-PSO | Make-span, Cost, and LB | clouds | 100% | and reducing the average make-span. The algorithm gives optimal solutions, but it has been tested in homogenous environments and needs further testing in heterogeneous environments. |
| [72]            | Cuckoo Scheduling Algorithm | tight_fit_capacity + slot_duration | Public cloud simulator | 90% | Execution time was reduced by employing the cuckoo algorithm to choose the lowest-fragment work. |
| [73]            | Hybrid scheduling algorithm | Make-span, Cost, and LB | CloudSim |          | Although the proposed algorithm achieved improvement over (PSO, GA, GA-PSO, and PSO-DS) algorithms with limited target parameters, and it needs to include more parameters for best improvement. |
| [74]            | CSA | Heterogenous parameters | CloudSim |          | The CSA algorithm reduced the make-span value better than the compared algorithms (ACO and Min-Min) when using fixed flight length values. |
| [75]            | WOA-AEFS | Control | CloudSim | 60% | To address the original WOA's limitations, the hybrid algorithm was devised, and the ability to fix scheduling problems in cloud computing has also been developed. |
| [76]            | LJFP-PSO and MCT-PSO | Performance | MATLAB | 80% | the demonstrated efficiency of the LJFP and MCT-PSO algorithms. Also, comparison simulation findings showed that the suggested heuristic converges faster than recent work scheduling algorithms. |
| [77]            | HIGA | network topology and bandwidth, memory space | CloudSim | 90% | The proposed algorithm reduced the number of iterations; besides, the algorithm |
| References year | Algorithm | Parameters | Simulation environment | Accuracy | Pros and cons |
|----------------|-----------|------------|------------------------|----------|---------------|
| [78],          | CSSA      | Data center | CloudSim               | 92%      | uses a cooling method, leading to less energy consumption. The algorithm uses the "escape" and "death" procedures during winter and summer, which enhanced the convergence velocity. |
| [79],          | HHOSA     | Data center, VM and Task | CloudSim               | 95%      | The algorithm has a high performance and can be applied to other optimization problems such as IoT, feature selection, and fog computing. |
| [80],          | self-configuring method | Not identified | Not identified | The suggested approach is advantageous because it does not require the user to pick algorithm parameters but offers competitive results. Furthermore, to solve complex challenges, using various configurations at different quests is a practical approach. |
| [81],          | CEFA      | Data center | CloudSim               | 87.5% for hard deadline and 100% for a soft deadline. | Reducing the execution time and costs by taking advantage of expanded slack time |
| [6]            | New scheme with firefly algorithm | Data center | CloudSim               | 90%      | The suggested scheme eliminates the degree of imbalance, and the makespan is reduced. Moreover, at peak loads, the system is more reliable and better performing than traditional systems. |

Abualigah et al. [81] new algorithm with elite-based differential evolution has been implemented to address multi-objective work scheduling issues in cloud computing environments. The multi-objective nature of the issue derives from the need to remove make-span while simultaneously maximizing capital use of the suggested solution, referred to as MALO. Other well-known strategies such as PSO, SOS, MSA, ACA, GA-PSO, and others are evaluated and contrasted with the effectiveness (performance) and scalability of the MALO task scheduling method. The results showed that for solving task scheduling, MALO performed better than the other algorithms. MALO converged faster than the other approaches for more vast search spaces, making it suitable for significant scheduling problems. Finally, the observations were examined using statistical t-tests, which
showed that MALO collected the fundamental effects.

Chakravarthi et al. [82] presented a Cost-Effective Infrastructure as a Service (CEI/CES) workflow scheduler. The CEFA follows an innovative approach for problem encoding, population initialization, and efficiency estimation to find a cost-effective and time-sensitive workflow. Furthermore, it compared with ICP, PSO, RCT, and RTC (RWO) algorithms. Simulating in a virtual environment using CloudSim and the results indicate that the algorithm performs better than the other algorithms with a maximum success rate.

Tapale et al. [6] proposed a modern workflow design that incorporates negotiating algorithms and redistributes resources to cloud VMs to use dependable ones. The suggested simulation is run using the tool and tested against actual work. The study has found that the scheme does better than the current work.

4. SURVEY DISCUSSION AND ANALYSIS

Scheduling is considered one of the challengeable issues in cloud computing, and much literature works about it. Researchers are used many tools, methods, models, and algorithms to optimize the cloud's scheduling tasks. One of the most potent methods is using nature-inspired computing and its algorithms for optimizing cloud computing issues in general and cloud computing in specific. As illustrated in table1, sixteen articles have been reviewed using nature-inspired algorithms for scheduling optimization. They test the algorithms in a virtual environment except one that tested the real public cloud [25]. 75% of the articles are suing the CloudSim for simulation (12 papers), and the rest are using MATLAB for simulation. The algorithms are varying. All of the algorithms are bio-inspired algorithms, and most of them are PSO-based algorithms. The parameters are different, and the most used Cloud center, VM, and Task as parameters. Another critical point is that these algorithms are simulated and tested after comparing them with other algorithms to see their performance and how they affect the scheduling problems. The addressed algorithms in the literature review section referred that the nature-inspired algorithms in general and bio-inspired algorithms in specific have a significant role in optimizing cloud scheduling issues in cloud computing.

5. CONCLUSION

A lot of new difficulties are growing as cloud computing shifts day by day. The job scheduling for a cloud computing situation is one of them. In this paper, the numerous existing algorithms have been studied for resource allocation and job scheduling that can fundamentally improve resource use's effectiveness in the cloud environment according to specific circumstances and tabulate their parameters, such as efficiency, nature of tasks, and environment. The scheduling's primary purpose is to increase the utilization of resources and minimize the availability of resources. Several algorithms are proposed for achieving efficient scheduling. However, because task scheduling is a heuristic problem, more research can be done in this field, and more optimized solutions can be achieved.

Although the diverse implementation range is relatively narrow and intermediate, usually under several hundred parameters, for nature-related algorithms and evolutionary algorithms, if parallel computation, high-performance computing, or cloud computing techniques will scale these algorithms is not clear.

One challenge facing algorithms motivated by default is how to better the algorithms that perform effectively to solve real-world problems on a wide scale? There are other open-ended issues with natural algorithms, such as optimizing the equilibrium between manipulation and discovery, how to cope efficiently with non-linear limitations, and how to use those algorithms in machinery and profound learning. Calculation influenced by nature is an active research area. It is hoped that the five open issues we outlined earlier will shortly stimulate more research into this field.
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