Prediction of scientific collaborations through multiplex interaction networks
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Link prediction algorithms can help to understand the structure and dynamics of scientific collaborations and the evolution of Science. However, available algorithms based on similarity between nodes of collaboration networks are bounded by the limited amount of links present in these networks. In this work, we reduce the latter intrinsic limitation by generalizing the Adamic-Adar method to multiplex networks composed by an arbitrary number of layers, that encode diverse forms of scientific interactions. We show that the new metric outperforms other single-layered, similarity-based scores and that scientific credit, represented by citations, and common interests, measured by the usage of common keywords, can be predictive of new collaborations. Our work paves the way for a deeper understanding of the dynamics driving scientific collaborations, and provides a new algorithm for link prediction in multiplex networks that can be applied to a plethora of systems.

One of the main drivers of scientific discoveries is the establishment of new collaborations among researchers. The collision of two scientific trajectories, even if they belong to the same research area, brings in contact different methods, concepts, and ideas, creating the ideal environment for scientific production. Understanding the dynamics that drives the development of scientific collaborations is thus pivotal to characterize the structure and evolution of science. In this endeavour, two factors play a crucial role. On the one hand, the digitization of large scale bibliographic databases has provided comprehensive data sets of publication records covering research from all disciplines, without geographical limits. By leveraging on these databases, researchers have pictured the structure of different research fields, measured the emergence of new interdisciplinary areas, mapped the evolution of scientific interests, and characterized scientific productivity at the individual and geographical level. On the other hand, network science has been established as the main tool to analyze and model cooperation in science. Since the seminal work by Newman, scientific collaborations are represented in the form of a network, where nodes stand for scientists and a link between two nodes is drawn if two scientists co-authored a paper together.

The forecast of a new collaboration translates, within the network science domain, into a link prediction problem. A prolific area of network research with applications ranging from detecting hidden links in economic networks to enhance the user experience in online social platforms. Link prediction algorithms can be classified mainly into two categories: similarity based methods and probabilistic models. Since the latter can be computationally unfeasible for large networks, a lot of attention has been devoted to the creation of good similarity scores. Many of these similarity methods are based on the same basic idea, two nodes are likely to be linked if they share a common neighbor. Despite its simplicity, this concept has proven to be quite useful for highly assortative networks, such as scientific collaboration networks. Moving from this simple approach, several attempts have been made to improve the prediction of collaborations by incorporating more data. For instance, by adding information about the organization the authors work at, topical interest, time at which collaborations are established, offline relationships among employees of the same university, weights of the collaboration links, or journal information. However, in most of these approaches, the scores are computed individually for each set of data and then aggregated into a unique score, possibly after associating a specific weight to each set. Furthermore, as signaled by Jia et al., the prediction power of any similarity-based link prediction algorithm is bounded due to the limited amount of links present in the network.

In this paper, we reduce this intrinsic limitation and take advantage of the whole information included in publication records to improve the prediction of new collaborations. To do so, we represent scientific interaction networks as a multiplex network, where nodes represent scientists and different kinds of interactions among them are encoded in different layers. We propose a novel metric for link prediction in multiplex networks, based on a generalization of the Adamic-Adar method for single-layered networks, which leverages on the multiplex representation of scientific interaction networks. While our method is general and can be applied to any multiplex topology, composed by an arbitrary number of layers, here we focus on scientific credit, represented by citations, and common interests, measured by the usage of common keywords, to predict new collaborations. Our metric fully exploits the complexity of the relationships that might be established across the different scientific interactions, by considering all possible triadic closures in the corresponding multiplex representation. We show that this score is able to outperform other scores based on single-layered similarity between nodes, demonstrating the prediction capabilities of scientific credit and common interests in the development of future collaborations.

Our data set is composed by merging two different bibliographical sources: the American Physical Society (APS) database, including the authors, publication date and references of over 400,000 papers published from 1893 to 2009, and the ArnetMiner database, containing title, author list, publication year and keywords for almost 155 billion
papers belonging to multiple research fields. From this data set, we select only those papers present in the APS data set, by matching the DOI number. Our final data set is composed, for each paper, by the list of authors with their affiliations, the list of keywords associated to the paper, and the papers cited as references. Before analyzing the data, we apply a cleaning procedure to the keywords obtained, see Supplementary Material (SM) for details.

We then build a scientific interaction network, in the form of a weighted multiplex network \([33]\), where nodes represent scientists, and different layers account for different interactions among them: collaboration, common interest, and scientific credit. The first layer \((c)\) represents collaboration, and it corresponds to classical co-authorship networks: two authors are linked if they published at least a paper together. The second layer \((r)\) represents scientific credit, measured by references or citations: a link between two authors \(u\) and \(v\) indicates that \(u\) cited at least one paper from \(v\). Even though this network is in principle directed, for our purpose we will treat it as undirected. Lastly, the third layer \((k)\) represents common scientific interests, which can be measured by the usage of common keywords: two authors are connected if, out of all the keywords they have ever used, they have at least one in common. Therefore, the weight \(w^\alpha_{uv}\), represents the number of co-authored papers \((\alpha = c)\), citations \((\alpha = r)\), or common keywords \((\alpha = k)\) between two authors \(u\) and \(v\).

We consider two subsequent time intervals, the first over which link prediction algorithms will be trained, corresponding to a training network with all authors who published a paper between \(t_0\) and \(t_1\), and a test interval for testing the predictions of new collaborations, including all authors active between \(t_2\) and \(t_2\). We then extract the Core of these networks, corresponding to the authors that have at least \(k_{min}\) edges both in the training and test intervals, to ensure authors to be active in both intervals, as standard in link prediction problems on social networks \([15]\). In order to reduce the computational complexity of the prediction algorithms, we restrict our analysis to only papers published in Physical Review Letters (PRL) between \(t_0 = 1994\) and \(t_2 = 2005\), split at \(t_1 = 2000\), see SM for details on how we choose the intervals. The resulting scientific interaction network is composed by \(N = 24,366\) authors, further details are reported in the SM. Here, we set \(k_{min} = 3\), so the number of new links to be predicted is equal to \(E^p = 7,563\). In the SM, we show results for link prediction with a Core obtained by setting \(k_{min} = 5\).

The most common and successful method for link prediction in social networks has been developed by Adamic and Adar \((AA)\) \([21]\). The AA score between nodes \(u\) and \(v\) is given by the number of common neighbors weighted by their degree,

\[
AA(u, v) = \sum_{w \in \Gamma(u) \cap \Gamma(v)} \frac{1}{\ln(k_w)}.
\]

where \(\Gamma(u)\) represents the set of neighbors of node \(u\) and \(k_w = |\Gamma(w)|\) is the degree of node \(w\). Note that the common neighbors of \(u\) and \(v\) can be both in the Core and outside it. In a multilayer network, the AA score could be applied to different layers, depending on which layer the set of neighbors \(w \in \Gamma_\alpha(u) \cap \Gamma_\alpha(v)\) is considered, where \(\Gamma_\alpha(u)\) represents the set of neighbors of node \(u\) in layer \(\alpha\). For the sake of comparison, we first apply the AA score to all layers, separately, as single-layered scores to predict links in the collaboration layer. The rationale is that two scientists are more likely to collaborate if they share many common collaborators (AA in the collaboration layer, or \(AA_c\), cite the same set of authors (\(AA_\alpha\) in the reference layer), or have similar scientific interests (\(AA_k\) in the keyword layer). Note, however, that this does not fully exploit the richness of a multilayer representation.

The quality of the prediction of different scores can be quantified by two metrics: the Receiver Operating Characteristics (ROC) curve, with the corresponding Area Under the Curve (AUC) value, and the Precision. The Precision can be computed as \(n^*/n\), where \(n\) is the number of new links that we want to predict and \(n^*\) is the amount of correct predictions among the top \(n\) links. Thus, it provides complementary information to the one given by the AUC. It is important to highlight that, due to the limited amount of links present in a network, the AUC of any similarity-based link prediction algorithm is bounded \([29]\). For instance, if similarity is based on common neighbors, two nodes without any neighbor in common will have a score equal to zero. The number of scoreless links bounds the maximum and minimum values of the AUC to \(AUC_{\min} = \frac{1}{2}(1 + p_1)(1 - p_2)\) and \(AUC_{\max} = AUC_{\min} + p_1p_2\), where \(p_1\) (\(p_2\)) is the fraction of links with a score different from 0 among those links that will (will not) exist in the future, see SM for details. Note that only when \(p_1 = p_2 = 1\) (i.e., there are no scoreless links, it holds \(AUC_{\min} = 0\) and \(AUC_{\max} = 1\).

In Table \([4]\) we show the Precision and AUC values obtained for the AA method applied to each layer, together with the theoretical bounds of the AUC. Interestingly, the \(AA_k\) score has an AUC value quite close to the random one, but the highest Precision among single-layered scores. This reflects the fact that, even though the heuristics behind the metric seem to be a good proxy of the real dynamics, the limited amount of information hinders the prediction process. On the other hand, the keywords layer is the more dense one and thus it carries much more information than the others, yielding a larger theoretical maximum for the AUC of the \(AA_k\) score. However, its Precision is not as good as other metrics, indicating that sharing keywords is not such a good descriptor of the dynamics behind establishing new collaborations. The \(AA_c\) method shows a behavior between the other two: the citation layer carries less information than the keyword layer but more than the collaboration one, as shown by the larger AUC value of the \(AA_c\) method with respect to the \(AA_k\) one. We also considered other single-layered scores built on the citation and keyword layers, such as mutual citations between two scientists, directed citations normalized by the total citations received and given by each scientist, and number of common keywords normalized by the keywords frequency. In the SM
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| Method               | Precision | AUC     | AUC [worst-best] |
|----------------------|-----------|---------|------------------|
| Random               | 4.3\times10^{-4} | 0.5     | [0.50-0.50]      |
| AA_\alpha           | 0.041     | 0.5635  | [0.5633-0.5636]  |
| AA_\beta            | 0.017     | 0.6361  | [0.6282-0.6393]  |
| AA_\kappa           | 0.006     | 0.6481  | [0.0171-0.9951]  |
| MAA (all triads)    | 0.042     | 0.7620  | [0.0147-0.9971]  |
| Aggregated           | 0.006     | 0.6495  | [0.0147-0.9971]  |

Table I. Precision and AUC values obtained for different metrics proposed, with the theoretical bounds of the AUC. We consider each layer separately and the MAA score given by Eq. (2) with coefficients \( \eta_{ck} = 0.05 \) and \( \eta_{cr} = 0.1 \) which maximize both AUC and Precision (see Fig. 2). Finally, we compare with an aggregated, single-layered network given by the projection of all layers onto a single layer. Note that in this case we obtain almost the same values of the \( AA_k \) score.

we show the ROC curves, the AUC and the Precision of these metrics, demonstrating that they cannot outperform the simpler metrics showed here.

The differences in the AUC and Precision of different layers show the need to go beyond single-layered scores and combine them into a more general metric, that fully exploits the multiplex nature of the scientific interaction networks. Note, indeed, that single-layered metrics considered triadic relations among three nodes \( u, v \) and \( w \), in which the link \( u \rightarrow v \) to be predicted lays in the collaboration layer, while two links \( u \rightarrow w \) and \( v \rightarrow w \) lay both in the same layer, such as in the case of the \( AA \) score, where the two links lay in the citation layer. However, triadic relations in multiplex networks can be far more richer [33, 36]. Figure 1 shows different kinds of triadic relations in multiplex networks, in which, for the sake of clarity, we assumed \( \alpha \neq \beta \neq c \). Given that the link \( u \rightarrow v \) to be predicted must be in the collaboration layer, one can distinguish four types of triadic relations depending on the location of the \( (u, w) \) and \( (v, w) \) links: i) \( T_{cc} \) \{\( (u, v, w) \mid w \in \Gamma_c(u) \cap \Gamma_c(v) \} \), in which both links lay in the collaboration layer; ii) \( T_{ca} \) \{\( (u, v, w) \mid w \in \Gamma_c(u) \cap \Gamma_a(v) \} \) and \( T_{ac} \), in which one lays in the collaboration layer and the other is either in the citation \( \alpha = r \) or keywords \( \alpha = k \) layer; iii) \( T_{aa} \) \{\( (u, v, w) \mid w \in \Gamma_a(u) \cap \Gamma_a(v) \} \), in which both links are in the same layer \( \alpha \) different from the collaboration one; iv) \( T_{ab} \mid \{\( (u, v, w) \mid w \in \Gamma_a(u) \cap \Gamma_b(v) \} \) and \( T_{ba} \), each link lays in a different layer, different from the collaboration one. Within this formalism, one can consider a score that counts the common neighbors closing triads of each type, and weight each contribution by the logarithm of the degree, as in the Adamic-Adar score,

\[
MAA(u, v) = \sum_{\alpha, \beta \in T_{ab}} \frac{\eta_{k\alpha} \eta_{k\beta}}{\sqrt{k_a} \sqrt{k_b}} \frac{1}{\ln(k_a) \ln(k_b)}
\]

(2)

This expression is the generalization of the Adamic-Adar score for multiplex networks (MAA) with an arbitrary number of layers, in which the links to be predicted all lay in the same layer \( c \). For our purpose, we assume three layers, so \( \alpha, \beta \in \{c, r, k\} \). Several considerations are in order. First, the original AA score in collaboration networks (case (a) of Fig. 1) is recovered by considering only one layer, \( \alpha = \beta = c \). The application of AA to other layers, indicated previously as \( AA_\alpha \) and \( AA_\beta \), corresponds to triads closures \( T_{ab} \; (\text{case (c) of Fig. 1}) \). Second, the contribution of each triads \( (u, v, w) \in T_{ab} \) is weighted by the square root of the logarithm of the degree of node \( w \) in the two layers involving \( \alpha \) and \( \beta \). With this choice, the original weight \( 1/\ln(k_a) \) is naturally recovered for \( \alpha = \beta = c \). Third, note that different layers of a multiplex network may show very different densities, as in the case of scientific interaction networks (see SM). In case of similarity scores based on the number of common neighbors, as in this case, denser layers will have more triads and thus will be less informative. We take into account this by weighting the contribution of each type of triadic relation by the square root of the average degree of the layers involved, \( \sqrt{\langle k \rangle} \). Fourth, the coefficients \( \eta_{k\alpha} \) before term allow us to control the relative weight of each type of triadic closure in the total score of the link. We choose them in a way that \( \eta_{k\alpha} \) corresponds to the weight of layer \( \alpha \). Without lack of generality, we choose \( \sum_\alpha \eta_{k\alpha} = \eta_{cc} + \eta_{cr} + \eta_{ck} = 1 \). The case \( \eta_{cc} = 1, \eta_{cr} = \eta_{ck} = 0 \), corresponds to the original AA score on collaboration networks.

Figure 2 shows the AUC and Precision of the MA\( \text{A} \) metric, given by Equation (3), as a function of the coefficients \( \eta_{k\alpha} \). Figure 2(a) shows that the AUC value receives an important contribution from triads involving the citations and keywords layers, as shown by the discontinuity for \( \eta_{k\alpha} < 1 \). This result is consistent with the fact that citations and keywords relationships contribute to increase the amount of information carried by the co-authorship layer, see Table I. The Precision is maximum for \( \eta_{k\alpha} = 0.05 \) and \( \eta_{k\alpha} = 0.1 \) (see Figure 2(b)), showing

![FIG. 1. Triadic relationships in a multiplex network.](image-url)
that the contribution of the collaboration layer is important to keep high precision.

In Table I we show that the \( MAA \) metric given by Equation (2) with coefficients \( \eta_{cc} = 0.05 \) and \( \eta_{cr} = 0.1 \), which maximize both AUC and Precision, has a much larger AUC and Precision than all other single layered metrics. We also compare with an aggregated, single-layered network given by the projection of all layers onto a single layer, showing that in this case we obtain almost the same values of the \( AA_k \) score, given that the projected network is dominated by the keywords layer. Finally, in Figure 3 we compare the ROC curves obtained with each of the proposed metrics. These curves clearly show that, at some point of the ranking, for \( AA_c \) and \( AA_r \) metrics only scoreless links remain and therefore the curve follows a linear trend. The ROC curve of the aggregated networks is equivalent to the ROC curve of the \( AA_k \) score, while the ROC curve of the \( MAA \) metric given by Eq. (2) shows the best performance.

Before concluding, we stress that the metric encoded in Eq. (2) is different from previous extensions of link prediction to multilayer networks. The idea of predicting links in multilayer networks has been explored during the last decade from several different points of view. For instance, Davis et al. [37] proposed a similar technique to include multi-relational data for link prediction, but from a probabilistic point of view. Similarly, several extensions of probabilistic models to multilayer networks have been proposed [24, 38–41]. Other works, rather than focusing on incorporating new data to already existing networks, used multilayer structures to focus on the temporal evolution of the networks [42–43]. Along the lines of our proposal, several works extended the notion of neighborhood to multilayer networks [44–46]. However, they focused on networks of two layers without considering the triadic structures present in multilayer networks of at least 3 layers. Similarly, other works calculate the score of each layer and aggregate all of them (possibly with some weights), effectively neglecting structures of types \( T_{cc} \) and \( T_{cr} \) [48–50]. It is also worth remarking that the metric given in Eq. (2) is general for an arbitrary number of layers.

To sum up, we showed that scientific credit and common scientific interests can be predictive of new collaborations between scientists. For this purpose, we reconstructed a data set of publication records by merging different bibliographic sources, including keywords that indicate the topics of papers. We represent this data set as a scientific interaction multiplex network, in which each layer encodes a different kind of interaction, directed or undirected. First, we show that single-layered link prediction metrics are bounded by the amount of information available, and that different layers can have high precision and low AUC, or vice versa. Then, we proposed a more general method that fully exploits the multiplex nature of the scientific interaction networks. Our metric is a generalization of the Adamic-Adar score for multiplex networks with an arbitrary number of layers, and it is able to outperform single-layered scores.

Our method permits to single out the contributions of scientific credit and common scientific interests in improving the prediction of new collaborations in different areas of Physics, and in particular with respect to interdisciplinary collaborations. In future works, it would be interesting to incorporate additional information from publication records into the scientific interaction multiplex network, such as institutional affiliations and geographical locations, to see if these features are predictive of new collaborations. Our methodology could also be applied beyond the field of Physics, to understand if citations and keywords usage improve link prediction across scientific fields. On a different direction, it would be interesting to apply the \( MAA \) metric for link prediction in other systems represented by multiplex networks, such as social networks in which each layer accounts for a different social interaction [51].
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DATA COLLECTION

The overlap between APS and ArnetMiner databases leads to a data set of 248,249 papers, authored by 172,589 authors and with 16,175 different keywords.

Network reconstruction

First, we limit the maximum number of authors. Scientific collaboration networks represent social interactions and not a merely co-presence of authors in a paper. Hence, we set a limit for the number of authors in the papers we want to consider: publications with more than 10 authors are excluded. It is reasonable to think that in working groups that are bigger, people are less likely to have real social interactions. Secondly, we need to select the time window for reconstructing the network. As starting year, we choose 1994, which is the first year in which Physical Review E is published along other APS journals. Then, in order to select a proper time range, we look at the network’s connectedness with respect to the width of the time window, $\Delta t$. Fig. 4 shows the network’s size $N$ and its giant connected component $G$ as a function of $\Delta t$, from 1 year (only 1994) to 16 years (from 1994 to 2009 included). Fig. 4 shows that while $N$ increases linearly with $\Delta t$, the giant connected component increases much faster with $\Delta t$ and then saturates, as usual in percolation processes. Therefore, we selected a time window of 6 years, from 1994 to 2000, corresponding to the point where $G(\Delta t)$ is larger than 50% of the network size and the giant component starts to saturate. Finally, in order to reduce the number of nodes and thus the computational complexity of link prediction algorithms, we select only papers published within Physical Review Letters (PRL).

Keywords cleaning

In order to have a uniform and coherent set of keywords used in PRL publications, we started by cleaning such a set. The first step was to automatically convert every letter in lowercase and remove the possible white spaces before and/or after the words. Then, for each keyword, we manually checked the presence of different versions. If present, we converted all of them into a chosen one and removed possible duplicates (in some papers, for example, both the singular and the plural versions of the same word were present). In general, we followed four main rules to perform the selection.

- Set to plural all elementary particles names. With few exceptions (e.g. higgs boson), we considered only the plural form for all particles.
• Uniform singular/plural. A lot of words appeared both in the singular and in the plural form depending on the paper. We decided in almost every case to keep the most used form between the two.

• Uniform spelling differences. The same word or construction was written with some spelling differences from one paper to another, e.g., monte carlo vs. montecarlo, x ray vs. x-ray. We chose one version and uniformed all to this one.

• Uniform UK English vs. American English. Spelling differences were present (e.g. aluminium vs. aluminum). In these cases we usually kept the UK English form.

At the end of this process, we obtained a set of 7239 different keywords. Figure 5 shows the occurrence of the top 20 keywords used in the papers selected. The second most common keyword is physics, which we excluded from the set.

THE LIMITATIONS OF SIMILARITY-BASED TECHNIQUES

The quality of the predictions is not only determined by the metrics used to compute the score, but also by the availability of information on its own, as pointed out by Jia et al. [29]. For instance, in sparse networks, such as most real-world networks, most pairs of nodes will be without common neighbors and will be assigned exactly the same score, zero. In general, there will always be a set of scoreless links, limiting the maximum and minimum values of the AUC measure, to

\[
AUC_{\text{min}} = \frac{1}{2}(1 + p_1)(1 - p_2) \quad AUC_{\text{max}} = AUC_{\text{min}} + p_1p_2 ,
\]

where \( p_1 \) is the fraction of links with a score different from 0 among those links that will exist in the future, and \( p_2 \) is the same among the edges that will not exist. Only in case of no scoreless links, that is when \( p_1 = p_2 = 1 \), we obtain \( AUC_{\text{min}} = 0 \) and \( AUC_{\text{max}} = 1 \).

The above equation can be derived as follows. The limited amount of links present in a network bounds the prediction power of any similarity-based link prediction algorithm. This is due to the fact that scoreless links limit the value of AUC. The problem of having equal scores is not trivial and different statistical software packages choose different ways of solving the ties [52]. If we consider the classical approach of solving them (i.e., all links with the same score produce a single point in the TPR/FPR curve), the AUC is equivalent to the Mann Whitney Wilcoxon test [53]. so it reads:

\[
AUC = \frac{n' + 0.5n''}{n} .
\]

The meaning of this expression is as follows. First, we pick two random links, one from the set of links that will exist in the future, which we denote as \( P_1 \), and one from the set of links that will not exist in the future, \( P_2 \). If the score of the link belonging to the first group is larger than the one from the second, \( n' \) is incremented by 1. If the score is the same, \( n'' \) is incremented instead. If this process is repeated \( n \) times, equation (4) is equivalent to the classical area under the curve measured from the TPR/FPR curve [54].
Following \cite{29}, the bounds on the AUC can be obtained by measuring the fraction of links in the set \( P_1 \) with a score different from 0, \( p_1 \), and similarly for the set \( P_2 \), yielding \( p_2 \). Hence, the fraction of links with a score equal to 0 in both sets will be \( (1 - p_1) \) and \( (1 - p_2) \), respectively. Thus, in the worst case scenario in which all links corresponding to \( p_2 \) have a score larger than \( p_1 \) we would have \( n'/n = p_1(1 - p_2) \) and \( n''/n = (1 - p_1)(1 - p_2) \), so that

\[
\text{AUC}_{\text{worst}} = \frac{1}{2} (1 + p_1)(1 - p_2) .
\]  

(5)

A similar argument allows us to determine the best possible AUC, i.e., the one in which all the links corresponding to \( p_1 \) have a score larger than the ones from \( p_2 \) (note that there will be a fraction \( 1 - p_1 \) of links that will exist in the future with score equal to 0 and hence below the ones corresponding to \( p_2 \)) yielding

\[
\text{AUC}_{\text{best}} = \text{AUC}_{\text{worst}} + p_1 p_2 .
\]  

(6)

**LINK PREDICTION METRICS**

To determine if the information provided by the citation and keyword layers is actually useful to predict the appearance of new links in the collaboration layer, we propose two novel metrics based on the similarity between nodes in these layers.

- **Mutual citations (MC):** if two authors mutually cite each other, it might be more likely for them to collaborate. This MC score between nodes \( u \) and \( v \) is defined simply as the weight of the link between \( u \) and \( v \) in the citation layer,

\[
MC(u, v) = w_{uv}^r .
\]  

(7)

- **Common keywords (CK):** similarly, if two authors show common scientific interests, using the same set of keywords, the chances that they collaborate in the future should be higher than if they did not have common interests. Thus, the CK score between nodes \( u \) and \( v \) can be expressed as the weight of a link between \( u \) and \( v \) in the keyword layer,

\[
CK(u, v) = w_{uv}^k .
\]  

(8)

For each case, we also try a normalized variant:

- **Normalized mutual citations (NMC):** the number of references between two authors should be related to the total credit received by each of them. Then, the score becomes

\[
NMC(u, v) = \frac{w_{uv}^r}{s_u^r} + \frac{w_{uv}^r}{s_v^r} .
\]  

(9)

The normalization terms \( s_u^r \) and \( s_v^r \) are the total number of citations received by \( u \) and \( v \), respectively (i.e., the total incoming strength of the two nodes). Indeed, to apply this method we consider the directed behavior of the citations network, explicitly differentiating for each author the received citations and the given references.

- **Normalized common keywords (NCK):** some authors have a larger list of keywords than others, so they are more likely to share keywords with someone else. To verify if this is a relevant element for the prediction performance, the score is computed as

\[
NCK(u, v) = \frac{w_{uv}^k}{\max(K_u, K_v)} ,
\]  

(10)

where \( K_u \) is the whole list of keywords used by \( u \) and \( \max(K_u, K_v) \) represents the maximum between \( K_u \) and \( K_v \).

Figure 6 and Table II show the results of the application of these methods. We can observe that there is a very small difference between the two versions of each method, particularly for the citations network. This outcome enables us to confirm that the use of an undirected network to depict references does not affect the prediction performance. Note that the bounds of the AUC value are the same whether the methods are normalized or not. This aspect is due to the fact that such limitations are determined by the amount of information provided by the network and do not depend on the specific shape of the metric. Compared with the outcome obtained with the Adamic-Adar method applied on citations layer, \( MC \) and \( NMC \) have higher Precision but smaller AUC value. With \( CK \) and \( NCK \) we obtain higher AUC values than \( AA_k \) and higher Precision in one case, while slightly smaller in the other one. However, none of these methods can outperform the Precision of the \( AA_c \) score, even if \( CK \) and \( NCK \) can reach higher AUC values (see main text).
FIG. 6. Comparison of the ROC curves corresponding to the two variants of each method. The almost complete overlap between the curves shows that the different versions of the metrics are not really affecting the prediction.

| Method | Precision | AUC     | AUC [worst-best]       |
|--------|-----------|---------|------------------------|
| MC     | 0.025     | 0.5421  | [0.5420-0.5422]        |
| NMC    | 0.023     | 0.5422  | [0.5420-0.5422]        |
| CK     | 0.012     | 0.6648  | [0.6082-0.6952]        |
| NCK    | 0.005     | 0.6618  | [0.6082-0.6952]        |

Table II. Precision values, AUC values and theoretical bounds of the AUC obtained for each of the proposed metrics. Both the normalized versions give almost the same outcome than the original versions.

ADAMIC-ADAR SCORE FOR MULTIPLEX NETWORK

In order to verify whether or not the number of nodes and new links to predict can influence the performance, we set another value for \( k_{\text{min}} \) and repeat the same simulations shown in the main text. In particular, we consider \( k_{\text{min}} = 5 \) obtaining \( E_p = 4491 \) new collaborations to predict, among 3599 authors in the Core. Figure 7 shows the ROC curves obtained from the application of the AA method to the multiplex structure. Table III shows the numerical results. Although the values and the shapes of the curves slightly change as compared to the case of \( k_{\text{min}} = 3 \), in general, we see that the performances of the metrics are not really affected by the dimension of the Core.

Figure 8 depicts the trend of the prediction performance obtained using MAA with different values of the parameters. The behavior is similar to the one obtained when \( k_{\text{min}} = 3 \). As before, we can see a discontinuity in AUC values when the contribution of triangles different from AA is introduced, due to the addition of further information. In general, both for AUC

| Configuration | Precision | AUC     | AUC [worst-best]       |
|---------------|-----------|---------|------------------------|
| \( AA_c \)    | 0.048     | 0.5686  | [0.5682-0.5688]        |
| \( AA_r \)    | 0.020     | 0.6527  | [0.6391-0.6582]        |
| \( AA_k \)    | 0.008     | 0.6433  | [0.0106-0.9996]        |
| MAA (all triads) | 0.046     | 0.7634  | [0.0079-0.9984]        |
| Aggregated    | 0.008     | 0.6443  | [0.0079-0.9984]        |

Table III. Precision and AUC values obtained for different types of triangles, as well as the theoretical bounds of the AUC, with \( k_{\text{min}} = 5 \). In \( AA_c \), \( AA_r \) and \( AA_k \) each layer is considered separately. The MAA score is computed using parameters \( \eta_{ck} = 0.05 \) and \( \eta_{cr} = 0.15 \).
FIG. 7. ROC curves obtained for different types of triadic closure, for MAA and for the aggregated network when $k_{min} = 5$. In general, the behavior of the curves is almost the same of the case with a larger Core.

FIG. 8. AUC and Precision trends obtained when $k_{min} = 5$. We vary the values of the parameters $\eta_{cr}$ and $\eta_{ck}$, which consequently, fixes the third parameter $\eta_{cc}$. Panel (a) shows that AUC values grow fast when we introduce types of triangles involving also layer $r$ and layer $k$, and then decrease slowly. Panel (b) depicts the importance of the $T_{cc}$ triads for the Precision, which is high for small values of $\eta_{cr}$ and $\eta_{ck}$ and then decreases. Both AUC and Precision have a similar behavior to the one reported for $k_{min} = 3$ in the main text.

and Precision, the values obtained in this case are slightly higher than the ones obtained with more nodes in the Core. This may be related to the fact that having $k \geq 5$ probably means that the author is more active, and hence also the citations and keywords networks can provide more information.