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ABSTRACT

Artificial Intelligence (AI) and Machine Learning (ML) algorithms can support the span of indicator-level, e.g., anomaly detection, to behavioral level cyber security modeling and inference. This contribution is based on a dataset named BRON which is amalgamated from public threat and vulnerability behavioral sources. We demonstrate how BRON can support prediction of related threat techniques and attack patterns. We also discuss other AI and ML uses of BRON to exploit its behavioral knowledge.
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1 INTRODUCTION

Among other entertainments, Artificial Intelligence (AI) and Machine Learning (ML) offer attack planning, defensive modeling, threat prediction, anomaly detection, and simulation of adversarial dynamics in support of cyber security [1, 5, 7–10, 12]. Automated security activity presently mainly focuses on lower level malicious activity detection that relies upon indicators of compromise and forensics. Alternatively, AI and ML techniques for cyber that work at the behavioral level are emerging. They typically draw upon threat information that abstractly describes an attacker’s tactics, techniques and procedures (TTPs) as well as vulnerability knowledge such as exposed product configurations and system weaknesses. These information sources are typically independent, though they sometimes have external links to one another. Here we demonstrate the use of a single dataset, BRON1, that supports AI modeling and ML inference at a behavioral level, see Figure 1, by using an amalgamated set of key public threat and vulnerability information sources. BRON is fully described in [11].

Public threat and vulnerability information is, unfortunately, extracted from historic attacks, such as Advanced Persistent Threats (APTs). Post-hoc, APTs are catalogued and framed as the behavior of a specific actor pursuing a goal, posing a threat that has specific tactics, techniques and procedures. The targets of attacks are itemized as hardware or software vulnerabilities or exposures which are sometimes themselves cross-referenced to a type of weakness as found in code, design, or system architecture. Attack patterns are recognized manually and enumerated. According to its type, each unit of information is populated as an entry of a specific database, with some amount of cross-referencing. The combined databases, with irregular, pairwise linkages between them, serve defensive reasoning.

This contribution demonstrates the use of the combined data of four such public databases amalgamated into a single graph database, BRON [11]. The four collated databases are:

a) MITRE’s ATT&CK MATRIX of Tactics, Techniques, Procedures and Sub-techniques [14]

b) MITRE’s Common Attack Pattern Enumeration and Classification dictionary (CAPEC) [15]

c) MITRE’s Common Weakness Enumerations (CWE) [16]

d) NIST’s Common Vulnerabilities and Exposures (CVE) [19]

Their collective entries, and links between entries, are stored in BRON, a threat and vulnerability graph database. BRON adds no new information, while it adds bi-directional links to enable faster and more convenient queries. It is publicly available and regularly updated at http://bron.alfa.csail.mit.edu.

The combined information on APTs within BRON expresses, for a threat, who is behind, how it works and what it targets. For a vulnerability, it expresses its type of weakness, and how it can be threatened. The structure of this information allows BRON to support statistical ML and inference. We illustrate this in Section 2 with the problem of predicting edges that exist between entries,

Footnotes:
1 BRON means bridge in Swedish, referring to how it links data sources

Figure 1: High level concept of BRON. Shows the data sources used and possible applications.
but which have not been reported. Solving this pattern inference problem would benefit cyber security experts in partially resolving the ambiguity of missing edges; a trained predictive model could suggest probable edges.

We then, in Section 3 discuss how BRON can be used for other benefits. We include information retrieval (Section 3.1) showing how BRON can be queried to inform users of the original sources or BRON about connections that are not present. Connections that are not present are ambiguous: Is the relational behavior non-existent, or existent but missing? We include modeling and simulation (Section 3.2) describing two types of use and a coevolutionary simulation of APT threats and mitigations. We finally cover AI planning (Section 3.3) where BRON functions as a knowledge base for attack planning or planning on attack graphs. This could, for example, assist with automation of red-teaming. Finally, future work directions are presented in Section 4.

2 PATTERN INFERENCE

BRON can be a source of training data for machine learning [2–4]. Graph properties such as number of incoming or outgoing edges, or number of paths of different connections and lengths can be used as features or labels. As well, the natural language part of entries in BRON offers semantic value that can be featurized.

One particularly challenging ML problem exists within BRON (and among the independent databases) due to the irregular nature of the cross-database linkages. Links only exist if they have been noted and reported. BRON, circa May 2021, has 666 Techniques and 740 Attack Patterns, so, in theory, there are a total of 492,840 possible Technique-Attack Pattern connections. BRON reveals a total of 157 connected Technique-Attack Pattern connections, a percentage of merely 0.032%. This is accurate, to the extent that most of the possible connections would never be semantically sensible. However, given about 74% of Techniques are not linked to a Attack Pattern and the stealthy nature of APTs, there are very likely connections that are not noted or undetected. It also follows then that the goal to predict links (edges) between ATT&CK Techniques and Attack Patterns (nodes) is important but complex and one of imputation.

Use-case: BRON for Technique-CAPEC edge prediction. The goal is to predict links (edges) between ATT&CK Techniques and CAPECs (nodes). Each node has a textual name (e.g. "Interception"). As an initial study we use this textual information to predict Technique-CAPEC edges.

We are interested in: (1) the difference in performance due to feature selection, i.e. when more data is used from BRON, (2) the change in performance due to the feature representation, (3) a baseline classification performance established from untuned classifier models. Thus, we formulate a supervised binary classification problem: given information on pairs of one Technique and one CAPEC entry, train an inference model that predicts if there is a link between the pair of entries.

We encode the text information on Techniques and CAPECs using natural language processing into a vector as the input to the model. The entity names of different BRON data sources as feature selection (data sources) we use combinations of: a) CAPEC b) Techniques c) Tactics d) CWE e) CAPEC_Techniques, refers to the names of all known Techniques connected to the CAPEC but not including the name of the CAPEC itself. For example, we create a string for each of the selected features of Tactic, Technique, CAPEC and CWE: Discovery, System Network Configuration Discovery, Network Topology Mapping, Exposure of Sensitive Information to an Unauthorized Actor. Each string is encoded according to some feature representation. We experiment with two different feature representations: a) Bag-of-Words (BOW), b) Transformer Neural Network, BERT [6]. Seven different Classification methods with default settings from SciKit-Learn [21]: a) Multi Layer Perceptron (MLP), b) Random Forest, c) Logistic Regression (SGD), d) K-Nearest Neighbor (KNN), e) Naive Bayes (NB), f) Support Vector Machine, linear kernel (SVM) g) Support Vector Machine, radial basis function kernel (RBF-SVM). In total we have 84 different combinations of features selections, features representations and classification methods.

For all combinations we measure performance with: a) Error (1.0 - accuracy), b) AUC, c) F1-score. We perform 100 independent trials with different 70-30 train-test data splits. The data for each trial has 314 exemplars with 50-50 class balance (from under-sampling the majority class).

Results & Discussion. Figure 2 and Table 1 show results from predicting Technique-CAPEC with data from BRON. We see that using data from BRON can improve the performance. The experiment name indicates what data sources, features and classifier was used. For readability and space considerations we only show the top 5 based on F1-score. The significance tests reveal that CWE-TACTIC-BOW-RANDOM_FOREST has better performance on each of the measures (Error, AUC and F1). We measure if the differences in mean are statistically significant with a Wilcoxon-ranksum test, Bonferroni post-hoc adjustment and a p-value threshold of 0.05.

The feature selection experiments showed that in general more data improved performance, however the CAPEC_TECHNIQUE feature was not used by any of the top five experiments. In regard to feature representation BOW seem to work well, however BERT might improve with more cybersecurity specific training vocabulary and more data. The best classifiers were Random Forest. We see that using linked data sets from BRON can improve the performance. As expected, there is a difference between default classifier performance, and performance can hopefully be improved with parameter tuning. These experiments can be extended with more or other data.

3 DISCUSSION

In this section we discuss how BRON can be used for information retrieval, modeling and simulation, and AI planning.

| Name | Error  | AUC   | F1    |
|------|--------|-------|-------|
| CWE-TACTIC-BOW-SGD        | 0.238  | 0.821 | 0.768 |
| CWE-TACTIC-BERT-RANDOM_FOREST | 0.243  | 0.827 | 0.769 |
| CWE-TACTIC-BERT-RANDOM_FOREST | 0.231  | 0.840 | 0.770 |
| CWE-TACTIC-BOW-RANDOM_FOREST | 0.226  | 0.850 | 0.773 |
| CWE-TACTIC-BOW-RANDOM_FOREST | 0.197  | 0.870 | 0.802 |

Bold indicates the best value.
3.1 Information Retrieval

Example: Analyzing top 25 CWEs with BRON. The 2020 Common Weakness Enumeration (CWE) Top 25 Most Dangerous Software Weaknesses list [17] is compiled by considering the prevalence and severity of CVEs and their associated Weaknesses (implemented by linking). These Weaknesses highlight “the most frequent and critical errors that can lead to serious vulnerabilities in software” [17]. For example, an attacker can exploit the vulnerabilities to take control of a system, obtain sensitive information, or cause a denial-of-service. The CWE Top 25 list is a resource that can provide insight into the most severe and current security weaknesses [17].

We use BRON to answer the following questions. What are the Tactics, Techniques and Attack Patterns linked to these Weaknesses? What commonalities in these features are there among the Top 25?

Our analysis of the Top 25 CWE [17] is summarized in Table 2. We observe 4 of 25 Weaknesses lack a presence in any Attack Pattern. Reflecting diversity in threats that could target the Weaknesses, there are 8 distinct Tactics associated with the Top 25. In terms of commonalities, the most frequent Tactics associated with the Top 25 weaknesses are Defense Evasion, Privilege escalation, Discovery. Only 2 Techniques, T1148, T1562.003 occur more than once. The three most frequent Attack Patterns are Using Slashes in Alternate Encoding, Exploiting Trust in Client, Command Line Execution through SQL Injection.

The three most frequent Vulnerabilities (i.e. top 3) occur 3 times each and are CVE-2017-7778, CVE-2016-10164, CVE-2016-7163. The three most frequent Affected Prod Conf(s) are 3 different linux versions occurring 23, 24, 25 times respectively. We also analyzed the Weakness text descriptions with a frequency analysis of unigrams and bigrams. Buffer Overflow emerged as a common Attack Pattern bigram.

We note that not all weakness are linked with the same frequency to Attack Patterns, Techniques and Tactics. The ambiguity of this finding prompts: is absent data due to non-existence or being unreported? In addition, each of the source datasets has some bias. E.g. ATT&CK is from APT groups and include only common tactics and techniques. CWE and CVE include unexploited software vulnerabilities. BRON can help make sense of connected data before using them for AI/ML.

3.2 Modeling and Simulation

BRON can also be used for modeling and simulation (ModSim). Related works in cybersecurity use ModSim to conduct sensitivity analysis of network vulnerabilities and threats, or to investigate dynamics between threat and defense adaptations. The latter class of works intersects with studies of the coevolution of attacks and defenses[20]. While it does not use BRON, [13] models the reconnaissance stage behavior of an APT and the deceptive cloaking of a software-defined network. It simulates the behaviors coevolving through using feedback to adapt after engagements where a reconnaissance scan tries to operates within a defensive overlay.

A BRON-based example is EvoAPT[23]. This evolutionary algorithm system incorporates known threats and vulnerabilities from BRON into a stylized “competition” that pits cyber Attack Patterns against mitigations. The outcome of a competition is quantified using the Common Vulnerability Scoring System - CVSS, values.
Variations of Attack Patterns within the simulation are drawn from BRON. Mitigations take two forms: software updates or monitoring, and the software that is mitigated is identified by drawing from BRON’s entries from the CVE database. Three abstract models of population-level dynamics where APTs interact with defenses are aligned with three competitive, coevolutionary outcomes, expressed as different dominant attack patterns shifting to mitigating recent attack patterns, results in different evolutionary outcomes, expressed as different dominant attack patterns and mitigations.

We foresee BRON supporting other ModSim environments and studies. We anticipate that it will be plumbed for its APT behavioral structure, its connective structure, and text, offering further possible elaboration of modeled APT behaviors.

### 3.3 Planning

BRON can be incorporated into traditional artificial intelligence (AI) planning. One use case is driven by a need for automated red-teams which attack a system to gauge its defensive capacity or the competence of its security team [22]. The attacks can be plans derived by planners. The planner, itself, requires structured threat data and guidance on how to make domain-specific adaptations.

One close example is [22]. This system utilizes a complex knowledge base which references APT information from ATT&CK. Another example, that specifically incorporates BRON is, Attack Planner [18]. It is a computational vulnerability analysis system that outputs multistage attack model trees that achieve a desired goal on a desired system resource. Attack Planner generates attack graphs to achieve different goals, based on already known tactics and techniques. In order to incorporate ATT&CK and CVE, BRON was used via an interface between BRON’s graph representation of this data and the Attack Planner. ATT&CK and CVE categorize and organize all stages of an attack campaign at varying levels of depth starting from an overarching goal to down to specific exploits on a specific version of an operating system. By using BRON to link the specific exploits with their parent goals, the Attack Planner is able to generate plans with higher detail.

### 4 SUMMARY AND FUTURE WORK

We have demonstrated and discussed how BRON, a collated information dataset supports ML and AI at the behavioral level. Uses of BRON include information retrieval, pattern inference, modeling and simulation and AI-based attack planning.

The inference could be improved by tuning the feature representation and classifiers. BRON could be enhanced with additional behavioral knowledge, from timely sources such as threat reports. It could also be the basis of an open challenge within a security, knowledge discovery or applied ML workshop. E.g. extend inference or formulate more supervised learning problems around missing data.
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