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Abstract

A persistent obstacle for constructing kinetic models of metabolism is uncertainty in the kinetic properties of enzymes. Currently, available methods for building kinetic models can cope indirectly with uncertainties by integrating data from different biological levels and origins into models. In this study, we use the recently proposed computational approach iSCHRUNK (in Silico Approach to Characterization and Reduction of Uncertainty in the Kinetic Models), which combines Monte Carlo parameter sampling methods and machine learning techniques, in the context of Bayesian inference. Monte Carlo parameter sampling methods allow us to exploit synergies between different data sources and generate a population of kinetic models that are consistent with the available data and physicochemical laws. The machine learning allows us to data-mine the a priori generated kinetic parameters together with the integrated datasets and derive posterior distributions of kinetic parameters consistent with the observed physiology. In this work, we used iSCHRUNK to address a design question: can we identify which are the kinetic parameters and what are their values that give rise to a desired metabolic behavior? Such information is important for a wide variety of studies ranging from biotechnology to medicine. We used the proposed methodology to find parameters that ensure a rate improvement of the xylose uptake (XTR) in a glucose-xylose co-utilizing \textit{S. cerevisiae} strain. Our results indicate that only three kinetic parameters need to be accurately characterized to describe the studied physiology, and ultimately to design and control the desired responses of the metabolism. This framework paves the way for a new generation of methods that will systematically integrate the wealth of available omics data and efficiently extract the information necessary for metabolic engineering and synthetic biology decisions.
Author Summary

Kinetic models are the most promising tool for understanding the complex dynamic behavior of living cells. The primary goal of kinetic models is to capture the properties of the metabolic networks as a whole, and thus we need large-scale models for dependable in silico analyses of metabolism. However, uncertainty in kinetic parameters impedes the development of kinetic models, and uncertainty levels increase with the model size. Tools that will address the issues with parameter uncertainty and that will be able to reduce the uncertainty propagation through the system are therefore needed. In this work, we proposed a method called iSCHRUNK that combines parameter sampling and machine learning techniques to characterize the uncertainties and uncover intricate relationships between the parameters of kinetic models and the responses of the metabolic network. The proposed method allowed us to identify a small number of parameters that determine the responses in the network regardless of the values of other parameters. As a consequence, in future studies of metabolism, it will be sufficient to explore a reduced kinetic space, and more comprehensive analyses of large-scale and genome-scale metabolic networks will be computationally tractable.
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**Introduction**

Kinetic models are one of the cornerstones of rational metabolic engineering as they allow us to capture the dynamic behavior of metabolism and to predict dynamic responses of living organisms to genetic and environmental changes. With reliable kinetic models, metabolic engineering and synthetic biology strategies for improvement of yield, titer, and productivity of the desired biochemical can be devised and tested *in silico* (1). The scientific community has acknowledged the utility and potential of kinetic models, and efforts towards building large- and genome-scale kinetic models were recently intensified (2-9). Nevertheless, the development of these models is still facing challenges, such as partial experimental observations and large uncertainties in available data (10-12).

The major difficulty in determining parameters of kinetic models are uncertainties associated with: (i) flux values and directionalities (13-15); (ii) metabolite concentration levels and thermodynamic properties (13-15); and (iii) kinetic properties of enzymes (2, 16). As a result of interactions of metabolite concentrations and metabolic fluxes through thermodynamics and kinetics, these uncertainties make parameter estimation difficult. Quantifying these uncertainties and determining how they propagate to the parameter space is essential for identification of parameters that should be measured or estimated to reduce the uncertainty in the output quantities such as time evolution of metabolites or control coefficients (17, 18).

In biological systems, large uncertainties and partial experimental data commonly result in a population instead of in a unique set of parameter values that could describe the experimental observations. Such population of parameter sets is typically computed using Monte Carlo sampling techniques (3-5, 8, 9, 11, 19-26). However, the problem is when certain properties differ among models in a model population. For example, one such property is flux control coefficients (FCCs)(17, 18, 27). We used here the ORACLE framework (3, 4, 8, 10, 11, 26, 28, 29) to compute a population of kinetic models along with the corresponding flux control coefficients with the aim of improving xylose uptake.
rate (XTR) of a glucose-xylose co-utilizing S. cerevisiae strain (30). We have found that in the same population of models that are consistent with the observed physiology FCCs can be different due to lack of data about kinetic parameters. This can lead to erroneous or conflicting conclusions and decisions about the system in metabolic engineering and synthetic biology studies.

In order to address such issues, we propose to formulate these problems as parameter classification: identify which of the parameters, if any, should be constrained so that the values of studied properties, such as FCCs, are in predefined ranges. For this purpose, we modified iSCHRUNK (in Silico Approach to Characterization and Reduction of Uncertainty in the Kinetic Models), a recently introduced machine learning approach that characterizes uncertainties in parameters of kinetic models, and identifies accurate and narrow ranges of parameters that can describe a studied physiological state (16). In iSCHRUNK, machine learning is combined with methods that generate populations of kinetic models (3-5, 8, 9, 11, 19-26) to data-mine the integrated data and observed physiology together with the kinetic parameters. We applied iSCHRUNK to identify the enzymes and their kinetic parameters that determine consistent FCC values related to XTR. Our results showed that by constraining only three parameters, corresponding to xylose reductase (XRI) and ATP synthase (ASN), consistent FCCs can be obtained for models computed around multiple steady-state metabolite concentrations. We further showed how the parameter classification and machine learning algorithms can be improved to more accurately identify the parameter subspaces that lead to well-determined model properties.

Results
Uncertainty in the xylose uptake responses to genetic manipulations

We analyzed the improvement of the xylose uptake rate (XTR) during mixed glucose-xylose utilization in a recombinant *Saccharomyces cerevisiae* strain (30). The kinetic model of *S. cerevisiae* metabolic network was built around the reference steady-state of metabolic fluxes and metabolite concentrations (Methods). The model contains 258 parameters and describes 102 reactions and 96 intracellular metabolites distributed over cytosol, mitochondria and extracellular environment. The experimentally determined values of kinetic parameters were missing, and the analyzed system was undetermined, i.e., we had 102+96 computed values for steady-state fluxes and metabolite concentrations versus 258 unknown parameters. This meant that a multitude of parameter sets could reproduce the observed physiology, and we used the ORACLE framework that employs Monte Carlo sampling to generate a population of 200'000 kinetic models. We computed FCCs of the metabolic network and used them to rank enzymes according to their control over XTR, i.e., the highest ranked enzymes were the ones with the largest magnitude FCCs with respect to XTR. Among the top ranked enzymes, hexokinase (HXK), non-growth associated maintenance (ATPM), and NADPH reductase (NDR) had ambiguous control over XTR (Fig 1A). The distributions of the control coefficients of XTR with respect to HXK, ATPM and NDR ($C^{XTR}_{HXK}$, $C^{XTR}_{ATPM}$, and $C^{XTR}_{NDR}$, respectively) were extensively spread around zero, and we could not deduce with certainty whether the control of these enzymes over XTR was positive or negative.

**Fig 1.** Ambiguous control of HXK, ATPM and NDR over xylose uptake (XTR) during mixed glucose-xylose fermentation. (A) Control coefficients of the top enzymes over XTR. The bars represent the mean values of the control coefficients through XTR. The error bars denote the 1st and the 3rd quartile of the control coefficients with respect to their mean value, i.e., 50% of the samples closest to the mean value are between the error bars. (B) The distribution of the control coefficient of HXK over XTR was centered around
zero. (C) Pruned population of the control coefficients containing only models that had a negative control of HXK over XTR (left, green bars) or a positive one (right, red bars). For comparison purposes, the non-pruned population of control coefficients is also shown (left and right, gray bars). Enzymes: *HXK*, hexokinase; *PGI*, glucose-6-phosphate isomerase; *TPI*, triose phosphate isomerase; *ZWF*, glucose-6-phosphate-1-dehydrogenase; *ATPm*, non-growth associated ATP maintenance; *ADK*, adenylates kinase; *NDR*, NADPH reductase; *PDA*, pyruvate dehydrogenase; *XTR*, xylose transporters; *XRI*, xylose reductase; *XDH*, xylitol reductase; *XK*, xylulokinase; The complete list of enzymes and chemical species is provided in S1 File.

The population of control coefficients $C_{HXK}^{XTR}$ was nearly symmetric around zero with a mean of 0.007 and 47% of samples had negative values (Fig 1B). We split the population of kinetic models based on the sign of $C_{HXK}^{XTR}$, and we analyzed the two populations with a negative (Fig 1C, left) and a positive (Fig 1C, right) control of HXK over XTR. The split in the population did not have a substantial effect on the majority of the control coefficients. Interestingly, the exceptions were precisely the other enzymes with the ambiguous control over XTR, i.e., ATPm and NDR, which exhibited a negative correlation with HXK (Fig 1C). This suggested that there were two distinct populations of control coefficients, and consequently that there were different values of some kinetic parameters that determined such metabolic responses.

**Identification of significant parameters determining control of HXK over XTR**

We used the Classification and Regression Trees (CART) algorithm (31, 32) to identify significant parameters that determine responses of XTR to changes in HXK activity. The CART algorithm partitions the parameter space into hyper-rectangles determined by the ranges of parameters that satisfy the studied property. Here, we used as parameters the degree of saturation of the enzyme active site, $\sigma_A$ (10), because this quantity is
constrained in a well-defined range between 0 and 1 (Methods), and the desired property was the negative control of HXK over XTR. The inputs of parameter classification were: (i) the information for each out of 200’000 parameter sets whether or not it gave rise to the negative control of HXK over XTR; and (ii) parameter values of 200’000 parameter sets. A set of ranges of enzyme saturations that determine a hyper-rectangle computed by the CART algorithm we subsequently refer to as a rule.

To measure the performance of parameter classification we defined the performance index (PI), which quantifies a portion of parameter sets giving rise to the studied property. In this work, out of all parameter sets that satisfy rules (or a rule) inferred by parameter classification, PI quantifies how many of them are giving rise to the negative control of HXK over XTR. For example, if 40% of models within a population of models satisfying a rule give rise to the negative control of HXK over XTR, then PI of this rule is 0.4.

**Reduced number of parameters determine control of HXK over XTR**

We performed parameter classification on 200’000 parameter sets of 258 parameters, and the algorithm identified 76 rules. In the identified rules, only 46 out of 258 parameters were constrained, whereas the remaining parameters had no effect on the control of HXK over XTR, i.e., their $\sigma_A$ values could take any value between 0 and 1 (Methods). Kinetic subspaces defined by these rules had a portion of parameter sets giving rise to the negative control ranging from $\text{PI}=0.50$ to 0.78, i.e., 50-78% of parameter sets satisfying these rules resulted in the negative control (S2 File). This was a noteworthy improvement compared to the overall kinetic space with 47% of such parameter sets.

**Preselection and identification of significant parameters**

Our finding that a reduced number of parameters determined control of HXK over XTR suggested that statistical methods, such as Fisher’s linear discriminant score (33, 34), can be used to preselect the significant parameters, i.e., the parameters that affect the studied
property. Fisher’s linear discriminant score allows us to quickly preselect parameters by analyzing the parameter distributions (Methods). We preselected 79 (out of 258) parameters that passed the threshold of 1% of the maximal Fisher’s linear discriminant score (Methods), and the values of these 79 parameters in 200’000 parameter sets were then used in the parameter classification. The classification algorithm inferred 78 rules, and remarkably, 70 of these rules coincided with the ones obtained in the first study (S3 Fig and S2 File). As expected, the ranges of the obtained PIs also coincided in the two studies. This result indicated that Fisher’s linear discriminant score is a good measure for identifying significant parameters and we used this score for parameter preselection in all further studies.

The 78 rules obtained from the study with the preselected parameters were defined by constraints on 39 parameters that corresponded to only 24 enzymes (S2 File). No rule was defined with more than 13 parameters and less than four parameters. We ranked the rules in the descending order according to the number of parameter sets that satisfy them (Methods). The top rule was defined by constraints on eight parameters, and it enclosed a subspace with 9285 parameter sets and PI of 0.65 (Table 1). The 2nd and 3rd ranked rules had higher values of PI than the 1st ranked rule (0.73 for the 2nd and 0.76 for the 3rd rule), but smaller subspaces were enclosed (8049 and 6342 parameter sets for the 2nd and the 3rd rule, respectively). As expected, the distributions of control coefficients of XTR with respect to HXK corresponding to the parameter sets that satisfied Rules 1, 2 and 3 were biased toward negative values (Fig 2). Indeed, compared to the distribution for the overall population of parameters with the mean of 0.007 and the median of 0.005, the distributions corresponding to the three rules were shifted toward the negative values with the means of -0.082, -0.111 and -0.132, and the medians of -0.024, -0.036 and -0.044 for Rule 1, Rule 2 and Rule 3, respectively (Fig 2). These results demonstrate that the parameter classification algorithm can reliably be used to identify the significant parameters and their ranges that give rise to the negative control of HXK over XTR.
Table 1: Output of parameter classification algorithm for $C_{HXK}^{XTR} < 0$. Top 3 rules obtained from the parameter classification with preselected parameters. The rules are ranked according the number of parameter sets that satisfy parameter ranges defined by the corresponding rule. For example, 9285 out of 200'000 (4.6%) generated parameter sets are within the subspace defined by the top-ranked rule, Rule 1. The values of $\sigma_A$ relate to the $K_m$ values as $K_m = S(1 - \sigma_A)/\sigma_A$, where $S$ is the concentration of the corresponding metabolite. The notation $ENZ_i@S_j.comp$ represents the degree of saturation of the enzyme $ENZ_i$ by the metabolite $S_j$, and $comp$ denotes either cytosolic or mitochondrial compartment.

| Rule | Size  | $PI(C_{HXK}^{XTR} < 0)$ | Parameters          | $K_m$ ranges (mM) | $\sigma_A$ ranges |
|------|-------|-------------------------|---------------------|-------------------|-------------------|
| 1    | 9285  | 0.65                    | ASN@pi_m           | 3.5·10^{-3}      | 6.5·10^{0}       | 0.001             | 0.651             |
|      |       |                         | TPI@t3p_c          | 2.0·10^{-5}      | 2.2·10^{-2}      | 0.476             | 0.999             |
|      |       |                         | GPD1@dhap_c        | 7.1·10^{-1}      | 2.0·10^{-3}      | 0.001             | 0.737             |
|      |       |                         | GPD2@g3p_c         | 5.1·10^{-4}      | 1.6·10^{+1}      | 0.001             | 0.970             |
|      |       |                         | ADK@adp_c          | 3.4·10^{-2}      | 1.3·10^{-2}      | 0.001             | 0.799             |
|      |       |                         | GLYCt@glyc_c       | 9.9·10^{-2}      | 6.9·10^{+2}      | 0.001             | 0.875             |
|      |       |                         | XRI@nad_c          | 5.2·10^{-2}      | 7.6·10^{+1}      | 0.001             | 0.593             |
|      |       |                         | XRI@nad_c          | 3.4·10^{-4}      | 2.6·10^{-1}      | 0.561             | 0.999             |
| 2    | 8049  | 0.73                    | ASN@adp_m          | 2.6·10^{-3}      | 5.6·10^{0}       | 0.318             | 0.999             |
|      |       |                         | ASN@pi_m           | 6.5·10^{-6}      | 3.5·10^{-3}      | 0.651             | 0.999             |
|      |       |                         | ASN@atp_m          | 6.2·10^{-3}      | 1.6·10^{+1}      | 0.001             | 0.719             |
|      |       |                         | TPI@t3p_c          | 2.0·10^{-5}      | 2.5·10^{-2}      | 0.443             | 0.999             |
|      |       |                         | XRI@nad_c          | 1.1·10^{-1}      | 7.6·10^{+1}      | 0.001             | 0.418             |
| 3    | 6342  | 0.76                    | ASN@adp_m          | 5.6·10^{0}       | 2.6·10^{+3}      | 0.001             | 0.318             |
|      |       |                         | ASN@pi_m           | 6.5·10^{-6}      | 3.5·10^{-3}      | 0.651             | 0.999             |
|      |       |                         | ASN@atp_m          | 6.2·10^{-3}      | 1.6·10^{+1}      | 0.001             | 0.719             |
|      |       |                         | XRI@nad_c          | 2.8·10^{-2}      | 7.6·10^{+1}      | 0.001             | 0.733             |

Fig 2. The distributions of control coefficients of XTR with respect to HXK for Rules 1, 2 and 3 were clearly shifted toward negative values compared to the one for the overall population of parameter sets. The horizontal box plots describe the inter-
quartile range (gray box), median (target circle), mean (diamond) and the range of +/- 2.7 standard deviations around the mean (whiskers) of the distributions.

**Top 3 significant parameters**

A closer inspection of the top ranked rules revealed that there were a few parameters such as ASN@pi_m or XRI@nadh_c (for notation see the caption of Table 1) that appeared rather consistently throughout the rules (Table 1 and S2 File). The appearance of a reduced number of parameters throughout the inferred top ranked rules suggested that these parameters were essential for a negative control of HXK over XTR. We hence ranked the parameters based on the number of their occurrences in the rules and by how much their ranges were constrained (Methods).

We first considered the top rule (Rule 1 in Table 1 and S2 File), and we computed the ranking score for the associated parameters. We then ranked the parameters for the top 2 rules (Rules 1 and 2), for the top 3 rules (Rules 1, 2 and 3), and so forth, and observed how the ranking score of the parameters evolved as we considered a growing number of rules (Fig 3A). There was a clear separation in the ranking scores of a small number of parameters from the remaining parameters (Fig 3A). Indeed, the three highest ranked parameters, XRI@nadh_c, ASN@pi_m, and TPI@t3p_c, were consistent for a large number of considered rules. This result suggested that it would be sufficient to constrain a combination of the ranges of the three parameters to ensure the negative control of HXK over XTR.

**Fig 3. Top ranked parameters affecting control of hexokinase (HXK) over xylose uptake (XTR).** (A) Evolution of the ranking score for the top 10 parameters as a function of the number of considered rules. (B) The effects of constraining the top 3 parameters individually according to the ranges of the top 10 rules on PI.

**Qualitative dependency of negative control on top 3 significant parameters**
We constructed a subspace of parameters by constraining the range of the top significant parameter, XRI@nadh_c, according to Rule 1 (Table 1), while the other parameters were unconstrained and could take any value between 0 and 1. Within this subspace, there were 53% of parameter sets giving rise to the negative control of HXK over XTR, i.e., PI=0.53 (Fig 3B, top). In such a way, we constrained the ranges of XRI@nadh_c based on the remaining top 10 ranked rules, and we analyzed how these ranges affected PI (Fig 3B). There was a clear qualitative relationship between the ranges of XRI@nadh_c and PI. Indeed, the values of PI ranged from 0.55 (Rule 2) up to 0.57 (Rules 8 and 9) for low values of XRI@nadh_c, whereas they were as low as 0.46 for middle range values of this parameter (Fig 3B). We repeated this analysis for ASN@pi_m and TPI@t2p_c, and for higher values of these two parameters, PI was as high as 0.62 (ASN@pi_m) and 0.51 (TPI@t2p_c), whereas for lower values of these two parameters PI was as low as 0.4 (ASN@pi_m) and 0.43 (TPI@t2p_c). This observation motivated us to analyze how PI evolved with the progressive increase of the lower bound for each of the parameters while keeping their upper bounds at 1. Interestingly, the increase of the parameters lower bound lead to either a monotonic increase (ASN@pi_m and TPI@t2p_c) or decrease (XRI@nadh_c) of PI (S5 Fig). Therefore, the effect of the parameters on the control of HXK over XTR was the most pronounced for the parameter ranges either in the low or the high values but not in the middle range.

This analysis suggested that a subspace defined by constraining XRI@nadh_c to low values and ASN@pi_m and TPI@t2p_c to high values was likely to have a high PI.

**Constraining top 3 significant parameters ensures the negative control of HXK over XTR**

To combine the distributions of top 3 parameters that ensure a high PI in an unbiased way, we performed another parameter classification (Methods). The parameter classification algorithm inferred 66 rules on these three parameters, and the top rule
enclosed 9389 samples with PI of 0.73 (S2 File). The PI value of 0.73 was close to the maximal PI value of 0.78, which was computed for the rules formed with all parameters. As expected, the ranges of the three parameters defined by the top rule (Fig 4C) were consistent with the analysis presented in the previous section.

We proceeded with the validation of the ranges of the top 3 parameters on a new population of models. We imposed the ranges of the top 3 parameters derived from the top rule of the parameter classification and generated a population of 100'000 models (Methods). We then computed the control coefficients of the top enzymes over XTR (Fig 4). The control coefficient $C_{HXX}^{XTR}$ was distinctively negative with a mean value of -0.09 (Fig 4C), and its distribution was clearly shifted toward negative values compared to that of the original population of models (Fig 1B). More than 72% of models had negative values of $C_{HXX}^{XTR}$ compared to 47% in the original population of models. The value of PI of 0.72 obtained from the validation set was strikingly close to the predicted value of 0.73 from the second tree training.

**Fig 4. A well-determined control of HXK over XTR.** (A) The mean control coefficient of HXK over XTR is negative after constraining the inferred ranges of only 3 parameters. (B) Distribution of the control coefficient $C_{HXX}^{XTR}$. (C) The inferred ranges of XRI@nadh_c, ASN@pi_m, and TPI@t2p_c that determined the negative control of HXK over XTR.

**Robust significant parameters for multiple concentrations**

In Metabolic Control Analysis (MCA), it is considered that the control coefficients depend only on elasticities, however this holds only when the reactions are irreversible and there are no conserved moieties. It has been shown that metabolite concentrations affect displacements of reactions from thermodynamic equilibrium, which in turn influence the control over fluxes and concentrations in the network (35, 36). We hence investigated the possibility to find significant parameters that ensure a well-determined control over XTR.
for different metabolite concentration configurations. In a similar manner, we could cross
sample the metabolite concentrations space and use the proposed method to identify
regions in the space of thermodynamic displacement from the equilibrium that give rise
a well-determined control over XTR.

We constructed two populations of 200’000 kinetic models for each of the two extreme
metabolite concentration vectors, Extreme1 and Extreme2 (Methods). Overall, together
with 200’000 parameter sets previously computed for the reference metabolite
concentration (Reference), we had 600’000 parameter sets for parameter classification.
In the three populations of models, 47% (Reference), 46% (Extreme1) and 39%
(Extreme2) of the models had a negative $C_{\text{HXK}}^{\text{XTR}}$.

**Significant parameters for negative control of HXK over XTR for three concentrations**

For each of three populations of models, we preselected parameters based on the Fisher’s
linear discriminant score, and we performed the parameter classification to find
parameter ranges that guarantee a negative control of HXK over XTR (S2 File). We used
the inferred rules from the three parameter classifications to rank the top parameters
over the three metabolite concentration vectors (Methods). Interestingly, the top seven
parameters from the Reference case remained in the group of top seven parameters over
the three cases (Fig 3 and S6 Fig). Moreover, the top two parameters ($\text{XR}_1@\text{nad}h_c,$
$\text{ASN}@\text{pi}_m$) from the Reference case (Fig 3) were the top two also for the Extreme1 and
Extreme2 case (S6 Fig). In contrast, $\text{TPI}@t3p_c$ was less significant for the Extreme1 and
Extreme2 case, and it was ranked below $\text{XR}_1@\text{nad} _c$ in the overall score (S6 Fig).

To refine the distributions of top 3 parameters for each of the three metabolite
concentrations we performed additional three parameter classifications (Methods).
However, the refined distributions of top parameters that ensure a negative control of
HXT over XTR might or might not coincide for the three concentrations. Therefore, to
reconcile the parameter distributions for the three cases, we used the parameter sets
defined by the top 3 rules for each of these cases as input for an additional parameter classification (Methods). The top rule obtained from this parameter classification enclosed 11’801 out of 600’000 parameter sets, and 70.9% of these models had a negative control of HXK over XTR (Table 2).

Table 2: Robust ranges of the top 3 parameters over 3 concentrations.

| Rule | Size | PI   | Parameters       | σ_A ranges |
|------|------|------|------------------|------------|
| $C_{HXK}^{XTR} < 0$ | 1 | 11801 (2%) | 0.709 | ASN@pi_m | 0.79 | 0.99 |
|      |     |       |                  | XRI@nadh_c | 0.00 | 0.44 |
|      |     |       |                  | XRI@nad_c | 0.78 | 0.99 |
| $C_{HXK}^{XTR} > 0$ | 1 | 67482 (11.2%) | 0.776 | ASN@adp_m | 0.00 | 0.59 |
|      |     |       |                  | XRI@nadh_c | 0.63 | 0.99 |
|      |     |       |                  | XRI@nad_c | 0.00 | 0.55 |

We imposed the robust ranges for the top 3 parameters from Table 2 and generated a population of 100’000 models for each of the three metabolite concentration vectors, a total of 300’000 models. We then computed the control coefficients of HXK over XTR, and a significant improvement of PI was obtained for all three metabolite concentration vectors. Indeed, the Reference, the Extreme1 and the Extreme2 cases, had 72%, 72% and 67% of models with a negative $C_{HXK}^{XTR}$, respectively (compared to the 47%, 46% and 39% of models with unconstrained parameters). The average PI (0.703) over three populations of models was remarkably close to the predicted PI (0.709) (Table 2).

Table 3: Validation of the robust distributions of the top 3 parameters for both a negative and a positive control of HXK over XTR.

| Reference concentration | Extreme 1 concentration | Extreme 2 concentration | Average |
|------------------------|------------------------|------------------------|---------|
**Significant parameters for positive control of HXK over XTR for three concentrations**

We repeated the procedure from the previous section using the same set of top 3 parameters, but we imposed a positive control of HXK over XTR as the objective for the parameter classification. The top inferred rule enclosed a significantly higher number of models (67482) compared to the case with a negative control of HXK over XTR (11801) (Table 2). Assuming that the parameter space was sampled uniformly, this also suggested that the parameter subspace that ensures a positive control of HXK over XTR was larger than the one that ensures a negative control. Interestingly, there were no overlaps between parameter ranges for a positive and a negative control (Table 2). The predicted PI for a positive control (0.776) was also higher than the one predicted (0.709) for the negative control.

We generated a population of 100'000 models for each of the three metabolite concentration vectors by imposing the robust distributions of the top 3 parameters ensuring a positive control (Table 2). For the Reference, the Extreme1, and the Extreme2 cases, we obtained PI of 0.747 (Reference), 0.802 (Extreme1), and 0.766 (Extreme2) (Table 3). This was a notable improvement compared to the population with unconstrained parameters with PI of 0.53 (Reference), 0.54 (Extreme1), and 0.61 (Extreme2). Similar to a negative control study, the average PI over three populations of models (0.772) was remarkably close to the predicted one (0.776) (Table 3).
These results showed that few parameters determine whether the control of HXT over XTR is negative or positive, meaning that the operational states of few enzymes are vital to responses of the metabolic network upon perturbations.

**Improved parameter classification through reassignment**

We found no rule with PI equal to 1 in performed parameter classification studies. This suggested that the parameter subspaces leading to a negative and a positive control of HXK over XTR were not distinctly separated. To improve the parameter classification for the problems where the separation between the classes is fuzzy, we propose to employ the $k$-nearest neighbors ($k$-NN) algorithm (Methods). The $k$-NN algorithm allows us to identify the parameter sets from one class that are surrounded by the parameter sets of the other class and reassign them to the latter. In the context of finding parameter values that give rise to a certain property, this means that the parameter classification algorithm will find only those parameter sets that are surrounded by a majority of the parameter sets of the same class. This way, the separation between the classes will be increased at the expense of neglecting parameter sets from the regions with a heavy overlap of the classes.

We reconsidered the classification for parameters determining a negative control of HXK over XTR in the Reference case, and we applied the $k$-NN algorithm with $k=10$ over the set of initial 200,000 parameters in order to find the surrounding for each of parameter sets, and to perform the reassignment (Methods). If in the group of 10 closest neighbors of a parameter set the percentage of parameter sets from the same class was less than a reassignment threshold, $r$, then that parameter set was reassigned. We performed two parameter classification studies for two different reassignment thresholds, $r$, of 30% and 50% (Methods).

We found that as the reassignment threshold was increasing the tree training algorithm was inferring a smaller number of rules (73 for $r = 30\%$ versus 31 for $r = 50\%$).
Furthermore, the inferred rules were enclosing a smaller number of parameter sets for higher values of \( r \), i.e., for \( r = 30\% \) and 50\%, the top rules enclosed respectively 13427 and 1339 parameter sets (Fig 5 and S2 File). In contrast, the obtained PIs, were higher for \( r = 50\% \) than for \( r = 30\% \) (Fig 5). For example, PI of the top rule for \( r = 50\% \) was 0.83, whereas the one for \( r = 30\% \) was 0.73 (Fig 5 and S2 File). A comparison between the original method with preselection, which is identical to the reassignment method with \( r = 0\% \) (corresponding to no reassignment), and the reassignment methods for \( r = 30\% \) and 50\% showed a general tendency of the latter for obtaining rules with improved PI and that enclose a smaller number of parameter sets (Fig 5).

**Fig 5. The rules obtained with the original method versus the ones obtained with the improved parameter classification algorithm.** For each rule, we plot the performance index (PI) as a function of the number of enclosed parameter sets (rule size). The rules are obtained with: the original method with preselection (red diamonds), the reassignment method with 30\% threshold (blue crosses) and the reassignment method with 50\% threshold (green asterisks).

We also tested the reassignment procedure for parameters determining a positive control of HXK over XTR in the case of the reference metabolite concentration with \( k = 10 \) and \( r = 60\% \). The classification algorithm inferred 19 rules with PIs ranging from 0.75 to 0.90. The rules were defined by only 28 parameters (S2 File). The top rule enclosed 1711 parameter sets with PI of 0.90, and it was defined by 6 parameters.

To validate the proposed improvement to the parameter classification, we imposed the distributions of the parameters defined by the top rules for the negative control case with \( r = 50\% \), and for the positive control case with \( r = 60\% \) (S2 File). We generated for each study a population of 100'000 models, and we computed the control coefficients in the network.
In the case of negative control, the distribution of the control coefficient $C^\text{XTR}_{\text{HXK}}$ was biased toward negative values with mean -0.13 (Fig 6A and 6B). More than 79% of the computed control coefficients $C^\text{XTR}_{\text{HXK}}$ were negative. (Table 4). Similarly, in the case of positive control, the distribution of the control coefficient $C^\text{XTR}_{\text{HXK}}$ was shifted toward positive values with the mean of 0.21 and a remarkable PI of 0.89 (Fig 6D and 6F, and Table 4). For the negative and positive cases, the top rules were defined by 6 parameters each, where three parameters, XRI@nadh_c, ASN@pi_m, and TPI@t3p_c, were common for both cases (Fig 6C and 6E). These three parameters were also ranked as the top 3 parameters in the parameter classification with the original algorithm (Fig 4). Moreover, the range of XRI@nadh_c was constrained toward low values for the negative control and toward high values for the positive control. In contrast, the parameters ASN@pi_m and TPI@t3p_c were constrained toward high values for the negative control, and toward low values for the positive control. These patterns suggest that these three parameters are crucial for determining the sign of the control of HXK over XTR, whereas the remaining parameters, GPD1@dhap_c, ASN@atp_m, and XRI@xlt_c for the negative control case, and XRI@nad_c, ATPM@atp_c, and NDR@nadp_c for the positive control case, are likely having a minor effect on the PI. This result clearly demonstrated that the reassignment procedure allows for more precise identification of the subspaces leading to a desired control of HXK over XTR. We observed improvement of both PI and the mean $C^\text{XTR}_{\text{HXK}}$ value compared to the results obtained with the unaltered parameter classification algorithm.

**Fig 6. Validation of the parameter classification with reassignment.** Control of HXK over XTR is negative (A) and positive (D) after constraining the inferred ranges of 6 parameters. Distribution of the control coefficient $C^\text{XTR}_{\text{HXK}}$ for the case of negative (B) and positive (E) control. The inferred ranges of parameters that determined negative (C) and positive (F) control of HXK over XTR.
Table 4: Validation of the ranges of the top 3 parameters for both a negative and a positive control of HXK over XTR.

|                          | Unconstrained parameters | Negative control \( (C_{HXK}^{XTR} < 0) \) | Positive control \( (C_{HXK}^{XTR} > 0) \) |
|--------------------------|--------------------------|---------------------------------|---------------------------------|
| mean \( (C_{HXK}^{XTR}) \) | 0.005                    | -0.13                           | 0.21                            |
| % of negative \( C_{HXK}^{XTR} \) | 47                       | 79.4                            | 11.4                            |
| % of positive \( C_{HXK}^{XTR} \) | 53                       | 20.6                            | 88.6                            |

**Discussion**

The obtained parameter values of kinetic models pertaining to a single metabolite concentration vector, e.g., Reference or Extreme1, typically ensure both higher PIs and larger parameter subspaces compared to the ones inferred from models constructed with multiple metabolite concentration vectors. The reason behind this is that changes in metabolite concentrations affect the operating ranges of enzymes, thus affecting the control over analyzed quantities. One might expect that the distributions of parameters ensuring a high PI will shift, and possibly shrink or stretch, as concentration values change. Therefore, to obtain values of the studied parameters that ensure a high PI over multiple concentrations, we proposed to combine ranges of parameters computed for individual concentrations and curate them through a parameter classification. Though we computed here robust distributions of parameters for only three, albeit very different, metabolite concentration vectors, the proposed method can readily be used to find robust parameter distributions for a large number of concentration vectors. Ultimately,
iSCHRUNK can be employed to perform a complete mapping between the spaces of metabolite concentrations and kinetic parameters and find the regions in the spaces of parameters, metabolite concentrations and thermodynamic displacements from equilibrium that ensure a desired property such as the well-determined control presented here.

The method can also be used for guaranteeing both qualitative and quantitative features of metabolism. Here we undertook a study to find parameter distributions ensuring a well-determined control of HXK over XTR. However, one might require determining parameter distributions that give rise to a property having values in tight pre-specified bounds.

iSCHRUNK also allows us to combine several requirements simultaneously. For example, we can use iSCHRUNK to identify and quantify the parameters that simultaneously satisfy conditions on $C_{HXK}^{XTR} > 0$ and that enforce a desired level of yield or specific productivity of some compounds of interest. Given that desired responses are feasible, we can perform this kind of analysis for an arbitrary number of requirements.

iSCHRUNK lends itself to a broad range of applications in systems biology regarding both the analysis of metabolism and the design and control of the desired behavior of metabolic networks. It allows us to analyze the relationships between the inferred parameter ranges and the measurements acquired on the actual biological system, and, consequently, to create hypotheses regarding the operating states of enzymes. For example, a follow-up experiment testing ambiguous control of HXK over XTR was performed in (30), and it was shown that $HXX2$ deletion improves xylose uptake rate.

Based on this experimental observation, one can hypothesize the operating ranges of top enzymes such as ATP synthase (ASN), triose phosphate isomerase (TPI) or xylose reductase (XRI). In principle, iSCHRUNK can provide to experimentalists information about saturations of all enzymes in the network. Information on enzyme properties and
their operating ranges can be used as guidance to design the desired metabolic behavior in applications ranging from sustainable production of biochemicals to medicine.

**Methods**

**Identifying significant parameters that determine studied properties**

The computational method for characterization and reduction of uncertainty, iSCHRUNK, was proposed in (16). iSCHRUNK involves a set of successive computational procedures that can help us to ascertain and quantify the kinetic parameters that correspond to a given physiology. iSCHRUNK can be used with any method that generates populations of kinetic models describing given physiology such as ensemble modeling (23) or ORACLE (3, 4, 8, 10, 11, 28, 29), and can be used to find parameters that give rise to a wide variety of properties. Here, we modified iSCHRUNK to identify distribution of kinetic parameters that determine the sign in ambiguous distributions of control coefficients as follows (Fig 7A):

**Fig 7. Workflow of the computational procedure for uncertainty analysis.** (A) The workflow is used to identify ranges of kinetic parameters that determine the sign in ambiguous distributions of control coefficients. (B) Detailed steps of parameter classification.

1. We defined the stoichiometric model of glucose-xylose co-utilizing *S. cerevisiae* (S7 Fig). The model consisted of 102 atomically balanced reactions and 96 intracellular metabolites, and included glycolysis, pentose phosphate pathway, tricarboxylic cycle (TCA), electron transport chain (ETC) and XR/XDH xylose assimilation pathway (30, 37). Based on the physiological information on the cellular compartmentalization the intracellular metabolites were categorized as cytosolic or mitochondrial, and the extracellular metabolites were modeled as well. We integrated the thermodynamic
constraints based on the information about the Gibbs free energies of reactions (38-41) together with the fermentation data from Miskovic et al. (30), and we then performed the Thermodynamics-based Flux balance Analysis (TFA) (4, 13-15, 42, 43) to compute the thermodynamically consistent steady-state flux (S8 File).

II. We sampled the space of metabolite concentrations that is consistent with: (i) the directionalities of the steady-state flux obtained in step I; and (ii) the available observations of metabolite concentration ranges (4, 8). The displacements of the reactions from thermodynamic equilibrium that correspond to the sampled metabolite concentration sets were simultaneously computed (17, 26).

We then computed the reference vector of metabolite concentrations, Reference, as the sample that was closest to the mean metabolite concentration vector (S8 File). The Principal Component Analysis (4, 44) of the samples was next performed, and we computed two extreme metabolite concentration vectors, Extreme1 and Extreme2, as the two samples that were at the extreme ends of the sampled space along the direction of the first principal component (S8 File). In the following steps, we have computed one population of kinetic models for the reference metabolite concentration vector (Reference case) and two populations of models for two extreme metabolite concentration vectors (Extreme1 and Extreme2 cases).

III. We assigned a kinetic mechanism to each enzyme-catalyzed reaction using the information from literature (17, 45-47). For reactions without available information about their kinetic mechanisms, we used the generalized reversible Hill law (48). The used kinetic mechanisms included reversible Michaelis-Menten kinetics, Uni-Bi, Bi-Uni, ordered Bi-Bi, Bi-Ter, Ter-Bi (46). We also modeled an allosteric regulation for the phosphofructokinase (PFK), where the assigned kinetic mechanism was Hill kinetics with the Hill coefficient $h = 4$ (S9-S11 File). At this point of the procedure, we may integrate available Michaelis constants, $K_m$ from the literature and databases (49, 50). For the enzymes with missing or incomplete set of $K_m$ values, we sampled the
space of $K_m$ values indirectly through the sampling of the degree of saturation of the enzyme active site, $\sigma_A$ (10). For the reference metabolite concentration vector computed in Step II, we calculated the $K_m$ value corresponding to a value $\sigma_A$ as $K_m = S_j(1 - \sigma_A)/\sigma_A$, where $S_j$ is the $j^{th}$ element of the metabolite concentration vector that corresponded to $\sigma_A$ (10). Without prior information, we sampled $\sigma_A$ values between 0 (non-saturation) and 1 (full saturation). Otherwise, we performed the stratified sampling where we imposed the $\sigma_A$ distributions obtained from the classification algorithm in Step VII (Fig 7A and 7B). An alternative to sampling $\sigma_A$ values would be to sample the enzyme states (26).

IV. We verified the local stability of the steady-state (10), and we rejected the kinetic parameters corresponding to unstable steady states and the ones that are not consistent with the experimentally observed data and literature.

V. In this step, we analyze whether or not the studied property is satisfied. If yes then we proceed to step VII, otherwise we perform the parameter classification in Step VI to find parameter values that give rise to the studied property. Here, we computed populations of control coefficients to quantify the responses of the metabolic fluxes and intracellular metabolite concentrations to changes in activities of the network enzymes. In general, we can study any property related to metabolic network such as: significant fluxes in the network such as the product flux and the uptake fluxes, yields, key concentrations such as ATP or NADH, other relevant quantities such as redox potential (NADH/NAD$^+$).

We then verified if the control of HXK over XTR was well determined. We defined the control of an enzyme over the analyzed quantity as being well determined if 50% of control coefficients around the mean control coefficient had the same sign. For example, in the population of the control coefficients of XTR with respect to xylulokinase (XK) all the samples between the 1st and the 3rd quartile were negative (Fig 1A), and hence we considered that XK had a well-determined negative control
over XTR. In contrast HXK, ATPM and NDR had an ambiguous control over XTR (Fig 1A). If HXK had well-determined control over XTR, we proceeded to Step VII. Otherwise, we went to Step VI.

VI. We fed back to the classification algorithm the population of the analyzed control coefficient from Step V together with the corresponding values of the parameters (degree of saturation of the enzyme active site $\sigma_A$) from Step III. The classification problem was defined to find the ranges of the $\sigma_A$ values (and consequently the ranges of the corresponding $K_m$ values) that determine the sign, positive or negative, of the analyzed control coefficient. We solved this parameter classification problem using the CART algorithm (31, 32) from the MATLAB software package. We then used the output of the parameter classification, the distributions of $\sigma_A$ for the sampling in Step IIIb (Fig 7A). More details about the parameter classification are presented in the next section.

VII. In this step, we can postulate hypotheses and design systems biology strategies.

In Step V we entered an iterative loop for identifying the ranges of $\sigma_A$ (or equivalently $K_m$) for which the analyzed control coefficients were well determined (Fig 7). The iteration started by passing the invalidated $\sigma_A$ values from this step to the classification algorithm in Step VI. We then used the refined $\sigma_A$ distributions from Step VI in the sampling procedure in Step III. Next, the refined samples of $\sigma_A$ were next checked for consistency in Step IV, and finally, we constructed a new population of control coefficients in Step V and verified it. At each iteration, the $\sigma_A$ values ($K_m$ values) that reduced the ambiguity in the population of the analyzed control coefficients were refined and used for stratified sampling in Step III.
Parameter classification

We carried out the parameter classification in several steps (Fig 7B). We first removed from the consideration the parameters that were not affecting the control over the analyzed flux. We then used the CART algorithm with the preselected parameters for three populations of kinetic models where each population was computed with a different metabolite concentration vector (see Step II of the framework discussed above). In the third step, we ranked the parameters over three concentrations, and we chose the top parameters to continue. We next refined the distributions of the top parameters for each concentration individually, and we then used this information to determine the consistent distributions of top parameters over all concentrations. We detail the parameter classification steps below.

Preselect parameters

Our preliminary results indicated that only a subset of kinetic parameters affected the sign of the analyzed control coefficient. The reduction in the parameter space was in agreement with our previous study (16), and inspired us to assess which parameters had a negligible effect on the computed control coefficients, to discard them, and then to proceed with the parameter classification. The benefits of preselecting the parameters are twofold. First, applying a computationally inexpensive method for preselecting the parameters and then using the CART algorithm on the reduced space can significantly reduce computational requirements of iSCHRUNK. Second, the parameters with a negligible effect on the control coefficients can introduce a bias in the estimates of key parameters. We can eliminate this bias by discarding the irrelevant parameters.

We used the Fisher's Linear Discriminant score (33, 34) to preselect the parameters:

\[ S = \frac{|m_1 - m_2|^2}{\sigma_1^2 + \sigma_2^2} \]
where $m_1$ and $m_2$ denote the mean values of the parameter populations that result in negative (or positive) and non-negative (or non-positive) control coefficients, while $\sigma_1^2$ and $\sigma_2^2$ are the corresponding variances. The higher $S$ was, the larger was the influence of the analyzed parameter in discriminating between a positive and a negative control. We ranked the parameters according to this score, and we kept the parameters whose scores were at least 1% of the highest obtained score.

**Train classification tree and rank inferred classification rules**

For each of the three metabolite concentration vectors, we trained a classification tree. The classification algorithm inferred classification rules based on the values of the preselected $\sigma_A$ parameters and the outcomes, e.g., negative and non-negative control coefficients, obtained with these $\sigma_A$ parameters. Each rule corresponds to a set of inequalities defined on different parameters. Thus, a rule is a hypercube in the parameter space. The number of inferred rules depends on the properties of the parameter space to be classified and also on the number of parameter sets that are used to train the algorithm. In order to prevent the overfitting, we fixed to 200 the minimal number of parameter sets that the algorithm can use to construct a rule (16, 32, 51). The rules defined by a large number of parameter sets are “more certain”. Besides, assuming that we sampled the parameter space uniformly, the “more certain” rules will likely enclose a larger volume of the parameter space with the well-determined control. Therefore, for each metabolite concentration vector, we ranked the inferred classification rules according to the number of parameter sets they contained.

**Rank parameters across classification rules and over all concentrations**

To rank the parameters of the models obtained for a concentration vector such as reference concentration vector or one of the extreme concentration vectors, we defined the following score for parameter $j$: 
\[ SC_j = \frac{1}{N_a} \sum_{i=1}^{N_r} (1 - R_{i,j}) \]

where \( N_a \) denotes the number of rules over which we performed the ranking, \( N_r \) denotes the number of rules, a subset of \( N_a \) rules, that constrained parameter \( j \), and \( R_{i,j} \) is the range of parameter \( j \) defined by the rule \( i \). This score incorporates two factors: (i) a number of occurrences of parameters across classification rules – parameters that appear in more rules are more relevant; (ii) how much parameters are constrained – less important parameters are less constrained.

To rank the parameters of the models obtained over all concentrations, we computed the aggregate score:

\[ SC_{j}^{Agg} = \frac{1}{N_c} \sum_{k=1}^{N_c} SC_{j}^{k} \]

where \( N_c \) denotes the number of metabolite concentration vectors and \( SC_{j}^{k} \) is the score computed for the concentration \( k \). Observe that values of \( N_a \), \( N_r \) and \( R_{i,j} \) may differ for different concentrations.

We can choose to perform the ranking across: (i) all rules returned by the classification algorithm; though the classification algorithm can return different number of rules for three metabolite concentrations, the normalization constants \( N_a \) ensure an unbiased scoring over different concentrations; (ii) the chosen top rules, e.g., over Top 10 rules \( (N_a = 10 \) for all three concentrations). We used this score to rank the parameters; the higher the score was for a parameter, the higher was its ranking.

*Refine distributions of top parameters*

For each of metabolite concentration vectors (Reference, Extreme1 and Extreme2) and a set of top parameters ranked over all concentrations, e.g., Top 3 or Top 5 \( \sigma_A \) values, we performed the second parameter classification, i.e., tree training, to find refined
parameter distributions that determine the sign of the analyzed control coefficient. The inputs to the parameter classification algorithms were the population of the analyzed control coefficient together with the corresponding top \( \sigma_A \) values. Thus, for the three concentration vectors, we constructed parameter subspaces that were constrained only by the obtained ranges of the top parameters.

**Determine robust distributions of top parameters over all concentrations**

The refined distributions of top parameters that correspond to a well-determined control might well mismatch among the three cases (Reference, Extreme1 and Extreme2). Therefore, some parameter values can correspond to a well-determined control for one metabolite concentration vector and to an ambiguous control for the other metabolite concentrations. To obtain the consistent distributions of the top parameters over all concentrations in an unbiased way we performed the third tree training as follows.

For each of the three metabolite concentrations, we took as the input to parameter classification the parameter sets whose ranges of top parameters were defined according to top 3 rules. We used in parameter classification the parameter sets from the subspace of top rules as these parameter sets are likely to have well-determined control at least for one of the concentrations. We then verified for each top parameter set if it corresponds to a well-determined control for the three metabolite concentration vectors. If a parameter set corresponded to a well-determined control for the three concentrations (S12 Fig, red stars), we considered it consistent; otherwise, it was considered inconsistent (S12 Fig, blue and yellow stars). We fed this information as the second input to the classification algorithm and performed the training.

The obtained consistent distributions of top parameters over the three cases were used in Step III to perform a stratified sampling.
Reassignment procedure for improved tree training

In the cases when the space of parameter sets leading to a negative and the one leading to a positive control over analyzed quantities are overlapping, the separation between parameter classes is fuzzy. To enhance the separation between the classes, we propose here utilization of the $k$-nearest neighbors ($k$-NN) algorithm in the parameter classification as follows (52).

For each of the parameter vectors, we first assessed whether or not they were determining, e.g., a negative control, and we assigned them to two distinct sets. The first set, $SN$, contained parameter vectors that gave rise to a negative control, whereas the second set, $SP$, contained the ones that gave rise to a non-negative control. We then ran the $k$-nearest neighbors ($k$-NN) algorithm, and for each parameter vector from the set $SN$, we computed how many out of its $k$-nearest neighbors belonged to the same set ($SN$). For each of these parameter vectors, if the percentage of $k$-nearest neighbors that belonged to the set $SN$ was higher than a pre-specified reassignment threshold, $r$, we then retained that vector in the set $SN$. For instance, for $r = 50\%$, if more than $50\%$ of $k$-nearest neighbors of the analyzed parameter set belonged to the set $SN$, that parameter set remained in the set $SN$. Otherwise, we re-assigned that parameter vector to the set $SP$.

With the proposed reassignment procedure, we emphasized the regions of the parameter space that have a higher proportion of parameter vectors belonging to the set $SN$.

The reassignment procedure introduced two new parameters: the reassignment threshold, $r$, and the number of nearest neighbors, $k$. The values of $r$ were chosen on the basis of the initial, unbiased, sampling that was performed in Step III. Specifically, from the initial sampling we could assess the average percentage of $SN$ parameter vectors in the set of all vectors. We then set $r$ to be a larger than the average percentage so that the parameter classification algorithm could identify the regions in the parameter space with the above than average proportion of $SN$ vectors. Assuming that the parameter space was
sampled uniformly, we use the parameter $k$ to choose the larger or smaller part of the parameter space around the analyzed parameter vector for a possible reassignment. Very large values of $k$ are not recommended as the reassignment procedure would consider the overall parameter space and no samples would be retained in the set $SN$ as $r$ is chosen to be larger than the average percent of $SN$ vectors in the overall set of parameter vectors.

**Bayesian inference and parameter classification**

Bayesian inference relies on use of Bayes theorem to compute the conditional distribution of a parameter vector $\theta$ given observed data $x$:

$$p(\theta|x) = \frac{p(x|\theta)p(\theta)}{p(x)}$$

where $p(\theta|x)$ is the posterior distribution of the parameters $\theta$, $p(\theta)$ is the prior distribution of parameters, $p(x|\theta)$ is the likelihood, and $p(x)$ is the evidence. In computing the posterior distribution $p(\theta|x)$, the evidence can be ignored as it represents a normalizing constant. It is often computationally prohibitive to explicitly evaluate the likelihood function and Approximate Bayesian Computation (ABC) methods are used for approximating this function by simulations (53).

For this type of studies, the ABC rejection algorithm (54) can be used as follows. First, the prior distribution of kinetic parameters is generated using the ORACLE framework or any other method that uses Monte Carlo sampling of uncertain parameters for constructing populations of kinetic models (3-5, 8, 9, 11, 19-26). The corresponding control coefficients are next computed, and the parameter classification algorithm is then used to discard parameter vectors from the prior that gave rise to ambiguous control over analyzed quantities. As a result, the retained sampled are distributed according to the approximate posterior distribution of kinetic parameters that give rise to well-determined control over analyzed quantities.
Conclusions

Monte Carlo sampling techniques have traditionally been used for analysis of the metabolic flux space of networks, and recently they are extensively employed to address the uncertainty in parameters of kinetic models. As the size of the models and complexity of studies increases, sampling a kinetic space becomes increasingly difficult and even intractable. We have recently proposed a methodology that allows us to identify relevant kinetic parameters that correspond to the observed physiology (16). One of the key results of that work was that a small set of parameters corresponding to a few enzymes is sufficient to characterize a physiology. This finding has a significant impact as it will allow sampling of a reduced kinetic space, thus alleviating issues with high computational requirements of sampling.

In this work, we modified iSCHRUNK to find the parameters and their values that give rise to a chosen property. As the studied property we choose the control of hexokinase over xylose uptake. Our study showed that it is possible to identify only a few parameters whose values can make a control coefficient to be negative or positive irrespectively of the values of the other parameters in the model. This information is crucial for biotechnology studies where living cells need to be engineered for improved performance, or for drug discovery studies where, e.g., we want to overproduce a compound toxic to a pathogen.

In summary, the proposed method can be used for a wide gamut of applications in systems biology. It can be used in conjunction with multiple criteria, which can be both quantitative and qualitative, and can be applied not only to identify distributions of kinetic parameters but also to determine distributions of the metabolic fluxes and metabolite concentrations satisfying given requirements.
**Acknowledgement**

This work was supported by funding from the Ecole Polytechnique Fédérale de Lausanne (EPFL), the 2015/313 ERASysAPP RobustYeast Project funded through SystemsX.ch, the Swiss Initiative for Systems Biology evaluated by the Swiss National Science Foundation, and the Swiss National Science Foundation grant 315230_163423. We would like to thank Joana Pinto Vieira for her help with editing this manuscript.

**Conflict of interest**

The authors declare no financial or commercial conflict of interest.
Figures

**Fig 1.**

A

B

C

---

Friday, June 22, 2018
Fig 2.
Fig 3.
Fig 4.
Fig 5.
Fig 6.
Fig 7.
1. Almquist J, Cvijovic M, Hatzimanikatis V, Nielsen J, Jirstrand M. Kinetic models in industrial biotechnology--improving cell factory performance. Metabolic engineering. 2014;24:38-60.
2. Miskovic L, Tokic M, Fengos G, Hatzimanikatis V. Rites of passage: requirements and standards for building kinetic models of metabolic phenotypes. Current Opinion in Biotechnology. 2015;36:1-8.
3. Chakrabarti A, Miskovic L, Soh KC, Hatzimanikatis V. Towards kinetic modeling of genome-scale metabolic networks without sacrificing stoichiometric, thermodynamic and physiological constraints. Biotechnology journal. 2013;8(9):1043-57.
4. Soh KS, Miskovic L, Hatzimanikatis V. From network models to network responses: integration of thermodynamic and kinetic properties of yeast genome-scale metabolic networks. FEMS Yeast Research. 2012;12:129-43.
5. Khodayari A, Zomorrodi AR, Liao JC, Maranas CD. A kinetic model of Escherichia coli core metabolism satisfying multiple sets of mutant flux data. Metabolic Engineering. 2014;25:50-62.
6. Smallbone K, Simeonidis E, Swainston N, Mendes P. Towards a genome-scale kinetic model of cellular metabolism. BMC Systems Biology. 2010;4.
7. Stanford NJ, Lubitz T, Smallbone K, Klipp E, Mendes P, Liebermeister W. Systematic Construction of Kinetic Models from Genome-Scale Metabolic Networks. Plos One. 2013;8(11).
8. Andreozzi S, Chakrabarti A, Soh KC, Burgard A, Yang TH, Van Dien S, et al. Identification of metabolic engineering targets for the enhancement of 1,4-butanediol production in recombinant E. coli using large-scale kinetic models. Metabolic Engineering. 2016;35:148-59.
9. Khodayari A, Maranas CD. A genome-scale Escherichia coli kinetic metabolic model k-ecoli457 satisfying flux data for multiple mutant strains. Nat Commun. 2016;7.
10. Wang L, Birol I, Hatzimanikatis V. Metabolic Control Analysis under Uncertainty: Framework Development and Case Studies. Biophysical Journal. 2004;87:3750-63.
11. Miskovic L, Hatzimanikatis V. Production of biofuels and biochemicals: in need of an ORACLE. Trends in biotechnology. 2010;28(8):391-7.
12. Kerkhoven EJ, Lahtvee P-J, Nielsen J. Applications of computational modeling in metabolic engineering of yeast. FEMS yeast research. 2014.
13. Soh KS, Hatzimanikatis V. Constraining the flux space using thermodynamics and integration of metabolomics data. Methods in Molecular Biology. 2014;1191:49-63.
14. Ataman M, Hatzimanikatis V. Heading in the right direction: thermodynamics-based network analysis and pathway engineering. Curr Opin Biotechnol. 2015;36:176-82.
15. Soh KC, Hatzimanikatis V. Network thermodynamics in the post-genomic era. Curr Opin Microbiol. 2010;13(3):350-7.
16. Andreozzi S, Miskovic L, Hatzimanikatis V. iSCHRUNK - In Silico Approach to Characterization and Reduction of Uncertainty in the Kinetic Models of Genome-scale Metabolic Networks. Metabolic Engineering. 2016;33:158-68.
17. Heinrich R, Schuster S. The Regulation of Cellular Systems. 1996.
18. Hatzimanikatis V, Bailey JE. MCA has more to say. Journal of Theoretical Biology. 1996;182(3):233-42.
19. Birkenmeier M, Mack M, Roder T. Thermodynamic and Probabilistic Metabolic Control Analysis of Riboflavin (Vitamin B(2)) Biosynthesis in Bacteria. Appl Biochem Biotechnol. 2015;177(3):732-52.
20. Birkenmeier M, Mack M, Roder T. Erratum to: A coupled thermodynamic and metabolic control analysis methodology and its evaluation on glycerol biosynthesis in Sacharomyces cerevisiae. Biotechnol Lett. 2015;37(2):317-26.
21. Murabito E, Verma M, Bekker M, Bellomo D, Westerhoff HV, Teusink B, et al. Monte-Carlo modeling of the central carbon metabolism of Lactococcus lactis: insights into metabolic regulation. PLoS One. 2014;9(9):e106453.
22. Murabito E, Smallbone K, Swinton J, Westerhoff HV, Steuer R. A probabilistic approach to identify putative drug targets in biochemical networks. J R Soc Interface. 2011;8(59):880-95.
23. Lee Y, Rivera JGL, Liao JC. Ensemble Modeling for Robustness Analysis in engineering non-native metabolic pathways. Metabolic Engineering. 2014;25:63-71.
24. Tran LM, Rizk ML, Liao JC. Ensemble Modeling of Metabolic Networks. Biophysical Journal. 2008.
25. Chowdhury A, Zomorrod AR, Maranas CD. k-OptForce: integrating kinetics with flux balance analysis for strain design. PLoS Comput Biol. 2014;10(2):e1003487.
26. Miskovic L, Hatzimanikatis V. Modeling of uncertainties in biochemical reactions. Biotechnol and Bioengineering. 2011;108(2):413-23.
27. Kacser H, Burns JA. The control of flux. Symp Soc Exp Biol. 1973;27:65-104.
28. Wang L, Hatzimanikatis V. Metabolic engineering under uncertainty. I: Framework development. Metabolic Engineering. 2006;8(2):133-41.
29. Wang LQ, Hatzimanikatis V. Metabolic engineering under uncertainty - II: Analysis of yeast metabolism. Metabolic Engineering. 2006;8(2):142-59.
30. Miskovic L, Alff-Tuomala S, Soh KC, Barth D, Salusjarvi L, Pitkanen JP, et al. A design-build-test cycle using modeling and experiments reveals interdependencies between upper glycolysis and xylose uptake in recombinant S. cerevisiae and improves predictive capabilities of large-scale kinetic models. Biotechnol Biofuels. 2017;10(166).
31. Breiman L, Friedman J, Olshen R, Stone C. Classification and regression trees. Belmont, Calif.: Wadsworth; 1984.
32. Han J, Kamber M, Pei JPD. Data mining : concepts and techniques. 3rd ed. ed. Waltham, MA: Morgan Kaufmann ; [Oxford : Elsevier Science, distributor]; 2012.
33. Fisher RA. The use of multiple measurements in taxonomic problems. Ann Eugenic. 1936;7:179-88.
34. McLachlan GJ. Discriminant analysis and statistical pattern recognition. Hoboken, N.J.2004. xv, 526 p. p.
35. Hatzimanikatis V, Floudas CA, Bailey JE. Analysis and design of metabolic reaction networks via mixed-integer linear optimization. Aiche Journal. 1996;42(5):1277-92.
36. Wang L, Hatzimanikatis V. Metabolic engineering under uncertainty--II: analysis of yeast metabolism. Metab Eng. 2006;8(2):142-59.
37. Pitkanen JP, Aristidou A, Salusjarvi L, Ruohonen L, Penttila M. Metabolic flux analysis of xylose metabolism in recombinant Saccharomyces cerevisiae using continuous culture. Metabolic Engineering. 2003;5(1):16-31.
38. Jankowski M, Henry C, Broadbelt L, Hatzimanikatis V. Group Contribution Method for Thermodynamic Analysis of Complex Metabolic Networks. Biophysical Journal. 2008;95:1487-99.
39. Goldberg RN, Tewari YB, Bhat TN. Thermodynamics of enzyme-catalyzed reactions - a database for quantitative biochemistry. Bioinformatics. 2004;20(16):2874-7.
40. Albert RA. Biochemical thermodynamics. Biochim Biophys Acta. 1994;1207(1):1-11.
41. Hadadi N, Ataman M, Hatzimanikatis V, Panayiotou C. Molecular thermodynamics of metabolism: quantum thermochemical calculations for key metabolites. Physical Chemistry Chemical Physics. 2015;17(16):10438-53.
42. Henry CS, Broadbelt LJ, Hatzimanikatis V. Thermodynamics-based metabolic flux analysis. Biophysical Journal. 2007;92(5):1792-805.
43. Henry C, Jankowski MD, Broadbelt LJ, Hatzimanikatis V. Genome-scale thermodynamic analysis of Escherichia coli metabolism. Biophysical Journal. 2006;90(4):1453-61.
44. Jolliffe I. Principal component analysis. Second ed. New York: Springer; 2002.
45. Reich JG, Sel'kov EiE. Energy metabolism of the cell : a theoretical treatise. London ; New York: Academic Press; 1981. viii, 345 p. p.
46. Segel IH. Enzyme Kinetics. 1975.
47. Teusink B, Passarge J, Reijenga CA, Esgalhado E, van der Weijden CC, Schepper M, et al. Can yeast glycolysis be understood in terms of in vitro kinetics of the constituent enzymes? Testing biochemistry. European Journal of Biochemistry. 2000;267(17):5313-29.
48. Hofmeyr J, Cornish-Bowden A. The reversible Hill equation: how to incorporate cooperative enzymes into metabolic models. Comp Appl Biosci. 1997;13:377-85.
49. Schomburg I, Chang A, Placzek S, Sohngen C, Rother M, Lang M, et al. BRENDA in 2013: integrated reactions, kinetic data, enzyme function data, improved disease classification: new options and contents in BRENDA. Nucleic Acids Research. 2013;41(Database issue):D764-72.
50. Wittig U, Kania R, Golebiewski M, Rey M, Shi L, Jong L, et al. SABIO-RK-database for biochemical reaction kinetics. Nucleic Acids Research. 2012;40(D1):D790-D6.
51. Duda RO, Hart PE, Stork DG. Pattern classification. 2nd ed. / Richard O. Duda, Peter E. Hart, David G. Stork. ed. New York ; Chichester: Wiley; 2001.
52. Altman NS. An Introduction to Kernel and Nearest-Neighbor Nonparametric Regression. Am Stat. 1992;46(3):175-85.
53. Sunnaker M, Busetto AG, Numminen E, Corander J, Foll M, Dessimoz C. Approximate Bayesian computation. PLoS Comput Biol. 2013;9(1):e1002803.
54. Tavare S, Balding DJ, Griffiths RC, Donnelly P. Inferring coalescence times from DNA sequence data. Genetics. 1997;145(2):505-18.
Supporting information

S1 File. List of abbreviations for model’s enzymes and chemical species

S2 File. Parameter classification rules together with the corresponding feasibility indices. The rules were obtained from: (i) the parameter classification with the whole set of 258 parameters (sheet “Preliminary training”); (ii) the parameter classification with the preselected 81 parameters (sheet “Training with Fisher preselection”); and (iii) the parameter classification with the top 3 ranked parameters (sheet “Second training (top 3 params)”); (iv) the first parameter classification for the robust ranges of parameters ensuring a negative control for the reference (sheet “Robust Reference”), extreme 1 (sheet “Robust Extreme 1”), and extreme 2 (sheet “Robust Extreme 2”) metabolite concentrations; (v) the second parameter classification with top 3 parameters for the robust ranges of parameters ensuring a negative control for the reference (sheet “Robust Reference Top 3”), extreme 1 (sheet “Robust Extreme 1 Top 3”), and extreme 2 (sheet “Robust Extreme 2 Top 3”) metabolite concentrations; (vi) the parameter classification with reassignment for the reference metabolite concentration ensuring a negative control with the reassignment threshold $r = 50\%$ (sheet “Reassign – Ref -50\%”), and $r = 30\%$ (sheet “Reassign – Ref -30\%”), and ensuring a positive control with $r = 60\%$ (sheet “Pos Reassign - Ref - 60\%”).

S3 Fig. Preselection of the parameters based on Fisher’s linear discriminant score. The rules from a tree training with all parameters (blue crosses), and the rules from a tree training with a reduced set of parameters (red diamonds) coincide in the majority of instances.

S4 Fig. Histograms of the flux control coefficients of XTR with respect to HXK corresponding to the parameters sets that satisfied Rules 1, 2 and 3. The histograms
were normalized to represent the probability density functions. There were 9285 parameter sets satisfying Rule 1, 8049 Rule 2 and 6342 Rule 3. In all three cases, the mean value of the control coefficients corresponding to the three parameter sets was negative: -0.082 for the parameter sets from Rule 1, -0.111 and -0.132 for the ones from Rule 2 and Rule 3, respectively.

S5 Fig. Evolution of PI (blue) together with that of the number of enclosed parameter vectors (orange) for a progressive increase of the lower bound, $\sigma_A$, of the top 9 parameters, while their upper bound was fixed at 1. For a value of the lower bound $\sigma_A = \sigma_A^*$, PI was calculated over the range $(\sigma_A^*, 1)$ of the parameter $\sigma_A$. For example, for $\sigma_A = 0$, the whole range, i.e., $\sigma_A \in (0, 1)$, of a parameter was considered, and the corresponding PI was calculated. For $\sigma_A = 1$, PI was calculated for a fixed value $\sigma_A = 1$.

S6 Fig. Top ranked parameters affecting control of hexokinase (HXK) over xylose uptake (XTR) over three concentrations. Evolution of the ranking score for the top 10 parameters as a function of the considered number of rules.

S7 Fig. Metabolic pathways of the VTT C-10880 S. cerevisiae strain. The network includes 102 reactions and 96 metabolite concentrations distributed over cytosol, mitochondria, and extracellular environment. VTT C-10880 strain can consume xylose through the integrated xylose reductase/xylitol dehydrogenase pathway.

S8 File. Reference metabolite flux vector together with the metabolite Reference, Extreme1, and Extreme2 concentration vectors.

S9 File. Stoichiometry of used models. List of reactions and the corresponding mass balances.
S10 File. List of reactions together with the used kinetic mechanisms (together with S11 File).

S11 File. Rate expressions for used kinetic mechanisms together with the expressions for the corresponding metabolite elasticities.

S12 Fig. Parameter vectors that correspond to a well-determined control for the three metabolite concentration vectors (Reference, Extreme1 and Extreme2). Parameter sets corresponding to a well-determined control for the three metabolite concentrations (red stars), for two out of three (yellow stars) and for one out of three (blue stars) metabolite concentrations. The gray stars denote the parameter vectors not belonging to a top rule for any of the three concentrations.