Topological states and interplay between spin-orbit and Zeeman interactions in a spinful Su-Schrieffer-Heeger nanowire
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The interplay between the spin-orbit and Zeeman interactions acting on a spinful Su-Schrieffer-Heeger model is studied based on an InAs nanowire subjected to a periodic gate potential along the axial direction. It is shown that a nontrivial topological phase can be achieved by regulating the confining-potential configuration. In the absence of the Zeeman field, we prove that the topology of the chain is not affected by the Rashba spin-orbit interaction due to the persisting chiral symmetry. The energies of the edge modes can be manipulated by varying the magnitude and direction of the external magnetic field. Remarkably, the joint effect of the two spin-related interactions leads to novel edge states that appear in the gap formed by the anti-crossing of the bands of a finite spinful dimerized chain, and can be merged into the bulk states by tilting the magnetic-field direction.

I. INTRODUCTION

A foremost feature of topological insulators is the appearance of metallic edge (or surface) modes inside the insulating bulk energy band-gap. These zero-energy edge states, which reside at the boundary of a topological system, are protected by the chiral symmetry of the bulk system. In reality this symmetry is often broken. It is therefore of great importance to investigate the bulk-edge relationship under such circumstances.

The simplest model which captures the topological phase transition as a function of the Hamiltonian parameters is the one-dimensional Su-Schrieffer-Heeger (SSH) model. This prototype offers an excellent platform for simulating more intricate topological systems, and exploring physical effects caused by non-Hermitian Hamiltonians. Experimentally, besides explaining the physics of polyacetylene, topological phases as found in the SSH model have been realized in certain synthetic dimerized systems, such as optical superlattices, ultracold atoms, micro-pillar and other photonic crystals, atomically engineered superlattices, and graphene nanoribbons. However, studies of the effect of time-reversal symmetry breaking on a fermionic dimerized chain are still rather scarce. Even more surprising is the confusion in the literature regressing the effects of the spin-orbit interaction. Spin-orbit interactions are of paramount importance in developing topological insulators and superconductors. Several attempts to investigate the impacts of spin-orbit interactions on the topological features of the SSH model have been reported, see for instance Refs. 26 and 27. Regrettably, these papers fail to incorporate correctly the time-reversal symmetry of spin-orbit interaction in their model Hamiltonians and, in fact, consider the effect of a Zeeman field, which breaks time-reversal symmetry. The correct inclusion of the spin-orbit-induced spin flips in tunneling Hamiltonians is via the (time-reversal symmetric) Aharonov-Casher effect, which appears as phase factors that dominate the tunneling amplitudes of the dimerized system.

Recently, the topological phase of the spinful Su-Schrieffer-Heeger configuration has been approached experimentally, by studying the edge modes of a photonic dimerized chain lacking time-reversal symmetry. In particular, Ref. 20 which studies topological modes in micro-pillar lattices (the bosonic analogue of the SSH model) relates the breaking of time-reversal symmetry to a -dependent effective magnetic field acting on the polarization of the photons. It is then observed that the edge states do not reside in the mid-gap, as predicted for bosonic systems without chiral symmetry. The analysis of edge modes in a fermionic topological system where time-reversal and chiral symmetries are not always obeyed thus seems to be quite timely.

FIG. 1. (color online) (a) A semiconductor wire subjected to gate potentials V1 and V2 arranged periodically along the axial direction x, to form a double quantum-dot chain. The length of the unit cell is 2L, and 2d is the width of each potential wall. (b) The local potentials \( V_{qd,1}(x) \) and \( V_{qd,2}(x) \) that define two quantum dots (QD1 and QD2) within each unit cell, and the lowest orbital on each dot. Our analysis also applies for the case \( V_1 > V_2 \) (not shown).
II. MODEL AND EFFECTIVE HAMILTONIAN

We present a study of the joint effect of spin-orbit interaction (SOI) and an external magnetic field on the topological features of an electron dimerized chain. Our analysis is based on a realistic Hamiltonian of an InAs nanowire, rendering the conclusions amenable to experimental verifications. Specifically, the sublattice degrees of freedom of the chain are represented by the localized orbitals of two quantum dots defined by the periodically-arranged gate potentials along the wire axis, as shown in Figs. 1(a) and 1(b). Under the interplay between the Zeeman and spin-orbit interactions, the strategy in constructing a trackable model for the semiconductor nanowire is based on the Bloch spectrum of its full Hamiltonian which is used to obtain a discretized form, amenable to the analysis of topological features. This approach, whose validity is demonstrated below, allows us to determine the specific form of the spinful discrete Hamiltonian, for the gated InAs nanowire.

Assuming that the magnetic field is applied in the $y-z$ plane along $\hat{\gamma}$, $\mathbf{B} = B\{\cos(\theta), \sin(\theta)\}$, and the spin-orbit interaction is of the Rashba type, yielding an effective magnetic field along $y$, the Hamiltonian of the InAs nanowire reads

$$H = \frac{p^2}{2m_e} - V_z + U(x) + \alpha \sigma_y + \frac{\Delta_z}{2} \sigma_z. \quad (1)$$

Here, $m_e$ is the electron’s effective mass, $p = -i\hbar \partial / \partial x$ is the momentum, $V_z$ denotes the off-set chemical potential, $U(x)$ is the periodic gate potential, $\alpha$ corresponds to the strength of the Rashba SOI, and $\Delta_z = g\mu_B B$ is the Zeeman splitting, with $g$ being the Landé factor ($\mu_B$ is the Bohr magneton). The spin-orbit interaction can also be quantified by the length $x_{so} = \hbar / (m_e \alpha)$. In Eq. (1), $\sigma_z = \hat{\gamma} \cdot \hat{\gamma}$, with the Pauli matrices $\sigma = \{\sigma_x, \sigma_y, \sigma_z\}$. The orbital effect of the magnetic field is ignored due to the strong confining potential along the direction normal to $\mathbf{B}$, which enables the averaging out the vector-potential terms in the Landau gauge. The periodic potential creates, in each unit cell, two quantum dots (QD1 and QD2), confined by the potentials $V_{qd,1}(x)$ and $V_{qd,2}(x)$, such that

$$V_{qd,1}(x) = V_1 \Theta(x + L - x) + V_2 \Theta(x - L + x) \quad (2)$$

with $-L \leq x \leq L$, where $V_{qd,2}(x) = V_{qd,1}(-x)$ and $2L$ is the length of the unit cell [$\Theta(x)$ is the Heaviside function]. $V_{1,2}$ are two separate potential barriers (see Figs. 1), whose width is $2d$. All the calculations below are based on a realistic InAs nanowire, for which $m_e = 0.023 m_0$ ($m_0$ is the free electron mass), the lattice constant is $2L = 120 \text{ nm}$, the Landé $g$ factor is $g = 15$, the spin-orbit length is about $x_{so} = 180 \text{ nm}$, and the gate potentials, of widths $2d = 20 \text{ nm}$, obey $V_1 + V_2 = 40 \text{ meV}$. The lowest Zeeman-split levels of the QD’s are used to construct a discrete Hamiltonian of the double quantum-dot chain

$$H_T = \sum_n \left( a_n^\dagger t_{\text{in}} b_n + a_{n+1}^\dagger t_{\text{ex}} b_n + H.c. \right) + \frac{\Delta_z}{2} \sum_n \left( a_n^\dagger \sigma_z a_n + b_n^\dagger \sigma_z b_n \right), \quad (3)$$

where $n$ is the index of the unit cell, $a_n = \{a_{n\uparrow}, a_{n\downarrow}\}$ and $b_n = \{b_{n\uparrow}, b_{n\downarrow}\}$ are the spinors for the quasi-spin states on QD1 and QD2, respectively. Under the joint effect of the spin-orbit and Zeeman interactions, the intra/inter-cell tunneling amplitudes $t_{\text{in/ex}}$ are matrices in spin space,

$$t_{\text{in/ex}} = t_{\text{in/ex},0} \exp \left[ i \varphi_{\text{in/ex}} (\mathbf{v}_{\text{in/ex}} \cdot \mathbf{\sigma}) \right]. \quad (4)$$

The phase factors $\varphi_{\text{in/ex}} \propto L / x_{so}$ and the unit vectors $\mathbf{v}_{\text{in/ex}} = \{\sin(\theta_{\text{in/ex}}), 0, \cos(\theta_{\text{in/ex}})\}$ are determined by the relative angle $\theta$ between the directions of the Zeeman field and the one induced by the SOI. Details are given in Appendix A. Notably, the spin space for defining the Pauli matrices $\sigma_{x,y,z}$ in Eqs. (3) and (4) consists of the two lowest Zeeman splitting levels on each dot, and does not coincide with that defining the spin operators in Eq. (1). Therefore, the Zeeman interaction in Eq. (1) appears as a $\sigma_z$ term in Eq. (3).

In the absence of the Zeeman and spin-orbit interactions, i.e., $\Delta_z = 0$ and $\varphi_{\text{in/ex}} = 0$, the spinless ver-
III. TOPOLOGICAL EDGE MODES FOR BROKEN CHIRAL SYMMETRY

By analogy with the spinless SSH model, the nontrivial topological phase is characterized by the appearance, at $\Delta V > 0$, of two zero-energy edge modes in a finite chain of $N$ sites with open boundary conditions, see Figs. 3(a) and 3(b). In the thermodynamic limit ($N \rightarrow \infty$), these two zero-energy edge modes are separately located on either side of the chain and hence each belongs to a different sublattice. For an open short chain comprising 20 sites, the separated edge modes are coupled to each other; the hybridized edge modes can be written as $|E_{\pm}\rangle = \sum_{n=1}^{20} (A_n a_n^\dagger \pm B_n b_n^\dagger)|0\rangle$, where $|0\rangle$ is the vacuum state and $A_n$ and $B_n$ are the probability amplitudes on the two sites of the $n$-th unit cell. In this case, the spatial density distribution of the two edge modes at the nth site is $P_n = |A_n|^2 + |B_n|^2$ and it depends on the potential difference $\Delta V$. As seen in Fig. 3(b), the larger $\Delta V$ is, the more localized is the edge state, due to the accompanying enhanced dimerization strength.

Interestingly, the presence of the spin-orbit coupling does not cause qualitative changes in this picture. At zero Zeeman field, we find zero-energy edge modes. [Note that the energy spectrum of an open spin-orbit-active chain is a doubled copy of that of the spinless chain shown in Fig. 3(a).] In fact, these zero-energy modes are protected by the chiral symmetry of the discrete Hamiltonian (3) for $\Delta z = 0$: $CH_T C^{-1} = H_T$, where the chiral symmetry operator is $C = TP$. Here, $T$ is the time-reversal operator, and $P$ is the particle-hole operator, which for a spinful bipartite lattice is defined by $P a_{\uparrow/\downarrow}\bar{P}^{-1} = \pm a_{\uparrow/\downarrow}$, and $P b_{\uparrow/\downarrow}\bar{P}^{-1} = \mp b_{\uparrow/\downarrow}$.

The Zeeman interaction which breaks time-reversal symmetry lifts the chiral symmetry. In the absence of the spin-orbit interaction (i.e., for $\varphi_{\text{in/or}} = 0$), the spinful Hamiltonian $H_T$ is separated into two independent

![Figure 3](image-url)
The Landé g-factor in the presence of the SOI, and consequently $\Delta_z$, are reduced by a SOI-dependent factor $f = \exp[-x_0^2/(2\eta^2)]$, where $x_0$ is the localization length of the edge mode. In fact, $x_0$ is correlated with the probability density distribution of the edge state $\bar{P}_n = \sum_{\tau=\uparrow,\downarrow} |A_{n,\tau}|^2 + |B_{n,\tau}|^2$, where $A_{n,\tau}$ and $B_{n,\tau}$ are the amplitudes of the quasi-spin states on the QD1 and QD2, respectively. One may characterize the degree of confinement to the edges by introducing the measure (pertaining to a chain comprising 20 sites) $\eta_{20} = \sum_{n=1}^{3} \sum_{\tau=\uparrow,\downarrow} |P_n|$. As portrayed in Fig. 4(b), $\eta_{20}$ is reduced as $\Delta V$ is decreased, implying that the localization length is lengthened. As large $x_0$’s are realized at small $\Delta V$’s this explains the results in that regime.

In the presence of a Zeeman field, the energies of the two doubly-degenerate edge modes shown in Figs. 4(a) and 4(b) are split and localized symmetrically around zero energy, since the Hamiltonian obeys particle-hole symmetry, $P \hat{H}_T P^{-1} = \hat{H}_T$. Therefore, in order to facilitate the following analysis, we only focus on the variations of the upper energy levels under different conditions. For a fixed value of $\Delta V$ the precondition for the appearance of the spin edge states is modified under the joint effect of the spin-orbit and Zeeman interactions. Because the energies of the Zeeman-split edge modes are modified by the SOI-induced factor $f$, the available range of $\Delta_z$ near zero magnetic field which supports edge modes is changed to $\Delta_z < t_-/f$, with $f \approx 0.8$ for $\Delta V = 10$ meV, see Fig. 5(a).

The condition for the emergence of edge states at large magnetic fields, $\Delta_z > t_+$, is also modified in the presence of the SOI. While in the absence of SOI, the edge modes are the eigenvectors of $\sigma_z$ separated by $\Delta_z$, they become coupled by the spin-flip tunneling matrix elements, $t'_{\text{in/ex}}$, induced by the SOI [see Eq. (4)]. The resulting edge states can be explained by confining the discussion to the thermodynamic limit. Exploiting the orthonormal basis of $\sigma_z$, the Hamiltonian (3) is approximated by

$$H_T = \left( \frac{\Delta_z}{2}, -t', -\frac{\Delta_z}{2} \right)$$

where $t' = \sqrt{|t'_{\text{in}}|^2 + |t'_{\text{ex}}|^2}$ represents the spin-flip coupling. The two eigenvalues of Eq. (8) are the modified energies of the quasi-spin edge modes. The lower bound for their existence is $t_+ = \sqrt{t_+^2 - 4t'^2}$. For $\Delta_z < t_+$, the quasi-spin edge modes are merged into the bulk states, as reflected by the sharp decrease of the confinement coefficient $\eta_{20}$ shown in Fig. 5(a). The energies of these Zeeman-split edge states depend on the tilting angle $\theta$ of the magnetic field as shown in Fig. 5(b), and hence can be varied in experiment. Remarkably, there appear additional edge modes for Zeeman splittings obeying $t_-/f \leq \Delta_z < 2t_+$, see Fig. 5(a), a range which is “forbidden” in Fig. 3(c). These modes result from the interplay between the Zeeman and spin-orbit interactions. They reside below the
For this end, Fig. 5(c) displays the distributions of the spin density $S_n = \frac{1}{2} |A_{n,\uparrow}|^2 + |B_{n,\downarrow}|^2 - |A_{n,\downarrow}|^2 - |B_{n,\uparrow}|^2$, for the two edge modes illustrated in Fig. 5(a). Evidently, the new edge state (marked by the diamond) is distinguished from the spin-resolved edge mode (indicated by the square) by its small spin-density probability $S_n$. Similar to the spatial distribution of the spinless edge modes shown in Fig. 3(b), the spin-density distribution of each spinful edge mode is split into two segments for an open short discrete chain comprising of 20 sites, see Fig. 5(c). Analogously, because the coupling between the two presumably separated edge modes (located in different sides of the chain) is negligible in the thermodynamic limit, the extra edge mode can only reside in either side of the chain, as indicated by the spin-density distribution $S_n$ shown in the inset of Fig. 5(c) for $N = 100$.

Hence, the total number of the edge modes can be doubled when $t_\pm < \Delta_\pm < 2t_\pm$, as indicated in Fig. 5(a). However, in contrast to the Zeeman-split edge states, the spin-mixed edge modes can be merged into the bulk states by tilting the magnetic field in the $y - z$ plane, as shown in Fig. 5(b), due to the dependence of the tunneling amplitudes on the tilting angle, see Eq. (4). In particular, for $\theta = 0$, the spin of the dimerized chain is conserved, $\partial_{in/ex} = 0$ and $t_\pm^{in/ex} = 0$, and the gap opened due to the anti-crossing of the spin-resolved energy levels completely disappears, as shown in Fig. 5(d).

### IV. CONCLUSIONS

Specifying to an InAs nanowire with strong Rashba spin-orbit interaction, we have shown that this interaction by itself does not affect the topology of a spinful Su-Schrieffer-Heeger model, as opposed to the significant effects of spin-orbit interaction found in Refs. 20, 26, and 27. In the presence of an external magnetic field, we find that the joint effect of the spin-orbit and Zeeman interactions allows for a plethora of edge modes which are not protected by chiral symmetry. The edge states can be classified into two groups. The first includes the Zeeman-split edge states, and the second comprises the ones induced by the interplay between the two spin-related interactions appearing at a sufficiently large Zeeman splitting. Interestingly, these new states exist in the gap opened by the anti-crossing of the energy bands and may merge into the bulk by tilting the magnetic-field direction. This remarkable observation can be examined experimentally using semiconductornanowires46–48 and graphene nanoribbons21,23.
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FIG. 6. (color online) (a) The spatial distribution of the confining potential $V_{\text{DQD-in}}(x)$ that determines the intra-cell tunneling amplitude within the double quantum-dot chain in the main text (see Fig. 1). (b) The confining potential $V_{\text{DQD-ex}}(x)$ that determines the inter-cell tunneling amplitude. (c) The intra/inter-cell hopping amplitude of an InAs double quantum dot chain, $t_{in/ex,0}$, as a function of the potential difference $\Delta V = V_1 - V_2$, with the periodic length $2L = 120 \text{ nm}$ and $d = 10 \text{ nm}$. Here, $t_{in,0}$ ($t_{ex,0}$) is denoted by the solid (dashed) line and the variations of the chemical potential $V_c$ are displayed by the dash-doted curve. (d) The intra- and inter-cell spin-flip tunneling amplitudes, $t_{in}'$ and $t_{ex}'$, of the double-quantum-dot chain as functions of the tilting angle $\theta$, with the potential difference $\Delta V = -10 \text{ meV}$, the magnetic field strength $B = 1.0 \text{ T}$, and the spin-orbit interaction scaled by $x_0 \equiv \hbar/(m_e \alpha) = 180 \text{ nm}$.

Appendix A: The tight-binding Hamiltonian of the model system

Here is outlined the derivation of the nearest-neighbor tight-binding (TB) Hamiltonian of our model. The derivation is based on the original Hamiltonian, Eq. (1) in the main text. The periodic gate potential there, $U(x)$, is viewed as composed of two alternating quantum dots, QD1 and QD2, as depicted in Fig. 6(a) and (b). Each quantum dot obeys the Hamiltonian

$$H_{1/2} = \frac{p^2}{2m_e} + V_{\text{qd,1/2}}(x) + \alpha p \sigma_y + \frac{\Delta_z}{2} \sigma_z,$$

where $\alpha$ is the strength of the Rashba spin-orbit interaction, $\Delta_z$ is the Zeeman splitting, $\sigma_n = \hat{\sigma} \cdot \hat{z}$ with $\hat{z} = \{0, \cos \theta, \sin \theta\}$ being the direction vector of the external magnetic field and $\hat{\sigma}$ denotes the Pauli matrices, $\hat{\sigma} = \{\sigma_x, \sigma_y, \sigma_z\}$. The confining potentials that define the quantum dots are

$$V_{\text{qd,1}}(x) = \begin{cases} V_1 & x \geq -d \\ 0 & -L + d \leq x < -d \\ V_2 & x < -L + d \end{cases} \quad V_{\text{qd,2}}(x) = \begin{cases} V_1 & x < d \\ 0 & d \leq x < L - d \\ V_2 & x \geq L - d \end{cases}$$

We next solve for the energy eigenstates of the two dots using Eq. (A1). Moreover, in order to preserve the locality of the wave functions, we assume the electron energy eigenvalue $E < \min\{V_1, V_2\}$. It is expedient to consider the
Schrödinger equation pertaining to all three regions in Eq. (A2) by introducing
\[
\tilde{H}_{\zeta=0,1,2}\psi_\zeta(x) = E\psi_\zeta(x).
\] (A3)

Here, \(\psi_\zeta\) is the corresponding eigenfunction on each portion and
\[
\tilde{H}_{\zeta} = \frac{p^2}{2m_e} + \alpha p \sigma_y + \frac{\Delta_z}{2} \sigma_z + V_\zeta,
\] (A4)

where \(V_0 = 0\) and \(V_{1,2}\) are given in Eqs. (A2). The eigenfunctions of \(\tilde{H}_{\zeta}\) are spinors,
\[
\psi_\zeta(x) = \exp \left( i \gamma_\zeta x \right) \left( \begin{array}{c} w_{\zeta,1} \\ d_{\zeta,1} \end{array} \right).
\] (A5)

For a fixed value of \(E\) there exist four independent solutions to Eq. (A3), with the corresponding wave vectors \(\gamma_{\zeta,\lambda=1,2,3,4}\) determined by the quartic equation
\[
\left( \frac{\hbar^2 \gamma^2_{\zeta}}{2m_e} + V_\zeta - E \right)^2 - \hbar^2 \gamma^2_{\zeta} \alpha^2 - \Delta_z \hbar \gamma_{\zeta} \cos(\theta) - \frac{\Delta_z^2}{4} = 0.
\] (A6)

The respective spinor components are
\[
w_{\zeta,\lambda} = i \hbar \alpha \gamma_{\zeta,\lambda} + \frac{\Delta_z}{2} \cos(\theta), \quad d_{\zeta,\lambda} = \frac{\hbar^2 \gamma^2_{\zeta}}{2m_e} + \frac{\Delta_z}{2} \sin(\theta) + V_\zeta - E.
\] (A7)

In particular, when \(\theta = \pi/2\), the expressions for the wave vectors can be derived analytically
\[
\gamma_{\zeta,1/2} = \pm \sqrt{2m_e \hbar^2 \left( E - V_\zeta + m_e \alpha^2 + \sqrt{m_e^2 \alpha^4 + 2m_e \alpha^2 (E - V_\zeta)} + \frac{\Delta_z^2}{4} \right)}
\]
\[
\gamma_{\zeta,3/4} = \pm \sqrt{2m_e \hbar^2 \left( E - V_\zeta + m_e \alpha^2 - \sqrt{m_e^2 \alpha^4 + 2m_e \alpha^2 (E - V_\zeta)} + \frac{\Delta_z^2}{4} \right)}.
\] (A8)

The convergence of the wave function at \(x \to \infty\) requires the wave vectors to have \(\text{Im}[\gamma_1]\) \(> 0\) for dot 1 and \(\text{Im}[\gamma_2]\) \(> 0\) for dot 2. The convergence condition for \(x \to -\infty\) is \(\text{Im}[\gamma_2]\) \(< 0\) for dot 1 and \(\text{Im}[\gamma_1]\) \(< 0\) for dot 2. Then, the energy eigenfunctions of QD1 and QD2 can be written as
\[
\Psi_1(x) = \sum_{\lambda=1}^{4} c_{0,\lambda} [1 - \Theta(x + d)] \Theta(x + L - d) \psi_{0,\lambda}(x) + \Theta(x + d) \left[ c_{1,1} \psi_{1,1}(x) + c_{1,4} \psi_{1,4}(x) \right]
\]
\[
+ [1 - \Theta(x + L - d)] [c_{2,2} \psi_{2,2}(x) + c_{2,3} \psi_{2,3}(x)]
\] (A9)
\[
\Psi_2(x) = \sum_{\lambda=1}^{4} v_{0,\lambda} [1 - \Theta(x - L + d)] \Theta(x - d) \psi_{0,\lambda}(x) + [1 - \Theta(x - d)] \left[ v_{1,2} \psi_{1,2}(x) + v_{1,3} \psi_{1,3}(x) \right]
\]
\[
+ \Theta(x - L + d) [v_{2,1} \psi_{2,1}(x) + v_{2,4} \psi_{2,4}(x)],
\] (A10)

where \(\Theta(x)\) is the Heaviside step function \(\Theta(x) = \begin{cases} 0 & x \leq 0 \\ 1 & x > 0 \end{cases}\), the coefficients \(c_{\zeta,\lambda}\) and \(v_{\zeta,\lambda}\) are determined by the boundary conditions, i.e., from the continuity equations at \(x_{1/3} = \mp d\) and \(x_{2/4} = \mp L \pm d\). Using the explicit form for \(V_{qd,1}(x)\) in Eq. (A2), the boundary conditions for the localized wave function on QD1 are
\[
\lim_{\epsilon \to 0^+} \Psi_1(x_1 + \epsilon) - \Psi_1(x_1 - \epsilon) = 0, \quad \lim_{\epsilon \to 0^-} \Psi_1(x_2 + \epsilon) - \Psi_1(x_2 - \epsilon) = 0,
\]
\[
\lim_{\epsilon \to 0^+} \Psi_4'(x_1 + \epsilon) - \Psi_4'(x_1 - \epsilon) = 0, \quad \lim_{\epsilon \to 0^-} \Psi_4'(x_2 + \epsilon) - \Psi_4'(x_2 - \epsilon) = 0.
\] (A11)

By regarding \(\hat{\mathbf{z}}^T = \{c_{0,1}, c_{0,2}, c_{0,3}, c_{0,4}, c_{1,1}, c_{1,4}, c_{2,2}, c_{2,3}\}\) as the variable vector, Eq. (A11) can be written in a matrix form
\[
\mathbf{M} \cdot \hat{\mathbf{z}} = 0.
\] (A12)
where

$$
M = \begin{pmatrix}
\psi_{0,1,1}(x_1) & \psi_{0,2,1}(x_1) & \psi_{0,3,1}(x_1) & \psi_{0,4,1}(x_1) & -\psi_{1,1,1}(x_1) & -\psi_{1,4,1}(x_1) & 0 & 0 \\
\psi_{0,1,2}(x_1) & \psi_{0,2,2}(x_1) & \psi_{0,3,2}(x_1) & \psi_{0,4,2}(x_1) & 0 & 0 & -\psi_{2,1,2}(x_2) & -\psi_{2,3,1}(x_2) \\
\psi_{0,1,1}(x_2) & \psi_{0,2,1}(x_2) & \psi_{0,3,1}(x_2) & \psi_{0,4,1}(x_2) & 0 & 0 & -\psi_{2,2,1}(x_2) & -\psi_{2,3,2}(x_2) \\
\psi_{0,1,2}(x_2) & \psi_{0,2,2}(x_2) & \psi_{0,3,2}(x_2) & \psi_{0,4,2}(x_2) & 0 & 0 & -\psi_{2,2,2}(x_2) & -\psi_{2,3,2}(x_2) \\
\gamma_{0,1}\psi_{0,1,1}(x_1) & \gamma_{0,2}\psi_{0,2,1}(x_1) & \gamma_{0,3}\psi_{0,3,1}(x_1) & \gamma_{0,4}\psi_{0,4,1}(x_1) & 0 & 0 & 0 & 0 \\
\gamma_{0,1}\psi_{1,1,1}(x_1) & \gamma_{0,2}\psi_{1,2,1}(x_1) & \gamma_{0,3}\psi_{1,3,1}(x_1) & \gamma_{0,4}\psi_{1,4,1}(x_1) & 0 & 0 & 0 & 0 \\
\gamma_{0,1}\psi_{0,1,2}(x_2) & \gamma_{0,2}\psi_{0,2,2}(x_2) & \gamma_{0,3}\psi_{0,3,2}(x_2) & \gamma_{0,4}\psi_{0,4,2}(x_2) & 0 & 0 & 0 & 0 \\
\gamma_{0,1}\psi_{1,1,2}(x_2) & \gamma_{0,2}\psi_{1,2,2}(x_2) & \gamma_{0,3}\psi_{1,3,2}(x_2) & \gamma_{0,4}\psi_{1,4,2}(x_2) & 0 & 0 & 0 & 0 \\
\end{pmatrix},
$$

(A13)

with the two spin components $\Psi_{\gamma,\lambda,1}(x) = w_{\gamma,\lambda}\exp(i\gamma_{\lambda,1}x)$ and $\Psi_{\gamma,\lambda,2}(x) = d_{\gamma,\lambda}\exp(i\gamma_{\lambda,2}x)$. Obviously, the nontrivial solution to Eq. (A13) requires

$$
\text{det}[M(E)] = 0,
$$

(A14)

which yields an equation for the energy eigenvalues $E$, see Eqs. (A6) and (A7). Let $E_{\theta}$ and $E_{\bar{\theta}}$ denote the two lowest energy solutions to Eq. (A14), with $E_{\theta} \geq E_{\bar{\theta}}$. The explicit expressions for the two corresponding spinors can also be completely determined by the boundary conditions Eqs. (A11) in conjunction with the normalization condition $\int \Psi_{1,\tau=\theta,\bar{\theta}}(x)\Psi_{1,\tau}(x)dx = 1$, where $\tau = \theta, \theta$ indicate the two quasi-spin eigenstates on the dot.

The two lowest-energy spin states of the other quantum dot, QD2, i.e., $\Psi_{2,\theta}(x)$ and $\Psi_{2,\bar{\theta}}(x)$, can be derived similarly to the discussion above. Due to the inversion symmetry which implies $V_{qd,1}(x) = V_{qd,2}(-x)$, the corresponding energy eigenvalues are identical to those of QD1.

Exploiting the localized wave functions on each quantum dot, we next derive the tunneling amplitudes of the double-quantum-dot (DQD) model, utilizing linear combinations of the atomic orbitals. The intra-cell amplitude is expeditiously found by considering the interdot tunneling in the double quantum-dot Hamiltonian [see Fig. 6(a)]

$$
H_{\text{DQD-in}}(x) = \frac{p^2}{2m_e} + \alpha p \sigma_y + \Delta x^2 \sigma_z + V_{\text{DQD-in}}(x) - V_c,
$$

(A15)

with the double-well potential

$$
V_{\text{DQD-in}}(x) = V_1[1 - \Theta(|x| - d)] + V_2 \Theta(|x| - L + d)
$$

(A16)

and the constant chemical potential $V_c = \frac{1}{2}(E_{\theta} + E_{\bar{\theta}})$ to offset the on-site orbital energy (which is conventionally set at zero for a prototype SSH model). To this end, one first derives the orthonormal basis $\{\Phi_{1,\theta}(x), \Phi_{1,\bar{\theta}}(x), \Phi_{2,\theta}(x), \Phi_{2,\bar{\theta}}(x)\}$ using the four localized states $\Psi_{1/2,\theta}(x)$ and $\Psi_{1/2,\bar{\theta}}(x)$. Those are then used to present the electron field operators as $\Psi_e(x) = \sum_{\gamma=\theta,\bar{\theta}} [a_{\gamma} \Phi_{1,\gamma}(x) + b_{\gamma} \Phi_{2,\gamma}(x)]$, where $a_{\gamma}$ ($a_{\gamma}^\dagger$) and $b_{\gamma}$ ($b_{\gamma}^\dagger$) are the annihilation (creation) operators for the quasi-spin states on QD1 and QD2, respectively. The second quantized form of $H_{\text{DQD-in}}$ is then

$$
H_{\text{DQD-in}} = \int \Psi_e^*(x)H_{\text{DQD-in}}(x)\Psi_e(x)dx
$$

(A17)

with the spinors $a = \{a_{\theta}, a_{\bar{\theta}}\}$ and $b = \{b_{\theta}, b_{\bar{\theta}}\}$. In fact, the on-site energies of different quasi-spin states in each dot are modified by the spin-orbit interaction. However, as compared to the large spin-orbit length of the InAs nanowire, i.e., $x_{so} = 180$ nm, the small characteristic length of the dots, i.e., $L - 2d = 40$ nm, renders the spin-orbit interaction induced modification negligible, and then it is a good approximation to write the quasi-spin up (down) on-site energy as the positive (negative) half Zeeman splitting energy as in Eq. (A17). The quasi-spin tunneling amplitudes can be written as a matrix

$$
t_{in} = t_{in,0} \exp[i\mathbf{v}_{in} \cdot \mathbf{\hat{\sigma}}] ,
$$

(A18)

with

$$
[t_{in}]_{\sigma\sigma'} = \int \Phi_{1,\sigma}^*(x)H_{\text{DQD-in}}\Phi_{2,\sigma'}(x)dx .
$$

(A19)
As seen, the spin-orbit interaction appears as a (matrix) phase factor multiplying the intra-cell spin tunneling matrix. Here, $t_{in,0}$ is the real tunneling amplitude dominated by the potential difference $\Delta V = V_1 - V_2$ as shown in Fig. 6(c), $\varphi_{in}$ is the spin rotation phase induced by the spin-orbit interaction, and $\tilde{\nu}_{in} = \{ \sin(\vartheta_{in}), 0, \cos(\vartheta_{in}) \}$ is the unit vector determining the direction of the axis of rotation. Numerically, $\varphi_{in}$ is proportional to the ratio between the interdot distance and the spin-orbit length $L/x_{so}$ with $x_{so} = \hbar/(m_c\alpha)$, and that is consistent with the analytical analysis in Ref. 37.

It is important to note that the coordinate system for defining the rotation vector $\tilde{\nu}_{in}$ does not coincide with that defining the spin operators in Eq. (A15). The $x$-component of $\tilde{\nu}_{in}$ corresponds to the interdot spin-flip tunneling between the localized quasi-spin states, and vanishes in the absence of spin mixing. Therefore, for zero magnetic field, i.e., when $\vartheta = 0$, the vector $\tilde{\nu}_{in}$ is purely along the $z$ direction since then $[H_{DQD-in}, \sigma_y] = 0$. In other cases, the specific value of $\vartheta_{in}$ depends on the degree of spin mixing on each localized quasi-spin state, which in turn is determined by the angle between the external magnetic field and the one induced by the spin-orbit interaction. The amplitude of the spin-flip tunneling in Eq. (A18), $t_{in}^i = t_{in,0} \sin(\varphi_{in}) \sin(\vartheta_{in})$, as a function of the tilting angle $\theta$ for a fixed magnitude of the magnetic field, is portrayed in Fig. 6(d), showing that it vanishes for $\theta = 0$.

The inter-cell hopping is addressed by considering a neighboring DQD [as shown in Fig. 6(b)] which obeys the Hamiltonian

$$H_{DQD-ex}(x) = \frac{p^2}{2m_e} + \alpha p \sigma_y + \frac{\Delta z}{2} \sigma_z + V_{DQD-ex}(x) - V_c,$$

where the double-well potential takes the form

$$V_{DQD-ex}(x) = V_2[1 - \Theta(|x| - d)] + V_1 \Theta(|x| - L + d).$$

Similar to the intra-cell spin tunneling discussed above, the spin transfer matrix for the inter-cell tunneling takes the form

$$t_{ex} = t_{ex,0} \exp \left[ i \varphi_{ex} (\tilde{\nu}_{ex} \cdot \hat{\sigma}) \right],$$

with $t_{ex,0}$ and $\varphi_{ex}$ corresponding to the real amplitude and the spin rotation phase of the interdot tunneling, and $\tilde{\nu}_{ex} = \{ \sin(\vartheta_{ex}), 0, \cos(\vartheta_{ex}) \}$ describing the direction of the axis of rotation. Analogously, the corresponding spin-flip tunneling amplitude $t_{ex}^i = t_{ex,0} \sin(\varphi_{ex}) \sin(\vartheta_{ex})$ can be regulated by manipulating the tilting angle $\theta$, as shown in Fig. 6(d). Introducing the intra-cell spin tunneling, the second quantized Hamiltonian of the double-quantum-dot chain is

$$H_T = \sum_n \frac{\Delta z}{2} (a_n^\dagger \sigma_z a_n + b_n^\dagger \sigma_z b_n) + \sum_n \left( a_n^\dagger t_{in} b_n + a_{n+1}^\dagger t_{ex}^i b_n + \text{h.c.} \right),$$

where $n$ is the index of the unit cell, and $a_n = \{ a_{n\uparrow}, a_{n\downarrow} \}$ and $b_n = \{ b_{n\uparrow}, b_{n\downarrow} \}$ are spinors.

For a spinless DQD chain, the tunneling matrices in Eqs. (A18) and (A22) become real numbers, $t_{in,0}$ and $t_{ex,0}$, and the effective tight-binding Hamiltonian is identical to that of the single-level Su-Schrieffer-Heeger model

$$H_{T,0} = \sum_n \left( t_{in,0} a_n^\dagger b_n + t_{ex,0} a_{n+1}^\dagger b_n + \text{h.c.} \right),$$

with $a_n$ and $b_n$ corresponding to the operators for the lowest localized orbitals on the QD1 and QD2, respectively.

**Appendix B: The Bloch spectrum of the double-quantum-dot chain**

Here the detailed calculation of the Bloch bands of our system is given. For a one-dimensional lattice obeying periodic boundary conditions, the eigenstates are the Bloch wave functions

$$\Psi_k(x) = \exp (ikx) u_k(x),$$

where $k$ is the wave vector and $u_k(x)$ is the cell-periodic Bloch wave function. Obviously, the corresponding energy spectrum $\varepsilon(k)$ is given by

$$H \Psi_k(x) = \varepsilon(k) \Psi_k(x),$$
where

$$H = \frac{\hat p^2}{2m_c} - V_c + U(x) + \alpha p \sigma_y + \frac{\Delta_x}{2} \sigma_z. \quad \text{(B3)}$$

Similarly to the derivation in Appendix A, the solutions of Eq. (B2) are obtained from the eigenfunctions of the Schrödinger equations with different gate potentials

$$\hat H_{\zeta=0,1,2} \Psi_{k,\zeta}(x) = E \Psi_{k,\zeta}(x), \quad \text{(B4)}$$

where $\Psi_{k,\zeta}(x) = \exp(ikx)u_{k,\zeta}(x)$ and $\epsilon(k) = E - V_c$ (measured from the chemical potential $V_c$). Then, analogously to the eigenstates in Eq. (A4), there exist four-fold degenerate solutions to Eq. (B4) for a fixed $k$, of the form

$$u_{k,\zeta,\lambda}(x) = \exp\left[i(\gamma_{\zeta,\lambda} - k) x\right] \begin{pmatrix} w_{\zeta,\lambda} \\ d_{\zeta,\lambda} \end{pmatrix} \quad \text{(B5)}$$

with the wave vector $\gamma_{\zeta,\lambda}$ and the two spin components $(u_{\zeta,\lambda}$ and $d_{\zeta,\lambda})$ determined by Eqs. (A6) and (A7). It is convenient to divide the unit cell into four parts, as shown in Fig. 7. The Bloch functions in each segment are expanded as

$$u_{k,I}(x) = \sum_{\lambda=1}^{4} c_{I,\lambda} u_{k,0,\lambda}(x) \quad u_{k,II}(x) = \sum_{\lambda=1}^{4} c_{II,\lambda} u_{k,1,\lambda}(x)$$

$$u_{k,III}(x) = \sum_{\lambda=1}^{4} c_{III,\lambda} u_{k,2,\lambda}(x) \quad u_{k,IV}(x) = \sum_{\lambda=1}^{4} c_{IV,\lambda} u_{k,3,\lambda}(x), \quad \text{(B6)}$$

with $c_{\lambda,\lambda}$ ($\Lambda = I, II, III, IV$) representing the, yet to be determined, sixteen coefficients. The entire Bloch wave function is then

$$u_{k}(x) = \Theta(x + L - d)[1 - \Theta(x + d)]u_{k,I}(x) + [1 - \Theta(|x| - d)]u_{k,II}(x) + [1 - \Theta(x - L + d)] \Theta(x - d)u_{k,III}(x) + \Theta(|x| - d)u_{k,IV}(x).$$

$$\times \Theta(x - d)u_{k,III}(x) + \Theta(|x| - L + d) [1 - \Theta(|x| - L)]u_{k,IV}(x). \quad \text{(B7)}$$

Combined with the periodicity of the cell Bloch functions, i.e., $u_k(x_2) = u_k(x_5)$ and $u'_k(x_2) = u'_k(x_5)$ with $x_5 \equiv x_2 + 2L = L + d$, the energy bands are determined by the continuity of the wave function at the interfaces, $\lim_{x \rightarrow 0}[u_k(x+\epsilon) - u_k(x-\epsilon)] = 0$ and $\lim_{x \rightarrow 0}[u'_k(x+\epsilon) - u'_k(x-\epsilon)] = 0$, with $x = x_1, x_3, x_4$. Regarding the coefficients of the combinations in Eqs. (B6) as a variable vector, the prerequisite conditions can be written in a matrix form

$$W(k, E) \cdot \hat s = 0, \quad \text{(B8)}$$

where the vector is $\hat s^T = \{c_{I,1}, c_{I,2}, c_{I,3}, c_{I,4}, c_{II,1}, c_{II,2}, c_{II,3}, c_{II,4}, c_{III,1}, c_{III,2}, c_{III,3}, c_{III,4}, c_{IV,1}, c_{IV,2}, c_{IV,3}, c_{IV,4}\}$.
and the matrix is

\[
W = \begin{pmatrix}
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\downarrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\downarrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\downarrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\downarrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\downarrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\downarrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\downarrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\downarrow)} & u_{k,0}^{(4,\downarrow)} & u_{k,0}^{(5,\down\uparrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\downarrow)} & u_{k,0}^{(2,\downarrow)} & u_{k,0}^{(3,\down\uparrow)} & u_{k,0}^{(4,\down\uparrow)} & u_{k,0}^{(5,\down\uparrow)} \\
    u_{k,0}^{(1,\uparrow)} & u_{k,0}^{(2,\uparrow)} & u_{k,0}^{(3,\uparrow)} & u_{k,0}^{(4,\uparrow)} & u_{k,0}^{(5,\uparrow)} & u_{k,0}^{(1,\down\uparrow)} & u_{k,0}^{(2,\down\uparrow)} & u_{k,0}^{(3,\down\uparrow)} & u_{k,0}^{(4,\down\uparrow)} & u_{k,0}^{(5,\down\uparrow)}
\end{pmatrix}
\]

with \( u_{k,\zeta,\lambda}^\text{(1,\uparrow)} = \exp[i(\gamma_{\zeta,\lambda} - k)x_j]w_{\zeta,\lambda} \) (\( j = 1, 2, 3, 4, 5 \)), \( u_{k,\zeta,\lambda}^\text{(1,\down\uparrow)} = \exp[i(\gamma_{\zeta,\lambda} - k)x_j]d_{\zeta,\lambda} \), \( \tilde{u}_{k,\zeta,\lambda}^\text{(1,\down\uparrow)} = (\gamma_{\zeta,\lambda} - k) \exp[i(\gamma_{\zeta,\lambda} - k)x_j]w_{\zeta,\lambda} \), and \( \tilde{u}_{k,\zeta,\lambda}^\text{(1,\down\uparrow)} = (\gamma_{\zeta,\lambda} - k) \exp[i(\gamma_{\zeta,\lambda} - k)x_j]d_{\zeta,\lambda} \). A nontrivial solution to Eq. (B8) requires

\[
\det[W(k, E)] = 0,
\]

and yields an implicit equation for \( k \) and \( E \) of Eqs. (A6), (A7), and (B9). The exact energy spectrum of the Bloch band \( \varepsilon(k) = E - V_c \) is found by solving numerically for \( E \) at a fixed value of \( k \). Substituting the so-derived values of \( E \) in Eq. (B8) yields the values of the coefficients \( c_{\lambda,\lambda} \), i.e., gives the specific form of the Bloch wave functions, with the normalization condition \( \int_{-L}^{L} u_k^*(x)u_k(x)dx = 1 \).

In the absence of a magnetic field or when \( \theta = 0 \), the two spin degrees of freedom are separable and the number of the corresponding coefficients for ascertaining the Bloch band is reduced by half, which is similar to a spinless chain. In this case, the matrix \( W(k, E) \) is decomposed into two independent submatrices whose determinants yield the Bloch spectrum, as shown in Fig. 2(c) for the case of zero magnetic field.
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