Universal survival probability for a $d$-dimensional run-and-tumble particle
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We consider an active run-and-tumble particle (RTP) in $d$ dimensions and compute exactly the probability $S(t)$ that the $x$-component of the position of the RTP does not change sign up to time $t$. When the tumblings occur at a constant rate, we show that $S(t)$ is independent of $d$ for any finite time $t$ (and not just for large $t$), as a consequence of the celebrated Sparre Andersen theorem for discrete-time random walks in one dimension. Moreover, we show that this universal result holds for a much wider class of RTP models in which the speed $v$ of the particle after each tumbling is random, drawn from an arbitrary probability distribution. We further demonstrate, as a consequence, the universality of the record statistics in the RTP problem.

The first time $t_f$ at which a stochastic process reaches a fixed target level is a fundamental observable with many applications. Statistics of $t_f$ plays a crucial role in various situations, including, e.g., the encounter of two molecules in a chemical reaction [1], the capture of a prey in a hunting scenario [2], or the escape of a comet from the solar system [3, 4]. In the context of finance, agents often use limit orders to buy/sell a stock only when its price is below/above a target value. Thus, it is important to estimate if and when that target value will be reached and this question has been intensively studied during decades (for recent reviews see [2, 5–9]). Due to the ubiquity of these problems, novel applications are constantly being identified, raising in turn new challenging questions.

In recent years, tremendous efforts have been devoted to the study of statistical fluctuations in active matter systems [10–13]. In contrast to a passive matter such as a Brownian motion (BM), whose dynamics is driven by thermal fluctuations of the environment, this class of active non-equilibrium systems is characterized by self-propelled motility based on continuous consumption of energy from the environment. For example, models of active matter have been used to describe vibrating granular matter [14], active gels [15, 16], bacteria [17, 18] or collective motion of “animals” [15, 19–21]. In this context, one of the most studied model is the run-and-tumble particle (RTP) [22, 23], also known as “persistent random walk” [24, 25]. In the simplest version of the model, an RTP performs a ballistic motion along a certain direction at a constant speed $v_0 \geq 0$ (“run”) during a certain “time of flight” $\tau$. Following this run, it “tumbles”, i.e., chooses a new direction uniformly at random and then performs a new run along this direction again with speed $v_0$ during a random time $\tau$ and so on (see Fig. 1). Typically these tumblings occur with constant rate $\gamma$, i.e. the $\tau$’s of different runs are independently distributed via exponential distribution $p(\tau) = \gamma e^{-\gamma \tau}$, though other distributions will also be considered later. Despite its simplicity, this RTP model exhibits complex interesting features such as clustering at boundaries [11], non-Boltzmann distribution in the steady state in the presence of a confining potential [22, 26–29], motility-induced phase separation [23], jamming [30] etc. Variants of the RTP model where the speed $v \geq 0$ of the particle is renewed after each tumbling by drawing it from a probability density function (PDF) $W(v)$ [31, 32] or where the RTP undergoes random resetting to its initial position at a constant rate [34, 35] have also been studied.

In the $d = 1$ case, the first-passage properties of the RTP model and of its variants have been widely studied [24, 36–39]. Several recent studies investigated the survival probability of an RTP in $d = 1$, both in the absence and in the presence of a confining potential/wall [27, 37–40]. The $d = 1$ case is analytically tractable because the velocity has only two possible directions $\pm v_0$, which simplifies the problem in $d = 1$. However, in $d > 1$, the first-passage problems become much more difficult.
FIG. 2: Survival probability $S(t)$ as a function of time $t$, for $\gamma = 1$. The continuous blue line corresponds to the exact result in Eq. (1). The symbols correspond to simulations with the choices $d = 1, 2, 3$, $W(v) = \delta(v - 1)$ and $p(\tau) = e^{-\tau}$ and one case where $d = 2$, $W(v) = 2/(\pi(1 + v^2))$ with $v > 0$ (half-Cauchy) and $p(\tau) = e^{-\tau}$. They all fall on the analytical blue line for all $t$. Inset: Numerical computation of $S(t)$ in $d = 2$ for different distributions $p(\tau)$: (i) half-Gaussian, (ii) exponential, (iii) asymmetric Lévy distribution with Lévy index $\mu = 3/2$ and (iv) asymmetric Lévy with $\mu = 1/2$. In all these cases, $S(t) \sim t^{-\mu}$ for large $t$ with $\mu = 1/2$ in cases (i)-(iii) and $\mu = 2$ for case (iv) corresponding to $\mu = 1/2$.

because the orientation of the velocity is a continuous variable. Consequently, exact results are difficult to obtain in $d \geq 2$, though approximation schemes have been developed recently for the mean first-passage time in a confined geometry [41].

In this Letter we consider an RTP in $d$-dimensions, starting from the origin with a random velocity, and compute exactly the probability $S(t)$ that the $x$-component of the RTP does not change sign up to time $t$. It is useful to view $S(t)$ as the “survival probability” of the RTP in the presence of an absorbing hyperplane passing through the origin and perpendicular to the $x$-axis. For a passive particle executing Brownian motion (BM), it is clear that $S(t)$ is independent of $d$, since each component of the displacement performs an independent one-dimensional BM [42]. In contrast, for an RTP in $d$ dimensions, the different spatial components are coupled (see Fig. 1) and, consequently one may expect that $S(t)$ would depend on the dimension $d$ and the speed $v_0$. Performing first simulations in $d = 1, 2, 3$ (see Fig. 2) we found, rather amazingly, that $S(t)$ is completely independent of both $d$ and $v_0$, at any finite time $t$ (and not just at large times only)!

The principal goal of this Letter is to understand and prove this remarkably universal result valid even at finite $t$. We compute $S(t)$ exactly for all $t$ in arbitrary dimension $d$, and demonstrate that it is indeed independent of the dimension $d$ and speed $v_0$ for any time $t$ and is given by a simple formula

$$S(t) = \frac{1}{2} e^{-\gamma t/2} (I_0(\gamma t/2) + I_1(\gamma t/2)) ,$$

where $I_0(z)$ and $I_1(z)$ are modified Bessel functions. When $t \to 0$, $S(t)$ goes to the limiting value $1/2$, which is just the probability that the $x$-component of the initial direction is positive. On the other hand, at late times it decays as $S(t) \sim 1/\sqrt{\pi \gamma t}$. By mapping our $d$-dimensional process to an effective $1d$-process we show below that the universality of this result (1) is inherited from the universality of the Sparre Andersen (SA) theorem [43] for the survival probability of a one-dimensional discrete-time random walk. In the special case $d = 1$, as a bonus, we recover here using a completely different method, the result in Eq. (1) obtained in previous works [24, 37, 38] via Fokker-Planck approaches. In Fig. 2, we compare our formula for $S(t)$ in (1) with numerical simulations for $d = 1, 2$ and $3$, finding an excellent agreement at all $t$. Furthermore, this universal result (1) also holds for a broader class of RTP models where the speed $v$, and not just the direction, is also renewed after each tumbling, chosen each time independently from the PDF $W(v)$, with $v \in [0, \infty)$. The standard RTP model corresponds to the choice $W(v) = \delta(v - v_0)$ but this also includes fat tailed PDF $W(v)$ such as the half-Cauchy distribution: $W(v) = 2/\pi (1 + v^2)$ ($v \geq 0$), as shown in Fig. 2. Our main result thus states that for the most common RTP model with exponentially distributed time of flights $p(\tau) = e^{-\gamma \tau}$, the survival probability $S(t)$ at all $t$ is not only independent of the dimension $d$, but also on the velocity distribution $W(v)$ and is given by Eq. (1). We further show that this universal behavior ceases to hold if the distribution of the $\tau$’s is not an exponential. In fact, if $p(\tau)$ has a well defined first moment then one still has $S(t) \propto t^{-1/2}$ at large times but $S(t)$ is not universal for finite time $t$. Finally, for very fat tailed distribution such that the first moment is not defined, e.g. for $p(\tau) \propto \tau^{-1-\mu}$ for large $\tau$ with $\mu < 1$ in the 1d case this corresponds to Lévy walks, see e.g. [44], then $S(t) \propto t^{-\mu/2}$ as $t \to \infty$ but again the finite $t$ behavior of $S(t)$ is not universal.

Interestingly, the SA theorem was also used recently [36] to compute first-passage statistics in a variant of the one dimensional RTP model. In this “wait-then-jump model” the particle waits a random time during tumbling and then jumps instantaneously to a new position. Combining the SA theorem with additional combinatorial arguments, the authors of Ref. [36] derived nice results for general jump distributions in their ‘wait-then-jump’ model. Unfortunately, their clever method can not be adapted to compute the survival probability in the standard RTP model considered here, where the trajectory of the particle is continuous in time. In fact our method turns out to be more general: it not only provides an exact solution for the standard RTP problem in $d$-dimensions and its generalization to RTP’s with an arbitrary speed distribution $W(v)$, but also recovers the results of Ref. [36] by a simpler non-combinatorial method (see [45] for details).
To sketch the derivation of our main result in Eq. (1), we consider a typical trajectory of an RTP in \(d\)-dimensions, starting at the origin \(O\) at \(t = 0\) (see Fig. 1). For simplicity, we start with the case \(W(v) = \delta(v - v_0)\). Note that in a fixed time window \(t\), the number of tumblings \(n\) undergone by the particle is a random variable and varies from trajectory to trajectory. We will count the starting point \(O\) as a tumbling, which implies \(n \geq 1\). The time \(\tau\) between two tumblings is drawn from \(P(\tau) = e^{-\gamma \tau} \) independently after each tumbling and we denote the time interval after the \(i\)th tumbling as \(\tau_i\). Note that the duration \(\tau_n\) of the last interval travelled by the particle before the final time \(t\) is yet to be completely evaluated.

Hence, the probability of no tumbling during that time interval is \(\int_{\tau_n}^{\infty} p(\tau) d\tau = e^{-\gamma \tau_n}\). Thus, the joint distribution of the time intervals \(\{\tau_i\} = \{\tau_1, \tau_2, \ldots, \tau_n\}\) and the number of tumblings \(n\), for a fixed duration \(t\), is given by

\[
P(\{\tau_i\}, n|t) = \left[ \prod_{i=1}^{n-1} \frac{\gamma e^{-\gamma \tau_i}}{\tau_i!} \right] e^{-\gamma \tau_n} \delta \left( t - \sum_{i=1}^{n} \tau_i - t \right),
\]

where \(\delta\) function enforces the constraint that the total time is \(t\). Let \(\{l_i\} = \{l_1, l_2, \ldots, l_n\}\) denote the straight distances travelled by the particle up to time \(t\) (see Fig. 1). Clearly \(l_i = v_0 \tau_i\) and \(l_i \geq 0\) for all \(i\). Consequently, using Eq. (2), the joint distribution of \(\{l_i\}\) and the number of tumbling \(n\) is given by

\[
P(\{l_i\}, n|t) = \frac{1}{\gamma} \left[ \prod_{i=1}^{n} \frac{\gamma e^{-\gamma l_i/v_0}}{l_i!} \right] \delta \left( t - \sum_{i=1}^{n} \frac{l_i}{v_0} \right).
\]

We now want to write the joint distribution of the \(x\)-components of these random vectors \(\{l_i\}\) with given norms \(\{l_i\}\). To proceed, we consider a random vector \(\vec{l}\) in \(d\) dimensions whose norm \(l = |\vec{l}|\) is fixed and whose direction is uniformly distributed. Let \(x\) denote the \(x\)-component of this random vector \(\vec{l}\). The distribution of this \(x\)-component given the fixed norm \(l\) is 

\[
P_d(x|l) = (1/l) f_d(x/l), \quad \text{with (for derivation see [45])}
\]

\[
f_d(z) = \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} (1 - z^2)^{(d-3)/2} \theta(1 - |z|),
\]

where \(\Gamma(y)\) is the Gamma function and \(\theta(y)\) is the Heaviside step function: \(\theta(y) = 1\) if \(y \geq 0\) and \(\theta(y) = 0\) if \(y < 0\). We denote as \(x_i\) the \(x\)-component of the vector \(\vec{l}_i\). Since at each tumbling the direction is drawn independently, the joint probability distribution of the \(x\)-components, given the distances \(\{l_i\}\) factorises as 

\[
P(\{x_i\}|\{l_i\}) = \prod_{i=1}^{n} (1/l_i) f_d(x_i/l_i).
\]

Using this result and Eq. (3), we can now write the joint probability distribution of \(\{x_i\}, \{l_i\}\) and \(n\) as

\[
P(\{x_i\}, \{l_i\}, n|t) = P(\{x_i\}|\{l_i\}) P(\{l_i\}, n|t)
\]

\[
= \frac{1}{\gamma} \left[ \prod_{i=1}^{n} \frac{1}{l_i} f_d \left( \frac{x_i}{l_i} \right) \frac{\gamma}{v_0} e^{-\gamma l_i/v_0} \right] \delta \left( t - \sum_{i=1}^{n} \frac{l_i}{v_0} \right).
\]

By integrating over the \(\{l_i\}\) variables, we obtain the joint distribution of the \(x_i\)'s and \(n\), \(P(\{x_i\}, n|t)\). Due to the presence of the delta-function in (5), it is convenient to compute its Laplace transform with respect to \((w.r.t)\) \(t\). After integrating over the \(l_i\)'s, we obtain (see [45])

\[
\int_0^{\infty} dt e^{-st} P(\{x_i\}, n|t) = \frac{1}{\gamma} \left( \frac{\gamma}{\gamma + s} \right)^n \prod_{i=1}^{n} \tilde{p}_s(x_i),
\]

where we have defined

\[
\tilde{p}_s(x) = \int_0^{\infty} \frac{dt}{T} f_d \left( \frac{x}{T} \right) \frac{(\gamma + s)}{v_0} e^{-(\gamma + s)l/v_0}.
\]

One can easily check that \(\tilde{p}_s(x)\) is non-negative and normalised to unity (see [45]): it can thus be interpreted as a PDF, parametrized by \(s, d, \gamma\) and \(v_0\). Moreover, due to the symmetry of \(f_d(x) = f_d(-x)\), \(\tilde{p}_s(x)\) is also symmetric, i.e., \(\tilde{p}_s(x) = \tilde{p}_s(-x)\). While the PDF \(\tilde{p}_s(x)\) in Eq. (7) can be computed explicitly for arbitrary \(d\), we will show that its precise expression is not relevant for our purpose. All that matters for our purpose is that it is continuous and symmetric in \(x\). By performing a formal inversion of the Laplace transform in Eq. (6), we derive the joint distribution of the \(x_i\)'s and \(n\), given \(t\),

\[
P(\{x_i\}, n|t) = \int \frac{ds}{2\pi i} e^{st} \frac{1}{\gamma} \left( \frac{\gamma}{\gamma + s} \right)^n \prod_{i=1}^{n} \tilde{p}_s(x_i),
\]

where the integral is over the Bromwich contour (imaginary axis in this case) in the complex \(s\) plane. We see from Eq. (8) that the \(d\)-dimensional RTP (see Fig. 1), when projected in the \(x\)-direction, constitutes an effective one-dimensional random walk (RW) where the increments \(x_i\)'s are now correlated in a nontrivial way. Our goal is now to compute the survival probability \(S(t)\) for this RW, starting from \(x_0 = 0\).

To proceed, we notice that the survival probability \(S(t)\) of this \(x\)-component process up to time \(t\) is, by definition, the probability of the event that the successive sums \(x_1 + x_2, \ldots, x_1 + x_2 + \ldots + x_n\) are all positive. Here, the number of steps \(n\) of the RW, i.e. the number of tumbling in the initial RTP problem, in the fixed time interval \([0, t]\) is itself a random number. Hence, to compute \(S(t)\) we need to sum over all possible values of \(n \geq 1\). This yields

\[
S(t) = \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} dx_1 \ldots \int_{-\infty}^{\infty} dx_n \Theta_n(\{x_i\}) P(\{x_i\}, n|t),
\]

where we used the notation \(\Theta_n(\{x_i\}) = \theta(x_1) \theta(x_1 + x_2) \ldots \theta(x_1 + x_2 + \ldots + x_n)\) to constrain the partial sums to be positive. By inserting the expression of \(P(\{x_i\}, n|t)\) given in (8) into Eq. (9) we obtain

\[
S(t) = \int \frac{ds}{2\pi i} e^{st} \frac{1}{\gamma} \sum_{n=1}^{\infty} \left( \frac{\gamma}{\gamma + s} \right)^n q_n,
\]
where we have defined the multiple integral
\[
q_n = \int_{-\infty}^{\infty} dx_1 \cdots \int_{-\infty}^{\infty} dx_n \Theta_n(\{x_i\}) \prod_{i=1}^{n} \tilde{p}_s(x_i). \tag{11}
\]
In fact, \(q_n\) in Eq. (11) has a very simple and nice interpretation. Consider a discrete-time continuous-space random walk starting at the origin 0 in one dimension. At each step \(k \geq 1\), the position of the random walker \(X_k\) jumps by a random distance \(x_k\) drawn, independently at each step, from the continuous and symmetric PDF \(\tilde{p}_s(x)\), i.e. \(X_k = X_{k-1} + x_k\), starting from \(X_0 = 0\). Then, \(q_n\) in (11) just denotes the probability that the walker stays on the positive side up to step \(n\). Since the jump distribution \(\tilde{p}_s(x)\) is continuous and symmetric, we can use the Sparre Andersen theorem [43] which states that \(q_n\) is universal, i.e. independent of \(\tilde{p}_s(x)\), and simply given by \(q_n = (\frac{\theta}{2})^n 2^{-2n}\) for \(n \geq 0\). Note that this formula is independent of the jump distribution for all \(n\), and not just asymptotically for large \(n\). The generating function of \(q_n\) is thus also universal and given by
\[
\sum_{n=0}^{\infty} q_n z^n = \frac{1}{\sqrt{1 - z}}. \tag{12}
\]
This formula has been used recently in several statistical physics problems [7, 46], in particular in the context of record statistics [47–51] (see also below and in [45] for the record statistics in the RTP problem). Here we use this result (12) choosing \(z = \gamma/(\gamma + s)\) in Eq. (10), taking care of the fact that the sum in Eq. (10) does not include the \(n = 0\) term. This leads to our amazingly universal result
\[
S(t) = \int_0^t ds \frac{e^{s t}}{2 \pi t} e^{\frac{\gamma}{\gamma + s}} \left[ \sqrt{\frac{\gamma + s}{s}} - 1 \right]. \tag{13}
\]
This result is evidently independent of the dimension \(d\) and the speed \(v_0\). The dimensional dependence appears in Eq. (10) through the PDF \(\tilde{p}_s(x)\) which however disappears as a consequence of the SA theorem. The Laplace inversion in Eq. (13) can be exactly done and we obtain the explicit expression for \(S(t)\) presented in Eq. (1). Let us emphasize, once more, that the result (1) is valid at all times \(t\) and in any dimension \(d\).

In fact, the result (1) turns out to be valid for a much broader class of \(d\)-dimensional RTP models where the speed during a flight is itself a random variable, drawn from a generic speed distribution \(W(v)\) – while the time of flights are still exponentially distributed, i.e. \(p(\tau) = \gamma e^{-\gamma \tau}\). For a general \(W(v)\), all the steps of our calculation leading to \(S(t)\) in (10) and (11) go through, except that \(\tilde{p}_s(x)\) in Eq. (7) gets modified to [45]
\[
\tilde{p}_s(x) = \int_0^\infty \frac{dt}{t} f_d \left( \frac{x}{t} \right) \int_0^{\infty} dv W(v) \frac{(\gamma + s)}{v} e^{-(\gamma + s) t/v}, \tag{14}
\]
which is normalized to unity and is both continuous and symmetric. Using the SA theorem, we then conclude that \(S(t)\) is again independent of the precise form of \(\tilde{p}_s(x)\) and is given by the same universal formula (1). Hence, \(S(t)\) in (1) is independent, at all time \(t\), of the dimension \(d\) as well as the speed distribution \(W(v)\) – which we have also checked numerically (see [45]).

The universal result (1) is derived assuming \(p(\tau)\) is exponential. Does this result hold for other flight time PDF’s \(p(\tau)\)? For non-exponential \(p(\tau)\) it is difficult to compute \(S(t)\) exactly for all \(t\). With our method, this amounts to compute the survival probability of an effective 1d RW of \(n\) steps where the last jump (corresponding to the last incomplete run in the original RTP) differs from the \((n-1)\) first ones (the complete runs of the RTP). For the exponential jump distribution with rate \(\gamma\), the weight of the last jump differs from the \((n-1)\) first ones by a constant pre-factor \(\gamma\) [see Eq. (2)] and we can still use the SA theorem, which requires an identical jump distribution for each step. Unfortunately, for other \(p(\tau)\), this trick can not be used and the SA theorem can no longer be applied. Our numerical simulations in the inset of Fig. 2 indeed indicate that \(S(t)\) is no longer given by (1) for non-exponential \(p(\tau)\). For such distributions, even if computing the exact expression of \(S(t)\) for any finite \(t\) seems challenging, it is reasonable to expect that the RTP and the aforementioned “wait-then-jump” model [36] behave, at late times, in a qualitatively similar way. In particular, the survival probability should decay, at large time \(t\), as \(S(t) \propto t^{-\theta}\) with the same exponent \(\theta\) for both models. From the “wait-then-jump” model, one can then show [36] (see also [45]) that \(\theta = 1/2\) if \(p(\tau)\) admits a well defined first-moment while, if the first moment is not defined, e.g. for \(p(\tau) \propto \tau^{-1-\mu}\) large \(\tau\) with \(\mu < 1\), then \(\theta = \mu/2\). In the inset of Fig. 2 we numerically verify these predictions for \(\theta\) for the RTP with different \(p(\tau)\), finding a good agreement.

As an interesting application, our universal result for \(S(t)\) with an exponential \(p(\tau)\) in Eq. (1) can further be used to derive the universal properties of other interesting observables for the \(x\)-component process of the \(d\)-dimensional RTP. For instance, we show in [45] that the statistics of the number of lower records \(S_N(t)\) in time \(t\) for this effective 1-d process is also universal for all \(t\) and can be computed exactly. The statistics of the number of records is an important problem with a variety of applications ranging from climate science to finance [51], but with very few exact analytical results. Here we show that the record statistics in the RTP problem is not only exactly solvable but is also universal. For example, we show that the mean number of lower records \(\langle N(t) \rangle\) at all times \(t\) is given by the universal formula [45]
\[
\langle N(t) \rangle = e^{-\frac{\gamma t}{2}} \left( (2\gamma t + 3)I_0(\frac{t}{2}) + (2\gamma t + 1)I_1(\frac{\gamma t}{2}) \right). \tag{14}
\]
To conclude, we computed exactly the probability \(S(t)\)
that the $x$-component of an RTP in $d$-dimensions does not cross the origin up to time $t$. For an RTP with a constant tumbling rate, we demonstrated that $S(t)$ is remarkably universal at all $t$, i.e., independent of $d$ as well as the speed distribution $W(v)$. These results are used to further compute the universal record statistics for an RTP in $d$-dimensions. It would be interesting to see if such universality extends to other observable variables in RTP as well as to other models of active self-propelled particles.

We would like to thank A. Dhar and A. Kundu for stimulating discussions at the earliest stage of this work.
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We give the principal details of the calculations described in the main text of the Letter.
I. DERIVATION OF THE SURVIVAL PROBABILITY $S(t)$

In this section we give the details of the derivation of Eq. (1) in the main text, i.e. of the probability $S(t)$ that the $x$-component of the run-and-tumble particle (RTP) does not take negative values up to time $t$. We perform the computation in the most general setup, where the velocity $v$ is drawn after each tumbling from a distribution $W(v)$ with positive support and normalized to unity. It is possible to recover the usual RTP model by setting $W(v) = \delta(v - v_0)$. We consider a single RTP moving in $d$-dimensions, starting at the origin $O$ and evolving for a total time $t$. The particle initially chooses a random direction and a random velocity $v_1$ and moves ballistically in that direction during a random time interval $\tau_1$ that is drawn from an exponential distribution $p(\tau) = \gamma e^{-\gamma \tau}$. The distance travelled during this flight $l_1 = v_1 \tau_1$ is thus also a random variable. After that, the particle tumbles instantaneously, i.e., it chooses randomly a new direction and a new velocity. Then, it moves ballistically in that direction for an exponentially distributed time $\tau_2$ drawn independently from the same distribution $p(\tau) = \gamma e^{-\gamma \tau}$ and so on. More precisely, in a small time interval $dt$:

- With probability $\gamma dt$, the particle changes its direction of motion and velocity randomly.
- With the complementary probability $(1 - \gamma dt)$, the particle retains its direction and moves forward in that direction by a distance $v dt$, where $v$ is the constant velocity of the current flight.

Note that the number $n$ of tumblings is also random. We consider the starting point $O$ as a tumbling. Thus, we always have $n \geq 1$. As explained in the letter, the last time interval $\tau_n$ will not be completed yet. Consequently, its distribution is given by the probability $e^{-\gamma \tau_n}$ that no tumbling happens during the interval $\tau_n$. At variance with the previous intervals, each of which is distributed independently according to the normalized distribution $p(\tau) = \gamma e^{-\gamma \tau}$, the distribution of $\tau_n$ is not normalized to unity. Hence, the joint distribution of the time intervals $\{\tau_i\} = \{\tau_1, \tau_2, \ldots, \tau_n\}$ and the number of tumblings $n$, for a fixed duration $t$ of the particle, is given by

$$P(\{\tau_i\}, n|t) = \left[ \prod_{i=1}^{n-1} \gamma e^{-\gamma \tau_i} \right] e^{-\gamma \tau_n} \delta \left( t - \sum_{i=1}^{n} \tau_i - t \right). \tag{1}$$

Let $\{l_i\} = \{l_1, l_2, \ldots, l_n\}$ denote the straight distances travelled by the particle up to time $t$ and $\{v_i\} = \{v_1, v_2, \ldots, v_n\}$ the magnitude of the velocities in each flight. Clearly $l_i = v_i \tau_i$ and $l_i \geq 0$ for all $i$. Thus, using Eq. (1), the joint distribution of $\{l_i\}$, $\{v_i\}$ and the number of tumblings $n$ is given by

$$P(\{l_i\}, \{v_i\}, n|t) = \frac{1}{\gamma} \int_0^\infty dv_1 \cdots \int_0^\infty dv_n \left[ \prod_{i=1}^{n} W(v_i) \frac{\gamma}{v_i} e^{-\gamma l_i/v_i} \right] \delta \left( t - \sum_{i=1}^{n} \frac{l_i}{v_i} \right). \tag{2}$$

By integrating over the speed variables $\{v_i\}$ we obtain the joint distribution of $\{l_i\}$ and $n$:

$$P(\{l_i\}, n|t) = \frac{1}{\gamma} \int_0^\infty dv_1 \cdots \int_0^\infty dv_n \left[ \prod_{i=1}^{n} W(v_i) \frac{\gamma}{v_i} e^{-\gamma l_i/v_i} \right] \delta \left( t - \sum_{i=1}^{n} \frac{l_i}{v_i} \right). \tag{3}$$

As explained in the main text, the joint distribution of the $x$-components of the random vectors $\{l_i\}$ with given norms $\{l_i\}$ can be written as (see Sec. II for the derivation of this result):

$$P(\{x_i\}|\{l_i\}) = \prod_{i=1}^{n} P_d(x_i|l_i) = \prod_{i=1}^{n} \frac{1}{\Gamma(d/2)} \frac{\Gamma((d-1)/2)}{\Gamma((d-1)/2)} \theta(1 - |x_i|). \tag{4}$$

where

$$f_d(z) = \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} (1 - z^2)^{(d-3)/2} \theta(1 - |z|). \tag{5}$$

Here $\Gamma(y)$ is the Gamma function and $\theta(y)$ is the Heaviside step function: $\theta(y) = 1$ if $y \geq 0$ and $\theta(y) = 0$ if $y < 0$. We can then write down explicitly the joint distribution of the $x$-components $\{x_i\}$, the norms $\{l_i\}$ and the number of tumblings $n$ at fixed total time $t$ as

$$P(\{x_i\}, \{l_i\}, n|t) = P(\{x_i\}|\{l_i\}) \times P(\{l_i\}, n|t) = \frac{1}{\gamma} \int_0^\infty dv_1 \cdots \int_0^\infty dv_n \left[ \prod_{i=1}^{n} f_d \left( \frac{x_i}{l_i} \right) W(v_i) \frac{\gamma}{v_i} e^{-\gamma l_i/v_i} \right] \delta \left( t - \sum_{i=1}^{n} \frac{l_i}{v_i} \right). \tag{6}$$
where we used the results in Eqs. (3) and (4). Having obtained this joint distribution we can now integrate over the marginal joint distributions of \( \{x_i\} \) and \( n \), given \( t \)

\[
P (\{x_i\}, n|t) = \frac{1}{\gamma} \int_0^\infty dl_1 \ldots \int_0^\infty dl_n \int_0^\infty dv_1 \ldots \int_0^\infty dv_n \left[ \prod_{i=1}^n \frac{1}{l_i} f_d \left( \frac{x_i}{l_i} \right) W (v_i) \frac{\gamma}{v_i} e^{-\gamma l_i/v_i} \right] \delta \left( t - \sum_{i=1}^n \frac{l_i}{v_i} \right) .
\]

The result in Eq. (7) then provides us an effective \( x \)-component process \( \{x_i\} \) projected from the \( d \)-dimensional RTP of fixed duration \( t \). To further simplify this \( x \)-component process, we take a Laplace transform with respect to \( t \) that decouples the integrals over the \( \{l_i\} \) variables

\[
\int_0^\infty dt e^{-st} P (\{x_i\}, n|t) = \frac{1}{\gamma} \int_0^\infty dl_1 \ldots \int_0^\infty dl_n \int_0^\infty dv_1 \ldots \int_0^\infty dv_n \left[ \prod_{i=1}^n \frac{1}{l_i} f_d \left( \frac{x_i}{l_i} \right) \right] \delta \left( t - \sum_{i=1}^n \frac{l_i}{v_i} \right) .
\]

where we have defined

\[
\tilde{p}_s(x) = \int_0^\infty \frac{dl}{l} f_d \left( \frac{x}{l} \right) \int_0^\infty dv W (v) \frac{(\gamma + s)}{v} e^{-(\gamma + s)l/v} .
\]

Note that in getting from the first to the second line above, we have multiplied and divided by a factor \((\gamma + s)^n\) so that the function \( \tilde{p}_s(x) \), which depends on the parameters \( s, d, \gamma \) and on the speed distribution \( W(v) \), can be interpreted as a probability density function (PDF) of a random variable \( x \). Manifestly \( \tilde{p}_s(x) \) is non-negative and normalized to unity. Indeed, integrating over \( x \) one gets

\[
\int_{-\infty}^{\infty} \tilde{p}_s(x) dx = (\gamma + s) \int_0^\infty dl \int_{-\infty}^{\infty} \frac{dx}{l} f_d \left( \frac{x}{l} \right) \int_0^\infty dv W (v) e^{-(\gamma + s)l/v}
\]

\[
= (\gamma + s) \int_0^\infty dv W (v) \int_0^\infty dl e^{-(\gamma + s)l/v} \int_{-\infty}^{\infty} dz f_d (z)
\]

\[
= \int_0^\infty dv W (v) = 1,
\]

where we used the fact that \( f_d(z) \) given in Eq. (5) is supported over the finite interval \( z \in [-1, 1] \) and is normalized to unity and that \( W(v) \) is normalized to unity. As we will see below, the precise expression for \( \tilde{p}_s(x) \) is not relevant, as long as it is continuous and symmetric in \( x \). Note that this property for \( \tilde{p}_s(x) \) will hold for general factorized jump distributions \( P (\{x_i\}|\{l_i\}) = \prod_{i=1}^n P_d(x_i|l_i) \) as in Eq. (4), provided the conditional distribution \( P_d(x|l) \) is symmetric in \( x \), i.e. \( P_d(x|l) = P_d(-x|l) \). Finally, inverting the Laplace transform in Eq. (8) formally, we have the joint distribution of \( \{x_i\} \) and \( n \) for a fixed \( t \)

\[
P (\{x_i\}, n|t) = \int \frac{ds}{2\pi i} e^{st} \frac{1}{\gamma} \left( \frac{\gamma}{\gamma + s} \right) \prod_{i=1}^n \tilde{p}_s(x_i),
\]

where the integral is over the Bromwich contour (imaginary axis in this case) in the complex \( s \) plane.

The survival probability \( S(t) \) of this \( x \)-component process up to time \( t \) is the probability of the event that the successive sums \( x_1, x_1 + x_2, \ldots, x_1 + x_2 + \ldots + x_n \) are all positive. We recall that the number of tumblings \( n \) is also a random variable. Thus, summing over \( n \) one obtains

\[
S(t) = \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} dx_1 \ldots \int_{-\infty}^{\infty} dx_n \left[ \theta(x_1) \theta(x_1 + x_2) \ldots \theta(x_1 + x_2 + \ldots + x_n) \right] P (\{x_i\}, n|t),
\]

where \( P (\{x_i\}, n|t) \) is the joint distribution of \( \{x_i\} \) and \( n \) for fixed \( t \). Plugging the expression for \( P (\{x_i\}, n|t) \) given in Eq. (11) gives

\[
S(t) = \int \frac{ds}{2\pi i} e^{st} \frac{1}{\gamma} \sum_{n=1}^{\infty} \left( \frac{\gamma}{\gamma + s} \right)^n \int_{-\infty}^{\infty} dx_1 \ldots \int_{-\infty}^{\infty} dx_n \left[ \theta(x_1) \theta(x_1 + x_2) \ldots \theta(x_1 + x_2 + \ldots + x_n) \right] \prod_{i=1}^n \tilde{p}_s(x_i)
\]

\[
= \int \frac{ds}{2\pi i} e^{st} \frac{1}{\gamma} \sum_{n=1}^{\infty} \left( \frac{\gamma}{\gamma + s} \right)^n q_n ,
\]
FIG. 1. Plot of $S(t)$ evaluated numerically for different velocity distributions $W(v)$ and an exponential distribution $p(\tau)$ in dimension $d = 2$. The solid line corresponds to the exact analytical result in Eq. (18).

where we have defined the multiple integral

$$q_n = \int_{-\infty}^{\infty} dx_1 \ldots \int_{-\infty}^{\infty} dx_n \left[ \theta(x_1) \theta(x_1 + x_2) \ldots \theta(x_1 + x_2 + \ldots + x_n) \right] \prod_{i=1}^{n} \tilde{p}_s(x_i). \quad (14)$$

However, as mentioned in the text, this quantity $q_n$ in Eq. (14) has the following interpretation. Consider a one-dimensional discrete-time random walk, starting at the origin $x = 0$ and making independent jumps at each step with jump length drawn from the PDF $\tilde{p}_s(x)$. Then $q_n$ is just the probability that the walker does not visit the negative axis up to step $n$. Notably, since $\tilde{p}_s(x)$ is continuous and symmetric, the Sparre Andersen theorem [1] states that $q_n$ is universal, i.e., independent of $\tilde{p}_s(x)$ and is given by:

$$q_n = \binom{2n}{n} 2^{-2n} \quad n = 0, 1, 2, \ldots \quad (15)$$

Note that this formula is valid for any $n$, and hence the universality holds for all $n$, and not just asymptotically for large $n$. The generating function of $q_n$ is thus also universal

$$\sum_{n=0}^{\infty} q_n z^n = \sum_{n=0}^{\infty} \binom{2n}{n} \left( \frac{z}{4} \right)^n = \frac{1}{\sqrt{1-z}}. \quad (16)$$

Using this result (16) in Eq. (13) and noticing that the sum in Eq. (13) does not include the $n = 0$ term leads to the result

$$S(t) = \int \frac{ds}{2\pi i} e^{st} \frac{1}{\gamma} \left[ \sqrt{\frac{\gamma + s}{s}} - 1 \right], \quad (17)$$

which is Eq. (13) in the main text. Note that this result is universal in the sense that it does not depend on the dimension $d$ or on the speed distribution $W(v)$. Indeed, $W(v)$ and $d$ appear only in Eq. (13) through the PDF $\tilde{p}_s(x)$. However, we have seen that as a consequence of the Sparre Andersen theorem the result is completely independent of the specific form of $\tilde{p}_s(x)$, as long as it is symmetric and continuous. As explained in the main text, the Laplace inversion in Eq. (17) can be explicitly performed leading to

$$S(t) = \frac{1}{2} e^{-\gamma t/2} \left[ I_0(\gamma t/2) + I_1(\gamma t/2) \right] \quad (18)$$

where $I_0(z)$ and $I_1(z)$ are modified Bessel functions, as given in Eq. (1) in the main text. In Fig. 1 we show a plot of $S(t)$ evaluated numerically for different velocity distributions $W(v)$ and an exponential distribution $p(\tau)$ in dimension $d = 2$, which shows a very good agreement with our exact result (18).
II. DERIVATION OF THE FORMULA IN EQ. (5) FOR THE MARGINAL DISTRIBUTION $P_d(x|l)$

We consider a random vector $\vec{l}$ of fixed magnitude $l$ in $d$-dimensions and compute the marginal distribution $P_d(x|L)$ of its $x$-component, given fixed $l$. The PDF of a random vector $\vec{l}$ of fixed magnitude $l$ is simply

$$P(\vec{l}) = \frac{1}{S_d l^{d-1}} \delta(\mid\vec{l}\mid - l), \quad (19)$$

where

$$S_d = \frac{2\pi^{d/2}}{\Gamma(d/2)} \quad (20)$$

is just the surface area of a $d$-dimensional sphere of unit radius. It is convenient to rewrite Eq. (19) as

$$P(\vec{l}) = \frac{2}{S_d l^{d-2}} \delta(\mid\vec{l}\mid^2 - l^2). \quad (21)$$

Let $\mid\vec{l}\mid^2 = z_1^2 + z_2^2 + \ldots + z_d^2$ where $z_k$ denotes the component of the vector $\vec{l}$ along the $k$-th direction. Therefore, the marginal distribution $P_d(x|l)$, for instance along the $x$ direction, is obtained by keeping $z_1 = x$ fixed while integrating over the other components

$$P_d(x|l) = \int P(\vec{l}) \delta(z_1 - x) \, dz_1 \, dz_2 \ldots dz_d$$

$$= \frac{2}{S_d l^{d-2}} \int \delta(z_1^2 + z_2^2 + \ldots + z_d^2 - (l^2 - x^2)) \, dz_2 \, dz_3 \ldots dz_d, \quad (22)$$

where we used Eq. (21) in going from the first to the second line above. Let $R^2 = z_2^2 + z_3^2 + \ldots + z_d^2$. Then the $(d-1)$-dimensional integral in Eq. (22) can be performed in the radial coordinate

$$P_d(x|l) = \frac{2 S_{d-1}}{S_d l^{d-2}} \int_0^\infty \delta(R^2 - (l^2 - x^2)) \, R^{d-2} \, dR \quad (23)$$

where we recall $S_{d-1}$ is the surface area of a $(d-1)$-dimensional unit sphere. The single radial integral in Eq. (23) can be trivially done by making a change of variable $R^2 = u$

$$P_d(x|l) = \frac{S_{d-1}}{S_d l^{d-2}} \int_0^\infty \delta(u - (l^2 - x^2)) \, u^{(d-3)/2} \, du$$

$$= \frac{S_{d-1}}{S_d l^{d-2}} \theta(l - |x|) \quad \theta(1 - |z|), \quad (24)$$

Using the formula for $S_d$ in Eq. (19) and rearranging the terms, we get

$$P_d(x|l) = \frac{1}{l} f_d \left( \frac{x}{l} \right), \quad (25)$$

where

$$f_d(z) = \frac{\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} (1 - z^2)^{(d-3)/2} \theta(1 - |z|), \quad (26)$$

as given in Eq. (4) in the main text. One can check easily that $f_d(z)$ is normalized to unity over the support $z \in [-1,1]$.

III. SURVIVAL PROBABILITY FOR RANDOM WALKS WITH SPATIO-TEMPORAL CORRELATIONS

As mentioned in the main text, the RTP model is a particular case of a random walk (RW) with spatio-temporal correlation. Let us consider a RW on the real line. Let

$$(x_1, \tau_1), (x_2, \tau_2), \ldots, (x_j, \tau_j), \ldots \quad (27)$$
be a sequence of independent identically distributed pairs of random variables corresponding to the step length \( x \) and the associated time \( \tau \). We assume that each pair \( (x, \tau) \) is distributed according to the same joint PDF \( p(x, \tau) \), which is assumed to be continuous in \( x \) and spatially symmetric: \( p(x, \tau) = p(-x, \tau) \). After \( n \) steps the RW will be in position \( X_n \) at time \( T_n \), where

\[
X_n = \sum_{k=0}^{n} x_k, \quad T_n = \sum_{k=0}^{n} \tau_k .
\]  

(28)

To study the probability \( S(t) \) that the negative side of the \( x \)-axis is not reached up to time \( t \) we also need to specify how the walker moves when taking a step. One possibility is that in order to take a step \( x_i \) in a time \( \tau_i \) the walker moves with constant velocity \( v_i = x_i/\tau_i \), as in the case of the RTP. Another possibility is that the walker remains in its position for a time \( \tau_i \) and then takes an instantaneous jump \( x_i \). It turns out that for this latter “wait-then-jump model” the survival probability \( S(t) \) can be computed exactly for any distribution \( p(x, \tau) \). This result was recently obtained by Artuso et al. using a combinatorial lemma [2] combined with the Sparre Andersen theorem. Here we propose an alternative non-combinatorial derivation based on our technique presented in Sec. I. It is convenient to derive the probability \( \pi(t) \) that the first entrance to the negative axis happens at time \( t \). One can then obtain the survival probability \( S(t) \) using the relation

\[
S'(t) = -\pi(t) .
\]  

(29)

In fact, Artuso et. al. [2] computed exactly the Laplace transform of \( \pi(t) \), rather than of \( S(t) \), but these two are simply related due to the relation (29). In order to compare to the result of the RTP in Eq. (18), we will compute \( S(t) \) for the “wait-then-jump model”.

Consider a trajectory of the “wait-then-jump model” up to time \( t \). By definition, in the “wait-then-jump model” there are \( n \) complete jumps such that \( \sum_{i=1}^{n} \tau_i = t \), where each pair \( (x_i, \tau_i) \) is drawn independently from the PDF \( p(x, \tau) \). This corresponds to imposing that there is a jump at time \( t \). Note that the number of jumps \( n \) in time \( t \) is a random variable, as in the RTP. The joint PDF of \( \{(x_i, \tau_i)\}_{1 \leq i \leq n} \) and of \( n \), at fixed total time \( t \) is then given by

\[
P(\{(x_i, \tau_i)\}, n|t) = \prod_{i=1}^{n} p(x_i, \tau_i) \delta \left( \sum_{i=1}^{n} \tau_i - t \right) ,
\]  

(30)

where the delta function enforces the constraint on the total time. We integrate over the \( \tau \) variables to obtain the marginal of \( \{x_i\} \) and \( n \)

\[
P(\{x_i\}, n|t) = \int_{0}^{\infty} d\tau_1 \ldots \int_{0}^{\infty} d\tau_n \prod_{i=1}^{n} p(x_i, \tau_i) \delta \left( \sum_{i=1}^{n} \tau_i - t \right) .
\]  

(31)

Taking a Laplace transform with respect to \( t \) we decouple the integrals over the \( \tau \) variables

\[
\int_{0}^{\infty} dt P(\{x_i\}, n|t) e^{-st} = \prod_{i=1}^{n} \int_{0}^{\infty} d\tau_i p(x_i, \tau_i) e^{-s\tau_i} .
\]  

(32)

It is useful to rewrite the right-hand side of Eq. (32) as

\[
\int_{0}^{\infty} dt P(\{x_i\}, n|t) e^{-st} = c(s)^n \prod_{i=1}^{n} \tilde{p}_s(x_i) ,
\]  

(33)

where \( c(s) \) is defined as

\[
c(s) = \int_{0}^{\infty} d\tau \int_{-\infty}^{\infty} dx p(x, \tau) e^{-s\tau}
\]  

(34)

and

\[
\tilde{p}_s(x) = \frac{1}{c(s)} \int_{0}^{\infty} d\tau p(x, \tau) e^{-s\tau} .
\]  

(35)

Note that \( \tilde{p}_s(x) \) can be interpreted as a probability density function. Indeed, it is clearly non-negative and normalized to unity. Moreover, since we assume \( p(x, \tau) \) to be continuous and symmetric with respect to \( x \), \( \tilde{p}_s(x) \) will also be
continuous and symmetric. The probability that the walker enters in the positive axis for the first time at time \( t \) can be simply written as
\[
\pi(t) = \sum_{n=1}^{\infty} \int_0^{\infty} dx_1 \cdots \int_0^{\infty} dx_n P(\{x_1\}, n|t) \Theta_n(\{x_1\}),
\]
with the notation
\[
\Theta_n(\{x_i\}) = \theta(x_1) \theta(x_2) \cdots \theta(X_{n-1})\theta(-X_n),
\]
where \( X_i \)'s are the partial sums defined in Eq. (28) and \( \theta(x) \) is the Heaviside step function: \( \theta(x) = 1 \) if \( x > 0 \) and \( \theta(x) = 0 \) otherwise. In other words, \( \Theta_n(\{x_i\}) \) enforces that the negative axis is reached for the first time at step \( n \).

Taking a Laplace transform of both sides of Eq. (36) and using Eq. (33), we obtain
\[
\tilde{\pi}(s) = \sum_{n=1}^{\infty} c(s)^n f_n,
\]
where
\[
f_n = \int_0^{\infty} dx_1 \cdots \int_0^{\infty} dx_n \prod_{i=1}^{n} \tilde{p}_s(x_i) \Theta_n(\{x_i\}).
\]
Notably, \( f_n \) can be interpreted as the probability of first passage to the negative \( x \)-axis for a RW \( X_k = X_{k-1} + \eta_k \quad y_0 = 0 \).

where \( \eta_k \) is a random number extracted from the PDF \( \tilde{p}_s(x_i) \). Then, since \( \tilde{p}_s(x_i) \) is continuous and symmetric, according to the Sparre Andersen theorem \( f_n \) is universal and its generating function can be computed as follows. Clearly, \( f_n = q_{n-1} - q_n \) for \( n \geq 1 \), where \( q_n \) is the probability that the random walker stays positive up to step \( n \). Taking a generating function, we get
\[
\sum_{n=1}^{\infty} f_n z^n = \sum_{n=1}^{\infty} [q_{n-1} - q_n] z^n = 1 - (1 - z) \sum_{n=0}^{\infty} q_n z^n,
\]
where we used \( q_0 = 1 \). Since, \( \tilde{p}_s(x) \) is a continuous and symmetric PDF, the Sparre Andersen theorem can be applied which states that \( \sum_{n=0}^{\infty} q_n z^n = 1/\sqrt{1-z} \). Hence, from Eq. (41) one gets
\[
\sum_{n=1}^{\infty} f_n z^n = 1 - \sqrt{1-z}.
\]
Using this result (42) in Eq. (38) we obtain
\[
\tilde{\pi}(s) = 1 - \sqrt{1-c(s)}.
\]
where \( c(s) \) is given in Eq. (34). This is indeed the result of Artuso et. al. [2] obtained originally using combinatorial method. Our derivation above is non-combinatorial and a bit simpler in our opinion.

From Eq. (43) one can compute the Laplace transform of the survival probability \( S(t) \). Indeed, using Eq. (29) it is easy to show that
\[
\tilde{S}(s) = \int_0^{\infty} dt \ S(t) e^{-st} = \frac{1 - \tilde{\pi}(s)}{s}.
\]
Using Eq. (43) we obtain that
\[
\tilde{S}(s) = \frac{\sqrt{1-c(s)}}{s},
\]
where \( c(s) \) is given in Eq. (34). To compare with the RTP model in \( d \) dimensions, let us now choose
\[
p(x, \tau) = p(x|\tau)p(\tau) = \frac{1}{v_0 \tau} f_d \left( \frac{x}{v_0 \tau} \right) p(\tau),
\]
where \( f_d(z) \) is given in Eq. (26). Then we get from Eq. (34),
\[
c(s) = \int_0^\infty d\tau \int_{-\infty}^\infty dx \, p(x, \tau) \, e^{-s\tau} = \int_0^\infty d\tau \int_{-\infty}^\infty dx \, \frac{1}{v_0\tau} \, f_d \left( \frac{x}{v_0\tau} \right) \, p(\tau) \, e^{-s\tau}
\]
(47)
\[
= \int_0^\infty d\tau \, e^{-s\tau} p(\tau) \int_{-\infty}^\infty dx \, \frac{1}{v_0\tau} f_d \left( \frac{x}{v_0\tau} \right) = \int_0^\infty d\tau \, e^{-s\tau} p(\tau) \int_{-\infty}^\infty dz \, f_d(z)
\]
(48)
\[
= \int_0^\infty d\tau \, e^{-s\tau} p(\tau) = \tilde{p}(s).
\]
(49)
where we have used the fact that \( f_d(z) \) is normalized to unity in going from the second to the third line above. Note that \( \tilde{p}(s) \) is simply defined as the Laplace transform of \( p(\tau) \). Then, using Eq. (45), we obtain that
\[
\tilde{S}(s) = \frac{\sqrt{1-\tilde{p}(s)}}{s}.
\]
(50)
In the most relevant case of an exponential distribution \( p(\tau) = \gamma \, e^{-\tau/\gamma} \) one obtains that \( c(s) = \gamma/(\gamma + s) \). Consequently, Eq. (50) gives \( \tilde{S}(s) = 1/\sqrt{s(\gamma + s)} \). Inverting the Laplace transform explicitly, we then get the exact survival probability at all \( t \) for this specific “wait-then-jump model” with exponential time distribution \( S(t) = e^{-\gamma t/\gamma} \).

where \( I_0(z) \) is again the modified Bessel function. The result in (51) is manifestly different from the RTP result in Eq. (18) (also in Eq. (1) of the main text). This clearly shows that the exact result in Eq. (45) for the “wait-then-jump model” can not be used to derive our main result for the RTP in Eq. (1) of the main text. Note however that for late times the result in Eq. (51) has the same asymptotic behavior as the RTP result, namely \( S(t) \sim 1/\sqrt{\pi \gamma t} \).

Moreover, as explained in the main text, Eq. (50) can be useful to compute the late time behavior of \( S(t) \) for the RTP model with a generic time distribution \( p(\tau) \). Indeed, one expects that \( S(t) \sim t^{-\theta} \) when \( t \to \infty \) (and this is confirmed by our numerical simulations shown in Fig. 3 of the Letter). Moreover, for late times, it is natural to conjecture that the exponent \( \theta \) is the same for the RTP model and for the “wait-then-jump model”. Here, we compute the exponent \( \theta \) for different time distributions \( p(\tau) \) in the “wait-then-jump” setup. It is useful to distinguish two cases, depending on whether \( p(\tau) \) has a well defined first moment or not.

The case where \( p(\tau) \) has a well defined first moment. In this case, the Laplace transform \( \tilde{p}(s) \) can be expanded, for small \( s \), as
\[
\tilde{p}(s) \simeq 1 - \langle \tau \rangle \, s + o(s),
\]
(52)
where \( \langle \tau \rangle = \int_0^\infty d\tau \, \tau \, p(\tau) \) is the first moment of \( \tau \). Using Eq. (50) we obtain that, for small \( s \)
\[
\tilde{S}(s) \sim \sqrt{\langle \tau \rangle / s}.
\]
(53)
Inverting the Laplace transform gives for late times that
\[
S(t) \sim \sqrt{\langle \tau \rangle / \pi t}.
\]
(54)
Hence, if \( \langle \tau \rangle \) is finite we obtain that \( \theta = 1/2 \). Note that for the exponential jump distribution with rate \( \gamma \), one has
\( \langle \tau \rangle = 1/\gamma \) and this formula (54) yields back \( S(t) \sim 1/\sqrt{\pi \gamma t} \), as it should.

The case where \( p(\tau) \) has a diverging first moment. If the average value of \( \tau \) is diverging, i.e. if \( p(\tau) \sim \tau^{-\mu-1} \) for \( \tau \to \infty \) with \( 0 < \mu < 1 \), then \( \tilde{p}(s) \) can be expanded for small \( s \) as
\[
p(s) = 1 - (a \, s)^\mu + o(s^\mu),
\]
(55)
where \( a \) denotes a microscopic time scale. Using Eq. (50) we obtain that, when \( s \to 0 \),
\[
\tilde{S}(s) \sim s^{\mu/2-1}.
\]
(56)
Inverting the Laplace transform we get that when \( t \to \infty \)
\[
S(t) \sim t^{-\mu/2},
\]
(57)
and, hence, in this case \( \theta = \mu/2 \).
FIG. 2. Illustration of a trajectory of the RTP (black solid line) together with the positions of the associated random walk $X_0 = 0, X_1, \ldots, X_n$ with $n = 6$, up to time $t$ (dots). The lower records are indicated in red, the first position $X_0$ being counted as a lower record. Note that the final position $X_n$ can in principle be also a record – although not in the above figure. The observable $S_N(t)$ is the probability that the random walk has exactly $N$ lower records up to time $t$. For $N = 1$, $S_1(t)$ coincides the survival probability up to time $t$.

IV. UNIVERSAL RECORD STATISTICS FOR THE RTP

In this section we show that our results for the survival probability $S(t)$ for a $d$-dimensional RTP can be used to compute the statistics of records for the $x$-component of the RTP process. The universality of $S(t)$ for the RTP with an exponential distribution of the flight times (corresponding to a constant tumbling rate $\gamma$) also renders the statistics of the records for the $x$-component universal in this problem, i.e. independent of the dimension $d$ as well as the speed distribution $W(v)$. The statistics of records for a stochastic sequence has been extensively studied and has found many applications from climatology to finance [3]. In general, it is quite hard to obtain exact results for the record statistics for a correlated sequence. Below, we see that, using our method as detailed in the main text, we can compute the exact record statistics of the $x$-component of the RTP in $d$ dimensions and show that it is universal. This is one of the rare examples of an exact solution for the record statistics for a correlated sequence.

Let us start by defining a record. We consider a trajectory in $d$ dimensions of the RTP of duration $t$ starting at the origin. Let $n$ denote the number of runs in this trajectory, which itself is a random variable. We now look at the $x$-components of the $n$ successive runs and denote them by $x_1, x_2, \ldots, x_n$. The $x$-component of the positions of the RTP are denoted by $X_0 = 0, X_1 = x_1, X_2 = x_1 + x_2, X_3 = x_1 + x_2 + x_3, \ldots$ (see Fig. 2). The joint distribution of the $x_i$'s and $n$ has been computed in Eq. (8) of the main text and is given by

$$P\{\{x_i\}, n|t\} = \int \frac{ds}{2\pi i} e^{s t} \left( \frac{\gamma}{\gamma + s} \right)^n \prod_{i=1}^{n} \tilde{p}_s(x_i),$$

(58)

where $\tilde{p}_s(x_i)$ is given in Eq. (14) of the main text for a general speed distribution $W(v)$ and general dimension $d$. Therefore, the $X_i$'s can be viewed as the position of a one-dimensional discrete-time random walker with correlated steps given in Eq. (58). A lower record happens at step $k$ iff the value $X_k$ is lower than all the previous values, i.e., $X_k < \min\{X_0 = 0, X_1, \ldots, X_{k-1}\}$ (see Fig. 2). By convention, $X_0 = 0$ is a lower record. Note that the final position $X_n$ can also be a record. A natural question is then: how many records occur in time $t$? We denote by $S_N(t)$ the probability that there are exactly $N$ lower records up to time $t$. Clearly, when $N = 1$ this corresponds to the event that the position has never gone below 0 up to time $t$. But this precisely the survival probability $S(t)$ that we have computed in the main text, thus $S_1(t) = S(t)$. We can then think of $S_N(t)$ as a natural generalization of the survival probability $S(t)$. One can similarly define upper records for the $x$-component of the RTP, whose statistics are exactly identical to the lower records, due to the $x \to -x$ symmetry of the RTP. An alternative physical picture of this record process is as follows: whenever the particle achieves a new lower record, one can imagine that the absorbing barrier gets pushed to this new record value. For example, before the second record happens at step $k$ with value $X_k < 0$ (for example in Fig. 2 the second record happens at $k = 2$), the absorbing barrier gets shifted to $X_k$, till the occurrence of the next lower record (see Fig. 2).

Thanks to our mapping to the one-dimensional discrete-time random walk via Eq. (58), we can use the known results for the record statistics of an $n$-step discrete-time random walk, whose steps are i.i.d. variables, each drawn from $\tilde{p}_s(x_i)$ which is continuous and symmetric, and given in Eq. (14) in the main text. It is well known that the probability $q_N(n)$ that a $n$-step random walk has exactly $N$ lower records is universal, i.e. independent of the
distribution $\tilde{p}_s(x_t)$ [4]. In particular, its generating function with respect to $n$ is given by [4]

$$
\sum_{n=N-1}^{\infty} q_N(n) z^n = \frac{(1 - \sqrt{1 - z})^{N-1}}{\sqrt{1 - z}}.
$$

(59)

The result in Eq. (58) conveniently translates the results for any observable in the discrete-time $n$-step random walk problem to the RTP in continuous time $t$. The statistics of records is one such observable. Therefore, combining Eq. (58) gives (for $N \geq 2$)

$$
S_N(t) = \int \frac{ds}{2\pi i} e^{s t} \frac{1}{\gamma} \sum_{n=N-1}^{\infty} \left( \frac{\gamma}{\gamma + s} \right)^n q_N(n)
$$

(60)

where the integral is over the Bromwich contour (imaginary axis in this case). Recall that, for $N = 1$, $S_1(t) = S(t)$ where $S(t)$ is given in Eq. (1) of the main text. Using (59) for $z = \gamma/(\gamma + s)$ in (60) one finds, for $N \geq 2$

$$
S_N(t) = \int \frac{ds}{2\pi i} e^{s t} \frac{1}{\gamma} \sqrt{\frac{\gamma + s}{s}} \left( 1 - \sqrt{\frac{s}{\gamma + s}} \right)^{N-1}.
$$

(61)

The inverse Laplace transform on the right hand side of Eq. (61) can be performed explicitly for the first few values of $N$, yielding

$$
S_1(t) = S(t) = \frac{1}{2} e^{-\gamma t/2} (I_0 (\gamma t/2) + I_1 (\gamma t/2)) ,
$$

(62)

$$
S_2(t) = S(t) ,
$$

(63)

$$
S_3(t) = e^{-\gamma t/2} I_1 (\gamma t/2) .
$$

(64)

The fact that $S_2(t) = S_1(t) = S(t)$ at all $t$ is quite remarkable and is far from obvious. These results for $N = 2$ and $N = 3$ are plotted in Fig. 4 and one sees that $S_3(t)$ exhibits a maximum at some characteristic time $t_3^*$ (actually for all $N \geq 3$, $S_N(t)$ exhibits a maximum at some characteristic time $t_N^*$, which can be shown to grow linearly with $N$ for large $N$). It seems hard to evaluate explicitly $S_N(t)$ for higher values of $N$. One can however compute the generating function $\tilde{S}(z,t)$ of $S_N(t)$, i.e.

$$
\tilde{S}(z,t) = \sum_{N=1}^{\infty} z^N S_N(t) = \int \frac{ds}{2\pi i} e^{s t} \left[ \frac{1 + s}{s + 1/z} \sqrt{1 + z} - z \right] ,
$$

(65)

where we have made the change of variable $s \to s/\gamma$. Clearly $S_N(t)$ is universal, i.e. independent of the dimension $d$ and the speed distribution $W(v)$. From this expression, we can compute the average number of records $\langle N(t) \rangle$ up to time $t$ and we get, for all $t$ (see also Fig. 3)

$$
\langle N(t) \rangle = \frac{1}{2} e^{-\gamma t/2} \left( (2\gamma t + 3) I_0 \left( \frac{t}{2} \right) + (2\gamma t + 1) I_1 \left( \frac{\gamma t}{2} \right) \right) .
$$

(66)

For large $t$, it grows like $\langle N(t) \rangle \approx 2\sqrt{\gamma t}/\sqrt{\pi}$. The Bromwich integral on the right hand side of Eq. (65) can be computed explicitly. Skipping details, we get

$$
\tilde{S}(z,t) = \frac{z(1 - z)}{1 - 2z} S(t) - \frac{z^3}{1 - 2z} e^{-\frac{(1-z)^2}{2} \gamma t} - \frac{z^3 (1 - z)}{(1 - 2z)^2} \gamma t \int_0^t e^{-\frac{(1-z)^2}{2} \gamma (t-t')} S(t') dt' ,
$$

(67)

where $S(t)$ is given in Eq. (62). By setting $z = 1$ in Eq. (67), we can check the normalization condition, i.e.

$$
\sum_{N=1}^{\infty} \tilde{S}(z=1,t) = 1 ,
$$

for $t > 0$. We can also check, by expanding the generating function in (67) in powers of $z$ up to order $z^3$, that we recover the results for $S_N(t)$ for $N = 1, 2, 3$ in Eqs. (62-64). For generic $N$, we can check by expanding in powers of $z$ and performing the integral over $t'$ in Eq. (67) that, for all $N$, $S_N(t)$ has the following structure,

$$
S_N(t) = e^{-\gamma t/2} (P_{0,N}(\gamma t) I_0 (\gamma t/2) + P_{1,N}(\gamma t) I_1 (\gamma t/2)) + e^{-\gamma t} Q_N(\gamma t) ,
$$

(68)

where $P_{0,N}(x), P_{1,N}(x)$ and $Q_N(x)$ are some polynomials. One can also extract the asymptotic behaviors of $S_N(t)$ at small and large time $t$. At small time, from Eq. (60), one sees that the large $s$ behavior of the Laplace transform of $S_N(t)$ is $\sim \gamma^{-N-1} q_N^{-1} s^{-N-1}$, for $N \geq 2$. Using the known expression of $q_N^{-1} = 2^{-N+1}$, from Ref. [4], one obtains

$$
S_N(t) \sim \frac{1}{2^{N-1}(N-2)!} (\gamma t)^{N-2} .
$$

(69)
FIG. 3. Plot of the average number of records $\langle N(t) \rangle$ vs $t$. The solid line is given by the exact formula (66) while the symbols represent numerical simulations in $d = 1, 2, 3, 4$ with $\gamma = 1$ and $v_0 = 1$.

One sees explicitly that the small time behavior of $S_N(t)$ is dominated by trajectories where the RTP goes downwards at time $t$ and is breaks a record at time $t$.

The behavior of $S_N(t)$ for large time is easily obtained from the small $s$ of the Laplace transform in Eq. (61) and one finds, at leading order,

$$ S_N(t) \sim \frac{1}{\sqrt{\pi \gamma t}}, $$

independently of $N$. This behavior indicates that $S_N(t)$ is dominated by the probability that, after breaking exactly $N$ lower records, the particle needs to stay above the value of the $N^{th}$ record, which, for large $t$, coincides with the survival probability $S_1(t) \sim \frac{1}{\sqrt{\pi \gamma t}}$.
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