Approaching the theoretical limit in quantum gate decomposition
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In this work we propose a novel numerical approach to decompose general quantum programs in terms of single- and two-qubit quantum gates with a CNOT gate count very close to the current theoretical lower bounds. In particular, it turns out that 15 and 63 CNOT gates are sufficient to decompose a general 3- and 4-qubit unitary, respectively, with high numerical accuracy. Our approach is based on a sequential optimization of parameters related to the single-qubit rotation gates involved in a pre-designed quantum circuit used for the decomposition. In addition, the algorithm can be adopted to sparse inter-qubit connectivity architectures provided by current mid-scale quantum computers, needing only a few additional CNOT gates to be implemented in the resulting quantum circuits.

1 Introduction

Quantum mechanical resources like superposition and entanglement are useful when solving computational problems that are intractable with classical resources, i.e., with classical computing devices. For example, Shor’s integer factorization \cite{Shor} and Grover’s database search \cite{Grover} algorithms promise a significant speedup compared to the best classical algorithms developed for these problems. Even if currently available quantum computers are not advanced enough yet to outperform classical devices in solving these problems, a lot of progress has been made in demonstrating these algorithms on small quantum devices \cite{Schuld:2014, Toth:2014, Eisert:2014, JW:2014, BH:2014}. Beside these well known examples, various other promising schemes were developed to exploit quantum resources in solving computational problems, for example, variational quantum optimization \cite{McClean:2016}, variational quantum eigensolvers \cite{Cerezo:2020}, and quantum simulations of molecular and many-body phenomena \cite{Peruzzo:2014, Kandala:2017, Verney:2019, Jiang:2019} were successfully implemented on hardware, and at least qualitatively justified results were obtained.

In general, quantum algorithms can be described by unitary transformations and projective measurements acting on the $2^n$-dimensional Hilbert space spanned by the computational basis states of $n$ quantum bits (qubits) involved in the program. The individual unitary transformations forming the quantum program are the quantum gates. A widely used approach to measure the complexity of a quantum circuit (a quantum program) is in terms of the number of elementary gates involved in the circuit \cite{ionov2018} (or alternatively the depth of the circuit composed by these elementary gates).

In current quantum devices gates are still somewhat noisy due to undesirable interactions with the environment. Thus, by increasing the number of quantum gates in a circuit makes it harder to retrieve any meaningful result from the quantum computer. Therefore the ability to decompose quantum programs into low complexity gate arrays plays an important role in compiling programs onto currently available noisy quantum computers. Also, we need to keep in mind that some hardware components of a quantum computer is experimentally more demanding to realize than others. Depending on the underlying architecture \cite{Wolfgang:2020} the operation error characteristic for one-qubit and two-qubit gates might differ even by an order of magnitude \cite{Recap2019}. Thus, it is a commonly used strategy of decomposition algorithms to focus only on making the number of two-gates as low as possible in the resulting quantum circuit. Ref. \cite{Lloyd} showed that the theoretical lower limit $N_{\text{theo}}$ of CNOT gates sufficient to decompose any $n$-qubit unitary is given by

$$N_{\text{theo}}(n) = \left\lceil \frac{1}{4} (4^n - 3n - 1) \right\rceil .$$

However, no circuit construction strategy has been so far developed that meets this lower limit of CNOT gates.

A conventional, QR decomposition based approach \cite{ionov2018} to implement general multi-qubit gates in the decomposition yields an array of $O(n^2 4^n)$ elementary quantum gates. Later the method was improved by employing Gray code basis \cite{Shende:2004} and a decomposing algorithm requiring $8.7 \cdot 4^n$ CNOT gates \cite{Shende:2008} was developed. An analogous algorithm was developed by Shende et al \cite{Shende:2004} improving the limit of CNOT gates to $2 \cdot 4^n - (2n + 3)2n + 2n$ with iterative state preparation cycles to decompose a general unitary column by column.

Concurrently, an alternative method to decompose general unitaries was developed by the work of
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In this work, we focus on the decomposition of general unitaries by considering random unitary matrices representing the worst-case scenario, and we leave the study of special quantum programs for a future work. Although we can’t provide a rigorous argument to decide whether the SO approach is mathematically exact, our numerical results do not exclude this possibility. We also tested our algorithm to compile general 3- and 4-qubit quantum programs for the well known 5-qubit device QX2 [36] of IBM and for the heavy hexagonal lattice design implemented in the falcon quantum processors [37] and aimed to be used in forthcoming generations of IBM quantum processors as well. The decomposition of the addressed quantum programs for these architectures needed only about 13% more \(CNOT\) gates than in the ideal full connectivity case. The proof-of-principle implementation of our algorithm [called Sequential Quantum Gate Decomposer (SQUANDER)] is accessible via GitHub [38].

The rest of the paper is organized as follows. In Sec. 2 we describe the details of the SO algorithm. Then in Sec. 3 we numerically analyse the performance of the SO algorithm implemented in the SQUANDER package to decompose general 3 and 4-qubit unitaries in case of full connectivity design. Section 4 provides a detailed report on how to perform gate decomposition implementing custom quantum gate types and adopt the decomposition process to sparse connectivity designs. Finally, in Secs. 5 and 6 we provide implementation details of the SQUANDER package and summarize the main results of our work, respectively.
2 Description of the heuristic algorithm

The central idea of our heuristic algorithm was inspired by the logic of neural networks, where a pre-constructed structure of function nodes is trained on data sets to mimic some specific function behaviour. In our case the function nodes in the network are chosen from a universal set of one- and two-qubit gates, which can be considered as linear functions acting on specific qubit states of the quantum register. The computing nodes are connected via quantum wires (representing the timeline of the qubits) and via the action of two-qubit gates. The initially separated qubits become entangled due to the action of a general quantum program represented by a unitary $U$ (see Fig. 1). Since the final purpose of the gate network is to get the qubits disentangled from each other, the trained gate structure would be the decomposition of $U^{-1} = U^*$, and the training procedure would be the process of the decomposition.

A fundamental difference compared to machine learning is, however, that in order to decompose a unitary, we need to approach the global minimum of the cost function very precisely. Secondly, each unitary $U$ would need an individual optimization process to find a suitable minimum of the cost function (that is sufficiently close to the global minimum), so the optimization process must be very efficient since it needs to be performed every time we want to decompose a quantum program. Also, the theoretical lower limit of the CNOT gates necessary to decompose general unitaries scales with $\sim 4^n$, so the number of the free parameters associated with the single-qubit gates surrounding the CNOT gates would also increase rapidly with the number of qubits involved in the problem. In summary, the optimization process needs to be efficient and it should be able to find a close-to-global minimum in a large parameter space at the same time. These requirements pose a serious challenge on the optimizing algorithm. Surprisingly, later in this section we will see that it is possible to design such an algorithm, even if it is specific to our problem, and it highly depends on some peculiar properties of the gates incorporated into the gate design. Now we turn our attention to the construction of the universal gate structure being later trained to decompose quantum programs.

2.1 Description of the gate structure

Our heuristic algorithm follows the strategy to disentangle qubits from the others sequentially, i.e. one by one. The disentanglement of a single qubit is achieved by an application of a systematic gate structure on the qubits similarly to the technique reported in Theorem 9 of Ref. [21] used for state preparation. To this end we generalized the concept of multi-controlled gates [39] by applying single-qubit rotations to both the target and control qubits, as can be seen in Fig. 1 for the case of an $n = 3$ qubit register. By introducing additional degrees of freedom into the system, one might expect that fewer CNOT gates would be necessary to disentangle a qubit from the others. On the other hand, it also becomes harder to determine the optimized parameters of the $U3$ gates. Since it is not possible to obtain these parameters by a deterministic procedure we determine them by a recursive optimization process discussed later in Sec. 2.3. (We note, that a CNOT gate can be expressed using another CNOT gate with reversed orientation and with four Hadamard gates acting on the control and target qubits before and after the reversed CNOT gate, see Fig. 2. Hence, the orientation of the CNOT gates in Fig. 1 would not play an important role.) In order for easier understanding, we group the elementary single- and two-qubit gates into layers according to the pair of qubits on which they apply transformation. For example, the first layer in Fig. 1 has a direct effect on qubits $q_1$ and $q_2$, while the second layer acts on qubits $q_0$ and $q_2$. The generalized gate structure used to disentangle a qubit from the others follows the general logic that (i) each layer consists of two $U3$ gates and one controlled two-qubit gate acting on a pair of qubits; (ii) the gate structure is constructed from periodically repeating sequences of the layers; (iii) each layer must involve the qubit that we want to disentangle from the others; (iv) each of the remaining qubits must be present exactly once in the shortest periodically repeating sequence of the layers.

The rules (i)-(iv) fully determine the number of layers in the shortest period of the gate structure, while the order of the layers inside one period might be arbitrary. The total number of the layers in the design is a function of the number of the involved qubits and it also depends on the precision of the decomposition we want to achieve in a given time limit. In Sec. 2.3, we will provide detailed numerical analysis of our method and discuss how much of layers (or equivalently CNOT gates) are necessary to disentangle a qubit from the remaining $n - 1$ ones.

Finally, we notice that the efficiency of our decomposing algorithm does not depend on the specific orientation of the individual CNOT gates. Thus, we arrange the CNOT gates in the gate design such that the control qubit is always the qubit we are about to disentangle from the others. In addition, the CNOT gates in the design can be replaced by other two-qubit controlled gates (although with some limitations to be discussed later), such as $CZ$ (controlled rotation around the $z$ axis) or $CH$ (controlled Hadamard) gates.
2.2 The cost function of the optimization process

As we described in previous sections, the goal of the gate structure depicted in Fig. 1 (with appropriately chosen parameters of the $U3$ gates) is to disentangle the qubit $q_2$ from the others. The initially separable system of three qubits becomes entangled due to the action of the general three-qubit unitary $U$. The combined action of the unitary $U$ and the decomposing gate structure can be expressed by a "joined" unitary $\mathcal{U}$, which is the product of $U$ and the other gate operations present in the system. In general, the unitary $\mathcal{U}$ shown at the right side of Fig. 1 can be organized in a block form

$$\mathcal{U} = \begin{pmatrix} U_{00} & U_{01} \\ U_{10} & U_{11} \end{pmatrix},$$

where submatrices $U_{ij}$ ($i,j \in \{0,1\}$) describe the dynamics of qubits $q_0$ and $q_1$, provided that qubit $q_2$ undergoes a transition from state $|j\rangle$ to state $|i\rangle$. If $q_2$ is independent from the rest of the qubits, then submatrices $U_{ij}$ differ only by a constant factor from each other, and

$$U_{ij} \cdot U_{pq}^{\dagger} = \kappa_{ij}^{pq} \mathbb{1},$$

where $\mathbb{1}$ is the identity matrix and $\kappa_{ij}^{pq}$ is the upper left element of the product matrix $U_{ij} \cdot U_{pq}^{\dagger}$ calculated for indices $i,j,p,q \in \{0,1\}$. The cost function $f_{\text{sub}}$ quantifying the entanglement of qubit $q_2$ with the rest of the qubits can be then defined as the "distance" of the submatrices $U_{ij}$ from the equality given by Eq. (3):

$$f_{\text{sub}}(\mathcal{U}) = \sum_{l,m=1}^{2} \sum_{ijpq \in \{0,1\}} \left| \left( U_{ij} \cdot U_{pq}^{\dagger} - \kappa_{ij}^{pq} \mathbb{1} \right)_{lm} \right|^2$$

In Eq. (4) the indices $l,m$ label the rows and columns of the matrix enclosed by the parentheses. The upper limit of these indices is determined by $n$ labeling the qubit that we are currently disentangling from the others. (In our specific case depicted in Fig. 1 $n = 2$, since qubit $q_2$ is about to be disentangled from the rest.)

By summing up the squared norm of the matrix elements in Eq. (4) we end up with a single number characterizing the entanglement of qubit $q_n$ with the rest of the qubits. The cost function $f_{\text{sub}}$ reaches a global minimum 0 if Eq. (3) holds, i.e. qubit $q_n$ is independent from the other ones. By reaching the global minimum of $f_{\text{sub}}$ over the free parameters of the $U3$ gate operations we end up with a gate structure that is tuned to disentangle the qubit $q_n$ from the others.

The described procedure can be applied for an arbitrary number of qubits, however, the total number of layers in the decomposing gate design is expected to increases exponentially with $n$. Before we present our numerical results we describe an efficient optimization method to solve the $f_{\text{sub}} \rightarrow 0$ optimization problem.

2.3 Solving the optimization problem

In this section we provide an efficient method to solve the optimization problem $f_{\text{sub}} \rightarrow 0$. The number of gate layers necessary to decompose the unitary $U$ might vary from problem to problem, but depending on the number of qubits involved in the quantum program there is a maximal number of gate layers $N$ involved in the decomposing gate structure that turns to be sufficient to approximate any $N$-qubit unitary $U$ with high numerical accuracy. However, with the number of the applied layers, the number of free parameters of the optimization problem also increases.

---

*Figure 1: The gate structure composed from $U3$ and CNOT gates used in the decomposition of a three-qubit unitary $U$. The $U3$ gates are represented by green boxes, while the CNOT gates are expressed by vertical lines between two qubits. The gate structure applied after the quantum circuit $U$ disentangle qubit $q_2$ from the qubits $q_0$ and $q_1$. The elementary gates are grouped into layers that are individually optimized one after another until the global minimum of the cost function $f_{\text{sub}}$ is not reached up to a given accuracy. The unified quantum circuit composed from the unitary $U$ and the operation layers 1 to $N$ can be formally described by a quantum circuit denoted by $U$.\[\begin{array}{cccccc}
|q_0\rangle & \mathbf{U} & |q_1\rangle & \mathbf{U} & |q_2\rangle & \mathbf{U} \\
|q_0\rangle & |q_1\rangle & \mathbf{U} & |q_2\rangle & \mathbf{U} & |q_3\rangle \\
|q_0\rangle & |q_1\rangle & |q_2\rangle & \mathbf{U} & |q_3\rangle & \mathbf{U} \\
|q_0\rangle & |q_1\rangle & |q_2\rangle & |q_3\rangle & \mathbf{U} & |q_4\rangle \\
\end{array}\]*

*Figure 2: Expressing a CNOT gate in terms of another CNOT gate of reversed orientation and four Hadamard gates acting on both the control and target qubits.*
According to the reasoning of Ref.\cite{40}, rotations around the \(z\) and \(x\) axis commute with \(CNOT\) gates on the control and target qubits, respectively. Since a general single-qubit rotation can be expressed by the combinations \(R_{z}R_{y}R_{z}\) and \(R_{x}R_{y}R_{x}\), one of the \(R_{z}/R_{x}\) gates can be merged into the successive layer as indicated in Fig. 3. Consequently, it is sufficient to keep only two free parameters per \(U3\) operation, and eventually we end up with 4 free parameters per layer to be optimized. Despite of this reduction of the free parameters, the optimization problem \(f_{\text{sub}} \to 0\) still poses a serious challenge to be solved. Fortunately, it turns out that the problem can be solved in an iterative way by grouping the layers into blocks that can be individually optimized, while the parameters of the other blocks are kept constant. After we found the conditional minimum of the cost function \(f_{\text{sub}}\) by optimizing the parameters of a given block, we continue the procedure by optimizing the parameters of the following block and we repeat this step over and over again. In each iteration step we optimize only a single block of layers and keep the rest of the free parameters constant. Following this sequential procedure (also inspiring the naming of the SO algorithm) the cost function of the optimization problem gets smaller in each iteration step until it converges to a global minimum.

Although we can not provide a rigorous mathematical explanation, the outlined block-wise optimization procedure showed a very robust tendency in approaching the global minimum of the cost function \(f_{\text{sub}}\). We believe that these exceptional properties of the model are related to the presence of the two-qubit controlled gates in the design. The sequence of the abrupt transformations (related to the controlled gates) on the initial input state induces large changes in the parameter landscape of the upcoming layers when the parameters of the optimized block are changed. Thus, the block-wise optimization of the system has a self-reinforcing tendency to explore large areas in the parameter space favouring to find a spot corresponding to a global minimum.

We tried the same block-wise optimization procedure using parametrized two-qubit operations, such as controlled rotation gates. In these gates the free parameter is the angle of the controlled rotation making the abrupt state transformation less pronounced. In this case the state transformation over the sequence of the layers becomes much smoother and the optimization process rather converges to a higher local minimum instead of a global one.

Finally we notice, that the size of the computational blocks can be chosen arbitrary, as far as they remain small enough to be tractable via classical algorithms, such as the Broyden–Fletcher–Goldfarb–Shanno (BFGS) optimization algorithm\cite{41} used in our implementation. Also, since the performance of the outlined algorithm highly depends on the time-scale of a single-block optimization, it is a good practice to keep the size of the blocks low.

### 2.4 Decomposition of general unitaries

In previous sections we introduced the main ideas to construct a gate design to disentangle a single qubit from the others and formulated the central mathematical problem to be solved to this end. The outlined procedure can be repeated recursively to disentangle all of the qubits one after another. In each recursive step a new unitary \(U_{\text{new}} = U_{ij}\) is chosen from the subblocks of the previously disentangled \(U\) and the gate structure is extended by new decomposing layers in order to disentangle another qubit from the others. Since the subblocks \(U_{ij}\) differ from each other only by a scalar factor, the choice of the subblock is arbitrary. Figure 4. shows the gate structure used to fully decompose a general three-qubit unitary \(U\). The first \(N-3\) layers are used to disentangle qubit \(q_2\) from the rest and layers \(N-2\), \(N-1\) and \(N\) are responsible to disentangle the remaining two qubits \(q_1\) and \(q_0\). (To decompose a general two-qubit unitary one needs not more than 3 \(CNOT\) gates \cite{42, 18}) After all the qubits became independent from each other, we can drive them into their initial state by applying individual \(U3\) rotation on them. At the end of the algorithm we perform a final fine tuning on the free parameters of the full decomposing quantum circuit in order to get as close as possible to the synthesised unitary. In this optimisation process we use the metric based on the Frobenius norm defined in Refs.\cite{33, 34} to quantify the distance between the initial and the approximated unitary. Strictly speaking, the constructed quantum circuit provides the inverse of the initial quantum program \(U\) up to a constant phase factor. Since mathematically the inverse of a unitary is defined by it’s complex transpose, the gate structure we have just constructed can be interpreted as the gate decomposition of \(U^\dagger\).

We notice, that in our implementation of the algorithm we perform the disentanglement of the qubits in a specific order starting with the qubit with the highest label and continue with qubits in descending order.
of labels. In order to perform the decomposition in different order of the qubits one need to reorder the list of the qubits. In Sec. 4.2 we provide a specific use case where the reordering of the qubits is needed to decompose a unitary for a specific hardware with connection limitations between the qubits.

3 Numerical results

In the forthcoming sections we examine the numerical properties of the SO algorithm. The most important question is to determine the necessary resources needed to decompose a general quantum program into a sequence of quantum logical gates. Before turning our attention to the decomposition of a general unitary, we first examine how many decomposing layers are needed to disentangle a single qubit from a register of entangled $n$ qubits. Although our algorithm is not limited to specific two-qubit gates, we start the discussion of our numerical results obtained when $CNOT$ gates were implemented in the gate structure. The analytic expression $N_{\text{theo}}(n)$ provides a starting point to determine the number of layers needed to disentangle a qubit from the others. In particular, we estimate the minimal number of $CNOT$ gates to

$$N_{\text{theo}}(n) - N_{\text{theo}}(n - 1).$$

(The decomposition of an $n$-qubit unitary needs at least $N_{\text{theo}}(n)$ $CNOT$ gates, which can be split between the disentanglement of the first qubit from the others and the decomposition of the remaining $(n - 1)$-qubit unitary needing $N_{\text{theo}}(n - 1)$ $CNOT$ gates.) Here we examine how close we can optimize the parameters of $f_{\text{sub}}$ to obtain the target minimum of $0$ needed to disentangle a qubit from the rest. If the number of the layers (which is equal to the number of two-qubit controlled gates) is larger than the theoretical lower limit, we expect that the free parameters of $f_{\text{sub}}$ can be optimized to come close to the $f_{\text{sub}} \rightarrow 0$ solution with some numerical precision $\varepsilon$. As soon as we decrease the number of the layers below the theoretical lower limit, the global minimum of $f_{\text{sub}}$ should rise above $0$, since there would not be sufficient $CNOT$ gates in the circuit to meet the desired solution.

Figure 5, shows the average value of $\varepsilon = \min(f_{\text{sub}})$ in terms of the applied number $N$ of the decomposing layers. As we see in the figure, $\varepsilon$ picks up large values below the theoretical lower limit indicated by black vertical lines. In this regime the optimization problem $f_{\text{sub}} \rightarrow 0$ has no solution. Above the theoretical limit the solution of the optimization problem saturates on $\varepsilon \leq O(10^{-8})$ which can not be further decreased due to accumulated numerical errors during the calculations. The numerical precision of the calculations is limited by the double precision format of floating point number representation implemented in BLAS libraries[43]. Since matrix multiplication is the most intensively used operation during the optimization process, it has the greatest influence on the final numerical error. In principle, it would be possible to implement matrix multiplication using higher precision number representation in exchange of rapid increase of the execution time. However, the 64 bit architecture of modern CPU’s poses hardware limitation to do efficient matrix multiplication using higher precision number format. (We notice, that CPUs still provide floating point operation unit for extended precision numbers with 80 bit registers, but these hardware units do not support vectorization of floating point operations.)

At the end, one needs to make a trade-off between the final precision of the decomposition and the computational time. Our numerical analysis showed that double precision floating point number format is suf-
and the others as a function of the implemented layers. The standard deviation of the measured execution times is represented by the errorbars. The vertical black lines represent the theoretical lower bound $N_{\text{theo}}(n) - N_{\text{theo}}(n-1)$ needed to disentangle the $n$-th qubit from the rest. The numerical simulations were done on a traditional desktop PC with Intel Core i7 CPU and 8 GB of RAM.

![Figure 6: The execution time to find the global minimum of the cost function $f_{\text{sub}}$. The execution time was measured by averaging 10 independent runs to disentangle a qubit from the others as a function of the implemented layers. The standard deviation of the measured execution times is represented by the errorbars. The vertical black lines represent the theoretical lower bound $N_{\text{theo}}(n) - N_{\text{theo}}(n-1)$ needed to disentangle the $n$-th qubit from the rest. The numerical simulations were done on a traditional desktop PC with Intel Core i7 CPU and 8 GB of RAM.](image)

The execution time necessary to find the global minimum of $f_{\text{sub}}$ highly depends on the number $N$ of the implemented layers in the circuit. Figure 6 shows the execution time of the optimization process in terms of the applied number $N$ of decomposing layers. As one can see the execution time highly increases as the number of layers comes close to the theoretical lower limit indicated by the black vertical lines. By increasing the number of the free parameters in the problem by adding extra decomposing layers, the convergence to the global minimum of 0 becomes much faster, so it becomes computationally easier to decompose a unitary by increasing the number of $CNOT$ gates. Another option to reduce the execution time is to set a hard limit on $\varepsilon$, and when the optimization process reaches the limit $\varepsilon_0$, the implementation of the algorithm steps forward to disentangle the next qubit. By setting an optimization limit $\varepsilon_0$ to $10^{-8}$ the final error of the decomposition is turned to be as small as $\|U - U_{\text{approx}}\|_2 \sim \mathcal{O}(10^{-5})$ and $\mathcal{O}(10^{-4})$ for a general 3 and 4-qubit unitary, respectively. At the same time, the execution time of the decomposition decreases to several seconds for 3-qubit unitary incorporating 15 $CNOT$ gates in total and to 2 minutes in case of a 4-qubit unitary incorporating 75 $CNOT$ gates in total. (The execution time was measured on an Intel Core i7 CPU having 8 threads.) However, these execution times are still not competitive with current implementations of the CSD or QSD implementations [27], for larger problems than 4 qubits, the decomposition time exceeds the limit of an acceptable time scale. Still, the low $CNOT$ gate count close to the theoretical lower limit might justify the increased execution time in many use-cases. For example, as we will see in Secs. 4 and 4.2, the SO algorithm is also applicable to optimize a gate structure on architectures with specific properties or limitations. In addition, the developed SO algorithm can be mixed with QSD to optimize the number of gates by letting the SO algorithm to decompose small unitaries generated during the QSD procedure [27].

In Table 1 we summarize our numerical results on unitary decomposition by reporting the lower bound of $CNOT$ gates needed to decompose a general unitary and we compare our results to other algorithms. Our studies revealed, that any three-qubit unitary can be approximated using at most 15 $CNOT$ gates by the SO algorithm. In addition, 63 and 267 $CNOT$ gates are sufficient to decompose a 4 and 5-qubit unitary, respectively up to precision of $\mathcal{O}(10^{-5})$ and $\mathcal{O}(10^{-4})$ for 3 and 4 − 5 qubit unitaries, calculated with the spectral norm metric defined earlier in the text.

4 Architecture specific decomposition

The most challenging hardware components of quantum computers are the two-qubit controlled gates that are used to induce entanglement between the qubits. Depending on the underlying architecture, the nature of the interaction between the qubits might suit for the creation of different kinds of two-qubit gates. For example, in Ref. [44] a microwave irradiation could be used to form a cross resonant gate between the qubits, Refs. [45, 46] reported on experimental demonstration of controlled-phase gates between transmon qubits, while another realization of controlled-phase gates between two photonic qubits encoded in photonic fields stored in cavities or between time-bin qubits were accomplished in Refs. [47] and [48], respectively. Usually, the $CNOT$ gates in these platforms are generated as a composite gate operation formed from one two-qubit controlled gate and from suitable one-qubit rotations [46, 48].

Another typical issue on quantum hardware is related to limitations in inter-qubit connectivity. Since two-qubit gates can be in many experimental situations realized only between qubits close to each other a gate decomposition of a quantum program needs to
be adopted to these limitations. In most cases this is accomplished by adding extra SWAP gates into the circuit, which tends to highly increase the gate count. However, in order to increase the total fidelity of a quantum circuit, it would be more suitable to develop a decomposition algorithm that natively supports the limitations of the targeted quantum hardware. In this section we show that the SO algorithm can be adopted to such needs.

### 4.1 Custom two-qubit controlled gates in the decomposition

As we mentioned earlier in Sec. 2.3, the SO algorithm is not limited to specific choice of the gates used in the decomposition. The decomposition can be executed with arbitrary, but parameter-less two-qubit controlled gates as well.

The SQUANDER package (for details see Sec. 5.) provides a Python (and native C++) interface to construct custom gate structure for the decomposition. In Alg. 1. we provide a brief overview on how to define such custom gate structure to disentangle qubit $q_2$ form qubits $q_0$ and $q_1$ in a three-qubit problem. It is sufficient to define only a single period of the gate structure, since this period is repeated during the decomposition automatically. (The number of periods in the decomposing gate design can be set by an individual parameter. For details see the tutorial material of the SQUANDER package[49].) First we import the necessary package from SQUANDER and define the number of the qubits by a local variable. Then we create an instance of class qgd_Gates_Block representing one period in the decomposing gate structure. The individual layers Layer1 and Layer2 of the gate design are represented by the same type of class as the period itself. Finally we add the two- and one-qubit gates to the layers using the methods implemented in the class qgd_Gates_Block. We chose to add controlled phase (CZ) gate to the first layer and controlled Hadamard gate to the second layer. One period of the constructed gate structure is shown in Fig.7. Equivalently to the case when only CNOT gates were implemented in the design, there is needed at least 12 decomposing layers to disentangle qubit $q_2$ from the others. Since the implemented two-qubit gates are related to the CNOT gate by one-qubit rotations, this equivalence is straightforward.

The SQUANDER package contains a working example implementing the described use-case, it can be also found in the tutorial material at [49]. We notice, that the code example in Alg. 1. shows only the steps to construct custom gate structure, to implement it in actual gate synthesis additional steps are needed that are described in the tutorial material as well.

### 4.2 Adopting decomposition to a hardware specific connectivity structure

All numerical results presented in previous sections were obtained for designs without any limitations

---

**Table 1:** The number of CNOT gates needed to decompose a general unitary for the individual algorithms. The sequential optimization implemented in the SQUANDER package provides the lowest number of CNOT gates needed for the decomposition $O(10^{-5})$ and $O(10^{-5})$ for 3 and 4 – 5 qubit unitaries, calculated with the spectral norm metric defined in Sec. 3.

| Number of qubits | 2     | 3     | 4     | 5     | $n$     |
|------------------|-------|-------|-------|-------|--------|
| Iterative unentangling [21] | 8     | 62    | 344   | 1642  | $2 \cdot 4^n - (2n + 3) \cdot 2^n + 2n$ |
| Givens rotations [20, 27] | 4     | 64    | 536   | 4156  | $\approx 8 \cdot 4^n$ |
| Recursive CSD [22] | 14    | 92    | 504   | 2544  | $\frac{1}{2} \cdot n \cdot 4^n - \frac{1}{2} \cdot 2^n$ |
| Recursive CSD (optimized) [23] | 4     | 26    | 118   | 494   | $\frac{1}{2} \cdot 4^n - \frac{1}{4} \cdot 2^n - 2$ |
| QSD [21, 27] | 6     | 36    | 168   | 720   | $\frac{3}{4} \cdot 4^n - \frac{1}{2} \cdot 2^n$ |
| QSD (optimized) [21] | 3     | 20    | 100   | 444   | $(23/48) \cdot (4^n) - \frac{1}{2} \cdot 2^n + \frac{1}{2}$ |
| **Sequential optimization** | 3     | 15    | 63    | 267   | Not available |
| Theoretical Lower Bounds [18] | 3     | 14    | 61    | 252   | $\frac{1}{4} (4^n - 3n - 1)$ |

---

*The numbers given in the table represent the limiting case of the sequential optimization algorithm resulting in the highest execution time. The decomposition would be faster by orders when more CNOT gates are used for the decomposition. For further details see the main text.*

---

![Figure 7: A period of a custom gate structure used to disentangle qubit 2 from qubits 0 and 1 in a three-qubit problem. Qubit 2 is connected to qubit 1 via controlled phase gate, while the interaction with qubit 0 is realized via controlled Hadamard gate. The source code to generate such gate structure is described in Alg. 1.](Image 339x463 to 507x547)
Algorithm 1: Source code example using the Python interface of the SQUANDER package to construct a period of decomposing gate structure with custom two-qubit gates in the design.

**output:** A period in the three-qubit gate structure used to disentangle qubit \( q_2 \) from the rest.

```python
from qgd_python.gates.qgd_Operation_Block import qgd_Operation_Block

def CustomGates():
    # The number of the qubits in the register
    qubit_num = 3

    # creating an instance of class representing a period of the gate structure
    Gate_Period = qgd_Gates_Block( qubit_num )

    # create the first decomposing layer with CZ gate
    Layer1 = qgd_Gates_Block( qubit_num )

    # add U3 gates acting on qubits 0 and 1 with two free parameters (\( \Theta \) and \( \lambda \)) to Layer1
    Theta = True
    Phi = False
    Lambda = True
    Layer1.add_U3( 1, Theta, Phi, Lambda )
    Layer1.add_U3( 2, Theta, Phi, Lambda )

    # add CZ gate to layer1 with control qubit 2 and target qubit 0
    Layer1.add_CZ( 1, 2)

    # create the second decomposing layer with controlled Hadamard gate
    Layer2 = qgd_Gates_Block( qubit_num )

    # add U3 gates acting on qubits 1 and 2 with two free parameters (\( \Theta \) and \( \lambda \)) to Layer2
    Theta = True
    Phi = False
    Lambda = True
    Layer2.add_U3( 0, Theta, Phi, Lambda )
    Layer2.add_U3( 2, Theta, Phi, Lambda )

    # add controlled Hadamard gate to layer2 with control qubit 2 and target qubit 1
    Layer2.add_CH( 0, 2)

    # add the decomposing layers to the period of the decomposing gate structure
    Gate_Period.add_Gates_Block( Layer1 )
    Gate_Period.add_Gates_Block( Layer2 )

    return Gate_Period
```

Regarding the connections between the individual qubits, i.e. each of the qubit pairs could be connected by two-qubit gates. However, in realistic experimental setups only neighbouring qubits can be connected in a direct gate operation. In many cases even the orientation of the two-qubit controlled gates are fixed, it is not possible to choose the control or the target qubits on demand. Examples of such architecture are represented in Fig. 8 showing the case of the 5-qubit quantum devices of IBM publicly available via IBM Cloud services\[50\]. The ability to decompose a quantum program into gate structures with sparse connectivity is undoubtedly an important issue of quantum programming. One theoretically possible way to overcome this

Figure 8: Connectivity graph between the qubits in the QX2 and QX5 five-qubit IBM quantum computers [29]. A qubit shown at the tail of the arrows can only work as control qubit and the qubit shown at the head of the arrow can only work as target qubit.
issue is to apply swap gates to get distant qubits close to each other where the desired two-qubit controlled operation can be applied on them, and then move the qubits back to their initial position by another swap operations. In order to increase the fidelity of a quantum circuit constructed this way, there have been proposed several optimization approaches [28, 29] that might considerably reduce the number of gate operations in a quantum program. Efficient gate reduction techniques are becoming even more important as the number of qubits continuously increase on the hardware side, while the connectivity density stays low. On the 8-th of August, 2021, IBM announced to implement their future quantum devices basing on the so-called heavy hexagonal lattice design, which offers even less connection between the qubits than previous architectures.

Here in this section we report on a novel approach to optimize a quantum circuit of general unitaries. The key point of our approach is to find the best decomposition of a quantum program from the start, without implementing additional swap gates into the decomposed circuit. To this end we use the SO method on custom gate structure adopted to the architecture of the target hardware. Our method gives the lowest possible number of CNOT gates in the decomposition of a general unitary, close to the theoretical lower limit. As an example we show how to decompose a 4-qubit quantum program on the QX2 5-qubit device of IBM[36].

The choice of the four qubits might be in principle arbitrary, as long as the chosen set contains the central Q2 qubit. In our example we decompose a general 4-qubit unitary on qubits Q0, Q1, Q2 and Q3 of the QX2. At the beginning of the decomposition we need to decide the order in which we are going to disentangle the qubits from the others. In general, qubits having the most connections are the easiest to disentangle from the others. However, since qubit Q2 plays a central role in the design, we need to choose another qubit to begin with, otherwise there would be left no direct connection to qubit Q3 and it would be not possible to finish the decomposition without using swap gates. For example, we might choose qubit Q0 as the first one to disentangle. (We notice that at this point qubit Q1 would be equivalently good choice.) Then we can continue the decomposition with getting qubit Q1 independent from the others, and finally we disentangle the remaining two qubits Q2 and Q3. Since the SQUANDER package process the decomposition in specific order of the qubits (always disentangling the qubit with the highest index), we need to re-label the qubits, so SQUANDER can disentangle the qubits in the correct order.

Figure 9.a) shows the relabeled qubits used in the decomposition. In order to construct a suitable gate design to disentangle qubits q3 and q2, we need to abandon rule (iii) formulated in Sec. 2.1 for the ideal full connectivity case. Since qubit q3 does not have direct connection to all the remaining qubits, it has no point to involve this qubit in all the decomposing layers when disentangling it. Instead, as shown in Fig. 9.b), we mediate the interaction between qubits q3 and q1 (which are not directly connected) via qubit q0, since q0 is connected to both q3 and q1. Similarly, when it comes to disentangle qubit q2, we need to use again qubit q0 to mediate between q2 and q1, as shown in Fig. 9.c). Due to these mediated interactions between the qubits one might expect that more CNOT gates would be needed for the decomposition as in the case of ideal full connectivity. Unfortunately, there is no rule to tell how many decomposing layers would be needed, we know only the lower limit of the CNOT gates from Table. 1, which is a good starting point to begin with. Our numerical results shown in Fig. 10 indicate that for the QX2 architecture we indeed need more decomposing layers to disentangle qubits from the rest. Surprisingly, the precision ε of the disentanglement comes very close to the full connectivity case by adding only several extra decomposing layers to the circuit. To disentangle the 4-th qubit in a four-qubit register one needs 54 layers (i.e. 54 CNOT gates) to achieve the same precision as in the full connectivity case, while in the three-qubit case 14 layers are sufficient to get the same precision. In overall, the SO algorithm needs at least 17 CNOT gates to decompose a general three-qubit unitary on the QX2 architecture and achieving the same precision as in the full connectivity case, while 71 CNOT gates are sufficient in the 4-qubit case.

In heavy hexagonal structure of the qubits the connectivity between the qubits is even more reduced in order to increase the scalability of the architecture for fabrication. Here each unit cell of the lattice consists of a hexagonal arrangement of qubits, with an addi-
tional qubit on each edge. IBM first introduced the so-called "heavy hex" topology in 2020, the family of falcon quantum processors already implemented this design[37]. According to IBM the key idea behind reducing the number of connections between the qubits is justified by minimizing both the qubit frequency collisions and spectator qubit errors. However, less connectivity makes quantum circuits harder to implement. Figure 11.a) shows a 4-qubit "piece" of the heavy hex structure. Even if the CNOT gates are (in principle) bidirectional in these designs, the missing connection between qubits 3 and 2 might increase the depth of quantum circuits compared to the QX2 architecture studied previously. Surprisingly, our numerical results showed that by using the gate structure depicted in Fig. 11.b) to disentangle qubit 3 from the others, there is no need for more CNOT gates as were used for the QX2 architecture. According to Fig. 10, the obtained minima of $f_{\text{sub}}$ are very close to each other for the QX2 and for the heavy hexagonal architectures, indicating that the missing connection between qubits 2 and 3 does not play a crucial role in the decomposition. It turns out that to decompose a general 4-qubit (or 3-qubit) unitary one needs the same number of CNOT gates on both the QX2 and the heavy hexagonal architectures. Comparing this with the case of a fully connected topology, it is surprising how small the CNOT-count overhead is. It would be very interesting to study how this overhead would change for the heavy hexagonal lattice when we increase the number of qubits.

5 SQUANDER: implementation of the sequential optimization algorithm

Generally, a numerical procedure to solve an optimization problem is computationally more demanding than a deterministic or an iterative algorithm used to solve linear algebraic problems. For this reason, our implementation is not expected to be competitive in speed with other well known decomposition implementations, such as was reported in Ref. [27]. Still, in order to increase the computational performance of our implementation of the sequential optimization algorithm the solver engine was implemented in native C++/C programming language. In principle the execution time of the code can be further decreased by combining dense and sparse matrix operations during the optimization process. In order to keep the benefits coming with the flexibility and the popularity of a high level Python API we also designed a Python interface for our implementation, enabling to export the results of the decomposition into the well known quantum programming package Qiskit. (Interfacing with other quantum packages are under development.)

Our implementation, the Sequential Quantum Gate
Decomposer (SQUANDER) package is accessible through a public GitHub repository [38], while a documentation of the package is hosted at CodeDocs[xyz] site [49]. The SQUANDER package is equipped with the Threading Building Block library [52] providing an efficient task oriented parallel programming model to achieve an optimal workload balance among the accessible execution units of the underlying hardware avoiding any over-subscription of the resources. The register level parallelism via portable SIMD instruction are provided by the incorporation of low level BLAS functions.

6 Conclusion and Outlook

In this work, we constructed and numerically analyzed an optimization method to approximate general unitaries by quantum circuit made of one- and two-qubit gate operations. At this point our approach is based on numerical heuristics, it is hard to make any mathematically rigorous arguments about the limits of the algorithm. Solving the optimization problem by a sequential technique enables one to get close to the global minimum of the cost function \( f_{\text{sub}} \) up to an accuracy hitting the numerical precision accumulated by the floating point operations. The approach works for arbitrary combination of two-qubit controlled gates and gives the lowest number of the two-qubit controlled gates necessary to decompose a general unitary. (For details see Table. 1.) However, it is still an open question whether the developed numerical approach can be considered to be an exact solution or not.

We also examined the possibility of using our approach to decompose quantum programs on architectures having sparse connectivity between the qubits. Our method natively supports architecture specific features of the underlying architecture. The decomposition methods like the CSD or QSD, on the other hand, assume ideal, all-to-all connectivity between the qubits. In order to adopt a decomposed quantum circuit to a specific architecture, one needs to include additional swap gates and perform post optimization strategies to reduce the depth of the resulting quantum circuit. In the case of the sequential optimization algorithm, however, the decomposition can be adopted to hardware specifics from the start, resulting in a significantly lower depth of the quantum circuit.

Unfortunately, the increased execution time needed to find the optimized parameters of the gate structure poses a serious limitation on the applicability of our algorithm. The decomposition of a 7-qubit unitary takes more than a week, which limits the use-cases of the sequential decomposition algorithm to low number of qubits. In order to make use of the sequential optimization algorithm in the decomposition of larger unitaries, our algorithm can be combined with other decomposing approaches. In particular, QSD follows a similar strategy than our algorithm. By disentangling qubits one after another, in each iterative step a new unitary is produced with a less qubits than in the previous iteration step. By applying our algorithm at the end of this procedure – where 3, 4 or 5-qubit unitaries needs to be processed – one might significantly reduce the number of gates in the decomposition and make steps to adopt the decomposed quantum program to the connectivity specifics of the underlying hardware at the same time. However, we leave the study of this opportunity for future work. We believe that our results might trigger new strategies to turn quantum programs into efficient quantum circuits.
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