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Abstract. Image Captioning is an arduous task of producing syntactically and semantically correct textual descriptions of an image in natural language with context related to the image. Existing notable pieces of research in Bengali Image Captioning (BIC) are based on encoder-decoder architecture. This paper presents an end-to-end image captioning system utilizing a multimodal architecture by combining a one-dimensional convolutional neural network (CNN) to encode sequence information with a pre-trained ResNet-50 model image encoder for extracting region-based visual features. We investigate our approach’s performance on the BanglaLekhaImageCaptions dataset using the existing evaluation metrics and perform a human evaluation for qualitative analysis. Experiments show that our approach’s language encoder captures the fine-grained information in the caption, and combined with the image features, it generates accurate and diversified caption. Our work outperforms all the existing BIC works and achieves a new state-of-the-art (SOTA) performance by scoring 0.651 on BLUE-1, 0.572 on CIDEr, 0.297 on METEOR, 0.434 on ROUGE, and 0.357 on SPICE.
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1 Introduction

Automatic image captioning is the process of generating a human-like description of an image in natural language. It is a significantly challenging task as it requires identifying salient objects in the image, understanding their relationships, and generating relevant descriptions of these image features in natural language. The process of generating captions of the images can be applied to
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automate self-driving cars, implement facial recognition systems, aid visually impaired people, describe CCTV footage, improve image search quality, etc. Despite numerous research attentions in encoder-decoder-based image captioning in the English language, a few works are done in BIC. Researches in these languages can have far-reaching consequences in solving many region-based socio-economic problems.

![Illustration of sequence-to-sequence basic architecture](image)

Fig. 1: Illustration of sequence-to-sequence basic architecture where image and linguistic features are merged to generate meaningful captions in the Bengali language.

The fields of computer vision and natural language processing have seen significant progress due to the recent development in deep learning. The task of image captioning lies at the intersection of these two. Most notable works are based on the encoder-decoder framework, which is very similar to the sequence-to-sequence model for machine translation [26]. The framework contains a CNN-based image feature extractor and a recurrent neural network (typically LSTM [19]) based caption decoder to generate the relevant words iteratively. The decoder's job is to take in the caption generated so far and predict the next word with the highest probability among all the vocabulary words until an ending token is generated. All the existing works in the Bengali language [24,7] follow the same architecture, as mentioned above. In [27], there is a comparison between the two architectures of image captioning. The first one is the inject architecture, where the RNN is used as a caption generator conditioned by the image features. The second one is the merge or mixture architecture, where the RNN is primarily used for encoding linguistic representation only. The encoded linguistic features and the image features are then merged and passed as input to
a multi-modal layer that performs the word by word prediction of the caption. The comparative study shows that models with merge architecture serve better than models with inject architecture. In natural language processing tasks like chunking, part-of-speech tagging, and named entity recognition, CNN based models have provided faster and accurate results [5]. Also, In [30], it has been shown that CNN-CNN models are competitive in performance with CNN-RNN models in terms of image captioning.

Inspired by the aforementioned successes of the fusion model and CNN in NLP, we propose an encoder-decoder-based model following merge architecture for Bengali image captioning. We used ResNet-50 [15] for encoding image features and a one dimensional CNN for encoding the linguistic features. Unlike [30], the CNN used in our work is followed by a pooling layer for capturing meaningful and significant features. Later, both the image and language features are mingled and passed to the decoder to generate the image’s caption. We evaluate our work on the BanglaLekhaImageCaptions dataset [22]. The experimental results show that our model performs better than all the existing models in the Bengali language. We also conducted a qualitative and quantitative comparison between our CNN-CNN based mixture model and the CNN-LSTM based mixture model proposed in [27]. The experimental results confirm that the CNN-based language encoder is responsible for the proposed model’s overall better performance. In summary, the main technical contributions of this paper are the following:

- We present CNN instead of regular LSTM to learn linguistic information and use it for word prediction during the caption decoding phase. Meanwhile, we use ResNet-50 [15] architecture as an image feature extractor.
- We qualitatively and quantitatively evaluate our approach on the BanglaLekhaImageCaptions dataset.
- Our model achieves SOTA performance on the BanglaLekhaImageCaptions dataset and outperforms the existing encoder-decoder models while describing complex scenes. We also present the human evaluated score for qualitative evaluation of the generated captions. The code is available on Github [4].

2 Related Works

In the early years of research in image captioning, many complex systems consisting of primitive visual object identifiers and language models were used [14]. These systems were rule-based and predominantly hand-designed. Moreover, these systems worked only on a limited domain of images. In [12], image captioning was treated as a machine translation task. But this system failed to capture the fine-grained relationship among the objects in the image. Along with the advancements of deep learning methods, image captioning systems produced considerably improved performances following the same deep learning-based architecture as machine translation [26,3]. These works adopted the same
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encoder-decoder framework \cite{29,11,18} and framed the idea of image captioning as translating the image into text. These systems used CNN for encoding images and RNN for decoding the images into sentences. Later, attention mechanisms were introduced to mimic the human behavior of capturing only the important features in an image and translating them into a natural language description \cite{31,34}. These systems generated the captions conditioned by the attention at a specific place of the image at each time step. Most of the systems built for English language are evaluated on MSCOCO \cite{21}, Flickr30k \cite{35} and Flickr8k \cite{17} datasets.

Researches on other languages like Japanese \cite{33}, Chinese \cite{19}, German \cite{13}, Arabic \cite{1} etc have also been performed. Most of these research works are experimented and evaluated on the translated versions of the MSCOCO \cite{21} and Flickr8k \cite{17} datasets in their respective languages. In \cite{24}, a Bengali image captioning dataset \cite{22} was introduced along with a model which is very similar to \cite{29}. While the results generated are not accurate enough, but it surely instigated further research works in Bengali. In \cite{7}, a comparative analysis of the existing encoder-decoder LSTM decoder based models was presented. The models were evaluated on a trimmed down, machine-translated version of the Flickr8k \cite{17} dataset in Bengali. The Bengali captions generated, however, do not maintain the typical Bengali sentence structure and lacks usability. In this work, we present an encoder-decoder model with a CNN language encoder. We also provide experimental results on the BanglaLekhaImageCaptions dataset comparing our work with the existing LSTM based models.

3 Dataset

We trained and evaluated our model on the BanglaLekhaImageCaptions dataset \cite{22}. It is a modified version from the one introduced in \cite{24}. It contains 9,154 images with two captions for each image. The captions are generated by two native Bengali speakers. While this data set is not big in volume compared to the existing datasets in the English language, it maintains relevance with the Bengali culture to some extent. But the dataset also has a considerable amount of human bias. This bias hinders any model’s ability to describe non-human subjects. Also, the captions are not detailed in some cases, which causes the training and evaluation of any model to be not as accurate as expected.

To train our model, we divided the data set into three parts, which are train, test, and validation. For training, we used 7154 images. 1000 images were used during validation, and the rest 1000 images were used during testing.

4 Model

The model is based on encoder-decoder architecture. A two-dimensional convolutional neural network is used to encode the image features, and a one-dimensional convolutional neural network is used to encode the word sequences of the caption.
data. Later, both the encoded image and text features are merged and passed to a decoder to predict the caption in a word by word manner (figure 2)

Fig. 2: The overview of the framework of our proposed CNN-ResNet-50 merged model, consisting of a ResNet-50 as image feature extractor and 1D-CNN with word embedding for generating linguistic information. Later, these two features are given as inputs to a multimodal layer that predicts what to generate next using this information at each time step

The model is divided into three parts:

– **Image Feature Encoder:** We used pre-trained ResNet-50 [15] as image feature extractor. It is trained on ImageNet dataset [8]. Traditionally, neural networks with many layers tend to perform well in recognizing patterns. However, they also suffer from overfitting issues and are not easy to optimize. Residual CNNs are designed to have shortcut connections between layers. These connections perform identity mapping. ResNets are easy to optimize, and their performance increase with increasing network depth. We discard the final output layer of the ResNet-50 as it contains the output of image classification and used only the encoded image features produced by the hidden layers.

– **Word Sequence Encoder:** Two-dimensional convolutional neural networks have been extensively used in pattern recognition, image classification, and time series forecasting. The same property of these networks can be used in sequence processing. In our model, we used one-dimensional CNN for extracting one-dimensional patches from a sequence of words. The CNN has 512 filters with a kernel size of 3. The activation used is Rectified Linear
Units(ReLU). The CNN is followed by a Global Max Pooling Layer, which captures critical features from the convolutional layer’s output.

**Caption Generator:** The caption generator is a simple decoder containing a Dense 512 layer with ReLU activation. The output of the image feature encoder and word sequence encoder are combined by concatenation and used as input to the dense layer. The dense layer generates a softmax prediction for each word in the vocabulary to be the next word in the sequence, and the word with the highest probability is selected. This process continues until an ending token is generated.

The caption generator’s output is transformed into a probability score for each word in the vocabulary. The greedy method chooses the word with the highest probability for each time step. This method may not always provide the best possible caption as any word’s prediction depends on all the previously predicted words. So, it is more efficient to select the sequence with the highest overall score from a candidate of sequences. So we use the beam search technique with a beam size of 5. It considers the top 5 candidate words at the first decode step. For each of the first words, it generates five-second words and chooses the top five combinations of first and second words based on the additive score. After the termination of five sequences, the sequence with the best overall score is selected. This method allows the process to be flexible and generate consistent results.

5 Result and Analysis

This section provides a quantitative and qualitative analysis of the performance of our model. While the evaluation metrics give a numeric idea about the captions’ correctness, they can sometimes misinterpret any result. Qualitative analysis can evaluate the subtle difference in the generated captions compared with the natural human language description.

Predicted captions from the models were evaluated using the existing evaluation metrics **BLEU** [23] (Bilingual Evaluation Understudy), **METEOR** [9] (Metric for Evaluation of Translation with Explicit Ordering), **ROUGE** [20] (Recall-Oriented Understudy for Gisting Evaluation), **CIDEr** [28] (Consensus-based Image Description Evaluation) and **SPICE** [2] (Semantic Propositional Image Caption Evaluation).

A comparison among our model, inject architecture-based model with CNN language encoder, mixture architecture-based model with LSTM language encoder, and the model proposed in [24] (Bi-directional LSTM language encoder with inject architecture) can be found in table 1. We replicated the model of [24] using the same ResNet-50 as image feature extractor instead of the VGG-16 [25] used in the original work to make sure that the better performance of our model is not only due to the better image model. We also present the scores of both the greedy and beam search method. From 1 it can be seen, our model based on CNN word sequence processor has achieved better results in all the metrics than the traditional LSTM based models with both mixture and inject
Table 1: Quantitative analysis of performances among different models

| Search Type | Models          | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | ROUGE-L | CIDEr | SPICE |
|-------------|-----------------|--------|--------|--------|--------|--------|---------|-------|-------|
|             | Our Model       | 0.651  | 0.426  | 0.278  | 0.175  | 0.297  | 0.417   | 0.501 | 0.357 |
| Greedy      | CNN + LSTM [mixture] [27] | 0.632  | 0.414  | 0.269  | 0.168  | 0.291  | 0.395   | 0.454 | 0.350 |
|             | CNN + Bi-LSTM [inject] [24] | 0.619  | 0.403  | 0.261  | 0.163  | 0.296  | 0.380   | 0.433 | 0.344 |
|             | CNN + CNN [inject] | 0.538  | 0.347  | 0.228  | 0.145  | 0.250  | 0.378   | 0.318 | 0.334 |
| Beam        | Our Model       | 0.589  | 0.395  | 0.267  | 0.175  | 0.294  | 0.434   | 0.572 | 0.353 |
|             | CNN + LSTM [mixture] [27] | 0.562  | 0.381  | 0.257  | 0.166  | 0.286  | 0.423   | 0.558 | 0.345 |
|             | CNN + Bi-LSTM [inject] [24] | 0.575  | 0.374  | 0.241  | 0.149  | 0.286  | 0.412   | 0.532 | 0.349 |
|             | CNN + CNN [inject] | 0.433  | 0.287  | 0.185  | 0.113  | 0.255  | 0.386   | 0.328 | 0.324 |

architectures and the CNN based models with inject architecture. Our model’s superior performance can be attributed to the one dimensional CNN model we used for sequence processing with the merge architecture. We used a window of size 3 for CNN. This window size with merge architecture enabled our model to learn words or word fragments of size 3. As a result, the fine-grained information present in the captions is learned during training. Following the CNN layer, the pooling layer filters only the significant features, which means the correlation between the words is stored better. Besides, this combination of one-dimensional CNN as a sequence processor with merge architecture can remember more diversified words while generating captions. These are evident in the comparison of the quality of the captions generated by the models in the figure. The scores with the highest accuracy have been shown in table 1 with boldface. Among the evaluation metrics the most important metrics for evaluating image captions are CIDEr [28] and SPICE [2] since these are specially prepared for evaluating image captions. Better scores in these two metrics indicate the quality of performance of our model. The scores of the evaluation metrics were calculated using pycocevalcap library for python 3 available in github which is a support for MS COCO caption evaluation tools.

The performance comparison among our model and other models can be seen in figure. We present the predicted Bengali caption and corresponding English Translated caption for non-native Bengali speakers. Our model performed better not only in the scores but also in the quality of captions. In figure 3a, it is observable that our model predicted the most relevant caption compared to other models describing the gender of the human subject and the work he is doing in the image. In figure 3b, our model detected the gender correctly and captured the person’s age range. It is also noticeable that all the metrics’ score, including the SPICE, is better, which indicates the better quality caption.
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Fig. 3: Comparison among the captions generated by different models
There are two people on a boat.

A little boy with an amulet in his hand is standing, rotating his hand back of his head and, there is a mustard field behind him.

A man is boating.

There are a few men standing side by side, pushing against a wall and looking at the front.
5.1 Qualitative Analysis

Some samples along with the English translation are depicted in the figure 4 to represent the quality of captions generated. For qualitative evaluation, two native Bengali speakers were asked to give each caption a score between 0 and 1 from a set of sample images randomly selected from the test set. The scores are then averaged to generate the overall human evaluated score. In figure 4a, the model generated a decent caption correctly predicting the number of humans considering the human subjects’ small size. In figure 4b, our model described the expression of face and the person’s age range, i.e., child correctly. The caption is also well detailed. Also, in figure 4c and figure 4d, the model described the content of the image in a very similar way to human description and hence, has achieved good evaluation scores.

(a)

Reference: পাঁচটি হাঁস আেছ।
There are five ducks.
মরা পচা শাপলা পাতার উপের িকছু পািখ বেস আেছ।
Some birds are sitting on the dead rotten water lily leaves.

Reference: িতনটি পািখ আেছ।
There are three birds.
৩ টি চরই পািখ বেস আেছ।
Three sparrows are sitting.

Predicted: Greedy:
একজন পুরুষ বেস আেছ।
A man is sitting.
BLEU-1: 0.50 BLEU-2: 0.41 ROUGE_L: 0.39 SPICE: 0.42
Beam:
একজন মানুষ বেস আেছ।
A man is sitting.
BLEU-1: 0.50 BLEU-2: 0.41 ROUGE_L: 0.39 SPICE: 0.43

(b)

Fig. 5: Few incongruous captions generated by our model
In figure 5, some wrong predictions made by our model are shown. In figure 5a, it could not correctly describe the content of the image at all, and in the figure 5b, it misinterpreted the birds as persons.

The faulty predictions made by our model can be attributed mainly to the dataset introduced by [24]. In this dataset, most of the images contain human subjects which have almost similar types of captions. As a result, the model is trained with a massive amount of similar type human subjects and hence fails to detect and describe non-human subjects during testing. Besides, number of captions for each image is only two compared to five in the widely used English datasets. The dataset contains significant amount of spelling mistakes in Bengali caption which is also evident in the examples above. All of these are indicative of lacking details and variety in the dataset.

6 Conclusion

This paper presents a CNN-CNN merged encoder-decoder-based image captioning system instead of a traditional sequence-to-sequence model. A substantial test conducted on the BanglaLekhaImageCaptions dataset with superlative performance validates the efficacy of our proposed model. Additionally, experimental results show that the CNN language model, combined with the merge architecture, captures the fined-grained sentence structure information with better linguistic diversity and produces more accurate and humanoid captions than the traditional LSTM. Nevertheless, the proposed model suffers from recognizing non-human subjects as the dataset is biased towards human subjects. This leaves us desired for a well-varied and detailed captioned dataset for Bengali Image Captioning. Therefore, we are motivated to develop a gold standard image caption dataset for Bengali for future work. Using other search methods such as constrained beam search in the decoding phase can be an area of future work. Besides, multilingual transformers available in NLP (Natural Language Processing) tasks like BERT [10], XLM [6], XLNet [32] etc can generate promising results in the Bengali language.
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