ON THE ADJOINT MARKOV POLICIES IN STOCHASTIC DIFFERENTIAL GAMES

N.V. KRYLOV

Abstract. We consider time-homogeneous uniformly nondegenerate stochastic differential games in domains and propose constructing ε-optimal strategies and policies by using adjoint Markov strategies and adjoint Markov policies which are actually time-homogeneous Markov, however, relative not to the original process but to a couple of processes governed by a system consisting of the main original equation and of an adjoint stochastic equations of the same type as the main one. We show how to find ε-optimal strategies and policies in these classes by using the solvability in Sobolev spaces of not the original Isaacs equation but of its appropriate modification. We also give an example of a uniformly nondegenerate game where our assumptions are not satisfied and where we conjecture that there are no not only optimal Markov but even ε-optimal adjoint (time-homogeneous) Markov strategies for one of the players.

1. Introduction

Let \( \mathbb{R}^d = \{x = (x^1, ..., x^d)\} \) be a \( d \)-dimensional Euclidean space and \( d_1 \geq 1 \) be an integer. Assume that we are given separable metric spaces \( A \) and \( B \), and let, for each \( \alpha \in A, \beta \in B \), the following functions on \( \mathbb{R}^d \) are given:

(i) \( d \times d_1 \) matrix-valued \( \sigma^{\alpha\beta}(x) = \sigma(\alpha, \beta, x) = (\sigma^{\alpha\beta}_{ij}(x)) \),

(ii) \( \mathbb{R}^d \)-valued \( b^{\alpha\beta}(x) = b(\alpha, \beta, x) = (b^{\alpha\beta}_i(x)) \), and

(iii) real-valued \( c^{\alpha\beta}(x) = c(\alpha, \beta, x) \geq 0, f^{\alpha\beta}(x) = f(\alpha, \beta, x), \) and \( g(x) \).

Under natural assumptions which will be specified later, on a probability space \((\Omega, \mathcal{F}, P)\) carrying a \( d_1 \)-dimensional Wiener process \( w_t \) one associates with these objects and a bounded domain \( G \subset \mathbb{R}^d \) of class \( C^2 \) a stochastic differential game with the diffusion term \( \sigma^{\alpha\beta}(x) \), drift term \( b^{\alpha\beta}(x) \), discount rate \( c^{\alpha\beta}(x) \), running cost \( f^{\alpha\beta}(x) \), and the final cost \( g(x) \) paid when the underlying process first exits from \( G \). More precisely we consider the process defined by the equation

\[
x_t = x + \int_0^t \sigma^{\alpha\beta}_s(x_s) \, dw_s + \int_0^t b^{\alpha\beta}_s(x_s) \, ds,
\]

2010 Mathematics Subject Classification. 91A05, 91A15, 91A25.

Key words and phrases. Stochastic differential games, Isaacs equation, value functions.
where $\alpha$ and $\beta$ are admissible actions of two players one of which is maximizing and the other minimizing an expression like
\[
E \int_0^\tau f^{\alpha_\tau \beta_\tau}(x_\tau) \, dt,
\]
where $\tau$ is the first-exit time of the process from $G$. We adopt the setting almost identical to that of [1] (although our set of admissible policies of $\alpha$ and $\beta$ is, generally, wider) and define the order of players and their policies and strategies. Then under very general conditions the value function turns out to be a viscosity solution of the Isaacs equation (see [1]). As in the case of controlled diffusion processes and Bellman’s equations it is natural to use the Isaacs equation to construct $\varepsilon$-optimal strategy of one player and $\varepsilon$-optimal policies of the other. By using discrete time approximations of this equation this was done in [2] and lead to the so-called almost optimal approximately Markov time-inhomogeneous policies, whose actions at time $t$ depend on a very near past history. Similar constructions one can find in [10].

In this article to find near optimal strategies and policies, we propose using adjoint Markov strategies and adjoint Markov policies which are actually time-homogeneous Markov, however, relative not to the original process $x_t$ but to a couple $(x_t, y_t)$ which is given as a solution of a time-homogeneous system consisting of (1.1) and adjoint stochastic equations of the same type as (1.1). We show how to find $\varepsilon$-optimal strategies and policies by using the solvability in Sobolev spaces of not the original Isaacs equation but of its appropriate modification. Observe that it is unknown if general even uniformly nondegenerate Isaacs equations have solutions in Sobolev spaces. We also give an example of a uniformly nondegenerate game where our assumptions are not satisfied and where we conjecture that there are no not only optimal Markov but even $\varepsilon$-optimal adjoint (time-homogeneous) Markov strategy for one of the players.

As a point of comparison note that in [1] and [2] the authors deal with time-inhomogeneous possibly degenerate stochastic differential games on a finite time interval in the whole space. In our case we have a uniformly nondegenerate time-homogeneous stochastic differential game in a domain where it is quite natural to look for time-homogeneous Markov strategies and policies.

The article is organized as follows. In the next section we present our main results. In Section 3 we prove some auxiliary results. Theorems 2.1 and 2.2 and Lemma 2.3 are proved in Section 4. In Section 5 we apply the previous results to the case of controlled diffusion processes, to which belongs Theorem 2.4 proved in Section 6. Finally, in Section 7 we prove Theorem 2.5 saying what happens if the Isaacs condition is satisfied.

By $N$ sometimes with arguments we denote various constants, depending only on the arguments if they are present, but which may change from one occurrence to another and, if in a statement, we are proving, there is a
claim that $N$ depends only on $a, b, ...$, then in the proof all constants called $N$ depend only on $a, b, ...$ unless specifically indicated otherwise.

2. Main results

Set $a^{\alpha \beta} = (1/2)\sigma^{\alpha \beta}(\sigma^{\alpha \beta})^*$. 

**Assumption 2.1.** (i) a) The functions $\sigma, b, c, f$ are continuous with respect to $\beta \in B$ for each $(\alpha, x)$ and continuous with respect to $\alpha \in A$ uniformly with respect to $\beta \in B$ for each $x$. b) These functions are continuous with respect to $x$ uniformly with respect to $\alpha$ and $\beta$, the function $g \in C^2(\mathbb{R}^d)$.

(ii) There are constants $K_0$ and $K_1$ such that and for any $x, y \in \mathbb{R}^d (\alpha, \beta) \in A \times B$

\[
\|\sigma^{\alpha \beta}(x) - \sigma^{\alpha \beta}(y)\| \leq K_1|x - y|, \quad |b^{\alpha \beta}(x) - b^{\alpha \beta}(y)| \leq K_1|x - y|,
\]

\[
|\sigma^{\alpha \beta}(x)|, |b^{\alpha \beta}(x)|, |c^{\alpha \beta}(x)|, |f^{\alpha \beta}(x)| \leq K_0.
\]

(iii) There is a constant $\delta \in (0, 1]$ such that for any $\alpha \in A$, $\beta \in B$, and $x, \lambda \in \mathbb{R}^d$ we have

\[
\delta |\lambda|^2 \leq a^{\alpha \beta}_{ij}(x)\lambda^i \lambda^j \leq \delta^{-1}|\lambda|^2.
\]

The reader understands, of course, that the summation convention is adopted throughout the article.

Note that Assumption 2.1 (iii) obviously implies that $d_1 \geq d$.

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space, let $\{\mathcal{F}_t, t \geq 0\}$ be an increasing filtration of $\sigma$-fields $\mathcal{F}_t \subset \mathcal{F}$ such that each $\mathcal{F}_t$ is complete with respect to $\mathcal{F}, P$, and let $w_t, t \geq 0$, be a standard $d_1$-dimensional Wiener process given on $\Omega$ such that $w_t$ is a Wiener process relative to the filtration $\{\mathcal{F}_t, t \geq 0\}$.

The following by now standard setting originated in [1] although we prefer the notation introduced in [7]. The set of progressively measurable $A$-valued processes $\alpha_t = \alpha_t(\omega)$ is denoted by $\mathfrak{A}$. Similarly we define $\mathfrak{B}$ as the set of $B$-valued progressively measurable functions. These are the sets of policies. By $B$ we denote the set of (strategies) $B$-valued functions $\beta(\alpha_t)$ on $\mathfrak{A}$ such that, for any $T \in (0, \infty)$ and any $\alpha^1, \alpha^2 \in \mathfrak{A}$ satisfying

\[
P(\alpha^1_t = \alpha^2_t \text{ for almost all } t \leq T) = 1,
\]

we have

\[
P(\beta_t(\alpha^1) = \beta_t(\alpha^2) \text{ for almost all } t \leq T) = 1.
\]

For $\alpha \in \mathfrak{A}$, $\beta \in \mathfrak{B}$, and $x \in \mathbb{R}^d$ define $x^{\alpha, \beta}_t$ as a unique solution of the Itô equation (1.1) and set

\[
\phi^{\alpha, \beta}_t = \int_0^t c^{\alpha, \beta}(x_s^{\alpha, \beta}) \, ds.
\]
Next, recall that $G$ is a bounded domain in $\mathbb{R}^d$ of class $C^2$, define $\tau^\alpha, \beta, x$ as the first exit time of $x^\alpha, \beta, x$ from $G$, and introduce
text{v}(x) = \inf_{\beta \in B} \sup_{\alpha \in A} \mathbb{E}_x^\alpha, \beta (\int_0^\tau f(x_t)e^{-\phi_t} dt + g(x_\tau)e^{-\phi_\tau}), \quad (2.1)
where the indices $\alpha$, $\beta$, and $x$ at the expectation sign are written to mean that they should be placed inside the expectation sign wherever and as appropriate, that is

$$
\mathbb{E}_x^{\alpha, \beta} \left[ \int_0^\tau f(x_t)e^{-\phi_t} dt + g(x_\tau)e^{-\phi_\tau} \right] := \mathbb{E} \left[ g(x^{\alpha, \beta, x}_\tau)e^{-\phi_\tau} + \int_0^{\tau} f^{\alpha, \beta, x}_t(x^{\alpha, \beta, x}_t)e^{-\phi_t} dt \right].
$$

Observe that this definition makes perfect sense due to Theorem 2.2.1 of [4] and $v(x) = g(x)$ in $\mathbb{R}^d \setminus D$. Similar abbreviated notation will be used in other cases when the underlying processes and functions depend on initial data or other parameters and functions.

Before stating our first main result we introduce two more assumptions and a notation.

**Assumption 2.2.** For any $\varepsilon > 0$, there exists a finite set $\{\alpha(1), ..., \alpha(n_\varepsilon)\} \subset A$ such that for any $\alpha \in A$ there exists an $i \in \{1, ..., n_\varepsilon\}$ such that for $u = \sigma, b, c, f$ it holds that

$$
\sup_{\beta \in B} \sup_{x \in G} |u^{\alpha, \beta, x}(x) - u^{\alpha(i), \beta, x}(x)| \leq \varepsilon. \quad (2.2)
$$

As is easy to see one can choose $i = i_\varepsilon(\alpha)$ satisfying (2.2) to be a Borel function.

**Assumption 2.3.** Either $\sigma^{\alpha, \beta}(x)$ are symmetric positive-definite matrix-valued functions or there is a constant $\nu > 0$ such that $\sigma^{\alpha, \beta}_{ij}(x) = \nu \delta_{ij}$ for all $i, j \leq d$ and all $\alpha, \beta, x$.

The second part of this assumption means that the last $d$ columns of $\sigma$ form an identity matrix multiplied by $\nu$. The only use of this assumption is (4.7) which can be satisfied in very many other situations.

Take and fix a $\zeta \in C_0^\infty(\mathbb{R}^d)$ with unit integral and for a Borel measurable $B$-valued function $\beta(\alpha, x)$ on $A \times \mathbb{R}^d$ and bounded measurable functions $h(\alpha, \beta, x)$ given on $A \times B \times \mathbb{R}^d$ and $\rho > 0$ set

$$
h^{(\rho)}(\alpha, y, x) = \int_{\mathbb{R}^d} h(\alpha, \beta(\alpha, y + \rho z), x + \rho z) \zeta(z) dz, \quad h^{(\rho)}(\alpha, y) = h^{(\rho)}(\alpha, y, y). \quad (2.3)
$$

**Theorem 2.1.** Under the above assumptions for any $\varepsilon > 0$ there exist a Borel measurable $B$-valued function $\beta(\alpha, x)$ on $A \times \mathbb{R}^d$ and $\rho_0 > 0$ such that,
if, for \( \rho \in (0, \rho_0) \), \( x \in G \), and \( \alpha \in \mathfrak{A} \), we define the process \( y_t = y_t^{\alpha, x}(\rho) \) as a solution of

\[
dy_t = \sigma^{(\rho)}(\alpha_t, y_t) dw_t + b^{(\rho)}(\alpha_t, y_t) dt, \quad t \geq 0, \quad y_0 = x, \tag{2.4}
\]

where \( \sigma^{(\rho)} \) and \( b^{(\rho)} \) are defined according to (2.3), and set \( \beta_t^{\rho}(\alpha, x) = \beta(\alpha_t, y_t^{\alpha, x}(\rho)) \), then

\[
v(x) \leq \sup_{\alpha \in \mathfrak{A}} E_x^\alpha \beta^{\rho}(\alpha, x) \left[ \int_0^\tau f(x_t) e^{-\phi_t} dt + g(x_\tau) e^{-\phi_\tau} \right] \leq v(x) + \varepsilon. \tag{2.5}
\]

Furthermore, there exists a finite number of mutually disjoint subsets \( A_i, i = 1, \ldots, n \), of \( A \) such that \( A = \bigcup_i A_i \) and for each \( i \) we have \( \beta(\alpha_1, x) = \beta(\alpha_2, x) \) whenever \( \alpha_1, \alpha_2 \in A_i \).

Observe that, obviously, (2.4) has a unique solution. Strategies like

\[
\beta(\alpha_t, y_t^{\alpha, x}(\rho))
\]

are naturally called adjoint Markov strategies, because their actions at time \( t \) albeit are not based only on the current action of \( \alpha \) and the current state of \( x_t \) but still use instead of the latter the current state of an adjoint process \( y_t = y_t^{\alpha, x}(\rho) \), which, as we will see, is close to \( x_t = x_t^{\alpha, \beta^{\rho}(\alpha, x)} \) if \( \rho \) is small.

In the next theorem Assumption 2.3 is not used.

**Theorem 2.2.** In Theorem 2.1 drop Assumption 2.3 but suppose that on \( (\Omega, \mathcal{F}, P) \) there is a Wiener process \((\hat{w}_t, \mathcal{F}_t), t \geq 0\), independent of \( w_t \). Then for any \( \varepsilon > 0 \) there exists a constant \( \nu > 0 \) such that all assertions of Theorem 2.1 hold true if we add to the right-hand side of (2.4) the term \( \nu \hat{w}_t \).

Here we see another instance of adjoint Markov strategies of the player \( \beta \). With the choice \( \beta_t^{\rho}(\alpha, x) = \beta(\alpha_t, y_t^{\alpha, x}(\rho)) \) the process \( x_t = x_t^{\alpha, \beta^{\rho}(\alpha, x)} \) satisfies

\[
dx_t = \sigma(\alpha_t, \beta(\alpha_t, y_t), x_t) dw_t + b(\alpha_t, \beta(\alpha_t, y_t), x_t) dt, \quad t \geq 0, \quad x_0 = x, \tag{2.6}
\]

where \( y_t \) is defined from (2.4). Therefore, for the player \( \alpha \) to find an adequate response to the above strategy \( \beta_t^{\rho}(\alpha, x) \), he should solve a more or less standard problem of optimal control of the two-component diffusion process \((y_t, x_t)\) governed by the system (2.4)-(2.6) and maximize the expectation in (2.5). An unpleasant feature of this couple is that it is always a degenerate process. It turns out that one can reduce the problem to optimal control of only \( y_t \) when \( \rho \) is sufficiently small and then the same Theorem 2.1 applied in the case of only one player will provide an adjoint Markov policy while controlling \( y_t \) which will become an adjoint Markov policy of \( \alpha \) in the original game. The above mentioned reduction of the optimal control problem is based on the following.
**Lemma 2.3.** One more assertion can be added in Theorems 2.1 and 2.2: for any $\alpha \in \mathcal{A}$

$$
\left| E_x^{\alpha, \beta_0(\alpha, x)} \left[ \int_0^{\tau} f(x_t) e^{-\phi_t} dt + g(x_{\tau}) e^{-\phi_{\tau}} \right] - E_x^{\alpha} \left[ \int_0^{\tau(\rho)} f(\rho(t)) e^{-\phi_t(\rho)} dt + g(y_{\tau(\rho)}(\rho)) e^{-\phi_{\tau(\rho)}(\rho)} \right] \right| \leq \varepsilon,
$$

(2.7)

where

$$
\phi_{t}^{\alpha, x}(\rho) = \int_0^t c(\rho)(\alpha_s, y_s^{\alpha, x}(\rho)) ds,
$$

where $f(\rho)$ and $c(\rho)$ are defined according to (2.3), and $\tau^{\alpha, x}(\rho)$ is the first exit time of $y^{\alpha, x}(\rho)$ from $G$.

This lemma and Theorems 2.1 and 2.2 almost immediately lead to the following result about $\varepsilon$-optimal adjoint Markov policies for $\alpha$.

**Theorem 2.4.** Let either

(a) the assumptions of Theorem 2.1 be satisfied, or

(b) the assumptions of Theorem 2.2 be satisfied.

Take $\varepsilon > 0$, $x \in G$, $\rho$, and $\beta_0(\alpha, x)$ from Theorem 2.1 or 2.2, respectively. Then there exist Lipschitz continuous in $x$ $d \times d_1$-matrix valued $\hat{\sigma}(x)$ and $\mathbb{R}^d$-valued $\hat{b}(x)$ given on $\mathbb{R}^d$, there exists a Borel measurable $A$-valued function $\alpha^\varepsilon(x)$ on $\mathbb{R}^d$, and in case (b) there also exists a constant $\nu > 0$, such that, if for $x \in G$ we define the process $z_t = z^x_t$ by

$$
dz_t = \hat{\sigma}(z_t) dw_t + \hat{b}(z_t) dt, \quad t \geq 0, \quad z_0 = x,
$$

(2.8)
in case (a) with the additional term $\nu dw_t$ on the right-hand side of (2.8) in case (b) and set $\alpha^\varepsilon_t = \alpha^\varepsilon(z^x_t)$, then

$$
\sup_{\alpha \in \mathcal{A}} E^x_{\alpha} \left[ \int_0^{\tau} f(x_t) e^{-\phi_t} dt + g(x_{\tau}) e^{-\phi_{\tau}} \right] 
\leq E^x_{\alpha} \left[ \int_0^{\tau} f(x_t) e^{-\phi_t} dt + g(x_{\tau}) e^{-\phi_{\tau}} \right] + \varepsilon.
$$

(2.9)

**Remark 2.1.** The above results hold under milder assumptions than the ones imposed. For instance, an absolutely cheap generalization is that it suffices to have $g \in C(\mathbb{R}^d)$ rather than $g \in C^2(\mathbb{R}^d)$ because one can use uniform approximations of $g$. The domain $\Omega$ also need not be in $C^2$. It is quite sufficient for it to satisfy the exterior cone condition or be even worse than that. Again appropriate approximations would do the job.

The point of the article was to promote adjoint Markov policies and strategies, rather than deal with numerous side problems arising along the way.

**Example 2.1.** Let $d = 1$, $G = (-1, 1)$, $A = B = \{ \pm 1 \}$, $\sigma(\alpha, \beta) = \beta$, $c = 0$, $f = (1 - |x + \alpha \beta|)_+$, $g \equiv 0$. The Isaacs equation is

$$
\sup_{\alpha \in A} \inf_{\beta \in B} [(1/2) u'' + (1 - |x + \alpha \beta|)_+] = 0,
$$

where
which is equivalent to
\[ 0 = (1/2)u'' + \sup_{\alpha \in A} \inf_{\beta \in B} (1 - |x + \alpha \beta|) = (1/2)u''. \]

The solution of this equation in $G$ with zero boundary data is zero. The \inf inside is zero for any $\alpha$ and is obtained on $\beta(\alpha, x) = \alpha \text{ sign } x$ (sign $0 := -1$).

Like in [1] and [2], let our probability space be the space $C([0, \infty))$ of real-valued continuous functions on $[0, \infty)$ with Wiener measure on the $\sigma$-field of Borel subsets of $C([0, \infty))$. Let the Wiener process be defined by $w_t(x) = x_t$, $t \geq 0$. Also let $\mathcal{F}_t$ be the $\sigma$-field generated by $w_s, s \leq t$.

In such situation the equation
\[ dx_t = \text{sign } x_t \, dw_t, \quad t \geq 0, \quad x_0 = 0 \tag{2.10} \]
does not have $\mathcal{F}_t$-adapted solutions at all (Tanaka’s example), and $\beta$ cannot use the strategy $\beta_t(\alpha, x) = \alpha \text{ sign } x$, since $\alpha$ can choose to be 1 for all times.

The author believes that in this example there is no (time-homogeneous) $\varepsilon$-optimal adjoint Markov strategies for $\beta$ if $\varepsilon$ is small enough. Regarding time-inhomogeneous adjoint Markov strategies the reader is referred to [5]. However, our results show that, if we just take two independent copies of our probability space with $w_t$ being the Wiener process on one copy and $\hat{w}_t$ being the Wiener process on the other, take a mollification $\chi(x)$ of $\text{sign } x$ take a $\nu > 0$ and introduce an adjoint process by
\[ dy_t = \alpha_t \chi(y_t) \, dw_t + \nu \, d\hat{w}_t, \quad t > 0, \quad y_0 = 0, \]
then the strategy $\beta_t(\alpha, \cdot) = \alpha_t \text{ sign } y_t$ will be $\varepsilon$-optimal for $\beta$ if the mollification is done with kernel of sufficiently small size and $\nu$ is sufficiently small. By the way, on thus extended probability space (2.10) still does not have solutions.

**Assumption 2.4.** Assumption 2.2 is not necessarily satisfied, but for any $\varepsilon > 0$, there exists a finite set $\{\beta(1), ..., \beta(n_\varepsilon)\} \subset B$ such that for any $\beta \in B$ there exists an $i \in \{1, ..., n_\varepsilon\}$ such that for $u = \sigma, b, c, f$ it holds that
\[ \sup_{\alpha \in A} \sup_{x \in G} |u^{\alpha \beta}(x) - u^{\alpha \beta(i)}(x)| \leq \varepsilon, \tag{2.11} \]
and for any $u_{ij}, u_i, u$ on $G$ we have
\[
\sup_{\alpha \in A} \inf_{\beta \in B} \left[ a_{ij}^{\alpha \beta} u_{ij} + b_i^{\alpha \beta} u_i - c^{\alpha \beta} u + f^{\alpha \beta} \right] \\
= \inf_{\beta \in B} \sup_{\alpha \in A} \left[ a_{ij}^{\alpha \beta} u_{ij} + b_i^{\alpha \beta} u_i - c^{\alpha \beta} u + f^{\alpha \beta} \right]. \tag{2.12}
\]

When the Isaacs condition (2.12) is satisfied it is natural to introduce $\mathfrak{A}$ as the set of $\mathfrak{A}$-valued functions $\alpha(\beta)$ on $\mathfrak{B}$ such that, for any $T \in (0, \infty)$ and any $\beta^1, \beta^2 \in \mathfrak{B}$ satisfying
\[ P(\beta^1_t = \beta^2_t \quad \text{for almost all } \quad t \leq T) = 1, \]
we have

$$P(\alpha_t(\beta^1) = \alpha_t(\beta^2) \text{ for almost all } t \leq T) = 1.$$  

**Theorem 2.5.** Under the Assumptions 2.1, 2.3, and 2.4 for any $\varepsilon > 0$ there exist a Borel measurable $A$-valued function $\alpha(x)$ on $\mathbb{R}^d$ and $\rho_0 > 0$ such that, if for $\rho \in (0, \rho_0]$, $x \in G$, and $\beta, \cdot \in \mathcal{B}$ we define the process $y_t = y^\beta_t(x(\rho))$ as a solution of

$$dy_t = \sigma^{(\rho)}(\beta_t, y_t) dw_t + b^{(\rho)}(\beta_t, y_t) dt, \quad t \geq 0, \quad y_0 = x,$$

(2.13)

where $\sigma^{(\rho)}$ and $b^{(\rho)}$ are found following the example

$$h^{(\rho)}(\beta, y) = \int_{\mathbb{R}^d} h(\alpha(y + \rho z), \beta, y + \rho z) \zeta(z) dz,$$

and set $\alpha_t^{\rho}(\beta, x) = \alpha(y^\beta_t(x(\rho)))$, then

$$v(x) \geq \inf_{\beta \in \mathcal{B}} E_x^{\alpha^{\rho}(\beta, x)} \left[ \int_0^\tau f(x_t) e^{-\phi_t} dt + g(x_{\tau}) e^{-\phi_{\tau}} \right] \geq v(x) - \varepsilon. \quad (2.14)$$

**Remark 2.2.** Analogous theorem is valid when we drop Assumption 2.3 in Theorem 2.5 but suppose that on $(\Omega, \mathcal{F}, P)$ there is a Wiener process $(\hat{w}_t, \mathcal{F}_t), t \geq 0$, independent of $w_t$.

**Remark 2.3.** Observe that in Theorem 2.1 we are talking about the function $\beta(\alpha, x)$ depending both on $\alpha$ and $x$ and in Theorem 2.5 we have a function $\alpha(x)$ of only $x$. Of course, this is because (2.11) is assumed in Theorem 2.5.

**Remark 2.4.** As a corollary of Theorems 2.1 and 2.5 we obtain a well-known fact that our game has value and our strategies for $\beta$ and $\alpha$ form, so to speak, $\varepsilon$-saddle point and the game may be called fair.

### 3. Auxiliary results

Here is a well-known result which, for instance, is a particular case of Lemma 2.1 of [7].

**Lemma 3.1.** Let $\sigma_t$ be a $d \times d_1$-matrix-valued and $b_t$ be an $\mathbb{R}^d$-valued progressively measurable functions on $\Omega \times (0, \infty)$. Suppose that

$$||\sigma_t||, |b_t| \leq K_0, \quad (3.1)$$

$$|\sigma^*_t \lambda| \geq \nu|\lambda|^2 \quad (3.2)$$

for all $\lambda \in \mathbb{R}^d$ and $(\omega, t)$, where $\nu > 0$ is a fixed constant. Take $x \in G$ and define $\tau$ as the first exit time from $G$ of

$$x_t = x + \int_0^t \sigma_s dw_s + \int_0^t b_s ds.$$  

Then for any $n = 1, 2, \ldots$, there exists a constant $N$, depending only on $n$, $d$, $\nu$, $K_0$, and the diameter of $G$, such that $E\tau^n \leq N$. 

The following result is also very well known (can be obtained, for instance, by combining Lemma 2.8 of [3] and Lemma 8.5 and Theorem 3.1 of [6]). By \( S_\delta \) we denote the set of \( d \times d \) symmetric matrices whose eigenvalues are between \( \delta \) and \( \delta^{-1} \). Introduce \( D_i = \partial/\partial x^i \), \( D_{ij} = D_i D_j \) and let \( Du \) denote the gradient of \( u \).

**Lemma 3.2.** Let \( \nu \in (0,1] \). Then there exists a function \( \Phi \in C^2(G) \) such that \( \Phi > 0 \) on \( G \), \( \Phi = 0 \) on \( \partial G \), \( |D\Phi| \geq 1 \) on \( \partial G \), and

\[
a_{ij} D_{ij} \Phi + b_i D_i \Phi \leq -1
\]
on \( G \) for any \( a = (a_{ij}) \in S_\nu \) and \( b = (b_i) \) such that \( |b| \leq K_0 \).

The next few results are needed while investigating how far off the adjoint processes are of real controlled ones.

**Lemma 3.3.** Let \( \sigma_t^{(i)}(y,x) \), \( i = 1,2 \), be \( d \times d_1 \)-matrix-valued and \( b_t^{(i)}(y,x) \), \( i = 1,2 \), be \( \mathbb{R}^d \)-valued functions on \( \Omega \times [0,\infty) \times \mathbb{R}^d \times \mathbb{R}^d \). Suppose that for each \( T \in [0,\infty) \) these functions restricted to \( \Omega \times [0,T] \times \mathbb{R}^d \times \mathbb{R}^d \) are measurable with respect to \( \mathcal{F}_T \otimes \mathcal{B}([0,T]) \otimes \mathcal{B}(\mathbb{R}^d) \), where \( \mathcal{B}(\mathbb{R}^d) \) is the Borel \( \sigma \)-field in \( \mathbb{R}^d \). Assume that \( \sigma_t^{(i)} \) and \( b_t^{(i)} \) are progressively measurable for any \( (y,x) \), \( \sigma_t^{(1)}(y,x) \) and \( b_t^{(1)}(y,x) \) are Lipschitz continuous with respect to \( x \) with constant \( K_1 \), and \( \sigma_t^{(2)}(y,x) \) and \( b_t^{(2)}(y,x) \) are Lipschitz continuous with respect to \( y \) with a constant independent of \( (\omega,t) \). Suppose that there exists a function \( \Delta(y) \) on \( G \) such that for any \( y \in G \)

\[
||\sigma_t^{(1)}(y,y) - \sigma_t^{(2)}(y,y)||^2 + |b_t^{(1)}(y,y) - b_t^{(2)}(y,y)|^2 \leq \Delta(y) \tag{3.3}
\]
for all \( (\omega,t) \). Also suppose that \( \sigma_t^{(i)} \) and \( b_t^{(i)} \) satisfy (3.1) and \( \sigma_t^{(2)} \) satisfies (3.2) for all values of indices, arguments, and all \( \lambda \in \mathbb{R}^d \).

Take \( x \in G \) and define the processes \( x_t \) and \( y_t \) by

\[
dy_t = \sigma_t^{(2)}(y_t,y_t) dw_t + b_t^{(2)}(y_t,y_t) dt, \quad t \geq 0, \quad y_0 = x,
\]

\[
dx_t = \sigma_t^{(1)}(y_t,x_t) dw_t + b_t^{(1)}(y_t,x_t) dt, \quad t \geq 0, \quad x_0 = x. \tag{3.4}
\]
Obviously this system has a unique solution. Finally, set \( \theta \) to be the minimum of the exit times of \( x_t \) and \( y_t \) from \( G \). Then, for any \( T \in (0,\infty) \), we have

\[
E \sup_{t \leq T \wedge \theta} |x_t - y_t|^2 \leq Ne^{NT} \|\Delta\|_{L_1(G)}, \tag{3.5}
\]
where \( N \) depends only on \( d, \nu, K_0, K_1 \), and the diameter of \( G \).

Proof. We modify the coefficients of system (3.4) by multiplying them by \( 1_{\theta > t} \), which does not affect (3.5), allows us to eliminate \( \theta \) from it and also allows us to formally apply Theorem 2.5.9 of [4] according to which the left-hand side of (3.5) is less than

\[
NT e^{NT} E \int_0^{T \wedge \theta} \left( ||\sigma_t^{(1)}(y_t,y_t) - \sigma_t^{(2)}(y_t,y_t)||^2 + |b_t^{(1)}(y_t,y_t) - b_t^{(2)}(y_t,y_t)|^2 \right) dt,
\]
where \( N = N(K_1) \). In light of (3.3), the expectation here is estimated by

\[
E \int_0^\theta \Delta(y_t) \, dt
\]

and it only remains to apply Theorem 2.2.2 of [4]. The lemma is proved.

**Corollary 3.4.** Under the assumptions of Lemma 3.3, For any \( T \in (0, \infty) \), we have

\[
E \sup_{t \leq \theta} |x_t - y_t|^2 \leq I + NT^{-1},
\]

where \( I \) is the right-hand side of (3.5) and \( N \) depends only on \( d, \nu, K_0 \), and the diameter of \( G \).

Indeed, it suffices to use Lemma 3.3 and observe that

\[
E \sup_{t \leq \theta} |x_t - y_t|^2 I_{\theta > T} \leq 4\text{diam}^2(G) P(\theta > T) \leq NT^{-1} E \theta \leq NT^{-1}.
\]

**Lemma 3.5.** Let \( \sigma_t^{(i)}, b_t^{(i)}, i = 1, 2 \), be as in Lemma 3.3 but independent of \( (y, x) \) and assume that they satisfy (3.1) and (3.2) for all values of indices, arguments, and all \( \lambda \in \mathbb{R}^d \). Take \( h \in L_d(G) \), \( x \in G \), and set

\[
x_t^{(i)} = x + \int_0^t \sigma_s^{(i)} \, dw_s + \int_0^t b_s^{(i)} \, ds, \quad t \geq 0.
\]

Introduce \( \theta \) as the minimum of the first exit times of \( x_t^{(i)}, i = 1, 2 \), from \( G \).

Let \( \chi_t^{(i)}, i = 1, 2 \), be real-valued jointly measurable processes given on \( [0, \theta] \) and bounded by a constant \( K_2 \).

Then for any \( \kappa, \gamma > 0 \)

\[
E \int_0^\theta |\chi_t^{(1)} h(x_t^{(1)}) - \chi_t^{(2)} h(x_t^{(2)})| \, dt \leq \gamma E \int_0^\theta |\chi_t^{(1)} - \chi_t^{(2)}| \, dt + N_1(\gamma) + N_2(\kappa) + N_3 \|h\|_{L_d(G)} \kappa^{-2} (E \sup_{t \leq \theta} |x_t^{(1)} - x_t^{(2)}|^2)^{1/2}, \tag{3.6}
\]

where \( N_1(\gamma) \) depends only on \( h, \gamma, d, \nu, K_0 \), and the diameter of \( G \), and \( N_1(\gamma) \to 0 \) as \( \gamma \to \infty \), \( N_2(\kappa) \) depends only on \( h, \kappa, d, \nu, K_0 \), and the diameter of \( G \), and \( N_2(\kappa) \to 0 \) as \( \kappa \downarrow 0 \) and \( N_3 \) depends only on \( d, \nu, K_0 \), and the diameter of \( G \).

**Proof.** First observe that

\[
|\chi_t^{(1)} h(x_t^{(1)}) - \chi_t^{(2)} h(x_t^{(2)})| \leq I + K_2 |h(x_t^{(1)}) - h(x_t^{(2)})|,
\]

where

\[
I = |\chi_t^{(1)} - \chi_t^{(2)}| |h(x_t^{(1)})| \leq \gamma |\chi_t^{(1)} - \chi_t^{(2)}| + 2K_2 I_{h(x_t^{(1)}) > \gamma} |h(x_t^{(1)})|.
\]

By Theorem 2.2.2 of [4]

\[
E \int_0^\theta I_{h(x_t^{(1)}) > \gamma} |h(x_t^{(1)})| \, dt \leq N \|h\|_{L_d(G)},
\]

and the corollary follows.

By the estimates (3.3) and (3.6) and the previous lemma, we have

\[
E \int_0^\theta |\Delta(y_t) - \Delta(z_t)| \, dt \leq \gamma E \int_0^\theta |\chi_t^{(1)} - \chi_t^{(2)}| \, dt + N \|\Delta\|_{L_d(G)} \kappa^{-2} (E \sup_{t \leq \theta} |x_t^{(1)} - x_t^{(2)}|^2)^{1/2},
\]

and the inequality (3.8) follows.

\[
E \int_0^\theta |\Delta(y_t) - \Delta(z_t)| \, dt \leq \gamma E \int_0^\theta |\chi_t^{(1)} - \chi_t^{(2)}| \, dt + N \|\Delta\|_{L_d(G)} \kappa^{-2} (E \sup_{t \leq \theta} |x_t^{(1)} - x_t^{(2)}|^2)^{1/2},
\]

and the corollary follows.
Lemma 4.1. Take there exists a Borel $B$ set $x \in \mathbb{R}^d$ which by Theorem 2.2.2 of [4] is less than a constant, depending only on $\kappa$, tends to zero as $\kappa \downarrow 0$. This gives us the term $N_2(\kappa)$ on the right in (3.6).

4. Proof of Theorems 2.1 and 2.2 and Lemma 2.3

Recall that $a^{\alpha \beta} = (1/2)\sigma^{\alpha \beta} \left(\sigma^{\alpha \beta}\right)^*$ and for sufficiently smooth functions $u = u(x)$ introduce

$$L^{\alpha \beta} u(x) = a^{\alpha \beta}_{ij}(x)D_{ij}u(x) + b^{\alpha \beta}_i(x)D_iu(x) - c^{\alpha \beta}(x)u(x).$$

Also set

$$H^\alpha[u](x) := \inf_{\beta \in B} \sup_{\alpha \in A} \left( L^{\alpha \beta} u(x) + f^{\alpha \beta}(x) \right).$$

Lemma 4.1. Take $u \in W^2_0(G)$ and $m \in \{1, 2, \ldots\}$. Then for any $\alpha \in A$ there exists a Borel $B$-valued function $\beta(x)$ on $\mathbb{R}^d$ such that for almost all $x \in G$

$$\left| L^{\alpha \beta}(x)u(x) + f^{\alpha \beta}(x) - H^\alpha(x) \right| \leq m^{-1},$$

where

$$H^\alpha[u](x) := \inf_{\beta \in B} \left( L^{\alpha \beta} u(x) + f^{\alpha \beta}(x) \right).$$

Proof. Fix $\alpha \in A$ and $u \in W^2_0(G)$ and choose $u$, $Du$, and $D^2u$ so that they are Borel functions. Then let $\{\beta(i), i = 1, 2, \ldots\}$ be a countable everywhere dense set in $B$. Since $a, b, c, f$ are continuous in $\beta$,

$$H^\alpha[u](x) = \inf_{\beta(i)} \left( L^{\alpha \beta(i)}(x)u(x) + f^{\alpha \beta(i)}(x) \right),$$
and for any \( x \in G \) there exists \( \beta(i) \) with the least \( i = i(x) \) for which

\[
H^\alpha[u](x) \geq L^\alpha(\beta(i(x)))u(x) + f^\alpha(\beta(i(x)))(x) - m^{-1}.
\]

As is easy to see, \( i(x) \) is a Borel function and such is \( \beta(i(x)) \) as well. For \( x \not\in G \) set \( \beta(x) = \beta_0 \), where \( \beta_0 \) is any element of \( B \). Then we get a function we need and the lemma is proved.

**Lemma 4.2.** Take \( u \in W^2_2(G) \) and \( m \in \{1, 2, \ldots\} \). Then there exists a finite family of Borel \( B \)-valued functions \( \{\beta(1), \ldots, \beta(n_m)\} \) on \( \mathbb{R}^d \) and a Borel \( B \)-valued function \( \beta(\alpha, x) \) on \( A \times \mathbb{R}^d \) such that

(i) \( \beta(\alpha, \cdot) \in \{\beta(1), \ldots, \beta(n_m)\} \) for any \( \alpha \in A \);

(ii) for

\[
h^\alpha = L^\alpha(\beta(\cdot))u + f^\alpha(\beta(\cdot)) - H[u]
\]

we have

\[
\| \sup_{\alpha \in A} h^\alpha \|_{L_d(G)} \leq m^{-1}.
\]

Proof. Again choose \( u, Du, \) and \( D^2 u \) so that they are Borel functions and take \( \{\alpha(1), \ldots, \alpha(n_\varepsilon)\} \) from Assumption 2.2 for \( \varepsilon = 1/m \). Then let \( \beta(i, x) \) be functions found from Lemma 4.1 corresponding to \( \alpha(i), i = 1, \ldots, n_\varepsilon \). Define \( i(\alpha) \) to be the first \( i \) for which (2.2) holds. Finally, set

\[
\beta(\alpha, x) = \beta(i(\alpha), x).
\]

By Assumption 2.2, for any \( \alpha \in A, \beta \in B, \) and \( x \in G, \)

\[
L^\alpha(\beta(x))u(x) + f^\alpha(\beta(x)) \leq L^\alpha(i(\alpha))\beta(x) + f^\alpha(i(\alpha))\beta(x)
\]

\[
+ m^{-1}N(1 + |u(x)| + |Du(x)| + |D^2 u(x)|),
\]

where and below the constants denoted by \( N \) depend only on \( d \). By plugging in \( \beta = \beta(\alpha, x) = \beta(i(\alpha), x) \) we find that, for any \( \alpha \in A \) and \( x \in G \)

\[
h^\alpha(x) \leq H^\alpha[u](x) - H[u](x) + m^{-1}N(1 + |u(x)| + |Du(x)| + |D^2 u(x)|)
\]

\[
\leq m^{-1}N(1 + |u(x)| + |Du(x)| + |D^2 u(x)|),
\]

where the last inequality is due to \( H^\alpha[u] \leq H[u] \). This yields (4.3) with \( m^{-1} \) on the right multiplied by \( N \) times the \( L_d(G) \)-norm of \( 1 + |u| + |Du| + |D^2 u| \). Obviously, this is enough and the lemma is proved.

Set

\[
P[u](x) = \sup_{\alpha \in \mathcal{S}_d} a_{ij}D_{ij}u(x).
\]

By Theorem 14.1.6 of [9] for each \( K \) the equation

\[
\max(H[u_K], P[u_K] - K) = 0
\]

in \( G \) (a.e.) with boundary condition \( u_K = g \in C^2 \) has a solution \( u_K \in W^2_p(G) \) for any \( p > 1 \). By following the arguments in Section 7 of [8], we conclude that the \( u_K \)'s admit a representation as the value functions in the corresponding stochastic games and by Theorem 7.1 of [8] we have \( u_K \downarrow v \) uniformly on \( G \) as \( K \to \infty \). Observe that (a.e.) in \( G \)

\[
H[u_K] \leq 0.
\]

(4.4)
Next, fix $K > 0$ and $m \in \{1, 2, \ldots\}$. Below we introduce some objects which may change as we change $K$ and $m$, but we still do not exhibit their dependence on $K, m$ for simplicity of notation and because $K, m$ are fixed for now.

Let $\{\beta(1), \ldots, \beta(n)\}$ and $\beta(\alpha, x)$ be the family of functions $\beta(i)$ and function $\beta(\alpha, x)$ from Lemma 4.2 with $u_K$ in place of $u$. Observe that by construction and (4.4)

$$\sup_{\alpha \in A} \left( L^\alpha \beta(\alpha, \cdot) u_K + f^\alpha \beta(\alpha, \cdot) \right) \leq h,$$

(4.5)

where $h \geq 0$ is such that $\|h\|_{L_d(G)} \leq 1/m$.

Use this $\beta(\alpha, x)$ in (2.3) and (2.4) to define $y_t = y_t^\alpha x(\rho), \beta(t, \alpha, x) = \beta(t, y_t^\alpha x(\rho)),$ and $x_t = x_t^\alpha \beta(t, \alpha, x)x$. First, we want to prove that $x_t$ and $y_t$ are close when $\rho$ is sufficiently small. This will be based in part on the fact that the couple $(y_t, x_t)$ is a solution of the system

$$dx_t = \sigma(\alpha_t, \beta(\alpha_t, y_t), x_t) dw_t + b(\alpha_t, \beta(\alpha_t, y_t), x_t) dt,$$

$$dy_t = \sigma(\rho) (\alpha_t, y_t, x_t) dw_t + b(\rho) (\alpha_t, y_t, x_t) dt.$$

(4.6)

An important and easy consequence of Assumption 2.3 is that

$$\sigma(\rho)(\alpha, y)(\sigma(\rho)(\alpha, y))^* \geq \nu^2(\delta_{ij}),$$

for all $\rho, \alpha, y$.

**Lemma 4.3.** For any vector-valued $h = h(\alpha, \beta, x)$ define

$$I^h_\rho(\hat{\alpha}, \alpha, y) := |h(\hat{\alpha}, \beta(\alpha, y), y) - \int_{\mathbb{R}^d} h(\hat{\alpha}, \beta(\alpha, y + \rho z), y + \rho z) \zeta(z) dz|^2.$$

Then for any $\varepsilon > 0$ there exist $\rho_0 > 0$ and a function $\Delta^h_\rho(y)$ such that, for all $\rho \in (0, \rho_0], \hat{\alpha}, \alpha \in A, y \in G$, and $h = \sigma, b, c, f$ we have

$$I^h_\rho(\hat{\alpha}, \alpha, y) \leq \Delta^h_\rho(y), \quad \|\Delta^h_\rho\|_{L_d(G)} \leq \varepsilon.$$

(4.8)

Proof. According to Assumption 2.2 for any $\varepsilon > 0$ there exists a finite subset $\hat{A}(\varepsilon)$ (independent of $\rho$) of $A$ such that

$$\sup_{\hat{\alpha} \in \hat{A}} I^h_\rho(\hat{\alpha}, \alpha, y) \leq \sup_{\hat{\alpha} \in \hat{A}(\varepsilon)} I^h_\rho(\hat{\alpha}, \alpha, y) + \varepsilon \leq \sum_{\hat{\alpha} \in \hat{A}(\varepsilon)} I^h_\rho(\hat{\alpha}, \alpha, y) + \varepsilon.$$

Take an $\hat{\alpha} \in \hat{A}(\varepsilon)$ and observe that the set

$$S(\hat{\alpha}) := \{h(\hat{\alpha}, \beta(\alpha, \cdot), \cdot); \alpha \in A\}$$

is finite (see Lemma 4.2) and each element of this set is bounded and measurable with respect to $y$. By the Lebesgue theorem

$$I^h_\rho(\hat{\alpha}, \alpha, y) \leq \sum_{g \in S(\hat{\alpha})} |g(y) - \int_{\mathbb{R}^d} g(y + \rho z) \zeta(z) dz|^2 \to 0.$$
as \( \rho \downarrow 0 \) at almost any point \( y \in \mathbb{R}^d \). Hence,
\[
I^h_\rho (\hat{\alpha}, \alpha, y) \leq \sum_{\hat{\alpha} \in A(\epsilon)} \sum_{\alpha \in S(\hat{\alpha})} |g(y) - \int_{\mathbb{R}^d} g(y + \rho z) \zeta(z) \, dz|^2 + \epsilon =: \Delta^h_{\rho, \epsilon}(y) + \epsilon,
\]
where \( \Delta^h_{\rho, \epsilon} \) are bounded uniformly with respect to \( \rho \) and tend to zero as \( \rho \downarrow 0 \) (a.e.) in \( \mathbb{R}^d \), in particular, in \( L_d(G) \) for any \( \epsilon \). As a result, for any \( \hat{\alpha}, \alpha \in A \) and \( y \in G \),
\[
I^h_\rho (\hat{\alpha}, \alpha, y) \leq \Delta^h_{\rho, \epsilon}(y) + \epsilon,
\]
where for all sufficiently small \( \rho \)
\[
\|\Delta^h_{\rho, \epsilon} + \epsilon\|_{L_d(G)} \leq 2\epsilon N(d) \text{diam}(G).
\]
This is, certainly, enough and the lemma is proved.

**Lemma 4.4.** Introduce \( \theta = \theta^\alpha, \beta^\alpha(\alpha, x)x(\rho) \) as the minimum of the first exit times of \( x_t^\alpha, \beta^\alpha(\alpha, x)x \) and of \( y_t^\alpha, x(\rho) \) from \( G \). Then
\[
\sup_{\alpha \in A} E_x^{\alpha, \beta^\alpha(\alpha, x)x} \sup_{t \leq \theta(\rho)} |x_t - y_t(\rho)|^2 \to 0 \tag{4.9}
\]
as \( \rho \downarrow 0 \) uniformly with respect to \( x \in G \).

Proof. By Corollary 3.4 and Lemma 4.3, for any \( \epsilon, T > 0 \) the left-hand side of (4.9) is less than \( N e^{NT \epsilon} + N/T \), where \( N \) is independent of \( \rho, \epsilon, T \), for all small enough \( \rho \) and so is its \( \text{lim sup} \) as \( \rho \downarrow 0 \). Sending first \( \epsilon \downarrow 0 \) and then \( T \to \infty \) yields the desired result. The lemma is proved.

**Corollary 4.5.** For \( h = \sigma, b, c, f \) we have
\[
\sup_{\alpha \in A} E_x^{\alpha, \beta^\alpha(\alpha, x)x} \int_0^\theta |h(\alpha_t, \beta(\alpha_t, y_t(\rho), x_t) - h^\alpha(\alpha_t, y_t(\rho), y_t(\rho))| \, dt \to 0 \tag{4.10}
\]
as \( \rho \downarrow 0 \) uniformly with respect to \( x \in G \), where \( h^\alpha(\alpha, y, x) \) is introduced according to (2.3).

Indeed, since \( h \) is continuous in \( x \) uniformly with respect to \( (\alpha, \beta) \), one can replace \( x_t \) in (4.10) with \( y_t(\rho) \) only incurring the error
\[
\sup_{\alpha \in A} E_x^{\alpha, \beta^\alpha(\alpha, x)x} \theta w\left( \sup_{t \leq \theta(\rho)} |x_t - y_t(\rho)| \right)
\]
\[
\leq \left( \sup_{\alpha \in A} E_x^{\alpha, \beta^\alpha(\alpha, x)x} \theta^2 \right)^{1/2} \left( \sup_{\alpha \in A} E_x^{\alpha, \beta^\alpha(\alpha, x)x} w^2 \left( \sup_{t \leq \theta(\rho)} |x_t - y_t(\rho)| \right) \right)^{1/2}, \tag{4.11}
\]
where \( w(r), r \geq 0 \), is a bounded continuous function, \( w(0) = 0 \). By Lemmas 3.1 and 4.4 this error tends to zero as \( \rho \downarrow 0 \) uniformly with respect to \( x \in G \). Due to Theorem 2.2.2 of [4] and Lemma 4.3, what remains after the above mentioned replacement is less than a constant independent of \( \rho \) times the \( L_d \)-norm of \( \Delta^h_{\rho} \), which also tends to zero as \( \rho \downarrow 0 \) uniformly with respect to \( x \in G \).
**Theorem 4.6.** For any \( x \in G, \rho, \gamma, \kappa > 0 \) we have

\[
\begin{align*}
  u_K(x) &\geq \sup_{\alpha \in \mathfrak{A}} E_x^\alpha \beta^\alpha(x, x) \left[ \int_0^\tau f(x_t) e^{-\phi_t} dt + g(x_\tau) e^{-\phi_\tau} \right] \\
  &- \mu(\rho)(1 + \gamma + \kappa^{−2}) - N_1(\gamma) - N_2(\kappa) - Nm^{-1},
\end{align*}
\]

where \( N_1(\gamma) \) is independent of \( \rho, \kappa, N_1(\gamma) \to 0 \) as \( \gamma \to \infty \), \( N_2(\kappa) \) is independent of \( \rho, N_2(\kappa) \to 0 \) as \( \kappa \downarrow 0 \), \( N \) depends only on \( d, \delta, K_0 \), and the diameter of \( G, \mu(\rho) \) is independent of \( \gamma, \kappa \) and \( \mu(\rho) \to 0 \) as \( \rho \downarrow 0 \).

Proof. For simplicity of notation we drop the argument \( \rho \) of \( \theta \) and \( y_t \).

Take \( \alpha \in \mathfrak{A} \) and observe that in the notation from Lemma 4.4 by Itô’s formula

\[
E_x^\alpha \beta^\alpha(x, x) u_K(x_\theta) e^{-\phi_\theta} = u_K(x)
\]

\[
+ E_x^\alpha \beta^\alpha(x, x) \int_0^\theta [a_{ij}(\alpha_t, \beta(\alpha_t, y_t), x_t) D_{ij} u_K(x_t) + b_i(\alpha_t, \beta(\alpha_t, y_t), x_t) D_i u_K(x_t) - c_i(\alpha_t, \beta(\alpha_t, y_t), x_t) u_K(x_t)] e^{-\phi_t} dt,
\]

where, dropping obvious values of indices,

\[
\phi_t = \int_0^t c(\alpha_s, \beta(\alpha_s, y_s), x_s) ds.
\]

By Lemma 3.5 with \( h = u_K, Du_K, D^2 u_K \), for any \( \kappa, \gamma > 0 \), the last term in (4.13) is less than

\[
E_x^\alpha \int_0^\theta [a_{ij}(\alpha_t, \beta(\alpha_t, y_t), y_t) D_{ij} u_K(y_t) + b_i(\alpha_t, \beta(\alpha_t, y_t), y_t) D_i u_K(y_t) - c_i(\alpha_t, \beta(\alpha_t, y_t), y_t) u_K(y_t)] e^{-\phi_t} dt + \gamma I^h(\alpha, \rho, x) + I^b(\alpha, \rho, x) + I^c(\alpha, \rho, x)
\]

\[
+ N_1(\gamma) + N_2(\kappa) + N_3 \kappa^{-2} \left( E_x^\alpha \beta^\alpha(x, x) \sup_{t \leq \theta} |x_t - y_t|^2 \right)^{1/2},
\]

where \( N_1, N_2, N_3 \) are independent of \( \alpha, \rho, x \), \( N_1(\gamma) \to 0 \) as \( \gamma \to \infty \), \( N_2(\kappa) \to 0 \) as \( \kappa \downarrow 0 \), and we use the notation

\[
I^h(\alpha, \rho, x) = E_x^\alpha \beta^\alpha(x, x) \int_0^\theta |h(\alpha_t, \beta(\alpha_t, y_t), x_t) - h(\alpha_t, \beta(\alpha_t, y_t), y_t)| dt.
\]

By Corollary 4.5 the factor of \( \gamma \) in (4.14) is dominated by \( \mu(\rho) \) for an appropriate function \( \mu(\rho) \) which tends to zero as \( \rho \downarrow 0 \). The last term in (4.14) is dominated by \( \mu(\rho)\kappa^{-2} \).

After that taking into account (4.5) and Theorem 2.2.2 of [4] we see that

\[
E_x^\alpha \beta^\alpha(x, x) u_K(x_\theta) e^{-\phi_\theta} \leq u_K(x) + \mu(\rho)(\gamma + \kappa^{-2}) + N_1(\gamma) + N_2(\kappa)
\]

\[
- E_x^\alpha \beta^\alpha(x, x) \int_0^\theta f(\alpha_t, \beta(\alpha_t, y_t), y_t) e^{-\phi_t} dt + Nm^{-1},
\]

(4.15)
where $N$ depend only on $d, \nu, K_0$ and the diameter of $G$. We can replace the last $y_t$ in the integrand in (4.15) by $x_t$ incurring as in Corollary 4.5 another error term like $\mu(\rho)$ which goes to zero as $\rho \downarrow 0$. By adding to this that
\[
E^\alpha_x \beta^\nu(\alpha, x) g(x_\tau) e^{-\phi_\tau} = E^\alpha_x \beta^\nu(\alpha, x) u_K(x_\tau) e^{-\phi_\tau}
\]
\[
\leq E^\alpha_x \beta^\nu(\alpha, x) u_K(x_\theta) e^{-\phi_\theta} + \sup_G |Du_K| E^\alpha_x \beta^\nu(\alpha, x) |x_\tau - x_\theta|
\]
\[
+ \sup_G |u_K| E^\alpha_x \beta^\nu(\alpha, x) (\tau - \theta) \leq E^\alpha_x \beta^\nu(\alpha, x) u_K(x_\theta) e^{-\phi_\theta}
\]
\[
+N_4 E^\alpha_x \beta^\nu(\alpha, x) ((\tau - \theta)^1/2 + \tau - \theta),
\]
where $N_4$ depends only on $u_K$, $d$, and $K_0$, we see that to prove (4.12) it suffices now to show that
\[
\chi(\rho) := \sup_{\alpha \in \mathfrak{A}} E^\alpha_x \beta^\nu(\alpha, x) \int_0^\tau dt \rightarrow 0
\]
as $\rho \downarrow 0$ uniformly with respect to $x$. By Lemma 3.2 and Itô’s formula we have
\[
\chi(\rho) \leq E^\alpha_x \beta^\nu(\alpha, x) \left[ \Phi(x_\theta) - \Phi(x_\tau) \right] = E^\alpha_x \beta^\nu(\alpha, x) \left[ \Phi(x_\theta) - \Phi(y_\theta) \right] I_{\theta < \tau}
\]
and it only remains to use Lemma 4.4 once more. The theorem is proved.

**Proof of Theorem 2.1.** First choose and fix $K$ and $m$ so that $|v - u_K| \leq \varepsilon/4$ and $Nm^{-1} \leq \varepsilon/4$, where $N$ is taken from Theorem 4.6. Then find and fix $\kappa$ and $\gamma$ from $N_1(\gamma) + N_2(\kappa) \leq \varepsilon/4$. Finally find $\rho$ such that
\[
\mu(\rho)(1 + \gamma + \kappa^{-2}) \leq \varepsilon/4.
\]
Then (4.12) will become (2.14).

The last statement of the theorem follows by construction of $\beta^\nu(\alpha, x)$. The theorem is proved.

**Remark 4.1.** An important particular case of Theorem 2.1 is when $\sigma, b, c, f$ are independent of $\alpha$, so that we are actually dealing with a controlled diffusion process. Also, clearly, similar statements to Theorem 2.1 hold true if we exchange the roles of $\alpha$ and $\beta$ and consider the stochastic differential game corresponding to
\[
H[u](x) = \inf_{\beta \in B} \sup_{\alpha \in A} \left[ L^{\alpha \beta} u(x) + f^{\alpha \beta}(x) \right],
\]
in place of (4.1). Of course, one should then replace Assumption 2.2 with a similar one about $B$. To reduce this game to the one we are treating, it suffices just to rename $A$ and $B$ and take $-u$, $-g$ and $-f$ in place of $u$, $g$, and $f$, respectively.

**Proof of Theorem 2.2.** Fix $\nu > 0$ and replace (1.1) with
\[
x_t = x + \int_0^t \sigma^{\alpha \beta}(x_s) d w_s + \nu \hat{w}_t + \int_0^t b^{\alpha \beta}(x_s) ds.
\]
The solution of this equation is denoted by \( x_t^\alpha,\beta_x(\nu) \) and by \( \tau^\alpha,\beta_x(\nu) \) we denote its first exit time from \( G \). We take the same \( c, f, g \) and define \( v(x, \nu) \) by (2.1) where we replace \( x_t, \tau, \) and \( \phi_t \) with \( x_t(\nu), \tau(\nu), \) and

\[
\phi_t(\nu) = \int_0^t e^{\alpha s,\beta_x(x_s(\nu))} ds,
\]

respectively. Obviously to thus obtained new stochastic differential game we can apply Theorem 2.1 and conclude that for any \( \varepsilon > 0 \) there exists \( \beta(\alpha, x) \), with the properties described in Theorem 2.1 and \( \rho_0 > 0 \) such that if for \( \rho \in (0, \rho_0] \), \( x \in G \), and \( \alpha \in \mathfrak{A} \) we define the process \( y_t = y_t^{\alpha,\beta}(\rho) \) as a solution of

\[
dy_t = \sigma^{(\rho)}(\alpha_t, y_t, y_t) dw_t + \nu \dot{w}_t + b^{(\rho)}(\alpha_t, y_t, y_t) dt, \quad t \geq 0, \quad y_0 = x, \quad (4.16)
\]

then

\[
\sup_{\alpha \in \mathfrak{A}} E_x^{\alpha,\beta(\alpha, \cdot, x)} \left[ \int_0^{\tau(\nu)} f(x_t(\nu)) e^{-\phi_t(\nu)} dt + g(x_{\tau(\nu)}(\nu)) e^{-\phi_{\tau(\nu)}(\nu)} \right] \leq v(x, \nu) + \varepsilon. \quad (4.17)
\]

It follows that to prove the theorem it suffices to show that

\[
- E_x^{\alpha,\beta} \left[ \int_0^{\tau(\nu)} f(x_t(\nu)) e^{-\phi_t(\nu)} dt + g(x_{\tau(\nu)}(\nu)) e^{-\phi_{\tau(\nu)}(\nu)} \right] \to 0 \quad (4.18)
\]
as \( \nu \downarrow 0 \) uniformly with respect to \( \alpha \in \mathfrak{A}, \beta \in \mathfrak{B}, \) and \( x \in G \).

First observe (although this is an overkill) that Lemma 3.3 is applicable here when \( \sigma^{(\cdot)} \)'s are independent of the first space variable. Then Corollary 3.4 is also applicable which as in Lemma 4.4 leads to the conclusion that

\[
E_x^{\alpha,\beta} \sup_{t \leq \theta(\nu)} |x_t - x_t(\nu)|^2 \to 0 \quad (4.19)
\]
as \( \nu \downarrow 0 \) uniformly with respect to \( \alpha \in \mathfrak{A}, \beta \in \mathfrak{B}, \) and \( x \in G \), where \( \theta(\nu) \) is the minimum of exit times of \( x_t \) and \( x_t(\nu) \) from \( G \).

Next, while proving (4.18) first assume that \( g \equiv 0 \). Observe that, owing to (4.19), the argument at the end of the proof of Theorem 4.6 shows that it suffices to prove the version of (4.18) when both \( \tau \) and \( \tau(\nu) \) are replaced with \( \theta(\nu) \) (assuming \( g \equiv 0 \)).

Then notice that in light of the continuity of \( f \) in \( x \) uniform with respect to \( (\alpha, \beta) \) (cf. also (4.11))

\[
E_x^{\alpha,\beta} \int_0^{\theta(\nu)} |f(x_t) - f(x_t(\nu))| e^{-\phi_t} dt \leq E_x^{\alpha,\beta} \int_0^{\theta(\nu)} |f(x_t) - f(x_t(\nu))| dt \to 0
\]
as \( \nu \downarrow 0 \) uniformly with respect to \( \alpha \in \mathfrak{A}, \beta \in \mathfrak{B}, \) and \( x \in G \).

Also

\[
I_x^{\alpha,\beta} := E_x^{\alpha,\beta} \int_0^{\theta(\nu)} |f(x_t(\nu))| e^{-\phi_t} - e^{-\phi(\nu)} | dt
\]
respect to $\alpha$.

By Corollary 4.5 the last expression tends to zero as $\rho \to 0$.

Theorem 4.6 shows that it suffices to prove the version of (2.7) when both

$$
\frac{\alpha}{e^{\tau}}
$$

from Lemma 4.4 and note that the argument at the end of the proof of

proof of Theorem 2.2. First we assume that

$$
\int_{0}^{t} |c(x_{s}) - c(x_{s}(\nu))| ds dt
$$

by Itô’s formula we have

$$
\int_{0}^{t} \left| c(x_{s}) - c(x_{s}(\nu)) \right| ds dt
\leq K_{0} \int_{0}^{\theta(\nu)} \left[ J_{x}^{\alpha, \beta}(\nu) \right]^{1/2} \left[ J_{x}^{\alpha, \beta} \right]^{1/2},
$$

where

$$
J_{x}^{\alpha, \beta} = \int_{0}^{\theta(\nu)} \left| c(x_{s}) - c(x_{s}(\nu)) \right|^{2} ds \leq 2K_{0} \int_{0}^{\theta(\nu)} \left| c(x_{s}) - c(x_{s}(\nu)) \right| ds.
$$

One sees easily as above that $J_{x}^{\alpha, \beta}$ tends to zero as $\nu \downarrow 0$ uniformly with respect to $\alpha \in \mathcal{A}, \beta \in \mathcal{B}$, and $x \in G$.

It remains to deal with the terms containing $g$ in (4.18). Since $g \in C^{2}(\bar{G})$, by Itô’s formula we have

$$
E_{x}^{\alpha, \beta} f(x_{\tau}) e^{-\phi_{\tau}} = g(x)
$$

$$
+ E_{x}^{\alpha, \beta} \int_{0}^{\tau} \left[ a_{ij}(x_{t}) D_{ij} g(x_{t}) + b_{i}(x_{t}) D_{i} g(x_{t}) - c(x_{t}) g(x_{t}) \right] e^{-\phi_{t}} dt,
$$

$$
E_{x}^{\alpha, \beta} g(x_{\tau(\nu)}) e^{-\phi_{\tau(\nu)}} = g(x) + (1/2) \nu^{2} E_{x}^{\alpha, \beta} \int_{0}^{\tau(\nu)} \Delta g(x_{t}(\nu)) e^{-\phi_{t}} dt
$$

$$
+ E_{x}^{\alpha, \beta} \int_{0}^{\tau(\nu)} \left[ a_{ij}(x_{t}(\nu)) D_{ij} g(x_{t}(\nu)) + b_{i}(x_{t}(\nu)) D_{i} g(x_{t}(\nu)) \right]
$$

$$
-c(x_{t}(\nu)) g(x_{t}(\nu)) \right] e^{-\phi_{t}} dt.
$$

The second term on the right in (4.21) clearly goes to zero as $\nu \downarrow 0$ uniformly with respect to $\alpha \in \mathcal{A}, \beta \in \mathcal{B}$, and $x \in G$. The difference of the remaining ones in (4.20) and (4.21) is shown to do the same by the first part of the proof. The theorem is proved.

Proof of Lemma 2.3. This proof if very similar to the second part of the proof of Theorem 2.2. First we assume that $g \equiv 0$. Take $\theta = \theta^{\alpha, \beta}(\alpha, x)(\rho)$ from Lemma 4.4 and note that the argument at the end of the proof of Theorem 4.6 shows that it suffices to prove the version of (2.7) when both $\tau$ and $\tau(\rho)$ are replaced with $\theta(\rho)$ (assuming $g \equiv 0$).

Next, observe that

$$
E_{x}^{\alpha, \beta} f^{(\rho)}(\alpha, x, y) \int_{0}^{\theta(\rho)} |f(x_{t}) - f^{(\rho)}(x_{t}, y_{t}(\rho))| e^{-\phi_{t}} dt
$$

$$
\leq E_{x}^{\alpha, \beta} f^{(\rho)}(\alpha, x, y) \int_{0}^{\theta(\rho)} |f^{(\rho)}(x_{t}, y_{t}(\rho)) + f^{(\rho)}(x_{t}, y_{t}(\rho), y_{t}(\rho))| dt. (4.22)
$$

By Corollary 4.5 the last expression tends to zero as $\rho \downarrow 0$ uniformly with respect to $\alpha \in \mathcal{A}$ and $x \in G$.

Also as in the above proof

$$
I_{x}^{\alpha, \beta}(\alpha, x) := E_{x}^{\alpha, \beta} f^{(\rho)}(\alpha, x) \int_{0}^{\theta(\rho)} |f^{(\rho)}(x_{t}, y_{t}(\rho))| e^{-\phi_{t}} - e^{\phi_{t}} dt
$$
\[
\leq K_0 \left[ E_x^\alpha \beta^{(\rho)}(\alpha,x) \theta^3(\rho) \right]^{1/2} \left[ J_x^\alpha \beta^{(\rho)}(\alpha,x) \right]^{1/2},
\]

where \( J_x^\alpha \beta^{(\rho)}(\alpha,x) \) stands for
\[
E_x^\alpha \beta^{(\rho)}(\alpha,x) \int_0^{\theta(\rho)} |c(\alpha_s,\beta(\alpha_s,y_s(\rho)),x_s) - c(\rho)(\alpha_s,y_s)|^2 ds
\]
\[
\leq 2K_0 E_x^\alpha \beta^{(\rho)}(\alpha,x) \int_0^{\theta(\rho)} |c(\alpha_s,\beta(\alpha_s,y_s(\rho)),x_s) - c(\rho)(\alpha_s,y_s)| ds.
\]

Lemma 3.1 and Corollary 4.5 convince us that \( T_{\alpha} = \beta^{(\rho)}(\alpha,x) \to 0 \) as \( \rho \downarrow 0 \) uniformly with respect to \( \alpha \in A \) and \( x \in G \).

It remains to deal with the terms containing \( g \) in (2.7). Again by using Itô’s formula we write
\[
E_x^\alpha \beta^{(\rho)}(\alpha,x) g(x) e^{-\phi_t} = g(x) + E_x^\alpha \beta^{(\rho)}(\alpha,x) \int_0^t \left[ a_{ij}(x_t) D_{ij} g(x_t) + b_i(x_t) D_i g(x_t) - c(x_t) g(x_t) \right] e^{-\phi_t} dt.
\]

Similarly we transform the term with \( g \) involving \( \tau(\rho) \) and then we reduce the problem to estimating the terms like the ones we started with. The lemma is proved.

5. A PARTICULAR CASE WHERE \( A \) IS A SINGLETON

Here we assume that \( A \) is a singleton and will not write \( \alpha \) and \( \alpha \) in our notation. In particular, now we are dealing with a controlled diffusion process given as a solution of the equation
\[
dy_t = \sigma(\beta_t, y_t) dw_t + b(\beta_t, y_t) dt, \quad t \geq 0, \quad y_0 = x.
\]

Its solution is denoted by \( y^\beta_t \). Our goal is to minimize
\[
E_x^\beta \left[ \int_0^T f(y_t) e^{-\phi_t} dt + g(y_t) e^{-\phi_t} \right]
\]
over \( \beta \in B \), where (according to our standard notation) \( \tau^\beta_t \) is the first exit time of \( y^\beta_t \) from \( G \), \( f(y_t) = f(\beta_t, y^\beta_t) \),
\[
\phi^\beta_t = \int_0^t c(\beta_s, y^\beta_s) ds.
\]

In this case Theorem 2.1 becomes the following.

**Theorem 5.1.** Under the assumptions of Theorem 2.1 for any \( \varepsilon > 0 \) there exist a Borel measurable \( B \)-valued function \( \beta(x) \) on \( \mathbb{R}^d \) and \( \rho_0 > 0 \) such that, if for \( \rho \in (0, \rho_0) \), we define
\[
\sigma^{(\rho)}(z, y) = \int_{\mathbb{R}^d} \sigma(\beta(z + \rho \xi), y + \rho \xi) \zeta(z) d\xi,
\]
introduce \( b^{(\rho)}(z, y) \) similarly, and for \( x \in G \) define the process \( z_t = z^\rho_t \) by
\[
dz_t = \sigma^{(\rho)}(z_t, z_t) dw_t + b^{(\rho)}(z_t, z_t) dt, \quad t \geq 0, \quad z_0 = x, \quad (5.3)
\]
and set \( \beta_t^\rho(x) = \beta(z_t^\rho(\rho)) \), then
\[
\inf_{\beta \in \mathcal{B}} E_{x}^\beta \left[ \int_{0}^{T} f(y_t)e^{-\phi_t} dt + g(y_T)e^{-\phi_T} \right] \\
\geq E_{x}^{\beta^\rho(x)} \left[ \int_{0}^{T} f(y_t)e^{-\phi_t} dt + g(y_T)e^{-\phi_T} \right] - \varepsilon. \tag{5.4}
\]

Here is a version of Theorem 2.2

**Theorem 5.2.** In Theorem 5.1 drop Assumption 2.3 but suppose that on \((\Omega, \mathcal{F}, P)\) there is a Wiener process \((\hat{w}_t, \mathcal{F}_t), t \geq 0\), independent of \(w_t\). Then for any \(\varepsilon > 0\) there exists a constant \(\nu > 0\) such that all assertions of Theorem 2.1 hold true if we add to the right-hand side of (5.3) the term \(\nu d\hat{w}_t\).

**Remark 5.1.** In Section 6 we are going to maximize (5.2) instead of minimizing it. One problem is reduced to another just by changing signs of \(f\) and \(g\). Also it is worth noting that in Section 6 the parameter used in maximization is called \(\alpha\) instead of \(\beta\).

6. **Adjoint \(\varepsilon\)-optimal Markov policies for \(\alpha\)**

Take \(\varepsilon > 0, \rho > 0, \beta(\alpha, x)\) from Theorem 2.1 use the notation (2.3) and, for \(\alpha \in \mathfrak{A}\) and \(x \in \mathbb{R}^d\), defined the controlled diffusion process \(y_t(\rho) = y_t^\alpha_{\tau(\rho)}\) by
\[
dy_t = \sigma(\rho)(\alpha_t, y_t) dw_t + b(\rho)(\alpha_t, y_t) dt, \quad t \geq 0, \quad y_0 = x, \tag{6.1}
\]
with the reward function
\[
E_{x}^{\alpha} \left[ \int_{0}^{\tau(\rho)} f(y_t(\rho))e^{-\phi_t(\rho)} dt + g(y_{\tau(\rho)}(\rho))e^{-\phi_{\tau(\rho)}(\rho)} \right]. \tag{6.2}
\]
We are going to maximize (6.2) treating \(\alpha\) here as \(\beta\) in Section 5 and adjusting the maximization problem to the one of minimization.

However, there is a formal objection to overcome before we can translate the results of Section 5 to our situation. Namely, in Section 5, the functions \(\sigma, b, c, f\) as inherited from taking \(A\) as a singleton were assumed to be continuous with respect to \(\beta\). Therefore, here we need our \(\sigma(\rho), b(\rho), c(\rho), f(\rho)\) to be continuous with respect to \(\alpha\) and they may fail to be such because, even if \(h\) in (2.3) is continuous in the first argument \(\alpha\) uniformly with respect to \(\beta\), \(\beta(\alpha, y + \rho z)\) can be discontinuous as a function of \(\alpha\). Indeed, for different \(\alpha\), \(\beta(\alpha, x)\) can be very different functions of \(x\). However, in light of the second statement in Theorem 2.1 to make \(\beta(\alpha, x)\) continuous with respect to \(\alpha\) it suffices just to change the distance function in \(A\) keeping it the same as \(\alpha_1, \alpha_2\) belong to the same \(A_i\) and defining it as 1 otherwise. By the way, this change in no way affects the set of policies of \(\alpha\) and only allows us to formally apply the results of Section 5.

According to Theorem 5.1 for any \(\varepsilon > 0\) there exist a Borel measurable \(A\)-valued function \(\alpha^\varepsilon(z)\) on \(\mathbb{R}^d\) and a Lipschitz continuous functions \(\hat{\sigma}(z)\) and
the function $\beta$ of $\varepsilon$.

Our goal is to prove that if $K \in G$ and $\rho$ is large enough, then the above $(\text{6.4})$ implies that $(\text{2.9})$ holds with $3\varepsilon$ in place of $\varepsilon$. This proves part (a) of Theorem 2.4. The proof of part (b) is quite similar and the theorem is proved.

7. PROOF OF THEOREM 2.5

If in Theorem 14.1.6 of [9] we replace $H[u]$ and $P[u]$ by $-H[-u]$ and $-P[-u]$, then we will see that for any $K > 0$ the equation
\[
\min(\text{H}[u_K], -P[-u_{-K}] + K) = 0
\]
in $G$ (a.e.) with boundary condition $u_K = g \in C^2$ has a solution $u_{-K} \in W^2_p(G)$ for any $p > 1$. By following the arguments in Section 7 of [8], we conclude that $u_{-K} \uparrow v$ uniformly on $G$ as $K \to \infty$. Observe that (a.e.) in $G$
\[
\text{H}[u_{-K}] \geq 0.
\]

Fix $K > 0$ and $m \in \{1, 2, \ldots\}$. In the same way in which we found above the function $\beta(x)$ we find a Borel $A$-valued function $\alpha(x)$ such that in $G$
\[
\inf_{\beta \in B} [L^{\alpha(x)\beta} u_{-K} + f^{\alpha(x)\beta}] \geq -1/m.
\]

Our goal is to prove that if $K$ and $m$ are large enough and $\rho$ is small enough, then the above $\alpha(x)$ is the one we are talking about in Theorem 2.5.

Take $y^\beta_{-K}(\rho)$ and $x_{-K}(\beta, x) = \alpha(y^\beta_{-K}(\rho))$ from the statement of the theorem. Introduce $\theta = \theta^{\alpha(x)\beta} x(\rho)$ as the minimum of the first exit times of $x_t^{\alpha(x)\beta} \uparrow \beta_x(\rho)$ and of $y^\beta_{-K}(\rho)$ from $G$. Then in the same way in which we arrived at Lemma 4.4 we obtain that
\[
\sup_{\beta \in B} E^{\alpha(x)\beta} x_t \sup_{t \leq \theta(\rho)} |x_t - y_t(\rho)|^2 \to 0
\]
as $\rho \downarrow 0$ uniformly with respect to $x \in G$.

Then following closely the argument in Section 4 we get an analog of Theorem 4.6 that for any $x \in G$, $\rho, \gamma, \kappa > 0$ we have
\[
\begin{align*}
\hat{b}(z) & \quad \text{on } \mathbb{R}^d \text{ with values in the set of } d \times d_1\text{-matrices and in } \mathbb{R}^d, \text{ respectively, such that, if for } x \in G \text{ we define the process } z_t^x \text{ by } \\
& \quad dz_t = \hat{\sigma}(z_t) dw_t + \hat{b}(z_t) dt, \quad t \geq 0, \quad z_0 = x, \quad (6.3) \\
\end{align*}
\]
and set $\alpha_t^{\hat{\beta}, x}(\xi) = \alpha^{\hat{\beta}}(z_t^x)$, then
\[
\sup_{\alpha \in \mathbb{A}} \mathbb{E}^{\alpha} \left[ \int_0^{\tau(\rho)} f(y_t(\rho)) e^{-\phi_t(\rho)} dt + g(y_{\tau(\rho)}(\rho)) e^{-\phi_{\tau(\rho)}(\rho)} \right] \\
\leq \mathbb{E}^{\alpha^{\hat{\beta}} x} \left[ \int_0^{\tau(\rho)} f(y_t(\rho)) e^{-\phi_t(\rho)} dt + g(y_{\tau(\rho)}(\rho)) e^{-\phi_{\tau(\rho)}(\rho)} \right] + \varepsilon. \quad (6.4)
\]

Finally, due to Lemma 2.3, $(6.4)$ implies that $(2.9)$ holds with $3\varepsilon$ in place of $\varepsilon$. This proves part (a) of Theorem 2.4. The proof of part (b) is quite similar and the theorem is proved.
where $N_1(\gamma)$ is independent of $\rho, \kappa$, $N_1(\gamma) \to 0$ as $\gamma \to \infty$, $N_2(\kappa)$ is independent of $\rho$, $N_2(\kappa) \to 0$ as $\kappa \downarrow 0$, $N$ depends only on $d, \delta, K_0$, and the diameter of $G$, $\mu(\rho)$ is independent of $\gamma, \kappa$ and $\mu(\rho) \to 0$ as $\rho \downarrow 0$.

After that the assertion of Theorem 2.5 is obtained by the same short argument as in Section 4 in the proof of Theorem 2.1.
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