Explaining Cross-domain Recognition with Interpretable Deep Classifier

YIHENG ZHANG, TING YAO, ZHAOFAN QIU, and TAO MEI, HiDream.ai Inc., China

The recent advances in deep learning predominantly construct models in their internal representations, and it is opaque to explain the rationale behind and decisions to human users. Such explainability is especially essential for domain adaptation, whose challenges require developing more adaptive models across different domains. In this article, we ask the question: How much does each sample in the source domain contribute to the network’s prediction on the samples from the target domain? To address this, we devise a novel Interpretable Deep Classifier (IDC) that learns the nearest source samples of a target sample as evidence upon which the classifier makes the decision. Technically, IDC maintains a differentiable memory bank for each category, and the memory slot derives a form of key–value pair. The key records the features of discriminative source samples, and the value stores the corresponding properties, e.g., representative scores of the features for describing the category. IDC computes the loss between the output of IDC and the labels of source samples to back-propagate to adjust the representative scores and update the memory banks. Extensive experiments on Office-Home and VisDA-2017 datasets demonstrate that our IDC leads to a more explainable model with almost no accuracy degradation and effectively calibrates classification for optimum reject options. More remarkably, when taking IDC as a prior interpreter, capitalizing on 0.1% source training data selected by IDC still yields superior results than that uses full training set on VisDA-2017 for unsupervised domain adaptation.
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1 INTRODUCTION

One important factor credited for the remarkable developments in computer vision today is the emergence of deep neural networks. Despite having encouraging performances, researchers have begun to see some downsides of deep learning methods, e.g., needing large volumes of big data, computational power, and engineering efforts of human experts. More importantly, these approaches become increasingly opaque to the end users. This decreases the usability of these networks when compared to the real-world deployment of more intelligent and autonomous systems. As such, explainable artificial intelligence (XAI) has been gaining intensive traction recently.
and refers to the techniques to build interpretable systems whose decisions can be understood. Existing methods predominantly explain the deep model’s decisions in the context of in-domain understanding through the use of saliency or attention maps [42, 48, 52, 53, 62]. In this article, we expand the horizons of XAI to a more challenging scenario of cross-domain recognition, particularly in explaining unsupervised domain adaptation, which transfers the knowledge learnt from the source domain with labeled examples to the target domain with only unlabeled data.

In an effort to study the problem, we define the explanations here as the evidence of source examples dominantly upon which a deep classifier makes the prediction of target samples. In practice, we intend to borrow the high explainability of \textit{k-nearest neighbors} (k-NN) to characterize the explanations. Figure 1 conceptually depicts how the decision-making process will behave in an interpretable way. Given a set of labeled source images and unlabeled target images, the distances between each target image and source images are measured in feature space and utilized as the explanations for indicating the contribution of each source image toward recognizing the target image. The classifier then categorizes the unlabeled target image based on the source images that are close to it. This simple yet effective way conveys the rationale behind the decision-making process. Thus, we propose to derive the spirit of distance learning in k-NN and devise an explainable deep classifier maintaining a high level of performance.

To materialize the idea, we present an \textbf{Interpretable Deep Classifier (IDC)} for unsupervised domain adaptation. IDC designs a series of independent memory banks, and each memory bank corresponds to one specific category. The memory slot is in the key–value form. IDC places image features in the key, and the value contains the corresponding properties, e.g., the learnable representative scores of the features for describing the category. Given an input image, we extract the image representations as a query, and IDC reads from the memory bank to measure the similarity between each key and the query. IDC takes the similarity as the weight and computes the weighted average representative score over highly similar keys in the memory bank as the probability score of the input image on this category. The difference between the prediction of IDC and the ground-truth label is evaluated to back-propagate the gradients to update the representative scores in the memory banks. Note that because the images from target domain are unlabeled, the back-propagation only works on source images. IDC then writes the query into the memory or replaces the least frequently accessed memory slot. We integrate our IDC into the widely adopted adversarial learning framework, tailored for unsupervised domain adaptation. In addition to IDC, the fully connected layer guides representation learning on source images in a supervised manner and the domain discriminator encourages the learnt representations to be domain invariant from an adversarial perspective.

In summary, IDC decouples the decision-making process into evidence identification (identifying) and inference w.r.t. the evidence (inferring). For making decisions, IDC reads from each memory bank to identify the highly similar keys, which are considered as evidence or explanations in our context (Figure 2(a)), with respect to the test image from target domain. IDC then utilizes the similarity between the test image and these evidence to weighted average the representative scores of the evidence as the probability of the test image on each category. The test image is finally
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Fig. 2. (a) Identifying the highly similar keys from memory banks by IDC as the evidence or explanations for the prediction. (b) Refusing to make a decision when the confidence scores of the evidence by IDC are low. (c) Taking IDC as a prior interpreter to select discriminative source images with respect to the target domain.

classified by assigning the category with the highest probability in the inference. The evaluations of IDC are carried out on both Office-Home and VisDA-2017 datasets for unsupervised domain adaptation. IDC learns more effective explanations and also maintains a high accuracy. We further validate the explainability of IDC from two aspects. One is to verify IDC on classifying the images in target domain with rejection (Figure 2(b)), where IDC can choose not to make a decision to avoid critical mistakes. The other is to take IDC as a prior interpreter to select the discriminative source images for domain adaptation (Figure 2(c)). The results on VisDA show that learning with very few source data (e.g., 0.1%) selected by IDC outperforms that trains on the full set, which is impressive.

2 RELATED WORKS

Unsupervised Domain adaptation (UDA) is used to alleviate a domain shift between a labeled source domain and an unlabeled target domain. The advances have proceeded mainly along two dimensions: domain discrepancy minimization [4, 30, 33, 34, 46, 66, 68] and adversarial learning [12, 16, 31, 47, 72–74]. The former is to learn transferable representations by minimizing domain discrepancy through Maximum Mean Discrepancy (MMD) [18, 59]. The MMD-based frameworks are further improved in References [30, 32, 33] by residual transfer [30], multi-kernel MMD [32], and joint distributions [33]. Different from these MMD-based approaches, SUDA [71] reduces the discrepancy between domains in the spectral space via a spectrum transformer and multi-view spectral learning scheme. FixBi [36] introduces a fixed ratio-based mixup and augments multiple intermediate domains between the source and target domains to ease the domain adaptation. TPN [39] also belongs to the domain discrepancy–based method. It learns an embedding space and performs classification via a remold of the distances to the prototype of each category. The latter [15, 58] follows the spirit behind Generative Adversarial Networks [17, 37, 44] and learns the domain-invariant features by fooling a discriminator that is to predict the domain of each sample. Recently, contrastive/metric learning and graph convolutions have also been proven effective for unsupervised domain adaptation [8, 23, 38, 50, 61, 64]. For real-world scenarios, the applications of UDA usually encounter challenges like limited computational resources and the absence of data from source/target domains. To speed up the domain adaption and ease the deployment on edge devices, FDA [26] utilized early stopping and amid skipping paradigms to reduce resource consumption by multiple early exit points and wisely skip amid network blocks. For the challenge of agnostic domain divergence, Li et al. [25] augment the domain generalization ability of networks...
from the perspective of adversarial attack and analyze the generalization bound based on domain adaptation theories.

*Explainability* is desired by AI to help the users understand the models’ behaviors and diagnose the failures [2, 10, 14, 19, 51, 65, 67]. Deep models, which contain highly non-linear computation and inexplicable feature representations, are thus the least explainable. In References [11, 57], the researchers attempt to approximate the deep models with rules or linear classifiers, which are more interpretable to humans [55, 56]. Recently, a number of methods [13, 27, 42, 48, 62, 69] improve the explainability of CNN on visual data via saliency maps, which highlight the pixels/regions that are crucial for model prediction. For the white-box models whose architectures and parameters are unconcealed, the gradient maps through back-propagation [48, 69, 70] and the learnable prototypes [1, 7, 28] are utilized to explain the models’ predictions. For black-box models, the outputs of the perturbed images are investigated to convey rationale behind the predictions. The explainability of deep models is developed to further improve model predictions in References [3, 6, 49, 76].

Despite having this progress, the explainability of cross-domain recognition is not fully explored, which is the main theme of this article. The related work of SFIT [21] visualizes the adapted knowledge from the viewpoint of image style translation, and Zunino et al. [77] exploit the saliency-based explainability to improve the capability of domain generalization of deep classification models. Different from References [21, 77], our work focuses on explaining the knowledge transfer for domain adaptation by revealing the contribution of each source sample to the predictions on target domain.

### 3 INTERPRETABLE DEEP CLASSIFIER

The main goal of IDC is to devise a novel classifier for cross-domain recognition whose decisions can be better understood. To achieve this, IDC constructs a memory bank for each category, which stores the features of the discriminative source samples in the key and takes the corresponding representative scores for describing the category as the value. In the inference, IDC reads from the memory bank to measure the similarities between the target sample and the keys. The highly similar keys are then regarded as the evidence, whose similarities are utilized to weighted average representative scores as the prediction of the target sample and also indicate the contribution of source evidence to the target prediction.

#### 3.1 Explainable Decision-making Process

We begin by presenting the definition of an explainable decision-making process. In the traditional in-domain image recognition problem, the classifier is trained to predict the probability of the input image $x$ belonging to class $c$ as $P(y = c|x)$, where $y$ denotes the category of $x$. The classifier based on deep neural networks usually stack non-linear transformations to compute the probability in an end-to-end manner. This process is opaque to the end users, and it is hard to explain the rationale behind the decisions. As such, the exploration of explainable deep models, whose predictions can be explained by intermediate evidence, has attracted extensive research attentions. Here, we decouple an explainable decision-making process into two steps: (i) given the input sample, identifying the evidence that is crucial for making decision, and (ii) inferring the probability of the input sample on each category w.r.t. the evidence. The prediction can be calculated as

$$P(y = c|x) = \int_{\mathcal{E}} P(y = c|\mathcal{E}) P(\mathcal{E}|x)$$

where $\mathcal{E}$ denotes the evidence. The recent techniques on explaining deep models [42, 48] treat the most indicative image regions as the evidence $\mathcal{E}$ for inferring the category. In that case, the probability in Equation (1) can be re-written as an attention pooling across all candidate regions.
In our article, we take a further step forward and study a more challenging scenario to explain unsupervised domain adaptation of image recognition. Suppose we have \( N_s \) image-label pairs \( X_s = \{(x_s, y_s)\} \) in the source domain and \( N_t \) unlabeled images \( X_t = \{x_t\} \) in the target domain. For unsupervised domain adaptation, the model is trained to transfer the knowledge from \( X_s \) to \( X_t \) and execute image recognition on target domain. To explain the rationale behind the model, we define the explainability in cross-domain recognition as the ability to assess the contribution of each source image to the predictions of target images. In other words, the evidence \( E \) in Equation (1) is defined as the most indicative source images for inferring the category of the target image. Formally, an explainable decision-making process for cross-domain image recognition could be formulated as

\[
P(y_t = c|x_t) = \int_{x_s \in X_s} P(y_t = c|E = x_s) P(E = x_s|x_t) \text{ evidencing} ,\tag{2}
\]

By constructing the correlation between source images and the predictions of target images, this kind of process can nicely explain how the adaptive model transfers the knowledge across the source and target domains.

### 3.2 Classification by Memory Matching in IDC

Inspired by the high explainability of \( k \)-NN that categorizes the unlabeled image based on the nearest labeled images in the feature space, we derive the spirit of distance learning in \( k \)-NN and exploit a memory matching mechanism \([5, 9, 22, 35, 43, 54, 63, 75]\) in IDC.

**Memory bank.** The basic structure in our memory matching is memory bank, which stores the features of discriminative source images and the corresponding properties. Specifically, IDC consists of \( C \) independent memory banks \( M = \{M_c\}_{c = 1, 2, \ldots, C} \) and each corresponds to one specific category. For each memory bank, there are \( N_m \) memory slots to deposit the key-value pairs as \( M_c = \{(m^k_{c, i}, m^v_{c, i})\}_{i = 1, \ldots, N_m} \). The key \( m^k_{c, i} \in \mathbb{R}^D \) denotes a \( D \)-dimensional feature of the source image from category \( c \), and the value \( m^v_{c, i} \) contains the learnable representative score of the source image for describing the category. We take the age of memory slot as an additional property, which represents the time passed away since the last reading of this slot. The age will be updated during training and is utilized to discard the low-frequency memory slot. Figure 3(a) depicts an overview of memory matching in IDC.

**Identifying.** Given an input image \( x \), we take the image representation extracted from a basic CNN as the query \( f_x \) and perform the memory reading operation in memory bank \( M_c \). Memory reading calculates the similarity between the query \( f_x \) and the features of source images stored in the memory bank and identifies the most similar source samples as the evidence. Specifically, by measuring the query-key similarity via dot product, the similarity between query \( f_x \) and the \( i \)th memory slot of memory bank \( M_c \) is given by

\[
s_{c, i}(f_x) = \left( \frac{f_x \cdot m^k_{c, i}}{||f_x||m^k_{c, i}||} + 1 \right)/2 ,\tag{3}
\]

where \( || \cdot || \) denotes the L2-norm. The similarity is linearly normalized to \([0, 1]\). We pick up \( N_k \) memory slots whose keys are top-\( N_k \) nearest neighbors among all the slots in one memory bank to the query and these memory slots are considered as the evidence upon the category prediction of the input image \( x \).

**Inferring.** With the identified evidence (i.e., the most similar memory slots), the memory value \( m^v_{c, i} \) is exploited as a learnable value to measure the confidence of each memory slot for inferring the category \( c \). This value is treated as the representative score of the stored feature. The values of all memory slots are optimized by gradient descent during training. Hence, the probability of the
Fig. 3. (a) An overview of the memory matching-based decision-making process in IDC. Given an input target image (e.g., bicycle), we perform identifying by calculating similarities $s_{c,i}(f_x)$ between query $f_x$ and keys $m^k_{c,i}$ and select the most similar source samples as the evidence. Inferring is then conducted based on the identified evidence and the probability $P(y = c|x)$ is obtained. (b) An overall architecture of IDC training. We take a typical and widely adopted adversarial learning framework as an example to show the joint training of IDC with unsupervised domain adaptation models.

input image $x$ belonging to class $c$ is computed by

$$P(y = c|x) = \frac{1}{N_k} \sum_{i=1}^{N_k} m^v_{c,i} \cdot s_{c,i}(f_x), \quad (4)$$

which summates the representative scores $m^v_{c,i}$ of the top-$N_k$ memory slots weighted by the corresponding similarity $s_{c,i}(f_x)$.

**Updating memory bank.** During the training of IDC, we update the key–value pairs stored in the memory banks from two aspects, i.e., optimizing the memory values (representative scores) by gradient descent and renewing key–value pairs by memory writing.

(i) **Optimizing memory values:** We first build a fully connected layer to support the construction of loss function. Given a source training image $x$ with label $c$, the fully connected layer outputs the probabilities $y \in \mathbb{R}^C$ to estimate the prediction on all categories w.r.t. the query feature $f_x$. Through this estimation, we can discover the most confusing negative category $\bar{c}$, which obtains the highest score other than the ground-truth label $c$ in $y$. The optimization objective is to maximize the prediction of the ground-truth category $c$ while suppressing the probability of the negative category $\bar{c}$. More specifically, the probability of the ground-truth category and negative category is obtained by performing memory reading in memory bank $M_c$ and $M_{\bar{c}}$, respectively. Following Reference [75], by measuring the loss via **mean squared error (MSE)**, the loss of IDC is formulated as

$$L_{idc} = \text{MSE}(P(y = c|x), 1) + \text{MSE}(P(y = \bar{c}|x), 0). \quad (5)$$

During optimization, the $m^k_{c,i}$ in memory bank are frozen to explicitly identify source images as evidence. IDC only back-propagates the differentiable loss $L_{idc}$ to $m^v_{c,i}$ and regards $f_x$ and $m^k_{c,i}$ in Equation (4) as constants. Hence, the memory value can be optimized by gradient descent without a differentiable top-$N_k$ picking up operation in identifying. Such a design promises differentiable memory banks for IDC. Note that although the $f_x$ and $m^k_{c,i}$ are regarded as constants by $L_{idc}$ and do not back-propagate gradients to feature extraction layers (e.g., CNN), such layers are not frozen and can be updated using other losses in the joint training process of IDC and UDA approaches.

(ii) **Renewing key–value pairs:** In addition to the gradient-based optimization, IDC also refreshes the key–value pairs by memory writing during training. Given the training image $x$ from the
mini-batch of current training iteration and its prediction $y_c$ on the ground-truth category $c$ by the fully connected layer, a new key–value pair is generated as $(f_x, y_c)$. Note that the memory writing is not applicable to the target images without labels, which are essential for updating operations. Memory writing operation puts the new pair into memory bank $M_c$ by either storing the pair in an empty memory slot or overwriting the low-frequency key–value pair. In the case when there is no empty slot in memory bank $M_c$, the key–value pair with the oldest age, i.e., the memory slot that has not be picked up for the longest time, is replaced by the new key–value pair. The age of each memory slot here is utilized to measure the reading frequency by training images. Nevertheless, if executing memory reading only for source images, then the age may be biased to the keys that are close to source images. To tackle this issue, IDC implements memory reading also on target images, and in view of the lack of labels, IDC reads every memory bank in answering each target image. Such operations refresh the ages of memory slots whose keys are highly similar to the features of target images as well. In this way, the key–value pairs whose keys are close to either source or target images are more likely to be maintained, which are expected to be the most discriminative key–value pairs.

3.3 Joint Training with Adversarial Learning

As the core of IDC training, updating memory bank in IDC capitalizes on only source images labels, the prediction scores on source images w.r.t all the categories, and source/target images features via CNN. Such information is available in most UDA works, e.g., MMD-based, adversarial learning-based, and contrastive learning-based methods, making IDC readily compatible with those models. For simplicity, here we take the widely adopted adversarial learning framework as an example to integrate our IDC for unsupervised domain adaptation. Figure 3(b) illustrates the overall architecture. The principle behind this framework is equivalent to guiding the image recognition in both domains by making the representations from source and target images indistinguishable. Image representations are optimized via the fully connected layer in a supervised manner by minimizing the classification loss on source images:

$$L_{fc}(X_s) = E_{x_s \sim X_s} L_{ce}(y_{x_s}, y'_s),$$

(6)

where $E$ denotes the expectation over the set of images and $L_{ce}$ is the cross-entropy classification loss. $y_{x_s}$ is the probability predicted by the fully connected layer. A domain discriminator $D$ is exploited to differentiate the features of source and target images. Meanwhile, the basic CNN is trained to maximally fool the discriminator through generating domain-invariant representations. The adversarial loss of the discriminator $D$ is

$$L_{adv}(X_s, X_t) = -E_{x_t \sim X_t} [\log(D(f_{x_t}))] - E_{x_s \sim X_s} [\log(1-D(f_{x_s}))].$$

(7)

The training of adversarial learning is a minmax game between the basic CNN and the discriminator, expecting a good equilibrium that the CNN can produce transferable representations after convergence. The overall objective of jointly optimizing IDC in adversarial learning framework can be written as

$$\min_{CNN, M} L_{fc} + L_{idc} - L_{adv}, \min_D L_{adv},$$

(8)

where we empirically treat each loss equally and accumulate the three losses. Algorithm 1 summarize the joint training of IDC with adversarial learning and Algorithm 2 demonstrates the way to infer the class of an image by IDC.

4 EXPERIMENTS

We empirically verify the merit of IDC for unsupervised domain adaptation on VisDA-2017 [41] and Office-Home [60] datasets. The first experiment compares our IDC with the classifier of the
**Algorithm 1:** The Training of Interpretable Deep Classifier

1: **Input:**
   - Source domain image-label pairs: $X_s = \{(x_s, y_s)\}$.
   - Target domain images: $X_t = \{x_t\}$.
2: **Initialization:**
   - ImageNet pre-trained backbone network: $\text{CNN}$.
   - Random initialized domain discriminator: $D$.
   - Empty initialized Memory Banks: $M$.
3: **Output:**
   - Optimized parameters of $\text{CNN}$ and $M$.
4: **repeat**
5:   - Sample $(x_s, y_s)$ and $x_t$.
6:   - Extract image representation:
     $$f_{x_s} = \text{CNN}(x_s), f_{x_t} = \text{CNN}(x_t).$$
7:   - Measure the probabilities $y_{x_s} \in \mathbb{R}^C$ to pre-estimate the prediction of all categories w.r.t. $f_{x_s}$.
8:   - Identify the most confusing negative category $y_{\bar{y}_s}$, which achieves the highest score other than ground-truth $y_s$ in $y_{x_s}$.
9:   - Perform memory reading with $f_{x_s}$ in $M_{y_s}$ and $M_{\bar{y}_s}$:
     $$P(y = y_s | x_s) = \text{memory reading}(f_{x_s}, M_{y_s}),$$
     $$P(y = \bar{y}_s | x_s) = \text{memory reading}(f_{x_s}, M_{\bar{y}_s}).$$
10:   - Perform memory reading with $f_{x_t}$ in every memory bank:
     $$\text{memory reading}(f_{x_t}, M_1),$$
     $$\text{memory reading}(f_{x_t}, M_2),$$
     $$\ldots$$
     $$\text{memory reading}(f_{x_t}, M_C).$$
11:   - Compute classification loss:
     $$L_{fc} = L_{\text{ce}}(y_{x_s}, y_s).$$
12:   - Compute adversarial loss:
     $$L_{adv}(x_s, x_t) = -\log(D(f_{x_t})) - \log(1 - D(f_{x_s})).$$
13:   - Compute IDC loss:
     $$L_{idc} = \text{MSE}(P(y = y_s | x_s), 1) + \text{MSE}(P(y = \bar{y}_s | x_s), 0).$$
14:   - Perform memory writing with $(f_{x_s}, y_{\bar{y}_s})$ in $M_{y_s}$.
15:   - Jointly optimize $L_{fc}$, $L_{adv}$ and $L_{idc}$.
16:  - Back-propagate the gradients and update weights.
17: **until** maximum iteration reached.

fully connected layer in adversarial learning framework and examines the explanations or the evidence of source images for the decision-making process in IDC. The second experiment regards IDC as an interpretable classifier to calibrate classification on target images with rejection. IDC capitalizes on the explanations as the cues and is able to choose not to make a prediction to avoid critical mistakes. The third experiment takes IDC as a prior interpreter to select the discriminative source images conditioning on the unlabeled target images and executes the standard UDA on the selected source images plus unlabeled images from the target domain.

### 4.1 Datasets

VisDA-2017 [41] is to date the largest synthetic-to-real object classification dataset, containing more than 280K images in training, validation, and test domains. There are 12 identical object categories across the three domains. The training domain includes 152K synthetic images generated by rendering three-dimensional (3D) models of the object categories under various
ALGORITHM 2: The Inference of Interpretable Deep Classifier

1: **Input:**
   Image \( x \).
2: **Initialization:**
   Optimized CNN, \( M \).
3: **Output:**
   Prediction of image \( x \).
4: **Procedure:**
5: Extract image representation: \( f_x = CNN(x) \).
6: Perform memory reading with \( f_x \) in every memory bank:
   \[
   P(y = 1|x) = \text{memory reading}(f_x, M_1)
   \]
   \[
   P(y = 2|x) = \text{memory reading}(f_x, M_2)
   \]
   \[
   \vdots
   \]
   \[
   P(y = C|x) = \text{memory reading}(f_x, M_C).
   \]
7: Predict the category of \( x \):
   \[
   \hat{y} = \arg\max_{1 \leq c \leq C} P(y = c|x).
   \]

Circumstances, such as different angles and lighting conditions. The validation domain consists of 55K objects cropped from real images in COCO [29]. The test domain contains 72K images via cropping objects from video frames in YT-BB [45]. The annotations of the images in test domain are not publicly available and here we conduct the experiments by considering the training domain as source and the validation domain as target. We report the averaged per-category classification accuracy as the metric. Office-Home [60] is a dataset created to assess domain adaptation for object recognition. The dataset includes over 15K web collected images from four different domains: 2,427 Artistic (Ar) images, 4,365 Clipart (Cl) images, 4,439 Product (Pr) images, and 4,357 Real-World (Rw) images. The images in each domain are from 65 object categories typically found in office and home scenarios. Following Reference [60], we evaluate 12 transfer directions of source to target selected from the four domains and present the mean of accuracy on 12 directions as the performance on this dataset. On both datasets, we repeat each experiment at least eight times and report the mean and standard deviation.

4.2 Implementation Details

We implement our proposal in this article on PyTorch [40] and exploit the ImageNet supervised pre-trained ResNet-50 [20] structure as the backbone network. The number of memory banks in IDC and the number of memory slots in each bank depend on the datasets. For VisDA-2017, IDC has 12 memory banks and each bank contains \( N_m = 8, 192 \) memory slots. \( N_k \) is set to 64 for memory reading operation. For Office-Home with a relatively small number of images in each domain, IDC builds 65 memory banks, and each bank includes \( N_m = 512 \) slots. \( N_k \) in this case is fixed to 4. Memory slots are empty initialized with negligible time consumption and then filled/updated during training. In the adversarial training, a gradient reversal layer [15] and the entropy conditioning [31] are also applied for better domain adaptation. IDC requires an extra 0.75/0.25 GiB device memory for VisDA/Office-Home and an additional 1.0/0.4 ms to process each image during training/inference on a V100 GPU.

For the network optimization in the adversarial domain adaptation framework, we employ the mini-batch stochastic gradient descent with momentum 0.9 and weight decay \( 5 \times 10^{-4} \). The learning rate and maximum training iterations are set as \( 3 \times 10^{-4}/1 \times 10^{-3} \) and \( 5K/4K \) for transfer tasks on VisDA-2017/Office-Home datasets. The batch size is fixed to 72, and each mini-batch contains an equal number of images from source and target domain. To adjust the learnable...
Table 1. Classification Accuracy Comparisons between Fully Connected Layer (FC) and IDC Coupled with (a) Adversarial Learning and (b) Transferrable Contrastive Learning [8]

|                      | (a) Adversarial Learning (AL) | (b) Transferrable Contrastive Learning (TCL) |
|----------------------|-------------------------------|---------------------------------------------|
|                      | Dataset | VisDA-2017 | Office-Home | Dataset | VisDA-2017 | Office-Home |
| FC                   | 71.4 ± 0.7 | 69.1 ± 0.3 | IDC 71.4 ± 0.7 | 68.9 ± 0.1 | | |
| IDC                  | 71.4 ± 0.7 | 69.1 ± 0.3 | IDC 71.4 ± 0.7 | 68.9 ± 0.1 | | |

representative scores in memory banks of IDC in training procedure, we use an Adam [24] optimizer with a small learning rate of $1 \times 10^{-5}$. For data augmentation, the input images are first resized to $256 \times 256$ and then randomly cropped to $224 \times 224$ from the resized images. The cropped version is also randomly horizontally flipped.

4.3 Evaluations on IDC

We first verify the effectiveness of IDC on UDA from two aspects: (1) Does IDC maintain a high level of performance? and (2) How about the explanations or the evidence of the source images for IDC’s predictions on target images?

Without loss of generality, we consider the **fully connected (FC)** layer coupled with the adversarial learning framework as a deep classifier, which is commonly used for cross-domain classification but the least explainable. We regard the classifier of FC layer as a good baseline, and Table 1(a) compares the performances on both VisDA-2017 and Office-Home datasets. The results across the two datasets in consistently indicate that our explainable IDC achieves very comparable accuracy to that of FC. Moreover, IDC leads to a lower standard deviation of the performance on Office-Home, and thus IDC is potentially more robust. We also integrate IDC into the SOTA Transferrable Contrastive Learning (TCL) model, and IDC slightly outperforms FC (Table 1(b)), validating the effectiveness and compatibility of IDC.

The explanations in IDC are defined as the evidence of source images upon which the classifier makes the predictions on target images. As such, we examine the quality of the explanations by looking into the evidence. Figure 4 showcases seven target images from each dataset with the predictions by IDC and also the three/two source images that contribute the most/least to classify the target image. The value associated with each source image is the product of the representative score of the source image and the similarity between the source and target images. The value could be negative, indicating that the corresponding source image is unable to describe the category well. Overall, IDC offers reasonable evidence of source images to explain the decisions on target images across the two datasets. The top-3 important source images are all visually similar to the target image in terms of either color, shape or style, no matter the prediction on target image is correct or not. Taking the target images from VisDA-2017 in the first two rows as examples, IDC nicely identifies the bicycles with a side basket or yellow cars in the source domain as the evidence to support the decision on target images with the specific property. In the meantime, the source images with the minimal contributions are quite distinct from target images and often capture the objects from an extreme view, e.g., a vertical view of bicycle or very small cars. Those source images are incapable of representing the object category and the representative scores become negative as the learning of IDC proceeds. IDC also shows good evidence on the other three target images from truck and aeroplane class. In particular, the two images in the fourth and fifth rows are both of aeroplane, but they are different in visual appearance, as the fourth one belongs to biplane and the fifth one is airliner. As indicated by our results, IDC successfully pinpoints the exact evidence of source images for recognizing the two target images. Furthermore, the lower part of the two images illustrates the cases with wrong predictions by IDC. We speculate that this...
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Fig. 4. Seven target images from each dataset with the predictions by IDC and the three/two source images that contribute the most/least to classify each target image.

Fig. 5. Three target images from VisDA-2017 with predictions by IDC/SIM/CB and the three source images/prototypes that contribute the most to classify each target image.

may be the result of the lack of objects in similar views with the target images in the source domain, and IDC has to rely on the visually similar samples from other categories as explanations. For instance, the white car in the vertical view or the flowerpot looks a bit like the skateboard or the train in the source images. Even in these cases, the explanations of IDC are still seemingly reasonable. Similar results are observed on the Art $\rightarrow$ Clipart transfer in the Office-Home dataset, e.g., the correct evidence to recognize alarm clock, or visually similar evidence of calculator to misclassify the telephone.

We also experimented with the similarity-based method (SIM) and the case-based method (CB) \cite{28} to explain the cross-domain recognition on VisDA-2017. The SIM measures the feature similarity between the target image and the source images based on Equation (3) and offers the nearest neighbors of the target images as evidence. The CB, which is an interpretable model originally designed for general image recognition, is remoulded for adversarial learning and gives the evidence by visualizing prototypes in the latent space. For the accuracy, IDC (71.4 ± 0.7\%) performs better than SIM (70.3 ± 0.5\%) and CB (69.0 ± 1.0\%). Considering the explainability, Figure 5
Table 2. Classification Accuracy Comparisons of IDC with Different the Number of Memory Slots $N_m$ in Each Memory Bank

| $N_m$  | 1,024 | 2,048 | 4,096 | 8,192 | 16,384 | 32,768 | 65,536 |
|--------|-------|-------|-------|-------|--------|--------|--------|
| Acc (%)| 69.7 ± 0.6 | 70.5 ± 0.5 | 71.4 ± 0.8 | 71.4 ± 0.7 | 71.5 ± 0.6 | 71.4 ± 0.6 | 71.2 ± 0.5 |

Experiments are conducted on the VisDA-2017 dataset, and $N_k$ is set to 64 in experiments.

Table 3. Classification Accuracy Comparisons of IDC with Different the Number of Memory Slots $N_k$ in Each Memory Bank

| $N_k$  | 16  | 32  | 64  | 128 | 256 | 512  | 1,024 |
|--------|-----|-----|-----|-----|-----|------|------|
| Acc (%)| 70.9 ± 0.8 | 71.1 ± 0.8 | 71.4 ± 0.7 | 71.3 ± 0.6 | 71.2 ± 0.6 | 71.2 ± 0.5 | 71.3 ± 0.5 |

Experiments are conducted on the VisDA-2017 dataset, and $N_m$ is set to 8,192 in experiments.

showcases three target images classified by IDC, SIM, and CB. For each target image, three source images that contribute the most to the recognition of each method are listed. Benefiting from the learnable representative score in memory, the evidence offered by IDC is more reasonable. For example, IDC identifies the specific model of the double-deck bus in the source domain that is not observed as the evidence in SIM and CB. We notice the evidence of IDC seems to be visually "redundant". Such visual "redundancy" of evidence is mainly caused by the inherent property of the VisDA-2017 dataset. Source images in VisDA-2017 are gathered by rendering 3D object models from different viewpoints and lighting environments in CG software. As a result, many source images in this dataset are very similar with only minor variations. When IDC predicts the category of a target image, as expected, the top evidences are the visually similar source images. The high diversity of the evidence given by SIM indicates that the SIM does not find all the related source images. Therefore, SIM may be more sensitive to the perturbation of input images and result in worse explanation and accuracy (SIM 70.3 ± 0.5% vs. IDC 71.4 ± 0.7%). IDC is originally designed for explainability without considering the diversity of evidence. If diversity is encouraged by specific applications, then we can simply employ non-maximum suppression to the representative scores of the key–value pairs whose keys are similar.

4.4 Studies of IDC Designs

Effect of the hyper-parameters $N_m$ and $N_k$. The hyper-parameters of $N_m$ and $N_k$ are selected mainly according to the dataset properties like the number of source images per category. Specifically, we adopt larger $N_m$ for the datasets that contain more source samples for each category and empirically set $N_m/N_k = 128$. Here we conduct ablation studies on the VisDA dataset to better clarify the effect of $N_m$ and $N_k$. Table 2 illustrates the accuracy of cross-domain image recognition with different numbers of memory slots in each memory bank. Overall, the accuracy of IDC is not sensitive with respect to the choice of slot number $N_m$ when $4,096 \leq N_m \leq 32,768$. Furthermore, the accuracy slightly decreases when $N_m > 32,768$. We speculate that this may be the result of the more "out-of-date" features in the larger feature bank. Table 3 further details the performance trend when different numbers of memory slots are considered as evidence of the category prediction of the input image. The $N_m$ is fixed as 8,192. Similarly, the performance change is relatively smooth when $N_k$ varies in the range from 32 to 1,024, and the best accuracy is attained when $N_k = 64$.

Effect of refreshing slot ages by source and target domains. To examine the design of refreshing slot ages by both domains in UDA, we experiment by training IDC under the two settings: "refreshing slot ages by source domain" (source only) and "refreshing slot ages by source and
Table 4. Comparisons of IDC with Different Slot Age Refreshing Strategies on VisDA-2017

|               | source only | source + target |
|---------------|-------------|-----------------|
| Acc (%)       | 70.5±0.6    | 71.4±0.7        |

target domains” (source + target), on the VisDA-2017 dataset. The accuracy comparison of such two settings is provided in Table 4. As shown, using images from both the source and target domains to refresh slot ages leads to better performance. This verifies the effectiveness of refreshing slot ages by images from both source and target domains.

4.5 IDC on Classifying Target Data with Rejection

In real-world deployment, misclassification can be costly. The task of classification with rejection is to prevent critical misclassification by providing an option not to make a prediction at the expense of the pre-defined rejection cost. Next, we assess the explanations in IDC through the task of classifying the target data with rejection on VisDA-2017. Figure 6(a) illustrates two examples of classification with rejection. The score with each source image is the product of the representative score of this source image and the similarity between the source and target images. Such score indicates the confidence of classifying the target image from the viewpoint of this source image. For the target image of horse in the figure, all the evidence of source images by IDC shows high confidence scores, and IDC then makes the correct prediction of horse. In contrast, due to large discrepancy between source and target domains in VisDA-2017, IDC wrongly provides the evidence of truck to the target image of car, but with low confidence scores. In this case, IDC chooses not to make the decision for the target image.

Figure 6(b) quantitatively compares IDC with the FC layer coupled with adversarial learning in terms of classification with rejection. Note that we calibrate FC with isotonic regression for fair comparisons. Moreover, we simply set the rate of ranking target images on their probability scores as the cost. There is an incentive to reject a target image with a relatively lower probability score. We rank the target images according to their probability scores from highest to lowest and reject the predictions on the images at different rates from the bottom of the ranking list. By doing so, we do not have to explicitly set rejection thresholds for rejection. The run of IDC constantly yields better performances than FC across different rates, and the red curve is always over the blue one. In particular, the improvement is more than 10% if only predicting the target images with top 10% probability scores, i.e., rejection rate of 90%. The results again validate the explanations in IDC.
In real-world deployments, the rejecting threshold is determined by the requirements of applications. The threshold should be high when the application encounters no wrong predictions. We can also conduct an additional ablation study to choose the threshold for applications. When the prediction given by IDC is rejected in our experiment, we choose “not to make a prediction” and exclude the rejected target images from the calculation of classification accuracy. For real applications, we can assign an “unknown” label to such images, or guide users to crop the core objects from the original images. Moreover, we can regard the rejected samples as “hard elements” and re-train a stronger classifier.

4.6 IDC on Selecting Discriminative Source Data

Finally, conditioning on the target data, we select the evidence of source samples by IDC to re-train the cross-domain models strating from ImageNet pre-trained weights for unsupervised adaptation and examine how the performance is affected. We compare the following four criteria for sample selection. Random selects the source images randomly irrespective of the evidence for target domain and usually acts as a basic method for data sampling. IN employs the ImageNet supervised pre-trained ResNet-50 to extract image features and measures the importance of each source image through averaging the similarities between the image and every target image in feature space. ADV shares the same process to estimate the importance of source images with IN but instead uses the ResNet-50 fine-tuned in adversarial learning framework for domain adaptation on corresponding dataset. IDC takes our IDC as a prior interpreter. Given a target image, IDC multiplies the representative score of one source image by the similarity between the source image and the target one to compute the importance of the source image in regard to that target image. The importance of the source image with respect to the target domain is then calculated by averaging the importance scores over all target images. In other words, all target images are regarded as the references for measuring the importance of each source image.

Based on the importance measured in IN, ADV, and IDC, we also compare three strategies for selection. -S chooses the source images solely depending on their importance from high to low scores until the number of selections is met. -P additionally preserves the original proportion of samples across different categories in source domain to select source images. -M is a mixture strategy to balance the samples across categories and exhaustively select samples by -S. -M splits the quotas into two parts. One part (e.g., 90% in our experiments) is evenly distributed to choose the most important source images from each category. The other part (i.e., 10%) is to collect the important ones from the remaining source images irrespective of the category.

We re-train the cross-domain classifiers on the source selections and unlabeled target images in the adversarial learning (AL) framework. Tables 5 and 6 summarize the performances on VisDA-2017 and Office-Home when using different quotas for selections, i.e., the ratio of source selections to all source images. Specifically, on the synthetic→real tranfer in VisDA-2017, unsupervised domain adaptation with 10% source selections by Random obtains comparable accuracy to that with all source images. This is actually not surprising, because 10% source data in VisDA-2017 still includes more than 1,000 source images of each category, which may be sufficient for cross-domain learning in the adversarial learning framework.

-M strategy takes the advantages of both the balance between categories and the importance holistically in source domain, leading to consistent improvements over -S and -P across three measures of importance. IDC benefits from the learning of representativeness of source images and constantly exhibits better performance than IN and ADV. In particular, when utilizing only 0.1% source data selected by IDC with -M strategy, the cross-domain classifier, re-trained under these circumstances, achieves superior accuracy than that of the classifier re-trained on all source data. This is quite impressive. The results somewhat reveal the large gap between the two domains.
Table 5. Comparisons on Selecting Different Ratios of Source Images in the VisDA-2017 Dataset by Various Methods/Strategies (All Classifiers Are Trained in Adversarial Learning)

| Ratio (%) | 0.1       | 0.5       | 1         | 5         | 10        | 50        | 100    |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|--------|
| Random    | 64.6 ± 1.3| 71.3 ± 0.5| 71.4 ± 1.2| 71.6 ± 1.1| 71.4 ± 0.9| 71.5 ± 0.9|        |
| IN-S      | 20.4 ± 0.2| 34.2 ± 0.3| 37.0 ± 0.2| 38.9 ± 1.7| 41.5 ± 0.4| 60.9 ± 2.3|        |
| IN-P      | 57.7 ± 2.3| 66.5 ± 0.8| 68.4 ± 0.1| 72.3 ± 1.4| 71.9 ± 1.8| 72.2 ± 0.5|        |
| IN-M      | 62.9 ± 1.6| 69.8 ± 0.3| 72.7 ± 2.0| 73.1 ± 0.5| 73.9 ± 0.2| 73.5 ± 0.6|        |
| ADV-S     | 28.1 ± 4.4| 33.0 ± 0.1| 36.2 ± 1.8| 39.0 ± 1.1| 39.9 ± 1.1| 53.9 ± 1.1| 71.4 ± 0.7|
| ADV-P     | 54.6 ± 7.8| 69.8 ± 0.3| 70.1 ± 0.7| 73.0 ± 0.5| 72.8 ± 0.6| 72.8 ± 0.9|        |
| ADV-M     | 63.8 ± 2.2| 73.2 ± 1.0| 73.9 ± 1.2| 75.6 ± 0.5| 74.8 ± 0.6| 74.0 ± 1.1|        |
| IDC-S     | 59.5 ± 3.6| 60.8 ± 3.1| 74.7 ± 0.7| 73.8 ± 0.4| 73.0 ± 1.2| 66.8 ± 2.0|        |
| IDC-P     | 73.3 ± 0.7| 73.9 ± 0.9| 74.6 ± 0.4| 74.4 ± 0.5| 73.7 ± 1.0| 74.0 ± 0.7|        |
| IDC-M     | 76.0 ± 1.5| 76.0 ± 0.6| 76.7 ± 0.7| 76.1 ± 0.8| 74.9 ± 0.5| 75.3 ± 1.0|        |

The best performances are marked in bold.

Table 6. Comparisons on Selecting Different Ratios of Source Images in the Office-Home Dataset by Various Methods/Strategies (All Classifiers Are Trained in Adversarial Learning)

| Ratio (%) | 10        | 20        | 30        | 40        | 60        | 80        | 100    |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|--------|
| Random    | 53.4 ± 0.5| 61.4 ± 0.1| 64.3 ± 0.2| 66.0 ± 0.1| 67.6 ± 0.2| 68.3 ± 0.1|        |
| IN-S      | 31.9 ± 0.2| 44.7 ± 0.1| 53.2 ± 0.1| 58.3 ± 0.1| 64.3 ± 0.1| 66.7 ± 0.1|        |
| IN-P      | 51.4 ± 0.1| 60.4 ± 0.2| 63.3 ± 0.3| 64.8 ± 0.0| 67.2 ± 0.1| 68.3 ± 0.1|        |
| IN-M      | 55.7 ± 0.1| 63.0 ± 0.0| 66.2 ± 0.1| 67.2 ± 0.1| 68.9 ± 0.3| 69.4 ± 0.2|        |
| ADV-S     | 27.9 ± 0.5| 40.7 ± 0.1| 48.5 ± 0.1| 54.2 ± 0.2| 61.3 ± 0.1| 66.1 ± 0.4| 69.1 ± 0.3|
| ADV-P     | 47.9 ± 0.5| 57.8 ± 0.1| 61.8 ± 0.1| 64.3 ± 0.1| 66.7 ± 0.2| 68.2 ± 0.2|        |
| ADV-M     | 52.8 ± 0.3| 62.0 ± 0.2| 65.5 ± 0.2| 67.1 ± 0.1| 68.7 ± 0.1| 69.5 ± 0.2|        |
| IDC-S     | 54.4 ± 0.1| 64.4 ± 0.2| 67.0 ± 0.0| 68.0 ± 0.3| 68.2 ± 0.2| 68.3 ± 0.1|        |
| IDC-P     | 51.2 ± 0.2| 59.8 ± 0.0| 63.6 ± 0.1| 65.7 ± 0.2| 67.5 ± 0.1| 68.4 ± 0.0|        |
| IDC-M     | 56.9 ± 0.2| 65.2 ± 0.1| 67.7 ± 0.1| 68.7 ± 0.0| 69.8 ± 0.2| 69.6 ± 0.1|        |

The best performances are marked in bold.

and directly enforcing the distribution of all source data to match the target may result in negative transfer in this case. In contrast, IDC selects the important source images with respect to the target domain and thus alleviates the gap in between. Figure 7 shows the image lists of five categories in the order of importance measured by IDC. Similar performance trends are observed on domain adaptation in Office-Home (Table 6). IDC-M leads to performance boost against other selections across different ratios. With the selections of 60%/80% source images, IDC outperforms domain adaptation with all source data in the adversarial learning manner.

Table 7 further details the performances when training different UDA models on the selections by IDC with -M on VisDA-2017. As indicated by the results, all UDA models learnt on the selections of only 0.1% source data outperform those trained on full source data. Specifically, training the state-of-the-art model TCL on the 0.1% source data selected by IDC boosts the accuracy from 89.0 ± 0.6% to 89.4 ± 0.2%. Increasing the selections to 0.5% and 1% will attain larger performance gains for most methods. In other words, we can simply conduct the process of “train IDC→select...
Fig. 7. The image lists of five categories in VisDA-2017 in the order of importance measured by IDC.

Table 7. Performances of UDA Models on the Selections by IDC-M on the VisDA-2017 Dataset

| %   | 0.1  | 0.5  | 1    | 5    | 10   | 50   | 100  | 100† |
|-----|------|------|------|------|------|------|------|------|
| AL  | 76.0 ± 1.5 | 76.0 ± 0.6 | 76.7 ± 0.7 | 76.1 ± 0.8 | 74.9 ± 0.5 | 75.3 ± 1.0 | 71.4 ± 0.7 | 71.2 ± 0.6 |
| DAN | 68.2 ± 1.5 | 65.0 ± 1.2 | 65.7 ± 1.0 | 65.1 ± 1.1 | 64.1 ± 0.6 | 63.1 ± 0.8 | 61.7 ± 0.9 | 62.1 ± 0.7 |
| DANN | 76.7 ± 1.4 | 76.9 ± 1.2 | 76.2 ± 1.0 | 74.2 ± 0.9 | 72.9 ± 0.9 | 73.0 ± 0.5 | 72.4 ± 0.6 | 72.6 ± 0.5 |
| JAN | 70.9 ± 1.1 | 71.0 ± 0.7 | 70.2 ± 0.5 | 68.5 ± 0.5 | 67.4 ± 0.6 | 67.3 ± 0.5 | 65.4 ± 0.5 | 66.1 ± 0.5 |
| CDAN | 75.4 ± 2.4 | 76.6 ± 1.3 | 75.5 ± 0.8 | 74.7 ± 0.7 | 74.1 ± 0.4 | 74.3 ± 0.7 | 74.2 ± 0.7 | 74.3 ± 0.7 |
| MCD | 70.3 ± 1.3 | 72.8 ± 0.9 | 72.6 ± 0.9 | 71.3 ± 0.7 | 71.2 ± 0.6 | 70.9 ± 0.6 | 69.0 ± 0.9 | 69.1 ± 0.8 |
| MDD | 76.1 ± 2.9 | 78.2 ± 3.0 | 78.3 ± 2.2 | 77.5 ± 1.5 | 75.8 ± 0.9 | 75.9 ± 1.1 | 74.0 ± 2.1 | 74.5 ± 1.9 |
| CAN | 87.6 ± 0.1 | 87.5 ± 0.2 | 87.4 ± 0.1 | 87.3 ± 0.2 | 87.3 ± 0.3 | 87.1 ± 0.3 | 87.0 ± 0.2 | 87.1 ± 0.2 |
| TCL | 89.4 ± 0.2 | 89.5 ± 0.2 | 89.7 ± 0.1 | 89.4 ± 0.1 | 89.4 ± 0.3 | 89.2 ± 0.3 | 89.1 ± 0.5 | 89.1 ± 0.4 |

†denotes that the model is trained with additional iterations.
The best performances are marked in bold and the second-best results are underlined.

To validate the effectiveness of IDC-M from the perspective of running time on the VisDA-2017 dataset, we run the nine UDA approaches listed in Table 7 using 100% of the source images and increase the training time by 3.5 hours@V100 GPU, which is the additional training time by IDC selection. As shown in the table, with an extra 3.5 GPU hours, these UDA approaches do not benefit from additional training iterations. These results verify that IDC selection can provide useful insights on domain adaptation instead of simply increasing training time. More importantly, the IDC-M selection can be stored and then utilized by various UDA approaches. Therefore, we only need to perform IDC-M once and benefit from the selected source samples when we develop and deploy UDA models. For example, experiments of different UDA methods and selecting ratios are conducted using the same IDC-M selection results in Table 7.
4.7 Pixel-level Explanations in IDC

To further indicate how important each pixel in source/target images is for IDC’s prediction, we employ the RISE \cite{42} algorithm to generate the saliency maps. Figure 8 visualizes the saliency maps of seven source/target images from VisDA-2017. More red denotes “more important.” It is easy to see that RISE precisely depicts the important pixels in images from both source and target domains for IDC to classify the target image. In other words, IDC is compatible with RISE, and it localizes the most discriminative regions accurately for the prediction.

5 CONCLUSIONS

We have presented IDC, which explains the evidence behind the cross-domain recognition. In particular, we study the problem by delving into the high explainability of $k$-NN and derive from the spirit of distance learning. To materialize our idea, we build a memory bank for each category. The memory slot takes the image features as the key and the properties, e.g., the learnable representative scores of the features, as the value. IDC reads from the memory bank to identify the evidence of source images for recognizing the target image, based on the representative scores of the evidence and the similarity between evidence and the target image. Experiments conducted on both VisDA-2017 and Office-Home datasets validate our proposal and IDC learns effective explanations while maintaining the performance. Capitalizing on the explanations as the cues, IDC also demonstrates a high capability of preventing critical misclassification. More remarkably, performing unsupervised domain adaptation on 0.1% source data selected by IDC achieves the superior accuracy than that uses all source data on the VisDA-2017 dataset.
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