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Abstract—On-board embedded software developed for spaceflight systems (space software) must adhere to stringent software quality assurance procedures. For example, verification and validation activities are typically performed and assessed by third party organizations. To further minimize the risk of human mistakes, space agencies, such as the European Space Agency (ESA), are looking for automated solutions for the assessment of software testing activities, which play a crucial role in this context. Though space software is our focus here, it should be noted that such software shares the above considerations, to a large extent, with embedded software in many other types of cyber-physical systems.

Over the years, mutation analysis has shown to be a promising solution for the automated assessment of test suites; it consists of measuring the quality of a test suite in terms of the percentage of injected faults leading to a test failure. A number of optimization techniques, addressing scalability and accuracy problems, have been proposed to facilitate the industrial adoption of mutation analysis. However, to date, two major problems prevent space agencies from enforcing mutation analysis in space software development. First, there is uncertainty regarding the feasibility of applying mutation analysis optimization techniques in their context. Second, most of the existing techniques either can break the real-time requirements common in embedded software or cannot be applied when the software is tested in Software Validation Facilities, including CPU emulators and sensor simulators.

In this paper, we enhance mutation analysis optimization techniques to enable their applicability to embedded software and propose a pipeline that successfully integrates them to address scalability and accuracy issues in this context, as described above. Further, we report on the largest study involving embedded software systems in the mutation analysis literature. Our research is part of a research project funded by ESA ESTEC involving private companies (GomSpace Luxembourg and LuxSpace) in the space sector. These industry partners provided the case studies reported in this paper; they include an on-board software system managing a microsatellite currently on-orbit, a set of libraries used in deployed cubesats, and a mathematical library certified by ESA.

Index Terms—Mutation analysis, Mutation testing, Space software, embedded software, Cyber-physical systems

1 INTRODUCTION

From spacecrafts to ground stations, software has a prominent role in space systems; for this reason, the success of space missions depends on the quality of the system hardware as much on the dependability of its software. Mission failures due to insufficient software sanity checks [1] are unfortunate examples, pointing to the necessity for systematic and predictable quality assurance procedures in space software.

Existing standards for the development of space software regulate software quality assurance and emphasize its importance. The most stringent regulations are the ones that concern flight software, i.e., embedded software installed on spacecrafts, our target in this paper. In general, software testing plays a prominent role among quality assurance activities for space software, and standards put a strong emphasis on the quality of test suites. For example, the European Cooperation for Space Standardization (ECSS) provides detailed guidelines for the definition and assessment of test suites [2], [3].

Test suites assessment is typically based on code inspections performed by space authorities and independent software validation and verification (ISVV) activities, which include the verification of test procedures and data (e.g., ensure that all the requirements have been tested and that representative input partitions have been covered [4]). Though performed by specialized teams, such assessment is manual and thus error prone and time-consuming. Automated and effective methods to evaluate the quality of the test suites are thus necessary.

Since one of the primary objectives of software testing is to identify the presence of software faults, an effective way to assess the quality of a test suite consists of artificially injecting faults in the software under test and verifying the extent to which the test suite can detect them. This approach is known as mutation analysis [5]. In mutation analysis, faults are automatically injected in the program through automated procedures referred to as mutation operators. Mutation operators enable the generation of faulty software versions that are referred to as mutants. Mutation analysis helps evaluate the effectiveness of a test suite, for a specific software system, based on its mutation score, which is the percentage of mutants leading to test failures.

Despite its potential, mutation analysis is not widely adopted by industry in general and space system development in particular. The main reasons include its limited
scalability and the pertinence of the mutation score as an adequacy criterion [6]. Indeed, for a large software system, the number of generated mutants might prevent the execution of the test suite against all the mutated versions. Also, the generated mutants might be either semantically equivalent to the original software [7] or redundant with each other [8]. Equivalent and redundant mutants may bias the mutation score as an adequacy criterion.

The mutation analysis literature has proposed several optimizations to address problems related to scalability and mutation score pertinence. For example, scalability problems are addressed by approaches that sample mutants [9] [10] or solutions that prioritize and select the test cases to be executed for each mutant [11]. Equivalent and redundant mutants can be detected by comparing the code coverage of the original program and its mutants [12], [13], [14], [15]. However, these approaches have not been evaluated on industrial, embedded systems and there are no feasibility studies concerning the integration of such optimizations and their resulting, combined benefits. For example, we lack mutants sampling solutions that accurately estimate the mutation score in the presence of reduced test suites; indeed, mutant sampling, which comes with a certain degree of inaccuracy, may lead to inaccurate results when applied to reduced test suites that do not have the same effectiveness of the original test suite.

Finally, there is no work on identifying and assessing approaches that are feasible and effective for embedded software in general and space software in particular. Such software is very different than other types of software systems (e.g., Java graphical libraries or Unix utility programs) in several ways. More precisely, space software – like many other types of embedded software within cyber-physical systems (CPS) [16], [17] – presents a combination of characteristics that altogether substantially limit the applicability of existing mutation testing optimizations. First, this type of software normally contains many functions to deal with signals and data transformation, which may diminish the effectiveness of approaches—both compiler-based and coverage-based—to identify equivalent and redundant mutants. Indeed, the proportion of equivalent and redundant mutants detected by compiler optimization approaches may vary for different software systems [18], [19]. In addition, coverage-based approaches [12], [13], [14] may not be effective with systems performing a large number of mathematical operations. Second, embedded software for CPS is thoroughly tested with test suites (e.g., to satisfy functional safety standards) that may take hours to execute, thus exacerbating scalability problems. Finally, it requires dedicated hardware, software emulators, or simulators, which affect the applicability of optimizations that make use of multi-threading or other OS functions [20].

1. Although this might be also true for other types of software, in the context of CPS it is due to a large input space including inputs in the continuous domain (e.g., signals) combined with long test execution times (e.g., to observe a specific signal shape or to verify diverse combinations of inputs).
2. Software emulators are used to test software compiled for specific hardware architectures.
3. In this paper, we use the term simulator to indicate software that model complex environments, including physical phenomena and hardware.

In this paper, we define and evaluate a mutation analysis pipeline to assess the quality of test suites targeting embedded software developed for spaceflight systems or the many other CPS with similar characteristics. We call our mutation analysis pipeline: Mutation Analysis for Space Software (MASS). To account for the above-mentioned limitations, we propose and sometimes adapt a set of mutation analysis optimizations. More precisely, MASS combines (i) trivial compiler optimizations, to remove equivalent and redundant mutants after their generation, (ii) mutation sampling [9] [10], to reduce the number of mutants to execute, (iii) code coverage information regarding the original software [11], to prioritize and select test cases, and (iv) code coverage information regarding the mutated files [14], to further detect equivalent and redundant mutants. MASS is based on analyses that are feasible with large, real-time embedded software, including an incremental compilation pipeline to scale up the generation of mutants and the collection of coverage data focused on mutated files only. To provide statistical guarantees about the accuracy of mutants sampling, we propose to sample mutants by relying on sequential analysis based on the fixed size confidence interval approach (FSCI) [24]. Also, we extend FSCI to provide accurate results in the presence of reduced test suites. Finally, to effectively use code coverage information for test suite prioritization and equivalent/redundant mutants detection, we apply four different distance metrics to compare coverage results between test cases: Jaccard, Ochiai, Euclidean distance, and Cosine similarity.

To evaluate the effectiveness of the proposed approach, we rely on a space software benchmark provided by our industry partners, which are the European Space Agency [25], GomSpace Luxembourg (GSL), a manufacturer and supplier of nanosatellites [26], and LuxSpace (LXS), a developer of infrastructure products (e.g., microsatellites) and solutions for space [27]. Our benchmark consists of (1) the on-board embedded software system (service layer, high-level drivers, application layer) for ESAIL [28], a maritime microsatellite launched into space on September 2020 [29], (2) a set of libraries designed for Cubesats, including a network-layer delivery library, a utility library, and a satellite configuration library, and (3) a mathematical library for flight software [30]. To the best of our knowledge, this is the first study proposing and assessing a mutation analysis optimization pipeline in the context of testing embedded software in cyber-physical systems. Though our benchmark does not include embedded software for other CPS domains, we believe that its characteristics, as discussed above, make it representative of embedded software across many CPS domains, which has never been considered in mutation analysis studies (see Section 5).

In our empirical evaluation, we assess the validity, in the space software context, of the reported scientific findings concerning the state-of-the-art mutation analysis optimizations integrated into MASS. Further, we evaluate the
feasibility of their integration into the MASS pipeline by reporting on the accuracy of the estimated mutation score and the execution time savings obtained with MASS. Our results show that (1) different compiler optimization options are complementary for the detection of trivially equivalent or duplicate mutants; we confirm related work findings about the possibility of discarding 30% of the mutants that way. (2) The proposed FSCI-based mutant sampling strategy outperforms state-of-the-art strategies; indeed, it is the only approach that minimizes the number of mutants selected while providing accuracy guarantees both when a full test suite or a prioritized subset of it are executed. (3) The proposed test suite selection and prioritization approach enables an impressive reduction of mutation analysis time (above 70%), thus making mutation analysis feasible also for large and complex space software. (4) Small differences in code coverage enable the identification of nonequivalent mutants.

To summarize, our contributions include the following:

- A mutation analysis pipeline targeting embedded software for CPS that innovatively combines (a) state-of-the-art techniques (i.e., equivalent mutants detection with trivial compiler optimizations), (b) improvements to techniques proposed in related work (i.e., coverage-based prioritization and selection of test cases [11]), along with coverage-based detection of equivalent and redundant mutants [14]), and (c) new techniques for mutant sampling.
- To address scalability problems, which are acute in the case of embedded software for CPS, we propose FSCI-based mutant sampling. In addition, we also apply a test suite prioritization and selection strategy [11] adapted to work in the CPS context (i.e., to deal with test cases with long execution times and in the presence of mutants sampling).
- To address problems related to the pertinence of mutation scores—which is an open problem in the case of CPS since it is not possible to rely on static program analysis to detect equivalent mutants, we adapt a strategy based on code coverage [14] to work with embedded software while avoiding intrusive monitoring (e.g., collecting return values).
- To evaluate the effectiveness of MASS, which integrates strategies that may interfere with each other and had never been evaluated with embedded software for CPS, we rely on an industrial benchmark including space software currently on orbit.

The paper proceeds as follows. Section 2 presents state-of-the-art mutation analysis techniques and assesses their applicability to space software. Section 3 presents our proposed pipeline for the mutation analysis of embedded software. Section 4 presents our empirical evaluation in the space domain. Section 5 presents related work. Section 6 concludes the paper.

2 BACKGROUND AND APPLICABILITY OF STATE-OF-THE-ART MUTATION ANALYSIS TECHNIQUES TO SPACE SOFTWARE

In this section, we discuss the applicability of state-of-the-art mutation analysis optimizations in the context of space software. Mutation analysis can drive the generation of test cases, which is referred to as mutation testing in the literature. A detailed overview of mutation testing and analysis solutions and optimizations can be found in recent surveys [31], [32].

2.1 Mutation Adequacy and Mutation Score computation

A mutant is said to be killed if at least one test case in the test suite fails when exercising the mutant. Mutants that do not lead to the failure of any test case are said to be live. Three conditions should hold for a test case to kill a mutant: reachability (i.e., the test case should execute the mutated statement), necessity (i.e., the test case should reach an incorrect intermediate state after executing the mutated statement), and sufficiency (i.e., the final state of the mutated program should differ from that of the original program) [33].

The mutation score, i.e., the percentage of killed mutants, is a quantitative measure of the quality of a test suite. Recent studies have shown that achieving a high mutation score improves significantly the fault detection capability of a test suite [34], a result which contrasts with that of structural coverage measures [35]. However, a very high mutation score (e.g., above 75%) is required to achieve a higher fault detection rate than the one obtained with other coverage criteria, such as statement and branch coverage [35]. In other words, there exists a strong association between a high mutation score and a high fault revelation capability for test suites.

The capability of a test case to kill a mutant also depends on the observability of the program state. To overcome the limitations due to observability, different strategies to identify killed mutants can be adopted; they are known as strong, weak, firm, and flexible mutation coverage [36]. With strong mutation, to kill a mutant, there shall be an observable difference between the outputs of the original and mutated programs. With weak mutation, the state (i.e., the valuations of the program variables in scope) of the mutant shall differ from the state of the original program, after the execution of the mutated statement [37]. With firm mutation, the state of the mutant shall differ from the state of the original program at execution points between the first execution of the mutated statement and the termination of the program [38]. Flexible mutation coverage consists of checking if the mutated code leads to object corruption [39]. For space software, we suggest to rely on strong mutation because it is the only criterion that truly assesses the fault detection capability of the test suite; indeed, it relies on a mutation score that reflects the percentage of mutants leading to test failures. With the other mutation coverage criteria, a mutant is killed if the state of the mutant after execution of the mutated statement differs from the one observed with the original code, without any guarantee that either the erroneous values in state variables will propagate or the test oracles will detect them.

2.2 Mutation Operators

Mutation analysis introduces small syntactical changes into the code (source code or machine code) of a program.
through a set of mutation operators that simulate programming mistakes.

The sufficient set of operators is widely used for conducting empirical evaluations [40], [41], [42], [43]. The original sufficient set, defined by Offutt et al., is composed of the following operators: Absolute Value Insertion (ABS), Arithmetic Operator Replacement (AOR), Integer Constraint Replacement (ICR), Logical Connector Replacement (LCR), Relational Operator Replacement (ROR), and Unary Operator Insertion (UOI) [40]. Andrews et al. [42] have also included the statement deletion operator (SDL) [44], which ensures that every pointer-manipulation and field-assignment statement is tested.

The sufficient set of operators enables an accurate estimation of the mutation score of a test suite [45]; furthermore, the mutation score computed with the sufficient set is a good estimate of the fault detection rate (i.e., the portion of real faults discovered) of a test suite [42], [46].

However, empirical work has shown that, to maximize the detection of real faults, a set of operators should be used in addition to the sufficient set: Conditional Operator Replacement (COR), Literal Value Replacement (LVR), and Arithmetic Operator Deletion (AOD) [47].

The SDL operator has inspired the definition of mutation operators (e.g., OODL operators) that delete portions of program statements, with the objective of replacing the sufficient set with a simpler set of mutation operators. The OODL mutation operators include the delete Arithmetic (AOD), Bitwise (BOD), Logical (LOD), Relational (ROD), and Shift (SOD) operators. Empirical results show that deletion operators produce significantly fewer equivalent mutants [44], [49] and, furthermore, test suites that kill mutants generated with both SDL and OODL operators kill a very high percentage of all mutants (i.e., 97%) [49].

Another alternative to the sufficient set of operators is the generation of higher order mutants, which result from the application of multiple mutation operators for each mutation [50], [51], [52], [53]. However, higher order mutants are easier to kill than the first order ones (i.e., less effective to assess test suites limitations) [32], [54], and there is limited empirical evidence regarding which mutation operators should be combined to resemble real faults and minimize the number of redundant mutants [32].

2.3 Compile-time Scalability

The potentially large size of the software under test, combined with the large number of available mutation operators, may make the compilation of all mutants infeasible.

To reduce the number of invocations to the compiler to one, mutant schemata include all the mutations into a single executable [20]. With mutant schemata, the mutations to be tested are selected at run-time through configuration parameters. This may lead to a compilation speed-up of 300% [55].

Another solution to address compile-time scalability issues consists of mutating machine code (e.g., binary code [56], assembly language [57], Java bytecode [58], and .NET bytecode [59]), thus avoiding the execution of the compilation process after creating a mutant. A common solution consists of mutating the LLVM Intermediate Representation (IR) [60], which enables the development of mutants that work with multiple programming languages [61] and facilitates the integration of optimizations based on dynamic program analysis [62].

Unfortunately, the mutation of machine code may lead to mutants that are not representative of real faults (i.e., faults caused by human mistakes at development time) because they are impossible to generate from the source code [62]. For instance, a function invocation in the source code may lead to hundreds of machine code instructions (e.g., the function call std::vector::push_back leads to 200 LLVM IR instructions) and, consequently, some of the mutants derived from such instructions cannot be derived by mutating the source code. In the case of IR mutation, some of these impossible mutants can be automatically identified [62]; however, the number of generated mutants tends to be higher at the IR level than at the source code level, which may reduce scalability [61]. In addition, we have encountered three problems that prevented the application of mutation analysis tools based on LLVM IR to our case study systems. First, space software relies on compiler pipelines (e.g., RTEMS [63]) that include architecture-specific optimizations not supported by LLVM. Second, there is no guarantee that the executables generated by LLVM are equivalent to those produced by the original compiler. Third, efficient toolsets based on LLVM often perform mutations dynamically [62], which is infeasible when the software under test needs to be executed within a dedicated simulator, a common situation with space software and many other types of embedded software in cyber-physical systems.

2.4 Runtime Scalability

A straightforward mutation analysis process consists of executing the full test suite against every mutant; however, it may lead to scalability problems in the case of a large software under test (SUT) with expensive test executions. Simple optimizations that can be applied to space software consist of (S1) stopping the execution of the test suite when the mutant has been killed, (S2) executing only those test cases that cover the mutated statements [64], and (S3) relying on timeouts to automatically detect infinite loops introduced by mutation [32].

Split-stream execution consists of generating a modified version of the SUT that creates multiple processes (one for each mutant) only when the mutated code is reached [65], [66], thus saving time and resources. Unfortunately, it cannot be applied in the case of space software that needs to run with simulators because, in general, the hosting simulator cannot be forked by the hosted SUT.

Another feasible solution consists of randomly selecting a subset of the generated mutants [9], [10], [67]. Zhang et al. [9] empirically demonstrated that a random selection of 5% of the mutants is sufficient for estimating, with high confidence, the mutation score obtained with the complete mutants set. Further, they show that sampling mutants uniformly across different program elements (e.g., functions) leads to a more accurate mutation score prediction than sampling mutants globally in a random fashion. For large
software systems that lead to thousands of mutants, random mutation analysis is the only viable solution. However, for very large systems such as the ones commonly found in industry, randomly selecting 5% of the mutants may still be too expensive.

Gopinath et al. estimate the number of mutants required for an accurate mutation score [10]. They rely on the intuition that, under the assumption of independence between mutants, mutation analysis can be seen as a Bernoulli experiment in which the outcome of the test for a single mutant is a Bernoulli trial (i.e., mutant successfully killed or not) and, consequently, the mutation score should follow a binomial distribution. They rely on Tchebyshef’s inequality [68] to find a theoretical lower bound on the number of mutants required for an accurate mutation score. More precisely, they suggest that, with 1,000 mutants, the estimated mutation score differs from the real mutation score at most by 7 percentage points. However, empirical results show that the binomial distribution provides a conservative estimate of the population variance and, consequently, 1,000 mutants enable in practice a more accurate estimate (> 97%) of the mutation score than expected.

In the statistics literature, the correlated binomial model [69], and related models [70], [71], [72] are used when Bernoulli trials are not independent [73]. In our work, based on the results achieved by Gopinath et al., we assume that the degree of correlation between mutants is limited and the binomial distribution can be used to accurately estimate the mutation score, which is supported by our empirical results (see Section 4). In Appendix B, we verify the correctness of our assumptions by reporting the degree of association between trials and by comparing the probability mass function for the binomial and the correlated binomial distributions, for all our subjects.

The statistics literature also provides a number of approaches for the computation of a sample size (i.e., the number of mutants, in our context) that enables estimates with a given degree of accuracy [74], [75], [76], [77]. For binomial distributions, the most recent work is that of Gonçalves et al. [78], that determines the sample size by relying on heuristics for the computation of confidence intervals for binomial proportions. A confidence interval has a probability $p_\alpha$ (the confidence level) of including the estimated parameter (e.g., the mutation score). Results show that the largest number of samples required to compute a 95% confidence interval is 1,568.

If used to drive the selection of mutants, both the approaches of Gopinath et al. and Gonçalves et al., which suggest sampling at least 1,000 mutants, may be impractical when mutants are tested with large system test suites.

An alternative to computing the sample size before performing an experiment is provided by sequential analysis approaches, which determine the sample size while conducting a statistical test [79]. Such approaches do not perform worst-case estimates and may thus lead to smaller sample sizes. For example, the sequential probability ratio test, which can be used to test hypotheses, has been used in mutation analysis as a condition to determine when to stop test case generation (i.e., when the mutation score is above a given threshold) [80]. In our context, we are interested in point estimation, not hypothesis testing; in this case, the sample size can be determined through a fixed-width sequential confidence interval (FSCI), i.e., by computing the confidence interval after every new sample and then stop sampling when the interval is within a desired bound [24], [81], [82]. Concerning the method used to compute the confidence interval in FSCI, the statistics literature [24] reports that the Wald method [83] minimizes the sample size but requires an accurate variance estimate. We will therefore resort to a non-parametric alternative, which is Clopper-Pearson [84]. Note that FSCI has never been applied to determine the number of mutants to consider in mutation analysis.

Other solutions to address runtime scalability problems in mutation analysis aim to prioritize test cases to maximize the likelihood of executing first those that kill the mutants [11], [85], [86]. The main goal is to save time by preventing the execution of a large subset of the test suite, for each mutant. Previous work aimed at prioritizing faster test cases [85] but this may not be adequate with system-level test suites whose test cases have similar, long execution times. Approaches that rely on data-flow analysis to identify and prioritize the test cases that likely satisfy the killing conditions [86] are prohibitively expensive and are unlikely to scale to large systems. Other work [11] combines three coverage criteria: (1) the number of times the mutated statement is exercised by the test case, (2) the proximity of the mutated statement to the end of the test case (closer ones have higher chances of satisfying the sufficiency condition), and (3) the percentage of mutants belonging to the same class file of the mutated statement that were already killed by the test case. Criterion (3) is also used to reduce the test suite size, by only selecting the test cases above a given percentage threshold. Unfortunately, only criterion (1) seems applicable in our context; indeed, criterion (2) is ineffective with system test cases whose results are checked after long executions, while criterion (3) may be inaccurate when only a random, small subset of mutants is executed, as discussed above.

### 2.5 Detection of Equivalent Mutants

A mutant is equivalent to the original program when they both generate the same outputs for the same inputs. Although identifying equivalent mutants is an undecidable problem [7], [87], several heuristics have been developed to address it.

The simplest solution consists of relying on trivial compiler optimisations [18], [32], [43], i.e., compile both the mutants and the original program with compiler optimisation enabled and then determine whether their executables match. In C programs, compiler optimisations can reduce the total number of mutants by 28% [43].

Solutions that identify equivalent mutants based on static program analysis (e.g., concolic execution [21], [23] and bounded model checking [22]) show promising results (e.g., to automatically identify non-equivalent mutants for batch programs [23]) but they rely on static analysis solutions that cannot work with system-level test cases that execute with hardware and environment simulators in the loop. Indeed, (1) simulation results cannot be predicted by pure static analysis, (2) concolic execution tools, which rely on LLVM, cannot be run if the SUT executable should be generated.
with a specific compiler (see Section 2.3), (3) there are no solutions supporting the concolic execution of large software systems within simulation environments (state-of-the-art techniques work with small embedded software [88]), and (4) communication among components not based on direct method invocations (e.g., through network or databases) is not supported by existing toolsets.

Alternative solutions rely on dynamic analysis and compare data collected when testing the original software and the mutants [12], [13], [14], [15]. The most extensive empirical study on the topic shows that nonequivalent mutants can be detected by counting the number of methods (excluding the mutated method) that, for at least one test case, either (1) have statements that are executed at a different frequency with the mutant, (2) generate at least one different return value, or (3) are invoked at a different frequency [14]. To determine if a mutant is non-equivalent, it is possible to define a threshold indicating the smallest number of methods with such characteristics. A threshold of one identifies non-equivalent mutants with an average precision above 70% and an average recall above 60%. This solution outperforms more sophisticated methods relying on dynamic invariants [15]. Also, coverage frequency alone leads to results close to the ones achieved by including all three criteria above [14]. However, such approaches require some tailoring because collecting all required data (i.e., coverage frequency for every program statement, return values of every method, frequency of invocation of every method) has a computational and memory cost that may break real-time constraints.

2.6 Detection of Redundant Mutants

Redundant mutants are either duplicates, i.e., mutants that are equivalent with each other but not equivalent to the original program, or subsumed, i.e., mutants that are not equivalent with each other but are killed by the same test cases.

Duplicate mutants can be detected by relying on the same approaches adopted for equivalent mutants.

According to Shin et al., subsumed mutants should not be discarded but analyzed to augment the test suite with additional test cases that fail with one mutant only [8]. The augmented test suite has a higher fault detection rate than a test suite that simply satisfies mutation coverage; however, with large software systems the approach becomes infeasible because of the lack of scalable test input generation approaches.

2.7 Summary

We aim to rely on the sufficient set of operators since it has been successfully used to generate a mutation score that accurately estimates the fault detection rate for software written in C and C++, languages commonly used in embedded software. Further, since recent results have reported on the usefulness of both LVR and OODL operators to support the generation of test suites with high fault revealing power [47], the sufficient set may be extended to include these two operators as well.

To speed up mutation analysis by reducing the number of mutants, we should consider the SDL operator alone or in combination with the OODL operators. However, such heuristic should be carefully evaluated to determine the level of confidence we can expect.

Among compile time optimizations, only mutant schemata appear to be feasible with space software. Concerning scalability, simple optimizations (i.e., S1, S2, and S3 in Section 2.4) are feasible. Alternative solutions are the ones relying on mutant sampling and coverage metrics. However, to be applied in a safety or mission critical context, mutant sampling approaches should provide guarantees about the level of confidence one may expect. Currently, this can only be achieved with approaches requiring a large number of sampled mutants (e.g., 1, 000). Therefore, sequential analysis based on FSCI, which minimizes the number of samples and provides accuracy guarantees, appears to be the most appropriate solution in our context. Further, test suite selection and prioritization strategies based on code coverage require some tailoring to cope with real time constraints.

Equivalent mutants can be identified through trivial compiler optimizations and the analysis of coverage differences; however, it is necessary to define and evaluate appropriate coverage metrics. The same approach can be adopted to identify duplicate mutants. The generation of test cases that distinguish subsumed mutants is out of the scope of this work.

A high-level description of a possible mutation testing pipeline was proposed in a recent survey [32]. It consists of the following sequence of activities: select (sample) mutants, compile mutants, remove equivalent and redundant mutants, compute test inputs that kill mutants, execute mutants, compute mutation score, reduce test suites and prioritize test cases. Unfortunately, such pipeline does not enable the integration of many optimizations proposed above, which further motivates our work. For example, it cannot support FSCI-based sampling, which requires mutants sampling to be coupled with mutants execution. Also, it does not envision the detection of equivalent and redundant mutants based on code coverage. Moreover, it only partially addresses scalability issues since test suite reduction and prioritization are performed after mutation analysis. Further, it includes a test input generation step that is not feasible in the context of CPS. Finally, it has never been implemented and therefore its feasibility has not been evaluated.

3 SPACE SOFTWARE MUTATION ANALYSIS PIPELINE

Figure 1 provides an overview of the mutation analysis process that we propose, MASS, based on the discussions and decisions in the previous section. Its goal is to propose a comprehensive solution for making mutation analysis applicable to embedded software in industrial cyber-physical systems. The ultimate goal of MASS is to assess the effectiveness of test suites with respect to detecting violations of functional requirements.

Different from the mutation analysis pipeline presented in related work [32], MASS enables the integration of all

5. The main objective of such pipeline was to walk the reader through the survey, not to propose a precise and feasible solution.
mutation analysis optimization techniques that are feasible in our context to address scalability and pertinence problems (see Section 2.7). MASS consists of eight steps: (Step 1) Collect SUT Test Suite Data, (Step 2) Create Mutants, (Step 3) Compile Mutants, (Step 4) Remove Equivalent and Duplicate Mutants Based on Compiled Code, (Step 5) Sample Mutants, (Step 6) Execute Prioritized Subset of Test Cases, (Step 7) Identify Likely Equivalent / Duplicate mutants based on Coverage, and (Step 8) Compute the Mutation Score. Different from related work, MASS enables FSCI-based sampling by iterating between mutants sampling (Step 5) and test cases execution (Step 6). Also, it integrates test suite prioritization and reduction (Step 6) before the computation of the mutation score. Finally, it includes methods to identify likely equivalent and duplicate mutants based on code coverage (Step 7). We describe each step in the following paragraphs.

3.1 Step 1: Collect SUT Test Data

In Step 1, the test suite is executed against the SUT and code coverage information is collected. More precisely, we rely on the combination of gcov [89] and GDB [90], enabling the collection of coverage information for embedded systems without a file system [91].

3.2 Step 2: Create Mutants

In Step 2, we automatically generate mutants for the SUT by relying on a set of selected mutation operators. In MASS, based on the considerations provided in Section 2.2, we rely on an extended sufficient set of mutation operators, which are listed in Table 1. In addition, in our experiments, we also evaluate the feasibility of relying only on the SDL operator, combined or not with OODL operators, instead of the entire sufficient set of operators.

To automatically generate mutants, we have extended SRCIRor [92] to include all the operators in Table 1. After mutating the original source file, our extension saves the mutated source file and keeps track of the mutation applied. Our toolset is available under the ESA Software Community Licence Permissive [93] at the following URL https://faqas.uni.lu/.

3.3 Step 3: Compile Mutants

In Step 3, we compile mutants by relying on an optimized compilation procedure that leverages the build system of the SUT. To this end, we have developed a toolset that, for each mutated source file: (1) backs-up the original source file, (2) renames the mutated source file as the original source file, (3) runs the build system (e.g., executes the command make), (4) copies the generated executable mutant in a dedicated folder, (5) restores the original source file.

Build systems (e.g., GNU make [94] driving the GCC [95] compiler) create one object file for each source file to be compiled and then link these object files together into the final executable. After the first build, in subsequent builds, build systems recompile only the modified files and link them to the rest. For this reason, our optimized compilation procedure, which modifies at most two source files for each mutant (i.e., the mutated file and the file restored to eliminate the previous mutation), can reuse almost all the compiled object files in subsequent compilation runs, thus speeding up the compilation of multiple mutants. The experiments conducted with our subjects (Section 4) have shown that our optimization is sufficient to make the compilation of mutants feasible for large projects. Other state-

![Fig. 1: Overview of the proposed Mutation Analysis Pipeline](image-url)
of the art solutions introduce additional complexity (e.g., change the structure of the software under test [20]) that does not appear to be justified by scalability needs.

3.4 Step 4: Remove Equivalents and Duplicates

In Step 4, we rely on trivial compiler optimizations to identify and remove equivalent and duplicate mutants. More precisely, for every available compiler optimization level (e.g., O0, O1, O2, O3, O4, Os, and Ofast for GCC), or a subset selected by engineers, MASS re-executes Step 3 and stores the SHA-512 hash summaries of all the mutant and original executables [96]. To detect equivalent mutants, MASS compares the hash summaries of the mutants with that of the original executable. To detect duplicate mutants but avoid combinatorial explosion, MASS focuses its comparison of hash summaries on pairs of mutants belonging to the same source file (restricting the scope of the comparison is common practice [43]). Hash comparison allows us to (1) determine the presence of equivalent mutants (i.e., mutants having the same hash as the original executable), and (2) identify duplicate mutants (i.e., mutants with the same hash). Equivalent and duplicate mutants are then discarded. We compare hash summaries rather than executable files because it is much faster, an important consideration when dealing with a large number of mutants. The outcome of Step 4 is a set of unique mutants, i.e., mutants with compiled code that differs from the original software and any other mutant.

3.5 Step 5: Sample Mutants

In Step 5, MASS samples the mutants to be executed to compute the mutation score. MASS does not selectively generate mutants but samples them from the whole set of successfully compiled, nonequivalent, and nonduplicated mutants (result of Steps 2 to 4). This choice aims to avoid sampling bias which may result from the presence of such mutants; indeed, there is no guarantee that these mutants, if they were discarded after being sampled, would be uniformly distributed across program statements. Our choice does not affect the feasibility of MASS since Steps 2 to 4 have negligible cost (see Section 4).

Our pipeline supports different sampling strategies: proportional uniform sampling, proportional method-based sampling, uniform fixed-size sampling, and uniform FSCI sampling.

The strategies proportional uniform sampling and proportional method-based sampling were selected based on the results of Zhang et al. [9], who compared eight strategies for sampling mutants. The former was the best performing strategy and consists of sampling mutants evenly across all functions of the SUT, i.e., sampling \( r \% \) mutants from each set of mutants generated inside the same function. The latter consists of randomly selecting \( r \% \) mutants from the complete mutants set. This is included in our study because it is simpler to implement and showed to be equivalent to stratified sampling strategies, based on recent work [10].

The uniform fixed-size sampling strategy stems from the work of Gopinath et al. [10] and consists of selecting a fixed number \( N_M \) of mutants for the computation of the mutation score. Based their work, with 1,000 mutants, one can guarantee an accurate estimation of the mutation score.

In this paper, we introduce the uniform FSCI sampling strategy that determines the sample size dynamically, while exercising mutants, based on a fixed-width sequential confidence interval approach. With uniform FSCI sampling, we introduce a cycle between Step 6 and Step 5, such that a new mutant is sampled only if deemed necessary. More precisely, MASS iteratively selects a random mutant from the set of unique mutants and exercises it using the SUT test suite. Based on related work, we assume that the mutation score computed with a sample of mutants follows a binomial distribution (see Section 2.4). For this reason, to compute the confidence interval for the FSCI analysis, we rely on the Clopper-Pearson method since it is reported to provide the best results (see Section 2.4). Mutation analysis (i.e., sampling and testing a mutant) stops when the confidence interval is below a given threshold \( T_{CI} \) (we use \( T_{CI} = 0.10 \) in our experiments). More formally, given a confidence interval \([L_S; U_S]\), with \( L_S \) and \( U_S \) indicating the lower and upper bound of the interval, mutation analysis stops when the following condition holds:

\[
(U_S - L_S) < T_{CI}.
\]

Unfortunately, the assumption about the estimated mutation score following a binomial distribution may not hold when a subset of the test suite is executed for every mutant (which could happen in Step 6). Without going into the details behind the implementation of Step 6, which is described in Section 3.6, we can expect that a reduced test suite may not be able to kill all the mutants killed by the entire test suite, i.e., the estimated mutation score may be affected by negative bias. Consequently, over multiple runs, the mean of the estimated mutation score may not be close to the actual mutation score (i.e., the mutation score computed with the entire test suite exercising all the mutants for the SUT) but may converge to a lower value. To compute a correct confidence interval that includes the actual mutation score of the SUT, we thus need to take into account this negative bias.

To study the effect of negative bias on the confidence interval, we address first the relation between the actual mutation score and the mutation score computed with the reduced test suite when the entire set of mutants for the SUT is executed. A mutant killed by the entire test suite has a probability \( P_{KErr} \) of not being killed by the reduced test suite. The probability \( P_{KErr} \) can be estimated as the proportion of mutants (erroneously) not killed by the reduced test suite

\[
P_{KErr} = \frac{|E_R|}{|M|}
\]

with \( E_R \) being the subset of mutants that are killed by the entire test suite but not by the reduced test suite, and \( M \) being the full set of mutants for the SUT.

The mutation score for the reduced test suite \( (M_S_R) \) can be computed as

\[
M_S_R = \frac{|K| - |E_R|}{|M|} = \frac{|K|}{|M|} - \frac{|E_R|}{|M|} = M_S - \frac{|E_R|}{|M|} = M_S - P_{KErr}
\]

where \( K \) is the set of mutants killed by the whole test suite, \( M \) is the set of all the mutants of the SUT, and \( M_S \) is the...
the actual mutation score. Consequently, the actual mutation score can be computed as

\[ MS = MS_R + P_{ErrR} \]  \hspace{1cm} (4)

We now discuss the effect of a reduced test suite on the confidence interval for a mutation score estimated with mutants sampling. When mutants are sampled and tested with the entire test suite, the actual mutation score is expected to lie in the confidence interval \([L_S; U_S]\). In the presence of a reduced test suite, we can still rely on the Clopper-Pearson method to compute the confidence interval \(CI_R = [L_R; U_R]\). However, we have to take into account the probability of an error in the computation of the mutation score \(MS_R\); \(MS_R\) can be lower than \(MS\) and, based on Equation 4, we expect the actual mutation score to lie in an interval that is shifted with respect to the interval for \(MS_R\):

\[ CI = [L_R + P_{ErrR}; U_R + P_{ErrR}] \]  \hspace{1cm} (5)

We can only estimate \(P_{ErrR}\) since computing it would require the execution of all the mutants with the complete test suite, thus undermining our objective of reducing test executions. To do so, we can randomly select a subset \(M_R\) of mutants, on which to execute the entire test suite and identify the mutants killed by the reduced test suite. The size of the set \(M_R\) should be lower than the number of mutants we expect FSCl sampling to return, otherwise sampling would not provide any cost reduction benefit. Since, for every mutant in \(M_R\), we can determine if it is erroneously reported as not killed by the reduced test suite \(R\), we can estimate the probability \(P_{ErrR}\) as the percentage of such mutants. As for the case of the mutation score, we assume that the binomial distribution provides a conservative estimate of the variance for \(P_{ErrR}\).

We can estimate the confidence interval for \(P_{ErrR}\) using one of the methods for binomial distributions. We rely on the Wilson score method because it is known to perform well with small samples [97]. The value of \(P_{ErrR}\) will thus lie within \(CI_E = [L_E; U_E]\), with \(L_E\) and \(U_E\) indicating the lower and upper bounds of the interval.

Based on Equation 5, the confidence interval to be used with FSCl sampling in the presence of a reduced test suite should thus be

\[ CI = [L_R + L_E; U_R + U_E] \]  \hspace{1cm} (6)

The estimated mutation score is the value lying in the middle of the interval.

Since the width of the confidence interval \(CI\) (hereafter, \(|CI|\)) results from the sum of \(|CI_R|\) and \(|CI_E|\), mutation sampling with a reduced test suite may lead to the execution of a larger set of mutants.

Based on Equations 1 and 6, \(|CI_R| \leq T_{CI} - |CI_E|\). Consequently, when \(|CI_E| > T_{CI}\), the reduced test suite cannot lead to sufficiently accurate results. Also, a large \(|CI_E|\) may prevent the identification of accurate results with a feasible number of mutants. For example, Clopper-Pearson may require up to 1568 samples for a confidence interval below 0.05 [78]. We shall thus identify a threshold \((T_{CE})\) for the confidence interval \(|CI_E|\) that enables accurate estimates with a small sample size (e.g., in the worst case, with less than 1000 samples, the sample size for related work). For this reason, starting from a minimal number of samples to estimate \(P_{Err}\) (150 in our experiments), MASS keeps estimating \(P_{Err}\) until it yields \(|CI_E| \leq T_{CE}\). In our experiments we set \(T_{CE} = 0.035\). To select \(T_{CE}\), we have identified a reasonable minimal mutation score to be expected in space software (i.e., 65%) and identified, based on confidence interval estimation methods with finite population correction factor [98], the minimal value for \(|CI_E|\) that requires a number of samples below 850 (i.e., 1000 – 150).

When it is not possible to estimate \(|CI_E| \leq T_{CE}\) or when the number of samples required to estimate \(|CI_E| \leq T_{CE}\) is sufficient to accurately estimate the mutation score, the test suite can be prioritized but not reduced and the confidence interval is computed using the traditional Clopper-Pearson method, i.e., \([L_S; U_S]\).

### 3.6 Step 6: Test Prioritization

In Step 6, we execute a prioritized subset of test cases. We select only the test cases that satisfy the reachability condition (i.e., cover the mutated statement) and execute them in sequence. Similarly to the approach of Zhang et al. [11], we define the order of execution of test cases based on their estimated likelihood of killing a mutant. However, in our work, this likelihood is estimated differently since, as discussed above, the measurements they rely on are not applicable in the context of system-level testing and complex cyber-physical systems (see Section 2.4). In contrast, to minimize the impact of measurements on real-time constraints, we only collect code coverage information for a small part of the system.

To reduce the number of test cases to be executed with a mutant, we should first execute the ones that more likely satisfy the necessity condition. This might be achieved by executing a test case that exercises the mutated statement with variable values not observed before. Unfortunately, in our context, the size of the SUT and its real-time constraints prevent us from recording all the variable values processed during testing.

Therefore, we rely on code coverage to determine if two test case executions exercise the mutated statement with diverse variable values. Such coverage is collected by efficient procedures provided by compilers, thus having lower impact on execution performance than other types of dynamic analysis solutions (e.g., tracing variable values). Since, because of control- and data-flow dependencies, a different set of input values may lead to differences in code coverage, the latter helps determine if two or more test cases likely exercise a mutated statement with different variable values. To increase the likelihood that the observed differences in code coverage are due to the use of different variable values to exercise the mutated statement, we restrict the scope of code coverage analysis to the functions belonging to the component (i.e., the source file) that contains the mutated statement. Indeed, such functions typically present several control- and data-flow dependencies, thus augmenting the likelihood that a coverage difference is due to the execution of the mutated statement with a diverse set of values. Also, collecting code coverage for a small part of the system further reduces the impact of our analysis on system performance.
Based on related work, we have identified two possible strategies to characterize test case executions based on code coverage:

S1 Compare the sets of source code statements that have been covered by test cases [12].
S2 Compare the number of times each statement has been covered by test cases [14].

To determine how dissimilar two test cases are and, consequently, how likely they are to exercise the mutated statement with different values, we rely on widely adopted distance metrics. In the case of S1, we rely on the Jaccard and Ochiai indices, which are two similarity indices for binary data which have been successfully used to compare program executions based on code coverage [99], [100], [101]. Given two test cases \( T_A \) and \( T_B \), the Jaccard \( D_J \) and Ochiai \( D_O \) distances are computed as follows:

\[
D_J(T_A, T_B) = 1 - \frac{|C_a \cap C_b|}{|C_a \cup C_b|}, \quad D_O(T_A, T_B) = 1 - \frac{|C_a \cap C_b|}{\sqrt{|C_a||C_b|}},
\]

where \( C_a \) and \( C_b \) are the set of covered statements exercised by \( T_A \) and \( T_B \), respectively.

In the case of S2, we compute the distance between two test cases by relying on the euclidean distance \( D_E \) and the cosine similarity distance \( D_C \), two popular distance metrics used in machine learning. Given two vectors \( V_A \) and \( V_B \), whose elements capture the number of times a statement has been covered by test cases \( T_A \) and \( T_B \), the distances \( D_E \) and \( D_C \) can be computed as follows:

\[
D_E = \sqrt{\sum_{i=1}^{n} (A_i - B_i)^2}, \quad D_C = 1 - \frac{\sum_{i=1}^{n} A_iB_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \sqrt{\sum_{i=1}^{n} B_i^2}},
\]

where \( A_i \) and \( B_i \) refer to the number of times the \( i \)-th statement had been covered by \( T_A \) and \( T_B \), respectively.

Figure 2 shows the pseudocode of our algorithm for selecting and prioritizing test cases. It generates as output a prioritized test suite (PTS). Based on the findings of Zhang et al. [11], we first select the test case that exercises the mutated statement the highest number of times (Line 3) and add it to the prioritized test suite (Line 4). Then, in the next iterations, the test case selected is the one with the largest distance from the closest test case already selected (Lines 10 to 13). When two or more test cases have the same distance, we select randomly among the test cases that exercise the mutated statement the most.

The algorithm iterates as long as it identifies a test case showing a difference in code coverage from the already selected test cases (Line 14).

Test cases are then executed in the selected order. During execution, we collect code coverage information and identify killed and live mutants.

3.7 Step 7: Discard Mutants

In this step, we identify likely nonequivalent and likely nonduplicate mutants by relying on code coverage information collected in the previous step.

Similarly to related work [14], we identify nonequivalent and nonduplicate mutants based on a threshold, which we will empirically investigate in Section 4.8.

In our case, consistently with previous steps of MASS, we compute normalized distances based on the distance metrics \( D_J \), \( D_O \), \( D_E \), and \( D_C \). A mutant is considered nonequivalent when the distance from the original program is above the threshold \( T_E \), for at least one test case. Similarly, a mutant is considered nonduplicate when the distance from every other mutant is above the threshold \( T_D \), for at least one test case. For the identification of nonequivalent mutants, we consider live mutants only. To identify nonduplicate mutants, we consider both live and killed mutants; however, to avoid combinatorial explosion, we compare only mutants belonging to the same source file (indeed, mutants belonging to different files are unlikely to be redundant). Killed mutants that lead to the failure of different test cases are not duplicate, regardless of their distance.

Thresholds \( T_E \) and \( T_D \) should enable the identification of mutants that are guaranteed to be nonequivalent and nonduplicate. In particular, we are interested in the set of live, nonequivalent, nonduplicate mutants (hereafter, LNEND) and the set of killed, nonduplicate mutants (hereafter, KND). With such guarantees, the mutation score can be adopted as an adequacy criterion in safety certification processes. For example, certification agencies may require safety-critical software to reach a mutation score of 100%, which is feasible in the presence of nonequivalent mutants.

3.8 Step 8: Compute Mutation Score

The mutation score (MS) is computed as the percentage of killed nonduplicate mutants over the number of nonequivalent, nonduplicate mutants identified in Step 7:

\[
MS = \frac{|KND|}{|LNEND| + |KND|}
\]

4 Empirical Evaluation

Our empirical evaluation aims to assess the effectiveness of the techniques integrated into MASS to address scalability and pertinence problems (i.e., Steps 2, 4, 5, 6, 7, and 8, in Figure 1). Our objectives include (RQ1) confirming, in our context, trivial compiler optimization results observed in related work (Step 4), (RQ2) identifying the most effective solution for mutants sampling (Step 5), (RQ3) comparing mutants generation strategies implemented by MASS (Step 2), evaluating the (RQ4) accuracy and (RQ5) effectiveness...
of the strategies proposed for test suite prioritization (Step 6), and (RQ6) evaluating the accuracy of the strategy for the identification of likely equivalent/duplicate mutants (Step 7). Finally, we aim to (RQ7) compare the mutation score computed by MASS (Step 8) with the mutation score computed without MASS optimizations. In the following, we provide our research questions and describe the MASS steps they aim to evaluate in more detail.

RQ1 (Step 4) What are the cost savings provided by compiler optimization techniques detecting equivalent and duplicate mutants? We wish to determine what is the percentage of mutants reported as being equivalent and duplicate by compiler optimization techniques. After accounting for the additional compilation time entailed by such techniques, we want to identify the optimal subset of compilation options to be used in Step 4 of MASS.

RQ2 (Step 5) Can a randomly selected subset of mutants be used to accurately estimate the mutation score obtained from the entire set of mutants? We attempt to evaluate four mutants sampling strategies: proportional uniform sampling, proportional method-based sampling, uniform fixed-size sampling, and uniform FSCI sampling. More precisely, we aim to determine the best configuration for each sampling strategy (i.e., sampling ratio, sample size, and confidence interval). Furthermore, we need to identify which strategy offers the best trade-off between the number of mutants to be tested and accuracy.

RQ3 (Step 2) Do mutants generated with deletion operators (i.e., SDL and OODL) lead to a mutation score that accurately estimates the mutation score of the entire set of mutants? We want to determine if we can minimize the number of selected mutants by only relying on deletion operators. To do so, we compare the mutation score generated with SDL and OODL operators with the mutation score based on all available mutation operators.

RQ4 (Step 6) Can a prioritized subset of test cases that maximizes test suite diversity be used to accurately estimate the mutation score of the entire test suite? We investigate how the various distance metrics used in the PrioritizeAndReduce algorithm implemented by MASS (Step 6) compare in terms of accuracy.

RQ5 (Step 6) To what extent different test suite prioritization strategies can speed up the mutation analysis process? We investigate the execution time reduction achieved by different distance metrics used in the PrioritizeAndReduce algorithm.

RQ6 (Step 7) Is it possible to identify thresholds, based on code coverage information, that enable the detection of nonequivalent and nonduplicate mutants? We investigate the accuracy of our strategy based on threshold values for the best distance metric (MASS Step 7).

RQ7 (Step 8) How does the mutation score computed by MASS relate to the mutation score of the original test suite based on the complete set of mutants? In other words, is there any tradeoff between the gains in scalability due to MASS and mutation score accuracy? We therefore analyze the difference between the MASS mutation score, which is obtained with a subset of the test suite and excludes likely equivalent and duplicate mutants, and the mutation score obtained with the entire set of mutants tested with the full test suite.

4.1 Subjects of the study
To perform our experiments, we considered five software artifacts (hereafter, subjects), each one developed by one of the aforementioned industry partners for different satellites: ESAIL-CSW (central software), LIBP, LIBN, LIBU, and MLFS. They are representative of common types of flight software—that are also typically present in other cyber-physical systems—including on-board controllers (ESAIL-CSW), libraries providing features related to the application layer (LIBP), as well as networking (LIBN), utility (LIBU), and mathematical functions (MLFS).

ESAIL is a microsatellite developed by LXS in a Public-Private-Partnership with ESA and ExactEarth. The Payload is an AIS Receiver for ship and vessel detection from space. For our empirical evaluation, we considered the onboard central control software of ESAIL (hereafter, simply ESAIL-CSW), which consists of 924 source files with a total size of 187,116 LOC. ESAIL-CSW is verified by unit test suites and system test suites that run in different facilities (e.g., Software Validation Facility [102], FlatSat [103], Prototflight Model [104]). Except for the test suite running in the Software Validation Facility (SVF), which is a simulator for the onboard hardware [102], the other test suites require dedicated hardware. The SVF simulates both the target hardware and the satellite units (e.g., a magnetometer connected to the Attitude Determination And Control Subsystem unit). For this study, we considered the SVF test suite, which consists of a total of 384 carefully selected test cases targeting mainly functional and interface requirements of the system. Other requirements (e.g., timing, robustness, and performance requirements) are verified by the other system test suites.

Unit test suites are used for preliminary development stages and later to ensure higher level of code coverage for critical modules on the target hardware. For this study, we could not consider all the available test suites because of hardware availability; also, our evaluation required repeated executions of the provided test suites, which would not have been practically feasible with dedicated hardware devices in the loop (see Section 4.2). The SVF test suite already takes 10 hours to execute.

LIBN, LIBP, and LIBU are utility libraries developed by GSL. LIBN is a network protocol library including low-level drivers (e.g., CAN, I2C). LIBP is a light-weight parameter system designed for GSL satellite subsystems. LIBU is a utility library providing cross-platform APIs for use in both embedded systems and Linux development environments.

The Mathematical Library for Flight Software (MLFS) implements mathematical functions qualified for flight software (it complies with ECSS criticality category B). The first four columns of Table 2 provide additional details. These software components differ in size and complexity; they range from 3,179 (LIBP) to 74,155 (ESAIL-CSW).

6. We use anonymized acronyms according to GSL policy.
**TABLE 2: Descriptions of subject artifacts.**

| Subject | LOC | Test suite type | # Test cases | Statements coverage |
|---------|-----|-----------------|--------------|---------------------|
| ESAIL-CSW | 74,185 | System | 384 | 90.35% |
| ESAIL$_S$ | 2,235 | System | 384 | 95.36% |
| LIBN | 9,836 | Integration | 89 | 63.10% |
| LIBP | 3,179 | Integration | 170 | 77.60% |
| LIBU | 10,576 | Unit | 201 | 83.20% |
| MLFS | 5,402 | Unit | 4042 | 100.00% |

**TABLE 3: Generated and compiled mutants per subject.**

| Subject | Mutants generated | MGT (sec) | Mutants compiled | % of compiled mutants | MCT (sec) |
|---------|-------------------|-----------|-----------------|-----------------------|-----------|
| ESAIL-CSW | 144,763 | 182 | 121,848 | 85.35% | 151,234 |
| ESAIL$_S$ | 7,212 | 9 | 5,347 | 74.14% | 7,640 |
| LIBN | 8,666 | 12 | 7,876 | 90.91% | 11,425 |
| LIBP | 7,252 | 7 | 6,440 | 88.80% | 9,392 |
| LIBU | 22,295 | 28 | 20,268 | 90.91% | 30,624 |
| MLFS | 31,526 | 20 | 28,069 | 89.03% | 3,157 |
| Total* | 215,502 | 249 | 184,503 | 86.82% | 205,832 |

*We ignore ESAIL$_S$ from the total counting because it is a subset of ESAIL-CSW.

Legend: MGT = mutants generation time, MCT = mutants compilation time.

Fig. 3: Distribution of test cases exercising each statement.

LOC (see column LOC in Table 2). We also provide information concerning a subset of ESAIL-CSW (i.e., ESAIL$_S$) that is introduced in the following paragraphs.

All the test suites considered in our study are characterized by high statement coverage as required by space software standards (e.g., category C software requires statement adequacy according to ECSS standards [2]). However, in our study, we do not consider dedicated test suites that require the target hardware to be executed because of scalability issues, costs, and hardware safety. Indeed, our experiments imply the execution of a large number of test cases (see Section 4.2) that cannot be parallelized when real hardware is required, as only one or few hardware components are available because of their high cost. Also, hardware often needs to be manually set-up, which would make our experiments prohibitively expensive. Finally, the automatically generated mutants may damage the hardware. In the case of LIBN, LIBP, and LIBU, we considered unit and integration test suites that exercise the SUT in the development environment (a Linux-based system). For MLFS, we considered a unit test suite achieving modified condition/decision coverage (MC/DC) coverage [105]. Since we exclude test cases that must be executed with hardware in the loop, the test suites considered in our study do not achieve 100% statement coverage, except for MLFS. Working with test suites that do not achieve statement adequacy should not affect the validity of our findings because we apply mutation only to statements that are covered by the test suite.

The test suites considered in our experiments differ regarding the distribution of test cases exercising each statement (see Figure 3). For unit and integration test suites, test cases focus on a subset of functionalities and input ranges, as a result, the number of test cases exercising a same statement is expectedly low, between one and 18. For the ESAIL$_S$ system test suite, whose test cases exercise multiple functionalities (e.g., periodic tasks), the number of test cases exercising a same statement is much higher, between one and 121, with a median equal to 58. These numbers further highlight the diversity across our subjects.

To address some of our research questions, all the mutants must be executed against the test suite, which is not feasible for the case of ESAIL-CSW due to its large size and test suite. For this reason, we have identified a subsystem of ESAIL-CSW (hereafter, ESAIL$_S$) that consists of a set of files, selected by LXS engineers, that are representative of the different functionalities in ESAIL-CSW: service/protocol layer functions, critical functions of the satellite implemented in high-level drivers, application layer functions. Details about ESAIL$_S$ are reported in Table 2.

Except for ESAIL-CSW, all subjects are compiled to generate executables for the development environment OS (Linux); we rely on the GNU Compiler Collection (GCC) for Linux X86 [95] versions 5.3 and 6.3 for MLFS and ONE, respectively. ESAIL-CSW is compiled with the LEON/ERC32 RTEMS Cross Compilation System, which includes the GCC C/C++ compiler version 4.4.6 for RTEMS-4.8 (Sparc architecture) [63].

It is important to note that the technical and test suite characteristics described above are very common in embedded software across many industry domains and cyber-physical systems, thus suggesting our results can be generalizable beyond space software.

4.2 Experimental Setup

To perform the empirical evaluation, we have implemented the MASS pipeline in a toolset that is available under the ESA Software Community Licence Permissive [93] at the following URL: https://faqas.uni.lu/

For the implementation of mutation operators, we extended the SRCiror toolset [92]. In our analysis, we consider all the operators reported in Table 1.

Related studies [9], [67] are performed by relying on mutation adequate test suites (i.e., test suites that kill all non-equivalent mutants). Such test suites are typically automatically generated using static analysis [106]. Since we cannot leverage static analysis to generate mutation adequate test suites (see Section 2.5), we rely on the original test suites provided with the subjects. As a result, to perform
our study, we mutate only the statements that are covered by the considered test suites.

For every subject, we generated mutants by executing the MASS toolset on Linux OS running on a MacBook Pro with 2.3 GHz 6-Core Intel Core i9. Table 3 reports, for every subject, the total number of mutants that were generated, their generation time, the number of mutants successfully compiled, the proportion of compiled mutants with respect to the overall number of mutants generated, and the time required to compile mutants using one compiler optimization level only (i.e., the one originally selected by engineers for each subject). The generation of mutants is fast, it takes at most 182 seconds on the largest subject (ESAIL-CSW). On average, across subjects, it takes 11 milliseconds to generate a single mutant. The proportion of successfully compiled mutants is large (i.e., 96.82% overall), though it varies from 85.35% for ESAIL-CSW to 90.91% for LIBN and LIBU. This proportion is in line with the ones reported in related work, there being variation. For example, industrial systems have shown lower success rates (e.g., 81.13% for safety-critical software components [107]) than open source, batch utilities (e.g., 96.30% for Coreutils [60]).

As shown in Table 3, the time required to compile all the mutants ranges from 3,157 to 151,234 seconds, for an average of 0.96 seconds required to compile a single mutant, across subjects. Because of our selective compilation strategy (see Section 3.3), the time required by our pipeline to compile a single mutant is significantly lower than the one required by state-of-the-art approaches, which is around 4.6 seconds per mutant, even when software components have a lower number of LOC than our subjects [43].

To collect the data required to address research questions RQ2 to RQ8, for every subject and unique mutant generated by Step 3, we have executed all the test cases covering the mutated statement. Table 4 provides, for every subject, the overall number of executed test cases and the total execution time required for our experiments. In total, the entire experiment took 1,912,662 minutes (31,878 hours or more than 1300 days). Test execution time depends on the number of mutants, the number of executed test cases, and the test suite level (e.g., system test suites exercise more complex scenarios than unit or integration test suites).

To be able to execute test cases for 31,878 hours, we performed our experiments using the HPC cluster of the University of Luxembourg [108]. The HPC cluster consists of Intel Xeon E5-2680 v4 (2.4 GHz) nodes. To perform our experiments, we tested 100 mutants in parallel, each one on a dedicated node.

In the following sections, we discuss statistical significance using a non-parametric Mann Whitney U-test (with $\alpha = 0.05$) [109]. We discuss effect size based on Vargha and Delaney’s $A_{12}$ statistics, a non-parametric effect size measure [109], [110]. Based on $A_{12}$, effect size is considered small when $0.56 < A_{12} < 0.64$, medium when $0.64 < A_{12} < 0.71$, large when $A_{12} < 0.71$. Otherwise the compared samples are considered equivalent, that is to be drawn from the same population [110].

### 4.3 RQ1

#### Design and measurements

RQ1 aims to determine the cost savings provided by trivial compiler optimization techniques [18], [43]. To do so, we assess the number of equivalent and duplicate mutants discarded by these techniques and the additional costs introduced by the augmented compilation process. Since the mutants detected by these techniques are a subset of the overall set of equivalent and duplicate mutants, we refer to them as trivially equivalent and trivially duplicate mutants.

For every subject, we compile every mutant six times, each time with a different optimization level enabled. We consider all the available optimization levels for the GCC compiler, which are -O0, -O1, -O2, -O3, -Os, and -Ofast [111]. Level -O0 indicates that no optimization is applied. Levels -O1, -O2, -O3, and -Ofast, in this order, enable an increasing number of optimization options (e.g., level -Ofast includes all the optimizations of level -O3 plus two additional ones, which are -ffast-math and -fallow-store-data-races). Level -Os enables all -O2 optimizations except those that increase code size. This is the first reported experiment including options -Os and -Ofast in such an analysis.

To identify the most effective compiler optimization level, we consider the percentage of trivially equivalent and trivially duplicate mutants they detect. Also, to discuss how complementary different optimization levels are and, therefore, whether they should be combined, we report the number of mutants identified as equivalent and duplicate by each compiler optimization only (hereafter called univocal-trivially-equivalent mutants and univocal-trivially-duplicate mutants).

To further assess the different optimization levels, we analyze the distribution of trivially equivalent and duplicate mutants across the different mutation operators considered in our study. Last, we compare our results with the ones reported in related work [18].

By default, subjects are compiled with different compiler optimization options, -Os for ESAIL-CSW, -O2 for MLFS, -O3 for LIBN, LIBP, and LIBU. To estimate the costs entailed by the augmented compilation process, we collect, for every subject, the time required for compiling all their mutants with each of the five optimization levels enabled. To compile mutants, we rely on the optimized compilation process implemented in Step 3 of MASS (see Section 3.3).

#### Results

Table 5 provides the results concerning the detection of trivially equivalent and trivially duplicate mutants. We report the total number of such mutants detected for each subject (column All), their percentage with respect to the set of mutants successfully compiled (column Overall %), and the percentages obtained with the options included in related work (i.e., by discarding the equivalent and duplicate mutants detected by -O0, -O1, -O2, and -O3, reported
in column -O0-3). The proportion of trivially equivalent mutants detected with optimization levels O0-O3 (6.22%) is in line with related work [18] (7%) and the range observed for the different subjects (i.e., 1.04% to 8.90%) largely overlaps with the range observed in related work (2%-10%). For trivially duplicate mutants, instead, we observe a slightly larger set of duplicate mutants when compared to related work. Optimization levels O0-O3 determine that 25.99% of the mutants are trivially duplicate, while in related work the average is around 21%. Finally, optimization levels -Os and -O1 enable the detection of additional trivially equivalent and duplicate mutants, thus leading to an average of 6.36% and 27.43% of the mutants being discarded, respectively (see column Overall %). In particular, we observe that the optimization level -Os, not evaluated by related work, is the most effective. Our results confirm the effectiveness of compiler optimizations for removing a significant percentage of equivalent and duplicate mutants.

Table 6 provides additional details about the trivially equivalent and duplicate mutants univocally detected by the different optimization options. In total, 4.44% and 3.34% of these mutants are univocally detected by one optimization level (see columns % of Equivalent and % of Duplicate); moreover, since all optimization options contribute to the univocal detection of equivalent and redundant mutants, it is preferable to rely on all the available compiler optimization options. Overall, the most effective optimization option is -Os, which detects 50.67% and 46.34% of univocal-equivalent and univocal-duplicate mutants, respectively. It is followed by -O1, detecting 18.43% and 10.82% of such mutants, respectively. These results suggest that, when the number of compilation runs must be limited, then -Os and -O1 should be prioritized over the other options. This is interesting since stronger optimization levels such as -Ofast and -O3 do not contribute more than -Os to the detection trivially equivalent and duplicate mutants. Surprisingly, the optimization level -O0, which does not enable any compiler optimization option, can detect trivially equivalent and trivially redundant mutants not detected by other optimization levels. However, this seems to highly depend on the code surrounding the mutated statement. For example, in one LIBU mutant the optimization level -O0 detected that if ( ptr > NULL), with ptr being a pointer, which was not detected with other optimization levels; however, the same instructions are detected as equivalent by other optimization levels when they belong to other functions (i.e., when the code surrounding them is different than the one appearing in the LIBU mutant).

Details about the distribution of trivially equivalent and duplicate mutants per mutation operator are reported in Appendix A.

Table 7 provides the time required to compile the artifacts with the different optimization levels. Different from related work, which reports that optimization levels, in the worst case, lead an increase in compilation time by a factor of 5, we do not observe a large difference in compilation time among the different optimization levels. Indeed, in the worst case (i.e., option -Os) this factor is 1.1, an increase of 10%. This directly results from the MASS compilation pipeline, which minimizes the number of source files that need to be compiled. If developers can accept a compilation time increased by a factor of 5, as suggested in related work, all the compilation optimization levels can be applied, thus maximizing the number of equivalent and duplicate mutants being detected. In three out of five subjects, it takes less than a day to compile all the mutants with all the available optimization levels, which is acceptable, given the cost saved in subsequent steps. For the cases in which it may take multiple days, our practical solution consists in executing the compilation of the various mutants in parallel (e.g., on Cloud systems); for example, our toolset includes scripts to parallelize mutants compilation on HPC and cloud platforms. In the case of ESAIL-CSW, the parallel compila-
tion of 142,763 mutants, with the four available compilation options, can be performed in 90 minutes using 100 nodes.

### 4.4 RQ2 - Accuracy of Mutant Sampling Methods

**Design and measurements**

RQ2 aims to investigate to what extent the mutation score computed from a sample of mutants (hereafter, *estimated mutation score*) accurately estimates the mutation score of the complete set of mutants (hereafter, *actual mutation score*).

In our study, we consider the sampling strategies which are part of MASS, as justified earlier: proportional uniform sampling, proportional method-based sampling, uniform fixed-size sampling, and uniform FSCI sampling.

Because of the complexity and size of space software, combined with its high test execution cost, we are interested in selecting a very small subset of mutants. For this reason, to evaluate proportional uniform sampling and proportional method-based sampling, we consider sampling ratios ranging from 1% to 10%, in steps of 1%. Further, we also cover the range 10% to 100%, in steps of 10%. To evaluate uniform fixed-size sampling, consistent with our earlier discussion, we consider a number of mutants in the range 100 to 1000, in steps of 100. Finally, to evaluate proportional method-based sampling, we consider a threshold for the confidence interval (i.e., $T_{CI}$) that ranges from 0.05 to 0.10, in steps of 0.01, with a confidence level of 95%, which is a common choice. The experiments conducted to address RQ2 entail the execution of the entire test suite for every sampled mutant. Executions with a prioritized and reduced test suite are addressed in Section 4.6. The evaluation of different values for $T_{CI}$ enable us to determine the costs associated with a more accurate estimation of the mutation score, in order to better understand the trade-offs.

We compute the actual mutation score of each system by executing the test suite against all the mutants that were successfully compiled, excluding mutants detected as being equivalent or duplicate by simple compiler optimization techniques (see RQ1). For each sampling ratio, to account for randomness, we repeat the analysis 100 times, i.e., we compute the mutation score 100 times, based on 100 randomly selected subsets of mutants. Since it is not feasible to test all the mutants generated for ESAIL-CSW, as discussed above, we focus on ESAIL-

Our goal is to determine if the estimated mutation score is an accurate estimate of the actual mutation score. This happens when the estimated mutation score differs from the actual mutation score for less than a small delta (hereafter, accuracy delta, $\delta_{acc}$) for a large percentage of the runs (e.g., 95%). We thus study the distribution of the difference between the estimated and actual mutation scores across all runs. More precisely, we estimate the 2.5% and 97.5% quantiles. Since these two quantiles delimit 95% of the population, we consider the mutation scores to be accurately estimated when they are within a pre-defined small range of the actual score $[-\delta_{acc}, \delta_{acc}]$. In other words, we consider the estimated mutation score to be accurate when the absolute value of the largest difference between the quantiles and the actual score is below $\delta_{acc}$. Since the range of acceptable mutation score values is small (75%-100%), see Section 2.1, we decided to use a threshold of 5%, which is more conservative than that reported in related work [10].

Below, we analyze $\delta_{acc}$ for varying sampling rates. To improve readability, we discuss the results concerning the different sampling strategies separately.

### Results - proportional uniform sampling

Table 8 reports on the mutation scores obtained with the entire test suite for all subjects. As expected, the best mutation score is obtained for MLFS, whose test suite achieves MC/DC coverage.

Table 9 provides accuracy results (column $\delta_{acc}$) for proportional uniform sampling for a range of sampling rates ($r$). To enable comparisons across sampling methods, Column #M reports the number of mutants sampled for each experiment.
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| Subject | Mutants | Killed | Live | Mutation Score (%) |
|---------|---------|--------|------|---------------------|
| ESAIL   | 3,386   | 2,311  | 1,225| 65.36               |
| LIBN    | 4,982   | 3,270  | 1,712| 65.64               |
| LIBP    | 3,931   | 2,717  | 1,214| 69.12               |
| LIBU    | 14,574  | 10,576 | 4,198| 71.20               |
| MLFS    | 21,375  | 17,484 | 3,891| 81.80               |
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| r (%)  | #M  | $\delta_{acc}$ | $\delta_{acc}$ | $\delta_{acc}$ | $\delta_{acc}$ |
|------|-----|----------------|----------------|----------------|----------------|
| 0.1  | 19  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.2  | 15  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.3  | 11  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.4  | 10  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.5  | 9   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.6  | 8   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.7  | 7   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.8  | 6   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.9  | 5   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| r (%)  | #M  | $\delta_{acc}$ | $\delta_{acc}$ | $\delta_{acc}$ | $\delta_{acc}$ |
|------|-----|----------------|----------------|----------------|----------------|
| 0.01 | 19  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.02 | 15  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.03 | 11  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.04 | 10  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.05 | 9   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.06 | 8   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.07 | 7   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.08 | 6   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.09 | 5   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
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| r (%)  | #M  | $\delta_{acc}$ | $\delta_{acc}$ | $\delta_{acc}$ | $\delta_{acc}$ |
|------|-----|----------------|----------------|----------------|----------------|
| 0.1  | 19  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.2  | 15  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.3  | 11  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.4  | 10  | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.5  | 9   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.6  | 8   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.7  | 7   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.8  | 6   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |
| 0.9  | 5   | 23.38          | 15.22          | 11.93          | 2.32           | 5.86           |

Note: #M, number of mutants. Accuracy results (i.e., $\delta_{acc} \leq 5\%$) are in bold.

8. We rely on linear interpolation using the type 8 algorithm suggested in Hyndman and Fan [112]. It does not make assumptions about the underlying distribution.
each sampling rate. As expected, a larger sampling rate leads to more accurate results (i.e., low $\delta_{acc}$). We notice that for test suites that ensure MC/DC coverage (i.e., MLFS), even a very small sampling ratio (i.e., 0.01) guarantees a $\delta_{acc}$ below 5%. However, to achieve an accurate mutation score estimate across all subjects, a minimum sampling rate of 0.09 is required.

In addition, we observe that, for $r = 0.09$, the worst results (highest deltas) are observed for smaller projects, which indicates that the estimation accuracy may not depend on the percentage of sampled mutants but on the size of the sample; indeed, for most of the subjects, accurate results (i.e., $\delta_{acc} < 5\%$) are obtained with a number of mutants between 350 and 450. This aspect is further studied when considering uniform fixed-size sampling and uniform FSCI sampling.

Results - proportional method-based sampling
Table 10 shows the accuracy results for proportional method-based sampling. Interestingly, for two subjects (i.e., LIBN and LIBU), proportional method-based sampling leads to accurate estimates of the mutation score with a lower number of mutants than proportional uniform sampling (i.e., around 250). However, to achieve accurate results with all subjects, we need a minimal sampling rate of $r = 0.09$, as for proportional uniform sampling, which, in the case of method-based sampling, leads to a slightly higher number of mutants. For this reason, we do not see any benefit in using method-based sampling.

Results - uniform fixed-size sampling, uniform FSCI sampling
Table 11 shows the accuracy results for uniform fixed-size sampling and uniform FSCI sampling. For each subject, we sort results according to the number of mutants. For FSCI sampling, we report the confidence interval threshold $T_{CI}$. The best results (i.e., lowest number of mutants with $\delta_{acc} \leq 5\%$) are obtained using FSCI sampling with $T_{CI} = 0.10$. Predictably, FSCI sampling with $T_{CI} = 0.10$ guarantees $\delta_{acc} \leq 5\%$ (half of $T_{CI}$); indeed, by construction, if our assumptions on the limited correlation between mutants and the mutation score following a binomial distribution hold (see Section 2.4), FSCI sampling with $T_{CI} = 0.10$ is expected to guarantee $\delta_{acc} \leq 5\%$ (see Appendix B for further details on the distribution of the mutation score across subjects).

In addition, our results suggest that a limited number of mutants (between 300 and 400) is required to achieve the desired $\delta_{acc}$. This sample size is much lower than the (worst case) sample size proposed by Gopinath et al., which is 1,000 [10]. Also, our sample size is smaller than the one estimated, for a mutation score between 60% and 80%, by approaches based on confidence-interval estimation, which is still around 1,000 [78]. However, we confirm the finding of Gopinath et al., who demonstrated that the binomial distribution accurately estimates the mutation score [10].

To summarize, this is the first study demonstrating that FSCI sampling is the best approach for obtaining the smallest sample size while providing guarantees on the accuracy of mutation score estimates. We therefore propose a better solution than that of Gopinath et al., who provide an upper bound for the number of mutants to be considered in uniform fixed-size sampling, since we have evidence suggesting that FSCI sampling helps to select a significantly smaller sample size for a desired confidence interval.

4.5 RQ3 - SDL accuracy
Design and measurements
RQ3 assesses if mutants generated using only deletion operators can accurately estimate the mutation score of the complete mutants set.

To this end, we study the difference between the mutation score obtained by executing the entire test suite on the mutants generated with all the operators (i.e., the actual mutation score) and the mutation score obtained with either (1) the mutants generated with the SDL operator only, or (2) the mutants generated with both the SDL and OODL operators. As for RQ2, to be accurate, the mutation score obtained with a subset of operators should differ by at most 5%.

Results
In Table 12, column # Mutants shows, for each subject, the number of mutants generated with either the SDL operator or both the SDL and OODL operators. Column Mutation score shows the mutation score obtained when using the entire test suite to exercise the mutants generated with either all the operators, the SDL operator only, or both the SDL and OODL operators. Between parentheses, we also report the difference between the mutation score obtained with all the operators and that obtained with a subset of operators. Results show that, for some of our subjects, the mutation score obtained with the SDL operator does not accurately estimate the mutation score obtained with a broader set of operators. Though these results do not invalidate related work [49], whose focus is on the evaluation of the strength of SDL and OODL operators, it shows that SDL and OODL operators should not be adopted to estimate the mutation score computed with a larger set of operators. We leave the evaluation of the strength of SDL and OODL operators to future work.

4.6 RQ4 - Mutation Score Accuracy with PrioritizeAndReduce
Design and measurements
RQ4 assesses whether the mutation score obtained with the reduced and prioritized test suite generated by MASS (hereafter, the MASS-reduced test suite) accurately estimates the actual mutation score. To this end, we compare the accuracy obtained with the four distance metrics (i.e., $D_J$, $D_O$, $E$, and $D_C$) used by the proposed PrioritizeAndReduce algorithm (Figure 2). In addition, to determine to what extent our prioritization strategy based on code coverage contributes to the selection of test cases that kill mutants, we also compare the results obtained with a simple baseline that, for each mutant, randomly selects one test case among the ones that cover the mutant.

For all subjects, we consider (a) the complete set of mutants, (b) the reduced subset of mutants providing accurate results (i.e., the one obtained with FSCI sampling with
TABLE 12: Comparison of mutation scores obtained with mutants generated using all operators, the SDL operator only, and the SDL + OODL operators.

| Subject | Mutation score | SDL | SDL + OODL | ALL | SDL + OODL |
|---------|----------------|-----|------------|-----|------------|
| ESAIL  | 701            | 974 | 65.36      | 61.91 (±3.45) | 63.45 (±1.91) |
| LIBN    | 912            | 1,546 | 65.64 | 70.72 (±5.08) | 71.35 (±5.71) |
| LIBP    | 731            | 1,224 | 64.84 (±4.28) | 66.26 (±2.73) | 69.12 (±2.73) |
| LIBU    | 2,341          | 3,811 | 71.20 | 73.26 (±2.06) | 72.63 (±1.43) |
| MLFS    | 1,729          | 5,971 | 81.80 | 85.71 (±3.91) | 88.03 (±6.23) |

TABLE 13: RQ4. Mutation score accuracy for the different strategies implemented by PrioritizeAndReduce

| Subject | Mutants | Random | D_J | D_O | D_C | D_C |
|---------|---------|--------|-----|-----|-----|-----|
| ESAIL   | ALL     | 7,992  | 0   | 0   | 0   | 0   |
| LIBN    | SDL     | 7,992  | 0   | 0   | 0   | 0   |
| LIBP    | SDL     | 7,992  | 0   | 0   | 0   | 0   |
| LIBU    | SDL     | 7,992  | 0   | 0   | 0   | 0   |
| MLFS    | SDL     | 7,992  | 0   | 0   | 0   | 0   |
| ESAIL   | ALL     | 38,888 | 24,688 | 24,3630 | 4,008 | 3,9833 |

T_CI = 0.10. Based on RQ3 results, we exclude mutants generated with the SDL and SDL+OODL operators only. For FSCI sampling, since we evaluate the accuracy of a reduced test suite, we derive the confidence interval using Equation 5.

For each subject and each distance metric, and for each of the two sets of mutants considered, we generated ten different MASS-reduced test suites. In the case of FSCI, since it randomly selects mutants, we considered ten different sets of mutants derived with distinct executions of the FSCI algorithm. For each MASS-reduced test suite, we computed the mutation score obtained. Then, to determine if the mutation score of the MASS-reduced test suite is accurate, we follow the same procedure adopted for RQ2, i.e., we rely on the 2.5/97.5 percentile distance from the actual mutation score.

Results

Table 13 provides the values of δ_acc obtained for the different subjects and distance metrics (i.e., the random baseline and the four distance metrics supported by MASS).

Rows named ALL report the results obtained when executing the entire set of mutants, rows named FSCI report the results obtained with the FSCI strategy.

Unsurprisingly, for all the subjects except ESAIL, the mutation score computed with the entire set of mutants tested with the MASS-reduced test suite (i.e., row ALL) is more accurate than the mutation score computed with a subset of the mutants tested with the same test suite (i.e., row FSCI). However, the mutation score estimated with FSCI is always accurate (i.e., δ_acc < 5). In the case of ESAIL, where each statement is covered by a large number of test cases (see Section 4.1), test suite reduction has a higher probability of retaining a test case that does not kill a mutant. For this reason, executing a reduced test suite with a subset of mutants selected with FSCI, which estimates the error due to test suite reduction, leads to a more accurate mutation score than executing a reduced test suite with the entire set of mutants without estimating such error (i.e., row ALL).

The only distance metric that consistently leads to inaccurate estimates of the mutation score (i.e., δ_acc > 5) across subjects is the random baseline. Based on a non-parametric Mann Whitney test, the difference between the random baseline (i.e., Random) and the four distance metrics implemented by MASS (i.e., D_J) is always significant with a p-value < 0.05. This indicates that the MASS distance metrics are necessary to accurately estimate the mutation score while reducing the number of test cases to execute.

Among the proposed distance metrics, D_J and D_O provide inaccurate results with ESAIL. We conjecture the main reason is their inability to account for the number of times a statement is exercised by a test case. We believe this is an important factor as system test cases that repeatedly exercise mutated statements, with different variable values, are more likely to kill mutants than test cases exercising such statements only once (e.g., because of the uncertainty regarding the incorrect intermediate state propagating to the state variables verified by test oracles, see Section 2.1). On the other hand, unit and integration test cases, which exercise much simpler scenarios in other subjects, are more likely to kill a mutant when the mutated statement is executed only once (e.g., because the oracle is closer to the mutated statement). This is why D_J and D_O fare similarly to the other distance metrics for these subjects. In contrast, D_C
and $D_E$ are distance metrics ensuring an accurate estimate of the mutation score and providing the lowest $\delta_{\text{perc}}$. The differences between $D_E$ and $D_C$ are always statistically significant, except for MLFS. However, there are no practically significant differences between them. Since $D_C$ provides a normalized score, which is required by Step 8, we select $D_C$ as the preferred metric to be used in MASS.

### 4.7 RQ5 - Time Savings with PrioritizeAndReduce

#### Design and measurements

RQ5 assesses to what extent the MASS-reduced test suite speeds up the mutation analysis process.

For each subject considered for RQ4, we measure the execution time taken by the MASS-reduced test suite to execute on the mutants. We compute time saving as the ratio of the difference in execution time from the original test suite over the time it requires to execute, for the set of mutants selected. In particular, as in RQ4, we consider three scenarios (1) all the mutants are selected, (2) mutants are selected with FSCI sampling, (3) mutants are selected with FSCI sampling but we execute the entire test suite, as opposed to the MASS-reduced test suite. By considering scenario (3), we can estimate both the time saved thanks to mutant sampling and the additional time saved when combining it with the MASS-reduced test suite. For the original test suite, to emulate a realistic mutation analysis process according to state-of-the-art solutions, we measure the time required to execute test cases until the mutant is killed (for live mutants it means that we execute the entire test suite). Also, we set a test case timeout equal to three times the duration of the original test case.

Since the execution time of test cases depends on multiple factors such as the underlying test harness, the development practices in place (e.g., verifying multiple scenarios in a single test case), and the type of testing conducted (e.g., unit, integration, system), we also compute the ratio of the number of test cases not executed by the MASS-reduced test suite over the total number of test cases.

#### Results

Table 14 reports, for every subject, the time required to test all the mutants with the entire test suite, in seconds. It also reports the total number of test cases executed. We observe that mutation analysis requires a large amount of time. It takes between 13 and 73 hours for subjects tested with unit and integration test suites (which are faster to execute). When a system test suite needs to be executed (i.e., and integration test suites (which are faster to execute).

Unsurprisingly, the smallest reduction in execution time and number of executed test cases is achieved when executing the MASS-reduced test suite with all the mutants. Measuring such time reduction allows us to evaluate the benefits of test suite prioritization and selection when it is not combined with mutant selection. Excluding outliers, execution time reduction goes from -0.52% to 16.82% and appears to be correlated with the reduction in number of test cases to execute, which varies from 4.80% to 33.17%. The largest reductions are obtained with $D_J$ and $D_O$ (the median is 13.36 and 13.40, respectively), which do not consider differences in coverage frequency, thus removing the largest number of test cases; however, $D_J$ and $D_O$ also lead to the worst accuracy results according to RQ4. Metrics $D_C$ and $D_E$, instead, lead to limited benefits in terms of time reduction.

A negative reduction indicates that the reduced and prioritized test suite increases the execution time of the mutation analysis process. This happens when (1) test cases are sorted in such a way that test cases that kill the mutants are executed later with respect to the original test suite, (2) test cases that kill the mutants but have long execution times (e.g., because they trigger a timeout) are executed before test cases with shorter execution times that kill the mutants. Negative reduction, however, affects only a few executions, thus showing that a reduced and prioritized test suite tends overall to be beneficial to the mutation analysis process.

Mutant sampling alone contributes to a high reduction in execution time; indeed, in Figure 4, the boxplot FSCI 0.1-Full TS, depicting the time saving for FSCI mutants tested with the entire test suite, shows minimum, median, and maximum values of 65.76%, 75.10%, and 84.72%. Indeed, by reducing the number of mutants to execute, FSCI sampling significantly reduced the total number of test cases to execute within a [49.98% - 80.54%] range (as shown by the boxplot in Figure 5).

The highest reduction in execution time is achieved when combining the MASS-reduced test suite with FSCI sampling. It ranges from 72.09% to 90.83%, $D_C$ and $D_E$, which are the approaches that guarantee accurate results, lead to an execution time reduction in the ranges [75.25% - 90.83%] and [73.53% - 90.83%], respectively, an impressive achievement. Test case savings, as well, are above 65%, [68.28% - 83.45%] and [68.08% - 82.70%] for $D_C$ and $D_E$, respectively. Based on savings results, there is no practical difference between $D_C$ and $D_E$.

To conclude, we suggest to combine FSCI sampling with the MASS-reduced test suite to minimize the time required by mutation analysis. For ESAILs, on average, when combining the MASS-reduced test suite with FSCI sampling, mutation analysis time goes from 11,000 hours to 1,531 hours, which makes mutation analysis feasible in one week with 10 computing nodes. Note that for safety or mission critical systems, such as satellites software, the cost of using computing nodes is minimal compared to the development cost of the entire system. Indeed, to test such systems, even paying for the computational power
of 100 HPC nodes to make mutation analysis feasible in half a day, is economically justifiable. Otherwise, without MASS, mutation analysis leads to 11,000 hours of test cases execution, thus being practically infeasible since it would require more than 10 days to be completed, even with 100 HPC nodes.

Our results also show that when it is not feasible to collect coverage data for the mutants under test (a requirement to generate the MASS-reduced test suite), FSCI sampling alone, without a reduced test suite, may still provide a high reduction in execution time. In the case of ESAILG, this leads to 2,920 mutation analysis hours, which require less than two days with 100 HPC nodes.

Fig. 4: Time savings for different sets of mutants, with the MASS-reduced test suite being generated based on different distance measures.

4.8 RQ6 - Precise Detection of Equivalent and Duplicate Mutants

**Design and measurements**

RQ6 investigates if it is possible to identify thresholds that enable the accurate identification of mutants that are nonequivalent ($T_E$) and nonduplicate ($T_D$), following the procedure described in Section 3.7.

To determine $T_E$ and $T_D$, we rely on the optimal distance metric identified in RQ4 ($D_C$). We analyze precision and recall of the results obtained for different values of $T_E$ and $T_D$. To determine $T_E$, we measure precision as the percentage of mutants with a distance above $T_E$ that are nonequivalent, recall as the percentage of nonequivalent mutants with a distance above $T_E$. To determine $T_D$, we measure precision as the percentage of mutant pairs with a distance above $T_D$ that are duplicate, recall as the percentage of duplicate mutant pairs that have a distance above $T_D$.

Since the quality of results might be affected by both test suite reduction (i.e., less coverage data may be available) and mutants sampling (e.g., less mutants might be sampled), consistent with the finding of previous RQs, we consider the following two configurations:

- Execution of the original test suite with all the generated mutants (ALL)
- Execution of the MASS-reduced test suite with FSCI sampling (MASS)

We determine the values of $T_E$ and $T_D$ based on the analysis of the cumulative distribution of the distance values computed to determine equivalent and duplicate mutants, for the two configurations listed above. Figures 6 and 7 show the cumulative distribution — the Y-axis shows the percentage of mutants and mutant pairs with a distance

**Fig. 6:** Cumulative distribution of mutants over distance values computed to determine equivalent mutants.

**Table 14:** Execution time and number of test cases executed when mutation analysis is based on the original test suite.

| Subject | Execution time, seconds (hours) | # Test cases |
|---------|-------------------------------|--------------|
| ESAILG  | 39,204.432 (11.001)          | 155,951      |
| LIBN    | 252,776 (70)                 | 10,250       |
| LIBP    | 47,949 (13)                  | 6,629        |
| LIBU    | 214,016 (59)                 | 17,672       |
| MLFS    | 171,790 (47)                 | 28,159       |
| Total   | 40,290,988 (11,191)          | 218,461      |
lower or equal to the value in the X-axis. For both Figures 6 and 7 we can observe that the distribution of mutants is not uniform in the range 0-1 (otherwise we would have straight lines with 45 degree angle) but we observe a large proportion of mutants (Figures 6) and mutant pairs (Figures 7) having small distances. For example, Figure 6 shows that, across all subjects, more than 60% of the mutants have a distance below 0.05 (i.e., with $x$ equal to 0.05, the value of $y$ is above 0).

To evaluate precision and recall, we thus select values for $T_D$ and $T_E$ that either largely differ (i.e., 0.0, 0.4, and 0.8) or delimit ranges including a large proportion of the mutants (i.e., 0, 0.01, and 0.05). Table 15 reports the percentage of mutants and mutant pairs belonging to the ranges delimited by the selected values, for the two configurations considered in our study; the distribution of mutants in Table 15 is consistent with Figures 6 and 7.

TABLE 15: Distribution (%) of mutants in distance ranges.

| Config. | Distance for nonequivalent | Distance for non-duplicate |
|---------|----------------------------|---------------------------|
| ALL     | 0.00 [0.00, 0.01, 0.05]    | 0.4 [0.4, 0.8]            |
| MASS    | 0.00 [0.00, 0.01, 0.05]    | 0.4 [0.4, 0.8]            |

To compute precision and recall for different values of $T_E$, since the distribution of mutants is not uniform, we rely on stratified sampling, as follows. We divide all the live mutants into six buckets, based on their distance from the original program, according to the ranges reported in Table 15. We determine the ratio ($r_R$) of nonequivalent mutants in a specific range $R$ by randomly selecting 20 mutants (four for each subject) and inspecting them with the help of the engineers who developed the software. We rely on $r_R$ to estimate $e_R$, that is, the number of nonequivalent mutants in the entire set of mutants with a distance within the specific range $R$

$$e_R = r_R \times n_R$$

with $n_R$ being the number of mutants observed in the range $R$ for all the subjects. Based on $e_R$, we estimate the number of nonequivalent mutants above a threshold and, consequently, compute precision and recall. We perform the analysis for both selected configurations, ALL and MASS.

Our aim is to identify a threshold value above which we maximize the number of nonequivalent mutants being selected (high recall) and maximize the number of equivalent mutants being discarded (high precision); since both precision and recall are equally important, we look for a threshold value that maximizes the harmonic mean of precision and recall (F-value).

To determine $T_D$, we repeated the same procedure as for $T_E$, except that we considered both killed and live mutants according to the procedure indicated in Section 3.7.

In total, we manually inspected 410 mutants (186 mutants to detect equivalent mutants and 224 mutant pairs to detect duplicate ones), a larger number than that considered in related studies [14]. The number of inspected mutants is lower than the maximum of 480 ($\{20$ mutants + 20 mutant pairs$\} \times 6$ buckets $\times 2$ configurations) because the mutant distribution across ranges is not perfectly uniform (see Table 16 for the number of observations per bucket).

Results

The ratio ($r_R$) of nonequivalent mutants, for the distance ranges reported in Table 16, shows similar results for both configurations (ALL and MASS). The differences in distribution between mutants (Table 15) and equivalent mutants (Table 16), for both configurations, is indeed not statistically significant and effect size is negligible. Such similarity suggests that nonequivalent and nonduplicate mutants follow the same distribution for both configurations. This can be explained since FSCI sampling uniformly selects a subset of the mutants considered by the ALL configuration, which includes all mutants.

The 14 nonequivalent mutants leading to $d = 0$ across the two configurations (seven for ALL, seven for MASS) have the following characteristics. Four mutants (29%) invalidate data buffers’ preconditions (e.g., an array size is indicated as larger than it should be). Since such faults are typically detected through profiling (e.g., by using Valgrind [113]), not detecting such mutants cannot be considered a major weakness of the approach. Seven mutants (50%) affect variables that are not used in the mutated source file (i.e., the one for which we collect code coverage). Static analysis should, in principle, enable the identification of these mutants as non-equivalent. Three mutants (21%) concern the deletion of clauses that are not tested by our test suites; these cases might be detected by our approach after combining statement coverage with additional coverage measures (e.g., clause coverage) to compute distances, but this is left to future work. Based on the above, the percentage of nonequivalent mutants that may potentially indicate limitations of the test suite, cannot easily be detected by

9. $n_R$ can be derived from Table 15
TABLE 16: RQ6. Ratio ($r_E$) of Nonequivalent/Nonduplicate Mutants per Distance Range.

| Config | Distance range (nonequivalent) | Distance range (nonduplicate) |
|--------|-------------------------------|-------------------------------|
|        | (0.00,0.01) | (0.01,0.02) | (0.02,0.03) | (0.03,0.04) | (0.04,0.05) | (0.05,0.06) | (0.06,0.07) |
| ALL    | 0.24 | 0.24 | 0.24 | 0.24 | 0.24 | 0.24 | 0.24 |
| MASS   | 0.76 | 0.76 | 0.76 | 0.76 | 0.76 | 0.76 | 0.76 |

Note: We report the number of observations in parenthesis.

TABLE 17: RQ6. Precision (P), Recall (R), and their harmonic mean (F) obtained for the Coverage-Based Detection of Nonequivalent/Nonduplicate Mutants.

| Conf | Threshold (nonequivalent) | Threshold (nonduplicate) |
|------|---------------------------|--------------------------|
|      | [0.00,0.01] | [0.01,0.02] | [0.02,0.03] | [0.03,0.04] | [0.04,0.05] | [0.05,0.06] | [0.06,0.07] |
| ALL  | 1.00 | 0.97 | 0.94 | 0.91 | 0.88 | 0.85 | 0.82 |
| F    | 0.77 | 0.74 | 0.71 | 0.68 | 0.65 | 0.62 | 0.59 |
| MASS | 0.89 | 0.86 | 0.83 | 0.80 | 0.77 | 0.74 | 0.71 |
| F    | 0.90 | 0.87 | 0.84 | 0.81 | 0.78 | 0.75 | 0.72 |

other means, and are ignored with $T_E$, when set to zero, is very low (i.e., three out of 160, or 1.88%). For this reason, we consider the proposed $T_E$ threshold precise enough to be used for test suite evaluation in a safety context.

Table 17 provides precision and recall obtained for different $T_E$ values; more precisely, we report the obtained when all mutants are considered nonequivalent (i.e., $\delta \geq 0$), along with the results obtained for $T_E$ being set to 0, 0.01, 0.05, 0.4, and 0.8.

We can observe that $T_E$ set to zero enables the accurate detection of nonequivalent mutants. Indeed, for $d > 0$, we achieve the highest F-value, and the highest precision and recall, given that a value of 1.00 cannot be achieved simultaneously for precision and recall. These results are in line with related work [11] reporting that a difference in the frequency of execution of a single line of code (i.e., $d > 0$) is indicative of a mutant not being equivalent to the original software. Moreover, these results also indicate that FSCI mutants sampling and MASS-reduced test suite selection enable the accurate identification of nonequivalent mutants based on $T_E$.

As for duplicate mutants, based on Table 17, mutants are highly likely to be nonduplicate and thus it is not possible to determine a threshold to identify duplicate mutants. Indeed, among all the considered threshold values, the highest F-value is obtained when all the mutants are considered nonduplicate (i.e., $d \geq 0$). These results are in line with related work [114] showing that test suites are unlikely to distinguish nonredundant mutants (i.e., many nonduplicate and nonsubsumed mutants yield the same test results). With test suites that do not distinguish nonredundant mutants, it is very likely that nonduplicate mutants show the same coverage in addition to showing the same results. This is the reason why in Table 16, we observe a large percentage of nonduplicate mutants having the same coverage (i.e., $d = 0$). For this reason, when no methods are available to automatically generate test cases that distinguish subsumed mutants (see Section 2.6), we suggest that all mutants should be considered as nonduplicate when computing the mutation score.
increased by 10.52 percentage points (i.e., from 70.62% to 81.14%).

To provide some additional insights about the software features that, according to MASS mutation analysis results, warrant to be verified with additional test cases, we report on the characteristics of manually inspected mutants having \( d > 0 \) in Table 16. According to our analysis, live mutants concern (1) logging functions (11%), (2) code developed by third parties (5%), (3) time operations (e.g., timeouts, 4%), (4) thread synchronisations (e.g., mutex locks), (5) memory operations (e.g., malloc and free operations), and (6) the application logic (55%). Most of these categories either do not need to be tested (cases 1 and 2), or concern operations that are difficult to test (cases 3, 4, and 5) and often verified by other means, e.g., test suites including hardware in the loop or through manual inspection. However, most of the live mutants concerning the application logic have enabled engineers to identify weaknesses in test suites (e.g., corner cases not being tested, scenarios testable with simulators but verified only by test suites with hardware in the loop), which further stresses the importance of mutation analysis in this context. Furthermore, the manual inspection of these live mutants led to the identification of one previously undetected bug since the test suite was not covering a specific combination of boolean clauses in a function, a problem that may occur even when MC/DC adequacy is achieved by test suites [115].

### 4.10 Discussion

Our results show that the MASS pipeline helps to overcome mutation analysis limitations caused by common characteristics of embedded software, present in space systems and, more generally, in similar CPS (e.g., avionics, automotive, and industry 4.0).

Although the need for dedicated hardware and simulators prevent the applicability of optimizations that make use of multi-threading or other OS functions to minimize mutants compilation time [20], we have shown that our selective compilation strategy (see Section 3.3) is sufficient to achieve an efficient mutant compilation process (see Section 4.2).

Trivial compiler optimization approaches are useful to eliminate a large proportion of mutants that are equivalent or duplicate. Based on our results, the presence of functions to deal with signals and data transformation does not limit the effectiveness of trivial compiler optimization approaches, which, across our subjects, enable the removal of 33.38% of the mutants (62,351 out of 184,503). Our results are in line with empirical studies in the literature [18]. However, we show that for pure mathematical software (i.e., MLFS), their effectiveness is significantly lower (i.e., 21%, 6,717 out of 31,526).

The time required to perform a traditional mutation analysis process that does not rely on mutants sampling (Step 5 of MASS) is particularly high. Indeed it takes between 13 and 70 hours for unit and integration test suites and 11,001 hours for the system level test suite of ESAIL-CSW. These numbers confirm that the thorough testing required by critical CPS software, combined with long test execution times, may exacerbate the scalability problems of mutation analysis. MASS applies FSCI-based mutation sampling and executes a prioritized subset of the test suite to address scalability issues. Our results show that such an optimized solution helps address scalability problems to a significant extent by reducing mutation analysis time by more than 70% across subjects. In practice, for large software systems like ESAIL-CSW, such reduction can make mutation analysis practically feasible; indeed, with 100 HPC nodes available for computation, MASS can perform the mutation analysis of ESAIL-CSW in half a day. In contrast, a traditional mutation analysis approach would take more than 100 days, thus largely delaying the development and quality assurance processes. Last, we demonstrated that FSCI-based sampling, a contribution of this paper, outperforms state-of-the-art mutants sampling strategies [9], [10] both in terms of mutation score accuracy and size of the selected mutant set.

Finally, we confirm that a coverage-based approach (MASS Step 7) enables the accurate identification of equivalent mutants, thus confirming related work’s results [11] in our context. In addition, we demonstrate that such an approach still provides accurate results in the presence of optimizations (i.e., test suite reduction) that may affect the code coverage achieved by mutants. Coverage-based approaches, instead, are not effective in detecting likely duplicate mutants.

This paper focused on investigating and identifying practical solutions to address the scalability of mutation analysis and the pertinence of mutation scores as an adequacy criterion in the context of embedded software for CPS. Important work remains concerning specific subjects in embedded software. For example, our work does not aim to assess if test suites can detect faults concerning the communication between heterogeneous components or the interoperability of different technologies and tools, two typical CPS problems. To address such issues, our future work includes the definition of mutation operators that alter the data exchanged by software components instead of their implementation.

### 4.11 Threats to validity

In our experiments, despite their extremely large scale (test execution time over 30 thousands hours in total), the main threats to validity remains generalizability. To address this threat we have selected, as experimental subjects, software developed by our industry partners that is representative of different types of space software and, more generally, software in many cyber-physical systems. Our subjects include utility libraries (LIBU, LIBN, LIBP), mathematical libraries (MLFS), and embedded control software (ESAIL-CSW) including service/protocol layer functions, satellite drivers, and application layer functions. To help generalize our results to different quality assurance practices, we
considered different types of test suites: unit (MLFL and LIBL), integration (LIBP and LIBN), and system test suites requiring hardware and environment simulators (ESAIL-CSW). Also, our research is monitored by ESA, who evaluates the applicability of the proposed solutions to a range of systems that go beyond the ones considered for our empirical evaluation.

5 Related Work

The mutation testing and analysis literature includes a number of relevant empirical studies involving large open-source systems. Table 19 provides the list of C/C++ benchmarks considered in articles appearing in top software engineering conferences and journals, between 2013 and 2020\(^1\). Comparisons suggest that the subjects considered in our paper are among the largest considered so far, regarding the size of the SUT and of the test suite. Further, in most of related work, only a subset of the reported subject software had been analyzed. Finally, our benchmark is the only embedded software application among the large subjects considered in the literature.

Based on our analysis, empirical studies on the applicability of mutation testing and analysis to safety-critical, industrial systems are very limited. The most recent and relevant analyses on this topic are those of Ramler et al. [116], Delgado et al. [19], and Baker et al. [107]. Baker et al. applied mutation analysis to 22 blocks (20 LOC each) of C code and 25 blocks of Ada code belonging to control and diagnostic software in aircraft engines [107]. Their main objectives were the study of compilation errors induced by mutation operators, the distribution of equivalent and live mutants across operators, and the identification of classes of test case deficiencies leading to live mutants. Delgado et al., instead, applied mutation analysis to 15 functions of a Commercial-Off-The-Shelf Component used in nuclear systems [19]. According to their findings, 30% of the live mutants are equivalent. Both Baker et al. and Delgado et al. did not investigate mutation analysis scalability which is, in contrast, addressed by our work.

The largest cyber-physical system investigated in a mutation analysis study is the one considered by Ramler et al., who qualitatively assessed mutation analysis with the application components of a safety critical industrial system (around 60,000 LOC, in total) [116]. Their main outcomes included the identification of the most frequent test suite weaknesses [107] identified by means of mutation analysis (a) imprecise and over-optimistic oracles, (b) poor selection of test data conditions, and (c) child procedures not tested within the parent. Although Ramler et al. indicate that scalability issues prevent the practical applicability of mutation analysis, they do not address this challenge. In this paper, we complement the findings of Ramler et al. with a comprehensive solution for scaling mutation testing to industrial cyber-physical systems and a large-scale empirical evaluation.

Earlier investigations of mutation analysis for safety-critical systems focus on the representativeness of mutants, an objective that is orthogonal to ours. Daran et al. conducted a study to identify if mutations are correlated with real faults [117]; the experiment was carried out on a critical software from the civil nuclear field. Andrews et al., instead, explored the relation between hand-seeded and real faults in the software Space [42]. Space is a space software development utility, verifying the consistency of a specification file with a reference grammar and constraints [118], that was developed by ESA and has been used as case study subject in software engineering papers since 1998 [119].

To summarize, our work includes the largest industrial embedded software benchmark ever considered in the scientific literature on mutation testing and analysis; in addition, it complements existing findings, focusing on the applicability of mutation analysis to embedded software in cyber-physical systems, with a comprehensive solution (complete mutation testing pipeline) for scalable mutation analysis and its extensive evaluation.

| Case Study (SUT) | SUT category | Size of SUT | # Test cases | References |
|------------------|--------------|-------------|-------------|------------|
| LLVM Framework*  | C            | 18 kLOC     | 285         | [62]       |
| OpenSSL*         | GL           | 20 kLOC     | 77          | [62]       |
| GodClass         | B            | 63 kLOC     | 31          | [120]      |
| ROODOC*          | OS           | 3,510       | 46          | [62]       |
| Concrut*         | CLT          | 8,630 LOC   | (2,022-18,719) | [101,121] |
| ESAIL-CSW*       | FS           | 74 kLOC     | 384         | This paper |
| Swamns*          | RPS          | 1,991 LOC   | 1,531-22,136 | [122,123,124,125,126] |
| Viva*            | SUI          | 39-42 kLOC  | 98          | [108,123] |
| Make*            | CLT          | 7-39 kLOC   | 691         | [108,124,125,126] |
| Mercury Benchmark| B            | 32 kLOC     | 503         | [127]      |
| Findhoven        | CLT          | 18 kLOC     | 4,931       | [34,121]   |
| KandyMoney       | SLS          | 13 kLOC     | 249         | [126]      |
| C++              | CLT          | 12 kLOC     | N/A         | [122]      |
| LBBM             | FS           | 10 kLOC     | 201         | This paper |
| LBBN             | FS           | 9 kLOC      | 89          | This paper |
| Grep             | CLT          | 9 kLOC      | 5,899       | [34,121]   |
| Space*           | SOU          | 9 kLOC      | 15,895      | [66,124,125,126] |
| Git*             | CLT          | 84 kLOC     | N/A         | [34,123]   |
| MSNIT*           | CLT          | 84 kLOC     | N/A         | [34,123]   |
| MLFS             | FS           | 5 kLOC      | 4,010       | This paper |
| Matrix TCL Pro   | GL           | 3 kLOC      | 24          | [126]      |
| LIBP             | FS           | 3 kLOC      | 170         | This paper |
| Dolphin          | SUI          | 3 kLOC      | 70          | [129]      |
| Delusion Bench   | B            | 2,551 LOC   | 814         | [44,140]   |
| Gray*            | CLT          | 2,519 LOC   | N/A         | [140]      |
| TinyXML-2        | GL           | 2,501 LOC   | 32          | [126,129] |
| XilinxPC++       | CLT          | 2,014 LOC   | 54          | [128,129] |
| QDinm            | GL           | 2,171 LOC   | 56          | [128]      |
| Yao Benchmark    | B            | 1,208 LOC   | N/A         | [125]      |
| Flex*            | CLT          | 10-14 kLOC  | 677         | [124,125] |
| NuclearIndustrial| ES           | 494 LOC     | 302         | [19]       |
| SafetyCritical   | ES           | 60 kLOC     | N/A         | [116]      |
| Nautvikni        | ES           | 403 LOC     | N/A         | [21]       |
| MultiM Benchmark | B            | 302 LOC     | 2236        | [56]       |

10. We considered the following venues: IEEE International Conference on Software Testing, Validation and Verification (and its Workshops), IEEE/ACM International Conference on Software Engineering, IEEE/ACM International Conference on Automated Software Engineering, International Symposium on Software Testing and Analysis, IEEE Transactions on Software Engineering, ACM Transactions on Software Engineering and Methodology, IEEE Transactions on Reliability, Elsevier Information and Software Technology Journal, Elsevier Science Computer Programming Journal, Wiley Software Testing, Verification and Reliability Journal.

6 Conclusion

In this paper, we proposed and assessed a complete mutation analysis pipeline (MASS) that enables the application of mutation analysis to space software. It is also expected to be widely applicable for many other types of embedded software, that is typically part of many cyber-physical systems, and that share similar characteristics. In particular, we address challenges related to scalability—probably the most acute problem regarding the application of mutation analysis—and the detection of equivalent and duplicate mutants. Our contributions include (1) the identification...
and integration in a complete tool pipeline of state-of-the-art mutation analysis optimizations tailored to the context of embedded software and cyber-physical systems, (2) a strategy for the prioritization and selection of test cases to speed up mutation analysis, (3) an approach for the sampling of mutants that provides accuracy guarantees, even when mutation analysis relies on a reduced test suite, (4) a strategy for the identification of nonequivalent and nonduplicate mutants based on code coverage information, (5) an extensive empirical evaluation (experiments took 1300 days of computation) conducted on a representative space software benchmark provided by our industry partners. Our benchmark is the largest to date as far as embedded software is concerned.

Our empirical evaluation provides the following results: (1) different compiler optimization options are complementary for the detection of trivially equivalent and redundant mutants, (2) our mutants sampling strategy outperforms state-of-the-art strategies both in terms of mutation score accuracy and size of the selected mutant set, (3) the proposed test suite selection and prioritization approach enables an impressive reduction of mutation analysis time (above 70%), thus helping make mutation analysis applicable to large systems, (4) cosine distance applied to statement coverage, collected from mutated files, can be used to successfully identify nonequivalent mutants. The above results show that our mutation analysis pipeline can be integrated into the software quality assurance practices enforced by certification bodies and safety standards in space systems and many other cyber-physical systems with similar characteristics.

**Appendix A**

**Distribution of Trivially Equivalent and Duplicate Mutants**

To enable further comparison with related work [43], in Table 20, we report the proportion of trivially equivalent and duplicate mutants per mutation operator. The mutation operator causing the largest number of trivially equivalent mutants is UOI (e.g., it applies a post-increment operator to the last use of a variable), followed by ROR, ROD, and ICR. Related studies are conducted with a smaller set of operators [43], however, the operators causing the largest numbers of trivially equivalent and duplicate mutants are the same. The main difference with related work [43] concerns the ABS operator, which leads to a small set of equivalent mutants in our case, the main reason being that we rely on a definition of the ABS operator that minimizes the number of equivalent mutants by simply inverting the sign of the value instead of using the abs function [47]. Indeed, in functions with a positive integer domain, the replacement of a value with its absolute value trivially leads to equivalent mutants. Except for the ABS operator, our study confirms the ranking observed in related work despite different showing proportions. In addition, our results show that the nature of the software affects the distribution of equivalent and duplicate mutants across operators. Indeed, MLFS, which focuses on mathematical functions, includes larger proportions of equivalent and duplicate mutants caused by ICR and AOR. In LIBP, which does not deal with mathematical functions, the number of equivalent and duplicate mutants caused by these operators is much smaller. Finally, we notice that the SDL and OODL operators lead to a minimal set of trivially equivalent and duplicate mutants, except for ROD.

Finally, to further characterize the differences across different compiler optimization levels, we provide in Figures 8 and 9, for each compiler optimization level, the distribution of univocal, trivially equivalent and duplicate mutants across mutation operators. The optimization level -Os is more effective in detecting trivially equivalent mutants caused by the ROR operator (a larger number of ROR mutants is associated to -Os as captured by the length of the orange bar), while the option -O1 is more effective in detecting trivially equivalent mutants caused by the UOI operator. Concerning the detection of trivially duplicate mutants (Figure 9), -Os performs better in detecting the duplicate mutants caused by almost all the operators, except for the ones caused by operators affecting math expressions (i.e., AOR, AOD, and LVR), which are better detected by optimization level -Ofast, probably because it includes additional math optimization options.

**Appendix B**

**Assessment of Assumptions on Limited Correlation Between Mutants**

We aim to assess the correctness of the two assumptions underlying the adoption of the binomial distribution to estimate the mutation score:
The correlation between mutants is limited. We aim to measure and discuss the degree of association between the trials (i.e., the outcome of a sampled mutant) in our experiments. The degree of association should be low.

The binomial distribution enables the estimation of the mutation score at the same level of accuracy as the correlated binomial distribution. We compare the distribution of the mutation score observed in our experiments with the distribution of the mutation score estimated by the probability mass function (PMF) for the binomial distribution (i.e., PMF$_B$) and the PMF for the correlated binomial distribution (i.e., PMF$_C$).

We aim to demonstrate that, in practice, in our context, there is no difference between the accuracy (i.e., the difference between the estimated mutation score and the mutation score of the sampled mutants) of PMF$_B$ and PMF$_C$.

### B.1 Assumption 1 - The correlation between mutants is limited.

#### B.1.1 Measurements

The association between two trials (i.e., the outcome of a binomial experiment) can be measured by computing a coefficient of association from the contingency tables derived for every pair of mutants. It once again shows that mutants tend to be independent. Unsurprisingly, mutants are more correlated for the MLFS, where the first and third quartiles (i.e., half of the pairs of mutants), are equal to $0.386$ and $0.237$, respectively. This is due to MLFS having the most exhaustive test suite (it achieves MC/DC coverage); indeed, in such a situation, it is very likely that pairs of mutants fail together because the test suite will likely kill them both. For the subjects, the first and third quartiles lie between $-0.203$ and $0.174$, thus showing limited association levels.

#### B.1.2 Results

Figures 10a to 10c show boxplots of the distribution of $Q$ for every pair of mutants (i.e., every data point reports the value of $Q_{ij}$ computed for a specific pair of mutants). Across the three boxplots, the median is between 0.001 and 0.013, that is practically zero, thus showing that, overall, the mutants tend to be independent. Unsurprisingly, mutants are more correlated for the MLFS, where the first and third quartiles (i.e., half of the pairs of mutants), are equal to $0.386$ and $0.237$, respectively. This is due to MLFS having the most exhaustive test suite (it achieves MC/DC coverage); indeed, in such a situation, it is very likely that pairs of mutants fail together because the test suite will likely kill them both. For the subjects, the first and third quartiles lie between $-0.203$ and $0.174$, thus showing limited association levels.

Figures 11a to 11c show boxplots with the distribution of $OR$ for every pair of mutants. It once again shows that mutants tend to be independent; indeed, across the three boxplots, the median lies between 0.95 and 1.06, while the first and third quartiles lie between 0.44 and 1.62, respectively.

### B.2 Assumption 2 - The binomial distribution accurately estimates the mutation score.

#### B.2.1 Measurements

As mentioned in Section 2.4, when trials are not independent, the correlated binomial distribution (also known as Bahadur-Lazarsfeld distribution) can be used to estimate the outcome of a binomial experiment (i.e., the computation of the mutation score in our context).

In the presence of second order interactions, the probability mass function of the correlated binomial distribution can be computed as

$$P(Y, N) = P'(Y, N, p) \times \left(1 + r_2 * g_2(Y, N, p)\right)$$

with $Y$ indicating the number of successful trials (i.e., the number of mutants killed, in our context) out of N trials, $P'(Y, N, p)$ being the probability mass function of the binomial distribution with probability of success $p$, $r_2$ being the correlation coefficient, and $g_2(Y, N, p)$ being a defined as

11. To simplify our discussion we ignore interactions above the second order, which is usual practice [73]; the interested reader is referred to related work [72].
The correlated binomial distribution reduces to the binomial distribution when $r_2$ is zero.

We aim to compare the distribution of the mutation score observed in our experiments (hereafter, PMF$_S$) with the distribution of the mutation score estimated by both the PMF of the binomial (hereafter, PMF$_B$) and the PMF of the correlated binomial distributions (hereafter, PMF$_C$).

To compute PMF$_C$, we should identify proper values for the parameters $p$ and $r_2$. To this end, we follow the approach proposed by Zhang et al. [73], which consists in relying on a non-linear least squares algorithm$^{12}$ to identify the values that minimize the error sum of squares (ESS) computed as

$$g_2(Y, N, p) = \frac{(Y - N \times p)^2 - (1 - 2 \times p)(Y - N \times p) - N \times p(1 - p)}{2 \times p(1 - p)}$$

The parameter $p$ is the actual mutation score. If ESS$_B$ is close to ESS$_C$, the two PMF perform similarly in our context (i.e., the effect of covariance is negligible). Also, the effect of covariance can be considered negligible if the estimated value for $r_2$ is close to zero.

To further facilitate the understanding of the similarity between PMF$_B$ and PMF$_C$, we also discuss the shape of the curve of PMF$_B$ and PMF$_C$ with that of the curve that fits the distribution of the mutation score observed in our experiments (hereafter, PMF$_S$). To derive PMF$_S$, we rely on a density estimation function based on a gaussian kernel [132].

Fig. 10: Yule’s Q computed for experiments involving different numbers of mutants.

Fig. 11: Odds ratio computed for experiments involving different numbers of mutants.
TABLE 21: Parameters estimated for \( PMF_C \) considering different numbers (N) of sampled mutants.

| N      | \( p \)  | \( r_2 \)  | ESS    | \( \Delta \) | \( p_{z} \)  | \( r_2 \)  | ESS    | \( \Delta \) | \( p_{z} \)  | \( r_2 \)  | ESS    |
|--------|----------|----------|--------|----------|----------|----------|--------|----------|----------|----------|--------|
| 300    | 0.0025   | -0.00075 | 0.00137| -0.00013 | 0.00055  | -0.00075 | 0.00137| -0.00013 | 0.00055  |
| 400    | 0.00285  | -0.00102 | 0.0010 | -0.0032  | 0.00035  | -0.00102 | 0.0010 | -0.0032  | 0.00035  |
| 1000   | 0.00325  | -0.0015  | 0.00155| -0.0043  | 0.00043  | -0.0015  | 0.0015 | -0.0043  | 0.00043  |

TABLE 22: ESS obtained with \( PMF_B \) and delta with \( PMF_C \) (i.e., \( \Delta = PMF_B - PMF_C \)).

| N      | \( p \)  | \( r_2 \)  | ESS    | \( \Delta \) | \( p_{z} \)  | \( r_2 \)  | ESS    | \( \Delta \) | \( p_{z} \)  | \( r_2 \)  | ESS    |
|--------|----------|----------|--------|----------|----------|----------|--------|----------|----------|----------|--------|
| 300    | 0.01044  | -0.0088  | 0.0128 | -0.0043  | 0.00018  | -0.0088  | 0.0128 | -0.0043  | 0.00018  |
| 400    | 0.00165  | -0.00975 | 0.0121 | -0.0020  | 0.00024  | -0.00975 | 0.0121 | -0.0020  | 0.00024  |
| 1000   | 0.00228  | -0.0085  | 0.0084 | -0.0002  | 0.00017  | -0.0085  | 0.0084 | -0.0002  | 0.00017  |

B.2.2 Results

Table 21 provides the values estimated for \( p \) and \( r_2 \) (i.e., \( \hat{p} \) and \( \hat{r}_2 \)) for \( PMF_C \), considering the different subjects in our study, for different numbers of sampled mutants. We can notice that the value of \( \hat{r}_2 \) is practically zero in all the cases, which indicates that the effect of covariance is negligible. In most of the cases the covariance is slightly below zero (i.e., the detection of a mutant implies that another mutant is not detected), which we believe to be due to two reasons. First, the test suites of our subjects do not test all the implemented functions with the same degree of thoroughness, e.g., since our test suites focus on functional testing, they do not exercise well functions concerning real-time scheduling. Consequently, there is a certain likelihood that, after sampling a mutant belonging to a well tested function, we sample a mutant belonging to a function that is not thoroughly tested. To support this interpretation, we highlight the fact that \( MLFS \), which is the benchmark component with the most thorough test suite, is not characterized by a negative \( \hat{r}_2 \). The second reason for a negative \( \hat{r}_2 \) is that the correlated binomial distribution may be suboptimal to model our data; we leave the analysis of other distributions to future work.

Table 22 provides the ESS obtained with \( PMF_B \) for different numbers of sampled mutants and the difference (\( \Delta \)) with respect to \( ESS_C \). The difference is small (i.e., \( \Delta \) is always below 0.0025), which indicates that, in practice, the binomial distribution approximates the mutation score as well as the correlated binomial distribution.

Figures 13-a to Figures 13-q provide the plots of the curves obtained for \( PMF_S \) (dotted black), \( PMF_B \) (red), and \( PMF_C \) (blue). The plots show that for all subjects, \( PMF_B \) and \( PMF_C \) largely overlap, with \( PMF_C \) being slightly narrower and taller. The consequence is that \( PMF_B \) tends to be more conservative than \( PMF_C \). Consequently, \( PMF_C \) leads to a computation of a larger confidence interval, which, in turn, for FSCI, leads to the sampling of more mutants. Since this negatively only affects the scalability of mutation analysis (i.e., a slightly higher number of mutants will be tested) but does not negatively affect the quality of results, we can argue that \( PMF_B \) estimates the mutation score as accurately as \( PMF_C \).

Concerning the area under curve, we can observe that both \( PMF_B \) and \( PMF_C \) cover most of the AUC of \( PMF_S \). Table 23 provides the values for \( PAUC_B \) and \( PAUC_C \); they are very close, with \( PMF_B \) performing better than \( PMF_C \) in 11 out of 15 cases, which shows that, in our context, the binomial distribution appropriately estimates the distribution of the mutation score.

To discuss what might happen when trials are affected by high covariance, in the charts of Figure 13 we also plotted the curve of \( PMF_C \) (hereafter, \( PMF_{C^{(10)}} \) obtained with \( p \) equal to the population mean (i.e., the actual mutation score) and \( r_2 = 0.0010 \). We can notice that for \( PMF_{C^{(10)}} \) the distribution is slightly more spread out, which is in line with the statistics literature indicating that (1) a distribution has more variance with a positive correlation among the Bernoulli trials [133] [73] and (2) the sample size required in sequential tests should be increased proportionally to the value of the correlation coefficient [134]. In practice, in the

Fig. 12: Legend for Figure 13
Fig. 13: Probability distribution for different PMFs for a varying number (N) of mutants being sampled. The x-axis shows the number of mutants being killed, the y-axis the probability. Legend is provided in Figure 12.
### Appendix C

**Details about the savings obtained with the MASS test suite**

Table 24 provides additional details about the data plotted in Figures 3 and 4 of the main manuscript.
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