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Force fields used in molecular simulations contain numerical parameters, such as Lennard–Jones (LJ) parameters, which are assigned to the atoms in a molecule based on a classification of their chemical environments. The number of classes, or types, should be no more than needed to maximize agreement with experiment, as parsimony avoids overfitting and simplifies parameter optimization. However, types have historically been crafted based largely on chemical intuition, so current force fields may contain more types than needed. In this study, we seek the minimum number of LJ parameter types needed to represent the key properties of organic liquids. We find that highly competitive force field accuracy is obtained with minimalist sets of LJ types; e.g., two H types and one type apiece for C, O, and N atoms. We also find that the fitness surface has multiple minima, which can lead to local trapping of the optimizer.
Molecular simulations are a widely used tool to study biological and chemical questions at an atomistic level. Applications include modeling of protein–protein interactions; protein folding; the interactions of nucleic acids; and the binding of small molecules by proteins, with applications to drug design. Large systems, such as biomolecules in solution, pose substantial computational challenges. Improved hardware and sampling algorithms have significantly improved the ability of simulations to sample phase space. Nonetheless, simulation results still can deviate significantly from experimental measurements, and the underlying potential functions, also known as force fields (FFs), are thought to be an important source of error. Indeed, the accuracy of molecular simulations is necessarily limited by the accuracy of the FF.

There are two broad approaches to improving the accuracy of FFs. One approach is based on the recognition that most biomolecular FFs have for decades used the same functional form, which comprises harmonic bond-stretches and angle-bends, sinusoidal torsional terms, Lennard–Jones (LJ) interactions to model the van der Waals forces, and atomic-centered point charges to model the electrostatics. Changing this functional form to one which can capture the physics in greater detail is a promising route to improve FF accuracy. Improved functional forms may include new terms, e.g., to capture polarization more accurately, or replace old terms with newer more accurate ones, e.g., 6–12 LJ potential with a new exp-6 form. The second approach to improving FFs is to keep the simplistic form of common biomolecular FFs and instead improve the selection of the FF’s adjustable parameters, such as torsional barriers, partial charges, and LJ radii and well-depths. This can be done by including more, and more relevant, training data in the parameterization process. For example, the inclusion of host guest binding data is a promising route to train a force field. This has led to an increasing number of FF types as new parameters were added in an arguably ad hoc manner to solve perceived problems. A recent effort to streamline FF typologies by replacing atom-typing with direct chemical perception has led to a FF with markedly fewer independent parameters, but there are still 35 different LJ types and hence 70 LJ parameters.

The increased computational power available in recent years allows us now to adjust parameters in a more systematic way, and new tools have been developed to automate this process. However, parameter optimization is still challenging, as the large number of FF types and hence of independent parameters means these calculations are generally subject to the curse of dimensionality. This holds especially for LJ parameters, which are usually trained and tested against condensed phase data, so that time-consuming molecular dynamics (MD) simulations must be run within the optimization loop. In addition, a data-driven approach that would allow automated deletion, addition, and modification of FF types as part of the optimization process has not yet been reported, though there have been initial steps in this direction. As a consequence, the type definitions of LJ types have not changed by much.

Two approaches to reducing the complexity of LJ parameter assignments may be considered. One derives bespoke LJ parameters for a molecule of interest via an atoms-in-molecules analysis of its electronic structure. This approach avoids high-dimensional optimization by using only a few adjustable parameters that control the mapping from electronic structure to the LJ parameters. The second approach is to sharply reduce the number of LJ types. In the context of our effort to generate an improved version of the restrained electrostatic potential (RESP) partial charge method, we optimized a FF that allowed only five LJ types, one each for carbon, nitrogen, and oxygen, and two for hydrogen. The accuracy reached by this simplified model surprised us and led us to ask whether FFs really need all the LJ types which are usually used, or whether, instead, similar accuracy can be achieved with far fewer LJ types.

Accordingly, the present study explores the accuracy that can be achieved by FFs with highly reduced numbers of LJ types. We use ForceBalance to optimize the LJ parameters for chemical motifs against experimentally measured properties of pure organic liquids, and then test against a second set of experimental data. Results are generated for both RESP and regular RESP partial charges, and the robustness of the conclusions is further evaluated with additional runs using a larger training set and a different test set, and by comparisons with the baseline SMIRNOFF99Frosst-1.0.728 (SmirFF.7) and generalized amber force field (GAFF) version 1.8 force fields. We find that minimalist LJ typing schemes, such as one with only two hydrogen types and one type each for carbon, oxygen, and nitrogen, perform as well as much more complex typing schemes. These results have intriguing implications for future FF development.

**Results**

In the first subsection of the Results, we summarize the LJ models considered in this study. In the next subsection, we report on the training- and test-set performance of all of the LJ typing models depicted in Fig. 1, using RESP1 charges and both training set/test set splits (see Methods section). The third subsection then examines the complexity of the multidimensional LJ parameter optimization process. The fourth subsection explores the sensitivity of the results to the partial charges used by re-running the Training Set 1/Test Set 1 analysis with RESP2 charges. The figures present results for the optimizations that gave the lowest values of the training-set objective function. The means and

---

**Fig. 1 Summary of LJ typing models investigated in this study.** Each group of elements represents one LJ model for which ε and r_{eq} parameters were trained and evaluated. Arrows indicate a “more general → more specific” relationship between two typing models. Model Set 1 starts from the simplest model with only one LJ type per element and increases complexity one element at a time. Model Set 2 is similar but always distinguishes between polar and apolar hydrogens. The final model is a reoptimized version of SmirFF.7.
ranges over the triplicates are provided in the Supporting Information (Supplementary Data 1), as are the optimized LJ parameter sets (Supplementary Data 2). Because the objective function scales roughly with the number of data used, it runs higher for the test sets than for the smaller training sets. To put training- and test-set objective functions on similar scales in the figures, the Test Set 1 objective functions were scaled by a factor of 1/15 and the Test Set 2 objective functions were scaled by 1/3.

**LJ Models investigated in this study.** Ideally, it would be possible to optimize not only the numerical LJ parameters associated with a predefined set of LJ types, but also the type classification itself. However, we are not aware of any software with this capability. Therefore, we instead propose various sets of chemically motivated LJ types and optimize the LJ parameters for each of these models. In total, we consider 11 different models, summarized in Fig. 1, where the models are abbreviated according to the number of LJ types for each element. For example, model H4CON has four H types and one each for C, O, and N, while the first model, HCON, has just one type per element. Starting from this minimal set, we first try allowing multiple types for a single element (Fig. 1, row 2). For example, we split the hydrogen LJ type into four (H bound to sp3 C, H bound to sp2 or sp C, H bound to N, and H bound to O) resulting in model H4CON, which has seven types. We also trained one model with all of the potential element types (Fig. 1, row 3), to generate model H4C3O3N3. Then, because it may be necessary to distinguish at least polar and apolar hydrogens in order to account for hydrogen-bonding, we repeated the procedure from above but always using only a polar and an apolar hydrogen LJ type. This results in the models H2CON, H2C3ON, H2CO2N, H2CON2 (Fig. 1, rows 4, 5). Finally, we also reoptimize LJ parameters for all the types in the current SmirFF.28 that are represented in the training and test sets, amounting to 8 hydrogen types, 3 carbon types, 3 oxygen types, and 1 nitrogen type (Fig. 1, row 6).

**Performance of LJ typing models with RESP charges.** A single LJ type per element affords competitive accuracy: Perhaps unexpectedly, the simplistic HCON typing model yields test-set accuracy not much below that obtained with the original SmirFF.7 LJ parameters, although it has only four LJ types, whereas SmirFF.7 has 15 for the training and test set compounds. Thus, following optimization with Training Set 1, the HCON model’s Test Set 1 errors for densities, heats of vaporization (HOVs), and dielectric constants are 5.70%, 12.30%, and 50.1%, respectively, while those of SmirFF.7 are 3.84%, 12.72%, and 52.5%; see Figs. 2–4. For the second training/test-set split (see Methods section), the accuracy of the HCON model (5.46%, 15.28%, 49.3%) is again slightly lower than that of SmirFF.7 (3.89%, 13.50%, 47.5%) (Figs. 5–7). The results for GAFF-1.8, with 28 atom types for these compounds, are similar to those for SmirFF.7, as shown in the bottom rows of these figures.

Allowing polar and apolar H types improves accuracy: The present study agrees with the expectation that distinguishing LJ types between polar and apolar hydrogens allows substantially greater accuracy40. Thus, going from HCON to H2CON allows the objective function to drop substantially for both training sets and both test sets and in fact to outperform both SmirFF.7 and GAFF-1.8 for all training and test-sets (Figs. 2–7). Similarly, splitting the single H type in HC3ON, HCO3N, and HCON2 into polar and apolar types to yield models H2C3ON, H2CO3N, and H2CON2, respectively, yields consistently lower values of the objective function for both test sets (Figs. 4 and 7). However, none of these models yields convincingly better results than the simpler H2CON model. Further splitting of hydrogen into four LJ types does not appear to be useful, as the results for H2CON and H4CON differ minimally for the test sets (Figs. 4 and 7). Moreover, given a split between polar and apolar hydrogen types, adding more carbon, oxygen, and nitrogen types does not significantly improve accuracy for either test-set (Figs. 4 and 7).

Splitting H, O types is advantageous, but not C, N: As expected, adding LJ types for any element to HCON to form models H4CON, H3C3ON, H3CO3N, and HCON2 leads to improved accuracy for both training sets, based on the overall objective function (Figs. 3 and 6). However, although adding H and O types additionally leads to improved test-set accuracy, adding C and N types leads to unchanged or worse test-set accuracy (Figs. 4 and 7). Thus, the gains in training set accuracy on adding carbon and nitrogen types may be due to overfitting. Interestingly, increasing the number of oxygen types from one to three, while keeping the number of hydrogen types fixed, consistently leads to improved accuracy for heats of vaporization (HOV), though not for density or dielectric constant.

Optimizations can terminate at multiple local minima: Any LJ typing model that can be derived from a simpler model by splitting one or more of its LJ types should, upon optimization, be able to reach at least as low a value of the objective function for the training set. In practice, however, this is not consistently observed. For example, the Training Set 1 objective function of HCO3N is lower than that of two models with more adjustable parameters, H2CO3N and H4C3O3N2 (Fig. 3). We conclude that at least some of these optimizations are terminating at local, rather than global, minima. (It is also interesting that the optimized H4C3O3N2 model yields somewhat worse results than simpler models, for both test sets (Figs. 4, 7).) Further details regarding the challenges of optimizing larger numbers of LJ parameters are provided in the subsection dealing with sensitivity to initial parameter values.

Reparameterization of SMIRNOFF types gives good accuracy: We used the present training sets to reoptimize parameters for the full set of 15 LJ types associated with these compounds and SMIRNOFF force field. This led to the lowest objective functions obtained for either training set (Figs. 3 and 6). However, for the test sets, other models with far fewer LJ types, such as H2CON, yield similar or better test-set results (Figs. 4 and 7). Thus, the present data do not indicate a need for 15 LJ types.

**LJ parameter optimization is sensitive to initial values.** As noted above, we observed several instances where the optimization of one LJ model led to lower (better) values of the training-set objective function than optimization of another LJ model where one or more types from the first had been split into multiple independent parameters. This means that the model with more parameters was not fully optimized, as the parameter space of the more complex is a superspace of the parameter space of the simpler model. Closer examination of one such case offers insight into how the optimization can be trapped at a local optimum. We focus on the optimization of model H2CO3N with Training Set 1 and RESP charges, which led to a higher (worse) value of the objective function (84) than that reached by the corresponding optimization of HCO3N (39).

We start by comparing optimized parameters for HCO3N and H2CON. The hydrogen parameters for HCO3N (Table 1) are similar to those of an aliphatic hydrogen, but its three sets of LJ oxygen parameters are quite distinct from each other (Table 1). In comparison, H2CON assigns much smaller radii to polar hydrogens than to apolar hydrogens (Table 1), but its oxygen parameters remain similar to those of the initial carbonyl oxygen. The initial optimization of H2CO3N (H2CO3N in Fig. 3) yields a
clear distinction between small polar hydrogens and large apolar hydrogens, while assigning all three oxygen types rather similar parameters (Table 1). In effect, this optimization yielded parameters for H2CO3N that are more similar to those of H2CON than to those of HCO3N and that yield a value of the objective function (84) between those of H2CON (121) and HCO3N (39) (Fig. 3).

We conjectured that starting the H2CO3N optimizing with distinct polar/apolar hydrogen parameters led to trapping of the parameter search in a local optimum with a prominent split...
between polar and apolar hydrogen parameters and a reduced split among the oxygen types. To test this conjecture, we reoptimized the parameters for H2CO3N, this time setting the initial parameters for all-atom types to the optimized parameters for HCO3N, with its prominent split of oxygen-type parameters (Table 1). Thus, the initial parameters for both polar and apolar hydrogens were the optimized parameters of H in HCO3N. The outcome was a set of parameters (H2CO3N reoptimized) with a training-set objective function of 37 (Fig. 3), widely split oxygen parameters as in the initial guess, and parameters for apolar and polar hydrogens that are similar to each other and to their starting guess (Table 1). Thus, we see significant dependence of the optimization results upon the starting guess, even for an LJ model with only seven types.

Fig. 4 Test set results for Training Set 1 optimization of LJ parameters with RESP partial charges. Errors and objective function values are reported for the Test Set 1 compounds. Objective function values are scaled by 1/15 (see main text). These results are for the replicates that gave minimum training set values of the objective function for each model.

Fig. 5 Relative errors for Training and Test Set 2. Relative errors for experimental data (heats of vaporization, densities, dielectric constants), and ForceBalance objective function, for Training Set 2 (red) and Test Set 2 (blue). The test set objective functions are scaled by 1/3 (see main text). The numbers of parameters may be deduced from name of the model; e.g., HC3ON has $1 + 3 + 1 + 1 = 6$ parameters.
The concept that the initial optimization of H2CO3N is trapped in a local optimum may be elaborated by considering the Euclidean distances among the models considered in this section. To do this, we consider each model as a point in 24-dimensional parameter space, based on the 12 $r_{1/2}$ values and 12 $\varepsilon$ values for the SMIRKS strings in Table 1. To put the values of $r_{1/2}$ and $\varepsilon$ on an equal footing, we scaled up the values of $\varepsilon$ by $\frac{r_{1/2}}{\varepsilon} = 13.7$, the ratio of the mean of $r_{1/2}$ to that of $\varepsilon$. (See Supplementary Table 1).

The distances among the models in Table 1 are given in the form of a matrix in Table 2. One may see that H2CO3N is closest to H2CON, with its split hydrogen types, while H2CO3Nreopt is closest to HCO3N, with its split oxygen types, as anticipated. As noted in the Methods Section, the ForceBalance objective function includes a weak restraint, which prevents parameters from straying very far from the initial parameter values. We considered whether this restraint might have prevented the first H2CO3N optimization from reaching the optimal parameters with split oxygen parameters and similar hydrogen parameters (i.e., H2CO3Nreopt). To do this, we used ForceBalance to compute the contribution of the restraint from the first optimization that would have been associated with the H2CO3Nreopt parameters. This value, 1.8, would not have been enough to make the objective function at the H2CO3Nreopt parameters higher than those at the H2CO3N parameters. Thus, the weak restraint does not appear to account for the optimizer’s having missed the lower minimum at the H2CO3Nreopt parameter set.

Nonetheless, to further test whether the restraints might have been responsible for introducing a barrier between the apparent local optima, we reran the initial H2CO3N calculation without any parameter restraints at all ($w_{reg} = 0.0$). This optimization again led to a local optimum with a training objective function > 80, similar to the initial H2CO3N calculation with restraints ($w_{reg} = 0.1$, training objective function 84). We conclude that at least two valid local optima exist and that which one is discovered depends on the parameters used to start the optimization run.

**Fig. 6 Training set results for Training Set 2 optimization of LJ parameters with RESP partial charges.** Errors and objective function values are reported for the Training Set 2 compounds. These results are for the replicates that gave minimum training set values of the objective function for each model.

| LJ types | LJ model | Mean Error Density % | Mean Error Mean of Validation % | Objective Function |
|----------|----------|----------------------|-------------------------------|-------------------|
| H:CON    | HCON     | 3.99%                | 8.17%                         | 745               |
| H:CH:CON | HCON     | 3.24%                | 6.4%                          | 482               |
| H:CC:CON | HC3ON    | 3.71%                | 6.28%                         | 488               |
| H:CO:ON  | HCO2N    | 0.05%                | 6.83%                         | 518               |
| H:CNN    | HCON2    | 3.91%                | 6.54%                         | 714               |
| H:CC:CNN | HC430N2  | 3.03%                | 6.98%                         | 428               |
| H:CON    | HCON     | 3.30%                | 6.56%                         | 486               |
| H:CC:CON | HC30N    | 3.13%                | 7.11%                         | 478               |
| H:CO:ON  | HCO2N    | 3.15%                | 6.02%                         | 406               |
| H:CNN    | HC2ON2   | 3.24%                | 6.48%                         | 478               |
| HHHHHHHH:CCCNN | HC430N2 | 2.75%                | 6.19%                         | 352               |
| HHHHHHHH:CCCNN | SMIROFF  | 4.12%                | 12.04%                        | 885               |
| HHHHHHHH:CCCNN | GAFF    | 4.09%                | 11.14%                        | 913               |

**Fig. 7 Test set results for Training Set 2 optimization of LJ parameters with RESP partial charges.** Errors and objective function values are reported for the Test Set 2 compounds. Objective function values are scaled by 1/3 (see main text). These results are for the replicates that gave minimum training set values of the objective function for each model.

| LJ types | LJ model | Mean Error Density % | Mean Error Mean of Validation % | Objective Function |
|----------|----------|----------------------|-------------------------------|-------------------|
| H:CON    | HCON     | 5.45%                | 15.28%                        | 1188              |
| H:CH:CON | HCON     | 3.62%                | 8.62%                         | 409               |
| H:CC:CON | HC3ON    | 4.18%                | 13.93%                        | 1308              |
| H:CO:ON  | HCO2N    | 7.01%                | 9.62%                         | 1073              |
| H:CNN    | HCON2    | 6.13%                | 13.98%                        | 1263              |
| H:CC:CNN | HC430N2  | 3.77%                | 7.96%                         | 375               |
| H:CON    | HCON     | 3.64%                | 8.34%                         | 427               |
| H:CC:CON | HC3ON    | 3.74%                | 8.92%                         | 500               |
| H:CO:ON  | HCO2N    | 3.75%                | 7.75%                         | 389               |
| H:CNN    | HC2ON2   | 3.61%                | 8.33%                         | 414               |
| HHHHHHHH:CCCNN | SMIROFF  | 4.76%                | 7.63%                         | 491               |
| HHHHHHHH:CCCNN | SMIROFF  | 3.89%                | 13.50%                        | 903               |
| HHHHHHHH:CCCNN | GAFF    | 3.29%                | 13.35%                        | 801               |
LJ typing models in the context of RESP2 charges. We tested the robustness of these findings to the choice of partial charges by retraining all LJ models against Training Set 1, this time with partial charges generated with the RESP2 method. The RESP2 partial charge model is similar to RESP1, but it uses higher-level electronic structure calculations and provides a mixing parameter that allows empirical adjustment of the overall polarity of the model by scaling between gas-phase and aqueous-phase charges. Here, we set the mixing parameter to 0.5, corresponding to a partial charge model similar to RESP1, but it uses higher-level electronic structure calculations and provides a mixing parameter. The RESP2 partial charges tend to give somewhat more accurate dielectric constants (improvements up to about 20%) and RESP1 charges give somewhat more accurate densities and HOVs. The results for the objective function are generally higher for RESP2 than for models with RESP1, as we decided to weigh the contribution of the dielectric constant very little, since its calculated values have larger numerical uncertainties. As previously discussed, the mixing parameter affords a simple way of tuning RESP2 charges and should, ideally, be co-optimized with the LJ parameters when deriving a force field.

Discussion

The central finding of this study is that highly competitive force field accuracy can be obtained with minimalist sets of LJ types. For example, merely splitting apolar from polar hydrogens, while using one type apiece for carbon, oxygen, and nitrogen, yields a model that meets or exceeds the accuracy of SmirFF.7 and GAFF-1.8 for the present test sets. This data-driven observation arguably challenges a chemical intuition that distinct LJ types are needed for atoms in distinct functional groups. We also found that the proliferation of LJ types does not necessarily increase accuracy and can even degrade it, presumably due in part to overfitting. Taken together, these results suggest that de novo efforts at FF parameter optimization should start with a minimal set of LJ types, such as the H2CON, HCO3N, or H2CO3N models. Added type distinctions may then be tested, but they should be discarded if not supported by the data. This approach should avoid overfitting and speed the optimization process by minimizing the dimensionality of the search space. As paraphrased from Einstein, “Everything should be made as simple as possible, but no simpler.”

If one starts with a simple LJ typing model, such as H2CON, a natural way to increment its complexity in a data-driven manner is to use a greedy optimization approach: find a type split (e.g., O to O3) that improves results, lock it in, then find the next split that improves results and lock it in; etc. This approach would have worked well in the present setting, where one might progress from splitting polar and apolar hydrogens to then splitting oxygens, thus reaching perhaps the best model found here, H2CO3N. However, it is possible that two type splits under consideration could increase accuracy when used together, but not when used individually. In such cases, the greedy approach can fail to find the best typing model, because it considers each split only in isolation and therefore will never accept either one and so, in turn, cannot discover the benefit of splitting both types. It is not known how commonly this situation will occur in the present setting.

| SMIRKS                      | HCON | HCO3N | H2CON | H2CO3N | H2CO3Nreopt |
|-----------------------------|------|-------|-------|--------|-------------|
| Hydrogen                    | 0.017| 0.017 | 0.017 | 0.015  | 0.014       |
| [#{8}X2H0]                  | 0.074| 0.074 | 0.074 | 0.081  | 0.077       |
| Carbon                      | 0.194| 0.194 | 0.194 | 0.217  | 0.177       |
| Oxygen                      | 0.220| 0.220 | 0.220 | 0.239  | 0.205       |
| Nitrogen                    | 0.074| 0.074 | 0.074 | 0.074  | 0.074       |
| Oxygen                      | 0.194| 0.194 | 0.194 | 0.217  | 0.177       |
| Nitrogen                    | 0.220| 0.220 | 0.220 | 0.239  | 0.205       |
| Hydrogen                    | 0.017| 0.017 | 0.017 | 0.015  | 0.014       |
| [#{6}X3]                    | 0.074| 0.074 | 0.074 | 0.081  | 0.077       |
| Carbon                      | 0.194| 0.194 | 0.194 | 0.217  | 0.177       |
| Oxygen                      | 0.220| 0.220 | 0.220 | 0.239  | 0.205       |
| Nitrogen                    | 0.074| 0.074 | 0.074 | 0.074  | 0.074       |
| Oxygen                      | 0.194| 0.194 | 0.194 | 0.217  | 0.177       |
| Nitrogen                    | 0.220| 0.220 | 0.220 | 0.239  | 0.205       |

Adding more H and O types allow significantly improved test-set accuracy but adding more C and N-type does not.

Splitting H into apolar and polar types consistently improves test-set accuracy.

The parameters for model H4C3O3N2 are not fully optimized, as simpler models reach lower (better) values of the objective function for the training set.

Reoptimization of the full set of SMIRNOFF parameters generates a model that is similar in accuracy to at least one simpler model.

The overall accuracy obtained with these RESP2 charges is similar to that obtained with RESP charges. As seen before, RESP2 charges tend to give somewhat more accurate dielectric constants (improvements up to about 20%) and RESP1 charges give somewhat more accurate densities and HOVs. The results for the objective function are generally higher for RESP2 than for RESP1, as we decided to weigh the contribution of the dielectric constant very little, since its calculated values have larger numerical uncertainties. As previously discussed, the mixing parameter affords a simple way of tuning RESP2 charges and should, ideally, be co-optimized with the LJ parameters when deriving a force field.

Discussion

The central finding of this study is that highly competitive force field accuracy can be obtained with minimalist sets of LJ types. For example, merely splitting apolar from polar hydrogens, while using one type apiece for carbon, oxygen, and nitrogen, yields a model that meets or exceeds the accuracy of SmirFF.7 and GAFF-1.8 for the present test sets. This data-driven observation arguably challenges a chemical intuition that distinct LJ types are needed for atoms in distinct functional groups. We also found that the proliferation of LJ types does not necessarily increase accuracy and can even degrade it, presumably due in part to overfitting. Taken together, these results suggest that de novo efforts at FF parameter optimization should start with a minimal set of LJ types, such as the H2CON, HCO3N, or H2CO3N models. Added type distinctions may then be tested, but they should be discarded if not supported by the data. This approach should avoid overfitting and speed the optimization process by minimizing the dimensionality of the search space. As paraphrased from Einstein, “Everything should be made as simple as possible, but no simpler.”

If one starts with a simple LJ typing model, such as H2CON, a natural way to increment its complexity in a data-driven manner is to use a greedy optimization approach: find a type split (e.g., O to O3) that improves results, lock it in, then find the next split that improves results and lock it in; etc. This approach would have worked well in the present setting, where one might progress from splitting polar and apolar hydrogens to then splitting oxygens, thus reaching perhaps the best model found here, H2CO3N. However, it is possible that two type splits under consideration could increase accuracy when used together, but not when used individually. In such cases, the greedy approach can fail to find the best typing model, because it considers each split only in isolation and therefore will never accept either one and so, in turn, cannot discover the benefit of splitting both types. It is not known how commonly this situation will occur in the present setting.

Table 1 Optimized LJ parameters for various LJ typing models. ε: kcal mol⁻¹, \( r_{1/2} \): Å. See the text for details.

| SMIRKS                      | HCON | HCO3N | H2CON | H2CO3N | H2CO3Nreopt |
|-----------------------------|------|-------|-------|--------|-------------|
| Hydrogen                    | 0.017| 0.017 | 0.015 | 0.014  | 0.014       |
| [#{8}X2H0]                  | 0.074| 0.074 | 0.081 | 0.077  | 0.077       |
| Carbon                      | 0.194| 0.194 | 0.205 | 0.177  | 0.177       |
| Oxygen                      | 0.220| 0.220 | 0.205 | 0.217  | 0.217       |
| Nitrogen                    | 0.074| 0.074 | 0.074 | 0.074  | 0.074       |
| Oxygen                      | 0.194| 0.194 | 0.205 | 0.217  | 0.205       |
| Nitrogen                    | 0.220| 0.220 | 0.205 | 0.217  | 0.205       |

Adding more H and O types allow significantly improved test-set accuracy but adding more C and N-type does not.

Splitting H into apolar and polar types consistently improves test-set accuracy.

The parameters for model H4C3O3N2 are not fully optimized, as simpler models reach lower (better) values of the objective function for the training set.

Reoptimization of the full set of SMIRNOFF parameters generates a model that is similar in accuracy to at least one simpler model.

The overall accuracy obtained with these RESP2 charges is similar to that obtained with RESP charges. As seen before, RESP2 charges tend to give somewhat more accurate dielectric constants (improvements up to about 20%) and RESP1 charges give somewhat more accurate densities and HOVs. The results for the objective function are generally higher for RESP2 than for RESP1, as we decided to weigh the contribution of the dielectric constant very little, since its calculated values have larger numerical uncertainties. As previously discussed, the mixing parameter affords a simple way of tuning RESP2 charges and should, ideally, be co-optimized with the LJ parameters when deriving a force field.
Another challenging question, which we have not addressed in this work, is how to decide what types should be tried in the first place. For example, although we split oxygens into hydroxyls, ethers, and carbonyls, we could instead have lumped together with the ethers and carbonyls and thus considered only two types. Or, we might have tried an entirely different approach, setting up LJ types based on some measure of polarity, such as the partial charge assigned to each atom. Perhaps the ideal method would be to allow the types themselves to evolve in a purely data-driven manner, as previously explored with Monte Carlo sampling of FF typing schemes\(^\text{48}\), but that approach may still be too time-consuming for current use.

Also, the parameter optimization for a given LJ typing model has its own challenges. We observed that the steepest descent optimization method used here led to trapping of the optimizer in a local, rather than the global, optimum. This problem is expected to grow more challenging as the number of parameters increases, and there is always the possibility that a narrow optimum in a high dimensional parameter space will be missed. The chances of finding the global optimum may be increased by using multiple steepest-descent optimizations at different initial points in the parameter space and/or by moving to one of the many global optimization strategies that have been developed over the years, such as genetic algorithms\(^\text{12}\) or Monte Carlo simulated annealing\(^\text{43}\). It should be noted, however, that such methods are likely to require considerably more steps than ForceBalance, and thus risk being overly time-consuming. The present analysis also points to a straightforward reality check for the adequacy of a parameter optimization: if a model with more finely divided types yields worse accuracy on the training set than another model where some of the finer types are lumped into coarser type divisions, then the more detailed model is not fully optimized. That said, if the finer model does yield better training set accuracy, this still cannot prove it is fully optimized. These warnings presumably also apply when LJ parameters are optimized along with other parameter types, such as bonded terms.

Starting from the one type per element model, HCON, it is of interest to consider which increases in complexity yield the greatest improvements in accuracy. Perhaps the single most useful step is to distinguish between polar and apolar hydrogens, making model H2CON. This dramatically and consistently improves test set accuracy, while adding little complexity to the typing scheme. However, we saw no benefit to a finer split of hydrogens into four types. Further study, with perhaps a more diverse set of compounds, may be needed to definitively assess whether the finer discrimination among hydrogens by SmirFF.7 and GAFF-1.8, which both have eight hydrogen types, is supported by available experimental data.

Perhaps the second most useful step to improve accuracy is to split oxygen types. When used on its own, it is almost as beneficial as splitting polar from apolar hydrogens, and it may also afford some additional accuracy when used with the hydrogen split. Here, we used the same chemically intuitive oxygen split as in SmirFF.7, but others might be as good or better. Splitting nitrogen types alone did not lead to improved accuracy, though there may be some benefit to splitting nitrogens in the context of the polar/apolar hydrogen split. Interestingly, although GAFF-1.8 lists 13 nitrogen types, they all have identical LJ parameters, and SmirFF.7 has only a single nitrogen type. It should also be mentioned that the improvement due to adding atom types depends on the experimental properties used during training and testing. Also, if other experimental data were used in training, the preferred order of adding atom types might change, and/or other atom splits might become more important.

Using more than one carbon LJ type does not lead to improved accuracy in this study. As in SmirFF.7, our simple LJ typing models considered a split into three-carbon types, based on hybridization state, but this improved results for only training data and it made the test set results worse in most cases, presumably due to overfitting. We did not expect this result, as the current SmirFF.7 and GAFF-1.8 epsilon parameters for carbons have a rather wide range of 0.086 to 0.210 kcal/mol. It may be of interest to revisit these choices and consider dropping back to a single carbon LJ type.

Based on the combined results, an LJ typing model with as few parameters as possible but as many as necessary might be the H2CO3N model, which distinguishes polar and apolar hydrogens and three oxygen types. The accuracy with this model is for all cases similar to or better than even the reoptimized version of SMIRNOFF.

It is also worth mentioning that there are alternative approaches to generating LJ parameters that involve little or no typing. These involve running a quantum mechanical electron structure calculation for the molecule of interest and then computing bespoke LJ parameters for each atom in the molecule as a function of the computed electron density\(^\text{37,38,44}\). These methods may include empirical parameters, which allow the mapping to be tuned so that the LJ parameters yield accurate agreement with reference data, such as the properties of organic liquids considered here.

This study highlights the benefits of direct chemical perception. As implemented in the SMIRNOFF force field specification\(^\text{28}\), this makes introducing, splitting, or combining LJ types as easy as copying a line and modifying a SMIRKS string. It also avoids the complication of other force field specifications where a new LJ type can be added only by adding a new atom type, which in turn mandates adding redundant bonded parameters for the new type. This works both ways, in the sense that adding a new torsion type, for example, also requires adding a new atom type, which in turn needs to be assigned LJ parameters. If one does not actually want to distinguish between the LJ properties of the two atom types, this leads to multiple atom types with identical LJ parameters.

**Methods**

**Implementation of Lennard Jones Models.** We used the SMIRNOFF FF specification, which uses SMIRKS\(^\text{45-47}\) patterns, to define LJ types, as detailed in Table 3 for all 11 LJ models. The parameter definitions are given as an ordered list of parameter typing rules in ascending order of priority, where each rule consists of a SMIRKS pattern attached to numerical parameters. The top-level (lowest priority) SMIRKS pattern is general (matching any atom of a given element). This parameter is assigned first to all atoms of this element and then overwritten by the more specific SMIRKS patterns, if present. This makes sure that parameters are assigned to all atoms.

The parameter definitions are based on the following form of the LJ interaction energy between atoms \(i\) and \(j\):

\[
E_{ij} = 4\varepsilon \left( \left( \frac{r_{min}}{r_{ij}} \right)^{12} - 2 \left( \frac{r_{min}}{r_{ij}} \right)^{6} \right)
\]

\[
\varepsilon = (4\varepsilon)^{0.5}
\]

\[
r_{min} \approx r_{1/2} + r_{1/2}
\]

Here \(r_{ij}\) is the interatomic distance, \(\varepsilon\) is the depth of the energy well, \(r_{min}\) is the minimum energy interatomic distance, \(r_{1/2}\) and \(r_{1/2}\) are the atomic LJ parameters we wish to adjust, and the second and third equations define the Lorentz–Berthelot combining rules.

**Optimization and evaluation of Lennard–Jones parameters.** The LJ model optimization procedure is the same as in our previous study\(^\text{38}\) and is summarized in this section. We trained all LJ models against experimentally measured densities and heats of vaporizations of pure organic liquids, properties that have been extensively used in force field parameterization\(^\text{16-18,40-50}\). The trained models were then tested for their ability to replicate heats of vaporization, densities, and dielectric constants of a separate set of pure organic liquids. The results were compared with matched evaluations of SmirFF.7\(^\text{28}\).
We optimized and tested each LJ typing model for two different test/train splits of a single collection of 75 compounds (Supplementary Data 3) for which experimental liquid state data are available. Fig. 8 and file Supplementary Data 4 in Supporting Information). These compounds span 15 distinct LJ atom types in SmirFF.7 and 28 atom types in GAFF-1.8. Training Set 1 contains 15 molecules (Figs. 8, top) selected to include functional groups, e.g., ether, alcohol, amine, that span all the chemistries in the full set of 75 compounds, and Test Set 1 contains the remaining 60 compounds. Training Set 2 contains 30 compounds drawn at random from the full set of 75 compounds, and Test Set 2 contains the remaining 45. Training set 2 happens to cover all functional groups. Experimental values for the heats of vaporization of each pure liquid were taken from ThermoML51, and from the full set of 75 compounds, and Test Set 2 contains the remaining 60 compounds. Training Set 1 contains 15 molecules drawn at random from a set of 75 compounds, and Test Set 1 contains the remaining 45. For all OpenFF-based simulations, the bonded FF terms were drawn from SmirFF.7, and covalent bonds to hydrogen atoms were constrained to their equilibrium lengths with SETTLE (water) and CCMA5,56. Calculations with the GAFF-1.8 force field were run for comparison42,27. Liquid-phase calculations (700 copies of the molecule of interest) were run for 1.2 ns (0.2 ns equilibration, 1 ns production), with a Langevin integrator. A timestep of 1 fs and a collision frequency of 1 ps−1 were applied. A Monte Carlo barostat with a move attempt interval of 25 timesteps was used to maintain the pressure at 1 atm58. Long-ranged electrostatics were included via Particle Mesh Ewald summation with a cutoff of 8.5 Å on the short-ranged component. A long-range dispersion correction was applied. The single-molecule gas phase simulations were run for 25 ns (5 ns equilibration, 20 ns production) with a timestep of 1 fs using a Langevin integrator with a collision frequency of 1 ps−1 and, infinite distance cutoffs and without periodic boundary conditions. The standard errors of the computed densities, heats

### Table 3 SMIRKS patterns used for LJ typing, with well-depth \( \epsilon \) (kcal/mol) and effective radius \( r_{1/2} \) (Å) parameter values used to initiate parameter optimization. The first row for each element (bold) gives the parameters used when that element had only a single type. In this case, the SMIRKS pattern was replaced with a SMIRKS string recognizing all atoms of this element. Starting parameters for the polar/apolar hydrogen models are given in the bottom rows. The last column gives the SMIRNOFF LJ type definitions from which these initial values were drawn.

| SMIRKS | Description | Initial \( \epsilon \) | Initial \( r_{1/2} \) | SMIRNOFF SOURCE |
|--------|-------------|----------------|-----------------|-----------------|
| #11:]-#6X4| Hydrogen bound to a sp3 Carbon | 0.0157 | 1.4870 | #11:]-#6X4 |
| #11:]-#6X3| Hydrogen bound to a sp2 Carbon | 0.0150 | 1.4590 | #11:]-#6X3 |
| #11:]-#7| Hydrogen bound to an Oxygen | 0.0157 | 0.6000 | #11:]-#7 |
| #11:]-#8| Hydrogen bound to a Nitrogen | 5.276-05 | 0.3000 | #11:]-#8 |
| #6X3:1| sp2 Carbon | 0.0860 | 1.9080 | #6:1 |
| #6X4:1| sp3 Carbon | 0.1094 | 1.9080 | #6X4:1 |
| #6X2:1| sp Carbon | 0.2100 | 1.9080 | #6X2:1 |
| Oxygen | | | | |
| #8X1:1| Carbonyl Oxygen | 2.1000 | 1.6612 | #8:1 |
| #8X2H0 + 0:1| Alcohol Oxygen | 1.7000 | 1.6837 | #8X2H0 + 0:1 |
| #8X2H1 + 0:1| Ether Oxygen | 2.1014 | 1.7210 | #8X2H1 + 0:1 |
| Nitrogen | | | | |
| #7X1:1| Nitro Nitrogen | 1.7000 | 1.8240 | #7:1 |
| #7X3:1| Amine Nitrogen | 1.7000 | 1.8240 | #7:1 |
| Polar and Apolar Hydrogens | | | | |
| #11:]-#6| Apolar Hydrogen | 0.0157 | 1.4870 | #11:]-#6X4 |
| #11:]-#7,#8| Polar Hydrogen | 0.0157 | 0.6000 | #11:]-#7 |

We optimized and tested each LJ typing model for two different test/train splits of a single collection of 75 compounds (Supplementary Data 3) for which experimental liquid state data are available. Fig. 8 and file Supplementary Data 4 in Supporting Information). These compounds span 15 distinct LJ atom types in SmirFF.7 and 28 atom types in GAFF-1.8. Training Set 1 contains 15 molecules (Figs. 8, top) selected to include functional groups, e.g., ether, alcohol, amine, that span all the chemistries in the full set of 75 compounds, and Test Set 1 contains the remaining 60 compounds. Training Set 2 contains 30 compounds drawn at random from the full set of 75 compounds, and Test Set 2 contains the remaining 45. Training set 2 happens to cover all functional groups. Experimental values for the heats of vaporization of each pure liquid were taken from ThermoML51, and from the full set of 75 compounds, and Test Set 2 contains the remaining 60 compounds. Training Set 1 contains 15 molecules drawn at random from a set of 75 compounds, and Test Set 1 contains the remaining 45. For all OpenFF-based simulations, the bonded FF terms were drawn from SmirFF.7, and covalent bonds to hydrogen atoms were constrained to their equilibrium lengths with SETTLE (water) and CCMA5,56. Calculations with the GAFF-1.8 force field were run for comparison42,27. Liquid-phase calculations (700 copies of the molecule of interest) were run for 1.2 ns (0.2 ns equilibration, 1 ns production), with a Langevin integrator. A timestep of 1 fs and a collision frequency of 1 ps−1 were applied. A Monte Carlo barostat with a move attempt interval of 25 timesteps was used to maintain the pressure at 1 atm58. Long-ranged electrostatics were included via Particle Mesh Ewald summation with a cutoff of 8.5 Å on the short-ranged component. A long-range dispersion correction was applied. The single-molecule gas phase simulations were run for 25 ns (5 ns equilibration, 20 ns production) with a timestep of 1 fs using a Langevin integrator with a collision frequency of 1 ps−1 and, infinite distance cutoffs and without periodic boundary conditions. The standard errors of the computed densities, heats
Fig. 8 Training and test set compounds used in this study. Training and Test Sets 1 are indicated by the headers. Training Set 2 molecules are designated by the orange squares, and Test Set 2 comprises all molecules on a white background. A SMILES string for each molecule is given under the chemical structure, and the SMILES strings are provided as a text file (Supplementary Data 3) in the Supporting Information.
of vaporization, and dielectric constants are roughly 0.001 g cm$^{-1}$, 0.3 kJ mol$^{-1}$, and 10%, respectively.

**Data availability**

The data supporting the findings of this study are available within the article and its Supplementary Information files. Other relevant source data are available at DOI 10.5281/zenodo.3940634 (https://doi.org/10.5281/zenodo.3940634), or from the corresponding authors upon reasonable request.
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