An Analysis by Synthesis Method that Allows Accurate Spatial Modeling of Thickness of Cortical Bone from Clinical QCT
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Abstract. Osteoporosis is a skeletal disorder that leads to increased fracture risk due to decreased strength of cortical and trabecular bone. Even with state-of-the-art non-invasive assessment methods there is still a high underdiagnosis rate. Quantitative computed tomography (QCT) permits the selective analysis of cortical bone, however the low spatial resolution of clinical QCT leads to an overestimation of the thickness of cortical bone (Ct.Th) and bone strength.

We propose a novel, model based, fully automatic image analysis method that allows accurate spatial modeling of the thickness distribution of cortical bone from clinical QCT. In an analysis-by-synthesis (AbS) fashion a stochastic scan is synthesized from a probabilistic bone model, the optimal model parameters are estimated using a maximum a-posteriori approach. By exploiting the different characteristics of in-plane and out-of-plane point spread functions of CT scanners the proposed method is able assess the spatial distribution of cortical thickness.

The method was evaluated on eleven cadaveric human vertebrae, scanned by clinical QCT and analyzed using standard methods and AbS, both compared to high resolution peripheral QCT (HR-pQCT) as gold standard. While standard QCT based measurements overestimated Ct.Th. by 560\% and did not show significant correlation with the gold standard ($r^2 = 0.20, p = 0.169$) the proposed method eliminated the overestimation and showed a significant tight correlation with the gold standard ($r^2 = 0.98, p < 0.0001$) a root mean square error below 10\%.
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Introduction

The world health organization (WHO) estimates the life time risk of a osteoporotic fracture at 30-40% [15]. Even though non-invasive assessment methods are widely available, there is still a very high underdiagnosis rate[21]. Current osteoporosis diagnosis is based on the assessment of trabecular bone mineral density (BMD). However, recent studies [5,25] show that the thin cortical shell contributes at least 50% to overall bone strength and that there is a strong correlation between the thickness of vertebral cortical bone (Ct.Th) and failure load estimated by finite element analysis (FEA). While quantitative computed tomography (QCT) permits the selective analysis of cortical bone, the limited spatial resolution (pixel size 300-500 µm, slice width 1-3mm) of clinical QCT prevents accurate assessment. The thickness of the thin cortical shell (150-400 µm) is highly overestimated by current methods. Figure 1 shows a comparison of a scan taken with high resolution peripheral QCT (HR-pQCT) and clinical QCT protocols. The amount of overestimation in the clinical QCT scan is clearly visible.

Related work BMD is defined as the volumetric density of calcium hydroxyapatite (CaHA). However, typical BMD measurements also include surrounding soft tissue and marrow. Tissue mineral density (TMD) is the density of the calcified bone, excluding soft tissue and lies around 1200mg cm$^{-3}$ for fully mineralized bone[7,8,10,11]. The standard method to assess Ct.Th is to apply a maximum sphere approach to a segmented scan[6]. Since it solely depends on the cortex as apparent in the reconstructed volume, the thickness measurements from this standard method is denoted as apparent Ct.Th (aCt.Th) throughout this article. As aCt.Th is highly affected by the spatial resolution of the reconstructed volume Ct.Th is tremendously overestimated in clinical QCT while cortical BMD

Footnote

1 Due to different orientation of the specimen the two slices appear flipped.
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(Ct.BMD) underestimates cortical TMD. One way to account for the overestimation is to combine thickness with density measurements into density weighted $\text{Ct.Th}$ ($w\text{Ct.Th}$) by multiplying $a\text{Ct.Th}$ with Ct.BMD normalized by a TMD of $1200\text{mg cm}^{-3}$, however this method is still limited by the spatial resolution and the quality of the segmentation.

Prevrhal et al. [17,16] introduced a method for improved assessment of Ct.Th by using analytical models to describe the blurring of the imaging system. However the improvement vanishes for thin cortices. Hangartner et al. proposed an iterative mathematical model to correct aCt.Th and Ct.BMD measurements based on per scanner density-versus-width curves for peripheral CT, yielding low error rates in phantom experiments for cortices thicker than 0.5mm. Other improvements based on star-line tracing [14] or fuzzy distance transform [13] exist for HR-pQCT of tibia. However, those method are not applicable to vertebrae where HR-pQCT is not an option in a clinical setting. Treece et al. [23,24,22] describe a method to correct thickness measurement from clinical QCT of the femoral cortex. Damm et al. [3] propose an Iterative Convolution Optimization (ICON) method. They showed that deconvolved Ct.Th ($\text{dcCt.Th}$) can reduce the overestimation of Ct.Th to 20% in high resolution QCT (HR-QCT) and increase the correlation between clinical QCT and HR-pQCT thickness measurements.

Recently, Reinhold et al. [19] proposed a method to identify the center of the vertebral cortical bone with sub-voxel accuracy. They used an analysis-by-synthesis (AbS) approach to fit a geometrical model of the cortical shell to the input scan.

Our Contribution We propose a fully automatic AbS based algorithm that allows the accurate spatial modeling of the thickness distribution of cortical bone from clinical QCT. Starting from an approximate surface along the center of the cortical bone, the bone thicknesses and densities are modeled as latent variables of a stochastic measurement process. We exploit the different characteristics of the in-plane and out-out-plane point spread functions (PSF) of CT scanners in our optimization procedure. For that we propose a novel analytical approximation of the in-plane PSF that meets the required accuracy. To estimate the a-posteriori distributions of the latent model, a Monte Carlo expectation maximization (MCEM) scheme, tailored to our requirements is proposed. The result is an accurate spatial model of the cortical bone permitting the analysis of intra bone variations of Ct.Th which has the potential in improving future FEA and osteoporosis diagnosis in general.

In chapter 2 an overview of the proposed algorithm is given. It is evaluated in an ex-vivo experiment, described in chapter 3; we compare our approach with standard methods. After presenting and discussing the results in chapter 4, we conclude this articles in chapter 5.
2 Algorithm Overview

The aim of our algorithm is to estimate the parameters of a three dimensional cortex model from a clinical QCT scan (fig. 1 right). Because of the low spatial resolution the imaging process cannot be reversed. Instead, a synthetic version of a reconstructed volume is generated from the model; the synthesis results are compared with the input volume until the best model parameters are found. To make this AbS process feasible, simplifications and approximations must be made. First of all, it is assumed that the cortical bone is a dense plate with varying thickness and density, modeled as a triangle mesh along the cortex center with per-vertex thickness and density properties. Although the trabecular region consists of trabecles surrounded by bone marrow (fig. 1 left), it is modeled as an area with homogeneous density. This choice is justified by the fact that the synthesis results for discretely modeled trabecles are indistinguishable from a homogeneous density distribution for low resolutions (fig. 1 center). Since simulating a complete CT reconstruction in each synthesis step is computationally expensive, the imaging system is approximated by a blurring with an in-plane and an out-out-plane PSF. Furthermore, the complete synthesis of a volume is avoided by using sparse synthesis where only one dimensional profiles perpendicular through the cortex are synthesized.

Bone Model The bone model is an extension of the one used in [19]. Following their notation, the density of the background (e.g. surrounding soft tissue), the cortical and the trabecular bone is modeled as a multivariate gaussian latent random vector \( \mathbf{\rho} = (\rho_{BG}, \rho_{Ct}, \rho_{Tr})^T \sim \mathcal{N}(\mathbf{\mu}_\rho, \Sigma_\rho) \) and the half cortex width \( w \) is modeled as a log normally distributed latent random variable with \( \log w \sim \mathcal{N}(\mu_w, \sigma_w^2) \). Due to the shape constraints in the cortex identification process, there might be a small offset from any point on the estimated surface to the real cortex center. To account for this small but unknown offset \( s \sim \mathcal{N}(\mu_s, \sigma_s^2) \), we
add it as another latent variable to the profile process:

\[
y(t, w, s) = \Phi(t - s, w) \cdot \rho,
\]

where \(\Phi(t, w) = [1 - H(t + w), H(t + w) - H(t - w), H(t - w)]\), \(t\) is the position along the profile and \(H\) is the Heaviside step function (see fig. 2 (right) for an example). To simplify the model, we assume that all latent variables \(\rho, w, s\) are independent and \(\Sigma_{\rho}\) is diagonal. From literature and \(\mu\)CT experiments we have a basic understanding of the distribution of those parameters. Therefore we define a joint weakly informative Normal-Inverse-\(\chi^2\) (NI\(\chi^2\)) prior on the parameter vector \((\mu_{\rho}^T, \mu_{\rho}, \mu_{s}, \text{diag}(\Sigma_{\rho})^T, \sigma_{\rho}^2, \sigma_{s}^2)^T\).

**Measurement Model** As in [19], the imaging process is approximated by a blurring with an in-plane and and out-of-plane PSF. Both PSFs can be combined into a one dimensional, angle dependent PSF \(g_\alpha\) along a profile. The influence of each PSF varies with the angle of the profile with the z-axis. Profiles from regions with equal latent distributions but different angles will therefore have slightly different synthesis results (fig. 2 right). This is the key observation that leads to our algorithm. However, in contrast to previous works [19,3,23,24,22], a convenient gaussian approximation for the in-plane PSF is not sufficient anymore. Using a normalized symmetric sum of gaussian in the Fourier domain, the PSF can be approximated with arbitrary precision. After inverse Fourier transform the in-plane PSF states:

\[
g_{\text{ip}}(t) = \left( 2 \sum_{k=1}^{N_{\text{ip}}} a_k \exp \left( -\frac{s_k^2}{2a_k^2} \right) \right)^{-1} \sum_{k=1}^{N_{\text{ip}}} a_k \xi_k(t),
\]

where \(\xi_k(t) = \sqrt{2\pi} c_k [\exp (-2\pi i (\pi c_k^2 t - b_k)) + \exp (-2\pi i (\pi c_k^2 + b_k))]\) and \(a_k, b_k, c_k \in \mathbb{R}, c_k > 0\) are obtained by fitting the positive part of \(\mathcal{F}\{g_{\text{ip}}\}\) to an empirically measured MTF. Given the combined PSF \(g_\alpha\) the stochastic measurement process can be formulated:

\[
z_\alpha(t)|\rho, w, s = \Psi_\alpha(t, w, s) \cdot \rho + g_\alpha(t) \ast \epsilon(t) + \xi(t),
\]

where \(\Psi_\alpha(t, w, s) = \Phi(t - s, w) \ast g_\alpha(t), \epsilon(t) \sim \mathcal{N}(0, \sigma_\epsilon^2)\) is a gaussian white noise process simulating the measurement noise, \(\xi(t) \sim \mathcal{N}(0, \sigma_\xi^2)\) is a gaussian noise process accounting for model errors and the notation \(z_\alpha(t)|\rho, w, s\) denotes that the stochastic process \(z_\alpha(t)\) is conditioned on the random variables \(\rho, w\) and \(s\).

**Optimization** Let \(Z\) be a set of profiles sampled from the input volume, perpendicular to the cortex surface (cf. fig. 2 left). Each profile in \(Z\) is assumed to be a realization of the stochastic process \(z_\alpha(t)|x, \theta\), where \(x = (\ln w, \rho^T, s^T)^T\) is the coalesced random vector and \(\theta = (\mu_w, \sigma_w, \mu_\rho^T, \sigma_\rho^2, \mu_s, \sigma_s^2)^T \sim \text{NI}\chi^2(\theta_0)\) is the vector of its distribution parameters. Our goal is to find the parameters \(\theta^*\) that maximize the posterior density of \(\theta\) given \(Z\). However, the posterior density
contains an intractable integral over $\mathbb{R}^{N+4}$. Using an expectation maximization (EM) scheme, only the following lower bound needs to be maximized:

$$\ln p(\theta | Z, \theta_0) \geq \int p(x | Z, \theta[i]) \ln (p(x | \theta)p(\theta | \theta_0)) \, dx.$$  \hspace{1cm} (4)

Using Monte Carlo integration, (4) can be approximated as

$$\int p(x | Z, \theta[i]) \ln (p(x | \theta)p(\theta | \theta_0)) \, dx \approx \frac{1}{K} \sum_{k=1}^{K} \gamma_i \ln p(\theta | x_k, \theta_0),$$  \hspace{1cm} (5)

with $x_k \sim q$, $\gamma_i = p(x_k | Z, \theta[i]) (q(x_k))^{-1}$. Since the posterior $p(\theta | x_k, \theta_0)$ is NI$\chi^2$, eq. (5) can be maximized in closed form[12], yielding the estimate $\theta[i+1]$ for the next iteration. As $p(x_k | Z, \theta[i])$ is intractable, we use an iterative adaptive multiple importance sampling scheme based on the work of El-Laham et al. [4] to approximate it. To improve the convergence properties of the algorithm, an ascend-based MCEM scheme [2] is utilized. To avoid local maxima, we start with a small sample size $K$, increase it dependent on the amount of improvement that was made in the last few iterations ensuring convergence. The algorithm stops when the estimated upper bound of the log likelihood improvement falls below a given threshold.

3 Materials and Methods

Eleven excised human vertebrae, obtained from the anatomical institute of our institution were examined. Ethics were approved by the responsible ethics review committee. The vertebrae were embedded into a body phantom and scanned on a CT scanner with a clinical QCT (resolution $0.234 \times 0.234 \times 1$mm) and a HR-pQCT protocol (isotropic resolution $0.082$mm). Hounsfield Units (HU) were calibrated to mg CaHA cm$^{-3}$ using a QRM CT calibration phantom. Several slices of cortical bone were acquired from a non-embedded excised vertebra for detailed analysis in a high-resolution $\mu$CT scanner (isotropic resolution $1.73\mu$m).

The cortices of the clinical QCT scans were identified using the method of Reinhold et al [19]. The resulting triangle meshes were used to generate a voxel based segmentation and as starting point for the proposed AbS method. The HR-pQCT scans were segmented using the dual thresholding method of Buie et al [1]. An established in-house software tool was used to assess standard aCt.Th and wCt.Th for the vertical cortex region of the segmented scans, QCT and HR-pQCT. The vertical cortex region of the surface mesh was divided into 48 quasi randomly placed, partially overlapping patches. For each patch between 11 and 51 profiles were sampled from the QCT scans, excluding profiles outside the target VOI. Those profiles were used as the input for the proposed method and cortical thickness distributions were estimated for each scan and patch using our

\begin{footnote}{A complete list of all parameters can be found in the supplement.}
\end{footnote}

\begin{footnote}{With 48 patches the vertical cortex was completely covered with minimal overlap.}
\end{footnote}
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Fig. 3: High-resolution µCT scans of four different cortical bone slices. The cortex has been outlined in green on the first slice to highlight the variability of the cortical thickness. Pores have been marked in red on the second slice.

Table 1: Mean deviation from and correlation with gold standard by method.

| Method            | Mean±SD | Mean±SD deviation | Correlation |
|-------------------|---------|-------------------|-------------|
|                   | [mm]    | [mm]              | [%]         | \([r^2]\)   |
| QCT               |         |                   |             |             |
| Proposed†         | 0.29 ±0.08 | -0.05 ±0.03      | -15 ±8      | 0.98***     |
| Standard (aCt.Th) | 2.24 ±0.13 | 1.90 ±0.13      | 560 ±37     | 0.20***      |
| Density Weighted (wCt.Th) | 0.62 ±0.11 | 0.28 ±0.05      | 83 ±14      | 0.82***      |
| HR-pQCT           |         |                   |             |             |
| Standard (aCt.Th) | 0.69 ±0.17 | 0.35 ±0.06      | 103 ±18     | 0.99***      |
| Density Weighted (wCt.Th) | 0.34 ±0.11 | –               | –           | –            |

\(n.s.\) \(p \geq 0.05; \) *** \(p < 0.001\); † Evaluated on 48 patches per specimen

AbS method\(^2\). For comparison with other methods a per-specimen average was computed by merging all patch distributions into a single distribution, adjusting for overlaps\(^4\). To gather per patch reference data, the statistics of HR-pQCT wCt.Th in cylindrical regions approximately reflecting the corresponding surface patches of the QCT meshes were computed.

All statistical calculations were performed using the R [18] programming language. Levels of probability \(p < 0.05\) were considered significant.

4 Results and Discussion

The aim of our method is to spatially model the real thickness distribution of the cortical bone. But even the resolution of HR-pQCT is not sufficient to assess Ct.Th directly. As can be seen in the second last row of table 1, the average HR-pQCT based aCt.Th is 0.69 ±0.17mm which is clearly above the thickness range reported in literature[20]. For HR-pQCT, wCt.Th should be a good approximation of the real Ct.Th. Figure 3 shows four representative slices of cortical bones obtained by high-resolution µCT. The cortical bone is visible

\(^4\) A single big patch is not feasible since the dimension of the latent space linearly increases with the patch size requiring an exponentially increasing number of samples.
as a compact structure with only few small pores. Its thickness varies between locations; the span is similar to the one reported in literature[20]. We therefore choose HR-pQCT wCt.Th as the gold standard for the following evaluations.

**Average Cortical Thickness** Table 1 compares the mean deviation from gold standard for the proposed method, QCT based aCt.Th and wCt.Th. Our AbS method completely eliminates the overestimation introduced by all other methods and tightly correlates with the gold standard; it is able to explain 98% of the variance. A Bland-Altman analysis[9], showed that a slight proportional error might be introduced but there is still a good agreement with the gold standard. We would like to remark here that the proposed method was only evaluated at 48 patches not on the complete vertical cortex and the error might by induced by the different samples. Nevertheless, our method reduces the mean deviation to less than 25% of the in-plane pixel size and is able to tightly correlate Ct.Th estimated from clinical QCT scans to wCt.Th measurements from HR-pQCT.

**Intra-Bone Correlation Analysis** Unlike other methods, our AbS method is able to model the spatial thickness distribution. Figure 1 (right) shows the resulting distribution for a representative vertebra. Visualizations of the spatial distribution of the differences between our method and the gold standard can be found in figure 4 in the supplement. Table 2 depicts the correlation of the proposed method with the gold standard per specimen. For all specimens there is a significant ($p < 0.001$) correlation able to explain 40% - 89% of the variance; the RMSE ranges from 6% to 29% but does not exceed 70µm which is below 30% of the in-plane and below 7% of the out-of-plane resolution of the input scan. Our method permits to estimate a complete three-dimensional model of the cortical bone: the initial surface mesh is augmented by local per vertex thickness estimates and can be transferred into a volumetric tetrahedral mesh. Starting from there, a ready to use finite element model could be generated that accurately models spatial thickness variations. Such a model should permit more accurate finite element analysis.

---

5 Additional supporting tables and figures can be found in the supplement.
5 Conclusion

We propose a fully automatic, AbS based method that permits the accurate spatial modeling of the thickness distribution of cortical bone from clinical QCT. From a probabilistic bone model, stochastic measurement processes are synthesized. The maximum a-posteriori model parameters, including cortical thickness, are estimated in an optimized MCEM process exploiting the different characteristics of the in-plane and out-of-plane PSF of clinical CT scanners.

We showed that our method is in tight agreement with the gold standard and completely eliminates the overestimation induced by other methods. Besides from giving accurate thickness estimates per specimen, it permits the assessment of intra-bone thickness variations. Because of its high accuracy our AbS method has the potential in improving estimation of bone strength. The resulting spatial model of the cortical bone also has the potential in increasing the accuracy of FEA and osteoporosis diagnosis and monitoring in general.

There is of course a limitation: the method was only validated on a few specimens, ex-vivo. However, in in-vivo there is no gold standard available so accuracy cannot be analyzed directly. The in-vivo validation could only be performed indirectly, e.g. by checking if fracture risk prediction or the distinction of treatment effects caused by different drugs can be improved. This will be future work.
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