Silenced yeast chromatin is maintained by Sir2 in preference to permitting histone acetylations for efficient NER
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ABSTRACT

Very little is currently known about how nucleotide excision repair (NER) functions at the ends of chromosomes. To examine this, we introduced the URA3 gene into either transcriptionally active or repressed subtelomeric regions of the yeast genome. This enabled us to examine the repair of ultraviolet (UV)-induced cyclobutane pyrimidine dimers (CPDs) in identical sequences under both circumstances. We found that NER is significantly more efficient in the non-repressed subtelomere than the repressed one. At the non-repressed subtelomere, UV radiation stimulates both histones H3 and H4 acetylation in a similar fashion to that seen at other regions of the yeast genome. These modifications occur regardless of the presence of the Sir2 histone deacetylase. On the other hand, at the repressed subtelomere, where repair is much less efficient, UV radiation is unable to stimulate histone H4 or H3 acetylation in the presence of Sir2. In the absence of Sir2 both of these UV-induced modifications are detected, resulting in a significant increase in NER efficiency in the region. Our experiments reveal that there are instances in the yeast genome where the maintenance of the existing chromatin structures dominates over the action of chromatin modifications associated with efficient NER.

INTRODUCTION

Efficient repair of DNA damage induced by extracellular and intracellular agents is vital for the maintenance of genome integrity. Nucleotide excision repair (NER) is a highly conserved repair pathway among various organisms that removes bulky DNA lesions, including ultraviolet (UV)-induced cyclobutane pyrimidine dimers (CPDs), 6-4 photoproduc ts (6-4PPs) and other chemical adducts (1–4). There are two NER sub-pathways: transcription-coupled repair (TC-NER) that operates on the transcribed strand (TS) of active genes, and global genome repair (GG-NER) that operates on the overall genome. A great deal is known about the molecular mechanism of the ‘core reaction’ of NER (5,6) and much of the recent attention on NER has been focused on how DNA lesions are detected and repaired in the chromatin environment in living cells (7).

The majority of the eukaryotic genome is organized into a structural hierarchy of chromatin. The basic structural unit of chromatin is the nucleosome where about 146 bp of DNA is wrapped around an octamer of histones H2A, H2B, H3 and H4. Nucleosomes are connected in a ‘beads on a string’ manner by linker DNA, and are subsequently compacted further into higher-order chromatin structures (8). The packaging of DNA into nucleosomes and chromatin provides a template considerably different from naked DNA and this influences all DNA based processes, including DNA repair. In vitro studies using reconstituted nucleosomes as templates showed that nucleosomes exert an inhibitory effect on the NER of DNA damage since the overall repair of DNA damage by NER is less efficient in nucleosomes than in naked DNA (9–11). In vivo, both the static and dynamic aspects of nucleosome structure/behaviour have been shown to have an influence on NER. First, the default state of chromatin structure within which DNA damage is located significantly affects the efficiency of lesion removal by NER. High-resolution analysis of CPD removal by NER revealed a faster repair of lesions in linker DNA and...
towards the 5'-end of positioned nucleosomes and a slower repair in the centre of the nucleosomes. This modulation was found in the non transcribed strand of active genes and both strands of inactive genes in several loci in *Saccaromyces cerevisiae*, including *URA3* (12,13), the GAL1-10 promoter (14), *MET16* (15) and *MET17* (16). Secondly, histone modifications, especially acetylation and chromatin remodelling, have been shown to occur during NER. Indications of this stem from observations made decades ago. First, following NER newly synthesized DNA in human fibroblasts showed enhanced nuclease sensitivity (17) and, second, treatment of non-replicating human cells with sodium butyrate, an inhibitor of histone deacetylases to enhance the overall histone acetylation, promotes repair synthesis following UV irradiation (18). More recently, histone H3 was found to be hyperacetylated in the MFA2 promoter and this hyperacetylation of histone H3 is necessary for efficient repair of CPDs in this region (19,20). UV treatment also stimulates both histones H3 and H4 hyperacetylation globally, but at MFA2 H3 hyperacetylation dominates, with little change occurring in acetylation at H4 (19). This, together with the study showing that Sir2 selectively influences NER at a specific locus but not at others (21), further re-enforces our proposals that domains or regions exist where different histone modifications can influence NER (22). Subunits of the yeast chromatin remodelling complex SWI/SNF were also found to co-purify with Rad4 and Rad23, factors that are involved in the early stage of UV damage recognition in NER (23), whereas the SWI/SNF complex stimulates NER both in *vivo* and in reconstituted nucleosomes *in vitro* (23,24).

Epigenetic silencing represents a unique mechanism of transcriptional regulation in *S. cerevisiae* and it occurs at the mating-type loci *HML*, *HMR*, telomeres and the rDNA repeats (25). It distinguishes itself from promoter specific gene repression in that the proteins involved in silencing appear to target distal regulatory sites (rather than gene specific promoters) to generate a large domain of repressive chromatin, i.e. heterochromatin (26). At telomeres, the formation of silencing and heterochromatin initiates by the binding of Rap1 to its binding site. Rap1 then recruits the Sir proteins, including Sir2, Sir3 and Sir4 (26). Sir2 is a NAD⁺-dependent histone deacetylase, with a preference for removing the acetyl group from K9 and K14 of histone H3 and K16 of histone H4 (27,28). The hypoacetylated form of K16 in histone H4 particularly intensifies the binding of Sir3 to histone tails, which further recruits Sir2 and Sir4. This process repeats itself to permit the spreading of the Sir proteins into the chromosome and further away from telomere ends (29–31). The spreading of the Sir proteins propagates the silencing and genes near the telomeres are transcriptionally repressed. This phenomenon is referred to as ‘telomere position effect’ (TPE) (32). Both the Sir proteins and histone modifications, including acetylation and methylation, are important for proper silencing (33–35). The transcriptional repression by TPE diminishes gradually with increasing distance from the terminus and that varies at individual telomere ends. This is illustrated in studies where reporter genes are inserted into various subtelomeric locations and in different chromosome ends (36,37). In accordance with this, both the distribution of the Sir proteins (38) and histone H4 acetylation (39) appear to spread in a gradient fashion from the telomere end, ranging from the highest binding of the Sir proteins and a hypoacetylated state of histone H4 K16 in regions near telomeres to the lowest binding of the Sir proteins and a hyperacetylated state of H4 K16 in regions further away from the telomere. This reflects the nature of local structural elements in individual chromosome ends and their association with the Sir and other proteins which govern the spread (37).

The system whereby a *URA3* reporter gene is placed in subtelomeric regions has proven to be very informative both in studies of gene repression by silencing (34) and its associated chromatin features (40). Here, we take advantage of this system and focus on NER in the same *URA3* sequence, either in repressive or in non-repressive subtelomeric regions. This enables us to examine the repair of UV-induced CPDs from identical sequences under both circumstances and to correlate NER with the status of the chromatin. In this study, we show that chromatin structure, gene expression and repair efficiency are inter-related. Intriguingly, we report that in the repressed subtelomere Sir2p suppresses the UV-induced histones H3 and H4 acetylations that are linked to efficient NER in other regions of the genome.

**MATERIALS AND METHODS**

**Yeast strains, growth conditions and UV treatment**

The strains in this study include FEP178 (MATa, *ura3-52::KanMX can1-1 ade2Δ leu2Δ URA3 at CHRIII-R), FEP100-10 (MATa, *ura3-52::KanMX can1-1 ade2Δ URA3 at CHRI-L), FEP178sir2Δ (same as FEP178, except *sir2::LEU2*), FEP100-10sir2Δ (same as FEP100-10, except *sir2::LEU2*). W303 (MATa, *ada2-1 leu2-3, 112 his3-1 ura3-52 trpl1-100 can1-100, rad9Δ* (same as W303, except *rad9::HIS3*). In FEP178 and FEP100-10, *URA3* is inserted into the subtelomeric region of chromosome III-R and chromosome XI-L where the promoter is ~1.75 kb proximal to TG1-3 sequence and 1 kb proximal to the Core X-ACS (37). The genomic *ura3-52* in all above strains was replaced with *KanMX*. To achieve this and to disrupt *SIR2*, the required polymerase chain reaction (PCR) product with the marker sequence in the middle flanked by sequence homologous to the flanking sequence of the target gene was used to transform the relative strains via the lithium acetate method (41). Positive colonies from the selective plates were further confirmed by PCR. Yeast strains were grown in yeast complete medium (YPD) at 30°C. Cells at exponential phase (2–4 × 10⁷ cells/ml) from overnight culture in YPD were collected and resuspended in phosphate-buffered saline (PBS) to a final concentration of 2 × 10⁷ cells/ml. UV treatment was carried out as previously described (19) at a dose of 150 J/m². After the UV treatment, cells were resuspended in YPD and incubated at 30°C in the dark for 1–4 h for the repair experiment and...
0.5–1 h for the chromatin immunoprecipitation (ChIP) experiment.

DNA isolation and determination of the rate of NER

Genomic DNA was extracted as previously described (19). About 30 μg of DNA was digested with 120 U of MseI restriction enzyme overnight at 37°C. The purified DNA was then treated with a crude extract of Micrococcus luteus (ML) which contains CPD specific endonuclease. The strands were separated using biotin-labelled probes for the MseI fragment of the URA3 gene and labeled with radioactive dATP as previously described (30). The DNA fragments for specific strands were loaded onto a 6% polyacrylamide gel and resolved by electrophoresis at 70 W for 2.5 h. The probes used were: for the NTS of MseI fragment, 5'-biotin-GATAGCTTTTTTAATTGAAGCTC TAAATTGTGAGTTTAGTATAC-3'; for the TS of MseI fragment, 5'-biotin-GATAGCTTTTTTAGCCGTAAAA GGATTATCCGGCCAAGTACA-3'. The sequences in italics are the overhangs in the probes.

Autoradiographs were scanned with a Typhoon PhosphorImager (GE Healthcare) and the signal for each band was quantified using ImageQuant 5.0 software. The damage at particular sites in the sequence was calculated as the percentage of radioactivity in a band in relation to the total damage signal in each lane and the signals seen immediately after UV (0 samples) were taken as 100% damage. The repair rate was presented as the time needed to repair 50% of the initial lesions (T50%). The bands which are close to each other in the gel and have same repair rate were treated as a single band. The data plotted in the graph represent the average from three to five independent experiments. The statistical analysis to compare the repair rate between different strains was carried out using the Mann–Whitney test.

Nucleosome mapping

Chromatin mapping was carried out as previously described (42). Exponential phase cells (2–4 × 10^6 cells/ml) from an overnight culture in YPD were harvested and permeabilized with zymolyase. Extracted chromatin was digested with micrococcal nuclease (MNase) for 10 min at 37°C. Naked DNA was also extracted and similarly treated with MNase. After MNase treatment, samples were digested with MseI restriction enzyme. Both strands were separated, labeled and analysed as for DNA repair experiments.

Chromatin immunoprecipitation

ChIP experiments were carried out as previously described (19). Cross-linking was carried out with 1% of formaldehyde in final concentration for 10 min at room temperature. The chromatin was sonicated to obtain DNA fragments with lengths between 400 and 1000 bp. One-hundred microlitres of sheared chromatin solution was precipitated overnight at 4°C in a total volume of 500 μl with 5 μl of anti-histone H3 (Upstate Biotechnology), 3 μl of anti-acetyl histone H3 (against H3 acetylated at K9, K14, Upstate Biotechnology) and 3 μl of anti-acetyl histone H4 (against H4 acetylated at K16, Upstate Biotechnology) antibodies, respectively.

Quantitative PCR

Quantitative PCR was carried out using iQ SYBR Green Supermix (Bio-Rad Laboratories) in the Bio-Rad iCycler. Both the immunoprecipitated and input samples were used so the amplification efficiency for each set of primers was adjusted. The samples were diluted appropriately and triplicates of each sample were used to perform PCR. Melting curves were performed to ensure that there was only one product. Data were analysed using Bio-Rad iQ5 software version 3.0a (Bio-Rad Laboratories). The primers used are: 5’TAAGCCGCTAAAGGCATTAT3’ (forward) and 5’ACCGTGTGCATTGTAAC3’ (reverse) for the region from +222 to +369 bp of URA3; 5’GGCTTTTATGGCTAAAGAC3’ (forward) and 5’CTTGTCTACCTAACCACA3’ (reverse) for the region from +540 to +669 bp.

Western analysis of nucleosomal histone acetylation

Chromatin from individual samples was prepared as above. After limited MNase digestion the resultant supernatant containing polynucleosomes was denatured and separated on 12% polyacrylamide–sodium dodecyl sulphate (SDS) gel. Western blotting was carried out according to the standard procedure. Anti-histone H3 (Upstate Biotechnology), anti-acetyl histone H3 (against H3 acetylated at K9, K14, Upstate Biotechnology) and anti-acetyl histone H4 (against H4 acetylated at K16, Upstate Biotechnology) antibodies were used following the manufacturer’s instruction. The signal was detected using an ECL advance (GE Healthcare) and the final image was taken and processed using a LabWorks Bioimaging System.

Measurement of URA3 expression

Appropriate amount of cells from overnight culture at exponential phase were spread onto YPD plates for each strain, with and without 5-fluoro-orotic acid (5-FOA). Colonies were scored after incubation at 30°C for 3–4 days. The percentage of 5-FOA-resistant colonies was calculated.

RESULTS

URA3 is alternatively transcriptionally active or repressed at different chromosome ends

In this study, we employed a set of established yeast strains in which URA3 is inserted into the subtelomeric region of chromosome III-R and chromosome XI-L, both about 1 kb away from their CoreX-ACS sequence positioned towards the centromere (37). In addition, we eliminated the endogenous ura3-52 sequence at its natural location. This provides strains with a unique URA3 sequence in the specific subtelomeric regions, a requisite for our technology to examine the incidence and fate of UV-induced CPDs at nucleotide resolution (see ‘Materials and methods’ section).
In these strains, we measured the expression of *URA3* at these chromosome ends to determine the extent of TPE. The expression of *URA3* was determined by measuring the fraction of cells that are able to grow on YPD plates containing 5-FOA versus those on plates without 5-FOA. 5-FOA is only toxic when the *URA3* product is present in the cell. Therefore, cells expressing *URA3* are unable to grow on 5-FOA containing plates and cells that do not express *URA3* become 5-FOA resistant and form colonies.

The results are presented in Figure 1 and they confirm that different chromosome ends have different extents of silencing as was previously reported (37). When *URA3* is inserted at chromosome XI-L, about 47% of the cells survived on 5-FOA plates, whereas only about 2% of the cells survived on 5-FOA plates when *URA3* is inserted at chromosome III-R. When the *SIR2* gene is deleted, no colonies were seen on 5-FOA plates for both strains. This indicates that the *URA3* gene is repressed when at chromosome XI-L, but not so when at chromosome III-R. Hence, thereafter we term the chromosome III-R end as the non-repressive end (NRE) and the chromosome XI-L end as the repressive end (RE). When *SIR2* is absent, the repression of *URA3* is relieved at the RE. Cells with *URA3* at its natural location grow normally on YPD plates with 5-FOA as *URA3* is not normally expressed when these cells grow in complete medium containing uracil (43,44).

*URA3* chromatin is more sensitive to MNase at the NRE

Nucleosomes and other proteins that bind to the DNA can inhibit the DNA repair machinery (7,45,46). In order to obtain information about the chromatin structure of the inserted *URA3* at these chromosome ends and its potential impact on NER, we investigated the MNase sensitivity at *URA3* by high-resolution analysis (42). When *URA3* was at the NRE and RE, extracted chromatin was treated with increasing amount of MNase and naked DNA was used as a control. The fragment selected for examination was the MseI restriction fragment. This locates in the coding region of the subtelomeric *URA3* and contains 640 bp (from +221 to +861 bp). Figure 2A shows gels for the mapping of MNase sensitive sites in the TS and NTS of the MseI fragments of *URA3* at the RE and NRE. The relative intensity of each band is represented graphically in Figure 2B. In the graph, the higher the band peaks, the greater is the accessibility of the DNA to MNase. The results indicate that overall, at the RE, the chromatin in *URA3* is less amenable to MNase cleavage than when it is at the NRE. This becomes especially apparent in two regions, designated as A and B in Figure 2. Region A spans from +355 to +485 (+1 is designated as the first A of *URA3* start codon,) and region B spans from +540 to +722. Thus, increased MNase sensitivity correlates well with increased *URA3* expression at these ends.

The repair of CPDs is faster in *URA3* when at the NRE

The NER of CPDs in the *URA3* gene when at the NRE and the RE was investigated at nucleotide resolution. Figure 3A shows DNA sequencing gels detecting CPDs in the TS and NTS of the MseI restriction fragment. As expected the unirradiated sample (U) provided a unique top band which is indicative of the full-length MseI fragment. UV-irradiated samples were taken at various times after 150 J/m² of UV to determine the incidence of CPDs, as described previously (19). The multiple bands below the top band in each lane reflect the CPD incidence at specific dipyrimidine sites within the sequence and are of varying intensities. They were quantified and CPD repair rates at the MseI fragment were summarized in Figure 3B, which shows the time in hours needed to repair 50% of the initial lesion (*T*50%) at each CPD site.

When we compare the difference in repair of CPDs from *URA3* at the RE and NRE, it is clear that repair is much faster when *URA3* is at the NRE for both the NTS (*P* < 0.0001) and TS (*P* < 0.0001). In terms of strand bias, there is little difference between the TS and NTS of *URA3* for the overall repair of CPDs when *URA3* is at the RE. The average *T*50% for the entire fragment is 8.27 h for the TS and 8.07 h for the NTS. However, the repair is markedly faster for the TS when *URA3* is at the NRE, with an average *T*50% of 2.97 h for the TS and 4.46 h for the NTS. Here, the faster repair of CPDs in the TS as opposed to the NTS of *URA3* is suggestive of TC-NER. A key point to be noted is that the NTS of the *URA3* fragment in the NRE is repaired more rapidly when compared to the same sequence at the RE.

When *URA3* is at the RE, the chromatin showed different sensitivity to MNase along the sequence, being particularly resistance to MNase in two regions (Figure 2A and B). The repair of CPDs in these regions showed no clear disadvantage compared to other regions. However, for the same site at different chromosome ends the repair correlates well with the MNase sensitivity described above. In general, the chromatin of *URA3* is less accessible to MNase at the RE and the repair of CPDs is slower.

**Figure 1.** Survival of the NRE, NRESir2Δ, RE, RESir2Δ on 5-FOA plates. Survival is presented as the fraction of cells that form colonies on 5-FOA plates versus non-5-FOA plates. The strains used are NRE (URA3 inserted at the non-repressive end), NRESir2Δ (URA3 inserted at the non-repressive end with SIR2 deletion), RE (URA3 inserted at the repressive end) and RESir2Δ (URA3 inserted at the repressive end with SIR2 deletion).
when compared to those events at the NRE. For instance, one of the maximal differences for individual repair of CPDs was obtained around +561 bp, +554/TTTCTCT/+560 (3.7-fold difference) and one of the minimal differences were found around +478 bp, +477/TC/+478 (2.30-fold difference). In the NTS, one of the maximal differences for repair of CPDs was obtained around +616 bp, +615/TTT/+618 (2.8-fold difference) and the minimal difference was around +397 bp, +395/TTT/+398 (1.14-fold difference). The extent of NER at the RE does not correlate with the MNase sensitivity since it is equally slow in the MNase sensitive regions.

Deletion of SIR2 renders the repressed URA3 chromatin more sensitive to MNase

Sir2p is the enzymatic component of the SIR complex which is involved in silencing. We deleted the SIR2 gene to study how the disruption of silencing affected the expression of the URA3 gene, its chromatin structure and NER. As mentioned above, deletion of SIR2 results in the derepression of URA3 when it is at the RE as indicated by the data shown in Figure 1.

The same MseI restriction fragment of URA3 was digested with various amounts of MNase as described earlier. The gels and graphs, showing the relative intensity of individual bands and hence the extents of MNase cutting, are provided in Figure 4A and B. In general, we observed the URA3 chromatin at the RE in the sir2 mutant became more sensitive to MNase when compared with that in the wild type, especially in the regions A and B (Figures 2B and 4B). At the NRE, the URA3 chromatin was as sensitive to MNase as in the wild-type strain. This indicates SIR2 deletion relieves the repression of URA3 at the RE (Figure 1), and this corresponds to a change of the chromatin structure rendering it more sensitive to MNase.

Deletion of SIR2 has differential effects on NER in URA3 at the RE and the NRE of chromosomes

Next, we examined the influence of deletion of SIR2 on the repair of UV-induced CPDs in the URA3 sequence at the two chromosomal ends. The same MseI restriction fragment of the URA3 gene as above was examined. The resultant gels and \(T_{50}\%\) measurements are presented in Figure 5A and B. SIR2 deletion enhances the overall NER in the URA3 gene both at the RE and the NRE (Figure 6). In Figure 6, we plotted the difference in \(T_{50}\%\) (the numerical difference between time required to repair 50% of the initial damage) between the wild type and the sir2\(A\) mutant. The effect of Sir2 varies at these locations. There are significant differences in the repair rates in the URA3 at the RE (\(P < 0.0001\)) for both TS and NTS: repair
is faster when \textit{SIR2} is deleted (Figure 6). There are also differences in repair rates for the TS (\(P < 0.05\)) and the NTS (\(P < 0.0001\)) in \textit{URA3} at the NRE. However, the differences are smaller than those at the RE, especially for the TS (Figure 6). The average repair rates in the TS and NTS at the RE are 3-fold and 4.8-fold slower in the wild type than that in the \textit{sir}2\(A\) mutant, respectively. In contrast, at the NRE these numbers are 1.03-fold for the TS and 1.5-fold for the NTS.

When \textit{URA3} is at different chromosome ends in the \textit{sir}2\(A\) mutant, there was no difference statistically in the overall repair of CPDs in the NTS (\(P > 0.05\)). However, the repair in the TS at the RE is 1.8-fold faster than that at the NRE (\(P < 0.0001\)) (Figure 5A and B). The average \(T_{50\%}\) at the RE was 1.71 h compared with 3.07 h at the NRE.

Again for the same CPD site, the repair correlated well with the MNase sensitivity of the chromatin around the damage site. With respect to the NTS, the maximum difference in repair of individual CPDs occurs around +605 bp, +603/CCC/+606. This region is more sensitive to MNase at the RE than at the NRE in the \textit{sir}2\(A\) mutant, and the repair is 2.7-fold faster. At positions +637 bp, +636/TT/+638, where in both strains the chromatin is similarly sensitive to MNase, the repair rate is also the same. For the TS the maximum difference in repair of individual CPDs is at positions +358 bp, +357/CTT/+360, being 3.3-fold faster in the absence of Sir2, yet at around +331 bp, +331/TCTT/335, there is no difference in the repair rate irrespective of Sir2. In this case, at both ends the chromatin is sensitive to MNase. The results imply that \textit{SIR2} has a strong effect on NER at the RE but this effect is reduced for the NRE. This correlates well with the role of \textit{SIR2} in silencing, and is supported by MNase mapping analysis and expression of the gene as previously described.

**SIR2 regulates UV-induced histone H3 and H4 hyperacetylation, but only at the repressive end**

Our previous studies showed that UV irradiation stimulates histone H3 and H4 acetylation and this response in histone acetylation varies for different regions in the genome (19). Sir2p contains histone deacetylase activity (27,28) and it removes the acetyl group from histone H4 K16 and H3 K9, K14 (47,48). To examine how histone acetylation in the subtelomeric region responds to UV and whether Sir2p plays a role in it, we examined the acetylation levels of histone H3 at K9, K14 (Figure 7B) and histone H4 at K16 (Figure 7C) in the relocated \textit{URA3} gene before and after UV (30 and 60 min). We also monitored the histone H3 occupancy (Figure 7A) and used this to normalize the acetylation levels of H3 and H4 across the samples. All the data are presented as fold increases relative to that in the RE before UV treatment. The regions selected for the analysis were from +222 to +369 bp and from +540 to 669 bp in the coding region of the subtelomERICally located \textit{URA3} gene.

As indicated in Figure 7A, the histone H3 occupancy at the two regions in all the samples remains almost the same. However, the levels of H3 (K9, K14) and H4 (K16) acetylation are different (Figure 7B and C). First, the NRE has naturally occurring slightly higher levels of both H3 (K9, K14) and H4 (K16) acetylation than the RE (between 1.36 ± 0.20- and 1.97 ± 0.35-fold increases in the two regions compared to in the RE). Deletion of \textit{SIR2} results in significant increases in the levels of H3 (K9, K14) and H4 (K16) acetylation at the RE.
(4.78 ± 0.28-fold increases in the region from +222 to +369bp and 6.42 ± 0.50-fold increases in the region from +540 to +669 bp in the sir2D mutant for H3 acetylation; 3.67 ± 0.11-fold increases in the region from +222 to +369 bp and 2.93 ± 0.42-fold increases in the region from +540 to +669 bp for H4 acetylation). At the NRE, deletion of SIR2 results in only slight increases in the levels of H3 (K9, K14) and H4 (K16) acetylation (between 1.57 ± 0.06- and 2.91 ± 0.18-fold increases in the two regions). Second, UV treatment triggers hyperacetylation of H3 (K9, K14) and H4 (K16) at the NRE. This stimulation is not Sir2p dependent because the sir2D mutant responds equally well when compared to the wild type. UV radiation increases H3 (K9, K14) acetylation about 10-fold in the two regions, both in the wild type and in the mutant 60 min after UV. For histone H4 (K16) acetylation, the increases are between 4.50 ± 1.55- and 6.30 ± 1.24-fold. In contrast, when URA3 is at the RE there is no detectable UV-induced hyperacetylation of histones H3 (K9, K14) and H4 (K16) in the wild type. Only when SIR2 is deleted, does the UV-induced histone hyperacetylation occur (Figure 7 B and C). With increased acetylation levels of both H3 (K9, K14) and H4 (K16) in the sir2D mutant even prior to UV exposure, there are further increases in these levels after UV, reaching levels similar to those seen in the NRE. This indicates that at the RE, Sir2p inhibits the acetylation of histones H3 (K9, K14) and H4 (K16) to maintain the silencing of this region, thus overriding the hyperacetylation of histones H3 and H4 that can enable efficient NER.

UV-induced histones H3 and H4 acetylation does not relate to cell cycle arrest after UV

One of the major events occurs in cells after DNA damage is cell cycle arrest and Rad9 plays a critical role in this event. In rad9D mutant cells, there is a failure to arrest in the cell cycle after UV irradiation (49–51). To determine whether UV-induced histone acetylation relates to cell cycle arrest and its associated events, we monitored the acetylation of total histones H3 and H4 in chromatin by western blotting in the wild type and rad9D mutant cells. As indicated in Figure 8, UV stimulates both H3 and H4 acetylation in the rad9D mutant similarly as in the wild type. This finding precludes the possibility that UV-induced histone hyperacetylation observed is primarily due to cell cycle arrest.

DISCUSSION

Here we present a study which examined the repression, the chromatin structure and the NER of UV-induced CPDs in the same URA3 sequence at two different subtelomeric regions. This study has enabled us to determine how these events are inter-related. The results show that when URA3 is at the NRE, the repair efficiency, the MNase accessibility and the expression of the gene are elevated compared with when it is inserted at the RE. When SIR2 is deleted, the repression of URA3 at the RE is relieved. The chromatin accessibility to MNase, the expression of URA3 and the NER efficiency are more similar to that of URA3 at the NRE. Most
importantly, we found that at the RE, Sir2p suppresses the UV-induced histone H3 and H4 hyperacetylation which was found in the NRE and in other regions of the genome (19,20) and which was linked to efficient repair of UV induced CPDs in those regions.

In our strains, the different levels of \textit{URA3} expression at the two chromosome ends was retained and was consistent with that previously reported (37). Although it is not known why different chromosomes display different levels of silencing at telomeres, several studies suggest that telomere length and certain structural elements with the telomere affect the amount of Rap1p protein recruited, the longer the telomere the higher is the amount of recruited Rap1p (52–56). There are also other proteins such as Rif1p and Rif2p involved in regulating the length of a telomere, and these proteins are recruited to the telomere by an interaction with the C-terminal domain of Rap1p. This is the same domain involved in the recruitment of the Sir proteins. Therefore, these proteins compete with the Sir proteins to interact with Rap1p, making the amount of Sir proteins critical for the appropriate silencing (57). The concentration of these proteins can differ at distinct telomeres, so creating a variation in gene repression (37,58).

The expression of \textit{URA3} at the RE is subjected to TPE (32,37,59). TPE-associated repression is believed to result from the generation of a large domain of repressive chromatin. Here, the accessibility of the \textit{URA3} chromatin at the two chromosome ends was measured using MNase digestion. Overall, the chromatin is more sensitive to MNase at the NRE than at the RE. The main changes in MNase accessibility between RE and NRE are found at two regions (Figure 2A and B), Region A covers 182 bp of DNA, and is likely occupied by a nucleosome. Region B consists of 130 bp and is slightly shorter for the usual length of nucleosomal DNA, so it is possible that this region may be occupied by an unusual nucleosome or by other proteins involved in silencing. When silencing is disrupted by deletion of \textit{SIR2}, the MNase resistant feature in these two regions disappeared and chromatin at the RE becomes as sensitive to MNase as that at the NRE. This MNase accessibility correlates with the expression of
NER is more efficient at the NRE than at the RE. However, the NER extent at the RE does not mirror MNase sensitivity; it is equally slow in the MNase sensitive regions. It is possible that the chromatin structure at this tightly repressed chromatin has other factors that can influence the accessibility of NER over larger domains. Genes such as \textit{URA3} at its endogenous location are repressed but are poised for transcription and their accessibility is disrupted in the \textit{sir2} mutant, the only change in repair at the NRE occurs at the NTS, this being slightly faster than in the wild type.

Previously Thoma’s group examined NER in strains containing the \textit{URA3} gene inserted 2 kb from a telomere and \textit{URA3} was transcriptionally active in \textit{sir3} mutants, partially silenced in \textit{SIR3} cells, or completely silenced by overexpression of \textit{SIR3} or deletion of \textit{RPaD} (61). The active \textit{URA3} gene showed efficient repair. Partial silencing reduced NER, whereas complete silencing inhibited NER in the promoter, the coding region and the 3’-end. Conventional low-resolution nucleate footprinting revealed subtle changes in the promoter proximal nucleosome when partially silenced but a pronounced reorganization of chromatin over the whole gene occurred in silenced chromatin. NER was deemed sensitive to chromatin changes associated with silencing, but no correlations were examined with respect to NER and changes in UV-induced histone acetylations.

Acetylation and other covalent modifications can influence the chromatin packaging and therefore its accessibility to various metabolic processes. Transcription and fast repair have been associated with histone hyperacetylation. We previously reported that histone H3 is hyperacetylated at K9 and/or K14 at the \textit{MFA2} promoter independently of transcription following UV. At \textit{MFA2}, this H3 acetylation is primarily undertaken by the HAT Gcn5p (19,20). UV-induced histone acetylation also occurs more widely in the genome and at histones H3 and H4 (19,20). Importantly, UV-induced H3 acetylation improves the efficiency of NER and pre-UV hyperacetylated regions can undergo fast NER independently of Rad16, the
GG-NER specific protein which is somehow needed for post-UV increases in H3 acetylation (62). This provides a direct link between GG-NER and histone hyperacetylation. Whether this UV-induced histone hyperacetylation is completely specific to NER still needs further investigation. Histone hyperacetylation could regulate NER either directly through generating a suitable binding surface for proteins involved in NER or indirectly through changing the compaction of nucleosomes. The enzymes that acetylate and deacetylate histone tails are likely in equilibrium. For instance, Sas2p counteracts the deacetylation function of Sir2p and blocks the spread of silencing (35,39,63). This equilibrium could regulate the deposition of histone variants and the acetylation at a particular position. Hence, if this is disturbed by mutating one of the enzymes involved in the control of this equilibrium, such as a HAT or HDAC, then an effect on repair capacity is likely.

At telomeres our results show that UV-induced histone hyperacetylation at H3 (K9, 14) and H4 (K16) occurs only at the NRE, but not at the RE in NER competent cells. Sir2p does not regulate the UV-induced histone hyperacetylation at the NRE, since the sir2 mutant and the wild type have a similar UV response for histone acetylation. On the other hand, histones in the RE are hypoacetylated at both H3 K9, K14 and H4 K16 and these acetylation levels do not change in response to UV; they are likely linked to the slow repair. There is a huge increase in the histone H3 and H4 acetylation after UV at the RE when Sir2p is deleted. This indicates a prominent role for Sir2p in regulating histone acetylation in the RE in response to UV. Perhaps the primary role of Sir2p at the RE is to maintain a repressive chromatin, and this takes priority over modifications to increase NER. Therefore, only when Sir2p is deleted can the activity of a histone acetyltransferase(s), prevail after UV to acetylate H4 K16 and H3 K9, K14. An interesting question currently being pursued is does this Sir suppression reduce the occupancy of the Rad16/Rad7/Abf1 GGR complex at the RE and thus reduce the ability of HATs to operate? The damage at the RE has to be repaired, either by NER or by other repair pathways, e.g. translesion synthesis. One possible scenario for NER is that 'windows of opportunity' occur for the action of Rad16 and GG-NER. For example, the reversal of histone hypoacetylation could occur at a certain stage of the cell cycle, such as prior to DNA replication and GG-NER may be more efficient at this stage.

Our data show that Sir2p, which is involved in silencing, suppresses the efficient NER of UV-induced CPDs. Thus, NER as well as gene expression can be altered by chromatin modifications that occur at different chromosome ends due to silencing. As the increase in histone acetylation after UV leads to chromatin remodelling which enables a more efficient removal of CPDs at other regions of the genome (19,62) it is likely that the inability to increase the low acetylation levels of histones H3 and H4 at the RE post-UV in the wild type is directly linked to the reduced NER. Hence, there appear to be instances in the yeast genome where the maintenance of existing chromatin structures dominates over the action of chromatin modifications associated with efficient NER.
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