Inhomogeneous superconducting states in two weakly linked superconducting ultrathin films

Gao-Wei Qiu$^1$ and Yi Zhou$^2,3,1,4,$ *

$^1$Kavli Institute for Theoretical Sciences, University of Chinese Academy of Sciences, Beijing 100190, China
$^2$Beijing National Laboratory for Condensed Matter Physics & Institute of Physics, Chinese Academy of Sciences, Beijing 100190, China
$^3$Songshan Lake Materials Laboratory, Dongguan, Guangdong 523808, China
$^4$CAS Center for Excellence in Topological Quantum Computation, University of Chinese Academy of Sciences, Beijing 100190, China

(Dated: March 21, 2022)

A sufficiently large parallel magnetic field will generate staggered supercurrent loops and superfluid density wave in two weakly linked superconducting (SC) ultrathin films, resulting in an inhomogeneous Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state. The SC order parameter of such an FFLO state is characterized by Bloch wave functions, called the “Bloch SC state”. The staggered supercurrent loops form an array of Josephson vortex-antivortex pairs, instead of the usual Josephson vortex lattice. Enclosing a unit cell of the array, the London’s fluid is quantized as $\Phi' = \Phi_0 = \hbar c/2e$, while the net orbital magnetization caused by the staggered supercurrent is zero. Meanwhile, a small parallel magnetic field gives rise to an Fulde-Ferrell (FF) state that has uniform superfluid density. The phase transition between the Bloch SC state and the FF state belongs to the universality class of two-dimensional commensurate-incommensurate transitions. An analytical solution in terms of Jacobian elliptic functions is found to be an excellent approximation to the Bloch SC order parameter.

Inhomogeneous superconductivity that breaks translational symmetry spontaneously has been attracting growing attention from diverse fields in physics, ranging from condensed matter to high-energy physics [1]. Quintessential examples for such inhomogeneous superconductors include the well-known Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state [2, 3] and its generalized version, the pair density wave (PDW) state [4]. The FFLO or PDW state is a superconducting state with a nonuniform superconducting (SC) order parameter. Such an inhomogeneous SC state was proposed as a mother state of other ordering states. For instance, the partial melting of the PDW can give rise to a charge density wave (CDW) order, a uniform charge-4e SC order, and a loop order current. Moreover, the PDW is expected to host fantastic quasiparticle excitations as well as topological defects, such as in-gap Bogoliubov quasiparticles in an s-wave superconductor and a half-flux ($\hbar c/4e$) vortex bound with a CDW dislocation [4].

Meanwhile, extensive research activities in condensed matter physics and material sciences have been devoted to superconducting thin films and layered superconductors over the past several decades [5–7]. Indeed, layered superconductors can be viewed as intrinsic superconductors with weak links, namely, adjacent superconducting layers couple each other via Josephson junctions [8–12]. Among these research objects, two-dimensional (2D) SC systems in the presence of an in-plane magnetic field [13–15] is of particular interest, on which the emergence of unconventional superconductivity due to the applied magnetic field and spin-orbit coupling effect was proposed [14–16]. It has been suggested that an inhomogeneous FFLO state can be induced by an in-plane magnetic field in bilayer transition metal dichalcogenides (TMDs) [17], such as MoS$_2$ [18, 19] and NbSe$_2$ [20]. Very recently, with the help of a quasiparticle interference (QPI) technique, the experimental observation of a segmented Fermi surface inside the superconducting energy gap was reported in Bi$_2$Te$_3$ thin films proximitized by the superconductor NbSe$_2$ and under an in-plane magnetic field, which indicates the existence of a PDW or FFLO state [21].

In this Letter, we study a model for two weakly coupled SC ultrathin films in an applied parallel magnetic field, which allows us to explore various PDW states. The model is gauge invariant and essentially equivalent to the Lawrence-Doniach model [22, 23] in the double-layer limit.

Model. We consider two layers of superconducting ultrathin films in the presence of an applied parallel magnetic field. These two layers are weakly linked to each other such that the Josephson tunneling current can flow in the direction perpendicular to them. The thickness of each layer $d$ is considerably small compared to the penetration depth $\lambda$ and coherence length $\xi$ of the superconductor, so that a diamagnetic current loop can not be induced by the applied in-plane magnetic field within each layer.

Assuming the separation between the two layers is $a$, we set up the coordinate system as depicted in Fig. 1(a), on which the external magnetic field is along the y direction, i.e., $\mathbf{H} = H\mathbf{\hat{y}}$. The corresponding vector potential is given by $\mathbf{A} = Hz\mathbf{\hat{x}}$ in the Landau gauge choice. Thus, the system is described by a two-component gauge-invariant Ginzburg-Landau (GL) free-energy functional [24] as follows,

$$
\begin{align*}
\mathcal{F}[\psi_1, \psi_2] = & f_n + \sum_{l=1,2} \left\{ \frac{\hbar^2}{2m} |\nabla \psi_l|^2 + \frac{\Phi_0}{2} |\psi_l|^4 \right\} \\
& + \frac{1}{2m^*} \left\{ \left( 2V - \frac{\hbar^2}{c} A_y \right) |\psi_l|^2 \right\} \\
& + g \left[ \psi_1^* \psi_2 \mathbf{\hat{x}} \frac{\partial^2 A_z}{\partial y^2} + c.c. \right]. 
\end{align*}
$$

Here, $l = 1, 2$ labels two layers, $\psi_1$ and $\psi_2$ are superconducting order parameters on them, and $\mathbf{r} = (x, y)$ is the 2D Cartesian coordinate. Since the thickness of each thin film $d \ll \lambda, \xi$, it is reasonable to presume that the order parameters are independent of $z$. Defining $\eta_1 = +1$ and $\eta_2 = -1$, the
Thus, the original 2D model can be simplified by the substitution $\psi_r(\mathbf{r}) \rightarrow \psi(x)$, and the GL free-energy functional will be reduced to the one-dimensional form as follows,

$$
f[\psi_1, \psi_2] = f_0 + \sum_{i=1,2} \left( \alpha |\psi_i|^2 + \frac{\beta}{2} |\psi_i|^4 \right) + \frac{\hbar^2}{2m} \left( \frac{\partial}{\partial x} - i\eta \frac{k_0}{2} \right)^2 |\psi_i|^2 + g (\psi_1 \psi_2 + \psi_2^* \psi_1),
$$

where a magnetic field-dependent wave vector $k_0 = 2\pi Ha/\Phi_0$ is introduced, and the corresponding length scale reads $a_0 = 2\pi/k_0 = \Phi_0/Ha$. The convenience of these notations will be seen later. Taking variations with respect to $\psi_i$ in Eq. (2), we obtain coupled GL equations,

$$
\alpha \psi_i + \beta |\psi_i|^2 \psi_i - \frac{\hbar^2}{2m} \left( \frac{\partial}{\partial x} - i\eta \frac{k_0}{2} \right)^2 \psi_i + g \psi_i = 0,
$$

where $l, \bar{l} = 1, 2$, and $\bar{l}$ represents the opposite layer to $l$.

**Symmetry.** First of all, let us discuss relevant symmetry operations acting on coupled GL equations. The time reversal $\mathcal{T}$ acts as: $H \rightarrow -H$, $\psi(x) \rightarrow \psi(x)^*$, the spatial reflection $\mathcal{P}_x$ acts as $l \rightarrow \bar{l}$, so that the joint operation $\mathcal{T}\mathcal{P}_x$ acts as $\psi(x) \rightarrow \psi(x)^*$. It is remarkable that Eqs. (3) keep invariant under the operation $\mathcal{T}\mathcal{P}_x$, followed by the complex conjugate, thereby allowing a $\mathcal{T}\mathcal{P}_x$ symmetric solution, $\psi(x)^* = \psi(x)$.

We begin with some exact solutions to Eqs. (3). It is easy to see that the coupled GL equations (3) have a trivial but exact solution, which is a Fulde-Ferrell (FF) state [2] indeed. Meanwhile, Eqs. (3) will become decoupled at $g = 0$, and give rise to another exact solution, called the decoupled SC state. Below we shall examine these two solutions:

(i) FF state. This state is given by a pair of constant order parameters on two SC layers, which takes the form

$$
\psi_i(x) = \sqrt{\rho_i^{FF}} e^{i\varphi_i},
$$

where $\rho_i^{FF} = -\beta^{-1} (\alpha + \epsilon_H - |g|)$, and $\epsilon_H = \hbar^2 k_0^2/8m^*$ is an energy associated with the magnetic field $H$. Such a ground state carries diamagnetic supercurrent flow, and by definition, it is an FF state [25]. The phase difference $\Delta \varphi \equiv \varphi_1 - \varphi_2$ is determined as follows: (1) $\Delta \varphi = \pi$ for $g > 0$ and (2) $\Delta \varphi = 0$ for $g < 0$. The free-energy density reads $f_{FF} = -\beta^{-1} (\alpha + \epsilon_H - |g|)^2$. The non-negative constraint to the superfluid density $\rho_i^{FF}$ requires an upper bound for the external magnetic field $H$,

$$
H^*_c = \frac{\Phi_0}{\pi \alpha \xi} \left( 1 + \frac{2m^* \xi}{\hbar^2 |g|} \right)^{1/2},
$$

where the superconductor coherence length $\xi$ is determined by the relation $|g| = \hbar^2 (2m^* \xi^2)^{-1}$. A nonzero FF state solution is not allowed when $H$ exceeds $H^*_c$.

(ii) Decoupled SC state. When $g = 0$, Eqs. (3) have a plane-wave solution as follows,

$$
\psi_i(x) = \sqrt{\rho_i^{FF}} e^{i\varphi_i^0},
$$

FIG. 1. (a) A bilayer SC system in an applied parallel magnetic field. The superfluid density wave can be probed by STM. Spatial modulation of the superfluid density for states (b) A and (c) B in the phase diagram (see Fig. 2)
where $\rho_{\text{D}} = -\alpha/\beta$. The free-energy density for this decoupled SC state is $F_{\text{D}} = -\alpha^2/\beta$. The inequality $F_{\text{D}} < F_{\text{FF}}$ always holds as long as $g = 0$ and $H < H_c^\perp$. Therefore, the decoupled SC state is energetically favored over the FF state in the absence of the Josephson tunneling.

In the presence of the Josephson tunneling, say, $g \neq 0$, the situation will be complicated and more interesting. In this case, the nontrivial exact solution to the nonlinear GL equations (3) is not available in general. However, we can raise the following issue: Does a SC state exist that is more energetically favored than the decoupled SC state and the FF state? To address this issue, we shall examine the well-known Bloch wave function that is a natural generalization of the plane wave and has been exploited to solve the nonlinear Schrödinger equation in the context of cold atoms [26].

**Bloch SC state.** In order to pursue a lower-energy SC state, we consider a more generic solution which takes the Bloch form as follows,

$$\psi_l(x) = e^{in\pi x} \tilde{\psi}_l(x),$$

(7)

where $\tilde{\psi}_l(x + a_0) = \tilde{\psi}_l(x)$ is a periodic function and $a_0 = 2\pi/k_0$ as defined before. Following Ref. [26], we shall minimize the GL free-energy functional (2) by expanding $\tilde{\psi}_l$ in terms of plane waves,

$$\tilde{\psi}_l(x) = \sqrt{n} \sum_{\nu=-\infty}^{\infty} a_{\nu l} e^{ik_0 x},$$

(8)

where $n$ is an integer, and $n = a_0^{-1} \int_0^{a_0} d\xi |\tilde{\psi}_l(x)|^2$ is the average superfluid density on each layer. The coefficients $a_{\nu l}$ are subject to the normalization relation $\sum_{\nu=-\infty}^{\infty} |a_{\nu l}|^2 = 1$. Such a Bloch SC state will become the decoupled SC state when $a_{\nu l} = \delta_{l0}$. Evaluating the GL free energy and minimizing it with respect to $a_{\nu l}$ and $n$ result in self-consistent equations as follows [27],

$$0 = \left( \frac{\hbar^2 k_0^2}{2m^*} + \alpha \right) a_{\nu l} + ga_{\nu l + \gamma\nu} + \beta \sum_{\nu_1,\nu_2} a_{\nu_1 l}^* a_{\nu_2 l} a_{\nu_3 l} a_{\nu_4 l} + g_{\nu l},$$

(9a)

$$n = -\frac{\sum_{\nu\nu_2} \sum_{\nu_1\nu_3} \frac{\hbar^2 k_0^2}{2m^*} + \alpha |a_{\nu l}|^2 + g \sum_{\nu_1\nu_2} a_{\nu_1 l}^* a_{\nu_2 l} |a_{\nu_3 l}|^2}{\beta \sum_{\nu\nu_2} \sum_{\nu_1\nu_3} a_{\nu_1 l}^* a_{\nu_2 l} a_{\nu_3 l} a_{\nu_4 l}}.$$  

(9b)

Note that Eqs. (9) can be derived from Eqs. (3) as well.

Before proceeding, we would like to make general remarks on the solutions to nonlinear equations (9): (1) It is more convenient to solve $\{n\beta, a_{\nu l}, a_{\nu l}\}$ instead of $\{a, a_{\nu l}, a_{\nu l}\}$, such that the parameter $\beta$ will be irrelevant to the solutions. (2) Without loss of generality, we can set $|\alpha|$ as the energy unit, then the solution $\{n\beta, a_{\nu l}, a_{\nu l}\}$ will be determined by two independent parameters $g/|\alpha|$ and $H$. (3) For any solution, apart from an overall phase factor, the phase of $a_{\nu l} = |a_{\nu l}| e^{i\theta_{\nu l}}$ can be taken to be $0$ or $\pi$ [28]. (4) To solve Eqs. (9) numerically, the truncation of the series $\{a_{\nu l}\}$ and $\{a_{\nu l}\}$ has been introduced, namely, $a_{\nu l} = a_{\nu l} = 0$ for $|\nu| > \nu_{\text{max}}$, where $\nu_{\text{max}}$ is a positive integer. (5) The aforementioned $T\mathcal{P}$ symmetry, $\psi_l(x) = \psi_l(x)$, is respected by all the numerically found solutions.

**Phase diagram.** As discussed above, for a given set of independent parameters $(g/|\alpha|, H)$, Eqs. (9) can be solved numerically and the corresponding free-energy density $F_{\text{Bloch}}$ can be computed subsequently. By comparing $F_{\text{Bloch}}$ with the free-energy density of the decoupled SC state and the FF state, we are able to obtain a phase diagram consisting of a decoupled SC state, FF state, and Bloch SC state, as shown in Fig. 2.

Note that if $\{n\beta, a_{\nu l}, a_{\nu l}\}$ is a solution to Eqs. (9) for a given pair of $(g/|\alpha|, H)$, then $\{n\beta, e^{i\pi/4} a_{\nu l}, e^{i\pi/4} a_{\nu l}\}$ will be a physically equivalent solution for $(-g/|\alpha|, H)$, so that the phase diagram can be parametrized by $(g/|\alpha|, H)$. Furthermore, $H$ can be replaced by a dimensionless ratio, $(H/H_{c2}^\perp) \cdot (\langle a | \xi \rangle)$. Here, $H_{c2}^\perp = \Phi_0 / (2m^* \xi^2)$ is the perpendicular upper critical field of a monolayer SC thin film.

As seen in Fig. 2, a larger Josephson coupling energy $|g|$ and smaller applied parallel field $H$ favor the FF state, while Bloch SC states will gain more free energy at smaller $|g|$ and larger $H$. As $|g|$ decreases and/or $H$ increases, the energy cost in the kinetic term in Eq. (2) will be canceled by the phase factor $e^{i\theta_{\nu l}}$ in Eq. (7), resulting in $(\partial |\psi_l|)^2 \to 0$ and a more and more spatially uniform distribution of the superfluid density $|\psi_l(x)|^2$ [see Figs. 1(b) and 1(c)]. Along the line of $g = 0$, the Bloch SC state restores to the decoupled SC state given in Eq. (6) by taking a constant \( \psi_l = \sqrt{\rho_{\text{D}}} e^{i\theta_{\nu l}} \) in Eq. (7). The
green dashed line in Fig. 2 indicates the $H_C^*$ given by Eq. (5), below which an FF state solution exists but has a higher free energy than the Bloch SC state in the green dotted zone, until $H$ decreases further and enters the FF phase marked by the green zone.

It is noted that although the Bloch solution exists mathematically throughout the whole phase diagram, an actual parallel critical field $H_{c||}$ will be determined physically by the parallel critical field for a monolayer thin film $H_{c, ML}^{\parallel} = 2\sqrt{3}H_{c, 2L}^{\parallel}(\xi/d)$ [29] and/or the Pauli paramagnetic limit $H_P$ [30, 31], where $d$ is the thickness of the thin film. The Bloch SC state will vanish when $H > H_{c||}$.

**Phase transition.**—The phase transition between the Bloch SC phase and the FF phase, which can be viewed as the melting of the superfluid density wave, turns out to be of the universality class of the commensurate-incommensurate (CI) transition, and is a second-order transition [32] [33]. The effective model for such a transition can be written in terms of the relative phase $\phi(r)$ between the two layers [27],

$$H_{\text{eff}} = \rho_s \int d^2r \left\{ \frac{\hbar^2}{2m^*} |\nabla \phi(r)|^2 + 2g \cos [\phi(r) - k_0x] \right\}. \quad (10)$$

This is exactly the Pokrovsky-Talapov (PT) model in the context of incommensurate crystals [34], which was adopted to study double-layer quantum Hall systems [35, 36]. In our case, the FF state corresponds to the commensurate state in the PT model, while the Bloch SC state corresponds to the incommensurate state that breaks the translational symmetry.

**Spatial modulation of superfluid density.** As mentioned, the $T\mathcal{P}_z$ symmetry, $\psi_1(x) = \psi_2(x)^*$, is respected by all the found solutions. Consequently, the two layers have the same local superfluid density $|\psi_l(x)|^2$. For a Bloch SC state, as illustrated in Figs. 1(b) and 1(c), the superfluid density is modulated spatially by the applied magnetic field and manifests a PDW in each layer. Since the local superfluid density is associated with a local superconducting gap, this type of PDW can be probed by a scanning tunneling microscope (STM) [see Fig. 1(a)]. It is found that the spatial modulation will be enhanced when a Bloch SC state approaches the phase boundary (see the two states A and B in Fig. 2).

**Supercurrent and Josephson tunneling effect.** Now we proceed to study the intralayer supercurrent and interlayer Josephson tunneling current. The supercurrent density on each layer reads $J_{s,l} = \frac{e^2}{2m^*} \left( \psi_l^* \nabla \psi_l - \psi_l \nabla \psi_l^* \right) - m \hat{\mathbf{a}}_l \psi_l \mathbf{A} [29]$, which is in the direction perpendicular to the applied magnetic field $H$ and can be written as $J_{s,l} = J_{s,l}(x) \hat{\mathbf{e}}_z$. On the other hand, the Josephson tunneling effect is characterized by the tunneling current density $J_T(x) = -\frac{e^2}{4\hbar^2} \text{Im} \left( \psi_1^* \psi_2 e^{i 2\pi x/2a} \int_A A \right)$.

For the Bloch SC state given by Eqs. (7) and (8), straightforward algebra leads to

$$J_{s,l} = n e^2 \hbar a \sum_{\nu \nu'} 2 m v_{l\nu} a_{l\nu'} \cos[(\nu - \nu')k_0x], \quad (11a)$$

$$J_T = -\frac{e^2 a}{\hbar} \sum_{\nu \nu'} a_{l\nu} a_{l'\nu'} \sin[(\nu - \nu' + 1)k_0x]. \quad (11b)$$

Here, the fact that $a_{l\nu}$ are real numbers has been used. Note that both $J_{s,l}$ and $J_T$ are periodic, namely, $J_{s,l}(x + a_0) = J_{s,l}(x)$ and $J_T(x + a_0) = J_T(x)$. Moreover, owing to the $T\mathcal{P}_z$ symmetry, $\psi_1(x)^* = \psi_2(x)$, we have $J_{s,l}(x) = -J_{s,l}(x)$, i.e., the local supercurrent flows in opposite directions on the two layers.

As examples, two typical Bloch solutions have been found numerically at $|g|/|a| = 1.0$ and $(H/H_{c, ML}^{\parallel})(\alpha/\xi) = 1.8$ and 4.0 respectively, which correspond to two points marked by the red stars (A and B) in the phase diagram in Fig. 2. The supercurrent density and the tunneling current density are plotted in Fig. 3. These supercurrents form Josephson vortices and antivortices, as indicated by red and yellow arrows in Fig. 3. It is remarkable that this array of Josephson vortex-antivortex pairs is different from the Josephson vortex lattice in the literature [37–39], although both are induced by a parallel magnetic field. The orbital magnetization generated by these currents is staggered, and the net orbital magnetization will vanish. This can be revealed by the London’s fluxoid.

**Fluxoid quantization.** Considering a loop enclosing a period of $a_0$ (see the green dashed loops in Fig. 3), the London’s fluxoid is defined as $\Phi' = \Phi + \frac{m e}{4\pi} \oint_{\partial \mathcal{A}} \mathbf{A} \cdot ds$, where
\( \Phi = \oint A \cdot ds = H a a_0 = \Phi_0 \) is the the ordinary flux. For a Bloch SC state, we have \( J_1(x + a_0) = J_1(x) \), and the second part in the fluxoid reads \( \frac{\mu}{e^2} \oint A \cdot ds = \oint \nabla \Phi \cdot ds - \oint A \cdot ds \). Therefore, \( \Phi' = \Phi_0 \) is exact the flux quantum, and the net orbital magnetization is counted by the flux \( \frac{\mu}{e^2} \oint A \cdot ds \). 

In contrast, an FF state has uniform supercurrents \( J_{\text{FF}} = -\eta(e^2H/2m^2)e^{\Phi_{\text{FF}}}, \) which flow in opposite directions on the two layers and are perpendicular to the applied magnetic field. Meanwhile, the Josephson tunneling current vanishes, \( J = 0 \), because the phase difference between the two layers is \( \Delta \omega = 0 \) or \( \pi \). Thus, for an FF state, \( \frac{\mu}{e^2} \oint A \cdot ds = -\Phi_0 \) and \( \Phi' = 0 \), suggesting perfect diamagnetism.

Approximate analytical solutions. It is remarkable that the Bloch SC state can be well approximated by the Jacobian elliptic functions \( cn \) and \( sn \). When \( g = 0 \), Eqs. (3) reduce to two decoupled nonlinear Schrödinger equations, and each of them possesses exact periodic instanton solutions in the form of Jacobian elliptic functions \([40, 41]\). While exact solutions are not available at a finite Josephson coupling \( g \), we would like to propose approximate solutions as follows,

\[
\psi(x) = [\mu cn(u; r) + i\eta v sn(u; r)] e^{i\phi},
\]

where \( \varphi_1 = \varphi_2 = 0 \) for \( g > 0 \) and \( \varphi_1 = -\varphi_2 = -\pi/2 \) for \( g < 0 \). Here, \( r \in (0, 1) \) is the modulus of the elliptic integral \( K(r) \) \([42]\), \( u \) is determined by the period through \( 4K(r) = 2\omega a_0 \), and \( \mu \) and \( \nu \) are two constants and can be treated as variational parameters, which can be obtained by substituting Eq. (12) into Eq. (2) and minimizing the free energy with respect to \( \mu \), \( \nu \), and \( r \). As examples, the optimization for the two states A and B in Fig. 2 gives rise to \( r = 0.6023(90) \) and \( r = 0.0559(55) \) for A and B, respectively.

By comparing the optimized solution given in Eq. (12) with that solved from Eqs. (9), we found that these two agree with each other with amazingly high precision. In a wide range of parameters \( (g/|a|, H) \), the difference between the corresponding free energies is less than 0.01% \([27]\).

Summary and discussions. In summary, we have found that two weakly linked SC ultrathin films in an applied parallel magnetic field \( H || \) can harbor various FFLO or PDW states, including the usual FF state and the proposed Bloch SC state. The latter is indeed a superfluid density wave state, and the spatial modulation of superfluid density can be verified by future STM experiments. The Bloch SC state is also characterized by its supercurrent pattern, which forms staggered loops. Thereby an array of Josephson vortex-antivortex pairs comes into being, instead of the usual Josephson vortex array. The phase transition between the FF state and the Bloch SC state is of second order, and can be described by the PT model \([34]\).

Finally, the Bloch SC state is robust against an extra perpendicular magnetic field \( H \perp \). The problem of finding out the upper critical magnetic field \( H_{c2L}^{BL} \) in such a bilayer SC system can be mapped to the Rabi model in quantum optics \([43]\), which can be solved numerically \([44, 45]\). It turns out that there exists a finite \( H_{c2L}^{BL} \), which is larger than the monolayer value \( H_{c2L}^{M} \) as long as the Josephson coupling \( g \) is nonzero \([27]\).
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Supplementary Material

This Supplemental Material provides more details about the inhomogeneous Bloch superconducting (SC) state induced by the parallel magnetic field in two weakly linked SC ultra-thin films, including the discussions on phase transition, fluxoid quantization and an analytical approach to minimize the free energy density. We also briefly discuss the stability of this bilayer SC system in the presence of an extra perpendicular magnetic field.
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MORE DETAILS ON GENERIC BLOCH SOLUTION

Verification of the gauge invariance of the original model

In the beginning of the main text, we proposed a two-component Ginzburg-Landau (GL) model Eq. (1) to describe our bilayer system. For convenience, here is the equation again

\[
\frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e^*}{c} A_l(r) \right) \psi_l(r) = f_n + \sum_{l=1}^2 \left( \alpha_l |\psi_l(r)|^2 + \frac{e^*}{2} |\psi_l(r)|^4 + \frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e^*}{c} A_l(r) \right) \psi_l(r) \right)^2
\]

\[
+ g \left( \psi_1(r)^* \psi_2(r) \exp \left[ \frac{2\pi i}{\Phi_0} \int_{\mathbf{R}_l} A(s) \cdot ds \right] + c.c. \right),
\]

where \( r = (x, y) \) denotes a 2D coordinate and \( \mathbf{R} = (x, y, z) \) denotes a 3D one. To be specific, \( \mathbf{R}_l = (x, y, \eta_l \mathbf{z}) \) with short notation \( \eta_l \) defined in the main text, and \( A_l(r) = \mathbf{A}(\mathbf{R}_l) \). This free energy functional should be gauge-invariant under such a transformation

\[
\psi_l(r) \rightarrow \psi_l'(r) = e^{-i\frac{e}{c} \chi_l(r)} \psi_l(r),
\]

\[
\mathbf{A}(\mathbf{R}) \rightarrow \mathbf{A}'(\mathbf{R}) = \mathbf{A}(\mathbf{R}) - \nabla \chi(\mathbf{R}),
\]

where \( \chi(\mathbf{R}) \) is an arbitrary scalar function defined in entire space, and \( \chi_l(r) = \chi(\mathbf{R}_l) \).

Now, let us check the gauge-invariance of our model. For \( |\psi_l(r)|^2 \) and \( |\psi_l(r)|^4 \) terms, they are obviously invariant under the transformation. For covariant derivative term

\[
\frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e^*}{c} A_l(r) \right) \psi_l(r) \rightarrow \frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e^*}{c} A_l'(r) \right) \psi_l'(r)
\]

\[
= \frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e^*}{c} \left[ A_l(r) - \nabla \chi_l(r) \right] \right) \left| e^{-i\frac{e}{c} \chi_l(r)} \psi_l(r) \right|^2
\]

\[
= \frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e^*}{c} A_l(r) \right) \left( \frac{\hbar}{i} \nabla + \frac{ie^*}{\hbar c} \nabla \chi_l(r) \right) - \frac{e^*}{c} \nabla A_l(r) - \frac{e^*}{c} \nabla \chi_l(r) \right) \psi_l(r)^2
\]

\[
= \frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \frac{e^*}{c} A_l(r) \right) \psi_l(r)^2,
\]

(S3)
which is gauge-invariant. And for Josephson coupling term

\[ g\psi_1(\mathbf{r})^*\psi_2(\mathbf{r}) \exp \left[ \frac{2\pi i}{\Phi_0} \int_{R_1}^R \mathbf{A}(s) \cdot d\mathbf{s} \right] \to g\psi_1'(\mathbf{r})^*\psi_2'(\mathbf{r}) \exp \left[ \frac{2\pi i}{\Phi_0} \int_{R_1}^R \mathbf{A}'(s) \cdot d\mathbf{s} \right] \]

\[ = g \left[ e^{i\beta_1(\mathbf{r})} \psi_1(\mathbf{r}) \right] \left[ e^{-i\beta_2(\mathbf{r})} \psi_2(\mathbf{r}) \right] \exp \left[ \frac{2\pi i}{\Phi_0} \int_{R_1}^R \mathbf{A}(s) - \nabla \chi(s) \cdot d\mathbf{s} \right] \]

\[ = g\psi_1(\mathbf{r})^*\psi_2(\mathbf{r}) e^{i\beta_1 - i\beta_2} \exp \left[ \frac{2\pi i}{\Phi_0} \int_{R_1}^R \mathbf{A}(s) \cdot d\mathbf{s} \right] \]

\[ = g\psi_1(\mathbf{r})^*\psi_2(\mathbf{r}) \exp \left[ \frac{2\pi i}{\Phi_0} \int_{R_1}^R \mathbf{A}(s) \cdot d\mathbf{s} \right], \quad (S4) \]

where we used \( \Phi_0 = \hbar c/e^* \) and \( \chi(\mathbf{r}) = \chi(\mathbf{R}_z) \) in the last equal sign. Therefore our model Eq. (1) is gauge-invariant.

In the main text, we chose the Landau gauge \( \mathbf{A} = H\mathbf{z} \mathbf{x} \), and we found that it does not appear in the Josephson coupling term since \( \int_{R_1}^R \mathbf{A} \cdot d\mathbf{s} = 0 \). In fact, we could choose another gauge for vector potential, say \( \mathbf{A} = -H\mathbf{x}\mathbf{z} \). The "\( \nabla \)" in covariant derivative term is actually a 2D gradient such that the \( z \)-component of \( \mathbf{A} \) does not contribute to the kinetic part, but the gauge-invariant phase of the coupling term, namely

\[ \frac{2\pi}{\Phi_0} \int_{R_1}^R \mathbf{A}(s) \cdot d\mathbf{s} = \frac{2\pi}{\Phi_0} \int_{-a/2}^{a/2} \mathbf{H} \cdot d\mathbf{z} = -\frac{2\pi H a}{\Phi_0} a = -k_0 x, \]

where \( k_0 = 2\pi H a/\Phi_0 \). Denote the SC order parameter \( \tilde{\psi}_l(\mathbf{r}) \) in this new gauge, the GL free energy functional in this gauge reads

\[ f[\tilde{\psi}_1(\mathbf{r}), \tilde{\psi}_2(\mathbf{r})] = f_n + \sum_{l=1,2} \left\{ \alpha|\tilde{\psi}_l(\mathbf{r})|^2 + \frac{\beta}{2} |\tilde{\psi}_l(\mathbf{r})|^4 + \frac{\hbar^2}{2m^*} |\nabla \tilde{\psi}_l(\mathbf{r})|^2 \right\} \]

\[ + g \left[ \tilde{\psi}_1(\mathbf{r})^* \tilde{\psi}_2(\mathbf{r}) e^{-ik_0 x} + \tilde{\psi}_2(\mathbf{r})^* \tilde{\psi}_1(\mathbf{r}) e^{ik_0 x} \right], \quad (S5) \]

which is exactly the free energy functional given in gauge \( \mathbf{A} = H\mathbf{z}\mathbf{x} \) (Eq. (2) in the main text) re-expressed after a gauge transformation \( \tilde{\psi}_l(\mathbf{r}) = e^{i\eta(k_0/2) x} \tilde{\psi}_l(\mathbf{r}) \). After reduced to 1D model and by brief discussion on periodicity, this would exactly give a Bloch solution of SC order parameter.

Note that the FF state \( \tilde{\psi}_1^{FF}(\mathbf{r}) = \sqrt{\psi_0^2} e^{-i\varphi/2} e^{i\varphi_0} \) is an exact solution to Eq. (S5) in the aforementioned gauge \( \mathbf{A} = -H\mathbf{x}\mathbf{z} \), the physical properties of this solution are consistent with the discussions in the main text where we chose the gauge \( \mathbf{A} = H\mathbf{z}\mathbf{x} \).

**Discrete Ginzburg-Landau equations and solution structure of the system**

Starting from the reduced 1D GL free energy functional, Eq. (2) in the main text, the main difficulty in seeking a generic solution that minimizes the free energy is to treat the covariant derivative term \( (\hbar^2/2m^*) \left( \partial_x - i\eta k_0/2 \right) \tilde{\psi}_l(\mathbf{r})^2 \). Inspired by Ref. [26], through analysis we confine our attention to solutions of a Bloch form \( \tilde{\psi}(x) = e^{i\eta(k_0/2)x} \tilde{\psi}(x) \) with \( \tilde{\psi}(x + a_0) = \tilde{\psi}(x) \) and \( a_0 = 2\pi/k_0 \). Substituting it into the GL free energy functional Eq. (2) yields

\[ f[\tilde{\psi}_1, \tilde{\psi}_2] = f_n + \sum_{l=1,2} \left( \alpha|\tilde{\psi}_l|^2 + \frac{\beta}{2} |\tilde{\psi}_l|^4 + \frac{\hbar^2}{2m^*} \left[ \partial_x |\tilde{\psi}_l|^2 \right] \right) + g \left( e^{-ik_0 x} \tilde{\psi}_1^* \tilde{\psi}_2 + e^{+ik_0 x} \tilde{\psi}_2^* \tilde{\psi}_1 \right), \quad (S6) \]

Apparently, it has a period \( a_0 \), namely \( f[\tilde{\psi}_1(x + a_0), \tilde{\psi}_2(x + a_0)] = f[\tilde{\psi}_1(x), \tilde{\psi}_2(x)] \). So far we have managed to simplify the covariant derivative terms which would give rise to large complexity in calculation, but the cost is that Josephson coupling strength becomes periodically modulated. Thanks to periodicity, we could expand \( \tilde{\psi}_l \) into plane waves

\[ \tilde{\psi}_l(x) = \sqrt{n} \sum_{\nu = -\infty}^{\infty} a_{l\nu} e^{i k_{0\nu} x}. \quad (S7) \]

where \( \nu \) is an integer, and

\[ n = \frac{1}{a_0} \int_0^{a_0} |\tilde{\psi}(x)|^2 dx \quad (S8) \]
is the average superfluid density per period for each layer. Hence the coefficients follows normalization relation
\[
\sum_{n=-\infty}^{\infty} |a_{n\nu}|^2 = 1. \tag{S9}
\]

A standard procedure to find the generic solution is to first calculate the average free energy per unit volume, or free energy density, then we search its minimum by optimizing the free energy density about variables at all degrees of freedoms, at some set of given physical parameters. The free energy density is defined as

\[
\mathcal{F} = \frac{1}{a_0} \int_0^{a_0} \text{d}x \left( f(\tilde{\psi}_1(x), \tilde{\psi}_2(x)) - f_n \right). \tag{S10}
\]

After integration, the free energy density is re-expressed in terms of \(a_{n\nu}\) and \(n\), namely

\[
\mathcal{F} = \sum_{i=1,2} \left( \alpha n \sum_y |a_{n\nu}|^2 + n^2 \beta \sum_{y_1,y_2,y_3} a^*_y a_{n\nu} a_{y_1,y_2,y_3} + n \frac{\hbar^2 k_0^2}{2m^*} \sum_y |a_{n\nu}|^2 + ng \sum_y a^*_y a_{n\nu+n} \right)
\]

\[
= n \sum_{i=1,2} \sum_y \left( \frac{\hbar^2 k_0^2}{2m^*} + \alpha \right) |a_{n\nu}|^2 + \frac{n^2 \beta}{2} \sum_{i=1,2} \sum_{y_1,y_2,y_3} a^*_y a_{n\nu} a_{y_1,y_2,y_3} + ng \sum_y a^*_y a_{n\nu+n}.
\tag{S11}
\]

Taking variations with respect to \(a^*_y\) and \(n\) yields the discrete GL equations and self-consistent equation Eq. (9) in the main text. In our practical study, we optimize the free energy density \(\mathcal{F}\) by introduce Lagrangian multipliers

\[
\mathcal{L}_\mathcal{M} = n \sum_{i=1,2} \alpha \left( \sum_y |a_{n\nu}|^2 - 1 \right)
\]

and solve the equations \(\delta(\mathcal{F} + \mathcal{L}_\mathcal{M})/\delta a^*_y = 0\) and \(\delta(\mathcal{F} + \mathcal{L}_\mathcal{M})/\delta n = 0\) numerically, such that the obtained solution set \(a_{n\nu}\) spontaneously satisfies the normalization condition Eq. (S9).

As discussed in the main text, it is more convenient to solve \(\{n\beta, a_{1\nu}, a_{2\nu}\}\) instead of \(\{n, a_{1\nu}, a_{2\nu}\}\), such that the parameter \(\beta\) will be irrelevant to the solutions. The optimized free energy density \(\mathcal{F}_{\text{Bloch}} \propto n \propto \beta^{-1}\) since the solution \(\{n\beta, a_{1\nu}, a_{2\nu}\}\) is a set of definite numbers for a given set of physical parameters \((|g|/|\alpha|, H)\). While in previous discussion we also find that \(\mathcal{F}_{\text{FF}} \propto \beta^{-1}\).

Hence the phase diagram for the ground state (Fig. 2 in the main text) is indeed independent of \(\beta\). In order to show the solution structure in the phase diagram more clearly, we plot both the free energy densities \(\mathcal{F}_{\text{Bloch}}\) and \(\mathcal{F}_{\text{FF}}\) versus \(H\) at fixed \(|g|/|\alpha|\), shown in Fig. S1.

Here we measure the free energy density in unit \(n_0|\alpha|\), where \(n_0 = |\alpha|/|\beta|\) is the superfluid density for a single layer without magnetic field. In Fig. S1, the red solid curve represents \(\mathcal{F}_{\text{Bloch}}\) which is obtained from numerical study, whereas the blue dashed curve for \(\mathcal{F}_{\text{FF}}\) has an explicit dimensionless expression in the plot

\[
\frac{\mathcal{F}_{\text{FF}}}{n_0|\alpha|} = - \left[ 1 - \frac{1}{4} \left( \frac{H \delta_{\nu} \xi}{H_{\text{MF}}|\nu|} \right)^2 + \left| \frac{g}{\alpha} \right|^2 \right].
\]

These plots tell us at least three pieces of information.

(1) At finite \(H\) and \(g\), the ground state changes from FF state to Bloch SC state as \(H\) increases at given \(g\). As \(H \to \infty\), the free energy density \(\mathcal{F}_{\text{Bloch}}\) changes to \(-n_0|\alpha| = -a^2/\beta\), with the average superfluid density Eq. (S8) \(n_{\text{Bloch}} \to n_0\), meanwhile for decoupled SC state, these values are \(\mathcal{F}_{\text{D}} = -a^2/\beta\) and \(n_{\nu} = \rho_0 = n_0 = |\alpha|/|\beta|\), confirming relevant discussion in the main text. (Note \(n_{\nu}\) is average superfluid density per period and \(\rho_0\) is local superfluid density.) The FF state solution could exist up to \(H_{\nu}^*\) (the green dotted vertical line) while the transition occurs at some value \(H\) lower than \(H_{\nu}^*\), which explains why the intersection of solid green and yellow zone is below the green dashed line for \(H_{\nu}^*\) in the ground state phase diagram Fig. 2 in the main text. For small field \(H\), Bloch SC solution exists but possesses a higher free energy than FF state.

(2) Fig. S1(a) indicates that when \(g = 0\), the free energy density of Bloch SC state is unchanged at any \(H\), whose value exactly equals to \(\mathcal{F}_{\text{Bloch}}|_{g=0} = \mathcal{F}_{\text{D}} = -a^2/\beta\). Numerical result tells us that \(\rho_0 = \rho_{\nu} = 0\), as well as \(n_{\text{Bloch}'}=0 = n_{\nu} = |\alpha|/|\beta|\), indicating that the Bloch solution is exactly an decoupled SC state at \(g = 0\), in agreement with Eq. (6) in the main text.

(3) At \(H = 0\) the two curves start from the same point on the vertical axis, which illustrates that without external magnetic field, “both” solutions have the same free energy density. However, \(H = 0\) means \(k_0 = 0\), so the “transformed” free energy density Eq. (S6) restore to the original one (Eq. (2) in the main text) with \(k_0 = 0\). Hence at zero magnetic field, there is only one FF state solution to the GL equation, \(\psi(x)|_{H=0} = \sqrt{\rho_{\nu}}|_{H=0}\), where \(\rho_{\nu}^{FF}|_{H=0} = -(a - |g|)/\beta\). The free energy density at \(H = 0\) is \(\mathcal{F}_{\text{FF}}|_{H=0} = -(a - |g|)^2/\beta = -n_0|\alpha||1 + |g|/|\alpha|)^2\).
FIG. S1. Free energy density $F$ of Bloch SC (red solid curve) and FF state (blue dashed curve) solutions versus magnetic field $H$ at fixed $|g/|\alpha|$. We measure $F$ in units $n_0|\alpha|$, where $n_0 = |\alpha|/\beta$. FF state solution exists up to $H^*_c$ (green dotted vertical line). Subplot (a) indicates that at $g=0$, the Bloch SC solution is exactly a decoupled SC state, with $F_{\text{Bloch}}|_{g=0}$ fixed at $F_D = -\alpha^2/\beta = n_0|\alpha|$ regardless of magnetic field. At $H=0$ the Bloch solution restores to FF state. At finite $g$ and $H$, the lower one of the two curves represents the ground state free energy density of the system. Besides, we find $F_{\text{Bloch}} \rightarrow F_D$ (orange dotted horizontal line) as $H \rightarrow \infty$.

**Commensurate-Incommensurate phase transition**

According to phase diagram Fig. 2 in the main text and Fig. S1, there is a phase transition from FF state to Bloch SC state as magnetic field $H$ increases at fixed tunneling strength $g$ (or as $g$ decreases at fixed $H$). This phase transition is a commensurate-incommensurate (CI) transition and is of second order. To see this, we start with the FF state to derive the effective theory for the phase transition. In a superconductor, it is well known that the fluctuations of superfluid density (or the amplitude of the SC order parameter) is massive due to the Higgs mechanism. For a low energy theory, it is sufficient to treat it as a constant $\rho_s$ and assume that the fluctuations come from the local phase, or actually what matters is the relative phase $\phi(r)$ between two layers. In the absence of external magnetic field, the effective Hamiltonian takes the form

$$H_{\text{eff}} = \rho_s \int d^2r \frac{\hbar^2}{2m_s} |\nabla \phi(r)|^2 + H_T.$$  \hspace{1cm} (S12)

By choosing the gauge $A = -H x \hat{z}$, the tunneling energy term reads

$$H_T = \int d^2r g \left( \psi_1^*(r) \psi_2(r) e^{-ik_0 z} + \psi_2^*(r) \psi_1(r) e^{ik_0 z} \right)$$

$$= \int d^2r 2g|\psi_1(r)||\psi_2(r)| \cos \left[ \phi_2(r) - \phi_1(r) - k_0x \right]$$

$$\approx \rho_s \int d^2r 2g \cos \left[ \phi(r) - k_0x \right].$$

Hence the effective Hamiltonian becomes

$$H_{\text{eff}} = \rho_s \int d^2r \left\{ \frac{\hbar^2}{2m_s} |\nabla \phi(r)|^2 + 2g \cos \left[ \phi(r) - k_0x \right] \right\},$$  \hspace{1cm} (S13)
which is precisely the Pokrovsky-Talapov (PT) model [35, 36], describing a CI transition [34].

For small $k_0$ or small $H$ field, the FF state has lower free energy, which is given by $\nabla \phi(\mathbf{r})$ and $\phi(\mathbf{r}) = k_0 x$ under the gauge choice $A = -Hz \hat{x}$ and corresponds to a commensurate state. As $H$ increases, the system undergoes a continuous phase transition to an incommensurate state, namely, the Bloch SC state obtained by our GL mean-field theory, which breaks the translational symmetry.

By the way, in another gauge choice $A = Hz \hat{x}$, which is adopted for most of the numerical and analytical calculations in our main study, we have

$$H_{\text{eff}} = \rho_s \int d^2 r \left\{ \frac{\hbar^2}{2m^*} \left( |\partial_x \varphi(\mathbf{r}) + k_0|^2 + |\partial_y \varphi(\mathbf{r})|^2 \right) + 2g \cos \varphi(\mathbf{r}) \right\}. \quad (S14)$$

Similar discussion follows.

**Spatial modulation of the order parameters and fluxoid quantization**

We are also interested in the spatial modulation of the order parameters $\psi_l(x)$, by definition

$$\psi_l(x) = e^{i\eta_l} \psi_l(x) = \sqrt{\rho_s} \sum_{\nu=0}^{\infty} a_{\nu l} e^{i(k_l x + \frac{\nu}{2} \pi)} = \sqrt{\rho_s} \sum_{\nu=-\infty}^{\infty} a_{\nu l} e^{i(r \nu + \frac{\nu}{2} \pi)} k_{l x}. \quad (S15)$$

As discussed in the main text, the Bloch solution obeys the $T \mathcal{P}_x$ symmetry such that $\psi_l(x)^* = \psi_l(x)$, which means

$$\psi_l(x)^* - \psi_l(x) = \sqrt{\rho_s} \sum_{\nu=-\infty}^{\infty} a_{\nu l}^* e^{-i(r \nu + \frac{\nu}{2} \pi)} k_{l x} - \sqrt{\rho_s} \sum_{\nu=-\infty}^{\infty} a_{\nu l} e^{i(r \nu + \frac{\nu}{2} \pi)} k_{l x}$$

$$= \sqrt{\rho_s} \sum_{\nu=-\infty}^{\infty} (a_{\nu l}^* - a_{-\nu l}) e^{-i(r \nu + \frac{\nu}{2} \pi)} k_{l x} \equiv 0,$$

where we used $\eta_l = -\eta_l$ by definition of this notation. This indicates that

$$a_{\nu l}^* = a_{-\nu l}. \quad (S16)$$

Besides, we mentioned that if $\{n \beta, a_{1 \nu}, a_{2 \nu}\}$ is a solution to Eqs. (9) for a given pair of $(g/|\alpha|, H)$, then $\{n \beta, e^{i\pi} a_{1 \nu}, e^{i\pi} a_{2 \nu}\}$ will be a solution for $(-g/|\alpha|, H)$. Here below is the proof. First, let us check whether this set of solution satisfies the symmetry condition Eq. (S16). If $g \rightarrow g^\prime = -g$, denote

$$a_{\nu l} \rightarrow a_{\nu l}^\prime = e^{i\pi} a_{\nu l}, \quad (S17)$$

and indeed $a_{\nu l}^\prime = e^{-i\pi} a_{\nu l}^* = e^{i\pi} a_{-\nu l} = a_{-\nu l}^\prime$. Second, we demonstrate that the free energy density Eq. (S11) is unchanged after this “transformation”. The first quadratic term has nothing to do with phases of $\{a_{\nu l}\}$, the phases cancel in the second quartic term, while for the third term, or coupling term

$$V = ng \sum_{\nu} \left( a_{1 \nu}^* a_{2 \nu} + a_{2 \nu}^* a_{1 \nu} \right),$$

we have

$$V \rightarrow V^\prime = ng \sum_{\nu} \left( a_{1 \nu}^* a_{2 \nu} + a_{2 \nu}^* a_{1 \nu} \right) = -ng \sum_{\nu} \left( e^{-i\pi} a_{1 \nu}^* e^{i\pi(r+1)} a_{2 \nu+1} + e^{-i\pi} a_{2 \nu}^* e^{i\pi(r-1)} a_{1 \nu-1} \right)$$

$$= -ng \sum_{\nu} \left( e^{i\pi} a_{1 \nu}^* a_{2 \nu+1} + e^{i\pi} a_{2 \nu}^* a_{1 \nu-1} \right) = ng \sum_{\nu} \left( a_{1 \nu-1}^* a_{2 \nu} + a_{1 \nu}^* a_{2 \nu+1} \right) = V.$$

Therefore the physics is independent on the sign of $g$.

In our numerical study, the truncation for the series $\{a_{1 \nu}\}$ and $\{a_{2 \nu}\}$ has been introduced, namely $a_{1 \nu} = a_{2 \nu} = 0$ for $|\nu| > \nu_{\text{max}}$, where $\nu_{\text{max}}$ is a positive integer. We use iterations to realize this truncation. In the $t$-th step, we set $\nu_{\text{max}} = t$, solving the nonlinear equations we could obtain a set of $\{a_{1 \nu}^{(t)}\}$ as well as free energy density $\mathcal{F}^{(t)}$. We truncate the iteration process when the free energy density converges at some $t$, where the error of free energy density with respect to the last step is smaller than some preset tolerance $\epsilon$, namely $|\mathcal{F}^{(t)} - \mathcal{F}^{(t-1)}|/\mathcal{F}^{(t-1)} < \epsilon$. We set $\epsilon = 0.00005$ in our practical study.
TABLE S1. Numerical result of \( \{a_n\} \) for (A) state with \( g > 0 \).

| \( a_n \) | \( \nu = -3 \) | \( \nu = -2 \) | \( \nu = -1 \) | \( \nu = 0 \) | \( \nu = 1 \) | \( \nu = 2 \) | \( \nu = 3 \) |
|-------|--------|--------|--------|--------|--------|--------|--------|
| \( l = 1 \) | \(-2.33 \times 10^{-4}\) | \(-6.22 \times 10^{-4}\) | \(-2.27 \times 10^{-1}\) | \(9.72 \times 10^{-1}\) | \(5.64 \times 10^{-2}\) | \(2.31 \times 10^{-3}\) | \(9.32 \times 10^{-5}\) |
| \( l = 2 \) | \(9.32 \times 10^{-5}\) | \(2.31 \times 10^{-3}\) | \(5.64 \times 10^{-2}\) | \(9.72 \times 10^{-1}\) | \(-2.27 \times 10^{-1}\) | \(-6.22 \times 10^{-3}\) | \(-2.33 \times 10^{-4}\) |

TABLE S2. Numerical result of \( \{a_n\} \) for (A) state with \( g < 0 \).

| \( a_n \) | \( \nu = -3 \) | \( \nu = -2 \) | \( \nu = -1 \) | \( \nu = 0 \) | \( \nu = 1 \) | \( \nu = 2 \) | \( \nu = 3 \) |
|-------|--------|--------|--------|--------|--------|--------|--------|
| \( l = 1 \) | \(2.33 \times 10^{-4}\) | \(-6.22 \times 10^{-4}\) | \(-2.27 \times 10^{-1}\) | \(-5.64 \times 10^{-2}\) | \(2.31 \times 10^{-3}\) | \(-9.32 \times 10^{-5}\) |
| \( l = 2 \) | \(-9.32 \times 10^{-5}\) | \(2.31 \times 10^{-3}\) | \(-5.64 \times 10^{-2}\) | \(-9.72 \times 10^{-1}\) | \(-2.27 \times 10^{-1}\) | \(-6.22 \times 10^{-3}\) | \(-2.33 \times 10^{-4}\) |

The numerical results for (A) state marked by the red star in Fig. 2 with both positive and negative \( g \) are listed in Tab. S1 and Tab. S2 respectively. Obviously, the solutions satisfy symmetry condition Eq. (S16), as well as phase condition Eq. (S17) for different sign of \( g \). Since the order parameters are complex-valued functions, we plot the spatial modulation of their real and imaginary parts in Fig. 2 according to numerical calculation. The order parameters have period \( 2a_0 \) while that for the local superfluid density \( \Phi \) is \( a_0 \), where \( a_0 = 2\pi/k_0 = \Phi_0/\Ha \). The parameters are chosen at two red stars (A and B states) in Fig. 2 for Figs. 2(a) and 2(b). As the in-plane magnetic field \( \Ha \) increases, both real and imaginary parts gradually change to appear like trigonometric functions. The spatial modulation of superfluid density becomes not so distinguishable. At a large enough magnetic field (if it does not exceed the Pauli limit \( \Ha_p \)), the superfluid density is almost constant, shown in Fig. 2(c).

Obtaining the spatial modulation of order parameters \( \psi(x) \) for generic Bloch SC solution, we could calculate supercurrent density and prove that the fluxoid per period \( \Phi' \) is quantized and equals to \( \Phi_0 \). Consider a loop enclosing a period of \( a_0 \) (indicated by green dashed loops in Fig. 3 in main text), the London’s fluxoid is defined as

\[
\Phi' = \Phi + \frac{mc}{e^2} \oint \frac{\mathbf{J}_I}{\rho_s} \cdot d\mathbf{s},
\]

where \( \Phi = \oint \mathbf{A} \cdot d\mathbf{s} = \Ha a_0 = \Phi_0 \) is the the ordinary flux, and for a Bloch SC state, we have \( J_I(x + a_0) = J_I(x) \), which does not contribute to flux. The only contribution to the second part in the fluxoid comes from

\[
\mathbf{J}_I = \frac{e^2\hbar}{2m^*} \left( \psi_i^* \nabla \psi_i - \psi_i \nabla \psi_i^* \right) - \frac{e^2}{m^*c} \psi_i^* \psi_i \mathbf{A}_I.
\]

We could re-express the spatially modulated complex order parameter as

\[
\psi_i(x) = \sqrt{\rho_s(x)} e^{i\varphi_i(x)},
\]

where \( \rho_s(x) = \left| \psi_i(x) \right|^2 \) is defined as local superfluid density. And

\[
\partial_x \psi_i = \left[ (\partial_x \sqrt{\rho_s}) + i \sqrt{\rho_s} (\partial_x \varphi_i) \right] e^{i\varphi_i},
\]

\[
\psi_i^* \partial_x \psi_i = \sqrt{\rho_s} (\partial_x \sqrt{\rho_s}) + i \rho_s (\partial_x \varphi_i).
\]

The supercurrent \( \mathbf{J}_I \) only has \( x \) component, which is

\[
J_{Ix}(x) = \frac{e^2\hbar}{2m^*} \left( \psi_i^* \partial_x \psi_i - \psi_i \partial_x \psi_i^* \right) - \frac{e^2}{m^*c} \left| \psi_i \right|^2 \mathbf{A}_I = \left[ \frac{e^2\hbar}{m^*} \partial_x \varphi_i(x) - \frac{e^2\Ha}{2m^*c} \eta_i \right] \rho_s(x).
\]

and the second part in the fluxoid reads

\[
\frac{mc}{e^2} \oint \frac{\mathbf{J}_I(x)}{\rho_s(x)} \cdot d\mathbf{s} = \frac{mc}{e^2} \oint \left[ \frac{e^2\hbar}{m^*} \partial_x \varphi_i(x) - \frac{e^2\Ha}{2m^*c} \eta_i \right] \mathbf{\hat{x}} \cdot d\mathbf{s} = \frac{e\hbar}{e^2} \oint \partial_x \varphi_i(x) \mathbf{\hat{x}} \cdot d\mathbf{s} - \frac{\Ha}{2} \oint \eta_i \mathbf{\hat{x}} \cdot d\mathbf{s}
\]

\[
= \frac{\Phi_0}{2\pi} \int_0^{\infty} \partial_x [\varphi_1(x) - \varphi_2(x)] dx - \Ha a_0 = \frac{\Phi_0}{2\pi} \int_0^{\infty} \partial_x [\Delta \varphi(x)] dx - \Phi_0.
\]
As shown in Fig. 3, numerical result tells us that the phase difference $\Delta \varphi(x)$ undergoes a $2\pi$ jump at $x = a_0/2$, the integral in the last line must be performed as follows

\[
\frac{\Phi_0}{2\pi} \int_0^{a_0} \partial_x [\Delta \varphi(x)] \, dx = \frac{\Phi_0}{2\pi} \int_0^{a_0} \partial_x [\Delta \varphi(x)] \, dx + \frac{\Phi_0}{2\pi} \int_{a_0}^{2a_0} \partial_x [\Delta \varphi(x)] \, dx \\
= \frac{\Phi_0}{2\pi} \left[ \Delta \varphi \left( \frac{a_0}{2} - 0^+ \right) - \Delta \varphi(0) \right] + \frac{\Phi_0}{2\pi} \left[ \Delta \varphi(a_0) - \Delta \varphi \left( \frac{a_0}{2} + 0^+ \right) \right] \\
= \frac{\Phi_0}{2\pi} (\pi + \pi) = \Phi_0.
\]

This derivation tells us that the net orbital magnetization is counted by the flux

\[
\frac{m'c}{e^2} \int \frac{\mathbf{J}}{\rho_s} \cdot ds = 0
\]

and vanished. Therefore, for Bloch SC state the London’s fluxoid reads $\Phi_{\text{Bloch}}' = \Phi_0$ in each period $a_0$, which is exact the flux quantum.

FIG. S2. Order parameters and superfluid density for both layers in gauge $A = H_{\xi}$. (a) Bloch SC state (A) in Fig. 2. (b) Bloch SC state (B) in Fig. 2. (c) Bloch SC state at a large enough magnetic field.
For FF state, the derivation of fluxoid quantization is quite simple and yields \( \Phi_{\text{FF}} = 0 \), as mentioned in the main text. In contrast to Bloch SC state, the FF state manifests perfect diamagnetism.

### Approximate analytical solutions

As mentioned in the main text, the Bloch SC state can be well approximated by Jacobian elliptic functions. Here below we will keep our notations simple until we make comparisons with numerical results. Analytically we employ the following trial functions as approximate order parameters

\[
\psi_i(x) = [\mu \cn(ux; r) + i\eta \sn(ux; r)]e^{i\phi_i},
\]

where \( \mu, \nu \) and \( r \) are real constants and treated as variational parameters. The overall phase factors are set as \( \varphi_1 = \varphi_2 = 0 \) for \( g > 0 \) and \( \varphi_1 = -\varphi_2 = -\pi/2 \) for \( g < 0 \), which have no effect on physics. These order parameters have a spatial period \( 4K(r)/u \), where \( K(r) \) is complete elliptic integrals of the first kind and \( r \in (0, 1) \) is called the modulus of elliptic integrals. After doing the math we find that if we fix \( 4K(r)/u = 2a_0 \) to determine \( u \), in agreement with numerical solution (Fig. S2), the free energy functional \( f[\psi_1(x), \psi_2(x)] \) given by Eq. (2) in the main text has a spatial period \( a_0 \), which is well consistent with all previous discussions based on numerical study. The free energy density is calculated in terms of our trial functions

\[
\mathcal{F} = \frac{1}{a_0} \int_0^{a_0} dx \left( f[\psi_1(x), \psi_2(x)] - f_0 \right).
\]

Through careful derivation, we arrive at a multi-variable function of \( \mu, \nu \) and \( r \), which takes the form

\[
\mathcal{F}(\mu, \nu; r) = A(r)\mu^4 + B(r)\nu^2 + C(r)\nu^4 + D(r)\mu^2 + F(r)\nu^2 + G(r)\mu\nu.
\]

The approximate free energy density is a quartic function of two variables \( \mu \) and \( \nu \), the coefficients of each term are only functions of the elliptic modulus \( r \). To be specific, they are

\[
A(r) = \beta \frac{(r - 1)(3r - 2)}{3r^2} + 2\beta \left( \frac{2r - 1}{3r^2} \right) E(r) K(r),
\]

\[
B(r) = 4\beta \left( \frac{r - 1}{3r^2} \right) + 2\beta \left( \frac{2 - r}{3r^2} \right) E(r) K(r),
\]

\[
C(r) = \beta \left( \frac{2 + r}{3r^2} \right) - 2\beta \left( \frac{1 + r}{3r^2} \right) E(r) K(r),
\]

\[
D(r) = 2 \left( \alpha + \frac{\hbar^2 k_0^2}{8m^*} \right) \left( \frac{r - 1}{r} + \frac{\hbar^2 k_0^2}{2m^*} \left( \frac{K(r)}{\pi} \right)^2 \left( \frac{2r - 1}{3r} \right) \right)
\]

\[+ 2 \left( \alpha - \frac{\hbar^2 k_0^2}{8m^*} \right) \left( \frac{r - 1}{r} + \frac{\hbar^2 k_0^2}{2m^*} \left( \frac{K(r)}{\pi} \right)^2 \left( \frac{2r - 1}{3r} \right) \right) E(r) K(r),
\]

\[
F(r) = 2 \left( \alpha + \frac{\hbar^2 k_0^2}{8m^*} \right) \left( -1 + \frac{\hbar^2 k_0^2}{2m^*} \left( \frac{K(r)}{\pi} \right)^2 \left( \frac{2r - 1}{3r} \right) \right)
\]

\[+ 2 \left( \alpha - \frac{\hbar^2 k_0^2}{8m^*} \right) \left( -1 + \frac{\hbar^2 k_0^2}{2m^*} \left( \frac{K(r)}{\pi} \right)^2 \left( \frac{2r - 1}{3r} \right) \right) E(r) K(r),
\]

\[
G(r) = -\frac{\hbar^2 k_0^2}{2m^*},
\]

where \( E(r) \) is complete elliptic integrals of the second kind. Here below is a convenient method to minimize the free energy density. (1) Minimize \( \mathcal{F} \) with respect to \( \{\mu, \nu\} \) at some given \( r \in (0, 1) \) by solving the following equations

\[
\begin{aligned}
\frac{\partial \mathcal{F}}{\partial \mu} &= 4A\mu^3 + 2B\mu\nu^2 + 2D\mu + G\nu = 0, \\
\frac{\partial \mathcal{F}}{\partial \nu} &= 4C\nu^3 + 2B\nu\mu^2 + 2F\nu + G\mu = 0,
\end{aligned}
\]

and check the positive-definiteness of Hessian matrix. Denote the obtained solution as \( \{\mu^*, \nu^*\} \), we compute free energy density \( \mathcal{F}(\mu^*, \nu^*; r) \). (2) Repeat such process at different \( r \)’s, and find the minimum of \( \mathcal{F} \) at some \( r^* \). This could be realized with the
help of a loop program. Then we determine the optimized order parameters $\psi_i(x)|_{[r', r'; r'']}$ and compute the free energy density $F_{\text{Anal.}} = F(\mu', \nu'; r')$ for our analytical approximate Bloch SC solution. Finally, we compare $F_{\text{Anal.}}$ with $F_{\text{Num.}}$, the free energy density of Bloch SC solution obtained from numerical study. For various sets of parameters $(|g|/|\alpha|, H)$, these two results always fit well, with an error less than 0.01%. Part of the comparison results between the free energy density $F_{\text{Num.}}$, obtained numerically based on discrete GL equations Eq. (9) in the main text and the analytical one $F_{\text{Anal.}}$ based on approximate trial solution for Bloch SC solution mentioned above are listed in Tab. S3.

| $|g|/|\alpha|$ | $|H|/|H_{\text{Anal.}}|$ | $F_{\text{Anal.}} / |\alpha| | \xi$ | $F_{\text{Num.}} / |\alpha| | \xi$ | Error |
|:---:|:---:|:---:|:---:|:---:|:---:|
| 0.5 | 0.5 | −1.678071 | −1.677578 | 0.009901% |
| 0.5 | 1.0 | −1.319053 | −1.318603 | 0.009901% |
| 0.5 | 2.0 | −1.105187 | −1.105169 | 0.009901% |
| 0.5 | 3.0 | −1.050921 | −1.050920 | 0.009901% |
| 1.0 | 0.5 | −3.030810 | −3.029804 | 0.009901% |
| 1.0 | 1.0 | −2.189501 | −2.186640 | 0.009901% |
| 1.0 | 2.0 | −1.431888 | −1.431592 | 0.009901% |
| 1.0 | 3.0 | −1.208530 | −1.208515 | 0.009901% |
| 2.0 | 0.5 | −7.187062 | −7.144779 | 0.009901% |
| 2.0 | 1.0 | −5.314610 | −5.305759 | 0.009901% |
| 2.0 | 2.0 | −2.862650 | −2.859161 | 0.009901% |
| 2.0 | 3.0 | −1.904214 | −1.903928 | 0.009901% |
| 3.0 | 0.5 | −13.225541 | −13.216270 | 0.009901% |
| 3.0 | 1.0 | −10.208868 | −10.196057 | 0.009901% |
| 3.0 | 2.0 | −5.521574 | −5.508925 | 0.009901% |
| 3.0 | 3.0 | −3.253362 | −3.251645 | 0.009901% |

We could restore two special solutions at $H = 0$ and $g \to 0$ discussed before we carry out the generic Bloch solution from this analytical expression Eq. (S24). (1) As $H$ very close to 0, we expand the coefficients near $r = 1$, giving $A = B = D = G = 0$ and $C = \beta, F = 2(\alpha - |g|)$, thus the free energy density reads

$$F = \beta \nu^4 + 2(\alpha - |g|)\nu^2.$$ (S26)

All terms related with $\mu$ vanishes. Minimization gives $\nu^2 = -\beta^{-1}(\alpha - |g|)$, and the minimum free energy density is

$$F|_{H=0} = -\frac{1}{\beta}(\alpha - |g|)^2.$$ (S27)

Mathematically $\sin(u\chi; r) \to \tanh(u\chi)$ as $r \to 1$ and $u \to \infty$ as $H \to 0$, so $\psi_i(x)|_{H \to 0} \to i\eta e^{i\epsilon} \sqrt{-\beta^{-1}(\alpha - |g|)}$. Hence we deduce that strictly at $H = 0$, the only solution is an FF state solution, with superfluid density $\rho_{\psi|^2}|_{H=0} = e^{-\beta^{-1}(\alpha - |g|)}$.

(2) As $g$ very close to zero, we expand these coefficients in terms of series in $r$ near $r = 0$. Up to leading order, we have

$$A = C = \frac{3}{8}\beta, \quad B = \frac{\beta}{4},$$

$$D = F = \alpha + \frac{\hbar^2 k_0^2}{4m^2},$$

$$G = -\frac{\hbar^2 k_0^2}{2m^2}.$$ (S28)

This gives exactly the free energy density at $g = 0$

$$F = \frac{3}{8}\beta(\mu^4 + \nu^4) + \frac{\beta}{4}\mu^2\nu^2 + \left(2\alpha + \frac{\hbar^2 k_0^2}{2m^2}\right)(\mu^2 + \nu^2) - \frac{\hbar^2 k_0^2}{2m^2}\mu\nu.$$ (S28)

Minimize the free energy density by setting $\partial F / \partial \mu = \partial F / \partial \nu = 0$ in this condition, yielding

$$\begin{cases}
3 \beta \mu^3 + \frac{\beta}{2} \mu \nu^2 + \left(2\alpha + \frac{\hbar^2 k_0^2}{2m^2}\right) \mu - \frac{\hbar^2 k_0^2}{2m^2} \nu = 0, \\
3 \beta \nu^3 + \frac{\beta}{2} \nu \mu^2 + \left(2\alpha + \frac{\hbar^2 k_0^2}{2m^2}\right) \nu - \frac{\hbar^2 k_0^2}{2m^2} \mu = 0.
\end{cases}$$
It could be proved that real number solution for \( \mu \neq \nu \) does not exist and the only non-trivial solution reads

\[
\mu = \nu = \sqrt{\frac{\sigma}{\beta}} = \sqrt{\rho_\text{so}}.
\]

Mathematically \( \sin(ux; r) \to \sin(ux) \) and \( \cos(ux; r) \to \cos(ux) \) as \( r \to 0 \). Note that \( K(0) = \pi/2, \) thus we have \( u = 2K(r)/a_0 = k_0/2 \) from periodic condition. Then the solution at \( g = 0 \) reads \( \psi_1(x)_{|g=0} = \sqrt{\rho_\text{so}} e^{\imath \theta_0} \), exactly an decoupled SC state, consistent with Eq. (6) in the main text. And the free energy density is \( f_{\xi|x=0} = -\alpha^2/\beta \).

So far we could conclude that strictly at \( H = 0, \) physically the system only have an FF state solution. At \( g = 0, \) the ground state of the system is an decoupled SC state with, while the FF state solution serves as an excited state which survives up to \( H_c^*(g = 0) = \Phi_0/n\alpha \xi. \) For large enough \( H, \) we could assume \(|\xi| \ll \epsilon_\mu = \hbar^2 k_0^2/8m^* \) in the coefficients of Eq. (S24) and obtain an approximate solution at \( r \to 0, \) very close to an decoupled SC state, as Fig. 2(c) implies.

With the analytical expression of the approximate Bloch SC solution Eq. (S22), we could calculate local superfluid density and supercurrent density by definition Eq. (S19).

\[
\begin{align*}
\rho_s(x) &= \vert \psi_1(x) \vert^2 = \mu^2 \sin^2(ux; r) + \nu^2 \sin^2(ux; r) \\
J_{\alpha}(x) &= \frac{\epsilon^2}{2m^*} \left[ \left( \psi_1(x) \partial_x \psi(x) - \psi_1(x) \partial_x \psi_1(x) \right) - \frac{\epsilon^2}{m^*} \vert \psi_1(x) \vert^2 A_\alpha \right] \\
&= \frac{\epsilon^2}{2m^*} \left( 2\epsilon \frac{K(r)}{\mu \nu} - \frac{K(r)}{\mu \nu} + \frac{\epsilon^2}{m^*} \vert \psi_1(x) \vert^2 A_\alpha \right) \\
&= \frac{\epsilon^2}{2m^*} \left[ \frac{2K(r)}{\pi} \frac{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)}{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)} \right] \\
&= \frac{\epsilon^2}{2m^*} \left[ \frac{2K(r)}{\pi} \frac{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)}{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)} \right] dx.
\end{align*}
\]

where \( u = 2K(r)/a_0 \). The contribution from net orbital magnetization reads

\[
\begin{align*}
\frac{m^*c}{e^*} \int J_{\alpha}(x) \rho_s(x) : dx &= \frac{m^*c}{e^*} \left[ \int_0^{\Phi_0} J_{\alpha}(x) \rho_s(x) dx + \int_0^{\Phi_0} J_{\alpha}(x) \rho_s(x) dx \right] \\
&= \frac{m^*c}{e^*} \left[ \int_0^{\Phi_0} \frac{2K(r)}{\pi} \frac{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)}{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)} - 1 \right] dx \\
&= H_a \int_0^{\Phi_0} \frac{2K(r)}{\pi} \frac{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)}{\mu \nu \sin^2(ux; r) + \nu^2 \sin^2(ux; r)} - 1 \right] dx.
\end{align*}
\]

Substituting our solution \(|\mu^*, \nu^*, r^*\) at any given parameters \(|\xi|/|\alpha|, H|\) into the above expression all yields net orbital magnetization of Bloch SC solution equals 0, which is in good agreement with our deduction based on numerical solution Eq. (S21). Hence the fluxoid in one period \( a_0 \) is

\[
\Phi' = \oint \mathbf{A} \cdot ds + \frac{m^*c}{e^*} \int \frac{J_{\alpha}(x)}{\rho_s(x)} : ds = \Phi_0.
\]

Estimation of the scale of physical parameters

We do not consider temperature dependence in our model, for any given temperature \( T < T_c, \) \( \alpha(T) < 0 \) and is treated as a constant, whose absolute value \(|\alpha(T)|\) serves as energy unit in our numerical solution to measure \( g. \) All the above theoretical derivations are expressed in Gaussian units \( B = H \) for convenience, whereas in SI units, \( B = \mu_0 H. \) Experimentally, \( H_{c2,\perp} \) usually scales at about 5000A/m, so \( B_{c2,\perp} \sim 6 \times 10^3\mathrm{T} = 6\text{mT} \). This gives a coherence length \( \xi \sim 2 \times 10^{-7}\text{m} = 200\text{nm} \) and \(|\alpha| = \hbar^2(2m^*\xi^2)^{-1} \sim 10^{-7}\text{eV} \sim 10^{-4}\text{meV} \). If the applied in-plane magnetic field \( B_\parallel \) scales as \( B_{c2,\perp} \sim 1 \sim 10\text{mT}, \) and the interlayer spacing \( a \) scales at atomic level about \( 1 \sim 100\text{Å} \) or \( 1 \sim 10\text{nm}, \) the period of local superfluid density \( \rho_s(x) = \vert \psi_1(x) \vert^2, \) namely \( a_0 = \Phi_0/B_\parallel a, \) would scale about \( 10^{-7}\text{m} = 1\text{μm}. \) Besides, and Josephson coupling energy \( g \) is measured in unit \(|\alpha| \) and \( s \) scales about \( 10^{-4}\text{meV}. \)

**STABILITY OF THE BILAYER SUPERCONDUCTING SYSTEM IN THE PRESENCE OF A TILTED MAGNETIC FIELD**

**General solution of critical perpendicular magnetic field**

As mentioned in the main text, in our numerical study on the bilayer SC system in the presence of only an in-plane magnetic field, mathematically the Bloch solution exists throughout the whole phase diagram. Therefore an actual parallel critical field
The linearized GL equations could be expressed in the following matrix form

\[
\begin{pmatrix}
\hat{H}_1 & g \\
g & \hat{H}_2
\end{pmatrix}
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} = -\alpha
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix}.
\]

This matrix operator equation could be regarded as a “Schrödinger” equation \( \hat{H}\Psi = E\Psi \), where \( \Psi = (\psi_1, \psi_2)^T \) and the “Hamiltonian” matrix takes the form

\[
\hat{H} = \begin{pmatrix}
\hat{H}_1 & g \\
g & \hat{H}_2
\end{pmatrix}.
\]

However, our treatment is somewhat different from solving an ordinary quantum mechanical equation problem. Now the “Hamiltonian” \( \hat{H} \) is dependent on parameters \( H \) and \( g \), whose eigenvalue \( E \) is fixed to \(-\alpha\). Our target is to obtain maximum \( H_\perp \) at given parameters \( H_\parallel \) and \( g \). Note that \( \hat{p}_z = -ih\partial_x \) commutes with the Hamiltonian. Then

\[
\hat{H}_l = \frac{1}{2m^*} \left( \frac{\hbar}{i} \frac{\partial}{\partial x} - \eta_l e^* H_\parallel a_l \right)^2 + \frac{1}{2m^*} \left( \frac{\hbar}{i} \frac{\partial}{\partial y} - \frac{e^* H_\parallel}{c} x \right)^2
\]

\[
= \frac{1}{2m^*} \left( \hat{p}_z - \eta_l \hbar k_0 \right)^2 + \frac{1}{2m^*} \omega_{c\perp}^2 (\hat{x} - x_0)^2,
\]

where we define the “cyclotron frequencies” \( \omega_{c\parallel} = e^* H_\parallel / mc \), and “center shift” \( x_0 = p_e / e^* H_\parallel \). Here \( k_0 = 2\pi H_\parallel a_l / \Phi_0 \) is so defined in agreement with our main study. Define \( \hat{\xi} = \hat{x} - x_0 \) and \( \hat{\rho}_z = -ih\partial_\xi = -ih\partial_x = \hat{p}_z \), we have

\[
\hat{H}_l = \frac{\hat{p}_z^2}{2m^*} + \frac{1}{2m^*} \omega_{c\perp}^2 \hat{\xi}^2 - \eta_l \hbar k_0 \frac{\hat{p}_z}{2m^*} + \frac{\hbar^2 k_0^2}{8m^*}.
\]

This is exactly a Hamiltonian operator of a dissipative harmonic oscillator, thus we could re-express the “Hamiltonian” in terms of bosonic ladder operators

\[
\hat{H} = \omega \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) \tau_0 - v(\hat{a}^\dagger + \hat{a}) \tau_3 + g \tau_1 + \epsilon_H \tau_0.
\]
where $\tau_1, \tau_3$ are Pauli matrices for layer degree of freedom and $\tau_0$ is identity matrix. The coefficients are defined as $\omega \equiv \hbar \omega_{\perp}$, $\varepsilon_H \equiv \hbar^2 k_0^2/8m^* = m^* \omega_{\parallel}^2 a^2/8$ and $\nu = \sqrt{\varepsilon_H/\omega}$ is related with both parallel and perpendicular magnetic fields. To show the detail, the ladder operators are defined as $\hat{a} = e^{-i\pi/2} \hat{b}^\dagger$, $\hat{a}^\dagger = e^{i\pi/2} \hat{b}^\dagger$, where $\hat{b} = (2m^* \hbar \omega_{\perp})^{-1/2}(m^* \omega_{\perp} \hat{c}^\dagger + i \hat{c})$. The eigenvalues of $\hat{H}$ are unchanged under a unitary transformation $U = \exp(i\tau_2/4)$, and we move the constants to the right hand side of our original “Schrödinger” equation, yielding $\hat{H}_{\text{R}} \hat{\Psi}_R = E_R \hat{\Psi}_R$, where

$$\hat{H}_{\text{R}} = \omega \hat{a}^\dagger \hat{a} \tau_0 + \nu(\hat{a}^\dagger + \hat{a}) \tau_1 + g \tau_3. \quad (S37)$$

This is exactly the so-called Rabi model [43], which is often discussed in quantum optics. Rabi model describes a harmonic oscillator (bosonic mode) coupled to a “spin” or two-level system. Here $\nu$ seems to be “coupling strength” between them, and $g$ is the “level splitting”, which is actually the interlayer Josephson tunneling in our realistic model.

In our study, we first solve the Rabi model at given parameters $(g, H_{\text{R}})$ and various $H_\perp$, obtaining the eigenvalues $E_R(\omega)$, which is related with $H_\perp$, then we solve the following equation

$$E_R(\omega) = -\left(\alpha + \frac{\omega}{2} + \varepsilon_H\right) \quad (S38)$$

for all eigenvalues and obtain a set of values $\omega$. The allowed maximum value of $\omega = \hbar \omega_{\perp}$ hence gives $H_{\text{R}}$. However, Rabi model does not have explicit analytical solutions, so we have to solve it numerically [44, 45]. In this research, we apply exact diagonalization to the Rabi model with a truncation up to $N_{\text{trunc}} = 50$ in occupation number of the bosonic mode. Then we solve $\omega$ with Eq. (S38) for all eigenvalues, and the maximum $\omega$ among all the solutions is expected. Practically, using the first few eigenvalues is enough to obtain $\omega_{\text{max}}$, and hence $H_{\text{R}}$. We measure coupling energy $g$ in units $|\alpha|$, and parallel magnetic field in dimensionless value $\gamma = (H_{\parallel}/H_{c2}) \cdot (|\alpha|/\xi)$. The perpendicular magnetic field could be measured directly in unit $H_{c2}$. We study how perpendicular critical field of this weak-linked bilayer SC system, $H_{c2,\perp}$, changes with in-plane magnetic field $H_{\parallel}$ and Josephson tunneling $g$. The results are shown in Fig. S3.

![FIG. S3. Numerical results for perpendicular upper critical field, as functions of $H_{\parallel}$ and $g$. (a) Plot of $H_{c2,\perp}^{\text{BL}}$ as a function of $H_{\parallel}$, (b) Plot of $H_{c2,\perp}^{\text{ML}}$ as a function of $g$, where the legends represent dimensionless value $\gamma = (H_{\parallel}/H_{c2}) \cdot (|\alpha|/\xi)$.](image)

**Analytical approach at specific limits**

1. Large-$g$ limit, for $|g| \gg \varepsilon_H$. Assume $|g|$ is comparable with $|\alpha|, \omega$ and far greater than $\nu$, which means $\varepsilon_H \ll \omega, |g|$, rotation wave approximation (RWA) could be carried out and we are led to an analytically solvable Jaynes-Cummings (JC) model [46]

$$\hat{H}_{\text{JC}} = \omega \hat{a}^\dagger \hat{a} + \nu(\hat{a}^\dagger \tau_- + \hat{a} \tau^+) + g \tau_3, \quad (S39)$$

where $\tau^\pm = (\tau_1 \pm i\tau_2)/2$. From $\varepsilon_H \ll |\alpha|, \omega$, we derive the limiting condition for the applied fields $\gamma = (H_{\parallel}/H_{c2,\perp}) \cdot (|\alpha|/\xi) \ll 2$, and $\ell_\perp \sim O(\xi) \ll \ell_{\parallel}^2/a$, where $\ell$ is the “cyclotron radius” and defined as $\ell_{\parallel} \equiv \sqrt{\hbar/m^* \omega_{\parallel}} = \sqrt{\Phi_0/2\pi H_{\parallel}}$. The JC model
Eq. (S39) is exactly solved and analytically we arrive at \( \omega_{\text{max}} = 2(|\alpha| + |g| - \epsilon_H) \) under this condition. Hence the perpendicular critical field reads

\[
H_{c2\perp}^{\text{BL}} = H_{c2\perp}^{\text{ML}} \left( 1 + \frac{|g|}{|\alpha|} \right) - \frac{2\pi}{\Phi_0} \left( \frac{H_{\parallel} a}{2} \right)^2.
\] (S40)

Note that if \( H_{\parallel} = 0 \), without parallel field, for such a bilayer superconducting system, the perpendicular critical field shifts to

\[
H_{c2\perp}^{\text{BL}} = H_{c2\perp}^{\text{ML}} \left( 1 + \frac{|g|}{|\alpha|} \right)
\]
due to the interlayer Josephson tunneling \( g \), compared with \( H_{c2\perp}^{\text{ML}} \). When applying to the system a very small parallel field, the perpendicular critical field slightly decreases by last term in Eq. (S40).

(2) Small-\( g \) limit, with \( |g| \ll O(|\alpha|) \). Return to our original model Eq. (S36), we could rewrite it as

\[
\hat{H} = \hat{H}_0 + \hat{H}' + \frac{\omega}{2} + \epsilon_H,
\] (S41)

where \( \hat{H}_0 = \omega \hat{a}^\dagger \hat{a} - \nu(\hat{a}^\dagger + \hat{a})\sigma^z \) and \( \hat{H}' = g\sigma^x \). If \( g \ll \omega \sim O(|\alpha|) \), this model could be solved with the help of perturbation theory, leaving a transcendental equation \( \omega = 2|\alpha| + 2g \exp(-2\epsilon_H/\omega) \) for our study. Now that \( |g| \ll \omega \) and \( \omega \) scales as \( 2|\alpha| \), the larger solution, which determines \( H_{c2\perp}^{\text{BL}} \), should come from the equation \( \omega = 2|\alpha| + 2|g| \exp(-2\epsilon_H/\omega) \), regardless of the sign of \( g \). For \( 2\epsilon_H \gg \omega \sim 2|\alpha| \), i.e. \( \gamma \ll 2 \), we arrive at one approximate equation \( \omega_{\text{max}} = 2|\alpha| \). For \( 2\epsilon_H \ll \omega \sim 2|\alpha| \), i.e. \( \gamma \gg 2 \), we arrive at an approximate solution to this transcendental equation

\[
\omega_{\text{max}} = 2|\alpha| + 2|g| \exp\left( -\frac{\epsilon_H}{|\alpha| + |g|} \right).
\]

That is, under the condition \( |g|/|\alpha| \ll 1 \), if \( \gamma \ll 2 \),

\[
H_{c2\perp}^{\text{BL}} = \frac{\Phi_0}{2\pi} = H_{c2\perp}^{\text{ML}},
\] (S42a)

which means the Josephson tunneling and parallel magnetic field are weak enough, the bilayer system is almost two individual monolayers in the presence of a perpendicular field. Whereas if \( \gamma \gg 2 \)

\[
H_{c2\perp}^{\text{BL}} = H_{c2\perp}^{\text{ML}} \left( 1 + \frac{|g|}{|\alpha|} \right) \exp\left[ -\frac{1}{1 + |g|/|\alpha|} \left( \frac{\pi a \epsilon_H}{\Phi_0} \right)^2 \right].
\] (S42b)

Both Eqs. (S40) and (S42) are in good agreement with numerical results Fig. S3 at corresponding limiting conditions.