Abstract. The increasing of flights around the world has led to various problems for the aeronautical industry such as saturated air space and higher levels of fossil fuel consumption. The way in which en-route flights are handled should be improved in order to increase airways’ capacity. A solution is to make aircraft to arrive at specific waypoints at a time constraint called Required Time of Arrival (RTA). Fossil fuel brings as a consequence the release of polluting particles to the atmosphere such as carbon dioxide and nitrogen oxides. It is thus desirable to compute the most economical trajectory in terms of fuel burn while fulfilling the RTA constraint. This article proposes a horizontal reference trajectory optimization algorithm based on the Particle Swarm Optimization technique in order to reduce fuel burn while fulfilling the RTA constraint. Results showed that for a flight without RTA constraint, up to 4% of fuel can be saved comparing against the trajectory of reference. The algorithm was normally able to meet the RTA constrain. However, aggressive RTA constraints might reduce the optimization levels of fuel compared with flights without RTA constraint.

1 Introduction

Air traffic is expected to grow in the forthcoming years according with market outlooks by Airbus1 and Boeing2. The geographical places where traffic is expected to have an important growth are those in development: Asia, and Latin America.

The traffic increase has a direct impact on the fossil fuel required to power flights, and thus in the number of polluting particles released to the atmosphere. Among these particles, Carbon dioxide (CO2), Nitrogen Oxides (NOx), and hydrocarbons (HC) are of interest: CO2 has been of special interest due to its effect on the global warming effect, NOx has been attributed to deplete the ozone layer [1], and HC cause health problems and reduces the air quality [2].

From an economical perspective, it is expected that government will impose economic measures for pollution avoidance, especially for CO2. Fossil fuel also represents an important expense for airlines as any reduction on fuel burn could positively impact profit.
Because of these two reasons (pollution and economic consequences), the importance of reducing fuel consumption becomes evident.

By recognizing the impact of fuel to profits, airlines have implemented different measurements to reduce fuel consumption. As discussed in [3], these measurements consists, among others, in improving efficiency by washing dirt off, reduce the use of the auxiliary power, and the aircraft weight reduction by using lighter equipment.

Flight operations might also reduce fuel consumption. According to different studies, in the continental United States airspace [4, 5] and in the Turkish airspace [6] aircraft do not fly at their optimal speeds and altitudes. It is thus of interest to provide the aircraft with a more economical reference trajectory.

One of the first improvements in trajectory optimization was in the descent phase. A descent procedure called a Continuous Descent Approach (CDA) was developed. Nevertheless, care must be given to correctly compute the beginning of descent location point to avoid missing the descent leading to a missed approach, which according to [7] it is expensive in terms of fuel consumption. The CDA technique has been implemented at different airports and gave good results [8-11].

Reference trajectory and airspace optimization are of interest to reduce fuel consumption, and to increment the airspace capacity while guaranteeing aircraft separation and safety. Different countries have been working in various programs to improve and optimize the airspace. In this context, the United States are developing the Next Generation of ATM System (NextGen), and Europe has been working with the Single European Sky ATM Research (SESAR).

These programs proposed the Trajectory Based Operations (TBO) or the Intended Based Operations (IBO). By use of these operations, the aircraft would be able to negotiate its optimal reference trajectory with traffic control instead of having an imposed reference trajectory. Future systems intend to use intended 4D trajectories, which means that aircraft position (lat/lon), speed, altitude and Required Time of Arrival (RTA) to a given (or to a set) waypoint will be required.

Reference trajectory optimization could be classified in two main different types: the set of coordinates (waypoints) an aircraft has to follow, which is known as Lateral NAVigation reference trajectory (LNAV) and the set of speeds and altitudes that the aircraft has to follow, which is known as Vertical NAVigation reference trajectory (VNAV). In VNAV, the aircraft can perform changes in altitude (step climbs) in order to find favourable weather or less air resistance (drag force) into the flight in order to reduce fuel consumption [12].

Computing the most efficient trajectory in terms of fuel burn is difficult since the aircraft fuel burn is affected by different parameters such as weather, the change of mass due to fuel consumption, the diversity of combinations available to perform the flight, and the infinite positions where to execute a step-climb.

To compute the most economical trajectory, different algorithms using optimal control have been used as in [13-18] have been implemented. The VNAV reference trajectory for all flight phases has been optimized by using the golden search section and step climbs [19], a search space reduction algorithms were developed in [20, 21], and the branch and bound algorithm was implemented in [22], both algorithms were later coupled to reduce the computation time [23]. Genetic Algorithms were also used to find the waypoints where to maximize fuel savings [24].

For the LNAV reference trajectory Classical optimization techniques such as finding the shortest path technique have been used to find the most efficient LNAV trajectory [25, 26] a as well as avoiding obstacles in LNAV for general purposes aircraft. [27]. Dijkstra’s Metaheuristic algorithms have been successfully used to compute the optimal LNAV trajectory at fixed altitudes [28-30].
The objective of this paper is to validate the potential of the Particle Swarm Optimization (PSO) Algorithm in order to find the most economical reference trajectory in LNAV between two points for intercontinental flights. Through this paper, the word “optimal” refers to the trajectory that provides the most economical fuel consumption. This paper is arranged as follows. Firstly, the fuel burn model is described along with the way in which the flight cost is computed. Next, the weather model is explained. Then, the search space and the objective function are presented. Then, the PSO algorithm implementation is detailed, followed by results and conclusions.

2 Methodology

2.1 Fuel Burn Model and Trajectory Cost Computation

Captions The fuel burn is computed using a Performance Data Base (PDB) which was developed using flight test data. The PDB is a set of tables that provide for given inputs a certain output. The inputs for the cruise phase table are the Aircraft weight, Speed (Mach or IAS), altitude, and the International Standard Atmosphere Temperature Deviation (ISA_DEV). The ISA_DEV gives the difference between the real temperature and the temperature provided by the standard atmosphere model. The PDB gives as result the fuel flow for those flight conditions.

Use of a PDB requires a procedure to compute the flight fuel consumption. A complete methodology to compute the flight cost from a database by considering all flight phases such as climb, acceleration, cruise, descent, and deceleration was discussed in [29, 30]. In this paper, only the procedure to compute the fuel consumption in the cruise phase is briefly explained.

Because of the fact that not each required input value is available to provide the required output (fuel flow for the cruise phase), interpolations are required. For these interpolations to be performed, first the lower and the upper bounds surrounding the required values are identified, which is done for each input. A set of linear interpolations are executed to compute the required output from the identified inputs. Figure 1 provides a scheme of the interpolations required to obtain a given fuel flow for a flight condition.

![Figure 1. Interpolation Schema](image-url)
In order to obtain the fuel burn for a given cruise distance, the trajectory is divided in different segments. The obtained fuel flow is multiplied by the flight time required to travel a given segment as shown in Eq. (1).

$$FB_{\text{seg}} = FF_{\text{seg}} \times \text{Flight Time}$$  \hspace{1cm} (1)

As fuel is burned during flight, the aircraft mass diminishes over time. This fuel burned should be reduced from the total aircraft weight every time the aircraft flies a pre-defined distance. This distance is important since the accuracy of results depends on how often the aircraft mass is updated, the more often the mass is updated, the more accurate the fuel consumption computation is. However, updating the aircraft mass too often will have as a consequence the execution of a high number of interpolations, that might increase the computation time. These computations are performed until the last segment is flown.

The flight time to travel a given distance must be computed using the Ground Speed (GS), which takes into account wind effects as shown in Eq (2), not the True Air Speed (TAS) or the Indicated Mach number.

$$GS = TAS \pm \text{Wind Speed}$$  \hspace{1cm} (2)

### 2.2 Weather Data

Weather data was obtained from the open weather data forecast generated daily by Weather Canada. These data are provided under the form of a grid that contains the weather information for all over the world for different altitudes at different hours. This grid is provided with a resolution of 0.6 km x 0.6 km.

A detailed method that process the weather information and computes the ground speed can be found in [31]. A brief description on the way to obtain the weather information is described. Firstly, the 4 points of the grid surrounding the aircraft are identified. Then, the four points are interpolated for the required altitude and time. Finally, a bilinear interpolation can be executed to obtain the required weather parameter (e.g. Wind, Temperature) at the aircraft position, and time. Figure 2 schematically shows the steps, and the interpolations followed to compute the weather information before executing bi-linear interpolations.

**Figure. 2.** Weather Interpolations
2.3 Search Space

The search space can be modelled as a weighted graph where edges (E) connect nodes (V). As the study of interest concerns the cruise phase, the first waypoint is the Top of Climb (TOC) and the last waypoint is the Top of Descent (TOD).

In Figure 3, every “node” is considered as a possible waypoint where the aircraft can fly to. The weight expressed in every vertex corresponds to the cost required to reach the connected node.

![Figure 3: Lateral Reference Trajectory Asymmetric Graph](image)

2.4 The Optimal Solution and the Objective Function

The algorithm aims to minimize Eq (3).

\[
\text{Flight Cost} = \text{Fuel Burn} + \text{abs}(\text{RTA_error}) \times \text{RTA\_cost}
\]

where RTA_error is the difference between the arrival time and the RTA constraint. RTA_cost is the unit cost of missing the RTA. A flight that misses the RTA constraint becomes more expensive, as it is penalized with an extra cost (RTA_cost), thus it is most likely to be rejected by the algorithm. This cost increase is given by the time difference between the arrival time, and the RTA constraint multiplied by a user pre-defined RTA_cost. The larger the difference between the arrival time and the required RTA is, the more expensive the flight cost becomes. It should be noted that this artificial flight cost is an artificial cost used only to reject trajectories that do not fulfil the RTA constraint.

3 The Algorithm

3.1 The Particle Optimization Algorithm

The objective is to find the combinations of waypoints from the ToC to the ToD that would provide the most economical way to connect them. For this is a combinatorial problem resolution, it has been proved that the metaheuristic PSO algorithm performs well in finding very good solutions. The PSO, first described in [32], mimics the behaviour of social animals which follow a leader during their activities such as flocks of birds or fish schools.

The PSO algorithm is iterative. At every iteration, particles are modified in order to find new solutions within the search space. These particles are influenced by their own position, a global leader’s positions and another particle’s positions. Each particle in the PSO algorithm can be define as a set of waypoints from ToC to ToD, or in other words, as a complete trajectory. The equations that model these influences are shown in Eq (4) and Eq (5).
where \(i\) is a trajectory, and \(k\) is the current iteration. \(D\) is the particle’s displacement associated with the parameter \(i\), which indicates if the displacement is in the lateral or vertical reference trajectory. \(X\) is the next particle’s location. \(B_g\) is the best global trajectory position, and \(B_l\) is the best local trajectory position. In order to have an influence in the solution convergence, there are 3 random parameters \(R_\omega\), \(R_1\), and \(R_2\) with values between 0 and 1. The role of these parameters \(R\) is to determine the influence on the particle’s movement. The parameters \(c_1\) and \(c_2\) are positive constants provided by the user, which influence the particle movement in reference to the \(B_g\), \(B_l\). The parameter \(\omega\) refers to the aircraft’s inertia and it is set by user. The inertia represents the particles tendency to keep the same direction on the search space.

### 3.2 The LNAV Optimization Algorithm

The steps required to compute the optimal LNAV reference trajectory is as follows:

- **Step 1**: Random Trajectory Generation. Different clusters with a pre-defined number of trajectories are randomly generated.
- **Step 2**: Flight Cost Evaluation and Selection. All trajectories are evaluated. The most economical is set as the current global leader. The most economical trajectory of each cluster is defined as a local leader.
- **Step 3**: Random Vectors Generation. \(R\) vectors are randomly generated.
- **Step 4**: Displacement Computation. The displacement for every single trajectory is computed with Eq (4) and the vectors generated in Step 3. Displacement for this work consists on the set of waypoints to follow and the Mach Speed.
- **Step 5**: New position Computation. The new particle’s position (reference trajectory) is updated with the computed displacement in Step 4 using Eq (5).
- **Step 6**: New trajectories evaluation and leaders updated. The flight cost of every trajectory is evaluated. The most economical trajectory is defined as the global leader particle and the most economical trajectory of every cluster is defined as a local leader.
- **Step 7**: Stopping criteria. The algorithm stops if a given number of iterations is reached. Otherwise, it returns to step 3.

### 4 Results

The fuel saving potential of the trajectories provide by the algorithm was evaluated for a two engine, wide body aircraft with a mass of 125000 kg at the ToC and a fixed cruise altitude of 34,000 ft. It was considered that the aircraft is flying under the TBO concept, free to fly anywhere in the search space. All flights were intercontinental flights. Optimized flights are compared with their geodesic trajectories (shortest paths in a sphere).

Two sets of LNAV result are presented, one considering only the fuel optimization potential and the other one the optimization with a RTA constraint.
4.1 LNAV Optimization

The first set of results aim to validate the potential of the PSO algorithm to reduce fuel burn. Six different flights: Montreal to Innsbruck (YUL – INS), Montreal to Grand Canary Island (YUL – LEP), Montreal to London (YUL – LON), Vancouver to Grand Canary Island (YVR – LPS), and Los Angeles to Innsbruck (LAX – INS). Fuel saving results are shown in Figure 4.

It can be seen from Figure 4 that all flights gave better results than the geodesic trajectory of reference. It can also be seen that the longest trajectories (YVR – LPS and LAX – INS) gave more fuel savings than the other routes. This is because the longer the trajectories the algorithm was, depending the case, able to benefit from tail winds or avoid head winds for a longer period.

4.2 LNAV Optimization with RTA constraint

The second set of results aimed to observe the optimization savings when a RTA constraint was set. In this case, the RTA allowed error was of +/- 30 seconds, and the Mach numbers that the algorithm could select were between 0.62 and 0.8. The same flight cases were evaluated as the ones in Section 4.1. The RTA constrain was selected quit aggressive by setting it to be the same value as the reference trajectory. Fuel saving results are shown in Figure 5.

![Figure 4. Flight Savings without a RTA Constraint.](image1)

![Figure 5. Flight Savings with a RTA Constraint.](image2)
It can be seen from Figure 5 that by imposing an aggressive RTA constraint, the optimization is reduced to practically zero. Even the flight YUL – LON recorded a more expensive flight than the reference flight.

The RTA constraint information is shown in Table 1 where in almost all cases, the RTA constraint was met. The only exception were the flights YVR – LPR and LAX – INS which are the longest ones. It can be seen that the first 4 flights (with similar distances) were all close to the RTA limit. The highest error for the RTA was given by the LAX – INS flight which was also the longest flight. This result was due to the fact that the algorithm only generates one Mach number during flight. To reduce this error, the algorithm should be able to change aircraft speed during flight.

| Flight    | TOC | TOD RTA | Optimal Arrival | Error (s) | Flight Time (h) |
|-----------|-----|---------|-----------------|-----------|-----------------|
| YUL - INS | 4   | 11.742  | 11.741          | 28        | 7.7             |
| YUL - LEP | 4   | 10.812  | 10.813          | 25        | 6.8             |
| YUL - LON | 4   | 10.492  | 10.495          | 23        | 6.5             |
| YUL - AMS | 4   | 10.840  | 10.838          | 25        | 6.8             |
| YVR - LPS | 4   | 14.745  | 14.736          | 39        | 10.7            |
| LAX - INS | 4   | 15.707  | 15.695          | 42        | 11.7            |

5 Conclusion

The LNAV optimization algorithm based on PSO was able to find combinations of waypoints and a Mach number that would reduce the flight consumption up to 4% with respect to the reference trajectory. This fact could potentially lead to a reduction of polluting emissions and the flight cost.

The algorithm should be able to generate more than one Mach number per flight in order to meet the RTA constraint and to save fuel for long-haul flights. It was observed that by imposing aggressive RTAs, the optimization opportunities might be reduced.
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