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1 Introduction

A local field \( K \) is a locally compact, non-discrete and totally discontinuous field. A typical example is the field of \( p \)-adic numbers \( \mathbb{Q}_p \) for \( p \) prime. There is an extensive literature on local fields in number theory [Cas86], analysis [vR78,Sch07], representation theory [CR66], mathematical physics [VVZ94,Khr13] and probability [Eva01b,EL07,AZ01]. While there has been an established theory for probability over local fields [Eva01b], statistical problems such as maximum likelihood and conditional independence have not been considered to our best knowledge. This paper aims to lay the foundations for this theory.

One big motivator for us is the allure of a rich theory. There are nice analogues of fundamental objects in statistics over local fields, so one would hope that these objects are just nice enough to bring clean, complete characterizations that lead to an interesting and beautiful field. Specifically, as shown by Evans [Eva01b], Gaussian distributions on \( K^d \) display a tight link between orthogonality and independence. In general, \( d \)-dimensional \( K \)-Gaussians are parametrized by lattices in \( K^d \). These lattices are analogous to the covariance matrix of real Gaussians, with the Bruhat-Tits building for the special linear group \( \text{SL}_d(K) \) plays the role of the cone of positive semidefinite matrices. These properties allow solutions to statistical problems to be stated in terms of the geometry of the underlying lattices. In this paper we offer two such results, one on maximum
likelihood estimation, the other on conditional independence of Gaussians on \( K^d \). Definitions of relevant terms are given in the text.

**Theorem 1.1** Let \( X = \{x_1, \ldots, x_N\} \) be a dataset of points in \( K^d \) of full rank. Then there is a unique full-dimensional Gaussian \( G \) in \( K^d \) that maximizes \( P(X|G) \), whose corresponding lattice is given by \( L_X = \text{span}(X) \).

**Theorem 1.2** Let \( X := (X_1, \ldots, X_d)^T \) be a Gaussian vector in \( K^d \) and \( I \) a proper subset of \([d]\). The maximal subsets \( J := \{j_1, \ldots, j_r\} \) of \([1, \ldots, d]\) \( \setminus \) \( I \) such that \( X_{j_1}, \ldots, X_{j_r} \) are mutually independent given \( X_I \) are the bases of an \( F_q \)-realizable matroid with base set \( \{1, \ldots, d\} \setminus I \) where \( q \) is the module of \( K \).

For simplicity we stated Theorem 1.1 with the full-rank assumption. Generalization to the low rank case is discussed in Section 3. We also remark that the proof of Theorem 1.2 gives an explicit construction of the matroid.

Our third theorem is motivated by the quest for the analogue of the Gaussian measure on the tropical affine space. In the recent years, this space has found fundamental applications in a diverse range of applications, from phylogenetics [YZZ19,LMY] to social choice theory [EVD04,Tra13], game theory [AGG12] and economics [BK13,TY19]. Of the various ways to define a ‘tropical Gaussian measure’ [Tra18], tropicalizing a Gaussian vector on a local field is the most theoretically attractive approach, for it opens up the possibility to formulate probabilistic questions in tropical algebraic geometry. We show that in dimension two, the tropicalization of such Gaussian measures is an interesting family of distributions which are in bijection with normalized supermodular functions on the discrete cube \( \{0,1\}^2 \). We shall define the relevant terms in the text.

**Theorem 1.3** Let \( K \) be a local field with valuation \( \text{val} \) and module \( q \). Let \( X \) be a non-degenerate Gaussian vector in \( K^2 \) with lattice \( L \) and \( V := \text{val}(X) \) its image under valuation. Define \( \varphi_L : \mathbb{Z}^2 \to \mathbb{R} \) via

\[
\varphi_L(v) = -\log_q(\mathbb{P}(V \geq v)).
\]

Then, a function \( \phi : \mathbb{Z}^2 \to \mathbb{R} \) equals \( \varphi_L \) for some lattice \( L \) if and only if \( \phi \) is the restriction to \( \mathbb{Z}^2 \) of a tropical polynomial \( P : \mathbb{R}^2 \to \mathbb{R} \) given by

\[
P(v) = \max(c_{00}, v_1 - c_{10}, v_2 - c_{01}, v_1 + v_2 - c_{11}), \tag{1.1}
\]

where \( c_{00} = 0 \), and

\[
c_{00} + c_{11} \geq c_{01} + c_{10}. \tag{1.2}
\]

In other words, \( P \) is supported on the discrete cube with supermodular coefficients.

Our paper is organized as follows. Section 2 reviews the essential background on Gaussian measures over local fields. Section 3.1 proves Theorem 1.1 and 1.2 and gives an algorithm to compute the defining lattice of a \( K \)-Gaussian. Section 3.2 proves Theorem 1.3. Section 4 discusses the structure of Bruhat-Tits buildings of the group \( \text{SL}_d(K) \). We conclude in Section 5 with discussions on two major research directions. The first concerns the relation between Bruhat-Tits buildings and conditional independence statements. The second is the generalization of Theorem 1.3 to higher dimensions (cf. Example 5.1 and Conjecture 5.1). We hope that this work will fuel more investigations in the novel area of statistics over local fields.

## 2 Background and notations

In this section we collect essential facts about Gaussian measures over local fields. Materials here are drawn from the monograph [Eva01b] of Steve Evans, who established this area of study over a series of work [Eva89,Eva93,Eva01a,Eva02,EL07,Eva06]. For an extensive treatment on analysis over local fields, see [vR78,Sch07]. We start with the fundamental example of Gaussians on the field of \( p \)-adic numbers in Section 2.1, and then give the general definitions and results in Section 2.2.
2.1 Gaussians on $\mathbb{Q}_p$

Fix a prime number $p$. We can write any non-zero rational number $r \in \mathbb{Q} \setminus \{0\}$ as $r = p^m a/b$ where $a, b \in \mathbb{Z}$ are integers not divisible by $p$ and $m \in \mathbb{Z}$ is unique. For example, with $p = 3$, then $\frac{\frac{5}{2}}{3} = 3^{-1} \times 8, \frac{5}{8} = 3^0 \times 5, \frac{3}{8} = 3^1 \times \frac{1}{8}$. We call $m$ the $p$-adic valuation of $r$ and write $\text{val}_p(r) = m$. The $p$-adic absolute value $| \cdot |_p$ is

$$|x|_p = p^{-\text{val}_p(x)}, \quad x \in \mathbb{Q}. $$

One can check that $| \cdot |_p$ is an ultrametric. In particular, it satisfies the ultrametric inequality

$$|x + y|_p \leq \max(|x|_p, |y|_p), \quad x, y \in \mathbb{Q}. $$

The completion of $\mathbb{Q}$ with respect to the absolute value $| \cdot |_p$ is the field of $p$-adic numbers, denoted $\mathbb{Q}_p$. These numbers can be written as a Laurent series in $p$ with coefficients in $\mathcal{T} = \{0, \ldots, p-1\}$, that is

$$\mathbb{Q}_p = \left\{ x = \sum_{n \geq m} a_n p^n : m \in \mathbb{Z}, a_n \in \mathcal{T} \right\}. \quad (2.1)$$

As noted in [Eva01b, page 2], $\mathbb{Q}_p$ has a fractal-like structure. It can be visualized as a rooted $p$-ary tree. The root of this tree is the valuation ring $\mathbb{Z}_p$ (the $p$-adic integers)

$$\mathbb{Z}_p = \left\{ x \in \mathbb{Q}_p, x = \sum_{n \geq 0} a_n p^n, \quad a_n \in \mathcal{T} \right\}. \quad (2.2)$$

Note that $\mathbb{Z}_p = \bigcup_{a \in \mathcal{T}} (a + p\mathbb{Z}_p)$, that is, it is the union of $p$ disjoint translates of itself. These $p$ translates are the $p$ children of $\mathbb{Z}_p$ at level 1, and by recursion, each child in turn has $p$ children made up of $p$ translated copies of itself, and so on. We can extend backwards to obtain a tree with levels indexed by $\mathbb{Z}$. For a fixed $x \in \mathbb{Q}_p$, the coefficients $(a_n \in \mathcal{T})$ in its expansion (2.1) tells us the sequence of nodes of the tree that $x$ belongs to.

**Example 2.1** $\mathbb{Q}_p$ is an infinite tree with degree $p + 1$. Figure 2.1 is a local depiction of $\mathbb{Q}_p$.

Parallel to Kac’s characterization of classical Gaussians [Kac39], Evans [Eva01b, Definition 4.1] defined the Gaussian measure on $K^d$ for some local field $K$ to be one that is invariant under orthonormal transformations.
Definition 2.1 ([Eva01b], Definition 4.1) A random variable $X$ on $K^d$ has a centered Gaussian distribution if whenever $X_1, X_2$ are independent copies of $X$, and $A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}$ is a matrix in $GL_2(\mathcal{O}_K)$ then
\[
\begin{bmatrix} X_1 \\ X_2 \end{bmatrix} \overset{d}{=} A \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} := \begin{bmatrix} a_{11}X_1 + a_{12}X_2 \\ a_{21}X_1 + a_{22}X_2 \end{bmatrix}
\]

For $K = \mathbb{Q}_p$ and $d = 1$, [Eva01b, Theorem 4.2] says that each Gaussian in $\mathbb{Q}_d$ is the uniform probability measure supported on $p^n\mathbb{Z}_p$ for some $n \in \mathbb{Z}$. For $d > 1$, the story is much more interesting. Namely, the Gaussian distributions on $\mathbb{Q}_d^d$ are exactly the uniform probability measures on $\mathbb{Z}_p$-submodules of $\mathbb{Q}_d^d$. These are set of the form
\[
\mathcal{L} = \mathbb{Z}_p u_1 + \cdots + \mathbb{Z}_p u_n = \left\{ \sum_{i=1}^{d} a_i u_i : a_i \in \mathbb{Z}_p \text{ and } u_i \in \mathbb{Q}_d^d \right\}.
\]

Visually, $\mathcal{L}$ is a lattice in $\mathbb{Q}_d^d$ with generators $\{u_1, \ldots, u_d\}$. Each lattice corresponds to the support of a unique Gaussian measure, and vice versa.

Example 2.2 The uniform probability measure on $\mathbb{Z}_3^2$ is the standard Gaussian measure on $\mathbb{Q}_3^2$. Its lattice $\mathcal{L}$ is the standard lattice generated by the standard vectors $u_1 = (1,0)$, $u_2 = (0,1)$. If $X = (X_1, X_2)$ has this probability distribution, then coordinates $X_1, X_2$ are independent standard Gaussians on $\mathbb{Z}_3$. The vector $Y = AX$ where
\[
A = \begin{bmatrix} 1 & 1 \\ 3 & 0 \end{bmatrix},
\]
is a Gaussian vector with uniform distribution on the module
\[
\mathcal{L} = \mathbb{Z}_3 \begin{bmatrix} 1 \\ 3 \end{bmatrix} + \mathbb{Z}_3 \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]
The coordinate $Y_1, Y_2$ are Gaussians on $\mathbb{Q}_3$, but they are no longer independent.

The lattice $\mathcal{L}$ here plays the role of the covariance matrix of classical Gaussians over $\mathbb{R}$. The reader might be wary with the choice of the matrix $A$ not being unique, but the situation however is very much similar to the real case since, given a non-degenerate covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ the matrix equation $BB^T = \Sigma$ has an infinite number of solutions, namely the left coset $B\mathcal{O}_d(\mathbb{R})$ where $\mathcal{O}_d(\mathbb{R})$ is the orthogonal group and $B$ is an arbitrary solution. The similiarity goes even further because, given a lattice $\mathcal{L}$ in $\mathbb{Q}_p^d$, there exists a matrix $A \in \mathbb{Q}_p^{d \times d}$ such that $\mathcal{L} = AZ_p^d$ and the solutions for this equation are exactly the matrices in the coset $A\mathcal{O}_d(\mathbb{Z}_p)$. The group $\mathcal{O}_d(\mathbb{Z}_p)$ plays the role of the orthogonal group in this setting as we shall see below (cf. Corollary 2.1).

2.2 General local field

This section generalizes the above discussion from $\mathbb{Q}_p$ to a non-archimedean local field $K$, that is, a locally compact, non-discrete, totally disconnected, topological field. We denote by $K^\times$ be the set of all invertible elements in $K$. The field $K$ comes with an additive, surjective, discrete valuation map $\text{val} : K \to \mathbb{Z} \cup \{+\infty\}$. We fix an element $\pi \in K$ such that $\text{val}(\pi) = 1$, such an element is called a uniformizer of $K$. The valuation ring of $K$ is $\mathcal{O}_K := \{x \in K : \text{val}(x) \geq 0\}$. This is a discrete valuation ring with the unique maximal ideal $\pi\mathcal{O}_K = \{x \in \mathcal{O}_K : \text{val}(x) > 0\}$. The residue field $k = \mathcal{O}_K/\pi\mathcal{O}_K$ is isomorphic to a finite field $\mathbb{F}_q$ of cardinality $q = p^c$ where $p := \text{char}(k)$ is prime and $c \geq 1$ is an integer. The cardinality $q$ of the residue field $k$ is also called the module of $K$. The field $K$ is equipped with an absolute value $| \cdot |$ defined as
\[
|x| = q^{-\text{val}(x)}, \quad x \in K.
\]
Example 2.3 For $K = \mathbb{Q}_p$, $\text{val}$ is the $p$-adic valuation, $\pi = p$, $\mathcal{O}_K = \mathbb{Z}_p$ and $q = p$.

The following is the generalization of (2.1).

**Proposition 2.1** ([Rob03], §9.4.4) Fix a set $\mathcal{T} \subset \mathcal{O}_K$ of representatives of elements in $k = \mathcal{O}_K/\pi \mathcal{O}_K$ such that $\mathcal{T}$ contains 0. Let $x \in K^\times$. There exists a unique integer $n \in \mathbb{Z}$ and a unique sequence $(u_i)_{i \geq n}$ of elements in $\mathcal{T}$ such that:

$$x = \sum_{i \geq n} u_i \pi^i$$

Now we collect results concerning lattices in $K^d$. Let $d \geq 1$ be a positive integer. For the standard lattice $\mathcal{O}_K^d$, define the norm $\|\cdot\|$ by

$$\|x\| := \max\{|x_i| : x = (x_1, \ldots, x_d) \in K^d\}.$$ 

For $x \in \mathcal{O}_K$, define $\overline{x} := (x \mod \pi) \in k$. Similarly, if $x = (x_1, \ldots, x_d)$ is a vector in $\mathcal{O}_K^d$, we denote by $\overline{x} = (\overline{x_1}, \ldots, \overline{x_d}) \in k^d$.

We denote by $K^d$ the dual space of $K^d$ (the space of linear forms on $K^d$). There exists a natural definition of orthogonality on $K^d$ given as an analogue for Pythagoras’ theorem in Euclidean spaces. As in the classical settings, orthogonality implies linear independence.

**Definition 2.2** Let $F = \{x_1, \ldots, x_n\} \subset K^d$ be a collection of vectors. We say that $F$ is orthogonal if

$$\left\| \sum_{i=1}^n \alpha_i x_i \right\| = \max_{1 \leq i \leq n} |\alpha_i| \|x_i\|, \quad \text{for any } \alpha_1, \ldots, \alpha_n \in K.$$ 

If, in addition, the vectors $x_1, \ldots, x_n$ all have norm 1 the set $F$ is called orthonormal.

Note that the orthogonality of a set of non-zero vectors $x_1, \ldots, x_n$ in $K^d$ does not change if we scale the vectors with non-zero scalers in $K^\times$. The following proposition gives a more practical criterion of orthogonality.

**Proposition 2.2** ([vR78], Exercise 5.A) Let $x_1, \ldots, x_n \in K^d$ be a finite set of vectors in $K^d$ of norm 1. In particular, $x_i \in \mathcal{O}_K^d$ for all $i = 1, \ldots, d$. Then $x_1, \ldots, x_n$ are orthonormal if and only if $\overline{x_1}, \ldots, \overline{x_n}$ are linearly independent in $k^d$.

A $d \times d$ matrix in $\mathcal{O}_K^{d \times d}$ is said to be orthogonal if its row vectors are orthonormal. The set of such orthogonal matrices has a group structure as stated by the following corollary. An important consequence is that there is an analogue of a Gram-Schmidt process on $K^d$, and a singular value decomposition for matrices over $K$.

**Corollary 2.1** The set of $d \times d$ matrices with orthonormal columns in $K^d$ is exactly the group $\text{GL}_d(\mathcal{O}_K) \equiv \{U \in \text{GL}_d(K) \cap \mathcal{O}_K^{d \times d} : U^{-1} \in \mathcal{O}_K^{d \times d}\}$ of invertible matrices in $\mathcal{O}_K^{d \times d}$.

**Proposition 2.3** ([Sch84], Theorem 50.8) Let $(e_k)_{1 \leq k \leq n}$ be a collection of linearly independent vectors in $K^d$. There exists a collection of orthonormal vectors $(v_k)_{1 \leq k \leq n}$ such that $\text{span}_K((e_i)_{1 \leq i \leq k}) = \text{span}_K((v_i)_{1 \leq i \leq k})$ for all $k \in \{1, \ldots, n\}$.

The following proposition is the nonarchimedean analog of singular value decomposition (SVD). Since the group of orthogonal matrices is exactly $\text{GL}_d(O_K)$, the Smith normal form and SVD are the same concept.

**Proposition 2.4** ([Eva02], Theorem 3.1) Let $A \in K^{d \times n}$, there exist two orthogonal matrices $U \in \text{GL}_d(K)$ and $V \in \text{GL}_n(K)$ and a matrix $D \in K^{d \times n}$ such that $A = UDV$ and all off diagonal entries of $D$ are zero.
A lattice in $K^d$ is a compact $O_K$-submodule of $K^d$. By [Wei13, Chapter II-Proposition 5], all compact $O_K$-submodules of $K^d$ are finitely generated. Thus, lattices of $K^d$ are of the form $\Lambda O_K^n$ for some $\Lambda \in K^{d \times m}$. In this paper, we shall frequently use one of two canonical choices for $\Lambda$: the orthonormal form and the Hermite normal form (cf. Definition 2.3). The existence and uniqueness of these forms follow from row-reduction operations over $K$, analogous to classical proofs over $\mathbb{R}$.

**Lemma 2.1 (Orthonormal form of a lattice)** Let $n \leq d$ be an integer. Lattices of rank $n$ in $K^d$ are exactly those of the form $\sum_{i=1}^{m_1} \pi_{u_1} \oplus \cdots \oplus \sum_{i=n}^{m_n} \pi_{u_n}$ for some sequence of integers $m_1, \ldots, m_n$ and orthonormal vectors $u_1, \ldots, u_n$ of $K^d$.

**Proof** Follows immediately from Proposition 2.4.

**Definition 2.3** Say that a matrix $A = (a_{ij})_{1 \leq i, j \leq d} \in GL_d(K)$ in Hermite normal form if

1. $a_{ij} = 0$ for all $1 \leq i < j \leq d$,
2. $a_{ii} = \pi^{n_i}$ with $n_i \in \mathbb{Z}$ for all $1 \leq i \leq d$,
3. $a_{ij}$ is either 0 or is Laurent polynomial in $\pi$ with coefficients in $\mathcal{T}$ of degree less than $n_i$ for all indices $1 \leq j < i \leq d$.

**Example 2.4** Consider the two following matrices in $\mathbb{Q}_2^{3 \times 3}$

$$
\begin{pmatrix}
1 & 0 & 0 \\
1/2 & 2 & 0 \\
1 & 2 & 2^2
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
1 & 0 & 0 \\
1/2 + 2^2 & 2 & 0 \\
2^2 & 2 & 1
\end{pmatrix}.
$$

The first matrix in $\mathbb{Q}_2^{3 \times 3}$ is in Hermite normal form but the second is not.

**Lemma 2.2 (Hermite normal form a lattice)** Let $L$ be a lattice of rank $d$. There exists a unique matrix $A = (a_{ij}) \in GL_d(K)$ such that $A$ is in Hermite form, and $L = \Lambda O_K^d$. We call $A$ the Hermite normal form of the lattice $L$.

**Proof** We start by proving uniqueness. Let $A$ and $B$ be two matrices satisfying the conditions above. Since $A$ and $B$ represent the same lattice, each column vector of $A$ is a linear combination with coefficients in $O_K$ of the columns of $B$ and vice versa. Thanks to the lower triangular form of $A$ and $B$, the $i$-th column of $A$ is a linear combination of the columns indexed by $i, i+1, \ldots, d$ in $B$ with coefficients in $O_K$. By Definition 2.3, it follows that $A$ and $B$ have the same last column. Let $1 \leq j \leq d-1$ and suppose that columns indexed by $j+1, \ldots, d$ in $A$ and $B$ are identical. We have again $A_{jj} = B_{jj}$ thanks to the lower triangular form of $A$ and $B$. The condition on the power series representation of $A_{ij}$ for $i > j$ of Definition 2.3 allows us to conclude that the $j$-th column of $A$ and $B$ are equal. Thus $A = B$ which settles uniqueness. To prove existence, it suffices to transform $A$ to a matrix $A'$ in Hermite form by multiplying on the right with elementary matrices (with entries in $O_K$) and permutation matrices which are all elements of $GL_d(O_K)$ i.e. we want to find a matrix $U \in GL_d(O_K)$ such that $AU$ is in Hermite normal form. Since orthogonal matrices stabilize the standard lattice $O_K^d$ we shall get $L = AUO_K^d = A'O_K^d$. We now explain how to get the matrix $U$. We may assume that $\val(a_{11}) \leq \val(a_{1j})$ for all $1 \leq j \leq d$, otherwise we can multiply the matrix $A$ with a permutation matrix on the right to permute the columns. Multiplying $A$ on the right by the matrices elementary $I - \frac{a_{1j}}{a_{11}} E_{ij} \in GL_d(O_K)$ for $1 < j \leq d$, cancels the entries $(1, j)$ for $1 < j \leq d$. Repeating this process with the remaining $d-1$ columns we can choose $A = (a_{ij})$ to be lower triangular. Multiplying $A$ on the right with the diagonal matrix $\diag(\frac{a_{11}}{\val(a_{11})}, \ldots, \frac{a_{dd}}{\val(a_{dd})}) \in GL_d(O_K)$ we can choose $A$ such that conditions (1) and (2) are satisfied. All that remains is to satisfy condition (3). Using Proposition 2.1 and multiplying with elementary matrices of the form $I - \alpha E_{ij} \in GL_d(O_K)$ with $1 \leq j < i \leq d$ and $\alpha \in O_K$ we can satisfy condition (3).
Example 2.5 Let $A$ be the second matrix in Example 2.4 and $L = AZ_2^3 \subset \mathbb{Q}_2^3$ its corresponding lattice. If we multiply $A$ on the right by the matrix

$$U = \begin{bmatrix} 1 & 0 & 0 \\ -2 & 1 & 0 \\ -2 & 0 & 1 \end{bmatrix} \in \text{GL}_3(\mathbb{Z}_2),$$

we get the matrix

$$AU = \begin{bmatrix} 1 & 0 & 0 \\ 1/2 & 2 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

which is in Hermite normal form and represents the same lattice $L$.

Finally, we now recall important results that connect independence of Gaussians with orthogonality. We denote by $\lambda$ the unique Haar measure on $K$ such that $\lambda(O_K) = 1$ [Eva01b, p4]. The space $K^d$ is then equipped with the product measure induced by $\lambda$. With no risk of confusion, we also denote the product measure on $K^d$ by $\lambda$.

Recall the definition of Gaussians on $K^d$ (cf. Definition 2.1). Evans completely characterized all non-trivial Gaussian measures on $K^d$. The following is a rephrasing of his results (Theorems 4.4 and 4.6 of [Eva01b]) in terms of lattices over $K^d$.

**Theorem 2.1** The distributions of $K^d$-valued Gaussian random variables are exactly the normalized Haar measures on lattices in $K^d$.

In other words, the law of each Gaussian on $K^d$ is completely specified by a lattice $L$. This is analogous to the classical case, where the law of each centered Gaussian in $\mathbb{R}^d$ is completely specified by its covariance. We note that for Gaussians over a local field the mean is not well-defined [Eva01b], so lattices in $K^d$ are indeed the central objects of the theory of Gaussian over $K$. We say that a Gaussian measure on $K^d$ is non-degenerate if its corresponding lattice has full rank. We call standard Gaussian distribution on $K^d$ the Gaussian distribution defined by the standard lattice $O_K$ i.e. the uniform probability measure on $O_K^d$ with respect the Haar measure on $K^d$. As in the Euclidean setting, independence of Gaussians is tightly linked to orthogonality as the following Lemma explains.

**Lemma 2.3** ([Eva01b], Theorem 4.8) Let $f_1, \ldots, f_n \in K^d$ be linear forms (identified as row vectors of a matrix) and $Z$ a standard Gaussian vector in $K^d$. Then, $(f_i(Z))_{1 \leq i \leq n}$ are mutually independent if and only if $f_1, \ldots, f_n$ are orthogonal.

Example 2.6 Suppose $d = 4$ and let $A \in \mathbb{Q}_2^4 \times 4$ be the following matrix

$$A = \begin{bmatrix} 12 & 314 & 234 & 34 \\ 12 & 343 & 55 & 67 \\ 25 & 54 & 65 & 65 \\ 61 & 461 & 430 & 328 \end{bmatrix}.$$ 

Let us use Proposition 2.2 to test the orthogonality of the rows of $A$. Every row in this matrix has norm 1 in $\mathbb{Q}_2^4$ and modulo 7 the matrix becomes

$$\overline{A} = \begin{bmatrix} 5 & 6 & 3 & 6 \\ 5 & 0 & 6 & 4 \\ 4 & 5 & 2 & 2 \\ 5 & 6 & 3 & 6 \end{bmatrix} \in \mathbb{F}_7^4 \times 4.$$

So if $Z = (Z_1, Z_2, Z_3, Z_4)^\top$ is a vector of independent standard Gaussians in $\mathbb{Q}_7$ and $Y = AZ$ we can see by Lemma 2.3 that $Y_1, Y_2, Y_3$ are independent but $Y_1, Y_2, Y_3, Y_4$ are not since $\overline{A} \in \mathbb{F}_7^4 \times 4$ only has rank 3.
3 Proof of main results

3.1 Maximum likelihood and conditional independence

We now prove Theorems 1.1 and 1.2 stated in the introduction. Given a full rank lattice \( L \subset K^d \), normalized Haar measure on \( L \) is a Gaussian distribution and it has a probability density function
\[
\phi_L = \frac{1}{V(L)} \chi_L.
\]
Let \( \mathcal{X} = \{x_1, \ldots, x_N\} \) be a dataset of points in \( K^d \) of full rank. The likelihood of observing \( \mathcal{X} \) assuming that the data coming from the Gaussian distribution with lattice \( L \) is given by
\[
\mathcal{L}(\mathcal{X}, L) = \prod_{i=1}^{N} \phi_L(x_i).
\]

Our goal in the settings of Theorem 1.1 is to maximize the likelihood in terms of \( L \). Note that this is equivalent to finding a lattice \( L \) that contains all the data points \( \mathcal{X} \) and has minimal \( \lambda \) measure. The proof relies on the following result, which gives an expression for \( \lambda(L) \) in terms of its matrix representation.

**Lemma 3.1** Let \( L = AO_K^d \) be a rank \( d \) lattice in \( K^d \) where \( A \in \text{GL}_d(K) \). Then we have
\[
\lambda(L) = q^{-\text{val}(\det(A))}.
\]

**Proof** By Proposition 2.4, there exists an orthogonal matrix \( U \in \text{GL}_d(O_K) \) and a sequence \( n_1, \ldots, n_d \) of integers such that \( L = U \text{diag}(\pi^{n_1}, \ldots, \pi^{n_d})O_K^d \). We then have
\[
\text{diag}(\pi^{n_1}, \ldots, \pi^{n_d})O_K^d = \pi^{n_1}O_K \times \cdots \times \pi^{n_d}O_K
\]
and then \( \lambda(\text{diag}(\pi^{n_1}, \ldots, \pi^{n_d})O_K^d) = \prod_{i=1}^{d} \lambda(\pi^{n_i}O_K) = q^{-(n_1 + \cdots + n_d)} \). Since orthogonal matrices preserve the measure we also have \( \lambda(L) = q^{-\text{val}(\det(A))} \). Furthermore, since \( \text{val}(\det(V)) = 0 \) for all \( V \in \text{GL}_d(O_K) \) we have \( \text{val}(\det(A)) = n_1 + \cdots + n_d \).

**Proof (Proof of Theorem 1.1)** Define the lattice \( L_X := \text{span}_{O_K}(\mathcal{X}) \). Since \( \mathcal{X} \) is of full rank, \( L_X \) is also full rank. Now let \( L \) be any other lattice that contains \( \mathcal{X} \). Then \( \mathcal{L}(\mathcal{X}, L) = \lambda(L)^{-1} \) and \( \mathcal{L}(\mathcal{X}, L_X) = \lambda(L_X)^{-1} \). Since \( L_X \subset L \) we have \( \lambda(L) \geq \lambda(L_X) \). Thus \( \mathcal{L}(\mathcal{X}, L) \leq \mathcal{L}(\mathcal{X}, L_X) \). The lattice \( L_X \) maximizes the likelihood. Suppose that \( L_X \subset \subset L \) by means of a basis change without loss of generality we can suppose that \( L = O_K^d \). There exists an orthogonal matrix \( U \) and a diagonal matrix \( D := \text{diag}(\pi^{n_1}, \ldots, \pi^{n_d}) \) such that \( L_X = UDO_K^d \). Since \( L_X \subset L \) we have \( n_i \geq 0 \) for any \( 1 \leq i \leq d \) and there exists \( k \) such that \( n_k > 0 \). Thus \( \lambda(L_X) < \lambda(L) \). Then \( L_X \) is the unique lattice that maximizes the likelihood.

**Proof (Proof of Theorem 1.2)** Without loss of generality we can suppose that \( I = \{1, \ldots, \ell\} \) for some \( \ell < d \). By Lemma 2.2, there exists a matrix \( A \) in Hermite normal form such that the support of \( X \) is the lattice \( L = AO_K^d \). Then there exist a standard Gaussian vector \( Y \) such that \( X = AY \). Let \( B = (A_{ij})_{\ell+1 \leq i,j \leq d} \) be the lower-right \( (d - \ell) \times (d - \ell) \) block of \( A \), and \( \{f_i : \ell + 1 \leq i \leq d\} \) the linear forms defined by the rows of \( B \). For a subset \( J := \{j_1, \ldots, j_\ell\} \) of \( 1, \ldots, d \setminus I \), by Lemma 2.3, we have that \( X_{j_1}, \ldots, X_{j_\ell} \) are mutually independent given \( X_I \) if and only if \( \{f_i : 1 \leq i \leq r\} \) are orthogonal. Let us define the matrix \( C \) as the matrix obtained from \( B \in \text{GL}_{d-\ell}(K) \) by scaling its rows so that they have norm 1. Then from Proposition 2.2 we deduce that \( X_{j_1}, \ldots, X_{j_\ell} \) are independent given \( X_I \) if and only if the images (modulo \( \pi \)) of the rows of \( C \) indexed by \( J \) are linearly independent in \( K^{d-\ell} \). So conditional independence given \( X_I \) is encoded in an \( k \)-realizable matroid given by the images modulo \( \pi \) of the rows of \( C \).

**Example 3.1** Let \( p \) be a prime number and Consider the Gaussian vector \( X = (X_1, X_2, X_3, X_4)^T \) in \( O_p^4 \) with distribution given by the following lattice
\[
L = \begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & p & 0 \\
1 & p^{-1} & p^{-1} & p^2
\end{bmatrix} \mathbb{Z}_p^4.
\]
If \( I = \{1\} \) then the matrices \( B \) and \( C \) from the proof of Theorem 1.2 in this case are
\[
B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & p & 0 \\ p^{-1} & p^{-1} & p^2 \end{bmatrix} \in \mathbb{Z}_p^{3\times 3} \quad \text{and} \quad C = \begin{bmatrix} 1 & 0 \\ 0 & 1 & 0 \\ 1 & 1 & 0 \end{bmatrix} \in \mathbb{F}_p^{3\times 3}.
\]
Then from the matrix \( C \) we deduce the following conditional independence statements
\[
X_2 \perp X_4 | X_1, \quad X_3 \perp X_4 | X_1 \quad \text{and} \quad X_3 \perp X_4 | X_1.
\]
However the three variables \( X_2, X_3 \) and \( X_4 \) are not mutually independent conditioned \( X_1 \). Independence conditioned on \( X_1 \) is encoded in the matroid that arises from the rows of \( C \).

In the case where \( X \) spans a proper subspace \( W_X := \text{span}_K(X) \) of \( K^d \) we can define a Haar measure \( \lambda \) on \( W_X \) and the likelihood function defined for every full rank lattice of \( W_X \) as \( \mathcal{L}(X, L) = \prod_{x \in X} \frac{1}{\lambda(\mathcal{L}(L))} \). The maximum likelihood estimate in this case is again \( L_X := \text{span}_{\mathcal{O}_K}(X) \), and it is the minimal lattice with respect to inclusion amongst those that maximize the likelihood.

### 3.2 Tropicalization of \( K \)-Gaussians

For any \( x = (x_1, \ldots, x_d) \in K^d \), we denote by \( \text{val}(x) = (\text{val}(x_1), \ldots, \text{val}(x_d)) \) the vector of component-wise valuations of \( x \). We call \( \text{val}(x) \) the tropicalization of \( x \in K^d \). If \( \mathbb{P} \) is a probability distribution on \( K^d \), we call its push-forward by the valuation map \( \text{val} \), the tropicalization of \( \mathbb{P} \).

For \( d = 1 \), the tropicalizations of Gaussians distributions are shifted geometric distribution on \( \mathbb{Z} \) [Tra18]. For \( d \geq 2 \), the tropicalization of non-degenerate Gaussians yields interesting distributions on \( \mathbb{Z}^d \). To see this, let \( X \) be a non degenerate Gaussian vector supported on a lattice \( L \) with Hermite normal form given by the matrix \( A \). Let us denote by \( \mathbb{P} \) the probability distribution of \( X \). We recall that \( \mathbb{P} \) is the uniform probability distribution supported on \( L \). Let \( V := \text{val}(X) \) be the image of \( X \) under valuation.

The tail distribution function of \( V \) is the function \( Q_L \) defined as follows:
\[
Q_L(v) := \mathbb{P}(V \geq v), \quad \text{for all } v \in \mathbb{Z}^d.
\]
For a vector \( v = (v_1, \ldots, v_d) \in \mathbb{Z}^d \) let us denote by \( \pi^v \) the lattice in \( K^d \) defined by \( \pi^v = \text{diag}(\pi^{v_1}, \ldots, \pi^{v_d}) \mathcal{O}_K^d \). Notice that we can rewrite the function \( Q_L \) as follows:
\[
Q_L(v) = \mathbb{P}(X \in \pi^v) = \lambda(L \cap \pi^v).
\]

#### Lemma 3.2

There exists \( \varphi_L : \mathbb{Z}^d \to \mathbb{Z}_{\geq 0} \) such that \( Q_L(v) = q^{-\varphi_L(v)} \) for all \( v \in \mathbb{Z}^d \).

**Proof** Follows immediately from Equation (3.1) and Lemma 3.1.

We now get to the proof of Theorem 1.3 which explains how \( \varphi_L \) depends on the lattice \( L \).

**Proof (Proof of Theorem 1.3)** Let \( X \) be a non-degenerate Gaussian random variable in \( K^2 \) whose lattice \( L \) has Hermite normal form
\[
L = \begin{bmatrix} \pi^a & 0 \\ \pi^c x & \pi^b \end{bmatrix} \mathcal{O}_K^2,
\]
where \( a \in \mathbb{Z} \) and \( c \leq b \in \mathbb{Z} \) are integers and \( x \) is an element in \( K \) with valuation zero. Let \( V = (V_1, V_2) \) be the tropicalization of \( X \). For \( v = (v_1, v_2) \in \mathbb{Z}^2 \), we have
\[
\mathbb{P}(V \geq v) = \mathbb{P}(V_1 \geq v_1) \mathbb{P}(V_2 \geq v_2 | V_1 \geq v_1) = q^{-\max(v_1-a,0)} \mathbb{P}(V_2 \geq v_2 | V_1 \geq v_1).
\]
The conditional distribution of $X|V_1 \geq v_1$ is the Gaussian distribution on $K^2$ given by the lattice $L_{v_1}$ where

$$L_{v_1} = \begin{bmatrix} \pi a + \max(v_1 - a, 0) & 0 \\ \pi c + \max(v_1 - a, 0) & \pi b \end{bmatrix} \mathcal{O}_K^2.$$ 

So the probability $P(V_2 \geq v_2|V_1 \geq v_1)$ is given by:

$$P(V_2 \geq v_2|V_1 \geq v_1) = q^{-\max(v_2 - \min(b, c + \max(v_1 - a)), 0)}.$$ 

Therefore,

$$\varphi_L(v) = \max(v_2 - \min(b, c + \max(v_1 - a)), 0) + \max(v_1 - a, 0)$$

Then $\varphi_L$ is the restriction to lattice points of the tropical polynomial $P_L$ given by (1.1), where $c_{00} = 0$, $c_{10} = a$, $c_{01} = c$ and $c_{11} = a + b$. Since $b \geq c$ (by definition of Hermite normal form of $L$), it is easy to check that (1.2) holds. Conversely, suppose that $\phi$ satisfies the hypothesis in Theorem 1.3. One can reparametrize the coefficients of $P$ to obtain the integers $a, b, c$ and thereby the lattice $L$.

![Fig. 3.1: Description of the polynomial $P_L$ in dimension $d = 2$. The function $\varphi_L$ is the restriction of this polynomial to $\mathbb{Z}^2$.](image)

Note that, when $c = b$, the tropical variety of $P_L$ is the 1-skeleton of the normal fan of a square. In that case the two entries of $X$ are independent and the probability distribution of $V$ is just a product of two shifted geometric distributions. When $c < b$, the rows of the lower triangular matrix are no longer orthogonal and thus the entries of $V$ are not independent by Lemma 2.3. This induces a unimodular triangulation on the square and the tropical variety of the polynomial $P_L$ takes the shape described in Figure 3.1a.

4 Bruhat-Tits buildings

For classical Gaussians, the cone of positive definite $d \times d$ matrices is the parameter space for non-degenerate Gaussians on $\mathbb{R}^d$. For $K$-Gaussians, the role of covariance matrices is taken up by lattices in $K^d$, and the analogue of the positive semidefinite cone is the *Bruhat-Tits building* for...
Two distinct equivalence classes of full rank lattices in \( K \). We denote by \([L]\) the equivalence class of a lattice \( L \) i.e. its homothety class. Two distinct equivalence classes \([L_1]\) and \([L_2]\) are said to be adjacent if there exists an integer \( n \in \mathbb{Z} \) such that \( \pi^{n+1}L_1 \subset L_2 \subset \pi^n L_1 \). The reader can check that this relation is symmetric, but not transitive. The Bruhat-Tits building \( B_d(K) \) is the flag simplicial complex whose vertices are the equivalence classes of full rank lattices in \( K \) and whose 1-simplices are the adjacent equivalence classes. The simplices of \( B_d(K) \) are the sets \([L_1, \ldots, L_s]\) of distinct lattice classes that are pairwise adjacent. The following result relates adjacent cells of the Bruhat-Tits building with the matrix representations of the corresponding lattices.

**Proposition 4.1** Let \( S \) be the set elements \( c.P \) such that \( c \in K^\times \) and \( P \in \text{GL}_d(K) \cap \mathcal{O}_K^{d \times d} \) such that \( \pi P^{-1} \in \mathcal{O}_K^{d \times d} \). Let \( A, B \in \text{GL}_d(K) \) be two invertible matrices and \( L_A = A.\mathcal{O}_K^d \), \( L_B = B.\mathcal{O}_K^d \) their associated lattices. Then the following hold

(i) \([L_A] = [L_B]\) if and only if \( A = cBU \) for some \( c \in K^\times \) and \( U \in \text{GL}_d(R) \).

(ii) \([L_A]\) and \([L_B]\) are adjacent if and only if \( A^{-1}B \in S \).

**Proof** For (i), suppose that \([L_A] = [L_B]\). Then, there exists \( c \in K^\times \) such that \( L_A = cL_B \). Then \( A = cBU \) where \( U \) is an orthogonal matrix in \( \text{GL}_d(R) \). Conversely if \( A = cBU \) clearly the lattices \( L_A \) and \( L_B \) are in the same equivalence class. For (ii), suppose \([L_A]\) and \([L_B]\) are distinct adjacent classes. Then there exists \( c \in K^\times \) such that \( cL_A \subset cL_B \subset L_A \). Then there exist two invertible matrices \( U \) and \( V \) in \( R^{d \times d} \) such that \( \pi A = cBU \) and \( \pi B = AV \). Then \( UV = \pi I \) and \( \pi V^{-1} = U \in R^{d \times d} \). We have then \( A^{-1}B = \frac{1}{c}V \in S \). Conversely we can easily obtain the inclusions \( cL_A \subset cL_B \subset L_A \) when \( A^{-1}B \in S \) holds.

**Example 4.1** The building \( B_2(\mathbb{Q}_p) \) is an infinite tree with degree \( p+1 \). Figure 4.1 is a local depiction of \( B_2(\mathbb{Q}_2) \).

\[
\begin{array}{c}
\begin{array}{c}
\bullet & \bullet & \bullet & \bullet & \bullet \\
[20] & [12] & [10] & [12] & [10] \\
& [40] & [20] & [10] & [10] \\
[01] & [02] & [01] & [02] & [01] \\
\end{array}
\end{array}
\]

\text{Fig. 4.1}

Since the set \( S \) in Proposition 4.1 gives a certificate of adjacency for any pair of vertices, all vertices of \( B_d \) have the same degree. We give a recipe to list the Hermite normal form of all lattice classes adjacent to the standard class \([\mathcal{O}_K^d]\).
Proposition 4.2 The $\mathcal{O}_K$-modules $A$ satisfying $\pi\mathcal{O}^d_K \subset A \subset \mathcal{O}^d_K$ are exactly those with Hermite normal form $A = (a_{ij})$ satisfying the following conditions

(i) $a_{ii} = \pi^{\epsilon_i}$ and $\epsilon_i = 0, 1$ for all $1 \leq i \leq d$ and not all $\epsilon_i$ are $0$ or $1$.

(ii) for $1 \leq j < i \leq d$ we have the following:

1. $a_{ij} = 0$ if $a_{ii} = 1$ and $a_{i,j} \in T$ if $a_{ii} = \pi$,
2. $a_{ij} = 0$ if $a_{jj} = \pi$ and $a_{i,j} \in T$ if $a_{jj} = 1$.

In particular, the degree $\deg(B_d(K))$ only depends on the dimension $d$ and the the module $q = \#k$ of the field $K$ and we have

$$\deg(B_d(K)) = \sum_{i=1}^{d-1} \sum_{1 \leq k_1 < \cdots < k_i \leq d} q^{\sum_i k_i}.$$ 

Proof We denote by $e_1, \ldots, e_d$ the standard basis vectors of $K^d$. Let $C$ be a the homothety class of full rank lattices which is adjacent to the standard lattices class $[\mathcal{O}^d_K]$. Then, there exists a unique representative $L$ of $C$ such that $\pi\mathcal{O}^d_K \subseteq L \subseteq \mathcal{O}^d_K$. Let $A$ be the Hermite normal form of the lattice $L$. We consider $A_{ii} = \pi^{\epsilon_i}$ the diagonal coefficients of $A$ and $\epsilon = (\epsilon_1, \ldots, \epsilon_d)$. Since $L \subseteq \mathcal{O}^d_K$, we have $A \in \mathcal{O}^d_K$. So all entries of $A$ have non-negative valuations. The inclusion $p\mathcal{O}^d_K \subseteq L$ implies that all vectors of the form $\pi\epsilon$ are $\mathcal{O}_K$-linear combinations of the columns of $A$. That means that $\epsilon_i \in \{0, 1\}$. Notice that if all the $\epsilon_i$’s are equal to 0, and since $A$ has non-negative valuation entries and is in Hermite normal form, we get $A = I_d$ is the identity matrix which contradicts $C \neq [\mathcal{O}^d_K]$. Similarly, if the $\epsilon_i$’s are all equal to 1 then since $\pi\mathcal{O}^d_K \subseteq L$ we deduce that $A = \pi I_d$ hence $L = p\mathcal{O}^d_K$ and it is a contradiction. Since $A$ has non-negative valuation entries and by definition of Hermite normal form, we deduce that $A$ satisfies the conditions (i) and (ii) − (1). It remains to show that the condition (ii) − 2 is satisfied as well. Assume that there exists $1 \leq j < i \leq d$ such that $a_{ij} = \pi$ but $a_{ii} \neq 0$ and take $i$ to be minimal. Since $\pi\epsilon_j \in L$ and $L$ is generated over $\mathcal{O}_K$ by the columns of $A$ we can write $\pi\epsilon_j$ as a $\mathcal{O}_K$-linear combination of the columns of $A$. But since $A$ is lower triangular we can actually write $\pi\epsilon_j$ as the linear combination of the columns of $A$ indexed by $j, j+1, \ldots, d$. So we can find an element $\alpha \in \mathcal{O}_K$ such that $aa_i = a_{ij} \neq 0$. So we deduce that $val(a_i) \leq val(a_{ij})$ and this is a contradiction since $A$ is in Hermite normal form. So we deduce that (ii) − (2) is also satisfied. Conversely, one can check without difficulty that if $A$ satisfies conditions (i) and (ii) then $[L]$ is adjacent to $[\mathcal{O}^d_K]$ in $B_d(K)$. Finally, the formula for the degree comes from simply counting the number of possibilities for the matrix $A$ under conditions (i) and (ii) which finishes the proof.

Example 4.2 Suppose $d = 3$ and $K = \mathbb{Q}_p$ where $p$ is a prime number. Then the Hermite normal forms of the neighbours of the class $[\mathcal{O}^d_K]$ is $B_d(\mathbb{Q}_p)$ are of the forms

$$\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ * & p & 0 \end{pmatrix}, \quad \begin{pmatrix} p & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \begin{pmatrix} 1 & 0 & 0 \\ p & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ * & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ * & 0 & p \end{pmatrix},$$

where $*$ represents any element in $T = \{0, \ldots, p-1\}$. So, by this enumeration, the degree of $B_d(\mathbb{Q}_p)$ is

$$\deg(B_d(\mathbb{Q}_p)) = 2 + 2p + 2p^2.$$
indexed by \( J \) are all independent given those indexed by \( I \) i.e. the set of rank \( d \) lattices \( L \) in \( \mathbb{Q}_p^d \) such that if \( X \) is a Gaussian on with lattice \( L \) we get
\[
X_{r+1} \perp \ldots \perp X_{r+s} \mid X_1, \ldots, X_r.
\] (4.1)

Using Lemma 2.2 and Lemma 2.3 we can see that the points (or distributions) in \( \mathcal{M}_{I,J} \) are exactly those lattices \( L \) whose Hermite normal form has the following shape

\[
\begin{bmatrix}
* & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
1 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
1 & \pi & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
1 & \pi & \pi & 0 & \cdots & \cdots & \cdots & 0 \\
1 & \pi & \pi & \pi & \cdots & \cdots & \cdots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix},
\]

where the red block is the below diagonal part of the block indexed by \( J \times J \). The situation is similar to Gaussians on the real numbers where conditional independence implies that certain entries of the concentration matrix have to be zero.

The reader might be wary of the particular choice of \( I \) and \( J \), but by permuting the variables \( X_1, \ldots, X_d \) we may always assume that \( I, J \) have the prescribed shapes. Also, since the conditional independence statement (4.1) does not change when scaling the lattice \( L \) it is natural to want to describe the model \( \mathcal{M}_{I,J} \) in the Bruhat-Tits building.

**Problem 4.1** What does the model \( \mathcal{M}_{I,J} \) look like in the Bruhat-Tits building? What happens when we have multiple conditional independence statements? In the spirit of Theorem 1.1, can we easily fit conditional independence models to a collection of data points?

### 5 Summary and open questions

This paper investigates statistical problems over local fields. We provided theorems on maximum likelihood estimation, conditional distribution, and distributions of tropicalized Gaussians. A major research question is to relate the building \( \mathcal{B}_d(K) \) with statistical questions on Gaussians in \( K^d \), such as conditional independence. Another direction is to generalize Theorem 1.3 to \( d \geq 3 \). For a given lattice \( L \), one can express it in canonical form and repeatedly condition on the values of \( v_1 \) and \( v_2 \) to compute an explicit expression for \( \varphi_L \). We demonstrate in Example 5.1. Extensive computations in \( K^3 \) led us to Conjecture 5.1 below.

**Example 5.1** We consider the lattice \( L = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \pi^2 & 0 \\ 1 & \pi & \pi^2 \end{bmatrix} \mathcal{O}_K^3 \). There exists a unique maximal (in the sense of inclusion) sublattice of \( L \) representable by a diagonal matrix, we call this lattice the independence lattice of \( L \), we denote it by \( \text{ind}(L) \) and in this case we have
\[
\text{ind}(L) = \begin{bmatrix} \pi^3 & 0 & 0 \\ 0 & \pi^3 & 0 \\ 0 & 0 & \pi^2 \end{bmatrix} \mathcal{O}_K^3.
\]
We can compute the coefficients $c_I$ for $I \subset [3]$ and $|I| \leq 2$ using the proof of Theorem 1.3 and all that is left is to compute the coefficient $c_{1,2,3}$. The computation of $\text{ind}(L)$ gives us the region of linearity of $P_L$ corresponding the monomial $c_{1,2,3} - v_1 - v_2 - v_3$ and in this case it is the orthant $O_{3,3,2} := \{ v \in \mathbb{R}^3 : v \geq (3,3,2)^T \}$. Using the coefficients we already computed we can then deduce $c_{1,2,3}$ and we find that

$$P_L = \max(0, v_1, v_2, v_3, v_1 + v_2 - 2, v_1 + v_3 - 1, v_2 + v_3 - 1, v_1 + v_2 + v_3 - 4).$$

The support of $P_L$ is the unit cube $\{0, 1\}^3$, with supermodular coefficients given by

$$c_0 = 0, c_1 = 0, c_2 = 0, c_3 = 0, c_{12} = 2, c_{13} = 1, c_{23} = 1, c_{123} = 4.$$

Fig. 5.1: Tropical geometry of the Gaussian measure on $\lambda$.

**Conjecture 5.1** Let $V$ be the tropicalization of a full-dimensional Gaussian in $K^d$ with lattice $L$. Define $\varphi_L : \mathbb{Z}^d \to \mathbb{R}$ via

$$\varphi_L(v) = -\log_q (\mathbb{P}(V \geq v)).$$

Then a function $\phi : \mathbb{Z}^d \to \mathbb{R}$ equals to $\varphi_L$ for some $L$ if and only if $\phi$ is the restriction to lattice points of a tropical polynomial $P_L : \mathbb{R}^d \to \mathbb{R}$ supported on the $\{0, 1\}^d$ cube with integer supermodular coefficients. That is,

$$P_L(v) = \max_{I \subset [d]} \left( \sum_{i \in I} v_i - c_I \right),$$

where $(c_I)_{I \subset [d]}$ is a sequence of integers satisfying

$$c_\emptyset = 0 \quad \text{and} \quad c_{I \cup J} + c_{I \cap J} \geq c_I + c_J, \quad \text{for all } I, J \subset \{1, \ldots, d\}.$$
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