Constraining the parameters of physical models with > 5–10 parameters is a widespread problem in fields like particle physics and astronomy. The generation of data to explore this parameter space often requires large amounts of computational resources. A reduction of the relevant physical parameters hampers the generality of the results. In this paper we show that this problem can be alleviated by the use of active learning. We illustrate this with examples from high energy physics, a field where computationally expensive simulations and large parameter spaces are common. We show that the active learning techniques query-by-committee and query-by-dropout-committee allow for the identification of model points in interesting regions of high-dimensional parameter spaces (e.g., around decision boundaries). This makes it possible to constrain model parameters more efficiently than is currently done with the most common sampling algorithms. Code implementing active learning can be found on GitHub.

I. INTRODUCTION

With the rise of computational power seen over the last decades, science has gained the power to evaluate predictions of new theories and models at unprecedented speeds. Determining the output or predictions of a model given a set of input parameters often boils down to running a program and waiting for it to finish. The same is however not true for the inverse problem: determining which (ranges of) input parameters a model can take to produce a certain output (e.g., finding which input parameters of a universe simulation yield a universe that looks like ours) is still a challenging problem. In fields like high energy physics and astronomy, where high-dimensional models are widespread, determining which model parameter sets are still allowed given experimental data is a time-consuming process that is currently often approached by looking only at lower-dimensional simplified models. This not only still requires large amounts of computational resources, in general it also reduces the range of possible physics the model is able to explain.

In this paper we approach this problem by exploring the use of active learning, an iterative method that applies machine learning to guide the sampling of new model points to specific regions of the parameter space. Active learning reduces the time needed to run expensive simulations by evaluating points that are expected to lie in regions of interest. As this is done iteratively, this method increases the resolution of the true boundary with each iteration. For classification problems this results in the selection (i.e. the sampling) of points around – and thereby a better resolution on – decision boundaries, as can be seen in Figure 1. In this paper we investigate a technique called query-by-committee, which allows for usage of active learning in high-dimensional parameter spaces.

The paper is structured as follows: in Section II we...
explain how active learning works. In Section III we show applications of active learning to determine decision bounds of a model in the context of high energy physics, working in model spaces of a 19-dimensional supersymmetry (SUSY) model[1]. We conclude the paper in Section IV with a summary and future research directions.

II. ACTIVE LEARNING

Simulations are nowadays widespread in science. However, as these can be computationally expensive to run, exploring the output space of these simulations can be a costly endeavour. Approximations of simulations can however be constructed in the form of machine learning estimators, which are typically quick to evaluate. Active learning leverages this speed, exploiting the ability to quickly estimate how much information can be gained by querying a specific point to the true (expensive) labeling procedure.

Active learning works as an iterative sampling technique. In this paper we specifically explore a technique called pool-based sampling[2], of which a diagrammatic representation can be found in Figure 2. In this technique an initial data set is sampled from the parameter space and queried to the labeling procedure (also called the oracle). After retrieving the new labels one or more machine learning estimators are trained on the available labeled data. This estimator (or set of estimators) can then provide an approximation of the boundary of the region of interest. We gather a set of candidate (unlabeled) data points, which can for example be sampled randomly or be generated through some simulation, and provide these to the trained estimator. The output of the estimator can then be used to identify which points should be queried to the oracle. For a classification problem this might for example entail finding out which of the candidate points the estimator is most uncertain about. As only these points are queried to the oracle, it will not spend time on evaluating points which are not expected to yield significant information about our region of interest. The selected data points and their labels are then added to the total data set. This procedure of creating an estimator, collecting points, finding the most interesting points with respect to the region of interest, labeling them and adding them to the data set can be repeated to get an increasingly better estimation of the region of interest and be stopped when e.g. the collected data set reaches a certain size or when the performance increase between iterations becomes smaller than a predetermined size.

It should be noted that the active learning procedure as described above has hyperparameters: the size of the initial dataset, the size of the pool of candidate data points and the number of candidate data points queried to the oracle in each iteration. Finding the optimal configuration for the active learning procedure requires a dedicated search. As we intend to show the added benefit of active learning and not what the absolute best performance of active learning is, we did not perform an extensive grid search for the optimisation. Instead we performed a small random search on the hyperparameters of the experiments in Section III and selected the best configuration for all experiments. For completeness a discussion on the hyperparameters can be found in Appendix A. We do want to note that in any active learning configuration we experimented with, active learning always performed at least equally as good as random sampling.

In Figure 2 arguably the most important step is to select those points that ought to be queried to the labeling procedure from a large set of candidate data points. As the problems we look at here are classification problems, the closeness to the boundary can be estimated by the uncertainty of the trained estimator on the classification of the model point.

This uncertainty can for example be obtained from an algorithm like Gaussian Processes[20], which has already been successfully applied in high energy physics to steer sampling of new points around 2-dimensional exclusion boundaries[10]. Due to the computational complexity of this algorithm it is however limited to low-dimensional

FIG. 2. Diagrammatic representation of active learning. Data is sampled and used to create a data set. This data is used to train an ML estimator (or a committee of estimators), which is used to get an approximation of the labeling on newly sampled data. From this new data the points with the highest uncertainty in their labeling are selected for sampling via the true sampling procedure and added to the data set. This process can be repeated until enough data is collected.

\[1\] Supersymmetry (SUSY) is a theory that extends the current theory of particles and particle interactions by adding another space-time symmetry. It predicts the existence of new particles which could be measured in particle physics experiments, if supersymmetry is realised in nature.
parameter spaces, as it scales at best with the number of data points squared [13]. Because of this, we investigate specifically the query-by-committee and query-by-dropout-committee scheme.

A. Query-by-Committee (QBC)

By training multiple machine learning estimators on the same data set, one could use their disagreement on the prediction for a data point as a measure for uncertainty. Points with a high disagreement in their predictions are expected to provide the highest information gain. This method is called query-by-committee (QBC) [23]. To create and enhance the disagreement among the committee members in uncertain regions the training set can be changed for each estimator (e.g. via bagging [8]) or by varying the configuration of the estimator (e.g. when using a committee of neural networks, each of these could have a different architecture or different initial conditions), such that we get a reasonable amount of diversity in the ensemble.

The disagreement among the estimators can for example be quantified by the standard deviation. For binary classification problems it can even be done by taking the mean of the outputs of the set of $N$ estimators. If the classes are encoded as 0 and 1, a mean output of 0.5 would mean maximal uncertainty, so an uncertainty measure for $N$ estimators could for example be

$$\text{uncertainty} = 1 - 2 \cdot \left|\frac{1}{N} \sum_{i=1}^{N} \text{prediction}_i - 0.5\right|. \quad (1)$$

An uncertainty of 1.0 would indicate maximum uncertainty.

The advantage of the QBC approach is that it is not bound to a specific estimator. If one were to use $N$ estimators of which the training scales linearly with the number of data points $K$, the active learning procedure would have a computational complexity of $O(NK)$ for each iteration. This allows for the use of large amounts of data, as is needed in high-dimensional parameter space.

B. Query-by-Dropout-Committee (QBDC)

The committee can also be built by using a technique called Monte Carlo dropout [12]. This technique uses a neural network with dropout layers [22] as the machine learning estimator. These dropout layers are normally used to prevent overtraining (i.e. increased performance on the training set at the cost of a reduction in performance on general data sets) by disabling a fraction of the neurons in the preceding layer of the network at random at each evaluation of input data during training. In this way it cannot learn to rely entirely on specific features and correlations in the input data, resulting in more robustness during inference. The dropout is then typically disabled when actually used to create predictions on unseen data, so that the full network is used for inference.

In Monte Carlo dropout, on the other hand, these layers are left enabled during evaluation of input data, even after training, making the output of the network vary in each evaluation. The prediction for a constant input will therefore change for each evaluation and the number of times a prediction is made can then be interpreted as the number of members in a committee of a QBC approach. The advantage here however is that only a single network has to be trained [11,19,26]. Due to the use of Monte Carlo dropout, this method is called Query-by-Dropout-Committee (QBDC).

III. APPLICATIONS IN HEP

In this section active learning as a method is investigated using data sets from high energy physics. The experiments investigated here are all classification problems, as these have a clear region of interest: the decision boundary. It should be noted that the methods explored here also hold for regression problems with a region of interest (e.g. when searching for an optimum). Although active learning can also be used to improve the performance of a regression algorithm over the entire parameter space, whether or not this works is highly problem and algorithm dependent, as can for example be seen in ref. [21].

A. Increase resolution of exclusion boundary

As there are no significant experimental signals found in “beyond the standard model” searches that indicate the presence of unknown physics, the obtained experimental data is used to find the region in the model parameter space that is excluded – or not-excluded yet – by experiment. Sampling the region around this boundary in high-dimensional spaces is highly non-trivial with conventional methods due to the curse of dimensionality.

We test the application of active learning on a 19-dimensional model of new physics (the 19-dimensional pMSSM [15]) as a method to tackle this problem. This test is related to earlier work on the generalisation of high-dimensional results, which resulted in SUSY-AI [7]. In that work the exclusion information on $\sim 310,000$ model points as determined by the ATLAS collaboration [25] was used; the same data is used in this study.

We investigate three implementations of active learning: two Random Forest set ups, one with a finite and the other with an infinite pool, and a setup with a QBDC. The performance of each of these is compared to the performance of random sampling, in order to evaluate the added value of active learning. This comparison is quantified by using the following steps:

1. Call $\text{max\_performance}$ the maximum reached performance for random sampling;
2. Call $N_{\text{random}}$ the number of data points needed for random sampling to reach \textit{max performance};

3. Call $N_{\text{active}}$ the minimum number of data points needed for active learning to reach \textit{max performance};

4. Calculate the performance gain through

$$\text{performance gain} = \frac{N_{\text{random}}}{N_{\text{active}}}. \quad (2)$$

The configurations of the experiments were explicitly made identical and were not optimized on their own. The results of the experiments are therefore not able to identify which setup works best and only serve to investigate whether, and if so by how much, each of these techniques outperforms random sampling in constraining parameters in high-dimensional models.

1. Random Forest with a finite pool

Just as for SUSY-AI we trained a Random Forest classifier on the public ATLAS exclusion data set [25] (details on the configuration of this experiment can be found in Appendix B). This data set was split into three parts: an initial training set of 1,000 model points, a test set of 100,000 model points and a pool of the remaining $\sim 200,000$ model points. As the labeling of the points is 0 for excluded points and 1 for allowed points, after each training iteration the 1,000 new points with their Random Forest prediction closest to 0.5 (following the QBC scheme outlined in Section II A) are selected from the pool and added to the training set. Using this now expanded dataset a new estimator is trained from scratch. The performance of this algorithm is determined using the test set.

This experiment is also performed with all points selected from the pool at random, so that a comparison of the performance of active learning and random sampling becomes possible. The results of both experiments are shown in Figure 3. The bands around the curves in this figure indicate the range in which the curves for 7 independent runs of the experiment lie. The figure shows that active learning outperforms random sampling initially, but after a while random sampling catches up in performance. The decrease in accuracy of the active learning method is caused by an overall lack of training data. After having selected approximately 70,000 points via active learning, new data points are selected further away from this boundary, causing a relative decrease of the weight of the points around the decision boundary, degrading the generalisation performance.

Based on Figure 3, the performance gain of active learning over random sampling in the early stages of learning, up to a train size of 50,000, – as described by Equation 2 – lies in the range 3.5 to 4.

2. Random Forest with an infinite pool

We replace the finite ATLAS data pool with a sampling procedure in which new points are sampled from a uniform prior of the training volume of SUSY-AI. Although in each iteration only a limited set of candidate points is considered, the fact that this set is sampled anew in each iteration guarantees that the decision boundary is never depleted of new candidate points. Because of this, the pool can be considered infinite. In contrast to the experiment in Section II A 1, where labeling (i.e., excluded or allowed) was readily available, determining true labeling on these newly sampled data points would be extremely costly. Because of this SUSY-AI [7] was used as a stand-in for this labeling process [2]. Since we are training a Random Forest estimator, we retrained SUSY-AI as a neural network, to make sure the trained Random Forest estimator would not be able to exactly match the SUSY-AI model, as this would compromise the possibility to generalise the result beyond toy examples like this one. The

\[\text{FIG. 3. Accuracy development on model exclusion of the 19-dimensional model for new physics (pMSSM) for random sampling and active learning using a random forest as algorithm and a finite pool. True labeling was provided by ATLAS [1]. Active learning quickly starts outperforming the random sampling. The decline in accuracy for active learning, starting from a training size of 60,000, is caused by the limited size of the pool and the fact that the region around the pool is depleted from data around the decision boundary. The bands around the curves show the range in which all curves of that colour lie when the experiment was repeated 7 times.}\]
FIG. 4. Accuracy development on model exclusion of the 19-dimensional model for new physics (pMSSM) for random sampling and active learning using a random forest as algorithm and an infinite pool. True labeling was provided by a machine learning algorithm trained on model points and labels provided by ATLAS [1]. Here active learning is vastly superior over random sampling, yielding a gain in computational time of a factor of 5 to 6. The bands around the curves show the range in which all curves of that colour lie when the experiment was repeated 7 times.

The accuracy development as recorded in this experiment is shown in Figure 4. The bands again correspond to the ranges of the accuracy as measured over 7 independent runs of the experiment. The gain of active learning with respect to random sampling (as described by Equation 2) is 5 to 6. The overall reached accuracy is however lower than in Figure 3, but note that this experiment stopped when a total of 100,000 points as sampled, compared to the 200,000 points in the previous experiment.

3. QBDC with an infinite pool

To test the performance of QBDC, the infinite pool experiment above was repeated, but now with a QBDC setup. The technical details of the setup can be found in Appendix B. The accuracy development plot resulting from the experiment can be seen in Figure 5. The bands around the lines representing the accuracies for active learning and random sampling indicate the minimum and maximum gained accuracy for the corresponding data after running the experiment 7 times. The performance gain (as defined in Equation 2) for active learning in this experiment lies in the range 3 to 4. QBDC sampling is approximately $K$ times faster than ensemble sampling with $K$ committee members for a fixed number of samples, as only one network has to be trained. However, as active learning outperforms random sampling by a factor of 3 to 4, it depends on how expensive training of the estimator is in comparison to how much computational time is gained.

Compared to Figure 3 and 4 the accuracies obtained in Figure 5 are significantly higher. This can be caused by the fact that the model trained to quantify the performance more strongly resembles the oracle (both of them are neural networks with a similar architecture), or that the neural network is inherently more capable of capturing the exclusion function. In the two earlier experiments the trained models were Random Forests that tried to replicate the true ATLAS exclusion function and the SUSY-AI neural network respectively.

B. Identifying uncertain regions and steering new searches

Instead of using active learning e.g. to iteratively increase the resolution on for example a decision boundary, the identification of uncertain regions of the parameter space on which active learning is built can also be used to identify regions of interest.

For example, in high energy physics one could train an algorithm to identify model points around the exclusion boundary in a high-dimensional model. These model points could then be used as targets for new searches or even new experiments. This is an advantage over the conventional method of trying to optimise a 2-dimensional exclusion region in a plot, as this method works over the
full dimensionality of the model, which thereby can respect a more detailed account of the underlying theory that is being tested for. One could even go a step further by reusing the same pool for these search-improvement studies, so that regions of parameter space that no search has been able to exclude can be identified. Analogous to this one could also apply this method to find targets for the design of a new experiment.

To test the application of this technique in the context of searches for new physics we trained a neural network on the publicly available ATLAS exclusion data on the pMSSM-19 [25], enhanced with the 13 TeV exclusion information as calculated by [4]. The technical setup is detailed in Appendix [B] We sampled ~ 87,000 model points in the SUSY-AI parameter space [1] using a spectrum generator (SOFTSUSY 4.1.0 [3]) and selected 1,000 points with the highest uncertainty following the QBDC technique outlined in Section III A 3.

Figure 6 shows the sampled model points in the gluino mass - LSP mass projection. As the LSP mass was not directly one of the input parameters, the fact that the selected points are nevertheless well-sampled in the region of the decision boundary, we conclude that the active learning algorithm did successfully find the decision boundary in the 19-dimensional model.

We conclude this section by noting that in all the active learning experiments in this section new points were selected exclusively with active learning. In more realistic scenarios the user can of course use a combination of random sampling and active learning, in order not to miss any features in parameter space that were either unexpected or not sampled by the initial dataset.

IV. CONCLUSION

In this paper we illustrated the possibility to improve the resolution of regions of interest in high-dimensional parameter spaces. We specifically investigated query-by-committee and query-by-dropout-committee as a tool to constrain parameters and the possibility to improve the identification of uncertain regions in parameter space to steer the design of new searches. We find that all active learning strategies presented in this paper query the oracle more efficiently than random sampling, up to a factor of 6.

One of the limiting factors of the techniques as presented in this paper is the fact that still a pool of candidate points needs to be sampled from the parameter space. If sampling candidate points randomly yields too few points of high enough interest, generative models can be used to sample candidate points more specifically.

Code showing the implementation of the three investigated active learning techniques is made public on GitHub [4].
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FIG. 6. The model points that were selected in a pool-based sampling projected on the gluino mass ($m_{\tilde{g}}$) - LSP mass ($m_{\tilde{\chi}_1^0}$) plane. The algorithm did not have direct access to the variables on the axes, but was nevertheless able to sample points in the region around the decision boundary, indicated by the solid black line in the figure. The dashed red lines indicate the boundary of the model, outside of which no data points will be sampled (caused by the fact that no supersymmetric particle can be lighter than the LSP).

---

[3] https://github.com/bstienen/active-learning
Appendices

A. ACTIVE LEARNING HYPERPARAMETERS

The active learning procedure as implemented for this paper has three hyperparameters:

- **size\_initial**: The size of the data set used at the start of the active learning procedure;
- **size\_sample**: The size of the pool of candidate data points to be sampled in each iteration;
- **size\_select**: The number of data points to select from the pool of candidate data points and query to the oracle.

Which settings are optimal depends on the problem at hand, although some general statements can be made about the possible values for these hyperparameters. To illustrate this we performed a hyperparameter optimisation for the experiment in Section III A 2, although it should be noted that this optimisation was performed only for illustration purposes and was not used to configure the experiments in this paper.

The **size\_initial** for example configures how well the first trained machine learning estimator approximates the oracle. If this approximation is bad, the first few sampling iterations will sample points in what will later turn out to be uninteresting regions. A higher value for **size\_initial** would therefore be preferable over a smaller value, although this could diminish the initial motivation for active learning: avoiding having to run the oracle on points that are not interesting with respect to a specific goal.

The **size\_sample** parameter however will have an optimum: if chosen too small the selected samples will be more spread out and possibly less interesting points will be queried to the oracle. If chosen too high on the other hand the data could be focused in a specific subset of the region of interest because the trained estimator happens to have a local minimum there. The existence of an optimal value for **size\_sample** can be seen in Figure 7.

It should be noted that the location of the optimum does not only depend on **size\_sample**, but also on **size\_select**. If one were to set **size\_select** to 1, the size of the candidate pool is best as large as possible, in order to be sure that the selected point is really the most informative one you can select. This would avoid the selection of clustered data points, but this comes at the cost of having to run the procedure for more iterations in order to get the same size for the final data set. This would however be very expensive if the cost for training the ML estimator(s) is very high. The dependence of the accuracy on these two variables is shown in Figure 8, in which the accuracy gained in the last step of the active learning procedure is shown for different configurations of these two parameters. The script to generate this figure can be found on GitHub.

B. EXPERIMENT CONFIGURATION

All networks were trained using Keras with a Tensorflow backend linked to CUDA. For the Random Forest implementation scikit-learn was used.

Increase resolution of exclusion boundary

The configuration of the active learning procedure can be found in Table I. The experiments are denoted by the
### III.A Configuration for the active learning procedures in Section III.A

|                  | III.A.1 | III.A.2 | III.A.3 |
|------------------|---------|---------|---------|
| Initial dataset  | 10,000  |         |         |
| Step size        | 2,500   |         |         |
| #candidates      |         | remaining pool | 100,000 |
| Maximum size     |         | until pool empty | 100,000 |
| Committee size   | 100     | 25      |         |
| #iterations      |         | 7       |         |
| #test points     | 1,000,000 |         |         |

TABLE I. Configuration for the active learning procedures in Section III.A

| Layer type | Config. | Output shape | Param. # |
|------------|---------|--------------|----------|
| Input      | (None,19) |              | 0        |
| Dense      | 500 nodes (None, 500) | 10,000    |
| Activation | selu (None, 500) | 0         |
| Dense      | 100 nodes (None, 100) | 50,100   |
| Activation | selu (None, 100) | 0         |
| Dense      | 100 nodes (None, 100) | 10,100   |
| Activation | selu (None, 100) | 0         |
| Dense      | 50 nodes (None, 50) | 5,050    |
| Activation | selu (None, 50) | 0         |
| Dense      | 2 nodes (None, 2) | 102      |
| Activation | softmax (None, 2) | 0        |
| Total params: | 75,352 |             |          |

TABLE II. Network architecture for the oracle in the “Random Forest with an infinite pool” and the “QBDC with an infinite pool” experiments.

### Identifying uncertain regions and steering new searches

The network architecture for the trained neural network used for active learning can be found in Table III. The active learning network was optimised using Adam [14] on a binary cross-entropy loss. It was fitted on the data in 1000 epochs, a batch size of 1000 and the EarlyStopping [16] callback using a patience of 20. The neural network from the infinite pool experiment described above is also used in this experiment.

| Layer type | Config. | Output shape | Param. # |
|------------|---------|--------------|----------|
| Input      | (None,19) |              | 0        |
| Dense      | 500 nodes (None, 500) | 10,000    |
| Activation | relu (None, 500) | 0         |
| Dropout    | 0.2 (None, 500) | 0         |
| Dense      | 100 nodes (None, 100) | 50,100   |
| Activation | relu (None, 100) | 0         |
| Dropout    | 0.2 (None, 100) | 0         |
| Dense      | 100 nodes (None, 100) | 10,100   |
| Activation | relu (None, 100) | 0         |
| Dropout    | 0.2 (None, 100) | 0         |
| Dense      | 50 nodes (None, 50) | 5,050    |
| Activation | relu (None, 50) | 0         |
| Dropout    | 0.2 (None, 50) | 0         |
| Dense      | 2 nodes (None, 2) | 102      |
| Activation | softmax (None, 2) | 0        |
| Total params: | 75,352 |             |          |

TABLE III. Network architecture for the “QBDC with an infinite pool” experiment.

The network architecture for the trained neural network can be found in Table III. The network was optimised using Adam [14] on a binary cross entropy loss. It was fitted on the data in 1000 epochs, a batch size of 1000 and with the EarlyStopping [16] callback using a patience of 50.

The network was trained on the z-score normalised ATLAS dataset [1] of 310,324 data points, of which 10% was used for validation.
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