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ABSTRACT. In this paper we explore the merit of relative entropy in proving weak well-posedness of McKean-Vlasov SDEs and SPDEs, extending the technique introduced in Lacker [36]. In the SDE setting, we prove weak existence and uniqueness when the interaction is path dependent and only assumed to have linear growth. Meanwhile, we recover and extend the current results when the interaction has Krylov’s $L^q_t - L^p_x$ type singularity for $\frac{d}{p} + \frac{2}{q} < 1$, where $d$ is the dimension of space. We connect the aforementioned two cases which are traditionally disparate, and form a solution theory that is sufficiently robust to allow perturbations of sublinear growth at the presence of singularity, giving rise to the well-posedness of a new family of McKean-Vlasov SDEs. Our strategy naturally extends to the cases of a fractional Brownian driving noise $B_H^t$ for all $H \in (0, 1)$, obtaining new results in each separate case $H \in (0, \frac{1}{2})$ and $H \in (\frac{1}{2}, 1)$. In the SPDE setting, we construct McKean-Vlasov type SPDEs with bounded measurable coefficients from the prototype of stochastic heat equation in spatial dimension one, and we do the same construction for the stochastic wave equation and a SPDE with white noise acting only on the boundary. In addition, we generalize some quantitative propagation of chaos results for SDEs into the SPDE setting.

1. INTRODUCTION

The McKean-Vlasov SDE

$$dX_t = (b_0 (t, X_t) + \langle \mu_t, b (t, X_t, \cdot) \rangle) \, dt + dW_t, \quad \mu_t = \text{Law} (X_t) \tag{1.1}$$

where $W$ is a Brownian motion, has attracted lots of attention in recent years. It describes the $n \to \infty$ limit of the interacting particle system

$$dX_t^{n,i} = \left( b_0 \left( t, X_t^{n,i} \right) + \frac{1}{n-1} \sum_{j \neq i} b \left( t, X_t^{n,i}, X_t^{n,j} \right) \right) \, dt + dW_t^i, \quad i = 1, \cdots, n, \tag{1.2}$$

where $W^1, \cdots, W^n$ are $n$ independent Brownian motions.

This paper is about solving the McKean-Vlasov SDE (1.1). When $b_0$ and $b$ are time independent, Lipschitz and bounded, it is classical that (1.1) has a unique strong solution, see [54]. When $b$ is nonsmooth or even not locally bounded, as in many concrete physical settings, the problem becomes challenging and there has been a few early works, and significant recent effort in solving (1.1), such as [53], [54], [30], [6], [41], [27], [37] and [46].

Finding a weak solution to this equation boils down to the following fixed point problem: for $0 \leq t \leq T$ let $C^d_t := C([0, t]; \mathbb{R}^d)$ denote the continuous path space endowed with the supremum norm $\|X\|_t = \sup_{0 \leq s \leq t} |X_s|$, and write $\mathcal{P}(C^d_t)$ for the space of Borel probability
Denote by $\Phi(\cdot)$ the law on $C^d_T$ of the SDE

$$dX_t = b_\mu(t, X_t)dt + dW_t, \quad \text{Law}(X_0) = \mu_0. \tag{1.4}$$

Then any $\mu \in P(C^d_T)$ satisfying $\Phi(\mu) = \mu$ is a weak solution to the McKean-Vlasov SDE \textbf{(1.1)} with initial law $\mu_0$, and vice versa.

To find a fixed point of $\Phi$, we often fix a distance on $P(C^d_T)$ and analyze the continuity of $\Phi$ with respect to this distance. In this analysis we need detailed information on the dependence of $\bar{\mu}$ with respect to this distance. In this analysis we need detailed information on the dependence of $\bar{\mu}$ on $\mu$. We may succinctly rewrite the drift $\langle \mu, b(t, x, \cdot) \rangle$ as $B(t, x, \mu)$ for $\mu \in P(\mathbb{R}^d)$, with a slight abuse of notation.

Motivated by the recent progress in distribution dependent SDEs such as \cite{10} and \cite{18}, various assumptions have been made on the continuity of $B$ with respect to $\mu$. A common assumption is that $B$ is Lipschitz continuous with respect to $\mu$ in the Wasserstein distance $W_1(P(\mathbb{R}^d))$, uniformly in $t$ and $x$. If moreover $B$ is Lipschitz continuous in $x$, it is proved in \cite{10} that the McKean-Vlasov SDE \textbf{(1.1)} has a unique weak solution even if the driving Brownian motion is replaced by any additive noise $W$ with $\text{Law}(W) \in P(C^d_T)$.

Another common assumption is that $B$ is continuous with respect to $\mu$ in total variation. This is the case for bounded measurable $b$, where one needs to utilize the regularizing properties of Brownian motion as the corresponding ODE $dX_t = a(t, X_t)dt$ is not well-posed in general if $a : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d$ is merely bounded measurable. In the case $b_0$ and $b$ are bounded measurable, the well-posedness of \textbf{(1.1)} has been established, see for example \cite{37}, Theorem 2.4 or Proposition 7.1 of \cite{33}. We outline the proof in \cite{33}: for any $\mu \in P(C^d_T)$ and any $t \in [0, T]$, denote by $\mu[t]$ the projection of $\mu$ to $C^d_T$. Then for any $\mu, \nu \in P(C^d_T)$,

$$||\Phi(\mu)[t] - \Phi(\nu)[t]||_{TV}^2 \leq 2H(\Phi(\mu)[t] \mid \Phi(\nu)[t])$$

$$= \int_0^t \int_0^t |\bar{b}_\mu(s, x) - \bar{b}_\nu(s, x)|^2 ds\Phi(\mu)[t](dx)$$

$$= \int_0^t \int_0^t |\langle \mu_s - \nu_s, b(s, x, \cdot) \rangle|^2 ds\Phi(\mu)[t](dx)$$

$$\leq \|b\|_1^2 \int_0^t ||\mu[s] - \nu[s]||_{TV}^2 ds. \tag{1.5}$$

Here $\| \cdot \|_{TV}$ denotes total variation distance and $H(\cdot \mid \cdot)$ denotes relative entropy. In the first line of \textbf{(1.5)} we used Pinsker’s inequality \textbf{(A.2)} and in the second line we used Girsanov transform \textbf{(A.3)}. A standard Picard iteration finishes the proof.  

The finding of this paper is that the seemingly simple argument \textbf{(1.5)} in the bounded measurable case can be generalized to solve \textbf{(1.1)} with many different types of interactions that were previously handled by other means or even not known to have a solution. An application of arguments like \textbf{(1.5)} not only makes the proof much shorter but also allows more flexibility in the choice of $b_0$ and $b$.

\footnote{We note that the estimate \textbf{(1.5)} holds without change if the drift is of the general form $B(t, x, \mu)$ such that $B$ is Lipschitz continuous in $\mu$ in total variation distance, uniformly in $t$ and $x$. We can switch to this nonlinear setting in many, but not all, cases of the present article, which is made clear in Subsection \textbf{1.0.4}.}
1.0.1. Interactions of linear growth. A first novelty of our relative entropy approach is that we can consider coefficients that locally, but not globally, belong to standard Besov-Hölder spaces. This is the case for a drift or interaction function that has linear growth, i.e. for some $K > 0$ we have $|b(t,x,y)| \leq K(1 + |x| + |y|)$. This function clearly does not belong to $L^\infty(\mathbb{R}^d)$ unless we impose a weight function. One can observe that controlling the drift $\langle \mu_t, b(t,x,\cdot) \rangle$ in terms of $\mu_t$ will get much harder when $b$ does not belong to these function spaces, which is a problem arising in the McKean-Vlasov setting but not in the SDE setting $dX_t = b(X_t)dt + dW_t$. It turns out that relative entropy enables us to take averages appropriately, and gives a satisfying answer in the linear growth case.

In most references on McKean-Vlasov equations, we consider drifts that depend on densities in a nonlinear way, written in the notation $B(t,x,\mu)$, assuming that $B(t,x,\cdot)$ is continuous in $\mu$ in Wasserstein distance or total variation, uniformly in $t$ and $x$. This does not seem to be the case for an interaction $\langle \mu_t, b(t,x,\cdot) \rangle$ where $b$ has linear growth, and that is the reason why in all the examples with linear growth coefficients, we assume the interaction is given in a linear form like $\langle \mu_t, b(t,x,\cdot) \rangle$ but not in a nonlinear form like $B(t,x,\mu)$. More discussions on this subtle discrepancy will be given in Remark 1.11.

Under this linear growth condition, the strategy of solving (1.1) is to combine (1.5) with a truncation argument, making use of weighted Pinsker’s inequality that helps us to accomplish an averaging procedure (actually, we will average twice.) Working with relative entropy is crucial in the argument, and is currently the only possible way to solve these equations. We learn this method from Lacker [36] where he proved a result that is close to Theorem 1.1. Our contribution in Theorem 1.1 is that we introduce one more averaging procedure, thus relaxing a condition in Proposition 7.2 of [36]. Consequently, we can cover interactions that are only assumed to have linear growth. This result is optimal, in that the linear growth assumption is what is generally assumed on the drift for the finite dimensional SDE $dX_t = b(X_t)dt + dW_t$ to have a unique solution.

1.0.2. Singular drifts. Another feature of the relative entropy technique is we can handle drifts that satisfy an integrability condition.

In these situations, the drift $B$ has continuity with respect to $\mu$ only after it is integrated in space. Such interactions have been well studied since Krylov [34]. As an example, we may have that for some $C_B > 0$,

$$\|B(t,\cdot,\mu_1) - B(t,\cdot,\mu_2)\|_{L^p(\mathbb{R}^d)} \leq C_B \|\mu_1 - \mu_2\|_{TV}. \quad (1.6)$$

If $b$ satisfies Krylov’s integrability condition (see the condition on $b_1$ in Theorem 1.2), the McKean-Vlasov SDE (1.1) has been solved in [46] via PDE methods and a compactness argument. Yet a simple probabilistic method is available: we can use a similar argument as in (1.5) by exploiting (1.6) and some auxiliary estimates in the specific case (for example, Krylov’s estimate in Theorem 1.2). We now form a connection between the linear growth case and the case of a singular interaction satisfying integrability conditions, as we can solve the two separate cases within the same framework (1.5). This enables us to consider interactions $B = B_1 + B_2$, each of a different type (see Theorem 1.3). To our best knowledge, (1.1) with such mixed interactions have not been well studied in the literature.

The relative entropy technique (1.5) appears to be more flexible as we can have some sublinear perturbation of the drift or the interaction in Theorem 1.2 and 1.3, while the method based on Zvonkin’s transform in [46] seems to be more stringent.
1.0.3. Non-Markovian processes. Fractional Brownian motion is a non-Markovian process and is not a semimartingale, so most techniques in stochastic analysis cannot be applied to solve the fractional Brownian analogue of (1.1). However, the Girsanov transform of fractional Brownian motion can be applied, and we may still use the framework (1.5) in this fractional setting. The results we obtain appear to be sharper than the existing literature, such as [4] and [18] as we can consider interactions that have a growth at infinity, whereas these works focused on the bounded case (bounded in some Hölder-Besov spaces on \( \mathbb{R}^d \)).

The case of distributional drift in the \( H \in (0, \frac{1}{2}) \) case, recently obtained in [18], can also be reproved by similar techniques and we give a fairly short proof of it.

1.0.4. Stochastic PDEs. Consider the stochastic heat equation on the interval \([0, 1]\)

\[
\frac{\partial}{\partial t} X(t, \sigma) = \frac{\partial^2}{\partial \sigma^2} X(t, \sigma) dt + f(t, \sigma, X(t, \sigma)) dt + dW(t, \sigma), t \geq 0, \quad \sigma \in [0, 1],
\]

(1.7)

with Neumann boundary condition on \([0, 1]\), \(W\) a cylindrical Wiener process on \(L^2([0, 1]; \mathbb{R})\), and \(f\) is some bounded measurable drift which will be modified later. We consider mild solutions to the SPDE (1.7) given as follows (see for example [13]): given an initial data \(X(0) \in C_0([0, 1]; \mathbb{R})\), there is a unique solution \(X(t, \sigma)\) satisfying

\[
X(t) = S(t)X(0) + \int_0^t S(t-s) F(s)ds + \int_0^t S(t-s)dW(s),
\]

(1.8)

where \(F(s) = f(s, \sigma, X(s, \sigma)) \in L^2([0, 1]; \mathbb{R})\) and \(S(t)\) is the semigroup generated by \(L = \frac{\partial^2}{\partial \sigma^2}\) on \(L^2([0, 1]; \mathbb{R})\) with Neumann boundary condition. The existence and uniqueness of a probabilistic strong solution to (1.8) with bounded measurable \(f\) is established in [20].

In this article we propose to consider a McKean-Vlasov type analogue of (1.7) inspired by Hao Shen and Weinan E [51], who worked with Lipschitz coefficients. Let \(H\) denote the Hilbert space \(L^2([0, 1]; \mathbb{R})\) and \(\mathcal{P}(H)\) denote the space of probability measures on \(H\), we consider a measurable function \(G : [0, T] \times H \times \mathcal{P}(H) \rightarrow H\) satisfying, for some \(M > 0\),

\[
\|G(t, x, \mu) - G(t, x, \nu)\|_H \leq M\|\mu - \nu\|_{TV}
\]

uniformly over \(t \in [0, T], x \in H\) and \(\mu, \nu \in \mathcal{P}(H)\), and moreover that \(G\) is bounded, \(\|G\|_H \leq M\). Then we will be able to solve the following distribution dependent SPDE

\[
\frac{\partial}{\partial t} X(t) = \frac{\partial^2}{\partial \sigma^2} X(t) dt + G(t, X(t), \mu_t) dt + dW(t), \quad \text{Law}(X_t) = \mu_t.
\]

(1.9)

By the definition of total variation distance, one can check that (1.9) covers the following SPDE

\[
\frac{\partial}{\partial t} X(t, \sigma) = \frac{\partial^2}{\partial \sigma^2} X(t, \sigma) dt + \int_0^1 f(X(t, \sigma), z) \rho_{X(t, \sigma)}(dz) d\sigma' dt + dW_t, \quad \sigma \in [0, 1],
\]

(1.10)

where \(f : \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) is some bounded measurable function. In [51] the authors assumed \(f\) to be Lipschitz, with the physical assumption that \(f = -\nabla V\) for some potential \(V\) that models an interaction potential between polymers, and that \(V \in C^2\). In our paper we can consider \(V\) to be merely \(C^1\), and \(f\) bounded measurable.

Our proof technique is not limited to the stochastic heat equation, and we will carry out the same construction for McKean-Vlasov type stochastic wave equation, and a McKean-Vlasov type SPDE where the white noise only acts on the boundary.

As another novel application of our construction, the quantitative propagation of chaos result obtained in [36] can be extended to this SPDE setting. That is, given a bounded
measurable map $F : [0, T] \times H \times H \to H$ and consider the interacting particle system with $N$ particles given i.i.d. initial laws

\[
\frac{\partial}{\partial t} X^i(t) = \frac{\partial^2}{\partial \sigma^2} X^i(t) dt + \frac{1}{N} \sum_{j=1, j \neq i}^{N} F(t, X^i(t), X^j(t)) dt + dW^i(t), \quad i = 1, \cdots, N,
\]

then the law of each particle $X^i$ converges to the law of the limiting SPDE

\[
\frac{\partial}{\partial t} X(t) = \frac{\partial^2}{\partial \sigma^2} X(t) dt + \langle \mu_t, F(t, X(t), \cdot) \rangle dt + dW(t), \quad \text{Law}(X_t) = \mu_t,
\]

with a $O(\frac{1}{n^2})$ convergence rate in relative entropy. This convergence rate is known to be sharp in the finite dimensional SDE setting. The proof is given in Section 7.2.

1.1. List of main results. To simplify presentations, we have deferred notions regarding path space, progressive measurability, Girsanov transform, Pinsker’s inequality and entropy to Appendix A. Readers may consult the appendix if some notations appear to be unfamiliar. We will consider path-dependent interactions, i.e., the interaction $b(t, x, y)$ is defined on $[0, T] \times C^d_t \times C^d_T$, and the drift $b_0(t, x)$ defined on $[0, T] \times C^d_t$. In this path dependent case, we further require that $b_0$ and $b$ are progressively measurable, so the function $b(t, x, y)$ only depends on trajectories of $x$ and $y$ up to time $t$. We also consider the cases where $b$ and $b_0$ are only state dependent, i.e., $b$ is defined on $[0, T] \times \mathbb{R}^d \times \mathbb{R}^d$ and $b_0$ on $[0, T] \times \mathbb{R}^d$. For any probability measure $\mu \in \mathcal{P}(C^d_T)$, we denote by $\mu_t \in \mathcal{P}(\mathbb{R}^d)$ its marginal law at time $t$. In the path dependent case, progressive measurability ensures that $\langle \mu, b(t, x, \cdot) \rangle$ is well-defined for any $x \in C^d_T$ and $\mu \in \mathcal{P}(C^d_T)$. In the state dependent case we will only consider interactions of the form $\langle \mu_t, b(t, x, \cdot) \rangle$. As these notations will be used interchangeably, we introduce a table that clarifies the precise notation that will be used in each theorem (but see Remark 1.15 for an extension.)

| Notations                                      | Theorems |
|-----------------------------------------------|----------|
| Path dependent interaction $\langle \mu, b(t, x) \rangle$ | Theorem 1.1, 1.4 |
| State dependent interaction $\langle \mu, b(t, x) \rangle$ | Theorem 1.2, 1.3, 1.6 |
| Nonlinear density dependence                   | Proposition 1.5, Theorem 1.7 |

We introduce another notion for measures $\mu \in \mathcal{P}(C^d_T)$. For $\mu \in \mathcal{P}(C^d_T)$ and any $t \in [0, T]$, denote by $\mu[t]$ the projection of $\mu$ onto $C^d_t$, that is, we discard everything after time $t$. In some cases $\mu_t$ and $\mu[t]$ will be used interchangeably, and perhaps the best way to remember their difference is by noting that $\mu_t \in \mathcal{P}(\mathbb{R}^d)$ and $\mu[t] \in \mathcal{P}(C^d_t)$.

1.1.1. Results for Brownian motion. The first result we obtain is as follows:

**Theorem 1.1.** Assume that $(b_0, b)$ are path dependent, progressively measurable and

- $(b_0, b)$ satisfy, for some $0 < K < \infty$,
  \[
  |b_0(t, x)| + |b(t, x, y)| \leq K(1 + \|x\|_t + \|y\|_t) \quad \forall t \in [0, T], x, y \in C^d_T.
  \]

- The initial distribution $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$ satisfies
  \[
  \int_{\mathbb{R}^d} e^{c_0|x|^2} \mu_0(dx) < \infty \quad \text{for some} \ c_0 > 0.
  \]
Then the McKean-Vlasov SDE\(^2\)

\[
    dX_t = (b_0(t, X) + \langle \mu, b(t, X, \cdot) \rangle) \, dt + dW_t, \quad \mu = \text{Law}(X) \quad (1.13)
\]

admits a unique weak solution \(\mu\) from \(\mu_0\) satisfying \(\mathbb{E}[\|X\|_T] < \infty\). (Proof given in Chapter 3)

Theorem 1.1 generalizes Theorem 2.10 of Lacker\(^3\), where he assumed an extra condition on \(b\): for some \(K > 0\),

\[
    |b(t, x, y) - b(t, x, y')| \leq K \left(1 + \|y\|_t + \|y'\|_t\right) \quad \text{for all } t \in [0, T], x, y, y' \in \mathcal{C}_t^d.
\]

This condition is removed in our proof, yet our argument follows closely Lacker\(^3\). In Remark 1.11 we give an informal discussion to illustrate how we manage to remove that condition.

The linear growth condition (1.12) on \(b_0\) and \(b\) in Theorem 1.1 matches the well-known linear growth condition on the drift for the well-posedness of the SDE (without density dependence), see the discussion at the beginning of Section 2.

We can also treat interactions that have a local singularity.

Define

\[
    \mathcal{S}_1 := \left\{ (p, q) \in (1, \infty) : \frac{d}{p} + \frac{2}{q} < 1 \right\}.
\]

For a real valued function \(f : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d\), abbreviate \(f_t(x)\) as \(f(t, x)\), we define

\[
    \|f\|_{L_t^q([0,T],L_x^p(\mathbb{R}^d))} := \left( \int_0^T \|f_t\|_{L_x^p(\mathbb{R}^d)}^q \, dt \right)^{\frac{1}{q}},
\]

and \(L_t^q([0,T],L_x^p(\mathbb{R}^d))\) consists of all such \(f\) with \(\|f\|_{L_t^q([0,T],L_x^p(\mathbb{R}^d))} < \infty\).

**Theorem 1.2.** Fix \(b_0 : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d\), \(b_i : [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d\) for \(i = 1, 2\), and the initial law \(\mu_0\). Assume that the following conditions are satisfied:

- The drift \(b_0\) satisfies

\[
    |b_0(t, x)| \leq K(1 + |x|^{\beta}) \quad \text{for some } K > 0, \beta \in [0, 1).
\]

- The interaction \(b_1(t, x, y)\) satisfies, for some \((p_1, q_1) \in \mathcal{S}_1^3\)

\[
    |b_1(t, x, y)| \leq h_t(x - y) \quad \text{for some } h \in L_t^{q_1}([0, T], L_x^{p_1}(\mathbb{R}^d)).
\]

- The interaction \(b_2(t, x, y)\) is bounded measurable.

- The initial distribution \(\mu_0\) in \(\mathcal{P}(\mathbb{R}^d)\) satisfies

\[
    \int_{\mathbb{R}^d} e^{\kappa |x|^{2\beta}} \mu_0(dx) < \infty \quad \text{for all } \kappa \in \mathbb{R}.
\]

\(^2\)In this example we only consider first order interactions of the form \(\langle b(t, x, \cdot), \mu_t \rangle\), but not the nonlinear ones. A very detailed explanation of this confinement is given in Remark 1.11.

\(^3\)More generally, we may consider nonlinear interactions \(B(t, x, \mu)\) satisfying

\[
    \|B(t, x, \mu) - B(t, x, \nu)\|_{L_t^\infty(\mathbb{R}^d)} \leq \ell(t)\|\mu - \nu\|_{TV}, \quad \text{for some } \ell \in L_t^{q_1}([0, T]),
\]

uniformly in \(t \in [0, T]\) and \(x \in \mathbb{R}^d\). Jensen’s inequality implies that (1.15) is a special case of this general criterion. The proof of Theorem 1.2 holds with no change in this nonlinear case.
Then the McKean-Vlasov SDE

\[ dX_t = (b_0(t, X_t) + \langle \mu_t, b_1 + b_2(t, X_t, \cdot) \rangle) dt + dW_t, \quad \mu_t = \text{Law}(X_t) \] (1.16)

admits a unique weak solution \( \mu \) with initial distribution \( \mu_0 \) that satisfies

\[ \int_0^T |b_0(t, X_t) + h_t(X_t)|^2 dt < \infty \quad \text{with probability 1}. \]

(Proof given in Chapter 3.)

The \( b_0 = 0 \) case of Theorem 1.2 was first proved in Röckner and Zhang [46]. We recover their results in the case of additive noise (See Remark 1.8 for extension to multiplicative noise). Moreover we can have an additional drift of sublinear growth, which is not covered by techniques based on Zvonkin’s transform in [46]. Our proof is purely probabilistic and does not involve truncation arguments. See Remark 3.4 for another generalization.

Then we introduce a set of new assumptions where we interpolate between local \( L^q_t - L^p_x \) type singularity and global sublinear growth. In this manner we can produce a class of McKean-Vlasov SDEs whose existence was not previously known.

**Theorem 1.3.** Fix \( b_i : [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \) for \( i = 1, 2 \) and the initial law \( \mu_0 \). Assume they satisfy the following conditions:

- The interaction \( b_1(t, x, y) \) satisfies, for some \( (p_1, q_1) \in \mathcal{A}_1 \),
  \[ |b_1(t, x, y)| \leq h_t(x - y) \text{ for some } h \in L^{q_1}_t \left( [0, T], L^{p_1}_x(\mathbb{R}^d) \right). \]

- The interaction \( b_2(t, x, y) \) satisfies
  \[ \sup_{t, y} |b_2(t, x, y)| \leq K(1 + |x|^\beta) \text{ for some } K > 0, \beta \in [0, 1). \] (1.17)

- The initial law \( \mu_0 \in \mathcal{P}(\mathbb{R}^d) \) satisfies
  \[ \int_{\mathbb{R}^d} e^{\kappa|x|^2} \mu_0(dx) < \infty \quad \text{for all } \kappa \in \mathbb{R}. \]

Then the McKean-Vlasov SDE

\[ dX_t = \langle \mu_t, b_1 + b_2(t, X_t, \cdot) \rangle dt + dW_t, \quad \mu_t = \text{Law}(X_t) \] (1.18)

admits a unique weak solution \( \mu \) with initial distribution \( \mu_0 \) that satisfies

\[ \int_0^T \left( K^2 |X_t|^2 + |h_t(X_t)|^2 \right) dt < \infty \quad \text{with probability 1}, \]

where the constant \( K \) is given in (1.17). (Proof given in Chapter 3.)

In this theorem we have omitted a drift \( b_0 \) but we can take \( b_0 \) to be of sublinear growth as we did in Theorem 1.2 without loss of generality. See Remark 3.5 for a discussion on the condition we set on \( b_2 \).

1.1.2. Results for fractional Brownian motion. Another benefit of our framework is that it extends naturally to the case of SDEs driven by fractional Brownian motion \( B^H \), where PDE techniques based on Fokker-Planck equations are hard to apply. We mention [4] and [18] as the first works in this direction, and refer to Section 4 for a review of fractional Brownian motion.

In the singular case \( H \in (0, \frac{1}{2}) \), results of Theorem 1.3 carry over.
Theorem 1.4. Assume that $H \in (0, \frac{1}{2})$ and that the following conditions are satisfied:

- $(b_0, b)$ are path dependent, progressively measurable and for some $0 < K < \infty$,
  \[
  |b_0(t, x)| + |b(t, x, y)| \leq K (1 + \|x\|_t + \|y\|_t) \quad \forall t \in [0, T], x, y \in C^d_T.
  \] (1.19)

- The initial distribution $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$ satisfies
  \[
  \int_{\mathbb{R}^d} e^{c_0|x|^2} \mu_0(dx) < \infty \text{ for some } c_0 > 0.
  \]

Then the McKean-Vlasov SDE

\[
\begin{align*}
  dX_t &= (b_0(t, X) + \langle \mu, b(t, X, \cdot) \rangle) dt + dB_t^H, \quad \mu = \text{Law}(X) \quad (1.20)
\end{align*}
\]

admits a unique weak solution $\mu$ from $\mu_0$ satisfying $\mathbb{E}[\|X\|_T] < \infty$. (Proof given in Chapter 3)

We can also consider the case of a distribution valued drift in the regime $H \in (0, \frac{1}{2})$. The following result has been proved in [18], still we provide an alternative, short proof to illustrate the strength of our relative entropy approach. In the following, $B^\alpha_{\infty, \infty}$ denotes the isotropic Hölder-Besov spaces, whose definitions can be found in various places, see for example [18] and the references therein. As we will use Besov spaces in this example only, we do not recall relevant definitions for sake of conciseness.

**Proposition 1.5.** Given a function $B : [0, T] \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d$ satisfying the following condition: there exists $h \in L^q([0, T], \mathbb{R}^d)$, $q > 2$ such that

\[
\|B(t, \cdot, \mu)\|_{B^\alpha_{\infty, \infty}} \leq h(t) \quad \text{for any } \mu \in \mathcal{P}(\mathbb{R}^d),
\]

and that

\[
\|B(t, \cdot, \mu) - B(t, \cdot, \nu)\|_{B^\alpha_{\infty, \infty}} \leq h(t) \|\mu - \nu\|_{TV}, \quad \mu, \nu \in \mathcal{P}(\mathbb{R}^d),
\] (1.21)

if moreover the constants $\alpha$, $q$ and $H$ satisfy the following condition

\[
\alpha > 1 + \frac{1}{2H} - \frac{1}{2H},
\]

then for any $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$, there is a unique (probabilistic) strong solution to the McKean-Vlasov SDE

\[
\begin{align*}
  dX_t &= B(t, X_t, \mu_t) dt + dB^H_t, \quad \text{Law}(X_t) = \mu_t
\end{align*}
\]

with initial law $\mu_0$. (Proof given in Chapter 3)

The assumption (1.21) is easy to justify, as for example in the linear case

\[
B(t, x, \mu) = \int_{\mathbb{R}^d} b(t, x, \cdot) \mu(dy)
\]

for some $b(t, \cdot) \in B^\alpha_{\infty, \infty}$ with $\|b(t, \cdot)\|_{B^\alpha_{\infty, \infty}} \leq h(t)$.

In the regular case $H \in (\frac{1}{2}, 1)$, we prove the following theorem, generalizing Galeati et al. [18] in that we consider $b_0$ and $b$ to be possibly unbounded, and we remove a condition stated in terms of Besov space norms in [18].

---

4In Proposition 1.5 and Theorem 1.6 well-posedness in the probabilistic strong sense follows from the corresponding results on SDEs once we fix the measure component $\mu$, see for example [2] and [17]. As in this paper we deal with SDEs and SPDEs simultaneously, we stress that the weak and strong solutions in the finite dimensional SDE setting should not be confused with the corresponding notion in the PDE setting.
**Theorem 1.6.** Assume that \( H \in (\frac{1}{2}, 1) \), that \((b_0, b)\) are state dependent and that the following conditions are satisfied:

- With constants \( \alpha \in (1 - \frac{1}{2H}, 1) \) and \( \beta > H - \frac{1}{2} > 0 \),
  \[
  \left| b_0(t, x) - b_0(s, y) \right| \leq C \left( |x - y|^\alpha + |t - s|^\beta \right)
  \quad \text{for all } s, t \in [0, T], x, y \in \mathbb{R}^d.
  \]

- \[
  \left| b(t, x, x') - b(s, y, y') \right| \leq C \left( |x - y|^\alpha + |x' - y'|^\alpha + |t - s|^\beta \right)
  \quad \text{for all } s, t \in [0, T], x, y, x', y' \in \mathbb{R}^d.
  \]
- The initial distribution \( \mu_0 \in \mathcal{P}(\mathbb{R}^d) \) satisfies
  \[
  \int_{\mathbb{R}^d} e^{c_0|x|^2} \mu_0(dx) < \infty \quad \text{for some } c_0 > 0.
  \]

Then the McKean-Vlasov SDE

\[
  dX_t = (b_0(t, X_t) + \langle \mu_t, b(t, X_t, \cdot) \rangle) dt + dB^H_t,
  \quad \mu_t = \text{Law}(X_t)
\]

admits a unique (probabilistic) strong solution, whose law \( \mu \) with initial law \( \mu_0 \) satisfying \( \mathbb{E} [\|X\|_T] < \infty \). (Proof given in Chapter 5.)

The Hölder continuity assumptions on \( b_0 \) and \( b \) in Theorem 1.6 match the assumption on the drift for the corresponding SDE (without distributional dependence) to have a unique strong solution, see Nualart [42].

We note that some recent results on McKean-Vlasov SDEs driven by fractional Brownian motion are obtained in [16] via stochastic sewing lemma.

1.1.3. **Application to mean field stochastic PDEs.** Before stating our main results in the SPDE setting we give a brief literature review and motivating discussions.

Most of the current literature on McKean-Vlasov type stochastic processes are related to finite dimensional SDEs, and not much is done in the infinite dimensional setting, in particular in the setting of stochastic PDEs. To the author’s best knowledge, related works in the SPDE setting are [51] and [52], see also [26] and [31], Chapter 9.

We illustrate that our relative entropy technique works equally well in the SPDE setting as they do for finite dimensional diffusion. As a motivating example, we introduce a model in Hao Shen and Weinan E [51] that describes interacting polymers. Consider a system of \( N \) polymers, each polymer \( X_i(t) \) is modelled as a map from \([0, 1]\) to \( \mathbb{R}^3 \), evolving under the dynamics

\[
  dX_i(t, \sigma) = \tau dW_i(t) + \kappa \frac{\partial^2}{\partial \sigma^2} X_i(t, \sigma) dt + \frac{1}{N} \sum_{j=1}^N \int_0^1 f(X_i(t, \sigma), X_j(t, \sigma')) d\sigma' dt,
  \tag{1.22}
\]

where \( \sigma \in [0, 1] \), \( i = 1, \ldots, N \), \( dW_1, \ldots, dW_n \) are independent space-time white noise, that is, \( W_1(t), \ldots, W_n(t) \) are independent cylindrical Wiener processes on \( L^2([0, 1], \mathbb{R}^3) \). The \( \tau \) and \( \kappa \) are positive constants that model temperature and elasticity respectively. The function \( f: \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}^3 \) models an interaction force between different polymers. In [51] the authors made the assumption that \( f \) is Lipschitz continuous and \( f(x, x) = 0 \). Under this assumption they proved that the law of the interacting polymers \( (1.22) \) (with i.i.d. initial condition) converges to the law of the self-consistent mean-field equation

\[
  dY(t, \sigma) = \tau dW_i(t) + \kappa \frac{\partial^2}{\partial \sigma^2} Y(t, \sigma) dt + \int \mathcal{L}(t)(dZ) \int_0^1 f(Y(t, \sigma), Z(\sigma')) d\sigma' dt.
  \tag{1.23}
\]
In this paper we show that the Lipschitz continuity assumption on \( f \) can be relaxed, and well-posedness of (1.23) can be derived under weaker assumptions.

To begin with, we make the following observation: on the Hilbert space

\[ H := L^2([0,1];\mathbb{R}) \]

assume that we are given a measurable function (where \( \mathcal{P}(H) \) denotes the space of Borel probability measures on \( H \))

\[ G : [0,T] \times H \times \mathcal{P}(H) \to H \]

that is uniformly bounded and Lipschitz continuous in the measure component with respect to total variation distance, i.e., there exists some \( M > 0 \) such that

\[
\begin{aligned}
\|G(t,x,\mu)\| &\leq M, \\
\|G(t,x,\mu) - G(t,x,\nu)\| &\leq M\|\mu - \nu\|_{TV},
\end{aligned}
\tag{1.24}
\]

then the following self-consistent equation on \( H \), with \( W \) a cylindrical Wiener process on \( H \),

\[
\frac{\partial}{\partial t} Y(t) = \frac{\partial^2}{\partial \sigma^2} Y(t)dt + G(t,Y(t),\mu_t)dt + dW(t), \quad \text{Law}(Y(t)) = \mu_t,
\tag{1.25}
\]

is sufficiently general to cover the case of (1.23) with bounded measurable \( f \). Though we have made several simplifications in (1.22) by setting \( \tau = \kappa = 1 \) and considering functions valued in one dimension rather than three, the general case is actually the same.

Our results on McKean-Vlasov SPDEs are summarized in the following theorem. In (1) of the following we generalize the model of interacting polymers in Hao Shen and Weinan E \[51\] to cover bounded measurable interactions, as discussed in (1.10) and (1.25). The other two cases have not been worked through before.

**Theorem 1.7.** (Proof given in Chapter 7.) The following McKean-Vlasov type SPDEs have mild solutions that are unique in the sense of probabilistic weak solutions

1. *Stochastic heat equation* Given \( H := L^2([0,1];\mathbb{R}) \) as above, the drift \( G \) satisfying (1.24), and any initial distribution \( \mu_0 \in \mathcal{P}(H) \), we solve

\[
\frac{\partial}{\partial t} Y(t) = \frac{\partial^2}{\partial \sigma^2} Y(t)dt + G(t,Y(t),\mu_t)dt + dW(t), \quad \text{Law}(Y(t)) = \mu_t,
\tag{1.26}
\]

2. *Heat equation with white noise acting on the boundary* In this case set \( H := L^2([0,1];\mathbb{R}^2) \) and \( \omega \) a Brownian motion on \( \mathbb{R}^2 \). Given a drift \( G : H \times \mathcal{P}(H) \to \mathbb{R}^2 \) which is uniformly bounded and Lipschitz in the second argument in total variation, that is for some \( M > 0 \),

\[
\begin{aligned}
\|G(t,x,\mu)\|_{\mathbb{R}^2} &\leq M, \quad x \in H, t \in [0,T], \\
\|G(t,x,\mu) - G(t,x,\nu)\|_{\mathbb{R}^2} &\leq M\|\mu - \nu\|_{TV}, \quad \mu,\nu \in \mathcal{P}(H), x \in H.
\end{aligned}
\tag{1.27}
\]

We solve the following self-consistent equation

\[
\begin{aligned}
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2}, & \quad t > 0, x \in [0,1], \\
\left( \frac{\partial u}{\partial x}(t,0) = \frac{\partial u}{\partial x}(t,1) \right) = G(t,u(t),\mu_t) + \dot{\omega}(t), \quad t \geq 0, \quad \text{Law}(u(t)) = \mu_t,
\end{aligned}
\tag{1.28}
\]

with initial distribution \( \text{Law}(u(0,\cdot)) \in \mathcal{P}(H) \).

\[\text{In many cases we have probabilistic strong solutions. For the stochastic heat equation see [20].}\]
Remark are listed here.

Vlasov SDEs with multiplicative noise, that is, with diffusion coefficients \( \sigma \), as eigenvalues of

\[
\frac{\partial^2}{\partial t^2} Y(t) = \frac{\partial^2}{\partial \sigma^2} Y(t) dt + G(t, Y(t), \frac{\partial}{\partial t} Y(t), \mu_t) dt + dW(t), \quad \text{Law}(Y(t), \frac{\partial}{\partial t} Y(t)) = \mu_t
\]

for any initial distribution \( \text{Law}(Y(0), \frac{\partial}{\partial t} Y(0)) \in \mathcal{P}(\widetilde{H}) \), where \( W \) is a cylindrical Wiener process on \( H \).

We will discuss propagation of chaos results for SPDEs in Section 7.2.

1.2. A list of remarks. To better justify the scope of this paper, a few important remarks are listed here.

Remark 1.8 (Multiplicative noise). The strategy of this paper allows us to consider McKean-Vlasov SDEs with multiplicative noise, that is, with diffusion coefficients \( \sigma(t, x) dW \), as long as eigenvalues of \( \sigma \) are positive and bounded away from above, uniform over \( t \) and \( x \). In computing relative entropy, the terms involved would be \( |\sigma^{-1}(b_1 - b_2)|^2 \) instead of \( |b_1 - b|^2|^2 \).

We have not included new examples with multiplicative noise, partly because in the setting of singular integrable drifts, the presence of multiplicative noise has been well settled in [46], and in the setting of fractional Brownian motion with singular drifts, the case of a multiplicative driving noise is very challenging to deal with (which uses rough paths theory, and we are restricted to \( H \in \left( \frac{3}{4}, 1 \right) \), see the very recent paper [15]). Moreover, we do not have weak uniqueness for the SDE itself when the drift is distributional in that setting.

Remark 1.9 (Second order systems and degenerate noise). The relative entropy approach can also be used when the noise is degenerate, but non-degenerate in the direction where Girsanov transform will be applied. A typical case concerns kinetic models

\[
dX_t = V_t dt, \quad dV_t = b(t, X_t, V_t) dt + dW_t,
\]

see for example Remark 2.11 of [36].

In this paper, similar examples in the SPDE setting (stochastic wave equation and heat equation with a white noise acting on the boundary) are provided in Theorem 1.7.

Finally, we remark that solution theory for second order systems with singular coefficients (not belonging to \( L^\infty \) at least) is in general much more involved than its first order counterpart, see [53].

Remark 1.10 (Density dependent diffusion coefficient). Our strategy cannot cover diffusion coefficients \( \sigma(t, x, \mu) \) that depend on \( \mu \) since we make an essential use of Girsanov transform. It is in general a much harder problem to solve nonlinear versions of McKean-Vlasov SDEs like

\[
dx_t = b(X_t, \mu_t) dt + \sigma(X_t, \mu_t) dW_t \quad \mu_t = \text{Law}(X_t)
\]

with irregular coefficients. Some Hölder continuity assumptions on \( b \) and \( \sigma \) will be needed to guarantee well-posedness, see for example [13]. For a link between rough path theory and McKean-Vlasov dynamics, which is prominent for state and distribution dependent diffusion coefficient but is unnecessary in the additive noise case, we mention the recent works [2].
and 1. If one is interested in finding a probabilistic weak solution without justifying its
uniqueness in law, one may use compactness arguments as in [46] and [41], or use the
superposition principle as in 3. See also [24] for a method based on Lyapunov function.

Remark 1.11 (More on linear growth coefficients). It turns out that there are three levels of
complexity when we deal with an interaction \( \langle \mu_t, b(t, x, \cdot) \rangle \) in the situation that the function
\( b \) is of linear growth. In the first level, \( b \) is bounded measurable, then we can consider
nonlinear interactions \( B(t, x, \mu) \) that is Lipschitz in total variation distance, of which
\( \langle \mu_t, b(t, x, \cdot) \rangle \) is just a special case. In the second level, we assume that for some \( K > 0 \),
\( |b(t, x, y) - b(t, x, y')| \leq K(1 + |y| + |y'|) \). In this case it is shown in Lacker 36 via the use
of weighted Pinsker’s inequality that this type of interaction satisfies (informally speaking)
Lipschitz continuity with respect to relative entropy 6, i.e.

\[
\|B(t, x, \mu) - B(t, x, \nu)\|^2 \leq CH(\mu \| \nu),
\]

assuming that \( \nu \) has subGaussian tails \( e^{cx^2} \nu(dx) < M < \infty \), see also 24 and 25. Therefore
we may well replace the linear interaction \( \langle \mu_t, b(t, x, \cdot) \rangle \) by a nonlinear one \( B(t, x, \mu) \)
satisfying (1.31), with \( \nu \) satisfying a bound on its Gaussian moments. In the third level of
complexity, we assume \( b \) only satisfies a linear growth condition, and nothing else. In this
case it seems unlikely that we can find a relation like (1.31) that can hold uniformly in \( x \),
and we can at best hope for a relation like (1.31) to hold only after we take average over a
weight function. This is the reason why we restrict ourselves to the case of linear action
\( \langle \mu_t, b(t, x, \cdot) \rangle \). In the proof of Theorem 1.1, we used the fact that the variable \( x \) is given
by the solution to an SDE, and we can use estimates of the law of that SDE to finish our
(desired) averaging procedure. This is the most critical observation that leads us to improve
36, Theorem 2.10.

In many cases of interest in analysis and PDE, it is easier to work on a bounded region,
and we need to impose some extra weight functions when we switch to the whole space. A
related example in the SPDE setting can be found in 23. We make no claim that relative
entropy is the only option when one wishes to impose some weight functions, indeed in the
PDE literature other methods such as weighted \( L^p \) norms are more frequently used, see for
example 28 and 7. Perhaps one of the benefits of relative entropy is that it is somewhat
automatic: we are taking an average over some weight function without specifying which
weight function we are actually using.

Remark 1.12 (The special case of an interaction kernel). Throughout the paper we are
motivated by the following type of McKean-Vlasov SDEs

\[
dX_t = \langle \mu_t, b(X_t, \cdot) \rangle dt + dW_t, \quad \text{Law}(X_t) = \mu_t,
\]

for some given function \( b : \mathbb{R}^d \to \mathbb{R}^d \to \mathbb{R}^d \). If \( b \) does not depend on its second component,
we are reduced to the setting of SDEs \( dX_t = b(X_t)dt + dW_t \) that are not density dependent.
The following special case is often more interesting:

\[
dX_t = \langle \mu_t, b(X_t - \cdot) \rangle dt + dW_t, \quad \text{Law}(X_t) = \mu_t,
\]

for some kernel \( b : \mathbb{R}^d \to \mathbb{R}^d \). Although (1.33) is nothing but a special case of (1.32),
the equation (1.33) has far more interesting properties due to its convolution structure. We refer to 43 for the recent well-posedness results of (1.33) that go beyond the scope of this paper, and to the author’s recent work 25 for a novel smoothing property of (1.33).

\[6\text{which is not a metric but appears to be quite useful in our calculations}\]
Remark 1.13 (Nonlinear density dependence and linear functional derivative). Most of the results in this paper work in the case of a drift $B(t,x,\mu)$ which is Lipschitz continuous in its last argument in total variation distance. There is another notation in the literature that describes density dependence, which is called linear functional derivative, used intensively in for example [44]. Existence of a linear functional derivative is a stronger assumption and often implies Lipschitz continuity of $B(t,x,\mu)$ in $\mu$, therefore we do not introduce linear functional derivatives in this paper. This notion becomes essential when we consider density dependent diffusion coefficients $\sigma(t,x,\mu)$, see [44] and [9].

Remark 1.14 (Range of application in the SPDE setting). For SPDEs we have only worked in the case of one space dimension. This is because in higher dimensions, solutions to the stochastic heat equation (with space-time white noise) are no longer function-valued (see also [33] for the case of stochastic wave equation), and we need to adapt our function spaces accordingly. If the noise is white in time but coloured in space, we could find classical solutions in higher dimensions (see for example [14]), and our solution to McKean-Vlasov SPDEs can be extended to that case.

Moreover, for singular SPDEs that require a renormalization procedure (via regularity structures [21], paracontrolled calculus [19], etc.) to make sense of the solution, including the KPZ equation [22] or the dynamical $\Phi^4_3$ model [21], our strategy clearly fails in this setting as we have no Girsanov transform at hand. The theories [21], [19] give solutions in a pathwise sense, providing no clear probabilistic picture that allows us to do a change of measure. We do mention the work [52] on mean field behavior related to the dynamical $\Phi^4_3$ model.

Remark 1.15 (Path dependent drifts and singular drifts). Professor Xing Huang and Fengyu Wang kindly pointed out that in the setting of Theorem 1.2 and 1.3, even though the singular part $b_1$ is only state dependent, we can take the locally bounded parts $b_0$ and $b_2$ to be path dependent, just as in the situation of Theorem 1.1. As we can always measure relative entropy on the whole path space $C([0,T];\mathbb{R}^d)$, whether a drift is state dependent or path dependent does not make that much a difference in our estimate. Though the extension is obvious, we keep the state dependent notations to simplify the presentation.

Remark 1.16 (Singular drifts: the critical case). The condition $b(t,x) \in L^q_t([0,T]; L^p_x(\mathbb{R}^d))$ with $d + \frac{2}{q} < 1$ is the one assumed in Krylov-Röckner [34] for the SDE $dX_t = b(t,X_t)dt + dW_t$ to have a unique strong solution. Theorems 1.2 and 1.3 are both set under this assumption.

The critical case $d + \frac{2}{q} = 1$ is left open for quite a while, and is settled only very recently in a series of papers [33], [48], [47]. It is tempting to extend our theorem 1.2 to this critical case, but the Krylov type estimate provided in [35] is not suitable enough for us to carry out the same proof. Thus we leave this question open for future study. We do mention a related work [56] that derives weak existence results under a much more general condition.

2. LINEAR GROWTH INTERACTIONS, PROOF OF THEOREM 1.1

Consider the SDE
\[ dX_t = c(t,X)dt + dW_t \quad X_0 = x_0, \]
where $c : [0,T] \times C^d_T \to \mathbb{R}^d$ is progressively measurable and has linear growth:
\[ |c(t,x)| \leq K(1 + \|x\|_t) \quad \text{for some } K > 0, \text{ for all } (t,x) \in [0,T] \times C^d_T. \] (2.1)
Then the SDE has a unique weak solution. The weak well-posedness of this SDE is a consequence of the linear growth condition and Girsanov’s theorem, see for example [32] and [39].

The following proposition, already proved in (1.5), is the building block of our argument.

**Proposition 2.1** (Proposition 7.1 of [36]). Assume $b_0$ and $b$ are bounded and progressively measurable. Then the McKean-Vlasov SDE

$$dX_t = (b_0(t, X) + \langle \mu, b(t, X, \cdot) \rangle) dt + dW_t, \quad \mu = \text{Law}(X)$$

has a unique in law weak solution from any initial distribution.

Proposition 7.1 of [36] is stated for a much wider family of drifts $b_0$. In particular, $b_0$ can have linear growth, i.e., (2.1) is satisfied with $C < \infty$ small enough and $t \in [0, T]$.

Now we prove Theorem 1.1. Alternatively, we may also set the drift to be 0 and replace $b(t, x, y)$ by $b(t, x, y) + b_0(x)$, then the truncation argument in the proof works without change.

The following weighted inequality is useful in mean field problems, see also [29].

**Lemma 2.2** (Weighted Pinsker inequality, Theorem 2.1 of [8] and equation (6.1) of [36]). For probability measures $\nu$ and $\nu'$ on a common measurable space, and for a measurable $\mathbb{R}^d$-valued function $f$,

$$|\langle \nu - \nu', f \rangle|^2 \leq 2 \left( 1 + \log \int e^{|H|^2} d\nu' \right) H(\nu || \nu') . \quad (2.2)$$

Proof. Uniqueness. We first prove there is at most one weak solution satisfying $E \|X\|_T < \infty$. Assume given $X^i \sim \mu^i$, $i = 1, 2$ are two solutions,

$$dX^i_t = (b_0(t, X^i) + \langle \mu^i, b(t, X^i, \cdot) \rangle) dt + dW^i_t, \quad X^i_0 \sim \mu_0, \quad \mu^i = \text{Law}(X^i) .$$

Under the assumption (1.12), for $t \in [0, T]$ we have

$$\|X^i\|_t \leq \|X_0^i\| + KT + K \int_0^t (\|X^i\|_s + E \|X^i\|_s) ds + \|W^i\|_t .$$

The first step is to estimate the expectation $\mathbb{E} \|X^i\|_T$. We take expectations on both sides, noting that $\mathbb{E} \|X^i\|_T < \infty$. Then we apply Gronwall and get

$$\mathbb{E} \|X^i\|_T \leq e^{2KT} (\mathbb{E} \|X_0^i\| + 4dT) ,$$

where we used also $\mathbb{E} \|W^i\|_T^2 \leq 4 \mathbb{E} \|W^i\|_T^2 = 4dT$. The next step is to obtain exponential moment estimates. We use Gronwall to find that

$$\|X^i\|_T \leq e^{KT} (\|X_0^i\| + KT \mathbb{E} \|X^i\|_T + \|W^i\|_T) . \quad (2.3)$$

Since $\mathbb{E} e^{c\|W\|_T^2} < \infty$ for some $c > 0$, by the exponential moment assumption on $\mu_0$, we may find $c > 0$ small enough and $C < \infty$ such that for $i = 1, 2$,

$$\int \frac{e^{c\|x\|_T^2}}{\mu^i(dx)} = \mathbb{E} e^{c\|X^i\|_T^2} \leq C . \quad (2.4)$$
An application of weighted Pinsker inequality (2.2) reveals
\[ H\left( \mu^1[t] \mid \mu^2[t] \right) = \frac{1}{2} \int_{C_\text{d}^\times} \int_0^t \left| \langle \mu^1 - \mu^2, b(s, x, \cdot) \rangle \right|^2 ds \mu^1(dx) \]
\[ \leq \epsilon^{-1} \left( 1 + R_\epsilon(\mu^1, \mu^2) \right) \int_0^t H\left( \mu^1[s] \mid \mu^2[s] \right) ds, \]
where for each \( \epsilon > 0 \), for each pair \((\mu, \nu) \in \mathcal{P}(\mathcal{C}_T)\), we denote
\[ R_\epsilon(\mu, \nu) := \sup_{t \in [0,T]} \log \int \exp \left( \epsilon |b(t, x, y)|^2 \right) \mu(dx) \nu(dy). \]

If we choose \( \epsilon \) sufficiently small, then from (2.4) and (1.12) we deduce that
\[ R_\epsilon(\mu^1, \mu^2) < \infty. \]
Thus, Gronwall’s inequality applied to (2.5) implies that \( H\left( \mu^1[t] \mid \mu^2[t] \right) = 0 \) for all \( t \), and so \( \mu^1 = \mu^2 \).

Existence. The strategy is to truncate the interaction \( b \) and solve the truncated version using Proposition 2.1. The harder part is to take limits properly.

Step 1. Define \( b^n := (b \wedge n) \vee (-n) \) for each \( n \in \mathbb{N} \). (\( b \) is \( d \)-dimensional, so we take min and max in each coordinate.) Using Proposition 2.1 and the words after it, the boundedness of \( b^n \) implies we can find a unique solution \( X^m \sim \mu^m \) of the McKean-Vlasov equation
\[ dX^n_t = (b_0(t, X^n) + \langle \mu^n, b^n(t, X^n, \cdot) \rangle) dt + dW^n_t, \quad X^n_0 \sim \mu_0, \quad \mu^n = \text{Law}(X^n). \]

Since \( b^n \) is a truncated version, it should satisfy the same linear growth condition (1.12). Then we have as in (2.4) that there exist \( c, C_1 > 0 \) such that
\[ \sup_n \int_{C_\text{d}^\times} e^{c\|x\|^2} \mu^n(dx) \leq C_1. \]
This estimate is uniform in \( n \), which implies that if we choose \( \epsilon \) sufficiently small,
\[ R_\epsilon := \sup_{n,m} R_\epsilon(\mu^n, \mu^m) < \infty. \]

Step 2. The next step is to prove \((\mu^n)_{n \in \mathbb{N}}\) converges in a certain sense. We have for each \( n, m \in \mathbb{N} \) and \( t \in [0,T] \),
\[ H\left( \mu^n[t] \mid \mu^m[t] \right) = \frac{1}{2} \int_{C_\text{d}^\times} \int_0^t \left| \langle \mu^n, b^n(s, x, \cdot) \rangle - \langle \mu^m, b^m(s, x, \cdot) \rangle \right|^2 ds \mu^n(dx) \]
\[ \leq \frac{3}{2} \int_{C_\text{d}^\times} \int_0^t \left| \langle \mu^n, b^n(s, x, \cdot) \rangle - b(s, x, \cdot) \right|^2 ds \mu^n(dx) \]
\[ + \frac{3}{2} \int_{C_\text{d}^\times} \int_0^t \left| \langle \mu^m, b^m(s, x, \cdot) \rangle - b(s, x, \cdot) \right|^2 ds \mu^m(dx) \]
\[ + \frac{3}{2} \int_{C_\text{d}^\times} \int_0^t \left| \langle \mu^n - \mu^m, b(s, x, \cdot) \rangle \right|^2 ds \mu^n(dx). \]
By Jensen’s inequality,
\[\int_{C^d_T} |\langle \mu^n, b^n(s, x, \cdot) - b(s, x, \cdot) \rangle|^2 \mu^n(dx) \]
\[\leq \int_{C^d_T} \int_{C^d_T} |b(s, x, y)|^2 1_{\{|b(s, x, y)| \geq n\}} \mu^n(dx) \mu^n(dy).\]

By the uniform estimate (2.8) and (1.12), the right-hand side goes to zero as \(n \to \infty\). Similarly,
\[\int_{C^d_T} |\langle \mu^m, b^m(s, x, \cdot) - b(s, x, \cdot) \rangle|^2 \mu^n(dx) \]
\[\leq \int_{C^d_T} \int_{C^d_T} |b(s, x, y)|^2 1_{\{|b(s, x, y)| \geq m\}} \mu^m(dy) \mu^n(dx)\]
vanishes as \(n, m \to \infty\) for the same reasons.

By the weighted Pinsker inequality (2.2) and estimate (2.9), for some sufficiently small \(\epsilon > 0\),
\[\int_{C^d_T} \int_0^t |\langle \mu^n - \mu^m, b(s, x, \cdot) \rangle|^2 dt \mu^n(dx) \]
\[\leq \frac{2}{\epsilon} (1 + R_{\epsilon} (\mu^n, \mu^m)) \int_0^t H (\mu^n[s] | \mu^m[s]) ds \]
\[\leq \frac{2}{\epsilon} (1 + R_{\epsilon}) \int_0^t H (\mu^n[s] | \mu^m[s]) ds.\]
By Gronwall, we deduce that
\[\lim_{n,m \to \infty} H (\mu^n[t] | \mu^m[t]) = 0.\]

The claim that \((\mu^n)_{n \in \mathbb{N}}\) is a \(\|\cdot\|_{TV}\)-Cauchy sequence follows from Pinsker’s inequality. Then \(\|\mu^n - \mu\|_{TV} \to 0\) for some \(\mu \in \mathcal{P}(C^d_T)\).

Step 3. Since each \(\mu^n\) satisfies (2.8) and \(\mu^n\) converges to \(\mu\) in total variation, \(\mu\) has a finite first moment \(E_{\mu}[\|X\|_T] < \infty\).

The convergence actually holds for test functions with linear growth. If \(f : C^d_T \to \mathbb{R}\) is measurable with \(\sup_x |f(x)|/(1 + \|x\|_T) < \infty\), then \(\langle \mu^n, f \rangle \to \langle \mu, f \rangle\). The strategy is to truncate \(f\) as \(f 1_{\{|f| \leq k\}}\) and \(f 1_{\{|f| > k\}}\), and note that for \(k > 0\),
\[\int_{\{|f| > k\}} |f| d\mu^n \leq \frac{1}{k} \int |f|^2 d\mu^n.\]
The right hand side vanishes as \(k \to \infty\) uniform in \(n\) because of the (uniform in \(n\)) exponential moment estimate (2.8).

Writing
\[\langle \mu^n - \mu, f \rangle = \int_{\{|f| \leq k\}} f d (\mu^n - \mu) + \int_{\{|f| > k\}} f d (\mu^n - \mu),\]
the right hand side vanishes by sending \(n \to \infty\) and then \(k \to \infty\). As \(\mu\) has a finite first moment, \(\int_{\{|f| > k\}} f d\mu \to 0\) as \(k \to \infty\). This completes the proof of step 3.

Step 4. We complete the proof by showing that \(\mu\) is the law of a solution to the McKean-Vlasov SDE.
Since \( \mu \) has a finite first moment, the function \( \langle b(t, x, \cdot), \mu \rangle \) has linear growth in \( x \). Define \( \bar{b}_\mu(t, x) := b_0(t, x) + \langle \mu, b(t, x, \cdot) \rangle \), then the SDE
\[
\frac{dX_t}{dt} = \bar{b}_\mu(t, X_t) dt + dW_t
\]
admits a unique weak solution with initial distribution \( \mu_0 \). We denote its law on \( C^d_T \) by \( \tilde{\mu} \).

We wish to show \( \tilde{\mu} = \mu \). A similar estimate as in the uniqueness part shows there exist \( c', C'_1 > 0 \) such that
\[
\int_{C^d_T} e^{c'\|x\|_T^2} \tilde{\mu}(dx) \leq C'_1.
\]

We claim first that, uniformly in \( t \in [0, T] \),
\[
\lim_{n \to \infty} \int_{C^d_T} |\langle \mu^n, b^n(t, x, \cdot) \rangle - \langle \mu, b(t, x, \cdot) \rangle|^2 \tilde{\mu}(dx) = 0.
\]

To see this, first note the definition of \( b^n \) and Jensen’s inequality imply that
\[
\int_{C^d_T} |\langle \mu^n, b^n(t, x, \cdot) \rangle - b(t, x, \cdot)\|^2 \tilde{\mu}(dx)
\leq \int_{C^d_T} \int_{C^d_T} |b(t, x, y) - b(t, x, y')|^2 1\{b(t, x, y) \geq n\} \tilde{\mu}(dx) \mu^n(dy)
\]
which converges to zero thanks to the linear growth assumption (1.12), (2.8) and (2.11). Hence, to prove (2.12), it suffices to show that, uniformly in \( t \in [0, T] \),
\[
\lim_{n \to \infty} \int_{C^d_T} |a_n(t, x)|^2 \tilde{\mu}(dx) = 0,
\]
where we set \( a_n(t, x) := \langle \mu^n - \mu, b(t, x, \cdot) \rangle \). The result of Step 3 and the linear growth assumption on \( b \) imply that \( a_n \to 0 \) pointwise. Using linear growth property (1.12), we have
\[
|a_n(t, x)| \leq \int_{C^d_T} \int_{C^d_T} |b(t, x, y) - b(t, x, y')| \mu^n(dy) \mu(dy')
\leq K\left(2 + 2\|x\|_T + \int_{C^d_T} \|y\|_T \mu^n(dy) + \int_{C^d_T} \|y'\|_T \mu(dy')\right).
\]

By the dominated convergence theorem and (2.11), we may send \( n \to \infty \) to find \( \langle \tilde{\mu}, |a_n(t, \cdot)|^2 \rangle \to 0 \) uniformly on \([0, T]\). This proves equation (2.12).

We compute via Girsanov transform that
\[
H(\tilde{\mu}[T] \mid \mu^n[T]) = \frac{1}{2} \int_{C^d_T} \int_0^T |\langle \mu^n, b^n(t, x, \cdot) \rangle - \langle \mu, b(t, x, \cdot) \rangle|^2 dt \tilde{\mu}(dx),
\]
the right hand side converges to 0 as \( n \to \infty \) thanks to (2.12).

Then Pinsker’s inequality implies \( \mu^n \) converges to \( \tilde{\mu} \) in total variation distance. But \( \mu^n \) also converges to \( \mu \) in total variation, which implies \( \mu = \tilde{\mu} \).

This proves the McKean-Vlasov SDE is well-posed in weak probabilistic sense, and the law \( \mu \) of its solution has been constructed. \( \Box \)
3. Interactions with Krylov’s integrability condition

3.1. Krylov’s estimate. We first introduce the following Krylov’s estimate and Khasminskii’s estimate. They are both standard and can be found in [34].

**Proposition 3.1** (Khasminskii’s estimate). For any \( \lambda, T > 0 \) and \( f \in L^q_t([0, T], L^p_x(\mathbb{R}^d)) \), \((p, q) \in \mathcal{I}_1\),

\[
\mathbb{E} \exp \left( \lambda \int_0^T |f_s(W_s)|^2 \, ds \right) \leq C_3,
\]

where \( W \) is the canonical Brownian motion on \( C_d \) and \( C_3 \) only depends on \( \lambda, p, q, T \) and \( \|f\|_{L^q_t([0, T], L^p_x(\mathbb{R}^d))} \).

**Proposition 3.2** (Krylov’s estimate). Assume \( W \) is the \( d \)-dimensional Brownian motion, and define \( X_s = X_0 + W_s \) where \( X_0 \) is a random variable independent of \( W \), then for any \((p, q) \in \mathcal{I}_1 \) and \( T > 0 \), there is a universal constant \( C > 0 \) such that

\[
\mathbb{E} \left( \int_0^t |f_s(X_s)|^2 \, ds \mid \mathcal{F}_0 \right) \leq C t^{\frac{2-q}{2} - \frac{d}{2p}} \|f\|_{L^q_t([0, T], L^p_x(\mathbb{R}^d))}^2, \quad t \in [0, T].
\]

**Proof.** In the case of deterministic initial value \( X_0 \), that is when \( \mathcal{F}_0 \) is trivial, the estimate can be found in the first few lines of the proof to [34], Lemma 3.2. Since the estimate is independent of \( X_0 \), the case of a general initial law \( X_0 \) immediately follows. \( \square \)

The following proposition is a generalization of Theorem 2.1 of [34]. The strategy of proof is very similar.

**Proposition 3.3.** Consider the following SDE

\[
dX_t = b_0(t, X_t) dt + h(t, X_t) dt + dW_t \quad \text{Law}(X_0) = \mu_0.
\]

Assume \( W \) is independent of \( X_0 \) and the following conditions are satisfied:

- For some \((p_1, q_1) \in \mathcal{I}_1\),

\[
h(t, x) \in L^{q_1}_t \left( [0, T], L^{p_1}_x(\mathbb{R}^d) \right).
\]

- For some \( \beta \in [0, 1) \) and \( K > 0 \),

\[
|b_0(t, x)| \leq K(1 + |x|^\beta).
\]

- The initial law \( \mu_0 \in \mathcal{P}(\mathbb{R}^d) \) satisfies

\[
\int_{\mathbb{R}^d} e^{\kappa |x|^{2\beta}} \mu_0(dx) < \infty \quad \text{for all} \ \kappa \in \mathbb{R}.
\]

Denote by \( \mathbb{Q} \) the law of \( X_0 + W \) on \( C_d \). Then

(i) This SDE admits a unique weak solution on \([0, T]\) satisfying

\[
\int_0^T |b_0(t, X_t) + h(t, X_t)|^2 \, dt < \infty \text{ with probability 1}.
\]

(ii) Denote by \( \mathbb{P} \) the law of this SDE on \( C_d \), then for every \( \kappa \geq 1 \), there exists \( M(\kappa) < \infty \) depending only on \( \kappa, \mu_0, K, \beta \) and \( \|h\|_{L^{q_1}_t([0, T], L^{p_1}_x(\mathbb{R}^d))} \) such that

\[
\mathbb{E}_Q \left[ \left( \frac{dQ}{dP} \right)^\kappa \right] < M(\kappa) < \infty, \quad \kappa \geq 1.
\]
(iii) Krylov’s estimate applies to $X$, i.e., for any $f \in L^q_1 ([0, T], L^p_2 (\mathbb{R}^d))$, 
\[ \mathbb{E} \left( \int_0^t |f_{ss} (X_s)|^2 ds \mid \mathcal{F}_0 \right) \leq C t^{\frac{q-1}{2} \frac{1}{q'}} \| f \|_{L^{p_1}_2 ([0, T], L^{q_1}_1 (\mathbb{R}^d))}^2. \] 
(3.5)

The constant $C$ depends on $\mu_0$, $K$, $\beta$, $p_1$, $q_1$ and $\| h \|_{L^{p_1}_2 ([0, T], L^{q_1}_1 (\mathbb{R}^d))}^2$.

Proof. Define 
\[ \rho (W) := \exp \left( \int_0^T (b_0 + h) (t, X_0 + W_t) dW_t - \frac{1}{2} \int_0^T (b_0 + h) (t, X_0 + W_t)^2 dt \right). \]

Weak existence of the SDE follows from Girsanov transform, where Novikov’s condition can be checked via justifying
\[ \mathbb{E} [\rho (W)^\kappa] < \infty \text{ for all } \kappa > 0. \]

This is a consequence of (3.1) and Fernique’s theorem: note that $\beta \in [0, 1)$, then 
\[ \mathbb{E} \left[ \kappa \int_0^T |W_s|^{2\beta} ds \right] < \kappa (\beta) < \infty \text{ for all } \kappa > 0. \] (3.6)

The same reasoning justifies (3.4) for the solution $X$ we constructed via Girsanov transform.

For weak uniqueness, since (3.3) is also satisfied with the Brownian motion $W$ in place of $X$, condition (3.3) implies that we can apply Liptser-Shiryaev’s theorem about absolutely continuous change of measure (see also Lemma 4.4 of [36]). Assume that $X$ is a solution to this SDE and satisfies (3.3), then for any Borel nonnegative function $f$ defined on the space $C ([0, T], \mathbb{R}^d)$, we have
\[ Ef (X_t) = Ef (W_t) \rho (W). \]

Since all polynomial moments of $\rho$ are finite, Krylov’s estimate (3.5) for this solution $X$ can be obtained via Cauchy-Schwarz and the Krylov estimate for Brownian motion $W$ (3.2), see for example proof of Lemma 3.3 in [34]. Then weak uniqueness is now a consequence of Girsanov’s theorem, since the Girsanov density of each weak solution has the same form.

\[ \square \]

For $h (t, x) \in L^{q_1} ([0, T], L^{p_1}_2 (\mathbb{R}^d))$ with $(p_1, q_1) \in \mathcal{J}_1$, and for $\mu^i \in \mathcal{P} (\mathcal{C}^d_1), i = 1, 2$, Jensen’s inequality implies that there exists some $\ell_t \in L^{q_1} ([0, T])$ such that we have the following estimate
\[ \| \langle \mu^1_t - \mu^2_t, h (t, x - \cdot) \rangle \|_{L^{q_1}_2 ([0, T], L^{p_1}_2 (\mathbb{R}^d))} \leq \left( \int_0^T \ell^2_t \| \mu^1_t - \mu^2_t \|_{L^q_2} dt \right)^{2/q_1}. \] (3.7)

The function $\ell_t$ depends only on $\| h \|_{L^{p_1}_2 ([0, T], L^{q_1}_1 (\mathbb{R}^d))}$.

Another application of Jensen’s inequality implies
\[ \| \langle \mu^1_t, h (t, x - \cdot) \rangle \|_{L^{q_1}_2 ([0, T], L^{p_1}_2 (\mathbb{R}^d))} \leq \| h \|_{L^{p_1}_2 ([0, T], L^{q_1}_1 (\mathbb{R}^d))}^2. \] (3.8)
3.2. Proof of Theorem 1.2

Proof. For any $\mu \in \mathcal{P}(C^2_T)$ define

$$\tilde{b}_\mu(t,x) := b_0(t,x) + \langle \mu_t, b_1(t,x,\cdot) \rangle + \langle \mu_t, b_2(t,x,\cdot) \rangle.$$ 

Then by Proposition 3.3 the SDE

$$dX_t = \tilde{b}_\mu(t,X_t)dt + dW_t, \quad \text{Law}(X_0) = \mu_0$$

admits a unique weak solution. We denote by $\Phi(\mu)$ the law of this solution.

By Proposition 3.3 $X_t$ satisfies the Krylov estimate

$$E\left( \int_0^t |f_s(X_s)|^2 ds \mid \mathcal{F}_0 \right) \leq C_T, d, q_1, p_1 \|f\|^2_{L^p_t([0,T],L^{q_1}_x(\mathbb{R}^d))}.$$ (3.9)

By (3.8), we may choose the constant independently of $\mu \in \mathcal{P}(C^2_T)$.

Then for any $\mu, \nu \in \mathcal{P}(C^2_T)$, using the inequality $(a+b)^2 \leq 2a^2 + 2b^2$ and (3.7),

$$|\Phi(\mu)_t - \Phi(\nu)_t|^2_{TV} \leq 2H(\Phi(\mu)[t] \mid \Phi(\nu)[t])$$

$$\leq 2\mathbb{E} \int_0^t \left( |\langle \mu_s - \nu_s, b_1(s,X_s,\cdot) \rangle|^2 + |\langle \mu_s - \nu_s, b_2(s,X_s,\cdot) \rangle|^2 \right) ds$$

$$\leq 2 \int_0^t \|b_2\|_{\text{TV}}^2 \|\mu_s - \nu_s\|_{TV}^2 ds + 2C \left( \int_0^t \ell_{q_1}^1 \|\mu_s - \nu_s\|^2_{TV} ds \right)^{2/q_1}.$$ (3.10)

The first inequality follows from Pinsker’s inequality and (A.1). In the last line, the constant $C$ comes from the constant given in (3.9) and we have replaced the $L_{t}^{q_1} - L_{x}^{p_1}$ norm by a function $\ell_t \in L^{p_1}([0,T])$ as a consequence of Jensen’s inequality (3.7) for $b_1$. The estimate follows as we use Pinsker’s inequality for $b_2$ and Krylov’s estimate (3.9) for $b_1$. The function $\ell_t \in L^{p_1}([0,T])$ is independent of the choice of $\mu$ and $\nu$.

Since $q_1 > 2$ and $\ell_t^{q_1} \in L^1([0,T])$, a standard Picard iteration finishes the proof. \(\square\)

Remark 3.4. Fix two pairs $(p_1, q_1) \in \mathcal{S}_1$ and $(p_2, q_2) \in \mathcal{S}_1$, we may find two functions

$$h^1 \in L_{t}^{q_1} \left([0,T], L_{x}^{p_1}(\mathbb{R}^d) \right) \quad h^2 \in L_{t}^{q_2} \left([0,T], L_{x}^{p_2}(\mathbb{R}^d) \right).$$

Then a straightforward generalization of our proof allows us to solve

$$dX_t = \langle \mu_t, (h^1_t + h^2_t)(X_t - \cdot) \rangle dt + dW_t, \quad \text{Law}(X_t) = \mu_t.$$ 

To our best knowledge, (1.1) with this type of mixed interactions is new in the literature.

3.3. Proof of Theorem 1.3

Proof. Existence. Step 1. We will truncate $b_2$. Define $b_2^n := (b_2 \wedge n) \vee (-n)$ for each $n \in \mathbb{N}$. (We take min and max coordinate by coordinate.)

By Theorem 1.2 and boundedness of $b_2^n$, there exists a unique solution $X^n \sim \mu^n$ of the McKean-Vlasov equation

$$dX^n_t = \langle \mu^n_t, b_1(t,X^n_t,\cdot) \rangle dt + dW^n_t, \quad X^n_0 \sim \mu_0, \quad \mu^n = \text{Law}(X^n).$$

By the assumption we set on $b_2$, $$(|\mu^n_t, b^n_2(t,x,\cdot)| \leq K(1 + |x|^\beta) \quad \text{for each } n.$$ It follows that $X^n$ satisfies the conditions of Proposition 3.3 for each $n$, with all the constants uniform in $n$. Consequently we have a uniform in $n$ Krylov estimate as in (3.9) with $X^n$ in
place of $X_n$. Since (3.1) holds for the law of $X^n$ with constant independent of $n$, we also have a uniform in $n$ exponential moment estimate: for some $c > 0$,

$$\int_{C^d_T} e^{c\|x\|^2} \mu_n(dx) < C < \infty.$$ 

Define

$$R_\epsilon(\mu, \nu) := \sup_{\mu, \nu} \log \int_0^T \exp \left( \epsilon |b_2(t, x, y)|^2 \right) \mu(dx) \nu(dy). \quad (3.11)$$

Since $b_2$ has sublinear growth, we may find some $\epsilon > 0$ small enough that

$$R_\epsilon := \sup_{n,m} R_\epsilon(\mu^n, \mu^m) < \infty. \quad (3.12)$$

Step 2. We replace $b^n$ by $b_1 + b^n_2$ in equation (2.10) . For terms involving $b^n_2$, we proceed as in step 2. For terms involving $b_1$, use Krylov’s estimate and (3.7). Finally use Pinsker’s inequality to bound total variation by relative entropy. We arrive at the same conclusion (2.5) for the term involving $b_1$.

Step 3. There exists $\mu \in \mathcal{P}(C^d_T)$ such that $\mu^n$ converges to $\mu$ in total variation. Assume $f$ has linear growth, then $\langle \mu_n, f \rangle \to \langle \mu, f \rangle$. This proof is identical to step 3 of Theorem 1.1.

Step 4. We follow the same lines as in Theorem 1.1, step 4. By proposition 3.3, the following SDE (with $\mu$ given in Step 3)

$$dX_t = \langle \mu_t, b_1(t, X_t, \cdot) \rangle dt + dW_t, \quad \mu_0 = \text{Law}(X_0)$$

has a unique weak solution, whose law on $C^d_T$, we denote by $\tilde{\mu}$. To prove $\mu = \tilde{\mu}$, by Girsanov transform (A.3) and Pinsker’s inequality it suffices to show that, denote by $b^n := b_1 + b^n_2$,

$$\lim_{n \to \infty} \int_{C^d_T} \int_0^T |\langle \mu^n, b^n(t, x, \cdot) \rangle - \langle \mu, b(t, x, \cdot) \rangle|^2 \, dt \, d\tilde{\mu}(dx) = 0.$$ 

Since $b_2$ has sublinear growth and $\mu^n$ has (uniform in $n$) squared exponential moments, the same reasoning in proof of Theorem 1.1 Step 4 shows that we only need to establish

$$\lim_{n \to \infty} \int_{C^d_T} \int_0^T |\langle \mu^n - \mu, b_1 + b_2(t, x, \cdot) \rangle|^2 \, dt \, d\tilde{\mu}(dx) = 0.$$ 

For the term involving $b_2$, we follow the proof in Theorem 1.1, step 4. For the term involving $b_1$, this is a direct consequence of Krylov’s estimate (3.9), Jensen’s inequality (3.7) and the fact that $\mu_n$ converges to $\mu$ in total variation.

For weak uniqueness, we follow the proof of Theorem 1.1, and use (3.9), (3.7) in equation (2.5) for the term involving $b_1$. \qed

**Remark 3.5.** The condition on $b_2$ in Theorem 1.3, inspired by Mishura et al. [41], is restrictive compared to the linear growth assumption in Theorem 1.1. We are not able to prove well-posedness of McKean-Vlasov SDEs with more general conditions on $b_2$ assuming the $b_1$ component is present. The reason is that if we only have a component of linear growth, we can use the a priori estimates given in the uniqueness part of Theorem 1.1 but that estimate fails once we have a singular part $b_1$. One can also start from the singular part $b_1$, and use Krylov type estimates for that component, but this would force us to assume the stringent condition on $b_2$ because otherwise (as we have density dependence and we only have the estimate $|b_2(t, x, y)| \leq K(1 + |x| + |y|)$ available) we need to obtain another a priori
estimate on $\mathbb{E}\|X_t\|$ before we can get a priori estimates on $X$. That explains why we cannot easily construct a solution to the McKean-Vlasov SDE.

This problem does not appear in the SDE setting. It is proved in [34] that the SDE $dX_t = b_1(X_t)dt + b_2(X_t)dt + dW_t$, $X_0 = x$, with $b_1 \in L^q_t([0,T];L^p_t(\mathbb{R}^d))$ with $\frac{d}{p} + \frac{2}{q} < 1$, and $b_2$ of linear growth, has a unique strong solution. Indeed, for weak well-posedness one just need to use Girsanov transform. In general, it is easier to deal with a drift in $L^\infty$ than a drift of $L^q_t - L^p_t$ type, as the former carries over to infinite dimensions neatly but the latter is based on some delicate Gaussian analysis which is clearly confined in finite-dimensions (if we set $d \to \infty$ we must have $p = \infty$ for $\frac{d}{p} + \frac{2}{q} < 1$.)

We hope this technical difficulty can be resolved. This type of McKean-Vlasov SDEs can describe interactions that have both a local singularity and a long range correlation, which could be quite useful in physical modeling.

4. A NOTE ON FRACTIONAL BROWNIAN MOTION

Let $B^H = \{B^H_t, t \in [0,T]\}$ be a $d$-dimensional fractional Brownian motion with Hurst index $H \in (0,1)$. This means $B^H$ is a centered Gaussian process with $B^H_0 = 0$ and covariance given by

$$R_H(t,s) = E(B^H_t \otimes B^H_s) = \frac{1}{2} \{ |t|^{2H} + |s|^{2H} - |t-s|^{2H} \} I_d.$$ 

We say $B^H$ is singular if $H \in (0,\frac{1}{2})$, and $B^H$ is regular if $H \in (\frac{1}{2},1)$. If $H = \frac{1}{2}$, $B^H$ is the Brownian motion. We will treat the singular and regular fractional cases separately in this paper.

The following results on Girsanov transform of fractional Brownian motion can be found in dimension 1 in [42], in multidimensional case in section 6 of [38], and in an infinite dimensional cylindrical case in [4].

For $f \in L^1([a,b])$ and $\alpha > 0$ the left fractional Riemann-Liouville integral of $f$ of order $\alpha$ on $(a,b)$ is given at almost all $x$ by

$$I^\alpha_{a+}f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-y)^{\alpha-1}f(y)dy,$$

where $\Gamma$ denotes the Euler function.

The fractional derivative can be introduced as inverse operation. We assume $0 < \alpha < 1$ and $p > 1$. We denote by $I^\alpha_{a+}(L^p)$ the image of $L^p([a,b])$ by the operator $I^\alpha_{a+}$. If $f \in I^\alpha_{a+}(L^p)$, the function $\phi$ such that $f = I^\alpha_{a+}\phi$ is unique in $L^p$ and it agrees with the left-sided Riemann-Liouville derivative of $f$ of order $\alpha$ defined by

$$D^\alpha_{a+}f(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x \frac{f(y)}{(x-y)^\alpha}dy.$$ 

4.1. Girsanov Transform. We give a casual motivation for the operator $K_H^{-1}$ introduced in this section, following the presentation of [42] and [17].

Given a Brownian motion $W$ on a probability space, we may construct a fractional Brownian motion $B^H$ on the same probability space that satisfies

$$B^H_t = \int_0^t K_H(t,s)dW_s,$$

where $K_H(t,s)$ is a square integrable kernel with precise expression given in [42].
Corresponding to this representation formula we define an operator

$$K_H : L^2([0, T]) \rightarrow L^{H+1/2}([0, T])$$

such that $B^H = K_H(dW)$, where we identify $L^2([0, T])$ with the Cameron-Martin space. The precise expressions of $K_H$ are given for example in [17] and [42].

The operator $K_H$ can be inverted, which means for a fractional Brownian motion $B^H$, we may construct a Brownian motion $W$ on the same probability space such that $W = \int_0^\cdot (K_H^{-1}B^H)_s ds$. The inverse operator

$$K_H^{-1} : L^{H+1/2}([0, T]) \rightarrow L^2([0, T])$$

has expressions (where $h'$ is the derivative of $h$)

$$K_H^{-1}h := s^{H-\frac{1}{2}}D_{0^+}^{H-\frac{1}{2}}s^{-H}h' \quad \text{if } H > 1/2,$$

$$K_H^{-1}h := s^{1/2-H}D_{0^+}^{1/2-H}s^{H-1/2}D_{0^+}^{2H}h \quad \text{if } H < 1/2.$$  

(4.1)

(4.2)

If $h$ is absolutely continuous, for $H \in (0, \frac{1}{2})$ we can write the inverse operator as (see [42]):

$$K_H^{-1}h = s^{H-\frac{1}{2}}D_{0^+}^{\frac{1}{2}-H}s^\frac{1}{2-H}h'.$$

(4.3)

From the inversion formula $W = \int_0^\cdot (K_H^{-1}B^H)_s ds$, we obtain

**Proposition 4.1** (Theorem 2 of [42]). Consider the shifted process $\tilde{B}^H_t = B^H_t + \int_0^t u_s ds$ defined by a process $u = \{u_t, t \in [0, T]\}$ with integrable trajectories. Assume that

(i) $\int_0^\cdot u_s ds \in L^{H+1/2}([0, T])$, almost surely.

(ii) $E(\xi_T) = 1$, where

$$\xi_T = \exp \left( -\int_0^T \left( K_H^{-1} \int_0^r u_s \, dr \right) (s) dW_s - \frac{1}{2} \int_0^T \left( K_H^{-1} \int_0^r u_s \, dr \right)^2 (s) ds \right).$$

Then the shifted process $\tilde{B}^H$ is an $\mathcal{F}_t^B$-fractional Brownian motion with Hurst index $H$ under the new probability $\tilde{P}$ defined by $d\tilde{P}/dP = \xi_T$.

5. The singular fractional case

5.1. Proof of Theorem 1.4. The proof of Theorem 1.4 is a slight modification of the proof of Theorem 1.1. One major observation is that, by (4.3), for $H \in (0, \frac{1}{2})$ and an adapted, absolutely continuous process $h$, we may find constants $C_H$ such that $|K_H^{-1}h(t)| \leq \sup_{0 \leq s \leq t} |h'(s)|$. Recall that in the Brownian case we have $K_H^{-1}h(t) = h'(t)$, so we can carry over many estimates from the $H = \frac{1}{2}$ case to the $H \in (0, \frac{1}{2})$ case.

For exponential moment estimates, we may use $E[\|B^H\|_2^\alpha] \leq C_H T^{2H}$, which follows from the self similarity property of fractional Brownian motion. $C_H$ is some finite constant depending only on $H$. Similarly, Fernique’s theorem guarantees for some sufficiently small $c > 0$, $Ee^{c\|B^H\|_2} < \infty$. Then estimates (2.4), (2.6), (2.7), (2.9), (2.11) and (2.12) carry over to the $H < 1/2$ case, possibly with additional constants $C_H$ that depend on $H$. 
In computing relative entropy between solutions of two SDEs, in the case of Brownian motion the formula is given in \([13]\). In the case of \(B^H, H \in (0, \frac{1}{2})\), we combine (4.3) and Proposition 4.1 to deduce that, for some constant \(C_H < \infty\),

\[
\frac{d}{dt} \mathcal{H}(\mu^1_t | \mu^2_t) \leq C_H \mathbb{E} \sup_{0 \leq r \leq t} \left| b^1(r, Z^1_t) - b^2(r, Z^1_t) \right|^2.
\]

This is no big difference, since we may still use the linear growth condition on \(b\) and the data processing inequality \([A.1]\).

Consequently, equations (2.5) and (2.13) carry over to the \(H < \frac{1}{2}\) case with slight modifications. For example, equation (2.5) changes to

\[
\mathcal{H}(\mu^1_t | \mu^2_t) \leq C_H \mathbb{E} \left( 1 + R_\eta(\mu^1_t, \mu^2_t) \right) \sup_{0 \leq r \leq s} \mathcal{H}(\mu^1_r | \mu^2_r) \, ds,
\]

and the same for (2.13). The proof of Cauchy sequence in Theorem 1.1, step 2 then carries over with the same minor change. The proof in step 3 is identical for \(H = \frac{1}{2}\) and \(H < \frac{1}{2}\).

The other arguments are identical as those given in Theorem 1.1.

5.2. The case of distributional drift: proof of Proposition 1.5. The following two estimates will be necessary for the proof of Proposition 1.5.

**Lemma 5.1** (Proposition 3.8 of \([18]\)). Let \(b \in L^q_T B^{\infty, \infty}_r \) with \(\alpha < 0\) and \(q > 2\). Given that \(\gamma := 1 - \frac{1}{q} + \alpha H > \frac{1}{2}\), then for any \(\gamma < \gamma\) we can find a function \(K(\eta) < 0\) such that

\[
\mathbb{E} \left[ \exp \left( \frac{\eta}{\| b \|^2_{L^q_T B^{\infty, \infty}_r}} \left\| \int_0^t b(r, x + W_r) \, dr \right\|_{L^\gamma} \right) \right] \leq K(\eta) < \infty. \tag{5.1}
\]

Here \(\| \cdot \|_{L^\gamma}\) denotes the \(\gamma\)-Hölder norm of an \(\mathbb{R}^d\)-valued function on \([0, T]\).

In the following lemma, the operator \(K_H\) has been defined in Section 4 which is of critical importance when we do the Girsanov transform.

**Lemma 5.2** (Lemma 9 of \([17]\)). Consider an \(\mathbb{R}^d\)-valued process \(h_t\) with \(h_0 = 0\). If \(h \in C^\beta_t\) for some \(\beta > H + \frac{1}{2}\), then there is a constant \(C = C(H, \beta, T)\) such that \(K_H^{-1} h \in L^2_t\) and

\[
\| K_H^{-1} h \|_{L^2} \leq C \| h \|_{C^\beta}.
\]

At this point we note that the assumption on \(\alpha\) in Proposition 1.5 is precisely the one that ensures \(1 - \frac{1}{q} + \alpha H > H + \frac{1}{2}\).

We are now ready for the proof of Proposition 1.5.

**Proof.** For any \(\mu \in \mathcal{P}(C([0, T]; \mathbb{R}^d))\), denote by \(\mu_t\) its marginal at time \(t\), then the SDE

\[
dX_t = B(t, X_t, \mu_t) \, dt + dB^H_t
\]

has a unique weak solution with initial distribution \(\mu_0\). We denote the solution by \(X^\mu\). By a simple application of Girsanov transform, using Lemma 5.1 and conditioning on the initial law, one sees that

\[
\mathbb{E} \left[ \exp \left( \frac{\eta}{\| b \|^2_{L^q_T B^{\infty, \infty}_r}} \left\| \int_0^t b(r, X^\mu_r) \, dr \right\|_{L^\gamma} \right) \right] \leq K(\eta) < \infty. \tag{5.2}
\]

holds uniformly for any \(b \in L^q_T B^{\infty, \infty}_r\).
Now for any other $\nu \in \mathcal{P}(C([0, T]; \mathbb{R}^d)$, consider accordingly the solution $X^\nu$. As in the previous examples, we compute the relative entropy between the law of $X^\mu$ and $X^\nu$ as follows:

$$
\| \text{Law}(X^\mu) - \text{Law}(X^\nu) \|_{TV}^2 \leq 2H(\text{Law}(X^\mu) \mid \text{Law}(X^\nu))
$$

$$
= \mathbb{E} \left[ \left\| K_H^{-1} \left( \int_0^T B(X^\mu_r, \mu_r) - B(X^\nu_r, \nu_r) \, dr \right) \right\|^2 \right] 
\leq C \| B(r, \cdot, \mu_r) - B(r, \cdot, \nu_r) \|_{L^q_B, \infty}^2 
\leq C \left( \int_0^T h(r)^q \| \mu_r - \nu_r \|_{TV}^q \, dr \right)^{\frac{2}{q}}.
$$

(5.3)

The function $h(t)$ is given in the statement of Proposition 1.5 and satisfies $h \in L^q([0, T])$. In the third line of (5.3) we used (5.2) and Lemma 5.2 and in the fourth line we used our assumption on $B$. The proof then follows from standard Picard iteration.

\[ \square \]

6. The regular fractional case

This entire section is devoted to the proof of Theorem 1.6.

6.1. Girsanov transform. Assume that $H \in (\frac{1}{2}, 1)$. For some adapted process $u_s$ satisfying $\int_0^s u_s \, ds \in L^{H+1/2}(\mathcal{L}^2([0, T]))$, we expand equation (4.1) as follows:

$$
K_H^{-1} \left( \int_0^s u_r \, dr \right) (s) = \frac{u_s s^{\frac{1}{2}-H}}{\Gamma \left( \frac{3}{2} - H \right)} + \frac{(H - \frac{1}{2}) s^{H-\frac{3}{2}}}{\Gamma \left( \frac{5}{2} - H \right)} \int_0^s \frac{u_s s^{\frac{1}{2}-H} - u_r s^{\frac{1}{2}-H}}{(s-r)^{H+\frac{1}{2}}} \, dr 
$$

(6.1)

$$
= \frac{u_s s^{\frac{1}{2}-H}}{\Gamma \left( \frac{3}{2} - H \right)} + \frac{(H - \frac{1}{2}) s^{H-\frac{3}{2}}}{\Gamma \left( \frac{5}{2} - H \right)} \left( \int_0^s \frac{u_s s^{\frac{1}{2}-H} - u_r s^{\frac{1}{2}-H}}{(s-r)^{H+\frac{1}{2}}} \, dr \right) 
$$

Note that

$$
\int_0^1 \frac{u_s^{\frac{1}{2}-H} - u_r^{\frac{1}{2}-H}}{(1-u)^{H+\frac{1}{2}}} \, du < \infty.
$$

Since $H > \frac{1}{2}$, the terms involving $\int_0^s \frac{|u_s - u_r|}{(s-r)^{H+\frac{1}{2}}} \, dr$ cannot be bounded by the supremum norm of $u$. We should use instead the $(H - \frac{1}{2} + \epsilon)$-H"older norm of $(u_s)_{0 \leq s \leq t}$ as an upper bound, for some $\epsilon > 0$. We will later fix an $\epsilon > 0$ sufficiently small, and set

$$
\gamma(\epsilon) := H - \frac{1}{2} + \epsilon < 1.
$$

(6.2)

For $\gamma \in (0, 1)$ we denote by $\|u\|_{\gamma;[0,T]}$ the $\gamma$-H"older norm of $u$ on the interval $[0, T]$, and likewise denote by $\|u\|_{\infty;[0,T]}$ the supremum norm of $u$ on $[0, T]$. A direct computation
shows for some constant \( C_H \) depending on \( T \) and \( H \),
\[
\int_0^s \frac{1}{r^{1-H}} dr = C_H s^{\frac{1}{2}-H+\epsilon}, \quad s \in [0, T].
\]
Summarizing, we have proved the following
\[
\left| K_H^{-1} \left( \int_0 t \, dt \right)(s) \right| \leq C_H \left( s^{\frac{1}{2}-H} \| u \|_{[0, s]} + s^\epsilon \| u \|_{[0, s]} \right), \quad (6.3)
\]

6.2. **Hölder conditions.** We will develop useful estimates under different assumptions on the drift. To simplify notations, let us label them by alphabets \( \textbf{A}, \textbf{B}, \) etc.

**(A)** with constants \( 1 > \alpha > 1 - 1/(2H) > 0 \) and \( \beta > H - 1/2 > 0 \), there exists a finite constant \( C > 0 \) such that
\[
|b_0(t, x) - b_0(s, y)| \leq C \left( |x - y|^\alpha + |t - s|^\beta \right) \quad \text{for all } s, t \in [0, T], x, y \in \mathbb{R}^d,
\]
\[
|b(t, x, x') - b(s, y, y')| \leq C \left( |x - y|\alpha + |x' - y'|\alpha + |t - s|^\beta \right)
\]
for all \( s, t \in [0, T], x, y, x', y' \in \mathbb{R}^d \).

**(B)** For some finite constant \( C' > 0 \),
\[
|b_0(t, x)| \leq C', \quad |b(t, x, x')| \leq C' \quad \text{for all } t \in [0, T], x, x' \in \mathbb{R}^d.
\]

**(B)** There exists some \( c > 0 \) such that
\[
\int e^{c|x|^2} \mu_0(dx) < M < \infty
\]
for some \( M > 0 \).

We make a choice of \( \gamma \) as follows: choose \( \epsilon > 0 \) sufficiently small in (6.2) such that
\[
H \alpha > \gamma \quad \text{and} \quad \beta > \gamma. \quad (6.4)
\]

Now we study time regularity of the law of SDEs.

**Lemma 6.1.** Assuming (A) and (B). Consider the McKean-Vlasov SDE
\[
\begin{aligned}
&dX_t = (b_0(t, X_t) + \langle \mu_t, b(t, X_t, \cdot) \rangle) dt + dB_t^H,
\end{aligned}
\]
Then there exists a constant \( C > 0 \) (depending only on \( |b_0|_\infty \) and \( |b|_\infty \)) such that
\[
\mathcal{W}_1(\mu_s, \mu_t) \leq C |t - s|^H, \quad 0 \leq s < t \leq T,
\]
where \( \mathcal{W}_1 \) denotes the 1-Wasserstein distance on \( \mathcal{P}(\mathbb{R}^d) \) with respect to the Euclidean distance.

**Proof.** we have \( |b_0| \leq C \) and \( |b| \leq C \), this implies
\[
|X_t - X_s| \leq |B_t^H - B_s^H| + 2C |t - s|,
\]
then we have the estimate, with constant \( C \) changing from line to line,
\[
\mathcal{W}_1(\mu_s, \mu_t) \leq \mathbb{E}[|X_s - X_t|] \leq 2C |t - s| + C_H |t - s|^H \leq C_H (1 + C) |t - s|^H,
\]
using \( \mathbb{E}[|B_t^H - B_s^H|^2] \leq C_H |t - s|^{2H} \) and Cauchy-Schwartz.

**Remark 6.2.** When \( b_0 \) and \( b \) are not bounded but have linear growth, we still have (6.5). See [6.25].
Since $b$ is $\alpha$-Hölder in the last argument, for $\mu_1,\mu_2 \in \mathcal{P}(\mathbb{R}^d)$,

$$\left| \langle \mu_1 - \mu_2, b(t, x, \cdot) \rangle \right| \leq C\mathcal{W}_1^\alpha(\mu_1, \mu_2) \quad \text{uniformly in } x \in \mathbb{R}^d, t \in [0, T]. \tag{6.6}$$

For two paths $X, Y \in \mathcal{C}^d_T$, that $b$ satisfies assumption (A) implies:

$$\|b(\cdot, X(\cdot), Y(\cdot))\|_{\gamma;[0,T]} \leq c \|X\|_{\frac{\alpha}{\alpha-\gamma};[0,T]} + \|Y\|_{\frac{\alpha}{\alpha-\gamma};[0,T]}^\alpha. \tag{6.7}$$

The symbol $\leq_c$ means inequality holds with some constant depending on $H, \alpha$ and $\gamma$. The conclusion then follows from Fernique’s theorem since $\alpha < H$.

On the other hand, assume that $\mu \in \mathcal{P}(\mathcal{C}^d_T)$ satisfies

$$\mathcal{W}_1(\mu_t, \mu_s) \leq C_H |t-s|^H \tag{6.8}$$

for all $0 \leq s \leq t \leq T$ then given $Y \in \mathcal{C}^d_T$, by triangle inequality we have

$$\left| \langle \mu_t, b(t, Y_t, \cdot) \rangle - \langle \mu_s, b(s, Y_s, \cdot) \rangle \right| \leq \langle \mu_t, |b(t, Y_t, \cdot) - b(s, Y_s, \cdot)| \rangle.$$ \tag{6.9}

For the first term in the second line of inequality (6.9), we use the Hölder continuity of $b$ in its time and space coordinates, as well as the relation between exponents (6.4). For the second term we use the assumption (6.8) on $\mu$ as well as the estimate (6.6). We can deduce that there exists a constant $K$ depending on $b_0, b, C_H$ such that for all $\lambda \in \mathbb{R}$,

$$\mathbb{E} \left[ \exp \left( \lambda \|t \mapsto \langle \mu_t, b(t, Y_t, \cdot) \rangle \|_{\gamma;[0,T]}\|_2^2 \right) \right] \leq K \mathbb{E} \left[ \exp \left( \lambda \|Y\|_{\frac{2\alpha}{\alpha-\gamma};[0,T]}^\alpha \right) \right]. \tag{6.10}$$

The left hand side involves the Hölder norm of the function $t \mapsto \langle \mu_t, b(t, Y_t, \cdot) \rangle$.

In the following we fix a $\delta$ such that

$$H > \delta = \frac{2}{\alpha}. \tag{6.11}$$

The existence of such a $\delta$ follows from (6.4).

Under the general, unbounded assumption (B2) we have the following result:

**Proposition 6.3.** Assume that $(b_0, b, \mu_0)$ satisfy (A) and (B2) and that the following McKean-Vlasov SDE admits a unique weak solution $X_t$ satisfying $\mathbb{E}[\|X\|_T] < M < \infty$:

$$dX_t = (b_0(t, X_t) + \langle \mu_t, b(t, X_t, \cdot) \rangle) \, dt + dB_t^H, \quad \mu_t = \text{Law}(X_t).$$

Assume further that the law of $X_t$ satisfies (6.5) for some constant $C > 0$. Then we have an estimate

$$\mathbb{E} \left[ \exp \left( \lambda \|X\|_{\frac{2\alpha}{\alpha-\gamma};[0,T]} \right) \right] \leq K(\lambda, M, C) < \infty, \quad \text{for all } \lambda \in \mathbb{R}.$$ \(\text{The constant } K(\lambda, M, C) < \infty \text{ depends on } \lambda, M, C, \mu_0, \alpha \text{ and } \beta.\)

**Proof.** The proof is very simple if $b_0$ and $b$ are bounded by $C$. Indeed, in this case,

$$\|X\|_{\frac{2\alpha}{\alpha-\gamma};[0,T]} \leq \|B_t^H\|_{\frac{2\alpha}{\alpha-\gamma};[0,T]} + 2CT^{1-\delta}. \tag{6.12}$$

The conclusion then follows from Fernique’s theorem since $\alpha < 1$ and $\delta < H$.

In the general case, The idea is to use Girsanov transform. Denote by $\mathbb{P}$ the law of the McKean-Vlasov SDE and $\mathbb{Q}$ the law of $B_t^H + X_0$ on $\mathcal{C}^d_T$, where $X_0$ has law $\mu_0$ and independent of $B_t^H$. Once we have proved

$$\mathbb{E}_\mathbb{Q} \left[ \left( \frac{d\mathbb{Q}}{d\mathbb{P}} \right)_\kappa + \left( \frac{d\mathbb{P}}{d\mathbb{Q}} \right)_\kappa \right] < \infty, \quad \text{for all } \kappa > 0, \tag{6.13}$$

the claim follows from Cauchy-Schwartz and Fernique’s theorem.
We write out the exponential martingale of $\frac{dQ}{dt}$, then use the estimate (6.3) and the $\alpha$-Hölder continuity ($\alpha < 1$) of $b_0$ and $b$. It suffices to bound the $2\alpha$-order exponential moment of the supremum norm and $\delta$-Hölder norm of $B^H$, i.e., to prove that

$$
\mathbb{E}[e^{\kappa \|B^H\|_{\infty,[0,T]}^{2\alpha} + \|B^H\|_{\delta,[0,T]}^{\alpha}}] < \infty \quad \text{for all } \kappa > 0.
$$

This is again a consequence of Fernique’s theorem. \hfill \Box

6.3. **Proof of Theorem 1.6 in the case of bounded interactions.** First we prove weak well-posedness of the McKean-Vlasov SDE under the assumption that $b_0$ and $b$ are bounded. Then we generalize the results to the unbounded case.

**Proposition 6.4.** Assume that $H \in (\frac{1}{2}, 1)$, that $b_0$ and $b$ satisfy (A) and (B$^1$). Then the McKean-Vlasov SDE

$$
dX_t = (b_0(t, X_t) + \langle \mu, b(t, X_t, \cdot) \rangle) \, dt + dB_t^H, \quad \mu_t = \text{Law}(X_t)
$$

admits a unique strong solution from any initial distribution $\mu_0$ having a finite second moment.

**Proof.** Denote by $\mathcal{P}_{\text{Hol}}(C)(C_T^d)$ the subset of $\mathcal{P}(C_T^d)$ consisting of measures $\mu$ satisfying

$$
\mathcal{W}_1(\mu_s, \mu_t) \leq C|t - s|^H, \quad 0 \leq s < t \leq T. \quad (6.14)
$$

Step 1. For any probability measure $\mu \in \mathcal{P}(C_T^d)$ satisfying the time regularity estimate (6.14), define $\bar{b}_\mu(t, x) := b_0(t, x) + \langle \mu, b(t, x, \cdot) \rangle$, then the coefficient $\bar{b}_\mu(t, x)$ is $\alpha$-Hölder in space and $\beta$-Hölder in time, with $\alpha$ and $\beta$ satisfying the assumption in (A). Thus the SDE $dX_t = \bar{b}_\mu(t, X_t) \, dt + dB_t^H$ has a unique strong solution starting from the initial law $\mu_0$. This follows from Theorem 3 and 4 in [42].

Moreover, under assumption (B$^1$), by Lemma (6.1) the law of $X_t$ satisfies the same regularity estimate (6.14), with the constant $C$ depending only on $|b_0|_{\infty}$ and $|b|_{\infty}$. We fix once and for all this value of $C$ that will show up in (6.14) throughout the end of the proof.

Step 2. For $\mu \in \mathcal{P}(C_T^d)$ satisfying (6.14), let $\Phi(\mu) \in \mathcal{P}(C_T^d)$ denote the law of the unique solution of the SDE ($\bar{b}_\mu$), started from $\mu_0$.

We denote by $\mu^0$ the law of $B^H$ on $C_T$, define $\mu^1 := \Phi(\mu^0)$, and inductively define $\mu^i := \Phi(\mu^{i-1})$ for all $i \in \mathbb{N}$. Then step 1 implies $\mu^i$ satisfies (6.14) for each $i$. We can now apply Girsanov transform and obtain: (Novikov’s condition will be checked in the proof)

$$
H(\mu^{i+2}[t] | \mu^{i+1}[t]) = H(\Phi(\mu^{i+1})[t] | \Phi(\mu^{i})[t]) \leq C \int_0^t \int_{C_T} |K^{-1}_H| \left( \int_0^t \bar{b}_{\mu^{i+1}}(r, x) - \bar{b}_{\mu^i}(r, x) dr \right)(s) \, ds \, dt, \quad (6.15)
$$

To bound $K^{-1}_H$, we need to control both $||u||_{\infty}$ and $||u||_{\gamma;[0,T]}$, see (6.3).

Fix $0 \leq s \leq t$ and define a functional $F : C_T^d \times C_T^d \rightarrow \mathbb{R}^d$:

$$
F(X, Y) := \int_s^t \gamma \cdot H \frac{[b(s, X_s, Y_s) - b(r, X_r, Y_r)]}{(s - r)^{H + \frac{\gamma}{2}}} \, dr. \quad (6.16)
$$

\footnote{We briefly discuss the motivation for such a functional $F$. Checking the computation in (6.1), one sees that the second term in the bracket that appears after the second equality in (6.1) is not controlled by the supremum norm $||u||_{\infty,[0,T]}$, but the other two are controlled by the supremum norm, which is easier. Therefore, we use the functional $F$ to single out this term and pay particular attention to it.}
\[ F \text{ may not be well defined if } X \text{ and } Y \text{ do not have enough H"older regularity, but this will not affect the proof, which will be clear in a moment.} \]

For \( F(X, Y) \) we have the following crude upper bound
\[
|F(X, Y)| \leq \|b(\cdot, X, Y)\|_{H^{-\frac{1}{2}+\epsilon};[0,T]} \int_0^s \frac{r^{\frac{1}{2} - H}}{(s-r)^{1-\epsilon}} dr
\]
\[ \leq C_H s^{\frac{1}{2} - H + \epsilon} \|b(\cdot, X, Y)\|_{H^{-\frac{1}{2}+\epsilon};[0,T]} \]  

(6.17)

Assume that for each \( i \), \( X^i \) has law \( \mu^i \). By the bound (6.7), equation (6.12) and Fernique’s theorem, there exists a constant \( K_H(\lambda) \) depending on \( \lambda \), \( b_0 \) and \( b \) such that for each pair \((i, j) \in \mathbb{N}_+ \times \mathbb{N}_+\),
\[
\mathbb{E} \left[ \exp \left( \lambda \|b(\cdot, X^i, X^j)\|_{\gamma_i}^2;[0,T] \right) \right] \leq K_H(\lambda) < \infty \text{ for each } \lambda \in \mathbb{R}_+. \]  

(6.18)

Now we apply the weighted Pinsker inequality (2.2) and deduce that (Note: a careful check of its proof shows that the \( f \) in (2.2) only needs to be well-defined on the support of \( \nu \) and \( \nu' \), and we assume \( \nu \) absolutely continuous w.r.t. \( \nu' \) throughout the argument.)
\[
\langle \mu^{i+1}[s] - \mu^i[s], F(X^{i+1}, \cdot) \rangle^2 \\
\leq 2 \left( 1 + \log \int_{C^d_s} e^{[F(X^{i+1}, y)]^2 \mu^i(dy)} \right) H \left( \mu^{i+1}[s] \mid \mu^i[s] \right).
\]

Taking expectation with respect to \( \mu^{i+2}(dx) \),
\[
\int_{C^d_s} \langle \mu^{i+1}[s] - \mu^i[s], F(x, \cdot) \rangle^2 \mu^{i+2}(dx) \\
\leq \int_{C^d_s} 2 \left( 1 + \log \int_{C^d_s} e^{[F(x, y)]^2 \mu^i(dy)} \right) \mu^{i+2}(dx) H \left( \mu^{i+1}[s] \mid \mu^i[s] \right).
\]

The exponential moment control (6.18) and estimate (6.17) imply that, for some constant \( C_H \) depending on \( T \) and \( H \),
\[
\int_{C^d_s} \langle \mu^{i+1}[s] - \mu^i[s], F(x, \cdot) \rangle^2 \mu^{i+2}(dx) \leq C_H s^{1-2H+2\epsilon} H \left( \mu^{i+1}[s] \mid \mu^i[s] \right). \]

(6.19)

Now apply (6.15) and the computation at the beginning of Section 6.1, we conclude that for some \( C_H > 0 \),
\[
H \left( \mu^{i+2}[t] \mid \mu^{i+1}[t] \right) \leq C_H \int_0^t s^{1-2H} H \left( \mu^{i+1}[s] \mid \mu^i[s] \right) ds \text{ for all } 0 \leq t \leq T.
\]

Step 3. Since \( H \in (\frac{1}{4}, 1) \), \( t^{1-2H} \in L^1([0, T]) \). Pinsker’s inequality implies there exists a measure \( \mu \in \mathcal{P}(C^d_T) \) such that \( \mu^n \) converges to \( \mu \) in total variation.

Since \( \mu_0 \) has a finite second moment and \( b_0, b \) are bounded, we check that \( \mu^n \) has finite second moment on \( C^d_T \) that is bounded uniformly in \( n \). Following the proof in Theorem 1.1, step 3, we can upgrade the convergence of \( \mu^n \) to \( \mu \) to allow test functions of linear growth.

For each \( 0 \leq s \leq t \leq T \), the function \( |X^n_t - X^n_s| \) on \( C^d_T \) has linear growth, therefore each \( \mu^n \) satisfying \( \mathbb{E}[|X^n_t - X^n_s|^H] \leq C|t - s|^H \) for \( 0 \leq s \leq t \leq T \) implies that \( \mu \) satisfies (6.14) with the same constant \( C \) fixed at the end of Step 1.

Step 4. For this fixed \( \mu \in \mathcal{P}(C^d_T), b_0(t, x) + \langle \mu_t, b(t, x, \cdot) \rangle \) is H"older continuous of order \( 1 > \alpha > 1 - 2H \) in \( x \) and of order \( \gamma > H - \frac{1}{2} \) in \( t \). Again by Theorem 3 and 4 of [42], the
We have as in (2.4) that there exist McKean-Vlasov equation with initial law \( \mu \) in each coordinate. By Proposition 6.4, boundedness of \( b \) is bounded measurable, for any \( t \) and \( x \), \( \langle \mu^n_t, b_t(x, \cdot) \rangle \) converges to \( \langle \mu_t, b_t(x, \cdot) \rangle \). Then by dominated convergence theorem, \( \int_{C^d_t} |\mu^n_t - \mu_t, b(t, x, \cdot)|^2 \tilde{\mu}(dx) \) converges to 0. At this point we need a different estimate of (6.3) which is not difficult to obtain: for some \( \theta > 0 \) sufficiently small, for any adapted process \( u_s \) satisfying \( \int_0^s u_s \, ds \in L^{H+1/2}_0 \),

\[
\left| K^{-1}_H \left( \int_0^t u_r \, dr \right)(s) \right| \leq C_H s^{1-H} \left( \|u\|_{\infty, [0, T]} + \|u\|_{\theta, [0, T]} \|u\|_{1-\theta, [0, T]} \right). \tag{6.20}
\]

Defining the random variable \( u^n_t := \langle \mu^n_t - \mu_t, b_t(x, X_r, \cdot) \rangle \), then we have shown that

\[
\int_{C^d_t} \|u^n\|_{\infty, [0, T]}^2 \tilde{\mu}(dx) \to 0, \quad n \to \infty. \tag{6.21}
\]

Although not stated explicitly, \( u^n \) depends on the sample path \( (X_r)_{0 \leq r \leq T} \).

We have as in equation (6.10) a uniform in \( n \) bound

\[
\mathbb{E}_{\tilde{\mu}} \left[ \exp \left( \lambda \|u^n\|_{\gamma, [0, T]} \right) \right] < C(\lambda) < \infty, \quad \lambda \in \mathbb{R}. \tag{6.22}
\]

Now we compute relative entropy between \( \tilde{\mu} \) and \( \mu^{n+1} \) via Girsanov transform:

\[
H(\tilde{\mu}[t] | \mu^{n+1}[t]) = \frac{1}{2} \int_0^t \left| K^{-1}_H \left( \int_0^s u^n_r \, dr \right)(s) \right|^2 ds \tilde{\mu}(dx).
\]

Using Cauchy-Schwartz and combine equations (6.22), (6.21) and (6.20), we obtain

\[
H(\tilde{\mu}[t] | \mu^{n+1}[t]) \to 0, \quad n \to \infty.
\]

Pinsker’s inequality implies \( \mu^n \) converges to \( \tilde{\mu} \) in total variation, but \( \mu^n \) also converges to \( \mu \) in total variation, so \( \tilde{\mu} = \mu \) and \( \mu \) is a solution of the McKean-Vlasov SDE starting from \( \mu_0 \).

Step 5. To justify uniqueness, for \( \mu^1, \mu^2 \in \mathcal{P}(C_T^d) \) two weak solutions with initial distribution \( \mu_0 \), the various estimates obtained in the existence proof imply that

\[
H(\mu^1[t] | \mu^2[t]) \leq C \int_0^t s^{1-2H} H(\mu^1[s] | \mu^2[s]) ds.
\]

Since \( \mu^1[0] = \mu^2[0] = \mu_0 \), a standard Gronwall argument implies \( \mu_1 = \mu_2 \) on \([0, T]\).

6.4. **Proof of Theorem 1.6 in the case of unbounded interactions.** Now we are in the position to prove Theorem 1.6.

**Proof.** Step 1. We truncate the interaction and establish exponential moment estimates. Define \( b^n := (b \wedge n) \vee (-n) \) for each \( n \in \mathbb{N} \). (\( b \) is a \( d \)-dimensional vector, we take min and max in each coordinate.) By Proposition 6.4 boundedness of \( b^n \), and the fact that Hölder continuity is preserved after truncation, there exists a unique weak solution \( X^n \sim \mu^n \) of the McKean-Vlasov equation with initial law \( X^n_0 \sim \mu_0 \),

\[
dX^n_t = (b_0(t, X^n_t) + \langle \mu^n_t, b^n(t, X^n_t, \cdot) \rangle) dt + dB^H_t, \quad \mu^n_t = \text{Law}(X^n_t).
\]

We have as in (2.4) that there exist \( c, C_1 > 0 \) such that

\[
\sup_n \int_{C_T^d} e^{c\|x\|_{\gamma}^2} \mu^n(dx) \leq C_1. \tag{6.23}
\]
From this uniform moment estimate we deduce that, if we choose \( \epsilon \) sufficiently small, (recall the definition of \( R_\epsilon(\mu, \nu) \) in (2.4),

\[
R_\epsilon := \sup_{n,m} R_\epsilon(\mu^n, \mu^m) < \infty.
\]  

(6.24)

Combining

- the elementary inequality
  \[
  \mathbb{E} \left[ |X_t^n - X_s^n| \right] \leq \mathbb{E} \left[ |B_t^H - B_s^H| + |t - s| \sup_{s \leq r \leq t} \mathbb{E} \left[ |\mu^n_r, b_0 + b^n(r, X^m_r, \cdot)| \right] \right],
  \]
  - the linear growth property of \( b_0 \) and \( b \), and
  - the uniform moment control (6.23),

we deduce that there exists a constant \( C_H > 0 \) and a constant \( C > 0 \) depending on the drift \( b_0 \), interaction \( b \) and constants \( c, C_1 \) such that

\[
W_1(\mu^n, \mu^m) \leq 2C \| t - s \| + C_H \| t - s \|^H \leq C \| t - s \|^H \quad \text{for all } n \in \mathbb{N}_+, 0 \leq s < t \leq T. \tag{6.25}
\]

Now we apply Proposition 6.3 and obtain a refined estimate: for some constant \( K(\lambda, C_1) \),

\[
\mathbb{E} \left[ \exp(\lambda \| X_t^n \|^{2\alpha}_{|\cdot|_{\gamma;[0,T]}}) \right] \leq K(\lambda, C_1) < \infty, \quad \text{for all } \lambda \in \mathbb{R}_+, n \in \mathbb{N}_+.
\]

(6.26)

Following the same argument as in (6.9) and (6.10), the Hölder continuity of \( b \) implies that uniform in the choice of integers \( n, m \geq 1 \), for some constant \( K_H(\lambda) > 0 \),

\[
\mathbb{E} \left[ \exp \left( \lambda \| t \mapsto \langle \mu^n_t, b(t, X^m_t, \cdot) \rangle^2_{|\cdot|_{\gamma;[0,T]}} \right) \right] \leq K_H(\lambda) < \infty \quad \text{for all } \lambda \in \mathbb{R}. \tag{6.26}
\]

Step 2. We show \((\mu^n)_n \in \mathbb{N}\) is a Cauchy sequence in total variation distance.

For \( n, m \in \mathbb{N}_+ \) define \( \bar{b}^n_m(t, x) := \langle \mu^n_t, b^m(t, x_t, \cdot) \rangle \), and define \( \bar{b}^n_m(t, x) := \langle \mu^n_t, b(t, x_t, \cdot) \rangle \),

we bound relative entropy as follows:

\[
H(\mu^n_t | \mu^m_t) \leq \frac{1}{2} \int_{C_t} \int_0^t \left| K^{-1}_H \left( \int_0^r \bar{b}^n_m(r, x_r) - \bar{b}^m_m(r, x_r) dr \right) (s) \right|^2 ds \mu^n_t(dx).
\]

(6.27)

Recall (6.3) that to bound \( K^{-1}_H \) we need to control both the supremum norm and the \( \gamma \)-Hölder norm of the terms involved. For the Hölder norm we argue as in equations (6.16), (6.18) and (6.19), for the supremum norm we argue as in (2.5), we obtain that, for some \( C_H > 0 \),

\[
\int_{C_t} \int_0^t \left| K^{-1}_H \left( \int_0^r \bar{b}^n_m(r, x_r) - \bar{b}^m_m(r, x_r) dr \right) (s) \right|^2 ds \mu^n_t(dx) \leq C_H \int_0^t s^{1-2H} H(\mu^n[s] | \mu^m[s]) ds.
\]

The last step is to bound

\[
\int_{C_t} \int_0^t \left| K^{-1}_H \left( \int_0^r \bar{b}^n_m(r, x_r) dr \right) (s) \right|^2 ds \mathbb{1}_{\sup_{0 \leq s \leq t} |\bar{b}^n_m(s, x_s)| \geq m} \mu^n_t(dx).
\]

It suffices to control

\[
\int_{C_t} \int_0^t \left| K^{-1}_H \left( \int_0^r \bar{b}^n_m(r, x_r) dr \right) (s) \right|^2 ds \mathbb{1}_{\sup_{0 \leq s \leq t} |\bar{b}^n_m(s, x_s)| \geq m} \mu^n_t(dx).
\]
This term vanishes as \( m \to \infty \) uniform in \( n \in \mathbb{N}_+ \) (a consequence of (2.3) and (6.26).) Then we conclude from triangle inequality
\[
|\bar{b}^n_{\mu^m} - \bar{b}^n_{\mu^m}| \leq |\bar{b}^n_{\mu^m} - \bar{b}^n_{\mu^m}| + |\bar{b}^n_{\mu^m} - \bar{b}^n_{\mu^m}| + |\bar{b}^n_{\mu^m} - \bar{b}^n_{\mu^m}|
\]
and Gronwall’s lemma that
\[
H(\mu^n[t] \mid \mu^m[t]) \to 0, \quad n, m \to \infty.
\]

Step 3. Pinsker’s inequality implies that there exists a \( \mu \in \mathcal{P}(C_T^d) \) such that \( \mu^n \) converges to \( \mu \) in total variation. If \( f \) is a function on \( C_T \) of linear growth, i.e. \( \sup_{x} |f(x)|/(1+\|x\|_T) < \infty \), then \( \langle f, \mu^n \rangle \to \langle f, \mu \rangle \). The proof is identical to the Brownian case (proof to Theorem 1.1 step 3), making use of estimate (6.23).

The same reasoning as in Step 3 of proof to Proposition 6.3 implies \( \mu \) also satisfies (6.25).

Step 4. For this fixed \( \mu, b_0(t,x) + \langle \mu_t, b(t,x,\cdot) \rangle \) is Hölder continuous of order \( 1 > \alpha > 1 - 2H \) in \( x \) and of order \( \gamma > H - \frac{1}{2} \) in \( t \). Then the SDE \( dX_t = (b_0(t,X_t) + \langle \mu_t, b(t,X_t,\cdot) \rangle) dt + dB_t \) has a unique weak solution starting from \( \mu_0 \). Denote by \( \tilde{\mu} \) the law of this weak solution. We claim that \( \tilde{\mu} = \mu \).

For each fixed \( (t,x), b(t,x,\cdot) \) has linear growth in the third argument, so \( \langle \mu^n_t - \mu_t, b(t,x,\cdot) \rangle \to 0 \) pointwise. Meanwhile, \( |\langle \mu^n_t - \mu_t, b(t,x,\cdot) \rangle| \leq C(1 + \mathbb{E}_{\mu^n}[\|X\|_T] + \mathbb{E}_{\mu}[\|X\|_T]) < \infty \), so by bounded convergence theorem,
\[
|\langle \mu^n_t - \mu_t, b(t,x,\cdot) \rangle|^2 \tilde{\mu}(dx) \to 0 \quad \text{uniformly on } [0,T].
\]

Setting \( u^n_r := \langle \mu^n_r - \mu_r, b(r,X_r,\cdot) \rangle \), we have the same estimates as in (6.20), (6.21) and (6.22). Consequently we obtain
\[
\int_0^t \left| K^{-1}_H \left( \int_0^u u^n_r dr \right) \right|^2 ds \tilde{\mu}(dx) \to 0, \quad n \to \infty.
\]

Setting \( v^n_r := \langle \mu^n_r, b^n - b(r,X_r) \rangle \), then uniformly in \( r \in [0,t], \langle v_r, \tilde{\mu} \rangle \to 0 \) as \( n \to \infty \) since \( b \) has linear growth and since we have the uniform moment estimate (6.23). Moreover, \( v^n_r \) also satisfies (6.22), from which we deduce that
\[
\int_0^t \left| K^{-1}_H \left( \int_0^u v^n_r dr \right) \right|^2 ds \tilde{\mu}(dx) \to 0, \quad n \to \infty.
\]

Now we compute relative entropy via Girsanov transform. The aforementioned two estimates imply that
\[
H(\tilde{\mu}[t] \mid \mu^n[t]) = \frac{1}{2} \int_0^t \left| K^{-1}_H \left( \int_0^u (u^n_r + v^n_r) dr \right) \right|^2 ds \tilde{\mu}(dx) \to 0, \quad n \to \infty.
\]
Pinsker’s inequality implies \( \mu^n \) converges to \( \tilde{\mu} \) in total variation, but \( \mu^n \) also converges to \( \mu \) in total variation, so \( \mu = \mu \) and \( \mu \) is a solution of the McKean-Vlasov SDE starting from \( \mu_0 \).

Step 5. To prove uniqueness, let \( X^i \sim \mu^i, i = 1,2 \) two solutions of the McKean-Vlasov SDE with initial law \( \mu_0 \). From the condition on \( \mu_0 \) and the linear growth property of \( b \), we may find \( c > 0 \) small enough and \( C < \infty \) that
\[
\int_{C_T^d} e^{c\|x\|^2_T} \mu^i(dx) = \mathbb{E} e^{c\|X^i\|^2_T} \leq C, \quad i = 1,2.
\]

Consequently, (6.25) and (6.26) also hold for \( \mu^i \) and \( X^i, i = 1,2 \) in place of \( \mu^n \) and \( X^m \).
We compute the relative entropy between $\mu^1$ and $\mu^2$:

$$H(\mu^1[t] \mid \mu^2[t]) = \frac{1}{2} \int_{\mathbb{C}^d} \int_0^t \left| K_H^{-1} \left( \int_0^t \langle \mu^1 - \mu^2, b(r, x, \cdot) \rangle \, dr \right) \right|^2 \mu^1(dx) ds.$$ 

Now we bound the term involving $K_H^{-1}$, recalling equation (6.3). For the Hölder norm we invoke the same computation as in (6.19), and for the supremum norm invoke the same computation as in (2.5). Then $\mu^1[t] = \mu^2[t]$ follows from a standard application of Gronwall’s lemma and $\mu^1[0] = \mu^2[0]$.

This concludes the proof of Theorem 1.6. \qed

7. Mean Field SPDEs

We first recall the basic notions of Girsanov transform for Wiener processes defined on general Hilbert space $H$. Given $W$ a cylindrical Wiener process on a Hilbert space $H$, we may find $\{e_k\}$ a complete orthonormal basis in $H$ and $\{\beta_k\}$ a series of independent real-valued Wiener processes, such that

$$\langle W(t), x \rangle = \sum_{k=1}^{\infty} \beta_k(t) \langle x, e_k \rangle, \quad x \in H.$$ 

Denote by $F_t$ the filtration generated by $W(t)$, we have the following version of Girsanov transform (see for example Theorem 10.14 of [13]):

**Proposition 7.1.** Given a $H$-valued, $F_t$-predictable process $\psi(\cdot)$ satisfying

$$E \left( e^{\int_0^T \langle \psi(s), dW(s) \rangle_H - \frac{1}{2} \int_0^T \| \psi(s) \|^2_H ds} \right) = 1, \quad (7.1)$$

then the process

$$\tilde{W}(t) = W(t) - \int_0^t \psi(s) ds, \quad t \in [0, T] \quad (7.2)$$

is a cylindrical Wiener process on $H$ with respect to $(F_t)_{t \geq 0}$ on the probability space $(\Omega, F, \tilde{P})$, where

$$d\tilde{P}(\omega) = e^{\int_0^T \langle \psi(s), dW(s) \rangle_H - \frac{1}{2} \int_0^T \| \psi(s) \|^2_H ds} dP(\omega). \quad (7.3)$$

The assumption (7.1) holds if the following Novikov type condition is justified (see for example Proposition 10.17 of [13]): for some $\delta > 0$,

$$\sup_{t \in [0, T]} E \left( e^{\delta \| \psi(t) \|^2_H} \right) < +\infty.$$ 

We are now ready to compare the laws of two SPDEs with the same diffusion coefficient. Consider two equations

$$dX = AX dt + B(X) dW(t), \quad X(0) = x,$$

$$d\tilde{X} = (A\tilde{X} + \tilde{F}(\tilde{X})) dt + B(\tilde{X}) dW(t), \quad \tilde{X}(0) = x,$$

then following the proof of Theorem 10.18 in [13], i.e. writing the solution $X$ and $\tilde{X}$ in mild formulation and comparing Girsanov density, one obtains: if for some $\delta > 0$,

$$\sup_{t \in [0, T]} E \left( e^{\delta \| G^{-1} X(t) \|_{\tilde{H}}^2} \right) < +\infty, \quad (7.4)$$
then denote by \( \psi(t) = B^{-1}(X(t)) \), we have that for any Borel set \( \Gamma \in \mathcal{C}([0, T]; H) \),
\[
\mathbb{P}(\tilde{X}(\cdot) \in \Gamma) = \mathbb{E} \left( e^{\int_0^T \langle \psi(s), dW(s) \rangle_H - \frac{1}{2} \int_0^T \| \psi(s) \|^2_H ds}; X(\cdot) \in \Gamma \right).
\] (7.5)

7.1. Solving McKean-Vlasov SPDEs. We are now ready to solve McKean-Vlasov type SPDEs, and we start from the stochastic heat equation.

7.1.1. Stochastic heat equation. Recall that we work on the Hilbert space \( H := L^2([0, 1]; \mathbb{R}) \) and we consider the nonlinearity \( G : [0, T] \times H \times \mathcal{P}(H) \to H \) satisfying, for some \( M > 0 \),
\[
\| G(t, x, \mu_t) \|_H \leq M, \quad \text{for any } x \in H, \mu_t \in \mathcal{P}(H), t \in [0, T],
\]
\[
\| G(t, x, \mu_t) - G(t, x, \nu_t) \|_H \leq M \| \mu_t - \nu_t \|_{TV}, \quad \text{for any } \mu_t, \nu_t \in \mathcal{P}(H),
\]
uniformly over \( t \in [0, T] \) and \( x \in H \).

Now consider two probability laws \( \mu, \nu \in \mathcal{P}(\mathcal{C}([0, T]; H)) \), whose marginals at time \( t \) are denoted \( \mu_t, \nu_t \) respectively. Let \( X^\mu \) solve the SPDE
\[
\frac{\partial}{\partial t} X^\mu(t) = \frac{\partial^2}{\partial x^2} X^\mu(t) dt + G(t, X^\mu(t), \mu_t) dt + dW(t)
\]
and \( X^\nu \) solves the SPDE
\[
\frac{\partial}{\partial t} X^\nu(t) = \frac{\partial^2}{\partial x^2} X^\nu(t) dt + G(t, X^\nu(t), \nu_t) dt + dW(t),
\]
with the same initial law \( \mu_0 \in \mathcal{P}(H) \). Probabilistic weak well-posedness of these two SPDEs follow by Girsanov transform since \( G \) is bounded, and probabilistic strong well-posedness also holds, see [20], though we will not use this fact in this paper.

Since \( G \) is bounded, condition (7.3) is automatically justified and we can proceed as follows:
\[
\| \text{Law}(X^\mu) - \text{Law}(X^\nu) \|_{TV}^2 \leq 2H \left( \text{Law}(X^\mu) \mid \text{Law}(X^\nu) \right)
\]
\[
= \int_0^T \mathbb{E} \left[ \| G(s, X^\mu(s), \mu_t) - G(s, X^\mu(s), \nu_s) \|_H^2 \right] ds \]
\[
\leq M \int_0^T \| \mu_s - \nu_s \|_{TV}^2 ds.
\] (7.6)

Again the first line follows from Pinsker’s inequality, the second line from Girsanov transform (7.5) and the last line from our assumption on \( B \). We now finish the construction of a solution to the McKean-Vlasov SPDE
\[
\frac{\partial}{\partial t} X(t) = \frac{\partial^2}{\partial x^2} X(t) dt + G(t, X(t), \mu_t) dt + dW(t), \quad \text{Law}(X(t)) = \mu_t,
\]
from a standard Picard iteration scheme. This proves Theorem 1.7 (1).

7.1.2. White noise acting on the boundary. The following example is inspired by Example 2.5 of [40], see also [11] and Chapter 13 of [12]. In this case denote by \( H := L^2([0, 1]; \mathbb{R}^2) \).

Consider the one-dimensional heat equation with nonlinear boundary condition
\[
\begin{cases}
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2}, & t > 0, x \in [0, 1], \\
\left( \frac{\partial u}{\partial x}(t, 0) = \frac{\partial u}{\partial x}(t, 1) \right) = f(u(t)) + \omega(t), & t \geq 0,
\end{cases}
\] (7.7)
where \( \omega \) is two-dimensional Brownian motion and \( f : H \to \mathbb{R}^2 \) is bounded and continuous. Following [40], we denote by \( A := \frac{\partial^2}{\partial x^2} \) the Laplacian operator with Neumann boundary
condition \( \frac{du}{dx}(0) = \frac{du}{dx}(1) = 0 \), and by \( e^{At} \) the semigroup generated by \( A \). Then it is known (see (2.30) of [40]) that the solution to (7.7) shall be reformulated as

\[
X_t = e^{At}X_0 + \int_0^t (A-I)e^{A(t-s)}Nf(X_s)ds + \int_0^t (A-I)e^{A(t-s)}Nd\omega_s, \tag{7.8}
\]

where \( N : \mathbb{R}^2 \to H \) is defined as the Neumann map sending \((\rho_1, \rho_2) \in \mathbb{R}^2\) to the unique solution satisfying

\[
\frac{d^2u}{dx^2} - u = 0 \quad \text{on } [0, 1], \quad \frac{du}{dx}(0) = \rho_1, \quad \frac{du}{dx}(1) = \rho_2.
\]

Now it is evident that we can apply Girsanov transform to the formulation (7.8) and modify the drift \( f \). Consequently we can solve the following McKean-Vlasov SPDE almost identically as the case of the stochastic heat equation

\[
\begin{cases}
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2}, & t > 0, x \in [0, 1], \\
(\frac{\partial u}{\partial x}(t, 0) = \frac{\partial u}{\partial x}(t, 1)) = G(u(t), \mu_t) + \omega(t), & t \geq 0, \quad \text{Law}(u(t)) = \mu_t,
\end{cases}
\tag{7.9}
\]

under the assumption that \( G : H \times \mathcal{P}(H) \to \mathbb{R}^2 \) is uniformly bounded, continuous in the first argument, and Lipschitz in the second argument in total variation, which means for some \( M > 0 \),

\[
\|G(x, \mu) - G(x, \nu)\| \leq M\|\mu - \nu\|_{TV},
\]

for any \( \mu, \nu \in \mathcal{P}(H) \), uniformly over \( x \in H \). This proves Theorem 1.7 (2).

7.1.3. stochastic wave equation. Denote by \( H := L^2([0, 1]; \mathbb{R}) \), consider the stochastic wave equation

\[
\begin{cases}
\frac{\partial^2 y}{\partial t^2}(t) = -\Lambda y(t)dt + dW(t), \\
y(0) = y \in H, \quad \frac{\partial y}{\partial x}(0) = z \in H^{-1}.
\end{cases}
\tag{7.10}
\]

The operator \( \Lambda \) is the Laplacian with Neumann boundary condition

\[
\Lambda x = -\frac{\partial^2 x}{\partial x^2}, \quad D(\Lambda) = H^2(0, 1) \cap H_0^1(0, 1).
\]

It is customary (following Example 5.8 of [13]) to regard the stochastic wave equation as a second order system by setting \( X(t) = \begin{pmatrix} Y(t) \\ \frac{\partial}{\partial t} Y(t) \end{pmatrix} \) and \( X_0 = \begin{pmatrix} y \\ z \end{pmatrix} \). The stochastic wave equation can be reformulated, on the Hilbert space \( \widetilde{H} := H \oplus D(\Lambda^{-\frac{1}{2}}) \) as

\[
dX(t) = AX(t)dt + BdW(t), \quad X(0) = X_0 \tag{7.11}
\]

with

\[
A \begin{pmatrix} y \\ z \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -\Lambda & 0 \end{pmatrix} \begin{pmatrix} y \\ z \end{pmatrix}, \quad B(u) = \begin{pmatrix} 0 \\ u \end{pmatrix}.
\]

With this choice of \( H \) and \( \Lambda \), the stochastic convolution \( W_A(\cdot) \), such that

\[
X(t) = W_A(t)X(0) + \int_0^t W_A(t-s)BdW(s)
\]

for \( X(t) \) solving (7.11), satisfies the assumption of Theorem 5.2 of [13]. Consequently, \( W_A(\cdot) \) is Gaussian, the solution \( X(t) \) to (7.11) is function-valued, and (by Hypothesis 7.2(iii) and

\[8\]

With our choice of \( H \) and \( \Lambda \), we have in our case of interest \( \widetilde{H} = L^2((0, 1); \mathbb{R}) \otimes H^{-1}((0, 1), \mathbb{R}) \). Here \( H^{-1} \) denotes the Sobolev space of order -1.
Theorem 10.18 of [36]) we can apply Girsanov transform to the driving Wiener process of (7.11).

Given a bounded measurable function \( G : [0, T] \times \tilde{H} \to \tilde{H} \) that takes values only on the second component \( D(\Lambda^{-\frac{1}{2}}) \), Girsanov transform implies that the SPDE

\[
d\tilde{X}(t) = A\tilde{X}(t)dt + G(t, \tilde{X}(t))dt + BdW(t), \quad \tilde{X}_0 = X_0
\]

has a unique probabilistic weak solution. Now assume that we are given a nonlinearity \( G : [0, T] \times \tilde{H} \times \mathcal{P}(\tilde{H}) \to 0 \oplus D(\Lambda^{-\frac{1}{2}}) \subseteq \tilde{H} \) (again taking value only in the second component of \( \tilde{H} \)) satisfying

\[
\|B^{-1}G(t, x, \mu) - G(t, x, \nu)\|_H \leq M\|\mu - \nu\|_{TV}, \quad \text{for each } \mu, \nu \in \mathcal{P}(\tilde{H}),
\]

uniformly over \( t \in [0, T] \) and \( x \in \tilde{H} \). Following the procedure for stochastic heat equation in Section 7.1.1, we can do Girsanov transform on the second component of \( \tilde{H} \) and obtain a unique probabilistic weak solution to the McKean-Vlasov SPDE

\[
dX(t) = AX(t)dt + G(t, X(t), \mu_t)dt + BdW(t), \quad \mu_t = \text{Law}(X(t)).
\]

Rewriting (7.12) in the canonical form of wave equation as in (7.10), we finish the proof of Theorem 10.18 of [13]) we can apply Girsanov transform to the driving Wiener process of (7.11).

**7.2. Quantitative propagation of chaos.** In this section we generalize the propagation of chaos results in Lacker [36] to the SPDE setting, following closely the argument in that paper. To improve readability, it might be instructive to compare our arguments with that given in Section 1.2 of [36]. We denote by \( H := L^2([0,1]; \mathbb{R}) \) and assume \( f : [0, T] \times H \times H \to H \) is bounded measurable.

Consider \( N \) particles \( X^1, \ldots, X^N \) with i.i.d. initial law \( \mu_0 \in \mathcal{P}(H) \) satisfying

\[
\frac{\partial}{\partial t} X^i(t) = \frac{\partial^2}{\partial \sigma^2} X^i(t)dt + \frac{1}{N-1} \sum_{j=1, j \neq i}^N F(t, X^i(t), X^j(t))dt + dW^i(t), \quad i = 1, \ldots, N,
\]

then for \( k = 1, \ldots, N \) we define a conditioned drift, with \( (x^1, \ldots, x^k) \in H^\otimes k \),

\[
\hat{F}_k^i(t, x^1, \ldots, x^k) = \mathbb{E} \left[ \frac{1}{N-1} \sum_{j=1, j \neq i}^N F(t, X^i(t), X^j(t) \mid X^1(t) = x_1, \ldots, X^k(t) = x_k) \right]
\]

\[
= \frac{1}{N-1} \sum_{j \leq k, j \neq i} F(t, X^i(t), X^j(t)) + \frac{N-k}{N-1} \langle F(t, X^i(t), \cdot), P_{t,(x^1, \ldots, x^k)}^{(k+1)|k} \rangle,
\]

where \( P_{t,(x^1, \ldots, x^k)}^{(k+1)|k} \) is the law of \( X^{k+1}(t) \) given \( (X^1(t), \ldots, X^k(t)) = (x_1, \ldots, x_k) \).

Now we denote by \( P_{t}^{(N,k)} \) the joint law of \( (X^1(t), \ldots, X^k(t)) \), (by exchangeability of the particle system any choice of the \( k \)-particles will do), and denote by \( \mu_t \) the law of the McKean-Vlasov SPDE

\[
\frac{\partial}{\partial t} Y(t) = \frac{\partial^2}{\partial \sigma^2} Y(t)dt + \langle \mu_t, F(t, Y(t), \cdot) \rangle dt + dW(t), \quad \text{Law}(Y_t) = \mu_t,
\]

with the same initial law \( \mu_0 \).

Recall that the Girsanov density between two SPDEs with the same diffusion coefficient is given in [7.5] which has the same expression as in the finite-dimensional SDE
setting. Therefore, after exactly the same computation as in [36], denoting by $H^k_t := H \left( P^{(N,k)}_t | \mu_t^{\otimes k} \right)$, we have

$$
\frac{d}{dt} H^k_t \leq \frac{1}{2} \sum_{i=1}^k \int_{H^{\otimes k}} \left| \hat{F}^k_t (t,x) - \langle F(t,x,i), \mu_t \rangle \right|^2 P^{N,k}_t (dx).
$$

Now we expand the squares and the explicit expression of $\hat{F}^k_t$, using the fact that $F$ is bounded in $H$ and the following easy consequence of boundedness: there exists $C > 0$ such that

$$
\| \langle F(t,x,\cdot), \mu - \nu \rangle \|_H \leq C \| \mu - \nu \|_{TV}, \quad \text{for all } x \in H, \mu, \nu \in \mathcal{P}(H),
$$

then by Pinsker’s inequality and the following relation

$$
\int_{H^{\otimes k}} H \left( P^{(N,k)}_t | \mu_t \right) P^{(k+1)}_t (dx) = H^{k+1}_t - H^k_t,
$$

we deduce that we can find positive constants $M$ and $\gamma$ such that

$$
\frac{d}{dt} H^k_t \leq k(k-1)^2 \frac{2}{(N-1)^2} M H^k_t + \gamma k (H^{k+1}_t - H^k_t).
$$

It is solved in [36] that, when $k$ is much smaller than $N$, $H^k_t = O \left( \frac{k^2}{N^2} \right)$. We now arrive at the desired propagation of chaos result. The same result holds if $(X^1(0), \cdots, X^N(0))$ are not i.i.d. but exchangeable and moreover satisfies $H^k_0 \leq C \frac{k^3}{N^3}$ for some $C > 0$ and all $k = 1, \cdots, N$.

8. Conclusion

We briefly summarize the strength and weakness of the relative entropy approach highlighted in this paper.

The most dominant advantage is that we can treat infinite dimensional objects just as smoothly as we do with finite dimensional ones. An important example is path dependent drifts as considered in [36], where the state space $C([0,T], \mathbb{R}^d)$ is clearly infinitely dimensional. Another important case, put forward in this article, concerns SPDEs with nonsmooth interaction. Here the state space is a Hilbert space such as $L^2([0,1], \mathbb{R}^d)$, which is infinite dimensional as well. Our strategy is well adapted to these settings.

Another feature is that we are possibly using the least amount of information of the system. We do not need to know if the original equation with drift (that is, the SDE $dX_t = b(t,X) dt + dW_t$) has a probabilistic strong solution, if the process is Markovian or not, if it defines a strong Feller or merely Feller Markov process, etc. There are examples where each of these assumptions can fail (for example Remark 5 in Section 3 of [49]), but we can still apply Girsanov transform and solve the fixed point equation. Other strategies like the Zvonkin transform [57] usually use detailed information of the system, and in many cases the strong well-posedness or the strong Feller property should have been inherited by the system before these techniques can be used.

Moreover, for interactions that have a growth at infinity (so that they do not belong to classical Besov-Hölder spaces unless we impose a weight), relative entropy turns up to be a very good candidate for the weight function, though the proof is in general much longer than the bounded case. This point is elaborated in detail in Remark 1.11. Relative entropy also makes it easier to consider interactions of mixed smoothness by allowing us to do all the computations on the same platform, see Theorem 1.2 and 1.3.
One limitation of the entropy approach is that it is restricted to Brownian motion, and does not carry over to \( \alpha \)-stable processes, \( \alpha \in (0, 2) \). Moreover, currently there are three important cases where detailed pathwise information of the coefficient is necessary, and relative entropy considerations seem to be insufficient. They are: (1) when the diffusion coefficient depends on the density (see [43]); (2) when a renormalization procedure is needed to make sense of the solution (see [52]), and (3) in the particular case that the interaction is given by convolution with a kernel, such that we can solve McKean-Vlasov SDEs with coefficients of rather low regularity (see Remark 1.12 and the very recent work [43]).

**APPENDIX A. PATH SPACE AND RELATIVE ENTROPY**

**Definition** A.1. Fix \( k \in \mathbb{N} \). A function \( \bar{b} : [0, T] \times \mathcal{C}^k_T \rightarrow \mathbb{R} \) is said to be progressively measurable if (a) it is Borel measurable and (b) it is non-anticipative, i.e., \( b(t, x) = b(t, x') \) for every \( t \in [0, T] \) and \( x, x' \in \mathcal{C}^k_T \) satisfying \( x\big|_{[0, t]} = x'\big|_{[0, t]} \).

For any \( k \in \mathbb{N} \), \( Q \in \mathcal{P}(\mathcal{C}^k_T) \), and \( t \in [0, T] \), let \( Q[t] \) be the projection of \( Q \) to \( \mathcal{C}^k_T \). Also write \( Q_t \) as the marginal law of \( Q \) at time \( t \).

The relative entropy of \( \nu \) with respect to \( \nu' \), for two probability measures \( (\nu, \nu') \) on a common measurable space, is defined by

\[
H (\nu \mid \nu') = \int \frac{d\nu}{d\nu'} \log \frac{d\nu}{d\nu'} d\nu' \quad \text{if } \nu \ll \nu', \quad \text{and} \quad H (\nu \mid \nu') = \infty \text{ otherwise.}
\]

The data processing inequality of relative entropy (see [36], (4.3)) implies:

\[
H (\mu[t] \mid \nu[t]) \leq H (\mu[s] \mid \nu[s]) \quad \text{for all } 0 \leq t \leq s \leq T. \tag{A.1}
\]

We will extensively use Pinsker’s inequality, which states that for two probability measures \( (\nu, \nu') \) on a common measurable space, denote by \( \| \cdot \|_{TV} \) the total variation distance, then

\[
\|\nu - \nu'\|_{TV} \leq \sqrt{2H (\nu \mid \nu')}. \tag{A.2}
\]

Suppose for each \( i = 1, 2 \) that the SDE

\[
dZ_i^t = \bar{b}_{i} (t, Z_t^i) \, dt + dW_t^i, \quad t \in [0, T]
\]

admits a weak solution, and let \( P_i \in \mathcal{P}(\mathcal{C}^k_T) \) denote its law. Assuming that

\[
M_t := \exp \left( \int_0^t (b_2^s - b_1^s) \cdot dW_s^1 - \frac{1}{2} \int_0^t |b_1^s - b_2^s|^2 \, ds \right), \quad t \in [0, T]
\]

is a martingale under \( P^1 \), then for \( 0 \leq t \leq T \),

\[
H (P^1[t] \mid P^2[t]) = H (P_0^1 \mid P_0^2) + \frac{1}{2} \mathbb{E} \int_0^t |b_1(s, Z^1_t) - b_2(s, Z^1_t)|^2 \, ds. \tag{A.3}
\]

See Lemma 4.4 of [36] for a general criteria in terms of finite entropy condition.

To check \( M \) is a martingale, we may use the following corollary of Novikov’s condition: for an adapted process \( \{\beta_t\} \) with respect to \( (\Omega, \mathcal{F}, \mathbb{P}) \), assume that for some \( \delta > 0 \),

\[
\sup_{0 \leq t \leq T} \mathbb{E} \left[ \exp \left( \delta \beta_t^2 \right) \right] < \infty, \quad \text{then } \varphi_t (\beta) := \exp \left( \int_0^t \beta_s dW_s - \frac{1}{2} \int_0^t \beta_s^2 ds \right) \text{ is a martingale on } [0, T].
\]
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