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Autocompletion is an approach that extends and continues partial user input. We propose to interpret autocompletion as a basic interaction concept in human-AI interaction. We first describe the concept of autocompletion and dissect its user interface and interaction elements, using the well-established textual autocompletion in search engines as an example. We then highlight how these elements reoccur in other application domains, such as code completion, GUI sketching, and layouting. This comparison and transfer highlights an inherent role of such intelligent systems to extend and complete user input, in particular useful for designing interactions with and for generative AI. We reflect on and discuss our conceptual analysis of autocompletion to provide inspiration and a conceptual lens on current challenges in designing for human-AI interaction.

Additional Key Words and Phrases: autocompletion, interaction patterns, human-AI interaction, user-centred AI

1 Introduction

Autocompletion is a well established key feature in many applications today. It is most commonly used in search engines, such as Google, Bing, and Elasticsearch, by millions of users every day. For instance, when a user types a request into a web search, the system creates certain extended variations of the input and serves these back to the user. The autocompleted variations represent a list of search term suggestions. Then the user is free to choose from these autocompleted suggestions. The selection can be confirmed or edited further. In the context of search engines, such textual autocompletion is often called query autocompletion (QAC). In the context of software engineering, it is commonly referred to as autocomplete.

This approach is used in search engines to assist a user in formulating a proper input. Moreover, it is used in web browsers when typing a domain name, in code editors or IDEs when writing source code, and in other software tools where it is important to support the user in finding a precise input. Autocompletion can be considered a supportive technology to declare an input. As a side effect, autocompletion helps to make input faster [21]. However, the underlying key concept remains: Autocompletion continues and extends (partial) user input.

In light of this vital concept, we interpret autocompletion as a generative approach embedded in a user interface. When speaking of generative in the context of machine learning within this paper, we refer to those approaches that can be used to generate things. Methods to provide such generations can be found in the field of machine learning as well. Despite classifying input to make predictions, machine learning can also be used to generate data. Such generative models typically learn an underlying data distribution from which to sample new outputs. For example, generative machine learning approaches can complete pictures [31, 41, 46] and gestures [7], or extend texts [8, 35, 40]. Implementing generative machine learning into interactive software tools can open new possibilities. For instance, it can be used to transform digital sketches into mock-ups [32], create sketches from text descriptions [20], or to create
digital wireframes from paper based sketches [9]. Another real world example is Kite\(^1\), a coding assistant based on the GPT language model\(^2\). It can generate complete methods from just a signature of methods, and a short, descriptive comment.

Although the latter examples rely on machine learning models, it is not mandatory to do so for an application to provide a generative feature. For instance, in the case of query autocompletion, it could be built on n-gram frequency statistics [29], and layout generation could be based on integer programming [14]. In particular, when analysing generative approaches from a perspective of user interaction, it is hard to distinguish whether the application has machine learning implemented or not. The user interface functions as an abstract layer and hides the technology in the background. Accordingly, in this paper we regard "intelligence" as the ability to generate extended and ranked output based on partial user input, regardless of how this is technically achieved.

We assume that in the future, more and more applications will incorporate intelligent features. However, recent work by Yang et al. [43] pointed out challenges in designing applications with human-AI interaction. These include, for instance, the challenge of envisioning interaction with AI, in understanding AI capabilities, and in crafting interactions for unpredictable output.

Such challenges motivate us to reflect on – and learn from – existing interaction solutions as one approach towards informing future designs: In particular, in this paper, we revisit autocompletion as a reoccurring and reusable interaction concept for designing interaction with generative intelligent systems.

We contribute a conceptual analysis and transfer in three steps: First, we systematically analyse the underlying interaction and user interface of textual autocompletion, and extract its key conceptual elements.

Second, we identify these elements of textual autocompletion in other domains that use generative approaches, highlighting opportunities to transfer this concept and reuse it. Third, we reflect on potential benefits of this transfer in the light of the challenges of designing for human-AI interaction, and point out opportunities and challenges for future work.

2 RELATED WORK
This research originated in the context of a broad literature review on topics combining HCI and AI. Within this research process we discovered similarities between autocompletion and the capabilities of generative machine learning approaches. In the following paragraphs, we summarise relevant work related to these topics.

2.1 Research on Autocompletion
Autocompletion is a broad topic with different research directions. A survey by Cai and Rijke [12] helps to gain a first overview of the most important topics: They indicate that most papers concentrate on the technical issues rather than on the user interface or interaction.

2.1.1 Frontend: User Interaction. Early HCI research on user interactions on textual autocompletion was done in 1986 by Jakobsson [21]. In Jakobsson’s work, autocompletion was investigated as part of a library information system. The evaluation showed that textual autocompletion is more efficient to find entries in an information system in comparison to using shortcodes and a code catalogue. Besides research on efficiency, other work concentrated on engagement with the completed suggestions, for instance, how the input technique and suggestion ranking influences the selections by

\(^1\)Kite: https://www.kite.com

\(^2\)Better Language Models and Their Implications (OpenAI GPT2): https://openai.com/blog/better-language-models
the users: Work by Mitra et al. [30] observed that users are more likely to engage with the autocompleted suggestions if the fingers have to travel longer between keystrokes or at word boundaries. Moreover, they showed that top ranked suggestions were preferred. A strong position bias was also found by Hofmann et al. [17]. They used eye-tracking to investigate how ranking positions affect user interaction. In their study participants focused on top-ranked suggestions regardless of whether the list was randomised or not. Others investigated how the organisation of suggestions influences user interaction [2]. For this, they compared alphabetical ordering with categorical ordering and composite. Their findings showed group and composite organisation to improve efficiency. Additionally, they suggest how to design for different organisation strategies.

2.1.2 Backend: Ranking, Personalisation, Modelling. Ranking and personalisation is a major theme in research on autocompletion with search engines. Models for improving ranking suggestions are also of importance. Thus, the core of research on backend functionalities for autocompletion concentrates on algorithms. As a part of that, research introduced an indexing data structure to improve the performance of query processing [5]. Focusing on adding context-sensitivity to algorithms, work by Bar-Yossef and Kraus [4] introduced and evaluated methods to incorporate users’ search queries for suggestions. As well, they investigated how it affects ranking. Such context-sensitivity can be interpreted as personalisation of suggestion results. Adding personalisation to algorithms, research involved user-specific and demographic features [36]. Selective personalisation was investigated by Cai and de Rijke [10]. They showed that the typed prefix can indicate when it is appropriate to display personalised suggestion rankings. In another work [11], they introduced an approach to diversify the suggestion results. They aimed to rank the intended term as high as possible while reducing redundancy in the list. For this, they evaluated a model that relies not only on current search popularity but also on within-session context. Including time-series in a model showed to further improve suggestion quality [37]. A comparison of eleven ranking approaches can be found in work by Di Santo et al. [15].

User interactions offer further possibilities to model autocompletion. For example, Li et al. [25] introduced a two-dimensional click model to better explain the vertical position bias and horizontal skipping bias. Incorporating the skipping behaviour into existing models they were able to improve efficiency. Predictions on the search intent can be done based on keystrokes and clicks [24]. Furthermore, interactions with apps can be used to rank suggestions in search on mobile devices [47]. Instead of such active user feedback, also implicit negative feedback, for instance skipping suggestions or dwell time can be involved to model suggestions. In particular, Zhang et al. [48] used dwell time and position of unselected suggestions as features for implicit negative feedback to adapt the ranking of query suggestions.

2.2 Autocompletion is not Only for Text

Beyond text, autocompletion can be applied to an array of other domains, for instance, sketching, image editing, animation, and many more. It was integrated into a GUI-based tool to create XML [27]. Bennett et al. [7] presented approaches for gestural autocompletion. They showed that autocompletion improves gestures: These were shorter, more accurate, and faster to execute. Others focused on sketches and reported on a system to autocomplete digitally sketched symbols [13, 39]. Further work proposed a framework to enable autocompletion on value cells in relational tables such as spreadsheets [49]. In the context of code, Pythia [38] offers code completion based on a neural net to rank method and API suggestions. Work on creative domains demonstrated that an RNN, trained on physics-based simulations, can be used to autocomplete keyframe animations [50]. Also, Hsu et al. [19] presented autocompletion for aggregate elements that can be used for 2D planes, 3D surfaces, and 3D volumes. Feedback on their approach showed that workload can be reduced and the system encouraged participants to explore more variations.
2.3 Generative Machine Learning has Autocompletion Capabilities

Within our literature research, we observed opportunities for connecting autocompletion as a concept with generative machine learning, and vice-versa. In this light we highlight some generative machine learning approaches in the following. In particular they share the capability to make partial user input more complete. One example for that is work by Park and Chiba [33], using neural networks for textual autocompletion.

In general, generative approaches in machine learning are used to generate data based on prior observations, and are thus different, for example, from classification tasks. Generation has gained increasing attention with the rise of Deep Learning: For instance, generative approaches can be used to model language for various NLP tasks. Work by Vaswani et al. [40] introduced Transformer networks. A Transformer relies solely on self-attention, this replaced recurrent layers which were commonly used with encoder-decoder architectures in the past. The language model GPT-3 is based on a Transformer architecture [8], which is a further developed version of GPT-2 [35]. GPT-3 is considered a state-of-the-art model that can fulfill different functions: For example, it can generate news articles, translations, or correct English grammar.

Such machine learning models can also be integrated into creative applications: For example, Huang and Canny [20] introduced a system to generate sketches from text input. Another paper introduced AI tools that can help to support UI designers [32]. One of their tools can detect UI elements on low-fidelity sketches, which then can be transformed into a medium fidelity mock-up. Other work presented a tool to transform analog sketches into digital wireframes [9].

However, it is not always a must for intelligent, interactive applications to rely on machine learning. In a comparison within this paper, we involved, for instance, a tool that is not based on machine learning, however, it can be used to automatically solve (and thus generate/complete) layouts for user interfaces [14]. In this paper, we follow a user-centred view [42, 43]: In particular, we aim to take a conceptual yet concrete step on the path towards user-centred, interactive AI by examining an existing interactive concept – autocompletion – in the “new” light of generative computational capabilities.

3 THE CONCEPT OF AUTOCOMPLETION

Our analysis starts by describing autocompletion on a conceptual level. Thereafter, we go more into detail until we have formally understood what autocompletion is. For describing autocompletion, we refer to the case of textual autocompletion since this is currently its most common application.

3.1 Overview and Delineation

On a conceptual level, autocompletion has the role to continue, extend or complete digital content. This could be any input made by a user. More specifically, such input is processed by a system in order to generate an extended version. For example, in probabilistic terms, the model samples continuations conditioned on the user input. These different variations of the extended input are then presented to the user. The user is then able to select one of the suggestions or ignore them. Either the completion was successful, or the user decides to further specify the original intent. Autocompletion allows for close-loop interaction where the system reacts to the user and vice versa.

As a software feature, autocompletion (also: autocomplete) is used in search engines to formalise a query, in content management systems to complete category names, and on smartphones to predict the next word.

Similar software features are auto fill and auto correct [3]. Auto correct is sometimes implemented together with autocompletion. This supports the user to correct the faulty input and then suggests an autocompletion based on the
corrected input. This might increase the overall convenience for the user when working with textual input. Auto fill instead aims to complete form input. A common technique is to detect the form field identifiers and recognise past input. If there was past input on similarly named input fields, then the software will suggest to complete the form automatically. Compared to auto correct, auto fill might less often appear together with autocomplete.

3.2 Technical Approaches

Here we outline some technical approaches that can be used to enable a computational system for autocompletion capabilities.

3.2.1 Approaches in Industry and Commercial Products. In commercial products, transparency on how systems manipulate the input to complete it, is typically not offered to the end-user. Algorithms are kept secret and the user interface works as an abstract layer for the user to keep interaction simple and hide the technical functions.

Insights from a practical perspective on how textual autocompletion works, however, can be found in the elasticsearch documentation. Elasticsearch is an open source system that provides autocompletion capabilities out of the box. Its documentation describes how n-gram frequency statistics enable autocompletion.

3.2.2 N-gram Frequency (non Machine Learning). In textual autocompletion n-gram frequency statistics are commonly applied. N-grams are substrings of a string with a length of n. For example: “Hello World” split in n-grams of length three, with a sliding window, would result in “Hel”, “ell”, “llo”, “lo “, and so on. Strategies might differ here, e.g. whitespaces could be removed first. Frequency statistics are obtained by counting the appearance of the n-gram across all known n-grams of search terms in the database. The frequency can be used to determine a likelihood to pick a certain search term from the database. Only search terms with a high likelihood are going to be returned as suggestions to the user. There is also already existing work on this topic [29].

3.2.3 Machine Learning. Machine learning and neural networks, are a broad topic. Here, we will only mention which architectures can be used for generating text. Moreover, we highlight those approaches that can be utilised to extend partial text or image input.

In the field of machine learning there can be found various methods to generate text. In some cases, such approaches still need to generate n-grams first. Instead of just relying on frequency statistics, the n-grams are used to train neural networks. These neural networks are then used to generate completed versions of the partial user input. As well, there exist models that do not need to split words into n-grams at all, for instance the continuous bag of words model (CBOW) and skip-gram [28]. Work by Park and Chiba [33] utilised a neural net with along short-term memory (LSTM) architecture to generate the next word of a query. The performance of a neural net depends on input data and architecture. LSTMs and recurrent neural networks (RNNs) in general, turned out to work well with text data [16]. However, latest advances in the field found Transformer networks to be superior for textbased tasks [8, 35, 40]. Models vary across domains. For instance, images can be automatically inpainted by utilising convolutional neural networks (CNNs) [31, 41, 46]. Moreover, recent progress in image generation often uses Generative Adversarial Networks (GANs) (e.g. [22]).

Elasticsearch Suggesters based on n-grams: https://www.elastic.co/guide/en/elasticsearch/reference/current/search-suggesters.html
4 COMPARING TEXTUAL AUTOCOMPLETION WITH GENERATIVE APPROACHES

We have described autocompletion on a conceptual level and gave an introduction to technical approaches. Next, we dissect the user interface and interaction patterns of a practical example, namely textual autocompletion for search queries. This is followed by comparing and connecting textual autocompletion to generative approaches. These generative approaches are part of applications from related work or real world applications: In particular, we examine code completion, sketch completion (e.g. [32]), and layouting (e.g. [14]) to textual autocompletion.

More specifically, we first provide background information about the examples. Then we compare the user interface and finally the interaction. Parts of this comparison are similar to our prior work [23].

4.1 Textual Autocompletion in Search Engines (Query Autocompletion)

User Interface: We created a wireframe of an example of a textual autocompletion in current search engines as seen in Figure 1 on the left. It is a composition of three input elements. The visual design can be adapted in a way that the elements are merged and look like a single, reactive element, as seen in Figure 1 on the right. Yet, the basic elements remain the same. In summary, textual autocompletion consists of interface elements as follows:

- Input field for text (Input)
- List to display completed suggestions (Suggestion area)
- Button to confirm final input (Button)

Those elements can be varied across implementations. For example, the list can be displayed horizontally, instead of vertically, and it must not be a list at all. The suggestion area can be any other element as long as it is suitable to display an array of suggestions. As well, the confirm button could be hidden at the beginning and fades in after text was typed.

Interaction:

The UI may be structured as seen in Figure 2, example one. We observed the following interactions and put them into a flowchart as seen in Figure 3, chart one: The interaction starts with selecting the input field. Then a letter is typed with the keyboard. Next, the user can choose to confirm the input or select one of the suggestions. After selecting a suggestion, the user can again choose to confirm the input or select another suggestion. Alternatively, the text can be
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Fig. 2. Comparison of the user interface of 1) search query autocompletion and three examples that share the same underlying interaction concepts, namely 2) code completion, 3) mock-up generation from sketches, and 4) layout solving. Coloured areas highlight similarities in the user interface. Blue areas with white symbols indicate fields for user input, orange areas with dark grey symbols indicate fields for completed input by the AI. Example three is inspired by [32], Example four is inspired by [14]. All examples have the main function to make something (partial user input) more complete.

Further edited with the keyboard by typing another letter or correcting prior input. The interaction finally ends with a confirmation.

If a user finds a suggested entry inappropriate it can be reported through a link in the bottom right of the suggestion area.

The interaction flow is quite simple. Yet, it offers functionality that is widely accepted for instance in search engines. Because of its simplicity we find it promising to transfer this basic flow to applications that offer human-AI interaction. As well, it holds important information: It allows for continuous interaction between the system (backend) and the user (through the frontend). Moreover, the final control is left to the user. For more complex tasks this interaction flow might have to be extended. Here, suggestions could involve all sorts of contextual data, for instance location, intent, or emotion. Output by the systems could be communicated to the user differently, for instance by an agent through conversational approaches.

4.2 Code Competition in Code Editors / IDEs

We consider code to be a formal and structured type of text. It offers informal and structural benefits over plain text since specific parts have special functions. For example, a word could be a method, variable, or class. This is used by modern IDEs to enable for more convenient work with code. One of modern IDEs core features is code completion which is close to well-known textual autocompletion. But services like TabNine⁵ and Kite⁶ offer more intelligent features, since they rely on neural nets. This is also part of current research [38] to improve the code suggestions.

User Interface: A generalised user interface for autocompletion in a code editor can be seen in Figure 2, example two. The user enters code into a text area (blue). Suggestions appear in a pop-up widget (orange). The widget is placed below the cursor. The widget’s left edge aligns with the input cursor. The widget displays an ordered list of suggestions, e.g. method signatures. It is only visible after typing. A selected suggestion appears at the position of the input cursor.

Interaction: The interaction for autocompletion in code editors or IDEs is similar to textual autocompletion in search engines. The interaction flow for autocompletion is depicted in Figure 3, chart two. The interaction starts after the cursor is set in the textarea. The users enters input via the keyboard. This input is used to generate suggestions. If the input is not finished, the user can decide to select a suggestion, or ignore it. On selection, the suggested code is placed at the position of the cursor. Now, the loop starts over again.

---

⁵TabNine: https://www.tabnine.com
⁶Kite: https://www.kite.com
Fig. 3. Visualisation of interaction patterns as flow charts. Presenting 1) search query autocompletion and generative approaches, such as 2) code completion, 3) mock-up generation from sketches, and 4) layout solving. Blue elements indicate user interaction, orange areas indicate system interaction. Chart three relates to [32], chart four relates to [14]. Even though details in the interaction loops differ slightly, they all share the similarity to have a generative intelligent system in the loop. The generative process aims to make partial user input more complete. The final decision to accept a generated object is made by the user.

4.3 Intelligent UI Sketching Tools
Contrary to code completion, image generation systems are not part of nowadays workflows in image and GUI editing tools. The latest efforts in research, however, show progress in this area. For instance, completion of partially drawn sketches [39] and transforming paper drawn sketches to digital wireframes [9]. Similar to the latter, another tool can generate medium fidelity mock-ups from low fidelity sketches [32].

User Interface: For the description of the user interface, we orient on already existing work [32], and depicted the UI in Figure 2, example three. The user sketches on a canvas element (blue). In fixed intervals, a medium fidelity mock-up appears on another canvas element on the right hand-side (orange). Between the two canvas elements, a button is displayed to manually trigger the generation of the medium fidelity mock-up.

Interaction: The user starts sketching with a digital brush or pen tool on a canvas element. That is when the interaction starts, see Figure 3, chart three. The system generates in fixed intervals a medium fidelity mock-up consisting
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of vector graphics. The user can then accept the mock-up by saving it. Alternatively, the user can edit the vector elements and save the mock-up afterwards. The user could also modify the sketch to modify the mock-up.

4.4 Layout Generators

Similar to code completion for textual autocompletion, solving layouts can be considered a specific problem within the domain of graphical user interfaces. To arrange a user interface, layout possibilities increase with the number of interface elements. There are logical constraints, however, that limit the variations. For final results, some variants are to be preferred over others. Layouting itself is a time consuming manual task. Recently, an interactive layout solving tool was introduced, on which we orient for dissecting the user interface and interaction [14].

User Interface: A generalised wireframe of the user interface can be seen in Figure 2, example four. Pre-defined interface elements are presented in a toolbar. These elements can be dragged and placed into a workspace area (the blue area on the right-hand side). Here, the elements are placed without depending contextually on each other. On the left is another workspace area (the more narrow, blue area). However, in that area, elements are arranged to constrain the layout. A toolbar on the right (orange) displays all suggested layout solutions.

Interaction: The interaction starts when the user places objects on the workspaces. Compare Figure 3, chart four. After all objects have been placed, the generation is triggered by the user manually, or in fixed intervals. Subsequently, the layout solver combines the inputs and generates layout variations. The user is free to save layout suggestions and finish interaction. If the layouts are not sufficient, the user can decide to edit the objects to generate new layouts. Alternatively, the user can place new objects to start over with the interaction process.

4.5 Comparing the UI of Generative Approaches with Query Autocompletion

For the comparison of the user interface, we have visualised simplified wireframes, as seen in Figure 2. These wireframes help us to highlight the important parts of the user interface. The blue regions indicate fields for user input. The orange fields indicate the area for system generated suggestions. We observed similarities between all interfaces. Even though layouts differ from example to example, the function remains the same. All applications provide a field for input. Here, only partial and incomplete input is done by the user. Then the system generates an extended version of it. Where possible, the system generates a set of distinct suggestions for output. The only exception is example three in Figure 2, since the system outputs only one suggestion. All examples, however, share an area where the generated output is presented to the user. These areas are aligned near the input to allow the user to parse the generated output easily. Moreover, all applications use the input and output fields as the primary elements for user interaction.

4.6 Comparing the Interaction of Generative Approaches with Query Autocompletion

Similar to the comparison of the user interface, we have also dissected the user interactions for each example and visualised this in Figure 3. We relied on flow charts to visualise the interaction in a formal style. Blue elements indicate user interaction, orange elements indicate system operation. For our interaction flow charts, we oriented on practical examples such as Google Search, Jetbrains PyCharm IDE, and examples from related work [14, 32]. As seen in Figure 3, the interaction flows are all similar. However, they differ slightly between examples, chart one and chart two in Figure 3 are good examples for these minimal differences in interaction: After selecting a suggestion in chart one, the system instantly generates another suggestion. This is different to chart two where the user needs to provide manual input before the next suggestion is generated. These are slight differences, however, they can influence the workflow crucially since both flows are very repetitive and happen very often when a user executes input. We want to note, that our flow
4.7 Aspects of Query Autocompletion

Based on our analysis of user interfaces and interaction flows across different domains, as seen in Figure 2 and Figure 3, we derived five aspects that define autocompletion from a user-centred perspective. These aspects can help to inform and design novel applications which allow for human-AI interaction. We summarise and highlight these aspects additionally in Table 1. In the following, we describe them in more detail:

**User Interface** – The user interface serves as an abstract visual layer that reveals the functions to the user at the frontend. This way it is rather less important for the user to understand the underlying technology in the backend. A minimalistic user interface suitable for autocompletion should hold a field for input and a suggestion area. Generated objects should be placed near, but separate from the input.

**Workflow** – The user interfaces allow for continuous interaction between the system and the user. The system generates suggestions interactively and can become also a part of the workflow. The interaction between the system and the user is continuous until the input is finally confirmed.

**User Decision** – The user can freely decide to accept a suggestion or not. The suggestions can be ignored which underlines the supportive and rather passive role of the system. In case that the user ignores the suggestions, the system keeps on generating new versions.

**Editing** – The user can freely edit a taken suggestion until it fits the intent. The user can extend the suggestions, or delete them. The system should be tolerant of errors, by automatically suggesting corrections or informing the user about an error.

| Aspect       | Description                                                                 |
|--------------|------------------------------------------------------------------------------|
| User Interface | The interface holds a field for input. Generated objects are placed near the input. |
| Workflow      | One or more suggestions are generated interactively and are part of the workflow |
| User Decision | The user can decide to accept a suggestion or not.                           |
| Editing       | The user can further edit the suggestion object.                             |
| Information   | Partial user input serves as input for the system. The AI’s prediction is conditioned on the input to extend it. |

Table 1. We identified five inherent aspects of autocompletion in interactive applications. Applications offering autocompletion help to make partial user input more complete. We propose that these five aspects could be transferred to other interactive AI applications that offer features to extend partial user input.
Information – The user input is never considered complete, always partial input is served to the system. The underlying AI (backend) is conditioned to predict a more complete version of this partial user input. Information can not only be retrieved from the explicit input, but also from other implicit variables, such as dwell time.

5 DISCUSSION
Here, we reflect on the described conceptual connections, drawn between autocompletion and AI with generative capabilities, for integration of intelligent features in today’s applications.

5.1 Understanding the Concept of Autocompletion
With our analysis, we examined autocompletion on a conceptual level. In more detail, we looked at the user interface and the interaction but gave also brief descriptions of the underlying technology. Because it is well-known from search engines, we used text query autocompletion as an example for autocompletion. Yet, our analysis goes beyond textual autocompletion by considering other domains and different approaches, such as systems that rely on machine learning methods to generate wireframes from digital sketches.

We found autocompletion to share similarities in the user interfaces across domains, as well as a basic interaction flow. We identified five aspects inherent to autocompletion applications. With our comparison of query autocompletion with other generative approaches, we demonstrated that one role of intelligent generative systems is to extend and continue partial user input.

Our research here is conceptual: We did not run a user study or analyse empirical data. We rather analysed the state-of-the-art of today’s applications which integrate autocompletion. We outlined five aspects that are common to applications completing user input: The user interface, the workflow, the user decision, editing, and information. A summary can be found in Table 1. These aspects can provide a high level starting point for interaction with applications capable of generating things. We particularly expect these to prove useful for designing computational (AI) tools since they keep the focus on designing interactions, not interfaces [6].

As a key aspect of this work, we revealed analogies in graphical user interfaces and interaction flows between query (textual) autocompletion and other intelligent, generative approaches. In terms of the user interface, we looked for the function of an interface element and compared it between applications, as seen in Figure 2. For this, we disregarded the visual design. For real world deployments, this means that such interface elements may look completely different but still serve the same function. Different factors could influence the visual design, such as the type of data, alignment of the interface elements, input modalities, device constraints, and so on. We suggest interpreting the user interface as a rather abstract layer that simplifies working with the underlying technology. If we can understand the function of interface elements, then we can transfer them to different domains, as recognised for autocompletion here.

For the user interaction, we explicated them using flow charts, as seen in Figure 3. The interaction between the user and intelligent systems then can be understood as a sequence of actions over time. By visually coding the operations in the flow chart, we identified an interaction loop in all examples. However, the flow charts capture only one generalised interaction flow in each example. More variants might exist, depending on the use case and implementation. Still, we suppose the user-centred interaction flow to be persistent.

In general, the detailed inspection of autocompletion here demonstrates potential benefits and insights gained from analysing and dissecting patterns in already existing interfaces, interactions, and technologies.
5.2 Generative Systems can be Used to Extend and Complete User Input

We revealed an inherent role in intelligent generative systems by analysing autocompletion on a conceptual level and underlining its function in different application domains. This role is “to extend and complete user input”. In the context of our work, we summarised different approaches as “intelligent” as long as they showed the capability to extend partial user input, and provide more completed suggestions to the user. For example, this could be statistical methods from NLP, integer programming, or machine learning. Similar to the examples for autocompletion we have examined in our analysis, such generative approaches from machine learning work with partial input and generate extended data. Thus, one role of generative machine learning is “to extend and complete user input”, and it is not only limited to text data.

Looking ahead, for example, a neural net might generate a complete text document from only a few keywords. In a scenario like this, we could assign at least one more role to generative machine learning. For instance, the role “to inspire the user”. This would make the role of the system more active. At the same time, we would have to assume a role change in the user. The user would rather become an editor, instead of being an author. Besides text, this might also be anticipated for other domains, for example user interface design. Generative systems are able to generate functional wireframes from paper sketches [9]. Taking this idea to a scenario where the user provides only sketches and the system returns complete visual designs, we assume the roles would change similarly to text generation.

Systems that merely provide autocompletion, however, are less active, more passive. We consider them to be user-centred, since the user is in control of the system. The system output depends on the partial user input. Furthermore, the user is free to decide to accept a suggestion or to ignore it.

Considering the progress of machine learning over the last years it might be possible that future machine learning models will increase in performance. Their capabilities will improve, as well, tasks will be more complex. Given the techniques and computational power is evolving as in the recent past. This might open new possibilities and thus it is likely that intelligent features will be implemented in applications. We suggest to rethink the role of such systems in general, and how we want to integrate them into our workflows in the future.

5.3 Addressing Challenges in Human-AI Interaction

As alluded to in the intro, it is a recognised challenge to design for interactive applications of AI and recent work [43] has summarised these design challenges. Here we examine three of them to reflect on and discuss in the light of our work in this paper.

5.3.1 The Challenge of Envisioning Interaction with AI. Similar to our investigation of autocompletion in this paper, we suggest to analyse already existing intelligent tools for inspiration. Ideally, these can be dissected into reusable interface and interaction patterns, as shown in our example here. Developing such a set of interface and interaction patterns over time might then facilitate composing new interactions with intelligent systems.

5.3.2 The Challenge of Understanding AI Capabilities. The autocompletion pattern might also facilitate understanding of AI, concretely, by putting input-output mappings at the core of the interaction, thus making them explorable. First, the AI is fed with partial user input, which the user can quickly vary and iterate on to explore “AI reactions” and thus potentially develop a (tacit) understanding of it, possibly similar to experiences with rule-based systems. Second, autocompletion typically generates multiple variants as output. This might help the user to judge AI capabilities, since it gives a glimpse at the AI’s potential output space, especially also across repeated input variation/iteration. Third,
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Autocompletion typically ranks output, for example by probability, which might facilitate user understanding of AI capabilities as it gives a simple way of directly indicating the AI’s (relative) uncertainty in the GUI.

5.3.3 The Challenge of Crafting Interactions for Unpredictable Output. The output of intelligent systems can be unpredictable from time to time. For instance, intelligent systems might generate text or images that are inappropriate to the user. Autocompletion provides an example UI for addressing this challenge in three ways: First, by design, it leaves the final decision about the accepted content to the user. Second, it shows multiple options, thus possibly including not only an “outlier” but also more appropriate alternatives (or at least supporting the discovery of an “outlier” as such). Third, as depicted in Figure 1, the autocomplete UI easily affords to give explicit feedback on inappropriate output. This way, a personalised filter could be created over time or the signals could be used for the next training iteration of a machine learning model to keep out inappropriate output in the future.

In summary, our suggestions on the design challenges illustrate how a well-known UI/interaction concept such as autocompletion can be used as a conceptual lens and starting points to design for interactive intelligent systems.

For realising this potential in practice we see the key in collaborations between domain experts: This could help to integrate intelligent features in future workflows within applications. Moreover, this might simplify practical work with machine learning as a design material. This is important since machine learning is supposed to add complexity to software architecture and interfaces at the same time (e.g. Yang et al. [44]). This trade-off between functional complexity and a simplistic user interface should be addressed when designing for intelligent systems. The complexity should be reduced at least for the user of a human-AI application.

5.4 Mixed-Initiative User Interfaces for Human-AI Interaction

Beyond these design challenges, intelligent applications offer great potential, for example, to support finding ideas [1, 26, 45]. In general, we see the opportunity to connect the ideas of this work. For instance, to sense of agency. Especially for user-centred approaches, it is important to measure how much the user feels in control over a tool. Another aspect that deserves more attention is timing of AI capabilities in interactive use. For example, timing of updates in autocompletion are driven by the user (e.g. typing another character triggers updated completions). However, one might study when to offer autocompletion at all (e.g. for text completion), since it also requires attention (cf. [34]). This could be combined with research on negative feedback and error-tolerance. Negative feedback could be used to infer actions to adapt the AI involvement at the interface level accordingly.

Both timing and sense of agency could be examined in particular in light of the concept of mixed initiative interfaces [18]. Our analysis of autocompletion also already connects to this – both user and AI system contribute to the emerging digital content (e.g. query, text, image) via a specific input-generation-selection loop (Figure 3).

6 CONCLUSION

With this paper, we examined autocompletion on a conceptual level and analysed its interface, interaction, and technical elements. We identified reoccurring interface and interaction patterns in autocompletion across several domains, in particular going beyond the “traditional” text query completion. For example, we recognised analogies to autocompletion in AI-support for digital sketches and layouting. Based on our conceptual analysis, we suggested and discussed autocompletion as an inspiration and conceptual lens on current challenges in designing for human-AI interaction. With this work, we hope to provide a pragmatic, concrete conceptual starting point to help envision interaction designs with and for AI that can generate new things.
As future work, we plan to conduct experimental studies to empirically investigate the transfer and use of autocomplete UIs for interaction with generative AI as conceptually extracted here. More broadly, the highlighted inherent aspects of the autocomplete pattern further motivate investigations in combination with topics from mixed initiative interaction, sense of agency, and timing.
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