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ABSTRACT

Parametric surrogate models for partial differential equations (PDEs) are a necessary component for many applications in the computational sciences, and convolutional neural networks (CNNs) have proved as an excellent tool to generate these surrogates when parametric fields are present. CNNs are commonly trained on labeled data based on one-to-one sets of parameter-input and PDE-output fields. Recently, residual-based convolutional physics-informed neural network (CPINN) solvers for parametric PDEs have been proposed to build surrogates without the need for labeled data. These allow for the generation of surrogates without an expensive offline-phase. In this work, we present an alternative formulation termed Deep Convolutional Ritz Method (DCRM) as a parametric PDE solver. The approach is based on the minimization of energy functionals, which lowers the order of the differential operators compared to residual-based methods. Based on studies involving the Poisson equation with a spatially parameterized source term and boundary conditions, we found that CNNs trained on labeled data outperform CPINNs in convergence speed and generalization ability. Surrogates generated from DCRM, however, converge significantly faster than their CPINN counterparts and prove to generalize faster and better than surrogates obtained from both CNNs trained on labeled data and CPINNs. This hints that DCRM could make PDE solution surrogates trained without labeled data possible.
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1 Introduction

Partial differential equations (PDEs) are omnipresent in engineering science and play a significant role in describing physical problems. In this context, many computational tasks involve repeated evaluations of PDEs given statistically similar parameterized inputs. These parametric solutions to PDEs are of interest in different application areas such as topology optimization [1][2][3], uncertainty quantification [4][5][6], PDE-constrained optimization problems [7][8][9] and multiscale problems [10][11][12]. Due to the excessive computational costs of high-fidelity numerical solvers such as the Finite-Element [13] or Finite-Volume method [14], surrogate modeling (also known as metamodeling or reduced order modeling (ROM)) approaches have been applied to obtain a quick-to-evaluate model that (ideally) allows one to obtain a prediction of the PDE solution (given an input) in a fraction of the time that high-fidelity numerical solvers take. Prominently, these surrogates are based on the offline-online paradigm, a methodology using labeled data, where in the offline phase datasets are generated from high-fidelity simulations that are utilized for training the model and building the basis for the online prediction phase. Furthermore, intrusive and non-intrusive models can be distinguished.
Intrusive models typically use projections of the full order model (i.e., from the high-fidelity solver) onto a reduced space where access to the discretized PDE operators is required. In this context, the most popular intrusive ROM method uses Proper Orthogonal Decomposition (POD) with a Galerkin projection (POD-Galerkin) [15, 16]. ROMs that do not rely on discretized PDE operators are referred to as non-intrusive models. These models directly learn the input-output mapping from the high-fidelity simulation data. Different machine learning approaches have been applied to generate non-intrusive surrogates for parametric PDEs such as Gaussian process regression [17, 18], feedforward neural networks (FNNs) [6, 19], convolutional neural networks (CNNs) [20, 21, 22], generative adversarial networks [23, 24], and pure data-driven operator-based techniques [25, 26]. Since the numerical models are often computationally expensive, adaptive (or active) sampling methods have been developed that iteratively aim to find the set of input values which, when evaluated and concatenated to the training dataset, best enhance the accuracy of the surrogate model [27, 28]. These are commonly applied to scalar-valued parameter inputs [29] as well as input fields for which known parametrizations exist [30].

In the last few years, physics-informed machine learning (PIML) techniques have had a significant impact on computational science and engineering. In PIML, the training space of machine learning models is constrained by the physical knowledge of the underlying system and more specifically the PDEs at hand. This can mainly take two forms: (i) Traditional data-driven reduced order models are enhanced by combining the information of the labeled data (e.g., loss between model prediction and ground truth PDE solution) with physical constraints (e.g., enforcement of conservation laws, fulfillment of boundary conditions) [31, 32]. (ii) Machine learning techniques such as neural networks are used as full PDE-solvers using automatic differentiation [33] and can be used with or without labeled data. A realization of the latter is Physics-Informed Neural Networks (PINNs) which use point-wise residual information of the PDE to tune the trainable parameters of a feed-forward neural network such that the outputs of the network at independent parameter inputs approximate the solution of an initial-boundary value problem [34, 35, 36, 37]. These were initially developed for forward and inverse problems involving non-parametric PDEs; namely, the forward solver could only obtain the solution for a fixed spatial distribution of PDE coefficients (which could for example correspond to spatially varying material parameters, body forces) similar to what a Finite Element solver would be able to achieve. The distinguishing feature of PINNs was the ability to incorporate limited labeled data towards the solution of inverse problems. Later, different machine learning-based techniques were developed to use PDE residuals as means towards building surrogates for parametric PDEs. In this context, DeepONets with labeled data (e.g., from numerical simulations) [38, 39] and without labeled data [40] can be seen as an extension to the PINN architecture. Parametric PDEs have also been solved using CNN-parametrizations of input fields. In that setting, the PDE residual is obtained by using a finite-difference layer at the output of the network, avoiding automatic differentiation for the approximation of the differential operators of the PDE. Since residual information is necessary to constrain the trainable parameters, we term these models Convolutional Physics-Informed Neural Networks (CPINNs). CPINNs have successfully been deployed for stochastic PDEs [41], irregular domains [42] and as spatiotemporal forward-solvers [43]. The advantage of these approaches is their ease of implementation and input field parametrization compared to other existing approaches.

In contrast to these residual-based approaches, PDE solvers based on energy minimization principles have been studied. Using feedforward neural networks The Deep Ritz Method (DRM) [44] and extensions [44, 45, 46] are used for the numerical solution of variational problems. A similar approach termed Deep Energy Method [47, 48] has been employed in the field of computational mechanics. Energy-based approaches have a significant advantage in comparison to PDE residual architectures because they require lower order differential operators and therefore show faster convergence behavior and have fewer issues with vanishing or exploding gradients than PINNs [49, 50]. However, none of the presented energy-based approaches are designed for generating surrogates for parametric PDEs but instead act as simple forward solvers.

Hence, in this work, we develop an energy-based solver for parametric PDEs using CNNs. We term this approach Deep Convolutional Ritz Method (DCRM). The proposed technique is studied on the two-dimensional Poisson equation with a spatially parameterized source term and boundary conditions for proof of concept. We compare the method to surrogate models obtained from pure CNNs with labeled data and CPINNs without labeled data and find that the generalization error of DCRM models converges significantly faster than both CNNs and CPINNs and shows improved generalization capabilities on unseen input data.

The paper is structured as follows. Section 2 provides an overview of surrogate modeling of parametric PDEs, including residual and energy formulations. Furthermore, the basic concepts of CNNs (for reduced order modeling of PDEs) and CPINNs are summarized and explained using the Poisson equation as an example. In section 3, we propose the Deep Convolutional Ritz Method and explain all its components. The treatment of boundary conditions for CNN-like structures in the context of PDEs is explained in section 4. The method is applied to modeling the parameterized Poisson equation and compared to CNN and CPINN surrogate modeling of PDEs in section 5. Lastly, section 6 discusses the results and concludes the work.
2 Surrogate modeling for parametric PDEs

Consider a time-independent PDE given by

\[ \mathcal{N}(u(x), \ldots) = 0, \quad x \in \Omega \]  

(1)
defined by a differential operator $\mathcal{N}$. Here, $u$ must satisfy both Dirichlet and Neumann boundary conditions. This is known as the strong form of the PDE and is the functional form that is typically utilized by PINN formulations. If the Euler-Lagrange equation of an energy functional $\mathcal{E}$ coincides with the PDE of eq. (1) (c.f. [51]), the solution of the PDEs can alternatively be found by utilizing the minimization of an energy

\[ \min_u E(u(x), \ldots) = \int \mathcal{E}(u(x), \ldots). \]  

(2)

Here, $u$ is constrained by the same set of boundary conditions as eq. (1). In the context of using numerical techniques (such as neural networks) to find solutions to PDEs, the direct minimization of the energy function of eq. (2) has a significant advantage in comparison to finding solutions based on the strong form (eq. (1)) since lower order differential operators are needed (since obtaining the strong form from eq. (2) involves differentiation of the functional).

**Remark 1.** Variational forms of the energy eq. (2) are the starting point for numerical techniques like the Finite-Element method [52] and Virtual Element Method [53]. For systems that are based on conservation laws - e.g., energy, mass, momentum - the energy functional can typically be derived from physical understanding. Alternatively, the problem of finding an energy functional is known as the "inverse problem of the calculus of variations" and has received a lot of attention over the years [54, 55, 56]. For an overview of different energy functionals, the calculus of variations, and some physical examples, we refer to [57]. It needs to be pointed out that not all PDEs admit an energy functional.

In this work we focus on the Poisson equation

\[ -\Delta u(x) = f(x), \quad \text{in } \Omega = [0, 1]^2 \]

\[ u = g_D, \quad \text{on } \partial \Omega_D \]

\[ \frac{\partial u}{\partial n} = g_N, \quad \text{on } \partial \Omega_N \]  

(3)

where we assume $\partial \Omega_D \cup \partial \Omega_N = \partial \Omega$, where $\partial \Omega_D$ refers to the part of the boundary where Dirichlet boundary conditions are applied and $\partial \Omega_N$ where Neumann boundary conditions are applied; we note that these two regions are distinct. We are interested in obtaining a deterministic surrogate model for eq. (3) for a parameterized source term $f(x)$ and parameterized boundary conditions $g_D$, both of which can vary spatially. It can be shown (see [58]) that the energy functional that yields the same solution as eq. (3) is given by

\[ E[u] = \int_{\Omega} \frac{1}{2} \| \nabla u \|^2 - \int_{\Omega} uf - \int_{\partial \Omega_N} u g_N. \]  

(4)

As highlighted before the variational energy formulation involves only first order differential operators, one order lower than the strong form (eq. (3)).

A pure data-driven approach would utilize the following dataset consisting of $N$ samples to generate a surrogate model for this application

\[ \mathcal{D} = \{(F_i, g_i^1, g_i^2, \ldots, U_i)\}_{i=1}^N \]  

(5)

where $F$ is a source term field, $G_i^k$ is the $k$-th descriptor of the boundary condition of the $i$-th sample and $U$ is the output field. The set of the source term and boundary condition descriptors define the input to the reduced model while the output is given by the primary output field $U$.

When working with CNNs (c.f. Section 2.1) the dataset has to be converted into an image-like format. Standard numerical PDE solvers already provide and necessitate discretized versions of the source and output fields which (if necessary) can be interpolated into uniform grids of height $DOF_X$ and width $DOF_Y$. Parametrization of the boundary condition descriptors ($G_i^1, G_i^2, \ldots$) into images that can be processed by a CNN to learn the spatial correlation of changing boundary conditions is more challenging. One possible option which can also provide spatial context information is masking functions [59] of the form

\[ \mathbb{I}_g(x) = \begin{cases} 
  g(x), & \text{if } x \in \partial \Omega \\
  0.0, & \text{otherwise}
\end{cases} \]  

(6)
which generate images that project the boundary condition onto its correct spatial position at the border of the image while zeroing all pixels that are not part of the boundary. Distinctions between types of boundary conditions (Neumann or Dirichlet) can be made using an additional masking function

\[ \mathbb{I}_l(x) = \begin{cases} 1.0, & \text{if } x \in \partial \Omega_D \\ 2.0, & \text{if } x \in \partial \Omega_N \end{cases} \]  

(7)

which indicates the spatial positions of the boundary condition types at the image borders. Other common ways of imposing boundary conditions in CNN-based models are discussed in [59]. Without loss of generality, we limit ourselves in the following to Dirichlet boundary conditions which can be described using a single masked boundary image. Hence, in this case given labeled data from PDE solvers the input images can be structured into a 4D tensor of dimension \([N, C_{in} = 2, \text{DOF}_X, \text{DOF}_Y]\). Similarly, the 4D output tensor is of size \([N, C_{out} = 1, \text{DOF}_X, \text{DOF}_Y]\). Here, \(C_{in}\) and \(C_{out}\) respectively denote the number of input and output channels.

We can define the training dataset

\[ \mathcal{D}_t = \{(F_i, G_i), U_j\}_{i=1}^N \]  

(8)

where \(F, G, U \in \mathbb{R}^{N \times 1 \times \text{DOF}_X \times \text{DOF}_Y}\). A CNN can now be trained to obtain a surrogate model for the parameterized Poisson equation. In cases where no labeled data (i.e., only the input data) is available finite-difference (FD) stencils can be appended to the CNN to discretize and solve the PDE and therefore learn the structure of the PDE. In order to simplify notation consider \(\text{DOF} = \text{DOF}_X = \text{DOF}_Y\) in the following.

Recently, [41] and [42] used CNNs with FD on the strong form the PDE eqs. (1) and (2) to obtain the surrogate (in this work we refer to this approach as CPINN). As an alternative, to CPINN we propose DCRM (c.f. Section 3) which instead utilizes the energy formulation of eqs. (2) and (4) as a starting point to derive surrogates for parametric PDEs without labeled data. In the following, we shortly summarize the components of a CNN, define the specific architecture used in this work, and elaborate on the CPINN approach.

### 2.1 Data-driven approach using CNNs and labeled data

Convolutional Neural Networks have been widely applied in image-based learning applications due to their ability to capture long-range spatial correlation and to efficiently share parameters (especially in comparison to feedforward neural networks). They offer a convenient parametrization of PDE input and output fields and hence allow one to coherently obtain surrogate models for parametrized PDEs. One negative aspect of CNNs in the context of solving PDEs is that they (generally) require cartesian uniform grids and rectangular domains as input and output fields. However, efforts have been made to extend CNNs to non-euclidean and non-uniform grids [60, 61, 62].

In their basic form, CNNs are multilayer networks built around the convolutional operation [63]. The first and last layers of the network, are input and output layers, respectively. The network value at the node location \((i,j)\) in the \(l\)-th layer in the \(k\)-th channel at the node location \((i,j)\) is obtainable by

\[ z_{k,i,j}^l = u_k^{l,T} x_{i,j}^l + b_k^l \]  

(9)

where \(u_k^l\) and \(b_k^l\) are the shared weights (also known as kernel or filter) and biases of the \(k\)-th channel and \(x_{i,j}^l\) is the input patch around pixel location \((i,j)\). The trainable parameters can be summarized by the set \(\theta = \{u_{k,l}, b_k^l\}\). One such operation with a single channel is schematized in Figure I where the bias term is not considered. The mapping can be enhanced by introducing nonlinearities to CNNs by defining an activation function \(\sigma(\bullet)\) which takes \(z_{k,i,j}^l\) as an input and returns the activation value \(a_{k,i,j}^l\)

\[ a_{k,i,j}^l = \sigma(z_{k,i,j}^l) \]  

(10)

Two typical activation functions are ReLU

\[ a_{k,i,j} = \max(z_{k,i,j}, 0) \]  

(11)

and Leaky ReLU

\[ a_{k,i,j} = \max(z_{k,i,j}, 0) + \lambda \min(z_{k,i,j}, 0) \]  

(12)

where \(\lambda \in (0, 1)\).

Over the years, the basic CNN architecture of combining eqs. (9) and (10) has been gradually improved by the addition of other features that increase the robustness of CNNs. Pooling layers have been added to lower the computational
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Figure 1: Convolution operation with a $3 \times 3$ filter and no bias term.

burden of CNN forward and backward propagations and to aid generalization \[64\]. One commonly applied pooling layer is known as Max-pooling which reads

$$y_{k,i,j} = \max \left[ \sum_{(m,n) \in \mathcal{R}_{i,j}} a_{k,m,n} \right]$$  \hspace{1cm} (13)

where $\mathcal{R}_{i,j}$ is a local neighborhood around $(i,j)$. The opposite operation of pooling is known as upsampling. Other features of CNNs include the dropout operation introduced by \[65, 66\] which takes an input tensor and sets some of its element values to zero with probability $p$ based on Bernoulli distributed samples. It has been shown that the operation can be used to effectively reduce overfitting \[65\]. Similarly, batch normalization re-centers and re-scales the inputs of each individual layer which has shown to be advantageous, see \[67\].

In this work, we utilize a well-established CNN architecture known as UNet \[68\], which shape we here adopt from \[24\] where it was shown to proficiently work as a data-driven ROM approach for parametrized PDEs. The structure employs an encoder-decoder framework with skip connections \[69\] which allows to project the main features linking the inputs and outputs into a latent space similar to autoencoders \[70, 71\]. This enables the network to ignore insignificant data (i.e., the zeros of the boundary mask layers) and generalize easier \[72\]. Since, in contrast to autoencoders, the input data of the network differs from its outputs, the network can be better described as a heteroencoder \[73, 74\]. Two basic components build this network: (i) A contracting block primarily composed of two convolutional layers followed by a maxpooling operation. The outputs of the convolutional layers are subjected to a Leaky ReLU activation function with $\lambda = 0.2$. (ii) An expanding block that consists of an upsampling layer and two consecutive convolutional layers, each transformed by a ReLU activation. The encoder-decoder framework is then defined by an input convolutional layer followed by six encoding, six decoding blocks, and an output convolution. We choose a kernel size of $3 \times 3$ with padding and stride set to 1. The architecture of the network is detailed in Table 1 which also provides extra information about each layer, such as input and output sizes, activation functions, and where Dropout and Batch normalizations are used. All of the hyperparameters were chosen according to the ones used in \[24\].

Using this network and given the input and output datasets of the parameterized Poisson equation of eq. \[5\] we can formulate a loss function used for training the surrogate. Since we are faced with a regression problem, we define a mean-squared error (MSE) of the form

$$L(\theta) = \frac{1}{DOF^2 N} \sum_{i=1}^{DOF} \sum_{j=1}^{DOF} \sum_{k=1}^{DOF} \left( \hat{U}_{i,1,j,k}(\theta) - U_{i,1,j,k} \right)^2 + \text{enforcing boundary conditions if not implicitly}$$  \hspace{1cm} (14)
Table 1: Detailed description of the U-Net used in this study, input and output sizes are represented by \([N, C_{\text{in}}, \text{DOF}_X, \text{DOF}_Y]\) and \([N, C_{\text{out}}, \text{DOF}_X, \text{DOF}_Y]\) respectively where \(C_{\text{in}} = 2\) and \(C_{\text{out}} = 1\).

| Block                      | Input size     | Output size     | Dropout | BN | Activation |
|----------------------------|----------------|-----------------|---------|----|------------|
| 1\textsuperscript{st} conv. | \([N, C_{\text{in}}, 128, 128]\) | \([N, 32, 128, 128]\) | -       | -  | Linear     |
| 1\textsuperscript{st} contracting | \([N, 32, 128, 128]\) | \([N, 64, 64, 64]\) | ✓       | ✓  | Leaky ReLU |
| 2\textsuperscript{nd} contracting | \([N, 64, 64, 64]\) | \([N, 128, 32, 32]\) | ✓       | ✓  | Leaky ReLU |
| 3\textsuperscript{rd} contracting | \([N, 128, 32, 32]\) | \([N, 256, 16, 16]\) | ✓       | ✓  | Leaky ReLU |
| 4\textsuperscript{th} contracting | \([N, 256, 16, 16]\) | \([N, 512, 8, 8]\) | -       | ✓  | Leaky ReLU |
| 5\textsuperscript{th} contracting | \([N, 512, 8, 8]\) | \([N, 1024, 4, 4]\) | -       | ✓  | Leaky ReLU |
| 6\textsuperscript{th} contracting | \([N, 1024, 4, 4]\) | \([N, 2048, 2, 2]\) | -       | ✓  | Leaky ReLU |
| 1\textsuperscript{st} expanding | \([N, 2048, 2, 2]\) | \([N, 1024, 4, 4]\) | -       | ✓  | ReLU       |
| 2\textsuperscript{nd} expanding | \([N, 1024, 4, 4]\) | \([N, 512, 8, 8]\) | -       | ✓  | ReLU       |
| 3\textsuperscript{rd} expanding | \([N, 512, 8, 8]\) | \([N, 256, 16, 16]\) | -       | ✓  | ReLU       |
| 4\textsuperscript{th} expanding | \([N, 256, 16, 16]\) | \([N, 128, 32, 32]\) | -       | ✓  | ReLU       |
| 5\textsuperscript{th} expanding | \([N, 128, 32, 32]\) | \([N, 64, 64, 64]\) | -       | ✓  | ReLU       |
| 6\textsuperscript{th} expanding | \([N, 64, 64, 64]\) | \([N, 32, 128, 128]\) | -       | ✓  | ReLU       |
| 2\textsuperscript{nd} conv. | \([N, 32, 128, 128]\) | \([N, C_{\text{out}}, 128, 128]\) | -       | -  | Linear     |

Figure 2: Schematic flow of training a CNN architecture with labeled data to build a surrogate for the Poisson equation with source term and boundary condition parametrizations. Orange and red component indicates contracting block (before bottleneck), blue and yellow component specifies expanding block (after bottleneck).

where \(\hat{U}\) is the output prediction of the network and \(\theta\) are the trainable parameters. The loss consists of the MSE part and a second (optional) part that is used to enforce the correct boundary conditions on the output. In this work, we implicitly enforce the boundary conditions using padding, which will be described in section 4. We can see that this is a residual error, i.e., the more accurate the surrogate model (with regards to the training data), the closer \(L\) gets to zero. The optimized set of parameters of the CNN can then be obtained by solving the optimization problem

\[
\theta^* = \arg\min_{\theta} L(\theta) \tag{15}
\]

which can be optimized using a stochastic gradient optimizer such as ADAM \cite{75}. A flow chart for training the CNN (given labeled data of the Poisson equation) is depicted in Figure 2.

2.2 Convolutional physics-informed neural networks (CPINN) without labeled data

Residual errors might be the essential component of linear and nonlinear regression analysis \cite{76, 77}. Hence, it is only natural that machine learning solvers of PDEs mainly employ residual formulations, see \cite{6, 41}. Given the output \(\hat{U}\) of a CNN and a discretized source field \(F\), the residual formulation for the Poisson equation (eq. \ref{eq:poisson}) reads

\[
\mathcal{R} = \Delta \hat{U} + F. \tag{16}
\]
If the boundary conditions are fulfilled and $\text{mean}(\mathcal{R}) \to 0$, the output of the CNN, namely $\hat{U}$, will be a good approximation of the true solution field $U$. Hence, in contrast to the labeled data case of Section 2.1 where the difference between the network output and the true (known) output is minimized to train the network, in CPINNs, the minimization of the residual $\mathcal{R}$ is the goal of the training process. The requirement constrains the solution space so that the boundary conditions need to be fulfilled.

The minimization of the left-hand side of eq. (16) requires the discretization of the Laplacian differential operator $\Delta$. In PINN formulations involving feedforward neural networks where the dependent parameters are the network’s inputs, the differential operator can be resolved using automatic differentiation of the network outputs concerning the inputs. This is not an option in the current CNN formulation since the network inputs are the parameter fields of the PDEs (in the case of the Poisson equation $F$).

We can make use of the fact that CNN filters (c.f. Figure 1) are structurally equivalent to finite difference stencils [32]. We can see this in the following example; consider the Laplacian operator discretized by central difference schemes where $h = 1/(\text{DOF})$ represents the constant spacing variable:

$$
\Delta u(x, y) = u_{xx}(x, y) + u_{yy}(x, y)
$$

$$
\approx \frac{u(x - h, y) + u(x + h, y) - 4u(x, y) + u(x, y - h) + u(x, y + h)}{h^2}
$$

$$
=: \Delta_h u(x, y)
$$

which is equivalent to the commonly applied 5-point stencil [78]

$$
\Delta_h = \frac{1}{h^2} \begin{bmatrix}
0 & 1 & 0 \\
1 & -4 & 1 \\
0 & 1 & 0
\end{bmatrix}.
$$

Hence, if we replace the convolutional filter (or kernel) of Figure 1 with the stencil of eq. (18) we can obtain a simple way to discretize the Laplacian operator spatially. Therefore, by adding a fixed, non-trainable convolutional operation at the end of a CNN, we can approximate the residual formulation of eq. (16).

Ultimately, the CPINN formulation can be trained by minimizing the following loss function

$$
L = \frac{1}{\text{DOF}^2} \sum_{i=1}^{N} \sum_{j=1}^{\text{DOF}} \sum_{k=1}^{\text{DOF}} \left( \mathcal{R}_{i,j,k} \right)^2 + \text{enforcing boundary conditions}
$$

(19)

which consists of a term for the mean squared of the approximated residual and a term that constraints the solution space by enforcing the boundary conditions. Since we opt to implicitly enforce the boundary condition (see Section 4) the latter term is automatically zero. The CPINN approach is depicted in Figure 3.

3 Deep convolutional Ritz method (DCRM) without labeled data

So far, we have reviewed two different ways of generating surrogates for parametric PDEs (i) the classical approach, which uses a CNN trained on labeled data, and (ii) CPINN, which does not need labeled data and instead solves the PDE based on the PDE residual error. Here we propose an additional framework called the Deep convolutional Ritz method (DCRM). It works essentially similar to CPINN, but instead of finding a solution by minimizing the residual of the PDE, akin to CPINN, DCRM aims to minimize the energy functional (c.f. eq. (2)) which is a non-residual value. This idea has recently been explored in context of solving non-parametric PDEs [44, 47, 48, 79].

Energy-based solvers for PDEs were generally first proposed over 100 years ago by Walter Ritz [80]. From this point on, different solution techniques for PDEs (the Finite-Element Method being the most prominent) have been developed incorporating these initial ideas. Instead of requiring that the PDE holds at every material point, like in the strong form, functionals state that the conditions must only be met in an average sense. This leads to lower order differential operators in the energy functional compared to their counterparts in the strong form, but requires the evaluation of integrals that span lines, area, or volume.

The DCRM is explained here for the particular case of the Poisson equation; however, it can similarly be applied to other energy functionals to build a solver for PDEs. Given the CNN output $\hat{U}$ and the source field $F$ we can rewrite eq.

1There is an ongoing debate whether Ritz or Rayleigh was first to conceive the idea [81]. We do not intend the name “Deep Convolutional Ritz Method” to be controversial. Our approach is named in the style of an earlier paper [44] termed "Deep Ritz Method."
Deep Convolutional Ritz Method: Parametric PDE surrogates without labeled data

Figure 3: Schematic flow of training a CNN architecture using convolutional physics-informed neural networks (CPINN) without labeled data to build a surrogate for the Poisson equation with source term and boundary condition parametrizations. Orange and red component indicates contracting block (before bottleneck), blue and yellow component specifies expanding block (after bottleneck).

\[ E[u] = \int_0^1 \int_0^1 \left( \frac{1}{2} \| \nabla \hat{U} \|^2 - \hat{U} F \right) dx dy - \int_{\partial \Omega_N} \hat{U} |_{\partial \Omega_N} g_N \]  

(20)

where \( \hat{U} |_{\partial \Omega_N} \) are the values of \( \hat{U} \) at the spatial positions where the Neumann boundary conditions are prescribed. In order to minimize eq. (20), an efficient way to differentiate and integrate in this framework must be established. Similarly to CPINN, convolutional filters can be used to discretize the differential operations. With \( h = 1/\text{DOF} \), both components of \( \nabla \) can individually be discretized using central differences which read and result in

\[ \frac{\partial u}{\partial x} \approx \frac{u_{i+1,j} - u_{i-1,j}}{2h}, \text{ with the filter } \frac{1}{2h} \begin{bmatrix} 0 & 0 & 0 \\ -1 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \]  

\[ \frac{\partial u}{\partial y} \approx \frac{u_{i,j+1} - u_{i,j-1}}{2h}, \text{ with the filter } \frac{1}{2h} \begin{bmatrix} 0 & -1 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}. \]  

(21)

Hence, after the CNN output is obtained \( \hat{U} \), two fixed, non-trainable convolutional operations can independently be applied to approximate the gradient operator. Since the CNN output is given in the form of a regular grid, the integrals of eq. (20) can simply be approximated using classical numerical integration techniques yielding

\[ \hat{E} = \sum_{i=1}^{N} \sum_{j=1}^{\text{DOF}} \sum_{k=1}^{\text{DOF}} W_{j,k} I_{i,j,k} + \sum_{i=1}^{N} \sum_{j=1}^{n_{BCN}} w_{j} e_{i,j}. \]  

(22)

Here, \( n_{BCN} \) denotes the degrees of freedom affected by the Neumann boundary, \( W \) and \( w \) are integration weights and \( I \) and \( e \) are defined in eq. (20). An overview of existing numerical integration techniques is given in [82]. Without loss of generality, we employ Simpson’s rule in this work. The integration weights for this method are given in Appendix 7.1.

After obtaining an approximation \( \hat{E} \) of the energy \( E \) inside the system, the trainable parameters of the DCRM framework for the Poisson equation can be obtained by minimizing the loss function

\[ \mathcal{L} = \hat{E} + \underbrace{\text{enforcing boundary conditions}}_{\text{if not implicitly}} \]  

(23)

where the combination of \( \hat{E} \) and a boundary term must be minimized. A schematic overview over DCRM is provided in Figure 4. One major issue with DCRM in comparison to CPINN is the fulfillment of the boundary conditions. Whereas in purely residual-based approaches, as in CNN with labeled data or CPINN, the boundary conditions could potentially
be enforced in a weak sense by a penalty term to the loss function; this is not immediately possible with DCRM. This is because non-residual values (\(\hat{E}\)) and residual-based values (penalization of boundary conditions) are mixed in one loss function. This is problematic and would seriously dampen the potential of DCRM because the penalty parameter would have to be chosen very carefully such that the penalty term is always dominant compared to \(\hat{E}\) which would lead to long training times and hyperparameter searches. To circumvent these problems, the boundary conditions will be hard encoded into the output of the CNN using a padding approach that will be explained in Section 4.

4 Hard-enforcement of boundary conditions

In all of the discussed schemes throughout this work, the loss function (eqs. 15, 19 and 23) used to train the models involved constraining the output of the CNN to adhere to the boundary conditions imposed on the PDE. In this Section, we describe and discuss a way to enforce different boundary conditions using an alternate approach, i.e. strictly enforcing them. This contrasts with the weak imposition of the conditions using penalty approaches added to the loss. As mentioned in the last Section, this is especially important for DCRM since non-residual and residual-based components would be combined in the loss function, which could potentially lead to problems for the optimization. Even though enforcement of the boundary condition is not a requirement in the case where labeled data is available (Section 2.1), it is still beneficial in terms of output accuracy when specific parts of the output do not need to be learned but are implicitly enforced on the output. Different ways of imposing boundary conditions in CNN-based surrogate modeling for PDEs are discussed in [59]. In this work, we briefly discuss how to enforce Dirichlet, Neumann and periodic boundary conditions having \(3 \times 3\) convolutional filters in mind.

**Dirichlet boundary condition** The exact imposition of Dirichlet boundary conditions can be achieved by adding a layer around the output of the image containing the boundary conditions that have to be enforced. Thereby, enlarging the the image from \(\text{DOF} \times \text{DOF}\) to \(\text{DOF} + 2 \times \text{DOF} + 2\). In the machine learning community adding additional pixels to the edge of the image is known as padding. An example of the padding approach can be seen in Figure 5. Here, the image on the left side represents the output of our CNN. Then, to enforce \(g_D\) everywhere on the edge of the output, this value is padded to the initial image, creating the image on the right.

**Neumann boundary condition** Hard-imposition of Neumann boundary conditions is more complex compared to Dirichlet boundary conditions and are dependent on the CNN filter that is used to discretize the differential operator. Under consideration of a central difference scheme, the boundary condition can be approximated using

\[
\frac{\partial u}{\partial n} = \nabla u \cdot n = \begin{bmatrix} u_{1,1} \\ u_{2,1} \end{bmatrix} \cdot \begin{bmatrix} n_{1} \\ n_{2} \end{bmatrix} = \frac{u_{1,1} + u_{1,2} - u_{1,0} - u_{1,1}}{2\Delta x} \cdot \begin{bmatrix} n_{1} \\ n_{2} \end{bmatrix} = g_N.
\]

This equation can be used to define the values of extra layers (padding) that are added to the outer edges of the CNN output to enforce the boundary condition which is similar to "ghost" nodes that are typically applied in the finite
would be added to the equation system to allow to seamlessly solve for the required corner values that enforce the

conditions. However, anticipating some numerical error (in case

points of the padded later are not defined by this operation. In traditional finite difference schemes specific equations

described above.

Figure 6 shows an example of this operation when

\[ \nabla u \cdot n = 0.0 \]

conditions for second order schemes.

different method. If we, for example, consider the right-hand edge of the image with \( n = [1, 0]^T \) the condition reads

\[
\begin{bmatrix}
  u_{i,1} \\
  u_{i,2}
\end{bmatrix}
\cdot
\begin{bmatrix}
  1.0 \\
  0.0
\end{bmatrix}
= \begin{bmatrix}
  u_{i+1,j} - u_{i-1,j} \\
  2h
\end{bmatrix}
= g_N
\]

\[ u_{i+1,j} = 2h g_N + u_{i-1,j}. \]  

(25)

Figure 6 shows an example of this operation when \( g_N = 0 \) everywhere on the boundary. We can see that the corner

points of the padded later are not defined by this operation. In traditional finite difference schemes specific equations

would be added to the equation system to allow to seamlessly solve for the required corner values that enforce the

conditions. However, anticipating some numerical error (in case \( g_N \) is different in the neighboring positions of the corner) we can set the corner values as the averages of neighboring boundary points which are defined by the operation described above.

**Periodic boundary condition** Periodic boundary conditions defined as

\[
\begin{align*}
  u_{N+1,j} &= u_{0,j} \\
  u_{i,M+1} &= u_{i,0}
\end{align*}
\]

(26)

can be hard-encoded by adding padding layer to two sides of the image using the values of the opposing sides. This

operation was described by [32]. This approach is visually explained in Figure 7 for \( 3 \times 3 \) filters.
5 Numerical studies

In this section, the DCRM will employ and compare CPINN and labeled-data-CNN for three different test cases involving the Poisson equation (c.f. eq. (3)) of increasing complexity to highlight its performance. All network architectures were implemented in Pytorch \[83\]. In the following, we employ the ADAM optimizer \[75\] with a learning rate of $1 \times 10^{-4}$ as suggested and employed by \[24\]. The labeled data for the benchmark CNN were obtained using a finite difference solver, whose solutions will also be seen as ground truths in the following. In order to allow a performance comparison of the different techniques the total absolute output error defined by

$$E_{abs} = \sum_{i=1}^{N} \sum_{j=1}^{DOF} \sum_{k=1}^{DOF} (\hat{R}_{i,j,k})^2$$

is used. The input fields were normalized before training. To allow for consistent comparisons, when output data is used for training (CNN trained on labeled data), the output fields were normalized as well. The trainable parameters of all the architectures are initialized with the same values using Pytorch’s default initialization.

5.1 Case 1: Non-parametric forward solver

The first case compares DCRM and CPINN for solving a single forward problem of the Poisson equation without any parametrization. Consider an inhomogeneous boundary value problem of the form

$$\Delta u(x, y) = 20\pi^2(x^2 + y^2) \sin\left(\pi x + \frac{\pi}{4}(y + \frac{\pi}{4})\right), \quad \text{in } \Omega$$

$$u = g, \quad \text{on } \partial\Omega$$

where the Dirichlet boundary condition takes the form

$$g = 1, \quad \text{on } \{(x, 0) \cup (x, 1) \cup (0, y) \subset \partial\Omega\}$$

$$g = \cos(2\pi y), \quad \text{on } \{(1, y) \subset \partial\Omega\}$$

The ground ground truth solution to this problem is shown in Figure 8a. Figure 8b compares the absolute error evolution of DCRM and CPINN over the training process. It can be seen that DCRM initially converges to its minimum after around 45,000 epochs, making DCRM converge around 9 times faster. To put this into context Figures 9a and 9b show the CNN output of DCRM after 3,500 training epochs and the absolute error over the domain respectively. We can see that even after only 3,500 epochs the output of the DCRM already closely resembles the ground truth of Figure 8a. The output and absolute error of CPINN after 3,500 epochs are depicted in Figures 9c and 9d and highlight the significant differences of the convergence speed between DCRM and CPINN.

---

\[2\] Codes related to this work including an implementation of DCRM will be published on Github: https://github.com/FuhgJan/DCRM after the work has been accepted for publication.
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(a) Ground truth
(b) Training data absolute error

Figure 8: Case 1: Forward solver. (a) Ground truth solution of the forward problem, (b) Normalized absolute error between the ground truth solution and the DCRM and DCPINN predictions over the training process.

(a) DCRM prediction after 3500 epochs
(b) DCPINN prediction after 3500 epochs

(c) DCRM absolute error after 3500 epochs
(d) DCPINN absolute error after 3500 epochs

Figure 9: Case 1: Predicted fields after 3500 training epochs. (a,c) DCRM predicted field and absolute error field, (b,d) DCPINN predicted field and absolute error field.
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5.2 Case 2: Forward solver with parametrized source term

The second case aims to generate a surrogate solution of the PDE considering a parametrized source term of the Poisson equation. We compare the performances of DCRM to CPINN and a data-driven CNN (trained on labeled data from a FD solver). Consider the following boundary value problem of the form

\[
\Delta u(x, y) = f(x, y), \quad \text{in } \Omega \\
u = g, \quad \text{on } \partial \Omega
\]

where the boundary conditions are specific as

\[
g = \cos(2\pi y), \quad \text{on } \{(1, y) \subset \partial \Omega\} \\
g = 1, \quad \text{on } \{\partial \Omega \setminus (1, y\})
\]

(30)

We obtain different source terms as samples of the following function

\[
f(x, y) = \alpha \pi^2 (x^2 + y^2) \sin(\pi (x + \beta)(y + \gamma))
\]

where we consider

\[
\alpha \in [1, 10], \quad \beta \in [0, \frac{\pi}{2}], \quad \gamma \in [0, \frac{\pi}{2}]
\]

which means that we cover a wide spectrum of complex source terms with a significant variation in magnitude and spatial variability making the process of obtaining an accurate and generalizable surrogate challenging. We consider 100 different samples of the source term for training purposes which are obtained using Latin Hypercube Sampling (LHS). The surrogate models are then tested on 1000 different source terms sampled using LHS. The models are trained using a batch size of 2. Figure 10a depicts the normalized absolute error on the training data over the training process. It can be seen that even though all three different approaches quickly lower the error initially, CPINN performs significantly worse than the other two methods. CNN with labeled data initially converges the quickest, but DCRM has the lowest final error after training. The error over the test cases highlights a different performance for generalization as highlighted in Figure 10b. Here, even though trained without data, DCRM consistently yields the lowest error on unseen data over (essentially) the whole training process. This is a surprising result since the CNN trained on labeled data initially has a lower error on the test data. However, it seems that the physical constraints on DCRM allow it to generalize more effectively. The same can not be seen with CPINN. Hence, at least in the studied application case, the results of CPINN compared to CNN with labeled data would suggest that the availability of (at least some) data of the input-output mapping is necessary for obtaining the best generalizing surrogate model for parametric PDEs. However, by employing DCRM to build the surrogate model, labeled data can be made entirely obsolete with regard to generalization quality.
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Figure 11: Parametrization of boundary condition. Projection from 1D function

Figure 12: Case 3: Transfer learning through variations in source term and boundary conditions. Training and test errors over the training process. 250 parametric data fields for training and 1,000 for testing.

5.3 Case 3: Forward solver with parametrized source term and boundary conditions

The last case aims considers both a parameterized source term and boundary condition. We compare the DCRM to both CPINN and a CNN trained on labeled data. The PDE in this case is given by

$$\Delta u(x, y) = f(x, y), \quad \text{in } \Omega$$

$$g, \quad \text{on } \{\partial \Omega\}$$

where the Dirichlet boundary values $g$ are sampled from the following 1D function

$$g(z) = \eta \cos(z), \quad \text{with } z \in [0, 2\pi], \quad \text{and } \eta \in [-1, 1]$$

which is projected onto the boundary of the domain, see Figure 11. Similarly to the previous case, the source term is a realization of the function defined by eq. (5.2) with the parameter values defined in the ranges of eq. (5.2). The training data is generated by sampling both the boundary and source term functions 250 times using LHS while 1,000 test inputs are generated the same way. The models are trained using a batch-size of 2.

Figure 12a depicts the normalized error over the training data plotted over the training process. The error evolution of the three frameworks shows a similar behavior with that observed in Section 5.2. The error of CPINN and CNN converge quickly, with CPINN performing worse. DCRM, on the other hand, continues to decrease until reaching a lower error level than CNN at the end of training. The most important criterion for the quality of the surrogate models is the generalization error. The normalized error of the test data is plotted over the training process in Figure 12b. We can draw the same conclusions as discussed for the previous case (Section 5.2). CPINN performs worse than CNN trained with labeled data. DCRM, however, consistently has the best generalization quality over the whole training process, meaning that it performs the best on unseen data. This highlights again that (for the presented problem) DCRM can entirely cancel the need for labeled data, whereas CPINN cannot.
6 Discussion, Conclusion and Outlook

In this work, we propose the Deep Convolutional Ritz Method (DCRM) as a new way of generating surrogate models for parametric PDEs entirely without labeled data. The method is based on the abilities of CNNs to parametrize inputs and output fields.

We summarize how CNNs can be used to obtain surrogate models for parametric PDEs given labeled data. Additionally, CPINNs are reviewed that allow for a generation of a surrogate model without labeled data by minimizing the residual of the PDE. In contrast to both of these methods, which rely on residual error formulations, DCRMs are trained to minimize the energy functional of the PDEs. Here, the integrals of the functionals are approximated using numerical integration techniques, and the differential operators are resolved by adding a non-trainable, fixed convolutional filter at the output of the CNN, which is equivalent to the finite-difference operation.

The technique has a significant advantage compared to CPINNs since the degree of the differential operator is lower, making the training and accuracy of the method quicker than CPINN. Furthermore, we discuss ways to enforce different types of boundary conditions in a strict implicit way which is critical for DCRM since here, non-residual and residual values are combined within the loss function. The surrogate models generated by training CNNs on labeled data, CNNs, and DCRM were tested on a Poisson equation problem with a parametric source term and boundary conditions. The presented results indicate that CPINNs alone do not show a better generalization ability than plain CNNs trained on labeled data as discussed in [41]. However, DCRMs generalize better than both CPINNs and CNNs (with labeled data) without requiring any output data. Hence, using DCRM to generate a surrogate model for the parametric Poisson equation makes access to one-to-one data pairs of inputs and outputs seemingly unnecessary.

This is also emphasized by the fact that the duration of the extra steps during the training process, i.e., numerical integration and differentiation, is (time-wise) insignificant compared to the time it takes to complete a backward pass through the presented network, which is equivalent for all three compared frameworks. Hence, training a DCRM takes the same amount of time as a CNN where the labeled data is already available. However, even for this simple problem where the finite-difference solver takes seconds to evaluate, the time it takes to generate the labeled data can not be neglected, making DCRM the most efficient and best-performing way to generate a surrogate model for the parametric Poisson problem. For boundary value problems where the numerical solver needs significant computational time, this effect might be even more pronounced. This will be the subject of future studies where surrogate models for parametric elasticity and phase-field problems will be studied using the DCRM approach. Next steps could also include irregular domains and time-dependent problems, which have already been solved using regular CPINNs [42].
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7 Appendix

7.1 Numerical integration: Weights of double Trapezoid and Simpson’s rule

The weights of the simple Simpson’s rule are given by

\[ W = \frac{1}{3(n-1)} [1 \ 4 \ 2 \ 4 \ \ldots \ 2 \ 4 \ 1]. \]  

(31)

where \( n_{BCN} \) is the number of degrees of interpolation points along the boundary.

The weights of the double Simpson’s rule read

\[ W = \frac{1}{9(\text{DOF} - 1)(\text{DOF} - 1)} \begin{bmatrix}
1 & 4 & 2 & 4 & \ldots & 2 & 4 & 1 \\
4 & 16 & 8 & 16 & \ldots & 8 & 16 & 4 \\
2 & 8 & 4 & 8 & \ldots & 4 & 8 & 2 \\
4 & 16 & 8 & 16 & \ldots & 8 & 16 & 4 \\
\vdots & \vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots \\
2 & 8 & 4 & 8 & \ldots & 4 & 8 & 2 \\
4 & 16 & 8 & 16 & \ldots & 8 & 16 & 4 \\
1 & 4 & 2 & 4 & \ldots & 2 & 4 & 1 \\
\end{bmatrix}. \]  

(32)