ON SPT-CRANK TYPE FUNCTIONS
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Abstract. In a recent paper, Andrews, Dixit, and Yee introduced a new spt-type function $spt_\omega(n)$, which is closely related to Ramanujan’s third order mock theta function $\omega(q)$. Garvan and Jennings-Shaffer introduced a crank function which explains congruences for $spt_\omega(n)$. In this note, we study asymptotic behavior of this crank function and confirm a positivity conjecture of the crank asymptotically. We also study a sign pattern of the crank and congruences for $spt_\omega(n)$.

1. Introduction

Since Andrews [1] introduced the spt function, which counts the total number of appearance of the smallest part in each integer partition of $n$, there have been numerous studies on spt function and its variants. For example, see [4, 6, 11, 12, 13, 19] to name a few. In particular, Andrews proves striking congruences:

$$spt(5n + 4) \equiv 0 \pmod{5},$$
$$spt(7n + 5) \equiv 0 \pmod{7},$$
$$spt(13n + 6) \equiv 0 \pmod{13}.$$

Motivated from Dyson’s rank [10] and Andrews and Garvan’s crank [2] which explain Ramanujan’s famous partition congruences, Andrews, Garvan, and Liang [6] introduced an spt–crank which explains the modulo 5 and modulo 7 congruences of the spt function.

More recently, Andrews, Dixit, and Yee [5] introduced a new spt function $spt_\omega(n)$. The partition function $p_\omega(n)$ is defined to be the number of partitions of $n$ such that all odd parts are smaller than twice the smallest part. A new spt-type function $spt_\omega(n)$ is defined by the total number of appearances of the smallest part in each partition enumerated by $p_\omega(n)$. Recall that Ramanujan’s third order mock theta function is

$$\omega(q) := \sum_{n=0}^{\infty} \frac{q^{2n^2 + 2n}}{(q; q^2)^2_{n+1}}.$$

The subscript $\omega$ is used in $p_\omega$ because its generating function is essentially $\omega(q)$ [5, Theorem 3.1]:

$$\sum_{n\geq 1} p_\omega(n) q^n = \sum_{n\geq 1} \frac{q^n}{(1 - q^n) (q^{n+1}; q)_n (q^{2n+2}; q^2)_\infty} = q_\omega(q).$$
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As usual, \((a)_n := (a; q)_n := \prod_{k=1}^{n} (1 - aq^{k-1})\) for \(n \in \mathbb{N}_0 \cup \{\infty\}\). In particular, Andrews, Dixit, and Yee proved the congruence
\[
\text{spt}_\omega(5n + 3) \equiv 0 \pmod{5}.
\]

On the other hand, motivated by Andrews, Garvan and Liang \cite{6}, Garvan and Jennings-Shaffer \cite{14} introduced many spt-like functions with corresponding spt-crank-type functions. Garvan and Jennings-Shaffer first find a proper spt-crank-type function which dissects appropriately, and later define corresponding spt-type functions which have congruences inherited from beautiful dissections of crank functions. To introduce new spt-crank-type functions, Garvan and Jennings-Shaffer investigate Bailey pairs in Slater’s list. In particular, they defined \(N_{C_1}(m, n)\) by
\[
\sum_{n \geq 0, m \in \mathbb{Z}} N_{C_1}(m, n) z^m q^n = \frac{(q; q^2)_\infty(q)_\infty}{(z)_\infty(z^{-1})_\infty} \sum_{n=1}^\infty \frac{q^n(z)_n(z^{-1})_n}{(q; q^2)_n(q)_n},
\]
and showed that
\[
N_{C_1}(0, 5, 5n + 3) = N_{C_1}(1, 5, 5n + 3) = \cdots = N_{C_1}(4, 5, 5n + 3),
\]
where
\[
N_{C_1}(i, 5, n) = \sum_{m \in \mathbb{Z}, m \equiv i \pmod{5}} N_{C_1}(m, n).
\]
This clearly implies that
\[
\text{spt}_{C_1}(5n + 3) \equiv 0 \pmod{5},
\]
where \(\text{spt}_{C_1}(n) = \sum_{m \in \mathbb{Z}} N_{C_1}(m, n)\). Actually, the generating function for \(\text{spt}_{C_1}(n)\) is identical with that of \(\text{spt}_\omega(n)\), and thus we see that \(\text{spt}_{C_1}(n) = \text{spt}_\omega(n)\) and \(N_{C_1}(m, n)\) can be regarded as a crank function for \(\text{spt}_\omega(n)\).

In this paper, we investigate arithmetic properties of \(\text{spt}_\omega(n)\) and its crank function \(N_{C_1}(m, n)\). The main result is an asymptotic formula for \(N_{C_1}(m, n)\) which we derive by using Wright’s circle method. Typically, Wright’s circle method is employed only when the generating function has just one dominant pole. In our case, due to the presence of the factor \(\frac{1}{(q^2; q^2)_\infty}\) in the generating function (see Section 2 for details), there are two dominant poles, namely \(q = \pm 1\).

**Theorem 1.1.** As \(n \to \infty\),
\[
N_{C_1}(m, n) \sim \frac{\log 2}{4\pi \sqrt{n}} e^{\sqrt{3}}.
\]

The following corollary is an immediate result from Theorem 1.1 and confirms Garvan and Jennings-Shaffer’s positivity conjecture on \(N_{C_1}(m, n)\) asymptotically.

**Corollary 1.2.** For a fixed integer \(m\),
\[
N_{C_1}(m, n) > 0,
\]
for large enough integers \(n\).

Bringmann and the second author \cite{8} proved that various unimodal ranks satisfy inequalities of the form \(u(m, n) > u(m + 1, n)\) for large enough integers \(n\). For the spt-crank \(N_{C_1}(m, n)\), the situation is slightly different.
Theorem 1.3. For a fixed nonnegative integer $m$,

$$(-1)^{m+n+1}(N_{C_1}(m, n) - N_{C_1}(m + 1, n)) > 0,$$

for large enough integers $n$.

We also investigate a congruence property of $spt_\omega(n)$ via the mock modularity of its generating function.

Theorem 1.4. Suppose that $p \geq 5$ is an odd prime, and $j, m$ and $n$ are positive integers with \((\frac{2}{p}) = -1\). If $m$ is sufficiently large, then there are infinitely many primes $Q \equiv -1 \pmod{576p^j}$ satisfying

$$spt_\omega\left(\frac{Q^3p^m n + 1}{12}\right) \equiv 0 \pmod{p^j}.$$

The rest of the paper is organized as follows. In Section 2, we derive the generating functions for $N_{C_1}(m, n)$ and its companion $N_{C_5}(m, n)$. In Section 3, we define an auxiliary function and investigate its asymptotic behavior near and away from dominant poles. These estimates will play important roles in Section 4, where we employ Wright’s circle method to prove Theorem 1.1. In Section 5, we prove Theorem 1.3. We conclude the paper with the proof of Theorem 1.4 in Section 6.
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2. Generating functions and combinatorics

From [14, Prop 5.1], we know that

$$S_{C_1}(z, q) := \sum_{n \geq 0} N_{C_1}(m, n) z^n q^n = \frac{1}{(1 - z)(1 - z^{-1})} (R(z, q^2) - (q; q^2)_\infty C(z, q)),$$

where $R(z, q)$ and $C(z, q)$ are the generating functions for ordinary partition ranks and cranks. From the Lambert series expansion of $C(z, q)$ and $R(z, q)$, we obtain that

$$S_{C_1}(z, q) = \frac{1}{(q^2; q^2)_\infty} \sum_{n=1}^{\infty} (-1)^{n-1} \left( \frac{q^{n(n+1)/2}(1 + q^n)}{(1 - zq^n)(1 - q^n/z)} - \frac{q^{3n^2 + 2n + 1}(1 + q^{2n})}{(1 - zq^{2n})(1 - q^{2n}/z)} \right).$$

By noting that

$$\frac{1 + q^n}{(1 - zq^n)(1 - q^n/z)} = \frac{1}{1 - q^n} \left( \frac{1}{1 - zq^n} + \frac{q^n/z}{1 - q^n/z} \right),$$

we deduce that

$$S_{C_1, m}(q) := \sum_{n \geq 0} N_{C_1}(m, n) q^n$$

(2.1)

$$= \frac{1}{(q^2; q^2)_\infty} \sum_{n \geq 1} (-1)^{n-1} \left( \frac{q^n}{1 - q^n} - \frac{q^{3n^2 + 2 + 1}(m|n)}{1 - q^{2n}} \right).$$
Garvan and Jennings-Shaffer [14] also conjectured the positivity of \(N_{C_5}(m, n)\), which is a crank to explain the congruence \(\text{spt}_{C_5}(5n + 3) \equiv 0 \pmod{5}\). They showed that \(\text{spt}_{C_5}(n) = \sum_{m \in \mathbb{Z}} N_{C_5}(m, n) = \text{spt}_\omega(n) - \text{spt}(n/2)\), where \(\text{spt}(n/2) = 0\) for odd \(n\). As the shape of the generating function is similar to \(N_{C_1}(m, n)\), we also investigate this function. From [14], and after some manipulations, we find that

\[
S_{C_5,m} := \sum_{n \geq 0} N_{C_5}(m, n) q^n
\]

(2.2)

\[
= \frac{1}{(q^2; q^2)_\infty} \sum_{n \geq 1} (-1)^{n-1} \left( \frac{q^{n(n+1)/2+|m|n}}{1 - q^n} - \frac{q^{n^2+n+2|m|n}}{1 - q^{2n}} \right).
\]

3. AN AUXILIARY FUNCTION

The generating functions in the previous section suggest defining

\[
h_{A,B}(q) := \sum_{n \geq 1} (-1)^n q^{An^2+Bn} \frac{q^n}{1 - q^n},
\]

where \(2A \in \mathbb{N}\) and \(2B \in \mathbb{Z}\) with \(A + B\) is a positive integer. The key step to prove Theorem 1.1 is estimating its asymptotic behaviors near dominant poles, namely \(q = 1\) and \(q = -1\), and away from them.

We start with investigating \(h_{A,B}(q)\) near \(q = 1\). Throughout the paper, we set \(q = e^{2\pi i z}\) with \(z = x + iy\). From the Mittag-Leffler partial fraction decomposition ([9, eqn. (3.1)] with corrected signs), for \(w \in \mathbb{C}\) we find that

\[
\frac{e^{\pi iw}}{1 - e^{2\pi iw}} = \frac{1}{-2\pi i w} + \frac{1}{2\pi i} \sum_{k \geq 1} (-1)^k \left( \frac{1}{w - k} + \frac{1}{w + k} \right).
\]

Using this, we rewrite \(h_{A,B}(q)\) as

\[
h_{A,B}(q) = \sum_{n \geq 1} (-1)^n q^{An^2+Bn} \frac{q^n}{1 - q^n}
\]

\[
= \sum_{n \geq 1} (-1)^n q^{An^2+(B-\frac{1}{2})n} \frac{q^n}{1 - q^n}
\]

\[
= \sum_{n \geq 1} (-1)^n q^{An^2+(B-\frac{1}{2})n} \left( \frac{1}{-2\pi inz} + \frac{1}{2\pi i} \sum_{k \geq 1} (-1)^k \left( \frac{1}{nz - k} + \frac{1}{nz + k} \right) \right)
\]

\[
= \frac{-1}{2\pi i z} \sum_{n \geq 1} (-1)^n n^{-1} q^{An^2+(B-\frac{1}{2})n}
\]

\[
= \frac{1}{2\pi i} \sum_{n \geq 1} (-1)^n n^{-1} q^{An^2+(B-\frac{1}{2})n} \sum_{k \geq 1} (-1)^k \left( \frac{1}{nz - k} + \frac{1}{nz + k} \right).
\]

We first note that

\[
\frac{1}{nz - k} + \frac{1}{nz + k} = \frac{2nz}{n^2z^2 - k^2} = 2nz \left( \frac{1}{n^2z^2 - k^2} + \frac{1}{k^2} - \frac{1}{k^2} \right),
\]
and for $|x| \leq y$
\[ \sum_{k \geq 1} \left| \frac{1}{n^2 z^2 - k^2} + \frac{1}{k^2} \right| \leq \sum_{k \geq 1} \left| \frac{n^2 z^2}{k^2 (n^2 z^2 - k^2)} \right| \leq \sum_{k \geq 1} \frac{2n^2 y^2}{k^4} \leq 3n^2 y^2. \]

Therefore, it follows that
\[ (3.2) \quad h_{A,B}(q) = \frac{-1}{2\pi i q} f_{1,2A,2B-1}(z) - \frac{2\pi i}{12i} f_{-1,2A,2B-1}(z) - \frac{\pi}{\pi i} \sum_{n \geq 1} (-1)^n nq^{An^2 + (B - \frac{1}{2}) n} S_n(z), \]

where $|S_n(z)| \leq 3n^2 y^2$ and $f_{j,\alpha,\beta}(z) := \sum_{n=1}^{\infty} (-1)^n n^{-j} q^{-\alpha n^2 + \beta n}$. For nonnegative integers $j$, the asymptotic behavior of $f_{j,\alpha,\beta}(z)$ is well-known (See [8, 16]). By adopting the same technique in [8] using Zagier’s asymptotic expansion [22], we find that $f_{-1,\alpha,\beta}(z) = \frac{1}{4} + O(y)$ for $|x| \leq y$ and $y \to 0^+$. Note also that
\[ (3.3) \quad \left| \sum_{n \geq 1} (-1)^n n^2 q^{An^2 + (B - \frac{1}{2}) n} S_n(z) \right| \leq 3y^2 \sum_{n \geq 1} n^3 e^{-2\pi y (An^2 + (B - \frac{1}{2}) n)} \ll 1. \]

Since $f_{1,\alpha,\beta}(z) = -\log 2 + O(y)$ for $|x| \leq y$ and $y \to 0^+$, we have proven the following.

**Lemma 3.1.** For $|x| \leq y$, as $y \to 0^+$
\[ h_{A,B}(q) = \frac{\log 2}{2\pi iz} + O(1). \]

Now we turn to investigate $h_{A,B}(z)$ near $q = -1$. By setting $\tau := z - \frac{1}{2} = x - \frac{1}{2} + iy$ and $Q := e^{2\pi i \tau} = -q$, we derive that
\[ h_{A,B}(q) = h_{A,B}(-Q) = \sum_{n \geq 1} (-1)^n \frac{(-Q)^{An^2 + Bn}}{1 - (-Q)^n} = \sum_{n \geq 1} (-1)^n (n^{An^2 + Bn}) \frac{Q^{An^2 + Bn}}{1 - (-1)^n Q^n} \]
\[ = \sum_{n \geq 1} (-1)^n \frac{Q^{4An^2 + 2Bn}}{1 - Q^{2n}} + (-1)^{A+B} \sum_{n \geq 1} \frac{(-1)^n Q^{4An^2 - (4A-2B)n + A-B}}{1 + Q^{2n-1}}, \]

provided $B$ is a half-integer. The first sum can be estimated using Lemma 3.1 and thus we need only deal with the second sum.

By setting $w = (2n - 1)\tau + 1/2$ in (3.1), we find that
\[ e^{\pi i (2n-1)\tau} = \frac{1}{1 + e^{2\pi i (2n-1)\tau}} \]
\[ = \frac{1}{\frac{1}{2\pi i (2n-1)\tau + 1/2} + \sum_{k=1}^{\infty} \frac{(-1)^k}{-2\pi i} \frac{1}{(2n-1)\tau - k + 1/2} + \frac{1}{(2n-1)\tau + k + 1/2}} \]
\[ = \sum_{k=1}^{\infty} \frac{(-1)^k}{-2\pi i} \frac{1}{(2n-1)\tau - k + 1/2} - \frac{1}{(2n-1)\tau + k - 1/2} \]
\[ = \sum_{k=1}^{\infty} \frac{(-1)^k}{-\pi i} \frac{1}{(4n-2)\tau - (2k - 1)} - \frac{1}{(4n-2)\tau + 2k - 1} \]
\[ = \sum_{k=1}^{\infty} \frac{(-1)^k}{-\pi i} \frac{4k - 2}{(4n-2)^2 - (2k - 1)^2}. \]
Applying this, we have
\[
\sum_{n\geq 1} (-1)^n Q^{4An^2-(4A-2B)n+A-B} = \sum_{n\geq 1} (-1)^n Q^{4An^2-(4A-2B+1)n+A-B+\frac{1}{2}} \cdot \frac{Q^{n-\frac{1}{2}}}{1+Q^{2n-1}}
\]
\[
= \frac{1}{\pi} \sum_{n\geq 1} (-1)^n Q^{4An^2-(4A-2B+1)n+A-B+\frac{1}{2}} \sum_{k=1}^{\infty} (-1)^k \frac{4k-2}{(4n-2)^2\tau^2-(2k-1)^2}.
\]
By decomposing
\[
\frac{1}{(4n-2)^2\tau^2-(2k-1)^2} = \left( \frac{1}{(4n-2)^2\tau^2-(2k-1)^2} + \frac{1}{(2k-1)^2} - \frac{1}{(2k-1)^2} \right)
\]
and noting that
\[
\left| \frac{1}{(4n-2)^2\tau^2-(2k-1)^2} + \frac{1}{(2k-1)^2} \right| = \frac{(4n-2)^2\tau^2}{(2k-1)^2 ((4n-2)^2\tau^2-(2k-1)^2)} \leq \frac{2(4n-2)^2y^2}{(2k-1)^4},
\]
we conclude that the whole sum is bounded.

**Lemma 3.2.** For \(|x - \frac{1}{2}| \leq y\) and a half-integer \(B\), as \(y \to 0^+\),
\[
h_{A,B}(q) = \frac{\log 2}{4\pi i \tau} + O(1).
\]
Since the term \(\frac{1}{(q^2; q^2)_\infty}\) in \((2.2)\) is exponentially small away from the dominant poles, we do not need a sharp bound for \(h_{A,B}(z)\) in this region.

**Lemma 3.3.** For \(y > 0\) with \(y \leq |x| \leq 1/2 - y\),
\[
|h_{A,B}(q)| \ll y^{-3/2}.
\]
**Proof:**
\[
|h_{A,B}(q)| \leq \frac{1}{1-|q|} \sum_{n\geq 1} |q|^{An^2+Bn} \ll \frac{1}{y} y^{-1/2}.
\]

4. **Proof of Theorem 1.1**

In this section, we use Wright’s Circle Method to complete the proof of Theorem 1.1. Before beginning the proof, we first investigate \(\frac{1}{(q^2; q^2)_\infty}\) near and away from \(q = \pm 1\). Recall that, from the modular inversion formula for Dedekind’s eta-function ([18, P.121, Proposition 14]),
\[
(q; q)_\infty = \frac{1}{\sqrt{-iz}} e^{-\frac{\pi i}{12z} - \frac{\pi i}{12z^2}} \left( 1 + O(e^{-2\pi i / z}) \right).
\]
Therefore, we find that

\[
\frac{1}{(q^2; q^2)_{\infty}} = \sqrt{-2i\pi} e^{\frac{\pi i}{24}} + O \left( y^{3/2} e^{\frac{\pi i}{24} \text{Im} \left( \frac{1}{q} \right)} \right), \quad \text{for } |x| < y,
\]

\[
\frac{1}{(Q^2; Q^2)_{\infty}} = \sqrt{-2i\pi} e^{\frac{\pi i}{24}} + O \left( y^{3/2} e^{\frac{\pi i}{24} \text{Im} \left( \frac{1}{q} \right)} \right), \quad \text{for } |x - 1/2| < y.
\]

Now we consider the behavior away from the dominant poles, i.e., in a range of \( y \leq |x| \leq 1/2 - y \). Note that

\[
\log \left( \frac{1}{(q^2; q^2)_{\infty}} \right) = -\sum_{n=1}^{\infty} \log (1 - q^{2n}) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{q^{2nm}}{m} = \sum_{m=1}^{\infty} \frac{q^{2m}}{m (1 - q^{2m})}.
\]

Thus,

\[
\left| \log \left( \frac{1}{(q^2; q^2)_{\infty}} \right) \right| \leq \sum_{m=1}^{\infty} \frac{|q|^{2m}}{m |1 - q^{2m}|} \leq \sum_{m=1}^{\infty} \frac{|q|^{2m}}{m (1 - |q|^{2m})} + \frac{|q|^{2}}{1 - |q|^{2}} - \frac{|q|^{2}}{|1 - |q|^{2}|}
\]

\[
= \log \left( \frac{1}{(|q|^2; |q|^2)_{\infty}} \right) - |q|^2 \left( \frac{1}{1 - |q|^2} - \frac{1}{|1 - |q|^2|} \right).
\]

Plugging \( z \mapsto 2iy \) into (4.1), we find that

\[
\log \left( \frac{1}{(|q|^2; |q|^2)_{\infty}} \right) = \frac{\pi}{24y} + \frac{1}{2} \log(2y) + O(y).
\]

To estimate the other term in (4.3), first note that if \( y \leq |x| \leq \frac{1}{4} \), then \( \cos(4\pi y) \geq \cos(4\pi x) \). On the other hand, if \( \frac{1}{4} \leq |x| \leq \frac{1}{2} - y \), then \( \cos(4\pi x) \leq \cos((2\pi - 4\pi y) = \cos(4\pi y) \). Thus, for all \( y \leq |x| \leq 1/2 - y \), \( \cos(4\pi x) \leq \cos(4\pi y) \). Therefore,

\[
|1 - q^2|^2 = 1 - 2e^{-4\pi y} \cos(4\pi x) + e^{-8\pi y} \geq 1 - 2e^{-4\pi y} \cos(4\pi y) + e^{-8\pi y}.
\]

From the Taylor expansion, we conclude that \( |1 - q^2| \leq 4\sqrt{2} \pi y + O \left( y^2 \right) \). Since \( 1 - |q|^2 = 1 - e^{-4\pi y} = 4\pi y + O \left( y^2 \right) \), we arrive at

\[
\left| \frac{1}{(q^2; q^2)_{\infty}} \right| \ll \sqrt{2} \exp \left( \frac{1}{y} \left( \frac{\pi}{24} - \frac{1}{4\pi} \left( 1 - \frac{1}{\sqrt{2}} \right) \right) \right).
\]

Now we are ready to prove Theorem 1.1

**Proof of Theorem 1.1:** First, rewrite (2.1) in terms of \( h_{A,B}(q) \) as follows:

\[
S_{C_1, m}(q) = \sum_{n \geq 0} N_{C_1}(m, n) q^n = \frac{-1}{(q^2; q^2)_{\infty}} \left( h_{\frac{1}{2}, \frac{1+2|m|}{2}}(q) - h_{\frac{1}{2}, \frac{1+|m|}{2}}(q^2) \right).
\]
By Cauchy’s Theorem, we see for \( y = \frac{1}{4\sqrt{3n}} \) that
\[
N_{C_1}(m, n) = \frac{1}{2\pi i} \int_c \frac{S_{C_1,m}(q)}{q^{n+1}} dq = \int_{\frac{1}{4\sqrt{3n}}}^\frac{1}{2\pi i} \frac{S_{C_1,m}\left(e^{2\pi i x - \frac{\pi}{2\sqrt{3}n}}\right)}{q^{n+1}} e^{-2\pi i nx + \frac{\pi}{2\sqrt{3}n}} dx
\]
\[
= \int_{|x| \leq y} S_{C_1,m}\left(e^{2\pi i x - \frac{\pi}{2\sqrt{3}n}}\right) e^{-2\pi i nx + \frac{\pi}{2\sqrt{3}n}} dx
\]
\[
+ \int_{y \leq |x| \leq \frac{1}{2} - y} S_{C_1,m}\left(e^{2\pi i x - \frac{\pi}{2\sqrt{3}n}}\right) e^{-2\pi i nx + \frac{\pi}{2\sqrt{3}n}} dx
\]
\[
+ \int_{|x - \frac{1}{2}| \leq y} S_{C_1,m}\left(e^{2\pi i x - \frac{\pi}{2\sqrt{3}n}}\right) e^{-2\pi i nx + \frac{\pi}{2\sqrt{3}n}} dx
\]
\[
=: \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3,
\]

where \( \mathcal{C} = \{ |q| = e^{-\frac{\pi}{2\sqrt{3}n}} \} \). In this case, the integral \( \mathcal{I}_1 \) contributes the main term and the integrals \( \mathcal{I}_2 \) and \( \mathcal{I}_3 \) are absorbed in the error term.

To evaluate \( \mathcal{I}_1 \) we first introduce a function \( P_s(u) \) which is defined by Wright [21]. For fixed \( M > 0 \) and \( u \in \mathbb{R}^+ \)
\[
P_s(u) := \frac{1}{2\pi i} \int_{1-Mi}^{1+Mi} v^s e^{u(v+\frac{1}{4})} dv
\]

This function is rewritten in terms of the \( I \)-Bessel function up to an error term.

**Lemma 4.1** ([21]). As \( n \to \infty \)
\[
P_s(u) = I_{-s-1}(2u) + O(e^u),
\]
where \( I_\ell \) denotes the usual the \( I \)-Bessel function of order \( \ell \).

From Lemma 3.1 and (4.2), we find that for \( |x| \leq \frac{1}{4\sqrt{3n}} = y \) as \( n \to \infty \)
\[
S_{C_1,m}(q) = \frac{e^{\pi i x} \log 2}{2\pi \sqrt{-2iz}} + O\left(n^{-1/4} e^{\frac{\pi}{2\pi} \text{Im}\left(-\frac{1}{z}\right)}\right).
\]

Thus the integral \( \mathcal{I}_1 \) becomes
\[
\int_{|x| \leq \frac{1}{4\sqrt{3n}}} \left(\frac{e^{\pi i x} \log 2}{2\pi \sqrt{-2iz}} + O\left(n^{-1/4} e^{\frac{\pi}{2\pi} \text{Im}\left(-\frac{1}{z}\right)}\right)\right) e^{-2\pi i nx + \frac{\pi}{2\sqrt{3}n}} dx.
\]

By making the change of variables \( v = 1 - i4\sqrt{3nx} \), we arrive at
\[
\int_{1-i4\sqrt{3n}}^{1+i} \frac{1}{2\sqrt{2v}} e^{\frac{\pi}{2\sqrt{3}v} (3n)^{1/4} \log 2} + O\left(n^{-1/4} e^{\frac{\pi}{2\sqrt{3}} v}\right) e^{\frac{\pi}{2\sqrt{3}v} dv
\]
\[
= \frac{(3n)^{-1/4} \log 2}{2\sqrt{2}} P_{-\frac{1}{4}}\left(\frac{\pi}{\sqrt{3}}\right) + O\left(n^{-3/4} e^{\frac{\pi}{2\sqrt{3}} v}\right)
\]
\[
= \frac{(3n)^{-1/4} \log 2}{2\sqrt{2}} I_{-\frac{3}{2}}\left(\frac{\pi}{\sqrt{3}}\right) + O\left(n^{-3/4} e^{\frac{\pi}{2\sqrt{3}} v}\right)
\]
\[
= \frac{\log 2}{4\pi} n^{-1/2} e^{\frac{\pi}{\sqrt{3}}} + O\left(n^{-3/4} e^{\frac{\pi}{\sqrt{3}} v}\right),
\]
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where we use the asymptotic formula for the $I$-Bessel function \[3, 4.12.7\]

$$I_\ell(x) = \frac{e^x}{\sqrt{2 \pi x}} + O\left(\frac{e^x}{x^{3/2}}\right).$$

Now we consider the integral $I_2$. From the Lemma 3.3 and (4.4), for

$$\frac{1}{4\sqrt{3n}} \leq |x| \leq 1 - \frac{1}{4\sqrt{3n}},$$

we have

$$S_{C_1,m}(q) \ll n^{1/2}\exp\left(\frac{\pi \sqrt{n}}{2\sqrt{3}} - \frac{\sqrt{3n}}{\pi} \left(1 - \frac{1}{\sqrt{2}}\right)\right),$$

as $n \to \infty$. Hence, we have

$$I_2 \ll n^{1/2}\exp\left(\frac{\pi \sqrt{n}}{2\sqrt{3}} - \frac{\sqrt{3n}}{\pi} \left(1 - \frac{1}{\sqrt{2}}\right)\right).$$

Finally, to estimate $I_3$ first we shift $x \mapsto \tilde{x} + \frac{1}{2}$ (thus $\tau = \tilde{x} + i4\sqrt{3n}$), and rewrite $I_3$ as follows:

$$I_3 = \int_{|\tilde{x}| \leq \frac{y}{\sqrt{3}}} S_{C_1,m}(e^{2\pi i\tilde{x}}) e^{-2\pi i n x + \frac{\pi \sqrt{n}}{2\sqrt{3}}} d\tilde{x} = (-1)^n \int_{|\tilde{x}| \leq \frac{y}{\sqrt{3}}} S_{C_1,m}(e^{2\pi i\tilde{x}}) e^{-2\pi i n \tilde{x} + \frac{\pi \sqrt{n}}{2\sqrt{3}}} d\tilde{x}$$

As before, from Lemma 3.2 and (1.4), we find that for

$$|x - \frac{1}{2}| = |\tilde{x}| \leq \frac{1}{4\sqrt{3n}}$$
as $n \to \infty$

$$S_{C_1,m}(e^{2\pi i\tilde{x}}) = O\left(y^{1/2}e^{\frac{\pi \sqrt{n}}{2\sqrt{3}}}\right).$$

Thus, we arrive at

$$I_3 \ll \int_{|\tilde{x}| \leq \frac{1}{4\sqrt{3n}}} n^{-1/4} e^{\frac{\pi \sqrt{n}}{2\sqrt{3}}} d\tilde{x} \ll n^{-3/4} e^{\frac{\pi \sqrt{n}}{2\sqrt{3}}},$$

which finishes the proof of Theorem 1.1. \hfill \Box

By noting that

$$S_{C_5}(q) = \sum_{n \geq 0} N_{C_5}(m, n) q^n = \frac{-1}{(q^2; q^2)_\infty} \left(h_{\frac{1}{2}, \frac{1+2|m|}{2}}(q) - h_{\frac{1}{2}, \frac{1+2|m|}{2}}(q^2)\right),$$

we can deduce the following asymptotic formula by proceeding in the same way as before.

**Proposition 4.2.** As $n \to \infty$,

$$N_{C_5}(m, n) \sim \frac{\log 2}{4\pi \sqrt{n}} e^{\frac{z \sqrt{n}}{2}}.$$

**5. PROOF OF THEOREM 1.3**

In this section, we study crank differences and prove their sign pattern. From (2.1), one easily sees that for a nonnegative integer $m$

$$SD_{C_1,m}(q) := S_{C_1,m}(q) - S_{C_1,m+1}(q)$$

$$= \frac{1}{(q^2; q^2)_\infty} \sum_{n \geq 1} (-1)^{n-1} \left(q^{n(n+1)/2+mn} - q^{n(3n+1)+2mn}\right).$$
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In [17, Theorem 1.1], the asymptotic behavior of $f_{0.a,b}$ is effectively given. It implies that for $|x| < y$ as $y \to 0^+$,

$$f_{0,a,b}(z) = -\frac{1}{2} + \frac{b}{8}(-2\pi i z) + O(y^2).$$

From the above, we easily see that for $|x| < y$ as $y \to 0^+$,

$$SD_{C_1,m}(q) = -\frac{1}{2} + \frac{b}{8}(-2\pi i z) + O(y^2).$$

For asymptotic behavior near $q = -1$, we set $\tau = z - \frac{1}{2} = x - \frac{1}{2} + iy$ and $Q = e^{2\pi i \tau} = -q$ as before. Then, we obtain that

$$SD_{C_1,m}(q) = \frac{1}{(Q^2; Q^2)_\infty} (\sqrt{-2\pi i e^{\pi i \tau}} + O(y^{3/2} e^{\pi i \text{Im}(\tau)})) \left( -\frac{1}{2} - \frac{1}{2} \pi i \tau + O(y^2) \right).$$

as $y \to 0^+$ for $|x - 1/2| \leq y$. The rest of proof is almost identical to that of Theorem [1.1] except that $I_3$ contributes the main term this time. Since the other estimates are similar, we only give a brief explanation for the main term. In this case, $I_3$ becomes

$$I_3 = \int_{|x - \frac{1}{2}| \leq y} SD_{C_1,m} \left( e^{2\pi i \tau} \right) e^{-2\pi i nx + \frac{\pi \sqrt{m}}{6} - \pi i n} \, dx = (-1)^n \int_{|\bar{x}| \leq y} SD_{C_1,m} \left( e^{2\pi i \tau} \right) e^{-2\pi i \bar{x} + \frac{\pi \sqrt{m}}{6} - \pi i n} \, d\bar{x}.$$

As before, by setting $v = 1 - i4\sqrt{3n\bar{x}}$ and the equation (5.3), we find that

$$I_3 \sim \frac{(-1)^{n+1} \pi (3n)^{-3/4}}{4\sqrt{2}} P_{\frac{1}{2}} \left( \frac{\pi \sqrt{m}}{2\sqrt{3}} \right) \sim \frac{(-1)^{n+1}}{8\sqrt{3n}} \frac{\pi \sqrt{m}}{e^{\sqrt{m}}},$$

which completes the proof of Theorem [1.3].

Again, we can also think about the differences for $N_{C_5}(m, n)$. From (2.2) it follows that

$$SD_{C_5,m} := S_{C_5,m}(q) - S_{C_5,m+1}(q) = \frac{1}{(q^2; q^2)_\infty} \sum_{n \geq 1} (-1)^{n-1} (q^{n(n+1)/2}|m|n - q^{n(n+1)+2|m|n}).$$

By proceeding the same way, we can also conclude that for a fixed nonnegative integer $m$,

$$(-1)^{n+m+1}(N_{C_5}(m, n) - N_{C_5}(m + 1, n)) > 0$$

holds for large enough integers $n$.

6. Modularity and Congruences

In this section, we show that the generating function for $spt_\omega(n)$ is a part of the holomorphic part of a certain weight $3/2$ harmonic weak Maass form to prove the Theorem [1.4].
We first note that from [5, Lemma 6.1]

\[ S_\omega(z) := \sum_{n \geq 1} \text{spt}_\omega(n) q^n = \sum_{n \geq 1} \frac{q^n}{(1 - q^n)^2} (q^{n+1}; q)_n (q^{2n+2}; q^2)_\infty \]

\[ = \frac{1}{(q^2; q^2)_\infty} \sum_{n \geq 1} \frac{nq^n}{1 - q^n} + \frac{1}{(q^2; q^2)_\infty} \sum_{n \geq 1} \frac{(-1)^n (1 + q^{2n}) q^{n(3n+1)}}{(1 - q^{2n})^2}. \]

We also note that

\[ E_2(z) := 1 - 24 \sum_{n=1}^{\infty} \sigma_1(n) q^n = 1 - 24 \sum_{n \geq 1} \frac{nq^n}{1 - q^n}, \]

as usual the Eisenstein series with \( \sigma_1(n) := \sum_{d|n} d \), and

\[ R_2(z) := \sum_{n \geq 0} \frac{1}{2} N_2(n) q^n = \frac{-1}{(q; q)_\infty} \sum_{n \geq 1} \frac{(-1)^n (1 + q^n) q^{n(3n+1)}}{(1 - q^n)^2}, \]

with \( N_j(n) := \sum_{m \in \mathbb{Z}} m^j N(m, n) \) the moments of the rank. By using these, we rewrite \( S_\omega(z) \) as follows:

\[ S_\omega(z) = \frac{q^{1/2} (1 - E_2(z))}{24 \eta(2z)} - R_2(2z), \]

where \( \eta(z) := q^{1/2} \prod_{n=1}^{\infty} (1 - q^n) \) is Dedekind’s \( \eta \)-function. To state more define (we have corrected the sign for \( \mathcal{M}(z) \) in [11] (c.f. [11]).)

\[ \mathcal{N}(z) := \frac{i}{4 \sqrt{2} \pi} \int_{-\tau}^{\tau} \frac{\eta(24z)}{(-i(\tau + z))^{3/2}} d\tau, \]

\[ \mathcal{M}(z) := q^{-1} S_\omega(12z) - \frac{E_2(24z)}{24 \eta(24z)} - \mathcal{N}(z). \]

**Lemma 6.1.** The function \( \mathcal{M}(z) \) is a harmonic weak Maass form of weight 3/2 on \( \Gamma_0(576) \) with Nebentypus character \( \chi_{12}(\cdot) := (\text{12}) \).

It is an immediate result from [7, Theorem 1.1] and the basic properties of \( E_2(z) \) and \( \eta(z) \). Here \( \mathcal{N}(z) \) is the non-holomorphic part and supported on finitely many square classes. Hence, the holomorphic part \( q^{-1} S_\omega(12z) - \frac{E_2(24z)}{24 \eta(24z)} \) is a mock modular form of weight 3/2 and becomes an weakly holomorphic modular form with appropriate arithmetic progressions which make \( \mathcal{N}(z) \) vanish. Theorem 1.4 follows from [20, Theorem 1.1] together with the fact that \( E_2(z) \) is a \( p \)-adic modular form for any prime \( p \).

**References**

[1] G. E. Andrews, *The number of smallest parts in the partitions of n*, J. reine Angew. Math., **624** (2008), 133–142.

[2] G. E. Andrews and F. G. Garvan, *Dyson’s crank of a partition*, Bull. Amer. Math. Soc. (N.S.) **18** (1988), 167–171.

[3] G. E. Andrews, R. Askey, and R. Roy, Special Functions, Encyclopedia of Mathematics and its Applications, Cambridge University Press, 2001.

[4] G.E. Andrews, S.H. Chan, B. Kim, *The odd moments of ranks and cranks*, J. Combin. Theory Ser. A **120** (2013), no. 1, 77–91.
5. G. E. Andrews, A. Dixit, and A. J. Yee, *Partitions associated with the Ramanujan/Watson mock theta functions* \( \omega(q) \), \( \nu(q) \) and \( \phi(q) \), Research in Math., to appear.

6. G. E. Andrews, F. G. Garvan, and J. Liang, *Combinatorial interpretations of congruences for the spt-function*, Ramanujan J. 29 (2013), 321–338.

7. K. Bringmann, *On the explicit construction of higher deformations of partition statistics*, Duke Math. 144 (2008), 195–233.

8. K. Bringmann and B. Kim, *On the asymptotic behavior of unimodal rank generating functions*, J. Math. Anal. Appl. 435 (2016), 627–645.

9. K. Bringmann and K. Mahlburg, *Asymptotic inequalities for positive crank and rank moments*, Trans. Amer. Math. Soc. 366 (2014), 1073–1094.

10. F. Dyson, *Some guesses in the theory of partitions*, Eureka (Cambridge) 8 (1944), 10–15.

11. A. Folsom, K. Ono, *The spt-function of Andrews*, Proc. Natl. Acad. Sci. USA 105 (2008), no. 51, 20152–20156.

12. F.G. Garvan, *Congruences for Andrews’ smallest parts partition function and new congruences for Dyson’s rank*, Int. J. Number Theory 6 (2010), no. 2, 281–309.

13. F. G. Garvan, *Higher order spt-functions*, Adv. Math. 228 (2011), no. 1, 241–265.

14. F. Garvan and C. Jennings-Shaffer, *Exotic Bailey-Slater SPT-function II: Hecke-Rogers-type couple sums and Bailey pairs from group A, C, E*, Adv. Math. 299 (2016), 605–639.

15. F. Garvan and C. Jennings-Shaffer. *The spt-crank for overpartitions*, Acta Arith. 166 (2014), 141–188.

16. B. Kim, E. Kim, and J. Seo, *On the number of even and odd strings along overpartitions of n*, Arch. Math. (Basel) 102 (2014), 357–368.

17. B. Kim, E. Kim, and J. Seo, *Asymptotics for q-expansions involving partial theta functions*, Discrete Math. 338 (2015), 180–189.

18. N. Koblitz, *Introduction to elliptic curves and modular forms*, Graduate Texts in Mathematics 97, Springer-Verlag, New York, 1984.

19. J. M. Z. Rolon, *Asymptotics of higher order spt-functions for overpartitions*, Ann. Comb., 20 (2016), no. 1, 177–191.

20. S. Treneer, *Congruences for the coefficients of weakly holomorphic modular forms*, Proc. London Math. Soc. 93 (2006), 304–324.

21. E. Wright, *Asymptotic partition formulae II. Weighted partitions*, Prod. London Math. Soc. (2) 36 (1934), 117–141.

22. D. Zagier, *The Mellin transform and other useful analytic techniques*, Appendix to E. Zeidler, Quantum Field Theory I: Basics in Mathematics and Physics. A Bridge Between Mathematicians and Physicists Springer-Verlag, Berlin-Heidelberg-New York (2006), 305–323

Mathematical Institute, University of Cologne, Weyertal 86-90, 50931 Cologne, Germany

E-mail address: min-joo.jang@uni-koeln.de

School of Liberal Arts, Seoul National University of Science and Technology, 232 Gongneung-ro, Nowon-gu, Seoul 01811, Korea

E-mail address: bkim4@seoultech.ac.kr

12