NLO quark self-energy and dispersion relation using the hard thermal loop resummation
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Abstract: Using the hard-thermal-loop (HTL) resummation in real-time formalism, we study the next-to-leading order (NLO) quark self-energy and corresponding NLO dispersion laws. In NLO, we have replaced all the propagators and vertices with the HTL-effective ones in the usual quark self-energy diagram. Additionally, a four-point vertex diagram also contributes to the quark NLO self-energy. We calculate the usual quark self-energy diagram and the four-point vertex diagram separately. Using those, we express the NLO quark self-energy in terms of the three- and four-point HTL-effective vertex functions. Using the Feynman parametrization, we express the integrals containing the three- and four-point HTL effective vertex functions in terms of the solid angles. After completing the solid angle integrals, we numerically calculate the momentum integrals in the NLO quark self-energy and plot them as a function of the ratio of momentum and energy. Using the NLO quark self-energy, we plot the NLO correction to dispersion laws.
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1 Introduction

The standard perturbative loop expansion in quantum chromodynamics (QCD) encounters several issues at finite temperatures. One of those issues is that the physical quantities, for example, dispersion laws, become gauge-dependent. In Ref. [1], the authors have calculated the QCD polarisation tensor at finite temperature and chemical potential in one-loop order, and then the gluon dispersion laws to leading order in the QCD coupling $g$. Also, the authors of [1] have shown that the dispersion laws are gauge-invariant, but the damping rates for gluons at one-loop-order are not in the long-wavelength limit. One of the important outcomes of the above reference tells us that the Debye screening in the chromoelectric mode does occur in the leading order in the one-loop calculation. However, chromomagnetic screening is absent in the lowest order. In leading order, the non-screening of chromomagnetic fields is also studied in refs. [2–4]. In ref. in [5], the massless spectrum of the elementary quark excitations at the lowest order in $g$ is studied, and the full quasiparticle spectra to leading order for the whole momentum range are given in [6] at the high-temperature limit. The quasiparticle spectra were also studied in ref. [7] for gluons and [8] for quarks.
The issue related to the gauge dependence of the gluon damping rates, which have been calculated up to one-loop order, particularly at zero momentum, in different gauges and schemes, has been studied, and different outcomes have been obtained in [9]. Later, it was concluded that the lowest-order result is incomplete, and higher-order diagrams can contribute to lower orders in powers of the QCD coupling [10]. In other words, the standard loop expansion is no longer valid in powers of the QCD coupling $g$. In a series of works done by Braaten and Pisarski, the issue is resolved. They developed a systematic theory for an effective perturbative expansion that sums the higher-order terms into effective propagators and effective vertices [11–14] and known as hard-thermal loop (HTL) resummation. Using the effective HTL propagators and vertices, the transverse part of the gluon damping rate $\gamma_t(0)$ at vanishing momentum was calculated in ref. [15], and it was found to be finite, positive, and gauge independent.

Once developed, the important thing to check out is the reliability of the HTL-summed perturbative calculations in gauge theories at high temperatures. If so, it can be considered an important candidate for describing the quark-gluon plasma (QGP) properties. One of the exciting questions is the infrared sensitivity of the massless gauge theories, which worsens at finite temperatures due to the Bose-Einstein distribution (B.E.) function. As the B.E. distribution function behaves like $1/k$ for very vanishing gluon energies $k$, physical quantities are more infrared sensitive at finite temperature [16–18].

Using the HTL resummed propagators and vertices, many studies have been performed in perturbative QCD to acknowledge the thermodynamic attributes of plasma. For example, the pressure and quark number susceptibilities up to two- and three-loop order have been studied using the thermodynamic potential[19–25]. In addition, the electric and magnetic properties of the plasma were investigated in [26]. Using the HTL summation, it has been found that massless quarks and gluons acquire the thermal masses of order $gT$, $m_q$ and $m_g$ respectively [1, 5–8], which shows that for the lowest order $gT$ in effective perturbation, the infrared region is ‘okay.’ However, as we mentioned earlier, the static chromomagnetic field does not screen at the lowest order; instead, it gets screened at the next order, so-called magnetic screening [2–4]. Thus, if we want to demonstrate the infrared sector of the HTL perturbative expansion, we need to go beyond the leading-order calculations. Recently many other calculations have been performed at NLO in thermal field theory to probe the hot and dense QCD matter. For example, the transport coefficient at NLO, namely the ratio of shear viscosity to entropy density $\eta/s$ and the ratio of the quenching parameter to temperature $\tilde{q}/T^3$ have been obtained in [27], HTL lagrangian has been derived at NLO for the photon in [28], two loops HTL’s have been derived for any general model recently in ref. [29], explicit results for the gluon self-energy in semi-QGP at NLO have been obtained in [30]. Also, the complete calculation of soft photon self-energy at NLO in QED is presented in [31]. Using that cold and dense electron gas pressure at $N^3LO$ has been obtained in [32].

To probe the infrared sector of HTL perturbative expansion, the first calculation performed using NLO HTL-dressed perturbative expansion is the non-moving gluon damping rate [15]. In a similar line, the non-moving quark damping rate has been calculated [33, 34] in imaginary time formalism [14, 35, 36]. The quark damping rate of a non-moving quark was recently calculated in [37] using real-time formalism. After the study of non-moving gluon and quark damping rates in 1992, later, by using this formalism, the damping rates of slow-moving longitudinal [38, 39] and transverse gluons [40] in the one-loop order HTL, quarks damping rate [41–43], electrons [44] and photons [45] damping rate in QED, and also quasiparticles energy up to NLO in scalar QED [46] have been studied.

After the rigorous studies of boson and fermion damping rates, people also studied the quasiparticle energies up to NLO. That would come from studying the real part of the HTL effective one-loop self-energies. The NLO quasiparticle
energy calculation is much non-trivial than the computation of the damping rate. It was started by determining the plasma frequency $\omega_g(0)$ for pure gluon case up to NLO in the long-wavelength limit in ref. [47]. A gauge-invariant plasma frequency in next-to-leading order for pure-gluon plasma is established with $N_f = 0$ in imaginary time formalism as

$$\omega_g(0) = \frac{\sqrt{c_A}}{3} g T (1 - 0.09 \sqrt{c_A} g + \ldots), \quad (1.1)$$

with Casimir number $c_A = N_c$ and $N_c$ represents the number of colors in QCD, $g$ is the QCD coupling constant, and $T$ is the temperature. The first term of eq. (1.1) represents the leading order part, whereas the second represents the NLO contribution. Later, fermion mass up to NLO in QCD at high temperature (and QED) was calculated in refs. [37, 48, 49]. The NLO quark mass for two-flavour QCD is obtained in ref. [49] in the real-time formalism [14, 50, 51] as

$$m_{q}^{nlo} = \frac{g T}{\sqrt{6}} \left(1 + \frac{1.87}{4\pi} g + \ldots\right). \quad (1.2)$$

The NLO contributions to the plasma frequency and quark mass are from the one-loop diagrams involving soft momenta. Indeed, using the general power-counting arguments done in [52], it has been shown that, except for the photon self-energy, NLO corrections come only from the soft one-loop resummed graphs with effective vertices and propagators. While for the former case, two-loop graphs with hard internal momentum also contribute. In work [37] using the power-counting arguments, it has been shown that in imaginary-time formalism, one would not get the correct information about the number of terms that gives subleading contributions. In ref. [53], the authors have set up a framework to calculate the NLO dispersion relation for a slow-moving quark. The authors used the setup to show how one can proceed to evaluate the different terms in the NLO part of quark self-energy. In the present work, we calculate all sixteen terms of NLO quark self-energy to complete the NLO dispersion relations, i.e., energy and damping rates, for quarks moving slowly within HTL approximation in real-time formalism. This has been done by utilizing the closed-time-path (CTP) approach of thermal field theory [54, 55]. The benefit of avoiding the analytic continuation from Matsubara frequencies to real energies. For the latter case, it is non-trivial to obtain the analytical responses of physical observables. Nevertheless, one issue is that, because of the doubling of degrees of freedom, each $N$-point function gets a tensor structure, in which we have to work with $2^N$ components. Thus, there will be enough rise in graphs containing three and four-point vertex integrals. Also, this computation will not be easy even if one sets the quark momentum to be zero from the starting point, as done in [51], where they replace the momentum contractions of effective vertices by effective self-energy differences using Ward identities.

This work is sketched in this way. In section 2, we discuss the lowest-order dispersion relations for quarks and the expressions of the effective quark and gluon propagators. Then in section 3, we present the NLO formalism for slow-moving quarks. In this section, we present the expression for NLO dispersion laws from which one can extract the NLO quark energies and damping rates of order $g^2 T$. These quantities directly correspond with the HTL effective NLO quark self-energy $\Sigma^{(1)}$. This contribution $\Sigma^{(1)}$ to the NLO quark self-energy is calculated further in this section, and we present a detailed analytic result of $\Sigma^{(1)}$ in terms of the three- and four-point HTL effective vertex integrals. In section 4, we evaluate the different terms of NLO quark self-energy and describe how these terms have been evaluated numerically. In section 5, we have plotted the NLO quark self-energy w.r.t. the ratio of momentum and energy. Then we plotted the NLO correction to dispersion relations using the above quantity. We encapsulate the paper in the last section 6.
In appendix A, we present the derivation of the three and four-point HTL vertices. After that, in appendix B, by using the Feynman technique, the solid-angle integrals have been calculated, which are present in the vertex HTL. In appendix C, we give the derivation of effective gluon and quark propagators utilized in section four.

2 Lowest order dispersion relations

One-loop effective quark propagator can be written as

$$S(P) = \frac{1}{\not{p} - \Sigma(P)}, \tag{2.1}$$

Where $P = (p_0, \vec{p}) \equiv (p_0, \hat{p} \cdot p)$ is the four-momentum of external quark and $\Sigma(P)$ is the one-loop HTL quark self-energy shown in figure 1. The zeros of the denominator of the propagator in eq. (2.1) give the dispersion relations as

$$\det[\not{p} - \Sigma(P)] = 0,$$ \tag{2.2}

The self-energy $\Sigma(P)$ can be decomposed into helicity eigenstates as

$$\Sigma(P) = \gamma_+ P \Sigma_+ (P) + \gamma_- P \Sigma_-(P). \tag{2.3}$$

Here, $\gamma_{\pm} \equiv (\gamma^0 \mp \gamma \cdot \hat{p}) / 2$, with $\hat{p} = \vec{p} / p$ and $\gamma^\mu$ are the Dirac matrices. In the lowest order, the quark self-energy $\Sigma_{\pm}(P)$ in eq. (2.3) is calculated as

$$\Sigma_{\pm}(\omega, p) = \frac{m_q^2}{p} \left[ \pm 1 + \frac{1}{2} \left( 1 \mp \frac{\omega}{p} \right) \ln \frac{\omega + p}{\omega - p} \right], \tag{2.4}$$

where $m_q^2 = \frac{C_F g^2 T^2}{8}$ represents the square of the thermal mass of a quark in leading order at zero chemical potential with $C_F = (N_c^2 - 1)/2N_c$. Equation (2.2) can be summarized in the following two dispersion relations:

$$p_0 \mp p - \Sigma_{\pm}(P) = 0. \tag{2.5}$$

The solution of the dispersion relations in the lowest order is $p_0 = \Omega_{\pm}^{(0)}$, and they are displayed in figure 2. The $\Omega_{+}^{(0)}(p)$ mode represents the propagation of an ordinary quark with a momentum-dependent thermal mass, and the ratio of chirality to helicity for this mode is $+1$. On the other hand, the $\Omega_{-}^{(0)}(p)$ mode represents the propagation of a quark mode for which the chirality to helicity ratio is $-1$. This mode is called the plasmino mode, and it is absent at zero temperature but appears as a consequence of the thermal medium due to the broken Lorentz invariance [56]. At large momenta, two modes go to the light cone very quickly. Whereas the soft portion is effectively constricted. For soft external momenta ($p/m_q < 1$), the solution of the dispersion relations can be expanded as
Using the HTL self-energies $\Sigma_{\text{HTL}}$ defined in eq. (2.4), one can write the one-loop effective quark propagator, which can also be decomposed into the helicity eigenstates as

$$\Delta(P) = \gamma_+ \Delta_+(P); \quad \Delta^{-1}_\pm(P) = p_0 \pm p - \frac{m_q^2}{p} \left[ \mp 1 + \frac{1}{2m_q^2} (p \pm p_0) \ln \frac{p_0 + p}{p_0 - p} \right].$$

(2.7)

Since the quark damping rate comes from the negative of the imaginary part of self-energy, there is no quark damping at the lowest order, and it starts to contribute from NLO.

In addition to the leading order quark self-energy, we also require an HTL-dressed gluon propagator to calculate the NLO contribution of the quark self-energy. In covariant gauge, a one-loop HTL resummed gluon propagator is

$$D_{\mu \nu}(K) = \frac{\xi K_\mu K_\nu}{K^4} + D_T(K) A_{\mu \nu} + D_L(K) B_{\mu \nu},$$

(2.8)

where $A_{\mu \nu}$ and $B_{\mu \nu}$ are the transverse and longitudinal projection operators, respectively, and can be expressed as

$$A_{\mu \nu} = g_{\mu \nu} - \frac{K_\mu K_\nu}{K^2} - B_{\mu \nu}; \quad B_{\mu \nu} = -\frac{K^2}{k^2} \left( u_\mu - \frac{k_0 K_\mu}{K^2} \right) \left( u_\nu - \frac{k_0 K_\nu}{K^2} \right).$$

(2.9)

Where $u^\mu$ is the four-velocity of the heat bath and in the plasma rest-frame, $u^\mu = (1, \vec{0})$. The quantities $D_{L,T}$ are the longitudinal and transverse HTL effective gluon propagators, respectively, and given by

$$D_L^{-1}(K) = K^2 + 2m_g^2 \frac{K^2}{k^2} \left( 1 - \frac{k_0}{2k} \ln \frac{k_0 + k}{k_0 - k} \right); \quad D_T^{-1}(K) = K^2 - m_g^2 \left[ 1 + \frac{K^2}{k^2} \left( 1 - \frac{k_0}{2k} \ln \frac{k_0 + k}{k_0 - k} \right) \right].$$

(2.10)

In the above eq. (2.10), $m_g = \frac{1}{6} \sqrt{N_c + s_F} g T$ is the gluon thermal mass to leading order. Here, $s_F = N_f/2$, and $N_f$ represents the number of quark flavors.
3 NLO formalism

For on-shell quarks, we write the (complex) quark energy \( p_0 \equiv \Omega(p) \) as

\[
\Omega(p) = \Omega^{(0)}(p) + \Omega^{(1)}(p) + \cdots . \tag{3.1}
\]

A similar kind of approach is also relevant for self-energy \( \Sigma \), as well

\[
\Sigma(P) = \Sigma_{\text{HTL}}(P) + \Sigma^{(1)}(P) + \cdots , \tag{3.2}
\]

where \( \Sigma_{\text{HTL}} \) is the lowest-order quark self-energy having order \( gT \), whereas \( \Sigma^{(1)} \) the NLO contribution of quark self-energy, with order \( g^2 T \). Similarly, the first term \( \Omega^{(0)}(p) \) and second term \( \Omega^{(1)}(p) \) in eq. (3.1) are of the same order as terms on r.h.s. of eq. (3.2). Thus, eq. (2.5) will take the form as

\[
\Omega^{(0)}_\pm(p) + \Omega^{(1)}_\pm(p) + \cdots = \pm p + \Sigma_{\text{HTL}}(\omega, p)|_{\omega \rightarrow \Omega^{(0)}_\pm(p)} + \Sigma^{(1)}_\pm(\omega, p)|_{\omega \rightarrow \Omega^{(0)}_\pm(p)} + \cdots . \tag{3.3}
\]

Since we are interested in slow-moving quarks, we can take \( p \sim gT \), and we get

\[
\Omega^{(1)}_\pm(p) = \frac{\Sigma^{(1)}_\pm(\Omega^{(0)}_\pm(p), p)}{1 - \partial_\omega \Sigma_{\text{HTL}}(\omega, p)|_{\omega = \Omega^{(0)}_\pm(p)}} . \tag{3.4}
\]

Here \( \partial_\omega \) represents variation w.r.t \( \omega \). Real values of above eq. (3.4) give us the NLO corrections to the momentum-dependent quark energies, whereas the NLO contribution to the quark damping rate comes from the negative of the imaginary part of eq. (3.4). Also, by using the expression of \( \Sigma_{\text{HTL}} \) mentioned in eq. (2.4), the NLO dispersion relations will take the final form as

\[
\Omega^{(1)}_\pm(p) = \frac{\Omega^{(0)}_\pm^2(p) - p^2}{2m_q^2} \Sigma^{(1)}_\pm(\Omega^{(0)}_\pm(p), p) . \tag{3.5}
\]

We need to determine the NLO quark self-energy to evaluate the above equation. For that, we have to consider two one-loop graphs with effective vertices, shown 1 in figure 3 and figure 4. The graph in figure 3 can be written as

\[
\Sigma^{(1)}_1(P) = -ig^2 C_F \int \frac{d^4 K}{(2\pi)^4} \Gamma^\mu(P, Q) \Delta(Q) \Gamma^\nu(Q, P) D_{\mu\nu}(K) , \tag{3.6}
\]

where \( Q = P - K \). Similarly, from the vertex graph in figure 4, we can write

\[
\Sigma^{(1)}_2(P) = -ig^2 C_F \frac{2}{2} \int \frac{d^4 K}{(2\pi)^4} \Gamma^\mu(P, K) D_{\mu\nu}(K) . \tag{3.7}
\]

We have three possible summation indices for the above equations: Lorentz (explicit), real-time-field (RTF), and Dirac.  

1The Feynman graphs are drawn using jaxodraw software [57].
integrals using their corresponding Feynman graphs. Thus, for the two-quarks-one-gluon effective vertices, we will get the real-time-field indices of a given Feynman diagram. We rederive all the three and four-point HTL-effective vertex Equations (3.11) and (3.12) are the results of the Mathematica program developed in ref. [37] which can take care of all and two-quarks-two-gluons effective vertices gives

$$\Delta^R(K) \equiv \Delta^{ra}(K) = \Delta \left( k_0 + i\varepsilon, \vec{k} \right); \quad \Delta^A(K) \equiv \Delta^{at}(K) = \Delta \left( k_0 - i\varepsilon, \vec{k} \right);$$

$$\Delta^S(K) \equiv \Delta^{rr}(K) = N_F(k_0) \text{sign}(k_0) \left[ \Delta^R(K) - \Delta^A(K) \right]. \quad (3.8)$$

Similarly, for boson

$$D^R_{\mu\nu}(K) \equiv D^{ra}_{\mu\nu}(K) = D_{\mu\nu} \left( k_0 + i\varepsilon, \vec{k} \right); \quad D^A_{\mu\nu}(K) \equiv D^{at}_{\mu\nu}(K) = D_{\mu\nu} \left( k_0 - i\varepsilon, \vec{k} \right);$$

$$D^S_{\mu\nu}(K) \equiv D^{rr}_{\mu\nu}(K) = N_B(k_0) \text{sign}(k_0) \left[ D^R_{\mu\nu}(K) - D^A_{\mu\nu}(K) \right], \quad (3.9)$$

where $N_F$ in eq. (3.8) and $N_B$ in eq. (3.9) are defined as follows

$$N_{B,F}(k_0) = 1 \pm 2n_{B,F}(k_0); \quad n_{B,F}(k_0) = \frac{1}{e^{|k_0|/T} \mp 1}. \quad (3.10)$$

The modulus value in the argument of Bose-Einstein (B.E) and Fermi-Dirac distribution function is required to avoid the blow-up of the function. Thus, for the two components of $\Sigma_1^{(1)}$, we have the following explicit expressions.

$$\Sigma_1^{(1)}(P) = \frac{-ig^2C_F}{2} \int \frac{d^4K}{(2\pi)^4} \text{tr} \gamma_{\pm P} \left[ \Gamma^\mu_{arr}(P,Q)\Delta^R(Q)\Gamma^\nu_{arr}(Q,P)D^S_{\mu\nu}(K) \right.$$

$$+ \Gamma^\mu_{arr}(P,Q)\Delta^S(Q)\Gamma^\nu_{arr}(Q,P)D^A_{\mu\nu}(K) + \Gamma^\mu_{arr}(P,Q)\Delta^R(Q)\Gamma^\nu_{arr}(Q,P)D^A_{\mu\nu}(K)$$

$$\left. + \Gamma^\mu_{arr}(P,Q)\Delta^R(Q)\Gamma^\nu_{arr}(Q,P)D^R_{\mu\nu}(K) + \Gamma^\mu_{arr}(P,Q)\Delta^A(Q)\Gamma^\nu_{arr}(Q,P)D^A_{\mu\nu}(K) \right], \quad (3.11)$$

and for the two components of $\Sigma_2^{(1)}$, we get

$$\Sigma_2^{(1)}(P) = \frac{-ig^2C_F}{4} \int \frac{d^4K}{(2\pi)^4} \text{tr} \gamma_{\pm P} \left[ \Gamma^\mu_{arr}(P,K)D^S_{\mu\nu}(K) + \Gamma^\mu_{arr}(P,K)D^R_{\mu\nu}(K) + \Gamma^\mu_{arr}(P,K)D^A_{\mu\nu}(K) \right]. \quad (3.12)$$

Equations (3.11) and (3.12) are the results of the Mathematica program developed in ref. [37] which can take care of all the real-time-field indices of a given Feynman diagram. We rederive all the three and four-point HTL-effective vertex integrals using their corresponding Feynman graphs. Thus, for the two-quarks-one-gluon effective vertices, we will get

$$\Gamma^\mu_{arr}(P,K) = \gamma^\mu + I^\mu_{-}(P,K); \quad \Gamma^\mu_{arr}(P,K) = \gamma^\mu + I^\mu_{+}(P,K); \quad \Gamma^\mu_{arr}(P,K) = \Gamma^\mu_{arr}(P,K) = 0, \quad (3.13)$$

and two-quarks-two-gluons effective vertices gives

$$\Gamma^\mu_{arr}(P,K) = I^\mu_{-}(P,K); \quad \Gamma^\mu_{arr}(P,K) = \Gamma^\mu_{arr}(P,K) = 0. \quad (3.14)$$
In eqs. (3.13) and (3.14), the four vectors \( I' \)'s are HTL contribution which are given by

\[
I_{\eta_1\eta_2}^\mu(P, Q) = m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{S^\mu S^\nu}{(PS + i\eta_1\varepsilon)(QS + i\eta_2\varepsilon)};
\]

\[
I_{\eta_1\eta_2}^{\mu\nu}(P, K) = m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{-S^\mu S^\nu S^\rho S^\sigma}{(PS + i\eta_1\varepsilon)(QS + i\eta_2\varepsilon)} \left[ \frac{1}{(P + K)S + i\eta_1\varepsilon} + \frac{1}{(P - K)S + i\eta_2\varepsilon} \right].
\]

Here \( S \equiv (1, s) \) and the indices \( \eta_1, \eta_2 = \pm 1 \). Also, the quantity \( PS \) and \( QS \) are the dot product of four vectors defined as \( PS = p_0 - (\vec{p} \cdot \hat{s}) \). Using the above results, one can rewrite \( \Sigma^{(1)}_{(1)\pm} \) from eq. (3.11) as

\[
\Sigma^{(1)}_{(1)\pm}(P) = \frac{-ig^2 C_F}{2} \int \frac{d^4K}{(2\pi)^4} \text{tr} \gamma_{\pm p} \left[ \{ \gamma^\mu + I^{\mu}_{-}(P, Q) \} \Delta^R(Q) \{ \gamma^\nu + I^{\nu}_{-}(Q, P) \} D^S_{\mu\nu}(K) \right.
\]

\[
+ \left. \{ \gamma^\mu + I^{\mu}_{-}(P, Q) \} \Delta^S(Q) \{ \gamma^\nu + I^{\nu}_{+}(Q, P) \} D^A_{\mu\nu}(K) \right].
\]

Similarly, \( \Sigma^{(1)}_{(2)\pm} \) can be rewritten from eq. (3.12) as

\[
\Sigma^{(1)}_{(2)\pm}(P) = \frac{-ig^2 C_F}{4} \int \frac{d^4K}{(2\pi)^4} \text{tr} \gamma_{\pm p} I^{\mu\nu}_{-\pm}(P, K) D^S_{\mu\nu}(K).
\]

Equation (3.17) can be divided into three kinds of terms as

\[
\Sigma^{(1)}_{(1)\pm}(P) = \frac{-ig^2 C_F}{2} \int \frac{d^4K}{(2\pi)^4} \left[ \frac{F_{SR\pm 0}(P, K) + F_{AS\pm 0}(P, K) + 2F_{SR\pm 1}(P, K) + F_{AS\pm 1}(P, K)}{(2\pi)^4} \right.
\]

\[
+ \left. \frac{F_{AS\pm 0}(P, K) + F_{SR\pm 0}(P, K) + F_{AS\pm 0}(P, K) + F_{SR\pm 0}(P, K)}{(2\pi)^4} \right].
\]

The first two terms within the square bracket in eq. (3.19) are due to the bare part of the vertex and can be written in a general form as

\[
F_{\epsilon_p\eta_q}^{XY}(P, K) \equiv \text{tr} \left( \gamma_{\epsilon_p} \gamma^\mu \gamma_q \gamma^\nu \right) D^X_{\mu\nu}(K) \Delta^Y_{\epsilon_q}(Q)
\]

\[
= -2 \left( 1 - \hat{p}_c \cdot \hat{k} \hat{q}_c \cdot \hat{k} \right) D^Y_{\epsilon_q}(Q)
\]

\[
- \left[ k_0^2 \left( 1 - \hat{p}_c \cdot \hat{q}_c + 2\hat{p}_c \cdot \hat{k} \hat{q}_c \cdot \hat{k} \right) - 2k_0k \left( \hat{p}_c \cdot \hat{k} + \hat{q}_c \cdot \hat{k} \right) + k^2 \left( 1 + \hat{p}_c \cdot \hat{q}_c \right) \right] \hat{D}^Y_{\epsilon_q}(Q)
\]

\[
(3.20)
\]

Here, \( \hat{D}_{L}(K) = D_{L}(K)/K^2 \). Also, \( \hat{p}_c = \epsilon_p \hat{p} \) with \( \epsilon_p = \pm \) and similarly for \( \hat{q}_c \), with summation over \( \epsilon_q \). The superscripts \( X \) and \( Y \) can take the RTF indices values \( (R, A, \text{ and } S) \). The third, fourth, and fifth terms within the square bracket in eq. (3.19) are the contribution that involves one HTL vertex function and can be written in a general form as

\[
F_{\epsilon_p\eta_q\eta_1\eta_2}^{XY}(P, K) \equiv \text{tr} \left( \gamma_{\epsilon_p} I^\mu_{\eta_1\eta_2} \gamma_q \gamma^\nu \right) D^X_{\mu\nu}(K) \Delta^Y_{\epsilon_q}(Q)
\]

\[
= m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{1}{(PS + i\eta_1\varepsilon)(QS + i\eta_2\varepsilon)} \times \left[ D^Y_{\epsilon_q}(Q) \right.
\]

\[
\times \left. \left\{ 1 - \hat{p}_c \cdot \hat{q}_c - \hat{p}_c \cdot \hat{s} - \hat{q}_c \cdot \hat{s} + \hat{p}_c \cdot \hat{k} \hat{s} - \hat{q}_c \cdot \hat{k} \hat{s} - (\hat{k} \cdot \hat{s})^2 + \hat{p}_c \cdot \hat{q}_c \cdot \hat{k} \hat{s} - \hat{q}_c \cdot \hat{q}_c \cdot \hat{k} \hat{s} \right. \right.
\]

\[
- \left. \hat{p}_c \cdot \hat{q}_c \cdot \hat{k} \hat{s} - \hat{q}_c \cdot \hat{q}_c \cdot \hat{k} \hat{s} - \hat{p}_c \cdot \hat{q}_c \cdot \hat{k} \hat{s} + \hat{q}_c \cdot \hat{q}_c \cdot \hat{k} \hat{s} \right) + k^2 \left( 1 + \hat{p}_c \cdot \hat{q}_c - \hat{p}_c \cdot \hat{s} - \hat{q}_c \cdot \hat{s} \right)
\]

\[
- k_0k \left( \hat{p}_c \cdot \hat{k} + \hat{q}_c \cdot \hat{k} + 2\hat{p}_c \cdot \hat{q}_c \cdot \hat{k} - \hat{q}_c \cdot \hat{q}_c \cdot \hat{k} \right) \left\} \hat{D}^Y_{\epsilon_q}(Q) \right].
\]

\[
(3.21)
\]
Since $\eta_1, \eta_2 = \pm 1$ and because of symmetry in $D_{\mu\nu}$, the other contributions with one HTL vertex integral are the same as above when changing $\eta_1$ into $\eta_2$, namely,

$$
\text{tr} \left( \gamma_{\mu} \gamma_{\nu} I^\mu_\eta I^\nu_{\bar{\eta}} \right) D_{\mu\nu}^X(K) \Delta^Y_{\pm\eta}(Q) = \text{tr} \left( \gamma_{\eta} I_{\eta\eta}^\mu \gamma_{\bar{\eta}} I_{\bar{\eta}\bar{\eta}}^\nu \right) D_{\mu\nu}^X(K) \Delta^Y_{\pm\eta}(Q).
$$

(3.22)

The sixth and seventh terms inside the square bracket of eq. (3.19) contribute to two HTL vertex functions. It can be written in a general form as

$$
F_{\epsilon;\eta_1;\eta_2}^{XY}(P, K) \equiv \text{tr} \left( \gamma_{\eta} I^\mu_\eta \gamma_{\bar{\eta}} I^\nu_{\bar{\eta}} \right) D_{\mu\nu}^X(K) \Delta^Y_{\pm\eta}(Q)
$$

$$
= m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{1}{(PS + i\eta_1 \epsilon)(QS + i\eta_2 \epsilon)} \frac{1}{(PS' + i\eta_1' \epsilon)(QS' + i\eta_2' \epsilon)} \times \left\{ -\frac{s \cdot s'}{2} + \frac{\hat{p}_c \cdot \hat{q}_c}{2} (\hat{s} \cdot \hat{s}' + \hat{s}_s \cdot \hat{s}_s' + \hat{q}_c \cdot \hat{s}_s \cdot \hat{s}_s' - \hat{p}_c \cdot \hat{q}_c \cdot \hat{s}_s \cdot \hat{s}_s' - \hat{q}_c \cdot \hat{p}_c \cdot \hat{s}_s \cdot \hat{s}_s') - \frac{k^2}{2} (1 + \hat{p}_c \cdot \hat{q}_c - \hat{p}_c \cdot \hat{q}_c - \hat{p}_c \cdot \hat{q}_c - \hat{p}_c \cdot \hat{q}_c + \hat{p}_c \cdot \hat{q}_c + \hat{p}_c \cdot \hat{q}_c + \hat{p}_c \cdot \hat{q}_c + \hat{p}_c \cdot \hat{q}_c + \hat{p}_c \cdot \hat{q}_c)
$$

$$
\times \left\{ \int d\Omega_{s'} \frac{1}{(PS' + i\eta_1' \epsilon)(QS' + i\eta_2' \epsilon)} \left[ (P + K)S + i\eta_1 \epsilon + (P - K)S + i\eta_1 \epsilon \right] \frac{1}{(P + K)S + i\eta_1 \epsilon + (P - K)S + i\eta_2 \epsilon} \right\}
$$

$$
= \frac{1}{2} \text{tr} \left( \gamma_{\eta} I^\mu_\eta \gamma_{\bar{\eta}} I^\nu_{\bar{\eta}} \right) \Delta^X_{\pm\eta}(K)
$$

(3.23)

The integrand in $\Sigma_2^{(1)}$ contains only one HTL and can be written from eq. (3.18) as

$$
\Sigma_2^{(1)}(P) = -\frac{i g^2 C_F}{2} \int \frac{d^4 K}{(2\pi)^4} G^S_{\pm:-}(P, K),
$$

(3.24)

where

$$
G^S_{\epsilon;\eta_1;\eta_2}(P, K) \equiv \frac{1}{2} \text{tr} \left( \gamma_{\eta} I^\mu_\eta \gamma_{\bar{\eta}} I^\nu_{\bar{\eta}} \right) \Delta^X_{\pm\eta}(K)
$$

$$
= m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{1}{(PS + i\eta_1 \epsilon)(PS' + i\eta_2 \epsilon)} \left[ (P + K)S + i\eta_1 \epsilon + (P - K)S + i\eta_2 \epsilon \right] \times \left\{ (1 - \hat{p}_c \cdot \hat{s}) + \frac{1}{2} k_0 (\hat{k} \cdot \hat{s})^2 + \frac{1}{2} k_0^2 (\hat{k} \cdot \hat{s})^2 \right\}
$$

(3.25)

Using the above terms, the NLO one-loop HTL-summed quark self-energy can be expressed in compact form as

$$
\Sigma^{(1)}(P) = -\frac{i g^2 C_F}{2} \int \frac{d^4 K}{(2\pi)^4} \left[ F^{SR}_{\pm;0}(P, K) + F^{AS}_{\pm;0}(P, K) + 2F^{SR}_{\pm:-}(P, K) + F^{AS}_{\pm:-}(P, K)
$$

$$
+ F^{AS}_{\pm;0}(P, K) + F^{SR}_{\pm;0;0}(P, K) + F^{AS}_{\pm;0;0}(P, K) \right].
$$

(3.26)
4 Evaluation of NLO quark self-energy

In this section, we will consider all the terms present in eq. (3.26) more elaborately and show how these terms have been evaluated. We can write eq. (3.26) as

\[ \Sigma^{(1)}_\pm(P) = \Sigma^{(1)}_{1\pm}(P) + \Sigma^{(1)}_{2\pm}(P) + \Sigma^{(1)}_{3\pm}(P) + \Sigma^{(1)}_{4\pm}(P) + \Sigma^{(1)}_{5\pm}(P) + \Sigma^{(1)}_{6\pm}(P) + \Sigma^{(1)}_{7\pm}(P) + \Sigma^{(1)}_{8\pm}(P). \] (4.1)

We consider quark thermal mass to be 1, i.e., \( m_q = 1 \). Thus, we will get

\[ \frac{m^2}{m_q^2} = \frac{16N_c(N_c + s_F)}{6(N_c^2 - 1)} = (3 + s_F), \] (4.2)

Here, we will fix the number of flavor and color charges. In the above equation, we have considered the value of \( N_c \) to be 3, and for the value of \( N_f = 2 \), this ratio in eq. (4.2) is equal to 4, which we will consider in further computation. Now, we define a variable \( t \) as the ratio of \( p/p_0 \). The scaled quark momentum can be written in terms of the variable \( t \) as

\[ \frac{p(t)}{m_q} = \sqrt{\frac{t}{1-t} - \frac{1}{2} \ln \left( \frac{1+t}{1-t} \right)} \] (4.3)

Since we have considered quark thermal mass \( m_q = 1 \). Equation (4.3) can be derived by using the leading-order quark dispersion relation \( \Delta_-^{-1}(p_0, p) = 0 \). The variation of the scaled quark momentum \( p(t) \) and mass \( p_0(t) = \Omega_0^{-1}(p(t)) \) is shown in figure 5. Also, for a slow-moving quark, one would get \( p \lesssim m_q \), which gives us the limit on \( t \) variable, i.e., \( t \lesssim 0.64 \). Beyond this value of the \( t \) variable, quarks will be considered fast-moving, not an interesting region.

In order to evaluate eq. (3.26), we need retarded transverse \( D_R^T(k, k_0, \varepsilon) \), retarded longitudinal \( D_R^L(k, k_0, \varepsilon) \) gluon propagators which are derived by using eqs. (2.10) and (3.9) in appendix C. The other quantity required is the retarded quark propagators \( \Delta_R^0(q, q_0, \varepsilon) \) and can be obtained by using eqs. (2.7) and (3.8) (For details see appendix C). Now, let us consider the first term of eq. (3.26), which is

\[ \Sigma^{(1)}_{1\pm}(P) = \frac{-ig^2C_F}{2} \int \frac{d^4K}{(2\pi)^4} \left[ F_{\pm0}^{SR}(P, K) \right], \] (4.4)
where $F_{\pm,0}^{SR}(P, K)$ is given in eq. (3.20). The inclination between $\vec{p}$ and $\vec{k}$ is $x(= \cos \theta)$. Also, the angle between $\vec{p}$ and $\vec{q}$ is

$$\hat{p} \cdot \hat{q} = \frac{\vec{p} \cdot \vec{q}}{pq} = \frac{\vec{p} \cdot (\vec{p} - \vec{k})}{p|\vec{p} - \vec{k}|} = \frac{p^2 - pkx}{pq} = \frac{p}{q} - \frac{k}{q},$$

(4.5)

and

$$q = |\vec{q}| = \sqrt{p^2 + k^2 - 2pkx}.$$  

(4.6)

Similarly, the dot product of the $\hat{k}$ and $\hat{q}$ is

$$\hat{k} \cdot \hat{q} = \frac{\hat{k} \cdot \hat{q}}{kq} = \frac{\vec{k} \cdot (\vec{p} - \vec{k})}{k|\vec{p} - \vec{k}|} = \frac{pkx - k^2}{kq} = \frac{p}{q} - \frac{k}{q};$$

(4.7)

The first term of eq. (4.1) can be written using eq. (3.20) and after using eqs. (4.5) (4.7), eq. (4.4) becomes

$$\Sigma_{\pm}^{(1)}(P) = \frac{-ig^2C_F}{2(2\pi)^4} \int_{-\infty}^{\infty} dk_0 \int_{0}^{\infty} k^2 dk \int_{-1}^{1} dx \left\{ -2 \left( 1 - x \left( \frac{p}{q} x - \frac{k}{q} \right) \right) D^S_T(K) \Delta^R_+(Q) 
- \left\{ k_0^2 \left( 1 - \frac{p}{q} \frac{k}{q} x + 2x \left( \frac{px}{q} - \frac{k}{q} \right) \right) + 2k_0 k \left( x + \frac{px}{q} - \frac{k}{q} \right) + k^2 \left( 1 + \frac{p}{q} - \frac{k}{q} \right) \right\} \tilde{D}^S_L(K) \Delta^S_+(Q) \right\}.$$  

(4.8)

Similarly, the second term of eq. (4.1) can be written using eq. (4.8) as

$$\Sigma_{\pm}^{(2)}(P) = \frac{-ig^2C_F}{2(2\pi)^4} \int_{-\infty}^{\infty} dk_0 \int_{0}^{\infty} k^2 dk \int_{-1}^{1} dx \left\{ -2 \left( 1 - x \left( \frac{p}{q} x - \frac{k}{q} \right) \right) D^A_T(K) \Delta^S_+(Q) 
- \left\{ k_0^2 \left( 1 - \frac{p}{q} \frac{k}{q} x + 2x \left( \frac{px}{q} - \frac{k}{q} \right) \right) + 2k_0 k \left( x + \frac{px}{q} - \frac{k}{q} \right) + k^2 \left( 1 + \frac{p}{q} - \frac{k}{q} \right) \right\} \tilde{D}^A_L(K) \Delta^S_+(Q) \right\}.$$  

(4.9)

To evaluate eqs. (4.8) and (4.9) numerically, we encounter a few issues. One of those issues is that the integrand has a discontinuity because of the terms $\arctan$ in the propagators and the B.E distribution function at $k_0 = 0$. Such discontinuity would cause fatal issues in any integration method. So, the numerical outputs are either unreliable or produce unsatisfactory results. This instability in the results is more prolonged if we consider our tuning parameter $\varepsilon$ too small. So, to make further progress, we have partitioned the integration region into the domains bounded by the lines, which causes discontinuity as

$$k_0 = 0; \quad k_0 = \pm k; \quad k = k_t = \frac{1}{2} \frac{p_0^2 - p^2}{p_0 - xp} = \frac{1}{2t} \frac{1 - t^2}{1 - t} \sqrt{\frac{t}{1 - t} - \frac{1}{2} \ln \left( \frac{1 + t}{1 - t} \right)}.$$  

(4.10)

By doing the swapping of variables $\theta = \tan^{-1} k$ and $\phi = \tan^{-1} k_0$, these domains are shown in figure 6. The last (vertical) line shown in figure 6 is discontinuity line $k = p_0 - q$. We evaluate eqs. (4.8) and (4.9) in each of the domains as shown in figure 6 separately or in the domains shown in eq. (4.10) numerically and summed up to get the results. Now, the third term of eq. (4.1) is given by

$$\Sigma_{\pm}^{(3)}(P) = \frac{-ig^2C_F}{2} \int \frac{d^4K}{(2\pi)^4} \left[ 2F_{\pm,\pm}^{SR}(P, K) \right],$$

(4.11)

where $F_{\pm,\pm}^{SR}(P, K)$ can be written using eq. (3.21). If $F_{\pm,\pm}^{SR}(P, K)$ denote the terms in eq. (4.11) without $\dot{s}$, then
Figure 6: Domains in $(k, k_0)$ plane at which the integrand in eq. (4.8) has sharp jumps. Here, we have used $t \equiv p/p_0 = 0.45$ and $x \equiv \cos \theta = 0.8$.

\[ F_{1:\pm,-\pm}^{SR}(P, K) = m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{1}{(PS - i\varepsilon)(QS - i\varepsilon)} \times \left[ \left(1 - \hat{p}_c \cdot \hat{q}_c\right) D_T^S(K) \Delta^R_\pm(Q) - \left\{ k^2 \left(1 + \hat{p}_c \cdot \hat{k} + \hat{q}_c \cdot \hat{k}\right) - k_0^2 k \left(\hat{p}_c \cdot k + \hat{q}_c \cdot k\right) \right\} \tilde{D}_L^S(K) \Delta^R_\pm(Q) \right]. \] (4.12)

The solid angle integration in eq. (4.12) can be computed using eq. (B.5) as

\[ \int \frac{d\Omega_s}{4\pi} \frac{1}{(PS - i\varepsilon)(QS - i\varepsilon)} = V(t, k, k_0, x, \varepsilon), \] (4.13)

where

\[ V(t, k, k_0, x, \varepsilon) = \int_0^1 du \frac{1}{Zu^2 + 2Yu + X} = \frac{1}{2\sqrt{\Delta}} \left[ \frac{1}{2} \ln \left( \frac{(r_1 - 1)^2 + i^2_i}{(r_2 - 1)^2 + i^2_i} \right) + i \left\{ \tan^{-1} \left( \frac{r_1}{i_1} \right) - \tan^{-1} \left( \frac{r_1 - 1}{i_1} \right) - \tan^{-1} \left( \frac{r_2}{i_2} \right) + \tan^{-1} \left( \frac{r_2 - 1}{i_2} \right) \right\} \right]. \] (4.14)

Here, $r_i = \text{Re} s_i$ and $i_i = \text{Im} s_i$ with $s_1 = \frac{-Y + \sqrt{\Delta}}{Z}; \quad s_2 = \frac{-Y - \sqrt{\Delta}}{Z}; \quad \Delta = Y^2 - XZ$, and

\[ X = (p_0 - i\varepsilon)^2 - p^2; \quad Y = \hat{k} \cdot \hat{p}_c - (k_0)(p_0 - i\varepsilon); \quad Z = k_0^2 - k^2; \] (4.15)

Thus, eq. (4.12) becomes

\[ F_{1:\pm,-\pm}^{SR}(P, K) = V(t, k, k_0, x, \varepsilon) \left[ \left(1 - \frac{p}{q} + \frac{k}{q} \right) D_T^S(K) \Delta^R_\pm(Q) - \left\{ k^2 \left(1 + \frac{p}{q} - \frac{k}{q} \right) \right. \right. \]

\[ \left. \left. \left. + k_0 k \left( x + \frac{p}{q} - \frac{k}{q} \right) \right\} \tilde{D}_L^S(K) \Delta^R_\pm(Q) \right]. \] (4.16)

With the expression of $F_{1:\pm,-\pm}^{SR}(P, K)$ from eq. (4.16), the terms of eq. (4.11) without s becomes

\[ \Sigma^{(1)}_{3(1)\pm}(P) = \frac{-ig^2 C_F}{(2\pi)^4} \int_{-\infty}^{\infty} dk_0 \int_0^\infty k^2 dk \int_{-1}^1 dx V(t, k, k_0, x, \varepsilon) \left[ \left(1 - \frac{p}{q} + \frac{k}{q} \right) D_T^S(K) \Delta^R_\pm(Q) \right. \]

\[ \left. \left. + \left(1 - \frac{p}{q} + \frac{k}{q} \right) \right] \]
\[ - \left\{ \frac{k^2}{p - \frac{k}{q} x} \right\} + k_0 k \left( x + \frac{p x - \frac{k}{q}}{q} \right) \right\} \Delta_P^R(Q) \right]. \tag{4.17} \]

Now consider the terms with \( \hat{s} \) in eq. (4.11)

\[ F_{2\pm;-;-(P, K)} = \int \frac{d\Omega_s}{4\pi} (PS - i\varepsilon) (QS - i\varepsilon) \left[ \left( -\hat{p}_e \cdot \hat{s} - \hat{q}_e \cdot \hat{s} + \hat{p}_e \cdot \hat{k} \cdot \hat{s} + \hat{q}_e \cdot \hat{k} \cdot \hat{s} \right) D_T^S(K) \Delta_P^R(Q) \right. \]
\[ - \left\{ k_0^2 \left( \hat{p}_e \cdot \hat{k} \cdot \hat{s} + \hat{q}_e \cdot \hat{k} \cdot \hat{s} \right) - k_0 k \left( 2\hat{p}_e \cdot \hat{q}_e \cdot \hat{k} \cdot \hat{s} - \hat{q}_e \cdot \hat{k} \cdot \hat{s} - \hat{p}_e \cdot \hat{k} \cdot \hat{s} \right) - k_0 k \right\} \Delta_P^R(Q) \right]. \tag{4.18} \]

By using eq. (B.7), we get

\[ \int \frac{d\Omega_s}{4\pi} (PS - i\varepsilon) (QS - i\varepsilon) = \int_0^1 du \left[ \frac{r_0}{r_0^2 - r^2} - \frac{1}{2r} \ln \frac{r_0 + r}{r_0 - r} \right] \frac{r^i}{r^2} = \int_0^1 du V_1 \hat{r}^i, \tag{4.19} \]

where

\[ V_1(r_0, r) = \left[ \frac{r_0}{r_0^2 - r^2} - \frac{1}{2r} \ln \frac{r_0 + r}{r_0 - r} \right] \frac{1}{r}, \tag{4.20} \]

with

\[ r_0 = p_0 - i\varepsilon - k_0 u; \quad r = \sqrt{p^2 + k^2 u^2 - 2pkux}. \tag{4.21} \]

Now, the required angles in order to solve eq. (4.18) are

\[ \hat{p} \cdot \hat{r} = \frac{p}{r} - \frac{ku}{r^2} x, \quad \hat{k} \cdot \hat{r} = \frac{p}{r} - \frac{ku}{r} x, \quad \hat{q} \cdot \hat{r} = \frac{p^2}{qr} - \frac{pkux}{qr} - \frac{pkx}{qr} + \frac{k^2 u}{qr}. \tag{4.22} \]

Thus, eq. (4.18) becomes

\[ F_{2\pm;-;-(P, K)} = \pm \int_0^1 du V_1 (r_0, r) \left[ \frac{p(p + q)(x^2 - 1)}{qr} D_T^S(K) \Delta_P^R(Q) \right. \]
\[ + k_0 k^2 \left( \frac{p(2u - 1)(x^2 - 1)}{qr} - k_0 \left( \frac{x + \frac{px}{q} - \frac{k}{q}}{r} \right) \right) \Delta_P^R(Q) \right]. \tag{4.23} \]

So, the \( \hat{s} \) contribution in the third term of eq. (4.1) is

\[ \Sigma_{3(2)\pm}^{(1)}(P) = \frac{-ig^2C_F}{(2\pi)^4} \int_{-\infty}^{\infty} dk_0 \int_0^\infty k^2dk \int_{-1}^1 dx F_{2\pm;-;-(P, K)} \tag{4.24} \]

Let us consider terms with two \( \hat{s} \) in eq. (4.11)

\[ F_{3\pm;-;-(P, K)} = \int \frac{d\Omega_s}{4\pi} (PS - i\varepsilon) (QS - i\varepsilon) \left[ \left( -\hat{k} \cdot \hat{k} + \hat{p}_e q \cdot \hat{k} \cdot \hat{k} + 2\hat{p}_e \hat{q}_j + \hat{q}_e j \cdot \hat{p}_e \hat{k} \cdot \hat{q}_j - \hat{q}_e k \cdot \hat{k} \cdot \hat{q}_j \right) D_T^S(K) \Delta_P^R(Q) \right. \]
\[ + \left\{ k_0^2 \left( \hat{k} \cdot \hat{s} \right)^2 - \hat{p}_e \cdot \hat{q}_e \left( \hat{k} \cdot \hat{s} \right)^2 + \hat{p}_e \cdot \hat{k} \cdot \hat{q}_e \cdot \hat{k} \cdot \hat{s} + \hat{q}_e \cdot \hat{k} \cdot \hat{q}_e \cdot \hat{k} \cdot \hat{s} \right. \right\} \Delta_P^R(Q) \right]. \tag{4.25} \]

From eq. (B.9), we can write

\[ \int \frac{d\Omega_s}{4\pi} (PS - i\varepsilon) (QS - i\varepsilon) = \int_0^1 du \left( A\delta^{ij} + B\hat{r}^i \hat{r}^j \right), \tag{4.26} \]
where
\[ A = -\frac{1}{r^2} \left( 1 - \frac{r_0}{2r} \ln \frac{r_0 + r}{r_0 - r} \right), \quad B = \frac{1}{r_0^2 - r^2} + \frac{3}{r^2} \left( 1 - \frac{r_0}{2r} \ln \frac{r_0 + r}{r_0 - r} \right) \] (4.27)

Using eq. (4.26), eq. (4.25) becomes
\[
F_{3\pm,--}^{SR}(P, K) = \int_0^1 du \left\{ A \left( 3\hat{p}\hat{q} - 1 - 2x\hat{q}\hat{k} \right) + B \left( (\hat{k}\cdot\hat{r})^2 (\hat{p}\cdot\hat{q} - 1) + 2\hat{p}\hat{r} \hat{q}\hat{r} - x\hat{q}\hat{r} \hat{k}\hat{r} - \hat{q}\hat{k}\hat{p}\hat{r}\hat{k}\hat{r} \right) \right\} 
\times D_{T}^{S}(K)\Delta_{+}^{R}(Q) - \left\{ A \left( k_0^2 (\hat{p}\cdot\hat{q} - 1 - 2x\hat{q}\hat{k}) \right) \pm k_0 k_1 (x + \hat{q}\hat{k}) \right\} 
\times D_{L}^{S}(K)\Delta_{+}^{R}(Q) \right\} 
(4.28)

Thus, the contribution coming from 2s terms of eq. (4.11) is
\[
\Sigma_{4(3)\pm}^{(1)}(P) = -\frac{ig^2 \mathcal{C}_F}{2(2\pi)^4} \int_{-\infty}^{\infty} dk_0 \int_0^\infty k^2 dk \int_{-1}^{1} dx \int F_{3\pm,--}^{SR}(P, K) 
(4.29)
\]

As we have seen in eq. (4.8), there are sudden jumps in the integrand from the gluon propagator, which causes instability. In this term, an additional divergence will come from eq. (4.14) i.e., from \( V(t, k, k_0, x, \varepsilon) \). The divergence that comes from eqs. (4.19) and eq.(4.26) is the same as we get from eq. (4.14). Thus, all the lines of discontinuity are
\[
k_0 = 0; \quad k_0 = \pm k; \quad k_0 = p_0 \pm \sqrt{p^2 + k^2 - 2pkx}; \quad k = k_1 = \frac{1}{2} \frac{1 - t^2}{1 - t} \sqrt{\frac{t}{1 - t} - \frac{1}{2} \ln \left( \frac{1 + t}{1 - t} \right)} 
(4.30)
\]

These domains are shown in figure 7. We have evaluated eqs. (4.17), (4.24), (4.29) in each of the domains of figure 7 numerically and summed up the results. Let us consider the fourth term of eq. (3.26), which is
\[
\Sigma_{4\pm}^{(1)}(P) = -\frac{ig^2 \mathcal{C}_F}{2} \int \frac{d^4K}{(2\pi)^4} \left\{ F_{4\pm,--}^{AS}(P, K) \right\} 
(4.31)
\]

This term is analogous to the third term of Eq. (3.26) except for the change of real-time field indices (i.e., \( SR \rightarrow AS \)) and a factor of 1/2. Thus, by using eq. (4.17), we will get
\[
\Sigma_{4(1)\pm}^{(1)}(P) = -\frac{ig^2 \mathcal{C}_F}{2(2\pi)^4} \int_{-\infty}^{\infty} dk_0 \int_0^\infty k^2 dk \int_{-1}^{1} dx \int V(t, k, k_0, x, \varepsilon) \left[ \left( 1 - \frac{p}{q} + \frac{k}{q} \right) D_{T}^{A}(K)\Delta_{+}^{S}(Q) 
\times \left\{ k^2 \left( \frac{1 + p}{q} - \frac{k}{q} \right) \mp k_0 k_1 \left( x + \frac{p}{q}x - \frac{k}{q} \right) \right\} D_{L}^{A}(K)\Delta_{+}^{S}(Q) \right] 
(4.32)
\]

By using eq. (4.24), we get
\[
\Sigma_{4(2)\pm}^{(1)}(P) = -\frac{ig^2 \mathcal{C}_F}{2(2\pi)^4} \int_{-\infty}^{\infty} dk_0 \int_0^\infty k^2 dk \int_{-1}^{1} dx \int F_{4\pm,--}^{AS}(P, K) 
(4.33)
\]

where
\[
F_{4\pm,--}^{AS}(P, K) = \int_0^1 du V_t(r_0, r) \left\{ \pm \frac{p(p + q)(x^2 - 1)}{qr} D_{T}^{A}(K)\Delta_{+}^{S}(Q) - \left\{ \mp k^2 \left( \frac{p}{r} - \frac{k}{q}x + \frac{p^2}{qr} - \frac{pkux}{qr} - \frac{pkx}{qr} + \frac{k^2 u}{qr} \right) \right\} D_{L}^{A}(K)\Delta_{+}^{S}(Q) \right\} 
(4.34)
\]
This term is analogous to the fourth term of eq. (3.26) except for the change of $V$. The terms involved in $F_3$, which can be written in a compact form after doing some simplification using eq. (4.13), as $P, K$.

$D^q_0\equiv \partial_t \partial_k^2 \cdot \delta q_0$ plane at which the integrand in eq.(4.11) has divergences. Here we have used $t \equiv p/p_0 = 0.45$ and $x \equiv \cos \theta = 0.8$.

Similarly, by using eq. (4.29), we will get

$$\Sigma^{(1)}_{4(3)\pm}(P) = \frac{-ig^2C_F}{2(2\pi)^4} \int_0^\infty dk_0 \int_{-\infty}^\infty k^2dk \int_{-1}^1 dx F_{3\pm;--}^{AS}(P, K)$$

(4.35)

where

$$F_{3\pm;--}^{AS}(P, K) = \int_0^1 du \left\{ A\left( 3\hat{p} \cdot \hat{q} - 1 - 2x \hat{q} \cdot \hat{k} \right) + B\left( \left( \hat{k} \cdot \hat{r} \right)^2 \left( \hat{q} \cdot \hat{q} - 1 \right) + 2\hat{p} \cdot \hat{r} \hat{q} \cdot \hat{r} - x \hat{q} \cdot \hat{r} \hat{k} \cdot \hat{r} - \hat{q} \cdot \hat{k} \hat{p} \cdot \hat{r} \hat{k} \cdot \hat{r} \right) \right\}$$

(4.36)

Let us consider the fifth term of eq. (3.26), which is

$$\Sigma^{(1)}_{5\pm}(P) = \frac{-ig^2C_F}{2} \int d^4K \left[ F_{5\pm;--}^{AS}(P, K) \right]$$

(4.37)

This term is analogous to the fourth term of eq. (3.26) except for the change of $k_0$. Here, $k_0 \rightarrow k_0 - 2i\epsilon$ in the definition of the function $V(t, k, k_0, x)$, $A$ and $B$. So, $\Sigma^{(1)}_{5\pm}(P)$ can be calculated numerically analogously of fourth term. Now the sixth term of eq. (3.26) is

$$\Sigma^{(1)}_{6\pm}(P) = \frac{-ig^2C_F}{2} \int d^4K \left[ F_{6\pm;--}^{AS}(P, K) \right]$$

(4.38)

The terms involved in $F_{6\pm;--}^{AS}(P, K)$ can be deduced from the eq. (3.23). So let us consider the terms of eq. (4.38) without $s$, which can be written in a compact form after doing some simplification using eq. (4.13), as

$$F_{1\pm;--}^{SR}(P, K) = -k^2 \left[ 1 + \left( \frac{p}{q} - \frac{kx}{q} \right) \right] V(t, k, k_0, x) \hat{D}^S_L(K) \Delta^R_2(Q)$$

(4.39)
Adding all the five individual contributions, eq. (4.38) becomes

$$F_{2\pm;-,--}^{SR}(P, K) = -2V_1(r_0, r) V(t, k, k_0, x, \varepsilon) \tilde{D}_i^S(K) \Delta^R_+(Q) \left[ -\kappa^2 (\hat{p}\hat{r} + \hat{q}\hat{r}) - k_0 k \hat{k} \hat{r}(1 + \hat{p}\hat{q}) \right]$$ (4.40)

Let us consider the terms of eq. (4.38) with 2s, which can be simplified using the eqs. (4.13) (4.19) (4.26), having the final form as

$$F_{3\pm;-,--}^{SR}(P, K) = \int_0^1 du \left( V_1(r_0, r) \right)^2 D_i^S(K) \Delta^R_+(Q) \left[ 1 + \hat{p}\hat{q} \right] \left\{ \left( \hat{k}\hat{r} \right)^2 - 1 \right\} - \int_0^1 du \left( \tilde{D}_i^S(K) \Delta^R_+(Q) \right)$$

$$\times \left[ \left( V_1(r_0, r) \right)^2 \left\{ k^2 \left( 2\hat{p}\hat{r} \hat{q}\hat{r} - \hat{p}\hat{q} + 1 \right) + k_0^2 \left( \hat{k}\hat{r} \right)^2 \left( 1 + \hat{p}\hat{q} \right) \pm 2k_0 k \left( \hat{k}\hat{r} \left( \hat{p}\hat{r} + \hat{q}\hat{r} \right) \right) \right\} \right]$$

$$\pm 2V(t, k, k_0, x, \varepsilon) k_0 k \left\{ A \left( x + \hat{q}\hat{k} \right) + B \hat{k}\hat{r} \left( \hat{p}\hat{r} + \hat{q}\hat{r} \right) \right\}$$ (4.41)

Similarly, the terms of eq. (4.38) with 3s can be simplified using eqs. (4.19),(4.26) and we will get

$$F_{4\pm;-,--}^{SR}(P, K) = \pm \int_0^1 du V_1(r_0, r) \left[ A \left( \hat{p}\hat{r} + \hat{q}\hat{r} - \hat{p}\hat{k}\hat{r} \hat{k} - \hat{q}\hat{k}\hat{r}\hat{k} \right) + B \left( \hat{p}\hat{r} + \hat{q}\hat{r} - \hat{p}\hat{r} \left( \hat{k}\hat{r} \right)^2 - \hat{q}\hat{r} \left( \hat{k}\hat{r} \right)^2 \right) \right]$$

$$\times D_i^S(K) \Delta^R_+(Q) + 2 \int_0^1 du k_0^2 V_1(r_0, r) \tilde{D}_i^S(K) \Delta^R_+(Q) \left\{ \frac{k}{k_0} \hat{k}\hat{r} \left( A + B \right) \left( 1 - \hat{p}\hat{q} \right) \right\}$$

$$+ A \left( \frac{k}{k_0} \left( \hat{p}\hat{k} \hat{q}\hat{r} + \hat{q}\hat{k} \hat{p}\hat{r} \right) \pm \left( \hat{p}\hat{k} \hat{k}\hat{r} + \hat{q}\hat{k} \hat{k}\hat{r} \right) \right) + B \left( \frac{k}{k_0} \left( 2\hat{p}\hat{r} \hat{q}\hat{r} \hat{k}\hat{r} \right) \pm \left( \hat{p}\hat{k} \hat{k}\hat{r} + \hat{q}\hat{k} \hat{p}\hat{r} \hat{k}\hat{r} \right) \right)$$ (4.42)

Finally, the terms of eq. (4.38) with 4s, can be simplified in terms of A and B as defined in eq. (4.27) as

$$F_{5\pm;-,--}^{SR}(P, K) = \int_0^1 du \left[ 2A^2 \left( x \hat{q}\hat{k} - 1 \right) + B^2 \left( \hat{p}\hat{q} - 2\hat{p}\hat{r} \hat{q}\hat{r} - 1 + 2\hat{p}\hat{r} \hat{q}\hat{r} \left( \hat{k}\hat{r} \right)^2 + \left( \hat{k}\hat{r} \right)^2 \left( 1 - \hat{p}\hat{q} \right) \right) \right]$$

$$+ AB \left\{ -4\hat{p}\hat{r} \hat{q}\hat{r} + 2 \left( \hat{p}\hat{q} - 1 \right) + 2x \hat{q}\hat{r} \hat{k}\hat{r} + 2\hat{q}\hat{k} \hat{p}\hat{r} \hat{k}\hat{r} + 2 \left( \hat{k}\hat{r} \right)^2 \left( 1 - \hat{p}\hat{q} \right) \right\} \right] D_i^S(K) \Delta^R_+(Q)$$

$$- \int_0^1 du k_0^2 D_i^S(K) \Delta^R_+(Q) \left[ (1 - \hat{p}\hat{q}) \left( A^2 + B^2 + 2AB \right) \left( \hat{k}\hat{r} \right)^2 \right]$$

$$+ 2A^2 \hat{p}\hat{k} \hat{q}\hat{k} + 2B^2 \hat{p}\hat{r} \hat{q}\hat{r} \left( \hat{k}\hat{r} \right)^2 + 2AB \left( \hat{p}\hat{k} \hat{q}\hat{r} \hat{k}\hat{r} + \hat{q}\hat{k} \hat{p}\hat{r} \hat{k}\hat{r} \right)$$ (4.43)

Adding all the five individual contributions, eq. (4.38) becomes

$$\Sigma_{6\pm}^{(1)}(P) = \frac{-ig^2 C_F}{2(2\pi)^4} \int_0^\infty dk_0 \int_0^\infty k^2 dk \int_1^1 dx \left[ F_{1\pm;-,--}^{SR}(P, K) + F_{2\pm;-,--}^{SR}(P, K) + F_{3\pm;-,--}^{SR}(P, K) + F_{4\pm;-,--}^{SR}(P, K) + F_{5\pm;-,--}^{SR}(P, K) \right] + F_{7\pm;-,--}^{AS}(P, K)$$ (4.44)

Let us consider the seventh term of eq. (3.26), which is

$$\Sigma_{7\pm}^{(1)}(P) = \frac{-ig^2 C_F}{2} \int \frac{d^4 K}{(2\pi)^4} \left[ F_{7\pm;-,+-}^{AS}(P, K) \right]$$ (4.45)
The terms involved in $F_{\pm;--;--}^{AS}(P, K)$ can be read from using eq. (3.23). The terms of eq. (4.45) without $s$ can be simplified using eq. (4.13) and thus we will get

$$F_{1;--;--;--}^{AS}(P, K) = -k^2 \left[ 1 + \left( \frac{p}{q} - \frac{k \cdot x}{\bar{q}} \right) \right] V(t, k, k_0, x, \varepsilon) V'(t, k, k_0, x, \varepsilon) \hat{D}_L^A(K) \Delta_\mp^S(Q)$$

(4.46)

The expression of $V'(t, k, k_0, x, \varepsilon)$ is same as $V(t, k, k_0, x, \varepsilon)$ except the change of $k_0 \to k_0 + 2i\varepsilon$. Let us take the terms of eq. (4.45) consisting of 1s, which can be solved using the eqs. (4.13) (4.19) and we get the expression as

$$F_{2;--;--;--}^{AS}(P, K) = \left[ \left\{ \left( V_1(r_0, r) V'(t, k, k_0, x, \varepsilon) + V_1'(r_0, r) V(t, k, k_0, x, \varepsilon) \right) \hat{D}_L^A(K) \Delta_\mp^S(Q) \right\} \times \left\{ \pm k^2 (\hat{p} \cdot \hat{r} + \hat{q} \cdot \hat{r}) - k_0 k \hat{k} \cdot \hat{r} (1 + \hat{p} \cdot \hat{q}) \right\} \right]$$

(4.47)

The expression of $V_1'(r_0, r)$ is same as $V_1(r_0, r)$ except the change of $k_0 \to k_0 + 2i\varepsilon$. The terms of eq. (4.45) with 2s, may be simplified using eqs. (4.13) (4.19) (4.26), can be written in the compact form as

$$F_{3;--;--;--}^{AS}(P, K) = \int_0^1 du \left( V_1(r_0, r) V_1'(r_0, r) \right) \hat{D}_L^A(K) \Delta_\mp^S(Q) \left[ (1 + \hat{p} \cdot \hat{q}) \left( \hat{k} \cdot \hat{r} \right)^2 - 1 \right] - \int_0^1 du \hat{D}_L^A(K) \Delta_\mp^S(Q)$$

$$\times \left[ V_1(r_0, r) \right] V_1'(r_0, r) \{ k^2 (2\hat{p} \cdot \hat{q} \hat{r} - \hat{p} \cdot \hat{q} + 1) + k_0^2 (\hat{k} \cdot \hat{r})^2 (1 + \hat{p} \cdot \hat{q}) \pm 2k_0 k \hat{k} \cdot \hat{r} (\hat{p} \cdot \hat{q} + \hat{q} \cdot \hat{r}) \}$$

$$\pm V'(t, k, k_0, x, \varepsilon) k_0 k \{ A'(x + \hat{q} \cdot \hat{k}) + B' \hat{k} \cdot \hat{r} (\hat{p} \cdot \hat{r} + \hat{q} \cdot \hat{r}) \}$$

(4.48)

The expression of $A'$ and $B'$ are the same as $A$ and $B$ except the change of $k_0 \to k_0 + 2i\varepsilon$. Now, let us consider the terms of eq. (4.45) with 3s, which can be simplified using eqs. (4.19) (4.26), and we will get

$$F_{4;--;--;--}^{AS}(P, K) = \pm \int_0^1 du \hat{D}_L^A(K) \Delta_\mp^S(Q) \left[ \{ V_1'(r_0, r) A + V_1(r_0, r) A' \} \left( \hat{p} \cdot \hat{r} + \hat{q} \cdot \hat{r} - \hat{p} \hat{k} \hat{r} \hat{k} - \hat{q} \hat{k} \hat{r} \hat{k} \right) + \{ V_1'(r_0, r) B \right.$$

$$+ V_1(r_0, r) B' \} \left( \hat{p} \cdot \hat{r} + \hat{q} \cdot \hat{r} - \hat{p} \hat{k} \hat{r} \hat{k} - \hat{q} \hat{k} \hat{r} \hat{k} \right)^2 - \hat{q} \cdot \hat{r} (\hat{k} \cdot \hat{r})^2 \right] + \int_0^1 du \left[ \left( V_1'(r_0, r) A + V_1(r_0, r) A' \right)$$

$$\times \left( k_0 k \left( \hat{p} \hat{k} \hat{q} \hat{r} + \hat{q} \hat{k} \hat{p} \hat{r} + \hat{k} \hat{r} (1 - \hat{p} \cdot \hat{q}) \right) - k_0^2 (\hat{k} \cdot \hat{r})^2 (1 + \hat{p} \cdot \hat{q}) \right)$$

$$\left. + V_1(r_0, r) B + V_1(r_0, r) B' \right) \times \left( k_0 k \left( 2\hat{p} \cdot \hat{r} \hat{q} \cdot \hat{r} \hat{k} \cdot \hat{r} + \hat{k} \cdot \hat{r} (1 - \hat{p} \cdot \hat{q}) \right) + k_0^2 (\hat{k} \cdot \hat{r})^2 (\hat{p} \cdot \hat{r} + \hat{q} \cdot \hat{r}) \right) \right] \hat{D}_L^A(K) \Delta_\mp^S(Q)$$

(4.49)

Let us consider the terms of eq. (4.45) with 4s which can be rewritten in terms of $A, B, A'$ and $B'$ variables as defined in eq. (4.27) and gives the final form as

$$F_{5;--;--;--}^{AS}(P, K) = \int_0^1 du \left[ 2AA' (x \hat{q} \cdot \hat{k} - 1) + BB' \left( \hat{p} \cdot \hat{q} - 2\hat{p} \cdot \hat{r} \hat{q} \cdot \hat{r} - 1 + 2\hat{p} \cdot \hat{r} \hat{q} \cdot \hat{r} (\hat{k} \cdot \hat{r})^2 + (\hat{k} \cdot \hat{r})^2 (1 - \hat{p} \cdot \hat{q}) \right)$$

$$+ (A'B + AB') \left\{ -2\hat{p} \cdot \hat{r} \hat{q} \cdot \hat{r} + (\hat{p} \cdot \hat{q} - 1) + x \hat{q} \cdot \hat{r} \hat{k} \cdot \hat{r} + \hat{q} \cdot \hat{k} \hat{p} \cdot \hat{r} \hat{k} \cdot \hat{r} + (\hat{k} \cdot \hat{r})^2 (1 - \hat{p} \cdot \hat{q}) \right\} \right] \Delta_\mp^S(Q)$$

$$- \int_0^1 du k_0^2 \hat{D}_L^A(K) \Delta_\mp^S(Q) \left[ (1 - \hat{p} \cdot \hat{q}) \left( AA' + (BB' + A'B + AB') (\hat{k} \cdot \hat{r})^2 \right) + 2AA' \hat{p} \hat{k} \hat{q} \hat{k} \right]$$

(4.50)
In the similar manner, the term with 2s of eq. (4.52) can be expressed using eqs. (B.11) and (B.17) as

\[
\left. \left[ \bar{\psi} \gamma^\mu \psi \right] \left( \not q^\nu \not \tau + \not \tau \not q^\nu \right) \left( \not k^\nu \not \tau + \not \tau \not k^\nu \right) \right] 
\]

Adding all the five individual contributions, eq. (4.45) becomes

\[
\Sigma^{(1)}_{\pm}(P) = \frac{-ig^2 C_F}{2(2\pi)^4} \int_0^{\infty} dk_0 \int_0^{\infty} k^2 dk \int_{-1}^{1} dx \left[ F_{1\pm;\cdots;\cdots}^{\text{AS}}(P, K) + F_{2\pm;\cdots;\cdots}^{\text{AS}}(P, K) + F_{3\pm;\cdots;\cdots}^{\text{AS}}(P, K) + F_{4\pm;\cdots;\cdots}^{\text{AS}}(P, K) + F_{5\pm;\cdots;\cdots}^{\text{AS}}(P, K) \right].
\]

(4.51)

Equations (4.31), (4.37), (4.38) and (4.45) have the same kind of divergences as we seen in eq. (4.11). Thus we get the same sudden jumps as we mentioned in eq. (4.30). So, these equations are also evaluated numerically in each of the figure 7 domains and summed up. Now, the eighth term of eq. (3.26) is

\[
\Sigma^{(1)}_{8\pm}(P) = \frac{-ig^2 C_F}{2} \int \frac{d^4 K}{(2\pi)^4} \left[ G_{\pm;\cdots;\cdots}^S(P, K) \right]
\]

(4.52)

The complete terms of \( G_{\pm;\cdots;\cdots}^S(P, K) \) are given in eq. (3.25). The term of eq. (4.52) without any s can be simplified using the eq. (B.11) as

\[
G_{1\pm;\cdots;\cdots}^S(P, K) = \left\{ J_{-000}^0 (P, K) + J_{000}^0 (P, -K) \right\} \left\{ D_T^S(K) + k^2 \tilde{D}_L^S(K) \right\}
\]

(4.53)

Now, using eq. (B.15), we get

\[
J_{-000}^0 (P, K) = 2 \int_0^1 du_1 u_1 \int_0^1 du_2 \frac{t_0}{(t_0^2 - t^2)^2}
\]

(4.54)

where

\[
t_0 = u_1 u_2 k_0 + p_0 - i \epsilon, \quad \hat{t} = u_1 u_2 \hat{k} + \hat{p} \quad \text{and} \quad t = \sqrt{p^2 + k^2 u_1^2 u_2^2 + 2 p k u_1 u_2 x}.
\]

(4.55)

Thus, eq. (4.53) becomes

\[
G_{1\pm;\cdots;\cdots}^S(P, K) = 2 \int_0^1 du_1 u_1 \int_0^1 du_2 \left[ \frac{t_0}{(t_0^2 - t^2)^2} + \frac{t'_0}{(t'_0^2 - t'^2)^2} \right] \left\{ D_T^S(K) + k^2 \tilde{D}_L^S(K) \right\}
\]

(4.56)

The variables \( t'_0 \) and \( t' \) have the same expression as \( t_0 \) and \( t \) with negative gluon four-momentum \( K \). Now, the required angle in order to solve the other terms of eq. (3.25) are

\[
\hat{p} \cdot \hat{t} = \frac{p}{t} + \frac{k u_1 u_2}{t} \quad \hat{k} \cdot \hat{t} = \frac{p}{t} x + \frac{k u_1 u_2}{t}
\]

Let us consider the terms of eq. (4.52) with 1s i.e. \( G_{2\pm;\cdots;\cdots}^S(P, K) \). This term can be simplified using eqs. (B.11) and (B.16) and having the final form as

\[
G_{2\pm;\cdots;\cdots}^S(P, K) = \pm 2 \int_0^1 du_1 u_1 \int_0^1 du_2 \left( \frac{1}{(t_0^2 - t^2)^2} + \frac{1}{(t'_0^2 - t'^2)^2} \right) \left[ \hat{p} \cdot \hat{t} D_T^S(K) + \left( k^2 \hat{p} \cdot \hat{t} \pm 2 k_0 \hat{k} \cdot \hat{t} \right) \tilde{D}_L^S(K) \right]
\]

(4.57)

In the similar manner, the term with 2s of eq. (4.52) can be expressed using eqs. (B.11) and (B.17) as

\[
G_{3\pm;\cdots;\cdots}^S(P, K) = 2 \int_0^1 du_1 u_1 \int_0^1 du_2 \left[ - D_T^S(K) \left\{ C(P, K) + C(P, -K) + (D(P, K) + D(P, -K)) \left( \hat{k} \cdot \hat{t} \right)^2 \right\} \right]
\]
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of figure 8 and added the individual contribution to get the final result. Figure 8 depicts the domains of eq. (4.61). We have evaluated eq. (4.60) numerically in each of the individual domains.

Let us take the terms of eq. (4.52) consisting of 3s terms which take the form after doing some simplification

\[
G_{4s}^{(1)}(P, K) = \pm 2 \int_0^1 du_1 u_1 \int_0^1 du_2 \left[ D_L^S(K) \left\{ (E(P, K) + E(P, -K)) \left( \hat{p} \cdot \hat{t} + 2 \hat{x} \hat{k} \cdot \hat{t} \right) \right. \right.
\]
\[
+ (F(P, K) + F(P, -K)) \hat{p} \cdot \hat{t} \left( \hat{k} \cdot \hat{t} \right)^2 \left. \right] - D_L^S(K) \left\{ (E(P, K) + E(P, -K)) \left( \hat{p} \cdot \hat{t} + 2 \hat{x} \hat{k} \cdot \hat{t} \right) \right.
\]
\[
+ (F(P, K) + F(P, -K)) \hat{p} \cdot \hat{t} \left( \hat{k} \cdot \hat{t} \right)^2 \left. \right] \right\} \]  (4.59)

with

\[
E(P, K) = \frac{1}{t_0^2 - t^2} \left[ 2 + \frac{t_0^2 - t^2}{t_0} \ln \frac{t_0 + t}{t_0 - t} \right], \quad \text{and} \quad F(P, K) = \frac{t}{(t_0^2 - t^2)^2} - \frac{5}{2 t^2} \left[ 2 + \frac{t_0^2 - t^2}{t_0} \ln \frac{t_0 + t}{t_0 - t} \right].
\]

After adding four-contributions of \( \Sigma_{8\pm}^{(1)}(P) \), eq. (4.52) becomes

\[
\Sigma_{8\pm}^{(1)}(P) = \frac{-i g^2 C_F}{(2\pi)^3} \int_{-\infty}^{\infty} dk_0 \int_0^1 dk \int_{-1}^1 dx \left[ G_{1\pm; -}(P, K) + G_{2\pm; -}(P, K) + G_{3\pm; -}(P, K) + G_{4\pm; -}(P, K) \right]. \]  (4.60)

Now, to evaluate eq. (4.60), we find sudden jumps in the integrand at the following points:

\[
k_0 = 0; \quad k_0 = \pm k; \quad k_0 = -p_0 \pm \sqrt{p^2 + k^2 + 2 pk x}; \quad k = \frac{1}{2t} \frac{1 - t^2}{1 - xt} \sqrt{t \frac{1}{1-t} - \frac{1}{2} \ln \left( \frac{1 + t}{1 - t} \right)} \]  (4.61)

Figure 8 depicts the domains of eq. (4.61). We have evaluated eq. (4.60) numerically in each of the individual domains of figure 8 and added the individual contribution to get the final result.
5 Results and Discussion

All the terms of NLO quark self-energy in eq. (3.26) have a non-trivial dependence on $\varepsilon$. So in order to be more precise in the integral results, one needs to check the stability for each of the integrals very carefully, which depends non-trivially on the $\varepsilon$ parameter. Here, we have checked the stability for each term by plotting the integrand of that particular integral with $-\log_{10} \varepsilon$. This is an essential task because different terms have different stability regions, and if one does the integration beyond those regions, then numerical values lose reliability. Even one needs to perform the integrals, which are divided into the different domains as shown in figures 6, 7, 8, depending on their stability. For demonstration purposes, we have shown the $\varepsilon$ dependence plot in figure 9 for the transverse part of the integral mentioned in eq. (4.23). For this particular term, on average, we found the stability region around $\sim 10^{-5}$ for the real part and $\sim 10^{-6}$ for the imaginary part, respectively. Then the integral for this particular term has been done around these stability regions. Similarly, other integrals have been handled in calculating NLO quark self-energy.

Note that there are a total of 92 terms (46 for $\Sigma^{(1)}_{+}$ and 46 for $\Sigma^{(1)}_{-}$) for which we needed to check the convergence. All these terms have convergence for different values of $\varepsilon$. For example, as we have mentioned, for a particular term in eq. (4.23), the stability region is around $\sim 10^{-5}$ for the real part and $\sim 10^{-6}$ for the imaginary part. In principle, the $\varepsilon$ value should be zero, but our numerical evaluation can not handle that. Thus, because of the finite value of the $\varepsilon$ parameter, numerical errors are introduced in the evaluation of NLO quark self-energy. We have done the numerical estimation of the percentage of error in the following way: We have taken a few values of $\varepsilon$ in the stability region. Then we have extrapolated the value of that particular $\Sigma^{(1)}_{\pm}$ term to the limit of $\varepsilon$ approaches to 0. We estimated the error of that particular term from the difference between the considered value and the extrapolated value. The error of 46 terms for $\Sigma^{(1)}_{+}$ is calculated, and we estimated the total error in the evaluation of NLO quark self-energy as
\[ \frac{\delta \Sigma^{(1)}_+}{\Sigma^{(1)}_+} = \sum_i \sqrt{\left( \frac{\delta \Sigma^{(1)}_+}{\Sigma^{(1)}_+} \right)^2}. \]

We have estimated the maximum error for the measurement of the NLO quark mass due to the finite \( \varepsilon \) value being about 11\% and for the damping rate, it is about 10\%.

In section 4, we have given the expressions for each term of eq. (3.26) more elaborately and evaluated each term numerically. We add the numerical results of all those terms to get the final result for the expression mentioned in eq. (3.26). The results shown in figures 10–13 are scaled with coefficient \( g_m q \) on the y-axis and plotted over \( p/m_q \) on the x-axis. In figure 10, we have shown how the imaginary part and real part of \( \Sigma^{(1)}_+ \) (transverse contribution + longitudinal contribution) scaled with a coefficient of \( g_m q \) varies for two and three flavors. Figure 10(a) shows the variation of imaginary part of \( \Sigma^{(1)}_+ \) with \( p/p_0 \). From this plot, one can get the NLO damping rate for quarks with ‘+’ mode, i.e., for ordinary quarks for \( N_f = 2 \) and \( N_f = 3 \), respectively. Figure 10(b) shows the variation of real part of \( \Sigma^{(1)}_+ \) with \( p/p_0 \). We will get the NLO quark energy from this plot with ‘+’ mode. Using the eq. (3.5), damping rate and quark energy for soft momentum, \( p \) plotted in figure 10 for ‘+’ quark mode. Figure 11(a) shows that the damping rate of real quark mode decreases with the increase of soft momentum and then becomes constant, as expected. Similarly, figure 11(b) shows how the NLO correction to mass for ‘+’ quark mode behaves. Now, figure 12 shows the behavior of
the imaginary part and real part of $\Sigma_2^{(1)}$ (transverse contribution + longitudinal contribution) scaled with a coefficient of $gm_q$. Figure 12(a) shows the variation of imaginary part of $\Sigma_2^{(1)}$ with $p/p_0$. One can get the NLO damping rate for plasmino mode from this plot. Figure 12(b) shows the variation of real part of $\Sigma_2^{(1)}$ with $p/p_0$. One can get the NLO quark mass from this plot with $'-'$ mode. Using the expressions from eq. (3.5), we have plotted the damping rate and quark energy w.r.t. soft momentum $p$ in figure 13 for this plasmino mode. Figure 13(a) shows the behavior of the damping rate for plasmino mode. Figure 13(b) shows the variation of NLO mass for $'-'$ mode w.r.t soft momentum $p$. In the limit of zero momentum, one can see that the damping rate and correction to NLO mass approach the same value for both quark modes. The other significant outcome of the above results shows that we can handle the instabilities that arise from the gluon propagator’s transverse and longitudinal components, respectively. We extract the numerical value of the dispersion relations, i.e., damping rate and mass, by taking the limit of $p \to 0$ in figures 11 and 13 respectively. In order to compare our results with the existing results in the literature, one can work in the units of $m_q$. In the limit of zero momentum, we obtain the values $\gamma_{\pm}(0) \approx 0.159 g^2 T$ for $N_f = 2$ and $\gamma_{\pm}(0) \approx 0.164 g^2 T$ for $N_f = 3$ which is, respectively 7% and 9% larger than the existing result obtained in ref. [34]. Similarly, in the limit of zero momentum for the correction in the mass denoted by $\Delta m$, we obtain the values $\Delta m = 0.142 g m_q$ for $N_f = 2$ which
Figure 14: Real part of dispersion relation variation with respect to soft momentum $p/m_q$ for both quark modes. The solid line is for $N_f = 2$ case, while the dotted line shows the results for $N_f = 3$ flavors.

Figure 15: Real part of dispersion relation variation with respect to soft momentum $p/m_q$ scaled with their corresponding thermal masses. The solid line shows the results for $N_f = 2$ flavors, while the dotted line shows the results for $N_f = 3$ flavors. The value of $\alpha_s = 0.2$ is used.
Figure 16: Velocity variation with respect to soft momentum $p/m_q$ for quark mode and plasmino mode respectively. The solid and dotted line corresponds to $N_f = 2, 3$ flavors, respectively.

is $\sim 5\%$ smaller as compared with eq. (1.2) and $\Delta m = 0.136g m_q$ for $N_f = 3$. The value of the coupling $\alpha_s = 0.2$ viz. $g = 1.58$ is used in the numerical evaluation of these results. The real part of the dispersion relation for both modes, i.e., mass, variation w.r.t. soft momentum, is shown in fig. 14. In fig. 15, we have shown the dependence of the real part of dispersion relation viz. mass on the soft momentum scaled with their corresponding thermal masses on both axes for both modes. Also, one can extract the velocity for both quark modes using the graphs in the figure 14. Figure 16 shows the velocity variation w.r.t. soft momentum for real quark and plasmino modes. The result shows that for both quark modes, velocity is less than $c$ as expected. Also, these result shows that velocity for both modes decreases in the limit of zero momentum. The decrease of the velocity in the limit of $p \rightarrow 0$ shows that quasi-particles become massive. As the momentum increases, medium effects gradually vanish, as seen in figure 16. Figure 17 compares the real part of the dispersion relation with NLO correction and without NLO correction for soft momentum.

6 Summary

In the present work, we have studied the NLO quark self-energy and their corresponding dispersion relations using the HTL resummation. To study the NLO quark self-energy, we have used the real-time formalism of Keldysh indices, and the considered quarks are the slow-moving ones. The solution of the NLO dispersion laws gives us physical quantities like NLO damping rate and NLO masses, and these observables come from the zeros of the HTL-dressed quark propagators. In the lowest order, the solution of the quark dispersion relation $\Omega_{\pm}(p)$ is real. To get the NLO contribution of the above-mentioned physical quantities, one needs to evaluate NLO quark self-energy (see eq. (3.5)). In the current work, the NLO part of the quark self-energies $\Sigma_{\pm}^{(+1)}$ is given using the loop-four momenta integrals, which involves the effective HTL quark, gluon propagators, and three- and four-point vertex functions as done in refs. [37, 53]. The effective three- and four-point vertex functions are derived separately using HTL approximation and expressed in terms of solid-angle integrals using the standard technique. The above ones are rewritten using the standard Feynman parameterization technique to evaluate these integrals. Further, we numerically evaluated the
transverse and longitudinal parts of the expression mentioned in eq. (3.26). The standard way of doing so is to use the spectral representation of the under-consideration dressed propagators, but we have tackled the integrals directly, which is non-trivial. One main difficulty in computing the integrals directly is the jumps the integrands encounter due to the divergences present in the propagators, more specifically when the fine-tuning parameter of the integrals $\varepsilon$ approaches zero. In evaluating the transverse and longitudinal parts of eq. (3.26), we encountered the divergences arising from the integrands. This instability comes mainly from the transverse and longitudinal parts of the gluon propagator. To overcome these divergences, we have broken down the integration into some appropriate domains, and then integration has been done in each of the appropriate domains. The $\varepsilon$ dependence of all terms in NLO quark self-energy has been carried out independently, i.e., we have checked first the stability of all the terms involved in the NLO quark self-energy. After that, the usual integration has been done for that particular value of $\varepsilon$. The domain integration technique comes out to be very useful in order to handle those extensive integrations. In the end, we summed up all the contributions from the transverse and longitudinal terms, and we studied the dependence of the NLO quark self-energy on the variable $t = p/p_0$. Lastly, using the eq. (3.5), we plotted the NLO correction to dispersion relations. Also, the results obtained in the manuscript can be used more precisely to evaluate physical quantities related to transport phenomena.
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A HTL dressed vertex integrals

This appendix summarises the derivation of three- and four-point vertex functions within HTL approximation in the CTP formalism. The notation in this appendix is the same as in [53].

A.1 Two quark and one gluon vertex integral

The one-loop quark-gluon vertex function within HTL approximation is defined as

\[ \Gamma^\mu = \gamma^\mu + \delta \Gamma^\mu, \] (A.1)

where \( \gamma^\mu \) is the bare vertex contribution and \( \delta \Gamma^\mu \) is the one-loop HTL correction. In the \{12\} basis of the Keldysh indices, the bare vertex \( \gamma^\mu \) is

\[ \gamma^\mu_{ijk} = \begin{cases} (-1)^{i-1} \gamma^\mu & \text{when } i = j = k, \\ 0 & \text{otherwise} \end{cases} \] (A.2)

with \( i, j, k = 1, 2 \). The one-loop diagrams which contribute to the quark-gluon three vertex function are shown in figure 18. The HTL contributions \( \delta \Gamma^\mu \) to the three-point vertex can be obtained from the one-loop diagrams shown in figure 18 as

\[ \delta \Gamma^\mu_{ijk}(P, Q, R) = 4ig^2C_F \int \frac{d^4K}{(2\pi)^4} K^\mu \bar{K}V'_{ijk} - 2ig^2N_c \int \frac{d^4K}{(2\pi)^4} K^\mu K (V'_{ijk} + V_{ijk}), \] (A.3)

We can use HTL approximation to neglect the external momenta compared to the loop momentum \( K \). The functions \( V_{ijk} \) and \( V'_{ijk} \) are

\[ V_{ijk} = (-1)^{i+j+k-3} \bar{D}_{ij}(K)D_{jk}(KQ)D_{ki}(K + P); \]
\[ V'_{ijk} = (-1)^{i+j+k-3} \bar{D}_{ij}(K)\bar{D}_{jk}(KQ)\bar{D}_{ki}(K + P). \] (A.4)

The functions \( D_{ij}(K) \) are the bare bosonic propagator defined in the \{12\} basis as

\[ D(K) = \begin{pmatrix} D_{11}(K) & D_{12}(K) \\ D_{21}(K) & D_{22}(K) \end{pmatrix} = \begin{pmatrix} \frac{1+n_B(k_0)}{K^2+i\varepsilon} - \frac{n_B(k_0)}{K^2+i\varepsilon} & \frac{\Theta(-k_0)+n_B(k_0)}{K^2+i\varepsilon} - \frac{\Theta(-k_0)+n_B(k_0)}{K^2-i\varepsilon} \\ \frac{\Theta(k_0)+\bar{n}_B(k_0)}{K^2+i\varepsilon} - \frac{\bar{n}_B(k_0)}{K^2+i\varepsilon} & \frac{\Theta(k_0)+\bar{n}_B(k_0)}{K^2-i\varepsilon} - \frac{1+n_B(k_0)}{K^2-i\varepsilon} \end{pmatrix}. \] (A.5)

The quantity \( \bar{D}_{ij}(K) \) is a fermionic propagator having the same expression as \( D_{ij}(K) \) except B.E. distribution function \( n_B(k_0) \) is replaced by the negative of the F.D. distribution function \(-n_F(k_0)\). We can express the functions \( D_{ij}(K) \) in terms of symmetric (\( F \)), advanced (\( A \)) and retarded (\( R \)) propagators as

\[ D_{11} = \frac{1}{2}(F + A + R); \quad D_{12} = \frac{1}{2}(F + A - R); \]
\[ D_{21} = \frac{1}{2}(F - A + R); \quad D_{22} = \frac{1}{2}(F - A - R), \] (A.6)

with

\[ R(K) = \frac{\Theta(k_0)}{K^2+i\varepsilon} + \frac{\Theta(-k_0)}{K^2-i\varepsilon}; \]
\[ A(K) = \frac{\Theta(-k_0)}{K^2 + i\varepsilon} + \frac{\Theta(k_0)}{K^2 - i\varepsilon}; \]

\[ F(K) = (1 \pm 2n_{B,F}(k_0)) \left( \frac{1}{K^2 + i\varepsilon} - \frac{1}{K^2 - i\varepsilon} \right). \]

The vertex functions in the \( \{R.A.\} \) basis have linear correspondence with the functions defined in the \( \{12\} \) basis. For example, the three-point vertex function \( \Gamma_{RAA} \) in \( \{R.A.\} \) basis is given by the following relation

\[ \Gamma_{RAA} = \Gamma_{111} + \Gamma_{112} + \Gamma_{121} + \Gamma_{122}. \]

As the vertex functions are related with the functions \( V \) and \( V' \) via the equation (A.3), the relation in eq. (A.8) also applies to the functions \( V \) and \( V' \). Utilizing the expressions in eq. (A.4) of the functions \( V \) and \( V' \), and the relations in eq. (A.6), we get

\[ V_{RAA} = \frac{1}{2} (A_1A_2A_3 + R_1R_2R_3 + F_1A_2A_3 + R_1F_2A_3 + R_1R_2F_3), \]

where, for short, 1, 2, and 3 represents the arguments \( K, K - Q, \) and \( K + P \), respectively. The integration over the loop momentum \( K \) is done in two steps: first, over \( k_0 \), performed using the residue theorem in the complex \( k_0 \) plane.

In this case, both the terms \( A_1A_2A_3 \) and \( R_1R_2R_3 \) vanish. The other three terms become

\[ F_{AAA} = \frac{i}{8\pi^2} \int_0^{+\infty} dk N_{B,F}(k) \int d\Omega_s \frac{S^\mu S}{4\pi (PS - i\varepsilon)(QS + i\varepsilon)}; \]

\[ R_{FAA} = \frac{i}{8\pi^2} \int_0^{+\infty} dk N_{B,F}(k) \int d\Omega_s \frac{S^\mu S}{4\pi (QS + i\varepsilon)((P + Q)S - i\varepsilon)}; \]

\[ R_{RF} = \frac{i}{8\pi^2} \int_0^{+\infty} dk N_{B,F}(k) \int d\Omega_s \frac{S^\mu S}{4\pi (PS - i\varepsilon)((P + Q)S - i\varepsilon)}. \]

The functions \( N_{B,F}(k) \) are defined in eq. (3.10) and \( S = (1, \hat{s}) \) is a time-like unit four-vector in which \( \hat{s} \) is defined as \( \vec{k}/k \).

Since every external momentum is neglected in front of the loop momentum \( K \), when we sum up all the contributions together as mentioned in eq. (A.10), we get the final expression as

\[ \delta\Gamma_{RAA} = -m_q^2 \int \frac{d\Omega}{4\pi} \frac{S^\mu S}{(PS - i\varepsilon)(QS + i\varepsilon)}, \]

with the thermal quark mass \( m_q = \sqrt{C_F/8gT} \). Similarly, the other three-point HTL vertex functions can be obtained in the \( \{R.A.\} \) and \( \{12\} \) bases analogously to eq. (A.8) as shown in [53] as well. For each of those other vertex functions,
Figure 19: One-loop Feynman diagrams for the two-quarks-two-gluons vertex function.

one can perform the same steps as done for $\Gamma_{RAA}$ and eventually, one finds:

$$
\delta \Gamma_{ARA}(P, Q, R) = -m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{S^\mu \delta}{(PS + i\varepsilon)(QS - i\varepsilon)};
$$

$$
\delta \Gamma_{AAR}(P, Q, R) = -m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{S^\mu \delta}{(PS + i\varepsilon)(QS + i\varepsilon)};
$$

$$
\delta \Gamma_{RRR}(P, Q, R) = -m_q^2 \int \frac{d\Omega_s}{4\pi} \frac{S^\mu \delta}{(PS - i\varepsilon)(QS - i\varepsilon)};
$$

$$
\delta \Gamma_{RRA}(P, Q, R) = \delta \Gamma_{RAR}(P, Q, R) = \delta \Gamma_{ARR}(P, Q, R) = 0.
$$

(A.12)

A.2 Two quark and two gluon vertex integral

Figure 19 shows the one-loop diagrams contributing to the quark-gluon four vertex function. The contribution coming from two-gluon-two-quark vertex functions is written in the \{12\} basis as shown in eq. (A.13).

$$
\delta \Gamma_{ijkl}^{\mu
\nu}(P, Q, R, U) = -8ig^2(-1)^{i+j+k+l} \int \frac{d^4K}{(2\pi)^4} K^\mu K^\nu K^\ell K^\delta \times [C_F D_{ij}(K)D_{jk}(K - Q)D_{kl}(K + P + U)D_{li}(K + P)
$$

$$
- N_c \bar{D}_{ij}(K)D_{jk}(K - Q)D_{kl}(K + P + U)D_{li}(K + P) + \frac{N_c}{2} D_{li}(K - P)D_{jl}(K - P - U)\bar{D}_{kj}(K + R)D_{ik}(K)].
$$

(A.13)

Let’s consider the \{RA\}-component $\delta \Gamma_{RAAA}$, given by

$$
\delta \Gamma_{RAAA} = \delta \Gamma_{1111} + \delta \Gamma_{1112} + \delta \Gamma_{1121} + \delta \Gamma_{1211} + \delta \Gamma_{1212} + \delta \Gamma_{1221} + \delta \Gamma_{1222}
$$

(A.14)

We denote the terms with the factor $C_F$ in eq. (A.13) as $\delta \Gamma_{RAAA}^{1}$. Using the decomposition as done in eq. (A.6), we obtain, in a similar symbolic notation as in eq. (A.9), the relation

$$
\delta \Gamma_{RAAA}^{1} = \frac{1}{2} F_1 A_2 A_3 A_4 + \frac{1}{2} R_1 F_2 A_3 A_4 + \frac{1}{2} R_1 R_2 F_3 A_4 + \frac{1}{2} R_1 R_2 R_3 F_4
$$

(A.15)

The subscripts 1, 2, 3, and 4 denote the momenta $K, K - Q, K + P + U$, and $K + P$, respectively. The two contributions $\frac{1}{2} A_1 A_2 A_3 A_4$ and $\frac{1}{2} R_1 R_2 R_3 R_4$ to $\delta \Gamma_{RAAA}^{1}$ gives zero each in the $k_0$-complex-plane integration and are not shown explicitly in eq. (A.15). The different terms in eq. (A.15) give a contribution as follows

$$
F_{AAAA} = \int_0^\infty \frac{kdk}{16\pi^2} \int \frac{d\Omega_s}{4\pi} \frac{iN_B(k)S^\mu S^\nu S^{\delta \ell}}{(2P + U)S + i\varepsilon)((P - R)S + i\varepsilon)(PS + i\varepsilon)},
$$

- \frac{28}{-28-}
Adding all the terms in eq. (A.16) gives the following results

\[ RF\!\!AA = \int_0^\infty \frac{kd\!k}{16\pi^2} \int d\Omega_s \frac{-iN_B(k)K^\mu K^\nu}{4\pi ((2P + U)S + i\varepsilon)((R + P + U)S - i\varepsilon)((P + U)S - i\varepsilon)}, \]

\[ RR\!\!FA = \int_0^\infty \frac{kd\!k}{16\pi^2} \int d\Omega_s \frac{iN_F(k)S^\mu S^\nu}{4\pi ((R - P)S - i\varepsilon)((R + P + U)S - i\varepsilon)(RS + i\varepsilon)}, \]

\[ RR\!\!RF = \int_0^\infty \frac{kd\!k}{16\pi^2} \int d\Omega_s \frac{iN_F(k)S^\mu S^\nu}{4\pi (PS + i\varepsilon)((P + U)S - i\varepsilon)(RS + i\varepsilon)}. \]  

(A.16)

Adding all the terms in eq. (A.16) gives the following results

\[ \delta\Gamma_{RAAA} = \frac{i}{8\pi^2} \int_0^\infty d\Omega_s \frac{(n_B(k) + n_F(k)) S^\mu S^\nu}{4\pi (PS - i\varepsilon)(QS + i\varepsilon)((P + U)S - i\varepsilon)}. \]  

(A.17)

Now, the integrations over the three-momenta \( k \) can be computed analytically. We calculate the terms with the factors \( N_c \) and \( N_c/2 \) in eq. (A.13) similarly, and they cancel each other. Finally, the expression for the hard-thermal-loop four-vertex function becomes

\[ \delta\Gamma_{RAAA}(P, Q, R, U) = m_q^2 \int d\Omega_s \frac{S^\mu S^\nu}{4\pi (PS - i\varepsilon)(QS + i\varepsilon)} \left[ \frac{1}{(P + U)S - i\varepsilon} + \frac{1}{(P + R)S - i\varepsilon} \right]. \]  

(A.18)

The other \{RA\} four-vertex HTLs can be worked out similarly and one finds the following results

\[ \delta\Gamma_{ARAA}(P, Q, R, U) = m_q^2 \int d\Omega_s \frac{S^\mu S^\nu}{4\pi (PS + i\varepsilon)(QS - i\varepsilon)} \times \left[ \frac{1}{(P + U)S + i\varepsilon} + \frac{1}{(P + R)S + i\varepsilon} \right], \]

\[ \delta\Gamma_{AARA}(P, Q, R, U) = m_q^2 \int d\Omega_s \frac{S^\mu S^\nu}{4\pi (PS + i\varepsilon)(QS + i\varepsilon)} \times \left[ \frac{1}{(P + U)S + i\varepsilon} + \frac{1}{(P + R)S - i\varepsilon} \right], \]

\[ \delta\Gamma_{AAAR}(P, Q, R, U) = m_q^2 \int d\Omega_s \frac{S^\mu S^\nu}{4\pi (PS + i\varepsilon)(QS - i\varepsilon)} \times \left[ \frac{1}{(P + U)S - i\varepsilon} + \frac{1}{(P + R)S - i\varepsilon} \right], \]

\[ \delta\Gamma_{RRAA}(P, Q, R, U) = \delta\Gamma_{RARA}(P, Q, R, U) = \delta\Gamma_{RAAR}(P, Q, R, U) = 0. \]  

(A.19)

The remaining eight components of four-vertex functions can be computed directly or obtained from the above ones using the KMS conditions.

### A.3 Change of Notations

The notations used in the main text can be connected with the notation used in this appendix in the following manner

\[ \Gamma_{I_1I_2I_3}^{\mu}(P_1, P_2, P_3) = \Gamma_{i_1i_2i_3}^{\mu}(P_1, -P_2); \]

\[ \Gamma_{I_1I_2I_4}^{\mu\nu}(P_1, P_2, P_3, P_4) = \Gamma_{i_1i_2i_4i_3}^{\mu\nu}(P_1, P_4, P_3, -P_2); \]  

(A.20)

Here,

\[ I_j = R(A) \leftrightarrow i_j = a(r) \]

So, the three-point vertex functions are

\[ \Gamma_{arr}^{\mu}(P, Q) = \Gamma_{RAA}^{\mu}(P, -Q, R) = \gamma^\mu + I^\mu_{--}(P, Q); \]

\[ \Gamma_{rar}^{\mu}(P, Q) = \Gamma_{AAR}^{\mu}(P, -Q, R) = \gamma^\mu + I^\mu_{+-}(P, Q); \]

\[ \Gamma_{aar}^{\mu}(P, Q) = \Gamma_{RAR}^{\mu}(P, -Q, R) = 0; \]
\[ \Gamma^\mu_{_A}(P, Q) = \Gamma^\mu_{_A}(P, -Q, R) = \gamma^\mu + I^\mu_{+}(P, Q); \]
\[ \Gamma^\mu_{_R}(P, Q) = \Gamma^\mu_{_R}(P, -Q, R) = 0, \] (A.21)

with the following notation
\[ I^\mu_{\eta_{\Omega}}(P, Q) = \int \frac{d\Omega_s}{4\pi} \frac{S^\mu S^\eta}{(PS + i\eta_1 \varepsilon)(QS + i\eta_2 \varepsilon)}. \] (A.22)

For the four-point vertex functions, we have
\[ \Gamma^\mu_{_A}(P, K) \equiv \Gamma^\mu_{_A}(P, K, -K, P) = \Gamma^\mu_{_{RAAA}}(P, -P, -Q, K) = I^\mu_{-}(P, K); \]
\[ \Gamma^\mu_{_R}(P, K) \equiv \Gamma^\mu_{_R}(P, K, -K, P) = \Gamma^\mu_{_{RAAR}}(P, -P, -Q, K) = 0; \]
\[ \Gamma^\mu_{_A}(P, K) \equiv \Gamma^\mu_{_A}(P, K, -K, P) = \Gamma^\mu_{_{RAA}}(P, -P, -Q, K) = 0, \] (A.23)

with the notation
\[ I^\mu_{\eta_{\Omega}}(P, K) = \int \frac{d\Omega_s}{4\pi} \frac{-S^\mu S^\eta}{[PS + i\eta_1 \varepsilon][QS + i\eta_2 \varepsilon]} \left[ \frac{1}{(P + K)S + i\eta_1 \varepsilon} + \frac{1}{(P - K)S + i\eta_2 \varepsilon} \right]. \] (A.24)

Equation (A.22) and eq. (A.24) have been utilised in the text, see eqs. (3.15), (3.16).

**B HTL vertex integrals using Feynman technique**

In this appendix, we will calculate the solid-angle integrals present in eqs. (3.15) and (3.16). This will be done by utilizing the Feynman parametrization technique. By using eqs. (3.21), (3.23), and (3.25), we have only two types of solid-angle integrals which we need to evaluate, namely,
\[ J^\mu_{\eta_{\Omega}}(P, Q) = \int \frac{d\Omega_s}{4\pi} \frac{S^\mu S^\eta}{[PS + i\eta_1 \varepsilon][QS + i\eta_2 \varepsilon]}; \] (B.1)
\[ J^\mu_{\eta_{\Omega}}(P, K) = \int \frac{d\Omega_s}{4\pi} \frac{S^\mu S^\eta S^\alpha}{[PS + i\eta_1 \varepsilon][QS + i\eta_2 \varepsilon]} \left[ \frac{1}{(P + K)S + i\eta_1 \varepsilon} + \frac{1}{(P - K)S + i\eta_2 \varepsilon} \right]. \] (B.2)

The ‘00’ component of \( J^\mu_{\eta_{\Omega}} \) is the simplest of all these integrals and becomes
\[ J^0_{\eta_{\Omega}}(P, Q) = \int \frac{d\Omega_s}{4\pi} \frac{1}{(PS + i\eta_1 \varepsilon)(QS + i\eta_2 \varepsilon)}. \] (B.3)

Here, \( S = (1, \hat{s}) \) and the integration has to be done over the solid angle of the unit vector \( \hat{s} \). We will drop the \( \varepsilon \) prescription for some time. Utilizing the Feynman technique, equation (B.3) becomes
\[ J^0_{\eta_{\Omega}}(P, Q) = \frac{1}{2\sqrt{\Delta}} \ln \frac{(1 - u_1) u_2}{(1 - u_2) u_1}, \] (B.4)

where \( K = P - Q \). The integration over \( u \) in eq. (B.4) can be done analytically to get
\[ J^0_{\eta_{\Omega}}(P, Q) = \frac{1}{2\sqrt{\Delta}} \ln \frac{(1 - u_1) u_2}{(1 - u_2) u_1}, \] (B.5)

where we have used the notation \( u_{1,2} = ((PK) \pm \sqrt{\Delta})/K^2 \) and \( \Delta = (PK)^2 - P^2 K^2 \). Note that \( PS + i\eta_1 \varepsilon = p_0 + i\eta_1 \varepsilon - \vec{p} \cdot \hat{s} \), so \( \varepsilon \)'s appearance in the final result (B.5) can be achieved by changing the variables \( p_0 \rightarrow p_0 + i\eta_1 \varepsilon \) and \( q_0 \rightarrow q_0 + i\eta_2 \varepsilon \). This will also apply to the next two terms. Now, the ‘0i’ component of \( J^\mu_{\eta_{\Omega}} \) is given by
\[ J^0_{\eta_{\Omega}}(P, Q) = \int \frac{d\Omega_s}{4\pi} \frac{\hat{s}^i}{(PS + i\eta_1 \varepsilon)(QS + i\eta_2 \varepsilon)}. \] (B.6)
Again, by using the same approach as done above and denoting \( R = P - (P - Q)u \), eq. (B.6) becomes

\[
J^{\mu i}_{\eta_1\eta_2}(P, Q) = \int_0^1 du \left[ \frac{r_0}{r_0 - r^2} - \frac{1}{2r} \ln \frac{r_0 + r}{r_0 - r} \right] \frac{r^i}{r^2}.
\] (B.7)

Similarly the ‘ij’ component of \( J^{\mu i}_{\eta_1\eta_2} \) is given by

\[
J^{ij}_{\eta_1\eta_2}(P, Q) = \int \frac{d\Omega_s}{4\pi} \frac{s^i s^j}{(PS + i\eta_1\varepsilon)(QS + i\eta_2\varepsilon)}.
\] (B.8)

The spatial component ‘ij’ can be computed in the similar way \( J^{\mu i}_{\eta_1\eta_2}(P, Q) \) was calculated in eq. (B.7) and eq. (B.8) becomes

\[
J^{ij}_{\eta_1\eta_2}(P, Q) = \int_0^1 du \left( A_{\eta_1\eta_2} \delta^{ij} + B_{\eta_1\eta_2} \hat{s}^i \hat{s}^j \right),
\] (B.9)

where

\[
A_{\eta_1\eta_2} = -\frac{1}{r^2} \left( 1 - \frac{r_0}{2r} \ln \frac{r_0 + r}{r_0 - r} \right); \quad B_{\eta_1\eta_2} = \frac{1}{r_0 - r^2} + \frac{3}{r^2} \left( 1 - \frac{r_0}{2r} \ln \frac{r_0 + r}{r_0 - r} \right).
\] (B.10)

The integration over \( u \) in eq. (B.9) will be done numerically. Considering, \( P_{1,2} \equiv (p_0 + i\eta_{1,2}\varepsilon, \vec{p}) \), we rewrite

\[
J^{\mu\alpha}_{\eta_1\eta_2}(P, K) = J^{\mu\alpha}_{\eta_1\eta_2}(P, K) + J^{\mu\alpha}_{\eta_1\eta_2}(P, -K);
\]

\[
J^{\mu\alpha}_{\eta_1\eta_2}(P, K) = \int \frac{d\Omega_s}{4\pi} \frac{S^\mu S^\nu S^\alpha}{P_1SP_2S(P_1 + K)S}.
\] (B.11)

We can denote the scalar products as \( A = P_2S \), \( B = P_1S \), \( C = (P_1 + K)S \), and the four-vector as

\[
T \equiv (t_0, \vec{t}) = P_2 + u_1(P_1 - P_2) + u_1u_2K,
\] (B.12)

with

\[
t_0 = u_1u_2k_0 + iu_1(\eta_1 - \eta_2)\varepsilon + p_0 + i\eta_2\varepsilon \quad \vec{t} = u_1u_2\vec{k} + \vec{p}.
\] (B.13)

With the previous definitions, \( J^{\mu\alpha}_{\eta_1\eta_2} \) in eq. (B.11) becomes

\[
J^{\mu\alpha}_{\eta_1\eta_2}(P, K) = 2 \int_0^1 du_1u_1 \int_0^1 du_2 \int \frac{d\Omega_s}{4\pi} \frac{S^\mu S^\nu S^\alpha}{(t_0 - \vec{t} \cdot \vec{s})^3}.
\] (B.14)

The dependence of \( \eta_1\eta_2 \) in r.h.s. comes through the zeroth component of \( T \), defined in eq. (B.12). As one can see that the quantity \( J^{\mu\alpha}_{\eta_1\eta_2}(P, K) \) has symmetry in its Lorentz indices, so there will be only four independent components to work out. Thus, we will get

\[
J^{000}_{\eta_1\eta_2}(P, K) = 2 \int_0^1 du_1u_1 \int_0^1 du_2 \frac{t_0}{(t_0^2 - t_2^2)^2}.
\] (B.15)

\[
J^{00i}_{\eta_1\eta_2}(P, K) = 2 \int_0^1 du_1u_1 \int_0^1 du_2 \frac{t^i}{(t_0^2 - t_2^2)^2}.
\] (B.16)

The third solid-angle integral consists of a symmetric tensor of rank two as

\[
J^{0ij}_{\eta_1\eta_2}(P, K) = 2 \int_0^1 du_1u_1 \int_0^1 du_2 \left( C_{\eta_1\eta_2} \delta^{ij} + D_{\eta_1\eta_2} \hat{t}^i \hat{t}^j \right),
\] (B.17)
where

\[
C_{\eta_0 \eta_2} = \frac{t_0}{2t^2 (t_0^2 - t^2)} - \frac{1}{4t^3} \ln \frac{t_0 + t}{t_0 - t}; \quad D_{\eta_0 \eta_2} = \frac{t_0 (5t^2 - 3t_0^2)}{2t^2 (t_0^2 - t^2)^2} + \frac{3}{4t^3} \ln \frac{t_0 + t}{t_0 - t}.
\]  

(B.18)

Similarly, the fourth solid-angle integral consists of a completely symmetric tensor of rank three.

\[
J_{\eta_0 \eta_2}^{ijk}(P, K) = 2 \int_0^1 du_1 u_1 \int_0^1 du_2 \left[ E_{\eta_0 \eta_2} (\hat{\imath} \hat{\imath} \hat{\delta}^{ij} + \hat{\imath} \hat{\delta}^k + \hat{\imath} \hat{\delta}^{ij}) + F_{\eta_0 \eta_2} \hat{\imath} \hat{\imath} \hat{\delta}^k \right], \quad \text{(B.19)}
\]

with

\[
E_{\eta_0 \eta_2} = \frac{1}{2t^3} \left( 2 + \frac{t_0^2}{t_0^2 - t^2} - \frac{3t_0}{2t} \ln \frac{t_0 + t}{t_0 - t} \right); \quad F_{\eta_0 \eta_2} = \frac{t}{(t_0^2 - t^2)^2} - \frac{5}{2t^3} \left( 2 + \frac{t_0^2}{t_0^2 - t^2} - \frac{3t_0}{2t} \ln \frac{t_0 + t}{t_0 - t} \right). \quad \text{(B.20)}
\]

C \hspace{1em} HTL dressed propagators

This appendix summarizes the derivation of HTL-dressed transverse and longitudinal gluon and quark propagators.

C.1 \hspace{1em} Transverse gluon propagator

The transverse gluon HTL-dressed propagator \( D_T(K) \) is

\[
D_T^{-1}(K) = K^2 - m_g^2 \left[ 1 + \frac{K^2}{k^2} \left( 1 - \frac{k_0}{2k} \ln \frac{k_0 + k}{k_0 - k} \right) \right]
\]  

(C.1)

For retarded gluon propagator

\[
D_{\mu \nu}^R(K) \equiv D_{\mu \nu}^a(K) = D_{\mu \nu} \left( k_0 + i \varepsilon, \vec{k} \right)
\]  

(C.2)

Thus,

\[
D_T^{R(-1)}(k, k_0, \varepsilon) = k_0^2 - \varepsilon^2 + 2k_0 \varepsilon - k^2 - m_g^2 X
\]  

(C.3)

where

\[
X = \left( \frac{k_0^2}{k^2} - \varepsilon^2 + \frac{2k_0 \varepsilon}{k^2} \right) + \left( \frac{k_0 + i \varepsilon}{2k} \right) \ln A + \left( \frac{-3i \varepsilon k_0^2}{2k^3} \ln A - \frac{3k_0 \varepsilon^2}{2k^3} \ln A \right) - \left( \frac{k_0^3 - i \varepsilon^3}{2k^3} \right)
\]  

(C.4)

and

\[
\ln A = \ln \frac{k_0 + k + i \varepsilon}{k_0 - k + i \varepsilon}
\]  

(C.5)

As for \( N_c = 3 \) and \( N_f = 2, m_g^2 = 4 \), so eq. (C.3) becomes

\[
D_T^{R(-1)}(k, k_0, \varepsilon) = - \left[ \left( \frac{k^2 - k_0^2 + \frac{4k_0^2}{k^2} - 2k_0 \varepsilon + \frac{8k_0 \varepsilon}{k^2} + \frac{2k_0 \varepsilon^2}{k^3} - \frac{2 \varepsilon k_0^2}{k^2} \right) \ln A + \left( \frac{2 \varepsilon k_0}{k} - \frac{2 \varepsilon k_0^2}{k^2} \right) \ln A \right]
\]  

(C.6)

Now, the \( \ln A \) term can explicitly be written as

\[
- \ln A = \frac{1}{2} \ln \left[ \frac{(k_0 - k)^2 + \varepsilon^2}{(k_0 + k)^2 + \varepsilon^2} \right] = i \left[ \tan^{-1} \frac{\varepsilon}{k_0 - k} - \tan^{-1} \frac{\varepsilon}{k_0 + k} \right]
\]  

(C.7)

Now, using the expression of \( \ln A \) from eq. (C.7), eq (C.6) becomes

\[
D_T^{R(-1)}(k, k_0, \varepsilon) = - \frac{4k_0^2}{k^2} - \left( k^2 - k_0^2 \right) \left[ 1 - \frac{k_0}{k^3} \ln \frac{(k_0 - k)^2 + \varepsilon^2}{(k_0 + k)^2 + \varepsilon^2} \right] - i \left[ \frac{2k_0}{k^3} \left( k_0^2 - k^2 \right) \left( \tan^{-1} \frac{\varepsilon}{k_0 - k} - \tan^{-1} \frac{\varepsilon}{k_0 + k} \right) - \varepsilon \Theta(k_0) \right]
\]  

(C.8)
C.2 Longitudinal gluon propagator

The longitudinal part of the HTL gluon propagator $D_L(K)$ is given by

$$D_L^{-1}(K) = \left[ K^2 + 2m_g^2 k^2 \left( 1 - \frac{k_0}{2k} \ln \frac{k_0 + k}{k_0 - k} \right) \right]. \quad (C.9)$$

As the scaled longitudinal part of the HTL gluon propagator $\tilde{D}_L(K)$ is defined as

$$\tilde{D}_L(K) = \frac{D_L(K)}{K^2}.$$ 

So, the retarded part of the inverse of the longitudinal gluon propagator becomes

$$\tilde{D}_L^{R(-1)}(K) = \left( k_0^2 - K^2 \right)^2 \left[ 1 + \frac{8}{k^2} - \frac{4k_0}{k^3} \ln A \right] + \mathcal{O}(\varepsilon)^3. \quad (C.10)$$

Using the expression of $\ln A$ from eq. (C.7), eq. (C.10) becomes

$$\tilde{D}_L^{R(-1)}(k, k_0, \varepsilon) = \left( k_0^2 - k^2 \right)^2 \left[ 1 + \frac{8}{k^2} + \frac{2k_0}{k^3} \ln \left( \frac{k_0 - k}{k_0 + k} \right)^2 + \varepsilon^2 + \left\{ \frac{4k_0}{k^3} \left( \tan^{-1} \frac{\varepsilon}{k_0 - k} - \tan^{-1} \frac{\varepsilon}{k_0 + k} \right) + \varepsilon \Theta(k_0) \right\} \right]. \quad (C.11)$$

C.3 Quark propagator

The HTL-dressed quark propagator $\Delta_{\pm}(Q)$ is given by

$$\Delta_{\pm}^{-1}(Q) = q_0 \pm q - \frac{m_q^2}{q} \left[ \mp 1 + \frac{1}{2q} m_q^2 (q \pm q_0) \ln \frac{q_0 + q}{q_0 - q} \right]. \quad (C.12)$$

The inverse of the retarded quark propagator for plasmino mode can be written as

$$\Delta_{\pm}^{R(-1)}(q, q_0, \varepsilon) = q_0 + i\varepsilon - q - \frac{1}{q} + \frac{q_0 - q}{2q^2} \ln \frac{q_0 + q + i\varepsilon}{q_0 - q + i\varepsilon} + \frac{i\varepsilon}{2q^2} \ln \frac{q_0 + q + i\varepsilon}{q_0 - q + i\varepsilon}. \quad (C.13)$$

Using eq. (C.7), eq. (C.13) becomes

$$\Delta_{\pm}^{R(-1)}(q, q_0, \varepsilon) = -\left[ \frac{1}{q} + q - q_0 + \frac{q_0 + q}{4q^2} \ln \left( \frac{q_0 + q}{q_0 - q} \right)^2 + \varepsilon^2 + \frac{\varepsilon}{2q^2} \left\{ \tan^{-1} \left( \frac{\varepsilon}{q_0 + q} \right) - \tan^{-1} \left( \frac{\varepsilon}{q_0 - q} \right) \right\} \right] \quad -i \left[ \frac{\varepsilon}{4q^2} \ln \left( \frac{q_0 + q}{q_0 - q} \right)^2 + \varepsilon^2 + \frac{q_0 - q}{2q^2} \left\{ \tan^{-1} \left( \frac{\varepsilon}{q_0 + q} \right) - \tan^{-1} \left( \frac{\varepsilon}{q_0 - q} \right) \right\} \right]. \quad (C.14)$$

Similarly, the retarded quark propagator for the real quark mode comes out to be

$$\Delta_{\pm}^{R(-1)}(q, q_0, \varepsilon) = q_0 + q + \frac{1}{q} - \frac{q_0 + q}{4q^2} \ln \left( \frac{q_0 + q}{q_0 - q} \right)^2 + \varepsilon^2 + \frac{\varepsilon}{2q^2} \left\{ \tan^{-1} \left( \frac{\varepsilon}{q_0 + q} \right) - \tan^{-1} \left( \frac{\varepsilon}{q_0 - q} \right) \right\} \quad -i \left[ -\varepsilon + \frac{\varepsilon}{4q^2} \ln \left( \frac{q_0 + q}{q_0 - q} \right)^2 + \varepsilon^2 + \frac{q_0 + q}{2q^2} \left\{ \tan^{-1} \left( \frac{\varepsilon}{q_0 + q} \right) - \tan^{-1} \left( \frac{\varepsilon}{q_0 - q} \right) \right\} \right]. \quad (C.15)$$
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