In this paper, we consider image quality assessment (IQA) as a measure of how images are amenable with respect to a given downstream task, or task amenability. When the task is performed using machine learning algorithms, such as a neural-network-based task predictor for image classification or segmentation, the performance of the task predictor provides an objective estimate of task amenability. In this work, we use an IQA controller to predict the task amenability which, itself being parameterised by neural networks, can be trained simultaneously with the task predictor. We further develop a meta-reinforcement learning framework to improve the adaptability for both IQA controllers and task predictors, such that they can be fine-tuned efficiently on new datasets or meta-tasks. We demonstrate the efficacy of the proposed task-specific, adaptable IQA approach, using two clinical applications for ultrasound-guided prostate intervention and pneumonia detection on X-ray images.
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1. Introduction

1.1. Image quality assessment

Medical imaging is used extensively for diagnostic and therapeutic procedures in medicine, whether they be interventional or non-interventional in nature. Several such diagnostic, navigational or therapeutic tasks in the clinical workflow rely on medical images where they inform the clinician’s judgement, directly or via derived measurements. Medical imaging is increasingly being used as a navigational aid to guide surgical and other interventional procedures, such as for prostate biopsies (Brown et al., 2015), liver resections (Simpson and Kinham, 2016), and brain resections (Kondziolka and Lunsford, 1996). Treatment planning, for example radiotherapy planning, relies heavily on pre-operative medical images (Dirix et al., 2014; Liney and Moerland, 2014). Moreover, imaging is commonly used for diagnostic clinical tasks whether the task is performed manually by humans or automated using computer aided diagnosis. The use of chest radio-graphs for diagnosis of lung diseases (Doi, 2007), computed tomography (CT) or magnetic resonance (MR) scans for diagnosis of brain diseases (Doi, 2007) and ultrasound (US) for diagnosis of uterine diseases (Dueholm, 2006), are all common examples where diagnosis relies heavily or solely on medical images.

The performance of clinical tasks that rely on medical imaging can be adversely impacted by the image quality of the images being used (Chow and Paramesran, 2016). Image quality
assessment (IQA) is an effective way to ensure that any clinical task intended for a medical image can be performed reliably as the use of poor quality images for clinical tasks can result in inaccurate, or potentially erroneous, diagnoses or measurements (Davis et al., 2009; Wu et al., 2017; Chow and Paramesran, 2016). IQA serves as a mechanism to ensure that intended downstream target tasks for medical images, such as diagnostic, therapeutic or navigational tasks, can be performed effectively and reliably.

The use of IQA in medicine to ensure reliability in clinical task performance is common and various approaches to IQA have been proposed in the past decades to address this problem. Existing IQA methods broadly fall into two categories, manual and automated assessment. Manual assessment is widely used in clinical practice (Chow and Paramesran, 2016), often involving human interpretation of a set of criteria in order to assess image quality (Loizou et al., 2006; Hemmsen et al., 2010; Shima et al., 2007). Due to the high variance in manual assessment, consensus or mean quality scores from multiple observers may be used to assess images (De Angelis et al., 2007; Chow and Rajagopal, 2015). Although consensus-based methods are able to reduce the variance in predictions and produce repeatable measurements for IQA, the human cost associated with obtaining IQA scoring from multiple expert observers is high (Chow and Paramesran, 2016). Automated assessment methods for IQA provide a means to ensure reproducible measurements and to reduce both the variance in predictions and the involvement of human perception of both the medical image and the IQA criteria (Chow and Paramesran, 2016). These automated methods differ from manual methods in that after a computational tool construction phase, such as training a machine learning model, they are able to quantify IQA without requiring human judgement for any new images being assessed. It is, however, important to note that model construction itself may require human judgement, possibly in the form of labelled samples or to select common features across high or low quality images, for both development and validation of the model.

Automated methods can further be classified based on the extent to which they utilise information from a reference set of images in the IQA model construction phase (Chow and Paramesran, 2016). Full-reference automated methods use selected reference images directly in order to compute an IQA metric. The metric is often based on a similarity measure between the image being assessed and the subjectively selected reference standard good-quality image. The selection of the reference standard and construction of the metric may be considered as part of model construction (Fuderer, 1988; Kaufman et al., 1989; Henkelman, 1985; Dietrich et al., 2007; Shiao et al., 2007; Geissler et al., 2007; Salem et al., 2002; Choong et al., 2006; Daly, 1992; Jiang et al., 2007; Miao et al., 2008; Wang et al., 2004; Kumar and Rattan, 2012; Kumar et al., 2011; Rangaraju et al., 2012; Kowalk-Urbaniak et al., 2014; Huo et al., 2006). These full-reference methods and other reduced-reference methods, which use partial information from a selected reference image set (Chow and Paramesran, 2016), can thus produce automated, reliable and repeatable measurements. No-reference methods aim to eliminate the subjective selection of a reference standard and do not rely on a reference image set for model construction (Dutta et al., 2013; Kalayeh et al., 2013; Mortamet et al., 2009; Woodard and Carley-Spencer, 2006; Eck et al., 2015; Racine et al., 2016; Davis et al., 2009; Köhler et al., 2013; Loizou et al., 2006). These methods require robust mathematical models to capture common features across low quality images or the statistics of high quality image generation, and are therefore specific to certain modalities or applications. For example, methods have been proposed for MR images (Mortamet et al., 2009; Woodard and Carley-Spencer, 2006), single photon emission CT (Kalayeh et al., 2013), and CT (Eck et al., 2015; Racine et al., 2016). Constructing these modality- or application-specific models may not require human labels of IQA at model construction or inference, however, it requires in-depth knowledge of the noise sources within the imaging modality as well as of the image acquisition process and that of intended use of the images (Chow and Paramesran, 2016). Learning-based approaches use machine learning methods, including recent deep learning, to automate IQA and provide fast inference. Most of the existing methods learn from subjective expert labels of IQA (Wu et al., 2017; Zago et al., 2018; Esses et al., 2018; Baum et al., 2021; Liao et al., 2019; Abdi et al., 2017; Lin et al., 2019; Camps et al., 2020), based on a set of pre-selected reference images to varying extent. Most automated IQA methods, including full-, reduced- and no-reference methods, both learning- and non-learning-based, were validated against human labels of IQA regardless of the extent to which they use human labels for model construction (Chow and Paramesran, 2016).

In this work we turn our attention to task-specific IQA methods, when the goal of an IQA method is to ensure that specific downstream tasks can be reliably performed, and task-agnostic IQA methods may not always be effective, efficient or feasible. We propose to use the term ‘task amenability’ to define the usefulness of an image for a specific downstream target task. Most IQA methods, regardless of the extent to which they utilise a reference standard, are often designed to be specific to a certain imaging modality or to a specific anatomy, rather than directly quantify the impact on the downstream clinical task performance (Chow and Paramesran, 2016; Wu et al., 2017; Esses et al., 2018; Eck et al., 2015; Racine et al., 2016), as discussed above. For example, a strong ultrasound reflection, obstructing a significant part of gland boundaries, is catastrophic to a downstream task of gland segmentation, but may not adversely impact a classification task for identifying the presence of the gland. Similar examples also include severe noise found outside of regions of interest, upon which the diagnosis decision does not rely.

Perhaps more interestingly, as increasing number of downstream tasks are being automated by, for example, machine learning models, the subjectively perceived task-specific IQA may be very different from the actual impact of an image on the automated target task. Thus the extent to which these human-defined criterion can measure impact on machine-automated task performance is still an open question. Thus one could argue that, where the downstream target task is independently learned or performed, task amenability may be difficult to quantify.
1.2. Related work and contribution

In our previous work (Saeed et al., 2021a), we proposed a method to objectively quantify task amenability for a specific task by jointly learning the task-specific IQA and the target task to capture the inter-dependence between the two functions, without the need for human labels of IQA. We proposed to simultaneously learn a task predictor, which performs a downstream target task, and an IQA controller, which selects or weights images based on their task amenability. In this scenario, images can be selected or weighted based on their task amenability such that this selected or weighted subset results in improved target task performance. It should be noted that only performing the target task (i.e. using a task predictor function with fixed weights) while learning the task amenability may also be able to capture the dependence of the controller on the target task. However, to capture the inter-dependence which arises from the task predictor training data modification by the controller and the controller training based on task predictor performance, requires the target task to be learnt within the framework. Nonetheless, the fixed task predictor formulation may be useful for applications where the task-predictor has been pre-trained with different data or in applications where what the IQA entails does not impact task performance.

In the proposed problem setting, optimising the controller is dependent on the task predictor being optimised. The problem can thus be modelled in a meta-learning framework where the downstream target task performance is maximised with respect to the controller selected images. The task predictor and the data used to train it are considered to be contained within an environment which reflects a Markov decision process (MDP).

Meta-learning problems have increasingly been formulated as reinforcement learning (RL) problems under RL-based meta-learning. In the RL-based meta-learning framework, a parameter associated with the target task is modified by the controller such that the target task performance can be maximised. The reward, which indicates how well the target task is performed, is computed after the parameter modification and thus indicates the effect of the controller’s modification. This reward is used to update the controller in a way which maximises the cumulative obtained reward and thus allows for a parameter setting that maximises the target task performance, to be learnt. The target task can include any automated classification, regression or segmentation task and the parameter modification by the controller can include selecting a data transformation strategy for augmentation policy search (Cubuk et al., 2019; Zhang et al., 2019), selecting hyper-parameters like filters for convolutional layers for neural architecture search (Zoph and Le, 2017) and sampling training data for data valuation (Yoon et al., 2020). This approach to learn task amenability bears some resemblance with the data valuation framework presented in (Yoon et al., 2020), however, there are several differences in reward formulation without human labels of quality, the RL algorithms used, and other methodological details including use of the controller for holdout data.

In another previous work we proposed a meta-RL training scheme for the controller (Saeed et al., 2021b). The training scheme involved a recurrent neural network (RNN) based controller and sampling different MDP environments, each with different observer labels for the target task, during training in order to equip the trained controller with adaptability to new labelling standards. The resulting adaptability from data labelled by non-expert observers to high-quality expert labelled data, carefully curated by reviewed consensus, proved useful for the efficient use of labelled data.

In this work, we summarise the two preliminary sets of experimental results (Saeed et al., 2021a,b) and present a general framework to learn an adaptable task amenability assessment using meta-reinforcement learning (meta-RL). The proposed scheme samples environments for training, from a distribution of MDP environments, such that the controller can adapt to new environments sampled from the distribution with a few interactions. Adaptive behaviour is learnt as a result of the proposed training scheme which involves sampling multiple environments and the use of a recurrent neural network (RNN) to equip adaptability to the controller similar to the framework proposed in our previous work (Saeed et al., 2021b). However, different from the previous work, the distribution of environments in the general framework can be over different target tasks, imaging modalities, observer labels, task predictor functions (e.g. different network architectures), or any other variable within the environment, as opposed to over different observer labels (where each sampled environment can be considered a new meta-task). Meta-RL allows for the task predictor and controller functions to be trained together to capture the inter-dependence between them and also to equip adaptability to the controller over different meta-tasks. Therefore, the focus of this work is to formulate a general meta-RL framework for IQA which is applicable to a variety of scenarios where adaptability is to be learnt over a distribution of environments or meta-tasks.

Contributions of this work are summarised as follows: 1) we present a literature review with a contextual discussion for positioning the proposed task-specific IQA methodology and explains the need for co-learning between the IQA controller and a task predictor; 2) building on our preliminary work presented in two recent conference papers (Saeed et al., 2021a,b), we formulate a general, unified meta-RL based meta learning framework to train an adaptable IQA system which directly accounts for the inter-dependence between the task-specific IQA and the target task; 3) we present new experiments to evaluate the hyper-parameters and design choices in our proposed framework; 4) in addition to summarising the two previously reported target tasks of prostate classification and segmentation, we also evaluate for a new diagnostic target task of pneumonia detection, on a public dataset of chest X-ray images; 5) the code used in this study are made available for reproducibility of the presented experimental results.

2. Methods

2.1. Problem formulation

In this section, we formulate the image quality assessment problem in a specific scenario, that uses the output of the measure of quality for task amenable data selection. As described
in Sect. [1] and illustrated in the Fig. [1] the proposed IQA formulation relies on two inter-dependent functions, the controller and the task predictor.

2.1.1. Task predictor and IQA controller
Without loss of generality, assume the task predictor is a parametric function,
\[
f(x; w) : X \rightarrow Y, \tag{1}
\]
which performs the target task given an image sample \( x \in X \) and outputs a prediction \( y \in Y \), with parameters \( w \). The controller is also a parametric function,
\[
h(x; \theta) : X \rightarrow [0, 1], \tag{2}
\]
which outputs a task amenability score given an image sample, \( x \), with parameters \( \theta \). In this formulation \( X \) and \( Y \) correspond to the image and label domains for the specific downstream target task respectively. \( P_X \) and \( P_{XY} \) denote the image and joint image-label distributions with probability density functions \( p(x) \) and \( p(x, y) \), respectively.

The task predictor performs the downstream target task and the controller selects or weights data used for training the task predictor. The task performance informs the controller decisions over time in order to allow for task performance to be improved. The training methodology outlined below helps to capture this inter-dependence between the two functions.

2.1.2. Optimising task predictor
Given that a loss function, \( L_f : Y \times Y \rightarrow \mathbb{R}_{\geq 0} \), measures how well the target task is performed by the task predictor \( f(x; w) \) given task label \( y \), the task predictor is optimised by minimising a weighted loss function as follows:
\[
\min_w \mathbb{E}_{(x, y) \sim P_{XY}}[L_f(f(x; w), y)h(x; \theta)]. \tag{3}
\]

Here, weighting by the controller-measured task amenability for the same image sample, \( x \), ensures that high loss samples with low task amenability should be weighted less. This provides an incentive to reject such samples, and to accept samples with high task amenability, in optimising the controller described as follows.

2.1.3. Optimising controller
The controller is optimised by minimising a weighted metric function on the validation set \( L_h : Y \times Y \rightarrow \mathbb{R}_{\geq 0} \):
\[
\min_{\theta} \mathbb{E}_{(x, y) \sim P_{XY}}[L_h(f(x; w), y)h(x; \theta)], \tag{4}
\]
\[
s.t. \quad \mathbb{E}_{x \sim P_X}[h(x; \theta)] \geq c > 0. \tag{5}
\]
The controller thus predicts lower task amenability for samples with higher values from this metric function, which translates to lower task performance, due to the weighted sum being minimised. Intuitively, this means correctly predicting the task labels for lower task amenability samples tends to be difficult. The trivial solution of \( h \equiv 0 \) is prevented by introducing the constraint.

2.1.4. Bi-level optimisation for learning task amenability
The proposed task amenability framework can thus be posed as the following bi-level minimisation problem (Sinha et al., 2018):

![Fig. 1: Illustration of the proposed multi-environment meta-RL task amenability framework.](image-url)
This problem can be re-structured to permit sampling or selection based on controller outputs by considering the data \( x \) and \((x, y)\) to be sampled from the controller-selected or sampled distributions \( \mathcal{P}_x \) and \( \mathcal{P}_XY \), with probability density functions \( p^h(x) \propto p(x|h; \theta) \) and \( p^h(x, y) \propto p(x,y|h; \theta) \), respectively. Thus, re-formulating to facilitate sampling or selection, we can re-write the bi-level minimisation problem as follows:

\[
\min_{\theta} \mathbb{E}_{(x,y) \sim \mathcal{P}_XY}[L_h(f(x; w^*), y)h(x; \theta)], \tag{6}
\]

s.t. \( w^* = \arg \min_w \mathbb{E}_{(x,y) \sim \mathcal{P}_XY}[L_f(f(x; w), y)h(x; \theta)], \tag{7} \]

\[
\mathbb{E}_{x \sim \mathcal{P}_X}[h(x; \theta)] \geq c > 0. \tag{8} \]

2.2. Meta-reinforcement-learning for task amenability

The formulated task amenability assessment problem, eq. \[6\] to \[9\] can be learnt in a RL-based meta-learning framework as formulated in our previous work (Saeed et al., 2021a). In this work we outline a general meta-RL based meta-learning framework to learn adaptable task amenability assessment.

2.2.1. Markov decision process environment construction

The proposed formulation can be modelled as a finite-horizon Markov decision process (MDP) with the controller interacting with, and influencing, an ‘environment’, which contains the task predictor and the data used to train such a function, as illustrated in Fig. 2. The MDP environment for this task amenability problem thus consists of the data from \( \mathcal{P}_{XY} \), where this joint image-label distribution is defined as \( \mathcal{P}_{XY} = \mathcal{P}_X \mathcal{P}_{Y|X} \), and the target task predictor \( f(\cdot; w) \). At time-step \( t \), the observed state of the environment \( s_t = (f(\cdot; w_t), B_t) \) is composed of the target task predictor \( f(\cdot; w) \) and a batch of samples \( B_t = \{ (x_i, y_i) \}_{i=1}^{B} \) from a train set \( D_{\text{train}} = \{(x_i, y_i)\}_{i=1}^{N} \) from the distribution \( \mathcal{P}_{XY} \). If each MDP environment is defined as \( M_k \), the joint image-label distribution and task predictor within the environment can be defined as \( \mathcal{P}_{X_{Y|E}} \) and \( f_k(\cdot; w_k) \), respectively. However, in further analysis, we omit \( k \) from these expressions, for notational convenience.

2.2.2. Reinforcement learning for bi-level optimisation

Reinforcement learning allows for the training of a controller to maximise a reward obtained based on controller-environment interactions, which are considered to be a MDP. In RL, the MDP is considered to be a 5-tuple \((S, A, p, r, \pi)\). \( S \) is the state space and \( A \) is the continuous action space. \( p : S \times S \times A \rightarrow [0, 1] \) is the state transition distribution conditioned on state-actions, e.g. \( p(s_{t+1}|s_t, a_t) \) represents the probability of the next state \( s_{t+1} \in S \) given the current state \( s_t \in S \) and action \( a_t \in A \).

The reward function is denoted by \( r : S \times A \rightarrow \mathbb{R} \) and \( R_t = r(s_t, a_t) \) denotes the reward given current state \( s_t \) and action \( a_t \).
where components between the MDPs and a few such cases are discussed. Each sampled MDP influences the action for that sample. It should be noted that history leading up to a sample such that changing history can and its internal memory make the controller a function of the same trial. The internal memory is reset before the controller encounters another environment i.e. at the start of each trial. This mechanism allows for adaptability even with fixed weights (Duan et al., 2016; Wang et al., 2017; Botvinick et al., 2019). The additional inputs along with the embedded RNN and its internal memory make the controller a function of the history leading up to a sample such that changing history can influence the action for that sample. It should be noted that each sampled MDP $M_i$ has its own task predictor and joint image-label distributions. There may be benefit in sharing components between the MDPs and a few such cases are discussed in the following paragraphs. The training scheme is outlined in Algorithm 1 and summarised in Fig. 1.

Subsequent to training using the meta-RL scheme, adaptation can be carried out by sampling a single MDP $M_a \sim \mathcal{P}_M$, where $\mathcal{P}_M$ is the environment to be adapted to, resetting the RNN internal state once at the start of the adaptation and allowing for controller-environment interaction across multiple episodes. This means following the same scheme as Algorithm 1 but without sampling a new MDP on each trial, without resetting the RNN internal state at the start of each trial, and without updating the controller. The adaptability in this adaptation scheme is a result of updating RNN internal state rather than updates of the weights.

This meta-IQA training and adaptation scheme could potentially be applicable to a wide range of scenarios. Training an IQA system which could adapt to different target tasks, new labels for the target task, different task predictor functions, different reward metrics, or different imaging modalities are all possible with the proposed training scheme. This could allow for efficient use of data without the need to retrain an entirely new IQA system. As an example, to train an IQA system adaptable to different task predictor functions, for example neural network architectures, the defined MDP distribution $\mathcal{P}_M$ would have MDPs each with a task predictor with a different architecture. For some of these applications, such as to train an adaptable IQA system across multiple reward metrics or labels for the target task, it may be beneficial to share the task predictor between MDP environments. This equips adaptability to the task predictor in addition to the controller. Moreover, sharing certain components of the dataset may be useful as well, such as for multiple observer labels, it may be useful to share images across environments and define the distribution of MDPs $\mathcal{P}_M$ to be over different joint image-label distributions as outlined in Sect. 2.2.

2.2.4. Reward formulation

In the previous sections we outlined how a performance metric can be used as the reward function to train the task amenability-predicting controller. This allows for many different combinations and variations in the reward formulation, however, in this work we focus on a performance metric computed on the validation set $\mathcal{D}_{\text{val}} = \{(x_j, y_j)\}_{j=1}^M$ from the same distribution as the train set $\mathcal{P}_{XY}$, as: $\{(x_{\mu j})_{\mu=1}^M = (L_\mu(f(x_{\mu j}; w_{\mu}), y_{\mu j}))\}$. This performance can be used to formulate the un-clipped reward $\tilde{R}_t$. $\tilde{R}_t$ can be formulated in several ways, with or without the controller output for the validation set $\{h_j\}_{j=1}^M = \{h(x_j; \theta)\}_{j=1}^M$. In this work we consider three formulations for $\tilde{R}_t$:

1. $\bar{R}_{\text{avg},t} = -\frac{1}{M} \sum_{j=1}^M l_{jt}$, the average performance.
2. $\bar{R}_{\text{avg},t} = -\frac{1}{M} \sum_{j=1}^M l_{jt} h_j$, the weighted sum.
3. $\bar{R}_{\text{sel},t} = -\frac{1}{M} \sum_{j'=1}^M \{ l_{j',t} \}$, the average of the selected $M'$ samples.

The first reward formulation $\bar{R}_{\text{avg},t}$ requires pre-selection of highly task amenable data by a human observer to form the validation set since no controller weighting or sampling is performed. These “task amenability” labels can be acquired in addition to the task labels and can be used to form a clean fixed validation set. The second $\bar{R}_{\text{avg},t}$ and third $\bar{R}_{\text{sel},t}$ reward formulations do not require these human labels of task amenability as they utilise the controller output to weight or sample the validation set, respectively. For the third reward formulation, $\bar{R}_{\text{sel},t}$, $\{ j' \}_{j'=1}^M \subseteq \{ j \}_{j=1}^M$ and $h_{j'} \leq h_j, \forall k \in \{ j' \}, \forall \forall j' \in \{ j \}$, i.e. the un-clipped reward $\bar{R}_{\text{sel},t}$ is the average of $\{ l_{j,t} \}$ from the subset of $M' = \{(1 - s_{\text{sel}})M\}$ samples, by removing $s_{\text{sel}} \times 100\%$ samples from the end, after sorting $h_j$ in decreasing order. During training, this $\bar{R}_{t}$ value is clipped using a moving average $\bar{R}_{t} = \alpha_t \bar{R}_{t-1} + (1 - \alpha_t) \bar{R}_{t}$, where $\alpha_t$ is a hyper-parameter set to 0.9. It is possible to clip the reward using other values such as using a random selection baseline rather than using a moving average. It is interesting to note that since the validation set is formed of multiple samples, this means that the controller will not only keep samples on which the target task can be performed perfectly but will try to select samples to facilitate generalisability to new samples. Additionally, since the validation set is either weighted or selective, with or without human labels of IQA, with respect to task amenability, generalisability to samples that have high task amenability is encouraged compared to those with low task amenability. This means that cases such as all samples being selected or all but one samples being rejected, are discouraged in this formulation.

2.3. Single environment cases

The task-specific IQA system presented in (Saeed et al., 2021a) can be considered a special case of the general meta-RL framework presented in this work. In the single environment
case, there are no environment-specific trials but rather we can consider the same environment to be sampled at the start of each trial. Moreover, adaptation is not required after training. The Reptile update (introduced in Sect. 2.4) is also not applicable to this single environment case and the RNN may be replaced with a simple feed-forward function such as a deep neural network and the additional inputs of $a_t$, $r_t$, and $d_t$ may be omitted. More succinctly, meta-RL simplifies to RL for this single environment case. This is useful when adaptability over a dataset distribution is not required but generalisability to new samples in a dataset is still desirable.

2.4. Multiple environments for inter-observer labels

Our previous work presented preliminary results for such a specific formulation of the meta-RL framework (Saeed et al., 2021b), in which a trained IQA system could adapt across multiple observers of task amenability, for example to use non-expert target task labels for training and then use limited expert-labelled data for adaptation to adapt the task-specific IQA definition to a new reference standard. In this paper, the general framework presented in Sect. 2.2.2 is a more general case of the multi-observer framework presented in (Saeed et al., 2021b).

Additional results from a comprehensive set of experiments are also presented in Sect. 4.

For the multi-observer setting we consider multiple label distributions $\{p^k_{xy}\}_{k=1}^K$ which means that each sample $x$ has multiple labels $y_j^k$. Therefore, we have multiple joint image-label distributions $p^k_{xy} = \mathbb{P}(x,y^k_1,\ldots,y^k_K)$ for $k = 1,\ldots,K$. We use each joint image-label distribution to form an individual MDP environment $M_k$. The distribution of MDPs $\mathcal{P}_M$ is thus over multiple observers for the same target task. In the multi-observer framework, weights of the task predictor are synced across multiple observers for the same target task. In the multi-observer framework, weights of the task predictor are synced between multiple observers for the same target task. In the multi-observer framework presented in (Saeed et al., 2021b), in which a trained IQA system could adapt across multiple environments at the start of a new trial and the task predictor is updated using Reptile (Nichol et al., 2018) to allow for adaptability and data efficiency of the predictor in addition to the controller.

The Reptile-based task predictor update therefore consists of two steps: 1) perform gradient descent for the task predictor $f(\cdot;w_t)$, starting with weights $w_t$ and ending in weights $w_{t,\text{new}}$; 2) update the task predictor weights $w_t \leftarrow w_t + \epsilon (w_{t,\text{new}} - w_t)$. $\epsilon$ is set as 1.0 initially and linearly annealed to 0.0 as trials progress (similar to Nichol et al. (2018)). Adaptive moment estimation (Kingma and Ba, 2017) is used as the gradient descent algorithm for this work.

2.5. Controller selection at inference

A separate holdout set is used to evaluate the controller-learned task amenability assessment. We remove a proportion of the samples valued least by the controller by sorting the samples in the holdout set according to controller predicted values. This ratio of samples removed based on controller outputs is referred to as the ‘holdout set rejection ratio’.

3. Experiments

We conduct experiments to evaluate the efficacy of the proposed task amenability framework, both in single and multiple environment settings. The details of the experiment and the data used to to evaluate the proposed framework are outlined in this section.

3.1. Experiment data

We used two datasets in our experiments; the first dataset was formed of trans-rectal ultrasound (TRUS) images of the prostate gland and surrounding regions, and the second dataset consisted of chest X-ray images. The TRUS dataset allows us to evaluate the efficacy of the proposed framework to two common surgical guidance and navigational target tasks of prostate presence detection and gland segmentation. The chest X-ray dataset allows us to evaluate the framework for a common diagnostic target task of pneumonia detection using chest X-ray images, and to demonstrate that the proposed approach is not limited to a single imaging modality, dataset, and target task. Moreover, this dataset is publicly available and commonly used for medical imaging research.

3.1.1. Transrectal ultrasound imaging and the target tasks

Ultrasound guided biopsy procedures were performed for 259 patients as part of the clinical trials (NCT02290561, NCT02341677). Trans-rectal ultrasound images were acquired for these patients using a side firing transducer of a biplane trans-perineal ultrasound probe (C41L47RP, HI-VISION Preirus, Hitachi Medical Systems Europe). These images were acquired either while manually positioning a digital trans-perineal stepper (D&K Technologies GmbH, Barum, Germany) for navigation using ultrasound or while rotating the stepper with recorded relative angles to scan the entire gland. Each image consisted of 50-120 2D frames of TRUS with relative angles recorded for each frame.
Data pre-processing. In order to feasibly label the acquired data, the resulting TRUS images were sampled at approximately 4 degrees resulting in a total of 6712 2D frames of TRUS from 259 patients. These images were randomly split into train, validation and holdout sets, maintaining patient-level separation between sets, with 4689, 1023, and 1000 images from 178, 43, and 38 subjects, respectively. All the images were labelled by four observers for two downstream target tasks (see subsequent paragraph for further details). In addition to the labels for target task, human labels of task amenability for both target tasks were acquired for the purpose of comparing to controller predicted task amenability assessment and in order to select data for the fixed clean validation set reward strategy. These task amenability labels were in the form of binary labels indicating if an image was amenable for the target task or not.

Two target tasks and their labels. Labels for two target tasks were curated for all the images: 1) prostate presence classification (binary scalar value indicating prostate presence); 2) prostate gland segmentation (binary image mask of the prostate gland).

Three sets of labels were collected from three trained medical imaging researchers for both target tasks. For brevity, these three sets are referred to as “non-expert” labels and are denoted by \( L_i \). An additional set of consensus labels were generated using a slice-level and pixel-level majority vote for the classification and segmentation tasks, respectively. These consensus labels are denoted by \( L_C \). These consensus labels were then reviewed by a urologist and edited as required. The labels curated by reviewed consensus with an “expert” are denoted as \( L_R \). These labels were then reviewed by the urologist and edited as required. The labels curated by reviewed consensus with an “expert” are denoted as \( L_R \). The three trained medical imaging researchers each had between 2-5 years of experience with medical images and their annotation whereas the urologist had over 15 years of experience.

Summary of experiments. With this dataset we perform two types of experiments: 1) experiments where we use the consensus labels \( L_C \) as a single environment for training using the single environment simplified case presented in Sect. 2.2.3 2) experiments where we use the non-expert label sets \( \{ L_i \}_{i=1}^3 \) for training and the expert label set \( L_R \) for adaptation using the multi-environment framework (more specifically the multi-observer setting presented in Sect. 2.4). Experiments that fall under type 1 are referred to as single-environment experiments. We investigate the effect of the three proposed reward strategies, presented in Sect. 2.2.4 and compare with a non-selective baseline (Sect. 3.4.1), compare controller-predicted task amenability to human labels of IQA (Sect. 3.4.1), conduct a sensitivity analysis for the \( \delta_{eq} \) hyper-parameter for the segmentation task (Sect. 3.4.1). For experiments that fall under type 2, referred to as multi-environment experiments, we compare the proposed multi-environment meta-RL framework to a single environment baseline (Sect. 3.5), and conduct ablation studies to evaluate the design choices of the proposed meta-RL algorithms and its training strategy (Sect. 3.5).

3.1.2. Public chest X-ray data and the target task

A public dataset of chest X-ray images with binary labels indicating pneumonia diagnosis (Yang et al. 2021) was used to evaluate the applicability of the proposed framework to diagnostic target tasks. A total of 5856 images were randomly split into train, validation and holdout sets with 4708, 524 and 624 images, respectively. The images are scaled down pediatric chest X-ray images acquired as part of routine clinical visits. Since low-quality images were manually removed from this data we added artificial corruptions of random intensities to these images in order to evaluate the task amenability assessment framework. Two corruption operations with random intensities were used. Firstly, random Gaussian noise was added to images with intensities varying between 0.0 and 0.8 where an intensity of 1.0 means all pixels in the image are corrupted by random noise and 0.0 means that no pixels are corrupted (percentage of pixels corrupted in the image varies linearly with intensity value). Secondly, random obstructions were added to the image with intensities between 0.0 and 1.0 where an intensity of 1.0 means 100% of the image is obstructed by zero intensity pixels and 0.0 means that the original image is fully visible with no obstructions added (percentage of image obstructed varies linearly with intensity value).

The dataset used and the associated experiments are available in an open-source GitHub repository: https://github.com/s-sd/task-amenity

Summary of experiments. With this dataset we perform experiments with the reduced single environment (Sect. 2.3) and thus experiments for this data fall under single-environment experiments. We evaluate different RL algorithms within the proposed framework (Sect. 3.4.3), and compare the performance of the task predictor when controller selection is applicable to the holdout set with random selection and non-selective baselines (Sect. 3.4.2).

3.2. IQA performance evaluation

The IQA system, including both the controller and target task predictor are evaluated jointly using task performance. This serves as a direct measure of performance for the task predictor and indirect measure of performance for the controller with respect to the learned task amenability. The task performance measures for the different target tasks considered in this work are outlined as follows.

Prostate presence detection. For the prostate presence detection classification task, we report the mean accuracy (Acc.) for the holdout set with standard deviation (St.D.) as a measure of inter-patient variability.

Prostate gland segmentation. We report the mean binary Dice score (Dice) on the holdout set with St.D. to measure inter-patient variability, for the prostate gland segmentation task.

Pneumonia detection. For the pneumonia detection classification task, we report Acc. and we use bootstrap sampling to estimate the St.D. as a measure of inter-sample variance for the holdout set.

All results, for all tasks, are averaged across all the samples in the holdout set. Where controller selection on the holdout set is applicable, the holdout set rejection ratio is specified and
the task performance measures are computed over the selected samples only. Paired t-test results at a significance level of 5% are reported for comparisons.

3.3. Training details

Prostate presence detection. For the single-environment class of experiments, the controller is trained using the deep deterministic policy gradient (DDPG) [Lillicrap et al., 2019] algorithm with hyper-parameters being empirically configured. For the multi-environment type of experiments, the controller is trained using proximal policy optimisation (PPO) [Schulman et al., 2017]. An Alex-Net-style architecture [Krizhevsky et al., 2012] was used as the target task predictor. The target task predictor and controller were trained with a cross-entropy loss and reward based on classification accuracy (Acc.) for the classification task. Hyper-parameters for the controller and task predictor network architectures and training procedures remain unchanged from default unless specified. The actor and critic networks used in the DDPG and PPO algorithms pass the image inputs via a 3-layered convolutional encoder. These networks then feed into 3 fully connected layers (which embed an RNN works used in the DDPG and PPO algorithms pass the image inputs). The actor and critic networks trained and tested, 1) without controller selection, i.e., a trivial controller, referred to as the non-selective baseline, and 2) with a random selection strategy, i.e. a trivial controller, referred to as the random selection baseline, are quantitatively compared.

Pneumonia detection. All details including the target task loss, reward, and RL hyper-parameters remain the same as the prostate presence classification task; however, since there are no multi-environment experiments for this dataset, for comparison between different RL algorithms, both DDPG and PPO are used in the single-environment setting for controller training.

3.4. Single-environment experiments

3.4.1. Evaluating different reward strategies

The proposed RL-based task amenability framework for a single environment was evaluated using the TRUS data with consensus labels $L_C$ for training for all three reward strategies presented in Sec 2.2.4.

To evaluate the relationship of the controller output with the target task performance, different percentages of the holdout set were removed according to controller output and the mean performance measure and measure of spread are reported for the remaining samples. The three reward formulations were compared with a baseline target task predictor with no controller selection during training or testing. For the fixed clean verification set reward formulation, $s_{rej}$ was set as 0.05 and 0.15 for the prostate classification and segmentation tasks, respectively, for all experiments, unless specified otherwise. The holdout set rejection ratio for the prostate presence detection and gland segmentation tasks are set to 0.05 and 0.15, respectively.

Sensitivity analysis for the rejection ratio for the selective reward formulation. The selective reward formulation has an additional hyper-parameter $s_{rej}$. We conducted a sensitivity analysis for this hyper-parameter for the segmentation task for the TRUS data. The performance measure and spread are reported for this task for varying $s_{rej}$ using the selective reward formulation. For the purpose of comparison, the task performance is reported for a holdout set rejection ratio of 0.15 for all tested values of $s_{rej}$.

Comparing controller labels to human labels of task amenability. We compared human labels of task amenability with controller predictions for the two target tasks for the TRUS data. These comparisons were made for all three reward strategies and for the purpose of comparing with binary human-labelled task amenability, 5% and 15% of the lowest valued controller samples were considered as having low-task amenability. These comparisons are presented in the form of contingency tables.

3.4.2. Controller selection and a non-selective baseline

The weighted validation set strategy was used to evaluate the efficacy of the proposed RL-based task amenability framework on the chest X-ray dataset, without using any human labels of task amenability. The relationship between target task performance and controller output was studied by removing a proportion of samples based on controller output. The results are reported for a holdout set rejection ratio of 0.10. Two baseline networks trained and tested, 1) without controller selection referred to as the non-selective baseline, and 2) with a random selection strategy, i.e. a trivial controller, referred to as the random selection baseline, are quantitatively compared.

3.4.3. Comparing different RL algorithms

To evaluate the sensitivity of the proposed framework to different RL algorithms. The proximal policy optimisation (PPO) and deep deterministic policy gradient (DDPG) algorithms were compared for controller training, based on the weighted validation set reward strategy with the chest X-ray dataset. The holdout set rejection ratio for this experiment was set as 0.10.

3.5. Multi-environment for multi-observer labelling

To evaluate the multi-environment meta-RL framework, for the multi-observer setting, we trained and compared three models for task amenability:

- Meta-baseline: This model was trained with all the high-quality reviewed consensus labels $L_R$. Only a single environment was used to train with this “expert” labelled data to establish a reference.

- Meta-RL: The proposed meta-RL framework was used for training with the three non-expert labels $\{L_i\}_{i=1}^{3}$ forming the three environments for training where the train and validation sets are used. The task predictor and controller were subsequently adapted using $k \times 100\%$ of the training and validation sets with expert labels $L_R$. 

• **Meta-RL Variant:** We conduct an ablation study in order to evaluate the effectiveness of the environment-level separation, we trained a model using all of the training and validation data using non-expert labels \([L_k]^i\) as a single environment. That is to say that the trials were not environment specific and Reptile was not used to perform updates to optimise the task predictor as it reduces to gradient descent in this case. The task predictor and controller were adapted using \(k \times 100\%\) of the training and validation sets with expert labels \(L_k\) but for this model, the RNN internal state was not reset before adaptation.

We evaluate these models for varying \(k\)-values, where \(k\) is the ratio of expert-labelled samples used for adaptation \((k \times 100\%\) samples used).

The TRUS data was used for this experiment and the multi-environment framework was evaluated for both target tasks. The controller, for this experiment, was embedded with an RNN and had additional inputs of the previous reward, action and terminal flag. The image was passed through 3 convolutional layers before being passed to the RNN embedded controller which had a stacked LSTM architecture with hyper-parameters remaining unchanged from defaults in \(\text{(Wang et al., 2017)}\). PPO was used to train the controller in this meta-RL framework since the DDPG algorithm relies on random sampling from a replay buffer which is not well suited when adaptation is done based on RNN internal state updates, which builds sequential memory in the system.

4. Results

**Reward strategies.** The results of Acc. and Dice from the TRUS dataset, with the three proposed reward strategies, are summarised in Table [1]. The performance measures are computed after a controller selection of the holdout set with holdout set rejection ratios of 0.05 and 0.15 for the prostate presence classification and prostate segmentation tasks, respectively. For both of the tasks, all three proposed reward formulations were able to achieve higher performance compared to a non-selective baseline, with statistical significance \((p\text{-values}<0.001)\). The fixed clean validation set and weighted validation set strategies led to significantly higher performance \((p\text{-values}<0.001)\) compared to the selective validation set reward formulation, for both tested tasks. However, significance was not observed between those from the fixed clean validation set and weighted validation set reward strategies, for both the classification \(p\text{-value}=0.06\) and segmentation \(p\text{-value}=0.49\) tasks. To evaluate performance at varying holdout set rejection ratios, the mean performance against holdout set rejection ratio is plotted in Fig. [3]. The peak classification Acc. 0.935, 0.932 and 0.913 occur at 5%, 10% and 5% rejection ratios, for the fixed-, weighted- and selective reward formulations, respectively, while the peak segmentation Dice 0.891, 0.893 and 0.866 occur at 20%, 15% and 20% rejection ratios, respectively.

**Comparison to human IQA labels.** Contingency tables are presented in Fig. [4] to compare controller predicted task amenability to human labels of task-specific quality for the holdout set, for the prostate presence classification and prostate segmentation tasks. For the purpose of comparison, the holdout set rejection ratio is set to 0.05 and 0.15, for the classification and segmentation tasks, respectively, such that rejected samples are considered low task amenability and the rest are considered high task amenability. Agreement in low task amenability samples of 75%, 70% and 43%, with Cohen’s kappa values of 0.75, 0.51, was seen for the prostate presence classification task, for the fixed-, weighted- and selective validation sets, respectively. In the segmentation task, agreement on low task amenability samples of 65%, 58% and 49%, with Cohen’s kappa values of 0.63, 0.48 and 0.37, was observed for the three reward formulations, respectively. The accuracy, precision and recall, computed based on these comparisons, for the prostate presence classification task, are: 0.98, 0.78 and 0.75; 0.96, 0.42 and 0.70; and 0.95, 0.26 and 0.43; for the fixed-, weighted- and selective validation set reward strategies, respectively. Similarly for the prostate gland segmentation task, the accuracy, precision and recall are: 0.90, 0.74 and 0.65; 0.87, 0.53 and 0.58; 0.846, 0.44 and 0.49; for the fixed-, weighted- and selective validation set reward strategies, respectively.

**Sensitivity analysis and ablation studies.** The validation set rejection ratio \(s_{\text{rej}}\) is treated as a hyper-parameter and a sensitivity
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Table 1: Results on the controller-selected holdout set.

| Task                                      | Reward computation strategy            | Mean ± St.D.       |
|-------------------------------------------|----------------------------------------|--------------------|
| Prostate presence (Acc.)                  | Non-selective baseline                 | 0.897 ± 0.010      |
|                                           | $R_{avg, f}$, fixed validation set     | 0.935 ± 0.014      |
|                                           | $R_{w, f}$, weighted validation set    | 0.926 ± 0.012      |
|                                           | $R_{sel, f}$, selective validation set | 0.913 ± 0.012      |
| Prostate segmentation (Dice)              | Non-selective baseline                 | 0.815 ± 0.018      |
|                                           | $R_{avg, w}$, fixed validation set     | 0.890 ± 0.017      |
|                                           | $R_{w, w}$, weighted validation set    | 0.893 ± 0.018      |
|                                           | $R_{sel, w}$, selective validation set | 0.865 ± 0.014      |
| Pneumonia detection (Acc.)                | Non-selective baseline                 | 0.817 ± 0.026      |
|                                           | $R_{w, f}$, weighted validation set (DDPG) | 0.843 ± 0.033    |
|                                           | $R_{w, f}$, weighted validation set (PPO) | 0.838 ± 0.031    |

Fig. 4: Contingency tables comparing subjective labels to controller predictions for the different reward computation strategies. (Colour figure)

Fig. 3: Contingency tables comparing subjective labels to controller predictions for the different reward computation strategies. (Colour figure)

Analysis for this hyper-parameter is conducted for the prostate segmentation task. The performance at varying values of $s_{rej}$ is presented in Table 2. $s_{rej}$ is increased in increments of 0.05 and each step increase leads to a statistically significant improvement in performance up to $s_{rej} = 0.20$ ($p$-values < 0.01). No significance was found comparing performances for a step increase of $s_{rej}$ from 0.20 to 0.25 ($p$-value = 0.37). A subsequent step increase from 0.25 to 0.3 led to a statistically significant performance reduction ($p$-value < 0.01).

Table 2: Sensitivity analysis for $s_{rej}$ for the prostate segmentation task for the selective reward formulation.

| $s_{rej}$ | Mean ± St.D.       |
|-----------|--------------------|
| 0.00      | 0.827 ± 0.011      |
| 0.05      | 0.838 ± 0.012      |
| 0.10      | 0.845 ± 0.010      |
| 0.15      | 0.865 ± 0.014      |
| 0.20      | 0.882 ± 0.017      |
| 0.25      | 0.888 ± 0.016      |
| 0.30      | 0.876 ± 0.012      |

To evaluate the sensitivity of the proposed framework to different RL algorithms, we present task performance results for the pneumonia detection task for a holdout set rejection ratio of 0.10 in Table 1. Although DDPG showed improved performance, significance was not observed ($p$-value = 0.20) for the difference between the two algorithms. Both the DDPG- and PPO-trained controller showed significantly improved performance compared with the non-selective baseline ($p$-values < 0.001). To evaluate the relationship between performance and holdout set rejection ratio, we present a plot of mean performance against holdout set rejection ratio in Fig. 6 which presents a comparison between the task amenability framework, a non-selective baseline and a random selection baseline. An implementation of the proposed framework, with both the PPO and DDPG algorithms, along with the data, code, and results for the pneumonia detection task are available in the same open-source GitHub repository.

Adaptability performance of meta-RL. The proposed meta-RL multi-environment framework was evaluated using the prostate classification and segmentation tasks and the results are summarised in Table 3. Additionally, a plot of performance against varying $k$ values is presented in Fig. 7 for both tasks. Statistical significance was not found between the baseline and meta-RL for the prostate presence classification task, with $k$ values from 0.5 to 0.2 ($0.10 < p$-values < $0.23$), however, the baseline showed significantly higher performance compared to meta-RL for low $k$-values of 0.1 and 0.0 ($p$-values < 0.01 for both). For the prostate segmentation task, no statistical significance was found between the baseline and meta-RL for $k$-values from 0.5 to 0.3 ($0.07 < p$-values < $0.17$) but the baseline performance was significantly higher than meta-RL for low $k$ values from...
0.2 to 0.0 (p-values<0.01). For the ablation study, the proposed meta-RL framework outperformed the meta-RL variant which had no environment-level separation, with statistical significance, for k values from 0.0 to 0.4 (p-values<0.01), for the classification task and for all k values, for the segmentation task (p-values<0.03). A significant difference was not observed for a high k value of 0.5 in the classification task (p-value=0.06). In another ablation study, compared to a Reptile-omitted meta-RL variant, which achieved Acc.=0.901 ± 0.013 and Dice=0.851 ± 0.013 for the classification and segmentation tasks, respectively, the meta-RL framework showed higher performance, with statistical significance (p-values<0.01), for both tasks for a k-value of 0.0. For all other k-values no significant differences were seen between meta-RL and the its Reptile-omitted variant.

5. Discussion

The results presented in Sect. 4 show that the proposed task amenability framework is able to offer an increased performance, compared to a non-selective baseline for all tested tasks which demonstrates the efficacy of the proposed approach. The three tasks include a range of clinical applications, including prostate presence classification, prostate gland segmenta-

| IQA Methods | k | Mean ± St.D. Prostate Classification (Acc.) | Mean ± St.D. Prostate Segmentation (Dice) |
|-------------|---|------------------------------------------|------------------------------------------|
| Meta-baseline | N/A | 0.932 ± 0.011 | 0.894 ± 0.016 |
| Meta-RL      | 0.5 | 0.936 ± 0.012 | 0.892 ± 0.018 |
|              | 0.4 | 0.929 ± 0.016 | 0.886 ± 0.014 |
|              | 0.3 | 0.926 ± 0.010 | 0.888 ± 0.020 |
|              | 0.2 | 0.925 ± 0.017 | 0.873 ± 0.017 |
|              | 0.1 | 0.911 ± 0.012 | 0.863 ± 0.020 |
|              | 0.0 | 0.908 ± 0.010 | 0.857 ± 0.018 |
| Meta-RL Variant | 0.5 | 0.931 ± 0.015 | 0.884 ± 0.016 |
|              | 0.4 | 0.920 ± 0.010 | 0.882 ± 0.021 |
|              | 0.3 | 0.919 ± 0.013 | 0.882 ± 0.015 |
|              | 0.2 | 0.916 ± 0.014 | 0.860 ± 0.014 |
|              | 0.1 | 0.905 ± 0.014 | 0.858 ± 0.021 |
|              | 0.0 | 0.896 ± 0.016 | 0.849 ± 0.017 |

Fig. 6: Plot of performance (Acc.) against holdout set rejection ratio for pneumonia detection task. (Colour figure)
set reward formulation, which requires human labels of image quality, the selective formulation provides a means to specify a clinically desirable rejection rate. Furthermore, tuning this validation set rejection ratio parameter, $s_{rej}$, for the selective formulation may be necessary in order to achieve performance comparable to the weighted- and fixed clean validation set reward formulations. In practice, we observed that increasing $s_{rej}$ beyond a certain point, the performance was significantly reduced which could potentially be due to over-fitting of the agent, caused by an increased exploration space as a result of the increased number of samples to be rejected from the validation set. This parameter could thus also impact the exploration-exploitation trade-off in training the proposed task amenability framework. Interestingly, the mean performance showed a small decrease after an initial rise, with increasing holdout set rejection ratio, for all tested reward formulations. The variance of predictions, possible over-fitting of the RL agent and the overall high quality of the datasets used (which could in turn limit the overall performance improvement), may offer some explanation for this observation, however, it still remains an open question.

The multi-environment framework, proposed to learn adaptable task amenability assessment, is potentially applicable to several scenarios, for example, learning an adaptable IQA definition over different target tasks or task predictor functions, besides different datasets. This multi-environment framework was investigated in the clinically relevant scenarios to equip adaptability, over different observer labels, to both the controller and task predictor functions. Adaptation to an expert labelling standard was achieved with 20-30% of the expert labelled data without any significant reduction in performance compared to using 100% of the expert labelled data for training. This meant that, for the classification and segmentation tasks, 1087 and 1634 expert-labelled images from 42 and 63 subjects (training and validation sets), respectively, were sufficient to achieve performance comparable to using 100% of the expert-labelled data for training. It is important to note that the multi-environment formulation also required non-expert-labelled data for training, however, these labels may be used to learn varying definitions of task amenability; further economic analysis of the use of non-expert data is beyond the scope of this work. The applicability of the framework, to equip adaptability to allow for efficient use of expert-labelled data, brings to light other potential use cases such as to equip adaptability across different target tasks to adapt IQA definitions to new tasks using limited labelled data which could be useful for several applications such as active learning, and particularly of interest in developing resource-constrained clinical applications.

6. Conclusion

This work introduces task amenability as an alternative to traditional subjective definition of image quality, especially for downstream machine learning tasks. We also propose a mechanism to efficiently adapt such RL-based IQA agents to new labelling standards. Learning a task-specific IQA or task amenability is useful for several applications such as for
re-acquisition guidance for applications such as ultrasound where re-acquisition is inexpensive, for operator skill feedback and for meeting clinically defined accuracy requirements for downstream clinical tasks. The proposed multi- and single-environment frameworks promise a new method to learn such a task-specific IQA or task amenability. The proposed approach has shown its applicability with clinically relevant target tasks of prostate presence detection and gland segmentation, and pneumonia detection, with real clinical data from prostate cancer and pneumonia patients, respectively.
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