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Abstract

Neural architecture search (NAS) has shown great promise in the field of automated machine learning (AutoML). NAS has outperformed hand-designed networks and made a significant step forward in the field of automating the design of deep neural networks, thus further reducing the need for human expertise. However, most research is done targeting a single specific task, leaving research of NAS methods over multiple tasks mostly overlooked. Generally, there exist two popular ways to find an architecture for some novel task. Either searching from scratch, which is ineffective by design, or transferring discovered architectures from other tasks, which provides no performance guarantees and is probably not optimal. In this work we present a meta-learning framework to warm-start Differentiable architecture search (DARTS). DARTS is a NAS method that can be initialized with a transferred architecture and is able to quickly adapt to new tasks. A task similarity measure is used to determine which transfer architecture is selected, as transfer architectures found on similar tasks will likely perform better. Additionally, we employ a simple meta-transfer architecture that was learned over multiple tasks. Experiments show that warm-started DARTS is able to find competitive performing architectures while reducing searching cost on average by 60%.
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1. Introduction

The standard approach of manually creating Artificial Neural Networks (ANNs) for a novel dataset requires substantial resources in terms of human expertise, computational power, and time. To make ANNs more generally accessible, there has been growing interest in automating or partly automating this process.

Neural architecture search (NAS) plays a central role in the field of automated machine learning and aims to automate the design of neural networks. NAS is not a recent invention but has only recently got increased attention from the research community. This can be attributed to advances in the research that managed to automatically create neural networks that could compete or even outperform other state-of-the-art networks (Zoph and Le, 2016; Baker et al., 2016; Real et al., 2018; Elsken et al., 2018). The drawback of many of these methods is their huge computational cost since NAS algorithms are computationally demanding despite their performance. Running NAS for the popular dataset CIFAR-10 (Krizhevsky, 2009) required 2000 GPU days with reinforcement learning (Zoph et al., 2017) and 3150 GPU days with evolutionary algorithms (Real et al., 2018). The main problem is that directly searching the best architecture within a discrete space is inefficient given
the size of the search space. One-shot methods (Liu et al., 2018; Brock et al., 2017; Cai et al., 2018) were proposed to reduce search cost as they can combine architectures from the search space by either sharing weights or by continuous relaxation.

Differentiable architecture search (DARTS) (Liu et al., 2018) is a one-shot method that relaxes the search space to be continuous so that the architecture can be optimized with respect to its validation set performance by gradient descent. The algorithm first starts with a single large hyper-network representing the complete search space, and through gradient descent, it discovers the optimal subgraph. DARTS made an enormous step forward by reducing the required amount of time to create a neural network to just 4 GPU days (Liu et al., 2018). Nevertheless, DARTS can still be expensive given the large search space. Therefore, there is a need to study how can we use prior knowledge obtained on similar tasks to adapt to some new unseen tasks easily and quickly while reducing the computational complexity of NAS in terms of GPU time, without compromising the architecture accuracy.

Any type of learning based on experience with prior tasks is known as meta-learning (Vanschoren, 2018). The experience itself is gained by exploiting meta-knowledge extracted in previous learning episodes on single or multiple tasks. However, to successfully transfer prior knowledge from source tasks to a target task there must be some similarity, since unrelated tasks could negatively affect the performance. A task similarity measure is needed to find suitable tasks to warm-start neural architecture search.

Motivated by this intuition, we propose a novel approach to "warm-start" DARTS that efficiently uses prior knowledge to find new architectures for previously unseen tasks. In this work, we will present a meta-learning framework \(^1\) where we introduce architecture transfer to warm-start DARTS.

2. Preliminaries

In this section, we introduce the basic concepts and building blocks of our meta-learning framework. In section 2.1, we present a general overview of neural architecture search (NAS). In sections 2.2 and 2.3, we dive more deeply into two gradient-based NAS methods: DARTS and P-DARTS. Finally, in section 2.4, we present the concept of meta-learning with an emphasis on the task similarity measure where we present our chosen method: Task2Vec.

2.1 Neural Architecture Search

Neural architecture search (NAS) is a technique for automating the design of artificial neural networks and can be seen as a sub-field of AutoML. Elsken et al. (2019a) summarized NAS as consisting of three major components: search space, search strategy, and performance estimation strategy. To find a suitable architecture, a NAS algorithm is run over a predefined search space, following a search strategy that will maximize the performance. The Figure 1 illustrates the interaction between the components of an abstract NAS method.

The search space defines all architectures that can be represented by our NAS method. It can discover relatively simple chain-structured neural networks (Figure 2a) or more complex multi-branch networks (Figure 2b). It is also possible to fix the outer structure and let NAS search only for cell architectures (Figure 2c) also known as micro-search or cell search. The

\(^1\) https://github.com/mgrobelnik/ws-darts
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A search strategy selects an architecture $A$ from a predefined search space $\mathcal{A}$. The architecture is passed to a performance estimation strategy, e.g., evaluation on a hold-out test set, which returns the estimated performance of $A$ to the search strategy. The size of our search space determines how complex our search will be and can be reduced by defining constraining attributes from prior knowledge of well-suited architectures for the task at hand. However, this carries the risk of introducing human bias, which can prevent finding novel, better performing, architectures.

Figure 2: An illustration of different architecture search spaces, where each node represents a layer in a neural network: a) chain-structured space, b) multi-branch space, and c) cell space where cells are repeatedly stacked together to build more complex architectures.

Next, the search strategy defines the algorithm on how the NAS system should explore the given search space. It plays a crucial role in finding well-performing architectures quickly while avoiding getting stuck in a region of sub-optimal architectures. We can choose from a wide variety of strategies to explore the search space: random search (Bergstra and Bengio, 2012), Bayesian optimization (Bergstra et al., 2013; Golovin et al., 2017), evolutionary methods (Miller et al., 1989; Real et al., 2017, 2018; Elsken et al., 2018), reinforcement...
learning (Baker et al., 2016; Zoph et al., 2017; Zhong et al., 2017), and gradient-based methods (Liu et al., 2018).

Finally, the performance estimation strategy determines how performance should be estimated. The conventional way of training and validating the architecture on data is computationally expensive and thus limits the number of architectures that can be explored. To address this issue, numerous methods for speeding up performance estimation have been proposed (Zoph and Le, 2016; Elsken et al., 2018; Runge et al., 2018; Bender et al., 2018).

2.2 Differentiable architecture search

Traditional NAS methods — i.e., Bayesian optimization, evolutionary methods, or reinforcement learning — are currently inefficient as they regard neural architecture search as a black-box optimization problem in a discrete search strategy (Ren et al., 2021).

Differentiable architecture search (DARTS), proposed by Liu et al. (2018), addresses the issue of the discrete search strategy by using a continuous relaxation of the architecture representation which enables direct gradient-based optimization. The algorithm first starts with a single large network representing the complete search space and through gradient descent and bi-level optimization it discovers the optimal sub-graph, as shown in Figure 3.

![DARTS Diagram](image_url)

Figure 3: An example illustration of DARTS where we have a simple network with an input node (denoted as 0), two hidden nodes (denoted as 1, 2) and one output node (denoted as 4): (a) At the beginning, operations on the edges are unknown. b) Next, instead of a single operation on each edge, we place a mixture of candidate operations. c) Network weights and architecture parameters are jointly optimized. d) The final discrete architecture is obtained by replacing each mixed operation $\bar{o}^{(i,j)}$ with the most likely operation $o^{(i,j)}$ from the learned mixing probabilities.
DARTS uses cells (Figure 2c) as basic building blocks. To form the final architecture, cells are repeatedly stacked together until reaching the desired depth. This approach follows architectures like NASNet (Zoph et al., 2017) and GoogleNet (Szegedy et al., 2014). A cell can be thought of as a topologically ordered sequence of $N$ nodes connected to form a directed acyclic graph (DAG). Each cell has two input nodes and a single output node, which is the concatenation result of all intermediate nodes. Each intermediate node $x^{(j)}$ is a latent representation (e.g. a feature map in convolutional networks) and each directed edge $e^{(i,j)}$ is associated with some operation $o^{(i,j)} \in \mathcal{O}$ (e.g. convolution, pooling) that transforms $x^{(i)}$ into $x^{(j)}$. $\mathcal{O}$ is the set of all candidate operations. Each intermediate node is computed based on its predecessors:

$$x^{(j)} = \sum_{i<j} o^{(i,j)}(x^{(i)})$$  \hspace{1cm} (1)

In continuous relaxation, instead of having a single operation between two nodes, all possible candidate operations are used. To model this in the Figure 3, multiple edges between two nodes are kept, each corresponding to a particular operation. DARTS relaxes the categorical choice of a particular operation as a softmax function over all possible operations and the task of architecture search is reduced to learning a set of mixed operations $\tilde{o}^{(i,j)}(x)$ applied to a feature map $x$:

$$\tilde{o}^{(i,j)}(x) = \sum_{o \in \mathcal{O}} \frac{\exp(\alpha^{(i,j)}_o)}{\sum_{o' \in \mathcal{O}} \exp(\alpha^{(i,j)}_{o'})} o(x)$$ \hspace{1cm} (2)

where $\alpha^{(i,j)}_o$ is a vector of dimensions $|\mathcal{O}|$, containing the weights $w$ of all operations $o$ on the directed edge $e^{(i,j)}$.

After relaxation, DARTS jointly learns the architecture $\alpha$ and the weights $w$ within all the mixed operations. The training and the validation loss are denoted by $\mathcal{L}_{\text{train}}$ and $\mathcal{L}_{\text{val}}$ respectively. Both losses are determined by the architecture parameters $\alpha$ and also by the network weights $w$. The goal for architecture search is to find the optimal weights $\alpha^*$ that minimize the validation loss $\mathcal{L}_{\text{val}}(w^*, \alpha^*)$, where the weights $w^*$ associated with the architecture are obtained by minimizing the training loss:

$$w^* = \arg \min_w \mathcal{L}_{\text{train}}(w, \alpha^*)$$ \hspace{1cm} (3)

This represents a bilevel optimization problem with $\alpha$ as the upper-level variable and $w$ as the lower-level variable:

$$\min_{\alpha} \quad \mathcal{L}_{\text{val}}(w^*(\alpha), \alpha)$$

s.t. $\quad w^*(\alpha) = \arg \min_w \mathcal{L}_{\text{train}}(w, \alpha)$ \hspace{1cm} (4)

In the outer loop of a bilevel optimization we are looking for the $\alpha$ that achieves the minimal validation loss. In the inner loop, we are optimizing network weights, $w$, for this particular $\alpha$ by minimizing the training loss. Because the exact evaluation of the
architecture gradient can be prohibitively expensive due to the expensive inner optimization, the authors use a simple approximation scheme as follows:

\[
\nabla_\alpha \mathcal{L}_{\text{val}}(w^*(\alpha), \alpha) \\
\approx \nabla_\alpha \mathcal{L}_{\text{val}}(w - \xi \nabla_w \mathcal{L}_{\text{train}}(w, \alpha), \alpha)
\] (5)

where \(w\) denotes the current weights maintained by the algorithm, and \(\xi\) is the learning rate for a step of inner optimization. The idea behind this is that the base models are updated with a single training step instead of full stochastic gradient descent to convergence.

At the end of the search, some \(\alpha\)'s of some edges become much larger than the others. A discrete architecture can be obtained by replacing each mixed operation \(\tilde{o}^{(i,j)}\) with the most likely operation \(o^{(i,j)}\) on the edge \(e^{(i,j)}\) while all other operations are discarded:

\[
o^{(i,j)} = \arg \max_{o \in \mathcal{O}} \alpha_{(i,j)}^o
\] (6)

DARTS limitations have been well documented by the research community (Zela et al., 2019; Liang et al., 2019; Chu et al., 2019; Chen et al., 2019; Hundt et al., 2019; Chen and Hsieh, 2020). The most pressing issue is DARTS’ instability when the search epochs becomes large as the performance is prone to collapsing and skip-connections can become the dominant operator in the architecture. The latter is problematic since the skip-connection operator has a weak ability to learn as it is parameter-free. Chen et al. (2019) also found that normal cells discovered with DARTS tend to keep shallow connections, which can be attributed to the fact that shallow networks enjoy faster gradient descent during architecture search. This contradicts previous findings that deeper networks in principle perform better (Simonyan and Zisserman, 2015; Szegedy et al., 2014).

Moreover, the size of the DARTS’ search network is limited by the size of the GPU memory. This forces DARTS to search in a much shallower network and evaluating it in the deeper one (Figure 4a). Shallow networks tend to behave differently, which means that architectures found during the search may not be the optimal architecture for evaluation (Chen et al., 2019). Chen et al. (2019) named this phenomenon the depth gap.

![Figure 4: Difference between DARTS and P-DARTS. While DARTS (left) is searching architecture in shallow settings and evaluating them in deep settings, P-DARTS (right) progressively increase the searching depth to bridge the depth gap between search and evaluation.](image-url)
2.3 Progressive DARTS

Progressive DARTS (P-DARTS) is a novel and efficient algorithm by Chen et al. (2019) where the search depth is progressively increased until the depth of the search network is close to the depth of the final network (Figure 4b). P-DARTS solves the problem of searching the architecture in a shallow network and evaluating it in the deeper one. While directly increasing the depth of a searched network may sound tempting, it poses major obstacles, namely GPU memory limitations and a bias towards the skip-connect operation. P-DARTS solves these problems by applying search space approximation and search space regularization schemes, which we explain next. Figure 4 illustrates the differences between DARTS and P-DARTS.

Figure 5: An overview of the whole P-DARTS pipeline (Chen et al., 2019). At the initial stage, we start with a shallow network and a full set of candidate operations. At every subsequent stage, we increase the depth of the search network and at the same time also remove the lowest scoring candidate operations. This process is then repeated until reaching the final stage. The final architecture is obtained on the final stage by replacing each mixed operation with the most likely operation.

2.3.1 Search Space Approximation

DARTS’ GPU memory usage is proportional to the depth of the searched networks, which is limited by the size of GPU memory. However, if we increase the search depth, while at the same time reducing the search space with respect to the candidate operations at the end of each stage, we can overcome the problem of the GPU limit.

P-DARTS’s search space approximation splits the search process into multiple stages, where for each stage, $S_k$, the search network consists of $L_k$ cells and the size of the operations space is $O_k$, i.e., $|\mathcal{O}_k^{(i,j)}| = O_k$. We start with an initial stage where the search network is relatively shallow but the operation space is large ($|\mathcal{O}_{(i,j)}^{1}| = O$). After each stage, $S_{k-1}$, the depth of architecture is increased by stacking more cells, $L_k > L_{k-1}$, and the operation
space is approximated by dropping candidate operations with lower weights learned during the previous stage, $S_{k-1}$. In other words, operations set for the current step, $O_k^{i,j}$, have smaller size than operations set of previous step, $O_{k-1}^{i,j}$. This process is repeated until the desired depth is achieved. The whole pipeline can be observed in Figure 5. While we can search a network on the optimal depth (i.e. the depth of the evaluation network), this is often not possible due to the hard limit of a GPU memory. Only at the final stage do we determine the final topology according to the learned architecture parameters $\alpha_K$.

2.3.2 Search Space Regularization

DARTS tends to be biased towards the skip-connect operation because it accelerates forward/backward propagation and often leads to a faster way of gradient descent during the search process (Chen et al., 2019). However, the skip-connect operation has a relatively weak ability to learn any visual representation. To address this problem, a search space regularization scheme was proposed where operation-level Dropout (Srivastava et al., 2014) was added to restrict the number of skip-connect operations and prevent the architecture from over-fitting.

At the beginning of every stage, $S_k$, P-DARTS drops all network parameters learned in the previous stage, $S_{k-1}$, and trains the architecture from scratch. To avoid architectures with many skip-connect operations, P-DARTS employs a search space regularization scheme, which consists of two parts:

1. **Operation-level Dropout** is added to partially cut off the straightforward path through skip-connect and to force the algorithm to explore other alternatives. The Dropout rate gradually decays during the training process, thus the straightforward path through skip-connect is blocked at the beginning and treated equally afterwards when parameters of other operations are well learned. This approach leaves the algorithm to itself to make the final decision.

2. **Architecture refinement** is employed after the final search step is complete. It controls the number of preserved skip-connects to be a constant $M$. This is achieved through an iterative process where we first construct a cell topography using the standard DARTS algorithm. Next, we search for the $M$ skip-connect operations with the largest architecture weights, $\alpha$, in the cell topology and set the $\alpha$’s of others to 0. Finally, we redo cell construction with modified architecture parameters. As this might bring up other skip-connections, we repeat this process until the desired number $M$ is achieved.

2.4 Meta-learning

Meta-learning, or learning to learn, is the science of finding relationships between datasets and learning algorithms based on knowledge gained from past experience with prior tasks (Vanschoren, 2018). In other words, the term meta-learning applies to any type of learning based on prior experience that can improve the design of machine learning pipelines and help learn new tasks much faster (Vanschoren, 2018; Brazdil et al., 2003). Lemke et al. (2013) define meta-learning as a system that must include a learning subsystem, which
adapts with experience. The experience itself is gained by exploiting meta-knowledge extracted in previous learning episodes on a single dataset, or from different domains and problems. Meta-learning dates back to the 1990s but has recently gained popularity due to its implementation in hyperparameter and neural network optimization, finding good network architectures, few-shot image recognition, and fast reinforcement learning.

When transferring knowledge gained on the source task to the target tasks, we should ensure that the tasks are related. Transferring knowledge between unrelated tasks could cause the “negative transfer” effect (Rosenstein et al., 2005). To determine the distance between tasks, a task similarity measure has to be computed. However, despite the apparent simplicity of the concept, this still poses an open problem. This problem can be illustrated by comparing distinct datasets of pictures containing aircrafts, flowers, and birds that have different cardinality, dimensionality, and label space. Computing the distances of this illustrative problem is far from trivial since it is hard to quantify when two tasks are similar and when they are not.

A common approach is to compare datasets via proxies (Kim et al., 2016; Zamir et al., 2018; Houben, 2019). For example, one can compare the learning curves of the training process on a pre-specified model as we can assume that similar tasks have similar learning curves (Leite and Brazdil, 2007). Another way is to compare the Fisher information metric associated with pre-specified deep neural network parameters (Achille et al., 2019). The latter approach is also used in this work and explained in more detail in the next section. Methods based on proxies often ignore task labels, are architecture dependant and require training a model on each dataset.

Recently, Alvarez-Melis and Fusi (2020) introduced a new task similarity measure that is based on the optimal transport (OT) distances (Villani, 2008) on both the samples and their labels. OT is an approach to compare probability distributions. The key idea is to compare distributions over feature-label pairs. First, the authors treat the labels as a distribution and use the Wasserstein distance to measure the labels. Then, they wrap the Wasserstein distance over the labels with the Euclidean distance over the samples in the sample space into the ground metric for the OT problem in the outer layer. Compared to the Task2Vec (the method used in this work) this method is model agnostic, does not involve training, and does not ignore image labels even if they are completely unrelated or disjoint between tasks.

2.5 Task2Vec

Task2Vec (Achille et al., 2019) tackles the problem of determining relationships between visual tasks. Task2Vec by itself computes fixed-dimensional embeddings of visual classification tasks as vectors in a real vector space. These embeddings can be then used to argue about the nature and the relationship between tasks independently from the number of classes and class label semantics. Embeddings are computed based on estimates of the Fisher information matrix (FIM) associated with the deep neural network parameters. FIM is a Riemannian metric on the space of probability distributions and is a way of measuring the amount of information a particular parameter (weight or feature) contains about the joint distribution \( p_w(x, y) = \hat{p}(x)p_w(y|x) \) (Amari and Nagaoka, 2000; Achille et al., 2019).
Since the FIMs are not comparable if computed on different networks, the authors introduced an approach of using a single pre-trained probe network as a feature extractor. The architecture and weights of a probe network are fixed to provide a fixed-dimensional representation of the task and only the classifier layer is re-trained. The intuition behind this is that the FIM provides information about the sensitivity of the task preference to small disturbances of parameters in the probe network. To embed a task using Fisher information we train a classifier with the task loss on features from a probe network. Next, the gradients of a probe network with respect to the task loss are computed. Finally, fixed dimensional task embedding is obtained by using statistics of the probe parameter gradients.

When predicting a label \( y \) for an image \( x \) in a deep network, not all network weights, \( w \), are equally useful. The importance of weight for the task can be quantified by considering a perturbation \( w' = w + \delta w \) of the weights, and measuring the average Kullback-Leibler (KL) divergence between the original output distribution \( p_w(y|x) \) and the perturbed one \( p_{w'}(y|x) \). The second-order approximation of this is:

\[
E_{x \sim \hat{p}} KL(p_{w'}(y|x)||p_w(y|x)) + \delta w \cdot F \delta w + o(\delta w^2) \tag{7}
\]

where \( F \) is the Fisher information matrix:

\[
F = E_{x \sim \text{dataset}} E_{y \sim \hat{p}_w(y|x)} [\nabla_w \log p_w(y|x) \nabla_w \log p_w(y|x)^t] \tag{8}
\]

where \( p_w(y|x) \) is the output probability vector of the network and \( w \) are the weights of the network.

However, if the rich probe networks are used (i.e. networks based on CNN), the full FIM becomes too large to be useful. To mitigate this issue, Achille et al. (2019) introduced two approximations:

1. Only the diagonal entries are considered as we assume that correlations between different filters in the probe network are not important.

2. Robust FIM estimation is used where we estimate \( \Lambda \) of a Gaussian perturbation:

\[
L(\hat{w} : \Lambda) = \mathbb{E}_{w \sim \mathcal{N}(\hat{w},\Lambda)} [H_{p_w,\hat{p}}(y|x)] + \beta KL(\mathcal{N}(0,\Lambda)||\mathcal{N}(0,\lambda^2 I)) \tag{9}
\]

where optimal \( \Lambda \) satisfies:

\[
\frac{\beta}{2N} \sim F + \frac{\beta \lambda^2}{2N} I \tag{10}
\]

Therefore, \( \frac{\beta}{2N} \sim F + o(1) \) can be used as an estimator of the FIM \( F \).

Task2Vec embeddings only represent the space of tasks. Choosing the metric to compute similarity measure in that space depends on the meta-task we are considering. A robust distance computation presented by the authors and used in this work is the cosine distance between normalized embeddings:

\[
d_{\text{sym}}(F_a, F_b) = d_{\text{cos}} \left( \frac{F_a}{F_a + F_b}, \frac{F_b}{F_a + F_b} \right), \tag{11}
\]
where \( d_{\text{cos}} \) is the cosine distance, \( F_a \) and \( F_b \) are embeddings (i.e. the diagonal of the FIM computed on the same probe network) of tasks \( t_a \) and \( t_b \), and the division is element-wise.

3. Related Work

To obtain more flexible architectures and further automate NAS, there has been recent work on combining meta-learning with NAS. This approach requires fewer resources than searching architectures from scratch and provides performance improvements compared to the simple architecture transfer.

Wong et al. (2018) proposed Transfer Neural AutoML, where a reinforcement learning algorithm learns over multiple tasks in parallel and then transfers the search strategy to a new task. Authors transfer the parameters of a pre-trained controller and add a new randomly initialized embedding for the new task. Their approach is able to significantly reduce convergence time by speeding up the hyper-parameters and architecture search on a new task.

Fang et al. (2019) proposed an elastic architecture transfer mechanism (EAT-NAS), where a seed architecture is first searched on a small-scale task and later used as a seed for the search on a large-scale task. EAT-NAS relies on an evolutionary algorithm and its population-based search process. The best architecture in the population of small-scale task search is selected as the seed architecture. In the second step, the seed architecture is used to initialize a search population for the large-scale search by obtaining the new architectures by adding perturbations to the seed architecture. This approach enables faster evolution of searched architectures on the target dataset.

While the above approaches successfully presented mechanisms that allow relatively computationally cheap adaptation of transfer knowledge for a new task, it is based on the reinforcement learning algorithm and the evolutionary algorithm respectively. In the field of gradient descent-based NAS, Lian et al. (2020) tackled the challenge of NAS for multiple tasks in a few-shot and supervised environment by using DARTS as the NAS method. The authors propose Transferable Neural Architecture Search (T-NAS) based on MAML (Finn et al., 2017) and DARTS, where T-NAS learns a meta-architecture that can be adapted to a new task through only a few gradient steps. T-NAS achieved state-of-the-art performance while greatly reducing required search costs.

Elsken et al. (2019b) proposed the MetaNAS approach for few-shot learning, where an arbitrary gradient-based NAS method is fully integrated with arbitrary model-agnostic meta-learning algorithms. The authors demonstrated their approach by a combination of DARTS and REPTILE (Nichol et al., 2018) to obtain state-of-the-art results. Furthermore, the authors also proposed an extension that reduces the performance drop incurred during hard-pruning. Compared to this work, where we used P-DARTS to tackle the DARTS’ performance drop and Task2Vec as a backbone of our meta-framework.

The research presented above is primarily concentrated on a few-shot learning environment. Houben (2019) presented a similar framework to ours to warm-start DARTS, where DARTS is warm-started based on a task similarity measure. However, his concept to warm-start DARTS, while only theoretically presented, is different from our work as DARTS would be used to find additional layers on top of a transferred architecture — it should not be confused with the transfer of seed architectures — instead of warm starting
4. Methodology

Our goal is to learn a transferable architecture that can be quickly and easily adapted to a novel task $t_{\text{new}}$. We propose a meta-learning framework that leverages P-DARTS (Chen et al., 2019) as our backbone component to compute a transfer architecture that can be used to warm-start DARTS for $t_{\text{new}}$. The proposed framework is made up of three components: transfer architecture search, transfer architecture selection, and warm-starting DARTS that can be observed in Figure 6.

Figure 6: An overview of the whole pipeline, where step 1 and partially step 2 are done offline: a) In the first step, we generate transfer architectures by transfer architecture search on a range of different tasks. Ideally, we want to create transfer architectures from a wide range of different tasks as we do not know about the novel task at this point. b) In step two, we compute a task similarity matrix to get the information about relationships between proxy tasks (done offline) and our novel tasks, $t_{\text{new}}$ (done live). c) Finally, we select the transfer architecture found on the most similar task and use it to warm-start DARTS algorithm on our $t_{\text{new}}$.

4.1 Transfer Architecture Search

Transfer Architecture Search (TAS) is used to find transferable architectures from a set of predefined tasks. TAS follows the approach of P-DARTS (Chen et al., 2019), where the search space approximation scheme (section 2.3.1) reduces the size of the operation space, $O_k$, while increasing the number of stacked cells, $L_k$, in a multi-stage search process. At the initial step, $S_1$, the algorithm starts with a relatively shallow network with a single
large DAG representing the complete search space. After each stage, $\mathcal{S}_{k-1}$, the depth of the network is increased by stacking more cells together and the operation space is approximated by dropping candidate operations with lower architecture parameters, $\alpha_{k-1}$, learned during the previous stage. In the final stage, our approach diverges from the approach of P-DARTS. While P-DARTS determines the final topology on the last stage according to the standard DARTS algorithm, we discard this step as we are only interested in the discovered DAG together with learned network weights $\hat{w}$ and learned architecture parameters $\hat{\alpha}$. If the TAS is done over a single task $t_i$, we call the discovered DAG transfer architecture, $\lambda_i$. To obtain the trained transfer architecture, $\hat{\lambda}_i$, corresponding $\hat{w}$ and $\hat{\alpha}$ are jointly transferred with $\lambda_i$.

Our scheme can also be used in a meta-learning environment. If the TAS is employed over multiple tasks, $t_i \in T_{\text{meta}}$, it learns only one architecture by sharing network weights, $w_k$, and architecture parameters, $\alpha_k$, on every stage, $\mathcal{S}_k$. We define this architecture as meta-transfer architecture, $\lambda_{\text{meta}}$.

Figure 7: Illustration of a single step of TAS: a) Architecture discovered in the previous stage, $\mathcal{S}_{k-1}$, is used as an input. If the current stage is the initial stage, $\mathcal{S}_1$, a single large DAG representing the complete search space is used. b) Architecture parameters, $\alpha_k$, are learned following the approach described in P-DARTS (Liu et al., 2018). c) Candidate operations with the lowest architecture, $\alpha_k$, for this step are dropped. An important aspect of TAS is that we never discover a single discrete architecture. We can imagine it as a DARTS or P-DARTS without the discretization of the architecture.

4.2 Transfer architecture selection

Selecting the right transfer architecture for $t_{\text{new}}$ poses a similar challenge as defining restrictive search space for NAS. This carries the risk of bias, which can prevent NAS from finding a novel, better performing, architecture. In essence, the transfer architecture is defining the search space of P-DARTS. To address this challenge, we added a task similarity component to our framework, which follows the intuition that NAS will find similar architectures
on similar tasks and by reducing the search space we are less likely to negatively affect performance.

For every \( t_i \in \mathcal{T} \) we compute a transfer architecture, \( \lambda_i \in \Lambda \), using TAS. To select the most suitable architecture for \( t_{\text{new}} \), as mentioned before, a task similarity measure is employed. Let \( t_i^* \) denote the most similar task to \( t_{\text{new}} \) and its transfer architecture, \( \lambda_i^* \), and learned transfer architecture, \( \hat{\lambda}_i^* \).

The task similarity measure can be chosen freely as the framework does not impose any special restrictions or requirements. However, for the purpose of this work, we used Task2Vec by Achille et al. (2019) to determine similarity. Other methods to determine task similarity (Kim et al., 2016; Zamir et al., 2018; Alvarez-Melis and Fusi, 2020) were also studied. In the end, Task2Vec was selected as it allows us to compute similarity distances between tasks independently from the number of classes and class label semantics. While it may not be the most optimal method, the answer to the question if the selected method would yield to the same conclusion is outside of the scope of this work. Further research would be needed to evaluate the performance of different task similarity methods.

In the case of using a meta-transfer architecture, we want to find a search space that would generalize well over the new task \( t_{\text{new}} \). The datasets that represent the meta-dataset can be selected by clustering \( k \) most similar datasets together. The TA obtained from the closest cluster to the \( t_{\text{new}} \) would be used to warm-start DARTS. However, in this work, we are using datasets from the meta-test group. Please refer to the Sections 5.2 and 5.8 for more information.

### 4.3 Warm-started DARTS

Warm-started DARTS (WS-DARTS) uses a transfer architecture, \( \lambda_i^* \) (alternatively learned, \( \hat{\lambda}_i^* \), or meta, \( \lambda_{\text{meta}} \), transfer architecture), as a seed to start the search for \( t_{\text{new}} \). Instead of running the DARTS algorithm from scratch using the initial operation space, a transfer architecture, \( \lambda_i^* \), is used to define the cell search space and thus reducing the computational complexity. The whole pipeline can be observed in the Figure 8.

In the case of a trained transfer architecture, \( \hat{\lambda}_i \), we warm-start the search not only with \( \lambda_i^* \) but by additionally transferring weight initialization. This is achieved by removing the last layer in our model and freshly re-initializing it in the new task. Training is then started with the transferred weights, where no layers are frozen — allowing for so-called end-to-end tuning. The main advantage of this approach allows for higher training and testing accuracy from the start, which could help to find better architectures. Furthermore, because we are also transferring the learned \( \alpha \)'s, DARTS will start the search process already directed to a better performing architecture. Intuitively, this could help tasks containing smaller amounts of images to find better architectures.

Since P-DARTS is built on top of DARTS, we take advantage of this fact and use P-DARTS to do warm-starting. Since we discover the final architecture in a single, final, step, we in essence run a DARTS. However, the search space regularization scheme (section 2.3.2) is only partially used, where operation-level Dropout (Srivastava et al., 2014) is added to our DARTS search. With the exception of operation-level Dropout, the search follows the same approach as the authors of DARTS (Liu et al., 2018).
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a) Warm-starting DARTS

Figure 8: DARTS algorithm is used to compute a task-dependent architecture from a transfer architecture for some novel task. Transfer architecture, $\lambda_i$, is first used as a seed architecture to reduce the search space for novel task, $t_{new}$. Next, DARTS is run on $t_{new}$ to compute the final architecture.

5. Experiment Design

Our experiments consist of two stages: collecting a set of transfer architectures using transfer architecture search and evaluation of the discovered architectures by warm-starting DARTS. We conduct two experiments to evaluate our approach on two different scenarios: (1) single task TAS and (2) multi-tasks TAS.

We have opted for sensible default configurations inspired by the authors of P-DARTS (Chen et al., 2019) across all tasks, with the exception of the operation level Dropout parameter. The alternative would require enormous amounts of hyper-parameter tuning to find the best-performing combination of configurations. While the configurations are likely not optimal for every single task, we observed that they are still performant enough to demonstrate our approach.

5.1 Datasets

We conduct experiments on the five datasets defined in Table 1 that are sampled from the meta-dataset collection by Triantafillou et al. (2019). Example images from the selected datasets can be observed in Figure 9. Datasets were sampled based on dataset size and task difficulty, where birds and dtd are regarded as hard datasets. Because of the size of the ImageNet dataset, we replaced it with a down-sampled version called Tiny ImageNet$^2$.

Pre-processing of data follows the steps described by the authors of the meta-dataset (Triantafillou et al., 2019), where images are resized to the shape $84 \times 84 \times 3$ using bilinear interpolation.

$^2$ https://tiny-imagenet.herokuapp.com/
We deterministically split datasets to create 2/3 training and 1/3 validation sets, where validation sets are only used in the final evaluations of our searched models. All sets are stratified. During architecture search, we further split the training set into two equal subsets following the P-DARTS (Chen et al., 2019): one for fine-tuning network parameters and the other for tuning the architecture.

Table 1: List of datasets that were sampled from the meta-dataset (Triantafillou et al., 2019).

| ID     | Dataset name                        | $N$ classes | $N$ observations |
|--------|-------------------------------------|-------------|------------------|
| aircraft | FGVC-AIRCRAF (Maji et al., 2013)   | 100         | 10000            |
| flower  | VGG Flower (Nilsback and Zisserman, 2008) | 102         | 8189             |
| birds   | CUB-200-2011 (Wah et al., 2011)     | 200         | 11788            |
| dtd     | Describable Textures (Cimpoi et al., 2014) | 47          | 5640             |
| tiny_imagenet | Tiny ImageNet                  | 200         | 100000           |

Figure 9: Example images from selected datasets.

5.2 Search Space

A well-designed search space plays a central role in finding well-performing architectures by NAS. We follow the standard practice of gradient descent based NAS (Liu et al., 2018, 2017; Chen et al., 2019; Real et al., 2018), where we only search for normal and reduction
cells, while the outer shell architecture is manually set by stacking cells together, as can be observed in Figure 10. Normal cells are the basic building blocks that compute the feature map of an image and have a stride of 1. Reduction cell, as can be deduced from the name, reduce the feature map dimensions and have a stride of 2. Although the decision on how to arrange normal and reduction cells can be viewed as another hyper-parameter, we follow the practice (Zoph et al., 2017; Liu et al., 2018; Chen et al., 2019) to put one reduction cell at 1/3 and 2/3 depth of the network.

A cell consists of 7 nodes, where we have two input nodes (input nodes are defined as the cell outputs in the previous two layers), a single output node, and four intermediate nodes where each intermediate node has 2 parents. Cell architecture and the initial set of candidate operations described below follows that of DARTS ((Liu et al., 2018)) and P-DARTS ((Chen et al., 2019)).

Our initial set of candidate operations, $O$, is as follows:

- 3x3 max pooling
- 3x3 average pooling
- 3x3 separable conv
- 5x5 separable conv
- 3x3 dilated separable conv
- 5x5 dilated separable conv
- skip-connect
- zero$^3$

3. Special operator that indicates a lack of connection between two nodes.

Figure 10: Illustration of the search space: a) Overview of the whole architecture, where we manually stack normal and reduction cells together. This approach follows the common practice (Zoph et al., 2017; Liu et al., 2018; Chen et al., 2019) in the field of gradient descent based NAS. b) Cell architecture where we put a mixed operation $\bar{o}^{(i,j)}$ on every edge running into four intermediate nodes (nodes 0, 1, 2, 3 on the figure).
5.3 Task similarity measure

In this work, we use Task2Vec (Achille et al., 2019) as our task similarity method. We processed images through a pre-trained ResNet34 probe network that was trained on the ImageNet dataset to compute embeddings based on estimates of the Fisher information matrix associated with the probe network parameters. Since the probe network is pre-trained, we have to resize our images to the shape \(255 \times 255 \times 3\) using bilinear interpolation before running Task2Vec algorithm. The cosine distance between normalized embeddings is used to measure the distance between tasks. The transfer architecture, \(\lambda^*_i\), discovered on task \(t^*_i\) with the shortest distance to \(t_{\text{new}}\) is used to warm-start DARTS.

Table 2: Task similarity matrix for selected tasks. Tasks with lower number are closer to each other and thus more similar.

| Distance | aircraft | dtd  | birds | flower | imagenet |
|----------|----------|------|-------|--------|----------|
| aircraft | 0        | 0.025| 0.02  | 0.019  | 0.02     |
| dtd      | 0.025    | 0    | 0     | 0.018  | 0.014    |
| birds    | 0.02     | 0    | 0     | 0.017  | 0.019    |
| flower   | 0.019    | 0.018| 0.017 | 0      | 0.015    |
| imagenet | 0.02     | 0.014| 0.019 | 0.015  | 0        |

5.4 Setup of the transfer architecture search

TAS is split into 3 stages of increasing depth: initial, intermediate, and final. In the initial stage, 5 cells are stacked in the search network and the full operation space is used, where we have all 8 candidate operations on each edge. Next, in the intermediate stage, we increase the number of stacked cells from 5 to 11 and reduce the number of operations preserved on each edge to 5 by removing the operations with the lowest \(\alpha\). In the final stage, the search network consists of 17 stacked cells and each cell keeps only the 3 best performing candidate operations on each edge.

TAS hyper-parameters are guided by the GPU memory limitations, where for each stage we train a network for 25 epochs with a batch size of 96. The setup closely follows one described by the authors of P-DARTS (Chen et al., 2019). In the first 10 epochs, only network parameters are tuned while in the remaining 15 epochs we jointly learn network and architectural parameters. Furthermore, for additional acceleration, we use the first-order DARTS optimization scheme. For architecture parameters, an Adam optimizer with learning rate \(\eta = 0.0006\), momentum \((\beta = (0.5, 0.999))\) and weight decay 0.001 is used. To simplify the experiment architecture parameters are not tuned per task.

5.5 Setup of warm-starting DARTS

Warm-started DARTS (WS-DARTS) follows the configuration of the final stage of TAS. The search network consists of 17 stacked cells and a transfer architecture with three candidate operations on every edge. We use the same architecture parameters as for the transfer architecture search described above. While it is possible to have an independent set of
settings for each WS-DARTS, we want discovered architectures to be comparable between different experiments.

5.6 Evaluation

To select the architecture for the final evaluation, we run WS-DARTS 10 times with different settings of the operation level Dropout (from 0 to 0.9 in steps of 0.1). In essence, we are performing a hyper-parameter search on the training set to find the optimal value of skip-connect dropout. In our preliminary experiments, we found that the value of skip-connect dropout plays a decisive role in finding a well-performing architecture or a poorly performing one. Found architectures are then trained from scratch for a short period of 75 epochs and the best performing architectures are selected for the final evaluation.

The final evaluation of best performing discovered networks follows that of P-DARTS Chen et al. (2019). An evaluation network of 20 cells and 16 initial channels is trained from scratch (weights learned during the search are discarded) for 300 epochs with batch size 96. This network is learned on the training set while the performance is evaluated on the validation set. The validation set is never used before the evaluation phase of the final architecture. Additionally, cutout regularization of length 16, drop-path of probability 0.3 and auxiliary towers (Szegedy et al., 2014) of weight 0.4 are applied to further improve performance. Auxiliary towers are used to help reduce the vanishing gradient problem in our deep networks. A standard SGD optimizer with a weight decay of 0.0003 and a momentum of 0.9 is used. The initial learning rate is 0.025.

5.7 Experiment 1

We perform TAS on every task, \( t_i \), to compute a transfer architecture, \( \lambda_i \), and learned transfer architecture, \( \hat{\lambda}_i \). \( \lambda_i \) and \( \hat{\lambda}_i \) are saved for later (re-)use. Based on the similarity measure (Table 2), we perform WS-DARTS for every task \( t_i \), where \( \lambda_i \) and \( \hat{\lambda}_i \) are selected from the most similar task. The Dropout probability is determined for every task separately by fine-tuning the parameter, where we keep the values that resulted in the best performing architecture for the same task.

5.8 Experiment 2

We devised a simple definition of a meta-dataset to demonstrate an alternative approach to WS-DARTS. Task are split into meta-train and meta-test groups as follows: \{\texttt{ttd, flower, tiny imagenet}\} \( \in \mathcal{T}_{\text{meta-train}} \) and \{\texttt{aircraft, birds}\} \( \in \mathcal{T}_{\text{meta-test}} \). \( \mathcal{T}_{\text{meta-train}} \) is used to compute meta-transfer architecture \( \lambda_{\text{meta}} \). \( \lambda_{\text{meta}} \) is discovered by TAS algorithm, where tasks \( \mathcal{T}_{\text{meta}} \) are jointly learned in order from the smallest to the largest task (as written). The Dropout probability on skip-connect is determined by fine-tuning the parameter on \( \mathcal{T}_{\text{meta-test}} \). The baseline architecture was determined by performing P-DARTS on our meta-dataset.

6. Results

In this section, we analyze our approach and present the results of our experiments. We evaluate our approach by two criteria: (1) required computational resources to run warm-started DARTS (measured in seconds) and (2) performance of the discovered architectures.
All our experiments were conducted on 2 × NVIDIA Tesla K80 GPUs. While our experiment setup closely mimics that of P-DARTS, it is hard to make direct comparisons due to the differences in hardware, namely GPU memory size. We used inferior GPUs in our experiments compared to DARTS (Liu et al., 2018) or P-DARTS (Chen et al., 2019).

6.1 Experiment 1

Figure 11a visualizes a transfer architecture, $\lambda_{\text{flower}}$, discovered by TAS on the flower dataset from the initial search space, $O$, described in section 5.2. Following the task similarity matrix shown in Table 2, we used $\lambda_{\text{flower}}$ to warm-start DARTS on the aircraft and birds datasets as $\lambda_{\text{flower}}$ is the transfer architecture found on the most similar dataset flower. The final architectures discovered on the aircraft and birds datasets are shown in Figure 11b and 11c, respectively.

Our proposed approach finds the final architectures significantly faster than running P-DARTS (or slower DARTS) from scratch regardless of the task. This behavior was expected and anticipated as reducing the search space will lead to faster search times. In Table 3, we can observe that, on average, warm-started DARTS resulted in finding final architecture 60% faster compared to P-DARTS. Comparison between the two warm-starting approaches, transfer architecture $\lambda_i$ and learned transfer architecture $\hat{\lambda}_i$, shows that learned transfer architecture, $\hat{\lambda}_i$, requires more computational resources. $\hat{\lambda}_i$ is on average faster than P-DARTS by only 58.5% compared to $\lambda_i$’s 64.7%. This difference is especially visible on smaller datasets (aircraft, flower, birds, and dtd), whereas on tiny_imagenet there was no significant statistical difference in means at $p < 0.05$. 
Table 3: Search times for WS-DARTS performed on selected tasks. The P-DARTS column represents search times of P-DARTS algorithm from scratch as a baseline for comparison.

| Task       | P-DARTS (Time (hours)) | WS-DARTS(λ) Time (hours) Improvement | WS-DARTS(λ̂) Time (hours) Improvement |
|------------|------------------------|--------------------------------------|--------------------------------------|
| aircraft   | 4.7                    | 1.6                                  | 66.3 %                               |
| flower     | 4.0                    | 1.4                                  | 65.8 %                               |
| birds      | 5.8                    | 1.9                                  | 67.2 %                               |
| dtd        | 2.7                    | 0.9                                  | 66.4 %                               |
| tiny_imagenet | 42.6               | 17.7                                 | 58.5 %                               |

For the second evaluation criteria, we looked at the performance results of the discovered architectures. Our goal is to find better-performing architectures in comparison to the baseline architecture, where the baseline architecture is obtained by running P-DARTS on the most similar dataset. Since we can already obtain the final P-DARTS architecture from our learned transfer architecture, ̂λ, by replaced each mixed operation γ(i,j) with the most likely operation. This served two purposes: (1) it saved resources that could be used on other experiments and (2) more importantly it provided that the final architecture is a sub-graph of the transfer architecture, ̂λ. Later allows for a more equal comparison of results.

In Table 4, accuracy results of our approach are shown and compared with baseline results and results from the same tasks from the meta-dataset authors (Triantafillou et al., 2019). Warm-started DARTS was able to find better-performing architectures on all 5 tasks compared to the baseline architectures. We discovered that finding competitive architectures using WS-DARTS(λ) is much harder compared to WS-DARTS(̂λ) and only successful in 3 out of 5 experiments. For harder tasks dtd and birds we were unable to find competitive architectures. This can be attributed to multiple reasons: 1) the most similar task is not similar enough, 2) the initial search space is too restrictive, and 3) the search or evaluation setup are not suitable. Further research would be needed to determine why we were unable to find better-performing architectures.

Since any discovered architecture by WS-DARTS(λ̂) can only be a sub-graph of λ̂, we know that it is possible to find at least as good architectures as is our best one for the specific task. Looking more closely at the results of the tiny_imagenet task, we observe, that λ̂ performed slightly better than λ. Our intuition would suggest that λ̂ does not give any additional boost to tasks with large datasets. However, this is not proven and additional research is needed as the simple explanation could also be that we were unsuccessful in finding better performing architecture for λ̂.

In comparison to the meta-dataset (Triantafillou et al., 2019), we were able to find better performing architectures for three datasets: airplane, flower and tiny_imagenet. We are comparing our results with the best results found by the authors of the meta-dataset by algorithms that are not based on DARTS. Tiny_imagenet task is a smaller version of a much larger ImageNet(Deng et al., 2009) dataset and should be taken into consideration when directly comparing the two results. However, we could not find competitive architectures.
for harder tasks birds and dtd by either with our approach or by searching with P-DARTS from scratch.

Table 4: Performance results showing validation accuracy of evaluated architectures. Meta-dataset (Triantafillou et al., 2019) results are the best results obtained by the authors and are used for the external performance comparison between different approaches.

| Task    | Meta-dataset | Baseline | WS-DARTS($\lambda_i$) | WS-DARTS($\hat{\lambda}_i$) |
|---------|--------------|----------|------------------------|-----------------------------|
| aircraft| 76.41        | 78.937891| 79.447942              | **79.747973**               |
| flower  | 88.72        | 90.476188| 90.879119              | **91.501829**               |
| birds   | **69.88**    | 61.246817| 60.63613               | 61.857504                   |
| dtd     | **68.25**    | 49.25531 | 48.297871              | 49.574466                   |
| tiny_imagenet| 49.53    | 63.34073 | **63.943718**          | 63.764182                   |

6.2 Experiment 2

In experiment 2, we were searching for the meta-transfer architecture over the meta-train dataset — a collection of three datasets described in the section 5.8. It took 50.2 hours to find the meta-transfer architecture shown in Figure 10a. Interestingly, four candidate operations (none, skip_connect, sep_conv_3x3 and sep_conv_5x5) represent 88% of the search space by our meta-transfer architecture. If we disregard the none operator, as it is a special operator that indicates the lack of connection, and skip-connect, we are left with only 3x3 and 5x5 separable convolution. This presents a challenge for the birds task as it sub-optimally restricts the search space and prevents DARTS from finding well performant architectures as will be discussed later. Comparing the architectures for the birds task found in Experiment 1 (Figure 11c) to the one found in Experiment 2 (Figure 12c) shows that more diverse operations are needed in the transfer architecture to find better performing architectures. Otherwise, the transfer architecture is too restrictive and negatively affect the performance.

Looking at our first evaluation criteria, we found similar results to Experiment 6.1. The time needed to find an architecture by warm-starting DARTS using our meta-transfer architecture, $\lambda_{meta}$, was drastically reduced as is presented in Table 5. Warm-started DARTS using $\lambda_{meta}$ shows the fastest performance compared to transfer architecture, $\lambda_i$, and learned transfer architecture, $\hat{\lambda}_i$, from the Experiment 6.1. The difference in the mean is statistically significant at $p < 0.05$, where the $p$-value is 0.016938 and 0.002933 for the aircraft and birds task, respectively.

Table 6 shows accuracy results of the task-specific architectures obtained from warm-starting DARTS using meta-transfer architecture and compares it to the results obtained by the authors of the meta-dataset (Triantafillou et al., 2019). We got mixed results with the meta-transfer architecture, which could be attributed to the selection of the meta-dataset. More precisely, if a the meta-dataset consists of tasks that are not similar enough to our target task, we will sub-optimally restrict the search space. However, the further tests would be needed to give a definitive answer. While we quickly found good architecture for aircraft task, we were unable to find one for birds task. This is consistent with the findings
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(a) Meta-transfer architecture for normal cell. On each edge a combination of three candidate operations can be observed.

(b) Normal cell found on *aircraft* task by WS-DARTS(*λ*<sub>meta</sub>)

(c) Normal cell found on *birds* task by WS-DARTS(*λ*<sub>meta</sub>)

Figure 12: Visualization of (a) meta-transfer architecture for normal cell, *λ*<sub>meta</sub>, and normal cells discovered by warm-starting DARTS using *λ*<sub>meta</sub> on (b) *aircraft* task and (c) *birds* task.

Table 5: Search times for warm started DARTS using meta-transfer architecture, *λ*<sub>meta</sub>, performed on selected tasks. P-DARTS column represents search times of the P-DARTS algorithm for comparisons.

| Task      | P-DARTS | WS-DARTS(*λ*<sub>meta</sub>) | Improvement |
|-----------|---------|-------------------------------|-------------|
| aircraft  | 4.7     | 1.5                           | 67.5 %      |
| birds     | 5.8     | 1.8                           | 69 %        |

in Experiment 6.1. However, accuracy for the *birds* task deteriorated even further. Low accuracy results for the *birds* task are also confirmed by comparing them to the results obtained by the authors of meta-dataset (Triantafillou et al., 2019).

Table 6: Performance results showing validation accuracy of evaluated architectures. Meta-dataset (Triantafillou et al., 2019) results are the best results obtained by the authors and are used for the external performance comparison between different approaches.

| Task      | Meta-dataset | Baseline | WS-DARTS(*λ*<sub>meta</sub>) |
|-----------|--------------|----------|-------------------------------|
| aircraft  | 76.14        | 78.257461| **79.71797**                  |
| birds     | **69.88**    | 59.149377| 57.83714                      |
7. Conclusions and Future Work

This work focuses on speeding up the neural architecture search over multiple tasks. Naïve solutions, like transferring task-specific architectures or searching from scratch, are either not optimal or inefficient and thus not suitable for multi-task environments (Lian et al., 2020). We presented a meta-learning framework to warm-start DARTS on novel tasks. This was achieved by introducing a transfer architecture that can be quickly adapted to some new task. On average, it yields $2.5 \times$ faster architecture search times compared to the searching from scratch. Not only does this reduce the needed computational resources, but it can also lead to better-performing architectures in comparison to the simple cell transfer from a proxy task.

We first introduced a transfer architecture search, that is able to find a transfer architecture for a single task or a meta-transfer architecture on multiple tasks. We restricted the size of transfer architecture to only three candidate operations on every edge. While this approach greatly reduces the search time, it also severely limits the number of all possible architectures that can be found. We addressed this limitation by adding a task similarity measure to find transfer architecture found on the most similar task. The idea behind this is that NAS will find similar architectures on similar tasks and by significantly reducing the search space we do not negatively affect performance. In this work, we were not fully successful to mitigate the risk of negative performance due to the restricted search space. Similarly, a meta-transfer architecture was obtained by searching on a meta-dataset — a collection of three datasets described in Section 5.8.

Finally, we demonstrated a method to warm-start DARTS for novel tasks. We conducted experiments by warm-starting DARTS with transfer and meta-transfer architectures. We obtained better results compared to the simple cell transfer in the majority of cases, while greatly reducing search time. Our approach can be used to warm-start other NAS methods based on DARTS.

We believe that we only scratched the surface in this work and future research using more datasets, leave-one-out evaluation, and hyperparameter tuning (e.g. number of epochs) is needed. Additionally, an investigation into the possibilities regarding learned transfer architectures would give a better understanding of this approach. Especially, the effect on tasks containing a small number of available images (e.g. few-shot) and the possibility of lowering the number of epochs of warm-started DARTS when initialized with a learned transfer architecture.

Observing nature, we can see that living things learn from past experiences. We believe that this should also be the case in neural architecture search to reduce computational overhead and optimize the process. We hope that this work may provide additional insight or inspiration on meta-learning NAS.
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