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ABSTRACT

Image compression is an essential technology for encoding and improving various forms of images in the digital era. The inventors have extended the principle of deep learning to the different states of neural networks as one of the most exciting machine learning methods to show that it is the most versatile way to analyze, classify, and compress images. Many neural networks are required for image compressions, such as deep neural networks, artificial neural networks, recurrent neural networks, and convolutional neural networks. Therefore, this review paper discussed how to apply the rule of deep learning to various neural networks to obtain better compression in the image with high accuracy and minimize loss and superior visibility of the image. Therefore, deep learning and its application to different types of images in a justified manner with distinct analysis to obtain these things need deep learning.
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1. INTRODUCTION

Image compression is a technique in which an image can be compressed by various methods [1]. Lossy and lossless are two types of image compression techniques [2], where there is a potential to remove any valuable data in the lossy for the original image. However, there is no risk of missing the original image data in Lossless [3]. Early methods compress images primarily by specifically using entropy coding to remove data redundant within the image matrix, like arithmetic coding [4], Huffman coding [5], and Golomb code [6]. In the late 1960s, the transforming coding of image compression, namely Fourier transform [7] and Hadamard transform, was proposed by encoding spatial frequencies [8]. The Discrete Cosine Transform [9] was proposed in 1974 by Ahmed et al. on [10] as an Image coding that can stack image energy and make compression in the frequency domain more efficient in the low-frequency domain. The quantization and prediction techniques are also introduced for reducing data redundant through entropy encoding and transforming techniques to minimize spatial and visual redundancy in the image. BPG [11], JPEG 2000 [12], JPEG [13], WebP [14], etc, are known as file compression (format) standards. JPEG is the most widely used or accepted in several techniques for loss image compression [15].

The ANNs are not fresh in the image coding field. Between the 1980s and 1990s, neural network research on image coding was a topic of much research [16]. Thanks to the availability of large quantities of data, the innovation of efficient processing systems, and sophisticated algorithms, it is now possible to train intense models of more than 1000 layers. Deep learning for image coding is valuable and has been continuously developed since 2015 [17,18].

Deep learning is a sub-field within machine learning that depends on learning several representations corresponding to a hierarchical structure of features, factors, or concepts [19]. Deep learning emerged from the research field of artificial intelligence neural networks. Pre-fed neural networks equipped with multiple hidden layers (called DNNs) are an excellent example of deep structure models. Backpropagation (BP) became popular in the 1980s [20] and it is a well-known algorithm for learning these networks' parameters. However, backpropagation alone did not work well with learning networks with many hidden layers, and the difficulty increased as the depth of these networks increased [21]. Deep learning approaches may be instrumental in developing unsupervised learning processes. After all, we do not know what the name of the paper structured contains three sections thing is about occasionally. In computer vision, a recurrent neural network (RNN) focused on deep learning is likely to become a prevalent network model and achieve more significant popularity in applied research with the advancement [22]. This an enticing aspect of reliable chemical processes.

Neural networks, especially CNNs, have recently achieved considerable progress in many areas, such as image comprehension, processing, and compression. CNN typically has one or two convolution layers [23]. Some parameters will be well trained in these layers depending on large image samples classified in an end-to-end technique for particular tasks. The qualified CNN is well adapted to solve grouping, identification, and prediction tasks with highly efficient adaptability on test results. The CNN for forecasting signals' efficiency has exceeded that of the rule-based dataset features [24,25]. CNN can also be understood as a features extractor for converting the image into a compression representation function space, which helps manipulate images. It was also known as a potential alternative for compressive tasks based on these stellar features of CNN [26].

The past few years have seen good experience in many subjects, especially image processing and computer vision, of deep learning technology. Deep learning in video compression remains, however, in its infant stage. This article examines the democratic work on deep learning for image and video codec that has progressed actively for a few years. Therefore, this paper explores intelligent image compression algorithms based on the deep learning used in the last four years. The paper is organized as follows. Section 2 briefly present the image compression idea with its types. Section 3 reviews the deep learning with the most popular types of networks such as convolutional neural network and recurrent neural network that used in image compression. Section 4 reviews the prior studies in image compression using deep learning. The discussion on summarizing findings from previous studies will be present in Section 5. Finally, the paper is ended with a conclusion in Section 6.
2. IMAGE COMPRESSION

Image compression is a method commonly used for minimizing the size of the image during image recording and processing. With growing image quality and scale, compression has become critical in everyday life. Compression plays a significant role in storing a vast number of images digitally with the increased use of cloud computing [27,28].

The compression of images is helpful because the data used to view an image decreased and reduced the space available to store the image. The quality of the images' processing will improve [29]. Different color channels define the strength of a pixel position in the image, which includes a value translated to an appearance by assigning the value in the color map to a level. Grey-scale is the most common color map with all colors set from black to white. In addition to gray images, true-color images consist of a red, green, and blue vector for each pixel location—this type of image is used as a three-dimensional image [30,31].

Three distinct forms of redundancy exist in the graphical image (unequal sensitivity of the human eye to different visual information). However, most image compression models adopt Fig. 1. In the first aspect, the original image is denoted by I(m,n) and the compressed one by I'(m,n)—the source decoder used to delete redundancies in the image content. A channel encoder is used as an overhead to tackle noise by introducing parity bits. The channel may either be a contact network or a storage device. The job of channel decoder is to revoke the operation that done by the channel encoder.

2.1 Lossy Compression

It is focused primarily on file size after compression, where the size of the image is significantly reduced, but the image quality will diminish relative to the original image. Lossy compression enables fidelity for a specific transmission and storage. It also decreases the number of bits required for a picture with information loss [33]. As shown in Fig. 2 (a), the lossy compression requires three stages: acquisition, quantization, and entropy coding.

2.2 Lossless Compression

The lossless compression does not substantially reduce the file's size, but the image quality will be maintained to the highest degree possible. This form of reduction is helpful for applications for analysis and image evaluation. This compression's fundamental purpose is to render the image with as few bits as possible and improve the transfer rate, lower storage requirements. [34]. Although loss-free compression results in a very high rate of bit reduction because images are not chosen for use, the loss-free compression is sufficient for large applications like medical, deep sensing, security, and research applications. Lossless compression refers to different formats, such as videos, pdf files, text documents, etc. [35].

A traditional diagram of lossless compression will represent, as shown in Fig. 2 (b). In the first Stage, the mathematical transform is implemented to eliminate the redundancy between pixels. In the second Stage, redundant coding is carried out by entropy coding technique.

3. DEEP LEARNING

Deep learning (also called deep-structured learning or hierarchical learning) has emerged since 2006 as a new field within machine learning research [37]. Research techniques for deep learning have evolved over the past years and have affected a wide range of work on processing signals and information in traditional and modern forms. This technique is within the broad areas that include the basic concepts of machine learning and artificial intelligence [38].

Deep learning is involved in machine learning theory. It has differentiated theoretical models such as deep neural or multi-layered networks of a dynamic network of simple nonlinear basic units [39]. A potential advantage of such thick networks is to process data at many levels of abstraction with varieties of representations. All the representations have been obtained by learning an efficient hierarchy of symbols from distributed and massive data [40]. Deep learning effectively removes the requirement of handcrafted representations, which can be very useful when dealing with data, such as acoustic and visual signals, while performing the same [41,42]. Fig. 3 is an example of fully deep neural networks containing more than two hidden layers.
Deep learning has gained much interest lately, and it has been widely implemented in many machine vision problems. Deep learning approaches are now being used for low-level processing tasks [44]. Dong et al. [45] showed that an end-to-end manner could equip a convolutional neural network (CNN). They realized their system for JPEG compressive image restoration in the same year. A procedure to minimize the weights and speeds of skaters has been performed. In other words, they use pictures that have degraded differently. Kim et al. [46] suggest an intense network learn residual. Understanding the network structure based on sparse coding contributes to even more stable and effective machine learning. Driven by studies into sparse coding, Wang et al. [47] use the sparsity-based dual-domain approach to build a neural network that imitates the form of light codes. Deep learning is an essential tool for low-level machine vision issues [25].

3.1 Recurrent Neural Network (RNN)

The recurrent neural network is one of the types of neural networks which is store past-related information. RNN units have multiple connections to themselves and convert knowledge out of the past. RNN uses old data from the models to shape current performance [48]. In applications such as machine translation, face recognition, and image compression, recurrent neural network architectures have achieved state-of-the-art outcomes [49].
networks include particular input and output layers. As shown in Fig. 4 (b) [50], the completely (fully) connected networks do not have individual input layers of nodes, and each node connects to all other nodes as input. The node with itself feedback is possible [51].

As shown in Fig. 4 (a), the simple partial recurrent neural network is used to learn character strings. Since some nodes are a feedforward framework, other nodes’ sequential context will be provided, and feedback from other nodes is received. Weights from the context units (C1 and C2) will be processed using backpropagation [52], like those for the input units. The context units receive time-delayed feedback from the second layer units, in the case of simple RNN. Inputs and their desired successor outputs consist of training data. The net can be trained to predict the next letter in a character string and validate a character string [53].

**3.2 Convolutional Neural Network (CNN)**

Convolution neural networks are primarily used for image compression and classification but have proven successful for a variety of tasks, such as speech recognition [54], pose estimation [55], and visual saliency detection [56]. There are numerous CNN structure variations, including fully convolution networks and deep supervised networks [57,58]. However, their underlying structure is similar, as it involves three layers: convolution, pooling, and fully-connected layers [59].

The convolution layer learns feature representations of input images by using several convolution kernels. Here, a kernel is a matrix of weight values used for computing feature maps that provide feature information such as edges or curves. Furthermore, the pooling layer is usually placed between two convolution layers and aims to reduce feature maps’ resolution. This method is practical as kernels in succeeding convolution layers can encode more features like pooling and convolution layers [60,61].

After many convolution and pooling layers, it is common to use one or more full-connected layers that link nodes in the past layer with every single node of the present layer. Lastly, as a final step, the network uses a SoftMax activation function to produce probabilities of classes from the input data [62,63]. Fig. 5 shows the architecture and the training process discussed in the above sections.

![Fig. 4. (a) RNN Fully Connected (b) Simple RNN [50]](image1)

![Fig. 5. CNN Architecture [64]](image2)
4. LITERATURE SURVEY

The deep learning concept applies to artificial neural networks with many layers. In the last few decades, deep learning recognized as one of the most effective methods for managing massive data sets, and it has been a widespread method in the literature. The interest in more hidden layers surpassing classical algorithms has evolved recently in image encoding and compression. Therefore, in this section, we summarize previous work in using deep learning for image compression.

K. GU et al. [65]. Plane to develop an image quality index for quality assessment of blinds using deep learning. Extensive experiments are performed to measure their TID2013 system’s feasibility compared to classical full-reference, state-of-the-art reduced-reference, and no-reference image consistency measurement methods.

K. Watkins et al. [66]. Introduce a neural network for gray image compression and focus on designing a fault-tolerant distribution system with stream error correction capability. Next, a deep neural network (DNN) suggests image compression using the Levenberg-Marquardt algorithm. They show experimentally that their DNN increases the restored images’ consistency above that of the De DCT Zonal coding, DCT Threshold coding, Set Dividing up in Hierarchical Trees, and Gaussian Pyramid.

H. Deng et al. [67]. Use a genetic algorithm to choose the correct deep autoencoder to process images. The critical information can be extracted from the image via the optimized network. The standard image analysis shows that the proposed algorithm achieves a higher signal-to-noise ratio and retains performance even at high compression ratios.

F. Hussain et al. [68]. Explore the Deep Neural Network (DNN) ability to reveal the relationship between compression/decompression. The goal is to create a DNN capable of image compression with an algorithm that has better generalization property and requires less training time. ReLUs that more accurately map to biological neurons shorten the encoding/decoding time and improves its generalization ability. The introduction of ReLUs ensures an efficient gradient propagation, causes the proposed network to be sparse and is calculated effectively so that these networks are suited for real-time system compression.

G. Toderici et al. [69]. Proposed a general structure for variable-rate image compression and a novel structure focused on recurrent convolution and deconvolution Long Short-Term Memory networks. These structures solve the principal problems which have prevented autoencoders from handling current algorithms for image compression: Firstly, only once (not every image), regardless of the input image size and the required compression rate, must the networks be trained. Secondly, networks are increasingly sending more bits. Thirdly, the most effective image is rebuilding.

X. Sun et al. [70]. Proposed a joint deep-network-based image restoration algorithm to create a restoration system for multiple degradations. There are two phases of the convolutional neural network used in their proposal. Firstly, with two cascaded neural networks, a de-blocking subnet is created. A 20-layer profound network with skipping connections performs super-resolution—a novel deep network created by cascading these two phases.

F. Jiang et al. [71]. A new compression method is proposed based on a deep neural network. Two neural networks are cleanly assembled in a high-quality image compression end-to-end encoding environment at low bit rates. The first convolutionary neural networks, known as the Compact Convolutional Neural Network (ComCNN), learn from an image that preserves the structural data and is coded with an image codec (e.g., JPEG, JPEG2000, or BPG). The so-called Convolutionary Reconstruction Neural Network (RecCNN) is the second CNN to replicate the high-quality decoded image at the encoding point. They create a single end-to-end learning algorithm that simultaneously lets ComCNN and RecCNN communicate efficiently with two CNNs and allows the decoded image to be reconstituted exactly with RecCNN. Such a design also makes the theoretical compression framework compliant with existing image coding standards.

W. Shi et al. [72]. Use Deep learning to solve the two most critical issues of compressed sensing (CS), i.e., creating a sampling operator and developing a fast nonlinear reconstruction algorithm. Develop a deep network composed of three sub-networks: compressed sampling, initial reconstruction, and deep reconstruction, which has a high relationship with the conventional block compressed sensing smoothly predicted Landweber algorithm. The sampling operator
automatically learns to prevent intricate artificial designs. In the sense of sampling measurements, the reconstruction subnetwork will efficiently recover the original image.

G. Toderici et al. [73]. Introduce several neural networks for lossy compression methods. During implementation, each of these neural network architectures can provide varying compression rates but need to be trained once. Each architecture has a recurrent neural network, decoder, encoder, multinomial discretized, and entropy coding. The model is fundamentally new, which comes from the combination of Gated Recurrent Unit and Residual Net. They study the “One Shot” versus “Additive” reconstruction approach and launch a new scaled-additive architecture.

Z. Ching et al. [74]. A loss image compression scheme has been developed which uses convolution autoencoder (CAE) functions to achieve high-quality loss coding during training. Initially, they designed a novel active CAE structure to replace the conventional transformations and then trained it using a rate-distortion loss function. Authors use principal components analysis (PCA) to flip the maps produced by CAE, then qualify quantization and entropy coder to make codes.

J. Zeng et al. [75]. Proposed a general hybrid JPEG-phase research deep-learning system that incorporates field expertise under the rich stage analysis models. Their system proposed occupies two significant phases. The first phase is handmade, aligned with the convolution phase and the quantitative measurements and truncation phase of the wealthy models. The second phase is a deep neural network with many deep subnetworks, in which the model parameters are learned during preparation.

D. Minnen et al. [76]. Introduce an algorithm mixing deep neural networks with a tiled network adaptation to the quality-sensitive bit rate. They illustrate the importance of the prediction of the spatial context.

F. Mentzer et al. [77]. Reflect on the latter problem and introduces a new strategy to navigate an image compression auto-encoder rate-distortion trade-off. The key idea is to model the entropy of latent representation directly using a framework: a 3D-CNN that learns a conditional probability model of the autoencoder’s latent distribution. During the training, the autoencoder uses the context model to test its entropy and the context model is simultaneously modified to learn how the latent representation relies on the symbols.

E. Peixoto et al. [78]. Use a Convolutional Neural Networks to create a new prediction model in an image. They suggest an intra-prediction solution multi-mode using two CNN-based prediction modes and all intra-mode modes previously used in the highly efficient video encoding standard. They also consider any allocation strategy that only improves bitstream if there is a substantially reduced reconstruction error.

P. Akyazi et al. [79]. Introduced two end-to-end structures for image compression dependent on convolutional neural network (CNN). Two dimensions of wavelet division as a pre-processing step before training. It features extraction for the compression of wavelet coefficients that will use in the proposed networks. Training is complete, and multiple models that operate at various rates are created using a regularization in the loss function.

S. Li et al. [80]. Propose a two-stage sub-band coding system for coefficients besides analysis by Filter banks based on convolutional networks using the SPIHT-like algorithm and then primitive adaptive arithmetic coding (AAC). The SPIHT-like algorithm stretches the spatial orientation tree to manipulate inter-sub band reliance on sub-bands and directions of various sizes. For knowledge-theoretical calculations, reciprocal information is calculated to formulate these dependencies. Different primitives have been designed to encode the bitstream created by adapting its multiple lists and passes. Neural networks boost AAC’s likelihood estimates where nonlinear estimation will be based on scales, paths, positions, and coefficient importance contexts.

B. Zheng et al. [81]. A pixel location map and quantification tables were proposed as inputs to an indirectly dual-domain convolution network (IDCN). The dual-domain correction unit was presented as a fundamental feature in the formulation of the IDCN. The implied dual-domain translation enables the IDCN to interact with color images in the discreet cosine transform (DCT) domain priors. A versatile IDCN version has also been built to deal with a variety of compression qualities.
P. Guo et al. [82]. Reports end-to-end image compression systems based on convolutions of neural networks (CNNs) for the retina optical coherence tomography (OCT) images with an image compression ratio of up to 80. Our compression scheme comprises three components: pre-processing of data, CNN compression, and CNN reconstruction. The pre-processing module was designed to reduce OCT noise and to break the area of interest. The proposed system has been trained and tested with pathological knowledge on ophthalmic OCT images. When the compression ratio hit 40 percent, reconstructed images could still be more than 99% identical in terms of MS-SSIM.

M. Li et al. [83]. Presents context-based convolutional networks (CCNs) to be precise and efficient. In particular, a 3D zigzag scan and 3D code division technique is used to describe the coding contexts needed for the parallel entropy decoding, all of which are used to place the binary masks on invariant translation CCN convolution filters. CCNs have also shown their ability for entropy modeling in lossless and loss picture compression. The first is to use a CCN to calculate the Bernoulli distribution of each code directly for entropy measurement. A discrete mix of Gaussian distributions with approximate parameters of three CCNs is the distribution of each code group. The CCNs entropy model and the analysis/synthesis transformations are designed for the efficiency of rate distortion.

T. Hoang et al. [84]. Propose a new layered image compression architecture with a matched semantical segmentation encoder-decoder. A semantic segmentation network is applied in both the encoder and decoder to the up-sampled image. However, the semantic zed section extracted from the image taken up is not exactly from the original image. A neural convolution network with a particular structure is applied to its original distribution on the nonlinear map of the segment removed to achieve this quality difference.

H. Liu et al. [85]. Propose a deep learning-based Picture Wise Just Noticeable Difference model for image coding. First, subedit the task of predicting positive decision outcomes Picture Wise Just Noticeable Difference as a classification problem and propose a framework that can fix the problem using just one binary classifier. Second, create a deep learning-based classifier model that can estimate if a combination of colors is perceptually lossy or lossless. Thus, they suggested a shifting window-based search technique to forecast Picture Wise.

A. Krishnaraj et al. [86]. Developed and implemented a deep learning-based and discrete wavelet transform (DWT) model for image compression on the Internet of Underwater Things (IoUT). Convolutional Neural Network (CNN) is used at both encoding and decoding to incorporate high-quality images. They suggest that the machine learning supervised CNN is superior to current approaches such as super-resolution deep neural networks, JPEG, and JPEG2000 in compression efficiency and reconstructed image quality.

5. DISCUSSION

Besides the literature survey in the previous section, we conclude that one of the benefits of deep learning in image compression is folded over the last traditional methods. The excellent adaptability of neural networks’ content is to form the model based on signal processing because the network elements are obtaining based on a lot of valuable data. In the latest coding standards, the models handcrafted based on the image is a prior science. In neural network models, the larger receptive field is used widely, which uses adjacent information and improves image compression efficiency by utilizing patterns from a distance. However, traditional encoders only use adjacent patterns and are hard to use in large samples. Finally, both texture and feature can be well represented using neural networks, improving the image compression process combined for human vision and computer vision analysis. While the current coding standards only seek to perform high pressure towards the task of human vision. We intend to research further the deep learning image compression in the representation and distribution of images with better quality and lower bit rates and the memory and computational efficiency in the accurate picture. Due to this issue, the deployment of deep learning has become extremely difficult. When using more complex neural networks, the performance of the networks is usually improved.
| Ref. | year | dataset | Methodology | PSNR  | SSIM | result |
|------|------|---------|-------------|-------|------|--------|
| [86] | 2020 | UWSN    | Hybrid 20 CNN layer and Discrete Wavelet Transform (DWT) | 53.961 | -    | 79.7038% space saving |
| [85] | 2020 | MCL-JCI | Combine the CNN and JPEG coder for training and predicting Stage | 35.41  | 0.82 | get 92% for lossy/lossless features accuracy, 0.79 dB absolute prediction error of the model. |
| [84] | 2020 | ADE20K, Kodak | Hybrid a semantic segmentation network for an upsampled image in both encoder and decoder. And the convolution neural networks to solve the semantic segment extractor. | 33.57  | 0.977 | get 35.31% BD-rate reduction over the HEVC-based (BPG) codec, 5% bitrate, and 24% encoding time-saving. |
| [83] | 2020 | Kodak and Tecnica | implemented Deep neural networks and entropy encoding. | 31.01  | 0.978 | The technique achieves a compression ratio equivalent to the new technique and is much faster, gain 80% as compression ratio |
| [82] | 2020 | Kodak   | Train the CNNs with an adversarial objective, objective function, patch discriminator, and MS-SSIM penalty. | -      | 0.985 | |
| [81] | 2020 | DIV2K, LIVE1 | Hybrid deep neural networks with Discrete Cosine Transform | 34.51  | 0.9220 | the technique is much better than state-of-the-art techniques, and it has a promising application in particular. |
| [80] | 2019 | ImageNet | Hybrid SPIHT-like algorithm, arithmetic coding with deep neural networks | 28.01  | -    | Archive 16.24%-bit rate as coding performance. |
| [79] | 2019 | CLIC2019 | Hybrid the Haar wavelet technique with deep neural networks. | 31.25  | 0.983 | the methods outperform JPEG compression, reduce blurring artifacts and blocking, and save various details in the images' low bitrates. |
| [78] | 2018 | Kodak, CLIC | Use deep learning in multi-mode Intra prediction, with a block-based choice of the best mode. combine the entropy coding with a deep neural network for training the auto-encoder. | 33.4   | 0.92 | reduce 28% bitrate compared to the baseline codec. |
| [77] | 2018 | ImageNet, Kodak, Urban100 | - | - | 0.982 | the method outperforms the BPG, JPEG, and JPEG2000. Furthermore, it reduces the rate by 10 % for the context model. |
| [76] | 2018 | Kodak | Hybrid the deep neural networks with quality-sensitive bit rate adaptation. | 30.418 | -    | the bit rate for both quantitative and subjective image quality will increase accuracy of this framework is 65.4% in the quantization and truncation phase |
| [75] | 2018 | ImageNet | Hybrid the deep-learning model with threshold quantizers handcrafted | -   | - | |
| Ref. | year | dataset | Methodology | PSNR | SSIM | result |
|------|------|---------|-------------|------|------|--------|
| [74] | 2018 | Kodak   | Hybrid PCA with convolution autoencoder | 42.45 | 0.98 | compared to JPEG2000, the method decrement 13.7% BD-rate |
| [73] | 2017 | 32x32 Benchmark, Kodak | Hybrid Gated recurrent units with residual neural network | 52.61 | 1.7998 | Improve 4.3%–8.8% for AUC based on the perceptual metric. |
| [72] | 2017 | BSDS500, Set5, Set14 | Hybrid deep convolutional neural network with Landweber algorithm. | 33.55 | 0.9081 | Achieves significant performance improvements over several current state-of-the-art methods and runs in real-time. |
| [71] | 2017 | grayscale image | Combine JPEG, JPEG 2000 with compact convolutional neural network and reconstruction convolutional neural network deep-network structure with 28 CNN layers merged with cascaded neural network for de-blocking subnet | 30.59 | 0.8895 | saving a 5.22%-bit rate compare with JPEG 2000 |
| [70] | 2017 | Set5, Set14, BSD100 | Hybrid LSTM models with Recurrent Neural Network encoder and decoder | 31.05 | - | The method outperforms other methods separately in terms of subjective quality. |
| [69] | 2016 | 32x32 Benchmark | Hybrid LSTM models with Recurrent Neural Network encoder and decoder | - | 0.87 | reduced storage size by 10% or more, and better quality than JPEG, JPEG 2000. |
This paper focuses on these papers that review applied deep learning on image compression to get best compressed with high quality and save more storage space. Table 1 shows the dataset, methodology, Peak signal-to-noise ratio (PSNR) value, structural index similarity (SSIM) value, and the result used by previous work (Precisely in the last four years). According to this table, we find that [53] is getting the best PSNR (53.961) and save up to 79% for storage space comparing with other studies, which is used the DWT with 20 convolution neural network layers. With the hybrid of traditional compression techniques with deep learning (CNN or RNN), we get good compression compared with image coding JPEG, JPEG 2000, PNG that researchers have proven. Fig. 6 shows the tendency result of the PSNR for deep learning approaches image compression by previous studies.

6. CONCLUSION

Currently, Deep Learning (DL) is a widespread research path. Using the CNN or Convolution Layer (CL), the pooling layer and other superficial structures let the network structure learn and extract the related features and use them. This functionality provides many conveniences for many experiments, removing the need for a highly complex modeling method. Deep learning is also used in image classification and object recognition, image segmentation, image compression, etc., and has been fantastic findings and development. In this review, the deep learning-based image compression methods have been examined and compared, particularly for new studies of deep-learning-based image compression techniques.
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