Error-mitigated quantum metrology
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Quantum metrology with entangled resources aims to achieve sensitivity scaling beyond the standard quantum limit by harnessing quantum effects even in the presence of environmental noise. So far, scaling has been mainly discussed from the viewpoint of reducing statistical errors under the assumption of perfect knowledge of a noise model. However, we cannot always obtain complete information about a noise model due to coherence time fluctuations, which are frequently observed in experiments. Such unknown fluctuating noise leads to systematic errors and nullifies the quantum advantages. Here, we propose an error-mitigated quantum metrology that can filter out unknown fluctuating noise with the aid of purification-based quantum error mitigation. We demonstrate that our protocol mitigates systematic errors and recovers superclassical scaling in a practical situation with time-inhomogeneous bias-inducing noise.

Introduction.— Quantum metrology with entangled resources has been shown to reach the Heisenberg limit of sensitivity with respect to the number of qubits [1–6]. It may provide significant improvements for versatile applications such as atomic-frequency [7, 8] and electron-spin-resonance measurements [9, 10], magnetometry [12, 19], thermometry [20–22], and electrometer [23, 24].

The Heisenberg limit is susceptible to decoherence; for example, under the effect of Markovian dephasing, the sensitivity of entangled states scales to the standard quantum limit (SQL), as do separable states [7]. Several theoretical studies predict that scaling beyond the standard quantum limit is possible: they include the Zeno-scaling under time-inhomogeneous noise model [25–27], quantum scaling by quantum teleportation [27, 28], utilizing the collective effect of open quantum systems [28–30], and applying quantum error correction [31, 32]. So far, however, scaling has been mainly discussed from the viewpoint of statistical errors under the assumption that the noise model can be fully characterized [Fig. 1(a)].

In experiments, we cannot always obtain complete information of a noise model typically due to coherence time fluctuations [11, 33]; accordingly, noise characterization becomes intractable, leading to systematic errors. Throughout the present letter, we describe such a noise as “fluctuating noise”. Systematic errors usually result from a difference between the actual situation and the theoretical model used by experimentalists to estimate the target parameter [Fig. 1(b)]. Intractable noise characterization leads to inaccurate theoretical models and induces systematic errors in estimations. In practice, systematic errors are fatal to quantum metrology because they cannot be reduced even if the number of samples is increased, thus seriously limiting any sensitivity improvement [9, 34]. Despite that systematic errors are typically present in experiments, there is as yet no general approach to dealing them, although some studies have tackled specific scenarios [45, 49].

In the present letter, we propose a quantum-metrology protocol incorporating quantum error mitigation (QEM) to mitigate systematic errors, thereby improving scaling of sensitivity even in the presence of unknown fluctuating noise [Fig. 1(c)]. While conventional QEM methods have been designed for suppressing systematic errors in the expectation values produced by near-term quantum algorithms [44, 51, 60], they are not suitable for suppressing the systematic errors coming from unknown fluctuating noise. For example, probabilistic error cancellation cancels the effect of noise by inverting the noise map on the basis of characterization of the noise [52, 53], while error-extrapolation assumes the precise control of the noise model [52, 54]; thus, unknown fluctuating noise seriously degrades the performance of QEM. To deal with this problem, our error-mitigated quantum metrology, which is inspired by purification-based QEM [50, 61], filters out fluctuating noise that differs from one experimental run to another. In numerical simulations, we used it to suppress bias-inducing Markovian and time-inhomogeneous noise and thereby restore the scaling of sensitivity with respect to the number of qubits. In particular, we observed superclassical scaling with our method.

Quantum metrology with systematic errors.— Here, we describe a general theory for systematic errors in a Ramsey-type measurement of quantum metrology [62–64]. In a typical quantum-metrology setup, we prepare an initial state, expose this state to the target fields characterized by a parameter ω, and obtain a state ρ. Then,
we perform a measurement on this state that can be described by a projection operator $P$ producing a binary outcome. The measurement outcome, $m_j \in \{-1, 1\}$, is obtained from the measurement probability,

$$p = \text{Tr}[P\rho] = x + y\omega, \quad (1)$$

where $x$ and $y$ are some scalars. Here, we have assumed that $\omega$ is small and have ignored the higher order terms of $\omega$. Repeating the measurement $N_{\text{samp}}$ times yields the average value, $S_N = \sum_{j=1}^{N_{\text{samp}}} m_j/N_{\text{samp}}$. To estimate the parameter $\omega$, we need to fit this experimental data with a theoretical model. If we have imperfect knowledge about $\rho$, the theoretical model that we estimate would be different from the true one. The probability based on such an inaccurate theoretical model can be expressed as

$$p_e = \text{Tr}[P\rho_e] = x_e + y_e\omega, \quad (2)$$

where $\rho_e$, $x_e$, and $y_e$ denote the estimated values of $\rho$, $x$, and $y$, respectively. We estimate $\omega$ with $S_N$ by reference to Eq. (2) as $\omega_e = (S_N - x_e)/y_e$, which can be different from $\omega$, thereby leading to systematic errors.

Systematic errors require us to consider the estimation uncertainty of the target quantity $O_{\text{mit}}$. The estimation uncertainty of $\omega$ is defined as $\delta^2\omega = \langle (\omega - \omega_e)^2 \rangle$, with the brackets denoting the ensemble average, and is calculated as

$$\delta^2\omega = \frac{1}{y_e^2} [\text{Var}[p] + (x - x_e)^2], \quad (3)$$

where $\text{Var}[p]$ is the variance of $p$, which is typically $\text{Var}[p] = p(1-p)/N_{\text{samp}}$, and we have neglected the term $(y - y_e)^2\omega^2 - 2(x - x_e)(y - y_e)\omega$ because $\omega$ is small. Most of the previous theoretical studies focused on the first term in Eq. (3) by assuming $\rho = \rho_e$, which comes from the statistical error, as it decreases with increasing $N_{\text{samp}}$. The second term in Eq. (3) comes from the systematic error $x - x_e$ induced by incorrect estimation of the probability $p \neq p_e$. Since $x - x_e$ remains even when $N_{\text{samp}}$ increases, it spoils the scaling of $\delta^2\omega$. In the following, we focus on reducing the systematic error $x - x_e$ by using QEM.

**Error-mitigated quantum metrology.** — Here, we introduce our general framework of error-mitigated quantum metrology, which is inspired by purification-based QEM [50, 61]. We assume the noise fluctuates from one experimental run to another, i.e., a different quantum state for the $i$th measurement described by $\rho_i$. The key quantity of our framework is the following error-mitigated expectation value of the observable $O$ measured in the quantum metrology:

$$\langle O \rangle_{\text{mit}} = \frac{\text{Tr}[\overline{\rho}O]}{\text{Tr}[\overline{\rho}^n]}, \quad (4)$$

where $\overline{\rho} = \frac{1}{N_{\text{samp}}} \sum_i \rho_i^n$ is the unnormalized purified density matrix and $N_{\text{samp}}$ is the number of measurements; later, we will discuss its filtering effect on fluctuating noise.

Figure 1(c) is a schematic representation of the protocol to calculate $\langle O \rangle_{\text{mit}}$. The procedure is as follows:
(1) make 2n copies of the initial state \( \rho(0) \); (2) expose these 2n copies to the target field simultaneously (or almost at the same time) for an interaction time \( t \), so that we can obtain the 2n copies of \( \rho_i(t) \) with fluctuating noise; (3) divide these 2n copies of \( \rho_i(t) \) in half; (4) input n of 2n density matrices to the purification circuit and obtain a single shot measurement outcome to calculate the numerator in Eq. (4); (5) input the remaining n density matrices in a similar manner to (4) but with setting \( O = I \), to calculate the denominator in Eq. (4); (6) repeat (1)-(5) to compute \( \text{Tr}[\rho^n O] \) and \( \text{Tr}[\rho^n] \); then, compute Eq. (4); (7) estimate \( \omega \) by using the error-mitigated expectation value \( \langle O \rangle_{\text{mit}} \) instead of using \( p \) in Eq. (1). Note that the density matrix for the ensemble of \( N_{\text{samp}} \) states input to the purification circuit can be described as \( \rho = \sum_{i} n_i \rho_i^{\otimes n_i} / \sum_{i} n_i \); we can then obtain Eq. (1) from a simple calculation.

Now, we show that our protocol can filter out the noisy states and extract a dominant pure state even in the presence of fluctuating noise. Denoting the spectral decomposition of \( \rho_i \) as \( \rho = \sum_k p_k^{(i)} |\psi_k^{(i)}\rangle \langle \psi_k^{(i)}| \), we have

\[
\bar{\rho} = \frac{1}{N_{\text{samp}}} p_{\text{max}} \sum_{ik} \left( \frac{p_k^{(i)}}{p_{\text{max}}} \right)^n |\psi_k^{(i)}\rangle \langle \psi_k^{(i)}| = \frac{p_{\text{max}}}{N_{\text{samp}}} |\psi_{\text{max}}\rangle \langle \psi_{\text{max}}| \quad (n \to \infty),
\]

where \( p_{\text{max}} = \max_{ik} p_k^{(i)} \) and \( |\psi_{\text{max}}\rangle \) is the corresponding eigenstate. Thus, the contribution of states other than \( |\psi_{\text{max}}\rangle \) is exponentially suppressed as the number of copies \( n \) increases, which means that our method can filter out the fluctuating noise. In general, the dominant eigenvector of the mixed state is distorted by noise and differs from the ideal quantum state, which is called coherent mismatch. Nevertheless, our method clearly eliminates the systematic errors, to allow for a dramatic improvement in \( \delta^2 \omega \) in practical scenarios, as we will see later in the numerical simulations.

**Demonstration of error-mitigated quantum metrology.**—Here, we use error-mitigated quantum metrology to improve \( \delta^2 \omega \) under Markovian and time-inhomogeneous local amplitude damping. We choose the initial probe state \( \rho(0) = |\text{GHZ}\rangle \langle \text{GHZ}| \) as the L-qubit Greenberger–Horne–Zeilinger (GHZ) state \( |\text{GHZ}\rangle = (|0\ldots0\rangle + |1\ldots1\rangle) / \sqrt{2} \), where \( |0\rangle \) and \( |1\rangle \) are the eigenstates of the Pauli \( Z \) operator \( \sigma_z \), \( \sigma_z |1\rangle = |1\rangle \) and \( \sigma_z |0\rangle = -|0\rangle \). We consider the Zeeman Hamiltonian

\[
H = \sum_{j=1}^{L} \omega \sigma_j^{(j)} / 2
\]

with a parameter \( \omega \) determined by the target field. Throughout the present letter, we set \( \hbar = 1 \) and assume small \( \omega t \). We also assume that the time needed for state preparation, error mitigation, and readout is much shorter than the interaction time with the magnetic fields. Each state of the 2n copies after the time evolution in the magnetic field for the interaction time \( t \) with noise at the \( i \)th experimental run can be described as

\[
\rho_i(t) = A_i^{(L)} \cdots A_i^{(1)} [e^{-iHt \rho(0) e^{iHt}}],
\]

where \( A_i^{(j)} \) denotes the noise channel of the local amplitude damping acting on the \( j \)th qubit defined by

\[
A_i^{(j)}[\rho^{(j)}] = K_{i,1}^{(j)} [K_{i,1}^{(j)}]^{\dagger} + K_{i,2}^{(j)} [K_{i,2}^{(j)}]^{\dagger},
\]

\[
K_{i,1}^{(j)} = \begin{pmatrix} 0 & \sqrt{1 - \epsilon_i(t)} \\ 0 & 0 \end{pmatrix}, \quad K_{i,2}^{(j)} = \begin{pmatrix} 0 & \sqrt{\epsilon_i(t)} \\ 0 & 0 \end{pmatrix},
\]

with \( \epsilon_i(t) \) being the error rate at the \( i \)th experimental run and \( \rho^{(j)} \) being a single-qubit state of the \( j \)th qubit. Note that the noise channel of the local amplitude damping commutes with the unitary evolution in Eq. (1). The effect of fluctuating noise is included in \( \epsilon_i(t) = 1 - \exp(-t/T_i) \) for Markovian noise and in \( \epsilon_i(t) = 1 - \exp(-t/t_i)^2 \) for time-inhomogeneous noise, where \( T_i \) is the coherence time and fluctuates from one experimental run to another. From the 2n copies of \( \rho_i(t) \), we obtain \( \text{Tr} [\rho(t)^n] \) with \( O = I \) and \( \text{Tr} [\rho(t)^n Y] \) with \( O = Y \), as shown in Eq. (4), where \( Y = 2P_y - I \), \( P_y = |\text{GHZ}_y\rangle \langle \text{GHZ}_y| \), and \( |\text{GHZ}_y\rangle = ((0\ldots0) - i(1\ldots1)) / \sqrt{2} \).

These expectation values lead to an error-mitigated probability of \( \langle P_y \rangle_{\text{mit}} = \text{Tr} [\rho(t)^n P_y] / \text{Tr} [\rho(t)^n] \). These values in turn provide \( \delta^2 \omega \) in the error-mitigated quantum metrology.

In quantum metrology, we usually choose the interaction time that minimizes \( \delta^2 \omega \). However, since the actual error rate is not known, we instead use the following procedure to evaluate \( \delta^2 \omega \): (1) numerically find a ‘pseudo-optimal’ interaction time \( t_{\text{opt}}^{\text{est}} \) that minimizes the estimated uncertainty of omega without systematic errors, \( \delta^2 \omega_{\text{est}} = \text{Var}[\rho_e]/y_e^2 = p_e(1 - p_e)/(y_e^2 N_{\text{samp}}) \) for the total measurement time \( T = N_{\text{samp}} t_{\text{opt}}^{\text{est}} \) (2) calculate the estimation uncertainty using the ‘pseudo-optimal’ time as \( \delta^2 \omega(t = t_{\text{opt}}^{\text{est}}) \). Here, we should note that the estimated values with the subscript ‘\text{e}’ are calculated with the estimated coherence time \( T_{\text{e}} \) and that our protocol requires 2n times more samples than the conventional Ramsey-type protocol does, as we need 2n copies of \( \rho_i(t) \) for error mitigation.

We now turn our attention to the numerical results. First, we demonstrate that the systematic error spoils the scaling of \( \delta^2 \omega \) under the conventional Ramsey-type protocol. We set the estimated coherence time to a constant \( T_{\text{e}} = 1.0 \) and the total measurement time to \( T = 100 \). The ideal case is when the actual coherence time is constant and correctly estimated, \( T_i = T_{\text{e}} = 1.0 \) (the black dotted line in Fig. 2(a) and (b)). We can see that \( \delta^2 \omega \) follows the conventional scaling with the standard quantum limit, \( \delta^2 \omega \sim L^{-1} \), for Markovian noise and superclassical scaling, \( \delta^2 \omega \sim L^{-3/2} \), for time-inhomogeneous noise, which is also called Zeno scaling. However, the scaling is significantly spoiled by an incorrect estimation of the coherence time, \( T_i \neq T_{\text{e}} \). To simulate an incorrect estimation, we calculate \( \delta^2 \omega \) with the actual coherence time drifting from 1.0 to 0.5 as \( T_i = 1.0 - 0.5 t_i / N_{\text{samp}} \). As shown by the blue line with points in Fig. 2(a) and (b), the scaling of \( \delta^2 \omega \) is significantly spoiled by the incorrect estimation: \( \delta^2 \omega \sim L^{-5} \) for Markovian noise and
δ^2ω \sim L^{-1} (SQL) for time-inhomogeneous noise. This phenomenon can be explained as follows. The pseudo-optimal time $t_{\text{opt}}^c$ scales as $L^{-1} (L^{-1/2})$ for Markovian (time-inhomogeneous) noise, leading to $|x - x_e| \sim L^0$ and $y_e \sim L^0 (y_e \sim L^{-1})$; see the detailed expression in the Supplementary Materials [66]. Accordingly, the systematic error in Eq. (3), $(x - x_e)^2 / y_e^2$ scales as $L^0 (L^{-1})$, which is worse than the statistical error (the first term in Eq. (3)). Constant (SQL) scaling of $\delta^2\omega$ therefore appears when the systematic error is dominant, i.e., for a large $L$. In general, the scaling of $(x - x_e)^2 / y_e^2$ is worse than that of $\text{Var}[p]/(y_e^2 N_{\text{samp}})$ for a large $N_{\text{samp}}$, so the former scaling spoils the latter.

Next, we show that our scheme mitigates the systematic error and dramatically improves the scaling of $\delta^2\omega$. The red line with triangles (for $n = 2$) and the green line with squares (for $n = 3$) in Fig. 2(a) and (b) show $\delta^2\omega$ in our error-mitigated quantum metrology; they demonstrate that our protocol recovers the SQL scaling for Markovian noise and superclassical scaling for time-inhomogeneous noise even when the estimated coherence time is different from the actual one. In the usual purification-based QEM, increasing the number of copies $n$ suppresses the systematic error at the cost of a higher sampling cost [50]. The optimal $n$ therefore depends on $L$: increasing $n$ enlarges $\delta^2\omega$ when the statistical error is dominant and decreases it when the systematic error is dominant. The behavior of $\delta^2\omega$ in Fig. 2 is a good example [66]. In the present example in Fig. 2, however, $n = 2$ is optimal for the case with QEM ($n \geq 2$). This is explained as follows. The systematic error is suppressed by not only increasing $n$ but also increasing $L$ as $x_e - x \sim L^{-(n-1)}$ for both Markovian and time-inhomogeneous noise [66]. Thus, $(x - x_e)^2 / y_e^2$ in Eq. (3) scales as $L^{-(n-1)} (L^{-n})$ while $\text{Var}[p]/y_e^2$ in Eq. (3) scales as $L^{-1} (L^{-3/2})$ for Markovian (time-inhomogeneous) noise. This means that $(x - x_e)^2 / y_e^2$ decreases as fast as or faster than $\text{Var}[p]/y_e^2$ as $L$ increases for $n \geq 2$; in other words, $\text{Var}[p]/y_e^2$, which comes from statistical errors, is dominant for a large number of qubits for $n \geq 2$. As we increase the number of $n$, $\text{Var}[p]/y_e^2$ becomes larger due to a higher sampling cost of QEM when statistical errors are dominant. Therefore, the case $n = 2$ is optimal for the case with QEM. The $L$ dependence of $x - x_e$ is interpreted with respect to the Renyi entropy of the error states, which is related to the performance of purification-based QEM [50, 66]. In general, $L$ entangled qubits provide an exponentially increasing state space, and the Renyi entropy of such a state that is affected by decoherence typically increases. Thus, we expect that our protocol will work very well in quantum metrology using entangled states. The Supplementary Materials demonstrate the performance of our method when global depolarizing with the GHZ initial state is considered, where the Renyi entropy of the error states is almost maximum, and the separable state of a three-level system, where the Renyi entropy of the error states does not depend on $L$ [66].
method may be reduced by using other methods related to purification-based QEM [75, 77], and that coherent error may be further reduced by combining our method with generalized subspace expansion [78]. Our simulated results suggest that our scheme would be useful for quantum metrology affected by systematic errors, which typically occur due to fluctuating noise, and thus will pave the way to achieving high sensitivity in quantum metrology.
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Supplementary materials for “Error-mitigated quantum metrology”

I. TREATMENT OF FLUCTUATING NOISE

Noise typically fluctuates, leading to there being a different density matrix for each measurement. Here, we explain how our protocol treats a different density matrix for each measurement induced by fluctuating noise. In the following, we denote the density matrix for the \(i\)th measurement as \(\rho_i\). Let \(X_i\) denote a random variable describing the \(i\)th measurement outcome in the quantum circuit in Fig. 1(c). The key assumption is that we can define the average and variance of \(X_i\) using \(\rho_i\) as follows:

\[
E[X_i] = \frac{1 + \text{Tr}[\rho_i^2 O]}{2},
\]

\[
\text{Var}[X_i] = E[X_i] (1 - E[X_i]) = \frac{1 - \{\text{Tr}[\rho_i^2 O]\}^2}{4}. \tag{S2}
\]

Introducing the average of \(X_i\) as

\[
\bar{X} = \frac{1}{N_{\text{samp}}} \sum_{i=1}^{N_{\text{samp}}} X_i
\]

with \(N_{\text{samp}}\) being the number of samples, we can calculate the expectation value and variance of \(\bar{X}\) as

\[
E[\bar{X}] = \frac{1}{N_{\text{samp}}} \sum_{i=1}^{N_{\text{samp}}} E[X_i] = \frac{1}{N_{\text{samp}}} \sum_{i=1}^{N_{\text{samp}}} \frac{1 + \text{Tr}[\rho_i^2 O]}{2} = \frac{1 + \text{Tr}[\rho^2 O]}{2}, \tag{S4}
\]

and

\[
\text{Var}[\bar{X}] = \text{Var}\left[\frac{1}{N_{\text{samp}}} \sum_{i=1}^{N_{\text{samp}}} X_i\right] = \frac{1}{N_{\text{samp}}^2} \sum_{i=1}^{N_{\text{samp}}} \text{Var}[X_i] = \frac{1}{N_{\text{samp}}^2} \sum_{i=1}^{N_{\text{samp}}} \frac{1 - \{\text{Tr}[\rho_i^2 O]\}^2}{4} = \frac{1 - \{\text{Tr}[\rho^2 O]\}^2}{4}. \tag{S5}
\]

where \(\bar{X} = \sum_{i=1}^{N_{\text{samp}}} A_i / N_{\text{samp}}\) and we have assumed the independence of the \(X_i\)s.

The case of unitary \(O\).— The above \(E[\bar{X}]\) is indeed the expectation value of the measurement in the error-mitigation circuit in Fig. 1(c); we obtain \(\rho_{\text{num}} = (1 + \text{Tr}[\rho^2 O]) / 2\) and \(\text{Var}[\rho_{\text{num}}] = \left(1 - \{\text{Tr}[\rho^2 O]\}^2\right) / 4\) as well as \(\rho_{\text{denom}} = (1 + \text{Tr}[\rho^2 O]) / 2\) and \(\text{Var}[\rho_{\text{num}}] = \left(1 - \{\text{Tr}[\rho^2 O]\}^2\right) / 4\) with \(O = I\). The error-mitigated expectation value of \(O\) is calculated as

\[
\langle O \rangle_{\text{mit}} = \frac{2\rho_{\text{num}} - 1}{2\rho_{\text{denom}} - 1} = \frac{\text{Tr}[ho^2 O]}{\text{Tr}[ho^2 O]}.
\]

We can calculate the variance of \(\langle O \rangle_{\text{mit}}\) by using error propagation as follows. Suppose we would like to calculate the variance of \(z = f/g\). Then, we have

\[
z = z_0 + \Delta z = \frac{f_0 + \Delta f}{g_0 + \Delta g} \approx \frac{f_0}{g_0} + \frac{\Delta f}{g_0} - \frac{f_0 \Delta g}{g_0^2}, \tag{S7}
\]

where \(z_0, f_0,\) and \(g_0\) are the expectation values of \(z, f,\) and \(g,\) respectively, and \(\Delta z \equiv z - z_0, \Delta f \equiv f - f_0,\) and \(\Delta g \equiv g - g_0\). The variance of \(z\) is calculated as

\[
\text{Var}[z] = E[(\Delta z)^2] = \frac{\text{Var}[f]}{g_0^2} + \frac{f_0^2 \text{Var}[g]}{g_0^4} - 2 \frac{f_0 \text{E}[\Delta f \Delta g]}{g_0^3}. \tag{S8}
\]

Inserting \(f = 2\rho_{\text{num}} - 1\) and \(g = 2\rho_{\text{denom}} - 1\) into Eq. 8 gives the variance of \(\langle O \rangle_{\text{mit}}\) as

\[
\text{Var}[\langle O \rangle_{\text{mit}}] = \frac{1 - \{\text{Tr}[\rho^2 O]\}^2}{N_{\text{samp}} \{\text{Tr}[\rho^2 O]\}^2} + \frac{\text{Var}[\rho^2 O]}{N_{\text{samp}} \{\text{Tr}[\rho^2 O]\}^4}. \tag{S9}
\]
where we have used \( \text{Var}[f] = 4\text{Var}[p_{\text{num}}] = 1 - (\text{Tr}[\rho^n O])^2 \) and \( \text{Var}[g] = 4\text{Var}[p_{\text{denom}}] = 1 - (\text{Tr}[\rho^n])^2 \). Here, we have assumed that there is no correlation between \( p_{\text{num}} \) and \( p_{\text{denom}} \), which leads to no correlation between \( f = 2p_{\text{num}} - 1 \) and \( g = 2p_{\text{denom}} - 1 \) and \( E[\Delta f \Delta g] = 0 \) in Eq. (S8).

The case in the main text. — However, the above calculation cannot be directly applied to the case in the main text, where we would like to calculate \( \langle p_y \rangle_{\text{mit}} \) but \( P_y \) is not a unitary operation. In the main text, therefore, we set \( O = Y \) defined by \( P_y = (I + Y)/2 \), which is unitary. Accordingly, the error-mitigation circuit in Fig. 1(c) provides \( p_{\text{num}} = (1 + \text{Tr}[\rho^n Y])/2 \) and \( p_{\text{denom}} = (1 + \text{Tr}[\rho^n])/2 \). The error-mitigated expectation value of \( P_y \) is then calculated to be

\[
\langle p_y \rangle_{\text{mit}} = \frac{\text{Tr}[\rho^n] + \text{Tr}[\rho^n Y]}{2} = \frac{p_{\text{denom}} + p_{\text{num}} - 1}{2p_{\text{denom}} - 1}.
\] (S10)

Inserting \( f = p_{\text{denom}} + p_{\text{num}} - 1 \) and \( g = 2p_{\text{denom}} - 1 \) into Eq. (S8) gives the variance of \( \langle p_y \rangle_{\text{mit}} \) as

\[
\text{Var}[\langle p_y \rangle_{\text{mit}}] = \frac{2 - (\text{Tr}[\rho^n])^2 - (\text{Tr}[\rho^n Y])^2 + (\text{Tr}[\rho^n] + \text{Tr}[\rho^n Y])^2 \left[ 1 - (\text{Tr}[\rho^n])^2 \right]}{4 (\text{Tr}[\rho^n])^2 N_{\text{samp}}} + \frac{4 (\text{Tr}[\rho^n])^4 N_{\text{samp}}}{4 (\text{Tr}[\rho^n])^4 N_{\text{samp}}}
- \frac{2 (\text{Tr}[\rho^n])^3 N_{\text{samp}}}{}.
\] (S11)

where we have used \( \text{Var}[f] = \text{Var}[p_{\text{num}}] + \text{Var}[p_{\text{denom}}] = \left[ 2 - (\text{Tr}[\rho^n])^2 - (\text{Tr}[\rho^n Y])^2 \right]/4 \) and \( \text{Var}[g] = 4\text{Var}[p_{\text{denom}}] = 1 - (\text{Tr}[\rho^n])^2 \). Here, since \( f = p_{\text{denom}} + p_{\text{num}} - 1 \) and \( g = 2p_{\text{denom}} - 1 \) provides \( \Delta f = \Delta p_{\text{denom}} + \Delta p_{\text{num}} \) and \( \Delta g = 2\Delta p_{\text{denom}} \), we can calculate \( E[\Delta f \Delta g] \) as follows:

\[
E[\Delta f \Delta g] = E \left[ 2(\Delta p_{\text{denom}})^2 + 2\Delta p_{\text{num}} \Delta p_{\text{denom}} \right] = 2E \left[ (\Delta p_{\text{denom}})^2 \right] = 2\text{Var}[p_{\text{denom}}] = \frac{1 - (\text{Tr}[\rho^n])^2}{2},
\] (S12)

where we have used \( E[\Delta p_{\text{num}} \Delta p_{\text{denom}}] = 0 \), which comes from the above assumption of no correlation between \( p_{\text{num}} \) and \( p_{\text{denom}} \).

II. RELATIONSHIP BETWEEN SYSTEMATIC ERRORS AND RÉNYI ENTROPY

In this section, we discuss the relation between the bias term \( x - x_e \) and the Rényi entropy of the error states under a protocol similar to the one in the main text but for general incoherent noise. After the time evolution in the magnetic field with noise for the interaction time \( t \) at the \( i \)th experimental run, the state is described as

\[
\rho_i(t) = \mathcal{E}_i \left[ e^{-iHt} \rho(0) e^{iHt} \right] = [1 - \epsilon_i(t)] e^{-iHt} \rho(0) e^{iHt} + \epsilon_i(t) \sum_{k=1}^{2^L-1} p_k(t) |\psi_k(t)\rangle \langle \psi_k(t)|
\] (S13)

where \( \epsilon_i(t) \) is the error rate at the \( i \)th experimental run and \( |\psi_k(t)\rangle \) is an error state that forms an orthonormal basis set with \( e^{-iHt} |\text{GHZ}\rangle \) with \( p_k(t) \) being the corresponding probability satisfying \( \sum_{k=1}^{2^L-1} p_k(t) = 1 \). For error-mitigated quantum metrology, we calculate \( \text{Tr} [\rho(t^n)] \) and \( \text{Tr} [\rho(t)^n P_y] \) as follows:

\[
\text{Tr} [\rho(t)^n] = [1 - \epsilon(t)]^n + \epsilon(t)^n \sum_{k=1}^{2^L-1} p_k(t)^n \equiv [1 - \epsilon(t)]^n + \epsilon(t)^n ||p(t)||_n^n,
\] (S14)

\[
\text{Tr} [\rho(t)^n P_y] \approx \frac{1}{2} \left[ (1 - \epsilon(t))^n + \epsilon(t)^n ||p_\perp(t)||_n^n \right] + \frac{1}{2} \left[ (1 - \epsilon(t))^n - \epsilon(t)^n ||p_\perp(t)||_n^n \right] L \omega t,
\] (S15)

where \( ||p(t)||_n = \sum_{k=1}^{2^L-1} |p_k(t)|^n \) with \( ||p(t)||_n \) being the n-norm of the probability vector \( p(t) = [p_1(t), ..., p_{2^L-1}(t)] \), and \( p_\perp(t) \) is one of the probabilities in \{\( p_k(t) \)\}_{k=1}^{2^L-1} \) that corresponds to the state \( e^{-iHt} |\text{GHZ}_\perp\rangle \) with \( |\text{GHZ}_\perp\rangle =
\[
\frac{\text{Tr} \left[ \rho(t)^n P_y \right]}{\text{Tr} \left[ \rho(t)^n \right]} = x + y \omega, \quad (S16)
\]

where \( E(t) = \frac{\epsilon(t)^n}{1 - \epsilon(t)^n} \). Let \( x \) be the \( x \) calculated from the estimated error rate \( \epsilon_e \). Then, the difference between the actual and estimated values, \( |x - x_e| \), is

\[
|x - x_e| = \frac{1}{2} \frac{1 + E(t)[p_{\perp}(t)]^n}{1 + E(t)\|p(t)\|_n^2} - \frac{1}{2} \frac{1 + E_e(t)[p_{\perp}(t)]^n}{1 + E_e(t)\|p(t)\|_n^2}
\]

\[
= \|p(t)\|_n^2 \left| E_e(t) - E(t) \right| \left\{1 - \left( \frac{p_{\perp}(t)}{\|p(t)\|_n} \right)^n \right\}^{1/n}, \quad (S19)
\]

where \( E_e(t) = \frac{\epsilon_e(t)^n}{1 - \epsilon_e(t)^n} \). This expression clarifies the condition for \( x - x_e = 0 \) i.e. no systematic errors: \( E = E_e \), which means a correct estimation of error, or \( p_{\perp}(t) = \|p(t)\|_n \), which means that the error state is only \( e^{-iHt} |\text{GHZ}_k\rangle \). For example, the latter condition, \( p_{\perp}(t) = \|p(t)\|_n \), is satisfied with separable initial states of a two-state system and global or local dephasing noise with initial GHZ states. We also find that the \( L \) dependence of \( |x - x_e| \) is determined by that of \( \|p(t)\|_n \left| E_e(t) - E(t) \right| \), so it is roughly determined by that of \( \epsilon(t)^n \frac{\|p(t)\|_n}{n} \). Here, \( \epsilon(t)^n \frac{\|p(t)\|_n}{n} \) is related to the Rényi entropy of the error states [50],

\[
\epsilon(t)^n \frac{\|p(t)\|_n}{n} = e^{-(n-1)H_n}, \quad (S20)
\]

where

\[
H_n = \frac{1}{1 - n} \ln \left( \epsilon(t)^n \sum_{k=1}^{2^L-1} [p_k(t)]^n \right) = \frac{n}{1 - n} \ln \left\{ \left( \epsilon(t)^n \right)^{1/n} \|p(t)\|_n \right\}
\]

is the Rényi entropy of the error states. Therefore, the performance of our measurement in the presence of incoherent noise depends on the \( L \) dependence of the Rényi entropy of the error states. We should remark here that the local amplitude damping in the main text is coherent noise and the above discussion cannot be applied. Nevertheless, the \( L \) dependence of \( |x - x_e| \) can be roughly interpreted as the Rényi entropy of the error states, as indicated in the next section.

### III. DETAILED CALCULATION FOR THE MAIN TEXT

Here, we provide a detailed calculation of the error-mitigated probability for the case in the main text. The density matrix at the \( i \)th experimental run after interacting with the target magnetic field with noise is described as Eq. (6) in the main text, which provides the following expression for the density matrix:

\[
\rho_i(t) = \frac{1}{2} \left[ 1 - \epsilon_i(t) \right] L |1...1 \rangle \langle 1...1| + \frac{1}{2} \left( 1 + [\epsilon_i(t)]^L \right) |0...0 \rangle \langle 0...0|
\]

\[
+ \frac{1}{2} \left[ 1 - \epsilon_i(t) \right] L/2 (e^{-iLt} |1...1 \rangle \langle 0...0| + e^{iLt} |0...0 \rangle \langle 1...1|) + \frac{1}{2} \sum_{k=1}^{2^L-2} p_{k,i}(t) |\psi_k(t)\rangle \langle \psi_k(t)|
\]

\[
= \frac{1}{2} \left( \lambda_{+,i}(t) |\lambda_{+,i}(t)\rangle \langle \lambda_{+,i}(t)| + \lambda_{-,i}(t) |\lambda_{-,i}(t)\rangle \langle \lambda_{-,i}(t)| \right) + \frac{1}{2} \sum_{k=1}^{2^L-2} p_{k,i}(t) |\psi_k(t)\rangle \langle \psi_k(t)|, \quad (S23)
\]

where

\[
\lambda_{\pm,i}(t) = \frac{1 + \epsilon_i(t)L + [1 - \epsilon_i(t)]^L}{2} \pm \sqrt{\left( 1 + \epsilon_i(t) \right)^L - [1 - \epsilon_i(t)]^L}^2 + 4(1 - \epsilon_i(t))^L \quad (S25)
\]
are eigenvalues and

\[ |\lambda_{+,\ell}(t)\rangle = \cos \theta(t)e^{-iL\omega t/2}|1\rangle + \sin \theta(t)e^{iL\omega t/2}|0\rangle, \]

\[ |\lambda_{-,\ell}(t)\rangle = -\sin \theta(t)e^{-iL\omega t/2}|1\rangle + \cos \theta(t)e^{iL\omega t/2}|0\rangle \]

are the corresponding eigenstates with

\[ \cos 2\theta(t) = \frac{[1 - \epsilon(t)]^L - 1 - [\epsilon(t)]^L}{\sqrt{[1 + [\epsilon(t)]^L - [1 - \epsilon(t)]^L]^2 + 4[1 - \epsilon(t)]^L}}, \]

\[ \sin 2\theta(t) = \frac{2[1 - \epsilon(t)]^{L/2}}{\sqrt{[1 + [\epsilon(t)]^L - [1 - \epsilon(t)]^L]^2 + 4[1 - \epsilon(t)]^L}}. \]  

Here, |ψ_k(t)⟩ = e^{-iHt}|ψ_k⟩ with |ψ_k⟩ being a computational basis that is orthogonal to |0⟩ and |1⟩ (e.g., |010...0⟩, |011...0⟩), and p_{k,i}(t) = [\epsilon(t)]^k[1 - \epsilon(t)]^{L-k} is the corresponding probability with k being the number of 0s in |ψ_k⟩.

To calculate the error-mitigated expectation value, we calculate \( \tr{[\rho(t)]^n} \), \( \tr{[\rho(t)]^nP_y} \), and \( \tr{[\rho(t)]^nY} \) as follows:

\[ \tr{[\rho(t)]^n} = \frac{1}{2^n} \left[ \lambda_{+,\ell}(t)^n + \lambda_{-,\ell}(t)^n + \sum_{k=1}^{L-1} \binom{L}{k} \epsilon(t)^n[1 - \epsilon(t)]^{n(L-k)} \right], \]  

\[ \tr{[\rho(t)]^nP_y} \approx \frac{1}{2} \lambda_{+,\ell}(t)^n + \lambda_{-,\ell}(t)^n + \sum_{k=1}^{L-1} \binom{L}{k} \epsilon(t)^n \left[ 2\theta(t) - \lambda_{-,\ell}(t)^n \sin 2\theta(t) \frac{L\omega_t}{2^n} \right], \]

\[ \tr{[\rho(t)]^nY} = 2\tr{[\rho(t)]^nP_y} - \tr{[\rho(t)]^n}. \]

These quantities provide an error-mitigated probability as

\[ \langle P_y \rangle_{\text{mit}} = \frac{\tr{[\rho(t)]^nP_y}}{\tr{[\rho(t)]^n}} = x + y\omega, \]

where

\[ x = \frac{1}{2} \frac{\lambda_{+,\ell}(t)^n + \lambda_{-,\ell}(t)^n}{\lambda_{+,\ell}(t)^n + \lambda_{-,\ell}(t)^n + \sum_{k=1}^{L-1} \binom{L}{k} \epsilon(t)^n[1 - \epsilon(t)]^{n(L-k)}} \]

\[ y = \frac{1}{2} \frac{\lambda_{+,\ell}(t)^n \sin 2\theta(t) - \lambda_{-,\ell}(t)^n \sin 2\theta(t)}{\lambda_{+,\ell}(t)^n + \lambda_{-,\ell}(t)^n + \sum_{k=1}^{L-1} \binom{L}{k} \epsilon(t)^n[1 - \epsilon(t)]^{n(L-k)}} \]

The estimation uncertainty in our protocol is calculated to be \( \langle \sum_{k=1}^{L-1} \frac{|\epsilon_k|}{\sqrt{[1 + [\epsilon_k]^L - [1 - \epsilon_k]^L]^2 + 4[1 - \epsilon_k]^L}} \rangle_{\text{mit}}, \) where \( \langle \sum \rangle_{\text{mit}} \) is the variance of \( \langle P_y \rangle_{\text{mit}} \) calculated with Eq. (S31). Here, \( x_{\text{e}}, y_{\text{e}} \) are the estimated values of x and y, respectively, and they are calculated using Eqs. (S34), (S35) with the error rate at the ith experimental run, \( \epsilon_{i,e}(t) = 1 - \exp(-t/T_{i,e}) \) for Markovian noise and \( \epsilon_{i,e}(t) = 1 - \exp(-t/T_{i,e})^2 \) for time-inhomogeneous noise with \( T_{i,e} \) being the estimated coherence time, which fluctuates from one experimental run to another.

Finally, we discuss the \( L \) dependence of the systematic error by considering \( x - x_{\text{e}} \). Since the error rate at the 'optimal' time \( \epsilon(t_{\text{opt}}) \) is the order of \( L^{-1} \), we will only consider the term of unity, \( [1 - \epsilon(t_{\text{opt}})]^L \), and \( \epsilon(t_{\text{opt}})[1 - \epsilon(t_{\text{opt}})]^L \) and neglect higher order terms of \( \epsilon(t_{\text{opt}}) \). Accordingly, we obtain \( \lambda_{+,\ell}(t_{\text{opt}}) \approx 1 + [1 - \epsilon(t_{\text{opt}})]^L \), \( \lambda_{-,\ell}(t_{\text{opt}}) \approx 0 \) and \( \sum_{k=1}^{L-1} \binom{L}{k} \epsilon_{e}(t_{\text{opt}})^n[1 - \epsilon_{e}(t_{\text{opt}})]^{n(L-k)} \approx L\epsilon_{e}(t_{\text{opt}})[1 - \epsilon_{e}(t_{\text{opt}})]^{n(L-1)} \). Inserting these quantities into Eq. (S34) yields

\[ x \approx \frac{1}{2} \frac{[1 - \epsilon(t_{\text{opt}})^L]^{nL}}{[1 + [1 - \epsilon(t_{\text{opt}})]^L]^n + L\epsilon_{e}(t_{\text{opt}})[1 - \epsilon_{e}(t_{\text{opt}})]^{n(L-1)}}. \]

With the approximation above, \( x - x_{\text{e}} \) becomes

\[ |x - x_{\text{e}}| \sim \frac{1}{2} L \left\{ \frac{[1 + [1 - \epsilon(t_{\text{opt}})]^L]^n}{[1 + [1 - \epsilon(t_{\text{opt}})]^L]^n} - \frac{\epsilon_{e}(t_{\text{opt}})^n[1 - \epsilon_{e}(t_{\text{opt}})]^{n(L-1)}}{[1 + [1 - \epsilon(t_{\text{opt}})]^L]^n} \right\} \approx L^{-1}. \]
To derive this scaling, we used the following idea. Since $t_{e}^{\text{opt}} \sim L^{-1}$ and $t_{c}^{\text{opt}} \sim L^{-1/2}$ for Markovian and time-inhomogeneous noise, respectively, as noted in the main text, $[1 - \epsilon_{e}(t_{e}^{\text{opt}})]^{L} = \exp[-L(t_{e}^{\text{opt}} / T_{i})] \sim \operatorname{const.}$ for Markovian noise and $[1 - \epsilon_{e}(t_{e}^{\text{opt}})]^{L} = \exp[-L(t_{c}^{\text{opt}} / T_{i})^{2}] \sim \operatorname{const.}$ for time-inhomogeneous noise. Here, for large $L$, $\epsilon_{e}(t_{e}^{\text{opt}}) = 1 - \exp(-t_{e}^{\text{opt}} / T_{i}) \sim L^{-1}$ for Markovian noise and $\epsilon_{e}(t_{c}^{\text{opt}}) = 1 - \exp(-(t_{c}^{\text{opt}} / T_{i})^{2}) \sim (t_{c}^{\text{opt}} / T_{i})^{2} \sim L^{-1}$ for time-inhomogeneous noise. Therefore, $|x - x_{e}|$ scales as $L^{-(n-1)}$ and decreases as $L$ increases. We can understand the scaling in Eq. (S37) in terms of the Rényi entropy of the error states, although the discussion in Sec. II cannot be directly applied because the local amplitude damping involves coherent errors. The Rényi entropy of the error states $|\psi_{k}(t)\rangle$ with the approximation above is roughly calculated using Eqs. (S22) and (S24) as

$$H_{n} = \frac{1}{1 - n} \ln \left( Le(t_{e}^{\text{opt}})^{n} [1 - \epsilon(t_{e}^{\text{opt}})^{n}] L^{-1} \right) \sim \frac{1}{1 - n} \ln [(L^{n+1})] = \ln (L), \quad (S38)$$

Thus, it increases as $L$ increases. This rough approximation reproduces the above exact result of the scaling in Eq. (S37).

IV. GLOBAL DEPOLARIZING NOISE ON GHZ INITIAL STATES FOR A LARGE RÉNYI ENTROPY

In Sec. II we showed that error-mitigated quantum metrology works well for a large Rényi entropy. Here, we demonstrate an improvement of $\delta^{2} \omega$ for the case involving almost the largest Rényi entropy: the global depolarizing noise on GHZ initial states. This noise model is rather artificial but it is expected to provide the highest performance in our scheme. The protocol similar to the one in the main text but uses global depolarizing noise on the GHZ initial states as follows: after the time evolution in the magnetic field with noise for the interaction time $t$, the output state at the $i$th experimental run is described as

$$\rho_{i}(t) = \mathcal{E} \left[ e^{-iHt} \rho(0) e^{iHt} \right] = [1 - \epsilon_{i}(t)] e^{-iHt} \rho(0) e^{iHt} + \frac{\epsilon_{i}(t)}{2L} P_{0}$$

$$= [1 - \epsilon_{i}'(t)] e^{-iHt} \rho(0) e^{iHt} + \epsilon_{i}'(t) \sum_{k=1}^{2^{L-1}} p_{\psi_{k}(t)} |\psi_{k}(t)\rangle \langle \psi_{k}(t)|, \quad (S39)$$

where $\epsilon_{i}(t)$ is the error rate at the $i$th experimental run, $\epsilon_{i}'(t) = \epsilon_{i}(t) \left( 1 - 2^{-L} \right)$, $p = (2^{L} - 1)^{-1}$, and $|\psi_{k}(t)\rangle = e^{-iHt} |\psi_{k}\rangle$ with $|\psi_{k}\rangle$ being the state orthogonal to $|\text{GHZ}\rangle$. Note that we have used the fact that the channel of depolarizing noise commutes with the unitary evolution induced by the Hamiltonian $H$. The effect of fluctuating noise is included in $\epsilon_{i}(t) = 1 - \exp(-t/T_{i})$ for Markovian noise and $\epsilon_{i}(t) = 1 - \exp(-t/T_{i})^{2}$ for time-inhomogeneous noise, where $T_{i}$ is the coherence time at the $i$th experimental run and fluctuates from one experimental run to another. From the input $2n$ copies of $\rho_{i}(t)$, we can obtain the error-mitigated expectation value in Eq. (4) by computing the average of the denominators $\operatorname{Tr} \left[ \rho(t)^{n} \right]$ and numerators $\operatorname{Tr} \left[ \rho(t)^{n} Y \right]$, where

$$\operatorname{Tr} \left[ \rho(t)^{n} \right] = \frac{[1 - \epsilon'(t)]^{n} + \epsilon'(t)^{n} p^{n-1}}{L \omega t},$$

$$\operatorname{Tr} \left[ \rho(t)^{n} P_{y} \right] \approx \frac{1}{2} \left\{ [1 - \epsilon'(t)]^{n} + \epsilon'(t)^{n} p^{n} \right\} + \frac{1}{2} \left\{ [1 - \epsilon'(t)]^{n} - \epsilon'(t)^{n} p^{n} \right\} L \omega t,$$

$$\operatorname{Tr} \left[ \rho(t)^{n} Y \right] = 2 \operatorname{Tr} \left[ \rho(t)^{n} P_{y} \right] - \operatorname{Tr} \left[ \rho(t)^{n} \right]. \quad (S42)$$

These expectation values lead to the error-mitigated probability,

$$\langle P_{y} \rangle_{\text{mit}} = \frac{\operatorname{Tr} \left[ \rho(t)^{n} P_{y} \right]}{\operatorname{Tr} \left[ \rho(t)^{n} \right]} = x + y \omega, \quad (S43)$$

where

$$x = 1 \frac{[1 - \epsilon'(t)]^{n} + \epsilon'(t)^{n} p^{n}}{2 [1 - \epsilon'(t)]^{n} + \epsilon'(t)^{n} p^{n-1}},$$

$$y = 1 \frac{[1 - \epsilon'(t)]^{n} - \epsilon'(t)^{n} p^{n}}{2 [1 - \epsilon'(t)]^{n} + \epsilon'(t)^{n} p^{n-1}} L \omega t. \quad (S45)$$
\( \delta^2 \omega \) in this protocol is calculated in the same way as in the main text and is shown in Fig. S1 we have used the same parameters and settings as in the main text. The behavior is the same as that for local amplitude damping noise in the main text. Indeed, \( |x - x_{\text{e}}| \sim 2^{-L(n-1)} \), since \( \|p(t)\|^n \sim 2^{-L(n-1)} \) as calculated with Eqs. (S20) and (S39). As shown in Sec. II, this exponential suppression of the systematic error is due to the \( L \) dependence of the Rényi entropy of the error states, which is calculated to be

\[
H_n = \frac{1}{1 - n} \ln \left( e^{(t^{\text{opt}}/n)^n} \sum_{k=1}^{2^L-1} p^n \right) \sim \ln(2^L - 1).
\] (S46)

Intuitively, the number of the error states under global depolarizing noise increases exponentially with \( L \), and the Rényi entropy of the error states increases. This would be a merit of using our error-mitigated quantum metrology in cases with initial GHZ states.

V. SEPARABLE STATES OF A THREE-LEVEL SYSTEM FOR DESCRIBING THE NITROGEN-VACANCY CENTER

So far, we have considered the GHZ state as an initial state because of its potential for entanglement metrology. Here, we turn our attention to a sensor that has been realized with current technology: the nitrogen-vacancy (NV) center \[5, 17\]. The NV center is composed of a nearest-neighbor nitrogen atom and a vacancy in diamond and provides a three-level system. Even at room temperature, we can polarize the NV center by illuminating green light, and we can also readout the state of the electron spins by measuring the photon emission from the NV center \[79\]. We can also control the NV center by using microwave pulses \[80\]. Moreover, the NV center in diamond has a long coherence time (a few milliseconds) even at room temperature \[81, 82\]. These properties make it a promising candidate for a highly-sensitive quantum sensor \[5, 17\].

One of the challenges to improving the sensitivity of the diamond-based quantum sensor is decoherence. NV centers are affected by dephasing and energy relaxation. It is known that we can suppress dephasing on the NV center by using dynamical decoupling \[83\]. This means that the coherence time of the NV center is ultimately limited by energy relaxation \[84\].

In this section, to show the performance of our protocol for sensing with the NV center, we consider \( L \) separable states of a three-level system under depolarizing noise, which corresponds to an energy relaxation in the high temperature limit.

We consider a system composed of three states, \( |\pm 1\rangle, |0\rangle \), where \( |0\rangle \) and \( |\pm 1\rangle \) are the eigenstates of the Pauli Z operator \( \sigma_z \), such as \( \sigma_z |0\rangle = 0 \) and \( \sigma_z |\pm 1\rangle = \pm |1\rangle \). We choose an initial probe state \( \rho(0) = (|+\rangle \langle +|)^{\otimes L} \) with \( |+\rangle = (|1\rangle + |\pm 1\rangle)/\sqrt{2} \). We prepare \( 2^n \) copies of \( \rho(0) \) for error-mitigated quantum metrology. We consider the Zeeman Hamiltonian \( H = \sum_{j=1}^{L} \omega \sigma_z^{(j)} / 2 \) with a parameter \( \omega \) determined by the target field. After the time evolution in the...
FIG. S2. Estimation uncertainty $\delta^2 \omega$ for $L$ separable states of a three-level system under (a) Markovian and (b) time-inhomogeneous depolarizing noise.

magnetic field with noise for the interaction time $t$, the state at the $i$th experimental run is described as

$$\rho_i(t) = \mathcal{E}_i \left[ e^{-iHt} \rho(0) e^{iHt} \right] = \left[ 1 - \epsilon_i(t) \right] e^{-iHt} \rho(0) e^{iHt} + \frac{\epsilon_i(t)}{3} I$$

(S47)

with $\epsilon_i(t)$ being the error rate at the $i$th experimental run. The effect of fluctuating noise is included in $\epsilon_i(t) = 1 - \exp(-t/T_i)$ for Markovian noise and $\epsilon_i(t) = 1 - \exp(-t^2/T_i^2)$ for time-inhomogeneous noise, where $T_i$ is the coherence time at the $i$th experimental run and fluctuates from one experimental run to another. From the input $2n$ copies of $\rho_i(t)$, we can obtain the error-mitigated expectation value in Eq. (4) by computing the average of the denominators $\text{Tr} [\rho(t)^n]$ and numerators $\text{Tr} [\rho(t)^n Y]$ as

$$\text{Tr} [\rho(t)^n] = \left[ 1 - \frac{2}{3} \epsilon(t) \right]^n + 2 \left( \frac{\epsilon(t)}{3} \right)^n,$$

(S48)

$$\text{Tr} [\rho(t)^n P_y] \approx \frac{1}{2} \left[ \left( 1 - \frac{2}{3} \epsilon(t) \right)^n + \left( \frac{\epsilon(t)}{3} \right)^n \right] + \frac{1}{2} \left[ \left( 1 - \frac{2}{3} \epsilon(t) \right)^n - \left( \frac{\epsilon(t)}{3} \right)^n \right] \omega t,$$

(S49)

$$\text{Tr} [\rho(t)^n Y] = 2 \text{Tr} [\rho(t)^n P_y] - \text{Tr} [\rho(t)^n].$$

(S50)

These expectation values lead to an error-mitigated probability,

$$\langle P_y \rangle_{\text{mit}} = \frac{\text{Tr}[\rho(t)^n P_y]}{\text{Tr}[\rho(t)^n]} = x + y \omega,$$

(S51)

where

$$x = \frac{1}{2} \frac{\left[ 1 - \frac{2}{3} \epsilon(t) \right]^n + \left( \frac{\epsilon(t)}{3} \right)^n}{\left( 1 - \frac{2}{3} \epsilon(t) \right)^n + 2 \left( \frac{\epsilon(t)}{3} \right)^n},$$

(S52)

$$y = \frac{1}{2} \frac{\left[ 1 - \frac{2}{3} \epsilon(t) \right]^n - \left( \frac{\epsilon(t)}{3} \right)^n}{\left( 1 - \frac{2}{3} \epsilon(t) \right)^n + 2 \left( \frac{\epsilon(t)}{3} \right)^n} L t.$$  

(S53)

The estimation uncertainty in our protocol is calculated in the same way as in the main text and is shown in Fig. S2. We used the same parameters and settings as in the main text; the only difference is that we consider $N_{\text{samp}} \rightarrow LN_{\text{samp}}$ because we treat $L$-qubit separable states. Although our scheme works well and recovers the scaling of $\delta^2 \omega$ in the present case, the behavior of $\delta^2 \omega$ is different from the previous case with initial GHZ states. The qualitative behavior
of $\delta^2 \omega$ is independent of both Markovian and time-inhomogeneous noise as shown in Fig. S2, since the initial states are separable and not entangled; it is known that the scaling of $\delta^2 \omega$ for separable states is limited to SQL [5]. Moreover, when the systematic error is dominant, the optimal $n$ increases as $L$ increases. This is because the systematic error in the present case is independent of $L$ as $x - x_e$ is independent of $L$: the Rényi entropy is also independent of $L$. The systematic error is, therefore, suppressed only by increasing $n$, involving an exponentially increasing sampling cost [50]. When the statistical error is dominant, i.e. for small $L$, the increased sampling cost degrades $\delta^2 \omega$, and therefore, a smaller $n$ is optimal. When the systematic error is dominant, i.e. for large $L$, since increasing $n$ exponentially suppresses the systematic error, a large $n$ is optimal. This is the reason for the crossover behavior between the cases of $n = 2$ and $n = 3$ observed in Fig. S2.