Physical Evidence for Dark Energy
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We present measurements of the angular cross-correlation between luminous red galaxies from the Sloan Digital Sky Survey and the cosmic microwave background temperature maps from the Wilkinson Microwave Anisotropy Probe. We find a statistically significant achromatic positive correlation between these two data sets, which is consistent with the expected signal from the late Integrated Sachs-Wolfe (ISW) effect. We do not detect any anti-correlation on small angular scales as would be produced from a large Sunyaev-Zel’dovich (SZ) effect, although we do see evidence for some SZ effect for our highest redshift samples. Assuming a flat universe, our preliminary detection of the ISW effect provides independent physical evidence for the existence of dark energy.

PACS numbers: 98.65.Dx,98.62.Py,98.70.Vc,98.80.Es

I. INTRODUCTION

As photons from the Cosmic Microwave Background (CMB) travel to us from the surface of last scattering, they can experience a number of physical processes. These include the Sunyaev-Zel’dovich (SZ) effect, which is the inverse Compton scattering of CMB photons by a hot ($T > 10^7$ K) ionized gas, and the late Integrated Sachs-Wolfe (ISW) effect, which is the integrated differential gravitational redshift caused by the evolution of gravitational potentials along the path traveled by the photons. At frequencies less than 217 GHz, the SZ effect produces an anti-correlation between the temperature of the CMB and galaxies on small angular scales. The ISW effect generates a weak positive correlation at large angular scales for all frequencies. For a universe with a flat geometry, the detection of any ISW effect provides strong physical evidence for the existence of dark energy, and can be used to measure its equation of state. In this paper, we attempt the detection of the ISW and SZ effects through the cross-correlation of new, large area, clean galaxy and CMB maps of the sky, which reduce the errors due to sample variance on large scales and the Poisson error on small scales relative to that of previous attempts.
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and 0.7 million in the ∼3400 square degrees of the sky imaged by the Sloan Digital Sky Survey (SDSS [12, 13, 23, 26, 28, 31]). We apply a flux limit of i < 21 and regions with poor image quality have been excluded from our analysis (i.e., data with a point–spread function of worse than 1.5 arcseconds). From this basic data set, we have constructed four different subsets of galaxies using both the Luminous Red Galaxy (LRG) selection method [10] and a photometric redshift estimate of galaxies using both the Luminous Red Galaxy (LRG) and zero otherwise. On large angular scales the optimal weighting, while for the extensive Monte Carlo simulations discussed below, we use HEALPix to take advantage of the SpICE [29] for fast cross–correlation estimations. Both methods required re–pixelization of the original maps. We have tested our re–pixelization methods by comparing the auto-correlation functions of the original and re–sampled maps and we find identical results and errors.

For the cross–correlation measurement, we use a simple pixel–based estimator. For each pixel i in our map, we determine the galaxy and temperature over–densities (Δ^g & Δ^T, respectively),

\[ Δ_i^g = \frac{n_i^g - \bar{n}_i^g}{\bar{n}_i^g}, \quad Δ_i^T = T_i - \bar{T}, \tag{1} \]

where \( T_i \) is the temperature in pixel i, \( \bar{T} \) is the mean temperature, \( n_i^g \) is the total number of galaxies in pixel i, and \( \bar{n}_i^g \) is expected number of galaxies in pixel i. In addition, we can optimally weight each pair of pixels to account for the variation of signal-to-noise (S/N) in the pixels. Therefore, the two–point cross–correlation function at angular separation θα is given by

\[ w_{gT}(θα) = \frac{\sum_{i,j} Δ_i^g Δ_j^T f_{ij} s_j Θ_{ij}^α}{\sum_{n,m} f_{nm} Θ_{nm}^α}, \tag{2} \]

where θα is the central value of an angular correlation bin, \( f_{ij} \) is the fraction of pixel i unmasked, \( s_i \) is the inverse of the noise in the WMAP pixel, and Θ_{ij}^α is unity if the separation between the pixels is within this angular bin and zero otherwise. On large angular scales the optimal CMB weighting is uniform (i.e., \( s_i = 1 \), except where masked) as the signal is dominated by sample variance rather than Poisson noise. For completeness, we calculate the cross-correlation functions for both the uniform and noise–weighted schemes.

To estimate the covariance \( C(θα, θβ) \), we use two methods: jack–knife errors and random CMB maps. For the former, we divide our total area into \( N_J \) equal-area subsamples and use the jack–knife estimator [25],

\[ C_J(θα, θβ) = \frac{N_J - 1}{N_J} \sum_{i=1}^{N_J} \frac{(w_{gT}^i(θα) - w_{gT;i}(θα))}{\sum_{n,m} f_{nm} Θ_{nm}^α}(w_{gT}^β - w_{gT;i}(θβ)), \tag{3} \]

where \( w_{gT}^i(θ) \) is the mean of \( w_{gT;i}(θ) \) for the \( N_J \) measurements and \( w_{gT;i}(θ) \) is the measurement of the cross-correlation excluding the ith subsample. In order to produce a stable estimation of the covariance matrix (non-singular and positive definite), we set \( N_J = 2N_θ \), where \( N_θ \) is the number of angular bins. Tests with different values of \( N_J \) near to \( 2N_θ \) generally produced values of \( χ^2 \) (see Section IV B) within 15% of the values obtained using \( N_J = 2N_θ \).
While the jack–knife method gives a good approximation of the sample variance, it is less sensitive to variance on angular scales larger than the survey size. For a more conservative estimate of the covariance, we generated 200 random CMB maps based on the angular power spectrum of the “clean” map and 200 random CMB maps based on the angular power spectrum of our smoothed WMAP map. These maps were cross-correlated against the four galaxy maps (using SpICE[29]) and the results were re-sampled into the same angular bins as used in the SDSSPix analysis. The covariance matrix is then

\[
C_R(\theta_\alpha, \theta_\beta) = \frac{1}{N} \sum_{i=1}^{N=200} \left( \frac{w_{gT,i}(\theta_\alpha)}{N} - \frac{w_{gT,i}(\theta_\beta)}{N} \right) \times \left( \frac{w_{gT,i}(\theta_\beta)}{N} - \frac{w_{gT,i}(\theta_\beta)}{N} \right).
\]

### III. RESULTS

We present the cross–correlation functions for the four redshift sub-samples and the four WMAP maps in Figure 2. For the three highest redshift galaxy subsamples, we find a consistent non–zero signal. We also find that the cross–correlation signal is achromatic in the Q, V, W frequency maps. We see little evidence for an anti-correlation between the galaxy density and CMB temperature on the smallest angular scales, as expected from the SZ effect. For the lowest redshift subsample, we see a different shape to the cross–correlation function and all the angular bins are consistent with zero within their errors. This lowest redshift subsample also shows a lack of agreement between the Q, V, and W frequency maps.
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**FIG. 2:** The uniform-weighted galaxy–WMAP cross-correlation functions for the four galaxy subsamples. The shaded boxes show the measurement and the 1σ jack–knife errors for the “clean” galaxy–WMAP cross-correlation function. The errors on the other functions are nearly identical. The Q map is given by the red line, V by the green line, W by the blue line and smoothed map by the cyan line.

### IV. DISCUSSION

#### A. Systematic Error Tests

Our primary concern is the possible contamination of the CMB signal by residual Galactic synchrotron or dust emission and the galaxy catalogs by Galactic stars. This could result in a non–zero correlation between the maps. To check against this, we calculate the stellar overdensity in each pixel, using the same color cuts as for the four galaxy subsamples discussed above, and substitute these over-densities into Equation 2. For the three highest redshift subsamples, we find flat, featureless star-WMAP cross-correlation functions consistent with zero at the 1σ level. For the lowest redshift sample (\(z \sim 0.35\)), the star-WMAP cross-correlation function is nearly identical to the galaxy–WMAP measurement, suggesting significant contamination.

The cross–correlation functions for the three highest redshift galaxy subsamples are achromatic in the WMAP Q, V and W frequency maps. In addition to the visual agreement in Figure 2, we cross-correlated the three highest redshift galaxy subsamples against four linear combinations of the Q, V, and W maps. These combination were designed to detect achromatic effects (Q − V and V − W) and possible contamination from synchrotron ((9Q − 12V + 3W)/16) and dust emission ((3Q − 12V + 9W)/16). In all 12 cross-correlation functions, the signal was suppressed relative to our original galaxy–WMAP signal by a factor of \(\sim 10\) on all angular scales with errors consistent with Poisson noise from the galaxies. Likewise, the shapes of the cross-correlation functions were dissimilar to those seen for the galaxy–WMAP cross-correlation functions. These observations confirm that our galaxy–WMAP measurements are not due to contamination by synchrotron or dust emission from the Galaxy, or synchrotron emission the host galaxies themselves[20], i.e., over the frequency range probed by WMAP, the intensity of any synchrotron emission should decrease by an order of magnitude from Q to W.

#### B. Significance Tests

As with any angular correlation measurement, the individual angular bins are highly correlated. Therefore, we need to consider the the full covariance matrix \((C_{R,J})\) when checking the statistical significance of our measurements against the null hypothesis of a zero cross–correlation function. Our \(\chi^2\) values are given by

\[
\chi^2_{R,J} = w_{gT}C^{-1}_{R,J}w_{gT},
\]
TABLE I: The \(\chi^2\) values derived from both covariance matrices (jack–knife errors given in parentheses) for \(N_\theta = 10\) angular bins

| Subsample | Q          | V          | W          |
|-----------|------------|------------|------------|
| \(z \sim 0.55\) | 10.4 (16.3) | 18.6 (20.4) | 35.7 (25.3) |
| \(z \sim 0.49\) | 19.9 (28.3) | 21.6 (32.0) | 19.9 (17.0) |
| \(z \sim 0.43\) | 8.4 (16.3)  | 5.9 (19.5)  | 13.0 (37.2) |
| \(z \sim 0.35\) | 33.9 (14.6) | 54.2 (24.6) | 27.3 (33.3) |

where \(C_{R,J}\) is the covariance matrix derived from either Eqn 11 (random maps) or Eqn 10 (jack–knife errors) respectively. The \(\chi^2\) values for each of our uniform weighted cross–correlation functions, including the smoothed map, are given in Table I using both covariance matrices. These values are in reasonable agreement with other measurements of similar cross-correlation functions at larger angles \(\lesssim 2\). The choice of weighting for the CMB pixels does not change our results significantly.

For the three highest redshift samples, we exclude the null hypothesis at \(\geq 90\%\) confidence for every WMAP band and the “clean” and smoothed maps using the jack–knife errors. For the random map errors, we can exclude the null hypothesis at \(\geq 90\%\) for only the two highest redshift samples (excluding the Q band and smoothed map). Excluding angular bins on scales \(< 2\) degrees increases the significance of the smoothed detection with the random map errors but not to the 90% confidence threshold. Checking the number of random maps with \(\chi^2\) greater than the values in Table I verifies that our confidence estimates are correct.

We complement the \(\chi^2\) statistical analysis by applying the False Discovery Rate (FDR) \([10,11]\) technique to the combination of all of our cross–correlation functions into a single significance test of our whole signal. The utility of the FDR statistic over combining the individual \(\chi^2\)’s for different redshift slices comes from the fact that it is conservative and designed to work with highly correlated datasets. FDR works by controlling \(\alpha\), the fraction of false detections compared to the total number of detections \(i\). For a given \(\alpha\), the FDR technique provides a threshold above which bins are rejected from a null hypothesis, in this case \(w_{gT,i} = 0\) for all \(i\) angular bins, with the guarantee that the true number of errors is always \(\leq \alpha\). Using the three highest redshift subsamples, cross-correlated with the five CMB maps (\(5 \times 10 \times 3 = 150\) bins in total), we reject, with an \(\alpha = 0.25\), 144 bins with the jack–knife errors and 113 bins for the random CMB map errors. Therefore, at least 108 (84) of our 150 angular bins are rejected from the null hypothesis using the jack–knife (random maps) errors.

V. THEORETICAL MODELS

We now compare our results to simple physical models of the ISW and SZ effects. A more detailed theoretical analysis of our results will appear in a future paper. We assume here a \(\Lambda\)CDM cosmology given by the fits to the WMAPext data \([22]\): \(\Omega_{m} = 1\), \(h = 0.72\), \(\Omega_{b} = 0.29\), \(\Omega_{\gamma} = 0.047\), \(\sigma_8 = 0.9\), and \(n_s = 0.99\).

We expect our observed cross-correlation functions to be the sum of the induced correlations from the ISW and SZ effects \([22]\), i.e.,

\[
w_{gT}(\theta) = w_{\text{ISW}}(\theta) + w_{\text{SZ}}(\theta).
\]

The ISW effect is generated by the decay of gravitational potentials in an open or dark energy dominated universe. This decay couples to the dark matter momentum, meaning that our galaxy-temperature cross-correlations will be a function of the galaxy-momentum power spectrum:

\[
w_{\text{ISW}}(\theta) = \bar{b} \int \frac{dk}{k} \int d\chi K_{\text{ISW}}(k, \theta, \chi) D(\chi) P(k),
\]

where \(\chi\) is the co-moving distance, \(D(\chi)\) is the linear growth factor, \(P(k)\) is the linear dark matter power spectra and \(\bar{b}\) is the linear galaxy bias at the peak of the galaxy redshift distribution \(\bar{z}\). The kernel \((K_{\text{ISW})\)} is given by

\[
K_{\text{ISW}}(k, \theta, \chi) = 3H_0^2\Omega_m T_0 w_g(\chi) \frac{\partial}{\partial \chi} \left[ \frac{D(\chi)}{a(\chi)} \right] J_0(k\theta\chi),
\]

where \(H_0\) is the Hubble constant, \(T_0\) is the CMB temperature today in \(\mu K\), \(w_g\) is the normalized galaxy distribution and \(J_0\) is the zero order Bessel function.

The SZ effect is the cross-correlation of the average free-electron pressure \((\propto n_e T_e)\) along the line of sight, with the projected galaxy density. The pressure-galaxy power spectrum is therefore,

\[
w_{\text{SZ}}(\theta) = n_e T_e \bar{b} \int dk k \int d\chi K_{\text{SZ}}(k, \theta, \chi) D^2(\chi) P(k),
\]

where \(n_e\), \(T_e\), and \(\bar{b}\) are the electron density, electron temperature, and pressure bias of the gas respectively, while \(\int dq\) represents the path length weighted average. In the Rayleigh-Jean portion of the thermal CMB spectrum probed by WMAP, the kernel \((K_{\text{SZ}})\) is given by

\[
K_{\text{SZ}}(k, \theta, \chi) = -\frac{2\sigma T k_B T_0 W_g(\chi)}{m_e c^2} J_0(k \theta \chi),
\]

where \(\sigma T\) is the Thompson scattering cross-section and \(k_B\) is Boltzmann’s constant. If we set \(n_e\) to the mean electron density at \(\bar{z}\), we have two free parameters to fit to the data, i.e., \(\bar{b}\) and \(T_e\).

Figure \ref{fig:best_fit} presents an example of our best fit models for the \(z \sim 0.49\) galaxy subsample cross-correlated with the W-channel WMAP map. For this cross-correlation function, we find that the best fit model is
preferred to the null hypothesis (Section IV B) at the 99% confidence level, based on the observed difference between the $\chi^2$ values of the model fit ($\chi^2_{\text{model}}$) and the null hypothesis ($\chi^2_{\text{null}}$). i.e., $\delta \chi^2 \equiv \chi^2_{\text{model}} - \chi^2_{\text{null}} = 9.1$ for 2 degrees of freedom, using the jack-knife errors. If we consider the three highest redshift galaxy subsamples, cross-correlated with the 5 WMAP maps (W, Q, V, “clean”, smoothed), we find that, using the jack-knife covariance matrix ($C_{\theta}$), 14 of these 15 cross-correlation functions are better fit by our physical model than by the null hypothesis at the > 95% confidence level (based on the $\delta \chi^2$ values). If we assume the more conservative random map covariance matrix ($C_{R}$), then four of the fifteen functions are again rejected at the same confidence (or eight at > 80% confidence). In summary, a majority of our cross-correlation functions are much better fit by our physical model than by the null hypothesis.

We find a somewhat stronger SZ signal in the higher redshift bins, although the SZ effect is always sub-dominant to the ISW signal. We also see higher values for $b$ for the $z \sim 0.55$ galaxy subsample than for $z \sim 0.43$ galaxy subsample, but the fit values of $b$ are sensitive to the details of our photometric redshift distributions. We will present a more detailed analysis and interpretation in a future paper.

VI. CONCLUSIONS

We present here measurements of the cross-correlation function between the currently available SDSS galaxy data and the WMAP CMB maps of the sky. The individual measurements in Figure 2 are significant at the $> 90\%$ confidence, while FDR strongly rejects the null hypothesis. The achromatic nature of the signal (in the Q, V, and W frequency channels) confirms the signal is of cosmological origin. Our results are consistent with the NVSS-CMB correlations [4, 21], but may be harder to reconcile with other optical–CMB measurements of the ISW effect [11, 22]. These results are consistent with the predicted ISW effect (which is largely independent of dark energy properties) and a minor SZ contribution.

Assuming a flat universe, our detection of the ISW effect provides independent physical evidence for the existence of dark energy. In future papers, analyzing all available SDSS data, we will present a more detailed comparison between the theoretical models and the data, as well as consistency checks of the observed correlation amplitude with galaxy biases and dark energy models.
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