Attention, Please! Adversarial Defense via Activation Rectification and Preservation

SHANGXI WU, JITAO SANG, KAIYUAN XU, JIAMING ZHANG, and JIAN YU,
Beijing Jiaotong University, China

This study provides a new understanding of the adversarial attack problem by examining the correlation between adversarial attack and visual attention change. In particular, we observed that: (1) images with incomplete attention regions are more vulnerable to adversarial attacks; and (2) successful adversarial attacks lead to deviated and scattered activation map. Therefore, we use the mask method to design an attention-preserving loss and a contrast method to design a loss that makes the model’s attention rectification. Accordingly, an attention-based adversarial defense framework is designed, under which better adversarial training or stronger adversarial attacks can be performed through the above constraints. We hope the attention-related data analysis and defense solution in this study will shed some light on the mechanism behind the adversarial attack and also facilitate future adversarial defense/attack model design.
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1 INTRODUCTION

Many standard image classification models are recognized to be highly vulnerable to adversarial attack, which adds small perturbation to the original samples but maliciously misleads the model prediction. Extensive studies have been conducted on designing different adversarial attack methods to fool state-of-the-art convolutional networks [4, 14, 20, 28, 32, 39]. Applying adversarial attacks in automatic visual systems like self-driving vehicles can lead to catastrophic consequences [20], and it is thus necessary to develop effective defense methods against potential attacks [9, 37].

Adversarial training is recognized as a way of regularization and updating the decision boundary around adversarial samples [40]. Adversarial training provides a fundamental and flexible defense framework compatible with different realizations. The performance of the specific realization depends on three factors: (1) Regularizing the model to focus on robust features. It is observed that
adversarial perturbations amplify the importance of low-contribution features to change the output prediction [41]. Modifying models to restrict the model prediction focusing on robust features is expected to improve the robustness of original samples [11]. (2) Reducing feature distribution divergence. In addition to injecting the adversarial samples into the training set, further constraints can be designed between original and adversarial samples to alleviate feature fluctuation caused by adversarial input perturbations.

This study falls into the adversarial training group and attempts to address the above two factors to improve defense performance. Visual attention\(^1\) has been used to explain which region of the image is responsible for the network’s decision [44]. Through data analysis in Section 3, we observed significant correlations between visual attention and adversarial attack. Figure 1 shows two example images from ImageNet2012. The activation map of the original images and the corresponding FGSM-created adversarial images toward the true labels are illustrated for comparison. Quick observations include: (1) By comparing the activation maps of the two original images, we found that the upper image relies on the fractional object region for prediction and turns out vulnerable to the adversarial attack (“trashcan”→“coffeepot”). The lower image has a more complete and accurate region of interest and thus retains the predicted label. (2) By examining the change of activation map from original to adversarial images, we found that a successful adversarial attack tends to deviate and scatter the attention area. The distraction of visual attention makes the prediction focus on incomplete and wrong regions.

These attention-oriented observations inspired us to design an adversarial defense solution by rectifying and preserving visual attention. The proposed **Attention-based Adversarial Defense (AAD)** framework consists of two components (as illustrated in Figure 4): (1) attention rectification, to complete and correct the prediction of original images focusing on the actual object of interest; (2) attention preservation, to align the visual attention area between adversarial and original images with alleviating the feature divergence. The main contributions of this study are three-fold:

- We conducted a comprehensive data analysis and observed that a successful adversarial attack exploits the incomplete attention area and brings significant fluctuation to the activation map, which provides a new understanding of the adversarial attack problem from the attention perspective.

\(^1\)In this article, we define the activation map as visual attention.
A novel attention-based adversarial defense method is proposed to rectify and preserve the visual attention area simultaneously. Qualitative and quantitative results on MNIST, Cifar10, and ImageNet2012 demonstrate its superior defense performance. The framework is flexible, and alternative modeling of attention loss can be readily integrated into the existing adversarial attack and defense solutions.

In addition to applying visual attention to defense, we also discussed the possibility of using visual attention in adversarial attacks and gave a practical framework.

2 RELATED WORKS

Many approaches have been proposed to defend against adversarial samples [1, 7, 13, 15, 22–27, 29, 31, 35, 36, 40, 42, 45]. The attempts to develop adversarial defense solutions can be classified into three groups. (1) Denoising preprocessing, transforming the input samples before feeding them into the raw model, e.g., a generative adversarial network is proposed to eliminate the potential adversarial perturbation [35]. This class of methods includes fascinating methods, such as using adversarial attacks as an image preprocessing method [43]. (2) Model modification, adding more layers or sub-networks and changing the loss functions of the raw model, e.g., Papernot et al. designed a student network for knowledge distillation [17] from the raw network and reduced the sensitivity to directional perturbations [31]. (3) Adversarial training, adding adversarial samples into the training set to update the model parameters, e.g., Madry et al. proposed to replace all clean images with adversarial images to protect against the adversary [26]. Under the training framework of adversarial training, Adversarial Logits Pairing (ALP) [18] and TRADE [46] act more effectively. There is also a work to sort out recent benchmarking of adversarial training methods [8]. It is discussed in Reference [3] that the former two groups of defense methods work by obfuscating gradients, which provide only “a false sense of security” and have been successfully attacked by circumventing the gradient calculation. Adversarial training, although simple, does not rely on obfuscated gradients and has been proved to improve model robustness by correcting sample distribution [36]. At the same time, adversarial attacks have also shifted from the original single-step attack method and multi-step attack method to more automated hyperparameter finding methods, such as Square Attack [2], AutoAttack [5], MBbA [12], and MsGM [10]. Previous defense work tends to use complex constraints and mathematical methods to constrain the model, while our work prefers to approach method design in a visually understandable way.

3 ATTENTION-ORIENTED DATA ANALYSIS

Visual attention helps explain to what extent each pixel of a given image contributes to the prediction of the network. Since the adversarial attack is designed to change the original prediction, we are motivated to examine the relationship between visual attention and adversarial attack. This data analysis section attempts to address the following two questions:

1. What kinds of images are vulnerable to adversarial attacks?
2. How does the visual attention of the adversarial image deviate from the original image?

Before presenting data analysis setting and observations, we first make agreements on several key terms:

- **Activation map**: In this study, we obtain the activation map for a given input image \( x \) using Grad-CAM [34], which is denoted as:

\[
g(x) = \text{Grad-CAM}(x).
\]

\(^{2}\)To guarantee the derived data observations are insensitive to the choice of activation map generator, we also employed LIME [33] for data analysis and obtained consistent observations.
Grad-CAM is an interpretable method that uses the forward-propagated activation value $A$ of a specific layer of the model and the back-propagated gradient value $\alpha$. Its working process can be described as:

$$L_{Grad-CAM}^c = \text{ReLU} \left( \sum_k \alpha_k^c A^k \right),$$

where $k$ refers to the number of channels in the layer, and $c$ refers to the category displayed by Grad-CAM.

Usually, the $L_{Grad-CAM}^c$ obtained by the Grad-CAM algorithm is a feature map smaller than the original image, which needs to be resized to draw the corresponding heat map. Some of the subsequent experiments in this article need to use $L_{Grad-CAM}^c$ for IoU (Intersection-over-Union) comparison calculation. If there is no need to resize to the original image, then we usually use $L_{Grad-CAM}^c$ to calculate directly.

- **Attention area**: To prevent low-contribution pixels from affecting the analysis results, we introduce attention area as the binary mask indicating image pixels with contribution value above a threshold $\kappa$:

$$\text{Att}(x) = g(x) \geq \kappa.$$  

- **Ground-truth area**: Taking the classification task as an example, the attention area corresponds to the region that relies on recognizing a specific object by the deep learning model. This study uses ground-truth area to indicate the object region obtained by the object bounding box. The ground-truth area of object $l$ in image $x$ is denoted as $\text{GT}_l(x)$.

- **Adversarial attack**: The adversarial samples used in data analysis, unless otherwise specified, are generated by StepLL [40]:

$$x_{adv} = x_{ori} - \varepsilon \cdot \text{sign}(\nabla_x L(f(x_{ori}), y_{LL})),$$

where $x_{ori}, x_{adv}$ represent original and adversarial images, $\varepsilon$ is the step size, $f(\cdot)$ is the original network, and $y_{LL}$ denotes the label with the lowest confidence.

### 3.1 Adversarial Attack Vulnerability

It is noticed that adversarial attack does not always succeed and fails on some samples. This motivates us to study what characteristics make these samples robust to the attack and retain the original decision. Specifically, we examined the attention area of different images in the context of the classification problem and analyzed its correlation with the vulnerability to adversarial attack. The data analysis was conducted with the classification network, InceptionV3 [38], over the 50,000 images in the development set of ImageNet 2012 [6]. Since we view visual attention as support on the most confident output, the 38,245 development images with the correct top-1 prediction construct the image set $I_{att}$ for attention analysis.

For each image, $x \in I_{att}$, its activation map $g(x)$, and the ground-truth area $\text{GT}_l(x)$ corresponding to the correct label $l$ were extracted. To examine whether the visual attention matches the actual object region, we compared the attention and ground-truth areas. The attention area was extracted by selecting image-specific threshold $\kappa$, which makes $\text{Att}(x)$ and $\text{GT}_l(x)$ have the same area size. The IoU between attention and ground-truth area was calculated as follows:

$$\text{IoU}_{\text{Att GT}}(x) = \frac{\text{Att}(x) \cap \text{GT}_l(x)}{\text{Att}(x) \cup \text{GT}_l(x)}.$$  

---

3We provide two methods for determining $\kappa$: (a) using a fixed value, (b) using the mean of the attention map. In cases not explicitly stated in this article, $\kappa$ uses the mean of the attention map.
Table 1. Average IoU between Attention and Ground-truth Area

|            | $I_{\text{succeed}}$ | $I_{\text{fail}}$ |
|------------|----------------------|------------------|
| Percentage | IoU$_{\text{Att,GT}}$ | Percentage | IoU$_{\text{Att,GT}}$ |
| 74.1%      | 0.647                | 25.9%          | 0.701                |

Table 2. Percentage and Average Confidence Score of Images with IoU < 0.5

|            | $I_{\text{succeed}}$ | $I_{\text{fail}}$ |
|------------|----------------------|------------------|
| Percentage | Top 1 Confidence     | Percentage | Top 1 Confidence     |
| 82.8%      | 0.8944               | 17.2%        | 0.7941               |

We separate images from $I_{\text{att}}$ into two subsets, those retaining the original decision where the adversarial attack failed to construct $I_{\text{fail}}$ and those changing decision where adversarial attack succeeded to construct $I_{\text{succeed}}$. The percentage of images falling in each subset and the corresponding average IoU$_{\text{Att,GT}}$ are summarized in Table 1. Since the original network correctly classifies all the images, both subsets show large IoU scores. Between the two subsets, $I_{\text{fail}}$ obtains higher IoU than $I_{\text{succeed}}$. Focusing on the 5,857 images with IoU < 0.5, we examined the percentage of images falling in each subset and the average confidence score on the correct label of the original images. The results are reported in Table 2. When IoU is less than 0.5, the model does not focus on the foreground area of the target and does not use task-related features. However, at this time, the model still maintains high confidence, which shows that the model uses many image features that are not relevant to the task. Combining results from Tables 1 and 2, we observed that the images with low IoU tend to obtain high confidence scores based on the task-unrelated features and have higher vulnerability to be adversarially attacked.

3.2 Attention Deviation from Adversarial Attack

Adversarial samples only impose small perturbations on the original input but encounter significant changes in the output prediction. This motivates us to explore which factors contribute to the non-trivial output change. This subsection studies the attention deviation due to adversarial attacks and examines the consistency of the attention area between original samples and adversarial samples.

We utilized the same image set $I_{\text{att}}$ for data analysis. Assuming $x_{\text{adv}}$ represents the adversarial sample generated by attacking original sample $x_{\text{ori}}$, $\text{Att}(x_{\text{ori}})$, $\text{Att}(x_{\text{adv}})$, respectively, denote the attention area of original and adversarial samples. The raw activation map generated by Grad-CAM constitutes an $8 \times 8$ grid. The attention area of original and adversarial samples is constructed by keeping the same number of grid cells with the highest attention score. Under a certain number of grid cells #cell, the IoU of attention area between original samples and adversarial samples was calculated as follows:

$$\text{IoU}_{\text{ori,adv}}(x) = \frac{\text{Att}(x_{\text{adv}}) \cap \text{Att}(x_{\text{ori}})}{\text{Att}(x_{\text{adv}}) \cup \text{Att}(x_{\text{ori}})}.$$ (6)

Varying the number of remaining grid cells from 5 to 30, we summarized the average IoU$_{\text{ori,adv}}$ in Table 3 for $I_{\text{succeed}}$ and $I_{\text{fail}}$, respectively. We find a consistent result for different selections of grid cells: The IoU score of failed attack group is significantly higher than that of the successful attack group. The heavy attention deviation of adversarial samples from original samples offers a strong indication of the successful attack. Other than the decrease of overlap of attention areas, it is also evidenced from Figures 1, 2, and other samples that a successful adversarial attack tends to make attention scattered. A possible explanation for these observations is that successful
Table 3. Average Attention IoU between Original and Adversarial Samples

| #cell | IoU$_{ori, adv}$ for $I_{succeed}$ | IoU$_{ori, adv}$ for $I_{fail}$ |
|-------|-----------------------------------|---------------------------------|
| 5     | 0.393                             | 0.574                           |
| 10    | 0.490                             | 0.677                           |
| 20    | 0.609                             | 0.766                           |
| 30    | 0.676                             | 0.807                           |

Fig. 2. The change of activation map in iterative attack. (From left to right columns: original image, activation map for the original image and adversarial images after 1–5 rounds of attack.)

Fig. 3. Visual attention of successful-attacked image (top row) and failed-attacked image (bottom row) by LIME. In each row, we show the original image, original image’s activation map, and adversarial image’s activation map.

adversarial perturbation on the input misleads the output prediction by distracting and scattering the original attention.

3.3 LIME-based Attention Data Analysis

We conducted attention-oriented data analysis by using Grad-CAM [34]. To guarantee the derived data observations are insensitive to the choice of activation map generator, we also used another attention generation method for attention data analysis, and this section introduces the data analysis results.

LIME learns an interpretable model locally around the prediction to explain the predictions of classifiers in an interpretable and faithful manner [33]. Similar to Sections 3.1 and 3.2, we use LIME to re-examine the observations concerning adversarial attack vulnerability and attention deviation from adversarial attack. Figure 3 illustrates the LIME-generated activation map by retaining the top eight features. For the successfully attacked images (top row), a similar phenomenon of shrinking and scattered attention area is observed.
Table 4. Average Attention IoU between Attention and Ground-truth Area

| #.Features | $I_{succeed}$ | $I_{fail}$ |
|------------|--------------|-----------|
| 8          | 0.413        | 0.442     |
| 10         | 0.484        | 0.516     |

Table 5. Average Attention IoU between Adversarial Images and Corresponding Original Images

| #.Features | $I_{succeed}$ | $I_{fail}$ |
|------------|--------------|-----------|
| 8          | 0.138        | 0.212     |
| 10         | 0.159        | 0.241     |

Fig. 4. The proposed attention-based adversarial defense framework. The upper and lower parts correspond to the training over original and adversarial samples. The change of the activation map is simultaneously constrained by the rectification loss, preservation loss, and classification loss. The four convolutional neural networks share the same parameters.

By analyzing the same 38,245 images from $I_{att}$, we summarize the respective statistics regarding average IoU in Tables 4 and 5. Consistent observations are obtained with a different number of retained features: (1) images vulnerable to adversarial attack tend to have a lower IoU score; (2) successful adversarial attack deviates the activation map of adversarial images from original images.

4 ATTENTION-BASED ADVERSARIAL DEFENSE

The above data analysis demonstrates that successful adversarial perturbation leads to significant visual attention change. Our defense solution is therefore motivated to restrict the attention change to improve adversarial robustness. Specifically, observations from data analysis correspondingly inspire the two components in the proposed attention-based adversarial defense framework (as illustrated in Figure 4): (1) attention rectification, to guide the attention area of original samples to the area where the real object exists; (2) attention preservation, to punish the deviation of attention area from adversarial samples to original samples.

4.1 Attention Rectification

As evidenced from Table 1, it is more vulnerable to adversarial attacks for those samples whose prediction relies on the unrelated region instead of the ground-truth area. One possible explanation
is that these samples failing to focus on the actual region of interest suffer more from the adversarial perturbations and have a higher risk of being misclassified. Therefore, our first component motivates the model to focus more on the ground-truth area for prediction.

Since the ground-truth area is generally unavailable during the training process, we turn to rectify the completeness of the attention area. The idea is that the attention area should include all the regions critical for prediction. In other words, the regions beyond the attention area are expected to contribute trivially to the correct prediction.

To realize this, we integrate the generation of attention area into the end-to-end training process. As illustrated in the upper part of Figure 4, a hard mask is imposed according to the extracted attention area:

\[ x^m = x \odot [1 - \text{Att}(x)], \]

(7)

where \( x \) is the original image, \( x^m \) denotes the image after the mask, and \( \odot \) denotes element-wise multiplication. To guarantee all critical regions are excluded from \( x^m \), it is desired that \( x \) and \( x^m \) lead to the prediction results as differently as possible. Therefore, by feeding \( x \) and \( x^m \) into the same convolutional network \( f(\cdot) \) to obtain the prediction vector \( f(x) \) and \( f(x^m) \), we expect the difference between \( f(x) \) and \( f(x^m) \) to be as large as possible. The same constraint is added to the adversarial image. For each original image \( x \) and the corresponding adversarial image \( x_{adv} \), the goal is to minimize the following rectification loss:

\[ L_r(x) = -\left[ L(f(x), f(x^m)) + L(f(x_{adv}), f(\text{x}_{adv}^m)) \right], \]

(8)

where \( L(\cdot, \cdot) \) denotes a certain distance measure between two vectors.

4.2 Attention Preservation

It is observed from Section 3.2 that the shifted prediction results of the adversarial image partially owe to the deviation of attention from the original image. This component attempts to preserve the activation map between original and adversarial images to reduce the influence of input perturbation on the prediction result.

The original image \( x \) and adversarial image \( x_{adv} \) are issued to the same convolutional network to obtain activation map \( g(x) \) and \( g(x_{adv}) \). A preservation loss is designed to minimize the pairwise difference between the two activation maps:

\[ L_p(x) = L(g(x), g(x_{adv})). \]

(9)

Combining with the rectification loss defined in the previous subsection, the overall loss for the given original image \( x \) is calculated as follows:

\[ L_{total}(x) = L_c(x) + \alpha L_r(x) + \beta L_p(x), \]

(10)

where \( L_c \) is for correct classification and defined as the standard multi-label soft margin loss, \( \alpha \) and \( \beta \) are weight parameters reflecting the importance of the respective component.

The three losses in Equation (10) jointly regularize the original and adversarial image’s attention to the critical regions for prediction. This provides a general attention-based framework to improve adversarial robustness by rectifying and preserving visual attention. Alternative realizations of rectification and preservation loss are compatible with the framework.

4.3 Attention-augmented Adversarial Attack

Data analysis showed that attention deviation contributes significantly to a successful adversarial attack. The proposed AAD method exploits this observation to improve the robustness of potential adversarial attacks. From a counter perspective, this observation also inspires the design of new attack methods by considering attention.
We introduce a general Attention-augmented Adversarial Attack ($A^3$-Attack) framework to be compatible with existing adversarial attack methods using gradient information. The overall framework is shown in Figure 5. When conducting an $A^3$ attack, the original image needs to be sent into the neural network to calculate the attention area. To better calculate the distance, we have binarized the attention map. Then, the image is sent to the neural network to obtain the attention map of the image. At this time, we separate the two attention maps as a loss and add them to the adversarial loss to update the perturbation of the adversarial examples to obtain more robust adversarial examples. The attention area of the original and adversarial samples are extracted, and the difference between the two attention areas is utilized to define attention attack loss and encourage attention derivation in the adversarial samples to be generated. The total attack loss combines the new attention attack loss and the traditional attack loss from existing attack methods, e.g., FGSM, Stepll, PGD, and so on.

$l_1$-norm can be used to calculate the attention difference, and the attention attack loss is defined as:

$$AttentionAttackLoss = -\|Att(x) - g(x)\|_1.$$  \hspace{1cm} (11)

Taking StepLL as an example of existing attack methods, the total attack loss can be represented as:

$$TotalAttackLoss = L(f(x), y_{LL}) - \sigma\|Att(x) - g(x)\|_1,$$  \hspace{1cm} (12)

where $\sigma$ is the weight parameter controlling the contribution of attention deviation. The adversarial sample of StepLL+$A^3$-Attack is generated as follows:

$$x_{adv} = x_{ori} - \epsilon \cdot \text{sign}[\nabla_x(TotalAttackLoss)].$$  \hspace{1cm} (13)

In this way, in addition to changing the prediction score of the most confident class, the adversarial perturbation is designed to deviate the attention area.

5 EXPERIMENT

5.1 Experimental Setting

The proposed Attention-based Adversarial Defense (AAD) framework can be applied to different convolutional networks. In this study, we conducted qualitative and quantitative experiments with three networks: LeNet on MNIST dataset, ResNet9 [16] on Cifar10 dataset [19], and ResNet50 [16] on ImageNet2012 [6]. For LeNet, the primary parameters are empirically set as follows: batchsize = 100, learning rate = 0.001, epoch = 5, keeprate = 0.5, $\kappa = \text{mean}(g(x))$. For ResNet9, we employ the commonly used parameters as: batchsize = 100, learning rate = 0.0001, epoch = 200,
Fig. 6. Activation map evolution in different training epochs. For each example image on the left, we show on the right the activation maps of its original image (top row) and adversarial image (bottom row). The six activation maps are extracted at training epochs 0, 10,000, 20,000, 30,000, 40,000, and 50,000. Below each activation map shows the predicted object label and the corresponding confidence score.

keeprate = 0.5, $\kappa = mean(g(x))$. For ResNet50, we employ the commonly used parameters as: minibatchsize = 128, using pre-trained model\(^4\) and set the learning rate of 0.045, decayed by a factor of 0.94 every two epochs. For distance measure $L(\cdot, \cdot)$ in attention losses calculation, we used $l_2$-norm in Equation (8) to increase the distance between the soft labels’ output by the model for $x$ and $x_m$ and $l_1$-norm in Equation (9) to encourage sparsity.\(^5\) For the generation of adversarial samples, we use the same settings as Madry et al. [26] when using PGD.

5.2 Visualization of Activation Map Evolution

The proposed AAD framework is expected to adapt the network to make predictions of both original and adversarial images focusing on the critical regions. Figure 6 visualizes the evolution of the activation map for two Cifar10 images as the training epoch increases.

It is shown that for each example image on the top row, the attention area of the original images is gradually rectified to the object of interest. The prediction confidence first reduces due to attention rectification loss and preservation loss and then recovers to guarantee high prediction confidence and complete attention area. On the second row, the raw attention area of the adversarial image deviates much from the original image (first column on the right), which leads to the misclassification at the beginning (“deer”→“frog,” “automobile”→“dog”). As the adversarial training proceeds, the attention area of the adversarial image becomes consistent with that of the original image and together fits onto the object of interest at last. The confidence score for the correct object class also increases as the attention area evolves to demonstrate the improvement of robustness against potential attacks.

\(^4\)For the fairness of the experimental comparison, we only use the pre-trained model trained on ImageNet2012.

\(^5\)Alternative distance measures are also allowed to encourage different characteristics of the activation map.
Fig. 7. Example images from Cifar10 (a) and MNIST (b). The left shows the original image. The top row on the right shows the adversarial image generated from PGD with a standard adversarial training method and its corresponding activation map. The bottom row shows the results of adversarial training with the proposed AAD method.

Table 6. Defense Performance Comparison with Madry et al. [26] and Kannan et al. [18] under Different Adversarial Attack Methods

| MNIST          | Clean | FGSM  | PGD10 | PGD20 | PGD40 | PGD100 | CW10 | CW20 | CW40 | CW100 |
|----------------|-------|-------|-------|-------|-------|--------|------|------|------|-------|
| RAW            | 99.18%| 7.72% | 0.49% | 0.54% | 0.64% | 0.53%  | 0.0% | 0.0% | 0.0% | 0.0%  |
| Madry adv      | 99.00%| 96.92%| 95.69%| 95.52%| 94.14%| 92.49% | 95.69%| 92.69%| 87.67%| 85.17%|
| Madry adv + AAD| 99.20%| 97.12%| 98.02%| 96.81%| 94.77%| 93.02% | 97.28%| 95.04%| 91.31%| 89.77%|
| Kannan ALP     | 98.61%| 97.59%| 98.23%| 97.52%| 96.04%| 94.68% | 96.96%| 95.48%| 93.18%| 92.39%|
| Kannan ALP + AAD| 98.52%| 97.60%| 98.24%| 97.56%| 96.11%| 94.82% | 97.18%| 95.62%| 93.54%| 92.72%|

| Cifar10        | Clean | FGSM  | PGD10 | PGD20 | PGD40 | PGD100 | CW10 | CW20 | CW40 | CW100 |
|----------------|-------|-------|-------|-------|-------|--------|------|------|------|-------|
| RAW            | 90.51%| 14.24%| 5.93% | 5.80% | 5.97% | 6.04%  | 0.0% | 0.0% | 0.0% | 0.0%  |
| Madry adv      | 83.36%| 63.28%| 49.29%| 45.25%| 44.85%| 44.72% | 37.21%| 36.27%| 35.92%| 35.79%|
| Madry adv + AAD| 83.62%| 64.98%| 30.13%| 48.99%| 48.55%| 48.49% | 40.83%| 39.90%| 39.75%| 39.64%|
| Kannan ALP     | 82.80%| 64.96%| 52.79%| 49.04%| 48.81%| 48.60% | 41.35%| 40.43%| 40.11%| 40.00%|
| Kannan ALP + AAD| 80.50%| 65.97%| 53.43%| 52.34%| 52.14%| 51.99% | 43.32%| 42.60%| 42.43%| 42.34%|

| ImageNet-2012  | Clean | FGSM  | PGD10 | PGD20 | PGD40 | PGD100 | CW10 | CW20 | CW40 | CW100 |
|----------------|-------|-------|-------|-------|-------|--------|------|------|------|-------|
| RAW            | 75.60%| 4.88% | 0.50% | 0.43% | 0.42% | 0.33%  | 3.28%| 2.50%| 1.93%| 1.65%  |
| Madry adv      | 55.37%| 9.49% | 2.88% | 0.46% | 0.05% | 0.0%   | 7.58%| 3.58%| 3.58%| 2.88%  |
| Madry adv + AAD| 46.48%| 11.47%| 10.11%| 5.29% | 2.65% | 1.3%   | 21.22%| 19.73%| 18.75%| 18.05%|
| Kannan ALP     | 50.68%| 9.94% | 23.67%| 19.15%| 14.89%| 9.94%  | 26.15%| 11.22%| 6.3% | 3.93%  |
| Kannan ALP + AAD| 47.06%| 14.86%| 29.15%| 22.45%| 17.56%| 12.59% | 37.40%| 34.46%| 32.90%| 31.37%|

5.3 Performance on Adversarial Defense

To demonstrate the defense performance of the proposed AAD framework, we compare its classification accuracy with a clean model and the defense model from Madry et al. [26] and adversarial logits pairing [18], as shown in Table 6. Three additional attack methods are also employed to generate adversarial samples: FGSM, PGD (ε = 0.3 in MNIST, ε = 8pix in Cifar10, and ε = 16pix in ImageNet2012), and CW (ε = 0.3 in MNIST, ε = 8pix in Cifar10, and ε = 16pix in ImageNet2012) [4, 20, 21].

On the MNIST dataset, the Madry+AAD algorithm performs 1% better than Madry’s method under multiple attacks. ALP+AAD achieves slightly better performance than the ALP method. It is perceived that the handwritten digit in MNIST is classified as positioned in the center and covers a dominant image region. Figure 7(b) shows such an example. In this case, the benefit of
rectifying and preserving attention is limited. The proposed attention-based defense framework is more suitable for images with arbitrary object sizes and complex backgrounds. On the Cifar10 dataset, the proposed AAD method achieves superior defense performance under all the attack methods. The AAD algorithm plays a perfect role in defense of the CW algorithm. Figure 7(a) shows an example image with its adversarial image and activation map. It is observed that standard adversarial training relies on the attention region beyond the object of interest for prediction. AAD manages to rectify and preserve the attention even for the strong adversarial image. Moreover, considering multi-round training adversarial samples further improves AAD’s robustness to iterative attacks.

On the ImageNet2012 dataset, although AAD has a slight loss of precision on the clean sample, it has stronger robustness, especially in the performance of iterative attacks. Comparing the ALP results with the ALP+AAD results, it can be seen that the model with AAD has greatly improved the defense effect of CW and multiple iterations of PGD attacks.

We can observe that no matter which kind of adversarial training, the defense performance is obviously improved after using the AAD framework.

5.4 Parameter Sensitivity Analysis

The proposed attention-based defense framework mainly involves the weight parameter \( \alpha \) and \( \beta \) in Equation (10). This subsection serves to analyze the performance sensitivity to these parameters.

We first adjusted the weight parameter to analyze the contribution of the respective loss. The weight parameter sensitivity analysis experiment is conducted by fixing one of the weights and tuning the other weight. In Figures 8(a)–(b), we show the defense classification accuracy of Cifar10 against different attack methods by tuning \( \alpha \) and \( \beta \), respectively.

When setting the weight for respective loss as 0, i.e., excluding the corresponding rectification and preservation constraint, the classification accuracy curves experience a consistently significant decline when \( \alpha \) and \( \beta \) are set to be large in Figure 8. The notable change in Figure 8 validates the importance of attention rectification and preservation components towards adversarial attacks. Figure 9 visualizes the activation map of two example images and their corresponding adversarial images with and without the proposed attention losses. The results justify our motivation to introduce the attention losses to rectify and preserve the attention area of both original and adversarial images. The best performance is generally obtained when setting \( \alpha = \beta = 0.01 \). Around this ratio, the relatively stable accuracy curve shows that the proposed method is not very sensitive to the weight parameter configuration within a specific range.
5.5 Attention Rectification/Preservation in Existing Adversarial Training Solutions

Inspired from the attention shrinkage and deviation observations, this study explicitly designs attention rectification and preservation solutions to improve adversarial robustness. By analyzing other existing adversarial defense solutions, we found that attention rectification/preservation is a common phenomenon to improve adversarial robustness.

Figure 10(a), respectively, illustrates the activation map change of four example images for adversarial training on an ensemble of four attack methods [40]. It is shown that by adding adversarial images into the training set, the adversarial training method affects rectifying and preserving the activation maps of adversarial images. However, since standard adversarial training solutions have no explicit regularization concerning attention, attention rectification/preservation is not guaranteed in many cases. Figure 10(b) shows some examples where the examined adversarial training method fails to defend the adversarial attack. In these examples, no clear attention improvement is observed.

To prove the universality of the phenomenon, we also did the same analysis on the StepLL-based adversarial training method [40]. In the analysis of the StepLL-based adversarial training method, we can see that results are similar to the ensemble of four attack methods. Figure 11(a) shows that the adversarial training method affects rectifying and preserving the activation maps of adversarial images. Figure 11(b) shows some examples where the examined adversarial training method fails to defend the adversarial attack.

5.6 Result of Attention-augmented Adversarial Attack

In Section 4.3, we use the constraint of distracting visual attention to propose an adversarial attack framework based on visual attention. Here, we use preliminary experiments to prove that the adversarial attack using visual attention can play a role in the ordinary adversarial attack.

We conducted experiments on two widely used attack methods, Iter-StepLL and PGD, to validate the effectiveness of attention augmentation. Specifically, we use $L_{att}$ as the dataset and select $\sigma=10$, $\epsilon=4/255$, iterations=3. Table 7 shows the classification accuracy results. It is shown that considering additional attention to attack loss contributes to a stronger attack and more adversarial images are misclassified.
Fig. 10. Example cases of (a) successful and (b) failed defense for adversarial training on ensemble of four attack methods [40]. For each example, we show three images as the original image, activation map of adversarial image for the clean model, and activation map of adversarial image for the adversarially trained model.

Fig. 11. Example cases of (a) successful and (b) failed defense for adversarial training on StepLL [20]. For each example, we show three images as the original image, activation map of adversarial image for the clean model, and activation map of adversarial image for the adversarially trained model.
### Table 7. Adversarial Attack Classification Accuracy on $I_{att}$

| Method          | Iter-StepLL | Iter-StepLL+A³ | PGD  | PGD+A³ |
|-----------------|-------------|----------------|------|--------|
| Iter-StepLL     | 3.8%        | 3.3%           | 13.6%| 10.8%  |

Fig. 12. Activation map change in different attack rounds under StepLL (top row) and StepLL+A³Attack (bottom row).

Fig. 13. Some images that are difficult to form attention in the ImageNet2012 dataset.

To specifically observe how the Attention-augmented Adversarial Attack framework improves the attack effect, we visualize the activation map of the entire attack process. Figure 12 illustrates the activation map change for one example image under Iter-StepLL and Iter-StepLL+A³Attack. It is shown that the additional attention attack loss imposes an apparent effect to gradually distract attention from the original region, which increases the confidence to mislead the classifier.

This preliminary result validates the effectiveness of considering the attention to adversarial image generation. The consideration of attention change provides a new way to investigate the problems of adversarial defense and attack. We hope that the results of this experiment can give some inspiration to those who study adversarial attacks.

#### 5.7 Analysis of Failure Cases

During the experiments, we realized that the attention mechanism does not always work properly and fails on a small number of samples. Here, we present this type of sample and analyze why it appears. The failed cases are shown in Figure 13. We divide them into two categories:

- The critical areas in the figure are too scattered, making it difficult to form a good attention map.
- Since irrelevant features in the dataset are too highly correlated with the target, the model relies too much on irrelevant features.

Since these two data types are relatively few in typical datasets, they will not significantly affect the algorithm’s work. For this part of the data, although the attention module fails, the algorithm still performs adversarial training on it, so it can still defend against adversarial samples.
6 CONCLUSIONS

This study provides a new perspective to analyze the adversarial defense/attack problem by considering attention. Qualitative and quantitative experimental results demonstrate the effectiveness of attention-based adversarial defense/attack. In the future, we are working towards seeking insight into the mechanism behind the attention perturbations from adversarial attacks, as well as investigating other phenomena concerning attention observations (e.g., the scattered attention when adversarial attack proceeds) to inspire more comprehensive defense/attack solution. Specifically, some recent studies [47] attribute the adversarial samples phenomenon to exploiting unsemantic features in derived models. We will explore why an accurate and stable activation map contributes to adversarial robustness from the perspective of semantic feature learning. We believe this will shed light on the correction between adversarial robustness and model interpretability, which coincides with the observation that adversarial training helps improve model interpretability [30, 47].
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