Superparamagnetic limit of antiferromagnetic nanoparticles
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Antiferromagnetic materials are in the focus of current research in magnetism because of their potential for applications in spintronics. As for ferromagnets, their magnetic stability in nanostructures will be limited by thermal excitations. Here, we investigate the superparamagnetic limit of antiferromagnetic nanoparticles theoretically, focusing on a comparison to the known properties of ferromagnetic particles. We find a drastically reduced thermal stability because of the exchange enhancement of the attempt frequencies and the effective damping during the antiferromagnetic switching process.

Recent advances in understanding and controlling antiferromagnetic materials have lead to an increasing interest in antiferromagnetic spintronics [1–7]. Possible advantages of spintronic devices based on antiferromagnetic materials include their lack of stray fields, which normally destroys mono-domain states and leads to an interaction between bit patterns, the low susceptibility to external fields and the rich choice of new materials, including a variety of antiferromagnetic insulators. Moreover, antiferromagnetic spin dynamics are found to be faster than those of ferromagnets [4, 8–10].

However, for many applications the size of magnetic structures will have to be scaled down to the nanometer regime, where, eventually, thermal excitations will reduce the stability of the magnetic state. Whereas thermal stability of ferromagnetic nanoparticles have been studied extensively in the past [11–17, and references therein], antiferromagnetic nanoparticles have been barely investigated [18–21]. In this letter we investigate the differences and similarities of the thermally induced magnetization dynamics in ferromagnetic and antiferromagnetic nanoparticles.

A macroscopic ferromagnet (FM) is normally in a demagnetized state, where the stray-field energy is minimized by a multi-domain state. Only below a certain length scale - the exchange length - the mono-domain state is energetically favorable. For an antiferromagnet (AFM) this argument does not hold because of the missing macroscopic stray field and long-range order can be expected for much larger particle sizes, limited probably only by defects in connection with the ordering kinetics. When further reducing the size of the sample, thermal excitation will lead to probabilistic switching events where even for a mono-domain particle different switching mechanisms can occur. Some of them, as e.g. curling [22], are, once again, energetically dominated by stray field energy and will not appear in an AFM, so that here only two switching modes should dominate at lower temperature, namely coherent rotation [23] and nucleation followed by domain wall propagation [24].

For small particle size individual magnetic moments rotate coherently minimizing the exchange energy while overcoming the energy barrier that is due to the anisotropy of the system. With increasing system size nucleation must become energetically favorable since here the energy barrier is a constant, while it is proportional to the system size in the case of coherent rotation. For an elongated sample a critical length scale exists, $L_c = \pi \sqrt{2J/d_z}$, a value that is clearly related to the domain wall width $\delta = \sqrt{J/2d_z}$, where both are defined by the ratio between exchange $J$ and anisotropy $d_z$ energies. Above $L_c$, the nucleation of a pair of domain walls is energetically favorable as compared to the energy barrier, which has to be overcome by coherent rotation [22] [24] [27]. Interestingly, these modes and the length scale separating the two modes, nucleation and coherent rotation, should be identical for FMs and AFMs, in so far as the concerned energies, the anisotropy energy on the one hand, and the domain wall energy on the other, are identical in FMs and AFMs.

In the following we will focus on the simplest example.
of a magnetic nanoparticle, which switches by coherent rotation between two stable magnetic states separated by an energy barrier \( \Delta E \). Thermal activation allows the nanoparticle’s magnetic state to jump between states with a characteristic time scale. From the theory point of view, realistic models of such processes remains a considerable task. Simplifications rely often on the so-called single-domain approximation, where the total magnetization of the nanoparticle is described by a unique magnetic moment. Thermally activated dynamics can be calculated within the framework of the macroscopic stochastic Landau-Lifshitz-Gilbert \([28, 29]\)

\[
(1 + \alpha^2)\dot{m} = -\gamma m \times (h_m + \alpha m \times h_m),
\]

where \( \alpha \) is the damping constant, \( \gamma \) is the gyromagnetic ratio, \( m \) the magnetization of the nanoparticle and \( h_m = -\delta m F + \xi \) the effective field, where \( F \) is the magnetic free energy of the system and \( \xi \) are stochastic thermal fields as introduced by Brown \([29]\). For simplicity, in this work we restrain to an uniaxial particle, \( F = -H_s m_z^2 / 2m_0 \), where \( H_s \) is the anisotropy field and \( m_0 \) the saturation magnetization. This free energy has two minima stable states, for example at \( T = 0 \text{K}, \) \( m_z/m_0 = 1 \) and \( m_z/m_0 = -1 \), with the energy barrier between them being \( \Delta E = H_s m_0 / 2 = d_z N \), here \( N \) is the number of spins in the nanoparticle.

In the limit of low temperatures, \( k_B T \ll \Delta E \), the reversal or switching time is fairly described by the exponential Néel-Arrhenius law \( \tau = \tau_0 \exp(\Delta E / k_B T) \), where the prefactor \( \tau_0 \) and the energy barrier \( \Delta E \) depend on the mechanism of reversal \([16]\). For sufficiently small nanoparticles, coherent rotation over the energy barrier is the main mechanism, as sketched in Figure 1. For this mechanism analytical asymptotes for the reversal time were derived by Brown \([29]\)

\[
\tau_{im} = \frac{1 + \alpha^2}{\alpha} \omega_a^{-1} \sqrt{\frac{\pi k_B T}{d_z N}} \exp\left(\frac{d_z N}{k_B T}\right).
\]

The inverse of the prefactor of the e-function above is called attempt frequency. Its first factor is related to the damping dependence of the reversal time, clearly with a minimum at \( \alpha = 1 \). The second factor is the precessional time scale of the system, with \( \omega_a = \gamma H_a = \gamma 2d_z / \mu_s \), where \( \mu_s \) is the atomic magnetic moment. At finite temperatures, temperature dependent parameters need to be considered as pointed out by Nowak and co-workers \([30]\). For AFMs, to the best of our knowledge, an analytical asymptotes similar to Eq. \(2\) remains unknown. Only a few recent works have addressed the problem \([19, 20]\). However, they assumed AFM nanoparticles with uncompensated magnetic moments, which results in an effective ferromagnet with a very small magnetic moment. The completely compensated AFMs we will consider here are expected to behave qualitatively different. In order to estimate a similar asymptote for AFMs, we need an equation of motion for the AFMs including dissipative processes. While for FMs the Gilbert model for dissipation, Eq. \(1\), has been shown successful so far, the dissipative processes in AFMs are still a challenging problem.

Recent progress regarding the description of dissipative spin dynamics in AFMs can be summarized in the following equations of motion \([31–34]\).

\[
\dot{n} = -n \times (\gamma h_m - \alpha_m m) - m \times (\gamma h_n - \alpha_n n)
\]

(3)

\[
\dot{m} = -m \times (\gamma h_m - \alpha_m m) - n \times (\gamma h_n - \alpha_n n)
\]

(4)

where \( \alpha_m \) and \( \alpha_n \) are related to the rate of power dissipation \( P = \alpha_m m^2 + \alpha_n n^2 \). The dynamics variables are here the magnetization \( m = (m_1 + m_2)/2 \) and the Néel vector \( n = (m_1 - m_2)/2 \). The effective fields are \( h_m(n) = -\delta m(n) F \), where, for a generic antiferromagnet, the free energy reads \( F = H_n m_z^2 / 2m_0 + \sum_{i=x,y,z} A(\partial_i n)^2 - H_a n_z^2 / 2m_0 - H \cdot m \), with \( H_c = zJ/\mu_s \) being the homogeneous exchange field, \( z \) being the number of nearest neighbors and \( J \) the antiferromagnetic exchange constant, \( A \) the micromagnetic exchange stiffness, and \( H_a = 2d_z / \mu_s \) the anisotropy field. In our case, the effective fields can be derived from a simplified free energy for mono-domain particles \( \sum_{\alpha=x,y,z} A(\partial_n \alpha)^2 = 0 \) in absence of an external field, \( F = H_n m_z^2 / 2m_0 - H_a n_z^2 / 2m_0 \).

In order to simplify, we keep terms up to linear order of \( m \) in Eqs. \(3\) and \(4\) \([32, 34]\)

\[
\dot{n} = -n \times (\gamma h_m - \alpha_m m)
\]

(5)

\[
\dot{m} = -m \times (\gamma h_n - \alpha_n n).
\]

(6)

By substituting Eq. \(5\) into \(6\) we obtain

\[
\dot{n} = -\gamma n \times h_m - \gamma \alpha_m m \times n + h_n.
\]

(7)

While the value of \( \alpha_n \) can be obtained from the decay of the small oscillations — of the Néel vector \( n \), \( \alpha_n = \alpha / H_c / H_a \) [9], the value of \( \alpha_m \) should come from the decay of the magnetization vector \( m \) [35]. To estimate its value we consider only dissipation in the Gilbert sublattice equations (see Eq. \(1\)) \( \dot{m}_\alpha = \gamma \alpha m \times (m \times (H_a + H_{\alpha \alpha})) \), and we also consider that the exchange field is usually larger than the anisotropy field, \( H_a + H_c \approx H_a \) \([33]\). Moreover, due to the symmetry of the exchange and anisotropy fields, \( h_m \) acting in each sublattice is the same but staggered, thus one finds \( \dot{n}_\alpha = \gamma \alpha m \times (n \times h_m) \), with \( \alpha_m = \alpha H_c / H_a \), which also implies \( \alpha_m \gg \alpha_n \) [33]. Since typically \( H_c \gg H_a \), the damping of the antiferromagnet is enhanced. To simplify the notation we define the small parameter \( \epsilon = H_a / H_c = 2d_z / zJ \), so that \( \alpha_m = \alpha / \epsilon \). This simple derivation can be extended to account for Gilbert-like damping, \( \alpha_m = \alpha_m / \epsilon \).

The asymptotes of the reversal time in AFMs can be calculated similarly to FMs in Eq. \(2\). First of all, we note that, the energy barrier \( \Delta E \) remains the same for both, FMs and AFMs, as long as all individual spin rotate coherently during switching (see Fig. \(1\)).
main differences regarding the spin dynamics in FMs and AFMs come from the typical eigen frequencies and the exchange-enhanced damping. In FMs, \( \mathbf{m} \) precesses around the anisotropy field \( H_a \), while in AFMs, \( \mathbf{n} \) precesses around the exchange field \( H_e \gg H_a \). For both, the damping is governed by the anisotropy field, but in case of the AFM, the damping parameter is exchange enhanced as stated before.

Under these assumptions and in analogy with the ferromagnetic case, we propose the following expression for the reversal time of an antiferromagnetic particle, which is the main result of our work.

\[
\tau_{\text{afm}} = \frac{c^2 + \alpha^2}{\alpha} \omega_a^{-1} \sqrt{\frac{\pi k_B T}{d_x N}} \exp (d_x N / k_B T). \tag{8}
\]

From this equation, we can directly see that the dependence of the reversal time as a function of the damping parameter \( \alpha \) is clearly different for AFMs and FMs. In AFMs, it presents a minimum at \( \alpha = \epsilon = 2d_x / zJ \), while in FMs at \( \alpha = 1 \). Interestingly, in AFMs this minimum depends on the ratio between the anisotropy and the exchange field, which will be material dependent.

To test the validity of Eq. (8) we performed computer simulations based on atomistic spin dynamics methods. Atomistic spin dynamics methods are a well-established numerical technique that allows to investigate the magnetization dynamics of magnetic nanoparticles. For the description of the magnetic system, we introduce the classical atomistic spin Hamiltonian

\[
\mathcal{H} = -\frac{1}{2} \sum_{i,j} J_{ij} \mathbf{S}_i \mathbf{S}_j - \sum_i d_z (S_i^z)^2 \tag{9}
\]

Here the \( \mathbf{S}_i \) variables denote unit vectors, \( J_{ij} \) is the Heisenberg exchange interaction between atoms at neighboring sites \( i \) and \( j \). In this work we use only first nearest neighbors interaction, therefore \( J_{ij} = J \). When \( J > 0 \), the ground state is ferromagnetic, while for \( J < 0 \) it is antiferromagnetic. \( d_z \) is the single-ion magnetocrystalline anisotropy at site \( i \). The ground state of the system lies along the \( z \)-direction.

Atomistic spin dynamics are described by the Landau-Lifshitz-Gilbert equation,

\[
(1 + a_2^2) \mu_a \dot{\mathbf{S}}_i = -\gamma_i \mathbf{S}_i \times \left[ \mathbf{H}_i + \alpha_i (\mathbf{S}_i \times \mathbf{H}_i) \right]. \tag{10}
\]

By including a Langevin thermostat, the spin dynamics including statistical – equilibrium and non-equilibrium – thermodynamic properties can be obtained in the classical approximation. The effective local magnetic field on a lattice site, \( i \), is

\[
\mathbf{H}_i = -\frac{\partial \mathcal{H}}{\partial \mathbf{S}_i} + \mathbf{\xi}_i(t), \tag{11}
\]

where \( \mathbf{\xi}_i \) is a field-like stochastic process. Here we consider the white noise limit \([30]\).

\[
\langle \mathbf{\xi}_i(t) \rangle = 0, \quad \langle \mathbf{\xi}_{i,a}(0) \mathbf{\xi}_{j,b}(t) \rangle = \frac{2\alpha k_B T \mu_a}{\gamma_i} \delta_{ij} \delta_{ab} \delta(t), \tag{12}
\]

FIG. 2. Temperature dependence of the reversal time for two cubic nanoparticles composed of \( N = 64 \) and \( N = 216 \) spins, for ferromagnetic and antiferromagnetic ordering. Symbols correspond to simulations using atomistic spin model and lines to modified Brown’s formula as described in the main text.

where \( a \) and \( b \) denote the Cartesian components.

We start by comparing the reversal time gained from numerical experiments to analytical expressions (Eqs. (2) and (8)) for small FM and AFM nanoparticles with the same anisotropy \( d_z = 0.1 \) \( J \) (for AFM \( \epsilon = 1/30 \)) and absolute value of the exchange interaction \( J \). Here, we fix the damping parameter to \( \alpha = 1 \). Simulations were performed in cubic nanoparticles of two different sizes composed of \( N = 4^3 = 64 \) and \( N = 6^3 = 216 \) spins.

For direct comparison between Brown’s asymptotes and computer simulations based on atomistic spin dynamics, it has been demonstrated in FM nanoparticles that one needs to account for the temperature dependence of the magnetic parameters in Eq. (2) \([33]\). For example, the anisotropy field \( H_a \) is reduced as function of temperature and one can use the Callen-Callen theory with \( H_a(T) = H_a m_e^2 \), where \( m_e \) is the normalized equilibrium magnetization \([34,35]\).

For 3d Heisenberg spin models, the phenomenological relation \( m_e = (1 - T / T_c)^{1/\nu} \) describes well computer simulation results for the temperature dependence of \( m_e \) \([39]\). Furthermore, we need to account for finite size effects. Computer simulations of thermal activation are very computation time consuming, thus, one can only perform simulations of nanoparticles of rather small size. Small systems have a reduced magnetization at a given temperature, as expected as a result of reduced coordination at the surfaces. For 3d Heisenberg spin models finite size scaling theory provides a value for the apparent Curie temperature as a function of the size \( L \) (linear characteristic length of the nanoparticle), \( T_c(L) / T_c^\infty = 1 - (d_0 / L)^{1/\nu} \), where the parameter \( d_0 \) correspond to characteristic exchange length, and \( \nu \) to the critical exponent. A recent work in 3d Heisenberg spin model nanoparticles has estimated \( d_0 = 0.4 \) nm, and \( \nu = 0.856 \) \([40]\), which we will use in the following.

Figure 2 shows results from numerical simulations (symbols) and Eqs. (2) and (8) (lines). First, we can ob-
serve that the temperature dependence is correct and the same for FMs and AFMs, which means that the mechanism, coherent rotation, and the energy barrier $\Delta E$ are the same for both FMs and AFMs. The differences between AFM and FM come from the different damping term. In particular, one can easily estimate the ratio between reversal times in AFM and FM $\tau_{\text{fm}}/\tau_{\text{afm}} = \frac{1+\alpha^2}{1+\alpha^2}$, for $\alpha = 1$ we get $\tau_{\text{fm}}/\tau_{\text{afm}} \approx 2$. Along this line, in order to validate the damping dependence of the reversal time in both FMs and AFMs, we perform computer simulations by varying the damping value $\alpha$. This is interesting since Eq. (8) predicts strong differences at relatively low damping $\alpha \ll 1$. Figure 3 shows the so-called inverse attempt frequency $\tau_0 = \tau / \exp(\Delta E/k_B T)$ as a function of damping for AFMs and FMs. Symbols correspond to simulations of the reversal time divided by $\exp(\Delta E/k_B T)$, analytical lines correspond to Eq. (8) divided by $\exp(\Delta E/k_B T)$, where $\Delta E = 5$ J. Here, we can see that for typical values of intrinsic damping in magnetic materials, $\alpha = 0.001 - 0.01$ (0.0025 for Mn$_2$Au [11]), the reversal time of AMFs could be up to several orders of magnitude shorter than in FMs, which effectively means much less thermal stability.

In FMs, one solution to the problem of reduced thermal stability for ever decreasing nanoparticle volumes is an increase of the magnetic anisotropy. Therefore, we investigate finally the dependence of the reversal time as a function of the anisotropy $d_z$. As discussed above, since the reversal time in AFMs strongly depends on $\epsilon \sim d_z/J$, one could engineer nanoparticle parameters to maximize thermal stability in AFMs. To validate our predictions, we use atomistic spin dynamics to perform simulation of nanoparticles compose of $N = 64$ spins for two different anisotropy parameters, $d_z = 0.1$ J and $0.01$ J. We fix the damping parameter to $\alpha = 0.3$. One can observe in Figure 4 that the results coming out from computer simulations agree very well with our theoretical predictions. As predicted, the ratio $\tau_{\text{fm}}/\tau_{\text{afm}}$ is larger for $d_z = 0.01$ J than for $d_z = 0.1$ J. We predict that AFM nanoparticles present much faster thermally activated reversal dynamics, which restrains their potential use as active elements in nanoscale devices. Our results predict that the role of the magnetic anisotropy in the thermal stability of AFM nanoparticles is dramatic. Relatively high anisotropy values will lead to a similar thermal stability than FMs. For $\epsilon \gg \alpha$ (usually $\alpha = 0.01 - 0.001$) the ratio $\tau_{\text{fm}}/\tau_{\text{afm}} = \frac{1+\alpha^2}{1+\alpha^2} \rightarrow 1/\epsilon^2 = (zJ/2d_z)^2$.

In summary, we investigated the superparamagnetic limit of antiferromagnetic nanoparticles analytically as well as by means of computer simulations. We find a drastically reduced thermal stability because of the exchange enhancement of the attempt frequencies and the effective damping during the antiferromagnetic switching process. For realistic materials, the reversal times of AFMs can be expected to be four to five orders of magnitude shorter than that of FMs, a finding that is in agreement with a work on antiferromagnetic grains in exchange bias systems [12]. These findings limit the potential of scaling down AFM nanostructures and have a direct implication on the design of new antiferromagnetic spintronic devices.
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