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ABSTRACT

Discrete deterministic age-structured, stage-structured and difference delay equation population models are analysed and compared with respect to stability and nonstationary behaviour. All three models show that species with iteroparous life histories tend to be more stable than species with semelparous life histories which allow us to conclude that this must be a fairly general ecological principle. Considering iteroparity, the precocious case appears to be more stable than the delayed case. The nonstationary dynamics shows a great deal of resemblance too, but when the number of age classes are even there is a mismatch between the dynamical outcomes of the age- and stage-structured case whenever the survival probabilities are large or moderate. Regarding semelparous species the analysis of the age-structured and the difference delay equation model clearly suggest that precocious semelparous species are more stable than delayed semelparous species and, moreover, that the transfer from stability to instability goes through a Hopf bifurcation. This is in great contrast to the outcome of the stage-structured model. In this case we find that the delayed case is more stable than the precocious and in unstable parameter regions there are orbits of period \(2^k, k > 1\), which we do not find when the life history is precocious.
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1. INTRODUCTION

In order to reveal the dynamic properties of a species there is a variety of different population models available. Such models may be continuous or discrete, deterministic or stochastic. Considering continuous models we refer to the seminal paper by Gurtin and MacCamy (1974); Webb (1985); Huang (1990) and Cushing (1987) and references therein. Models that incorporate stochasticity may be obtained in Neubert (1997); Dennis et al. (1997) and Myers et al. (2001). Among the discrete deterministic alternatives, especially three model strategies have proved to be powerful tools, namely (A) Age-structured population models, see for example Leslie (1945); Guckenheimer et al. (1977); Levin and Goodyear (1980); Silva and Hallam (1993) and Mjolhus et al. (2005), also cf. the review paper by Wikan (2012b), (B) Difference delay equation models (Clark, 1976; Botsford, 1986; 1992; Higgins et al., 1997) and (C) Stage-structured models (Cushing, 1987; Neubert and Caswell, 2000; Gourley and Kuang, 2004; Kon et al., 2004).

Regarding (A) such models are usually formulated in terms of vectors and matrices. Indeed, at time \(t\) we split the population \(x_t\) into \(n\) distinct nonoverlapping age classes, \(x_t = (x_{1,t}, \ldots, x_{n,t})^T\) where the total population \(x\) is given by \(x = x_1 + \ldots + x_n\). The relation between the population vector \(x\) at two consecutive time steps may be expressed as Equation 1:

\[
x_{t+1} = A x_t
\]

where, the transition matrix \(A\) (which often is referred to as a Leslie matrix) is on the form Equation 2:

\[
A = \begin{pmatrix}
f_1 & f_2 & \cdots & f_n \\
p_1 & 0 & \cdots & 0 \\
0 & p_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & p_{n-1}
\end{pmatrix}
\]

where \(f_i\) is the average fecundity of a member of the \(i^{th}\) age class at time \(t\). \(p_i\) may be interpreted as the (year to
The analysis of population dynamics in ecological models is crucial for understanding the behavior of species and ecosystems. Non-overlapping age classes are used to segment a population into distinct stages based on age. This approach is particularly useful when considering the stability properties and dynamical outcomes of models that describe population growth.

In stage-structured models, a fundamental aspect is the linkage between age and other critical factors such as size and maturity. For species where size and maturity are more important than age, models like (1) may be used, with size-dependency in the recruitment and survival terms. However, for species where age is more relevant, models such as those proposed by (2) and (3) have been employed. These models aim to capture the dynamics of a variety of ecological populations, including those where other factors like size and maturity are more significant than age.

Nonlinear age-structured models (constant fecundities and constant survivals) have been applied in many cases, for example, to plants (Werner, 1975; Klinkhamer et al., 1987a; 1987b), crabs (Campbell and Eagles, 1983), fish (Alm, 1959), and great tits (Pennycuick, 1969). In the case of semelparous species, models like (1) imply an implicit assumption that sexual maturity is linked to age, while other properties may be more relevant. This suggests that age and other factors might be highly correlated with age.

In the case of other species, models where the population is divided into three stages, for example one sexual immature stage and one sexual mature stage, are often used. The dynamics of these populations are revealed in studies which focus on nonstationary and chaotic dynamics. Examples include the celebrated insect populations (Alm, 1959), see also Caswell (2001) and several references therein. Temperature is also an important factor that may trigger reproduction, especially in insect populations, cf. Wagner et al. (1984) and Bellows (1986). In this study, we will focus on the two-stage model Equation 4:

\[ x_{i+1} = \mu_i (1-p) x_{i+1} + f x_{2i} \\
\]

where, \( \mu_1 \) and \( \mu_2 \) are the fractions of the immature population \( x_1 \) and the mature population \( x_2 \) respectively which survive from time \( t \) to \( t+1 \). \( x = x_1 + x_2 \) is the total population. Moreover, \( p \) is the fraction of the immature population which survives to become adult and \( f \) is the fecundity. We may also express (4) on matrix form as Equation 5:

\[ x_{i+1} = A x_i \]

where, \( x = (x_1x_2)^T \) and:

\[ A = \left( \begin{array}{cc} \mu_1 (1-p) & f \\ \mu_1 p & \mu_2 \end{array} \right) \]

Model (4) (or (5)) is identical to the general stage-structured model presented by Neubert and Caswell (2000), see also the cod model by Wikan and Eide (2004). Another approach may be obtained in insect models where the population is divided into three stages, larvae, puppae and grown up insects, see the celebrated study by Cushing et al. (1996); Costantino et al. (1997) and Dennis et al. (1997).

The purpose of this paper is to compare and discuss stability properties and dynamical outcomes of models (1), (3) and (4) and in doing so we shall assume that density dependence is included in the recruitment terms and not in the survivals. Hence, in (1) we let \( f = F \exp(-x) \) where the use of capital letters indicates density independent terms. In the difference delay equation model (3) we use the same approach and in the stage-structured model (4), \( f = F \exp(-x) \) and \( \mu_1, \mu_2 \) and \( p \) are regarded as constants. Thus we consider.
Age structure Equation 6:

\[ x_{1+r} = Ax_r \text{ where } \begin{pmatrix} F_{\exp(-x)} & \cdots & F_{\exp(-x)} \\ P & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ 0 & \cdots & P & 0 \end{pmatrix} \]

\[ A = \begin{pmatrix} F_{\exp(-x)} & \cdots & F_{\exp(-x)} \\ P & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ 0 & \cdots & P & 0 \end{pmatrix} \]

Difference delay Equation 7:

\[ x_{1+r} = Px_r + F_{-\kappa r} x_{-1} \]

Stage structure Equation 8:

\[ \begin{align*} x_{1+r} &= \mu(1-p)x_r + F_{-\kappa r} x_{-1} \\ x_{2+r} &= \mu_p x_r + \mu_2 x_{2+r} \end{align*} \]

1.1. Analysis

We start with the age-structured model (6). Assuming all age classes fertile (species with such properties are often referred to as iteroparous species) the nontrivial fixed point of (6) may be expressed as Equation 9:

\[ (x_1, x_2, \ldots, x_n) = \left( \frac{1}{K} x_1, \frac{1}{K} x_2, \ldots, \frac{1}{K} x_n \right) \]

where, \( K = \sum_{i=1}^{n-1} P \) and \( x^* = \ln(Fk) \).

The eigenvalue equation may be cast in the form Equation 10:

\[ \lambda^n - \left( \frac{1-x^*}{K} \right) \sum_{i=0}^{n-1} P \lambda^{n-1-i} = 0 \]

and provided that all eigenvalues of (10) are located within the unit circle, (9) is a stable fixed point. Now, using the same method as in Wikan and Mjolhus (1996), \( x^* < 2 \) is sufficient in order to guarantee a stable equilibrium (9). Indeed, we may write (10) as \( g(\lambda) + h(\lambda) = 0 \) where \( g(\lambda) = \lambda^n \) and the first observation is that \( g(\lambda) = 0 \) has \( n \) roots located inside the unit circle. On the boundary Equation 11:

\[ |h(\lambda)| \leq \left| \frac{(1-x^*)}{K} \lambda^{n-1} \right| + \cdots + \left| \frac{(1-x^*)}{K} \lambda^{n-1} \right| \leq |1-x^*| < 1 \]

whenever \( x^* < 2 \). Consequently, on the boundary \(|h(\lambda)| < 1 = |g(\lambda)| \) and from Rouche’s theorem we conclude that \( g(\lambda) + h(\lambda) = 0 \) has \( n \) roots inside the unit circle which means that (9) is stable.

Regarding the nonstationary dynamics it depends on the values of both \( n \) and \( P \) as we now shall demonstrate.

Keeping \( P \) fixed, an increase of \( F \) leads to an increase of the total equilibrium population (cf. (9)) and when \( n = 2 \) it follows from (9), (10) and the Jury criteria (Murray, 2003) that the value of \( x^* \) at instability threshold is Equation 12:

\[ x^* = x_f = 2/(1-P) \quad 0 < P < 1/2 \]

\[ x^* = x_H = (1+2P)/P \quad 1/2 < P \leq 1 \]

where, the indices \( F \) and \( H \) refer to a flip or Hopf bifurcation at threshold respectively. Note that \( P \to 0 \) implies \( x^* \to 2 \) (see (12)). Hence we may interpret our previous result \( x^* = 2 \) as the stability threshold when the survivals approach zero. For other values of \( P \), \( x^* \) at instability becomes larger and according to (12)

\[ x^*_{\text{max}} = x^* \quad \text{(P=1/2)} = 4 \text{ at threshold}. \]

Assuming \( 0 < P < 1/2 \) it was proved in Wikan and Mjolhus (1996) that the flip bifurcation at threshold \( x^* = x_f (12) \) is of supercritical nature. Hence, in case of \( x^* > x_f, [x^* - x_t] \) small there are stable orbits of period 2. If we continue to increase \( x \) (or \( F \)) we observe periodic orbits of \( 2^k, k = 2,3,\ldots \) (the flip bifurcation sequence) and eventually the dynamics becomes chaotic. The Hopf bifurcation at \( x = x_H (12) \) in the \( 1/2 < P < 1 \) interval is also supercritical. Thus, whenever \( x^* > x_{tf}, [x^* - x_{tf}] \) small we find nonperiodic orbits restricted to an invariant curve. Moreover, these orbits coexist with a stable large amplitude 3-cycle which is born through a saddle node bifurcation at a critical value \( x_{ts} < x_{tf} \) so the ultimate fate of an orbit depends on the initial condition. For higher values of \( x^* \) the invariant curve disappears (as it is hit by the branches of the unstable 3-cycle created at \( x^* = x_{ts} \)) and only stable periodic orbits of period \( 3 \cdot 2^k \) are detected. Also here the dynamics becomes chaotic provided \( x^* \) large enough.

In the case \( n = 3 \) (all age classes fertile) we find from the Jury criteria \( x_f = 2(1 + P^2)/(1-P + P^2)^{\frac{1}{2}} \) and \( x_H = \).
$P^{-2}(1 + P + 2P^2)$ and an easy argument shows that $x_i < x_H$ for all $0 < P < 1$. Hence, the flip bifurcation governs the nonstationary dynamics for any $P$, $0 < P < 1$ and the dynamics is qualitatively similar to the $n = 2$ case $0 < P < 1/2$. Since $x_i'(P) = 2(1 - P)(1 - P + P^2)^2 > 0$, we may also conclude (in contrast to the $n = 2$ case) that $x^*$ is an increasing function of $P$ at bifurcation threshold. In Fig. 1 we plot the value of the equilibrium population at instability threshold as function of $P$ in the $n = 2$ and $n = 3$ cases respectively.

Due to the complexity of the Jury criteria the analysis when $n = 4$ is more delicate. The value of $x^*$ at instability is

$$x^* = x_i = 2 / (1 - P), \quad 0 < P < P_c$$

$$x^* = x_H, \quad P_c < P < 1$$

where, $x_H = 1 + a_0(1 + P^2 + P^3)$. $a_0$ is defined as the real solution of the Equation 14:

$$P^3(1 - P^3)(1 + P^4)a_3^t - P^3(1 + P^2 - P^4)a_1^t - P(1 + P^2)a_1^t - 1 = 0 \quad (14)$$

and $P_c \approx 0.61$. Consequently, the $n = 4$ case is similar to the $n = 2$ case except for the fact that the flip bifurcation determines the dynamics in a larger $P$ interval.

Next, assume $n$ arbitrary and $P$ small. Then (9) implies $x^* = \ln (F(1 + P))$ and the general eigenvalue equation (10) may be written as Equation 15:

$$\lambda^2 - \left(1 - x^*\right)\frac{1}{1 + P} - P\left(1 - x^*\right)\sum_{i=1}^{n-1}\frac{P^{i-1}}{1 + P} = 0 \quad (15)$$

Fig. 1. The values of the equilibrium population $x$ at instability threshold in the $n = 2$ and $n = 3$ cases. The monotonic increasing curve corresponds to $n = 3$.

Fig. 2. The values of the equilibrium population $x$ at instability threshold when $n = 8$ and $n = 9$. The “kinked” curve corresponds to $n = 8$. 
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Now, the left hand side of (15), \(g_2(\lambda)\) is nothing but the left hand side of (10) \((n = 2)\) and from (12) it follows that the only modulus 1 solution of \(g_2(\lambda) = 0\) is \(\lambda = -1\) (and \(x^* \to 2\) when \(P \to 0\)). This means that for \(\lambda\) close to \(-1\) the dominant term on the right hand side of (15) will be of order \(P\) smaller than the left hand side which again implies that it will deviate \(O(P)\) from the solution of \(g_2(\lambda) = 0\). Hence, we conclude that there will be no Hopf bifurcation in case of \(P\) small (and also \(P\) “moderate” as implicitly implied) that the only modulus 1 solution of \(g_2(\lambda) = 0\). Hence, we conclude that there will be no Hopf bifurcation in case of \(P\) small (and also \(P\) “moderate” as suggested by our \(n = 2, 3\) and 4 analysis). The flip bifurcation threshold is found by letting \(\lambda = -1\) in (10). Thus Equation 16:

\[
x^* = x_e = \frac{2\sum_{i=1}^{n-1} p_{2i}^{(i)}}{\sum_{i=0}^{n-1} (-1)^i P}
\]

where, \(k = (n - 1)/2\) in case of \(n\) odd and \(k = (n - 2)/2\) in case of \(n\) even.

Considering large \(P\) values it follows from (16) that \(\lim_{P\to0} x_P = n + 1\), \(n\) odd, while \(\lim_{P\to0} x_P \to \infty\), when \(n\) is even. Consequently, if \(n\) is even there will be no period doubling bifurcation when \(P \to 1\). Moreover, when \((n, P) = (2, 1)\), \(x^* = x_{4/3} = 3\) (cf. (12)). If \((n, P) = (4, 1)\) the solution of (14) is \(a_1 = 1\) which implies \(x_{4/3} = 5\) and if \((n, P) = (3, 1)\), then from (16) \(x^* = 4\). Thus \(P = 1\) seems to imply that \(x^* = n + 1\) at instability threshold. A formal proof may be obtained in Wikan (2012a).

Based upon our findings above as well as lots of numerical experiments we conclude that (16) is the instability threshold for any \(P, 0 < P \leq 1\), provided \(n\) is odd. Moreover, keeping \(n\) fixed, \(x^*_P = x_P(P)\) (see (16)) is a monotonic increasing function of \(P\), hence increasing the survival probabilities acts stabilizing. When \(n\) is even, (16) is the threshold whenever \(0 < P < P_n\), but in the interval \(P < P < 1\) the transfer from stability to instability occurs as (9) undergoes a Hopf bifurcation. \(P_c\) becomes larger as \(n\) is increased.

Provided \(n \geq 8\), \(x^*\) is a monotonic increasing function of \(P\) at bifurcation also in the even number of age class cases. When \(P \to 1\) the size of \(x^*\) at threshold is a monotonic increasing function of \(n\). Therefore, an enlargement of \(n\) acts stabilizing. In Fig. 2 we show the equilibrium population at bifurcation threshold as function of \(P\) when \(n = 8\) and \(n = 9\). The different shapes of the stability curves for \(n = 2\) and \(n\) large may be interpreted as a truncation effect. Indeed, following Wikan and Mjolhus (1996); see also Levin and Goodyear (1980), suppose that \(n\) is large. Then the contribution of new individuals from females in higher age classes is small provided \(P\) is small. Hence, in this case, \(x^*(P)\) should be similar when \(n\) is large and \(n\) is small. Consequently, if we truncate a model with a large number of age classes, the effect on stability will be more or less negligible. However, if \(P\) is large, the contribution of new individuals from the higher age classes is large too. Therefore, it is natural to conclude that truncation will have a great impact on stability in this case. That is why the stability curves look different, thus the qualitative effect of truncation after a few age classes is that it causes decreasing stability beyond a certain value of \(P\).

In the analysis presented above we assumed that each age class was fertile. Alternatively, we may consider biologically relevant \(n\)-age class models where individuals in the first \(n\)-age class do not reproduce. Such cases may be studied through the map Equation 17:

\[
x_1, \ldots, x_n \to (F^{\exp(-x)}x_1 + \cdots + F^{\exp(-x)}x_n, Px_1, \ldots, Px_n)
\]

where, \(i = (n + 1)/2\), \(n\) odd and \(i = n/2 + 1\), \(n\) even. The total equilibrium population becomes Equation 18:

\[
x^* = \ln \left( P \sum_{k=1}^{n-1} P^k \right)
\]

and the associated eigenvalue equation may be cast in the form Equation 19:

\[
\lambda^n + x^*_P \left( \sum_{k=1}^{n-1} p_{k}^{-1} \lambda^{n-k} \right) + (x^*_P - F^x) \sum_{k=1}^{n-1} p_{k}^{-1} \lambda^{n-k} = 0
\]

and (as before) \(x^*_P = x^*(1 + P + \cdots + P^{n-1})^{-1}\).

As already shown, if \(n = 3\) and all age classes are fertile the (flip) bifurcation threshold was found to be \(x^*_P = 2(1 + P^2)/(1 - P + P^2)\). A similar analysis of (17) where \((n, i) = (3, 2)\) yields \(x^*_P = 2P(1 + P + P^2)/(1 + P)(1 - P + P^3)\) and since \(x^*_P - x^* = 2/(1 + P)(1 - P + P^3) > 0\) it is natural to suggest that delayed recruitment acts destabilizing. Note however, that both stability thresholds are “flip thresholds”, thus the dynamics in unstable parameter regions are periodic orbits of period 2 in both cases.

If \(n\) is even it follows from (19) that \(\lambda = -1\) gives birth to the threshold Equation 20:
\[ x'_i = \frac{2 \left( \sum_{k=0}^{i-1} p^{2k} \right) \left( \sum_{k=0}^{i} p^k \right)}{\left( \sum_{k=0}^{i} (-1)^k p^k \right) \left( \sum_{k=0}^{i} p^k \right)} \]  

(20)

where, \( l = (n - i)/2 \) when \( i \) is even and \( l = (n - i - 1)/2 \) when \( i \) is odd. Since \( \lim_{P \to 1} x^* \to \infty \) we may exclude the flip if \( P \) becomes large. When \( (n, i) = (4, 3) \) we may actually exclude the flip in case of \( P \) small as well.

Indeed, by use of (19) and dividing by \( \lambda + 1 \) we arrive at Equation 21:

\[ \lambda^2 + \frac{1 + P^i}{Z(i + P)} \lambda^2 + \frac{2P - (P^i - 1)}{Z(i + P)} \lambda + \frac{P(P^i + 2P - 1)}{Z(i + P)} = 0 \]  

(21)

where, \( Z = 1 - P + P^2 - P^3 \) (cf. Wikan and Mjolhus (1996)). Here we notice that whenever \( P \) is small the dominant solution of (21) must be close to \((-1 + \sqrt{5})/2\) which exceeds unity. Consequently, there exists a threshold \( x^*_H < x^*_F \) (where \( x^*_F \) is given through (20)) where (21) has complex roots located on the boundary of the unit circle.

When \( n \) exceeds 4 it is difficult to give a thorough picture of the dynamics in unstable parameter regions due to the complexity of the Jury criteria but some information is still possible to obtain. If \( \lambda = -1 \) and \( n \) is even it follows from (19), (20) that Equation 22a and b:

\[ x^* = \frac{2}{1 - P} \]  

(22a)

\[ x^* = -\frac{2P(1 - P^{n-i})}{(1 - P)(1 - P^{n-i})} \]  

(22b)

Obviously, none of the expressions (22a, b) may be instability thresholds in case of \( P \to 0 \). Moreover, assuming \( i \) odd \( \lim_{P \to 0} x^* = 2 \). Thus, according to our findings from the \( P \to 0 \), \( (n, i) = (4, 3) \) analysis, (22a) may not be the instability threshold in case of small \( P \) values either. Hence, a natural conjecture to propose is that whenever \( n \) is even and \( i \) is odd the dynamics in unstable parameter regions is governed by a Hopf bifurcation at a threshold lower than (22a).

On the other hand, assuming both \( n \) and \( i \) even, then from (22b) \( \lim_{P \to 0} x^* = 0 \). This fact together with the numerical findings from the \( (n, i) = (4, 2) \) case which shows that (22b) is the instability threshold as long as \( P < 0.73 \) clearly suggests that the period doubling bifurcation governs the nonstationary dynamics provided \( P \) is not too close to unity.

If \( \lambda = -1 \) and \( n \) odd we arrive at the expressions Equation 23a and b:

\[ x^* = \frac{2(1 - P^{n-i})}{(1 + P)(1 - P^{n-i})} \left( \sum_{k=0}^{i} p^{k-i} \right) \]  

(23a)

\[ x^* = -\frac{2P}{1 + P^i} \left( \sum_{k=0}^{i} p^{k-i} \right) \]  

(23b)

Considering (23a) we find that \( P \to 0 \) implies \( x^* \to 2 \) and \( P \to 1 \) implies \( x^* = n(n - i + 2)/(n - i + 1) \). Therefore whenever \( i > 1 \) the latter expression is larger than \( n + 1 \). This means that both in case of \( P \) small and \( P \) large (23a) is larger (or equal) than the instability threshold when there is no delay in reproduction (i.e., \( i = 1 \)). This is not in agreement with our previous results (delayed recruitment acts destabilizing) so it is natural to conclude that (23a) is not the instability threshold for any value of \( P \). Consequently, there exists a complex modulus 1 solution of the eigenvalue equation (19) which gives birth to a Hopf bifurcation threshold \( x^*_H \) which is smaller than (23a).

Regarding (23b), \( P \to 0 \) implies \( x^* \to 0 \) and \( P \to 1 \) implies \( x^* \to n \). Moreover, we know from our \( (n, i) = (3, 2) \) analysis that (23b) is the bifurcation threshold for any value of \( P \). Therefore, it is tempting to conclude that (23b) is the instability threshold and additionally that an increase of the number of age classes acts stabilizing, especially when \( P \) becomes large.

The final age-structured case to discuss is the one where fertility is restricted to the last age class only. (Species which reproduce at the end of life is often referred to as semelparous species.) Therefore, consider the map Equation 24:

\[ (x_1, \ldots, x_n) \to (F \exp(-x)x_n, Px_n, Px_n, \ldots, Px_n, ) \]  

(24)

At equilibrium \( x^* = \ln(FP^{n-1}) \). The eigenvalue equation becomes Equation 25:

\[ \lambda^2 + \sum_{k=0}^{i} p^k \]  

(25)

and when \( n \) is even and \( \lambda = -1 \) the left hand side of the equation may be expressed as Equation 26:
\[ \frac{X^*}{K} \sum_{i=0}^{n-1} (-1)^{i+1} P^i \quad (26) \]

Now, (26) is clearly negative. Moreover, when \( \lambda \to -\infty \) the left hand side of (25) \( \to +\infty \). Hence, (25) has a root \( \lambda < -1 \) from which we conclude that the nontrivial fixed point of (24) is always unstable. When \( n \) is odd it was proved by Wikan and Mjolhus (1996) that the nontrivial fixed point is unstable in case of small equilibrium populations \( x^* \). Whenever \( x^* \) is large, that is \( x^* > 2K (\sum i=1 (-P)^i)^{-1} \) we may use the same kind of consideration (Mjolhus et al., 2005) in order to conclude that (25) has a root \( \lambda < -1 \). In case of intermediate values of \( x^* \) the argument presented above does not work but extensively numerical simulations indeed suggest that the fixed point of (24) is unstable also here. However, if different survival probabilities \( P_i \) are assumed in (24), then there may exist small parameter windows where the nontrivial fixed point is stable. This is documented in Mjolhus et al. (2005) in case of \( n = 3 \).

Actually, the only dynamics which we find from map (24) is SYC (Single Year Class) dynamics, cf. Davydova et al. (2003) and Mjolhus et al. (2005), i.e., dynamics where only one age class is populated at each time.

When \( n = 2 \) and \( x = \ln(FP) \) is small (24) possesses a stable 2-cycle where the points in the cycle are \((P,0),(0,\ln(FP))\). When \( x^* \) increases, stable cycles of period 4, 8, … are introduced and beyond the accumulation point for the flip bifurcation sequence we observe chaotic dynamics. Note that all cycles as well as the dynamics in the chaotic regime are on SYC form. For arbitrary values of \( n \) and \( x^* = \ln(FP^{n-1}) \) small we find the stable n-cycle Equation 27:

\[
\begin{align*}
&\left( \frac{1}{P^{n-1}} x^*, 0, \ldots, 0 \right) \\
&\left( 0, x^*, 0, \ldots, 0 \right) \cdots (0, 0, \ldots, x^*)
\end{align*}
\]

and through an enlargement of \( x^* \) we find the same qualitative picture as in the \( n = 2 \) case.

Next, we turn to the difference delay equation (7). The nontrivial equilibrium is given as Equation 28:

\[ x^* = \ln \left( \frac{F}{1-P} \right) \quad (28) \]

where, \( F > 1 - P \) and \( 0 \leq P < 1 \) is necessary in order to ensure a biologically acceptable equilibrium. The linearization of (7) may be expressed as Equation 29:

\[ \lambda^{T+1} - P\lambda^T - (1-P)(1-x^*) = 0 \quad (29) \]

and \( x^* \) is stable provided all the eigenvalues \( \lambda \) are located inside the unit circle.

Independent of the values of \( T \) we may use Rouche’s theorem to show (in a similar way as in the age-structured case) that \( x < 2 \) ensures that (28) is a stable equilibrium. Thus, rewrite (29) as \( g(\lambda) + h(\lambda) = 0 \) where \( g(\lambda) = \lambda^{T+1} \) and \( h(\lambda) = -P\lambda^T - (1-P)(1-x^*) \). Further, observe that \( g \) and \( h \) are analytic functions on and inside the unit circle and that the equation \( g(\lambda) = 0 \) has all its roots located inside the unit circle. On the boundary we have:

\[
\left| h(\lambda) \right| = \left| -P\lambda^T - (1-P)(1-x^*) \right| \leq |P| + |(1-P)(1-x^*)| = P + (1-P)|1-x^*| = |g(\lambda)|
\]

as long as \( x^* < 2 \). Consequently, \( g(\lambda) + h(\lambda) = 0 \) has the same numbers of roots inside the unit circle as \( g(\lambda) = 0 \), namely \( T + 1 \) roots and (28) is stable.

Let us now focus on the nonstationary dynamics. First, assume \( T = 0 \) (no delay). Then, \( x^* \) is stable as long as \( x^* < (1-P) \exp(2/ (1-P)) \) or alternatively \( F < (1-P) \exp(2/ (1-P)) \) and \( \lambda = -1 \) at bifurcation threshold. Moreover, by use of the notation \( f(x) = Px + Fe^{-x} \) we find at bifurcation that the nondegeneracy condition becomes Equation 30a:

\[
\frac{\partial T}{\partial F} + 2 \frac{\partial f}{\partial x} = -2e^{x^*} \neq 0 \quad (30a)
\]

and that the stability coefficient \( a \) may be expressed as Equation 30b:

\[
a = \frac{1}{2} \left( \frac{\partial^2 f}{\partial x^2} \right)^2 + \frac{1}{3} \frac{\partial^3 f}{\partial x^3} = P(2P-1) + \frac{1}{3} > 0 \quad (30b)
\]

Hence, according to Theorem 3.5.1 in Guckenheimer and Holmes (1990) we conclude that the flip bifurcation is supercritical which means that when \( x^* \) fails to be stable, a stable period 2 orbit is created. If we continue to increase \( F \) (or \( x^* \)) stable orbits of period \( 2^k, k = 2,3, \ldots \) are established. Eventually, in case of large \( x^* \) values the dynamics becomes chaotic.
Next, consider $T = 1$ (small delay). The eigenvalue equation (29) may be written as Equation 31:

$$\lambda^2 - P\lambda - (1 - P)(1 - x^*) = 0$$

(31)

and from the Jury criteria it is straightforward to show that $x^* < (2 - P)/(1-P)$ guarantees a stable equilibrium. At instability threshold $x^* = (2-P)/(1-P)$ and the modulus 1 solution of (31) may be written as Equation 32:

$$\lambda = \frac{P}{2} \pm \frac{\sqrt{4 - P^2}}{2} - i \frac{1}{2}$$

(32)

Hence (in contrast to the $T = 0$ case) $x^*$ undergoes a Hopf bifurcation at instability.

In order to determine the nature of the bifurcation, first observe that Equation 33:

$$\frac{d}{dt} |\lambda| = \frac{1}{2} \frac{z_p}{|\lambda|} > 0$$

(33)

at bifurcation from which we conclude that the eigenvalues leave the unit circle through an increase of $F$. Further, by defining $y_t = x_t$ and $z_t = x_{t+1}$ we may rewrite (7) ($T = 1$) as a first order system Equation 34:

$$\begin{pmatrix} y \\ z \end{pmatrix} \rightarrow \begin{pmatrix} 0 & 1 \\ P e^{-\gamma} & 1 \end{pmatrix} \begin{pmatrix} y \\ z \end{pmatrix}$$

(34)

with corresponding fixed point Equation 35:

$$(y^*, z^*) = \left( \ln \left( \frac{F}{1-P} \right), \ln \left( \frac{F}{1-P} \right) \right)$$

(35)

Now, following the procedure outlined in Wikan (1997) we find after a long and tedious calculation that the stability coefficient $a$ in the normal form of (34) may be expressed as Equation 36:

$$a = \frac{P^4 (P^4 - 3P^3) + (-5P^2 + 8P) - 4}{16b^2}$$

(36)

Clearly, $a < 0$ if $0 < P \leq 1/2$. If $1/2 < P < 1$ we may write (36a) as Equation 37:

$$a = \frac{1}{16b^2} \left[ (P^4 - 3P^3) + (-5P^2 + 8P) - 4 \right]$$

(37)

The term $P^4 - 3P^3$ is always negative. The max value of $-5P^2 + 8P$ is $16/5$ and since $16/5 < 4$, $a < 0$ in this case too.

Consequently, when (35) fails to be stable due to an increase of $F$, the dynamics is a quasiperiodic orbit restricted to an invariant curve which surrounds (35). This is displayed in Fig. 3. If we continue to increase $F$ the invariant curve becomes kinked which signals that we are on the onset to chaos as shown in Fig. 4.

Turning to the $T = 2$ case we find from (29) and the Jury criteria that the fixed point is stable as long as Equation 38:

$$x^* < \frac{2 - 3P + \sqrt{P^4 + 4}}{2(1-P)}$$

(38)

Instability is introduced by increasing $F$ such that (37) becomes equality and just as in the $T = 1$ case the eigenvalues at bifurcation threshold are complex conjugated and may be expressed as Equation 39:

$$\lambda = \frac{1}{4} \left( P + \sqrt{4 + P^2} \pm \sqrt{16 - (P + \sqrt{4 + P^2})^2} \right)$$

(39)

Further, the maximum stable population size in the $T = 2$, $T = 1$ and $T = 0$ cases clearly satisfies Equation 40:

$$\frac{2 - 3P + \sqrt{1 + 4P^2}}{2(1-P)} < \frac{2 - P}{1-P} < \frac{2}{1-P}$$

(40)

which suggests that delayed maturity acts destabilizing.

Now, assuming $T$ arbitrary ($T > 0$) our findings above imply that it is natural to suppose that $\lambda = \exp(i\theta)$ at bifurcation threshold. Then from (29) Equation 41:

$$\lambda = P e^{-\theta} + (1 - P)(1 - x^*) e^{-i(T + 1)\theta}$$

(41)

and by separating into real and imaginary parts we arrive at Equation 42a and b:

$$l = P \cos \theta + (1 - P)(1 - x^*) \cos(T + 1)\theta$$

(42a)

$$0 = -P \sin \theta - (1 - P)(1 - x^*) \sin(T + 1)\theta$$

(42b)

Squaring and adding now yields Equation 43:

$$\cos T\theta = \frac{1 + P - (1 - P)(1 - x^*)^2}{2(1-x^*)}$$

(43)
Fig. 3. An invariant curve (together with some initial transitions) generated by (34). Parameter values $(F, P) = (14, 0.5)$

Fig. 4. The invariant curve has been kinked and has started to break up. Parameter values $(F, P) = (80, 0.5)$
Thus, for given values of \( T \) and \( P \), \( \theta = \theta(x^*) \) may be obtained from Equation 44:

\[
\theta = \frac{1}{T} \arccos \left( \frac{1 + P - (1 - P)(1 - x^*)^2}{2P(1 - x^*)} \right)
\]

and Equation 45:

\[
P \sin \theta = -(1 - P)(1 - x^*) \sin(T + 1)\theta
\]

From (43), (44) we may compute the value of \( x^* \) at bifurcation threshold. In Fig. 5 we show the maximum stable equilibrium in the \( T = 3 \), 4 and 5 cases respectively. From top to bottom the curves correspond to \( T = 3 \), 4 and 5 and the stable region is located below the curves. Clearly, an increase of \( T \) acts destabilizing here too, just as we found in the \( T = 0 \), 1 and 2 cases. Also, cf. (37), (39) and Fig. 5, that \( x^* \) (\( T \) fixed) is an increasing function of \( P \) at instability threshold, hence increased adult survival acts in a stabilizing fashion. Since all instability thresholds (\( T \geq 1 \)) are Hopf bifurcation thresholds it means that when \( F \) is increased to a level where \( x^* \) fails to be stable, quasiperiodic orbits are established. This does not exclude the possibility of exact or approximate periodic orbits as we penetrate deeper into the unstable parameter region. Indeed, such orbits may be created through frequency locking, see Wikan and Mjolhus (1996). In the model at hand we have not detected much periodicity. One exception is when
T = 1 and P → 1. Then arg λ ≈ π/3 (see (32)) and we observe six periodical dynamics. Through further increase of F the dynamics becomes chaotic. A final comment is that if T is increased beyond 1 (T≥2) it follows from (43) that θ becomes smaller. Thus as T grows, possible periodic dynamics will have longer and longer periods.

Finally, let us turn to the stage-structured model (8). Assuming µ>p > (1 − µ2) [1 − µ2(1 − p)] which ensures that the origin is an unstable fixed point we find that the nontrivial fixed point of (8) may be expressed as (cf. Neubert and Caswell (2000)) Equation 46:

\[
(x_1^*, x_2^*) = \left( \frac{1 - \mu_2}{1 - \mu_2 + \mu_2 p}, \frac{\mu_2 p}{1 - \mu_2 + \mu_2 p} \right)
\]  

(46)

where the total equilibrium population is Equation 47:

\[
x^* = \ln \left( \frac{\mu_2 p f}{(1 - \mu_2)[1 - \mu_2(1 - p)]} \right)
\]  

(47)

Now, denote the Jacobian of (8) as J. Then the following inequalities (Neubert and Caswell (2000)) (I) \(1 - \text{tr} J + |J| > 0\), (II) \(1 + \text{tr} J + |J| > 0\), (II) \(1 - |J| > 0\) must be satisfied in order for (45) to be a stable fixed point. (I) may be written as Equation 48a:

\[
(1 - \mu_2)[1 - \mu_2(1 - p)] x^* > 0
\]  

(48a)

and is always satisfied. (II) may be expressed as Equation 48b:

\[
x^* = x_2^* < \frac{2(\mu_2 + \mu_2 - \mu_2 p)(1 - \mu_2 + \mu_2 p)}{(1 - \mu_2)(1 + \mu_2 - \mu_2 p)[1 - \mu_2(1 - p)]}
\]  

(48b)

Regarding (III), whenever \(\mu_2 > \mu_2 p\) Equation 48c:

\[
2 - (\mu_2 + \mu_2 - \mu_2 p) + (\mu_2 - \mu_2 p) e^{–x} x_2^* > 0
\]  

(48c)

which is obviously satisfied. If \(\mu_2 < \mu_2 p\) we may write condition (III) as Equation 48d:

\[
x^* = x_2^* = \left[ \frac{2(\mu_2 + \mu_2 - \mu_2 p)}{(1 - \mu_2)(1 - \mu_2 p - \mu_2)} \right]
\]  

(48d)

and since:

\[
x_p^* - x_\mu^* = \frac{1 - \mu_2 + \mu_2 p}{(1 - \mu_2)[1 - \mu_2(1 - p)]}
\]

\[
\frac{2(\mu_2 + \mu_2 - \mu_2 p)}{1 + \mu_2 - \mu_2 p} \left( \frac{1 - \mu_2 + \mu_2 p}{\mu_2 p - \mu_2} \right) < 0
\]

we conclude that the stability threshold is found when the inequality sign in (48b) becomes an equality. Thus the period doubling bifurcation governs the dynamics as we penetrate into the unstable parameter region.

In Fig. 6 we show the total equilibrium population \(x^*\) at bifurcation threshold (48b) as a function of the fraction \(p\) of the immature population which survives to become adult for different values of the adult survival \(\mu_2\). What Fig. 6 clearly demonstrates is that an enlargement of \(\mu_2\) leads to an increase of \(x^*\) at instability threshold. Hence, increased adult survival which means that individuals live through several years as adults which again leads to repeated reproduction (iteroparous species) possess better stability properties than species which reproduces only once, \((\mu_2 \rightarrow 0)\) (semelparous species). Moreover, in the iteroparous case (large \(\mu_2\) values) we find that \(x^*\) is an increasing function of \(p\) at instability. Hence, species with precocious iteroparous life histories \((p \rightarrow 1, \mu_2 \rightarrow 1)\) are more stable than species with delayed iteroparous life histories \((0 < p < 1, \mu_2 \rightarrow 1)\). Regarding semelparous species an opposite tendency seems to be the case. The delayed case \((0 < p < 1, \mu_2 \rightarrow 0)\) appears to be more stable than the precocious case \((p \rightarrow 1, \mu_2 \rightarrow 0)\). These findings confirm the results obtained by Neubert and Caswell (2000).

Turning to the nonstationary dynamics we find in case of small \(\mu_2\) values (both in the precocious and delayed cases) orbits of period \(2^k\) as well as chaotic dynamics. There are no qualitative differences between the dynamics in precocious and delayed cases. Considering large \(\mu_2\) values (iteroparity), the delayed case exhibits the same dynamics as we found in the semelparous cases. On the other hand, when \(p \rightarrow 1\) and \(\mu_2\) large (precocious iteroparity) the dynamics is not so rich. We have observed period 2 orbits but not orbits of period \(2^k, k > 1\), nor chaotic dynamics. This reflects the fact that \(x^*\) at instability threshold is larger here than in the delayed case, see Fig. 6.

Without repeating results from the detailed analysis of (6), (7) and (8) we find it natural to suggest that species who possess iteroparous life histories tend to be more stable than species with semelparous life histories. In the stage-structured model by Neubert and Caswell (2000) focus was also on submodels where \(\mu_1\) and \(p\)
respectively (see (5)) were density dependent and based upon the analysis of these submodels as well as on (8) they conjectured that it is a fairly general ecological principle that iteroparous species are more stable than species with semelparous life histories. By including the results of the analysis of (6) and (7) we feel that this conjecture has become significantly more robust.

Let us now focus on iteroparity in somewhat more detail. Assuming all age classes fertile, our analysis of the age-structured model (6) shows that there will always be a stable fixed point provided the total equilibrium population \( x^* < 2 \). Moreover, the nonstationary dynamics depends on both the number of age classes \( n \) and the year to year survival probability \( P \). When \( n \) is sufficiently large, \( x^*(P) \) at instability is an increasing function of \( P \). Small survival probabilities imply that the transfer from stability to instability goes through a flip bifurcation independent of the number of age classes. The same is true when \( P \) is large provided \( n \) is odd. However, when \( n \) is even the transfer from stability to instability goes through a Hopf bifurcation. In all cases, an enlargement of \( n \) acts stabilizing if \( P \) is large enough.

If we shall compare the findings above with the outcomes of the stage-structured model (8) it must be with the case \( \mu_2 \rightarrow 1 \) (large adult survival) and \( p \rightarrow 1 \) (a large fraction of the immature population survives to become adults). Since large \( \mu_2 \) values combined with large \( p \) values acts stabilizing (Fig. 6) the results here are in excellent agreement with the results of the age-structured model with respect to stability. Considering the nonstationary dynamics there is a fairly good agreement between the findings of (8) and the outcomes of (6) when there are an odd number of age classes. In both models the period doubling bifurcation governs the dynamics, but the difference is that while the stage-structured model exhibits period 2 orbits only beyond threshold (47b) the dynamics of the age-structured model is richer in the sense that there are stable orbits of period 2\(^k\), \( k > 1 \) and chaotic dynamics as well. Therefore, from the discussion above, we find it fair to say that models (6) and (8) show much of the same qualitative picture when they are applied on species with precocious iteroparous life histories. However, when there are an even number of age classes in (6) there is a certain mismatch. The nonstationary dynamics in the age-structured case is now determined by a Hopf bifurcation which means that beyond instability threshold the dynamics is restricted to an invariant curve which surrounds the unstable fixed point. The parameter region where we have this discrepancy between (6) and (8) becomes smaller as \( n \) (n even) becomes larger. The worst case is \( n = 2 \). Then \( 1/2 < P < 1 \) results in a Hopf bifurcation (see (12)).

Next, assume that individuals of a species may live through several age classes before maturity and then survive to reproduce for many years, i.e., we are considering species with delayed iteroparous life histories. By comparing the analysis of this case (see (17)) with the analysis of the precocious iteroparous case (6) we conclude that the precocious case seems to be more stable than the delayed case. As we have shown, when \((n, i) = (3, 3)\) the stable parameter region is larger than in the case \((n, i) = (3, 2)\). The dynamics beyond the instability thresholds are qualitatively similar. Still considering the delayed case (17), whenever \( n \geq 4 \) the Hopf bifurcation gives birth to the dynamics in unstable parameter regions in large \( P \) intervals. Hence, the size of the stable parameter regions as well as the dynamics in unstable regions are different in (17) and (6). Now, turning to the stage-structured model (8), delayed iteroparity is characterized by \( \mu_2 \rightarrow 1 \) and \( 0 < p < 1 \). As Fig. 6 demonstrates the value of \( x^* \) at instability in this case is smaller than in the precocious iteroparous case \( (\mu_2 \rightarrow 1, p \rightarrow 1) \). Based upon this, Neubert and Caswell (2000) proposed that species with precocious iteroparous life histories tend to be more stable than species with delayed iteroparous life histories. Our analysis of (6), (17) and (8) both confirm and strengthen their conclusion. It appears to be a general ecological principle that delayed iteroparous species possess poorer stability properties than precocious iteroparous species. On the other hand, regarding the nonstationary dynamics, the outcomes of (17) and (8) are different. Indeed, while the nonstationary dynamics generated by (8) is periodic orbits of period \( 2^k, k = 1,2,..., \) or chaotic dynamics beyond the point of accumulation for the flip bifurcation sequence we observe that the dynamics generated by (17) is different. In case of \( n > 4 \) numerical simulations show that the fixed point of (17) (see (18)) undergoes a (supercritical) Hopf bifurcation at instability threshold in large \( P \) intervals. This gives birth to quasiperiodic orbits restricted to invariant curves. Whenever \( F \) is large the dynamics may be chaotic but the structure of the chaotic attractor is not the same as the structure of the corresponding attractor generated by (8).

Finally, considering semelparous species, according to our analysis of the difference delay equation model (7) there always exists a stable equilibrium if \( x^* < 2 \). Moreover, cf. (39) and Fig. 5, an enlargement of the delay \( T \) acts destabilizing. Consequently, it is natural to conclude the precocious semelparous species have better stability properties than species with delayed...
semelparous life histories. The results of the semelparous age-structured case (24) are special (SYC dynamics), but our treatment of the delayed case (17) supports the findings of (7) with respect to the size of the instability region as well as the dynamics beyond the instability threshold. Also, note that if we allow a small fecundity \( F_{n-1} \) in age class \( n-1 \) (see (24)) it was shown in Wikan and Mjolhus (1996) the existence of a stable nontrivial fixed point \((x_1^*, \ldots, x_n^*)\) in case of small equilibrium population \(x\). This strengthens the conclusions above too. On the other hand, still assuming semelparity, the stage-structured model (8) does not support any of the results of (6) and (7). Indeed, from Fig. 6 we now conclude that species who possess delayed semelparous life histories are more stable than species who have precocious semelparous life histories and as we have shown, cf. (48b), periodic behaviour of period \( 2^k, k \geq 1 \), as well as chaotic dynamics are the only possible outcomes beyond (48b).

It is not obvious why (6), (7) and (8) in some cases give similar results and in other cases not. Considering species with iteroparous life histories the agreement between the outcomes of the age-structured model (6) and the stage-structured model (8) appears to be good. Regarding semelparous species the agreement is much poorer, hence it is natural to search for factors linked to delayed recruitment in order to explain the differences. Now, in (6) and (7) sexual maturity is triggered at a specific age which allow us to think of recruitment as a birth pulse. Moreover, as we know from several scientific branches, delay effects very often act destabilizing and lead to nonstationary phenomena. Therefore, we find it plausible to propose that it is the combined effect of abrupt delay and birth pulses which leads to the dynamics observed in (6) and (7). On the other hand, in the stage-structured case (8), it is hard to think of recruitment as a pulse and even harder to link it to a small time interval (unless \( \mu_2 \rightarrow 0 \)).

2. CONCLUSION

Assuming overcompensatory recruitment functions we have by use of a variety of different discrete nonlinear population models (which rest on different prerequisites) been able to suggest some important ecological principles with respect to stability and dynamic behaviour. On a few occasions, the dynamic outcomes of the models do not match. Typically, this occurs when we study populations who possess semelparous life histories.
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