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Abstract  Search-based test case generation, which is the application of meta-heuristic search for generating test cases, has been studied a lot in the literature, lately. Since, in theory, the performance of meta-heuristic search methods is highly dependent on their hyper-parameters, there is a need to study hyper-parameter tuning in this domain. In this paper, we propose a new metric ("Tuning Gain"), which estimates how cost-effective tuning a particular class is. We then predict "Tuning Gain" using static features of source code classes. Finally, we prioritize classes for tuning, based on the estimated "Tuning Gains" and spend the tuning budget only on the highly-ranked classes. To evaluate our approach, we exhaustively analyze 1,200 hyper-parameter configurations of a well-known search-based test generation tool (EvoSuite) for 250 classes of 19 projects from benchmarks such as SF110 and SBST2018 tool competition. We used a tuning approach called Meta-GA and compared the tuning results with and without the proposed class prioritization. The results show that for a low tuning budget, prioritizing classes outperforms the alternatives in terms of extra covered branches (10 times more than a traditional global tuning). In addition, we report the impact of different features of our approach such as search space size, tuning budgets, tuning algorithms, and the number of classes to tune, on the final results.
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1 Introduction

Software testing is one of the most common approaches to verify a software system, that is being used in practice. Testing is the process of executing a source code with different inputs and scenarios and in different contexts to make sure its actual behavior matches its expected behavior, in all those contexts and scenarios. There has been many solutions proposed and developed in recent years to automate the process of test case generation, among which search-based techniques have been quite effective in many systems and domains [33, 39, 4]. Currently, there are several publicly available search-based test generation (SBTG) tools such as EvoSuite for unit testing Java programs that are regularly being maintained and improved [21].

In general, SBTG techniques reformulate test generation problems, e.g. maximizing branch coverage of unit tests, to an objective function and employ a meta-heuristic search technique to optimize the objective. Evolutionary Algorithms, like Genetic Algorithm (GA), are among the most common techniques that have been used in SBTG. The performance of a GA-based SBTG approach (e.g. in terms of code coverage) can be highly impacted by the choice of the GA’s chromosome encoding, its objective function, and the GA’s hyper-parameters (such as population size, crossover rate, mutation rate, etc.) [24, 6, 23].

Therefore, tuning the hyper-parameters to find an optimal configuration could potentially improve the effectiveness of SBTG, significantly. In general, there are many parameters to be tuned for a GA. For example, Grefenstette used six parameters (Population Size, Crossover Rate, Mutation Rate, Generation Gap, Scaling Window, and Selection Function) to tune the GA [30]. However, in another paper, 19 different operators or parameters are listed that contribute to the performance of a given GA [24].

Although the effectiveness of tuning is being studied in other areas frequently [10, 14, 13, 17], there are not many successful reports of tuning techniques in SBTG. For example, Arcuri et al. tried to find a tuned setting for EvoSuite, but the resulting branch coverage after tuning was less than the default configuration’s results [6].

Regardless of the effectiveness of tuning, in general, tuning is always an overhead. Therefore, any tuning study should carefully investigate its cost, as well. In the context of SBTG tuning, this is particularly important, since (a) evaluating each combination of hyper-parameter values per class in SBTG means running an SBTG tool like EvoSuite on that class, which is relatively expensive and (b) a typical tuning of an SBTG tool would require all classes of a project to be considered for tuning, each with many combinations of hyper-parameter values. Therefore, a typical tuning can become quite ineffective (with a limited budget) or impractical, for real-world large scale projects with many classes.

The above challenges motivate us to design a pragmatic tuning method for SBTG. The key goal is to design a cost-effective tuning method that spends the limited tuning budget wisely across the project, assuming that only a small
subset of classes are worth tuning. In other words, if we only focus on a small subset of classes, we can afford to allocate more tuning budget, for each class within the selected subset.

One challenge here is to find the right subset of classes that worth tuning. Previous studies [29, 62, 18] have shown that software testing complexity can be estimated using source code metrics. Therefore, we propose to use a set of static source code metrics to predict the “worthiness” of classes within a project to allocate the limited tuning budget only to the highly ranked classes and not the entire project.

Therefore, the key idea of our approach is to first estimate the cost-effectiveness of tuning per individual class, using static source code metrics. Then, these classes are prioritized based on the predication. Then the limited tuning budget is only assigned to the highest ranked classes and the default configuration is used for the rest.

To assess our proposal, we study five research questions, as follows:

In our research question 1, we define a measure for the cost-effectiveness of tuning in SBTG (“Tuning Gain”) as the product of maximum effectiveness (how much extra coverage one can gain by an optimal tuning compared to average) and the difficulty of tuning (how complex it is to find the optimal tuning), per class. We then estimate the “Tuning Gain” metric by a regression model on some static metrics of the source code, per class (e.g. line of codes, McCabe’s Complexity, Halstead Complexity, etc.). We show that the regression model can predict a close estimate of class rankings with respect to their “Tuning Gain”.

In research question 2, initially, we evaluate the effectiveness of our class prioritization-based tuning approach both in terms of the proposed class ordering method and the search algorithm used during tuning, independently. We then compare the cost-effectiveness of our approach with a global tuning (i.e, one tuning for all classes), random class-level tuning, basic (evenly distributed) class-level tuning, and no tuning (default). We show that given the same budget, our approach is superior over all alternatives.

In research question 3, we study the effect of the number of classes selected for tuning, in our approach. We discuss that if we consider the entire project then most likely no more than 20% of classes are needed for tuning. But if one uses a subset of only highly potential classes for tuning, per project, a higher cut-off is needed (around 60% in our case).

The next two research questions try two different ways to increase the tuning budget per class, as follows:

In research question 4, we reduce the size of configurations search space (number of hyper-parameters to tune), which results in exploring more instances in the search space, per class. We show that a smaller search-space can result in coverage as good as the full search-space, but not better, given the same budget.

Finally, in research question 5, we study the effect of search algorithms within our approach. To understand their effect, we increase the overall tuning budget to let the search algorithms show their potentials. The observation is
that with a small budget, when not all classes can be allocated enough tuning budget, prioritization plays a significant role and the prioritized meta-GA approach is the dominant approach. However, as the budget increases the rates of increments in coverage using our approach and others are not much different.

The main contributions of this paper are as follows:

– Introducing a new metric (“Tuning Gain”) to measure the potential cost-effectiveness of a tuning method, per class;
– Accurately (with an AUC of 92%) estimating the “Tuning Gain” using static source code metrics, per class;
– Proposing a class-prioritization-based tuning method that allocates the tuning budget only to a subset of classes with the highest predicted “Tuning Gain”, which improved the global tuning results by 10 times, for low-tuning budgets;
– Running a large-scale study with over 3 million configuration-class pairs, to evaluate and compare the cost-effectiveness of the proposed approach with traditional tuning methods.
– Empirically investigating the effect of “search method”, “tuning subset” and “search space” sizes, within our proposed approach.

The rest of this paper is organized as follows: In section 2, we explain the motivation of this study. Section 3 explains the required background and related work. Our class prioritization technique is elaborated in section 4. Then, in section 5, the experiment setup, design, and results are explained in detail. Section 6 briefly explains the future work. Finally, section 7 concludes the study.

2 Motivation

Unlike many similar domains, such as applications of machine learning, where hyper-parameter tuning is a norm [19], tuning is not largely used in SBTG studies and practice. The main reasons are 1) SBTG tuning is expensive and 2) the benefits are not significant compared to a default (or even a random [63]) setup.

Arcuri and Fraser [6] demonstrated that although for some individual classes there is a significant improvement in coverage after tuning, the default configuration covers more total branches than the tuned configuration, across the entire project, when one tunes all classes of a project together.

Moreover, Zamani and Hemmati [63] showed for a collection of classes even random configurations often cover few more or at least as many branches as a default configuration does. They illustrated that if we tune classes individually rather than all together (the entire project as a whole), the improvements in coverage would be more significant. They also reported that, in their study, around 80% of classes do not need tuning, and they covered the same branches regardless of the tool configuration.
The above challenges motivate us to design a pragmatic tuning method for SBTG. The key goal is to spend the limited tuning budget wisely across the project, assuming that only a small subset of classes are worth tuning. In other words, if we only focus on a small subset of classes, we can afford to allocate more tuning budget, for each class within the selected subset. Therefore, the challenge here is to find the right subset of classes that worth tuning.

Previous studies [29, 62, 18] have shown that software testing complexity can be estimated using source code metrics. Therefore, we propose to use a set of static source code metrics to predict the “worthiness” of classes within a project to allocate the limited tuning budget only to the highly ranked classes and not the entire project.

3 Background and Related Work

In this section, we briefly explain the background required to understand the rest of the paper, in terms of metaheuristic tuning methods and source code metrics.

3.1 Search-based Test Case Generation

Search-based test case generation (SBTG) is an automated test generation strategy that reformulates the test generation problem to an optimization problem, where the goal is to generate test data that maximizes a test adequacy criterion (such as statement and branch coverage) [4]. There are many metaheuristic search algorithms that can be used for this optimization.

Figure 1 illustrates the most common SBTG strategy, which employs genetic algorithms.

![Search-based test case generation (SBTG) using Genetic Algorithms (GA)]

In Genetic Algorithms, a population of random solutions is selected and evolved with crossover and mutation operations. Next populations will contain the solutions with the highest fitness and solutions generated from the recombination of the previous population [59, 32].
3.2 Hyper-parameter Tuning Methods

Hyper-parameter tuning is the practice of finding values for input parameters of an algorithm, so that its performance becomes optimal. In parameter tuning, once the parameter values are selected, they remain fixed during the run. The intuitive approach to parameter tuning is to experiment with all different combinations of parameters’ values and select the one with the best performance. However, this exhaustive tuning is very time consuming, and sometimes impossible (e.g., if the inputs types are continuous). Therefore several tuning approaches have been proposed to optimize this process [16]. The main tuning methods employed in the software engineering literature are the followings [52]:

1. Grid Search [8, 58] where first a handful of values for each hyper-parameter is selected and then different combinations of those hyper-parameter values are exhaustively evaluated. The main issue with this brute-force approach is “curse of dimensionality”, and we may lose much information by limiting the search space to discrete values.

2. Random Search [7], where the solutions from a search space, are selected, stochastically out of a probability distribution. This method does not use the information from previous trials to guide the search, but it is usually more effective than a grid search when the same budget is given to them.

3. Meta-heuristic Search, such as Genetic Algorithm [28] are a variant of random search, where a population of solutions is evaluated and the next generations are formed based on the elite solutions of the last generation. Other used meta-heuristic search algorithms for tuning are: Simulated Annealing, which is basically an evolutionary algorithm in which the population size is one, and Hill Climbing, which is a variation of simulated annealing, where there is no option to escape from the local optima [35].

4. Bayesian Optimization [48, 55] which is a way to model the objective function, statistically. After a few random observations in the search space, it uses an acquisition function to guide its search to the most informative observations. The information gain of points in the search space is calculated based on the posterior probability distribution of the already observed points. This method only fits to problems where the hyper-parameters are continuous.

5. Differential Evolution (DE) [56]. In evolutionary algorithms, attributes of a solution are mutated randomly. However, in DE, before mutation, we first pick three random solutions from a list called frontier. Then, attributes of the solution are mutated based on the extrapolation of the three picked solutions. This method recently got researchers’ attention in software engineering [2, 1, 27, 25, 11].
In the evolutionary algorithm literature, there are also some other methods that are specialized for tuning meta-heuristics:

6. F-Race [9]: The main concept in this tuning method is a race in which the poor configurations in terms of fitness are dropped from the search space and they will no longer be evaluated. Therefore, the focus of the search will only be on promising configurations. Racing is repeated until the best configuration is found. This method uses the statistical Friedman two-way analysis of variance by ranks to eliminate candidates with a low fitness score.

7. Response Surface Methodology [42] evaluates some critical spots in the search space based on the range of variation that parameters exhibit. Then, based on the fitness scores and the gradients of fitness in each direction of the search space, it moves toward the answer with higher fitness. This method was used in the SBST context for tuning and was said to be ineffective to find an optimal value for EvoSuite tool [6].

3.3 Hyper-parameter Tuning in Software Engineering

The effectiveness of tuning in search-based software engineering has been studied in several papers. For example, in the Software Product Lines optimization problem, in which the objective is to satisfy stakeholder needs, a comparison of the results of two search methods showed that tuning hyper-parameters can have an impact on the results [51].

However, there have been very few studies on tuning SBTG hyperparameters, so far. Arcuri et al. [6] conducted three case studies on 20 handpicked Java classes. They first observed that tuning has a high impact on the coverage values for individual classes. Then, they extended their study to 609 classes from 10 random projects, and after tuning the whole set of classes, they came up with a tuned configuration by RSM method that ended up with lower coverage for the whole classes compared to the default configuration. Therefore, they concluded that although tuning is promising in single classes, it is not scalable to the projects [6]. Later, the replication of this paper by Kotelyanskii et al. used Sequential Parameter Optimization Toolbox (SPOT) to tune SBST tool and the results confirmed that project-level tuning can not improve the coverage that can be derived by the default configuration for EvoSuite [36].

Parameter tuning has also been shown to be effective in problems that employ machine learning algorithms. 87% of classification methods used in software engineering necessitate parameter tuning for at least one parameter [58, 25]. For example, tuning machine learning was shown to be effective in software effort estimation [54, 61], software development defect prediction [25, 27] and clone detection tools [60]. Furthermore, in topic modelling, Panichella et al. showed that the performance of Latent Dirichlet Allocation (LDA) in SE tasks would be improved with the right selection of four hyper-parameters corresponding to LDA [45].
Additionally, there are many studies in the field of software engineering where different hyper-parameter optimizers are compared with each other. Agrawal et al. [3], for example, compared defect prediction results when different hyper-parameter optimizers including differential evolution-based algorithms [2, 27] where used. In the release planning problem, Zhang et al. found that using hyper-heuristic methods can lead the search to more scalable solutions [64]. LDA topic modelling performance was also improved when using differential evolution [1] in comparison to the genetic algorithm that was used previously [45].

In this empirical study, we use methods from Grid Search (in RQ1) and Meta-heuristics Search methods (in RQ2 and RQ3). More precisely, we use an evolutionary technique called Meta-GA that uses a GA on top of another GA. This method is initially defined by Grefenstette [30] and has evolved since then [24] and is shown to be effective in tuning the meta-heuristics’ parameters [53]. Meta-GA’s chromosomes are GAs with different configurations, and its fitness function is the performance of each GA (here, it is the coverage of each GA). In other words, Meta-GA searches a space of GA configurations in order to identify an efficient GA. We compare the results of Meta-GA with Random Search, and Differential Evolution strategies, as well.

3.4 Static Source Code Metrics

Given our motivation, we need to estimate which classes are likely to gain more coverage after tuning. We look at classes’ static features that can be extracted without execution. We used 4 different tools to extract these static metrics for Java code, as explained in this section. Considering that our study leverages a Java-based SBTG tool (Evosuite), we focus on metrics that are introduced for Java, as follows:

1. Package-level metrics: These features measure how well the Java packages are designed by traversing the Java file directories. JDepend [12] generates 8 package-level static measures including Number of Classes, Number of Abstract Classes, Afferent Couplings, Efferent Couplings, Abstractness, Instability, Distance from the Main Sequence and Package Dependency Cycles. Since most of these metrics are quite self-descriptive due to the lack of space, we do not define them here. To get a full definition, one can read the tool description guide [12].

2. Object-oriented metrics: Object-oriented metrics [29] represent the class-level properties and are calculated using the CK Tool, which is developed for Java language and is freely available on GitHub [5]. There are 39 static metrics that CK Tool measures for a given Java class and their description is provided on the tool’s website. We used all 39 metrics such as: RFC (Response for a Class), which is the Number of unique method invocations in a given Java class, WMC (Weight Method Class) or McCabe’s complexity [38, 62], which is the number of branch instructions in a class, LOC (Lines of code), which is the number of lines code, etc.
3. Java keywords: Ignoring the occurrences in the comments, each measure in this category counts the frequency of a Java keyword (total of 52 keywords) per class under study [13].

4. Halstead complexity metrics: The Halstead Complexity Metrics are calculated based on the number of operators and operands within a class [40]. They include Program Vocabulary, Volume, Difficulty and Effort. These metrics were used previously in the literature [29] for measuring the complexity of Java classes.

The summary of the metrics per category is provided in Table 1.

| Static Metric Category  | Number of Metrics |
|-------------------------|-------------------|
| Package-level            | 8                 |
| Class-level              | 39                |
| Keyword Counts           | 52                |
| Halstead                 | 6                 |
| Total                    | 105               |

In the context of using static metrics to predict testing properties of classes, Grano et al. recently published a paper that predicts the coverage values of Java classes using machine learning algorithms like Random Forest Regressor [29]. They picked 79 different static values for a set of more than 5,000 Java classes and predicted the coverage for them using different algorithms and different search budgets for two SBST tools, namely, EvoSuite and Ran-doo. The results were promising and they could predict the values for coverage with 0.15 mean absolute error for EvoSuite. We employed their paper to come up with a good set of static metrics that are used in the literature. In this paper, however, we used more static features and leveraged them to predict the “Tuning Gain” and not the coverage values.

Regarding the complexity metrics, previous papers introduced and defined static metrics that are highly correlated with the complexity of testing. These metrics are based on the Markov model of the program, and they show how difficult it is for an automated test generating tool to cover branches within a class. For instance, in one study [18] Branch Coverage Expectation employs a fixed matrix of probabilities for its Markov model, whereas in another study [62] the expected number of visits of a branch is modifying the matrix each time. In our study, we included all of the metrics used in these papers.

4 Class-level Prioritization for SBTG Tuning

Our proposed tuning method is a class-level tuning, in which we do not find one single configuration for the entire set of classes. Instead, we optimize the SBTG’s hyper-parameters per class. However, according to the related
work 63, tuning every single class is a waste of budget because around 80% of classes in a project will not be benefited by tuning. Therefore, the goal of our tuning approach is to allocate the limited tuning budget only to a subset of classes that are predicted to get the most benefits from tuning (i.e. having the highest predicted “Tuning Gain”). In other words, for classes that are not selected for tuning, we use the default configuration, but SBTG may have a different configuration setup for the tuned classes.

As discussed, the key element of our tuning method is to measure the “worthiness” of each class, with respect to tuning. “Tuning Gain” is the metric we design in this study for this purpose.

In general, in the context of SBTG tuning, classes exhibit three different behaviour types:

- Most classes have the same coverage for all configurations. The “Tuning Gain” for these classes must be zero.
- Some classes show higher coverage for just a very few configurations. In other words, it is difficult for a tuning method to find those configurations and show its benefit for that class. In other words, spending the tuning budget on these classes is only justified if the tuned configuration achieves quite a high coverage (the increased effectiveness worth the extra cost). So “Tuning Gain” for these classes should be typically low but non-zero, unless for a few classes that the coverage gain is very high.
- The most interesting classes, for the tuning purpose, are the ones with high variance of coverage and many possibilities (easily detectable) of (near) optimum solutions. “Tuning Gain” for these classes should be high.

Given the above, we formally define “Tuning Gain” as:

\[
TuningGain = \text{Variation}_{\text{Coverage}} \times \text{Sparsity}_{\text{Best Config}}
\]

in that “Variation of Coverage” is the standard deviation of the number of covered branches per class across different configurations and repetitions (when using different seeds in EvoSuite per configuration), and the “Best Configuration Sparsity” is the difference between the maximum coverage and the median coverage, per class (again across different configurations and repetitions).
It can be inferred from the high Variation that spending tuning budget on the class is worthy because most likely the coverage using the tuned configuration is different than the coverage using the default setup. The high Sparsity on the other hand, means that the best configuration results in much higher coverage than the coverage using the default setup (assuming that the default is close to median). Therefore, the higher “Tuning Gain”, the more likely that tuning will find an optimum (or a near-optimum) configuration that results in much better coverage than the default setup’s resulting coverage.

The defined “Tuning Gain” can be seen as a measure of cost-effectiveness for SBTG tuning since it not only takes into account the potential effectiveness of a class tuning (using the Sparsity metric) but also indirectly considers the potential cost of tuning using the Variation metric. Note that a low Variation means most solutions are quite similar and thus finding the optimum most likely will take a long time.

Having the “Tuning Gain” metric now we can propose our class prioritization approach for tuning, as follows:

Our solution is to estimate the tuning gain using static metrics. To predict it, we build a regression model in which the dependent variable is “Tuning Gain” for each class, and the independent variables are the 105 static metrics of the same class.

Therefore, each time that one wants to tune a set of classes, they need to first estimate the tuning gain of classes using our model, then rank the classes based on their tuning gain in descending order. After that, they can narrow down the tuning on as many classes as they want from the top of the list, based on the budget that they have allocated to tuning. Figure 2 illustrates this process in details.

5 Empirical Study

In this section, we explain the design and results of our experiments for evaluating the proposed SBTG tuning method.

5.1 Research Questions

- **RQ1**: How accurately static source code metrics can predict the cost-effectiveness of SBTG tuning, per class?
  The idea of this RQ is to evaluate the prediction of “Tuning Gain” as a measure of SBTG tuning cost-effectiveness, per class, using a regression model. We also look at the source code metrics’ effect and see if we can reduce our feature set without loss of prediction power.

- **RQ1.1**: How accurately static source code metrics of a class can predict its “Tuning Gain”, using a random forest regression?
  In this sub-RQ, we apply a Random Forest Regression model on static source code metrics of classes to predict their “Tuning Gain” and compare the results with several baselines, including the optimal solution.
– **RQ1.2:** Which static source code metrics are more powerful for “Tuning Gain” prediction?

Here we go deeper into the RQ1.1 results and see if we really need all 105 collected static source code metrics for “Tuning Gain” prediction and if not, which subset is effective enough.

– **RQ2:** How cost-effective is our class prioritization technique for SBTG tuning, compared to traditional tuning methods?

Our tuning method consists of two components: 1) a class prioritization method and 2) a search algorithm. Thus, in this RQ, we first evaluate the effectiveness of both components, independently, in terms of code coverage of the generated test cases. Then the cost of our approach (in terms of execution time) will be examined and the overall cost-effectiveness of the approach will be discussed.

– **RQ2.1:** How effective is our class prioritization method compared to a random ordering of classes, in terms of their achieved extra code coverage?

In this sub-RQ, we focus only on the prioritization component of our approach and compare the final code coverage results, when sorted and unsorted classes are tuned using meta-GA and random search.

– **RQ2.2:** How effective is the MetaGA search compared to alternative search methods, within the hyper-parameters’ search-space, in terms of their achieved extra code coverage?

In this sub-RQ, we keep the class prioritization approach constant and compare the effect of different search techniques i.e. random search, Hill climbing, Meta-GA, and Differential Evolution, in terms of extra coverage they can provide in comparison to default.

– **RQ2.3:** What is the cost of our SBTG tuning, in practice?

In this sub-RQ, we focus on the overhead cost of tuning and discuss its benefits over running EvoSuite without tuning for more time.

– **RQ3:** What is the effect of the number of classes selected for tuning on the overall effectiveness of our approach?

In this RQ, we want to observe given the same budget for tuning, whether tuning more classes (exploration), or searching a few classes in more depth (exploitation) is more effective, in terms of achieving extra code coverage.

– **RQ4:** Does reducing the search space, by selecting a subset of hyper-parameters, improve the effectiveness of tuning?

In this RQ, we evaluate the effect of search space size on the tuning effectiveness (achieving higher coverage) and speed (reaching to the high coverage faster).

– **RQ4.1:** Which hyper-parameters are safer to discard, if we reduce the search space to a subset of hyper-parameters?

In this sub-RQ, we assess the importance of tuning each hyper-parameter, individually, using a feature selection analysis on the training set.

– **RQ4.2:** How does eliminating less important hyper-parameters affect the effectiveness of tuning?
In this sub-RQ, we investigate whether the same tuning method with the same budget can reach to a given coverage level faster, if we reduce its search space or not.

- **RQ5**: What is the effect of tuning budget on the effectiveness of our approach?

In this RQ, we provide much higher tuning budget to our approach and an alternative (a class prioritization method followed by random search for tuning) and study their relative coverage changes as the budget increases, to understand what technique may be useful for lower budget and which one for higher budget.

### 5.2 Subject Under Study

The subjects under our study consist of three categories of Java classes. The first category contains all classes from three Java projects. These three projects were randomly picked from the SF110 benchmark, which has been used several times in the past in the SBTG tuning context. We were careful to select a representative set within the benchmark in terms of the number of classes [20]. Given that small projects with a low number of classes can be trivial for the SBST tool, even without tuning, we selected projects with more classes than the median number of classes in the benchmark.

The second category, from which the Java classes were picked, contains 10 random projects from the SF110 benchmark (with no overlap with projects in the first category). But this time we only select up to five classes per project. The goal is increasing diversity of included classes by selecting them from different projects, but at the same time, keeping the total experiment’s size manageable (note that we need an exhaustive search within the hyper-parameters space, per class. Thus, including all classes from all projects was not practical).

The subset selection was random, but we filtered out the classes that do not use the whole search budget. We wanted to focus on the classes that are not easy for the SBTG tool to cover. Some projects did not have 5 classes that use the whole search budget, so their subset includes fewer classes.

Some of our subjects under study from SF110 have also been used in another SBTG tuning study [44]; 27 out of 346 Java classes that they studied from SF110, are common with ours.

The third category of the Java classes uses the same strategy as the second one (to select a set of five classes), but this time from six projects that were under study in the previous SBTG tool competitions [41]. We wanted to make sure that our results were not biased to the SF110 projects.

In total, we conducted our experiments on 250 classes, from 19 different projects, from three different categories. The name of the projects and the number of included classes per project are available in Table 2.
Table 2: Description of projects under study.

| Category         | Project       | Number of Classes |
|------------------|---------------|-------------------|
| SF110            | JSecurity     | 85                |
|                  | Geo-Google    | 56                |
|                  | JOpenChart    | 36                |
| SF110            | gfarcegestiona| 4                 |
|                  | mygrid        | 5                 |
|                  | petsoar       | 4                 |
|                  | hnamacaw      | 5                 |
|                  | db-everywhere | 4                 |
|                  | a4j           | 4                 |
|                  | freemind      | 5                 |
|                  | heal          | 5                 |
|                  | saxpath       | 3                 |
|                  | biblestudy    | 4                 |
| Tool Competition | webmagic      | 5                 |
|                  | dubbo         | 5                 |
|                  | jsoup         | 5                 |
|                  | zxing         | 5                 |
|                  | okio          | 5                 |
|                  | fastjson      | 5                 |
| **Total**        | **19 projects**| **250 classes**  |

5.3 SBST Tool

In order to generate test cases for the classes under our experiment, we use EvoSuite [21, 22], which is an open-source tool that has been employed in many tuning studies [6, 63], in the past. For a given Java class bytecode, EvoSuite can generate a test suite with different objectives, such as maximizing branch coverage, using evolutionary algorithms [20]. In this experiment, we made use of the most recent version of EvoSuite at the time, which was 1.0.6.

There are different variants of Genetic Algorithms implemented in the EvoSuite itself. In this experiment, for the sake of simplicity, we use the Monotonic GA implementation, which is the default one.

The GA setting employed in EvoSuite is configurable. If no parameter is specified for EvoSuite, the default setup which is selected by “best practices” will be used [21]. Experiments have shown that “EvoSuite default configuration” can result in good coverage [6].

5.4 Search Space

In hyper-parameter tuning, designing the search space, i.e. the parameters to tune and their possible values, can significantly affect the results. For a genetic algorithm, many parameters can be tuned [30]. However, in order to be fair when compared with the related work, we used the same search space, i.e. same parameters and same values, as was previously used in EvoSuite tuning studies [6, 63]. Therefore, in this study, we iterate the values for five hyper-parameters of GA i.e. Crossover Rate, Population Size, Elitism Rate, Selection Function, and Parent Replacement Check.
The range of values for these parameters is as follows:

- **Crossover rate:** 0, 0.2, 0.5, **0.75**, 0.8, 1 (6 values)
- **Population size:** 4, 10, **50**, 100, 200 (5 values)
- **Elitism rate:** 0%, **1%**, 10%, 50% (4 values)
- **Selection function:** roulette wheel function, tournament with two different sizes: 2 or 10, and **rank selection** with two biases: 1.2 or 1.7 (5 values)
- **Parent replacement check:** true or false (2 values)

The default values of parameters in the version of EvoSuite that we used (i.e. 1.0.6) are highlighted in **bold**.

Hence, the search space that we are exploring here can generate $6 \times 5 \times 4 \times 5 \times 2 = 1,200$ distinct configurations for EvoSuite hyper-parameters.

### 5.5 Experiment Procedure

In the following section, the experimental procedure for our five research questions is explained:

#### 5.5.1 RQ1 (Class Prioritization)

For all 250 classes under study, the four categories of static code metrics explained in section 3 are calculated. In total, there are 105 different features extracted from 4 different categories. Then, the search space defined in Section 5.4 containing 1,200 configurations is created using different combinations of values for 5 hyper-parameters of genetic algorithms.

Then, all 250 classes under study are evaluated with EvoSuite with a fixed maximum budget of 2 minutes (that is twice as the EvoSuite’s default budget to be consistent with other EvoSuite tuning studies [6, 63]) per class, per configuration. These experiments are repeated 10 times, with different random seeds, to address the randomness nature of the algorithms. In total, there are $250 \times 1,200 \times 10$ experiments each taking 2 minutes to be evaluated by EvoSuite. While the execution time for all these experiments could take about 11.5 years on a single-core computer, we managed to run them in parallel [57] to effectively reduce the run time. All results and codes to conduct the same experiments are provided in the replication package [1].

As a result, considering all of the configurations and repetitions, we had 12,000 EvoSuite evaluations, per class. We analyzed these observations carefully and calculated several statistical metrics for them such as their variances, the maximum values, and the median values. We then calculated our defined metrics mentioned in section 4 to measure their “Tuning Gain”.

To verify if we can prioritize classes properly, we split our data into train and test sets, keeping 40% of classes (i.e. 100 classes) for test and we repeat the train-test splitting 100 times with different seeds and report statistics about the resulting distributions.

---

1. https://github.com/icsme2020author/Class-Prioritization-for-Tuning
**RQ1.1 design:**
In RQ1.1, we train a Random Forest Regression (RFR) with 200 trees (with max length = 5) on the described training sets to predict the “Tuning Gain” of classes on the test set. The classes are then sorted based on their predicted “Tuning Gain”, in descending order. The goal of this ranking is to let the tuning method use the top classes, per given tuning budget.

An important decision in our class-level prioritization is the selection size (number of classes that we want to allocate the tuning budget to). This number defines the tuning budget per class (budget per class = total budget / selection size). In RQ1.1, we first assess the effectiveness of our approach for any given selection size, by reporting the cumulative “Tuning Gain” of classes over different selection sizes (number of classes). We then summarize these measurements by calculating the Area Under Curve (AUC), when x-Axis is the selection size and y-Axis is the cumulative “Tuning Gain”.

We compare the AUC of Random Forest Regression with a Random Ordering, a simple Linear Regression model, and the Optimal Ordering within our exhaustively evaluated hyper-parameters search space.

In general, the fewer the number of classes, the more tuning budget per class. So the goal is to avoid spending the limited tuning budget on classes with less “Tuning Gain”. Given that previous studies [63] have shown that around 80% of classes in a project are insensitive to the configuration values, in the context of SBTG tuning, in RQ1.1, we also find the minimum selection size where the budget can be best spent. That is when the cumulative “Tuning Gain” curve becomes (almost) flat as the number of classes increases. In other words, tuning more classes is not adding any benefit.

As we will see in the results section, our experiment will partially confirm the 20-80% rule of previous studies. Therefore, in the RQ2, we set the number of classes to 20%. However, we will also study the effect of varying this cut-off value, in the effectiveness of our approach in RQ3.

In RQ1.1, we also look at the selection size in more detail by reporting the median of Normalized Cumulative Gains (NCG) [34] over the 100 train-test splits data, per prioritization method. The NCG is calculated as the Cumulative “Tuning Gain” of a method divided by the optimal Cumulative “Tuning Gain”.

**RQ1.2 design:**
In RQ1.1, we used the entire collection of 105 features (static code metrics) in the regression models. In RQ1.2, we argue that most likely, there is a high correlation between these metrics and a smaller subset of features could be potentially as good as the entire set. Thus, in practice, we only need to collect a subset of metrics, per class.

We utilize a feature selection method called Recursive Feature Elimination (RFE) [31], which accepts a regression model and a dataset. It starts by building a model using all features and then eliminates the feature with the least predictive power (lowest coefficient). Next, RFE builds a new model, this time only with the remaining features. RFE repeats these steps until reaching the desired features set size. Given that Random Forest Regression (RFR) turns
out to be the best model in RQ1.1 (see the results section for more details); we only use RFR within RFE. We also fix the selection sizes as 20, as discussed. In addition, we also report the median NCGs, over the 100 train-test splits.

The goals of this sub-RQ are (1) to see if we can achieve a cumulative gain as high as RQ1.1 (using all features) using only a small subset of features and (2) if so, which features are the more predictive ones.

5.5.2 RQ2 (Tuning)

To answer this question, we compare the coverage of all classes using 8 different tuning strategies, as follows:

- Default: The EvoSuite default configuration. Here we do not have any tuning. To be fair, for any given tuning budget, we let EvoSuite use more time (not just 2 minutes anymore), proportionally per class, to fill up the same time as other methods that have the tuning overhead.

- Global Meta-GA (GlobMG): This is the traditional tuning. We use the Meta-GA method but we could use any other tuning method as well. The key is how to allocate the tuning budget. The Global Meta-GA is not at the class-level. In other words, the whole project (all classes together) are tuned at the same time and will have the same configuration (not tailored per class).

- Random Subset - Random Search (Rnd_RS): This is a class-level version of random search method. That means each class is tuned individually (using a random search across the search space of hyper-parameters), but we do not allocate the budget equally to all classes of the project. Instead, we only select a subset of classes to be tuned and the rest will use the default parameter values. However, the classes are selected randomly. Subset size can vary, in all four class-level tuning approaches described here, depending on the classes and will be investigated in RQ3.

- Random Subset - Meta-GA (Rnd_MG): This is a class-level version of the Meta-GA method. That means each class is tuned individually, but this time we do not allocate the budget equally to all classes of the project. Instead, we only select a subset of classes to be tuned and the rest will use the default parameter values. However, the classes are selected randomly (similar to Rnd_RS).

- Random Subset - Differential Evolution (Rnd_DE): This method is exactly like Rnd_MG except it uses a Differential Evolution algorithm rather than Meta-GA.

- Prioritized Subset - Random Search (Pri_RS): Like Rnd_RS, this is also a class-level tuning (individual classes are tuned, independently) and the budget is allocated to only a subset of classes (the rest use default parameter values). The same as Rnd_RS it uses a random search across the search space of hyper-parameters for tuning. Unlike Rnd_RS, however, this approach uses the prioritized list of classes from RQ1 and select a subset from top of the list (with the highest predicted “Tuning Gain”).
– **Prioritized Subset - Meta-GA (Pri\_MG):** Like Rnd\_MG, this is also a class-level Meta-GA (individual classes are tuned, independently) and the budget is allocated to only a subset of classes (the rest use default parameter values). Unlike Rnd\_MG, however, this approach uses the prioritized list of classes from RQ1 and select a subset from top of the list (with the highest predicted “Tuning Gain”).

– **Prioritized Subset - Differential Evolution (Pri\_DE):** This method is exactly the same as Pri\_MG except it uses Hill a Differential Evolution algorithm rather than Meta-GA.

The specifications of the mentioned tuning strategies is summarized in Table 3.

| Table 3: Summary of the six tuning strategies. |
|-----------------------------------------------|
| Strategy                                    |
| Tuning Method                              |
| Tuning Granularity                         |
| Budget Allocation                          |
| Selection Method                           |
| Default                                    | No Tuning                              | All Classes | All Classes | – |
| Global Meta-GA                             | Meta-GA                                | All Classes | All Classes | – |
| Random Subset Random Search                | Random Search                          | Individual Classes | Subset of Classes | Random |
| Prioritized Subset Random Search           | Random Search                          | Individual Classes | Subset of Classes | Prioritized |
| Random Subset Differential Evolution       | Differential Evolution                  | Individual Classes | Subset of Classes | Random |
| Prioritized Subset Differential Evolution  | Differential Evolution                  | Individual Classes | Subset of Classes | Prioritized |
| Random Subset Meta-GA                      | Meta-GA                                | Individual Classes | Subset of Classes | Random |
| Prioritized Subset Meta-GA                 | Meta-GA                                | Individual Classes | Subset of Classes | Prioritized |

**RQ2.1 and RQ2.2 design:**
In RQ2.1 and RQ2.2, we will compare six tuning methods in terms of their effectiveness with Default and Glob\_MG, as baselines. Therefore, as discussed in RQ1.1 design, the number of classes we select in our six tuning methods would be 20% of 100 test set classes i.e. 20 classes. The tuning subset that these tuning methods look into in one version comes from the prioritized list of classes and in the other version comes from random selection.

Two of the tuning strategies (Pri\_RS and Rnd\_RS) use Random Search. In Random Search, we first calculate the budget that we can allocate per class. This is dependent to the budget that we have for tuning and the number of classes that we want to tune. The budget allocation is not weighted and all classes are given budget equally. Then, we select and evaluate random configurations from the search space as many as the budget allows for each class. The configuration that yields highest extra covered branches compared to the default configuration is the tuned configuration for that given class. Ultimately, for calculating the extra covered branches of the class subset, we add up the extra covered branches of its classes. This whole process is repeated 25 times and the median value for extra covered branches is used in the results to avoid the effect of randomness.

The Pri\_MG and Rnd\_MG tuning methods and the Glob\_MG baseline use Meta-GA, which is explained in section 3. As the upper method, Meta-GA itself is a form of GA, and we should set its hyper-parameters, as well. In order to spend a reasonable time on tuning, we limited the size of the initial
population of our Meta-GA to 6 configurations. The crossover rate is set to 0.5 and the mutation rate is set to 0.1 for this experiment. These values are similar to defaults GA parameters in EvoSuite [46].

The remaining two methods (Pri_DE and Rnd_DE) replace Meta_GA with Differential Evolution in Pri_MG and Rnd_MG and keep all other parameters unchanged. In our implementation, we kept classical values for crossover probability (CR) and differential weight (F) i.e. 0.8 and 0.9, respectively [49].

We repeat this experiment with different tuning budgets. We start as low as one hour and increase the budget with increments of an hour up to 24 hours. To put these numbers in context, as we have 100 classes in the test set for tuning, each extra hour is translated to 36 extra seconds of search budget per class (60 minutes/100 Class = 36 seconds), for the Default configuration, which does not use any tuning.

In order to compare the results of tuning over all budgets (from 1H to 24H), we report both (1) AUC of each graph and (2) the average of extra covered branches over all budgets to make the numbers more understandable.

In order to find the average value of extra covered branches, we calculate the area under curve and divide it by the range of budget which is 24 Hours in our case.

\[
\text{AverageExtraCoveredBranches} = \frac{AUC}{BudgetRange}
\]

In addition, we test the statistical significance of our comparisons each time (over the 25 repetitions and 100 train-test splits) by running a Mann–Whitney U test on the results to confirm that the differences between medians are statistically significant.

RQ2.3 (Cost Analysis) design:

In RQ2.3, we focus on the tuning cost and look into two aspects of the cost: (1) whether our tuning method is particularly better for some tuning budgets (low vs high) and (2) whether our tuning method overhead is justifiable in practice.

The challenge regarding low tuning budgets (less than 4 hours here) is that for techniques that allocate budget to all classes (Tuning Subset size is 100%), we can not even finish one complete iteration of Meta-GA or DE. To solve this issue, we had to allocate the resources to a random subset of classes. For instance, if our budget is set to 1 hour, we have to select 5 classes out of 100 classes to be able to evaluate them for one iteration of Meta-GA in Global Meta-GA. Therefore, we did not go for less than an hour as our minimum budget (essentially most methods would become random at very low budgets). We also stopped at 24H as our maximum, in this RQ, to emulate a one-day tuning job. We investigate the trends for higher budgets in RQ5.

To answer (2), we have a discussion on extra coverage vs. tuning budget of our approach and Default and also explain which tuning methods can benefit more from parallel computing.
5.5.3 RQ3 (Tuning Subset Comparison)

RQ3 investigates the trade-off between shallow tuning of more classes and deep tuning a few classes. We will examine this by changing the size of the Prioritized Subset of classes under study.

This RQ is firstly motivated by the results of RQ1.1, where the 20% and 60% cut-offs both seem reasonable, and secondly by the results of RQ2, where the extra coverage of Pri_MG and Pri_DE kept increasing, until the tuning budget was high enough to tune all the classes in the subset for one Meta-GA or DE iteration. However, after that point, adding more budget did not help significantly in covering more branches.

Therefore, we assume that the 20% cut-off value might not be the optimal. Thus, we repeat the same instruction for our four class-level approaches, for subset size of 60% and 100% of the classes, in the test set, in RQ3.

5.5.4 RQ4 (Search Space Size)

In this RQ, we want to see if reducing the search space size can help improving the search’s effectiveness. The motivation is if we exclude “insignificant” hyper-parameters (those that won’t matter much in the search-space landscape), we can explore more of the search-space with the same budget.

In order to eliminate insignificant hyper-parameters from the search space, for each class in the training set, we analyze the fitness landscape of each class to find the hyper-parameters along which the fitness landscape is “neutral”, i.e. mostly flat and has no change in fitness value [59]. As a simple heuristic, we use non-linear regression models and use the coefficient of each hyper-parameter as a measure of how neutral the landscape is along that hyper-parameter. The less the coefficient of a hyper-parameter, the more neutral fitness landscape is along that axis.

We build a regression model using Random Forest Regressor (with 200 trees and max-depth of 5) in which the data-points are represented by their configurations and the resulted coverage values, per configuration. In other words, the independent variables are the five hyper-parameters of a configuration, and the dependent variable is “Covered Branches”, for that given class and configuration. Each model can predict the covered branches for a given class at any configuration. We will calculate the vector of feature importance for each model that translates into the importance of each hyper-parameter in each class. Feature importance is a value between 0 and 1, and they add up to 1.

We then use RFE (already explained in RQ1.2 Design) to eliminate these insignificant hyper-parameters (hyper-parameters that appear as the least important hyper-parameter in most classes) one-by-one to reduce the size of search space. The default value is used for a hyper-parameter when it is eliminated from the search space.

Given that we have 5 hyper-parameters, we create 3 reduced versions of search space after eliminating one hyper-parameter in each step of RFE. Table
lists the number of hyper-parameters (in the results section we will report the exact hyper-parameters discarded at each step) and the total size of each search space.

| Search Space Size | No. of HPs | Search Space Size |
|-------------------|------------|-------------------|
| Full              | 5          | 1200              |
| Large             | 4          | 600               |
| Medium            | 3          | 100               |
| Small             | 2          | 20                |

Table 4: Search Spaces after Hyper-parameters Elimination

We then replicate RQ3 with the large, medium, and small search spaces, to see if reducing the search space can help the search methods to find the tuned configuration faster.

5.5.5 RQ5 (Allocating high tuning budgets)

In this research question, we want to see if we can improve the performance of search methods by allocating longer time for tuning, even if it is impractical. The goal of this question is to find out the difference between search methods in higher budgets, where more complex methods are supposed to work better, at least in theory.

Based on the results from previous RQs, we use 60% as the cut-off for class subset size and compare Pri_MG and Pri_RS with budgets of 100H to 500H, increments of 100H. Additionally, based on the results in RQ4, we repeat the experiment with a smaller search space. We want to see if making search space smaller and allocating higher budgets, at the same time, can make any changes to the previous observations.

5.6 Execution Environment and Implementation Details

Our implementation for pre-processing data, building the regression models, and calculating metrics like AUC leveraged the scikit-learn library [47] in python. The MetaGA method uses the implementation of GA in EvoSuite [21] in Java. The DE method uses the same GA implementation in EvoSuite with some minor changes to implement DE.

We designed our execution scripts to run small tasks (calculating coverage for a class given a configuration for 10 times) in the cloud. Therefore, we were able to run these small tasks in parallel over 3 clusters (the name of clusters are redacted due to double-blind requirements) each with hundreds of nodes (32 to 48 CPU cores per node). In this study, $250 \times 1, 200 \times 10 (=3$ millions) tasks were conducted with 2 minutes EvoSuite search budget, and $250 \times 10 \times 24 (=60,000)$ tasks with on average 8 minutes budget (when using more budget for Default setup in RQ2.2). The whole experiment would take around 12 years
on a single core setting, however, with the help of parallel computing and large nodes, it took a few months to conduct this research (including all the queuing and interruptions).

5.7 Results

In this section, we summarize results and discuss their implications.

5.7.1 RQ1 Results: How accurately static source code metrics can predict the cost-effectiveness of SBTG tuning, per class?

There are two sub-research questions in RQ1:

RQ1.1: How accurately static source code metrics of a class can predict its “Tuning Gain”, using a random forest regression?

To answer this sub-RQ, as discussed, we look at the prediction results in terms of Cumulative “Tuning Gain” as well as AUC of Cumulative “Tuning Gain” over all selection sizes. Figure 3 represents Cumulative “Tuning Gain” for class prioritization using Random Forest and Linear Regression, as well as Random and Optimal ordering of classes. The X-axis in the figure represents the selection size which is the number of classes to select and the Y-axis shows the median Cumulative “Tuning Gain”, when the prediction is repeated 100 times (with different seeds), per selection size (number of classes) and prioritization method.

Now looking at different prioritization methods, we see that, as expected, a random ordering acts quite poorly and can not prioritize the best classes over others. The two regression models, however, are way better and with around the first 20% of classes they capture most of the cumulative “Tuning Gain”. The Random Forest approach is particularly superior, since Linear Regression wrongly predicts some of the worthy classes (with high “Tuning Gain”) at the bottom of the list (see the jump in “Tuning Gain” for Linear Regression, from 80 to 100 classes). In fact, Random Forest Regression performs the same as the Optimal ranking from 60% selection size onward.

In order to summarize and compare these methods over all selection sizes, we use the “AUC ratio” metric, where the AUC of each of these curves is divided by the AUC of the “Optimal Ordering” (the red curve).

As it is shown in Figure 3 and is confirmed by the AUC ratio values in Table 5, regression models are rather successful in prioritizing the classes across all selection sizes. However, the data also show that Random Forest Regression (the blue curve) outperforms Linear regression by 36% ((892/658) − 1.0), in terms of the AUC ratio.

Another observation based on Figure 3 is that the cumulative “Tuning Gain” reaches a maximum with only around 20% of the classes. In other words, ranking those 20% upfront classes is quite crucial. This is in line with the previous finding [63] that around 80% of classes are insensitive to tuning.
To look at the cumulative gain at the 20% selection size in more detail, Table 5 reports the median of the Normalized Cumulative Gains (NCG) over 100 experiments with different train-test splits, all using 20% selection size. As we can see, the results confirm all the above findings. The Random Forest Regression, with 0.892 NCG, outperforms Linear Regression by 36% (0.892 − 0.658) and outperforms Random selection by 70% (0.892 − 0.196).

Therefore, in the rest of this manuscript, (a) unless otherwise is stated, we use 20% as the selection size whenever a method requires the class selection and (b) we use Random Forest Regression as our class prioritization method.

Table 5: AUC Ratios and the Median NCGs of Different Prioritization Methods, in Figure 3

| Method                     | AUC Ratio | NCG Score (20 Classes) |
|----------------------------|-----------|------------------------|
| Optimal Ordering           | 1         | 1                      |
| Random Forest Regression    | 0.921     | 0.892                  |
| Linear Regression           | 0.677     | 0.658                  |
| Random Ordering             | 0.483     | 0.196                  |

RQ1.2: Which static source code metrics are more powerful for “Tuning Gain” prediction?
In this research question, we look at the Random Forest Regression results from two aspects: 1) can we eliminate some features without a significant loss in performance? and 2) what are the most predictive features in the regressions?

As discussed, we use the RFE feature selection method and fix the number of classes to 20. Table 6 reports the Normalized Cumulative Gain (NCG) of “Tuning Gain” when the Random Forest Regression only uses the top 2, 5, 10, 20 and 40 features. It reports the median of the NCGs over 100 experiments with different train-test splits.

The first observation is that with only 40 features we can achieve almost the same NCG (only 0.001% loss) as the original model (with 105 features). That is almost 62% saving in terms of static metric collection and computation. We can also observe that the losses in NCG when the model uses 20, 10, 5, and 2 features compared to the original 105 features are: 2%, 5%, 9%, and 16%, respectively. Therefore, we will use the top 40 features in the rest of this study, when using Random Forest Regression.

### Table 6: NCGs of Random Forest Regression with different number of features (selection size = 20 classes).

| Number of Features | NCG Score (20 Classes) |
|--------------------|------------------------|
| Top 2              | 0.747                  |
| Top 5              | 0.813                  |
| Top 10             | 0.848                  |
| Top 20             | 0.875                  |
| Top 40             | 0.891                  |
| 105 (No Selection) | 0.892                  |

With respect to the second aspect of RQ1.2 (the most predictive features), the most frequent set of top 2 features are: “rfc”, “else” and “Difficulty” (a Halstead complexity metric).

In fact, the most recurring feature in the regression is RFC for all sets of features. RFC is a measure of complexity and it makes sense to have such a feature as a core metric to decide which classes are good for test generation tuning. The top 10 features when selecting 40 features using RFE are as follows: “Difficulty”, “rfc”, “Abstract Class Count”, “else”, “anonymousClassesQty”, “comparisonsQty”, “Effort”, “class”, “do” and “stringLiteralsQty”. The full lists of most recurring features for all the feature selection sizes are provided in the replication package.

Random Forest Regression on Static Code Metrics accurately predicts the cost-effectiveness of SBTG tuning, per class, as measured by “Tunability Gain” (NCG of 89% for class size 20 and AUC of 92% over all selection sizes) and outperforms the alternatives.
Table 7: Tuning results in terms of area under curve (AUC), average extra covered branches (ECD) and their p-Values over 24 Hours of tuning with different methods, over 100 classes.

| Tuning Method                        | AUC   | Average ECB | p-Values   |
|--------------------------------------|-------|-------------|------------|
| Default                              | 23.52 | 0.98        | 8.4e-28    |
| Global Meta-GA                       | 81.39 | 3.39        | 5.2e-23    |
| Random Subset Random Search          | 147.60| 6.15        | 1.56e-9    |
| Random Subset Differential Evolution  | 250.63| 10.44       | 5.5e-06    |
| Random Subset Meta-GA                | 285.12| 11.88       | 5.7e-06    |
| Prioritized Subset Random Search     | 378.96| 15.79       | 3.17e-08   |
| Prioritized Subset Differential Evolution | 651.5 | 27.15       | 0.439      |
| Prioritized Subset Meta-GA           | 717.61| 29.90       | -          |

5.7.2 RQ2 Results: How cost-effective is our class prioritization technique for SBTG tuning, compared to traditional tuning methods?

Figure 4 reports the extra number of covered branches using generated test cases, when EvoSuite is tuned by one of the six class-level tuning methods compared to covered branches using, a global Meta-GA approach (our tuning baseline), and the default values (no tuning baseline), over the 100 classes in the test set. It also shows the maximum number of extra branch coverage for this set of classes.

As discussed in the design section, the tuning budget is from 1 to 24 hours, the selection size is 20, and the results are the medians over 100 train-test split repetitions. Figure 4a shows when a random subset of classes is selected and Figure 4b shows the same experiment when prioritized classes are tuned. Looking at these Figures, we want to answer the question that how beneficial our approach is for different tuning budgets, compared to the alternatives.

RQ2.1: How effective is our class prioritization method compared to a random ordering of classes, in terms of their achieved extra code coverage?

To answer this question, we first focus on the results of tuning with and without prioritization for a given search method. Therefore, we compare Rnd_RS with Pri_RS as well as Rnd_DE with Pri_DE and Rnd_MG with Pri_MG. As we see in Figure 4 for both search methods and for all search budgets sorting the classes with our proposed method discussed in RQ1 can improve the coverage significantly.

In order to quantify the improvements after prioritizing classes, we calculate the average extra coverage for each tuning method, dividing the AUC by the budget range (24 Hours), and reported the results in Table 7.

Prioritizing classes for Meta_GA can on average improve covered branches by 18.02 (29.90 - 11.88) extra, which is 152% more than the Rnd_MG. In addition, comparing Pri_DE and Rnd_DE, we see that Pri_DE covers on average 16.71 (27.15 - 10.44) extra branches which is 160% more than Rnd_DE. Finally, using Random Search on Prioritized Subset covers 9.64 (15.79 - 6.15) more branches than a Random Search on a Random Subset, which is 157% improvement. So overall, no matter what search method (MG, DE, or RS)
to be used, the prioritization part of our algorithm is always beneficial and improves the effectiveness of tuning.

**RQ2.2: How effective is the MetaGA search compared to alternative search methods, within the hyper-parameters’ search-space, in terms of their achieved extra code coverage?**

In this question, we switch our focus to compare the search methods that were studied here i.e. Meta-GA, DE, and Random Search when class orders are the same. Looking at Figure [a] for both (Pri_MG, Pri_DE, Pri_RS) and
(Rnd_MG, Rnd_DE, Rnd_RS) pairs using either Meta-GA or DE as the search technique improves the final coverage.

Based on Table 7 for prioritized classes using Meta-GA can improve random search’s coverage by 14.11 branches (29.90 − 15.79) equivalent to 89% increase; and for random classes Meta-GA covers 5.73 branches (11.88 − 6.15) more than random search (93% improvement).

However, the differences between Meta_GA and DE are negligible. The Mann–Whitney U tests suggest that the differences between Pri_MG and all other techniques except Pri_DE is statistically significant. Therefore, we suggest using either of Pri_MG or Pri_DE as the tuning method. In the rest of this paper, we use Pri_MG, since its median results is slightly higher (although statistically insignificant) than Pri_DE.

**RQ2.3: What is the cost of our SBTG tuning, in practice?**

Based on the results from RQ2.1 and RQ2.2, our proposed method of tuning (Pri_MG: Prioritized Subset Meta-GA), which employs both prioritization of classes and Meta-GA, is the best method to tune classes, in terms of the extra covered branches. Results in Table 7 and Figure 4 confirm this finding.

Now, to look at its cost-effectiveness, we compare Pri_MG with two baselines: the Glob_MG (as a tuning baseline; which is tuning all classes together using the same Meta_GA) and Default (as a non-tuning baseline; where we use default parameter values in EvoSuite and the unused tuning budget will be given to EvoSuite to spend on the actual search for test cases).

We compare the techniques in two setups, when: (a) a low tuning budget is given, e.g., 4 Hours, and (b) when we have high budget for tuning, e.g., 24 Hours.

After 4H of tuning, we see that Pri_MG covers 27.25 (30.25 − 3.0) and 29.25 (30.25 − 1.0) branches more than Glob_MG and Default, which is around 10 times and 30 times improvement, respectively.

When a high budget (24H) is given, Pri_MG outperforms Glob_MG and Default methods by 32.25 (35.75 − 3.5) and 34.75 (35.75 − 1.0) branches, which is equivalent to 9.2 and 34.75 times improvement, respectively. This confirms that our approach is a cost-effective approach that improves the baselines significant both for low and high budgets, regardless of whether that extra budget is going to be used on tuning or on the actual test generation task.

So far, all we said is about how to spend a low/high tuning budget, to get maximum extra coverage. But whether the achieved extra coverage worth the tuning overhead is another question that is more difficult to answer. The improvements using our proposed method was around an extra 30 branches with 4H of tuning. Whether this is a practically cost-effective approach or not partly depends on the context of the application. If we are dealing with a more critical code-base, we conclude the 4H extra budget definitely worth the extra 30 branches, especially given that no other tuning method nor spending the 4H on EvoSuite directly can achieve this much improvement.

Finally, it is worth mentioning that our approach is highly parallelizable, which can significantly reduce the tuning costs. For instance, in our study a 4-hour Prioritized Subset Meta-GA on a single machine takes only 40 minutes
with 6 concurrent threads each working on one class in the population, which is 83% time-saving and much more affordable.

Our approach, Pri_MG (Prioritized Subset Meta-GA), which uses a novel class prioritization method to select a subset of classes and then applies a Meta-GA to tune those classes, covers extra 30 branches on 100 classes with 4H of tuning on a single machine (or 40 minutes in a basic cloud). This improves the state of the art tuning techniques by more than 10 times. We recommend using Pri_MG for low budget tuning.

5.7.3 RQ3 Results: What is the effect of the number of classes selected for tuning on the overall effectiveness of our approach?

To answer this question, let’s look at each of the six class-level tuning methods, one more time, when they are given more classes to tune, at Figure 5. In this figure, each sub-graph plots one class-level method with three different cut-off values for the number of classes: 20% (same as RQ2), 60% the point where based on RQ1 from there onward the tuning gain is not increasing using our class prioritization heuristic, and 100% which is the entire set of classes (in our test set).

The first observation is that in all cases 60% cut-off is much better than 20% and in the prioritized versions (see sub-Figures 5b, 5d, and 5f) 60% is almost as good as 100%, with respect to the gained coverage. This matches with the findings of RQ1.1, where we saw our prioritization approach requires around 60% of classes to reach the maximum gain. Note that the 20% cut-off was based on previous studies and took into account a generic project’s characteristics (where many classes are not tunable), whereas the 60% cut-off is defined by an experiment on the training set of this study (where we excluded some easy classes in the beginning; thus a bigger portion of remaining classes are tunable). Therefore, the 60% cut-off better reflects our test dataset. In practice, we suggest one runs a study similar to RQ1.1, once in the beginning, to find the best tuning cut-off for their project and always use that going forward.

We also notice that for non-prioritized versions (see sub-Figures 5a, 5c, and 5e), the coverage results from 60% cut-off are lower than those of 100%. This justifies the fact that prioritization helps find the best 60% whereas a random subset of size 60% might not be necessarily enough and more classes would be needed to tune, to cover all the tunable classes.

Additionally, in Meta-GA, we can observe that all the graphs have two consequent phases: an elevation phase and an almost plateau phase. In the elevation phase, Meta-GA is exploring more classes, in its first iteration. Covering more classes constantly increases the coverage. When the graph hits a
Fig. 5: Extra Covered Branches vs. Tuning Budget for Different Subset Sizes, using six different class-level tuning. Cut-off values for the class selections are 20%, 60%, and 100% (no selection).

plateau, all tunable classes have had at least one iteration of Meta-GA and now Meta-GA starts its exploitation (more iterations). The fewer the number of classes, the sooner the graph hits the plateau. Therefore, for Meta-GA if the budget is low, it is very probable that different selection sizes cover the
same, as they both may be in the exploration phase. However, as we increase
the budget, higher selection sizes cover more branches.

We also see exact same findings for DE, which matches observations of
RQ2.2. that MG and DE’s differences are insignificant. Thus in RQ4 and RQ5
we will not study DE as a baseline, anymore.

Random Search’s behavior, however, is different. Given any budget, search
on 100 classes covers more branches than search on 20 classes. For example,
given 10 hours of budget, random search on 100 classes covers almost twice as
many as random search on 20 classes covers. Therefore, in this optimization
problem, exploration is prior to exploitation.

The optimum choice for subset size (i.e., prioritization cut-off) depends
on the characteristics of classes under study and it needs to be deter-
mined using the static metrics proposed in RQ1.

5.7.4 RQ4 Results: Does reducing the search space, by selecting a subset of
hyper-parameters, improve the effectiveness of tuning?

An common observation from RQ2 and RQ3 is that our best approach (Pri,MG)
even on 100% of classes cannot find the best configurations (e.g., see Figure
[4]). The most common reason for not finding the optima might be to do with
the search budget. Any evolutionary algorithm requires some iterations to find
the optimum solution. However, our 24H budget is only enough to do two it-
erations. Therefore, in RQ4 and 5 we assign more budget to the Meta-GA per
class. We do it in two ways. In RQ4, we use the same budget range (1H to
24H), but we reduce the search space. That makes finding the optimum easier
for Meta-GA. In RQ5, however, we simply give more search time to meta-GA.

RQ4.1: Which hyper-parameters are safer to discard, if we reduce the search
space to a subset of hyper-parameters? As discussed in the design section, to
reduce the search space we dropped the insignificant hyper-parameters, one
at a time, to make three search spaces: large (including 4 hyper-parameters),
medium (with 3 hyper-parameters), and small (with only 2 hyper-parameters).
Running our feature selection on 100 random training sets (created by 100
random train-test splits), each containing 150 classes, we found the four, three,
and two most important hyper-parameters, per class. Then, for each split, we
found the hyper-parameters that were most frequently introduced as important
hyper-parameters. Table 8 lists the frequency of each hyper-parameter being
omitted, in 100 splits.

Given the results, the first hyper-parameter to exclude (least significant
one) is “Parent Check”, followed by “Crossover Rate”, and then the “Selection
function”. Therefore, the most important hyper-parameters for the SBTG
tool are the “Population Size” and “Elitism” (which is correlated to “Popu-
Table 8: The frequency of each hyper-parameter being eliminated over 100 random splits, in Large, Medium, and Small search spaces.

| Search Space Size | Crossover Rate | Population Size | Elitism | Selection Function | Parent Check |
|-------------------|----------------|-----------------|---------|--------------------|--------------|
| Large             | 15             | 0               | 0       | 3                  | 80           |
| Medium            | 60             | 5               | 10      | 25                 | -            |
| Small             | -              | 20              | 25      | 55                 | -            |

RQ4.2: How does eliminating less important hyper-parameters affect the effectiveness of tuning? To evaluate the effect of reducing the search space, we use our best approach so far, Pri_MG, on 60% of classes, since 20% cut-off was shown to be inadequate and selecting 60% of classes was almost as good as 100%, but leaving more budget for the search algorithm, per class.

Figure 6 shows the results of tuning with Pri_MG (cut-off 60%) on the initial search space as well the other three search spaces explained in RQ4.1. Note that for search spaces that use fewer hyper-parameters, the eliminated ones use their default values and are not being tuned anymore.

Reducing the search space can have two effects on the search process: (1) since search space is getting smaller, there would be higher chance for a search method to find the optimal value within the smaller space, and (2) although, we try to eliminate only insignificant hyper-parameters from the search space, but we may still lose a few optimal points from the original space. The first effect potentially increases the final coverage while the second effect may reduce it. Therefore, in this experiment, we want to see which effect is stronger, or in other words, whether reducing the search space results in higher coverage or not.

It is observed from Figure 6 that eliminating the first two hyper-parameters (i.e. “Parent Check” and “Crossover Rate”) that lead us to Large and Medium sizes did not change the search results, all with average extra covered branches of around 52. However, using the Small size search space, where “Selection Function” is also eliminated from the hyper-parameters, the coverage results are quite lower (average extra covered branches of 27.81) than in other search spaces.

Given that, we can conclude that in the Large and Medium search spaces most of optimal points are preserved in the search space, or we can find other similar optimal points when searching smaller spaces, but we don’t find them sooner. Nonetheless, we are safe not to tune “Parent Check” and “Crossover Rate”, anymore, in this experiment. Though this reduction, did not help improving our results but in other cases it might indeed lead to a faster convergence to an optimum solution.

However, our results does not recommend dropping the “Selection Function”, which could lead to much weaker results compared to the other search spaces. In addition, in the Small size search space, the only two hyper-parameters that are left are “Population Size” and “Elitism Rate” which also correlates
5.7.5 RQ5 Results: What is the effect of tuning budget on the effectiveness of our approach?

In this RQ we first see the effect of more tuning budget on the effectiveness of our approach while being applied on the original search space. Figure 7 compares Pri_MG and Pri_RS (as a baseline) results with up to 500H of tuning budget. The graph shows that both Random search and Meta-GA benefit from more time. At 24 hours, Meta-GA covers 74.5 extra branches. If we let it search the search space for 500 hours 105.5 branches are found. That is a about 50% improvement in extra coverage. Similarly, Pri_RS covers 31.5 branches at 24H and 61.75 branches at 500H, which is 96% improvement.
It also seems that with very high budget the rate of improvement is higher for Meta-GA. For example, the improvement rate of Pri_RS and Pri_MG, from 400H budget to 500H are 1.25 and 10.5 branches per 100H, respectively. This motivates us to also look at the effect of more tuning budget together with reducing the search space. That will be our last effort to find the maximum potentials of a tuning method.

Figure 8, however, shows that we can reach neither to the same coverage nor any faster with making the search space smaller.

In general, 500H for tuning is not practical. However, given that this task can be done, concurrently, for projects that definitely benefit from that extra 50% coverage, it might worth to use extra computing in parallel and get the maximum benefit from tuning.

The class prioritization component of our approach helps to tune for low budgets. To get the maximum from Meta-GA component of our approach though, a very high budget is needed. Whether the level of budget is justifiable is domain-dependant. In addition, the Meta-GA part can be parallelized that helps to reduce the tuning time.
Fig. 8: Comparison of Pri\_MG and Pri\_RS, both using a 60% cut-off, with time budgets more than 24 hours, in the Medium Search Space

5.8 Threats to Validity

There are some potential threats to the construct validity of our results, as we used different metrics in our study and also our tuning approach is based on a newly defined measure. In order to show that our results correspond to what is supposed to be observed, we used measures like AUC and the number of covered branches that were previously used in the literature. In addition, besides the caution that we took to define a proper metric (Tuning Gain), we verified it by comparing its actual effect in terms of the well-defined branch coverage metric.

In order to mitigate conclusion threats, we repeated the methods that had a random nature, 25 times, we also repeated the prediction experiments with 100 train-test-splits and reported medians of the used metrics. When comparing different tuning methods in terms of their final code coverage, we also reported p-Values of Mann–Whitney U test to make sure the differences are not due to the randomness nature of the algorithms. Finally, in order to show the effect of our tuning method in practice, we had a cost-benefit discussion in RQ3.

To minimize internal validity, we stayed in-line with the prior research, in terms of using the same metrics and implementations that were available online. We used the static metrics that were previously used in other papers, and in order to calculate them, we used the open-source implementations that were used before in the literature. The subject under study was selected from
the open-source benchmarks that are publicly available and were previously used in the literature. The artifact is also available online for the researchers to repeat our results.

Regarding external validity, in order to show that our results of tuning can be generalized, we picked our classes out of 19 projects from three different sources, to reduce the bias to a project or benchmark dataset. However, all our experiments are run on EvoSuite, thus the results can not be generalized to other SBST tools, without further studies. In addition, the results for tuning are only available for Meta-GA, DE, and Random Search methods, and we cannot generalized these results to the results of other tuning methods without experiments.

6 Future Work

Several aspects of this thesis deserve more attention in the future, as follows:

(1) This work was initiated from replicating another paper in search-based testing. Therefore, as we wanted to compare our results with the baseline paper, we had to keep most of their experiments’ design. All these tuning methods are applied to a grid of hyper-parameter, and the search space is discrete. For the future, we can change the design so that we can experiment more values per hyper-parameter and also add other hyper-parameters, as well. Some parameters seem to be important in Genetic Algorithm like Mutation Rate, but due to the above limitations, our experiments were not scalable to include other hyper-parameters.

(2) In this paper, we just focused on tuning the hyper-parameters of the EvoSuite tool. For the future, we can verify the results of this work by experimenting with other search-based test generation tools. Additionally, even for other test generation tools that do not use search-based methods, and use random search (such as Randoop), for example we can employ our prioritization technique to allocate the right amount of budget for each class, in test generation.

(3) The prioritization technique that we proposed is easy to apply to other search methods, however, in this paper, we just showed the result of prioritizing classes on three search methods, namely, Meta-GA, DE, and Random Search. Using other search methods may show the effectiveness of this approach better and may reduce the costs of tuning.

(4) In each optimization problem, plotting fitness values over the search space create a landscape, that is called the fitness landscape and the topology of this landscape gives us a better understanding of the optimization problem. There are many properties defined for fitness landscapes. For example, if neighbouring solutions are very different from each other in terms of fitness value, the landscape is rugged, and otherwise is called smooth. Moreover, if the landscape has many flat areas, it is called neutral. Knowing the degree of ruggedness, smoothness and neutrality of a landscape helps us find the fittest value easier. Here, we used Java classes’ static features both to predict Tuning
Gains and to shrink the search space. Another usage that one may follow in the future of this work is to predict the properties of the fitness landscape of each class. We can then cluster different types of fitness landscapes and define precise instructions for tuning each type of fitness landscape.

7 Conclusion

Tuning evolutionary algorithms, in general, is known to be useful in many tasks. However, in the context of search-based test case generation (SBTG), tuning has not been much effective, so far. One of the reasons is that many classes in a project are not very tunable (they always get very high or very low coverage, no matter what configuration to use). Thus the tuning budget is wasted on these classes. In this paper, using static metrics to estimate each class’s “Tuning Gain”, we provided a class prioritization approach for tuning that allocates the tuning budget to the best subset of classes. We showed that our tuning approach can help the SBTG tool to generate cases that cover more branches compared to the test suite that was generated before tuning.
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