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Abstract. The CDN management system distributes content objects to the edge of the internet to achieve the user's near access. Cache strategy is an important problem in network content distribution. A cache strategy was designed in which the content effective diffusion in the cache group, so more content was storage in the cache, and it improved the group hit rate.

1. Introduction
Nowadays services such as Video-on-Demand and live TV programming available over Internet. Users want to have access to high quality video at any times. Content Delivery Network (CDN) is a solution that has been used to delivery traditional Web page content and Video content [1-7]. The CDN management system distributes content objects to the edge of the internet to achieve the user's near access. Cache strategy is an important problem in network content distribution. A cache strategy was designed in which the content effective diffusion in the cache group, so more content was storage in the cache, and it improved the group hit rate.

2. Cache update deployment strategy
The cache server group can only store partial content objects. However, if contents requested by Client are not available, a distributed cache group can pull those content objects on a globe scale. The cache server that stores content objects at the first time is called as an intra-group primary source server. The system will spread this content object to other servers in the group via certain methods according to dynamic changes requested by clients. Then, they also become intra-group servers of this content object after storage. The rules and methods of how servers in the distributed cache group to pull content objects from intra-group primary source servers or origin servers determine their deployment in the cache group, which is called as a cache update deployment strategy.

Based on previous analysis, most of current researches on cache strategies aim at cache replacement algorithms or cache deployment methods with certain architectures. This paper proposed a cache deployment strategy that is suitable to cache server groups from the perspective of improving degree of collaboration. This method allows various cache server nodes to make cache update decisions instead of adopting centralized control modes.

The cache server group is composed by some close servers. If contents are not available in the group, delays will happen when pulling them from outside the server group. Therefore, requests are better to be completed within the group, which shall improve degree of collaboration of cache servers and optimize deployment globally.
EPP-CPS takes expiration time (ET), potential acceleration effect (PAE) and pull gate (PG) as parameters of cache update deployment so as to be more suitable to the optimized goal in the cache collaboration group.

This article firstly introduced concepts of expiration time, potential acceleration effect and pull gate, then explains cache update methods. The expiration time is divided into two concepts including data object’s expiration time and cache expiration time.

\[
\text{Det}(D, C) = T_R - T_l
\]

(1)

A data object’s expiration time is defined as the difference between \(T_R\) (time that a data object is being removed from the cache) and \(T_l\) (time of the last hit). The cache expiration time refers to average numbers of expiration time of data objects that are being removed from the cache over a period of time. The data objects that are being removed from cache \(C\) within \(T\) is graded as a set of \(S\), then the cache expiration time \(Cet\) is shown as the formula below. \(D_{num}\) is the number of data objects in the set \(S\).

\[
Cet(T, C) = \frac{\sum_{\text{data}} \text{Det}(D, C)}{D_{num}}
\]

(2)

The cache expiration time is one of parameters to measure cache competition. If the cache expiration time is large, then the degree of competition is relatively small; vise versa. If one content is being stored in a cache server with relatively small competition, then it will have a longer life cycle in the cache group.

The CDN environment is characterized by particularity. Thus, some special factors in CDN needs to be considered. First of all, the acceleration effect (AE) is defined as a kind of evaluation on increase of access speed (decrease of delays) after a content object is being stored in the cache. If a content object is being cached from \(S\) (content source node) to \(D\) (destination node). The delay from \(S\) to \(D\) is defined as \(\text{Delay}_{SD}\). If the access time of content visitors that are very close to \(D\) is \(l_d\), then the acceleration effect of delivering contents to \(D\) is shown as formula below.

\[
\text{AE}_{SD} = \text{Delay}_{SD} \times l_d
\]

(3)

\[
\text{AE}_{SD} = \text{Delay}_{SD} \times l_d
\]

(4)

The potential acceleration effect (PAE) between two points is defined on the basis of acceleration effects. There are two points including \(C\) and \(A\) in the network. \(C\) stores contents requested by clients, while \(A\) is an access point of Client nodes that are close to server \(A\). If Client requests content object \(C_r\) from server \(A\), but it is not in that server. In this case, server \(A\) can not satisfy Client’s request, but server \(C\) can do that. The delay between \(C\) and \(D\) is taken as \(\text{Delay}_{CA}\). If the forwarding time of content request from \(A\) to \(C\) is \(\text{Rd}_{ac}\), then the potential acceleration effect is defined as formula below.

\[
\text{PAE}_{ca} = \text{Delay}_{ca} \times \text{Rd}_{ac}
\]

(5)

The potential acceleration effect is also used to evaluate content cache values. However, different from the acceleration effect, the potential acceleration effect is used to evaluate decrease of acceleration effect due to the fact that the content object is not available in the local cache.

Every server will record content objects that are being accessed lately. Those records are a kind of structural organization in FIFO queue. When a request is delivered, please check FIFO queue firstly. If there are same contents in the recent records, then it is regard as up to the pull gate. The cache update will only be started once up to the pull gate.

The server does not need to pull missed contents to the local space in the collaborative cache server group, because it will increase the pull cost. Only pulling missed contents when necessary by determining certain rules via intragroup methods has two advantages: first of all, decrease the pull cost; secondly, utilize “group space” in the distributed cache group so as to store more contents in the limited space to improve the group hit rate effectively.

Cache update deployment strategy is shown in Figure 1.
Figure 1. Cache update deployment strategy

**Step 1:** Accept requests outside cache servers; if other servers do not have the requested content, then route the request to the located server via local routing system; the located server will accept the request accepted from other servers;

**Step 2:** Judge whether it is up to the pull gate; if yes, then execute the next step, or else “end”;

**Step 3:** Find out the set $C$ with ET numbers larger than the local cache server;

**Step 4:** Find out server $S$ with the biggest PAE value from set $C$;

**Step 5:** Pull contents from server $S$, end;

The threshold judgement module, PAE module, ET module, update deployment decision module, local content update module and cache replacement algorithm module are involved in cache update deployment.

The PAE module calculates the potential acceleration effect by accessing historical data. There are $n$ servers in the network, including $S_1, \ldots, S_n$. The server $S_i$ records the times $Rdnum$ aiming at the request to $C_i$ forwarded from other servers $S_j$. The potential acceleration effect (PAE) from $C_i$ to various nodes is obtained based on parameters of delay between the request time and nodes. The pseudo-code of PAE module function is shown in figure 2.
The ET module is used to calculate ET numbers and exchange for ET information with other nodes. The ET module calculates ET numbers of local cache servers via formula. It not only needs to calculate the local ET numbers, but stores ET numbers of other servers. The ET numbers shall also be forwarded to the target server at the time when a server forwards content requests to another one. In this way, ET information of other server will also be obtained.

The pull gate module records information of content objects that are being accessed lately. When a new request is delivered to the server, the content information will be recorded at the tail of the queue. Meanwhile, the record at the head of the queue will be deleted. This access record queue is used to judge whether it is up to the update deployment threshold: when a content request is delivered, it shall be judged whether this is being stored in the recent access records. If yes, then start the cache update decision process.

The update deployment decision module selects alternative nodes of content update deployment through parameters in PAE and ET modules. Then the content object is being updated and deployed in nodes. The local content update module will execute its update process after accepting relevant information.

3. Analysis and verification
In order to verify EPP-CPS, a simulation framework of an edge cache server group is established in Opnet network software. There are 9 servers in every cache group. Every server has their own user request nodes that will access the cache group according to Poisson's distribution, which includes 1,000 document types. The group hit rate between EA method and EPP-CPS is further compared. T/S refers to the ratio of storage space in every node to single file space. Five testing scenes are established with their T/S values of 10, 30, 50, 70 and 100. The experimental results are shown in the figure 3.

It can be seen from figure 3 that EPP-CPS update strategy has higher group hit rate than EA strategy. The average GHR of EPP-CPS is 43.8, while that of EA is 30.4, which is improved by 31%. EPP-CPS optimizes the update strategy based on EA so as to spread contents in the cache group effectively. Therefore, it can store more contents in a limited storage space so as to improve the group hit rate.

Figure 2. Pseudo-code of PAE module function

```c
PAE_arrary(Content) // PAE
{
    For every server i
    {
        Delay=SelectDelay(server i);
        Rdnum=SelectRdnum(content);
        PAE_arrary[i]=Delay*Rdnum;
    }
    Return PAE_arrary;
}
```
Figure 3. Comparison of EPP-CPS and EA
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