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Abstract

We study one-parameter families of quasi-periodically forced monotone interval maps and provide sufficient conditions for the existence of a parameter at which the respective system possesses a non-uniformly hyperbolic attractor. This is equivalent to the existence of a sink-source orbit, that is, an orbit with positive Lyapunov exponent both forwards and backwards in time. The attractor itself is a non-continuous invariant graph with negative Lyapunov exponent, often referred to as “SNA”. In contrast to former results in this direction, our conditions are $C^2$-open in the fibre maps.

By applying a general result about saddle-node bifurcations in skew products, we obtain a conclusion on the occurrence of non-smooth bifurcations in the respective families. Explicit examples show the applicability of the derived statements.

1 Introduction

Bifurcation theory investigates qualitative changes in the long-term behaviour of a dynamical system along a continuous variation of the system. For the simple case of a monotonously increasing interval map, the dynamics are qualitatively understood if the fixed points of the respective system are known. Hence, in this case bifurcation theory investigates the bifurcation of fixed points. A well-known example is the saddle-node bifurcation of a one-parameter family of concave functions: If the considered parameter is “small”, we have one attracting and one repelling fixed point, which approach each other upon the growth of the parameter until some threshold is reached. Above this threshold, these two fixed points have vanished. At the threshold itself, the two points merge together to one neutral fixed point.

In general, non-autonomous systems ask for other objects than fixed points (which might not even exist) to describe the qualitative dynamics [21]. In the context of quasi-periodically forced monotone maps, a natural choice are invariant graphs. Like fixed points of monotone interval maps, these are barriers which can’t be crossed by an orbit. Furthermore, there is a one-to-one correspondence between the ergodic measures of a quasi-periodically forced monotone map and its invariant graphs (cf. [2, Theorem 1.8.4], [1, Theorem 2.2]).

We consider bifurcations of the invariant graphs of a class of quasi-periodically driven (also: forced) monotone interval maps

\[ f : \mathbb{T}^d \times X \to \mathbb{T}^d \times X, \quad (\theta, x) \mapsto (\theta + \omega, \tilde{f}(\theta, x)), \]

where $X$ denotes an interval, $\omega$ is irrational, $\tilde{f}(\theta, \cdot)$ is strictly increasing, and $\tilde{f}$ is $C^2$. The most studied bifurcation patterns related to such maps are the pitchfork bifurcation (cf. [12, 7, 20]) and the saddle-node bifurcation (cf. [12,13]). In this article, we deal with the latter phenomenon: Consider a one-parameter family of driven interval maps of the form (1.1) and assume that for small parameters there are two invariant graphs (an attracting and a repelling one) which approach each other along the growth of the parameter until some threshold is reached. Above this threshold, these two invariant graphs have vanished.

In contrast to the autonomous situation, the forced case allows a dichotomy at the threshold: Either, there is just one neutral invariant graph. Or, there are two invariant graphs; an attracting and a repelling one. Further, these graphs are pinched, that is, they coincide in a point, and hence on a residual set [23], while they almost surely differ from each other (cf. Figure 1). This is called a non-smooth saddle-node bifurcation. The attracting graph is referred to as a strange non-chaotic attractor (SNA); the repelling one as a strange non-chaotic repeller (SNR).
Quasi-periodic forcing and SNAs play an important role in a large class of models for real life systems: The Harper map is a mathematically well-understood dynamical system related to a certain kind of quasi-periodic Schrödinger equations (see below); there is numerical evidence for the existence of SNAs in the physiologically relevant Izhikevich Neuron Model [17]; [22] motivates that not just in order to get a complete description of the tides -as the result of the gravitational interaction between the Earth, the Moon, and the Sun- but even to predict interdecadal atmospheric variations, strange non-chaotic attractors have to be considered. Further, [5] investigates the succession of ice ages and numerically encounters bifurcation phenomena creating SNAs.

It is thus desirable to understand the underlying principles of the creation of SNAs. First results in this direction were obtained by Milliončík [18], Vinograd [25] and Herman [11] who considered quasi-periodic SL(2, R)-cocycles. In this context, the phenomenon is also known under the name of non-uniform hyperbolicity. In 1984, Grebogi et al. found numerical evidence for SNAs in so-called pinched skew-products [8]; a rigorous proof in this setting is due to Keller [16]. Still, these findings lack some flexibility. By implementing parameter exclusion techniques, this has been overcome in more recent results by Young [26], Bjerklöv [3] and Jäger [15].

Inspired by these works, it is the goal of this article to derive general conditions for the existence of SNAs, and thus for the occurrence of non-smooth saddle-node bifurcations for maps of the form (1.1). So far, related results have only been dealing with special families of skew-products [3, 12]. While [3] considers the particular case of the Harper map, [12] yields a result for additive forcing by imposing a non-differentiability assumption on the forcing term and therefore excludes the application to smooth examples. The main achievement of this article is the merging of these two technically demanding approaches in order to get a natural and flexible statement on the non-smoothness of saddle-node bifurcations. The following assertion is a direct consequence of our results.

**Theorem.** Let $X$ be an interval, suppose $\omega \in T^d$ is Diophantine and consider the space of one-parameter families $F_\omega = \{(f_\beta)_{\beta \in [0, 1]} : f_\beta$ is of the form (1.1) with rotation number $\omega$ and phase space $X$; $f_\beta$ is $C^1$ in $\beta\}$

equipped with the metric

$$d((f_\beta)_{\beta \in [0, 1]}, (g_\beta)_{\beta \in [0, 1]}) = \sup_{\beta \in [0, 1]} (\|f_\beta - g_\beta\|_2 + \|\partial_\beta f_\beta - \partial_\beta g_\beta\|_2).$$

There exists an open set $U \subseteq F_\omega$ such that each $(f_\beta)_{\beta \in [0, 1]} \in U$ undergoes a non-smooth saddle-node bifurcation.

The precise description of the set $U$ by means of conditions on the maps $f_\beta$ is given in Section 3. Though a bit technical, these conditions are explicit and easy to check in examples. In order to demonstrate the applicability, we further show that for each Diophantine $\omega \in T^1$ the family $(f_\beta)_{\beta \in [0, 1]}$

$$f_\beta : T^1 \times \mathbb{R} \to T^1 \times \mathbb{R}, \quad (\theta, x) \mapsto (\theta + \omega, \arctan(\alpha x) - \beta(1 + \cos 2\pi\theta))$$

undergoes a non-smooth saddle-node bifurcation if $\alpha$ is big enough, by showing that $(f_\beta)_{\beta \in [0, 1]}$ lies in the open set $U \subseteq F_\omega$ (cf. Figure 1).

With the existence of SNAs there naturally arise several questions: At the bifurcation point, the set which is bounded by the pinched graphs is invariant. Is it even minimal? For the Harper map there is a positive answer to this problem for particular parameter regions [3]; the case of pinched skew products has been studied in [13]. Further, and closely related: What is the Hausdorff dimension of the pinched graphs [8]? These problems are dealt with in a follow-up article [4]. Finally, we don’t address the problem of the speed with which the two initially continuous invariant graphs converge to the SNA and SNR, respectively [4, 10]. Note that this information is crucial when it comes to the prediction of a bifurcation in real life problems as in [24], where the collapse of a bacteria population which is exposed to an increasing light pressure is studied.

The present work provides the basis for these further studies and the developed techniques should allow to answer the above questions and approach further problems of similar type.
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second coordinate; the directional derivative of $\pi$ write $\theta$. Further, $f_n$ for $f$ fibre map defined due to the injectivity of $f$ we have $\pi \circ f_n \circ \theta$. For $\theta \in \mathbb{T}^d \setminus \{0\}$ is denoted by $\partial_{\theta} f_n(x)$. Higher derivatives are denoted in an analogous way. Typically, we will consider $\theta$ to be a unit vector and write $\theta \in \mathbb{S}^{d-1}$. The derivative of the fibre maps are denoted by $\partial_{\theta} f_n(x)$.

As the hypothesis of our main result are of a local form, we need the systems to be $C^2$ only in a section of the phase space, while on the complement of this section it suffices to assume they are just continuous and continuously differentiable with respect to $x$.

### 2 Preliminaries

#### 2.1 Basic setting and notation

Throughout this article, we consider families of $C^2$-skew-products $[f_\beta]_{\beta \in [0,1]}$

$$f_\beta: \mathbb{T}^d \times X \to \mathbb{T}^d \times X,$$

(2.1)

where $X$ is an interval (possibly the real line, half-open, . . . ), $f_\beta(\theta, \cdot)$ is strictly increasing and $\omega \in \mathbb{T}^d$ is Diophantine in the following sense.

**Definition 2.1.** Let $\mathcal{E}, \eta > 0$. We say $\omega \in \mathbb{T}^d$ is Diophantine of type $(\mathcal{E}, \eta)$ if $d(k\omega, 0) \geq \mathcal{E}|k|^{-\eta}$ for all $k \in \mathbb{Z} \setminus \{0\}$, where $| \cdot |$ denotes the Euclidean distance.

It is obvious that the above definition includes all those $\omega \in \mathbb{T}^d$ which are Diophantine in the usual sense. We refer to a skew-product of the form (2.1) as a quasi-periodically forced (qpf) monotone interval map. $\mathbb{T}^d$ is called the base and $(\theta) \times X$ a fibre of (2.1) for $\theta \in \mathbb{T}^d$.

By writing $f_{\beta}^{-l}(\theta, x)$ for $l \in \mathbb{N}$, we implicitly assume $(\theta, x) \in f_{\beta}^{-l}(\mathbb{T}^d, X)$ such that the respective expression is well-defined due to the injectivity of $f_\beta$. For $l \in \mathbb{Z}$ and $(\theta_0, x_0) \in \mathbb{T}^d \times X$, we set $(\theta_l, x_l) := f^l(\theta_0, x_0)$. Given $\beta$ and $\theta$, we call

$$f_{\beta, \theta}: x \mapsto f_\beta(\theta, x)$$

a fibre map of the skew-product (2.1). We denote the fibre map of the $n$-th iterate of $f_\beta$ by $f_{\beta, \theta}^n$, where $n \in \mathbb{Z}$. Hence, for $n \in \mathbb{N}$ we have

$$f_{\beta, \theta}^n(x) = f_{\beta, \theta+(n-1)\omega} \circ \cdots \circ f_{\beta, \theta}.$$

Further, $f_{\beta, \theta}^{-1}(x) = (f_{\beta, \theta-\omega})^{-1}(x)$.

We denote the derivative of $\pi_2 \circ f^n(\theta, x)$ with respect to $\beta$ by $\partial_\beta f^n(\theta, x)$, where $\pi_2$ is the canonical projection to the second coordinate; the directional derivative of $\pi_2 \circ f^n(\theta, x)$ with respect to a direction $\theta \in \mathbb{T}^d \setminus \{0\}$ is denoted by $\partial_{\theta} f_n(x)$. Higher derivatives are denoted in an analogous way. Typically, we will consider $\theta$ to be a unit vector and write $\theta \in \mathbb{S}^{d-1}$. The derivative of the fibre maps are denoted by $\partial_{\theta} f_n(x)$.
Given $\beta \in [0, 1]$, we are interested in studying the invariant graphs of $f_\beta$. These are measurable functions $\phi : \mathbb{T}^d \to \mathbb{X}$ satisfying
\[ f_\beta(\phi(\theta)) = \phi(\theta + \omega), \]
such that the corresponding graph $\Phi := \{(\theta, \phi(\theta)) \in \mathbb{T}^d \times \mathbb{X} : \theta \in \mathbb{T}^d\}$ is an invariant set under $f_\beta$ in the sense that $f_\beta(\Phi) = \Phi$. Like fixed points in monotone, unforced (that is, autonomous) interval maps, invariant graphs are barriers that can not be crossed by orbits (if we consider monotonously increasing fibre maps, too) and as a matter of fact, many statements for fixed points of unforced maps remain true (with slight changes) when going over to invariant graphs of qpf interval maps.

As in the unforced situation, the stability of an invariant graph $\phi$ is closely related to its associated Lyapunov exponent ([12, Proposition 3.3]), which is given by
\[ \lambda(\phi) := \int_{\mathbb{T}^d} \log |\partial_x f_\beta(\phi(\theta))| \, d\theta. \]
We say an invariant graph $\phi$ is an attractor if $\lambda(\phi) < 0$; we call it repellor if $\lambda(\phi) > 0$; and we call it neutral if $\lambda(\phi) = 0$.

**Theorem 2.2** (cf. [1] Theorem 2.1). Consider a qpf monotone interval map $f$ of the form (2.1). Assume that for each $\theta \in \mathbb{T}^d$ there exist measurable functions $\gamma^- \leq \gamma^+ : \mathbb{T}^d \to X$ such that for all $\theta \in \mathbb{T}^d$ the fibre maps are strictly concave on $\Gamma(\theta) := \{y^-(\theta), y^+(\theta)\}$. Further, assume that $h(\theta) := \inf_{x \in \Gamma(\theta)} \log \partial_x f(x)$ has an integrable minorant.

Then there exist at most two distinct invariant graphs in $\Gamma := \{(\theta, x) \in \mathbb{T}^d \times \mathbb{X} : x \in \Gamma(\theta)\}$. Moreover, if there exist two distinct invariant graphs $\phi^- \leq \phi^+$ in $\Gamma$, then $\phi^-$ is a repellor and $\phi^+$ is an attractor.

We call two invariant graphs $\phi, \psi$ pinched if $\phi(\theta) = \psi(\theta)$ for some $\theta$. Note that due to the minimality of the base map $\theta \mapsto \theta + \omega$, this implies that the two graphs coincide on a residual set in $\mathbb{T}^d$. It is obvious that in this case at least one of the two graphs is non-continuous. A non-continuous invariant graph $\phi$ is called a strange non-chaotic attractor (SNA) if $\lambda(\phi) < 0$; it is called a strange non-chaotic repellor (SNR) if $\lambda(\phi) > 0$.

In 1984, Grebogi et al. found numerical evidence for the existence of an SNA in the case of pinched systems [8]. These are qpf interval maps $f$ with monotone fibre maps which leave the zero line invariant (that is, $f_\beta(0) = 0$) and possess a pinched point, that is, there exists a point $\theta_0 \in \mathbb{T}^d$ with $f_\beta(0) = 0$. Under additional assumptions, the zero-line turns out to be repelling. Thus, by proving the existence of an attracting graph (which necessarily has to share a residual set with the zero-line), Keller gave a rigorous argument for the existence of an SNA for pinched systems [11].

In the injective setting (where there are no pinched points), we cannot argue in such a comparably direct way. Instead, the following concept proves helpful.

**Definition 2.3.** A sink-source orbit is an orbit whose backward and forward vertical Lyapunov exponent is positive, that is,
\[ \limsup_{n \to \infty} \frac{1}{n} \left| \text{log} |\partial_x f_\beta^n(\phi(\theta))| \right| > 0 \quad \text{and} \quad \limsup_{n \to \infty} \frac{1}{n} \left| \text{log} |\partial_x f_\beta^{-n}(\phi(\theta))| \right| > 0. \]

**Theorem 2.4.** ([12 Theorem 2.4]) Suppose $f_\beta : \mathbb{T}^d \times [a, b] \to \mathbb{T}^d \times [a, b]$ is a continuous qpf monotone interval map and $(\theta, x) \mapsto \partial_x f_\beta(\theta)$ is continuous. Then the existence of a sink-source-orbit implies the existence of both an SNA and an SNR.

We prove the existence of an SNA by proving the existence of a sink-source orbit. Note that if $\mathbb{X} = \mathbb{R}$, we may apply Theorem 2.4 by considering $X$ to be the extended real line $[a, b] = [-\infty, \infty]$, since the constructed sink-source orbit is bounded. We deal in an analogous way with open and half-open intervals, respectively.

### 2.2 Saddle-node bifurcations in quasi-periodically forced systems

Non-autonomous bifurcation theory in the setting of one-parameter families of qpf monotone interval maps studies the bifurcation of invariant graphs along the change of the parameter. An often considered situation is that of a

---

2A graph $\phi$ is said to be contained in $\Gamma$ if $\phi(\theta) \in \Gamma(\theta)$ for all $\theta \in \mathbb{T}^d$. Further, we identify invariant graphs which coincide almost surely.
saddle-node bifurcation \[13,12\]: There exists a critical parameter \(\beta_c\) such that for \(\beta < \beta_c\) there are two continuous invariant graphs, while there is no invariant graph for \(\beta > \beta_c\). At \(\beta = \beta_c\) there exists (in contrast to the un-forced case) a dichotomy: Either there occurs a smooth or a non-smooth saddle-node bifurcation.

**Theorem 2.5.** (cf. [1] Theorem 6.1) Let \(\omega \in \mathbb{T}\) and suppose \((f_\beta)_{\beta \in [0,1]}\) is a family of qpf monotone \(C^2\) interval maps. Further, assume that there exist continuous functions \(\gamma^- , \gamma^+ : \mathbb{T}^d \to X\) with \(\gamma^- < \gamma^+\) such that the following holds (for all \(\beta \in [0,1]\) and \(\theta \in \mathbb{T}^d\) where applicable).

(i) There exist two distinct continuous \(f_0\)-invariant graphs and no \(f_1\)-invariant graph in \(\Gamma\);

(ii) \(f_\beta,\theta(\gamma^+(\theta)) \leq \gamma^+(\theta + \omega)\);

(iii) the maps \((\beta, \theta, x) \mapsto \partial_x f_\beta(\theta, x)\) with \(i = 0, 1, 2\) and \((\beta, \theta, x) \mapsto \partial_{x}f_\beta(\theta, x)\) are continuous;

(iv) \(\partial_x f_\beta(\theta) > 0\) for all \(x \in \Gamma(\theta)\);

(v) \(\partial_x^2 f_\beta(x) < 0\) for \(x \in \Gamma(\theta)\);

(vi) \(\partial_{x}f_\beta(x) < 0\) for \(x \in \Gamma(\theta)\).

Then there exists a unique critical parameter \(\beta_c \in (0,1)\) such that there holds:

- If \(\beta < \beta_c\), then there exist two continuous \(f_\beta\)-invariant graphs \(\phi^-_\beta < \phi^+_\beta\) in \(\Gamma\) with \(\lambda(\phi^-_\beta) < 0\) and \(\lambda(\phi^+_\beta) > 0\).
- If \(\beta = \beta_c\), then either there exists exactly one \(f_\beta\)-invariant graph \(\phi^-_\beta\) in \(\Gamma\), or there exist two semi-continuous and pinched \(f_\beta\)-invariant graphs \(\phi^-_\beta < \phi^+_\beta\) a.s. in \(\Gamma\), with \(\phi^-_\beta\) lower and \(\phi^+_\beta\) upper semi-continuous. If there is only one invariant graph \(\phi^-_\beta\), then \(\lambda(\phi^-_\beta) = 0\). If there are two graphs, then \(\lambda(\phi^-_\beta) > 0\) and \(\lambda(\phi^+_\beta) < 0\).
- If \(\beta > \beta_c\), then no \(f_\beta\)-invariant graph exists in \(\Gamma\).

**Remark 2.6.** If there exist two invariant graphs at the critical parameter \(\beta_c\), we speak of a non-smooth saddle-node bifurcation. The other case is referred to as a smooth bifurcation.

The main goal of this article is to provide natural conditions under which the occurrence of a non-smooth saddle-node bifurcation is guaranteed.

### 3 Statement of the main result and applications

We first collect a number of assumptions on the considered skew-products which we need in order to formulate our main result. In order to both make the reader familiar with these assumptions and to demonstrate how they apply to some standard skew-product families, we explicitly show that they are satisfied by

\[
f_\beta : \mathbb{T}^d \times \mathbb{R} \to \mathbb{T}^d \times \mathbb{R}
\]

\[
(\theta, x) \mapsto \left(\theta + \omega, \arctan(\alpha x) - \beta \cdot \frac{\pi}{4} (1 + \cos 2\pi \theta)\right),
\]

for Diophantine \(\omega \in \mathbb{T}\) and large enough \(\alpha\).

To guarantee the existence of a sink source orbit, we need to ensure that the respective orbit spends most of the positive times in regions of (vertical) expansion and most of the negative times in (vertically) contracting regions. For that reason, we assume the existence of both an interval of expansion \(E = [e^-, e^+]\) and contraction \(C = [c^-, c^+]\) with \(e^+ < c^+\) and such that

\[
(\mathcal{A}1) \quad \partial_x f_{\beta,\theta}(x) < \alpha_c \text{ for } (\theta, x) \in \mathbb{T}^d \times C,
\]

\[
(\mathcal{A}2) \quad \partial_x f_{\beta,\theta}(x) > \alpha_c \text{ for } (\theta, x) \in \mathbb{T}^d \times E,
\]

where \(0 < \alpha_l < \alpha_c < 1 < \alpha_c < \alpha_u\) and
\(\mathcal{A3}\) \(\alpha_l < \partial_s f_{\beta,\theta}(x) < \alpha_u \) for all \((\theta, x) \in \mathbb{T}^d \times [e^-, c^+]\).

Instead of considering all of the phase space \(\mathbb{T}^d \times X\), we restrict our analysis to the section \(\mathbb{T}^d \times [e^-, c^+]\). Thus, \(e^-\) and \(c^+\) play the roles of \(\gamma^-\) in Theorem 2.5.

\(\mathcal{A4}\) \(f_{\beta,\theta}(c^+) \leq c^+\) and \(f_{\beta,\theta}(e^-) \leq e^-\).

In Theorem 2.5, there exist two invariant graphs between \(\gamma^-\) and \(\gamma^+\) for \(\beta = 0\) and no invariant graphs for \(\beta = 1\). In order to ensure this, we suppose, in addition to \((\mathcal{A4})\), that

\(\mathcal{A5}\) \(f_{\beta,\theta}(c^+) \geq c^+\) for all \(\theta \in \mathbb{T}^d\) and \(f_{\beta,\theta}(c^+) \leq e^-\) for some \(\theta \in \mathbb{T}^d\).

Before formulating further assumptions, let us define the introduced quantities for \((\mathcal{A})\) and see how \((\mathcal{A1})- (\mathcal{A5})\) are verified in this particular case. Set \(e^- := 0\), \(e^+ := r/\alpha\) for some \(r > 0\), \(c^+ := \pi/2\) and fix an arbitrary \(c^-\) in \((e^+, c^+)\). As

\[
\partial_s f_{\beta,\theta}(\alpha) = \frac{\alpha}{1 + (\alpha x)^p},
\]

we get \((\mathcal{A1})- (\mathcal{A3})\) with \(\alpha, \alpha_p = \alpha^\frac{1}{2}\) and \(\alpha, \alpha_p = \alpha^p\) for some fixed \(p > 2\) if \(\alpha\) is large enough. Further, \((\mathcal{A4})\) is evident and \((\mathcal{A5})\) trivially holds under the assumption of large enough \(\alpha\).

As in Theorem 2.5, we naturally assume monotone dependence on \(\beta\).

\(\mathcal{A6}\) \(f_{\beta}(\theta, x)\) is strictly decreasing for fixed \((\theta, x) \in \mathbb{T}^d \times [e^-, c^+]\).

Furthermore, we need the dependence on \(\beta\) to be smooth enough. That is, we suppose

\(\mathcal{A7}\) \((\beta, \theta, x) \mapsto f_{\beta}(\theta, x)\) and \((\beta, \theta, x) \mapsto \partial_\beta f_{\beta}(\theta, x)\) as well as \((\beta, \theta, x) \mapsto \partial_\theta f_{\beta}(\theta, x)\) for \(\theta \in \mathbb{S}^{d-1}\) are continuous.

Both assumptions are trivially fulfilled by \((\mathcal{A})\). As we want to restrict ourselves to \(\mathbb{T}^d \times [e^-, c^+]\), we exclude parameters \(\beta\) for which obviously every orbit leaves \(\mathbb{T}^d \times [e^-, c^+]\). In other words, we only consider parameters not bigger than \(\beta, (0) := \min \{\beta \in [0, 1] \mid \exists \theta \in \mathbb{T}^1 : f_{\beta,\theta}(\alpha) = e^-\}\). On the other hand, as we want the sink-source orbit to basically stay in the contracting region \(\mathbb{T}^d \times C\) for negative times while we want it in the expanding region \(\mathbb{T}^d \times E\) for positive times, we need to ensure that there is a connection between the two regions. Therefore, we only consider parameters \(\beta\) not too small in order to make it possible to jump from one region to the other. That is, we deal with parameters not smaller than \(\beta, (0) := \max \{\beta \in [0, \beta_0(0)] \mid \forall \theta \in \mathbb{T}^1 : f_{\beta,\theta}(\alpha) \geq e^+\}\). Note that we don’t need to compute \(\beta, (0)\) for \((\mathcal{A})\) explicitly. Instead, it suffices to know that \(\beta, (0) \in (0, 1)\), which is true for obvious reasons.

Setting \(\mathcal{A}(0) := [\beta_-, (0), \beta_+(0)]\), we hence only consider \(\beta \in \mathcal{A}(0)\) from now on. For each such \(\beta\) there is a so-called (first) critical region, \(I_{\theta, \beta} \subseteq \mathbb{T}^d\) such that outside of \(I_{\theta, \beta}\), orbits in the contracting region stay in the contracting region.

\(\mathcal{A8}\) \(f_{\beta}(\theta, x) \in C\) for all \(x \in [e^-, c^+], \theta \notin I_{\theta, \beta}\).

By means of the monotonicity in \((\mathcal{A})\) and by \((\mathcal{A4})\), this is equivalent to

\(\mathcal{A8}\) \(f_{\beta}(\theta, x) \in E\) for all \(x \in [e^-, c^+], \theta \notin I_{\theta, \beta} + \omega\).

Notice that a priori we did not assume invertibility of \(f_{\beta}\). However, due to the inverse function theorem and \((\mathcal{A4})\), we have that for a small open neighbourhood \(U\) of \(\mathbb{T}^d \times [e^-, c^+]\) the map \((f_{\beta})^{-1}\) is well-defined and \(C^2\). We will refer to it simply as \(f_{\beta}^{-1}\). Observe that it also verifies \((\mathcal{A})\).

In general, a natural choice for the critical region is given by

\[
I_{\theta, \beta} := \{\theta \in \mathbb{T}^d : f_{\beta,\theta}(e^-) \leq c^+\},
\]

which verifies \((\mathcal{A})\) by definition. In the particular case of \((\mathcal{A})\), this choice reads

\[
I_{\theta, \beta} := \{\theta \in \mathbb{T}^1 : \cos 2\pi \theta \geq \frac{4}{\pi} \cdot (\arctan r - c^-)/\beta - 1\}. (3.1)
\]

The critical region \(I_{\theta, \beta}\) allows jumps from the contracting to the expanding region and vice versa. On the other hand, we also want the sink-source orbit to spend long times in the respective regions without jumping out too often, that is, we don’t want \(I_{\theta, \beta}\) to be too big.

In \((3.1)\), we see that by choosing large \(r\) and small \(c^-\), we can make \(I_{\theta, \beta}\) arbitrarily small for large enough \(\alpha\). This results from the fact that the second derivative \(\partial_\theta^2 f_{\beta,\theta}(x) = \beta \alpha^2 \cdot \cos 2\pi \theta\) is bounded away from 0 on the interval \(I_{\theta, \beta}\).

In general, we thus assume there exists \(s > 0\) such that
(A9) \( \partial^2_{\theta, f_{\beta, \theta}}(x) > s \) for each \( \theta \in S^{d-1} \) and \( \theta \in \Theta_{0} \), \( x \in C, \beta \in \mathcal{B}(0) \),

(A10) \( \Theta_{0} \) is closed and convex and \( \Theta_{0} \subseteq \Theta_{0} \) for \( \beta \leq \beta' \).

To motivate further assumptions, we need to provide a rough sketch of how to prove the existence of a sink-source orbit. Assuming that \( \Theta_{0} \) is small, there is a positive number \( M_0 \) such that the first \( M_0 \) forward and backward iterates of \( \Theta_{0} \) under the base transformation (that is, under the rigid rotation with rotation vector \( \omega \)) don’t intersect, that is,

\[
\Theta_{0} + \omega \cap \bigcup_{k=\pm 1,\ldots,M_0} (\Theta_{0} + (k + 1)\omega) = \emptyset.
\]

If this is true, \( f^1_{\beta}(\theta, x) \) never leaves the contracting region for \( \theta \in \Theta_{0} - (M_0 - 1)\omega, x \in C \) and \( l = 0, \ldots, M_0 - 1 \), while \( f^{-1}_{\beta}(\theta, x) \) never leaves the expanding region for \( \theta \in \Theta_{0} + (M_0 + 1)\omega, x \in E \) and \( l = 0, \ldots, M_0, \) due to (A8) and (A9). However, \( f^{M_0-1}_{\beta}(\theta, x) \) might jump into the expanding region under the action of \( f_{\theta} \) or, even more, fall into the set \( f^{-M_0}_{\theta}(\Theta_{0} + (M_0 + 1)\omega, E) \). In the latter case, \( f^{M_0-1}_{\beta}(\theta, x) \) is a first candidate for a sink-source orbit as it stays in the expanding region for \( M_0 + 1 \) times while its backward iterates stay in the contracting region for \( M_0 - 1 \) times.

The projection of the set of all such sink-source orbit candidates to the base \( T^d \) is denoted by \( \Theta_{1,\beta} \). Similarly as in the case of \( \Theta_{0} \), we need that \( \Theta_{1,\beta} \) is small enough to guarantee that it visits itself with an even smaller frequency than \( \Theta_{0} \). To that end, we need that the second derivatives of \( \phi^\pm(\theta) := f_{\beta}^{M_0+1}(e^\pm) \) and \( \psi^\pm(\theta) := f_{\beta}^{M_0-1}(e^\pm) \) (for \( \theta \in \Theta_{0} + \omega \)) with respect to \( \theta \) are small in comparison to the lower bound \( s \) in (A9) (such that the second derivatives of \( \phi^\pm \) and \( \psi^\pm \) with respect to \( \theta \) are basically bounded from below by \( s \) as well). This amounts to keeping all the other derivatives of \( f_{\theta} \) and its inverse small. Let \( S > 0 \) be such that

(A11) \[ \big| \partial_\theta f_{\beta, \theta}(x) \big| < S \] for all \((\theta, x) \in T^d \times [e^-, e^+] \) and \( \theta \in S^{d-1} \),

(A12) \[ \big| \partial_\theta^2 f_{\beta, \theta}(x) \big| < S^2 \] for all \((\theta, x) \in T^d \times [e^-, e^+] \) and \( \theta \in S^{d-1} \),

(A13) \[ \big| \partial_\theta f_{\beta, \theta}(x) \big| < \begin{cases} S \alpha e & \text{for } (\theta, x) \in T^d \times C \\ S \alpha^2 e & \text{for } (\theta, x) \in T^d \times [e^-, e^+] \end{cases} \text{ for each } \theta \in S^{d-1}. \]

Further, suppose

(A14) \[ \big| \partial_\theta^2 f_{\beta, \theta}(x) \big| < \begin{cases} \alpha e & \text{for } (\theta, x) \in T^d \times C \\ \alpha^2 e & \text{for } (\theta, x) \in T^d \times [e^-, e^+] \end{cases}. \]

For the derivatives of the inverse, we get some of the above estimates by means of the inverse function theorem. However, we additionally need

(A15) \[ \big| \partial_\theta^2 f_{\beta, \theta}(x) \big| < \alpha^{-1} e \] for each \( \theta \notin \Theta_{0} + \omega \) and \( x \in E \),

(A16) \[ \big| \partial_\theta f_{\beta, \theta}(x) \big| < \alpha^{-1} e \] for each \( \theta \notin \Theta_{0} + \omega, x \in E \) and \( \theta \in S^{d-1} \).

Coming back to (E), we get (A11) and (A12) by setting \( S := \max_{\beta, \theta, x} \partial_\theta f_{\beta, \theta}(x) = \pi^2 / 2 \). (A13) is trivial, as mixed derivatives vanish. With

\[
\partial^2_\theta f_{\beta, \theta}(x) = \frac{-2\alpha^3 x}{(1 + (\alpha x)^2)^2},
\]

we get \( \partial^2_\theta f_{\beta, \theta}(x) \leq \alpha^{-2/3} \) for big enough \( \alpha \) and \( x \in C \). Further, basic calculus yields \( \big| \partial^2_\theta f_{\beta, \theta}(x) \big| \leq \frac{\partial^2_\theta f_{\beta, \theta}(\sqrt{1/(3\alpha^2)})}{O(\alpha^2)} \) as \( \alpha \to \infty \). This shows (A14) for big enough \( \alpha \). If \( x \in E \) and \( \theta \notin \Theta_{0} + \omega, \) we moreover have

\[
\partial^2_\theta f_{\beta, \theta}(x) = 2/\alpha \cdot \frac{\sin \left( x + \beta \cdot \frac{3}{4} (\cos 2\pi(\theta - \omega) + 1) \right)}{\cos^3 \left( x + \beta \cdot \frac{3}{4} (\cos 2\pi(\theta - \omega) + 1) \right)},
\]

\[
\partial_\theta \partial x f_{\beta, \theta}(x) = -\beta \pi^2 / \alpha \cdot \frac{\sin 2\pi(\theta - \omega) \cdot \sin \left( x + \beta \cdot \frac{3}{4} (\cos 2\pi(\theta - \omega) + 1) \right)}{\cos^3 \left( x + \beta \cdot \frac{3}{4} (\cos 2\pi(\theta - \omega) + 1) \right)}.\]
As \( \theta \notin I_{0,\beta} + \omega \), (3.1) yields \( \beta \cdot \frac{2}{\pi}(\cos 2(\theta - \omega) + 1) < \arctan r - c^- \) which proves (A15) and (A16) for large enough \( \alpha \), since \( 0 \leq x \leq r/\alpha \).

We are now in a position to state the main theorem of this article.

**Theorem 3.1.** Suppose \( \omega \) is Diophantine of type \((\mathcal{C}, \eta)\) and \( \left(f_{p}\right)_{p \in [0,1]} \) satisfies (A1) - (A16). Let there be \( p \geq \sqrt{2}, \alpha > 1 \) with

\[
\alpha^{-1} = \alpha_{c} = \alpha_{c}^*, \quad \alpha^{-1} = \alpha_{u} = \alpha_{u}^*.
\]

Then there exist strictly positive constants \( \epsilon_{0} = \epsilon_{0}(p, \mathcal{C}, \eta) \) and \( \alpha_{0} = \alpha_{0}(s, S, p, |C|, |E|, \mathcal{C}, \eta) \) such that if \( |I_{0,\beta,\omega(0)}| < \epsilon_{0} \) and \( \alpha > \alpha_{0} \), there is \( \beta_{c} \in [0, 1] \) such that \( f_{\beta_{c}} \) has a sink-source orbit, and hence an SNA and an SNR in \( T^d \times [e^-, e^+] \).

Note that together with the previous discussion, this theorem proves the occurrence of a non-smooth bifurcation for the example in the introduction.

**Remark 3.2.**

(i) \( \alpha_{0} \) can be chosen to be monotonously increasing in \( |C| \) and \( |E| \).

(ii) The conjugacy \((\theta, x) \mapsto (\theta, -x)\) and the parametrisation \( \beta \mapsto 1 - \beta \) yield a symmetric version of the theorem if the contracting region is below the expanding one, that is, if \( c^- < e^- \).

Theorem 3.1 is proved in Section 4 by showing the existence of a sink-source orbit in \( T^d \times [e^-, e^+] \). Due to Theorem 2.4 this yields the existence of an SNA and an SNR. Setting \( b = c^- \) and changing the system for \( x < e^- \) in such a way that every point below \( e^- \) approaches \( a \) for \( n \to \infty \), we see that the respective SNA/SNR pair is in fact contained in \( T^d \times [e^-, e^+] \).

It is important to note that the assumptions of Theorem 3.1 are stable under \( \mathcal{C} \)-small perturbations of the fibre maps \( f_{\beta,0} \) which respect (A6) and (A7). This is the main advantage over previous results in this direction, which establish the existence of an SNA only under comparably strong technical constraints: In \cite{12} Theorem 2.7 it is necessary to assume the existence of a “sharp peak” for the maps \( \phi^* \), which implies non-differentiability of \( f_{\beta} \) with respect to the base coordinates.\(^3\)

An important step towards the understanding of the creation of SNAs was the verification of a non-smooth saddle-node bifurcation for the Harper map

\[
(\theta, x) \mapsto \left(\theta + \omega, \arctan\left(\frac{1}{\tan(x) - E + \lambda V(\theta)}\right)\right),
\]

which is closely related to the discrete quasi-periodic Schrödinger equation. In \cite{3} it is shown that if the “potential” \( V \) is \( \mathcal{C}^2 \) and if it assumes its unique global maximum at a point with non-vanishing second derivative, then we observe a non-smooth saddle-node-bifurcation upon a decrease of \( E \) if \( \lambda \) is large enough.

The geometric idea of our proof is inspired by the proof in \cite{3} as can be readily seen from the pictures in Figure 2. It is thus not surprising that we can recover Bjerklov’s result with the same regularity assumptions.\(^4\) However, as we don’t restrict to fibre maps of a particular shape, more work is needed in order to get control over the sink-source orbit.

Despite the fact that (A1) - (A16) seem rather technical, they just capture the main qualitative properties of some standard examples which possess an SNA and turn out to be flexible enough to treat different skew-product families at the same time. We have seen that \cite{4} verifies the assumptions of Theorem 3.1. As a generalisation of the arctan-family \cite{4}, for each \( q > 1 \) we can apply Theorem 3.1 to

\[
(\theta, x) \mapsto \left(\theta + \omega, h_q(\alpha x) - \beta \cdot \frac{h_q(\alpha x)}{2} (1 + \cos 2\pi \theta)\right),
\]

\(^3\)Note that the positive lower bound for \( \partial_{x} h_{q,0}(x) \) in (A9) can be understood as a replacement for this sharp peak assumption in the respective statement in \cite{12}.

\(^4\)The application of Theorem 3.1 to the Harper map works by means of a similar argument as in \cite{12} Section 2.4.2. However, it is necessary to control the dependence of \( \alpha_{0} \) on \( s \) and \( S \) in this particular case. To that end, we provide a slightly different formulation of the above theorem (cf. Theorem 4.10, which specifies the relationship between \( \alpha \) and \( s \) as well as \( S \) in an appropriate way.
where \( h_q(x) := \text{sgn}(x) \cdot \tilde{h}_q(|x|) \) with \( \tilde{h}_q(x) := \int_0^x (1 + \xi^q)^{-1} \, d\xi \), which can be seen similarly as for \((\ast)\). Analogously, we obtain a non-smooth saddle-node bifurcation for the family

\[
(\theta, x) \mapsto h_q(\alpha x) - 2\beta - \frac{1 + \sin 2\pi \theta}{2},
\]

which has been considered numerically for \( q = 2 \) in \([\Pi]\), for example.

**Remark 3.3.** The assumption that \( \alpha_x^{-1} = \alpha_e = \alpha_f \) and \( \alpha_x^{-1} = \alpha_\alpha = \alpha_e^{p} \) is only for technical reasons. It basically originates from the fact that we defined \( I_{1,\beta} \) in a symmetric way, that is, we considered the intersection of the \( M_0 - \text{th} \) iterate of \( I_{0} - (M_0 - 1)\omega \times C \) and the \( M_0 ' - \text{th} \) iterate of \( I_{0} + (M_0 + 1)\omega \times E \) with \( M_0 ^ ' = M_0 \) (cf. Definition 4.1). By allowing different relations between \( M_0 ' \) and \( M_0 \), we could also allow different scaling behaviour in order to apply a similar statement like Theorem 3.1 to \((\theta, x) \mapsto (\theta + \omega, \tanh(\alpha x) - \beta(1 + \cos(2\pi \theta)))\), for example, where the ratio of \( \alpha_x^{-1} / \alpha_\alpha \) grows exponentially with \( \alpha \).

**Remark 3.4.** Combining Theorem 2.2, Theorem 2.5 and Theorem 3.1, we straightforwardly get conditions which guarantee the occurrence of a non-smooth saddle-node bifurcation. However, it is worth mentioning that besides some minor technical hypothesis, the convexity assumption of Theorem 2.5 is not needed in Theorem 3.1. In other words: The existence of an SNA is in a sense independent of the saddle-node bifurcation framework.

## 4 Proof of Theorem 3.1

In this section, we prove Theorem 3.1 by showing that there is a point \((\theta, x)\) whose positive iterates mostly stay in the expanding region, while its negative iterates mostly stay in the contracting region. This can be achieved if the frequency of the jumps from one region to the other is small enough, which is the idea behind the inductive assumptions \((\mathcal{F}1)_{n}\) and \((\mathcal{F}2)_{n}\) (Section 4.1). These are basically hypothesis on the size of the inductively defined critical intervals \( I_n \). By a geometrical argument, we will get upper bounds for these quantities in Section 4.2. In Section 4.3 we eventually show that these upper bounds decrease fast enough to guarantee the existence of an SNA.

### 4.1 Combinatorial considerations - The basic mechanism

We make use of \((\mathcal{A}1)-(\mathcal{A}4)\) and \((\mathcal{A}8)\) to estimate the vertical growth rate of orbits which converge to a sink-source orbit. In order to achieve this, we need to assume some additional inductive assumptions. The verification of these additional assumptions is the goal of the subsequent sections. As a matter of fact, the statements of this section are basically provided in \([3,15]\), already. For the convenience of the reader and as there are some subtle technical differences, we nevertheless include some of the proofs.

In the following, let \((M_n)_{n \in \mathbb{N}_0}, (K_n)_{n \in \mathbb{N}_0} \in \mathbb{N}_0^2 \) be strictly increasing sequences (independent of \( \beta \)) with \( M_0 \geq 2 \).

**Definition 4.1.** Suppose we have already defined the \( n \)-th critical region \( I_{n,\beta} \). Set

- \( \mathcal{A}_{n,\beta} := (I_{n,\beta} - (M_n - 1)\omega) \times C, \)
- \( \mathcal{B}_{n,\beta} := (I_{n,\beta} + (M_n + 1)\omega) \times E, \)
- \( I_{n+1,\beta} := \pi_1\left(f_{\beta}^{M_n-1}(\mathcal{A}_{n,\beta}) \cap f_{\beta}^{-M_{n+1}}(\mathcal{B}_{n,\beta})\right). \)

**Remark 4.2.** It is obvious that \( I_{n+1,\beta} \subseteq I_{n,\beta} \) \((n \in \mathbb{N}_0)\). However, note that \( I_{n+1,\beta} \) might be empty even if \( I_{n,\beta} \neq \emptyset \).

For fixed \( N \in \mathbb{N} \), we will only consider such \( \beta \in \mathcal{B}(0) \) with \( f_{\beta,\theta}(M_{n-1})^+(e^+) \geq f_{\beta,\theta}(M_{n+1})^-(e^-) \) for each \( \theta \in I_n \) and \( 0 \leq n \leq N - 1 \). We denote the set of these \( \beta \) by \( \mathcal{B}(N) \) and set \( \mathcal{B}(0) := \mathcal{B}(0) \).

Occasionally, we might suppress the index \( \beta \). For \( n \in \mathbb{N}_0 \), set \( \mathcal{I}^n := \bigcup_{j=0}^n \bigcup_{\xi=-(M_j-1)}^{M_j} I_j + \omega; \mathcal{Z}_n := \bigcup_{j=0}^n I_j + \omega; \mathcal{W}_n := \bigcup_{j=0}^n I_j + \omega \). Moreover, set \( I_{-1,\beta} = \mathbb{R}^d \) and \( \mathcal{Z}_{-1}, \mathcal{Z}_{-1}^+, \mathcal{V}_{-1}, \mathcal{W}_{-1} = \emptyset \).

In order to be able to control an orbit, we do not want it to visit the critical regions too often. We therefore need to assume that the critical regions are small enough.

\[ 9 \]
Definition 4.3. We say $f_\beta$ verifies $(F_1)_n$ and $(F_2)_n$, respectively if

$$(F_1)_n \quad I_{j,\beta} \cap \bigcup_{k=1}^{2kM_\beta} I_{j,\beta} + k\omega = \emptyset,$$

$$(F_2)_n \quad (I_{j,\beta} - (M_\beta - 1)\omega \cup I_{j,\beta} + (M_\beta + 1)\omega) \cap (V_{j-1} \cup W_{j-1}) = \emptyset,$$

for $j = 0, \ldots, n$ and $n \in \mathbb{N}_0$. If $f_\beta$ satisfies both $(F_1)_n$ and $(F_2)_n$, we say $f_\beta$ satisfies $(F)_n$. It is convenient to set $(F)_0$ to be true.

For $\theta \in \mathbb{T}_r$, we denote by $L_m, R_m \in \mathbb{N}_0 \cup \{\infty\}$ the smallest integers $l, r$ with $\theta_l \in I_m$ and $\theta_r \in I_m + \omega$, respectively.

Lemma 4.4 (cf. [15] Lemma 3.4). Let $n \in \mathbb{N}_0$. Suppose $f_\beta$ satisfies $(A_3), (A_4)$ and $(A_8)$ as well as $(F)_{n-1}$ with $\beta \in \hat{S}(n)$ and assume

$$(B_1)_n \quad \begin{cases} x \in C \\ \theta \notin \mathbb{Z}_{n-1} \end{cases}.$$ 

Furthermore, let $0 < \mathcal{L}^{(1)} < \ldots < \mathcal{L}^{(N)} = \mathcal{L}_n$ be all those times $m \leq \mathcal{L}_n$ for which $\theta + m\omega \in I_{n-1}$. Then $(\theta_{\mathcal{L}^{(i)}}, M_{\mathcal{L}^{(i)}}, x_{\mathcal{L}^{(i)}}, M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}})$ satisfies $(B_1)_n$ for each $i = 1, \ldots, N - 1$ and the following implication holds

$$(C_1)_n \quad x_k \notin C \Rightarrow \theta_k \in V_{n-1} \quad \text{and} \quad x_k \in [e^-, e^+] \quad (k = 1, \ldots, \mathcal{L}_n).$$

Analogously backwards: Instead of $(B_1)_n$ assume

$$(B_2)_n \quad \begin{cases} x \in E \\ \theta \notin \mathbb{Z}_n^+ \end{cases}$$

and let $0 < \mathcal{R}^{(1)} < \ldots < \mathcal{R}^{(N)} = \mathcal{R}_n$ be all those times $m \leq \mathcal{R}_n$ for which $\theta - m\omega \in I_{n-1}$. Then $(\theta_{\mathcal{R}^{(i)}}, M_{\mathcal{R}^{(i)}}, x_{\mathcal{R}^{(i)}}, M_{\mathcal{R}^{(i)}}, \omega_{\mathcal{R}^{(i)}})$ satisfies $(B_2)_n$ for each $i = 1, \ldots, N - 1$ and the following implication holds

$$(C_2)_n \quad x_k \notin E \Rightarrow \theta_k \in W_{n-1} \quad \text{and} \quad x_k \in [e^-, e^+] \quad (k = 1, \ldots, \mathcal{R}_n).$$

Proof. We only consider the forward case; the other case works similarly. Note that for $n = 0$ the statement is true due to $(A_8)$.

Assume the statement holds for $n_0 \in \mathbb{N}$ and assume $(\theta, x)$ satisfies $(B_1)_{n_0+1}$. Trivially, $(B_1)_{n_0+1}$ implies $(B_1)_{n_0}$ such that $x_k \notin C \Rightarrow \theta_k \in V_{n-1}$ and $x_k \in [e^-, e^+]$ for $k \leq \mathcal{L}^{(1)}$. Notice that $(I_{n_0} - (M_{n_0} - 1)\omega) \cap V_{n-1} = \emptyset$ because of $(F_{2})_{n_0}$. Hence, $(\theta_{\mathcal{L}^{(i)}}, M_{\mathcal{L}^{(i)}}, x_{\mathcal{L}^{(i)}}, M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}})$ is well defined due to $(C_1)_{n_0}$. As $\beta \in \hat{S}(n)$, we further have $f_\beta^{M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}}\bigl(\mathbb{R}_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}\bigr)(e^+) \geq f_\beta^{M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}}\bigl(\mathbb{R}_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}\bigr)(e^-)$. If we had $x_{\mathcal{L}^{(i)}} < f_\beta^{M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}}\bigl(\mathbb{R}_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}\bigr)(e^-)$, this would imply there exists $y \in [x_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}], e^+ \subseteq [e^-, e^+]$ with $f_\beta^{M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}}\bigl(\mathbb{R}_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}\bigr)(e^-) \geq f_\beta^{M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}}\bigl(\mathbb{R}_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}}\bigr)(e^+)$. By $(\mathcal{A}_4)$ and the monotonicity, we thus have $x_k \in [e^-, e^+]$ for $k = \mathcal{L}^{(1)}, \ldots, \mathcal{L}^{(i)} + M_{\mathcal{L}^{(i)}}$. Now, $x_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}} \notin E$, since otherwise again $\theta_{\mathcal{L}^{(i)}} \in I_{n_0+1}$, by definition of $I_{n_0+1}$. $(\mathcal{A}_8)$, and $(F_{2})_{n_0}$ hence yield $x_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}} \notin C$. By $(F)_{n_0}$, we get that $(I_{n_0} + (M_{n_0} + 2)\omega) \cap \mathbb{Z}^+_{n_0} = \emptyset$. Thus, $(\theta_{\mathcal{L}^{(i)}}, M_{\mathcal{L}^{(i)}}, x_{\mathcal{L}^{(i)}}, M_{\mathcal{L}^{(i)}}, \omega_{\mathcal{L}^{(i)}})$ verifies $(B_1)_{n_0+1}$. The statement follows by induction.

Notice that $(\theta, x) \in \mathcal{A}_n$ satisfies $(B_1)_n$ with $L_n = M_n - 1$ and $(\theta, x) \in \mathcal{B}_n$ satisfies $(B_2)_n$ with $R_n = M_n$ because of $(F_2)_n$.

Corollary 4.5 (cf. [15] Corollary 3.7]). Let $N > n \in \mathbb{N}_0$. Suppose $f_\beta$ satisfies $(A_3), (A_4), (A_8)$ as well as $(F_1)_{N+1}, (F_2)_N$ with $\beta \in \hat{S}(N)$. Then $f_\beta^{M_{n-1}, M_n}(\mathcal{A}_N) \subseteq (I_n - (M_n - 1)\omega) \times [e^-, e^+] \subseteq \mathcal{A}_n$ and $f_\beta^{M_n, M_{n+1}}(\mathcal{B}_N) \subseteq (I_n - (M_n + 1)\omega) \times [e^-, e^+] \subseteq \mathcal{B}_n$.

Proof. Since $I_{n+1} - (M_n - 1)\omega \cap V_n = \emptyset$, Lemma 4.4 yields $f_\beta^{M_n, M_{n+1}}(\mathcal{A}_{n+1}) \subseteq \mathcal{A}_n$. Due to $(\mathcal{A}_8)$, the proof of Lemma 4.4 even yields the slightly stronger inclusion $f_\beta^{M_{n+1}, M_{n+2}}(\mathcal{A}_{n+1}) \subseteq (I_n - (M_n - 1)\omega) \times [e^-, e^+]$. Now, the first result follows by induction. The other relation follows similarly.
By means of the next statement, we can control the time spent in the contracting and expanding region, respectively. For \( n, N \in \mathbb{N} \) set
\[
\mathcal{P}_n^N(\theta, x) := \# \{ l \in [n, N - 1] \cap \mathbb{N}_0 : x_l \in C \text{ and } \theta_l \notin I_0 \}
\]
\[
\mathcal{Q}_n^N(\theta, x) := \# \{ l \in [n, N - 1] \cap \mathbb{N}_0 : x_{-l} \in E \text{ and } \theta_{-l} \notin I_0 + \omega \}.
\]
Notice the slight difference to the corresponding definitions in [15], where the first coordinate had not to be taken into account. Set
\[
b_0 := 1, \quad b_n := \left( 1 - \frac{1}{K_{n-1}} \right) b_{n-1} \quad (n \in \mathbb{N}).
\]

**Lemma 4.6** (cf. [15] Lemma 3.8). Let \( n \in \mathbb{N}_0 \). Suppose \( f_\beta \) satisfies (F4), (F5), (F6) and (F7) with \( \beta \in \mathcal{B}(n) \). Furthermore, assume (B1)\( _{\omega} \) and let \( 0 < L^{(1)} < \ldots < L^{(N)} = L_n \) be as in Lemma 4.4. Then, for each \( i = 0, \ldots, N \), we have
\[
P_k^{L_{\omega}}(\theta, x) \geq b_n(L^{(i)} - k) \quad (k = 0, \ldots, L^{(i)}).
\]

**Analogously backwards:** Instead of (B1)\( _{\omega} \) assume (B2)\( _{\omega} \) and let \( 0 < R^{(1)} < \ldots < R^{(N)} = R_n \) be as in Lemma 4.4. Then, for each \( i = 0, \ldots, N \), we have
\[
Q_k^{R_{\omega}}(\theta, x) \geq b_n(R^{(i)} - k) \quad (k = 0, \ldots, R^{(i)}).
\]

**Remark 4.7.** For the present work (that is, in order to show the existence of an SNA) it suffices to have the lower bound for \( P_k^{L_{\omega}}(\theta, x) \) only. Nevertheless, the estimates for \( P_k^{L_{\omega}}(\theta, x) \) will be needed in order to study further properties of the SNA [15].

**Proof.** We consider the first inequality, the second one follows similarly. For \( n = 0 \), the statement follows from (F8).

Assume the statement is true for \( n = n_0 \) and assume \( (\theta, x) \) verifies (B1)\( _{n_0+1} \). Due to Lemma 4.4, we have that \((\theta L^{(i)} + M_{n_0+1}, X L^{(i)} + M_{n_0+2})\) satisfies (B1)\( _{n_0+1} \) for \( i = 1, \ldots, N - 1 \). By the induction hypothesis we thus get the desired estimate for \( P_k^{L_{\omega}}(\theta, x) \) as long as \( k \in [L^{(i)} + M_{n_0+2}, L^{(i+1)}] \) for some \( 0 \leq i \leq N - 1 \) or as \( i = 1 \) and \( k \in [0, L^{(1)} - 1] \).

Moreover, by (F1)\( _{n_0} \) we have
\[
L^{(i+1)} - L^{(i)} \geq 2K_{n_0}M_{n_0}.
\]

Hence, for all \( k \in [L^{(i)}, L^{(i)} + M_{n_0+1}] \) we get
\[
P_k^{L_{\omega}}(\theta, x) \geq P_k^{L^{(i)} + M_{n_0+2}}(\theta, x) \geq b_{n_0}(L^{(i+1)} - L^{(i)} - 2M_{n_0}) \geq b_{n_0+1}(L^{(i+1)} - L^{(i)} - k).
\]

Altogether, with \( j := \min(\{l = 1, \ldots, N : L^{(l)} \geq k\}) \) and \( N \geq i \geq j \) we therefore have
\[
P_k^{L_{\omega}}(\theta, x) = P_k^{L^{(j)} + M_{n_0+1}}(\theta, x) + \sum_{l=j}^{N} P_k^{L^{(l)} + M_{n_0+2}}(\theta, x) \geq b_{n_0+1} \left( L^{(j)} - k + \sum_{l=j}^{N} L^{(l+1)} - L^{(l)} \right) = b_{n_0+1}(L^{(j)} - k).
\]

The following two results can be proved like the respective statements in [15].

**Corollary 4.8** (cf. [15] Corollary 3.9). Let \( n \in \mathbb{N}_0 \). Suppose \( f_\beta \) satisfies (F3), (F4), (F5) and (F7) with \( \beta \in \mathcal{B}(n) \). Further, assume (F1) and let \( (\theta, x) \in f_\beta^{-M_{n-1}}(\mathcal{A}_n) \). Then
\[
\partial_x f_\beta^k(x) \geq \left( \alpha^{b_\alpha} \alpha^{1-b_\alpha} \right)^k \quad (0 \leq k \leq M_{n-1}).
\]

**Analogously, instead of (F1) assume (F2) and let (\theta, x) \in f_\beta^{-M_{n-1}}(\mathcal{B}_n). Then**
\[
\partial_x f_\beta^k(x) \geq \left( \alpha^{b_\alpha} \alpha^{1-b_\alpha} \right)^k \quad (0 \leq k \leq M_{n}).
\]
Define

- \( b := \lim_{n \to \infty} b_n \),
- \( \alpha_- := \alpha_{(\frac{1}{2})}^{1-b} \),
- \( \alpha_+ := \alpha_{(\frac{1}{2})}^{1-b} \).

**Proposition 4.9** (cf. [15, Proposition 3.10]). Suppose \( f_b \) satisfies (H4)-(H7) as well as (H8) and for each \( n \in \mathbb{N} \) we have \( f_b^{M_n}(A_n) \cap f_b^{-M_n}(B_n) \neq \emptyset \). Moreover, assume (F) holds for all \( n \in \mathbb{N} \), \( \alpha^-, \alpha^+ > 1 \) and \( \beta \in \bigcap_{n \in \mathbb{N}} \mathcal{B}(n) \neq \emptyset \). Then there exists a sink-source orbit in \( \mathbb{T}^d \times [e^-, e^+ \mathbb{J}] \) and hence an SNA and an SNR. More precisely,

\[
\{(\theta, x) \in \mathbb{T}^d \times X : (\theta, x) \text{ is a sink-source orbit} \} \supseteq \bigcap_{n \in \mathbb{N}} \left( f_b^{M_n}(A_n) \cap f_b^{-M_n}(B_n) \right) \neq \emptyset.
\]

**4.2 Geometric Considerations**

In this paragraph, we get an upper bound for the size of the \( n \)-th critical region \( J_{n\beta} \). So far, we dealt with \( \beta \in \mathcal{B}(n) \) in order to guarantee that the respective orbits stay in the strip \( \mathbb{T}^d \times [e^-, e^+] \). Due to the monotonicity in \( \beta \) (provided by (H6)), this amounts to only considering small enough \( \beta \). On the other hand, \( \mathcal{B}(n) \) also contains parameters \( \beta \) which are too small such that \( J_{n\beta} = \emptyset \), which is not desirable either. In order to exclude these parameters as well, we define the set of admissible parameters up to order \( n \in \mathbb{N} \) by

\[
\mathcal{B}(n) := \left\{ \beta \in \mathcal{B}(n) : f_b^{M_{n-1}}(c^-) \leq f_b^{-M_{n-1}}(c^+) \text{ for some } \theta \in I_1 \text{ and } 0 \leq l \leq n-1 \right\}
\]

where we assume \((M_i)_{i=0,\ldots,n}\) to be given.

**Proposition 4.10.** Suppose \((f_b)_{\beta \in [0,1]}\) satisfies (H6) and (H10) and let \( \beta < \beta' \in \mathcal{B}(n) \) for some \( n \in \mathbb{N}_0 \). Then

\[
I_{n\beta} \subseteq I_{n\beta'}.
\]

In particular, this implies that \( \mathcal{B}(n) \) is an interval.

**Proof.** For \( n = 0 \), (4.2) holds by (H10). Assume (4.2) is true for some \( n \in \mathbb{N}_0 \). For \( \beta \in \mathcal{B}(n+1) \), we know \( \theta \in I_{n+1,\beta} \) if and only if \( 0 \geq M_{n+1}(c^-) \leq f_b^{-M_{n+1}}(c^+) \). Since \( f_{1,\beta}(\theta, x) \) is non-increasing, \( f_b^{M_n}(c^-) \leq f_b^{-M_n}(c^+) \) is non-increasing, too. Hence, \( \theta \in I_{n+1,\beta} + \omega \) implies \( \theta \in I_{n+1,\beta'} + \omega \). Now, (4.2) follows by induction. \( \square \)

Up to now, we basically used monotonicity in \( \beta \) in order to investigate the set of admissible parameters. In order to guarantee that \( \mathcal{B}(n) \) is not empty and to control the size of the critical regions \( I_{n\beta} \), we need subter geometric information. The intuitive idea of the argument for the smallness of \( I_{n\beta} \) can be seen by considering \( I_{1\beta} \). As \( f_0^{M_{0\beta}}(A_{0\beta}) \) stays in the contracting region for \( j = 0, \ldots, M_0 - 1, \) the iterates of \( A_{0\beta} \) become thinner and thinner horizontal strips with each step of the iteration until they meet \( I_{0\beta} \times C \). Likewise, \( f_b^{-M_{0\beta}}(B_{0\beta}) \) is basically a thin horizontal strip. Iterating \( f_b^{M_{0\beta}}(A_{0\beta}) \) once more deforms the previously horizontal strip to a thin strip around a parabola with second derivative at least \( s \) because of (H10). This yields an upper bound for the size of \( I_{1\beta} \); see Figure 2(a).

The smallness of \( I_{n\beta} \) follows in a similar fashion, but we have to show that even though the iterates of \( A_{n\beta} \) enter the expanding region for some iterates, the overall effect of the iteration under \( f \) is still a contraction.

In order to formalise this intuitive idea, we define the functions

\[
\phi_{n\beta}^+(\theta) := f_b^{M_{n\beta}}(\phi_{n\beta}^{-1}(e^+)) \quad \text{and} \quad \phi_{n\beta}^-(\theta) := f_b^{-M_{n\beta}}(\phi_{n\beta}^+(\theta))
\]

for \( \theta \in I_{n\beta} + \omega, n \in \mathbb{N}_0 \). Note that

\[
f_b^{M_{n\beta}}(A_{n\beta}) = \{(\theta, x) \in (I_{n\beta} + \omega) \times X : x \in [\phi_{n\beta}^+(\theta), \phi_{n\beta}^-(\theta))\},
\]

\[
f_b^{-M_{n\beta}}(B_{n\beta}) = \{(\theta, x) \in (I_{n\beta} + \omega) \times X : x \in [\phi_{n\beta}^-(\theta), \phi_{n\beta}^+(\theta))\}.
\]
Moreover, set

(4.3) \( n \) is a non-empty and closed interval,

(4.4) \( I_{\beta} \) is closed and convex for \( \beta \in \mathscr{B}(n) \),

(4.5) \( \phi_{n,\beta}^-(\theta) > \psi_{n,\beta}^+(\theta) \) for each \( \theta \in \partial I_{\beta} + \omega \) and \( \beta \in \mathscr{B}(n) \),

(4.6) \( \exists \theta_{\beta}(n+1) \in \mathscr{B}(n) \) and \( \exists \theta_1 \in I_{\beta}(n+1) + \omega : \phi_{n,\beta}(\theta_1) = \psi_{n,\beta}(\theta_1)(\theta_1^*) \),

(4.7) \( \exists \theta_{\beta}(n+1) \in \mathscr{B}(n) \) and \( \exists \theta_2 \in I_{\beta}(n+1) + \omega : \phi_{n,\beta}(\theta_2) = \psi_{n,\beta}(\theta_2)(\theta_2^*) \).

Moreover, set

- \( H_{n,\beta}^\theta := \sup_{\theta \in I_{\beta} + \omega} |\psi_{n,\beta}^+(\theta) - \phi_{n,\beta}^-(\theta)| \),
- \( H_{n,\beta}^\theta := \sup_{\theta \in I_{\beta} + \omega} |\psi_{n,\beta}^+(\theta) - \phi_{n,\beta}^-(\theta)| \),
- \( v_n^\tau := \inf_{\theta \in I_{\beta} + \omega} \frac{\partial^2 \phi_{n,\beta}^+(\theta) - \partial^2 \phi_{n,\beta}^-(\theta)}{\partial \phi_{n,\beta}^-(\theta)} (\tau \in [-1, 1]) \).

Lemma 4.11. Assume (I) holds for some \( n \in \mathbb{N}_0 \). Then \( \mathscr{B}(n+1) \) is non-empty. Further, suppose \( f_\beta \) satisfies (\( e \)), (I), (\( f \)), (\( e \)), (\( f \)) and (\( f \)), (\( \mathcal{T} \)) for \( \beta \in \mathscr{B}(n+1) \). If \( v_{n+1} > 0 \), then

- (I) holds,
- \( |I_{\beta}(n+1)| \leq \sqrt{8} \sqrt{H_{n+1}^\theta + 2v_{n+1}} \) for \( \beta \in \mathscr{B}(n+1) \).

Proof. Note that \( \theta \neq \mathscr{B}(n+1) = [\beta_{n}(n+1), \beta_{n}(n+1)] \) by (4.6), (4.7) as well as Proposition 4.10 and (\( e \)).

\( I_{\beta}(n+1) \) is a sublevel set of \( \phi_{n,\beta}^+ - \psi_{n,\beta}^- \) and hence, it is closed. Given two points \( \theta_1, \theta_2 \in I_{\beta}(n+1) \), the line joining the two points. As \( \frac{\partial^2 \phi_{n,\beta}^+(\theta) - \partial^2 \phi_{n,\beta}^-(\theta)}{\partial \phi_{n,\beta}^-(\theta)} \geq v_n > 0 \) (with \( \theta \) the unit vector in direction of \( \theta_2 - \theta_1 \)), we have \( \phi_{n,\beta}^+ - \psi_{n,\beta}^- \leq 0 \) on \( [\theta_1, \theta_2] \) and thus convexity of \( I_{\beta}(n+1) \).

By Corollary 4.5, \([\phi_{n,\beta}^+ - \psi_{n,\beta}^-(\theta)] \subseteq (\phi_{n,\beta}^+(\theta), \psi_{n,\beta}^-(\theta)) \) and \([\phi_{n,\beta}^+ - \psi_{n,\beta}^-(\theta)] \subseteq (\phi_{n,\beta}^-(\theta), \psi_{n,\beta}^+(\theta)) \) for all \( \theta \in I_{\beta}(n+1) + \omega \). This ensures \( \phi_{n,\beta}^+ > \psi_{n,\beta}^- \) on \( \partial I_{\beta}(n+1) \) and guarantees that

\[
\beta_{n}(n+2) := \min \{ \beta \in \mathscr{B}(n+1) | \exists \theta \in I_{\beta}(n+1) + \omega : \phi_{n,\beta}^+(\theta) \leq \psi_{n,\beta}^-(\theta) \} \\
= \min \{ \beta \in \mathscr{B}(n+1) | \exists \theta \in I_{\beta}(n+1) + \omega : \phi_{n,\beta}^+(\theta) = \psi_{n,\beta}^-(\theta) \}
\]

as well as

\[
\beta_{n}(n+2) := \max \{ \beta \in \mathscr{B}(n+1) | \beta < \beta_{n}(n+2), \exists \theta \in I_{\beta}(n+1) + \omega : \phi_{n,\beta}^+(\theta) \geq \psi_{n,\beta}^-(\theta) \}
\]
are well-defined. Using $\nu_{n+1}^\pm > 0$, we get the uniqueness of the tangent points of $\phi_{n+1,\beta_1}^-$ and $\psi_{n+1,\beta_1}^+$ as well as of $\phi_{n+1,\beta_1}^+$ and $\psi_{n+1,\beta_1}^-$ and conclude $(I)_{n+1}$.

An upper bound for the size of $I_{n+1,\beta}$ is given by the distance of the zeros of the function $\theta \mapsto \frac{c}{2} \theta^2 - (H_n^\theta + H_n^\omega)$.

\section*{Remark 4.12} By means of $(\mathcal{F})$, we defined $\mathcal{B}(0) \subseteq [0,1]$ to be a closed interval. Further, we set $I_{0,\beta} \subseteq \mathbb{T}^d$ to be closed and convex for each $\beta \in \mathcal{B}(0)$. Moreover, with $(\mathcal{F})$ we have $(3.3)$ and similarly as in the proof of Lemma 4.11 we can define $\beta_{-1}(1)$ and $\beta_+(1)$ such that $(4.6)$ and $(4.7)$ are verified, respectively, assuming that $(\mathcal{F})$ holds. In other words: $(I)_0$ is true.

We next provide estimates for the quantities used in Lemma 4.11.

\section*{Lemma 4.13 (cf. [13] Lemma 3.13).} Let $n \in \mathbb{N}_0$, $\beta \in \mathcal{B}(n)$. Suppose $f_\beta$ verifies $(I)_n$ as well as $(\mathcal{A}) - (\mathcal{F})$ and $(\mathcal{F})_n$. If $(\mathcal{F})_{n-1}$ holds, then $H_{n,\beta}^\theta \leq (\alpha^\nu_\theta, \alpha_{\nu}^{-1} - b_\nu)^{M_n} \cdot |C|$ and $H_{n,\beta}^\omega \leq (\alpha^\nu_\theta, \alpha_{\nu}^{-1} - b_\nu)^{M_n} \cdot |E|$.

\section*{Proof.} Apply Corollary 4.8 \hfill \Box

The following statement is, from a technical point of view, the core part of this work. It provides us with a positive lower bound for $v_n^\pm$ and thereby ensures that we can apply Lemma 4.11. The idea is to show that the second derivative of $\phi_n^\nu(\theta) - \psi_n^\nu(\theta) = f_{\beta_{\nu_{n+1}^+}}^M(c^+) - f_{\beta_{\nu_{n+1}^-}}^M(c^+)$ in direction $\theta$ only differs from $(\partial_\theta^2 f_{\omega_{\nu-\omega}})(f_{\beta_{\nu_{n+1}^-}}^M(c^+))$ by a remainder term, whose supremum goes to zero exponentially fast with increasing $\alpha$. Since $(\mathcal{F})$ provides us with a lower bound $s$ for the second derivative of $f$ with respect to the base coordinates in every direction, this proves the claim.

\section*{Lemma 4.14.} Let $n \in \mathbb{N}_0$, $\beta \in \mathcal{B}(n)$. Suppose $f_\beta$ satisfies $(\mathcal{A}) - (\mathcal{F})$, $(\mathcal{F})_n$. Let there be $p \geq \sqrt{2}$ and $\alpha > 1$ such that

$$\alpha^{-1} = \alpha = \alpha^{\frac{1}{2}} \quad \text{and} \quad \alpha^{-1} = \alpha = \alpha^p$$

and assume $b_n > \frac{5p^2}{2 + 5p^2}$. Then

$$v_n^\pm \geq s - S^2 \cdot c \cdot \alpha^{-\left(\frac{2n}{\alpha^p} - 5(1-b_n)p\right)}$$

where $c = c(\alpha, b_n) > 0$ can be chosen to be monotonously decreasing in $\alpha$ and $b_n$.

\section*{Proof.} For reasons of readability, we omit the index $\beta$ in the following. Let us consider $\phi_n^\nu(\theta) = (\theta_\nu, \phi_n^\nu(\theta)) (\theta \in I_n + \omega$ and $\theta \in \mathbb{S}^{d-1}$). Set $\theta_0 := \theta - M_n \omega$. Then

$$\frac{\partial}{\partial \theta} \phi_n^\nu(\theta) = \partial_\theta f_{\theta + \nu}(c^+) \cdot (x_{M_n-1} + \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+)) = (4.8)$$

$$= \left(\partial_\theta f_{\theta + \nu}(c^+) \cdot (x_{M_n-1} + \sum_{k=0}^{M_n-2} (\partial_\theta f_{\theta_k})(x_k) \cdot (\partial_\theta f_{\theta_k})(x_k+1))ight)$$

where we used

$$(4.9) (\partial_\theta f_{\theta_k})(x_k+1) = \prod_{j=0}^{M_n-1} f_{\theta_k}(x_j) \quad (k = -1, 0, \ldots, M_n - 1).$$

Differentiating once more gives

$$\frac{\partial^2}{\partial \theta^2} \phi_n^\nu(\theta) = (\partial^2_\theta f_{\theta + \nu}(c^+) \cdot (x_{M_n-1} + \partial_\theta \partial_\theta f_{\theta + \nu}(c^+) \cdot (x_{M_n-1} + \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+) \cdot \partial_\theta f_{\theta + \nu}(c^+)) =$$

$$+ \sum_{k=0}^{M_n-2} (\partial_\theta f_{\theta_k})(x_k) \cdot (\partial_\theta \partial_\theta f_{\theta_k})(x_k+1) + [\partial_\theta (\partial_\theta f_{\theta_k})(x_k)] \cdot (\partial_{\theta} f_{\theta_k})(x_k+1)).$$
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Further,

\[ \partial_{\theta} \left( \partial_{x} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k+1})} \right)(x_{k+1}) = \partial_{\theta} \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta l_{j}} \right)(x_{j}) = \sum_{l=k+1}^{M_{e}-1} \partial_{\theta} \left( \partial_{x} f_{\theta l_{l}} \right)(x_{l}) \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \]

= \left( \sum_{l=k+1}^{M_{e}-1} \left[ \left( \partial_{\theta} \partial_{x} f_{\theta l_{l}} \right)(x_{l}) + \left( \partial_{\theta} f_{\theta l_{l}}^{M_{e}}(c^{*}) \right) \right] \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \right)

and

\[ \partial_{\theta} \left( \partial_{x} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right)(x_{k}) = \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \cdot \left( \partial_{x} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \]

Altogether, we have

\[ \frac{\partial^{2}}{\partial \theta^{2}} \phi_{n}(\theta) = \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{M_{e}-1})} \right) + \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{M_{e}-1})} \right) \cdot \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{M_{e}-1})} \right) \]

\[ + \sum_{k=0}^{M_{e}-2} \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \sum_{l=k+1}^{M_{e}-1} \left( \partial_{\theta} f_{\theta l_{l}}^{M_{e}-1}(c^{*}) \right) \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \]

(4.10)

It is our goal to show that the long times spent in the contracting region keep the derivatives small, such that 

\( \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{M_{e}-1})} \right) \) becomes the leading term. The part which is the hardest to control is

\[ \sum_{k=0}^{M_{e}-2} \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \sum_{l=k+1}^{M_{e}-1} \left( \partial_{\theta} f_{\theta l_{l}}^{M_{e}-1}(c^{*}) \right) \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \]

with \( \partial_{x} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} = \sum_{m=0}^{l-1} \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{m})} \right) \cdot \left( \partial_{x} f_{\theta l_{i} \theta_{k}^{M_{e}}(x_{m+1})} \right) \) as in equation (4.8). Using (4.11), we see that it is bounded from above by

\[ S^{2} \sum_{k=0}^{M_{e}-2} \sum_{l=k+1}^{M_{e}-1} \sum_{m=0}^{l-1} \left| \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \left( \partial_{x} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \right| \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \]

(4.11)

If \( m \leq k \), then

\[ \left| \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \left( \partial_{x} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \right| \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \]

\[ \leq \left| \left( \partial_{\theta} f_{\theta l_{i} \theta_{j} l_{k} \theta_{l_{i} \theta_{k}}^{M_{e}}(x_{k})} \right) \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \right| \prod_{j=k+1}^{M_{e}-1} \left( \partial_{x} f_{\theta j} \right)(x_{j}) \]

\[ \leq \alpha_{c} \cdot \prod_{j=k+1}^{M_{e}-1} \alpha_{c} \cdot \prod_{j=k+1}^{M_{e}-1} \alpha_{u} \leq \alpha_{c}^{2k(M_{e}-m-1)} \alpha_{u}^{2(l-1-b_{s})(M_{e}-m-1)} \]

(4.12)

where we used Lemma 4.6 in the last estimate and where we set \( \alpha_{1} := \alpha_{c}^{-2b_{s}} \alpha_{u}^{-2(1-b_{s})} = \alpha^{-2(\eta(1-b_{s})+\frac{b_{s}}{b_{s}})} \). For \( m > k \) we
get an analogous result with \( m \) replaced by \( k \). Hence, (4.11) is bounded by

\[
S^2 \sum_{k=0}^{M_n-2} \sum_{l=k+1}^{M_n-1} \left( \sum_{m=0}^{l-1} \alpha_1^{-(M_n-1-m)} + \sum_{m=k+1}^{l-1} \alpha_1^{-(M_n-1-k)} \right) \\
\leq S^2 \sum_{k=0}^{M_n-2} \sum_{l=k+1}^{M_n-1} \left( \alpha_1^{-(M_n-1-k)} \sum_{m=0}^{l-1} \alpha_1^{-m} + \alpha_1^{-(M_n-1-k)} \sum_{m=k+1}^{l-1} \right) \\
\leq S^2 \left( \frac{2}{1 - \alpha_1} \right) \sum_{k=0}^{M_n-2} \alpha_1^{(M_n-1-k)} (M_n - k - 1) \\
\leq S^2 \left( \frac{2}{1 - \alpha_1} \right) \sum_{k=0}^{M_n-2} \alpha_1^{(M_n-1-k)} (M_n - k - 1)^2 \leq S^2 \left( \frac{2\alpha_1}{\alpha_1 - 1} \right) \sum_{k=0}^{M_n-2} \alpha_1^{(M_n-1-k)} \\
\leq S^2 \bar{c}(\alpha_1) \cdot \alpha_1^{3},
\]

where \( \bar{c}(\alpha) := \frac{2\alpha}{\alpha - 1} \sum_{k=1}^{\infty} \alpha^k \) for each \( \alpha > 1 \).\footnote{Notice that \( \bar{c}(\alpha) > \frac{2\alpha}{\alpha - 1} \) for all \( \alpha > 1 \).} Note that \( \bar{c} \) is monotonously decreasing in \( \alpha \). The other addends of (4.10) can be treated in a similar fashion, which eventually gives

\[
\frac{\partial^2}{\partial \theta^2} \phi_\theta^a(x) \geq \left( \frac{\partial_\theta^2 f_\theta (x_{M_n-1})}{(x_{M_n-1})} \right) - 5S^2 \bar{c}(\alpha_1) \cdot \alpha_1^{-1} \geq s - 5S^2 \bar{c}(\alpha_1) \cdot \alpha_1^{-1}.
\]

Now, let us consider \( f_\theta^a(x) = f_{\theta + f_{\theta-\omega}}(e^\omega) \) for \( \theta \in \mathbb{R}^{d-1} \). We proceed similarly as before but this time considering the map \( f^{-1} \) instead of \( f \), that is \( \theta_k = \theta_0 - k\omega \) (with \( \theta_0 = \theta + M_n\omega \)) and \( x_k = f_{\theta_0}^{-k}(e^\omega) \).

\[
\partial_x f_\theta^{-1}(x) = \frac{1}{(\partial_x f_{\theta-\omega})(f_\theta^{-1}(x))} \quad (0 < \partial_x f_\theta^{-1}(x) < \alpha_\omega^{-1} \quad (x \in E, \theta \notin I_0 + \omega)),
\]

(4.12)

\[
\partial_\theta f_\theta^{-1}(x) = -\frac{(\partial_\omega f_{\theta-\omega})(f_\theta^{-1}(x))}{(\partial_x f_{\theta-\omega})(f_\theta^{-1}(x))} = -(\partial_\omega f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_x f_\theta^{-1}(x),
\]

for \( (\theta, x) \in f(T^d \times X) \setminus \{(\theta, x) : Df^{-1} \text{ is singular} \} \supseteq f(T^d \times [e^-, e^+]). \) Hence,

\[
\frac{\partial^2}{\partial \theta^2} f_\theta^{-1}(x) = \frac{-(\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_x f_\theta^{-1}(x)}{[(\partial_x f_{\theta-\omega})(f_\theta^{-1}(x))]^2} = -(\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot (\partial_x f_\theta^{-1}(x))^3
\]

such that \( |\partial_x^2 f_\theta^{-1}(x)| \leq \alpha_\omega^2 \alpha_\theta^{-3} \) for \( x \in f_{\theta-\omega}([e^-, e^+]) \).

\[
\partial_\theta \partial_x f_\theta^{-1}(x) = -\frac{(\partial_\theta \partial_x f_{\theta-\omega})(f_\theta^{-1}(x)) + (\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_\theta f_\theta^{-1}(x)}{[(\partial_x f_{\theta-\omega})(f_\theta^{-1}(x))]^2} \\
= -(\partial_\theta \partial_x f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot (\partial_x f_\theta^{-1}(x))^2 - (\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_x^2 f_\theta^{-1}(x)
\]

and thus \( |\partial_\theta \partial_x f_\theta^{-1}(x)| \leq 2S^2 \alpha_\omega^2 \alpha_\theta^{-3} \) for \( x \in f_{\theta-\omega}([e^-, e^+]) \). Finally,

\[
\partial_\theta^2 f_\theta^{-1}(x) = -(\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_x f_\theta^{-1}(x) - (\partial_\theta \partial_x f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_\theta f_\theta^{-1}(x) \\
- (\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_x^2 f_\theta^{-1}(x) \\
= -(\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_x f_\theta^{-1}(x) - 2(\partial_\theta f_{\theta-\omega})(f_\theta^{-1}(x)) \cdot \partial_\theta \partial_x f_\theta^{-1}(x) - (\partial_\theta^2 f_{\theta-\omega})(f_\theta^{-1}(x))^2 \cdot \partial_x^2 f_\theta^{-1}(x).
\]
As in the forward case, we get

\[
\frac{\partial^2}{\partial \theta^2} \psi^e_n(\theta) = \sum_{k=0}^{M-1} \left( \frac{\partial \theta f_{0_k}}{\partial \theta} \right) \left[ \sum_{\ell=0}^{M-1} \left( \frac{\partial \theta f_{0_{\ell+1}}}{\partial \theta} \right) (x_{\ell}) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_j}}{\partial \theta} \right) (x_{j}) \right]
\]

Similarly as before, we want to show that the long times spent in the expanding region keep all the derivatives small (as we consider iterates of the inverse map). Since \( \frac{\partial \theta f_{0}^{-1}(e^{\epsilon})} {\partial \theta} = \sum_{m=0}^{l-1} \left( \frac{\partial \theta f_{0_m}}{\partial \theta} \right) (x_m) \cdot \left( \frac{\partial \theta f_{0_{m+1}}^{-1}(e^{\epsilon})} {\partial \theta} \right) (x_{m+1}) \), the term which is the hardest to control in (4.16) is

\[
\sum_{k=0}^{M-1} \left( \frac{\partial \theta f_{0_k}}{\partial \theta} \right) (x_k) \prod_{\ell=0}^{M-1} \left( \frac{\partial \theta f_{0_{\ell+1}}}{\partial \theta} \right) (x_{\ell}) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_j}}{\partial \theta} \right) (x_{j})
\]

An upper bound for this expression reads

\[
S^2 \sum_{k=0}^{M-2} \sum_{l=k+1}^{M-1} \sum_{m=0}^{l-1} \left( \frac{\partial^2 \theta f_{0_l}}{\partial \theta^2} \right) (x_l) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_j}}{\partial \theta} \right) (x_j)
\]

We deal similarly with (4.17) as we did with (4.11). Suppose \( m > k \). Since \( \left( \frac{\partial \theta f_{0_l}^{-1}(x)}{\partial \theta} \right)^2 < \alpha_1^{-2} < \alpha_2^{-3} \), we get

\[
\left( \frac{\partial^2 \theta f_{0_l}^{-1}(x)}{\partial \theta^2} \right) (x_l) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_j}}{\partial \theta} \right) (x_j) \leq \left( \frac{\partial^2 \theta f_{0_l}^{-1}(x)}{\partial \theta^2} \right) (x_l) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_j}}{\partial \theta} \right) (x_j)
\]

where \( \alpha_2 := a_2 \left( a_2^{-3} \right)^{(1-b_0)} = a_2^{\frac{2}{3}} b_0^{\frac{1}{3}} \). For \( m \leq k \) we get an analogous result. Hence, (4.17) is bounded by

\[
S^2 \sum_{k=0}^{M-2} \sum_{l=k+1}^{M-1} \sum_{m=0}^{l-1} \left( \frac{\partial \theta f_{0_l}^{-1}(x)}{\partial \theta} \right) (x_l) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_j}}{\partial \theta} \right) (x_j)
\]

with \( \tilde{c} \) as in the forward case. Nevertheless, notice that

\[
\sum_{k=0}^{M-1} \left( \frac{\partial \theta f_{0_k}}{\partial \theta} \right) (x_k) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_{j+1}}^{-1}(M_{n-k})} {\partial \theta} \right) (x_{j+1})
\]

\[
\leq S^2 \sum_{k=0}^{M-1} \left( \frac{\partial \theta f_{0_k}}{\partial \theta} \right) (x_k) + 2S \left( \frac{\partial \theta f_{0_k}}{\partial \theta} \right) (x_k) \prod_{j=1}^{M-1} \left( \frac{\partial \theta f_{0_{j+1}}^{-1}(M_{n-k})} {\partial \theta} \right) (x_{j+1})
\]

\[
\leq 3S^2 \tilde{c}(\alpha_2) \alpha^{-2},
\]

with \( 0 \alpha > 1 \), since \( b > 1 - \frac{2}{3} \).
where we used \((4.15)\) in the first step. Altogether, we eventually get
\[
\frac{\partial^2}{\partial \theta^2} \psi^\beta(\theta) \leq 6S^2 \bar{c}(\alpha_2) \cdot \alpha_2^{-1}.
\]
Setting \(c(\alpha, b_n) := 6\bar{c} \left( \alpha \frac{2\alpha_n}{3} - (1 - b_n) \right) + 5\bar{c} \left( \alpha \frac{2\alpha_n}{3} - 2(1 - b_n) \right)\) yields the desired estimate. \(\Box\)

### 4.3 Existence of a sink-source orbit

In Section 4.1, we proved the existence of a sink source orbit for \(f_\beta\) provided there are strictly increasing sequences \((M_n)_{n \in \mathbb{N}_0}, (K_n)_{n \in \mathbb{N}_0} \subseteq \mathbb{N}_0^+\) such that the inductively defined critical regions \(I_{n\beta}\) are non-empty and satisfy \((\mathcal{F}_1)_{n\beta}, (\mathcal{F}_2)_{n\beta}\). By means of the geometric considerations of the last section, we are now able to show that for some \(\beta\) such sequences \((M_n)_{n \in \mathbb{N}_0}, (K_n)_{n \in \mathbb{N}_0}\) actually do exist. This finishes the proof of Theorem 3.1.

As a matter of fact, we are going to prove that for some \(\beta\), the critical regions satisfy a slightly stronger version of \((\mathcal{F}_1)_{n\beta}\), that is, we will show
\[
(\mathcal{F}_1)_{n\beta} \quad \text{for } j = 0, \ldots, n \text{ and } n \in \mathbb{N}_0.
\]

**Lemma 4.15** (cf. [15] Lemma 3.16). Assume \((\mathcal{F}_n)_{n-1}\) for \(n \in \mathbb{N}\). Suppose \(f_\beta\) verifies \((\mathcal{F}_0), (\mathcal{F}_1)\) and we are given \(K_1, M_1 (l = 0, \ldots, n - 1)\) such that \((\mathcal{F}_1)_{n-1}, (\mathcal{F}_2)_{n-1}\) hold for \(\beta \in \mathcal{B}(n)\). If \(\sum_{j=0}^{n-1} \frac{1}{K_j} \leq \frac{1}{\beta}\), then there exists \(M_n \in [K_{n-1}, M_{n-1}, 2K_{n-1}, M_{n-1}]\) such that \((\mathcal{F}_2)_{n},\) holds for \(f_\beta (\beta \in \mathcal{B}(n))\).

**Proof.** By Proposition 4.10, monotonicity of \(f_{\beta_1}(\theta, x)\) yields that \(f_\beta (\beta \in \mathcal{B}(n))\) verifies \((\mathcal{F}_2)_{n}\) if just \(f_{\beta_1(n)}\) does. Therefore, we only consider \(\beta = \beta_1(n)\) and suppress the index \(\beta\) in the following.

Let \(j = 0, \ldots, n - 1\). Then,
\[
I_{n} - (M_{n-1}) \omega \cap \bigcup_{l = - (M_{n-1})}^{M_{n-1}} I_j + l \omega \neq \emptyset
\]
implies
\[
I_j - (M_{n-1}) \omega \cap I_j + l \omega \neq \emptyset,
\]
for some \(l \in \{-M_{j+1}, -M_j, \ldots, M_j, M_{j+1}\}\). By \((\mathcal{F}_1)_{n-1}\),
\[
\# \left\{ q \in [K_{n-1}, 1, 2K_{n-1}, M_{n-1}] \cap \mathbb{N} \right\} \left( I_j - (q - 1) \omega \cap I_j + l \omega \neq \emptyset \right) \leq \frac{K_{n-1} M_{n-1}}{2K_{j} M_{j}}.
\]
Hence,
\[
\# \left\{ q \in [K_{n-1}, 1, 2K_{n-1}, M_{n-1}] \cap \mathbb{N} \right\} \left( I_j - (q - 1) \omega \cap \bigcup_{l = - (M_{n-1})}^{M_{n-1}} I_j + l \omega \neq \emptyset \right) \leq (2M_{j+1}) \frac{K_{n-1} M_{n-1}}{2K_{j} M_{j}}.
\]
For the number of \(q \in \{K_{n-1}, M_{n-1}, 1, \ldots, 2K_{n-1}, M_{n-1}\}\) with \(I_j + (q + 1) \omega \cap \bigcup_{l = - (M_{n-1})}^{M_{n-1}} I_j + l \omega \neq \emptyset\), we get the same upper bound. Therefore,
\[
\# \left\{ q \in [K_{n-1}, M_{n-1}, 1, \ldots, 2K_{n-1}, M_{n-1}] \cap \mathbb{N} \right\} \left( I_j - (q - 1) \omega \cup I_j + (q + 1) \omega \right) \cap \bigcup_{j=0}^{n-1} \bigcup_{l = - (M_{n-1})}^{M_{n-1}} I_j + l \omega \neq \emptyset \}
\leq \frac{2K_{n-1} M_{n-1}}{K_{j} M_{j}} \leq K_{n-1} M_{n-1} \sum_{j=0}^{n-1} \frac{1}{K_j}.
\]
Thus, if \(\sum_{j=0}^{n-1} \frac{1}{K_j} \leq \frac{1}{\beta}\), there is \(M_n \in [K_{n-1}, M_{n-1}, 2K_{n-1}, M_{n-1}] \cap \mathbb{N}\) such that \((\mathcal{F}_2)_{n}\) holds. \(\Box\)
Further, assume \( n \) for we necessarily have \( T_{\alpha} > 1 \). Therefore, if \( \alpha > \alpha_0 \) there is \( \beta_0 \in [0,1] \) such that \( f_{\beta_0} \) has a sink-source orbit in \( T^d \times [e^-, e^+] \), and hence an SNA and an SNR.

Remark 4.17. We can choose \( \alpha_0 \) to depend monotonously decreasing on \( \nu \). Further, note that since we assume \( \nu > 0 \), we necessarily have \( K_0 > 2 + 5\nu^2 \).

Proof. (4.14) amounts to \( 2|I_{n,\beta}| < \nu (2K_0M_0)^{-\eta} < d(k\omega, 0) \) \( (k = 1, \ldots, 2K_0M_0) \). Note that since \( \omega \) is Diophantine of type \((c, \eta)\), we have

\[
(4.18) \quad 2|I_{n,\beta}| < \nu (2K_0M_0)^{-\eta} < d(k\omega, 0).
\]

Hence, \((4.14)\) holds by the assumptions. Therefore, Lemma \ref{4.15} together with Remark \ref{4.12} yields the existence of \( M_1 \in [K_0M_0, 2K_0M_0] \) such that \((4.15)\) holds for \( \beta \in \mathcal{B}(1) \). Lemma \ref{4.11} gives \( \nu_0^+, \nu_1^+ \geq \nu > 0 \) such that Lemma \ref{4.11} yields \((I)_1\). By means of Lemma \ref{4.11} together with Lemma \ref{4.13} we get

\[
|I_{1,\beta}| \leq \nu_1^0\alpha_1^{-M_0/\nu} = \nu_1^0\alpha_1^{-M_0/\nu},
\]

where \( \nu_1^0 := \sqrt{8 (\nu_1 + \nu_0^0)} \).

Let us set \((K_n)_{n \in \mathbb{N}_0} := (K_0\kappa^n)_{n \in \mathbb{N}_0} \) for some \( \kappa \in \mathbb{N}_{2,1} \) large enough to guarantee that \( b > b_1^2 \), and hence \( \nu_n^+ \geq \nu \) for all \( n \in \mathbb{N} \). Then, since \( M_1 \in [K_0M_0, 2K_0M_0] \), the right hand side of \((4.18)\) is bounded from below by

\[
\nu (2K_0M_0)^{-\eta} \geq \frac{\nu}{(4K_0^2 M_0)^{\eta}}
\]

for \( n = 1 \). Therefore, if \( \alpha \) is large enough, \((4.14)\) is verified.

Let \( n \in \mathbb{N}_{2,1} \). Suppose \((I)_{n-1}\) and \((4.14)\) \( \beta \in \mathcal{B}(n) \) hold with \( K_j = K_0\kappa^j \) and \( M_j \in [K_{j-1}M_{j-1}, 2K_{j-1}M_{j-1}] \) for \( j = 1, \ldots, n - 1 \). As for \( n = 1 \), Lemma \ref{4.15} yields \( M_n \in [M_{n-1}K_{n-1}, 2M_{n-1}K_{n-1}] \) such that \((4.15)\) holds. Now, \((I)_n\) follows similarly as in the case \( n = 1 \). By means of Lemma \ref{4.11} and Lemma \ref{4.13} we get

\[
2 |I_{n,\beta}| \leq 2\nu_1^0\alpha_1^{-M_n/\nu} \leq \nu_1^0\alpha_1^{-M_n/\nu} \leq \frac{\nu}{(4K_0^2 M_0)^{\eta}}
\]

and thereby \((4.14)\) for \( \beta \in \mathcal{B}(n) \), where the last inequality holds for all \( n \in \mathbb{N} \) if \( \alpha \) is large enough.

By induction, we thus see that there are sequences \((M_n)_{n \in \mathbb{N}_0}\) and \((K_n)_{n \in \mathbb{N}_0}\) such that \((I)_n\) is true for all \( n \in \mathbb{N}_0 \). Moreover, with these sequences we get \((4.15)\) for each \( n \in \mathbb{N} \) and \( \beta \in \mathcal{B}(n) \). Applying Proposition \ref{4.9} finishes the proof.

\[\square\]
References

[1] V. Anagnostopoulou and T. Jäger. Nonautonomous saddle-node bifurcations: Random and deterministic forcing. *Journal of Differential Equations*, 253(2):379 – 399, 2012.

[2] L. Arnold. *Random Dynamical Systems*. Springer, 1998.

[3] K. Bjerklöv. Dynamics of the quasi-periodic Schrödinger cocycle at the lowest energy in the spectrum. *Communications in Mathematical Physics*, 272:397–442, 2007. 10.1007/s00220-007-0238-y.

[4] K. Bjerklöv and M. Sarykina. Universal asymptotics in hyperbolicity breakdown. *Nonlinearity*, 21(3):557–586, 2008. QC 20100525.

[5] M. Crucifix. Why could ice ages be unpredictable? *Climate of the Past*, 9:1053–1098, 2013.

[6] G. Fuhrmann and T. Jäger. Non-smooth saddle-node bifurcations of forced monotone interval maps II: Dimensions of the SNA. in preparation, 2013.

[7] P. Glendinning. The nonsmooth pitchfork bifurcation. *Discrete and continuous dynamical systems Series B*, pages 457–464, 2004.

[8] C. Grebogi, E. Ott, S. Pelikan, and J. A. Yorke. Strange attractors that are not chaotic. *Physica D Nonlinear Phenomena*, 13:261–268, Aug. 1984.

[9] M. Gröger and T. Jäger. Dimensions of attractors in pinched skew products. *Communications in Mathematical Physics*, 320(1):101–119, 2013.

[10] A. Haro and de la Llave R. Manifolds on the verge of a hyperbolicity breakdown. *Chaos: An Interdisciplinary Journal of Nonlinear Science*, 16(1):013120, 2006.

[11] M. Herman. Une méthode pour minorer les exposants de Lyapounov et quelques exemples montrant le caractère local d’un théorème d’Arnold et de Moser sur le tore de dimension 2. *Commentarii Mathematici Helvetici*, 58:453–502, 1983. 10.1007/BF02564647.

[12] T. Jäger. The creation of strange non-chaotic attractors in non-smooth saddle-node bifurcations. *Memoirs of the American Mathematical Society*.

[13] T. Jäger. On the structure of strange non-chaotic attractors in pinched skew products. *Ergodic theory and dynamical systems*.

[14] T. Jäger. Quasiperiodically forced interval maps with negative schwarzian derivative. *Nonlinearity*, 16(4):1239–1255, 2003.

[15] T. Jäger. Strange non-chaotic attractors in quasiperiodically forced circle maps. *Communications in Mathematical Physics*, 289:253–289, 2009. 10.1007/s00220-009-0753-0.

[16] G. Keller. A note on strange nonchaotic attractors. *Fundamenta Mathematica*, pages 139–148, 1996.

[17] J. Kim and Y. Kim. Strange nonchaotic attractors in quasiperiodically driven Izhikevich neuron models. *Journal of the Korean Physical Society*, 60(4):660–664, 2012.

[18] V. Millionščikov. Proof of the existence of irregular systems of linear differential equations with quasi periodic coefficients. *Differ. Uravn.*, 5(11):1979–1983, 1969.

[19] T. Nguyen, T. Doan, T. Jäger, and S. Siegmund. Saddle-node bifurcations in the quasiperiodically forced logistic map. *International Journal of Bifurcation and Chaos*, 21:1427–1438, 2011.

[20] H. Oisinga, J. Wiersig, P. Glendinning, and U. Feudel. Multistability and nonsmooth bifurcations in the quasiperiodically forced circle map. *International Journal of Bifurcations and Chaos*, 11:3085–3105, 2001.
[21] C. Pötsche. Bifurcations in Nonautonomous Dynamical Systems: Results and tools in discrete time. *Servizo de Publicacións da Universidade de Vigo*, pages 163–212, 2011.

[22] D. Sonechkin and N. Ivachtchenko. On the role of quasiperiodic forcing in the interannual and interdecadal climate variations. *CLIVAR exchanges*, 6:5–6, 2001.

[23] J. Stark. Transitive sets for quasi-periodically forced monotone maps. *Dynamical Systems: An International Journal*, 18(4):351 – 364, 2003.

[24] A. J. Veraart, E. J. Faassen, V. Dakos, E. H. van Nes, M. Lürling, and M. Scheffer. Recovery rates reflect distance to a tipping point in a living system. *Nature*, 2012.

[25] R. Vinograd. A problem suggested by N.R. Erugin. *Differ. Uravn.*, 11(4):632–638, 1975.

[26] L.-S. Young. Lyapunov exponents for some quasi-periodic cocycles. *Ergodic Theory Dyn. Syst.*, 17:483–504, 1997.

Gabriel Fuhrmann
Emmy Noether Group: Low-dimensional and Nonautonomous Dynamics,
TU-Dresden,
Dresden, Germany.
Gabriel.Fuhrmann@mailbox.tu-dresden.de