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Abstract
This survey reviews portfolio choice in settings where investment opportunities are stochastic due to, e.g., stochastic volatility or return predictability. It is explained how to heuristically compute candidate optimal portfolios using tools from stochastic control, and how to rigorously verify their optimality by means of convex duality. Special emphasis is placed on long-horizon asymptotics, that lead to particularly tractable results.
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1 Introduction
Dynamic portfolio choice considers how to trade to maximize some performance criterion. In continuous time, problems of this kind were first solved in the seminal works of Merton [47, 48]. In a Markovian setting, he used tools from stochastic control to characterize optimal portfolios by means of partial differential equations. For investors with constant relative risk aversion and for a constant opportunity set, i.e., constant interest rates, expected excess returns, and volatilities, Merton found that it is optimal to hold a constant fraction of wealth in each risky asset. Perhaps surprisingly, these target weights are the same for all planning horizons.

Since Merton’s groundbreaking results, portfolio choice has evolved in various directions. One strand of research has been the development of general existence and uniqueness results by means of the duality theory of convex analysis. Other studies have focused on the effect of various market
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1For complete markets, cf. Pliska [53], Karatzas, Lehoczky and Shreve [33], as well as Cox and Huang [10, 11]. Extensions to the considerably more involved case of incomplete markets were studied by He and Pearson [23, 26] as well as Karatzas, Lehoczky, Shreve and Xu [31], culminating in the work of Kramkov and Schachermayer [40, 41], where general semimartingale prices and arbitrary preferences are treated under minimal assumptions.
imperfections, such as trading constraints (e.g., [13, 22, 23]), transaction costs (e.g., [15, 9, 16, 17, 55]), and taxes (e.g., [18, 14, 2]). In parallel, there has been a lot of work on understanding the effects of stochastic investment opportunity sets, i.e., interest rates [38, 50], excess returns [36, 11, 57] and volatilities [7, 13, 39, 13, 30] driven by some stochastic state variable.

Numerous excellent textbooks treat portfolio choice with constant investment opportunities (cf., e.g., [37, 19, 52]). Here, we present such an introductory and self-contained – yet rigorous – treatment of more involved settings with stochastic investment opportunities. In these models, portfolio choice focuses on determining intertemporal hedging terms, through which investors take into account the future fluctuations of the investment opportunity set. These generally lead to time-inhomogeneous portfolios, that complicate both computation and interpretation. Hence, we place particular emphasis on long-run asymptotics (cf. Guasoni and Robertson [24] and the references therein), where the horizon is postponed to infinity to produce simple time-homogenous policies that nevertheless perform well on reasonable finite horizons. Our goal is to introduce readers to a two-step procedure for solving such problems: first, candidates for the value function and the optimal portfolio are identified through partially heuristic arguments from stochastic control. Then, the optimality of these candidates is verified rigorously by means of convex duality. We illustrate this approach for the Heston-type stochastic volatility model studied in [43, 39, 30] and the model with predictable returns analyzed by [36]. In addition to introducing the mathematical tools needed to rigorously analyze such models, we also discuss the economic significance of the results. The hedging terms arising due to stochastic volatility are typically small, as are the corresponding welfare effects [7]. In contrast, predictable returns lead to substantial intertemporal hedging and large welfare gains [1], at least in settings that ignore market frictions (compare [44]) and parameter uncertainty (see [1]). These results appear to be well-known in the financial literature (cf., e.g., [6] and the references therein), but do not seem to have percolated widely enough among financial mathematicians.

The remainder of this survey is organized as follows. The basic setting is introduced in Section 2. Subsequently, we discuss how to heuristically compute candidate optimal portfolios using the dynamic programming approach of stochastic optimal control. Finally, in Section 4, we explain how to rigorously verify the optimality of these candidates using convex duality.

2 Setup

2.1 Financial Market

On a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ supporting all the random quantities appearing in the sequel, we consider a frictionless financial market with two assets. The first one is safe, in that it appreciates at the constant riskless rate $r > 0$:

$$dS_0^0 = r S_0^0 dt, \quad S_0^0 = 1.$$ 

The second asset is risky, with returns $dS_t/S_t$ of the following form:

$$\frac{dS_t}{S_t} = (\mu(Y_t) + r)dt + \sigma(Y_t)dW_t, \quad S_0 = s > 0.$$ 

Here, $W_t$ is a standard Brownian motion, and the excess return $\mu(Y_t)$ as well as the volatility $\sigma(Y_t)$ are deterministic functions of a state variable $Y_t$, which follows an autonomous diffusion:

$$dY_t = b(Y_t)dt + a(Y_t)dW_t, \quad Y_0 = y.$$  

\[ 2.1 \]

\[ ^2 \text{More practical aspects are discussed in [6].} \]
The process $W_t^Y$ is another Brownian motion, with constant correlation $\rho \in [-1, 1]$ relative to $W_t$; the functions $\mu(y), \sigma(y), b(y), a(y)$ are assumed to be sufficiently regular to warrant the existence of a unique strong solution of the above stochastic differential equations.

In this survey, we illustrate how to tackle portfolio choice problems in this setting by a combination of tools from stochastic optimal control and convex duality. Particular emphasis is placed on the following three benchmark models that can be solved in closed form:

**Example 2.1.**

(i) Black-Scholes Model: In this simplest benchmark, both the expected excess return and the volatility are constant, $\mu(y) = \mu > 0$ and $\sigma(y) = \sigma > 0$. That is, there is no additional state variable and the investment opportunity set $(r, \mu, \sigma)$ is constant.

(ii) Heston-type model: This extension of the Black-Scholes model acknowledges that volatility is time varying and mean reverting. Modeling the infinitesimal variance process by Feller’s square-root diffusion then leads to the following model:

\[
\begin{align*}
\frac{dS_t}{S_t} &= (\mu S_t + r)dt + \sigma \sqrt{Y_t}dW_t, \\
\frac{dY_t}{t} &= \lambda_Y (\bar{Y} - Y_t)dt + \sigma_Y \sqrt{Y_t}dW_t^Y.
\end{align*}
\]

Here, $\mu > 0$ specifies the risk premium per unit variance, $\bar{Y} > 0$ is the long-run mean of the variance process $Y_t$, $\sigma_Y > 0$ governs the rate at which $Y_t$ fluctuates around $\bar{Y}$, and $\lambda_Y > 0$ describes the speed at which $Y_t$ mean-reverts back to its long-run mean $\bar{Y}$. The two Brownian motions $W_t, W_t^Y$ have constant correlation $\rho \in [-1, 0]$; empirical studies typically find substantially negative values (cf., e.g., [51]). Finally, the Feller condition $2\lambda_Y \bar{Y} > \sigma_Y^2$ ensures that the variance process $Y_t$ remains strictly positive.

(iii) Kim and Omberg Model: A different extension of the Black-Scholes model proposed by Kim and Omberg is to keep the volatility constant, while assuming that excess returns are predictable. This means that they follow a mean-reverting process correlated with the Brownian motion $W_t$ driving the returns $dS_t/S_t$ of the risky asset:

\[
\begin{align*}
\frac{dS_t}{S_t} &= (Y_t + r)dt + \sigma dW_t, \\
\frac{dy_t}{t} &= \lambda_Y (\bar{Y} - Y_t)dt + \sigma_Y dW_t^Y.
\end{align*}
\]

Here, the excess return follows an Ornstein-Uhlenbeck process with long-run mean $\bar{Y} > 0$, volatility $\sigma_Y > 0$, and mean-reversion speed $\lambda_Y > 0$. The Brownian motions $W_t$ and $W_t^Y$ have constant correlation $\rho \in [-1, 0]$; empirical studies suggest values close to $-1$ (cf. [47]).

Fix an initial endowment $x > 0$. Trading strategies are modeled by continuous processes $\pi_t$ integrable with respect to the return process $dS_t/S_t$; here, $\pi_t$ denotes the fraction of wealth invested

---

4In the context of option pricing, this model was proposed by Heston [27]. Under a risk-neutral measure, the drift rate of the risky asset is fixed to the riskless return $r$. For portfolio choice under the physical probability, one also needs to specify the risk premium $\mu(Y_t)$. The specification $\mu(Y_t) = \mu S_t Y_t$ linear in variance is due to Liu [43]. It leads to particularly tractable results, because it corresponds to a Black-Scholes model after passing from usual calendar time to business time by means of a suitable random time change.

5This is the so-called “leverage effect”, i.e., the empirical observation that large downward moves of the asset price tend to be associated with upward moves of the volatility.

6Predictors that have been proposed in the empirical literature include stock characteristics, such as the dividend yield and earnings-price ratio, or interest rates, such as the term-spread and the corporate-spread.
in the risky asset at time $t$. The returns of the associated wealth process $X^\pi_t$ are then given by the corresponding convex combination of the safe and risky returns:

$$dX^\pi_t/X^\pi_t = (1 - \pi_t)dS^0_t/S^0_t + \pi_tdS_t/S_t = (r + \pi_t\mu(Y_t))dt + \pi_t\sigma(Y_t)dW_t, \quad X^\pi_0 = x.$$  

(2.6)

As the solution of this linear stochastic differential equation, the wealth process corresponding to the risky fraction $\pi_t$ is therefore given by the stochastic exponential

$$X^\pi_t = xE\left(\int_0^\cdot (r + \pi_u\mu(Y_u))du + \int_0^\cdot \pi_u\sigma(Y_u)dW_u\right)_t.$$  

(2.7)

Note that the parametrization of trading strategies in terms of risky weights $\pi_t$ rules out doubling strategies, because it automatically leads to wealth processes that remain strictly positive.

2.2 Preferences

We consider an investor with preferences described by a power utility function $U(x) = x^{1-\gamma}/(1-\gamma)$ with constant relative risk aversion $0 < -xU''(x)/U'(x) = \gamma \neq 1$. Given some planning horizon $T > 0$, the investor’s goal is to maximize expected utility from terminal wealth:

$$E[U(X^\pi_T)] \to \max!,$$  

(2.8)

where $X^\pi_T$ runs through the set of terminal payoffs generated by portfolios $\pi_t$.

3 Computation

3.1 The Hamilton-Jacobi-Bellman Equation

In this section, we use methods from the theory of stochastic optimal control to heuristically derive a candidate optimal strategy for the portfolio choice problem (2.8). The discussion is kept on an informal level, since we later turn to tools from convex duality for verification in Section 4. For a full exposition of the theory of stochastic control and complete proofs see, e.g., [19,37,52] and the references therein.

In the portfolio choice problem (2.8), the initial endowment $x$, the initial value $y$ of the state variable, and the time to maturity $T$ are fixed. The key insight for the dynamic programming approach of stochastic optimal control is that it is easier to solve a dynamic version of this problem, where all of these variables are allowed to vary. To this end, consider the so-called value function, which describes the maximal utility that can be attained by trading optimally on $[t,T]$ starting from some wealth $x$ and value $y$ of the state variable:

$$V(t,x,y) = \text{ess sup}_{(\pi_u)_{u\in[t,T]}} E\left[U\left(X^\pi_T\right) \bigg| \begin{array}{l} X^\pi_t = x, Y_t = y \end{array} \right],$$  

(3.1)

where $(\pi_u)_{u\in[t,T]}$ runs through all portfolios on $[t,T]$.\footnote{Note that the value function does not depend on the current values $S^0_t, S_t$ of the safe and risky assets, because these do not feature in the dynamics (2.6) and (2.1) of the wealth process and the state variable, respectively, for feedback controls $\pi_t = \pi(t, X^\pi_t, Y_t)$. The general rule of thumb is that one needs to add enough variables so that their concatenation with the wealth process forms a Markov process. Then, the optimal control and in turn the conditional expectation (4.1) should indeed be deterministic functions of the initial states.}

Then, evidently, the value function satisfies the terminal condition

$$V(T,x,y) = U(x).$$  

(3.2)
The key step now is to derive a partial differential equation that describes its evolution before the terminal time, and to use the latter to characterize the optimal policy. Here, we follow the heuristic argument presented by Pham [52]. The starting point is the dynamic programming principle of stochastic control, which states that

\[ V(t, x, y) \geq E\left[V(t + h, X^\pi_{t+h}, Y_{t+h}) | X^\pi_t = x, Y_t = y\right], \tag{3.3} \]

for \( h \in [0, T - t] \) and all portfolios \( \pi_t \). This means that following any policy on \([t, t+h]\) and then switching to the optimizer on \([t+h, T]\) cannot – on average – produce better results than holding the optimal portfolio for \([t, T]\) on this entire time interval. This implies that the optimization problem on \([t, T]\) can be solved recursively: taking an arbitrary starting value \( X^\pi_t \) as given, one first determines the optimal control on the interval \([t, h]\) and the corresponding value function \( V(t + h, X^\pi_{t+h}, Y_{t+h}) \). Then, one searches for the optimal control on \([t, t+h]\) by maximizing \( E[V(t + h, X^\pi_{t+h}, Y_{t+h})] | X^\pi_t = x, Y_t = y \) over all controls on \([t, t+h]\). Pasting together the two portfolios then should lead to the optimal strategy.

By applying the dynamic programming principle on infinitesimally short intervals, one can derive a partial differential equation for the value function. Indeed, consider a constant control \( \pi \) applied over a small time interval \([t, t+h]\). Assuming that the value function is smooth enough, Itô’s formula yields

\[
V(t + h, X^\pi_{t+h}, Y_{t+h}) = V(t, X^\pi_t, Y_t) \\
+ \int_t^{t+h} \left( V_t + V_x X^\pi_x r + V_x X^\pi_x \pi \mu + V_y b + \frac{1}{2} V_{xx} (X^\pi_u)^2 \sigma^2 + V_{xy} X^\pi_u \pi \rho \sigma a + \frac{1}{2} V_{yy} a^2 \right) du \\
+ \int_t^{t+h} V_x X^\pi_u \pi \rho \sigma a dW_u + \int_t^{t+h} V_y a dW_u^Y,
\]

where the arguments of the functions are omitted for brevity. Inserting this into (3.3), we obtain

\[
0 \geq E\left[ \int_t^{t+h} \left( V_t + V_x X^\pi_x r + V_x X^\pi_x \pi \mu + V_y b \\
+ \frac{1}{2} V_{xx} (X^\pi_u)^2 \sigma^2 + V_{xy} X^\pi_u \pi \rho \sigma a + \frac{1}{2} V_{yy} a^2 \right) du \right] | X^\pi_t = x, Y_t = y,
\]

assuming that the stochastic integrals with respect to the Brownian motions \( W_t, W_t^Y \) are true and not only local martingales, and therefore vanish in expectation. Now, divide by \( h \) and then let \( h \) tend to zero, obtaining

\[ 0 \geq V_t + V_x x r + V_x x \pi \mu + V_y b + \frac{1}{2} V_{xx} x^2 \pi^2 \sigma^2 + V_{xy} x \pi \rho \sigma a + \frac{1}{2} V_{yy} a^2. \]

Since this holds for any constant control \( \pi \), it follows that

\[ 0 \geq V_t + \sup_{\pi} \left\{ V_x x r + V_x x \pi \mu + V_y b + \frac{1}{2} V_{xx} x^2 \pi^2 \sigma^2 + V_{xy} x \pi \rho \sigma a + \frac{1}{2} V_{yy} a^2 \right\}. \tag{3.5} \]

On the other hand, (3.3) should hold with equality for the optimal control \( \hat{\pi}_t \). Repeating the derivation of (3.5), this suggests that this equation actually holds with equality, where the pointwise supremum is attained for the optimal portfolio \( \hat{\pi}_t \):

\[ 0 = V_t + \sup_{\pi} \left\{ V_x x r + V_x x \pi \mu + V_y b + \frac{1}{2} V_{xx} x^2 \pi^2 \sigma^2 + V_{xy} x \pi \rho \sigma a + \frac{1}{2} V_{yy} a^2 \right\}. \tag{3.6} \]

5
This PDE is called the dynamic programming equation or Hamilton-Jacobi-Bellman (henceforth HJB) equation. In the present setting with only one risky asset, the candidate optimal portfolio is readily determined by pointwise optimization as a function of time, wealth, and the state variable:

$$\hat{\pi}(t, x, y) = -\frac{V_x(t, x, y)}{x V_{xx}(t, x, y)} \mu(y) - \frac{V_y(t, x, y)}{x V_{xx}(t, x, y)} \sigma(y).$$

(3.7)

After inserting this expression, the HJB equation (3.6) for the value function $V(t, x, y)$ reads as follows:

$$V_t = \frac{1}{2} \frac{V_x^2}{V_{xx}} \mu^2 + \frac{V_x V_{xy}}{V_{xx}} \mu \sigma \rho a^2 - V_x x r - V_y b - \frac{1}{2} \frac{V_{yy}}{V_{yy}} a^2.$$  

(3.8)

### 3.2 Homotheticity

The above heuristics were valid for an arbitrary utility function. Power utilities $U(x) = x^{1-\gamma}/(1-\gamma)$, however, are particularly tractable because they distinguish themselves through their homotheticity, $U(x) = x^{1-\gamma}U(1)$. Since the wealth process of any portfolio $\pi_t$ is proportional to the initial endowment $x$ by (2.7), this property allows to factor out wealth from the value function:

$$V(t, x, y) = \text{ess sup}_{(\pi_u)_{u \in [t,T]}} E[U(X^\pi_T) | X^\pi_t = x, Y_t = y] = x^{1-\gamma} \text{ess sup}_{(\pi_u)_{u \in [t,T]}} E[U(X^\pi_T) | X^\pi_t = 1, Y_t = y] = x^{1-\gamma} V(t, 1, y),$$

(3.9)

Define the reduced value function

$$v(t, y) = (1-\gamma)V(t, 1, y).$$

Then, the candidate optimal portfolio (3.7) can be written as

$$\hat{\pi}_t = \frac{\mu}{\gamma a^2} + \frac{\rho a v_y}{\gamma \sigma v},$$

(3.10)

and the corresponding reduced HJB equation reads as

$$v_t = \frac{\gamma - 1}{\gamma} \left( \frac{\mu^2}{2 \sigma^2} + \gamma r \right) v + \frac{\mu \rho a v_y}{\sigma v} + \frac{\rho^2 a^2 v_y^2}{2 v} - v_y b - \frac{1}{2} v_{yy} a^2.$$  

(3.11)

In view of the terminal condition (3.2) for the original value function and the homotheticity (3.9), the corresponding terminal condition is

$$v(T, y) = 1.$$  

(3.12)

The PDE (3.11) can be linearized by a suitable power transformation [58]. This allows to prove existence and uniqueness in a general setting given sufficient regularity of the coefficients $\mu(y), \sigma(y), b(y)$, and $a(y)$. However, explicit solutions are generally not available. To shed more light on the various effects that can arise in dynamic portfolio choice, from now on we therefore focus our attention on the three benchmark models from Example 2.1, which can be solved in closed form.
3.3 Constant Investment Opportunities

First, consider the Black-Scholes model with constant expected returns and volatilities. In this simplest example, there is no extra state variable $Y_t$, so that the value function only depends on time and current wealth. Accordingly, all the partial $y$-derivatives vanish, which implies that the candidate (3.10) for the optimal portfolio is constant:

$$\hat{\pi} = \frac{\mu}{\gamma \sigma^2}.$$

The HJB equation (3.11) for the corresponding candidate value function reduces to an ODE:

$$v'(t) = -(1 - \gamma) \left( \frac{\mu^2}{2\gamma \sigma^2} + r \right) v(t).$$

Together with the terminal condition (3.12) and the homotheticity (3.9), this leads to

$$V(t, x) = \frac{x^{1-\gamma}}{1-\gamma} \exp \left( (1 - \gamma) \left( r + \frac{\mu^2}{2\gamma \sigma^2} \right) (T - t) \right).$$

**Discussion**  The candidate optimal policy in the Black-Scholes model is to hold a constant proportion $\hat{\pi}$ of wealth in the risky asset, irrespective of the investment horizon. This constant weight is given by the infinitesimal mean-variance ratio $\mu/\sigma^2$ of the risky excess return, divided by risk aversion $\gamma$. The portfolio $\hat{\pi}$ is myopic, in that it is fully determined by the local dynamics of the return process, but ignores how much of the investment period remains left.

The corresponding utility is equivalent to the one obtained from fully investing at a fictitious equivalent safe rate $r + \frac{\mu^2}{2\gamma \sigma^2}$. Here, the outperformance of the actual safe rate is determined by the square of the instantaneous Sharpe ratio $\mu/\sigma$ of the risky asset, scaled by risk aversion. Hence, with constant expected excess returns and volatilities, investors with constant relative risk aversion use the Sharpe ratio to rank the attractiveness of different risky assets.

3.4 Stochastic Volatility

In the Heston-type model (2.2-2.3), there is a nontrivial state variable $Y_t$, so that the additional partial $y$-derivatives in the HJB equation (3.11) come into play. After inserting the dynamics (2.2-2.3), one finds that all coefficients in the PDE (3.11) are affine linear functions of the state variable. This suggests the following exponentially affine ansatz for the reduced value function:

$$v(t, y) = \exp \left( A(t) + B(t)y \right),$$

for smooth functions $A(t), B(t)$ satisfying $A(T) = B(T) = 0$ to match the terminal condition (3.12). With (3.13) as well as (2.2-2.3), the HJB equation (3.11) becomes

$$A'(t) + B'(t)y = \frac{\gamma - 1}{\gamma} \left( \frac{\mu^2 y^2}{2} + \gamma r \right) + \mu_S \rho \sigma_Y B(t) + \frac{\mu^2 \sigma_Y^2}{2} B(t)^2 - B(t) \lambda_Y (\bar{Y} - y) - \frac{\sigma_Y^2}{2} B(t)^2,$$

after canceling the common factor $v(t, y)$. This equation should hold for all values of $y$. Hence, separating the terms proportional to resp. independent of $y$ leads to the following system of ordinary differential equations for the functions $B(t), A(t)$:

$$B'(t) = cB(t)^2 + bB(t) + a, \quad B(T) = 0,$$

$$A'(t) = (\gamma - 1)r - \lambda \bar{Y} B(t), \quad A(T) = 0.$$
where
\[ c = \left( \frac{\gamma - 1}{\gamma} \rho^2 - 1 \right) \frac{\sigma_Y^2}{2}, \quad b = \left( \frac{\gamma - 1}{\gamma} \mu_S \rho \sigma_Y + \lambda_Y \right), \quad a = \frac{\gamma - 1}{\gamma} \frac{\mu_S^2}{2}. \] (3.16)

The first ODE (3.14) is a Riccati equation for \( B(t) \), whose solution for various parameter constellations can be readily determined from integral tables (e.g., [5] 21.5.1.2). If the discriminant
\[ D = b^2 - 4ac \] (3.17)
is positive\(^9\), it is given by \([39, 43, 30]\):
\[ B(t) = -2a \frac{e^{\sqrt{D}(T-t)} - 1}{e^{\sqrt{D}(T-t)}(b + \sqrt{D}) - b + \sqrt{D}}. \] (3.18)
The ODE (3.15) in turn allows to determine the function \( A(t) \) by a simple integration:
\[ A(t) = (1 - \gamma) r(T - t) + \lambda_Y \dot{Y} \int_t^T B(u) du \] (3.19)
\[ = (1 - \gamma) r(T - t) - \frac{2\lambda_Y \dot{Y} a}{b^2 - D} \left( (b + \sqrt{D})(T - t) - 2 \log \left( \frac{e^{\sqrt{D}(T-t)}(b + \sqrt{D}) - b + \sqrt{D}}{2 \sqrt{D}} \right) \right). \]

These explicit formulas determine the candidate value function \( V(t, x, y) = \frac{\gamma^1}{1 - \gamma^1} \exp(A(t) + B(t)y) \). In view of (3.10), the candidate for the corresponding optimal portfolio is given by
\[ \hat{\pi}_t = \frac{\mu_S}{\gamma} + \frac{\rho \sigma_Y}{\gamma} B(t). \] (3.20)

**Discussion**  Despite the stochastic opportunity set \((r, \mu_S Y_t, \sqrt{Y_t})\) of the Heston model, the optimal risky weight is still deterministic. However, it is no longer constant like in the Black-Scholes model. In addition to the myopic part given by the constant infinitesimal mean-variance ratio \( \mu_S \) of the risky excess returns, scaled by risk aversion \( \gamma \), there is an additional *intertemporal hedging term*, \( \frac{\rho \sigma_Y}{\gamma} B(t) \), which vanishes as the horizon \( T \) nears by the terminal condition \( B(T) = 0 \)\(^10\). Further from maturity, however, it provides a hedge against the future evolution of the state variable \( Y_t \). If the latter is uncorrelated with the Brownian motion \( W_t \) driving the risky returns \( (\rho = 0) \), then no hedging occurs. For a nontrivial correlation, the direction of the hedge depends on the investor’s risk aversion. In the limit \( \gamma \to 1 \) (which corresponds to logarithmic utility \( U(x) = \log(x) \)) the hedging term again vanishes, in line with the general results for log-optimal portfolios\(^11\). For risk aversion \( \gamma > 1 \), the ODE for \( B(t) \) and a comparison argument readily show \( B(t) < 0 \); conversely, \( B(t) \geq 0 \) for \( \gamma < 1 \). Since \( \rho < 0 \) as suggested by the empirical literature (e.g., [51]), this implies

---

\(^8\)For low risk aversion \( \gamma < 1 \), some parameter restrictions are needed to guarantee that a nonexplosive solution exists on the whole interval \([0, T]\), compare [30] Section 3.1.

\(^9\)This always holds for high risk aversion \( \gamma > 1 \). For low risk aversion \( \gamma < 1 \), this condition is satisfied, e.g., if the volatility \( \sigma_Y \) of the variance process \( Y_t \) is sufficiently small compared to its mean-reversion speed \( \lambda_Y \), i.e., if the stochastic volatility does not fluctuate too widely around its long-run mean.

\(^10\)As pointed out by Mossin [29], an investor behaves myopically, if her decisions are obtained by solving a series of single-period problems, i.e., decisions are made for one period without looking ahead. This always applies for the constant investment opportunity sets discussed in the previous section, where the optimal portfolio was the same for all horizons. Here, the myopic component is the investment for a very short horizon \((T \to 0)\), that is now complemented by an additional hedging term for longer maturities \( T \).

\(^11\)For logarithmic utility, no intertemporal hedging occurs even if asset dynamics are non-Markovian and include jumps, see, e.g., [34, 21]. That is, logarithmic investors always behave myopically.
that investors with risk aversion above unity react to uncertainty about future volatility by holding larger proportions of the risky asset. In contrast, investors with risk aversion less than one decrease their risky weights, and may in fact initially hold negative positions in the risky asset even though the latter has a positive expected excess return [43].

These initially puzzling results can be understood as follows. In the specification (2.2), the infinitesimal Sharpe ratio of the risky asset is given by $\mu S \sqrt{Y_t}$. Hence, it is increasing in volatility and therefore negatively correlated with the Brownian motion $W_t$ driving the risky returns. As a result, good returns today tend to occur together with low Sharpe ratios, and therefore bad investment opportunities. Conversely, low returns today tend to occur with high Sharpe ratios and therefore good investment opportunities, tomorrow. A more risk averse investor ($\gamma > 1$) will invest in this hedging opportunity by purchasing extra shares of the risky asset. Conversely, less risk averse investors add a negative “hedging portfolio” to the myopic component. For the latter, good returns today are correlated with good investment opportunities tomorrow, thereby allowing less risk averse investor to speculate on this scenario.

These qualitative features delicately depend on the concrete model under consideration. For example, Chacko and Viceira [7] consider a stochastic volatility model of the form

$$\frac{dS_t}{S_t} = (\mu_{CV} + r)dt + \sqrt{1/Y_t}dW_t,$$

for a constant expected excess return $\mu_{CV} > 0$, and where the inverse $Y_t$ of the variance process follows a square-root process. The state variable $Y_t$ is then positively correlated with $W_t$, to ensure a negative correlation between asset and volatility shocks. As a result, the model’s instantaneous Sharpe ratio is given by $\mu_{CV}\sqrt{Y_t}$, and is therefore positively correlated with current asset returns. Consequently, the intertemporal hedging terms turn out to have the opposite signs compared to the specification of Liu [43] considered above. More risk averse investors then purchase fewer risky shares due to the clustering of bad current and future investment opportunities. In contrast, less risk averse investors speculate on this by holding larger risky positions [7].

In view of this lack of robustness, it is reassuring to notice that the magnitude of these effects does not turn out to be very large for typical parameter estimates. This is illustrated in Figure 1. For the parameter estimates of Pan [51], the size of the intertemporal hedging term turns out to be one order of magnitude smaller than the myopic component $\mu S/\gamma$, which corresponds to the risky weight in a Black-Scholes model with the same mean returns $\mu S$ and variance $\bar{Y}$. Similar quantitative results are reported by [6, 7].

### 3.5 Predictable Returns

Now, let us turn to the model (2.4-2.5) with predictable returns proposed by Kim and Omberg [36]. With the dynamics (2.4-2.5), the coefficients in the reduced HJB equation (3.11) are no longer affine linear in the state variable like for the Heston model, but in fact quadratic. This suggests the following exponentially quadratic ansatz for the reduced value function:

$$v(t, y) = \exp \left( A(t) + B(t)y + \frac{1}{2}C(t)y^2 \right),$$

(3.21)

---

12This identification makes sense at least if the model is not too far from Black-Scholes (where performance is indeed measured by the Sharpe ratio) or risk aversion is not too far from unity (for log-utility, performance is also measured by the average squared Sharpe ratio even in general models).
Figure 1: Heston-type model: optimal portfolio $\hat{\pi}_t$ for horizon $T = 10$ years (solid), long-run optimal portfolio $\hat{\pi}_\infty$ (dashed), and Black-Scholes portfolio $\mu_S/\gamma$ for same mean return and volatility (dotted). Risk aversion is $\gamma = 5$ and the (yearly) model parameters are $r = 0.033$, $\mu_S = 4.4$, $\lambda_Y = 5.3$, $\bar{Y} = 0.024$, $\sigma_Y = 0.38$ and $\rho = -0.57$ (cf. [51, Tables 1 and 6]).

for smooth functions $A(t), B(t), C(t)$ satisfying $A(T) = B(T) = C(T) = 0$ to match the terminal condition (3.12). With (3.21) and (2.4-2.5), the reduced HJB equation (3.11) can be rewritten as:

$$A'(t) + B'(t)y + \frac{1}{2}C'(t)y^2 = \gamma - \frac{1}{\gamma}\left(\frac{y^2}{2\sigma^2} + \gamma r\right) + \frac{y\rho \sigma_Y}{\sigma}(B(t) + C(t)y) + \frac{\rho^2 \sigma_Y^2}{2}(B(t) + C(t)y)^2 - \lambda(\bar{Y} - y)(B(t) + C(t)y) - \frac{\sigma_Y^2}{2}(C(t) + (B(t) + C(t)y)^2).$$

This equation again has to hold for all values $y$ of the state variable. Hence, separating into terms proportional to $y^2$, $y$, and independent of $y$, this leads to the following system of ODEs for the three functions $C(t), B(t), A(t)$:

$$\frac{C'(t)}{2} = cC(t)^2 + bC(t) + a, \quad C(T) = 0,$n
$$B'(t) = 2cB(t)C(t) + bB(t) - \lambda_Y \bar{Y} C(t), \quad B(T) = 0,$n
$$A'(t) = (\gamma - 1)r + cB(t)^2 - \lambda_Y \bar{Y} B(t) - \frac{\sigma_Y^2}{2} C(t), \quad C(T) = 0,$n

where

$$c = \left(\frac{\gamma - 1}{\gamma} - \rho^2 - 1\right) \frac{\sigma_Y^2}{\gamma}, \quad b = \frac{\gamma - 1}{\gamma} \frac{\rho \sigma_Y}{\sigma} + \lambda, \quad a = \frac{\gamma - 1}{\gamma} \frac{1}{2\sigma^2}. \quad (3.22)$$

The first of the above ODEs is a Riccati differential equation for the function $C(t)$. The various parametric forms of its solution can be found in integral tables (cf., e.g., [5, 21.5.1.2]).

---

13 Given for the Heston-type model, some parameter restrictions are needed for $\gamma < 1$ to guarantee that a nonexplosive solution exists on the whole interval $[0, T]$; see Kim and Omberg [56] for a thorough discussion.
the second equation is an inhomogeneous linear ODE for \( B(t) \), that can be solved by variation of constants. Finally, with \( C(t) \) and \( B(t) \) at hand, \( A(t) \) is obtained from the third equation by a simple integration. After rather tedious but straightforward calculations, this leads to the explicit formulas reported by Kim and Omberg [36].

With the candidate value function at hand, (3.10) in turn determines the corresponding candidate for the optimal portfolio as

\[
\hat{\pi}_t = \frac{Y_t}{\gamma \sigma^2} + \frac{\rho \sigma \gamma}{\gamma \sigma} (B(t) + C(t)Y_t).
\]

**Discussion**  In contrast to the Heston-type model considered above, the candidate optimal portfolio for the model of Kim and Omberg (2.4-2.5) depends on the current value of the state variable \( Y_t \). This applies both to the myopic component \( \frac{Y_t}{\gamma \sigma^2} \) and to the intertemporal hedging term \( \frac{\rho \sigma \gamma}{\gamma \sigma} (B(t) + C(t)Y_t) \).

In general, the sign of the hedging term therefore of course also depends on the state variable \( Y_t \) (see [36] for a detailed discussion). For simplicity, let us consider the typical case where \( Y_t \) is close to its long-run mean \( \bar{Y} \) and therefore positive. One readily infers from the respective ODEs that \( B(t) \) and \( C(t) \) are negative for high risk aversion (\( \gamma > 1 \)) and positive for low risk aversions (\( \gamma < 1 \)). Since correlation \( \rho \) is negative, in line with the empirical results of Barberis [1] for a state variable representing the dividend yield, this implies that predictable returns increase risky investments if risk aversion \( \gamma \) is higher than unity, and conversely for \( \gamma < 1 \). This can again be understood by considering the correlation between current returns and future investment opportunities, measured by the model’s infinitesimal Sharpe ratio. The latter is given by \( Y_t / \sigma \), and is therefore negatively correlated with the Brownian motion \( W_t \) driving the asset returns. Investors with high risk aversion therefore buy extra risky shares to hedge against bad returns tomorrow, whereas investors with low risk aversion speculate on this scenario by buying fewer risky shares.

With return predictability, the size of these hedging terms is considerably bigger than for the stochastic volatility model of Section 3.4. Indeed, Figure 2 illustrates that they can easily become as big as the myopic part of the portfolio for typical parameter values.

### 3.6 Long-Run Asymptotics

Unlike for the Black-Scholes model, the optimal portfolios in the models of Heston (2.2-2.3) as well as Kim and Omberg (2.4-2.5) depend on the investment horizon \( T \). However, as the horizon grows, they converge to a stationary level, as illustrated in Figures 1 and 2. This suggests that using simple temporally homogeneous portfolios should achieve “almost” optimal performances in both cases if the investment horizon is “sufficiently long”.

**Long-Run Optimality**  To make this precise, the terminal wealth problem (2.8) needs to be replaced by a stationary objective where the horizon is postponed to infinity. One approach is to consider utility from consumption over an infinite horizon. This works well in the context of proportional transaction costs (e.g., [15][16][55]), but does not lead to tractable results for stochastic volatility models or predictable returns unless markets are complete (cf. Wachter [57]). As a remedy, one can turn to the maximization of the long-run growth rate

\[
\liminf_{T \to \infty} \frac{1}{T} \log U^{-1}(E[U(X_T^\pi)]) \to \max!,
\]

which also leads to tractable results for problems with proportional transaction costs [17] or constraints on leverage [22] or drawdowns [23]. This quantity corresponds to a fictitious equivalent safe
Figure 2: Kim and Omberg model: expected optimal portfolio $\hat{\pi}_t$ for horizon $T = 20$ years (solid), long-run optimal portfolio $\hat{\pi}_\infty$ (dashed), and Black-Scholes portfolio $\bar{Y}/\gamma\sigma^2$ for same mean return and volatility (dotted). Risk aversion is $\gamma = 5$, the (monthly) model parameters are $r = 0.14\%$, $\sigma = 4.36\%$, $\bar{Y} = 0.34\%$, $\lambda_Y = 2.26\%$, $\sigma_Y = 0.08\%$, $\rho = -93.5\%$ (cf. [1, 57]), and the state variable is at its long-run mean, $Y_t = \bar{Y}$.

rate, at which – in the long-run – a full safe investment yields the same expected utility as trading optimally in the original market. Indeed, suppose the maximal growth rate in (3.23) is given by some $\beta$, and is attained by some portfolio $\hat{\pi}_t$. Then, for large $T$:

$$E[U(X_T^\pi)] \approx E[U(x^e^\beta T)].$$

In the Black-Scholes model, the same portfolio is optimal for all horizons $T$. Hence, this policy evidently also maximizes the long-run growth rate (3.23).

**Stochastic Volatility** For the Heston model [2.2, 2.3], an inspection of the explicit formulas (3.18-3.19) shows that the function $B(t)$ converges to a constant $B^\infty$ as the time to maturity $T - t$ grows. Likewise, the function $A(t)$ is almost linear for long horizons, $A(t) \approx A^\infty(T - t)$ for some constant $A^\infty$. Accordingly, we expect the long-run value function for a distant horizon to be of the following form:

$$V^\infty(t, x, y) = \frac{x^{1-\gamma}}{1-\gamma} \exp(A^\infty(T - t) + B^\infty y).$$

In the limit for long horizons $T \to \infty$, the investor’s equivalent safe rate then should be given by $A^\infty/(1-\gamma)$, as the importance of $B^\infty y$ vanishes for long horizons. Maybe surprisingly, however, $B^\infty$, does feature prominently in the candidate for the associated long-run optimal portfolio, obtained

\footnote{Of course, this ansatz does not solve any of the finite horizon problems because it does not satisfy the terminal condition $V(T, x, y) = U(x)$.}
as the limit of its finite-horizon counterparts (3.20):

\[
\hat{\pi}_t^\infty = \frac{\mu_S}{\gamma} + \frac{\rho \sigma Y}{\gamma} B^\infty.
\]

Of course, the long-run approach is not very useful from a computational point of view if one first solves the more complicated finite-horizon problem and then passes to the limit in the resulting explicit formulas. Instead, it is preferable to directly adapt the corresponding differential equations. Indeed, with the ansatz (3.24), the HJB equation (3.11) for the Heston model simplifies to

\[
-A^\infty = \frac{\gamma - 1}{\gamma} \left( \left( \frac{\mu^2_y}{2} + \gamma r \right) + \mu_S \rho \sigma_y y B^\infty + \frac{\rho^2 \sigma^2_y}{2} (B^\infty)^2 \right) - B^\infty \lambda_Y (\bar{Y} - y) - \frac{\sigma^2_Y}{2} (B^\infty)^2.
\]

Separating the terms proportional to and independent of \(y\), this leads to a simple quadratic equation for \(B^\infty\) (rather than an ODE with quadratic right-hand side as for the finite-horizon problem), that in turn directly determines \(A^\infty\):

\[
0 = c(B^\infty)^2 + bB^\infty + a,
\]

\[
A^\infty = (1 - \gamma) r + \lambda_Y \bar{Y} B^\infty.
\]

Here, the constants \(c, b, a\) are defined as in (3.16). Let us focus on the economically more relevant case \(\gamma > 1\). Then, the candidate equivalent safe rate \(A^\infty / (1 - \gamma)\) is decreasing in \(B^\infty\). Hence, the smaller solution of the quadratic equation is the obvious candidate in this case:\[^{15}\]

\[
B^\infty = \frac{\sqrt{D} - b}{2c},
\]

where the discriminant \(D = b^2 - 4ac\) is assumed to be positive as in the finite horizon case, compare Footnote \[^9\]. This in turn yields:

\[
A^\infty = (1 - \gamma) r + \lambda_Y \bar{Y} \frac{\sqrt{D} - b}{2c}.
\]

**Small-Noise Asymptotics**  Compared to the finite-horizon value function (3.13), the equivalent safe rate \(A^\infty / (1 - \gamma)\) is considerably easier to interpret. This is because it encodes the attractiveness of trading in the market into one number, irrespective of current values of the state variable, which are irrelevant in the long-run. To shed more light on the still rather complicated formula above, consider its asymptotics for \(\sigma_Y \sim 0\), i.e., the case where the variance process only fluctuates slowly so that the Heston model is close to Black-Scholes:\[^{16}\] Taylor expansion yields

\[
\frac{A^\infty}{1 - \gamma} = r + \frac{\mu^2_S \bar{Y}}{2\gamma} \left( 1 + (1 - \gamma) \frac{\mu_S \rho \sigma_Y}{\gamma \lambda_Y} + O(\sigma^2_Y) \right).
\]

Likewise, the corresponding expansion of the optimal portfolio reads as

\[
\hat{\pi}_t^\infty = \frac{\mu_S}{\gamma} \left( 1 + (1 - \gamma) \frac{\mu_S \rho \sigma_Y}{\gamma \lambda_Y} + O(\sigma^2_Y) \right).
\]

\[^{15}\] Note that \(c < 0\). One then readily verifies that this expression indeed coincides with the long-horizon limit \(T \to \infty\) in its finite-horizon counterpart (3.18).

\[^{16}\] A different asymptotic regime, namely portfolio choice with quickly mean-reverting stochastic volatility is studied in [20].
As $\sigma_Y \to 0$, the Heston-type model\(^{}[2.2,2.3]\) converges to a Black-Scholes model with mean return $\mu S$ and volatility $\sqrt{\bar{Y}}$. The equivalent safe rate for the latter is $r + \frac{\mu^2 S}{2}$, in line with the zeroth-order term in \((3.26)\). The sign of the first-order correction for stochastic volatility depends on the investor’s risk aversion. For high risk aversion ($\gamma > 1$), the equivalent safe rate is increased, and conversely for $\gamma < 1$. As explained in Section 3.4 and 3.5, the interpretation is that the hedging effect of negative correlation between current returns and future investment opportunities increases welfare for investors with high risk aversion, who welcome this effect. The size of the (relative) first-order adjustment is given by two times of its counterpart for the intertemporal hedging term. Both of these terms are large if i) the model is far from Black-Scholes for large fluctuations or slow mean reversion of the variance process (i.e., large $\sigma Y / \lambda Y$) or ii) if the instantaneous correlation $\rho$ between return and volatility shocks is strongly negative.

**Predictable Returns** For the model of Kim and Omberg, one can proceed similarly as for the stochastic volatility model considered above. More specifically, the ansatz

$$V^\infty(t, x, y) = \frac{x^{1-\gamma}}{1-\gamma} \exp \left( A^\infty(T-t) + B^\infty y + \frac{1}{2} C^\infty y^2 \right)$$

simplifies the reduced HJB equation \((3.11)\) to the following system of algebraic equations:

$$0 = c(C^\infty)^2 + bC^\infty + a,$$  \((3.28)\)

$$0 = 2cB^\infty C^\infty + bB^\infty - \lambda Y \bar{Y} C^\infty,$$  \((3.29)\)

$$A^\infty = (1 - \gamma)r - c(B^\infty)^2 + \lambda Y \bar{Y} B^\infty + \frac{\sigma^2}{2} C^\infty,$$  \((3.30)\)

where the constants $c, b, a$ are defined as in \((3.22)\) above. Let us again focus on the economically more relevant case $\gamma > 1$. Then, the putative equivalent safe rate $A^\infty/(1-\gamma)$ is decreasing in $C^\infty$, so that the smaller solution of the quadratic equation \((3.28)\) is the right candidate. As $c < 0$, it can be written as:

$$C^\infty = \frac{\sqrt{D} - b}{2c},$$  \((3.31)\)

given that the discriminant $D = b^2 - 4ac$ is positive.\(^{17}\) Next, \((3.29)\) gives

$$B^\infty = \frac{\lambda Y \bar{Y} C^\infty}{2cC^\infty + b},$$

and $A^\infty$ is in turn determined by \((3.30)\).

**Small-Noise Expansion** To shed more light on these explicit but involved formulas, again consider a small-noise expansion for small fluctuations of the state variable, $\sigma_Y \sim 0$. After some tedious but straightforward algebra (best carried out with a computer algebra system), the expansion for the candidate equivalent safe rate is determined as:

$$\frac{A^\infty}{1 - \gamma} = r + \frac{\bar{Y}^2}{2\gamma \sigma^2} \left(1 + (1 - \gamma) \frac{2\rho \sigma_Y}{\gamma \lambda_Y \sigma} + O(\sigma_Y^2) \right).$$

\(^{17}\)As in the Heston model, some algebra shows that this always holds for $\gamma > 1$. For $\gamma < 1$ this condition is satisfied, e.g., if the volatility $\sigma_Y$ of the factor process is small enough compared to its mean-reversion speed $\lambda_Y$, i.e., if the model is not too far away from Black-Scholes.
The zeroth-order term is again the equivalent safe rate of the Black-Scholes model with constant expected excess return $\bar{Y}$ and volatility $\sigma$ that arises in the limit $\sigma_Y \to 0$. As for the first-order correction due to return predictability, notice that the average (over realizations of the state variable $Y_t$ starting from $Y_0 = \bar{Y}$) of the long-run portfolio is given by

$$E[\hat{\pi}_t] = \frac{\bar{Y}}{\gamma} \left( 1 + (1 - \gamma) \frac{\rho \sigma_Y}{\gamma \lambda Y \sigma} + O(\sigma_Y^2) \right).$$

Hence, on average, the first-order (relative) corrections to the equivalent safe rate and the long-run portfolio are again the same up to a factor 2, like in the stochastic volatility model considered above. These terms are large if i) the model is far from Black-Scholes because the state variable is either fluctuating a lot compared to the risky returns (i.e., if $\sigma_Y/\sigma$ is large) or is slowly mean-reverting for small $\lambda_Y$, or ii) if the correlation between return and state shocks are strongly negative. Like for stochastic volatility, the sign of these effects depends on risk aversion. For high risk aversion ($\gamma > 1$), welfare is increased, and vice versa for $\gamma < 1$. The interpretation is the same as for the stochastic volatility model above.

4 Verification

In the previous section, we have heuristically computed candidates for optimal portfolios using the dynamic programming approach of stochastic control. To verify rigorously that these are indeed optimal, further work is necessary and different methods can be used. Here, we employ tools from convex duality that are particularly suited to the long-run version of the problem.

The basic idea is the following. The utility derived from applying our candidate portfolio evidently yields a lower bound for the value function. To determine an upper bound, notice that the discounted wealth process $e^{-rt}X^\pi_t$ of any portfolio $\pi_t$ is a local martingale under any equivalent martingale measure, i.e., $e^{-rt}X^\pi_t$ becomes a local martingale when multiplied with the corresponding density process $M_t$. Put differently, any undiscounted wealth process $X^\pi_t$ becomes a local martingale when multiplied with $Z_t = e^{-rt}M_t$, where $M_t$ is the density process of any equivalent martingale measure. By Fatou’s lemma, the product $X^\pi_t Z_t$ therefore is a supermartingale because it is positive. Hence the following simple consequence of Hölder’s inequality (cf. [24, Lemma 5]) bounds the utility of any portfolio by a moment of any equivalent martingale measure or, more generally, any supermartingale deflator $Z_t$ for which $Z_0 = 1$ and whose product $X^\pi_t Z_t$ with any wealth process is a supermartingale:

**Lemma 4.1.** Let $X$, $Z$ be strictly positive random variables such that $E[XZ] \leq x$. Then:

$$1 - \frac{1}{1 - \gamma} E[X^{1-\gamma}] \leq \frac{x^{1-\gamma}}{1 - \gamma} E[Z^{1-1/\gamma}]^{\gamma},$$

and equality holds if and only if $E[XZ] = x$ and, for some $\alpha > 0$,

$$X^{-\gamma} = \alpha Z.$$  \hspace{1cm} (4.1)

Before recalling the short proof from [24, Lemma 5], some remarks are in order here.

\footnote{Alternatives include verification theorems (cf., e.g., [37, 39, 16]) as well as arguments based on the powerful machinery of viscosity solutions (compare, e.g., [19, 55, 58, 52]).}

\footnote{Here, we only consider three benchmark models that can be solved form. Long-run optimality in a general Markovian setting is a studied by Guasoni and Robertson [24].}
Remark 4.2. (i) The duality bound \( (4.1) \) provides a sufficient condition for optimality. Indeed, a payoff \( X_T^Z \) generated by some portfolio is evidently optimal for the finite-horizon problem \((2.8)\) if one can find some supermartingale deflator \( \hat{Z}_t \) such that \((4.1)\) holds with equality for the terminal value \( \hat{Z}_T \). For the long-run problem \((3.23)\), it instead suffices to show that the long-run growth rates of both sides in \((4.1)\) coincide for the wealth process of a candidate portfolio \( \pi_t^\infty \) and some supermartingale deflator \( \hat{Z}_t^\infty \):

\[
\liminf_{T \to \infty} \frac{1}{(1-\gamma)T} \log E \left[ (X_T^Z)^{1-\gamma} \right] = \liminf_{T \to \infty} \frac{\gamma}{(1-\gamma)T} \log E \left[ (\hat{Z}_T^\infty)^{1-1/\gamma} \right]. \tag{4.3}
\]

(ii) With substantial additional effort, one can show that equality in the upper bound \((4.1)\) is also necessary for optimality. That is, there always exists a dual variable satisfying the first-order condition \((4.2)\). This duality between attainable payoffs and supermartingale deflators in fact holds for much more general preferences and asset price dynamics, as shown for complete markets by [53, 33, 10, 11] and for incomplete markets by [25, 26, 34, 40]. Since this is not needed for our purposes, we do not go into details here but instead refer interested readers to the survey [54] and the references therein.

(iii) The optimal dual variable \( \hat{Z}_t \) attaining the duality bound \((4.1)\) is intimately linked to “marginal utility-based” prices” for the investor at hand. Indeed, the investor’s utility remains the same if she sells a small claim with payoff \( H \) at \( T \) for a price of \( E[\hat{Z}_T H] \). This “marginal price” of a small claim is given by the expectation of its payoff “deflated” by the dual variable \( \hat{Z}_T \), resp. its “risk-neutral” expectation \( E[\hat{Z}_T H] \) if \( \hat{Z}_T \) is the density of an equivalent martingale measure \( \hat{Q} \). Hence, the investor’s “marginal pricing rule” for small risks is selected from the possibly infinitely many equivalent martingale measures according to her preferences by the first-order condition \((4.2)\). For precise statements and proofs, see [58, 32, 42].

Proof of Lemma 4.1. To ease notation, set \( p = 1 - \gamma \) and \( q = p/(p-1) = 1 - 1/\gamma \). For \( p \in (0, 1) \), Hölder’s inequality (with \( \tilde{p} = 1/p \) and \( \tilde{q} = p/(\tilde{p} - 1) = 1/(1-p) \)) yields

\[
E[X^p] = E[(XZ)^{\tilde{p}}Z^{-\tilde{p}}] \leq E[(XZ)^{\tilde{p}}]^{1/\tilde{p}}E[Z^{-\tilde{p}}]^{1/\tilde{q}} = E[XZ]^{1/\tilde{p}}E[Z]^{1-1/\tilde{p}} \leq x^p E[Z]^{1-1/p},
\]

where we have used \( E[XZ] \leq x \) for the last inequality. Dividing by \( p > 0 \) yields \( E[XZ] \leq x \) for the last inequality. Dividing by \( p > 0 \) in turn \( q < 1 \), Hölder’s inequality with \( \tilde{p} = 1/(1-q) \) and \( \tilde{q} = \tilde{p}/(\tilde{p} - 1) = 1/q \) yields

\[
E[Z]^\tilde{q} \leq E[(XZ)^\tilde{q}X^{-q}]^{1-p} \leq E[(XZ)^{\tilde{q}}]^{1-1/\tilde{p}}E[X^{-\tilde{q}}]^{1-1/\tilde{p}}/\tilde{p} = E[XZ]^{-p}E[X]^p \leq x^{-p}E[X]^p,
\]

so that the assertion follows by multiplying with \( x^p/p < 0 \). In both cases, the inequalities become equalities if and only if \( E[XZ] = x \) and \( X^{-\gamma} \) is proportional to \( Z \).

4.1 Constant Investment Opportunities

In the Black-Scholes model it is straightforward to apply Lemma 4.1 to verify the optimality of our candidate portfolio \( \hat{\pi} = \mu/\gamma\sigma^2 \) from Section 3.3. Since the market is complete, there is only one equivalent martingale measure, so that we only have to show that the bound \((4.1)\) is tight for the latter and the wealth process of our candidate portfolio:

Lemma 4.3. Fix a time horizon \( T > 0 \). Then, the wealth process \( X_T^\hat{\pi} \) of the portfolio \( \hat{\pi} = \mu/\gamma\sigma^2 \) and the density

\[
M_T = \exp \left( -\frac{\mu}{\sigma} W_T - \frac{\mu^2}{2\sigma^2} T \right)
\]
of the unique equivalent martingale measure satisfy:

\[ E \left[ (X_T^\pi)^{1-\gamma} \right] = x^{1-\gamma} \exp \left( (1 - \gamma) \left( r + \frac{\mu^2}{2\gamma\sigma^2} \right) T \right) = x^{1-\gamma} E \left[ (e^{-rT} M_T)^{1-\frac{1}{\gamma}} \right]. \]  \hspace{1cm} (4.4)

By Lemma 4.1, the portfolio \( \hat{\pi} \) is therefore optimal for the finite-horizon problem (2.8) and also long-run optimal in the sense of (3.23), with equivalent safe rate \( r + \frac{\mu^2}{2\gamma\sigma^2} \).

**Proof.** By (2.7), the wealth process corresponding to the constant portfolio \( \hat{\pi} \) is given by

\[ X_T^\hat{\pi} = x \exp \left( \left( r + \hat{\pi} \mu - \frac{\hat{\pi}^2 \sigma^2}{2} \right) T + \hat{\pi} \sigma W_T \right) = x \exp \left( \left( r + \left( 1 - \frac{1}{2\gamma} \right) \frac{\mu^2}{\gamma\sigma^2} \right) T + \frac{\mu}{\gamma} \sigma W_T \right). \]

Hence, both the payoff \( X_T^\hat{\pi} \) and the terminal value \( Z_T = e^{-rT} M_T \) of the supermartingale deflator corresponding to the unique equivalent martingale measure are log-normally distributed. (4.4) in turn follows from the formula for the corresponding moment-generating function. \( \square \)

### 4.2 Stochastic Volatility

Let us now turn to the Heston-type model (2.2-2.3). Here, we focus on the long-horizon asymptotics from Section 3.6; verification theorems for the finite-horizon problem can be found in [39, 30].

**Heuristic Derivation of the Dual Deflator** Compared to the Black-Scholes model a new difficulty arises here: since the Heston model is incomplete, there are infinitely many equivalent martingale measures, so that one needs to identify a suitable candidate to match the duality bound (4.1). To this end, notice that the value function (which we determined heuristically in Section 3.4 to identify the optimal portfolio) also encodes the dual martingale measure. Informally, this can be seen as follows. For any small \( \varepsilon \), the dynamic programming principle (3.3) implies that, conditional on the information at time \( t \), the optimal policy \( \hat{\pi}_t \) performs at least as well as shifting an extra amount \( \varepsilon \) into the risky account from time \( t \) to maturity \( T \):

\[ E[U(X_T^\hat{\pi})|\mathcal{F}_t] \geq E \left[ U \left( \left( 1 - \frac{\varepsilon}{X_t^\pi} \right) X_T^\pi + \frac{\varepsilon}{S_t} S_T \right) \right]. \]

Since this holds both for small positive and negative values of \( \varepsilon \), a first-order Taylor expansion yields:

\[ 0 = E \left[ U'(X_T^\hat{\pi}) \left( \frac{X_T^\pi}{X_t^\pi} - \frac{S_T}{S_t} \right) \right]. \] \hspace{1cm} (4.5)

Recall that \( U'(x)x = (1 - \gamma)U(x) = (1 - \gamma)V(T, x, y) \), and notice that the arguments of Section 3.1 show that \( V(t, X_t^\pi, Y_t) \) is a martingale for the optimizer \( \hat{\pi}_t \). As a result:

\[ E \left[ U'(X_T^\hat{\pi}) \left( \frac{X_T^\pi}{X_t^\pi} \right) \right] = \frac{(1 - \gamma)E[V(T, X_T^\pi, Y_T)|\mathcal{F}_t]}{X_t^\pi} = \frac{(1 - \gamma)V(t, X_t^\pi, Y_t)}{X_t^\pi} = V_x(t, X_t^\pi, Y_t), \]

where we have used the homotheticity (3.9) of the value function in the last step. Hence, (4.5) implies

\[ E \left[ V_x(T, X_T^\pi, Y_T) \frac{S_T}{S_t} \right] \left| \mathcal{F}_t \right] = V_x(t, X_t^\pi, Y_t) \frac{S_t}{S_t}. \]

\(^{20}\)To see this, notice that the dynamic programming equation (3.6) implies that the drift terms in (3.4) vanish for the optimizer \( \hat{\pi}_t \).
so that $V_x(t, X^x_t, Y_t) S_t$ must be a martingale. Repeating these arguments, but now moving $\varepsilon$ into the safe account at time $t$, it follows analogously that $V_x(t, X^x_t, Y_t) S^0_t$ has to be a martingale, too. Hence, $V_x(t, X^x_t, Y_t) S^0_t$ should be the density process of an equivalent martingale measure after normalizing the initial value to 1, and $V_x(t, X^x_t, Y_t)$ is the corresponding deflator that turns all wealth processes into supermartingales. Since $V_x(t, X^x_T, Y_T) = U'(X^x_T)$ by the terminal condition (3.2), Lemma 4.1 therefore suggests that the upper duality bound (4.1) is attained by the wealth derivative of the value function, evaluated along the wealth process of the candidate portfolio, and normalized to initial value 1.

The corresponding candidate deflator in the long-run limit $T \to \infty$ is derived analogously from the candidate long-run value function (3.24): differentiate with respect to wealth and normalize the initial value to 1, obtaining

$$\hat{Z}_\infty := \frac{X^x_t}{x} - \gamma \exp(-A^\infty t + B^\infty(Y_t - Y_0)).$$

(4.6)

**Verification** With candidates for the optimal portfolio and the dual deflator at hand, we can now verify rigorously that they attain the bound (4.1). The first step is to show that the constant $B^\infty$ – which determines the intertemporal hedging term $\frac{\rho \sigma}{\gamma \mu S} B^\infty$ and, together with (3.25), the density (4.6) of the candidate for the dual deflator – is well defined:

**Lemma 4.4.** Suppose that $\gamma > 1$, or $\gamma < 1$ and

$$D = b^2 - 4ac > 0,$$

where

$$c = \left(\frac{\gamma - 1}{\gamma} \rho^2 - 1\right) \frac{\sigma^2_Y}{2}, \quad b = \frac{\gamma - 1}{\gamma} \mu \rho \sigma_Y + \lambda_Y, \quad a = \frac{\gamma - 1}{\gamma} \frac{\mu^2_S}{2}. \quad (4.8)$$

Then, there exists a solution $B^\infty \in \mathbb{R}$ of the quadratic equation

$$0 = c(B^\infty)^2 + bB^\infty + a \quad (4.9)$$

satisfying $B^\infty < 0$ for $\gamma > 1$ resp. $B^\infty > 0$ for $\gamma < 1$. Moreover:

$$B^\infty < \frac{\lambda_Y - \frac{\gamma - 1}{\gamma} \mu \rho \sigma_Y}{\sigma^2_Y \left(1 + \frac{\gamma - 1}{\gamma} \rho^2\right)}. \quad (4.10)$$

**Proof.** Evidently,

$$B^\infty = \frac{\sqrt{b^2 - 4ac} - b}{2c} \quad (4.11)$$

solves the quadratic equation (4.9)\footnote{Note that $D$ is always strictly positive for $\gamma > 1$, so that the parameter restriction (4.7) is not needed in this case.} Let $\gamma > 1$ and define

$$f(x) = cx^2 + bx + a.$$

The parabola $f(x)$ opens downwards, and satisfies $f(0) = a > 0$. Taking into account $c < 0$, it therefore follows that the smaller root $B^\infty$ of $f(x)$ is negative. For $\gamma < 1$, $\rho < 0$ implies $f'(0) = b > 0$, so that $B^\infty > 0$ follows from $f(0) < 0$. Finally, (4.7) yields

$$B^\infty < \frac{-b}{2c} = \frac{\lambda_Y - \frac{\gamma - 1}{\gamma} \mu \rho \sigma_Y}{\sigma^2_Y \left(1 + \frac{\gamma - 1}{\gamma} \rho^2\right)},$$

which proves the last part of the assertion. \qed
As motivated by the heuristics (3.25), set
\[ A^{\infty} = (1 - \gamma)r + \lambda_Y \bar{Y} B^{\infty}. \]  \hfill (4.12)

We now verify that the candidate (4.6) indeed meets the requirements of Lemma 4.1:

**Lemma 4.5.** For \( B^{\infty} \) as in Lemma 4.4 and \( A^{\infty} \) as in (4.12), in accordance with (4.6) define
\[ \hat{Z}_t^{\infty} = (X_t^{\hat{\pi}^{\infty}} / x)^{-\gamma} \exp(-A^{\infty}t + B^{\infty}(Y_t - Y_0)), \]
where \( X_t^{\hat{\pi}^{\infty}} \) denotes the wealth process of the portfolio \( \hat{\pi}^{\infty} = (\mu_S + \rho\sigma_Y B^{\infty})/\gamma \). Then,
\[ \hat{Z}_t^{\infty} = e^{-rt} \mathcal{E} \left( \int_0^t \sigma_Y \sqrt{\bar{Y}_s} B^{\infty} dW_s^Y - \int_0^t \sqrt{\bar{Y}_s} (\mu_S + \rho\sigma_Y B^{\infty}) dW_s \right), \]  \hfill (4.13)
and the process \( \hat{Z}_t^{\infty} \) satisfies the conditions of Lemma 4.1, i.e.,
\[ E[X_t^{\hat{\pi}} \hat{Z}_t^{\infty}] \leq x, \]  \hfill (4.14)
where \( X_t^{\hat{\pi}} \) denotes the wealth process of an arbitrary portfolio \( \pi_t \).

**Proof.** To see this, compute the dynamics of \( X_t^{\hat{\pi}} Z_t^{\infty} \) using the definition of the stochastic exponential,
\[ \mathcal{E}(N)_t = \exp \left( (N_t - N_0 - \frac{1}{2} \langle N, N \rangle_t) \right), \]  \hfill (4.15)
as well as Yor’s formula,
\[ \mathcal{E}(N)_t \mathcal{E}(N')_t = \mathcal{E}(N + N' + \langle N, N' \rangle)_t, \]  \hfill (4.16)
for continuous semimartingales \( N_t, N'_t \). The drift rate of \( X_t^{\hat{\pi}} Z_t^{\infty} \) turns out to be zero for any portfolio \( \pi_t \), so that this process is a nonnegative local martingale and in turn a supermartingale as claimed. For the convenience of the reader, we provide some details of the somewhat lengthy but straightforward calculations needed to check this. By (2.7) and (4.15), we have
\[ (X_t^{\hat{\pi}^{\infty}})^{-\gamma} = x^{-\gamma} \exp \left( \int_0^t -\gamma r - \mu_S Y_s (\mu_S + \rho\sigma_Y B^{\infty}) ds + \int_0^t \frac{1 + \gamma}{2\gamma} Y_s (\mu_S + \rho\sigma_Y B^{\infty})^2 ds \right) \times \mathcal{E} \left( \int_0^t -\sqrt{\bar{Y}_s} (\mu_S + \rho\sigma_Y B^{\infty}) dW_s \right). \]

Likewise, (4.15) and the dynamics (2.3) of the process \( Y_t \) yield
\[ \exp(-A^{\infty}t + B^{\infty}Y_t) = \exp \left( \int_0^t -A^{\infty} ds + B^{\infty} Y_0 + \int_0^t B^{\infty} \lambda_Y (\bar{Y} - Y_s) ds + \int_0^t \frac{1}{2} (B^{\infty})^2 \sigma_Y^2 Y_s ds \right) \times \mathcal{E} \left( \int_0^t \sigma_Y B^{\infty} \sqrt{\bar{Y}_s} dW_s^Y \right). \]

Hence, Yor’s formula (4.16) shows
\[ (X_t^{\hat{\pi}^{\infty}})^{-\gamma} \exp(-A^{\infty}t + B^{\infty}Y_t) = x^{-\gamma} \exp(B^{\infty} Y_0) \exp \left( \int_0^t \left[ -A^{\infty} - \gamma r + B^{\infty} \lambda_Y (\bar{Y} - Y_s) \right] ds \right) \times \exp \left( \int_0^t \left[ \frac{1}{2} (B^{\infty})^2 \sigma_Y^2 Y_s + \frac{1 - \gamma}{2\gamma} Y_s (\mu_S + \rho\sigma_Y B^{\infty})^2 \right] ds \right) \times \mathcal{E} \left( \int_0^t \sigma_Y \sqrt{\bar{Y}_s} B^{\infty} dW_s^Y - \int_0^t \sqrt{\bar{Y}_s} (\mu_S + \rho\sigma_Y B^{\infty}) dW_s \right) \]
\[ = x^{-\gamma} \exp(-rt + B^{\infty} Y_0) \times \mathcal{E} \left( \int_0^t \sigma_Y \sqrt{\bar{Y}_s} B^{\infty} dW_s^Y - \int_0^t \sqrt{\bar{Y}_s} (\mu_S + \rho\sigma_Y B^{\infty}) dW_s \right), \]
where we have used the quadratic equation (4.9) for $B^\infty$ in the last step. This proves the first part (4.13) of the assertion. Now, let $\pi_t$ be any portfolio. Then, (2.7), (4.13) and Yor’s formula (4.16) give

$$E\left[X_T^\pi \hat{Z}_T^\pi\right] = E\left[x e^{\int_0^T \pi_t \mu_S Y_t dt + \pi_t \sqrt{Y_t} dW_t}\right]$$

$$= E\left[x e^{\int_0^T \sigma_Y \sqrt{Y_t} B^\infty dW_t^Y} - \int_0^T \sqrt{Y_t} (\mu_S + \rho \sigma_Y B^\infty) dW_t\right]$$

$$\leq x,$$

because a positive local martingale is a supermartingale by Fatou’s Lemma.

To establish the long-run optimality of the portfolio $\hat{\pi}^\infty$, we now compute upper and lower finite horizon bounds. Here, the candidate portfolio itself leads to the lower bound, whereas the upper bound is derived from the duality bound (4.11), applied to the supermartingale deflator $\hat{Z}_T^\infty$ from Lemma 4.5. In each case, the calculations only make use of the HJB equation, and in turn extend to general Markovian settings, see [24, Theorem 7] for more details. As observed by Guasoni and Robertson [24], both bounds are most conveniently expressed in terms of a particular measure $\hat{P}$ (locally) equivalent to the physical probability $P$.

**Lemma 4.6.** Fix a horizon $T > 0$ and let $B^\infty$ and $A^\infty$ be defined as in Lemma 4.4 and (4.12), respectively. Then, the wealth process $X^\pi_T$ corresponding to the portfolio $\pi^\infty = (\mu_S + \rho \sigma_Y B^\infty)/\gamma$ and the deflator $\hat{Z}_T^\infty$ defined in Lemma 4.5 satisfy the following finite-horizon bounds:

$$E\left[(X_T^\pi)^{1-\gamma}\right] = x^{1-\gamma} e^{A_T^\infty} E_{\hat{P}}\left[e^{B_T^\infty (Y_0 - Y_T)}\right],$$

$$E\left[(\hat{Z}_T^\infty)^{1-\gamma}\right] = e^{A_T^\infty} E_{\hat{P}}\left[e^{B_T^\infty (Y_0 - Y_T)}\right].$$

where the probability measure $\hat{P}$ is defined by,

$$\frac{d\hat{P}}{dP} = \mathcal{E}\left(\int_0^T \sqrt{Y_s} \sigma_Y B^\infty dW_s^Y + \int_0^T \left(\frac{1}{\gamma} - 1\right) \sqrt{Y_s} (\mu_S + \rho \sigma_Y B^\infty) dW_s\right).$$

**Proof.** To ease notation, set $C^\infty = \rho \sigma_Y B^\infty$. Let us first verify that the stochastic exponential on the right-hand side of (4.19) is a true martingale and therefore indeed the density process of $\hat{P}$ with respect to $P$. Since the variance process $Y_t$ does not have finite exponential moments of all orders (cf. the proof of Lemma 4.7 below), Novikov’s condition is not directly applicable in its usual form [35, Corollary 3.5.13]. However, one can apply a version [35, Corollary 3.5.14] where it is used

---

22This measure can be interpreted as the myopic probability $\hat{P}$, under which a hypothetical investor with logarithmic utility would choose the same long-run optimal portfolio as the original power investor under the physical probability $P$; see [24, Section 3.1] for more details. The density process (4.19) is readily determined by setting the log-optimal portfolio under this measure – i.e., the corresponding expected excess return determined by Girsanov’s theorem, divided by the squared volatility (cf., e.g., [21]) – equal to the candidate long-run portfolio $\hat{\pi}^\infty$ under the original probability.
successively on a sufficiently fine partition of any given interval. Indeed, Lévy’s theorem implies that
\[ W_s^\ast := \frac{1}{L} (\sigma_Y B^\infty W_s^Y + (1/\gamma - 1)(\mu_S + \rho \sigma_Y B^\infty) W_s) \tag{4.20} \]
with
\[ L := \sqrt{\sigma_Y^2 (B^\infty)^2 + 2C^\infty (1/\gamma - 1)(\mu_S + C^\infty) + (1/\gamma - 1)^2 (\mu_S + C^\infty)^2} \]
is a \( \mathbb{P} \)-Brownian motion. Now, consider an equidistant partition \( 0 = t_0 < t_1 < \cdots < t_N = T \) of \( [0, T] \). Lemma 4.7 below shows that for \( N \) sufficiently large, i.e., \( t_i - t_{i-1} \) sufficiently small,
\[ E \left[ \exp \left( \frac{T^2}{2} \int_{t_k}^{t_{k+1}} Y_s ds \right) \right] < \infty, \quad \forall k \geq 0. \]
This in turn implies that \( \mathbb{E} \left( \int_0^T \sqrt{Y_s} dW_s^\ast \right) \) is indeed a true martingale by Novikov’s Condition as in Corollary 3.5.14, and hence the density process of \( \hat{\mathbb{P}} \) with respect to \( \mathbb{P} \).

Let us now turn to the first finite-horizon bound (4.17). By (2.7) and (4.15), the wealth process \( \hat{X}_T^{\pi^\ast} \) satisfies:
\[ (X_T^{\pi^\ast})^{1-\gamma} = x^{1-\gamma} \exp \left( \int_0^T \left[ (1/\gamma) r + \frac{1}{\gamma} \mu_S Y_t (\mu_S + C^\infty) - \frac{1}{2\gamma^2} Y_t (\mu_S + C^\infty)^2 \right] dt \right) \]
\[ \times \exp \left( \int_0^T \frac{1}{\gamma} \sqrt{Y_t} (\mu_S + C^\infty) dW_t \right). \]
Hence,
\[ (X_T^{\pi^\ast})^{1-\gamma} = x^{1-\gamma} e^{r T} Z_T^\infty \exp \left( \int_0^T \frac{1}{\gamma} \sqrt{Y_t (\mu_S + C^\infty)} dW_t - \int_0^T \sigma_Y \sqrt{Y_t (\mu_S + C^\infty)} dW_t^Y \right) \tag{4.21} \]
\[ \times \exp \left( \int_0^T \left[ (1/\gamma) r + \frac{1}{2} Y_t (B^\infty)^2 \sigma_Y^2 - Y_t C^\infty (\mu_S + C^\infty) + \frac{1}{2} Y_t (\mu_S + C^\infty)^2 \right] dt \right) \]
\[ \times \exp \left( \int_0^T \left[ \frac{1}{\gamma} - 1 \right] \mu_S Y_t (\mu_S + C^\infty) - \frac{1}{2} \left( \frac{1}{\gamma^2} - \frac{1}{\gamma} \right) Y_t (\mu_S + C^\infty)^2 \right] dt \right). \]

Now, substitute the stochastic integral with respect to \( W_t^Y \) in (4.21) using the dynamics (2.3) of the variance process \( Y_t \) and simplify, obtaining
\[ (X_T^{\pi^\ast})^{1-\gamma} = x^{1-\gamma} e^{r T} Z_T^\infty \exp \left( \int_0^T \frac{1}{\gamma} \sqrt{Y_t (\mu_S + C^\infty)} dW_t - \frac{1}{2} \int_0^T Y_t (\mu_S + C^\infty)^2 \right) \]
\[ \times \exp \left( B^\infty (Y_0 - Y_t) + \int_0^T \left[ B^\infty \lambda Y (Y - Y_t) + \frac{1}{2} (B^\infty)^2 \sigma_Y^2 Y_t + \frac{1}{2} (B^\infty)^2 \sigma_Y^2 Y_t + \frac{1}{2} (B^\infty)^2 \sigma_Y^2 Y_t \right] dt \right) \]
\[ \times \exp \left( \int_0^T \left[ \frac{\mu_S}{\gamma} Y_t (\mu_S + C^\infty) + (1 - \gamma) r \right] dt \right). \]
Yor’s Formula (4.16) in turn shows
\[ \frac{d\hat{\mathbb{P}}}{d\mathbb{P}}_{\pi^\ast} = e^{r T} Z_T^\infty \mathbb{E} \left( \int_0^T \frac{1}{\gamma} \sqrt{Y_t (\mu_S + C^\infty)} dW_t \right) \exp \left( \int_0^T \frac{1}{\gamma} Y_t \left[ (\mu_S + C^\infty)^2 - C^\infty (\mu_S + C^\infty) \right] dt \right). \]
Using the quadratic equation \([4.9]\) and switching to the measure \(\hat{P}\) we have
\[
(X_T^{\hat{P}})^{1-\gamma} = x^{1-\gamma} \frac{d\hat{P}}{d\mathbb{P}}|_{\mathbb{F}_T} \exp(B^\infty(Y_0 - Y_T) + A^\infty T).
\] (4.22)

The first bound now follows by taking expectations on both sides. The argument for the second bound is similar. By definition,
\[
(\hat{Z}_T^{\infty})^{1-\gamma} = e^{-rT} e^{rT} \hat{Z}_T^{\infty} \exp\left(\frac{r}{\gamma} T + \int_0^T -\frac{1}{\gamma} \sqrt{Y_t} \sigma_Y B^\infty dW_t^Y + \int_0^T \frac{1}{\gamma} \sqrt{Y_t}(\mu_S + C^\infty) dW_t\right) 
\times \exp\left(\int_0^T \frac{1}{2\gamma} \sigma_Y^2 (B^\infty)^2 Y_t dt + \int_0^T \frac{1}{2\gamma} (\mu_S + C^\infty)^2 Y_t dt - \int_0^T \frac{1}{\gamma} C^\infty (\mu_S + C^\infty) Y_t dt\right).
\]

Again replacing the stochastic integral with respect to \(W_t^Y\) with (2.3) and switching to the measure \(\hat{P}\), we have
\[
(\hat{Z}_T^{\infty})^{1-\gamma} = \frac{d\hat{P}}{d\mathbb{P}} \exp\left(\frac{B^\infty(Y_0 - Y_T)}{\gamma} + \frac{A^\infty T}{\gamma}\right).
\]

The second bound follows by taking expectations on both sides, raising to the power \(\gamma\), and inserting the definition \([4.12]\) of \(A_\infty\).

The following estimate for the square-root process \(Y_t\) was used in the above proof to infer the martingale property of the stochastic exponential in \([4.19]\):

**Lemma 4.7.** Let \(\alpha\) and \(t_2 > 0\). Then for all \(0 \leq t_1 < t_2\) with \(t_2 - t_1\) small enough,
\[
E\left[\exp\left(\alpha \int_{t_1}^{t_2} Y_s ds\right)\right] < \infty.
\]

**Proof.** Jensen’s inequality and Tonelli’s Theorem show that
\[
E\left[\exp\left(\alpha \int_{t_1}^{t_2} Y_s ds\right)\right] \leq E\left[\frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \exp(\alpha(t_2 - t_1)Y_s) ds\right] = E\left[\frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \exp(\alpha(t_2 - t_1)Y_s) ds\right] \leq \sup_{t_1 \leq s \leq t_2} E[\exp(\alpha(t_2 - t_1)Y_t)].
\]

Given the initial value \(Y_0\) we know from \([12]\) that \(2\lambda_Y/(\sigma_Y^2(1 - e^{-\lambda_Y t})) Y_t\) follows a noncentral chi-squared distribution, i.e.,
\[
\frac{2\lambda_Y}{\sigma_Y^2(1 - e^{-\lambda_Y t})} Y_t \sim \chi^2\left(\frac{4\lambda_Y Y_0}{\sigma_Y^2}, 4\lambda_Y - \frac{2\lambda_Y e^{-\lambda_Y t}}{1 - e^{-\lambda_Y t}}\right).
\]

Thus, the moment generating function of the noncentral chi-squared distribution implies that
\[
\sup_{0 < t \leq t_2} E[\exp(\alpha t_2 Y_t)] = \sup_{0 < t \leq t_2} E\left[\exp\left(\alpha t_2 \frac{\sigma_Y^2 (1 - e^{-\lambda_Y t})}{2\lambda_Y} \frac{2\lambda_Y}{\sigma_Y^2 (1 - e^{-\lambda_Y t})} Y_t\right)\right],
\]
\[
= \sup_{0 < t \leq t_2} \frac{1}{1 - \alpha t_2 \sigma_Y^2 (1 - e^{-\lambda_Y t})} \exp\left(\frac{2Y_0 \alpha t_2 e^{-\lambda_Y t}}{1 - \alpha t_2 \sigma_Y^2 (1 - e^{-\lambda_Y t})}\right),
\]
which is finite for \(t_2 < \lambda_Y/(\alpha \sigma_Y^2)\). The assertion for \(t_1 > 0\) follows analogously. □
With the finite horizon bounds (4.17-4.18) at hand, we can now apply Lemma 4.1 to establish the long-run optimality of the candidate portfolio $\hat{\pi}_\infty$:

**Theorem 4.8.** Suppose that (4.7) is satisfied if $\gamma < 1$, or that

\[
(1 - 2 \frac{\gamma - 1}{\gamma} \rho^2) \sqrt{b^2 - 4ac} + b > 0, \quad \text{if } \gamma > 1, \tag{4.23}
\]

where $a, b$ and $c$ are as defined in Lemma 4.4. Then, in both cases, the candidate portfolio $\hat{\pi}_\infty = (\mu_S + \rho \sigma Y B^\infty) / \gamma$ is long-run optimal and the corresponding maximal equivalent safe rate is given by

\[
\lim_{T \to \infty} \frac{1}{1 - \gamma} \log E[(X_T^\pi)^{1-\gamma}] = \frac{A^\infty}{1 - \gamma}.
\]

**Proof.** Lemma 4.1 and (4.14) imply that the wealth process of any portfolio $\pi$ satisfies

\[
\frac{1}{1 - \gamma} E[(X_T^\pi)^{1-\gamma}] \leq x^{1-\gamma} \frac{1}{1 - \gamma} E[(Z_T^\infty)^{1-1/\gamma}]^\gamma.
\]

This inequality in turn yields the following upper bound, valid for any portfolio $\pi_t$:

\[
\lim_{T \to \infty} \frac{1}{1 - \gamma} \log E[(X_T^\pi)^{1-\gamma}] \leq \lim_{T \to \infty} \frac{\gamma}{(1 - \gamma)T} \log E[(Z_T^\infty)^{2-1/\gamma}].
\]

In view of (4.18), to show that the upper bound of the growth rate equals $A^\infty / (1 - \gamma)$, it remains to check that

\[
\lim_{T \to \infty} E^{\hat{P}} \left[ \frac{e^{B^\infty \gamma (Y_0 - Y_T)}}{\gamma} \right] < \infty,
\]

i.e., that $e^{-B^\infty Y_T / \gamma}$ has bounded expectation under $\hat{P}$ as $T \to \infty$. To this end, first note the dynamics of the variance process $Y_t$ under the measure $\hat{P}$:

\[
dY_t = \left[ \lambda_Y Y_t - \left( \lambda_Y - \sigma_Y^2 B^\infty - \sigma_Y \rho \frac{1 - \gamma}{\gamma} (\mu_S + \rho \sigma_Y B^\infty) \right) \frac{Y_t}{\lambda^{\hat{P},Y}} \right] dt + \sigma_Y \sqrt{Y_t} dW_t^{\hat{P},Y},
\]

where

\[
W_t^{\hat{P},Y} = W_t^Y - \int_0^t B^\infty \sigma_Y \sqrt{Y_s} ds + \int_0^t \rho \sqrt{Y_s} \left( 1 - \frac{1}{\gamma} \right) (\mu_S + \rho \sigma_Y B^\infty) ds
\]

is a $\hat{P}$-Brownian motion by Girsanov’s Theorem. Notice that $\lambda^{\hat{P},Y}$ is positive by (4.10). The Feller Condition $2\lambda_Y \sigma_Y > \sigma_Y^2$ implies that the stationary law of the square-root process $Y_t$ is a Gamma distribution with shape parameter $2 \lambda_Y \sigma_Y / \sigma_Y^2$ and scale parameter $\sigma_Y^2 / 2 \lambda_Y$. (cf. [12]), whose density function is given by

\[
\nu(dx) = \frac{2 \lambda_Y \sigma_Y^2 - 1}{e^2 \frac{\lambda_Y}{\sigma_Y} - e} \frac{\sigma_Y^2}{\sigma_Y^2} x^{2 \lambda_Y \sigma_Y - 1} e^{-\frac{\lambda_Y}{\sigma_Y} x} \Gamma \left( \frac{2 \lambda_Y \sigma_Y}{\sigma_Y^2} \right) \left( \frac{\sigma_Y^2}{2 \lambda_Y \sigma_Y} \right)^{2 \lambda_Y \sigma_Y - 2} dx.
\]

\[24\text{Recall from Footnote 9 that } D = b^2 - 4ac \text{ is always positive for } \gamma > 1.\]
The ergodic theorem [4, Formula II.35] in turn yields

\[
\lim_{T \to \infty} E^\hat{\pi} \left[ e^{-B^\infty YT / \gamma} \right] = \int_0^\infty e^{-B^\infty y / \gamma} \nu(dy) = \frac{1}{\Gamma \left( \frac{2\lambda Y}{\sigma_Y^2} \right) \left( \frac{\sigma_Y^2}{2\lambda^2 Y^2} \right) \int_0^\infty y \frac{2\lambda Y^2}{\sigma_Y^2} \left( e^{-B^\infty \sigma_Y^2 / 2\gamma} \right) \frac{1}{\sigma_Y^2} dy < \infty.}
\]

Here, we have used in the last step that \( \lambda \hat{\pi} Y + B^\infty \sigma_Y^2 / 2\gamma \) is positive, which follows from Lemma 4.4 and (4.23). A similar argument using (4.17) shows that the upper bound is attained by the wealth process corresponding to the portfolio \( \hat{\pi}^\infty \), so that the latter is indeed long-run optimal.

Let us comment briefly on the conditions (4.7) and (4.23). The first one is needed to ensure that the maximal expected utility remains finite for arbitrarily long finite horizons (see [30, Section 3.1] for more details), which is clearly necessary to obtain a finite equivalent safe rate. Accordingly, this assumption is satisfied automatically if the investor’s utility function is bounded from above \( (\gamma > 1) \). In contrast, the second assumption (4.23) is not needed for low risk aversion \( (\gamma < 1) \), but becomes active if the latter is sufficiently high.

Here, the intuition is that the long-run optimality of \( \hat{\pi}^\infty \) can fail if this portfolio leads to catastrophic results close to maturity because its intertemporal hedging term differs too much from its finite-horizon counterpart. If losses are limited because the utility function is bounded below \( (\gamma < 1) \), then this effect is washed away in the long-run limit. For sufficiently high risk aversion, however, the candidate portfolio \( \hat{\pi}^\infty \) may not be optimal, see [24, Proposition 25] for more details. This emphasizes the need for rigorous verification theorems, because heuristic computations alone may lead to wrong results.

As a side product, the finite horizon bounds from Lemma 4.6 allow to assess the performance of the long-run optimal portfolio on any finite horizon. In Figure 3, we compare these bounds to the optimal equivalent safe rate that can be obtained by applying the finite-horizon optimizer \( \hat{\pi}_t \) from (3.20). Evidently, the performance of the long-run optimizer (dot-dashed in Figure 3) cannot be distinguished from the one of the finite-horizon optimizer (solid in Figure 3) even for short horizons here. Both portfolios achieve the long-run optimal growth rate for horizons as short as two years. Moreover, the latter is quite close to its counterpart in a Black-Scholes model with the same mean returns and volatilities, so that the welfare effect of stochastic volatility turns out to be relatively small, in line with the modest intertemporal hedging terms reported in Figure 1.

### 4.3 Predictable Returns

Now, let us turn to a rigorous verification theorem for the long-run problem (3.23) in the Kim and Omberg model (2.4-2.5), where we again focus on the long-run asymptotics. (A verification theorem for the finite horizon problem can be found in [28].) Compared to the Heston-type model (2.2-2.3) discussed in Section 4.2, all the formulas become somewhat more involved, but the same basic approach is still applicable. Hence, we provide less details here, focusing on the arguments that require nontrivial adaptations.

As before, the first step is to show that the constant \( C^\infty \) – which determines \( B^\infty, A^\infty \) and thereby also the candidates for the intertemporal hedging term and the value function – is indeed well defined as the root of a quadratic equation, in line with the heuristics leading to (3.31):

\[ C^\infty = \frac{-B^\infty A^\infty}{2} + \sqrt{\left( \frac{B^\infty A^\infty}{2} \right)^2 + 2B^\infty A^\infty D^\infty}. \]

This condition is a special case of [24, Condition (71)]; in the special case considered here \( (\nu_0 = 0 \text{ in their notation}) \), the first condition in [24, Condition (71)] always holds true. For the parameter estimates of Pan [51], Assumption (4.23) is satisfied for all values of \( \gamma \).
Figure 3: Heston-type model: long-run equivalent safe rate (dashed) and equivalent safe rate for
investment on \([0, T]\), for the finite-horizon optimizer \(\hat{\pi}_t\) on \([0, T]\) (solid), the long-run optimizer \(\hat{\pi}_\infty\) (dot-dashed), and the optimizer in a Black-Scholes model with the same mean returns and
volatilities (dotted). Risk aversion is \(\gamma = 5\) and the (yearly) model parameters are \(r = 0.033\),
\(\mu_S = 4.4\), \(\lambda_Y = 5.3\), \(\bar{Y} = 0.024\), \(\sigma_Y = 0.38\) and \(\rho = -0.57\) (cf. [51] Tables 1 and 6)).

Lemma 4.9. If \(\gamma < 1\)\(^{26}\) suppose that

\[
b^2 - 4ac > 0, \tag{4.24}
\]

where

\[
c = \left(\frac{\gamma - 1}{\gamma}\right)^2 \frac{\sigma_Y^2}{2}, \quad b = \frac{\gamma - 1}{\gamma} \frac{\rho \gamma \rho}{\sigma} + \lambda, \quad a = \frac{\gamma - 1}{\gamma} \frac{1}{2\sigma^2}.
\]

Then, there exists a solution \(C_\infty \in \mathbb{R}\) of

\[
0 = c(C_\infty)^2 + bC_\infty + a \tag{4.25}
\]

which satisfies \(C_\infty < 0\) (for \(\gamma > 1\)) resp. \(C_\infty > 0\) (for \(\gamma < 1\)). Moreover,

\[
C_\infty < \frac{\lambda_Y - \frac{1}{\gamma} \frac{\sigma_Y \rho}{\sigma}}{\sigma_Y^2 (1 + \frac{\rho^2}{\gamma})}. \tag{4.26}
\]

Proof. Define

\[
C_\infty = \frac{\sqrt{b^2 - 4ac} - b}{2c}.
\]

Then, the assertions follow by a similar argument as in Lemma 4.4\(^{\Box}\)

\(^{26}\)If \(\gamma > 1\), one readily verifies that (4.24) is always satisfied.
In accordance with (3.29) and (3.30), set
\[ B^\infty = \frac{\lambda_Y Y C^\infty}{2c C^\infty + b}, \] (4.27)
\[ A^\infty = (1 - \gamma)r - c(B^\infty)^2 + \lambda_Y \dot{Y} B^\infty + \frac{\sigma_Y^2}{2} C^\infty. \] (4.28)

As in Section 4.2, a candidate for the long-run dual deflator is readily derived from the candidate long-run value function (3.27) by differentiating with respect to wealth and normalizing. By adapting the argument in Lemma 4.1, it follows that this candidate is indeed a supermartingale deflator:

**Lemma 4.10.** Let \( T > 0 \) and define
\[ \hat{Z}^\infty_t = (X^\hat{\pi}^\infty_t / x)^{-\gamma} \exp(-A^\infty t + B^\infty(Y_t - Y_0) + \frac{1}{2} C^\infty(Y_t^2 - Y_0^2)), \]
where \( X^\hat{\pi}^\infty \) denotes the wealth process of the strategy \( \hat{\pi}^\infty = \frac{Y_t}{\gamma \sigma^2} + \frac{\rho \sigma}{\gamma^2} (B^\infty + C^\infty Y_t) \) and the constants \( C^\infty \) and \( B^\infty \), \( A^\infty \) are defined as in Lemma 4.9 and (4.27), (4.28), respectively. Then,
\[ \hat{Z}^\infty_t = e^{-r \gamma} E\left( \int_0^T \sigma_Y (B^\infty + C^\infty Y_s) dW_s^Y - \int_0^T \frac{1}{\gamma} (Y_s + \rho \sigma Y (B^\infty + C^\infty Y_s)) dW_s \right) \]
and the process \( \hat{Z}^\infty_t \) satisfies the conditions of Lemma 4.1 i.e.,
\[ E\left[ X_t^\hat{\pi} \hat{Z}^\infty_T \right] \leq x, \]
where \( X^\hat{\pi} \) denotes the wealth process of an arbitrary portfolio \( \pi_t \).

**Proof.** This follows from similar calculations as in Lemma 4.5 using the definition of the stochastic exponential (4.15) and Yor’s Formula (4.16). \( \square \)

The next step is to compute finite horizon bounds for the wealth process of the candidate portfolio \( \hat{\pi}^\infty_t \) and the corresponding candidate deflator \( \hat{Z}^\infty_t \):

**Lemma 4.11.** Fix a time horizon \( T > 0 \) and let \( C^\infty \), \( B^\infty \) and \( A^\infty \) be defined as in Lemma 4.9, (4.27), and (4.28), respectively. Then, the following finite horizon bounds hold for the wealth process \( X^\hat{\pi}^\infty_t \) corresponding to the portfolio \( \hat{\pi}^\infty = \frac{Y_t}{\gamma \sigma^2} + \frac{\rho \sigma}{\gamma^2} (B^\infty + C^\infty Y_t) \) and the process \( \hat{Z}^\infty_t \) from Lemma 4.10:
\[ E\left[ (X^\hat{\pi}^\infty_T)^{1-\gamma} \right] = x^{1-\gamma} e^{A^\infty T} E^{\hat{P}} \left[ e^{q(Y_T) - q(Y_0)} \right], \] (4.29)
\[ E\left[ (\hat{Z}^\infty_T)^{1-\gamma} \right] = e^{A^\infty T} E^{\hat{P}} \left[ e^{q(Y_T) - q(Y_0)} \right]^{\gamma}, \] (4.30)
where \( q(Y_t) = -B^\infty Y_t - C^\infty Y_t^2 / 2 \) and the probability measure \( \hat{P} \) is defined by
\[ \frac{d\hat{P}}{dP}_{\mathcal{F}_T} = E^{\hat{P}} \left( \int_0^T \sigma_Y (B^\infty + C^\infty Y_s) dW_s^Y + \int_0^T \left( \frac{1}{\gamma} - 1 \right) \frac{1}{\gamma} (Y_s + \sigma \sigma_Y \rho (B^\infty + C^\infty Y_s) dW_s) \right). \] (4.31)
Proof. Similarly as in Lemma 4.6, it follows from Lemma 4.12 below, Novikov’s Condition as in Corollary 3.5.14 and the algebraic inequality \((a + b)^2 \leq 2(a^2 + b^2)\) that the stochastic exponential on the right-hand side of (4.31) is a true martingale, and therefore is the density process of \(\tilde{P}\) with respect to \(P\). The remaining assertions then follow verbatim as in Lemma 4.6.

To determine the density process of \(\tilde{P}\) with respect to \(P\), the following analogue of Lemma 4.7 is needed in the proof of Lemma 4.11.

Lemma 4.12. Let \(\alpha\) and \(t_2 > 0\). Then for all \(0 \leq t_1 < t_2\) with \(t_2 - t_1\) small enough, the Ornstein-Uhlenbeck process \(Y_t\) satisfies
\[
E\left[\exp\left(\alpha \int_{t_1}^{t_2} Y_s^2 ds\right)\right] < \infty.
\]

Proof. As in Lemma 4.7 Jensen’s inequality and Tonelli’s Theorem show that
\[
E\left[\exp\left(\alpha \int_{t_1}^{t_2} Y_s^2 ds\right)\right] \leq \sup_{t_1 \leq t \leq t_2} E\left[\exp\left(\alpha (t_2-t_1)Y_t^2\right)\right].
\]

Note that \(Y_t\) is Gaussian with \(\text{Var}(Y_t) = \frac{\sigma_t^2}{2\lambda_t}(1 - e^{-2\lambda_t t}) \leq \frac{\sigma_t^2}{2\lambda_t}(2\lambda_t)\) and that a normally distributed random variable \(B_t \sim \mathcal{N}(0, t)\) satisfies \(E[\exp(\xi B_t^2)] = (1 - 2(\xi t))^{-1/2}\), which is finite for \(\xi < 1/2t\). Hence the right-hand side of (4.32) is finite for \(t_2-t_1 < \lambda_t/\alpha\sigma_t^2\).

With the finite horizon bounds (4.29, 4.30) at hand, we can now verify the long-run optimality of the candidate policy \(\tilde{\pi}_t^\infty\). The interpretation of the parameter restrictions (4.24) for \(\gamma < 1\) resp. (4.33) for \(\gamma > 1\) is analogous to the discussion for the Heston-type model after Theorem 4.8. For the parameter estimates of Barberis [1], Condition (4.33) is satisfied for risk aversions up to \(\gamma = 13.4\).

Theorem 4.13. Suppose that (4.24) is satisfied if \(\gamma < 1\), or that
\[
\left(1 - 2\frac{\gamma - 1}{\gamma}\right) \sqrt{b^2 - 4ac} + b > 0, \quad \text{if } \gamma > 1,
\]
where \(a, b\) and \(c\) are defined as in Lemma 4.9. Then, the portfolio \(\tilde{\pi}_t^\infty = \frac{Y_t}{\gamma\sigma} + \frac{\sigma_Y}{\gamma}\sigma(B_t^\infty + C^\infty Y_t)\) is long-run optimal and the corresponding maximal equivalent safe rate is given by
\[
\lim_{T \to \infty} \frac{1}{(1-\gamma)T} \log E[(X_T^\infty)^{1-\gamma}] = \frac{A^\infty}{1-\gamma}.
\]

Proof. Lemma 4.11 and a similar argument as in Lemma 4.8 show that the upper bound equals \(A^\infty/(1-\gamma)\) if \(\phi(T)\) has bounded expectation under \(\tilde{P}\) as \(T \to \infty\), i.e.,
\[
\lim_{T \to \infty} E[\tilde{P}\left[e^{\frac{q(T)}{\gamma}}\right]] < \infty,
\]
with \(q\) defined as in Lemma 4.11. To see that this indeed holds true, first observe that the dynamics of \(Y_t\) under the measure \(\tilde{P}\) are given by
\[
dY_t = \left[\lambda_Y Y_t + B_t^\infty \frac{\sigma_Y^2}{2}\left(1 + \frac{1-\gamma}{\gamma}\rho^2\right) - \left(\lambda_Y - \frac{\sigma_Y\rho}{\gamma} \frac{1-\gamma}{\gamma} - C^\infty \sigma_Y^2 \left(1 + \frac{1-\gamma}{\gamma}\rho^2\right)\right) Y_t\right] dt + \sigma_Y dW_t^{\tilde{P}, Y}.
\]
where
\[ W_t^Y = W_t^Y - \int_0^t \sigma_Y (B^\infty + C^\infty Y_s) ds - \int_0^t \frac{1 - \gamma}{\gamma} (Y_s + \rho \sigma_Y (B^\infty + C^\infty Y_s)) ds \]
is a \( \hat{P} \)-Brownian motion by Girsanov’s theorem. Notice that \( K \) is positive by (4.26) and recall that the stationary law of the Ornstein-Uhlenbeck process \( Y_t \) is Gaussian with mean \( L/K \) and variance \( \sigma_Y^2/2K \) (cf., e.g., [4]), so that its density function is given by
\[ \nu(dx) = \sqrt{\frac{K}{\sigma_Y^2 \pi}} e^{-\frac{K}{\sigma_Y^2} (x^2 - \frac{L}{K})^2} dx. \]

As a result, the ergodic theorem [4] Formula II.35] shows that
\[ \lim_{T \to \infty} E^{\hat{P}} \left[ e^{\psi(Y_T)} \right] = \int_{-\infty}^{\infty} e^{-\frac{1}{2} \left( B^\infty y + C^\infty y^2 \right)} \nu(dy) \]
\[ = \sqrt{\frac{K}{\sigma_Y^2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{B^\infty}{2} y - \frac{C^\infty}{2} y^2 - \frac{K}{\sigma_Y^2} (y - \frac{L}{K})^2} dy < \infty, \]
where we have used in the last step that \( \frac{K}{\sigma_Y^2} + \frac{C^\infty}{2} > 0 \), which is a consequence of Lemma 4.9 and (4.33).

Finally, a similar argument using (4.29) shows that the upper bound is attained by wealth process corresponding to the portfolio \( \hat{\pi}^* \), so that the latter is indeed long-run optimal.

The finite-horizon bounds (4.29, 4.30) again allow to assess the performance of the long-run optimal portfolio on any finite horizon. In Figure 1 the latter is compared to the respective finite-horizon optimizers and to the optimal performance in a Black-Scholes model with the same mean returns and volatilities. In line with the substantial intertemporal hedging terms and the slower convergence reported in Figure 2, the differences are much more pronounced here than for the stochastic volatility model studied in Section 4.2. Indeed, for sufficiently long horizons, the hedging opportunities for return predictability allow to achieve considerable welfare gains compared to a Black-Scholes model with the same mean returns and volatilities. For short horizons, however, the long-run portfolio performs badly, as its large intertemporal hedging term leads to a far too risky investment compared to the finite-horizon optimizer in this case.

It is important to note that the substantial benefits from exploiting return predictability are contingent on the simple frictionless model considered here. Parameter uncertainty considerably weakens these results [1], and trading costs are also bound to play a key role for the market timing strategies needed to hedge against the future evolution of the state variable. Numerical results on portfolio choice with predictability and transaction costs are reported in [44]; recent general asymptotic results [46, 56, 31] have also opened the door to explicit results for small costs.
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