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Abstract

Automatically detecting the intent of an utterance is important for various downstream natural language processing tasks. This task is also called Dialogue Act Classification (DAC) and was primarily researched on spoken one-to-one conversations. The rise of social media has made this an interesting data source to explore within DAC, although it comes with some difficulties: non-standard form, variety of language types (across and within platforms), and quickly evolving norms. We therefore investigate the robustness of DAC on social media data in this paper. More concretely, we provide a benchmark that includes cross-domain data splits, as well as a variety of improvements on our transformer-based baseline. Our experiments show that lexical normalization is not beneficial in this setup, balancing the labels through resampling is beneficial in some cases, and incorporating context is crucial for this task and leads to the highest performance improvements (~7 F1 percentage points in-domain and ~20 cross-domain).

1 Introduction

The rise of social media and digital assistants has led to new forms of communication, where an enormous amount of data is available, and automatically understanding this has become an important quest. Automatically identifying the intent of an utterance is therefore highly relevant for automatically interacting with humans (i.e. chatbots), or to analyze people’s behaviour online. This task is also called Dialogue Act Classification (DAC). An example of two social media utterances annotated for DAC is shown in Table 1. DAC has traditionally mainly been investigated in the context of one-to-one spoken conversations, which is drastically different from one-to-many written conversations.

Table 1: Example utterances annotated for DAC

| Utterance | Label       |
|-----------|-------------|
| “We are free tomorrow night, right?” | propositional question |
| “No, the final Grand Prix is on!” | disagreement |

On top of this, language use on social media is evolving rapidly (Eisenstein, 2013). This makes the automatic processing of this data complex, and the standard setup in Natural Language Processing (NLP), where taking train and test data from the same domain is less relevant. New platforms are created while old ones are abandoned, and each platform comes with its own language norms and varieties. Hence we argue for a setup with two test sets, one in-domain and one cross-domain, and aim to improve the robustness of the current state-of-the-art models in NLP, transformers (Wolf et al., 2020; Devlin et al., 2019).

This leads to our research question: How can dialogue act classification models be made more robust for in-domain and cross-domain applications on social media data?, followed by our sub-questions:

- **SQ1**: Can lexical normalization improve the robustness of a DAC Model?
- **SQ2**: Can resampling of label distributions improve the robustness of a DAC Model?
- **SQ3**: Can incorporating utterance context improve the robustness of a DAC Model?

Contributions 1) we provide an annotation schema adapted from the ISO 24617-2:2020 standard, which we modify to better fit the task of annotating social media data 2) we provide DAC-annotated datasets for two domains, one large enough to train on, and one from another
domain/time-span to evaluate for robustness. 3) We evaluate and compare three methods to improve the robustness of DAC models: lexical normalization, label resampling, and exploiting context.

2 Related Work

Social Media Despite the prevalence of social media in modern society, little research presently exists on the application of dialogue act classification on social media domains. The task has primarily been researched with a focus on verbal communication. Recently, some work has evaluated a CNN for Twitter data (Saha et al., 2019) and LSTMs on Reddit and Facebook data (Dutta et al., 2019). Unfortunately, these datasets are not publicly available.

Cross-domain In relation to the task of DAC, there has been limited research into model performance when predicting across unseen domains. Given the plurality of social media domains and their differences in communication structure, it is an opportune target for cross-domain classification. Dutta et al. (2019) evaluated cross-domain performance from Reddit to Facebook, reporting a drop of 5 absolute points F1 score, showing that the domains are relatively close. Additionally, cross-domain transfer learning between Human-Human and Human-Machine communication has been tested by Ahmadvand et al. (2019), who managed to outperform a state-of-the-art Hidden Markov Model through the use of transfer learning.

Context While some research into DAC has been applied to a single utterance in isolation of its context, dialogue acts are often context-dependent or context-sensitive (Bothe et al., 2018b). Although merely applying the preceding utterance provides performance improvements, Bothe et al. (2018a) demonstrate that using an utterance-level attention-based bidirectional recurrent neural network to analyze the importance of preceding utterances to classify the current one, provides additional performance. This is underlined by Raheja and Tetreault (2019), who use a conditional random field for sequence labeling of preceding utterances in combination with a self-attention recurrent neural network for text classification to achieve similar performance gains.

Transformer-Based Language Models As is the case for most NLP tasks, transformer-based language models finetuned on the target tasks have recently been shown to outperform previous approaches. This was shown by Duran et al. (2021), who comparatively analyzed six different supervised learning models and ten pre-trained language models on DAC; the best performance was obtained by BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019) models.

3 Data

3.1 Datasets Dialogue acts are commonly annotated on the smallest functional segment of a text that conveys an intended goal. Therefore, in this work, we annotate (multiple) utterances within a single social media post. For instance, while it is possible to encapsulate the following utterance within one single social media post: “Hi! How are you? Did you see the final Grand Prix last night?”, should not be interpreted as a single utterance, but rather split up and interpreted as three separate utterances, as it aims to convey three different dialogue acts. Additionally, for all input datasets, we assume that context is provided. Therefore, if the information is not present in a dataset, we enrich the dataset with columns containing these.

We will make use of two social media domains. For in-domain DAC, this project utilized the “NPS Chat Corpus” (Eric Forsyth et al., 2008) as source domain, consisting of 10,567 textual utterances collected through various chat forums in 2006 and thus presents a unique collection of early-day social media data. As social media domains can vary substantially in language and structure, we considered the NPS Chat Corpus to be an interesting source domain for cross-domain application, as we hypothesize that the similarities in utterance structure compared to a modern domain, such as Reddit, would be small. Therefore, we would be able to investigate and evaluate our models against two drastically different social media domains, and test the robustness of a given model.

For our cross-domain target, we compiled a Reddit dataset from the “Reddit Corpus (small)” dataset from “Convokit” (CornellNLP, 2021). Reddit is particularly interesting as subreddits potentially have variances in their use of language, vocabulary, and communication structure. Therefore, we are able to get a broader representation of the social media landscape compared to using other social media domains. By imposing our rules for selecting relevant utterances, see Appendix A, we ended
In previous research (Wallenius and Vielsted, 2021), it was shown that for a bag-of-words SVM model on the NPS-chat corpus, ~5,000 utterances is sufficient to train a competitive in-domain model (see Figure 1). Hence, we choose to annotate training data of a similar size (4,800 utterances).

Finally, in order to achieve a pure cross-domain setup for our model (i.e. no target domain data seen during development), we utilize a development split from the in-domain dataset for the tuning and model selection of all experiments. As such, the development set from the cross-domain dataset will only be used for the cross-domain model evaluations throughout the experiments. This is done in order to prevent overfitting of the cross-domain model improvement towards a single known cross-domain dataset. As such, this setup prevents overestimation of performance for testing on additional domains not included in the experiments (Artete et al., 2020; Goot, 2021).

### 3.2 Guidelines

In relation to the task of DAC, various different annotation schemas have been developed, depending on the specific communication format for which a given task is being applied to. One of the first examples of DAC annotation schemas is the SWBD-DAMSL (Dan Jurafsky et al., 1997) intended for use on the Switchboard corpus (Potts, 1998). The Switchboard corpus consists of telephone conversations between two participants, i.e., a 1-1 bidirectional communicative relationship, which is reflected in the corresponding annotation schema.

Additional examples of annotation schemas include the MRDA tag set (Shriberg et al., 2004) created for dialogue annotation of large meetings, and the Posting Act Tagging schema (Wu et al., 2005) for early online chat forums. Though, in the examination of these annotation schemas, we deemed them unfit for this task as they emphasize traditional 1-1 bidirectional conversation formats. The Posting Act Tagging schema initially appeared to better utilized towards unidirectional 1-n social media data, as it was created to support tasks aimed towards earlier online chat forums.

However, having applied this tag-set in previous research, we found it inadequate for capturing many of the nuances of modern unidirectional social media posts and would skew the data towards one specific label. Therefore, the annotation schema utilized for this project has been adapted and modified from the ISO 24617-2:2020 dialogue act annotation standard (ISO 24617-2, 2020) in order to fit the specific task. This is done in an attempt to more accurately capture the nuances and account for the frequent use of unidirectional communication in modern social media data. The ISO 24617-2:2020 standard has specifically been made to address 3 shortcomings made from a previous version of the standard, as well as limitations from other annotation schemas. “These experiences have brought to light (1) that the standard allowed dialogue act annotations that are slightly inaccurate in some respects, (2) that some applications would benefit from the availability of mechanisms for customizing the set of concepts defined in the standard, and (3) that certain use cases require the representation of functional dialogue act information to be extended with semantic content information.”(ISO 24617-2, 2020). Thus, we have chosen to adapt and modify this standard, as the schema has been designed to account for these limitations by being domain-independent, and encouraging customization and extension as indicated in point (2). This allows us to create an annotation

---

**Table 2: Dataset splits for both in-domain and cross-domain.**

| Split | In-domain | Out-of-domain |
|-------|-----------|---------------|
| train | 4,800     | —             |
| dev   | 600       | 853           |
| test  | 600       | 852           |

---

**Figure 1: Learning curve of an SVM-based model on the NPS Chat corpus (taken from Wallenius and Vielsted (2021)).**
### Table 3: Tag-set adapted from ISO24617-2:2020 with examples from NPS Chat Corpus.

| Label               | Example                          |
|---------------------|----------------------------------|
| propositionalQuestion| “r u serious?”                   |
| setQuestion         | “what list should i put him in?” |
| choiceQuestion      | “shaken or stirred?”             |
| inform              | “i wonna chat”                   |
| elaborate           | “and dr phil said so.”           |
| continuer           | “i know, but it threw me”        |
| agreement           | “i agree”                        |
| disagreement        | “no, I didnt even look.”         |
| correction          | “i meant to write the word may.” |
| greeting            | “hey ladies”                     |
| goodbye             | “see u all later”                |
| positiveExpression  | “ewwwww lol”                     |
| negativeExpression  | “”                               |
| offer               | “il get you a cheap flight to hell:)?” |
| suggestion          | “We should have a club”          |
| instruct            | “shut the fuck up.”              |
| acceptAction        | “yeah i should toss it”          |
| declineAction       | “i don’t wanna”                  |
| misc                | :tongue:                         |

Other adaptations to the standard involves generalizing and unifying specific labels to narrow down the total number of labels. This was done in order to ensure that all labels were represented in a dataset. For this purpose, labels encompassed by the “Action-discussion functions” category in the ISO 24617-2 standard (ISO 24617-2, 2020) were reduced to offer, suggestion, instruct, acceptAction and declineAction. All accept and decline “Action-discussions functions” labels in the ISO 24617-2 were combined into the two labels, acceptAction and declineAction. The labels answer, confirm and disconfirm were removed as their functions could be incorporated into continuer, agreement and disagreement. Lastly, “Social-Expression” was incorporated through the labels, greeting, goodbye, negativeExpression and positiveExpression, as it is a significant part of communication on social media.

### 3.3 Annotation

The NPS dataset was annotated with the new tag-set by two annotators. Across 10 iterations with 50 utterances each, they consistently reached a Cohen’s $\kappa$ score of 0.83, which can be interpreted as an “almost perfect” agreement (Cohen, 1960).

### 4 Models

#### 4.1 Baseline Model

As this research explores methods to improve DAC performance and robustness for cross-domain social media data rather than reaching optimal scores for one specific domain, hyperparameters were not continuously optimized throughout the experiments. The hyperparameter setup for this project was therefore to establish an optimized baseline model and to freeze the hyperparameters in this configuration throughout the experiments. The method for obtaining the optimized hyperparame-
Table 4: Our hyperparameters test ranges and chosen values.

| Hyperparameter   | Value | Range         |
|------------------|-------|---------------|
| Batch Size       | 16    | [16, 64]      |
| Warmup Steps     | 125   | [75, 125, 250]|
| Learning Rate    | 7e-5  | [5e-5, 7e-5, 9e-5]|
| Weight Decay     | 0.5   | [0.1, 0.5]    |

ters was a three-step process. Firstly, we used the BERT-base model (Devlin et al., 2019) to find the optimal set of hyperparameters fine-tuned for this specific task. The hyperparameters optimized in this project can be seen in Table 4. Secondly, having established the optimal hyperparameter values for the BERT-base model, we tested a total of 17 different transformer models (see Appendix C for the full list), to determine the best performing model(s). Lastly, the five best-performing transformer models from the previous test were then re-tested with the same range of hyperparameters as step one, to achieve a single optimal baseline model. By doing this, we could limit the scope of our model fine-tuning to 180 models instead of 612 models. Using this setup, the following five transformer models produced the best results: “deberta v3 base”, “deberta v3 large” (He et al., 2020), “bertweet-base” (Quoc Nguyen et al., 2020), “bertweet-large” (Quoc Nguyen et al., 2020), and “bert-base-uncased” (Devlin et al., 2019). Doing hyperparameter optimization for the five models, we found deberta-v3-large to provide the best performance. However, we selected deberta-v3-base as the model for our experiments. This selection was made due to computational restrictions, limiting the number of large models that we would be able to fine-tune and test. To support this selection, the large version was shown to be only slightly better, with an F1 score of 0.325 percentage-points points higher than the base model, which scored 77.11 F1 in-domain and 53.92 F1 cross-domain averaged over five seeds.

4.2 Lexical Normalization

As a result of the informal nature of social media data, utterances often include abbreviations, slang, and misspellings. These language variations already constitute a significant challenge for traditional NLP models trained on chronological text (Baldwin et al., 2013; Eisenstein, 2013). Moreover, language variations potentially pose an even greater challenge for cross-domain application, since it involves two different domains, likely resulting in more Out-Of-Vocabulary (OOV) tokens. Therefore, we hypothesized that applying lexical normalization on both our source and target domains could unify their vocabularies, thus increasing the token overlap and improving our model performance. An example of manually annotated normalization is:

Original: “any ladis wanna chat?”
LexNorm: “any ladies want to chat?”

For this task, we used the lexical normalization tool MoNoise (Van Der Goot, 2019), which produces performance on par with the state-of-the-art for English data (van der Goot et al., 2021). We use the publicly available MoNoise model for English, trained on data from Li and Liu (2014), to create parallel datasets for each domain with normalized text. This allows us to continuously test the results of lexical normalization, both in isolation and in combination with methods described in Section 4.

4.3 Multinomial Resampling

For cross-domain applications, we assume that label distributions within the source domain and target domain differ. In order to negate a potential labelling bias towards specific classes, we hypothesized that having more balanced and aligned label distributions between the datasets would improve model robustness. For this purpose, we resampled our datasets with respect to the annotated labels and according to a multinomial distribution. Using a multinomial resampling algorithm, each label is resampled according to the probability of its occurrence in our dataset:

\[
\frac{1}{p_i} \times \frac{p_i^{\alpha}}{\sum_1 p_i^{\alpha}}
\]
**Utterance**: I have never used elbow

| Context                           | Utt. Label |
|-----------------------------------|------------|
| You only scored the goal because you used your elbow | disagreement |
| Did you use your hands or elbows to get up there? | inform |

Table 5: Impact of differing contexts on dialogue acts. Note that the label column indicates the label of the original utterance.

where \( p_i \) represents the probability that a random sample corresponds to the label \( i \) and \( \alpha \) is a hyperparameter, for our sample smoothing function, to determine the proportional degree to resample. \( \alpha = 1.0 \) corresponds to the pre-existing distribution, and \( \alpha = 0.0 \) corresponds to an equal distribution for all labels. The effect of \( \alpha \) on the training data distribution is visualized in Figure 2.

### 4.4 Utterance Context

Motivated by the definition of the task and previous work (Section 2), we hypothesized that integrating context into the model might increase robustness. Table 5 exemplifies this: if isolated from context, it is unclear which label is correct for the utterance. We found three different context elements to be relevant. **context_Label**: the given classification label for the utterance to which a given utterance responds. **context_Text**: the actual utterance text a given utterance is responding to. **context_Sender**: a binary value specifying whether the sender of the context utterance is the same as the sender for a given utterance. This would be the case if a participant responds to their own prior utterance.

These three context elements are concatenated to the text and are separated with the [SEP] token. A total of 15 permutations of the three elements were then combined either pre or post the input text, thus resulting in 30 different context configurations. An additional permutation was added for no context elements (overview in Appendix D).

**Gold vs. Predicted Context Label** Out of our three context elements described above, context_Text & context_Sender can be easily generated using the utterance_ID. context_Label, however, is not that easily generated: it requires either manual annotation or an iteration of model predictions for the whole dataset. Therefore, our dataset has two different context_Label columns, **Gold** and **Predicted**. The **Gold** labels are used as a baseline to compare the performance for the **Predicted** labels, and are therefore only for analytical importance. The **Gold** labels were manually annotated, when the dataset was annotated. We obtained the **Predicted** labels through a five-fold cross-validation setup on our training data, where we trained on 80% and predicted a label on the remaining 20%. For each fold, we instantiated a new optimized baseline model, see section 4.1, so as to avoid overfitting.

### 5 Results

All results reported are average macro-F1 scores over 5 random seeds unless mentioned otherwise. As mentioned in Section 3, we always used the in-domain dev-set for model picking, as well as for hyperparameter tuning. We first evaluate each of our proposed improvements (Section 5.1-Section 5.3). Then, we attempt to combine our methods (Section 5.4), and confirm our findings on the test data (Section 5.5). We use Almost Stochastic Order (ASO) for significance testing (Dror et al., 2019) as implemented by Ulmer et al. (2022) over the random seeds, and with an epsilon (\( \epsilon \)) smaller than 0.5 we reject the null hypothesis.

#### 5.1 Lexical Normalization

As shown in Table 6, we observed a performance decrease in F1 score of .3 percentage points in-domain and a negligible gain of 0.1 percentage points for cross-domain when normalizing the train and dev data. Based on these scores, we conclude that lexical normalization is not beneficial for DAC in our setup. Because the in-domain results show an opposite trend as we hypothesized, namely that normalization is not useful, we do an ASO significance test to confirm whether using the original data is stochastically dominant over using the normalized data. This test resulted in a minimum epsilon of 0.0, and we can thus confirm that normalization leads to lower scores, whereas the cross-domain differences were shown not to be significant.

|                | In-domain | Cross-domain |
|----------------|-----------|--------------|
| Base           | 77.11±1.85| 53.92±1.06   |
| +Norm          | 76.81±0.95| 54.02±0.72   |

Table 6: Average results of lexical normalization in isolation in-domain & cross-domain (dev).
Table 7: Scores on the in-domain and cross-domain data when using resampling compared to our baseline (dev). Resampling $\alpha$ is 0.9 and 0.8 respectively.

| Setup               | #cont. | F1     |
|---------------------|--------|--------|
| Baseline In-domain  | —      | 77.11  |
| Gold In-domain      | 27     | 85.39  |
| Pred In-domain      | 27     | 86.22  |
| Baseline Cross-domain| —     | 53.92  |
| Gold Cross-domain   | 14     | 76.35  |
| Pred Cross-domain   | 22     | 76.35  |

Table 8: Best performing context configuration for all four setups. The 3 context configs (#cont.) used are:
27: [Context Sender + Text + Label] Post Input Text
22: [Context Label + Sender + Text] Post Input Text
14: [Context Sender + Label + Text] Pre Input Text.

5.2 Multinomial Resampling

For multinomial resampling, the best settings we found where $\alpha = 0.9$ for in-domain and $\alpha = 0.8$ for cross-domain (Section 6.3). Results show a substantial improvement, while keeping standard deviation in a similar range (Table 7). The resampling ratios ($\alpha$) tested were 0.60, 0.80 and 0.90 for in-domain and 0.80, 0.85, 0.90 and 0.95 for cross-domain. These were selected, as they provided the best results for each domain. Significance tests resulted in a minimum epsilon value of 0.0 for in-domain and 0.02 for cross-domain compared to disabling the resampling ($\alpha = 1.0$), confirming that multinomial resampling is stochastically dominant.

5.3 Context

In Table 8, we report the results for the best permutation of all different elements of context we consider (Section 4.4). Full results can be found in Appendix D. Perhaps surprisingly, the predicted labels perform on par with the gold labels. We hypothesize that a partial explanation for this, is that our model performs very well on the informative labels our models require to learn context. i.e. labels inform, instruct, offer, suggestion, setQuestion, propositionalQuestion (see appendix E). We confirmed with an AOS significance test that gold labels are not outperforming predicted labels with an epsilon of 1.0.

5.4 Combining

We evaluated all combinations for the (max.) five setups for each of our robustness proposals, which are summarized in Table 9. Our best performing model reached a performance of 82.09 (in-domain) with the following setup from Table 9: [19, Predicted, 0.95, Original]. This score is lower than our previous highest score, achieved when only using context, see Table 8. On average, the top five feature setups combining resampling and context tested 2.4 percentage points below the same feature setup without resampling. This reduction in score when combining context and resampling could potentially be explained by the two features achieving improvements in similar situations, and are thus not complementary. For the cross-domain experiments, the label resampling still contributes, as the best five combined models (shown in Table 10) outperform the 76.35 reported in Table 8.

5.5 Test Data

On the test data (Table 11), we see that the model slightly overfits on the in-domain dev data (from the lower scores on test), but this does not transfer
to the cross-domain setup (where test>dev). Furthermore, the results align with our observations on the test data: normalization is not useful, resampling benefits performance to some extent, and the context is most crucial for performance. Furthermore, combining context and resampling does not lead to improved performance.

6 Analysis

As our standard deviations were relatively small and to simplify our analyses (and for computational efficiency), all results in this section are obtained over one seed.

6.1 Baseline model

In Appendix E, Figure 6 and 7 we show confusion matrices for both domain’s baseline models predictions. As can be seen from these matrices, our baseline models have mostly certain classes with reoccurring mislabeling. These classes with reoccurring mislabeling cover the labels where context is a distinguishing factor, and where the variations of the input text between the labels is often minor. For this reason, it was expected for the baseline to struggle to distinguish between the labels inform, continuer & elaborate, without the addition of context.

The classes with reoccurring mislabeling are most evident for the cross-domain baseline model. We hypothesize that one reason for this could be that the utterance variations within each label between our in-domain train-set and dev-set is smaller compared to the difference between our in-domain train-set and our cross-domain dev-set. Therefore, our in-domain model would more likely have been trained on similar label tendencies as the one present in the in-domain dev-set, compared to our cross-domain model. This argument underlines that social media domains are constantly chang-

| Model        | In-domain  | Cross-domain |
|--------------|------------|--------------|
|              | Dev  | Test | Dev  | Test |
| Baseline     | 77.11 | 76.27 | 53.92 | 55.17 |
| LexNorm      | 76.81 | 74.99 | 54.02 | 53.35 |
| Resample     | 78.17 | 79.09 | 54.91 | 55.67 |
| Context      | 84.42 | 83.83 | 75.01 | 75.18 |
| Best         | 84.42 | 83.83 | 75.70 | 75.64 |

Table 11: Development and Test scores for In-Domain & Cross-Domain for selected models.

Figure 3: Results of Resampling in isolation in-domain & cross-domain.

6.2 Lexical Normalization

The, perhaps surprisingly, negative results obtained when using lexical normalization can be explained by a variety of reasons: 1) performance of the normalization model, as it is used out-of-domain (it is trained on Twitter), performance might be suboptimal. Upon inspection, we found that the model is too conservative, and many non-standard words are not normalized. 2) removal of information, by normalizing we are essentially removing information, for example: “YOU DID” could be interpreted as a propositionalQuestion whereas writing “you did” is more likely to be interpreted as a continuer. 3) perhaps word overlap has become less important since modern language models use sub-words.

6.3 Resampling

As the resampling $\alpha$ determines the degree to which the label distribution is normalized, we have tested the full range of resampling ratio (from $\alpha = 0.0$ to $\alpha = 1.0$) in increments of 0.05. From these results, as shown in Figure 3, we were able to identify the trend that a lower resampling ratio (i.e., higher $\alpha$) provides the biggest performance increase for both in-domain and cross-domain. Focusing on the in-domain line, we see that lower rates consistently perform worse, which can be explained by the fact that the label distribution of the in-domain dev data is similar to the train data, and changing this makes the distribution more distant. On the dev data, there is a slightly increasing trend up to $\alpha = 0.90$. The difference between 1.0 is larger compared to the in-domain line. There is a drop > 0.90 on both dev-sets. As shown in
Figure 2, our dataset has an unequal distribution in label classes, where labels such as offer and choiceQuestion are much less occurring than greeting and inform. We hypothesize that with such a label distribution as our NPS dataset, our model does not have enough training data for these rare classes, thus not being able to accurately predict on these. By applying a resampling ratio where one achieves a balance between aligning the training data with the dev-data and increasing the occurrences of rare labels, we get the most out of multinomial resampling.

6.4 Context

The results of all our permutations of using the context are plotted in boxplots in Figure 4. We summarize the results over the number of added elements, and plot quartiles. The trend is clear: more context information leads to higher performance, and in the case of the cross-domain results, all elements are necessary to obtain stable results. When inspecting the individual scores (Appendix D), we can conclude that the text of the previous utterance is the most important context feature.

7 Conclusion

Firstly, we found that lexical normalization does not constitute a stochastically dominant feature for cross-domain applications, but rather had a negative effect on F1 performance. By applying lexical normalization, the performance dropped for both our in-domain data, while staying the same for our cross-domain dataset. Additionally, while it decreased the standard deviation for our in-domain model, it almost doubled the standard deviations for our cross-domain model. We can therefore state that lexical normalization does not improve the robustness nor increase the F1 score of either in-domain or cross-domain DAC model when trained on social media data.

Secondly, we have seen that multinomial resampling is a stochastically dominant feature in isolation with regard to increasing the F1 score for both in-domain and cross-domain. However, for cross-domain applications it increased the standard deviation drastically, while maintaining the same standard deviation for in-domain usage. Used in combination with context for cross-domain applications, we were able to both increase the F1 score marginally, while reducing the standard deviation from 0.92% to 0.42%. We can therefore conclude that multinomial resampling can increase the performance and robustness of a DAC model for cross-domain applications when combined with context as a feature, but should not be included for in-domain models.

Thirdly, we have observed that context has been the most significant contributing factor to the large performance increase of both in-domain and cross-domain models. We have shown that additional context elements in our setup increase robustness and constitutes a stochastically dominant feature compared to fewer context elements. Improving the F1 scores by 7.28 percentage-points for in-domain and 21.23 percentage-points for cross-domain, while also reducing the standard deviation to 0.65% for in-domain and 0.92% cross-domain, we have proved that context can improve the robustness of DAC models for cross-domain as well as in-domain applications.
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Appendix

A Reddit Dataset Creation

“Reddit Corpus (small)” is composed of 297,132 utterances (Posts) from 8,286 conversations (threads) within 100 unique Subreddits. From this starting point, we identified all threads with more than 40 utterances. This limit was set in order to get longer threads with potentially more conversations containing bidirectional communication, which would enable us to better investigate context among utterances. Despite this project splitting each social media post up into multiple different utterances based on its shortest possible functional segments, we still wanted posts with a shorter length, as we hypothesized this would entail a more accurate real world version of singular communicative functions. Furthermore, we hypothesized that relying on shorter posts would balance out the label distribution, as this implies a greater number of different speakers. Therefore, we chose to include all threads where the mean length of posts were between 50 and 150 characters.

Having compiled a list of available threads abiding by the aforementioned rules, we selected 50 random threads, and included the first 20 consecutive utterances from these. This resulted in a total of 1000 posts which, after splitting each post up into its smallest possible communicative function, returns a dataset consisting of 1705 unique utterances from 50 Subreddits.

B Dataset Statement

Following (Bender and Friedman, 2018), the following outlines the data statement:

A. CURATION RATIONALE Collection of text samples from different social media domains. The first part (NPS Chat corpus) was sampled from a variety of platforms in 2006, and the collection of the Reddit samples is a random sample of long threads taken from 100 different Subreddits (more detail in Appendix A)

B. LANGUAGE VARIETY Most of the data is filtered to be English, it is unknown which variety of English is dominant.

C. SPEAKER DEMOGRAPHIC Unknown.

D. ANNOTATOR DEMOGRAPHIC Two software-design master students, both have previous experience with annotating for dialogue act classification. Native language: Danish, but proficient in English.

Figure 5: List of all the models used for testing within our project

E. SPEECH SITUATION Online, most probably the old data is typed from a keyboard, whereas the Reddit part of the data might come from a larger variety of devices.

F. TEXT CHARACTERISTICS There could be a variety of noise in the utterances, as well as utterances that contain mainly canonical text. No filtering on style was done.

C Model Selections

Figure 5 show the performance of all of the 17 language models evaluated on the in-domain dev data.

D Context Configurations

Table 12 shows the exact order of each of our context configurations, and their corresponding scores when using gold or predicted context labels for both in-domain and cross-domain. Note that these results are not averaged over 5 random seeds as the results in the main paper, thus the context configurations that do not use context labels still differ between Gold and Pred.

E Confusion matrices

Figure 6 and Figure 7 show the confusion matrices of our baseline model on the In-domain and Cross-domain dev sets.
| Id | Context config                        | Position | # elems | In-domain Gold | Pred | Cross-domain Gold | Pred |
|----|--------------------------------------|----------|---------|----------------|------|------------------|------|
|    |                                      |          |         |                |      |                  |      |
| 1  | No Context Included                  |          | 0       | 76.32          | 81.41| 54.21            | 52.69|
| 2  | Only Context Label                   | Pre      | 1       | 78.02          | 76.77| 58.35            | 63.54|
| 3  | Only Context Sender                  | Pre      | 1       | 79.27          | 80.84| 70.39            | 69.80|
| 4  | Only Context Text                    | Pre      | 1       | 80.72          | 77.79| 60.47            | 58.72|
| 5  | Only Context Label                   | Post     | 1       | 78.76          | 81.35| 60.24            | 62.12|
| 6  | Only Context Sender                  | Post     | 1       | 79.90          | 79.51| 71.37            | 72.11|
| 7  | Only Context Text                    | Post     | 1       | 79.39          | 78.05| 61.76            | 57.23|
| 8  | Context [Label + Sender]             | Pre      | 2       | 82.50          | 83.53| 72.82            | 74.01|
| 9  | Context [Label + Text]               | Pre      | 2       | 81.07          | 82.55| 61.11            | 61.28|
| 10 | Context [Label + Sender + Text]      | Pre      | 3       | 82.93          | 84.17| 74.49            | 74.41|
| 11 | Context [Label + Text + Sender]      | Pre      | 3       | 83.71          | 85.28| 73.97            | 75.77|
| 12 | Context [Sender + Label]             | Pre      | 2       | 81.38          | 83.35| 73.17            | 74.98|
| 13 | Context [Sender + Text]              | Pre      | 2       | 83.73          | 80.23| 75.19            | 74.71|
| 14 | Context [Sender + Label + Text]      | Pre      | 3       | 83.68          | 84.09| 76.35            | 74.84|
| 15 | Context [Sender + Text + Label]      | Pre      | 3       | 84.21          | 84.42| 73.77            | 75.23|
| 16 | Context [Text + Sender]              | Pre      | 2       | 83.86          | 81.32| 75.89            | 70.99|
| 17 | Context [Text + Label]               | Pre      | 2       | 81.37          | 82.64| 60.97            | 62.90|
| 18 | Context [Text + Sender + Label]      | Pre      | 3       | 83.19          | 85.17| 75.74            | 73.07|
| 19 | Context [Text + Label + Sender]      | Pre      | 3       | 83.96          | 85.28| 75.90            | 76.28|
| 20 | Context [Label + Sender]             | Post     | 2       | 82.54          | 83.63| 71.22            | 74.33|
| 21 | Context [Label + Text]               | Post     | 2       | 79.83          | 82.14| 59.39            | 61.33|
| 22 | Context [Label + Sender + Text]      | Post     | 3       | 83.43          | 84.12| 75.07            | 76.35|
| 23 | Context [Label + Text + Sender]      | Post     | 3       | 84.41          | 85.47| 76.14            | 75.72|
| 24 | Context [Sender + Label]             | Post     | 2       | 82.05          | 84.10| 75.58            | 75.45|
| 25 | Context [Sender + Text]              | Post     | 2       | 83.18          | 81.70| 76.02            | 74.68|
| 26 | Context [Sender + Label + Text]      | Post     | 3       | 83.42          | 85.51| 74.97            | 74.15|
| 27 | Context [Sender + Text + Label]      | Post     | 3       | 85.40          | 86.22| 73.64            | 74.99|
| 28 | Context [Text + Sender]              | Post     | 2       | 83.13          | 82.71| 74.59            | 72.03|
| 29 | Context [Text + Label]               | Post     | 2       | 78.64          | 82.27| 59.28            | 57.91|
| 30 | Context [Text + Sender + Label]      | Post     | 3       | 82.76          | 84.92| 74.08            | 75.00|
| 31 | Context [Text + Label + Sender]      | Post     | 3       | 83.97          | 85.48| 75.20            | 76.02|

Table 12: Results for all our context configurations (Dev). Position: pre means before the input text, post behind the input text.
Figure 6: Confusion matrix for our baseline model for In-domain

Figure 7: Confusion matrix for our baseline model for Cross-domain