Combining a fully connected neural network with an ensemble Kalman filter to emulate a dynamic model in data assimilation

Manhong Fan¹, Yulong Bai¹,*, Lili Wang¹, Lin Ding¹
¹ College of Physics and Electrical Engineering, Northwest Normal University, Lanzhou 730070, China

Corresponding author: Yulong Bai (e-mail: baiyulong@nwnu.edu.cn).

ABSTRACT Using neural network technology, dynamic characteristics can be learned from model output or assimilation results to make predictions, which has greatly progressed recently. Combining a fully connected neural network with an ensemble Kalman filter, a data-driven data assimilation method is proposed to emulate a dynamic model from sparse and noisy observations. First, the training of the surrogate model is learned from model forecast values and assimilation results, and its performance is verified using the training accuracy (loss) and the validation accuracy (loss) at different training times. The hybrid model couples the original dynamic model with the surrogate model. Second, the assimilation process includes a "two-stage" procedure. Stage 0 generates the training sets and trains the surrogate model. Then, the hybrid model is used for the next period assimilation in Stage 1. Finally, several numerical experiments are conducted using the Lorenz-63 and Lorenz-96 models to demonstrate that the proposed approach is better than the ensemble Kalman filter in different model error covariances, observation error covariances, and observation time steps. The proposed approach has also been applied to sparse observations to improve assimilation performance. This approach is restricted to the form of the ensemble Kalman filter. However, the basic strategy is not restricted to any particular version of the Kalman filter.
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I. INTRODUCTION Data assimilation (DA) is an important method to fuse observation information and nonlinear physical models. It is aided by estimation theory, cybernetics, optimization methods and error estimation theory in mathematics [1]. Early DA methods were mainly polynomial interpolation, successive corrections, and optimal interpolation in the 1990s. After this period, modern DA methods have been widely studied and rapidly applied [2-3]. DA methods are mainly divided into two categories: continuous DA and sequential DA. The former mainly includes three-dimensional and four-dimensional variational assimilation (3DVar and 4DVar, respectively) [4]. The latter mainly includes the Kalman filter (KF), ensemble Kalman filter (EnKF) and particle filter (PF). These approaches refer to the updating of the model state based on the weighting of the observation error and the model error to obtain an a posteriori optimal estimation of the model state when the system is running [5-8]. After the status update, the model is reinitialized with the new state and continues to integrate forward until new observation information is obtained. Among the various methods, applying the EnKF to a set represented by the Monte Carlo sequential DA method has
been a huge success [9-10] and has been widely used in the fields of ocean, land surface and atmospheric DA [11]. Since objective reality is unknown, people usually replace the model operator with an expanded and refined mathematical model, but such models cannot be equal to objective reality. Due to the diversity of mathematical model representation methods, environmental changes and other factors, model errors and observation errors always exist [12-13]. At present, many practical DA schemes rely on Gaussian or linear assumptions. In particular, most practical data assimilation schemes are approximations of the famous Kalman filter (KF), all of which have been introduced to reduce computational costs and improve statistical predictions. Although current DA methods have made great improvements in error processing and correction, errors are inevitable due to the influence of various uncertain factors, such as the initial value, boundary condition and model structure [14-15]. Therefore, an important challenge of DA is how to intelligently utilize existing methods in the presence of various errors to solve practical problems, such as the incomplete understanding of physical processes, lack of large computational resources, and understanding of interactions across scales.

Machine learning (ML) methods are widely used to generate alternative models of low-dimensional chaotic systems [16] or sea surface temperatures [17]. Then, these new models, such as recurrent neural networks (RNNs) [18], convolutional neural networks (CNNs) [19], and adversarial neural networks (ANNs) [20], are used to make predictions. With these advancements in ML, the problem of using surrogate models to identify unknown processes based on observations has also been solved through sparse regression and DA approaches. Tang et al. [21] suggested using artificial neural networks as a possible DA technology. However, Campos Velho et al. [22] used neural networks in all DA spatial domains. Later, this approach was improved by Harter and Campos Velho [23].

The output of DA is clearly dependent on the uncertainty in the numerical model, which has led to the development of techniques for considering model errors in the DA process [24]. One can accomplish this by using parameterizing model errors in model equations or by adding random noise to deterministic models [13]. In any case, there must be a dynamic model, and its existence is the key to DA. It is worth noting that for the ML problem, the optimization problem solved by DA is equivalent to the ML problem when model errors exist. For instance, the DA approach was used to infer ordinary differential equation representations of dynamical models [25]. The use of analog techniques to replace the numerical forecast model has been described by Lguensat [26]. A model-free filter based on the EnKF and Takens theory was introduced by Hamilton et al. [27-28]. Brajard et al. [19] combined DA and ML to emulate a dynamical model from sparse and noisy observations using the Lorenz-96 model. Laloyaux et al. [29] explored the potential and limitations of weak-constraint 4DVar. However, none of these studies include ensemble approaches or only use a simple linear regression to realize forecasts. In this study, a hybrid approach is proposed that couples the fully connected neural network (FCNN) with the EnKF to correct errors. It is applied in Lorenz models to improve assimilation performance.

The structure of this study is as follows. In Section 2, the principles of EnKF and FCNN are briefly introduced, and this section describes the generation of training sets, the training of the surrogate model and the application of the hybrid model. The experimental setup using the Lorenz-63 and Lorenz-96 models is chosen to illustrate the hybrid approach in Section 3. Section 4 summarizes the advantages and disadvantages of this approach and proposes a new perspective and challenges for future work.

II. METHODOLOGY

2.1 Ensemble Kalman filter
The KF is the closed-form solution to Bayesian filtering and is obtained in the linear, Gaussian case [30-34]. Similar to the KF, the EnKF consists of the recursive application of a forecast step and an analysis step. In this study, EnKF is used to verify the assimilation performance. However, the basic strategy is not restricted to any particular version of the Kalman filter. In the forecast step, a group of random variables $X_{i,t}^f$ conform to the Gaussian distribution ($i = 1, \ldots, N$) at time $t$. $N$ is the size of the ensemble. The forecasting values $X_{i,t}^f$ and the observation values $y_{i,t+1}$ of each random variable at time $t+1$ are expressed in equations (1–2).

$$X_{i,t}^f = M_i(X_{i,t}^o) + w_{i,t} - N(0,Q_i)$$

$$y_{i,t+1} = P_i(X_{i,t}^f) + e_{i,t} - N(0,R_i),$$

where $X_{i,t}^f$ represents the analysis values of the random variable at time $t$. $M_i(\cdot)$ and $P_i(\cdot)$ are nonlinear model operators. $Q_i$ and $R_i$ denote the model error covariance and the observation error covariance, respectively. $w_{i,t}$ is Gaussian white noise with an expectation value and a variance equal to 0 and $Q_i$, respectively. $e_{i,t}$ is Gaussian white noise with an expectation value and a variance equal to 0 and $R_i$, respectively. The Kalman gain matrix $K_i$ at time $t+1$ is calculated using equations (3–7):

$$K_i = P_i H^T (H P_i H^T + R_i)^{-1}$$

$$P_i = \frac{1}{N-1} \sum_{i=1}^{N} (X_{i,t}^f - \overline{X_{i,t}^f})(X_{i,t}^f - \overline{X_{i,t}^f})^T$$

$$P_i H^T = \frac{1}{N-1} \sum_{i=1}^{N} (X_{i,t}^f - \overline{X_{i,t}^f})(H(X_{i,t}^f) - H(\overline{X_{i,t}^f}))^T$$

$$H P_i H^T = \frac{1}{N-1} \sum_{i=1}^{N} (H(X_{i,t}^f) - H(\overline{X_{i,t}^f}))(H(X_{i,t}^f) - H(\overline{X_{i,t}^f}))^T$$

$$\overline{X_{i,t}^f} = \frac{1}{N} \sum_{i=1}^{N} X_{i,t}^f,$$

where $\overline{X_{i,t}^f}$ is the mean of the forecast values at time $t+1$ and $H(\cdot)$ is the observation operator.

In the analysis step, the observation and forecast values are weighted to obtain the best estimation values at time $t+1$. The mean $\overline{X_{i,t}^a}$ of the analysis values and the background field error covariance matrix $\Sigma_i$ at time $t+1$ are calculated using equations (8–10):

$$X_{i,t+1}^a = X_{i,t+1}^f + K_i [y_{i,t+1} - H(X_{i,t}^f)] \sim N(0,R_i)$$

$$\overline{X_{i,t}^a} = \frac{1}{N} \sum_{i=1}^{N} X_{i,t}^a$$

$$P_{i,t+1}^a = \frac{1}{N-1} \sum_{i=1}^{N} (X_{i,t+1}^a - \overline{X_{i,t}^a})(X_{i,t+1}^a - \overline{X_{i,t}^a})^T,$$

where $X_{i,t+1}^a$ is the analysis value at time $t + 1$ and $y_{i,t+1}$ is Gaussian white noise with an expectation value and variance equal to 0 and $R_i$, respectively. This is the principle of the EnKF in one cycle.

### 2.2 Fully Connected Neural Network

An FCNN is a network in which adjacent network layers are fully connected to each other, and the most basic principles are derived from back propagation [35-36]. Neurons are grouped in layers. Figure 1 is the schematic diagram of an FCNN. The leftmost layer is called the input layer, and it is responsible for receiving input data. The rightmost layer is called the output layer, and we can obtain the neural network output data from this layer. The layers between the input and output layers are called hidden layers because they are not visible to the outside [37-38]. Each connection has a weight. There are no connections between neurons in the same layer. Each neuron in layer $L$ is connected to all the neurons in layer $L-1$ (this is the meaning of a fully connected layer), and the output of the neurons in layer $L-1$ is the input of the neurons in layer $L$.

In neural networks, the activation functions of different layers can be different. Common functions are the following: the sigmoid function, the tanh function, and the rectified linear unit (ReLU) function [39]. The disadvantages of the tanh and sigmoid functions are obvious. When the value of the dependent variable is too large, the speed of the parameter update will become very slow, which is very unfavorable to the implementation of the gradient descent algorithm. At present, the most popular activation function in ML is the ReLU. Since this function...
generally makes learning much faster, it has become the default choice for hidden layer activation functions. Therefore, the ReLU is chosen as the activation function in this study [40].

2.3 EnKF coupled with FCNN

The general idea of this algorithm is that the FCNN provides a surrogate forward model to the EnKF; in contrast, the EnKF provides a complete time series to train the neural network. The scheme of the algorithm is displayed in Figure 2, and the schematic diagram of an EnKF coupled with an FCNN is shown in Figure 3. The assimilation process is separated into two stages. In stage 0, the nonlinear physical model is denoted as $M_r(\cdot)$. The training sets consist of the EnKF results over a period of time ($t=1, 2, \ldots, m$). The forecast values $X_{t,1}^{f}, X_{t,2}^{f}, \ldots, X_{t,m}^{f}$ and the analysis values $X_{t,1}^{a}, X_{t,2}^{a}, \ldots, X_{t,m}^{a}$ are used as the input and output of the training sets in the FCNN. Using the FCNN, this process generates a surrogate model $\xi(\cdot)$ through training. Equation (11) represents a hybrid model using an already existing model:

$$\xi(M_r(\cdot)) \rightarrow M_r(\cdot) + \xi(\cdot)$$

(11)

where $M_r(\cdot)$ is the original model and $\xi(\cdot)$ is the trainable model.
FIGURE 3. Schematic diagram of an EnKF coupled with an FCNN. Stage 0: Using the EnKF results over a period of time \( t=1, 2, \ldots, m \) to train the surrogate model. Stage 1: Coupling this surrogate model with the EnKF to realize assimilation in the next period of time \( (t=m, m+1, \ldots, 2m) \).

| Neural network architecture in EnKF-FCNN |
|------------------------------------------|
| Input size                               | m                           |
| Output size                              | m                           |
| Number of layers                         | 3                           |
| Number of weights                        | 4000                        |
| Activation function                      | ReLU                        |
| Optimizer                                | Adam                        |
| Loss                                     | mean_squared_error          |
| Metrics                                  | Accuracy                    |

There are many parameter configurations in addition to the input and output of the training sets. The *epochs* are defined as a single training iteration of all batches in forward and backward propagation. This means that one cycle is a single forward and backward transfer of the entire input data. The *batch_size* is defined as the number of samples in each batch when performing gradient descent. The validation sets *val_split* is a certain proportion of the data from the training sets. The neural network architecture is shown in Table I An FCNN framework based on TensorFlow and an EnKF-FCNN algorithm framework are built in Appendix A and Appendix B, respectively.

2.4 Assimilation evaluation metrics

(1) The root mean square error (RMSE) is used to quantify the assimilation performance, as shown in equation (15).

\[
RMSE = \sqrt{\frac{1}{m \cdot n} \sum_{t=0}^{n} (X_{i,t}^a - x(t))^2},
\]

where \( m \) is the integral number of times and \( x(t) \) is one of the variables of the true states (Lorenz-63 or Lorenz-96) at time \( t \). \( X_{i,t}^a \) represents the analysis values of the random variables (assimilation results) at time \( t \).

(2) The mean absolute error (MAE) is chosen as the cost function to determine the influence of the surrogate model on data assimilation performance. The formula for the MAE is shown in equation (16).

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |X_{i,t}^a - x(t)|
\]
III. RESULTS

3.1 Numerical experiments using the Lorenz-63 model

The Lorenz-63 model is a nonlinear spectral model used in the study of the finite amplitude convection of a fluid and proposed by Lorenz and Saltzman in 1963 [41-42]. Because of its nonlinear chaotic characteristics and low dimensionality, the Lorenz-63 model is often used to verify the performance of data assimilation systems. The Lorenz-63 model is defined as shown in equation (17):

\[
\begin{align*}
\frac{dx(t)}{dt} &= \sigma(y(t) - x(t)) \\
\frac{dy(t)}{dt} &= r x(t) - y(t) - x(t)z(t) \\
\frac{dz(t)}{dt} &= x(t) y(t) - bz(t)
\end{align*}
\]

In this configuration, \( \sigma = 10, \ r = 28, \ b = 8/3 \), the integration of the system is based on fourth-order Runge-Kutta explicit iterative methods [43]. The integral time step is \( t = 0.01 \) units, the dimension is \( n = 3 \), and the integral iterations (the length of the assimilation or training window) is \( m = 1000 \). The observation time step is \( Obs = 0.08 \) units (every eight integration time steps). The size of the ensemble is \( N = 50 \). These configurations have been used in previous studies [44]. This study chooses the variable \( x(t) \) to observe the assimilation results.

3.1.1 Training the surrogate model

For the dynamic system described by equation (14), we run the system and record the true value \( x(t) \) of the system. Then, the observations add Gaussian noise to the true value \( x(t) \), and the EnKF algorithm is applied to generate a sequence of forecast values, \( X^{f}_{1}, X^{f}_{2}, \ldots, X^{f}_{m} \), and a sequence of analysis values, \( X^{a}_{1}, X^{a}_{2}, \ldots, X^{a}_{m} \). The length of the assimilation or training window is \( 1000, \ Q_{i} = 0.1, \) and \( R_{i} = 0.1 \). The size of the ensemble is \( N = 50 \). The training sets are built by the time series \{ \( X^{f}_{1:m}, X^{a}_{1:m} \) \}. In the FCNN, the other parameter configurations are the number of training steps, \( epochs = \{ 1, 2, \ldots, 200 \} \), \( batch \_size = 8 \), and validation sets, \( val \_split = 0.1 \). Regarding the entire training dataset, 90% of the data are used for training, and 10% are used for validation. Then, the surrogate model \( \xi(\cdot) \) is trained.

To verify the performance of the surrogate model, the training accuracy (loss) and the validation accuracy (loss) are compared using different \( epochs \). Figure 4 shows the following: (1) the training and validation accuracies perform better when the number of \( epochs \) increases, and they are over 95% when \( epochs = 200 \). (2) The training and validation losses are low when \( epochs \geq 5 \).

![Figure 4. Process of training the surrogate model: epochs=(1, 2, ..., 200), the size of the training sets is 1000 (training: 90%, validation: 10%), and the batch_size = 8.](image)

3.1.2 Performance of the EnKF-FCNN with different model error covariances

In the EnKF-FCNN, the surrogate model \( \xi(\cdot) \) is added to the forecast step. The forecast values are calculated by equation (11). In these experiments, the model error covariance \( Q_{i} = \{0.5, 1.5, 3\} \) and the observation error covariance \( R_{i} = 2 \). The other configurations are the same as in the training of the surrogate model. Figure 5 compares the MAE of the EnKF-FCNN approach with that of the EnKF. The RMSEs of the different approaches are compared in Table II. The conclusion of this experiment is as follows: (1) the MAE and RMSE of the EnKF-FCNN approach are significantly lower than those of the EnKF. (2) As \( Q_{i} \) increased, although the RMSE of the new method also increased, the rate of the increase was not as fast as that of the EnKF. These results show that the EnKF-FCNN approach performs better than the EnKF, especially when the model error increases.
FIGURE 5. MAE performance comparison of two approaches (EnKF-FCNN and EnKF, $Q_t = \{0.5, 1.5, 3\}$). The horizontal axis represents the Lorenz-63 time, and the vertical axis represents the MAE. The red solid line represents $\text{MAE}_{\text{EnKF}}$, and the blue solid line represents $\text{MAE}_{\text{EnKF-FCNN}}$. Panel (a) shows $Q_t = 0.5$, Panel (b) shows $Q_t = 1.5$, and Panel (c) shows $Q_t = 3$. 
3.1.3 Performance of the EnKF-FCNN with different observation error covariances

Another group of experiments with the observation error covariance \( R_t = \{1, 2, 3\} \) is conducted using the model error covariance \( Q_t = 0.1 \), which is different from that used in the training process. The other configurations are the same as in the previous experiments. Figure 6 also compares the MAE of the EnKF-FCNN approach with that of the EnKF. The same result is obtained, which is that the MAE of the EnKF-FCNN approach is significantly lower than that of the EnKF. The RMSEs of the different approaches are compared in Table III. Through experiments, \( \text{RMSE}_{\text{EnKF-FCNN}} = \{0.383, 0.471, 0.664\} \) and \( \text{RMSE}_{\text{EnKF}} = \{0.598, 0.732, 0.913\} \) when \( R_t = \{1, 2, 3\} \), respectively. The RMSE of the EnKF becomes increasingly severe when the observation error increases. However, the RMSE of the EnKF-FCNN change less. Therefore, the EnKF-FCNN has a good effect on reducing the influence of the observation error.

3.1.4 Performance of the EnKF-FCNN with different observation time steps

The last set of experiments compares the performance of the EnKF-FCNN approach with that of the EnKF built using different observation time steps \( \text{Obs} = \{0.02, 0.1, 0.16\} \) to demonstrate the effectiveness of using sparse observations. The model error covariance \( Q_t = 0.1 \), and the observation error covariance \( R_t = 2 \). Figure 7 also compares the MAE of the EnKF-FCNN approach with that of the EnKF with different \( \text{Obs} \). The RMSEs of the different approaches are compared in Table IV. The results demonstrated the following: (1) the performance of both methods is good when \( \text{Obs} \) is smaller (= 0.02) and the EnKF-FCNN is slightly better. (2) \( \text{RMSE}_{\text{EnKF-FCNN}} \) is clearly lower than \( \text{RMSE}_{\text{EnKF}} \) when \( \text{Obs} \) increases (≥ 0.1), especially when \( \text{Obs} = 0.16 \), \( \text{RMSE}_{\text{EnKF-FCNN}} = 1.174 \), and \( \text{RMSE}_{\text{EnKF}} = 1.762 \). The choices of \( Q_t \) and \( R_t \) do not seem to be critical to the EnKF-FCNN performance as long as the \( \text{Obs} \) is short. However, when the \( \text{Obs} \) is longer, the advantage of the EnKF-FCNN over the EnKF becomes quite obvious.

3.2 Numerical experiments using the Lorenz-96 model

The Lorenz-96 system is also widely used to verify various assimilation algorithms [45]. The expression is shown as follows:

\[
\frac{dx_j(t)}{dt} = -x_{j-2}(t)x_{j-1}(t) + x_{j+1}(t)x_{j+2}(t) - x_j(t) + F. \quad j = 0, 1, \ldots, 39
\]

These variables represent several basic features of the atmosphere, such as nonlinear advection-like terms, a damping term, and an external forcing. In this experiment, we set \( j = \{0, 1, \ldots, 39\} \) and \( F = 8 \). For computational stability, the time step is 0.01 units. A fourth-order Runge-Kutta scheme is used for temporal integration in this study. These configurations have also been used in previous studies.

In the training model process, the model error covariance \( Q_t = 0.1 \) and the observation error covariance \( R_t = 0.1 \). The number of training epochs = 200, \( \text{batch\_size} = 8 \), and validation set \( \text{val\_split} = 0.1 \). The size of the ensemble \( N = 50 \). Using the FCNN algorithm, the surrogate model \( \tilde{\xi}(\bullet) \) is trained.

In the assimilation process, the surrogate model \( \tilde{\xi}(\bullet) \) is used to calculate the forecast values. The observation error covariance \( R_t = 2 \), and the other configurations are the same as in the training process. The MAE is used to reflect the error of the analysis values with the true values. Figure 8 compares the performance of the EnKF-FCNN with that of the EnKF. In these configurations, \( \text{RMSE}_{\text{EnKF}} = 1.272 \) and \( \text{RMSE}_{\text{EnKF-FCNN}} = 0.864 \). These results show that the EnKF-FCNN performs better than the EnKF. Another group of experiments, with \( Q_t = 2 \) and \( R_t = 2 \), is also conducted in the numerical simulation. All the other parameters remain the same. Figure 9 shows the performance of the two approaches in these configurations. The \( \text{RMSE}_{\text{EnKF}} \) and \( \text{RMSE}_{\text{EnKF-FCNN}} \) are equal to 2.121 and 1.067, respectively. In conclusion, the MAEs and RMSEs demonstrate that the EnKF-FCNN approach significantly improves the performance.

### Table II

| \( Q_t \) | 0.5 | 1.5 | 3  |
|----------|-----|-----|----|
| \( \text{RMSE}_{\text{EnKF}} \) | 1.053 | 1.213 | 1.356 |
| \( \text{RMSE}_{\text{EnKF-FCNN}} \) | 0.699 | 0.741 | 0.802 |
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FIGURE 6. MAE performance comparison of two approaches (EnKF-FCNN and EnKF, $R_t = \{1, 2, 3\}$). Panel (a) shows $R_t = 1$, Panel (b) shows $R_t = 2$, and Panel (c) shows $R_t = 3$. 
FIGURE 7. MAE performance comparison of two approaches (EnKF-FCNN and EnKF, $Obs = \{0.02, 0.1, 0.16\}$). Panel (a) shows $Obs = 0.02$, Panel (b) shows $Obs = 0.1$, and Panel (c) shows $Obs = 0.16$. 
FIGURE 8. Performance comparison of the two approaches ($R_t=2$ and $Q_t=0.1$). The horizontal axis represents $x_j(t) = 0, 1, \ldots, 39$ and the vertical axis represents the time of the Lorenz-96 model.

FIGURE 9. Performance comparison of the two approaches ($R_t=2$ and $Q_t=2$).

| Table III | RMSEs of two approaches (EnKF and EnKF-FCNN) with different $R_t$ |
|-----------|---------------------------------------------------------------|
| $R_t$     | 1 | 2 | 3 |
| $RMSE_{EnKF}$ | 0.598 | 0.732 | 0.913 |
| $RMSE_{EnKF-FCNN}$ | 0.383 | 0.471 | 0.664 |

| Table IV | RMSEs of two approaches (EnKF and EnKF-FCNN) with different $Obs$ |
|----------|---------------------------------------------------------------|
| $Obs$    | 0.02 | 0.1 | 0.16 |
| $RMSE_{EnKF}$ | 0.402 | 1.273 | 1.762 |
| $RMSE_{EnKF-FCNN}$ | 0.293 | 0.732 | 1.174 |

IV. DISCUSSION

4.1 Training and loss
With fewer training epochs, the learning efficiency is low, and the accuracy of the training model will be poor. Therefore, a reasonable number of training step epochs is an important indicator of the quality of the model. In this study, from the accuracy and loss based on different epochs, the accuracy reaches 95%, training stops, and then, the training model has high accuracy. Loss is the punishment for bad forecasting. That is, loss indicates how accurate the model’s predictions are for a single sample. If the model’s predictions are completely accurate, then the loss is 0; otherwise, the loss is large. The goal of the training model is to find a set of weights and deviations with a smaller average loss from all the samples.

4.2 Uncertainties
The EnKF-FCNN approach performs fairly well in the Lorenz-63 and Lorenz-96 models. However, there are still some uncertainties and limitations to the current study. For instance, (1) although the EnKF-FCNN approach works well in Lorenz models, choosing an appropriate size for the training time step and hidden layers still needs to be addressed. (2) This new approach has not been verified in high-dimensional models (the quasi-geostrophic model (QG), the Noah-MP land surface model (NFLS), and the weather research and forecasting model (WRF)). (3) The application of the EnKF-FCNN approach to multiscale and larger systems is another important challenge for the future.

Merging multiscale ML and sparse coding greatly improves saliency detection [46]. A multiscale convolutional neural network effectively solves remote sensing images with complex backgrounds [47]. A multiscale target detection algorithm based on a region proposal convolutional neural network can detect differences in the target scales of images and improve the detection speed [48]. Therefore, coupling the EnKF-FCNN strategies with multiscale space theory is a very promising research direction.

4.3 The computational cost
In the EnKF-FCNN approach, the computational cost of Stage 0 is related to the cost of the FCNN step. The neural network computing capacity largely depends on the amount of data and the depth and complexity of the network. This study focuses on two factors to reduce the computing cost: (1) vectorization programming, which first appears in the MATLAB programming language. Because MATLAB and Python are analytical executions, the efficiency is low when using the basic cycle. However, when choosing the vectorization method for calculation, the computer can run multiple data simultaneously in parallel, and the computing
performance will be greatly improved. (2) For ML, the cost of data acquisition can be very expensive, so selecting reasonable training datasets for the model is critical. The main tools to improve the performance of learning algorithms are learning curves and verification curves. Taking Lorenz-63 as an example, when the size of the training sets is $m = 10^2$, the highest training accuracy of the model is only approximately 70%; when $m = 10^4$, the training accuracy and verification loss rate of the model are good, which was similar to $m = 10^3$. Therefore, training sets that are too large will also cause resource waste and high calculation costs. An effective approach is to end the training when the training accuracy or validation loss has not improved over several cycles. This will save considerable computing costs.

IV. CONCLUSION

In this study, a new method for an FCNN coupled with an EnKF is discussed, including the generation of training sets, the training of the surrogate model and how to apply it. To verify the performance of the surrogate model, the training accuracy (loss) and validation accuracy (loss) were compared using different epochs. The algorithm is verified by a numerical example of model uncertainty. The performance of the EnKF-FCNN is proven with different model error covariances, different observation error covariances, and different observation time steps. The new method is applied to noisier observed systems to realize observation error correction, and it is also applied to sparse observations to improve assimilation performance. The hybrid approach was designed for a threefold scope: (1) coupling the original dynamic model with the FCNN-trained model is built; (2) the assimilation process includes a "two-stage" procedure. Stage 0 generates the training sets and trains the surrogate model. Then, the hybrid model is used for the next period assimilation in Stage 1. (3) The FCNN is coupled with the DA algorithm. Nevertheless, the effectiveness of the proposed algorithm has yet to be verified in specific fields with large state spaces and more complex internal and external mechanisms. Future work should include the implementation of a DA+NN under more general conditions [49-50]. For instance, the combination of parametric model inaccuracy and structural model uncertainty will be studied in the future [51]. In addition, modern deep learning tools (such as CNNs and RNNs) can also be introduced into data assimilation to improve the adaptability and performance to data under different conditions [20].
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APPENDIX A

An FCNN framework based on TensorFlow

This study builds an FCNN framework using Python and TensorFlow. TensorFlow is a symbolic mathematical system based on data flow programming. TensorFlow is widely used in the programming and implementation of various machine learning algorithms. The form of TensorFlow is the Dist-Belief neural network algorithm library of Google [52]. Keras is a third-party high-level neural network API that supports TensorFlow, TheNaO, and MicroSOFT-CNTK [53]. The main steps include the following:

(1) Corresponding libraries are imported, mainly including the following: keras.models, keras.layers, keras.callbacks, keras.optimizers, sklearn.preprocessing, etc.
(2) The training sets are normalized to [-1, 1] and imported into the input layer. In this study, the training sets are generated from the forecast values and the analysis values of the EnKF process in stage 0.

(3) A neural layer with 32 nodes is defined using the “ReLU” activation function, and the dimension of the data of the input layer matched that of Lorenz-63 or Lorenz-96.

(4) It is also important to select the appropriate optimizer, loss function and accuracy evaluation criteria. In this study, the optimizer is “Adam”, the loss function is “Mean_squared_error”, and the accuracy evaluation standard is “Acc”.

(5) The training process is performed. epochs is the number of training epochs. batch_size is the number of samples in each batch when performing gradient descent. The share of the training data belonging to the validation set is val_split.

(6) The training accuracy (loss) and the validation accuracy (loss) are calculated.

**APPENDIX B**

**EnKF-FCNN Algorithm**

**Stage 0**

for \( t \) from 0 to \( m \) do

- initialization: generate true state, observations, the length range of the data is 0–\( m \), the physical model is \( M(\cdot) \), the model error covariance \( Q_t = 0.1 \) and the observation error covariance \( R_t = 0.1 \)

- Forecast step: generate forecast values (\( X^{f}_{i,1}, X^{f}_{i,2}, \ldots, X^{f}_{i,m} \))

- Analysis step: generate analysis values (\( X^{a}_{i,1}, X^{a}_{i,2}, \ldots, X^{a}_{i,m} \))

end

for epochs from 1 to 200 do

- Training sets: \{ \( X^{f}_{i,1}, X^{f}_{i,2}, \ldots, X^{f}_{i,m}, X^{a}_{i,1}, X^{a}_{i,2}, \ldots, X^{a}_{i,m} \) \}

- Normalization: the training sets are normalized from [-1, 1]

- Neural network configuration: ReLU activation function, Adam optimizer, Mean_squared_error loss function, Accuracy evaluation standard

- Training: batch_size= 8, val_split = 0.1. Generate the surrogate model \( \xi(\cdot) \)

end

- Calculate the accuracy and loss

**Stage 1**

for \( t \) from \( m \) to \( 2m \) do

- initialization: generate true state, observations, the length range of the data is \( m \sim 2m \), the physical model is \( \xi(M(\cdot)) \), chose different \( Q_t \) and \( R_t \)

- Forecast step: generate forecast values (\( X^{f}_{i,m}, X^{f}_{i,m+1}, \ldots, X^{f}_{i,2m} \))

- Analysis step: generate analysis values (\( X^{a}_{i,m}, X^{a}_{i,m+1}, \ldots, X^{a}_{i,2m} \))

end

End
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