An integrated Multi-Criteria Decision Making Model for Sustainability Performance Assessment for Insurance Companies
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Abstract: To stay competitive in a business environment, continuous performance evaluation based on the triple bottom line standard of sustainability is necessary. There is a gap in addressing the computational expense caused by increased decision units due to increasing the performance evaluation indices to more accuracy in the evaluation. We successfully addressed these two gaps through (1) using principal component analysis (PCA) to cut the number of evaluation indices, and (2) since PCA itself has the problem of merely using the data distribution without considering the domain-related knowledge, we utilized Analytic Hierarchy Process (AHP) to rank the indices through the expert’s domain-related knowledge. We propose an integrated approach for sustainability performance assessment in qualitative and quantitative perspectives. Fourteen insurance companies were evaluated using eight economic, three environmental, and four social indices. The indices were ranked by expert judgment though an analytical hierarchy process as subjective weighting, and then principal component analysis as objective weighting was used to reduce the number of indices. The obtained principal components were then used as variables in the data envelopment analysis model. So, subjective and objective evaluations were integrated. Finally, for validating the results, Spearman and Kendall’s Tau correlation tests were used. The results show that Dana, Razi, and Dey had the best sustainability performance.
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1. Introduction

In the era of Industry 4.0, global concern about sustainable development has been increasing due to serious ecological degradation caused by industrial growth. The effect of industrialization has
been studied in different societies. Corporations can have a critical role in attaining environmental sustainability [1]. Sustainability is development which satisfies the current needs without restraining subsequent generations from satisfying their own needs [2]. Various methods have been used to evaluate sustainability in different disciplines [3–10]. Several methods to assess the sustainability performance of firms and companies have been developed [11–14]. These comprise analyzing the impact of technological innovation and innovation management on firm sustainability performance [14], environmental footprint [15], the Environmental Sustainability Index [16], driving force, pressure, state, exposure, effect, action model [17], and others. Büyüközkan and Karabuluthave provided an overview of these approaches [18]. Hellström studied the structure and concepts of environmentally-sustainable innovation as eco-innovation [19]. Cavallaro et al. proposed an intuitionistic fuzzy algorithm to assess the sustainability of concentrated solar power (CSP) technology [20,21]. Cavallaro developed a sustainability index of biomass based on the Takagi–Sugeno fuzzy inference system [22]. Nilashi et al. proposed a neuro-fuzzy approach for measuring country’s sustainability performance [23].

One of the effective approaches to assess the sustainability performance is to use multi-criteria decision making (MCDM) methods, specially data envelopment analysis (DEA) and AHP. In the next section, we propose a critical evaluation of the literature.

2. Literature Review

Many studies are conducted on performance assessment and sustainability performance assessment using MCDM methods. We conduct a critical evaluation of the literature on MCDM methods, including DEA, AHP, and PCA. Singh et al. proposed a model to build an integrated sustainability performance index for steel industries [24]. Tsolas used an integrated DEA–AHP approach to develop environmental sustainability indices in mineral processing using economic and/or environmental combined indices [25]. Similar frameworks have been developed in the mining and minerals industry [26], design and manufacturing [27], medicine and chemical industry [28], water resource management [29], and country-level sustainability performance [30–32]. The majority of studies have utilized the environmental performance of enterprises as the indicator of firm sustainability performance [33–35]. Another group of studies have somewhat concentrated on corporate social responsibility inside a certain industry, like financial and banking services [34], renewable energy [32], or supply chain [36,37]. Some studies investigated the sustainability performance of the energy sector for long-term time horizons [38–42]. Some of the papers studied the relationship between an enterprise’s environmental and economic performance [35,43–45] or the influence of stakeholders as part of the social dimension [46,47]. Putzhuber and Hasenauer developed 15 indices to measure economic, social, and environmental impacts using governmental data. They found that the available public data show that there are specific impact measures over specific locations [48].

Hatami-Marbini and Kangi [49–54] studied the environmental and social externalities related to the semiconductor industry and concluded that the sustainability performance of the related industries can increase because of the more prevailing use of semiconductor equipment within diverse industries. Halkos and Tzeremes [54] studied the sustainability efficiency of 20 countries using a two-stage DEA during 1990–2011. They found that a country’s high production efficiency does not ensure a high eco-efficiency performance. Tajbakhsh and Hassini [55] investigated the sustainability efficiency of fossil-fuel-based electricity generation facilities in two-stage DEA. They found that that neither existing two-stage DEA models nor traditional efficiency ratios sufficiently accounted for the environmental and social impacts of fossil-fuel power generation sources. Wu et al. [56] developed a DEA model to assess the sustainability efficiency of a two-stage system with undesired outputs. The two-stage system consisted of two sub-systems: a production subsystem and a pollution treatment subsystem. Based on their proposed DEA model, three theorems were established to show the relationships between the interest preference parameter and the change in efficiency scores. They captured the actual characteristics of the studied real-world two-stage system and generalized to explore the efficiency level of other similar two-stage systems as well. The study in [57] proposed an adaptable cross-efficiency
assessment approach using a DEA model to find the best supplier performance in a semiconductor industry. Hatami-Marbini et al. Reference [58] proposed a four-stage bounded fuzzy DEA model, in a way that all the inputs and outputs are presumed to be fuzzy numbers. They demonstrated the efficiency of the proposed model in evaluating the safety and sustainability performance of various semiconductor manufacturers. Hsu [51] developed a hybrid DEA and improved grey relational analysis to assess environmental efficiency, while Chen et al. [59] developed a new indicator, as a non-disposal degree and a new semi-disposability assumption. They used the new indicators in a traditional DEA approach, replacing the assumptions of strong and weak disposability in environmental assessments. Tsai et al. [52] used conventional DEA models to investigate benchmark industries. Li et al. [60] generalized a three-stage DEA model to measure sustainability performance with a focus on the efficiency of innovation by evaluating the scale, technical efficiency, and pure technical efficiency of innovation in China’s semiconductor manufacturing during 2009–2014.

Tourais et al. suggested that sustainability performance can be measured by investigating the interaction of environment and organizations [61]. They also proposed that the environmental data can be more comparable if they are standardized. Liu introduced a general measure for measuring sustainability for renewable energy systems, which includes many fundamental sustainability indices [62]. Nonetheless, few studies have studied experiential profiles of firm-level corporate sustainability or evaluated firm-level variations in sustainability over time. Insurance companies are one of the areas which have not been studied enough. These firms rely on performance evaluation and constant adaptation to stay solvent and competitive. In addition to firm-oriented evaluations, a sector-wide evaluation of the entire insurance sector is conducive to inform mesoscale decision-making in an economy. Such a sustainability evaluation generates a ranking of the insurance companies, providing indicators on the sustainability, transparency, efficiency, and competitiveness of the sector. Besides policymakers, it benefits the rest of the actors in the economy, including stakeholders, consumers, managers, investors, and banks. The main target of ranking insurance companies is to discover their reliability and sustainability. The ranking facilitates unraveling the present and future status of a company in a multidimensional manner, focusing primarily on sustainability, financial, and management aspects.

In addition, because of fast economic growth, the ever-increasing impacts of environmental pollution have absorbed huge attention all around the world [63–68]. There are different models within the literature with respect to evaluating sustainability performance [69–72]. Sueyoshi and Yuan [72] adopted a DEA intermediate method to assess the sustainability performance of Asian countries. Production with pollutant byproducts and pollution assumed as a two-step system have provoked growing attention in the sustainability management field. Undesirable aspects have been considered when evaluating the performance of suppliers [73–81], eco-efficiency [82–91], and resource and environmental [92–97] efficiency. Some studies also introduced DEA efficiency evaluation by taking into account unwanted issues, and unwanted factors can be considered inputs or unwanted outputs in the DEA models [98–104]. Scientists have introduced various methods to address unwanted outputs in DEA [105]. Unwanted outputs are unavoidably generated together with desirable outputs [106].

Several approaches can be utilized for evaluating business sustainability. These evaluations usually primarily make use of data envelopment analysis (DEA), accompanied by other analytical tools, including analytic hierarchy process (AHP), and principal component analysis (PCA).

AHP is a qualitative and quantitative analysis of multi-attribute decision analysis methods, created by [107] to organize and quantify human judgment. Using AHP, the decision-makers can make pure pairwise judgments to prioritize alternatives.

Pearson proposed the principal component analysis approach in 1901. This statistical method can handle problems with multiple variables. The aim of using this method is mainly to deal with data with high dimensions. In the published literature many advantages have been mentioned for the principal component analysis method, two of which are more cited: first, its strength in revealing the
hidden patterns in the data and finding the similarities and dissimilarities in the data; second, it makes the data smaller while keeping the important and valuable features [108].

On the other hand, the data envelopment analysis method has been widely used in the performance assessment of various subjects [109,110]. It has been mainly used in assessing the functionalities of educational units, like schools and universities, healthcare units, like clinics and hospitals, financial units, like banks, and so forth. These units in DEA literature are called decision-making units (DMUs) [111,112]. One of the biggest advantages of the DEA method is to enhance the relative efficacy of the decision-making units through optimizing the share of the weighted sum of the outputs to the weighted sum of the inputs [113–121]. DEA has a strong discerning ability in finding the valuable information in data [122–125]. This strength has a direct negative relationship with the number of variables, which means when the variables are more, DEA cannot reveal the useful patterns effectively [126]. Additionally, DEA’s discerning ability decreases when the number of DMUs is not considerable and the number of variables is high [108,127]. In the case of these constraints and difficulties, the currently-used DEA approaches typically produce solutions with a huge number of DMUs. Therefore, there are huge efforts going on to enhance DEA’s power in discerning. For instance [128], proposed a DEA model which uses multiple criteria to leverage the discerning ability in assessing the efficiencies of investments firms using a multi-objective linear programming framework. In another study, an approach was developed to enable weight restriction in their domain directly [129]. They defined the notion of an assurance region (AR) to investigate the efficacy of the linear production likelihood set. In their proposed AR, several linear homogeneous constraints are imposed on the input and output multipliers. They found that AR can diminish the number of options for the overall efficacy if it is applied in technically efficient organizations. Reference [130] used a pessimistic–optimistic method of DEA to take into account both pros and cons of the decision-making units to decrease the impact of a high number of variables. They used this method in performance evaluation in the revenue distribution process. In another study, [131] introduced a method based on maximum variance to reduce the dimension of the data via the Gram–Schmidt method. The selected Gram–Schmidt factors were then inserted in the developed DEA approach with a natural AR. The study in [132] proposed an adjusted network data envelopment analysis (NDEA) model for assessing the sustainability performance of an energy supply chain in Iran from production to distribution stages. The study in [133] added economic dimensions such as corruption and population to the DEA model to increase the discerning power of the DEA model. Thus, it is necessary to reduce the data dimensionality or the number of variables in the DEA structure, especially in the presence of large dimensionality of the data set.

There have been DEA studies that improved the methodology by reducing the number of input/output variables. Reference [134] described a systematic multivariate statistical approach to omit some inputs and outputs that are highly correlated with the retained ones and decide which of the original correlated variables can be omitted with least loss of information and which can be retained. They concluded that even omitting variables that are highly correlated, and thereby contain little additional information on performance, could have a significant influence on the computed efficiency measures. Using PCA, [135] suggested a methodology that produces uncorrelated linear combinations of original inputs and outputs to improve discrimination in DEA with minimal loss of information. The study in [136] applied similar data reduction methods and evaluated deregulated airline networks to measure the quality of Western European airports. Reference [137] proposed a new DEA framework to evaluate the healthcare performance of different districts in Istanbul, Turkey. They suggested an imprecise data envelopment analysis approach, which sets forth a more realistic decision methodology for evaluating the relative health-care performance and enables the determination of the best district in terms of health-care performance in Istanbul. Reference [138] implemented DEA to evaluate the economic performance of 18 cities in China. The results indicate that there is the same rank of performance by using either the PCA or constant returns to scale (CRS) model in DEA. The PCA procedure adopted by [138] was slightly modified in [139] study by incorporating other important
featured of ranking that [138] did not consider. The study in [140] changed the undesirable outputs to be desirable ones and then performed PCA on the ratios of a single desirable output to a single input. Finally, the transformed principal components were treated as outputs into DEA models with an assurance region (AR). Reference [141] suggested that the variables could be divided into groups based on their logical composition concerning the production process to reduce data dimension using PCA as a means of weighting inputs and outputs and summarizing them parsimoniously rather than selecting them.

Most of the studies in the literature conducted evaluations of insurance companies using DEA models, and [142] evaluated 22 insurance companies over the period 1999–2004 to study the technical efficiency of China’s insurance industry. First, they calculated the efficiency scores, and then they conducted a regression analysis to identify the critical determinants of efficiency. The study in [143] measured the efficiency of the insurance industry in China from 1999 to 2006 based on the multistage DEA model and showed that the efficiency scores of insurance firms are underestimated if the endogenous risk factors are not considered. References [144,145] employed a two-step procedure of the DEA process to evaluate the efficiency in the Greek insurance industry. Reference [146] applied a variant of the DEA model to examine the active insurance companies in the life insurance sector in India. Their results indicate a significant imbalance in the levels of cost efficiency during the years 1982–2001. The study in [147] used a two-stage DEA approach to evaluate 24 non-health insurance companies in Taiwan. Grmanova and Strunz [148] identified the relationship between the technical efficiency and profitability of insurance companies. They analyzed 15 commercial insurance companies in Slovakia in the period of 2013–2015 using a DEA model. Malyovanyi et al. [149] estimated the influence of social expenditures and their structure on economic growth in the OECD countries for the years 1980–2015. They improved the functioning of non-state social insurance institutions in Ukraine. Horsch et al. [150] conducted a detailed survey of deposit insurance systems in post-Soviet countries since 2017. They collected and covered 15 post-Soviet countries’ insurance systems completely. They found that post-Soviet countries are on their way to developing deposit insurance systems that can effectively protect clients and help establish a stable financial system. Simionescu [151] studied the Romanian insurance market, considering ten representative insurance companies, taking into account the qualitative changes in the legislative basis after Romania’s entry into the European Union and the global economic crisis. They used a panel autoregressive-model (PVAR) model for the ten insurance firms during 2004–2017. They found that the indemnities paid by the insurance firms negatively influenced the liquidity, but with a lag of two periods after changes in indemnities. Jurickova et al. [152] evaluated the technical efficiency of the National Innovation System within a sample of European Union (EU) countries using DEA. Trynchuk [153] identified the role of universities in spreading social responsibility practices in the insurance market. Nestarchuk and Prokopchuk [154] investigated the existing state and projections for future growth of the Ukrainian agrarian insurance system based on developing the strategy of development of the latter with maximum attention to the needs and interests of all its contributors.

In addition to the classical application of DEA, several studies extended the DEA models. For example, Reference [155] evaluated and examined a set of Japanese life insurance companies in the two aspects of production yield and productivity change using a nonparametric DEA model by using panel data from 1988–1993. Reference [156] provided new empirical evidence on the efficiency of frontier measures in the international insurance industry. In their study, the efficiency scores of 6462 insurance companies in 36 countries were computed using the Stochastic Frontier Analysis (SFA) and DEA models.

Classic PCA determines the weight of the principal components based only on objective survey data. Hence, some studies combined AHP with PCA and built weighted PCA. Weighted PCA uses AHP to identify the weight of each assessment criterion. For example, [157] used the modified AHP to identify the weights of primary indexes. Then, instead of the primary indicators of the pervasive principal component index, for each principal component, they used the linear weighted value as
a pervasive assessment. Compared with other evaluation methods, weighted PCA, which is the integrated AHP–PCA model, is more efficient in reducing dimension and the calculation load. It also retains the most information of the original data.

The aim of this paper is to measure the performance and efficacy of insurance firms based on different economic aspects whose values may cause economic recession or growth. Our contribution is to use principal component analysis and analytic hierarchical process techniques to improve the discerning power and effectiveness of the conventional DEA. These modifications of the conventional DEA, along with utilizing the optimal set of indices, leads to an increase in the accuracy of the performance assessment. In other words, we successfully address one of the limitations of conventional DEA. That is, the computational expense caused by increased decision units due to increasing the performance evaluation indices (for more accuracy in the evaluation). To accomplish this goal, we use PCA to cut the number of evaluation indices, and since PCA itself has the problem of merely using the data distribution without considering the domain-related knowledge, we utilize AHP to rank the indices through the expert’s domain-related knowledge.

Multiple criteria decision-making (MCDM) methods are used in this study for finding the “appropriate” pair of weights. We use analytic hierarchy process (AHP), which is a qualitative and quantitative analysis of multi-attribute decision analysis methods created by [107], to identify the “optimal” weights in the model. Using AHP, the decision makers can make pure pairwise judgments to reach the overall priorities for the alternatives [158,159]. Because of its simplicity, ease of use, and great flexibility, the AHP has been studied extensively and used in nearly all applications related to MCDM since its development [160–163].

Also, we use principal component analysis (PCA), which was proposed by [164] as a multivariate statistical approach to reduce data dimensionality. The advantage of PCA is that it defines a mapping from the original space to the principal coordinates, and hence that if a new point \( x \) arrives, its projection onto the principal coordinates defined by the original \( n \) data points can be computed [165–168].

The data compression is done by transforming the original data into a new set of variables, the new principal components, which are uncorrelated with each other. Based on the degree of importance, the principal components will be in descending order, and only the first several most important ones can be retained. Using PCA, we minimize the limitations of the previous studies, e.g., multicollinearity, subjectivity, and high computation requirement, and it has strong objectivity.

Then, we evaluate a numerical example of this methodology. The remainder of this paper is structured as follows: Section 2 introduces the methodology of the proposed model; in Section 3, the case study and running algorithm of the proposed model are presented; Section 4 shows the results and discussion; and finally, the conclusion is summarized in Section 5.

### 3. Method

Our case study had a large number of input and output variables in comparison to the number of DMUs. PCA was used to reduce the number of input and output variables, and then this dimension-reduced data was entered in a modified DEA to improve DEA’s discrimination power. We also used expert judgment to rank both objective and subjective results. Usually, there are two different approaches to determine the weight of indicators, namely, subjective weighting and objective weighting. Subjective weighting is a way to give indicator weights based on the judgment of experts, who subjectively determine that specific indicators are more important than the others. As shown in Figure 1, we obtained the weights of inputs and outputs by AHP and integrated AHP with PCA, and the number of variables was reduced by weighted principal component analysis (WPCA), then the input-oriented DEA model was used to get the ranks of each DMU. Finally, the results of the two approaches were verified and validated by the Spearman and Kendall tau correlation experiment.
3.1. AHP–PCA Model

We integrated AHP and PCA to convert the linguistic judgments into numerical scales, simplify our complex evaluation problem focusing on their interest in comparison of just two criteria, and improve their consistency. MCDM methods can support decision-makers in this process [169,170], and can be used for finding the appropriate pair of weights. In other words, we looked to identify the optimal weights for the sustainability performance. The analysis of complex decisions involved the evaluation of activities using multiple criteria to determine the best alternative action [171,172]. AHP is the popular method in decision-making, which only needs the decision-makers to compare each pair of objects and provide their preference values.

This can happen since the main thought of AHP is to decompose the complex problems into sub-problems, to classify these sub-problems by dominance relationship, and to construct an orderly hierarchy. According to a particular percentage scale for assigning the relative importance of evaluating elements, a pairwise comparison allows the conversion of subjective assessments into numerical scales, breaks down the problem into a two-choice comparison, and enhances their reliability. The importance level of one element in this paper is expressed as a scale of 1–9, as shown in Table 1. Scale 1 means the two elements are of equal importance, and scale 9 means one is hugely more important than the other.
According to [138–140], PCA was applied to evaluate and rank the performance of \( n \) decision making units \((j = 1, 2, \ldots, n)\) with \( m \) inputs \((i = 1, 2, \ldots, m)\) and \( s \) outputs \((r = 1, 2, \ldots, s)\), for which the ratio between every output and every input is as in Equation (1):

\[
d^i_r = \frac{y_{rj}}{x_{ij}} \quad r = 1, 2, \ldots, s \quad i = 1, 2, \ldots, m
\]  

(1)

The bigger \( d^i_r \) is, the better the performance of DMU\(_j\) regarding the output and the \( i \)th inputs. Now, let \( d^i_k = d^i_{kr} \), e.g., \( k = 1 \) corresponds to \( i = 1 \), \( r = 1 \) and \( k = 2 \) corresponds to \( i = 1 \), \( r = 2 \), etc., where \( k = 1, 2, \ldots, p \) and \( p = m \cdot s \). We need to find some weights that combine those \( p \) individual ratios of \( d^i_k \) for DMU\(_j\). Consider the following \( n \times p \) data matrix composed by \( d^i_k \) in Equation (2):

\[
D = [d_1, d_2, \ldots, d_p]^T
\]

(2)

Each row represents \( p \) individuals’ ratios of \( d^i_k \) for each DMU and each column represents a specific output/input ratio. That is, \( d_k = [d^1_k, d^2_k, \ldots, d^n_k]^T \). PCA was employed to search for a component structure by factoring the sample correlation matrix \( D \) and finding out new independent measures, which are different linear combinations of \( d_1, \ldots, d_p \). Principal components can be combined by their eigenvalues to obtain a weighted measure of \( d_j \). The PCA process \( D \) was carried out as follows.

**Step 1:** Normalize the ratio matrix.

To normalize the ratio matrix \( (D) \), Equation (3) is used:

\[
\tilde{D} = [\tilde{d}_1, \tilde{d}_2, \ldots, \tilde{d}_p] \quad i = 1, 2, \ldots, m
\]

where \( \tilde{d}_k = (d^i_k - \bar{d}_k) / \sqrt{s_{kk}} \), the sample mean \( \bar{d}_k = \frac{1}{n} \sum_{j=1}^{n} d^j_k \) and sample variance \( s_{kk} = \frac{1}{n-1} \sum_{j=1}^{n} (d^j_k - \bar{d}_k)^2 \).

**Step 2:** Calculate the sample correlation matrix.

To calculate the sample correlation matrix \( (R) \), Equation (4) is used:

\[
R = [r_{ki}]_{p \times p}
\]

(4)

where \( r_{ki} = (n-1)s_{ki} / \sqrt{s_{kk}s_{ii}} \) and \( s_{kk} = 1 / (n-1) \sum_{j=1}^{n} (d^j_k - \bar{d}_k)^2 \).

**Step 3:** Solve the following equation: \( |R - \lambda I_p| = 0 \), where \( i \) is a \( p \times p \) identity matrix. We obtain the ordered \( p \) characteristic roots (eigenvalues) \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_p \) with \( \sum_{k=1}^{p} \lambda_k = p \) and the related \( p \) characteristic vectors \((\tilde{p}_1, \tilde{p}_2, \ldots, \tilde{p}_p)\) \((k = 1, \ldots, p)\). Those characteristic vectors compose the principal components \( p_{C_k} \) as in Equation (5):

\[
PC_k = [\tilde{d}_1, \tilde{d}_2, \ldots, \tilde{d}_p] = [PC_1, \ldots, PC_p]^T
\]

(5)

**Step 4:** Select the principal component by defining \( \rho = \sum_{k=1}^{M} \lambda_k / \sum_{k=1}^{r} \lambda_k = \sum_{k=1}^{M} \lambda_k / p \). The first \( M \) components may be selected by satisfying, e.g., \( \rho > 90\% \), i.e., the first \( M \) principal components account for \( 90\% \) of the contribution to the total sample variance (the other proposal to select the principal components can be \( \lambda > 1 \)).

**Step 5:** Establish the principal of weighted PCA.

### Table 1. Pairwise comparison scale for analytic hierarchy process (AHP) preferences.

| Numerical rating | Extremely Preferred | Very Strongly to Extremely Preferred | Very Strongly Preferred | Strongly Preferred | Moderately to Strongly Preferred | Moderately Preferred | Equally to Moderately Preferred | Equally Preferred |
|------------------|---------------------|--------------------------------------|-------------------------|-------------------|---------------------------------|--------------------|------------------------------|-----------------|
| 9                | 8                   | 7                                    | 6                       | 5                 | 4                              | 3                  | 2                            | 1               |
In this step, we create the weighted standardized PCA. The weighted standardized index is \( D^* \), and it is shown in Equation (6).

\[
D^*_k = w_k \tilde{D}
\]  

(6)

where \( w_k \) is on behalf of the important weigh of index \( k \) determined by AHP. So, the new principal component is established as in Equation (7).

\[
PC_M = D^*_k[l_1, \ldots, l_p]
\]  

(7)

Reference [173] showed that ranking by PCA may not be reliable. So, the chosen principal component was considered as the output of the DEA. However, the output of the original DEA model should be highly positive, but some of the principal component values can be negative. References [174,175] proved that the following linear equation could be used to fix this problem. Reference [140] also used the linear equation. Therefore, the following linear equation was used to achieve positive data, as in Equations (8) and (9):

\[
Z_{jk} = p_{ckj} + q
\]  

(8)

\[
Q = -\min_{1 \leq k \leq M, 1 \leq j \leq n} \{PC^j_k\} + 1
\]  

(9)

By this linear equation, the entire chosen principal component increases with the same rate. Since the nature of the principal components is increasing, all input variables were considered as outputs for DEA.

3.2. Modified DEA Model

Reference [176] proved that the input-oriented (Banker, Charnes, and Cooper) BCC model is output translation invariant. Reference [177] further proved that an input-oriented Charnes, Cooper, and Rhodes (CCR) model with a single constant input (or dummy) coincided with the input-oriented BCC model. To evaluate the operational efficiency of \( DMU_o \), a simplified input-oriented CCR model was proposed, as follows in Equation (10):

\[
\begin{align*}
\text{Max } w_o &= \sum_{k=1}^{M} p_{kj} z_{ko} \\
\text{s.t. } & \sum_{k=1}^{M} p_{kj} \leq 1, \quad j = 1, 2, \ldots, n; \quad p_{kj} \geq 0; \quad k = 1, \ldots, M
\end{align*}
\]  

(10)

In the model (10), the possibility of a resolution between the DMUs is weak. It is possible for some DMU to achieve the same performance. Fixing this problem using the assurance region (AR) is essential. A similar AR for the weight constraints was successfully applied to rank voting by [140,178,179]. The model proposed by [180] is as follows in Equation (11):

\[
\begin{align*}
\text{Max } w_o &= \sum_{k=1}^{M} p_{kj} z_{ko} \\
\text{s.t. } & \sum_{k=1}^{M} p_{k} \leq 1, \quad j = 1, 2, \ldots, n; \quad j \neq 0 \\
p_{k} - p_{k+1} &\geq \varepsilon_k \quad k = 1, 2, \ldots, M-1 \\
\varepsilon &= \begin{cases} 
0 & \lambda_k = \lambda_{k+1} \\
\varepsilon > 0 & \lambda_k > \lambda_{k+1} 
\end{cases} \\
p_{k} &\geq 0 \quad k = 1, 2, \ldots, M
\end{align*}
\]  

(11)
In model Equation (11), $p_k$ is the weight assigned to outputs $z_{kj}$, $j = 1, 2, \ldots, n$, and the weight constraints $p_k - p_{k+1} \geq \varepsilon_k$ represent the fact that the $k^{th}$ principal component carries the total dispersion more than the $kth$ one does. To obtain the efficiency of the DMUs, model Equation (11) must be calculated separately for each DMU. Therefore, a new model is proposed to save time and calculate the efficiency easily in this paper. The proposed model is as follows:

$$\text{MAX} \ (1 - d_o)$$

s. t.

$$\sum_{k=1}^{M} p_k z_{ko} + d_o = 1$$

$$\sum_{k=1}^{M} p_k z_{kj} \leq 1, \quad j = 1, 2, \ldots, n; \quad j \neq o$$

$$p_k - p_{k+1} \geq \varepsilon_k \quad k = 1, 2, \ldots, M - 1$$

$$\varepsilon = \begin{cases} 0 & \lambda_k = \lambda_{k+1} \\ \varepsilon > 0 & \lambda_k > \lambda_{k+1} \end{cases}$$

$$p_k \geq 0 \quad k = 1, 2, \ldots, M$$

$$d_o \geq 0$$

where $w_o = 1 - d_o$. For all DMUs, the model Equation (12) was converted to the model Equation (13) as follows:

$$\text{MAX} \sum_o (1 - d_o)$$

s. t.

$$\sum_{k=1}^{M} p_{ko} z_{ko} + d_o = 1$$

$$\sum_{k=1}^{M} p_{ko} z_{kj} \leq 1, \quad j = 1, 2, \ldots, n; \quad \forall o \neq j$$

$$p_{ko} - p_{(k+1)o} \geq \varepsilon_{ko} \quad k = 1, 2, \ldots, M - 1$$

$$\varepsilon = \begin{cases} 0 & \lambda_k = \lambda_{k+1} \\ \varepsilon > 0 & \lambda_k > \lambda_{k+1} \end{cases}$$

$$p_{ko} \geq 0 \quad k = 1, 2, \ldots, M$$

$$d_o \geq 0 \quad \forall o.$$
performance in managerial aspects: number of agents, number of branches, number of employees, number of issued insurances, and total payable compensations. In this paper, the input and output variables were as shown in Table 2.

**Table 2. Input and output variables.**

| Variable | Sustainability Aspect | Description |
|----------|-----------------------|-------------|
| I₁: Number of agents | Econ | Individuals or corporates that can provide insurance services |
| I₂: Number of branches | Econ/soc | Providers of insurance services, inspection, control, support, and brokers |
| I₃: Investment in green projects | Env | Sum of total investment in environmentally friendly projects. |
| I₄: Operating costs | Econ | All official, personnel, public expenses, and commission fees. |
| I₅: Investment costs | Econ/Env/Soc | Premiums received from insurers cannot be consumed for compensations immediately and remain in companies for a while. |
| I₆: Total assets | Econ | These assets include tangible fixed assets and intangible assets. |
| I₇: Corporate social responsibility | Soc | Corporate social responsibility encompasses investments as the company’s charitable contributions and role in the community. |
| O₁: Premium of Insurance issued | Econ/Env/Soc | Direct premiums are received by insurance companies or branches, while indirect ones are presented by brokers of insurance companies. |
| O₂: Net profit | Econ | Subtractions of the number of incomes with operating costs and tax. |
| O₃: Investment income | Econ | The total proceeds from short-term and long-term investments. |
| O₄: Total debt | Econ | Total debt to representatives, brokers, and other companies |
| O₅: Number of issued insurances | Econ | Penetration rate of insurance policies and all types of insurances. |
| O₆: Total payable compensations | Econ | Compensations during the review period paid by insurance companies are called payable compensation. |

Note: Econ: Economic, Env: Environmental, Soc: Social.

As shown in Table 2, there were seven input variables, three of which were purely economic variables, one was purely social, one was purely environmental, and two were environmental. The third input variable included zero energy buildings, developing renewable energies, and sustainable agricultural and industrial projects. Operating costs are expenses that are given to personals, sale networks, and all factors relating to insurance rights.

Investment costs are the total of premiums, which become large cash that will be invested in addition to collected deposits and other financial resources of insurance companies. These amounts were considered as indexes of long-term and short-term investment costs.

With respect to the sixth input variable, total assets, total receivable claims were considered as assets of insurance companies.

In calculating the total debt, we considered whether corporate or legal individuals were included or not.

In calculating the number of issued insurances, we considered the total number of the issued insurance—that is, insured by companies, including individuals and groups in any field. In this adjoined issued insurance, previously issued was not included.
In calculating the total payable compensation, we considered the statistics of the total payable compensation as representing the number of cases which insurance companies have paid. This also showed the volume of the activities of insurance companies allocated to compensation in the entire insurance field for a year.

The values for ranking and implementation of the model’s algorithm relating to 14 insurance companies for seven input and six output variables are presented in Table 3.

### Table 3. The values for input and output variables.

| Indices | $I_1$ | $I_2$ | $I_3$ | $I_4$ | $I_5$ | $I_6$ | $O_1$ | $O_2$ | $O_3$ | $O_4$ | $O_5$ | $O_6$ |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Iran    | 5388  | 4614  | 205   | 1.73698 | 1.472429 | 23.79537 | 593.449 | 2.621972 | 320.291 | 3324.32 | 3258.517 | 1.562.607 | 2.198.167 |
| Dasa    | 952   | 1581  | 54    | 3.191.953 | 763.081 | 37.736.571 | 157.684 | 5.152.121 | 69.739 | 30.922 | 5025.753 | 10850.02 | 1.703.533 |
| Asia    | 1924  | 2699  | 89    | 0.410651 | 2018.256 | 36.501.402 | 684.520 | 6.665.153 | 127.191 | 276.430 | 7127.567 | 3670.365 | 391.057 |
| Alborz  | 1301  | 1302  | 51    | 1.838.663 | 1.638.02 | 36.881.62 | 880.040 | 3.930.670 | 262.414 | 141.119 | 44.29.5344 | 1800.647 | 206.030 |
| Moalem  | 791   | 638   | 39    | 921.117 | 575.624 | 37.844.028 | 516.396 | 903.797 | 45.484 | 99.297 | 1.995.053 | 444.989 | 315.901 |
| Pasargard| 1497  | 659   | 39    | 224.856 | 1.674.712 | 36.839.94 | 199.779 | 3.622.715 | 506.228 | 321.737 | 5473.480 | 2407.920 | 254.405 |
| Toscie  | 1607  | 440   | 32    | 920.430 | 1.476.394 | 37.043.258 | 554.768 | 2.126.782 | 199.932 | 147.008 | 2249.591 | 1519.889 | 111.615 |
| Razi    | 577   | 459   | 28    | 653.290 | 642.645 | 37.876.037 | 345.151 | 844.024 | 15.311 | 667.35 | 1.285.289 | 1194.294 | 75.427 |
| Karafarin| 1072  | 534   | 26    | 0.990.953 | 1.392.337 | 37.127.315 | 472.436 | 1.813.073 | 80.495 | 176.130 | 2.802.203 | 628.401 | 41.311 |
| Sina    | 142   | 350   | 80    | 894.794 | 324.842 | 38.194.810 | 494.335 | 1.671.061 | 44.782 | 38.640 | 2.278.348 | 170.750 | 354.580 |
| Dey     | 561   | 312   | 34    | 342.660 | 643.930 | 37.875.722 | 665.702 | 601.800 | 34.753 | 71.696 | 806.664 | 151.097 | 45.425 |
| Novin   | 1216  | 338   | 31    | 601.038 | 769.237 | 37.750.415 | 290.191 | 1.160.416 | 95.833 | 125.504 | 1.280.979 | 1.109.931 | 133.316 |
| Passangard| 993   | 299   | 33    | 275.321 | 109.278 | 37.426.875 | 726.685 | 1.042.748 | 159.726 | 126.464 | 1.164.519 | 1.186.666 | 39.580 |

In the DEA model, the number of DMUs was approximately three times the number of variables. Therefore, the PCA model was applied to reduce data. In PCA, as mentioned in the methodology, a single output was divided into a single input, and the resulting ratios were considered PCA indicators. These ratios were normalized as the first step of PCA. The output/input and output must be converted to a single weight ratio. Thus, the input and output weights that were obtained from AHP should be converted to a single weight ratio ($d_i$). It was assumed that the ratio weights should be obtained by dividing outputs weights to inputs weights, but a simple example shows the weakness of this procedure. We recommend that the weights of inputs and outputs should be multiplied together as follows:

$$ w_{d_{14}} = \frac{w_{O_2}}{w_{I_2}} = \frac{0.1738}{0.21478} = 0.8092, \quad w_{d_{30}} = \frac{w_{O_5}}{w_{I_5}} = \frac{0.01689}{0.0208} = 0.812 $$

As shown above, the single ratio $d_{14}$ included two important indexes in comparison to $d_{30}$. However, $w_{d_{30}}$ was more important than $w_{d_{14}}$, which has inconsistency with the decision-maker (DM) view. In contrast, by multiplying the input and output weights, the results obtained for $d_{14}$ and $d_{30}$ were more reasonable, as shown below:

$$ w_{d_{14}} = w_{O_2} \times w_{I_2} = 0.1738 \times 0.21478 = 0.0373, \quad w_{d_{30}} = w_{O_5} \times w_{I_5} = 0.01689 \times 0.0208 = 0.00351 $$
So, the single ratio weights were calculated by multiplying the input and output weights. Then, to achieve the final weight, the weights obtained were normalized by using 
\[ \tilde{w}_{dk} = \frac{w_{dk}}{\sum_{k=1}^{n} w_{dk}}. \]

The results are shown in Table 5.

**Table 5.** The AHP weights for ratio indicators.

| Indices | d1     | d2     | d3     | d4     | d5     | d6     | d7     | d8     | d9    |
|---------|--------|--------|--------|--------|--------|--------|--------|--------|-------|
| Weights | 0.0090667 | 0.0075 | 0.01285 | 0.0364774 | 0.02241847 | 0.02749435 | 0.10391165 | 0.01622057 | 0.012664 |
| Indices | d10    | d11    | d12    | d13    | d14    | d15    | d16    | d17    |       |
| Weights | 0.02111 | 0.0619103 | 0.0375829 | 0.04642336 | 0.17545161 | 0.01249634 | 0.009757 | 0.016263 | 0.047449 |
| Indices | d19    | d20    | d21    | d22    | d23    | d24    | d25    | d26    | d27   |
| Weights | 0.02916619 | 0.03376460 | 0.13516809 | 0.00327214 | 0.0025355 | 0.004258 | 0.012424617 | 0.00763978 | 0.0093649 |
| Indices | d28    | d29    | d30    | d31    | d32    | d33    | d34    | d35    | d36   |
| Weights | 0.03539345 | 0.0011668 | 0.000911 | 0.001518 | 0.00443043 | 0.00272288 | 0.0003399 | 0.01262078 | 0.0009218 |
| Indices | d37    | d38    | d39    | d40    | d41    | d42    |       |       |       |
| Weights | 0.00072 | 0.0012 | 0.00350018 | 0.00215115 | 0.00263821 | 0.00099709 |       |       |       |

Then, the weights were used with the PCA method. According to Equation (6), each index’s weight was multiplied first with the standard matrix, and then the result was multiplied by the Eigenvectors matrix to find the principal components. The results were sorted in descending order by coding WPCA in MATLAB software and displayed in Table 6.

**Table 6.** The negative principle components obtained from WPCA.

| PC1 | PC2 | PC3 | PC4 | PC5 | PC1 | PC2 | PC3 | PC4 | PC5 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Iran | −0.2915 | 0.05842 | 0.07073 | 0.02801 | 0.10622 | Sina | 0.07800 | 0.02444 | −0.1039 | 0.01313 | −0.04603 |
| Dana | 0.04090 | 0.20939 | 0.15311 | −0.0719 | 0.08962 | Dey | 0.08962 | −0.05341 | −0.0731 | 0.03889 | 0.01485 |
| Asia | 0.01852 | 0.0453 | 0.04547 | 0.07397 | −0.0126 | Saman | 0.02535 | −0.0763 | −0.0317 | −0.1202 | 0.05198 |
| Alborz | −0.0380 | −0.0043 | 0.02141 | 0.02407 | −0.0048 | Novin | −0.0278 | −0.00923 | 0.05027 | 0.01689 | 0.00952 |
| Moalem | 0.06831 | −0.01536 | 0.00526 | 0.0782 | −0.0368 | Pasargard | 0.00546 | −0.11215 | −0.0248 | −0.1379 | 0.054345 |
| Parsian | −0.0491 | −0.0207 | 0.04396 | −0.0141 | −0.0554 | Eigenvalue | 15.3556 | 11.93489 | 4.54013 | 3.90396 | 2.090281 |
| Toseie | −0.0195 | −0.0094 | 0.02708 | −0.0392 | −0.0037 | VCR (%) | 36.56 | 28.42 | 10.81 | 9.3 | 4.98 |
| Razi | 0.087259 | −0.01057 | 0.00493 | 0.0575 | −0.0031 | CVCR (%) | 36.56 | 64.98 | 75.79 | 85.08 | 90.06 |
| Karafarin | 0.01259 | −0.01869 | 0.00493 | 0.0575 | −0.0031 |       |       |       |       |       |

Note: VCR: Variance contribution rate, CVCR: Cumulative variance contribution rate.

There were 42 principal components. The principal components that have the highest proportion of total variance are the most important. Based on their proportion, several principal components were selected to satisfy \( \rho > 90\% \). In fact, at this stage, reducing dimension was done, and the condition of running DEA with high discrimination was available. By selecting the first five principal components, we could satisfy \( \rho > 90\% \). These five major components were considered output variables for DEA Equation (13). However, these principal components included negative values, which cannot be used in DEA. So, by using Equation (9) 
\[ Q = -\min \{ PC_{k} \} + 1, 1 \leq k \leq M, 1 \leq j \leq n \], a total of five principal components were positive and ready to enter the DEA model. The positive five principal components are shown in Table 7.

**Table 7.** The positive principal components obtained from WPCA.

| PC1 | PC2 | PC3 | PC4 | PC5 | PC1 | PC2 | PC3 | PC4 | PC5 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Iran | 1 | 1.349975 | 1.362292 | 1.319567 | 1.397775 | Razi | 1.378818 | 1.272651 | 1.25165 | 1.374092 | 1.258596 |
| Dana | 1.332463 | 1.500943 | 1.444667 | 1.29567 | 1.301373 | Karafarin | 1.304147 | 1.274667 | 1.29486 | 1.349058 | 1.288459 |
| Asia | 1.310081 | 1.336888 | 1.337025 | 1.36533 | 1.27937 | Sina | 1.36956 | 1.315998 | 1.187669 | 1.304684 | 1.245532 |
| Alborz | 1.253506 | 1.287289 | 1.312896 | 1.315628 | 1.260779 | Dey | 1.38118 | 1.238148 | 1.21847 | 1.330447 | 1.276709 |
| Moalem | 1.359872 | 1.27522 | 1.238946 | 1.367385 | 1.254797 | Saman | 1.316988 | 1.215256 | 1.258252 | 1.171331 | 1.324357 |
| Parsian | 1.242379 | 1.270878 | 1.24459 | 1.29014 | 1.24113 | Novin | 1.263836 | 1.262326 | 1.241382 | 1.308451 | 1.292531 |
| Toseie | 1.272032 | 1.282173 | 1.31864 | 1.252318 | 1.289895 | Pasargard | 1.297014 | 1.179404 | 1.266761 | 1.153614 | 1.345904 |

To achieve the final ranking of the insurance companies, the resulting positive indicators were used in DEA Equation (13). For further evaluation and validation of the model, the ranking was done...
without using the AHP method, just by applying the PCA–DEA model. The results obtained from Lingo software are shown in Table 8.

**Table 8.** The final ranks from the different models.

| DMU     | Insurance Company | \( W_0 \) | Rank | DMU     | Insurance Company | \( W_0 \) | Rank | DMU     | Insurance Company | \( W_0 \) | Rank |
|---------|-------------------|----------|------|---------|-------------------|----------|------|---------|-------------------|----------|------|
| 1       | Iran              | 0.7332   | 13   | 8       | Razi              | 0.9477   | 5    | 1       | Iran              | 0.9446   | 13   |
| 2       | Dana              | 1.2905   | 1    | 9       | Karafarin         | 0.8474   | 8    | 2       | Dana              | 1.0732   | 1    |
| 3       | Asia              | 0.8967   | 6    | 10      | Sina              | 0.9582   | 4    | 3       | Asia              | 0.9790   | 6    |
| 4       | Alborz            | 0.6220   | 10   | 11      | Dey               | 1.0189   | 2    | 4       | Alborz            | 0.9492   | 11   |
| 5       | Moalem            | 0.9826   | 3    | 12      | Saman             | 0.8928   | 7    | 5       | Moalem            | 0.9897   | 5    |
| 6       | Parsian           | 0.6903   | 14   | 13      | Novin             | 0.8314   | 9    | 6       | Parsian           | 0.9259   | 14   |
| 7       | Toseie            | 0.7824   | 12   | 14      | Pasargard         | 0.7965   | 11   | 7       | Toseie            | 0.9491   | 10   |

5. Results and Discussion

Table 7 shows the results of the models. According to the results of the AHP–PCA–DEA model, three units had an efficiency score \( W_0 \) greater than one. Three DMUs, namely DMU2 (Dana), DMU8 (Razi), and DMU11 (Dey), showed the highest performance. Among them, DMU2 (Dana) was the most efficient, and it achieved the best ranking. Also, in the PCA–DEA model, two units, DMU11 (Dey) and DMU2 (Dana), had an efficiency score higher than one. In this model, DMU2 (Dana) was dedicated to the best ranking too. At the end of 2018, Dana insurance company was converted to a private company. Therefore, with changing management strategy during 2019, it increased by 73.1% in attracting premiums, which shows public confidence in the company in the insurance market. In fact, this company can get 9% of the market share in this index. Also, it increased its performance in rights of equities and investment income by about 50% and in \( d_7 \) (32.7), which is very important, it had the highest performance. All of these indicators are important for decision makers and play a vital role in the ranks of DMUs. Therefore, Dana insurance company is the most sustainable company according to the indicators.

As shown in the right-hand side of Table 7, we integrated two different MCDM models, including AHP and DEA. According to the results, DMU8 in the PCA–DEA model achieved rank five, but in the AHP–PCA–DEA model it improved its rank to be second. This subject indicates that DMU8 is a more sustainable unit, based on the indicators that are important for decision makers. As evident from the results, two DMUs, namely DMU1 (Iran) and DMU6 (Persian), had low ranks in both of the models. Although DMU1 (Iran) was the only national insurance company and has a significant market share in the insurance industry of Iran, it was confronted with high, increasing operating costs and total payable compensations in 2019. Also, it faces decreasing its stock value in the stock market. Besides this, the results of AHP–PCA–DEA show a considerable variation in efficiency scores, ranging from 0.9259 to 1.0732. The mean of the efficiency scores for all the firms in the AHP–PCA–DEA model was 0.9995, which shows that insurance companies have excellent performances and work in a perfectly competitive market. We also used two statistical tests, Spearman and Kendall Tau. The results of the Spearman test of DEA–PCA and DEA–PCA–AHP concluded by showing meaningful correlation between them. In addition, the Kendal Tau test showed the same result, which means a meaningful correlation between the two methods’ results. The value obtained by the Spearman test (i.e., 0.96) illustrates a rigorous direct correlation between the two models. Similarly, the value obtained by the Kendall Tau test (i.e., 0.87) reveals a rigorous correlation between the results of the two ranking methods.

According to the analysis given above, similar conclusions can be reached by comparing the distribution of the number of efficient DMUs in different years, indicating that there is great potential for improvement in the sustainability performance. It is also worth noting that sustainability performance scores in the traditional DEA approach tend to form a higher assessment, so the insurance sector may be overestimating its performance in the development of environmental protection.
We now compare the decision of the weights in this study with previous studies. The sustainability performance was computed, for instance, as the arithmetic average of sustainability performance weight [181], or over a set weight of $\alpha = 0.5$ [182], a mutual set of weights [82]. Previous studies illustrated the differences between the sustainability performance scores and weights [183]. Nevertheless, the average sustainability performance scores vary based on changing weights. The overall sustainability performance changes must reflect variation in the weights, and we suggest using the newly-defined overall performance sustainability after the calculations are performed. Decision-makers can choose the appropriate weights to maximize the new overall sustainability performance score [184]. From the prior literature, one can obtain insights concerning the overall score as a function of the score of the entire set of decision-making units. Under the PCA modification and the weights of the AHP method, we investigated whether any unique sustainability performance decomposition exists. We assumed the overall sustainability performance of a multi-dimensional network is the product of the sustainability performance of each decision-making unit. In other words, our approach provides a comprehensive view of the relationship between the overall sustainability performance and the varying weights. This indicates unique a sustainability performance index, and the new overall sustainability performance is uniquely determined. References [158,159,169,170,178] noted that the information on the overall sustainability performance modifications from the conventional DEA, along with utilizing the optimal set of indices, leads to an increase in the accuracy of the performance assessment. However, they did not address the computational expense caused by increased decision units due to increasing the performance evaluation indices (to more accuracy in the evaluation). In other words, we successfully addressed one of the limitations of conventional DEA. That is, to accomplish this goal, we used PCA to cut the number of evaluation indices, and since PCA itself has the problem of merely using the data distribution without considering the domain-related knowledge, we utilized AHP to rank the indices through the expert’s domain-related knowledge. This is the exciting aspect of the differentiation between previous analyses that only used AHP to help the DEA process and increase the computational expense, while our approach managed the computational expense by reducing the dimensionality through PCA.

6. Limitations

In this article, we designed an integrated MCDM model and used the AHP weighting method. Then, we demonstrated the sustainability performance assessment problem using an example of insurance companies. However, there were some limitations in our approach which must be addressed in the future. The developed MCDM model used an integration of AHP, PCA, and DEA methods by analyzing a specific example of Iranian insurance companies, and it was not validated in a generalized scheme. In other words, to understand if the evaluation results are valid, a long-run and more general tracking study may be needed. For instance, sustainability performance assessment in other insurance companies in other countries needs to be studied. Also, other firms need to be studied using the same study framework.

In addition, in the AHP weight computation process, we invited nine experts (six from academia, three from industry) to create the pairwise comparison matrix. The elements of the matrix (priorities of the criteria) were identified by compromising their arguments, and the element adjustment step was conducted in the same manner when the consistency test failed. Nevertheless, the AHP weighting outcome would be more reliable if more experts were involved, through the integration approaches of group decision [185] or statistics [186]. This means that inviting more experts from more diverse disciplines may stabilize biases and the incompleteness of their knowledge.

Furthermore, in the AHP process, we chose the elements of the comparison matrix in a specific way which was exclusive to our specific problem, and so the distribution may differ with the particular evaluation problems because of the decision-makers’ judgements, as they always have their own preferences for specific criteria. Various distributions are also acceptable with various elements.
Measuring the uncertainty of the attribute value is also another future direction of study which is worthy of investigation and was not dealt with in this article.

It is a non-trivial task to evaluate the sustainability performance of the existing insurance companies with MCDM approaches because the non-uniqueness of the evaluation outcome is not only due to the change in the type of the MCDM method but also due to the complexity of finding a proper criteria set. For the evaluation of the insurance companies’ sustainability performance, we just considered the operational level in this study. Moreover, the chosen social and environmental indices were closer to socio-economic or eco-economic aspects and were not purely social aspects. Therefore, another future direction of our research would be selection of purer social and environmental aspects of the sustainability performance evaluation.

7. Conclusions

This paper proposed an integrated AHP–PCA–DEA model to rank Iranian insurance companies. Fourteen insurance companies were evaluated using 13 sustainability performance indices as a practical, real-world problem. The proposed model made a quick evaluation of the sustainability performance possible, which saved a tremendous amount of computation expense by reducing the number of indices required for an accurate sustainability performance evaluation. The PCA method was used to reduce the number of dimensions of the original dataset. The obtained principal components were then applied as variables in the DEA model. To avoid absolute objectivity or absolute subjectivity and take the advantages of both approaches, the AHP and PCA models were integrated. Our contribution is to incorporate AHP and PCA to conventional DEA to modify the over-objective results of DEA and use the effective set of indices to evaluate the insurance companies more accurately. In other words, one of the limitations of the DEA is that by increasing the sustainability performance evaluation indices (more accuracy in the evaluation), the number of decision units should be increased, which is more computationally expensive. So, we first used PCA to decrease the number of evaluation indices. PCA itself has the drawback of only using the distribution of data and it does not consider the domain knowledge. So, we used AHP to weigh the indices by using the experts’ domain-related knowledge.

Finally, for validating the results, two Spearman and Kendall’s Tau correlation tests were used. The results showed that Dana, Razi, and Dey had the best sustainability performance, with Dana being the most efficient and achieving the best ranking. In the standard DEA model, to obtain the efficiency of DMUs, the model must be calculated separately for each DMU. In this paper, we calculated the values for all the DMUs simultaneously using a linear equation. This is the first contribution of this paper. Also, increasing discrimination power in the conventional DEA model is a challenging problem which causes computational expense. So, using PCA as a dimensionality reduction method to reduce this computation cost/time is the second contribution of this paper. Additionally, the output of the original DEA model should be highly positive, and this is not possible when we use PCA. So, this linear equation also enables us to achieve positive data, which is the third contribution of this paper.
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