Maximizing the performance of pump inducers using CFD-based multi-objective optimization
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Abstract

Pump inducers are usually employed within a limited flow rate range since the performance is known to drop out significantly far from their design point. Therefore, finding an optimal geometry that ensures efficient operation for a relatively wide range of flow rates is challenging. The present study tackles this problem using multi-objective optimization to identify optimal inducer configurations, delivering high performance for a wide flow range. 3D RANS single-phase turbulent simulations were performed using the $k - \omega$ turbulence model. The optimization was done by employing the Non-dominated Sorting Genetic Algorithm (NSGA-II) coupled with computational fluid dynamics (CFD). An established in-house flow optimization library (OPAL++) was used to automatically control the numerical simulations. The objective is to optimize the inducer geometrical parameters to simultaneously maximize the efficiency and pressure head curves, considering different flow rates, i.e., 80% (part-load), 100% (nominal), and 150% (overload) of the optimal flow rate for the considered pump. The optimization involves 8 most relevant design parameters, i.e., the axial blade length, blade sweep angle, blade pitch, hub taper angle, tip clearance gap, blade thickness at the hub, blade thickness at the tip, and the number of blades. A total of 5178 simulations over 37 generations have been needed to get a Pareto front containing 5 optimal configurations. This article discusses quantitatively the influence of each geometrical parameter on flow behavior and inducer performance. The results reveal in general that blade length, blade sweep angle, tip clearance gap, and blade thickness should be kept low for the considered application; inducers with high hub taper angles and 3 blades lead to optimal performance.
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Nomenclature

Roman symbols

| Symbol | Description |
|--------|-------------|
| $A$   | Pipe cross-sectional area $[m^2]$ |
| $A_1$ | Pipe cross-sectional area at pressure sensor 1 $[m^2]$ |
| $A_2$ | Pipe cross-sectional area at pressure sensor 2 $[m^2]$ |
| $A_{\Delta p}$ | Area under the pressure head curve $[Pa]$ |
| $A_{\Delta p_{max}}$ | Maximum area under the pressure head curve $[Pa]$ |
| $A_{\eta}$ | Area under the efficiency curve |
| $F_p$ | Pressure force $[N]$ |
| $F_s$ | Shear force $[N]$ |
| $p_1$ | Static pressure at sensor 1 $[Pa]$ |
| $p_2$ | Static pressure at sensor 2 $[Pa]$ |
| $P$ | Blade pitch $[m]$ |
| $p$ | Pressure $[Pa]$ |
| $D_t$ | Tip blade diameter $[m]$ |
| $D_h$ | Mean hub blade diameter $[m]$ |
| $D_m$ | Mean blade diameter $[m]$ |
| $d$ | Suction pipe diameter $[m]$ |
| $g$ | Gravitational acceleration $[m/s^2]$ |
| $L$ | Axial blade length $[m]$ |
| $Q$ | Inlet flow rate $[m^3/s]$ |
| $Q_{opt}$ | Optimal flow rate of the pump $[m^3/s]$ |
| $N$ | Number of blades |
| $C$ | Tip clearance gap $[m]$ |
Greek symbols

- $\beta$: Hub taper angle [°]
- $\theta$: Blade helix angle [°]
- $\Delta P$: Inducer pressure head [Pa]
- $\Delta P_{\text{max}}$: Maximum inducer pressure head [Pa]
- $\Delta P_{\text{opt}}$: Inducer pressure head at optimal flow [Pa]
- $\Delta P_{\text{over}}$: Inducer pressure head at overload flow [Pa]
- $\Delta P_{\text{part}}$: Inducer pressure head at part-load flow [Pa]
- $\eta$: Inducer efficiency
- $\eta_{\text{opt}}$: Inducer efficiency at optimal flow
- $\eta_{\text{over}}$: Inducer efficiency at overload flow
- $\eta_{\text{part}}$: Inducer efficiency at part-load flow
- $\omega$: Angular velocity ($2\pi n/60$) [rad/s]
- $\rho$: Fluid density, [kg/m$^3$]
- $\mu$: Dynamic viscosity [Pa.s]
- $\sigma_m$: Mean solidity ($C_m/s_m$)
- $\tau$: Shaft torque [N m]
- $\varphi$: Sweep angle [°]
- $\gamma$: Specific delivery work [m$^2$/s$^3$]

Abbreviations

- CFD: Computational fluid dynamics
- MRF: Moving reference frame
- NPSH: Net positive suction head
- NSGA: Non-dominated sorting genetic algorithm
- OPAL++: Optimization Algorithm Library++
- RSM: Reynolds stress model
- SST: Shear stress transport

1 Introduction

Centrifugal pumps are used in uncountable applications to transport single and two-phase flows. Be it for industrial or domestic use, its simple design, the broad range of flow rates and head, low maintenance requirement have made it an ideal machine for various applications. This includes petroleum industry (artificial lifting) (Caridad et al. 2008; Zhu et al. 2008; Monte Verde et al. 2017; Zhu et al. 2017), agriculture (irrigation) (Jiang et al. 2019), geothermal power stations (Amoresano et al. 2014), refrigeration (cooler pumping) (Si et al. 2018), nuclear power stations (emergency cooling systems) (Schäfer et al. 2017; Chan et al. 1999; Poullikkas 2003), chemical industries, medical treatment, paper industry, shipbuilding industry, food production, oil industry and waste-water treatments (Neumann et al. 2016; Cappellino et al. 1992).

Centrifugal pumps were initially designed for single-phase flows, providing excellent performance. However, it is a well-known fact that the pump performance and efficiency of a standard single-stage centrifugal pump decrease drastically under two-phase conditions as compared to single-phase, even at low gas volume fractions (Mansour et al. 2018a, b; Si et al. 2017). The reason is that the gas tends to accumulate within the impeller channels evolving radially as the gas volume fraction is increased. This makes the impeller unable to transfer kinetic energy to the two-phase mixture (Caridad et al. 2008; Jiang et al. 2019; Sato et al. 1996; Caridad and Kenery 2004). For instance, at around 5% gas content in volume, the gas pockets can be long enough to block the impeller channels, leading to a phenomenon known as “gas-locking” (Manzano 1980; Poullikkas 2003; Caridad et al. 2008; Campo and Chisely 2010; Mansour et al. 2018a, b). Furthermore, at around 7–10% gas volume fractions, the impeller is completely blocked by gas pockets leading to “pump break-down”, where the pump is unable to generate any head (Manzano 1980; Cappellino et al. 1992; Poullikkas 2003; Mansour et al. 2018a, b). Under certain gas flow conditions, there might be continuous formation and discharge of gas pockets within the impeller channels causing severe flow instabilities, vibrations, and unstable oscillations in pump performance parameters like flow rate, head, and efficiency. This phenomenon is known as pump “surging” (Tillack 1998; Sauer 2003; Gamboa and Prado 2011; Monte Verde et al. 2017; Zhu et al. 2017; Mansour et al. 2018a, b).

To improve the two-phase performance of centrifugal pumps, several studies confirmed that an increase in rotational speed raises the turbulence level, thereby creating a more homogeneous two-phase mixture. This improves the pump capability to handle higher gas volume fractions and delays the pump break-down (Schiavello 1986; Sauer 2003; Monte Verde et al. 2017; Mansour et al. 2018c; Kopparthi et al. 2020). Further studies found that a semi-open impeller provides a higher resistance to gas accumulation as compared to a closed impeller for a gas volume fraction in the range of 1–3%. This is because, in semi-open impellers, the tip leakage flow (secondary flow) occurring within the impeller clearance gap helps to resist the gas agglomerations by improving two-phase mixing (Merry 1976; Cappellino et al. 1992; Furukawa et al. 1995; Mansour et al. 2018a, b).

$$T_t$$ Tip blade thickness [m]

$$T_h$$ Hub blade thickness [m]

$$C_m$$ Mean blade chord length [m]

$n$ Rotational speed [rpm]

$n_d$ Number of design parameters

$P_f$ Fluid power [W]

$P_{Sh}$ Shaft power [W]

$r$ Position relative to the torque axis [m]

$s_m$ Mean azimuthal blade spacing [m]

$V$ Fluid velocity vector [m/s]

$V_1$ Fluid velocity at pressure sensor 1 [m/s]

$V_2$ Fluid velocity at pressure sensor 2 [m/s]

$y^+$ Non-dimensional wall distance

$\zeta_1$ Elevation at pressure sensor 1 [m]

$\zeta_2$ Elevation at pressure sensor 2 [m]
Hundshagen et al. 2019, 2021). Murakami and Minemura (1974) showed that an impeller with 5 to 7 blades provides better performance for single and two-phase flow pumping compared to a 3-blade impeller. Sato et al. (1996) found that the impellers with a large blade outlet angle maintain the pump head when operating at higher gas volume fractions. Stel et al. (2019) used splitter-blade impeller to achieve higher mixing, reduce gas coalescence, and boost pump performance.

Multi-objective optimization has generally formed a strong foundation to tackle and optimize the design of various turbomachines (Sá et al. 2018, 2017; Song and Keane 2005; Nicholas et al. 2015; Rodrigues and Marta 2020; Chirkov et al. 2018). The design of pump impellers was also optimized in several studies using multi-objective optimization. For instance, Zhang et al. (2011) performed an optimization study of a helico-axial multiphase pump to improve efficiency and increase pressure rise. The optimized impeller showed an improvement in the pressure rise and the efficiency by 10% and 3%, respectively, compared to the original impeller. Safikhani et al. (2011) focused on two conflicting objectives, i.e., increasing the efficiency and simultaneously decreasing the net positive suction head required (NPSHr) of the pump. In their study, they found optimal combinations of the impeller angles for these objectives. Huang et al. (2015) performed a Pareto-based optimization with 10 design variables to control the blade loading with the aim of improving the hydraulic efficiency together with the impeller head of a mixed-flow pump. Their optimized impellers showed improved performance with a high-efficiency operating range. Nariman-Zadeh et al. (2007) performed an optimization study considering the flow rate and the impeller radius as input parameters, obtaining efficient designs that show an increase in head and efficiency along with a decrease in input power. Han et al. (2020) performed a centrifugal pump impeller and volute shape optimization via genetic algorithms and back propagation neural network. Impeller head and efficiency could be increased by 7.69% and 4.74% while the power consumption decreased by 2.56% post-optimization. Another interesting study focused on improving the performance and reducing the energy consumption of a centrifugal water pump to carry out slurry flows (Derakhshan and Bashiri 2018). The maximum improvement in the efficiency was found around 4% by increasing 9.9% of the head. According to these studies, it can be concluded that optimizing the impeller geometrical parameters and the flow conditions have been already often considered in the literature, achieving performance improvements.

Additional studies have shown that inducers, simple axial-flow impellers generally employed upstream of the main centrifugal pump, improve pump cavitation performance by reducing the net positive suction head required. This improvement is due to the increased pressure of the flow transmitted toward the pump impeller (Sulzer 2013; Gülich 2008; Hong et al. 2006; d’Agostino et al. 2017; Campos-Amezua et al. 2013; Pouffary et al. 2008; Bakir et al. 2004; Guo et al. 2015; Lundgreen et al. 2019; Song et al. 2016; Oshima 1967; Choi et al. 2007). Additionally, several studies investigated the impact of various geometrical parameters on cavitation behavior and performance. For instance, Fu et al. (2017), Kim et al. (2017) and Ji et al. (2020) showed that an increase in the tip clearance can generally lead to larger hydraulic losses at low-flow rates. El Samanody et al. (2014) investigated inducers with helical or axial blades by changing several parameters, i.e., pitch, number of blades, number of turns, inlet and outlet blade angles, shaft length, and shaft diameter. It was shown that a two-turn helical-blade inducer with a 17° helical angle resulted in the best performance at high rotational speeds, while the performance of an axial blade inducer with three or five blades is better at low rotational speeds. Guo et al. (2016) showed that the cavitation performance of a pump with a 3-bladed inducer is better than those with 2- and 4-bladed inducers. Apart from improving the cavitation performance of a pump, inducers have also been known to improve the two-phase handling capability of centrifugal pumps by providing a more homogeneous mixture at the pump inlet (Cappellino et al. 1992; Mansour et al. 2018b; Thum 2007; Mansour et al. 2019, 2020a; Parikh et al. 2020; Mansour et al. 2020b).

In our previous studies on single-phase and two-phase flows involving inducers (Mansour et al. 2020a, 2019), the impact of the numerical settings and various turbulence models have been studied, with the objective of an accurate description of all flow properties around the inducer. It was eventually found out that the Reynolds stress model (RSM) was able to accurately reproduce all flow features, providing excellent agreement with experimental data. As a faster alternative, the \( \kappa - \omega \) shear stress transport (SST) model was also able to deliver a fair agreement with all measurements. In Mansour et al. (2019), the primary goal was to understand the reason for the dissimilar effects of the inducer on two-phase pumping performance at part-load and overload conditions, with a significantly higher influence at part-load (Mansour et al. 2018b, 2019; Parikh et al. 2020). This numerical study revealed the formation of strong, axially propagating vortices starting from the blade leading edge and extending all along the inducer length, increasingly so with increasing flow rates. This explained the negative performance at overload conditions. In Mansour et al. (2020a), the investigations were extended to two-phase conditions. The numerical results showed that a much higher two-phase mixing can be achieved at part-load because of the long residence time, typically available for low-flow rates. This explains why this inducer can only noticeably improve two-phase pumping performance at part-load. Nevertheless, it
must be kept in mind that both studies (Mansour et al. 2019, 2020a) considered only a single inducer design, with a pitch of \( P = 0.251 \text{ m} \) and a number of blades of \( N = 3 \).

Shojaeefard et al. (2019) took a more systematic approach to obtain an optimized inducer design by using a multi-objective optimization technique (NSGA-II, Non-dominated Sorting Genetic Algorithm-II). Several inducer design parameters like the inlet and outlet tip blade angle and the ratio of outlet hub radius to the inlet hub radius were varied to optimize the inducer performance. A noticeable improvement of 14.3%, 0.3% and 30.2% was obtained for inducer head coefficient, hydraulic efficiency, and net positive suction head, respectively. Additionally, the neural network was used to model the objective functions with respect to the input parameters. This study particularly shows that certain optimum design parameters can only be obtained using a multi-objective optimization approach. Although this study has explored and optimized some of the inducer geometrical parameters, the effect of a wide number of other geometrical parameters on the inducer performance like the number of blades and pitch among others remains unexplored in the uncharted territory.

In a first effort to understand the influence of inducer’s geometry on single and two-phase flows, our recent study (Mansour et al. 2020b) involved three different inducer pitches (\( P = 0.151 \text{ m}, 0.251 \text{ m}, \) and \( 0.351 \text{ m} \)) and three different blade numbers (\( N = 2, 3 \) and \( 4 \)), resulting in 9 different configurations. This study showed a significant impact of both geometrical parameters on the inducer performance, the flow vortices, and the two-phase mixing behavior. The results revealed that under single-phase conditions, inducers with a low solidity, i.e., a high pitch and a low number of blades, provide better performance at overload conditions since they only lead to weak vortical structures. However, an inducer with a high solidity should be preferred at part-load conditions. At the same time, a higher number of blades resulted in a slightly decreased inducer peak efficiency and reduced the effective flow range. Concerning two-phase flows, an inducer with a higher pitch is able to more efficiently churn the two phases, providing better mixing. A higher number of blades resulted in a slight improvement in two-phase mixing at high flow conditions. Accordingly, inducers with a higher pitch and a low to moderate number of blades were recommended to ensure high single-phase as well as two-phase performances with effective mixing, and a wide range of effective operation.

From all previous studies, it can be concluded that the influence of the geometrical parameters of the inducer is very large – and quite complex, with many cross-dependencies and contradictory statements regarding overall performance. The observations differ for single-phase and two-phase, for part-load and overload, regarding peak efficiency or usable flow range. Additionally, most of the previous optimization studies considered only isolated geometrical parameters, a constant flow rate, a single objective function representing the performance, or combinations of those limitations. This explains the need for a far more systematic study, considering simultaneously:

- All relevant geometrical parameters describing inducer design;
- Different flow rates covering part-load, optimal, and overload conditions;
- All important properties quantifying “performance” for the considered process.

For this reason, the present study involves three different, normalized flow rates, i.e., \( Q/Q_{\text{opt}} = 0.8, 1.0, \) and \( 1.5 \), where \( Q_{\text{opt}} \) is the optimal (design) flow rate of the pump. The objective of the present optimization is to maximize simultaneously the efficiency as well as the pressure head curves obtained with the corresponding inducer; this is the performance indicator. Finally, a total of 8 geometrical parameters have been varied, including axial blade length \( (L) \), blade sweep angle \( (\phi) \), blade pitch \( (P) \), hub taper angle \( (\beta) \), tip clearance gap \( (C) \), blade thickness at the hub \( (T_h) \), blade thickness at the tip \( (T_t) \), number of blades \( (N) \), as illustrated later in Fig. 4. In this way, optimal inducer configurations for a wide range of flow rates can be obtained. Due to the complexity of the resulting optimization problem, the present study considers only single-phase flows (liquid water). Extending toward two-phase flows will be the subject of the next investigation.

The optimization process was done by employing a fully automatized in-house optimization library (the Optimization Algorithm Library++, written shortly OPAL++, Daróczy et al. (2014)) to control the CFD simulations. An efficient multi-objective global optimization method [NSGA-II, Non-dominated Sorting Genetic Algorithm-II, Deb et al. (2002)] was applied. A total of 37 generations involving 5178 different CFD simulations were performed during the optimization process. In this manner, a Pareto front containing 5 optimal inducer configurations was obtained for the objective functions. The influence of each design parameter on the objective functions is discussed in the upcoming sections. In particular, it is found that a high hub taper angle with 3 blades should be used to maximize inducer performance, while blade length, blade sweep angle, tip clearance gap, and blade thickness should be kept low.

2 Methodology

2.1 Numerical modeling

The industrial CFD code Siemens STAR-CCM+ (2018) was used to perform all CFD simulations. It solves the
continuity and momentum equations as given by Eqs. (1) and (2), respectively, based on the finite-volume method.

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{V}) = 0 \quad (1)
\]

\[
\rho \frac{D\mathbf{V}}{Dt} = \rho \mathbf{g} - \nabla p + \mu \nabla^2 \cdot \mathbf{V} \quad (2)
\]

where \( \rho \) is the fluid density, \( \mathbf{V} \) is the fluid velocity vector, \( \mathbf{g} \) is the gravitational acceleration, \( p \) is the pressure, and \( \mu \) is the fluid viscosity. Further details about the governing equations can be found in STAR-CCM+ (2018). It was already demonstrated in a previous study (Mansour et al. 2019) that the numerical results obtained with either (1) an unsteady solver with the moving mesh approach or (2) a steady-state solver with the Moving Reference Frame (MRF) are very comparable for the present configuration; however, the latter approach is much faster in terms of computing time, and must therefore be preferred for an optimization. Thus, the steady-state solver with MRF was used in the present analysis to model the rotation of the inducer; MRF is also known as the “frozen-rotor approach”, where a constant grid flux corresponding to the Coriolis force is introduced in the source term of the conservation equations, mimicking the real movement of the rotor. These modified conservation equations are solved within a rotating region where the inducer is placed, representing the inducer rotation. To enable comparisons with previous studies (Mansour et al. 2019, 2020a; Parikh et al. 2020; Mansour et al. 2020b), a constant rotation rate of 650 rpm was again used in the present analysis to model the rotation of the inducer; MRF is also known as the “frozen-rotor approach”. A few a posteriori checks have confirmed that this is sufficient to ensure convergence. Additional details concerning the numerical settings have been kept identical to similar studies (Mansour et al. 2019, 2020a).

2.2 Simulation domain and meshing

Figure 2 shows the numerical simulation domain used for the present study. The inducer geometry shown in Fig. 2 corresponds to the original prototype inducer used experimentally and numerically in several of our previous publications (Mansour et al. 2018b, 2020a; Parikh et al. 2020; Mansour et al. 2019, 2020b). All the dimensions are given as a function of the suction pipe diameter (\( d \)), which is kept constant for all simulations. The corresponding geometrical specifications of the original inducer are listed in Table 1. As seen, the domain is divided into two equal parts, i.e., the stationary domain and the rotating domain surrounding the inducer. The two domains are connected via an in-place

![Fig. 1 Comparison between the normalized pressure head obtained by RSM model, k-\( \omega \) model, and the experiments](image)
interface to transfer the numerical information. A no-slip adiabatic boundary condition was applied along all walls. Additionally, the walls surrounding the rotating domain were modeled as stationary walls by keeping the tangential velocity zero. A uniform velocity profile was applied at the inlet section of the simulation domain, while a constant-pressure boundary condition was always used at the outlet surface. Two pressure sensors $P_1$ and $P_2$ are placed within the simulation, upstream and downstream of the inducer, corresponding to the real locations in the experiments used for head measurements. These CFD “pressure sensors” measure the circumferential arithmetic average pressure, similar to the experiments (several holes are drilled along the circumference of the tube and connected together). Note that pressure sensor 2 is installed directly at the end of the inducer blades because it was not possible to move it further downstream in the experiments since the impeller is installed directly behind the inducer (Mansour et al. 2019, 2020a) (different from Fig. 2, where no centrifugal pump is involved). In all CFD simulations, this numerical sensor was always placed at the end of the blades for each inducer configuration (similar to the experiments) by shifting according to the blade length $L$.

Figure 3 shows a sample view of the numerical grid used in the present study generated using the automatic polyhedral meshing tool available in the CFD code Siemens STAR-CCM+. Grid type and necessary resolution have been extensively tested and validated in previous similar studies (Mansour et al. 2019, 2020a). To ensure accurate boundary layer modeling, 8 prism layers were always used near all walls. The thickness of the first layer was kept sufficiently small to ensure an average non-dimensional wall distance ($y^+$) less than 1. Additionally, sufficient refinement was ensured within the rotating domain around the inducer body to accurately resolve all flow features within the zone of interest (Mansour et al. 2019, 2020a). The mesh shown in Fig. 3 contains approximately 3.25 million polyhedral elements and has an average $y^+$ value of 0.3. The same mesh settings were used to maintain similar resolution in space and $y^+$ values for all inducer configurations considered during optimization. Additional details regarding mesh quality can be found in Mansour et al. (2019, 2020a).
### 2.3 Design parameters

As mentioned in the introduction, a total of 8 important geometrical parameters have been considered, which are the axial blade length \( (L) \), the blade sweep angle \( (\phi) \), the blade (helical) pitch \( (P) \), the hub taper angle \( (\beta) \), the tip clearance gap \( (C) \), the blade thickness at the hub \( (T_h) \), the blade thickness at the tip \( (T_t) \), and the number of blades \( (N) \). Figure 4 shows all the considered geometrical parameters of a representative inducer. Note that the axial blade pitch \( (P) \) can be defined as the axial distance of one complete helical turn of the blade. The distance \( P/N \) can be represented in the warped view of the inducer as shown in Fig. 4b where each parallel pair of oblique lines represent a blade of the inducer with a specific thickness as shown.

The upper and lower limits for each design parameter have been carefully selected based on previous studies (Mansour et al. 2020b; Gülch 2008; Fu et al. 2017; Kim et al. 2017; El Samanody et al. 2014; Guo et al. 2016). Corresponding values are listed in Table 1, after normalization using the pipe diameter \( (d) \) whenever possible. According to those ranges, a wide diversity of inducer configurations will be generated, avoiding invalid designs.

Additionally, the resulting ranges for some derived, significant geometrical parameters of the inducer have been calculated, normalized, and included as well in Table 1, in particular, the mean hub diameter \( (D_h) \), the blade tip diameter \( (D_t) \), the mean chord length \( (C_m) \), the blade helix angle \( (\theta) \), and the mean solidity of the inducer \( (\sigma_m) \). These parameters will be used in the analysis of the results to provide a better understanding of the optimal configurations. Figure 4 illustrates also \( D_h \), \( D_t \), and \( C_m \). Note that the mean hub diameter \( (D_h) \) is calculated at the mid-axial length \( (0.5L) \) of the inducer. The mean inducer solidity can be defined by Equation (3), where \( C_m \) is the mean chord length of the blades and \( s_m \) is the mean azimuthal blade spacing as given by Eqs. 4 and 5, respectively. As illustrated in Fig. 4b, these parameters are defined based on the mean blade diameter \( D_m \), which can be determined by Eq. (6), where \( D_h \) and \( D_t \) can be calculated from Eqs. 7 and 8, respectively. Finally, the blade helix angle \( \theta \), shown in Fig. 4b, can be defined by Eq. 9.

![Fig. 4 Illustration of the input design parameters of the optimization process](image-url)
Figure 5 presents sample inducers corresponding to the lower (left) and upper (right) limits of each design parameter, taking the original prototype inducer, used in previous studies (Mansour et al. 2019, 2020a), as the base geometry. As a complement, Fig. 6 depicts arbitrarily selected inducer geometries demonstrating the diversity of the designs considered during the optimization study.

\[
\sigma_m = \frac{C_m}{s_m} \quad (3)
\]

\[
C_m = L \sqrt{1 + \left( \frac{\pi \cdot D_m}{P} \right)^2} \quad (4)
\]

\[
s_m = \frac{\pi \cdot D_m}{N} \quad (5)
\]

\[
D_m = \frac{D_h + D_t}{2} \quad (6)
\]

\[
D_h = 0.41d + (L - 3.8d) \tan \beta \quad (7)
\]

\[
D_t = d - 2 \frac{C}{\pi} \quad (8)
\]

\[
\theta = \tan^{-1} \left( \frac{P}{\pi \cdot D_m} \right) \quad (9)
\]

The objective of the present study is to optimize the inducer geometry by maximizing simultaneously the area under the pressure head and efficiency curves, and this for three different flow rates. Accordingly, for each single inducer configuration, simulations at \(Q/Q_{\text{opt}} = 0.8\) (part-load), \(Q/Q_{\text{opt}} = 1.0\) (nominal), and \(Q/Q_{\text{opt}} = 1.5\) (overload) have been carried out, where \(Q_{\text{opt}}\) is the optimal flow rate of the pump (Mansour et al. 2018b). In this way, optimal inducer configurations for a wide flow range can be obtained. The inducer efficiency is defined by Eq. (10) which represents the ratio of the output fluid power from the inducer (\(P_f\)) to the shaft power (\(P_{sh}\)). Here \(\dot{m}\) is the mass flow rate, \(\Upsilon\) is the specific work of the inducer, \(\tau\) is the shaft torque and \(\omega\) is the angular speed.

\[
\eta = \frac{P_f}{P_{sh}} = \frac{\dot{m} \cdot \Upsilon}{\tau \cdot \omega} \quad (10)
\]

The torque (\(\tau\)) is calculated in the simulations by Eq. (11), where \(r\) represents the position of face \(f\) relative to the axis \(a\) about which the torque is calculated, \(F_s\) is the pressure force, and \(F_s\) is the shear force. The specific delivery work (\(\Upsilon\)) is calculated by Eq. (12). Here, \(V_1\) is the fluid velocity at pressure sensor 1, \(V_2\) is fluid velocity at pressure sensor 2, \(g\) is the gravitational acceleration, \(z_1\) is the elevation at pressure sensor 1, and \(z_2\) is the elevation at pressure sensor 2. The complete derivation of Eq. (12) can be found in: [Reference].

| # | Design parameters | Lower limit | Original inducer (Mansour et al. 2019, 2020a) | Upper limit |
|---|------------------|-------------|---------------------------------|------------|
| 1 | Normalized axial blade length \( L/d \) | 0.8 | 1.0 | 1.41 |
| 2 | Blade sweep angle \( \varphi \) [°] | 0 | 29.4 | 60 |
| 3 | Normalized blade pitch \( P/d \) | 2.0 | 2.0 | 8.1 |
| 4 | Hub taper angle \( \beta \) [°] | 0 | 0 | 5.5 |
| 5 | Normalized tip clearance gap \( C/d \) | 0.008 | 0.02 | 0.081 |
| 6 | Normalized blade thickness at hub \( T_h/d \) | 0.016 | 0.0622 | 0.081 |
| 7 | Normalized blade thickness at tip \( T_t/d \) | 0.016 | 0.0726 | 0.081 |
| 8 | Number of blades \( N \) | 1 | 3 | 4 |

Table 1: Ranges of design parameters for the optimization

| # | Derived parameters | Lower limit | Original inducer (Mansour et al. 2019, 2020a) | Upper limit |
|---|--------------------|-------------|---------------------------------|------------|
| 1 | Normalized mean hub diameter \( D_h/d \) | 0.115 | 0.402 | 0.402 |
| 2 | Normalized tip diameter \( D_t/d \) | 0.84 | 0.96 | 0.984 |
| 3 | Normalized mean chord length \( C_m/d \) | 0.83 | 1.466 | 7.7 |
| 4 | Blade helix angle \( \theta \) [°] | 43 | 43.43 | 78 |
| 5 | Mean solidity \( \sigma_m \) | 0.46 | 2.056 | 3.46 |
in Mansour et al. (2018a). The fluid velocities ($V_1$ and $V_2$) are calculated based on the continuity equation as given by Eqs. (13) and (14), dividing the fluid flow rate ($Q$) by the pipe cross-sectional area at pressure sensor 1 ($A_1$) and pressure sensor 2 ($A_2$), respectively.

$$V_1 = \frac{Q}{A_1} \tag{13}$$

$$V_2 = \frac{Q}{A_2} \tag{14}$$

Figures 7a and b illustrate the calculations of the area under the pressure head ($A_{\Delta P}$) and the efficiency ($A_{\eta}$) for the considered flow rates. As shown, the output values of the three different simulations are used to calculate the (approximated) area under each curve, which are given using the trapezoidal rule by Eqs. (15) and (16), respectively. Here $\Delta P_{part}$ is the pressure head at part-load flow ($Q/Q_{opt} = 0.8$), $\eta_{part}$ is the efficiency at part-load flow ($Q/Q_{opt} = 0.8$), $\Delta P_{opt}$ is the pressure head at optimal (or nominal) flow ($Q/Q_{opt} = 1.0$), $\eta_{opt}$ is the efficiency at optimal flow ($Q/Q_{opt} = 1.0$), $\Delta P_{over}$ is the pressure head at overload flow ($Q/Q_{opt} = 1.5$), and $\eta_{over}$ is the efficiency at overload flow ($Q/Q_{opt} = 1.5$). Note that the selected part-load flow is not deep part-load, since it has been shown that the inducer geometry does not impact much performance at very low-flow rates (Mansour et al. 2020b).
2.5 Statement of the optimization problem

The present optimization problem can be stated as follows:

\[
\begin{aligned}
\text{Find } X = \begin{bmatrix} L/d \\ \varphi \\ P/d \\ \beta \\ C/d \\ T_h/d \\ T_i/d \\ N \end{bmatrix} \quad \text{which maximizes } f_1(X) = A_{\Delta P} \quad \text{and } f_2(X) = A_\eta
\end{aligned}
\]

where \( X \) is an 8-dimensional design vector, i.e., containing 8 design variables, and \( f_1(X) = A_{\Delta P} \) and \( f_2(X) = A_\eta \) are the objective functions to be maximized.

\[
A_{\Delta P} = (0.1 \Delta P_{\text{part}} + 0.35 \Delta P_{\text{opt}} + 0.25 \Delta P_{\text{over}}) \quad (15)
\]

\[
A_\eta = (0.1 \eta_{\text{part}} + 0.35 \eta_{\text{opt}} + 0.25 \eta_{\text{over}}) \quad (16)
\]

2.6 Multi-objective optimization

The main task of the optimization is in the present case to maximize simultaneously the objective functions \( A_{\Delta P} \) and \( A_\eta \) by adapting appropriately the input design parameters within specified ranges. In the present optimization process, the two objective functions are considered to be equally important, i.e., no weighting functions were applied. A Pareto-based optimal approach was used together with the Non-dominated Sorting Genetic Algorithm (NSGA-II) (Deb et al. 2002) to optimize the inducer configuration. The Pareto-optimality approach tries to find the best set of solutions considering at the same time all objective functions, which is usually called the Pareto-optimal set. A solution is considered Pareto-optimal if it is not dominated by any other solution. This means that a Pareto-optimal solution cannot be improved further in any objective without simultaneously worsening at least one other objective function. The line connecting all optimal solutions is called the Pareto front.

The process starts with an initial guess (combinations of the design parameters), which is called the first generation. As a function of their respective objective functions, these designs are then used as a basis for cross-over and mutation, generating new individuals (i.e., new combinations of design parameters) for the next generation (Thévenin and Janiga 2008). This process continues until the obtained Pareto-optimal set cannot be noticeably improved any more. A fully automated in-house optimization code (the Optimization Algorithm Library++, written shortly as OPAL++) was used to automatically change the design parameters and control the numerical simulations. This code has been continuously developed in our research group for the past 20 years. The current code is described in detail in Daróczy et al. (2014). Many successful design optimization studies have been carried out using OPAL++, for instance, Mansour et al. (2020c), Daróczy et al. (2014, 2016, 2018) and Kerikous and Thévenin (2019), to cite a few.

Figure 8 illustrates the automatic optimization loop that has been used in the study. Firstly, OPAL++ generates an initial guess for the design variables, which is then written in a Java script containing all other settings to automatize the CFD simulation, done by Star-CCM+. Using the macro file, the simulations are run on a High-Performance Cluster (HPC). The Java script commands the CFD solver to create the simulation files, create a new inducer geometry based on the values written by OPAL++, generate a mesh, perform CFD simulations for the three different flow conditions, and perform post-processing by computing the objective values. The two objective functions \( A_{\Delta P} \) and \( A_\eta \) are calculated and exported in a separate output file. OPAL++ then reads the results and analyzes the data to generate the

\[
A_{\Delta P} = (0.1 \Delta P_{\text{part}} + 0.35 \Delta P_{\text{opt}} + 0.25 \Delta P_{\text{over}}) \quad (15)
\]

\[
A_\eta = (0.1 \eta_{\text{part}} + 0.35 \eta_{\text{opt}} + 0.25 \eta_{\text{over}}) \quad (16)
\]
next generation of design variables thanks to cross-over and mutation. Concerning the first generation, a Sobol-based pseudo-random generator was used to initialize the first population with $N_g = 48$ individuals, which is kept constant for the entire optimization process (dominated individuals with low objective functions being eliminated). The mutation probability and the cross-over probability were set to $1/n_d$ and 0.8, respectively, following recommendations from (Deb et al. 2002), where $n_d$ represents the number of design parameters. The computation time of a single generation (i.e., 48 CFD simulations) is about 12 hours wall-clock-time using 20 parallel nodes with 16 cores each. At the end of the optimization process, a total of 37 generations covering 5178 successful CFD simulations (including 1726 individuals with 3 simulations per individual) have been carried out in the present analysis.

3 Results and discussion

3.1 General analysis

The overall features of all configurations are first examined by using parallel coordinates. Such plots are commonly used to inspect high-dimensional problems using the simplified form of a 2D plot (Inselberg 2009; Edsall 2003; Kipouros et al. 2013). Figure 9 presents the data of all computed inducers in the form of such parallel coordinates, where the vertical lines represent separate scales for each quantity. The plot shows the eight design variables ($L/d, \phi, P/d, C_l, T_h, T_l, d, N$) on the left, then the five derived variables ($D_h/d, D_l/d, C_m/d, \theta, \sigma_m$) in the middle, and lastly the two objective functions ($A_{\Delta P}/A_{\Delta P_{\text{max}}}$, $A_n$) on the right. Each dark cyan line represents the corresponding results for one specific individual (CFD results obtained for a specific set of the values of the 8 design parameters). At the end of the optimization, the Pareto-optimal set was found to contain five equally optimal (i.e., non-dominated) inducer configurations, which are shown in Figure 9 as thick black lines. It can be seen that these black lines coincide closely for many of the parameters, meaning that “good designs tend to form a family”; however, these optimal designs do show large variations for a few quantities.

To illustrate this point, all black lines correspond to large values of $\beta$ and small values of $C_{ld}$, respectively. This means that it is favorable for both objectives to increase the hub taper angle and to decrease the tip clearance gap. Looking now at the derived variables, the hub diameter ($D_h$) should be minimized, while the tip diameter ($D_l$) should be maximized to improve both objective functions. That is to say, the radial extension of the blades should be maximized to ensure optimal performance, which seems intuitive. Furthermore, the thick black lines show that the optimal performance is ensured when the blade length ($L$), the blade sweep angle ($\phi$), the blade thickness (both $T_h$ and $T_l$) are kept low. A low blade length $L$ and blade chord length $C_m$ as well as a low blade thickness are useful to avoid excess flow blockage, ensuring a smooth flow through the inducer. Unlike the tip clearance gap ($C$), which should be close to its minimum limit, the blade length and the blade chord length should be low in the provided scales, but at the same time not too low, in order to still provide enough blade length for effective pressure head production.
Interestingly, all optimal inducers have $N = 3$ blades, which appears to be clearly the most effective solution. Additionally, the solidity range of all optimal designs is limited within $1.5 \leq \sigma_m \leq 1.7$, which is also one of the most important results; this solidity range would be strongly recommended to ensure optimal performance over a wide flow range. This result can be explained by the fact that a low solidity means very short blades, limiting the generated head; on the other hand, the flow is blocked when the solidity is too high, resulting in poor performance. Hence, an intermediate range should indeed be optimal and is quantitatively identified here as $\sigma_m \approx 1.6$. Nonetheless, the optimal configurations are widely spread regarding pitch ($P$), and accordingly helix angle $\theta$, revealing that high performance can be obtained for inducers with very different values of these parameters. For instance, a high pitch inducer contributes to a higher pressure head and lower efficiency while the opposite is true for a low pitch inducer. Looking finally at the objective functions, it can be seen that changing the geometrical parameters strongly impacts pressure head and/or efficiency. Some designs barely lead to any performance improvement.

The relation between the two objective functions is shown in Fig. 10 in the form of a scatter plot for all designs together with the Pareto set. The horizontal axis represents the normalized integrated pressure head ($A_{\Delta P}/A_{\Delta P_{\max}}$) and the vertical axis represents the integrated efficiency ($A_\eta$). The integrated pressure head has been normalized to its maximum value in the whole analysis to ensure fair comparisons and selections of optimal configurations as discussed later. The Pareto front is shown by thick black circles connected with a solid line, while all other individuals are shown as scattered (gray) crosses. The goal is to reach as far as possible toward the top-right corner of the plot, which would ensure the highest possible efficiency and pressure head simultaneously. As shown in Fig. 10, the Pareto set contains five different optimal inducers. Each optimal individual was assigned with a unique identity number (ID) by sorting them according to increasing pressure head (same as decreasing efficiency). Accordingly, ID 1 has the largest efficiency, while ID 5 possesses the lowest efficiency but the largest pressure head in the Pareto front.

Figure 11 shows the inducer geometries for the five Pareto front individuals. An isometric view, a side view, and a front view of the inducers are shown on the left, middle,
and right columns, respectively. It can be noticed that all the five inducers have generally comparable geometrical features. For instance, they all have—as discussed previously—high hub taper angle, low blade thickness, small axial blade length, which are necessary to ensure high performance. Nonetheless, they have different blade pitch values. That is why the blades of inducer 1 appear more twisted than the other inducers (low pitch). Note that the pitch value increases monotonically from ID 1 to ID 5, leading to a gradual increase in the integrated pressure head and a decrease in efficiency, respectively. The exact values of all variables of each optimal individual are listed in Table 2. The table also shows the upper and lower limits of all variables in the last column for the Pareto set, which can be used as recommended ranges for any optimal design.

Figure 12a and b show the normalized pressure head ($\Delta P / \Delta P_{\text{max}}$) and the efficiency ($\eta$) curves, respectively, for the five Pareto front individuals as a function of the normalized flow rate ($Q / Q_{\text{opt}}$). Our previous studies showed a significant negative inducer performance at overload conditions for the unoptimized original inducer (see Fig. 2) due to the occurrence of strong flow separation at the leading edge of the blades, which leads to the formation of large axially propagating vortices across the inducer (Mansour et al. 2019, 2020a, b) (see also Fig. 18). It is important to note that the entire performance curves of the optimized inducers are now positive everywhere, showing also high performance near the optimal flow, i.e., matching the whole pump flow range. In other words, the maximum efficiency points of all optimized inducers are mostly occurring at $Q / Q_{\text{opt}} = 1$, which is the maximum efficiency point of the pump.

Inducer 1, although having a decent performance and highest efficiency at part-load ($Q / Q_{\text{opt}} = 0.8$) conditions, is unable to maintain high pressure head at optimal ($Q / Q_{\text{opt}} = 1.0$) and overload ($Q / Q_{\text{opt}} = 1.5$) conditions as seen in Fig. 12a. The reason would be that this inducer has a relatively small pitch and a high blade sweep angle as compared to other individuals in the Pareto set. These conditions might block the fluid motion at high flow but appears to be very useful at low-flow conditions. The other four individuals are able to maintain an effective pressure head at all flow conditions.

### 3.2 Analysis for part-load ($Q / Q_{\text{opt}} = 0.8$), optimal ($Q / Q_{\text{opt}} = 1.0$) and overload conditions ($Q / Q_{\text{opt}} = 1.5$)

This section extends the study by further understanding the effect of various geometrical parameters on the inducer performance at each considered flow rate individually, i.e., part-load, optimal, and overload conditions. Thus, in the following subsections, the (non-integrated) normalized pressure head and the normalized efficiency have been used as the objective functions separately at part-load, optimal, or overload conditions to determine optimal inducer designs for each load condition, individually.

#### 3.2.1 Part-load flow conditions ($Q / Q_{\text{opt}} = 0.8$)

At part-load conditions, seven optimal inducer configurations were found from the present analysis (given ID 6–12). Table 3 lists the values of the design variables, derived variables, and the objective functions for all optimal individual at part-load conditions ($Q / Q_{\text{opt}} = 0.8$), together with the corresponding optimal ranges of all variables. Most geometrical characteristics concerning the optimal designs at part-load remain the same as for the optimal set of the integrated data discussed previously. However, optimal performance can
be obtained by inducers having a various number of blades $(N = 2, 3, \text{or } 4)$ at part-load conditions, unlike the integrated data. Furthermore, the optimal solidity range is now wider than the previous case, revealing that the solidity becomes not very critical since the flow is slow at these conditions and cannot be easily blocked by the inducer.

Figure 13a and b show the normalized pressure head ($\Delta P/\Delta P_{\text{max}}$) and the efficiency ($\eta$) curves for the seven Pareto front individuals as a function of the normalized flow rate ($Q/Q_{\text{opt}}$). As can be seen, these optimal inducers show a peak performance at part-load flow, which decreases monotonically with the increase of the flow.

Further, this analysis confirms a concurrent behavior of the objective functions. Here a high efficiency is achieved at part-load conditions by low pitch, a low number of blades, and a relatively higher sweep angle. These conditions are all satisfied with ID 6. However, inducer 6 fails to compete with other Pareto front individuals concerning the pressure head, where it shows a consistent lower performance at all flow conditions. On the other hand, to achieve a high pressure head at part-load conditions, high pitch, a high number of blades, and a low sweep angle are recommended (ID 11 and ID 12).
3.2.2 Optimal flow conditions \((Q/Q_{opt} = 1.0)\)

At optimal flow conditions, there exist two optimal inducers (ID 4 and ID 13) as listed in Table 4. Again, a number of blades of 3 is found most suitable at optimal flow, and the solidity range is once again limited to a narrow range \((1.5 \leq \sigma_m \leq 1.8)\) for ensuring best performance. All other geometrical parameters are very comparable with the previous optimal cases.

Figure 14a and b shows the normalized pressure head \((\Delta P/\Delta P_{max})\) and the efficiency \((\eta)\) curves for the two Pareto individuals of the optimal flow as a function of the normalized flow rate \((Q/Q_{opt})\). Although ID 13 provides slightly better efficiency at part-load and optimal conditions compared to that of ID 4, it has a consistently lower pressure head, especially at optimal and overload conditions. Therefore, inducer 4 is normally preferred to inducer 13 to ensure effective performance not only for optimal flow conditions but also for a wide range of flow rates.

3.2.3 Overload flow conditions \((Q/Q_{opt} = 1.5)\)

The Pareto set at overload flow conditions contains 5 optimal inducer configurations (ID 3 and ID 14 to 17). The corresponding variable values of the Pareto set are listed in Table 5. Accordingly, 17 distinct optimal inducers could be identified in the whole study at different flow conditions. The optimal inducers at overload conditions show – like that at optimal conditions – low sweep angle, high hub taper angle, and a high number of blades. Additionally, the blade thickness and the tip clearance gap are likewise recommended to be kept low. Nonetheless, the pitch range is noticeably higher compared to all previous optimal sets to avoid blocking the flow at such high flow conditions.
Figure 15a and b show the normalized pressure head ($\Delta P/\Delta P_{\text{max}}$) and the efficiency ($\eta$) curves for the Pareto set of the overload flow as a function of the normalized flow rate ($Q/Q_{\text{opt}}$). One important note here is that the performance curves of these inducers are mostly flat and do not drop significantly with the increase of the flow rate. Accordingly, they all have an optimal performance at overload flow. Such designs are particularly important for applications needing an almost constant performance for a wide range of flow rates. It can be seen that ID 17 generates the maximum pressure head at overload conditions. However, it has the lowest efficiency compared to all other inducers in the Pareto front; its peak efficiency would occur far in the overload regime. The reason is that it has a relatively long axial blade length and high pitch. Note again in Table 5 that the overload efficiency decreases with the increase in pitch, while the generated pressure head increases. Final suggestions for best inducer geometries are discussed in the next section.

### 3.3 Selection of optimal inducers

Considering all the optimal Pareto front inducer configurations as discussed up to now, an optimal geometry can already be chosen based on specific objectives, i.e., whether head or efficiency is of main concern, and which flow rate is targeted. In the present section, the previous analysis is extended by suggesting a way in which an optimal inducer configuration could be chosen. The selection is done based on the inducer having minimum Euclidean distance to the “Utopia” point as shown in Fig. 16, where both objective functions would be ideally maximum. This is achieved at $A_{\Delta P}/A_{\Delta P_{\text{max}}} = 1.0$ and $A_{\eta}/A_{\eta_{\text{max}}} = 1.0$. The theoretical maximum of the integrated efficiency ($A_{\eta_{\text{max}}}$) can be determined.
Table 4 Variable values for the Pareto set of the optimal flow

| Pareto front inducer designs | Inducer ID | Pareto-optimal set |
|-----------------------------|------------|--------------------|
|                             | 13         | 4                 |

| Design variables | Inducer ID | Pareto-optimal set |
|------------------|------------|--------------------|
| \( \frac{L}{d} \)  | 0.858      | 0.836              |
| \( \varphi[^\circ] \) | 3.954      | 9.496              |
| \( \frac{P}{d} \)  | 2.592      | 5.891              |
| \( \beta[^\circ] \)  | 5.482      | 5.424              |
| \( \frac{C}{d} \)  | 0.0083     | 0.0086             |
| \( \frac{T_h}{d} \) | 0.0182     | 0.0356             |
| \( \frac{T_t}{d} \) | 0.0265     | 0.0230             |
| \( N \)            | 3          | 3                  |
| \( \frac{D_h}{d} \) | 0.119      | 0.120              |
| \( \frac{D_t}{d} \) | 0.984      | 0.973              |
| \( \frac{C_m}{d} \) | 1.032      | 0.872              |
| \( \beta[^\circ] \)  | 56.24      | 56.24              |
| \( \frac{N}{3} \)   | 3          | 3                  |

| Derived variables   | Inducer ID | Pareto-optimal set |
|---------------------|------------|--------------------|
| \( \frac{D_h}{d} \) | 0.119      | 0.120              |
| \( \frac{D_t}{d} \) | 0.984      | 0.973              |
| \( \frac{C_m}{d} \) | 1.032      | 0.872              |
| \( \beta[^\circ] \)  | 56.24      | 56.24              |
| \( \frac{N}{3} \)   | 3          | 3                  |

| Objectives   | Inducer ID | Pareto-optimal set |
|--------------|------------|--------------------|
| \( \frac{\Delta P}{\Delta P_{\text{max}}} \) | 0.579      | 0.972              |
| \( \eta_{\text{opt}} \)            | 0.672      | 0.662              |

Fig. 14 Performance curves for the Pareto set of the optimal flow

Table 5 Variable values for the Pareto set of the overload flow

| Pareto front inducer designs | Inducer ID | Pareto-optimal set |
|-----------------------------|------------|--------------------|
|                             | 14         | 3                  |

| Design variables | Inducer ID | Pareto-optimal set |
|------------------|------------|--------------------|
| \( \frac{L}{d} \)  | 0.901      | 0.929              |
| \( \varphi[^\circ] \) | 7.658      | 7.301              |
| \( \frac{P}{d} \)  | 4.819      | 5.109              |
| \( \beta[^\circ] \)  | 5.497      | 5.495              |
| \( \frac{C}{d} \)  | 0.0088     | 0.0088             |
| \( \frac{T_h}{d} \) | 0.0192     | 0.0268             |
| \( \frac{T_t}{d} \) | 0.0171     | 0.0231             |
| \( N \)            | 3          | 3                  |
| \( \frac{D_h}{d} \) | 0.123      | 0.126              |
| \( \frac{D_t}{d} \) | 0.982      | 0.982              |
| \( \frac{C_m}{d} \) | 0.957      | 0.981              |
| \( \beta[^\circ] \)  | 70.19      | 71.19              |
| \( \sigma_m \)  | 1.654      | 1.691              |
| \( \frac{\Delta P}{\Delta P_{\text{max}}} \) | 0.608      | 0.621              |
| \( \eta_{\text{over}} \) | 0.556      | 0.545              |

| Derived variables | Inducer ID | Pareto-optimal set |
|-------------------|------------|--------------------|
| \( \frac{D_h}{d} \) | 0.123      | 0.126              |
| \( \frac{D_t}{d} \) | 0.982      | 0.982              |
| \( \frac{C_m}{d} \) | 0.957      | 0.981              |
| \( \beta[^\circ] \)  | 70.19      | 71.19              |
| \( \sigma_m \)  | 1.654      | 1.691              |
| \( \frac{\Delta P}{\Delta P_{\text{max}}} \) | 0.608      | 0.621              |
| \( \eta_{\text{over}} \) | 0.556      | 0.545              |

| Objectives   | Inducer ID | Pareto-optimal set |
|--------------|------------|--------------------|
| \( \frac{\Delta P}{\Delta P_{\text{max}}} \) | 0.608      | 0.621              |
| \( \eta_{\text{over}} \)           | 0.556      | 0.545              |
from Eq. (16) by setting $\eta_{\text{part}} = \eta_{\text{opt}} = \eta_{\text{over}} = 1.0$, leading to $A_{\text{opt}} = 0.7$. However, the maximum possible objective functions are achieved separately for part-load, optimal, or overload conditions at $\Delta P / \Delta P_{\text{max}} = 1$ and $\eta = 1.0$. Figure 16 shows the four Pareto fronts obtained in the present study at different conditions and each corresponding Utopia point. The distance from the data point of each inducer on the plot of the objective functions to the Utopia point is calculated based on the Euclidean norm for all cases and listed in Table 6. The inducers are sorted by increasing distance to the Utopia point. Accordingly, inducer ID - 2, 7, 4, and 15 (shown in bold in Table 6) have minimum distances to the Utopia points and are thus recommended for overall integrated, part-load, optimal, and overload working conditions, respectively.

Finally, a comparison between the four selected optimal configurations and the original unoptimized inducer geometry is discussed. Figure 17a and b show the normalized pressure head ($\Delta P / \Delta P_{\text{max}}$) and the efficiency ($\eta$) curves for the four selected individuals along with the original
unoptimized inducer used in our previous studies (Mansour et al. 2018b, 2019, 2020a, b; Parikh et al. 2020) as a function of the normalized flow rate \( \frac{Q}{Q_{opt}} \). The original inducer is added to the comparison here to show how far the optimized inducers can improve the performance beyond this available, classically designed, and frequently employed inducer. As seen in Fig. 17, no matter the flow conditions, the four selected individuals generate significantly higher pressure heads than the previous unoptimized inducer. Simultaneously, a higher peak efficiency point with a much larger working flow range is ensured with the optimized inducers. As shown the unoptimized inducer failed to generate any reasonable performance for overload conditions due to the big flow separation and the strong axial vortices. The overload performance is now very efficiently improved when using any of the recommended optimal inducers.

Figure 18 compares the flow patterns for radial sections at two \( x \) distances from the domain inlet, i.e., within \( (x = 3.54 \, d) \), and downstream \( (x = 4.19 \, d) \) of the blades for the four recommended optimized inducers and the unoptimized inducer at \( \frac{Q}{Q_{opt}} = 1.5 \). The five columns (left to right) represent the five inducers (ID - 2, 7, 4, 15, and the unoptimized inducer), while the two rows show two radial sections at different positions (at mid-length of the blades and downstream of the inducer blades). It is clearly seen that all the optimized inducers show only weak, sometimes barely visible vortices, while strong vortical structures appear near all blades of the unoptimized inducer. It is also worthwhile to note that using an inducer with 4 blades (ID - 7 and 15) can damp the vortex generation downstream of the blades. The reason is that the flow is more streamlined and better guided with an increase in the number of blades. In addition to the previous results, this visualization confirms that inducer 15 is the best individual at overload conditions.

### 4 Conclusions

A CFD-based multi-objective optimization was carried out for pump inducers to maximize simultaneously pressure head and efficiency. To ensure high performance for a wide flow range, the areas under the pressure and efficiency curves are considered as the two objective functions to be maximized. This is achieved by integrating the pressure and efficiency curves at three different normalized flow rates, i.e., \( \frac{Q}{Q_{opt}} = 0.8, 1.0, \) and \( 1.5 \). All important geometrical parameters have been varied within wide ranges; axial blade length, blade sweep angle, blade pitch, hub taper angle, tip clearance gap, blade thickness at the hub, blade thickness at the tip, and the number of blades. The optimization process was done using an in-house optimization code with the efficient, multi-objective...
A total of 37 generations involving 5178 different CFD simulations have been needed for the optimization process. In the end, five optimal inducer configurations are obtained from the integrated data. Further, a single overall optimal design is proposed based on the integrated data (ID - 2 from Fig. 11) together with three other optimal inducer configurations at each considered flow condition. Analyzing all results, it is seen that a high hub taper angle with 3 blades should be used to maximize inducer performance; additionally, blade length, blade sweep angle, tip clearance gap, and blade thickness should be kept low.

**Fig. 17** Performance curve comparison for the selected optimal individuals with the original unoptimized inducer

**Fig. 18** Velocity profiles for radial sections at two different $x$ distances from the simulation domain inlet, i.e., within ($x = 3.54 \, d$), and downstream ($x = 4.19 \, d$) of the blades at overload conditions ($Q/Q_{opt} = 1.5$)
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