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We analyze charge order in hole-doped cuprates. We show that magnetically-mediated interaction, which is known to give rise to non-Fermi liquid behavior in the normal state and d-wave superconductivity, also gives rise to charge order with momenta \( Q_x = (2Q,0) \) and \( Q_y = (0,2Q) \), as seen in the experiments. We show that the emerging charge order is of stripe type (it appears with \( Q_x \) or \( Q_y \), but not with both). We further show that a stripe charge order parameter has two components: one is incommensurate density variation, another is incommensurate current. Such an order breaks time reversal symmetry and generates loop currents. We show that loop current order sets up at a higher \( T^* > T_{CDW} \), when the density and the current components form a composite order with zero total momentum. We further show that \( T_{CDW}(x) \) and \( T^*(x) \) terminate at \( T = 0 \) at some finite doping \( x \) and set up the second quantum critical point at some distance away from the magnetic one. We argue that our theory provides the “missing link” in the spin-fluctuation scenario for the cuprates.

I. INTRODUCTION

Intensive experimental studies of hole-doped cuprates over the last few years have provided strong indications that much discussed pseudogap region is a state (or even a set of states) with broken symmetry. First, polarized elastic neutron scattering measurements detected the emergence of an intra-unit cell magnetic order below a certain \( T^* \), and measurements of the Kerr angle at optical frequencies detected a polar Kerr effect below about the same temperature. The most natural (although not the only possible) interpretation of these two measurements is that \( T^* \) is associated with the onset of time-reversal symmetry breaking. Second, X-ray and neutron scattering data on La_{1.875}Ba_{0.125}CuO_4 strongly indicate\(^{5,6} \) that lattice rotational symmetry is broken from \( C_4 \) down to \( C_2 \). Evidence for rotational symmetry breaking has been also found in neutron scattering data on YBCO\(^{24} \) and in STM data on Bi_2Sr_2CaCu_2O_{8+\delta} \( \delta \geq 0 \), at energies comparable to \( T^* \) (Ref. \(^{8} \)). Third, recent NMR and sound velocity measurements in a magnetic field \( H \) (Refs. \(^{10,13} \)) found a charge density-wave (CDW) order at \( H \geq 20T \). A static short-range incommensurate CDW order with momenta \( Q_x = (2Q,0) \) and/or \( Q_y = (0,2Q) \) has been also found in X-ray measurements on YBCO (Refs. \(^{1,13} \)), Bi_2Sr_2La_2CuO_{8+\delta} \( \delta \geq 0 \) (Ref. \(^{13} \)), and Bi_2Sr_2CaCu_2O_{8+\delta} \( \delta \geq 0 \) (Ref. \(^{17} \)), and 2Q was determined to be equal to the distance between neighboring hot spots –points where the Fermi surface (FS) intersects with magnetic Brillouin zone boundaries.\(^{16,17} \)

Quantum oscillation measurements\(^{25} \) and measurements of Hall and Seebeck coefficients\(^{19} \) were also interpreted as evidence of the feedback effect from the CDW order on fermions. The onset temperature \( T_{CDW}(x) \) of the CDW order (more accurately, of strong charge fluctuations) was found to systematically lie below \( T^*(x) \). Fourth, ARPES measurements deep under the superconducting dome have found\(^{20} \) a change of system behavior at a certain doping, and were interpreted as evidence for the existence of a quantum-critical point (QCP) at \( x = x_{cr} \), at which a new order emerges and competes with superconductivity (SC). The extrapolations from \( T > T_c \) to \( T = 0 \) seem to indicate that \( T^*(x) \) and \( T_{CDW}(x) \) lines tend to the same value at \( T = 0 \). It is then natural to associate this QCP with the simultaneous breaking of the translational symmetry, associated with \( T_{CDW} \), and the one associated with \( T^* \), for which the most natural candidate is time-reversal symmetry.

These and related experimental data\(^{21,22} \) pose a challenge to the theory. System behavior outside the pseudogap region can be reasonably well described within a theoretical framework that fermions interact by exchanging quanta of collective excitations. The most natural interaction of this kind is the exchange of spin fluctuations, peaked at or near antiferromagnetic momenta \((\pi,\pi)\). The corresponding spin-fluctuation approach\(^{23,26} \) yields a d-wave superconductivity and non-Fermi liquid behavior of fermionic self-energy and optical conductivity.\(^{27} \) At the same time, until recently, this approach was believed to be incapable to describe symmetry breaking in the pseudogap phase. Other possible explanations of a pseudogap have been proposed, like loop-current order\(^{28,30} \), d-wave current order\(^{29,30} \), precursor to Mott physics\(^{31,35} \), or precursors to either magnetism\(^{36,38} \) or superconductivity.\(^{39,40} \)

The spin-fluctuation scenario was revitalized by Metlitski and Sachdev\(^{41} \) who found that the spin-mediated interaction is attractive not only in the d-wave superconducting channel but also in the d-wave CDW channel, at momenta \( 2k_{hs} \), where \( k_{hs} \) is the momentum of one of hot spot on a Fermi surface (FS). In real space, a d-wave CDW instability implies a bond order. The analysis of \( 2k_{hs} \) CDW instability within spin-fluctuation approach was extended by Efetov, Meier, and Pépin\(^{42} \), who argued that the pseudogap behavior may be the consequence of the competition between bond order and superconductivity. This scenario is appealing from theory perspective and allows one to explain some experimental data.\(^{13,43} \) However, it has three discrepancies with the experiments: (i) the momentum \( 2k_{hs} \) is directed along Brillouin zone diagonal, while CDW momentum detected by resonant
X-ray scattering is along horizontal or vertical axis (with $Q_x = (Q,0)$ or $Q_y = (0,Q)$, respectively, Refs.\[16,17\]), (ii) bond-order instability is always secondary to the SC instability, while experiments see the development of charge order above superconducting $T_c$. (iii) the bond order with $Q = 2k_{\text{hs}}$ does not explain Kerr and elastic neutron scattering measurements\[24\] which point to the existence of an order with zero momentum below $T^* > T_{\text{CDW}}$.

In this paper we present a different scenario for the pseudogap due to spin-fluctuation exchange. We argue that magnetically-mediated interaction is also attractive in CDW channel with $Q_x$ and $Q_y$, and the attraction is strong enough to give rise to a CDW instability with these momenta. The order has both on-site and bond components. We show that the CDW order $\Delta_k^Q = \langle c_{k+Q}^c c_{k-Q} \rangle$ is of stripe type – it appears with only $Q_x$ or $Q_y$, but not with both, and breaks lattice rotational symmetry (an alternative would be a checkerboard order, with equal participation of $Q_x$ and $Q_y$ components). We next take a more careful look at the dependence of $\Delta_k^Q = \langle c_{k+Q}^c c_{k-Q} \rangle$ with, say, $Q_{xy}$, on the center of mass momentum $k$. We argue that $\Delta_k^Q$ generally has two components –one is even in $k$, the other is odd (e.g., $\cos k$ and $\sin k$, respectively). Both components are present because $k$ is not a symmetry point in the Brillouin zone (for charge order with diagonal $Q = 2k_{\text{hs}}$, only even in $k$ solution is possible because then center of mass momentum is located at $k = 0$). If we approximate $\Delta_k$ by its value for $k \pm Q$ right at hot spots, we find that $T_{\text{CDW}}$ for both components is the same. In the full lattice calculation, the onset temperature for even component is larger, in agreement with Ref.\[42,43\], but the one for the odd component is quite close. We derive Ginzburg-Landau functional for coupled even and odd components of $\Delta_k^Q$ and show that they appear with a relative phase factor $Q \neq Q’$, the corresponding $\Delta_k$ is then necessarily a complex vector, with both even and odd components present. Because $\Delta_k^Q$ transforms into $(\Delta_k^Q)^* \equiv \Delta_k^{Q*}$ under time reversal, a complex CDW order parameter breaks time-reversal symmetry. We show that an even component of $\Delta_k^Q$ represents variation of a density $\delta \rho(r) \propto \cos 2Qy$ and an odd component represents a fermionic current $j_x(r) \propto \sin 2Qy$ (for our choice of $Q = Q_y$). We argue that a simultaneous presence of $\delta \rho(r)$ and $j_x(r)$, oscillating with the phase difference $\pm \pi/2$, gives rise to loop currents, which generate an orbital magnetic field $H_\text{orb}$.

We next show, using the same strategy as in the analysis of the nematic order in Fe-pnictides\[25\], that, before charge order sets in at $T_{\text{CDW}}$, the systems undergoes a preemptive instability at $T^* > T_{\text{CDW}}$, at which the density and the current components of $\Delta_k^Q$ form a composite order with zero total momentum. In between $T^*$ and $T_{\text{CDW}}$, $\langle \delta \rho(r) \rangle = \langle j_x(r) \rangle = 0$, but $\Upsilon \propto \langle \delta \rho(r)j_x(r) \rangle$ becomes non-zero. Under time reversal, $\Upsilon$ transforms into $-\Upsilon$, hence this order breaks time reversal symmetry. We will show that it gives rise to loop currents, like CDW order does, however loop current order with $q = 0$ emerges at a higher temperature than CDW order itself. We identify $T^*$ with the onset of Kerr effect and elastic $q = 0$ neutron signal, and identify $T_{\text{CDW}}$ with the onset of charge order seen in X-ray and other measurements. Our scenario is different from a recent proposal\[24\] of two transitions at $T^*$ and $T_{\text{CDW}}$ – in their case CDW order emerges with a different momentum, due to strong SC fluctuations.

We also consider doping evolution of $T^*$ and $T_{\text{CDW}}$ and the interplay between charge order and superconductivity. We argue that near a magnetic QCP, when spin-fluctuations are near-critical, $T_{\text{CDW}} \leq T_c$, however $T^*$ is larger than $T_{\text{CDW}}$ and well may be higher than $T_c$ (Fig.\[2\] (a), (b)). We show that $T_{\text{CDW}}$ and $T^*$ decrease when magnetic correlation length $\xi$ decreases and vanish at some finite $\xi$, setting up a charge QCP at some distance from the magnetic instability (see Fig.\[3\] (b)). We combine $T_c$, $T_{\text{CDW}}$, and $T^*$ lines into the phase diagram, which we show in Fig.\[3\] (c). We argue that the reduction of $T_c$ in the underdoped regime is likely not a fluctuation effect associated with enhanced symmetry, as Ref.\[42\] suggested, but rather just the result of a competition between SC and loop-current order, both produced by the same underlying spin-fluctuation exchange interaction, much like $T_c$ decreases in underdoped pnictides due to competition with SDW order in a model in which SC and SDW originate from the same 4-fermion pair-hopping interaction\[29,30\]. We compare our theoretical phase diagram with the one for hole-doped cuprates and present quantitative comparison of our theory with ARPES data, including Fermi arcs in the normal state and the doping evolution of the spectral function at low $T$, when the systems moves from a pure SC state into a state where SC and charge order co-exist.

II. THE MODEL AND THE THEORETICAL FRAMEWORK

We use the same spin-fermion model as in earlier studies of magnetically-mediated $d$-wave superconductivity\[23,24\] and non-Fermi liquid physics\[26,27,28\] outside of pseudogap region. The model describes low-energy fermions with the FS shown in Fig.\[4\] and with 4-fermion interaction mediated by soft collective excitations in the spin channel, peaked at or near $(\pi, \pi)$. We focus on hot regions on the FS, for which shifting $k_F$ by $k_F + (\pi, \pi)$ keeps a fermion near the FS, and expand fermionic dispersion near a hot spot as $\epsilon_k = v_{F,k}(k_\parallel + \kappa k_\parallel^2/k_F)$, where $v_{F,k}$ is a Fermi velocity at a hot spot, $k_\parallel$ is a deviation from a hot spot along the FS, and dimensionless $\kappa$ specifies the curvature of the FS. The Fermi velocities at hot spots $k_1$, $k_2$ and $k_3 = k_1 + (\pi, \pi)$, $k_4 = k_2 + (\pi, \pi)$ in Fig.\[4\] are $v_{F,k_1} = (v_x,v_y)$, $v_{F,k_2} = (v_x,-v_y)$, $v_{F,k_3} = (-v_y,-v_x)$, and $v_{F,k_4} = (-v_y,v_x)$. The amplitude of the Fermi velocity $v_{F,k} = \sqrt{v_x^2 + v_y^2}$ and the
value of $\kappa$ are the same at all hot spots. The effective 4-fermion interaction mediated by soft spin excitations is $g\chi(q)\tilde{c}_{k+q,\alpha}^+\sigma_{\alpha\beta}\tilde{c}_{k,\beta}\tilde{c}_{p-q,\gamma}^+\sigma_{\gamma\delta}\tilde{c}_{p,\delta}$, where $k = (k, \omega_m)$, $q = (q, \Omega_m)$, $\omega_m(\Omega_m)$ are fermionic (bosonic) Matsubara frequencies, and $\chi(q) = \chi(q, \Omega_m) = 1/[q^2+\xi^2+\gamma|\Omega_m|]$, where the last term is the Landau damping with the coefficient $\gamma = 4g^2/(\pi |v_y^3 - v_z^3|)$ (Ref. 26). It contains the same $\tilde{g}$ as the overall factor in spin-mediated interaction because Landau damping of collective spin excitations originates from the same spin-fermion interaction.

Following earlier works 26,41,42, we assume that the coupling $\tilde{g}$ is small compared to the Fermi energy $E_F = v_F k_F/2$ and focus on instabilities which occur at energies well below $E_F$ and at $\xi^{-1} \geq 0$, before the system becomes magnetically ordered. One such instability is towards a $d$-wave superconductivity 23–25,51. It involves fermions from cold and lukewarm regions on the FS (with the self-energy $\Sigma(k, \omega_m) \propto \sqrt{\omega_m}$ and $\Sigma(k, \omega_m) \propto \omega_m/|k||$, respectively), and, taken alone (i.e., without competition with CDW order) occurs at $T_c = T_c(\xi)$, which is nonzero at all $\xi$ and interpolates between $T_c(\xi) \approx 0.4g\xi$ at large $\xi$, with weak dependence on $v_y/v_y$ (Refs. 31,52), and BCS-like result $T_c(\xi) \sim (\tilde{g}/\lambda)^{-1}$, at smaller $\xi \ll E_F/\tilde{g}$, when dimensionless coupling $\lambda = 3g^2/(4\pi v_F^2\xi^{-1})$ is small (see panel b in Fig. 8). Another instability, considered in 41,42, is towards a $d$-wave charge bond order with diagonal momentum $2k_{\text{hs}} = 2Q(1, \pm 1)$, where $k_{\text{hs}} = (Q, \pi \pm Q)$. This instability develops at $T_{\text{BO}}(\xi)$, which is smaller than $T_c(\xi)$, although rather close to it at $\xi \to \infty$ (Refs. 41,42). We analyzed the form of $T_{\text{BO}}(\xi)$ and found (see Supplementary Material (SM)) that bond-order instability becomes a threshold problem at a finite $\xi$, and $T_{\text{BO}}(\xi)$ vanishes at a certain $\xi$, when $\lambda \log(E_F/(\tilde{g}\xi)) = O(1)$, where, we remind, $\kappa$ is the curvature of the FS.

We looked into another CDW channel, this time with momentum $Q_x = (2Q,0)$ or $Q_y = (0,2Q)$. This pairing involves fermions from hot/lukewarm regions 1-2, 3-4, etc. in Fig. 1. The analysis of a potential CDW instability involving such fermions is a bit tricky, because fermions in the regions connected by the interaction peaked by $(\pi, \pi)$ (e.g., regions 1-2 and 3-4 in Fig. 1) are different in the sense that the values of parallel (antiparallel) velocities are $v_x$ $(v_y)$ in the first set and $-v_x$ $(v_y)$ in the second, and $v_x$ and $v_y$ are different at a hot spot. Accordingly, the CDW order parameter $\Delta^Q = \langle \tilde{c}_{k+Q,\alpha}^+\tilde{c}_{k-Q,\alpha} \rangle$ does not obey a particular symmetry relation under $k \to k + (\pi, \pi)$, and one has to solve the $2 \times 2$ coupled set of equations for $\Delta^Q$ and $\Delta^Q_{k+\pi}$ (where $k + \pi$ is a short-cut for $k + (\pi, \pi)$). The solution is (see SM)

$$\Delta^Q_{k_0} = -S_1 \Delta^Q \log \frac{g}{T},$$
$$\Delta^Q_{k_\pi} = -S_2 \Delta^Q \log \frac{g}{T} \quad (1)$$

where $S_1$ and $S_2$ (both positive) depend on the ratio of $v_x/v_y$ but not on $\tilde{g}$, which cancels out between the overall factor in the spin-fermion interaction and in the Landau damping. This cancellation is typical for an instability mediated by a massless Landau-overdamped collective mode 52.

In the limit when $v_x = 0$ (i.e., when the velocities at hot spots 1 and 2 are nearly antiparallel, and the ones at hot spots 3 and 4 are nearly parallel), we have $S_1 = 0.072$ and $S_2 = 0.407$. For a finite $v_x/v_y$, the values of $S_1$ and $S_2$ are closer to each other.

The negative overall sign in the r.h.s of (1) implies that $\Delta^Q$ and $\Delta^Q_{k_\pi}$ differ in magnitude, their contributions to charge density modulation in real space do not cancel, i.e., below the instability the system develops a true CDW order proportional to $\Delta^Q_{k_0} + \Delta^Q_{k_\pi}$, together with a bond order, proportional to $\Delta^Q_{k_0} - \Delta^Q_{k_\pi}$. The full solution for CDW instability with $Q_x$ ($Q_y$) is more involved as one has to keep the frequency dependencies of $\Delta^Q_{k_0}$ and $\Delta^Q_{k_\pi}$ and solve the set of two coupled integral equations for frequency-dependent CDW vertices. We found (see SM) that the full solution still shows that the system develops a CDW instability below a certain $T_{\text{CDW}}$ with either
horizontal or vertical momentum $Q_x$ or $Q_y$. We compare $T_{CDW}$ and superconducting $T_c$ below, when we discuss the phase diagram.

A. The structure of charge order

We now consider the structure of $\Delta^0_Q$. We first address the issue whether CDW order develops simultaneously with both $Q_x$ and $Q_y$, in which case it preserves the underlying lattice $C_4$ symmetry and gives rise to checkerboard charge order in the real space, or with either $Q_x$ or $Q_y$, in which case it spontaneously breaks $C_4$ symmetry down to $C_2$ and gives rise to stripe order. The order with $Q_x$ corresponds to CDW between fermions in regions 1-2 and 3-4 in Fig. 1 and the order with $Q_y$ corresponds to CDW between fermions in regions 1-5 and 3-8. To distinguish between the two cases, we introduce two bosonic fields $\Delta_x = \Delta^0_k Q$ with $Q = Q_x$ and similarly $\Delta_y$, apply Hubbard-Stratonovich transformation to the fermionic action, integrate over fermions, and obtain the effective action $S_{\text{eff}}(\Delta_x, \Delta_y)$ for the two CDW order parameters. The action has a conventional form

$$S_{\text{eff}}(\Delta_x, \Delta_y) = \alpha \left( \Delta_x^2 + \Delta_y^2 \right) + \beta_1 \left( \Delta_x^4 + \Delta_y^4 \right) + 2\beta_2 \Delta_x^2 \Delta_y^2$$

(2)

We found $\alpha = a(T - T_{CDW})$, $a > 0$, and $\beta_1 > 0$, as is required for the transition to be second-order. One can easily make sure that the system develops a checkerboard order if $\beta_1 > |\beta_2|$ and stripe order if $|\beta_2| > \beta_1$. The two coefficients, $\beta_1$ and $\beta_2$, are expressed via the square diagrams with four fermionic propagators. We evaluated the diagrams (see SM) and found that $\beta_2$ well exceeds $\beta_1$: $\beta_2 / \beta_1 \sim E_F / T \gg 1$. As a result, the effective action (4) unambiguously yields a stripe CDW order. Phenomenological arguments for stripe charge order in hole-underdoped cuprates have been displayed earlier, and our microscopic analysis is consistent with earlier works. We caution, however, that more accurate treatment is needed when CDW order emerges either from a pre-existing superconducting state, or in the presence of strong superconducting fluctuations.

We next consider in more details the form of the solution for, say, $Q_y = (0, 2Q)$. By construction, the order parameter satisfies $\Delta^0_{-Q_y} \equiv \Delta^0_{-Q}$. This implies that incommensurate charge order parameter has an overall phase factor associated with the breaking of $U(1)$ symmetry. However, this condition does not specify how $\Delta^0_Q$ changes under $k \rightarrow -k$. For set 1-2 and 3-4 in Fig. 1, relevant $k$ are near $k_0 = (\pi - Q, 0)$ and $k_\pi = (-Q, \pi)$. Another set of coupled equations for $\Delta^0_Q$ and $\Delta^0_{k+\pi}$ can be obtained by choosing $k$ near $k_0 = -k_0 \equiv (\pi + Q, 0)$ and $k_\pi = -k_\pi$ (the set 5-6 and 7-8 in Fig. 1). As long as typical $|k - k_0|$ are smaller than $2Q$ (i.e., as long as $T_{CDW}$ is smaller than, roughly, $E_F |Q/\pi|$), the two regions are disconnected and can be considered independent on each other. In this situation, the gap equation allows for two types of solutions for $\Delta^0_Q$: the one which is even under $k \rightarrow -k$ ($\Delta^0_Q$) and the one which is odd ($\Delta^0_Q \text{sgn}(k)$). We emphasize that the possibility to have two types of solutions is specific to CDW order with $Q_y (Q_x)$. For a charge order with a diagonal $Q$, the center of mass momentum is at $k = 0$, and only even in $k$ solution is possible. One can easily check that under time reversal $\Delta^0_k \rightarrow \Delta^0_{-k}$, hence the odd in $k$ solution for $\Delta^0_Q$ changes sign under time-reversal.

To see whether the system prefers to develop both even and odd in $k$ solutions below $T_{CDW}$ or only one of them, we again analyzed the effective action, this time in terms of $\Delta^0_1$ and $\Delta^0_2$. Applying again Hubbard-Stratonovich transformation and integrating over fermions near the hot spots, we obtain

$$S_{\text{eff}}(\Delta^0_1, \Delta^0_2) = \alpha \left( |\Delta^0_1|^2 + |\Delta^0_2|^2 \right) + \beta_1 \left( |\Delta^0_1|^2 + |\Delta^0_2|^2 \right) + 2\beta_2 \left( \Delta^0_1 \Delta^0_2 \right)^2 + \ldots$$

(3)

where $\beta_1 > 0$ is the same as in (2) and dots stand for higher-order terms. An analysis of this equation shows that the relative phase between $\Delta^0_1$ and $\Delta^0_2$ is $\pm \pi/2$. Without loss of generality we can set $\Delta^0_1$ to be real, in which case $\Delta^0_2$ is imaginary. The constraint $(\Delta^0_2)^* = -\Delta^0_2$ then requires $\Delta^0_1$ and $\Delta^0_2$ to be an even and an odd function of $Q$, respectively. The full solution for $\Delta^0_k$ is then

$$\Delta^0_k = \Delta^0_Q \pm i|\Delta^0_Q| \text{sgn}(k) \text{sgn}(Q).$$

(4)

This $\Delta^0_Q$ does not break parity, but it breaks time reversal symmetry because under time reversal $\Delta^0_k$ transforms into $(\Delta^0_{-k})^* = -\Delta^0_k$. The choice of relative sign in (4) specifies one of two non-equivalent solutions which transform into each other under time-inversion. The order parameter (4) is similar, but not equivalent, to incommensurate complex $d$-density wave order proposed in [43,55].

In real space, the two components of $\Delta^0_k$ in (4) represent incommensurate modulation of fermionic density $\delta \rho(r) \propto \Delta^0_Q \cos 2Q r_y$ and incommensurate bond current $j_x(r) \propto \Delta^0_Q \sin 2Q r_y \sin Q$. The current runs into $x$ direction and oscillates in sign as a function of $r_y$ (see Fig. 2). The density modulation creates excess or reduction of charge also along $y$ direction, in anti-phase with the current. The current lines have to close at the boundary, and it is natural to expect that they close through the regions of excess charge, as shown in Fig 2. This creates a set of loop currents with circulation along the same direction, which in turn generate a uniform orbital magnetic field $H_z$ at distances larger than $\pi/(2Q)$. The structure of loop currents and a magnetic field at distances smaller than $\pi/(2Q)$ can be more involved, and the analysis of it is beyond the scope of the present paper. (Examples of more complex microscopic realizations of $q = 0$ order are presented in [28,56].)
Integrating over the fields $\Delta^Q_i$ the effective action in terms of collective variables $\Upsilon$ and $\Phi$ in the form

$$S_{\text{eff}}(\Upsilon, \Phi) = \int_q \frac{\Upsilon^2}{4\beta_1} - \frac{\Phi^2}{8\beta_1} + \log[(\alpha_q + \Phi)^2 - \Upsilon^2]$$

where $\int_q = T \int d^2q/(4\pi^2)$ and we included the usual $q^2$ dispersion into the quadratic term by replacing $\alpha$ in \(8\) by $\alpha_q = \alpha + q^2$. For simplicity, we consider only thermal fluctuations, i.e., neglect the dynamical term in $\alpha_q$.

We analyze $S_{\text{eff}}(\Upsilon, \Phi)$ in the saddle-point approximation, by solving the coupled set of saddle-point equations

$$\Upsilon = 4\beta_1 \int_q (\alpha_q + \Phi)^2 - \Upsilon^2$$

$$\Phi = 8\beta_1 \int_q (\alpha_q + \Phi)^2 - \Upsilon^2$$

Our goal is to verify whether a solution with $\Upsilon \neq 0$ appears before charge order sets in. Integrating over $q$ in \(9\), expressing $\Phi$ in terms of $\Upsilon$, and introducing $\Upsilon^* = \Upsilon(\pi/\beta_1)$, we obtain from \(9\) the equation of $\Upsilon^*$ in the form

$$\Upsilon^* \coth \Upsilon^* + 2 \log \frac{\Upsilon^*}{\sinh \Upsilon^*} = \alpha^*$$

where $\alpha^*$ is the distance to $T_{\text{CDW}}$, renormalized by Gaussian fluctuations associated with the field $\Phi$. The charge order in this approximation emerges when $\alpha^*$ changes sign and becomes negative. Equation \(7\) shows that before this happens, a non-zero solution for $\Upsilon^*$ emerges via a second-order transition at $\alpha^* = 1$, i.e., at $T = T^*_\text{CDW}$. A non-zero $\Upsilon^* \propto i(\Delta^Q_1(\Delta^Q_2)^* - (\Delta^Q_2)^*\Delta^Q_1)$ implies the appearance of a non-zero homogeneous ($q = 0$) composite order $i(\Delta^Q_1(\Delta^Q_2)^*) \propto \Upsilon$. As an independent verification, we obtained the transition at $T^*$ by solving self-consistent equation on the “bound state” $\langle \Delta^Q_1(\Delta^Q_2)^* \rangle$ directly from equation \(6\), by summing up ladder diagrams, much like it was done in the analysis of preemptive spin-current order in anisotropic triangular antiferromagnets and in Heisenberg-Kitaev model on a hyperhoneycomb lattice (see SM for details).

We also performed a more realistic derivation of the effective action for $\Delta^Q_1$ and $\Delta^Q_2$ by integrating over some finite range around hot spots and keeping the $k$ dependence of $\Delta^Q_k$ (i.e., not approximating it by $\Delta^Q_{k_0}$ or $\Delta^Q_{k_e}$). We found that the prefactors for the quadratic terms $|\Delta^Q_{k_0}|^2$ and $|\Delta^Q_{k_e}|^2$ in \(8\) are slightly different, and the instability temperature is higher for the density part $\Delta^Q_1$. This agrees with the consideration in Ref. 14,15. In the mean-field description this would imply that the system develops only a stripe density modulation, but no current. However, beyond mean-field theory, the bound state still develops at $T^*$, and forces $\Delta^Q_2$ and $\Delta^Q_1$ to order simultaneously at $T_{\text{CDW}}$, as long as $T^* - T_{\text{CDW}}$ exceeds the difference between the mean-field transition temperatures for $\Delta^Q_1$ and $\Delta^Q_2$.  

**FIG. 2:** Loop currents at distances larger than $\pi/(2Q)$ as the result of CDW order which contains charge density modulation and bond current order. Both are oscillating as a function of $r_y$ with $\pm \pi/2$ phase difference, i.e., the charge density is maximized at $r_y$ when the current vanishes and vice versa. The structure of the currents at distances smaller than $\pi/(2Q)$ is beyond the scope of the present paper.

**B. Preemptive loop-current order**

In the mean-field treatment of the Ginzburg-Landau functional of equation \(8\), both density and current components of $\Delta^Q_k$ (i.e., $\Delta^Q_1$ and $\Delta^Q_2$) appear simultaneously at $T = T_{\text{CDW}}$. We now show that the analysis beyond mean-field yields a preemptive instability at $T^* > T_{\text{CDW}}$, in which $\Delta^Q_2$ and $\Delta^Q_1$ condense into a “bound state” with zero total momentum. In between $T^*$ and $T_{\text{CDW}}$, $\delta \rho(r) = j_x(r) = 0$, but $\Upsilon \propto \langle \delta \rho(r)j_x(r) \rangle$ becomes non-zero. Under time reversal, $\Upsilon$ transforms into $-\Upsilon$, hence this order breaks time reversal symmetry. In physics terms, $\Upsilon \neq 0$ implies that fluctuations of $\delta \rho(r)$ and $j_x(r)$ become correlated, i.e., this order alone generates loop currents. A center of each loop fluctuates along $r_y$, but a uniform magnetic field which these loop currents create is unaffected by such fluctuations and increases proportional to $\Upsilon$.

To verify whether the bound state develops we use the same strategy as in the analysis of a preemptive nematic instability in Fe-pnictides \cite{24} and apply Hubbard-Stratonovich transformation to the effective action in equation \(8\) by introducing collective variables $\Upsilon \propto i(\Delta^Q_1(\Delta^Q_2)^* - (\Delta^Q_2)^*\Delta^Q_1)$ and $\Phi \propto \langle |\Delta^Q_1|^2 + |\Delta^Q_2|^2 \rangle$. Integrating over the fields $\Delta^Q_1$ and $\Delta^Q_2$ we obtain (see SM) the effective action in terms of collective variables $\Upsilon$ and $\Phi$ in the form

$$S_{\text{eff}}(\Upsilon, \Phi) = \int_q \frac{\Upsilon^2}{4\beta_1} - \frac{\Phi^2}{8\beta_1} + \log[(\alpha_q + \Phi)^2 - \Upsilon^2]$$

where $\int_q = T \int d^2q/(4\pi^2)$ and we included the usual $q^2$ dispersion into the quadratic term by replacing $\alpha$ in \(8\) by $\alpha_q = \alpha + q^2$. For simplicity, we consider only thermal fluctuations, i.e., neglect the dynamical term in $\alpha_q$. 

We analyze $S_{\text{eff}}(\Upsilon, \Phi)$ in the saddle-point approximation, by solving the coupled set of saddle-point equations

$$\Upsilon = 4\beta_1 \int_q (\alpha_q + \Phi)^2 - \Upsilon^2$$

$$\Phi = 8\beta_1 \int_q (\alpha_q + \Phi)^2 - \Upsilon^2$$

Our goal is to verify whether a solution with $\Upsilon \neq 0$ appears before charge order sets in. Integrating over $q$ in \(9\), expressing $\Phi$ in terms of $\Upsilon$, and introducing $\Upsilon^* = \Upsilon(\pi/\beta_1)$, we obtain from \(9\) the equation of $\Upsilon^*$ in the form

$$\Upsilon^* \coth \Upsilon^* + 2 \log \frac{\Upsilon^*}{\sinh \Upsilon^*} = \alpha^*$$

where $\alpha^*$ is the distance to $T_{\text{CDW}}$, renormalized by Gaussian fluctuations associated with the field $\Phi$. The charge order in this approximation emerges when $\alpha^*$ changes sign and becomes negative. Equation \(7\) shows that before this happens, a non-zero solution for $\Upsilon^*$ emerges via a second-order transition at $\alpha^* = 1$, i.e., at $T = T^* > T_{\text{CDW}}$. A non-zero $\Upsilon^* \propto i(\Delta^Q_1(\Delta^Q_2)^* - (\Delta^Q_2)^*\Delta^Q_1)$ implies the appearance of a non-zero homogeneous ($q = 0$) composite order $i(\Delta^Q_1(\Delta^Q_2)^*) \propto \Upsilon$. As an independent verification, we obtained the transition at $T^*$ by solving self-consistent equation on the “bound state” $\langle \Delta^Q_1(\Delta^Q_2)^* \rangle$ directly from equation \(6\), by summing up ladder diagrams, much like it was done in the analysis of preemptive spin-current order in anisotropic triangular antiferromagnets and in Heisenberg-Kitaev model on a hyperhoneycomb lattice (see SM for details).

We also performed a more realistic derivation of the effective action for $\Delta^Q_1$ and $\Delta^Q_2$ by integrating over some finite range around hot spots and keeping the $k$ dependence of $\Delta^Q_k$ (i.e., not approximating it by $\Delta^Q_{k_0}$ or $\Delta^Q_{k_e}$). We found that the prefactors for the quadratic terms $|\Delta^Q_{k_0}|^2$ and $|\Delta^Q_{k_e}|^2$ in \(8\) are slightly different, and the instability temperature is higher for the density part $\Delta^Q_1$. This agrees with the consideration in Ref. 14,15. In the mean-field description this would imply that the system develops only a stripe density modulation, but no current. However, beyond mean-field theory, the bound state still develops at $T^*$, and forces $\Delta^Q_2$ and $\Delta^Q_1$ to order simultaneously at $T_{\text{CDW}}$, as long as $T^* - T_{\text{CDW}}$ exceeds the difference between the mean-field transition temperatures for $\Delta^Q_1$ and $\Delta^Q_2$. 

**FIG. 2:** Loop currents at distances larger than $\pi/(2Q)$ as the result of CDW order which contains charge density modulation and bond current order. Both are oscillating as a function of $r_y$ with $\pm \pi/2$ phase difference, i.e., the charge density is maximized at $r_y$ when the current vanishes and vice versa. The structure of the currents at distances smaller than $\pi/(2Q)$ is beyond the scope of the present paper.
III. THE PHASE DIAGRAM AND THE RELATION TO THE EXPERIMENTS

To construct the phase diagram, we first consider how $T_{\text{CDW}}(\xi)$ evolves when hole doping increases and magnetic correlation length decreases. We found that at a finite $\xi$, the scale $v_F^2\xi^{-2}/g^2/\lambda^2$ serves as the lower energy cut-off for the logarithm, i.e., $T$ in [11] gets replaced by $(T^2 + g^2/\lambda^2)^{1/2}$. As the consequence, $T_{\text{CDW}}(\xi)$ decreases with increasing $\xi$ and vanishes when $\xi_{cr}^{-1} \sim g/v_F$, i.e. when the dimensionless coupling constant $\lambda \sim 1$. We show this behavior in Fig. 3(b). The vanishing of $T_{\text{CDW}}(\xi_{cr})$ sets up a charge QCP at some distance away from a magnetic QCP. The temperature $T^*$ at which composite order sets in also gets smaller as $\xi$ increases. We analyzed the emergence of the composite and CDW orders at $T = 0$ using the same approach as in Ref. 46 (this requires one to include the dynamical term into $\alpha_q$ in equation (5)) and found that the two orders emerge simultaneously via a weak first-order transition. We show the behavior of $T_{\text{CDW}}(\xi)$ and $T^*(\xi)$ in Fig. 3(b).

Panels (a) and (b) in Fig. 3 show the onset temperatures for CDW and composite order and for SC order, when the two are considered independent on each other. In reality, charge and SC orders compete for hot fermions on the FS, and the competition implies that the order, which sets up first, tend to suppress the other one. In the spin-fluctuation approach, the value of $T_c$ is larger than $T_{\text{CDW}}$, but the two are of the same order and comparable in magnitude (see SM). The value of $T^*$ is larger than $T_{\text{CDW}}$, and we assume that at large $\xi$, $T^* > T_c$, i.e., the composite charge order sets up first upon the lowering of $T$. The composite order suppresses $T_c$ and gives rise to a non-monotonic behavior of $T_c(\xi)$ already in the paramagnetic phase. At the same time, it increases the correlation length for the primary CDW order parameter, i.e., the composite order tends to increase $T_{\text{CDW}}$. At large $\xi$, $T_{\text{CDW}}$ then well may become larger than the reduced $T_c$, in which case charge order develops prior to superconductivity. At the lowest $T$, CDW and SC orders can either be separated by a first order transition or co-exist, with co-existence more likely due to, e.g., a close analogy of our case with the one for Fe-pnictides, where co-existence has been verified in microscopic calculations. The corresponding phase diagram is shown in Fig. 3(c). It has a number of features consistent with the experimental data on hole-doped cuprates.

We performed a more detailed comparison with the ARPES data. The data show two major changes in the spectral function upon lowering of $T$ as the system enters into the regime of strong CDW fluctuations. First, upon crossing $T^*$, the spectral weight in the antinodal regions transforms to higher frequencies, leading to Fermi arcs clearly visible. Panel (b) – the dispersion along $(k_x, \pi)$ line near $k_x = 0$. The minimum of dispersion shifts from $k_F$ to $k_G > k_F$, in agreement with the data in [24].

FIG. 3: Panels (a) and (b) – the behavior of superconducting $T_c$ (panel a) and the onset temperatures for charge order $T^*$ and $T_{\text{CDW}}$ (panel b), when SC and charge ordered are treated independent on each other. Panel (c) – the phase diagram, which includes the competition between SC and charge order. LC stands for “loop currents”, by which we specifically mean a $q = 0$ order which breaks time-reversal symmetry. QCP$_1$ and QCP$_2$ are quantum-critical points towards SDW order and charge order, respectively.

FIG. 4: The theoretical spectral function for a state with strong CDW fluctuations, which we model by introducing CDW orders $\Delta_x$ and $\Delta_y$, but keeping a finite lifetime of fermions on the FS. Panel (a) – the spectral function at $\omega = 0$. Fermi arcs are clearly visible. Panel (b) – the dispersion along $(k_x, \pi)$ line near $k_x = 0$. The minimum of dispersion shifts from $k_F$ to $k_G > k_F$, in agreement with the data in [24].

gap was a precursor to superconductivity, and if the pseudogap was a precursor to magnetism (or to CDW order with a diagonal $Q$), the shift would be in opposite direction. These two features are reproduced in our theory. We model the state without CDW order but with strong CDW fluctuations by introducing a CDW condensate but keeping a finite lifetime of fermions near the FS. We also
assume that there are domains of CDW/composite order along both $x$ and $y$ directions, and ARPES measures contributions from both domains. We present the details of the analysis in the SM, including the analysis of additional changes in ARPES upon entering into the SC state, and show the two key results in Fig. 4k shows the spectral weight along the original FS. The arcs are clearly visible. In Fig. 4b) we show the quasiparticle dispersion at along $(k_x, \pi)$ direction. We argue that this dispersion gets modified primarily by mixing up the states with $k$ and $k + Q_x$, where, we remind, $Q_x = (2Q, 0)$. Because $2Q$ is larger than the distance $2k_F$ between FS points along $(k_x, \pi)$, the crossing of $\epsilon_k$ and $\epsilon_{k+2Q}$ (solid and dashed lines in Fig. 4b) necessary occurs at $k_G = Q > k_F$, and this $k_G$ becomes the minimum of the dispersion once CDW order develops. This agrees with the data in [20].

### IV. OUTLOOK

The goal of this paper was two-fold. First, to understand whether spin-fluctuation approach, which describes $d$-wave superconductivity and non-FL physics in the normal state, also allows one to understand the pseudogap physics in hole-doped cuprates. Second, to study the structure of charge order parameter and potential preemptive instability which breaks a discrete time-reversal symmetry but leaves a continuous translational symmetry intact. We argued that magnetically-mediated interaction gives rise to charge order with momenta $Q_x = (2Q, 0)$ and $Q_y = (0, 2Q)$, as seen in the experiments. The critical temperature for the onset of the charge order $T_{\text{CDW}}$ is comparable to $T_c$ at large values of magnetic correlation length $\xi$, but terminates at $T = 0$ at some finite doping $\xi$, setting up the second quantum critical point at some distance away from the magnetic one. We show that the emerging charge order is of stripe type – it appears with either $Q_x$ or $Q_y$, but not with both.

Our most significant observation is that CDW order parameter with, say, $Q_x$ has two components: one is incommensurate density variation $\delta \rho(r) \propto \cos 2Qy$, another is incommensurate current $j_x(r) \propto \sin 2Qy$. In mean-field approximation, both appear below $T_{\text{CDW}}$, and the resulting CDW state breaks lattice translational and rotational symmetries and time-reversal symmetry, and generates a uniform orbital magnetic field. We performed calculations beyond mean-field and found that time-reversal symmetry gets broken at $T^* > T_{\text{CDW}}$. In between $T^*$ and $T_{\text{CDW}}$, both density and current components fluctuate, such that $\langle \delta \rho(r) \rangle = \langle j_x(r) \rangle = 0$, however their fluctuations are correlated, and the composite order $\langle \delta \rho(r) \rangle j_x(r) \rangle$ is non-zero. Such an order breaks time-reversal symmetry and generates loop currents, however lattice symmetries remain unbroken.

The phase diagram resulting from our analysis is shown in Fig. 3b. It has numerous features consistent with the experiments on hole-doped cuprates. We performed a more detailed comparison with ARPES studies and found good quantitative agreement with the data. Overall, we believe that the most significant result of our theory is that it shows that pseudogap physics can be well understood within the same spin-fermion model which was earlier shown to yield $d$-wave superconductivity and non-Fermi liquid physics. We believe that, with our result, the spin-fermion model re-emerges as the strong candidate for the theoretical model for the cuprates.

One issue left for further study is the interplay between the preemptive transition, which breaks time-reversal symmetry, and potential preemptive nematic transition, which breaks the symmetry between $x$ and $y$ direction before the true CDW order sets in. Such a transition (similar to the one in Fe-pnictides) has been recently argued to develop in the cuprates at $T > T_{\text{CDW}}$ in the presence of quenched disorder. Another issue for further study is to what extend CDW order and preemptive transitions vary between different families of hole-doped the cuprates. And the third one is the relation between our current loop order and neutron scattering results from Refs. 23.
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**SUPPLEMENTARY MATERIAL**

V. A SET OF LINEARIZED EQUATIONS FOR CDW ORDER PARAMETER WITH MOMENTUM $(2Q,0)$ OR $(0,2Q)$

A. Linearized gap equation to a logarithmic accuracy

In this section we present the details of the derivation of the linearized equation for the CDW order parameters $\Delta^Q_k = \langle c_{k+Q} c_{k-Q} \rangle$ and $\Delta^Q_{k+\pi}$ with momentum $Q$ along either $x$ or $y$ axis, at the onset of SDW order, when the magnetic correlation length $\xi$ is infinite. Solving these equations we obtain $T_{CDW}(\xi = \infty)$. We later consider how $T_{CDW}(\xi)$ evolves when $\xi$ decreases. Borrowing notations from superconductivity, we will be calling the equations for $\Delta^Q_k$ and $\Delta^Q_{k+\pi}$ as “gap” equations.

We first solve the set of coupled linearized gap equations to logarithmic accuracy and show that the kernel is logarithmically singular at $T = 0$ and favors the solution with opposite signs of $\Delta^Q_k$ and $\Delta^Q_{k+\pi}$. Then we consider the full solution for frequency-dependent CDW order parameters and show that logarithmical accuracy is not sufficient because a formal summation of the leading logarithms does not lead to an instability. This is rather typical situation for the instability at a quantum-critical point (QCP), when the “pairing boson” is massless (see e.g., Ref. 1). We solve for the CDW instability beyond the logarithmic approximation and show that this is a threshold problem, i.e., the CDW instability emerges only if the effective coupling constant exceeds a threshold value. For the quantum-critical problem that we consider, the effective coupling is a universal number of order one, and we verify that its value is above the threshold. As a result, a CDW instability does develop at a certain finite $T_{CDW}$.

As Fig. 5 shows, the CDW order parameters at $k_0$ and $k_\pi \equiv k_0 + (\pi, \pi)$ are expressed via each other, and one needs to solve a set of two coupled gap equations to find an instability. Each equation is, in general, an integral equation in both frequency and momentum. Besides, fermionic propagators in the r.h.s. of the gap equations contain the self-energy $\Sigma(k, \Omega_m)$ which is (i) not small and (ii) depends on frequency $\Omega_m$ and also on the deviation of an internal fermion from a corresponding hot spot along the Fermi surface (FS) (Refs. 2,3). For simplicity, we will keep only frequency dependence in the fermionic self-energy and in the gap functions, i.e., approximate $\Sigma(k, \Omega_m) \approx \Sigma(k_0, \Omega_m) \equiv \Sigma(k_0, \Omega_m)$, $\Delta^Q_k(\Omega_m) \approx \Delta^Q_{k_0}(\Omega_m)$ when $k$ is near $k_0$, and $\Delta^Q_{k+\pi}(\Omega_m) \approx \Delta^Q_{k_\pi}(\Omega_m)$ when $k$ is near $k_\pi$. Such an approximation has been verified 4 to be a valid one near a superconducting instability, and we expect it to be valid also for a CDW transition.
Following similar steps, we find
\[ \Delta_{k_0}^Q(\Omega_m) = 3\tilde{g}T \frac{1}{4\pi^2} \sum_{m} \int_{0}^{\infty} \frac{dy}{\sqrt{y^2 + \gamma |\Omega_m - \Omega_{m'}|}} \frac{\Delta_{k_0}^Q(\Omega_{m'})}{|\Omega_{m'}|} \]

(8)

\[ \Delta_{k_x}^Q(\Omega_m) = 3\tilde{g}T \frac{1}{4\pi^2} \sum_{m} \int_{0}^{\infty} \frac{dy}{\sqrt{y^2 + \gamma |\Omega_m - \Omega_{m'}|}} \frac{\Delta_{k_x}^Q(\Omega_{m'})}{|\Omega_{m'}|} \]

(9)

where \( \gamma = 4\tilde{g}/(\pi(v_y^2 - v_x^2)) \), \( x \) and \( y \) are momentum deviations from the corresponding hot spots, and

\[ \Sigma_{\Omega_{m'}} \equiv \Sigma(\Omega_{m'}) = sgn(\Omega_{m'}) \sqrt{\omega_0|\Omega_{m'}|} \left( 1 + \frac{\omega_{0'}}{\omega_0} \right), \]

(10)

where \( \omega_0 = 9\tilde{g}/(16\pi) \times [(v_y^2 - v_x^2)/v_F^2] \) (Ref. [2]). By order of magnitude, \( \omega_0 \) coincides with the spin-fermion coupling constant \( \tilde{g} \). We choose \( k_0 \) to be near \((0, \pi)\) in Fig. 1 in the main text, in which case \( v_x < v_y \).

We first integrate over \( x \) in Eq. (8) and obtain,

\[ \Delta_{k_0}^Q(\Omega_m) = \frac{3\tilde{g}T}{8\pi} \sum_{m} \int_{0}^{\infty} \frac{dy}{\sqrt{y^2 + \gamma |\Omega_m - \Omega_{m'}|}} \frac{\Delta_{k_0}^Q(\Omega_{m'})}{|\Omega_{m'}|} \]

(11)

Introducing then \( z = y/\sqrt{\gamma |\Omega_{m'}|} \) and \( \varphi = \arctan(v_x/v_y) \) we obtain from (11)

\[ \Delta_{k_0}^Q(\Omega_m) = -\frac{3\cos 2\varphi}{16\pi} \int \frac{d\Omega_{m'}}{|\Omega_{m'}|} \int_{0}^{\infty} \frac{dz}{\sqrt{z^2 + |1 - \Omega_{m'}/\Omega_m|}} \]

\[ \times \frac{\Delta_{k_0}^Q(\Omega_{m'})}{|\Omega_{m'}|} \left[ z^2 \cos^2 \varphi + \left( \sqrt{z^2 + |1 - \Omega_{m'}/\Omega_m|} \sin \varphi + 3/8 \cos 2\varphi (1 + \sqrt{\Omega_{m'}/\omega_0}) \right)^2 \right]. \]

(12)

Following similar steps, we find

\[ \Delta_{k_x}^Q(\Omega_m) = -\frac{3\cos 2\varphi}{16\pi} \int \frac{d\Omega_{m'}}{|\Omega_{m'}|} \int_{0}^{\infty} \frac{dz}{\sqrt{z^2 + |1 - \Omega_{m'}/\Omega_m|}} \]

\[ \times \frac{\Delta_{k_0}^Q(\Omega_{m'})}{|\Omega_{m'}|} \left[ z^2 \sin^2 \varphi + \left( \sqrt{z^2 + |1 - \Omega_{m'}/\Omega_m|} \cos \varphi + 3/8 \cos 2\varphi (1 + \sqrt{\Omega_{m'}/\omega_0}) \right)^2 \right]. \]

(13)

FIG. 5: The set of linearized equations for CDW vertices constructed out of fermions near hot spots. The momenta \( k_0 \) and \( k_x = k_0 + (\pi, \pi) \) are in between the two neighboring hot spots either along \( x \) or along \( y \) direction, chosen such that \( k_0 \pm Q \) and \( k_x \pm Q \) are right at the hot spots. The solid lines are full fermionic propagators, the wavy lines represent spin-mediated interaction peaked at \((\pi, \pi)\).
The value of \( \varphi \) depends on the geometry of the FS. When Fermi velocities at hot spots 1 and 2 in Fig. 1 in the main text are nearly antiparallel, and the ones at hot spots 3 and 4 are nearly parallel, we have \( \varphi \approx 0 \). When Fermi velocities at hot spots 1 and 2 are nearly perpendicular to each other, we have \( \varphi \approx \pi/4 \). For the FS as in hole-doped cuprates, \( \varphi \) is non-zero, but definitely smaller than \( \pi/4 \).

The negative signs in the right hand sides of (12) and (13) imply that the solution is only possible when \( \Delta \equiv \Omega_{m} \) have opposite signs, i.e., CDW order parameter \( \Delta \equiv \Omega_{m} \) changes sign under \( \mathbf{k} \rightarrow \mathbf{k} + (\pi, \pi) \). This does not imply, however, that CDW order is a bond order

\[
\langle c^\dagger(r+a)c(r) \rangle,
\]

with no on-site component \( \langle c^\dagger(r)c(r) \rangle \). In our case, \( \Delta_{b0} \) and \( \Delta_{b\pi} \) differ in magnitude, hence, if CDW order emerges, it gives rise to both on-site and bond components.

As a first pass on Eqs. (12) and (13), we approximate gap functions as frequency-independent constants and set the lower limit of integration over internal fermionic frequency to \( \pi T \). Evaluating the integrals with two fermionic and one bosonic propagators, we find that they are logarithmically singular, no matter what \( \varphi \) is. We obtain

\[
\begin{align*}
\Delta_{b0} &= -S_1(\varphi) \log \frac{\omega_0}{T} \Delta_{b0}, \\
\Delta_{b\pi} &= -S_2(\varphi) \log \frac{\omega_0}{T} \Delta_{b\pi}.
\end{align*}
\]

This is the result which we cited in Eq. (1) in the main text. We emphasize that these two functions remain finite even if we set \( \varphi = 0 \). For \( S_2 \), this is an expected result as in this limit the velocities of hot fermions 1 and 2 in Fig. 1 of the main text are anti-parallel, and the kernel in CDW channel is essentially the same as in the superconducting channel. For \( S_1 \), this is a less expected result as the velocities of hot fermions 3 and 4 in Fig. 1 of the main text become parallel for \( \varphi = 0 \). On a more careful look, we found that in this case the integral is non-zero, but of the presence of a branch cut in the Landau damping term in the bosonic propagator.

Evaluating \( S_1 \) and \( S_2 \) numerically, we found (see Fig. 6) that \( S_2 > S_1 > 0 \) as long as \( \varphi < \pi/4 \). That \( S_2 > S_1 \) implies that the CDW order parameter in the region with nearly antiparallel Fermi velocities (region 1-2 in our case) is smaller than in the region with nearly parallel velocities (region 3-4 in our case).

Solving the set (14) we immediately obtain a CDW instability at \( \xi = \infty \) at \( T_{\text{CDW}} \sim \omega_0 e^{-1/\sqrt{S_1 S_2}} \). This \( T_{\text{CDW}} \) is of the same order of magnitude as superconducting \( T_c \), which at the onset of SDW order is also of order \( \omega_0 \) (Refs. [1,2]).
B. The solution of the set of integral gap equations in frequency

Eq. (11) is an approximate result. For a more accurate treatment, we need to keep the frequency dependence in $\Delta_{k_0}^Q(\Omega_m)$ and $\Delta_{k_s}^Q(\Omega_m)$.

Plugging Eq. (13) into Eq. (12) we get rid of $\Delta_{k_s}^Q(\Omega_m)$ and obtain integral equation for $\Delta_{k_0}^Q(\Omega)$ in the form,

$$\Delta_{k_0}^Q(\Omega_m) = T \sum_{m'} I(\Omega_m, \Omega_{m'}) \Delta_{k_0}^Q(\Omega_{m'})$$

where $I(\Omega_m, \Omega_{m'})$ is the kernel which depends on both external and internal frequencies. The strategy of perturbation theory is to add the source term $\Delta_0$ to the right hand side of Eq. (10) and to search for the divergence of $\Delta_{k_0}^Q/\Delta_0$ at $T = T_{CDW}$. At first order of perturbation theory, we replace $\Delta_{k_0}^Q(\Omega_{m'})$ by $\Delta_0$ in the integral part and obtain $\Delta_{k_0}^Q(\Omega_m = \pi T) = \Delta_0(1 + \frac{1}{2} S_1 S_2 \log^2 \frac{\omega}{T})$. This is the same result as we had before, except for the additional $1/2$ factor which is due to the requirement that, when we compute $\sum_{m'} I(\Omega_m, \Omega_{m'})$, the internal frequency must be much larger than the external one in order to obtain $\log^2$ correction. However, once we include higher orders in perturbation theory and sum up the logarithms, we find that the series of $\log^2$ terms sum up into a power-law form $\Delta_{k_0}^Q = \Delta_0 \cosh(\sqrt{S_1 S_2} \log \frac{\omega}{T}) \sim \Delta_0 \left(\frac{\omega}{T}\right)^{\sqrt{S_1 S_2}}$. The ratio $\Delta_{k_0}^Q/\Delta_0$ does not diverge at any finite $T$, and the implication is that the summation of the logarithmical terms does not give rise to a CDW instability. A similar situation holds in the superconducting channel. There, previous works have found[1, 4, 5] that the instability does develop, but to detect it one has to go beyond logarithmic accuracy and solve the full integral equation in frequency.

The way it works for superconducting problem is the following. An integral equation in frequency for a superconducting channel. There, previous works have found[1, 4, 5] that the instability does develop, but to detect it one has to go beyond logarithmic accuracy and solve the full integral equation in frequency.

We followed the same strategy for the CDW case. We kept the frequency dependencies of $\Delta_{k_0}^Q$ and $\Delta_{k_s}^Q$ in Eqs. (12) and (13), solved these two equations as integral equations, searched for a power-law solution, and analyzed when the exponent becomes complex. To shorten the presentation, we only consider the limiting case $\varphi = 0$, and replace the soft upper cutoff at $\omega_0$ with a hard one. With this simplification, we obtain

$$\Delta_{k_0}^Q(\Omega_m) = -\frac{3T}{8} \sum_{|\omega_m| < \omega_0} \frac{\Delta_{k_0}^Q(\Omega_{m'})}{|\Omega_{m'}|} \int_0^\infty \frac{dz}{\sqrt{z^2 + |1 - \Omega_{m'}/\Omega_m|}} \frac{1}{z^2 + 9/64},$$

$$\Delta_{k_s}^Q(\Omega_m) = -\frac{3T}{8} \sum_{|\omega_m| < \omega_0} \frac{\Delta_{k_s}^Q(\Omega_{m'})}{|\Omega_{m'}|} \int_0^\infty \frac{dz}{\sqrt{z^2 + |1 - \Omega_{m'}/\Omega_m|}} \frac{1}{\left(\sqrt{z^2 + |1 - \Omega_{m'}/\Omega_m|} + 3/8\right)^2},$$

We search for the solution in the form $\Delta_{k_0}^Q \sim |\Omega_m|^{-\alpha}$. One can easily verify that convergence of integrals requires $0 < \alpha < 0.5$. Substituting this trial solution into (18) we find after simple algebra a self-consistency condition

$$bF(\alpha)G(\alpha) = 1,$$

where $b = 9/64$ is the universal dimensionless coupling constant for our quantum-critical problem, and

$$F(\alpha) = \frac{1}{2\pi} \int_{-\infty}^\infty \frac{d\omega}{|\omega|^{1+\alpha}} \int_0^\infty \frac{dz}{\sqrt{z^2 + |1 - 1/\omega|}} \frac{1}{\left(\sqrt{z^2 + |1 - 1/\omega|} + 3/8\right)^2},$$

$$G(\alpha) = \frac{1}{2\pi} \int_{-\infty}^\infty \frac{d\omega}{|\omega|^{1+\alpha}} \int_0^\infty \frac{dz}{\sqrt{z^2 + |1 - 1/\omega|}} \frac{1}{z^2 + 9/64}.$$
We solved Eq. (19) for $\alpha$ and found that the solution is a complex number: $\alpha = 0.288 \pm 0.185i$. This implies that the power-law solution has a phase factor, which can be adjusted to fit the boundary condition at the upper end of the power-law behavior. The boundary condition at the lower end can then be met at some $T_{CDW} \sim \omega_0$. At this temperature, the set of linearized equations for $\Delta^Q_k$ and $\Delta^Q_{k\tau}$ has a solution, i.e., the system does become unstable towards a CDW order. We didn’t attempt to calculate $T_{CDW}$ with the prefactor as it would require a more precise analysis with the soft rather than hard cutoff at frequencies of order $\omega_0$. We did, however, compared the set of equations for $T_{CDW}$ with the equation for $T_c$ in the spin-fluctuation approach (see Sec.IX A below). We did find that both $T_c$ and $T_{CDW}$ are of order $\omega_0$, and the numerical prefactor is a bit larger for $T_c$. To obtain the ratio $T_c/T_{CDW}$, one needs to solve full integral gap equations in momentum and frequency, which we didn’t do. We recall that our point is that $T^*$ is larger than $T_{CDW}$ and well can be larger than $T_c$ despite that $T_{CDW} \leq T_c$.

C. The behavior of $T_{CDW}$ at a finite magnetic correlation length $\xi$

The key point for the analysis of how $T_{CDW}(\xi)$ evolves when hole doping increases and magnetic correlation length decreases, is that a finite $\xi$ by itself introduces the lower energy cut-off for the power-law behavior. As a result, the energy scale, down to which the power-law behavior $\Omega_m^{-a}$ holds, gets larger than $T$ and, roughly, becomes $(T^2 + g^2/\Lambda^4)^{1/2}$, where $\lambda \sim g_\xi/v_F$. Accordingly, $T_{CDW}(\xi)$ decreases, as $T_{CDW}(\xi) \sim T_{CDW}(\xi = \infty) (1 - a/\lambda^2)$, where $a = O(1)$. At some critical $\lambda = O(1)$, i.e., critical $\xi^c \sim k_F(E_F/g) \gg k_F$, $T_{CDW}$ vanishes. The vanishing of $T_{CDW}(\xi^c)$ sets up a charge QCP at some distance away from a magnetic QCP (see Fig. 3 in the main text).

The behavior of $T_{CDW}(\xi)$ is different from that of superconducting $T_c(\xi)$. The latter does not vanish at a finite $\xi$ and just interpolates between quantum-critical form $T_c \sim \omega_0$ at large $\xi$ and BCS form $T_c \sim \omega_0^{-1/3}$ at smaller $\xi$, when $\lambda$ becomes a small parameter. We discuss the behavior of superconducting $T_c$ in more detail in Sec.IX below.

VI. STRIPE VS CHECKERBOARD ORDER: GINZBURG-LANDAU ANALYSIS

In this part we present the details of the derivation of Eq. (2) in the main text.

A. The effective action

Consider first the ordering along $y$ direction, between regions 1-2 and 3-4. The 4-fermion interaction, which provides the “pairing glue”, is $H' = 3\bar{g}\chi c_{k \sigma}^\dagger c_{k+Q \sigma} c_{k+Q \sigma}^\dagger c_{k \sigma}^\dagger + h.c.$.. We define $\bar{\chi} = 3g\chi, \bar{\rho}_{k \sigma}^Q = c_{k \sigma}^\dagger c_{k+Q \sigma} c_{k+Q \sigma}^\dagger c_{k \sigma}^\dagger$. The latter does not vanish at a finite $\xi$.

The conventional way to obtain the action in terms of collective variables is to perform Hubbard-Stratonovich transformation, i.e.,

$$\exp[-\bar{\chi} (\bar{\rho}_{k \sigma}^Q + \bar{\rho}_{k \sigma}^Q)] = \exp \left[ -\frac{\bar{\chi}}{2} (\bar{\rho}_{k \sigma}^Q + \bar{\rho}_{k \sigma}^Q) (\bar{\rho}_{k \sigma}^Q + \bar{\rho}_{k \sigma}^Q) \right] \times \exp \left[ \frac{\bar{\chi}}{2} (\bar{\rho}_{k \sigma}^Q - \bar{\rho}_{k \sigma}^Q) (\bar{\rho}_{k \sigma}^Q - \bar{\rho}_{k \sigma}^Q) \right]$$

where $\bar{\rho}_{k \sigma}^Q = c_{k \sigma}^\dagger c_{k+Q \sigma} + c_{k+Q \sigma}^\dagger c_{k \sigma}$. Integrating out the fermionic degrees of freedom and expanding the result to quadratic order in $\Delta$ we obtain the effective action

$$S^{(2)}_{\text{eff}} = -\frac{1}{\chi} (\Delta_{k \sigma}^Q \Delta_{k \sigma}^Q + \Delta_{k \sigma}^Q \Delta_{k \sigma}^Q) + A_1 |\Delta_{k \sigma}^Q|^2 + A_2 |\Delta_{k \sigma}^Q|^2,$$

where $A_1$ and $A_2$ are bilinear combinations of fermionic propagators shown graphically in Fig. 7. The extremal
condition on the effective action yields
\[
\Delta_{k_n}^Q = \bar{\chi} A_1 \Delta_{k_0}^Q \\
\Delta_{k_0}^Q = \bar{\chi} A_2 \Delta_{k_n}^Q.
\]  
(24)

Because the gap functions and the interaction are momentum and frequency dependent, i.e., \(\bar{\chi} = \bar{\chi}(k, \omega_m; k', \omega'_m)\) and \(\Delta_{k_n}^Q = \Delta_{k_n}^Q(k, \omega_m)\), the products above should be understood as matrix products. One can easily make sure that Eqs. (24) are the same as the linearized gap equations, Eqs. (8) and (9).

For simplicity, we will treat \(\Delta_{k_0}^Q\) and \(\Delta_{k_n}^Q\) as frequency independent, i.e., treat (24) as algebraic equations. Evaluating the diagrams in Fig. 7 we find that \(A_1 < A_2 < 0\), hence \(\Delta_{k_0}^Q\) and \(\Delta_{k_n}^Q\) differ in sign. The critical temperature \(T_{CDW}\) is given by the condition \(\bar{\chi}\sqrt{A_1 A_2} = 1\) and the solution satisfies \(\mu = -\Delta_{k_0}^Q / \Delta_{k_n}^Q = \sqrt{A_2/A_1} > 1\). This is fully consistent with the full solution of the linearized gap equations in the previous Section. Defining \(\Delta_y \equiv \Delta_{k_0}^Q\) and plugging in the results above, one finds
\[
S_{\text{eff}}^{(2)} = 2\sqrt{\frac{A_1}{A_2}} \left( \frac{1}{\bar{\chi}} - \sqrt{A_1 A_2} \right) |\Delta_y|^2 = \alpha |\Delta_y|^2
\]  
(25)

where \(\alpha = a(T - T_{CDW})\) and \(a > 0\).

The same analysis can be performed for the order along x direction. The prefactors for \(|\Delta_y|^2\) and \(|\Delta_x|^2\) are indeed the same by symmetry, and the full action to order \(\Delta^2\) is
\[
S_{\text{eff}}^{(2)} = \alpha (|\Delta_x|^2 + |\Delta_y|^2)
\]  
(26)

Next we move to the quartic terms. We keep the condition \(\Delta_{k_n}^Q = \mu \Delta_{k_0}^Q\) and expand the effective action to order \(\Delta^4\). We obtain
\[
S_{\text{eff}} = \alpha(|\Delta_x|^2 + |\Delta_y|^2) + \beta_1(|\Delta_x|^4 + |\Delta_y|^4) + 2\beta_2|\Delta_x|^2|\Delta_y|^2
\]  
(27)

where
\[
\beta_1 = -2(I_1 + \mu^4 I_2) \\
\beta_2 = -2\mu^2(2I_3 + I_4)
\]  
(28)

and \(I_i\) are the convolutions of four fermionic propagators
\[
I_1 \equiv -\frac{1}{2} \int G_1^2 G_2^2 \\
I_2 \equiv -\frac{1}{2} \int G_1^2 G_5^2 \\
I_3 \equiv -\int G_1 G_2 G_5 G_6 \\
I_4 \equiv -\int G_1 G_2 G_5 G_6
\]  
(29)
We show $I_i$ graphically in Fig. 9. The overall minus sign in every line is due to the presence of a fermionic loop. The abbreviations for the Green’s function as $G_i \equiv G(\omega_m, k_1 + (k_x, k_y))$, etc, and the integrals are performed over running frequency $\omega_m$ and momenta $k_x$ and $k_y$.

Quite generally, whether an effective action with two order parameters, given by Eq. (27), gives rise to a checkerboard order, in which both $\Delta_x$ and $\Delta_y$ develop simultaneously, or to a stripe order, in which only one order develops, is determined by comparison of the coefficients $\beta_1$ and $\beta_2$. When $\beta_1 > |\beta_2|$, a checkerboard order develops, and for $\beta_1 < |\beta_2|$ a stripe order develops. This is true when $\beta_1 > 0$, otherwise the transition is first order.

### B. Evaluation of the integrals $I_1$, $I_2$, $I_3$ and $I_4$

For $I_1$ we explicitly obtain

$$I_1 = -\frac{T}{2} \sum_m \int_{-\Lambda}^{\Lambda} \frac{dk_x dk_y}{(2\pi)^2} \left[ \frac{1}{i\omega_m - (v_x k_x + v_y k_y)} \right]^2 \left[ \frac{1}{i\omega_m - (v_x k_x - v_y k_y)} \right]^2$$  \hspace{1cm} (30)
We keep the upper cutoff $\Lambda$ in the momentum integrals. i.e., integrate over a finite momentum range around hot spots. We will take the limit $v_x \ll v_y$, but $v_x \Lambda \gg T$. Introducing the new parameters,

$$
    x = v_x k_x, \quad y = v_y k_y, \quad \Lambda_x = v_x \Lambda, \quad \Lambda_y = v_y \Lambda \gg \Lambda_x.
$$

we re-write $I_1$ as

$$
    I_1 = \frac{T}{8\pi^2 v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{y + x + i\omega_m} \right)^2 \left( \frac{1}{y - x + i\omega_m} \right)^2.
$$

We separate the $y$-integral $\int_{-\Lambda_y}^{\Lambda_y} dy$ into $I_1 = \int_{-\infty}^{\infty} dy - \int_{|y| > \Lambda_y} dy \equiv I_{1a} - I_{1b}$. For $I_{1a}$ we obtain

$$
    I_{1a} = - \frac{T}{8\pi^2 v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\infty}^{\infty} dy \left( \frac{1}{y + x + i\omega_m} \right)^2 \left( \frac{1}{y - x + i\omega_m} \right)^2
    \approx - \frac{iT}{16\pi v_x v_y} \sum_m \text{sgn}(\omega_m) \int_{-\Lambda_x}^{\Lambda_x} dx \left( \frac{1}{x - i\omega_m} \right)^3
    \approx - \frac{iT}{32\pi^2 v_x v_y} \sum_m \left[ \left( \frac{1}{|\omega_m| + i\Lambda_x} \right)^2 - \left( \frac{1}{|\omega_m| - i\Lambda_x} \right)^2 \right]
    \approx - \frac{i}{64\pi^2 v_x v_y} \int d\omega \left[ \left( \frac{1}{|\omega| + i\Lambda_x} \right)^2 - \left( \frac{1}{|\omega| - i\Lambda_x} \right)^2 \right]
    = - \frac{1}{16\pi^2 v_x v_y} \frac{1}{\Lambda_x}.
$$

In the second to last line we used $\Lambda_x \gg T$. Note that the original integrand is singular in the infra-red, so it is important to keep the temperature finite as a regulator of the singularity and set $T \to 0$ only at the very end of calculations. We will use the same procedure for the other integrals.

The contribution to $I_1$ from $|y| > \Lambda_y$ is

$$
    I_{1b} = - \frac{T}{8\pi^2 v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{|y| > \Lambda_y} dy \left( \frac{1}{y + x + i\omega_m} \right)^2 \left( \frac{1}{y - x + i\omega_m} \right)^2
    = - \frac{T\Lambda_x}{2\pi^2 v_x v_y} \sum_m \int_{\Lambda_y}^{\infty} \frac{1}{(y^2 + \omega_m^2)^2}
    \approx - \frac{1}{16\pi^2 v_x v_y} \frac{\Lambda_x}{\Lambda_y^2}.
$$

In the first line we used the fact that $\Lambda_y \gg \Lambda_x$. As we see, both contributions are small in $1/\Lambda$. The full result for $I_1$ is

$$
    I_1 = - \frac{1}{16\pi^2 v_x v_y} \left( \frac{1}{\Lambda_x} - \frac{\Lambda_x}{\Lambda_y^2} \right) \approx - \frac{1}{16\pi^2 v_x v_y} \frac{1}{\Lambda}
$$

(35)

For $I_2$ we have, in terms of new parameters introduced in Eq. (31),

$$
    I_2 = - \frac{T}{8\pi^2 v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{x + y + i\omega_m} \right)^2 \left( \frac{1}{x - y + i\omega_m} \right)^2.
$$

(36)

We again separate the integral over $y$ as $I_2 = \int_{-\infty}^{\infty} dy - \int_{|y| > \Lambda_y} dy \equiv I_{2a} - I_{2b}$. This time, the integral over $y$ from
For $\lim_{\Lambda \to \infty}$ vanish because the poles are all located in the same half plane. The integral $I_{2b}$ also vanishes:

$$I_{2b} = - \frac{T}{8\pi^2v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{|y|>\Lambda_y} dy \left( \frac{1}{x+y-i\omega_m} \right)^2 \left( \frac{1}{x-y+i\omega_m} \right)^2$$

$$= - \frac{T\Lambda_x}{4\pi^2v_x v_y} \sum_m \int_{-\Lambda_y}^{\Lambda_y} \left[ \left( \frac{1}{y-i\omega_m} \right)^4 + \left( \frac{1}{y+i\omega_m} \right)^4 \right]$$

$$\approx - \frac{\Lambda_x}{8\pi^2v_x v_y} \int d\omega \int_{\Lambda_y}^{\Lambda_y} \left[ \left( \frac{1}{y-i\omega} \right)^4 + \left( \frac{1}{y+i\omega} \right)^4 \right]$$

$$= 0. \quad (37)$$

As a result,

$$I_2 = 0. \quad (38)$$

Now we turn to $I_3$. We explicitly write it down as

$$I_3 = \frac{T}{4\pi^2v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{x+y-i\omega_m} \right)^2 \frac{1}{(x-y)^2 + \omega_m^2}. \quad (39)$$

As before, we write $I_3 = \int_{-\infty}^{\infty} dy - \int_{|y|>\Lambda_y} dy \equiv I_{3a} - I_{3b}$. We evaluate $I_{3a}$ by extending the integral over $y$ onto the half plane where the integrand contains a single pole

$$I_{3a} = \frac{T}{4\pi^2v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\infty}^{\infty} dy \left( \frac{1}{x+y-i\omega_m} \right)^2 \frac{1}{(x-y)^2 + \omega_m^2}$$

$$= \frac{T}{16\pi^2v_x v_y} \sum_m \text{sgn}(\omega_m) \int_{-\Lambda_x}^{\Lambda_x} dx \left( \frac{1}{x-i\omega_m} \right)^2 \frac{1}{\omega_m}$$

$$= - \frac{T}{16\pi^2v_x v_y} \sum_m \text{sgn}(\omega_m) \frac{2\Lambda_x}{\Lambda_x^2 + \omega_m^2} \frac{1}{\omega_m}$$

$$\approx - \frac{1}{16\pi^2v_x v_y} \frac{1}{\Lambda_x} \log \frac{\omega_0}{T}. \quad (40)$$

We see that $I_{3a}$ is logarithmically singular at $T \to 0$. The other part, $I_{3b}$, is regular at $T \to 0$, i.e., is much smaller. Therefore,

$$I_3 \approx - \frac{1}{16\pi^2v_x^2 v_y} \frac{1}{\Lambda} \log \frac{\omega_0}{T}. \quad (41)$$

Finally, for $I_4$ we have

$$I_4 = - \frac{T}{4\pi^2v_x v_y} \sum_m \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{x+y} \right)^2 \left( \frac{1}{x-y} \right)^2 \frac{1}{(x^2 + \omega_m^2)(y^2 + \omega_m^2)}. \quad (42)$$

The most straightforward way to evaluate this integral is to first extend both $x$- and $y$-integrations to infinite limits and then check how the results change when we restore finite limits of integration. To evaluate the integral in infinite limits, we introduce new variables $a = x+y$ and $b = x-y$, in terms of which

$$I_4 = - \frac{T}{8\pi^2v_x v_y} \sum_m \int_{-\infty}^{\infty} da \int_{-\infty}^{\infty} db \left( \frac{1}{a^2 + \omega_m^2} \right) \left( \frac{1}{b^2 + \omega_m^2} \right)$$

$$= - \frac{1}{8v_x v_y} T \sum_{m} \frac{1}{\omega_m^2}$$

$$= - \frac{1}{32v_x v_y} \frac{1}{T}. \quad (43)$$
We see that $I_4$ diverges as $1/T$. The divergence obviously comes from momenta much smaller than $\Lambda$, hence it does not depend on whether the limits of momentum integration are infinite or finite. Finite limits only give rise to small corrections to $\varepsilon_3$ of order $1/\Lambda$.

Combining the results for $I_i$, we find that the prefactors $\beta_1$ and $\beta_2$ in Eq. (31) are given by

$$\beta_1 = -2(I_1 + \mu^4 I_2) = \frac{1}{8\pi v_x^2 v_y \Lambda},$$

$$\beta_2 = -2\mu^2(2I_3 + I_4) = \frac{2\mu^2}{8\pi v_x^2 v_y} \left( \frac{1}{\Lambda} \log \frac{\omega_0}{\Lambda} + \frac{\pi}{4T} \right).$$

(44)

Because $\mu > 1$, we obviously have $|\beta_2| > \beta_1$, i.e., the system overwhelmingly chooses stripe order in which only $\Delta_x$ or $\Delta_y$ emerges. Such an order spontaneously breaks $C_4$ lattice rotational symmetry.

A remark is in order. In the above analysis we assumed that $\Delta_k^Q = \Delta_k^Q$, i.e., that the CDW order parameter is even in $k$. We will see in the next section that in reality both even and odd components of $\Delta_k^Q$ develop below $T_{CDW}$. Still, the reasoning for the stripe order remains valid. The argument is the following: the inclusion of both even and odd components of $\Delta_k^Q$ only changes the phase of $\beta_2$, but not its magnitude, and, as long as $|\beta_2| > \beta_1$, the system still unambiguously prefers a stripe order.

To see this explicitly, assume that $\Delta_x$ and $\Delta_y$ are complex. Re-deriving the effective action for complex $\Delta_{x,y}$ we obtain

$$S_{\text{eff}} = \alpha(|\Delta_x|^2 + |\Delta_y|^2) + \beta_1(|\Delta_x|^4 + |\Delta_y|^4) + 8\mu^2 I_3|\Delta_x|^2|\Delta_y|^2 + 2\mu^2 I_4|\Delta_x^2 \Delta_y^2 + (\Delta_y^*)^2(\Delta_x^*)^2|$$

(45)

One can easily see that the action is minimized when the relative phase between $\Delta_x$ and $\Delta_y$ is $\pm \pi/2$. For these values of the relative phase we have

$$S_{\text{eff}} = \alpha(|\Delta_x|^2 + |\Delta_y|^2) + \beta_1(|\Delta_x|^4 + |\Delta_y|^4) - \beta_2|\Delta_x^2||\Delta_y^2|,$$

(46)

where $\beta_2' \equiv -2\mu^2(2I_3 - I_4)$. Comparing with Eq. (27) we see that the only change is the sign in front of $I_4$. Substituting the results for $I_i$, we find $|\beta_2'| > \beta_1$, i.e., even in this situation the system still develops a stripe CDW order.

VII. DENSITY AND CURRENT COMPONENT OF $\Delta_k^Q$

A. The effective action and mean-field analysis

Like we said in the main text, $\Delta_k^Q$ generally has both even and odd in $k$ components, and the equations for the two are identical if we restrict the “gap equation” to near vicinities of hot spots and approximate $\Delta_k^Q$ by its value at $k$ in between the neighboring hot spots. To derive the effective action, we choose the CDW order along $y$ direction ($k \approx k_0$ and $k \approx k_\pi$), use $\Delta_{k_\pi} = -\mu \Delta_{k_0}$, and split $\Delta_{k_0}$ into a part even in $k_0$ and a part odd in $k_0$

$$\Delta_k^Q = \Delta_{k_0}^Q + \Delta_{k_2}^Q \text{ sgn}(k).$$

(47)

Using again Hubbard-Stratonovich transformation and following the same steps as in the previous Section, we obtain the effective action in terms of $\Delta_1$ and $\Delta_2$ in the form

$$S_{\text{eff}} = \alpha(|\Delta_1^Q|^2 + |\Delta_2^Q|^2) + \beta_1 \left( |\Delta_1^Q + \Delta_2^Q|^4 + |\Delta_1^Q - \Delta_2^Q|^4 \right)$$

$$\alpha(|\Delta_1^Q|^2 + |\Delta_2^Q|^2) + \beta_1(|\Delta_1^Q|^2 + |\Delta_2^Q|^2)^2 + \beta_1((\Delta_1^Q)^4\Delta_2^Q + \Delta_1^Q(\Delta_2^Q)^*)^2,$$

(48)

where $\beta_1 = I_1 + \mu^4 I_2$. This is the Eq. (3) in the main text.

Without loss of generality, we can set $\Delta_1$ to be real, and we keep $\Delta_2$ as a complex field. At the mean-field level, the minimization of the effective action immediately shows that the phase difference between $\Delta_2^Q$ and $\Delta_2^Q$ should be $\pm \pi/2$, i.e., when $\Delta_1$ is real, $\Delta_2$ should be imaginary. The generic condition $(\Delta_2^Q)^* = \Delta_2^Q$ then imposes the constraint that $\Delta_1$ must be even in $Q$ and $\Delta_2$ must be odd in $Q$, i.e.,

$$\Delta_k^Q = \Delta_1^Q \pm i|\Delta_2^Q| \text{ sgn}(k) \text{ sgn}(Q).$$

(49)
This is the Eq. (4) in the main text.
Converting to real space, we find that the first term corresponds to an incommensurate modulation on local charge density in \(y\) direction,
\[
\delta \rho(r) = \langle c^\dagger (r) c(r) \rangle
= \sum_k \langle c^\dagger(k+Q_y) c(k-Q_y) \rangle e^{i(k+Q_y)r} e^{-i(k-Q_y)r} + \text{h.c.}
\sim \Delta_1^Q \cos 2Qy, \tag{50}
\]
and the second term corresponds to an incommensurate bond current, which flows along \(x\) direction and has incommensurate modulation in \(y\) direction:
\[
j_x(r) = \text{Re} \left[ i \langle c^\dagger(r-a_x/2) c(r+a_x/2) \rangle \right]
= \text{Re} \left[ i \sum_k \langle c^\dagger(k+Q_y) c(k-Q_y) \rangle e^{i(k+Q_y)(r-a_x/2)} e^{-i(k-Q_y)(r+a_x/2)} + (Q_y \rightarrow -Q_y) \right]
= \text{Re} \left[ i \sum_k (\Delta_1^Q e^{2iQy} + \Delta_2^Q e^{-2iQy}) e^{-ik} \right]
= 2\text{Re} \left[ i \Delta_1^Q \cos (2Qy) \sum_k e^{-ik} - i|\Delta_2^Q| \sin (2Qy) \sum_k \text{sgn}(k) e^{-ik} \right]
\sim |\Delta_2^Q| \sin 2Qy \sin k_0 = |\Delta_2^Q| \sin 2Qy \sin Q, \tag{51}
\]
where \(a_x\) is the unit lattice vector along \(x\) direction.

B. Preemptive loop-current order

Beyond mean-field approximation, \(\Delta_1\) and \(\Delta_2\) have to be considered as fluctuating fields. In this subsection we present the details of the analysis of a preemptive transition above \(T_{CDW}\), at which a composite order \(\langle \Delta_1^Q \Delta_2^{-Q} \rangle\) emerges, while \(\langle \Delta_1^Q \rangle = \langle \Delta_2^Q \rangle = 0\).

To see this, we re-write the effective action \(S_{ef\text{f}}\) as
\[
S_{ef\text{f}} = \alpha (|\Delta_2^Q|^2 + |\Delta_1^Q|^2) + \beta_1 (|\Delta_1^Q|^4 + |\Delta_2^Q|^4)
+ \beta_1 (\Delta_1^Q (\Delta_2^Q)^*) (\Delta_1^Q (\Delta_2^Q)^*) + \|\Delta_1^Q (\Delta_1^Q)^* (\Delta_2^Q)^* + 4\beta_1 (\Delta_1^Q (\Delta_2^Q)^*) (\Delta_2^Q (\Delta_2^Q)^*). \tag{52}
\]
One way to see that a preemptive transition is possible is to follow the same strategy as in the analysis of a spin-current order in anisotropic triangular antiferromagnets\(^\lor\), i.e., introduce a “two-particle” collective variable \(\tilde{\Upsilon} = \Delta_1^Q \Delta_2^{-Q} = \Delta_1^Q (\Delta_2^Q)^*\) and solve for the emergence of a two-particle bound state instability in the same way as it is done for superconductivity. The ladder equation for \(\tilde{\Upsilon}\) is presented in Fig. 10 There are two terms in the r.h.s. of this graphic equation – the first contains a “direct” \(\tilde{\Upsilon} \tilde{\Upsilon}^*\) interaction from the first term in the second line of (52), and the second one contains the interaction between \(\tilde{\Upsilon}\) and \(\tilde{\Upsilon}^*\). Both interactions are repulsive, hence no solution is possible if \(\tilde{\Upsilon}\) is real. However, if we search for a solution with a complex \(\tilde{\Upsilon}\), we obtain for infinitesimally small \(\tilde{\Upsilon}\)
\[
\tilde{\Upsilon} = -\beta_1 P (\tilde{\Upsilon} + 4\tilde{\Upsilon}^*) \tag{53}
\]
where \(P > 0\) stand for convolution of the propagators of \(\Delta_1^Q\) and \(\Delta_2^Q\) fields. The only information about \(P\) relevant to us at this stage is that it diverges at \(T_{CDW}\) when both propagators become massless. Hence, if Eq. (53) has a non-trivial solution, the corresponding \(T\) is larger than \(T_{CDW}\). A simple analysis of Eq. (53) shows that the solution does exist if we set \(\tilde{\Upsilon}\) to be purely imaginary, \(\tilde{\Upsilon} = i\tilde{\Upsilon}\), because then the combination \(\tilde{\Upsilon} + 4\tilde{\Upsilon}^*\) becomes equal to \(-3\tilde{\Upsilon}\), and the minus sign compensates the overall minus sign in the r.h.s. of (53). We emphasize that this is possible because the prefactor for \(\tilde{\Upsilon} \tilde{\Upsilon}^*\) interaction term (the last term in (52)) is 4 times larger than the direct \(\tilde{\Upsilon} \tilde{\Upsilon}^*\) interaction term. That \(\tilde{\Upsilon}\) is purely imaginary is entirely consistent with the fact that in mean-field approximation \(\Delta_1^Q\) is real and \(\Delta_2^Q\) is imaginary, hence in below \(T_{CDW}\), \(\tilde{\Upsilon} = \Delta_1^Q \Delta_2^{-Q}\) is also purely imaginary.

Another way to see the emergence of a preemptive transition is to follow the same strategy as in the analysis of spin-nematic instability in Fe-pnictides\(^\lor\), introduce \(\tilde{\Upsilon}\) as a real field, conjugated to an anti-symmetrized combination
To add the dynamical term to $\alpha$ right away. The expectation value of $\tilde{\Phi}$ is obviously non-zero, and this field has to be kept in the effective action. There are no reasons to expect a non-zero $\Psi$ on physics grounds, and to simplify the presentation, we set it to zero fluctuating. With this extension, the expression for minimum at a finite $\Upsilon$ below some $T > T_{\text{CDW}}$ there is a sign change between these two terms.

We next integrate out the fields $\Delta_Q$ and introduce, via Hubbard-Stratonovich transformation, three collective fields: $\tilde{\Phi}$, conjugated to $i(\Delta^Q_1 + \Delta^Q_2)$, $\Psi$, conjugated to $|\Delta^Q_1|^2 - |\Delta^Q_2|^2$, and $\Upsilon$, conjugated to $i \left( \Delta^Q_1 (\Delta^Q_2)^* - (\Delta^Q_1)^* \Delta^Q_2 \right)$, as

$$
\text{exp}[-2\beta_1(|\Delta^Q_1|^2 + |\Delta^Q_2|^2)^2] = \int \frac{d\tilde{\Phi}}{\sqrt{8\pi\beta_1}} \exp \left( -\frac{\tilde{\Phi}^2}{8\beta_1} \right) \text{exp} \left[ i\tilde{\Phi}(|\Delta^Q_1|^2 + |\Delta^Q_2|^2) \right]
$$

$$
\text{exp}[\beta_1(|\Delta^Q_1|^2 - |\Delta^Q_2|^2)^2] = \int \frac{d\Psi}{\sqrt{8\pi\beta_1}} \exp \left( -\frac{\Psi^2}{4\beta_1} \right) \text{exp} \left[ \Psi(|\Delta^Q_1|^2 - |\Delta^Q_2|^2) \right]
$$

$$
\text{exp}[-\beta_1(\Delta^Q_1 (\Delta^Q_2)^* - (\Delta^Q_1)^* \Delta^Q_2)^2] = \int \frac{d\Upsilon}{\sqrt{4\pi\beta_1}} \exp \left( -\frac{\Upsilon^2}{4\beta_1} \right) \text{exp} \left[ i\Upsilon \left( \Delta^Q_1 (\Delta^Q_2)^* - (\Delta^Q_1)^* \Delta^Q_2 \right) \right],
$$

(54)

There are no reasons to expect a non-zero $\Psi$ on physics grounds, and to simplify the presentation, we set it to zero right away. The expectation value of $\Phi$ is obviously non-zero, and this field has to be kept in the effective action.

Setting $\Psi = 0$, we re-write the partition function as

$$
Z = Z_0 \int d\Delta^Q_1 d(\Delta^Q_1)^* d\Delta^Q_2 d(\Delta^Q_2)^* \text{exp}(-\alpha \left( |\Delta^Q_1|^2 + |\Delta^Q_2|^2 \right))
$$

$$
\times \int \frac{d\tilde{\Phi}}{\sqrt{8\pi\beta_1}} \exp \left( -\frac{\tilde{\Phi}^2}{8\beta_1} \right) \text{exp} \left[ i\tilde{\Phi}(|\Delta^Q_1|^2 + |\Delta^Q_2|^2) \right]
$$

$$
\times \int \frac{d\Upsilon}{\sqrt{4\pi\beta_1}} \exp \left( -\frac{\Upsilon^2}{4\beta_1} \right) \text{exp} \left[ i\Upsilon \left( \Delta^Q_1 (\Delta^Q_2)^* - (\Delta^Q_1)^* \Delta^Q_2 \right) \right].
$$

(56)

We next integrate out the fields $\Delta^Q_1$ and $\Delta^Q_2$ to obtain the effective action $S_{\text{eff}}[\Phi, \Upsilon]$. Following the standard logics, we extended $\alpha$ to $\alpha_q = \alpha + q^2$ to include spatial variations of fluctuating fields $\Delta^Q_1$ and $\Delta^Q_2$. In principle, we also had to add the dynamical term to $\alpha_q$, but to analyze the transition at a finite $T$ it is sufficient to consider only thermal fluctuations. With this extension, the expression for $S_{\text{eff}}[\Phi, \Upsilon]$ becomes

$$
S_{\text{eff}}[\Phi, \Upsilon] = T \int \frac{d^2q}{4\pi^2} \left\{ \frac{\Phi^2}{8\beta_1} + \frac{\Upsilon^2}{4\beta_1} + \log \left[ (\alpha_q - i\Phi)^2 - \Upsilon^2 \right] \right\}.
$$

(57)

We follow earlier work and convert the field $\tilde{\Phi}$ onto imaginary axis, i.e., introduce $\Phi = -i\tilde{\Phi}$ The action in terms of $\Psi$ and $\Upsilon$ is then

$$
S_{\text{eff}}[\Phi, \Upsilon] = T \int \frac{d^2q}{4\pi^2} \left\{ \frac{-\Phi^2}{8\beta_1} + \frac{\Upsilon^2}{4\beta_1} + \log \left[ (\alpha_q + \Phi)^2 - \Upsilon^2 \right] \right\}.
$$

(58)

This is the Eq. (5) in the main text.
We introduce $r \equiv \alpha + \Phi$ and subsequently $x \equiv q^2 + r$, and obtain from Eq. (59):

$$r = \alpha + \frac{2\beta_1}{\pi} \int_r^\Lambda \frac{dx}{x^2 - \Upsilon^2} \log \frac{\Lambda}{\sqrt{r^2 - \Upsilon^2}}.$$  \hfill (61)

From Eq. (60) we obtain the relation between $\Upsilon$ and $r$:

$$1 = \frac{\beta_1}{\pi} \int_r^\infty \frac{dx}{x^2 - \Upsilon^2} = \frac{\beta_1}{\Upsilon} \coth^{-1} \frac{r}{\Upsilon}.$$  \hfill (62)

Hence, $r = \Upsilon \coth \pi \Upsilon / \beta_1$. Plugging this into Eq. (61) and introducing $\Upsilon^* \equiv \pi \Upsilon / \beta_1$ we obtain

$$\Upsilon^* \coth \Upsilon^* + 2 \log \frac{\Upsilon^*}{\sinh \Upsilon^*} = \alpha^*,$$  \hfill (63)

where $\alpha^*$ is defined as

$$\alpha^* \equiv \frac{\pi}{\beta_1} \left( \alpha + \frac{2\beta_1}{\pi} \log \frac{\Lambda}{\beta_1} \right).$$  \hfill (64)

This is the Eq. (7) in the main text.

The variable $\alpha^*$ changes sign at $T = T_{CDW}$ and becomes negative at smaller $T$. If a solution of Eq. (63) with $\Upsilon^* \neq 0$ emerges while $\alpha^*$ is still positive, the system develops a preemptive collective instability at $T = T^*$, before the CDW order emerges. We plot the l.h.s. of Eq. (63) in Fig. 11. From the plot, we immediately see that a nonzero $\Upsilon$ emerges through a second-order phase transition, when $\alpha^*$ gets smaller than 1. Because $\Upsilon$ couples linearly to $i(\Delta_1^Q(\Delta_2^Q)^* - (\Delta_1^Q)^* \Delta_2^Q)$, the emergence of a non-zero $\Upsilon$ implies that $\langle \Delta_1^Q(\Delta_2^Q)^* \rangle$ becomes non-zero and the expectation value is purely imaginary.

C. Density component vs current component: going beyond hot spot approximation

So far, we assumed that CDW order parameter $\Delta_1^Q$ is localized around hot spots, such that the pairs of hot spots (1,2) and (5,6) in Fig. 8 can be treated independent on each other. Within this approximation, the equations for
the values of $\lambda_2$ and $\lambda_1$ are quite close as long as $\delta < 2Q$. That $\lambda_1$ is larger, but $\lambda_2$ is close second is consistent with Ref. 11,12. If there was no preemptive transition, this result would imply that only $\Delta_1$ emerges at $T_{\text{CDW}}$, and $\Delta_2$ potentially appears at a lower $T$. As we discuss in the main text, the preemptive transition forces the two orders to appear simultaneously, if $T^* < T_{\text{CDW}}$ exceeds the difference between CDW transition temperatures for even and odd CDW order parameters.

**VIII. COMPARISON WITH ARPES DATA**

In this section we discuss in some detail the comparison between our theory and ARPES data. Numerous ARPES data on the fermionic spectral function in the pseudogap region show13–17 that below $T^*$, the spectral weight in the

![Graph showing the ratio of eigenvalues $\lambda_1$ and $\lambda_2$ for even and odd in the momentum integration range $\delta$ of $Q$ through the hot spots.](image-url)

**FIG. 12** The ratio of the eigenvalues $\lambda_1$ and $\lambda_2$ for even and odd in $k$ CDW order parameters, $\Delta^Q_0$ and $\Delta^Q_2$, respectively, as a function of the momentum integration range $\delta$ of integration around the hot spots. Note the change of the behavior at $\delta = 2Q$. We set $T = 1$ meV.

$\Delta^Q_0$ and $\Delta^Q_{-k_0}$ decouple, and, as a result, the coefficient $\alpha$ in the quadratic form in Eq. 15 is the same for the even component $\Delta^Q_1$ and the odd component $\Delta^Q_2$. In reality, the integration over internal momenta in the equations for $\Delta^Q_0$ and $\Delta^Q_{-k_0}$ extends over some finite range around the hot spots, and the two regions somewhat overlap. Because the odd component of $\Delta_k$ is absent when $k_0$ and $-k_0$ are equivalent points (say, when $k_0 = (0, \pi)$, as in the case of CDW with the diagonal momentum $(Q, Q)$), it is natural to expect that overlapping favors the even solution over the odd solution, i.e., the temperature, at which the prefactor for the even solution $\Delta^Q_e$ changes sign, is larger than that for the odd solution. This behavior has been obtained in Ref. 11,12, where the authors restricted with the first lattice harmonics for $\Delta$, e.g., approximated $\Delta^Q_0$ by $\cos k_x \cos Q_y$ (for our choice of stripe order) and $\Delta^Q_2$ by $\sin k_x \sin Q_y$. In our approach, we expand near hot spots, what in lattice notation means that our $\Delta^Q_1$ and $\Delta^Q_2$ are constructed out of many lattice harmonics. Still, we expect the same trend as in 11,12 — larger eigenfunction for the even solution. To verify this, we approximate the interaction $\tilde{\chi}(k, k')$ as a constant within some small momentum window $\pi - \delta < k'_x - k_x < \pi + \delta$ and $\pi - \delta < k'_y - k_y < \pi + \delta$, and set it to zero outside this window. The two eigenvalues are explicitly expressed as

$$\lambda_1 = \frac{\tilde{\chi}^2}{\Delta^Q_1(k_0)} \int_{-\delta}^{\delta} dp \int_{-\delta}^{\delta} dq \left[ f(\epsilon_{k_x+Q} - \epsilon_{k_x}) - f(\epsilon_{k_x+p+Q}) - f(\epsilon_{k_x+p+Q}) - f(\epsilon_{k_x+p+Q}) \frac{\Delta^Q(k_0 + p + q)}{\Delta^Q_0(k_0)} \right],$$

$$\lambda_2 = \frac{\tilde{\chi}^2}{\Delta^Q_2(k_0)} \int_{-\delta}^{\delta} dp \int_{-\delta}^{\delta} dq \left[ f(\epsilon_{k_x+Q} - \epsilon_{k_x}) - f(\epsilon_{k_x+p+Q}) - f(\epsilon_{k_x+p+Q}) - f(\epsilon_{k_x+p+Q}) \frac{\Delta^Q(k_0 + p + q)}{\Delta^Q_0(k_0 + p + q)} \right],$$

where $f(\epsilon)$ is the Fermi function. We approximate the odd and even solutions as

$$\Delta^Q(k) \approx \text{const.}$$

$$\Delta^Q_2(k) \approx 2\pi - (k_x + k_y).$$

We evaluated the two integrals numerically using the dispersion relation for Pb$_{0.55}$Bi$_{1.5}$Sr$_{1.6}$La$_{0.4}$CuO$_{6+\delta}$ (see Ref. 13). In Fig. 12 we show our results for $\lambda_2/\lambda_1$ as a function of the momentum window size $\delta$.

We see from the plot that, as expected, $\lambda_2 < \lambda_1$, i.e., the even solution emerges at a higher $T$, although number-wise the values of $\lambda_2$ and $\lambda_1$ are quite close as long as $\delta < 2Q$. That $\lambda_1$ is larger, but $\lambda_2$ is close second is consistent with Ref. 11,12. If there was no preemptive transition, this result would imply that only $\Delta_1$ emerges at $T_{\text{CDW}}$, and $\Delta_2$ potentially appears at a lower $T$. As we discuss in the main text, the preemptive transition forces the two orders to appear simultaneously, if $T^* < T_{\text{CDW}}$ exceeds the difference between CDW transition temperatures for even and odd CDW order parameters.
antinodal regions gets transformed to higher frequencies, and the FS effectively takes the form of the Fermi arcs. We show below that this is expected behavior for a system with strong CDW fluctuations, but without a true CDW order.

A generic charge order with an ordering momentum \( Q \) introduces a new term \( H' = \Delta_k^Q c_k^\dagger Q c_{k-Q} + \text{h.c.} \) into the Hamiltonian. Then fermions with momenta \( k \pm Q, k \pm 3Q, k \pm 5Q, \ldots \) all become coupled. For commensurate \( Q = \pi M/(N) \), where \( M \) and \( N \) are integers, the “chain” of coupled momenta gets closed when after \( N \) steps, for incommensurate \( Q \) it is not closed, strictly speaking, but for practical purposes one can approximate \( Q \) by a close commensurate value. To diagonalize such a Hamiltonian one has to solve a \( N \)-dimensional matrix equation \( \mathbf{H} \mathbf{c} = \mathbf{0} \). The energy eigne-states with eigne-values \( E_1, E_2, \ldots, E_N \) are linear combinations of the original fermions,

\[
\begin{pmatrix}
  d_1 \\
  d_2 \\
  \vdots \\
  d_N
\end{pmatrix} =
\begin{pmatrix}
  u_{11} & u_{12} & \cdots & u_{1N} \\
  u_{21} & u_{22} & \cdots & u_{2N} \\
  \vdots & \vdots & \ddots & \vdots \\
  u_{N1} & u_{N2} & \cdots & u_{NN}
\end{pmatrix}
\begin{pmatrix}
  c_k \\
  c_{k-2Q} \\
  \vdots \\
  c_{k-2(N-1)Q}
\end{pmatrix},
\]

(67)

The ARPES spectral function measures the correlator of \( c \)-fermions and contains contributions from all edentates, with different weights

\[
I(\omega, k) \propto \text{Im}(\langle c_k(\omega) c_k^\dagger(\omega) \rangle) = \text{Im} \left( \sum_i u_{i1}^2 \langle d_i(\omega) d_i^\dagger(\omega) \rangle \right) = \text{Im} \left( \sum_i \frac{u_{i1}^2}{\omega - E_i - i\Gamma} \right),
\]

(68)

where \( \Gamma \) is kept as a finite lifetime to model the state below \( T^* \), in which CDW fluctuations are well-developed but a true CDW order does not yet occur. Using this procedure, we computed the spectral function \( I(\omega, k) \) at \( \omega = 0 \), as a function of \( k \) for stripe CDW order with either \( Q = Q_x \) or \( Q = Q_y \). The position of the peak in this spectral function yields the location of the reconstructed FS in the non-superconducting state. Since in a macroscopic system there exist domains with stripes in both directions, ARPES should measure the contributions from both. To model this, we assume that the measured ARPES intensity is the sum of \( I(\omega, k) \) for \( Q = Q_x \) and \( Q = Q_y \). Combining the spectral functions for CDW orders with \( Q_x \) and \( Q_y \), we obtained Fig. 4(a) in the main text. The Fermi arcs, terminating at hot spots, are clearly visible. The actual FS’s in the CDW-ordered state indeed cannot terminate inside the BZ, but other pieces of the FS have small spectral weights and are washed out by a finite \( \Gamma \). In the calculations we used the dispersion from Ref. 13:

\[
\epsilon(k_x, k_y) = -2t(\cos k_x + \cos k_y) - 4t' (\cos k_x \cos k_y) - 2t'' (\cos 2k_x + \cos 2k_y) - 4t''' (\cos 2k_x \cos k_y + \cos k_x \cos 2k_y) - \epsilon_0,
\]

with \( t = 0.22eV, t' = -0.034315eV, t'' = 0.035977eV, t''' = -0.0071637eV \), and we took \( \epsilon_0 = -0.24327eV \), slightly different from \(-0.240577eV \) in Ref. 13, to get a commensurate \( 2Q = 0.2\pi \) instead of \( 2Q \approx 0.19\pi \) in Ref. 13. We then used \( N = 10, M = 1, \) and set \( \Gamma = 50meV \).

The physical origin of the arc behavior can be understood analytically. Taking \( Q = Q_y \) and the region around hot spot 1 in Fig. 3, with momenta near \( k_0 + Q \), one can verify that the most relevant mixing, introduced by CDW order, is the one which involves the momenta \( k_0 + Q \) and \( k_0 - Q \), since for the rest the gap function is much smaller, and also high-energy fermionic states are involved. The effective \( 2 \times 2 \) Hamiltonian \( H = H_0 + H' \) can then be diagonalized by the standard Bogolubov transformation. Defining \( c_1 = c_k, c_2 = c_{k-2Q}, \epsilon_1 = \epsilon_k, \epsilon_2 = \epsilon_{k-2Q}, \) and \( \Delta = |\Delta_k^Q| \), we obtain

\[
\begin{pmatrix}
  d_+ \\
  d_-
\end{pmatrix} =
\begin{pmatrix}
  u & v \\
  -v & u
\end{pmatrix}
\begin{pmatrix}
  c_1 \\
  c_2
\end{pmatrix},
\]

(69)

where

\[
u^2 = \frac{1}{2} \left[ 1 + \frac{\epsilon_1 - \epsilon_2}{\sqrt{(\epsilon_1 - \epsilon_2)^2 + 4\Delta^2}} \right],
\]

\[
v^2 = \frac{1}{2} \left[ 1 - \frac{\epsilon_1 - \epsilon_2}{\sqrt{(\epsilon_1 - \epsilon_2)^2 + 4\Delta^2}} \right],
\]

(70)

with energy eigenvalues

\[
E_{\pm} = \frac{\epsilon_1 + \epsilon_2}{2} \pm \sqrt{\left( \frac{\epsilon_1 - \epsilon_2}{2} \right)^2 + \Delta^2}.
\]

(71)
the ARPES spectral function at $\omega = 0$ is

$$I(\omega = 0, k) \propto \text{Im}(\langle c_1^\dagger c_1 \rangle) = \text{Im} \left( \frac{u^2}{E_+ - i\Gamma} + \frac{v^2}{E_- - i\Gamma} \right).$$  (72)

The peaks in the momentum distribution curves are at $E_\pm = 0$, which correspond to $\epsilon_1\epsilon_2 = \Delta^2$. This condition defines a hyperbola in the momentum space around the hot spot 1, as shown in Fig. 13. The solid and dashed lines in this figure are the original FS $\epsilon_k = 0$ and the “shadow” FS $\epsilon_k = 2Q = 0$. At small $\Delta$, there is another part of the FS, to the right of point 1 in this figure, but for large enough $\Delta$ used in the plot the right branch is pushed out the BZ boundary. The spectral weight along the red line in Fig. 13 depends on coherence factors and is much larger for the part that is close to the original FS, than for the part close to the shadow FS. As a result, the only visible spectral peak at $\omega = 0$ in the momentum space is along the former FS $\epsilon_k = 0$, and it effectively terminates at the hot spot, as in Fig. 13. The contribution from the domain with $Q = q$ is obtained in a similar manner, and the full result is the spectral function with largest intensity at four Fermi arcs, as in Fig. 4(a) in the main text.

Another focus of our interest is the measured ARPES dispersion along the BZ boundary in the antinodal (AN) regions. Experiments performed on Pb$_{0.55}$Bi$_{1.5}$Sr$_{1.6}$La$_{0.4}$CuO$_{8+\delta}$ (Pb-Bi2201) have detected two prominent features: (1) upon cooling below $T^*$, the momentum at with the dispersion has a minimum shifts from $k_F$ to a larger value $k_G$, (2) at $T < T_c$, there emerges a weak, “shoulder”-like peak in the energy distribution curve at the binding energy $\omega \sim 30$ meV. We find that both these features can be accounted for within our theory.

Again, we need to consider two domains: domain I with CDW order along $y$ direction, and domain II with CDW order along $x$ direction. For simplicity, we will assume both CDW gap functions can be approximated by constants, in which case $\Delta_x = \mu \Delta_y$, with $\mu > 1$. Because typical energy scale for fermionic dispersion in the AN region, albeit larger than $\Gamma$, is much smaller than the bandwidth, we again can neglect high-energy electronic states. A simple analysis shows that for low-energy consideration it is sufficient to include three states with momenta $k, k + 2Q_{y,x}, k - 2Q_{y,x}$. We show this in Fig. 13(a) and 13(b).

In domain I, the two states with momenta $k$ and $k + 2Q_y$ cross at a small positive energy $\delta \epsilon$ near the $k_F$ point along the BZ boundary ($k_F = (k_x, \pi)$). The energy of the state with momentum $k - 2Q_y$ is much larger in this region. In this situation, we can further reduce the three-state system it to a two-state system. The energy eigenvalues at the crossing point are $\delta \epsilon \pm \Delta_y$. Once $\Delta_y$ exceeds $\delta \epsilon$, one of the energies $\epsilon_1 = \delta \epsilon - \Delta_y < 0$ becomes negative, and the corresponding state becomes visible by ARPES. Carrying out calculations at different $k$, we found that this $\epsilon_1$ sets the local minimum of the reconstructed dispersion. We show this in Fig. 13(a). Most importantly, this local minimum is reached at $k = k_G \equiv Q$, which is necessary larger than $k_F$. As a result, the position of the minimum shifts from $k_F$ to a larger value $k_G$. We stress that this happens because the order is along $Q_y$ (in our geometry). For CDW order with diagonal momentum ($\pm 2Q, \pm 2Q$), we found the opposite result: the position of the local minimum shifts to a smaller momentum. This would contradict the experiment.

We used the experimental values of $\epsilon_a(k_y = 0) = -38$ meV, $\epsilon_b = -59$ meV, and $\delta \epsilon = 5$ meV, and set $\Delta_y = 35$ meV...
to match the energy of the local minima at $k_G$ at $\omega = 30$ meV. Using these numbers, we obtained rather good agreement with the full reconstructed spectrum.

In domain II, two out of three states are degenerate, and we define $\epsilon_{\pi+2Q,k_y} = \epsilon_{\pi-2Q,k_y} = \epsilon_0(k_y)$. We also define $\epsilon_a(k_y) = \epsilon_{\pi,k_y}$. By solving such a 3-by-3 matrix equation on eigen-values and eigen-functions we find that the dominant contribution to the spectral function comes from $E_1 = (\epsilon_a + \epsilon_b)/2 + \sqrt{[(\epsilon_a - \epsilon_b)/2]^2 + 2\Delta_y^2} > \epsilon_a$. We note that $\epsilon_a = -38meV$ is small and $\Delta_x > \Delta_y = 35meV$. For such parameters, we found that $E_1 > 0$. Since ARPES can only detect filled states, the peak at $E_1 > 0$ is invisible to ARPES. In other words, in the normal state, the full dispersion measured by ARPES comes from domain I.

Once superconductivity sets in at $T_c$, electron and hole states mix up, and the system develops a shadow image of $E_1$ at a negative energy, at $-\sqrt{E_1^2 + \Delta_y^2}$. The superconducting gap $\Delta_y$ is rather small in Pb-Bi$_{2201}$, hence the image is at approximately $-E_1$. We show this in Fig. 14 (b). Like we said, the emergence of the new flat dispersion below $T_c$ has been observed in the experiment. The position of the new band is at around 25 meV. To match it, we need $\Delta_y = 51$ meV, consistent with $\Delta_x = \mu \Delta_y$ and $\mu > 1$, although we were not able to extract the value of $\mu$ from the data.

In Fig. 14 (c) we show the combined peaks from both domains. This is our theoretical result for the spectral function with ARPES. We view the agreement with the data as reasonably good.

**IX. BOND ORDER WITH DIAGONAL MOMENTA ($\pm Q, \pm Q$)**

For completeness and for comparison with our results on CDW order with $Q_x$ or $Q_y$, we also consider charge order with momenta $\vec{Q} = (\pm Q, \pm Q)$, as depicted in Fig. 15. A charge order with diagonal momentum has been studied in Refs. 3-18. The critical temperature for the instability towards such order is exactly the same as superconducting $T_c$, if one neglects the curvature of the FS near the hot spots. The gap function for a diagonal charge order has a $d$-wave structure $(c^\dagger(k + \bar{Q}/2)c(k - \bar{Q}/2)) = \Delta(\cos k_x - \cos k_y)$, similar to that of a $d$-wave superconducting order parameter. A $d$-wave charge order does not create a charge density modulation $\langle c^\dagger(r)c(r) \rangle$, but it introduces modulations of the correlation function between neighboring sites:

$$\langle c^\dagger(r)c(r+a) \rangle = 2\Delta \cos \vec{Q} \cdot \left( r + \frac{\vec{a}}{2} \right) (\delta_{\alpha,x} - \delta_{\alpha,y})$$

where $\vec{x}$ and $\vec{y}$ are vectors along $x$ and $y$ directions, in units of interatomic spacing $\vec{a}$. A charge order of this kind is called bond order.

To obtain the onset temperature for bond order, $T_{BO}$, and compare it with superconducting $T_c$, we add to the spin-fermion action two infinitesimal vertices $\Phi_0(k)c_{k,\alpha}(i\sigma^{y}_{\alpha\beta})c_{-k,\beta}^\dagger$ and $\Psi_0(k)c_{k,\alpha}\delta_{\alpha\beta}c_{k+Q,\beta}^\dagger$, where $\vec{k}$ stands for $2+1$
momentum \((\omega_m, \mathbf{k})\). These vertices gets renormalized by spin-fermion interaction, and the critical temperature \((T_{\text{BO}}\) or \(T_c\)) is obtained when the corresponding susceptibility diverges, i.e., the solution for fully renormalized \(\Phi(\mathbf{k})\) or \(\Psi(\mathbf{k})\) exists even when the bare vertices are set to zero.

The authors of \cite{3,18} have demonstrated that a superconducting instability and an instability towards bond order come from the fermions located in the same hot regions, only for bond order one of the regions is shifted by \((2\pi, 0)\).

The ladder renormalizations of \(\Phi_0(\mathbf{k})\) and \(\Psi_0(\mathbf{k})\) are shown in in Fig. 16, where the wavy line is the spin-fermion interaction. In analytical form we have, at the corresponding critical temperatures,

\[
\Phi(\mathbf{k}) = -3 \int G(\mathbf{k}') G(-\mathbf{k}') \chi(\mathbf{k} - \mathbf{k}') \Phi(\mathbf{k}' + \pi)
\]

\[
\Psi(\mathbf{k}) = 3 \int G(\mathbf{k}') G(\mathbf{k} + \mathbf{Q}) \chi(\mathbf{k} - \mathbf{k}') \Psi(\mathbf{k}' + \pi),
\]

where \(\chi(\mathbf{k} - \mathbf{k}')\) is defined in the main text and in the first Section of the SM. The difference in the overall sign in the r.h.s is due to different Pauli algebra – for superconducting vertex \(\sigma_{\alpha'\alpha}(i\sigma_{\beta\beta'})\sigma_{\beta'\beta} = -3i\delta_{\alpha\alpha'}\), while for bond vertex \(\sigma_{\alpha'\alpha}(\delta_{\alpha\beta})\sigma_{\beta'\beta} = 3\delta_{\alpha'\beta'}\). One can easily verify that, if one neglects the curvature of the FS, \(\epsilon_{\mathbf{k} + \mathbf{Q}} = -\epsilon_{\mathbf{k}}\), and hence \(G(-k) = -G(k + \mathbf{Q})\). In this approximation, the two channels are then degenerate, i.e., \(T_c = T_{\text{BO}}\). Once the curvature of the FS is included, the degeneracy is lifted and \(T_c > T_{\text{BO}}\). The reasoning here is that superconductivity involves fermions with strictly opposite \(k\), and the momentum integration can still be replaced by the integration over \(\epsilon_k\), with a constant prefactor, even in the presence of the FS curvature. For bond order, the relation \(\epsilon_{\mathbf{k} + \mathbf{Q}} = -\epsilon_{\mathbf{k}}\) no longer holds in the presence of the FS curvature, and this reduces the kernel in the Eq. (74) for \(\Psi\).

Explicitly, expanding near a hot spot, we obtain

\[
\epsilon(\mathbf{k}) = -v_F(k_\perp + \tilde{k}k_\parallel^2/k_F),
\]

where \(k_\parallel\) and \(k_\perp\) are momenta parallel and perpendicular to the FS, respectively, and \(\tilde{k}\) is a dimensionless parameter.
characterizing the curvature of the FS. In this section we will use dimensionless parameters

\[ \tilde{g} \equiv \frac{g}{v_F k_F}, \]
\[ \tilde{\xi} \equiv \xi k_F. \]

(76)

where \( \xi \) is the magnetic correlation length. The dimensionless coupling \( \tilde{g} \), dimensionless correlation length \( \tilde{\xi} \), and dimensionless FS curvature \( \tilde{\kappa} \) are three input parameters for the consideration in this Section. An additional parameter, set by the FS geometry, is the angle between Fermi velocities at hot spots separated by \((\pi, \pi)\). To simplify the presentation, we assume that these two velocities are orthogonal to each other.

We follow earlier works\(^1\)\(^–\)\(^3\),\(^18\)\(^–\)\(^20\) and assume that the spin-fermion interaction can be well approximated by its value between fermions on the FS. Integrating over momenta transverse to the FS in the fermionic propagators, we obtain integral equations for \( \Phi(\omega_m, k_\parallel) \) and \( \Psi(\omega_m, k_\parallel) \), which depend on frequency and on momenta along the FS. The equations are

\[ \Phi(\omega_m, k_\parallel) = \int_{m'k'_\parallel} K(\omega_m, k_\parallel, \omega_m', k'_\parallel; 0) \Phi(\omega_m', k'_\parallel), \]
\[ \Psi(\omega_m, k_\parallel) = \int_{m'k'_\parallel} K(\omega_m, k_\parallel, \omega_m', k'_\parallel; \tilde{\kappa}) \Psi(\omega_m', k'_\parallel), \]

(77)

where \( \int_{m'k'_\parallel} \) stands for \( T \Sigma_{m'} \int d k'_\parallel / 2\pi \) and

\[ K(\omega_m, k_\parallel, \omega_m', k'_\parallel; \tilde{\kappa}) = \frac{3\tilde{g}k_F / 2 [\omega_m' + \Sigma(\omega_m', k'_\parallel)]}{[\omega_m' + \Sigma(\omega_m', k'_\parallel)]^2 + v_F^2 \tilde{\kappa}^2 k_F^2 / k_F^2 + k_\parallel^2 + \gamma |\omega_m - \omega_m'| + \tilde{\xi}^{-2} k_F^2}. \]

(79)

### A. \( T_c \) and \( T_{BO} \) at the onset of SDW order

At the magnetic quantum-critical point \( \tilde{\xi}^{-1} = 0 \). We show that, in this situation, the critical temperature for bond order \( T_{BO} \) is smaller than \( T_c \) due to curvature. This agrees with earlier works\(^2\)\(^–\)\(^3\),\(^18\)\(^–\)\(^20\). That \( T_{BO} < T_c \) can be seen directly from Eq. (79) because the kernel \( K \) is positively definite and is suppressed in the presence of \( \tilde{\kappa} \). However, we also show that, at \( \tilde{\xi}^{-1} = 0 \), \( T_{BO} \) remains non-zero even if the curvature is large.

It is convenient to introduce the set of rescaled variables

\[ \tilde{T} = \frac{\pi T}{\omega_0}, \quad \tilde{\omega}_m = \frac{\omega_m}{\omega_0}, \quad \tilde{k}_\parallel = \frac{k_\parallel}{\sqrt{\omega_0}}. \]

(80)

In these notations, the linearized gap equation for the bond order becomes

\[ \Psi(\tilde{\omega}_m, \tilde{k}_\parallel) = \frac{1}{4\pi} \int_{\tilde{T}} \frac{d \tilde{\omega}_m}{\tilde{k}_\parallel^2 + k_\parallel^2} \frac{d \tilde{k}_\parallel}{k_\parallel^2} \frac{|\tilde{\omega}_m' + \Sigma(\tilde{\omega}_m', \tilde{k}_\parallel')|}{|\tilde{\omega}_m' + \Sigma(\tilde{\omega}_m', \tilde{k}_\parallel')|^2 + 16\tilde{g}^2 \tilde{\kappa}^2 k_F^4 / \pi^2} \Psi(\tilde{\omega}_m', \tilde{k}_\parallel'), \]

(81)

where the rescaled self-energy is\(^2\)\(^–\)\(^3\)

\[ \Sigma(\tilde{\omega}_m, \tilde{k}_\parallel) = \sqrt{|\tilde{\omega}_m| + \tilde{k}_\parallel^2} - |\tilde{k}_\parallel|. \]

(82)

We verified, using the same strategy as in our earlier work\(^4\) on superconducting \( T_c \) at \( \tilde{\xi}^{-1} = 0 \), that the leading contribution to the r.h.s of Eq. (81) comes from the region where \( \Sigma > \omega_m' \) and \( \tilde{k}_\parallel' > \tilde{\omega} \). In this region, the momentum dependence of \( \Psi \) is more relevant than its frequency dependence. Keeping only the momentum dependence in \( \Psi \) and introducing \( x = \tilde{k}_\parallel^2 \) and \( y = \tilde{k}_\parallel \), we re-write (81) as

\[ \Psi(y) = \frac{1}{2\pi} \int_{T_{BO}}^{1} \frac{dx}{x + y} \log \frac{x^2 + 64\tilde{g}^2 \tilde{\kappa}^2 x^3}{T^2 + 64\tilde{g}^2 \tilde{\kappa}^2 x^3} \Psi(x). \]

(83)

For superconductivity, the same procedure yields

\[ \Phi(y) = \frac{1}{\pi} \int_{T_c}^{1} \frac{dx}{x + y} \log \frac{x}{T} \Phi(x). \]

(84)
FIG. 17: The onset temperatures for superconductivity and bond order, $T_c$ and $T_{BO}$, respectively as functions of dimensionless FS curvature $\tilde{\kappa}$ at the onset of SDW order (magnetic $\xi^{-1} = 0$). We set $\tilde{g} = 0.1$. Superconducting $T_c$ is not affected by the curvature, while $T_{BO}$ decreases but remains finite. In analytical consideration $T_{BO}/T_c$ was found to scale as $\tilde{\kappa}^{-2}$ at large enough curvature. We show this functional behavior by a dashed line.

Comparing Eqs. (83) and (84), we find that the curvature term couples to $x^3$ and provides a soft upper cutoff to the integral over $x$, at $x \sim 1/(\tilde{g}\tilde{\kappa})^2$. At large $\tilde{g}\tilde{\kappa}$ we then have $T_{BO}/T_c \propto 1/(\tilde{g}\tilde{\kappa})^2 \ll 1$. We see that $T_{BO}$ remains finite, no matter how strong the curvature is. In other words, at $\xi^{-1} = 0$, there is no threshold value of $\tilde{\kappa}$ above which bond order would not develop.

To check our analytical reasoning, we solved Eqs (77) and (78) numerically and obtained the same result – $T_{BO}$ decreases with increasing $\tilde{\kappa}$, but remains finite. We show the results in Fig. 17. We set $\tilde{g} = 0.1$, $\xi = \infty$, and varied $\tilde{\kappa}$.

B. $T_c$ and $T_{BO}$ at a finite $\xi$

When the system moves away from the magnetic QCP, it eventually recovers a conventional FL behavior in the normal state. Indeed, as the correlation length $\xi$ decreases, $\omega_{sf} = \xi^{-2}k_F^2/\gamma$ becomes the upper energy cutoff for the pairing. Below this scale, the spin susceptibility can be treated as frequency-independent constant and the fermionic self-energy is linear in frequency:

$$
\Sigma(\omega_m, k_{\parallel}) = \frac{3\tilde{g}k_F}{2\pi \sqrt{\gamma}} \left( \sqrt{\left|\omega_m\right|} + k_{\parallel}^2/\gamma + \omega_{sf} - \sqrt{k_{\parallel}^2/\gamma} + \omega_{sf} \right) \text{sgn}(\omega_m)
$$

$$
\approx \frac{3\tilde{g}\tilde{\xi}}{2\pi} \frac{\omega_m}{2\sqrt{\omega_{sf}}}
$$

$$
= \lambda \omega_m.
$$

(85)

In the last line we have defined $\lambda = \frac{3\tilde{g}\tilde{\xi}}{2\pi}$. Plugging this into Eq. (77) for superconducting $T_c$ and using the condition that typical $\omega, \omega'_m, k_{\parallel}^2, k_{\parallel}'^2/\gamma$ are all small in this limit compared to $\omega_{sf}$, we integrate over momentum $k_{\parallel}'$ and obtain

$$
\Phi = \frac{\lambda}{1 + \lambda} \log \frac{\omega_{sf}}{T} \Phi.
$$

(86)

For superconducting $T_c$ we then have a conventional BCS-McMillan result:

$$
T_c \sim \omega_{sf} \exp \left( -\frac{1 + \lambda}{\lambda} \right).
$$

(87)

Hence, as the system moves away from the QCP, it crosses over to a BCS behavior, and $T_c$ gradually decreases as $\tilde{\xi}$ decreases and $\lambda$ gets smaller.
FIG. 18: Superconducting $T_c$ and the onset temperature $T_{BO}$ for bond order with diagonal $\mathbf{Q}$, as functions of the magnetic correlation length. We set $\tilde{\kappa} = 0.14$ and $\tilde{g} = 0.1$. The red dashed line is $\xi_{cr}$, given by Eq. (92).

For bond order, the gap equation in the rescaled variables becomes, in this limit,

$$\Psi = \frac{1}{4\pi} \int_T d\omega_m d\tilde{k}_\parallel (1 + \lambda)^2 \left( \tilde{\omega}_m' \right)^2 + 16\tilde{g}^2 \tilde{\kappa}^4 k^4/\pi^2$$

where we defined

$$\tilde{\omega}_sf = \frac{\omega_sf}{\omega_0} = (2\lambda)^{-2}.$$  

Typical $\tilde{k}_\parallel^4$ are of order $\tilde{\omega}_sf$, and in the second term in the denominator we can safely replace $\tilde{k}_\parallel^4$ by $\tilde{\omega}_sf^2$. We then see that the curvature $\tilde{\kappa}$ now appears in a combination with a constant term and by this reason provides a lower cutoff for the BCS-like logarithmic behavior. This is qualitatively different from the behavior at the magnetic QCP, where the curvature couples to the running variable $x^3$. Because of the cutoff, the frequency integral no longer diverges at $T = 0$. Hence, at some critical $\tilde{\xi}$, the linearized gap equation for bond-order vertex has a solution at $T = 0$. Explicitly setting $T = 0$ in (88) and integrating over $\tilde{k}_\parallel$, we obtain,

$$\Psi = \frac{1}{2} \frac{\lambda}{1 + \lambda} \int_{-\omega_sf}^{\omega_sf} d\omega \frac{\omega}{|\omega|^2 + 16\tilde{g}^2 \tilde{\kappa}^2 \omega^2_f / \pi^2}.$$  

Integrating over frequency, we find

$$1 = \frac{\lambda}{1 + \lambda} \left( \log \frac{\pi}{4\tilde{g}\tilde{\kappa}} \right).$$

The solution exists at the critical $\tilde{\xi}$ given by

$$\tilde{\xi}_{cr}^{-1} \sim \tilde{g} \log \left( \frac{\pi}{4\tilde{g}\tilde{\kappa}} \right).$$

At smaller $\tilde{\xi} < \tilde{\xi}_{cr}$, the equation on $\Psi$ only allows a trivial solution $\Psi = 0$, hence bond order does not develop at any $T$.

To verify this, we solved for $T_c$ and $T_{BO}$ numerically. We set $\tilde{g} = 0.1$ and $\tilde{\kappa} = 0.14$ and varied $\tilde{\xi}$. We verified that superconducting $T_c$ crosses over to BCS behavior at small enough $\tilde{\xi}$, while for bond order, there exists a critical $\tilde{\xi}$ at which $T_{BO}$ vanishes. We show the results in Fig. 18.

Although the behavior of $T_{BO}$ resembles that of $T_{CDW}$ for CDW order with either vertical or horizontal $\mathbf{Q}$, the physics behind the reduction of these temperatures with decreasing magnetic $\xi$ is different. For bond order with diagonal $\mathbf{Q}$, the reduction of $T_{BO}$ compared to $T_c$ and its eventual vanishing is solely due to the FS curvature. If we
FIG. 19: A schematic phase diagram for the (artificial) case when the only two competing states are superconductivity and bond order with a diagonal \( Q \). The light blue region is where the pseudogap phase, which combines superconducting fluctuations at large \( x \) and fluctuations between SC and bond order at small \( x \).

set \( \tilde{\kappa} \) to zero, \( T_c \) and \( T_{BO} \) remain identical at any \( \xi \). For CDW order with vertical or horizontal \( Q \), the reduction and eventual vanishing of \( T_{CDW} \) upon decreasing of \( \xi \) is not related to curvature and holds even if we set curvature to zero. At a small curvature then, \( T_{BO} > T_{CDW} \), but which temperature is larger at \( \tilde{\kappa} = O(1) \) depends on numbers. We emphasize again in this regard that for CDW with a vertical or horizontal \( Q \), the first instability upon lowering \( T \) is at \( T^* > T_{CDW} \), towards the state which breaks time-reversal symmetry. No such transition holds for bond order with a diagonal \( Q \).

C. Interplay between superconductivity and bond order

For completeness, we also present the phase diagram for the (artificial) case when the only two competing states are superconductivity and bond order with a diagonal \( Q \), i.e. when CDW order with vertical or horizontal \( Q \) is just neglected. We show the result in Fig. 19. Because \( T_c \) is larger than \( T_{BO} \), the leading instability upon lowering \( T \) is always into a superconducting state, bond order may appear only at a lower \( T \). At the same time, at large \( \xi \), \( T_c \) by itself is reduced because over some range of \( T \) the system fluctuates between superconductivity and bond order \( 11,18 \) (a light blue region in Fig. 19). The phase diagram in Fig. 19 is similar to that in Ref. \[18\], but differs in that in our analysis bond order only emerges at \( \xi > \xi_{cr} \), i.e., there exists another quantum-critical point (QCP\( _2 \)) at some distance away from a magnetic quantum-critical point (QCP\( _1 \)).
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