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Abstract: We consider correlation functions of the stress-tensor or a conserved current in AdS$_{d+1}$/CFT$_d$ computed using the Hilbert or the Yang-Mills action in the bulk. We introduce new recursion relations to compute these correlators at tree level. These relations have an advantage over the BCFW-like relations described in arXiv:1102.4724 and arXiv:1011.0780 because they can be used in all dimensions including $d = 3$. We also introduce a new method of extracting flat-space S-matrix elements from AdS/CFT correlators in momentum space. We show that the $(d+1)$-dimensional flat-space amplitude of gravitons or gluons can be obtained as the coefficient of a particular singularity of the $d$-dimensional correlator of the stress-tensor or a conserved current; this technique is valid even at loop-level in the bulk. Finally, we show that our recursion relations automatically generate correlators that are consistent with this observation: they have the expected singularity and the flat-space gluon or graviton amplitude appears as its coefficient.

Keywords: AdS/CFT, correlation functions, recursion relations, S-matrix.
1. Introduction

In this paper, we address two issues: the question of computing AdS/CFT correlators efficiently and the problem of reconstructing the flat-space S-matrix from boundary correlation functions.

Given a perturbative bulk quantum field theory, the AdS/CFT conjecture [1] provides a conceptually straightforward method of computing correlation functions in the boundary CFT [2]. However, in practice this procedure is quite tedious for theories that involve gravitational interactions in the bulk. This is because of two difficulties. First, it is very difficult to compute graviton scattering amplitudes even in flat space since expanding the Hilbert action leads to an infinite set of interaction vertices of formidable complexity; for example, the four point vertex has 2,850 terms [3]. In AdS, this difficulty is compounded by the necessity of doing bulk integrals that, in position space, cannot be done in terms of elementary functions.

In flat space, it was realized long ago [3, 4] that complicated interaction vertices could nevertheless give rise to simple final answers for graviton amplitudes. More recently, starting with the development of the BCFW recursion relations [5], there has been rapid progress in the development of new on-shell techniques to compute amplitudes without using Feynman diagrams at all. (See [6] and references there.)

In [7, 8], a generalization of the the BCFW recursion relations was presented that could be used to compute correlation functions of stress-tensors or conserved currents in AdS/CFT. The problem of performing difficult z-integrals was addressed in [9] which made the observation that going to momentum space on the boundary led to simple answers for stress tensor
correlators in odd boundary dimensions. (See also \[10, 11\] for a different approach to this problem.)

However, these two results could not be immediately combined because although the BCFW recursion relations of \[7, 8\] are phrased in momentum space, they apply only in higher than three boundary dimensions, while this is exactly the case that was considered in detail in \[9\].

In this paper we present new recursion relations for AdS_{d+1}/CFT_d correlators in momentum space that are valid in arbitrary dimensions including, crucially, \(d = 3\). Combined with the results for three-point functions presented in \[9\], they can be used to compute explicit results for four-point functions of the stress-tensor; we present these in a companion paper \[12\].

These recursion relations are somewhat similar to the recursion relations developed by Risager [13] for flat space gluon and graviton amplitudes. The idea is to shift the momentum of each operator by a vector that is proportional to the external polarization vector for that operator and a complex parameter \(w\). This is very natural in \(d = 3\), where the polarization vectors of anything higher than a 3-pt correlator must be linearly dependent. Moreover, the behaviour at large \(w\) is now fixed just by the Ward identities and does not require any additional analysis. This immediately leads to new recursion relations for flat-space gluon and graviton scattering amplitudes. Using the techniques of \[7, 8\], we can lift these recursion relations to AdS.

Our final answer for the \(n\)-point correlator \(T_n\) is written schematically in the form:

\[
T_n = \sum_{\pi, e^m} \int_{\mathcal{H}} \left[ -iT^*_{m+1}(w)T^*_{n-m+1}(w) + \tilde{B} \right] \frac{dw}{w},
\]  

(1.1)

where the sum runs over various partitions of the operators into a “left” and a “right” set, and over the various possible polarizations of an auxiliary “internal particle”, and the integral runs over a specified contour \(\mathcal{H}\). In odd boundary dimensions, as we show in \[12\], the integral over \(w\) can be performed just by extracting residues at easily identifiable poles. The \(n\)-point correlator factorizes into sums of products of “transition amplitudes” which are correlation functions taken between specified states as discussed in \[7, 8\]; this is why we place a * in the superscript on the right hand side. \(\tilde{B}\) is a “boundary term” that is fixed by the Ward identities.

The second question we address in this paper is: can the flat space graviton amplitude be recovered from the boundary stress tensor correlator? This question was addressed in the early days of AdS/CFT — albeit in a somewhat formal manner (see \[14\] and references there) — and more recently in Mellin space \[11, 15\] where several explicit results were obtained. However, extending an observation first made for three-point functions in \[9\], we show that the flat-space limit is particularly elegant in momentum space: the flat-space graviton amplitude in \(d + 1\) dimensions appears as the coefficient of a specific singularity in the stress tensor correlator.
In section 3, we prove that, for a scattering process at \( l \)-loops in pure gravity, the flat space amplitude \( M \) with polarization tensors \( e^m \) and on-shell momenta \( \tilde{k}^m = \{k^m, i|k^m|\} \) is related to the the stress-tensor correlator \( T \) by

\[
M(e^1, \tilde{k}^1, \ldots e^n, \tilde{k}^n) = \lim_{E_T \to 0} \frac{(E_T)^{\alpha_{gr}^l(n)}}{(\prod |k^m|)^{\frac{d}{2}} \Gamma(\alpha_{gr}^l)} T(e^1, k^1, \ldots e^n, k^n),
\]

with \( \alpha_{gr}^l = (\frac{n}{2} - 1 + l)(d - 1) + 1 \), and \( E_T = \sum |k^m| \).

In exactly the same way, the flat-space gluon scattering amplitude (with external polarization vectors \( \epsilon^m \)) is related to the current-correlators,

\[
M(\epsilon^1, \tilde{k}^1, \ldots \epsilon^n, \tilde{k}^n) = \lim_{E_T \to 0} \frac{(E_T)^{\alpha_{gl}^l(n)}}{(\prod |k^m|)^{\frac{d}{2}} \Gamma(\alpha_{gl}^l)} T(\epsilon^1, k^1, \ldots \epsilon^n, k^n),
\]

although the singularity now appears with an exponent

\[
\alpha_{gl}^l(n) = (\frac{n}{2} - 1 + l)(d - 3) + 1.
\]

At higher than tree-level (i.e for \( l > 0 \)), the relation above must be understood in dimensional regularization since both sides are UV-divergent.

The idea behind this limit is quite simple. Given a \( d \)-dimensional boundary momentum \( k \), we can append its norm to the vector and create a new \( d + 1 \) dimensional massless momentum vector \( \tilde{k} \). The \( d + 1 \) dimensional flat-space amplitude depends on these massless-momenta but involves momentum conservation in all \( d + 1 \) dimensions. The boundary correlator conserves momentum only in \( d \)-dimensions. However, when we tune the boundary momenta so that momentum in the “radial” direction is also conserved, then we get a singularity in the correlator with a coefficient that is precisely the flat space scattering amplitude!

Our flat space limit is valid more generally than our recursion relations. For one, it applies even at loop level in the bulk, although our recursion relations are valid only at tree level. Second, it is straightforward to generalize it to the case of higher derivative interactions in the bulk as we describe below. So we hope that it will be of relevance more broadly beyond serving as a check on our answers for correlators. The flat space limit is also logically independent of the recursion relations, so the reader who is interest only in this aspect of the paper should skip to section 5.

A brief overview of this paper is as follows. In section 3, we present new recursion relations for graviton and gluon scattering in flat space. In section 4, we generalize these recursion relations to tree-level correlation functions of the stress-tensor or of conserved currents. In section 5, we prove the flat space limit described above. In section 5.3, we bring these two streams together and show that our recursion relations automatically have the correct flat space limit. In the Appendix, we briefly discuss some of the problems associated with generalizing the usual BCFW recursion relations to \( d = 3 \).
2. Setting

In this paper, we will consider correlation functions of the stress-tensor, and of conserved currents, in momentum space:

\[
\langle T_{i_1j_1}(k_1) \ldots T_{i_nj_n}(k_n) \rangle \equiv \int \langle \mathcal{T} \{ T_{i_1j_1}(x_1) \ldots T_{i_nj_n}(x_n) \} \rangle e^{i \sum_{m=1}^n k^m \cdot x^m} d^d x_m, \tag{2.1}
\]

where \( \mathcal{T} \) is the time-ordering symbol.

It is convenient to think of this object as a functional of “polarization” tensors.

\[
T(e^1, k^1, \ldots, e^n, k^n) = e^1_{i_1j_1} \ldots e^n_{i_nj_n} \langle T_{i_1j_1}(k_1) \ldots T_{i_nj_n}(k_n) \rangle, \tag{2.2}
\]

where the \( i_m, j_m \) run over the boundary directions. For current correlators we can consider

\[
T(\epsilon^1, k^1, \ldots, \epsilon^n, k^n) = \epsilon^1_{i_1} \ldots \epsilon^n_{i_n} \langle j^{i_1}(k_1) \ldots j^{i_n}(k_n) \rangle, \tag{2.3}
\]

where we have suppressed the color indices carried by the currents, which will have no relevance in our analysis.

However, note that in (2.3), if we have \( \epsilon^n = k^n \), then the right hand side can be evaluated using Ward identities, which relate it to a lower point function. Similarly, in (2.2) if either (a) \( e^n_{ij} = v_i k_j \), for some \( v_i \) or (b) \( e^n_{ij} = -e^n_{ji} \) or (c) \( e^n_{ij} = \eta_{ij} \) then the right hand side is determined in terms of various Ward identities [16].

This means that we only need to consider transverse-polarization vectors in (2.3) and only symmetric, traceless, transverse polarization matrices in (2.2). In \( d \)-dimensions, this allows \( d - 1 \) polarization-vectors for currents and \( \frac{d(d-1)}{2} - 1 \) polarization tensors for stress tensors.

If we are given the bulk action, we can compute these correlators directly using Witten diagrams [2]. However, the Hilbert action of general relativity, when expanded in small fluctuations of the metric-tensor, leads to an infinite set of interaction vertices of increasing complexity. So, in dealing with gravitational theories, it is necessary to find more efficient ways of computing these correlators, as we do below.

**Notation:** In this paper, we use bold-face for vectors but not their components. The particle-number index on momenta or polarization vectors is usually placed in the superscript and we usually use \( m, n \) etc for this index. We use \( i, j \) etc. for boundary spacetime indices and \( \mu, \nu \) etc. for bulk spacetime indices.

3. New Flat Space Recursion Relations

In this section we start by describing some new recursion relations in flat space. These will help establish notation and serve as a warm-up for the new recursion relations in AdS. We first describe these recursion relations for gauge-boson amplitudes, and then for graviton amplitudes.
3.1 Recursion in Yang-Mills

Consider an amplitude in Yang-Mills theory — \( M(k^1, \epsilon^1 \ldots k^n, \epsilon^n) \) — where the external gluons have momenta \( k^m \) and polarizations \( \epsilon^n \). In order to apply the recursion relations, we will need the further constraints that some set of \( m \) of these vectors is linearly dependent. Without loss of generality, we can take these to be first \( m \)-insertions.

\[
\sum_{p=1}^{m} \alpha_p \epsilon^p = 0, \tag{3.1}
\]

where the \( \alpha \) are some coefficients. Now, polarization vectors can be shifted by a multiple of the momentum. In 4-dimensional theories, for any 4-point and higher amplitude, we can always use this freedom to find a set of polarizations that satisfy (3.1). In higher dimensions, we can build up an amplitude with more general polarization vectors, by using linear combinations of polarizations that satisfy (3.1) as explained in section 4.4 of [8].

Now, consider deforming the amplitude through the extension

\[
k^p \rightarrow k^p(w) \equiv k^p + \alpha_p \epsilon^p w, \quad p \leq m \tag{3.2}
\]

for each of the first \( m \)-insertions. Note that there is no sum over \( p \) in the second term above. The condition (3.1) ensures that momentum is conserved under this deformation. This is similar to the extension described by Risager [13].

The tree-amplitude is a rational function of \( w \), and it is quite easy to see that it dies off at large \( w \). To see this, we merely need to apply the Ward identities. For large \( w \),

\[
M(k^1, \epsilon^1 \ldots k^m, \epsilon^m \ldots k^n, \epsilon^n) = \frac{N}{\mu^{m_1} \ldots \mu^{m_n}} \prod_{\mu} (k^1(0) - k^m(0)) \quad \sum_{\mu} \epsilon^m \prod_{\mu} M_F^{\mu_1 \ldots \mu_n}(k^1, \ldots k^m) \prod_{\mu} \epsilon^n \prod_{\mu} M_F^{\mu_1 \ldots \mu_n}(k^1, \ldots k^m), \tag{3.3}
\]

where \( M_F^{\mu_1 \ldots \mu_n} \) comes from summing all Feynman diagrams that contribute to the amplitude and we have defined \( \frac{N}{\mu^{m_1} \ldots \mu^{m_n}} = (\prod \alpha_i)^{-1} \). However, the Ward identities tell us that whenever we contract a momentum with \( M_F \) we get zero. Moreover, \( M_F \) itself can, at worst, scale like \( w \) under the extension (3.2). So the expression in (3.3) vanishes at large \( w \).

As usual the poles of the amplitude under (3.2) occur whenever an intermediate propagator goes on shell. The residue at such a pole is a product of the left and the right amplitudes. We can reconstruct the full amplitude from a knowledge of these residues.

This leads to the following recursion relations\(^1\)

\[
M(\epsilon^1, k^1(w), \ldots k^n(w)) = \sum_{\{\pi\}, h, \pm} \frac{-i M^2}{(\sum_{\alpha=1}^{m} k^{\pi_\alpha}(w))^{2}} w - w^\pm, \tag{3.4}
\]

\[
M^2 \equiv M(\epsilon^{\pi_1, k^{\pi_1}}(w^\pm), \ldots \epsilon^{\pi_q, k^{\pi_q}}(w^\pm)) M(\epsilon^{\pi_l, k^{\pi_l}}(w^\pm), \ldots \epsilon^{\pi_n, k^{\pi_n}}(w^\pm)).
\]

\(^1\)If not all the momenta are shifted i.e. if \( m < n \), then, in what follows, we interpret \( k_\alpha(w) = k_\alpha \) for \( \alpha > m \).
We need to explain several parts of this expression.

1. First, let us examine the sum over \( \pi \). This sum is over all ways of partitioning the external momenta into two sets – \( \{\pi_1, \ldots, \pi_{m_l}\}, \{\pi_{m_l+1}, \ldots, \pi_n\} \). We will call these sets, “left” and “right” below; they have the property that each set contains at least one of the first \( m \)-momenta.

2. Each such partition is in one-to-one correspondence with poles in the integrand of the amplitude. To describe this relation, we define

\[
k^{q'} = \sum_{o=1}^{m_l} \left[ k^{\pi_o} + \theta(m - \pi_o)\alpha_{\pi_o} e^{\pi_0} w^\pm \right]. \tag{3.5}
\]

This is just the sum of all the extended momenta in the left partition, where the \( \theta \) function ensures that only the first \( m \)-momenta are extended. The complex numbers \( w^\pm \) are now defined by solving the equation:

\[
(k^{q'})^2 = 0. \tag{3.6}
\]

There are two solutions because this is a quadratic equation in \( w \). This is what leads to the funny-looking factor of \( \frac{w^+ + w^-}{w^+ - w^-} \).

3. The sum over intermediate helicities \( h \) leads to the insertion of any complete set of polarization vectors for the intermediate particle i.e. while contracting with on-shell amplitudes on the left and the right, the following replacement should be allowed:

\[
\sum_h e^{q'}_{h,\mu} e^{q'}_{-h,\nu} \rightarrow \eta_{\mu\nu}. \tag{3.7}
\]

### 3.2 Recursion in Gravity

We now turn to a description of how these new recursion relations can be implemented for theories of gravity. There are two differences from the case of Yang-Mills explained above: the first has to do with the conditions on polarization tensors, and the second has to do with the large \( w \) behaviour.

For the recursion relations to apply, we require the following condition. Some \( m \) of the polarization tensors should be writable as:

\[
e^{q}_{\mu\nu} = e^{q}_{(\mu} v^{q}_{\nu)}, \tag{3.8}
\]

where the \( e^q \) satisfy:

\[
e^q \cdot e^q = 0, \quad e^q \cdot k^q = 0, \tag{3.9}
\]

and are linearly dependent as in (3.1). For \( e \) to be a valid polarization tensor, we must have

\[
e^q \cdot v^q = 0, \quad v^q \cdot k^q = 0. \tag{3.10}
\]
Second, for the correlator to die off at large \( w \), the number of particles extended according to (3.2), say \( m \), must have the property that
\[
2m > n + 2. \tag{3.11}
\]
This is because, a gravity Feynman-diagram with \( m \) momenta scaling like \( w \) can naively scale as fast as \( w^{n+2-m} \) as shown in figure 3.2 which shows an example in the case where \( m = 4 \). In this diagram all the four solid lines have propagators that are \( O(w) \) (because the \( \epsilon^q \) are null vectors) but interaction vertices that are \( O(w^2) \).

With these caveats, we can repeat the argument above to obtain the following recursion relations for graviton amplitudes in flat space.

\[
M(e^1, k^1(w), \ldots e^n, k^n(w)) = \sum_{\{\pi\}, h, \pm} \frac{-iM^2}{p^2 + (\sum_{o=1}^m k^{\pi o}(w))^2} \frac{w - w^\mp(p)}{w^\pm(p) - w^\mp(p)},
\]
\[
M^2 \equiv M(e^{\pi_1}, k^{\pi_1}(p), \ldots e^{q'_h}, k^{q'_h})M(e^{q'_h}, -k^{q'_h}, \ldots e^n, k^{\pi_n}(p)).
\tag{3.12}
\]

The notation used here is exactly the same as the notation for (3.4). The intermediate polarization tensors \( e^q_{\pm h} \) runs over any complete set of graviton polarizations.

4. Recursion Relations in AdS

We now turn to a description of how these recursion relations can be generalized to AdS. We first need to discuss the behaviour of current and stress-tensor correlators under the extension (3.2).

4.1 Large \( w \) Behaviour for Current Correlators

In this subsection we show that under (3.3), a current correlator vanishes at large \( w \).

The correlator we are interested in is
\[
T = \epsilon_{i_1}^{1} \cdots \epsilon_{i_m}^{m} \langle j^{i_1}(k^1(w)) j^m(k^m(w)) O(k^{m+1}) \cdots O(k^n) \rangle. \tag{4.1}
\]
Here, the operators that carry the momenta that we are deforming are denoted by $j$, and we have denoted all the “other” operators that might exist in the correlator by $O$.

We can now substitute for the polarization vectors in terms of the extended and unextended momenta as in the Yang-Mills analysis above:

$$T = \frac{N}{w^m} \left(k_1^1(w) - k_1^1(0)\right) \left(k_1^m(w) - k_1^m(0)\right) \langle j_1^1(k_1^1(w)) \ldots j_1^m(k_1^m(w)) O(k_m^{m+1}) \ldots O(k_n) \rangle. \quad (4.2)$$

We would like to use the fact, that for large $w$, the polarization vectors are approximately proportional to the momentum, to simplify the correlator. However, we need to be more careful about this argument since the Ward identities for correlation functions can give contact terms on the right hand side.

In fact the application of the Ward identities gives the two sorts of terms shown below.

$$k_1^1(w)k_2^2(w) \ldots k_1^m(w)\langle j_1^1(k_1^1(w))j_2^2(k_2^2(w)) \ldots j_1^m(k_1^m(w)) O(k_m^{m+1}) \ldots O(k_n) \rangle \quad (4.3)$$

$$= k_2^2(w) \ldots k_1^m(w)\left(\langle j_2^2(k_2^2(w) + k_1^1(w)) \ldots j_1^m(k_1^m(w)) O(k_m^{m+1}) \ldots O(k_n) \rangle \right) \quad (4.4)$$

$$+ \langle j_2^2(k_2^2(w)) \ldots j_1^m(k_1^m(w)) O(k_m^{m+1} + k_1^1(w)) \ldots O(k_n) \rangle + \ldots$$

The first kind of terms are those where the $k_1^1(w)$ moves into one of the other $j$ operators, and the second kind are where the $k_1^1(w)$ moves into one of the $O$ operators. Note that in (4.4) we cannot, any more, use the Ward identity to contract with $k_2^2(w)$, whereas we can do this in (4.3). Proceeding in this way, we come to a situation where we have several terms, each of which has the following form: it has $t$ polarization vectors that scale with $w$ left on the outside, $t$ of the $j$ operators have momenta that scale with $w$, and $m - 2t$ of the $O$-operators have picked up momenta that scale with $w$.

In any such term, the correlator itself, barring the polarization vectors, has a total of $m - t$ momenta scaling like $w$. It is easy to persuade oneself that in Yang-Mills theory with no higher derivative terms this correlator cannot scale any faster than than $w$. After multiplying with the polarization vectors, we see that the expression in (4.3) can at most contain terms that scale as $w^{t+1}$. Hence, the correlator in (4.2) reduces to terms that die off like $w^{t+1-m}$ at large $w$.

### 4.2 Large $w$ Behaviour for Stress-Tensor Correlators

We now turn to the case of stress-tensor correlators. We will find below that, in fact, stress tensor correlation functions do not die off at large $w$. However, the behaviour at large $w$ is entirely determined by the Ward identities.

For stress-tensor correlators, we make the substitution

$$e_{ij}^q = \frac{1}{2} \frac{k_1^q(w) - k_1^q(0)}{\alpha_q w} v_j^q + i \leftrightarrow j \quad (4.6)$$

for the first $m$ polarization tensors in (2.2).
However, unlike the case of current correlators, we cannot use this substitution to argue that there are no terms at large $w$. The Ward identities for the four-point function can be worked out in a straightforward manner following [16] (although their exact form also depends on the precise definition of the correlator.) However, all that is important to us is that we find terms of the sort:

$$ T(k^1, e^1 \otimes k^1, \ldots, k^n, e^n) = \sum_q k^q \cdot e^1 T(k^2, e^2, \ldots, k^q, e^q, \ldots, k^n, e^n) + \ldots \quad (4.7) $$

However $e^1 \cdot k^q$ could grow with $w$, since $k^q$ grows with $w$, if $q < m$ under the deformation (3.2). However, while this term does not vanish at large $w$, its behaviour is completely fixed by the Ward identities.

Let us state this a little more precisely. We can write

$$ I(w) = \frac{N}{w^m} \left[ \prod_q (k^q(w) - k^q(0)) v^q j_q - (-1)^m \prod_q k^q(0) v^q j_q \right] \times \langle T^{i_1 j_1}(k^1) \ldots T^{i_m j_m}(k^m) O(k^{m+1}) \ldots O(k^n) \rangle. \quad (4.8) $$

$I(w)$ is completely determined by the Ward identities and our knowledge of lower-point functions.

So, if we substitute (4.6) into the correlator, there is exactly one term that is not determined in this way. This is the term

$$ \frac{1}{w^m} \left[ \prod_q k^q(0) v^q j_q \right] \langle T^{i_1 j_1}(k^1) \ldots T^{i_m j_m}(k^m) O(k^{m+1}) \ldots O(k^n) \rangle. $$

This term vanishes at large $w$ provided that the “bare correlator” does not grow any faster than $w^m$. Now, as we pointed out above in the analysis for graviton scattering amplitudes, the bare correlator with $m$-momenta extended may grow as fast as $w^{n+2-m}$. So, provided

$$ 2m > n + 2, \quad (4.9) $$

the large-$w$ behaviour of the stress-tensor correlator under (3.2) is completely determined.

### 4.3 Recursion Relations for Currents

Repeating the arguments of [7, 8], we find that we now have the following information about correlation functions of currents that are dual to tree-level Witten diagrams of Yang-Mills theory in the bulk:

1. Under the extension (3.2), these correlators can be written as integrals of a rational function of $w$. The integration variables are $n - 3$ parameters, each of which comes from an integral over $p$ in the bulk-bulk propagators. (We are adopting the same notation as [7, 8] but the bulk-bulk propagator is also shown explicitly in (5.3).)

---

\[^2\text{The counting of } n - 3 \text{ comes from the diagrams that involve three-point interactions joined together with bulk to bulk propagators. However, even if have four or higher point interactions, each Witten diagram can always be written in this form. See section 6 of [12] in the neighbourhood of equation 6.28.}\]
2. The only poles in this integrand occur when the denominator of one of the bulk-bulk propagators vanishes. At this point, the residue of the pole is the product of the integrands of two smaller “transition amplitudes” i.e. the quantities obtained by replacing one bulk to boundary propagator in a Witten diagram by a normalizable mode.

3. At large $w$, the behaviour of the integral is controlled by the discussion above. This leads to the following recursion relations.

\[
T(\epsilon^1, k^1(w), \ldots \epsilon^n, k^n(w)) = \sum_{\{\pi_l, \epsilon_l^\prime\}} \int \left[ \frac{-iT^2}{p^2 + (\sum_{o=1}^{m_l} k_{\pi_o}(w))^2} \frac{w - w^\pm(p)}{w^\pm(p) - w^\mp(p)} + \mathcal{B} \right] \frac{dp^2}{2},
\]

\[
T^2 \equiv T^s(\epsilon^{\pi_1}, k^{\pi_1}(p), \ldots \epsilon^{\pi_l}, k^{\pi_l}(p)) T^s(\epsilon^{\pi_l}, -k^{\pi_l}, \ldots \epsilon^{\pi_n}, k^{\pi_n}(p)).
\] (4.10)

Although we have written the expression for arbitrary $w$, we will often only be interested in the value of the correlator at $w = 0$. The notation above is the same as the notation used in (3.4). The $T^s$ is an amplitude for all the “left” insertions to go into an “intermediate state” with momentum $k_{\pi_l}^l$ defined above. We have placed a * in the superscript of $T$ to emphasize that this is a transition amplitude. It is computed by using the usual bulk-boundary propagators for all particles indexed by $\pi_1, \ldots \pi_{m_l}$, but by using a normalizable mode for the particle with momenta $k_{\pi_l}^l$. These quantities were first described in [17] and are also discussed in detail in [8].

Finally, $\mathcal{B}$ is a boundary term that is required to fix the behaviour of the integrand at large $p$ and large $w$. The fact that the term with $T^2$ already correctly reproduces the poles of the integrand at finite $w$ tells us that $\mathcal{B}$ must be of the form

\[
\mathcal{B} = \sum_{m=0} a_m(p)w^m,
\] (4.11)

where the $a_m(p)$ are some rational functions. If the term involving $T^2$ grows at large $p$, we must use $\mathcal{B}$ to cancel this growth since we know that the $p$-integrals in the bulk to bulk propagators that we started with are all convergent. Second, since the behaviour of the integral at large $w$ is fixed by the discussion on Ward identities above, we also know the integrals of the functions $a_m(p)$. This fixes $\mathcal{B}$ up to irrelevant terms that integrate to 0. We will see in [12] that, at the level of four point functions in AdS$_4$/CFT$_3$, we never need to evaluate $\mathcal{B}$ explicitly.

4.4 Recursion Relations for Stress Tensors

We now turn to the case of stress-tensor correlators. These correlators are labeled by a momentum, and transverse-traceless polarization tensors just like graviton amplitudes. For our recursion relations to apply we require the conditions that were enumerated in section 3.2.
With these constraints on the polarization tensors, we find that
\[
T(e^1, k^1(w), \ldots, e^n, k^n(w)) = \sum_{\{\pi\}, e^{m'}, \pm} \int \left[ \frac{-iT^2}{p^2 + (\sum_{o=1}^{m_i} k^{\pi_o}(w))^2} \frac{w - w^+(p)}{w^+(p) - w^+(p)} + B \right] dp^2, \tag{4.12}
\]
\[
T^2 \equiv T^*(e^{\pi_1}, k^{\pi_1}(-p), \ldots, e^{q'}, k^{q'}(-p))T^*(e^{q'}, -k^{q'}, \ldots, e^{\pi_n}, k^{\pi_n}(p)).
\]

The notation is the same as that used above.

4.5 Another form of the relations

Let us specialize the recursion relations to \( w = 0 \). Then we can rewrite (4.12) following [18]
\[
\sum_{\pm} \int_0^\infty \frac{dp^2}{2} \frac{w^+(p)}{w^+(p) - w^-(p)} = \int_0^\infty \frac{dp^2}{2} \int_H dw \left[ -iT^2(\sum_{o=1}^{m_i} k^{\pi_o}(w))^2 + p^2 \right], \tag{4.13}
\]
where \( H \) is the set of points on the \( w \) plane that satisfy
\[
\text{Im} \left( \sum_{o=1}^{m_i} k^{\pi_o}(w))^2 \right) = 0, \quad \text{and} \quad \text{Re} \left( \sum_{o=1}^{m_i} k^{\pi_o}(w))^2 \right) < 0 \quad \text{for} \quad w \in H. \tag{4.14}
\]
This is the intersection of the union of the two curves that solve the quadratic equation with the region that satisfies the inequality.

We can check this relation by just doing the integral over the \( \delta \) function. If we write \( Q(w) = (\sum_{o=1}^{m_i} k^{\pi_o}(w))^2 + p^2 = A(w - w^+)(w - w^-) \), then\(^3\)
\[
\int_H \frac{dw}{w} T^2(w) \delta(Q(w)) = \sum_{\pm} T^2(w) \frac{\delta(w - w^+)}{A w^+(w^+ - w^-)} = \frac{1}{Q(0)} \sum_{\pm} T^2(w) \frac{w^+}{w^+ - w^-}. \tag{4.15}
\]

We can now interchange the order of integration, do the integral over \( p \), and rewrite the relations with only an integral over \( w \).
\[
T(e^1, k^1, \ldots, e^n, k^n) = \sum_{\{\pi\}, e^{m'}, \pm} \int_H \left[ \frac{-iT^2}{w} + \bar{B} \right] dw, \tag{4.16}
\]
where \( \bar{B} \) just comes from rewriting \( B \) as a function of \( w \) and multiplying with the Jacobian factor for the change of variables from \( p \) to \( w \).

Although this expression is somewhat neater than (4.16) it has the disadvantage that the contour \( H \) can be somewhat complicated. We should remind the reader that the momenta on the left hand side are not deformed, and \( w \) on the right hand side is a dummy variable that is integrated over.

\(^3\)The relative sign we get between the contribution from \( w^+ \) and \( w^- \) is sensitive to the direction along which we integrate along the contour \( H \).
5. A New Flat Space Limit

In this section, we would like to describe a new flat space limit of AdS correlators, which relates the $d$-dimensional correlator of stress-tensors, or of currents, computed using Witten diagrams, and the $d+1$-dimensional flat-space amplitude of gravitons or gluons.

Before we describe this limit, it is useful to review the analytic structure of $d$-dimensional correlators in momentum space. Now, the bulk to boundary propagators in AdS are given by the following expressions:

$$h^i_j(e, k, x, z) = \sqrt{\frac{2}{\pi}} e^j_i(|k|z) \frac{d}{2} e^{ik} x K_{\frac{d}{2}}(|k| z),$$

where

$$h^0_\mu = 0, \quad k^i e_{ij} = 0, \quad e^i_i = 0.$$  \hspace{1cm} (5.2)

It is important to note that in (5.1), we have raised one index on $h$. If both indices were lowered, we would have an additional factor of $z^{-2}$ on the right hand side. Here $|k|$ is chosen to be positive if $k$ is spacelike and it is chosen to have negative imaginary part if $k$ is timelike. The physical computation in AdS requires these signs.

We also need the bulk-bulk propagator that, for gravity in axial gauge, is given by [8]:

$$G_{ij}^{kl} = \int \frac{e^{i k \cdot (x-x')} (zz') \frac{d}{2} J_{\frac{d}{2}}(pz) J_{\frac{d}{2}}(pz')}{(k^2 + p^2 - i\epsilon)} \frac{1}{2} \left( T^k_i T^j_l + T^i_u T^j_k - \frac{2 T^j_i T^k_l}{d-1} \right) \frac{-i d^d k dp^2}{2(2\pi)^d},$$

where $T^j_i = \delta^j_i + k^i k^j / p^2$, and the $i, j$ indices are raised and lowered using the flat-space $d$-dimensional metric.

A typical Witten diagram such as the one shown in figure 3 or figure 5 involves several radial integrals and integrals over the radial momenta $p$ in the bulk-bulk propagators. After we have done all the radial integrals, we are left with various integrals over $p$. At this stage, we are free to analytically continue and flip the sign of $|k|$. This leads to the function

$$T(k^1, |k^1|, e^1, \ldots, k^n, |k^n|, e^n),$$

which depends on the polarizations $e^m$, the three-momenta $k^m$ and their norms and where there is no constraint on the sign of $|k^m|$, although we still demand that $|k^m|^2 = k^m \cdot k^m$.

We can also consider forming the $d+1$-dimensional null momentum:

$$\tilde{k} = (k, i|k|).$$

The $d+1$ dimensional scattering amplitude naturally depends on these “massless momenta” and the external polarizations:

$$M(\tilde{k}^1, e^1, \ldots, \tilde{k}^n, e^n)$$

In what follows below we explore the relation between these two quantities — $M$ and $T$. 

---

[8] Reference for propagator expression.
It will be convenient below for us to define the quantity

$$E_T = \sum_{q=1}^{n} |k^q|,$$

(5.5)

which is the total “radial momentum.” The momentum conserving delta functions in the flat-space amplitude, of course, include a factor of $\delta(E_T)$. We will show below that the coefficient of this $\delta$-function is just the residue of a pole at $E_T = 0$ in the CFT correlator.

In our explicit computations below, we take the bulk action to be either the pure Hilbert action for gravity or the Yang-Mills action. However, as we mention below it is not difficult to generalize our results to other kinds of interactions.

5.1 Flat Space Limit for Tree Amplitudes

We will now show that the $d$-dimensional stress-tensor correlator and the $(d+1)$-dimensional graviton tree-amplitude are related through

$$M(e^1, \tilde{k}^1, \ldots, e^n, \tilde{k}^n) = \lim_{E_T \to 0} \frac{(E_T)^{\alpha^0_{gr}(n)}}{\left(\prod_{m=1}^{n} |k^m|\right)^{\frac{d-1}{2}}} \Gamma(\alpha^0_{gr}) T(e^1, k^1, \ldots, e^n, k^n),$$

(5.6)

with

$$\alpha^0_{gr}(n) = \left(\frac{n}{2} - 1\right)(d - 1) + 1,$$

(5.7)

and $E_T$ defined in (5.5). A similar relation holds for current correlators:

$$M(\epsilon^1, \tilde{k}^1, \ldots, \epsilon^n, \tilde{k}^n) = \lim_{E_T \to 0} \frac{(E_T)^{\alpha^0_{gl}(n)}}{\left(\prod_{m=1}^{n} |k^m|\right)^{\frac{d-3}{2}}} \Gamma(\alpha^0_{gl}) T(\epsilon^1, k^1, \ldots, \epsilon^n, k^n),$$

(5.8)

with

$$\alpha^0_{gl} = \left(\frac{n}{2} - 1\right)(d - 3) + 1.$$  

(5.9)

In writing this relation, we are stripping off the overall momentum conserving delta functions on both sides. For the flat-space amplitude, momentum is conserved in all $d+1$ directions, whereas the correlator only conserves momentum in $d$-directions. The pole shown above occurs when the total $z$-momentum in the correlator also vanishes.

We should mention that both sides of (5.6) manifestly have the same behaviour under rescalings of the momenta. The $d$-dimensional tree-level graviton scattering amplitude scales as $M \to \lambda^2 M$ if all the momenta are rescaled by $k^m \to \lambda k^m$. The stress tensor correlator, without the leading $\delta$-function, scales like $T \to \lambda^d T$ under this scaling. We see that the pre-factor equalizes the behaviour under scaling of both sides. Similarly, the $d$-dimensional gluon amplitude scales like $M \to \lambda^{1-n} M$, while the current correlator scales as $T \to \lambda^{d-n} T$; the pre-factor turns this scaling into that of the amplitude.

---

This subsection was worked out in collaboration with Juan Maldacena and Guilherme Pimentel. These results were presented in [19].
5.1.1 Contact Interactions

We start by discussing contact interactions and then go on to discuss interactions involving bulk propagators. The contribution of a contact interaction, such as the one shown in Fig. 2, to the momentum space correlator can be written as the integral of a function of $z$ and the momenta $k_i$

$$T(k^i) = \int C_a(z, k^i) \sqrt{-g(z)} dz + \ldots$$  \hspace{1cm} (5.10)

where the ... indicate other terms that contribute to the correlator.

Now, in flat space, although we would usually choose to Fourier transform in the $z$ direction as well, we can write down a similar contribution leaving the $z$-integral as is:

$$M(\tilde{k}^m) = \int C_f(z, \tilde{k}^m) dz + \ldots$$  \hspace{1cm} (5.11)

How are $C_f$ and $C_a$ related?

In general, the answer to this is quite complicated, but to get the flat space limit, we are interested in what happens in the deep interior of AdS i.e. at large $z$. At large $z$, the relation between $C_f$ and $C_a$ simplifies as we now show.

Both $C_a$ and $C_f$ are related to the contact vertex which is obtained by expanding the Hilbert action out to the appropriate power in a perturbation about AdS. However notice that

$$R(g_{\mu\nu}^{\text{AdS}} + h_{\mu\nu}) = R \left( \frac{1}{z^2}(\eta_{\mu\nu} + z^2h_{\mu\nu}) \right) = z^2R(\eta_{\mu\nu} + z^2h_{\mu\nu}) - d(d + 1).$$  \hspace{1cm} (5.12)

The wave functions described in (5.1) have the following behaviour at large $z$:

$$z^2h_{\mu\nu}(x, z) \xrightarrow{z\to\infty} (|k|z)^{\frac{d+1}{2}} e^{-|k|z+ik\cdot x},$$  \hspace{1cm} (5.13)

When we expand out the scalar curvature $R$ on the right hand side in (5.12) there are various $z$-derivatives that act on $h$. However, if we want to get the largest power of $z$ in a $n$-point contact interaction, then we must make sure that all the $z$-derivatives act only on the exponential and not on the leading pre-factor. After we take into account the additional factor of $\sqrt{-g(z)} = z^{-d-1}$, this leads to the result

$$\sqrt{-g(z)}C_a(z, k^m) \xrightarrow{z\to\infty} \left( \prod_{q=1}^{n} |k^q| \right)^{\frac{d+1}{2}} z^{\left(\frac{d}{2}+1\right)(d-1)} C_f(z, k^m).$$  \hspace{1cm} (5.14)
Now, there is another difference between (5.10) and (5.11), which involves the range of the $z$-integral. Both $C_f$ and $C_a$ involve a leading exponential in $z$: $e^{-E_T z}$. Integrating this over all $z$ in (5.11) gives a $\delta$ function: $\delta(E_T)$. However, doing the integral from 0 to $\infty$ in (5.10) with the leading power of $z$ shown above leads to a pole at $E_T = 0$ and the relation (5.6).

5.1.2 Exchange Interactions: Differential Equation Argument

Now, a correlator receives contributions not only from contact Witten diagram, but also from diagrams with bulk-bulk propagators. From the argument above, it is clear that the contact diagram yields the flat space result multiplied with the correct pole. We will now show that this happens for terms with propagators as well.

Consider a term with one propagator, as shown in the Fig. 3: Exchange Interaction in AdS

\begin{equation}
\int L_j^i (z_1, K) G_{il}^{jk} (z_1, z_2, K) R_{lk}^i (z_2, K) \sqrt{-g(z_1)} \sqrt{-g(z_2)} dz_1 dz_2
= \int A_k^l (z_2, K) R_{lk}^i (z_2, K) \sqrt{-g(z_2)} dz_2,
\end{equation}

(5.15)

where $L$ is the term from the left contact interaction, $R$ is the term from the right contact interaction, $K$ is the momentum running through the propagator (we have Fourier transformed the propagator in the boundary directions) and we have defined

\begin{equation}
A_k^l (z_2, K) \equiv \int L_j^i (z_1, K) G_{il}^{jk} (z_1, z_2, K) \sqrt{-g(z_1)} dz_1.
\end{equation}

(5.16)

Since $G$ is a Green’s function we know that $A$ satisfies an ordinary differential equation of the form:

\begin{equation}
D_{jk}^i (K, z_2) A_k^l (z_2, K) = L_j^i (z_2, K),
\end{equation}

(5.17)

where $D$ is a second order differential operator whose exact form is available easily\(^5\) but will not be important to us. The argument that led to (5.14), but without adding the contribution of the $\sqrt{-g}$ factor, now tells us that for large values of $z_2$ we have the scaling

\begin{equation}
L_j^i (z_2, K) \xrightarrow{z_2 \to \infty} \left( \prod_{q \in L} |k^q| \right)^{d-4} (z_2)^{n_l d-4-2} L_j^i (z_2, K),
\end{equation}

(5.18)

\(^5\)See for example, Equations (2.42), (2.37) and (2.32) in section 2.3: “Review of Perturbation Theory” in [8]. $D$ can be read off from the quadratic part of the action.
where $\mathcal{L}^i_j$ is the corresponding interaction in flat space, and the product over $q$ runs over all the momenta that appear on the left. Also for large $z_2$, we can verify that the differential operator scales like $D(K, z_2) \sim z_2^2 D(K, z_2)$, where $D$ is the corresponding differential operator in flat space.

This means that for large $z_2$, $A$ must scale like

$$A^i_j(z_2, K) \to \left( \prod_{q \in L} |k^q| \right)^{\frac{d-1}{2}} (z_2)^{n_j} \frac{d-1}{2} A^i_j(z_2, K),$$

where $A$ is the quantity corresponding to $\mathcal{L}^i_j$ in flat space. Consequently (using the scaling of $R$) the final integrand inside (5.15) must scale like:

$$A^i_j(z_2, K) R^i_k(z_2) \sqrt{-g(z_2)} \to \left( \prod_{q \in L} |k^q| \right)^{\frac{d-1}{2}} z_2^{n_j-n_k} \frac{d-1}{2} A^i_j(z_2, K) R^i_k(z_2),$$

where the product over $q$ now runs over all momenta.

Since the location of the pole is governed by the behaviour of (5.15) at large $z_2$, we are done and we get the pole we need including the $\Gamma$ function from the scaling above.

5.1.3 Exchange Interactions: Direct Integral Argument

We now give a second argument that is more direct and also sheds light on the exact analytic continuation that is required to observe this pole. The relationship between contact interactions, which we derived above, evidently holds diagram by diagram, with the flat-space diagrams evaluated in axial gauge. Consider the diagram (5.15). Consider doing the integrals over both diagrams evaluated in axial gauge. Consider the diagram (3), which is given by the expression (\ref{5.15}).

Repeating the argument for contact interactions above, and defining

$$E_{T_L} = \sum_{q \in L} |k^q|; \quad E_{T_R} = \sum_{q \in R} |k^q|,$$

we find that the integral over $z_1$ and $z_2$ gives

$$T_{ex} = \frac{\Gamma(a_{gr}^0 (n_l + 1)) \Gamma(a_{gr}^0 (n_r + 1)) (\prod_{q=1}^n |k^q|)^{\frac{d-1}{2}}}{2 \pi} \left( \frac{e^{-i \alpha_{gr}^0 (n_l + 1)}}{(ip + E_{T_L})^{a_{gr}^0 (n_l + 1)}} - \frac{e^{-i \alpha_{gr}^0 (n_r + 1)}}{(ip + E_{T_R})^{a_{gr}^0 (n_r + 1)}} \right)\left( \frac{e^{i \alpha_{gr}^0 (n_l + 1)}}{(ip + E_{T_L})^{a_{gr}^0 (n_l + 1)}} - \frac{e^{i \alpha_{gr}^0 (n_r + 1)}}{(ip + E_{T_R})^{a_{gr}^0 (n_r + 1)}} \right) + \ldots$$
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where $G$ is the flat-space graviton propagator in axial gauge, but Fourier transformed so that it is a function of the radial momentum $p$, rather than the radial coordinate. Similarly $\mathcal{L}$ and $\mathcal{R}$ have been Fourier transformed, and depend on the exchanged $d$-momentum $K$, and the radial momentum $p$ rather than the radial coordinates $z_1$ and $z_2$ as in (5.15). The ... indicate terms that have lower order poles in $(ip + ET_L)$ and $(-ip + ET_R)$. These will eventually give lower order poles in $ET_T$

As we mentioned above, choosing the physical signs for the norms of the momenta while doing the $z$-integrals leads to a situation where $(iE_T L)$ and $(iE_T R)$ are both in the first quadrant. Note that the pre-factor of $\frac{1}{2\pi}$ comes about by multiplying the pre-factors in (5.21) and accounting for the $\frac{1}{2}$ in the sin-function. Moreover, note that the product over $|k^q|$ that appears in the pre-factor does not include a factor of $p$ because the Bessel function that appears in the propagator, and has the asymptotics (5.21), is normalized differently from the bulk to boundary propagators described in (5.1).

![Figure 4: Analytically continuing the poles along the dashed line pinches the contour](image)

The contour of the $p$-integral runs from $0$ to $\infty$ and the integrand has at least four poles, that are shown in Fig. 4. Now, let us start analytically continuing the values of the norms of the momenta as shown by the dashed lines on left hand side of Fig. 4. When we reach a point where $\text{Im} (iE_T R) = 0$, we can deform the $p$ contour upward to avoid the singularity. This defines an analytic continuation of $T_{ex}$. However, eventually we reach a point where the contour gets pinched between the poles as shown on the right hand side of Fig. 4. At this point $T_{ex}$ develops a singularity, since we cannot deform the contour any more. (See [20] for a nice discussion of singularities of complex integrals.)

This singularity occurs when we take the first term inside the bracket in (5.24), which has a pole at $p = iE_T L$ and multiply with the second term inside the bracket in (5.25), which has a pole at $p = -iE_T R$. This singularity is itself a pole, and we can determine the behaviour near the singularity by evaluating the residue of the integrand in (5.23) at $p = iE_T L$ or at $p = -iE_T R$. We find that

$$T_{ex} \xrightarrow{E_T \to 0} \frac{\Gamma(\alpha_{gr}^d(n)) \left(\prod_{q} |k^q|\right)^{-d-1}}{(ET)^{\alpha_{gr}^d(n)}(E_T) \mathcal{L}_j^i(E_T L, K) \mathcal{G}_{il}(E_T L, K) \mathcal{R}_k^{il}(-K, E_T R).}$$

The right hand side is just the value of the exchange diagram in flat space. So this leads exactly to the flat space limit indicated above.
5.2 Flat Space Limit for Loop Amplitudes

We would now like to generalize the flat space limit described above for tree amplitudes to loop amplitudes. In this section, we will show that

\[
M(e^1, \tilde{k}^1, \ldots e^n, \tilde{k}^n) = \lim_{E_T \to 0} \frac{\left(E_T\right)^{\alpha_{gl}^I(n)}}{\left(\prod_{m=1}^{n} |k^m|\right)^{d-1} \cdot \Gamma(\alpha_{gl}^I)} T(e^1, k^1, \ldots e^n, k^n),
\]

with

\[
\alpha_{gl}^I(n) = \left(\frac{n}{2} - 1 + l\right)(d - 1) + 1.
\]

The equivalence under dilatations of the two sides above is a little more subtle. First we should note that both sides are UV-divergent within effective field theory. So we should properly understand the relation (5.27) within dimensional regularization. Now, the flat space graviton \( d + 1 \) dimensional scattering amplitude scales as \( M \to \lambda^{2+l(d-1)}M \) under \( k \to \lambda k \); this is precisely accounted for by the additional \( l(d - 1) \) in \( \alpha_{gl}^I \).

For current-correlators, we have a similar relation:

\[
M(e^1, \tilde{k}^1, \ldots e^n, \tilde{k}^n) = \lim_{E_T \to 0} \frac{\left(E_T\right)^{\alpha_{gl}^I(n)}}{\left(\prod |k^m|\right)^{d-1} \cdot \Gamma(\alpha_{gl}^I)} T(e^1, k^1, \ldots e^n, k^n),
\]

with

\[
\alpha_{gl}^I(n) = \left(\frac{n}{2} - 1 + l\right)(d - 3) + 1.
\]

We will prove the relation between stress-tensor correlators and graviton amplitudes below, since the current-correlator \( \leftrightarrow \) gluon-amplitude argument is almost identical.

The \( p \)-integral argument above helps us make this generalization. Consider a loop diagram such as the one shown in figure (f). This diagram can be written as

\[
T_{1\ell} = \int \sqrt{-g(z_1)} \sqrt{-g(z_2)} dz_1 dz_2 d^3 K_1 \left[ I_{ij}^{12}(z_1, K) G_{i_1l_1}^{j_1k_1}(z_1, z_2, K_1) G_{i_2l_2}^{j_2k_2}(z_1, z_2, K - K_1) P_{k_1k_2}^{l_1l_2}(z_2, -K) \right].
\]

The key point is that we get the product of two (or more, if a higher-loop diagram is involved) bulk-bulk propagators. However, we can do the \( z \)-integrals to leave us with two integrals over radial momenta \( p_1 \) and \( p_2 \) and one integral over the loop \( d \)-momentum:

\[
T_{1\ell} = \int_0^\infty dp_1 \int_0^\infty dp_2 \int \frac{d^d K_1}{(2\pi)^d} \left[ \Gamma(\alpha_{gl}^0(n_l + 2)) \Gamma(\alpha_{gl}^0(n_r + 2)) \left(\prod_{q=1}^{n} |k^q|\right)^{d-1} \right.
\]

\[
\times \sum_{s_1 = \pm 1} \frac{e^{(s_1 + s_2)\pi d+4}}{\left( is_1 p_1 + is_2 p_2 + E_T L \right)^{\alpha_{gl}^0(n_l + 2)}} G_{i_1l_1}^{j_1k_1}(p_1, K_1)
\]

\[
\times G_{i_2l_2}^{j_2k_2}(p_2, K - K_1) \left[ \sum_{r_1 = \pm 1} e^{(r_1 + r_2)\pi d+4} R_{k_1k_2}^{l_1l_2}(r_1 p_1, r_2 p_2, -K) \right] \left( ir_1 p_1 + ir_2 p_2 + E_T L \right)^{\alpha_{gl}^0(n_r + 2)} \right].
\]
The curly brackets on (5.33) and (5.34) come from using the argument for the large-z scaling of contact interactions shown above. This expression is very similar to the expression in (5.23) except that there are a total of 16 terms. We have introduced the compact variables $s_1, s_2, r_1, r_2$ that can each take the values $\pm 1$.

Now let us consider doing the integral over $p_2$ first. As we mentioned above this integral has at least 16 singularities that are all manifest in the expression above. Now, recall that we start with $iE_T^L$ and $iE_T^R$ in the first quadrant. Since $p_1 \in (0, \infty)$ we see that for $p_1 < \operatorname{Re}(iE_T^L)$ the singularity corresponding to $p_2 = -p_1 + iE_T^L$ is also in the first quadrant. Now, we analytically continue $E_T^R$ exactly as shown in Fig. 4. More specifically, by flipping the signs of some of the $|k\rangle$ and then varying the values of the momenta, we get $-iE_T^R$ to the third quadrant, and then continue it upward till it collides with $iE_T^L$.

This leads a singularity at $E_T = 0$ in the integral when the singularities in the integrand at $ip_2 + ip_1 + E_T^L = 0$, and $-ip_2 - ip_1 + E_T^R = 0$ collide and pinch the $p_2$ contour. On the other hand, for $p_1 > \operatorname{Re}(iE_T^L)$, we get a singularity in the integral at $E_T = 0$, when the singularities in the integrand at $-ip_2 + ip_1 + E_T^L = 0$ and $ip_2 - ip_1 + E_T^R = 0$ collide.

We also get a singularity in the integral at $E_T = 0$ when the singularities in the integrand at $ip_2 - ip_1 + E_T^L = 0$ and $-ip_2 + ip_1 + E_T^R = 0$ collide. These combinations are all summarized in Table 1.

| Condition | Colliding Singularities |
|-----------|-------------------------|
| $p_1 < \operatorname{Re}(iE_T^L)$ | $ip_2 + ip_1 + E_T^L = 0$ and $-ip_2 - ip_1 + E_T^R = 0$ |
| $p_1 > \operatorname{Re}(iE_T^L)$ | $-ip_2 + ip_1 + E_T^L = 0$ and $ip_2 - ip_1 + E_T^R = 0$ |
| All $p_1$ | $ip_2 - ip_1 + E_T^L = 0$ and $-ip_2 + ip_1 + E_T^R = 0$. |

Table 1: Colliding singularities in the integrand give rise to a $E_T = 0$ singularity in the integral.

Taking one of the contributions from the first two lines of Table 1 and the contribution
from the third line gives us the following answer

\[ T_{l \ell} = \int_0^\infty dp_1 \int \frac{d^d K}{(2\pi)^d} \left[ \Gamma(\alpha_{gr}^l(n)) \left( \prod_{q=1}^n |k^q| \right)^{\frac{d-1}{2}} \left( \frac{1}{E_T} \right)^{\alpha_{gr}^l(n_l+n_r)} \right] \]

(5.35)

\[ \left\{ \mathcal{L}_{j_1j_2}^{i_1i_2}(K, p_1, p_2 = iE_{T_L} - p_1) \mathcal{G}_{j_1k_1}^{i_1k_1}(p_1, K_1) \right. \]

(5.36)

\[ \mathcal{G}_{i_2k_2}^{j_2k_2}(p_2 = iE_{T_L} - p_1, K - K_1) \mathcal{R}_{k_1k_2}^{i_1l_1}(p_1, -p_2 = iE_{T_R} + p_1, K) \}

(5.37)

\[ + p_1 \rightarrow -p_1 + \ldots \]

(5.38)

Here \ldots are terms that have lower order singularities in \( E_T \). However, the \( p_1 \rightarrow -p_1 \) interchange in (5.38) is exactly what we need to convert the integral over \( p_1 \) from \((0, \infty)\) to \((-\infty, \infty)\). We can now combine the integral over \( K_1 \) and the integral over \( p_1 \) into a single \( d + 1 \)-dimensional loop-integral, which is what occurs in the flat-space amplitude. This leads to the result (5.27) with \( l = 1 \).

We can show the generalization to arbitrary \( l \) through induction. Consider a \( l \)-loop diagram, which is made up of a \( m_l \)-loop diagram on the left, a \( m_r \)-loop diagram on the right and let us focus on the \( l - m_l - m_r \) loops in the middle. We can write this diagram in the form (5.32), although the exponents of the singularities associated with \( \mathcal{L} \) and \( \mathcal{R} \) will now be \( \alpha_{gr}^{m_l}(n_l + l - m_l - m_r + 1) \) and \( \alpha_{gr}^{m_r}(n_r + l - m_l - m_r + 1) \). To obtain the pole in \( E_T \), we can make an argument similar to the one above. The key identity that we need is that:

\[ \alpha_{gr}^l(n_l + n_r) = \alpha_{gr}^{m_l}(n_l + l - m_l - m_r + 1) + \alpha_{gr}^{m_r}(n_r + l - m_l - m_r + 1) - 1, \]

(5.39)

which holds irrespective of the values of \( m_l \) and \( m_r \).

5.3 Flat Space Limit of the Recursion Relations

We wish to prove that our recursion relations have the right flat space limit. We will do this by induction. The recursion relations take three-point amplitudes as an input, and then generate higher point amplitudes. The three-point amplitudes need to be computed directly through a bulk AdS computation, or some other method, and by the argument of section 5, they automatically have the correct flat space limit. In fact this can be seen more concretely in the results for three-point functions obtained in [9].

Now, to make the inductive argument, let us assume that all \( m \)-point amplitudes with \( m \) smaller than some given \( n \) have the right flat space limit. If we now compute a higher point amplitude using (4.12), our assumption states that both the \( q \)-point amplitude and the \( n - q \) point amplitude in \( T^2 \) have the right flat space limit. In particular, this means that (4.12),
involves a term:

\[ T(e^1, k^1, \ldots, e^n, k^n) = B + \sum_{\{\pi\}, e^{m'}_{\pm}} \int \frac{iT_f^2}{p^2 + (\sum_{o=1}^{m1} k^{\pi o})^2} \frac{dp^2}{2} \frac{w^+(p) - w^-(p)}{w^+(p) - w^-(p)} + \ldots, \tag{5.40} \]

\[ T_f^2 \equiv \prod_{o=1}^{n} |k^o| \left( \Gamma(q + 1) \sum_{s=\pm1} M(e^{\pi 1}, \tilde{k}^{\pi 1}(p), \ldots, e^{q'}, \tilde{k}^{q'}(p)) \right) \left( \Gamma(n - q + 1) \sum_{r=\pm1} M(e^{q'}, \{-k^{q'}, \ldots, e^{n}, \tilde{k}^{\pi n}(p)\} \right) \tag{5.41} \]

\[ \times \left( \frac{E^{q r} + i r p}{(E_T + i r p)^{n+1}} \right) \tag{5.42} \]

Here, \( M \) is the flat space amplitude as in section 3, \( E_T \) and \( E_T \) have the same definition as (5.22) and the \( \ldots \) in (5.41) indicate terms that will give a lower order pole in \( E_T \) after the \( p \)-integral is done. The symbols \( \tilde{k}^{mn} \) have the same meaning as in (5.4) and \( \tilde{k}^{q'} \equiv \{k^{q'}, isp\} \); \( \tilde{k}^{q'} \equiv \{k^{q'}, irp\} \).

Now using exactly the same argument as section [5.1.3], we see that the \( n \)-point correlator has a term:

\[ T(e^1, k^1, \ldots, e^n, k^n) = \frac{\Gamma(n)}{E^{q r}_{n+1}} \prod_{o=1}^{n} \frac{|k^o|}{E^{q r}_{n+1}} \sum_{\{\pi\}, e^{m'}_{\pm}} \frac{iM^2}{p^2 + (\sum_{o=1}^{m1} k^{\pi o})^2} \frac{w^+(p)}{w^+(p) - w^+(p)} + \ldots, \]

\[ M^2 \equiv M(e^{\pi 1}, \tilde{k}^{\pi 1}(p), \ldots, e^{q'}, \tilde{k}^{q'}(p))M(e^{q'}, -k^{q'}, \ldots, e^{n}, \tilde{k}^{\pi n}(p)). \tag{5.44} \]

where \( \ldots \) are terms that have lower order singularities in \( E_T \).

However, we see the coefficient of the highest order singularity at \( E_T = 0 \) is just what appears in the flat-space recursion relations (3.12), which generate the flat space scattering amplitudes. This proves that the recursion relations (4.12) have the correct flat space limit.

6. Conclusions

There are two main results in this paper. Our first result has to do with a new set recursion relations for correlation functions of the stress tensor and conserved currents in AdS/CFT. To find these recursion relations, we first developed a new set of recursion relations for graviton and gluon tree amplitudes in flat space. These are presented in Equations (3.4) and (3.12). We then generalized these recursion relations to anti-de Sitter space: these generalizations are presented in Equations (4.10) and (4.12). Our new recursion relations rely on extending each momentum by its polarization-vector. These relations have an advantage over the BCFW-like relations derived in [8, 7] since they are valid for AdS4/CFT3. In higher dimensions — while they give rise to more terms than the BCFW relations — they involve less stringent conditions on the polarizations than the conditions enumerated in [3, 7]. Moreover, they can be used to explicitly maintain crossing symmetry.
Our second main result in this paper was a new method of extracting flat space S-matrix elements from AdS/CFT correlators. In particular we showed that given a stress tensor correlator in a conformal field theory with a bulk pure gravity dual, one could recover the $(d+1)$ dimensional graviton amplitude in flat space using (5.27). This flat space limit is valid beyond tree level, at any fixed order in perturbation theory.

We then showed that our recursion relations automatically generated answers that had the correct flat space limit. This is a powerful consistency check on their validity.

In an accompanying paper, we have shown how these results may be used in a concrete setting. In [12], we used the recursion relations to obtain explicit answers for four point correlation functions of the stress tensor in AdS$_4$/CFT$_3$ and then checked these answers by verifying that, in the flat space limit, they reduce to the famous formulas for four point graviton amplitudes.

We should mention that although our explicit results for the flat space limit were derived for the case of pure gravity and Yang-Mills theory it is clear how we must proceed in the presence of other kinds of interactions. For example, in the presence of an $R^3$ interaction we would just get a factor of $z^6$ instead of a $z^2$ in (5.12). This would give rise to higher order poles, which is indeed what is observed in the computations with a Weyl-cubed action in [9].

If we have both an $R$ and a $R^3$ term in the action, we can still use our flat space limit provided these terms are multiplied by adjustable parameters. For example, in string theory on AdS$_5 \times S^5$, there are higher derivative terms in the effective action that are suppressed by factors of $1/\lambda$. So if we could somehow compute stress tensor correlators in the strongly coupled $\mathcal{N} = 4$ SYM theory then to compare the results with the prescription given in this paper, we would need to expand the answer both in $1/\mathcal{N}$ and $1/\lambda$. The leading term in this expansion (both in $1/\mathcal{N}$ and $1/\lambda$) is reproduced by tree-level gravity in AdS$_5 \times S^5$ and should have the flat space limit indicated above. Furthermore, if we stick to leading order in $1/\mathcal{N}$ then the higher order terms in $1/\lambda$ will have higher order poles whose residues will reproduce the corrections to graviton amplitudes by higher derivative corrections in flat space string theory.

On the other hand, it is unclear how this method should be applied to theories like the Vasiliev theory [21], where higher derivative terms are not suppressed by any parameter. In this case, we might get arbitrarily high order poles at any given order in the $1/\mathcal{N}$ expansion. It would be nice to see if our flat space limit can be generalized to apply to that case also.

Vasiliev-type theories also seem to present obstacles to the recursion relations because it seems hard to control the behaviour of the correlator at $w = \infty$. On the other hand, given that the BCFW recursion relations can be generalized to string theory [22], we could hope that some generalization of these new recursion relations might work for higher spin theories as well. This would be very useful since computations with higher spins are even harder than gravity computations. More ambitiously, since these recursion relations determine all correlators starting with just the three point transition amplitude, it would be nice to explore whether it is possible to use these techniques to demonstrate the equivalence of the Vasiliev theory and the O(N) vector model to all orders [23].
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Appendix

A. Difficulties with BCFW in AdS$_4$/CFT$_3$

In this appendix we briefly describe the difficulties involved in generalizing the BCFW recursion relations to the computation of correlation functions in AdS$_4$/CFT$_3$. It is entirely possible that these difficulties are surmountable and we present this analysis here in the hope that a reader of this paper will find a way to improve it. In fact the development of BCFW relations for AdS$_4$/CFT$_3$ would be quite valuable. The BCFW-recursion relations involve fewer terms than (4.12) because the sum over partitions is limited to partitions in which one chosen momentum appears on the left, and another chosen momentum appears on the right. This means that such relations are likely to more directly lead to compact expressions for final answers.

The standard BCFW relations rely on finding a null vector $q$ that is orthogonal to two given momenta $k^1$ and $k^n$ i.e. we must have

$$q \cdot q = q \cdot k^1 = q \cdot k^n = 0. \quad (A.1)$$

Given two arbitrary momenta — $k^1$ and $k^n$ — in three dimensions, there is no solution to this equation even if we allow $q$ to become complex. One solution to this problem, which works for scattering amplitudes that depend on massless momenta in 3 dimensions was developed in [24]. Here, we will try and generalize it to the computation of correlators, which can depend on arbitrary momenta.

The idea is that given two vectors $k^1$ and $k^n$, we want to “rotate” them in the plane, while keeping their sum constant. We will allow the “angle of rotation” to take complex values.

Let us define

$$k_{\alpha \dot{\alpha}}^m = |k^m|\sigma_{\alpha \dot{\alpha}}^0 + k^m_i \sigma_{\alpha \dot{\alpha}}^i, \quad (A.2)$$

for $m = 1$ or $m = n$. We also write

$$k_{\alpha \dot{\alpha}}^1 = \lambda_1 \bar{\lambda}_1, \quad k_{\alpha \dot{\alpha}}^n = \lambda_n \bar{\lambda}_n, \quad (A.3)$$
where $\lambda^1, \lambda^n, \bar{\lambda}^1, \bar{\lambda}^n$ are two component spinors.

Then the following rotation has the properties that we want:

$$
R = \exp\{-i\frac{\theta \sigma \cdot (k^1 + k^n)}{|k^1 + k^n|}\}; \quad R^{-1} = \exp\{+i\frac{\theta \sigma \cdot (k^1 + k^n)}{|k^1 + k^n|}\}. \quad (A.4)
$$

Under which the spinors transform as

$$
\lambda_m \rightarrow R \lambda_m, \quad \bar{\lambda}_m \rightarrow \bar{\lambda}_m R^{-1}.
$$

(A.5)

In particular, with $\hat{n} \equiv \frac{(k^1 + k^n)}{|k^1 + k^n|}$, we have

$$
R = \cos \frac{\theta}{2} - i \sigma \cdot \hat{n} \sin \frac{\theta}{2} = \frac{1}{2} [(x + 1/x) - \sigma \cdot \hat{n}(x - 1/x)],
$$

with $x \equiv e^{i\theta}$. However, we do not need to restrict to $|x| = 1$ and can consider this rotation to be an arbitrary function of $x$.

Now, since the norm of both vectors $k^1$ and $k^n$ is independent of $x$, it is clear that the correlator can be written as an integral over a rational function of $x$. This integrand has poles when an intermediate propagator goes on shell. However, it also has potential poles at $x = 0$ and at $x = \infty$.

Let us choose a coordinate system to gain some intuition for what happens under this extension. In particular, we choose

$$
k^1 = (0, 1, \alpha), \quad k^n = (0, -1, \beta).
$$

(A.7)

where we have rescaled coordinates so that the y-component of the vectors is 1, without loss of generality. (These expressions are written as three dimensional expressions.) Initially, these vectors are associated with spinors

$$
\lambda_1 = \left\{ \sqrt{\alpha + \sqrt{\alpha^2 + 1}}, \frac{i}{\sqrt{\alpha + \sqrt{\alpha^2 + 1}}}, \frac{i}{\sqrt{\alpha + \sqrt{\alpha^2 + 1}}} \right\} ,
\quad \bar{\lambda}_1 = \left\{ \sqrt{\alpha + \sqrt{\alpha^2 + 1}}, \frac{i}{\sqrt{\alpha + \sqrt{\alpha^2 + 1}}}, \frac{-i}{\sqrt{\alpha + \sqrt{\alpha^2 + 1}}} \right\},
\lambda_n = \left\{ \sqrt{\beta + \sqrt{\beta^2 + 1}}, \frac{i}{\sqrt{\beta + \sqrt{\beta^2 + 1}}}, \frac{1}{\sqrt{\beta + \sqrt{\beta^2 + 1}}} \right\} ,
\quad \bar{\lambda}_n = \left\{ \sqrt{\beta + \sqrt{\beta^2 + 1}}, \frac{-i}{\sqrt{\beta + \sqrt{\beta^2 + 1}}}, \frac{1}{\sqrt{\beta + \sqrt{\beta^2 + 1}}} \right\}.
$$

(A.8)

As we make our rotation above, the momenta get transformed to

$$
k^1(x) = \left\{ \frac{1}{2} \left( x^2 - \frac{1}{x^2} \right), \frac{1}{2} \left( -x^2 - \frac{1}{x^2} \right), \alpha \right\} ,
k^n(x) = \left\{ -\frac{1}{2} \left( x^2 - \frac{1}{x^2} \right), \frac{1}{2} \left( -x^2 - \frac{1}{x^2} \right), \beta \right\} .
$$

(A.9)
with associated negative helicity polarizations (obtained using the spinor transformation rule (A.3)) that are

\[ \epsilon^{-}_1(x) = \left\{ \begin{array}{l}
-x^4 + 2\alpha^2 + 2\sqrt{\alpha^2 + 1} x^2 + 1 + i \left( x^4 - 2\alpha^2 - 2\sqrt{\alpha^2 + 1} - 1 \right) \\
n - \frac{1}{2} x^2 \left( \alpha + \sqrt{\alpha^2 + 1} \right), \\
2x^2 \left( \alpha + \sqrt{\alpha^2 + 1} \right), \\
i \left( x^4 - 2\alpha^2 - 2\sqrt{\alpha^2 + 1} - 1 \right), \\
i \end{array} \right\} \]  
\[ \epsilon^{-}_n(x) = \left\{ \begin{array}{l}
-x^4 + 2\beta^2 + 2\beta \sqrt{\beta^2 + 1} x^2 + 1 + i \left( x^4 - 2\beta^2 - 2\beta \sqrt{\beta^2 + 1} - 1 \right) \\
n - \frac{1}{2} x^2 \left( \beta + \sqrt{\beta^2 + 1} \right), \\
2x^2 \left( \beta + \sqrt{\beta^2 + 1} \right), \\
i \left( x^4 - 2\beta^2 - 2\beta \sqrt{\beta^2 + 1} - 1 \right), \\
i \end{array} \right\} \]  
\[ \epsilon^{+}_1(x) = \left\{ \begin{array}{l}
0, \\
-x^4 + 2\alpha^2 + 2\sqrt{\alpha^2 + 1} \alpha + 1 + i \left( x^4 - 2\alpha^2 + 2\sqrt{\alpha^2 + 1} \alpha + 1 - 1 \right) \\
n - \frac{1}{2} \left( \frac{x^2}{\gamma_1} + \gamma_n \right), \\
2x^2 \left( \alpha + \sqrt{\alpha^2 + 1} \right), \\
i \left( x^4 - 2\alpha^2 + 2\sqrt{\alpha^2 + 1} \alpha + 1 - 1 \right), \\
i \end{array} \right\} \]  
\[ \epsilon^{+}_n(x) = \left\{ \begin{array}{l}
0, \\
-x^4 + 2\beta^2 + 2\beta \sqrt{\beta^2 + 1} \beta + 1 + i \left( x^4 - 2\beta^2 + 2\beta \sqrt{\beta^2 + 1} \beta + 1 - 1 \right) \\
n - \frac{1}{2} \left( \frac{x^2}{\gamma_n} + \gamma_n \right), \\
2x^2 \left( \beta + \sqrt{\beta^2 + 1} \right), \\
i \left( x^4 - 2\beta^2 + 2\beta \sqrt{\beta^2 + 1} \beta + 1 - 1 \right), \\
i \end{array} \right\} \]  
\[ \text{(A.10)} \]

The positive helicity polarizations are similar

\[ \epsilon^{+}_1(x) = \left\{ \begin{array}{l}
0, \\
-x^4 + 2\alpha^2 + 2\sqrt{\alpha^2 + 1} \alpha + 1 + i \left( x^4 - 2\alpha^2 + 2\sqrt{\alpha^2 + 1} \alpha + 1 - 1 \right) \\
n - \frac{1}{2} \left( \frac{x^2}{\gamma_1} + \gamma_n \right), \\
2x^2 \left( \alpha + \sqrt{\alpha^2 + 1} \right), \\
i \left( x^4 - 2\alpha^2 + 2\sqrt{\alpha^2 + 1} \alpha + 1 - 1 \right), \\
i \end{array} \right\} \]  
\[ \epsilon^{+}_n(x) = \left\{ \begin{array}{l}
0, \\
-x^4 + 2\beta^2 + 2\beta \sqrt{\beta^2 + 1} \beta + 1 + i \left( x^4 - 2\beta^2 + 2\beta \sqrt{\beta^2 + 1} \beta + 1 - 1 \right) \\
n - \frac{1}{2} \left( \frac{x^2}{\gamma_n} + \gamma_n \right), \\
2x^2 \left( \beta + \sqrt{\beta^2 + 1} \right), \\
i \left( x^4 - 2\beta^2 + 2\beta \sqrt{\beta^2 + 1} \beta + 1 - 1 \right), \\
i \end{array} \right\} \]  
\[ \text{(A.11)} \]

However, these polarization vectors blow up both at \( x = 0 \) and \( x = \infty \). If we consider a gluon amplitude then naively we would expect that for large \( x \), following the analysis of [25], that the amplitude would behave like behave like:

\[ T_4 \sim 4^1 \eta_{ij} x^2 \eta_{j}^2 + \ldots \]  
\[ \text{(A.12)} \]

So, we might expect that \( T_4 \sim O(x^6) \), since both polarizations grow like \( x^2 \). However, since \( \epsilon^1 = \gamma_1 k^1 + O(1) \) and similarly for \( \epsilon^n \), we can use the Ward identity twice to get rid of a factor of \( x^4 \). (More precisely the highest order terms in \( x \) are fixed by the contact terms that appear in the Ward identity.) However, this still leaves us with the scaling \( T_4 \sim O(x^2) \). The same problem occurs at \( x = 0 \).

We do not know how to compute these boundary terms in a simple way. Moreover, if we try and get rid of this problem by scaling the polarization vectors as we go to \( x \to \infty \) and also as we go to \( x \to 0 \), we inevitably introduce a pole somewhere else in the complex plane with residues that do not have any nice physical interpretation. For this reason, the naive approach to the BCFW recursion relations for AdS/CFT3 runs into trouble.
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