Earthquake-Like Avalanches in Compression of Ductile Porous Materials
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As a complex natural phenomenon, seismicity can be characterized by several power laws. In the viewpoint of brittle fracture in disordered materials, however, these scaling behaviors, especially their critical exponents, are still far from understanding. In this Letter, avalanches in compression of ductile metallic glass foam are investigated, in which inelasticity can be naturally introduced by strain localization (i.e., nanoscale shear bands) prior to fracture of cellular structures. It is shown that avalanche statistics in such a process can reproduce fundamental seismic power laws with exponents compatible with earthquakes. It implies that in addition to elasticity and disorder involved in conventional statistical models, the inelastic rheological behavior is a necessary ingredient in accounting for seismological laws.
Earthquakes are believed as one of the most complex natural phenomena, which can be characterized by several empirical power laws: (i) The Gutenberg-Richter (GR) law states that the number of earthquakes as a function of their size or energy $S$ decreases as a power law, i.e., $P(S)dS \sim S^{-\tau}dS$ (with $\tau = 1 + 2b/3$ and $b \approx 1$) [1]. (ii) The rescaled time interval between two successive earthquakes (or waiting times) can be described by a universal gamma distribution, $P(x) \sim x^{\gamma-1}\exp(-x/b)$, in regimes with stationary seismic activities [2]. (iii) The Omori law indict that the rate of aftershocks decreases with the time $t$ after a main shock as $1/t^p$ (with $p = 1$ for large earthquakes) [3]. Finally, (iv) the productivity law gives the number of aftershocks, which are trigged by the event size $S$, scales as $S^{2\alpha/3}$ (with $\alpha \approx 0.8$) [4]. Here, how to represent these seismic laws in experiments or simulations with minimal physics is of great significance in understanding an earthquake generation process.

Recently, some statistical similarities have been found between earthquakes and acoustic emission signals recorded during compression of brittle porous materials [5]. That is, in terms of crackling noise, fracture of disordered materials is related to earthquakes [6], and in both systems, slow perturbation responds through discrete and scale-free events with a huge variety of sizes. It implies the existence of a criticality that has stimulated testing on the universality of power-law exponents from various brittle heterogeneous or porous media [7–10]. Although a number of efforts have been made, there is still lack of an understanding on these seismic laws. First, experimentally accessible quantities in brittle fracture (BF) such as the energy or avalanche size distributions are not straightforwardly comparable with those measured in earthquakes. The GR law exponents ($\tau = 1.4 \pm 0.1$ [5, 7–10]) observed in BF are obviously smaller than that in earthquakes ($\tau \approx 1.67$ [1]).
The similar phenomenon exists in conventional statistical models, such as the Olami-Feder-Christensen [11] and elastic depinning models [12]. Without considering the rheological properties of materials, these elastic-brittle models usually give an upper limit value of the avalanche size exponent, i.e., $\tau = 1.5$ [13] obtained by the mean field theory, which is also smaller than $\tau \approx 1.67$. In addition, based on available BF experiments, the distributions of waiting time exhibit non-stationary characteristics of a double power law [5–10, 14], significantly different from the unified scaling behavior of waiting time for earthquakes [2]. All these imply that simple BF fails to reveal information hidden in the seismic laws.

Generally speaking, earthquakes occur due to the instability of a fault system filled with crushed pieces of rocks (fault gouge [15]). Analogous to amorphous materials like metallic glasses [16], the irreversible deformation of granular fault gouge is usually through rearrangements of a small cluster of particles and spontaneous localization into narrow shear bands at a critical external stress [15]. This may lead to severe temperature rise and significant rheological change in local materials. Considering such an inelastic effect as additional viscoelastic relaxation in modified stick-slip models, novel avalanche dynamics were observed with quasi-periodic stress oscillations characterized by a higher avalanche size exponent [17]. These findings shed light on a new mechanism to account for seismological laws, however, a direct experimental evidence for the inelastic effect with seismic activities is still lacking. On the other hand, simulations can provide a detailed description of viscoelastic dynamics in disordered systems at a short timescale [18], but their long-term clustering, scaling and universality remain poorly understood. In this Letter, we deal with the ductile metallic glass foam (DMGF), a typical kind of porous materials. Different from its
brittle counterpart, DMGF can release local excessive stress by forming nanoscale shear bands in cellular structures before fracture [19, 20], which provides a good physical approximation of plastic strain localization in fault gouge layers. In contrast to a simple BF process, we demonstrate that, by naturally introducing the inelastic effect via shear-banding interaction, the system can generate self-similar avalanches that represent all fundamental seismic laws.

**Experiments.**—Cylindrical metallic glass foams with 10 mm in diameter and porosity $\phi = 60 \%$ were fabricated by pressure infiltration combined with rapid cooling [20]. For comparison, brittle alumina foam (BAF) with 30 mm in diameter and porosity $\phi = 87 \%$ were also prepared. Uniaxial compression tests were carried out on the MTS-810 material test system at ambient temperature. The displacement-driven mode [21] was adopted with a constant initial strain-rate of $10^{-3} / \text{s}$ for all samples. The force opposed by the sample was measured with a high resolution where the nominal uncertainties are of the order 0.1 N. The sampling frequency was 100 HZ and it is well enough to capture each peak or critical stress which separates the transition of deformation from pinning to burst slip. As shown in Fig. 1(a), deformation of BAF proceeds by brittle fracture of disordered cellular structures along the main crack tip, in which elasticity and disorder plays an important role in the process of energy balance; while in DMGF, plastic strain is locally accumulated in foam’s cellular walls by formation of nanoscale shear bands prior to fracture [19, 20]. This is also reflected from the stationarity of their force-time curves as shown in Figs. 1(b) and (c): for BAF, force varies significantly over time, i.e., randomly transient hardening or softening, however for DMGF, there are obviously stationary oscillations, where pronounced fluctuations of the mean stress in each serration, i.e., a loading and unloading cycle, are absent. In order to quantify such a difference, let
us introduce the avalanche, $S$, following Ref. [22], and consider the sequence of external force $F(t)$, as shown in Fig. 1(d), where bursts appear as ‘valleys’. It is of interest to note that there is a hierarchical structure in large valleys, inside which are some smaller ones. Here we define a burst corresponding to time $t_i$ as the total irreversible deformation increment in the forward direction, i.e.,

$$ S_j = \sum_{i=1}^{\text{end}} \Delta x_j, $$

in the interval starting from the current yield stress, $F_{\text{max},i}$, to a larger one, $F_{\text{max},\text{end}+1}$, where the local burst displacement $\Delta x_j$ is calculated by

$$ \Delta x_j = \frac{F_{\text{max},j} - F_{\text{min},j}}{k_{j-1}} k_j, $$

where $F_{\text{max},j}$ (or $F_{\text{min},j}$) and $k_j$ are the local maximum (or minimum) force and stiffness at time $t_j$, respectively. With the time evolution, we can obtain an avalanche series that is considered to be an earthquake-like sequence. Fig. 1(e) shows the typical time evolution of avalanche events (the size smaller than 100 nm are neglected) and their cumulative number (counted at an interval of 0.1 s). Each sample produces typically a few thousand events: 1700 ± 500 and 16000 ± 1000 for DMGF and BAF, respectively.

*The GR law exponent (1.5 versus 1.7).*—To obtain the maximum resolution of a limited experimental data set, the complementary cumulative distribution function (CCDF) was used. As shown in Figs. 2(a) and (b), the avalanche size distributions follow the GR law, i.e., $\text{CCDF}(S) \sim S^{-(\tau-1)}$, over several magnitudes for both BAF and DMGF, respectively, and thus their corresponding probability density functions scale as $P(S) \sim S^{-\tau}$. In the case of BAF, $P(S)$ is well fitted by using the maximum likelihood method, with a robust power law exponent $\tau = 1.43 \pm 0.05$, which is quite close to $\tau = 1.4 \pm 0.1$ obtained by acoustic emission signals in various brittle porous materials [5–10]
and $\tau = 1.5$ predicted by the elastic models in the mean field limit [13]. However, all of them are clearly smaller than $\tau = 1.67$ observed in earthquakes [23]. While in DMGF, we found a significantly different scaling exponent, $\tau = 1.70 \pm 0.05$, which is more comparable with earthquakes. A larger GR law exponent means that the extreme events in DMGF decay faster than those in BAF. This can be attributed to additional plastic shear bands in DMGF, which effectively prevented the non-steady propagation of cracks and fragmented an intact avalanche into several smaller ones. The similar fragmentation effect on an avalanche size distribution was also discussed by using a forest fire model [24].

*The waiting time (a double power law versus the Gamma distribution).—* Another important aspect of earthquakes is related to the waiting time, $\tau$, between two successive events above a lower bound avalanche size $S_m$. Figs. 3(a) and (c) show the probability density functions, $P(\tau)$, obtained from BAF and DMGF, respectively, with several values of $S_m$. Bak et al. [25] proposed that after accounting for the spatial location of events, the distributions of $\tau$ collapse onto a single curve without distinguishing among foreshocks, main shocks, and aftershocks. Corral [2] argued that the occurrence of earthquakes differs regionally and suggested an extension held for different spatial areas, time windows, and magnitude ranges by introducing a mean rate of seismic activities $\langle r \rangle$ or $1/\langle \tau \rangle$ in the scaling operation. Then, a more generalized scaling formula is given by [26]

$$P(\tau) = \left( \tau \right)^{\omega(2-m)} F \left( \tau \right)^{\omega(2-m)},$$

where $\omega$ and $F(x)$ are the universal scaling exponent and function, respectively. For earthquakes, $\omega \approx 1$ and $F(x)$ can be adjusted by a gamma distribution, $F(x) \sim x^{-(1-\gamma)} \exp(-x/b)$ with $\gamma$ and $b$ the fitting parameters [2]. However, in BAF, there is an obviously different scaling exponent $\omega \approx 1.5$
and a power law decaying function $F(x) \sim x^{-\omega}$ in the main time range [see Fig. 3(b)], which implies the temporal correlation in deformation dynamics. Moreover, a second power law emerges for the rightmost tail of distributions, with an exponent of 3. It leads to a double power-law master curve as proposed in Ref. [2] for the system with a nonstationary activity rate, which is analogous to other brittle porous materials [7, 8]. On the other hand, in DMGF, the scaling exponent $\omega$ is close to 1. Thus, according to Eq. (2), $P(\tau)$ can be rescaled by the mean rate of activities $<\tau>$. It is shown that there is a good collapse of all distributions [see Fig. 3(d)] by using a universal scaling function, $F(x) \sim x^{-(1-\gamma)} \exp(-x/b)$ with $\gamma = 0.77 \pm 0.06$ and $b = 1.4 \pm 0.1$. This is statistically indistinguishable from the results of earthquake data given in Ref. [2] ($\gamma = 0.67 \pm 0.05$ and $b = 1.58 \pm 0.15$).

**Aftershocks (the Omori and productivity laws).**—We further considered main shocks as all the events with the size larger than $S_m$. After a main shock, the sequence of subsequent events was studied until an event with the size larger than that of the main shock. Then, we divided the time from a main shock toward future into intervals, for which the number of aftershocks was counted in each of them. Averages of different sequences corresponding to main shocks with $S > S_m$ were performed. As shown in Figs. 4(a) and (c), the number of aftershocks per unit of time, $r_{AS}(t - t_{MS})$, decays as a power-law function, $r_{AS} \sim 1/(t - t_{MS})^p$, where $t - t_{MS}$ is the elapsed time since the main shock. This relationship hold for brittle and ductile heterogeneous materials with different microscopic mechanisms, however, which gives rise to a significant difference of $p$-values. For BAF where the transient stress divergences come from BF in local cellular structures or rate-and-state-dependent friction between crack surfaces [27], the Omori decay is observed up to three decades of magnitude with $p = 0.5 \pm 0.1$, which is relatively smaller than that in earthquakes,
where $p$ usually lies in the range of $0.7 - 1.5$ [3]. For DMGF, the criticality in temporal correlations can be prevented by viscoelastic dissipation [28], resulting in a faster decaying rate of aftershocks with a higher $p$-value ($0.80 \pm 0.05$), which is consistent with observations in earthquakes. Furthermore, by rescaling the vertical axis with $S_m^{-2\alpha/3}$ and the optimum $\alpha$ that leads to the collapse of the data, $r_{AS}/S_m^{-2\alpha/3}$ should be a function of the time since the main shock. As shown in Figs. 4(b) and (d), different from other scaling exponents as discussed, $\alpha$ exhibits a clear insensitivity of material rheological behaviors and almost shares the same value for brittle and ductile porous materials ($\alpha \approx 0.66$ for BAF and $\alpha \approx 0.70$ for DMGF), which are both comparable with ones reported in earthquakes ($\alpha \in 0.7-0.9$ [4]).

**Conclusion.**— We have presented a complete comparison of the avalanche statistics (including the distributions of avalanche size and waiting time as well as the modified Omori’s law) between two types (brittle and ductile) of porous materials and earthquakes. It is shown that in contrast to BF, the additional shear-band interaction in DMGF, which introduces complex internal dynamics via viscoelastic relaxation, not only leads to distinct avalanche size distributions characterized by a higher power-law exponent, but also induces tempo-spatial correlated aftershock sequences and unique long-term clustering characterized by a universal rescaled waiting time distribution, which are more comparable with earthquakes. Our findings demonstrate that the inelastic rheological behavior is a necessary ingredient in accounting for fundamental seismological laws, which cannot be ignored as assumed in conventional earthquake models. Further studies are needed to advance the models that can reproduce the universal rescaled waiting time distribution and a tempo-spatial correlated aftershock sequence.
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Figure captions

**FIG. 1** (Color online). (a) Microscopic deformation of the two types of porous materials: in BAF, deformation proceeds by random fracture of disordered cellular structures along the main crack tip; while in DMGF, deformation is through competition between crack growth and local plastic slips, i.e., nanoscale plastic shear bands. (b) and (c) show the typical force time curves (with a constant strain rate of $1 \times 10^{-3} \text{ s}^{-1}$) for BAF and DMGF, respectively. (d) The avalanche size, $S$, can be easily determined from the experimental force time curves [19]. (e) The typical time evolution of avalanche size and the total number of events in DMGF.

**FIG. 2** (Color online). (a) and (b) show the avalanche size distributions that follow the GR law, i.e., CCDF($S$) $\sim S^{-(\tau-1)}$, and the corresponding probability density function $P(S) \sim S^{-\tau}$, over several decades of magnitude, respectively. For BAF, $P(S)$ is well fitted by using the maximum likelihood method with a robust power law exponent $\tau = 1.43 \pm 0.05$, while for DMGF, $\tau = 1.70 \pm 0.05$, which is more comparable with $\tau = 1.67$ observed in earthquakes.

**FIG. 3** (Color online). (a) and (c) show the distributions of waiting times with $S > S_m$ for BAF and DMGF, respectively. Each curve is associated with a value of $S_m$. (c) and (d) are the waiting times and their distributions rescaled by $<r>^{1/(2-\omega)}$ and $<r>^{\omega/(2-\omega)}$, respectively, where $<r>$ is the mean rate of activities. The values of $\omega$ are significantly different in BAF ($\omega \approx 1.5$) and DMGF ($\omega \approx 1$). The red circles for BAF and blue ones for DMGF are the window average over all distributions. Moreover, the unified scaling functions for the
two types of porous materials are also different: a double power-law for BAF and the gamma distribution for DMGF.

**FIG. 4** (Color online). (a) and (c) Number of aftershocks per unit time, $r_{AS}$, as a function of the time distance to a main shock, $t - t_{MS}$, for BAF and DMGF, respectively, where main shocks are defined as the events with size $S > S_m$ and each curve is associated with a value of $S_m$. The dashed lines are power-law functions scaled as $(t - t_{MS})^{-p}$, which indicate different $p$ values for BAF ($p = 0.5 \pm 0.1$) and DMGF ($p = 0.80 \pm 0.05$). (b) and (d) Rescaled Omori plot shows the productivity law, with $\alpha \approx 0.66$ for BAF and $\alpha \approx 0.7$ for DMGF.
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