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Abstract: This paper examines the nexus between financial development and energy consumption in South Africa. To determine the long run and short run relationship between financial development and energy consumption in South Africa, the paper uses an Auto Regressive Distributed Lag bounds test (ARDL) and Granger causality test to establish the type of correlation between 1980 and 2018. ARDL bounds testing method offers concrete long-run estimates and t-statistics as it is flexible whether the adopted variables are I(0) or I(1). The study used per capita (kilogram, kg of oil equivalent) to measure total energy consumption, domestic credit to the private sector (percentage of gross domestic product, GDP) to measure financial development, real GDP growth (to capture economic growth), industrial value added (percentage of GDP) to measure industrialization, and urban population (percentage of total population) to capture urbanization. Results from ARDL showed that the relationship between financial development and energy consumption is positive in nature both in short-run and long-run. Granger causality test results revealed unidirectional causality from financial development to energy consumption. Policymakers need to formulate policy reforms that channels more credit to private sector development in order to bolster more energy use in South Africa. There ought to be proper balance between financial development and energy consumption to avoid electricity crisis.
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1. Introduction

The country of South Africa has experienced numerous power cuts, and since 2020 Eskom has not been able to keep up with the 25% more demand for 39,000 megavolt (MV) (Renke and Steennot 2020). The need for what is called load shedding led to a flurry of concern about the current and future reliability of energy supply in South Africa, reducing economic growth by 1.1% (Vermeulen 2020). This also raised questions about the lack of progress to recover about R9.9 billion capital cost in resolving Eskom’s financial and operational crises since the newly appointed cabinet of 2018 (Alexandra 2020). Power utility Eskom estimates that, without additional capacity, there will be an electricity supply shortfall of between 4000 and 6000 megawatts over the next five years, as old coal-fired power stations reach their end life (Wirth 2020). One of the drivers for energy consumption in the literature is financial development (Bulfone 2020). A well-developed financial sector enables individuals, households and firms to consume more energy (Ma and Fu 2020). It is therefore imperative to have a study that examines the relationship between financial development and energy consumption in South Africa for the period 1980 to 2018. Moreover, the relationship between financial development and energy consumption has received enormous attention from researchers and policymakers globally (Ahmed 2017). Though most studies generally suggest that there exists a relationship between financial development and energy consumption, empirical evidence has continued to
generate mixed outcomes (Odhiambo 2019). One strand of studies asserts that energy consumption induces an increase in the demand for financial services which positively influences financial development (Odhiambo 2010; Ahmed 2017; Ma and Fu 2020). Financial development can positively affect energy use by enhancing economic growth, while providing funds to the economic units at reasonable rates and maturity for purchases of durable products such as refrigerators, cars, houses, etc. (Mahalik et al. 2017). Empirical results of Stern and Cleveland (2004) support the notion that energy consumption causes financial development. In contrast, studies such as Kakar (2016), Mahalik et al. (2017) and Nkalu et al. (2020) highlight that financial development leads to energy consumption. The view is that a well-developed financial sector attracts more finances for investment which enlivens urbanization, industrialization, economic growth and buttresses energy consumption (Bayer et al. 2021). Other studies posit that at early stages of development financial advancement responds to energy consumption and as economic growth increases it improves the financial development of the country (Sadorsky 2011; Xu 2012; Mahalik and Mallick 2014; Sbia et al. 2017; Rehman and Rashid 2017; Haider and Adil 2019; Ma and Fu 2020). Gungor and Simon (2017) and Roubaud and Shahbaz (2018) and Sadraoui et al. (2019) supports this view which indicates bi-directional linkage between financial development and energy consumption. In some instances, financial development has no role in energy consumption (Tamazian et al. 2009). Sare (2019) and Yue et al. (2019) discovered no evidence of the existence of the finance-energy nexus.

It is evident from the foregoing that empirical evidence of the relationship between financial development and energy consumption is mixed (Bayer et al. 2021). In South Africa, policymakers, researchers and academics have put very little attention to this relationship as evidenced by the fact that few studies examined the relationship between financial development and energy consumption (Ahmed 2017). The existing few studies follow a similar trend of grouping South Africa with other countries in the analyses (Chitiyo 2017). Studies such as Tamazian et al. (2009), Ahmed (2017), Gungor and Simon (2017) examined the finance-energy relationship amongst a group of countries which includes South Africa (Sekantsi et al. 2016; Muyambiri and Odhiambo 2018). No consensus was reached in findings of these studies. This, therefore, creates difficulty in making a generalization about the role of financial development on energy consumption in South Africa (Odhiambo 2019). Furthermore, this means South Africa’s policy direction is deficient in the contribution of financial development to energy consumption (Karakurt and Aykutalp 2020).

Unlike the common trend of grouping countries, this study aims to generate empirical evidence of the linkage between financial development and energy consumption specific to South Africa (Ahmed 2017). Developing empirical knowledge of this relationship is imperative to influence policy reforms focusing on advancing financial development and fostering energy consumption in the country (Simon 2016). The study also sets out to examine how the financial sector influences energy consumption (Karakurt and Aykutalp 2020). Studies revealed that the causality direction and relationship between financial development indicators and primary energy use varied among countries (Bayer et al. 2021). In a nutshell, the study additionally seeks to determine the nature and direction of the relationship between financial development and energy consumption in South Africa (Bernanke 2008). Using time series data and the ARDL technique, the study provides long-run and short-run dynamics of this relationship (Gujarati and Porter 2010). The study concludes by prescribing evidence-based policy recommendations necessary to enliven financial development and bolster energy consumption in South Africa.

The rest of the study is structured as follows: Section 2 provides a literature review and Section 3 outlines the methodology. Section 4 presents empirical results whilst the final section is devoted to the conclusion and policy recommendations.

2. Review of the Literature

It is very important under this brief survey to provide both the theoretical background and empirical studies to show a holistic insight on the subject matter. This section is
classified into two sub-sections, the theoretical literature and empirical literature related to financial development and energy consumption relationship.

2.1. Theoretical Literature

The theoretical front revealed three main effects (direct, business and wealth effects) where financial development correlates with energy consumption and Kuznets curve (EKC) hypothesis.

Direct effect—An effective financial system allows consumers to buy more goods, supporting more lending to households and firms, leading to higher energy consumption (Furuoka 2015). Conversely, an increase in credits leads to a reduction in energy consumption, thus through expansion of energy-saving devices, machines, and new products introduced (Masanet-Llodra 2012). Consumers’ energy demand may also be an increasing function of the country’s financial development (Bayer et al. 2021). A healthy financial system (like South Africa) provides consumers with an opportunity to buy goods and services using their accumulated money in banks or from a loan granted to them (Sadorsky 2011). Consumers, after receiving a loan from the bank, consume expensive goods which demand more energy such as cars, homes, refrigerators, air conditioners and washing machines (Mahalik et al. 2017).

Business effect—The concept of business effect was propounded by Minsky (1982). Kregel (2004) extended theories by Minsky and further presented the uncertainty for exchange rate, derivatives, and global dimension (Kregel 2010). Financial development is said to benefit from the financial system by impacting on real variables, at which real interest rate can possibly result in investment (Sadorsky 2014). This is due to the fact that financial development can drive economic growth and the obvious impact of growth of income on energy demand (Odhiambo 2018). Thus, the allocation of banking credits to the private sector helps companies expand their assets, physical capital, and production factors, making up energy-saving devices and machines (Sadorsky 2019).

Wealth effect—Wealth effect is a behavioral economic theory suggesting that people spend more as the value of their assets rise (Yang et al. 2020). The idea is that consumers feel more financially secure and confident about their wealth when their homes or investment portfolios increase in value (Takahashi et al. 2019). An increase in stock market activity like the JSE is a key indicator for economic growth and wealth of a country (Haider and Adil 2019). Equally, the stock effect increase positively builds trust between consumers and businesses, creating a wealth effect (Sadorsky 2011).

Kuznets curve hypothesis—According to Piketty (2013), the Kuznets curve (EKC) hypothesis exists as an inverted U-shaped relationship (Nkalu et al. 2020), between the environment and financial development (used interchangeably with income) (Lukasiewicz 2018). Grossman and Krueger (1991) argued that an increase in environmental degradation reaches a turning point where income starts to increase (Shafik 1994). Cornia et al. (2003) postulated that, immediately after a turning point, environment degradation decreases with an increase in income level (Piketty 2013).

In conclusion, this section examined the theoretical literature reviewed for this study. The theoretical background of the underlying argument in this study is based on three possible channels: direct, business and wealth. In addition, the Kuznets curve (EKC) hypothesis and confirmed that financial development directly relates with energy consumption.

2.2. Empirical Literature

The empirical front discusses the link between financial development and energy consumption as follows: positive, negative, feedback, bidirectional, unidirectional, inverted U-shape, no significant relationship between the variables under the study.

Studies apply various methodologies when examining the relationship between financial development and energy consumption. Ma and Fu (2020) used panel data from 120 countries between 1991 and 2014 and a generalized method of moments to evaluate the overall financial development impact along with its mechanisms on energy consum-
Upon analyzing the national differences, findings confirmed that globally, financial development and its components increase energy consumption, and this has been significant in emerging economies. Ahmed (2017) used panel data from 1991 to 2013 from the economies of Brazil, Russia, India, China, and South Africa (BRICS) to investigate the links among financial development and energy consumption. This study confirmed that financial development increases energy consumption in BRICS countries regardless of effective measures used. From these studies, it seems evident that financial development cannot be used to restrain increases in energy consumption from the global perspective; however, in developing economies policymakers must balance the relationship between the development of the financial sector and energy consumption.

Gómez and Rodríguez (2019) used a panel data analysis between 1971 and 2015 in the North American Free Trade Agreement (NAFTA) to study correlation between financial development and energy consumption. Results from this panel analysis revealed a significant negative link between financial development and energy consumption in NAFTA countries. Destek (2018) investigated the nexus amongst financial development, economic growth and energy consumption between 1991 and 2015 in seven developing countries with the commonly correlated effect estimator. Empirical results confirmed that energy consumption is significantly reduced by financial development when banking and bond markets are used as the “financial development” control variable. Despite that, when stock market indexes are being used to measure financial development, energy consumption marginally declines along with development of financial markets in developed economies.

Sadraoui et al. (2019) studied the interrelationship among financial development, economic growth and energy consumption between 2000 and 2018 in the Middle East and North Africa region with Granger causality and cointegration approach. Results confirmed that financial development significantly increases economic growth and has a feedback effect with energy consumption. In Pakistan, Roubaud and Shahbaz (2018) examined the financial development and energy consumption nexus between 1972 and 2014 using the cointegration and Vector Error Correction Model (VECM) Granger causality approach. Empirical findings confirmed a feedback effect among financial development and energy consumption in Pakistan. When electricity is used as a proxy for energy consumption, a feedback relationship exists between financial development and energy consumption as well as within electricity prices and consumption thereof, whereas no causality exists between economic growth and energy consumption.

Nkalu et al. (2020) studied correlation between financial development and energy consumption in sub-Saharan African countries between 1975 and 2017 using the VECM, Granger causality and cointegration approach. Results confirmed a statistically positive long-run association among the main variables but insignificant in the short-run. The empirical findings showed a unidirectional causality from financial development to energy consumption and economic growth. In South Africa, Odhiambo (2010) examined financial development, economic growth and energy consumption correlation with ARDL and cointegration approaches between 1980 and 2013. A unidirectional causality from financial development to energy consumption was confirmed from the results and further to economic growth in South Africa. Financial development somehow failed to influence energy consumption in the long-run. Higher energy prices induce the cost of doing business to upsurge, leading to positive economic growth.

Topcu and Payne (2017) studied the effect of financial development on energy consumption in 32 high income economies between 1990 and 2014. The study employed two heterogeneous estimations, namely mean group and common related effect mean group. Empirical findings confirmed that financial development slightly increases energy consumption, but it is not significant. In Turkey, Keskingoz and Inanc (2016) studied a correlation between financial development and energy consumption between 1960 and 2011 using the Johansen cointegration and Granger causality approaches. Results confirmed a short-run positive association among core variables. However, no significant long-run link exists between financial development and energy consumption. Studies used
the overall index and one index per banking sector, stock market, and bond market for financial development and revealed the stock market index to be responsible for a slight decline in energy consumption, although the overall index employed failed to explain the statistical relationship with energy consumption.

Baloch et al. (2019) studied the financial development and energy consumption nexus in the Organisation for Economic Cooperation and Development (OECD) countries between 1980 and 2016 using the Driscoll-Kraay standard errors. The findings concluded that the correlation between financial development and energy consumption in OECD countries is an inverted U-shape. In India, Haider and Adil (2019) studied the effect of financial development and trade openness on the energy consumption nexus between 1971 and 2016 using the ARDL bounds, Johansen and Juselius, cointegration and VECM tests. Empirical findings confirmed a non-linear long-run association between financial development and energy consumption in India. From these findings, it can be concluded that when Gross Domestic Product (GDP) ratios of foreign trade increases, the level of per capita carbon emission also increases while financial development has no linear significant effect on per capita carbon emission in the long run. This finding also confirmed an environmental Kuznet curve.

The findings highlight that the energy consumption following causality dominates in most developed and developing countries and these countries were encouraged to pursue policies that channel more resources towards stimulating energy consumption whilst recommending policies focusing on growing financial sectors for countries for which financial development leads to energy consumption.

In a nutshell, the related literature has reached mixed findings about the relationship between financial development and energy consumption analysed in countries, methods and the period examined. Rather, they focused more on the granger causality and less on the long run and short relationship between the variables under the study. Therefore, this very study seeks to close this gap in the literature.

3. Methodology
3.1. Data Description

The study utilized time series data from 1980 to 2018 obtained from World Bank Indicators World Bank (2020). The study period was motivated by the need to develop empirical knowledge of the relationship between financial development and energy consumption across time and explore the impetus of financial and energy policies in South Africa.

3.2. Empirical Model

Empirical works by Ma and Fu (2020), laid the foundation for model specification. The general model was specified as:

\[ EC_{it} = \alpha + \beta_0 FD_{it} + \gamma Control_{it} + \mu_i + \epsilon_{it} \] (1)

From Equation (1) above; \( EC_{it} \) represents energy consumption; \( FD_{it} \) denotes financial development (Odhiambo 2018; \( Control_{it} \)) shows the control variables that influence energy consumption (Karakurt and Aykutalp 2020); \( \beta_0 \) and \( \gamma \) represent the coefficient (percentage) of the conforming independent (Chitiyo 2017); \( \mu_i \) is the unobserved country-specific effect (Bernanke 2008); \( \epsilon_{it} \) denotes the residual term (Gujarati and Porter 2010); and lastly, \( i \) and \( t \) represent South Africa and the time period (Ahmed 2017), respectively (Ma and Fu 2020).

Equation (1) was adopted and modified into Equation (2) below for the objective of this study:

\[ EC_t = \alpha + \beta_0 FD_t + \beta_1 GDPC_t + \beta_2 IND_t + \beta_3 URB_t + DT + \mu_t \] (2)

\( EC_t \) denotes the natural log of energy consumption; \( FD_t \) represents financial development; \( GDPC_t \) denotes economic growth; \( IND_t \) indicates industrialization; \( URB_t \) represents
urbanization; $\beta_s$ denotes long-run parameters under estimation; $DT$ indicates the dummy variable; $\mu_t$ denotes error term; $t$ denotes time (Simon 2016).

3.3. Definition of Terms and a Priori Expectations

Energy consumption, denoted as EC, is the total energy consumption measured as per capita (kg of oil equivalent) (Odhiambo 2018). Energy consumption is used to capture total energy consumption per capita and it was used as the dependent variable (Ma and Fu 2020). Energy consumption includes indicators such as electricity, gas, oil and coal consumption (Karakurt and Aykutalp 2020).

Financial development (control variable), denoted as FD, is measured as the domestic credit to private sector by banks as a percentage of GDP (Ahmed 2017). There are different measures for financial development and these include: pension fund assets, mutual fund assets and insurance premiums, and life and non-life to gross domestic products (Chitiyo 2017). The study used domestic credit in the private sector as a measure of financial development (Bernanke 2008). This measure is preferred because it captures the full degree of intermediation in developing countries, governments borrow from financial markets to provide infrastructure for economic development (Regan 2017). Following Mukhtarov et al.’s (2020a) findings, the study expected this variable to increase energy consumption because easy access to credit enables consumers to purchase more energy (Iheonu et al. 2020).

Economic growth (control variable), denoted as GDPC, is measured as the real GDP growth (Al-Mulali and Lee 2013). This shows the rate at which a nation’s GDP grows from one year to another (Peterson 2017). This further captures distribution of income, enabling cross-country comparisons (Bulfone 2020). Following Raza et al.’s (2015) findings, the study expected this variable to increase energy consumption because increasing size of the economy results in high energy use (Bayer et al. 2021).

Industrialisation (control variable), denoted as IND, is measured as the industrial value added (% of GDP) (Odhiambo 2018). In global energy, industrialisation is seen among the drivers of global pollution (Ma and Fu 2020). More industrialised areas demand more energy supply (Sadorsky 2014). This variable was expected to increase energy consumption, according to Nasreen and Anwar (2014).

Urbanisation (a control variable), denoted as URB, is measured as the urban population (% of total population) (Sare 2019). According to Chowdhury et al. (2019), there is high consumption of energy in cities compared to the countryside. This variable was expected to increase energy consumption (Odhiambo 2018).

The dummy variable (D) captures the impact of the global financial crisis (Odhiambo 2018). It uses values of 1 to indicate the financial crisis period (2007–2009). The error term ($c$) captures measurement errors in the model. the error term is assumed to be serially unrelated to all the variables (Gujarati and Porter 2010). It is a critical term in dealing with the problem of endogeneity, a situation where explanatory variables are serially related to the error term (Bayer et al. 2021).

3.4. Estimation Techniques

The study carried out correlation tests to establish whether a relationship exists between the independent variables in the series. This addressed the problem of high correlation between independent variables common in time series analysis (Bulfone 2020). Formal unit root tests using Augmented Dickey–Fuller (ADF) and Phillips–Perron (PP) tests were performed to determine stationarity (Dutt 2017). Whilst the PP test is a generalisation of the ADF test, it is more comprehensive and allows for autocorrelated residuals through non-parametrical statistical methods (Gujarati and Porter 2010).

General ADF Model:

$$\Delta Y_t = \beta_1 + \beta_2 t + \delta * Y_{t-1} + \sum_{i=1}^{n} \alpha_i \Delta Y_{t-1} + e_t$$  \hspace{1cm} (3)

With, $\alpha_i = -\sum_{i=0+1}^{n} \delta_k$ and $(\delta = \sum_{i=1}^{n} \delta_i ) - 1$
$e_t$ denotes Gaussian white noise disturbance (Paganini 1994). While $\Delta Y_{t-1} = Y_{t-1} - Y_{t-2}$ (Dutt 2017). $t$ denotes period (Raza et al. 2020). $\beta$ denotes the coefficient of an intercept (Gujarati and Porter 2010).

The general PP model:

$$
\omega_x = + \sum_{s=x+1}^{n} \ell \ell \ell - sk = 0, \ldots, p = k \text{th auto covariance of residuals},
\omega_0 = [(T - K)/T] s^2, s^2 = \frac{\sum_{t=1}^{n}}{t - K}
$$

where $n$ denotes restrictive lag structure to evaluate the PP measurement (Cheng and Lai 1997), $\omega_x$ denotes the correlation coefficient of the adjustment in residuals (Gujarati and Porter 2010). To determine whether a random or pure walk exists between variables (Hui and Fu 2020), the study used both tests for unit root. The conclusion is the same as the above (Ma and Fu 2020).

The study also conducted cointegration test to establish the possibility of a relationship between the variables using Pesaran and Shin (1999) and Pesaran et al. (2001) Auto Regressive Distributed Lag (ARDL) bounds test for cointegration (Yang et al. 2020). ARDL bounds test has important econometric advantages and statistical features over other techniques (Nkalu et al. 2020). The primary advantage is that ARDL cointegration approach provides explicit tests for the presence of a single cointegration vector, instead of assuming uniqueness (Pesaran et al. 2001). Pesaran and Shin (1999) revealed that asymptotically valid inference on short run and long run parameters could be made by employing ordinary least squares estimations of ARDL model (Ahmed 2017). Therefore, the ARDL model order is properly augmented to grant for contemporaneous correlation among the stochastic elements of the data generating process involved in estimation (Pesaran et al. 2001). It was specified as:

$$
\Delta \text{InEC}_t = \beta_0 + \sum_{i=1}^{k} \beta_1 \Delta \text{InFD}_{t-1} + \sum_{i=1}^{k} \beta_2 \Delta \text{InGDPC}_{t-1} + \sum_{i=1}^{k} \beta_3 \Delta \text{InIND}_{t-1} + \sum_{i=1}^{k} \beta_4 \Delta \text{InURB}_{t-1} + a_1 \Delta \text{InFD}_{t-1} + a_2 \Delta \text{InGDPC}_{t-1} + a_3 \Delta \text{InIND}_{t-1} + a_4 \Delta \text{InURB}_{t-1} + D_{t-1} + \epsilon_t
$$

(5)

where $\Delta$ is the difference operator (representing short-run dynamic process), $k$ is the lag length (depicting long-run variables) whilst all other variables are as defined in Equation (1).

The null hypothesis of no cointegration relationship existing between the variables specified as $H_0 = a_1 = a_2 = a_3 = a_4 = 0$ was tested against the alternative hypothesis of a cointegration relationship specified as $H_1 = a_1 \neq a_2 \neq a_3 \neq a_4 \neq 0$ (Ahmed 2017). Two sets of critical values for a cointegration test were used based on the F-statistic test (Bultone 2020). If the computed F-statistic is greater than the upper-critical bound-value (F-value > Upper-critical bound-value), the null hypothesis of no cointegration will be rejected suggesting existence of a cointegration relationship (Nowlucent 2014). If the computed F-statistic is less than the lower-critical bound-value (F-value < Lower-critical bound-value), the alternative hypothesis implying no cointegration relationship will be rejected (Gujarati and Porter 2010). Performing the unit root test first addressed prior to the problem of the possibility of inconclusive results (F-value falling within the upper and lower-critical bound-values). Consistent with Narayan and Al-Siyabi (2005), a maximum of two lags in the bounds test was sufficient in the estimation (Takahashi et al. 2019). The number of lags was selected based on the or Akaike Information Criterion (AIC) (Dutt 2017).

The Granger causality test was done to determine the type of causality (Narayan and Al-Siyabi 2005). The null hypothesis of no Granger causality was tested against the alternative hypothesis of existence of a Granger causality relationship between EC and all other variables (Simon 2016). Diagnostic tests, carried out for serial correlation, heteroscedasticity and parameter stability, were performed to check the model’s stochastic properties and to validate its parameter estimation results (Bayer et al. 2021). The null hypothesis should be rejected if the p-value of observed R-squared is less than 0.05 significance level (Dutt 2017).
This decision rule applies to the Granger causality, serial correlation, and heteroscedasticity tests (Bernanke 2008). Cumulative sum of recursive residuals (CUSUM) and CUSUM of square (CUSUMSQ) tests were conducted to determine parameter stability on the long-run ARDL model (Paganini 1994).

In a nutshell, data sources, model specifications, an explanation of variables and their expected priories were presented in this section. Steps to be followed in order to arrive at conclusive results were highlighted, being the unit root, cointegration and causality tests. Lastly, a number of diagnostic checks (such as serial correlation, heteroscedasticity, normality, and parameter stability) to check the robustness for ARDL model were presented.

4. Results

4.1. Results of Descriptive Statistics

The descriptive statistics test results, as illustrated in Table 1, show that the variables did not deviate from normal distribution, and the probability of their Jarque-Bera statistics was insignificant, which confirms that variables are normally distributed supported by values of skewness for all the variables hovered around zero.

| Energy Consumption (EC) | Financial Development (FD) | Economic Growth (GDPC) | Industrialisation (IND) | Urbanisation (URB) |
|-------------------------|----------------------------|------------------------|------------------------|--------------------|
| Mean                    | 2612.475                   | 60.86315               | 0.485774               | 31.75468           | 56.76839           |
| Median                  | 2614.269                   | 62.17783               | 0.842932               | 29.51877           | 56.65100           |
| Maximum                 | 2964.770                   | 78.29413               | 4.277783               | 45.27759           | 66.35500           |
| Minimum                 | 2289.558                   | 41.50275               | −4.550333              | 25.85349           | 48.42500           |
| Standard Deviation      | 172.0865                   | 9.633719               | 2.376830               | 5.783077           | 5.702014           |
| Skewness                | 0.111072                   | −0.102290              | −0.471650              | 0.815134           | 0.060729           |
| Kurtosis                | 2.335533                   | 1.971789               | 2.502538               | 2.276462           | 1.738409           |
| Jarque-Bera             | 1.740195                   | 1.740195               | 1.800697               | 5.037029           | 2.543409           |
| Probability             | 0.418911                   | 0.418911               | 0.406428               | 0.080579           | 0.280353           |
| Sum                     | 2312.800                   | 2312.800               | 18.45941               | 1206.678           | 2157.199           |
| Sum Sq. Dev.            | 3433.916                   | 3433.916               | 209.0249               | 1237.427           | 1202.979           |
| Observations            | 38                         | 38                     | 38                     | 38                 | 38                 |

Source: Author’s own drawing. Results obtained from Eviews 10.

4.2. Results of Formal Unit Root Test

The data series was found to be non-stationary at levels. This necessitated differencing so as to attain stationarity. Stationarity was attained at first differencing and outcomes of the formal unit root test as illustrated in Tables 2 and 3 showed that Energy Consumption (EC), Financial Development (FD) and Urbanisation (URB) were not stationary at levels whilst Industrialisation (IND) and Economic Growth (GDPC) were stationary at levels.
Unlike other methods, ARDL’s superior feature is that it does not require variables to be of the same order prior to testing for cointegration therefore the study continued to perform ARDL bounds test for cointegration.

4.3. Results of Cointegration Test

Table 4 shows results for the ARDL bounds test for cointegration. The ARDL bounds test confirms a long-run relationship among the variables under the study. This is illustrated by the F-statistic value (17.63728) which is above I(1) bound critical values of 3.38 at the 5% significant level, meaning there is a cointegration between the tested variables. Based on
the decision rule highlighted in the previous section, the null hypothesis of no cointegration is not accepted (Mukhtarov et al. 2020b).

Table 4. ARDL bounds test for cointegration results.

| t-Statistic | Value | K  |
|-------------|-------|----|
| F Statistic | 17.63728 | 5  |

Critical value bounds  
(Actual sample size = 88)

| Significance | I(0) Bound | I(1) Bound |
|--------------|------------|------------|
| 10%          | 2.08       | 3          |
| 5%           | 2.39       | 3.38       |
| 2.5%         | 2.7        | 3.73       |

Source: Author’s own drawing. Results obtained from Eviews 10.

Since variables are cointegrated, the subsequent section discusses the long-run and short-run elasticities.

4.4. Results of Long-Run Elasticities

Table 5 shows findings of the long run elasticities and the dummy variable.

Table 5. Results of the long-run elasticities.

| Variable | Coefficient | Standard Errors | t-Statistic | p-Value |
|----------|-------------|-----------------|-------------|---------|
| FD       | 0.113414    | 0.058952        | 1.923835    | 0.0625 * |
| GDPC     | 0.045325    | 0.265111        | 0.170968    | 0.8652  |
| IND      | 0.023131    | 0.002272        | 10.17866    | 0.0000 *** |
| URB      | 0.332685    | 0.104730        | 3.176601    | 0.0031 *** |
| D        | −0.083940   | 0.296390        | 0.283209    | 0.7786  |

Notes: ***, 1%, * 10% significance level. Source: Author’s own drawing. Results obtained from Eviews 10.

In the long run, a unit increase in credit to the private sector leads to 0.113414 increases in energy consumption. The results are in line with the expected a priori and findings of (Kotnik et al. 2020) who obtained a positive and significant relationship between credit to the private sector and financial development. Moreover, these findings are relevant and in line with direct and business effect, a healthy financial system provides credit access to consumers and businesses (Furuoka 2015). Whilst the productive use of credit to the private sector catalyses increases in consumption, it is important to ensure proper balance between credit for private sector development and energy consumption because too much credit may trigger energy demand pressure over time, negating the positive influence on consumption. Unlike Mahalik and Mallick (2014) who found contrary results that were negative, Sadorsky (2011), propounds this notion, highlighting that a significant and positive connection exists between credit to the private sector and energy consumption but disappears during periods of load shedding.

In the long run, a unit increase in real GDP growth leads to 0.045325 increases in energy consumption. This outcome is consistent with the priori expectation, though it is insignificant. According to Wu (2015), these results could be biased due to an exclusion of important variables. Eden and Jin (1992) and Singh and Vashishtha (2020) support this finding and argues that economic growth is not related to energy consumption in the long-run relationship. These results are also in line with Phiri and Nyoni (2015) who in South Africa viewed the absence of cointegration relations as an indication of inefficient usage of renewable energy in supporting sustainable growth. However, the findings contradict those of Islam et al. (2013) and Mukhtarov et al. (2018), who established a
positive and negative statistically significant long-run nexus, respectively. Theoretically, neo-classical and endogenous theories both suggest that energy use and efficiency are drivers of economic growth and not the other way round (Bulfone 2020).

A unit increase in industrial value added (% of GDP) leads to 0.023131 increases in energy consumption, indicating that industrial value added (% of GDP) positively affects energy consumption in the long run. This outcome is consistent with the priori expectation following energy-use efficiency gains into a Cobb-Douglas production function. Sadorsky’s (2012) and Liu (2009) supports this finding and argues that industrialisation is a major factor contributing to a higher level of energy consumption due to the need of energy to fuel machinery and the increasing automation of productive techniques. These results are relevant to the case of South Africa which is experiencing a huge growth in the industrial sector, resulting in high volumes of energy demand. According to Liu (2009), industrial activity increase leads to high and advanced machinery use compared to traditional agriculture and basic manufacturing. Moreover, these are always linked with increases in energy. Therefore, countries like South Africa demand more energy because they have a highly industrialised economy.

A unit increase in the urban population (% of total population) leads to 0.383 increases in energy consumption in the long run. Against the theoretical ambiguity on a priori expectation, the results indicate that urban population (% of total population) positively influences energy consumption. The outcome corroborates Liu (2009); Shabbaz and Lean (2012); and Fedderke (2014) assertion that an economy will experience an overall increase in energy consumption because there has been a shift in production methods from those that are less to those that are very high, thus absolute advantage theory. This finding contradicts that of Sadorsky (2014), who found that energy consumption is not significantly reduced by urbanisation in a small sample of 18 developing economies, including South Africa. Furthermore, Sekantsi and Motlokoa (2015) confirmed no significant correlation between these variables. More growing demands threaten energy supply, leading to a peak power deficit being met through exports (Ahmed 2017).

The dummy variable (D) is negative and significant implying that economic growth was suppressed during the financial crisis era in South Africa. Thus, this was generally the trend worldwide.

4.5. Results of Short-Run Elasticities

Table 6 shows findings of the short run elasticities and the model’s error correction properties (ECM).

| Variable  | Coefficient | Standard Errors | t-Statistic | p-Value |
|-----------|-------------|-----------------|-------------|---------|
| D (FD)    | 0.026933    | 0.001162        | 23.17046    | 0.0000 *** |
| D(GDPC)   | 0.208532    | 0.260424        | 0.800741    | 0.4285 |
| D(IND)    | 0.435756    | 0.093304        | 4.670303    | 0.0000 *** |
| D(URB)    | 0.016921    | 0.001297        | 13.04820    | 0.0000 *** |
| D(D)      | −0.209213   | 0.056690        | 3.690452    | 0.0007 *** |
| ECM CointEq (−1) | −0.332685   | 0.104730        | −3.176601   | 0.0031 *** |

Notes: *** 1%, significance level. Source: Author’s own drawing. Results obtained from Eviews 10.

A unit increase in domestic credit to private sector by banks as a percentage of GDP leads to 0.026933 units increase in energy consumption in the short run. This corroborates the long-run elasticities and findings of Xu (2012) and Ma and Fu (2020) which highlights that credit for private sector development has substantial and positive influence on energy consumption.
A unit increase in real GDP growth increases energy consumption at 0.208532 units. These findings concur with the long run results, economic growth failed to explain energy consumption, similar to Adebola’s (2011) findings.

A unit increase in industrial value added (% of GDP) leads to 0.435756 increases in energy consumption in the short run. This finding is in line with the long run findings and concurs with empirical results of Gungor and Simon (2017) highlighting that increases in industrial value added (% of GDP) positively affects energy consumption.

A unit increase in urban population (% of total population) increases energy consumption at 0.016921 units in the short run. The findings are consistent with the long-run results and consistent with Avtar et al. (2019) who found a positive nexus between urbanization and energy consumption. According to Liu and Peng (2018), growth in urbanisation is always high, given the condition of a society or landscape. Urbanisation progress can be shown as follows: expansion in cities, huge infrastructure development, advancements in technology and industries (Gungor and Simon 2017). Error correction term $-0.332685$ with a probability of 0.0031, entails that the model displays 33% speed of adjustment to equilibrium indicating moderately strong adjustment. These results confirm reliability for the estimated long-run relationship, and also warrant an achievement of a long-run equilibrium after a system shock (Rüttenauer and Ludwig 2020).

4.6. Results of Granger Causality Test

Granger causality test results are displayed below in Table 7.

| Null Hypothesis                        | Obs | F-Statistic | Prob.   |
|----------------------------------------|-----|-------------|---------|
| FD does not Granger cause EC           | 34  | 0.26795     | 0.0348 **|
| EC does not Granger cause FD           |    | 0.14114     | 0.8690  |
| GDPC does not Granger cause EC         | 37  | 0.25597     | 0.7757  |
| EC does not Granger cause GDPC         |    | 1.10445     | 0.3437  |
| IND does not Granger cause EC          | 37  | 0.39439     | 0.0453 **|
| EC does not Granger cause IND          |    | 0.93556     | 0.4028  |
| URB does not Granger cause EC          | 37  | 2.36644     | 0.1100 * |
| EC does not Granger cause URB          |    | 1.27168     | 0.0821 * |

Notes: ** 5%, * 10% significance level. Source: Author’s own drawing. Results obtained from Eviews 10.

The hypothesis that FD does not Granger cause EC can be rejected because the $p$-value 0.0348 is less than 0.05 significance level. However, the hypothesis that EC does not Granger cause FD should not be rejected due to the fact that the $p$-value 0.8690 is more than 0.05 significance level. The outcome revealed unidirectional causality running from FD to EC, implying that financial development has a casual impact on per capita (kg of oil equivalent) supporting the demand following causality hypothesis. This finding matches the direct effect theory, which states that a healthy financial system helps the consumers to be able to consume more goods and services, providing an advantage to households and firms to be able to borrow money, resulting in high volumes of energy consumption (Furuoka 2015). Moreover, in line with the theoretical expectation, the findings concur with evidence of Sadorsky (2011) and Kotnik et al. (2020) corroborating that financial development induces increases in the demand for per capita (kg of oil equivalent).

The hypothesis that GDPC does not Granger cause EC cannot be rejected because the $p$-value 0.7757 is greater than the 0.05 significance level. However, the hypothesis that EC does not Granger cause GDPC should not be rejected because the $p$-value 0.3437 is more than 0.05 significance level. The results showed no statistical causality moving from GDPC to EC and from EC to GDPC. This is in line with neutrality hypothesis of Ma and Fu (2020), who got the same results and confirmed findings for Eden and Jin (1992) and Singh and Vashishtha (2020) who discovered that economic growth is not related to
energy consumption in the long-run relationship. In turn, this suggests that the energy conservation policy can be used since it may not harm economic growth (Nkalu et al. 2020) and vice versa.

The hypothesis that IND does not Granger cause EC should be rejected because the $p$-value 0.0453 is less than 0.05 significance level. However, we fail to reject the hypothesis that EC does not Granger cause IND since the $p$-value of 0.4028 is more than 0.05 significance level. This shows unidirectional causality running from IND to EC. The outcome is in line with results of Gungor and Simon (2017) highlighting one-way causality between IND and EC. Moreover, development in different sectors has positively influenced a direct relationship between industrial activity and energy demand in the economy (Gungor and Simon 2017). This increase in industrial activity demanded more energy compared to basic manufacturing and traditional agriculture (Sekantsi and Timuno 2017). Again, in line with the environmental Kuznets Curve (EKC) theory, as industries grow, energy demand also increases, creating higher environmental degradation while positively increasing the economic growth of a country (Ahmed 2017).

The hypothesis that URB does not Granger cause EC should not be rejected. This is because the $p$-value 0.1100 is more than 0.05 significance level. Moreover, the hypothesis that EC does not Granger cause URB cannot be rejected since the $p$-value of 0.0821 is greater than 0.05 significance level. The results revealed absence of causality from URB to EC, but a unidirectional causality from EC to URB at 10% significant level. Though the theoretical linkage is generally ambiguous, empirical evidence of Sekantsi and Timuno (2017) and Nkalu et al. (2020) also concur with this result suggesting as people move to urban areas the energy demand increases. However, a relationship showing these variables were positive was found by Nasreen and Anwar (2014).

Based on the Granger causality test results, the findings support the hypothesis that financial development leads to energy consumption validating the short-run and long-run relationship following causality hypothesis in South Africa.

4.7. Diagnostic Test

This paper performs a number of further robustness tests to check the fitness of the model.

4.7.1. Results of Serial Correlation

Table 8 shows the Breusch (1978) and Godfrey (1978) Lagrange Multiplier serial correlation LM test results.

| Breusch-Godfrey Serial Correlation LM Test |
|------------------------------------------|
| F Statistic  | 0.008002 | Prob. F | 0.9303 |
| Obs R Squared | 0.025443 | Prob. Chi-Squared | 0.8733 |

Source: Author’s own drawing. Results obtained from Eviews 10.

The results revealed that the $p$-value of the Probability of Chi-Squared 0.8733 is greater than 0.05 significance level. Therefore, the null hypothesis cannot be rejected highlighting that there is no correlation in the residuals.

4.7.2. Results of Heteroscedasticity

Table 9 displays results of the ARCH test of Engle (1982) for heteroscedasticity.
Table 9. ARCH test for heteroscedasticity results.

| Heteroscedasticity Test: Breusch-Pagan-Godfrey |   |
|-----------------------------------------------|--|
| F statistic                                   | 1.978931 |
| Prob. F                                       | 0.1109   |
| Obs*R Squared                                 | 27.43740 |
| Prob. Chi-Squared                             | 0.1951   |
| Scaled explained SS                           | 3.439248 |
| Prob. Chi-Squared                             | 1.0000   |

Source: Author’s own drawing. Results obtained from Eviews 10.

The results showed that the probability of Chi-Squared 0.1951 is greater than 0.05 significance level. Therefore, the study fails to reject the null hypothesis. This suggests that there is no heteroscedasticity in the residuals.

4.7.3. Results of Normality

Figure 1 shows the Jarque and Bera (1980); and Jarque and Bera (1987) test to check residuals for normality.

![Figure 1. Normality test. Source: Author’s own drawing. Results obtained from Eviews 10.](image)

The results showed that the probability of Jarque-Bera statistic 0.9825 is beyond the 5% significant level. The study thus failed to reject the null hypothesis. This suggests that all series are normally distributed.

4.7.4. Results of Parameter Stability

Figures 2 and 3 plot the result of the cumulative sum of recursive residuals (CUSUM) and CUSUM of square (CUSUMSQ) tests for parameter stability.

Figures 2 and 3 display that the plot of the CUSUM and CUSUMSQ statistic falls inside the critical bands of 5% confidence interval of parameter stability. This shows absence of any instability of the coefficients thus confirming stability of all coefficients in the model. Accordingly, this led to the conclusion that the relationship between financial development and energy consumption is of a long-running nature in South Africa.
In a nutshell, this study used Eviews 10 to construct an ARDL model and findings were provided. Unit root test results showed that most variables were stationary at first difference and were free from unit root besides two variables were stationary at level suggesting a need to conduct an ARDL bound cointegration test. The bound test results indicated a long-term and short run association amongst the variables under investigation. The error correction model was significant and high which established a stable long-term association among the variables. These findings were not far from the preceding expectation. A Granger causality test was also performed and confirmed that the hypothesis that financial development does not Granger cause energy consumption was rejected. However, the hypothesis that energy consumption does not Granger cause financial development was not rejected. Findings highlight a unidirectional causality association from financial development and energy consumption. The model used in this study conceded all the diagnostic tests—serial correlation, normality, heteroscedasticity and parameter stability tests.

5. Conclusions

The study examined the empirical relationship between financial development and energy consumption in South Africa between 1980 and 2018. The theoretical framework and the empirical literature confirmed existence of a relationship between financial develop-
ment and energy consumption in most countries. The study specified an empirical model that estimates a linear production function between financial development and energy consumption. Using ARDL bounds test, the study established short-run and long-run cointegration relationship between financial development and energy consumption. The Granger causality test results verified the theoretical linkage that financial development leads to a positive and significant effect on energy consumption in South Africa validating the alternative hypothesis, financial development has a significant relationship with energy consumption in South Africa. Moreover, this study differs from others, since it looked from all directions between the variables under the study and discovered a unidirectional nexus between financial development and energy consumption.

Considering these findings, policymakers formulate policies that embolden the financial sector to boost the energy sector in South Africa in an appropriate and sufficient manner. They must contain efficient energy projects to produce sustainable clean energy. The study suggests some policy recommendations for each variable used in the study.

Energy consumption policy: First and foremost, it is imperative for policymakers to consider increases in energy consumption caused by increases in financial development. This would help to avoid and escape an energy crisis in the economy. However, if it happens that a country fails to do so, this may result in the country underestimating the energy demand and may also suppress economic growth. The South African government must consider the importance of the financial sector in funding commercial projects and research, development to help and encourage innovation and promotion of electricity savings technologies and products. This will help to reduce high volumes of energy consumption so as to fast-track economic growth and industrialisation and urban population expansions through increases in business activities. Lastly, the government should consider employing renewable energy since it is a super-smart choice for humans and the environment, it never runs out, it never damages the planet, it is a low-maintenance energy source, and it is good news for regional areas.

Financial development policy: Results confirmed that in South Africa, financial development increases energy consumption. These findings recommend that policymakers in South Africa should focus more on domestic energy resource development to escape external shocks, given its dependency on energy technologies. The South African government must take correct measures to address competent financial development policies, a well-established organizational structure, and vigorous changes in technology that can motivate effective energy production. To produce a sound energy infrastructure and capitalization process, government needs to encourage the financial sector to formulate new financial policy.

Economic growth policy: Findings in this study revealed that economic growth failed to explain energy consumption in South Africa. From the literature review, it was noted that South Africa depends more on international trade, variation of energy supply technologies in order to meet energy consumption, and upsurges with the growth are vital.

On energy planning for the country of South Africa, a significant increase in economic growth which will contribute to energy consumption growth should be noted. Leaks in the system, which could reduce economic growth, should be controlled by fiscal discipline in the short-run and long-run dynamics.

Industrialization policy: Additionally, the results of this study suggest that electricity consumption is increased by industrialization. This entails that any industrial policy aimed at increasing industrialization spurs electricity demand in South Africa. This is essential for the economy to ensure efficient use of available energy resources, to improve the capacity of the existing electricity facilities, and to manage electricity production hikes with growing electricity demands. The government must allow private industrial investments in renewable energy to expand and provide access to cheap energy. The latter shows that industrial growth in South Africa demands more energy in production. South African energy policymakers should ensure the availability of electricity by promoting efficient energy use and exploring other sources of energy.
Urbanization policy: The results of this study suggest that electricity consumption is increased by urbanization. The historical interconnectedness of urbanization recommended that the regulatory framework of urbanization has improved energy consumption. This suggests that for a continuously sustainable population, the study recommends a very strong commitment by policymakers in South Africa to investments in energy renewable sources to protect against carbon pollutants rising along with energy consumption. The government of South Africa must warrant an adequate and efficient energy supply in balancing miscellaneous citizens and provide fair energy consumption for the entire country.

In a nutshell, this study aimed at examining the financial development and energy consumption relationship in South Africa from 1980 to 2018. The study concludes by highlighting, based on the findings, that financial development increases energy consumption in South Africa and is significant. Thus, validating energy demands following the causality hypothesis in South Africa. The findings from the previous chapter support the alternative hypothesis which simply states that the financial development significantly correlates with energy consumption in South Africa. This was verified by the granger causality test from the previous chapter. Moreover, scarcity of quarterly data for most chosen and suggested variables by the theoretical models was the main limitation. This study further used a few years of secondary data, instead of quarterly secondary data. With regards to the economic growth, not only does overvaluation or undervaluation affect the energy consumption but also the significant magnitude thereof. Growth is unpredictable after a global financial crisis. A recommended area for further research is the economic growth (GDP) impact on energy consumption in South Africa.
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