The key ingredients of the electronic structure of FeSe
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Abstract
FeSe is a fascinating superconducting material at the frontier of research in condensed matter physics. Here we provide an overview on the current understanding of the electronic structure of FeSe, focusing in particular on its low energy electronic structure as determined from angular resolved photoemission spectroscopy, quantum oscillations and magnetotransport measurements of single crystal samples. We discuss the unique place of FeSe amongst iron-based superconductors, being a multi-band system exhibiting strong orbitally-dependent electronic correlations and unusually small Fermi surfaces, prone to different electronic instabilities. We pay particular attention to the evolution of the electronic structure which accompanies the tetragonal-orthorhombic structural distortion of the lattice around 90 K, which stabilizes a unique nematic electronic state. Finally, we discuss how the multi-band multi-orbital nematic electronic structure has an impact on the understanding of the superconductivity, and show that the tunability of the nematic state with chemical and physical pressure will help to disentangle the role of different competing interactions relevant for enhancing superconductivity.
1. INTRODUCTION

FeSe is structurally the simplest of the iron-based superconductors, but is host to some of the richest physics. Shortly after high-$T_c$ superconductivity was found in iron-pnictide systems by Kamihara et al. (1), superconductivity in the Fe-chalcogenide compound FeSe below 8 K was discovered by Hsu et al. (2). All these materials share a common structural motif of a square lattice of Fe, bonded to pnictogen or chalcogen ions which sit alternately above and below the plane. The appearance of unconventional superconductivity in the Fe-based systems is commonly thought to arise from a spin fluctuation pairing mechanism, linked with the suppression of spin-density wave ordering observed in the parent compounds. However the unique properties of non-magnetic FeSe provides a challenging test-case for this view, and has generated intense detailed experimental and theoretical investigation of its electronic and magnetic properties.

The superconductivity of FeSe is remarkably tunable. Under applied pressure, $T_c$ reaches 36.7 K at 8.9 GPa (3). Furthermore, the FeSe layers are held by weak van der Waals bonds that make them susceptible to mechanical exfoliation and chemical intercalation. Ionic gating using a field-effect layer transistor in thin flakes of FeSe induces dramatic changes in the carrier density and enhances superconductivity towards 43 K (4). Intercalation has the effect of separating the layers and also effectively dopes them with electrons, and a similarly enhanced $T_c$ can be achieved (5, 6).

The recent renaissance in research on FeSe has been mainly driven by significant advances in materials development. Firstly, the discovery of high temperature superconductivity in a monolayer FeSe grown by molecular beam epitaxy on SrTiO$_3$ (7, 8) provided a exciting new route towards strongly enhanced superconductivity over 65 K in an two-dimensional iron-based superconductor. Secondly, it was found that the chemical vapor transport method (9, 10, 11) could yield nm-sized plate-like single crystals free of impurity phases and close to stoichimetry, enabling detailed study of the intrinsic physics of bulk FeSe.

In this review we will discuss the electronic behaviour of FeSe in high quality single crystals in order to reveal the key ingredients behind its unusual nematic state and superconducting properties. We will focus on the experimental insights provided by high resolution ARPES studies over a large range of temperatures, combined with low temperature quantum oscillations and magnetotransport...
experiments, and discuss the interplay of order parameters in this intriguing system.

1.1. Basic physical properties of FeSe

Figure 1 show some of the basic properties of FeSe at ambient pressure. At room temperature the resistivity starts to saturate around 0.4 mΩcm, similar to other Fe-based superconductors, which may indicate that the system approaches the Mott-Ioffe limit (15), when the mean-free path of electrons has become smaller than the in-plane lattice constant. In the low temperature regime the resistivity display almost linear resistivity, before becoming superconducting at \( T_c \sim 8.7 \) K.

FeSe exhibits a structural transition, from a tetragonal \( P4/nmm \) to a weakly orthorhombic \( Cmca \) unit cell at \( T_s \sim 90 \) K (16, 17). The magnitude of the structural distortion, as well as the preceding softening of the lattice, mimics other parent compounds of iron-based superconductors, like BaFe\(_2\)As\(_2\) (9). Other parent and underdoped compounds undergo a structural transition at high temperature followed closely by a magnetic transition, however FeSe is unusual in that no long-range magnetic order has been detected.

The driving force of this symmetry-breaking transition is hotly debated (18, 19, 20, 21). The transition at \( T_s \) is unlikely to be driven by the lattice degrees of freedom due to the very small changes in in-plane lattice parameters (9), shown in Figure 1. Instead, the breaking of fourfold rotational symmetry at \( T_s \), is driven by the development of a nematic electronic state, characterised by strong in-plane anisotropy observed in resistivity (22) and quasiparticle interference (23, 24).

Important evidence for an electronically-driven transition is the divergence of the nematic susceptibility approaching \( T_s \) (12, 25), measured as the induced resistivity anisotropy in response to an external strain, shown in Figure 1. Thus we expect signatures of this electronic nematic state to manifest either in strongly anisotropy effects of its Fermi surface, often referred as a Pomeranchuk
instability with \(d\)-wave symmetry \(26, 18\) or charge nematic fluctuations \(27\), and anisotropic scattering below \(T_s\).

The lack of long-range magnetic order, despite the presence of significant spin-fluctuations detected by neutron diffraction \(28\), is a significant puzzle. Amongst several possible explanations, it has been suggested that FeSe may be close to several competing magnetic instabilities \(29\), or may be a strongly fluctuating quantum paramagnet \(21\). On the other hand, it has been proposed that the structural transition may be non-magnetic in origin, instead being a manifestation of orbital ordering \(20, 30\). The origin of the structural transition at \(T_s\) is closely linked to the debate concerning the mechanism of superconductivity in FeSe, with wide implications on iron-based superconductivity in general. The nematic order is likely to significantly influence the superconductivity, with recent evidence of orbitally-selective pairing and strongly anisotropic and twofold-symmetric superconducting gap structure \(24, 31\). Thus, the understanding of these intriguing physical properties requires detailed knowledge about the experimental electronic structure in both the tetragonal and nematic phases.

### 2. ARPES STUDIES OF FESE

Both thin films and high quality vapor-grown single crystals of FeSe are very suitable and popular systems for ARPES investigations, having large, flat and non-polar (001) surfaces. Here, we discuss mainly ARPES measurements of single crystals of FeSe with a specific focus on understanding of the nematic ordering, rather the case of the high \(T_c\) monolayer FeSe on different substrates reviewed elsewhere \(38, 39, 8\). The many other ARPES studies on related iron selenides, including \(\text{FeTe}_{1-x}\text{Se}_x\), alkali-metal dosed FeSe, electron-doped \((\text{K},\text{Rb})_x\text{Fe}_{2-y}\text{Se}_2\), and \((\text{Li}_{0.8}\text{Fe}_{0.2})\text{OHFeSe}\) are reviewed elsewhere \(38, 39, 8, 40\), and general overviews on ARPES studies of iron-based superconductors may be found in Refs. \(41, 42, 43, 44\).

#### 2.1. The hole pockets

According to DFT calculations (Figure 2a), FeSe should exhibit three quasi-2D hole pockets at the zone centre, which occupy a sizeable fraction of the Brillouin zone, but the experimental picture varies substantially. The observed dispersions are significantly renormalised compared to the DFT dispersions, and shifted down such that the pockets are much smaller \(12\). In particular the \(d_{xy}\) band is much flatter than expected, with a renormalisation factor of 8 \(45, 12\), and is found at \(\sim 50\) meV below the Fermi level. The hole pockets are quasi-2D, with rather small \(k_F\) values at

---

**What does ARPES actually measure in FeSe?**

The \(P4/nmm\) unit cell of tetragonal FeSe includes two Fe sites which are related by a glide symmetry. It has been argued that the essential physics can be captured in an effective 1-Fe unit cell with half the number of bands, constructed by unfolding the 2-Fe Brillouin zone \(32, 33\). This raises questions about what structure will be observed in ARPES measurements. Experimentally, ARPES measurements can detect the entire Fermi surface expected for the 2-Fe unit cell in FeSe at 100 K \(13, 34\), and also in e.g. LiFeAs \(35\). However the underlying symmetry of the 1-Fe unit cell modulates the observations \(38, 57\), such that the spectral intensity on some branches may be suppressed (Figure 2b). On top of this, the intensity of features always depends strongly on the polarisation of the incident beam due to the different orbital characters and parities of the bands (Figure 2b). The effective \(k_z\) depends on the incident photon energy, which also affects the relative intensity of features.
the Γ point, becoming larger at the Z point. When measured in the tetragonal phase above 90 K (Figure 3a), the Fermi surface of FeSe consists of an outer quasi-2D hole pocket and a small 3D inner hole pocket which just crosses the Fermi level around the Z point (12). These Fermi surface are essentially circular, and come from the $d_{xz/yz}$ bands which are split at the Γ/Z point by spin-orbit coupling only (12), with a band separation $\Delta_{SO} \sim 20$ meV (12, 47, 35). In the nematic phase, the Fermi surface distorts substantially into an elliptical shape, and in addition the inner hole pocket moves completely below the Fermi level. Thus the low temperature Fermi surface of FeSe around the zone centre consists of a single elliptical quasi-2D band (Figure 3f). Since samples will naturally form twin domains below 90 K, two superposed ellipses are observed in most ARPES measurements (Figure 3e), though a single ellipse may be observed in detwinned measurements (48, 49).

2.2. The electron pockets

The electron pockets around the M point are also quasi-2D and much smaller than expected in the DFT calculation, also showing renormalisation by a factor of $\sim 4$ (12) for the $d_{yz}$ band in the tetragonal phase. Figure 4 shows that at low temperature, the high-symmetry cut through the M point contain four bands, with two features in the Energy Dispersion Curve (EDC) at the M point separated by a famously large energy scale of $\Delta_M \sim 50$ meV ($\sim 600$ K).

The understanding of the ARPES spectra at the M point has been a contentious issue, and some historical context is useful. Pioneering work on multilayer thin film samples of FeSe (50) obtained spectra qualitatively similar to Figure 4. Due to the analogy with similar features seen on an equally large energy scale in magnetic parent compounds NaFeAs and BaFe$_2$As$_2$ around the M point, the 50 meV energy scale was first associated with spin density wave order in thin films (50), but later on in single crystals was linked to a nematic ordering (51), due to the lack of long-range magnetic order in FeSe. It was suggested that in the nematic phase the $d_{xz/yz}$ band degeneracy at the M point is dramatically lost, and the 50 meV energy scale is the magnitude of the $d_{yz}-d_{xz}$ orbital ordering (at M), with the onset of band shifts occurring at $T_s \sim 90$ K (12).

Recent improvements in the data quality, particularly at temperatures above 90 K, clearly point towards a different interpretation of the band dispersions at the M point. The crucial evidence is the
Figure 3

a) High and b) low temperature spectra at the Z point (23 eV), and c) low temperature Fermi surface map at Z. d,e) Extracted band positions, overlaid with guides to the eye indicating the band dispersions. f) Schematic diagram of the hole pockets in the tetragonal and orthorhombic phases. The anisotropic distortion of the Fermi surface is a signature of a nematic electronic phase. Figures adapted from Ref. [12].

observation of distinct $d_{xy}$ dispersions in data obtained above 90 K [13, 43, 52, 53]. In Figure 4a, the curvature analysis reveals clear evidence for the lower branch of the $d_{xy}$ dispersion at M in addition to the $d_{xz}/d_{yz}$ dispersions, while the branch forming the outer $d_{xy}$ section of the Fermi surface is clearly seen in data obtained at 56 eV in Figure 4b and d. The fact that $d_{xy}$ dispersions also contribute brightly to the observed spectra rules out the assignment of the 50 meV splitting to only the $d_{xz}$ and $d_{yz}$ bands. Instead it is the separation of $d_{xy}$ and $d_{xz/yz}$ bands at the M point. This band separation does appear to increase in magnitude below 90 K and is therefore linked with nematic order, but is not intrinsically a measure of any orbital symmetry-breaking.

2.3. Temperature-dependence of the position of the bands

We now focus on the details of the band shifts in the nematic phase, with the aim of determining the magnitude and momentum-dependence of the nematic order parameter. We start with the hole pockets at high temperatures in the tetragonal phase, where at the Γ point the $d_{xz}/d_{yz}$ bands are separated by spin-orbit coupling only [46], with the magnitude of this separation being ∼20 meV [12, 55, 17]. While Zhang et. al. found no significant temperature-dependence at the Γ point, most studies agree that there is an increased separation of the $d_{xz}/d_{yz}$ hole bands in the nematic
Figure 4

a) ARPES measurements in the high-symmetry direction through the M point, above \( T_s \), showing curvature data at 37 eV. b) ARPES measurements at 56 eV in the same orientation. The MDC at the Fermi level in the 56 eV data consists of four peaks. c) Schematic electronic structure in the tetragonal phase. d) Fermi surface map at 100 K, above \( T_s \). e-g) Equivalent measurements at low temperatures.

EDC and MDC: Energy Distribution Curves and Momentum Distribution Curves, slices of the intensity maps over binding energy and momentum \( k \) generated by ARPES.
Figure 5

a) Temperature-dependence of EDCs at the Γ point, lower panel showing extracted band positions from a fitting analysis. b) Similar analysis at the M point. c) Analysis of MDCs at the A point. Figure adapted from Refs. (13) and (17).

lowest temperatures (48, 12, 13). If there are only two features, this would imply an unexpected situation: the $d_{xz/yz}$ and $d_{xy}$ bands have an increased separation below 90 K, reaching ~50 meV by low temperatures, but no $d_{xz/yz}$ splitting is resolved. It is helpful to additionally analyse the MDCs as a function of temperature. This analysis is best performed with an incident photon energy of 56 eV, (Figure 5c), where the outer branch of the electron pockets is easily distinguished at temperatures above 90 K. By following the features in the MDC by fitting with Lorentzian peak profiles, it can be easily deduced that the $d_{yz} k_F$ shrinks substantially, while the outer $d_{xy}$ section increases below 90 K, so the pocket evolves from the two crossed ellipses seen at high temperature into the crossed peanut-shaped (or bow-tie shaped (24)) bands at low temperature.

2.4. The orbital order in FeSe

We now consider the implications of these observations on the determination of the form of the orbital order parameter. The simplest order parameter would be a momentum-independent orbital polarization, or ferro-orbital ordering, $\Delta_2(n_{yz} - n_{xz})$, shown in Figure 6e. Early on, based primarily on the M point data several groups proposed a 50 meV ferro-orbital ordering (48, 51, 12, 54, 55). However, this interpretation has been revised, as this effect is of much smaller magnitude at the
Figure 6
a) Tight binding simulations of the Fermi surface in the tetragonal phase, closely based on the experimental dispersions. b) Calculated Fermi surface including the unidirectional nematic bond ordering term. c,d) Experimental Fermi surfaces at high and low temperatures. e,f) Other proposed orbital ordering scenarios, the ferro-orbital ordering and d-wave bond nematic orders. Figures adapted from Ref. [13].

Orbital order: Here we use this term to refer to a generic non magnetic symmetry-breaking order parameter, which may be written in terms of on-site orbital energies or orbital hoppings, and manifests in electronic band shifts. It is a different usage to the well-known orbital ordering effect associated with Jahn-Teller physics.

Γ point [12]. Moreover, ARPES studies under strain have established that the $d_{yz}$ band moves in opposite directions at the Γ and at the M points [49], which clearly points towards a momentum-dependent order parameter. If ferro-orbital ordering is excluded, or at least it is known to be not the primary order parameter of the transition, one must start to consider bond-type orderings [56], such as a d-wave bond nematic order [56, 57, 58], plotted in Figure 6. However since a pure d-wave symmetry order parameter would give no extra splitting at the Γ point [56], this is excluded. A composite order parameter involving both ferro-orbital and d-wave bond nematic order parameter has been recently discussed [24, 59], which could perhaps account for the Γ point data with some fine-tuning, but would give a $d_{xz/yz}$ splitting at the M point.

Another candidate is the unidirectional nematic bond order, introduced in Ref. [13], which provides a simple and accurate description of the band shifts and splitting in the nematic phase. This order parameter, written as $\Delta_u(n'_{yz} - n'_{xz}) \cos(k_x)$, does not affect the on-site orbital energies, but instead breaks fourfold symmetry in the inter-site hopping terms (i.e. $n'$ indicates a hopping term) [13]. It has the effect of giving an extra splitting of $d_{xz/d_{yz}}$ bands at the Γ point, giving a total separation of $\sqrt{\Delta_{SO}^2 + (2\Delta_u)^2}$, but shifting the $d_{yz}$ and $d_{xz}$ dispersions up together by $\Delta_u$ at the M point, without breaking the degeneracy there. The experimental data at the Γ [19] and M [13] points would indicate values of $\Delta_{u,\Gamma} \approx 14.5$ and $\Delta_{u,M} \approx 20$ meV, consistent within the experimental uncertainty. The Fermi surface and band dispersions with and without this order parameter (Figures 6a,b), which show an good correspondence with the experimental data in both phases. However at the present time a microscopic motivation for this order parameter is lacking. Moreover high resolution detwinned ARPES measurements will help to eliminate uncertainty over
the role of different domains, particularly at the M point. Finally we note that with all these scenarios, a small contribution from other symmetry-allowed order parameters is to be expected, for example a small ferro-orbital ordering contribution cannot be ruled out in addition to the unidirectional nematic bond order.

2.5. FeSe as a strongly correlated system

So far we have focused on the ∼20 meV band shifts associated with nematic ordering, but a complete picture of the physics of the system includes an understanding of the few-eV energy scale. FeSe is a strongly correlated material, exhibiting an enhancement of the quasiparticle effective masses in quantum oscillations (48, 12, 54) and the Sommerfeld coefficient (60). However the electron-electron interactions which are primarily responsible for these effects around the Fermi level also manifest on energy scales comparable with the Fe 3d bandwidth, which can be probed by measuring photoemission spectra across a wide range of binding energies.

In this context, it is worth emphasizing that the quantity probed by ARPES is the one-particle spectral function, multiplied by the relevant photoemission matrix element and the Fermi function. The spectral function contains very rich information about many-body effects in the system. Around the Fermi level, the ARPES spectra show sharp quasiparticle bands, which have primarily $d_{xz}$,$d_{yz}$ and $d_{xy}$ orbital character.

Figure 7a shows an ARPES measurement obtained in LV polarisation at the Γ point, which highlights the $d_{yz}$ spectral weight. It can be seen that the quasiparticle bands give way to a featureless region giving a dip in the total spectral intensity around ∼0.5 eV binding energy, after which a dispersive but much broader feature is seen, around 1-2.5 eV binding energy. With a width of ∼1 eV, this can hardly be described as a quasiparticle band, but rather should be considered as incoherent spectral weight, or a Hubbard band (61, 62). At ∼3-6 eV binding energies, hints of the Se 4p band dispersions are seen in some measurement geometries (61, 62), very close to their expected locations according to DFT calculations.

As shown in Figure 7c, this structure in the Fe 3d bandwidth is captured well within the DFT+DMFT technique, which accounts for the large on-site Coulomb repulsion term $U$=4 eV and the Hund’s rule interaction $J_H$=0.8 eV which are not adequately treated within DFT alone. The
calculated total spectral function exhibits a similar peak-dip-hump structure to the experimental data. Not every detail can be accounted for in the DFT+DMFT calculations, and in particular both DFT and DFT+DMFT predict much larger sizes of the Fermi surfaces than are seen experimentally. The general picture is that FeSe is a strongly correlated material, in which the on-site $U$ and $J_{H}$ play an important role in shaping the overall structure of the 3$d$ bandwidth, but other effects such as the interatomic Coulomb interactions $V$ (58, 59) may also be relevant for understanding finer details of the electronic structure.

3. QUANTUM OSCILLATIONS IN FeSe

The observation of quantum oscillations in single crystals of FeSe grown using chemical vapor transport have been reported by different groups (63, 64, 12, 54), using magnetotransport and tunnel diode oscillator techniques. Figure 8 shows the transverse magnetoconductivity as a function of magnetic field up to 45 T at 0.4 K for a single crystal of FeSe with a residual resistivity ratio larger than 25. Shubnikov-de Haas oscillations are detected in the normal state above 18 T on top of the strongly magnetoconductive background and a complex oscillatory signal is revealed after the background subtraction in the inset of Figure 8a. The fast Fourier transform (FFT) spectra show a large number of closely spaced peaks corresponding to quantum oscillation frequencies below 700 T (Figure 8b). These frequencies are significantly smaller than those seen in other highly crystalline iron-based superconductors such as LiFeAs, LiFeP and BaFe$_2$(As$_{1-x}$P$_x$)$_2$, suggesting that the low temperature Fermi surface of FeSe has small pockets, a factor five smaller that the largest frequency predicted by DFT calculations of FeSe (12), and occupying less than 2.3% of the first Brillouin zone (63).

In ultra-high magnetic fields, magnetotransport and Hall effect data provided an interesting insight into the origin of the largest-amplitude $\beta, \gamma$ and $\delta$ peaks (54). By considering the relative amplitudes of the quantum oscillations of the $\rho_{xx}$ and $\rho_{xy}$ components, together with the positive sign of the high-field Hall signal at very low temperatures, it was revealed that the single hole band is associated with the $\beta$ and $\delta$ extremal areas in Figure 8b and Figure 9. These bands also have similar effective masses of around $4m_e$ (63, 64, 12). This assignment is in good agreement with the areas estimated from ARPES, with $k_{F}$ values varying from 0.1-0.15 Å$^{-1}$ around the hole pocket at Z (12). Thus the hole band gives small carrier density of $3.58 \times 10^{20}$ cm$^{-3}$ and contributes 3.1(4) mJ/mol K$^2$ to the electronic specific heat.
The $\gamma$ frequency, the maximum of a quasi-2D pocket associated with the outer electron orbit, has a notably heavier effective mass of $\sim 7(1) m_e$. The minimum orbit of this pocket has been assigned either to $\alpha_1$ (63), suggesting that only one electron pocket is present, or alternatively associated to the weak $\epsilon$ peak (65), which also account for the presence of an additional very small electron pocket ($\alpha_1$ and $\alpha_2$) (Figure 9). The presence of a large electron pocket, having an almost compensated carrier density to the hole bands, as well as that of a second tiny electron pocket was also determined from magnetotransport studies in FeSe (54).

We now consider the different possible scenarios for the origin of the quantum oscillations associated with the electron pockets. In general, the orbits that are detected by quantum oscillations for the electron bands in non-magnetic iron-based superconductors originate from the inner and outer electron bands, separated by a sizable spin-orbit hybridisation (Figure 10d,e), as seen in LaFePO, LiFeAs and LiFeP (67, 68). However, in FeSe the impact of nematic ordering, and the sensitivity of the Fermi surface to very small changes of the chemical potential, complicates the interpretation of the data. From the ARPES perspective, $\gamma$ frequency could be assigned to the four-leaf clover shaped orbit at the A point, shown in Figure 10b. Alternatively, due to the strongly distorted electron Fermi surface, this frequency could originate from other trajectories either caused by breakdown orbits or other effects induced by the strong magnetic fields and at very low temperatures. Small changes in the band positions relative to the chemical potential (1–2 meV) could push the inner electron bands above the Fermi level at the M point (Figure 5), and lead to single elliptical orbit and two tiny, Dirac-like, electron pockets (Figure 10c). Thus, the exact details of the electron bands in FeSe are very sensitive to small changes in the band structure parameters and there can be topologically significantly different Fermi surfaces arising

### What can be learned from quantum oscillations?

Quantum oscillations is a well-established and powerful technique for the experimental characterisation of the Fermi surface at low temperatures. Due to the Landau quantisation of electronic states in an applied magnetic field $B$, oscillations of various physical properties periodic in $1/B$ are observed (Figure 8a). The frequency of oscillation relates to extremal areas of the Fermi surface, and the temperature-dependence of the amplitude of oscillations reveals the orbitally-averaged quasiparticle masses.

The first major constraint for the observation of quantum oscillations is that the cyclotron energy which separates Landau levels needs to be larger than the broadening of the levels $\hbar/\tau$ due to scattering. Thus only very high quality single crystals with long mean free paths show quantum oscillations. Secondly, the amplitude of the quantum oscillations is significantly damped for heavier quasiparticle masses as a result of the smearing of the Landau levels by the Fermi-Dirac distribution. Lastly, in order to observe quantum oscillations in a superconducting system, the superconductivity needs to be suppressed by a magnetic field which exceeds the upper critical field, since the gapping of quasiparticle states very strongly suppresses any oscillatory signal.

While quantum oscillations give values of the extremal cross sectional areas with a greater precision than ARPES, the assignment of quantum oscillation frequencies to different pockets in $k$-space can only be done by comparison with theoretical modelling or other techniques, and can be a complex problem in the presence of several Fermi surface pockets. However the shape of the Fermi surface can be determined from the angular dependence of these frequencies (63). For quasi-2D pockets it is instructive to plot $F \cos \theta$ as a function of $\theta$, the angle between the applied field and the sample normal (Figure 9). On such a plot, a flat line would correspond to a perfect cylinder, while minimal (maximal) extremal areas of a warped quasi-2D band would have upward (downward) curvature.
from variations of the band positions of only a few meV in the presence of spin-orbit coupling as
well as in high magnetic fields.

3.1. Magnetotransport: small and tiny electron pockets

At temperatures above 100 K, the magnetoresistance and Hall effect can be well-described as a
compensated two carrier system (54). The Hall effect is linear, and the hole and electron pockets
have rather similar mobilities leading to a small overall value of the Hall coefficient which changes
sign more than once as a function of temperature. However at temperatures below \(\sim 80-90 \text{ K}\) the
Hall effect becomes noticeable non-linear, changing sign between the low and high magnetic field
regimes (Figure 8e). This behavior can be described by going beyond the two-band model, and
considering the presence of an additional tiny electron band with higher mobility than the either
the hole band or the larger electron band (54, 69, 70).

The origin of a tiny electron pocket with a carrier density of about \(0.7 \times 10^{20} \text{ cm}^{-3}\), a factor 5
smaller than the hole band, could originate as an inner electron band Figure 10d and give rise to
the lowest frequencies in the quantum oscillations spectra ($\alpha_1$ and/or $\alpha_2$ in Figure 8b). Another scenario is that the presence of the small number of highly mobile carrier is linked to the Dirac-like dispersions in the nematic phase (71) on some sections of the electron pockets (69). As a result of the band shifts in the nematic phase, the $d_{xz}$ and $d_{xy}$ bands cross away from the M point near the ends of the peanut-shapes (Figure 10c). However these band crossings are gapped due to spin-orbit coupling (13), (although this has been hard to resolve with ARPES), and near-linear dispersions exist only in a very limited regime. High mobility carriers have been detected across the whole nematic phase of FeSe$_{1-x}$S$_x$ (70, 72).

However, the understanding of magnetotransport in FeSe is a subtle problem, and the complex large crossed-peanut shaped electron bands will have a strongly varying effective mass, and the Fermi surface curvature effects could play a role (73). Moreover, the scattering rate around the pocket could also vary strongly, being related to the orbital character on various sections. Anisotropic scattering rates were attributed to spin fluctuation scattering in Ref. (22), and anisotropy in the relaxation time of excited electrons was detected in pump-probe measurements (74). A large distribution of electron mobilities was also suggested by the mobility spectrum analysis in Ref. (69).

3.2. Orbitally-dependent electronic correlations

The Fe-chalcogenides are widely considered to be more strongly correlated than their Fe-pnictide cousins (75, 44, 76, 77). The effect of electronic correlations can be estimated by comparing DFT band structure calculations with the measured quasiparticle band dispersion in ARPES in the tetragonal phase of FeSe. It was found that the band renormalisation factors vary significantly between $\sim 3.2, 2.1$ for the outer hole bands ($\alpha, \beta$) with $d_{xz/yz}$ orbital character, and a factor $\sim 8-9$ for the $\gamma$ pocket, with $d_{xy}$ orbital character (45, 12). However substantially larger band renormalisations have been observed in FeSe$_{x}$Te$_{1-x}$, where the band-selective renormalization can reach 17 (78, 79), while correlations are expected to be weaker in FeS (80). The effective masses observed by quantum oscillations are also renormalised, with a particularly large mass enhancement on the outer electron pocket with largely $d_{xy}$ character (12, 65). In electron-doped FeSe-based systems it has been shown that the $d_{xy}$ spectral weight depletes with increasing temperature due to particularly strong correlations effects (77).

The orbital selectivity of the observed renormalisations has been interpreted as evidence that the proximity to an orbital-selective Mott transition is a key to the understanding of the Fe-based superconductors (75). In this picture, FeSe is a system in which the $d_{xy}$ orbital is closer to localisation than the other orbitals, due to its occupation being closer to half-filling. Calculations using DMFT on FeSe give band renormalisations of $\sim 2.8$ for the $d_{xz/yz}$ orbitals, comparable to the measured values, although the predicted value of $\sim 3.5$ for the $d_{xy}$ band underestimates the experimental value (75). Moreover the incoherent Hubbard bands observed by ARPES at high binding energies are qualitatively captured by DMFT (61, 62). However a narrowing of the bandwidth is also predicted from the inter-site Coulomb interaction $V$ (65), and non-local correlations are likely to be important.

4. FERMI SURFACE SHRINKING

Quantum oscillations, magnetotransport and ARPES agree on an important and unusual aspect of the electronic structure of FeSe: the small size of the quasi-2D electron and hole pockets, which are much smaller than the expectations from DFT. In a compensated system, the total charge is conserved when the holes and electron pockets shrink simultaneously, but the origin of this effect is not yet established. Similar Fermi surface shrinking effects have been observed with quantum
oscillations in e.g. LaFePO (67) and BaFe$_2$(As$_{1-x}$P$_x$)$_2$ (81), which were sometimes quantified in terms of the typically 50-100 meV rigid shifts of the unrenormalised DFT bands that would be required to account for the experimental Fermi surface area.

In FeSe, in order to bring the calculated Fermi surface close to the those determined experimentally, large shifts of up to 200 meV (12) would be needed. Momentum-dependent band shifts with opposite sign at the Γ and M points have also been described from the ARPES perspective (35). A magnetic reconstruction of the Fermi surface can lead to small quantum oscillation frequencies, as seen in BaFe$_2$As$_2$ (82). However in FeSe the nematic order gives in-plane distortions but does not dramatically affect the in-plane areas; the pockets are small even in the tetragonal phase (12, 13).

This shrinking effect has been suggested to be a natural consequence of the strong particle-hole asymmetry of electronic bands, providing an indirect experimental evidence of strong interband scattering, as a direct consequence of the coupling to a bosonic mode (83). Recently, it has been suggested that in FeSe, due to the strong orbital-depending correlation effects, spin fluctuations between hole and electron pockets are responsible for an orbital-dependent shrinking of the Fermi surface that affects mainly the $xz/yz$ parts of the Fermi surface (52). An alternative perspective to explain the small and strongly renormalized low-energy band structure of FeSe is related to the consideration nearest neighbor Coulomb interaction, $V$. This interaction generates hopping corrections to the band dispersions and pushes the van Hove singularity at M point up towards the Fermi energy while pulling down the top of the hole band at the Γ point. The interatomic $V$ has also been discussed as a possible microscopic origin of the nematic ordering, where it is thought to favor a $d$-wave nematic bond order (56, 59).

4.1. Chemical potential effects in the tetragonal phase

Recent temperature-dependent ARPES studies of FeSe up to room temperature report continuous temperature-dependent band shifts up to $\sim 25$ meV even in the tetragonal phase (14, 81, 85). Similar effects have been observed other iron-based superconductors, such as Ba(Fe,Co)$_2$As$_2$ (86) and Ba(Fe,Ru)$_2$As$_2$ (87), being assigned to temperature-induced chemical potential shifts. In semimetals, where the top of the hole bands and bottom of the electron bands are very close to the chemical potential within the energy range of thermal broadening ($\mu \sim k_B T$), significant chemical potential shifts can occur due to balance the thermal population of carriers. This effect has interesting implications on the understanding of transport and magnetic measurements in this temperature range (14). The chemical potential shift may also have influence at the nematic transition: a natural consequence of the nematic order parameter would be a shift of the chemical potential to preserve charge, which might account for the $\sim 10$ meV momentum-independent downward shift of the $d_{xy}$ bands (Figure 5).

5. TUNING NEMATIC ORDER WITH PHYSICAL AND CHEMICAL PRESSURE

The nematic state of bulk FeSe can be tuned and suppressed either by using applied hydrostatic pressures, isostructural substitution or chemical doping. Applied hydrostatic pressure (Figure 11b) initially suppresses nematicity (50, 90, 91, 92) and then stabilizes a new magnetic state (80, 92), likely to be a stripe magnetic ordering. From this point onwards, the phase diagram resembles other Fe-based superconductors, with a high-$T_c$ phase being found once this magnetic order is suppressed at very high pressures (91).

Another tuning parameter of nematicity is isostructural substitution achieved by replacing selenium ions for isostructural but smaller sulfur atoms in FeSe$_{1-x}$S$_x$, which acts as a chemical pressure effect (88, 83). Surprisingly, this tuning parameter does not stabilize any long range magnetic order outside the nematic phase (88, 83). Thus FeSe$_{1-x}$S$_x$ is an interesting and unique phase diagram in
which the nematic transition temperature can be tuned to zero temperature without any magnetic order (Figure 11a); perhaps surprisingly the superconducting transition temperature change very little in response.

ARPES studies of FeSe$_{1-x}$S$_x$ showed a clear reduction in Fermi surface anisotropy and orbital ordering effects for both electron and hole Fermi surfaces (88). For compositions beyond the nematic phase boundary, no anisotropies remain (Figure 11a) (66). Recent quantum oscillations studies of FeSe$_{1-x}$S$_x$ suggest a continuous expansion of the outer electron and hole bands with chemical pressure even outside the nematic state (65). This is in contrast to the observation of only small Fermi surfaces in FeSe under pressure, suggested to result from magnetic reconstruction (90). Nematic susceptibility studies as a function of chemical pressure have revealed the possible presence of a nematic critical point (25). However further evidence for quantum criticality, such as a divergent quasiparticle effective masses in quantum oscillations (65) or thermodynamic probes (94), remains to be found.

Another interesting aspect of the electronic structure of FeSe$_{1-x}$S$_x$ are the possible changes of the Fermi surface topology, resulting from the suppression of nematic ordering. The inner hole pocket which is pushed below the chemical potential by nematic ordering in FeSe emerges at low temperatures in ARPES data for substitutions higher than 11% (88), while the electron pockets lose their in-plane distortions. Quantum oscillations measurements in very high magnetic fields detect a prominent low frequency oscillation around $x = 0.12$ (65) that could tentatively be linked with the re-emerging inner hole pocket (Figure 10e). However, this large amplitude low frequency oscillation is not detected at higher sulphur substitution beyond the nematic phase (65). This implies that there could be other topological changes in the Fermi surface, a possible Lifshitz transition, as a function of chemical pressure, involving other small electron bands or breakdown orbits (65). Hall effect measurements in low fields suggest that the high mobility electrons seem to disappear outside the nematic state in FeSe$_{1-x}$S$_x$ (95).
6. THE INTERPLAY OF NEMATIC AND SUPERCONDUCTING ORDERS

The normal state nematic electronic structure of FeSe with highly anisotropic Fermi surfaces has profound implications on the superconducting pairing and the symmetry of the superconducting order parameter. A highly twofold anisotropic superconducting gap has been recently found by ARPES in FeSe$_{0.93}$S$_{0.07}$ (31). Moreover recent Bogolubov quasiparticle scattering interference imaging at very low temperatures also found an extremely anisotropic superconducting gap in FeSe. The gap structure is nodeless, though the gap reaches rather small values on the major axis of the elliptical hole pocket, and the gap has opposite sign between the hole and the small electron pockets (24). Although there has been some reports suggesting the presence of nodes in the superconducting gap of FeSe (96, 97, 23), most of the thermodynamic and thermal conductivity studies of bulk FeSe in the superconducting phase can be explained if at least two different nodeless superconducting gaps are present (98, 99).

The strong anisotropy of the superconducting gap is an important indication of unconventional pairing in FeSe. It has been suggested that the anisotropic gap is due to an orbital-dependent pairing mechanism, with the maximum gap on sections with $d_{yz}$ character, and a small gap on sections with $d_{xz}$ or $d_{xy}$ character (100, 24). In this picture, superconductivity results from the nesting of $d_{yz}$ sections of the hole and electron bands which couples strongly to ($\pi, 0$) magnetic fluctuations, whereas the $d_{xy}$ character does not participate.

Due to the presence of a small electron band with small Fermi energy and comparable to the superconducting gap is suggested that FeSe could be placed into BCS-BEC cross-over regime (23). Furthermore, as the Zeeman energy for this small electron band also becomes comparable to its Fermi energy and gap energy, a highly spin-polarized, pairing superconductivity is inferred to form in high magnetic fields at low temperatures (101).

As a function of chemical pressure in FeSe$_{1-x}$S$_x$, the presence of multi-gap superconductivity is preserved (91) whereas tunnelling experiments found that the vortex core anisotropy is strongly suppressed (92). In FeSe, high-resolution thermal expansion showed a lack of coupling between the orthorhombicity and superconductivity (9). However in samples with up to 15% sulphur substitution and correspondingly reduced tetragonal-to-orthorhombic transition temperatures, an enhancement of the orthorhombic distortion in the superconducting state (102) was observed. This may indeed indicate that superconductivity favors the nematic state.

The interplay of nematic, superconducting and magnetic orders has attracted much interest. There is a large body of recent theoretical work on FeSe addressing the competing instabilities of the nematic order in relation to spin-density wave and superconductivity, as detailed in Refs. (103, 55, 104), as well as on the role played by strong inter-site Coulomb interactions (56, 59).

7. CONCLUSION

FeSe has opened up new avenues towards understanding unconventional superconductivity in Fe-based superconductors. Experimental efforts on this simple system have started to reveal the key ingredients responsible for its still mysterious nematic behavior and its the highly tunable superconductivity, while exposing its complexities. Insights have been gained from various experimental probes, which are now pointing towards a common picture: FeSe is a system where strong correlations, orbital-selectivity, spin-orbit coupling, nematic bond ordering and fluctuating magnetism are all important. FeSe is perhaps the cleanest example of a nematic phase in condensed matter, with the small size of the Fermi surface pockets and small Fermi energies of the bands being distinguishing features of its multi-band, multi-orbital electronic structure.
SUMMARY POINTS

1. FeSe is a fascinating quantum material which displays a unique nematic electronic state, from which a highly anisotropic superconductivity emerges.
2. The nematic state of FeSe is characterised by the development of an unusual momentum-dependent orbital ordering, described by a bond ordering and not on-site occupations.
3. FeSe is a strongly correlated system, belonging to the class of iron chalcogenides, in which orbital-dependent quasiparticle mass renormalizations are important, with the $d_{xy}$ orbitals being the most correlated.
4. The Fermi surface of FeSe at low temperature is that of a compensated semimetal, with one small elliptical hole band and two electron bands, one of the electron bands having an unusually high mobility.
5. The sizes of the quasi-2D Fermi surfaces are much smaller than predicted by ab-initio calculations, likely linked to non-local interactions such as the inter-site Coulomb repulsion.
6. The low energy electronic structure of FeSe reveals many small comparable energy scales: spin-orbit coupling, nematic order, the effective Fermi energies of bands, and superconductivity.
7. Tuning the system with chemical and physical pressure can lead to quite dramatic effects: induced magnetism and high-$T_c$ are found under pressure, while the suppression of nematic order does not lead to any strongly enhanced $T_c$ in FeSe$_{1-x}$S$_x$.

FUTURE ISSUES

1. Is the origin of the anisotropy of the superconducting gap in FeSe a simple consequence of its nematic electronic structure or is a manifestation of a highly anisotropic orbitally-dependent pairing mechanism?
2. Are nematic fluctuations important for enhancing superconductivity in FeSe under pressure or the spin fluctuations are always in the driving seat?
3. What is the role played by the small electronic bands with high mobility for superconductivity in FeSe?
4. Can chemical and applied pressure in FeSe help to disentangle the role of nematicity, magnetism, orbital order and electronic correlations in FeSe and identify the direct route towards high-$T_c$ superconductivity?
5. Can high-resolution detwinned ARPES measurements of FeSe finally settle the open questions regarding the orbital order parameter in FeSe?
6. The large 50 meV energy scale seen in ARPES in FeSe is very similar to previous results in NaFeAs and BaFe$_2$As$_2$. Is this a universal feature of the nematic phase, independent of magnetic order?
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