Integrating out fast varying quantum fluctuations about Yang–Mills fields $A_i$ and $A_4$, we arrive at the effective action for those fields at high temperatures. Assuming that the fields $A_i$ and $A_4$ are slowly varying but that the amplitude of $A_4$ is arbitrary, we find a nontrivial effective gauge invariant action both in the electric and magnetic sectors. Our results can be used for studying correlation functions at high temperatures beyond the dimensional reduction approximation, as well as for estimating quantum weights of classical static configurations such as dyons.
1 Introduction

The range of medium temperatures is probably one of the most interesting aspects of quantum chromodynamics (QCD). It is the region where the confinement-deconfinement phase transition is expected in the pure-glue or quenched variants of the theory, and where chiral symmetry restoration is believed to occur in the full version, with light dynamical fermions. Pure-glue theories without dynamical quarks have the advantage that one can characterize the order parameter and get insight into many interesting aspects of the phase transition [1, 2, 3, 4]. To get a good theoretical understanding of what is going on below and above the phase transitions and to understand the microscopic mechanism of the transitions themselves, is one of the greatest challenges in QCD.

Unfortunately, the present theoretical tools to handle these problems are insufficient: there are a precious few well-based statements about high and intermediate temperatures. At very high temperatures the perturbation theory in the running coupling constant can be developed. Especially the hard-thermal-loop resummation method [5] proved essential. However, perturbation theory necessarily explodes already in a few-loop approximation due to the nonperturbative chromomagnetic sector of non-Abelian gauge theories [1, 6, 7], thus limiting the applicability of perturbation theory to academically high temperatures [8]. The 1-loop [7, 9] and 2-loop [10] potential energies as functions of the ‘time’ Yang–Mills component $A_4$ are known, which are periodic functions with a period $2\pi T$ of the eigenvalues of $A_4$ in the adjoint representation. The curvature of this potential gives the Debye mass. The potential has zero-energy minima for quantized values of $A_4$ corresponding to the Polyakov line assuming values from the center of the gauge group. At high temperatures the system oscillates around one of those trivial values of the Polyakov line.

At lower temperatures the fluctuations in the values of the Polyakov line increase and eventually the system undergoes a transition to the phase with $\text{Tr} \, P = 0$, known as the confinement phase. To study this phase transition or at least to approach it from the high-temperature side, one needs to know the effective action for the Polyakov line in the whole range of its possible variation. Effective Lagrangians for $A_4$ at high temperatures have been constructed and studied by a number of authors [11, 12], however, the 1-loop kinetic energy for the Polyakov line is unknown. One of the aims of this paper is to find it.

Let us formulate the problem more mathematically. Nonzero temperatures explicitly break the 4D Euclidean symmetry of the theory down to the 3D Euclidean symmetry, so that the spatial $A_i$ and time $A_4$ components of the Yang–Mills field play different roles and should be treated differently. One can always choose a gauge where $A_4$ is time-independent. Taking $A_4(x)$ to be static is not a restriction of any kind on the fields but merely a convenient gauge choice, and we shall imply this gauge throughout the paper. [It is also a possible gauge choice at $T = 0$ but in that limiting case it is unnatural as one usually wishes to preserve the 4D symmetry.] As to the spatial components $A_i(x, t)$, they are, generally speaking, time-dependent, although periodic in the time direction. Putting the components $A_i$ to zero is a gauge noninvariant restriction on the fields since any time-independent gauge transformation will generate a nonzero $A_i$. Therefore, the spatial derivatives of the Polyakov line in the gauge-invariant effective action can only appear as covariant derivatives including a nonzero $A_i$ field.

The effective action studied in this paper is a functional of the background static $A_4$ field and, generally speaking, nonstatic $A_i$ fields, obtained by integrating out fast-varying quantum oscillations about the background. The key ingredient is that we do not assume $A_4$ to be small but sum up all powers in $A_4$. Therefore we are actually computing the effective action for the
Polyakov loop interacting, in a covariant way, with the spatial $A_i$ fields. The resulting effective action has to be invariant with respect to time-independent gauge transformations and also with respect to certain residual time-dependent gauge transformations which do not induce nonstatic $A_4$ and support the periodicity of $A_i(x, t)$; they will be discussed at the end of the paper.

An economic and aesthetic method of getting explicitly gauge invariant actions is based on the evaluation of functional determinants. [An equivalent method is computing 1-loop Feynman graphs with arbitrary number of external legs, however it is technically more involved and does not automatically support gauge invariance with respect to the external field.] In this case, the evaluation of functional determinants is nontrivial as we expand it in the (covariant) derivatives of the field but sum up all powers of the amplitude of $A_4$. We develop a general technique for the covariant derivative expansion which, in principle, can be worked out to any power of the derivatives. In this paper, however, we find explicit expressions for the action with 0, 2 and 4 covariant derivatives. This enables us to find the leading terms both in the electric and magnetic sectors of the theory.

Since 4D Euclidean invariance is broken by nonzero temperature the electric and magnetic field strengths appear differently in the action. The magnetic field strength is

$$B_i^a = \frac{1}{2} \varepsilon_{ijk} \left( \partial_j A_k^a - \partial_k A_j^a + \epsilon^{abc} A_j^b A_k^c \right),$$  

whereas the electric field strength consists of two pieces, the ‘static’ and the ‘dynamical’:

$$E_i^a = D_i^{ab} A_4^b - \dot{A}_i^a = \partial_i A_4^a + \epsilon^{abc} A_i^b A_4^c - \dot{A}_i^a. \quad (2)$$

In the SU(2) gauge theory to which we mostly restrict ourselves in the present paper there are only a few gauge and Euclidean 3D invariants in the order we are interested in. These are $A_4^a A_4^a$, $E_i^a E_i^a$, $B_i^a B_i^a$ and $(E_i^a A_4^2)^2$, $(B_i^a A_4^2)^2$. [For higher gauge groups there will be more invariants.] The effective action (tree plus 1-loop) has the form

$$S_{\text{eff}} = \int \frac{d^3 x}{T} \left[ -T^4 V(\nu) + E_i^2 F_1(\nu) + \frac{(E_i A_4)^2}{A_4^4} F_2(\nu) + B_i^2 H_1(\nu) + \frac{(B_i A_4)^2}{A_4^4} H_2(\nu) + \ldots \right], \quad (3)$$

$$\nu = \frac{\sqrt{A_4^2 A_4^2}}{2\pi T}.$$

The static potential $V(\nu)$ has been known for 20 years [7, 9]; the functions $F_{1,2}$, $H_{1,2}$ are the new findings of this paper: they turn out to be quite nontrivial and can be expressed through the digamma $\psi$ functions. The $E_i^2 A_4^2$ and $B_i^2 A_4^2$ terms of the effective action (corresponding to the first terms of the Taylor expansion of our functions) have been known before [13] and one combination (actually $F_1 + F_2$ in our notations) was actually found previously by considering a particular case of $A_4 = 0$ [14]. We agree with this previous work, however our results are, of course, more general. In addition to the structures in eq. (3) we have found a full-derivative term in the effective action. This term is not necessarily zero: if the background field does not fall off fast enough at spatial infinity it gives a finite contribution. This is, e.g., the case when the background field is that of the BPS dyon [15].

Actually, quantum determinants are UV divergent, giving rise to the renormalization of the bare coupling constant of the tree action. We perform an accurate regularization of the determinants by means of the Pauli–Villars scheme. As a result, the above functions are finite and the
The general definition of the partition function for statistical systems is

\[ Z = \sum_n \langle n | e^{-\beta H} | n \rangle \quad [\beta = \frac{1}{T}] \]

\[ Z = \sum_n \int dq \psi_n^* (q) e^{-\beta E_n} \psi_n (q) = \int dq_0 \int_{q(0)=q_0}^{q(\beta)=q_\beta} Dq(t) \exp \left( - \int_0^\beta dt \mathcal{H}[q, \dot{q}] \right), \]

where \( \mathcal{H} \) is the Hamiltonian of the system, and \( E_n \) are its eigenvalues. In Yang-Mills theory the role of coordinates \( q \) is played by the amplitudes of the gluon fields \( A_i^a(x) \) and the Hamiltonian is

\[ \beta \mathcal{H} = \frac{1}{2g^2} \int_0^\beta dx_4 \int d^3x \left( \dot{A}_i^a \right)^2 + (B_i^a)^2, \]

where the dot indicates time derivative and \( B_i^a \) is the magnetic field. The partition function can be written as a path integral over ‘trajectories’ \( A_i(x_4, x) \) going from a ‘coordinate’ \( A_i^a(0) \) at \( x_4 = 0 \) to the same coordinate at \( x_4 = \beta \); one also has to integrate over this initial coordinate:

\[ Z = \int DA_i^a(0) \int_{A_i(0,x)=A_i^a(0)} DA_i(x_4, x) \exp \left\{ - \frac{1}{2g^2} \int_0^\beta dx_4 \int d^3x \left( \dot{A}_i^a \right)^2 + (B_i^a)^2 \right\}. \]

However, in a gauge theory one sums not over all possible but only over physical states, \( i.e. \) satisfying Gauss’ law. In the absence of external sources it means that only those states need to be taken into account that are invariant under gauge transformations:

\[ A_i(x) \rightarrow [A_i(x)]^{\Omega(x)} = \Omega(x)^\dagger A_i(x) \Omega(x) + i \Omega(x)^\dagger \partial_4 \Omega(x), \]

\[ \Omega(x) = \exp \{ i \omega_a(x) t^a \}. \]
To restrict the summation to physical states, one has to modify eq. (7). One projects to the physical i.e. gauge invariant states by averaging the initial and final configurations over gauge rotations. The YM partition function is therefore

$$Z_{\text{phys}} = \sum_{\text{phys states}} \langle n | e^{-\beta H} | n \rangle$$

$$= \int D\Omega(x) DA_i^{(0)}(x) \exp \left\{ \frac{1}{2g^2} \int_0^\beta dx_1 dx_2 \left[ \left( \frac{d_a}{4} \right)^2 + \left( \frac{d^a}{4} \right)^2 \right] \right\}. \quad (9)$$

Renaming the initial field \([A_i^{(0)}]^{\Omega(x)} \rightarrow A_i^{(0)}\) and introducing the relative gauge transformation \(\Omega(x) = \Omega_2(x) \Omega_1^{-1}(x)\) one can rewrite this as

$$Z_{\text{phys}} = \int D\Omega(x) DA_i^{(0)}(x) \exp \left\{ \frac{1}{2g^2} \int dx_1 dx_2 \left[ \left( \frac{d_a}{4} \right)^2 + \left( \frac{d^a}{4} \right)^2 \right] \right\}. \quad (10)$$

There is a subtle question whether one has to include integration over global gauge transformations, i.e. \(x\)-independent \(\Omega\)’s in eq. (10). If one does, it means that only states with total color charge zero are admitted in the partition function. A more cautious approach is to allow for states with nonzero color charge: if these are for some reasons dynamically suppressed it must be seen from the theory but not imposed by hand. Therefore we shall admit \(x\)-independent \(\Omega\)’s but not integrate over them explicitly.

In order to put the partition function into a more customary four dimensional form one introduces an interpolating gauge transformation \(\Omega(x_4, x)\) such that

$$\Omega(x_4, x) = \begin{cases} 1, & x_4 = 0, \\ \Omega(x), & x_4 = \beta \end{cases}. \quad (11)$$

Simultaneously one changes the integration variables from \(A_i(x_4, x)\) to

$$A_i'(x_4, x) = \Omega(x_4, x) A_i(x_4, x) \Omega(x_4, x) + i \Omega(x_4, x) \partial_i \Omega(x_4, x) \quad (12)$$

and introduces, instead of \(\Omega(x_4, x)\), the new variable

$$A_i(x_4, x) = i \Omega(x_4, x) \partial_i \Omega(x_4, x). \quad (13)$$

For example, if the interpolating gauge transformation is taken to be \(\Omega(x_4, x) = \exp \{ i x_4 T \omega^a(x_4) t^a \}\), then \(A_i\) is time-independent and equal to \(A_i(x) = T \omega^a(x) t^a\). We note that both \(A_i(x_4, x)\) and \(A_i'(x_4, x)\) are periodic in temporal direction.

The magnetic energy is gauge invariant, i.e.

$$\text{Tr} B^2(A_i) = \text{Tr} B^2(A_i'), \quad (14)$$

while the electric energy becomes

$$\text{Tr} E^2 = \text{Tr} \dot{A}_i^2 = \text{Tr} E'^2, \quad (15)$$

where

$$E_i' = \dot{A}_i' - \partial_i A_4 - i [A_4, A_i'] = \dot{A}_i' - [\nabla_i (A') A_4]. \quad (16)$$
Therefore the full action density can be rewritten as a standard \( \text{Tr} F_{\mu\nu}^2 \), where

\[
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - i [A_\mu, A_\nu]
\]

with \( A_\mu(x_4, x) \) denoting \( A'_i(x_4, x) \) and \( A_4(x_4, x) \). Thus, eq. (10) is equivalent to the more familiar partition function

\[
Z_{\text{phys}} = \int DA_\mu \exp \left\{ -\frac{1}{4g^2} \int d^4x F_{\mu\nu}^a F_{\mu\nu}^a \right\},
\]

(18)

where one integrates over gauge fields obeying periodic boundary conditions in time, meaning \( A_\mu(x_4, x) = A_\mu(x_4 + \beta, x) \), with \( \beta = 1/T \).

Periodic fields can be decomposed into Fourier modes:

\[
A_\mu(x_4, x) = \sum_{k=-\infty}^{\infty} A(\omega_k, x) e^{i\omega_k x_4}, \quad \omega_k = 2\pi k T.
\]

(19)

where \( \omega_k = 2\pi k T \) are the so-called Matsubara frequencies, which play the role of mass. In the limit \( T \to \infty \) all nonzero Matsubara modes become infinitely heavy. If one leaves only the static gluon modes it is called dimensional reduction [20], as the resulting theory is purely static. There is no dynamics in the time direction anymore. At high, but not infinite temperatures, this approximation is too crude. The nonzero modes show up in loops and produce infinitely many effective vertices. The aim of this paper is to find all these infinite number of vertices restricted, however, to low momenta \( p < T \), induced in the 1-loop order.

### 3 One loop quantum action

As stressed in the Introduction, one can always choose the background field \( A_4 \) to be static. As to the \( A_i \) field, we shall temporarily take it to be static: the generalization of the effective action to the case of time-dependent \( A_i \) will be simple.

To study the effects of the nonzero Matsubara modes we use a background field method and split the gluon fields into a time independent background field \( \bar{A}_\mu(x) \) and a presumably small quantum fluctuation field \( a_\mu(x_4, x) \):

\[
A_\mu(x_4, x) = \bar{A}_\mu(x) + a_\mu(x_4, x).
\]

(20)

In this paper we consider the quantum effects at the 1-loop level. Then it is sufficient to expand the action around the background field up to quadratic order in \( a_\mu \). The linear term in \( a_\mu \) is absent owing to the orthogonality of nonstatic modes to static ones. We shall, however, also investigate the contribution of the static fluctuation mode. In this case the linear term is absent if, e.g., the background field satisfies the equation of motion or if the static mode is varying in space faster than the background field. The quadratic form is, generally speaking, degenerate so that one has to fix the gauge for fluctuations. This gauge fixing is unrelated to the gauge fixing of the background field. We choose the background Lorenz gauge \( D_\mu(\bar{A})a_\mu = 0 \), where

\[
D_\mu^{ab}(\bar{A}) = \partial_\mu \delta^{ab} + f^{acb} \bar{A}_c^b.
\]

(21)

\[\text{1} \] Jackson and Okun [21] recommend to name the \( \partial_\mu A_\mu = 0 \) gauge after the Dane Ludvig Lorenz and not after the Dutchman Hendrik Lorentz who certainly used this gauge too but several decades later.
is the covariant derivative in the adjoint representation. This gauge brings in the Faddeev-Popov ghost determinant which can be expressed as a Grassmann integral over ghost fields. For the partition function this yields

\[
Z(\bar{A}) = e^S = e^{\bar{S}} \int Da \, D\chi \, D\chi^+ \exp \left\{ -\frac{1}{2g^2(M)} \int d^4x \, a^b \, W^{bc}_{\mu\nu} \, a^c_{\nu} - \int d^4x \, \chi^{+a} \left( D^2_{\mu} \right) \chi^a \right\},
\]

where \( \chi, \chi^+ \) are ghost fields and

\[
\bar{S} = -\frac{1}{4g^2(M)} \int d^4x \, F_{\mu\nu}^a(\bar{A}) \, F_{\mu\nu}^a(\bar{A})
\]

is the action of the background field. The quadratic form for \( a_\mu \) in the background Lorenz gauge is given by

\[
W^{ab}_{\mu\nu} = -[D^2(\bar{A})]^{ab}_{\mu\nu} - 2f^{acb}F^c_{\mu\nu}(\bar{A}).
\]

Integrating out the quantum fluctuations and ghosts yields two functional determinants,

\[
Z(\bar{A}) = e^{\bar{S}} \left( \det W \right)^{-1/2} \det \left( -D^2 \right)
\]

so that the 1-loop action is

\[
S_{1\text{-loop}} = \log \left( \det W \right)^{-1/2} + \log \det \left( -D^2 \right).
\]

Since the operators \( D^2, W_{\mu\nu} \) are built from covariant derivatives and the field strength only, this action is invariant under general gauge transformations of the background field. One can use this freedom to make the \( A_i \) component static, which we shall always assume. The spatial components \( A_i \) are then, generally speaking, time dependent. For the most of the paper we shall assume that \( A_i \) is time-independent too. At the end we shall be able to reconstruct terms with \( \bar{A}_i \) from gauge invariance but at the time being we shall take static \( A_i \). Then the quantum action \( \bar{S} \) is invariant under time-independent gauge transformations,

\[
\begin{align*}
\bar{A}_i(x) & \rightarrow U(x) \bar{A}_i(x) U^\dagger(x), \\
\bar{A}_i(x) & \rightarrow U(x) \bar{A}_i(x) U^\dagger(x) + iU(x) \partial_i U^\dagger(x).
\end{align*}
\]

In this paper we restrict ourselves to the \( SU(2) \) color group, which means that the action depends on the gauge and 3D Euclidean invariants \( A_i^a A_i^a, E_i^a E_i^a, B_i^a B_i^a, E_i^a A_i^a, B_i^a A_i^a \), etc. For higher groups there will be more invariants. We write the background fields without a bar from now on, as they are the only field variables left.

In fact the action can be presented as a series in the spatial covariant derivative \( D_i \). Since the electric field is given by \( E_i^a = D_i^a A_i^a \), an expansion in powers of the electric field corresponds to a covariant gradient expansion of the \( A_i \) fields. To get the magnetic field, we already need one more power of \( D_i \), as \( B_i^a = \frac{1}{2} \epsilon_{ijk} F_{ij}^a = \frac{1}{4} \epsilon_{ijk} \epsilon^{cde} \left[ D_j, D_k \right]^{cd} \). For the \( SU(2) \) gauge group, in the electric (magnetic) sector only two independent color vectors exist, \( E_i^a (B_i^a) \) and \( A_i^a \). Therefore, we expect the following structure for the gauge-invariant gradient expansion:

\[
S_{1\text{-loop}} = \frac{1}{T} \int \frac{d^3x}{T} \left[ -T^4 V(\nu) + E_i^2 f_1(\nu) + \left( \frac{E_i A_i^a}{A_i^a} \right)^2 f_2(\nu) + B_i^2 h_1(\nu) + \left( \frac{B_i A_i^a}{A_i^a} \right)^2 h_2(\nu) + \ldots \right].
\]

In the explicit evaluation of the functional determinants we find exactly the structure eq. \( \bar{S} \) and determine the functions \( f_1, f_2, h_1, h_2 \) at all values of their argument which is in fact a dimensionless ratio \( \nu = \sqrt{A_i^a A_i^a}/(2\pi T) \).
4 The functional determinants

We start with the evaluation of the ghost functional determinant. As usual we subtract the zero gluon field contribution. Using the fact that \( \det K = \exp \text{Tr} \log K \) we can write

\[
\exp \log \frac{\det(-D^2_\mu)}{\det(-\partial^2_\mu)} = \exp \text{Sp} \left[ \log \left( -D^2_\mu \right) - \log \left( -\partial^2_\mu \right) \right]
\]  

(30)

where \( \text{Sp} \) is a functional trace. We present the ratio of determinants with the help of the Schwinger proper time representation [22]:

\[
\log \det(-D^2_\mu) \equiv \log \frac{\det(-D^2_\mu)}{\det(-\partial^2_\mu)} = -\int_0^\infty \frac{ds}{s} \text{Sp} \left( e^{sD^2_\mu} - e^{s\partial^2_\mu} \right).
\]  

(31)

In fact this ratio is logarithmically UV divergent, reflecting the coupling constant renormalization. We use the Pauli-Villars method to regularize the divergence. This corresponds to replacing the determinant by a ‘quadrupole formula’:

\[
\frac{\det(-D^2)}{\det(-\partial^2 + M^2)} = \exp \left\{ -\int_0^\infty \frac{ds}{s} \text{Sp} \left[ \left( 1 - e^{-sM^2} \right) \left( e^{sD^2_\mu} - e^{s\partial^2_\mu} \right) \right] \right\}.
\]  

(32)

The functional trace in eq. (33) can be taken by inserting any full basis, so we are free to choose e.g. the plane-wave basis, \( \exp(i x_\alpha p_\alpha) \). Then, by the definition of the functional trace, one can write

\[
\text{Sp} e^{-sK} = \text{Tr} \int d^4x \lim_{y \to x} \int \frac{d^4p}{(2\pi)^4} \exp(-ip \cdot y) \exp(-sK) \exp(ip \cdot x),
\]  

(34)

where \( \text{Tr} \) is the remaining matrix trace over color and, as the case may be, Lorentz indices. One can now drag the latter plane-wave exponent through the differential operator \( K \) until it cancels with the former. This results in the shift of the derivatives inside the differential operator and in the following representation of the functional trace [23]:

\[
\text{Sp} e^{-sK} = \text{Tr} \int d^4x \int \frac{d^4p}{(2\pi)^4} \exp [-sK(\partial_\alpha \to \partial_\alpha + ip_\alpha)] 1.
\]  

(35)

The \( 1 \) at the end is meant to emphasize that the shifted operator acts on unity, so that for example any term that has a \( \partial_\alpha \) in the exponent and is brought all the way to the right, will vanish. According to (35) we now have

\[
\log \det(-D^2)_{r,n} = -\int \frac{d^3x}{T} \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \left( 1 - e^{-sM^2} \right)
\]

\[
\times \text{Tr} \left\{ \exp \left[ s(D_4 + i\omega_k)^2 + s(D_i + ip_i)^2 \right] - \exp \left[ s(i\omega_k)^2 + s(ip_i)^2 \right] \right\}.
\]  

(36)

(37)

Owing to the periodic boundary conditions we have replaced the integration over \( p_4 \) by the sum over the Matsubara frequencies \( \omega_k = 2\pi kT \) and taken into account that the \( x_4 \) integration goes from 0 to \( \beta = 1/T \). Keeping in mind that the background field is time independent one can replace

\[
D_4^{ab} \to f^{acb} A_4^c.
\]  

(38)
We define the adjoint matrix

\[ A^{ab} = f^{acb} A^c_i + i \omega_k \delta^{ab} \]  

upon which eq. (36) becomes

\[
\log \det(-D^2)_{r,n} = - \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^{\infty} \frac{ds}{s} \left(1 - e^{-sM^2}\right)
\]

\[
\times \ Tr \left\{ \exp \left[sA^2 + sD_i^2 + 2isp_iD_i - sp^2\right] - \exp \left[-s(\omega_k^2 + p^2)\right]\right\} .
\]  

In the same way as for the ghost determinant (30) we use the ‘quadrupole formula’ and write the normalized and regularized gluon determinant as

\[
\log (\det W)^{-1/2}_{r,n} = \frac{1}{2} \int^{\infty}_{0} ds \left(1 - e^{-sM^2}\right) Sp \left( e^{-sW_{\mu\nu}^{ab}} - e^{s\delta_{\mu\nu}\delta^{ab}} \right),
\]

which after an insertion of a plane wave basis and dragging \( \exp(ip \cdot x) \) through the differential operator yields

\[
\log (\det W)^{-1/2}_{r,n} = \frac{1}{2} \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^{\infty} \frac{ds}{s} \left(1 - e^{-sM^2}\right)
\]

\[
\times \ Tr \left\{ \exp \left[(sA^2 + sD_i^2 + 2isp_iD_i - sp^2)^{(a)\delta_{\mu\nu} + 2sf^{acb}F_{\mu\nu}^c} - \exp \left[-s(\omega_k^2 + p^2)\right]\right]\right\} .
\]  

A covariant gradient or derivative expansion is the expansion in \( D_i \), applied to \( A^2 \) and \( F_{\mu\nu}^c \). For example, to quadratic order in \( D_i \) it corresponds to summing up all 1-loop Feynman diagrams with two \( A_4 \) vertices carrying momenta, and any number of \( A_4 \) insertions at zero momentum. So far, both eq. (40) and eq. (43) are independent of the gauge group.

5 Zeroth order of covariant derivative expansion

Zeroth order in the expansion corresponds to setting \( D_i = 0 \). For the gluon part (43) the field strength does not contribute at this order since it is quadratic in the covariant derivatives. Hence the gluonic contribution is \(- (1/2) \times 4 = -2 \) times the ghost contribution, where the factor \((-1/2)\) comes from the fact that the gluon determinant is taken to this power (see (25)), and the Lorentz structure of the gluons, \( Tr \delta_{\mu\nu} \), yields 4. At zeroth order of the covariant derivative expansion one thus has:

\[
S_{1-loop}^{(0)} = - \left[ \log \det \left(-D^2\right) \right]^{(0)}.
\]  

The determinant is UV finite in this order, so one does not need to regularize it. For the explicit calculation one can choose a gauge where \( A_4 \) is diagonal in the fundamental representation, hence for the \( SU(2) \) gauge group

\[
A_4^a = \delta^{a3} \phi \quad , \quad \phi = \sqrt{A_4^a A_4^a}.
\]

The eigenvalues of the \( 3 \times 3 \) matrix \( A^{ab} = e^{a3b} \phi + i \omega_k \delta^{ab} \) are \( (\omega_k + \phi, \omega_k - \phi, \omega_k) \). It is obvious that upon summation over all Matsubara frequencies \( f[(\omega_k + \phi)^2] \) and \( f[(\omega_k - \phi)^2] \) give the same. We hence obtain

\[
S_{1-loop}^{(0)} = 2 \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^{\infty} \frac{ds}{s} e^{-sp^2} \left\{ e^{-s(\omega_k + \phi)^2} - e^{-s\omega_k^2} \right\} .
\]
Integrating over proper time $s$ and summing over Matsubara frequencies labeled by $k$ gives

$$\sum_{k=-\infty}^{\infty} \int_{0}^{\infty} \frac{ds}{s} e^{-s(\omega_k-\phi)^2- sp^2} = -\log \left( \frac{\cosh |p|}{T} - \cos \frac{\phi}{T} \right).$$ \hspace{1cm} (47)$$

The $p$ integration can be performed with the help of Ref. \[24\]. One obtains

$$S_{\text{1-loop}}^{(0)} = -\int d^3x \frac{1}{12\pi^2 T} \phi^2 (2\pi T - \phi)^2 \mod 2\pi T,$$

hence the dimensionless static potential is

$$V(\nu) = \left( \frac{2\pi}{3} \right)^2 \nu^2 (1 - \nu)^2 \mod 1, \quad \nu = \frac{\sqrt{A_4 A_4}}{2\pi T}. \hspace{1cm} (49)$$

This result is well known \[7, 9\]. We want to stress here that the term cubic in $\nu$ arises solely from the zero Matsubara frequency, $k = 0$. It makes eq. (48) periodic in $\nu$ with unit period. It should be noted that without the zero frequency contribution the $p$ integration is UV divergent; the addition of the $\omega_k = 0$ mode removes this divergence.

### 6 General technique for the covariant derivative expansion

In the next orders in the covariant derivative the calculation becomes more involved. We wish to keep all powers of $A_4$, but expand in powers of $D_i$. To expand the exponential of two noncommuting operators $A$ and $B$ we use the formulae

$$e^{A+B} = e^A + \int_0^1 d\alpha e^{\alpha A} Be^{(1-\alpha)A} + \int_0^1 d\alpha \int_0^{1-\alpha} d\beta e^{\alpha A} Be^{\beta A} e^{(1-\alpha-\beta)A} + \ldots$$ \hspace{1cm} (50)$$

and

$$[B, e^A] = \int_0^1 d\gamma e^{\gamma A} [B, A] e^{(1-\gamma)A}. \hspace{1cm} (51)$$

Here $B$ denotes the combination of covariant derivatives in the exponents in eq. (40) or eq. (43), $A$ is everything that is left there. We encounter here the following commutators:

$$[D_i, A] = [D_i, D_4] = -i F_{i4} = -i E_i,$$

$$[D_i, A^2] = -i \{A, E_i\}, \hspace{1cm} (52) \hspace{1cm} (53)$$

where the electric field is in the adjoint representation, \textit{i.e.}

$$E_i^{ab} = i f^{abc} E_c^a.$$ \hspace{1cm} (54)$$

The strategy is to drag all derivatives in $B$ to the right using the master formulae \[50, 51\].
7 Electric sector

We are now going to find the second and third terms in eq. \((29)\), i.e. terms quadratic in the covariant derivative \(D_i\). As expected, terms which are not gauge invariant cancel out individually for the ghosts and the gluons. In the end three different gauge invariant contributions remain. Writing down the ghost determinant as

\[
\log \det(-D^2)_{r,n} = - \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \left(1 - e^{-sM^2}\right) \text{Tr} e^{-sp^2} \left[e^{A+B}\right],
\]

where \(A = sA^2\) and \(B = 2isp_iD_i + sD_i^2\) and expanding in \(B\) with the use of eqs. \((50,51)\) we obtain [see Appendix B.1]

\[
\left[\log \det(-D^2)_{r,n}\right]_{E}^{(2)} = - \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \left(1 - e^{-sM^2}\right) e^{-sp^2} [I_1 + I_2].
\]

The gluon determinant is

\[
\log (\det W)_{r,n}^{-1/2} = \frac{1}{2} \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \left(1 - e^{-sM^2}\right) \text{Tr} e^{-sp^2\delta_{\mu\nu}} \left[e^{A+B}\right],
\]

where this time \(A_{\mu\nu}^{ab} = (sA^2)^{ab}\delta_{\mu\nu}\) and \(B_{\mu\nu}^{ab} = (sD_i^2 + 2isp_iD_i)^{ab}\delta_{\mu\nu} + 2sf^{acb}F^c_{\mu\nu}\). Expanding in \(B_{\mu\nu}^{ab}\) and using eqs. \((50,51)\) we find [see Appendix B.1]

\[
\left[\log (\det W)_{r,n}^{-1/2}\right]_{E}^{(2)} = \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \left(1 - e^{-sM^2}\right) e^{-sp^2} \left[2I_1 + 2I_2 + \frac{I_3}{2}\right].
\]

The gauge invariants in eqs. \((56,58)\) are

\[
I_1 = s^3 \int_0^1 d\alpha \left\{ -\frac{1}{2} + \alpha(1-\alpha) + \frac{2}{9}sp^2 \left[1 - \frac{3}{2}\alpha(1-\alpha)\right]\right\} \text{Tr} e^{(1-\alpha)sA^2} \{A, E_i\} e^{\alpha sA^2} \{A, E_i\},
\]

\[
I_2 = -s^2 \left(\frac{1}{2} - \frac{2}{9}sp^2\right) \text{Tr} e^{sA^2} \left(2E_i^2 + i \{A, [D_i, E_i]\}\right),
\]

\[
I_3 = 8s^2 \int_0^1 d\alpha \frac{1}{2} \text{Tr} e^{(1-\alpha)sA^2} E_i e^{\alpha sA^2} E_i.
\]

The total 1-loop action \((26)\) is

\[
\left[S_{1\text{loop}}^{(2)}\right]_{E} = \left[\log (\det W)_{n}^{-1/2} + \log \det (-D^2)_{r,n}\right]_{E}^{(2)} = \int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \left(1 - e^{-sM^2}\right) e^{-sp^2} \left[I_1 + I_2 + \frac{I_3}{2}\right].
\]

For the explicit evaluation we have to do all the integrations over \(\alpha, s, p\) and the summation over the Matsubara frequencies \(\omega_k\). For convenience we rescale the field variable and introduce

\[
\phi = 2\pi T \nu \quad \text{where} \quad 0 \leq \nu \leq 1.
\]
The case when \( \nu \) is outside this interval will be considered separately. In the invariant \( I_2 \) we will here only take the first term and leave away the anticommutator. Its effect will be shown later. In the sum over the Matsubara frequencies we treat the zero mode separately [see Appendix B.2 for details]. For \( I_1 \) and the first term in \( I_2 \) the zero Matsubara frequency yields each an IR divergent term \( \nu \) proportional to \( \lim_{\omega_k \to 0} (1/\omega_k) \) and one finite term which is proportional to \( 1/\phi \). The ‘naked’ IR divergencies cancel between the two invariants \( I_{1,2} \) in such a way that both the ghost and the gluon contribution are separately IR finite. The zero mode of the invariant \( I_3 \) contributes only with a finite \( 1/\phi \) term.

With our gauge choice \( A_i^a = \delta^{\mu 3} \phi \) we actually get two structures, \((E_i^1 E_i^1 + E_i^2 E_i^2) f_1(\phi)\) and \( E_i^3 E_i^3 f_3(\phi) \), which can be written in invariant terms as

\[
E_i^2 f_1(\nu) \quad \text{and} \quad \frac{(E_i \cdot A_i)^2}{|A_i|^2} (f_3(\nu) - f_1(\nu)),
\]

respectively. Adding up the ghost and the gluon result and denoting \((f_3 - f_1)\) by \( f_2 \) we find the two functions defined in eq. (29):

\[
\begin{align*}
 f_1 & = \frac{11}{48\pi^2} \left[ 2 \left( \log \mu - \gamma_E \right) - \psi \left( -\frac{\nu}{2} \right) - \psi \left( \frac{\nu}{2} \right) + \frac{20}{11\nu} \right], \\
 f_2 & = \frac{11}{48\pi^2} \left[ \psi \left( -\frac{\nu}{2} \right) + \psi \left( \frac{\nu}{2} \right) - \psi(\nu) - \psi(1-\nu) + \frac{20}{11\nu} \right], \\
 f_3 & = \frac{11}{48\pi^2} \left[ 2 \left( \log \mu - \gamma_E \right) - \psi(\nu) - \psi(1-\nu) \right], \quad \nu = \frac{\sqrt{A_i^2 A_i^4}}{2\pi T}.
\end{align*}
\]

Here \( \psi \) is the digamma function,

\[
\psi(z) = \frac{\partial}{\partial z} \log \Gamma(z),
\]

\( \gamma_E \) is the Euler constant, and the argument of the logarithm \( \mu \) is the cutoff that we have introduced in the sum over Matsubara frequencies [see Appendix B.2]. It is related to the Pauli-Villars mass as

\[
\mu = \frac{M}{4\pi T} e^{\gamma_E}.
\]

This result for the Pauli-Villars scheme agrees with Ref. [11] where the scale of the running coupling constant in the dimensionally reduced theory was studied in the \( \overline{\text{MS}} \) scheme. The subtraction scales are related according to Ref. [16].

Using eq. (69) we can express the functions \( f_{1,2,3} \) as:

\[
\begin{align*}
 f_1 & = \frac{11}{48\pi^2} \left[ 2 \log \frac{M}{4\pi T} - \psi \left( -\frac{\nu}{2} \right) - \psi \left( \frac{\nu}{2} \right) + \frac{20}{11\nu} \right], \\
 f_2 & = \frac{11}{48\pi^2} \left[ \psi \left( -\frac{\nu}{2} \right) + \psi \left( \frac{\nu}{2} \right) - \psi(\nu) - \psi(1-\nu) + \frac{20}{11\nu} \right], \\
 f_3 & = \frac{11}{48\pi^2} \left[ 2 \log \frac{M}{4\pi T} - \psi(\nu) - \psi(1-\nu) \right].
\end{align*}
\]

Recalling that the tree-level action has the bare coupling defined at the cutoff momentum \( M \),

\[
\frac{E_i^a E_i^a}{2g^2(M)} = E_i^a E_i^a \frac{11}{24\pi^2} \log \frac{M}{\Lambda}.
\]
we see that the UV divergent log $M$ term cancels out in the sum of tree and 1-loop actions. The full action is finite and can be presented in the form of eq. (3) where the functions $F_{1,2,3}$ are obtained from $f_{1,2,3}$ by replacing the cutoff $M$ by the finite $\Lambda$ parameter:

$$F_1 = \frac{11}{48\pi^2} \left[ 2\log \frac{\Lambda}{4\pi T} - \psi \left( -\frac{\nu}{2} \right) - \psi \left( \frac{\nu}{2} \right) + \frac{20}{11\nu} \right],$$

$$F_2 = \frac{11}{48\pi^2} \left[ \psi \left( -\frac{\nu}{2} \right) + \psi \left( \frac{\nu}{2} \right) - \psi (\nu) - \psi (1 - \nu) - \frac{20}{11\nu} \right],$$

$$F_3 = \frac{11}{48\pi^2} \left[ 2\log \frac{\Lambda}{4\pi T} - \psi (\nu) - \psi (1 - \nu) \right], \quad \nu = \sqrt{A_4 A_4^T}. \quad (76)$$

The functions $F_1$ and $F_3$ without the first term are plotted in Fig.1. Both functions are singular at $A_4 \to 0$, which is due to the contribution of the zero Matsubara frequency.

#### 7.0.1 Electric sector without the zero Matsubara frequency contribution

The functions $F_1$ and $F_2$ have so far been evaluated by summing over all the Matsubara frequencies, including the static fluctuations around static gluon background fields. This is of interest for a number of physical cases. For the problem of dimensional reduction, however, one does not include the static quantum fluctuations. Subtracting the contributions of the zero Matsubara frequency, which are of order $1/\nu$, we obtain

$$\tilde{F}_1(\nu) = \frac{11}{48\pi^2} \left[ 2\log \frac{\Lambda}{4\pi T} - \psi \left( -\frac{\nu}{2} \right) - \psi \left( \frac{\nu}{2} \right) \right],$$

$$\tilde{F}_2(\nu) = \frac{11}{48\pi^2} \left[ \psi \left( -\frac{\nu}{2} \right) + \psi \left( \frac{\nu}{2} \right) - \psi (\nu) - \psi (-\nu) \right],$$

$$\tilde{F}_3(\nu) = \frac{11}{48\pi^2} \left[ 2\log \frac{\Lambda}{4\pi T} - \psi (\nu) - \psi (-\nu) \right]. \quad (79)$$

Here we used the relation for the $\psi$ function: $\psi(1 + \nu) = \psi(\nu) + \frac{1}{\nu}$. Keeping in mind that

$$- \psi(x) - \psi(-x) = 2 \left[ \gamma_E + \zeta(3)x^2 + \zeta(5)x^4 + \ldots \right]$$

(80)
where $\zeta(n)$ is the Riemann zeta function, we see that the contribution of the nonzero Matsubara frequencies to the effective action is regular at $A_4 = 0$, and that the bare coupling constant should be replaced by the running one taken at the scale $4\pi e^{-\gamma E_T} T \approx 7.05551 T$, if the Pauli-Villars $\Lambda$ is used. If another regularization scheme is used, the scale should be changed accordingly, see the Introduction.

The plots of $\tilde{F}_{1,3}$ (without the first terms) are also shown in Fig.1

7.0.2 The ‘equation of motion’ term

We finally compute the second term in the invariant $I_2$, which we have so far left out. Its contribution is

$$S_{\text{EoM}} = \frac{1}{T} \int d^3 x \sum_{k=-\infty}^{\infty} \int \frac{d^3 p}{(2\pi)^3} \int_0^{\infty} ds \frac{e^{-sp^2}}{s} T\left[ -s^2 \left( \frac{1}{2} - \frac{2}{9}sp^2 \right) \text{Tr} e^{sA^2} (i \{ A, [D_i, E_i] \}) \right], \quad (81)$$

where the curly brackets denote the anticommutator. After all integrations and the summation over $\omega_k$ it gives

$$S_{\text{EoM}} = \int d^3 x \frac{1}{12\pi} \left[ \frac{(D_i E_i)^a}{\pi T} A_4^a - \frac{(D_i E_i)^b}{\sqrt{A_4^a A_4^a}} A_4^a \right]. \quad (82)$$

Here the first term comes exclusively from the nonzero Matsubara frequencies, while the second term is the contribution of the zero Matsubara frequency alone. Equation (82) is zero if the classical equation of motion is satisfied [see Appendix A]. If the background field does not satisfy the equation of motion one can integrate eq. (82) by parts which yields:

$$S_{\text{EoM}} = \frac{1}{12\pi^2} \int d^3 x \left\{ E_i^a E_i^a \left( \frac{\pi}{|A_4|} - \frac{1}{T} \right) + \frac{\pi}{|A_4|^3} (E_i^a A_4^a) (E_i^b A_4^b) - \partial_i \left( E_i^a A_4^a \left( \frac{\pi}{|A_4|} - \frac{1}{T} \right) \right) \right\}. \quad (83)$$

Apart from the last term which is a full derivative the first two can be added to the functions $f_{1,2}$ found previously.

8 Magnetic sector

We are now going to calculate the fourth and fifth terms in eq. (29), i.e. terms quadratic in the magnetic field. In analogy to the derivation of the action for the electric sector, we make an expansion in the spatial covariant derivative $D_i$ of the functional determinants and collect powers of the magnetic field. Note that while the electric field only needed one power of a covariant derivative the magnetic field needs two. For magnetic field squared we hence need an expansion to fourth order in the covariant derivatives. In principle, in the fourth order in the covariant derivatives there is a mixed term of the type $\varepsilon_{ijk} \varepsilon^{abc} E_i^a E_j^b B_k^c f(A_4)$, terms quartic in $E_i$ and terms containing covariant derivatives of $E_i$ but we do not consider them here. For that reason, we neglect all commutators $[D_i, A_4]$, as they introduce additional powers of $E_i$. This simply means that we can drag all powers of the covariant derivative $D_i$ as well as of the field strengths $F_{ij}$ through the exponentials of $A_4$, as if they commute.

One obtains from the Jacobi identity $[F_{ij}, A_4] = i ([D_i, E_j] - [D_j, E_i])$. Since we are not interested now in such terms in the effective action, we shall assume that the magnetic field commutes with $A_4$. 
For the ghost determinant we obtain [see Appendix C.1] only one gauge invariant structure, which after integration over \( p \) becomes
\[
\left[ \log \det \left( -D^2 \right) \right]_M^{(2)} = \frac{1}{48 \pi^{3/2}} \int d^3 x \sum_{k=-\infty}^{\infty} \int_0^\infty \frac{ds}{\sqrt{s}} \Tr \left( 1 - e^{-sM^2} \right) \left( e^{sA^2 B_k B_k} \right). \tag{84}
\]

For the gluon determinant we get the same result times a factor of \(-2\) plus one additional term:
\[
T_4 \equiv \Tr \int_0^1 d\alpha \int_0^{1-\alpha} d\beta \ e^{\alpha sA^2 (2\eta\epsilon_{\alpha\beta} F_{ij}^2) + \beta sA^2 (2\eta\epsilon_{\alpha\beta} F_{ij}^2) + (1-\alpha-\beta) sA^2}, \tag{85}
\]
which with \( F_{ij}^a F_{ij}^b = 2B_k^a B_k^b \) and after integration over \( \alpha \) and \( \beta \) yields the same gauge invariant structure:
\[
T_4 = 4 s^2 \Tr \left( e^{sA^2 B_k B_k} \right). \tag{86}
\]
We find [see Appendix C.1] that this term yields the same contribution to the action as the ghost determinant, but multiplied by a factor of 12. The total contribution of the gluon determinant to the 1-loop action in the magnetic sector is hence 10 times that of the ghost determinant.

The total 1-loop action in the magnetic sector is
\[
\left[ S_{1-\text{loop}}^{(2)} \right]_M = \left[ \log \left( \det W \right) \right]_M^{(2)} + \log \det \left( -D^2 \right)_M^{(2)}
= \frac{11}{48 \pi^{3/2}} \int d^3 x \sum_{k=-\infty}^{\infty} \int_0^\infty \frac{ds}{\sqrt{s}} \Tr \left( 1 - e^{-sM^2} \right) \left( e^{sA^2 B_k B_k} \right), \tag{87}
\]
where the integration over \( s \) and the summation over Matsubara frequencies still have to be performed. However, we do not need to do it anew since exactly the same gauge invariant appeared in the invariant \( I_2 \) in the electric sector, with the obvious replacement \( E_i \to B_i \), see eq. (60). With our gauge choice we obtain two structures, \( (B_1^1 B_1^1 + B_1^2 B_1^2) h_1(\nu) \) and \( B_3^3 B_3^3 h_3(\nu) \), which can be written in invariant terms as
\[
B_i^2 h_1(\nu) \quad \text{and} \quad \frac{(B_i \cdot A_i)^2}{|A_i|^2} (h_3(\nu) - h_1(\nu)), \tag{88}
\]
respectively.

Combining the ghost and the gluon result and denoting \( (h_3 - h_1) \) by \( h_2 \) we find the two functions defined in eq.(29):
\[
\begin{align*}
    h_1(\nu) &= \frac{f_3(\nu)}{2} + \frac{11}{48 \pi^2} \log \mu = \frac{11}{96 \pi^2} \left[ 4 \left( \log \frac{M}{4\pi T} + \frac{\gamma_E}{2} \right) - \psi(1) - \psi(1-\nu) \right], \tag{89} \\
    h_2(\nu) &= \frac{f_3(\nu)}{2} - \frac{11}{48 \pi^2} \log \mu = -\frac{11}{96 \pi^2} \left[ 2\gamma_E + \psi(\nu) + \psi(1-\nu) \right], \tag{90} \\
    h_3(\nu) &= f_3(\nu) = \frac{11}{48 \pi^2} \left[ 2 \log \frac{M}{4\pi T} - \psi(\nu) - \psi(1-\nu) \right], \quad \nu = \frac{\sqrt{A_i^2 - A_i^2}}{(2\pi T)}. \tag{91}
\end{align*}
\]
As before \( \mu \) is given by eq. (69).

The UV divergent logarithm in eq. (89) cancels the divergence from the tree-level action which has the running coupling defined at the cutoff momentum \( M \),
\[
\frac{B_i^a B_i^a}{2\gamma^2(M)} = B_i^a B_i^a \frac{11}{24 \pi^2} \log \frac{M}{\Lambda}, \tag{92}
\]
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such that the sum of tree and 1-loop actions are UV finite. The finite full action can be brought into the form of eq.(3) where the functions \( H_{1,2,3} \) are obtained from \( h_{1,2,3} \) by replacing the cutoff \( M \) by \( \Lambda \):

\[
H_1(\nu) = \frac{F_3(\nu)}{2} + \frac{11}{48 \pi^2} \log \mu = \frac{11}{96 \pi^2} \left[ 4 \left( \log \frac{\Lambda}{4\pi T} + \frac{\gamma_E}{2} \right) - \psi(\nu) - \psi(1 - \nu) \right],
\]

\[
H_2(\nu) = \frac{11}{96 \pi^2} \left[ 2\gamma_E - \psi(\nu) - \psi(1 - \nu) \right],
\]

\[
H_3(\nu) = F_3(\nu) = \frac{11}{48 \pi^2} \left[ 2 \log \frac{\Lambda}{4\pi T} - \psi(\nu) - \psi(1 - \nu) \right],
\]

\[
\nu = \frac{\sqrt{A_4^4}}{(2\pi T)}.
\]

When we sum over the Matsubara frequencies we find as in the case of the electric sector, that the zero Matsubara frequency contributes both with a finite term which is proportional to \( 1/\phi \) and a ‘naked’ IR divergent part. The finite terms are included in the results (89) and (90). The separate contribution of the IR divergent part is

\[
\lim_{\omega_k \to 0} \frac{11}{48 \pi^2} \int d^3 x \left( B_k^a B_k^a - \frac{(B_i \cdot A_4)^2}{|A_4|^2} \right) \frac{1}{\omega_k}.
\]

In contrast to the electric sector, this divergence does not get canceled. This is also clearly seen in terms of Feynman diagrams and corresponds to a singularity in the magnetic self-energy of the gluons due to the zero Matsubara frequency in the loop, when the external gluons have zero momentum. This singularity is regularized when higher terms in \( B_i \) and/or nonzero momenta of the background magnetic field are taken into account.

### 8.0.3 Magnetic sector without the zero Matsubara frequency contribution

For a discussion of dimensional reduction at high temperatures we again remove the contribution of the zero Matsubara frequency and obtain:

\[
\tilde{H}_1(\nu) = \frac{11}{96 \pi^2} \left[ 4 \left( \log \frac{\Lambda}{4\pi T} + \frac{\gamma_E}{2} \right) - \psi(\nu) - \psi(-\nu) \right],
\]

\[
\tilde{H}_2(\nu) = -\frac{11}{96 \pi^2} \left[ 2\gamma_E + \psi(\nu) + \psi(-\nu) \right],
\]

\[
\tilde{H}_3(\nu) = \frac{11}{48 \pi^2} \left[ 2 \log \frac{\Lambda}{4\pi T} - \psi(\nu) - \psi(-\nu) \right].
\]

The IR singularity (96) is of course not present.

### 9 Comparison of our results to previous work

There have been two other publications with the aim to get an effective theory for QCD at high temperatures. In the first one \[25\] gluon by gluon scattering at low momenta in the nonzero temperature Yang-Mills theory is calculated in terms of Feynman diagrams. In the second one \[13\] an effective theory for the static modes of \( SU(N) \) Yang–Mills theory in terms of a covariant derivative expansion is derived. The author makes a series expansion of the functional determinants, and goes up to six orders in the covariant derivative. This corresponds to a 1-loop calculation.
with up to six external static gluons and their effective vertices. The zero Matsubara frequency contribution is not included.

To compare our results to those of Refs. [25] and [13] we need to expand our functions $f_{1,2}, h_{1,2}$ in powers of $A_4$. We would like to stress that within our calculation we can go to arbitrary power of $A_4$, while Refs. [25] and [13] only go to the quadratic order. For a comparison we look at the quadratic terms in $A_4$ and obtain the following contribution:

$$
\int d^3x \frac{\zeta(3)}{\pi^4 T^3} \frac{11}{384} \left( E^2 A_4^2 + 3(EA_4)^2 \right).
$$

(100)

This agrees precisely with Ref. [13] after collecting terms of the orders above. Ref. [25] differs both in sign and magnitude. For the magnetic part we can only compare to Ref. [13], as only there the terms under consideration have been computed. To quadratic order in $A_4$ we obtain

$$
\int d^3x \frac{\zeta(3)}{\pi^4 T^3} \frac{11}{192} \left( B^2 A_4^2 + (BA_4)^2 \right),
$$

(101)

which again coincides exactly with the result derived in Ref. [13]. In addition, in Ref. [14] the 1-loop action for the Polyakov line has been computed up to two derivatives in the specific case of zero $A_i$. Although it may look as being a gauge-noninvariant condition, in fact one of the gauge-invariant structures can be extracted from that calculation. Indeed, the gauge-invariant combination $(E_iA_4)^2/A_4^2$ projects out the $A_i$ field. Therefore, what we call the $f_3$ function has been actually computed in that paper, and our result coincides with theirs.

10 Time dependence and periodicity in $A_4$

So far we have considered only time-independent background fields $A_4$ and $A_i$. As stressed in the Introduction, taking $A_4$ static is no restriction on the background but merely a convenient gauge choice. However, taking $A_i$ static is a restriction, and we would like to relax it, that is to include terms in the effective action containing time derivatives $\dot{A}_i$. To the second order in $\dot{A}_i$, this can be done in a very simple way. Namely, we notice that in deriving the quantum action we have made use of the commutators (52,53) which remain exactly the same if we replace $A_4$ in $A$ by the more general operator $D_4$. The only difference is that the resulting electric field should be now understood as the full $E_i^a = D_i^{ab} A_4^b - \dot{A}_i^a$. With this replacement, one gets the same effective action (3) as in the case of a purely static $A_i$. As in the static case, it is limited to the second power of $E_i$ and hence of $\dot{A}_i$. Therefore, its applicability is restricted by the condition that both spatial and time derivatives of the fields are much less than the temperature.

After fixing the gauge such that $A_4$ is static one can perform further a time-independent gauge rotation to make $A_4(x)$ diagonal i.e. belonging to the Cartan subalgebra at all spatial points. We shall use this gauge condition in this section to simplify the discussion. For the $SU(2)$ gauge group it means that we take $A_4 = \phi \frac{\tau^3}{2}$.

Having fixed the gauge such that $A_4$ is static and diagonal there is only an Abelian residual gauge symmetry left. It consists of arbitrary time-independent gauge rotations about the Cartan generators, and of a timedependent gauge rotation (also about the Cartan axes) of a special discrete type compatible with periodicity of $A_i(x,t)$. For the $SU(2)$ gauge group this residual
gauge symmetry is with respect to the Abelian gauge transformation

\[ A_\mu \rightarrow S^\dagger A_\mu S + i S^\dagger \partial_\mu S, \quad S(x,t) = \exp \left\{ -i \frac{x^3}{2} [\alpha(x) + 2\pi T \nu] \right\}, \quad (102) \]

where \( n \) is an integer, which follows from the requirement that \( A_4(x,t) \) remains periodic in time. One cannot take rotations about axes other than the 3\(^{\text{rd}}\) one because it will make \( A_4 \) non-diagonal, and one cannot take the time dependence other than linear because that would make \( A_4 \) time-dependent. In components, the transformation (102) reads:

\[
\begin{align*}
A_i^3(x) &= A_i^3(x) + 2\pi T n, \quad \text{meaning } \nu' = \nu + n, \\
A_i^1(x,t) &= \cos \beta A_i^1 + \sin \beta A_i^2, \quad \beta(x,t) = \alpha(x) + 2\pi T \nu, \\
A_i^2(x,t) &= -\sin \beta A_i^1 + \cos \beta A_i^2, \\
A_i^3(x,t) &= A_i^3 + \partial_\nu \alpha(x).
\end{align*}
\]

(103-106)

The effective action must be invariant under this transformation, but is it?

It is easy to check that the combinations of the field strengths \( B_i^3B_i^3, B_i^1B_i^1, E_i^3E_i^3 \) and \( E_i^1E_i^1 \) (where \( F^\perp F^\perp \) is the short-hand notation for \( F^1F^1 + F^2F^2 \)) are invariant under the gauge transformation (102). As follows from eq. (3) these structures are multiplied by the functions \( H_3(\nu), H_1(\nu), F_3(\nu) \) and \( F_1(\nu) \), respectively. Therefore to support the invariance of the effective action under the gauge transformation (102), all the four functions need to be periodic in \( \nu = A_i^3/2\pi T \) with unit period.

So far we have computed those functions in the domain \( 0 < \nu < 1 \), so to check the periodicity one has to know them outside this domain. Actually only the last step, namely the summation over Matsubara frequencies, has to be revisited. The result is as follows: The static potential \( V(\nu) \) and the functions \( H_1(\nu), H_3(\nu) \) and \( F_3(\nu) \) are, indeed, periodic (and even) in \( \nu \), whereas the last function \( F_1(\nu) \) is even but not periodic.

Indeed, for \( 0 < |\nu| < 1 \) we find:

\[ F_1(\nu) = -\frac{11}{48\pi^2} \left[ L + \psi \left( \frac{\nu}{2} \right) + \psi \left( -\frac{\nu}{2} \right) - \frac{20}{11|\nu|} \right]. \quad (107) \]

For \( 1 < |\nu| < 2 \) we find:

\[ F_1(\nu) = -\frac{11}{48\pi^2} \left[ L + \psi \left( \frac{\nu}{2} \right) + \psi \left( -\frac{\nu}{2} \right) - 2 - \frac{38}{11\nu} - \frac{8}{11} \left( \frac{1}{|\nu^2|} - \frac{1}{|\nu^3|} \right) \right]. \quad (108) \]

For \( 2 < |\nu| < 3 \) we find:

\[ F_1(\nu) = -\frac{11}{48\pi^2} \left[ L + \psi \left( \frac{\nu}{2} \right) + \psi \left( -\frac{\nu}{2} \right) - 3 - \frac{56}{11|\nu|} - \frac{24}{11|\nu^2|} - \frac{40}{11|\nu^3|} + \frac{2}{2 - |\nu|} + \frac{2}{4 - |\nu|} \right], \quad (109) \]

eq \text{etc. By } L \text{ we have denoted the constant part: } L = -2\log(\Lambda/4\pi T). \text{This function is plotted in Fig. 2 and is clearly not periodic.}

The reason of this periodicity paradox is clear. By making the timedependent gauge transformation (103-106) we induce large time derivatives of the \( A_i^{1,2} \) fields, being of the order of \( 2\pi T \). The
Figure 2: The function $F_1(\nu)$ with the constant part $L$ subtracted, in different intervals.

‘dynamical’ electric field $\dot{A}_i^{1,2}$ does not enter into the invariants $B_i^3 B_i^3$, $B_i^1 B_i^1$ and $E_i^3 E_i^3$. Therefore, the corresponding functions $H_1(\nu), H_3(\nu)$ and $F_3(\nu)$ should be periodic to support gauge invariance, which indeed they are. One cannot and should not observe gauge invariance in the structure $E_i^1 E_i^1 F_1(\nu)$ as it is only a quadratic functional in $\dot{A}_i^{1,2}$, which is insufficient. There is no periodicity requirement on $F_1(\nu)$. All powers of $\dot{A}_i^{1,2}/T$ (and of $A_4/T$) need to be collected in the effective action to check the invariance under fast time-dependent gauge transformations (102). This, however, lies beyond the scope of the present study.

11 Conclusions

Given that the Polyakov line in the $A_4$ static gauge is

$$P(x) = \exp \left( i \frac{A_4(x)}{T} \right),$$

its gauge-invariant eigenvalues are $e^{\pm i \pi \nu}$ where $\nu = \sqrt{A_4^2 A_4^2}/2\pi T$. We have in fact computed the 1-loop effective action for the eigenvalues of the Polyakov line, interacting with the spatial components of the Yang–Mills field $A_i$. For the $SU(2)$ gauge group the effective action is given by eq. (110) with the four functions $F_{1,2}(\nu)$ and $H_{1,2}(\nu)$ defined in eqs. (74, 75) and eqs. (93, 94), respectively. All functions are singular and behave as $1/A_4$ at small $A_4$, which is due to the contribution of the zero Matsubara frequency. It should be stressed that the functions $H_{1,2}(\nu)$ being coefficients in front of the invariants quadratic in the magnetic field, contain ‘naked’ IR divergences which are regularized by higher orders of the magnetic field and/or field momentum. If the static fluctuation mode is excluded from the effective action, all functions become finite and nonsingular; they are then given by eqs. (77, 79) and eqs. (97, 98), respectively. If the background field does not satisfy the Yang–Mills equations of motion, there is an additional term (82).

As it should be expected, the functions $H_{1,2}(\nu), F_3(\nu) = F_1(\nu) + F_2(\nu)$ and the static potential $V(\nu)$ are periodic functions of $\nu$ but $F_1(\nu)$ is not. The periodicity is related to the gauge invariance of the effective action with respect to fast time-dependent gauge transformations inducing large electric field $\dot{A}_i$. For the particular structure related to $F_1(\nu)$, this gauge invariance can only be revealed when all powers of the electric field in the effective action are collected.

For higher gauge groups there will be more invariant structures already in the quadratic order in the electric and magnetic fields, and the coefficient functions will depend on all the eigenvalues.
of the Polyakov line, whose number is \( N - 1 \) for the \( SU(N) \) gauge group. It is worthwhile to
generalize this work to higher groups, as well as to find the 1-loop affective action arising from
integrating out fermions.

One can think of two kinds of applications of our results. One is for studying correlation
functions, say, of the Polyakov lines at high temperatures but going beyond the approximations used
previously. One might be also interested in evaluating the 1-loop weights of extended semiclassical
objects, such as calorons with nontrivial holonomy and dyons. The technique developed in this
paper is applicable for such studies.
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**A. Notations**

We normalize the generators of an \( SU(N) \) group as

\[
\text{Tr } t^a t^b = \frac{1}{2} \delta^{ab}.
\]  

(111)

For \( SU(2) \) \( t^a \) are half the Pauli matrices, and for \( SU(3) \) half the Gell-Mann matrices. Their
commutator defines the generators of the adjoint representation:

\[
(T_a)^{bc} = -i f^{abc} = i f^{acb}.
\]  

(112)

The field strength in the fundamental representation is defined as

\[
[\nabla_\mu, \nabla_\nu] = -i F_{\mu\nu} = -i F_{\mu\nu}^a t^a,
\]  

(113)

where

\[
\nabla_\mu = \partial_\mu - i A_\mu^a t^a,
\]  

(114)

is the covariant derivative in the fundamental representation.

The field strength in adjoint representation becomes

\[
[D_\mu, D_\nu]^{cd} = -f^{cda} F_{\mu\nu}^a = f^{cda} F_{\mu\nu}^a,
\]  

(115)

where \( D_\mu \) is the covariant derivative in the adjoint representation:

\[
D_\mu^{ab} = \partial_\mu \delta^{ab} + f^{acb} A_\mu^c.
\]  

(116)

For any matrix in the adjoint representation we shall imply \( B^{ab} = -i f^{abc} B^c \). In particular,
the gauge field which in the fundamental representation is \( A_\mu = A_\mu^a t^a \) becomes in the adjoint
representation

\[
A_\mu^{cd} = -i f^{cde} A_\mu^e = i f^{cde} A_\mu^e.
\]  

(117)
The electric field is in general defined as $E_i \equiv F_{i4}$. Hence

$$[D_i, D_4] = -i F_{i4} = -i E_i.$$  \hfill (118)

Explicitly in the adjoint representation one has

$$E_{i}^{ab} = -i f^{abcd} D_i^d A_4^b = -i f^{abcd} E_i^d \quad \text{and} \quad E_i^d = D_i^d A_4^b.$$  \hfill (119)

We notice that the combination

$$[D_i, E_i]^{ab} = -i f^{abe} D_i^c E_i^c$$  \hfill (120)

is zero if the background field satisfies the Yang–Mills equation of motion, $D_{\mu}^a F_{\mu \nu}^c = 0$. For eq. (120) we use the Jacobi identity

$$f^{abe} f^{efc} = f^{afe} f^{ebc} - f^{ace} f^{ebf}.$$  \hfill (121)

### B Functional determinants in the electric sector

#### B.1 Managing functional traces

We are interested here in extracting terms quadratic in the electric field but having any power of $A_4$. We expand the ghost functional determinant (55) to quadratic order in $D_i$ with the help of eq. (50) and obtain two contributions at this order:

$$T_1 = \text{Tr} \int_0^1 d\alpha e^{\alpha sA^2} s D_i^2 e^{(1-\alpha)sA^2},$$  \hfill (122)

and

$$T_2 = -\frac{4}{3} s^2 p^2 \text{Tr} \int_0^1 d\alpha \int_0^{1-\alpha} d\beta e^{\alpha sA^2} D_i e^{\beta sA^2} D_i e^{(1-\alpha-\beta)sA^2},$$  \hfill (123)

where for $T_2$ we used the fact that $p_i p_j$ averaged over the directions of the three-vector $p_i$ gives $\frac{1}{3} \delta_{ij} p^2$. With the commutators (121) and (52) it can be shown that $T_1$ is a sum of four terms, two of which are gauge invariant and two are not gauge invariant (denoted by a bar):

$$T_1 = T_{11} + T_{12} + \bar{T}_{11} + \bar{T}_{12},$$  \hfill (124)

where

$$T_{11} = -s^2 \int_0^1 d\alpha (1 - \alpha) \text{Tr} e^{\alpha sA^2} \left(2 E_i^2 + i \{ A_i, [D_i, E_i]\} \right),$$  \hfill (125)

$$T_{12} = -2 s^3 \int_0^1 d\alpha \int_0^{1-\alpha} d\gamma \int_0^1 d\delta (1 - \alpha)^2 (1 - \gamma) \text{Tr} e^{sA^2 \delta (1-\gamma)(1-\alpha)} \{ A_i, E_i \} e^{sA^2 (1-\gamma)(1-\alpha)} \{ A_i, E_i \} \{ A_i, E_i \} D_i,$$

$$\bar{T}_{11} = s \text{Tr} \left( e^{sA^2 D_i^2} \right),$$

$$\bar{T}_{12} = -2 is^2 \int_0^1 d\alpha \int_0^1 d\gamma (1 - \alpha) \text{Tr} e^{sA^2 \alpha + \gamma (1-\alpha)} \{ A_i, E_i \} e^{sA^2 (1-\gamma)(1-\alpha)} D_i.$$  \hfill (126)

As the action is gauge invariant, we expect the not gauge invariant terms to cancel with those of the term $T_2$. We will show, that this is indeed the case.
Let us now turn to $T_2$. Dragging $D_i$’s to the right we obtain:

\begin{align}
T_2 &= -\frac{4}{3} s^2 p^2 \int_0^1 d\alpha \int_0^{1-\alpha} d\beta e^{(1-\alpha)sA^2} D^2 e^{\alpha sA^2} \\ & \quad + \frac{4i}{3} s^3 p^2 \int_0^1 d\alpha \int_0^{1-\alpha} d\beta \int_0^1 d\gamma \Tr e^{(1-\alpha-\beta+\gamma)sA^2} \{ A, E_i \} e^{(1-\gamma)\beta sA^2} \\ & \quad \times \left\{ e^{\alpha sA^2} D_i - is\alpha \int_0^1 d\gamma e^{\delta sA^2} \{ A, E_i \} e^{(1-\delta)\alpha sA^2} \right\}. 
\end{align}

We find that $T_2$ is a sum of six terms, amongst which three are gauge invariant and three (again denoted by a bar) are not. We start with the not gauge invariant ones and show that they cancel with $\bar{T}_{11}$ and $\bar{T}_{12}$

\begin{align}
\bar{T}_{21} &= -\frac{2}{3} s^2 p^2 \Tr \left( e^{sA^2} D^2 \right), \\
\bar{T}_{22a} &= \frac{8i}{3} s^3 p^2 \int_0^1 d\alpha \alpha (1 - \alpha) \int_0^1 d\gamma \Tr e^{sA^2[\alpha + \gamma(1-\alpha)]} \{ A, E_i \} e^{sA^2(1-\gamma)(1-\alpha)} D_i, \\
\bar{T}_{22b} &= \frac{4i}{3} s^3 p^2 \int_0^1 d\alpha \int_0^{1-\alpha} d\beta \int_0^1 d\gamma \Tr e^{sA^2(1-\alpha-\beta+\gamma)} \{ A, E_i \} e^{sA^2[\alpha + \beta(1-\gamma)]} D_i.
\end{align}

The terms $\bar{T}_{11}$ from eq. (125) and $\bar{T}_{21}$ are of the same structure. Their sum is

$$\bar{T}_{11} + \bar{T}_{21} = s \left[ 1 - \frac{2sp^2}{3} \right] \left( e^{sA^2} D^2 \right).$$

This term vanishes upon $p$ integration since:

$$\int_0^\infty d^3 p \, s p^2 e^{-sp^2} = \frac{3}{2} \int_0^\infty d^3 p \, e^{-sp^2}.$$ 

For the evaluation of the other non gauge-invariant terms we use some relations for integrations over parameters, valid for any function $f$:

\begin{align}
\int_0^1 d\alpha \int_0^1 d\gamma \alpha (1 - \alpha) f(\alpha \gamma) &= \int_0^1 d\epsilon \frac{(1 - \epsilon)^2}{2} f(\epsilon), \\
\int_0^1 d\alpha \int_0^1 d\gamma \alpha f(\alpha \gamma) &= \int_0^1 d\eta (1 - \eta) f(\eta), \\
\int_0^1 d\alpha \int_0^{1-\alpha} d\beta \beta \int_0^1 d\gamma f(\alpha + \beta \gamma) &= \int_0^1 d\delta (1 - \delta) f(\delta).
\end{align}

We find that

$$\bar{T}_{12} + \bar{T}_{22a} + \bar{T}_{22b} = \int_0^1 d\alpha \left[ -2is^2(1-\alpha) + \frac{4i}{3} s^3 p^2 (1-\alpha)^2 + \frac{4i}{3} s^3 p^2 \alpha (1-\alpha) \right] \Tr e^{sA^2(1-\alpha)} \{ A, E_i \} e^{sA^2} D_i.$$ 

After integration over $\alpha$ the term in the brackets

$$[\ldots] = -is^2 \left( 1 - \frac{2}{3} sp^2 \right)$$

(137)
becomes zero after integration over $p$. We hence have shown that all not gauge invariant terms cancel out, as was indeed expected.

There are three gauge invariant terms left. They can be simplified by using some more integration relations:

$$\int_0^1 d\alpha \alpha^2 (1 - \alpha) \int_0^1 d\gamma \int_0^1 d\delta f(\alpha \gamma \delta) = \frac{1}{6} \int_0^1 d\xi (1 - \xi)^3 f(\xi),$$  \hspace{1cm} (138)

$$\int_0^1 d\alpha \int_0^{1-\alpha} d\beta \int_0^1 d\gamma \int_0^1 d\delta f(\alpha \delta + \beta \gamma) = \int_0^1 \frac{\xi(1 - \xi)^2}{2} f(\xi),$$  \hspace{1cm} (139)

$$\int_0^1 d\alpha \alpha^2 \int_0^1 d\gamma \int_0^1 d\delta f(\alpha \gamma \delta) = \frac{1}{2} \int_0^1 d\kappa (1 - \kappa)^2 f(\kappa).$$  \hspace{1cm} (140)

Using them we find two gauge invariant structures

\[
I_1 \equiv T_{12} + T_{22a} + T_{22b}
\]
\[
= s^3 \int_0^1 d\alpha \left\{ -\frac{1}{2} + \alpha(1 - \alpha) + \frac{2}{9} s^p \left[ 1 - \frac{3}{2} \alpha(1 - \alpha) \right] \right\} \text{Tr} e^{(1-\alpha)sA^2} \{A, E_i\} e^{\alpha sA^2} \{A, E_i\},
\]
\[
I_2 \equiv T_{11} + T_{21} = -s^2 \left( \frac{1}{2} - \frac{2}{9} s^p \right) \text{Tr} e^{sA^2} (2E_i^2 + i \{A, [D_i, E_i]\}).
\]

In the evaluation of the gluon determinant (57) there is one more gauge invariant structure:

\[
I_3 \equiv T_3 = -2 \int_0^1 d\alpha \int_0^{1-\alpha} d\beta \text{Tr} e^{\alpha sA^2} (2s E_i) e^{\beta sA^2} (2s E_i) e^{(1-\alpha-\beta)sA^2}
\]
\[
= -4s^2 \int_0^1 d\alpha \text{Tr} e^{(1-\alpha)sA^2} E_i e^{\alpha sA^2} E_i.
\]

\[ \text{B.2 Integrating over } \alpha, s, p \text{ and summing over Matsubara frequencies} \]

To obtain the action we have to integrate over $\alpha$, $s$, momentum $p$ and sum over Matsubara frequencies $\omega_k$ for the three invariants we derived. For convenience we take out a factor of $1/(2\pi^2 T)$:

\[
\frac{1}{2\pi^2 T} \int d^3 x \sum_{k=-\infty}^{\infty} \int \frac{d^3 p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} e^{-sp^2/2\pi^2 T} I_j \quad \text{where} \quad j = 1, 2, 3.
\]

\[ \text{B.2.1 The first invariant } I_1 \]

After taking the trace in eq. (141) explicitly and integrating over $\alpha$ we find that $I_1$ has the structure:

\[
2\pi^2 T I_1 = X_1 (E_i^1 E_i^1 + E_i^2 E_i^2) + X_3 E_i^3 E_i^3.
\]

This is expected since our gauge choice for $A_1$ is along the third color direction, so the result should be symmetric in $E_i^{1,2}$. Next we integrate over momentum, using that $d^3p = 4\pi p^2 dp$. We find

\[
2\pi^2 P_1 \equiv \int_0^\infty dp p^2 X_1 = p_{10} e^{-s\omega_k^2} + p_{1p} e^{-s(\phi + \omega_k)^2} + p_{1m} e^{-s(\phi - \omega_k)^2},
\]
\[
2\pi^2 P_3 \equiv \int_0^\infty dp p^2 X_3 = p_{3p} e^{-s(\phi + \omega_k)^2} + p_{3m} e^{-s(\phi - \omega_k)^2},
\]
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where the coefficients are:

\[
\begin{align*}
    p_{10} &= \frac{\sqrt{\pi} (-3 + s\phi^2)}{12 \, s^{3/2} \phi^2} - \frac{\sqrt{\pi}}{4 \, s^{5/2} \phi^3} (-\phi + 2\omega_k) + \frac{\sqrt{\pi}}{4 \, s^{5/2} \phi^3} (\phi + 2\omega_k), \\
    p_{1p} &= -\frac{\sqrt{\pi} (3 + s\phi^2)}{24 \, s^{3/2} \phi^2} - \frac{\sqrt{\pi} \omega_k}{12 \, 3 \, \phi} - \frac{\sqrt{\pi}}{4 \, s^{5/2} \phi^3} (\phi + 2\omega_k), \\
    p_{1m} &= -\frac{\sqrt{\pi} (3 + s\phi^2)}{24 \, s^{3/2} \phi^2} + \frac{\sqrt{\pi} \omega_k}{12 \, 3 \, \phi} + \frac{\sqrt{\pi}}{4 \, s^{5/2} \phi^3} (-\phi + 2\omega_k), \\
    p_{3p} &= \frac{\sqrt{s \, \pi} (\phi + \omega_k)^2}{12}, \\
    p_{3m} &= \frac{\sqrt{s \, \pi} (\phi - \omega_k)^2}{12}.
\end{align*}
\]

Next we integrate over \( s \). The integrals over \( s \) of the individual terms in \( P_1 \) turn out to be UV divergent. However their sum is finite. Using a regularization, \( i.e. \) replacing the integration kernel \( P_1 \) by \( \lim_{\epsilon \to 0} (P_1 \cdot s^\epsilon) \) we find the finite result:

\[
S_1 \equiv \lim_{\epsilon \to 0} \int_0^\infty ds \, (P_1 \cdot s^\epsilon) = \frac{\pi |\omega_k| (\phi^4 + 2\phi^2 \omega_k^2 - 16\omega_k^2)}{12 \phi^2 \omega_k^2 (\phi^2 - 4\omega_k^2)} - \frac{\pi (\phi + 2\omega_k)}{24 \phi (\phi + \omega_k)}
\]

\[+ \frac{\pi |\phi + \omega_k|}{4 \phi^2} - \frac{\pi |\phi + \omega_k|^3}{3 \phi^3 (\phi + 2\omega_k)} - \frac{\pi (\phi - 2\omega_k)}{24 \phi (\phi - \omega_k)} + \frac{\pi |\phi - \omega_k|}{4 \phi^2} - \frac{\pi |\phi - \omega_k|^3}{3 \phi^3 (\phi - 2\omega_k)}. \tag{154}\]

The integral over \( P_3 \) is finite and we obtain

\[
S_3 \equiv \int_0^\infty ds \, P_3 = \frac{\pi (\phi - \omega_k)^2}{24 |\phi - \omega_k|^3} + \frac{\pi (\phi + \omega_k)^2}{24 |\phi + \omega_k|^3}. \tag{155}\]

The next and final step is to sum over the Matsubara frequencies. We replace \( \omega_k \) once by \( 2\pi T k \) and once by \( -2\pi T k \), where \( k \geq 1 \), and add the two results, which has the advantage, that we have to sum over the positive frequencies only. The zero Matsubara frequency will be treated separately. The field variable is rescaled according to

\[
\phi = 2\pi T \nu \quad \text{where} \quad 0 \leq \nu \leq 1. \tag{156}\]

This results into

\[
\begin{align*}
    T S_1' &= \frac{1}{12k} + \frac{1}{12(\nu - 2k)} - \frac{1}{24(\nu - k)} + \frac{1}{24(\nu + k)} - \frac{1}{12(\nu + 2k)}, \\
    T S_3' &= \frac{1}{24(\nu + k)} - \frac{1}{24(\nu - k)},
\end{align*} \tag{157, 158}\]

where the prime indicates, that this is valid for nonzero Matsubara frequencies.

The contribution of the zero Matsubara frequency in eq. (154) consists of a finite and a divergent part. The former becomes upon rescaling

\[
l_1^{(0)}(\nu) = T \left( \lim_{\omega_k \to 0} S_1 \right)_{\text{finite}} = -\frac{1}{8\nu}. \tag{159}\]
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We shall show later that the divergent part cancels exactly with a divergent term from the second invariant $I_2$. The sum over the first term in eq. (157) is logarithmically divergent. We regularize it by introducing a cutoff $\mu$ in the sum. This is equivalent to the Pauli-Villars regularization, since we find that the cutoff $\mu$ is related to the Pauli-Villars mass by

$$\mu = \frac{M}{4\pi T} e^{\gamma_E}$$

where $\gamma_E$ is Euler’s constant. Summing over the nonzero Matsubara frequencies and adding the finite contribution from the zero mode (159) we find

$$l_1(\nu) = T \left( \sum_{k=1}^{\infty} S'_1 \right) + l_1^{(0)}(\nu) = \frac{1}{24} \left[ -\frac{3}{\nu} - \psi(1-\nu) - \psi(1+\nu) + \psi\left(1-\frac{\nu}{2}\right) + \psi\left(1+\frac{\nu}{2}\right) + 2 \log\mu \right]$$

(161)

where the $\psi$-function is the logarithmic derivative of the gamma function:

$$\psi(z) = \frac{\partial}{\partial z} \log \Gamma(z).$$

(162)

In the case of $S_3$ the zero Matsubara frequency yields only a finite part:

$$l_3^{(0)}(\nu) = T \lim_{\omega_k \to 0} S_3 = \frac{1}{24\nu}.$$ (163)

For the remaining sum over $S'_3$, we add and subtract $1/k$ terms to make them convergent:

$$\sum_{k=1}^{\infty} \left( \frac{1}{24(\nu + k)} - \frac{1}{24k} \right) - \left( \frac{1}{24(\nu - k)} + \frac{1}{24k} \right) + \frac{1}{12k}.$$ (164)

The first two terms yield $\psi$ functions, and the last part becomes a logarithm after we introduce the cutoff $\mu$ in the sum over $1/k$. The sum over all frequencies finally yields

$$l_3(\nu) = T \left( \sum_{k=1}^{\infty} S'_3 \right) + l_3^{(0)}(\nu) = \frac{1}{24} \left[ -2\gamma_E - \psi(\nu) - \psi(1-\nu) + 2 \log\mu \right].$$ (165)

**B.2.2 The second invariant $I_2$**

We take the trace in eq. (142) but without the term $\{A, [D_i, E_i]\}$ which is zero if the equation of motion is satisfied by the background field (82). Integration over $\alpha$ we find the structure:

$$2\pi^2 T I_2 = Y_1 (E_i^1 E_i^1 + E_i^2 E_i^2) + Y_3 E_i^3 E_i^3.$$ (166)

Next we integrate over momentum and obtain:

$$2\pi^2 Q_1 \equiv \int_0^{\infty} dp \, p^2 Y_1 = -\frac{\sqrt{\pi}}{24} \sqrt{s} \left( 2 e^{-s(\phi + \omega_k)^2} + e^{-s(\phi - \omega_k)^2} \right)$$ (167)

$$2\pi^2 Q_3 \equiv \int_0^{\infty} dp \, p^2 Y_3 = -\frac{\sqrt{\pi}}{12} \sqrt{s} \left( e^{-s(\phi + \omega_k)^2} + e^{-s(\phi - \omega_k)^2} \right).$$ (168)
We integrate these functions over \( s \) and find:

\[
R_1 \equiv \int_0^\infty ds Q_1 = -\frac{\pi}{24} \left( \frac{1}{|\phi + \omega_k|} + \frac{1}{|\phi - \omega_k|} + \frac{2}{|\omega_k|} \right) \quad (169)
\]

\[
R_3 \equiv \int_0^\infty ds Q_3 = -\frac{\pi}{12} \left( \frac{1}{|\phi - \omega_k|} + \frac{1}{|\phi + \omega_k|} \right) . \quad (170)
\]

For the sum over the nonzero Matsubara frequencies we replace \( \omega_k \) once by \( 2\pi T k \), once by \( -2\pi T k \) and add the two results. This yields:

\[
TR'_1 = -\frac{1}{12k} + \frac{1}{24(\nu - k)} - \frac{1}{24(\nu + k)} \quad (171)
\]

\[
TR'_3 = \frac{1}{12(\nu - k)} - \frac{1}{12(\nu + k)} . \quad (172)
\]

The contribution of the zero Matsubara frequency in \( R_1 \) yields a finite and a divergent part where the former is

\[
g_1^{(0)}(\nu) = T \left( \lim_{\omega_k \to 0} R_1 \right)_{\text{finite}} = -\frac{1}{24 \nu} . \quad (173)
\]

The ‘naked’ \( 1/\omega_k \) divergencies came from (154) in \( I_1 \) and from (169) in \( I_2 \). Both in the ghost and gluon determinants the two invariants enter in the combination \( I_1 + I_2 \). Adding the terms which produce the divergences and expanding in \( \omega_k \) we find

\[
\frac{\pi |\omega_k| (\phi^4 + 2 \phi^2 \omega_k^2 - 16 \omega_k^2)}{12 \phi^2 \omega_k^2 (\phi^2 - 4 \omega_k^2)} - \frac{\pi}{12 |\omega_k|} = \frac{\pi \omega_k}{2 \phi^2} + O(\omega_k^3) , \quad (174)
\]

which obviously disappears as \( \omega_k \to 0 \). Therefore the divergent parts from the two invariants cancel each other.

Setting \( \omega_k = 0 \) in \( R_3 \) gives only a finite result:

\[
g_3^{(0)}(\nu) = T \left( \lim_{\omega_k \to 0} R_3 \right) = -\frac{1}{12 \nu} . \quad (175)
\]

To sum over the nonzero Matsubara frequencies we use the method of adding and subtracting \( 1/k \) terms to make individual sums convergent and introduce the cutoff \( \mu \) for divergent sums over \( 1/k \) terms. Adding all contributions we obtain:

\[
g_1(\nu) = T \left( \sum_{k=1}^\infty R'_1 \right) + g_1(\nu)^{(0)} = \frac{1}{24} [2 \gamma_E + \psi(\nu) + \psi(1 - \nu) - 4 \log \mu] , \quad (176)
\]

\[
g_3(\nu) = T \left( \sum_{k=1}^\infty R'_3 \right) + g_3(\nu)^{(0)} = \frac{1}{12} [2 \gamma_E + \psi(\nu) + \psi(1 - \nu) - 2 \log \mu] . \quad (177)
\]

**B.2.3 The third invariant \( I_3 \)**

As in the case of the first two invariants we integrate and sum over the third one (143). We find again the same structure in the electric fields. Integrations over \( s \) turn out to be finite. In the sum over \( \omega_k \) the zero mode only yields a finite part, and for the nonzero modes we introduce the
cutoff $\mu$ in the sum over $1/k$ terms. The calculation is similar to the previous case, and we present here only the results:

\begin{align}
  j_1(\nu) &= \left[ \frac{2}{\nu} - 2 \gamma_E - \psi\left( -\frac{\nu}{2} \right) - \psi\left( \frac{\nu}{2} \right) + 2 \log \mu \right], \\
  j_3(\nu) &= \left[ -2 \gamma_E - \psi(1 - \nu) - \psi(\nu) + 2 \log \mu \right],
\end{align}

where $j_1$ is the function in front of $(E_i^1 E_i^1 + E_i^2 E_i^2)$ and $j_3$ multiplies $E_i^3 E_i^3$.

## C Functional determinants in the magnetic sector

### C.1 Managing functional traces

We are looking for terms quadratic in the magnetic field but containing any power of $A_4$. Since we are not interested in terms containing the electric field, we can drag all powers of covariant derivatives through the exponentials of $A_4$ as if they commute. For the ghost contribution this gives

\[
\log \det(-D^2)_{\text{M, ghost}}^{(2)} = -\int d^3x \sum_{k=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int_0^{\infty} \frac{ds}{s} \text{Tr} e^{-sp^2} e^{sA^2} \]

\[
\times \left\{ \frac{s^2}{2} D^2 D^2 + \frac{(2is)^2}{3!} p_i p_j \left[ D^2 D_i D_j + D_i D^2 D_j + D_i D_j D^2 \right] + \frac{(2is)^4}{4!} p_i p_j p_k p_l D_i D_j D_k D_l \right\}. 
\]

For the integration over momentum we use the following relations:

\[
\int \frac{d^3p}{(2\pi)^3} e^{-sp^2} = \frac{1}{(4\pi s)^{3/2}} \]

\[
\int \frac{d^3p}{(2\pi)^3} p_i p_j e^{-sp^2} = \frac{1}{2s} \frac{1}{(4\pi s)^{3/2}} \delta_{ij}, \]

\[
\int \frac{d^3p}{(2\pi)^3} p_i p_j p_k p_m e^{-sp^2} = \frac{1}{(2s)^2} \frac{1}{(4\pi s)^{3/2}} \left[ \delta_{ij} \delta_{km} + \delta_{ik} \delta_{jm} + \delta_{im} \delta_{jk} \right],
\]

to obtain

\[
\log \det(-D^2)_{\text{M, ghost}}^{(2)} = -\frac{1}{8 \pi^{3/2}} \int d^3x \sum_{k=-\infty}^{\infty} \int_0^{\infty} \frac{ds}{\sqrt{s}} \text{Tr} e^{sA^2} \left\{ \frac{1}{12} [D_i, D_j] [D_i, D_j] \right\}. 
\]

As $[D_i, D_j] = -i F_{ij}$ the commutator squared gives

\[
[D_i, D_j]^2 = -F_{ij} F_{ij} = -2 B_k B_k,
\]

which leads us to

\[
\log \det(-D^2)_{\text{M, ghost}}^{(2)} = \frac{1}{8 \pi^{3/2}} \frac{1}{12} \int d^3x \sum_{k=-\infty}^{\infty} \int_0^{\infty} \frac{ds}{\sqrt{s}} \text{Tr} \left( e^{sA^2} B_k B_k \right). 
\]

For the gluons we get the same result times a factor of $-2$ and one additional term

\[
T_i = \text{Tr} \int_0^1 d\alpha \int_0^{1-\alpha} d\beta \, e^{\alpha sA^2} (2s e^{\alpha \epsilon} F_{ij}^c) e^{\beta sA^2} (2s e^{\beta \epsilon} F_{ij}^f) e^{(1-\alpha-\beta)sA^2},
\]

\[
= \frac{1}{8 \pi^{3/2}} \frac{1}{12} \int d^3x \sum_{k=-\infty}^{\infty} \int_0^{\infty} \frac{ds}{\sqrt{s}} \text{Tr} \left( e^{sA^2} B_k B_k \right). 
\]

\[
T_i = \frac{1}{8 \pi^{3/2}} \frac{1}{12} \int d^3x \sum_{k=-\infty}^{\infty} \int_0^{\infty} \frac{ds}{\sqrt{s}} \text{Tr} \left( e^{sA^2} B_k B_k \right). 
\]
which with $F^a_{ij} F^b_{ij} = 2 B^a_k B^b_k$ and after integration over $\alpha$ and $\beta$ yields

$$T_4 = 4 s^2 \text{Tr} \left( e^{s A^2} B_k B_k \right).$$ (188)

Its contribution to the action in the magnetic sector (67)

$$\frac{1}{2} \int d^3x \int_0^\infty \frac{d^3p}{(2\pi)^3} \sum_{k=-\infty}^\infty \int_0^\infty \frac{ds}{s} e^{-sp^2} T_4 = \frac{2}{8\pi^{3/2}} \int d^3x \sum_{k=-\infty}^\infty \frac{ds}{\sqrt{s}} \text{Tr} \left( e^{s A^2} B_k B_k \right)$$ (189)

is hence of the same structure as the ghost contribution, but multiplied by a factor of 12. In the last expression we used eq. (181) for the $p$-integration. Adding the two contributions of the gluon determinant we find that $\left[ \log (\det W)^{-1/2} \right]^{(2)}_M = 10 \times [\log \det (-D^2)^{(2)}]_M$.

C.2 Integrating over $\alpha$, $s$, $p$ and summing over Matsubara frequencies

We have to integrate over $s$ and to sum over the Matsubara frequencies. For the ghost contribution (186) we find that it is apart from the factor in front of the integral equal to the second invariant, that we computed for the electric sector, if we replace electric field by magnetic field. For the precise coefficients, we have to compare eq. (186) with the results for the invariant $I_2$ after the momentum integration (167) and (168). For the ghost determinant in the magnetic sector this yields $-1/(4\pi^2)$ times the functions $g_{1,2}$ defined in eqs. (176,177). Keeping in mind that the total action is 11 times the ghost contribution, we find:

$$h_1(\nu) = -\frac{11}{4\pi^2} g_1(\nu) \quad \text{and} \quad h_3(\nu) = -\frac{11}{4\pi^2} g_3(\nu) .$$ (190)

To obtain the function $h_2$ defined in eq. (29) we denote $h_2 = h_3 - h_1$.
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