From distributed machine learning to federated learning: a survey
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Abstract
In recent years, data and computing resources are typically distributed in the devices of end users, various regions or organizations. Because of laws or regulations, the distributed data and computing resources cannot be aggregated or directly shared among different regions or organizations for machine learning tasks. Federated learning emerges as an efficient approach to exploit distributed data and computing resources, so as to collaboratively train machine learning models. At the same time, federated learning obeys the laws and regulations and ensures data security and data privacy. In this paper, we provide a comprehensive survey of existing works for federated learning. First, we propose a functional architecture of federated learning systems and a taxonomy of related techniques. Second, we explain the federated learning systems from four aspects: diverse types of parallelism, aggregation algorithms, data communication, and the security of federated learning systems. Third, we present four widely used federated systems based on the functional architecture. Finally, we summarize the limitations and propose future research directions.
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1 Introduction

With billions of connected Internet-of-Things (IoT) devices [3], smartphones [132] and large websites around the world, in recent years, we have witnessed huge amounts of data generated and dispersed over various mobile devices of end users, or the data centers of different organizations. As the data contain sensitive information of end users or organizations, such
as facial images, location-based services, health information [114], or personal economic status, moving the raw data from personal devices or data centers of multiple organizations to a centralized server or data center may pose immediate or potential information leakage. Due to the concerns of data security and data privacy, legal restrictions, such as the Cybersecurity Law of the People’s Republic (CLPR) of China [160], the General Data Protection Regulation (GDPR) [133] in European Union, the Personal Data Protection Act (PDP) [31] in Singapore, the California Consumer Privacy Act (CCPA) [20], and the Consumer Privacy Bill of Rights (CPBR) [47] in the USA, have been introduced and put in practice, which makes data aggregation from distributed devices, multiple regions, or organizations, almost impossible [190]. In addition, computing and storage resources are also typically distributed in multiple regions [106] and organizations [98], which cannot be aggregated in a single data center.

Federated learning (FL) emerges as an efficient approach to exploit the distributed resources to collaboratively train a machine learning model. FL is a distributed machine learning approach where multiple users collaboratively train a model, while keeping the raw data decentralized without being moved to a single server or data center [79,190]. FL not only exploits the distributed resources to efficiently carry out the training process of machine learning, but also promises to provide security and privacy for the decentralized raw data. Within FL, the raw data, or the data generated based on the raw data with security processing, serves as the training data. FL only allows the intermediate data to be transferred among the distributed computing resources while avoiding the transfer of training data. The distributed computing resources refer to mobile devices of end users or servers of multiple organizations. FL brings the code to the data, instead of bringing the data to the code, and it addresses the fundamental problems of privacy, ownership, and locality of data [120]. In this way, FL can enable multiple users to train a model while satisfying the legal data restrictions.

Traditional centralized machine learning approaches typically gather the distributed raw data generated on different devices or organizations to a single server or a cluster with shared data storage, which may bring serious data privacy and security concerns [205]. The centralized approaches, in general, are associated with diverse challenges, including computational power and training time, and most importantly, security and privacy with respect to distributed data [129]. FL differs from the centralized approach in three aspects. First, FL does not allow direct raw data communication, while the centralized approach has no restriction. Second, FL exploits the distributed computing resources in multiple regions or organizations, while the centralized approach generally only utilizes a single server or a cluster in a single region, which belongs to a single organization. Third, FL generally takes advantage of encryption or other defense techniques to ensure the data privacy or security, while the centralized approach pays little attention to these security issues [205].

The term “federated learning” was first introduced in 2016 [120], which focuses on the unbalanced and non-Independent and Identically Distributed (non-IID) data in mobile devices. The concept of FL was extended to three data scenarios, i.e., horizontal, vertical, and hybrid [190,205]. The horizontal FL addresses the decentralized data of the same features, while the identifications are different. The vertical FL handles the decentralized data of the same identifications with different features. The hybrid FL deals with the data of different identifications and different features. Then, FL is formally defined as a machine learning approach where multiple clients collaborate in solving a machine learning problem while the raw data is stored locally and is neither exchanged nor transferred [79].

An FL system is an efficient tool to carry out FL with decentralized data and resources. Several open-source FL systems, e.g., FATE [182], PaddleFL [10], TensorflowFL [55], and Pysyft [136], are now intensively used by both research communities, e.g., healthcare [19],
and computer visions [66,109], and by industrial groups, e.g., WeBank [183]. Although various FL systems exist, the architecture of FL systems has common features: In particular, they share the capability to collaboratively train a machine learning model. Most FL systems are composed of four layers, i.e., presentation, user services, FL training, and infrastructure. These four layers enable FL system users to design, execute, and analyze machine learning models with distributed data.

Although FL differs from the centralized machine learning approaches, it not only utilizes novel techniques designed for FL, but also takes advantage of the techniques designed for distributed machine learning. FL exploits parallelization techniques designed for distributed machine learning. For instance, horizontal FL exploits the data parallelism, which trains multiple instances of the same model on different subsets of the training dataset [170]. Vertical FL utilizes model parallelism to distribute parallel paths of a single model to multiple devices in order to handle the data of different features [170]. Multiple aggregation algorithms [29] are proposed to aggregate the models in distributed computing resources. Data transfer techniques are also utilized in FL, e.g., model compression [22]. As FL promises to provide data security and data privacy, diverse defense techniques, e.g., differential privacy [121], homomorphic encryption [59], and robustness aggregation [142], are designed to address the possible attacks [49,71,181].

There have been a few surveys of FL. Some works [79,89,190] provide a comprehensive study of FL, from the taxonomy of FL to the techniques, e.g., the efficiency, data privacy, security, and applications of FL. Some surveys [89,114,129] focus on the data privacy and security of FL. Other surveys present the application of FL in a specific area, e.g., healthcare informatics [188], mobile edge networks [99], and neural architecture searches [205], and they personalize global models to work better for individual clients [87]. However, few of them present the architecture of FL or analyze parallelization techniques in FL.

In this paper, we provide a survey of federated learning and the related parallelization techniques. The main contributions of this paper are:

- A four-layer FL system architecture, which is useful for discussing the techniques for FL. This architecture can also be a baseline for other work and can help with the assessment and comparison of FL systems.
- A taxonomy of FL-related techniques, including the parallelization techniques, the aggregation algorithms, and the techniques for data communication and security, with a comparative analysis of the existing solutions.
- A discussion of research issues to improve the efficiency and security of FL systems.

This paper is organized as follows: Section 2 gives an overview of the execution of FL, including the FL system architectures and basic functional architecture of FL systems. Section 3 focuses on the techniques used for distributed training of FL and aggregation methods. Section 4 presents the techniques for distributed execution, data communication, and data security of FL. Section 5 demonstrates the existing FL frameworks. Section 6 discusses the open issues raised for the execution of FL with distributed resources. Section 7 summarizes the main findings of this study.

2 An overview of federated learning

In this section, we introduce the basic concepts of federated learning. Then, we present the life cycle of FL models. Afterward, we detail the functional architecture and the corresponding functionality of FL systems.
2.1 Basic concepts

Machine learning is the process to automatically extract the models or patterns from data [53]. The models or patterns are expressed as machine learning models. A machine learning model is an ensemble of a model structure, which is typically expressed as a directed acyclic graph (DAG), data processing units, e.g., activation functions in deep neural networks (DNNs), and the associated parameters or hyper-parameters. The input data can be processed through a machine learning model to generate the output, e.g., the prediction results or the classification results, which is the inference process. The machine learning model is generated based on the training data, which is the training process. During the training process, the parameters or the model structure of the machine learning model [61,68] is adjusted based on a training algorithm in order to improve the performance, e.g., the accuracy or the generalization capacity. The training algorithm is also denoted by machine learning algorithms. The duration of the training process is training time.

According to whether the training data have labels, the training process of machine learning can be classified into four types [170], i.e., supervised learning, unsupervised learning, semi-supervised learning, and reinforcement learning. Supervised learning represents that a machine learning task exploits the training data composed of input features and the corresponding labels [170]. In this paper, we focus on this type of training data. For instance, each data point in the training dataset contains \((x, y)\), where \(x\) represents the input features and \(y\) represents the desired output value. Unsupervised learning represents that a machine learning task exploits the training data, which only consists of input features without output values, i.e., each data point only contains \(x\) and does not have \(y\). Semi-supervised learning represents that one (generally small) part of the training data contains output values, while the other (generally small) part of the training does not. Reinforcement learning represents that each iteration in the training process considers its observation of the environment from the last iteration.

While the training data become huge, e.g., on the order of terabyte [23], or when the training data are inherently distributed or too big to store on single machines [170], the training process is carried out using distributed resources, which is distributed machine learning. One of the important features of the distributed machine learning is that it can significantly accelerate the training speed so as to reduce the training time. Diverse parallelization techniques are used in distributed machine learning. For instance, graphics processing units (GPUs) using single instruction multiple data (SIMD) [45] and tensor processing units (TPUs) using multiple instructions multiple data (MIMD) [45] are exploited [170]. In addition, distributed machine learning takes advantage of three types of parallelism to parallelize the training process, i.e., data parallelism [170], model parallelism [170], and pipeline parallelism [64,74,105]. With the data parallelism approach, the training data are partitioned as many times as the number of computing resources, and all computing resources subsequently apply the same machine learning algorithm to process different chunks of the data sets [170]. With the model parallelism approach, exact copies of the entirety of the data (the training data or the intermediate data) are processed by each computing resource, each of which exploits different parts of the machine learning model [170]. The pipeline parallelism approach combines the data parallelism and the model parallelism. With this approach, each computing resource processes a part of the training data with a part of the machine learning model, while the processing, e.g., computation or communication, at each node can be parallelized [131].

FL is a distributed machine learning approach where multiple users collaboratively train a model, while keeping the raw data distributed without being moved to a single server or data center [79,190]. The model used for FL is denoted by FL model. FL is first proposed to
handle the unbalanced and non-Independent and Identically Distributed (non-IID) data of the same features in mobile devices [120]. Then, the concept of FL is extended to the distributed data of diverse features in multiple organizations [190] or various regions [80]. FL systems are used within one or multiple phases of the life cycle of FL models. An FL system is a distributed system to manage the distributed training process with distributed resources.

FL is a special type of distributed machine learning, which differs from other distributed machine learning approaches in the following three points. First, FL does not allow direct raw data communication, while other approaches have no restriction. As the raw data are of multiple ownerships, FL approaches with this restriction can meet the requirements defined by the related laws, e.g., CLPR [160], GDPR [133], PDPA [31], CCPA [20], and CPBR [47]. In particular, the consent (GDPR Article 6) and the data minimalization principle (GDPR Article 5) limit data collection and storage to only what is consumer-consented and what is absolutely necessary for processing [99]. Second, FL exploits the distributed computing resources in multiple regions or organizations, while the other approaches generally only utilize a single server or a cluster in a single region, which belongs to a single organization. FL enables the collaboration among multiple organizations. Third, FL generally takes advantage of encryption or other defense techniques to ensure the data privacy or security, while the other approaches pay little attention to this security issue [205]. FL promises to ensure the privacy and security of the raw data, as the leakage of information may incur significant financial [34,150] and reputational [158] losses.

During the training process of FL, an optimization problem is solved as shown in Formula (1). Given \( n \) training dataset \( D = D_1, D_2, ..., D_n \), where each data point \((x, y) \sim D\), the problem of FL is to learn a function \( \hat{F} \) from all possible hypotheses \( \mathcal{H} \), while minimizing the expectation of loss over the distribution of all the dataset \( D \).

\[
\hat{F} = \operatorname{argmin}_{F \in \mathcal{H}} \mathbb{E}_{(x, y) \in D} L(y, F(x)),
\]

where \( L(y, F(x)) \) refers to the loss of \( F(x) \) to the label \( y \). During the training process, the stochastic gradient descent (SGD) approach [145,206] is generally used to minimize the loss function using Formula (2).

\[
F_{k+1}(x) \leftarrow F_k(x) - \eta_k \nabla F_k(x),
\]

where \( F_k(x) \) refers to the learned model in the \( k \)th iteration, \( \nabla F_k(x) \) refers to the gradient of the model at the \( k \)th iteration based on the model already obtained \( F_k(x) \) and the training dataset, \( \eta_k \) refers to the learning rate, and \( F_{k+1}(x) \) refers to the update model of the \( k \)th iteration. Within each iteration, there are two phases, i.e., forward propagation and backward propagation. The forward propagation calculates the output based on the input data \( x \) using the model, while the backward propagation calculates the gradients \( \nabla F_k(x) \) and updates the model. When the calculation is distributed among multiple computing resources, the gradients or models of each computing resource are aggregated using an aggregation algorithm (see details in Sect. 3.2), in order to achieve consensus of multiple models and to generate a global model. The learning rate can be dynamically adapted using a local adaptive optimizer, e.g., Adam, and/or cross-round learning rate schedulers [199].

### 2.2 FL model life cycle

The life cycle of an FL model is a description of the state transitions of an FL model from creation to completion [79,105]. Lo et al. [111] propose that the life cycle of an FL model consists of eight phases: initiated, broadcast, trained, transmitted, aggregated, evaluated,
deployed, and monitored. Kairouz et al. [79] propose that the life cycle of an FL model includes six phases: problem identification, client instrumentation, simulation prototyping, federated model training, model evaluation, and deployment. However, they focus on the FL with distributed data in mobile devices. In this paper, we adopt a combination of workflow life cycle views [79,111] with a few variations [105,190], condensed into four phases:

1. The composition phase [79] is for the creation of an FL model, which is used to address a specific machine learning problem, e.g., classification. First, a machine learning model is created to address the problem with certain requirements, e.g., the requirement of accuracy. Then, the machine learning model is adapted to FL scenarios. For instance, if the distributed data is of different features, the machine learning model is partitioned (see details in Sect.3.1.2) to process the distributed data.

2. The FL training phase [79,111,190] is for the training phase of the FL model. During this phase, a training strategy, which includes parallelism and aggregation algorithms (see details in Sect. 3), is used to update the parameters, hyper-parameters, and even the structure of the network, in order to improve the accuracy and the generalization capacity of the FL model.

3. The FL model evaluation phase [79,105] is to apply the trained FL models, in order to analyze the performance of the trained FL models on a simulation platform or a real distributed system [65]. As a result, the FL models with the best performance are selected. If the FL models do not meet the requirements, the FL model should be modified, or the training phase should be carried out again.

4. The FL model deployment phase [79] is to deploy the FL model in a real-life scenario to process the data. If the final model can be shared without restriction, there is no difference between the FL model deployment and the model generated from a traditional centralized approach. Otherwise, the deployment of the final model should consider the ownership of the corresponding parts.

### 2.3 Functional architecture of FL systems

The functional architecture of an FL system can be layered as follows [105]: presentation, user services, FL training, and infrastructure. Figure 1 shows this architecture. The higher layers exploit the lower layers to provide their own functionality. A user interacts with an FL system through the presentation layer and realizes independent functionalities at the user services layer. During the training phase of FL models, a federated learning execution plan (FLEP) is generated, and the corresponding distributed training is carried out at the FL training layer. The FLEP is composed of a type of parallelism, a scheduling strategy, and a fault-tolerance mechanism. The FL system manages the physical resources through the infrastructure layer for the distributed training.

#### 2.3.1 Presentation layer

The presentation layer is a user interface (UI) for the interaction between users and FL systems at one or multiple stages of the FL model life cycle. The UI can be textual or graphical. This interface is responsible for designing a new FL model or choosing an existing machine learning model as an FL model. In addition, this layer also supports the modules at the user services layer, e.g., shows the status of the distributed training process. The textual UI is largely used for designing FL models based on the command line or scripts [100]. The models can be directly expressed using Python, with the textual interface in PaddleFL [10],
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Fig. 1 Functional architecture of an FL system

TensorFlowFL [55], PySyft [148], and FATE [182]. A graphic UI can make the interaction more practical, while the users can drag or drop the data processing element to design an FL model. For instance, FATE [182] provides a graphic UI (GUI) through a web portal. However, the graphic portal also exploits textual programming languages as inner representations of an FL model.

2.3.2 User services layer

The user service layer supports the expected functionalities, i.e., monitoring and steering and log; interpretability and explainability; and graph data. The monitoring enables the users to get the real-time status of the distributed training process. As the training process of FL models can be very long, e.g., from several hours to days [79], it is of much importance to track the execution status, which allows the user to verify whether the training proceeds normally. The log service is generally supported by major FL systems, which can be used to analyze the training process. In addition, the log generated during the training process can be used to debug the system or adjust the FL model. FATE provides a visual monitoring board to users through its GUI. When there are unexpected results or errors during the training process, steering enables users to adjust the training process in order to reduce the time necessary to carry out the distributed training from scratch. Most FL systems can enable the users to stop the training, while the adjustment of parameters is not fully supported by major FL systems. The interpretability of FL is to describe the internals of an FL system in a way that is understandable to humans [52]. The explainability focuses on explaining the representation of data inside an FL model [52]. With interpretability and explainability, the FL system can provide a description of the results of the trained FL model based on the training data and the distributed training process. Shapley values have been used to provide the interpretability [175], while both the interpretability and explainability remain open challenges as each is hard to fully support.

In the real world, graph data widely exist in multiple domains, and a bunch of FL approaches have been proposed to handle the decentralized graph data for community detection [84], financial crime [164], and especially knowledge graph completion [28]. FL is particularly useful in the field of knowledge graph completion, as a knowledge graph could not only contain text but also images or other type of data, i.e., multimodal knowledge graphs.
The decentralized graphs can be inter-graph, i.e., the decentralized data belong to multiple graphs, or intra-graph, i.e., the decentralized data are within one big graph [198], while most of the existing works focus on the intra-graph situation. Horizontal FL techniques can be exploited on the graph neural networks (GNNs) [125, 185] with encryption techniques [78] (see details in Sect. 2.3.4), while the performance of FL may be much worse than that of centralized GNNs [62]. The aggregation algorithms (see details in Section 3.2.1) are also proposed based on the FedAvg [202] or optimal transportation [102]. In addition, decentralized aggregation algorithms (see details in Sect. 3.2.3) are also proposed to deal with the decentralized graph data for social network [67] and drug discovery [63]. While the fine-tuning of the FL system is time-consuming, Bayesian optimization [203] and evolutionary optimization strategies [174] are utilized to automatically tune the hyper-parameters and the network structure, respectively. Graph data can be vertically distributed where the features of the nodes are distributed across multiple data owners, and a data owner may or may not have the edges. Vertical FL exploits embeddings [28, 204] or autoencoders [202] to represent the nodes, which can be transferred to train a GNN. In addition, the differential privacy (see details in Sect. 2.3.4) is combined with the embeddings to protect the data privacy [140] of knowledge graphs.

2.3.3 FL training layer

The FL training layer carries out the distributed training process with distributed data and computing resources. This layer consists of three modules: parallelization, scheduling, and fault-tolerance. FL parallelization exploits diverse types of parallelism, e.g., data parallelism, model parallelism, and pipeline parallelism, to generate executable tasks. Through the FL scheduling module, an FL system produces a scheduling plan (SP) of executable tasks, which aims at fully exploiting distributed computing resources and preventing training stalling. During the training process, the SP is generally defined by a training algorithm, which aggregates the updates, i.e., gradients or models, from each computing resource in order to generate a final machine learning model. The FL fault-tolerance mechanism handles the failures or errors of task execution and the connection of distributed resources. Reactive approaches are generally exploited, e.g., using check-points, restart, and task replication [17]. A reactive approach reduces the effect of failures after perceiving failures [48]. An FLEP, which captures the execution directives, typically the result of compiling and optimizing the training process of FL models, is generated at this layer.

2.3.4 Infrastructure layer

The infrastructure layer provides the interaction between an FL system and the distributed resources, including the computing resources, storage resources, network resources, and data resources. This layer contains three modules: a data security module, a data transfer module, and a distributed execution module. The data security module generally exploits differential privacy (DP) [2] and encryption techniques, e.g., homomorphic [4], to protect the raw data used during the training process. Although the raw data cannot be directly transferred, intermediate data, e.g., the gradients or models, can be communicated among distributed computing resources. The data transfer module exploits data compression techniques [161] to improve the data transfer efficiency. At this layer, the FLEP generated at the FL training layer is carried out within the distributed execution module, i.e., concrete tasks are executed in distributed computing resources.
3 Distributed training

In this section, we present the distributed training process for FL. First, we present three types of parallelism in distributed training and the application within FL. The parallelism approaches are generally implemented in the parallelization module. Then, we discuss existing aggregation algorithms for the distributed training, which is implemented in the scheduling module.

3.1 Parallelism & FL types

Three types of parallelism exist for distributed machine learning: data parallelism, model parallelism, and pipeline parallelism [105,170]. FL can be classified to three types, i.e., horizontal, vertical, and hybrid [190,205]. The horizontal FL generally exploits data parallelism, and the vertical FL typically takes advantage of model parallelism. However, the hybrid FL relies on transfer learning [139], which is not a parallelism approach and is out of the scope of this paper.

In this section, we take an example of a neural network as shown in Fig. 2 to explain the parallelism. In the example, we assume that the model contains three layers and seven data processing nodes (neurons), i.e., $A_1$, $A_2$, $B_1$, $B_2$, $B_3$, $C_1$, $C_2$, $D$. The arrows represent the data flow among different data processing nodes. The execution of the data processing nodes at each layer can be carried out in parallel, while the execution of different layers should be performed sequentially. The input data contain 4 data points. We assume two/three computing resources owned by two/three users. Each has a part of the input data.

3.1.1 Data parallelism

Data parallelism is realized by having the data processing performed in parallel at different computing resources, with the same model, on different data points. As shown in Fig. 3, data parallelism is exploited when the ensemble of data points is distributed among different computing resources. During the training process of FL, the training data is not transferred among different computing resources, while the intermediate data, e.g., the models or the gradients $\nabla F_k(x)$ in Formula (2), are transferred. The data in each computing resource can be Independent and Identically Distributed Data (IID) or non-IID. FL focuses on the non-IID [120], while other distributed machine learning approaches mainly focus on IID data. With the data parallelism, the FL is horizontal [190], i.e., the data and the calculation are horizontally distributed among multiple computing resources. In addition, this parallelism
Fig. 3 Data parallelism. The forward and backward process of $I^1$ and $I^2$ is performed in computing resource 1, while that of $I^3$ and $I^4$ is performed in computing resource 2 at the same time. Then, the model or gradient is transferred to calculate an average model or gradient to be sent to each computing resource for the following training.

Generally corresponds to the cross-device FL [79], where a large number of devices (mobiles or edge devices) collaboratively participate in training a single global model to have good accuracy. When the number of devices is small, e.g., 2–100, and the computing resources are from diverse organizations, this parallelism also corresponds to cross-silo FL [79]. In addition to the general data-parallel schemes for federated learning, some specific privacy-preserved distributed statistical tricks have been invented for federated sparse models [15,16].

### 3.1.2 Model parallelism

Model parallelism is realized by having independent data processing nodes distributed at different computing resources, so as to process the data points of specific features. Two data processing nodes can be either independent, i.e., the execution of any node does not depend on the output of the other one, or dependent, i.e., there is a data dependency between them [105]. As shown in Fig. 4, model parallelism is achieved when different parts of each data point are distributed at different computing resources. For instance, the data process on Node $A_1$ and that of $A_2$ can be carried out in parallel. With the model parallelism, vertical FL, where the data points and calculation are vertically distributed among multiple computing resources [59,190], is realized. In this case, the original model needs to be partitioned to be distributed at different computing resources. Two organizations generally apply this type of FL when each organization owns parts of the features of users and they would like to collaboratively train a model using the data of all the features, which corresponds to cross-silo FL [79]. Most studies of vertical federated learning only support two parties (with or without a central coordinator) [205]. For instance, SecureGBM [43] is proposed to train a tree-based gradient boosting machine (GBM). In order to support multiple parties, the idea
3.1.3 Pipeline parallelism

Pipeline parallelism is realized by having dependent data processing nodes distributed at different computing resources \([74, 131]\). As shown in Fig. 5, the data processing nodes are distributed at multiple computing resources. While data point \(I_3\) is processed in computing resource 1, the outputs of \(A_1\) and \(A_2\) are processed in computing resource 2, and the outputs of \(B_1\), \(B_2\), and \(B_3\) are processed in computing resource 3. With this type of parallelism, the dependent data processing nodes can process the data in parallel. As this parallelism may incur many inter-computing resource data transfers, it is not widely used for FL.

3.2 Aggregation algorithms

With the horizontal FL and data parallelism, aggregation algorithms are used to aggregate the models or gradients generated from the forward and backward propagation in each computing resource. The aggregation algorithms can be either centralized, or hierarchical, and decentralized. The centralized aggregation algorithms generally rely on a centralized server, i.e., a parameter server, to synchronize or schedule the execution of distributed computing resources, while hierarchical aggregation algorithms rely on multiple parameter servers for the model aggregation. The decentralized aggregation algorithms make each computing resource equally perform the calculation based on a predefined protocol, without relying on a centralized server. Please refer to \([177]\) for the details of federated optimization. The characteristics are summarized in Table 1, which can be used to choose appropriate algorithms in a specific situation.

3.2.1 Centralized aggregation

As shown in Fig. 6, a single parameter server is used to calculate the average models or gradients sent from multiple computing resources (mobiles). The weights of the model (model) or the gradients are calculated in each computing resource, which are transferred...
Fig. 5 Pipeline parallelism. The dashed arrows represent inter-computing resource communication.

**Table 1** Comparison among diverse types of aggregation algorithms. “Complexity” represents the complexity to implement the algorithms (“H” represents high complexity, “M” represents medium complexity, and “L” represents low complexity)

| Type           | Complexity | Trust | Imbalance | High latency |
|----------------|------------|-------|-----------|--------------|
| Centralized    | L          | Y     | N         | N            |
| Hierarchical   | M          | Y     | Y         | Y            |
| Decentralized  | H          | N     | N         | Y            |

*Trust* represents whether the aggregation algorithms require that the data owners trust the centralized server, *Imbalance* represents whether the algorithms can address the unbalanced data, *High latency* represents whether the algorithms can support the high-latency model or gradient data transfer. *Y* represents that the algorithms support the functionality, while *N* represents that the algorithms do not support the functionality.

![Diagram of Parameter Server](image)

**Fig. 6** The architecture of centralized aggregation. “CR” represents computer resource. $\omega$ represents the local parameters or the weights of the model calculated in each computing resource. $g$ represents the local gradients in backward propagation in each computing resource. $\overline{\omega}$ represents the global model calculated in the parameter server. $\overline{g}$ represents the global gradients calculated in the parameter server.
to a parameter server. The parameter server calculates global gradients or global models according to a centralized aggregation algorithm. The global gradients or global models are transferred to each computing resource for the following computation. The update of the model is based on the SGD defined in Formula (2) in both computing resources, or on the parameter server.

A bunch of centralized aggregation algorithms have been proposed. Federated Averaging (FedAvg) \[120\] algorithm is introduced as the aggregation method in Google’s implementation of an FL system. A centralized server aggregates the machine learning models from selected users. Then, a global model is generated using a weighted sum of each aggregated machine learning model. Afterward, the global model is shared with selected users, and the training process is continued in the computing resource of selected users. However, the trained model of FedAvg may be biased toward computing resources with favorable network conditions \[91\]. While FedAvg is a straightforward approach, some other methods are proposed to address additional problems. A Federated Stochastic Block Coordinate Descent (FedBCD) \[110\] algorithm is proposed to reduce the number of communication rounds by enabling multiple local updates before the model communication between a user and the server. In addition, FedBCD also considers the regularization during the training process. The training problem with regularization can be formulated as:

\[
\hat{F} = \arg\min_{F_\theta \in \mathcal{H}} \mathbb{E}_{(x,y) \sim \mathcal{D}} L(y, F_\theta(x)) + \lambda \cdot \gamma(\theta),
\]

where \(F, D, \mathcal{H}\) are the same as those in Formula (1), while \(\gamma(\cdot)\) denotes the regularizer and \(\lambda\) is the hyper-parameter. The regularization is exploited to improve the generalization capacity of the trained machine learning model. As the fairness among multiple users is important for an FL system, the Stochastic Agnostic Federated Learning (SAFL) \[128\] algorithm and the FedMGDA+ \[73\] algorithm are proposed to achieve fairness during the training process of FL. The fairness represents that the data distribution among multiple users can be equally considered without the influence of unrelated factors. Fairness may also refer to two other concepts: (1) a user gets a final model according to the contribution \[115\] and/or (2) uniform accuracy distribution among all the distributed computing resources \[93\], which are out of the scope of this paper. In addition, while the computing resources may be heterogeneous, FedProx \[92\] is proposed to tackle the heterogeneity in an FL system. FedProx enables multiple iterations in each computing resource, while minimizing a cost function based on the local loss function and the global model. Furthermore, in order to address permutation of data processing nodes during the training process, Federated Matched Averaging (FedMA) \[176\] is proposed. FedMA exploits an existing approach, i.e., BBP-MAP \[193\], to generate a matrix, in order to align the data processing nodes of the models from computing resources and the server. SCAFFOLD \[81\] is proposed to reduce the communication rounds, using stateful variables in the distributed computing resources. Attention-augmented mechanism is exploited in Attentive Federated Aggregation (FedAttOpt) \[77\] to aggregate the knowledge generated from each computing resource (client), based on the contribution of the model from each client. When the data distribution is heterogeneous among users, personalization remains an open problem. In order to address this problem, the model can be split into local layers and global layers, which has been proposed in adaptive personalized federated learning (APFL) \[36\], FedPer \[5\], and pFedMe \[37\]. The local layers are trained with the decentralized data in each computing resource of users, while the global layers are trained in the computing resources of users and the server. However, it is difficult to choose a dataset and its partition among clients to measure the personalization brought by APFL or FedPer, so as to prove the improvement compared with FedAvg. The attention-augmented mechanism helps reduce the
Table 2  Comparison among aggregation algorithms

| Algorithm   | Reg | Fairness | Heterogeneity | Permutation | C-E |
|-------------|-----|----------|---------------|-------------|-----|
| FedAvg      | N   | N        | N             | N           | N   |
| FedBCD      | S   | N        | N             | N           | S   |
| SAFL        | N   | S        | N             | N           | N   |
| FedMGDA+    | N   | S        | N             | N           | S   |
| FedProx     | N   | N        | S             | N           | S   |
| FedMA       | N   | N        | N             | S           | S   |
| SCAFFOLD    | N   | N        | N             | N           | S   |
| FedAttOpt   | N   | N        | N             | N           | S   |

Reg represents regularization, Heterogeneity represents that the computing resources are heterogeneous, Fairness represents that the data distribution among multiple users can be equally considered without the influence of unrelated factors, Permutation refers to the permutation of data processing nodes during the training process, C-E represents communication efficient, S represents that the algorithm supports the functionality, while N represents that the algorithm does not have support communication rounds. In addition, knowledge distillation can also be exploited to aggregate the models, while requiring that there is data in the centralized server [60]. All these algorithms can handle non-IID data. A comparison among the aforementioned algorithms is proposed in Table 2.

3.2.2 Hierarchical aggregation

As shown in Fig. 7, a hierarchical architecture is also exploited using multiple parameter servers. A two-layer hierarchical architecture is proposed to reduce the time to transfer models between a parameter server and computing resources [1]. The hierarchical architecture uses a global parameter server (GPS) and multiple region parameter servers. Each region parameter server

Fig. 7  The architecture of hierarchical aggregation. “CR” represents computer resource. $\omega$ represents the local parameters or the weights of the model calculated in each computing resource. g represents the local gradients in backward propagation in each computing resource. $\overline{g}$ represents the region or global model calculated in each parameter server. $\overline{g}$ represents the region or global gradients calculated in each parameter server. The region model or gradients are calculated by a region parameter server, while the global model or gradients are calculated by a global parameter server.
server (RPS) is implemented in a cell base station where the computing resources (mobiles) can be connected, with low latency. A hierarchical algorithm, i.e., hierarchical federated learning (HFL) is deployed to realize the model aggregation. Within each iteration of HFL, each RPS calculates an average model using the models of the computing resources within its cluster. It sends the averaged model to the GPS, and it receives a global averaged model at every certain iteration. Afterward, it broadcasts the averaged model to all its computing resources. Some other algorithms, e.g., HierFAVG [107], HFEL [112], and LanFL [192], are similar to HFL, while the SPS is an edge or local area network (LAN) parameter server and the MPS is a parameter server implemented on the cloud or a wide area network (WAN). These algorithms take advantage of hierarchical architecture to reduce high-latency model or gradient data transfer, so as to accelerate the training process. In addition, by well-clustering the computing resources to groups, the hierarchical architecture is also exploited to address unbalanced data distributed among multiple computing resources [18,126], or to address data privacy [172].

### 3.2.3 Decentralized aggregation

While collaboratively training a machine learning model with a decentralized aggregation algorithm, the computing resources can be organized with a connected topology and can communicate with a peer-to-peer manner, as shown in Fig. 8. The degree and connectivity of the topology affect the communication efficiency and the convergence rate of the aggregation algorithm. For a given topology, we define \( w_{ij} \), the weight to scale information flowing from node \( j \) to node \( i \), as follows

\[
    w_{ij} = \begin{cases} 
    > 0 & \text{if node } j \text{ is connected to node } i, \text{ or } i = j; \\
    = 0 & \text{otherwise.} 
    \end{cases}  
\]  

(4)

We further define the topology matrix \( W = [w_{ij}]_{i,j=0}^{n-1} \in \mathbb{R}^{n \times n} \) as the matrix to represent the topology. In the remainder of this paper, we assume that \( W \) satisfies \( W1 = 1 \) and

![Fig. 8 The architecture of decentralized aggregation. “CR” represents computer resource. \( \omega \) represents the local parameters, or the weights of the model calculated in each computing resource. \( g \) represents the local gradients in backward propagation in each computing resource. When two computing resources are neighbors, they can communicate with each other](image)
$1^T W = 1^T$, i.e., both the row sum and the column sum of $W$ are equal to 1, so as to guarantee that the neighborhood averaging will asymptotically approach the global averaging \([25, 151, 154]\). When a computing resource $j$ is directly connected to computing resource $i$, i.e., $w_{i,j} \neq 0$, computing resource $j$ is the neighbor of computing resource $i$. Please note that the weight $w_{i,j}$ denotes the confidence node $i$ has in the information it receives from node $j$ \([88]\), which is different from the bandwidth or data transfer capacity in a network.

The centralized aggregation algorithm is a special type of decentralized aggregation with a star topology, while only the centralized server communicates with its neighbors. A well-designed topology, e.g., an exponential graph \([6]\), can improve the convergence rate, which accelerates the training speed.

With the decentralized SGD (D-SGD), each computing resource maintains a local copy of the global model parameters, and it updates the local copy using the models of its neighbors. According to the order to conduct neighborhood averaging and gradient descent, D-SGD has two common types of realizations: average with communication (AWC) \([88, 96]\) and average before communication (ABC) \([27, 178]\). AWC can overlap communication and gradient computation, while ABC needs to sequentially calculate and communicate the gradient or model. However, ABC is robust \([152]\), and it converges fast in terms of iterations by exploiting its large learning rate.

In addition, the decentralized aggregation algorithms can be classified to full communication (FC) \([96]\) and partial communication (PC) \([168, 178]\) according to the number of neighbors. Within the iterations of FC, each computing resource calculates an averaged model or gradient, based on all the models or gradients of the last version from all its neighbors. However, within the iterations of PC, each computing resource calculates an averaged model or gradient based on one or multiple chosen neighbors. With PC, the selection of the neighbors can be based on a gossip algorithm \([72]\). For instance, a random neighbor can be selected \([168]\); the neighbors that provide benign models are selected to avoid attack \([130]\).

### 4 Data manipulation

At the infrastructure layer of an FL system, there are three types of data manipulation: data security mechanisms, data transfer, and distributed data processing within the distributed execution module. We first present the techniques for the distributed execution in an FL system. Then, we present the techniques for data transfer during the training process of an FL system. Finally, as data security is of much importance to an FL system \([129]\), we present the techniques to protect the data security.

#### 4.1 Distributed data processing

While the bandwidth within a single data center is high, e.g., InfiniBand, the high-performance computing (HPC) libraries, e.g., message passing interface (MPI) \([56]\) or NVIDIA collective communications library (NCCL) \([8]\), are widely exploited for distributed data processing \([171]\). With MPI or NCCL, the gradients or models in each computing resource can be easily calculated using ring-AllReduce algorithm \([51]\). However, one of the drawbacks of the HPC libraries is that they lack support for fault-tolerance, as the HPC libraries are designed for high-performance servers with high-quality networks. When any computing resource within the network becomes unavailable, the distributed training process may be broken.

However, as an FL system is generally implemented for the collaboration of large amounts of mobile device users or different organizations, the network connection among computing...
resources is of moderate quality, i.e., the bandwidth is not as good as that within a single data center, and the latency is high. For instance, the Internet upload speed is typically much slower than the download speed [86]. Also, some users with unstable wireless communication channels may consequently drop out due to disconnection from the Internet [99]. In this environment, the connection between computing resources and parameter servers has a high possibility of becoming disabled. Thus, remote procedure call (RPC) frameworks are widely exploited, as this kind of framework can ignore the disconnected computing resources and continue the distributed training of an FL system [12], e.g., PaddleFL [10], PySyft [136], or TensorflowFL [55].

4.2 Data transfer

As the network connection is of moderate quality, the data transfer module mainly focuses on data compression to transfer intermediate data, e.g., gradients or models. Sketched updates are proposed for gradient compression to accelerate the data transfer during the distributed training within a single data center [75,76,82,159]. With the data parallelism and centralized aggregation algorithm, before sending the intermediate data, the intermediate data can be sketched with subsampling [86], quantization [57,86,156,157,162,189], sparsification [117, 162], or projection to lower-dimensional spaces [147], in each computing resource, in order to reduce the cost to transfer data. Subsampling refers to transferring only a random subset of the intermediate data [86]. Quantization methods encode each value using a fixed number of bits, so as to reduce the length of gradients or models [86]. With the sparsification approach, only selected parts of the intermediate data are transferred, while the selection is based on a threshold, e.g., the gradients larger than a threshold are selected [162]. Then, when the intermediate data are received in the server, they are decompressed to be aggregated according to the aggregation algorithms presented in Sect. 3.2.1. The convergence of the quantization approach is analyzed in [57], which shows that this approach can also provide good convergence rates [57]. In addition, irrelevant intermediate data can be precluded to be transferred to the server, in order to substantially reduce the communication overhead [180].

4.3 Data security

Data security is of much importance for data processing. The problem of data security is related to significant financial [34,150] and reputational [158] losses. For instance, Uber had to pay $148,000,000 to settle the investigation incurred by a breach of 600,000 drivers’ personal information in 2016 [33]. Data security mainly includes two aspects, i.e., data privacy and model security. Data privacy refers to the protection of raw data to avoid raw data information leakage during or after the distributed training of FL systems. Model security refers to the protection of the security of trained models, in order to avoid wrong output based on the trained models incurred by malicious attacks. In this section, we first present the techniques to protect data privacy. Then, we present the defense methods for model security.

4.3.1 Data privacy

The techniques to protect data privacy consist of three types: trusted execution environment (TEE), encryption, differential privacy (DP), and anti-generative adversarial network (GAN) methods. These techniques can be combined in FL systems, e.g., the combination of DP and...
TEE in [58], the combination of encryption and DP [194], and the combination of DP and anti-GAN [166].

A TEE is an environment where the execution is secured and no information can be leaked to unauthorized users. Intel SGX technique [119] has been first proposed as a secure environment while providing a set of security-related instruction codes built within Intel central processing units (CPUs). Then, the implementation of machine learning models has been carried out in the TEE, i.e., Intel SGX, in order to enable collaborative data analysis based on machine learning algorithms while providing a security guarantee [134]. Afterward, the TEE has been exploited in FL systems, in order to protect the privacy of data in two ways. The first way is to put the entire training process in the TEE of each distributed computing resource to protect the data privacy during the distributed training [30,127]. The second way is to use TEE to check a small part of the distributed training, while exploiting insecure computing resources, e.g., GPUs, to reduce the training time [200].

As an encryption technique, homomorphic encryption has been used to ensure the data privacy for FL systems [43,58]. Homomorphic encryption [191] allows specific types of computations to be carried out on encrypted input data and to generate an encrypted result, which matches the result of the same computations on the decrypted input data. Two main branches of homomorphic encryption exist, i.e., fully homomorphic encryption and partially homomorphic encryption. The fully homomorphic encryption supports both addition and multiplication on ciphertext, while partially homomorphic encryption only supports either an addition or a multiplication operation on ciphertext, which corresponds to less computational flexibility and better runtime efficiency. Both the fully and partially homomorphic encryptions can be exploited with the horizontal and vertical federated learning. As sharing gradients also leaks the information of training data in horizontal federated learning [49,95,201], it is of much importance to protect the privacy of the intermediate data. Thus, the intermediate data can be encrypted using a homomorphic encryption algorithm before being sent to a parameter server [115,118]. In this way, the intermediate data remain encrypted during the aggregation process while only the computing resource can decrypt the encrypted intermediate data. Even if the transferred encrypted intermediate data are leaked, the information of gradients or models remains safe, and the privacy of the training data is ensured. In addition, partial homomorphic encryption, e.g., Paillier [138], is exploited in vertical federated learning [24,41]. However, the homomorphic encryption incurs significant costs in computation and communication during distributed training [194]. In order to reduce the overhead of homomorphic encryption, a set of quantized gradients are encrypted [194].

Differential privacy (DP) protects the data privacy by adding artificial noise to a small part of raw data, while ensuring that the modification does not substantially affect the performance of the machine learning models [2,38,50,184]. DP is widely used in FL systems as the first step to process the raw data, and the output is the training data to be used for the distributed training [83,97,108,141,149,184]. With more added noise, the privacy is better protected, i.e., there is less possibility to leak raw data information, while it takes more time to converge for the machine learning models [184]. A trade-off between the privacy protection and the convergence performance can be made by selecting a certain number of distributed resources [153,167,184]. However, DP may not be able to ensure the data privacy under certain attacks, e.g., generative adversarial network (GAN) attacks [71].

A well-trained machine learning model can leak information about the training data based on the intermediate data, e.g., gradients [7,71,124]. GANs can be used to generate data similar to the training data based on a well-trained machine learning model [54] in either a parameter server [181] or a distributed computing resource [71]. The adversary can reconstruct other participating clients’ private data, even if it has no knowledge of the label information using
the GANs. Thus, during the distributed training process of FL systems, a malicious user can exploit GANs to infer the training data of other users. DP can be used to prevent the GAN-based attack [71,166]. In addition, fake training data can be generated based on a GAN and original raw data, which is then used during the distributed training process to prevent the GAN-based attack [113].

4.3.2 Model security

We mainly focus on poisoning attacks in this section. The objective of poisoning attacks is to reduce the accuracy of machine learning models using artificially designed data, i.e., data poisoning, or models, i.e., model poisoning, in one or several distributed computing resources during the model aggregation process (see details in Sect. 3.2.1). There are two ways to carry out poisoning attacks, i.e., data poisoning and model poisoning.

Data poisoning can be realized by modifying the features [46] or the labels [165] of the input data. For instance, malicious users can modify the data points of a certain class $C$ to other classes, and they can then use the modified data points to participate in the distributed training. The modification of the labels is denoted by the label flipping attack. As a result, the accuracy of the trained model has low accuracy in terms of Class $C$ [165]. Model poisoning refers to the attacks in which the updated intermediate data, e.g., gradients or models, are poisoned before being sent to a parameter server in order to reduce the accuracy of the trained model [26,163]. The goal of the model poisoning is to reduce the performance of the trained model on targeted tasks or classes, while the performance of the model remains unchanged in terms of other tasks or classes [163]. Data poisoning eventually realizes the model poisoning, as it enables some computing resources to update poisoned intermediate data based on the calculation of poisoned training data [46]. However, model poisoning can be more powerful than data poisoning, as model poisoning directly influences the weights of the models and trains in a way that benefits the attack [9]. Both the data poisoning and the model poisoning rely on the backdoor attacks to modify the training data or the intermediate data [26,46,163]. Backdoor attacks are performed by embedding the hidden instructions into machine learning models, so that the infected model performs well on benign testing samples when the backdoor is not activated, while its prediction will be changed to the attacker-specified target label when the backdoor is activated by the attacker [94].

In order to defend against these data attacks or model attacks, the malicious users should be identified by analyzing the updated intermediate data using dimensionality reduction methods, e.g., principal component analysis (PCA) [165], anomaly detection [90,101], or interpretability techniques [13]. In addition, the model poisoning can be incurred by Byzantine failures of certain distributed computing resources [40]. With Byzantine failures, some computing resources (bad users) are manipulated by attackers during the distributed training process, which significantly degrades the performance of the global model in terms of test error [40]. In order to make the training process robust against the Byzantine failures, the bad users can be identified by analyzing the updated intermediate data using a hidden Markov model [39,130] or via secure aggregation protocols [70].

5 Federated learning frameworks

FL systems are widely applied in diverse domains, e.g., mobile service, healthcare [188], and finance [89]. An FL system generally exploits an FL framework, which is deployed on
distributed resources. In this section, we present four widely used FL frameworks: PaddleFL [10], TensorFlowFederated [55], FATE [182], and PySyft [136].

5.1 PaddleFL

PaddleFL is an open-source federated learning framework based on PaddlePaddle [116], which is supported by Baidu. At the presentation layer, PaddleFL provides a textual UI for the interaction between users and the FL system. At the user services layer, PaddleFL provides the log and monitoring supports, and it can leverage the interpretability module [11] of PaddlePaddle in the future. At the FL training layer, PaddleFL can realize data parallelism (horizontal FL) and model parallelism (vertical FL). It supports multiple aggregation algorithms, e.g., FedAvg, and fault-tolerance. At the infrastructure layer, PaddleFL exploits RPC for the distributed execution. PaddleFL exploits DP to protect the data security. PaddleFL is widely used in multiple domains, e.g., natural language processing (NLP), computing vision (CV) [109], and recommendation.

5.2 TensorFlowFederated

TensorFlow Federated (TFF) [55] is an open-source framework for federated learning on decentralized data, which is supported by Google. TFF also provides a textual UI through Python. TFF supports the monitoring and log functionality at the user service layer. TFF supports data parallelism (horizontal FL), multiple aggregation algorithms, and fault-tolerance of mobile devices. TFF exploits RPC for the distributed execution and DP for the protection of data privacy. TFF enables Android mobile users to predict the next word while using the keyboard on their mobile phones [120,122].

5.3 FATE

FATE [182] is an open-source FL framework supported by WeBank. FATE provides both a graphical and textual UI. FATE can support the monitoring of distributed training through a web portal. FATE takes advantage of database management systems (DBMS) to track the execution status. FATE can enable horizontal (data parallelism), vertical (model parallelism), and hybrid federated learning. FATE exploits both the DP and HE to protect the data privacy. In addition, FATE exploits RPC to perform the distributed execution.

5.4 PySyft

PySyft [148] is an open-source FL framework based on the PyTorch framework [144]. PySyft is written in Python and provides a textual UI based on Python. PySyft mainly supports the data parallelism and model parallelism based on an aggregator or orchestrating server. The aggregator or orchestrating server sends a part of the model to participating clients to process local data and gets results for federated averaging. PySyft exploits DP and encryption techniques to protect the data security. PySyft exploits multiple communication protocols for distributed execution, e.g., RPC, websocket [44], etc.
Table 3  Comparison among diverse frameworks

| Framework | Engine     | Aggregation | UI      | Parallelism         | Security |
|-----------|------------|-------------|---------|---------------------|----------|
| PaddleFL  | Paddle     | Centralized | textual | Data/Model/Pipeline | DP/HE    |
| TFF       | TensorFlow | Centralized | textual | Data/Model          | DP/HE    |
| FATE      | TensorFlow | Centralized | Web     | Data/Model          | DP/HE    |
| PySyft    | PyTorch    | Centralized | textual | Data                | DP/HE    |

*Aggregation* represents the type of aggregation algorithms. *Textual* represents the textual UI, while *Web* represents Web portal.

Table 4  Comparison among diverse frameworks for the support of diverse FL types, e.g., horizontal FL, vertical FL, and hybrid FL, and GPU

| Types     | PaddleFL | TFF | FATE | PySyft |
|-----------|----------|-----|------|--------|
| Horizontal | ✓        | ✓   | ✓    | ✓      |
| Vertical  | ✓        | ✗   | ✓    | ✗      |        |
| Hybrid    | ✓        | ✗   | ✓    | ✗      |        |
| GPU       | ✓        | ✓   | ✓    | ✓      |        |

∥✓∥ represents that the support is not realized by itself but a close one.

5.5 Concluding remarks

Diverse FL frameworks exist while each has its advantage. We summarize the characteristics of each framework in Table 3, so as to help select a proper framework for use. From the table, we can see that all the frameworks implement the centralized aggregation algorithms, while employing DP and HE for the data security. PaddleFL can exploit Paddle to realize data, model, and pipeline parallelism. FATE and TFF are based on Tensorflow as the engine, while FATE can provide Web portal UI, which is convenient for novices. PySyft is compatible with PyTorch, which can easily handle the PyTorch-based tasks, while PaddleFL is compatible with Paddle, which can easily deal with rich pre-trained models published in PaddleHub [137].

Table 4 represents the support of diverse types of FL in terms of data distribution. All the frameworks support horizontal FL, while vertical FL is supported by three frameworks except TFF. PySyft cannot directly support the vertical FL, while PyVertical [146], which is built upon PySyft, can be used to support vertical FL with the compatibility of PyTorch models. The hybrid FL is only supported by Paddle and FATE. In addition, all the frameworks support the execution with GPU. In practice, although PaddleFL may correspond to slightly longer time, the accuracy of the trained model can be higher that of TFF and FATE, while PySyft may generate “out of memory” errors [85].

6 Research directions

Although much work has been done on the FL systems, there remain some limitations, e.g., interpretability of FL, decentralized aggregation, FL on graphs, benchmarks of FL systems, and applications to distributed intelligent systems. This section discusses the limitations of the existing frameworks and proposes new research directions.
6.1 Benchmarks

Several datasets exist for experiments on FL systems. For instance, Federated Extended MNIST (FEMNIST) [21] is built by partitioning the data in Extended MNIST [32] based on each writer. Shakespeare [120] is built from The Complete Works of William Shakespeare [155] based on each speaking role. Both of these datasets can be used for horizontal FL. However, no public datasets exist for vertical FL or transfer FL. In addition, no open decentralized IID or non-IID distribution of popular datasets, e.g., ImageNet [35], exist for FL systems.

6.2 Interpretability

Deep neural networks have excellent performance in various areas, while it is often difficult to understand the results of deep neural network models, especially within FL systems. Shapley values have been used to provide the interpretability [175], while it focuses on vertical FL. When multiple users collaboratively train an FL model, it remains an open problem to evaluate the contributions of each user, which helps provide evidence for the incentive of each user. The primary incentive for clients to participate in federated learning is obtaining better models [87], while the benefit of participating in federated learning for clients who have sufficient private data to train accurate local models is disputable. Interpretability can help understand the contributions of each user and provide an objective opinion on the incentive strategy within an FL system. In addition, the interpretability helps domain experts to understand the relationship between data and the final trained model in critical domains, e.g., healthcare and finance. However, the interpretability within FL systems remains an open problem.

6.3 Decentralized aggregation

Current aggregation algorithms of FL systems focus on the full connection or star connection topology, while other topologies, e.g., dynamic exponential-2 graph, may help accelerate the distributed training with FL systems [96]. In addition, well-known graph algorithms, e.g., graph partitioning algorithms, and ad hoc policies can be exploited to help better distribute computing resources with the topology defined in Sect. 3.2.3 in order to improve the efficiency of FL systems. While the peer-to-peer communication enables the FL with an arbitrary topology matrix, the data security under diverse attacks, e.g., data or model poisoning, GAN-based attacks, remain open problems and deserve further investigation.

6.4 Federated learning on graphs

Graphs or graph neural networks (GNNs) [169] have gained increasing popularity in multiple domains, e.g., social network, knowledge graph, and recommender system. FL frameworks for graphs, i.e., GraphFL [173], and GNN, i.e., SGNN [123], have been proposed to train a model with decentralized graphs. However, the data security of FL on graphs remains an open problem. In addition, while a multimodal knowledge graph could not only contain text but also images or other type of data [202], it is worth further exploration to efficiently support the multimodal knowledge graph construction within an FL system [102].
6.5 Imbalanced data

Although FL focuses on the non-IID data, the real-world decentralized data usually exhibit an imbalanced distribution [69,186]. While the imbalanced data exist in multiple areas, such as computer vision [135], bioinformatics, and biomedicine [195], learning from such data requires special attention upon data sampling [195,197], data augmentation [135], and loss function designs [179]. The imbalanced data is related to diverse tasks, e.g., two-class or multi-class classification [14,196]. However, an optimized approach can be proposed to address the imbalanced data within FL systems.

6.6 Applications to distributed intelligent systems

Machine learning algorithms have been widely used to boost the performance of intelligent systems, while FL systems could further enhance intelligent systems [103] in distributed computing environments [104,143] with privacy and security ensured. An intelligent system is a group of machines that has the capacity to gather data, analyze the data, and respond to other systems or the world around. With FL systems, the distributed data can be exploited to generate models of high performance so as to produce smart responses.

7 Conclusion

In this paper, we discussed the current state of the art of FL systems, including the functional architecture of FL systems, distributed training, and data manipulation.

First, we presented an overview of FL systems. In particular, we introduced the life cycle of FL models, including four phases. Then, we presented the four-layer functional architecture of FL systems, including presentation, user services, FL training, and infrastructure, and we presented each layer in detail.

Second, we detailed the distributed training with two parts, i.e., parallelism and aggregation algorithms. We presented three types of parallelism, including data parallelism, model parallelism, and pipeline parallelism. We associate each parallelism to a corresponding type of FL. For instance, data parallelism is associated with the horizontal FL, which corresponds to cross-device or cross-silo FL. Model parallelism is related to vertical FL and cross-silo FL. We presented the features of different aggregation algorithms in three types: centralized aggregation, hierarchical aggregation, and decentralized aggregation.

Third, we presented the techniques for data manipulation within FL systems. We showed that FL systems prefer RPC for the distributed execution, to handle the fault-tolerance because of moderate network connection. Intermediate data are sketched in order to compress the data, so as to reduce the data communication time. In addition, we presented the data privacy and model security attacks and corresponding defense techniques, e.g., DP, HE, TEE, and the analysis of updated intermediate data for malicious user identification.

We mainly introduced four FL systems: PaddleFL, TensorFlowFederated, FATE, and PySyft. The current solutions primarily focus on the horizontal FL. And we identified five research directions that deserve further investigation: benchmarks, interpretability, decentralized aggregation, FL on graphs, imbalanced data, and the applications of FL systems to distributed intelligent systems.
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