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Abstract
In Fritz John’s famous paper (1979), he discovered that for the wave equation
$\Box u = |u|^p$, where $1 < p < 1 + \sqrt{2}$ and $\Box$ denoting the d’Alembertian, there
is no global solution for any nontrivial and compactly supported initial data. This paper is intended to simplify his proof by applying a Gronwall’s type
inequality.
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1. Introduction
In 1979, Fritz John published his pioneering work [1], which was the first
one that discovered the critical power of the blow-up phenomenon for wave
equations. After this article, many people worked on this kind of blow-up
problem. For details and many other related references, see [2, 3, 4, 5, 6,
7, 8, 9, 10, 11, 12, 13]. These work generalize the critical power to other
dimensions, some of them also provide simpler proof by imposing additional
assumptions or by applying different methods.

The paper [1] claims the following well-known Theorem.

Theorem 1.1. Let $\phi : \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function which satisfies
$\phi(0) = 0$, $\limsup_{s \to 0} \phi(s)/|s| < \infty$.
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Moreover, suppose there exists $A > 0$ and $1 < p < 1 + \sqrt{2}$ such that for all $s \in \mathbb{R}, \phi(s) \geq A|s|^p$. Then for any function $u \in C^2(\mathbb{R}^3 \times [0, \infty))$ that solves

\[
\begin{cases}
\Box u(x,t) = \phi(u(x,t)) & \text{for } x \in \mathbb{R}^3, t \in (0, \infty), \\
u(x,0) = f(x) & \text{for } x \in \mathbb{R}^3, \\
u_t(x,0) = g(x) & \text{for } x \in \mathbb{R}^3,
\end{cases}
\]

where $f \in C^3(\mathbb{R}^3), g \in C^2(\mathbb{R}^3)$ and both of them have compact support, we have $u \equiv 0$ in $\mathbb{R}^3 \times [0, \infty)$. Here $\Box$ denotes the d'Alembertian operator:

$$\Box = \frac{\partial^2}{\partial t^2} - \sum_{i=1}^{3} \frac{\partial^2}{\partial x_i^2}.$$ 

The key step to prove this Theorem is the statement as following.

**Theorem 1.2.** Let $A > 0$, $1 < p < 1 + \sqrt{2}$, let $u$ be a $C^2(\mathbb{R}^3 \times [0, \infty))$ solution of $\Box u \geq A|u|^p$. Moreover, suppose there exists a point $(x^0, t_0) \in \mathbb{R}^4$ such that $u^0(x,t) \geq 0$ for $(x,t) \in \Gamma^+(x^0, t_0)$, then $u$ has compact support and $\text{supp } u \subset \Gamma^-(x^0, t_0)$.

**Remark 1.1.** If $u$ satisfies $\Box u = w$ with initial data $f$ and $g$, then one decomposes $u$ by $u = u^0 + u^1$, where $u^0$ solves

\[
\begin{cases}
\Box u^0(x,t) = 0 & \text{for } x \in \mathbb{R}^3, t \in (0, \infty), \\
u^0(x,0) = f(x) & \text{for } x \in \mathbb{R}^3, \\
u^0_t(x,0) = g(x) & \text{for } x \in \mathbb{R}^3,
\end{cases}
\]

and $u^1$ suffices

\[
\begin{cases}
\Box u^1(x,t) = w(x,t) & \text{for } x \in \mathbb{R}^3, t \in (0, \infty), \\
u^1(x,0) = u^0_t(x,0) = 0 & \text{for } x \in \mathbb{R}^3.
\end{cases}
\]

**Remark 1.2.** For any $(x^0, t_0) \in \mathbb{R}^4$, the forward cone $\Gamma^+(x^0, t_0)$ and the backward cone $\Gamma^-(x^0, t_0)$ are defined as $\Gamma^+(x^0, t_0) = \{(x,t) : |x - x^0| \leq t - t_0, t \geq 0\}$ and $\Gamma^-(x^0, t_0) = \{(x,t) : |x - x^0| \leq t_0 - t, t \geq 0\}$.

In the proof of Theorem 1.2, this paper gives a much more succinct proof which follows a Gronwall’s type inequality.

The organization of this paper is as following: In Section 2 it is shown how Theorem 1.2 implies Theorem 1.1 the argument is from [1]. In addition,
some notations and a basic Lemma are introduced, where the Lemma is the key technique used in Section 3.2. In Section 3, we prove Theorem 1.2. More precisely, Section 3.1, the first part of the proof, follows from [1] with modifications while Section 3.2, the rest part of the proof, comes from our own observation.

2. Preliminaries

2.1. Theorem 1.2 implies Theorem 1.1

Proof. Firstly, one can assume that both $f$ and $g$ have support in $B(0, \rho) \triangleq \{x \in \mathbb{R}^3 : |x| < \rho\}$, then by Huygens’ principle, $u^0 \equiv 0$ in $\Gamma^+(0, \rho)$. It follows from Theorem 1.2 that $\text{supp } u \subset \Gamma^-(0, \rho)$. Secondly, one considers the function $v(x, t) \equiv u(x, \rho - t)$ for $x \in \mathbb{R}^3, 0 \leq t \leq \rho$. Using the assumptions on $\phi$ in Theorem 1.1, one can see $|\Box v| \leq M|v|$ for some fixed $M$ depending on $u$ and $\phi$. Then by energy estimate, $v \equiv 0$ in $\Gamma^-(0, \rho)$. Thus Theorem 1.1 is verified.

2.2. Some Notations

For any function $h : \mathbb{R}^3 \times [0, \infty) \to \mathbb{R}$, its radial average function (with respect to spatial variable) $\bar{h}$ is defined by

$$\bar{h}(r, t) = \frac{1}{4\pi} \int_{|\xi|=1} h(r\xi, t) dS_\xi, \quad \forall (r, t) \in [0, \infty) \times [0, \infty).$$ (4)

Now let’s calculate the radial average of the solution $u$ to the wave equation $\Box u = w$ with zero initial data. To do so, one defines $v : [0, \infty) \times [0, \infty) \to \mathbb{R}$ by $v(r, t) = r \bar{u}(r, t)$, then we will have

$$\left\{ \begin{array}{ll}
\Box v(r, t) = r \bar{w}(r, t) & \text{for } r \in [0, \infty), t \in [0, \infty), \\
v(r, 0) = 0, \quad v_t(r, 0) = 0 & \text{for } r \in [0, \infty).
\end{array} \right.$$

Hence

$$v(r, t) = \frac{1}{2} \int_0^t \int_{|r-t+s|}^{r+s-t} \lambda \bar{w}(\lambda, s) d\lambda ds,$$

which implies

$$\bar{u}(r, t) = \frac{1}{2r} \int_0^t \int_{|r-t+s|}^{r+s-t} \lambda \bar{w}(\lambda, s) d\lambda ds.$$ (5)
For convenience, one defines the operator \( P \) acting on \( \sigma(r,t) \) with domain \([0, \infty) \times [0, \infty)\) by

\[
P\sigma(r,t) = \int \int_{R_{r,t}} \frac{\lambda}{2r} \sigma(\lambda,s) \, d\lambda \, ds, \quad (r,t) \in [0, \infty) \times [0, \infty),
\]

where \( R_{r,t} = \{ (\lambda,s) : 0 \leq s \leq t, |r-t+s| \leq \lambda \leq r+t-s \} \) (See Figure 1).

It is clear that \( P \) is a positive operator and now we can rewrite (5) as

\[
\bar{u}(r,t) = P\bar{w}(r,t), \quad (r,t) \in [0, \infty) \times [0, \infty),
\]

whenever \( u \) solves \( \Box u = w \) with initial data.

2.3. A basic Lemma

Next, we introduce a Lemma which is a generalized Gronwall’s type inequality with weight.

**Lemma 2.1.** Let \( t_0, t_1 \in \mathbb{R} \) with \( t_0 \leq t_1 \), suppose \( H : [t_0, \infty) \to [0, \infty) \) to be continuous and \( H(r) > 0 \) for any \( r > t_1 \). Then there does not exist constants \( C > 0, a > 1, b \geq -1 \) such that

\[
H(r) \geq C \int_{t_1}^{r} H^{a}(\alpha)(\alpha - t_0)^b \, d\alpha, \quad \forall r \geq t_1.
\]

4
Proof. Suppose there exist $C > 0, a > 1, b \geq -1$ such that (8) holds, then one defines $J : [t_1 + 1, \infty) \to (0, \infty)$ by

$$J(r) = \int_{t_1}^{r} H^a(\alpha)(\alpha - t_0)^b d\alpha.$$  

Now for any $r \geq t_1 + 1$, it follows from (8) that $0 < J(r) \leq \frac{H(r)}{C}$ and therefore

$$J'(r) = H^a(r)(r - t_0)^b \geq C^a J^a(r)(r - t_0)^b.$$  

As a result, for any $r_0 > t_1 + 1$,

$$\int_{t_1 + 1}^{r_0} \frac{J'(r)}{J^a(r)} dr \geq C^a \int_{t_1 + 1}^{r_0} (r - t_0)^b dr.$$  

Now the left hand side is bounded by

$$\frac{J^{1-a}(t_1 + 1)}{a - 1}$$  

which is a fixed number. However, the Right Hand Side $\to \infty$ when $r_0 \to \infty$, since $b \geq -1$. Thus, the Lemma follows.

Later in Section 3.2, in order to prove the finite time blow-up, the goal is to construct a function $H$, associated with the solution of (1), which satisfies (8) with $a, b$ related to the exponent $p$.

3. Proof of Theorem 1.2

3.1. Set-up steps

To verify Theorem 1.2 first of all, without loss of generality, one can assume $x_0 = 0$ to be the origin in $\mathbb{R}^3$, otherwise just doing a translation. In addition, we can suppose $A = 1$, otherwise just doing a dilation.

Now using proof by contradiction, one assumes supp $u$ is not in $\Gamma^- (0, t_0)$, then there exists $(x^1, t_1) \notin \Gamma^- (0, t_0)$ but $u(x^1, t_1) \neq 0$. Set $t_2 = t_1 + |x^1|$, then $t_2 > t_0$ and therefore $(0, t_2) \in \Gamma^+(0, t_0)$.

Since $u^0 \geq 0$ in $\Gamma^+(0, t_0)$ and $(0, t_2) \in \Gamma^+(0, t_0)$, then $u^0 \geq 0$ in $\Gamma^+(0, t_2)$. As a consequence, for any $0 \leq r \leq t - t_2$,

$$\bar{u}(r, t) = \bar{u}^0(r, t) + \bar{u}^I(r, t) \geq \bar{u}^I(r, t).$$  

(9)
Noticing the fact that $P$ is positive and the assumption $\Box u^1 \geq |u|^p$ in Theorem 1.2, it follows from (7) that

$$\overline{u}(r, t) \geq u^1(r, t) \geq P\left(\frac{1}{2r} |u|^p(r, s) d\lambda ds. \right) \quad (10)$$

Because of the simple fact $|u|^p(\lambda, s) \geq |\overline{u}(\lambda, s)|^p$, one has that

$$\overline{u}(r, t) \geq \int_{R_{r,t}} \frac{\lambda}{2r} |\overline{u}(\lambda, s)|^p d\lambda ds, \quad \forall 0 \leq r \leq t - t_2. \quad (11)$$

From (10), we have

$$\overline{u}(\delta, t_2 + \delta) > 0, \quad \forall \delta > 0, \quad (12)$$

since the point $(|x^1|, t_2)$ lies in $R_{\delta, t_2 + \delta}$ and $u(x^1, t_2) \neq 0$.

Now one fixes $t_2$ and a positive number $\delta$, then considers the regions (See Figure 2)

$$T = \{(\lambda, s) : t_2 + \delta \leq s + \lambda \leq t_2 + 2\delta, s - \lambda \leq t_2, s \geq 0\},$$

$$Q = \{(\lambda, s) : t_2 + 2\delta \leq s + \lambda, t_2 \leq s - \lambda \leq t_2 + \delta\}.$$

Figure 2: $T$ and $Q$
It is easy to check that the fixed region $T \subset R_{r,t}$ for any $(r, t) \in Q$. Then it follows from (11) that for any $(r, t) \in Q$,

$$\bar{u}(r, t) \geq \int \int_{T} \frac{\lambda}{2r} |\bar{u}(\lambda, s)|^p d\lambda ds = \frac{M}{r},$$

(13)

where $M$ is a positive constant due to (12).

Let $\Sigma = \{(r, t) : 0 \leq r \leq t - t^*\}$, where $t^* \triangleq t_2 + 2\delta$. For any $(r, t) \in \Sigma$, one defines the sets (See Figure 3)

$$Q_{r,t} = \{(\lambda, s) : t - r \leq \lambda + s \leq t + r, \ t_2 \leq s - \lambda \leq t_2 + \delta\}$$

$$B_{r,t} = \{(\lambda, s) : t - r \leq \lambda + s \leq t + r, \ t_2 + 2\delta \leq s - \lambda \leq t - r\}.$$ 

Then for any $(r, t) \in \Sigma$, we get

$$Q_{r,t} \subset R_{r,t}, \ B_{r,t} \subset R_{r,t}, \ Q_{r,t} \subset Q, \ B_{r,t} \subset \Sigma.$$ 

(14)
Thus from (11), (13), (14), one obtains

\[ \bar{u}(r,t) \geq \iint_{Q_{r,t}} \frac{\lambda}{2r} |\bar{u}(\lambda,s)|^{p} \, d\lambda \, ds \geq \iint_{Q_{r,t}} \frac{\lambda}{2r} \frac{M^{p}}{\lambda^{p}} \, d\lambda \, ds = \frac{M^{p}}{2r} \iint_{Q_{r,t}} \lambda^{1-p} \, d\lambda \, ds. \]

The area of \( Q_{r,t} \) is \( r\delta \) and for any point \((\lambda, s)\) in it, \( \lambda \leq t + r \). As a result,

\[ \bar{u}(r,t) \geq \frac{M^{p}}{2r} r\delta (t + r)^{1-p} = C_{0}(t + r)^{1-p} , \quad \forall (r,t) \in \Sigma, \quad (15) \]

where \( C_{0} = M^{p}\delta /2 \) is a positive constant.

3.2. Using Gronwall’s type inequality

Until now, the ideas are natural and all the estimates are not difficult to get. But after this step, [11] claims an induction:

\[ \bar{u}(r,t) \geq C_{k}(t + r)^{-1}(t - r - t^{*})^{a_{k}}(t - r)^{-b_{k}}, \quad \forall (r,t) \in \Sigma, \quad \forall k \geq 1, \]

where \( a_{k}, b_{k}, c_{k} \) satisfy complex recurrence formulas. By tedious computations, one finds that \((t - r - t^{*})^{a_{k}}\) is the dominant term and \( a_{k} \to \infty \), then the blow-up follows when taking \((t - r - t^{*})\) to be a fixed large number and \( k \to \infty \).

In the following, we will carry out a much more concise argument by introducing a suitable nonlinear functional and making use of Lemma 2.1.

Firstly, we observe from [11] and [14] that for any \((r,t) \in \Sigma, \)

\[ \bar{u}(r,t) \geq \iint_{B_{r,t}} \frac{\lambda}{2r} |\bar{u}(\lambda,s)|^{p} \, d\lambda \, ds \geq \iint_{B_{r,t}} \frac{\lambda}{2r} |\bar{u}(\lambda,s)|^{p} \, d\lambda \, ds, \quad (16) \]

which implies \( \bar{u} \geq 0 \) on \( \Sigma \) and especially by [14], \( \bar{u} \geq 0 \) on \( B_{r,t} \). So we can remove the absolute value sign in the last term of (16) to get

\[ \bar{u}(r,t) \geq \iint_{B_{r,t}} \frac{\lambda}{2r} \bar{u}^{p}(\lambda,s) \, d\lambda \, ds, \quad \forall (r,t) \in \Sigma. \quad (17) \]
By change of variable: $\alpha = \lambda + s$ and $\beta = s - \lambda$, we obtain

$$\bar{u}(r,t) \geq \frac{1}{8r} \int_{t-r}^{t+r} \int_{t-r}^{t-r} (\alpha - \beta) \bar{u}^p \left( \frac{\alpha - \beta}{2}, \frac{\alpha + \beta}{2} \right) d\beta d\alpha. \quad (18)$$

Here comes an important observation by considering $F : \Sigma' \to \mathbb{R}$, where $F(\alpha, \beta) \triangleq \bar{u}(\frac{\alpha - \beta}{2}, \frac{\alpha + \beta}{2})$ and $\Sigma' = \{(r, t) : t^* \leq t \leq r\}$ corresponding to the definition of $\Sigma$. Now (15) becomes

$$F(r, t) \geq C_0 r^{1-p}, \quad \forall (r, t) \in \Sigma'. \quad (19)$$

Moreover, (18) becomes

$$F(r, t) \geq \frac{1}{4(r - t)} \int_{t}^{r} \int_{t}^{t^*} (\alpha - \beta) F^p(\alpha, \beta) d\beta d\alpha, \quad \forall (r, t) \in \Sigma'. \quad (20)$$

From here, it attempts to employ the Gronwall’s inequality technique, which reduces the blow-up problem to a pure analysis technique. This is our motivation.

However we can not apply it directly since Gronwall’s inequality only deals with single variable and the right hand side being a double integral. In addition, (20) involves some weight functions. To overcome these difficulties, we introduce some new functions and make use of Lemma 2.1 together with (19).

For $q \geq 1$ to be determined later, we define $G : \Sigma' \to \mathbb{R}$ by

$$G(r, t) = (r - t)^q F(r, t).$$

From (20),

$$G(r, t) \geq \frac{1}{4(r - t)} \int_{t}^{r} \int_{t}^{t^*} G^p(\alpha, \beta)(\alpha - \beta)^{1-p} d\beta d\alpha. \quad (21)$$

We define $H : [t^*, \infty) \to \mathbb{R}$ by

$$H(r) = \int_{t^*}^{r} G(r, t) dt$$

and integrate (21) for $t$ from $t^*$ to $r$. Then the left hand side of (21) becomes $H(r)$. In order to exploit Lemma 2.1, the right hand side, hopefully after
changing the order of integration, can become a single integral of $H(r)$. We calculate as follows,

$$
H(r) \geq \frac{1}{4} \int_{t^*}^{r} \int_{t^*}^{r} \int_{t^*}^{t} G^p(\alpha, \beta)(\alpha - \beta)^{1-qp} (r-t)^q d\beta d\alpha dt
$$

$$= \frac{1}{4} \int_{t^*}^{r} \int_{t^*}^{\alpha} G^p(\alpha, \beta)(\alpha - \beta)^{1-qp} \int_{\beta}^{\alpha} (r-t)^q dt d\beta d\alpha
$$

$$= \frac{1}{4q} \int_{t^*}^{r} \int_{t^*}^{\alpha} G^p(\alpha, \beta)(\alpha - \beta)^{1-qp} [(r-\beta)^q - (r-\alpha)^q] d\beta d\alpha.
$$

Since $q \geq 1$, then $(r-\beta)^q - (r-\alpha)^q \geq (\alpha-\beta)^q$. As a result,

$$H(r) \geq \frac{1}{4q} \int_{t^*}^{r} \int_{t^*}^{\alpha} G^p(\alpha, \beta)(\alpha - \beta)^{1-qp+q} d\beta d\alpha. \quad (22)
$$

We choose $q = p/(p-1)$ and denote $C$ to be a constant which is independent of the variable $r$ but may be different from line to line, then

$$H(r) \geq C \int_{t^*}^{r} \int_{t^*}^{\alpha} G^p(\alpha, \beta)(\alpha - \beta)^{1-p} d\beta d\alpha. \quad (23)
$$

Using Holder’s inequality,

$$H(\alpha) = \int_{t^*}^{\alpha} G(\alpha, \beta) d\beta
$$

$$= \int_{t^*}^{\alpha} G(\alpha, \beta)(\alpha - \beta)^{1-p} (\alpha - \beta)^{\frac{p-1}{p}} d\beta
$$

$$\leq \left( \int_{t^*}^{\alpha} G^p(\alpha, \beta)(\alpha - \beta)^{1-p} d\beta \right)^{\frac{1}{p}} \left( \int_{t^*}^{\alpha} (\alpha - \beta) d\beta \right)^{\frac{p-1}{p}}.
$$

So

$$\int_{t^*}^{\alpha} G^p(\alpha, \beta)(\alpha - \beta)^{1-p} d\beta \geq H^p(\alpha) \left( \int_{t^*}^{\alpha} (\alpha - \beta) d\beta \right)^{1-p}
$$

$$= CH^p(\alpha) (\alpha - t^*)^{2-2p}.
$$

Plugging in (23) gives

$$H(r) \geq C \int_{t^*}^{r} H^p(\alpha)(\alpha - t^*)^{2-2p} d\alpha, \quad \forall r \geq t^*. \quad (24)$$
Now it is almost done! Only trouble for applying Lemma 2.1 is that $2 - 2p$ may be less than $-1$. In order to raise the power of $\alpha - t^*$, we borrow the idea from [2]. Namely, we write $H^p(\alpha) = H^{1+\varepsilon}(\alpha) H^{p-1-\varepsilon}(\alpha)$ and hope to find $H(\alpha) \geq C(\alpha - t^*)^d$ for some $d$, which can increase the power of $(\alpha - t^*)$ by $(p - 1 - \varepsilon)d$.

From (19) and the definition of $G$ and $H$, we have for any $\alpha \geq 2t^*$,

$$H(\alpha) = \int_{t^*}^{\alpha} G(\alpha, \beta) \, d\beta \geq C_0 \int_{t^*}^{\alpha} (\alpha - \beta)^q \alpha^{1-p} \, d\beta \geq \frac{C_0}{q+1} \alpha^{1-p} (\alpha - t^*)^{q+1} \geq \frac{C_0}{q+1} 2^{1-p} (\alpha - t^*)^{1-p} (\alpha - t^*)^{q+1} = C (\alpha - t^*)^{2-2p+q}. \tag{25}$$

Getting back to (24), for any $r \geq 2t^*$, one gets

$$H(r) \geq C \int_{2t^*}^{r} H^{1+\varepsilon}(\alpha) H^{p-1-\varepsilon}(\alpha) (\alpha - t^*)^{2-2p} \, d\alpha \geq C \int_{2t^*}^{r} H^{1+\varepsilon}(\alpha) (\alpha - t^*)^{s(p,\varepsilon)} \, d\alpha,$$

where

$$s(p, \varepsilon) = (p - 1 - \varepsilon)(2 - p + q) + 2 - 2p = -p^2 + 2p - \varepsilon \left(2 - p + \frac{p}{p-1}\right).$$

Since $1 < p < 1 + \sqrt{2}$, then $-p^2 + 2p > -1$ and therefore it is possible to choose small $\varepsilon$ in $(0, p - 1)$ such that $s(p, \varepsilon) \geq -1$.

Now applying Lemma 2.1 with $t_0 = t^*$, $t_1 = 2t^*$, $a = 1+\varepsilon$, $b = s(p, \varepsilon)$, we get contradiction. Thus we reject the assumption $\text{supp } u \notin \Gamma^-(0, t_0)$, hence Theorem 1.2 follows.

**Acknowledgements**

The authors thank the referees for their suggestions which make this work more clearly.
References

[1] Fritz John, Blow-up of solutions of nonlinear wave equations in three space dimensions. *Manuscripta Math.*, **28** (1979), 235-268. DOI: 10.1007/BF01647974

[2] T. Sideris, Nonexistence of global solutions to semilinear wave equations in high dimensions. *J. Differential Equations*, **52** (1984), 378-406. DOI: 10.1016/0022-0396(84)90169-4

[3] R. Glassey, Finite-time blow-up for solutions of nonlinear wave equations. *Math. Z.*, **177** (1981), 323-340. DOI: 10.1007/BF01162066

[4] R. Glassey, Existence in the large for $\Box u = F(u)$ in two dimensions. *Math. Z.*, **178** (1981), 233-261. DOI: 10.1007/BF01262042

[5] Walter Strauss, Nonlinear scattering theory at low energy. *J. Funct. Anal.*, **41** (1981), 110-133. DOI: 10.1016/0022-1236(81)90063-X

[6] V. Georgiev, H. Lindblad, and C. Sogge, Weighted Strichartz estimates and global existence for semilinear wave equations. *Amer. J. Math.*, **119** (1997), no. 6, 1291-1319. DOI: 10.1353/ajm.1997.0038

[7] H. Lindblad, and C. Sogge, Long-time existence for small amplitude semilinear wave equations. *Amer. J. Math.*, **118** (1996), no. 5, 1047-1135. DOI: 10.1353/ajm.1996.0042

[8] T. Kato, Blow-up of solutions of some nonlinear hyperbolic equations. *Comm. Pure Appl. Math.*, **33** (1980), 501-505. DOI: 10.1002/cpa.3160330403

[9] Ning-An Lai, Yi Zhou, An elementary proof of Strauss conjecture. *J. Funct. Anal.*, **267** (2014), 1364-1381. DOI: 10.1016/j.jfa.2014.05.020

[10] Hengli Jiao and Zhengfang Zhou, An elementary proof of the blow-up for semilinear wave equation in high space dimensions. *J. Differential Equations*, **189** (2003), no. 2, 355-365. DOI: 10.1016/S0022-0396(02)00041-4

[11] J. Schaeffer, The equation $u_{tt} - \Delta u = |u|^p$ for the critical value of $p$. *Proc. Roy. Soc. Edinburgh*, **101** (1985), 31-44. DOI: 10.1017/S0308210500026135
[12] B. Yordanov and Q. S. Zhang, Finite time blow up for critical wave equations in high dimensions. *J. Funct. Anal.*, **231** (2006), 361-374. DOI: 10.1016/j.jfa.2005.03.012

[13] Y. Zhou, Blow up of solutions to semilinear wave equations with critical exponent in high dimensions. *Chin. Ann. Math. Ser. B*, **28** (2007), 205-212. DOI: 10.1007/s11401-005-0205-x