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Abstract

According to optimal distinctiveness theory (ODT), individuals prefer social groups that are relatively distinct compared to other groups in the individuals' social environment. Distinctive groups (i.e., groups of moderate relative size) are deemed "optimal" because they allow for feelings of inclusion and social connection while simultaneously providing a basis for differentiating the self from others. However, ODT is a theory about individual preferences and, as such, does not address the important question of what types of groups are actually formed as a function of these individual-level preferences for groups of a certain size. The goal of the current project was to address this gap and provide insight into how the nature of the social environment (e.g., the size of the social neighborhood) interacts with individual-level group size preferences to shape group formation. To do so, we developed an agent-based model in which agents adopted a social group based on an optimal group size preference (e.g., a group whose size represented 20% of the social neighborhood). We show that the assumptions of optimal distinctiveness theory do not lead to individually satisfactory outcomes when all individuals share the same social environment. We were able to produce results similar to those predicted by ODT when social neighborhoods were local and overlapping. These results suggest that the effectiveness of a social identity decision strategy is highly dependent on sociospatial structure.
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Introduction

1.1 Within the field of psychology, researchers have had a long-standing interest in why individuals are attracted to certain social groups over others and what motivates them to self-categorize in terms of those group memberships (e.g., Tajfel & Turner 1986; Turner et al. 1994). This literature has demonstrated that under specifiable conditions, individuals exhibit preferences for groups that are higher in status, that are cohesive, and that are positively distinct—i.e., groups that differ from other social groups in a way that is positively valued by the group. In addition, research studies have documented a general preference for groups that are moderately-sized. All else being equal, individuals identify more strongly with groups that represent a numerical minority of the total observable population (Abrams 1994; Blanz et al. 1995; Brewer & Weber 1994; Ellemers & van Rijswijk 1997; Simon & Brown 1987; Simon & Hamilton 1994, Experiment 1).

1.2 Optimal distinctiveness theory (ODT; Brewer 1991; Leonardelli, Pickett, & Brewer 2010) provides a basis for understanding this preference. In contrast to the idea that minority group membership constitutes a less valued and more vulnerable social identity than majority group membership, optimal distinctiveness theory suggests that minority status may be positively valued. Minority groups tend, on average, to provide sufficient inclusiveness within the group for individuals to feel a sense of inclusion and belonging and, at the same time, provide sufficient differentiation between the in-group and out-group to allow for feelings of distinctiveness to emerge. Thus, in comparison to majority groups that tend to be large and relatively undefined, minority groups are more likely to be considered by group members to be optimal. Preferences for modestly-sized groups may constitute a biologically or culturally evolved heuristic for simultaneously maximizing successful group cooperation, which is most effective in groups of small-to-moderate size (Olson 1971; Boyd & Richerson 1988), while maintaining group sizes large enough to reap the advantages of extended cooperation (Brewer 2004), such as defending group interests.

1.3 Although optimal distinctiveness theory predicts individual-level group size preferences, what is unknown is how these preferences shape group formation. When individuals are able to freely choose a group membership based on their knowledge of the social environment—e.g., the group memberships of other individuals—does the aggregation of these individual choices lead
To the formation of groups that are, in fact, optimal? This question has not been adequately addressed in the social psychological literature partly because social psychologists and other social scientists (e.g., political scientists and sociologists) typically study only one side of this problem, keeping the other constant. Social psychologists generally study individual identity processes, attempting to identify how people choose their group memberships and the processes that lead to identification with those groups (social identification). Although social psychological theories of social identification generally acknowledge the fluid nature of the social environment (e.g., Turner et al. 1994), the research itself tends to focus on the perceptual, cognitive, and behavioral processes of an individual in response to a social environment that does not change. At the opposite extreme, political scientists and sociologists focus on social environments, emphasizing organization and group decision making. They tend to assume stable demographics of individuals with fixed social identities. Models in these fields generally assume dynamic processes at the level of social organization but assume that individual social identities are static.

1.4 To provide more explanatory breadth, a multilevel theory of social identity must include the interplay between individual- and group-level dynamics. By integrating individual-level dynamics into a theory of social identity, we will better understand group-level dynamics, such as the size, organization, and stability of social groups. By integrating the dynamics of social environments, we will better understand the forces shaping the cognitive processes involved in social cognition, as well as the adaptive functions of those processes.

1.5 To begin to develop such a multi-level theory of social identity, we developed an agent-based model in which agents make social identity decisions (whether to select a particular group membership) based on the social identities of their neighbors. We assumed in the model that agents make these decisions in an attempt to satisfy their preference for groups that are optimally distinct. We then observed the resultant dynamics of group formation as a function of variations in group size preferences and the size of social neighborhoods. The results indicated that the ability of optimally-sized groups to form was highly dependent on particular characteristics of the social environment as well as group member preferences. This work highlights the fact that a complete understanding of how individuals are able achieve optimal distinctiveness requires knowledge of the broader social context and the interactions among individuals within that context.

ABM for social identity dynamics

1.6 Connecting the dynamics of social cognition with the dynamics of social organization is difficult using the traditional methods of social psychologists. Empirical methods can illuminate individual behavior, but they tell us little about the social organization that emerges when individuals interact over time. After all, it may be difficult (not to mention unethical) to effect changes in individual social identities, and more difficult still to assess the effects of those changes on the people in that individual’s social network. At the population level, theorists often use variable-based models (e.g., differential equations) to track frequencies of groups in populations, but these models have difficulty in accounting for either complex cognitive processes or structured sociospatial organization. Agent-based modeling (ABM) is an ideal framework for connecting theories of individual behavior with population-level phenomena (Epstein 2006; Miller & Page 2007; Railsback & Grimm 2012). ABMs that connect cognitive processes with social behavior are still relatively rare (but see French & Kus 2008; Hills & Todd 2008; Smith & Collins 2009; Sutcliffe & Wang 2012), but persuasive arguments have been made for the more widespread use of ABM in social psychology (Kenrick et al. 2003; Smith & Conrey 2007), and specifically in the realm of social identity processes (Pickett et al. 2011).

1.7 Processes of social cognition are difficult to model. An often-heard statement among neuroscientists and cognitive scientists is that there is nothing in the universe more complex than the human brain. Social scientists can trump this, however—if one brain is complex, the interactions between many brains must be exponentially more so. Nevertheless, the types of decision rules used by individuals for a given domain may be relatively simple. For example, a common investment technique is to simply divide one’s assets evenly among investments (Gigerenzer 2008), and this method has been shown to outperform more complex “optimizing” techniques (DeMiguel et al. 2007). When each individual’s decisions influence the decisions of others, even simple behavior rules can generate complex and often unexpected population dynamics. The now-classic example is Schelling’s simple model in which spatially-located individuals belonging to one of two categories (e.g., racial or politically-affiliated groups) stay put if enough of their neighbors belong to the same category as themselves and move to a random location otherwise. Severe segregation can emerge even when nobody minds being in a local minority (Schelling 1971). ODT, described in more detail below, could be viewed as a type of heuristic people use in making decisions about social identity. Our model will show that complex population dynamics can arise in a population of agents each using a simple decision rule to select a social identity.

Optimal distinctiveness theory

1.8 In the current model, we focused on optimal distinctiveness as the major component in the choice of social identity. ODT outlines an opponent process model in which individuals’ choice of social identity is influenced by the need for assimilation (i.e., the need for inclusion and belonging) and the need for differentiation (i.e., the need to differentiate oneself from others). These two needs operate in opposition to each other—e.g., groups that are relatively large satisfy individuals’ need for assimilation but do a poor job of satisfying the need for differentiation. For this reason, people are, on average, likely to prefer and identify most strongly with groups that are of moderate size (Leonardelli & Brewer 2001). Optimal identities—e.g., minority groups—are those that maximize the satisfaction of both the need for assimilation and the need for differentiation simultaneously. The ABM that we developed was designed to capture this individual-level group size preference. However, we did so with the full knowledge that in real-world contexts multiple motivations may impinge on social identity choices—e.g., the need to enhance self-esteem (Tajfel...
ODT holds that social identification is strongest for social identities at the level of inclusiveness that resolves the conflict between needs for assimilation and differentiation. A logical conclusion from ODT is that individuals should adopt those optimally distinct social identities that result in a stable social context in which everyone is optimally distinct. Throughout the paper we will refer to agents “optimizing” their distinctiveness. This does not refer to an optimization process for efficiency in some process, such as those often used in computer simulation (e.g., simulated annealing, genetic algorithms), but rather to the agents choosing a social identity that is subjectively optimal in terms of the agents’ preferences.

In our model, individuals were initialized to one of several "social identities," and could choose a new identity if one was available that was more optimally distinct. In the first, non-spatial model, agents had full knowledge of the social identities of all other agents in the population (or, equivalently, full knowledge of the population frequencies of all extant social identities). We refer to this case as “well-mixed,” because the population was unstructured. Next, we will introduce a spatial model in which individuals were located on a square lattice and based their decisions only on the social identities of close neighbors. We will show that in the case of the well-mixed model, individuals organize into too few identities, resulting in lower average distinctiveness than one would predict from ODT. We will then show that by embedding agents in space, so that agents respond only to local neighbors, stability of more social identities in the global population and the achievement of near-optimal levels of average distinctiveness emerge.

Model Description

The model was briefly described elsewhere by the authors (Pickett et al. 2011) but neither a formal description nor an analysis has been previously presented. We assumed that an agent had only one social identity (SID), which was visible to its neighbors. Each agent changed its SID based the distinctiveness of each SID is in its local neighborhood. To model optimal distinctiveness, we had to decide how optimal distinctiveness would be calculated and how agents would use that information in their decisions. We started with a simple mechanism. If an agent did not have the most optimally distinct SID among the agents in its neighborhood, it switched to the SID that was closest to optimally distinct. We also assumed a finite number of SIDs and that individuals could only choose from these SIDs; new SIDs could not be created. Finally, we assumed that, except for location and SID, agents had no other individual differences. This assumption is justified in ODT because the theory proposes that the preference for optimal distinctiveness should have a direct influence on social identity choices all else being equal (Brewer 1991). Thus, to simplify the model, we assumed that all agents were in the same social domain and not influenced by other factors such as valenced evaluations of the SIDs.

Agents made social identity decisions one at a time, and were scheduled in an order that was randomized at each time step. This is important for two reasons. First, so that each individual could respond to the changes in neighborhood characteristics effected by their neighbors’ shifts in SID. Second, so that temporal and spatial dynamics have more meaning. Simultaneous updating is known to cause unrealistic artifacts in spatial models of social interaction (Huberman & Glance 1993). If everyone responded simultaneously, each agent would make the identical choice.

Many models of population dynamics assume that populations are "well-mixed." This implies encounters are random and that each agent has an equal probability of encountering every other agent. This assumption is made for simplicity and mathematical tractability. Our baseline for our model incorporated this assumption for comparison with our spatial model. We might also describe this version of the model as "omniscient," because we assumed that each individual could simultaneously perceive everyone else in the population. Real populations have structure due to physical space and social networks. Spatial structure has long been recognized to influence the behavior of individuals and population phenomena such as market prices (Hotelling 1929), segregation (Schelling 1978), epidemiology (Epstein et al. 2008; Christakis & Fowler 2010); social learning (Rendell et al. 2009), cooperation (Nowak & May 1992; Koella 2000; Ohtsuki et al. 2006), and loneliness (Cacioppo et al. 2009). The spatial version of our model, in which agents react only to their local neighbors, allowed us to experiment with the influence of neighborhood size on the population dynamics.

We begin by presenting the well-mixed model and the social identity dynamics that result. We then introduce the spatial model and present several example simulations of the model to provide an appreciation for the dynamics. We will then present data averaged across many simulations of the model for each condition to systematically analyze the behavior of a well-mixed population. Finally, we will test robustness of the model results to decision-making errors.

The Well-Mixed Model

The model was written in Java, using the MASON simulation library (Luke et al. 2005), which randomized the order in which agents were "stepped" at each time step. Initially, \( N \) agents were each randomly assigned membership in one of \( k \) social identities. Each agent had an optimal distinctiveness, \( d^* \), which was the desired frequency of the agent's SID in the population.
We assumed that \( \sigma^* \) was the same for all agents and did not change over time. At each time step, each agent \( i \) assessed the distinctiveness of each SID \( g \) in the population, \( d_g \), which was the frequency of agents who had that SID (i.e., \( d_g = n_g / N \)). The agent then switched to the SID with a frequency of membership closest to \( \sigma^* \), as defined by the SID \( g \) with the minimum absolute difference \( |d_g - \sigma^*| \). If two or more SIDs were equally close to optimal, one was selected at random unless one was the agent’s current SID in which case it retained its current social identity. For example, assume that there are three possible SIDs (\( g_1, g_2, g_3 \)) and that an individual is optimally distinct when his social identity is held by 33% of the population (\( \sigma^* = 0.33 \)). If individual \( i \)’s current SID, \( g_1 \), is held by 15% of the population (\( d_1 = 0.15 \)), and he observes that \( d_2 = 0.35 \) and \( d_3 = 0.5 \), then he will switch his SID to \( g_2 \).

3.2 ODT predicts that individuals should change their SIDs until they are optimally distinct. Therefore, if no factors beyond optimal distinctiveness are used to make SID decisions, the intuition might be that the population should converge to

\[
k^* = \text{round}\left[ \frac{1}{\sigma^*} \right] \tag{1}
\]

where \( k^* \) is the final number of active SIDs and the function \( \text{round}[x] \) returns the integer closest to \( x \). For example, if \( \sigma^* = 0.2 \), the population should stabilize with five active SIDs.

Results

3.3 We found that \( k^* \) was always less than \( 1/\sigma^* \). Thus, agents never achieved optimal distinctiveness. To illustrate why this occurred, let us consider an example with a population of \( N = 50 \) agents distributed uniformly among six SIDs, and let \( \sigma^* = 0.2 \) (Figure 1). Since agents always switch to the SID closest to \( \sigma^* \), they should organize themselves into five SIDs, each with ten members. Because 50 is not divisible by six, some SIDs start with eight agents and some start with nine. Since an SID with nine is closer to optimally distinct than one with eight, agents from the smaller (more distinct) SIDs switch to the larger (less distinct) SIDs. As this happens, the less distinct SIDs lose members, and become less and less optimal. Soon, even though some of the SIDs have too many members (and are therefore not distinct enough), they are still closer to optimally distinct than the SIDs with very few members, which are too distinct. This leads to extinction of some of the smaller SIDs and to an equilibrium with only three available SIDs, in which the average distinctiveness of each individual is 0.33, a level significantly higher than the optimal distinctiveness of 0.2.
A population that starts with all its members in optimally distinct SIDs will not change. If, however, a population is sufficiently large and the number of initial SIDs ($k_0$) is greater than $1/d^*$, it turns out that there is a precise mathematical relationship between $d^*$ and the number SIDs at equilibrium. This is given by the equation

$$k^*(d^*) = \text{floor}[1/(2d^*)] + 1$$  \hspace{1cm} (2)$$

where the function $\text{floor}[x]$ yields the integer closest to but not exceeding $x$. Figure 2 illustrates the results of simulations with $N=3000$ and $k_0 = 30$, and demonstrates that the results exactly follow the relationship given by the above equation.
The Spatial Model

4.1 A limitation of the well-mixed model is that it assumes that agents can determine the frequency of each SID in the entire population. This may be appropriate for small, isolated populations, but for large populations, people are limited by the number of people they can track. We assumed, therefore, that agents could only sample their local environments. This assumption can be interpreted in two equivalent ways: either (1) people are limited to information about their local neighborhoods to use as a representation of the whole population, or (2) they focus exclusively on the social identities of their local neighbors.

4.2 In this extension, agents were situated on an $L \times L$ square lattice, with each site occupied by a single agent so that $N = L^2$. Social identities were again randomly assigned to agents at initialization, as in the well-mixed model. At each time step, each agent (asynchronously) assessed the frequencies of all the SIDs among the agents located in its local neighborhood. This neighborhood was defined as a square of length $2r + 1$, centered on the agent (e.g., $r = 1$ defines a $3 \times 3$ square that includes the agent and its eight nearest neighbors). The relevant neighborhood of an agent could therefore vary in size with the search radius $r$. The search radius allowed us to analyze the effects of different local neighborhood sizes. Because each agent had a different local neighborhood than its neighbors, the local distinctiveness of any given SID was unique for each agent $i$, and is given by

$$d_g(i, r) = \frac{n_g(i, r)}{(2r + 1)^2}$$

(3)

where $n_g(i, r)$ is the number of agents in $i$'s neighborhood with SID $g$. The agent then switched to the local SID that was closest to optimally distinct in the same way as in the well-mixed model, except for the restriction of local neighborhood. The source code for the spatial model is available from http://www.smaldino.com/Code.html.

Spatial Results

5.1 Spatially restricted neighborhoods led to average distinctiveness levels that were much closer to optimal than those found by the well-mixed model, and also allowed for the emergence of interesting spatial patterns. We will first present a series of example runs with various values of $d^*$ and $r$ in order to illustrate the dynamics of the model and to showcase some of these emergent patterns. Spatial organization dramatically changed the dynamics of social identities within the population. In addition to screen shots illustrating the spatiotemporal dynamics, we will also present time courses for the representation of each SID, the average distinctiveness in the population, and the frequency of agents that switch SID, which is a measure of population stability. After the
examples, we will present the general results averaged from many runs of the model for different values of $d^*$ and $r$. For all spatial runs, we used $L = 50$ and $k_0 = 9$.

Spatial run 1: spatial disorder ($d^* = .26$, $r = 1$)

5.2 The addition of spatial structure and local neighborhoods allowed populations to remain highly variable for far longer than in the well-mixed model. When $r = 1$, neighborhoods were very small, consisting of only nine agents. With $d^* = .26$, agents preferred to have the same SID as exactly one other agent in their neighborhood ($d = .222$), but groups of this size were then desirable to others, who might join that SID and make it immediately less desirable ($d = .333$). This led the population to be in a state of indefinite flux, with agents constantly changing SID (Figure 3). In this run, close to half the population switched SID every time step, and all nine original SIDs persisted indefinitely.

5.3 Stability was achieved when agents preferred to shared an SID with exactly two of their eight neighbors, as when $d^* = .33$. Figure 4 illustrates the dynamics involved in reaching that stability. As agents switched SIDs to optimize their distinctiveness, some of the original SIDs were lost. In the end, there were several stable zones, each of which supported alternating stripes of two SIDs, and which globally comprised five of the original nine SIDs (Figure 4). This configuration reached stability at $t = 5212$, with just a couple of individual agents switching back and forth. The average distinctiveness in the population at equilibrium was $<d^*> = .3319$, which was quite close to the population's optimal distinctiveness. In this case, spatial organization permitted the ODT decision rule to produce optimal distinctiveness in the population.

Figure 3. Results of spatial run 1. (A) Screenshots illustrate the spatiotemporal dynamics; each SID is indicated by a specific color. (B) The number of agents belong to each SID as a function of time, with colors corresponding to the SID in A. (C) The average distinctiveness in the population as a function of time. (D) The amount of flux in the population, indicated by the frequency of individuals switching SID at each time step.

Figure 4. Results of spatial run 2. (A) Screenshots illustrate the spatiotemporal dynamics; each SID is indicated by a specific color. (B) The number of agents belong to each SID as a function of time, with colors corresponding to the SID in A. (C) The average distinctiveness in the population as a function of time. (D) The amount of flux in the population, indicated by the frequency of individuals switching SID at each time step.
Figure 4. Results of spatial run 2. (A) Screenshots illustrate the spatiotemporal dynamics; each SID is indicated by a specific color. (B) The number of agents belong to each SID as a function of time, with colors corresponding to the SID in A. (C) The average distinctiveness in the population as a function of time. (D) The amount of flux in the population, indicated by the frequency of individuals switching SID at each time step.

More spatial organization

Spatial run 3 ($d^* = .26, \ r = 3$)

5.4 Agents in this run also organized themselves into stripes of alternating SIDs. For a long time, a metastable condition held with four extant SIDs (Figure 5A, panels 5-7). As seen in figure 5, the ratio of magenta agents to navy blue agents fluctuated back and forth until eventually the magenta SID went extinct. Unlike in spatial run 2, the population never stabilized. At each time step, about 14% of agents switched SID (Figure 5D).
5.5 In this run, the optimal distinctiveness was set to $d^* = .45$, which means that in a neighborhood of 49 (i.e., $2 = 3 + 1$) individuals, the most optimal SID was one held by 22 of the 49 agents therein. In the well-mixed model, the population immediately went to two identities. This spatial run, however, ended with seven stable SIDs (Figure 6). Spatial organization allowed the population to form interesting formations of geographically distinct groups in which agents no longer switched. Notice that at stability, one SID, black, was found between all other identities. This appears to have been a useful factor for stabilization. When this was not the case, as in the times prior to stability (see Figure 6B), instabilities were found in near group boundaries; this led to occasional chain reactions that altered the spatial patterns of identities. Certain spatial patterns held together for quite a long time before collapsing, such as the mixed subpopulation of magenta and blue individuals seen in the bottom right of figure 6A, panels 3 and 4.
Figure 6. Results of spatial run 4. (A) Screenshots illustrate the spatiotemporal dynamics; each SID is indicated by a specific color. (B) The number of agents belong to each SID as a function of time, with colors corresponding to the SID in A. (C) The average distinctiveness in the population as a function of time. (D) The amount of flux in the population, indicated by the frequency of individuals switching SID at each time step.

Spatial run 5 ($d^* = .19, r = 10$)

5.6 In the previously considered runs, individuals had relatively small local neighborhoods. Here we considered a larger search radius of 10, which translates to a $21 \times 21$ square neighborhood of 441 individuals. The population organized into a nice staggered pattern involving four identities in a hexagonal arrangement (Figure 7). The stability of this layout relied on the fact that the clusters of each color were significantly smaller than the local neighborhoods of the constituent agents, as shown for an example agent in the rightmost panel of Figure 7A. The current social identity for this individual is the closest to optimally distinct in his "visible" neighborhood, and this was the case for all agents at the end of this run (Figure 7C). This indicates that if neighborhood size is large enough and agents prefer to be in a minority group, they may self-organize into groups that are locally very homogeneous. A similar result has been obtained for agents with consistent group identities who change location to be in the minority (Muldoon et al. 2012); in that case, as here, individuals end up forming spatially uniform groups because each individual of a given type is subject to the same social forces.
5.7 In the well-mixed model, an optimal distinctiveness greater than 0.5 always led to a single identity, since everyone wanted to be in the most popular group. Spatial organization and local neighborhoods, however, allowed distinct geographical groups to form. Figure 8 gives some examples from runs in which $d^* = 0.7$. 

Figure 8. Snapshots of spatial stability for $d^* = 0.7$. Each screenshot depicts a population at a stable equilibrium.
5.8 Paying close attention to example runs, as seen above, is an important way for gaining intuition into the model's emergent patterns. To characterize the model more precisely, we systematically varied $d^*$ and $r$. The values portrayed in Figure 9 are averaged from 30 simulation runs, assessed at time $t = 5000$. Most importantly, the average individual distinctiveness was very close to optimal for the spatial runs, particularly for $d^* < 0.3$ (Figure 9A). For $d^* \geq 0.3$, average distinctiveness was still closer to optimal when compared to the well-mixed model, but was no longer strongly influenced by the specific value of $d^*$. For $0.3 \leq d^* < 0.5$ and $r \geq 2$, the average distinctiveness was approximately 0.42 regardless of $d^*$. This is likely because, in each case, the number of active SIDs dwindled to $k = 2$, and thus the problem reduced to remaining in the minority group. When individuals preferred to be in majority groups, the precise value of $d^*$ was also unimportant, but the average distinctiveness and the number of active SIDs were more dependent on neighborhood size. For larger values of $r$, it more likely it was that one SID would eventually spread throughout the population.

5.9 Smaller neighborhood sizes allowed for more social identities to be stable in the global population. When $r = 1$, all the initial social identities remained active for $d^* \leq 0.22$ because there was an insufficient flow of spatial information to effectively "tip" (Schelling 1971, 1978) the population into a stable configuration (see Figure 2 for a similar event when $d^* = 0.26$). Stable patterns emerged when $d^* \leq 1/9$, fittingly with all nine of the original SIDs represented (Figure 9C), because the model landscape allowed for stable arrangements of nine SIDs in neighborhoods of nine agents. Stable patterns also emerged for $d^* > 0.5$ for all runs, even though all of the initial SIDs remained active for $r < 3$ because individuals were able to organize into small groups where each agent was in a local majority (see Figure 8). The spike in switching frequency observed at $d^* = 0.5$ (Figure 9C) is an artifact of the spatial layout: two neighboring groups would alternately gain and lose members along their borders as individual identity changes switched which group was more optimal.

5.10 Three important points may be gleaned from the data presented in Figure 9. First, spatial organization allows for more stable

---

Figure 9. Full analysis of the spatial model. Data are averaged from 30 simulation runs for each condition, collected at $t = 5000$. (A) The average distinctiveness in the population, where the optimal distinctiveness is indicated by the grey diagonal line, (B) The number of active SIDs at equilibrium, and (C) the average frequency of individuals who switched SID at $t = 5000$. 

http://jasss.soc.surrey.ac.uk/15/4/7.html
identities than predicted by the well-mixed model, and the number of stable identities increases as the neighborhood size shrinks. Second, when individuals want to be in the majority group, the well-mixed model predicts that they will all form one big group. However, if individuals only react to their local neighborhood, many more small groups of identities can be stable in the population, and this number again increases for smaller neighborhoods. Thus, as individuals adjusted their social identities to larger and larger radii of social influences, populations became more and more homogeneous. Finally, although the well-mixed model predicts that everyone will be dissatisfied in a less-than-optimally-distinct group, spatial organization, in which individuals react only to local neighborhoods (or social networks, as an alternative interpretation), allows individuals to organize in a way such that their distinctiveness is very close to optimal.

We checked to see whether our results were robust to errors in the decision processes. Each time step, an agent chose a random SID from the original nine (instead of the one that was most optimally distinct) with a probability of 0.01. Simulations were run with error for 4500 time steps, after which error was turned off, allowing the population to stabilize for another 500 time steps. In general, we found our results to be very robust to error, especially for $d^* < 0.5$ (Figure 10). Some patterns of spatial organization were unstable, especially for $d^* > 0.5$. In these cases, the population often went to a single, global SID. Additionally, some of the more intricate spatial patterns for $d^* < 0.5$ were also unstable, such as the example shown above as spatial run 4 (Figure 6). All of the other example runs, including spatial run 5 with its hexagonal layout, were replicated even in the presence of error.

**Figure 10.** Full analysis of the spatial model with error. Data are averaged from 30 runs for each condition, collected at $t = 5000$. For the first 4500 time steps of each run, agents selected a random SID with probability $0.01$. SID decisions were once again deterministic for the final 500 time steps. (A) The average distinctiveness in the population, where the optimal distinctiveness is indicated by the grey diagonal line, (B) The number of active SIDs at equilibrium, and (C) the average frequency of individuals who switched SID at $t = 5000$.

**Discussion**
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6.1 Optimal distinctiveness theory has generally assumed that individuals can achieve optimal distinctiveness by simply correcting their identity choices. "Individuals will resist being identified with social categorizations that are either too inclusive or too differentiating but will define themselves in terms of social identities that are optimally distinctive. Equilibrium is maintained by correcting for deviations from optimality." (Leonardelli et al. 2010, p. 68). However, ODT has not previously accounted for the influence of many individuals each simultaneously attempting to optimize their distinctiveness. Our model suggests that the individual-level decision strategy proposed by ODT is insufficient to generate an equilibrium in which all or even most individuals are optimally distinct if individuals have complete knowledge about the prevalence of all social identities in their populations. The model further suggests, however, that this decision strategy may be effective if knowledge about social identity prevalence is restricted to individuals' local social neighborhoods.

6.2 Our model failed to yield optimally distinct individuals in a well-mixed population. If we like, we can consider agents as "happy" when their distinctiveness approaches their subjective optimal and "unhappy" when their distinctiveness differs from that optimal. Agents using ODT as a decision rule in a well-mixed population are doomed to be unhappy. When agents' decisions were based on restricted local neighborhoods, however, agents organized in such a way that their distinctiveness levels were very close to optimal, as long as they still preferred to identify with a minority group that constituted less than 30% of their local neighborhoods. In other words, basing their decisions only on the individuals in their local neighborhoods allowed agents to be happy. These results were robust to errors in social decision making.

6.3 Spatial structure also allowed multiple social identities to stably co-exist even when all agents preferred to belong to a majority group. Additionally, more social identities could be maintained in the population—i.e., the population was more diverse, though it was organized into homogeneous regions, or cliques. Because individuals responded locally, everyone could be in a local majority, but local neighborhoods could also differ from one another, leading to local segregation of social groups rather than global conformity. This result, however, was not very robust to error. The position of being in the majority for agents at the peripheries of group boundaries was precarious, and errors tended to disrupt group stability and lead to the emergence of a single, dominant SID. This did not always occur for very small $r$, however, as individual neighborhoods were too small and varied to spread effectively via a tipping phenomenon (Schelling 1971, 1978).

6.4 Basing social identity decisions only on the social identities of close neighbors could be interpreted simply as a resource-management technique used by boundedly rational agents. Our results show that the heuristic of optimizing one's distinctiveness is actually a technique that has the best validity under conditions of limited, local information. This is an instance of ecological rationality (Gigerenzer & Brighton 2009), in which the performance of a simple heuristic is dependent on environmental constraints.

6.5 Precise theories of social psychological phenomena are particularly difficult to formulate because individuals process social information that shapes their social behaviors, which in turn alters the social information received by others in the social environment. Here we have attempted to instantiate a simple act of social cognition in a multi-agent framework. Although it is a highly simplified view of the cognitive, behavioral, and environmental complexities of human interactions, our model is able to reveal key insights into the social identity dynamics implicit in optimal distinctiveness theory.

Limitations and future directions

6.6 Our model was very simple in order to clearly establish links between a behavioral rule based on optimal distinctiveness and a dynamic population in which social identities shifted in response to one's neighbors. The model's simplicity naturally excludes many features of real human actors and their environments. Individuals may choose their social identities, but these choices are nonetheless constrained by culture, learning, social networks, and happenstance (Smaldino & Richerson 2012). Future models should include some of these additional complexities. For example, individuals could be heterogeneous in their distinctiveness preferences and have the ability to create novel social identities. Also, we assumed that social identities were orthogonal, and that decisions to change social identities were complete and instantaneous. Some social identities could be similar or antithetical, and changes to social identity could be modeled as more of a gradual process that might also be influenced by one's current social identity and the social identities of disliked members of one's social network (enemies) as well as friends. We also treated social identity as a single trait that was visible to everyone in an individual's social network. In reality, individuals have many social identities and domains of social identities, some of which may be nested in others. For example, a person may be an academic, a psychologist, and a social psychologist. These are nested identities, and the most salient level will depend on the setting for social comparison. Additionally, someone who is a psychologist may also be an athlete, a musician, a parent, a Jew, a Southerner, etc., and again the salience and importance of the social identity will depend on the setting. Multi-dimensional or nested trait profiles could be interesting additions to future models as long as their complexity does not obscure the model's inherent value, which lies in clarification through simplification.

6.7 We modeled spatial structure as a simple 2-D lattice. Real social neighborhoods may have more complex structure. Social neighbors could take the form of specific network organizations observed in some social environments, such as small world networks (Watts & Strogatz 1998) or exponential random graphs (Wang et al. 2009). We also assumed that social networks were fixed. Strong social ties tend to persist (McPherson et al. 1992) within social networks, and the stability of social networks is often enforced by embeddedness in geographical location and institutional organization (Feld 1997). Nevertheless, individuals may move in social and/or physical space both to achieve specific social goals and also in the course normal events. The role of both goal-directed and random movement in social and physical space can have important influences on population dynamics for a
range of phenomena (Schelling 1978; Beltran et al. 2006; Helbing & Yu 2009, Smaldino & Schank 2012a, 2012b). A possible future direction would be to investigate the co-evolution of social identities with network structure, similar to recent work on co-evolutionary games on graphs (Perc & Szolnoki 2009).

6.8 Among those runs which reached complete stability (i.e., a state after which there were no more SID switches), there was considerable variation in the amount of time it took to reach stability, from several time steps to several thousand. Because the decision rules and the ability to instantly switch SIDs are dramatic simplifications, the specific time scale of the model cannot directly correspond to a real-world time scale. Nevertheless, models such as this one, when applied to realistic social network structures and/or spatial organizations, may allow researchers to predict qualitative difference in the spatiotemporal dynamics of social identity demographics. At the same time, experimenters should look at the temporal stability of social identities in different settings.

Conclusion

7.1 There is a growing need for multi-level models of social behavior that account for dynamic feedback between individual behavior and social organization. While social identity choices are often influenced by many factors, the extent to which they are based on the social identities of others typifies the class of social systems in which such multi-level models are appropriate. Theories of social identity dynamics will never be sufficiently explanatory if they only focus on solitary decision makers reacting to a static social environment. Because individual choices affect the stimulus landscapes for other decision makers, social identity decisions must be understood in terms of population dynamics as well as individual cognition.

7.2 Our model demonstrates that the structure of social relationships and the inclusivity of social networks may play an important role in the organizational dynamics of social identity decisions, and provides a jumping-off point from which additional questions about group formation and social identity processes may now be investigated.
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