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We construct a class of Hamiltonians that describe the photodetection process from beginning to end. Our Hamiltonians describe the creation of a photon, how the photon travels to an absorber (such as a molecule), how the molecule absorbs the photon, and how the molecule after irreversibly changing its configuration triggers an amplification process—at a wavelength that may be very different from the photon’s wavelength—thus producing a macroscopic signal. We use a simple prototype Hamiltonian to describe the single-photon detection process analytically in the Heisenberg picture, which neatly separates desirable from undesirable effects. Extensions to more complicated Hamiltonians are pointed out.

I. INTRODUCTION

We may distinguish two traditional types of photodetection theory. The first tries to determine what quantum field observable is measured when photoelectrons are produced by photoabsorption and the photoelectrons are subsequently detected and/or counted. This sort of theory is exemplified by the classic papers Refs. [1, 2], which take as starting point the Hamiltonian describing the interaction between photons and an electric dipole, but which do not describe the remainder of the detection process quantum mechanically. The second type of theory models actual photodetectors phenomenologically, taking great care to model the many mechanisms involved in converting the initial photon energy to the final macroscopic current. This type of theory is exemplified by recent work on the superconducting nanowire detector [3–5].

Neither of the above types of photodetection theory establishes fundamental limits of photodetection, that is, platform-independent limitations arising from the laws of physics on, e.g., single-photon detection efficiency, dark count rates, time and wavelength resolution and tradeoffs between these figures-of-merit.

For just this purpose—finding fundamental limits on photodetectors—a third type of theory has been developed in recent years. Here the aim is to develop fully quantum-mechanical and sufficiently realistic models that include all stages of the photodetection process, including the crucial amplification process [6–13]. The point of this paper is to continue this recent work and present a quantum description of the processes involved in the detection of a single photon, especially the connection between the photoabsorption and amplification processes. Moreover, we perform our calculations in the Heisenberg picture. That picture may not be the most intuitive—it may be easier to follow the trajectory of an excitation through the system in the Schrödinger picture—but it does have its merits. We mention two reasons here to use this picture.

First, lower limits on noise accompanying quantum amplification are most easily derived in the Heisenberg picture. Caves [14] studied linear amplification of electromagnetic (EM) field amplitudes and formulated the problem in terms of the Heisenberg evolution of the annihilation operator of a single discrete EM field mode of the schematic form

\[ a_{\text{out}} = \sqrt{G} a_{\text{in}} + N_{\text{in}}, \]  

with \( G > 1 \) the gain factor and \( N_{\text{in}} \) a noise term. The left-hand side here represents the annihilation operator for the mode to be amplified at the end of the amplification process, the operators on the right-hand side represent input operators, i.e., initial values just before the amplification process starts. Ideally, the number of excitations in the output equals the number of input excitations multiplied by \( G \), and this would be the case if it weren’t for the noise term \( N_{\text{in}} \).

The commutator \([a, a^\dagger] = \mathbb{1}\) has to be preserved, i.e., at any time \( t \) we must have \([a(t), a^\dagger(t)] = \mathbb{1}\) for the Heisenberg-picture operators \( a(t) \) and \( a^\dagger(t) \). This puts a restriction on the noise operator \( N_{\text{in}} \). In particular, it cannot be zero. For example, phase-insensitive amplification is obtained by setting

\[ N_{\text{in}} = \sqrt{G - 1} b_{\text{in}}^\dagger, \]  

in terms of the creation operator of an additional discrete bosonic mode \( b \). As is easily verified, the addition of that noise term preserves the commutator. Thermal excitations in the additional mode \( b \) are amplified, too, by a factor of \( G - 1 \); and even if mode \( b \) starts in the vacuum state (at zero temperature) the fact that it is the mode’s creation operator appearing here still causes noise. We refer to the lower limit on noise reached here as the Caves limit on linear amplification.

Second, in a recent paper [14] we showed that the first part of the photo detection process (the part preceding amplification, including absorption of the incident photon) can be described compactly in the Heisenberg picture as well. The input-output relations for the annihilation operators (which now are continuous-mode operators indexed by frequencies \( \omega \)) consist of two clearly distinct terms, one desired, the other undesired but inevitable so as to satisfy the commutator...
\[ [a_{\text{out}}(\omega), a_{\text{out}}^\dagger(\omega')] = \delta(\omega - \omega'). \]  
We can write
\[ a_{\text{out}}(\omega) = T(\omega) a_{\text{in}}(\omega) + \tilde{N}_{\text{in}}(\omega), \tag{3} \]
with \( T(\omega) \) a complex transmission amplitude, with the physical meaning that a photon with frequency \( \omega \) will survive the pre-amplification stage with probability \( |T(\omega)|^2 \) (we will encounter this interpretation in Eqs. (37-38)).

Here the noise term is of the form
\[ \tilde{N}_{\text{in}}(\omega) = R(\omega)c_{\text{in}}(\omega), \tag{4} \]
with unitarity imposing the conditions
\[ |R(\omega)|^2 + |T(\omega)|^2 = 1 \]
\[ T(\omega) R^*(\omega) + T^*(\omega) R(\omega) = 0 \tag{5} \]
for each \( \omega \), and with \( c_{\text{in}}(\omega) \) the annihilation operators for external bosonic modes at frequency \( \omega \). Once again, thermal excitations at arbitrary frequencies \( \omega \) in the mode \( c_{\text{in}}(\omega) \) contribute noise as soon as \( R(\omega) \neq 0 \).

There are several reasons for wishing to describe the whole photo-detection process with one Hamiltonian. First, although in a recent paper \(^{12}\) it was shown that one can write down commutator-preserving (nonlinear) amplification relations that beat the above-mentioned Caves limit, no explicit Hamiltonians were considered there that may reach that improved limit. Here, we reach the same improved limit, but in a new way and with a (fairly simple) Hamiltonian. Second, that same paper also noticed how one can formally express the idea that one can amplify at a frequency that differs substantially from the incoming photon frequency. We show here explicitly how that idea can be implemented, quite straightforwardly, by a Hamiltonian.

**II. A CLASS OF MODEL HAMILTONIANS**

**A. Description**

We wish to represent the whole photo-detection process (including absorption of the photon and amplification) plus the generation of the photon to be detected, by a Hamiltonian. We start with what seems to be a minimal model (various possible extensions of the model are discussed in the concluding Section). There are 6 quantum systems in total; we have 3 discrete quantum systems \( a, F, \) and \( c \) (with small Hilbert-space dimensions, which generate the photon, absorb the photon, and amplify the signal, respectively) and 3 continuous-mode quantum systems that connect the discrete systems and that are used to model irreversible processes (see Fig. 1).

The continuous modes are modeled by bosonic mode operators \( b(\omega_i), d(\omega_j), g(\omega_k) \) with \( \omega_i = c_k \) proportional to the wave number \( k_i \) (using just 1 spatial dimension, the \( x \)-axis) of the bosonic excitations of type \( i = b, d, g \). When there is no confusion possible, e.g., when we integrate over all frequencies \( \omega_i \), we will use the symbol \( \omega \) without subscript to denote those. Positive frequencies \( \omega > 0 \) describe waves traveling from left to right (towards positive \( x \)), \( \omega < 0 \) waves traveling from right to left.

System \( a \) is a cavity that contains a single excitation that leaks out into the continuum described by \( b(\omega) \), and this is the single photon wave packet that we intend to detect. That single excitation couples to to first leg of a three-level \( \Lambda \) system—a “molecule” which we denote by \( F \) because it is the driving force behind amplification. The photon may excite the molecule from its initial state \( |F_0\rangle \), to an excited state \( |F_1\rangle \). That level could decay back to \( |F_0\rangle \) or it could decay to a different state \( |F_2\rangle \) by emitting a different photon that escapes. In the state \( |F_2\rangle \) the molecule’s shape and/or dipole moment have changed. That physical change triggers an amplification process in another system \( c \), which eventually reaches a steady state in which spontaneous decay is balanced by a “classical” drive, thus producing a stream of fluorescence photons that a classical (human) observer can observe. The final macroscopic signal may be at a (very) different wavelength than that of the single photon.

**FIG. 1.** From a single photon to a macroscopic signal: a cavity \( a \) which contains one excitation generates one single-photon wavepacket. That photon is (resonantly) absorbed by a molecule \( F \). The molecule may decay back to its initial state \( |F_0\rangle \) or it may decay to a different state \( |F_2\rangle \) by emitting a different photon that escapes. In the state \( |F_2\rangle \) the molecule’s shape and/or dipole moment have changed. That physical change triggers an amplification process in another system \( c \), which eventually reaches a steady state in which spontaneous decay is balanced by a “classical” drive, thus producing a stream of fluorescence photons that a classical (human) observer can observe. The final macroscopic signal may be at a (very) different wavelength than that of the single photon.
finally lead to a change in the charge distribution, that then can generate an electric signal (see [15]). This idea can be exploited in a bioinspired photodetector [16, 17] where a chromophore molecule changes its shape upon absorbing a single photon and thereby changes its dipole moment, which then affects a (macroscopic) current.

Finally, the many excitations generated by $c$ leak out to the continuum mode $d(\omega)$. The macroscopic signal present in continuum $d(\omega)$ is what we then (classically) observe (see Fig. 1).

B. Hamiltonian

We follow here the ideas of Gardiner [18, 19] (see also [20]) for describing how the output of one quantum system may serve as the input for the next quantum system, without the latter acting back on the first system. This is done simply by setting the coupling to the right-to-left traveling waves equal to zero. That is, we only need the positive frequencies here. The (electric) field operators describing fields that travel from left to right corresponding to the modes $b, d,$ and $g$ are denoted by corresponding capital letters $B(x), D(x)$ and $G(x)$, and are expanded as

$$\begin{align*}
    B(x, t) &= \frac{1}{\sqrt{2\pi}} \int_0^\infty d\omega \ b(\omega, t) \exp(i\omega x/c), \\
    D(x, t) &= \frac{1}{\sqrt{2\pi}} \int_0^\infty d\omega \ d(\omega, t) \exp(i\omega x/c), \\
    G(x, t) &= \frac{1}{\sqrt{2\pi}} \int_0^\infty d\omega \ g(\omega, t) \exp(i\omega x/c).
\end{align*}$$

It is through these field operators together with their hermitian conjugates $B^\dagger(x), D^\dagger(x)$ and $G^\dagger(x)$ that the discrete systems interact (at their respective locations on the $x$ axis) with the continuous modes, where we will make both Markov and rotating-wave approximations (RWA), as detailed below.

The Hamiltonian is of the following form

$$H = H_a + H_{a-b} + H_b + H_{b-F} + H_F + H_{F-g} + H_g + H_{F-c} + H_c + H_{c-d} + H_d. \quad (7)$$

System $a$ is a single cavity mode with resonance frequency $\omega_a$ (which, in all generality, would be time-dependent), whose Hamiltonian we write as (setting $\hbar = 1$ everywhere)

$$H_a = \omega_a a^\dagger a. \quad (8)$$

The cavity mode is located at $x = -c\tau$ with $\tau$ the time delay between a signal (a photon) leaving system $a$ and interacting with system $F$ (which we take to be located at $x = 0$). The cavity mode is coupled to the field $B(x = -c\tau, t)$ like so:

$$H_{a-b} = i\sqrt{\kappa}[aB^\dagger(-c\tau, t) - B(-c\tau, t)a^\dagger], \quad (9)$$

with the field $B$ described by the Hamiltonian (recall we leave out negative frequencies since they do not couple to the systems of interest)

$$H_b = \int_0^\infty d\omega \omega b^\dagger(\omega)b(\omega). \quad (10)$$

We can anticipate that the main terms contributing to the interaction are those at $\omega \approx \omega_a$. That is, in the Heisenberg picture $a(t) \sim \exp(-i\omega_a t)$ and $b^\dagger(\omega, t) \sim \exp(+i\omega t)$ so that the main terms not averaging to zero over time come from $\omega \approx \omega_a$. In numerical simulations, we always transform to a rotating frame, i.e., we solve equations for the slowly-varying operators $\exp(i\omega_a t)a(t)$ rather than $a(t)$, etcetera.

The next line of (7) contains four Hamiltonians that describe how the $\Lambda$ system $F$ interacts with two different continua (namely, $b$ and $g$) at position $x = 0$.

The four terms are written as

$$\begin{align*}
    H_{b-F} &= i\sqrt{\kappa}[|F_0\rangle \langle F_0| B^\dagger(x = 0, t) - B(x = 0, t) |F_1\rangle \langle F_0|] \\
    H_F &= \sum_{k = 0, 1, 2} \omega_k |F_k\rangle \langle F_k| \\
    H_{F-g} &= i\sqrt{\kappa} [|F_1\rangle \langle F_2| G^\dagger(x = 0, t) - G(x = 0, t) |F_2\rangle \langle F_1|] \\
    H_g &= \int_0^\infty d\omega \omega g^\dagger(\omega)g(\omega) \quad (11)
\end{align*}$$

and we again can anticipate that the most important terms are those with $\omega \approx \omega_1 - \omega_2 := \omega_{10}$ for the interaction between $F$ and $b(\omega)$ and for $\omega \approx (\omega_1 - \omega_2)$ for the interaction between $g(\omega)$ and $F$. An important parameter is the detuning of the photon from resonance with the molecular transition from $|F_0\rangle$ to $|F_1\rangle$, $\delta = \omega_a - \omega_{10}$. \quad (12)

The third line of (7) is going to be crucial as it models the amplification process and how the $F$ system triggers it. We construct the two Hamiltonians $H_{F-c}$ and $H_c$ in several steps. First, assume we have a system $c$ that is driven by an external “force” $F$. That is, we assume the Hamiltonian for system $c$ contains a driving term proportional to a parameter $F$. For example, we may use a Hamiltonian that describes electron shelving [21, 22], which is used as a method to perform quantum state measurements on ions: in one state the ion, driven by a laser, produces large amounts of fluorescence whereas in another state (from which there is no transition resonant with the laser) it remains dark. The simple Hamiltonian is in Section [IV] below we suggest several more involved examples of suitable Hamiltonians:

$$\tilde{H}_c(F) = 2iF \cos(\omega_FT)(c - c^\dagger), \quad (13)$$

which in the RWA becomes

$$\tilde{H}_c(F) \approx iF(\exp(i\omega_FT)c - \exp(-i\omega_FT)c^\dagger). \quad (14)$$

Alternatively, we could introduce yet another pair of bosonic mode operators $a$ and $a^\dagger$ to replace
$F \exp(-i\omega_F t)$ and $F \exp(i\omega_F t)$, resp., and add another Hamiltonian $H_a = \omega_F \alpha$; the initial state of that mode would then be a coherent state with amplitude $F$, i.e., an eigenstate of $a$ with eigenvalue $F$ (which indeed can model a strong laser field). This would have the formal advantage of making our Hamiltonian completely independent of time.

Now in order to couple system $c$ to our quantum system $F$ we replace the parameter $F$ by the quantum operator

$$\hat{F} = \sum_{k=0,1,2} F_k |F_k\rangle\langle F_k|,$$

so that we replace

$$\hat{H}_c(F) \mapsto \hat{H}_c(\hat{F}).$$

Note we may apply this substitution trick to any Hamiltonian $\hat{H}_c(F)$ that models amplification. For the simple example [14] we have

$$\hat{H}_{F-c} = i\hat{F}(\exp(i\omega_F t)c - \exp(i\omega_F t)c^\dagger).$$

For $\hat{H}_c$ we assume the simple form

$$\hat{H}_c = \omega_c c^\dagger c,$$

appropriate for a bosonic mode $c$ (but we could also use a two-level atom). An interaction proportional to a projector $|F_2\rangle\langle F_2|$, implements the idea (mentioned above) that it is a physical property of the state $|F_2\rangle$ that triggers amplification. Now we note that the natural time dependence of the operators $|F_k\rangle\langle F_k|$ is slow. And so in order to have a slowly varying Hamiltonian $\hat{H}_{F-c}$ all we need is that the driving frequency $\omega_F$ be close to the frequency $\omega_c$, independent of the frequencies $\omega_k$ for the three states of system $F$ and independent of $\omega_a$, the frequency of the photon to be detected. And so amplification happens at the frequency $\omega_F$, not at $\omega_a$. It is important to be able to amplify at a different frequency so as to suppress thermal noise (which could lead to dark counts) by amplifying at a frequency $\omega_F$ such that (reinserting $\hbar h$) $\hbar \omega_F \gg kT$.

We may move to a frame rotating at frequency $\omega_F$ and replace our first guesses for Hamiltonians $\hat{H}_{F-c}$ and $\hat{H}_c$ by the final results

$$\hat{H}_{F-c} = i\hat{F}(c - c^\dagger),$$
$$\hat{H}_c = \Delta c^\dagger c,$$

with $\Delta = \omega_c - \omega_F$ the detuning from resonance.

Finally, for the fourth line of (7) we stay in the same rotating frame and write

$$H_{c-d} = i\sqrt{\Gamma}[e^{D^\dagger}(x = 0, t) - D(x = 0, t)c^\dagger],$$
$$H_d = \int_0^\infty d\omega (\omega - \omega_F) d\omega d(\omega)$$

\textbf{III. HEISENBERG EQUATIONS OF MOTION}

\textbf{A. Eliminating the continua}

For any operator $O$ that does not explicitly depend on time, we have the equation of motion

$$\frac{d}{dt}O = i[H, O]$$

with $H$ the total Hamiltonian [7]. We choose a time $t_0$ in the past at which we start the calculation (i.e., we solve the equations for $t > t_0$), and at which time the Heisenberg and Schrödinger picture operators are taken as equal. Those operators at that special time are our input operators and thus are also indicated by the subscript “in.”

We first formally solve the equations for the continuum operators $b(\omega)$, $g(\omega)$, and $d(\omega)$ and substitute those results into the equations of motion for arbitrary operators acting on the discrete quantum systems $a$, $F$ and/or $c$, thus eliminating the continua from the description. For example, starting at the end, with modes $d(\omega)$ and the field operator $D(x)$, we obtain [19]

$$D(x = 0, t) = d_{in}(t) + \sqrt{\Gamma}c(t)$$

with the “free field” given by

$$d_{in}(t) = \frac{1}{\sqrt{2\pi}} \int_0^\infty d\omega d_0(\omega) \exp(-i(\omega - \omega_F)(t-t_0)).$$

The operator $d_0(\omega) := d(\omega, t_0)$ is an initial value for $d(\omega, t)$ at time $t = t_0$.

For the field operator $G(x)$ we similarly obtain

$$G(x = 0, t) = g_{in}(t) + \sqrt{\sqrt{\gamma}} |F_1\rangle \langle F_2| (t)$$

with the free field

$$g_{in}(t) = \frac{1}{\sqrt{2\pi}} \int_0^\infty d\omega g_0(\omega) \exp(-i\omega(t - t_0)).$$

For the field $B(x)$ which couples both to $a$ and to $F$ we find that at $x = 0$ it contains two driving terms

$$B(x = 0, t) = b_{in}(t) + \sqrt{\kappa}a(t - \tau) + \sqrt{\gamma_1} |F_0\rangle \langle F_1| (t)$$

with the free field

$$b_{in}(t) = \frac{1}{\sqrt{2\pi}} \int_0^\infty d\omega b_0(\omega) \exp(-i\omega(t - t_0)).$$

At the location $x = -ct$ of the cavity we get just one driving term

$$B(x = -ct, t) = b_{in}(t) + \sqrt{\kappa}a(t).$$

We can now write down the equations of motion for the operators corresponding to the three discrete quantum
systems. For example, for the cavity mode annihilation operator \( a(t) \) we get
\[
\frac{d}{dt} a = -i\omega_a a - \sqrt{\kappa}[b_{in} + \frac{1}{2}\Delta a].
\]  
(29)

(The “extra” factor of 1/2 on the r.h.s. comes from the use of \( \int_0^t dt' \delta(t - t')a(t') = \frac{1}{2} a(t) \), where the delta function inside the integral comes from the approximation \( \int d\omega \exp(-i\omega(t - t')) = 2\pi \delta(t - t') \) [19]. Instances of the same factor of 1/2 appear in several equations below.)

We can solve Eq. (29) to obtain
\[
a(t) = a(t_0) \exp\left((-i\omega_a - \kappa/2)(t - t_0)\right) - \kappa \int_{t_0}^t dt' \exp\left((i\omega_a + \kappa/2)(t' - t)\right)b_{in}(t').
\]  
(30)

For the evolution of \( c \) we find
\[
\frac{d}{dt} c = -i\Delta c - \sqrt{\Gamma}d_{in} + \frac{1}{2}\sqrt{\Gamma}c - \tilde{F}.
\]  
(31)

The equation for system \( F \) and hence for \( \tilde{F} \) is more complicated and in general has to be solved numerically. We can formally solve [31]
\[
c(t) = c(t_0) \exp\left((-i\Delta - \Gamma/2)(t - t_0)\right) - \int_{t_0}^t dt' \exp\left((i\Delta + \Gamma/2)(t' - t)\right)\sqrt{\Gamma}d_{in}(t') + \tilde{F}(t').
\]  
(32)

and this is an explicit solution provided we can ignore the backaction of system \( c \) on system \( F \), i.e., when the operator \( \tilde{F}(t) \) does not depend on “downstream” system \( c \) operators, but only on “upstream” system \( a \) operators.

B. Steady-state solutions

Our Hamiltonian is such that the \( F \) system will reach a steady state, The reason is that the force driving system \( F \) is the single photon emitted by the cavity, and that photon will have disappeared after a few cavity life times \( \kappa^{-1} \). The \( F \) system then decays to either the \(|F_0\rangle\) state or to the \(|F_2\rangle\) state, and stays there. The operator \( \tilde{F} \) will eventually become constant, apart from fluctuating noise (Langevin) terms. Eq. (32) then shows that the operator \( c \) will reach a steady state, too (all transient effects decay away at a rate \( \Gamma \)), up to noise terms.

We now focus on terms in \( \tilde{F} \) proportional to \(|F_0\rangle\langle F_0|\) only. (These terms describe the response of molecule \( F \) when it starts from state \(|F_0\rangle\), where it is supposed to start. Other nonzero terms are discussed in Section III.C.) We also assume \( \delta = 0 \) for the moment (this is the optimum case, of course, for detecting the photon). Moreover, we set \( F_0 = F_1 = 0 \) and \( F_2 = \mu > 0 \), so that the molecule triggers amplification only in the state \(|F_2\rangle\).

In that case we simply have \( \tilde{F} = \mu|F_2\rangle\langle F_2| \), and we find its steady-state value to be
\[
\tilde{F}_{ss} = \mu P_{abs} a^\dagger a \otimes |F_0\rangle\langle F_0|,
\]  
(33)

where
\[
P_{abs} = \frac{4\gamma_1\gamma_2}{(\gamma_1 + \gamma_2)(\gamma_1 + \gamma_2 + \kappa)}
\]  
(34)

is the probability that the photon transfers the population from the initial state \(|F_0\rangle\) to \(|F_2\rangle\). This probability is maximized for \( \gamma^2 = \gamma_2^2 + \kappa \gamma_2 \), and for \( \kappa \ll \gamma_{1,2} \) this maximum approaches unity arbitrarily closely. This result confirms the “ideal detection” result of Ref. [7].

We can in fact generalize this result to arbitrary detuning \( \delta \). Apart from obtaining the answer by replacing \( \kappa \) by \( \kappa - 2i\delta \) and taking the real part,

\[
P_{abs} = \text{Re}\left[\frac{4\gamma_1\gamma_2}{(\gamma_1 + \gamma_2)(\gamma_1 + \gamma_2 + \kappa - 2i\delta)}\right]
\]  
(35)

we can write the result more insightfully in the form
\[
P_{abs} = \int d\omega |\phi(\omega)|^2 |T(\omega)|^2
\]  
(36)

where
\[
T(\omega) = \frac{\sqrt{\gamma_1\gamma_2}}{(\gamma_1 + \gamma_2)/2 - i(\omega - \omega_0)}
\]  
(37)

is the transmission coefficient describing the transmission of a single excitation through the \( \Lambda \) system (which for a single excitation is equivalent to a Fabry-Perot filter cavity) [11, 23] and where
\[
\phi(\omega) = \frac{1}{\sqrt{2\pi}} \frac{\sqrt{\kappa}}{\kappa/2 - i(\omega - \omega_0)}
\]  
(38)

is the (properly normalized) spectral shape of the photon produced by the cavity. This way of writing the probability can be generalized to other systems than a three-level molecule by substituting other transmission functions \( T(\omega) \) that describe the initial (absorption) stage of the photodetection process, as discussed in great detail in Ref. [11].

When the system reaches its steady state, the expression for \( c(t) \) becomes
\[
c_{ss}(t) = \tilde{d}(t) - \frac{\tilde{F}_{ss}}{\Gamma/2 + i\Delta},
\]  
(39)

where \( \tilde{d}(t) \) is a single-mode “noise” annihilation operator given by (for large \( t \), i.e., \( t - t_0 \gg 1/\Gamma \))
\[
\tilde{d}(t) = -\int_{t_0}^t dt' \exp(i\Delta + \Gamma/2)(t' - t)\sqrt{\Gamma}d_{in}(t')
\]  
(40)

One can verify that
\[
[c_{ss}(t), c_{ss}^\dagger(t)] = 1
\]  
(41)

thanks purely to the noise term.

What we observe in the end is a macroscopic amount of excitations in the continuum mode \( d(\omega) \), or, equivalently, the field \( D(x = 0) \). The excitations are collected over
some finite time interval of duration $T$ from $T_0$ to $T_0 + T$ [much later than $t_0$] with some low efficiency $\eta$. We could assume that our signal is determined by

$$S_D(T) = \eta \int_{T_0}^{T_0+T} dt \, \langle D(x = 0, t) D(x = 0, t) \rangle =: \eta N_D(T),$$

(42)

which corresponds to collecting a fixed fraction $\eta$ of all excitations in the field $D$. We could also assume we collect data continuously as a function of $T$, by continuously monitoring the field $D$. Leaving out the noise terms we can write

$$N_D(T) = \Gamma \int_{T_0}^{T_0+T} dt \int_{t_0}^{t} d\tau \int_{t_0}^{t} d\tau' \left\langle \hat{F}(\tau) \hat{F}(\tau') \right\rangle \times \exp \left( (-i\Delta + \Gamma/2)(\tau - t) + (i\Delta + \Gamma/2)(\tau' - t') \right).$$

(43)

Here the expectation value $\left\langle \hat{F}(\tau) \hat{F}(\tau') \right\rangle$ must be calculated using the Quantum Regression Formula (or Theorem) [24].

Alternatively we could assume we collect a fraction of excitations in a particular single discrete time-integrated mode

$$N'_D(T) = \eta \left\langle d_T^\dagger d_T \right\rangle$$

(44)

where, for example, when $\Delta = 0$, we choose

$$d_T = \frac{1}{\sqrt{T}} \int_{T_0}^{T_0+T} dt \, D(x = 0, t),$$

(45)

which similarly would contain $\hat{F}(\tau) \hat{F}(\tau')$. For either choice, the signal grows linearly with $T$ once $c$ reaches a steady state. We will focus on the former choice in the numerical calculations, i.e., we assume that $N_D(T)$ contains our macroscopic signal.

Consider now the noise in our amplification process. We can write our discrete mode operator $d_T$ (in the steady state) as

$$d_{T,\text{out}} = P_{\text{abs}} \sqrt{G} (a^\dagger a)_{\text{in}} \otimes (|F_00\rangle |F_0\rangle)_{\text{in}} + \tilde{e}_{\text{in}},$$

(46)

where we explicitly added back in the subscripts “out” and “in” to indicate the operators on the right-hand side are all input operators and the left-hand side is an output operator. (Recall that we did leave out here other terms to be discussed in Sec. 3.III.C given that the initial state of our molecule is $|F_0\rangle$.) The gain factor $G$ here—which is the gain one gets if the molecule ends up in the desired state $|F_2\rangle$—is linear in $T$

$$G = \frac{4\mu^2}{\Gamma} T,$$

(47)

and $\tilde{e}_{\text{in}}$ is a single-mode discrete annihilation noise operator fully determined by $d_{\text{in}}$:

$$\tilde{e}_{\text{in}} = \frac{1}{\sqrt{T}} \int_{T_0}^{T_0+T} dt \, (\sqrt{\Gamma} d(t) + d_{\text{in}}(t)),$$

(48)

since the operator $\tilde{d}$ is determined by $d_{\text{in}}$ according to Eq. (40).

Note that (i) the noise is not amplified, (ii) the first (gain) term is hermitian and, therefore, commutes with its hermitian conjugate, so that the presence of $\tilde{e}_{\text{in}}$ is sufficient to preserve the commutator. Of course, our operator $a^\dagger a$ is restricted here to the very narrow range of 0 or 1 excitations [so that we can use that $(a^\dagger a)^2 = a^\dagger a$ when we calculate either $N_D(T)$ or $d_T^\dagger d_T$]. The main point is, Eq. (46) is not of the Caves form for linear amplification, but is, rather, a nonlinear minimum-noise form that is akin to but different from the input-output noise found in Ref. [12].

C. Numerical integration

Without noise terms, we can find the gain term and the steady-state values numerically as well. If the Schrödinger-picture evolution equation for the density operator can be formally solved as $\rho(t) = \exp(\mathcal{L}(t - t_0)) \rho(t_0)$ with $\mathcal{L}$ the time-independent Liouvillean super-operator, then in the Heisenberg picture observable $O$ evolves as $O(t) = \exp(\mathcal{L}_t(t - t_0)) O(t_0)$.

For the Heisenberg operator $|F_2\rangle\langle F_2|$ we plot all nonzero terms (there are five for $\delta = 0$) as functions of time in Fig. 2. Here are the five types of terms with their interpretations (where we ignore operators acting on the Hilbert space for the “downstream” system $c$)

1. $K_1 = |1\rangle|1\rangle \otimes |F_0\rangle|F_0\rangle$: This term describes how an initial state with 1 cavity excitation and the molecule starting in $|F_0\rangle$ transfers the molecule to state $|F_2\rangle$ (blue curve).

2. $K_2 = |0\rangle|0\rangle \otimes |F_1\rangle|F_1\rangle$: This term describes how the molecule reaches state $|F_2\rangle$ even without a photon present provided it starts in the upper state $|F_1\rangle$. It decays to $|F_2\rangle$ with probability $1/2$, given that $\gamma_1 = \gamma_2$ here (green curve).

3. $K_3 = |1\rangle|1\rangle \otimes |F_1\rangle|F_1\rangle$: This term again corresponds to the molecule starting in the upper state $|F_1\rangle$, from which it decays to $|F_2\rangle$ with probability $1/2$.

Initially it behaves like the previous case. However, because of the presence of the photon, the molecule can also be transferred to the desired final state $|F_2\rangle$ by first decaying to $|F_0\rangle$ and then absorbing the photon (orange curve).

4. $K_4 = |1\rangle \otimes |F_2\rangle|F_0\rangle$: This term describes the trivial case where the molecule starts in $|F_2\rangle$ and just stays there, independent of the presence or absence of a photon (dashed purple curve).

5. $K_5 = a^\dagger \otimes |F_1\rangle\langle F_0\rangle|F_0\rangle + a^\dagger \otimes |F_0\rangle \langle F_1| F_1\rangle$: This term describes the influence of coherence: if we start with a coherent superposition of no photon and 1 photon, and the molecule is in a superposition of $|F_0\rangle$ and $|F_1\rangle$, then the contributions from $|0\rangle \otimes |F_1\rangle$ and
FIG. 2. The five types of nonzero terms in $|F_2⟩⟨F_2|/|t⟩$ as functions of time in units of $\gamma_1^{-1}$, where $\delta = 0$, $\gamma_2 = \gamma_1$ and $\kappa = \gamma_1/5$. The probability $P_{\text{abs}}$ of the photon to trigger amplification is $P_{\text{abs}} = 10/11$ in this case. For details, see main text.

FIG. 3. The term in $c(t)$ (in units of $\mu/\Gamma$) proportional to $|1⟩|1⟩ \otimes |F_2⟩⟨F_2| \otimes |0⟩⟨0|$ which describes how the expectation value of the amplitude of our final quantum system $c$ grows with time (in units of $\gamma_1^{-1}$), if the cavity starts with 1 excitation, the molecule starts in $|F_0⟩$ and the mode $c$ itself starts in the vacuum. Parameter values are $\mu = \Gamma = \gamma_2 = \gamma_1$, $\Delta = \delta = 0$, and $\kappa = \gamma_1/5$. The steady-state value of $c$ for these values is $c_{\text{ss}} = -20\mu/11\Gamma$.

Note that it is not just the first term of the five terms we just discussed that contributes to $N_D(T)$: the fifth term contributes as well and so do the noise terms; together they ensure that $N_D(T)$ scales linearly with $P_{\text{abs}}$ (as it should), rather than quadratically. (Numerically, we used the Quantum Regression Theorem to calculate $N_D(T)$.)

FIG. 4. The term in $N_D(T)$, given by Eq. (43), proportional to $|1⟩|1⟩ \otimes |F_0⟩⟨F_0| \otimes |0⟩⟨0|$ as a function of the integration time $T$ (in units of $\gamma_1^{-1}$). Parameter values are as in the previous Fig. This represents the macroscopic signal produced by detection of a single photon, i.e., the expectation value of the number of excitations in the field $D(x = 0)$. This expectation value increases linearly with $T$ once the system has reached a steady state, after a few $\kappa^{-1}$, with a slope given by $P_{\text{abs}}\mu^2/\Gamma$.

IV. CONCLUSIONS AND OUTLOOK

We used a fairly simple Hamiltonian model to describe quantum mechanically the photodetection process from beginning (generation and absorption of a single photon) to end (amplification). We solved the equations in the Heisenberg picture, because the end result compactly describes the essence of the whole process including the noise therein (see Eq. (46), where we consider the optimum case $P_{\text{abs}} = 1$):

$$d_{\text{out}} = \sqrt{G}(a^\dagger a)_{\text{in}} \otimes |F_0⟩⟨F_0| + e_{\text{in}}.$$  (50)
Here $d_{\text{out}}$ is the annihilation mode operator for a time-integrated mode that contains the macroscopic output signal (a large number of excitations) that we ultimately observe classically. We have to place the Heisenberg cut somewhere, and we place it as far along the whole photodetection process as we can, after amplification. Unlike for linear amplification [14] where the gain term would be $\sqrt{G_{\text{in}}}$, here the gain term indicates the amplification process is nonlinear [12]. The noise term (needed to preserve the commutator $[d, d^\dagger] = 1$) is just an input mode operator, rather than $\sqrt{G - T_0}$, which is the noise term accompanying phase-insensitive linear amplification. That is, the noise in our case is not amplified, and a vacuum input gives zero noise, unlike for linear amplification. The projector $|F_0\rangle\langle F_0|$ projects onto the initial state of a molecule that triggers the amplification process once it has changed its configuration by absorbing the photon. Confirming results of Refs. [27] the probability of absorption (and detection) can indeed be nearly 100%.

Several aspects of our minimal prototype Hamiltonian can be generalized and/or extended:

(i) In order to detect more than a single excitation we could include more levels in the $F$ molecule and more excitations either in the same cavity or in multiple cavities, all coupled to the same system $F$. For example, to be able to detect a second photon we could introduce two more $F$ levels, such that a transition from $|F_2\rangle$ to another upper level could occur (triggered by the second photon), which then could decay to a level $|F_1\rangle$ where the value of the parameter $F_1$ would be substantially larger than $F_2 = \mu$. This then would allow us to distinguish the signal produced by the second photon from that produced (triggered by) just a single photon.

(ii) In [27] a quantum phase transition was proposed and analyzed as a means of amplifying a weak signal (such as a single photon). Here we could use a dissipative phase transition [25–28] to achieve minimum-noise amplification. The Hamiltonian $H_0(F)$ we used is for either a driven atom or a driven cavity. A dissipative phase transition arises even for the simple system of an atom inside (and coupled to) a cavity, with either the atom or the cavity driven. The presence of a phase transition may make the amplification process more robust against deviations from the ideal Hamiltonian.

(iii) The single-photon wavepacket to be detected is fixed here by the resonance frequency and the decay rate of the cavity that generates the photon. We could make these two parameters arbitrary functions of time so that an arbitrary single-photon wavepacket can be created [20–29, 30]. That should allow us to formulate the POVM (projecting onto a specific temporal state of the photon) that describes our detector, as in Ref. [13].

(iv) We assumed a bosonic mode to contain the amplified signal. Alternatively we may use many spin-1/2 particles, as in the model discussed in Refs. [9, 11]. This extension would increase the scope of our description to include fermionic systems.

In conclusion, the main point here was to present a class of Hamiltonians that describe the photodetection process fully quantum-mechanically from beginning to end, including nonlinear, minimum-noise amplification [12] and near-perfect photoabsorption [7].
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