Abstract. This paper concerns the approximation of smooth, high-dimensional functions on bounded hypercubes from limited samples using polynomials. This task lies at the heart of many applications in computational science and engineering – notably, those arising from parametric modelling and computational uncertainty quantification. It is common to use Monte Carlo sampling in such applications, so as not to succumb to the curse of dimensionality. However, it is well known that such a strategy is theoretically suboptimal. Specifically, there are many polynomial spaces of dimension $n$ for which the sample complexity scales log-quadratically, i.e., like $c \cdot n^2 \log(n)$ as $n \to \infty$. This well-documented phenomenon has led to a concerted effort over the last decade to design improved, in fact, near-optimal strategies, whose sample complexities scale log-linearly, or even linearly in $n$.

Paradoxically, in this work we demonstrate that Monte Carlo is actually a perfectly good strategy in high dimensions, despite this apparent suboptimality. We first document this phenomenon empirically via several numerical examples. Next, we present a theoretical analysis that resolves this seeming contradiction in the case of holomorphic functions of infinitely-many variables. We show that there is a least-squares approximation based on $m$ Monte Carlo samples whose error decays algebraically fast in $m/\log(m)$, with a rate that is the same as that of the best $n$-term polynomial approximation. This result is non-constructive, since it assumes knowledge of a suitable polynomial subspace in which to perform the approximation. We next present a compressed sensing-based scheme that achieves the same rate, except for a larger polylogarithmic factor. This scheme is practical, and numerically it performs as well as or better than well-known adaptive least-squares schemes.

Overall, our findings in this paper demonstrate that Monte Carlo sampling is eminently suitable for smooth function approximation tasks when the dimension is sufficiently high. Hence the benefits of improved sampling strategies are generically limited to lower-dimensional settings.
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1. Introduction. Approximating a smooth function $f : \mathcal{U} \subseteq \mathbb{R}^d \to \mathbb{C}$ from (noisy) sample values

$$f(y_i) + e_i, \quad i = 1, \ldots, m,$$

where $y_1, \ldots, y_m \in \mathcal{U}$,

is a task of fundamental importance in computational science and engineering. This task is well understood in low dimensions. But many modern applications call for the approximation of functions depending on many (and potentially infinitely many) variables. Such high-dimensional approximation problems occur in many fields, for example in parametric modelling and computational Uncertainty Quantification (UQ).

It is unsurprising that methods based on polynomials are generally well-suited for approximating smooth high- and infinite-dimensional functions. As a result, in the last 15 years there has been a significant research focus on computing polynomial approximations via techniques such as Least Squares (LS) and, most recently, Com-
pressed Sensing (CS). The literature on this subject is large and growing. We refer to [1, 3–5, 28, 40, 43, 46, 51, 57, 69] for reviews.

1.1. Sampling and sample complexity. This paper is about the choice of sampling strategy for polynomial approximation in high (or infinitely many) dimensions. In any approximation method, the choice of sample points \( y_1, \ldots, y_m \) is of singular importance. Obtaining samples is often a key bottleneck in applications, since they may require time- and/or resource-consuming numerical simulations or physical experiments. Thus, it is vital to choose sample points in a judicious manner, so as to facilitate accurate and stable approximations from as few samples as possible.

High-dimensional problems require different sampling strategies to low-dimensional problems so as not to succumb to the curse of dimensionality. Taking inspiration from high-dimensional quadrature, it is common to use Monte Carlo (MC) sampling in polynomial approximation schemes, i.e., the points \( y_1, \ldots, y_m \) are drawn randomly and independently from some underlying probability measure. Such sampling strategies also occur naturally UQ settings, where the variables are stochastic.

However, MC sampling suffers from a critical limitation. The sample complexity – the number of samples \( m \) required for a stable and accurate approximation – usually scales poorly with the problem dimension \( d \) or approximation space dimension \( n \). For example, if \( \mathcal{U} = [-1, 1]^d \) (or any bounded hyperrectangle) and the underlying measure is the uniform measure, then there are polynomial subspaces of dimension \( n \) for which the sample complexity scales log-quadratically, i.e.,

\[
(1.2) \quad m = c \cdot n^2 \cdot \log(n).
\]

See, e.g., [5, §5.4.2] and [19, 23, 60, 65]. The situation is even worse if the domain is \( \mathcal{U} = \mathbb{R}^d \) and the measure is taken as the usual Gaussian measure [40, 60, 68, 76].

1.2. Improved and (near-) near-optimal sampling strategies. This well-known limitation of MC sampling has led to a concerted effort in the development of sampling strategies that offer either better theoretical sample complexity, better practical performance or (ideally) both. One finds many different approaches in the recent literature, including preconditioning [71], asymptotic sampling [44, 45], coherence-optimal sampling [44, 45], Christoffel sampling [50, 68], randomly subsampled quadratures [41, 75, 81], Weil points [82], low-discrepancy points [59, 64], Quasi Monte Carlo sampling [37], Latin hypercube sampling [43, 57], deterministically subsampled quadratures [73], Fekete points [16, 17, 38], boosting techniques [42], and methods based on optimal design of experiments [32, 36, 43, 74]. However, perhaps most notably, in the last several years a number of random sampling strategies have been introduced that are provably near-optimal [6, 8, 10, 27, 33, 62, 63]. Specifically, for any fixed (polynomial or nonpolynomial) approximation space of dimension \( n \), the corresponding sample complexity scales log-linearly, i.e.,

\[
(1.3) \quad m = c \cdot n \cdot \log(n).
\]

1.3. Is Monte Carlo a bad strategy?. Seemingly, the answer to this question is an emphatic yes. And indeed, almost all of the above strategies yield significant benefits over MC sampling in low dimensions, where the dimension \( d \) may be on the order of five or less. However, such benefits are consistently observed to lessen as the dimension increases (at least in the case of bounded domains). When \( d \) is on the order of 10 or more, the performance gap between MC sampling and any improved sampling strategy is often strikingly less. This is even the case for the near-optimal
Fig. 1. In low dimensions, MC sampling from the uniform measure on $U = [-1, 1]^d$ is a poor strategy. However, it becomes far better as the dimension increases. This figure plots the error (top row) and condition number of the least-squares matrix (bottom row) versus $m$ for (adaptive) least-squares polynomial approximation using MC samples (ALS-MC) and the near-optimal sampling strategy (ALS-Opt) mentioned in §1.2. The function considered is a quantity of interest of a parametric Differential Equation (DE) with lognormal diffusion coefficient (see §SM3.3). The scaling $m = \max\{n + 1, \lceil n \log(n) \rceil\}$ is used in both cases. For MC sampling, the least-squares problem is highly ill-conditioned when $d = 1$, since $m$ scales log-linearly with $n$ rather than log-quadratically, as in (1.2). This causes a dramatic loss of accuracy due to round-off error. However, as the dimension increases, this least-squares problem becomes much better conditioned, with both the condition number and the error closely tracking those of the near-optimal strategy.

Therefore, at least empirically, it seems that the answer to the titular question of this paper is rather more subtle than at first appears. Potentially: yes in low dimensions, but no in high dimensions?

1.4. Aims of this paper. This answer is hardly satisfactory, and it simply leads to another question: why? The main aim of this paper is to offer an answer to this question in the case of bounded hyperrectangles. We first document the phenomenon through a series of numerical experiments. Then, we provide a theoretical explanation for why it occurs. Our approach to the latter (discussed next) involves combining the theory of best $n$-term polynomial approximation with the theories of least squares and compressed sensing.

1.5. Nontechnical summary of main theoretical results. When developing any type of theoretical analysis for high-dimensional phenomena, one always encounters the perennial question: how high is ‘high-dimensional’? In this our theoretical analysis, we sidestep this issue by working in the infinite-dimensional setting.

1.5.1. Polynomial approximation theory in infinite dimensions. The subject of polynomial approximation theory for infinite-dimensional functions has developed over the last decade or so, motivated by applications in parametric Differential Equations (DEs) and UQ. See [13–15, 20, 25, 26, 48, 78] and, in particular, [24] and [5, Chpts. 3 & 4]. A key result in this area is the assertion of certain algebraic rates of convergence for best $n$-term polynomial approximations to certain classes of

sampling strategies, in spite of their theoretical optimality. A typical example of effect is shown in Fig. 1, with further examples presented in §4.
holomorphic, infinite-dimensional functions.

Consider the infinite hypercube \( U = [-1,1]^N \) equipped with the uniform measure \( \nu \) and let \( L^2(\nu) \) be the Lebesgue space of (complex-valued) square-integrable functions \([-1,1]^N \rightarrow \mathbb{C} \). (For the reader who is unfamiliar with concepts of infinite-dimensional measures and function spaces, we refer to §5). Any function \( f \in L^2(\nu) \) has an infinite expansion with respect to multivariate orthogonal polynomials, which in this case are tensor products of the univariate Legendre polynomials. The best \( n \)-term approximation to \( f \) is the polynomial formed simply by picking the largest \( n \) terms of this expansion in absolute value. In this paper, we denote this approximation as \( f_n \).

Now let \( 0 < p < 1 \), \( \varepsilon > 0 \) and \( b \in \ell^p(\mathbb{N}) \). Then it can be shown that there is a class \( H(b,\varepsilon) \subset L^2(\nu) \) of holomorphic functions within which the best \( n \)-term approximation converges algebraically with rate depending on \( 1/p \). Specifically,

\[
\|f - f_n\|_{L^2(\nu)} \leq C \cdot n^{\frac{1}{p} - \frac{1}{q}}, \quad \forall f \in H(b,\varepsilon), \ n \in \mathbb{N}_0,
\]

where \( C = C(b,\varepsilon,p) \). This rate is essentially sharp; see Theorem 5.5.

The class \( H(b,\varepsilon) \), also known as the class of (unit-norm) \((b,\varepsilon)\)-holomorphic functions, is both theoretically interesting, since it defines a class where algebraic rates are obtained, and practically relevant. Indeed, it was first introduced to describe the parametric regularity of the solutions of certain parametric DEs. It is now known that many different types of parametric DEs have parametric solution maps that belong to such classes (for suitable \( b,\varepsilon \) depending on the DE). See §SM3 for further discussion.

Note that \((b,\varepsilon)\)-holomorphic functions are anisotropic. As we see in §5, the \( j \)th component \( b_j \) of the sequence \( b \) effectively controls the degree of smoothness of functions in \( H(b,\varepsilon) \) with respect to the \( j \)th variable \( y_j \).

1.5.2. First contribution: near-optimal approximation in the case of known anisotropy. Our theoretical results concern constructing polynomial approximations to functions in \( H(b,\varepsilon) \) from MC samples, i.e., \( y_1,\ldots,y_m \sim_{\text{i.i.d.}} \vartheta \). In view of (1.3), it is tempting to believe that the best one could hope to achieve using MC samples is a LS approximation \( \hat{f} \) satisfying

\[
\|f - \hat{f}\|_{L^2(\nu)} \leq C \cdot \left( \frac{m}{\log(m)} \right)^{\frac{1}{2} - \frac{1}{p}}, \quad \forall m \geq 3,
\]

when \( b \in \ell^p(\mathbb{N}) \). In other words, the algebraic rate is halved, due to the log-quadratic sample complexity (1.2). However, this is not the case. In Theorem 6.1 we show that there is a LS approximation for which the error behaves like

\[
\|f - \hat{f}\|_{L^2(\nu)} \leq C \cdot \left( \frac{m}{\log(m)} \right)^{\frac{1}{2} - \frac{1}{p}}, \quad \forall m \geq 3.
\]

In other words, the approximation converges with the same rate as that of the best \( n \)-term approximation, up to constants and the log factor \( \log(m) \). Thus, MC sampling is not only a good sampling strategy in high (in fact, infinitely many) dimensions, it is near optimal for the class \( H(b,\varepsilon) \).

1.5.3. Second contribution: near-optimal approximation in the case of unknown anisotropy. A limitation of any LS scheme is that it requires knowledge of a space in which the function is well approximated. The above result is no different, since it involves a judicious choice of polynomial subspace of dimension \( \leq n \).
(depending on the parameters $b$ and $\varepsilon$) in which one simultaneously obtains the same algebraic rate of convergence (1.4) as the best $n$-term approximation, while also not suffering from poor sample complexity bound (1.3) for MC sampling. At the very least, constructing such a subspace requires a priori knowledge of the parameters $b$ and $\varepsilon$. Unfortunately, these are often unknown in practice.

Because of this limitation, LS is often used as part of an adaptive approximation scheme [28, 61, 62]. Here, rather than a single approximation, one computes a sequence of approximations $\hat{f}^{(1)}, \hat{f}^{(2)}, \ldots$ and (nested) polynomial subspaces $\mathcal{P}^{(1)} \subseteq \mathcal{P}^{(2)} \subseteq \cdots$, in which the approximation $\hat{f}^{(i)}$ is used to construct the next subspace $\mathcal{P}^{(i+1)}$, typically in a greedy manner. As we see later in this paper, so-called Adaptive Least-Squares (ALS) approximation is often quite effective in practice. However, there are currently no theoretical guarantees for it. In particular, it is unknown whether or not such an approximation achieves the algebraic rates of convergence (1.4) of the best $n$-term approximation (up to constants and log factors).

With this in mind, in the final part of this paper we demonstrate that this issue can be avoided by changing the approximation procedure. Specifically, using ideas from CS, we show it is possible to compute a polynomial approximation from $m$ MC samples for which the error behaves like

$$
\|f - \hat{f}\|_{L_2^2(U)} \leq C \cdot \left(\frac{m}{\log^4(m)}\right)^{\frac{1}{2} - \frac{1}{p}}, \quad \forall m \geq 3,
$$

subject to the slightly stricter requirement $b \in \ell_p^M(N)$, where $\ell_p^M(N)$ is the monotone $\ell_p$-space. See Theorem 7.2. Thus, for a slightly restricted class of functions, it is possible to achieve the same algebraic rates of convergence as the best $n$-approximation in terms of the number of samples $m$, up to a polylogarithmic factor.

As we demonstrate, this scheme is also practical. We present a series of numerical experiments comparing it to polynomial approximation via ALS. As these show, the CS procedure offers consistently as good as, or sometimes better, performance, while also having rigorous theoretical guarantees.

1.6. Why bother?. As noted, the development of improved sampling strategies for high-dimensional approximation has been an active area of interest over the last few years. The purpose of this work is to show that MC sampling is actually eminently suitable (in fact, near-optimal) for certain high-dimensional approximation tasks – in particular, those arising from parametric DE problems, which served as the original motivation for much of this line of research.

However, the reader may justifiably be wondering why we bother. Why use MC sampling when we know how to design sampling strategies that are near-optimal regardless of the dimension? For this, we offer several arguments.

First, it is both academically interesting and practically relevant to understand the limits of what one stands to gain by changing the sampling strategy. Our numerical experiments and theoretical insights indicate that these gains are limited to lower-dimensional problems, at least for smooth function approximation on bounded domains. Second, MC sample points have the distinct advantage of being trivial to generate in an offline precomputation step. Thus, in the parametric DE context, the major computational burden of evaluating the target function at the sample points can be trivially parallelized. On the other hand, when adaptive approximation schemes (e.g., the aforementioned ALS method) are combined with near-optimal sampling, the sampling strategy also becomes adaptive. Hence, the tasks of sampling the function (i.e., numerically solving a DE) and constructing the polynomial approximation
cannot be decoupled. In practice, this might require the design of ad hoc software interfaces or data transfer strategies. Third and finally, we note that generating sample points according to a near-optimal sampling scheme may be highly nontrivial in practice (see [6, 10, 27, 40, 63]). Conversely, MC samples are usually easy to generate. They are also found ubiquitously in UQ and machine learning applications; in particular, applications involving legacy data, where one is not afforded the luxury to adapt the samples to the target function and/or approximation scheme.

In summary, there are ample reasons why MC samples may be preferred in practice. Hence investigations into their theoretical and practical performance in high dimensions are particularly relevant.

1.7. Outline. The remainder of this paper proceeds as follows. In §2 we present an overview of polynomial approximation of multivariate functions and (weighted) LS. In §3 we present relevant theory for (weighted) LS, before discussing MC sampling and the near-optimal strategy mentioned in §1.2. In §4 we present numerical experiments demonstrating the main phenomenon considered in this work. We then turn our attention to its theoretical explanation. In §5 we introduce and review polynomial approximation theory for \((b, \varepsilon)\)-holomorphic functions. We present our first result in §6, i.e., the existence of a LS approximation achieving the bound (1.5). Finally, we consider CS schemes in §7, including both the error bound (1.6) and a numerical comparison between ALS and CS.

This paper also has supplementary materials. These contain the proofs of various results (§SM1), additional information on the experimental setup (§SM2), background on parametric DEs (§SM3) and further experiments (§SM4). MATLAB code reproducing all the experiments is available at https://github.com/benadcock/is-MC-bad.

2. Polynomials and least-squares polynomial approximation. In this section, we describe multivariate orthogonal polynomials and polynomial approximation via LS. In order to keep the technical level reasonable, we consider the finite-dimensional case only. The infinite-dimensional case is introduced in §5.

Throughout this work, we consider approximation in bounded hyperrectangles. See §8 for some discussion of the case of unbounded tensor-product domains.

2.1. Univariate notation. Let \(\varrho\) be a probability measure on \([-1, 1]\) and write \(L^2_{\varrho}([-1, 1])\) for the corresponding Lebesgue space of square-integrable functions \(f : [-1, 1] \to \mathbb{C}\). We assume that \(\varrho\) generates a unique sequence of orthonormal polynomials \(\{\psi_\nu\}_{\nu \in \mathbb{N}_0} \subset L^2_{\varrho}([-1, 1])\). In other words,

\[
\langle \psi_\nu, \psi_{\nu'} \rangle = \delta_{\nu, \nu'}, \quad \forall \nu, \nu' \in \mathbb{N}_0,
\text{ and span}\{\psi_0, \ldots, \psi_n\} = \mathbb{P}_n, \quad \forall n \in \mathbb{N}_0,
\]

where if \(\mathbb{P}_n\) is the space of polynomials of degree at most \(n\). Note that this is a mild assumption (see, e.g., [67, §2.1]). Two particular cases we focus on in this paper are the uniform and Chebyshev (arcsine) measures

\[
d\varrho(y) = \frac{1}{2} dy, \quad d\varrho(y) = \frac{1}{\pi \sqrt{1 - y^2}} dy,
\]

which generate the Legendre and (first kind) Chebyshev polynomials, respectively.

2.2. Multivariate polynomial approximation. Let \(d \in \mathbb{N}\) and consider the symmetric hypercube \(U = [-1, 1]^d\). We define a probability measure over \(U\) via tensor products. Abusing notation, we write \(\varrho = \varrho \times \cdots \times \varrho\) for this measure, where on the right-hand side \(\varrho\) denotes the probability measure on \([-1, 1]\).
Let \( L^2_\nu(U) \) be the Lebesgue space of square-integrable functions \( f : U \to \mathbb{C} \). We construct an orthonormal polynomial basis for this space via tensor products. Writing \( \nu = (\nu_1, \ldots, \nu_d) \in \mathbb{N}_0^d \) for an arbitrary multi-index, we define
\[
\Psi_\nu(y) = \psi_{\nu_1}(y_1) \cdots \psi_{\nu_d}(y_d), \quad y = (y_i)_{i=1}^d \in U.
\]
The set \( \{ \Psi_\nu \}_{\nu \in \mathbb{N}_0^d} \subseteq L^2_\nu(U) \) forms an orthonormal basis. Hence any function \( f \in L^2_\nu(U) \) has an expansion
\[
f = \sum_{\nu \in \mathbb{N}_0^d} c_\nu \Psi_\nu, \quad \text{where } c_\nu = \langle f, \Psi_\nu \rangle_{L^2_\nu(U)} = \int_U f(y) \overline{\Psi_\nu(y)} \, d\nu(y).
\]
We are interested in \( n \)-term approximations to such functions. An \( n \)-term approximation to \( f \) based on a multi-index set \( S \subseteq \mathbb{N}_0^d \), \( |S| = n \), has the form
\[
f_S = \sum_{\nu \in S} c_\nu \Psi_\nu.
\]
Due to Parseval’s identity, the error of such an approximation is determined by the size of the coefficients \( c_\nu \) not included in \( S \). Specifically,
\[
\|f - f_S\|_{L^2_\nu(U)}^2 = \sum_{\nu \notin S} |c_\nu|^2.
\]
This motivates the concept of best \( n \)-term approximation. A best \( n \)-term approximation \( f_n \) of \( f \) is obtained by minimizing the right-hand side over all possible sets:
\[
f_n = f_{S^*}, \quad \text{where } S^* \in \text{argmin}\{\|f - f_S\|_{L^2_\nu(U)} : S \subseteq \mathbb{N}_0^d, |S| = n\}.
\]
It follows straightforwardly from (2.2) that \( S^* \) consists of those multi-indices corresponding to the \( n \) largest coefficients \( c_\nu \) of \( f \) in absolute value; that is to say,
\[
S^* = \{\nu_1, \nu_2, \ldots, \nu_n\}, \text{where } \nu_1, \nu_2, \ldots \text{ are such that } |c_{\nu_1}| \geq |c_{\nu_2}| \geq \cdots.
\]

**2.3. Choosing a set \( S \) and lower sets.** The best \( n \)-term approximation is a theoretical benchmark. It is generally impossible to construct, since doing so would generically involve computing and sorting infinitely-many coefficients – something that clearly cannot be done from the finite sample data (1.1).

In practice, one option is to try to choose a ‘good’ set \( S \), i.e., one for which the error (2.2) is small. Standard choices are tensor-product and total degree index sets (in low dimensions) or hyperbolic cross index sets (in moderate dimensions). However, identifying a good index set is often problematic in high dimensions. High-dimensional functions are typically highly anisotropic, i.e., they depend more strongly on some variables than others. A standard choice of index set generally fails to capture this behaviour, thus leading to a poor approximation.

Another option is to construct a set \( S \) – or more precisely, a nested sequence of set \( S^{(1)} \subseteq S^{(2)} \subseteq \cdots \) adaptively. This is typically done in a greedy manner, with multi-indices being added according to some importance criterion. The aforementioned ALS method is a procedure of this type. We discuss it further in §4.1 and SM2.3.

Regardless of how the index set (or sets) is constructed, in practice it is generally useful to consider sets possessing certain structure. A lower set (also known as
monotone or downward closed – see, e.g., [5, §2.3.3]) is a set $S \subseteq \mathbb{N}_0^d$ for which

$$(\nu \in S \text{ and } \mu \leq \nu) \Rightarrow \mu \in S,$$

(here the inequality $\mu \leq \nu$ is understood componentwise). Tensor-product, total degree and hyperbolic cross index sets are all lower sets. Lower sets are also employed in adaptive strategies such as ALS, so as to make the greedy selection procedure tractable. Indeed, given a lower set $S^{(i)}$ there are only finitely many multi-indices $\nu \in \mathbb{N}_0^d \setminus S$ for which $S^{(i)} \cup \{\nu\}$ is also lower. See §SM2.3 in the case of ALS.

### 2.4. Weighted least-squares polynomial approximation.

Fix a set multi-indices $S \subset \mathbb{N}_0^d$, $|S| = n$, and consider $m \geq n$ noisy samples (1.1) of a function $f \in L^2(U)$ at sample points $y_1, \ldots, y_m \in U$. We wish to compute an approximation to $f$ from the polynomial space defined by $S$: namely, the subspace

$$P_S = \text{span}\{\Psi_\nu : \nu \in S\} \subset L^2(U).$$

Given a positive and almost everywhere finite weight function $w : U \to \mathbb{R}$, we define a weighted least-squares approximation to $f$ as

$$\hat{f} \in \text{argmin}_{p \in P_S} \sum_{i=1}^m w(y_i)|f(y_i)|^2.$$

This is readily computed by solving an algebraic LS problem for the coefficients of $\hat{f}$. Indeed, let $\nu_1, \ldots, \nu_n$ be an enumeration of the indices in $S$. Then

$$\hat{f} = \sum_{i=1}^n \hat{c}_i \Psi_{\nu_i}, \quad \text{ where } \hat{c}_i = (\hat{c}_i)^{n-1} \in \text{argmin}_{z \in \mathbb{C}^n} \|Az - f\|_2^2,$$

and the LS matrix $A \in \mathbb{C}^{m \times n}$ and vector $f \in \mathbb{C}^m$ are given by

$$A = \left(\sqrt{\frac{w(y_i)}{m}} \Psi_{\nu_j}(y_i)\right)_{i,j=1}^{m,n}, \quad f = \left(\sqrt{\frac{w(y_i)}{m}} (f(y_i) + e_i)\right)_{i=1}^m.$$

### 3. Theory of (weighted) least-squares approximation.

In this section, we present some elementary theory for weighted LS approximation. For the sake of generality, in the majority of this section we consider an arbitrary $n$-dimensional subspace $P \subset L^2(U)$ (i.e., not necessarily a polynomial subspace of the form $P = P_S$). We write $\{\Psi_i\}_{i=1}^n$ for an orthonormal basis for $P$. However, for convenience, we make the mild assumption that the constant function $p(y) = 1, \forall y \in U$, is an element of $P$. Note that when $P = P_S$, this is equivalent to the condition $0 \in S$, where $0 = (0, \ldots, 0)$ is the zero multi-index. This always holds when $S$ is a lower set.

#### 3.1. Accuracy and stability.

Given sample points $y_1, \ldots, y_m \in U$ and a weight function $w : U \to \mathbb{R}$, define the discrete semi-norm

$$\|f\|^2_{\text{disc},w} = \frac{1}{m} \sum_{i=1}^m w(y_i)|f(y_i)|^2, \quad \forall f \in L^2(U) \cap C(U),$$

(here $C(U)$ is the set of continuous functions on $U$) and the discrete stability constants

$$\alpha_w = \inf \left\{ \|p\|_{\text{disc},w} : p \in P, \|p\|_{L^2(U)} = 1 \right\},$$

$$\beta_w = \sup \left\{ \|p\|_{\text{disc},w} : p \in P, \|p\|_{L^2(U)} = 1 \right\},$$
Notice that $\alpha_w = \sigma_{\min}(A)$ and $\beta_w = \sigma_{\max}(A)$, where $A$ is the LS matrix (2.5).

Lemmas 3.1 (Accuracy and stability of weighted LS). Let $\mathcal{P} \subset L^2_0(U) \cap C(U)$ with $1 \in \mathcal{P}$, $f \in L^2_0(U) \cap C(U)$, $e \in \mathbb{C}^n$, $y_1, \ldots, y_m \in U$ and $w : U \to \mathbb{R}$ be such that $w(y_i) > 0$, $\forall i \in [m] := \{1, \ldots, m\}$. If $\alpha_w > 0$ then the problem

$$
(3.1) \min_{p \in \mathcal{P}} \sum_{i=1}^m w(y_i) |f(y_i) + e_i - p(y_i)|^2
$$

has a unique solution $\hat{f}$. This solution satisfies

$$
(3.2) \|f - \hat{f}\|_{L^2_w(U)} \leq \inf_{p \in \mathcal{P}} \left\{ \|f - p\|_{L^2_w(U)} + \frac{1}{\alpha_w} \|f - p\|_{\text{disc}, w} \right\} + \frac{\beta_w}{\alpha_w} \|e\|_\infty.
$$

Also, the condition number of the LS matrix satisfies $\text{cond}(A) = \beta_w/\alpha_w$.

This result is standard. We include a short proof in §SM1 for completeness. Note that the last statement is immediate, since $\text{cond}(A) = \sigma_{\max}(A)/\sigma_{\min}(A)$ by definition. The main takeaway from this lemma is that the accuracy and stability of the LS approximation are determined by the size of the constants $\alpha_w$ and $\beta_w$. In the next subsection, we discuss how to control these constants in the case of random sampling. In doing so, we also obtain an estimate for the sample complexity.

3.2. Sample complexity. We now consider the sample complexity of weighted LS approximation in the case of random sampling. Specifically, we now assume that $y_1, \ldots, y_m \sim_{\text{i.i.d.}} \mu$, where $\mu$ is some probability measure with support in $U$.

The analysis of this type of sampling strategy involves the (reciprocal) Christoffel function of the subspace $\mathcal{P}$:

$$
\mathcal{K}(\mathcal{P})(y) = \sup \left\{ |p(y)|^2 : p \in \mathcal{P}, \|p\|_{L^2_w(U)} = 1 \right\}, \quad \forall y \in U.
$$

Observe that $\mathcal{K}(\mathcal{P})(y) \geq 1$, $\forall y \in U$, since, by assumption, the function $1 \in \mathcal{P}$. It is also a short argument to show that $\mathcal{K}(\mathcal{P})$ has the equivalent expression

$$
(3.3) \mathcal{K}(\mathcal{P})(y) = \sum_{i=1}^n |\Psi_i(y)|^2, \quad \forall y \in U,
$$

where $\{\Psi_i\}_{i=1}^n$ is any orthonormal basis for $\mathcal{P}$. Given $\mathcal{K}$ and a weight function $w : U \to (0, \infty)$, we now also define

$$
(3.4) \kappa(\mathcal{P}; w) = \sup_{y \in U} w(y) \mathcal{K}(\mathcal{P})(y).
$$

The following result is well known. We include a short proof in §SM1 for completeness.

Theorem 3.2 (Sample complexity of weighted LS with random sampling). Let $\mathcal{P} \subset L^2_0(U) \cap C(U)$ with $\dim(\mathcal{P}) = n$ and $1 \in \mathcal{P}$, $0 < \epsilon < 1$ and $\mu$ be a probability measure on $U$ such that

$$
(3.5) \text{d}\mu(y) = (w(y))^{-1} \text{d}g(y)
$$

for some strictly positive and finite almost everywhere weight function $w : U \to \mathbb{R}$. Let $y_1, \ldots, y_m \sim_{\text{i.i.d.}} \mu$, where $m$ satisfies

$$
(3.6) m \geq 7 \cdot \kappa(\mathcal{P}; w) \cdot \log(2n/\epsilon).
$$
Then the following holds with probability at least $1 - \epsilon$. For any $f \in L^2_\varrho(U) \cap C(U)$, the solution $\hat{f}$ of the weighted LS problem (3.1) is unique and satisfies

\[(3.7) \quad \|f - \hat{f}\|_{L^2_\varrho(U)} \leq \inf_{p \in P} \left\{ \|f - p\|_{L^2_\varrho(U)} + 2\|f - p\|_{disc, w} \right\} + 2\|e\|_\infty.\]

Moreover, the condition number satisfies $\text{cond}(A) \leq 2$.

Note that the number 7 in (3.6) is somewhat arbitrary. As can be seen from the proof, one can replace it with a smaller constant at the expense of larger constants in the error and condition number bounds.

The most important aspect of this result is the sample complexity bound (3.6). Since $\mu$ is a probability measure, (3.5) implies that

\[(3.8) \quad \int_U (w(y))^{-1} \, d\varrho(y) = 1,\]

and orthonormality and the alternative expression (3.3) for $K(P)$ imply that

\[(3.9) \quad \int_U K(P)(y) \, d\varrho(y) = n\]

and

\[\kappa(P; w) = \int_U \kappa(P; w) \frac{1}{w(y)} \, d\varrho(y) \geq \int_U K(P)(y) \, d\varrho(y) = n.\]

Hence $\kappa(P; w) \geq n$ for any $P$ and $w$. As a result, the sample complexity bound (3.6) is always at least log-linear in $n$. In the next subsection, we show that it is generally superlinear in $n$. However, in §3.4 we show that it is always possible to choose the sampling measure $\mu$ so as to achieve the optimal value of the right-hand side of (3.6).

3.3. The case of Monte Carlo sampling. MC sampling corresponds to the choice $\mu = \varrho$, in which case (3.5) holds with $w = 1$. The approximation (3.1) is correspondingly an unweighted LS approximation.

In this case, the sample complexity estimate (3.6) takes the form

\[(3.10) \quad m \geq c \cdot \kappa(P) \cdot \log(n/\epsilon), \quad \text{where} \quad \kappa(P) = \kappa(P; 1) = \|K(P)\|_{L^\infty(U)}.\]

Recall that $\kappa(P) \geq n = \dim(P)$. Unfortunately, this constant can be arbitrarily large, even in cases of relevance such as Chebyshev and Legendre polynomial approximation. We now state two standard results (see, e.g., [5, Props. 5.13 & 5.17]):

**Proposition 3.3.** Let $d, n \in \mathbb{N}$ be the Chebyshev (arcsine) measure over $U = [-1, 1]^d$ and $\{\Psi_\nu\}_{\nu \in \mathbb{N}_0^d} \subset L^2_\varrho(U)$ be the orthonormal Chebyshev polynomial basis. Then

\[(3.11) \quad \max \{\kappa(P_S) : S \subset \mathbb{N}_0^d, |S| \leq n\} = 2^d n.\]

However, for lower sets, if $1 \leq n \leq 2^{d+1}$ then

\[(3.12) \quad n^{\log(3)/\log(2)}/3 \leq \max \{\kappa(P_S) : S \subset \mathbb{N}_0^d, |S| \leq n, \ S \text{ lower}\} \leq n^{\log(3)/\log(2)}.\]

Moreover, the upper bound holds for any $n \geq 1$. 

Proposition 3.4. Let \( d, n \in \mathbb{N} \), \( \varrho \) be the uniform measure over \( U = [-1,1]^d \) and \( \{ \Psi_n \} \subset L^2_\varrho(U) \) be the orthonormal Legendre polynomial basis. Then

\[
\max \{ \kappa(P_S) : S \subset \mathbb{N}^d_0, |S| \leq n, S \text{ lower} \} = n^2.
\]

However, \( \kappa(P_S) \) is unbounded for arbitrary sets \( S \subset \mathbb{N}^d_0 \) of size \( |S| \leq n \). That is, for every \( c > 0 \) there exists a set \( S \) of size \( |S| \leq n \) for which \( \kappa(P_S) \geq c \).

These two results suggest that MC sampling generally suffers from a poor sample complexity in the case of Chebyshev or Legendre polynomials. For non-lower sets the situation can be arbitrarily bad in the case of Legendre polynomial approximation, and in the case of Chebyshev polynomial approximation, highly susceptible to the curse of dimensionality. Even for lower sets, these results in combination with Theorem 3.2 suggest the superlinear sample complexity bound

\[
m \geq 7 \cdot n^\gamma \cdot \log(2n/\epsilon),
\]

where \( \gamma = \log(3)/\log(2) \) (Chebyshev) or \( \gamma = 2 \) (Legendre). It has been conjectured that the quadratic scaling in the Legendre case is sharp. See, e.g., [5, §5.4.2].

3.4. Near-optimal sampling. We now describe a random sampling scheme that obtains provably log-linear sample complexity. This was introduced in [27]; see also [44] for earlier work in this direction.

The idea is to choose the weight function \( w \), and therefore, via (3.5), the sampling measure \( \mu \), so as to minimize the constant \( \kappa(P; w) \) appearing in the sample complexity bound (3.6). It is immediate from (3.4) that \( \kappa(P; w) \) is minimized whenever the weight function \( w \propto K(P) \). Recall that \( w \) and \( K(P) \) satisfy (3.8) and (3.9), respectively. Hence, the choice of \( w \) that minimizes \( \kappa(P; w) \) is precisely

\[
w(y) = \left( \frac{1}{n} K(P)(y) \right)^{-1},
\]

and the corresponding sampling measure is

\[
d\mu(y) = \frac{1}{n} K(P)(y) d\varrho(y) = \frac{1}{n} \left( \sum_{i=1}^n |\Psi_i(y)|^2 \right) d\varrho(y).
\]

Since \( \kappa(P; w) = n \) in this case, the sample complexity bound (3.6) reads as

\[
m \geq 7 \cdot n \cdot \log(2n/\epsilon).
\]

In other words, it is optimal up to the constant 7 and the logarithmic factor \( \log(2n/\epsilon) \).

Notice that this property holds for any subspace \( P \), regardless of whether or not it is a polynomial space defined by a lower set. However, when applied to Chebyshev or Legendre polynomial approximation in lower sets, it reduces the sample complexity from the superlinear rates asserted in Propositions 3.3 and 3.4 to log-linear in \( n \).

Remark 3.5 (Optimal sampling). Recently, a series of works have strived to remove the logarithmic dependence in the sample complexity (3.16) by carefully modifying the sampling strategy and weight function. See [11, 34, 35, 53–55, 66, 70, 77]. These works use nontrivial constructions based on [12, 58]. We do not consider such approaches in this paper. As discussed in [34, §5], of the existing approaches, those
which are computationally feasible (i.e., implementable in polynomial time) are accompanied by error bounds that involve the $L^\infty$-norm error $\inf_{p \in \mathcal{P}} \| f - p \|_{L^\infty(U)}$, this being an upper bound for the term $\| f - p \|_{\text{disc, } u}$ in (3.7). If applied to the approximation of $(b, s)$-holomorphic functions, this would lead to suboptimal algebraic rates of the form $(m/n)^{1-\frac{1}{d}}$ (recall §1.5). Later, when we prove our main result, we use Bernstein’s inequality to estimate the term $\| f - p \|_{\text{disc, } u}$ in a more careful way to obtain near-optimal rates for MC sampling. See Theorem 6.1 and §SM1.

4. Is Monte Carlo sampling really that bad?. The previous discussion suggests that MC sampling is a poor strategy, especially in the case of Legendre polynomials, and that significant improvements may be realized with the near-optimal sampling scheme of §3.4. However, as we noted in §1.3 it has often been observed that MC sampling performs relatively well in high dimensions. The purpose of this section is to demonstrate this phenomenon via numerical experiments.

We note in passing that this phenomenon was briefly investigated in [27]. Here, phase transition plots were produced showing the empirical probability $\mathbb{P}(\text{cond}(A) \leq 3)$ for randomly generated sequences of lower sets. As observed therein, in low dimensions MC sampling is significantly worse than the near-optimal scheme, but in higher dimensions the difference in performance is greatly reduced.

4.1. Adaptive (weighted) least-squares approximation. Since the focus of this paper is on function approximation, in our experiments we compare MC and near-optimal sampling on several different smooth function approximation tasks.

As mentioned previously, we shall use an Adaptive LS (ALS) approximation scheme [61, 62]. The procedure is described in full detail in §SM2.3. However, in short, it proceeds as follows. Starting from an initial index set $S^{(1)} = \{0\}$, at step $l$ this scheme first computes a (weighted) LS approximation $\hat{f}^{(l)} \in \mathcal{P}_{S^{(l)}}$ using the index set $S^{(l)}$, and then uses the set $S^{(l)}$ and the approximation $\hat{f}^{(l)}$ to construct the next index set $S^{(l+1)} \supseteq S^{(l)}$ in a greedy manner. It does this by using $\hat{f}^{(l)}$ to estimate the coefficients with indices belong to the so-called reduced margin of $S^{(l)}$, and then chooses those coefficients which are largest in magnitude. The result of this procedure is a sequence of approximations $\hat{f}_1, \hat{f}_2, \ldots$ and nested multi-index sets $S^{(1)} \subseteq S^{(2)} \subseteq \cdots$ of sizes $1 = n_1 \leq n_2 \leq \cdots$, where $n^{(l)} = |S^{(l)}|$. We remark in passing that the generated multi-index sets are always lower sets, because new indices are added from the reduced margin at each step.

4.2. Experimental setup. We now describe the salient aspects of the experiments. See §§SM2 for further details. In these experiments, we choose the number of samples at step $l$ to be log-linear in $n^{(l)}$, i.e.,

\begin{equation}
 (4.1) \quad m = \max\{n^{(l)} + 1, \lceil n^{(l)} \cdot \log(n^{(l)}) \rceil\}
\end{equation}

(the use of the maximum simply ensures that $m > n^{(l)}$ for all $l$, so the LS problem is overdetermined). Thus, in view of Theorem 3.2 and the discussion in §3.4 we expect the near-optimal sampling scheme to be stable. However, since the sampling rate is log-linear in $n^{(l)}$, one expects that MC sampling will result in poor stability and accuracy as $n^{(l)} \to \infty$.

In this and other experiments, we consider the (relative) error of the LS approximation $\hat{f}^{(l)}$ and the condition number $\text{cond}(A^{(l)})$, where $A^{(l)}$ is the $l$th LS matrix. For the former, we compute the discrete $L^2_{w}$-norm error over a grid of 100,000 MC points. To ensure a valid comparison, we also use this grid to generate the sample points. See §§SM2.2 for further discussion on this point.
Since all experiments involve random sampling, we perform $T = 50$ trials. In these experiments, each trial corresponds to a sequence of approximations $f^{(1)}, f^{(2)}, \ldots$ and LS matrices $A^{(1)}, A^{(2)}, \ldots$. Thus, each figure shows the statistics relating to the computed quantities, these being the approximation error and condition number. As discussed in §SM2.1, we plot a main curve indicating the geometric mean over the trials, and a shaded region illustrating one (geometric) standard deviation.

4.3. Numerical experiments. In Fig. 2–4 we consider the approximation of the functions

$$f_1(y) = \exp\left(-\frac{y_1 + \cdots + y_d}{2d}\right), \quad \forall y \in [-1, 1]^d,$$

$$f_2(y) = \sum_{i=1}^{d} 0.3 + \sin(16/15y_i - 0.7) + \sin^2(16/15y_i - 0.7), \quad \forall y \in [-1, 1]^d,$$

$$f_3(y) = \left(1 + \frac{1}{2d} \sum_{i=1}^{d} q_i y_i\right)^{-1}, \quad \forall y \in [-1, 1]^d,$$

where $q_i = 10^{-3(i-1)/d}$, respectively. These functions are standard test functions. See, e.g., [5, App. A], [39] and [62], respectively. In all cases, there is a substantial difference between the two sampling strategies in $d = 1$ dimensions. MC sampling leads to a highly ill-conditioned LS problem, with condition number increasing exponentially fast in $m$. Concurrently, the approximation error, while initially decreasing rapidly, eventually begins to increase exponentially, due to the effect of round-off error when solving the ill-conditioned LS problem. This effect is well known (see, e.g., [60,65] or [5, §5.4.4]). The reason for it is the choice of log-linear scaling (4.1), this being asymptotically much smaller than the log-quadratic scaling which suffices for accuracy and stability with MC sampling.

On the other hand, the near-optimal sampling strategy is perfectly well conditioned. The error decreases rapidly to roughly machine epsilon, and remains at this level even as $m$ increases. The variances of both the approximation error and condition number are also much lower than in the case of MC sampling.

In summary, the situation in $d = 1$ dimensions is unambiguous: near-optimal sampling leads to a significant improvement over MC sampling. However, the picture begins to change as the dimension increases. For $d = 2$ and $d = 4$ dimensions, the latter still has a growing condition number. However, the rate of growth is much slower than in the one-dimensional case, and as a result, there is far less drift in the approximation error as $m \to \infty$. Moreover, when the dimension is increased further, such effect dramatically lessens. In $d = 16$ or $d = 32$ dimensions, the condition number of MC sampling is virtually the same as that of the near-optimal sampling strategy, as is the approximation error. In other words, while MC sampling (with log-linear scaling) is a poor strategy in low dimensions, in higher dimensions, it becomes perfectly acceptable, and very close to the near-optimal sampling strategy.

To gain some further insight, in Fig. 5 we plot the function $\kappa(PS)$ for the index sets $S^{(1)}, S^{(2)}, \ldots$ produced by the ALS scheme with MC sampling. In one dimension, this function behaves like $n^2$, where $n = n^{(i)}$ is the size of the index set. This is exactly as we expect. The adaptive procedure must produce a lower set, and in one dimension there is only lower set of size $n$: namely, $S = \{0, \ldots, n-1\}$. Hence, we must have $\kappa(PS) = n^2$ (see Proposition 3.4).

On the other hand, as the dimension increases, we see that $\kappa(PS)$ scales more
Fig. 2. ALS approximation of the function $f = f_1$ using Legendre polynomials and either near-optimal sampling (§3.4) or MC sampling (§3.3). This figure shows the relative $L^2(\mathcal{U})$-norm error (rows 1 and 3), computed over a grid of 100,000 MC points, and condition number $\kappa(A)$ (rows 2 and 4) versus the number of samples $m$, which is given by (4.1).

slowly with $n$. Although this scaling is still faster than the optimal scaling $\kappa(\mathcal{P}_S) = n$, it again highlights the fact that MC sampling becomes a progressively less bad a sampling strategy as the dimension increases.

4.4. Illustrative case studies. Recall that the index sets $S^{(1)}, S^{(2)}, \ldots$ generated by the adaptive LS approximation scheme are function-dependent. As these experiments make clear, the worst-case quadratic scaling of $\kappa(\mathcal{P}_S)$ identified in Proposition 3.4 is not realized for any of the three functions when $d \geq 2$. To examine this situation more concretely, it is informative to consider some specific cases.

4.4.1. Additively separable functions. First, consider a function of the form $f(y) = g(y_1) + \cdots + g(y_d)$, where $g : [-1, 1] \to \mathbb{C}$. Note that (4.3) is a function of this type. Write $g = \sum_{\nu=0}^{\infty} d_\nu \psi_\nu$ and suppose without loss of generality that the coefficients are in nonincreasing order, i.e., $|d_0| \geq |d_1| \geq \cdots$. Let $c = (c_\nu)_{\nu \in \mathbb{N}_d}$ be the
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coefficients of $f$. Then

$$c_{\nu e_j} = d_\nu, \; \forall \nu \in \mathbb{N}_0, j \in [d], \quad c_{\nu e_j} = 0, \; \text{otherwise.}$$

Here $e_j \in \mathbb{R}^d$ is the multi-index with 1 in its $j$th component and zero otherwise.

Now consider the best $n$-term approximation $f_n$ to $f$. Suppose that $n = dp$ for some $p \in \mathbb{N}$. Then it is clear that the set $S^*$ defined in (2.3) is precisely

$$S^* = \{ke_j : k = 0, \ldots, p-1, \; j = 1, \ldots, d\}.$$  

It is then a short argument based on (3.3) to show that

$$\kappa(P_{S^*}) = d \cdot \kappa(Q_p), \quad Q_p := \text{span}\{\psi_0, \ldots, \psi_{p-1}\} \subset L^2([\!\!\!\!\!-1, 1]) \!\!\!\!\!.$$  

In particular, it the case of Legendre polynomials, Proposition 3.4 implies that

$$\kappa(P_{S^*}) = d \cdot \kappa(P_{p-1}) = dp^2 = n^2/d.$$  

Hence, $\kappa(P_{S^*})$ is quadratic in $n$, but with a constant that scales like $1/d$. In higher dimensions, one therefore expects significantly less oversampling to be needed to ensure
stability. This is in broad agreement with the results in Figs. 3 and 5.

### 4.4.2. Low-dimensional functions.

On the other hand, there are functions for which this desirable behaviour may not occur. As an extreme example, consider a function of the form $f(y) = g(y_1)$, where we assume once more that $g = \sum_{\nu=0}^{\infty} d_{\nu} \psi_{\nu}$ with coefficients in nonincreasing order. Then the set $S^*$ of the best $n$-term approxi-
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\[ d = 1 \]
\[ d = 4 \]
\[ d = 32 \]

**Fig. 6.** The same as Fig. 2 but for the function of one variable \( f(y) = (10 - 9y_1)^{-1} \). For succinctness, we consider only the values \( d = 1, 4, 32 \).

... is precisely

\[
S^* = \{ke_1 : 0 \leq k < n\},
\]

for which one has \( \kappa(P_{S^*}) = n^2 \) in the case of Legendre polynomials for any \( d \). Thus, if MC sampling is used with this index set in combination with log-linear oversampling one expects instability and potential divergence of the LS approximation, regardless of the dimension. More generally, one expects a similar effect to occur for functions of the form \( f(y) = g(y_{i1}, \ldots, y_{ir}) + h(y) \), where \( i_1, \ldots, i_r \in [d] \), \( r \ll d \) and \( \|h\|_{L^2(U)} \ll \|f\|_{L^2(U)} \), i.e., functions that are, up to a small perturbation, low dimensional.

We consider an example of such a function in Fig. 6. Interestingly, the results deviate from our expectation: as the dimension increases, MC sampling becomes better conditioned, and the error approaches that of optimal sampling. The reason behind this seeming contradiction stems from the fact that the ALS scheme may not choose the index set of the best \( n \)-term approximation, i.e., (4.5), in \( d \geq 2 \) dimensions. Indeed, it uses estimates for the polynomial coefficients based on the current iterate to construct each new index set. By computing ‘suboptimal’ index sets, the LS approximation based on MC sampling actually performs relatively better in higher dimensions. However, it is notable that its performance in comparison to the near-optimal scheme is still worse than for the functions considered in Figs. 2–4.

5. Polynomial approximation theory in infinite dimensions. We now turn our attention to theoretical analysis of the phenomenon seen in the previous section. As mentioned in §1.5, we shall do this by considering polynomial approximation of infinite-dimensional holomorphic functions. In this section, we introduce the necessary preliminaries, before presenting our theoretical result in §6. For further information on the material presented in this section, see, e.g., [5, Chpt. 3] and [20, 24, 80].

5.1. Infinite-dimensional setup. We now consider scalar-valued functions of the form \( f : U \rightarrow \mathbb{C} \), where \( U = [-1, 1]^N \). As in §2.1, we let \( \rho \) be a probability measure on \([-1, 1]\). The Kolmogorov extension theorem guarantees the existence of a probability measure on \( U \) formed as the infinite tensor-product of this measure.
Abusing notation, we denote this measure as $\rho = \rho \times \rho \times \cdots$ and let $L^2_{\rho}(U)$ be the corresponding Lebesgue space of square-integrable functions.

We construct an orthonormal polynomial basis of $L^2_{\rho}(U)$ by tensor products. Let $\nu = (\nu_1, \nu_2, \ldots) \in \mathbb{N}^\mathbb{N}$ be an infinite multi-index and define the set
\begin{equation}
\mathcal{F} = \{ \nu \in \mathbb{N}^\mathbb{N} : \|\nu\|_0 < \infty \} \subset \mathbb{N}^\mathbb{N}.
\end{equation}
Here $\|\nu\|_0 = |\{ i : \nu_i \neq 0 \}|$ is the $\ell^0$-norm. Thus, $\mathcal{F}$ is the set of infinite multi-indices with at most finitely-many nonzero terms. For any $\nu = (\nu_i)_{i=1}^\infty \in \mathcal{F}$, we define the corresponding tensor-product orthonormal polynomial $\Psi_{\nu}$ as
\begin{equation}
\Psi_{\nu}(y) = \prod_{i \in \text{supp}(\nu)} \psi_{\nu_i}(y_i), \quad y = (y_i)_{i=1}^\infty \in U,
\end{equation}
where $\text{supp}(\nu) = \{ i : \nu_i \neq 0 \}$ is the support of $\nu$. The set of such functions
\[\{ \Psi_{\nu} : \nu \in \mathcal{F} \} \subset L^2_{\rho}(U)\]
forms an orthonormal basis for $L^2_{\rho}(U)$. Hence, much as in the finite-dimensional case (see §2.2), any function $f \in L^2_{\rho}(U)$ has an expansion
\begin{equation}
f = \sum_{\nu \in \mathcal{F}} c_{\nu} \Psi_{\nu}, \quad \text{where} \quad c_{\nu} = \langle f, \Psi_{\nu} \rangle_{L^2_{\rho}(U)} = \int_U f(y) \overline{\Psi_{\nu}(y)} \, d\rho(y).
\end{equation}
The only difference is the use of the set $\mathcal{F}$ in (5.2) versus the set $\mathbb{N}^d$ in (2.1).

### 5.2. Smoothness and the class of $(b, \varepsilon)$-holomorphic functions

We now introduce the class of holomorphic functions considered. In the univariate setting, it is well-known that the convergence rate of a polynomial approximation to $f$ is dictated by the largest Bernstein ellipse within which $f$ is holomorphic. Recall that the Bernstein ellipse of parameter $\rho > 1$ is defined by
\[\mathcal{E}_\rho = \{(z + z^{-1})/2 : z \in \mathbb{C}, \ 1 \leq |z| \leq \rho \} \subset \mathbb{C}.
\]
For convenience, we set $\mathcal{E}_1 = [-1, 1]$. In the infinite-dimensional setting, we consider Cartesian products of Bernstein ellipses. Given a parameter $\rho = (\rho_1, \rho_2, \ldots) \in [1, \infty)^\mathbb{N}$ we define the Bernstein polyellipse of parameter $\rho$ as
\[\mathcal{E}_\rho = \mathcal{E}_{\rho_1} \times \mathcal{E}_{\rho_2} \times \cdots \subset \mathbb{C}^\mathbb{N}.
\]

**Definition 5.1 ((b, $\varepsilon$)-holomorphy).** Let $b \in [0, \infty)^\mathbb{N}$ and $\varepsilon > 0$. A function $f : U \to \mathbb{C}$ is $(b, \varepsilon)$-holomorphic if it is holomorphic in every Bernstein polyellipse $\mathcal{E}_\rho$ with parameter $\rho = (\rho_i)_{i=1}^\infty \in [1, \infty)^\mathbb{N}$ satisfying
\begin{equation}
\sum_{i=1}^\infty \left( \frac{\rho_i + \rho_i^{-1}}{2} - 1 \right) b_i \leq \varepsilon.
\end{equation}
For convenience, given $b$ and $\varepsilon$, we denote the corresponding region as
\[\mathcal{R}_{b, \varepsilon} = \bigcup \{ \mathcal{E}_\rho : \rho \in [1, \infty)^\mathbb{N}, \ \rho \text{ satisfies } (5.3) \} \subset \mathbb{C}^\mathbb{N}.
\]
We also write
\[\mathcal{H}(b, \varepsilon) = \left\{ f : U \to \mathbb{C} \ (b, \varepsilon)\text{-holomorphic, } \|f\|_{L^\infty(\mathcal{R}_{b, \varepsilon})} \leq 1 \right\}.
\]
for the set of functions that are holomorphic in $\mathcal{R}_{b, \varepsilon}$ with uniform norm at most one.

Note that the sequence $b$ determines the type of anisotropic behaviour of functions in $\mathcal{H}(b, \varepsilon)$. Indeed, if $b_j$ is large, then (5.3) holds only for small values of $\rho_j$, meaning that $f$ is less smooth with respect to the variable $y_j$. Conversely, if $b_j = 0$, then $f$ is entire in the variable $y_j$.

The additional parameter $\varepsilon$ in Definition 5.1 is technically redundant. However, it is customary to include it because of the parametric DE context. Parametric DEs were the original motivations for the study of this class of functions. As we discuss in a little more detail in §SM3, the parametric solution maps of many different classes of parametric DEs are $(b, \varepsilon)$-holomorphic functions.

Remark 5.2 (Finite-dimensional functions). Definition 5.1 is somewhat complicated, in that it requires the function to have a holomorphic extension to a union of Bernstein polyellipses. This is needed in infinite dimensions to obtain algebraic rates of convergence of the best $n$-term approximation. In finite dimensions, it is enough for the function to be holomorphic in a single Bernstein polyellipse. However, any such function can be considered within this definition. Indeed, let $f : [-1, 1]^d \to \mathbb{C}$ be a function of finitely-many variables that is holomorphic in the finite-dimensional Bernstein polyellipse $E_{\rho_1} \times \cdots \times E_{\rho_d} \subset \mathbb{C}^d$. Now let

$$b_i = \varepsilon \left( (\bar{\rho}_i + \bar{\rho}_i^{-1})/2 - 1 \right)^{-1}, \quad i \in [d], \quad b_i = 0, \quad i \in \mathbb{N}\setminus[d].$$

Then the extension of $f$ to a function of infinitely-many variables is $(b, \varepsilon)$-holomorphic. Hence, the various results that follow also apply to finite-dimensional functions.

5.3. Best $n$-term polynomial approximation in $\mathcal{H}(b, \varepsilon)$. Let $f \in L^2_0(\mathcal{U})$.

As in §2.2, we consider $n$-term approximations to $f$, i.e., those taking the form

$$f \approx f_S := \sum_{\nu \in S} c_{\nu} \Psi_{\nu},$$

where, in this case, $S \subset \mathcal{F}$, $|S| = n$. Also as before, we write

$$f_n = f_{S^*}, \quad \text{where } S^* \in \text{argmin}\{\|f - f_S\|_{L^2_0(\mathcal{U})} : S \subset \mathbb{N}_0^d, |S| = n\}$$

for the best $n$-term approximation to $f$. The following result is well-known (see, e.g., [5, Thm. 3.28] or [24, §3.2]). It demonstrates that the best $n$-term approximation of any function in $\mathcal{H}(b, \varepsilon)$ converges with algebraic rate.

Theorem 5.3 (Algebraic convergence of the best $n$-term approximation). Let $\varepsilon > 0$ and $b \in [0, \infty)^d$ be such that $b \in \ell^p(\mathbb{N})$ for some $0 < p < 1$. Then

$$\|f - f_n\|_{L^2_0(\mathcal{U})} \leq C \cdot n^{\frac{1}{2} - \frac{1}{p}}, \quad \forall f \in \mathcal{H}(b, \varepsilon), \quad n \in \mathbb{N}.$$

Here the constant $C = C(b, \varepsilon, p)$ depends on $b$, $\varepsilon$ and $p$ only.

Remark 5.4 (Differences between finite and infinite dimensions). The appearance of algebraic rates is one way in which the infinite-dimensional setting differs from the $d$-dimensional setting – or, more precisely, the setting where $d$ is fixed and $n \to \infty$. In the latter setting, the best $n$-term polynomial approximation of any function that is holomorphic in a Bernstein polyellipse $E_{\rho_1} \times \cdots \times E_{\rho_d}$ converges exponentially fast in $n^{\frac{1}{2}}$, with the precise rate depending on the parameters $\rho_1, \ldots, \rho_d$ [5, §3.5–3.6].
Theorem 5.3 is standard. We review the main steps in its proof in §SM1. In the
next result, we show that the rate $n^{\frac{1}{2} - \frac{1}{p}}$ is sharp. To the best of our knowledge, this
result is new. This result involves the so-called weak-$\ell^p$ space. Let $c = (c_i)_{i=1}^\infty$ be a
sequence and write $c^* = (c_i^*)_{i=1}^\infty$ for a nonincreasing rearrangement of the absolute
value sequence $(|c_i|)_{i=1}^\infty$. Then, for $p > 0$ the weak $\ell^p$-quasinorm is defined as
\[
\|c\|_{p,\infty} = \sup_{i=1,\ldots,\infty} i^{1/p} c_i^*.
\]
The weak $\ell^p$-space $w\ell^p(N)$ consists of all sequences for which $\|c\|_{p,\infty} < \infty$ [31]. Note
that $\|c\|_{p,\infty} \leq \|c\|_p$ for any sequence $c \in \ell^p(N)$. Moreover, e.g., $(i^{-1/p})_{i=1}^\infty$ belongs to
$w\ell^p(N)$, but not to $\ell^p(N)$. Hence, $\ell^p(N) \subset w\ell^p(N)$.

**Theorem 5.5** (Sharpness of the rate $n^{\frac{1}{2} - \frac{1}{p}}$). Let $b \in [0, \infty)^N$ and $\varepsilon > 0$. Suppose
that $b \in \ell^p(N)$ for some $0 < p \leq 1$ but $b \notin w\ell^p(N)$ for some $0 < r < p$. Then there
are infinitely many non-linearly dependent functions $f \in \mathcal{H}(b, \varepsilon)$ such that
\[
\limsup_{n \to \infty} \frac{\|f - f_n\|_{L_2^\infty(\mathcal{U})}}{n^{\frac{3}{2} - \frac{1}{p}}} = +\infty.
\]

6. Near-best least-squares polynomial approximation in infinite dimensions with Monte Carlo sampling. We now present our first main theoretical
result. This shows that, in infinite dimensions, MC sampling is near-best, in the sense
that there is a LS procedure that achieves the same algebraic rates as the best $n$-term
approximation, up to a log factor.

**Theorem 6.1** (MC sampling is near-best for known $b$ and $\varepsilon$). Let $0 < \epsilon < 1$, $\varrho$
be either the uniform or Chebyshev measure on $\mathcal{U} = [-1, 1]^N$, $0 < p < 1$, $b \in [0, \infty)^N$
with $b \in \ell^p(N)$, $\varrho > 0$, $m \geq 3$ and $y_1, \ldots, y_m \sim_{\text{i.i.d.}} \varrho$. Then there exists a set $S \subset \mathcal{F}$
depending on $b$ and $\varepsilon$ only) of cardinality
\[
|S| \leq \lceil m/\log(m/\varepsilon) \rceil
\]
such that the following holds with probability at least $1 - \epsilon$ for each fixed $f \in \mathcal{H}(b, \varepsilon)$.
For any $e \in \mathbb{C}^m$, the LS approximation
\[
\hat{f} = \arg\min_{p \in P_S} \sum_{i=1}^m |f(y_i) + e_i - p(y_i)|^2
\]
is unique and satisfies
\[
\|f - \hat{f}\|_{L_2^\infty(\mathcal{U})} \leq C \cdot \left( \frac{m}{\log(m/\varepsilon)} \right)^{\frac{1}{2} - \frac{1}{p}} + 2 \cdot \|e\|_\infty,
\]
where $C = C(b, \varepsilon, p)$ depends on $b$, $\varepsilon$ and $p$ only. Moreover, the condition number of
the LS matrix $A$ satisfies $\text{cond}(A) \leq 2$.

We give the proof of this result in §SM1. Its main ingredient is showing the existence of a set $S$ of size $|S| \leq k := \frac{m}{\log(m/\varepsilon)}$ for which the following holds:

(i) the error $\|f - f_S\|_{L_2^\infty(\mathcal{U})}$ is $\mathcal{O}(k^{\frac{1}{2} - \frac{1}{p}})$,
(ii) the constant $\kappa(P_S)$ in (3.10) is at most $\mathcal{O}(k)$.
Having done this, the result follows from Theorem 3.2 with $p = f_S$ in (3.7), albeit
after taking some additional care to bound discrete norm $\|f - p\|_{\text{disc},1}$. 
Remark 6.2. In §4.4.2 we considered a function of one variable \( f(y) = g(y_1) \), wherein \( \kappa(P_{S^*}) = n^2 \), where \( S^*, |S^*| = n \), is the index set corresponding to the best \( n \)-term approximation. See (4.5). Such pathological examples do not contradict Theorem 6.1, even though stable polynomial approximation in \( P_S \) necessitates a quadratic scaling of \( m \) with \( n \) in such cases. The reason is that the best \( n \)-term approximation error decays exponentially fast in \( n \) for such functions, and therefore root exponentially fast in \( m \). But this is still faster than the algebraic convergence rate asserted in Theorem 6.1. A similar argument applies for functions of \( d \)-variables, since in such cases, the best \( n \)-approximation error decays exponentially-fast in \( n^{1/d} \). In general, it is the presence of large multi-indices in \( f(y_{1}) \) that cause \( \kappa(P_{S^*}) \) to scale quadratically in \( n = |S| \). Theorem 6.1 essentially says that algebraic rates of convergence can be obtained without using multi-indices that are too large.

6.1. Weighted \( k \)-term approximation. As a way to motivate the approach considered in the next section, we now elaborate on this construction. This is based on weighted \( (k, \mathbf{u}) \)-term approximation [72]. First, we define the sequence of weights

\[
\mathbf{u} = (u_\nu)_{\nu \in \mathcal{F}}, \quad \text{where } u_\nu = \| \Psi_\nu \|_{L^\infty(\mathcal{U})}^2; \quad \forall \nu \in \mathcal{F}.
\]

Observe that \( u_\nu \geq \| \Psi_\nu \|_{L^2(\mathcal{U})}^2 = 1 \) since \( g \) is a probability measure and the \( \Psi_\nu \) are orthonormal. Next, we define the weighted cardinality of a set \( S \subset \mathcal{F} \) as \( |S|_\mathbf{u} = \sum_{\nu \in S} u_\nu^2 \). Then, for \( k \geq 0 \) (note that \( k \) need not be an integer in this case) we define the weighted best \( (k, \mathbf{u}) \)-term approximation to \( f \) as

\[
f_{k, \mathbf{u}} = f_{S^*}, \quad \text{where } S^* \in \arg\min\{\| f - s_k \|_{L^2(\mathcal{U})} : S \subset \mathcal{F}, \ |S|_\mathbf{u} \leq k\}.
\]

In the proof of Theorem 6.1, we exploit the key fact that

\[
\| f - f_{k, \mathbf{u}} \|_{L^2(\mathcal{U})} \leq C \cdot k^{\frac{1}{2} - \frac{1}{p}}, \quad \forall f \in \mathcal{H}(\mathbf{b}, \mathbf{\varepsilon}).
\]

Thus, the set \( S^* = S \) is provides a suitable choice in terms of (i). However, it transpires that it is also suitable in the terms of (ii). Indeed, consider any set \( S \subset \mathcal{F} \) with weighted cardinality \( |S|_\mathbf{u} \leq k \). Then (3.10) states that the sample complexity of LS in the subspace \( P_S \) with MC sampling is determined by the constant

\[
\kappa(P_S) = \| K(P_S) \|_{L^\infty(\mathcal{U})} = \sup_{y \in \mathcal{U}} \sum_{\nu \in S} |\Psi_\nu(y)|^2.
\]

However, Chebyshev and Legendre polynomials attain the maximum absolute value at the point \( y = \mathbf{1} \). Hence

\[
\kappa(P_S) = \sum_{\nu \in S} |\Psi_\nu(1)|^2 = \sum_{\nu \in S} \| \Psi_\nu \|_{L^\infty(\mathcal{U})} = |S|_\mathbf{u} \leq k.
\]

This, in short, is the essence of the proof. Sets of fixed weighted cardinality a ‘good’ candidates for MC sampling due to (6.3), but also good for approximating functions in \( \mathcal{H}(\mathbf{b}, \mathbf{\varepsilon}) \) due to (6.2).

7. Near-best polynomial approximation in infinite dimensions via compressed sensing. Theorem 6.1 asserts the existence of a set \( S \) for which the corresponding LS approximation from MC samples converges with the desired algebraic rate. It says nothing about how to construct such a set in practice. At the very least, this set depends on the anisotropy parameters \( \mathbf{b} \) and \( \mathbf{\varepsilon} \), which are generally unknown.
In this final section, we show how it is possible to compute polynomial approximations which attain the same rates of convergence without any knowledge of these parameters, subject to a slightly stronger assumption on \(b\). Furthermore, we also demonstrate that these lead to practical methods, with performance comparable or sometimes better than the ALS approximation studied previously.

### 7.1. Polynomial approximation via compressed sensing

Polynomial approximation via Compressed Sensing (CS) is now well established. See, e.g., [3–5, 46, 51, 56, 57, 69]. In this section we primarily follow the approach of [5, Chpt. 7] and [3].

In \S 6.1, we observed that any function in \(H(b, \varepsilon)\) can be approximated with algebraically-decay error using its weighted best \((k, u)\)-term approximation. However, the set \(S^*\) that yields this approximation is unknown. The idea now is to use CS techniques to promote such approximate weighted sparsity by using a weighted \(\ell^1\)-norm penalty term based on the weights (6.1).

Before doing this, however, we first need to truncate the infinite expansion (2.1). Let \(\Lambda \subset \mathcal{F}\) be a finite multi-index set and write \(f(\nu) = \sum_{\nu \in \Lambda} c_{\nu} \Psi_{\nu}\) for the truncated expansion of \(f\). Then, given samples points \(y_1, \ldots, y_m\), we have

\[
f(y_i) + e_i = f(\Lambda)(y_i) + (f - f(\Lambda))(y_i) + e_i = \sum_{\nu \in \Lambda} c_{\nu} \Psi_{\nu}(y_i) + (f - f(\Lambda))(y_i) + e_i.
\]

Now let \(\nu_1, \ldots, \nu_N\) be an enumeration of \(\Lambda\) and \(c_\Lambda = (c_{\nu})_{\nu \in \Lambda}\). Then we have

\[
(7.1)\quad f = \left( \frac{1}{\sqrt{m}} (f(y_i) + e_i) \right)_{i=1}^m = A c_\Lambda + n,
\]

where

\[
(7.2)\quad A = \left( \frac{1}{\sqrt{m}} \Psi_{\nu}(y_i) \right)_{i,j=1}^{m,N} \in \mathbb{C}^{m \times N}, \quad n = \left( \frac{1}{\sqrt{m}} ((f - f(\Lambda))(y_i) + e_i) \right)_{i=1}^m \in \mathbb{C}^m.
\]

The idea now is to search for (approximate) solutions of the noisy linear system (7.1) that have small \(\ell^1_u\)-norm. For reasons discussed in [2], we do this via the following weighted square-root LASSO program:

\[
\hat{f} = \sum_{\nu \in \Lambda} \hat{c}_{\nu} \Psi_{\nu}, \quad \text{where } \hat{c} = (\hat{c}_{\nu})_{\nu \in \Lambda} = \arg\min_{z \in \mathbb{C}^N} \|z\|_{1,u} + \|Az - f\|_2.
\]

Here \(\|z\|_{1,u} = \sum_{\nu \in \Lambda} u_{\nu}|z_{\nu}|\) is the \(\ell^1_u\)-norm and \(\lambda > 0\) is a parameter.

### 7.2. Truncation error and anchored sets

It remains to choose the set \(\Lambda\). This set must be sufficiently large so that the truncation error \(f - f(\Lambda)\) is no larger than the approximation error (6.2). However, \(\Lambda\) must also be a finite set. To ensure this property, we now introduce the concept of anchored sets. A multi-index set \(S \subset \mathcal{F}\) is anchored if it is lower and if, for every \(j \in \mathbb{N}\),

\[
e_j \in S \Rightarrow \{e_1, \ldots, e_j\} \subseteq S.
\]

Here \(e_j\) denotes the sequence with one in its \(j\)th entry and zero elsewhere. We now need the following result (see, e.g., [5, Thm. 3.33] or [24, §3.8]), which states that near-best \(n\)-term can be attained in anchored sets, for certain \(b\).
Theorem 7.1 (Algebraic convergence in anchored sets). Let \( \varepsilon > 0 \) and \( b \in [0, \infty)^N \) be monotonically nonincreasing and such that \( b \in l^p(\mathbb{N}) \) for some \( 0 < p < 1 \). Then, for every \( n \in \mathbb{N} \), there exists an anchored set \( S \subset F, |S| = n \), such that

\[
\|f - f_S\|_{L^2(U)} \leq C \cdot n^{\frac{1}{2} - \frac{1}{p}}, \quad \forall f \in \mathcal{H}(b, \varepsilon), \ n \in \mathbb{N}.
\]

Here the constant \( C = C(b, \varepsilon, p) \) depends on \( b, \varepsilon \) and \( p \) only.

With this in hand, we may now choose \( \Lambda \) to so that it contains all anchored sets of a given size \( n \). This turns out to be a finite set (see, e.g., [5, Prop. 2.18]):

\[
\bigcup \{ S \subset F : |S| \leq n, S \text{ anchored} \} \subset \Lambda_{n, HCI}^n,
\]

where

\[
\Lambda_{n, HCI} = \left\{ \nu = (\nu_k)_{k=1}^{\infty} \in F : \prod_{k=1}^{n-1} (\nu_k + 1) \leq n, \ \nu_k = 0, \ \forall k \geq n \right\},
\]

is isomorphic to the \((n - 1)\)-dimensional hyperbolic cross index set of order \( n - 1 \).

7.3. Near-best polynomial approximation for unknown \( b \) and \( \varepsilon \). We now present the main result of this section. For this, we need one additional concept. Let \( b = (b_i)_{i \in \mathbb{N}} \) be a sequence. We define its minimal monotone majorant as the sequence

\[
\tilde{b} = (\tilde{b}_i)_{i \in \mathbb{N}}, \quad \text{where} \quad \tilde{b}_i = \sup_{j \geq i} |b_j|, \ \forall i \in \mathbb{N}.
\]

Then, given \( 0 < p < \infty \), we define the monotone \( l^p \) space \( l^p_M(\mathbb{N}) \) as

\[
l^p_M(\mathbb{N}) = \{ b \in l^\infty(\mathbb{N}) : \|b\|_{p,M} := \|\tilde{b}\|_p < \infty \}.
\]

Theorem 7.2 (MC sampling is near-best for unknown \( b \) and \( \varepsilon \)). Let \( 0 < \varepsilon < 1 \), \( \varrho \) be either the uniform or Chebyshev measure on \( \mathcal{U} = [-1, 1]^N \), \( m \geq 3 \) and \( y_1, \ldots, y_m \sim_{\text{i.i.d.}} \varrho \). Let \( \Lambda = \Lambda_{n, HCI}^n \), where

\[
n = \lfloor m/L(m, \varepsilon) \rfloor, \quad L(m, \varepsilon) := \log(m) \cdot (\log^3(m) + \log(\varepsilon^{-1})),
\]

\( \varepsilon > 0 \) and \( b \in [0, \infty)^N \) with \( b \in l^p_M(\mathbb{N}) \) for some \( 0 < p < 1 \). Then the following holds with probability at least \( 1 - \varepsilon \) for each fixed \( f \in \mathcal{H}(b, \varepsilon) \). For any \( e \in \mathbb{C}^m \), every minimizer

\[
\hat{\lambda} = (\hat{\lambda}_\nu)_{\nu \in \Lambda} \in \arg\min_{z \in \mathbb{C}^N} \|z\|_{1, u} + \|A z - f\|_2,
\]

where \( A \) and \( f \) are as in (7.1)-(7.2) and \( \lambda = (4\sqrt{m/L(m, \varepsilon)})^{-1} \), yields an approximation \( \hat{f} = \sum_{\nu \in \Lambda} \hat{\lambda}_\nu \Psi_\nu \) satisfying

\[
\|f - \hat{f}\|_{L^2(\mathcal{U})} \leq C \cdot \left( \frac{m}{L(m, \varepsilon)} \right)^{\frac{1}{2} - \frac{1}{p}} + c \cdot e_\infty.
\]

Here \( c \geq 1 \) is a universal constant and \( C = C(b, \varepsilon, p) \) depends on \( b, \varepsilon \) and \( p \) only. Furthermore, given \( \hat{\lambda} \) it is possible to compute a set \( S \subset \Lambda \) of cardinality

\[
|S| \leq \lfloor m/L(m, \varepsilon) \rfloor
\]
for which the approximation \( \hat{f}_S = \sum_{\nu \in S} \hat{c}_\nu \Psi_\nu \) satisfies

\[
\| f - \hat{f}_S \|_{L_2(U)} \leq 10 \cdot C \cdot \left( \frac{m}{L(m, \epsilon)} \right)^{\frac{1}{p} - \frac{1}{2}} + 3 \cdot c \cdot \| e \|_\infty.
\]

This result is mainly based on [3]. See §SM1 for further details. Comparing it with Theorem 6.1, we conclude the following. In the absence of knowledge about the parameters \( \mathbf{b} \) and \( \epsilon \), it is still possible to obtain the same algebraic rates of convergence using MC sampling, up to a larger polylogarithmic factor \( L(m, \epsilon) \), subject to the slightly stronger assumption \( \mathbf{b} \in \ell^p_M(N) \). In particular, MC sampling remains near-optimal in infinite dimensions, even when the anisotropy parameters are unknown.

Note that \( \ell^p_M(N) \subset \ell^p(N) \) and that \( \| \mathbf{b} \|_{\ell^p, M} = \| \mathbf{b} \|_p \) whenever \( \mathbf{b} \) is monotonically nonincreasing. Monotonicity of \( \mathbf{b} \) means that the variables are ordered in terms of importance. Thus, the assumption \( \ell^p_M(N) \) in effect says that important variables, while not necessarily being ordered, cannot occur at arbitrarily high indices.

We remark in passing that this theorem does not give an algorithm for computing a minimizer (7.4). However, it has been shown in [3] that this can be done via efficient iterative algorithms. We use such algorithms in the numerical experiments in the next subsection. See §SM2.4 and §8 for further details and discussion.

### 7.4. Numerical experiments

We conclude with several numerical experiments demonstrating the practical performance of CS-based polynomial approximation. See §SM2.4 for details on the numerical implementation. We do this by comparing it with the ALS approximation scheme considered previously.

Results are shown in Figs. 7–10. In low dimensions, ALS with the near-optimal sampling strategy typically outperforms CS with MC sampling, both in terms of the mean of the approximation error and its variance. It is notable, however, that the CS scheme performs much better than the previously-studied case of ALS with MC sampling (see Figs. 2–4). Moreover, once the dimension increases, the CS scheme performs at least as well as, or sometimes better than (see Fig. 8), the ALS scheme.
The worse performance of CS with MC sampling in low dimensions can be largely attributed to the sampling strategy. To see this, we also compute a CS approximation where the samples are drawn randomly from the measure

\[ d_\mu(y) = \frac{1}{N} K(\mathcal{P}_\Lambda)(y) d_\varrho(y) = \frac{1}{N} \left( \sum_{\nu \in \Lambda} |\Psi_{\nu}(y)|^2 \right) d_\varrho(y). \]

This is precisely the near-optimal sampling measure (if one were to use LS) for the polynomial space \( \mathcal{P}_\Lambda \) in which the CS approximation is sought. Note, however, that there are no theoretical guarantees that it is near-optimal for CS; in fact, theoretically-optimal sampling measures for CS currently do not currently exist [8]. Nonetheless, this scheme significantly improves the performance of CS in low dimensions, rendering it competitive with ALS in this regime. However, as per the main thesis of this paper,
the improvement over CS with MC sampling lessens as the dimension increases.

In these experiments, we use the log-linear scaling (4.1) for ALS. The reader may be wondering if this represents a fair comparison, since the scaling between \( m \) and \( n \) in ALS is a parameter can potentially be tuned to improve its performance. In §SM4.2 we present several examples comparing CS to ALS with the linear scalings \( m = 1.5n \) and \( m = 2n \). In low dimensions, these scalings reduce the error of ALS, at the expense of a condition number that is orders of magnitude larger. Moreover, this improvement disappears in higher dimensions.

Finally, it is worth noting that the CS approximation scheme also achieves high accuracy: the limiting error (if reached) is around \( 10^{-14} \) or \( 10^{-15} \) in all cases. A bane of CS-based polynomial approximation schemes in past work was the inability of off-the-shelf solvers to achieve high accuracy. In this paper, we employ an efficient algorithm developed in [3] (see also [29, 30]). This is based on a combination of the primal-dual iteration – a first-order optimization method well-suited to large-scale problems, see, e.g., [18] – with a restarting strategy to achieve high accuracy. With this scheme, an error of \( \eta \) can be achieved efficiently, using a number of iterations proportional to \( \log(\eta^{-1}) \). See §SM2.4 for further information.

8. Conclusions. The purpose of this paper has been to show that MC sampling is a not only a good sampling strategy for smooth function approximation in high dimensions, but, in fact, a near-optimal one. Hence, efforts to design optimal sampling strategies are, for this problem at least, only effective in low dimensions.

There are several caveats. First, our study is limited to polynomial approximations on bounded hypercubes, which we take to be \([-1,1]^N\) without loss of generality. The situation in either the half space \([0,\infty)^N\) or whole space \(\mathbb{R}^d\) is quite different. Here MC sampling performs substantially worse even in moderately large dimensions [40, 60, 68, 76]. Whether or not it is optimal in infinite dimensions remains an open problem. Second, our study is limited to the Chebyshev and uniform measures on \([-1,1]^N\). However, we expect identical conclusions to hold for more general Jacobi measures. See §SM4.1 for some further discussion on this point.

Third, our analysis is also limited to classes of holomorphic functions. Clearly,
other classes— in particular, classes of piecewise smooth functions or functions with local features—stand to benefit from changing the sampling strategy, e.g., in an adaptive, function-dependent manner. See [10] and [7] for examples considering adaptive sampling with wavelets and deep neural networks, respectively. However, we note that MC sampling has also shown to be optimal for approximation in Sobolev spaces [52].

We remark in passing that our main results are nonuniform guarantees, in the sense that a single draw of the sample points ensures the error bound for each fixed \( f \in \mathcal{H}(b, \varepsilon) \) with high probability. In [35, 53, 54, 79], optimal and near-optimal sampling measures were constructed that yield uniform guarantees for weighted LS approximation, i.e., those holding simultaneously for all functions in a certain class. We believe these techniques could be modified to prove uniform guarantees for LS with MC sampling in the class \( \mathcal{H}(b, \varepsilon) \). One can also establish uniform guarantees in the CS setting by following the approach of [5, Thm. 7.13].

The numerical comparison in §7.4 warrants some further discussion. In parametric modelling and UQ, the substantial computational burden is usually in generating the samples. Nonetheless, it is worth noting that the CS scheme is more expensive than the ALS scheme, both in terms of time and memory. For both schemes, the cost-per-iteration of an iterative solver—e.g., conjugate gradients in the case of LS or the scheme described in §SM2.4 for CS—is proportional to \( mp \) (the cost of matrix-vector multiplications) and the number of iterations needed for an accuracy of \( \eta \) is proportional to \( \log(\eta^{-1}) \). Here \( p \) is the number of columns of the matrix \( A \). For LS, we have \( p = |S| \leq m \). However, in the CS it is much larger: namely, \( p = |\Lambda| \), where \( \Lambda \) is the truncated index set. In [3] it was shown that the computational cost per iteration for achieving the rates of Theorem 7.2 is subexponential in \( m \), specifically, \( \mathcal{O}(m^{1+(1+\alpha)\log_2(4m)}) \), where \( \alpha = \log(3)/\log(4) \approx 0.79 \). This situation arises because \( \Lambda = \Lambda_{\text{HQC}} \) is an isotropic index set, even though the underlying function is anisotropic.

Whether or not it is possible to achieve the near-optimal rates of Theorem 7.2 with a provably polynomial-time algorithm is an open problem. Recent work of [21, 22] may provide an answer to this question. Interestingly, algorithms introduced in [21, 22] rely on certain structured sampling strategies to achieve polynomial-time complexity. Hence, this could lead to the interesting conclusion that MC sampling is acceptable for approximation purposes, but not for fast computations. On the other hand, if one is willing to forgo theoretical guarantees with MC sampling, then one can develop significantly more efficient CS-based schemes using basis adaptivity [9, 47, 49, 56], in which \( \Lambda \) is adapted at each step to the anisotropy of the function.
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SUPPLEMENTARY MATERIALS: IS MONTE CARLO A BAD
SAMPLING STRATEGY FOR LEARNING SMOOTH FUNCTIONS
IN HIGH DIMENSIONS?∗

BEN ADCOCK† AND SIMONE BRUGIAPAGLIA‡

These supplementary materials include further details in support of the main
paper. They are organized as follows. In §SM1 we give the proofs of the main
results in the paper. In §SM2 we provide additional information on the numerical
experiments. Next, in §SM3 we give further background on parametric DEs. Finally,
we end in §SM4 with several additional experiments.

SM1. Proofs.
SM1.1. Lemma 3.1 and Theorem 3.2. Both results are minor adaptations
and combinations of existing results. See, for instance, [SM2, Thms. 5.3 & 5.19]. We
include brief proofs for completeness:

Proof of Lemma 3.1. Recall that
\[ \alpha_w = \sigma_{\min}(\mathbf{A}) \]
where \( \mathbf{A} \) is the matrix defined
in (2.5), associated with the algebraic LS problem. This matrix is full rank since
\( \alpha_w > 0 \), and therefore the LS problem has a unique solution. Furthermore, using the
normal equations, it is a short argument to show that \( \hat{f} \) is defined by

\[ \langle \hat{f}, q \rangle_{\text{disc}, w} = \langle f, q \rangle_{\text{disc}, w} + \frac{1}{m} \sum_{i=1}^{m} w(y_i) e_i \overline{q(y_i)}, \quad \forall q \in \mathcal{P}, \]

where \( \langle \cdot, \cdot \rangle_{\text{disc}, w} \) is the discrete semi-inner product associated with the seminorm
\( \| \cdot \|_{\text{disc}, w} \). Let \( p \in \mathcal{P} \) be arbitrary. Setting \( q = \hat{f} - p \) and subtracting \( \langle p, q \rangle_{\text{disc}, w} \) from
both sides gives

\[ \| \hat{f} - p \|_{\text{disc}, w}^2 = \langle f - p, \hat{f} - p \rangle_{\text{disc}, w} + \frac{1}{m} \sum_{i=1}^{m} w(y_i) e_i \overline{f(y_i) - p(y_i)}. \]

Several applications of the Cauchy-Schwarz inequality now yield

\[ \| \hat{f} - p \|_{\text{disc}, w} \leq \| f - p \|_{\text{disc}, w} + \sqrt{\frac{1}{m} \sum_{i=1}^{m} w(y_i) |e_i|^2}. \]

For the latter term, we recall that the constant function is an element of \( \mathcal{P} \) by as-
sumption. Thus, by definition of \( \beta_w \), we have

\[ \sqrt{\frac{1}{m} \sum_{i=1}^{m} w(y_i) |e_i|^2} \leq \| e \|_{\infty} \leq \frac{1}{m} \sum_{i=1}^{m} w(y_i) = \| e \|_{\infty} \| 1 \|_{\text{disc}, w} \leq \beta_w \| e \|_{\infty} \| 1 \|_{L_2(U)}. \]
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Since $\rho$ is a probability measure we have $\|1\|_{L^2_\rho(U)} = 1$. Hence, using the definition of $\alpha_w$ as well, we get

$$\|\hat{f} - p\|_{L^2_\rho(U)} \leq \frac{1}{\alpha_w} \|\hat{f} - p\|_{\text{disc},w} \leq \frac{1}{\alpha_w} \|f - p\|_{\text{disc},w} + \frac{\beta_w}{\alpha_w} \|e\|_{\infty}.$$  

The result now follows by writing $\|f - \hat{f}\|_{L^2_\rho(U)} \leq \|f - p\|_{L^2_\rho(U)} + \|\hat{f} - p\|_{L^2_\rho(U)}$. 

**Proof of Theorem 3.2.** Recall that $\alpha_w = \sigma_{\min}(A) = \sqrt{\lambda_{\min}(A^*A)}$ and $\beta_w = \sigma_{\max}(A) = \sqrt{\lambda_{\max}(A^*A)}$. The proof follows a standard route. First, one writes $A^*A$ as a sum of i.i.d. random matrices. Then one uses the well-known matrix Chernoff bound (see, e.g., [SM22, Thm. 1.1]) to bound the deviation of its maximum and minimum eigenvalues from the corresponding eigenvalues of its mean $\mathbb{E}(A^*A) = I$. For any $0 < \delta < 1$, this shows that

$$\sqrt{1 - \delta} < \alpha_w \leq \beta_w < \sqrt{1 + \delta},$$

with probability at least $1 - \epsilon$, provided

$$m \geq ((1 + \delta) \log(1 + \delta) - \delta)^{-1} \cdot \kappa(P; w) \cdot \log(2n/\epsilon).$$

See, e.g., the proof of [SM2, Thms. 5.12 & 5.19]. To obtain Theorem 3.2, we set $\delta = 3/5$ (this value is arbitrary). This gives

$$\frac{1}{\alpha_w} \leq \frac{1}{\sqrt{1 - \delta}} < 2, \quad \beta_w = \frac{\sqrt{1 + \delta}}{1 - \delta} = 2,$$

and

$$((1 + \delta) \log(1 + \delta) - \delta)^{-1} < 7.$$  

Hence, we deduce from (3.6) and Lemma 3.1 that $\hat{f}$ is unique and satisfies

$$\|f - \hat{f}\|_{L^2_\rho(U)} \leq \inf_{p \in P} \left\{\|f - p\|_{L^2_\rho(U)} + 2\|f - p\|_{\text{disc},w}\right\} + 2\|e\|_{\infty},$$  

with probability at least $1 - \epsilon$, as required.

**SM1.2. Theorem 5.3.** As noted, Theorem 5.3 is a standard result. Its proof involves two main steps, which we now briefly describe, since similar ideas will be used later.

The first step employs a result commonly referred to as Stechkin’s inequality (despite seemingly never appearing in a publication of Stechkin – see [SM10, §7.4]). For generality, let $0 < q \leq \infty$ and $n \in \mathbb{N}_0$. Then the $\ell^q$-norm best $n$-term approximation error of a sequence $c = (c_\nu)_{\nu \in \mathcal{F}}$ is defined as

$$\sigma_n(c)_q = \min \left\{\|c - z\|_q : z \in \ell^q(\mathcal{F}), \text{supp}(z) \leq n \right\}.$$  

Here, we recall that $\text{supp}(z) = \{\nu : z_\nu \neq 0\}$ for $z = (z_\nu)_{\nu \in \mathcal{F}}$. This quantity is particularly relevant for our purposes in the case $q = 2$. Indeed, let $f \in L^2_\rho(U)$ with expansion (2.1). Then, by Parseval’s identity, we readily see that

$$\sigma_n(c)_2 = \|f - f_n\|_{L^2_\rho(U)}.$$  

where, as in (2.3), $f_n$ is the best $n$-term approximation to $f$ and $c = (c_{\nu})_{\nu \in \mathcal{F}}$ is the sequence of coefficients of $f$.

With (SM1.2) to hand, Stechkin’s inequality states that

\begin{equation}
\sigma_n(c)_q \leq \|c\|_p (n + 1)^{\frac{1}{q} - \frac{1}{p}}, \quad \forall n \in \mathbb{N}_0, \ 0 < p \leq q < \infty,
\end{equation}

(see, e.g., [SM2, Lem. 3.5]). Hence, taking $q = 2$ and using (SM1.3), we see that Theorem 5.3 holds, provided

\begin{equation}
\|c\|_p \leq C(\rho, \varepsilon, p), \quad \forall f \in \mathcal{H}(\rho, \varepsilon),
\end{equation}

where $c$ is the sequence of coefficients of $f$.

This claim is established in the second step by using certain bounds for the polynomial coefficients $c_{\nu}$ of a $(\rho, \varepsilon)$-holomorphic function. Specifically, let $\rho = (\rho_j)_{j=1}^{\infty} \in [1, \infty)^\mathbb{N}$ be any sequence for which (5.3) holds. Then, for any $f \in \mathcal{H}(\rho, \varepsilon)$,

\begin{equation}
|c_{\nu}| \leq B(\nu, \rho) := \begin{cases} 2^{\|\nu\|_p/2} \rho^{-\nu} & \text{(Chebyshev)} \\ \prod_{j=1}^{\infty} \rho_j^{-\nu_j} & \text{(Legendre)} \end{cases},
\end{equation}

where $\rho^{-\nu} = \prod_{j=1}^{\infty} \rho_j^{-\nu_j}$ and $\xi(t) = \min\{2t, \frac{\pi}{2}(t + t^{-1})\} / (t - 1)$ for every $t > 1$. Here we also recall that $\|\nu\|_p = |\text{supp}(\nu)|$ is the number of nonzero entries in $\nu$. The claim (SM1.5) is then proved using a rather technical argument involving these bounds. We omit the details, and refer to, e.g., [SM2, Thm. 3.28].

**SM1.3. Theorem 5.5.** As discussed in the previous subsection, the first part of Theorem SM1.4 is based on Stechkin’s inequality (SM1.4). In order to prove Theorem 5.5, we first require the following result, which shows that such algebraic rates of convergence precisely characterize the weak $\ell^p$ spaces:

**Lemma SM1.1** (Stechkin’s inequality in $w\ell^p$). Let $0 < p < q < \infty$. Then a sequence $c \in w\ell^p(\mathbb{N})$ if and only if $\sigma_n(c)_q \leq Cn^{\frac{1}{q} - \frac{1}{p}}, \ \forall n \in \mathbb{N},$ for some constant $C$ depending on $c$, $p$ and $q$ only. Specifically, if $c \in w\ell^p(\mathbb{N})$, then

$$
\sigma_n(c)_q \leq \frac{\|c\|_{p, \infty}}{(q/p - 1)^{1/q}} n^{\frac{1}{q} - \frac{1}{p}}, \quad \forall n \in \mathbb{N}.
$$

Conversely, if $\sigma_n(c)_q \leq Cn^{\frac{1}{q} - \frac{1}{p}},$ for every $n \in \mathbb{N},$ then $\|c\|_{p, \infty} \leq 2^{\frac{1}{q} + \frac{1}{p}} C$.

**Proof.** Suppose first that $c \in w\ell^p(\mathbb{N})$. We follow the proof of [SM11, Prop 2.11]. Let $c^* = (c_i^*)_{i=1}^{\infty}$ be a nonincreasing rearrangement of the absolute values $|c_i|_{i=1}^{\infty}$. Then

$$
(\sigma_n(c)_q)^q = \sum_{j>n} (c_j^*)^q \leq \sum_{j>n} \|c\|_{p, \infty}^{q - q/p} \|c\|_{p, \infty} q \int_n^{\infty} x^{-\frac{q}{q/p}} \text{d}x = \frac{\|c\|_{p, \infty}^{q - q/p}}{q/p - 1} n^{1 + \frac{1}{q} - \frac{1}{p}}
$$

and therefore $\sigma_n(c)_q \leq Cn^{\frac{1}{q} - \frac{1}{p}},$ as required.

Conversely, suppose that $\sigma_n(c)_q \leq Cn^{\frac{1}{q} - \frac{1}{p}}$ for all $n \in \mathbb{N}$. Then

$$
n(c_{n+1}^*)^q + \cdots + (c_{2n}^*)^q \leq \sum_{i>n} (c_i^*)^q \leq Cn^{1 - \frac{1}{p}}.
$$
Hence \( c_{2n} \leq Cn^{-\frac{1}{p}} \). Similarly,

\[
n(c_{2n+1})^q \leq (c_{n+2})^q + \cdots + (c_{2n+1})^q \leq \sum_{i>n+1} (c_i^q) \leq C(n+1)^{1-\frac{q}{p}}.
\]

Hence \( c_{2n+1} \leq 2^{\frac{1}{q}}C(n+1)^{-\frac{1}{p}} \). Combining these two upper bounds, we obtain

\[
\|c\|_{p,\infty} = \sup_{i\in\mathbb{N}} c_i^\frac{1}{p} \\
= \sup_{n\in\mathbb{N}} \left\{ (2n)^{\frac{1}{q}} c_{2n}, (2n + 1)^{\frac{1}{q}} c_{2n+1} \right\} \\
\leq C \sup_{n\in\mathbb{N}} \left\{ \frac{2n^{\frac{1}{q}}}{n}, 2^{\frac{1}{q}} \left( \frac{2n + 1}{n + 1} \right)^{\frac{1}{q}} \right\} \\
= 2^{\frac{1}{p}+\frac{1}{q}} C.
\]

The result now follows.

Using this, we immediately deduce the following:

**Corollary SM1.2.** Let \( 0 < p < q < \infty \) and suppose that \( c \in w\ell^p(\mathbb{N}) \) but \( c \notin w\ell^r(\mathbb{N}) \) for some \( r < p \). Then there exists a constant \( C \) depending on \( c \), \( p \) and \( q \) only such that

\[
\sigma_n(c)_q \leq Cn^{\frac{1}{q} - \frac{1}{r}}, \quad \forall n \in \mathbb{N}.
\]

However,

\[
\limsup_{n \to \infty} \frac{\sigma_n(c)_q}{n^{\frac{1}{q} - \frac{1}{r}}} = +\infty.
\]

In other words, there does not exist a constant \( C \) (depending on \( p \), \( r \) and \( c \)) such that

\[
\sigma_n(c)_q \leq Cn^{\frac{1}{q} - \frac{1}{r}}, \quad \forall n \in \mathbb{N}.
\]

With this in mind, to prove Theorem 5.5 we need only show that there are infinitely many functions \( f \in \mathcal{H}(b, \varepsilon) \) whose coefficients \( c \in w\ell^p(\mathcal{F}) \), but \( c \notin w\ell^r(\mathcal{F}) \) for \( 0 < r < p \). We now detail this construction:

**Proof of Theorem 5.5.** We will prove a slightly more general version of the theorem which states that for any \( 0 < p < q \),

\[
\limsup_{n \to \infty} \frac{\sigma_n(c)_q}{n^{\frac{1}{q} - \frac{1}{r}}} = +\infty,
\]

where \( c \) are the coefficients of the function \( f \). The result then follows as the special case \( q = 2 \).

Let \( b = (b_i)_{i=1}^\infty \in [0, \infty)^\mathbb{N} \), \( b \in \ell^p(\mathbb{N}) \). Then we define the function

\[
f(y) = \sum_{j=1}^\infty b_j y_j, \quad y = (y_i)_{i=1}^\infty.
\]

We first show that this function is \((b, \varepsilon)\)-holomorphic. Consider a Bernstein polyellipse \( \mathcal{E}_\rho \) with \( \rho \) satisfying (5.3). Recall that a Bernstein ellipse \( \mathcal{E}_\rho \) is contained in the disc
\( \mathcal{D}_\sigma = \{ z \in \mathbb{C} : |z| \leq \sigma \} \) with \( \sigma = (\rho + \rho^{-1})/2 \). Let \( y \in \mathcal{E}_\rho \). Then
\[
\sum_{j=1}^{\infty} |b_j y_j| \leq \sum_{j=1}^{\infty} b_j \frac{\rho_j + \rho_j^{-1}}{2} = \sum_{j=1}^{\infty} b_j \left( \frac{\rho_j + \rho_j^{-1}}{2} - 1 \right) + \|b\|_1 \leq \epsilon + \|b\|_p < \infty,
\]
since \( \rho \) satisfies (5.3) and \( b \in \ell^p(\mathbb{N}) \) and \( 0 < p < 1 \). Hence the series converges absolutely over \( \mathcal{E}_\rho \). By direct calculation, for \( y \in \mathcal{E}_\rho \), we have
\[
\lim_{h \to 0} \frac{f(y + he_i) - f(y)}{h} = b_i.
\]
Thus, \( f \) is holomorphic in each variable, and therefore holomorphic at \( y \). Hence \( f \) is holomorphic in \( \mathcal{E}_\rho \) and, since \( \rho \) was arbitrary, in \( \mathcal{R}_{b,\varepsilon} \). We deduce that \( f \in \mathcal{H}(b, \varepsilon) \).

With this to hand, we now consider this function. Recall that the first orthonormal, univariate Legendre polynomial is precisely \( \psi_1(y) = \sqrt{3}y \). Hence the nonzero Legendre polynomial coefficients of \( f \) are precisely the values \( b_j/\sqrt{3} \). In particular,
\[
\sigma_s(c)_q = \sigma_s(b)_q/\sqrt{3}.
\]
The result now follows immediately from Corollary SM1.2 and the fact that \( b \in \ell^p(\mathbb{N}) \), which implies in particular that \( b \in \ell^{p}(\mathbb{N}) \). This shows the existence of a single function with the desired property. To show that there are infinitely many nonlinearly dependent such functions, one may consider functions of the form \( f(y) = \sum_{j=1}^{\infty} b_j y_j + \gamma \Psi_\nu(y) \), where \( \nu \neq e_j \) for any \( j \) and \( \gamma \in \mathbb{C} \).

**SM1.4. Theorem 6.1.** For this proof, we require some additional concepts. First, recall the weights \((6.1)\). For \( 0 < q \leq 2 \), we define the weighted \( \ell^p \)-norm of a sequence \( c = (c_\nu)_{\nu \in \mathcal{F}} \) as
\[
\|c\|_{q, u} = \left( \sum_{\nu \in \mathcal{F}} u_\nu^{2-q} |c_\nu|^q \right)^{1/q}.
\]
Next, as in \( \S 6.1 \), we define the weighted cardinality of a set \( S \subset \mathcal{F} \) as
\[
|S|_u = \sum_{\nu \in S} u_\nu^2.
\]
Finally, for \( k \geq 0 \) and \( 0 < q \leq 2 \) we define the weighted best \((k, u)\)-term approximation error of a sequence \( c = (c_\nu)_{\nu \in \mathcal{F}} \) as
\[
\sigma_k(c)_{q, u} = \min \left\{ \|c - z\|_{q, u} : z \in \ell^0_u(\mathcal{F}), |\text{supp}(z)|_u \leq k \right\}.
\]
Similar to the unweighted case (SM1.4), one also has a version of Stechkin’s inequality for \( \sigma_k(c)_{q, u} \). See, e.g., [SM2, Lem. 3.12]. This reads
\[
\sigma_k(c)_{q, u} \leq \|c\|_{p, u} k^{1 - \frac{1}{p}} \quad \forall k > 0, 0 < p \leq q \leq 2.
\]

**Proof of Theorem 6.1.** Let \( f \in \mathcal{H}(b, \varepsilon) \) with coefficients \( c = (c_\nu)_{\nu \in \mathcal{F}} \) as in \((5.2)\). Define the sequence \( \tilde{c} = (\tilde{c}_\nu)_{\nu \in \mathcal{F}} \) by
\[
\tilde{c}_\nu = \inf \{ B(\nu, \rho) : \rho \text{ satisfies (5.3)} \},
\]
where \( B(\nu, p) \) is as in (SM1.6). Notice that \(|c_\nu| \leq \tilde{c}_\nu, \forall \nu \in \mathcal{F}\), and that \( \tilde{c} \) depends only on \( b \) and \( \varepsilon \). Next, [SM2, Lem. 7.23] and the assumption on \( b \) give that \( \tilde{c} \in \ell^p_u(\mathcal{F}) \) with
\[
\|\tilde{c}\|_{\ell^p_u} \leq C,
\]
for some constant \( C = C(b, \varepsilon, p) \) depending on \( b, \varepsilon \) and \( p \) only. Note that the statement of [SM2, Lem. 7.23] asserts this bound for the true coefficient sequence \( \mathbf{c} \). However, its proof uses the coefficient bound (SM1.6), and therefore the result holds for the sequence \( \tilde{c} \). Let
\[
(SM1.8) \quad k = \frac{m}{14 \log(m/\varepsilon)}.
\]
We now consider the weighted Stechkin inequality (SM1.7) with \( q = 1 \) and \( q = 2 \). This implies that there are sets \( S_1, S_2 \subset \mathcal{F} \) with \(|S_q|_u \leq k, q = 1, 2\), such that
\[
(SM1.9) \quad \|\tilde{c} - \tilde{c}_{S_q}\|_{q, u} = \sigma_k(\tilde{c})q,u \leq C k^{1/2 - \frac{1}{p}}.
\]
Here \( \tilde{c}_{S_q} \) is the sequence with \( q \)th term equal to \( \tilde{c}_\nu \) if \( \nu \in S_q \) and zero otherwise. Let \( S = S_1 \cup S_2 \). Observe that \( S_1 \) and \( S_2 \), and therefore \( S \), are independent of \( f \) and depend only on \( b, \varepsilon \), since the sequence \( \tilde{c} \) depends only on these terms. Parseval's identity, the inequality \(|c_\nu| \leq \tilde{c}_\nu \) and the fact that \( \|\cdot\|_2 = \|\cdot\|_2 \) give that
\[
(SM1.10) \quad \|f - f_S\|_{L^p_u(\mathcal{U})} \leq \|\tilde{c} - \tilde{c}_S\|_{2,u} \leq \|\tilde{c} - \tilde{c}_{S_1}\|_{2,u} \leq C k^{1/2 - \frac{1}{p}}.
\]
On the other hand, the definition (6.1) of the weights \( u \) gives
\[
(SM1.11) \quad \|f - f_S\|_{L^\infty(\mathcal{U})} \leq \sum_{\nu \in S} |c_\nu| \|\Psi_\nu\|_{L^\infty(\mathcal{U})} \leq \|\tilde{c} - \tilde{c}_S\|_{1,u} \leq \|\tilde{c} - \tilde{c}_{S_1}\|_{1,u} \leq C k^{1/2}.\]

Now consider the LS approximation in \( \mathcal{P}_S \). We seek to apply Theorem 3.2 with \( \varepsilon \) replaced by \( \varepsilon/2 \). Since we consider MC samples, the weight function \( w(y) \equiv 1 \). Hence (3.6) is equivalent to
\[
(SM1.12) \quad m \geq 7 \cdot \kappa(\mathcal{P}_S) \cdot \log(4|S|/\varepsilon).
\]
It follows from the definitions of \( \mathcal{P}_S \) and \( \kappa(\mathcal{P}_S) \) and (3.3) that
\[
\kappa(\mathcal{P}_S) = \sup_{y \in \mathcal{U}} \sum_{\nu \in S} |\Psi_\nu(y)|^2.
\]
However, \( \Psi_\nu \) is a tensor-product Chebyshev or Legendre polynomials. Such polynomials achieve their absolute maximum value at the corner point \( y = 1 \). Hence
\[
\kappa(\mathcal{P}_S) = \sum_{\nu \in S} |\Psi_\nu(1)|^2 = \sum_{\nu \in S} \|\Psi_\nu\|_{L^\infty(\mathcal{U})}^2 = \sum_{\nu \in S} u^2_\nu = |S|_u \leq |S_1|_u + |S_2|_u \leq 2k.
\]
Here, in the third equality we recall the definition (6.1) of the weights \( u \). Hence (SM1.12) is implied by
\[
(SM1.13) \quad m \geq 14 \cdot k \cdot \log(8k/\varepsilon).
\]
Here, we also used the observation that $|S| \leq |S|_u \leq 2k$, since the weights $u_\nu \geq 1$. Now, since $m \geq 3$ and $\epsilon < 1$, (SM1.8) gives that
\[
k \leq \frac{m}{14 \log(3)} \leq \frac{m}{8}.
\]
Thus, (SM1.13), and therefore (SM1.12) as well, is implied by
\[
m \geq 14 \cdot k \cdot \log(m/\epsilon).
\]
However, this holds because of the choice of $k$ in (SM1.8).

We are now ready to apply Theorem 3.2. This implies that, with probability at least $1 - \epsilon/2$, the LS approximation $\hat{f}$ is unique and satisfies
\[
\text{(SM1.14)} \quad \|f - \hat{f}\|_{L^2(U)} \leq \inf_{p \in \mathcal{P}_S} \left\{ \|f - p\|_{L^2(U)} + 2\|f - p\|_{\text{disc},1} \right\} + 2\|e\|_{\infty},
\]
and moreover, the condition number $\text{cond}(A) \leq 2$.

It remains to show that (SM1.14) implies the desired error bound. Let $p = f_S \in \mathcal{P}_S$. Then (SM1.14) gives
\[
\|f - \hat{f}\|_{L^2(U)} \leq \|f - f_S\|_{L^2(U)} + 2\|f - f_S\|_{\text{disc},1} + 2\|e\|_{\infty}.
\]
The main challenge now is to bound the discrete error term. We do this by considering it as a sum of independent random variables, and then by using Bernstein’s inequality. This argument is essentially the same as that given in [SM2, Lem. 7.11]. We omit the details. We conclude that
\[
\text{(SM1.15)} \quad \|f - f_S\|_{\text{disc},1} \leq \sqrt{2} \left( \frac{\|f - f_S\|_{L^\infty(U)}}{\sqrt{k}} + \|f - f_S\|_{L^2(U)} \right),
\]
with probability at least $1 - \epsilon/2$, provided
\[
m \geq 2k \cdot \log(4/\epsilon).
\]
However, this holds by the definition (SM1.8) of $k$. Indeed, using (SM1.8) and the fact that $m \geq 3$, we see that
\[
2k \cdot \log(4/\epsilon) = \frac{m(\log(4) + \log(\epsilon^{-1}))}{7(\log(m) + \log(\epsilon^{-1}))} \leq m,
\]
as required.

Therefore, since (SM1.14) holds with probability at least $1 - \epsilon/2$ and (SM1.15) holds with probability at least $1 - \epsilon/2$, the union bound now implies that
\[
\|f - \hat{f}\|_{L^2(U)} \leq \|f - f_S\|_{L^2(U)} + 2\sqrt{2} \left( \frac{\|f - f_S\|_{L^\infty(U)}}{\sqrt{k}} + \|f - f_S\|_{L^2(U)} \right) + 2\|e\|_{\infty},
\]
holds with probability at least $1 - \epsilon$. Finally, to complete the proof we use (SM1.8), (SM1.10) and (SM1.11).

\[\Box\]
SM1.5. Theorem 7.2. This result is based mainly on [SM1, Thm. 3.7] with $K = 1$. This value corresponds to the scalar-valued function approximation problem studied in this paper. In particular, the term $f - P_h(h)$ in [SM1, Eqn. (3.16)] vanishes in this case. Note that [SM1, Thm. 3.7] only asserts the existence of a mapping with the desired error bound, but it is shown later in [SM1, §4.2] that this mapping corresponds to minimizers of the weighted square-root LASSO problem with $\lambda = (4\sqrt{m/L(m, \epsilon)})^{-1}$ (see [SM1, Tab. 1]).

There are two other aspects in which Theorem 7.2 deviates from [SM1, Thm. 3.7]. First, the latter assumes that $b$ is monotonically nonincreasing. Second, [SM1, Thm. 3.7] does not establish the final part of Theorem 7.2, i.e., the statement that the same algebraic rate can be obtained using a polynomial approximation of smaller size. We now prove these parts of the theorem:

Proof of Theorem 7.2; assumption on $b$. Write $\hat{b}$ for the minimal monotone majorant of $b$. Let $\rho \in [1, \infty)^N$ be such that
\[
\sum_{i=1}^{\infty} \left( \frac{\rho_i + \rho_i^{-1}}{2} - 1 \right) \hat{b}_i \leq \varepsilon.
\]
Then, since $\hat{b}_i \geq b_i$ for every $i \in \mathbb{N}$, it follows that
\[
\sum_{i=1}^{\infty} \left( \frac{\rho_i + \rho_i^{-1}}{2} - 1 \right) b_i \leq \varepsilon.
\]
Hence
\[
R_{\hat{b}, \varepsilon} = \bigcup \left\{ \mathcal{E}_\rho : \rho \in [1, \infty)^N, \sum_{i=1}^{\infty} \left( \frac{\rho_i + \rho_i^{-1}}{2} - 1 \right) \hat{b}_i \leq \varepsilon \right\}
\leq \bigcup \left\{ \mathcal{E}_\rho : \rho \in [1, \infty)^N, \sum_{i=1}^{\infty} \left( \frac{\rho_i + \rho_i^{-1}}{2} - 1 \right) b_i \leq \varepsilon \right\} = R_{b, \varepsilon}
\]
From this we deduce that $\mathcal{H}(b, \varepsilon) \subseteq \mathcal{H}(\hat{b}, \varepsilon)$. The result now follows immediately from [SM1, Thm. 3.7] applied to the sequence $\hat{b}$, which is monotonically nonincreasing by construction and an element of $\ell^p(\mathbb{N})$ by assumption.

For the next part of the proof of Theorem 7.2 we need the following lemma:

Lemma SM1.3. Let $x, z \in \mathbb{C}^N$ and $S \subseteq [N]$ be an index set containing the $n$ largest entries of $z$ in absolute value. Then
\[
\|x - z_S\|_2 \leq 3\|x - z\|_2 + 3\sigma_n(x)_2,
\]
where $\sigma_n(x)_2 = \min\{\|x - z\|_2 : z \in \mathbb{C}^N, |\text{supp}(z)| \leq n\}$.

Proof. The proof of this lemma is based on the proof of [SM17, Cor. 3.2]. Let $T \subseteq [N], |T| \leq n$, be an index set containing the $n$ largest entries of $x$ in absolute
value, so that \( \sigma_n(x)_2 = \|x - x_T\|_2 \). Then
\[
\|x - z_S\|_2 \leq \|x_T - z_S\|_2 + \|x - x_T\|_2.
\]
Combining this with the earlier inequality, we deduce the result.

Therefore
\[
\|x_T - z\|_2 \leq \|x_T - z_S\|_2 + \|z - x_T\|_2 + \|x - z\|_2 + 2\sigma_n(x)_2.
\]
Now consider the second term. Write
\[
\|x_T - z\|_2 \leq \|x - z\|_2 + \|z - x_T\|_2.
\]
Now observe that \(|S| = |T| = n\) and therefore \(|S \setminus T| = |T \setminus S|\). Since \(S\) contains the largest \(n\) entries of \(z\) in absolute value, we must have
\[
\|z_{T \setminus S}\|_2 \leq \|z_{S \setminus T}\|_2.
\]
We can bound this as follows:
\[
\|z_{S \setminus T}\|_2 = \|(z - x_T)_{S \setminus T}\|_2 \leq \|z - x_T\|_2 \leq \|z - x\|_2 + \sigma_n(x)_2.
\]
Therefore
\[
\|x_T - z\|_2 \leq 2\|x - z\|_2 + \sigma_n(x)_2.
\]
Combining this with the earlier inequality, we deduce the result.

**Proof of Theorem 7.2; construction of the set \(S\).** Let \(n = \lceil m/L(m, \epsilon) \rceil\) and \(\hat{c}\) be as in (7.4). Let \(S \subseteq \Lambda\) be the index set of the largest \(\min\{n, N\}\) entries of \(\hat{c}\) in absolute value, where \(N = |\Lambda|\). Then, by Parseval’s identity and the above lemma,
\[
\|f - \hat{f}_S\|_{L^2(U)} \leq \|f - f_\Lambda\|_{L^2(U)} + \|c_\Lambda - \hat{c}_S\|_2
\]
\[
\leq \|f - f_\Lambda\|_{L^2(U)} + 3\|c_\Lambda - \hat{c}\|_2 + 3\sigma_2(c_\Lambda)_2
\]
\[
\leq 4\|f - f_\Lambda\|_{L^2(U)} + 3\|f - \hat{f}\|_{L^2(U)} + 3\sigma_2(c)_2.
\]
Due to the first part of the theorem, the second term satisfies
\[
\|f - \hat{f}\|_{L^2(U)} \leq C \cdot \left( \frac{m}{L(m, \epsilon)} \right)^{\frac{1}{2} - \frac{1}{p}} + c \cdot \|e\|_{\infty}.
\]
Moreover, an inspection of the proof of [SM1, Thm. 3.7] shows that the first term satisfies
\[
\|f - f_\Lambda\|_{L^2(U)} \leq C \cdot \left( \frac{m}{L(m, \epsilon)} \right)^{\frac{1}{2} - \frac{1}{p}}
\]
(this is simply due to the fact that \(\Lambda\) contains all anchored sets by construction and Theorem 7.1). Next, for the term \(\sigma_2(c)_2\) we use Parseval’s identity and Theorem 5.3 (along with the observation that the constant \(C\) in this theorem is not larger than the
constant $C$ in any of the above estimates – a fact that is implicit in their proofs) to get

$$\sigma_n(c) = \|f - f_n\|_{L^2(U)} \leq C \cdot n^{\frac{1}{2} - \frac{1}{p}} \leq C \cdot \left( \frac{m}{L(m, \epsilon)} \right)^{\frac{1}{2} - \frac{1}{p}}.$$ 

Here, in the final step, we used the fact that $c_1 \geq 1$ by assumption. Combining this with the previous bounds yields

$$\|f - \hat{f}\|_{L^2(U)} \leq 10 \cdot C \cdot \left( \frac{m}{L(m, \epsilon)} \right)^{\frac{1}{2} - \frac{1}{p}} + 3 \cdot c_2 \cdot \|e\|_\infty,$$

as required.

**SM2. Additional information on experiments.** In this section, we provide additional information on the various numerical experiments. MATLAB code reproducing all the experiments is available at https://github.com/benadcock/is-MC-bad.

**SM2.1. Statistical simulations and plotting.** In our experiments, we analyze the behaviour of a statistical quantity, typically the error of an approximation or condition number of a LS matrix, as a certain $x$-variable, e.g., the number of measurements $m$ of approximation space size $n$, varies. We do this by computing multiple trials, thus generating a set of data of the form

$$(x_i, y_i^{(t)}), \quad i = 1, \ldots, i_{\text{max}}, t = 1, \ldots, T.$$

Here $T$ is the number of trials, which is taken to be $T = 50$ in this work. In our figures we always use a base-10 logarithmic scale on the $y$-axis. Following [SM2, §A.1.3], we visualize this data by computing its geometric mean and (corrected) geometric standard deviation. The main curve in our figures shows the mean and the shaded region shows one standard deviation. To be precise, the former is obtained by plotting

$$(x_i, 10^{\mu_i}), \quad i = 1, \ldots, i_{\text{max}}, \quad \text{where } \mu_i = \frac{1}{T} \sum_{t=1}^{T} \log_{10}(y_i^{(t)}),$$

and the latter region is that enclosed by the upper and lower curves defined by the data

$$(x_i, 10^{\mu_i \pm \sigma_i}), \quad i = 1, \ldots, i_{\text{max}}, \quad \text{where } \sigma_i = \sqrt{\frac{1}{T-1} \sum_{t=1}^{T} (\log_{10}(y_i^{(t)}) - \mu_i)^2}.$$

See [SM2, §A.1.3] for a justification of this choice.

**SM2.2. Finite grids and discrete sampling measures.** In this work, we perform computations over a finite grid of $K = 100,000$ MC points $\{z_i\}_{i=1}^M \subset U$ drawn i.i.d. from the underlying continuous measure $\rho$. This grid is drawn once before any subsequent computations are performed. We use this grid in two ways. First, to compute the error, and second to draw sample points according to the various sampling schemes. The latter is based on [SM3,SM16].

Mathematically, this means that we simply replace the continuous measure $\rho$ by
the discrete measure $\tau$ defined by

$$d\tau(y) = \frac{1}{K} \sum_{i=1}^{K} \delta(y - z_i) d\phi(y).$$

In particular, all analysis immediately applies upon replacing $\phi$ by $\tau$ in the various theoretical results.

Concretely, we define the (relative) discrete $L^2_\tau$-norm error of an approximation $\hat{f}$ to a function $f$ as

$$E(f) := \sqrt{\frac{1}{K} \sum_{i=1}^{K} |f(z_i) - \hat{f}(z_i)|^2} / \sqrt{\frac{1}{K} \sum_{i=1}^{K} |f(z_i)|^2}.$$  

Note that this is precisely

$$E(f) = \|f - \hat{f}\|_{L^2_\tau(U)} / \|f\|_{L^2_\tau(U)}.$$

Throughout our experiments, we compare MC sampling and the near-optimal sampling strategy, both with respect to the measure $\tau$. The former is done straightforwardly. To draw a point $y \sim \tau$, we simply draw an integer $i$ randomly and uniformly from the set $[K]$, and then set $y = z_i$.

We now describe how to sample from the near-optimal sampling measure of §3.4. Let $\mathcal{P} \subset L^2_\tau(U)$ be an $n$-dimensional subspace. When $\phi$ is replaced by $\tau$, the sampling measure (3.15) takes the form

$$d\mu(y) = \frac{1}{K} \mathcal{K}(\mathcal{P})(y) d\tau(y) = \frac{1}{nK} \sum_{i=1}^{K} \delta(y - z_i) \mathcal{K}(\mathcal{P})(z_i) d\phi(y).$$

Hence $\mu$ is a discrete measure, supported over the grid $\{z_i\}_{i=1}^{K}$ with $y \sim \mu$ if

$$\mathcal{P}(y = z_i) = \frac{1}{nK} \mathcal{K}(\mathcal{P})(z_i), \quad i \in [K].$$

Thus, drawing samples from $\mu$ is straightforward, once the values $\mathcal{K}(\mathcal{P})(z_i)$ have been computed. We do this via (3.3), which first requires computing an orthonormal basis of $\mathcal{P}$ in $L^2_\tau(U)$. Let $\{\Phi_1, \ldots, \Phi_n\}$ be a possibly nonorthonormal basis of $\mathcal{P}$. In our experiments, when $\mathcal{P} = \mathcal{P}_S$, we simply let this be the corresponding set of Chebyshev or Legendre polynomials with multi-indices in $S$. Following [SM3,SM16], we construct an orthonormal basis via QR decomposition. Let

$$B = \frac{1}{\sqrt{K}} (\Phi_j(z_i))_{i,j=1}^{K,n} \in \mathbb{C}^{K \times n},$$

and write $B = QR$, where $Q = (q_{ij})_{i,j=1}^{K,n} \in \mathbb{C}^{K \times n}$ has orthonormal columns. These columns yield an orthonormal basis $\{\Psi_1, \ldots, \Psi_n\}$ of $\mathcal{P}$ with respect to $\tau$, given by

$$\Psi_j(z_i) = \sqrt{K} q_{ij}, \quad \forall i \in [K], j \in [n].$$

Hence (3.3) gives

$$\mathcal{K}(\mathcal{P})(z_i) = K \sum_{j=1}^{n} |q_{ij}|^2, \quad \forall i \in [K].$$
Thus, we now define the discrete probability distribution \( \pi = (\pi_i)_{i=1}^K \) over \([K]\) as
\[
\pi_i = \frac{1}{n} \sum_{j=1}^n \left| q_{ij} \right|^2, \quad \forall i \in [K].
\]

It follows immediately from (SM2.2) that drawing a point \( y \sim \mu \) is equivalent to drawing an integer \( i \sim \pi \) and then setting \( y = z_i \).

Finally, in order to construct the weighted LS approximation, we need the values of the weight function \( w \) over the grid. Using (3.14) and (SM2.3), we see that
\[
w(z_i) = \left( \frac{K}{n} \sum_{j=1}^n \left| q_{ij} \right|^2 \right)^{-1} = (K\pi_i)^{-1}, \quad \forall i \in [K].
\]

**SM2.3. Adaptive least-squares approximation.** We now describe the ALS approximation. This follows [SM15] (see also [SM13]), which is based on techniques for the constructing adaptive sparse grid quadratures [SM12]. It requires several definitions. First, we define the *margin* of a multi-index set \( S \subseteq \mathbb{N}^d_0 \) as
\[
\mathcal{M}(S) = \{ \nu \in \mathcal{F} \setminus S : \exists j \in [d] : \nu - e_j \in S \}.
\]

Here, as before, \( e_j \in \mathbb{N}^d_0 \) is the \( j \)th canonical multi-index, with value 1 in its \( j \)th entry and zero otherwise. Next, we define the *reduced margin* of \( S \) as the set
\[
\mathcal{R}(S) = \{ \nu = (\nu_j)_{j=1}^d \in \mathcal{M}(S) : \forall j \in [d], \nu_j \neq 0 \Rightarrow \nu - e_j \in S \}.
\]

Note that if \( S \) is a lower set, then \( S \cup \{ \nu \} \) is also lower for any \( \nu \in \mathcal{R}(S) \).

Given a set \( S \subseteq \mathbb{N}^d_0 \), the ALS approximation constructs a new set by selecting multi-indices from its reduced margin \( \mathcal{R}(S) \). It does this via a *bulk chasing procedure*. This procedure is defined as follows. Let \( e : \mathcal{R}(S) \to \mathbb{R} \) and \( 0 < \beta \leq 1 \) be a parameter. The function \( e \) serves as an estimate for the true coefficients of the function being approximated. We describe a precise choice of \( e \) below. With this, the procedure \( \text{bulk}(\mathcal{R}(S), e, \beta) \) computes a set \( T \subseteq \mathcal{R}(S) \) of minimal positive cardinality such that
\[
\sum_{\nu \in T} e(\nu) \geq \beta \sum_{\nu \in \mathcal{R}(S)} e(\nu).
\]

Following [SM15], we use the value \( \beta = 0.5 \) in our experiments.

We are now ready to define the ALS approximation. Fix a positive and finite almost everywhere weight function \( w : \mathcal{U} \to [0, \infty) \). Typically, and throughout this paper, we initialize the procedure with the index set \( S^{(1)} = \{ \emptyset \} \). Now suppose at step \( l \) we have computed the index set \( S^{(l)} \), sample points \( \{ y_i^{(l)} \}_{i=1}^m \) and the corresponding (weighted) LS approximation \( \hat{f}^{(l)} \in \mathcal{P}_{S^{(l)}} \) as in (2.4). Let
\[
\langle f, g \rangle_{\text{disc}, w}^{(l)} = \frac{1}{m} \sum_{i=1}^m w(y_i^{(l)}) f(y_i^{(l)}) g(y_i^{(l)}), \quad \forall f, g \in L^2_w(\mathcal{U}) \cap C(\mathcal{U}).
\]

Then we define the estimator \( e^{(l)} : \mathcal{R}(S^{(l)}) \to \mathbb{R} \) as
\[
e^{(l)}(\nu) = \| (f - \hat{f}^{(l)}, \Psi_{\nu})_{\text{disc}, w}^{(l)} \|^2, \quad \forall \nu \in \mathcal{R}(S^{(l)}).
\]
Algorithm SM2.1 Adaptive (weighted) least-squares approximation

**Input:** Orthonormal basis \( \{ \Psi_\nu \}_{\nu \in \mathbb{N}_0^d} \), weight function \( w : \mathcal{U} \to (0, \infty) \), function to approximate \( f \in L_2^w(\mathcal{U}) \), bulk chasing parameter \( 0 < \beta \leq 1 \)

**Output:** Sequence of lower sets \( S^{(1)}, S^{(2)}, \ldots \) and approximations \( \hat{f}^{(1)}, \hat{f}^{(2)}, \ldots \)

1. Set \( S^{(1)} = \{ 0 \} \)
2. for \( l = 1, 2, \ldots \) do
   1. Set \( n^{(l)} = |S^{(l)}| \)
   2. Determine a number of samples \( m^{(l)} \geq n^{(l)} \)
   3. Compute sample points \( \{ y_i^{(l)} \}_{i=1}^{m^{(l)}} \)
   4. Compute the (weighted) LS approximation \( \hat{f} = \hat{f}^{(l)} \) via (2.4) with \( S = S^{(l)} \) and \( y_i = y_i^{(l)} \)
   5. Compute the estimator \( e^{(l)} \) via (SM2.4)
   6. Compute \( T^{(l)} = \text{bulk}(\mathcal{R}(S^{(l)}), e^{(l)}, \beta) \)
   7. Set \( S^{(l+1)} = S^{(l)} \cup T^{(l)} \)
3. end for

Note that computing \( e^{(l)} \) involves simple linear algebra. Indeed, let \( A^{(l)} \) and \( b^{(l)} \) be the measurement matrix and vector of the LS problem (2.5), and let \( c^{(l)} \) be the coefficients of the LS approximation \( \hat{f}^{(l)} \). Then, for every \( \nu \in \mathcal{R}(S^{(l)}) \),

\[
e^{(l)}(\nu) = (b^{(l)} - A^{(l)} c^{(l)})^\top d,
\]

where \( d = \left( \frac{\sqrt{w(y_i^{(l)})}}{\sqrt{m}} \Psi_\nu(y_i^{(l)}) \right)_{i=1}^{m^{(l)}} \).

Having computed \( e^{(l)} \), we then compute a set \( T^{(l)} = \text{bulk}(\mathcal{R}(S^{(l)}), e^{(l)}, \beta) \) and define the new index set \( S^{(l+1)} = S^{(l)} \cup T^{(l)} \). Note that \( S^{(l+1)} \) is a lower set whenever \( S^{(l)} \) is, due to the properties of the reduced margin. In particular, when the initial index set is chosen as \( S^{(1)} = \{ 0 \} \) (or any lower set), then the sequence \( S^{(1)}, S^{(2)}, \ldots \) is nested and lower.

We summarize the ALS approximation in Algorithm SM2.1. Note that in our experiments we draw a new set of \( m^{(l)} \) samples at step \( l \). In practice, this is wasteful, since the function evaluations computed at step \( l \) are not re-used in subsequent steps. It is often important in practice to re-use sample points, so as to not waste function evaluations. This is done by creating hierarchical sequences of sample points.

\[
\{ y_i^{(1)} \}_{i=1}^{m^{(1)}} \subseteq \{ y_i^{(2)} \}_{i=1}^{m^{(2)}} \subseteq \cdots
\]

MC sampling can be easily converted to a hierarchical sampling scheme simply by drawing only \( m^{(l)} - m^{(l-1)} \) new points at step \( l \). It is not as straightforward to do this with the near-optimal sampling strategy. However, there are several ways to construct optimal hierarchical sampling schemes with similar near-optimal sample complexity guarantees. See [SM4, SM15]. In this paper we do not consider such hierarchical schemes, since we are primarily concerned with the fundamental approximation properties of the ALS approximation.

**SM2.4. Computing the CS approximation.** Computing the CS approximation (7.4) involves (approximately) solving the weighted SR-LASSO problem

\[
\text{(SM2.5)} \quad \min_{z \in \mathbb{C}^N} \mathcal{G}(z), \quad \text{where } \mathcal{G}(z) = \lambda \| z \|_{1,w} + \| Az - f \|_2.
\]
Algorithm SM2.2 The unrestarted primal-dual iteration for (SM2.5)

**Input:** measurement matrix $A \in \mathbb{C}^{m \times N}$, measurements $f \in \mathbb{C}^m$, positive weights $w = (w_i)_{i=1}^N$, parameter $\lambda > 0$, stepsizes $\tau, \sigma > 0$, number of iterations $T \geq 1$, initial values $c^{(0)} \in \mathbb{C}^N$, $\xi^{(0)} \in \mathbb{C}^m$

**Output:** $c^{(T)} = \text{primal-dual-wSRLASSO}(A, f, w, \lambda, \tau, \sigma, T, c^{(0)}, \xi^{(0)})$, an approximate minimizer of (SM2.5)

for $n = 0, 1, \ldots, T - 1$ do

$p = (p_i)_{i=1}^N = c^{(n)} - \tau A^* \xi^{(n)}$

$c^{(n+1)} = \max\{|p_i| - \tau \lambda w_i, 0\} \text{sign}(p_i)_{i=1}^N$

$q = \xi^{(n)} + \sigma A(2c^{(n+1)} - c^{(n)}) - \sigma f$

$\xi^{(n+1)} = \min\{1, 1/\|q\|_2\} q$

end for

Algorithm SM2.3 The restarted primal-dual iteration for (SM2.5)

**Input:** measurement matrix $A \in \mathbb{C}^{m \times N}$, measurements $f \in \mathbb{C}^m$, positive weights $w = (w_i)_{i=1}^N$, parameter $\lambda > 0$, stepsizes $\tau, \sigma > 0$, number of iterations $T \geq 1$, number of restarts $R \geq 1$, tolerance $\zeta' > 0$, scale parameter $0 < r < 1$, constant $s > 0$, initial values $c^{(0)} \in \mathbb{C}^N$, $\xi^{(0)} \in \mathbb{C}^m$

**Output:** $c^{(R)} = \text{primal-dual-rst-wSRLASSO}(A, f, w, \lambda, \tau, \sigma, T, \zeta', r, s)$, an approximate minimizer of (SM2.5)

Initialize $\tilde{c}^{(0)} = 0 \in \mathbb{C}^N$, $\varepsilon_0 = \|f\|_2$

for $l = 0, 1, \ldots, R - 1$ do

$\varepsilon_{l+1} = r(\varepsilon_l + \zeta')$

$a_l = s \varepsilon_{l+1}$

$\tilde{c}^{(l+1)} = a_l \cdot \text{primal-dual-wSRLASSO}(A, f/a_l, w, \lambda, \tau, \sigma, T, \tilde{c}^{(l)}/a_l, 0)$

end for

This is a convex, but nonsmooth optimization problem. There are various algorithms and software packages for solving this problem (see, e.g., SM2, §A.2)). However, a challenge is that most of these cannot deliver high accuracy in a computationally-efficient way [SM1]. In this work, we use the approach developed in [SM1], which is based on the previous works [SM8, SM9]. This uses a combination of the primal-dual iteration [SM5, SM6] with a restarting strategy [SM19, SM20, SM21].

The unrestarted primal-dual iteration for (SM2.5) is given in Algorithm SM2.2. Here, sign($\cdot$) denotes the sign of a complex number. We omit the details of the derivation of this algorithm, and refer the reader instead to [SM1, §4.3 & Alg. 1]. Note that we deviate slightly from the setup described therein. First, we consider only the scalar-valued case in (SM2.5), whereas [SM1] considers vectors whose entries take values in a finite-dimensional subspace $V_h$ of a Hilbert space $V$. Second, we do not consider the so-called ergodic sequences in this work.

For suitable choices of the stepsize parameters $\tau, \sigma$, the values $G(c^{(n)})$ converge with rate $O(1/n)$ to the minimum value of the objective function of (SM2.5). One can obtain faster convergence using a restarting strategy. Restarting is general concept in continuous optimization [SM19, SM20, SM21]. The idea is to run an algorithm repeatedly for a fixed, but small number of iterations, and feed the output of one instance into the input of the next instance (a ‘restart’) while also adjusting certain parameters. In our case, the particular restarting scheme we use is described in Algorithm SM2.3. See [SM1, §4.6 & Alg. 4] for details.
Table SM1
The parameters used in the experiments in this paper for computing (7.4). Specifically, we set
\( \hat{c} = \text{primal-dual-rst-wSRLASSO}(A, f, w, \lambda, \tau, \sigma, T; R, \zeta', r, s) \) with the following values.

| Parameter | Value |
|-----------|-------|
| \( A \)   | As in (7.3), \( n \) chosen as the largest integer such that \( |\Lambda_{\text{HCI}}| \leq 10,000 \) |
| \( A \)   | As in (7.2) (computed via the three-term recursion relation for orthogonal polynomials) |
| \( f \)   | As in (7.1) with \( e_i = 0 \), \( \forall i \in [m] \) |
| \( w \)   | Equal to \( u \), as in (6.1) |
| \( \lambda \) | Equal to \( (5\sqrt{m})^{-1} \), as in [SM2, §A.2.5] |
| \( \tau, \sigma \) | Equal to \( 1/\|A\|_2 \) |
| \( T \)   | Equal to \( 4\|A\|_2/R \) |
| \( R \)   | Equal to 100 |
| \( \zeta' \) | Equal to \( 10^{-15} \) |
| \( r \)   | Equal to \( e^{-1} \) |
| \( s \)   | Equal to \( T/(2\|A\|_2) \) |

For suitable choices of parameters, the values \( G(\hat{c}(l)) \) converge with linear order to the minimum value of (SM2.5), up to the tolerance \( \zeta' \) – specifically, the error is proportional to

\[
\eta + \zeta'.
\]

Thus, to achieve an error of size \( \eta \geq \zeta' \) we need \( l \propto \log(\zeta') / \log(r) \) restarts. We omit the details and refer to [SM1] for further information. Like in [SM1, §5.2] we make one modification to Algorithm SM2.3, which is use the stopping criterion

\[
l \geq R \quad \text{or} \quad \|\hat{c}(l) - \hat{c}(l-1)\|_2 \leq 10 \cdot \zeta'
\]

(we use the slightly more conservative value of 10 instead of 5 in this work since it works more reliably in the high-accuracy regime). Here \( \zeta' \) is the tolerance, which determines the limiting accuracy of the iterates. In this work, since we aim for high accuracy, we set \( \zeta' = 10^{-15} \).

We are now ready to describe how we setup and compute the CS approximation (7.4) in the experiments in the paper. This is summarized in Table SM1. These parameter values arise from theoretical bounds for the restarted scheme. See [SM1, §5.1.1] for details. We stress at this point that with these parameter values the CS approximation is obtained robustly and reliably, and is able to achieve high accuracy, as can be seen in the various figures in this paper.

Finally, we note that the computational cost of Algorithm SM2.3 is proportional to

\[
m \cdot N \cdot T \cdot R = m \cdot N \cdot [4\|A\|_2] \cdot R.
\]

Due to (SM2.6) and the parameter choices in Table SM1, the number of restarts used should be roughly \( \log(\zeta') / \log(r) = -\log(\zeta') \approx 35 \). In our experiments, the algorithm with stopping criterion (SM2.7) always halts after roughly this number of restarts.

SM3. Background on parametric DEs. As noted, parametric DEs were the original motivations for recent developments in polynomial approximations to high- and infinite-dimensional functions. We now provide a little more detail on these types of problems. For further information, see [SM7] or [SM2, Chpt. 4] and references therein.

SM3.1. Parametric diffusion equations. A typical parametric PDE is the stationary diffusion equation with parametrized diffusion coefficient and homogeneous
Dirichlet boundary conditions:

\[
\begin{align*}
-\nabla_x \cdot (a(x,y)\nabla_x u(x,y)) &= F(x), \quad x \in \Omega, \\
u(x,y) &= 0, \quad x \in \partial \Omega.
\end{align*}
\]

Here \( x \in \Omega \subseteq \mathbb{R}^k \) is the spatial variable and domain, where \( k \in \mathbb{N}, \Omega \) has Lipschitz boundary and \( \nabla_x \) denotes the gradient with respect to \( x \). The function \( F \) is the forcing term, and is assumed to be nonparametric.

We assume that (SM3.1) satisfies a uniform ellipticity condition: namely,

\[
\text{(SM3.2)} \quad \text{ess inf}_{x \in \Omega} a(x,y) \geq r, \quad \forall y \in \mathcal{U},
\]

for some \( r > 0 \). Now let \( \mathcal{V} = H^1_0(\Omega) \) be the standard Sobolev space of functions with weak first-order derivatives in \( L^2(\Omega) \) and traces vanishing on \( \partial \Omega \). Then the problem (SM3.1) has a well-defined parametric solution map

\[
\text{(SM3.3)} \quad u: \mathcal{U} \to \mathcal{V}, \quad y \mapsto u(\cdot, y).
\]

Notice that this map is Hilbert-valued, since it takes values in the Hilbert space \( \mathcal{V} \). It is therefore common to study a scalar quantity of interest of it. Given a mapping \( Q: \mathcal{V} \to \mathbb{C} \), this is defined as

\[
\text{(SM3.4)} \quad f(y) = Q(u(\cdot, y)).
\]

A typical example involves simply evaluating \( u \) at some point \( x_0 \in \Omega \) in the spatial domain, i.e., \( f(y) = u(x_0, y) \).

**SM3.2. \((b, \varepsilon)\)-holomorphy of parametric elliptic DEs.** Consider a parametric diffusion equation (SM3.1) with affine diffusion coefficient

\[
\text{(SM3.5)} \quad a(x,y) = a_0(x) + \sum_{j=1}^{\infty} y_j \psi_j(x),
\]

where the functions \( a_0, \psi_1, \psi_2, \ldots \in L^\infty(\Omega) \). Notice that uniform ellipticity (SM3.2) for this problem is equivalent to the condition

\[
\sum_{j=1}^{\infty} |\psi_j(x)| \leq a_0(x) - r, \quad \forall x \in \Omega.
\]

Under this assumption, the parametric solution map (SM3.3) is well defined. Furthermore it – and by extension, quantities of interest of it such as (SM3.4) – are holomorphic functions of \( y \). Specifically, let

\[
b = (b_i)_{i=1}^{\infty}, \quad \text{with } b_i = \| \psi_i \|_{L^\infty(\Omega)}, \quad \forall i \in \mathbb{N}.
\]

Then it can be shown that the parametric solution map is \((b, \varepsilon)\)-holomorphic for \( 0 < \varepsilon < r \), where \( r \) is as in (SM3.2). See, e.g., [SM2, Prop. 4.9].

**SM3.3. The function considered in Fig. 1.** In Fig. 1 we consider an elliptic DE of the form (SM3.1) with \( k = 1 \) and \( \Omega = [0,1] \). Modifying an example from [SM18,
Eqn. (5.2)] (see also [SM1]), we consider a lognormal diffusion coefficient of the form

\[ a(x, y) = \exp \left( 1 + y_1 \left( \frac{\sqrt{\pi} \beta}{2} \right)^{\frac{1}{2}} + \sum_{i=2}^{d} \zeta_i \vartheta_i(x) y_i \right) \]

\[ \zeta_i = (\sqrt{\pi} \beta)^{\frac{1}{2}} \exp \left( - \left( \frac{1}{4} \pi \beta \right)^2 \right), \quad \vartheta_i(x) = \begin{cases} \sin \left( \frac{1}{2} \pi x / \beta \right) & i \text{ even} \\ \cos \left( \frac{1}{2} \pi x / \beta \right) & i \text{ odd} \end{cases} \]

\[ \beta_c = 1/8, \quad \beta_p = \max\{1, 2 \beta_c\}, \quad \beta = \beta_c / \beta_p. \]

We consider the quantity of interest defined as

\[ f(y) = u(0.5, y), \]

where \( u(x, y) \) is the corresponding parametric DE solution. To evaluate \( f \), we use a piecewise linear finite element discretization with 1023 degrees of freedom.

As a result of this discretization, the samples of \( f \) involve a numerical error. This is equal to \( f(y_i) - f_h(y_i) \), where \( f_h \) is function computed via the finite element discretization. Since the focus of this paper is on sampling strategies, and not on numerical discretization, we ignore this error. In particular, we evaluate \( f_h \) over the error grid, not \( f \), and compute the error as

\[ E_h(f) = \sqrt{\frac{1}{K} \sum_{i=1}^{K} |f_h(z_i) - \hat{f}(z_i)|^2} \]

instead of (SM2.1).

**SM4. Further experiments.** We conclude this document with several additional experiments. First, we consider what happens when the underlying measure \( \varrho \) is changed. Second, we discuss how changing the oversampling amount in ALS affects its performance relative to CS.

**SM4.1. Examples with different measures.** In the numerical experiments in the main paper we consider the uniform measure \( d\varrho(y) = 2^{-d} dy \). In Figs. SM1–SM5 we compare this against the first kind Chebyshev measure

\[ (SM4.1) \quad d\varrho(y) = \prod_{j=1}^{d} \frac{1}{\pi \sqrt{1 - y_j^2}} dy_j \]

and the second kind Chebyshev measure

\[ (SM4.2) \quad d\varrho(y) = \prod_{j=1}^{d} \frac{2}{\pi \sqrt{1 - y_j^2}} dy_j. \]

The measure (SM4.1) is covered by our main theoretical results in the paper. Hence we expect the near-optimal sampling strategy to offer a diminishing improvement as the dimension increases over MC sampling from \( \varrho \). This is clearly seen in these figures. However, we also see that the near-optimal sampling strategy offers little to no improvement in low dimensions as well. This is unsurprising. Recall from Proposition 3.3 that the relevant constant \( \kappa(\mathcal{P}_S) \) only scales superlinearly in \( n \), specifically, like
In the high-dimensional regime $n \leq 2^{d+1}$. In low dimensions, it scales at worst like $2^d n$. This is significantly different to the case of the uniform measure, for which the worst case scaling is quadratic in $n$, in any dimension.

While second kind Chebyshev measure (SM4.2) is not covered by our main theorems, Figs. SM1–SM5 suggest a similar phenomenon occurs in this case. We expect our results can be extended to this and more general Jacobi measures. It is interesting to note that MC sampling from (SM4.2) leads to much worse ill-conditioning in low dimensions than in the case of random sampling from the uniform measure. Indeed, in Figs. SM2 and SM4, we see that the condition number is around $10^{10}$ when $m \approx 300$, whereas in the case of the uniform measure this value is only reached when $m \approx 1000$.

Insight into this behaviour can be gained by looking at the worst-case behaviour of the constant $\kappa(P_S)$. The univariate, orthonormal second kind Chebyshev polynomials are given by $\psi_\nu(y) = \sin((\nu + 1)\theta)/\sin(\theta)$, $y = \cos(\theta)$, and achieve their maximum absolute value at $y = \pm 1$, taking value $|\psi_\nu(y)| = n + 1$ there. Hence, due to (3.3),

$$\kappa(P_S) = \sum_{\nu \in S} \prod_{j=1}^{d} (\nu_j + 1)^2.$$ 

One can now use this to show a similar version of Proposition 3.4 for this measure, except with (3.13) replaced by the cubic scaling

$$\frac{1}{3} n^3 \leq \max \{ \kappa(P_S) : S \subset \mathbb{N}_0^d, |S| \leq n, S \text{ lower} \} \leq n^3.$$ 

The upper bound follows from [SM14] (which also considers more general Jacobi measures). The lower bound follows by setting $S = \{ke_1 : k = 0, \ldots, n - 1\}$. The fact the worst-case scaling is cubic, instead of quadratic as in (3.13), explains why log-linear oversampling in Figs. SM1–SM5 is much more poorly conditioned.

SM4.2. Comparing CS to ALS with different scalings. In Figs. 7–10 we compared CS against ALS with the log-linear oversampling (4.1). In Figs. SM6–SM9 we show the same experiments, but we now also include the two linear oversampling factors

(SM4.3) \[ m = \lceil 1.5n(l) \rceil, \quad m = 2n(l). \]

As is evident, in lower dimensions these scalings can lead to somewhat better performance than CS. However, this comes at the price of a much worse condition number. Indeed, in $d = 1$ dimensions the condition numbers can grow to roughly $10^7$, while the condition number of log-linear oversampling remains less than $10^1$. Furthermore, the benefits of these scalings in terms of error reduction diminishes as the dimension increases.
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