Interlacing Orchard Canopy Separation and Assessment using UAV Images
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Abstract: To minimize pesticide dosage and its adverse environmental impact, Unmanned Aerial Vehicle (UAV) spraying requires precise individual canopy information. Branches from neighboring trees may overlap, preventing image-based artificial intelligence analysis from correctly identifying individual trees. To solve this problem, this paper proposes a segmentation and evaluation method for mingled fruit tree canopies with irregular shapes. To extract the individual trees from mingled canopies, the study fitted the projection curve distribution of the interlacing tree with Gaussian Mixture Model (GMM) and solved the matter of segmentation by estimating the GMM parameters. For the intermingling degree assessment, the Gaussian parameters were used to quantify the characteristics of the mingled fruit trees and then as the input for Extreme Gradient Boosting (XGBoost) model training. The proposed method was tested on the aerial images of cherry and apple trees. Results of the experiments show that the proposed method can not only accurately identify individual trees, but also estimate the intermingledness of the interlacing canopies. The root mean squares (R) of the over-segmentation rate (Ro) and under-segmentation rate (Ru) for individual trees counting were less than 10%. Moreover, the Intersection over Union (IoU), used to evaluate the integrity of a single canopy area, was greater than 88%. An 84.3% Accuracy (ACC) with a standard deviation of 1.2% was achieved by the assessment model. This method will supply more accurate data of individual canopy for spray volume assessments or other precision-based applications in orchards.
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1. Introduction

Aerial spraying by Unmanned Aerial Vehicles (UAV) has great application potential in China for conventional orchard farms, especially those with trees growing on hills [1]. The widespread UAV spraying in orchards calls for automatic extraction of individual fruit trees and its parameters such as canopy size and shape to estimate the pesticide spray volumes [2–4].

At present, remotely sensed images are widely adopted for automatic individual tree identification because of the visualized results and noncontact data collecting [5]. There is an extensive amount of research done on the remotely sensed data for tree extraction, such as high-resolution satellite images [6,7] and RADAR data [8,9]. With the recent Unmanned Aerial Vehicle (UAV) developments, UAV images are more easily obtained and require less data processing [10]. Therefore, UAV images have become more commonly used within remote sensing studies focused on tree extraction [11–13].
A single tree is the basic unit for orchard farming. Accurately identifying individual trees is a prerequisite for tree extraction studies. Distinguishing individual trees in the case of contiguous tree canopies, however, has always been a difficult task in horticultural computer vision. Commonly, the Hough transform is used to isolate individual trees from UAV images by applying a canopy shadow, generated from optical data and a circular matching template [14]. The Hough transform is a feature extraction technique used in image analysis, computer vision, and digital image processing. It is used to identify lines in images and positions of arbitrary shapes, such as circles or ellipses. This method, however, is not ideal for interlaced orchards. After factoring in the possibility of intermingling branches in aerial images, this process still relies on a circular template to segregate the citrus canopies [15] and the clove canopies [16]. Although trees do grow following general patterns, branches extend, cross, and overlap unsystematically, rendering the template matching inaccurate and unfit for image segmentation. Convolutional neural networks are applied to semantically segregate pomegranate trees in UAV scenes [17]. Convolutional neural networks CNN(s) are a class of deep neural networks most commonly used to analyze visual imagery, but manual canopy boundaries are needed as its training sample input. Contour curvature or corner methods used for cells or particles segmentation[18–20] also have difficulties separating the contiguous trees in images.

Additionally, degree assessment of intermingledness of canopies helps decide whether to spray continuously. Traditional data information extracted from image data include vegetation index [21, 22], crown delineation [23,24], and tree quantity [25,26]. The intermingledness, or an index for the intermingledness, for contiguous canopies, however, has rarely been reported.

The objective of this study, therefore, is to propose a method that can separate interlacing tree canopies and evaluate the degree of such phenomena. Past studies showed that Gaussian Mixture Models (GMMs) can be used to analyze pixel distribution in images of agriculture scenes [5,27]. In this study, therefore, a GMM was chosen to characterize the projection histogram of contiguous tree canopies. GMM is a probabilistic model for representing normally distributed subpopulations within an overall population. Since GMM mainly utilizes the positional information of the trees contained in the projection histogram, it is robust to the shape of the fruit trees. GMM not only segregates the contiguous trees but also outputs Gaussian parameters to quantify the features of mingled canopies, providing training data for Extreme Gradient Boosting (XGBoost) to evaluate intermingledness. XGBoost is a decision-tree-based ensemble Machine Learning algorithm that uses a gradient boosting framework, which is recently proven to be very powerful in other research areas [28]. Its advantages over other machine learning methods are properly discussed as well in this study. The findings from this study will also contribute to crop feature acquisition based on machine vision in general.

2. Test Sites and Image Acquisition

This study was conducted on the commercial cherry orchard of Zhongnong Futong in Tongzhou, Beijing and the apple orchard of Orchard Research and Demonstration Park in Taian, Shandong. These two sites were selected because of their row-planting pattern for the orchards, which is the norm in this industry. The cherry trees are spaced 4 meters per plant with a 5-meter path between rows and the apple trees 3 meters by 4 meters, respectively. The crown diameters ranged from about 2 to 4 m. The spatial relationship of the trees was categorized into (1) individuals, (2) slightly interlacing, and (3) greatly interlacing, as shown in Figure 1.
Figure 1. The illustrations of images under different lighting conditions and interlacing situations: (a) cherry trees, sunny day; (b) cherry trees, cloudy day; (c) apple trees, sunny day; (d) apple trees, cloudy day;

The images of cherry and apple trees were taken in June 2017 and October 2018, using DJI Phantom 3 UAV (Shenzhen Dajiang Innovation Technology Co., Ltd, China) (Figure 2). This drone is equipped with 3-axis gimbal stabilization and a Sony EXMOR 1/2.3-inch CMOS digital camera, outputting RGB orthophotos of 3000 × 4000 pixels. The UAV filmed horizontally at a constant speed (5m/s) and a height range of 20–60 meters.

Figure 2. Image acquisition: (a) a-1: cherry orchard at Zhongnong Futong; a-2: apple orchard in Taian; a-3: photographing device; a-4: data collection team. (b) the Unmanned Aerial Vehicle (UAV) flight route

3. Methodology

The proposed method can be summarized by a three-part processing framework: interlacing canopy extraction, image segmentation, and evaluation. The first step was the preliminary extraction of interlacing regions. The background was removed by applying the Excess Green Index (EXG) [29] and Otsu’s method [30]; both of them are the common methods for image preprocessing purposes. The target regions were extracted using the length threshold of the circumscribed rectangle of the connected area. The aim of the second step was to separate interlacing canopies. A GMM was built by fitting the projection histogram curve in the horizontal direction of the extracted interlacing regions. We then manually determined the initial parameters and applied the Expectation Maximization (EM) algorithm [31] to find the parameters of this GMM. Once the model parameters were obtained, the intersection of the Gaussian curve was computed as the segmentation thresholds. The third stage was to assess intermingling degrees. The images were labeled to create a training set, and the canopy feature parameters extracted from the Gaussian components were put into the XGBoost training model. An overall flowchart is shown in Figure 3.
Figure 3. Overall flowchart of the proposed method. The input image is the original image, and the output image is the result of segmentation and evaluation of the canopy image: the extracted trees are enclosed within the red boxes for better illustration; the Extreme Gradient Boosting (XGBoost) classification model output will be 1 for the greatly intermingling canopies or 0 for the slightly intermingling canopies.

3.1. Extraction of Interlacing Canopy Region

The extraction of interlacing canopies consists of two steps: removing the background of the images and excluding the already identified individual trees to get the interlacing canopies regions.

3.1.1. Background Removal

The background in the images was removed based on color differences, as the plants were distinctively green. The \textit{ExG} index and Otsu’s method were applied because they were well tested in image segmentation of different agricultural scenarios \cite{32-34}. Figure 4b shows the resulting binary images after applying \textit{ExG} and Otsu. The \textit{ExG} index is defined as follows:

\[
\text{ExG} = 2G - R - B \\
R = \frac{r}{r + g + b}, \\
G = \frac{g}{r + g + b}, \\
B = \frac{b}{r + g + b}
\]

Where \( r, g, \) and \( b \) are the color components; \( R, G, \) and \( B \) are the normalized RGB values ranging from 0 to 1.

3.1.2. Interlacing Canopy Region Extraction

After the background removal, the target regions were identified to obtain interlacing canopies. Methods such as contour features, bump detection, and contour stripping \cite{35,36} could not be used to identify interlacing tree canopies because the trees do not have regular shape. Figure 4 shows that intermingled trees would occupy more area on their respective rows than single trees. The target canopies were thus picked out based on the length of the circumscribed rectangle of the maximum connected area. Contiguous canopies were estimated according to Equation (2):

\[
p = \begin{cases} 
1 & \text{if } l \geq \bar{l} \\
0 & \text{otherwise}
\end{cases} \\
p = \frac{\sum_{i=1}^{r} l_i}{\bar{l}}
\]

Where \( p \) is the pixel value within the connected area; \( l \) is the length of the connected area; \( \bar{l} \) is the mean value; and \( r \) is the number of connected areas; \( i = 1,2,3…r \).
Figure 4c shows four examples of identified interlacing canopies. The red rectangular frames are the circumscribed rectangle of the maximum connected area of each canopy, and the green letter is l. Figure 4d indicates the resulting intermingling regions after extracting.

3.2. Analysis of Projection Curve of Individual Tree

A GMM is a universal model to estimate the unknown probability density function and is generally used to estimate probability density distribution of the target in images [37]. When analyzing a tree’s distribution characteristics in binary images, the projection curve of individual trees was similar to the Gaussian distribution (Figure 5). Further tests were necessary to confirm whether the projection histogram of individual trees follows the Gaussian distribution. With goodness-of-fit tests [38], this theory was verified as shown.

The verification process:

1. For the binary image $bw(i, j)$ in the horizontal direction, projection histogram can be defined as $H = (H_1, H_2, H_3, ..., H)$, $H_i$ the projection value of the image on the $i$ row:

   $$H_i = \sum_{j=1}^w bw(i, j), \quad j = 1, 2, 3, ..., w$$

   Where $i$ is the row number of the image, $j$ is the column number, $bw(i, j)$ is the pixel value of the binary image at the $(i, j)$, $h$ is the height of the image, $w$ is the width of the images.

   The original image was cropped into individual trees and converted into a binary image for the test. A total of 370 samples were obtained after the projection. We assumed that each sample obeys $H \sim N(\mu, \sigma^2)$. Probability density distribution of $H$:

   $$P(H, \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(H-\mu)^2}{2\sigma^2}\right)$$

   Where $\mu$ and $\sigma$ are the mean value and the standard deviation and $H$ is projection histogram.

   By calculating the likelihood function—Equation (5)—we got an estimate of the mean and variance by the Equation. (6).
Remote Sens. 2020, 12, 767 6 of 22

\[ L(\mu, \sigma^2) = \prod_{i=1}^{h} \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{(H_i - \mu)^2}{2\sigma^2} \right) \]  

(5)

\[
\begin{aligned}
\hat{\mu} &= \frac{H_i}{w} \\
\hat{\sigma}² &= \frac{1}{h} \sum_{i=1}^{w} (H_i - \hat{H})²
\end{aligned}
\]

(6)

Where \( \mu \) and \( \sigma \) are the mean value and the standard deviation; \( H_i \) is the projection value of the image on the \( i \) row; \( L(\mu, \sigma^2) \) is the likelihood function; \( w \) is the image width; \( h \) is the height of image; and \( \hat{\mu} \) and \( \hat{\sigma}² \) is the estimated mean and variance.

(2) The chi-square (\( \chi^2 \)) goodness-of-fit test [39] with a significant level of 0.5 was used to test the population normality. Each sample was divided into \([a_{i-1}, a_i)\), a total of \( k \) groups, \( \chi^2 \) is calculated as follows:

\[ \chi^2 = \sum \frac{(f_i - f_\hat{i})²}{f_\hat{i}} \]  

(7)

In this formula, \( f_i = h \hat{p}_i = j(p(a_i) - p(a_{i-1})) \), where \( f_i \) is the actual frequency; \( \hat{f}_i \) is the theoretical frequency; and \( p(a) \) can be calculated by Equation (4).

Since two estimators are obtained, the degree of freedom is: \( d_f = k - 3 \)

\( \chi^2_{0.05} \) can be acquired in the distribution table; test rules are

\[ \chi^2 \geq \chi^2_{0.05}(d_f) \] accept

\[ \chi^2 < \chi^2_{0.05}(d_f) \] reject  

(8)

Figure 5. (a) An individual tree; (b) Projection histogram in the horizontal direction. x-label represents pixel row count of an image from top to bottom. y-label represents number of pixels on each row.

Figure 6 shows a hypothesis test of distribution for a total of 370 trees. According to the statistics, 89.6% of fruit trees projection histograms satisfied the assumption of Gaussian distribution. Five group examples of estimating parameters and statistics are presented in Table 1. Therefore, the projection histograms of fruit trees could be modeled as Gaussian probability density functions, which would provide the theoretical basis of image segmentation in the next step.
Figure 6. Statistical test of 370 sampled distributions.

Table 1. Examples of the goodness-of-fit test for some samples.

| Sample | $\mu$  | $\sigma$ | $f_c$                 | $f_s$ | $\chi^2_{95\%}$ | $df$ | $\chi^2$ | Result |
|--------|--------|----------|------------------------|-------|------------------|-----|----------|--------|
| 1      | 367    | 122      | 10.77,16.44,21.41,....,6.14 | 13,15,14,....,3 | 14.07 | 7  | 11.58    | Accept |
| 2      | 240    | 131      | 13.07,17.24,21.56,....,5.89 | 13,16,18,....,8 | 14.07 | 7  | 12.88    | Accept |
| 3      | 326    | 112      | 9.47,12.00,19.50,....,6.53 | 6,18,22,....,9 | 12.59 | 6  | 9.08     | Accept |
| 4      | 306    | 123      | 9.87,10.03,15.48,....,7.59 | 7,19,21,....,9 | 14.07 | 7  | 16.91    | Reject |
| 5      | 315    | 128      | 15.47,20.74,23.70,....,7.04 | 8,11,19,....,6 | 14.07 | 7  | 10.54    | Accept |

3.3. GMM for Image Segmentation

A Gaussian Mixture Model was used to characterize the projected histogram distribution of the interlacing fruit trees, where the kth Gaussian distribution represents the kth plant in the interlacing areas. The k value indicates the number of fruit trees in the range of the intermingling fruit trees, and $\tau_k$, $\mu_k$, and $\sigma_k^2$ are weight, mean value, and variance, respectively in the kth region. The GMM is defined as:

$$GMM(H) = \sum_{i=1}^{k} \left( \tau_i f(H | \theta_i) \right)$$

$$f(H | \theta_i) = \frac{1}{\sqrt{2\pi\sigma_i}} \exp\left( -\frac{(H_i - \mu_i)^2}{2\sigma_i^2} \right)$$

Where $\theta_i = (\tau_i, \mu_i, \sigma_i^2, k)$ is the unknown parameter to be determined, in which $\tau_i$ is the proportion of each distribution; $\mu_i$ is the mean value, $\sigma_i^2$ is the variance; $k$ is the number of Gaussian components; $H$ is the projection histogram; and $H_i$ is the projection value of the image on the $i$ row.

Multiple local minimum points in the data made it difficult to determine the threshold value. To solve this problem, a relationship between the GMM and the intermingling trees was established to seek an estimate of the GMM parameters for the threshold value. Figure 7 shows the projection histogram of interlacing fruit trees with a multimodal distribution.

Figure 7. Diagram of Gaussian Mixture Model (GMM) distribution. The red curve is the GMM; the black curve is the projection curve (H); and Gauss 1, Gauss 2, and Gauss 3 (the “+” curve) are the components of the GMM.

3.3.1. EM Algorithm for GMM Parameter Estimation
EM can effectively solve the model parameters. However, the EM algorithm is greatly affected by the initial parameters. In order to improve the accuracy of the parameter estimation, good initial parameters were obtained by analyzing the potential target range of each tree on the histogram. The steps were as follows.

1. The scanline was established to scan the projection histogram curve by a line from bottom to top. The scan region was limited between the bottom of the projected histogram and the end position as shown in Figure 8. The end position was defined as line $S = \overline{H} + H_{std}/2$. The median $\overline{H}$ and standard deviation $H_{std}$ were obtained using the expression

$$H_{std} = \sqrt{\frac{1}{h} \sum_{i=1}^{h} (H_i - \overline{H})^2}$$

Where $H$ is the projection histogram; $H_i$ the projection value of the image on the $i$ row; and $h$ is the height of the image.

2. To identify the target region, the intersections of the scan line and the projection curve were recorded during the scanning process. The scanline stopped scanning when the number of intersections reached the maximum quantity. These intersections divided the projection curve into several intervals. The first and the second intersections were defined as the start and endpoint of the first target region, and the rest of the regions were defined by repeating this process. The average width of each interval was calculated by counting the pixels within each region. Regions that exceeded the average width become potential target regions, and the remaining intervals outside of each region were merged. If the newly merged interval had a width greater than the average value, it would be marked as a new target region. Otherwise, it would be merged into the nearest potential target region. Figure 8 shows an example of three target regions obtained this way (the domain marked 1, 2, and 3).

![Figure 8](image_url)

**Figure 8.** Target areas scanned on the projection histogram. The end positions (blue line) and the final scan line position (red line).

3. Once the target regions were set, the parameters of each region were calculated. $\theta_0 = (\tau_k, \mu_k, \sigma_k^2, k)$ represented the initial parameter, where $k$ is the number of target regions; $\mu_k, \sigma_k^2$ is the mean value and the variance of pixels within each region; and $\tau_k = 1/k$. The final parameters $\theta$ were obtained using the EM iteration initial parameters. The input of EM algorithm is as follows: observation sample of $H$; implicit variable of $z = 1, 2, 3, ..., z_i$; joint distribution $p(H, z \mid \theta)$; conditional distribution $p(z, H \mid \theta)$. The E step of the EM algorithm is as follows: the parameter is $\theta_n$ after the $n$th iteration, and the conditional probability expectation of the joint distribution is:

$$Q_n(\theta \mid \theta_n) = \sum_{z(t)} P(z(t) \mid H(t), \theta_n) \ln P(H(t), z(t) \mid \theta)$$

The M step of the EM algorithm is as follows: maximizing the expected function $Q$, i.e., finding a $\theta(t+1)$ meets:
\[
\theta_{n+1} = \arg \max_{\theta} Q(\theta|\theta_n)
\]  

(12)

These two steps were repeated until the algorithm converged. The Gaussian components in the Gaussian mixture model were obtained as shown in Figure 9.

---

3.3.2. Threshold Value Determination

The final step for intermingling canopy segmentation was selecting a reasonable threshold to decompose the GMM. In this step, the T1 threshold computation method was introduced [39,40] to determine the segmentation point. As shown in Figure 10, the expressions of two adjacent Gaussian distributions are \( f_1(\mu_1, \sigma_1^2) \) and \( f_2(\mu_2, \sigma_2^2) \). The following equations were used for solving the threshold (T):

\[
\begin{align*}
AT_1^2 + BT_1 + C &= 0 \\
T_1 &= \frac{-B \pm \sqrt{B^2 - 4AC}}{2A}
\end{align*}
\]

where, \[
A = \sigma_2^2 - \sigma_1^2 \\
B = 2(\mu_1^2 - \mu_2^2 - \sigma_1^2 - \sigma_2^2) \\
C = \sigma_1^4 \frac{\sigma_2^2 - \sigma_1^2}{\sigma_1^2} + 2\sigma_1^2 \sigma_2^2 \ln\left(\frac{\sigma_2}{\sigma_1}\right)
\]

(13)

Figure 10 shows an example of the threshold (marked as a red solid line) after solving Equation (13) and the separation of two intermingling trees after applying the results (marked as a red dotted line).
3.4. Assessment of Intermingle Degrees

The projection histogram of the intermingled fruit trees was fitted to a GMM in this study. This means the degree of intermingledness of the contiguous trees can be estimated by the Gaussian component parameters in a GMM model. In this section, the XGBoost algorithm as a machine learning system for evaluation models will be discussed.

3.4.1. XGBoost Algorithm

Boosting is a technology that integrates multiple weak classifiers into one robust classifier. As an efficient implementation of Boosting algorithm, XGBoost algorithm not only solves the problem of parallel training of the model but also optimizes the parameters according to the second derivative, which improves the training efficiency [42]. At the same time, XGBoost adds regularization items to the loss function, which improves the generalization performance of the training model. The algorithm flow is as follows:

Assuming the model has k decision trees to predict the output, the $\hat{y}_i$ can be estimated according to Equation (14)

$$\hat{y}_i = \sum_{k=1}^{K} f_k(x_i), f_k \in F$$

Where $\hat{y}_i$ is the predicted value, $x_i$ is the input variable, and $x_i \in \mathbb{R}^m$. $f_k(x) = \omega_k q(x)$ represents the prediction function to k decision trees. $q(x)$ is the structure of each tree that maps $x_i$ to the corresponding leaf index. T is the number of leaves in the tree, and $\omega$ is the leaf weight.

To learn the set of functions used in the model, the following regularized objective function should be minimized:

$$L(\phi) = \sum_{i} l(\hat{y}_i, y_i) + \sum_{k} \Omega(f_k)$$

where, $\Omega(f) = \gamma T_m + \lambda \frac{1}{2} \| \theta_m \|^2$

Where $\Omega(f)$ is a regular term, which helps to prevent over-fitting and to simplify models produced, $\gamma$ is a complex parameter, $\lambda$ is a fixed coefficient, and $l$ is the loss function.

This algorithm was provided by the creators of the algorithm.

3.4.2. Parameters Input

As shown in Figure 11, the Gaussian parameters $\sigma$ and $f(\mu)$ were used to characterize the shape features (width, height) of each component in the interlacing area. $|T - \mu|$, $f(T)$ represents overlapping degrees of the contiguous trees. In addition, x is the crown area of individual trees, which
came from counting pixels in the images with isolated canopies. The photographed height was introduced as the scale parameter of the image as shown in Equation (16):

\[
\text{Height}_{\text{max}} - \text{Height}_{\text{min}}
\]

Where \( \text{Height}_{\text{max}} \) and \( \text{Height}_{\text{min}} \) are the highest and the lowest photographed heights, respectively.

In summary, \((\sigma, f(\mu), |T - \mu|, f(T), x, h_m)\) were selected as feature inputs, and the resized images were selected as training data for XGBoost model. Figure 11 shows examples of characterization parameters, and Table 2 shows partial sample feature inputs and its corresponding label.

![Figure 11. Examples of labeling and the characterizing parameters.](image)

Table 2. Examples of the feature parameters and their labels.

| Sample | \(\sigma_1\) | \(\sigma_2\) | \(x_1\) | \(x_2\) | \(f(\mu)\) | \(f(\mu_1)\) | \(f(T)\) | \(|T - \mu|\) | \(|T - \mu_1|\) | \(h_m\) | Label |
|--------|--------------|--------------|--------|--------|------------|------------|--------|-----------|-----------|--------|-------|
| 1      | 67.89        | 53.82        | 45104  | 42195  | 275.8      | 299.4      | 53.50  | 123.3     | 104.4     | 12.5   | 0     |
| 2      | 66.46        | 82.03        | 48093  | 42501  | 255.1      | 234.8      | 49.21  | 120.9     | 139.4     | 12.5   | 1     |
| 3      | 23.33        | 18.80        | 4955   | 4134   | 62.16      | 86.43      | 13.07  | 40.74     | 35.07     | 87     | 0     |
| 4      | 15.01        | 23.86        | 3407   | 5787   | 71.07      | 94.56      | 5.50   | 34.19     | 49.24     | 87     | 1     |
| 5      | 39.48        | 37.73        | 18494  | 16451  | 143.3      | 220.2      | 19.05  | 78.98     | 76.32     | 25     | 1     |
| 6      | 46.31        | 44.71        | 23080  | 20087  | 196.2      | 182.9      | 55.07  | 73.80     | 72.24     | 25     | 0     |
| 7      | 37.86        | 36.15        | 19125  | 18691  | 210.2      | 197.5      | 20.04  | 82.21     | 79.27     | 25     | 0     |
| 8      | 66.27        | 73.79        | 54646  | 42402  | 262.1      | 289.5      | 29.22  | 138.9     | 150.8     | 12.5   | 0     |
| 9      | 32.64        | 38.48        | 18735  | 16274  | 200.3      | 194.1      | 21.67  | 69.25     | 78.60     | 25     | 0     |
| 10     | 72.04        | 73.30        | 45828  | 50705  | 205.5      | 231.3      | 41.29  | 129.2     | 130.8     | 12.5   | 1     |

3.4.3. Creation of Training Sets and Setting Parameters

In this study, 2173 images were labeled. Densely interlaced trees were labeled 1, and barely touching trees were labeled 0, as shown in Figure 11. To ensure the generalization ability of the XGBoost model, we applied the sklearn.grid_search package to search for optimal parameters. Some key parameters are displayed as follows:

- Learning_rate: 0.002; N_estimators: 3000; Max_depth: 5; Gama: 0.2; Subsample: 0.8; Objective: binary: logistic

3.5. Evaluation Indices
3.5.1. Evaluation Indices for Segmentation Performance

We evaluated and compared the segmentation results of the proposed method quantitatively. Specifically, we checked the number of trees and their pixels extracted from the images. Since there is no standard database or general evaluation methods in this specific topic of canopy isolation, we used four evaluation indices, namely Ro (over-segmentation rate), Ru (under-segmentation rate), R (root mean square) and the Intersection over Union (IoU), to evaluate the results of the canopy segmentation. Ro is the percentage of the extra trees extracted by the method, indicating the algorithm over-divided its targets. Ru is the ratio of the number of missing trees, indicating the algorithm under-divided its targets. R is the root mean square of the Ro and Ru and is the global metric of the accuracy of canopy counting. IoU (also known as the Jaccard index) compares the area of the segmented canopies to the actual area of the trees, which shows whether the canopy segmentation is complete. The actual quantity and area of the trees were manually counted using Adobe Photoshop as the ground truth. The calculation process is described as follows:

\[
\text{IoU} = \frac{|S \cap S_i|}{|S \cup S_i|} \times 100\% \tag{20}
\]

Where \(N_p\) is the over-counted trees and \(N_n\) is the unrecognized number of real trees in the segmentation result; \(N\) is the number of trees detected by the segmentation method; and \(N_t\) is the number of actual trees present in the images. \(S\) is the area of the trees produced by the segmentation algorithm, and \(S_i\) is the real area of the trees calculated by manually tracing the borders using Adobe Photoshop. \(|S \cap S_i|\) is the shared area by \(S\) and \(S_i\). \(|S \cup S_i|\) is the total area by \(S\) and \(S_i\). An IoU value higher than the 0.70 generally indicates an excellent agreement between \(S\) and \(S_i\).

3.5.2. Evaluation Indices for Intermingling Degrees between Interlacing Canopies

A receiver operating characteristic curve (ROC), as well as area under the curve (AUC) and accuracy (ACC), respectively, were used for evaluation in the model training and test. An ROC curve [43] is the most commonly used way to visualize the performance of a binary classifier, and AUC [44] is a criterion used to quantitatively evaluate the training effect of the classification models. The ROC curve can be drawn by the (FPR, TPR) coordinates of each threshold of each model. The calculations of FPR and TPR are as follows:

\[
\text{FPR} = \frac{FP}{N} \tag{21}
\]
\[
\text{TPR} = \frac{TP}{P} \tag{22}
\]

Where FP are the negative samples predicted to be positive by the model, N is the true number of the negative samples, TP is the positive samples predicted to be negative by the model, and P is the true number of positive samples.

AUC is calculated as shown in Equation (23).

\[
\text{AUC} = \sum_{i=1}^{m} (x_{i+1} - x_i) \cdot (y_i + y_{i+1}) / 2 \tag{23}
\]

ACC is a criterion used to judge the quality of classification in the final model test, which reflects the proportion of positives and negatives accurately identified by the model. It can be obtained by Equation (24).
\[
\text{ACC} = \frac{T}{N} \times 100\%
\]

Where T is the number of samples classified correctly, and N and P are the values mentioned above.

4. Results and Discussion

4.1. Segmentation Result Analysis of Interlacing Canopies Using Three Competing Segmentation Methods

4.1.1. Competing Segmentation Methods

Watershed transform is a common solution for separating touching objects. Advanced instance segmentation methods such as convolutional neural networks (CNN) are also employed to isolate objects. In this study, our GMM method was compared with Watershed algorithms and CNN. To isolate canopies using the Watershed algorithm, both the traditional Watershed [45] algorithm and the improved Watershed algorithm were used to avoid over-segmentation. The improved Watershed steps are briefly described as follows: converting the original image into a binary image; calculating the distance transformation (Figure 12a); blurring the image to eliminate noises from the edges of the irregular canopy (Figure 12b); marking the local extremum of the canopy (Figure 12c); and performing the Watershed transformation (Figure 12d). Segmentation functions were then created by computing the local thresholds.

\[\text{(a) Distance transform; (b) image blur; (c) local extremum; and (d) color marker.}\]

To separate interlacing canopies using CNN, the Mask Region Convolutional Neural Network (Mask-RCNN) [44] was applied, which performed better than the Fast R-CNN [47] and Faster R-CNN [46], to generate segmentation masks for each instance of objects in the image. Mask R-CNN was implemented on Python 3.7, Keras, and TensorFlow. It is based on the Feature Pyramid Network (FPN) and the ResNet 101 backbone. Eight hundred seventy-five image training samples were created using Labelme. These datasets were stored in four different folders (mask, json, labemle_json, and pic). To train our dataset, the ResNet101 model was initialized using a pretrained parametric model on the MSCOCO dataset [49]. The training on the aviation tree dataset was set as follows: in the previous demo.py file, there were 81 classes. In our dataset, there were only two classes, tree canopy and background. The original data saved in the training session and Mask-RCNN folders, respectively, were changed. The accuracy was evaluated by a mean average precision with a threshold value of 0.5. All experiments were conducted on a graphics workstation with Ubuntu 18.04 operating system and NVIDIA RTX 2080TI graphics card installed.
4.1.2. Segmentation Result Using Four Methods

In order to evaluate the performance of the proposed method, 300 UAV images under different lighting conditions and different overlapping layouts were selected. Figure 14 shows an example of segmentation results. Figure 14(a) shows the original images of cherry trees taken on a sunny day and apple trees on a cloudy day. For convenience, detected canopies are mapped with red rectangles on the images (Figure 14b,c,e); the highlighted patches, or the masks, are the area of the individual canopies produced by Mask-RCNN (Figure 14d).

Figure 14b shows that the traditional watershed transform method does not adapt to irregular tree edges well. It over-separated the individual tree regions to many broken pieces, due to the variations of interlacing intensity of the trees. Figure 14c shows that the overall segmentation results using the improved Watershed algorithm are better than the traditional Watershed method in Figure 14b, since the exact local extremums are provided based on the fuzzy information. Its results are not satisfactory, however, as it failed to identify actual tree crown borders in the interlacing regions and it labeled some branches as extra tree units. According to Figure 14(d), the generalization ability of Mask-RCNN was promising for isolating individual apple trees or cherry trees. Alas, the mask predictions generated by Mask-RCNN did not cover the entire area of the individual canopies because of the inconsistent shapes of the targets, not to mention that some trees were even completely missed. This experiment shows that our method has better separation results than the other algorithms and recognizes trees more accurately.

![Figure 14. Comparison of different segmentation results: (a) original images; (b) traditional Watershed algorithm; (c) improved Watershed algorithm; (d) Mask-RCNN algorithm; (e) our algorithm.](image-url)
Table 3. Average results statistics for 300 apple images using different algorithms.

| Method             | Average $R_o$ (%) | Average $R_u$ (%) | Average $R$ (%) | Average IoU (%) | Average time (ms) |
|--------------------|-------------------|-------------------|-----------------|-----------------|------------------|
| Traditional Watershed | 80.8              | 84.3              | 82.6            | 64.3            | 748              |
| Improved Watershed   | 47.3              | 16.5              | 35.4            | 84.6            | 1368             |
| Mask-RCNN            | 13.2              | 77.7              | 55.7            | 78.1            | 986              |
| Proposed Algorithm   | 3.1               | 5.3               | 4.3             | 88.7            | 1153             |

Table 3 shows the average segmentation results of 300 test images using different segmentation methods. The average $R_o$, $R_u$, $R$, and IoU values of the traditional Watershed methods were 80.8%, 84.3%, 82.6%, and 64.3%, respectively. The quality of segmentation according to $R_o$, $R_u$, $R$, and IoU (47.3%, 16.5%, 35.4%, and 84.6%, respectively) improves significantly using the improved Watershed. The average $R_o$, $R_u$, and $R$ of the Mask-RCNN algorithm were reduced by 67.6%, 6.6%, and 26.9%, respectively, compared to the traditional Watershed method. IoU had also improved 13.8%. However, the $R_u$ metrics increased by 61.2%, and the IoU reduced by 6.5% relative to the improved Watershed analysis. The overall performance of the proposed method proves itself superior to the other three methods: the Watershed algorithms tended to over-separate and the Mask-RCNN performed poorly on the pixel prediction of tree canopies and the segmentation of the similar targets. Our method was more accurate, with the average $R_o$, $R_u$, $R$, and IoU values 3.1%, 5.3%, 4.3%, and 88.7%, respectively, proving itself a reliable input for the consequent evaluation of interlacedness.

4.1.3. Segmentation Result in Different Scenarios

The orchard image samples used include several extreme cases, in which some trees may be heavily intermingled, and some barely have overlapping branches. The extremities were manually picked out and checked through the proposed method, as well as the other three formulas. This section compares the results in the more complex scenarios (Figure 15a), where canopy overlapping can be too hard to identify even for an expert, and in less complicated cases (Figure 15b).

Figure 15 shows the comparison between two types of overlapping scenarios using the traditional Watershed algorithm, the improved Watershed, Mask-RCNN, the proposed method, and the ground truth. The traditional Watershed for tree detection and tree crown separation failed in complex and less complex scenarios. The improved Watershed method performed better, but it would occasionally miss trees in the more complex scenarios. Mask-RCNN could not isolate individual plants when some overlapping canopies were covered by the same mask (Figure 15a). It missed some trees even in less complicated cases (Figure 15b). Our approach once again outperformed the other three, marking much more precise borders throughout patches with interweaving branches of various degrees. In this extreme scenario examination, the average $R_o$, $R_u$, $R$, and IoU values for the proposed method are 4.2%, 6.4%, 5.4%, and 87.9%, respectively, for the complex cases, and 1.7%, 3.3%, 2.6%, and 89.4%, respectively, for the less complex situations. Compared to the results in our previous test, the difference is negligible, demonstrating the robustness of our method. Overall, the proposed method of using GMM was feasible for identifying and isolating individual trees in continuous orchard rows and was most effective.
4.1.4. Segmentation Result of Multiple Interweaving Trees

The feasibility of the proposed method was then examined for handling multiple interweaving canopies in a row. The method was tested in orchards with different numbers of interweaving fruit trees, and the results were compared with the ground truth images. Figure 16 shows groups of the typical image segmentation results of the multiple interweaving trees in orchards (5 trees at most in our test areas). Specifically, Figure 16 includes two and five overlapping apple trees (Figure 16a,d) and three and four cherry trees (Figure 16b,c). The tested result indicates that the proposed method can effectively segment the interweaving regions. The image segmentation results of our methods are quite similar to the ground truth, visually speaking, indicating that the proposed method can effectively segment the interweaving regions. For quantitative verification, the test was performed on a total of 571 tree images containing different numbers of touching fruit trees. The final recognition results are shown in Figure 16.

As shown in Figure 17, the proposed method was still able to accurately recognize the true boundaries of targets in the sample images, ranging from three touching trees to five. The corresponding levels of values of average $R_o$, $R_u$, $R$, and IoU were consistently above 87.78%, thanks to the fact that the accuracy of the solution of Gaussian mixture model does not have an obvious linear relationship with the number of Gaussian components. To be exact, the average of $R_o$, $R_u$, $R$, and IoU values were as high as 92.24%, 92.54%, 92.31%, and 89.56%, respectively. This shows our strategy is robust for image segmentation of interweaving areas with uncertain number of trees in complex or noncomplex conditions.

Figure 15. Segmentation results of canopies in different degrees of intermingledness: (a) image segmentation results of severely overlapping samples; (b) image segmentation results of lightly crossing samples. In each group, from left to right: original images, traditional Watershed, improved Watershed, Mask-RCNN, our algorithm results, and the ground truth.

Figure 16. Segmentation results of canopies based on the proposed method: (a) two interweaving apple trees; (b) three interweaving cherry trees; (c) four interweaving cherry trees; and (d) five interweaving apple trees. Each group, from left to right: original images, segmentation result, and the ground truth.
**Figure 17.** Segmentation results of multiple interweaving trees based on the proposed method. \textit{n} represents the number of fruit trees in the area.

### 4.2. Intermingledness Evaluation Result Analysis

#### 4.2.1. Evaluation of Performance of Different Models

To test the learning ability of our model, the performance of XGBoost was compared with the other methods: Gradient Boosting Decision Tree (GBDT) + Random Forest (RF) model based on ensemble learning, XGBoost + Logistic regression (LR) model based on tree feature selection [50], and Deep Neural Network (DNN) model based on deep learning, which is a machine learning method based on artificial neural networks. Ensemble learning refers to an algorithm that combines base learners (such as decision trees and linear classifiers), the GBDT +RF and XGBoost+LR approaches are examples of such learning. Specifically, GBDT yields a predictive model in the form of an ensemble of decision trees. RF output the class for classification, regression and other tasks by constructing a multitude of decision trees at training time. LR is a linear model for capturing features. In order to use the GBDT + RF model, the results of outputs were obtained by weighted voting after training GBDT and RF independently. For the XGBoost + LR model, the trained XGBoost was sparsely encoded and input into LR for prediction results. The CNN model had ten layers in total, consisting of one input layer, one output layer, two dropout layers, and six fully connected layers. Table 4 shows the results of the 5-fold cross-validation on the test set using different models. The average ACC values of the XGBoost reached 84.3%, which was higher than the values of GDBT + RF and DNN (80.3% and 79.3%, respectively). While the average (AVG) ACC of the XGBoost algorithm was slightly lower than that of the XGBoost + LR (84.8%), the XGBoost model had the highest stability prediction, as its standard deviation (STD) of ACC was twice as high as XGBoost + LR (2.1%).

| sample | GBDT+RF | XGBoost+LR | DNN | XGBoost |
|--------|---------|------------|-----|---------|
| 1      | 76      | 85.4       | 79.3| 84      |
| 2      | 81.2    | 86.8       | 79.5| 86.1    |
| 3      | 79.3    | 81.3       | 76.3| 83.6    |
| 4      | 82      | 85.5       | 80.4| 84.2    |
| 5      | 83.2    | 85.1       | 80.8| 0.83.4  |
| AVG    | 80.3    | 84.8       | 79.3| 84.3    |
| STD    | 2.5     | 2.1        | 1.6 | 1.2     |

Table 4. Comparison results of 5-fold cross-validation using four models.
Figure 18. (a) Receiver operating characteristic curve (ROC) and the area under the curve (AUC) of intermingledness evaluation model; (b) the running time of competing models.

Figure 18a shows the ROC curves and AUC results of the four evaluation models of their intermingledness assessment. The ROC curve of XGBoost classifiers was close to the upper left corner and the AUC value was 93%. This means that the XGBoost had fewer errors. In comparison, the POC curve of XGBoost + LR and DNN classifier were lower than XGBoost's, while GDBT + RF had lower AUC (91%). Figure 18b also shows the running time of the four evaluation models. XGBoost had the shortest running time (0.0104 s) of the four, while GDBT + RF had the longest (0.115 s). Overall, the XGBoost model outperformed the other three models, yielding the highest comprehensive performance on the test and validation sets.

4.2.2. Effect of Photographing Altitude on Model Accuracy

The pixel density per tree decreases as the photographing drone climbs in height, and the angles of shots taken may distort the pictures, affecting the kurtosis of the projection histograms. Additionally, the lowered resolution may have a smoothing effect on the images, blurring out the mixed pixels between overlapping trees. The accuracy of the models used to classify intermingledness may or may not decline. This study filmed images taken between 20 m and 60 m. To evaluate the possible effects of changing altitude, a new test set was generated with 240 images taken at different flight heights. Images were captured at approximately 20 m, 28 m, 36 m, 44 m, 52 m, and 60 m. Forty images, including 20 of the heavily interweaving patches and 20 of the less crossed areas, were selected at each flight height.

Figure 19. The relationship between altitude of image taken and accuracy (ACC) of the model at different intermingling degrees.

Figure 19 shows the accuracy of the model using photos taken at different flight heights. When the branches were not heavily crossed, the ACC value at 28 m was the highest. As the interweaving situation became more complex, however, the ACC declined. Pearson correlation coefficient (PCC) was introduced to measure the strength of the linear relationship between the model accuracy and the flight altitude [51]. Based on the data in Figure 19, the values of Pearson’s correlation were -0.257 and -0.326, respectively, under different intermingling conditions, and -0.260 for total test images. The results show that the photographing heights have no obvious effects on the model accuracy.
5. Conclusion

The goal of this study was to correctly identify individual trees from contiguous canopies and evaluate the degree of intermingledness. We proposed a method utilizing a Gaussian Mixture Model and XGBoost. This method was able to pick out individual units by estimating the GMM parameters. The solved GMM parameters were then used to characterize the shape features of the trees for XGBoost input. Finally, supervised training was conducted based on the XGBoost classification algorithm to evaluate the severity of branch intermingling.

In the comparing experiments, the average Ro, Ru, R, and IoU values of the GMM algorithm segmentation were 3.1%, 5.3%, 4.3%, and 88.7%, respectively, indicating the proposed method could effectively segment the crossing canopies and produce the best results overall. The feasibility and validity of the method were also confirmed by testing with different interweaving conditions and multiple interweaving trees. As for the evaluation of intermingledness, our study showed that the average ACC and standard deviation of the XGBoost obtained on the test set was 84.3% and 1.2%, respectively, and performed well on the validation set (AUC of 93%). In addition, the proposed method was robust to handle images taken at varying heights, where the Pearson coefficient obtained was -0.260.

The above results are encouraging. UAV has great potential for horticultural tasks, which the study further attests. The proposed method is able to intake UAV images and output correctly identified plant information, paving the path for automating future precision-farming applications. Though the study is conducted based on apple trees and cherry trees, the diversity of the orchards shows that the algorithm is robust. As related technology advances, we will be able to further refine this methodology. If the input image has more than one kind of green plant, the preprocessing step in this method will reduce the accuracy of the results. Due to resource and time constraints, similar issues will be discussed in future work.
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