NON-UNIQUENESS FOR REFLECTED ROUGH DIFFERENTIAL EQUATIONS

PAUL GASSIAT

Abstract. We give an example of a reflected differential equation which may have infinitely many solutions if the driving signal is rough enough (e.g. of infinite \(p\)-variation, for some \(p > 2\)). For this equation, we identify a sharp condition on the modulus of continuity of the signal under which uniqueness holds. Lévy’s modulus for Brownian motion turns out to be a boundary case. We further show that in our example, non-uniqueness holds almost surely when the driving signal is a fractional Brownian motion with Hurst index \(H<\frac{1}{2}\). The considered equation is driven by a two-dimensional signal with one component of bounded variation, so that rough path theory is not needed to make sense of the equation.

1. Introduction

We consider differential equations with normal reflection taking values in a closed domain \(D \subset \mathbb{R}^d\) and driven by a signal \(X\), which in general take the form

\[
\begin{align*}
    dY_t &= f(Y_t)dX_t + d\kappa_t, \quad Y_0 = y_0,
\end{align*}
\]

where the unknown is the pair \((Y, \kappa)\) which must satisfy the additional constraint

\[
    \forall t \geq 0, \quad Y_t \in D, \quad d\kappa_t = 1\{Y_t \in \partial D\} n(Y_t)|d\kappa_t|
\]

where \(n(y)\) is an inner normal of \(D\) at \(y \in \partial D\).

In the stochastic analysis literature, the driving signal \(X\) is usually a (continuous) semimartingale, and the equation is understood in Itô or Stratonovich sense. Existence and uniqueness of the solutions are then classical (see e.g. [16, 11, 15]). In fact, in this context the difficult part is usually the existence, while the uniqueness is an almost immediate consequence of Itô’s formula, under some mild regularity assumption on \(D\) (external ball condition).

However, these well-posedness results rely crucially on Itô’s calculus, and therefore are restricted to semimartingale signals. In contrast, Lyons’ rough path theory [12] provides a deterministic framework to define integrals (and solve differential equations) driven by signals \(X\) of arbitrary low regularity (measured for instance by the index \(p\) in the scale of \(p\)-variation spaces). The key idea of rough path theory is to lift \(X\) to an enhanced object \(X = (X, \int X \otimes dX, \ldots)\) in a suitable metric space (depending on \(p\)) so that the solution of a differential equation driven by \(X\) is then obtained as a continuous function of \(X\) (we will not need rough path theory in this paper so we refrain from giving any more details). In addition to the added robustness which is useful even when applied to the semimartingale framework, the flexibility of rough path theory means that it may be applied to a much broader class of random signals, such as for instance many Gaussian or Markovian processes, see e.g. [9] and references therein.
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It is therefore interesting to understand to which extent a (rough) pathwise theory is possible for (1.1). Let us summarize the results which are known so far. Existence results have been proven by Aida \cite{1,2} when $X$ is a rough path with finite $p$-variation ($p < 3$), under essentially the same assumptions on $D$ as in the semimartingale case. In the Young case ($p < 2$), uniqueness of solutions was obtained by Falkowski and Słomiński \cite{5} (in the case $D = \mathbb{R}^d_+ \times \mathbb{R}^d$) by a contraction mapping argument. The same result was then extended to mixed Young/semimartingale SDE by the same authors \cite{7}. In the rough case ($p < 3$), uniqueness has been obtained in the one-dimensional case $D = \mathbb{R}^+$ by Deya et al. \cite{4}. Similar results to those mentioned above have also been obtained in the case when $D$ is allowed to depend on time, see e.g. \cite{6,3,14}.

However, the question of uniqueness in the case of rough signals ($p > 2$) and multidimensional domains ($d \geq 2$) has so far remained open, and the main goal of this paper is to resolve it (negatively). For preciseness let us consider the following formal statement (for given integers $m, d \geq 1$ and scalar $p \geq 1$):

**Assertion (A)\textsubscript{$d,m,p$}** For any smooth domain $D \subset \mathbb{R}^d$, any rough path $X \in C_{p\text{-var}}([0,1],\mathbb{R}^m)$, any $f \in C^\infty(\mathbb{R}^d, L(\mathbb{R}^m, \mathbb{R}^d))$ and any $y_0 \in \mathbb{R}^d$, the equation (1.1) admits at most one solution $(Y, \kappa)$.

(Note that, if $p \geq 2$, in the above $X$ should be understood as $p$-rough path over a $\mathbb{R}^m$-valued path, with (1.1) being understood in the sense of rough integration.)

Then by the results mentioned in the previous paragraph, it is known that (A)\textsubscript{$d,m,p$} holds if either $1 \leq p < 2$ \cite{5}, or if $d = 1$ \cite{4}. The main result of the present paper can be summarized as follows.

**Theorem 1.1.** For any $d \geq 2$, $m \geq 2$, $p > 2$, the assertion (A)\textsubscript{$d,m,p$} is false.

We prove this result via a simple counter-example showing that an equation of the form (1.1) driven by a rough signal may have infinitely many solutions, even for smooth domains (in our case the domain is just $\mathbb{R}^+_+ \times \mathbb{R}$). The presented equation is (affine) linear, and since the rough component of the driving signal is one-dimensional, we may define solutions by a Doss-Sussman representation, so that we actually do not need rough path theory in this paper.

Our result shows that uniqueness may not hold for signals of finite $p$-variation with $p > 2$, while it is known to hold for $p < 2$, and it is natural to ask the exact regularity at which uniqueness breaks down. In the case of the equation considered in this paper, we obtain a precise answer in the form of a necessary and sufficient condition on a modulus of continuity for uniqueness to hold for arbitrary signals of the corresponding regularity. Interestingly, Lévy’s modulus of continuity for Brownian motion turns out to be a boundary case (namely, the power to which the logarithm appears in the modulus is critical). Since our counterexample consists of carefully chosen deterministic paths, we also discuss what happens when the driving signal in our equation comes from a probabilistic distribution. We focus on the case of fractional Brownian motion with Hurst index $H < \frac{1}{2}$, and we obtain that in that case uniqueness still does not hold (almost surely).

Finally, let us mention that if the main result of the paper shows that regularity properties of $f$ and $X$ are not sufficient to establish uniqueness of solutions to (1.1) in the rough setting, one may still hope that finer properties of the vector fields and/or the driving signal suffice to restore uniqueness. We present several (loose) conjectures in this direction below.
The remainder of the paper is organized as follows. In Section 2 we present the counterexample, state our main results and comment on them. In Section 3 we give the proofs of these results. The proof of some Gaussian estimates is delayed to Section 4.

2. Main results

The equation that we consider is written

\[ dZ_t = AZ_t \, d\lambda_t - e_1 \, d\gamma_t + e_1 \, dK_t \quad \text{for } t \in [0, 1], \]
\[ Z \cdot e_1 \geq 0, \quad dK = 1_{\{Z \cdot e_1 = 0\}}|dK| \]

where the unknown \((Z, K)\) takes values in \(\mathbb{R}^2 \times \mathbb{R}\), \((e_1, e_2)\) denotes the canonical basis, \(A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\), \(\lambda\) is a given scalar continuous path, and \(\gamma\) is a nondecreasing scalar function.

Note that since \(\lambda\) is the only component of the driving signal of unbounded variation in the above equation, we may use a Doss-Sussman representation to define solutions (in fact, since the equation is linear, this is just Duhamel’s formula), see subsection 3.1 below for precise statements. We will frequently make the abuse of notation of calling \(Z\) itself the solution.

We also note that \((Z \equiv 0, K = \gamma)\) is a solution to (2.1), so that to prove that uniqueness does not hold it will be enough to find solutions with \(Z_0 = 0\) and non-null \(Z\) component.

**Theorem 2.1.** There exists \(\lambda \in \cap_{p>2} C_{p-var}([0, 1], \mathbb{R})\), and \(\gamma\) continuous and increasing s.t. (2.1) admits uncountably many distinct solutions on \([0, 1]\) with \(Z_0 = 0\), which are all non-null at positive times.

Let us describe how these solutions are obtained. The trajectories corresponding to the linear part of the equation (driven by \(\lambda\)) are given by hyperboles asymptotic to the \(\{x = y\}\) line, and which cross the \(y\) axis (i.e. the reflecting boundary) in the normal direction. On the other hand, in the part of the plane where the equations are constrained to live, the drift \(-e_1 \, d\gamma\) pushes the solution \(Z\) towards these hyperboles that are further away from the origin. The solutions from the Theorem above are then obtained by alternating intervals where \(\lambda\) acts by moving \(Z\) away from the \(y\) axis along a small hyperbole arc and then \(\gamma\) pushes \(Z\) back to the \(y\) axis, see Figure 1 below. One then sees that taking \(\lambda\) of infinite 2-variation, one may accumulate infinitely many such small intervals in such a way that the solution may escape from 0 in finite time. The additional restriction that \(\gamma\) must have finite total variation imposes a further constraint on how \(\lambda\) must be chosen (actually, both constraints combined impose that \(\lambda\) has infinite \(\psi\)-variation, for \(\psi(r) = r^2 / \log(r^{-1})\), cf Lemma 3.7).

We then focus on the case where \(d\gamma = dt\) in (2.1), which for convenience we rewrite below:

\[ dZ_t = AZ_t \, d\lambda_t - e_1 \, dt + e_1 \, dK_t, \quad Z \cdot e_1 \geq 0, \quad dK = 1_{\{Z \cdot e_1 = 0\}}|dK|. \]

We obtain a sharp criterion on the modulus of continuity of \(\lambda\) so that the above admits a unique solution. We say that \(\omega : [0, \infty) \rightarrow [0, \infty)\) is a modulus if it is continuous, non-decreasing,
subadditive (i.e. ω(a + b) ≤ ω(a) + ω(b) for all a, b ≥ 0), and satisfies ω(0) = 0. Given a modulus ω, we let

\[ C_\omega = \{ f : [0, 1] \to \mathbb{R}, \quad \forall 0 \leq s < t \leq 1, |f(t) - f(s)| \leq \omega(|t - s|) \}. \]

**Theorem 2.2.** Given a modulus ω, let

\[ \theta_\omega(\varepsilon) := \sup_{r \geq 0} \left( \frac{\omega(r)}{r} - \frac{\varepsilon}{\varepsilon} \right). \]

Then if \( \theta_\omega \) satisfies Osgood’s condition

\[ \int_0^1 \frac{dx}{\theta_\omega(x)} = +\infty, \]

the equation (2.2) admits a unique solution for any \( \lambda \) in \( C_\omega \) and any initial condition \( Z_0 \).

On the other hand, if (2.4) does not hold and in addition

\[ \limsup_{\delta \to 0} \frac{\omega(2\delta)}{2\omega(\delta)} < 1, \]

then there exists \( \lambda \) in \( C_\omega \) such that (2.2) admits multiple solutions with \( Z_0 = 0 \).

**Remark 2.3.** Note that in the case of the Hölder modulus \( \omega(r) = r^\alpha \) for \( \alpha \in (0, 1] \), one has that \( \theta_\omega(\varepsilon) = C_\alpha \varepsilon^{-\alpha} \), so that (2.4) holds if and only if \( \alpha \geq 1/2 \) (recall that we already know from [5] that equations are well-posed for \( \lambda \in C^\alpha \) with \( \alpha > 1/2 \)).

In the case when \( \omega(r) = r^{1/2} \log(r^{-1})^\beta \), one has \( \theta_\omega(\varepsilon) \sim C_\beta \varepsilon \log(\varepsilon^{-1})^{2\beta} \) as \( \varepsilon \to 0 \), so that (2.4) holds if and only if \( \beta \leq 1/2 \) (this is rather striking, since \( \beta = 1/2 \) is exactly the case of Lévy modulus for Brownian motion !).

We also remark that (2.5) is a rather mild assumption, for instance it is implied by the fact that (2.4) does not hold if \( \omega \) is regularly varying at 0+ (indeed, if \( \omega(r) = r^\alpha L(r) \) with \( L \) slowly varying at 0, then (2.4) holds unless \( \alpha \leq 1/2 \), whereas \( \alpha < 1 \) implies (2.5)).

**Remark 2.4.** At first glance, Theorem 2.1 may seem like it is a consequence of Theorem 2.2. However, it is not the case, since in Theorem 2.1 we are able to obtain uncountably many different solutions, whereas in Theorem 2.2, in the non-uniqueness result we only construct a single nonnull solution to (2.2) (another one could be obtained by symmetry). We do not know if in that setting we could obtain multiple (three or more) solutions escaping immediately from 0. (In addition, the solutions constructed in the proof of Theorem 2.1 are very explicit, so that for clarity’s sake we believe it is helpful to separate this rather simple counter-example from the more technical computations needed in the proof of Theorem 2.2.)

Finally, we consider the probabilistic setting in which \( \lambda \) is a fractional Brownian path. The results are as follows :

**Theorem 2.5.** Let \( 0 < H < \frac{1}{2} \) and \( \mathbb{P}^H \) be the fBm measure of Hurst index \( H \) on \( C([0, 1], \mathbb{R}) \).

1. Let \( \gamma : [0, 1] \to \mathbb{R} \) be a piecewise-constant path of the form

\[ \gamma(t) = \sum_{0 < t_k \leq t} x_k, \]
where \((t_k)_{k \geq 0}\) decreases to 0 and \((x_k)_{k \geq 0}\) is a summable sequence satisfying
\[
t_{k+1} - t_k \sim_{k \to \infty} k^{-\alpha}, \quad x_k \geq \exp(-k^{\theta}),
\]
where
\[
\max \left( \frac{5}{12H}, 1 \right) < \alpha < \frac{1}{2H}, \quad 0 < \theta < 1 - 2\alpha H.
\]
Then for \(\mathbb{P}^H\)-almost every \(\lambda\), (2.1) admits infinitely many solutions. More precisely, there exists a family of processes \((Z^\eta)_{\eta > 0}\), adapted w.r.t. the completed natural filtration, that solve (2.1) a.s., and such that a.s. one has for \(\eta_1, \eta_2 > 0\),
\[
\lim_{t \to 0} \frac{|Z^\eta_1|}{|Z^\eta_2|} = \frac{\eta_1}{\eta_2}.
\]

(2) For the equation with \(\gamma(t) = t\), for \(\mathbb{P}^H\)-a.e. path \(\lambda\), there exists a family \((Z^t)_{t \in [0,1]}\) of functions which are solutions to (2.2) and such that \(Z^t(s) = 0\) if and only if \(s \leq t\) (in particular, these solutions are all distinct).

Remark 2.6. The families of solutions in (1) and (2) are different in two respects:
- In (1), the solutions are obtained as adapted processes, whereas in (2) they are not. This is what is usually referred to as the distinction between pathwise and path-by-path uniqueness, cf. e.g. [8]. This distinction comes from the method of proof followed in both cases (in the proof of (2) one uses a compactness argument and the chosen subsequence may depend on the path of \(\lambda\), whereas in the proof of (1) we do not need to pass to a subsequence). It seems likely that actually the solutions in (2) could also be obtained as adapted processes.
- In (2), while there are also uncountably many solutions, they only differ by the time at which they leave the "problematic point" (here, the origin), whereas in (1) there are infinitely many solutions leaving 0 at the same time (this is the same distinction as between the results of Theorem 2.1 and 2.2, cf Remark 2.4). We also do not know if in (2) we could obtain multiple solutions escaping immediately from 0.

Remark 2.7. While the main result of this paper implies that well-posedness of rough differential equations with reflection cannot hold in general, one may still hope that uniqueness holds under further restrictions. Let us discuss three additional conditions under which one may conjecture that uniqueness holds.

(1) **Regularity of the signal.** In equation (2.2), uniqueness holds when the driving path has Brownian regularity (as discussed in Remark 2.3). One may conjecture that this would still be true for a general equation of the form (1.1), assuming that the rough path associated to \(X\) is sufficiently regular, for instance if it has finite \(\psi\)-variation for suitable \(\psi\). Note that the important class of Markovian rough paths, as described in [9, chapter 16], have sample paths with similar variation regularity as semimartingales, so that such a result would allow to consider reflected equations driven by such rough paths. This would also imply that rough path-wise methods may be applied to classical reflected SDE, which might prove useful in certain contexts.

(2) **Non-degeneracy of the equation.** In (2.1), if the initial condition \(Z_0\) is any point of the boundary different from the origin, then the solution is unique. Since the origin is the
only point where the coefficient in front of the noise vanishes, one may hope that some non-degeneracy of the driving vector fields suffices to recover well-posedness (say in the case of fractional Brownian motion, or more generally if the noise is rough enough in some sense).

(3) **One-dimensional driving signals.** The driving signal in our equation (2.1) is 2-dimensional. One may conjecture that uniqueness holds for any 1-dimensional driving signal (namely, in the notation from the introduction, that assertion $\text{(A)}_{d,1,p}$ holds for arbitrary $d,p$). In fact, if $X$ is scalar and the vector field $f$ is never tangent to the boundary of the domain $D$, one may locally transform the equation (1.1) into an equation with additive noise (with a similar change of variables as described in Section 3.1.3), which implies in particular uniqueness of solutions. One may expect that this result still holds for general $f$ and we leave this to further research.

---
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3. Proofs of the main results

3.1. Preliminaries.

3.1.1. Notation. Throughout the paper, if \( f \) is a function of a real variable, we will denote the value of \( f \) at \( t \) by either \( f_t \) or \( f(t) \). We also let \( f_{s,t} := f(t) - f(s) \).

3.1.2. Definition of solutions. Let \( \lambda : [0,1] \rightarrow \mathbb{R} \) continuous and \( \gamma : [0,1] \rightarrow \mathbb{R} \) cadlag and nondecreasing. We then define solutions of (2.1) on an interval \( I \subset [0,1] \) as pairs \((Z,K)\) with \( Z : I \rightarrow \mathbb{R}^2 \), \( K : I \rightarrow \mathbb{R} \) such that \( K \) is cadlag and nondecreasing, \((Z,K)\) satisfy the second line of (2.1), and for each \( s \leq t \in I \),

\[
Z_t = e^{A_{\lambda_{s,t}}} Z_s + \int_s^t (e^{A_{\lambda_{u,t}}} e_1) (dK_u - d\gamma_u),
\]

We will also say that \( Z \) is a solution if there exists \( K \) such that \((Z,K)\) is a solution (in fact, one easily checks that such \( K \) is unique but we will not need it). We start with a preliminary lemma.

Lemma 3.1. Let \( Z : [0,1] \rightarrow \mathbb{R}^2 \) be a solution to (2.1) on \( (0,1] \) and assume that \( Z \) is continuous at 0. Then \( Z \) is a solution to (2.1) on \([0,1] \).

Proof. By definition, there exists \( K : (0,1] \rightarrow \mathbb{R} \) such that \((Z,K)\) is a solution on \((0,1] \), and it suffices to show that \( K \) may be extended continuously to \([0,1] \).

Note that for \( \delta \in \mathbb{R} \) one has

\[
\exp(\delta A) = \begin{pmatrix}
\cosh(\delta) & \sinh(\delta) \\
\sinh(\delta) & \cosh(\delta)
\end{pmatrix}
\]
and we can then write, for any $s \leq t$ in $(0, 1]$,
\[
0 \leq K(t) - K(s) \leq \int_s^t \cosh(\lambda_{u,t})dK_u = (Z_t - e^{\lambda_{s,t}}Z_s) \cdot e_1 + \int_s^t \cosh(\lambda_{u,t})d\gamma_u.
\]
Since $Z$ and $\gamma$ are continuous at 0 this implies that $K(t) - K(s) \to 0$ as $s, t \to 0$ and the result follows.

3.1.3. A change of variables. We now introduce a change of variables which will be crucial in the proofs of Theorem 2.2 and Theorem 2.5 (2).

Throughout this section we assume that $\lambda : [0, 1] \to \mathbb{R}$ is a fixed continuous path, $\gamma : [0, 1] \to \mathbb{R}$ is nondecreasing. To simplify notation we will also assume in this subsection (w.l.o.g.) that $\gamma$ is continuous as well. Note that this implies that any solution $(Z, K)$ to (2.1) must be continuous (indeed, the definition of solution implies that any jumps of $Z$ and $K$ are related by $\Delta Z(t) = \Delta K(t)e_1$, so that any jump of $K$ occurs at a time $t$ with $Z(t) \cdot e_1 > 0$, which in turn implies $\Delta K(t) = 0$).

Define
\[
\mathcal{R}_+ = \{(x, y), \ 0 \leq x < y\}, \quad \mathcal{R}_- = \{(x, y), \ 0 \leq x < -y\},
\]
and let
\[
\Psi : \mathcal{R}_+ \to (0, \infty) \times [0, \infty)
\]
\[
(x, y) \mapsto \left(\sqrt{y^2 - x^2}, \tanh^{-1}(x/y)\right)
\]
Then $\Psi$ is a bijection, with inverse given by $\Psi^{-1}(\ell, \delta) = (\ell \sinh(\delta), \ell \cosh(\delta))$. In these new coordinates, (2.1) takes the form
\[
(3.2)
\]
\[
\left\{
\begin{align*}
\ell & = \sinh(\delta) d\gamma, \\
\delta & = \frac{\cosh(\delta)}{\ell_u} d\gamma + d\lambda, \\
\delta \geq 0, & \quad d\delta \geq 0, \quad \delta dk = 0.
\end{align*}
\right.
\]

Given functions $U = (\ell, \delta) : I \subset [0, 1] \to (0, \infty) \times [0, \infty)$, $k : I \to \mathbb{R}$ we say that $(U, k)$ is a solution to (3.2) if the third line of (3.2) holds and in addition,
\[
(3.3) \forall s \leq t \in I, \quad \ell(t) = \ell(s) + \int_s^t \sinh(\delta_u) d\gamma_u, \quad \delta(t) = \delta(s) + \lambda_{s,t} - \int_s^t \frac{\cosh(\delta_u)}{\ell_u} d\gamma_u + \int_s^t dk_u.
\]
We will again say that $U$ is a solution if $(U, k)$ is a solution for some $k$, actually one sees easily that $U = (\ell, \delta)$ is a solution if and only if
\[
(3.4) \forall s \leq t \in I, \quad \ell(t) = \ell(s) + \int_s^t \sinh(\delta_u) d\gamma_u, \quad \delta(t) = \Gamma_s \left(\delta(s) + \lambda_{s,t} - \int_s^t \frac{\cosh(\delta_u)}{\ell_u} d\gamma_u\right)(t),
\]
where $\Gamma_s$ is the one-dimensional Skorokhod map defined by
\[
(3.5) \quad \Gamma_s(f) : t \mapsto f(t) - \min \left(\inf_{[s,t]} f, 0\right).
\]

Lemma 3.2. Given $U_0 = (\ell_0, \delta_0) \in (0, \infty) \times [0, \infty)$, (3.2) admits a unique solution $U = (\ell, \delta)$ on $[0, 1]$ starting from $U_0$. In addition,
\[
(3.6) \forall s \leq t \in [0, 1], \quad \delta_s + \lambda_{s,t} - \gamma_{s,t} \frac{\cosh(\delta_s + \sup_{u \in [s,t]} |\lambda_{u,t}|)}{\ell_s} \leq \delta_t \leq \delta_s + \sup_{u \in [s,t]} |\lambda_{u,t}|.
\]
\begin{equation}
\forall s \leq t \in [0, 1], \quad \ell_s \leq \ell_t \leq \ell_s + \gamma_{s,t} \sinh \left( \delta_s + \sup_{u \in [s,t]} |\lambda_{u,t}| \right).
\end{equation}

**Proof.** 1. We first prove that if a solution exists it must satisfy (3.6)-(3.7). Monotonicity of $\ell$ is obvious from non-negativity of $\delta$. The upper bound in (3.6) is obtained by considering $u = \sup \{r \in [s,t], \delta(r) = 0\}$. The lower bound follows from the upper bound and monotonicity of $\ell$. Finally, the upper bound in (3.7) follows from the upper bound in (3.6).

2. We prove existence. In the case when $\lambda$ is smooth existence is classical. We then take approximations $\lambda^n \to \lambda$ in supremum norm, and let $(\delta^n, \ell^n)$ be the corresponding solutions. By Step 1., one has a uniform upper bound on $\delta^n$, $\ell^n$ and $(\ell^n, \delta^n)$ are equicontinuous. By Arzela-Ascoli, we may find a subsequence which converges uniformly to some $(\ell, \delta)$ and it is clear that the definition of solution is stable under passage to the limit in supremum norm.

3. We then prove uniqueness. This is straightforward due to additivity of the noise (cf e.g. [3] for a similar proof). If $(U, k)$ and $(U', k')$ are solutions then noting that $V(\ell, \delta) := (\sinh(\delta), -\cosh(\delta)/\ell)$ is locally Lipschitz on $(0, \infty) \times [0, \infty)$, one that

$$d |U - U'|^2 = 2(U - U') \cdot (V(U) - V(U')) d\gamma + 2(U - U') \cdot (dk - dk') \epsilon_1$$

since $(U - U') \cdot (dk - dk') \epsilon_1 = -tdk' - \ell dk \leq 0$, and we conclude by Gronwall’s lemma. \qed

**Lemma 3.3.** (1) $Z$ is a solution to (2.1) with values in $\mathcal{R}_+$ if and only if $\Psi(Z)$ is a solution to (3.2), and then $dK = \frac{d\lambda}{\ell}$.

(2) For any $Z_0$ in $\mathcal{R}_+$, there exists a unique solution to (2.2) on $[0, 1]$ starting from $Z_0$. In addition, $Z_t \in \mathcal{R}_+$ for each $t \in [0, 1]$. The same holds if $\mathcal{R}_+$ is replaced by $\mathcal{R}_-$. (3) Let $Z$ be a solution to (2.2) starting from 0, and let $t_* = \inf \{t, Z_t \neq 0\}$. Then either $Z_s \in \mathcal{R}_+$ for each $s > t_*$, or $Z_s \in \mathcal{R}_-$ for each $s > t_*$. (4) If $Z$ is a solution to (2.2) starting from 0, then $(\ell, \delta) := \Psi^{-1}(Z)$ is a solution to (3.2) on $(t_*, 1)$, and one has $\lim_{s \to t_*} (\ell_s, \delta_s) = (0, 0)$, and $\delta_{s_*} = 0$ for some sequence $s_n \to t_*$. (5) Let $Z = \{0\} \cup \Psi^{-1}(K)$ where $K$ is a bounded subset of $(0, \infty) \times \mathcal{R}_+$. Then

$$\{Z \text{ solution to (2.1) on } [0, 1], \quad Z(0) \in Z\}$$

is precompact in $C([0, 1])$.

**Proof.** (1) : Fix $(Z, K)$ a solution to (2.1) with values in $\mathcal{R}_+$, and let $\lambda^n \to \lambda$ be smooth approximations. We let

$$Z^n(t) = e^{A\lambda^n} Z(0) - \int_0^t e^{A\lambda^n} \epsilon_1 (d\gamma - dK).$$

Then a simple calculus exercise shows that $U^n = (\ell^n, \delta^n) := \Psi(Z^n)$ solves

$$d\ell^n = \sinh(\delta^n)(d\gamma - dK), \quad d\delta^n = d\lambda^n + \frac{\cosh(\delta^n)}{\ell^n} (d\gamma - dK)$$

Note that $Z^n \to Z$ in supremum norm, so that when $n \to \infty$, sinh$(\delta^n)dK \to 0$, $\cosh(\delta^n)dK \to dK$. This implies that $\Psi(Z) = \lim_n \Psi(Z^n)$ solves (3.2). The converse implication can be proven similarly.

Given $Z_0 \in \mathcal{R}_+$, Lemma 3.2 and (1) imply that there exists a unique solution $Z$ to (2.1) such that $Z_t \in \mathcal{R}_+, t \in [0, 1]$. By continuity of solutions this is actually the only solution to (2.1) (if $Z$ is any other solution, then $Z$ coincides with $Z$ up to $t = \inf \{t : \hat{Z}(t) \notin \mathcal{R}_+\}$, but then if $\hat{t}$ is finite,
\( \dot{Z}(\hat{t}) = Z(\hat{t}) \in \mathcal{R}_+ \) which is not possible since \( \mathcal{R}_+ \) is relatively open in \( \mathbb{R}_+ \times \mathbb{R} \). The case when \( Z_0 \in \mathcal{R}_- \) is similar by symmetry. This proves (2).

(2) clearly implies that if \( Z \) is a solution and \( Z(t) \in \mathcal{R}_+ \) for some \( t \), then \( Z(s) \in \mathcal{R}_+ \) for all \( s \geq t \) (and idem for \( \mathcal{R}_- \)). A similar analysis shows that in the region \( \{ x > |y| \} \), \( x^2 - y^2 \) must be non-increasing in \( t \), so that this region is not attainable from 0. This proves (3).

Ad (4), since \( Z_{t_+} = 0 \) it is clear that \( \ell(s) \) converges to 0 as \( s \downarrow t_+ \). It is also clear that one must have a sequence \( s_n \to t_+ \) with \( \delta(s_n) = 0 \) (otherwise, \( dK \equiv 0 \) on a neighborhood of \( t_+ \) which implies that \( Z \equiv 0 \) as well). By (1) and (3.6), this in turn implies that \( \delta \) converges to 0 at \( t_+ \).

(5) is a consequence of points (1), (4) and (3.6)-(3.7).

\[ \Box \]

**Remark 3.4.** In the case when \( \gamma \equiv 0 \), the equation simplifies and we have that for an initial condition \( Z \in \mathcal{R}_+ \), the unique solution is simply given by \( Z_t = \Psi^{-1}(\ell_t, \delta_t) \) with

\[ \ell_t = \ell_0, \quad \delta_t = \Gamma_0 (\delta_0 + \lambda_0, ) (t) \]

### 3.2. Proof of Theorem 2.1 and Theorem 2.5 (1).

**Proof of Theorem 2.1.** Let \((\delta_k)_{k \geq 0}\) be a sequence of non-negative numbers converging to 0 and such that

\[ \sum_{k=0}^{\infty} \delta_k^2 = +\infty, \]

\[ \sum_{k=0}^{\infty} \delta_k \exp \left( -\frac{1}{2} \sum_{0 \leq j \leq k} \delta_j^2 \right) < +\infty, \]

and which further satisfies

\[ \forall p > 2, \quad \sum_{k=0}^{\infty} \delta_k^p < +\infty, \]

(for instance taking \( \delta_k \sim Ck^{-1/2} \) with \( C > 1 \) will do).

Fix \((t_k)_{k \geq 0}\) a decreasing sequence with \( t_0 = 1 \) and \( t_k \to 0 \) as \( k \to \infty \). We then define \( \lambda : [0, 1] \to \mathbb{R} \) continuous, affine on each \((t_{k+1}, t_k), k \geq 0\), with increments

\[ \lambda(t_{3k+2}) - \lambda(t_{3k+3}) = -\delta_k, \quad \lambda(t_{3k+1}) - \lambda(t_{3k+2}) = \delta_k, \quad \lambda(t_{3k}) - \lambda(t_{3k+1}) = 0, \quad k \geq 0, \]

and note that \( \lambda \) has infinite 2-variation but finite \( p \)-variation for each \( p > 2 \).

We then define recursively \( y_k, k \geq 0 \) by

\[ y_0 = 1, \quad y_{k+1} = y_k / \cosh(\delta_k) \]

and note that for \( k \geq 1 \)

\[ \ln(y_k) = -\sum_{i=0}^{k-1} \ln(\cosh(\delta_i)) \leq C - \frac{1}{2} \sum_{i=0}^{k} \delta_i^2 \]

for some finite constant \( C \), where we have used that \( \ln(\cosh(\delta)) = \frac{\delta^2}{2} + O(\delta^4) \) as \( \delta \to 0 \) as well as (3.10). Using (3.8), this implies that \( y_k \to 0 \) as \( k \to \infty \). We further define

\[ x_k = \sinh(\delta_k)y_{k+1} \]

and let \( \gamma \) be again continuous affine on each \((t_k, t_{k+1}), k \geq 1 \), with

\[ \gamma(t_{3k+2}) - \gamma(t_{3k+3}) = \gamma(t_{3k+1}) - \gamma(t_{3k+2}) = 0, \quad \gamma(t_{3k}) - \gamma(t_{3k+1}) = x_k, \quad k \geq 1. \]
Note that for \( k \) large enough, \( x_k \leq 2\delta_k y_{k+1} \) so that, by (3.9) and (3.13), \( \gamma \) has finite variation on \([0,1] \).

We now exhibit a non-null solution to (2.1). Let \( Z^{(k)} \) be the solution to (2.1) but starting at time \( t_{3k} \) from the point \((0,y_k)\). Then one can show inductively that for \( j < k \), it holds that
\[
Z^{(k)}(t_{3j+2}) = Z^{(k)}(t_{3j+3}) = (0,y_{j+1}), \quad Z^{(k)}(t_{3j+1}) = (x_j, y_j), \quad Z^{(k)}(t_{3j}) = (0, y_j).
\]
Indeed, on intervals of the form \([t_{3j+3}, t_{3j+2}]\), the term \( AZd\lambda \) pushes in the outer normal direction, namely for \( t \) in this interval one has
\[
Z(t) = (0,y_{j+1}), \quad K(t) - K(t_{3j+3}) = -y_{j+1} \lambda t_{3j+3}, t,
\]
whereas for \( t \) in \([t_{3j+2}, t_{3j+1}]\), recalling the expression (3.1), one has
\[
Z(t) = (\sinh(\lambda_{3j+2,t})y_{j+1}, \cosh(\lambda_{3j+2,t})y_{j+1}), \quad K(t) = K(t_{3j+2}),
\]
and finally on intervals of the form \([t_{3j+1}, t_{3j}]\) the drift \( \gamma \) simply pushes back \( Z \) to the \( y \)-axis, namely
\[
Z(t) = (\sinh(\delta_j)y_{j+1} - \gamma_{3j+1,t}, \cosh(\delta_j)y_{j+1}), \quad K(t) = K(t_{3j+1}).
\]

Then let \( Z^+(t) = \lim_k Z^{(k)}(t) \) if \( t > 0 \) (actually the sequence is constant for \( k \) large enough) and \( Z^+(0) = 0 \). Then \( Z^+(t) \) is a solution to (2.1). Indeed, it is a solution on each \((\epsilon, 1] \) for \( \epsilon > 0 \) and by Lemma 3.1 this implies that it is a solution on \([0,1] \). See Figure 1 for a picture of the trajectory of \( Z^+ \).

Finally, for each \( \eta \in [0,1] \), taking \( y'_k = \eta y_k, \quad x'_k = \eta x_k \), one may construct in exactly the same way a solution \( Z' \) to (2.1) which satisfies \( Z'(t_{3k}) = (0,y'_k) \) for all \( k \geq 0 \). Indeed, \( (y'_k) \) satisfies the same induction relation as \( (y_k) \), so that on each interval \([t_{3k+3}, t_{3k}]\), the first two steps are exactly the same, and the third step also brings \((x'_k, y'_k)\) to \((0, y'_k)\) since \( x'_k \leq x_k \). It follows that (2.1) has uncountably many different solutions. \( \square \)

**Remark 3.5.** Note that, in the dynamics described above, \( Z \) is constant on intervals of the form \([t_{3j+3}, t_{3j+2}]\) (where \( Z \) is on the \( y \)-axis while \( \lambda \) decreases), and one may then wonder if these intervals could not simply be dropped from the definition of solutions. However this is not possible, since in order to keep \( \lambda \) bounded near 0 (as it should be, since it must be a continuous function), it is needed to have intervals where \( \lambda \) decreases in order to compensate for its infinite variation on the intervals where it increases. The effect of the reflection is to allow for such intervals without any impact on the dynamics of the solution.

We note that the counterexample can actually be applied to more general paths \( \lambda \) (allowing the drift \( \gamma \) to contain jumps), the proof of the below proposition is exactly as above.

**Proposition 3.6.** Let \( \lambda \in C([0,1],\mathbb{R}) \) be such that, for some sequence of times \( 1 = t_0 \geq t_1 \geq \ldots t_k \downarrow 0 \), letting
\[
\delta_k = \lambda(t_k) - \min_{[t_{k+1}, t_k]} \lambda,
\]
one has that (3.8)-(3.9) hold. Then, for any summable sequence \((x_k)_{k \geq 0} \) with
\[
\forall k \geq 0, \quad x_k \geq \delta_k \Pi_{j=0}^k \cosh(\delta_j)^{-1},
\]
letting \( \gamma \) be the piecewise constant path defined by
\[
\gamma(t) = \sum_{0 < t_k \leq t} x_k,
\]
(3.15)
the equation (2.1) has infinitely many solutions.

One may wonder what is the minimal regularity of paths $\lambda$ to which the above proposition applies. Clearly they must have infinite 2-variation, but the lemma below shows that they must have at least infinite $\psi$-variation, with $\psi(r) = r^2/\log(1/r)$, which in particular rules out classical Brownian paths.

**Lemma 3.7.** Let $\left(\delta_k\right)_{k \geq 0}$ be a sequence of elements of $(0, 1)$, such that

$$\sum_{k \geq 0} \frac{\delta_k^2}{\log(\delta_k^{-1})} < \infty \quad \text{and} \quad \sum_{k \geq 0} \delta_k \exp \left(\frac{1}{2} \sum_{0 \leq j \leq k} \delta_j^2\right) < \infty.$$  

Then

$$\sum_{k \geq 0} \delta_k^2 < \infty.$$  

**Proof.** Re-labelling if necessary we may assume that $\left(\delta_k\right)$ is non-increasing in $k$. Let $k_0$ be such that

$$\sum_{k \geq k_0} \delta_k^2 \log(\delta_k^{-1}) \leq \frac{1}{2}.$$  

We then write

$$\sum_{k \geq k_0} \delta_k^2 = \sum_{k \geq k_0} \delta_k \exp \left(- \log(\delta_k^{-1})\right) \leq \sum_{k \geq k_0} \delta_k \exp \left(- \sum_{k_0 \leq j < k} \delta_j^2 \log(\delta_j^{-1}) / \log(\delta_k^{-1})\right) \leq \sum_{k \geq k_0} \delta_k \exp \left(- \frac{1}{2} \sum_{k_0 \leq j < k} \delta_j^2\right) < \infty.$$  

$\square$

We will then prove Theorem 2.5 (1). We will not apply directly Proposition 3.6 above, since we want our solutions to be adapted processes, whereas the construction above is anticipative (note that $Z(t_k)$ depends on $\left(\delta_j\right)_{0 \leq j \leq k}$).

**Proof of Theorem 2.5 (1).** Fix $0 < H < \frac{1}{2}$. Let $t_0 = 1$ and $t_k$ decreasing to 0 be such that $t_k - t_{k+1} \sim k^{-\alpha}$ for some $\alpha$ satisfying

$$\max \left(\frac{5}{12H}, 1\right) < \alpha < \frac{1}{2H},$$

and let $\left(x_k\right)_{k \geq 0}$ be a summable sequence with

$$x_k \geq \exp \left(-k^\theta\right)$$

for some $0 < \theta < 1 - 2\alpha H$. We then let $\gamma$ be defined by (3.15).

We further define

$$\delta_k = \lambda(t_k) - \min_{[t_{k+1}, t_k]} \lambda, \quad k \geq 0$$

$$S_N = \sum_{k=0}^{N} \delta_k^2, \quad \tilde{S}_N = S_N - E[S_N]$$
and by Gaussian computations (deferred to subsection 4.1), it holds that
\begin{equation}
\mathbb{P}^H \text{- a.s., } \lim_{N \to \infty} \tilde{S}_N = \tilde{S}, \text{ for some finite r.v. } \tilde{S}.
\end{equation}

We then fix \( \eta > 0 \) and let \( Z^{N,\eta} \) be the solution to (2.1) starting at time \( t_N \) from \( (0, y_N^{N,\eta}) \) with
\[
y_N^{N,\eta} = \eta \exp \left( -\frac{1}{2} \mathbb{E}[S_{N-1}] \right).
\]

Define for \( 0 \leq k \leq N \)
\[
y_k^{N,\eta} = y_N^{N,\eta} \Gamma_{j=k}^{N-1} \cosh(\delta_j).
\]

Then it holds that for \( 0 < k \leq N \),
\begin{equation}
Z^{N,\eta}(t_k) = (0, y_k^{N,\eta}), \quad x_k \geq \sinh(\delta_{k-1}) y_k^{N,\eta} \Rightarrow Z^{N,\eta}(t_{k-1}) = (0, y_k^{N,\eta}).
\end{equation}

Indeed, by Remark 3.4, if the first equality holds, then one has in that case that for \( t_k \leq t < t_{k-1} \)
\[
Z^{N,\eta}(t) = (\sinh(\delta(t)) y_k^{N,\eta}, \cosh(\delta(t)) y_k^{N,\eta})
\]
with \( \delta(t) = \Gamma_{t_k}^t (\lambda_{t_k} \cdot (t)) \), and in particular \( \delta(t_{k-1}^-) = \delta_{k-1}^- \). Then if the second inequality above holds, the jump of \( \gamma \) at time \( t_{k-1} \) brings \( Z \) back to the axis, so that \( Z^{N,\eta}(t_{k-1}) = (0, \cosh(\delta_{k-1}) y_k^{N,\eta}) \).

Now note that
\begin{equation}
y_k^{N,\eta} = \eta \exp \left( -\frac{1}{2} \mathbb{E}[S_{k-1}] \right) \exp \left( -\frac{1}{2} \left( \tilde{S}_{N-1} - \tilde{S}_{k-1} \right) + R_{k,N} \right),
\end{equation}
where
\[
R_{k,N} = O \left( \sum_{j=k}^{\infty} \delta_j^4 \right).
\]

By the scaling properties of fBm, it holds that \( \mathbb{E}[\delta_j^4] = O(j^{-4H\alpha}) \), so that a.s., \( R_{k,N} = o_{k \to \infty}(1) \).

In addition, for some constant \( C > 0 \)
\[
\mathbb{E}[S_{k-1}] \sim_{k \to \infty} C k^{1-2\alpha H},
\]
so that by (3.16), (3.17), and the fact that \( \delta_k \to 0 \) a.s., we can use (3.18) to obtain that there exists \( \mathbb{P}^H \)-a.s. \( k_0 \) s.t. for each \( N \geq k \geq k_0 \),
\[
Z^{N,\eta}(t_k) = (0, y_k^{N,\eta}).
\]

In addition for \( k_0 \leq k \leq N \leq M \), it holds that
\[
y_k^{N,\eta} \to y_k^{M,\eta} = \exp \left( \frac{1}{2} \left( \tilde{S}_N - \tilde{S}_M \right) + o_{N,M \to \infty}(1) \right) \to_{N \to \infty} 1
\]
and it follows that \( Z^{N,\eta}(t_k) \) converges to some limit \( Z(t_k) \) for each \( k \geq k_0 \), which is non-null by (3.19). Also note that by Remark 3.4, there exists a continuous map \( \psi : \mathbb{R}^2 \times \mathbb{R} \to \mathbb{R} \) such that \( Z \) is a solution to (2.1) on \( [t_j, 1] \) if and only if
\[
\forall t_j \leq t_{k+1} \leq t < t_k \leq 1, Z(t) = \psi \left( \frac{Z(t_{k+1}) - \min_{[t_{k+1}, t]} \lambda}{x_{k+1}}, \lambda \right),
\]
\[
\forall t_k > t_j, Z(t_k) = \Pi \left( Z(t_k) - x_k e_1 \right),
\]
where \( \Pi(x, y) = (\max(x, 0), y) \). In particular, it follows that \( Z^{N,\eta} \) converges a.s. for each \( t \in (0, 1] \) as \( N \to \infty \) to a solution \( Z^o \) of (2.1) on \( [0, 1] \). In addition, from (3.19) it is also clear that \( Z^o(t_k) \to 0 \) as \( k \to \infty \), so that, by Lemma 3.1, \( Z^o \) may be extended to a solution on \( [0, 1] \) with \( Z_0 = 0 \).
3.3. Proof of Theorem 2.2 and Theorem 2.5 (2).

Let us first give a sketch of the argument, which is based on the change of variables described in subsection 3.1.3, where we obtained the equivalent equation (3.2). To simplify, replace in this equation \( \sinh(\delta) \) by \( \delta \) and \( \cosh(\delta) \) by 1. One may then rewrite it (assuming \( \ell_0 = \delta_0 = 0 \)) as an equation involving only \( \ell \), namely

\[
\ell_t = \int_0^t \Gamma_0 \left( \lambda_0, - \int_0^u \frac{du}{\ell_u} \right) (s) ds,
\]

(recall that \( \Gamma_0 \) is the one-dimensional Skorokhod map defined in (3.5)). Therefore the existence of a non-zero solution to (2.2) essentially coincides with the existence of a non-zero solution to (3.20).

Let us now proceed with the rigorous proof.

Proof of Theorem 2.2. Let us first treat the case where Osgood’s condition holds. Assume by contradiction that we have a solution \( Z \) to (2.2) with \( Z_0 = 0 \) and \( Z \neq 0 \) on \( (0, 1] \). Let \( (\ell, \delta) \) be the corresponding solution to (3.2) obtained by Lemma 3.3. Note that by Lemma 3.2, \( \delta \) is bounded and one has a constant \( C \) (depending on \( \lambda \)) s.t. \( \sinh(\delta t) \leq C\delta t \) for all \( t \in [0, 1] \).

Let \( s > 0 \) be such that \( \delta(s) = 0 \). Then \( \ell \) is differentiable in \( t \) for \( t > s \), with

\[
\frac{d}{dt}(\ell(t)) \leq C\Gamma_s \left( \lambda_s, - \int_s^t \frac{\cosh(\delta_u)}{\ell_u} du \right) (t)
\]

\[
\leq C\Gamma_s \left( \lambda_s, - \frac{1}{\ell_t} (t - s) \right) (t)
\]

\[
\leq C \sup_{u \in [s,t]} \left( \omega(t - u) - \frac{t - u}{\ell_t} \right)
\]

\[
\leq C\theta_\omega(\ell(t)).
\]

where in the second inequality, we have used that \( \Gamma_s(f) \leq \Gamma_s(g) \) if \( (g - f) \) is nondecreasing and \( (g - f)(s) = 0 \). This implies that for each \( 0 < s \leq t \) with \( \delta(s) = 0 \), one has

\[
t \geq s + \int_{\ell(s)}^{\ell(t)} \frac{du}{C\theta_\omega(u)}.
\]

On the other hand, by Lemma 3.3, there exists \( s_n \to 0 \) with \( \delta(s_n) = 0 \). We therefore obtain that

\[
\forall t > 0, \quad t \geq \int_0^{\ell(t)} \frac{du}{C\theta_\omega(u)} = +\infty,
\]

a contradiction.
We then treat the case where Osgood’s condition does not hold, and want to find a nonzero solution to (3.2) starting from 0.
We first claim that for some $K > 0$ it holds that, for all $\varepsilon > 0$ small enough,

$$
\int_0^{\varepsilon \theta_\omega(\varepsilon)} \left( \omega(r) - \frac{2r}{\varepsilon} \right)_+ \, dr \geq K^{-1} \varepsilon \theta_\omega(\varepsilon)^2.
$$

Recall that we assume that for some $\kappa > 0$ it holds that

$$
\liminf_{\eta \to 0} \frac{2\omega(\eta)}{\omega(2\eta)} > 1 + 2\kappa,
$$

and let $\rho(\varepsilon) := \sup\{\eta > 0, \varepsilon \omega(\eta) \geq \eta\}$, then (for $\varepsilon$ small enough)

$$
\varepsilon \theta_\omega(\varepsilon) \geq \varepsilon \omega(\rho(\varepsilon)/2) - \frac{\rho(\varepsilon)}{2} \geq \kappa \varepsilon \omega(\rho(\varepsilon)) = \kappa \rho(\varepsilon),
$$

and in particular

$$
\theta_\omega(\varepsilon) \leq \omega(\rho(\varepsilon)) \leq \omega(\kappa^{-1} \varepsilon \theta_\omega(\varepsilon)) \leq M \omega(\varepsilon \theta_\omega(\varepsilon))
$$

(where $M$ is any integer greater than $\kappa^{-1}$). Then noting that if $s \in [r/2, r]$ for $r \geq 0$ one has $\omega(s) - 2s \geq \frac{\omega(r)}{2} - 2\varepsilon$, we obtain

$$
\int_0^{\varepsilon \theta_\omega(\varepsilon)} \left( \omega(r) - \frac{2r}{\varepsilon} \right)_+ \, dr \geq \sup_{r \in [0, \varepsilon \theta_\omega(\varepsilon)]} \frac{r}{4} \left( \omega(r) - \frac{4r}{\varepsilon} \right).
$$

Let $n \geq 1$ be fixed such that

$$(1 + 2\kappa)^n \geq 5M,$$

then one has

$$
\int_0^{\varepsilon \theta_\omega(\varepsilon)} \left( \omega(r) - \frac{2r}{\varepsilon} \right)_+ \, dr \geq 2^{-2-n} \varepsilon \theta_\omega(\varepsilon) \left( \omega(2^{-n} \varepsilon \theta_\omega(\varepsilon)) - 2^{2-n} \theta_\omega(\varepsilon) \right)
$$

$$
\geq 2^{-2-2n} \varepsilon \theta_\omega(\varepsilon) \left( (1 + 2\kappa)^n M^{-1} \theta_\omega(\varepsilon) - 4\theta_\omega(\varepsilon) \right)
$$

$$
\geq 2^{-2-2n} \varepsilon \theta_\omega(\varepsilon)^2,
$$

which concludes the proof of (3.21).

We will then follow a discretization procedure. We start from $\varepsilon_0 = 1$, and given $\varepsilon_k$, there exists a unique $\varepsilon_{k+1}$ such that

$$
\varepsilon_k = \varepsilon_{k+1} + \frac{1}{2\kappa} \theta_\omega(\varepsilon_{k+1}) \theta_\omega(\varepsilon_{k+1}) \varepsilon_{k+1}.
$$

Then $\varepsilon_k$ decreases to a limit $\tilde{\varepsilon}$ as $k \to \infty$, with $\tilde{\varepsilon} = \frac{1}{\kappa^2 \theta_\omega(\tilde{\varepsilon})^2 \kappa}$, so that, since $\theta_\omega$ is strictly positive on $(0, +\infty)$, it holds that actually

$$
\lim_{k \to \infty} \varepsilon_k = 0.
$$

In addition, since $\theta_\omega(\varepsilon_k) \to 0$ as $k \to \infty$ one has that

$$
\theta_\omega(\varepsilon_{k+1}) \sim \theta_\omega(\varepsilon_k) \text{ as } k \to \infty.
$$

We let $\eta_{k+1} := \theta_\omega(\varepsilon_{k+1}) \varepsilon_{k+1}$ and note that since $\theta_\omega$ is nondecreasing, one has

$$
\int_{\varepsilon_{k+1}}^{\varepsilon_k} \frac{ds}{\theta_\omega(s)} \geq \frac{1}{2\kappa} \eta_{k+1},
$$
which clearly implies that \( \sum_{k \geq 0} \eta_k < \infty \). Changing \( \varepsilon_0 \) if necessary we may assume that this sum is less than \( \frac{1}{2} \). Then we let \( t_k \) converging to 0 with \( t_k - t_{k+1} = 2\eta_{k+1} \), and let \( \lambda \) be defined by:

\[
\lambda(t_{k+1} + r) = \omega(r), \quad 0 \leq r \leq \eta_{k+1}, \\
\lambda(t_{k+1} + \eta_{k+1} + r) = \omega(\eta_{k+1} - r), \quad 0 \leq r \leq \eta_{k+1}.
\]

Then \( \lambda \) is in \( C_\omega \).

We note that for any solution of (3.2) with \( \delta_0 = 0 \), one has \( \cosh(\delta(t)) \leq C(t) \) on \( [0,1] \) for some \( C(t) \to 1 \) as \( t \to 0 \). Considering a smaller interval if necessary we may assume that \( C(\cdot) \leq 2 \).

We then note that if \( (\ell, \delta) \) is a solution to (3.2) with \( \delta(0) = 0 \) such that \( \ell(t_{k+1}) \geq \varepsilon_{k+1} \), then

\[
\ell(t_k) \geq \ell(t_{k+1} + \eta_{k+1}) = \ell(t_{k+1}) + \int_{t_{k+1}}^{t_{k+1} + \eta_{k+1}} \sinh(\delta(s))ds \\
\geq \varepsilon_{k+1} + \int_{t_{k+1}}^{t_{k+1} + \eta_{k+1}} \delta(s)ds
\]

and since for \( s \in [t_{k+1}, t_{k+1} + \eta_{k+1}] \) one has

\[
\delta(s) \geq \delta(t_{k+1}) + \lambda_{t_{k+1} + s} - \int_{t_{k+1}}^{s} \frac{\cosh(\delta(u))}{\ell(u)} du \geq \omega(s - t_{k+1}) - \frac{2(s - t_{k+1})}{\varepsilon_{k+1}},
\]

we obtain

\[
\ell(t_k) \geq \varepsilon_{k+1} + \int_0^{\eta_{k+1}} \left( \omega(r) - \frac{2r}{\varepsilon_{k+1}} \right) dr \\
\geq \varepsilon_{k+1} + \frac{1}{K} \eta_{k+1} \theta_\omega(\varepsilon_{k+1}) \\
\geq \varepsilon_{k+1} + \frac{1}{2K} \eta_{k+1} \theta_\omega(\varepsilon_{k}) \\
= \varepsilon_k,
\]

at least for \( k \) large enough, where we have used (3.21) in the second inequality and (3.23) in the third one.

We have therefore proven the existence of \( k_0 \) such that for any solution \( (\ell, \delta) \) to (3.2) with \( \delta(0) = 0 \), it holds that

\[
(3.25) \quad \text{if } \ell(t_k) \geq \varepsilon_k \text{ for some } k \geq k_0, \text{ then } \ell(t_j) \geq \varepsilon_j, \text{ for all } k_0 \leq j \leq k.
\]

For \( \gamma > 0 \) we then let \( Z^\gamma \) be the unique solution to (2.2) starting from \( (0, \gamma) \). By Lemma 3.3 (5), we can find a subsequence \( \gamma' \to 0 \) with \( Z^{\gamma'} \) converging to a solution \( Z \) of (2.2) starting from \( (0,0) \).

Let \( (\delta^{\gamma'}, \ell^{\gamma'}) = \Psi(Z^{\gamma'}) \), where \( \Psi \) is defined in section 3.1.3. Then \( (\delta^{\gamma'}, \ell^{\gamma'}) \) is a solution to (3.2) with \( (\delta^\gamma, \ell^\gamma) = (0, \gamma') \). Since \( \varepsilon_k \to 0 \), there exists \( k_{\gamma'} \) such that \( \varepsilon_k \leq \gamma' \) for all \( k \geq k_{\gamma'} \), and then for each \( k \geq k_{\gamma'} \), one has that \( \ell^{\gamma'}(t_k) \geq \ell^{\gamma'}(0) \geq \varepsilon_k \). Applying (3.25), we obtain that

\[
\forall \gamma', \forall k \geq k_0, \quad \ell^{\gamma'}(t_k) \geq \varepsilon_k
\]

and letting \( \gamma \to 0 \) we obtain that \( Z(t_k) \neq 0 \) for each \( k \geq k_0 \). Since \( t_k \to 0 \) as \( k \to \infty \), this implies that \( Z(t) \neq 0 \) for each \( t > 0 \).

We now pass to the proof of non-uniqueness in the case of fBm with \( H < \frac{1}{2} \).
Proof of Theorem 2.5 (2). Step 1. We first construct a.s. a solution \( Z \) with \( Z_0 = 0 \) and \( Z \neq 0 \) on (0, 1]. We fix a sequence of times \( t_k \downarrow 0 \), with \( t_k - t_{k+1} \sim k^{-\gamma} \), where

\[
\gamma > 1
\]

will be fixed later on.

We fix an initial condition \( \ell_0 > 0 \), \( \ell_0 = 0 \) and as in the previous proof we want to obtain an a.s. positive lower bound on \( \ell(t) \) for \( t > 0 \), which does not depend on \( \ell_0 \).

For \( k \geq 1 \) define the event

\[
A_k := \left\{ \mu \left( \left\{ t \in [t_{k+1}, t_k], \left( \lambda(t) - \min_{t_{k+1} \leq s \leq t} \lambda(s) \right) dt \geq k^{-\theta} \right\} \right) \geq k^{-\nu} \right\}
\]

where \( \mu \) denotes Lebesgue measure, for some \( \theta, \nu \) satisfying

\[
\nu > \frac{\theta}{H} > \gamma.
\]

Note that by the scaling property of fBM together with the small ball estimate Lemma 4.4 below, one has that \( 1 - \|H(A_k) \| \leq c \exp(-ck \delta') \) for some \( \delta' > 0 \), so that by the Borel-Cantelli lemma, almost surely \( A_k \) holds for \( k \) large enough.

Now we claim that for \( k \) large enough, it holds that for any solution \((\ell, \delta)\) to (2.2) with \( \delta(0) = 0 \),

\[
\ell(t_{k+1}) \geq (k+1)^{-\eta} \Rightarrow \ell(t_k) \geq k^{-\eta},
\]

for suitably chosen \( \eta \). Indeed, note that on \( A_k \), if \( \ell(t_{k+1}) \geq (k+1)^{-\eta} \), then

\[
\int_{t_{k+1}}^{t_{k}} \Gamma_0 \left( \lambda_0, -2 \int_0^t \frac{du}{\ell_u} \right) (s)ds \geq (k^{-\theta} - 2k^{-\gamma}(k+1)^{\eta}) k^{-\nu}
\]

so that

\[
\ell(t_k) \geq (k+1)^{-\eta} + k^{-\theta-\nu} - 2k^{-\gamma+\eta-\nu} \geq (k+1)^{-\eta} + \eta k^{-\eta-1} \geq k^{-\eta}
\]

for \( k \) large enough as long as

\[
\theta + \nu < \eta + 1, \quad \theta < \gamma - \eta.
\]

To conclude, it suffices to remark that if \( H \in (0, 1/2) \), it is possible to find \( \gamma, \eta, \nu, \theta \) satisfying (3.26),(3.27) and (3.28) (take \( \eta \in (H, 1-H) \) and \( \gamma = 1+\epsilon \), \( \theta = H(1+2\epsilon) \), \( \nu = 1+3\epsilon \) for small positive \( \epsilon \)).

Hence almost surely, we have a lower bound on \( \ell(t_k) \) which does not depend on the initial condition. As in the proof of Theorem 2.2, this implies the existence of a solution \( Z^0 \) with \( Z^0(0) = 0 \) but \( Z^0(t) \neq 0 \) for each \( t > 0 \).

Step 2. We then show that almost surely, we may apply the previous construction to escape from 0 at each \( t \in [0,1] \). To that end, take \( \gamma, \theta, \nu \) as before and let

\[
\hat{A}_k := \left\{ \forall 0 \leq s \leq 1, \mu \left( \left\{ t \in [s, s+k^{-\gamma}], \left( \lambda(t) - \min_{s \leq u \leq t} \lambda(u) \right) dt \geq k^{-\theta} \right\} \right) \geq k^{-\nu} \right\},
\]

Note that \( \hat{A}_k \subset \bigcap_{j=0}^{2k^\gamma} \hat{A}_{j,k} \), where

\[
\hat{A}_{k,j} := \left\{ \mu \left( \left\{ t \in [s_{j,k}, s_{j+1,k}], \left( \lambda(t) - \min_{s_{j,k} \leq u \leq t} \lambda(u) \right) dt \geq k^{-\theta} \right\} \right) \geq k^{-\nu} \right\},
\]
\[ s_{j,k} = j \cdot \frac{k - \gamma}{2}, j \geq 0. \]

By Lemma 4.4, one has that \( 1 - \mathbb{P}^H(\tilde{A}_k) \leq c_k \gamma \exp(-c_k \delta''') \) for some \( \delta''' > 0 \), so that again by Borel-Cantelli, almost surely \( \tilde{A}_k \) holds for \( k \) large enough. This means that almost surely we may apply the construction of Step 1. at each \( t \in [0, 1) \) simultaneously to obtain solutions with \( Z^t(u) = 0 \) iff \( u \in \{0, t\} \). □

4. Gaussian computations

4.1. Proof of (3.17).

We start with some notations. We recall that the fractional Brownian motion of Hurst index \( H \in (0, 1) \) is a continuous centered Gaussian process \( (B_t)_{t \in [0, 1]} \) with covariance function given by

\[ R(s, t) = \mathbb{E}[B_s B_t] = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right). \]

We consider the Hilbert space \( \mathcal{H} \) obtained by completing linear combinations of indicator functions of intervals under the norm induced by the scalar product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \), where

\[ \langle 1_{[0,s]}, 1_{[0,t]} \rangle_{\mathcal{H}} = R(s, t). \]

We then define smooth random variables as variables of the form \( F = f(B(t_1), \ldots, B(t_k)) \) for some smooth scalar function \( f \) with bounded derivatives, and for such \( F \), we define its Malliavin derivative \( DF \) as the \( \mathcal{H} \)-valued random variable

\[ DF = \sum_{j=1}^{k} \frac{\partial f}{\partial x_j} (B(t_1), \ldots, B(t_k)) 1_{[0,t_j]}. \]

We let \( D^{1,2} \) be obtained by completing smooth random variables under the norm \( \| \cdot \|_{D^{1,2}} \) where

\[ \| F \|_{D^{1,2}}^2 := \mathbb{E} \left[ |F|^2 + \|DF\|_{\mathcal{H}}^2 \right], \]

and note that \( D \) may be extended to \( D^{1,2} \) (with values in \( L^2 \)) continuously.

We will use Gaussian concentration of measure in the following form due to Üstünel (see [17, Theorem VIII.1]).

**Proposition 4.1.** Let \( F \in D^{1,2} \) be such that \( \|DF\|_{\mathcal{H}} \leq M < \infty \) almost surely. Then it holds that

\[ \forall x \in \mathbb{R}, \quad \mathbb{P}(|F - \mathbb{E}[F]| \geq x) \leq 2 \exp \left( -\frac{x^2}{2M^2} \right). \]

**Corollary 4.2.** Let \( G \in D^{1,2}, G > 0 \) a.s. with \( \mathbb{E}[G] \leq 1 \), and assume that there exists \( M < \infty \) s.t.

\[ \mathbb{P} - a.s., \quad \|DG\|_{\mathcal{H}}^2 \leq MG. \]

Then it holds that

\[ \forall x > 0, \quad \mathbb{P}(|G - \mathbb{E}[G]| \geq x) \leq C \exp \left( -\frac{x}{CM} \right) + C \exp \left( -\frac{x^2}{CM} \right) \]

for some constant \( C > 0 \).
Proof. Applying Proposition 4.1 to $F = \sqrt{G}$, we see that
\[
\mathbb{P} (|F - \mathbb{E}[F]| \geq x) \leq 2 \exp \left( - \frac{2x^2}{M} \right).
\]
In turn, this implies that
\[
\mathbb{E}[G] \leq (\mathbb{E}[F])^2 + CM
\]
and we have
\[
|G - \mathbb{E}[G]| \leq |F - \mathbb{E}[F]|^2 + 2\mathbb{E}[F] |F - \mathbb{E}[F]| + CM
\]
so that
\[
\mathbb{P} (|G - \mathbb{E}[G]| \geq x) \leq \mathbb{P} \left( |F - \mathbb{E}[F]|^2 \geq \frac{x}{2} - CM \right) + \mathbb{P} \left( |F - \mathbb{E}[F]| \geq \frac{x}{4} \right)
\]
and the result follows. \qed

We can now proceed to the proof of (3.17). Recall that we have $t_k$ decreasing with
\[
\delta t_k := t_k - t_{k+1} \sim k^{-\alpha}
\]
for
\[
\max \left( \frac{5}{12H}, 1 \right) < \alpha < \frac{1}{2H},
\]
and
\[
\delta_k = B(t_k) - \min_{[t_{k+1}, t_k]} B, \quad k \geq 0
\]

\[
S_N = \sum_{k=0}^N \delta_k^2, \quad \bar{S}_N = S_N - \mathbb{E}[S_N].
\]

We then claim that
\[
(4.1)
\]
\[
\exists C > 0, \quad \forall N \leq M \leq N + N^{2\alpha H}, \forall x \leq 1, \mathbb{P} \left( |\bar{S}_N - \bar{S}_M| \geq x \right) \leq C \exp \left( -C^{-1}N^{2\alpha H - 1/2}x^2 \right).
\]

We first note that for each $k$, $\delta_k$ is in $D[1,2]$ with $D\delta_k = 1_{[t_k^*, t_k]}$ where $t_k^* \in [t_k, t_{k+1}]$ is the (a.s. unique) time where $B$ attains its minimum on $[t_{k+1}, t_k]$, cf. [10]. It follows that
\[
\|D (S_M - S_N)\|_{\mathcal{H}}^2 = \sum_{N<k,j \leq M} \delta_k \delta_j \left\langle 1_{[t_k^*, t_k]}, 1_{[t_j^*, t_j]} \right\rangle_{\mathcal{H}}
\]
\[
\leq (S_M - S_N) \left( \sum_{N<k,j \leq M} \left\langle 1_{[t_k^*, t_k]}, 1_{[t_j^*, t_j]} \right\rangle_{\mathcal{H}}^2 \right)^{1/2}
\]
by the Cauchy-Schwarz inequality. We now bound the sum appearing on the right-hand side. We will write $a \lesssim b$ when $a \leq Cb$ for some constant $C$. Note that for $k \geq j + 2$,
\[
2 \left\langle 1_{[t_k^*, t_k]}, 1_{[t_j^*, t_j]} \right\rangle_{\mathcal{H}} = |t_j - t_k|^{2H} + |t_j^* - t_k^*|^{2H} - |t_j - t_k^*|^{2H} - |t_j^* - t_k|^{2H}
\]
\[
\lesssim \int_{t_j^*}^{t_j} \left( (t_k^* - s)^{2H-1} - (t_k - s)^{2H-1} \right) ds
\]
\[
\lesssim (t_k - t_k^*)(t_j - t_j^*)(t_{j+1} - t_k)^{2H-2}
\]
\[
\lesssim k^{-\alpha} j^{-\alpha} (j^{1-\alpha} - k^{1-\alpha})^{2H-2}.
\]
We then have
\[(4.2) \sum_{N \leq k, j < M} \left\langle 1_{[t_k^*, t_k]}, 1_{[t_j^*, t_j]} \right\rangle^2_H \lesssim \sum_{N \leq k} (\delta t_k)^{4H} + \sum_{N \leq j} j^{-2\alpha} \sum_{j+1 < k} k^{-2\alpha} (j^{1-\alpha} - k^{1-\alpha})^{4H-4}.\]

The first sum is of order \(N^{1-4H\alpha}\), whereas the second sum we estimate by splitting the inner sum in two sums depending on whether \(k \leq 2j\) or \(k > 2j\). We have
\[
\sum_{j < k \leq 2j} (j^{1-\alpha} - k^{1-\alpha})^{4H-4} k^{-2\alpha} \lesssim j^{-2\alpha} \sum_{j < k \leq 2j} k^{-\alpha(4H-4)}(k - j)^{4H-4} \\
\lesssim j^{-2\alpha} j^{-\alpha(4H-4)} j^{4H-3} = j^{2\alpha - 4H(\alpha-1)-3}
\]

whereas
\[
\sum_{2j < k} (j^{1-\alpha} - k^{1-\alpha})^{4H-4} k^{-2\alpha} \lesssim j^{(1-\alpha)(4H-4)} j^{1-2\alpha} = j^{2\alpha - 4H(\alpha-1)-3}
\]

so that the second sum in (4.2) admits an upper bound of order \(\sum_{j \geq N} j^{4H(\alpha-1)-3} \lesssim N^{-4H(\alpha-1)-2} = o(N^{1-4H\alpha})\), and we obtain
\[
\left( \sum_{N \leq k, j \leq M} \left\langle 1_{[t_k^*, t_k]}, 1_{[t_j^*, t_j]} \right\rangle^2_H \right)^{1/2} \lesssim N^{1/2-2H\alpha}.
\]

Note that \(\mathbb{E}[S_M - S_N] \sim c(M^{1-2\alpha H} - N^{1-2\alpha H})\) is bounded if \(M \leq N + N^{2\alpha H}\), we can therefore apply Corollary 4.2 to obtain (4.1).

Then, we let \(N_k = k \frac{1}{2^{\alpha H}}\) and note that for \(N_k \leq N \leq N_{k+1}\)
\[
P \left( \left| \tilde{S}_{N_{k+1}} - \tilde{S}_N \right| \geq k^{-\gamma} \right) \leq C \exp \left( -C^{-1} k^{-2\gamma + \frac{2\alpha H - 1/2}{1-2\alpha H}} \right)
\]
so that if
\[
\frac{2\alpha H - 1/2}{1 - 2\alpha H} > 2
\]
namely if \(\alpha > \frac{5}{1277}\), one may choose some \(\gamma > 1\) for which it holds that
\[
\sum_k \sum_{N_k \leq N \leq N_{k+1}} P \left( \left| \tilde{S}_{N_{k+1}} - \tilde{S}_N \right| \geq k^{-\gamma} \right) < \infty,
\]
and we conclude by the Borel-Cantelli lemma.

### 4.2. Small ball properties.

We start by a small ball estimate for reflected fBm in supremum norm.

**Lemma 4.3.** Let \(B\) be the fractional Brownian motion of Hurst index \(H \in (0, 1/2]\), then there exists \(c > 0\) s.t. for all \(x > 0\),
\[
(4.3) \quad P \left( \max_{t \in [0,1]} \left( B(t) - \min_{0 \leq s \leq t} B(s) \right) \leq x \right) \leq c \exp \left( -cx^{-1/H} \right).
\]
Proof. The proof follows by considering increments over small intervals as in [13]. Namely, given $x > 0$ we let $x^{-1/H} \leq n \leq x^{-1/H} + 1$ and obtain
\[
\mathbb{P} \left( \sup_{s \in [0,1]} \left( B(t) - \min_{0 \leq s \leq t} B(s) \right) \leq x \right) \leq \mathbb{P} \left( \forall 1 \leq k \leq n, B \left( \frac{k}{n} \right) - B \left( \frac{(k-1)}{n} \right) \leq x \right)
\leq \prod_{k=1}^{n} \mathbb{P} \left( B \left( \frac{k}{n} \right) - B \left( \frac{(k-1)}{n} \right) \leq x \right)
\leq \left( \int_{-\infty}^{C} e^{-y^2/2} \frac{dy}{\sqrt{2\pi}} \right)^{n}
\leq c \exp(-cx^{-1/H}),
\]
where $C, c$ only depend on $H$, where we have used Slepian’s lemma in the second inequality (recall that fBm has negatively correlated increments for $H \leq \frac{1}{2}$), and fBm scaling in the third inequality. \hfill \Box

The previous lemma allows us to deduce another small ball bound on $L^1$-type information. We do not expect this result to be sharp but it will be sufficient for our purposes.

Lemma 4.4. Let $B$ be the fractional Brownian motion of Hurst index $H \in (0, 1/2]$, then for all $0 < \kappa < H$ there exists $c > 0$ s.t. for all $x, y > 0$,
\[
\mathbb{P} \left( \mu \left( \left\{ \begin{array}{l} t \in [0,1], \\ (B(t) - \min_{0 \leq s \leq t} B(s)) \geq x \end{array} \right\} \right) \leq y \right) \leq c \exp \left( -cx^{-1/H} \right) + c \exp \left( -cx^2 y^{-2\kappa} \right),
\]
where $\mu$ denotes Lebesgue measure.

Proof. Fix $0 < \kappa < H$ and note that
\[
\max_{t \in [0,1]} \left( B(t) - \min_{0 \leq s \leq t} B(s) \right) \geq 2x, \quad \|B\|_{\kappa} \leq C
\Rightarrow \mu \left( \left\{ t \in [0,1], \left( B(t) - \min_{0 \leq s \leq t} B(s) \right) dt \geq x \right\} \right) \geq x^{1/\kappa} C^{-1/\kappa},
\]
where $\|B\|_{\kappa}$ is the $\kappa$-Hölder norm of $B$ on $[0,1]$. Hence taking $C = xy^{-\kappa}$, and using Lemma 4.3 as well as Gaussian tails of $\|B\|_{\kappa}$, we obtain the result. \hfill \Box
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