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Abstract—Deep Convolutional Neural Networks (CNNs) have recently reached state-of-the-art Handwritten Text Recognition (HTR) performance. However, recent research has shown that typical CNNs’ learning performance is limited since they are homogeneous networks with a simple (linear) neuron model. With their heterogeneous network structure incorporating non-linear neurons, Operational Neural Networks (ONNs) have recently been proposed to address this drawback. Self-ONNs are self-organized variations of ONNs with the generative neuron model that can generate any non-linear function using the Taylor approximation. In this study, in order to improve the state-of-the-art performance level in HTR, the 2D Self-organized ONNs (Self-ONNs) in the core of a novel network model are proposed. Moreover, deformable convolutions, which have recently been demonstrated to tackle variations in the writing styles better, are utilized in this study. The results over the IAM English dataset and HADARA80P Arabic dataset show that the proposed model with the operational layers of Self-ONNs significantly improves Character Error Rate (CER) and Word Error Rate (WER). Compared with its counterpart CNNs, Self-ONNs reduce CER and WER by 1.2% and 3.4% in the HADARA80P and 0.199% and 1.244% in the IAM dataset. The results over the benchmark IAM demonstrate that the proposed model with the operational layers of Self-ONNs outperforms recent deep CNN models by a significant margin while the use of Self-ONNs with deformable convolutions demonstrates exceptional results.

Index Terms—Handwriting Text Recognition, Self-organized Operational Neural Networks, Generative Neurons, Deformable Convolution

1 INTRODUCTION

offline Handwritten Text Recognition (HTR) is the process of digitizing text that is shown in a picture. It is a well-known topic in the field of Computer Vision; however, it is regarded as a challenging task for many reasons such as the variation and ambiguity of strokes from person to person. In addition, a person’s handwriting style can vary from time to time and the degradation of the source document image over time causes a loss of characters. These challenges make it difficult to create an effective, generalizable system.

Recurrent Neural Networks (RNNs), and Multidimensional Long Short-Term Memory (MDLSTM) networks, have been extensively used in HTR. MDLSTM networks show state-of-the-art performance on most of the HTR benchmarks. Regular LSTM networks differ from MDLSTM in that the former introduces recurrence along the axis of one-dimensional sequences, whereas the latter introduces recurrence along two axes which makes it ideal to handle unrestricted two-dimensional input. In line-level HTR, it is common to use the MDLSTM to extract features. The character-level transcription of the input line image is then obtained by converting the 2D data into a 1D sequence. This design is fundamentally at the heart of most of the successful line-level HTR techniques; however, compared to Convolutional Neural Networks (CNNs), MDLSTMs are computationally expensive. Furthermore, a visual comparison of the 2D-LSTM features retrieved in the bottom layers reveals that they are visually similar to the 2D CNN outputs [1].
CNNs are well known for feature representation of input images. Recently, they have been adopted in handwriting recognition models in combination with Recurrent Neural Networks (RNNs) which are responsible for generating output sequences and decoding the underlying text [2]. In [3], three CNN layers are used to extract features from input images which are then fed into two CNN-MDLSTMs for extracting context information. The proposed model in [4] incorporatesCNNs with MDLSTMs, but instead of setting CNNs as feature extractors for the input images, layers of LSTMs scan the blocks of input images in different directions, then, CNN layers receive the output of each LSTM layer and again forward to LSTMs. The top-most layer is fully connected rather than convolutional. The softmax layer receives the last activations, which are summed vertically. Connectionist Temporal Classification (CTC) is used to process softmax’s output. A similar idea is proposed in [5], but they propose an optimized version of MDLSTM where the convolutional and recurrent layers have been relocated, and the subsampling processes have been tweaked to improve feature extraction at the bottom levels while lowering the activation volume before reaching the upper layers. An HMM is used in the decoding step to reduce errors generated by the CNN-MDLSTM optical model.

A recent study [6] introduced a convolutional-only architecture for HTR. They use deformable convolutions [7] to tackle the problem of diversity in writing styles as the deformation of the kernel can be interpreted as geometrical deformations of the same textual elements. Deformable convolutions broaden the definition of convolution by redefining the shape of the convolution as adaptable. Convolution weights are supposed to multiply inputs not on the conventional orthogonal, canonical k × k grid, but rather on a learning-based weight-input coordinate correspondence. The state-of-the-art performance level was achieved in [6] by reducing character uncertainty at the network’s softmax output.

According to recent studies, [8]–[11], CNNs, like its predecessors, Multi-Layer Perceptrons (MLPs), rely on the ancient linear neuron model, so they are successful in learning linearly separable problems very well, but they may completely fail when the problem’s solution space is highly nonlinear and complex. Operational Neural Networks (ONNs) [12], are recently proposed heterogeneous networks with a non-linear neuron model. They can learn highly complex and multi-modal functions or spaces even with compact architectures. Similar to Generalized Operational Perceptrons (GOPs) [13], [14], operational neurons of ONNs are modeled similar to biological neurons, with nodal (synaptic connections) and pool (synaptic integration in the soma) operators. An operator set is a collection of the nodal, pool, and activation operators, and the operator set library needs to be built in advance to contain all possible operator sets. ONNs, too, have a variety of limits and downsides as a result of such fixed and static architecture. First, only the operators in the operator set library can obviously be used, and if the correct operator set for the learning problem at hand is not in the library, the desired learning performance cannot be achieved. Second, to reduce the search space one or few operator sets can be assigned to all neurons in each hidden layer, which poses a limited level of heterogeneity. Finally, there is always a need for searching for the best operators sets for each layer, which might be cumbersome, especially for deeper networks.

To tackle the aforementioned problems, the authors in [15] proposed self-organized operational neural networks (Self-ONNs) with generative neurons. The generative neuron model allows Self-ONNs to self-organize by iteratively generating nodal operators during the back-propagation (BP) training to maximize the learning performance. Certainly, being able to create any non-linear nodal operator significantly improves both operational diversity and flexibility.

Self-ONNs are the super-set of the conventional CNNs. Contrary to the CNNs’ homogenous network structure with only the linear neuron model, Self-ONNs are heterogenous networks with a “self-generating” non-linear neuron model (i.e., the generative neurons). This yields superior diversity and learning performance. Thus, Self-ONNs in numerous problems such as severe image restoration [11], R-peak detection in low-quality Holter ECGs [8], patient-specific ECG classification [9], and biometric authentication [16] outperformed their equivalent and even deep CNNs with a significant performance gap.

The significant and novel contributions of this study are: 1) The pioneer application of Self-ONNs in HTR is proposed. 2) An adequate level of non-linearity of the operational layers to boost the recognition performance under various topologies is investigated. 3) A further investigation is carried out
on the use of deformable convolutions along with the generative neurons in the same network. 4) The state-of-the-art performance is achieved with a significant gap against the recent methods on the IAM English dataset while the performance gap is further widened on the HADARA80P Arabic dataset.

The rest of this paper is organized as follows: Section 2 summarizes the main features of Self-ONNs with generative neurons. Section 3 describes the methods used in this paper, the proposed architecture, datasets used, and implementation details of the proposed HTR system. Section 4 presents the experimental results including evaluation of the proposed system, the statistical analysis, and a detailed set of comparative evaluations against recent methods. Section 5 concludes the paper and discusses future research directions.

2 SELF-ORGANIZED OPERATIONAL NEURAL NETWORKS

For Self-ONNs, the generative neuron model was proposed recently to overcome the limitations of ONNs, in particular, the requirement for a pre-defined set of operators and the need for searching inside that library to discover the best set of operators. Self-ONNs promise a similar or better performance level than conventional ONNs with an elegant diversity and reduced computational complexity.

Let us define the input tensor to a layer by \( X \in \mathbb{R}^{H \times W \times C_{in}} \) and a sub-tensor of it centered at the position \( i,j \) by \( X(i,j) \in \mathbb{R}^{H \times W \times C_{in}} \). Let us define \( W_{cout} \in \mathbb{R}^{H \times W \times C_{out}}, c_{out} = 1, \ldots, C_{out} \) the \( c_{out} \)th filter of a layer. In CNNs, convolutional neurons convolve \( X \) with \( W_{cout} \) and add an offset, which equates to doing the following calculation for each point \( (i,j) \) of the input tensor \( X \):

\[
Y_{cout}(i,j) = \sum_{k,m,c_{in}=1}^{h,w,c_{in}} W_{cout}(k,m,c_{in})X(i,j)(k,m,c_{in}) + b_{cout} = w_{cout}^T x_{out}(i,j) + b_{cout} \tag{1}
\]

the \( Y_{cout}(i,j) \) is the \((i,j)^{th}\) element of the output feature map. \( Y_{cout}, b_{cout} \) is the bias term, and \( x_{out}(i,j) \) and \( w_{cout} \) are concatenated versions of \( X(i,j) \) and \( W_{cout} \), respectively. The feature mappings \( Y_{cout}, c_{out} = 1, \ldots, C_{out} \) are concatenated to generate the tensor \( Y \in \mathbb{R}^{H \times W \times C_{out}} \), and the layer output is produced using an element-wise activation function. ONNs generalize CNNs transformation in (1) using:

\[
Y_{cout}(i,j) = \Psi(x_{out}(i,j), w_{cout}) + b_{cout} \tag{2}
\]

where \( \Psi \) is a nodal function that can be a combination of different functions. During the training, the selection of \( \Psi \) is achieved using a search strategy. The ONN layer is a conventional CNN layer when the nodal function is determined to be the dot-product of its arguments. The operator chosen will be applied to every connection and every kernel element in the network [17].

Instead of searching for the best possible nodal function, during training, each generative neuron in a Self-ONN can iteratively generate any nonlinear function of each kernel element with a truncated Mac-Laurin series expansion:

\[
\Psi\left(x_{out}(i,j), w_{cout,1}, \ldots, w_{cout,q}\right) = w_{cout,1}^T x_{out}(i,j) + w_{cout,2}^T x_{out}^2(i,j) + \cdots + w_{cout,q}^T x_{out}^q(i,j) = \sum_{q=0}^{Q} w_{cout,q}^T x_{out}^q(i,j) \tag{3}
\]

where \( x_{out}^q(i,j) \) is an element-wise power, \( w_{cout,q} \) are learnable weights interacting with \( x_{out}^q(i,j) \). As a result, each neuron undergoes the following transformation:

\[
Y_{cout}(i,j) = \sum_{q=1}^{Q} w_{cout,q}^T x_{out}^q(i,j) + b_{cout} \tag{4}
\]

where \( w_{cout,q} \), \( q = 1, \ldots, Q \), are learned using gradient-based optimization since the purpose is to learn the best suited nodal function. For more detailed information and details on the BP formulations, the readers are referred to [15].
3 METHODS

To better understand the difference between CNNs, ONNs, and Self-ONNs, Fig.1 illustrates how the kernels may look like in these three networks. In conventional CNNs (Fig. 1. (left)), a linear transformation is always used in convolution with the input tensor. In ONNs (Fig. 1. (middle)), a selected non-linear operator is used for all kernel elements (e.g. sinusoids with different frequencies). In Self-ONNs (Fig. 1. (right)) the right nodal operator for every kernel element, every neuron, and every synaptic connection is generated during (BP) training. This allows that in Self-ONNs, for a certain kernel element the nodal operator can be linear while for another may be similar to a sinusoid or any arbitrary non-linear function. This allows not only neuron-level but even kernel-level diversity and heterogeneity.

To investigate the impact of using a heterogeneous and non-linear network model in HTR, certain modifications are made to the recently proposed CNN-only HTR system [6] that currently holds the state-of-the-art HTR performance. This section goes over the modifications made to the blocks and some additional system features.

3.1 The Proposed Architecture

As shown in Fig. 2 (a), the proposed architecture consists of two parts; the backbone and the head. Fig.2 (b) shows how the deformable convolutional are inserted in the model. The backbone consists of a group of ResNetBlocks [18] blocks and acts as an optical model responsible for transforming the input images into feature maps. Each block contains either 2D-CNNs or 2D-Self-ONNs with 3 × 3 kernels, 1 × 1 stride, 1 × 1 padding, and 1 × 1 dilation. The number of filters in each group of blocks is twice the number of filters in the previous group of blocks. Each CNN or Self-ONN layer is followed by batch normalization and a ReLU non-linearity (in the case of CNN) or Tanh (in the case of Self-ONN). The sequence of probability distributions over the potential characters is then generated using the softmax function on the final output, which is then propagated into a Connectionist Temporal Classification (CTC) loss [19].

Fig. 1. Kernels in CNNs (left), ONNs (middle) and Self-ONNs (right).
For an input \( x \) of length \( T \), \( x = (x_1, \ldots, x_T) \) and output \( y \) of length \( U \), \( y = (y_1, \ldots, y_U) \), where \( y_u \in \{1, \ldots, K\} \), \( K \) is the number of target labels, the main idea of CTC is to align the prediction to the target using an intermediate label representation \( \pi = (1, \ldots, \pi_T) \). CTC allows for label repetitions and the appearance of a blank label (\( - \)), which symbolizes the special emission without labels. During CTC training, the model maximizes \( P(y|x) \) across all possible \( \Phi(y') \) label sequences, where \( y' \) is a modified label sequence of \( y' \):

\[
P(y|x) = \sum_{\pi \in \Phi(y')} P(\pi|x)
\]

The \( y' \) allows blanks in the output by inserting blank symbols between each label and the beginning and end e.g. \( y = (h,e,n) \), \( y' = (-,h,-,e,-,n,-) \). The label sequence probability \( P(y|x) \) is calculated using:

\[
P(y|x) = \prod_{t=1}^{T} q_t(\pi_t),
\]

where \( q_t(\pi_t) \) represents the softmax activation of the \( \pi_t \) label in the network output layer \( q \) at time \( t \). The CTC loss to be minimized is defined as the negative log-likelihood of the ground truth character sequence \( y' \):

\[
\mathcal{L}_{CTC} = -\ln P(y^*|x)
\]

Using the forward-backward algorithm, the \( P(y^*|x) \) is computed as:

\[
P(y^*|x) = \sum_{u=1}^{U} \alpha_u(y_{1:u}^*) \beta_u(y_{u:T}^*),
\]

where \( \alpha_u(u) \) and \( \beta_u(u) \) are the forward and backward variables respectively. The forward variable \( \alpha_u(u) \) represents the total probability of all possible prefixes \( (y'_{1:u}^*) \) ending with the \( u \)-th label while the backward variable \( \beta_u(u) \) represents all possible suffixes \( (y_{u:T}^*) \) starting with the \( u \)-th label. Then, back-propagation can be used to train the network by taking the derivative of the loss function with respect to \( q_t(k) \) for any \( k \) label, including the blank. The details of the forward-backward algorithm can be found in [19].

### 3.2 Datasets

To test the proposed approach, a widely used line-level dataset IAM [20] containing 9,862 text
lines is used. It includes a training set consisting of 6161 lines, a testing set consisting of 1861 lines, and two validation sets consisting of 900 and 940 lines.

Another benchmark dataset, HADARA80P [21], which is based on an Arabic historical handwritten book, is used. It contains 1,336 lines. In this research, 80% of the dataset for training, 10% for validation, and 10% for testing were used. Fig. 3 shows samples for both datasets. The HADARA80P dataset has some segmentation problems as illustrated in Fig 3. (b) with green circles. In addition, some dots are missed as illustrated with the red circle. The dots are essential in Arabic writing, some letters have the same shape and only can be differentiated through dots above or below a letter e.g. letters (ب، ت، ث). Because historical documents are prone to degradation, many characters lose their dotting which makes the problem of automatic recognition more challenging in Arabic.

![Image from the IAM dataset.](a).

![Image from the HADARA80P dataset.](b).

Fig. 3. (a) Image from the IAM dataset. (b) Image from the HADARA80P dataset. The red circle highlights a character with missing dots. The green circles highlight segmentation errors.

### 3.3 Implementation Details

Because the Hadara80P dataset is much smaller than the IAM dataset, only 120 epochs were trained, while for the IAM dataset, the number of epochs was increased to 2000 epochs. Adam optimizer was used to train the model with a maximum learning rate of $4e^{-5}$ (for IAM) and $1e^{-5}$ (for Hadara80P) while the batch size was set to 12 for both.

### 3.4 Evaluation Metrics

As in the prior studies in HTR, the Word Error Rate (WER) and the Character Error Rate (CER) are the common evaluation metrics used in this study, both of which use the Levenshtein Distance [22] between the predicted text and the target text. The ratio of misrecognized characters is represented by CER, whereas the ratio of misrecognized words is represented by WER.

Three types of errors need to be considered when calculating the CER and WER: the substitution error (S) is the misspelled characters or words, the deletion error (D) is the lost or missing characters or words, and the insertion error (I) is the incorrect inclusion of characters or words. The following formula describes the common calculation of CER:

$$CER = \frac{S+D+I}{N},$$

(9)

where N is the number of characters in the ground truth. The WER formula is similar to CER, but at the word level.

$$WER = \frac{S_w+D_w+I_w}{N_w}$$

(10)

If the Levenshtein distance between two words is not zero, the word is considered incorrectly classified even if only one character is incorrect. This evaluation includes all symbols including special characters. Fig. 5 shows samples taken during the testing of the proposed model along with CER and WER.
4 EXPERIMENTAL RESULTS

This section presents the performance of replacing the CNN layers with SelfONN layers in the original model and the effect of changing the non-linearity level (Q orders) on the model performance. Then the performance of the modified architecture is analyzed, and the comparison of the proposed architecture with other works that use the same dataset is presented.

4.1 Evaluating The Self-ONN Optical Model

In the first experiment, the performance of CNNs versus Self-ONNs is compared using the original architecture proposed in [6] which consists of 10 blocks in the backbone and three convolutional layers in the head. Table 1 illustrates the comparison of accuracy after replacing the CNN layers in the head with operational layers with $Q = 3, 5, 7, 9$ (the order of the Taylor polynomials). The performance of the models with the best CER and the WER is reported. The results show that Self-ONNs consistently outperform both CNNs and deformable CNNs in terms of CER and WER.

The model is further modified by removing three blocks from the convolutional backbone leading to a reduction of 6 CNN layers. This compact architecture is tested on the HADARA80P dataset because it is smaller than the IAM dataset. The results in Table 2 show that using operational layers on the backbone was yielding superior results than using them on the head. The results also show an exceptional accuracy improvement (3.464 % and 1.2 % on WER and CER respectively) when using SelfONNs compared to the native CNN-only architecture.

| TABLE 1. COMPARISON OF THE PERFORMANCE OF CNNs, SELF-ONNS AND DEFORMABLE CONVOLUTIONS ON IAM DATASET USING THE ORIGINAL ARCHITECTURE PROPOSED IN [6] |
|---------------------------------------------------------------|
| Configuration | Backbone | Head | Q-order | Best CER | Best WER |
| CNN           | CNN      | -    |         | 5.424    | 18.914   | 5.171 | 17.894 |
| CNN           | CNN      | Self-ONN | 3      | 5.128    | 17.982   | 5.128 | 17.982 |
| CNN           | CNN      | Self-ONN | 5      | 5.145    | 17.858   | 5.145 | 17.858 |
| CNN           | CNN      | Self-ONN | 7      | 5.202    | 18.178   | 5.202 | 18.178 |
| CNN           | CNN      | Self-ONN | 9      | 5.270    | 18.258   | 5.270 | 18.258 |
| CNN           | Self-ONN | 3,5,7 |          | 5.075    | 17.589   | 5.075 | 17.589 |
| CNN+DeformableCNN | Self-ONN | 3,5,7 |          | 5.156    | 17.761   | 5.156 | 17.654 |

| TABLE 2. COMPARISON OF THE PERFORMANCE OF CNNs, SELF-ONNS ($Q = 3,5,7$ IN ALL), AND DEFORMABLE CONVOLUTIONS ON THE HADARA80P DATASET USING ONLY 7 BLOCKS ON THE BACKBONE. |
|---------------------------------------------------------------|
| Configuration | Backbone | Head | Best CER | Best WER |
| CNN           | CNN      | 9.199 | 35.912   | 9.191    | 35.460 |
| CNN+DeformableCNN | CNN      | 9.639 | 37.216   | 9.639    | 37.216 |
| CNN           | CNN      | 12.486| 46.178   | 12.486   | 46.178 |
| Self-ONN      | CNN      | 7.977 | 32.038   | 7.991    | 31.996 |
| Self-ONN+DeformableCNN | CNN      | 11.764| 46.010   | 12.145   | 46.681 |

The model is further improved for the IAM dataset by adding the removed layers to the head leading to a total of 9 CNN layers in the head. The results are presented in Table 3. This new model where layers in the feature extraction part (backbone) are reduced and layers in the classification part (head) are populated leads to a better CER or WER than the ones reported in [6]. Following this, using
operational layers of Self-ONNs in the feature extraction part exhibits even better results than using only CNNs or CNNs with deformable convolutions. Finally, the combination of Self-ONNs with deformable convolutions achieves an exceptional improvement in both CER and WER and thus setting a new state-of-the-art performance level in this domain.

An important observation worth mentioning is that although the use of the three neuron types (convolutional, deformable convolutional, operational) improved the performance, the location of each one in the network architecture also had an important effect. By looking at the results in Table 1, although the three networks were used (CNN and deformable in the backbone while Self-ONN in the head), the result was not the best. Based on the best results achieved on the IAM and the HADARA80P datasets, the operational layers were better performing especially when used at the beginning of the network (closer to the input layer). Usually, the first few layers in CNNs capture the low-level features, whereas the following layers extract high-level. As a handwritten image primarily consists of straight and curved lines rather than objects, having superior features in the initial layers of the model is essential. Therefore, in this particular HTR problem, it is recommended to use operational layers at the beginning of the network.

To analyze the complexity of the proposed model, the number of trainable parameters is reported in Table 4. The Self-ONNs-based models are adding more complexity however this complexity can be tackled with the use of GPUs.

| Configuration       | Best CER | Best WER |
|---------------------|----------|----------|
| Backbone            | Head     | CER      | WER      | CER      | WER      |
| CNN                 | CNN      | 4.799    | 16.287   | 4.731    | 16.324   |
| CNN+DeformableCNN   | CNN      | 4.914    | 16.171   | 4.914    | 16.171   |
| CNN                 | Self-ONN | 4.737    | 16.164   | 4.895    | 16.2583  |
| Self-ONN            | CNN      | 4.732    | 16.033   | 4.794    | 16.127   |
| Self-ONN+DeformableCNN | CNN | 4.576    | 15.488   | 4.532    | 15.080   |

| Table 4. Comparison of model complexity in terms of number parameters |
|---------------------------------------------------------------------|
| Configuration            | Trainable Parameters |
| CNN                      | 6,890,768            |
| CNN+Deformable           | 6,912,782            |
| Self-ONN                 | 29,943,056           |
| CNN&DeformableCNN&Self-ONNs | 17,505,038         |

4.2 Statistical Analysis

The WER and CER per image are used to conduct the statistical test to verify the significance of the proposed models. Fig.4 shows the boxplots of the generated errors by the best-performing model and its counterpart CNN model in both datasets. The Wilcoxon test is used to see if there is a significant difference in average between two paired samples. The Wilcoxon test here is used to evaluate if there is any significant reduction in error rates after using operational layers. The results of this test are shown in Table 5 and Table 6. All the p-values are below 0.05 which indicates the significant difference in prediction errors generated by the CNN-based model and the Self-ONN-based model in both datasets.
A close look to Fig. 4 will reveal the fact that the performance gap between CNN and Self-ONN models widens in the HADARA80P dataset. This is an expectable outcome since the HADARA80P dataset is more noisy and contains fewer data compared to the IAM dataset. This indicates the superiority of the Self-ONN models in working with degraded or highly noised manuscripts.

Fig. 4. WER and CER Box plots for HADARA80P dataset (a and b) and IAM dataset (c and d)
### Table 5. Wilcoxon Signed Ranks Test for Hadara80p Dataset Results

|                  | CNN_CERs - SelfONN_CERs | CNN_WER - SelfONN_WER |
|------------------|--------------------------|------------------------|
| \( Z \)          | -16.083                  | -13.239                |
| Asymp. Sig. (2-tailed) | .000                    | .000                   |

### Table 6. Wilcoxon Signed Ranks Test for IAM Dataset Results

|                  | CNN_CERs - DefSelf_CERs | CNN_WERs - DefSelf_WERs |
|------------------|--------------------------|--------------------------|
| \( Z \)          | -2.154^a                 | -4.153^b                |
| Asymp. Sig. (2-tailed) | .031                    | .000                   |

### 4.3 Performance Evaluations

As discussed earlier, several deep learning models of HTR were proposed in the literature including LSTM-Based approaches, attention-based approaches, and sequence-to-sequence transition approaches, in addition to the recently proposed CNN-only approaches. For a detailed set of comparative evaluations, the performances of the proposed methods are compared against all recent state-of-the-art methods (lexicon-free in the line-level) and presented in Table 7. The proposed method outperforms all prior works. The proposed Self-ONN architecture combined with deformable convolution improved the CER by 0.14% and WER by 1.49% over [6]. Fig. 5 shows some examples of where the model fails and succeeds in predicting input handwritten images.

The HADARA80P dataset was mainly used in word spotting systems thus, the reported results are at the word-level. In [23] the authors used the line-level HADARA80P dataset with other non-historical Arabic datasets to train their system. They reported the overall accuracy of the system using all datasets. This makes our research a pilot study for this dataset.

### Table 7. Comparison of the CER and WER (%) Achieved in This Work with the Previously Reported Competitive State-of-the-art Results on the IAM Dataset.

| System           | Method                  | CER  | WER  |
|------------------|-------------------------|------|------|
| Chen et al. [3]   | CNN&LSTM                | 11.15| 34.55|
| Pham et al. [4]   | CNN&LSTM                | 10.8 | 35.1 |
| Krishnan et al. [24] | CNN                   | 9.78 | 32.89|
| Chowdhury et al. [25] | CNN&RNN               | 8.10 | 16.70|
| Puigcerver [1]    | CNN&LSTM                | 6.2  | 20.2 |
| Markou et al. [26] | CNN&LSTM               | 6.14 | 20.04|
| Dutta et al. [27] | CNN&LSTM                | 5.8  | 17.8 |
| Tassopoulou et al. [28] | CNN&LSTM            | 5.18 | 17.68|
| Yousef et al. [29] | CNN                    | 4.9  | -    |
| Michaels et al. [2] | CNN&LSTM            | 4.87 | -    |
| Cojocaru et al. [30] | CNN&DeformableCNN     | 4.6  | 19.3 |
| Retsina et al. [6] | CNN&DeformableCNN     | 4.67 | 16.57|
| Proposed         | CNN&DeformableCNN&Self-ONNs | 4.53 | 15.08|
Fig. 5. Sample of Model predictions of the HADARA80 P and the IAM datasets with their CER and WER.

Actual Text: if one walked slowly, between road and
Predicted Text: if are walked slanelly, between Noah and
CER:6.0
WER:3.0

Actual Text: She went back to Philip. But
Predicted Text: the went back to Philigs. But
CER:3.0

Actual Text: mantle, and said with such
Predicted Text: mantle, and said with such
CER:0.0
WER:0.0
5 Conclusion

In this paper, a novel approach based on Self-ONNs is proposed for HTR. Reaching the state-of-the-art performance levels in the IAM English dataset and superior performance in the HADARA80P Arabic dataset, the proposed approach benefits from the superior learning capabilities of the Self-ONNs that are heterogeneous network models with generative neurons. The previous top model proposed in [6] employs an uncertainty reduction method to improve the overall accuracy to 4.55% CER and 16.08% WER on the IAM line dataset. The proposed Self-ONN-based approach surpasses the original model even without employing any uncertainty reduction or any other post-processing whilst the network depth is further reduced. The exceptional margin between the results of the CNN model versus the Self-ONN model in the noisy HADARA80P dataset confirms the superior learning capabilities of Self-ONNs in such old and degraded manuscripts. This study shows that the 1D operational layers with generative neurons are able to represent complicated contextual information and handle HTR efficiently. Accuracy performance monitoring shows that, in both datasets, operational layers are the layers after the input layer of the model which indicates the importance of the low-level features in the HTR task. The optimized PyTorch implementation of Self-ONNs is publicly shared in [31].

The future work of this research will explore different training strategies for Self-ONNs and investigate the performance of Self-ONNs against other types of deep structures like transformers [32]–[34], tensor-based learning [35], and Convolution Long-Short Term Memory (CLSTM) [36]. Moreover, an investigation of the use of document summarization techniques [37] in the context of document image processing will also be considered.
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