UNIFORM ESTIMATES FOR THE X-RAY TRANSFORM RESTRICTED TO POLYNOMIAL CURVES
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Abstract. We establish near-optimal mixed-norm estimates for the X-ray transform restricted to polynomial curves with a weight that is a power of the affine arclength. The bounds that we establish depend only on the spatial dimension and the degree of the polynomial. Some of our results are new even in the well-curved case.

1. Introduction

The X-ray transform, which we denote by $X_{\text{full}}$, is a linear operator mapping functions on $\mathbb{R}^d$ to functions on the set $\mathcal{G}$ of all lines in $\mathbb{R}^d$ via

$$X_{\text{full}} f(l) = \int_l f,$$

where the integral is taken with respect to Lebesgue measure. As $\mathcal{G}$ is of dimension $2(d-1)$, this operator is overdetermined whenever $d \geq 3$; this motivates the consideration of the restriction of $X_{\text{full}}$ to the set of lines whose directions are parametrized by a fixed curve $\gamma : \mathbb{R} \to \mathbb{R}^{d-1}$. The resulting restricted X-ray transform, after reparametrizing, maps functions on $\mathbb{R}^d$ to functions on $\mathbb{R}^d$ via

$$X_\gamma f(t, y) = \int_{\mathbb{R}} f(s, y + s\gamma(t))\,ds.$$

Because it is natural to bound $X_{\text{full}}$ in mixed norm spaces (indeed, the conjectured mixed-norm bounds for $X_{\text{full}}$ are known to imply the Kakeya conjecture–[30]), we seek mixed norm estimates for $X_\gamma$ of the form $\|X_\gamma f\|_{L^q(\mathbb{R}^d)} \lesssim \|f\|_{L^p(\mathbb{R}^d)}$, where $L^q(\mathbb{R}^d)$ is the space whose norm is given by

$$\|g\|_{L^q(\mathbb{R}^d)} = \left(\int_{\mathbb{R}} \left(\int_{\mathbb{R}^{d-1}} |g(t, y)|^r\,dy\right)^{\frac{q}{r}}\,dt\right)^{\frac{1}{q}}.$$

It has been known for some time (see for instance [7], [17]) that the mapping properties of $X_\gamma$ depend on the torsion

$$L_\gamma = \det(\gamma', \gamma'', \ldots, \gamma^{(d-1)}),$$

(1.1)

the best estimates being possible in the well-curved case, where the torsion never vanishes. Motivated by recent work on convolution and Fourier restriction operators, we seek to counteract potential degeneracies of curvature. We accomplish this in the case of polynomial curves by multiplying $X_\gamma$ by a weight that is a power of the affine arclength, and obtain bounds that depend only on the dimension and the degree of the polynomial. Even for the localized operator, this weight turns out to be optimal in a sense that will be made precise later.
2. Background and Statement of Results

For the purposes of this discussion, we denote by $X^\gamma_{\text{loc}}$ the localized operator, given by

$$X^\gamma_{\text{loc}} f(t, y) = \int_{\mathbb{R}} f(s, y + s\gamma(t)) a(s, t) \, ds,$$

for some compactly supported $a$. Because the torsion governs the mapping properties of $X^\gamma$ and $X^\gamma_{\text{loc}}$, a useful model is $\gamma(t) = P_0(t) = (t, t^2, \ldots, t^{d-1})$, the so-called moment curve. It is conjectured (necessity was proved by Erdoğan in [15]) that the X-ray transform restricted to the moment curve satisfies

$$\|X^P_{\text{loc}} f\|_{L^q(L^r)} \lesssim \|f\|_{L^p} \quad (2.1)$$

if and only if $p, q, r$ satisfy

$$dp^{-1} \leq (d-1)p^{-1} + 1, \quad (2.2)$$
$$d(d-1)p^{-1} \leq 2q^{-1} + d(d-1)r^{-1}, \quad (2.3)$$
$$(d-2)(d+1)p^{-1} \leq d(d-1)r^{-1}. \quad (2.4)$$

Without the localization in place, scaling dictates that $X^P : L^p(\mathbb{R}^d) \to L^q(L^r)$ if and only if (2.2) and (2.3) hold with equality and $X^P_{\text{loc}}$ maps $L^p$ into $L^q(L^r)$.

For a general curve $\gamma : \mathbb{R} \to \mathbb{R}^{d-1}$, the torsion (1.1) may vanish at some points, and a natural question is whether it is possible to compensate for such degeneracies of curvature. This question was first formulated in the context of the adjoint Fourier restriction operators by Drury and Marshall, who in [13, 14] asked whether the operators

$$E^\gamma f(x) = \int_{\mathbb{R}} e^{ix\cdot\gamma(t)} f(t) |L_{\gamma}(t)| \frac{2}{d+1} \, dt, \quad x \in \mathbb{R}^{d-1} \quad (2.5)$$

satisfy $L^p(\mathbb{R}) \to L^q(\mathbb{R}^{d-1})$ bounds with $p$ and $q$ independent of the curve $\gamma$. This seems to be the case, at least for sufficiently nice curves, as has been seen in [11, 12, 13, 14, 15, 16, 17] and other articles. Later, Drury (12) asked the same question about the convolution operator

$$T^\gamma f(x) = \int_{\mathbb{R}} f(x - \gamma(t)) |L_{\gamma}(t)| \frac{2}{d+1} \, dt, \quad x \in \mathbb{R}^{d-1}; \quad (2.6)$$

this was settled in the affirmative for polynomial curves in [9, 24, 27]. (Results on a different class of curves may be found in [20].)

Thus in both the restriction and convolution cases, it has been seen that the natural choice to compensate for degeneracies of curvature is the affine arclength measure $\lambda$, which in parametrized form $\gamma^*\lambda$ is given by

$$d\gamma^*\lambda(t) = |\det(\gamma'(t), \ldots, \gamma^{(d-1)}(t))| \frac{2}{d+1} \, dt. \quad (2.7)$$

Moreover, affine arclength is extremely well-behaved under affine transformations (cf. Lemma 3.2), and so it is reasonable to expect uniform bounds over certain classes of curves, such as polynomials of a fixed degree. In the case of restricted X-ray transforms, this suggests the following.

**Conjecture 2.1.** Let $d \geq 3$ and let $P : \mathbb{R} \to \mathbb{R}^{d-1}$ be a polynomial of degree $N$. Then for any $p, q, r$ satisfying (2.2) and (2.3), with equality in each, and (2.4), we have

$$\|X^P f\|_{L^q(L^r; d\gamma^*\lambda)} \leq C\|f\|_{L^p}, \quad (2.8)$$
for all \( f \in L^p \). The constant \( C \) depends only on \( d, N \), and \( \theta \). Furthermore, if \( P \) is a fixed polynomial curve and \( L_P \) is not identically zero, then these are the only \( \theta \) exponents for which \eqref{2.8} can hold.

Here \( \lambda \) is the measure in \eqref{2.7}, and we use the notation
\[
\|g\|_{L^\gamma(L^\gamma; d\gamma; \lambda)} = \left( \int_{\mathbb{R}} \left( \int_{\mathbb{R}^{d-1}} |g(t, y)|^\gamma d y \right)^\frac{2}{\gamma} |L_\gamma(t)|^\frac{2}{\gamma} dt \right)^\frac{1}{2}.
\]

The necessity portion of this conjecture may be proved by modifying the proof of necessity given in \cite{15} for the well-curved case.

Before stating our result, we observe that it is possible to rephrase Conjecture \(2.1\) slightly. The points \( p, q, r \) under consideration are precisely those which may be written as
\[
(p_\theta^{-1}, q_\theta^{-1}, r_\theta^{-1}) = \left( 1 - \theta + \frac{\theta d}{d + 2}, \frac{\theta d}{d + 2}, 1 - \theta + \frac{\theta(d^2 - d - 2)}{d^2 + d - 2} \right),
\]
for some \( 0 \leq \theta \leq 1 \). Thus \eqref{2.8} when \((p, q, r) = (p_\theta, q_\theta, r_\theta)\) is equivalent to the bound
\[
\|X_t^P f\|_{L^\gamma(L^\gamma; \lambda)} \leq C\|f\|_{L^\gamma},
\]
where
\[
X_t^P f(t, y) = \int_{\mathbb{R}} f(s, y + sP(t))|L_P(t)|^{\frac{2\theta}{d^2 + d - 2}} ds,
\]
and the conjecture is that \eqref{2.10} holds for all \( 0 \leq \theta \leq 1 \). In this article, we prove the following.

**Theorem 2.2.** Let \( d \geq 3 \) and let \( P : \mathbb{R} \to \mathbb{R}^{d-1} \) be a polynomial of degree \( N \). Then for \( 0 \leq \theta < 1 \), \eqref{2.10} holds for all \( f \in L^\gamma \). At the endpoint \( \theta = 1 \), we have the restricted weak-type bound
\[
\langle X_t^P \chi_E, \chi_F \rangle \leq C|E|^{\frac{1}{p_1}}\|\chi_F\|_{L^\gamma(L^\gamma; \lambda)}^{\frac{1}{r_1}},
\]
for all measurable sets \( E, F \subset \mathbb{R}^d \). The constants \( C \) in \eqref{2.10} and \eqref{2.12} depend only on \( d, N \), and \( \theta \).

Thus the conjecture holds except possibly at the endpoint \((p_1, q_1, r_1)\). Inequality \eqref{2.12} is a restricted weak type version of \eqref{2.10}. The authors believe that their analysis could be modified to obtain a restricted weak type version of \eqref{2.8} at the endpoint, but \eqref{2.12} seems to have a slightly simpler proof.

In addition to Theorem 2.2 being nearly optimal in terms of the exponents involved, we show in Proposition 3.3 that \( \lambda \) is in some sense the largest measure for which even the restricted weak type estimates in Conjecture 2.1 can hold.

We will turn in a moment to a discussion of some prior work concerning the \( X^P \), but first, a word on the \((p, q, r)\) under consideration. Three values of \( \theta \) carry particular significance in our analysis, and we record the corresponding triples here. Naturally, two of these values are the endpoints \( \theta = 0, 1 \). We have
\[
(p_0, q_0, r_0) = (1, \infty, 1), \quad (p_1, q_1, r_1) = \left( \frac{d + 2}{d}, \frac{d + 2}{d}, \frac{d^2 + d - 2}{d^2 + d - 2} \right).
\]

The third value, which we denote by \( \theta_0 \), is the unique parameter satisfying \( q_{\theta_0} = r_{\theta_0} \), or equivalently \( L^{q_{\theta_0}}(L^{r_{\theta_0}}) = L^{q_{\theta_0}} \). It is easy to check that \( \theta_0 = \frac{(d+2)(d-1)}{d^2 + d} \) and
\[
(p_{\theta_0}, q_{\theta_0}, r_{\theta_0}) = \left( \frac{d(d + 1)}{d^2 + d}, \frac{d + 1}{d - 1}, \frac{d + 1}{d - 1} \right).
\]
In the case of the moment curve, weaker versions of (2.10) are known in all dimensions. These are due to Wolff in [30] when \( d = 3 \), to Erdogan in [15] when \( d = 4, 5 \), and to Christ–Erdogan in [6] when \( d \geq 6 \). Earlier work concerning non-mixed estimates was carried out in [17] and [23]. In [6, 15, 30], (2.1) was also proved for all \( p, q, r \) satisfying (2.2), (2.3), and (2.4) with strict inequality in each. The strong type bound (again in the case of the moment curve) was proved by Laghi when \( \theta = \theta_0 \) for \( d \geq 3 \). By interpolation with the trivial \( L^1 \to L^\infty(L^1) \) estimate, Conjecture 2.1 has thus been verified in the case of the moment curve when \( d \geq 3 \) and \( 0 \leq \theta \leq \theta_0 \). Thus even in the well-curved case, some of our results are new.

For more general curves, the endpoint restricted-weak type (unweighted, hence depending on \( P \)), \( L^p,1 \to L^{q,\infty} \) estimates for \( X^p_{loc} \) follow from the work of Gressman in [18]. It seems likely that all of the (again unweighted) restricted weak type \( L^p \to L^q(L^r) \) estimates for \( X^p_{loc} \) may be proved by combining the techniques in [18] with those in [6, 7], but the authors have not undertaken to verify this. For \( (p^{-1}, q^{-1}, r^{-1}) \) lying in the interior of the conjectured region of \( L^p \to L^q(L^r) \) boundedness, the result was established in [7]. Our theorem differs from all of these results in two significant ways. First, the results of [18] do not involve a weight, and so the exponents involved and the bounds obtained depend on the particular curve under consideration. Second, we establish strong type estimates in many cases where solely applying the results of [6] and [18] would yield restricted weak type bounds. We will say more about these issues in a moment.

We remark that there is an equivalent point of view, namely the double-fibration formulation, which originated in [16, 19] and which was discussed at length in [28]. More specifically, by duality, Theorem 2.2 implies that for any measurable set \( \Omega \subset \mathbb{R}^{d+1} \), we have

\[
\int \chi_\Omega(s, t, x) |L_P(t)|^{\frac{2p}{p+2(d-1)}} ds \, dt \, dx \lesssim |\pi_1(\Omega)|^{\frac{1}{p\theta}} \|X_{\pi_2(\Omega)}\|_{L_{\theta}(L^r)^{\theta}},
\]

where the mappings \( \pi_1, \pi_2 : \mathbb{R}^{d+1} \to \mathbb{R}^d \) are defined by

\[
\pi_1(s, t, x) = (s, x + sP(t)), \quad \pi_2(s, t, x) = (t, x).
\]

Inequality (2.13) can be regarded as an isoperimetric inequality for sets in \( \mathbb{R}^{d+1} \) and thus may be of independent interest. We will, however, not elaborate further on this point of view.

Outline of proof. In Section 3 we set out some preliminaries and prove the invariance and optimality assertions made in the remarks above. Our proof uses the method of refinements (cf. [4]), and as such, we need lower bounds for the Jacobian determinants of certain maps that arise when we iterate; these are obtained in Section 4. In Section 5 we prove the restricted weak type version of (2.10) for \( \theta_0 \leq \theta < 1 \). To do this, we use the lower bounds from Section 4 as well as ideas adapted from [6]. We note that the presence of the affine arclength term means that even in the non-mixed case, these restricted weak type estimates do not follow directly from the results of [18], which is why we use more explicit computations.

It is not, to the authors’ knowledge, known whether there is an analogue of Marcinkiewicz interpolation that could be used to prove the main theorem from this restricted weak type result, and so our work is not done. In Section 6 we prove a simple interpolation lemma, thereby obtaining improved, but non-optimal, bounds in the range \( \theta_0 < \theta < 1 \). We also give a partial characterization of the quasi-extremizers for these bounds. Finally, in Section 7 we complete the proof by
adapting an argument of Christ in [5], which has previously only been used in the non-mixed setting. This adaptation uses the characterization of quasi-extremizers from Section 3 and seems to be the first time that such a result has been used in conjunction with the methods of [5] to prove strong type bounds (even in the non-mixed case).

**Notation.** If $A$ and $B$ are two positive numbers, then we write $A \lesssim B$ to mean that $A \leq CB$, where the constant $C > 0$ may change from line to line and depends only on $d$, $\theta$, and the degree $N$ of $P$. By $A \sim B$, we mean $A \lesssim B$ and $B \lesssim A$. We will occasionally write $\sim A \ll B'$ as a hypothesis; this is just a short-hand for $A \leq cB$ for some sufficiently small constant $c > 0$ depending only on $d$, $N$, and $\theta$.

Finally, we define $\Pi : \mathbb{R} \to \mathbb{R}$ to be the projection $\Pi(t, y) := t$.
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### 3. Preliminary considerations

We begin by noting that when $\theta = 0$, the strong-type bound in Theorem 2.2 is trivial by Fubini’s theorem. We record this observation here.

**Lemma 3.1.** The operator $X^P$ is a bounded operator from $L^1$ to $L^{\infty}(L^1)$ and satisfies the bound

$$\|X^P f\|_{L^{\infty}(L^1)} \leq \|f\|_{L^1}, \quad f \in L^1.$$  

For $\theta > 0$, we will not be able to compute the operator norm exactly, but as noted earlier, the operator norms of the $X^P_{ij}$ are invariant under affine transformations and reparametrizations of $P$. More concretely, we have the following

**Lemma 3.2.** Let $A : \mathbb{R}^{d-1} \to \mathbb{R}^{d-1}$ be an invertible affine transformation, $A = B + c$ with $c \in \mathbb{R}^{d-1}$ and $B \in GL(d-1, \mathbb{R})$, and let $\phi : \mathbb{R} \to \mathbb{R}$ be a diffeomorphism. Then, if $P : \mathbb{R} \to \mathbb{R}^{d-1}$ is a polynomial and $f \in L^{p_0}$ is not identically zero, we have

$$\frac{\|X^P_{ij} f\|_{L^{p_0}(L^{q_0})}}{\|f\|_{L^{p_0}}} = \frac{\|X^P_{ij} \tilde{f}\|_{L^{q_0}(L^{q_0})}}{\|f\|_{L^{p_0}}},$$  

where $\tilde{P} = AP \circ \phi$ and $\tilde{f}(s, x) = f(s, A^{-1}y)$. In particular, $X^P_{ij}$ is a bounded operator from $L^{p_0}$ to $L^{q_0}(L^{q_0})$ if and only if $X^P_{ij}$ is, and moreover, the two have the same operator norms.

The proof is a routine computation, which we leave to the reader.

We now turn to the main goal of this section, which is to show that the weight that we use is optimal in the following sense.

**Proposition 3.3.** Let $0 \leq \theta \leq 1$. Assume that $\rho$ is a positive Borel measure on $\mathbb{R}$ such that for any Borel sets $E$, $F$ in $\mathbb{R}^d$, we have

$$\int_{\mathbb{R}^{d+1}} X^P \chi_E(t, y) \chi_F(t, y) \, d\rho(t) \, dy \leq C |E|^{1/|P|} \|\chi_F\|_{L^{q_0}(L^{q_0})}$$  

for some constant $C$. Then $\rho$ is absolutely continuous with respect to Lebesgue measure and its Radon–Nikodym derivative satisfies

$$\frac{d\rho}{dt}(t) \leq C_d |L_P(t)|^{\frac{\theta}{|P|} + 1},$$
for some constant $C_d$ depending only on $d$. Here the constant $C$ is the same in both of the above inequalities.

We note that in the case of the convolution and Fourier restriction operators (2.4) and (2.6), the analogous results are due to Oberlin in [25].

We begin with the endpoint $\theta = 0$.

**Proof of Proposition 3.3 when $\theta = 0$.** Let $t_0 \in \mathbb{R}$ and let $0 < \delta < 1$. Define sets
\[ F = \{(t, y) : |t-t_0| \leq \delta, |y| \leq 1\}, \quad E = \{(s, y+sP(t)) : |s| \leq 1, |t-t_0| \leq \delta, |y| \leq 1\}. \]
We then have that $\|\chi_F\|_{L^1(L^\infty)} = 2\delta$ and for $\delta$ sufficiently small (depending on $t_0$), $|E| \leq C_d$. Furthermore, if $(t, y) \in F$, then it is obvious that $X^P\chi_E(t, y) = 2$. Therefore
\[ \rho([t_0-\delta, t_0+\delta]) \leq C_d \int X^P\chi_E(t, y)\chi_F(t, y)\,d\rho(t)\,dy, \]
and so our assumption (3.2) implies that $\rho([t_0-\delta, t_0+\delta]) \leq C_d\delta$. This completes the proof.

We now turn to the case when $\theta > 0$. It is in this case that curvature plays a role, as we see in the following.

**Lemma 3.4.** Suppose that $L_\P = 0$. Then the image of $\P$ lies in a hyperplane. Moreover, (3.2) is only possible if $\rho \equiv 0$ or $\theta = 0$.

The authors do not claim that this is a new result, but as we could not find a proof in the literature, we decided to include its simple proof for the convenience of the reader.

**Proof of Lemma 3.4.** We begin by proving the first conclusion. For each $j = 1, \ldots, d-1$, let
\[ A_j = \{t \in \mathbb{R} : \dim(\text{span}\{P'(t), \ldots, P^{(j)}(t)\}) = j\}. \]
Then $A_1 \supset A_2 \supset \cdots \supset A_{d-1}$, and our hypothesis is that $A_{d-1} = \emptyset$. If $A_1 = \emptyset$, then $P'(t) \equiv 0$, and the result is trivial. Otherwise, we may fix $j$ ($1 \leq j \leq d-2$) to be the (unique) index such that $A_j \neq \emptyset$ and $A_{j+1} = \emptyset$. Since $A_j$ is obviously open, it contains an open interval $J$.

On $J$, we have that
\[ P'(t) \land \cdots \land P^{(j)}(t) \land P^{(j+1)}(t) \equiv 0. \]
Let us assume in addition that
\[ P'(t) \land \cdots \land P^{(j)}(t) \land P^{(k)}(t) \equiv 0, \quad (3.3) \]
for some $k \geq j + 1$. Differentiating (3.3), we see that
\[ (P'(t) \land \cdots \land P^{(j+1)}(t) \land P^{(k)}(t)) + (P'(t) \land \cdots \land P^{(j)}(t) \land P^{(k+1)}(t)) \equiv 0 \]
on $J$. Our hypotheses imply that $P^{(j+1)}(t)$ and $P^{(k)}(t)$ both lie in the span of $P'(t), \ldots, P^{(j)}(t)$ (which we have assumed are linearly independent) for every $t \in J$, so the first term in the above sum is identically zero. This completes the inductive step, verifying that
\[ P'(t) \land \cdots \land P^{(j)}(t) \land P^{(k)}(t) \equiv 0 \]
on $J$ (and hence on $\mathbb{R}$) for each $k \in \mathbb{N}$.
Without loss of generality, $0 \in J$ and $P(0) = 0$. For any $t \in \mathbb{R}$, we have

$$P(t) = \sum_{n=1}^{N} \frac{t^n}{n!} P^{(n)}(0),$$

and thus by the previous observation, $P$ lies in the subspace spanned by $P'(0), \ldots, P^{(j)}(0)$. Recalling that $j < d - 1$, we have proved that the image of $P$ lies in a hyperplane.

Applying a rotation if necessary, we may assume that $P \subset \mathbb{R}^{d-2} \times \{0\}$. Given a bounded interval $I \subset \mathbb{R}$ and $\delta > 0$, we define sets

$$F = \{ (t, y', y_{d-1}) \in \mathbb{R} \times \mathbb{R}^{d-2} : t \in I, |y' - t| < 1, |y_{d-1}| < \delta \},$$

$$E = \{ (s, x', x_{d-1}) \in \mathbb{R} \times \mathbb{R}^{d-2} : |s| < 1, |x' - y| < 1 + \sup_{t \in I} |P(t)|, |x_{d-1}| < \delta \}. $$

We observe that $|E| \leq C_I P \alpha d \delta$, $\int_{F} d \rho(t) dy \sim \rho(I) \delta$, and $\|\chi_{F}\|_{L^{p'}(L^{r'})} \sim |I|^{\frac{1}{r}} \delta^{\frac{1}{p'}}.$ Additionally, for $(t, y) \in F$, we have that $X^{P} \chi_{F}(t, y) = 2$, so

$$\rho(I) \delta \lesssim \int_{I} X^{P} \chi_{F}(t, y) \chi_{F}(t, y) \rho(t) dy \lesssim \delta |I|^{\frac{1}{r}} \delta^{\frac{1}{p'}},$$

and if $\theta > 0$ (so $r' < p' < \infty$), we see that $\rho(I) = 0$ by letting $\delta \searrow 0$. This completes the proof of the lemma. \hfill \Box

We are finally ready to complete the proof of Proposition 3.3.

**Proof of Proposition 3.3 when $\theta > 0.$** We begin by considering a point $t_0$ where $L_{P}(t_0) \neq 0$. Given $\delta > 0$, we define sets $E$ and $F$ by

$$E := \{(s, x + sP(t_0)) : |s| < 1, \ x = \sum_{j=1}^{d-1} v_j P^{(j)}(t_0), \ \text{where} \ |v_j| < 2\delta\},$$

$$F := \{(t, y): |t - t_0| < \delta, \ y = \sum_{j=1}^{d-1} v_j P^{(j)}(t_0), \ \text{where} \ |v_j| < \delta\}. $$

It is easy to see that

$$|E| = 2^{d} \delta^{\frac{d(d-1)}{2}} |L_{P}(t_0)|, \quad \int_{F} d \rho(t) dy = \rho([t_0 - \delta, t_0 + \delta]) \delta^{\frac{d(d-1)}{2}} |L_{P}(t_0)|,$$

and moreover that

$$\|\chi_{F}\|_{L^{p'}(L^{r'})} = (\delta^{\frac{d(d-1)}{2}} |L_{P}(t_0)|)^{\frac{1}{r'}} \delta^{\frac{1}{p'}}.$$

Since $P$ is a polynomial of degree $N$, we have

$$P(t) = P(t_0) + \sum_{j=1}^{N} \frac{(t - t_0)^j}{j!} P^{(j)}(t_0). \quad (3.4)$$

By Cramer's rule, we have for $d \leq j \leq N$ that

$$P^{(j)}(t_0) = \sum_{i=1}^{d-1} \frac{\det(P', \ldots, P^{(i-1)}, P^{(j)}, P^{(i+1)}, \ldots, P^{(d-1)})(t_0)}{\det(P', \ldots, P^{(d-1)})(t_0)} P^{(i)}(t_0).$$
Hence by (3.3), if $\delta$ is sufficiently small and $|t - t_0| < \delta$, we have that

$$P(t) = P(t_0) + \sum_{j=1}^{d} v_j P^{(j)}(t_0),$$

with $|v_j| < 2\delta^j$. Therefore

$$(t, y) \in F \quad \text{and} \quad |s| \leq 1 \quad \Rightarrow \quad (s, y + s P(t)) \in E. \quad (3.5)$$

This in turn implies that

$$\rho(|t_0 - \delta, t_0 + \delta|) \leq \int X^P \chi_F(t, y) \chi_F(t, y) \, d\rho(t) \, dy \leq C_d C|E|^{\frac{1}{2\rho}} \|\chi_F\|_{L^p(L_0)}.$$  

After some algebra, we obtain

$$\rho(|t_0 - \delta, t_0 + \delta|) \leq C_d C|L_P(t_0)|^{\frac{1}{2\rho}} \cdot \frac{d}{2\rho} \cdot \frac{d(2\rho - 1)}{2\rho} + 1 - \frac{1}{\rho}$$

$$= C_d C|L_P(t_0)|^{\frac{1}{2\rho} + \frac{1}{2\rho} - \frac{1}{\rho}}.$$

The proposition then follows from the observation that for (3.2) to hold, $\rho(\{0\}) = 0$ for every $t_0 \in \mathbb{R}$ (in particular for those points satisfying $L_P(t_0) = 0$). This may be proved similarly to the proof of the proposition when $\theta = 0$, and we leave the details to the reader. \qed

4. Jacobian estimates

One of the main steps in our proof of Theorem 2.2 will be to prove that the operators $X_{\theta}$ satisfy the restricted weak-type bounds corresponding to (2.10). We will establish these bounds by using Christ’s method of refinements (cf. [4, 6, 28]), which involves proving lower bounds for the volumes of certain sets obtained by iterating. In order to do this, we will need to prove lower bounds for the Jacobian determinants of the maps that arise when we iterate.

Before we begin, we record the formula

$$X_{\theta}^p(s, x) = \int_{\mathbb{R}} f(t, x - s P(t)) |L_P(t)|^{\frac{2\rho}{(d+2)(d-1)}} \, dt.$$  

Here we have omitted the superscript $P$ from the operator, as we will continue to do for the remainder of the article.

Given base points $(s_0, x_0), (t_0, y_0) \in \mathbb{R}^d$, we define maps $\Phi^K_{(s_0, x_0)}, \Psi^K_{(t_0, y_0)} : \mathbb{R}^k \to \mathbb{R}^d (k = 1, 2, \ldots, d)$ by

$$\Phi^K_{(s_0, x_0)}(t_1, s_1, \ldots, t_K, s_K) = (s_K, x_0 - \sum_{j=0}^{K} (s_{j-1} - s_j) P(t_j)), \quad (4.1)$$

$$\Phi^{2K+1}_{(s_0, x_0)}(t_1, s_1, \ldots, t_{K+1}) = (t_{K+1}, x_0 - \sum_{j=0}^{K} (s_{j-1} - s_j) P(t_j) - s_K P(t_{K+1})), \quad (4.2)$$

$$\Psi^K_{(t_0, y_0)}(s_1, t_1, \ldots, s_K, t_K) = (t_K, y_0 + \sum_{j=0}^{K} s_j (P(t_j - 1) - P(t_j))), \quad (4.3)$$

$$\Psi^{2K+1}_{(t_0, y_0)}(s_1, t_1, \ldots, s_{K+1}) = (s_{K+1}, y_0 + s_1 P(t_0) - \sum_{j=0}^{K} (s_j - s_{j+1}) P(t_j)). \quad (4.4)$$
The main goal of this section will be to establish the following proposition, which relates the Jacobian determinants of $\Phi^d_{(s_0, x_0)} \Psi^d_{(t_0, y_0)}$ to the torsion, $L_P = \det(P', \ldots, P^{(d-1)})$.

**Proposition 4.1.** Let $d = 2D$ be an even integer and $P : \mathbb{R} \to \mathbb{R}^{d-1}$ a polynomial of degree $N$. Then there exists a decomposition $\mathbb{R} = \bigcup_{j=1}^{C_{N,d}} I_j$ into disjoint intervals such that for each $j$, the following hold:

(i) If $(s_0, s_1, \ldots, s_D) \in \mathbb{R}^{D+1}$ and $(t_0, t_1, \ldots, t_D) \in I_j^{D+1}$, then

$$\frac{\det(D\Phi^d_{(s_0, x_0)}(s_1, t_1, \ldots, s_D, t_D))}{\det(D\Phi^d_{(s_0, y_0)}(s_1, t_1, \ldots, s_D, t_D))} \geq \prod_{i=1}^{D+1} \frac{|s_{i+1} - s_i||L_P(t_i)|^{\frac{1}{2}} \prod_{0 \leq j \leq D \atop j \neq i} |t_j - t_i|^2 |L_P(t_0)|^{\frac{1}{2}} |t_D - t_0|}{|L_P(t)|^{\frac{1}{2}} \prod_{0 \leq j \leq D \atop j \neq i} |t_j - t_i|^2}.$$  \hfill (4.5)

(ii) There exists a constant $A_j \geq 0$, an integer $K_j \in [0, C_{d,N}]$, and a real number $b_j \notin \text{int } I_j$ such that

$$|L_P(t)| \sim A_j |t - b_j|^{K_j}, \quad \text{for every } t \in I_j.$$ \hfill (4.7)

If $d = 2D + 1$ is odd, then analogous statements hold, only we must modify the bounds in (4.5) to

$$\frac{\det(D\Phi^d_{(s_0, x_0)}(s_1, t_1, \ldots, s_D, t_D))}{\det(D\Phi^d_{(s_0, y_0)}(s_1, t_1, \ldots, s_D, t_D))} \geq \prod_{i=1}^{D+1} \frac{|s_{i+1} - s_i||L_P(t_i)|^{\frac{1}{2}} \prod_{0 \leq j \leq D \atop j \neq i} |t_j - t_i|^2 |L_P(t_0)|^{\frac{1}{2}} |t_D - t_0|}{|L_P(t)|^{\frac{1}{2}} \prod_{0 \leq j \leq D \atop j \neq i} |t_j - t_i|^2}.$$ \hfill (4.8)

Here again, $t_i \in I_j$, while $s_i \in \mathbb{R}$.

For the proof, we will find alternative expressions for the Jacobian determinants and then apply the following theorem from [17].

**Theorem 4.2 ([17]).** If $Q : \mathbb{R} \to \mathbb{R}^d$ is a polynomial of degree $N$, then there exists a decomposition $\mathbb{R} = \bigcup_{j=1}^{C_{N,d}} I_j$ into disjoint intervals such that for each $j$, the following hold

(i) If $(t_1, \ldots, t_d) \in I_j^d$, then

$$|\det(Q'(t_1), \ldots, Q'(t_d))| \geq \prod_{j=1}^{d} |L_Q(t_j)|^{\frac{1}{2}} \prod_{j < k} |t_j - t_k|.$$
(ii) There exist a constant $A_j \geq 0$, an integer $K_j \in [0, C_{d,N}]$, and a real number $b_j \notin \text{int } I_j$ such that

$$|L_{Q(t)}| \sim A_j |t - b_j|^K_j, \quad \text{for every } t \in I_j.$$  

We record some useful formulae here.

**Lemma 4.3.** Let $Q(t) = (t, \int P(t) \, dt)$ be an antiderivative of $(1, P)$. If $d = 2D$ is even, then

$$\det(D\Psi^d_{(t_0,y_0)}(t_1, s_1, \ldots, t_D, s_D)) =$$

$$\pm \left\{ \prod_{i=1}^{D-1} (s_{i+1} - s_i) \left\{ \prod_{j=D+1}^{2D-1} \partial_j |_{t_j=t_{j-D}} \right\} \det(Q'(t), \ldots, Q'(t_{2D-1})) \right\}$$

$$= \pm \left\{ \prod_{i=1}^{D-1} (s_{i+1} - s_i) \left\{ \prod_{j=D+1}^{2D-1} \partial_j |_{t_j=t_{j-D}} \right\} \det(Q'(t_1), \ldots, Q'(t_{2D})) \right\}.$$ (4.10)

If $d = 2D + 1$ is odd, then

$$\det(D\Psi^d_{(t_0,y_0)}(s_1, t_1, \ldots, s_D, t_D, s_{D+1})) =$$

$$\pm \left\{ \prod_{i=1}^{D} (s_{i+1} - s_i) \left\{ \prod_{j=D+1}^{2D} \partial_j |_{t_j=t_{j-D}} \right\} \det(Q'(t), \ldots, Q'(t_{2D})) \right\}$$

$$= \pm \left\{ \prod_{i=1}^{D} (s_{i+1} - s_i) \left\{ \prod_{j=D+2}^{2D+1} \partial_j |_{t_j=t_{j-D-1}} \right\} \det(Q'(t_1), \ldots, Q'(t_{2D+1})) \right\}. $$ (4.11)

**Proof of Lemma 4.3.** We will give the proof of (4.10) only, the remaining formulae having similar derivations. We compute:

$$\det(D\Psi^d_{(t_0,y_0)}(t_1, s_1, \ldots, t_D, s_D)) =$$

$$= \pm \left\{ \prod_{i=1}^{D-1} (s_{i+1} - s_i) \right\}$$

$$\begin{vmatrix}
0 & (s_1 - s_2)P'(t_1) & \vdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & (s_{D-1} - s_D)P'(t_{D-1}) & 1 & s_{D}P'(t_D) \\
0 & P(t_1) - P(t_0) & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & P(t_D) - P(t_{D-1}) & P'(t_1) & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
& & & P'(t_D) \\
\end{vmatrix}$$
Now we are ready to begin the proof of Proposition 4.1.

Proof of Proposition 4.1. We will give only the proof of (4.5). It suffices to establish
\[ \text{Proof of Proposition 4.1.} \]

By (4.15) and the product rule, this is a sum of \(d\) terms, one for each of the linear factors in (4.15) and an additional one for \(J\). But it is clear that the only one of these terms that is nonzero is the one in which \(\partial_j\) eliminates the \((t_j - t_{j-D})\) factor before the evaluation. Hence the quantity in (4.14) is equal to
\[ \pm \left\{ \prod_{i=1}^{D-1} (t_D - t_i)^2 (t_i - t_0)^2 \right\} \prod_{j=i+1}^{D-1} (t_j - t_i)^4 \}

Using this together with (4.15) and (4.10), the proof of Proposition 4.1 is complete.
The lower bounds in Proposition 4.1 together with the invariances in Lemma 3.2 allow us to make some reductions before we attempt to prove Theorem 2.2.

**Lemma 4.4.** In proving Theorem 2.2, it suffices to consider the truncated operator \( \tilde{X}_\theta \) given by

\[
\tilde{X}_\theta f(t, y) = \int_{\mathbb{R}} f(s, y + sP(t))|t|^{\frac{2K\theta}{(d+2)(d-1)}} \chi_I(t) \, ds, \quad I \subset [0, 1],
\]

where \( P \) is a polynomial of degree \( N \) such that for \( t \in I \) we have

\[ |L_P(t)| \sim |t|^K, \]

with \( K \in [0, C_{d,N}] \) an integer. We may further assume that on \( \mathbb{R} \times I \times \mathbb{R} \times \cdots \), either (4.5) or (4.8) holds, and that on \( I \times \mathbb{R} \times I \times \cdots \), either (4.6) or (4.9) holds, depending on whether \( d \) is even or odd.

**Proof.** Obviously, in proving (2.10), we may assume that \( f \geq 0 \). By the triangle inequality, it suffices to bound each of the operators \( X^{(j)}_\theta \) given by

\[
X^{(j)}_\theta f(t, y) = \int_{\mathbb{R}} f(s, y + sP(t))|L_P(t)|^{\frac{2K\theta}{(d+2)(d-1)}} \chi_{I_j}(t) \, ds,
\]

with \( I_j \) one of the intervals in the decomposition in Proposition 4.1. By the monotone convergence theorem (since \( f \geq 0 \)), in bounding \( X^{(j)}_\theta \), we may assume that \( I_j \) is a bounded interval. Next, by reparametrizing (linearly) in \( t \) and applying Lemma 3.2, we may assume that \( I_j \subset [0, 1] \) and that \( b_j = 0 \). Multiplying \( P \) by a constant and using Lemma 3.2 again, we may assume that \( A_j = 1 \). Finally, since \( f \geq 0 \) and \( |L_P(t)| \sim |t|^K \) (after all of our reductions), we may replace the weight \( |L_P(t)|^{\frac{2K\theta}{(d+2)(d-1)}} \) with \( |t|^{\frac{2K\theta}{(d+2)(d-1)}} \). This completes the proof. \( \Box \)

As it suffices to establish bounds for \( \tilde{X}_\theta \), we will work with these operators from here forward and drop the \( \sim \)'s from our notation. We note that under this reduction, the adjoint of \( X_\theta \) is given by

\[
X_\theta^* g(s, x) = \int_{\mathbb{R}} g(t, x - sP(t))|t|^{\frac{2K\theta}{(d+2)(d-1)}} \, dt.
\]

5. **The restricted weak-type bounds**

The main goal of this section is to prove a restricted weak-type version of Theorem 2.2. Our proof is similar to the proof of the restricted weak-type bound at the endpoint \( \theta = 1 \) given in [6], but we must make some modifications to deal with the differences in the operators.

We recall the quantity

\[
\theta_0 = \frac{(d+2)(d-1)}{d(d+1)},
\]

which is the unique value of \( \theta \) such that \( q_\theta = r_\theta \).

**Proposition 5.1.** Let \( d \geq 3 \) and let \( P : \mathbb{R} \to \mathbb{R}^{d-1} \) be a polynomial of degree \( N \). Then for \( \theta_0 \leq \theta \leq 1 \), \( X_\theta \) satisfies the restricted weak-type bound

\[
\langle X_\theta \chi_E, \chi_F \rangle \lesssim |E|^{\frac{\theta}{\theta_0}} \| \chi_F \|_{L^\infty(L^{\theta_0})}
\]

for all measurable \( E, F \subset \mathbb{R}^d \).

Before beginning the proof of Proposition 5.1, we make a minor reduction.
Lemma 5.2. It suffices to prove Proposition 5.1 under the additional hypothesis that there exists a constant $\beta$ such that $\beta \leq X^*_\theta \chi_F(s, x) \leq 2\beta$ for each $(s, x) \in E$.

Proof of Lemma 5.2. Assume that the proposition has been proven under the additional hypothesis given in the lemma and let $E, F \subset \mathbb{R}^d$ be measurable sets. By the monotone convergence theorem, we may assume that $E, F$ are bounded sets, and we may of course assume that $E, F$ have positive measures.

Let $\beta = \left\langle X_\theta \chi_E, \chi_F \right\rangle_{L^\infty}$. For $n \in \mathbb{Z}$, let

$$E^n = \{(s, x) \in E : 2^{n-1}\beta < X^*_\theta \chi_F(s, x) \leq 2^n \beta\}.$$ 

Then standard arguments show that

$$\left\langle X_\theta \chi_{U_{n-\infty}^{E^n}}, \chi_F \right\rangle \leq \frac{1}{2} \left\langle X_\theta \chi_E, \chi_F \right\rangle,$$

which implies that

$$\frac{1}{2} \left\langle X_\theta \chi_E, \chi_F \right\rangle \leq \sum_{n=0}^{\infty} \left\langle X_\theta \chi_{E^n}, \chi_F \right\rangle.$$ 

Furthermore,

$$\beta |E| = \left\langle X_\theta \chi_E, \chi_F \right\rangle \geq \left\langle X_\theta \chi_{E^n}, \chi_F \right\rangle \geq 2^{n-1}\beta |E^n|,$$

so $|E^n| \lesssim 2^{-n}|E|$. Thus by our assumption, we have

$$\left\langle X_\theta \chi_E, \chi_F \right\rangle \lesssim \sum_{n=0}^{\infty} \left\langle X_\theta \chi_{E^n}, \chi_F \right\rangle \lesssim \sum_{n=0}^{\infty} 2^{-n} |E|^{\frac{1}{r_\theta}} \left\| \chi_F \right\|_{L^{q_\theta}(L^{r_\theta})} \lesssim |E|^{\frac{1}{r_\theta}} \left\| \chi_F \right\|_{L^{q_\theta}(L^{r_\theta})},$$

i.e. (5.1) holds. This completes the proof of the lemma.

We record two more lemmas before proceeding to the main part of the proof of Proposition 5.1.

Lemma 5.3 (6). Let $F \subset \mathbb{R}^d$. Then

$$\left\| \chi_F \right\|_{L^{q_\theta}(L^{r_\theta})} \geq |F|^{\frac{1}{q_\theta}} \left\| \Pi(F) \right\|_{L^{q_\theta}(L^{r_\theta})}^{\frac{1}{q_\theta}} \quad \theta_0 \leq \theta \leq 1,$$

where $\Pi : \mathbb{R}^d \to \mathbb{R}$ denotes the projection $\Pi(t, y) = t$.

Proof. For $\theta$ in the specified range, we have $r_\theta \geq q_\theta$, so $r_\theta' \leq q_\theta'$. Thus by Hölder’s inequality, we have

$$|F| = \int_{\Pi(F)} \int_{\mathbb{R}^{d-1}} \chi_F(t, y) dy \, dt \leq \left| \Pi(F) \right|^{1-\frac{1}{r_\theta'}} \left( \int_{\mathbb{R}} \left( \int_{\mathbb{R}^{d-1}} \chi_F(t, y) dy \right)^{\frac{q_\theta'}{r_\theta'}} dt \right)^{\frac{r_\theta'}{q_\theta'}}.$$

Next is a variant of a lemma from [6]. For $0 \leq \theta \leq 1$, we let $\mu_\theta$ denote the measure satisfying

$$\int_{\mathbb{R}} f(t) \, d\mu_\theta(t) = \int_{\mathbb{R}} f(t) \, |t|^{-\Theta(2^\theta)(d-1)} \, dt.$$  

(5.2)
Lemma 5.4. Let \( \varepsilon > 0 \). Then there exists a constant \( c_\varepsilon > 0 \) such that for every interval \( I_0 \subset [0, 1] \) and every Lebesgue measurable \( S \subset I_0 \), there exists an interval \( J \subset I_0 \) such that \( \mu_\theta(J \cap S) \geq \frac{1}{2} \mu_\theta(S) \) and such that for every interval \( I' \subset J \) with \( \mu_\theta(I') = \frac{1}{2} \mu_\theta(J) \), we have that

\[
\mu_\theta(S \cap (J \setminus I')) \geq c_\varepsilon \left( \frac{\mu_\theta(S)}{\mu_\theta(J)} \right)^\varepsilon \mu_\theta(S).
\]

Proof. We will use a stopping time argument to find an interval \( J \) having measure

\[
\mu_\theta(J) = 2^m \mu_\theta(S)
\]

such that \( \mu_\theta(J \cap S) \geq \frac{1}{2} \mu_\theta(S) \) and such that for any interval \( I' \subset J \) with \( \mu_\theta(I') = \frac{1}{2} \mu_\theta(J) \),

\[
\mu_\theta(S \cap I') < (1 - c_\varepsilon 2^{-m}) \mu_\theta(S \cap J).
\]

We observe that at the \( j \)-th stage,

\[
\mu_\theta(S \cap I_j) \geq (1 - c_\varepsilon 2^{c(j - m_0)}) \cdots (1 - c_\varepsilon 2^{c(j - m_0)}) \mu_\theta(S).
\]

In particular, if \( c = c_\varepsilon \) is taken sufficiently small, then

\[
\mu_\theta(S \cap I_j) \geq \frac{1}{2} \mu_\theta(S), \quad \text{for all } j \leq m_0 + 2.
\]

But since \( j > m_0 + 1 \) implies that \( \mu_\theta(I_j) < \frac{1}{2} \mu_\theta(S) \), the procedure must stop while \( j \leq m_0 + 1 \). The proof is thus complete. \( \square \)

We are now ready to prove Proposition 5.1.

Proof of Proposition 5.1. By Lemma 5.4, our goal is to establish the restricted weak-type estimate (5.1) for \( X_\theta = X_\theta^s \) in the reduced form (4.17). Let \( E, F \subset \mathbb{R}^d \) be measurable sets having finite, positive measures. By Lemma 5.2, we may assume that

\[
0 < \beta \leq X_\theta^s \chi_F(s, x) \leq 2 \beta < \infty
\]

for each \( (s, x) \in E \).

We define

\[
I_\beta = [c_\varepsilon \delta K, 1], \quad \delta K = (1 + 2^{K \theta (d-1)})^{-1}
\]

and observe that for \( c \) sufficiently small, we have \( \mu_\theta(I \setminus I_\beta) \ll \beta \). (Recall that \( I \subset [0, 1] \) and \( \mu_\theta \) is given by (5.2).)

Let \( (s, x) \in E \) and observe that

\[
X_\theta^s \chi_F(s, x) = \mu_\theta(\{ t \in I : (t, x - sP(t)) \in F \}).
\]

Thus if we define

\[
S_{(s,x)} = \{ t \in I_\beta : (t, x - sP(t)) \in F \},
\]

we have \( \mu_\theta(S_{(s,x)}) \sim \beta \).

Let \( \varepsilon > 0 \) be a small quantity to be determined in a moment. By Lemma 5.3, there exists an interval \( I_{(s,x)} \subset I_\beta \) such that

\[
\mu_\theta(I_{(s,x)}) = 2^m \beta, \quad \text{with } m_{(s,x)} \geq -C \text{ for some integer constant } C,
\]

\[
\mu_\theta(I_{(s,x)} \cap S_{(s,x)}) \sim \beta.
\]
and for any interval $I' \subset I(s,x)$ with $\mu_\theta(I') = \frac{1}{2} \mu_\theta(I(s,x))$ we have
\begin{equation}
\mu_\theta(S(s,x) \cap (I(s,x) \setminus I')) \geq c_2 2^{-\varepsilon m(s,x)} \beta.
\end{equation}

We partition $E$ as $E = \bigcup_{m=-\infty}^{\infty} E_m$, where
\begin{equation}
E_m = \{(s,x) : m - 1 < m(s,x) \leq m\}.
\end{equation}

With $m$ fixed, we choose points $T_j$, $0 \leq j \leq M$, satisfying
\begin{equation}
\inf(I \cap I_\beta) = T_0 < T_1 < \cdots < T_M = 1
\end{equation}
\begin{equation}
2^{m-1} \beta \leq \mu_\theta([T_{j-1}, T_j]) \leq 2^m \beta, \quad j = 1, \cdots, M.
\end{equation}

Let $J_j^m = [T_{j-1}, T_j]$, for $1 \leq j \leq M$ and $J_0^m = \emptyset$. It is easy to see that
\begin{equation}
|J_j^m| \sim 2^m \beta T_j^{-\frac{3d}{(a+2)d-d}}, \quad 1 \leq j \leq M.
\end{equation}

For $j = 1, \cdots, M$, we define
\begin{equation}
E_j^m = \{(s,x) : E_j \subset J_j^m \cup J_j^{m+1} \}
\end{equation}
and observe that if $(s,x) \in E_j^m$, then
\begin{equation}
\beta \sim X_\theta \chi_E(s,x) \sim \mu_\theta(S(s,x)) \sim X_\theta \chi_{E_j^m}(s,x),
\end{equation}
where $F_j^m := \Pi^{-1}(J_j^m \cup J_j^{m+1}) \cap F$. With $m$, fixed, we define
\begin{equation}
\alpha_j^m = \frac{\langle X_\theta \chi_{E_j^m}, \chi_{F_j^m} \rangle}{|F_j^m|}.
\end{equation}

We will soon prove the following.

**Lemma 5.5.** Provided $\theta \geq \theta_0$ and $\varepsilon$ is sufficiently small, depending on $N$ and $d$, there exists $\rho > 0$ such that
\begin{equation}
|F_j^m|^{\frac{1}{\rho}} \leq 2^{m\rho (\alpha_j^m)_{\rho, \theta} \beta} |J_j^m|^{\frac{1}{\rho}} \leq 2^{-m\rho |F_j^m|^{\frac{1}{\rho}} \leq 2^{-m\rho (\alpha_j^m)_{\rho, \theta} \beta}}.
\end{equation}

The implicit constant and $\rho$ are both independent of $\theta$.

Assuming the lemma for now, we complete the proof of Proposition 5.4.

Using the definition of $\alpha_j^m$ and the fact that $\frac{\langle X_\theta \chi_{E_j^m}, \chi_{F_j^m} \rangle}{|F_j^m|} \sim \beta$ (which follows from (5.5)), we see after a little algebra that, provided $\varepsilon$ is sufficiently small, we have
\begin{equation}
\langle X_\theta \chi_{E_j^m}, \chi_{F_j^m} \rangle \lesssim 2^{-m \rho} \frac{|E_j^m|^{\frac{1}{\rho}} |F_j^m|^{\frac{1}{\rho}}}{|J_j^m|^{\frac{1}{\rho}} \frac{1}{\rho} \rho_0} \leq 2^{-m \rho} |E_j^m|^{\frac{1}{\rho}} \|\chi_{F_j^m}\|_{L_\rho^\theta(L_\rho^\theta)}.
\end{equation}

Using the fact that $E_j^m = \bigcup_j E_j^m$, the relation (5.5), the bound (5.7), and Hölder’s inequality (recall that $p_\theta \leq \theta_0$ for $\theta \geq \frac{d^2 + d - 2}{d^2 + d - 2}$), we obtain
\begin{equation}
\langle X_\theta \chi_{E_j^m}, \chi_{F} \rangle \leq \sum_j \langle X_\theta \chi_{E_j^m}, \chi_{F_j^m} \rangle \sim \sum_j \langle X_\theta \chi_{E_j^m}, \chi_{F_j^m} \rangle
\end{equation}
\begin{equation}
\lesssim 2^{-m \rho} \|\chi_{E_j^m}\|_{L_\rho^\theta(L_\rho^\theta)}
\end{equation}
\begin{equation}
\leq 2^{-m \rho} \left( \sum_j |E_j^m| \right)^{\frac{1}{\rho}} \sup_j \|\chi_{F_j^m}\|_{L_\rho^\theta(L_\rho^\theta)}^{\frac{1}{\rho}} \sum_j \|\chi_{F_j^m}\|_{L_\rho^\theta(L_\rho^\theta)}^{\frac{1}{\rho}}.
\end{equation}
To bound this last term, we observe that a point \( t \in I \) can lie in \( \Pi(F_j^m) \) for at most three values of \( j \), and similarly, a point \( (s, x) \in E^m \) can lie in \( E_j^m \) for at most three values of \( j \). Thus
\[
\sum_j |E_j^m| \lesssim |E| \quad \sum_j \| \chi F_j^m \|^q_{L^q(L^r')} \lesssim \| \chi F \|^q_{L^q(L^r')},
\]
which by the computation above implies that
\[
\langle X_\theta \chi E^m, \chi F \rangle \lesssim 2^{-pm} |E^m| \| \chi F \|^q_{L^q(L^r')}.
\]
Summing on \( m \), we obtain (5.1), and the proposition is proved. \( \square \)

The proof of the key estimate in Lemma 5.5 will be by the method of refinements. Similar arguments have already appeared in print, but there are some differences that arise here, and so we give a complete proof.

We begin by recalling the iterated mappings \( \Phi_{(s_0, x_0)}, \Psi_{(t_0, y_0)} : \mathbb{R}^k \to \mathbb{R}^d \) given in (4.1) (4.3).

The following lemmas will reduce the proof of Lemma 5.5 to a computation.

**Lemma 5.6.** If \( d = 2D \geq 4 \) is even, then there exist a point \( (t_0, y_0) \in F_j^m \) and a set \( \Omega_d \subset \mathbb{R}^d \) with \( \Psi_{(t_0, y_0)}(\Omega_d) \subset F_j^m \) and
\[
\int_{\Omega_d} |t_0 t_D|^{2/2K^{(d-1)}} \prod_{k=1}^{D-1} |t_k|^{4K^{(d-1)}} \, dt_D \cdots ds_1 \gtrsim 2^{-cm} (\alpha_j^m)^D \beta^D.
\]
Furthermore, \( (s_1, t_1, \ldots, s_D, t_D) \in \Omega_d \) implies that \( t_i \in J_{j-1}^m \cup J_j^m \cup J_{j+1}^m \) for \( 0 \leq i \leq D \) and
\[
|s_i - s_{i-1}| \gtrsim \frac{\alpha_j^m}{|t_{i-1}|^{(d-2)/d}} , \quad 2 \leq i \leq D, \quad (5.10)
\]
\[
|t_i - t_{i-1}| \gtrsim \beta |t_i t_{i-1}|^{(d-2)/(d-1)} , \quad 0 \leq i \leq D - 1, \quad (5.11)
\]
\[
|t_D - t_{i}| \gtrsim 2^{d/2(1+\delta_{K^d})} \beta |t_D t_i|^{K^{(d-1)}} , \quad i = 0, 2, \ldots, D - 1, \quad (5.12)
\]
where \( \delta_{K^d} \) is as in (4.3).

**Lemma 5.7.** If \( d = 2D + 1 \geq 3 \) is odd, then there exist a point \( (s_0, x_0) \in E_j^m \) and a set \( \Omega_d \subset \mathbb{R}^d \) with \( \Phi_{(s_0, x_0)}(\Omega_d) \subset F_j^m \) and
\[
\int_{\Omega_d} \prod_{k=1}^D \left| t_k \right|^{4K^{(d-1)}} \left| t_{D+1} \right|^{2/2K^{(d-1)}} \, dt_{D+1} \, ds \cdots dt_1 \gtrsim 2^{-cm} (\alpha_j^m)^D \beta^{D+1}.
\]
Furthermore, \( (t_1, s_1, \ldots, t_{D+1}) \in \Omega_d \) implies that \( t_i \in J_{j-1}^m \cup J_j^m \cup J_{j+1}^m \), for \( 1 \leq i \leq D + 1 \) and
\[
|s_i - s_{i-1}| \gtrsim \frac{\alpha_j^m}{|t_{i-1}|^{(d-2)/d}} , \quad 1 \leq i \leq D, \quad (5.15)
\]
\[
|t_i - t_{i-1}| \gtrsim \beta |t_i t_{i-1}|^{(d-2)/(d-1)} , \quad 0 \leq i \leq D, \quad (5.16)
\]
\[
|t_{D+1} - t_1| \gtrsim 2^{d/2(1+\delta_{K^d})} \beta |t_{D+1} t_1|^{K^{(d-1)}} , \quad (5.17)
\]
we consider the interval $t, x \in \delta$ where
\[ \frac{1}{2^{m} \beta} |t_{D+1} - t_{i}| \geq \frac{2^{-m} \beta |t_{D+1} - t_{i}|^{ \frac{K_{0}}{d+2(d-1)}},}{2 \leq i \leq D - 1}, \quad (5.18) \]
where $\delta_{K_{0}}$ is as in \((5.3)\).

We only give a proof in the even dimensional case, the odd dimensional case being similar.

**Proof of Lemma 5.6.** We begin by refining $E_{j}^{m}, F_{j}^{m}$. By arguments which by now have appeared many times in the literature (cf. [4]), there exist sets
\[ \emptyset \neq F_{j,0}^{m} \subseteq F_{j,1}^{m} \subseteq \cdots \subseteq F_{j,0}^{m} = F_{j}^{m} \]
\[ \emptyset \neq E_{j,0}^{m} \subseteq E_{j,1}^{m} \subseteq \cdots \subseteq E_{j,0}^{m} = E_{j}^{m} \]
so $(t, y) \in F_{j,k}^{m}$ implies that $X_{\theta} \chi_{E_{j,k-1}}(t, y) \geq \alpha_{k}^{m}$ and $(s, x) \in E_{j,k}^{m}$ implies that $X_{\theta} \chi_{F_{j,k}^{m}}(s, x) \geq \chi_{(E_{j,k}^{m}, F_{j,k}^{m})} = \beta_{m}^{j} \sim \beta$. In other words
\begin{align*}
(t, y) \in F_{j,k}^{m} \implies |\{s \in \mathbb{R} : (s, y + s\theta(t)) \in E_{j,k-1}^{m}\}| \geq \frac{\alpha_{j}^{m}}{t^{\frac{2K_{0}}{d+2(d-1)}}}, & \quad (5.19) \\
(s, x) \in E_{j,k}^{m} \implies \mu_{\theta}(\{t \in I : (t, x - s\theta(t)) \in F_{j,k}^{m}\}) \geq \beta_{j}^{m}. & \quad (5.20)
\end{align*}
Furthermore, if $(t, x - s\theta(t)) \in F_{j,k}^{m}$, then we in fact have
\[ t \in \Pi(F_{j,k}^{m}) \subseteq \Pi(F_{j}^{m}) \subseteq J_{j-1}^{m} \cup J_{j}^{m} \cup J_{j+1}^{m}. \]

Let $s \in \mathbb{R}$ and $t \in I_{\beta}$. Then it is obvious that
\[ |\{s' \in \mathbb{R} : |s' - s| < \frac{\alpha_{j}^{m}}{t^{\frac{2K_{0}}{d+2(d-1)}}}\} \ll \frac{\alpha_{j}^{m}}{t^{\frac{2K_{0}}{d+2(d-1)}}}. \]

Next we consider the interval
\[ J_{t} = \left[ t - c \frac{\beta}{t^{\frac{2K_{0}}{d+2(d-1)}}}, t + c \frac{\beta}{t^{\frac{2K_{0}}{d+2(d-1)}}} \right], \]
where $c$ is a small constant satisfying the following. First, since $t \geq \beta_{m}^{j}$ by \((5.3)\), we may choose $c$ sufficiently small that $t \in I_{\beta}$ and $t' \in J_{t}$ implies $t \sim t'$. Second,
\[ \mu_{\theta}(J_{t}) \sim (\sup J_{t})^{\frac{2K_{0}}{d+2(d-1)} |J_{t}|}, \]
and since sup $J_{t} \in I_{\beta}$, making $c$ smaller if necessary, $\mu_{\theta}(J_{t}) \ll \beta$. With $c$ fixed, $t' \notin J_{t}$ implies that
\[ |t' - t| \geq \frac{\beta}{(t')^{\frac{2K_{0}}{d+2(d-1)}}}. \]

Now let $(t_{0}, y_{0}) \in F_{j}^{m}$. We define
\[ \Omega_{1} = \{s_{1} \in \mathbb{R} : \Psi_{(t_{0}, y_{0})}^{1}(s_{1}) \in E_{j,D-1}^{m}\} \]
and then recursively define
\begin{align*}
\Omega_{2k} = \{(s_{1}, t_{1}, \ldots, s_{k}, t_{k}) \in \Omega_{2k-1} \times \mathbb{R} : \Psi_{(t_{0}, y_{0})}^{2k}(s_{1}, t_{1}, \cdots, t_{k}) \in F_{j,D-k}^{m}, \}
& \quad t_{k} \notin J_{t_{i}}, 0 \leq i \leq k - 1 \}, \\
\Omega_{2k+1} = \{(s_{1}, t_{1}, \cdots, s_{k}, t_{k+1}) \in \Omega_{2k} \times \mathbb{R} : \Psi_{(t_{0}, y_{0})}^{2k+1}(s_{1}, t_{1}, \cdots, s_{k+1}) \in E_{j,D-k}^{m}, \}
& \quad |s_{k+1} - s_{k}| \geq \frac{\alpha_{j}^{m}}{t_{k}^{\frac{2K_{0}}{d+2(d-1)}}}, \}
\end{align*}
for $1 \leq k \leq D - 1$.\]
To define $\Omega_d$, we must argue a little differently. Let $(s_1, t_1, \ldots, s_D) \in \Omega_{d-1}$ and define $x_D$ so that $(s_D, x_D) = \Psi^{d-1}_{(t_0, 0)}(s_1, t_1, \ldots, s_D)$. We observe that
\[ \mu_\theta\{ t \in S_{(s_D, x_D)} : |t - t_1| \leq |I_{(s_D, x_D)}| \} \ll \mu_\theta(I_{(s_D, x_D)}), \]
so by the way the intervals $I_{(s, x)}$ were defined (cf. Lemma 5.4), we have
\[ \mu_\theta\{ t \in S_{(s_D, x_D)} : |t - t_1| < |I_{(s_D, x_D)}| \} \geq 2^{-\varepsilon \mu_\beta}. \]

Furthermore,
\[ \mu_\theta\left( \bigcup_{i=2}^{D-1} \left[ t_i - \frac{2^{-\varepsilon \mu_\beta}}{t_i^{2(\varepsilon\mu_\beta - 1)}}, t_i + \frac{2^{-\varepsilon \mu_\beta}}{t_i^{2(\varepsilon\mu_\beta - 1)}} \right] \right) \ll 2^{-\varepsilon \mu_\beta}. \]

Therefore if we define
\[ \Omega_d = \{(s_1, t_1, \ldots, s_D, t_D) \in \Omega_{d-1} \times \mathbb{R} : t_D \in S_{(s_D, x_D)}, \quad |t_D - t_1| > |I_{(s_D, x_D)}|, \quad \text{and} \quad |t_D - t_i| > \frac{2^{-\varepsilon \mu_\beta}}{t_i^{2(\varepsilon\mu_\beta - 1)}}, \quad i = 0, 2, \ldots, D-1\}, \]
then $\Omega_d$ satisfies the volume lower bound (5.9). We have already shown that (5.10) and (5.11) hold on $\Omega_d$, and (5.12) is proved in the same way as (5.11).

We finally turn to (5.12). Let $(s_1, t_1, \ldots, t_D) \in \Omega_d$, and define $x_D$ as above. For each $1 \leq j \leq M$, the requirements $\mu_\theta(J_j^m) \sim 2^{-\varepsilon \mu_\beta}$ and $J_j^m \subset I_\beta$ imply that
\[ \inf(J_j^m) \geq 2^{-\varepsilon \mu_\beta} \sup(J_j^m). \]
Indeed, if $\sup(J_j^m) \geq 2 \inf(J_j^m)$, then
\[ \sup(J_j^m) \sim 2^{-\varepsilon \mu_\beta} \inf(J_j^m) \sim 2^{-\varepsilon \mu_\beta} \sup(J_j^m) \sim \mu_\theta(J_j^m) \sim 2^{-\varepsilon \mu_\beta}, \]
from which we deduce that
\[ \sup(J_j^m) \lesssim (2^{-\varepsilon \mu_\beta})^{\delta K_\theta} \lesssim 2^{\varepsilon \mu_\beta} \inf(J_j^m), \]
since $J_j^m \subset I_\beta$. In fact, a similar argument shows that
\[ \inf(J_j^m) \sim \sup(J_j^m), \quad j \geq 2, \]
because in this case,
\[ \inf(J_j^m) \gtrsim \sup(J_j^m) \gtrsim (2^{-\varepsilon \mu_\beta})^{\delta K_\theta}. \]
By (5.21), since $t_1, t_D \in J_{j-1}^m \cup J_j^m \cup J_{j+1}^m$ and $I_{(s_d, x_D)} \subset J_{j-1}^m \cup J_j^m \cup J_{j+1}^m$, we have
\[ \min\{t_1, t_D\} \gtrsim 2^{-\varepsilon \mu_\beta} \sup(J_{j-1}^m \cup J_j^m \cup J_{j+1}^m) \gtrsim 2^{-\varepsilon \mu_\beta} \sup(I_{(s_d, x_D)}). \]
Additionally, since $|t_1 - t_D| \lesssim |I_{(s_d, x_D)}|$ and $t_1, t_D > 0$, we have
\[ \max\{t_1, t_D\} \lesssim |I_{(s_d, x_D)}|. \]
We may therefore conclude that
\[ |t_1 - t_D|(t_1 t_D)^{K_\theta} \lesssim |I_{(s_d, x_D)}| 2^{-\varepsilon \mu_\beta} \sup(I_{(s_d, x_D)})^{K_\theta} \mu_\theta(I_{(s_d, x_D)}) \sim 2^{-\varepsilon \mu_\beta} \mu_\theta(I_{(s_d, x_D)}) \sim 2^{m(1 - \delta K_\theta)} \mu_\theta(I_{(s_d, x_D)}) \sim 2^{m(1 - \delta K_\theta)} \mu_\theta(I_{(s_d, x_D)}) = 2^{1/2(1 + \delta K_\theta)m \beta}. \]
This completes the proof of (5.12) and thus of the lemma. \(\square\)

Now we are ready to prove Lemma 5.5.
Proof of Lemma 5.5. We give the details of the necessary computation when $d = 2D$. Since $\Psi^d_{(t_0,y_0)}$ is a polynomial, a standard application of Bezout’s theorem gives

$$|F^m_j| \geq |\Psi^d_{(t_0,y_0)}(\Omega_d)| \geq \int_{\Omega_d} |\det D\Psi^d_{(t_0,y_0)}(s_1,t_1,\ldots,s_D,t_D)| dt_D \ldots ds_1.$$  

Thus by Proposition 4.1, the lower bounds \[5.10, 5.13\], and a bit of arithmetic,

$$|F^m_j| \gtrsim \int_{\Omega_d} \prod_{i=1}^{D-1} \left|s_{i+1} - s_i\right| t_i^{\frac{K_0}{2}} \prod_{0 \leq j < D, j \neq i} |t_j - t_i|^2 |t_0 t_D| |t_D - t_0| dt_D \ldots ds_1$$

$$\gtrsim \int_{\Omega_d} (\alpha_j^m)^{D-1} \beta 2D(D-1) + 1 \cdot 2^{m(1+\delta K_0 - \varepsilon(d-2))} (T_j^m)^{-K\left(\frac{d(d+1)\theta}{(d+2)(d-1)} - 1\right)}$$

To take advantage of \[5.9\], we use the fact that $t_i \leq T_j^m$ (by \[5.22\]), since $t_i \in J_{m-1}^j \cup J_j^m \cup J_{m+1}^j$, and obtain

$$|F^m_j| \gtrsim (\alpha_j^m)^{D-1} \beta 2D(D-1) + 1 \cdot 2^{m(1+\delta K_0 - \varepsilon(d-2))} (T_j^m)^{-K\left(\frac{d(d+1)\theta}{(d+2)(d-1)} - 1\right)}$$

and

$$\times \int_{\Omega_d} |t_0 t_D|^{\frac{2K_0}{d+2}} \prod_{i=1}^{D-1} |t_i|^{\frac{1+K_0}{d+2}} dt_D \ldots ds_1$$

$$\gtrsim (\alpha_j^m)^{d-1} \beta \frac{2^{d+2}}{2} 2^{m(1+\delta K_0 - \varepsilon(d-3))} (T_j^m)^{-K\left(\frac{d(d+1)\theta}{(d+2)(d-1)} - 1\right)}.$$  

Now we use the fact that $|J_j^m| (T_j^m)^{-K\left(\frac{d(d+1)\theta}{(d+2)(d-1)} - 1\right)} \sim 2^m \beta$ and a bit of arithmetic to see that if $\varepsilon$ is sufficiently small, then

$$|F^m_j| \gtrsim (\alpha_j^m)^{d-1} \beta \frac{2^{d+2}}{2} 2^{m(1+\delta K_0 + \frac{(d+2)(d-1)}{2} - \varepsilon(d-2))} |J_j^m|^{\frac{d(d+1)}{2}} - \frac{d(d+2)}{2\beta}$$

$$= 2^m \beta (\frac{1}{x_0} - \frac{1}{y_0})^{-1} \left(\frac{1}{x_0} - \frac{1}{y_0}\right)^{-1} |J_j^m|^{\left(\frac{1}{x_0} - \frac{1}{y_0}\right)}.$$  

This completes the proof. $\square$

6. Interpolation

If we were working with unweighted, non-mixed $L^p \to L^q$ bounds with $(p^{-1}, q^{-1})$ lying on a line segment, then strong-type bounds away from the endpoints would follow from the restricted weak type bounds at the endpoints via Marcinkiewicz interpolation. The mixed norms seem to present particular difficulties. Although there are cases (such as in \[22\]) where interpolation of multiple inequalities has been used to deduce strong type mixed norm estimates from restricted weak type bounds, the authors are unaware of an analogue of Marcinkiewicz interpolation that applies in the current situation, where the triples $(p^{-1}, q^{-1}, r^{-1})$ under consideration all lie on a single line segment. (A closely related issue is discussed in \[20\] Sections 4 and 5.)

Despite these difficulties, in this section we will use interpolation to obtain an improvement, albeit a non-optimal one, for non-endpoint values of $\theta$. We will use this interpolation step later on in the proof of Theorem \[22\]
We continue with the simplifications in Lemma 4.4 in place. Let \( k \geq 0 \), and define an operator \( X^{-k}_0 \) by
\[
X^{-k}_0 f(t, y) = X_0 f(t, y) \chi_{(2^{-k-1}, 2^{-k})}(t)
\]
\[
= \int_R f(s, y + sP(t))|t|^{K\theta} \chi_{(2^{-k-1}, 2^{-k})}(t) \, ds. \tag{6.1}
\]

**Proposition 6.1.** For \( \theta < \theta_0 < 1 \) and \( k \geq 0 \), the operator \( X^{-k}_0 \) defined by (6.1) is a bounded operator from \( L^{p,1} \) to \( L^{\theta_0,\infty}(L^s) \).

This proposition follows from Proposition 5.1 and by applying the following lemma to \( X^{-k}_0 \) with
\[
(s_0, u_0, v_0) = (p_{\theta_0}, q_{\theta_0}, r_{\theta_0}), \quad (s_1, u_1, v_1) = (p_1, q_1, r_1)
\]
and \( M_0 = 2^{K\theta(p_{\theta_0})}, M_1 = 2^{K\theta(p_1)} \).

**Lemma 6.2.** Let \( T \) be a positive operator satisfying the restricted weak-type bounds
\[
\langle T \chi_E, \chi_F \rangle \leq M_j |E|^{\frac{1}{\theta_j}} \| \chi_F \|_{L^{\theta_j}(L^s)}, \quad j = 0, 1,
\]
for all measurable sets \( E, F \subset \mathbb{R}^d \), where \( 1 < s_j, u_j, v_j < \infty \), \( j = 0, 1 \) and \( v_0 < v_1 \). Then \( T \) satisfies the mixed Lorentz space bound
\[
\|\langle T f, g \rangle\| \leq M_0^{1-\theta} M_1^{\theta} \| f \|_{L^{s_j}(L^{v_j})} \| g \|_{L^{u_j}(L^{v_j})}, \tag{6.2}
\]
for any measurable functions \( f, g \) and any triple \( (s, u, v) \) satisfying
\[
(s^{-1}, u^{-1}, v^{-1}) = (1-\theta)(s_0^{-1}, u_0^{-1}, v_0^{-1}) + \theta(s_1^{-1}, u_1^{-1}, v_1^{-1}), \quad 0 < \theta < 1. \tag{6.3}
\]

The proof this lemma is along standard lines, but we give the details to facilitate our understanding of the quasi-extremizers for (6.2).

**Proof.** Before beginning, we recall that if \( f \) is a measurable function with \( |f| \sim \sum_j 2^j \chi_{E_j} \), where the \( E_j \) are pairwise disjoint measurable sets, then
\[
\| f \|_{L^{s_j}} \sim \sum_j 2^j |E_j|^\frac{1}{s_j}.
\]
Thus by linearity and positivity of \( T \), it suffices to prove the bound (6.2) when \( f = \chi_E \) for some measurable set \( E \) and \( g = \sum_j 2^j \chi_{F_j} \) for pairwise disjoint measurable sets \( F_j \) satisfying
\[
\| \sum_j 2^j \chi_{F_j}(t, \cdot) \|_{L^{v_j}} \sim A, \quad \text{for all } t \in F^b := \Pi\left(\bigcup_j F_j\right), \tag{6.4}
\]
for some \( A > 0 \). We note that our assumption implies that
\[
\| g \|_{L^{u_j}(L^{v_j})} \sim \| g \|_{L^{u_j}(L^{v_j})} \sim A|F^b|^{\frac{1}{u_j}}.
\]

To prove (6.2) with \( f \) and \( g \) as above, we let \( n \) be an integer (whose value will be determined in a moment) and decompose
\[
\langle T \chi_E, \sum_j 2^j \chi_{F_j} \rangle = \langle T \chi_E, \sum_{j=-\infty}^{n-1} 2^j F_j \rangle + \langle T \chi_E, \sum_{j=n+1}^{\infty} 2^j \chi_{F_j} \rangle = \Sigma_0 + \Sigma_1.
\]
First we bound $\Sigma_0$. By assumption, we have
\[
\Sigma_0 \leq M_0 |E|^{\frac{1}{s}} \sum_{j=-\infty}^{n} 2^j \| \chi_{F_j} \|_{L^{\nu_0}(L^{\nu_0})}.
\]
With $-\infty < j \leq n$ fixed, we have by (6.4) that
\[
2^j \| \chi_{F_j} \|_{L^{\nu_0}(L^{\nu_0})} = \left( \int 2^{jv_0} (1-\frac{v_0}{v}) (2^{jv'_{0}} |\Pi^{-1}(t) \cap F_j|) \frac{dt}{v_0} \right) \frac{1}{v_0} \tag{6.5}
\]
\[
\lesssim 2^{j(1-\frac{v_0}{v_0})} A^{\frac{v}{v_0}} \frac{v_0}{v_0} |F|^{\frac{1}{v_0}} \sim 2^{j(1-\frac{v_0}{v_0})} A^{\frac{v}{v_0}} \frac{v_0}{v_0} \| g \|_{L^{\nu_0}(L^{\nu_0})}.
\]
Since $v_0 < v_1$, we have $v' < v_0$, and we may conclude that
\[
\Sigma_0 \lesssim M_0 2^{n(1-\frac{v_0}{v_0})} A^{\frac{v}{v_0}} \frac{v_0}{v_0} |E|^{\frac{1}{v_0}} \| g \|_{L^{\nu_0}(L^{\nu_0})}.
\tag{6.6}
\]
Arguing similarly, using the fact that $v_1 < v'$, we have
\[
\Sigma_1 \leq M_1 |E|^{\frac{1}{s}} \sum_{j=n+1}^{\infty} 2^j \| \chi_{F_j} \|_{L^{\nu_1}(L^{\nu_1})} \tag{6.7}
\]
\[
\lesssim M_1 2^{n(1-\frac{v_0}{v_0})} A^{\frac{v}{v_1}} \frac{v_0}{v_0} |E|^{\frac{1}{v_0}} \| g \|_{L^{\nu_0}(L^{\nu_0})}.
\]
The final step is to find $n$ satisfying
\[
M_0^{1-\theta} M_1^n |E|^{\frac{1}{s}} \| g \|_{L^{\nu_0}(L^{\nu_0})} \sim M_0 2^{n(1-\frac{v_0}{v_0})} A^{\frac{v}{v_0}} \frac{v_0}{v_0} |E|^{\frac{1}{v_0}} \| g \|_{L^{\nu_0}(L^{\nu_0})}
\tag{6.8}
\]
\[
\sim M_1 2^{n(1-\frac{v_0}{v_0})} A^{\frac{v}{v_1}} \frac{v_0}{v_0} |E|^{\frac{1}{v_0}} \| g \|_{L^{\nu_0}(L^{\nu_0})}.
\]
This is possible because of the identity
\[
\left( \frac{M_1}{M_0} \right)^{\theta} A^{\frac{v}{v_0}} \frac{v_0}{v_0} |E|^{\frac{1}{v_0}} \| g \|_{L^{\nu_0}(L^{\nu_0})} \lesssim 1 \frac{1}{v_0}.
\]
\[
\left( \frac{M_1}{M_0} \right)^{1-\theta} A^{\frac{v}{v_1}} \frac{v_0}{v_0} |E|^{\frac{1}{v_0}} \| g \|_{L^{\nu_0}(L^{\nu_0})} \lesssim 1 \frac{1}{v_1}.
\]
We leave the computations to the reader. 

Now by paying more careful attention to the losses in the above lemma, we can partially characterize the quasi-extremizers of Lemma 6.2.

**Lemma 6.3.** Let $T$ be an operator satisfying the hypotheses of Lemma 6.2 and let $(s, u, v)$ be as in (6.3). Let $E$ be a measurable set, $g = \sum_j 2^j \chi_{F_j}$ with the $F_j$ pairwise disjoint sets satisfying (6.3), and assume that $\langle T \chi_E, g \rangle \geq \varepsilon M_0^{1-\theta} M_1^n |E|^{\frac{1}{s}} \| g \|_{L^{\nu_0}(L^{\nu_0})}$ for some $0 < \varepsilon \leq \frac{1}{2}$.

Then there exists a subset $\mathcal{J} \subset \mathbb{Z}$ with cardinality $\# \mathcal{J} \lesssim \log(1 + \varepsilon^{-1})$ such that
\[
\langle T \chi_E, \sum_{j \in \mathcal{J}} 2^j \chi_{F_j} \rangle \geq \langle T \chi_E, g \rangle,
\]
and such that $j \in \mathcal{J}$ and $i \in \{0, 1\}$ imply that
\[
\langle T \chi_E, \chi_{F_i} \rangle \geq \varepsilon C M_i |E|^{\frac{1}{s}} \| \chi_{F_i} \|_{L^{\nu_i}(L^{\nu_i})}.
\tag{6.9}
\]
and
\[ \varepsilon^C \left( \frac{M_0}{M} \right)^a_i A^i |E|^c_i \|g\|_{L^s(L^{s'})} \lesssim \|\chi_{F_j}\|_{L^{s^*}(L^{s^*})} \lesssim \varepsilon^{-C} \left( \frac{M}{M_0} \right)^a_i A^i |E|^c_i \|g\|_{L^s(L^{s'})}, \]
(6.10)
where
\[ a_i = \frac{1}{v_i'(\frac{1}{v_0'} - \frac{1}{v_1})}, \quad b = \frac{u'(\frac{1}{v_0'} - \frac{1}{v_0})}{v_1 - v_0}, \]
(6.11)
\[ c_i = -\frac{1}{v_i'(\frac{1}{v_1} - \frac{1}{v_0})}, \quad d_i = \frac{1}{u_i'} \frac{1}{v_0'} - \frac{1}{v_0}, \]
The exponent \( C \) and the implicit constants are allowed to depend on \( \theta \) and the exponents \( s_0, s_1, u_0, u_1, v_0, v_1 \).

Proof. Let \( n \) be as in (6.8). Then arguing as in (6.6), (6.9), and (6.10), we have
\[ \sum_{|j-n| > C \log(1+\varepsilon^{-1})} \langle T(E), 2^j \chi_{F_j} \rangle \lesssim \varepsilon M_0^{1-\theta} M_1^{\theta} |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})} \lesssim \langle T(E), g \rangle. \]
(6.12)
Thus if we let
\[ J = \{ j \in \mathbb{Z} : |j-n| \leq C \log(1+\varepsilon^{-1}) \text{ and } \langle T(E), 2^j \chi_{F_j} \rangle \geq \varepsilon \langle T(E), g \rangle \}, \]
we have
\[ \langle T(E), \sum_{j \in J} 2^j \chi_{F_j} \rangle \gtrsim \langle T(E), g \rangle. \]

We claim that \( J \) has all of the properties stated in the conclusion of the lemma. The cardinality bound is obvious. For (6.9) with \( i = 0 \), we use the definition of \( n \) and use (6.8) and then (6.5) to see that if \( j \in J \),
\[ \langle T(E), \chi_{F_j} \rangle \gtrsim 2^{-j} \varepsilon^2 M_0^{1-\theta} M_1^\theta |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})} \]
\[ \gtrsim \varepsilon^2 C 2^{-j} M_0^{1-\theta} M_1^\theta |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})} \]
\[ \sim \varepsilon^2 C 2^{-j} M_0 A \delta M_1^\delta |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})} \gtrsim \varepsilon^C M_0 |E|^\frac{1}{p} \|\chi_{F_j}\|_{L^{s^*}(L^{s^*})}. \]
This establishes (6.9) when \( i = 0 \), and the case \( i = 1 \) may be verified using similar arguments.

We use (6.9) to prove (6.10). We note that \( j \in J \) implies
\[ \varepsilon M_0^{1-\theta} M_1^\theta |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})} \lesssim \langle T(E), g \rangle \]
\[ \lesssim 2^{i-1} \langle T(E), \chi_{F_j} \rangle \lesssim 2^{i-1} \varepsilon M_0 |E|^\frac{1}{p} \|\chi_{F_j}\|_{L^{s^*}(L^{s^*})} \]
\[ \lesssim \varepsilon M_0 |E|^\frac{1}{p} \|\chi_{F_j}\|_{L^{s^*}(L^{s^*})} \lesssim \langle T(E), \chi_{F_j} \rangle \]
\[ \lesssim 2^{-j} \langle T(E), g \rangle \lesssim 2^{-j} M_0^{1-\theta} M_1^\theta |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})}. \]
Taking \( i = 0 \) and rearranging, we have for \( j \in J \) that
\[ \varepsilon^C 2^{-n} \left( \frac{M_0}{M} \right)^\theta |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})} \lesssim \|\chi_{F_j}\|_{L^{s^*}(L^{s^*})} \]
\[ \lesssim \varepsilon^{-C} 2^{-n} \left( \frac{M_0}{M} \right)^\theta |E|^\frac{1}{p} \|g\|_{L^{s'}(L^{s'})}. \]
By (6.8),
\[ 2^{-n} \left( \frac{M}{M_0} \right)^{\theta} |E|^{\frac{1}{p} - \frac{1}{p_0}} \|g\|_{L^{p_0}(L^{p_0})} \sim \left( \frac{M}{M_0} \right)^{\alpha_0} A^k |E|^{\alpha_0} \|g\|_{L^{p_0}(L^{p_0})}, \]
so (6.10) holds when \( i = 0 \). We leave the case \( i = 1 \) to the reader. \( \square \)

7. The Strong Type Bounds

Our main task in this section will be to prove the following, which will complete the proof of Theorem 2.2.

**Proposition 7.1.** Let \( \theta_0 < \theta < 1 \). Then \( X_\theta \) is a bounded operator from \( L^{p_0, 1} \) to \( L^{q_0}(L^r) \).

With \( X_\theta \) as in (4.17), we recall from the introduction that this is equivalent to the statement that \( X_\theta \) is a bounded operator from \( L^{p_0, 1} \) to \( L^{q_0}(L^r; d\gamma^* \lambda \) \). We can thus use real interpolation (cf. [29, 1.18.4–6]) and the trivial \( L^1 \to L^\infty(L^1) \) bound (Lemma 3.1) to obtain the main theorem.

**Proof of Proposition 7.1.** It suffices to prove that \( \langle X_\theta \chi_E, g \rangle \lesssim |E|^{\frac{1}{p_0}} \) whenever \( E \subset \mathbb{R}^d \) has finite, positive measure and \( g = \sum_j 2^j \chi_{F_j} \) with the \( F_j \) pairwise disjoint sets and \( \|g\|_{L^{q_0}(L^r)} \sim 1 \).

We start by decomposing \( g \). For \( (k, l) \in \mathbb{Z}^2 \), we define
\[
A_{kl} := \{ t \in \mathbb{R} : 2^{l-1} < t < 2^l, \quad \text{and} \quad 2^{k-1} < \|g(t, \cdot)\|_{L^{r_0}} \leq 2^k \}
\]
\[
g_{kl} := (\chi_{A_{kl}} \circ \Pi) g, \quad F_{jkl} := \Pi^{-1}(A_{kl}) \cap F_j, \quad j \in \mathbb{Z}.
\]

We now adapt a strategy, originally used by Christ in [5] and subsequently used in several other articles (cf. [9, 21, 27]) to prove strong-type bounds for various generalized Radon transforms. Roughly, we will prove that the \( g_{kl} \) interact with almost disjoint pieces of \( E \).

Our next step is to decompose the right hand side of the identity
\[
\langle X_\theta \chi_E, g \rangle = \sum_{k, l} \langle X_\theta \chi_E, g_{kl} \rangle = \sum_{k, l} \langle X^l_\theta \chi_E, g_{kl} \rangle,
\]
where we have used the notation in (6.1). For \( \varepsilon > 0 \), we say that \( (k, l) \in \mathcal{K}_\varepsilon \) if
\[
\varepsilon |E|^{\frac{1}{p_0}} \|g_{kl}\|_{L^{q_0}(L^{q_0})} < \langle X_\theta \chi_E, g_{kl} \rangle \leq \varepsilon |E|^{\frac{1}{p_0}} \|g_{kl}\|_{L^{q_0}(L^{q_0})}.
\]

We observe that for each \( k, l \), \( \|g_{kl}\|_{L^{q_0,1}(L^{q_0})} \sim \|g_{kl}\|_{L^{q_0}(L^{q_0})} \), so by Proposition 6.1 we have that
\[
\langle X_\theta \chi_E, g \rangle = \sum_{\varepsilon \leq 1} \sum_{(k, l) \in \mathcal{K}_\varepsilon} \langle X_\theta \chi_E, g_{kl} \rangle,
\]
where the outer sum is taken only over integer powers of 2. We decompose further. For \( \eta > 0 \), we say that \( (k, l) \in \mathcal{K}_{\varepsilon_{\eta}} \) if
\[
\frac{\eta}{2} < \|g_{kl}\|_{L^{q_0}(L^{q_0})} \leq \eta.
\]

We now record a trivial bound. Since the \( A_{kl} \) are pairwise disjoint, we have
\[
\# \mathcal{K}_{\varepsilon_{\eta}} \sim \eta^{-q_0} \sum_{(k, l) \in \mathcal{K}_{\varepsilon_{\eta}}} \|g_{kl}\|_{L^{q_0}(L^{q_0})}^{q_0} \leq \eta^{-q_0} \|g\|_{L^{q_0}(L^{q_0})}^{q_0} \sim \eta^{-q_0}.
\]
Therefore
\[
\sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} \langle X_{\theta} \chi_{E}, g_{kl} \rangle \sim \sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} \epsilon |E|^{\frac{1}{p_{\theta}}} \eta \lesssim \epsilon \eta^{1-q_{\theta}} |E|^{\frac{1}{p_{\theta}}}.
\]  
(7.1)

Because of the negative power of $\eta$, we need a second bound in addition to (7.1).

We apply Lemma 6.3 to $\langle X_{\theta} \chi_{E}, g_{kl} \rangle$ with $A = 2^k$,
\[
(s_0, u_0, v_0) = (p_0, q_0, r_0), \quad (s_1, u_1, v_1) = (p_1, q_1, r_1),
\]
and $M_0 = 2^\frac{2K_{\eta\theta}l}{(d+1)(d+2)}$, $M_1 = 2^\frac{2K_{\eta\theta}l}{(d+1)(d+2)}$. Noting that the quantities in (6.11) are
\[
a_0 = -\frac{(d+2)(d-1)}{2}, \quad b = -q_{\theta}, \quad c_0 = \frac{2(d-1)}{d(d+1)}, \quad d_0 = 1,
\]
there exists a set $\mathcal{J}_{kl} \subset \mathbb{Z}$, $\# \mathcal{J}_{kl} \lesssim \log(1+\epsilon^{-1})$, such that for $j \in \mathcal{J}_{kl}$, we have
(recalling that $q_{\theta} = r_0$)
\[
\langle X_{\theta} \chi_{E}, \chi_{F_{jkl}} \rangle \gtrsim \varepsilon^C |E|^{\frac{1}{p_{\theta}}} |F_{jkl}|^{\frac{1}{q_{\theta}}}
\]  
(7.2)
\[
\varepsilon^C 2^\frac{2K_{\eta\theta}l}{(d+1)(d+2)} (2^{-k} \|g_{kl}\|_{L_{\theta}(L_{\theta}')}^{q_{\theta}} |E|^{\frac{2(d-1)}{d(d+1)}} \lesssim |F_{jkl}|^{\frac{1}{q_{\theta}}}
\]  
(7.3)
\[
\lesssim \varepsilon^{-C} 2^\frac{2K_{\eta\theta}l}{(d+1)(d+2)} (2^{-k} \|g_{kl}\|_{L_{\theta}(L_{\theta}')}^{q_{\theta}} |E|^{\frac{2(d-1)}{d(d+1)}}
\]
\[
= \langle X_{\theta} \chi_{E}, \chi_{F_{jkl}} \rangle \sim \langle X_{\theta} \chi_{E_{jkl}}, \chi_{F_{jkl}} \rangle.
\]  
(7.4)

In a moment we will prove the following.

**Lemma 7.2.** We have for each $\eta, \varepsilon$ that
\[
\sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} |E_{kl}| \lesssim (\log(1+\epsilon^{-1}))^3 |E|.
\]

Assuming the lemma for now and using Lemma 6.2, we compute
\[
\sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} \langle X_{\theta} \chi_{E}, g_{kl} \rangle \sim \sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} \langle X_{\theta} \chi_{E_{jkl}}, 2^j \chi_{F_{jkl}} \rangle
\]
\[
\lesssim \sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} \langle X_{\theta} \chi_{E_{jkl}}, g_{kl} \rangle \lesssim \sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} |E_{kl}|^{\frac{1}{p_{\theta}}} \|g_{kl}\|_{L_{\theta}(L_{\theta}')}^{\frac{q_{\theta}}{p_{\theta}}}
\]
\[
\lesssim \left( \sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} |E_{kl}| \right)^{\frac{1}{p_{\theta}}} \left( \sum_{(k,l) \in \mathcal{K}_{\epsilon\eta}} \|g_{kl}\|_{L_{\theta}(L_{\theta}')}^{q_{\theta}} \right)^{\frac{1}{p_{\theta}}} \sup_{(k,l) \in \mathcal{K}_{\epsilon\eta}} \|g_{kl}\|_{L_{\theta}(L_{\theta}')}^{1-\frac{q_{\theta}}{p_{\theta}}}
\]
\[
\lesssim \log(1+\epsilon^{-1})^{\frac{1}{p_{\theta}}} \|E\|^{\frac{1}{p_{\theta}}} \|g\|_{L_{\theta}(L_{\theta}')}^{\frac{q_{\theta}}{p_{\theta}}} \eta^{1-\frac{q_{\theta}}{p_{\theta}}}
\]  
(7.5)

where for the second-to-last inequality, we have used Hölder’s inequality and the fact that $q_{\theta} < p_{\theta}$. 


We recall that \(\|g\|_{L^p(\mathbb{R}^d)} \sim 1\), so interpolating between (7.1) and (7.5), we obtain
\[
\sum_{(k,l) \in K_{\varepsilon\eta}} \langle X_{\varepsilon\eta} \chi_E, g_{kl} \rangle \lesssim \varepsilon^c \eta^d |E|^\frac{1}{\beta}
\]
for some constants \(c, d > 0\). Summing over dyadic values of \(\varepsilon, \eta\) satisfying \(0 < \varepsilon, \eta \lesssim 1\) completes the proof.

Before we begin the proof of Lemma 7.2, we record a useful lower bound.

**Lemma 7.3.** Let \(F, F', H \subset \mathbb{R}^d\) have finite, positive measures. Assume that \(\Pi(F) \subset (2^{l-1}, 2^l), \Pi(F') \subset (2^{l'-1}, 2^{l'}),\)
\(X_{\theta} \chi_F(s, x) \gtrsim \beta\), and \(X_{\theta} \chi_F'(s, x) \gtrsim \beta'\), for \((s, x) \in H\). (7.6)
Define
\[\alpha = \frac{\langle X_{\theta} \chi_H, X_F \rangle}{|F|}.
\]
If \(|l - l'| > 1\), then we have
\[|F'| \gtrsim 2^{a|l - l'|} \alpha^{d-1}(\beta')^{\frac{d+1}{2} + \lambda} \beta^{\frac{d^2 - 4d + 4}{d}} - \lambda,
\]
where \(a = \frac{d-1}{4}\) and \(\lambda = \frac{d-1}{4(1 + 2K/d(d+1))}\). If \(|l - l'| \leq 1\), then we have
\[|F'| \gtrsim \alpha^{d-1}(\beta')^d \beta^{\frac{d^2 - 4d + 4}{d}} - d.
\]

**Proof of Lemma 7.3.** We give the details when \(d = 2D + 1\), the case when \(d = 2D\) being similar. (The reader may find the proof of Lemma 5.5 helpful in making these modifications.)

The proof is based on the method of refinements. We begin by observing that there exists a point \((s_0, x_0) \in E\) and a set \(\Omega_d \subset \mathbb{R}^d\) such that \(\Phi_{(s_0, x_0)}(\Omega_d) \subset F'\) and
\[
\int_{\Omega_d} (2^l)^{\frac{K(d-1)}{2(d+1)}} (2^{l'})^{\frac{K}{2(d+1)}} dt_D dt't_D \cdots dt_1 dt_1 \gtrsim \alpha^{d^D} \beta^d.
\]
Furthermore, if \((t_1, s_1, \ldots, t_D, s_D, t_{D+1}) \in \Omega_d\), then \(t_1, \ldots, t_D \in (2^{l-1}, 2^l)\), \(t_{D+1} \in (2^{l'-1}, 2^{l'})\), and
\[
|s_i - s_{i-1}| \gtrsim (2^{l-1})^{\frac{dK}{2(d+1)}}, 1 \leq i \leq D (7.8)
\]
\[
|t_i - t_j| \gtrsim (2^{l-1})^{\frac{dK}{2(d+1)}}, 1 \leq i < j \leq D (7.9)
\]
\[
|t_{D+1} - t_i| \gtrsim (2^{l'-1})^{\frac{dK}{2(d+1)}}, 1 \leq i \leq D. (7.10)
\]
The proof of this observation is similar to that of Lemma 6.7 and also to one step in the proof of Lemma 2 in [21], so we omit the details.

We consider first the case then \(|l - l'| > 1\). In this case we have in addition the lower bound
\[|t_{D+1} - t_1| \gtrsim 2^{\max\{l, l'\}},\]
by purely geometric considerations. Using Bezout’s theorem and Proposition 4.1, we have
\[|F'| \gtrsim |\Phi_{(s_0, x_0)}(\Omega_d)| \gtrsim \int_{\Omega_d} |\det D \Phi_{(s_0, x_0)}(\Omega_d)| dt_D dt'_D dt_D \cdots dt_1 dt_1\]
Since this case, we use (7.8–7.10), then (7.7), and some algebra (the 2
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of Theorem 2.2.

completing the proof of the lemma.

Furthermore, since

|E_{fkl}| \lesssim \log(1 + \varepsilon^{-1})^3 |E|.

completing the proof of the lemma.

Finally we move to the proof of Lemma 7.2, the last step remaining in the proof of
Theorem 2.2.

Proof of Lemma 7.2: It suffices to prove that

\sum_{(k,l) \in K_{\text{C}_\eta}} \sum_{j \in J_k} |E_{fkl}| \lesssim (\log(1 + \varepsilon^{-1}))^3 |E|.

Furthermore, since \#J_{fkl} \lesssim \log(1 + \varepsilon^{-1}) for each (k, l) \in K_{\text{C}_\eta}, it suffices to prove that

\sum_{(k, l) \in K_{\text{C}_\eta}} |E_{fkl}| \lesssim |E|

under the additional hypotheses that

K_{\text{C}_\eta} is C' \log(1 + \varepsilon^{-1})-separated and \#J_{fkl} = 1 for all (k, l) \in K_{\text{C}_\eta},

(7.14)

where C' is some large constant to be determined later on.

The argument we use originated in [5] and was used in [21] in a related context.
We begin by noting that by Cauchy–Schwartz and some elementary manipulations, we have
\[
\left( \sum_{(k,l)} |E_{jkl}| \right)^2 = \left( \int E \sum_{(k,l)} \chi_{E_{jkl}} \right)^2 \leq |E| \int \sum_{(k,l), (k',l') \neq (k,l)} \chi_{E_{jkl}} \chi_{E'_{j'l'}}
\]
\[
= |E| \left( \sum_{(k,l)} |E_{jkl}| + \sum_{(k',l') \neq (k,l)} |E_{jkl} \cap E'_{j'l'}| \right),
\]
where \((k,l) \in \mathcal{K}_{\epsilon \eta}\) and \(\{j\} = \mathcal{J}_{kl}\) is understood whenever the subscript \(jkl\) appears (likewise for \((j', k', l')\)). Thus failure of (7.13) implies that
\[
\left( \sum_{(k,l)} |E_{jkl}| \right)^2 \lesssim |E| \sum_{(k,l), (k',l') \neq (k,l)} |E_{jkl} \cap E'_{j'l'}| \leq |E| \left( \# \mathcal{K}_{\epsilon \eta} \right)^2 \sup_{(k,l), (k',l') \neq (k,l)} |E_{jkl} \cap E'_{j'l'}|.
\]
(7.15)

Now let \((k,l) \in \mathcal{K}_{\epsilon \eta}\). Since \(\Pi(F_{jkl}) \subset (2^{-1}, 2]\), the weight \(\frac{2^k \# \mathcal{K}_{\epsilon \eta}}{\mathcal{K}_{\epsilon \eta}}\) is essentially constant, so (7.15) is equivalent to
\[
\langle X_{\theta_0} \chi_E, \chi_{F_{jkl}} \rangle \sim \langle X_{\theta_0} \chi_{E_{jkl}}, F_{jkl} \rangle.
\]
(7.16)
So by (7.2), (7.10), and Proposition 5.1, we have
\[
\varepsilon^C |E|^\frac{1}{\theta_0} \| \chi_{F_{jkl}} \|_{L^\frac{\theta_0}{p} (L^\theta)} \lesssim \langle X_{\theta_0} \chi_E, \chi_{F_{jkl}} \rangle
\]
\[
\sim \langle X_{\theta_0} \chi_{E_{jkl}}, \chi_{F_{jkl}} \rangle \lesssim |E_{jkl}|^{\frac{1}{\theta_0}} \| \chi_{F_{jkl}} \|_{L^\frac{\theta_0}{p} (L^\theta)},
\]
and so \(\varepsilon^{p_0 C} \# \mathcal{K}_{\epsilon \eta} |E| \lesssim \sum_{k} |E_{jkl}|^2\). Plugging this into (7.15), we see that if (7.13) fails, then there exist distinct ordered pairs \((k,l), (k',l') \in \mathcal{K}_{\epsilon \eta}\) such that
\[
\varepsilon^{2p_0 C} |E| \lesssim |E_{jkl} \cap E'_{j'l'}|.
\]
(7.17)

We assume (7.17) and will derive a contradiction by applying Lemma 7.3 with \(H = E_{jkl} \cap E'_{j'l'}\), \(F = F_{jkl}\), \(F' = F'_{j'l'}\). By (7.2), the definition of \(E_{jkl}\), and the fact that \(\Pi(F_{jkl}) \subset (2^{-1}, 2]\), we have for \((s,x) \in H\) that
\[
X_{\theta_0} \chi_F (s,x) \gtrsim \frac{\langle X_{\theta_0} \chi_E, \chi_{F_{jkl}} \rangle}{|E|} \gtrsim \varepsilon^C |E|^\frac{1}{\theta_0} |F_{jkl}|^{\frac{1}{\theta_0}} =: \beta
\]
and similarly that
\[
X_{\theta_0} \chi_{F'} (s,x) \gtrsim \varepsilon^C |E|^\frac{1}{\theta_0} |F'_{j'l'}|^{\frac{1}{\theta_0}} =: \beta'.
\]
Using these bounds and (7.17), we have
\[
\alpha := \frac{\langle X_{\theta_0} \chi_H, \chi_F \rangle}{|F|} \gtrsim \frac{\beta |H|}{|F|} \geq \varepsilon^{C(1+p_0)} |E|^\frac{1}{\theta_0} |F_{jkl}|^{\frac{1}{\theta_0}},
\]
\[
\alpha' := \frac{\langle X_{\theta_0} \chi_H, \chi_{F'} \rangle}{|F'|} \gtrsim \varepsilon^{C(1+p_0)} |E|^\frac{1}{\theta_0} |F'_{j'l'}|^{\frac{1}{\theta_0}}.
\]
By Lemma 7.3 and a bit of algebra, we have (regardless of the separation between \(l\) and \(l'\))
\[
|F_{jkl}| \gtrsim \varepsilon^{AC} 2^{a|l-l'|} |F'_{j'l'}|,
\]
(7.18)
for some constants \(A, a > 0\). By symmetry, we have in addition that
\[
|F'_{j'l'}| \gtrsim \varepsilon^{AC} 2^{a|l-l'|} |F_{jkl}|.
\]
(7.19)
Obviously, this implies that $|l-l'| \leq C \log(1+\varepsilon^{-1})$. Thus if $C'$ is sufficiently large, our hypothesis (7.14) implies that $|k-k'| > \frac{C'}{2} \log(1+\varepsilon^{-1})$. But by (7.23), we have

$$e^{C'2^{2K} \eta(2^{-k} \eta)^{d/2}} \lesssim |F_{k,l}|_{\varepsilon_0} \lesssim e^{-C'2^{2K} \eta(2^{-k} \eta)^{d/2}} |E|^{2(d-1)/(d+1)},$$

where we have used the bound $|l-l'| \leq \log(1+\varepsilon^{-1})$ to eliminate $l'$. These bounds are incompatible with (7.18), (7.19) and the fact that $|k-k'| > \frac{C'}{2} \log(1+\varepsilon^{-1})$ (for $C'$ sufficiently large). This completes the proof of the lemma. □
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