Charactering instrumental noises and stochastic gravitational wave signals from combined time-delay interferometry
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LISA will detect gravitational waves (GWs) in the milli-Hz frequency band in space. Time-delay interferometry (TDI) is developed to suppress laser frequency noise beneath the acceleration noise and optical metrology noise. To identify stochastic GW signals, it would be required to characterize these noise components entangled in TDI data streams. In this work, we investigate noises characterization by combining the first-generation TDI channels from Michelson and Relay configurations. The Michelson channels are helpful to characterize acceleration noises in the lower frequency band, and the Relay configuration could effectively resolve optical path noises in the higher frequencies. Synergy could be achieved from their combination to determine these instrumental noises. Based on the characterized noises, we further reconstruct the power spectrum of noise in the selected TDI channel. Two cases are performed to characterize the spectrum shape of a stochastic GW signal. For a modeled signal, its parameter(s) could be directly estimated from the TDI data, and its spectrum could be recovered from the inferred values. And for an unexpected signal, its spectrum may be recognized and retrieved from noise-subtracted residual in which its power spectral density surpasses the noise level.

I. INTRODUCTION

The Laser Interferometer Space Antenna (LISA) is planned to observe gravitational waves (GW) in the milli-Hz frequency band. Three spacecraft are employed to orbit the Sun and form triangular interferometers with an arm length of $2.5 \times 10^4$ km [1]. The drag-free technology is utilized to keep test masses on spacecraft following their geodesics, and laser metrology is implemented to measure distance variation between test masses yielded by GWs. Due to the perturbations of planets, the arm length of the interferometers could not be fully equal and vary with time. Also because of the long baseline and capability of the laser source, the laser frequency noise will overwhelm the GW signals if an original Michelson laser interferometer is implemented. Time delay interferometry (TDI) is developed for the LISA mission to suppress the laser noise and achieve targeting sensitivity [2,3]. Two generations of TDI have been developed to overcome the laser noise in different conditions. The first-generation TDI is designed to suppress the laser noise in a static unequal-arm interferometer [2,1], and references therein; and the second-generation is considered to further cancel the laser frequency noise in a time-varying triangular configuration up to the first-order derivative with respect to time [12,21, and references therein].

The principle of TDI is to combine multiple time-shifted laser links and form an equivalent equal-arm interferometer. The laser frequency noise could be effectively suppressed in the (closely) equal interferometric paths. With the cancellation of laser noise, the acceleration noise and optical path noise become the dominant detection noises. Since three spacecraft are involved in TDI, its data will contain the instrumental noises from multiple optical benches and test masses. If the performances of six test masses and optical benches are fully identical, the acceleration noise and optical path noise could be precisely characterized by the first-generation Michelson observables [22,24]. However, in the realistic case, the performance of instruments on each spacecraft may differ from each other, and these noises could be characterized individually by using three optimal channels [25,26], null streams [27], or the observables derived from basic Sagnac generators [28].

The accuracy of noise characterization could affect the GW identifications, especially for a stochastic signal. For the galactic foreground or a stochastic gravitational wave background (SGWB), the signal persists in the data and is difficult to be discriminated from noise in a single detector. The galactic foreground is generated from overlapped GWs emitted from numerous compact binaries in Milky Way. Since most of the binaries could not be resolved by LISA, the foreground would be a confusing noise and affect the sensitivity at $\sim 1$ mHz [29,30]. The SGWB could be an astrophysical origin yielded by the unresolved compact binary systems out of the galaxy, or
be cosmological origin which generated by the mechanisms in the early Universe \[22, 23, 31, 37\]. The searchings for SGWB from the advanced LIGO and advanced Virgo observations are actively ongoing \[38, 41\]. For the LISA mission, with knowing the spectral shapes of signals, the SGWB could be identified and reconstructed from targeting searches \[22, 24\]. Tinto et al. \[42\] explored the instrumental noise and SGWB discrimination by considering the Michelson and symmetric Sagnac observables, and Adams and Cornish \[22, 26\] demonstrated the noise and SGWB discerning by employing three optimal channels from the Michelson.

For the first-generation TDI, besides the Michelson \((X, Y, Z)\), there are four configurations, Sagnac \((\alpha, \beta, \gamma)\), Relay \((U, V, W)\), Beacon \((P, Q, R)\), and Monitor \((D, F, G)\) \[2, 3, 11\]. Three optimal channels \((A, E, T)\) could be composited from three regular channels \[7, 43\]. The \(\alpha, \beta, \gamma\) \((U, V, W)\), Beacon \((P, Q, R)\), and Monitor \((D, F, G)\) \[23\] explored the instrumental noise and SGWB discrimination by employing three optimal channels from the Michelson.

Much more second-generation TDI observables could be constructed by synthesizing the first-generation observables with different orders \[15\]. These second-generation TDIs may be utilized for acceleration noise characterization. However, the \(T\) channel could be not enough to characterize all noise components, and additional data may be needed. For the science TDI channels, due to the worse GW response and severer acceleration noise in lower frequencies, the GW-insensitive data from the very low-frequency band may be utilized for acceleration noise characterization \[22, 23\].

A power-law astrophysical SGWB are simulated to evaluate the signal characterizing at the same time. Their characterizations are fulfilled in two scenarios. In the first scenario, the noise components are characterized with signals-presented data, and the parameters of noises and signals are inferred simultaneously by combining the null-stream \(T\) channel(s) and science channels from the Michelson and/or Relay configurations. The second case is to characterize noise by selecting the GW-insensitive bands from science TDI channels and the \(T\) channel(s), and the parameters of noise components are estimated without considering the existence of a signal. With the characterized noises, the power spectral density (PSD) of instrumental noises in a TDI channel is restored for the targeting frequency band. Then by comparing the recovered noise PSD and observed data, the unmodelled GW signals may be recognized, especially for the frequencies in which the signal’s PSD exceeds the noise.

This paper is organized as follows. In Sec. \(III\) we recap the first-generation TDI configurations and their noise components, and introduce data simulation with the galactic foreground and a power-law SGWB. In Sec. \(III\) we specify the algorithm for the noise characterization and analyze the results from different TDI combinations. By using the characterized noises, we further reconstruct the spectral shapes of instrumental noises and the injected signals in Sec. \(IV\). We recapitulate our conclusions in Sec. \(V\) (We set \(G = c = 1\) in this work except otherwise stated).

\section{II. TIME-DELAY INTERFEROMETRY AND DATA SIMULATION}

\subsection{A. Time-delay interferometry}

TDI will be employed by LISA to suppress laser frequency noise by combining time-shifted interferometric links and forming equivalent equal paths. Five first-generation TDI configurations are developed based on the different topology paths, and three channels are included in each configuration depending on the different starting spacecraft \((S/C)\) which are Michelson \((X, Y, Z)\), Sagnac \((\alpha, \beta, \gamma)\), Relay \((U, V, W)\), Beacon \((P, Q, R)\), and Monitor \((D, F, G)\) \[22, 31, 37\]. The expressions of the first channels from five TDI configurations are

\begin{align*}
X &= (D_{31}D_{13}D_{21} \eta_{12} + D_{31}D_{13} \eta_{21} + D_{31} \eta_{13} + \eta_{31}) - (\eta_{21} + D_{21} \eta_{12} + D_{21}D_{12} \eta_{31} + D_{21}D_{12} \eta_{31}) \
\alpha &= (\eta_{31} + D_{31} \eta_{23} + D_{31}D_{23} \eta_{12}) - (\eta_{21} + D_{21} \eta_{12} + D_{21}D_{21} \eta_{31}), \
U &= (\eta_{23} + D_{23} \eta_{12} + D_{23}D_{12} \eta_{31} + D_{23}D_{12}D_{31}) - (\eta_{13} + D_{13} \eta_{21} + D_{13}D_{21} \eta_{32} + D_{13}D_{21} \eta_{32}), \
P &= (D_{13} \eta_{23} + D_{13} \eta_{32}) + D_{13} \eta_{32} + D_{13} \eta_{21} + D_{13} \eta_{21} - (D_{12} \eta_{23} + D_{12} \eta_{32} + D_{12} \eta_{32} + D_{12} \eta_{32}), \
D &= (\eta_{21} + D_{21} \eta_{12} + D_{21}D_{12} \eta_{31} + D_{21}D_{12} \eta_{31}) - (\eta_{31} + D_{31} \eta_{23} + D_{31} \eta_{32} + D_{31}D_{32} \eta_{21}).
\end{align*}
where $D_{ij}$ is a time-delay operator, $D_{ij} \eta(t) = \eta(t - L_{ij})$, $L_{ij}$ is the arm length from S/C to $j$, $\eta_{ji}$ are Doppler measurement from S/Cj to S/Ci which is defined as follows [17, 43, 45],

$$\eta_{ji} = s_{ji} + \frac{1}{2} \left[ \tau_{ij} - \varepsilon_{ij} + D_{ji} (2 \tau_{ji} - \varepsilon_{ji} - \tau_{jk}) \right]$$

for $(2 \rightarrow 1), (3 \rightarrow 2)$ and $(1 \rightarrow 3), \quad (6)$

$$\eta_{ji} = s_{ji} + \frac{1}{2} \left[ \tau_{ij} - \varepsilon_{ij} + D_{ji} (\tau_{ji} - \varepsilon_{ji}) + \tau_{ik} - \tau_{ij} \right]$$

for $(1 \rightarrow 2), (2 \rightarrow 3)$ and $(3 \rightarrow 1)$. \quad (6)

The deployments of two optical benches on S/C1 are illustrated in Fig. 1. Three interferometer measurements, $s_{ji}$, $\varepsilon_{ij}$ and $\tau_{ij}$ for optical benches on S/C2 pointing to S/C1 (which denoted as $2 \rightarrow 1, 3 \rightarrow 2$ and $1 \rightarrow 3$) will be

$$s_{ji} = y^h_{ji} : h + D_{ji} C_{ji}(t) - C_{ij}(t) + n_{ij}^{op}(t),$$

$$\varepsilon_{ij} = C_{ik}(t) - C_{ij}(t) + 2 n_{ij}^{acc}(t),$$

$$\tau_{ij} = C_{ik}(t) - C_{ij}(t),$$

and measurements $s_{ij}$, $\varepsilon_{ij}$ and $\tau_{ij}$ for optical benches on $1 \rightarrow 2$, $2 \rightarrow 3$ and $3 \rightarrow 1$ will be

$$s_{ji} = y^h_{ji} : h + D_{ji} C_{ji}(t) - C_{ij}(t) + n_{ij}^{op}(t),$$

$$\varepsilon_{ij} = C_{ik}(t) - C_{ij}(t) + 2 n_{ij}^{acc}(t),$$

$$\tau_{ij} = C_{ik}(t) - C_{ij}(t),$$

where $y^h_{ji}$ is response function to the GW signal $h$ (see specific formula in Appendix A) [43, 44, 45]. $C_{ij}$ denotes laser noise on the optical bench of S/Cj pointing to S/Ci, $n_{ij}^{op}$ represents the optical path noise on the S/Cj pointing to $j$, and $n_{ij}^{acc}$ denotes the acceleration noise from test mass on the S/Cj pointing to $j$. In the following investigations, we assume the laser frequency noises are sufficiently suppressed, and the acceleration noises and optical path noises remain as the detection noises.

For the LISA with six laser links, a set of optimal channels (A, E, T) could be constructed from three regular channels (a, b, c) in a TDI configuration [2,]

$$A = \frac{c - a}{\sqrt{2}}, \quad E = \frac{a - 2b + c}{\sqrt{6}}, \quad T = \frac{a + b + c}{\sqrt{3}}.$$

The A and E channels, as two science data streams, could respond to GW effectively. The T channel is a null channel and insensitive to GW signals, and it could be utilized to characterize the detection noises. However, the T channel is dominated by the optical path noise, especially for equal-arm situations. On the other side, the acceleration noise overwhelms optical path noise for frequencies lower than 3 mHz in most regular TDI channels, and its characterization may require the low-frequency data from these channels.

### B. Data generation

The PSDs of acceleration noise and optical path noise for the LISA mission are targeted to be [1,]

$$S_{\text{acc}} = N_{\text{acc}}^2 \frac{\text{pm}^2}{\text{s}^2 \text{Hz}} \left[ 1 + \left( \frac{0.4 \text{ mHz}}{f} \right)^2 \right] \left[ 1 + \left( \frac{f}{8 \text{ mHz}} \right)^4 \right],$$

$$S_{\text{op}} = N_{\text{op}}^2 \frac{\text{pm}^2}{\text{Hz}} \left[ 1 + \left( \frac{2 \text{ mHz}}{f} \right)^4 \right],$$

where $N_{\text{acc}} = 3$ and $N_{\text{op}} = 10$ are the amplitudes of corresponding noise budgets. To distinguish the noises components on three spacecraft, $N_{\text{acc}ij}$ is labeled as the amplitude of acceleration noise associated with the optical bench on S/Ci pointing to S/Cj, and $N_{\text{op}ij}$ is the amplitude of optical metrology noise from optical bench on S/Ci facing to S/Cj. Considering each spacecraft carries two optical benches, twelve independent noise components are counted to evaluate the noise level of a TDI channel. The coefficients of the acceleration noise and optical path noise components for PSD and cross-spectral density (CSD) of typical TDI channels are listed in Table I and Table II respectively. The coefficients for a TDI channel from the same configuration could be deduced by shifting the indexes of the factors.

The Gaussian noise streams in the time-domain are generated for twelve components based on the noise budgets in Eqs. (10) and (11), and these streams are time-shifted and synthesized to generate the output data of the TDI channels. The time-shifts are implemented by using Fourier transform and inverse Fourier transform under a...
The galactic foreground is approximated as follows which is galactic foreground is yielded from unresolved compact binaries in the Milky Way, and we ignore the amplitude modulation with LISA’s yearly orbital motion in this work.

The SGWB could be generated by both astrophysical sources and cosmological mechanisms with various spectral shapes in the LISA sensitive band [34, 36, 51, reference therein]. In this investigation, a power-law SGWB is selected which could be produced by unresolved BH and NS binaries out of the Milky Way, and its PSD is expected to be [22, 23, 31, 52].

$$P_{SGWB} = A_0 \left( \frac{f}{f_{ref}} \right)^{\alpha_0} \frac{3H_0^2}{4\pi^2 f^3},$$

where $H_0 \approx 2.185 \times 10^{-18}$ Hz is the Hubble constant [53], $A_0$ is the amplitude of the SGWB energy density, and $\alpha_0$ is the index of the power law. The fiducial values for the power-law shape are chosen to be $A_0 = 4.446 \times 10^{-12}$ and $\alpha_0 = 2/3$ at reference frequency $f_{ref} = 1$ mHz [31].

Considering the antenna pattern of an interferometer, the PSD of an observed GW signal will be

$$S_{h,TDI}(f) = P_h(f) R_{TDI}(f),$$

where $R_{TDI}$ is averaged response function of a TDI channel which is estimated by

$$R_{TDI}(f) = \frac{1}{4\pi^2} \int |F_{TDI}(f, \Omega)|^2 d\Omega,$$
and instantaneous response $F_{h,TDI}^i$ for each TDI channel is calculated by using Eqs. (A1)-(A4) and Eqs. (11)-(13). Then the frequency-domain signals could be generated from their PSD shapes for a TDI channel [34],

$$S_{h,TDI}^{i,j}(f) = \frac{1}{2} \left| G(0, S_{h,TDI}^{1/2}(f)) + iG(0, S_{h,TDI}^{1/2}(f)) \right|^2,$$

where $G(\mu, \sigma)$ is a random number generator following Gaussian distribution with mean value $\mu$ and standard deviation $\sigma$.

The LISA is designed to be a 4 years mission and would be extensible for up to 10 years [1]. However, only a 75% scientific duty cycle could be expected because of the interruption by antenna repositioning and other operations [22]. And only 3 years of data will be effective in a 4 years observation. For the stochastic signals and stationary noise, the impact of data discontinuity is expected to be insignificant. Therefore, the data is generated for 3 years continuously. The PSD and cross spectral density (CSD) of the time-domain noise data are calculated for selected TDI channels, and the simulated GW signals are injected into the noise data by applying

$$S_{data}(f) = S_{n,inst}(f) + S_{h,SGWB}^{inj}(f) + S_{h,GB}^{inj}(f).$$ (17)

The PSDs of instrument noise and simulated GW signals for Michelson-A and T channels are illustrated in Fig. 2. As we can see, the A channels will be sensitive to the injected GW signals in the frequency band of $\sim [0.3, 6]$ mHz. Similar to the Michelson-A, the other science TDI channels are also expected to be sensitive to injected signals around the same frequency band. The Michelson-T, as a null stream, is insensitive to the injected signals. The targeting frequency band for the noise characterization is selected to be within a frequency range of $[0.02, 20]$ mHz. The low-frequency cutoff is close to the low boundary of the LISA observational band, and the high-frequency cutoff is set to keep the T channel insensitive to GW signals as aforementioned.

III. CHARACTERIZING INSTRUMENTAL NOISES FROM TDI COMBINATIONS

In this section, with the simulated data, we characterize the noises by inferring the parameters of noise components from TDI channel combinations.

A. Algorithm for parameter inference

The Bayesian inference based on the Markov chain Monte Carlo is employed to estimate the parameters of noises or signals. Although all first-generation TDI observables could be produced from four generators ($\alpha$, $\beta$, $\gamma$, and $\zeta$) [6, 11], the different TDI channels could yield different performances on noises and signals characterization, and the Relay configuration could explain the reason in Appendix B. As Table I show, except for Sagnac-$\alpha$ channels, the coefficients of paired acceleration noise components, $S_{accij}$ and $S_{accji}$, are (closely) equal for each TDI channel at low frequencies. For the Michelson-X channel, since the factor of $\cos^2 x_{ij}$ approaches 1 when $x_{ij}$ is small, the coefficients of the paired acceleration noises are closely equal at the low frequency. This degeneracy also exists in the CSD of two channels from a TDI configuration. Although the Sagnac observables have asymmetric coefficients for the acceleration noise components, their acceleration noise is much lower than the optical path noise and could be hard to be characterized.

Similarly, for the Sagnac and Michelson, their coefficients of optical path noises pairs, $S_{opij}$ and $S_{opji}$, are also identical for each TDI channel as listed in Table I.
The equal coefficients indicate the degeneracy between these noise components, the best-measured values will be $S_{\text{opij}} + S_{\text{opji}}$. With different coefficients, the Relay observables could break the degeneracy between the paired noise components, and they could be an efficient choice to combine with the Michelson for noise characterization. As we also verified, the joint two of three configurations, Michelson, Beacon, and Monitor, could also resolve optical metrology noises. Once the degeneracy between the optical path noises is resolved, their parameters could be determined with better accuracy from the combination. Considering the Relay observables could determine the optical path noise independently (or, in other words, without cross-correlation with other TDI configurations), the Relay are elected to combine with the Michelson for noise characterization and to compare the performances from individual and combined TDI configurations.

Two scenarios are implemented to characterize noises. The first one is noise-only combinations which determine the noise parameters by combining the T channel(s) and low-frequency data of A and E channels from Michelson and/or Relay configurations. The T channel is a null stream or GW-insensitive, and its data in the frequency range $[0.02, 20] \text{ mHz}$ are utilized. For the science TDI channels, by assuming they are GW-insensitive at very lower frequencies, their data in frequency band $[0.02, 0.2] \text{ mHz}$ are cautiously selected which is dominated by acceleration noises. The second scenario is the science case, the parameters of noises and signals are inferred from three optimal channels from Michelson and/or Relay. The difference from the noise-only case is that the frequency range of A and E channels is extended from $[0.02, 0.2] \text{ mHz}$ to $[0.02, 20] \text{ mHz}$. These data streams in a larger frequency band, as the science data, are employed to determine parameters of both noises and signals. The channels and frequency band selections for two scenarios are listed in Table III. For each scenario, three combinations are examined to compare their performances on parameters characterization.

The likelihood function of parameter inferences will be

$$\ln L(\vec{\theta}, A_0, \alpha_0, A_{\text{GB}}) \propto -\frac{1}{2} \sum_i \left[ \bar{s}_i^\dagger (f_i) \Sigma^{-1} (f_i) \bar{s}_i \right] + \ln \det \Sigma$$

where $\Sigma$ is the correlation matrix of the selected TDI channels, $\bar{s}$ is data vector of these channels, $\vec{\theta}$ represents twelve amplitude squares of acceleration noises $N_{\text{accij}}^2$ and optical path noises $N_{\text{opij}}^2$ (i, j = 1, 2, 3 and i ≠ j) in Eq. (10) and (11), $A_0$ and $\alpha_0$ are the amplitude and power index of the SGWB in Eq. (13), and $A_{\text{GB}}$ is the amplitude of galactic foreground in Eq. (12). The priors for parameters are set to be uniform in their selected ranges, $N_{\text{accij}}^2 \in [0, 30]$, $N_{\text{opij}}^2 \in [0, 400]$, $A_0 \in [0, 8]$, $\alpha_0 \in [0, 2]$ and $A_{\text{GB}} \in [0, 3]$. The respective posterior probabilities for the noise-only and science cases will be

$$p(\vec{\theta}) \propto \pi_N(\vec{\theta}) L(\vec{\theta})$$

$$p(\vec{\theta}, A_0, \alpha_0, A_{\text{GB}}) \propto \pi_N(\vec{\theta}) \pi_S(A_0, \alpha_0, A_{\text{GB}}) \times L(\vec{\theta}, A_0, \alpha_0, A_{\text{GB}}),$$

where $\pi_N(\vec{\theta})$ is the prior distribution for noise amplitudes, $\pi_S(A_0, \alpha_0, A_{\text{GB}})$ is the prior distribution for parameters of signals. The MCMC sampler in emcee is utilized to run the Bayesian inference [54].

### B. Noises characterization from noise-only case

The noise-only combinations dedicate to acceleration noises and optical path noise characterization by using GW-insensitive datasets. To compare the accuracies of characterization from different datasets, three combinations are examined which include the single Michelson-T channel, Michelson and Michelson+Relay combinations as listed in Table III. The Michelson-T is a fiducial null stream to characterize the noises, and the results are shown by the green curves in Fig. 3. The 1σ uncertainties of the noise parameters from the Michelson-T are listed on top of each column. The Michelson case incorporates the Michelson-T channel and low frequency band of science channels, and the results are shown by the blue curves in Fig. 3. The last combination is the Michelson+Relay which combines two T channels from Michelson with Relay and low-frequency data of their four science channels, Michelson (A, E) and Relay (A, E), and the results are shown by the magenta curves.

The left panel of Fig. 3 shows the amplitude characterization for six acceleration noise components. Compared to the results from the single Michelson-T channel, the Michelson combination could reduce the uncertainties of amplitude determinations, and this improvement is contributed by the additional low-frequency data.
FIG. 3. The corner plots for the amplitudes of acceleration noises (left panel) and optical path noises (right panel) inferred from three noise-only combinations which are 1) Michelson-T: the T channel from Michelson configuration in the frequency band [0.02, 20] mHz, 2) Michelson: combining the Michelson-T channel data in a frequency band [0.02, 20] mHz and Michelson-A and E channels in a band of [0.02, 0.2] mHz, and 3) Michelson+Relay combination: combining data of the Michelson-T and Relay-T channels in [0.02, 20] mHz and the low-frequency data of A and E channels from Michelson and Relay in [0.02, 0.2] mHz. The $1\sigma$ uncertainties from the Michelson-T channel are shown on the top of each column. In the left plot, the blue curves and magenta curves are overlapped which indicates acceleration noise characterizations from Michelson+Relay and Michelson are identical. In the right plot, green curves and blue curves are overlapped since low-frequency data from Michelson-A and E channels do not yield additional constraints on the optical path noises.

from Michelson-A and E channels. On the other side, as the overlapped blue and magenta curves are shown, the Michelson+Relay combination does not show improvement compared to the Michelson. We suppose no additional information about acceleration noises from Relay channels contributes to the Michelson result. For both Michelson and Michelson+Relay combination, there are degeneracies between three pairs of noise components, $(N_{\text{accji}}, N_{\text{accij}})$, as we expected. The degenerated acceleration noises are from two test masses in a laser link between two spacecraft. We also can notice that Michelson-T could constrain the $N_{\text{acc23}}$ and $N_{\text{acc32}}$ in a sensible range, and this should be attributed to the unequal arms. For real mission operations, the arm lengths between spacecraft will be different and vary with time, then the capability of the T channel could be enhanced for noise characterization.

The characterizations of optical path noise are shown in the right panel of Fig. 3. The results from the Michelson-T and Michelson cases are largely overlapped because little information about optical path noise could be extracted from acceleration noise dominated Michelson data streams. When the Relay data streams are combined, the optical metrology noises can be characterized with better precision since the additional data streams are more sensitive to these noise components than the Michelson.

C. Signals and noises characterization from science case

The science case characterizes both noises and signals from the TDI combinations. Compared to the noise-only case, the combiners in the science case employ additional GW-sensitive data from Michelson and Relay regular channels. Three combinations are implemented which are 1) Michelson which combines the optimal channels of Michelson in the frequency band of [0.02, 20] mHz, 2) Relay which includes optimal channels of Relay configuration in the band of [0.02, 20] mHz, and 3) Michelson+Relay which unifies the six channels from Michelson and Relay combinations.

The results from three combinations are shown in Fig. 4 and the inferred values with $1\sigma$ uncertainties are listed in Table IV. The estimated amplitudes of the acceleration noises are shown in the upper left panel of Fig. 4. As we can see in the plots, for the Michelson and Michelson+Relay, their results are consistent which means no additional improvement is obtained from the
FIG. 4. The corner plots for the amplitudes of acceleration noises (upper left panel), optical path noises on six optical benches (upper right panel) and GW signals (lower panel) inferred from different TDI combinations which are 1) Michelson: combining three optimal channels (A, E, T) channels in a frequency band of [0.02, 20] mHz, 2) Relay: combining optimal channels of Relay in a frequency band of [0.02, 20] mHz, and 3) Michelson+Relay combination: combining six optimal channels from Michelson and Relay. The $1\sigma$ uncertainties of these parameters are listed in Table IV. In the upper left plot, the green curves and magenta curves are overlapped which means no additional improvement is contributed from Relay data streams for acceleration noise determination. In the upper right plot, the areas and curves from the Michelson (green) are cropped to make the results from the Relay and Michelson+Relay more visible.

Relay data. On the other side, the combined amplitudes, $N_{accij}^2 + N_{accji}^2$, is better constrained compared to the results in the noise-only case, and this improvement should be obtained from the extra data of the science data streams. The histograms of three values are shown in Fig. [5].

The characterizations of optical metrology noises on six optical benches are shown in the upper right panel of Fig. [4]. The results from the Michelson configuration are shown by the green curves and areas. Because the uncertainties are much larger than the results from the Relay and Michelson+Relay as listed in Table [IV], the curves of the Michelson are cropped to highlight the results from other two combinations. As we can partly read from the plot, the Michelson combination poorly resolves the optical path noises because of the degeneracies, and the best-determined values are $N_{opij}^2 + N_{opji}^2$. Because degeneracy between optical path noise components could be resolved by Relay channels, the Relay combination can determine the amplitudes of optical noises with uncertainties of $\sim 0.8\%$. For the Michelson+Relay case, the amplitudes of optical path noise can be precisely determined with uncertainties of $\sim 0.25\%$ which is essentially contributed by the Relay observables.
The determinations for signal parameters from three combiners are shown in the lower plot of Fig. 4. The results from the Relay combination slightly better than Michelson because of better separated the power-law SGWB from resolved optical path noise in the higher frequency band. And their Michelson+Relay combination resolves three parameters with better accuracy. For the power-law SGWB, there is a degeneracy between parameters $A_0$ and $\alpha_0$ which will affect its PSD reconstruction in the next section.

In summary, the Relay data streams have much better capability than the Michelson to resolve the optical metrology noises, and the Michelson observables may constrain acceleration noises in a smaller parameter space than the Relay. A synergy for noise characterization could be achieved by combining these two configurations. Compared to the results from the Michelson+Relay combination, three observables from the Michelson could not break the degeneracy between optical path noises as performed in [23]. If the noise components are assumed to be fully identical, the parameters of acceleration noise and optical path noise could be precisely determined from the Michelson data streams [22,24]. However, by ignoring the degeneracy between the noise components, the precision of noise parameters could be overestimated.

IV. RECONSTRUCTING SPECTRAL SHAPES OF NOISE AND SIGNALS

In this section, the spectral shapes of the noises and signals in a TDI channel are reconstructed by using the results of the Michelson+Relay combination from the science and the noise-only cases, respectively. In the science case, the parameters of both noise components and signals are estimated. Therefore, the PSD of either noise or signal could be directly restored from the inferred values. To calculate the confidence intervals of the recovered spectra, 5000 data arrays are randomly picked from achieved MCMC samples. Fifteen inferred parameters are included in each array, and twelve values of noise components are employed to calculate the noise PSD in a TDI channel. The values of $A_0$ and $\alpha_0$ are utilized to rebuild the spectral shape of SGWB by using Eq. (13), and $A_{GB}$ is used to calculate the galactic foreground by using Eq. (12).

The Michelson-A channel is selected to illustrate the spectrum reconstruction, the restored PSDs of noise and signals in the $3\sigma$ confidence level are shown in the upper panel of Fig. 6. As the blue area shows, the noise PSD is restored with good precision and matches the theoretical noise curve accurately. Especially for the frequencies higher than $\sim 3$ mHz which are dominated by optical path noises, the noise PSD could be stringently constrained by the high parameter resolution from the Michelson+Relay combination. More importantly, since LISA’s most sensitive band is around $\sim 10$ mHz, the well-characterized noise in this band is valuable to identify any GW signals. The spectral shape of galactic foreground is also precisely recovered since its amplitude parameter is well constrained. For the SGWB signal, due to the degeneracy between $A_0$ and $\alpha_0$, its spectral shape is recovered more precisely at frequencies of $\sim 4$ mHz, and the uncertainties of the PSD increase for frequencies far from the 4 mHz.

The signal reconstruction in the science case presumes that the signals are expectable. A possible scenario that may be encountered is that a GW signal is unforesen and its spectral shape is unmodelled [55]. For the ground-based interferometer network, the unmodelled SGWB could be identified by analyzing multiple data streams from independent detectors [46,58]. Similarly, the signal could also be recognized by using the cross-correlation.
FIG. 6. The reconstructed spectral shapes of instrument noise and signals in the Michelson-A channel from Michelson+Relay combination for the science case (upper panel) and the noise-only case (lower panel). For curves from the science case, the PSDs of the galactic foreground and SGWB are modeled and their spectral shapes are constructed by substituting the inferred values into Eqs. (12) and (13). For the noise-only case, only noise PSD is recovered from characterized noise components. By subtracting the reconstructed noise from data, the injected signals emerge from residual frequencies in which the signal’s PSD surpasses the noise.

V. CONCLUSIONS

In this work, we perform the noise characterizations by combining TDI channels from the first-generation configurations. Although the T channel, as a null stream, is promising to characterize noises, its loose constraints on noise parameters may not satisfy the requirements. Moreover, the optical path noise overwhelms the acceleration noise in the T channel especially for the equal arm cases, and additional data is needed to characterize the noises thoroughly. The combinations are explored between the first-generation TDI configurations to achieve the synergy for noise determination. The TDI channels from Relay configuration could effectively solve the degeneracy between optical path noises, and the combination of Michelson and Relay could efficiently characterize instrumental noises. Furthermore, with the characterized noises, the PSD of noise in a TDI channel could be reconstructed, and a GW-induced spectral shape may be recognized.

To demonstrate the characterization of the GW signals, the galactic foreground and a power-law spectral shape SGWB are simulated. From an optimistic perspective, if the signal is predictable, its parameter(s) could be directly estimated from the TDI data, and its spectral shape could be restored from the inferred values. From a noise PSD could be recovered with higher precision at lower frequencies which are dominated by acceleration noises. In the higher frequency band, the PSD of noise is reconstructed with larger uncertainties because the optical path noise is loosely determined. By subtracting the restored noise PSD from data, the spectrum of residual is shown by the yellow area. In the noise-subtracted residual, the spectral shape of the signal could be recognized at frequencies in which signal’s PSD surpasses the noise, and it matches the total PSD of injected two signals shown by the black curve. In contrast, the signal can not be discriminated once the PSD of signal is beneath the noise curve. Even so, an upper limit constraint could be obtained in the lower frequency band since the acceleration noise is relatively better estimated. And in the higher frequencies, the upper boundary of the signal would be limited by the uncertainties of the noise PSD.

Comparing the two plots in Fig. 6, the spectra reconstructed from the science case are more precise than the noise-only case. The first reason is that the science case employs a larger frequency band of regular TDI channels to achieve a better noise characterization. And the second reason is that parameters of modeled signals are directly inferred from data and the PSDs are reconstructed by substituting the inferred values into Eqs. (12) and (13). Although the PSDs are reconstructed with less precision from the noise-only combination, it may be still enough to identify a GW signal whose power exceeds the noise level. And this generic approach could mitigate the model dependence for an unexpected GW signal.

between two space detectors, such as the LISA-TAIJI network [59–61]. As an alternative approach, for single LISA mission, if the PSDs of instrumental noises are sufficiently characterized, the unforeseen signal may be discerned.

The noise-only case explored noise characterization by combining GW-insensitive data. In this case, only PSD of noise is reconstructed from the characterized noise components, and the injected galactic foreground and SGWB are treated as unmodelled signals. The reconstructions for the Michelson-A channel are shown in the lower panel of Fig. 6. The blue curve shows the reconstructed noise PSD in a 3σ confidence interval. Compared to the theoretical curve shown by magenta, the
pessimistic or more generic perspective, if the spectrum of an SGWB is unforeseen, then the well-characterized noises will be valuable for signal identification. As we examined in the noise-only case, the unexpected signal could be recognized and retrieved from noise-subtracted residual if its PSD exceeds the noise level. The galactic foreground, as a confusion noise for the LISA, surpasses the instrumental noise around 1 mHz, and it may be separated and removed from data by adopting this approach. Caveats for this investigation: the SGWB is presumed unlikely to be observed in the very low frequencies for LISA, and the GW-insensitive data in this band is utilized to characterize the noises. If the signal is present in the low-frequency band, alternative algorithms should be developed depending on the significance of the SGWB observation. The noise characterizations are performed by utilizing the pre-known noise spectral shapes, and the noise shapes may differ from the real mission operation. The noise analysis for LISA Pathfinder would improve our understanding of the noise models for the final mission 62.

In this investigation, we presume that all noises are Gaussian and stationary during three-year observation and the stochastic GW signals are isotropic. During the reality operation, non-stationary noise or glitches may happen, and the impact of glitches could also be mitigated by a TDI combination 63. For an anisotropic stochastic signal, we also expect its spectrum could also be separated from the well-characterized instrumental noises. On the other side, the first-generation TDI configurations, Michelson and Relay, are employed to characterize noises in this work. Their second-generation configurations could be required in realistic observation. Considering the second-generation TDI channel is constructed from two time-shifted first-generation channels, the coefficients of noise components are multiplied by a constant sinusoidal factor 64. The noise characterization achieved from the first-generation configurations may also be anticipated from the second-generation Michelson and Relay combination, and the relevant study will be fulfilled in our future work.
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**Appendix A: Response formulation of laser link to GW**

For a source locating at ecliptic longitude $\lambda$ and latitude $\theta$ (in the solar-system barycentric coordinates), the GW propagation vector will be

$$\hat{k} = -(\cos \lambda \cos \theta, \sin \lambda \cos \theta, \sin \theta).$$  \hspace{1cm} (A1)

The $+, \times$ polarization tensors of the GW signal combining source’s inclination angle $\iota$ are

$$e_+ \equiv O_1 \cdot \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \cdot O_1^T \times \frac{1 + \cos^2 \iota}{2},$$  \hspace{1cm} (A2)

$$e_\times \equiv O_1 \cdot \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \cdot O_1^T \times i(- \cos \iota),$$

with

$$O_1 = \begin{pmatrix} \sin \lambda \cos \psi - \cos \lambda \sin \theta \sin \psi & -\sin \lambda \sin \psi - \cos \lambda \sin \theta \cos \psi & -\cos \lambda \cos \theta \\ -\cos \lambda \cos \psi - \sin \lambda \sin \theta \sin \psi & \cos \lambda \sin \psi - \cos \lambda \sin \theta \cos \psi & -\sin \lambda \cos \theta \\ \cos \theta \sin \psi & \cos \theta \cos \psi & -\sin \theta \end{pmatrix},$$  \hspace{1cm} (A3)

where $\psi$ is polarization angle. The response to the GW in laser link from S/C$i$ to $j$ will be

$$y_{ij}^h(f) = \frac{\sum_p \hat{n}_{ij} \cdot e_p \cdot \hat{n}_{ij}}{2(1 - \hat{n}_{ij} \cdot \hat{k})} \times \left[ \exp(2\pi if(L_{ij} + \hat{k} \cdot p_i)) - \exp(2\pi if\hat{k} \cdot p_{ij}) \right],$$  \hspace{1cm} (A4)

where $\hat{n}_{ij}$ is the unit vector from S/C$i$ to $j$, $L_{ij}$ is the arm length from S/C$i$ to $j$, $p_i$ is the position of the S/C$i$ in the solar-system barycentric ecliptic coordinates.

**Appendix B: Independence of Relay from Sagnac for optical metrology noise characterization**

The TDI observables are supposed to be linear combinations of a set of generators ($\alpha$, $\beta$, $\gamma$, and $\zeta$) 8 11.
However, the PSD of a TDI data stream or CSD of two channels could not be linearly composed by the spectral densities of four generators. The TDI data streams beyond generators could have different performances on noise characterization. The Relay configuration is selected to explicate the changes for optical metrology noise characterization. To simplify the expressions, the acceleration noise components are ignored and the interferometric arms are assumed to be equal. Then the Sagnac-\(\alpha\) in Eq. (2) could be expressed as,

\[ \alpha = (n_{13}^{\text{op}} + Dn_{32}^{\text{op}} + D^2n_{21}^{\text{op}}) - (n_{12}^{\text{op}} + Dn_{23}^{\text{op}} + D^2n_{31}^{\text{op}}). \]  

(B1)

By assuming the different optical metrology noises are independent, and the PSD of a noise component is \(S_{ij}^{\text{op}} = \langle |\tilde{n}_{ij}^{\text{op}}|^2 \rangle\). The PSDs and CSDs between three generators (\(\alpha, \beta, \) and \(\gamma\)) will be

\[
\begin{bmatrix}
S_{\alpha\alpha} \\
S_{\beta\beta} \\
S_{\gamma\gamma} \\
S_{\alpha\beta} \\
S_{\alpha\gamma} \\
S_{\beta\gamma}
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
\cos 2x & \cos x & \cos 2x & \cos x & \cos x & \cos x \\
\cos x & \cos 2x & \cos x & \cos x & \cos 2x & \cos x \\
\cos x & \cos x & \cos x & \cos 2x & \cos x & \cos x
\end{bmatrix}
= M_{\text{Sagnac}}^{\text{op}}.
\]

The coefficient matrix, \(M_{\text{Sagnac}}^{\text{op}}\), is singular which means PSDs and CSDs from three Sagnac observables could not separately resolve the PSDs of six noise components. On the other side, the Relay data streams are linear combinations of the Sagnac observables, for instance, Relay-\(U\) [11].

\[
\tilde{U} = D\tilde{\gamma} - \tilde{\beta} = e^{ix}\tilde{\gamma} - \tilde{\beta}.
\]  

(B2)

Its PSD would be

\[
S_{UU} = (\tilde{U}^\ast \tilde{U}) = S_{\gamma\gamma} + S_{\beta\beta} - 2Re(e^{ix}\tilde{\gamma}^\ast \tilde{\beta}^\ast).
\]  

(B3)

We can realize the last term on the right side, \(Re(e^{ix}\tilde{\gamma}^\ast \tilde{\beta}^\ast)\), may not be a linear term of \(S_{\gamma\beta}\), and \(S_{UU}\) could not be linearly composed by the spectral densities of Sagnac channels. Specifically, the PSDs and CSDs of Relay observables will be,

\[
\begin{bmatrix}
S_{UU} \\
S_{VV} \\
S_{WW} \\
S_{UU} \\
S_{UV} \\
S_{VV}
\end{bmatrix} =
\begin{bmatrix}
0 & 4\sin^2 x & 4\sin^2 x & 4\sin^2 x & 0 & 4\sin^4 x \\
0 & 4\sin^2 x & 4\sin^2 x & 0 & 0 & 0 \\
4\sin^2 x & 4\sin^2 x & 4\sin^2 x & 0 & 0 & 0 \\
0 & -2\sin^2 x & -2\sin^2 x & 0 & 0 & 0 \\
0 & -2\sin^2 x & -2\sin^2 x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
= M_{\text{Relay}}^{\text{op}}.
\]

where the coefficient matrix, \(M_{\text{Relay}}^{\text{op}}\), is invertible when \(x \neq n\pi\), (for \(n = 1, 2, 3,...\)). Therefore, (except for particular frequencies), the Relay data streams could break the degeneracies between optical metrology noises and characterize these components individually. As we can conclude, although the Relay data streams could be yielded from Sagnac, the Relay would have better capacities for optical metrology noise characterization. Moreover, when the optimal channels are obtained from regular channels by applying Eq. (4), their spectral densities of optimal channels are linear transformation from spectral densities of regular channels \(\tilde{U}\), and the singular nonsingular property of the coefficient matrix will not be changed. The noise characterization from three optimal channels should be consistent with the results from the corresponding three regular data streams.
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