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Abstract—Differential orthogonal frequency division multiplexing (OFDM) is practically attractive for underwater acoustic communications since it has the potential to obviate channel estimation. However, similar to coherent OFDM, it may suffer from severe inter-carrier interference (ICI) over time-varying channels. To alleviate the induced performance degradation, we adopt the newly-emerging partial FFT demodulation technique in this paper and propose an eigendecomposition-based algorithm to compute the combining weights. Compared to existing adaptive methods, the new algorithm can avoid error propagation and eliminate the need for parameter tuning. Moreover, it guarantees global optimality under the narrowband Doppler assumption, with the optimal weight vector of partial FFT demodulation achieved by the eigenvector associated with the smallest eigenvalue of the pilot detection error matrix. Finally, the algorithm can also be extended straightforwardly to perform subband-wise computation to counteract wideband Doppler effects.
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I. INTRODUCTION

Currently, underwater acoustic (UWA) communication has been widely chosen as a standard solution for applications of oceanographic data collection. This can be attributed to the relatively low attenuation of acoustic waves in water compared to that of its electromagnetic or optical counterparts. However, the performance of UWA communication systems may be severely limited by two distortion effects of the UWA channels, namely, multipath spread and Doppler shift. Specifically, the multipath spread of the UWA channels is usually on the order of tens of milliseconds, which makes channel estimation and equalization very challenging to handle. On the other hand, due to the low velocity of acoustic waves (nominally 1500 m/s), the Doppler shift measured by the normalized carrier frequency offset is often on the order of $10^{-4}$ in UWA channels with mobile transceivers, which is several orders of magnitude greater than that in wireless radio channels.

To combat the long delay spread efficiently and achieve high-rate transmission over UWA channels, orthogonal frequency division multiplexing (OFDM) is a favorable modulation scheme. This is because OFDM can eliminate inter-symbol interference (ISI) introduced by a frequency-selective channel by transforming it into a set of parallel frequency-flat channels, and therefore enables simple one-tap equalization for each subcarrier. However, it is well known that the performance of OFDM systems may be significantly degraded over time-varying channels, where the orthogonality among subcarriers is no longer valid. To cope with the resulting inter-carrier interference (ICI), existing methods can be divided into two categories, according to their execution order relative to the OFDM demodulation based on the fast Fourier transform (FFT):

- Post-FFT methods are performed in the frequency domain (after OFDM demodulation). By recognizing that ICI in OFDM is analogous to ISI in single-carrier modulation (SCM), block equalization and serial equalization have been utilized to mitigate its effects.
- Pre-FFT methods are performed in the time domain (before OFDM demodulation). Among them, simple carrier frequency offset (CFO) compensation has been adopted in. Besides, a newly-emerging technique referred to as partial FFT demodulation was also proposed in, which can counteract more complicated time variations within each OFDM block.

More specifically, the partial FFT demodulation algorithm focuses on coherent OFDM detection. It divides each OFDM block into several non-overlapping subblocks, and then performs a weighted combining of the corresponding partial FFT outputs. Mathematically, it is equivalent to imposing a step-wise window in the time domain for each subcarrier before OFDM demodulation, and hence has the capability to alleviate ICI. This idea has also been extended to multiple-input multiple-output (MIMO) systems in. However, these partial FFT demodulation algorithms have to be coupled with channel estimation in the frequency domain. As a result, given the complex time-varying nature of the UWA channels, they may suffer a severe performance loss due to the channel estimation error.

Alternatively, differential OFDM is an attractive scheme since it has the potential to eliminate the need for channel estimation. However, similar to its coherent counterpart, differential OFDM is susceptible to channel time variations, and ICI mitigation has to be performed. To this end, the post-FFT methods are not favorable, because they necessitate channel estimation.
estimation for ICI equalization which contradicts the aim of introducing differential coding. On the other hand, it can be much easier in this scenario to exempt the pre-FFT methods from explicit channel estimation.

The emphasis of this paper is on the partial FFT demodulation for differential OFDM systems. So far, there has been not much research on this issue; and to the best of our knowledge, [18] is the first attempt to investigate its feasibility. As an important variant of its original version for coherent OFDM in [16], a stochastic gradient algorithm was designed in [18] to minimize the differential mean squared error (MSE) and update the partial FFT weights across subcarriers recursively. The follow-up work in [7] further enhanced the adaptive algorithm and used it for a multichannel receiver to exploit the spatial diversity gain. These previous works have shown the validity of partial FFT demodulation in compensating for the channel time variation in differential OFDM systems. However, since the differential MSE is not a convex function of the partial FFT weights, there will be no guarantee for these adaptive algorithms to converge close to the global optimum. Moreover, their performances will suffer from the error propagation effect caused by deep fading at some subcarriers, and from the sensitivity to the choice of parameters, such as the step size.

To solve the above problems, an eigendecomposition-based partial FFT demodulation algorithm is proposed for differential OFDM in this paper, which has the following features:

- The algorithm computes the combining weights of partial FFT demodulation in a non-adaptive manner based on pilot symbols. As such, it can avoid error propagation and eliminate the need for parameter tuning.
- When the Doppler effect at the receiver (after front-end resampling) can be approximately modeled as narrowband, the algorithm guarantees global optimality. It is shown that the optimal weight vector of partial FFT demodulation is the eigenvector associated with the smallest eigenvalue of the pilot detection error matrix.
- The algorithm can also be extended straightforwardly to the case where wideband Doppler effects cannot be ignored. In this case, subband-specific weight vectors are produced at the expense of an increased pilot overhead.

The remainder of this paper is organized as follows. In Section II, we present the differential OFDM signal model and the UWA channel model. In Section III, we describe the proposed partial FFT demodulation algorithm in detail, based on which the numerical simulation results are then presented in Section IV. Finally, conclusions are drawn in Section V.

Notation: $(\cdot)^*$ stands for conjugate, $(\cdot)^T$ for transpose, $(\cdot)^H$ for Hermitian transpose. We reserve $\left| \cdot \right|$ for the absolute value, $\left\| \cdot \right\|$ for the Euclidean norm and $\otimes$ for the Kronecker product. Also, we use $0_M, I_M, I_{M \times M}$ and $I_M (m)$ to represent the $M \times 1$ all-zero vector, the $M \times 1$ all-one vector, the $M \times M$ identity matrix and the $m$th column of $I_M$, respectively. In addition, $F_K$ denotes the $K \times K$ unitary DFT matrix, and $\text{diag} \{ \cdot \}$ denotes a diagonal matrix with $\cdot$ on its diagonal.

II. System Model

Consider a differential OFDM system with $K$ subcarriers. A simple scalar differential encoding scheme is applied here as in [7], [18]. To be specific, let $b_k$ and $d_k$ denote the original information symbol and the differentially coded symbol modulated on the $k$th subcarrier, respectively. Assuming that both $b_k$ and $d_k$ are drawn from the same normalized $Q$-ary phase-shift keying (PSK) constellation set $\mathcal{A} = \{a_0, a_1, \ldots, a_{Q-1}\}$ with $a_q = e^{j\pi q/2Q}$, $q = 0, 1, \ldots, Q - 1$, the generation of the differentially coded symbol $d_k$ follows the recursion

$$d_k = \begin{cases} b_k d_{k-1}, & 1 \leq k \leq K - 1, \\ a_0, & k = 0, \end{cases}$$

(1)

where $d_0$ is the known initial symbol in order to start the encoding process. Furthermore, by collecting all $K$ differentially coded symbols and defining $d = [d_0, d_1, \ldots, d_{K-1}]^T$, the baseband differential OFDM block $s = [s_0, s_1, \ldots, s_{K-1}]^T$ can be expressed as

$$s = F_K^H d.$$  

(2)

Finally, after insertion of a cyclic prefix (CP), the differential OFDM block is pulse shaped to the corresponding continuous-time signal, upconverted to the carrier frequency, and then transmitted through the UWA channel.

At the receiver, since UWA communication signals are wideband in nature, front-end resampling is often required to mitigate the time compression/dilation induced by time-varying channels [19]. After this operation, the residual Doppler effect can usually be treated as narrowband. For instance, under the channel assumption that path amplitudes are constant and a common Doppler scale is shared among all paths, it has been shown that the effect of time variation in wideband signals approximately reduces to a CFO after resampling [13]. Based on that, in this paper, we adopt a more general model in [4], [20], [21], which further eliminates the single-frequency restriction and uses a narrowband phase distortion to represent the post-resampling Doppler effect. Correspondingly, the received differential OFDM block (after downconversion and CP removal) can be written as

$$r = H s \hat{H} s + z,$$

(3)

where $\hat{H}$ is the $K \times K$ circulant channel matrix with first column equal to the channel impulse response (CIR) vector $h = [h_0, h_1, \ldots, h_L]$, appended by $K - L - 1$ zeros; $G = \text{diag} \{ g \}$ is the time-varying phase matrix with $g = [e^{j\phi_0}, e^{j\phi_1}, \ldots, e^{j\phi_{K-1}}]^T$ on its diagonal; $z$ is the noise vector with independent and identically distributed (i.i.d.) entries of zero mean and variance $\sigma^2$.

For clarity, let us first consider the time-invariant channel case where $G = I_K$. Since conventional OFDM demodulation uses a single $K$-point FFT, we define $x = F_K x$ and $u = F_K u$ accordingly. Recalling the fact that circular channel matrices can be diagonalized by FFT matrices, we obtain

$$x = H d + u,$$

(4)

where $H = \text{diag} \{ [H_0, H_1, \ldots, H_{K-1}] \}$ with diagonal entries $H_k = \sum_{l=0}^L h_l e^{-(2\pi j K/k)}$ for $k = 0, \ldots, K - 1$. Then, under the assumption that the channel does not change much over two consecutive subcarriers, i.e., $H_{k-1} \approx H_k$, it yields

$$x_k = x_{k-1} b_k + v_k,$$

(5)
for $1 \leq k \leq K-1$, where $v_k = u_k - u_{k-1} b_k$ is the differential noise term. It is easy to verify that the variance of $v_k$ is $2\sigma^2$, twice that of the original noise samples in the vector $\mathbf{z}$, which corresponds to the well-known 3-dB performance loss of differential detectors, relative to coherent detectors.

Based on (5), the maximum-likelihood (ML) detector for $b_k$ can be represented by

$$\hat{b}_k = \arg\min_{b \in \mathcal{A}} |x_k - x_{k-1} b|^2.$$  

(6)

Since the cardinality of $\mathcal{A}$ is $Q$, the complexity of optimal ML decoding for a differential OFDM block is about $O(QK)$. Moreover, from (5), we can readily arrive at another method to detect the information symbol $b_k$, i.e.,

$$\hat{b}_k = \frac{x_k}{x_{k-1}}, \quad \hat{b}_k = \text{dec}\{\hat{b}_k\},$$  

(7)

where $\text{dec}\{\cdot\}$ maps the point to the nearest constellation symbol. The complexity of this latter method is also linear in the number of subcarriers.

However, over time-varying UWA channels, the differential OFDM detection is much more complicated. This is a result of the presence of the matrix $\mathbf{G}$ in (5), and correspondingly the diagonal channel matrix $\mathbf{H}$ in (4) needs to be pre-multiplied by a circulant matrix $\mathbf{G} = \mathbf{F}_K \mathbf{G}\mathbf{F}_K^H$. In this case, the demodulated symbols in $x$ are no longer decoupled, and ICI elimination has to be performed before the differential decoding with (6) or (7). To cope with it, we focus here on the partial FFT demodulation for differential OFDM, which will be discussed in detail in the following section.

III. PARTIAL FFT DEMODULATION

A. The Existing Algorithms

The processing of partial FFT demodulation is depicted in Fig. 1. Specifically, the OFDM block is divided into $M$ subblocks in the time domain by applying $M$ non-overlapping rectangular windows, and the $m$th window is defined by

$$c_m = \mathbf{i}_M (m) \otimes \mathbf{1}_J,$$  

(8)

where $m = 0, \ldots, M-1$ and $J = K/M$. Then, unlike the conventional OFDM demodulation which performs a single FFT on the whole OFDM block, the partial FFT demodulation operates on each subblock in parallel. Accordingly, the demodulation output of the $m$th subblock takes the form

$$y_m = \mathbf{F}_K \mathbf{C}_m r,$$  

(9)

with $\mathbf{C}_m = \text{diag}\{c_m\}$. Moreover, in the frequency domain, weighted combining is performed on each subcarrier to mitigate ICI. Let us define $w_k = [w_{0,k}, w_{1,k}, \ldots, w_{M-1,k}]^T$ as the partial FFT weight vector and $\tilde{y}_k = [y_{0,k}, y_{1,k}, \ldots, y_{M-1,k}]^T$ where $y_{m,k}$ is the $k$th entry of the vector $y_m$. Then, the final demodulated symbol on the $k$th subcarrier can be written as

$$x_k = w_k^H \tilde{y}_k.$$  

(10)

As for computing the weight vector $w_k$, the differential OFDM systems in [7], [18] are based on the detector in [7], and adaptive algorithms are designed to minimize the differential MSE, i.e.,

$$E\left\{|\xi_k|^2\right\} = E\left\{|b_k - \hat{b}_k|^2\right\} \approx E\left\{|b_k - w_k^H \tilde{y}_k - w^H_{k-1} \tilde{y}_{k-1}|^2\right\}.$$  

(11)

In the second equation, it has been assumed that the channel time variation is highly correlated over adjacent subcarriers, and so is the weight vector, i.e., $w_k \approx w_{k-1}$.

Based on (11), the original stochastic gradient algorithm in [18] updates the weight vector recursively across $K$ subcarriers. When it operates in decision-directed mode, $\hat{b}_k$ in (11) is actually replaced by $b_k$ in (7). The algorithm may thus suffer from error propagation due to the deep fading in the channel frequency response. To this end, an improved stochastic gradient algorithm was presented in [7], which uses a scaled gradient combined with a thresholding method in order to mitigate abrupt weight changes caused by decision errors. However, unlike the classical MSE in coherent OFDM which is a convex quadratic function of the weight vector, the differential MSE in (11) is a non-convex function of $w_k$. Therefore, these algorithms cannot guarantee global optimality. In addition, the performance of these adaptive algorithms depends heavily on the choice of parameters, such as the step size, which may preclude them from practical use.
B. The Eigendecomposition-Based Algorithm

To solve the above problems, an alternative algorithm is proposed for computing the partial FFT weights based on eigendecomposition. Instead of using the detector in (7) as [7], [18], we here employ the ML detector in (6). Moreover, for ease of presentation, we assume at this point that the weight vector remains constant over all K subcarriers, i.e., \( w = w_0 = \ldots = w_{K-1} \), which is justified by the narrowband Doppler effect after resampling in [3]. Then, by inserting (10) into (6), the ML detector can be reformulated as

\[
\hat{b}_k = \arg \min_{b \in A} |w^H \tilde{y}_k - w^H \tilde{y}_{k-1} b|^2 \\
= \arg \min_{b \in A} w^H R_k(b) w,
\]

where we have defined the rank-1 error matrix

\[
R_k (b) = (\tilde{y}_k - \tilde{y}_{k-1} b) (\tilde{y}_k - \tilde{y}_{k-1} b)^H = e_k (b) e_k^H (b).
\]

The proposed algorithm uses I pilot symbols for computing the combining weights of partial FFT demodulation in a non-adaptive manner, by which the requirement of parameter tuning can be eliminated. Additionally, it is observed in (12) that, except for the pathological case when \( w = 0_M \), the ML symbol decision does not depend on the norm of the weight vector. We can thus simplify the weight computation by fixing \( \|w\| \) to any nonzero value. To be specific, define the index set \( \mathcal{K}_P = \{k_0, k_1, \ldots, k_I\} \), i.e., \( \{b_k | k \in \mathcal{K}_P\} \) are known to the receiver, and thus also the corresponding \( M \times I \) matrix \( E_P = [e_{b_0}(b_{k_0}), e_{b_1}(b_{k_1}), \ldots, e_{b_{k_I-1}}(b_{k_{I-1}})] \). The partial FFT weight vector can then be obtained by minimizing the total error energy of differential detection on all pilot symbols, i.e., by solving the following optimization problem

\[
\min_w w^H R_P w \\
\text{s.t.} \quad \|w\| = \sqrt{M},
\]

where \( R_P \) is the pilot detection error matrix defined as

\[
R_P = \sum_{k \in \mathcal{K}_P} R_k (b_k) = E_P E_P^H.
\]

As can be observed, the optimization problem in (14) is not convex either. However, since \( R_P \) is a Hermitian matrix, global optimality can actually be achieved in this special case [22]. The minimum value of (14) is \( M \lambda_{\text{min}} \), where \( \lambda_{\text{min}} \) is the smallest eigenvalue of \( R_P \). And the optimal partial FFT weight vector can be computed as

\[
\hat{w}_{\text{opt}} = \sqrt{M} v_{\text{min}},
\]

with \( v_{\text{min}} \) the normalized eigenvector associated with \( \lambda_{\text{min}} \). More discussions on this eigendecomposition-based algorithm are presented next.

1) Uniqueness of the Optimal Weight Vector: It can be seen that the conventional single-FFT demodulation corresponds to the feasible point \( w = 1_M \) in (14). When the channel is frequency-flat over adjacent subcarriers with time variations and noise absent, it is also an eigenvector associated with the smallest eigenvalue \( \lambda_{\text{min}} = 0 \). This is because \( R_P 1_M = 0_M \), and zero error energy is achieved perfectly here. We can thus say that the conventional single-FFT demodulation is sufficient to provide the ML performance in this simple case. In contrasts, over time-varying UWA channels, the all-one vector is probably not optimal and the partial FFT weights have to be computed as in (16) to mitigate the Doppler-induced ICI. Generally, the total error energy \( w^H R_P w \) in (14) can no longer be reduced to zero in practical cases. However, two issues on the uniqueness of \( \hat{w}_{\text{opt}} \) need to be noted here:

- First, at least \( I \geq M \) pilot symbols are required to make \( E_P \) have full row rank, and thus \( R_P \) positive definite. Otherwise, \( R_P \) is rank-deficient, i.e., \( \lambda_{\text{min}} = 0 \), and all the vectors in its null space may produce zero error energy \( w^H R_P w \) in (14). No valid weight vector can be determined in this case.

- Second, although rarely occurring, theoretically it is also possible that \( \lambda_{\text{min}} \) is positive, however, with multiplicity larger than one. In this case, there are multiple orthonormal eigenvectors associated with \( \lambda_{\text{min}} \), and the optimal weight vector \( \hat{w}_{\text{opt}} \) is not unique. The uncertainty can be easily overcome by reassigning \( M \) with a slightly different integer value (provided \( I \geq M \) still holds).

2) Bandwidth Efficiency and Complexity: Recall that, in coherent OFDM systems, pilot symbols are typically used to estimate the CIR, and thus their number directly depends on the channel delay spread. For instance, in (13), at least \( L + 1 \) pilot symbols are required in each OFDM block to facilitate block-by-block channel estimation. So, over UWA channels with extended multipath, this may lead to a significant loss of bandwidth efficiency. In comparison, here for the differential OFDM system, pilot symbols are introduced to compute the partial FFT weights with the requirement that \( I \geq M \). Since, in practice, the residual maximum Doppler shift after front-end resampling can usually be confined to less than the subcarrier spacing, typically selecting the number of partial FFT subblocks as \( M = 4 \sim 32 \) is enough for good Doppler compensation. Therefore, the pilot overhead incurred will be much smaller than that in coherent OFDM systems.

As for computational complexity, constructing \( R_P \) in (15) requires \( O(M^2 I) \) floating-point operations (flops). Furthermore, the eigendecomposition complexity of \( R_P \) is of order \( O(M^3) \) flops. Although cubic in \( M \), as stated previously that we can choose a small value of \( M \), and thus \( M \ll K \) in practice, the complexity of the proposed algorithm is actually not much and tractable.

3) Comparison with Existing Methods: At first sight, the resulting weight vector of the proposed algorithm seems to be a step-wise estimate of the channel time variation, i.e., \( \tilde{g} = \hat{w}_{\text{opt}} \otimes 1_J \). It may be reminiscent of the phase correction algorithm designed for SCM systems in [4], which estimates the time average of the phase distortion at each subblock in a decision-directed way. However, it should be noted that \( \hat{w}_{\text{opt}} \) obtained here does not strictly enforce unit-magnitude entries as the definition of \( g \) in (3). By imposing the relaxed constraint \( \|w\| = \sqrt{M} \) instead of \( \|w_m\| = 1, m = 0, \ldots, M - 1 \), where \( w_m \) is the \( m \)th entry of \( w \), the optimization problem in (14) can be solved much more efficiently. In addition, better performance of ICI mitigation is enabled with the enhanced
capability to accommodate other effects of channel time variation that cannot be aggregated into simple phase distortion.

Furthermore, compared with the stochastic gradient algorithms in [7], [18], this algorithm can guarantee the finding of a global minimum via eigendecomposition performed in a non-adaptive way. Therefore, it is free from the problems of premature convergence, error propagation and high sensitivity to parameter choice.

4) Extension for Wideband Doppler Effects: So far, we have assumed narrowband Doppler effects after front-end resampling at the receiver. As shown in (4), the diagonal matrix \( \mathbf{G} \) is used to model the common phase distortion on all \( K \) subcarriers. Therefore, unlike the algorithms in [7], [18], which update the weight vector subcarrier-wise, here the optimal weight vector is computed only once for each OFDM block. Although this narrowband Doppler model is usually sufficient for practical use, it is worth mentioning that the proposed eigendecomposition algorithm can also be extended straightforwardly to wideband Doppler scenarios, where the discrepancy of the post-resampling Doppler effect across subcarriers cannot be ignored. Specifically, in this case we divide the bandwidth of the differential OFDM system into \( N \) subbands. Each subband spans \( K / N \) subcarriers, among which \( I \) pilot symbols are placed. Then, assuming the narrowband Doppler model holds approximately on the subband level, we can again resort to (6) to compute the optimal partial FFT weight vectors specific to each subband, by which better performance of Doppler compensation can be expected at the expense of an increase in overhead (since at least \( MN \) pilot symbols are needed).

IV. NUMERICAL SIMULATIONS

In this section, numerical simulation results are provided to illustrate the bit error rate (BER) performance of the eigendecomposition-based partial FFT demodulation. In all following simulations, we investigate a differential OFDM system with \( K = 1024 \) subcarriers and constellation size \( Q = 4 \). A total bandwidth of \( B = 4096 \) Hz at a center frequency of 6 kHz is used. The subcarrier spacing is \( \Delta f = B/K = 4 \) Hz and the OFDM block duration is \( T = 1/\Delta f = 0.25 \) s. In addition, the UWA channel is assumed to have \( L + 1 = 48 \) taps with uniform power-delay profile, which corresponds to a maximum delay spread of \( \tau_{\text{max}} \). Thus, the coherence bandwidth can be coarsely calculated as \( B_c = 1/\tau_{\text{max}} \approx 87.1 \) Hz. Since \( \Delta f \ll B_c \), the channel frequency response can be considered constant over neighboring subcarriers, which justifies the differential detection in (5) or (7). Furthermore, the channel time variation here is simulated by a post-resampling Doppler scaling factor \( a \), and the nonuniform Doppler shift among subcarriers is taken into account explicitly. To be specific, the Doppler shift at the \( k \)th subcarrier of the OFDM signal is \( a f_k \), where \( f_k \) is the subcarrier frequency.

Fig. 2 compares the BER performance of the proposed eigendecomposition-based algorithm and that of the algorithm in [18]. Two sets of results, corresponding to Doppler parameter values \( a = 1.5 \times 10^{-5} \) and \( 2.5 \times 10^{-4} \), are presented. For fairness, both partial FFT demodulation algorithms fix the number of subblocks to \( M = 8 \) and use \( I = 32 \) pilot symbols. The only difference is that these pilots are placed with equal spacing \( P = K/I \) for the proposed algorithm, i.e., \( K_I = \{1, P + 1, \ldots, (I - 1)P + 1\} \), to capture Doppler distortion over the entire frequency band, while continuously assigned at the low frequency end for the algorithm in [18], i.e., \( K_I = \{1, 2, \ldots, I\} \), to perform initial training. Moreover, the BER curve of the conventional single-FFT demodulation (i.e., \( M = 1 \)) over the time-invariant channel is included as a benchmark. Compared to that, it can be seen that the performance of the algorithm in [18] suffers a significant degradation, and it is sensitive to the step size \( \mu \). On the other hand, the proposed algorithm always produces lower BERs than its adaptive counterpart due to the ability to achieve global optimality and immunity from error propagation.

Fig. 3 illustrates the BER performance of the proposed algorithm as a function of the number of subblocks \( M \) for various values of the Doppler scaling factor \( a \) ranging from \( 1 \times 10^{-4} \) to \( 5 \times 10^{-4} \). Here, the signal-to-noise ratio (SNR) is fixed at 25 dB. And to guarantee \( I \geq M \), the number of pilot symbols is set to \( I = 128 \). It is interesting to observe that, similar to the partial-FFT demodulation methods for the coherent OFDM systems in [16], [17], there exists
Fig. 4. BER performance of the proposed algorithm in the wideband scenario with the Doppler scaling factor $a = 5 \times 10^{-4}$.

performance saturation for the differential OFDM system as $M$ increases. An excess value of $M$ may lead to weight overfitting, i.e., tracking the differential noise in (5) and the frequency response mismatch between adjacent subcarriers instead of the channel time variation, and thus impairs the system performance. As mentioned in Section III, we usually choose $M = 4 \sim 32$ for practical use.

Fig. 4 shows the performance of explicit wideband Doppler compensation of the proposed algorithm. As in Fig. 2, we fix the number of subblocks to $M = 8$. Also, to make the results more visible, the Doppler scaling factor is set to a relatively large value $a = 5 \times 10^{-4}$. In this case, the frequency shift at the lowest subcarrier of the differential OFDM system is about $\Delta f / 2$, while about $\Delta f$ at the highest subcarrier; hence, the wideband Doppler effect is quite evident and should not be ignored. To counteract its impact, we group the $K$ subcarriers into various numbers of subbands $N = 1, 2, 4$ and 8, in each of which $I = 32$ pilot symbols are allocated. As expected, the system performance improves as $N$ increases. However, it can also be observed that, the performance gain thus obtained becomes trivial when the number of subbands reaches a certain value ($N = 4$ in this example). It implies that the narrowband assumption can now be held accurately enough in each subband. Therefore, from the practical point of view, no further increase in $N$ is needed, and a suitable value of $N$ can be easily determined in advance.

V. CONCLUSIONS

An eigendecomposition-based partial FFT demodulation algorithm is proposed in this paper for differential OFDM to combat ICI over time-varying UWA channels. The algorithm incurs only a moderate pilot overhead and low complexity. Numerical simulation results demonstrate its performance superiority over existing adaptive methods and the rationale for choosing the algorithm parameters.
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