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Abstract: Due to impressive performance, deep neural networks for object detection in images have become a prevalent choice. Given the complexity of the neural network models used, users of these algorithms are typically given no hint as to how the objects were found. It remains, for example, unclear whether an object is detected based on what it looks like or based on the context in which it is located. We have developed an algorithm, Surrogate Object Detection Explainer (SODEx), that can explain any object detection algorithm using any classification explainer. We evaluate SODEx qualitatively and quantitatively by detecting objects in the COCO dataset with YOLOv4 and explaining these detections with LIME. This empirical evaluation does not only demonstrate the value of explainable object detection, it also provides valuable insights into how YOLOv4 detects objects.
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1. Introduction

YOLO (you only look once) [1,2] is the most popular object detection algorithm, and the results from YOLO are quite impressive. After training on a body of labeled images (labeled with bounding boxes and classes), YOLO precisely detects objects of any kind in milliseconds and can, thus, even be used for real-time object detection in videos. YOLO, thereby, processes input similar to human sight, and it is one of the tools that really provide an impression that Artificial Intelligence (AI) is already among us.

YOLO is not based on a clear theoretical model for object detection but represents the cumulative result of many incremental versions tested and tuned in practical use. In other words, YOLO is a fine-tuned aggregation of methods from object detection that has been demonstrated to work well on real images.

YOLO uses the whole image for object detection, and a user of YOLO is not given any hint as to how a detection was made, for example, what pixels or areas of the image were used to detect a given object.

Through experiments, we have seen YOLO detect very blurry objects. Initially, we found it hard to grasp how YOLO was able to do this and whether something was wrong with the data or the trained model. We were also interested in using YOLOs class score (an indication of how much YOLO believes in the detection) to make a statement about the detected object. Specifically, we wanted to detect broken objects. Assuming broken objects would not follow the visual patterns of normal objects, we assumed they would get a lower class score, in other words, a kind of object outlier detection. In both situations, we found it challenging not to know which pixels YOLO uses to make the detections. We did not know whether YOLO uses the overall structure of the detected object, a single recognized pattern within the object, the context of the object (pixels outside the object), or a complex combination of all of them. These challenges motivated us to look into explaining YOLO.

Since YOLO is a moving target that is continuously changed and improved, we wanted to develop an explainer for YOLO that is independent of YOLOs internals (i.e., a model-agnostic, black box, object detection explainer [3]). Our algorithm, Surrogate Object
Detection Explainer (SODEx), defines a surrogate classifier model from a single object detection in YOLO and explains an object detection using a black-box classifier explainer such as LIME [4]. For each detected object, we explain the prediction by determining and highlighting the regions that contributed the most and the least to the class score.

In this article, we explain YOLOv4 [2] with LIME, but our method is general and independent of either. The SODEx algorithm can explain any object detection algorithm that provides a bounding box and a score using any model-agnostic classifier explainer. Our experiments on YOLOv4 and COCO dataset ([5]) demonstrate how explanations from SODEx provide valuable insight into both YOLO and the detected objects.

In summary, our contributions are:

• To the best of our knowledge, the first instance of an object detection explainer.
• An abstract algorithm that explains virtually any object detector with any classification explainer.
• Insights on YOLO’s object detection exemplified with explanations for images from the COCO dataset.

2. Background

2.1. YOLO

Deep Neural Networks (DNNs) are popular for developing object detection algorithms. Object detection algorithms extract important information to solve computer vision problems such as object classification, localization, and recognition [6]. In the last two decades, many deep neural network models for object detection have evolved, improving the intelligence of machine vision systems. Examples of such are faster R-CNN [7], RetinaNet [8], Single Shot MultiBox Detector (SSD) [9], and You Only Look Once (YOLO) [1]. Among the aforementioned state-of-the-art object detection algorithms, YOLO stands out regarding its ability to run on low-power devices, its real-time performance, and its accuracy [10].

At its core, YOLO is based on a Convolution Neural Network (CNN). This layer predicts a fixed number of boxes and class probabilities. YOLO divides the image into \( S \times S \) grid cells. Each grid cell is responsible for detecting a fixed number of objects with their center inside the grid cell. The output of the core layer of YOLO is a large number of boxes and class probabilities, each in the form:

\[
[p_c, b_x, b_y, b_w, c_1, c_2, ...]
\]

where \( b_x \) and \( b_y \) are the coordinates of the center of a detected object, \( b_w \) and \( b_h \) are the height and width of the bounding box, \( c_1, c_2, ... \) are the class probabilities, and \( p_c \) is the object probability, YOLOs estimated probability that there is an object in the given position. The core neural network is trained on images where objects are labeled with bounding boxes, object probability 1, and class probability 0 for all but for the correct class, which is labeled by 1. The loss function balances the bounding box precision, the object probability precision, and the class probability precision.

Having the neural network detect a fixed number of objects, on the one hand, eases training and allows different parts of the network to specialize in different shapes, etc. On the other hand, it results in many detected objects, some overlapping and some with very low object probability.

After predicting a large number of objects, YOLO first filters away objects with a class score below some pre-set threshold,

\[ c_{\text{score}} = p_c \cdot c_x \]

where \( c_x \) is the class probability for a given class. \( c_{\text{score}} \) indicates how likely it is that there is an object of the specific class in the given position.

In the third part of the algorithm, denoted non-maximum suppression, YOLO first removes low probability objects. Then, to remove overlapping objects that might detect the
same real object in the image, YOLO keeps the objects with the highest object probabilities $p_c$ and removes objects that overlap with an intersection of union (iou) above a pre-set threshold. iou is defined as follows:

$$iou(I_1, I_2) = \frac{|I_1 \cap I_2|}{|I_1 \cup I_2|}$$

where $I_1$ and $I_2$ are images as collections of pixels.

Finally, YOLO returns a list of bounding boxes, each with the predicted class and the corresponding class score.

The above is a description of YOLOs overall components and structure, but YOLO comes in multiple versions with variations, particularly in the core neural network.

The YOLO algorithm was first introduced by [1], in which they unify the region classification proposals into a single neural network for class probabilities and bounding boxes prediction. To increase robustness of the algorithm, [11] proposed YOLO9000 (also called YOLOv2). They added features such as a high-resolution classifier, fine gradients, dimension clustering, and added batch normalization for faster learning and detection. Ref. [12] introduced a darknet-53 based YOLOv3 model, which increases accuracy and real-time performance of YOLO-DNN (The Convolutional Neural Network in the core of YOLO). Finally, and recently, [2] added extra features into the YOLO network and introduced a CSPdarknet-53 based YOLOv4, which further improves the speed and accuracy of the network. In this article, we use and explain YOLOv4.

2.2. LIME

Models in supervised learning have become increasingly complex. Consequently, many users find it hard to explain the predictions of a model, i.e., to understand why a model predicts as it does. Especially deep learning models have been criticized for their lack of interpretability.

This has led to a new type of method that seeks to explain previously uninterpretable models [13]. The primary value propositions of explanations are: Increased trust from users, ensuring ethical and fair decision making, additional data insight, insight into model transferability, and model debugging.

A plethora of methods exists that will explain uninterpretable models. Some of these explanations take their outset in the specific model, while others are model agnostic. Some explain the whole model while others explain locally, e.g., single predictions.

A popular type of explanations are local model-agnostic explanations. We use Local Interpretable Model Explanation (LIME) [4], which is a local model-agnostic method for explaining single predictions.

One major advantage of model-agnostic explanations is that the users do not need to understand the model being explained. This makes it possible to explain very complex models for which it may be impossible to interpret the internals. The advantage with local models is that the model being explained may globally be very complex but locally (i.e., around a single prediction) is simpler and easier to explain. A model may, for instance, locally be assumed to behave approximately linear. This assumption is at the core of LIME.

LIME explains a single prediction with a linear surrogate model. The surrogate model is trained with a version of LASSO [14] to enforce sparsity, as sparsity is associated with higher interpretability. By weighting each sample in training with an exponential kernel on the L2 (or cosine distance for text) distance to the object under explanation, the surrogate model is localized.

The linear model coefficients are finally interpreted as feature importance, either in favor of (positive) or against (negative) the predicted class.

When used for explaining images, LIME first segments the image into superpixels using a segmentation algorithm of choice, e.g., Quickshift [15]. LIME then defines a set of superpixel features, each running from 0, meaning the superpixel is greyed out to 1, meaning the superpixel is untouched. An explanation, therefore, is a weighting of the
superpixels and can, e.g., be visualized by showing top and bottom superpixels in green and red, cf. Figure 1.

(a) Top-Bottom explanatory superpixels.  
(b) Superpixel explanation weights.

Figure 1. ($c_{\text{score}} = 0.91, r_{\text{ratio}} = 3.914, w_{\text{diff}} = 0.00554$) YOLOv4 has detected a person in a street. With a class score of 0.91 YOLOv4 is relatively confident that there is a person in this position. YOLOv4 has primarily used pixels inside the detected box in the detection ($r_{\text{ratio}} = 3.914$), and pixels inside the detected box are on average more positive towards the object than pixels outside the box ($w_{\text{diff}} = 0.00554$). Looking at the explanations we see that YOLOv4 primarily used the upper body, the visible hand, and the visible leg to detect the person. The visible lower arm and a region close to the leg can put YOLOv4 in doubt about the detection.

3. Method

We propose an abstract algorithm, Surrogate Object Detection Explainer (SODEx), which can explain any object detection algorithms with any classifier explainer. In this article, we instantiate this abstract algorithm to explain YOLOv4 with LIME.

LIME explains image classification as described in Section 2.2, but YOLOv4 detects objects in an image and not image classes (Section 2.1). To explain a detected object in YOLOv4 (the object under explanation), we introduce a surrogate binary classifier for the object under explanation (Algorithm 1).

Algorithm 1 Surrogate Binary Classifier (SBC)

```plaintext
1: function $SBC_{\text{oue}}(I)$ .
2:     objects $\leftarrow$ YOLO.FIND_OBJECTS($I$)
3:     if objects is empty then
4:         return 0
5:     end if
6:     iou$_{\text{max}}$ $\leftarrow$ -1
7:     c$_{\text{score}}$ $\leftarrow$ 0
8:     for all object $\in$ objects do
9:         iou $\leftarrow$ IOU(object.bbox, oue.bbox)
10:        if iou > IOU$_{\text{MIN}}$ $\wedge$ iou > iou$_{\text{max}}$ $\wedge$ object.class = oue.class then
11:            iou$_{\text{max}}$ $\leftarrow$ iou
12:            c$_{\text{score}}$ $\leftarrow$ object.score
13:        end if
14:     end for
15:     return c$_{\text{score}}$
16: end function
```

3.1. Surrogate Binary Classifier (SBC)

SBC takes in an image and derives a score that indicating how likely it is the image contains the object under explanation ($c_{\text{score}}$).

With YOLOv4, the surrogate detects every object in the image. For each detected object the surrogate classifier calculates the Intersection Over Union (iou) (see Section 2.1).
If at least one object was detected that has an iou with the object under explanation above some threshold $IOU_{MIN}$ (set to 0.4 in our experiments), the object with the highest iou is assumed to be the object under explanation, and the class score from YOLOv4 is returned as the class score $c_{score}$.

3.2. Surrogate Object Detection Explainer (SODEx)

Explaining a detected object in YOLOv4 is now just constructing and explaining the surrogate binary classifier for the object under explanation, Algorithm 2.

Algorithm 2 Surrogate Object Detection Explainer (SODEx)
1: function SODEx(obj)
2:     seg_alg ← QUICKSHIFT or another segmentation algorithm
3:     classifier ← $SBC_{obj}$
4:     explanation ← LIME.EXPLAIN(classifier, seg_alg, obj)
5: end function

3.3. What Are We Explaining?

Since SODEx explains the surrogate model and not directly the object detection with YOLOv4, the natural question is, what are we really explaining? When we explain a classifier with LIME, LIME implicitly defines a measure for how much “influence” each feature (in this case pixels) locally has on the class probability. Since the SBC retrieves a class score for the object under explanation from YOLOv4, explaining the SBC is similar to explaining the class score from YOLOv4. In other words, SODEx explains YOLOv4’s class score, which indicates how much YOLOv4 considers it likely that the box contains an object of the predicted class. We believe this is well aligned with how users will perceive an explanation of an object.

An inherent limitation is that the SBC cannot ensure that the returned object probability stems from YOLOv4 detecting the same object: YOLOv4 might, for some variations of the image, not even detect the object, in which case the SBC returns probability 0. This adds to the uncertainty of the explanation but does not change what SODEx explains.

4. Qualitative Evaluation of Explanations

To demonstrate how explanations from SODEx work, we have trained YOLOv4 to recognize persons in the COCO dataset and explained with SODEx how YOLOv4 does the detection.

For our experiments, we filtered all images from the COCO 2017 training and validation dataset referenced from the person-with-keypoints annotation files. We further kept only those images that contained at least one real (i.e., not annotated with “iscrowd”) person of reasonable size (here, with an area between $\frac{1}{3}$ and $\frac{2}{3}$ of the total image area). This filtering was implemented after the first qualitative evaluations of explanations in order to ensure a certain quality standard for the images showing persons, as well as for the stability and quality of the explanations obtained.

We fine-tuned YOLOv4 with the filtered training images to recognize the person class. Then we applied SODEx on the filtered validation images to explain all detected objects of the person class. We use the fine-tuned YOLOv4 model for object detection and LIME for explanations, with Quickshift [15] as the image segmentation algorithm to be used by LIME. We have experimented with different parameter settings of YOLOv4, LIME and Quickshift, but to prevent overfitting the results presented in this paper are the result of the default settings in the implementations we have used (Our implementation of SODEx is available at https://github.com/JonasSejr/SODEx, accessed on 4 August 2021). SODEx itself only has one parameter, $IOU_{MIN}$, which is set to 0.4 in our experiments.

Figures 1–4 show four images explained with SODEx, LIME, and Quickshift.
Figure 2. \((c_{\text{score}} = 0.97, i_{\text{ratio}} = 1.501, w_{\text{diff}} = 0.00131)\) YOLOv4 has detected a tennis player and is very confident about the detection. A hand, arms, and a part of the leg are the most influential regions when YOLOv4 detects this object. Three regions in the background have a negative effect on the detection. This could either be the result of random noise or YOLOv4 use of the context of the detected object.

Figure 3. \((c_{\text{score}} = 0.92, i_{\text{ratio}} = 1.92, w_{\text{diff}} = 0.00044)\) The images show the detection of the leftmost person. The legs are the most influential when YOLOv4 detects the object. Again, the head has less importance than the lower body and arms. A region that is part of the person behind the detected person has the highest negative effect on the detection. It makes sense that YOLOv4 is confused by the person behind, or, in other words, removing the person would make YOLOv4 more confident.

Figure 4. \((c_{\text{score}} = 0.98, i_{\text{ratio}} = 0.99, w_{\text{diff}} = 0.00052)\) YOLOv4 is very confident in the detection of the rightmost person. Contrary to the other detections, the head has the highest weight. Arms are less important even though they are very visible in the image.

The images to the left show the original image with the most important superpixels highlighted. The superpixels contributing positively are highlighted in green, while those
that contribute negatively are highlighted in red. In other words, removing (i.e., greying out) the green superpixels will make YOLOv4 less sure in its detection of the object under explanation, while removing the red pixels will make YOLOv4 more sure in its detection.

The images to the right are heat maps visualizing the weight of each pixel in the explanation from LIME. The heat map also shows the detected bounding box. The in–out importance ratios ($i_{ratio}$) and in–out weight differences $w_{diff}$ (Section 5), as well as class scores ($c_{score}$) are given in the caption.

The general impression when qualitatively evaluating the explanations for the top-ranked (w.r.t. class score) 200 objects is that most objects are detected based on positively contributing superpixels inside the detected bounding boxes and, typically, on the people detected. This is the case in Figures 1–4 with the exception of a few superpixels. In many cases, some superpixels close to the person are also relevant. These, however, typically affect the detection negatively. This is, for example, the case in Figure 3, where another person behind the detected person affects the detection negatively, i.e., it confuses YOLOv4 that there is another person in such proximity. We see the same issue in Figure 1, where a superpixel close to the leg of the person contributes negatively to the detection.

In general, we can conclude from the qualitative review of the explanations that extremities (arms and legs) seem to play an important role when YOLOv4 detects people. This could be because these are large recognizable structures that most images in the training set feature. The head and face seem to be used less frequently, even though it is, e.g., the most important factor in Figure 4.

In quite a few images, we also have observed superpixels with negative contributions in regions we cannot relate to the detected object. This hints at a certain amount of context-dependency of the object detection.

Before evaluating the explanations of the images, we expected that YOLOv4 would not only use superpixels on the detected object but also superpixels outside such that, e.g., if there were a bicycle, the probability to detect a person might increase. This does not seem to be the case.

5. Quantitative Evaluation of Explanations

With the impression from the qualitative evaluation in mind, we set out to look at the general tendencies when YOLOv4 detects objects. To do this, we defined two statistics: the in–out importance ratio ($i_{ratio}$) and the in–out weight difference $w_{diff}$. The in–out importance ratio ($i_{ratio}$) denotes how important (in either negative or positive direction) pixels inside the bounding box are (the internal causes) compared to the pixels outside (the context causes).

The in–out importance ratio defines the ratio between the sum of absolute weights of the pixels inside the box divided by the sum of absolute weights of the pixels outside, i.e., how much more important is the bounding box versus the context in determining if there is an object.

$$i_{ratio} = \frac{\sum_{p \in \text{box}} |\text{weight}(p)|}{|\text{box}|} / \frac{\sum_{p \notin \text{box}} |\text{weight}(p)|}{|\text{box}^c|}$$

The in–out weight difference is defined as the difference in the average weight inside minus outside and tells us if the bounding box is determined from inbox pixels or from out-of-box pixels.

$$w_{diff} = \frac{\sum_{p \in \text{box}} \text{weight}(p)}{|\text{box}|} - \frac{\sum_{p \notin \text{box}} \text{weight}(p)}{|\text{box}^c|}$$

Figure 5 visualizes the distribution of the in–out importance ratio in our test dataset. It is clear that, in this dataset, YOLOv4 primarily uses the inbox pixels in detecting the objects. None of the bounding boxes detected in the test set have higher average importance of pixels outside the box. The image with the highest score is the image presented in Figure 1 with nearly four times more weight of the pixel inside the detected box.
Furthermore, when we look at the real values of the weights (Figure 6), the average weight inside the bounding boxes is higher than outside, i.e., not only are the pixels inside the bounding box more important, but they also in general, affect YOLOs trust in its prediction positively compared to out of box pixels. This emphasizes that for this dataset, YOLO primarily detects base on the looks of the object. In a few cases, though, the context is more important. This can be attributed to the fact that superpixels sometimes cross the boundaries of the bounding box and, in some cases, especially for low class scores, we have seen somewhat random explanations.

Figure 5. in–out importance ratio measures the importance (absolute weight) inside the detected bounding box relative to the importance of pixels outside the detected box. The figure show that for every detected object in the test set, the pixels inside the bounding box contribute more to the decision.

Figure 6. in–out weight difference is the average explanatory weight inside the detected bounding box minus the average explanatory weight of pixels outside the detected bounding box. The figure shows that pixels inside the detected box in general contribute more in favor of there being an object of the specific type in the specific position.

6. Conclusions and Outlook

We have developed an algorithm, SODEX, that can provide black box explanations to object detection algorithms. We do not have a way to evaluate explanations quantitatively, but our experiments with SODEX, YOLOv4, LIME, and QuickShift on selected images from the COCO dataset show explanations that correlate with our intuition. The most important pixels are typically legs, arms, and heads. Quantitatively, we have seen that when we look at absolute pixel importance and pixel weight on the given dataset, pixels inside the detected box are more important in detecting the object and, in general, are more in favor of the detected object than pixels outside the box.
We chose to explain object detection based on the YOLOv4’s class score, which is a number that indicates how much YOLOv4 believes the object is located in the specific position and belongs to the predicted class. Using SODEx for other object detectors, the user will have to determine a score that will indicate the confidence of the detection.

Our experiments show that the explanations using YOLOv4’s class score seem reasonable. However, other aspects could have been used, e.g., the deviation of the box could be taken into account in the surrogate classifier. The advantage of using a single statistic variable is that it is simple and concise, and there is no need for parameter tuning. Future research could look into explaining other aspects of object detectors and YOLOv4.

Our experiments use LIME and Quickshift for explaining, and, therefore, the explanation’s semantics has to be interpreted relative to how LIME sees an explanation and how Quickshift divides the image. Other explainers will provide different results. When we explain YOLOv4 trained on the COCO dataset, it is a philosophical question whether we explain YOLOv4 or the COCO dataset. Therefore, it would be interesting to see research that includes experiments with SODEx using a different explainer, a different object detector or a different dataset.

As an example, it is conceivable that, while YOLOv4 was found to rely mostly on pixels inside the bounding box for the COCO dataset, it might be that YOLOv4 on another dataset would pay more attention to the context of the objects.

Our contribution initiates and enables such types of experiments, as it provides an easy approach to explaining object detectors. We look forward to seeing future research in explainable object detection.
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