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Abstract
We introduce a new stick-breaking construction for inhomogeneous continuum random trees. This new construction allows us to prove the necessary and sufficient condition for compactness conjectured by Aldous et al. (Probab Theory Relat Fields 129(2):182–218, 2004) by comparison with Lévy trees. We also compute the fractal dimensions (Minkowski, Packing, Hausdorff).
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1 Introduction

Since the pioneer work of Aldous in [1], the study of continuum random trees (CRT) is considered as a powerful tool to study properties of large random discrete trees. In particular, it has been conjectured in [1], that the Brownian CRT is a universal limit for numerous models of trees with large height. This has been verified over and over. Furthermore the Brownian CRT model has been extended, for discrete trees with smaller height, toward two main distinct directions. On the one hand, Lévy trees are introduced, in Le Gall Le Jan [2] (see also Le Gall Duquesne [3, 4] for an extensive treatment), as limits of Galton-Watson trees. On the other hand, inhomogeneous continuum random trees (ICRT) are introduced by Aldous, Camarri and Pitman, in [5, 6], as limits of \( \mathcal{P} \)-trees. Those two distinct but similar models leave the following main problem: Finding a universal model for limits of random discrete trees (with no restriction on the height).
To solve this problem, we prove in a forthcoming paper [7], that ICRT appears as limits of uniform random trees with fixed degree sequence. Since many models of interest can be studied under the spectrum of those trees, this proves that ICRT are universal. In particular Lévy trees are ICRT with random parameters. The aim of the present paper is twofold: obtain refined information about the ICRT, the universal limit object in particular concerning compactness and fractal dimensions, and introduce some tools for convergence that will be used in [7].

Our main results are derived from a new version of the stick-breaking construction of the ICRT from Aldous, Pitman [5]. Stick-breaking constructions generate a $\mathbb{R}$-tree (a loopless geodesic space see Le Gall [8] for an extensive treatment) and are separated in two steps:

- The line $\mathbb{R}^+$ is first cut into the segments (“sticks”) $[0, Y_1], (Y_1, Y_2], (Y_2, Y_3], \ldots$
- The segments are then re-arranged sequentially in a tree-like fashion by gluing $(Y_i, Y_{i+1}]$ at a point $Z_i \leq Y_i$. (see Fig. 1)

Such a construction has been introduced by Aldous [1] for the Brownian CRT. Recently Amini, Devroye, Griffiths, Olver in [9] studied a case where cuts are fixed with $(Y_{i+1} - Y_i)_{i \in \mathbb{N}}$ decreasing. The condition of monotonicity has been removed by Curien and Haas in [10] where they construct a probability measure on $\mathcal{T}$, give a sufficient criterion for compactness of $\mathcal{T}$ and compute the Hausdorff dimension of $\mathcal{T}$. We use similar methods in a setting where cuts and glue points are generated according to a random measure $\mu$ on $\mathbb{R}^+$.

Plan of the paper In the next section we present the new construction for ICRT. Our main results are then stated in Sect. 3. In Sect. 4 we study the measure $\mu$ and cuts. A probability measure is constructed from $\mu$ in Sect. 5. The compactness and fractal dimensions are the topics of Sects. 6 and 7 respectively.

\section{Model and definition of the fractal dimensions}

\subsection{The ICRT and its construction}

Let us first present a generic deterministic stick-breaking construction. It takes for input two sequences in $\mathbb{R}^+$ called cuts $y = (y_i)_{i \in \mathbb{N}}$ and glue points $z = (z_i)_{i \in \mathbb{N}}$, which satisfy

$$\forall i < j, \; y_i < y_j; \; y_i \to \infty; \; \forall i \in \mathbb{N}, \; z_i \leq y_i,$$

and creates an $\mathbb{R}$-tree by recursively “gluing” segment $(y_i, y_{i+1}]$ at position $z_i$ (see Fig. 1), or rigorously, by constructing recursively a consistent sequence of distances $(d_n)_{n \in \mathbb{N}}$ on $([0, y_n])_{n \in \mathbb{N}}$.

\begin{algorithm}
\textbf{Generic stick-breaking construction.}

\begin{itemize}
    \item Let $d_0$ be the trivial distance on $\{0\}$.
\end{itemize}
\end{algorithm}
For each $n \geq 1$ define $d_n$ on $[0, y_n]$ such that for each $x \leq y$:

$$d_n(x, y) := \begin{cases} 
  d_{n-1}(x, y) & \text{if } x, y \in [0, y_{n-1}] \\
  d_{n-1}(x, z_{n-1}) + |y - y_{n-1}| & \text{if } x \in [0, y_{n-1}], y \in (y_{n-1}, y_n) \\
  |x - y| & \text{if } x, y \in (y_{n-1}, y_n)
\end{cases}$$

where by convention $y_0 := 0$ and $z_0 := 0$.

- Let $d$ be the unique metric on $\mathbb{R}^+$ which agrees with $d_n$ on $[0, y_n]$ for each $n \in \mathbb{N}$.
- Let $\text{SB}(y, z)$ be the completion of $(\mathbb{R}^+, d)$.

**Remark** There is a more general way of gluing metric space. (see [11] for definition or [12] for similar work in this context). We prefer to work directly on $\mathbb{R}^+$ for practical reasons.

Now, let $\Omega$ be the space of sequences $\{\theta_i\}_{i \in \mathbb{N}}$ in $\mathbb{R}^+$ such that:

$$\sum_{i=0}^{\infty} \theta_i^2 = 1; \quad \theta_1 \geq \theta_2 \geq \ldots; \quad \theta_0 \neq 0 \quad \text{or} \quad \sum_{i=1}^{\infty} \theta_i = \infty.$$

The ICRT of parameter $\Theta \in \Omega$ is the random $\mathbb{R}$-tree constructed via the following algorithm.

**Algorithm 2** Classical construction of the $\Theta$-ICRT from [5, 6]

- Let $(A_i, B_i)_{i \in \mathbb{N}}$ be a Poisson point process of intensity $\theta_0^2$ on $\{(a, b) \in \mathbb{R}^+: b \leq a\}$.
- Let $((A_i, j)_{j \in [0, \infty)} : i \in \mathbb{N})$ be a family of independent Poisson point processes of intensity $(\theta_i)_{i \in \mathbb{N}}$ on $\mathbb{R}^+$ and independent of $(A_i, B_i)_{i \in \mathbb{N}}$.
- Sort the elements of the (almost surely) locally finite set $\bigcup_{i=1}^{\infty} \{A_i\} \bigcup_{i=1}^{\infty} \bigcup_{j=1}^{\infty} \{A_i, j\}$ as $U = (U_i)_{i \geq 1}$ with $U_1 < U_2 < \ldots$.
- For $i \geq 1$, let $V_i = \begin{cases} 
  B_j & \text{if } U_i \text{ is of the form } A_j \\
  A_{i, 0} & \text{if } U_i \text{ is of the form } A_{i, j}
\end{cases}$ and let $V = (V_i)_{i \geq 1}$.
- The (old) $\Theta$-ICRT is defined as $(T^*, d^*) = \text{SB}(U, V)$.

For technical reasons, it is convenient to deal with the following alternative construction.

**Algorithm 3** New construction of the $\Theta$-ICRT
Let \((X_i)_{i \in \mathbb{N}}\) be a family of independent exponential random variables of parameter \((\theta_i)_{i \in \mathbb{N}}\).

Let \(\mu\) be the measure on \(\mathbb{R}^+\) defined by
\[
\mu = \theta_0^2 dx + \sum_{i=1}^{\infty} \delta_{\theta_i}.
\]

For each \(l \in \mathbb{R}^+\) let \(\mu_l\) be the restriction of \(\mu\) to \([0, l]\).

Let \((Z_i)_{i \in \mathbb{N}}\) be a family of independent random variables with respective laws \(\mu_{Y_i}\) on \([0, Y_i]\), \(i \in \mathbb{N}\).

The (new) \(\Theta\)-ICRT is defined as \((T, d) = SB(Y, Z)\).

Remarks

- The construction may fail because \(\mu([0, l])\) may be infinite for some \(l\). However, since \(\mathbb{E}[\mu([0, l])] < \infty\), this almost surely never happens. (See Lemma 4.1).
- When \(\theta_0 = 1\), the ICRT is the Brownian CRT.
- When \(\theta_0 = 0\) and \(\sum_{i=0}^{\infty} \theta_i < \infty\), the ICRT is still well defined and can be seen as a \(\mathcal{P}\)-tree with a modified distance (see [7] Section 5.2, or Camarri Pitman [6]). Although we exclude this case to avoid any technical issues starting Sect. 5, it is easy to check the following properties. First the ICRT is almost surely not compact nor even separable. So all the dimensions we compute are infinite. Also \(\mu(\mathbb{R}^+) < \infty\) so Theorem 3.1 still holds. However Proposition 3.2 does not hold in this case.

The constructions in Algorithms 2 and 3 are equivalent that is:

\textbf{Lemma 2.1} \((T^*, d^*)\) and \((T, d)\) have the same distribution.

\textbf{Proof} First conditionally on \(\{A_i, 0\}_{i \in \mathbb{N}}\), \(\{U_i, V_i\}_{i \in \mathbb{N}}\) is a Poisson point process on \(\Delta := \{(a, b) \in \mathbb{R}^+ : b \leq a\}\) of intensity
\[
\theta_0^2 dxdy + \sum_{i=1}^{\infty} \theta_i 1_{A_i, 0 \leq x} dx \times \delta_{A_i, 0}.
\]

Also, conditionally on \((X_i)_{i \in \mathbb{N}}, (Y_i, Z_i)_{i \in \mathbb{N}}\) is a Poisson point process on \(\Delta\) of intensity
\[
\theta_0^2 dxdy + \sum_{i=1}^{\infty} \theta_i 1_{X_i \leq x} dx \times \delta_{X_i}.
\]

So since \((X_i)_{i \in \mathbb{N}}\) and \(\{A_i, 0\}_{i \in \mathbb{N}}\) have the same distribution, \((U, V)\) and \((Y, Z)\) also have the same distribution. Finally \((T^*, d^*) = SB(U, V)\) and \((T, d) = SB(Y, Z)\) have the same distribution. \(\Box\)

Finally let us introduce some notation that will simplify many expressions later.

\textbf{Definition} For \(n \in \mathbb{N}\) let \(l_n := Y_n - Y_{n-1}\) denote the length of the \(n\)th segment, and let \(m_n := \mu(Y_{n-1}, Y_n]\) denote its weight. Then let \(M_n := \mu[0, Y_n] = m_1 + \cdots + m_n\).
2.2 Fractal dimension

In the entire section $X$ is a metric space and for every $x \in X$, $\varepsilon > 0$, $B(x, \varepsilon)$ denotes the closed ball centered at $x$ with radius $\varepsilon$. We recall the definitions of the fractal dimensions we compute in this paper.

**Definition (Minkowski dimensions)** For every $\varepsilon > 0$ let $N_\varepsilon$ be the minimal number of closed balls of radius $\varepsilon$ to cover $X$. Define the Minkowski lower box and upper box dimensions respectively by

$$\dim(X) := \lim \inf_{l \to \infty} \frac{\log N_{1/l}}{\log l}$$

and

$$\overline{\dim}(X) := \lim \sup_{l \to \infty} \frac{\log N_{1/l}}{\log l}.$$

**Definition (Packing dimension)** For every $s \geq 0$ and $A \subset X$ let

$$P_0^s(A) := \lim \sup_{\delta \to 0} \left\{ \sum_{i \in I} \text{diam}(B_i)^s \mid \{B_i\}_{i \in I} \text{ are disjoint balls } B(x, r) \text{ with } x \in A \text{ and } r \leq \delta \right\}.$$ and

$$P^s(X) := \inf \left\{ \sum_{i = 1}^\infty P_0^s(A_i) \mid X \subseteq \bigcup_{i = 1}^\infty A_i \right\}.$$ Then $P^s$ is a decreasing function of $s$, and we define the packing dimension of $X$ as

$$\dim_p(X) := \sup \{ s, P^s(X) < \infty \}.$$ **Definition (Hausdorff dimension)** For every $s, r \geq 0$ write

$$H_r^s(X) := \inf_{\text{diam}(A_i) \leq r} \left\{ \sum_{i = 1}^\infty \text{diam}(A_i)^s \mid X \subseteq \bigcup_{i = 1}^\infty A_i \right\}.$$ The Hausdorff dimension of $X$ is defined by

$$\dim_H(X) := \sup \left\{ s, \sup_{r \in \mathbb{R}^+} H_r^s(X) < \infty \right\}.$$ To compute the Packing dimension and Hausdorff dimension of the ICRT we will use the following extension of Theorem 6.9, and Theorem 6.11 from [13]. ([13] deals with subsets of Euclidian space, but the same arguments hold for every metric space.)

**Lemma 2.2** Let $p$ be a Borel probability measure on $X$ and $s \in \mathbb{R}^+$. 

(a) If $p$-almost everywhere $\lim \inf_{\varepsilon \to 0} p(B(x, \varepsilon)) e^{-s} < +\infty$ as $\varepsilon \to 0$, then $\dim_p(X) \geq s$.

(b) If $p$-almost everywhere $p(B(x, \varepsilon)) = O(\varepsilon^s)$ as $\varepsilon \to 0$, then $\dim_H(X) \geq s$. 
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We have the well-known inequalities (see e.g. Chapter 3 of Falconer [14]):

**Lemma 2.3** For every metric space $X$ we have

$$\dim_H(X) \leq \dim(X) \leq \overline{\dim}(X) \quad \text{and} \quad \dim_H(X) \leq \dim_P(X) \leq \overline{\dim}(X).$$

### 3 Main results

The first theorem defines a probability measure on ICRT.

**Theorem 3.1** Almost surely there is a probability measure $p$ on the tree $T$ such that

$$p_l := \frac{\mu_l}{\mu[0,l]} \xrightarrow{l \to \infty} \text{weakly } p.$$  

Furthermore $p$ has support $T$, has no atoms and gives measure 1 to the set of leaves (the set of $x \in T$ such that $T\setminus \{x\}$ is connected).

This probability is also the limit of other natural empirical measures on $T$:

**Proposition 3.2** Let $\mu \sim_r$ be the Lebesgue measure on $\mathbb{R}^+$ and $\mu^* = \sum_{i=1}^{\infty} \delta_{Y_i}$. For every $l \in \mathbb{R}^+$ let $\mu^*_{\sim_r}$ (resp. $\mu^*_{\sim}$) be the restriction of $\mu \sim_r$ (resp. $\mu^*$) to $T_l = ([0,l], d)$. Also let for every $l \in \mathbb{R}^+$, $p^*_l = \frac{\mu^*_{\sim_r}}{\mu^*_l[0,l]}$ and $p^*_l = \frac{\mu^*_{\sim}}{\mu^*_l[0,l]}$. Then

$$p^*_l \xrightarrow{l \to \infty} \text{weakly } p \quad \text{and} \quad p^* \sim_r \xrightarrow{l \to \infty} \text{weakly } p.$$  

Intuitively speaking this comes from the fact that $\mu$ "dictates" how segments are glued together so the convergence of $p_l$ implies the convergence of many others quantities.

**Remark** Proposition 3.2 shows that $p$ corresponds to the probability measure introduced in Aldous Pitman [5]. In particular independent leaves sampled by $p$ "behave" like $(Y_i)_{i \in \mathbb{N}}$. (see [5] Corollary 8)

Then we prove the conjecture of Aldous, Miermont, Pitman in [15] about compactness.

**Theorem 3.3** The ICRT is almost surely compact if and only if

$$\int_{\mu^*[0,l]}^\infty \frac{dl}{l\mathbb{E}[\mu[0,l]]} < \infty. \quad (2)$$

**Remark** The conjecture in [15] is based on a comparison between the ICRT and Levy trees introduced by Le Gall Le Jan [2]. Levy trees are characterized by their Laplace exponent $\psi$ and are compact if and only if $\int_{\psi(l)}^\infty \frac{dl}{l\psi(l)} < \infty$ (see [4]). The formulation of the conjecture in [15] is based on an analog of the Laplace exponent in the setting of ICRT, which behaves like $l\mathbb{E}[\mu[0,l]]$ (see Lemma 6.1) which turns out to be equivalent to (2).
For the proof of Theorem 3.3, we first translate the condition in (2) into a more convenient one: it turns out (Lemma 6.1) that
\[ \int_{l}^{\infty} \frac{dl}{l\mathbb{E}[\mu[0, l]]} < \infty \text{ if and only if } \sum_{n=1}^{\infty} \frac{\log X_{2n}}{X_{2n}^{2n}} < \infty, \]
where for every \( l \in \mathbb{R}^+ \), \( X_{l} \) is the real number such that \( \mathbb{E}[\mu[0, X_{l}]] = l \) (see Lemma 4.1 for existence and uniqueness).

To prove that the condition is sufficient, we will upper bound the law of the distance between a random point in \( T_{X_{2n}} \) and its projection on \( T_{X_{2n-1}} \). We then use this bound to prove that
\[ d_H(T_{X_{2n}}, T_{X_{2n-1}}) \leq C \frac{\log X_{2n}}{X_{2n}^{2n}}, \]
where \( d_H \) denotes the Hausdorff distance on subsets of \( T \). For the Hausdorff topology, Cauchy sequences of compact sets converge toward a compact set so this proves that \( \sum_{n=1}^{\infty} \frac{\log X_{2n}}{X_{2n}^{2n}} < \infty \) implies that \( T \) is compact.

The fact that the condition is necessary follows from an adaptation of an argument of Amini, Devroye, Griffiths, Olver in [9]. We show that, for some fixed constants \( c, C \in (0, \infty) \) and for all \( k \) large enough:
\[ c \sum_{n=k+1}^{\infty} \frac{\log X_{2n}}{X_{2n}^{2n}} \leq d_H(T, T_{X_{2k}}) \leq C \sum_{n=k+1}^{\infty} \frac{\log X_{2n}}{X_{2n}^{2n}}. \]

We then proceed to the computation of some fractal dimensions.

**Theorem 3.4** Almost surely
\[ \dim_P(T) = \overline{\dim}(T) = 1 + \limsup_{l \to \infty} \frac{\log l}{\log \mathbb{E}[\mu[0, l]]}. \]

Furthermore if \( \log l = \mathbb{E}[\mu[0, l]]^{o(1)} \) then
\[ \dim_H(T) = \underline{\dim}(T) = 1 + \liminf_{l \to \infty} \frac{\log l}{\log \mathbb{E}[\mu[0, l]]}. \]

**Remark** If one replaces \( l\mathbb{E}[\mu[0, l]] \) by the Laplace exponent \( \psi \) then one recovers the formulas for the fractal dimensions of Levy trees obtained by Duquesne and Le Gall [3].

To prove Theorem 3.4, it suffices by Lemma 2.3 to upper bound the Minkowski dimensions and to lower bound the Packing and Hausdorff dimension. To upper bound \( \overline{\dim}(T) \) and \( \underline{\dim}(T) \) we use some cover of \( T \) which relies on \( \log l = \mathbb{E}[\mu[0, l]]^{o(1)} \). Then we derive the lower bound on \( \dim_P(T) \) and \( \dim_H(T) \) from Lemma 2.2.
4 Preliminaries

This section should be seen as a tool box: we gather here a collection of lemmas that will be used repeatedly throughout the paper. Most of them are straightforward.

4.1 Fundamental properties of $\mu$

Lemma 4.1 The map $l \to \mathbb{E}[\mu[0, l]]$ is differentiable and its derivative decreases to $\theta_0^2$ as $l \to \infty$ we thus have as $l \to \infty$:

$$\mathbb{E}[\mu[0, l]] = \theta_0^2 l + o(l).$$

Proof By Fubini’s theorem,

$$\mathbb{E} \left[ \mu[0, l] - \theta_0^2 l \right] = \mathbb{E} \left[ \sum_{i=1}^{\infty} \theta_i 1_{X_i \leq l} \right] = \sum_{i=1}^{\infty} \theta_i \mathbb{P}(X_i \leq l) = \sum_{i=1}^{\infty} \theta_i (1 - e^{-\theta_i l}).$$

Thus,

$$\mathbb{E}[\mu[0, l]] = \theta_0^2 l + \sum_{i=1}^{\infty} \theta_i (1 - e^{-\theta_i l}).$$

Each term of the sum is positive and increasing so we can differentiate term by term:

$$\frac{d}{dl} \mathbb{E}[\mu[0, l]] = \theta_0^2 + \sum_{i=1}^{\infty} \theta_i^2 e^{-\theta_i l}.$$ 

Since $\sum_{i=1}^{\infty} \theta_i^2 < \infty$, by bounded convergence the last term decreases to $\theta_0^2$ as $l \to \infty$.

Lemma 4.1 implies that the map $l \mapsto \mathbb{E}[\mu[0, l]]$ is strictly increasing, continuous, and diverges, so is invertible. Thus for every $l \in \mathbb{R}^+$, there is a well-defined real number $X_l$ with $\mathbb{E}[\mu[0, X_l]] = l$.

Lemma 4.2 We have almost surely

$$\mu[0, l] \sim_{l \to \infty} \mathbb{E}[\mu[0, l]].$$

Proof For every $l \in \mathbb{R}^+$ the variance of $\mu_l$ is given by:

$$\text{Var}[\mu[0, l]] = \text{Var} \left[ \theta_0^2 l + \sum_{i=1}^{\infty} \theta_i 1_{X_i \leq l} \right] = \sum_{i=1}^{\infty} \text{Var} \left[ \theta_i 1_{X_i \leq l} \right] \leq \sum_{i=1}^{\infty} \theta_i^2 \leq 1.$$

Therefore for every $n \in \mathbb{N}$,

$$\mathbb{P} \left( \left| \mu[0, X_{n^2}] - \mathbb{E}[\mu[0, X_{n^2}]] \right| > n \right) \leq \frac{1}{n^2}.$$
By definition of $\mathcal{X}_n$ we deduce by the Borel–Cantelli lemma that for every $n$ large enough

$$n^2 - n \leq \mu[0, X_n^2] \leq n^2 + n.$$  

We thus have almost surely $\mu[0, X_n^2] \sim \mathbb{E}[\mu[0, X_n^2]] = n^2$. This result is then extended to every $l \in \mathbb{R}^+$ by monotonicity of $l \mapsto \mu[0, l]$. □

Note that Lemmas 4.1 and 4.2 implies that for every $l$ large enough $\mu[0, l], \leq l$.

The following lemma should be seen as an estimate for the “density” and “jump” of $l \mapsto \mu[0, l]$.

**Lemma 4.3** Almost surely there exists $L_0 \in \mathbb{R}$ such that for every $l \geq L_0$ and $0 \leq \delta \leq l$,

$$\mu[l, l + \delta] \leq 2\delta \frac{\mathbb{E}[\mu[0, l]]}{l} + \frac{13 \log(l)}{l}.$$  

**Proof** First let us prove a concentration inequality for $\mu[l, l + \delta]$. We have by Fubini’s Theorem,

$$\mathbb{E}\left[ e^{l^2 \mu[l, l+\delta]} \right] = \mathbb{E}\left[ e^{l^2 \theta_0 \delta} \prod_{i=1}^{\infty} e^{l^2 \theta_i 1_{l \leq X_i \leq l+\delta}} \right] = e^{l^2 \theta_0 \delta} \prod_{i=1}^{\infty} \left( 1 + \left( e^{l^2 \theta_i} - 1 \right) \mathbb{P}(l \leq X_i \leq l + \delta) \right).$$  

(4)

Furthermore we have for every $i \in \mathbb{N}$, since $X_i$ is an exponential random variable of parameter $\theta_i$,

$$(e^{l^2 \theta_i} - 1) \mathbb{P}(l \leq X_i \leq l + \delta) = (1 - e^{-l^2 \theta_i}) \mathbb{P}\left( \frac{l}{2} \leq X_i \leq \frac{l}{2} + \delta \right) \leq \frac{l}{2} \theta_i \mathbb{P}\left( \frac{l}{2} \leq X_i \leq \frac{l}{2} + \delta \right).$$

Therefore by (4) and (3),

$$\mathbb{E}\left[ e^{l^2 \mu[l, l+\delta]} \right] \leq \exp\left( \frac{l^2}{2} \theta_0^2 \delta + \sum_{i=1}^{\infty} \frac{l}{2} \theta_i \mathbb{P}\left( \frac{l}{2} \leq X_i \leq \frac{l}{2} + \delta \right) \right)$$

$$= \exp\left( \frac{l}{2} \mathbb{E}\left[ \mu\left[ \frac{l}{2}, \frac{l}{2} + \delta \right] \right] \right).$$  

(5)

Moreover by Lemma 4.1, $t \mapsto \mathbb{E}[\mu[0, t]]$ is concave and increasing, hence,

$$\mathbb{E}\left[ \mu\left[ \frac{l}{2}, \frac{l}{2} + \delta \right] \right] \leq \frac{2\delta}{l} \mathbb{E}\left[ \mu\left[ 0, \frac{l}{2} \right] \right] \leq \frac{2\delta}{l} \mathbb{E}[\mu[0, l]].$$  

(6)

Finally it follows from Markov’s inequality, (5), and (6) that for every $l, l', t \in \mathbb{R}^+$,

$$\mathbb{P}\left( \mu[l, l + \delta] \geq \frac{2\delta}{l} \mathbb{E}[\mu[0, l]] + \frac{2t}{l} \right) \leq e^{-t}.$$  

(7)
We now derive the desired result from (7). First by the Borel–Cantelli Lemma, there exists almost surely an $N \in \mathbb{N}$, such that for every $n \geq N$ and $n \leq m \leq 8n$,

$$
\mu[\sqrt{n}, \sqrt{m}] \leq 2 \frac{(\sqrt{m} - \sqrt{n})}{\sqrt{n}} E[\mu[0, \sqrt{n}]] + \frac{6 \log(n)}{\sqrt{n}}.
$$

Now fix $l \geq N + 10$, $0 \leq \delta \leq l$ then let $n := \max\{i, \sqrt{i} \leq l\}$ and let $m := \min\{i, l + \delta \leq \sqrt{i}\}$. Since $l \mapsto \mu[0, l]$ is non decreasing, we have,

$$
\mu[l, l + \delta] \leq \mu[\sqrt{n}, \sqrt{m}] \leq 2 \frac{\sqrt{m} - \sqrt{n}}{\sqrt{n}} E[\mu[0, \sqrt{n}]] + 12 \frac{\log(\sqrt{n})}{\sqrt{n}}
$$

$$
\leq 2 \frac{\delta + 2/l}{l - 1/l} E[\mu[0, l]] + 12 \frac{\log(l)}{l}. \tag{8}
$$

Finally by Lemma 4.1, $E[\mu[0, l]] = O(l)$ as $l \to \infty$ and the desired result follows from (8).

\[\square\]

### 4.2 Key results on cuts and sticks

For every random variables $A, B$ on $\mathbb{R}$ we recall that $A$ is stochastically dominated by $B$, and write $A \leq_{st} B$ iff for every $t \in \mathbb{R}^+$, $P(A \geq t) \leq P(B \geq t)$.

**Lemma 4.4** Almost surely there exists $L_0 \in \mathbb{R}^+$ such that for every $l \geq L_0$ there are at most $2l \mu[0, l] \leq 2l^2$ cuts on $[0, l]$.

**Proof** Conditionally on $\mu$, $\{Y_i\}_{i \in \mathbb{N}}$ is a Poisson point process with rate $\mu[0, l]dl$ so the number of cuts in $[0, l]$ is stochastically dominated by a Poisson random variable $\alpha$ with mean $l \mu[0, l]$ and for $l$ large enough

$$
P(\alpha \geq \frac{3}{2}l \mu[0, l]) \leq \frac{1}{l^2}.
$$

Thus by the Borel–Cantelli lemma almost surely for every $l \in \mathbb{N}$ large enough, there are at most $\frac{3}{2}l \mu[0, l]$ cuts on $[0, l]$. This can be easily extended to all $l \in \mathbb{R}^+$ large enough using Lemmas 4.1 and 4.2. We omit the straightforward details. \[\square\]

**Lemma 4.5** Almost surely there exists $i_0 \in \mathbb{N}$ such that for every $i \geq i_0$:

$$
l_{i+1} \leq \frac{5 \log(Y_i)}{M_i}.
$$

**Proof** Because the cuts are made at rate $\mu[0, l]dl$, for every $i \in \mathbb{N}$, $(Y_{i+1} - Y_i) \mu[0, Y_i]$ is stochastically dominated by an exponential random variable with mean one. Therefore

$$
P((Y_{i+1} - Y_i) \mu[0, Y_i] \geq 2 \log(i)) \leq 1/i^2.
$$

\[\square\]
So by the Borel–Cantelli lemma and Lemma 4.4, for every $i$ large enough,

$$Y_{i+1} - Y_i \leq \frac{2 \log(i)}{\mu[0, Y_i]} \leq \frac{2 \log(2Y_i^2)}{\mu[0, Y_i]} \leq \frac{5 \log(Y_i)}{\mu[0, Y_i]}.$$ 

$\square$

**Lemma 4.6** Almost surely there exists $L_0 \in \mathbb{R}^+$ such that for all $l \geq L_0$ and $i \in \mathbb{N}$ with $Y_i \geq l$,

$$m_{i+1} \leq \frac{\log^2 l}{l}.$$

**Proof** We have by Lemmas 4.5, 4.2, and 4.3, as $i \to \infty$,

$$m_{i+1} \leq \mu \left[ Y_i, Y_i + \frac{5 \log Y_i}{\mu[0, Y_i]} \right] \leq O \left( \frac{\log Y_i}{\mu[0, Y_i]} \right) \leq o \left( \frac{\log^2 Y_i}{Y_i} \right).$$

$\square$

### 4.3 An estimate of distances in $\mathcal{T}$

For every $l \in \mathbb{R}^+$, let $Exp(l)$ denote an exponential random variable of mean $l$.

**Lemma 4.7** For every $x, y \in \mathbb{R}^+$, conditionally on $\mu$, $d(\mathcal{T}_x, y) \leq L Exp(\frac{4}{\mu[0, x]})$.

**Remark** Proving an equivalent of Lemma 4.7 is crucial for each studies on stick-breaking constructions, notably for compactness [10, 12] and convergence [1, 7]. Although the proof presented below uses strong properties on $\mu$, more general methods can be found in [1, 7, 10, 12]. Finally, we believe that such methods can be useful for the study of several other classes of algorithms.

**Proof** To simplify the notation let for every $l \in \mathbb{R}^+$, $\mathcal{F}_l := \sigma(\mu, \{(Y_i, Z_i)\}_{i \in \mathbb{N}} \cap [l, +\infty) \times \mathbb{R}^+)$. We first prove that if $\mu[0, x] \geq 2\mu[0, y]$ then conditionally on $\mathcal{F}_y$, $d(\mathcal{T}_x, y) \leq L \mathbb{E}(\frac{2}{\mu[0, x]})$. If $y \leq x$ then $d(\mathcal{T}_x, y) = 0$. We assume henceforth that it is not the case. Let us "follow" the geodesic path from $y$ to $\mathcal{T}_x$. More precisely we define the following sequence by induction (see Fig. 2). Let $z_0 := y$, then for every $i \geq 0$, let $k_i := \max\{k \in \mathbb{N} : Y_k < z_i\}$ and let $y_i := Y_{k_i}$, and $z_{i+1} := Z_{k_i}$. Additionally let $T$ denote the smallest integer such that $z_{T+1} \leq x$. Note that

$$d(y, \mathcal{T}_x) = \sum_{i=0}^{T} (z_i - \max(y_i, x)). \quad (9)$$

Now recall that conditionally on $\mu$, $\{(Y_i, Z_i), i \in \mathbb{N}\}$ is a Poisson point process, so $\{(y_i, z_i), \mathcal{F}_y\}_{i \geq 0}$ is a Markov chain. Also note that $T + 1 = \inf\{n : z_n < x\}$
is a stopping time for \( \{ (y_i, z_i), \mathcal{F}_{y_i} \}_{i \geq 0} \). Moreover, for every \( i \in \mathbb{N} \) conditionally on \((\mu, y_i, z_i), z_{i+1}\) has law \( p_{y_i} \). Hence if \( y_i \geq x \),

\[
P(z_{i+1} \leq x | \mu, y_i, z_i) = p_{y_i}[0, x] \geq \frac{\mu[0, x]}{\mu[0, y]} \geq \frac{1}{2}.
\]

So \( T \) is stochastically dominated by a geometric random variable of parameter \( 1/2 \). Furthermore, if \( i \leq T \), conditionally on \((\mu, y_i), \{ Y_i \}_{i \in \mathbb{N} \cap [x, y_i)} \) is a Poisson point process of rate \( \mu[0, l] \geq \mu[0, x] \) so \( z_i - \max(y_i, x) \leq \exp(\frac{1}{2}) \).

5 The mass measure

First we prove Lemma 5.1 that describes precisely the evolution of the mass \( \mu \) as we add branches to the tree. Then we prove that \( (p_l)_{l \geq 0} \) is tight and use Lemma 5.1 to prove that for every bounded Lipschitz function \( (p_l(f))_{l \geq 0} \) converges. It proves, by the Portmanteau Theorem, that \( (p_l)_{l \geq 0} \) converges weakly toward a probability measure \( p \) (Theorem 3.1). Then we adapt the argument to prove Proposition 3.2.
5.1 The mass conservation lemma

**Definition** For every \( l \in \mathbb{R}^+ \) let the projection of \( x \) in \( \mathcal{T}_l \) be the nearest point from \( x \) in \( \mathcal{T}_l \). Also for every \( S \subset \mathcal{T} \), let \( S^{\uparrow l} \) be the set of \( x \in \mathcal{T} \) such that the projection of \( x \) in \( \mathcal{T}_l \) is in \( S \).

**Lemma 5.1** Almost surely \((\mu, (Y_i)_{i \in \mathbb{N}})\) satisfy the following property. For every a large enough, conditionally on \( \mathcal{T}_{Y_a} \), for every measurable set \( S \subset \mathcal{T}_{Y_a} \), the following assertions hold.

(i) Almost surely \( \{p_l(S^{\uparrow Y_a})\}_{l \in \mathbb{R}^+} \) converges toward a real number \( p(S^{\uparrow Y_a}) \).

(ii) If \( \mu(S) \geq \frac{\log^6 Y_a}{Y_a} \) with probability at least \( 1 - \frac{1}{Y_a} \) for every \( l \geq Y_a \),

\[
(1 - \frac{1}{\log Y_a}) p_{Y_a}(S) \leq p_l \left(S^{\uparrow Y_a}\right) \leq \left(1 + \frac{1}{\log Y_a}\right) p_{Y_a}(S).
\]

(iii) If \( \mu(S) \leq \frac{\log^6 Y_a}{Y_a} \) with probability at least \( 1 - \frac{1}{Y_a} \) for every \( l \geq Y_a \),

\[
p_l \left(S^{\uparrow Y_a}\right) \leq \left(\frac{\log Y_a}{Y_a M_a}\right)^6.
\]

**Proof** First for every \( i \geq a \), let \( A_i := \mu_{Y_i} \left(S^{\uparrow Y_a}\right) \) and \( F_i := \sigma \left(\mu, \{Y_n\}_{n \in \mathbb{N}}, \{Z_n\}_{1 \leq n < i}\right) \). Note that for every \( i \geq a \), since \( Z_i \) has law \( \frac{\mu_{Y_i}}{M_i} \), we have \( (Y_i, Y_{i+1}] \subset S^{\uparrow Y_a} \) with probability \( \frac{A_i}{M_i} \) so

\[
P(A_{i+1} = A_i + m_{i+1}) = \frac{A_i}{M_i}; \quad P(A_{i+1} = A_i) = \frac{M_i - A_i}{M_i}.
\]

Thus \((A_i, F_i)_{i \geq a}\) can be seen as a Pólya urn in the sense of Lemma A.1. Furthermore by Lemma 4.6, we have almost surely for every \( a \) large enough, \( \max_{n \geq a} m_n \leq \frac{\log^2 Y_a}{Y_a} \), hence by Lemma A.1 (b), for every \( t \in [0, 1] \),

\[
P\left(\sup_{i \geq a} \left|\frac{A_i}{M_i} - \frac{A_a}{M_a}\right| > t \frac{A_a}{M_a}\right) \leq 2 \exp\left(-\frac{t^2 A_a Y_a}{8 \log^2 Y_a}\right).
\]

Also still by Lemma 4.6 we have for every \( a \in \mathbb{N} \) large enough, \( i \geq a \), and \( Y_i \leq l \leq Y_{i+1} \),

\[
p_l(S^{\uparrow Y_a}) = \frac{\mu_l(S^{\uparrow Y_a})}{\mu[0, l]} \leq \frac{\mu_{Y_i}(S^{\uparrow Y_a} + m_{i+1})}{\mu[0, Y_i]} = \frac{A_i}{M_i} + \frac{m_{i+1}}{M_i} \leq \frac{A_i}{M_i} + \frac{\log^2 Y_a}{Y_a M_a},
\]

and similarly

\[
p_l(S^{\uparrow Y_a}) = \frac{\mu_l(S^{\uparrow Y_a})}{\mu[0, l]} \geq \frac{\mu_{Y_{i+1}}(S^{\uparrow Y_a} - m_{i+1})}{\mu[0, Y_{i+1}]} = \frac{A_{i+1} - m_{i+1}}{M_{i+1}} \geq \frac{A_{i+1}}{M_{i+1}} - \frac{\log^2 Y_a}{Y_a M_a}.
\]
Therefore,
\begin{equation}
\sup_{l \geq Y_\alpha} \left| p_l(S^\uparrow Y_\alpha - \frac{A_a}{M_a}) \right| \leq \sup_{i \geq a} \left| \frac{A_i}{M_i} - \frac{A_a}{M_a} \right| + \log^2 Y_\alpha Y_a M_a.
\end{equation}

(13)

The claims in (i) (ii) (iii) are applications of the inequalities in (12) and (13).

Consider first (i). Note that (12) implies that \( \{ A_i M_i \}_{i \in \mathbb{N}} \) is almost surely Cauchy, and hence converges. Furthermore \( \{ \frac{\log^2 Y_\alpha Y_a}{Y_a M_a} \}_{a \in \mathbb{N}} \) almost surely converges to 0. (i) then follows from (13).

Towards (ii), we have by assumption \( A_a \geq \frac{\log^6 Y_\alpha Y_a}{Y_a M_a} \) so if \( a \geq 10 \), \( \log^2 \left( \frac{Y_a}{Y_a M_a} \right) \leq 1 \). Therefore by (13) it suffices to estimate the right-hand side of (12) with \( t = \frac{\log^6 Y_\alpha Y_a}{2Y_a A_a} \). We leave the details to the reader. This concludes the proof.

\[ \square \]

5.2 Weak convergence of \( \mu_n \) : proof of Theorem 3.1

In this section we prove Theorem 3.1. Let us start with the tightness of \( (p_l)_{l \in \mathbb{R}^+} \) which follows from the following lemma.

**Lemma 5.2** For every \( n \in \mathbb{N} \) let \( A_n \) be the set of \( x \in T \) such that, \( d(x, [0, X_{2^n}] ) \leq 8n/2^n \) and \( B_n := \bigcap_{m \geq n} A_m \). The following assertions hold:

(i) Almost surely for every \( n \) large enough, for every \( l \geq 0 \), \( p_l(B_n) \geq 1 - 2^{-2n} \).

(ii) For every \( n \) large enough \( B_n \) is compact.

**Proof** First for every \( n, m \in \mathbb{N} \), such that \( m \geq n \), conditionally on \( \mu \) we have by Fubini’s theorem, Lemmas 4.7 and 4.2,

\[
\mathbb{E} \left[ \mu \left[ \chi_m \ (T \setminus A_n) \right] \right] = \int_0^\infty \mathbb{P} \left( x \notin A_n \right) \frac{d\mu(x)}{\mu[0, X_m]} \leq e^{-\frac{8n}{2^n} \frac{\mu[0, X_m]}{4}} \leq e^{-2n(1+o(1))}.
\]

It directly follows by Markov’s inequality and the Borel–Cantelli lemma that almost surely for every \( n \) large enough and \( m \geq n \),

\[
p_m \chi_m (T \setminus A_n) \leq 2^{-2n-3}.
\]

Therefore for every \( n \in \mathbb{N} \) and \( l \geq X_{2^n} \), writing \( k \) for the smallest integer such that \( l \leq X_{2^k} \) we have by Lemma 4.2,

\[
p_l (T \setminus A_n) \leq \frac{\mu[0, X_{2^k}]}{\mu[0, l]} p_{X_{2^k}} (T \setminus A_n) \leq \frac{\mu[0, X_{2^k}]}{\mu[0, X_{2^{k-1}}]} p_{X_{2^k}} (T \setminus A_n) \leq 2^{-2n-1}.
\]

\[ \square \] Springer
Note that the latter is also true for \( l \leq \mathcal{X}_{2^n} \) since in this case \( T_l \subset T_{\mathcal{X}_{2^n}} \subset A_n \). (i) then follows from a union bound on \( n \).

Toward (ii), note that \( A_m \) is a closed set for \( m \geq n \), so \( B_n \) is a closed set as well. Therefore it suffices to show that any sequence \( (x_i)_{i \in \mathbb{N}} \) in \( B_n \) has an accumulation point. Fix \( (x_i)_{i \in \mathbb{N}} \) then for every \( m \in \mathbb{N} \) let \( x_i^m \) be the projection of \( x_i \) on \([0, \mathcal{X}_{2^m}]\). Since for every \( m \in \mathbb{N} \), \( T_{\mathcal{X}_{2^m}} \) is compact, by a diagonal extraction procedure there exists an increasing function \( \phi : \mathbb{N} \mapsto \mathbb{N} \) such that for every \( m \in \mathbb{N} \), \( (x_{\phi(i)})_{i \in \mathbb{N}} \) converges. Hence, for every \( m \geq n \) there exists \( N \in \mathbb{N} \) such that for every \( a, b \geq N \),

\[
\begin{align*}
d(x_{\phi(a)}, x_{\phi(b)}) \leq \frac{1}{m} \text{ and so } \quad d(x_{\phi(a)}, x_{\phi(b)}) &\leq d(x_{\phi(a)}, x_{\phi(a)}) + d(x_{\phi(a)}, x_{\phi(b)}) + d(x_{\phi(b)}, x_{\phi(b)}) \\
&\leq \frac{8m}{2^m} + \frac{1}{m} + \frac{8m}{2^m}.
\end{align*}
\]

Therefore \( (x_{\phi(i)})_{i \in \mathbb{N}} \) is Cauchy and thus converges since \( T \) is complete by definition. Since \( (x_i)_{i \in \mathbb{N}} \) is arbitrary, \( B_n \) is compact. \( \square \)

**Definition** Let \( \mathbb{F} \) be the set of positive, 1-Lipschitz functions that are bounded by 1 on \( T \). For every finite measure \( \nu \) on \( T \) and measurable function \( f : T \rightarrow \mathbb{R} \) let \( \nu(f) := \int_T f(x) d\nu(x) \).

**Lemma 5.3** Almost surely, for every \( f \in \mathbb{F} \), \( p_l(f) \) converges as \( l \rightarrow \infty \).

**Proof** First for every \( a \in \mathbb{N} \) let \( \{I_i^a\}_{1 \leq i \leq N_a} \) be a partition of \( T_{Y_a} = ([0, Y_a], d) \) into intervals of diameter at most \( 1/a \). Then for every \( a \in \mathbb{N} \) and \( 1 \leq i \leq N_a \) let \( J_i^a := (I_i^a)^{Y_a}_a \) and let \( x_i^a \in I_i^a \). Note that for every \( a \in \mathbb{N} \), \( \{J_i^a\}_{1 \leq i \leq N_a} \) is a partition of \( T \). So for every \( l \geq Y_a \) and \( f \in \mathbb{F} \),

\[
p_l(f) = \sum_{i=1}^{N_a} p_l \left( 1_{J_i^a} f \right) = \sum_{i=1}^{N_a} p_l \left( J_i^a \right) f(x_i^a) + \sum_{i=1}^{N_a} p_l \left( 1_{J_i^a} \left( f - f(x_i^a) \right) \right).
\]

By Lemma 5.1 (i), almost surely for every \( f \in \mathbb{F} \) the first sum converges toward \( \sum_{i=1}^{N_a} p_l \left( J_i^a \right) f(x_i^a) \) as \( l \) goes to infinity. Let us bound the second sum in order to prove that \( (p_l(f))_{l \in \mathbb{R}^+} \) is Cauchy. For every \( a \in \mathbb{N} \) let \( k_a \) be the largest integer such that \( \mathcal{X}_{2^{k_a}} \leq Y_a \). We have for every \( f \in \mathbb{F} \):

\[
\sum_{i=1}^{N_a} p_l \left( 1_{J_i^a} \left( f - f(x_i^a) \right) \right) = \sum_{i=1}^{N_a} p_l \left( 1_{J_i^a \cap B_{k_a}} \left( f - f(x_i^a) \right) \right) + p_l \left( 1_{T \backslash B_{k_a}} \left( f - f(x_i^a) \right) \right)
\]

and

\[
\left| \sum_{i=1}^{N_a} p_l \left( 1_{J_i^a} \left( f - f(x_i^a) \right) \right) \right| \leq \sum_{i=1}^{N_a} p_l \left( 1_{J_i^a \cap B_{k_a}} \left| f - f(x_i^a) \right| \right) + p_l(T \backslash B_{k_a}).
\]

Furthermore for every \( a \in \mathbb{N} \) and \( 1 \leq i \leq N_a \), recall that by definition \( I_i^a \) has diameter at most \( 1/a \) and that \( d_H([0, \mathcal{X}_{2^{k_a}}], B_{k_a}) \leq 8k_a 2^{-k_a} \). Therefore \( J_i^a \cap B_{k_a} = (I_i^a)^{Y_a}_a \cap B_{k_a} \)
has diameter at most $\delta_a := \frac{1}{a} + \frac{16k_a}{2^{2a}}$. Hence for every $f \in \mathbb{F}$,

$$\left| \sum_{i=1}^{N_a} p_l \left( 1_{J_i^a} \left(f - f(x_i^a)\right) \right) \right| \leq \sum_{i=1}^{N_a} p_l \left( J_i^a \cap B_{ka} \right) \delta_a + p_l \left( T \setminus B_{ka} \right) \leq \delta_a + p_l \left( T \setminus B_{ka} \right).$$

Moreover by Lemma 5.2 for every $a$ large enough $p_l \left( T \setminus B_{ka} \right) \leq 2^{-2ka}$. Finally for every $f \in \mathbb{F}$,

$$\limsup_{a \to \infty} \limsup_{l \to \infty} \left| \sum_{i=1}^{N_a} p_l \left( 1_{J_i^a} \left(f - f(x_i^a)\right) \right) \right| = 0,$$

which implies together with (14) that $(p_l(f))_{l \in \mathbb{R}^+}$ is Cauchy and thus converges. \( \square \)

**Proof of Theorem 3.1**

First by lemma 5.2, $(p_l)_{l \in \mathbb{R}^+}$ is tight. The convergence of $(p_l)_{l \in \mathbb{R}^+}$ then directly follows from Lemma 5.3 and the Portmanteau theorem.

Towards proving that $p$ has full support, we first prove that $\mu$ has almost surely full support. Note that it suffices to prove that for every $a < b \in \mathbb{R}^+$, almost surely $\mu[a, b] > 0$. If $\theta_0 > 0$ then $\mu[a, b] \geq (b - a)\theta_0^2 > 0$. So we assume henceforth that $\theta_0 = 0$. Note that in this case, $\sum_{i=1}^{\infty} \theta_i = \infty$. Moreover, recall that $\{X_i\}_{i \in \mathbb{N}}$ is a family of independent exponential random variables of parameter $\{\theta_i\}_{i \in \mathbb{N}}$ so that

$$\sum_{i=1}^{\infty} P(X_i \in [a, b]) = \sum_{i=1}^{\infty} e^{-\theta_i a} \left(1 - e^{-\theta_i (b-a)}\right) = \infty.$$

Therefore by the Borel–Cantelli lemma, for every $a, b \in \mathbb{R}^+$ almost surely there exists an $i \in \mathbb{N}$ such that $X_i \in [a, b]$ and so $\mu[a, b] \geq \theta_i > 0$. Thus, $\mu$ has almost surely full support.

Next we prove that $p$ also has full support. Fix $x \in \mathbb{R}^+$ and $\varepsilon > 0$. Additionally for every $a \in \mathbb{N}$ let $k_a$ be the largest integer such that $x \leq Y_a$. Note that for every $a \in \mathbb{N}$ large enough, by definition of $B_{ka}$, $B(x, \varepsilon) \cap B_{ka}$ has diameter at most $\varepsilon + 16k_a 2^{-ka} \leq 2\varepsilon$. It follows that

$$p \left( B(x, 2\varepsilon) \right) \geq p \left( B(x, \varepsilon) \cap B_{ka} \right) \geq p \left( B(x, \varepsilon) \right) - p \left( T \setminus B_{ka} \right).$$

On the one hand, recall that almost surely $\mu(B(x, \varepsilon)) > 0$. Thus by Lemma 5.1 (ii), for every $a$ large enough, with probability at least $1 - 1/Y_a^5$,

$$p \left( B(x, \varepsilon) \right) \geq \frac{1}{2} p_{Y_a} (B(x, \varepsilon)) = \frac{2\mu_{Y_a} (B(x, \varepsilon))}{2M_a}.$$ 

On the other hand, by Lemmas 5.2 (i), 4.2, and the definition of $k_a$, for every $a$ large enough,

$$p \left( T \setminus B_{ka} \right) \leq 2^{-2ka} \leq 2\mu[0, X_{2ka}]^{-2} \leq 2\mu[0, Y_a]^{-2} = o \left( 1/M_a \right).$$
Therefore by (16), almost surely \( p(B(x, 2\varepsilon)) > 0 \). Since \( x, \varepsilon \) were arbitrary and since rational numbers are dense on \( T \), it follows that \( p \) has full support.

Finally, we prove that almost surely \( p \) gives measure 1 to the set of leaves and is non-atomic. For every \( \varepsilon > 0 \) and \( S \subset T \), let \( B(S, \varepsilon) = \{ x \in T : d(x, S) < \varepsilon \} \). Then let \( (\varepsilon_a)_{a \in \mathbb{N}} \) be a sequence of positive real numbers decreasing sufficiently fast so that for every \( a > 0 \) and \( 0 \leq i < a \) we have \( \mu_{Y_a}(B((Y_i, Y_{i+1}], \varepsilon_a)) \leq 2\mu_{Y_a}(Y_a, Y_{a+1}] \).

By Lemma 5.1 (ii) (iii), for every \( a \) large enough and \( 0 \leq i < a \), with probability at least \( 1 - 1/Y_a^5 \), for every \( l \geq Y_a \),

\[
pl \left( B((Y_i, Y_{i+1}], \varepsilon_a)^{Y_a} \right) \leq \max \left\{ 2p_{Y_a}(B((Y_i, Y_{i+1}], \varepsilon_a)), \frac{(\log Y_a)^6}{Y_a^{M_a}} \right\}. \tag{17}
\]

Since by Lemma 4.4 \( a = O(Y_a^2) \), the Borel–Cantelli lemma implies that almost surely (17) is true for every \( a \) large enough, \( 0 \leq i < a \) and \( l \geq Y_a \). Furthermore by Lemma 4.6 \( M := \max_{i \in \mathbb{N}} \mu(Y_i, Y_{i+1}] < \infty \). Also note that \( \frac{(\log Y_a)^6}{Y_a^{M_a}} \rightarrow 0 \) as \( a \rightarrow +\infty \). Therefore for every \( a \) large enough, \( 0 \leq i < a \), and \( l \geq a \):

\[
pl \left( B((Y_i, Y_{i+1}], \varepsilon_a)^{Y_a} \right) \leq \frac{4M}{M_a}. \tag{18}
\]

Moreover since for every \( a \in \mathbb{N} \) the projection on \( T_a \) (see 5.1 for definition) is a continuous fonction, for every \( 0 \leq i < a \), \( B((Y_i, Y_{i+1}], \varepsilon_a)^{Y_a} \) is open. Thus by letting \( l \rightarrow \infty \) in (18), the Portmanteau theorem yields for \( a \) large enough:

\[
pl \left( B((Y_i, Y_{i+1}], \varepsilon_a)^{Y_a} \right) \leq \frac{4M}{M_a}, \tag{19}
\]

which tends to 0 as \( a \rightarrow \infty \). So for every \( i \in \mathbb{N} \), \( p[Y_i, Y_{i+1}] = 0 \). Summing over all \( i \in \mathbb{N} \) we get \( p(\mathbb{R}^+) = 0 \) and so \( p \) gives measure 1 to the set of leaves. Note that (19) also yield for every \( a \in \mathbb{N} \),

\[
\sup_{x \in T} p\{x\} = \max_{0 \leq i < a} \sup_{x \in [Y_i, Y_{i+1}]^{Y_a}} p\{x\} \leq \frac{4M}{M_a},
\]

which implies, taking \( a \rightarrow \infty \), that \( p \) is non-atomic. \( \square \)

5.3 Other convergences toward \( p \) : proof of Proposition 3.2

In this section we prove Proposition 3.2, and the following stronger result.

**Lemma 5.4** Let \( \mu^a \) be a random Borel measure on \( \mathbb{R}^+ \) which is \( \sigma(\mu, \{Y_i\}_{i \in \mathbb{N}}) \) measurable. Let for every \( l \in \mathbb{R}^+ \), \( \mu^a_l \) be the restriction of \( \mu^a \) to \( T_l = ([0, l], d) \) and \( \mu^a_l := \frac{\mu^a_l}{\mu^a([0, l])} \). Suppose that almost surely the following assertions hold:

(i) For every \( l > 0 \) \( \mu^a[0, l] < \infty \), and \( \mu^a(\mathbb{R}^+) = +\infty \).
(ii) There exists $\varepsilon > 0$ such that $\mu^a(Y_{i-1}, Y_i) = o(\mu^a[0, Y_i]^{1-\varepsilon})$.

(iii) For all $\varepsilon > 0$, $\sum_{i=1}^{n} \mu^a(Y_{i-1}, Y_i)1_{Y_i-Y_{i-1}>\varepsilon} = o(\mu^a[0, Y_n])$.

Then almost surely $\{p_l^a\}_{l \in \mathbb{R}^+}$ converges weakly toward $p$.

To prove Lemma 5.4, we first show the following strong law of large number.

**Lemma 5.5** Let $\mu^a$ be such as in Lemma 5.4 and $S \subseteq T$ be a random measurable set such that for every $n$ large enough, $p_{Y_n}(S)$ is $\sigma(\mu, \{Y_j\}_{j \in \mathbb{N}}, \{Z_i\}_{1 \leq i < n})$ measurable. We have almost surely,

$$\limsup_{n \to \infty} \sum_{i=1}^{n} p^a(Y_{i-1}, Y_i)1_{Z_{i-1} \in S} \leq \limsup_{l \to \infty} p_l(S).$$

**Proof** Let $\{U_n\}_{n \in \mathbb{N}}$ be a family of independent uniform random variables on $[0, 1]$. Since for every $n \in \mathbb{N}$, conditionally on $(\mu, \{Y_j\}_{j \in \mathbb{N}}, \{Z_i\}_{1 \leq j < n})$, $Z_n$ has law $p_{Y_n}$, we may couple $\{U_n\}_{n \in \mathbb{N}}$ and $\{Z_n\}_{n \in \mathbb{N}}$ in such a way that for every $n$ large enough, $Z_n \in S$ if and only if $U_n \leq p_{Y_n}(S)$. Therefore, by Lemma A.2 and assumptions (i) and (ii), almost surely for every $t > \limsup_{l \to \infty} p_l(S)$,

$$\limsup_{n \to \infty} \sum_{i=1}^{n} \mu^a(Y_{i-1}, Y_i)1_{Z_{i-1} \in S} \leq \limsup_{n \to \infty} \sum_{i=1}^{n} \frac{\mu^a(Y_{i-1}, Y_i)1_{U_{i-1} \leq t}}{\mu^a[0, Y_n]} = t.$$  

(20)

Taking $t \to \limsup_{l \to \infty} p_l(S)$ in (20) yields the desired inequality. \hfill \Box

**Proof of Lemma 5.4** First by the Portmanteau’s theorem it suffices to prove that for every $f \in \mathbb{F}$, $p^a_l(f) \to p(f)$ where $\mathbb{F}$ is the set of positive, 1-Lipschitz functions that are bounded by 1 on $T$. Moreover since we work with probability measures and since for every $f \in \mathbb{F}$, $(1-f) \in \mathbb{F}$, it suffices to prove instead that for every $f \in \mathbb{F}$, lim sup $p^a_l(f) \leq p(f)$. To this end, we proceed as in the proof of Lemma 5.3 and will hence use the same notations. In addition, for $\varepsilon > 0$ let $\Gamma_\varepsilon := \bigcup_{i, Y_{i+1} - Y_i \leq \varepsilon} (Y_i, Y_{i+1})$ and for every $x \in T$, let $\xi(x) := Z_{\max\{i, Y_i \leq x\}}$.

Now fix $\varepsilon > 0$ and recall from the proof of Lemma 5.3 that for every $a \in \mathbb{N}$, $\{J_i^a\}_{1 \leq i \leq N_a}$ is a partition of $T$, so for every $f \in \mathbb{F}$ and $l \geq Y_a$,

$$p^a_l(f) \leq \sum_{i=1}^{N_a} p^a_l(f1_{\xi(\cdot) \in J_i^a \cap B_{ka}} \Gamma_\varepsilon) + p^a_l(f1_{\xi(\cdot) \notin B_{ka}}) + p^a_l(f1_{T \setminus \Gamma_\varepsilon}).$$  

(21)

We now upper bound each term of (21) separately. First, recall that $J_i^a \cap B_{ka}$ have diameter at most $\delta_a$, thus for every $1 \leq i \leq N_a$ and $s \in S^a_i := \{x, \xi(x) \in J_i^a \cap B_{ka}\} \cap \Gamma_\varepsilon$ we have $d(s, x^a_i) \leq \varepsilon + \delta_a$. Therefore for every $f \in \mathbb{F}$,

$$\sum_{i=1}^{N_a} p^a_l(f1_{S^a_i}) \leq \sum_{i=1}^{N_a} p^a_l((f(x^a_i) + \varepsilon + \delta_a)1_{S^a_i}) \leq \sum_{i=1}^{N_a} f(x^a_i)p^a_l(1_{\xi(\cdot) \in J_i^a}) + \varepsilon + \delta_a.$$  

(22)
Furthermore by Lemma 5.1 (i) almost surely for every $a \in \mathbb{N}$ and $1 \leq i \leq N_a$, $p_l (J^a_i) \longrightarrow p(J^a_i)$ as $l \to \infty$, hence by Lemma 5.5 almost surely

$$\limsup_{l \to \infty} p_l^a (1_{z(\cdot) \in J^a_i}) \leq p(J^a_i).$$

Therefore since $\delta_a \to 0$ as $a \to \infty$, we have by (22) and (15) for every $f \in \mathcal{F}$,

$$\limsup_{a \to \infty} \limsup_{l \to \infty} \sum_{i=1}^{N_a} p_l^a (f 1_{\xi^a_i}) \leq \limsup_{a \to \infty} \sum_{i=1}^{N_a} f (x^a_i) p(J^a_i) + \varepsilon \leq p(f) + \varepsilon.$$

Next we have by Lemma 5.2 (i) and Lemma 5.5, almost surely for every $a$ large enough,

$$\limsup_{l \to \infty} p_l^a (1_{\cdot(\cdot) \notin B_{k_a}}) \leq 2^{-2k_a}.$$

Futhermore by assumption (iii), $p_l^a (1_{T \setminus \Gamma}) \to 0$ as $l \to 0$. Finally (21) yields, for every $f \in \mathcal{F}$,

$$\limsup_{l \to \infty} p_l^a (f) \leq \limsup_{a \to \infty} p(f) + \varepsilon + 2^{-2k_a} = p(f) + \varepsilon.$$

Taking $\varepsilon \to 0$ in the previous inequality concludes the proof. \hfill $\square$

**Proof of Proposition 3.2** We now justify that $\mu$ and $\mu^*$ satisfy the assumptions of Lemma 5.4. First (i) and the $\sigma(\mu, \{Y_i\}_{i \in \mathbb{N}})$ measurability for $\mu$ and $\mu^*$ are straightforward from their definitions. (ii) for $\mu$ is an immediate consequence of Lemma 4.5, (ii) for $\mu^*$ comes from $\mu^* (Y_n, Y_{n+1}] = 1$. (iii) is a little tedious to prove and follows directly from the fact that conditionally on $\mu$, $\{Y_i\}_{i \in \mathbb{N}}$ is a Poisson point process with rate $\mu[0, l]dl$ and that by Lemma 4.2 almost surely $\mu[0, l] \to \infty$ as $l \to \infty$. We omit the details. This concludes the proof of Proposition 3.2. \hfill $\square$

### 6 Compactness

#### 6.1 Equivalent condition

In this section, we obtain a condition equivalent to that of Theorem 3.3 which is more convenient to study the compactness of the ICRT from the bounds provided by Lemmas 6.2 and 6.5. Additionally we also prove that the condition conjectured in [15] is also equivalent to that of Theorem 3.3. For $l \geq 0$, recall that $\chi_l$ is defined by $\mathbb{E}[\mu[0, \chi_l]] = l$ and let

$$\psi(l) := \frac{\theta_0^2}{2} l^2 + \sum_{i=1}^{\infty} (e^{-l \theta_i} - 1 + l \theta_i).$$
Lemma 6.1 The following conditions are equivalent:

\[(i) \int_{\mathcal{I}[\mu[0, l]]} dl < +\infty, \quad (ii) \int_{\psi(l)} dl < +\infty, \quad (iii) \sum_{n=0}^{\infty} \frac{\log \chi_{2n}}{2^n} < \infty.\]

**Proof** Since for every \(x \in \mathbb{R}^+, e^{-x} - 1 + x \leq x(1 - e^{-x}) \leq 2(e^{-x} - 1 + x)\), for every \(l \geq 0:\)

\[\frac{\theta_0^2}{2} l^2 + \sum_{i=1}^{\infty} \left(e^{-l\theta_i} - 1 + l\theta_i\right) \leq \theta_0^2 l^2 + \sum_{i=1}^{\infty} l\theta_i \left(1 - e^{-l\theta_i}\right) \leq \theta_0^2 l^2 + 2 \sum_{i=1}^{\infty} \left(e^{-l\theta_i} - 1 + l\theta_i\right).\]

So by (3) for every \(l \geq 0, \psi(l) \leq l\mathcal{E}[\mu[0, l]] \leq 2\psi(l)\). It follows readily that (i) and (ii) are equivalent. Furthermore

\[\int_{\mathcal{X}_1} \frac{dl}{l\mathcal{E}[\mu[0, l]]} = \sum_{k=0}^{\infty} \int_{\mathcal{X}_{2k+1}}^{X_{2k+1}} \frac{dl}{l\mathcal{E}[\mu[0, l]]} \leq \sum_{k=0}^{\infty} \int_{\mathcal{X}_{2k+1}}^{X_{2k+1}} \frac{dl}{l^{2k}} = \sum_{k=1}^{\infty} \frac{\log \chi_{2k}}{2^k} - \log \chi_1,\]

and similarly

\[\int_{\mathcal{X}_1} \frac{dl}{l\mathcal{E}[\mu[0, l]]} = \sum_{k=0}^{\infty} \int_{\mathcal{X}_{2k+1}}^{X_{2k+1}} \frac{dl}{l\mathcal{E}[\mu[0, l]]} \geq \sum_{k=0}^{\infty} \int_{\mathcal{X}_{2k+1}}^{X_{2k+1}} \frac{dl}{l^{2k+1}} = \sum_{k=1}^{\infty} \frac{\log \chi_{2k}}{2^{k+1}} - \frac{\log \chi_1}{2}.\]

So (i) and (iii) are equivalent. \(\square\)

### 6.2 The condition of Theorem 3.3 is sufficient for compactness

The aim of this section is to prove Lemma 6.2 below. This Lemma implies that under condition (iii) of Lemma 6.1, \((T\mathcal{X}_{2k})_{k \in \mathbb{N}}\) is a Cauchy sequence of compact sets for the Hausdorff topology and thus converges toward a compact set. Since \((T\mathcal{X}_{2k})_{k \in \mathbb{N}}\) is increasing (for \(\subset\)) toward \(T\), \(T\) is the only possible limit, and hence is compact.

**Lemma 6.2** Almost surely, for every \(k\) large enough:

\[d_H(T\mathcal{X}_{2k-1}, T\mathcal{X}_{2k}) \leq 21 \frac{\log \chi_{2k}}{2^k}.\]

**Proof** For every \(k \in \mathbb{N}\) and \(x \in T\), let \(E_k(x)\) denote the event \(d(x, [0, \mathcal{X}_{2k-1}]) > 20 \log \chi_{2k} 2^{-k}\). First by Fubini’s theorem and Lemma 4.7, we have conditionally on \(\mu:\)

\[\mathbb{E} \left[ \int_{0}^{\mathcal{X}_{2k}} 1_{E_k(x)} dx \right] = \int_{0}^{\mathcal{X}_{2k}} \mathbb{P} (E_k(x) | \mu) dx \leq \mathcal{X}_{2k} \exp \left( -5 \frac{\log \chi_{2k}}{2^k} \mu[0, \mathcal{X}_{2k-1}] \right).\]

\(\square\) Springer
Then by Lemma 4.2 as $k$ goes to infinity $\mu[0, X_{2^k}] \sim 2^k$. So for every $k$ large enough:

$$\mathbb{E} \left[ \int_0^{X_{2^k}} 1_{E_k(x)} \, dx \middle| \mu \right] \leq X_{2^k}^{-4/3}.$$ 

Furthermore by Lemma 4.1, $2^k = O(X_{2^k})$ so $\sum X_{2^k}^{-1/3} < \infty$. Hence by Markov’s inequality and the Borel–Cantelli lemma, for every $k$ large enough:

$$\int_0^{X_{2^k}} 1_{E_k(x)} \, dx < X_{2^k}^{-1}.$$ 

Note that it implies that, for every $k$ large enough and $x \in [0, X_{2^k}]$,

$$d(x, [0, X_{2^k}^{-1}]) \leq 20 \log \frac{X_{2^k}}{2^k} + X_{2^k}^{-1},$$

since otherwise the geodesic path from $x$ to $[0, X_{2^k}^{-1}]$ would contain a segment $S$ of length at least $\frac{1}{X_{2^k}}$ such that $d(S, [0, X_{2^k}^{-1}]) > 20 \log X_{2^k} 2^{-k}$. Finally by Lemma 4.1, for every $k$ large enough $X_{2^k} \geq 2^k$, hence $X_{2^k}^{-1} \leq \log X_{2^k} 2^{-k}$. This concludes the proof.

6.3 The condition of Theorem 3.3 is necessary for compactness

The following section is organized as follow: Lemma 6.3 defines and proves the existence of “long” segments, Lemma 6.4 proves that they tend to “aggregate”. Lemma 6.5 deduces a lower bound on $d_H(T_{X_{2^k}}, T)$ from the two previous lemmas, thus proving that the condition is necessary. Finally Lemma 6.6 gives a more precise view of the geometry of the tree in the non-compact case: “the tree is infinite in every direction”.

Lemma 6.3 For every $n \in \mathbb{N}$ let $L_n := \frac{\log X_{2^n}}{2^{n+2}}$ and let $I_n$ be the set of segments $[Y_a + L_n, Y_{a+1}]$ with

$$Y_a \in [X_{2^n}, X_{2^{n+1}}); \quad Y_a + L_n \leq Y_{a+1}; \quad \mu [Y_a + L_n, Y_{a+1}] \geq \frac{1}{X_{2^{n+1}}^2}.$$ 

Almost surely for every $n$ large enough we have $\# I_n \geq 2^{n+2} X_{2^{n+1}}^{1/3}$.

Proof Write $I'_n$ for the set of segments $[Y_a + L_n, Y_{a+1}]$ with

$$Y_a \in [X_{2^n}, X_{2^{n+1}}); \quad Y_a + L_n \leq Y_{a+1}; \quad \mu [Y_a + L_n, Y_{a+1}] \leq \frac{1}{X_{2^{n+1}}^2}.$$ 

First by Lemmas 4.4 and 4.2, for every $n$ large enough, there are at most $2^{n+2} X_{2^{n+1}}^2$ cuts on $[0, X_{2^{n+1}}]$, hence $\# I'_n \leq 2^{n+2} X_{2^{n+1}}$. Furthermore, by Lemma 4.6, for every $n$
large enough and \( I \in \mathcal{I}_n \), we have \( \mu(I) \leq \log^2 \mathcal{X}_{2^n} / \mathcal{X}_{2^n} \) so

\[
\sum_{I \in \mathcal{I}_n \cup \mathcal{I}_n'} \mu(I) = \sum_{I \in \mathcal{I}_n} \mu(I) + \sum_{I \in \mathcal{I}_n'} \mu(I) \leq \# \mathcal{I}_n \frac{\log^2 \mathcal{X}_{2^n}}{\mathcal{X}_{2^n}} + \frac{2^{n+2}}{\mathcal{X}_{2^n+1}}.
\]

Therefore, since \( \mathcal{X}_{2^n+1} \geq \mathcal{X}_{2^n} \), it suffices to prove that, writing \( S_n := \bigcup_{I \in \mathcal{I}_n \cup \mathcal{I}_n'} I \),

\[
\mu(S_n) \geq 2^{n+2} \mathcal{X}_{2^n}^{-2/3} \log^2 \mathcal{X}_{2^n} + \frac{2^{n+2}}{\mathcal{X}_{2^n+1}}. \quad (23)
\]

Note that for every \( x \in [\mathcal{X}_{2^n}, \mathcal{X}_{2^n+1}] \), \( x \in S_n \) if and only if there is a cut in \([\mathcal{X}_{2^n}, x] \) and no cut in \([x - L_n, x] \). So if there is a cut in \([\mathcal{X}_{2^n}, \mathcal{X}_{2^n+1}] \),

\[
\mu(S_n) \geq \int_{\mathcal{X}_{2^n} + L_n + 1}^{\mathcal{X}_{2^n+1}} \varnothing_{x - L_n, x} d\mu(x),
\]

where for every \( x \leq y \), \( \varnothing_{x, y} := 1_{\{i \in \mathbb{N}, Y_i \in [x, y]\}} \). Let \( A_n \) denote the right-hand side above. Since, conditionally on \( \mu \), \((Y_i)_{i \in \mathbb{N}} \) is a Poisson point process of rate \( \mu[0, l]dl \), for every \( n \) large enough

\[
\mathbb{P}(A_n > \mu(S_n) | \mu) \leq \mathbb{P}(\varnothing_{\mathcal{X}_{2^n}, \mathcal{X}_{2^n+1}} = 0 | \mu) \leq e^{-\mu[0, \mathcal{X}_{2^n}]} \leq e^{-2^{n-1}}.
\]

Therefore, by the Borel–Cantelli lemma, almost surely for every \( n \) large enough \( \mu(S_n) \geq A_n \).

We now lower bound \( A_n \) via a second moment method. We have, still by the properties of \((Y_i)_{i \in \mathbb{N}} \),

\[
\mathbb{E}[A_n | \mu] \geq \int_{\mathcal{X}_{2^n} + L_n + 1}^{\mathcal{X}_{2^n+1}} e^{-\mu[0, \mathcal{X}_{2^n+1}]} L_n d\mu(x) = e^{-\mu[0, \mathcal{X}_{2^n+1}]} L_n \mu[\mathcal{X}_{2^n} + L_n + 1, \mathcal{X}_{2^n+1}]. \quad (24)
\]

Furthermore note that \( \frac{1 + L_n}{\mathcal{X}_{2^n}} \to 0 \) as \( n \to \infty \), hence by Lemmas 4.2 and 4.1 almost surely as \( n \to \infty \),

\[
\mu[\mathcal{X}_{2^n} + L_n + 1, \mathcal{X}_{2^n+1}] = \mathbb{E}[\mu[0, \mathcal{X}_{2^n+1}][(1 + o(1)) - \mathbb{E}[\mu[0, \mathcal{X}_{2^n} + L_n + 1]](1 + o(1)) \sim 2^n.
\]

It follows from (24), Lemma 4.2, and the definition of \( L_n \) that, as \( n \to \infty \),

\[
\mathbb{E}[A_n | \mu] \geq \mathcal{X}_{2^n}^{-1/2 + o(1)} 2^n. \quad (25)
\]

Moreover we have by Fubini’s theorem,

\[
\text{Var}[A_n | \mu] = \int_{\mathcal{X}_{2^n} + L_n + 1}^{\mathcal{X}_{2^n+1}} \int_{\mathcal{X}_{2^n} + L_n + 1}^{\mathcal{X}_{2^n+1}} \text{Cov}[\varnothing_{x - L_n, x} \varnothing_{y - L_n, y} | \mu] d\mu(x) d\mu(y).
\]

\( \square \) Springer
Note that for every \( x, y \in \mathbb{R}^+ \), \( \text{Cov} \left[ \phi_{x-L_n} + \phi_{y-L_n}, y \mid \mu \right] \leq \mathbb{E} \left[ \phi_{y-L_n}, y \mid \mu \right] \), and that conditionally on \( \mu \), \( \phi_{x-L_n} \) and \( \phi_{y-L_n} \) are independent when \( |y - x| > L_n \). It follows that,

\[
\text{Var}[A_n \mid \mu] \leq \int_{\mathcal{X}_{2^n+1}} \mathbb{E} \left[ \phi_{y-L_n} \mid \mu \right] \int_{y-L_n}^{y+L_n} d\mu(x) d\mu(y) \\
\leq \mathbb{E}[A_n \mid \mu] \max_{\mathcal{X}_{2^n+1} \leq y \leq \mathcal{X}_{2^n+1}} \mu[y - L_n, y + L_n].
\]

(26)

Furthermore by Lemma 4.3, for every \( n \) large enough and \( y \in [\mathcal{X}_{2^n} + 1, \mathcal{X}_{2^n+1} - L_n] \),

\[
\mu[y, y + 2L_n] \leq 4L_n \frac{\mathbb{E}[\mu[0, y]]}{y} + 13 \frac{\log y}{y} \leq 4 \log \frac{\mathcal{X}_{2^n}}{2n^2} + \frac{\mathbb{E}[\mu[0, \mathcal{X}_{2^n+1}]]}{\mathcal{X}_{2^n}^2} + 13 \frac{\log \mathcal{X}_{2^n}}{\mathcal{X}_{2^n}^2}.
\]

(27)

Put together (26) and (27) yield as \( n \to \infty \),

\[
\text{Var}[A_n \mid \mu] \leq \mathbb{E}[A_n \mid \mu] \frac{17 \log \mathcal{X}_{2^n}}{\mathcal{X}_{2^n}^2}.
\]

(28)

Therefore, by Chebyshev’s inequality, (28), and (25), we have as \( n \to \infty \),

\[
\mathbb{P} \left( A_n \leq \frac{\mathbb{E}[A_n \mid \mu]}{2} \mid \mu \right) \leq 4 \frac{\text{Var}[A_n \mid \mu]}{\mathbb{E}[A_n \mid \mu]^2} \leq \frac{O(1) \log \mathcal{X}_{2^n}}{\mathcal{X}_{2^n}^2} \leq 2^{-n} \mathcal{X}_{2^n}^{-1/2 + o(1)}.
\]

So by the Borel–Cantelli lemma, almost surely for every \( n \) large enough \( A_n \geq \mathbb{E}[A_n \mid \mu] \). Finally the inequality in (23) follows from (25) and the fact that for every \( n \) large enough \( \mu(S_n) \geq A_n \). This concludes the proof.

Formally we call the segments in \( \bigcup_{n \in \mathbb{N}} \mathcal{I}_n \) “long”. The following lemma proves that those long segments tend to “glue” to one another.

**Lemma 6.4** For every \( I \in \bigcup_{n \in \mathbb{N}} \mathcal{I}_n \) let \( a_I \) denote the only integer such that \( I \subset (Y_{a_I}, Y_{a_I+1}] \). Almost surely for every \( m, n \in \mathbb{N} \) large enough with \( n < m \) and \( \mathcal{X}_{2^n} \geq \mathcal{X}_{2^n+1}^8 \), for every \( I \in \mathcal{I}_n \) there exists \( I' \in \mathcal{I}_m \) such that \( Z_{a_{I'}} \in I \). In this case we say that \( I' \) is glued on \( I \).

**Proof** Conditionally on \( \mathcal{F} := \sigma(\mu, (Y_i)_{i \geq 1}, (Z_i)_{i \geq 1}) \) are independent random variables with law \( (p_{Y_i})_{i \in \mathbb{N}} \) so for every \( i \in \mathbb{N} \) and \( I \in \mathcal{I}_n \)

\[
\mathbb{P} \left( \forall I' \in \mathcal{I}_m, Z_{a_{I'}} \notin I \mid \mathcal{F} \right) = \prod_{I' \in \mathcal{I}_m} \left( 1 - \frac{\mu(I)}{\mu[0, \mathcal{X}_{2^n+1}]} \right) \leq \exp \left( -\#\mathcal{I}_m \frac{\mu(I)}{\mu[0, \mathcal{X}_{2^n+1}]} \right).
\]

Furthermore we have by definition of \( I_n, \mu(I) \leq \mathcal{X}_{2^n+1}^{-2} \leq \mathcal{X}_{2^n}^{-1/4} \). It follows from Lemmas 6.3 and 4.2 that for every \( m \) large enough,

\[
\mathbb{P} \left( \forall I' \in \mathcal{I}_m, Z_{a_{I'}} \notin I \mid \mathcal{F} \right) \leq \exp \left( -\mathcal{X}_{2^n}^{-1/4} \frac{2^{m+2} \mathcal{X}_{2^n}^{1/3}}{2m+2} \right) = \exp \left( -\mathcal{X}_{2^n}^{1/12} \right).
\]
Moreover, by Lemma 4.4, for every \( i \) large enough \( \#I_n \leq 2 \lambda_{2n+1}^2 \), and by Lemma 4.1 for every \( m \in \mathbb{N} \), \( \lambda_m^2 \geq 2^m \). So for every \( m \) large enough,

\[
\mathbb{P} \left( \exists I \in \mathcal{I}_n, \forall I' \in \mathcal{I}_m, Z_{d_{I'}} \not\in I | \mathcal{F} \right) \leq 2 \lambda_{2n}^2 e^{-\lambda_{2n}^{1/12}} \leq f(\lambda_{2m}) \leq f(2^m),
\]

where \( f(x) = 2x^2 e^{-x^{1/12}} \). Since \( \sum_{n=0}^{\infty} \sum_{m=n}^{\infty} f(2^m) < \infty \) the Borel–Cantelli lemma yields the desired result.

**Lemma 6.5** Almost surely for every \( k \) large enough:

\[
d_H(T_{\lambda_{2k}}, T) \geq \frac{1}{128} \sum_{n=k}^{\infty} \frac{\log \lambda_{2n}}{2^n}.
\]

**Proof** First define by induction \( (n_i)_{i \in \mathbb{N}} \) such that \( n_0 = k \) and such that for every \( i \geq 0 \),\n
\[
n_{i+1} = \inf \{ n \in \mathbb{N} : n > n_i, \lambda_{2n} \geq \lambda_{2n_i}^8 \}.
\]

Note that for \( i \in \mathbb{N} \), \( \lambda_{2n_{2i+2}} \geq \lambda_{2n_{2i+1}}^8 \geq \lambda_{2n_i}^8 \), so by Lemma 4.4, there exists a sequence \( \{I_i\}_{i \in \mathbb{N}} \) such that for every \( i \in \mathbb{N} \), \( I_i \in \mathcal{I}_{n_i} \) and \( I_{i+1} \) is glued on \( I_i \). On this event, note that for every \( j \in \mathbb{N} \) and \( x \in I_j \), \( x \) is at distance at least \( \sum_{i=0}^{j-1} L_{n_{2i}} \) of \( \lambda_{2k} \) so \( d_H(T_{\lambda_{2k}}, T) \geq \sum_{i=0}^{\infty} L_{n_{2i+1}} \). Similarly we have \( d_H(T_{\lambda_{2k}}, T) \geq \sum_{i=0}^{\infty} L_{n_{2i+1}} \), hence

\[
d_H(T_{\lambda_{2k}}, T) \geq \frac{1}{2} \sum_{i=0}^{\infty} L_{n_i}.
\]

Finally we compare \( \sum_{i=0}^{\infty} L_{n_i} \) with \( \sum_{n=k+1}^{\infty} \frac{\log \lambda_{2n}}{2^n} \). By definition of \( (n_i)_{i \in \mathbb{N}} \) we have:

\[
\sum_{n=k}^{\infty} \frac{\log \lambda_{2n}}{2^n} = \sum_{i=0}^{\infty} \sum_{n=n_i}^{n_i+1} \frac{\log \lambda_{2n}}{2^n} \leq \sum_{i=0}^{\infty} \sum_{n=n_i}^{n_i+1} \frac{8 \log \lambda_{n_i}}{2^n} \leq 64 \sum_{i=0}^{\infty} \frac{\log \lambda_{n_i}}{2^{n_i+2}} = 64 \sum_{i=0}^{\infty} L_{n_i}.
\]

This concludes the proof. \( \square \)

The previous lemma proves that when \( \sum_{n=0}^{\infty} \frac{\log \lambda_{2n}}{2^n} = \infty \) the tree is not compact, thus finishing the proof of Theorem 3.1. The next lemma gives a more precise description of the geometry of the tree in the non-compact case: “the tree is infinite in every direction”.

**Lemma 6.6** Suppose that \( \sum_{n=0}^{\infty} \frac{\log \lambda_{2n}}{2^n} = \infty \) then almost surely for every \( a < b < c \), \([a, b]^c \) has infinite diameter.

**Remark** An equivalent result is proved in Le Gall and Le Jan [5] for non-compact Lévy trees: the set of values taken by the height process on any non-trivial open interval contains a half line \([a, \infty)\).
Proof First one may adapt the argument of the proof of Lemma 6.5 to prove that for every \( k \in \mathbb{N} \) large enough and \( I \in \mathcal{I}_k \),

\[
\text{diam}(\{Y_{aI}, Y_{aI+1}\}^{Y_{aI+1}}) \geq L_k + \frac{1}{2} \left( \sum_{i=1}^{\infty} L_{n_{2i+1}} + \sum_{i=1}^{\infty} L_{n_{2i}} \right) \geq \frac{1}{64} \sum_{n=n_2}^{\infty} \frac{\log X_{2n}}{2^n} = \infty, \tag{29}
\]

where \( \{n_i\}_{i \in \mathbb{N}} \) is defined in the proof of Lemma 6.5 and \( a_I \) in Lemma 6.4. We leave the details to the reader.

We now fix \( a < b < c \in \mathbb{R}^+ \). Since conditionally on \( \mathcal{F} := \sigma(\mu, (Y_i)_{i \geq 1}) \), \((Z_i)_{i \geq 1}\) are independent random variables with law \((p_{Y_i})_{i \in \mathbb{N}}\), we have for every \( m \in \mathbb{N} \),

\[
\mathbb{P} \left( \forall I \in \mathcal{I}_m, Z_{aI} \notin [a, b] \mid \mathcal{F} \right) = \prod_{I' \in \mathcal{I}_m} \left( 1 - \frac{\mu[a, b]}{\mu[0, Y_{aI'}]} \right) \leq \exp \left( -\frac{\mu[a, b]\#\mathcal{I}_m}{\mu[0, X_{2m+1}]} \right).
\]

Since \( \mu \) has full support it follows from Lemmas 4.2 and 6.3 that the right-hand side above converges to 0 as \( m \to \infty \). Therefore for every \( n \in \mathbb{N} \), there exists almost surely \( m \geq n \) and \( I \in \mathcal{I}_m \) such that \( Z_{aI} \in [a, b] \). It follows from (29) that if \( m \) is large enough \([a, b]^{Y_{aI}} \) has infinite diameter, hence \([a, b]^{c} \) also has infinite diameter. Since \( a < b < c \) are arbitrary and since rational numbers are dense on \( \mathbb{R}^+ \), the desired claim follows. \( \square \)

7 Fractal dimensions: proof of theorem 3.4

In this section we prove Theorem 3.4. By Lemma 2.3, it suffices to upper bound the Minkowski dimensions and to lower bound the Packing and Hausdorff dimension. We obtain the upper bounds from some simple cover of \( T \) and we derive the lower bounds from Lemma 2.2.

7.1 Upper bound for the Minkowski dimensions

First from the change of variables \( u = X_l \), note that the upper bound for the Minkowski dimensions given by Theorem 3.4 are equivalent to

\[
\text{(a) } \overline{\dim}(T) \leq \limsup_{l \to \infty} \frac{\log l X_l}{\log l} \quad \text{and} \quad \text{(b) } \underline{\dim}(T) \leq \liminf_{l \to \infty} \frac{\log l X_l}{\log l} \quad \text{when} \quad \log X_l = l^{\rho(1)}.
\]

Then for every \( l \in \mathbb{R} \), \( T_{X_l} \) has total length \( X_l \), hence one can construct a cover of \( T_{X_l} \) using \( l X_l \) balls of radius \( 2/l \). By increasing the radius of those balls by \( d_H(T_{X_l}, T) \) one obtains a cover of \( T \). So for every \( l \in \mathbb{R}^+ \),

\[
N_{2/l + d_H(X_l, X)} \leq l X_l, \tag{30}
\]

The claims (a) and (b) are applications of the inequality in (30).


Toward proving (a), we may assume that \( \log X_i = O(\log l) \) since otherwise the bound is trivial. It follows from Lemma 6.2 that \( d_H(T_{X_{ik-1}}, T_{X_{ik}}) = O(k/2^k) \) and summing over all \( k \geq \log_2(l) \), we obtain \( d_H(X_i, T) = O(\log(l)/l) \). Therefore by (30),

\[
\dim(T) = \limsup_{l \to \infty} \frac{\log N_{1/l}}{\log l} = \limsup_{l \to \infty} \frac{\log N_{2/l + X_{ik}}(T_{X_i}, T)}{\log(l) \log l}. 
\]

and (a) follows. (b) can be treated similarly by observing that Lemma 6.2 and \( \log X_i = l^{o(1)} \) implies that \( d_H(X_i, T) = l^{-1+o(1)} \). We leave the details to the reader. This concludes the proof.

7.2 Lower bound for the packing dimension and the Hausdorff dimension

In this section we show that almost surely,

\[
\dim_P(T) \geq \alpha := 1 + \limsup_{l \to \infty} \frac{\log l}{\log \mathbb{E}[\mu[0, l]]} \quad \text{and} \quad \dim_H(T) \geq \beta := 1 + \liminf_{l \to \infty} \frac{\log l}{\log \mathbb{E}[\mu[0, l]]}.
\]

To this end, by lemma 2.2 it suffices to prove that if \( A \) is a random variable with law \( p \) then almost surely for every \( \delta > 0 \), \( \lim \inf \log p(B(A, \varepsilon))e^{-\alpha - \delta} < \infty \) and \( \log p(B(A, \varepsilon)) = O(\varepsilon^{\beta + \delta}) \) as \( \varepsilon \to 0 \). The two previous inequalities can be proved via an elementary computation using \( \mu[0, l] \sim \mathbb{E}[\mu[0, l]] \) (Lemma 4.2),

\[
\text{(a) } p(B(A, d(A, T_{Y_{ik}}))) \leq \frac{1}{Y_i^{1+o(1)} \mu[0, Y_i]} \quad \text{and} \quad \text{(b) } d(A, T_{Y_{ik}+1}) \geq \mu[0, Y_i]^{1+o(1)}.
\]

We omit the details and focus on the proof of (a) and (b).

Toward (a), let \( \gamma \) be the geodesic path from \( 0 \) to \( A \) and let for every \( i \in \mathbb{N} \), \( j_i := \min\{j \geq i : (Y_j, Y_{j+1}] \cap \gamma \neq \emptyset \} \). Note that since by Theorem 3.1 almost surely \( A \not\in \mathbb{R}^+ \),

\[
B(A, d(A, T_{Y_{ik}})) \subset \{Z_{j_i}\} \cup (Y_{j_i}, Y_{j_{i+1}})^{Y_{j_{i+1}}}. 
\]

Furthermore we have by Lemma 4.6, \( \mu(Y_{j_i}, Y_{j_{i+1}}) \leq \frac{\log^2 Y_i}{Y_i} \). Therefore by Lemma 5.1 (iii), conditionally on \( (\mu, \{Y_j\}_{j \in \mathbb{N}}) \), for every \( i \) large enough with probability at least \( 1 - Y_{j_i}^{-5} \geq 1 - Y_{j_i}^{-5} \),

\[
p(B(A, d(A, T_{Y_{ik}}))) \leq p \left( \left[ Y_{j_i}, Y_{j_{i+1}} \right] \right) \leq 2 \log^6 Y_i \mu[0, Y_{j_i}] \leq 2 \log^6 Y_i \mu[0, Y_i].
\]

Moreover by Lemma 4.4, we have \( i = O(Y_i^2) \), hence \( \sum_{i=1}^{\infty} Y_i^{-5} < \infty \). The Borel–Cantelli lemma then yields that almost surely (31) holds for every \( i \) large enough, hence (a) holds.

\( \square \) Springer
Toward (b), let us first upper bound \( p(S_n) \) where for \( n \in \mathbb{N} \), \( S_n \) denotes the set of \( x \in T \) such that \( d(x, [0, X_{2^n}]) \leq \delta_n := \frac{1}{2^n} \). Let for every \( n \in \mathbb{N} \),

\[
\alpha_n := \max\{a : Y_a \leq X_{n+2^n}\}, \quad S'_n := \left\{ x \in \left( X_{2^n} + \delta_n, Y_{\alpha_n} \right] : [x - \delta_n, x] \cap \{Y_i\}_{i\in\mathbb{N}} \neq \emptyset \right\}.
\]

Note that for every \( n \in \mathbb{N} \), \( S_n \subset ([0, X_{2^n} + \delta_n] \cup S'_n) \uparrow Y_{\alpha_n} \). Therefore by Lemma 5.1 (ii), 4.2 and 4.6, almost surely for every \( n \) large enough:

\[
p(S_n) \leq 2p_{Y_{\alpha_n}} ([0, X_{2^n} + \delta_n] \cup S'_n) = 2\frac{\mu[0, X_{2^n} + \delta_n] + \mu(S'_n)}{\mu[0, X_{n+2^n}]} - \mu(Y_{\alpha_n}, X_{n+2^n}) \leq 4^{n} + \mu(S'_n) n^2 2^n.
\]

Furthermore since conditionally on \( \mu \), \( (Y_i)_{i\in\mathbb{N}} \) is a Poisson point process of rate \( \mu[0, l]dl \), we have by Fubini’s theorem, for every \( n \in \mathbb{N} \):

\[
\mathbb{E}[\mu(S'_n)|\mu] \leq \int_0^{X_{n+2^n}} \mathbb{P}\left\{ [x - \delta_n, x] \cap \{Y_i\}_{i\in\mathbb{N}} \neq \emptyset \mid \mu \right\} d\mu(x)
\]
\[
\leq \int_0^{X_{n+2^n}} 1 - e^{-\delta_n \mu[0, X_{n+2^n}]} d\mu(x)
\]
\[
\leq \delta_n \mu[0, X_{n+2^n}]^2.
\]

It directly follows from Lemma 4.2 that almost surely \( \mathbb{E}[\mu(S'_n)|\mu] = O(2^n n^2) \) as \( n \to \infty \). Thus by Markov’s inequality and the Borel–Cantelli lemma almost surely \( \mu(S'_n) = O(2^n) \). Therefore by (32), \( p(S_n) = O(1/n^2) \), hence by the Borel–Cantelli lemma almost surely for every \( n \) large enough, \( A \notin S_n \).

Finally let for every \( i \in \mathbb{N} \), \( n_i := \inf\{n \in \mathbb{N} : Y_{i+1} \leq X_{2^n}\} \). We have by Lemma 4.2 and 4.6 almost surely \( \mu[0, Y_i] \geq 2^n + O(1) \). Hence, since for every \( i \) large enough \( A \notin S_{n_i} \), we have,

\[
d(A, Y_{i+1}) \geq d(A, X_{2^{n_i}}) \geq \frac{1}{2^{n_i} n_i^{6}} \geq \mu[0, Y_i]^{-1 + o(1)}.
\]

This concludes the proof of (b) and therefore of Theorem 3.4.
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**Appendix**

We first prove an exponential concentration inequality for general Pólya urns.

**Lemma A.1** Let \( \{m_n\}_{n \geq 0} \) be a positive real-valued sequence. Let \( (A_n)_{n \geq 0} \) be a sequence of positive real-valued random variables such that \( A_0 \leq m_0 \) and such
that for every $n \geq 0$,
\[
\mathbb{P}(A_{n+1} = A_n + m_{n+1} | A_n) = \frac{A_n}{M_n}; \quad \mathbb{P}(A_{n+1} = A_n | A_n) = \frac{M_n - A_n}{M_n},
\]
where for every $n \geq 0$, $M_n = \sum_{i=0}^{n} m_i$. We say that in this case $(A_n)_{n \geq 0}$ is a $(A_0, \{m_i\}_{i \geq 0})$ Pólya urn.

(a) If $\sum_{n=0}^{\infty} \frac{m_n^2}{M_n^2} < \infty$, then almost surely for every $a \geq 0$ and $t \in \mathbb{R}^+$,
\[
\mathbb{P}\left( \sup_{i \geq a} \left| \frac{A_i}{M_i} - \frac{A_a}{M_a} \right| > t \frac{A_a}{M_a} \right) \leq 2 \exp \left( - \frac{t^2 A_a}{4 M_a} \frac{\sum_{n>\infty} m_n^2}{M_n^2} + t \max\left( \sum_{n>a} m_n^2, \max_{n>a} m_n \right) \right).
\]

(b) If $\{m_n\}_{n \in \mathbb{N}}$ is bounded, then almost surely for every $a \geq 0$ and $t \in \mathbb{R}^+$,
\[
\mathbb{P}\left( \sup_{i \geq a} \left| \frac{A_i}{M_i} - \frac{A_a}{M_a} \right| > t \frac{A_a}{M_a} \right) \leq 2 \exp \left( - \frac{t^2 A_a}{4(1+t)} \frac{\max_{n>a} m_n}{\max_{n>a} m_n} \right).
\]

**Remark** Note that Lemma A.1 implies that almost surely $\{(A_i/M_i)\}_{i \in \mathbb{N}}$ is a Cauchy sequence and so converges. The statement should then be seen as an estimate on the speed of convergence.

**Proof** First let us explain why (b) follows from (a). We have for every $a \in \mathbb{N}$,
\[
\sum_{n>a} \frac{m_n^2}{M_n^2} \leq \max_{n>a} m_n \sum_{n>a} \frac{m_n}{M_n^2} \leq \max_{n>a} m_n \int_{M_a}^{+\infty} \frac{dx}{x^2} = \frac{\max_{n>a} m_n}{M_a},
\]
and (b) follows by replacing $\max_{n>a} m_n$ and $\sum_{n>a} \frac{m_n^2}{M_n^2}$ by the upper bound $\frac{\max_{n>a} m_n}{M_a}$ in (a).

We focus henceforth on (a). To simplify the notation set for every $n \in \mathbb{N}$, $X_n := \frac{A_n}{M_n}$ and $\delta_n := \frac{m_n}{M_n}$. Also we write for every $a \in \mathbb{N}$, $\mathbb{E}^{(a)}[\ldots] = \mathbb{E}[\ldots | X_a]$. We first prove by induction that for every $a, b, c \in \mathbb{N}$ and $\lambda \in \mathbb{R}$ satisfying
\[
a \leq b \leq c; \quad |\lambda| \leq \Lambda_a := \frac{1}{4 \max\{\sum_{n>a} \delta_n^2, \max_{n>a} \delta_n\}}
\]
we have
\[
\mathbb{E}^{(a)}\left[ e^{\lambda X_c} \right] \leq f(a, b, c, \lambda) := \mathbb{E}^{(a)}\left[ e^{\lambda(1+\sum_{n=b+1}^{c} \delta_n^2)} X_b \right]. \quad (P(a, b, c, \lambda))
\]
Note that when $b = c$, $P(a, b, c, \lambda)$ is trivial. Therefore it suffices to prove that for every $a, b, c, \lambda$ such that $a \leq b < c$ and $\lambda \leq \Lambda_a$ that $f(a, b+1, c, \lambda) \leq f(a, b, c, \lambda)$. Fix $a \leq b < c$, $\lambda \leq \Lambda_a$ and let $\gamma := \lambda \left( 1 + \lambda \sum_{n=b+2}^{c} \frac{\delta^2_n}{n} \right)$. We have,

$$
\begin{align*}
 f(a, b + 1, c, \lambda) &= \mathbb{E}^{(a)} \left[ e^{\gamma X_{b+1}} \right] \\
 &= \mathbb{E}^{(a)} \left[ e^{\gamma X_{b}} \mathbb{E}^{(b)} \left[ e^{\gamma (X_{b+1} - X_{b})} \right] \right] \\
 &= \mathbb{E}^{(a)} \left[ e^{\gamma X_{b}} \left( X_{b} e^{\gamma \delta_{b+1}(1 - X_{b})} + (1 - X_{b}) e^{-\gamma \delta_{b+1} X_{b}} \right) \right] \\
 &= \mathbb{E}^{(a)} \left[ e^{\gamma X_{b}} \left( X_{b} e^{\gamma \delta_{b+1}(1 - X_{b})} + (1 - X_{b}) e^{-\gamma \delta_{b+1} X_{b}} \right) \right].
\end{align*}
$$

Furthermore by (33), $|\gamma| \leq \frac{5}{4} |\lambda| \leq \frac{5}{16} \delta_{b+1}$, hence since for every $0 \leq x \leq 1$ and $|c| \leq \frac{5}{16}$, $x e^{c(1-x)} + (1 - x)e^{-cx} \leq e^{\frac{16}{25}x^2}$, we have

$$
X_{b} e^{\gamma \delta_{b+1}(1 - X_{b})} + (1 - X_{b}) e^{-\gamma \delta_{b+1} X_{b}} \leq e^{\frac{16}{25} \gamma^2 \delta_{b+1}^2 X_{b}}.
$$

Finally by (34), (35), and $|\gamma| \leq \frac{5}{4} |\lambda|$, we have

$$
\begin{align*}
 f(a, b + 1, c, \lambda) &\leq \mathbb{E}^{(a)} \left[ e^{\left( \gamma + \frac{16}{25} \gamma^2 \delta_{b+1}^2 \right) X_{b}} \right] \\
 &\leq \mathbb{E}^{(a)} \left[ e^{\left( \gamma + \frac{16}{25} \gamma^2 \delta_{b+1} \right) X_{b}} \right] = f(a, b, c, \lambda).
\end{align*}
$$

This concludes our proof by induction of $P(a, b, c, \lambda)$.

We now fix $a \in \mathbb{N}$. For every $n \in \mathbb{N}$ and $0 \leq \lambda \leq \Lambda_a$, by $P(a, a, n, \lambda)$ and $P(a, a, n, -\lambda)$, we have the sub-Gaussian bound, $\mathbb{E}^{(a)} \left[ e^{\lambda |X_{n} - X_{a}|} \right] \leq 2 e^{\lambda^2 V_a/2}$ where $V_a := 2X_a \sum_{l > a} \delta^2_l$. Furthermore note that $(X_n)_{n \geq a}$ is a martingale, and hence that for every $\lambda \in \mathbb{R}^+$, $(e^{\lambda |X_{n} - X_{a}|})_{n \geq a}$ is a sub-martingale. It follows by Doob’s inequality that for every $t \in \mathbb{R}^+$ and $0 \leq \lambda \leq \Lambda_a$,

$$
\begin{align*}
 \mathbb{P}^{(a)} \left( \sup_{n \geq a} |X_{n} - X_{a}| \geq t \right) &= \mathbb{P}^{(a)} \left( \sup_{n \geq a} e^{\lambda |X_{n} - X_{a}|} \geq e^{\lambda t} \right) \\
 &\leq \sup_{n \geq a} \frac{\mathbb{E}^{(a)} \left[ e^{\lambda |X_{n} - X_{a}|} \right]}{e^{\lambda t}} \\
 &\leq 2 e^{\lambda^2 \frac{V_a}{2} - \lambda t}.
\end{align*}
$$

On the one hand, for every $0 \leq t \leq V_a \Lambda_a$, taking $\lambda := t/V_a$ in (36) gives,

$$
\begin{align*}
 \mathbb{P}^{(a)} \left( \sup_{n \geq a} |X_{n} - X_{a}| \geq t \right) &\leq 2 e^{-\frac{t^2}{2V_a}}.
\end{align*}
$$
On the other hand, for every $t > V_a \Lambda a$, taking $\lambda : = \Lambda a$ in (36) gives,

$$\mathbb{P}(a) \left( \sup_{n \geq a} |X_n - X_a| \geq t \right) \leq 2e^{\Lambda a^2 - \Lambda a t} = 2e^{\frac{t^2}{\Lambda a} \left( \frac{1}{\Lambda a} \right)^{2} - \left( \frac{t}{\Lambda a} \right)^{-1}}),$$

hence since for every $x \geq 1$, $\frac{1}{2x} - \frac{1}{x} \leq -\frac{1}{2x}$,

$$\mathbb{P}(a) \left( \sup_{n \geq a} |X_n - X_a| \geq t \right) \leq 2e^{- \frac{t^2}{\Lambda a} \frac{1}{\Lambda a}}. \quad (38)$$

By (37) the last inequality is also true for $0 \leq t \leq V a / \Lambda a$. The desired inequality then directly follows from a reorganization of the different terms in (38). We omit the straightforward details. \qed

The following lemma is a version of the strong law of large number.

**Lemma A.2** Let $p > 0$, $(X_i)_{i \in \mathbb{N}}$ be a family of independent Bernoulli random variables with mean $p$. Let $(a_i)_{i \in \mathbb{N}}$ be a positive real-valued sequence and let for every $n \in \mathbb{N}$, $A_n : = \sum_{i=1}^{n} a_i$. Suppose that $A_n \to \infty$ and $\sum_{n=1}^{\infty} \frac{a_n^2}{A_n} < \infty$, then almost surely

$$\sum_{i=1}^{n} a_i X_i \sim p A_n.$$

**Proof** Since $\sum_{n=1}^{\infty} \frac{a_n^2}{A_n} < \infty$ and $(X_i)_{i \in \mathbb{N}}$ are independent random variables, the classical three series theorem implies that $S_n : = \sum_{i=1}^{n} \frac{a_i (X_i - p)}{A_i}$ almost surely converges as $n \to \infty$. Therefore,

$$\sum_{i=1}^{n} \frac{a_i (X_i - p)}{A_n} = \sum_{i=1}^{n} \frac{A_i}{A_n} (S_i - S_{i-1}) = S_n - \sum_{i=1}^{n-1} \frac{S_i (A_i + 1 - A_i)}{A_n} \to_{n \to \infty} 0.$$

\qed

**Remark** If there exists $\varepsilon > 0$ such that $a_i = O(A_i^{1-\varepsilon})$, then as $n$ goes to infinity,

$$\sum_{n=1}^{n} \frac{a_i^2}{A_i^2} = O \left( \sum_{i=1}^{n} \frac{a_i^2}{A_i^{1+\varepsilon}} \right) = O \left( \int_{1}^{A_n} \frac{dx}{x^{1+\varepsilon}} \right) = O(1).$$
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