Stability of travelling wavefronts in discrete reaction–diffusion equations with nonlocal delay effects
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Abstract
This paper deals with travelling wavefronts for temporally delayed, spatially discrete reaction–diffusion equations. Using a combination of the weighted energy method and the Green function technique, we prove that all noncritical wavefronts are globally exponentially stable, and critical wavefronts are globally algebraically stable when the initial perturbations around the wavefront decay to zero exponentially near minus infinity regardless of the magnitude of time delay.
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1. Introduction

Travelling wavefront solutions play an important role in the description of the long-term behaviour of solutions to initial value problems in reaction–diffusion equations, both in the spatially continuous case and in spatially discrete situations. Such solutions are also of interest in their own right, for example to understand transitions between different states of a physical system, propagation of patterns, and domain invasion of species in population biology (see, e.g., [3, 4, 9, 16, 58]). Here we present a stability analysis for travelling wavefronts of the equation

\[ u_t(x, t) = d \cdot \Delta u(x, t) + f (u(x, t), (h \ast u)(x, t - \tau)), \]

(1)
where \( x \in \mathbb{R}, d > 0, \tau \geq 0, \Delta_1 u(x, t) = u(x + 1, t) - 2u(x, t) + u(x - 1, t) \) and

\[
(h * u)(x, t) = \int_{\mathbb{R}} h(x - y)u(y, t) \, dy.
\]

One interpretation is that equation (1) is a spatially discrete version of time-delayed reaction–diffusion equations with nonlocal nonlinearity,

\[
u_t(x, t) = d\Delta_1 u(x, t) + f(u(x, t), (h * u)(x, t - \tau)).
\]

Such reaction–diffusion equations with nonlocal terms have been proposed by Britton [7, 8] in a biological context for population dynamics. In recent years, spatially nonlocal differential equations such as (2) have attracted significant attention (see, e.g., [20, 48, 58, 60, 61]). One can expect travelling wave solutions to play an important role in understanding the dynamics of (1) and (2), as for many other equations. However, one soon sees that the structure of such solutions for system (1) is richer and much more complex than for (2), as it is a nonlocal equation (see the discussion following (6)). The study of travelling wave solutions of (2) leads to the second order ordinary differential equation (ODE)

\[
-c\phi'(\xi) + d\phi''(\xi) + f\left(\phi(\xi), \int_{\mathbb{R}} h(y)S(\phi(\xi - y - c\tau)) \, dy\right) = 0, \quad \xi \in \mathbb{R},
\]

for \( \phi: \mathbb{R} \rightarrow \mathbb{R} \), with appropriate boundary conditions for \( \phi(\pm\infty) \) (for convenience, we write \( \phi(-\infty) \) and \( \phi(\infty) \) as abbreviations for \( \lim_{\xi \to -\infty} \phi(\xi) \) and \( \lim_{\xi \to \infty} \phi(\xi) \), respectively). Under some monostable assumptions, Wang et al [61] investigated the existence, uniqueness and global asymptotical stability of travelling wave fronts for (3). We also refer to So et al [58] for more details and some specific forms of \( f \), obtained from integrating along characteristics of a structured population model, an idea from the work of Smith and Thieme [54]. See also [58] for a similar model and [19] for a survey on the history and the current status of the study of reaction–diffusion equations with nonlocal delayed interactions. In particular, when \( f(u, v) = v(1 - u) \) and \( h(u) = \delta(u) \), the equation (2) is delayed Fisher’s equation [14] or KPP equation [30], which arises in the study of gene development or population dynamics. When \( f(u, v) = -au + b(v) \) and \( h(u) = \delta(u) \), the equation (2) is the local Nicholson’s blowflies equation and has been investigated in [20, 23, 36, 42]. When \( f(u, v) = -au + b(1 - u)v \), equation (2) is called the vector disease model as proposed by Ruan and Xiao [49]. When \( f(u, v) = bv \exp\{-\gamma \tau\} - \delta u^2 \) and \( h(u) = \frac{1}{\sqrt{4\pi \alpha \tau}} \exp\{-y^2/4\alpha \tau\} \), equation (2) is the age-structured reaction–diffusion model of a single species proposed by Al-Omari and Gourley [2]. Existence and stability of travelling wavefronts for the reaction–diffusion equation (2) and its special forms has been extensively studied in the literature.

In particular, if \( h(x) = \sum_{j=-\infty}^{\infty} J(j) \delta(j) \) with \( \delta(\cdot) \) being the Dirac delta function, then (1) become

\[
u_t(x, t) = d \cdot \Delta_1 u(x, t) + f\left(u(x, t), \sum_{j=-\infty}^{\infty} J(j)u(x - j, t - \tau)\right).
\]

For any fixed \( x \in \mathbb{R} \), let \( v_n(t) = u(x + n, t) \). Then (4) can be written as the following lattice differential equations

\[
v'_n(t) = d[v_{n+1}(t) + v_{n-1}(t) - 2v_n(t)] + f\left(v_n(t), \sum_{j=-\infty}^{\infty} J(j)v_{n-j}(t - \tau)\right),
\]

where \( t > 0 \) and \( n \in \mathbb{Z} \) can be interpreted as particle index. Models involving lattice differential equations can be found in many scientific disciplines, including physical applications [53],
chemical reaction theory [31], biology [5], material science [9], image processing and pattern recognition [12]. Moreover, system (5) and its special cases has been dealt with by Chow et al [16], Ma and Zou [41], Wu and Zou [62]. From an earlier work of Keener [28], one knows that as far as travelling wave fronts are concerned, a discrete model could behave totally different from its continuous version. It is such an essential difference that drives us to investigate the existence, uniqueness and asymptotic stability of travelling wave fronts of (1).

We are interested in wave propagation phenomena, more specifically in monotone travelling waves \(u(x, t) = \phi(x + ct)\) for (1), with \(\phi\) saturating at 0 and \(K\). As usual, we call \(c\) the travelling wave speed and \(\phi\) the profile of the wavefront. Then a travelling wave \(\phi(\xi)\), where \(\xi = x + ct\), is a solution of the associated travelling wave equation

\[
\begin{cases}
-c\phi'(\xi) + d\cdot \Delta_1 \phi(\xi) + f(\phi(\xi), (h \circ \phi)(\xi - ct)) = 0, & \xi \in \mathbb{R}, \\
\lim_{\xi \to -\infty} \phi(\xi) = 0, & \lim_{\xi \to \infty} \phi(\xi) = K, \\
0 \leq \phi(\xi) \leq K, & \xi \in \mathbb{R},
\end{cases}
\]  

(6)

where \((h \circ \phi)(\xi) = \int_{\mathbb{R}} h(y)\phi(\xi - y)\,dy\). In contrast to the second order equation (3), the differential-difference equation (6) is a genuinely infinite-dimensional problem. As described in the work of Rustichini [50, 51], the natural setting for an equation such as (6) is the Banach space \(C[-1, 1]\) of continuous functions on \([-1, 1]\). While much is known about retarded (delay) differential equations (such as involving \(\psi(\xi - 1)\) but not \(\psi(\xi + 1)\)), much less is known about so-called mixed-type equations as (6), where both the forward shift \(\xi + 1\) and the backward shift \(\xi - 1\) appear. This difference makes the study of (6) more different and more complicated. This is in particular true in comparison to travelling waves in partial differential equations. For example, even if the Laplacian is augmented by difference-differential terms of the kind considered here, the technical difficulties in proving the existence of travelling waves increase considerably [27]. An example of the difficulties one faces when studying forward–backward equations is that given an initial condition (here on \([-1, 1]\)), there is in general no solution on the real line, and sophisticated Fredholm arguments are needed [25].

We mention two special cases covered by the following analysis: If \(f(u, v) = -au + b(v)\) and \(h(x) = \delta(x)\), where \(b \in C^1([0, \infty), \mathbb{R})\) and \(\delta(\cdot)\) is the Dirac delta function, then (1) reduces to the local equation

\[
u_i(x, t) = d \cdot \Delta_1 u_i(x, t) - au_i(x, t) + b(u(x, t - \tau)), \quad x \in \mathbb{R}, \ t \geq 0.
\]

(7)

If \(f(u, v) = g(u)\) and \(g(u)\) denotes a Lipschitz continuous function satisfying \(g(u) > 0 = g(0) = g(1)\) for all \(u \in (0, 1)\), then (1) becomes

\[
u_i(x, t) = d \cdot \Delta_1 u_i(x, t) + g(u(x, t)).
\]

(8)

Before recalling the precise result and recalling relevant existence and stability theorems, we state the structural assumptions required for the stability result. Namely, we require the nonlinear functions \(f(u, v)\) and \(h(u)\) to satisfy the hypotheses

(F1) \(f \in C([0, K]^2, \mathbb{R})\), \(f(0, 0) = f(K, K) = 0\), \(f(u, u) > 0\) for all \(u \in (0, K)\),

\[
\partial_2 f(u, v) \geq 0
\]

for all \((u, v) \in [0, K]^2\), and \(\partial_1 f(K, K) + \partial_2 f(K, K) < 0\).

(F2) There exist some \(M > 0\) and \(\sigma \in (0, 1]\) such that

\[
0 \leq \partial_1 f(0, 0)u + \partial_2 f(0, 0)v - f(u, v) \leq M(u + v)^{1+\sigma}
\]

for all \((u, v) \in [0, K]^2\) and \(\partial_1 f(K, K) + \partial_2 f(K, K) < 0\).

(F3) \(\partial_i f(0, 0) \leq 0\) and \(\partial_{ij} f(u, v) \leq 0\) for all \((i, j = 1, 2)\) for all \((u, v) \in [0, K]^2\).

(H1) \(h(x)\) is nonnegative, even, integrable and satisfies \(\int_{\mathbb{R}} h(x)\,dx = 1\).

(H2) There exists some \(\lambda_0 > 0\) (possibly equal to \(\infty\)) such that \(\int_{0}^{\infty} h(x) \exp[\lambda x]\,dx < \infty\) for all \(\lambda < \lambda_0\).
We remark that assumptions (F1) and (F2) are standard; (F1) shows that (1) has two equilibria 0 and $K$. Furthermore, condition (F2) together with (F1) implies that 
$$\partial_1 f(0, 0) + \partial_2 f(0, 0) \geq \frac{2}{K} f(\frac{K}{2}, \frac{K}{2}) > 0,$$

hence 0 is unstable and $K$ is stable.

We point to some related literature, giving a very incomplete synopsis. Regarding work on related equations, we only mention the analysis of equations with a local nonlinearity, but general nonlocal expressions instead of the spatial discrete Laplacian (e.g., [13]), and the interesting work on a Fisher–KPP equation with a nonlocal saturation effect, where no maximum principle holds [6]. As for stability, Sattinger [52] used the spectrum-analysis method to prove the wave stability for the Fisher–KPP nonlinearity, when the initial perturbation has an exponential decay. Schaaf [57] proved linearized stability for the Fisher–KPP nonlinearity by a spectral method. Smith and Zhao [55] considered a bi-stable nonlinearity, and proved a global stability result for the travelling wave solution. Stability of wavefronts of reaction–diffusion equations with critical speeds was studied by Kirchgässner [29] and Gallay [15], Mei and his co-workers [42, 45].

Concerning the stability of travelling waves of the model (1), an effective method is the comparison principle combined with the squeezing technique, which has been used by many authors for various monostable equation (see, e.g., [11, 38, 41, 61]). Another effective method is the (technical) weighted energy method. This method was used by Mei et al [45] for the Nicholson's blowflies equation, i.e. equation (2) with $f(u, v) = -\gamma u + pv \exp(-av)$ and $h(u) = \delta(u)$, and further employed by many researchers to prove the stability of monotone travelling waves of various monostable reaction–diffusion equations with delays. See, e.g., [18, 26, 32, 39, 44] and the references therein. For this method, the key step is to establish a priori estimates. It is natural to ask if the method can be extended to spatially discrete reaction–diffusion equations with nonlocal delay effects. We give here an affirmative answer. To the best of our knowledge, this is the first time the asymptotic stability of monotone travelling waves of discrete reaction–diffusion equations with nonlocal delay effects has been studied. The proofs rely on the weighted energy method.

1.1. Existence and asymptotic stability

The existence of wave fronts and its spreading speed can be selected linearly or nonlinearly; see, e.g., [40]. The main idea of Lucia et al [40] is that the linearized system near the unstable equilibrium and its corresponding characteristic equation define a (small) speed $c = c_0$. For a monotone system, Liang and Zhao [33, 34] proved the existence of travelling waves of reaction–diffusion equations for $c \geq c^*$. It is known that $c^* \geq c_0$. We say linear selection holds if $c^* = c_0$ and nonlinear selection takes place if $c^* > c_0$. Usually, to have linear selection, the nonlinearity $f$ in the model is required to be sublinear so that the critical speed $c^* = c_0$ can be determined by the characteristic equation. In this paper, condition (F2) implies that the nonlinearity $f$ is sublinear. Thus, our model has a linear selection.

In a recent paper [22], we have shown the existence and uniqueness of travelling waves for (1). We recall the main result of [22] and point out that (F3) is not required for the results in this subsection.

**Theorem 1.1.** Under assumptions (F1), (F2), (H1) and (H2), there exists a minimal wave speed $c^* > 0$ such that for each $c \geq c^*$, equation (1) has a travelling wavefront $\phi(x + ct)$ satisfying (6). Moreover,

1. the solution $\phi$ of (6) is unique up to a translation.
2. Every solution $\phi$ of (6) is strictly monotone, i.e. $\phi'(\xi) > 0$ for all $\xi \in \mathbb{R}$.
3. Every solution $\phi$ of (6) satisfies $0 < \phi(\cdot) < K$ on $\mathbb{R}$.
4. Any solution of (6) satisfies \( \lim_{\xi \to -\infty} \phi'(\xi)/\phi(\xi) = \lambda \), with \( \lambda \) being the minimal positive root of
\[
c\lambda - d[e^\lambda + e^{-\lambda} - 2] - \partial_1 f(0, 0) - \partial_2 f(0, 0) \int_R h(y) \exp[-(\lambda + \gamma c\tau)] \, dy = 0.
\]
5. Any solution of (6) satisfies \( \lim_{\xi \to -\infty} \phi'(\xi)/[K - \phi(\xi)] = \gamma \), with \( \gamma \) being the unique root of
\[
cy + d[e^\gamma + e^{-\gamma} - 2] + \partial_1 f(K, K) + \partial_2 f(K, K) \int_R h(y) e^{\gamma(y+c\tau)} \, dy = 0.
\]

**Theorem 1.2.** Under assumptions (F1), (F2), (H1) and (H2), for each solution of \((c, \varphi)\) of (6) there exists \( \eta = \eta(\varphi) \) such that \( \lim_{\xi \to -\infty} \frac{\nu(\xi) + \nu(\xi+\gamma)}{\nu(\xi)} = 1 \) for \( c > c^* \) and \( \lim_{\xi \to -\infty} \frac{\nu(\xi)}{\nu(\xi+\gamma)} = 1 \) for \( c = c^* \).

Moreover, \( \lim_{\xi \to -\infty} \frac{\nu(\xi)}{\nu(\xi+\gamma)} = \nu(\xi) \). For \( \xi < \xi_{\nu(\xi)} \) of (6), \( \nu(\xi) \) is nonincreasing and satisfy
\[
\nu(\xi) \leq \nu(\xi+\gamma) \leq \nu(\xi+2\gamma).
\]

**Theorem 1.3.** Under assumptions (F1), (F2), (H1) and (H2), for each solution of \((c, \varphi)\) of (6) there exists \( \eta = \eta(\varphi) \) such that \( \lim_{\xi \to -\infty} \frac{\nu(\xi) + \nu(\xi+\gamma)}{\nu(\xi)} = 1 \), where \( \nu(c) \) is the unique positive zero of \( \tilde{\Delta}(c, \cdot) \), defined in lemma 1.2 below. Moreover, \( \lim_{\xi \to -\infty} \frac{\nu(\xi)}{\nu(\xi+\gamma)} = \nu(c) \).

1.2. The main statement

We begin this section with notation and some auxiliary statements. We denote by \( L^p(I) \) \((p \geq 1)\) the Lebesgue space of integrable functions defined on \( I \), and \( W^{k,p}(I) \) \((k \geq 0, p \geq 1)\) is the Sobolev space of the \( L^p \)-functions \( f(x) \) defined on the interval \( I \) whose derivatives \( \frac{d^n f}{dx^n} \) \((n = 1, \ldots, k)\) also belong to \( L^p(I) \). We write \( H^k(I) \) for \( W^{k,2}(I) \). Let \( L^p_w(I) \) \((p \geq 1)\) be the weighted \( L^p \)-space with a weight function \( w(x) > 0 \) and the norm
\[
\|f\|_{L^p_w(I)} = \left[ \int_I w(x)|f(x)|^p \, dx \right]^{\frac{1}{p}}.
\]

Analogously, let \( H^k_w(I) \) be the weighted Sobolev space with the norm given by
\[
\|f\|_{H^k_w(I)} = \left[ \sum_{n=0}^k \int_I \left| \frac{d^n f}{dx^n} \right|^2 \, dx \right]^{\frac{1}{2}}.
\]

For a given travelling wave \( \phi \) of (1) satisfying (6), define
\[
G_j(\xi) = \partial_j f \left( \phi(\xi), \int_R h(y) \phi(\xi - y + c\tau) \, dy \right), \quad j = 1, 2,
\]
\[
B(\xi) = \int_R h(y) G_2(\xi + y + c\tau) \, dy.
\]

Obviously, \( B(\xi) \) and \( G_j(\xi), \, j = 1, 2 \) are nonincreasing and satisfy
\[
G_1(\infty) = \partial_1 f(K, K), \quad B(\infty) = G_2(\infty) = \partial_2 f(K, K).
\]

We now introduce some central notations. For \( \lambda \in \mathbb{C} \) with \( \Re \lambda < \lambda_0 \), define a function
\[
G(\lambda) = \int_R h(y) e^{-\lambda y} \, dy.
\]

Obviously, \( G(\lambda) \) is twice differentiable in \([0, \lambda_0]\), moreover, \( G(0) = 1 \), \( G'(\lambda) = \int_0^\infty y h(y)(e^{\lambda y} + e^{-\lambda y}) \, dy > 0 \), and \( G''(\lambda) = \int_0^\infty y^2 h(y)(e^{\lambda y} + e^{-\lambda y}) \, dy > 0 \). Set
\[
\Delta(c, \lambda) = c\lambda - d[e^\lambda + e^{-\lambda} - 2] - \partial_1 f(0, 0) - \partial_2 f(0, 0)e^{-\lambda c\tau} G(\lambda)
\]

(13)
and
\[ \Delta(c, \lambda) := \lambda c + d(e^\lambda + e^{-\lambda} - 2) + \partial_1 f(K, K) + \partial_2 f(K, K)e^{\lambda t} G(-\lambda) = 0 \] (14)
for all \( c \in \mathbb{R} \) and \( \lambda \in \mathbb{C} \) with \( c \geq 0 \) and \( \text{Re}\lambda < \lambda^* \), where \( \lambda^* = \lambda_0 \) if \( \partial_2 f(0, 0) > 0 \) and \( \lambda^* = +\infty \) if \( \partial_2 f(0, 0) = 0 \).

We recall two elementary technical statements from [22].

**Lemma 1.1.** There exist \( c^* > 0 \) and \( \lambda^* \in (0, \lambda^*) \) such that \( \Delta(c^*, \lambda^*) = 0 \) and \( \Delta_\lambda(c^*, \lambda^*) = 0 \). Furthermore,

(i) if \( 0 < c < c^* \), then \( \Delta(c, \lambda) < 0 \) for all \( \lambda \geq 0 \);
(ii) if \( c > c^* \), then the equation \( \Delta(c, \cdot) = 0 \) has two positive real roots \( \lambda_1(c) \) and \( \lambda_2(c) \) with \( 0 < \lambda_1(c) < \lambda^* < \lambda_2(c) < \lambda^* \) such that \( \lambda_1'(c) < 0 \), \( \lambda_2'(c) > 0 \), \( \Delta(c, \lambda) > 0 \) for all \( \lambda \in (\lambda_1(c), \lambda_2(c)) \), and \( \Delta(c, \lambda) < 0 \) for all \( (-\infty, \lambda^*) \setminus [\lambda_1(c), \lambda_2(c)] \).

**Lemma 1.2.** Under assumptions (F1) and (F2), for each fixed \( c \geq 0 \), \( \tilde{\Delta}(c, \cdot) \) has exactly one positive zero \( \nu(c) \).

With the definitions made in these lemmas, we can introduce
\[
\mathcal{M}(c, \mu) = c\lambda - d(e^\lambda + e^{-\lambda} - 2) - \partial_1 f(0, 0) - \mu - \partial_2 f(0, 0)e^{\mu - \lambda t} G(\lambda)
\]
and
\[
\mathcal{N}(\mu) = \mu + \partial_1 f(K, K) + e^{\mu t} \partial_2 f(K, K),
\]
where \( \lambda \) is any fixed number in \( (\lambda_1(c), \lambda^*) \) if \( c > c^* \) and \( \lambda = \lambda^* \) if \( c = c^* \). We notice \( \mathcal{M}(c, 0) = \Delta(c, \lambda) \), which is positive if \( c > c^* \) and equal to 0 if \( c = c^* \). Thus, if \( c > c^* \), there exists \( \mu_0 > 0 \) such that \( \mathcal{M}(c, \mu) > 0 \) for all \( \mu \in [0, \mu_0] \). In view of \( \partial_1 f(K, K) + \partial_2 f(K, K) < 0 \) (by assumption (F2)), there exists a small \( \mu > 0 \) so that \( \mathcal{N}(\mu) < 0 \).

In view of (12), there exists a sufficiently large \( x_0 \) such that
\[
\mu + G_1(\xi) + e^{\mu t} B(\xi) < 0 \quad \text{for all } \xi \in [x_0, \infty).
\] (15)

For this choice of \( x_0 \) and any given \( c \geq c^* \), we define
\[
w(x) = \begin{cases} 
e^{-\lambda(x-x_0)} & \text{for } x \leq x_0, \\ 1 & \text{for } x > x_0, \end{cases}
\] (16)
where \( \lambda \) is any fixed number in \( (\lambda_1(c), \lambda^*) \) if \( c > c^* \) and \( \lambda = \lambda^* \) if \( c = c^* \). It is easy to see that \( w(x) \geq 1 \) for all \( x \in \mathbb{R} \) and \( w(-\infty) = \infty \). We will use this \( w \) for the weighted Lebesgue and Sobolev spaces.

We now state the main result of this article.

**Theorem 1.4.** Under assumptions (F1)–(F3) and (H1)–(H2), for a given travelling wave \( \phi \) of (1) satisfying (6), if the initial data satisfies
\[
0 \leq u_0(x, s) \leq K \quad \text{for all } (x, s) \in \mathbb{R} \times [-\tau, 0],
\]
and the initial perturbation \( u_0(x, s) - \phi(x + cs) \) is in \( C([-\tau, 0], H^1_0(\mathbb{R}) \cap H^1(\mathbb{R})) \), then the solution of (1) with initial date \( u_0(x, s) \), \( (x, s) \in \mathbb{R} \times [-\tau, 0] \), uniquely exists and satisfies
\[
0 \leq u(x, t) \leq K \quad \text{for all } (x, t) \in \mathbb{R} \times [0, \infty)
\]
and
\[
u(x, t) - \phi(x + ct) \in C([0, \infty), H^1_0(\mathbb{R}) \cap H^1(\mathbb{R}))).
\]
Moreover, when \( c > c^* \), the solution \( u(x, t) \) converges to the noncritical travelling wave \( \phi(x + ct) \) exponentially,
\[
\sup_{x \in \mathbb{R}} |u(x, t) - \phi(x + ct)| \leq Ce^{-\mu t}, \quad t > 0,
\]
for a positive constant \( \mu = \mu(c, \lambda) \) for \( \lambda \in (\lambda_1(c), \lambda^*) \) satisfies \( \mathcal{M}(c, 3\mu) > 0 \) and \( \mathcal{N}(3\mu) < 0 \). When \( c = c^* \), the solution \( u(t, x) \) converges to the critical travelling wave \( \phi(x + ct) \) algebraically,
\[
\sup_{x \in \mathbb{R}} |u(x, t) - \phi(x + ct)| \leq C(1 + t)^{-1/2}, \quad t > 0.
\]
This theorem is proved in sections 2 and 3.

We remark that the stability of the critical travelling wave solutions to either local or nonlocal time-delayed discrete reaction–diffusion equations is a challenging problem. It is well known that the stability of the critical waves is very important in the study of biological invasions (see, e.g., [33, 34, 60]). By a careful inspection of the travelling wave equation, using the concavity of the function \( f(\cdot, \cdot) \), we first establish a weighted \( L^1 \)- and \( L^2 \)-energy estimate of solutions and then obtain the desired \( L^2 \)-energy estimate as well as the exponential convergence rate to the noncritical wave by the ordinary weighted energy method. When the wave is critical, the convergence rate to the wave is proved to be algebraic for the equivalent integral equation with a time-delayed Green function. This seems to be the first result on stability of the critical travelling wave solutions to time-delayed discrete reaction–diffusion equations.

We briefly comment on key differences to the case where the classical Laplacian is investigated instead of the spatially discrete Laplacian. Obviously, the Greens functions arguments differ. Also, the assumptions on the nonlinearity made in [43] differ from the ones we make; therefore the key energy estimates differ, as discussed in remark 3.1. In particular, the weaker assumption we make on \( f \) leads to the estimate in lemma 3.4.

Theorem 1.4 also shows how the time delay \( \tau \) effects the convergence rate \( \mu \) to the noncritical travelling waves. The effect of the time delay will essentially make the decay rate \( \mu \) of the solutions slow down. Namely, \( \mu \) becomes the biggest as \( \tau \to 0 \) and \( \mu \) tends to the smallest 0 as \( \tau \to \infty \). These stability results improve and develop the existing works on monostable waves.

This paper is organized as follows. In section 2, we prove the global existence and uniqueness of solutions to (1). Section 3 is devoted to proving that the travelling wavefronts are exponentially stable with respect to perturbations in some exponentially weighted \( L^\infty \) spaces, and we obtain the time decay rates of \( \sup_{x \in \mathbb{R}} |u(x, t) - \phi(x + ct)| \) by a weighted energy estimate. As the applications of this main result, in section 4, we obtain the global and exponential stability of all noncritical travelling waves and the algebraic stability of the critical wave for a host-vector disease model, an age-structured population model, and a nonlocal Nicholson’s blowflies model.

2. Global existence

This section is devoted to the proofs of the global existence and uniqueness of a solution to (1). Throughout this section, we assume that (F1)–(F3) and (H1)–(H2) hold. We consider the initial value problem
\[
\begin{align*}
    u_t(x, t) &= F[u](x, t), \quad x \in \mathbb{R}, \; t > 0, \\
    u(t, x) &= \phi(x, s), \quad x \in \mathbb{R}, \; s \in [-\tau, 0],
\end{align*}
\]
(17)
where \( F[u](x, t) = d \cdot \Delta u(x, t) + f(u(x, t), (h \ast u)(x, t - \tau)) \).

Let \( X = BUC(\mathbb{R}, \mathbb{R}) \) be the Banach space of all bounded and uniformly continuous functions from \( \mathbb{R} \) to \( \mathbb{R} \) equipped with the supremum norm \( \| \cdot \| \). Clearly, (17) is equivalent to

\[
u(x, t) = \varphi(x, 0)e^{-\mu t} + \int_0^t e^{\mu(t-s)}[\mu u(x, s) + F[u](x, s)] \, ds,
\]

(18)

where \( \mu > 0 \) is introduced to ensure the monotonicity of \( \mu u + F[u] \) in \( u \). The existence of solutions then follows by Picard’s iteration (see, e.g., [24]). To examine stability, we make use of the following comparison result.

**Lemma 2.1.** Assume that \( u^1 \) and \( u^2 \) are continuous functions on \( \mathbb{R} \times [0, \infty) \) such that \( 0 \leq u^1, u^2 \leq K \) on \( \mathbb{R} \times [0, \infty) \), that \( u^1 \geq u^2 \) on \( \mathbb{R} \times [-\tau, 0] \), and that

\[
u_1(x, t) - F[u^1](x, t) \geq u_2(x, t) - F[u^2](x, t)
\]

for all \( x \in \mathbb{R} \) and \( t > 0 \). Then \( u^1 \geq u^2 \) on \( \mathbb{R} \times (0, \infty) \).

**Proof.** Let \( \mu \) be such that \( \mu - \partial_t f(0, 0) - \partial_x f(0, 0)e^{-\mu \tau} > 0 \). Since \( w(x, t) = u^2(x, t) - u^1(x, t) \) is continuous and bounded, \( \omega(t) = \sup_x w(x, t) \) is continuous on \( [0, \infty) \).

Suppose the assertion is not true. Then there exists \( t_0 > 0 \) such that \( \omega(t_0) > 0 \); it is no loss of generality to assume that

\[
\omega(t_0)e^{-\mu t_0} > \omega(s)e^{-\mu s} \quad \text{for all } s \in [-\tau, t_0).
\]

Let \( \{x_j\}_{j=1}^\infty \) be a sequence on \( \mathbb{R} \) such that \( w(x_j, t_0) > 0 \) for all \( j \geq 1 \) and \( \lim_{j \to \infty} w(x_j, t_0) = \omega(t_0) \). Let \( \{t_j\}_{j=1}^\infty \) be a sequence in \( [0, t_0] \) such that

\[
e^{-\mu t_j} w(x_j, t_j) = \max_{t \in [0, t_0]} \left\{ e^{-\mu t} w(x_j, t) \right\}.
\]

Since \( \omega(t)e^{-\mu t} < \omega(t_0)e^{-\mu t_0} \) for all \( t \in [0, t_0] \), we have \( \lim_{j \to \infty} t_j = t_0 \) and \( \lim_{j \to \infty} w(x_j, t_j) = \omega(t_0) \). In addition, for each \( j \geq 1 \), we obtain

\[
0 \leq D_x \left[ e^{-\mu t} w(x_j, t_j) \right]_{t=t_j} = e^{-\mu t_j} \left[ D_x w(x_j, t_j) - \mu w(x_j, t_j) \right],
\]

where \( D_x u(x, t) = \lim_{h \to 0} \frac{u(x+h,t)-u(x,t)}{h} \). Hence, \( D_x(u^2 - u^1)(x_j, t_j) = D_x w(x_j, t_j) \geq \mu w(x_j, t_j) \). Thus, it follows from (19) and (F3) that

\[
0 \geq D_x w(x_j, t_j) - d \cdot \Delta w(x_j, t_j)
\]

\[
+ f(u^1(x_j, t_j), h \ast u^1(x_j, t_j - \tau)) - f(u^2(x_j, t_j), h \ast u^2(x_j, t_j - \tau))
\]

\[
\geq (\mu + 2d)w(x_j, t_j) - d \left[ w(x_j - 1, t_j) + w(x_j + 1, t_j) \right]
\]

\[
- \partial_t f(0, 0)w(x_j, t_j) - \partial_x f(0, 0)h \ast w(x_j, t_j - \tau)
\]

\[
\geq [\mu + 2d - \partial_t f(0, 0)]w(x_j, t_j) - 2d\omega(t_j) - \partial_x f(0, 0)\omega(t_j - \tau).
\]

Letting \( j \to \infty \), we have

\[
0 \geq [\mu + 2d - \partial_t f(0, 0)\omega(t_0) - 2d\omega(t_0) - \partial_x f(0, 0)\omega(t_0 - \tau)]
\]

\[
\geq [\mu - \partial_t f(0, 0) - \partial_x f(0, 0)e^{-\mu \tau}]\omega(t_0).
\]

Recalling that \( \mu - \partial_t f(0, 0) - \partial_x f(0, 0)e^{-\mu \tau} > 0 \), we conclude that \( \omega(t_0) \leq 0 \), which contradicts \( \omega(t_0) > 0 \). Therefore, \( w(x, t) = u^2(x, t) - u^1(x, t) \geq 0 \) for all \( (x, t) \in \mathbb{R} \times [0, \infty) \).

This completes the proof.

\( \square \)
Lemma 2.2. The following result on the local existence, uniqueness and extension of solutions is standard. Let $v(x,t)$ be a solution of $\nabla^2 v + Q(x,t) = 0$ in $\mathbb{R} \times [-\tau,0]$, where $Q(x,t)$ is a nonlinear function of $v$ and its derivatives. Then, for all $t \in [0,\infty)$ and $u(x,t) = \phi(x + ct)$, there exists uniquely a solution $v(x,t)$ of (1) in $C([0,\infty), H^1(\mathbb{R}))$. The rest of this section is devoted to the proof of theorem 2.1. Firstly, it follows from the comparison principle (lemma 2.1) that $0 \leq u(x,t) \leq K$ for all $(x,t) \in \mathbb{R} \times [0,\infty)$ and $u(x,t) - \phi(x + ct) \in C([0,\infty), H^1(\mathbb{R}))$.

Theorem 2.1. For a given travelling wave $\phi$ of (1) satisfying (6), if the initial data satisfies $0 \leq u_0(x,s) \leq K$ for all $(x,s) \in \mathbb{R} \times [-\tau,0]$, and the initial perturbation $u_0(x,s) - \phi(x + cs)$ is in $C([-\tau,0], H^1(\mathbb{R}))$, then the solution of (1) with initial date $u_0(x,s)$, $(x,s) \in \mathbb{R} \times [-\tau,0]$, uniquely exists and satisfies $0 \leq u(x,t) \leq K$ for all $(x,t) \in \mathbb{R} \times [0,\infty)$ and $u(x,t) - \phi(x + ct) \in C([0,\infty), H^1(\mathbb{R}))$.

Lemma 2.2. Given $v_0 \in C([-\tau,0], H^1(\mathbb{R}))$, there exists $t_0 > 0$ such that problem (20) has a unique solution $v \in C([0,t_0], H^1(\mathbb{R}))$. Furthermore, let $[0,T)$ be the maximal interval of existence and $v \in C([0,T), H^1(\mathbb{R}))$. Then either $T = +\infty$ or the solution blows up in finite time, in the sense that $T < +\infty$ and $\lim_{t \to T^-} \|v(\cdot,t)\|_{H^1(\mathbb{R})} = \infty$.

The lemma above implies the local existence of a solution in the stated solution space for a time interval $[0,T)$, for some $T > 0$. Then, the solution either exists globally in the given function space or blows up in finite time, in the $H^1$ norm. We now further show, using the energy method, for any time $T > 0$, that the solution defined on $(0,T)$ in the given space is bounded by a constant depending on $T$ and does not blow up. Consequently, we obtain the global existence in the given function space.

Lemma 2.3. In the setting of lemma 2.2, let $v$ be a solution in $C([0,T), H^1(\mathbb{R}))$ for $0 < T < \infty$. Then there exists positive constant $C_0$, independent of $T$, such that

$$\|v(\cdot,t)\|_{H^1(\mathbb{R})} \leq C_0 \left( \|v_0(\cdot,0)\|_{H^1(\mathbb{R})}^2 + \int_{-\tau}^0 \|v_0(\cdot,s)\|_{H^1(\mathbb{R})}^2 \, ds \right) e^{2\Theta_1 t}$$

for all $t \in [0,T)$, where $\Theta_1 := \max \{|\partial_j f(u,v)| : u, v \in [0,K], j = 1,2\}$.

Proof. It follows from assumption (F3) and the mean-value theorem that

$$|Q(x,t)| \leq \Theta_1 |v(x,t)| + \Theta_1 |(h \ast v)(x,t - \tau)|.$$ Multiplying (20) by $v(x,t)$, integrating over $\mathbb{R} \times [0,t]$, $t \in [0,T]$), and noticing that

$$v(\xi) \Delta_1 v(\xi) \leq \frac{1}{2} \Delta_1 v^2(\xi) \quad \text{(using the binomial formula)},$$

we have

$$\frac{1}{2} \|v(\cdot,t)\|_{L^2(\mathbb{R})}^2 \leq \frac{1}{2} \|v(\cdot,0)\|_{L^2(\mathbb{R})}^2 + \Theta_1 \int_0^t \|v(\cdot,s)\|_{L^2(\mathbb{R})}^2 \, ds$$

$$+ \Theta_1 \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(x - y) |v(x,s)v(y,s - \tau)| \, dy \, dx \, ds$$

$$\leq \frac{1}{2} \|v(\cdot,0)\|_{L^2(\mathbb{R})}^2 + \Theta_1 \int_0^t \|v(\cdot,s)\|_{L^2(\mathbb{R})}^2 \, ds$$

$$+ \frac{1}{2} \Theta_1 \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(x - y) \left[ v^2(x,s) + v^2(y,s - \tau) \right] \, dy \, dx \, ds$$
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It follows from assumption (F3) and the mean-value theorem that
\[
\frac{1}{2} \|v(\cdot, 0)\|_{L^2(\mathbb{R})}^2 + \frac{3}{2} \theta_1 \int_0^T \left\| v(\cdot, s) \right\|_{L^p(\mathbb{R})}^2 \, ds + \frac{1}{2} \theta_1 \int_{-\tau}^0 \left\| v(\cdot, s) \right\|_{L^2(\mathbb{R})}^2 \, ds \\
\leq \frac{1}{2} \|v(\cdot, 0)\|_{L^2(\mathbb{R})}^2 + \frac{1}{2} \theta_1 \int_0^T \left\| v(\cdot, s) \right\|_{L^2(\mathbb{R})}^2 \, ds + 2 \theta_1 \int_0^T \left\| v(\cdot, s) \right\|_{L^2(\mathbb{R})}^2 \, ds
\]
Applying Gronwall’s inequality, we have
\[
\frac{1}{2} \|v(\cdot, t)\|_{L^2(\mathbb{R})}^2 \leq \left( \frac{1}{2} \|v_0(\cdot, 0)\|_{L^2(\mathbb{R})}^2 + \frac{1}{2} \theta_1 \int_0^T \|v_0(\cdot, s)\|_{L^2(\mathbb{R})}^2 \, ds \right) e^{2\theta_1 t}
\]
for all \( t \in [0, T) \).

Let us differentiate (20) with respect to \( x \), then we have
\[
(v_x)_t(x, t) = d \cdot \Delta_1 v_x(x, t) + Q_x(x, t), \quad (x, t) \in \mathbb{R} \times [0, \infty),
\]
(22)
where
\[
Q_x(x, t) = \partial_1 f(u(x, t), (h \ast u)(x, t - \tau)) u_x(x, t) \\
+ \partial_2 f(u(x, t), (h \ast u)(x, t - \tau)) (h \ast u_x)(x, t - \tau) \\
- \partial_1 f(\phi(x + ct), (h \ast \phi)(x + ct - \tau)) \phi'(x + ct) \\
- \partial_2 f(\phi(x + ct), (h \ast \phi)(x + ct - \tau)) (h \ast \phi')(x + ct - \tau).
\]

It follows from assumption (F3) and the mean-value theorem that
\[
|Q_x(x, t)| \leq \partial_1 |v_x(x, t)| + \partial_1 |(h \ast u_x)(x, t - \tau)| \\
+ \partial_2 |(v(x, t)) + |(h \ast v)(x, t - \tau)| |\phi'(x + ct)| \\
+ \partial_2 |(v(x, t)) + |(h \ast v)(x, t - \tau)| |(h \ast \phi')(x + ct - \tau)|,
\]
where \( \partial_2 = \max\{|\partial_{jk} f(u, v) : u, v \in [0, K], j, k = 1, 2\} \). Similarly, multiplying (22) by \( v_x(x, t) \), integrating over \( \mathbb{R} \times [0, t] \), \( t \in [0, T) \), and then applying Gronwall’s inequality, we have
\[
\frac{1}{2} \|v_x(\cdot, t)\|_{L^2(\mathbb{R})}^2 \leq C_1 \left( \frac{1}{2} \|v_0(\cdot, 0)\|_{H^1(\mathbb{R})}^2 + \int_{-\tau}^0 \|v_0(\cdot, s)\|_{H^1(\mathbb{R})}^2 \, ds \right) e^{2\theta_1 t}
\]
for some positive constant \( C_1 > 0 \) and all \( t \in [0, T) \). This completes the proof. \( \square \)

Finally, theorem 2.1 follows immediately from the previous lemmas.

### 3. Global stability

This section is devoted to proving the stability of all noncritical travelling waves to (1) with an exponential convergence rate, and the stability of the critical travelling wave with an algebraic convergence rate. Throughout this section, it is assumed that (F1)–(F3) and (H1)–(H2) hold.

We first give some auxiliary statements for linear delayed ODEs.

**Lemma 3.1 ([46,56])**. Let \( z(t) \) be the solution to the linear system with time delay \( \tau > 0 \),
\[
\begin{align*}
z'(t) + c_1 z(t) &= c_2 z(t - \tau), \\
z(s) &= z_0(s), \quad s \in [-\tau, 0].
\end{align*}
\]
Then
\[
z(t) = e^{-c_1(t-\tau)\tau} z_0(-\tau) + \int_{-\tau}^0 e^{-c_1(t-s)\tau} z_0'(s) \, ds,
\]
(24)
where $c_3 = c_2 e^{c_1}$ and $e^{c_3 t}$ is so-called delayed exponential function in the form

\[
e^{c_3 t} = \begin{cases} 
0 & \text{if } -\infty < t < -\tau, \\
1 & \text{if } -\tau \leq t < 0, \\
1 + \frac{1}{1!} \exp(c_3 t) & \text{if } 0 \leq t < \tau, \\
1 + \frac{1}{1!} \exp(c_3 t) + \frac{1}{2!} \exp(c_3^2 (t - \tau)^2) & \text{if } \tau \leq t < 2\tau, \\
\vdots & \text{if } m\tau \leq t < (m+1)\tau, \\
\vdots & \text{if } \tau \leq t < m\tau,
\end{cases}
\]

Furthermore, when $c_1 \geq c_2 \geq 0$, there exist constants $C > 0$ and $\varepsilon \in (0, 1)$ such that

\[
e^{-c_1 t} e^{c_3 t} \leq C e^{-\varepsilon(c_1 - c_2)t}, \quad t > 0.
\]

**Lemma 3.2.** For all $\xi \in \mathbb{R}$ and $t \geq 0$,

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(-2t \varepsilon \cosh(\lambda^*) (1 - \cos \omega)) d\omega \leq \sqrt{\frac{\pi}{dt\varepsilon}}.
\]

**Proof.** Define

\[
v(\xi, t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(tq(\lambda^*, \omega) + i\omega \xi) d\omega,
\]

where

\[
q(\lambda^*, \omega) = d\varepsilon \left[ \exp(\lambda^* + i\omega) + \exp(-\lambda^* - i\omega) - \exp(\lambda^*) - \exp(-\lambda^*) \right].
\]

Obviously, $v(\xi, t)$ is the solution to

\[
\partial_t v_n(t) = v_n(t) + t \partial_t q(\lambda^*, \omega) v_n(t),
\]

for any given $n \in \mathbb{R}$, let $v_n(t) = v(\xi + n, t)$, then (26) can be written as

\[
\partial_t v_n(t) = d\varepsilon \left[ e^{-\lambda^*} v_{n-1}(t) + e^{\lambda^*} v_{n+1}(t) \right] - d\varepsilon \left[ e^{\lambda^*} - e^{-\lambda^*} \right] v_n(t),
\]

where $n$ can be interpreted as particle index. The Green function can be computed as in [17] (see also [10]): by taking the discrete Fourier transform $F[v](\omega, t) = \sum e^{i\omega n} v_n(t)$, we obtain

\[
\partial_t F[v](\omega, t) = q(\lambda^*, \omega) F[v](\omega, t).
\]

The Laplace transform in time yields

\[
L[F[v]](\omega, s) = F[v](\omega, 0) s - q(\lambda^*, \omega).
\]

Inverting the Laplace transform, we get

\[
F[v](\omega, t) = F[v](\omega, 0) \exp(tq(\lambda^*, \omega)).
\]

Taking the inverse discrete Fourier transform then yields (with the initial data taken to be the Dirac delta at the origin)

\[
v_n(t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(tq(\lambda^*, \omega) + i\omega \xi) d\omega
\]

\[
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(2t \varepsilon \cosh(\lambda^*) \cos \omega - 1) d\omega
\]

\[
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp \left( -2t \varepsilon \cosh(\lambda^*) \frac{\omega^2}{2} \right) d\omega.
\]
Noting that \( \frac{\omega}{2} \leq \sin \omega \leq \omega \) for all \( \omega \in [0, \frac{\pi}{2}] \), we have

\[
\begin{align*}
v_n(t) &\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp \left\{ -2tdc \cosh(\lambda^*) \frac{\omega^2}{\pi^2} \right\} d\omega \\
&= \frac{1}{2\sqrt{2tdc} \cosh(\lambda^*)} \int_{-\sqrt{2tdc} \cosh(\lambda^*)}^{\sqrt{2tdc} \cosh(\lambda^*)} \exp[-\omega^2] d\omega \\
&\leq \frac{1}{2\sqrt{2tdc} \cosh(\lambda^*)} \int_{-\infty}^{\infty} \exp[-\omega^2] d\omega \\
&\leq \sqrt{\frac{\pi}{dtc}}
\end{align*}
\]

Here we have used the fact that \( \cosh(\lambda^*) > 1 \). Hence, for any solution \( v(\xi, t) \) to (26), we have

\[
v(\xi, t) \leq \sqrt{\frac{\pi}{dtc}}
\]

for all \( \xi \in \mathbb{R} \) and \( t > 0 \). Obviously, the left-hand side of inequality (25) is exactly \( v(0, t) \). Therefore, (25) holds. This completes the proof. \( \square \)

Let \( c \geq c^* \) and the initial data \( u_0(x, s) \) be such that \( 0 \leq u_0(x, s) \leq K \) for all \( (x, s) \in \mathbb{R} \times [-\tau, 0] \), and define

\[
\begin{align*}
u^+_0(x, s) &= \max\{u_0(x, s), \phi(x + cs)\}, \quad \nu^-_0(x, s) = \min\{u_0(x, s), \phi(x + cs)\}
\end{align*}
\]

for all \( (x, s) \in \mathbb{R} \times [-\tau, 0] \). Let \( u^+(x, t) \) and \( u^-(x, t) \) be the corresponding solutions of (1) with the initial data \( u^+_0(x, s) \) and \( u^-_0(x, s) \) with \( (x, s) \in \mathbb{R} \times [-\tau, 0] \), respectively. It follows from the comparison principle (lemma 2.1) that

\[
0 \leq u^-(x, t) \leq u(x, t) \leq u^+(x, t) \leq K
\]

and

\[
0 \leq u^-(x, t) \leq \phi(x + ct) \leq u^+(x, t) \leq K
\]

for all \( (x, t) \in \mathbb{R} \times \mathbb{R}_+ \). In what follows, we are going to complete the proof for the stability result (theorem 1.4) in three steps.

**Step 1.** The convergence of \( u^+(x, t) \) to \( \phi(x + ct) \).

We first prove the convergence of \( u^+(x, t) \) to \( \phi(x + ct) \). Let \( \xi = x + ct \) and

\[
v(\xi, t) = u^+(x, t) - \phi(x + ct), \quad v_0(\xi, t) = u^+_0(x, s) - \phi(x + cs).
\]

It follows that

\[
v(\xi, t) \geq 0, \quad v_0(\xi, s) \geq 0.
\]

Moreover, \( v(\xi, t) \) satisfies

\[
v_\tau + c v_\xi - d \cdot \Delta_1 v - \partial_1 f(0, 0)v - \partial_2 f(0, 0)h \ast v_\tau = Q,
\]

with the initial data

\[
v(\xi, s) = v_0(\xi, s), \quad s \in [-\tau, 0],
\]

where \( v = v(\xi, t), v_\tau = v(\xi - ct, t - \tau), \phi_\tau = \phi(\xi - ct), \) and

\[
Q = f(v + \phi, h \ast (v_\tau + \phi_\tau)) - f(\phi, h \ast \phi_\tau) - \partial_1 f(0, 0)v - \partial_2 f(0, 0)h \ast v_\tau.
\]
By the mean value theorem, we have

\[ Q = f(v + \phi, h \ast (v_t + \phi_t)) - f(\phi, h \ast (v_t + \phi_t)) \]

\[ + f(\phi, h \ast (v_t + \phi_t)) - f(\phi, h \ast \phi_t) \]

\[ - \partial_t f(0, 0)v - \partial_t f(0, 0)h \ast v_t \]

\[ = \partial_t f(v + \varepsilon_1 \phi, h \ast (v_t + \phi_t)) \]

\[ v - \partial_t f(0, 0)v \]

\[ + \partial_t f(\phi, h \ast (v_t + \varepsilon_2 \phi_t)) h \ast v_t - \partial_t f(0, 0)h \ast v_t \]

\[ = [\partial_t f(v + \varepsilon_1 \phi, h \ast (v_t + \phi_t)) - \partial_t f(0, h \ast (v_t + \phi_t)) ] v \]

\[ + [\partial_t f(0, h \ast (v_t + \varepsilon_2 \phi_t)) - \partial_t f(0, 0)] v \]

\[ + [\partial_t f(0, h \ast (v_t + \varepsilon_2 \phi_t)) - \partial_t f(0, 0)] h \ast v_t \]

\[ = \partial_t f(v + \varepsilon_3 \phi, h \ast (v_t + \phi_t)) \]

\[ (v + \varepsilon_1 \phi)v \]

\[ + \partial_t f(0, h \ast (v_t + \varepsilon_4 \phi_t)) v[h \ast (v_t + \phi_t)] \]

\[ + \partial_t f(0, h \ast (v_t + \varepsilon_2 \phi_t)) \]

\[ (h \ast v_t)[h \ast (v_t + \varepsilon_2 \phi_t)]. \]

where \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_6 \in (0, 1) \). It follows from assumption (F3) and the nonnegativity of \( h, \phi \) and \( v \) that \( Q(\xi, t) \leq 0 \).

**Lemma 3.3.** It holds that

\[
\|v(t)\|_{L^1_\omega(\mathbb{R})} + \int_0^t e^{\mu_1(t-s)} \|v(s)\|_{L^1_\omega(\mathbb{R})} \, ds \leq C e^{-\mu_1 t} \tag{29}
\]

for \( c > c^* \) and

\[
\|v(t)\|_{L^1_\omega(\mathbb{R})} \leq C \tag{30}
\]

for \( c = c^* \), where \( w(\xi) = e^{\lambda(\xi - \tau)} \), \( \lambda \) is any fixed number in \( (\lambda_1(c), \lambda^*) \) if \( c > c^* \) and \( \lambda = \lambda^* \) if \( c = c^* \), and \( \mu_1 > 0 \) is a constant such that \( M(c, \mu_1) > 0 \).

**Proof.** In order to establish the energy estimate (29) and (30), sufficient regularity of the solution to (27) and (28) is required. We thus mollify the initial data,

\[ v_0(\xi, s) = (J_\varepsilon \ast v_0)(\xi, s) = \int_{\mathbb{R}} J_\varepsilon(\xi - y)v_0(y, s) \, dy \in C([-\tau, 0], W^{2,1}_0(\mathbb{R}) \cap H^2(\mathbb{R})), \]

where \( J_\varepsilon(\xi) \) is the mollifier. Let \( v_\varepsilon(\xi, t) \) be the solution to (27) with this mollified initial data. Using the similar arguments as the proof of theorem 2.1, we have

\[ v_\varepsilon(\xi, t) \in C([0, \infty), W^{2,1}_0(\mathbb{R}) \cap H^2(\mathbb{R})). \]

If \( c > c^* \), we choose \( \mu_1 > 0 \) such that \( M(c, \mu_1) > 0 \), and if \( c = c^* \), we can take only \( \mu_1 = 0 \) such that \( M(c^*, \mu_1) = 0 \). Multiplying (27) by \( w(\xi) \) and integrating over \( \mathbb{R} \times [0, t] \) with respect to \( \xi \) and \( t \), we have

\[
e^{\mu_1 t} \int_{\mathbb{R}} w(\xi) v_\varepsilon(\xi, t) \, d\xi = d \int_{\mathbb{R}} e^{\mu_1 t} w(\xi) \Delta v_\varepsilon(\xi, t) \, d\xi \]

\[- \int_{\mathbb{R}} e^{\mu_1 t} [\mu_1 w(\xi) + \partial_t f(0, 0)w(\xi)]v_\varepsilon(\xi, t) \, d\xi \]

\[- \partial_t f(0, 0) \int_{\mathbb{R}} e^{\mu_1 t} w(\xi) \int_{\mathbb{R}} (h(y)w_\varepsilon(\xi - y - cr, s - \tau)) \, dy \, d\xi \]

\[= \|v_0(0)\|_{L^1_\omega} + \int_0^t \int_{\mathbb{R}} e^{\mu_1 t} w(\xi) Q(\xi, s) \, d\xi \, ds. \]
It is easy to see that, since \( \lambda = -\frac{w'}{w} \),

\[
\int_0^t \int_{\mathbb{R}} e^{\mu_1} \left[ \mu_1 w(\xi) + cw'(\xi) + \partial_1 f(0, 0) w(\xi) \right] v_\epsilon(\xi, s) \, d\xi \, ds
\]

\[= \int_0^t \int_{\mathbb{R}} e^{\mu_1} \left[ \mu_1 - c\lambda + \partial_1 f(0, 0) \right] w(\xi) v_\epsilon(\xi, s) \, d\xi \, ds \tag{32}
\]

and

\[
\int_0^t \int_{\mathbb{R}} e^{\mu_1} \Delta_1 v_\epsilon(\xi, s) w(\xi) \, d\xi \, ds = \int_0^t \int_{\mathbb{R}} e^{\mu_1} \left[ e^\lambda + e^{-\lambda} - 2 \right] w(\xi) v_\epsilon(\xi, s) \, d\xi.
\tag{33}
\]

By changing variables \( \xi - y - c\tau \to \xi, s - \tau \to s \), and using the fact that

\[\int_{\mathbb{R}} h(y) w(\xi + y + c\tau)w(\xi) \, dy = e^{-\lambda c\tau} G(\lambda), \tag{34}\]

we have

\[
\int_0^t \int_{\mathbb{R}} e^{\mu_1} w(\xi) \left[ \int_{\mathbb{R}} h(y) v_\epsilon(\xi - y - c\tau, s - \tau) \, dy \right] d\xi \, ds
\]

\[= \int_{-\tau}^t \int_{\mathbb{R}} e^{\mu_1(s+\tau)} \left[ \int_{\mathbb{R}} w(\xi + y + c\tau) h(y) \, dy \right] v_\epsilon(\xi, s) \, d\xi \, ds
\]

\[= e^{-\lambda c\tau} G(\lambda) \int_{-\tau}^t \int_{\mathbb{R}} e^{\mu_1(s+\tau)} w(\xi) v_\epsilon(\xi, s) \, d\xi \, ds
\]

\[\leq e^{-\lambda c\tau} G(\lambda) \int_0^t \int_{\mathbb{R}} e^{\mu_1(s+\tau)} v_\epsilon(\xi, s) \, d\xi \, ds
\]

\[+ e^{-\lambda c\tau} G(\lambda) \int_{-\tau}^0 \int_{\mathbb{R}} e^{\mu_1(s+\tau)} \|v_0(s)\|_{L_1^\perp} \, ds.
\tag{35}
\]

Applying (32)–(35) to (31) and noticing that \( Q(\xi, t) \leq 0 \), we have

\[e^{\mu_1} \int_{\mathbb{R}} w(\xi) v_\epsilon(\xi, t) \, d\xi + M(c, \mu_1) \int_0^t \int_{\mathbb{R}} e^{\mu_1} w(\xi) v_\epsilon(\xi, s) \, d\xi \, ds
\]

\[\leq \|v_0(0)\|_{L_1^\perp} + \partial_2 f(0, 0)e^{-\lambda c\tau} G(\lambda) \int_{-\tau}^0 \int_{\mathbb{R}} e^{\mu_1(s+\tau)} \|v_0(s)\|_{L_1^\perp} \, ds.
\]

It follows that

\[e^{\mu_1} \int_{\mathbb{R}} w(\xi) v_\epsilon(\xi, t) \, d\xi + M(c, \mu_1) \int_0^t \int_{\mathbb{R}} e^{\mu_1} w(\xi) v_\epsilon(\xi, s) \, d\xi \, ds \leq C.
\]

We then establish the key energy estimate

\[e^{\mu_1} \|v_\epsilon(t)\|_{L_1^\perp} + \int_0^t e^{\mu_1} \|v_\epsilon(s)\|_{L_1^\perp} \, ds \leq C
\]

\[\tag{36}
\]

for \( c > c^* \), where \( M(c, \mu_1) > 0 \), and

\[\|v_\epsilon(t)\|_{L_1^\perp} \leq C
\]

\[\tag{37}
\]

for \( c = c^* \). Letting \( \epsilon \to 0 \) in (36) and (37), we finally arrive at (29) and (30). The proof is complete. \( \square \)

**Remark 3.1.** Mei et al [43] assumed that

\[\partial_{11} f(u, v) < 0 \quad \text{for all } u, v \in [0, K].
\]  

\[\tag{38}
\]
when they investigated the nonlinear stability of a continuous reaction–diffusion equation. In fact, under condition (38), we have \( Q(\xi, t) \leq -C_1 \nu^2(\xi, t) \) for some positive constant \( C_1 \).

Similarly, applying (32)–(35) to (31) gives

\[
e^{t\mu} \int_{\mathbb{R}} w(\xi) v(\xi, t) \, d\xi + \mathcal{M}(\gamma, \mu_1) \int_0^t \int_{\mathbb{R}} e^{s\mu} w(\xi) v(\xi, s) \, d\xi \, ds + C_1 \int_0^t \int_{\mathbb{R}} w(\xi) v^2(\xi, s) \, d\xi \, ds \leq C.
\]

One then establishes the central energy estimate

\[
e^{t\mu} \|v(t)\|_{L^1(\mathbb{R})}^2 + \int_0^t e^{s\mu} \|v(s)\|_{L^1(\mathbb{R})}^2 \, ds + \int_0^t e^{s\mu} \|v(s)\|^2_{L^2(\mathbb{R})} \, ds \leq C
\]

for \( c > c^* \), and

\[
\|v(t)\|_{L^1(\mathbb{R})}^2 + \int_0^t \|v(s)\|^2_{L^1(\mathbb{R})} \, ds \leq C
\]

for \( c = c^* \). This key energy estimate is much better than (36) and (37) since it yields the boundedness of \( \int_0^t \|v(s)\|^2_{L^2(\mathbb{R})} \, ds \). Since we have a weaker assumption, we need the following lemma to establish the boundedness of \( \int_0^t \|v(s)\|^2_{L^2(\mathbb{R})} \, ds \) without requiring (38).

Although we cannot directly work with the original equations (27) and (28) due to the lack of regularity of the solution, as discussed in the proof of lemma 3.3, we first consider a mollification, with solution

\[
v_\epsilon(\xi, t) \in C([0, \infty), H^2_\gamma(\mathbb{R}) \cap H^2(\mathbb{R})),
\]

and then take the limit \( \epsilon \to 0 \) to obtain the corresponding energy estimate for the original solution \( v(\xi, t) \). For the sake of simplicity, below we give the formal calculation using \( v(\xi, t) \) directly to establish the desired energy estimates.

**Lemma 3.4.** It holds that

\[
\|v(t)\|_{L^2(\mathbb{R})}^2 + \int_0^t \|v(s)\|^2_{L^2(\mathbb{R})} \, ds \leq C
\]

for \( c \geq c^* \), where \( w(\xi) = e^{-\lambda(\xi-t_\xi)} \), \( \lambda \) is any fixed number in \( (\lambda_1(c), \lambda^*) \) if \( c > c^* \) but \( \lambda = \lambda^* \) if \( c = c^* \).

**Proof.** We multiply (27) by \( w(\xi) v(\xi, t) \) and notice that \( Q(\xi, t) \leq 0 \), thus

\[
(wv^2)_t + c(wv^2)_x + [c\lambda - 2\partial_1 f(0, 0)]wv^2 - d \cdot w \Delta_1 v^2 - 2\partial_2 f(0, 0)wvh \ast v_t \leq 0.
\]

It follows from (39) that \( \lim_{|\xi| \to \pm \infty} w(\xi) v^2(\xi, t) = 0 \). We then integrate (41) over \( \mathbb{R} \times [0, t] \) with respect to \( x \) and \( t \),

\[
\int_0^t \int_{\mathbb{R}} w(\xi) \Delta_1 v^2(\xi, s) \, d\xi \, ds + [c\lambda - 2\partial_1 f(0, 0)] \int_0^t \int_{\mathbb{R}} w(\xi) v^2(\xi, s) \, d\xi \, ds
\]

\[
- 2\partial_2 f(0, 0) \int_0^t \int_{\mathbb{R}} w(\xi) v(\xi, s) \left[ \int_{\mathbb{R}} h(y) v(\xi - y - c\tau, s - \tau) \, dy \right] \, d\xi \, ds
\]

\[
\leq \|v_0(0)\|_{L^2(\mathbb{R})}^2.
\]
Using Young’s inequality $2|ab| \leq \eta |a|^2 + \frac{1}{\eta} |b|^2$ for $\eta > 0$ to be specified later, we obtain

$$2 \int_0^t \int_{\mathbb{R}} w(\xi) v(\xi, s) \left[ \int_{\mathbb{R}} h(y) v(\xi - y - ct, s - \tau) \, dy \right] \, d\xi \, ds$$

$$= 2 \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(y) w(\xi) v(\xi, s) v(\xi - y - ct, s - \tau) \, dy \, d\xi \, ds$$

$$\leq \eta \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(y) w(\xi) v^2(\xi, s) \, dy \, d\xi$$

$$+ \frac{1}{\eta} \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(y) w(\xi) v^2(\xi - y - ct, s - \tau) \, dy \, d\xi \, ds$$

$$= \eta \int_0^t \int_{\mathbb{R}} w(\xi) v^2(\xi, s) \, d\xi \, ds$$

$$+ \frac{1}{\eta} \int_{-\tau}^t \int_{\mathbb{R}} h(y) w(\xi + y + ct) v^2(\xi, s) \, dy \, d\xi \, ds$$

$$\leq \left[ \eta + \frac{1}{\eta} e^{-\lambda \tau} G(\lambda) \right] \int_0^t \| v(s) \|_{L^2(\mathbb{R})} \, ds + \frac{1}{\eta} e^{-\lambda \tau} G(\lambda) \int_{-\tau}^0 \| v(s) \|_{L^2(\mathbb{R})} \, ds.$$  \hspace{1cm} (43)

Moreover,

$$\int_{\mathbb{R}} w(\xi) \Delta_1 v^2(\xi, t) \, d\xi = (e^\lambda + e^{-\lambda} - 2) \| v(t) \|_{L^2(\mathbb{R})}^2.$$  \hspace{1cm} (44)

An application of (43) and (44) to (42) gives

$$\| v(t) \|_{L^2(\mathbb{R})}^2 + A(\lambda, \eta) \int_0^t \| v(s) \|_{L^2(\mathbb{R})}^2 \, ds \leq C,$$  \hspace{1cm} (45)

where

$$A(\lambda, \eta) = \Delta(c, \lambda) - \partial_1 f(0, 0) + \partial_2 f(0, 0) e^{-\lambda \tau} G(\lambda) - \partial_2 f(0, 0) \left[ \eta + \frac{1}{\eta} e^{-\lambda \tau} G(\lambda) \right].$$

In view of (F2) and (F3), we have $\partial_1 f(0, 0) \leq 0$ and $\partial_1 f(0, 0) + \partial_2 f(0, 0) > 0$. Hence, $\partial_2 f(0, 0) e^{-\lambda \tau} G(\lambda) - \partial_2 f(0, 0) > 0$. Thus, $\Delta(c, \lambda) - \partial_1 f(0, 0) + \partial_2 f(0, 0) e^{-\lambda \tau} G(\lambda) > 0$ for any fixed $\lambda \in (\lambda_1(c), \lambda^*)$ if $c > c^*$ and $\lambda = \lambda^*$ if $c = c^*$. Thus, it is easy to see that we can choose a suitable $\eta > 0$ such that $A(\lambda, \eta) > 0$. This proves (40). \hfill \square

Similarly to lemma 3.4, we have the following result.

**Lemma 3.5.** It holds that

$$\| v_\xi(t) \|_{L^2(\mathbb{R})}^2 + \int_0^t \| v_\xi(s) \|_{L^2(\mathbb{R})}^2 \, ds \leq C$$  \hspace{1cm} (46)

for $c \geq c^*$, where $w(\xi) = e^{-\lambda (\xi - s_0)}$, $\lambda$ is any fixed number in $(\lambda_1(c), \lambda^*)$ if $c > c^*$ and $\lambda = \lambda^*$ if $c = c^*$.

**Proof.** Let us differentiate (27) with respect to $\xi$, then we have

$$(v_\xi)_t + c v_\xi \xi - d \cdot \Delta_1 v_\xi - \partial_1 f(0, 0) v_\xi - \partial_2 f(0, 0) h \ast (v_\xi)_t = Q_\xi.$$  \hspace{1cm} (47)

Thus, multiplying (47) by $2w(\xi)v_\xi(\xi, t)$ yields

$$(w v_\xi^2)_\xi + c (w v_\xi^2)_\xi + [c \lambda - 2\partial_1 f(0, 0)] w v_\xi^2 = 2d \cdot w v_\xi \Delta_1 v_\xi$$

$$= 2\partial_2 f(0, 0) w v_\xi h \ast (v_\xi)_t + 2w v_\xi Q_\xi.$$
Notice that $2v_t \Delta_1 v_t \leq \Delta_1 v_t^2$ and 

$$v_t(\xi, t)Q_t(\xi, t) = [\partial_1 f(v + \phi, h \ast (v_t + \phi_t)) - \partial_1 f(\phi, h \ast (\phi_t))] \phi_t v_t$$

$$+ [\partial_2 f(v + \phi, h \ast (v_t + \phi_t)) - \partial_2 f(\phi, h \ast (\phi_t))] h \ast (\phi_t) v_t$$

$$+ [\partial_1 f(v + \phi, h \ast (v_t + \phi_t)) - \partial_1 f(0, 0))] v_t^2$$

$$+ [\partial_2 f(v + \phi, h \ast (v_t + \phi_t)) - \partial_2 f(0, 0))] h \ast (v_t) v_t$$

$$\leq C_1 [\phi_t + h \ast (\{v_t\}_{|1, |} + \{\phi_t\}_{|1, |})] |v_t|.$$

Then, using Young's inequality $2|ab| \leq \eta a^2 + \frac{1}{\eta} b^2$ for $\eta > 0$ to be specified later, we obtain

$$(wv_t^2) + c(wv_t^2) + [\lambda - 2\partial_1 f(0, 0)] wv_t^2 - d \cdot w \Delta_1 v_t^2$$

$$\leq 2\partial_2 f(0, 0) wv_t h \ast (v_t)_{|1} + 2C_1 w(\xi) \left[\phi_t + h \ast (\{v_t\}_{|1, |})\right] |v_t|$$

$$\leq 2C_1 w(\xi) \left[\phi_t + h \ast (\{v_t\}_{|1, |})\right] |v_t| + 2C_2 w(\xi) |v_t| h \ast (\{v_t\}_{|1, |})$$

$$\leq w(\xi) \left[\frac{C_1}{\eta} \phi_t^2 + (2C_1 + C_2) \eta v_t^2 + \frac{C_2}{\eta} h \ast (\{v_t\}_{|1, |})^2 + \frac{C_1}{\eta} h \ast (\{\phi_t\}_{|1, |})^2\right].$$

(48)

where $C_2 = C_1 + \partial_1 f(0, 0) > 0$. We then integrate (48) over $\mathbb{R} \times [0, t]$ with respect to $\xi$ and $t$,

$$\|v_t(t)\|_{L^2(\mathbb{R})}^2 - d \int_0^t \int_\mathbb{R} w(\xi) \Delta_1 v_t^2(\xi, s) \, d\xi \, ds$$

$$+ [c\lambda - 2\partial_1 f(0, 0)] \int_0^t \int_\mathbb{R} w(\xi) v_t^2(\xi, s) \, d\xi \, ds$$

$$\leq \|v_0(0)\|_{L^2(\mathbb{R})}^2 + \left[(2C_1 + C_2) \eta + \frac{C_2}{\eta} e^{-c\tau \xi} G(\lambda)\right] \int_0^t \|v_t(s)\|_{L^2(\mathbb{R})}^2 \, ds$$

$$+ \frac{C_1}{\eta} \left[1 + e^{-c\tau \xi} G(\lambda)\right] \int_0^t \|\phi_t\|_{L^2(\mathbb{R})}^2 \, ds$$

$$+ \frac{C_2}{\eta} e^{-c\tau \xi} G(\lambda) \int_0^t \|v_t(s)\|_{L^2(\mathbb{R})}^2 \, ds.$$ (49)

In view of theorems 1.2 and 1.3, we have $\|\phi_t\|_{L^2(\mathbb{R})} < C$, and hence

$$\|v_t(t)\|_{L^2(\mathbb{R})}^2 + B(\lambda, \eta) \int_0^t \|v_t(s)\|_{L^2(\mathbb{R})}^2 \, ds \leq C,$$ (50)

where

$$B(\lambda, \eta) = \Delta(c, \lambda) - \partial_1 f(0, 0) + \partial_2 f(0, 0) e^{-c\tau \xi} G(\lambda) - \left[(2C_1 + C_2) \eta + \frac{C_2}{\eta} e^{-c\tau \xi} G(\lambda)\right].$$

Using similar arguments as those of the proof of lemma 3.4, it is easy to see that we can choose a suitable $\eta > 0$ such that $B(\lambda, \eta) > 0$. This proves (46).

Lemma 3.6. For any $c \geq c^*$, it holds that

$$\|v(t)\|_{L^2(\mathbb{R})}^2 + \int_0^t \|v(s)\|_{L^2(\mathbb{R})}^2 \, ds \leq C.$$ (51)

Proof. In view of $\partial_1 f(K, K) + \partial_2 f(K, K) < 0$ (by (F2)) and $\partial_2 f(K, K) \geq 0$ (by (F1)), we have $\partial_1 f(K, K) < -\partial_2 f(K, K) \leq 0$. Hence, the equation $\partial_2 f(K, K)x^2 + 2\partial_1 f(K, K)x + \partial_2 f(K, K) = 0$ has two distinct positive solutions

$$x_\pm = \frac{-\partial_1 f(K, K) \pm \sqrt{[\partial_1 f(K, K)]^2 - [\partial_2 f(K, K)]^2}}{\partial_2 f(K, K)}.$$
Moreover, $\partial_2 f (K, K)x^2 + 2\lambda_1 (K, K)x + \partial_2 f (K, K) < 0$ for all $x \in (x_-, x_+)$. It follows that we can choose a positive constant $\eta \in (x_-, x_+)$ such that

$$2\lambda_1 (K, K) + \eta \partial_2 f (K, K) + \frac{1}{\eta} \partial_2 f (K, K) < 0.$$  \hfill (52)

Thus, (12) and (52) implies that we can choose $x_0$ sufficiently large such that

$$C_3 = -2G_1(x_0) - \eta G_2(x_0) - \frac{1}{\eta} B(x_0) > 0.$$  \hfill (53)

In view of $G_j(x_0) \leq G_j(x_0)$ for $x > x_0$, $j = 1, 2$, we have

$$-2G_1(x_0) - \eta G_2(x_0) - \frac{1}{\eta} B(x_0) \geq C_3 > 0.$$  \hfill (54)

Moreover, since $u(\xi) = e^{-\lambda(x-x_0)} \geq 1$ for all $x \in (-\infty, x_0]$, lemma 3.4 guarantees that

$$\int_0^{\infty} \int_{-\infty}^{x_0} v^2(\xi, s) \, d\xi \, ds < C.$$  \hfill (55)

We rewrite (27) as

$$v_t + cv_x - d \cdot \Delta_1 v - G_1 v - G_2 h * v_t = \bar{Q},$$  \hfill (56)

where $v = v(\xi, t)$, $v_x = v(\xi \cdot x - c \cdot t, s - t)$, $G_1 = G_1(\xi)$, $G_2 = G_2(\xi, \bar{Q} = f(v + \phi_h, h * (v_t + \phi_t)) - f(\phi_h, h * \phi_t) - G_1(v - G_2(h)) * v_t, \phi = \phi(\xi), \phi_t = \phi(\xi - c \cdot t)$. Clearly, $\bar{Q}(\xi, t) \leq 0$. A multiplication of (56) by $v(\xi, t)$ gives then

$$(v^2)_t + c(v^2)_x - 2d v \Delta_1 v - 2G_1 v^2 - 2G_2 h * v_t \leq 0.$$  

Integrating this over $\mathbb{R} \times [0, t]$ with respect to $\xi$ and $t$ and applying inequality (21), we obtain

$$\|v(t)\|_{L^2(\mathbb{R})}^2 - 2\int_0^t \int_{\mathbb{R}} G_1(\xi)v^2(\xi, s) \, d\xi \, ds$$

$$-2\int_0^t \int_{\mathbb{R}} G_2(\xi)v(\xi, s) \left[ \int_{\mathbb{R}} h(y)v(\xi - y - c \cdot t, s - t) \, dy \right] \, d\xi \, ds \leq \|v_0(0)\|_{L^2(\mathbb{R})}^2.$$  \hfill (57)

From Young’s inequality $2|ab| \leq \frac{1}{2}a^2 + \frac{1}{2}b^2$ for $\eta \in (x_-, x_+)$, we obtain

$$2\int_0^t \int_{\mathbb{R}} G_2(\xi)v(\xi, s) \left[ \int_{\mathbb{R}} h(y)v(\xi - y - c \cdot t, s - t) \, dy \right] \, d\xi \, ds$$

$$= 2\int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(y)G_2(\xi)v(\xi, s)v(\xi - y - c \cdot t, s - t) \, dy \, d\xi \, ds$$

$$\leq \frac{\eta}{\eta} \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(y)G_2(\xi)v^2(\xi, s) \, dy \, d\xi \, ds$$

$$+ \frac{1}{\eta} \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} h(y)G_2(\xi)v^2(\xi - y - c \cdot t, s - t) \, dy \, d\xi \, ds$$

$$= \eta \int_0^t \int_{\mathbb{R}} \int_{\mathbb{R}} G_2(\xi)v^2(\xi, s) \, d\xi \, ds$$

$$+ \frac{1}{\eta} \int_{-\tau}^{-t} \int_{\mathbb{R}} \int_{\mathbb{R}} h(y)G_2(\xi + y + c \cdot t)v^2(\xi, s) \, dy \, d\xi \, ds$$  \hfill (58)

$$\leq \eta \partial_2 f (0, 0) \int_{-\tau}^{-t} \int_{\mathbb{R}} v^2(\xi, s) \, d\xi \, ds + \eta \int_{-\tau}^{-t} \int_{\mathbb{R}} G_2(\xi)v^2(\xi, s) \, d\xi \, ds$$

$$+ \frac{1}{\eta} \int_{-\tau}^{-t} \int_{\mathbb{R}} B(\xi)v^2(\xi, s) \, d\xi \, ds$$

$$\leq C + \eta \int_0^t \int_{-\infty}^{\infty} G_2(\xi)v^2(\xi, s) \, d\xi \, ds + \frac{1}{\eta} B(\xi_0) \int_0^t \int_{-\infty}^{\infty} v^2(\xi, s) \, d\xi \, ds.$$  
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An application of (58) to (57) gives
\[ \| v(t) \|_{L^2(\mathbb{R})}^2 = \int_0^t \int_{-\infty}^{x_0} G_1(\xi)v^2(\xi, s) \, d\xi \, ds \]
\[ - \int_0^t \int_{x_0}^{\infty} \left[ 2G_1(\xi) + \eta G_2(\xi) + \frac{1}{\eta} B(\xi_0) \right] v^2(\xi, s) \, d\xi \, ds \leq C. \] (59)

Then (54) yields for (59), with \( C_3 \int_0^t \int_{-\infty}^{x_0} v^2(\xi, s) \, d\xi \, ds \) added,
\[ \| v(t) \|_{L^2(\mathbb{R})}^2 + C_3 \int_0^t \| v(s) \|_{L^2(\mathbb{R})}^2 \, ds \leq C, \] (60)
which proves (51).

\[ \square \]

**Remark 3.2.** For the partial differential equation (2), we have
\[ v_t + cv_\xi - dv_\xi \xi - G_1 v - G_2 h^* v_t = \tilde{Q}, \] (61)
with the initial data \( v(\xi, s) = v_0(\xi, s) > 0, s \in [-\tau, 0] \), where \( v, v_t, \phi_t, \) and \( \tilde{Q} \) are defined as for (56). We can derive the following \( L^2 \)-energy estimate for \( v(\xi, t) \) (see [37, 43] for more details)
\[ \| v(t) \|_{L^2(\mathbb{R})}^2 + \int_0^t \| v(s) \|_{H^1(\mathbb{R})}^2 \, ds \leq C, \quad t \geq 0. \] (62)

It is important to notice the difference in the integrands in (51) and (62) (weaker norm for the difference-differential equation considered here). In order to derive for the partial differential equation (2) the \( L^2 \)-energy estimate for \( v_t(\xi, t) \), we can differentiate (61) with respect to \( \xi \), multiply the resulting equation by \( v_t(\xi, t) \) and then integrate it over \( \mathbb{R} \times [0, t] \) with respect to \( \xi \) and \( t \). Employing the key estimates (62), we obtain an \( L^2 \)-energy estimate for \( v_t(\xi, t) \) (see lemma 3.3 in [43]):
\[ \| v_t(t) \|_{L^2(\mathbb{R})}^2 + \int_0^t \| v_t(s) \|_{H^1(\mathbb{R})}^2 \, ds \leq C, \quad t \geq 0. \]

In contrast, for equation (56), the \( L^2 \)-energy estimate (51) cannot help us to obtain the \( L^2 \)-energy estimate for \( v_t(\xi, t) \).

Next, we derive an \( L^2 \)-energy estimate for \( v_\xi(\xi, t) \).

**Lemma 3.7.** For any \( c \geq c^* \), it holds that
\[ \| v_\xi(t) \|_{L^2(\mathbb{R})}^2 + \int_0^t \| v_\xi(s) \|_{L^2(\mathbb{R})}^2 \, ds \leq C. \] (63)

**Proof.** Consider the function
\[ H(\xi) = \partial_t f(K, K) + 3\partial_2 f(K, K) - 5G_1(\xi) - 4G_2(\xi) - 3B(\xi) \]
for \( \xi \in \mathbb{R} \). It is easy to see that \( H \) is continuous and bounded on \( \mathbb{R} \). Note that
\[ H(+\infty) = -4[\partial_t f(K, K) + \partial_2 f(K, K)] > 0. \]
Thus there exists \( x_0 \in \mathbb{R} \) such that
\[ H(\xi) \geq H(x_0) > 0 \]
for all \( \xi \geq x_0 \). Moreover, since \( w(\xi) = e^{-\xi(x-x_0)} \geq 1 \) for all \( x \in (-\infty, x_0] \), lemma 3.5 guarantees that
\[ \int_{-\infty}^{x_0} \int_{-\infty}^{x_0} v_\xi^2(\xi, s) \, d\xi \, ds < C. \] (64)
Let us differentiate (56) with respect to $\xi$ and multiply the resulting equation by $v_\xi (\xi, t)$. We then obtain

$$(v_\xi^2) + c(v_\xi^2) v_\xi - 2dv_\xi [v_\xi (\xi + 1, t) + v_\xi (\xi - 1, t) - 2v_\xi (\xi, t)]$$

$$- 2G_1(\xi)v_\xi^2 - 2G_2(\xi)v_\xi \int_R h(y)v_\xi (\xi - y - c\tau, s - \tau) \, dy$$

$$= 2v_\xi \tilde{Q}_\xi + 2G'_1(\xi)v_\xi + 2G'_2(\xi)v_\xi \int_R h(y)v_\xi (\xi - y - c\tau, s - \tau) \, dy. \quad (65)$$

Integrating (65) over $\mathbb{R} \times [0, t]$ with respect to $\xi$ and $t$, we obtain

$$\|v_\xi(t)\|_{L^2(\mathbb{R})}^2 - 2 \int_0^t \int_R G_1(\xi)v_\xi^2(\xi, s) \, d\xi \, ds$$

$$- 2 \int_0^t \int_R G_2(\xi)v_\xi (\xi, s) \int_R h(y)v_\xi (\xi - y - c\tau, s - \tau) \, dy \, d\xi \, ds \leq C + 2 \int_0^t \int_R \left[ v_\xi (\xi, s) \tilde{Q}_\xi (\xi, s) + G'_1(\xi)v_\xi (\xi, s) + G'_2(\xi)v_\xi (\xi, s) \right] \int_R h(y)v_\xi (\xi - y - c\tau, s - \tau) \, dy \, d\xi \, ds. \quad (66)$$

Now let us examine the inner integral of the last term on the right-hand side of (66). In view of the expression for $\tilde{Q}(\xi, t)$, we have

$$\tilde{Q}_\xi + G'_1(\xi)v + G'_2(\xi)h * v_\xi$$

$$= \{ f(u + \phi, h * (v_\tau + \phi_\tau)) - f(\phi, h * \phi_\tau) \}_\xi - G_1(\xi)v_\xi - 2G_2(\xi)h * (v_\tau)_\xi$$

$$= [\partial_1 f(u + \phi, h * (v_\tau + \phi_\tau)) - \partial_1 f(\phi, h * \phi_\tau)] [v_\xi + \phi_\xi(\phi)]$$

$$+ [\partial_2 f(u + \phi, h * (v_\tau + \phi_\tau)) - \partial_2 f(\phi, h * \phi_\tau)] [h * (v_\tau + \phi_\tau)].$$

In view of (11) and assumption (F3), we have

$$\partial_1 f(K, K) - G_1(\xi) \leq \partial_1 f(u + \phi, h * (v_\tau + \phi_\tau)) - \partial_1 f(\phi, h * \phi_\tau) \leq 0$$

and

$$\partial_2 f(K, K) - G_2(\xi) \leq \partial_2 f(u + \phi, h * (v_\tau + \phi_\tau)) - \partial_2 f(\phi, h * \phi_\tau) \leq 0.$$
For all \( v \), and nonlinearity 28, using a similar argument as that in the proof of lemma 3.6, we have exponential stability for the noncritical travelling waves with lemma 3.8.

Namely,

\[
\|v(\xi)\|_{L^2(\mathbb{R})} \leq C + \frac{1}{2} \int_{\mathbb{R}} \left[ 5G_1(\xi) + G_2(\xi) - \partial_1 f(K, K) - \partial_2 f(K, K) \right] v^2(\xi, t) \, d\xi
\]

This, together with (66), implies that

\[
\|v(t)\|_{L^2(\mathbb{R})}^2 = \frac{1}{2} \int_{\mathbb{R}} \left[ 5G_1(\xi) + G_2(\xi) - \partial_1 f(K, K) - \partial_2 f(K, K) \right] v^2(\xi, t) \, d\xi
\]

Using a similar argument as that in the proof of lemma 3.6, we have

\[
\|v(t)\|_{L^2(\mathbb{R})}^2 + \int_{\mathbb{R}} H(\xi) v^2(\xi, s) \, d\xi \, ds \leq C.
\]

Namely,

\[
\|v(t)\|_{L^2(\mathbb{R})}^2 + \int_{\mathbb{R}} H(\xi) v^2(\xi, s) \, d\xi \, ds = \int_{\mathbb{R}} H(\xi) v^2(\xi, s) \, d\xi \, ds \leq C.
\]

Recall that \( H(\cdot) \) is continuous and bounded on \( \mathbb{R} \), then we have

\[
\|v(t)\|_{L^2(\mathbb{R})}^2 + H(x_0) \int_0^t \int_{-\infty}^{\infty} v^2(\xi, s) \, d\xi \, ds \leq C.
\]

This, together with (64), implies that we obtain the first order estimate (63).

Based on the above lemmas, we can prove the following two convergence results. One is the exponential stability for the noncritical travelling waves with \( c > c^* \), and the other one is the algebraic stability for the critical travelling wave with \( c = c^* \). We first prove the exponential stability.

**Lemma 3.8.** For any \( c > c^* \), it holds that

\[
\sup_{\xi \in \mathbb{R}} |u^*(x, t) - \phi(x + ct)| = \|u(t)\|_{L^\infty(\mathbb{R})} \leq C e^{-\mu_2 t/3}, \quad t \geq 0,
\]

where \( \mu_2 \in (0, \mu_1) \) satisfies \( N(\mu_2) = 0 \).

**Proof.** For the choice of \( x_0 \) in (15), it is easy to see that

\[
\|v(t)\|_{L^2(-\infty, x_0]}^2 = \int_{-\infty}^{x_0} [v(\xi, t)]^2 \, d\xi \leq \|v(t)\|_{L^\infty(-\infty, x_0]} \|v(t)\|_{L^1(-\infty, x_0]},
\]

and

\[
v^2(\xi, t) = \int_{-\infty}^{\xi} [v^2(\xi, t)] \, d\xi = 2 \int_{-\infty}^{\xi} v(\xi, t) \, d\xi \leq 2 \|v(t)\|_{L^\infty(-\infty, x_0]} \|v(t)\|_{L^1(-\infty, x_0]},
\]

for all \( \xi \in (-\infty, x_0] \). Thus we have

\[
\|v(t)\|_{L^2(-\infty, x_0]}^2 \leq 2 \|v(t)\|_{L^\infty(-\infty, x_0]} \|v(t)\|_{L^1(-\infty, x_0]} \|v(t)\|_{L^2(-\infty, x_0]},
\]

and so

\[
\|v(t)\|_{L^\infty(-\infty, x_0]} \leq \sqrt{2} \|v(t)\|_{L^1(-\infty, x_0]} \|v(t)\|_{L^2(-\infty, x_0]}.
\]

Since \( v(\xi) = e^{-\lambda(\xi-x_0)} \geq 1 \) for all \( \xi \in (-\infty, x_0] \), it follows from (29) that

\[
\|v(t)\|_{L^\infty(-\infty, x_0]} \leq \|v(t)\|_{L^1(-\infty, x_0]} \leq Ce^{-\mu_1 t},
\]
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for all \( t \geq 0 \). This, together with (63) and (68), implies that
\[
\|v(t)\|_{L^\infty(-\infty, x_0]} \leq C e^{-\mu t/3}, \quad t \geq 0.
\] (69)

A multiplication of (27) by \( e^{\mu t} \) and an integration over \( \mathbb{R} \times [0, t] \) with respect to \( \xi \) and \( t \) combined with the fact that \( \hat{Q}(\xi, t) \leq 0 \) yield
\[
e^{\mu t} \|v(t)\|_{L^1(\mathbb{R})} = \int_0^t \int_\mathbb{R} e^{\mu \xi} \mu_2 + G_1(\xi) \|v(\xi, s)\| \, d\xi \, ds - d \int_0^t \int_\mathbb{R} e^{\mu \xi} \Delta_1 v(\xi, s) \, d\xi \, ds
\]
\[
\leq ||v_0(0)||_{L^1(\mathbb{R})} + \int_0^t \int_\mathbb{R} e^{\mu \xi} G_2(\xi) \left[ \int_\mathbb{R} h(y) v(\xi - y - c\tau, s) \, dy \right] \, d\xi \, ds.
\] (70)

By the change of variables \( \xi \rightarrow y = \xi - \xi \), and noticing that \( s \in B(\xi) \geq 0 \) and that \( t \rightarrow s \), we have
\[
\int_0^t \int_\mathbb{R} e^{\mu \xi} G_2(\xi) \left[ \int_\mathbb{R} h(y) G_2(\xi + y + \xi) \, dy \right] v(\xi, s) \, d\xi \, ds
\]
\[
= \int_{-\tau}^{t-\tau} \int_\mathbb{R} e^{\mu \xi} G_2(\xi) \left[ \int_\mathbb{R} h(y) B(\xi) v(\xi, s) \, dy \right] \, d\xi \, ds.
\] (71)

Substituting (71) into (70) and noticing that \( \int_\mathbb{R} e^{\mu \xi} \Delta_1 v(\xi, s) \, d\xi = 0 \), we obtain
\[
e^{\mu t} \|v(t)\|_{L^1(\mathbb{R})} = \int_0^t \int_\mathbb{R} e^{\mu \xi} [\mu_2 + G_1(\xi)] v(\xi, s) \, d\xi \, ds
\]
\[
\leq ||v_0(0)||_{L^1(\mathbb{R})} + e^{\mu t} \int_{-\tau}^{t-\tau} \int_\mathbb{R} e^{\mu \xi} B(\xi) v(\xi, s) \, d\xi \, ds.
\] (72)

Splitting each integral of (72) into two parts \((-\infty, x_0) \cup [x_0, \infty)\), we have
\[
e^{\mu t} \|v(t)\|_{L^1([-\infty, \infty])} - \int_0^t \int_{-\infty}^{x_0} e^{\mu \xi} [\mu_2 + G_1(\xi)] v(\xi, s) \, d\xi \, ds
\]
\[
\leq ||v_0(0)||_{L^1(\mathbb{R})} - J(t) + e^{\mu t} \int_{-\tau}^{t-\tau} \int_{-\infty}^{x_0} e^{\mu \xi} B(\xi) v(\xi, s) \, d\xi \, ds,
\] (73)

where
\[
J(t) = e^{\mu t} ||v(t)||_{L^1(-\infty, x_0]} - \int_{-\tau}^{t-\tau} \int_{-\infty}^{x_0} e^{\mu \xi} [\mu_2 + G_1(\xi)] v(\xi, s) \, d\xi \, ds
\]
\[
- e^{-\mu t} \int_{-\tau}^{t-\tau} \int_{-\infty}^{x_0} e^{\mu \xi} B(\xi) v(\xi, s) \, d\xi \, ds.
\]

Since \( G_1(\xi) \) and \( B(\xi) \) are both nonincreasing, \( \partial_1 f(0, 0) \geq G_1(\xi) \geq G_1(x_0) \) and \( \partial_1 f(0, 0) \geq B(\xi) \geq B(x_0) \) for all \( \xi \in (-\infty, x_0] \). Moreover, in view of lemma 3.3 and \( w(\xi) \geq 1 \) for all \( \xi \in (-\infty, x_0] \), it follows that
\[
e^{\mu t} \|v(t)\|_{L^1(-\infty, x_0]} < C, \quad \int_0^t e^{\mu \xi} \|v(s)\|_{L^1(-\infty, x_0]} \, ds < C.
\]

This means that \( J(t) \) is bounded. Thus, it follows from (15) and (73) that
\[
e^{\mu t} \|v(t)\|_{L^1(x_0, \infty)} \leq C.
\]

By a similar argument as above, we obtain
\[
\|v(t)\|_{L^\infty(x_0, \infty)} \leq \sqrt{4} \|v(t)\|_{L^1(x_0, \infty)} \|v(\xi)(t)\|_{L^2(x_0, \infty)} \leq C e^{-\mu t/3}.
\] (74)

Combining (69) and (74) gives (67). This completes the proof. \( \square \)
Now we are going to prove the algebraic stability for the critical travelling wave with $c = c^*$. In this case, we have $\lambda = \lambda_1(c) = \lambda^*$. Using the linearization of (27) at 0 and noticing that $Q(\xi, t) \leq 0$, we find

$$v_t + c^*v_{\xi} - d[v(\xi + 1, t) + v(\xi - 1, t) - 2v(\xi, t)]$$

$$\partial_1 f(0, 0)v - \partial_2 f(0, 0) \int_{\mathbb{R}} h(y)v(\xi - y - c^*\tau, t - \tau) \, dy \leq 0. \quad (75)$$

Let $\tilde{v}(\xi, t)$ be the solution of the equation

$$v_t + c^*v_{\xi} - d[v(\xi + 1, t) + v(\xi - 1, t) - 2v(\xi, t)]$$

$$-\partial_1 f(0, 0)v - \partial_2 f(0, 0) \int_{\mathbb{R}} h(y)v(\xi - y - c^*\tau, t - \tau) \, dy = 0 \quad (76)$$

with the initial data $v_0(\xi, s), s \in [-\tau, 0]$. By the comparison principle

$$v(\xi, t) \leq \tilde{v}(\xi, t) \quad \text{for all } (\xi, t) \in \mathbb{R} \times \mathbb{R}^+.$$

Let $\tilde{v}(\xi, t) = w(\xi)\tilde{v}(\xi, t)$, where $w(\xi) = \exp[-\lambda^*(\xi - x_0)]$ and $\lambda^*$ is defined in lemma 1.1. Then

$$\tilde{v}_t + c^*\tilde{v}_{\xi} - d[c^*\tilde{v}(\xi + 1, t) + c^{-\lambda^*}\tilde{v}(\xi - 1, t) - 2\tilde{v}(\xi, t)] + [c^*\lambda^* - \partial_1 f(0, 0)]\tilde{v}$$

$$-\partial_2 f(0, 0) \int_{\mathbb{R}} h(y) \exp[-\lambda^*(y + c^*\tau)]\tilde{v}(\xi - y - c^*\tau, t - \tau) \, dy = 0. \quad (77)$$

**Lemma 3.9.** $\|\tilde{v}(t)\|_{L^\infty(\mathbb{R})} \leq C t^{-1/2}$ for all $t > 0$.

**Proof.** We take the Fourier transform of equation (77) with respect to $\xi$ and write the Fourier transforms of $\tilde{v}(\xi, t)$ as $V(\omega, t)$. Then

$$V_t(\omega, t) + c_1(\omega)V(\omega, t - \tau) = c_2(\omega)V(\omega, t), \quad (78)$$

where

$$c_1(\omega) = i c^*\omega + c^*\lambda^* - \partial_1 f(0, 0) - d[\exp[\lambda^* + i\omega] + \exp[-\lambda^* - i\omega] - 2].$$

$$c_2(\omega) = \partial_2 f(0, 0) \int_{\mathbb{R}} h(y) \exp[-(\lambda^* + i\omega)(y + c^*\tau)] \, dy.$$

When $\tau = 0$, (78) reduces to $V_t(\omega, t) = [c_2(\omega) - c_1(\omega)]V(\omega, t)$. Solving this equation yields

$$V(\omega, t) = V(\omega, 0) \exp[(c_2(\omega) - c_1(\omega))t].$$

Then we take the inverse Fourier transform,

$$\tilde{v}(x, t) = \int_{\mathbb{R}} \tilde{v}(x - \eta, 0) F^{-1}[I_0](\eta, t) \, d\eta,$$

where $I_0(\omega, t) = \exp[(c_2(\omega) - c_1(\omega))t]$. Obviously

$$\|\tilde{v}(t)\|_{L^\infty(\mathbb{R})} \leq \|\tilde{v}(0)\|_{L^1(\mathbb{R})} \sup_{\eta \in \mathbb{R}} |F^{-1}[I_0](\eta, t)| \, d\eta \leq \frac{1}{2\pi}\|\tilde{v}(0)\|_{L^1(\mathbb{R})} \int_{\mathbb{R}} |I_0(\omega, t)| \, d\omega. \quad (79)$$

Let $k_1(\omega) = \Re[c_1(\omega)]$. It holds that $|c_2(\omega)| \leq k_2$, where

$$k_2 = c^*\lambda - d(e^{c^*\lambda} + e^{-\lambda^*} - 2) - \partial_1 f(0, 0) = \partial_2 f(0, 0)e^{-\lambda^*\tau}G(\lambda^*) > 0.$$
Then, by taking the inverse Fourier transform of (81), we get
\[ I(\omega, t) = \exp[-c_1(\omega)(t + \tau)]e^{B(\omega)t}V_0(\omega, -\tau). \]
\[ I_2(\omega, t - s) = \exp[-c_1(\omega)(t - s)]e^{B(\omega)(t - s - \tau)}\int_{\mathbb{R}} V_0(\omega, s) + c_1(\omega)V(\omega, s) \, d\omega. \]
Note that \(|\exp[-c_1(\omega)(t + \tau)]| = \exp[-k_1(\omega)(t + \tau)]. Thus
\[ |B(\omega)| = |c_2(\omega)\exp[c_1(\omega)\tau]| \leq k_2 \exp[k_1(\omega)\tau] := k_3(\omega) \]
and hence
\[ |e^{B(\omega)t}| \leq e^{k_3(\omega)t}. \]
Obviously \(k_1(\omega) \geq k_1(0) = k_2\). It follows from lemma 3.1 that
\[ e^{-k_1(\omega)}e^{k_3(\omega)t} = Ce^{-[k_1(\omega) - k_2]t} = C \exp[-2t\varepsilon \cosh(\lambda^*)(1 - \cos \omega)]. \]
for some constants \(C > 0\) and \(\varepsilon \in (0, 1)\). Therefore, we have
\[ \|v_0(\omega, -\tau)| \leq C \int_{\mathbb{R}} \exp[-2t\varepsilon \cosh(\lambda^*)(1 - \cos \omega)] \, d\omega \]
\[ \leq C \int_{\mathbb{R}} \exp[-2t\varepsilon \cosh(\lambda^*)(1 - \cos \omega)] \, d\omega \|v_0(-\tau)\|_{L^1(\mathbb{R})}. \]
This, together with lemma 3.2, implies that
\[ \|v_0(-\tau)\|_{L^1(\mathbb{R})} \leq C \|v_0(-\tau)\|_{L^1(\mathbb{R})}t^{-1/2}. \]
Similarly, we have
\[ \|I_2(\omega, t - s)\|_{L^1(\mathbb{R})} \leq C \left\{ \|\tilde{v}_0(s)\|_{L^1(\mathbb{R})} + \|\tilde{v}_0(s)\|_{L^1(\mathbb{R})} \right\} (t - s)^{-1/2}. \]
It follows from (83), (86) and (87) that the conclusion of lemma 3.9 holds for \(\tau > 0\). Thus the proof is complete.

**Lemma 3.10.** For \(c = c^*\), there holds
\[ \sup_{x \in \mathbb{R}} |u^*(x, t) - \phi(x + ct)| \leq Ct^{-1/2}, \quad t > 0. \]
**Proof.** In view of lemma 3.9, we have
\[ \|v(t)\|_{L^2(\mathbb{R})} \leq C_t t^{-1/2} \quad \text{for all } t > 0 \text{ and some constant } C_1 > 0. \]
This, together with the fact that \( v(\xi, t) \leq \bar{u}(\xi, t) \) for \((\xi, t) \in \mathbb{R} \times \mathbb{R}^+ \) and \( u(\xi) \geq 1 \) for \( \xi \in (-\infty, x_0] \), implies that
\[ \|v(t)\|_{L^\infty(-\infty, x_0]} \leq C_t t^{-1/2} \quad \text{for all } t > 0. \]
(89)
In what follows, we show that
\[ \|v(t)\|_{L^\infty(x_0, \infty]} \leq C t^{-1/2} \quad \text{for all } t > 0 \text{ and some constant } C > 0. \]
(90)
First we see that \( v = v(\xi, t) \) satisfies
\[
\begin{cases}
    v_t + c^* v_x - d \cdot \Delta v - G_1 v - G_2 h * v_t \leq 0 & \text{for } t > 0 \text{ and } \xi \geq x_0, \\
    v(x_0, t) \leq C_1 t^{-1/2} & \text{for } t > 0, \\
    v(\xi, s) \leq v_0(\xi, s) & \text{for } s \in [-r, 0] \text{ and } \xi \in \mathbb{R}.
\end{cases}
\]
(91)
Here \( x_0 \in \mathbb{R} \) is chosen to be sufficiently large such that \( G_1(\xi) + G_2(\xi) < 0 \) for all \( \xi \geq x_0 \).
Let
\[ \tilde{v}(\xi, t) = C_2 (1 + t + \tau)^{-1/2}, \quad t \in [t^*, \infty), \]
where \( t^* \) and \( C_2 > v_0(\xi, s) \geq 0 \) for all \( s \in \mathbb{R} \) are sufficient large constants such that
\[
\tilde{v}_t + c^* \tilde{v}_x - d \cdot \Delta \tilde{v} - G_1 \tilde{v} - G_2 h \ast \tilde{v}_t \\
= \tilde{v} \left( -\frac{1}{2} \left(1 + t + \tau\right)^{-1} - G_1(\xi) - G_2(\xi) \frac{1 + t + \tau}{1 + t} \right) \geq 0
\]
for all \( \xi \geq t^* \) and \( \xi \geq x_0 \). In addition, we can choose \( C_2 \) large enough such that \( \tilde{v}(\xi, t) \geq v(\xi, t) \) for all \( s \in [0, t_0] \) and \( \xi \in \mathbb{R} \). This implies that \( \tilde{v}(\xi, t) \) is an upper solution of (91). Hence
\[ 0 \leq v(\xi, t) \leq \tilde{v}(\xi, t) \leq C t^{-1/2} \]
for all \( t > 0 \) and \( \xi \geq x_0 \). This proves (90). Combining (89) and (90), we obtain the decay rates for \( v(\xi, t) \) in \( L^\infty(\mathbb{R}) \),
\[ \|v(t)\|_{L^\infty(\mathbb{R})} \leq C t^{-1/2} \quad \text{for all } t > 0. \]
This, together with the fact \( v(\xi, t) = u^*(x, t) - \phi(x + c^* t) \), proves this lemma. \( \square \)

**Step 2.** The convergence of \( u^-(x, t) \) to \( \phi(x + ct) \).
For any \( c \geq c^* \), let \( \xi = x + ct \) and
\[ v(\xi, t) = \phi(x + ct) - u^-(x, t) \quad \text{and} \quad v_0(\xi, t) = \phi(x + cs) - u_0^-(x, s). \]
It follows that \( v(\xi, t) \geq 0 \) and \( v_0(\xi, s) \geq 0 \). By using similar arguments as before, we can prove that \( u^-(x, t) \) converges to \( \phi(x + ct) \) as follows.

**Lemma 3.11.** There holds the exponential decay
\[ \sup_{x \in \mathbb{R}} |\phi(x + ct) - u^-(x, t)| \leq C e^{-\mu t}, \quad t \geq 0, \quad \text{for } c > c^*, \]
(92)
and the algebraic decay
\[ \sup_{x \in \mathbb{R}} |\phi(x + ct) - u^-(x, t)| \leq C (1 + t)^{-1/2}, \quad t \geq 0, \quad \text{for } c = c^*, \]
(93)
where \( \mu > 0 \) satisfies \( \mathcal{M}(c, 3\mu) > 0 \) and \( \mathcal{N}(3\mu) < 0 \).
Step 3. The convergence of \( u(x, t) \) to \( \phi(x + ct) \).

Finally we prove that \( u(x, t) \) converges to \( \phi(x + ct) \). In fact, notice that \( u^-(x, t) \leq u(x, t) \leq u^+(x, t) \) for all \((x, t) \in \mathbb{R} \times [0, \infty)\) and combine (3), (88), (92), and (93). This yields the following theorem.

**Theorem 3.1.** There hold the exponential decay
\[
\sup_{x \in \mathbb{R}} |u(x, t) - \phi(x + ct)| \leq C e^{-\mu t}, \quad t \geq 0, \quad \text{for } c > c^*,
\]
and the algebraic decay
\[
\sup_{x \in \mathbb{R}} |u(x, t) - \phi(x + ct)| \leq C(1 + t)^{-1/2}, \quad t \geq 0, \quad \text{for } c = c^*,
\]
where \( \mu > 0 \) satisfies \( M(c, 3\mu) > 0 \) and \( N(3\mu) < 0 \).

### 4. Applications

In this section, we give applications of the stability result in combination with the results of [22] to some biological and epidemiological models.

#### 4.1. A host–vector disease model

We consider the host–vector disease model with discrete delay
\[
\begin{align*}
\partial_t u(x, t) &= d \cdot \Delta_1 u(x, t) - au(x, t) + bu(x, t - \tau)[1 - u(x, t)], \quad x \in \mathbb{R}, \quad t > 0, \\
\end{align*}
\]  
(94)

where the function \( u(x, t) \) denotes the density of the infectious host at time \( t > 0 \) and spatial location \( x \in \mathbb{R} \), \( \tau \geq 0 \) stands for the time delay; \( b > a \geq 0 \) are parameters. For the continuous host–vector disease model, i.e. (94) with \( \Delta_1 u(x, t) \) replaced by \( \partial^2 u(x, t) \), the existence of travelling wave was shown by Lin and Hong [35], and later the nonlinear stability of noncritical waves was investigated by Lv and Wang [37].

Obviously, (94) has two equilibria \( u = 0 \) and \( K = 1 - \frac{a}{b} \). We can rewrite (94) in the form of (1) with \( f(u, v) = -au + bv(1 - u) \) and \( h(x) = \delta(x) \), where \( \delta(\cdot) \) is the Dirac delta function. Obviously, \( f(0, 0) = f(K, K) = 0 \) and \( f(u, u) > 0 \) for all \( u \in (0, K) \). Moreover, it is straightforward to verify that the conditions (F1)–(F3) hold. Thus we have the following result.

**Theorem 4.1.** There exists a minimal wave speed \( c^* > 0 \) such that for each \( c \geq c^* \), (94) has exactly one travelling front \( \phi(x + ct) \) (up to translation) connecting \( u = 0 \) and \( u = 1 - \frac{a}{b} \). Moreover, the wave profile \( \phi \) has the following properties.

(i) \( 0 < \phi(\xi) < 1 - \frac{a}{b} \) and \( \phi'(\xi) > 0 \) for all \( \xi \in \mathbb{R} \).

(ii) Both \( \lim_{\xi \to -\infty} \phi'(\xi) / \phi(\xi) \) and \( \lim_{\xi \to \infty} \phi'(\xi) / [b - a - b\phi(\xi)] \) exist and are positive.

(iii) The wave front \( \phi(x + ct) \) is nonlinearly stable in the sense of Theorem 1.4. Moreover, the exponential decay rate \( \mu > 0 \) is less than the minimal positive root of \( 3\mu + a e^{3\mu \tau} - b = 0 \).

**Remark 4.1.** Taking \( \tau = 0, a = 0, \) and \( b = 1 \) in (94), we obtain the following well-known Fisher–KPP equation
\[
\begin{align*}
\partial_t u(x, t) &= d \cdot \Delta_1 u(x, t) - u(x, t)[1 - u(x, t)], \quad x \in \mathbb{R}, \quad t > 0. \\
\end{align*}
\]  
(95)

Thus, theorem 4.1 can be applied to (95).
4.2. An nonlocal population model with age structure

Let \( h(x) = \frac{1}{\sqrt{4\pi\alpha}} \exp\left(-\frac{x^2}{4\alpha}\right) \) and \( f(u, v) = -\delta u^2 + pe^{-\gamma \tau} v \) with \( \alpha > 0, \delta > 0, p > 0 \) and \( \gamma > 0 \). We then reduce (1) to the age-structured population model

\[ u_t(x, t) = d \Delta_1 u(x, t) - \delta u^2(x, t) + pe^{-\gamma \tau} \int_{\mathbb{R}} g_\alpha(y) u(x - y, t - \tau) \, dy, \quad x \in \mathbb{R}, \ t > 0. \]  

(96)

It is clear that the constant equilibria of (96) are \( u = 0 \) and \( u = \frac{p}{\delta} e^{-\gamma \tau} \). Moreover, \( \partial_1 f(u, v) = -2\delta u \leq 0 \) and \( \partial_2 f(u, v) = pe^{-\gamma \tau} \). Obviously, conditions (F1)–(F3) and (H1)–(H2) are satisfied. Then the result of [22] shows that there exists a minimal wave speed \( c^* > 0 \) such that for each \( c \geq c^* \), (96) has exactly one (up to translation) monotone travelling front \( \phi(x + ct) \) (up to a translation) connecting \( u = 0 \) and \( u = \frac{p}{\delta} e^{-\gamma \tau} \). The stability result the is as follows.

**Proposition 4.1.** The wave front \( \phi(x + ct) \) is nonlinearly stable in the sense of theorem 1.4. Moreover, the exponential decay rate \( \mu > 0 \) is less than the minimal positive root of

\[ 3\mu - \delta - \delta e^{2\mu \tau} = 0. \]

**Remark 4.2.** For the spatially continuous age-structured population model, i.e. (96) with \( \Delta_1 u(x, t) \) replaced by \( u_{xx}(x, t) \), which was first derived in [1], the linear and nonlinear stability of noncritical travelling waves are shown in [18] and [32], respectively, in the case where the time delay \( \tau \) is sufficiently small. This restriction was removed in [47].

4.3. A nonlocal Nicholson’s blowflies model with delay

Let \( f(u, v) = -\delta u + pve^{-av} \) with \( a > 0 \) and \( p > \delta > 0 \). We then reduce (1) to the delay model

\[ u_t(x, t) = d \cdot \Delta_1 u(x, t) - \delta u(x, t) + p(h \ast u)(x, t - \tau) \exp[-a(h \ast u)(x, t - \tau)], \quad x \in \mathbb{R}, \ t > 0. \]  

(97)

It is easy to see that (97) has two equilibria \( u = 0 \) and \( u = \frac{1}{a} \ln \frac{p}{\delta} \). Equation (97) is a discrete analogue of the following nonlocal diffusive Nicholson’s blowflies equation with delay (see [21]), for \( x \in \mathbb{R} \) and \( t > 0 \),

\[ u_t(x, t) = du_{xx}(x, t) - \delta u(x, t) + p(h \ast u)(x, t - \tau) \exp[-a(h \ast u)(x, t - \tau)]. \]  

(98)

Recently, some special cases of (98) has been investigated in [20,23,36,42,45,59]. In particular, Mei et al studied the stability of travelling wave fronts of (98) with \( h \) being the Dirac delta function, namely,

\[ u_t(x, t) = du_{xx}(x, t) - \delta u(x, t) + pu(x, t - \tau) \exp[-au(x, t - \tau)], \quad x \in \mathbb{R}, \ t > 0. \]  

(99)

Similar to the two previous examples, there exists for a minimal wave speed \( c^* > 0 \) such that there is a unique (up to translation) monotone travelling wave solution to (97) connecting \( u = 0 \) and \( u = \frac{1}{a} \ln \frac{p}{\delta} \), provided that \( c \geq c^* \) [22].

**Proposition 4.2.** Assume further that \( \delta (\ln p - \ln \delta) < 2\delta - p \), then the wave front \( \phi(x + ct) \) is nonlinearly stable in the sense of theorem 1.4. Moreover, the exponential decay rate \( \mu > 0 \) is less than the minimal positive root of

\[ 3\mu - \delta - \delta e^{2\mu \tau} (1 + \ln \delta - \ln p) = 0. \]
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