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Abstract—Simulating noisy quantum circuits is vital in designing and verifying quantum algorithms in the current NISQ (Noisy Intermediate-Scale Quantum) era, where quantum noise is unavoidable. However, it is much more inefficient than the classical counterpart because of the quantum state explosion problem (the dimension of state space is exponential in the number of qubits) and the complex (non-unitary) representation of noises. Consequently, only noisy circuits with up to about 50 qubits can be simulated approximately well. To improve the scalability of the circuits that can be simulated, this paper introduces a novel approximation algorithm for simulating noisy quantum circuits when the noisy effectiveness is insignificant. The algorithm is based on a new tensor network diagram for the noisy simulation and uses the singular value decomposition to approximate the tensors of quantum noises in the diagram. The contraction of the tensor network diagram is implemented on Google’s TensorNetwork. The effectiveness and utility of the algorithm are demonstrated by experimenting on a series of practical quantum circuits with realistic superconducting noise models. As a result, our algorithm can approximately simulate quantum circuits with up to 225 qubits and 20 noises (within about 1.8 hours). In particular, our method offers a speedup over the commonly-used approximation (sampling) algorithm — quantum trajectories method [1]. Furthermore, our approach can significantly reduce the number of samples in the quantum trajectories method when the noise rate is small enough.

Index Terms—Quantum circuits, noisy simulation, approximation algorithm, tensor network

I. INTRODUCTION

Since the achievement of quantum supremacy over classical computing [2], quantum processors with an increasing number of quantum bits (qubits) [3], [4] have been manufactured. This progress has marked the transition to the NISQ (Noisy Intermediate-Scale Quantum) era [5]. Even though current quantum processors have a limited number of qubits and are susceptible to quantum noise, they have been used in numerous applications, highlighting the potential benefits of NISQ devices [6]–[8]. The circuits that carry out computational tasks are at the heart of these processors.

Building and testing quantum circuits in real-world environments is crucial in quantum computing. These environments often introduce noises, a common challenge in the NISQ era. Simulating these circuits on classical computers before building them is beneficial—it saves costs and helps avoid potential issues when implementing quantum circuits and reading outputs from real devices. Consequently, it is urgently necessary to develop efficient simulation algorithms for noisy quantum circuits.

Noisy Simulation: Most software kits use the density matrix representation for noisy circuit simulation [9], [10]. However, this method is limited when dealing with circuits that have a large number of qubits. For improving the scalability of the simulated noisy circuits, approximation algorithms have been introduced, including the quantum trajectories method [1] and algorithms using tensor network representations, such as MPS (Matrix Product State) [11], MPO (Matrix Product Operators) [12], [13], and MPDO (Matrix Product Density Operators) [14]. Another approach is the DD (decision diagram)-based simulation [15], which is optimized for some specific circuits and noise types. However, challenges like the quantum state explosion problem restrict current simulations to about 50 qubits. The simulation demand of the NISQ circuits with up to hundreds of qubits cannot be satisfied.

Contributions of This Paper: To address this gap, we developed a new approximation algorithm for simulating noisy quantum circuits. We introduce a novel tensor network diagram for this simulation. In our diagram, noisy quantum circuits are represented by double-size tensors and can be well approximated by performing singular value decomposition (SVD) on their tensor representation. Based on these, an approximation algorithm is developed and implemented with Google TensorNetwork [16]. The effectiveness and utility of our algorithm are confirmed by experimenting with three types
of practical quantum circuits (algorithms). The experimental results show that our algorithm can approximately simulate quantum circuits with up to 225 qubits and 20 noises (within about 1.8 hours). In particular, our method offers a speedup over the commonly-used approximation (sampling) algorithm — quantum trajectories method [1].

II. NOISY QUANTUM CIRCUIT SIMULATION

A quantum circuit’s evolution can be described using super-operators. For a noisy quantum circuit defined by super-operator $E_N$, the simulation task aims to estimate the measurement result under a given state $|\psi\rangle$, i.e.

$$\text{tr}(|\psi\rangle\langle\psi|E_N(|\psi\rangle\langle\psi|)) = |\langle\psi|E_N(|\psi\rangle\langle\psi|)|v\rangle$$

**Problem 1** (Noisy Simulation Task of Quantum Circuits).

Given a noisy quantum circuit with $d$ gates $E_N = E_d \circ \cdots \circ E_1$ [17], an input state $|\psi\rangle$ and a state $|v\rangle$, the noisy simulation of quantum circuit $E_N$ on $|\psi\rangle$ is to estimate $\langle v | E_N (|\psi\rangle \langle \psi|) | v \rangle$ (with a high accuracy).

This paper aims to solve the problem using tensor networks as the data structure for modeling quantum circuits and SVD for approximating the tensor representation of quantum noise. Tensor networks provide a graphical representation of quantum systems and their interactions. The tensor diagrams offer an intuitive way to understand and process the behavior of systems and their interactions. The tensor diagrams offer an intuitive way to understand and process the behavior of systems and their interactions.

Tensor Network Diagram for Noisy Simulation: To compute $\langle v | E_N (|\psi\rangle \langle \psi|) | v \rangle$, one can utilize the matrix representation of quantum super-operators [19, Chapter 2.2.2].

$$\langle v | E_N (|\psi\rangle \langle \psi|) | v \rangle = \text{tr}(|v\rangle \langle v|E_N(|\psi\rangle \langle \psi|))$$

$$= \langle \Omega | [\langle v^* \rangle \langle v^* | \otimes E_N(|\psi\rangle \langle \psi|)] \rangle \langle \Omega \rangle$$

$$= \langle \Omega | [\langle v^* \rangle \langle v^* | \otimes E_d \circ \cdots \circ E_1(|\psi\rangle \langle \psi|)] \langle \Omega \rangle$$

$$= \langle v | \otimes \langle v^* | (M_{E_d} \cdots M_{E_1}) |\psi\rangle \otimes |\psi^*\rangle$$

where $|\psi^*\rangle$ is the entry-wise conjugate of $|\psi\rangle$, $|\Omega\rangle$ is the (unnormalized) maximal entangled state, i.e., $|\Omega\rangle = \sum_j |j\rangle \otimes |j\rangle$ with $\{|j\rangle\}$ being an orthonormal basis of Hilbert space $H$, and $M_{E} = \sum_k E_k \otimes E_k^*$ is called the matrix representation of $E$, where $E(\rho) = \sum_k E_k \rho E_k^*$ with Kraus operators $\{E_k\}_{k \in K}$. The tensor diagram can visualize this representation.

We note that $M_{E} = \sum_{k \in K} E_k \otimes E_k^*$ represents the noises in the newly obtained tensor network. In particular, for a unitary super-operator $U(\rho) = U \rho U^\dagger$ with unitary operator $U$, $M_{U}$ is depicted as the right tensor network in the following.

$$M_{E} = \sum_{k \in K} E_k \otimes E_k^*$$

$$M_{U} = U \otimes U^*$$

Based on these observations, we get a serial connection of the two tensor networks representing $n$-qubit circuits $E_N$. Subsequently, we derived an accuracy algorithm to compute $\langle v | \otimes \langle v^* | (M_{E_d} \cdots M_{E_1}) |\psi\rangle \otimes |\psi^*\rangle$ by contracting a tensor network with double size ($2n$ qubits). A visual representation of a two-qubit QAOA circuit and its tensor network diagram is shown in Fig. 1 ($X$, $Y$, and $Z$ represent the Pauli gates. $R_X(\theta)$, $R_Y(\theta)$, and $R_Z(\theta)$ represent the corresponding Pauli rotation gates of angle $\theta$).

III. APPROXIMATION ALGORITHM FOR NOISY QUANTUM CIRCUIT SIMULATION

We are ready to present our approximation noisy simulation algorithm based on the new tensor network diagram.

**Approximation Noisy Simulation Algorithm**: As we can see, the noises make simulating a quantum circuit much harder. To handle the difficulty of simulating a circuit with a large number of noises, we introduce an approximation noisy circuit simulation method based on the matrix representation and the SVD (Singular Value Decomposition), which can balance the accuracy and efficiency of the simulation. The insight of our method starts with an observation that most noises occurring in physical quantum circuits are close to the identity operators (matrices). Take the depolarizing noise as an example, which is defined by

$$E(\rho) = (1-p)\rho + \frac{p}{3}(X\rho X + Y\rho Y + Z\rho Z)$$

Probability $p$ can be regarded as a metric of the noisy effectiveness of the channel. When $p$ is small, the noise is almost identical to the identity channel. Therefore, a straightforward method is to approximately represent the depolarizing channel by $(1-p)I$. The current physical implementation of practical quantum algorithms requires that the effectiveness of noise is insignificant. For general noise $\mathcal{E}$, we define $\|M_{E} - I\|$ as the noise rate of $\mathcal{E}$, where $\|\cdot\|$ is the 2-norm of matrix. For example, the depolarizing noise with parameter $p$ has a noise...
rate $2p$. Next, we will describe our approximation algorithm and explain why it is efficient when the noise rate is small.

To handle the noises, we perform SVD on the matrix representation of each noise as illustrated in Fig. 2.

![Tensor Permutation Diagram](image)

(a) Tensor Permutation

![SVD on M̃_E Diagram](image)

(b) SVD on $\tilde{M}_E$
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(c) Tensor Permutation

Fig. 2: Decomposition of $M_E$

Suppose we treat $M_E$ as a tensor with rank 4, and the edges are indexed as in Fig. 2 (a). $M_E$ is the matrix with edges 1, 2 being the row and 3, 4 being the column. We introduce the tensor permutation operator where $\tilde{M}_E$ is the matrix with 1, 3 being the row and 2, 4 being the column. Performing SVD on $\tilde{M}_E$ we have $\tilde{M}_E = S D T^\dagger$, where $D = \sum_{i=0}^{3} d_i |i⟩⟨i| and $d_0$ is the most significant singular value (see Fig. 2(b)). Let $\hat{U}_i = d_i S |i⟩ and $\hat{V}_i = T |i⟩$ as in the left of Fig. 2 (c), we get $\tilde{M}_E = \sum_{i=0}^{3} \hat{U}_i \hat{V}_i^\dagger$. Then use tensor permutation again on $\hat{U}_i$ and $\hat{V}_i$ (here $\hat{U}_i$ is treated as a rank 4 tensor with index 3, 4 being 0-dimension, and $\hat{V}_i$ is treated as a rank 4 tensor with index 1, 2 being 0-dimension), we get $\tilde{M}_E = \sum_{i=0,1,2,3} U_i \otimes V_i$, as illustrated in Fig. 2 (c).

Next, we will show that when the noise rate of $E$ is small, $U_0 \otimes V_0$ is a good approximation of $M_E$.

**Lemma 1.** Suppose A and B are all $4 \times 4$ matrices, and $\hat{A}$ and $\hat{B}$ are the tensor permutation of A and B as defined before. If $\|A - B\|_F < \delta$, then we have $\|\hat{A} - \hat{B}\|_F < 2\delta$.

**Proof.** We use $\|\cdot\|_F$ to donate the Frobenius norm of matrices. Specifically, for $4 \times 4$ matrices, it can be shown that $\|A\|_F \leq 2\|A\|$. Note that $\hat{A}$ and $\hat{B}$ have the same Frobenius norm since the tensor permutation operator only rearranges the positions of elements. Therefore, we have $\|\hat{A} - \hat{B}\|_F = \|A - B\|_F \leq 2\|A - B\| < 2\delta$.

**Lemma 2.** Suppose $\|M_E - I\| < \delta$, then we have $\|M_E - U_0 \otimes V_0\| < 4\delta$

**Proof.** By Lemma 1, we have $\|\tilde{M}_E - I\| < 2\delta$. Suppose we perform SVD on $\tilde{M}_E$ we have $\tilde{M}_E = S D T^\dagger$. Let $D_0 = d_0 \{0\} \{0\}$, we have

$$\|\tilde{M}_E - S D_0 T^\dagger\| = \min_{\mathcal{rank}(A) = 1} \|\tilde{M}_E - A\| \leq \|\tilde{M}_E - I\| < 2\delta.$$ 

The first equation comes from the Eckart-Young-Mirsky theorem [20]. The last inequality holds because $\tilde{I}$ has rank 1. And note that $\tilde{M}_E = M_E$ and $SD_0T^\dagger = U_0 \otimes V_0$, by Lemma 1, we have

$$\|\tilde{M}_E - U_0 \otimes V_0\| < 4\delta.$$ 

We are ready to introduce our approximation algorithm for the noisy quantum circuit simulation task. Suppose $\mathcal{E}_N = \mathcal{E}_d \circ \cdots \circ \mathcal{E}_1$ is a quantum circuit with $N$ noises, where the noise channels have index $\{i_1, \ldots, i_N\}$. After applying SVD on each matrix representation of noises we get $\tilde{M}_{E_{i_1}} = U_0^s \otimes V_0^s + U_1^s \otimes V_1^s + U_2^s \otimes V_2^s + U_3^s \otimes V_3^s$, $s \in \{1, \ldots, N\}$, where $\tilde{M}_{E_{i_1}}$ is closed to $U_0^s \otimes V_0^s$. The idea of our algorithm is to calculate the simulation result by using $U_0^s \otimes V_0^s$ to substitute the noises as a prior choice. Let $\tilde{M}_{E_{i_0}} = U_0^t \otimes V_0^t$ and $\tilde{M}_{E_{i_1}} = U_0^t \otimes V_0^t + U_1^t \otimes V_1^t + U_2^t \otimes V_2^t$, $t \neq s \in \{1, \ldots, N\}$. Thus $\tilde{M}_{E_{i_0}} = \tilde{M}_{E_{i_0}} + \tilde{M}_{E_{i_1}}$ and $\|\tilde{M}_{E_{i_0}}\| < 4\delta$

by Lemma 2. Let $T_{l}$ be the sum of tensor networks (without input and output state) obtained by substituting all but $u$ noises to $\tilde{M}_{E_{i_0}}$ and $u$ noises to one of $U_0^t \otimes V_0^t$, $t = 1, 2, 3$, i.e.,

$$T_{l} = \sum_{u=0,1,2,3} \prod_{i \notin \{p_1, \ldots, p_u\}} \tilde{M}_{E_{i_0}} \prod_{i \in \{p_1, \ldots, p_u\}} \tilde{M}_{E_{i_1}}.$$ 

We call $A(l) = \sum_{u=0}^{l} T_{u}$ the l-level approximation of $M_{E_N}$. When the level is set to $N$, $A(N)$ is exactly $M_{E_N}$. By increasing the approximation level $l$ we get a better approximation for $M_{E_N}$.

**Theorem 1.** Given a noisy quantum circuits $\mathcal{E}_N$ with $d$ gates and $N$ noises with all noise rates being less than $p$, i.e., $\|M_{E_{i_0}} - I\| < p$ for $s \in \{1, \ldots, N\}$, $i_s \in \{1, \ldots, d\}$. For any input and output state $|ϕ⟩$ and $|ψ⟩$, let $F = ⟨ϕ| ξ(ϕ) ⟨ψ|ψ⟩ |ψ⟩$, and the approximation result is $F' = ⟨ϕ| ξ(ϕ) |ψ⟩ ⟨ψ|ψ⟩ |ψ⟩$, we have $\|F - F'\| < (1 + 8p)^N - \sum_{i=0}^{l} \binom{N}{i}(4p)^i(1 + 4p)^{(N-i)}$, and the number of tensor network contractions is $2 \sum_{i=0}^{l} \binom{N}{i}3^i$.

**Proof.**

$$\|M_{E_{i_0}} \cdots M_{E_{i_l}} - A(l)\| = \|\sum_{i=l+1}^{N} T_{i}\| \leq \sum_{i=l+1}^{N} \|T_{i}\| \leq \sum_{i=l+1}^{N} \binom{N}{i}(4p)^i(1 + 4p)^{(N-i)}$$

$$= (1 + 8p)^N - \sum_{i=0}^{l} \binom{N}{i}(4p)^i(1 + 4p)^{(N-i)}.$$
Algorithm 1 ApproximationNoisySimulation($\mathcal{E}_N$, $|\psi\rangle$, $|\psi^*\rangle$, $I$)

**Input:** A noisy quantum circuit $\mathcal{E}_N = \mathcal{E}_d \circ \cdots \circ \mathcal{E}_1$ with $N$ noises, where the noise channels have index $\{i_1, \ldots, i_N\}$ and Kraus matrices $\mathcal{E}_{i_k} = \{E_{i_k}\}$ for $1 \leq s \leq N$, a test state $|\psi\rangle$, an expected output $|\psi^*\rangle$ and a level for the approximation $l$.

**Output:** $F' = (|v\rangle \otimes (v^*)^i A(I) |\psi\rangle \otimes |\psi^*\rangle)$, the $l$-level approximation of $(|v\rangle \mathcal{E}_N (|\psi\rangle \otimes |\psi^*\rangle)) |\psi\rangle$.

1: Result := 0
2: for each $0 \leq k \leq l$ do
3:  Calculate approximation of level $k$:
4:  $R_k := 0$
5:  for each $p_1, \ldots, p_k$, where $1 \leq p_1 < \cdots < p_k \leq N$ do
6:    Substitute $M_{\mathcal{E}_{i_{p_j}}}$ with one of $U_{i_{p_j}}^p \otimes V_{i_{p_j}}^p$, $U_{i_{p_j}}^{p_j} \otimes V_{i_{p_j}}^{p_j}$ for $j \in \{1, \ldots, k\}$. For $s \notin \{p_1, p_2, \ldots, p_k\}$, substitute $M_{\mathcal{E}_{i_{p_j}}}$ to $U_{i_{p_j}}^s \otimes V_{i_{p_j}}^s$.
7:  After substitution, the original (double-sized) tensor network is split into two tensor networks, contract both tensor networks, and multiply the result, donated as $X$.
8:  $R_k := X$
9: end for
10: Result += $R_k$
11: end for
12: return Result

Therefore

$$|F - F'| = |(v) \otimes (v^*)((M_{\mathcal{E}_N} \cdots M_{\mathcal{E}_1} - A(I)) |\psi\rangle \otimes |\psi^*\rangle)|$$

$$\leq \| (v) \otimes (v^*) \| \| (M_{\mathcal{E}_N} \cdots M_{\mathcal{E}_1} - A(I)) |\psi\rangle \otimes |\psi^*\rangle \|$$

$$\leq \| (M_{\mathcal{E}_N} \cdots M_{\mathcal{E}_1} - A(I)) \|$$

$$(1 + 8p)^N - \sum_{i=0}^{l} \binom{N}{i} (4p)^i (1 + 4p)^{(N-i)}$$

Specifically, when using the 1-level approximation, our approximation method will need less sampling number than the quantum trajectories method when $p = O(N^{-\frac{1}{2}})$.

IV. EXPERIMENTS

In this section, we demonstrate the utility and effectiveness of our approximation algorithm by simulating various quantum circuits with realistic noise models. In particular, we compare our algorithm with state-of-the-art accurate and approximate methods for the same task, and further numerically analyze our algorithm in terms of accuracy, approximation levels, and noise rate.

**Runtime Environment:** All our experiments are carried out on a server with Intel Xeon Platinum 8153 @ 2.00GHz x 256 Cores, 2048 GB Memory. The machine runs CentOS 7.7.1908. We use the Google TensorNetwork Python package [16] for the tensor network computation.

**Benchmark Circuits and Fault Models:** Our benchmark circuits consist of three types of quantum circuits: Quantum Approximate Optimization Algorithm (QAOA), Hartree-Fock Variational Quantum Eigensolver (VQE), and random quantum circuits exhibiting quantum supremacy from Google. Google has experimentally run all these three types of quantum circuits on their quantum processors. In our experiments, the benchmark circuits are taken from ReCirq [21], an open-source library for Cirq and Google’s Quantum Computing Service. The QAOA and VQE circuits are named qaoa_N and hf_N respectively, where $N$ denotes the number of qubits. The random quantum supremacy circuits with $R \times C$ qubits and depth $D$ are named instRxC-D.

We use a realistic decoherence noise model of superconducting quantum circuits to model faults [22]. Each decoherence noise is appended after a randomly chosen gate in the circuit. This emulates the types of errors seen on actual quantum hardware.

The benchmarks and noise models provide a real-world testbed for our techniques. By evaluating our approximation algorithm on these practical circuits and fault models, we can obtain a practical performance assessment of the algorithm for accurately and efficiently simulating the real implementation of quantum algorithms on NISQ devices.

**Baselines:** For evaluating the performance of our approximation algorithm, the baselines include the state-of-the-art accurate and approximate methods for simulating (noisy) quantum circuits.

The accurate methods include three types of noisy simulation algorithms: matrix multiplication (MM)-based method, tensor decision diagram (TDD)-based method, and tensor network (TN-based) method. All these methods will provide accurate simulation for noisy quantum circuits.

The approximate method is the quantum trajectories method [1]. It relies on a Monte Carlo approach, sampling the Kraus operators of a quantum noise based on probabilities. Consequently, it is a stochastic method and achieves a given accuracy probabilistically, while our approximation method is deterministic.

**Comparable Experiments:** We evaluate the efficiency of the aforementioned methods and our approximate techniques on benchmark circuits with realistic noises. The memory out (MO) limit is capped at 2048 GB.

**Our Algorithm vs. Accurate Methods:** First, we compare the three accurate methods on benchmark circuits with the number of noise being 2, and $|\psi\rangle$ and $|\psi^*\rangle$ are all chosen to be $|0\rangle \otimes \cdots \otimes |0\rangle$. The result is shown in the columns of #Noise = 2 in Table I, where the timeout (TO1) thresholds are set at 3,600 seconds. As we can see from the table, the TN-based method outperforms the other methods, including our approximation algorithm in all three benchmarks. Thus, the TN-based method works very well for simulating noisy quantum circuits, so there is no need to apply our approximation algorithm. For complicated quantum circuits with a larger number of noise, the TN-based method may fail, but our approximation algorithm works well.

To see this, we reset the noise number to 20, then we get the result in the columns of #Noise = 20 in Table I, where the timeout (TO2) threshold is set to be 36,000 seconds. From the result, our approximation algorithm is more efficient than...
the TN-based method in the complex quantum circuits (with a larger number of qubits and depths), for example, see the rows of qaoa_121, qaoa_225, inst_4 × 5_80 and inst_6 × 6_20. Furthermore, to see the high efficiency of our approximation algorithm on the number of noises, we simulate the qaoa_100 circuit with 0 to 80 noises as shown in Fig. 3. Our approximation algorithm can handle all the cases, while the TN-based method runs out of memory after the noise number reaches 30. The main reason for memory exceed is that more noise may increase the nodes’ maximum rank in the tensor network contraction and consume much time and memory for contraction. As a comparison, when using level-1 approximation of Algorithm 1, the runtime of our approximation algorithm is almost linear with the noise number as shown in Fig. 3.

Table I: Our Algorithm vs. Accurate Methods

| Type | Circuit | Qubits | Gates | Depth | #Noise = 2 | #Noise = 20 |
|------|---------|--------|-------|-------|-----------|-----------|
| HF-VQE | bfl_6 | 6 | 155 | 72 | 0.17 | 0.10 |
| | bfl_8 | 8 | 308 | 124 | 0.24 | 0.13 |
| | bfl_10 | 10 | 461 | 142 | 26.91 | 7.59 |
| | bfl_12 | 12 | 690 | 194 | 206.37 | 18.81 |
| QAOA | qaoa_64 | 64 | 1696 | 42 | MO | 58.33 |
| | qaoa_121 | 121 | 322 | 42 | MO | 225.76 |
| | qaoa_225 | 225 | 620 | 42 | MO | 258.48 |
| Supercavity | inst_4x4_10 | 16 | 115 | 11 | MO | 0.88 |
| | inst_4x4_40 | 16 | 394 | 41 | MO | 0.34 |
| | inst_4x4_80 | 16 | 764 | 81 | MO | 1.26 |
| | inst_4x5_10 | 20 | 145 | 11 | MO | 1.52 |
| | inst_4x5_20 | 20 | 261 | 21 | MO | 0.30 |
| | inst_4x5_80 | 20 | 959 | 81 | MO | 0.56 |
| | inst_6x6_10 | 36 | 264 | 11 | MO | 0.77 |
| | inst_6x6_20 | 36 | 483 | 21 | MO | 2.14 |
| | inst_4x7_10 | 49 | 364 | 11 | MO | 1.66 |

Fig. 3: The Number of Noises and Runtime.

Our Algorithm vs. Approximate Methods: Compared to the quantum trajectories method, we fixed the success probability for it at 99%. We then assessed the sample numbers for our algorithm and the quantum trajectories method at different noise rates $p$. For noise rates $p = 0.001$ and $p = 0.0001$, and noise number $n$ from 10 to 40, our method outperforms quantum trajectories for $n \leq 20$ at $p = 0.001$ and consistently at $p = 0.0001$ (See Fig. 4).

Furthermore, we conducted numerical experiments comparing our method’s efficiency and precision with various implementations of the quantum trajectories method, which is shown in Table II. The quantum trajectories method was implemented in two ways: using MM-based [1] and TN-based simulator, respectively. Both tests used a depolarizing noise model with noise number 20 and rate $p = 0.001$. We adjusted the sample number for quantum trajectories to match the precision of our level-1 approximation. Seeing from Table II, our method is more efficient than the quantum trajectories method at comparable precision levels (where “Traj” abbreviates the quantum trajectories method).

Table II: Our Algorithm vs. Approximate Methods

Analytical Experiments: We analyze our approximation algorithm in terms of noise rate and approximation levels.

1) Noise Rate: The accuracy of our approximation algorithm depends on the noise rate of the noises, i.e., $p = \|M_{E_p} - I\|$. When $p$ is small, the algorithm has a high accuracy. We evaluated our algorithm under both the realistic fault model and the depolarizing noise model. In both cases, the results as shown in Fig. 5 demonstrate that as the noise rate $p$ increases, the accuracy of the algorithm decreases.
TABLE III: ACCURACY FOR DIFFERENT APPROXIMATION LEVELS

| Level | Time (s) | Result    | Error    |
|-------|----------|-----------|----------|
| 0     | 0.34     | 0.9539958 | 4.59E-03 |
| 1     | 11.18    | 0.958521  | 5.02E-05 |
| 2     | 109.95   | 0.9585811 | 1.23E-06 |
| 3     | 1971.37  | 0.9585834 | 1.13E-06 |

Fig. 5: Approximation error for different noise rates

Rate increases, the approximation error also rises. It confirms that our approximation algorithm has better accuracy for lower noise rates in realistic noise models, which indicates a promising outlook for achieving higher precision on advanced hardware implementations in the future.

(2) Approximation Levels: Our algorithm offers varying levels of approximation, presenting a trade-off between computational efficiency and accuracy. As a demonstration, we simulate qaoa_64 circuit with 10 noises. The input state \( \ket{\psi} = \ket{0} \otimes \cdots \otimes \ket{0} \) and \( \ket{v} = U \ket{0} \otimes \cdots \otimes \ket{0} \), where \( U \) represents the unitary operator of the ideal circuit. Table III shows the result for qaoa_64 circuit with approximation levels from 0 to 3. From the result, we can see that the accuracy is getting higher as expected, but the cost for an extra level of approximation is also significant. For most scenarios, the level-1 approximation is recommended since it can achieve a good balance between runtime and accuracy.

V. CONCLUSION

This paper presented a novel approximation algorithm for the noisy quantum circuit simulation task. Specifically, we introduce a new tensor network diagram for noisy quantum circuits and employed SVD to approximate the tensors representing quantum noises. In particular, our algorithm offers a speedup over the quantum trajectories method under the same approximation accuracy. Our algorithm is implemented with the Google TensorNetwork for contracting the tensor networks. The utility and effectiveness of our algorithm are demonstrated by executing noisy simulations on three types of benchmark circuits with realistic noise models. The experimental results show that our approximation algorithm can simulate the 225-qubit QAOA circuit with 20 noises. Due to the scalability of qubits, we anticipate that our algorithm can serve as an integrated feature in currently developed ATPG programs (e.g., [23], [24]) for verifying and detecting manufacturing defects, affected by quantum noises, of large-size quantum circuits.
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