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Abstract

We devise constant-factor approximation algorithms for finding as many disjoint cycles as possible from a certain family of cycles in a given planar or bounded-genus graph. Here disjoint can mean vertex-disjoint or edge-disjoint, and the graph can be undirected or directed. The family of cycles under consideration must satisfy two properties: it must be uncrossable and allow for an oracle access that finds a weight-minimal cycle in that family for given nonnegative edge weights or (in planar graphs) the union of all remaining cycles in that family after deleting a given subset of edges.

Our setting generalizes many problems that were studied separately in the past. For example, three families that satisfy the above properties are (i) all cycles in a directed or undirected graph, (ii) all odd cycles in an undirected graph, and (iii) all cycles in an undirected graph that contain precisely one demand edge, where the demand edges form a subset of the edge set. The latter family (iii) corresponds to the classical disjoint paths problem in fully planar and bounded-genus instances. While constant-factor approximation algorithms were known for edge-disjoint paths in such instances, we improve the constant in the planar case and obtain the first such algorithms for vertex-disjoint paths. We also obtain approximate min-max theorems of the Erdős–Pósa type. For example, the minimum feedback vertex set in a planar digraph is at most 12 times the maximum number of vertex-disjoint cycles.

1 Introduction

Let $G = (V, E)$ be a directed or undirected graph and let $\mathcal{C}$ be a family of (simple) cycles in $G$. We assume that $G$ is planar or embedded in an orientable surface of bounded genus. We devise constant-factor approximation algorithms for finding a largest possible vertex-disjoint (or edge-disjoint) subset $\mathcal{C}' \subseteq \mathcal{C}$, i.e., no two cycles in $\mathcal{C}'$ share a vertex (or edge, respectively).

The family $\mathcal{C}$ must satisfy two properties. First, it must be uncrossable. Goemans and Williamson [20] defined:

**Definition 1** (uncrossable). A family $\mathcal{C}$ of cycles in a graph is called uncrossable if the following property holds.

Let $C_1, C_2 \in \mathcal{C}$ and $P_2$ a path in $C_2$ such that $P_2$ shares only its endpoints with $C_1$. Then there is a path $P_1$ in $C_1$ between these endpoints such that $P_1 + P_2 \in \mathcal{C}$ and $(C_1 - P_1) + (C_2 - P_2)$ contains a cycle in $\mathcal{C}$.

---
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It is easy to see that the set of all cycles in a directed or undirected graph is uncrossable. In an undirected graph also the set of odd cycles and the set of \( D \)-cycles are uncrossable, where \( D \subseteq E \) and a \( D \)-cycle is a cycle that contains exactly one edge from \( D \). For proofs and more examples we refer to Section 2.1. In contrast, the set of even cycles is not uncrossable in general.

Second, we do not want to list all (possibly exponentially many) cycles in \( C \) and hence need some kind of implicit representation. Our algorithms will require either a weight oracle that computes an element of \( C \) of minimum total weight for given nonnegative edge weights, or (in planar graphs) a support oracle, returning the union of all remaining cycles in \( C \) after deleting a subset of edges. More precisely:

**Definition 2** (weight oracle, support oracle). A weight oracle, for a family \( C \) of cycles in a graph \( G \), takes as input nonnegative weights for the edges of \( G \); it outputs a cycle in \( C \) that has minimum total weight.

A support oracle, for a family \( C \) of cycles in a graph \( G = (V, E) \), takes as input a subset \( X \subseteq E \) of edges and outputs the union of the edge sets of all cycles \( C \in C \) that do not contain any edge of \( X \).

Here is our first main result:

**Theorem 3.** For any fixed \( \epsilon > 0 \), there is a polynomial-time \((3 + \epsilon)\)-approximation algorithm for each of the following problems. Given a planar graph \( G \) and a support oracle for an uncrossable family \( C \) of cycles in \( G \),

(a) find a maximum-cardinality vertex-disjoint subset of \( C \);

(b) find a maximum-cardinality edge-disjoint subset of \( C \).

This general result improves the approximation ratio in several special cases (e.g., for vertex-disjoint packing of odd cycles in undirected planar graphs on the ratio 6 by Král’, Sereni and Stacho [30]) and provides the first constant-factor approximation in others. We will discuss applications and related work in detail in Section 6, but mention one particularly interesting corollary already here.

In the maximum vertex-disjoint paths problem we are given a graph \( G = (V, E) \) and a subset \( D \subseteq E \) (the set of demand edges) and ask for a maximum set of pairwise vertex-disjoint \( D \)-cycles. The maximum edge-disjoint paths problem is defined analogously. An instance \((G, D)\) is called fully planar if \( G \) is planar (to distinguish from the case where only the supply graph \((V, E \setminus D)\) is planar). Since the family of \( D \)-cycles in an undirected graph is uncrossable and has a polynomial-time support oracle (cf. Section 2.2), Theorem 3 directly implies:

**Corollary 4.** For any fixed \( \epsilon > 0 \), there is a polynomial-time \((3 + \epsilon)\)-approximation algorithm for the

(a) maximum vertex-disjoint paths problem

(b) maximum edge-disjoint paths problem

in undirected fully planar instances.
Previously, no constant-factor approximation algorithm was known for vertex-disjoint paths. For the easier maximum edge-disjoint paths problem, constant-factor approximation algorithms were discovered only recently by Huang et al. [23] and Garg, Kumar and Sebő [18]; Corollary 4(b) improves on the approximation factor 4 from [18]. At the end of this paper we will also devise the first constant-factor approximation algorithm for the weighted vertex-disjoint paths problem (see Theorem 15).

The 4-approximation algorithm of [18] works by rounding an LP solution and can be generalized to arbitrary uncrossable families. It begins by finding an optimum solution with laminar support (i.e., the interiors of two cycles do not cross; see Section 2.3) to the natural linear programming relaxation

$$
\max \left\{ \sum_{C \in C} x_C : \sum_{C \in C} e_{\in C} x_C \leq 1 (e \in E), x_C \geq 0 (C \in C) \right\}.
$$

(1)

This is relatively easy for \( D \)-cycles (due to Seymour’s [48] reduction to \( T \)-cut packing) but significantly harder for general uncrossable families. We show that it can be done in general (Theorem 29); then the remaining algorithm of [18] works without changes and yields part (b) of Theorem 5 below. However, the methods of [18] and [23] cannot be extended to vertex-disjoint packing, which seems to be fundamentally harder.

The LP relaxation of the natural integer programming formulation for vertex-disjoint cycle packing is:

$$
\max \left\{ \sum_{C \in C} x_C : \sum_{C \in C, v \in C} x_C \leq 1 (v \in V), x_C \geq 0 (C \in C) \right\}
$$

(2)

Again we can obtain an LP solution with laminar support (Theorem 29). Based on this and a new structural lemma (Lemma 30) we devise a greedy rounding algorithm that yields part (a) of the following theorem, our second main result:

**Theorem 5.** Given a planar graph \( G \) and a weight oracle for an uncrossable family \( C \) of cycles in \( G \), we can find a

(a) vertex-disjoint subset of \( C \) whose cardinality is at least \( \frac{1}{5} \) the value of the LP (2)

(b) edge-disjoint subset of \( C \) whose cardinality is at least \( \frac{1}{4} \) the value of the LP (1)

in polynomial time.

These approximation guarantees are weaker than the one in Theorem 3, but Theorem 5 yields approximate min-max theorems of the Erdős–Pósa type, comparing the cycle packing number with the cycle transversal number (cf. Section 6.2). For instance, our Theorem 5(a) improves the upper bound on the integrality gap of (2) for cycle packing in planar digraphs from 15.95 (due to Cames van Batenburg, Esperet and Müller [6]) to 5. Together with an upper bound on the dual integrality gap (Goemans and Williamson [20], Berman and Yaroslavstev [3]), this implies that the feedback vertex number (the minimum number of vertices hitting all cycles) in any planar digraph is at most 12 times the maximum number of vertex-disjoint cycles (the previously known bound was 38.28). See Corollary 41.

Huang et al. [24] devised a constant-factor approximation algorithm for edge-disjoint cycle packing in bounded-genus graphs; more precisely the maximum edge-disjoint paths problem. By combining their techniques with ours, we can generalize their result and transfer it also to vertex-disjoint packing:
Theorem 6. Given a graph $G$ embedded in a fixed orientable surface of genus $g$ and a weight oracle for an uncrossable family $\mathcal{C}$ of cycles in $G$, we can find a

(a) vertex-disjoint subset of $\mathcal{C}$ whose cardinality is $\Omega\left(\frac{1}{g^2 \log g}\right)$ times the value of the LP (2)

(b) edge-disjoint subset of $\mathcal{C}$ whose cardinality is $\Omega\left(\frac{1}{g^2 \log g}\right)$ times the value of the LP (1)

in polynomial time.

For the disjoint paths problem, this extends to a weighted generalization; see Theorem 46.

1.1 Outline of our key technical ideas

In this informal outline we focus on the (more difficult) vertex-disjoint cycle packing problem. The proofs for edge-disjoint packing are similar or easier.

The proof of Theorem 3 consists of two main components. We fix a planar embedding of $G$ and consider the face-minimal cycles of $\mathcal{C}$; after deleting redundant edges those are the cycles in $\mathcal{C}$ that bound a finite face (because $\mathcal{C}$ is uncrossable). The face-minimal cycles do not “cross” other cycles in $\mathcal{C}$.

The first component is a linear-time approximation scheme for finding as many vertex-disjoint face-minimal cycles as possible. This is relatively easy using Baker’s [2] technique and yields a set $L_1$. After this, our algorithm continues by removing all vertices that appear in cycles of $L_1$ and simply recurses on the resulting smaller graph to obtain a set $L_2$; the output is $L_1 \cup L_2$.

The key observation that leads to the approximation guarantee is that a cycle in $L_1$ shares vertices with at most $3 + \epsilon$ cycles of an optimal cycle packing $\mathcal{L}^*$ on average. We prove the bound using a tree representation of the laminar family $L_1 \cup \mathcal{L}^*$. A cycle in $L_1$ can share vertices only with its siblings and its parent in the tree representation, and if a cycle in $L_1$ has many siblings that are cycles in $\mathcal{L}^*$, the tree representation will have many leaves that are in $\mathcal{L}^*$, and we may assume that these are face-minimal cycles. Due to our approximation scheme, there are not much more of those than cycles in $L_1$.

Proving the LP-based results (Theorem 5 and 6) is more difficult. The first step, computing an optimum solution to the LP (2), is easy with the ellipsoid method. Next we need to uncross the support of that LP solution.

Generalizing the uncrossing technique of Huang et al. [24] we can obtain a near-optimal solution $x$ to (2) such that any two cycles $C_1$ and $C_2$ with $x_{C_1} > 0$ and $x_{C_2} > 0$ cross at most once. To this end, we need a stronger uncrossing property: when $C_1$ and $C_2$ cross at $v$ and at $w$, we can always reassemble the four $v$-$w$-paths to obtain two cycles $C'_1$ and $C'_2$ in $\mathcal{C}$ (and possibly other cycles that we do not consider any further) that cross neither at $v$ nor at $w$. We prove that every uncrossable family of cycles has this property.

In planar graphs, cycles that cross at most once do not cross at all and thus form a laminar family. For Theorem 5 we actually need an optimum LP solution, not just a near-optimal one, which requires a very careful uncrossing procedure. After starting with an optimum LP solution whose cycles are (on average) shortest possible, we can apply Karzanov’s [25] polynomial-time uncrossing algorithm.
Once we have an LP solution with uncrossed support (in the planar case: laminar support), we will apply a kind of greedy rounding algorithm to obtain an integral solution (i.e., a vertex-disjoint cycle packing). To this end, we show that in every laminar set \( \mathcal{L} \) of cycles there exists one cycle \( C^* \) and a small set \( W \) of its vertices such that all the other cycles in \( \mathcal{L} \) either contain a vertex of \( W \) or contain no vertex of \( C^* \). We will show \( |W| \leq 5 \) if \( G \) is planar; otherwise \( |W| \) will depend linearly on the genus of the graph. Once we have this “Efficient Cycle Lemma”, the remaining proof is very easy, at least in the planar case: just include \( C^* \) in the final solution and remove all cycles that share a vertex with \( C^* \); this decreases the LP value by at most \( |W| \). In the bounded-genus case we can do exactly the same for the separating cycles and follow [24] for the non-separating cycles.

The core of the proof is the Efficient Cycle Lemma. We will actually show that one can choose \( C^* \) so that one of the two sides of \( C^* \) in the embedding does not contain a side of any other cycle in \( \mathcal{L} \) (such cycles are called one-sided, a notion that is very similar to face-minimal). The main part of the proof of our Efficient Cycle Lemma consists of constructing an auxiliary graph \( G' \) whose vertices are the one-sided cycles and embedding that graph in the same surface as \( G \).

To construct \( G' \), we consider for each one-sided cycle \( C \) a suitably chosen set \( W(C) \) of vertices hitting all “neighbour cycles” and add an edge incident to \( C \) for each \( w \in W(C) \). The other endpoint of this edge will be a one-sided cycle “inside” a carefully chosen neighbour cycle that meets \( C \) at \( w \). Many edges of \( G' \) can “meet” at a vertex \( w \) of \( G \), but nevertheless our construction will allow us to embed \( G' \) in the same surface as \( G \); moreover we can avoid homotopic edge pairs (parallel edges that bound an empty area homeomorphic to the disk). Therefore, by Euler’s formula, \( G' \) contains a low-degree vertex, which serves as \( C^* \).

The Efficient Cycle Lemma can also be combined with the fractional local ratio method in order to deal with weighted cycle packing problems, in particular the maximum-weight disjoint paths problem.

The rest of our paper is structured as follows. After some preliminaries in Section 2, we prove Theorem 3 in Section 3. In Section 4 we discuss uncrossing procedures in detail; in particular we prove that Definition 1 implies a stronger uncrossing property (Theorem 22) and show how to uncross LP solutions. This is needed for the proof of Theorems 5 and 6, which can be found in Section 5. In Section 6 we conclude with applications of our main theorems, in particular regarding the Erdős–Pósa property and the disjoint paths problem. Section 6 also contains more pointers to related work.

2 Preliminaries

2.1 Some uncrossable families of cycles

In this paper, graphs can be undirected or directed; it will mostly be irrelevant or clear from the context. All cycles are simple cycles. We will sometimes consider cycles as (2-regular connected) subgraphs and sometimes as edge sets; this will not lead to ambiguities. If we are given a graph \( G = (V, E) \) and a subset \( D \subseteq E \), then a cycle hitting \( D \) is a cycle in \( G \) that contains at least one edge of \( D \), and a \( D \)-cycle is a cycle in \( G \) that contains precisely one edge from \( D \).

**Definition 7** (examples of uncrossable families). Let \( \mathcal{C}_{\text{all}} \) be the set of all (directed) cycles
and \( C_{\text{girth}} \) the set of all shortest cycles in a given directed graph. If an undirected graph is given, let \( C_{\text{all}} \) denote the set of all cycles, \( C_{\text{girth}} \) the set of all shortest cycles, and \( C_{\text{odd}} \) the set of odd cycles. For an undirected graph \( G = (V, E) \) and a subset \( D \subseteq E \), let \( C_{D}^{\geq 1} \) denote the set of cycles hitting \( D \), and \( C_{D}^{\leq 1} \) the set of \( D \)-cycles.

For several of these families, the following was already noted by [20]:

**Proposition 8.** Let \( G = (V, E) \) be a graph and \( D \subseteq E \). The families \( C_{\text{all}}, C_{\text{girth}}, C_{\text{all}}, C_{\text{girth}}, C_{\text{odd}}, C_{D}^{\leq 1}, \) and \( C_{D}^{\geq 1} \) are all uncrossable.

**Proof.** Let \( C \) denote one of these seven families of cycles. Let \( C_{1}, C_{2} \in C \) and \( P_{1}, P_{2} \) a path in \( C_{2} \) such that \( P_{2} \) shares only its endpoints with \( C_{1} \). Denote these endpoints by \( v \) and \( w \). These partition \( C_{1} \) into two \( v \)-\( w \)-paths \( P_{1}' \) and \( P_{1}'' \).

For \( C_{\text{all}} \) and \( C_{\text{girth}} \), we take \( P_{1} \in \{P_{1}', P_{1}''\} \) such that \( P_{1} + P_{2} \) is a directed cycle. For \( C_{\text{all}} \) and \( C_{\text{girth}} \), we can take \( P_{1} \in \{P_{1}', P_{1}''\} \) such that \( C_{1} - P_{1} \neq C_{2} - P_{2} \). In both cases, \((C_{1} - P_{1}) + (C_{2} - P_{2})\) is Eulerian and can be partitioned into cycles, not all of which are just pairs of parallel edges. If we started with shortest cycles, the resulting cycles have a total of at most 2\( g \) edges, where \( g \) is the girth, and hence each of them has \( g \) edges.

For \( C_{\text{odd}} \), we take \( P_{1} \in \{P_{1}', P_{1}''\} \) such that \( P_{1} + P_{2} \) contains an odd number of edges (note that \( P_{1}' \) and \( P_{1}'' \) have different parity since \( C_{1} \) is odd). Then also \((C_{1} - P_{1}) + (C_{2} - P_{2})\) contains an odd number of edges and can be partitioned into cycles, at least one of which is odd.

For \( C_{D}^{\leq 1} \), we take \( P_{1} \in \{P_{1}', P_{1}''\} \) such that \( P_{1} + P_{2} \) (and hence also \((C_{1} - P_{1}) + (C_{2} - P_{2})\)) contains exactly one edge of \( D \) (note that exactly one of \( P_{1}' \) and \( P_{1}'' \) contains an edge of \( D \)). Again, \((C_{1} - P_{1}) + (C_{2} - P_{2})\) can be partitioned into cycles, one of which is a \( D \)-cycle.

For \( C_{D}^{\geq 1} \), choose \( P_{1} \in \{P_{1}', P_{1}''\} \) such that the subsets of edges in \( D \) differ for \( P_{1} \) and \( P_{2} \) and also for \( C_{1} - P_{1} \) and \( C_{2} - P_{2} \). Again, \((C_{1} - P_{1}) + (C_{2} - P_{2})\) can be partitioned into cycles, at least one of which contains an edge in \( D \) and is not just a pair of parallel edges. \( \square \)

In contrast, the set of even cycles is not uncrossable (except in special cases such as bipartite graphs). In directed graphs, neither \( D \)-cycles nor odd cycles nor cycles hitting \( D \) are uncrossable in general.

Another example of an uncrossable family that has been considered (e.g., by [30]) is the set of \( D \)-odd cycles: a cycle is \( D \)-odd if it contains an odd number of edges from \( D \). However, packing \( D \)-odd cycles reduces to packing odd cycles by subdividing all edges in \( E \setminus D \); so we will not consider \( D \)-odd cycles any further in this paper.

Goemans and Williamson [20] also considered the set of cycles in an undirected graph \( G = (V, E) \) that contain at least one vertex from a subset \( S \subseteq V \). However, if we let \( D \) be the set of all edges with at least one endpoint in \( S \), then this family is \( C_{D}^{\geq 1} \), so we do not need to consider this separately.

Packing shortest cycles (i.e., \( C_{\text{girth}} \)) has been considered for example by [11]. Another uncrossable family of cycles with a relation to a network design problem was considered by [3]. Probably there are further applications.

### 2.2 Implementing the oracles

The classical examples of uncrossable families offer weight and support oracles. First, let us see how to implement the weight oracle.


Proposition 9. Let $G = (V, E)$ be a graph and $D \subseteq E$. For each of the families $C_{\text{all}}^\rightarrow$, $C_{\text{girth}}^\rightarrow$, $C_{\text{all}}$, $C_{\text{girth}}$, $C_{\text{odd}}$, $C_D^{-1}$, and $C_D^{\geq 1}$ there is a polynomial-time algorithm that implements the weight oracle.

Proof. For the weight oracle, we are given nonnegative weights of the edges of $G$. Finding a minimum-weight cycle or cycle hitting $D$ or $D$-cycle is easy, for example by applying Dijkstra’s shortest path algorithm for finding a minimum-weight path from $s$ to $t$ in $(V, E \setminus \{e\})$ or $(V, E \setminus D)$ for each edge $e = \{t, s\}$ or $e = \{t, s\}$ in $E$ or $D$, respectively. For $C_{\text{girth}}^\rightarrow$ and $C_{\text{girth}}$, we simply add a large constant to all weights before calling the oracle. Finding an odd cycle of minimum total weight reduces to weighted matching (cf. Section 29.11e of [47]).

Now we implement the support oracle.

Proposition 10. Let $G = (V, E)$ be a graph and $D \subseteq E$. For each of the families $C_{\text{all}}^\rightarrow$, $C_{\text{girth}}^\rightarrow$, $C_{\text{all}}$, $C_{\text{girth}}$, $C_{\text{odd}}$, $C_D^{-1}$, and $C_D^{\geq 1}$ there is a polynomial-time algorithm that implements the support oracle.

Proof. Let $C$ be one of these seven families. We show how to compute the set of edges that belong to at least one cycle in $C$. Applying this to $G - X$ and the set $C[G - X]$ of cycles that do not contain any edge of the given edge set $X$ does the job.

For $C_{\text{all}}^\rightarrow$ we compute the strongly connected components. For $C_{\text{all}}$ we can simply remove all bridges. For $C_{\text{girth}}^\rightarrow$ and $C_{\text{girth}}$ we compute for every edge (say $e = \{t, s\}$ or $e = \{t, s\}$) the distance from $s$ to $t$ in $G - e$. An edge $e = \{t, s\}$ or $e = \{t, s\}$ belongs to a cycle of length $g$ (where $g$ is the girth of $G$) if and only if the distance from $s$ to $t$ in $G - e$ is $g - 1$.

For the other cases we consider the blocks (maximal 2-vertex-connected subgraphs) separately. So assume that $G$ is 2-vertex-connected.

First consider $C_{\text{all}}$. By checking whether $G$ is bipartite we decide whether there is no odd cycle at all. Suppose there is an odd cycle $C$. We claim that then every edge belongs to an odd cycle. Let $e = \{v, w\} \in E$ be any edge that is not part of $C$. Since $G$ is 2-vertex-connected, we can find two vertex-disjoint paths $P_v$ from $v$ to a vertex $p$ on $C$ and $P_w$ from $w$ to a vertex $q$ on $C$, with $p \neq q$. Now $C$ is partitioned into two $p$-$q$-paths, and exactly one of them is odd, so exactly one them can be added to $P_v$, $e$, and $P_w$ to obtain an odd cycle that contains $e$.

Now consider $C_D^{\geq 1}$. There are again two cases: if $D = \emptyset$, then $C_D^{\geq 1} = \emptyset$. Otherwise every edge $d \in D$ belongs to a cycle, and every pair of edges $e \in E$ and $d \in D$ belongs to a cycle because $G$ is 2-vertex-connected. In other words, then every edge belongs to a cycle hitting $D$.

Finally consider $C_D = 1$. In this case we can consider the subgraphs induced by the vertex sets of the connected components of $(V, E \setminus D)$ separately because any $D$-cycle must lie completely inside such a component. Therefore we can also consider the blocks of those subgraphs separately and hence we may assume that $G$ is 2-vertex-connected and $(V, E \setminus D)$ is connected. If now $D = \emptyset$, there are no $D$-cycles. Otherwise, we claim that every edge in $G$ belongs to a $D$-cycle.

This is obvious for the edges in $D$. For an edge $e \in E \setminus D$ and some $d \in D$, there is a cycle that contains $e$ and $d$ because $G$ is 2-vertex-connected. Let $C$ be a cycle containing $e$, some edge from $D$, and as few edges from $D$ as possible. Suppose $C$ is not a $D$-cycle. Then $C \setminus D$ has at least two connected components. Let $P$ be a minimal path with edges in $E \setminus D$ that connects the connected component of $C \setminus D$ containing $e$ with another connected component.
of \( C \setminus D \). From \( P \) and \( C \) we can construct a cycle that contains \( e \) and fewer edges from \( D \), but still at least one. This contradicts the choice of \( C \).

Once we have a weight oracle or support oracle, we can do simple operations. For instance, to apply the uncrossing property algorithmically, we also need to uncross two cycles. To this end, we note:

**Proposition 11.** Given a graph \( G \) and a weight oracle or support oracle for a family \( C \) of cycles in \( G \), we can decide by one oracle call whether a given edge set \( C \) contains the edge set of a cycle in \( C \).

**Proof.** If we have a support oracle, we let \( X \) consist of all edges that do not belong to \( C \). Calling the support oracle for \( X \) and checking whether the result is nonempty does the job.

If we have a weight oracle, set the weight of every edge outside \( C \) to 1 and the weight of every edge of \( C \) to 0. Calling the weight oracle for these weights will produce a cycle with total weight 0 if and only if \( C \) contains the edge set of a cycle in \( C \).

This also yields a *membership oracle* by applying Proposition 11 to the edge set of a cycle.

### 2.3 Graph embedding

Throughout we also assume that \( G \) is embedded in an orientable surface of fixed genus \( g \); the sphere if \( G \) is planar. Recall that for fixed \( g \) there is a linear-time algorithm that embeds a given graph in an orientable surface of genus \( g \) or decides that there is no such embedding \[37\]. We will often identify cycles with their embedding. Sometimes it will be convenient to fix one point \( \infty \) of the surface that is outside the embedding of all vertices and edges. The open connected components that result from removing all vertices and edges from the surface are called the *faces*. The face containing \( \infty \) is called *infinite*; all other faces are *finite*.

If \( G \) is planar (embedded in the sphere), all cycles are *separating* (removing the embedding of the cycle disconnects the surface). If \( G \) is embedded in a higher-genus surface, we will also mainly deal with separating cycles (we will see that non-separating cycles can be handled as in \[24\]). Removing a separating cycle \( C \) from the surface yields exactly two open connected components, which we call the two *sides* of \( C \). The side that contains \( \infty \) is called the *exterior* of \( C \), the other side the *interior* of \( C \).

Following \[20\], for a family \( C \) of separating cycles and \( C_1, C_2 \in C \) we say that \( C_2 \) *contains* \( C_1 \) and write \( C_1 \subseteq_\infty C_2 \) if the interior of \( C_2 \) contains the interior of \( C_1 \). The minimal cycles with respect to this partial order are called *face-minimal*.

We say that two separating cycles \( C_1 \) and \( C_2 \) *cross* if their interiors are not disjoint and none of the two interiors contains the other. A multi-set of separating cycles is *laminar* if no pair of its cycles crosses.

Obviously, any vertex-disjoint set of separating cycles is laminar. We remark that a laminar family of cycles is not necessarily uncrossable (e.g., if the family consists of only two cycles with disjoint interiors, two common vertices and no common edge). However, the main point is that uncrossable families allow for an optimal (fractional) cycle packing in which the separating cycles form a laminar family. We will see this in Section \[3\] but already note a folklore result for a special case here:
Proposition 12. Let \( C \) be an uncrossable family of cycles in a planar graph \( G \). Then there is a maximum-cardinality edge-disjoint subset of \( C \) that is laminar.

This is a special case of Proposition 19, which we prove in Section 4.1.

In planar graphs, the face-minimal cycles of an uncrossable family form a laminar family due to the following observations, which follow directly from the definition:

Proposition 13. Let \( C \) be an uncrossable family of cycles in a planar graph. Then we have:

(a) A face-minimal cycle \( C \in C \) does not cross any cycle in \( C \).

(b) If every edge of \( G \) belongs to a cycle in \( C \), all face-minimal cycles are given by boundaries of finite faces in \( G \).

3 Packing cycles in planar graphs: \((3 + \epsilon)\)-approximation

In this section we prove Theorem 3, i.e., for any fixed \( \epsilon > 0 \), we devise a polynomial-time \((3 + \epsilon)\)-approximation algorithm for the problem of finding a maximum vertex-disjoint (or edge-disjoint) subset of an uncrossable family \( C \) of cycles in a planar graph \( G \), given by a support oracle.

We first concentrate on the vertex-disjoint case (Theorem 3(a)) and mention the very few changes that the edge-disjoint case requires in Section 3.4.

3.1 Outline

For a set \( C' \subseteq C \) let \( C_{\text{min}}' \) denote the set of face-minimal cycles that belong to \( C' \), and \( V(C') \) the set of vertices that belong to a cycle in \( C' \). Our algorithm works as follows.

1. Compute \( C_{\text{min}} \) (cf. Proposition 14).
2. Find a vertex-disjoint subset \( L_1 \) of \( C_{\text{min}} \); we will see (in Lemma 17) that we can maximize \( |L_1| \) up to a factor \( 1 - \epsilon \), using a well-known technique by Baker [2].
3. Remove all vertices in cycles of \( L_1 \) and recurse on the remaining graph to obtain a vertex-disjoint subset \( L_2 \subseteq C[G - V(L_1)] \).
4. Output \( L_1 \cup L_2 \).

Step 1 is easily implemented as follows.

Proposition 14. Given a planar graph \( G \) and a support oracle for an uncrossable family \( C \) of cycles in \( G \), we can compute all cycles in \( C_{\text{min}} \) in linear time.

Proof. Call the support oracle with \( X = \emptyset \) and remove all edges that the oracle does not return. Now every edge belongs to a cycle in \( C \). Then, by Proposition 13(b) every face-minimal cycle bounds a finite face of the induced embedding. So calling the membership oracle (Proposition 11) for each of the cycles bounding a finite face yields \( C_{\text{min}} \).
3.2 Approximation scheme for packing face-minimal cycles

We now show how to implement Step 2, which selects only face-minimal cycles. More precisely, we describe a linear-time approximation scheme for finding a maximum vertex-disjoint subset of $C_{\text{min}}$, using that $C_{\text{min}}$ is now given explicitly after Step 1 (Proposition 14). The basic idea is similar to the approximation scheme by Baker [2], which is based on the notion of $k$-outerplanar graphs:

**Definition 15 ($k$-outerplanar).** Let $G$ be a planar graph, embedded in the sphere. We assign level 1 to all vertices that are on the boundary of the infinite face. For $i \geq 1$, we assign level $i + 1$ to all vertices that are on the boundary of the infinite face after removing all vertices of level at most $i$. $G$ is called $k$-outerplanar if all vertices have level at most $k$.

Using the well-known facts that any $k$-outerplanar graph has treewidth at most $3k - 1$ [5] and tree decompositions with small tree-width can be found efficiently [15, 1, 4], Baker’s technique [2] can be described in a simpler form (the dependence of the runtime on $k$ is worse, but we will apply it only for fixed $k = \lceil \frac{1}{\epsilon} \rceil$ anyway).

**Lemma 16.** Let $k \in \mathbb{N}$ be a fixed constant. Then there is a linear-time algorithm that, given a $k$-outerplanar graph $G$ and a family $C_{\text{min}}$ of face-minimal cycles, computes a maximum vertex-disjoint subset of $C_{\text{min}}$.

**Proof.** Since $C_{\text{min}}$ is given explicitly, we can delete all vertices and edges that do not belong to any cycle in $C_{\text{min}}$; then every cycle in $C_{\text{min}}$ bounds a finite face (cf. Proposition 13 (b)). We extend $G$ to another planar graph $G'$ by adding a new vertex inside each such face of $G$ and connecting it to each vertex on the boundary of that face via a single edge. Let $V$ denote the set of vertices of $G$ and $V'$ denote the set of new vertices (corresponding to the cycles in $C_{\text{min}}$).

It is easy to see that $G'$ is still $2k$-outerplanar and therefore has treewidth at most $6k - 1$ [5]. Thus, using Bodlaender’s algorithm [4], we can compute a rooted tree decomposition of width at most $6k - 1$ for $G'$ in linear time such that each leaf bag contains exactly one vertex and each other bag $B$ fulfills one of the following properties:

1. $B$ has exactly two children in the tree decomposition, and they contain exactly the same set of vertices as $B$.

2. $B$ has exactly one child in the tree decomposition, and the symmetric difference of $B$ and its child contains exactly one element.

The algorithm to compute a vertex-disjoint subset $S$ of $C_{\text{min}}$ is given by a dynamic program that specifies for each vertex in $V'$ whether the cycle corresponding to that face is in $S$ or not. A candidate for a bag $B$ now specifies for each such vertex that is contained in some bag in the subtree rooted at $B$ whether the corresponding face is in $S$ or not (obeying the rule that $S \subseteq C_{\text{min}}$ is a family of pairwise vertex-disjoint cycles). The label of that candidate indicates for each vertex in $B \cap V'$ whether the corresponding face has been chosen to be in $S$ or not and for each vertex in $B \cap V$ whether the vertex belongs to some cycle that has already been chosen to be in $S$. Now for each of the at most $2^{6k}$ possible labels at some bag $B$ we will compute a candidate maximizing the number of cycles chosen to be in $S$. For each of the above types of bags, it is easy to see that this can be done in constant time (for fixed $k$) if the optimum candidates for the children of $B$ are already computed. Therefore, going through
the tree decomposition in reverse topological order and computing optimum candidates for all labels yields the result.

Continuing like Baker [2], we obtain:

**Lemma 17.** For every fixed $\epsilon > 0$ there is a linear-time algorithm that, given a planar graph $G$ and a family $C_{\text{min}}$ of face-minimal cycles in $G$, computes a vertex-disjoint subset of $C_{\text{min}}$ with at least $(1 - \epsilon)\text{OPT}(C_{\text{min}})$ elements, where $\text{OPT}(C_{\text{min}})$ is the maximum cardinality of a vertex-disjoint subset of $C_{\text{min}}$.

**Proof.** Let $k = \lceil \frac{1}{\epsilon} \rceil$. We again remove all vertices and edges that do not belong to any cycle in $C_{\text{min}}$; then every cycle in $C_{\text{min}}$ bounds a finite face. For each integer $i > 0$ let $V_i$ be the set of vertices of level $i$ in $G$ as in Definition 15, and let $V_i := \emptyset$ for $i \leq 0$. For each integer $i$ define $G_i := G[V_{i+k-1} \cup V_j]$. Since each of these subgraphs $G_i$ is $k$-outerplanar by definition, we can find an optimum solution $S_i$ in $G_i$ (i.e., a maximum vertex-disjoint subset of $C_{\text{min}}[G_i]$) in linear time by Lemma 16. This defines feasible solutions $S^+_i := \bigcup_{j \in \mathbb{Z}} S_{i+jk}$ for $i = 1, \ldots, k$.

Because the vertices on the boundary of a face of $G$ differ by at most one in their level, each finite face of $G$ is contained in at least $k - 1$ of the subgraphs $G_i$. Therefore, the best solution among the $S^+_i$ ($i = 1, \ldots, k$) has at least $\frac{k-1}{k}$ times the size of an optimum solution. This proves the lemma.

**3.3 Approximation guarantee $3 + \epsilon$ (Proof of Theorem 3(a))**

Let $0 < \epsilon < \frac{1}{3}$ be a fixed constant. By Proposition 14 and Lemma 17 Steps 1 and 2 of the algorithm described in Section 3.1 can be implemented to run in linear time and yield a vertex-disjoint subset $L_1 \subseteq C_{\text{min}}$. After removing the vertices of these cycles (and all incident edges), we still have a support oracle for the remaining cycles $C[G - V(L_1)]$ in the resulting graph $G - V(L_1)$. Moreover, $C[G - V(L_1)]$ is uncrossable because $C$ is. Hence we can recurse and conclude that the overall algorithm runs in quadratic time.

It remains to prove the approximation guarantee.

**Lemma 18.** The algorithm described in Section 3.1 computes a vertex-disjoint subset of $C$ with at least $(\frac{1}{3} - \epsilon)\text{OPT}(C)$ elements, where $\text{OPT}(C)$ denotes the maximum cardinality of a vertex-disjoint subset of $C$.

**Proof.** Let $G = (V, E)$ denote the given planar graph. We use induction on $|V|$. Let $L^*$ be a maximum-cardinality vertex-disjoint subset of $C$. Clearly $L^*$ is laminar. We may assume that every $\subseteq_\infty$-minimal cycle in $L^*$ is face-minimal (i.e., $\subseteq_\infty$-minimal in $C$); otherwise we could replace it by a $\subseteq_\infty$-smaller cycle.

By combining Proposition 14 and Lemma 17 we can find a vertex-disjoint subset $L_1 \subseteq C_{\text{min}}$ with $|L_1| \geq (1 - \epsilon)|L^*_{\text{min}}|$ in polynomial time. Moreover, $L^* \cup L_1$ is laminar by Proposition 13(a). Consider a tree representation $T$ of $L^* \cup L_1$: an arborescence whose arcs represent the cycles in $L^* \cup L_1$ so that the arc representing $C_1$ is reachable from the arc representing $C_2$ if and only if $C_1 \subseteq_\infty C_2$. For $C \in L_1$ let $\text{parent}(C)$ be the tail of the arc representing $C$. For a vertex $v \in T$ let $\delta^+_{L^*}(v)$ denote the set of arcs that represent a cycle in $L^*$ and leave $v$ in $T$, and $\delta^-_{L^*}(v)$ denotes the (empty or one-element) set of arcs that represent a cycle in $L^*$ and enter $v$ in $T$. See Figure 1 for an example.
Figure 1: The left-hand side shows an example of cycles in $\mathcal{L}^*$ (green) and $\mathcal{L}_1$ (blue and bold). The cycles $p$ and $r$ are contained both in $\mathcal{L}_1$ and $\mathcal{L}^*$. The right-hand side shows the tree representation of $\mathcal{L}^* \cup \mathcal{L}_1$. The cycles in $\mathcal{B}$ are crossed out in red; these cycles are “eliminated” by $\mathcal{L}_1$. For the cycles corresponding to the first four levels of the tree, the bound for $|\mathcal{B}|$ in the proof is tight.

Let $\mathcal{B} \subseteq \mathcal{L}^*$ be the set of cycles in $\mathcal{L}^*$ that have a vertex in common with at least one cycle in $\mathcal{L}_1$ (these are the cycles from $\mathcal{L}^*$ that do not exist anymore when we recurse on $G - V(\mathcal{L}_1)$). Note that the arc representing some $B \in \mathcal{B}$ must be incident to $\text{parent}(C)$ for some $C \in \mathcal{L}_1$. Hence

$$|\mathcal{B}| \leq \left| \bigcup_{C \in \mathcal{L}_1} \delta_{\mathcal{L}^*}(\text{parent}(C)) \cup \delta_{\mathcal{L}^*}(\text{parent}(C)) \right|$$

$$\leq 2|\mathcal{L}_1| + \sum_{v \in T} \max \{0, |\delta_{\mathcal{L}^*}(v)| - 1\}$$

$$= 2|\mathcal{L}_1| + |\mathcal{L}^*_{\text{min}}| - 1$$

$$\leq 2|\mathcal{L}_1| + \frac{1}{1 - \epsilon}|\mathcal{L}_1| - 1$$

$$\leq \frac{1}{\frac{1}{3} - \epsilon}|\mathcal{L}_1|,$$

where we used in the equation that the $\subseteq_{\infty}$-minimal cycles in $\mathcal{L}^*$ are face-minimal cycles (i.e., in $\mathcal{L}_{\text{min}}^*$).
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By the induction hypothesis, recursing on $G - V(L_1)$ yields a set $L_2$ of vertex-disjoint cycles with $|L_2| \geq \left(\frac{1}{3} - \varepsilon\right)|L^* \setminus B|$. Hence

$$|L_1 \cup L_2| = |L_1| + |L_2| \geq \left(\frac{1}{3} - \varepsilon\right)|B| + \left(\frac{1}{3} - \varepsilon\right)|L^* \setminus B| = \left(\frac{1}{3} - \varepsilon\right)|L^*|. \quad \Box$$

This completes the proof of Theorem 3(a).

### 3.4 The edge-disjoint case (Proof of Theorem 3(b))

Since both the algorithm and the analysis are very similar to the vertex-disjoint case, we only discuss the differences to the previous sections. The algorithm still works as proposed in Section 3.1 with two modifications:

First, in Step 2 we want to find an edge-disjoint subset $L_1$ of $C_{\min}$. This can be done similarly to Lemma 16 and Lemma 17 however, they can be simplified since, after deleting redundant edges, edge-disjoint packings of face-minimal cycles in $G$ correspond to stable sets in (a subgraph of) the planar dual of $G$. Therefore we can directly use Baker’s approximation scheme for the stable set problem in planar graphs [2].

Second, in Step 3 we only delete the edges of $L_1$ instead of the vertices and recurse on $C[G - E(L_1)]$.

In order to adapt the analysis of the algorithm for the vertex-disjoint case to the edge-disjoint case, we need to ensure that $L^* \cup L_1$ is a laminar family of cycles. This is not trivial anymore since edge-disjoint cycles can cross. However, $L^*$ can be chosen to be laminar by Proposition 12; then by Proposition 13(a) also $L^* \cup L_1$ is laminar.

If we then choose $B$ to be the set of cycles in $L^*$ that share an edge with at least one cycle in $L_1$, the analysis from Section 3.3 proves Theorem 3(b).

### 4 Uncrossing

As the name suggests, an uncrossable family of cycles allows for uncrossing. We first review the simpler situation in planar graphs.

#### 4.1 Uncrossing in planar graphs

In planar graphs, every uncrossable family has an optimal fractional cycle packing that is laminar. This is essentially shown in Lemma 4.2 of [20]; for completeness we briefly re-prove it here:

**Proposition 19.** Let $G = (V, E)$ be a planar graph and $C$ an uncrossable family of cycles in $G$ given by a weight oracle. Given an explicit multi-subset $F \subseteq C$, one can compute in polynomial time a laminar multi-subset $L \subseteq C$ with $|L| = |F|$ and such that for every vertex $v$ and every edge $e$, the number of cycles that contain $v$ (or $e$) is no more in $L$ than in $F$.  
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Proof. For a cycle $C$ let faces($C$) denote the set of faces of $G$ that are in the interior of $C$. We initialize $L = \emptyset$ and iterate the following until $F = \emptyset$:

Pick a cycle $C_1$ from $F$. While there is a cycle $C_2 \in F$ that crosses $C_1$, we can find a path $P_2$ on $C_2$ inside the interior of $C_1$ that shares only its endpoints with $C_1$. Since $C_1, C_2 \in F \subseteq C$ and $C$ is uncrossable, we can replace $C_1$ by a cycle $C_1'$ (consisting of $P_2$ and a part of $C_1$) with faces($C_1'$) ⊂ faces($C_1$) and $C_2$ by another cycle $C_2'$ such that no vertex or edge is contained more often in $C_1'$ and $C_2'$ than in $C_1$ and $C_2$. By Proposition[11] we can find such cycles using our weight oracle.

Iterate with $C_1'$ in the role of $C_1$, note that its interior contains fewer faces. Thus, after linearly many steps, the resulting cycle $C_1$ does not cross any cycle in $F$. We then remove this cycle from $F$ and add it to $L$. Throughout, we maintain the invariant that a cycle in $L$ does not cross any cycle in $L \cup F$. \qed

### 4.2 Uncrossable families have a stronger uncrossing property

We also want to uncross cycles in a bounded-genus graph, which is much more difficult. In the special case of $D$-cycles, Huang et al. [24] showed how to uncross as much as possible. Their proof is implicitly based on a stronger uncrossing property:

**Definition 20** (strongly uncrossable). A family $C$ of cycles in a graph is called strongly uncrossable if the following property holds:

Let $C_1, C_2 \in C$, and let $v$ and $w$ be two vertices that belong to both cycles $C_1$ and $C_2$. Then there are $v$-$w$-paths $P_1$ in $C_1$ and $P_2$ in $C_2$ such that both $P_1 + P_2$ and $(C_1 - P_1) + (C_2 - P_2)$ contain a cycle in $C$.

It is obvious that strongly uncrossable families of cycles are uncrossable. We will now show the nontrivial fact that the two definitions are in fact equivalent. To this end, we call an edge set good if it contains a cycle in $C$. The following lemma is the core of the proof:

**Lemma 21.** Let $C$ be an uncrossable family of cycles in a graph and $C_1, C_2 \in C$. Let $v$ and $w$ be two vertices, $P_1$ a $v$-$w$-path in $C_1$, and $P_2$ a $v$-$w$-path in $C_2$. Then $P_1 + P_2$ or $P_1 + (C_2 - P_2)$ is good.

**Proof.** By induction on the number of edges in $P_1$.

**Case 1.** If $v$ and $w$ are the only common vertices of $P_1$ and $C_2$, then (since $C$ is uncrossable) $P_1 + P_2 \in C$ or $P_1 + (C_2 - P_2) \in C$.

**Case 2.** Otherwise (by possibly swapping $P_2$ and $C_2 - P_2$) we may assume that $P_1$ and $P_2$ have a common inner vertex $x$. Let $x$ be the first such vertex when traveling along $P_2$ from $v$. Let $P_1'$ and $P_1''$ be the $v$-$x$-subpath and the $x$-$w$-subpath of $P_1$, and let $P_2'$ and $P_2''$ be the $v$-$x$-subpath and the $x$-$w$-subpath of $P_2$. (See Figure[2].) Then $P_2'$ and $P_2''$ have no inner vertex in common.

Suppose $P_1 + P_2$ is not good. First we apply the induction hypothesis to $C_1$, $C_2$, $P_1'$, and $P_2'$. Since $P_1 + P_2$ is not good, $P_1' + P_2'$ is not good either, and hence the induction hypothesis implies that $A = P_1' + (C_2 - P_2')$ is good.

Since $A$ is good, it contains a cycle $C_3 \in C$. If $C_3$ does not contain any edge of $P_2'$, we conclude that $P_1 + (C_2 - P_2)$ is good, as required. Otherwise (by the choice of $x$), $C_3$ contains $P_2'$ entirely.
Now we apply the induction hypothesis to $C_1, C_3, P'_1,$ and $P'_2.$ Since $P_1 + P_2$ is not good, $P'_1 + P'_2$ is not good either, and hence the induction hypothesis implies that $B = P'_1 + (C_3 - P'_2)$ is good. Since $B \subseteq P'_1 + (A - P'_2) = P_1 + (C_2 - P_2),$ we conclude that $P_1 + (C_2 - P_2)$ is good.

\[ P'_1 \quad P'_2 \quad P'_3 \quad P'_4 \]

\[ v \quad P'_1 \quad x \quad P'_2 \quad P'_3 \quad P'_4 \quad w \]

**Figure 2:** Illustrating the proof of Lemma 21 (Case 2). Here $P_1$ is the blue horizontal $v$-$w$-path, and $P_2$ is the red curved path.

This implies:

**Theorem 22.** Any uncrossable family of cycles is strongly uncrossable.

**Proof.** Let $C$ be an uncrossable family of cycles and $C_1, C_2 \in C.$ Let $v$ and $w$ be two vertices that belong to both cycles $C_1$ and $C_2,$ and let $P_1$ be a $v$-$w$-path in $C_1$ and $P_2$ a $v$-$w$-path in $C_2.$

If $P_1 + P_2$ and $(C_1 - P_1) + (C_2 - P_2)$ are good, we are done. Suppose, without loss of generality, $P_1 + P_2$ is not good. Then we apply Lemma 21 (once to $C_1, C_2, P_1, P_2,$ and once to $C_2, C_1, P_2, P_1)$ and obtain that $P_1 + (C_2 - P_2)$ is good and $P_2 + (C_1 - P_1)$ is good. Again, we are done.

### 4.3 Uncrossing in bounded-genus graphs

We have defined when two separating cycles cross and will now extend this to non-separating cycles and count the number of crossings.

**Definition 23** (crossings, uncrossed). Let $C_1$ and $C_2$ be two cycles in a graph $G$ embedded in an orientable surface. A set of crossings of $C_1$ and $C_2$ is a set $X$ of vertices of $G$ such that for every $\epsilon > 0$ there are simple closed curves $\tilde{C}_1$ and $\tilde{C}_2$ in an $\epsilon$-environment of the embeddings of $C_1$ and $C_2,$ respectively, such that $\tilde{C}_1 \cap \tilde{C}_2 = X$ and $|X|$ is minimum. We say that $C_1$ and $C_2$ cross $|X|$ times.

We call a multi-set of cycles uncrossed if no pair of its cycles crosses more than once.

Note that the set $X$ of crossings is not unique in general (if $C_1$ and $C_2$ share a path incident to a crossing, any vertex of that path could be chosen as crossing). We remark that the definition of [24] is slightly different but equivalent.

Definition 23 is consistent with the previous definition: a pair of separating cycles crosses if and only if the number of their crossings is at least one (in fact at least two). We note:

**Proposition 24.** If a set of separating cycles is uncrossed, then it is laminar.

**Proof.** Every pair of separating cycles crosses an even number of times. Hence, if a set of separating cycles is uncrossed, no pair of its cycles cross. \[ \square \]
However, for non-separating cycles there is no notion of laminarity. Nevertheless we can uncross cycles in an uncrossable family if a pair of cycles crosses at least twice. The following generalizes Proposition 19; its proof follows closely [24].

**Lemma 25.** Let \( G = (V, E) \) be a graph embedded in a fixed orientable surface, and let \( \mathcal{C} \) be an uncrossable family in \( G \) given by a weight oracle. Given an explicit multi-subset \( \mathcal{F} \subseteq \mathcal{C} \), one can compute in polynomial time an uncrossed multi-subset \( \mathcal{L} \subseteq \mathcal{C} \) with \( |\mathcal{L}| = |\mathcal{F}| \) and such that for every vertex \( v \) and every edge \( e \), the number of cycles that contain \( v \) (or \( e \)) is no more in \( \mathcal{L} \) than in \( \mathcal{F} \).

**Proof.** First, we can assume without loss of generality that all cycles in \( \mathcal{F} \) are pairwise edge-disjoint; this can be achieved by replacing each edge by sufficiently many parallel edges and can be done without increasing the number of crossings. This makes the set \( X \) of crossings in Definition 23 unique. Therefore, for a vertex \( v \in V \) we can define \( \text{cr}(v) \) to be the number of pairs of cycles in \( \mathcal{F} \) that cross in \( v \).

While \( \mathcal{F} \) is not already uncrossed, take \( C_1, C_2 \in \mathcal{F} \) and two vertices \( v, w \) of \( G \) such that \( C_1 \) and \( C_2 \) cross in \( v \) and in \( w \). By Theorem 22 and Definition 20 there are \( v \)-\( w \)-paths \( P_1 \) in \( C_1 \) and \( P_2 \) in \( C_2 \) such that \( P_1 + P_2 \) contains a cycle \( C'_1 \in \mathcal{C} \) and \( (C_1 - P_1) + (C_2 - P_2) \) contains a cycle \( C'_2 \in \mathcal{C} \). We can find such cycles using Proposition 11. We claim that replacing \( C_1 \) and \( C_2 \) by \( C'_1 \) and \( C'_2 \) decreases \( (\sum_{C \in \mathcal{F}} |E(C)|, \sum_{x \in V} \text{cr}(x)) \) lexicographically. Since \( \sum_{C \in \mathcal{F}} |E(C)| \) can decrease at most \( |\mathcal{F}| \cdot |E| \) times and \( \sum_{x \in V} \text{cr}(x) \) can decrease at most \( |\mathcal{F}|^2 |V| \) times while \( \sum_{C \in \mathcal{F}} |E(C)| \) is constant, this will complete the proof.

If at least one edge of \( C_1 \) or \( C_2 \) is neither part of \( C'_1 \) nor \( C'_2 \), then replacing \( C_1 \) and \( C_2 \) by \( C'_1 \) and \( C'_2 \) decreases \( \sum_{C \in \mathcal{F}} |E(C)| \).

Otherwise, \( \sum_{C \in \mathcal{F}} |E(C)| \) remains constant, and replacing \( C_1 \) and \( C_2 \) by \( C'_1 \) and \( C'_2 \) does not increase \( \text{cr}(x) \) for any \( x \in V \setminus \{v, w\} \). Let now \( x \in \{v, w\} \). Since \( C_1 \) and \( C_2 \) crossed in \( x \), the new cycles \( C'_1 \) and \( C'_2 \) do not cross in \( x \). Also, for every other cycle \( C \in \mathcal{C} \setminus \{C_1, C_2\} \) one can verify by an easy case distinction (cf. Figure 3) that it does not cross more cycles in \( \{C'_1, C'_2\} \) at \( x \) than in \( \{C_1, C_2\} \). This means that replacing \( C_1 \) and \( C_2 \) by \( C'_1 \) and \( C'_2 \) decreases the total number of crossings by at least two.

![Figure 3](image_url)

**Figure 3:** On the left we see \( C_1 \) and \( C_2 \) crossing in \( x \), together with three possible other cycles in \( \mathcal{F} \) that go through \( x \) and might cross \( C'_1 \) or \( C'_2 \) at \( x \). However, on the right one can see that none of the three cycles crosses more cycles in \( x \) after replacing \( C_1 \) and \( C_2 \) by \( C'_1 \) and \( C'_2 \).

Overall, iterating those replacements yields a multi-set \( \mathcal{L} \) as demanded after at most \( O(|\mathcal{F}|^3 |V| |E|) \) iterations. \qed
4.4 Uncrossing an LP solution

We first recall the well-known fact that the linear programs (1) and (2) can be solved in polynomial time, in spite of their exponentially many variables. In particular, the support (the set of cycles whose variables are positive) will be polynomially bounded:

**Proposition 26.** Given a graph $G = (V, E)$ and a weight oracle for an uncrossable family $C$ of cycles in $G$, one can compute in polynomial time an optimum solution $x$ to the linear program (1) or (2), given by an explicit list of all pairs $(C, x_C)$ with $C \in C$ and $x_C > 0$.

**Proof.** We focus on (2); the proof for (1) is analogous. First solve the dual LP

$$
\min \left\{ \sum_{v \in V} y_v : \sum_{v \in C} y_v \geq 1 \ (C \in C), \ y_v \geq 0 \ (v \in V) \right\}
$$

(3)

by the ellipsoid method; its separation problem reduces to finding, for given vertex weights $y_v \geq 0 \ (v \in V)$, a cycle $C \in C$ for which $\sum_{v \in C} y_v$ is minimum. This is equivalent to finding a cycle $C$ whose total edge weight is minimum, where the weight of an edge from $v$ to $w$ is $\frac{1}{2}(y_v + y_w)$, and this is what the weight oracle does. Finally we check whether $\sum_{v \in C} y_v < 1$.

To solve the primal LP, we can ignore all $C \in C$ except those returned by the separation oracle while solving the dual LP. Restricting the primal LP to these variables (whose number is bounded by a polynomial in $|V|$), we can solve it in polynomial time.

**Lemma 27.** Let $\epsilon > 0$ be a fixed constant. Given a graph $G = (V, E)$ embedded in a fixed orientable surface and a weight oracle for an uncrossable family $C$ of cycles in $G$, one can compute in polynomial time a feasible solution $x$ with uncrossed support to the linear program (1) or (2), and such that $\sum_{C \in C} x_C$ is at least $(1 - \epsilon)$ times the LP value.

**Proof.** First compute an optimum solution $x^*$ to the LP by applying Proposition 26. Let $LP := \sum_{C \in C} x^*_C$ and $K := \{|C \in C : x^*_C > 0|\}$; note that $K$ is bounded by a polynomial in $|V|$. Now define $y_C := \frac{K}{\epsilon LP} x^*_C$ and consider the multi-set $F$ that contains $y_C$ copies of $C$ for every $C \in C$. Observe that $F$ contains at most $\frac{K}{\epsilon}$ cycles (counting multiplicities). Apply Lemma 25 to $F$ and obtain an uncrossed multi-subset $L$ of $C$. Finally, if $L$ contains $z_C$ copies of $C$, then set $x_C := \frac{LP}{K} z_C$ for all $C \in C$.

Obviously $\frac{LP}{K} y$ and hence $\frac{LP}{K} z = x$ is a feasible LP solution. Moreover,

$$
\sum_{C \in C} x_C = \frac{\epsilon \cdot LP}{K} |L| = \frac{\epsilon \cdot LP}{K} |F| = \frac{\epsilon \cdot LP}{K} \sum_{C \in C} \left( \frac{K}{\epsilon \cdot LP} x^*_C \right) \geq \sum_{C \in C} x^*_C - \epsilon \cdot LP = (1 - \epsilon)LP.
$$

It is an open question whether an optimum LP solution with uncrossed support can be computed in polynomial time. However, the $(1 - \epsilon)$ factor will not be relevant for our main results. As far as existence is concerned, we immediately note:

**Corollary 28.** Let $G$ be a graph and $C$ an uncrossable family $C$ of cycles in $G$. Then the linear programs (1) and (2) have an optimum solution with uncrossed support.

For planar graphs, we can remove the $1 - \epsilon$ factor, but it is not trivial:
Theorem 29. Given a planar graph $G = (V, E)$ and a weight oracle for an uncrossable family $C$ of cycles in $G$, one can compute in polynomial time an optimum solution $x^*$ to the linear program (1) or (2) such that the support of $x^*$ is laminar.

Proof. Again we argue for (2); the proof for (1) is completely analogous. To allow for efficient uncrossing, we want to minimize $\sum_{C \in C} x_C |C|$ among all optimum solutions to (2). This can be done by first computing the optimum value $\text{OPT}$ of (2) and then solving the LP

$$\min \left\{ \sum_{C \in C} x_C |C| : \sum_{C \in C, v \in C} x_C \leq 1 \ (v \in V), \ \sum_{C \in C} x_C = \text{OPT}, \ x_C \geq 0 \ (C \in C) \right\}. \quad (4)$$

Similarly to the proof of Proposition 26 we do this by first solving the dual LP

$$\max \left\{ z \ \text{OPT} - \sum_{v \in V} y_v : z \leq \sum_{v \in C} (y_v + 1) \ (C \in C), \ y_v \geq 0 \ (v \in V) \right\}, \quad (5)$$

whose separation problem again reduces to calling the weight oracle, by the ellipsoid method, and keeping only primal variables corresponding to cycles returned by the separation oracle.

We now describe how we uncross the support of an optimum solution $x$ to (4) (which is obviously also an optimum solution to (2)). First we describe an uncrossing operation of a pair of cycles, $C_1$ and $C_2$, that cross. Take two vertices $v, w$ of $G$ such that $C_1$ and $C_2$ cross in $v$ and in $w$. By Theorem 22 and Definition 20 there are $v$-$w$-paths $P_1$ in $C_1$ and $P_2$ in $C_2$ such that $P_1 + P_2$ contains a cycle $C_1' \in C$ and $(C_1 - P_1) + (C_2 - P_2)$ contains a cycle $C_2' \in C$. Again we can find such cycles using Proposition 11. If $C_1'$ and $C_2'$ still cross (we know they cross less often than $C_1$ and $C_2$), we apply the same step again to this pair of cycles. Let $\hat{C}_1$ and $\hat{C}_2$ denote the final outcome. These two cycles do not cross. Now we would set $\delta := \min \{x_{C_1}, x_{C_2}\}$ and change the LP solution by subtracting $\delta$ from $x_{C_1}$ and $x_{C_2}$ and adding $\delta$ to $x_{\hat{C}_1}$ and $x_{\hat{C}_2}$. Note that $x$ remains an optimum LP solution. One of $C_1$ and $C_2$ vanishes from the support of $x$, but in general not both.

This operation cannot decrease $\sum_{C \in C} x_C |C|$ because $\sum_{C \in C} x_C$ remains constant and $x$ was an optimum solution to (4). Hence every edge is contained the same number of times in $\hat{C}_1$ and $\hat{C}_2$ as in $C_1$ and $C_2$. This is a key property that we will exploit now.

This single step makes some progress, but we need to be very careful to obtain a polynomial bound on the number of steps. Fix an embedding of $G$ in the sphere and a point $\infty$ in one of the faces. Let faces($C$) again denote the set of faces in the interior of a cycle $C$. Since $\hat{C}_1$ and $\hat{C}_2$ do not cross, faces($\hat{C}_1$) and faces($\hat{C}_2$) are either disjoint or one set is a subset of the other. In the first case, $\{\text{faces}(\hat{C}_1), \text{faces}(\hat{C}_2)\} = \{\text{faces}(C_1) \setminus \text{faces}(C_2), \text{faces}(C_2) \setminus \text{faces}(C_1)\}$. In the second case, $\{\text{faces}(\hat{C}_1), \text{faces}(\hat{C}_2)\} = \{\text{faces}(C_1) \cap \text{faces}(C_2), \text{faces}(C_1) \cup \text{faces}(C_2)\}$.

Therefore we can apply Karzanov’s uncrossing algorithm 25 for uncrossing set systems and terminate with laminar support after polynomially many uncrossing steps.

5 Packing cycles by rounding an LP solution

5.1 Edge-disjoint packing in planar graphs

The proof of Theorem 5(b) consists of first applying Theorem 29 to obtain an optimum solution $x^*$ to the LP (1) such that the support $C^{>0}$ of $x^*$ is laminar, and then following the
rounding algorithm of Garg, Kumar and Sebő [18] without any change. Their algorithm only needs the explicit list $C^{>0}$; only these cycles will be considered in the following. First, they observe that for any edge $e$ the cycles containing $e$ form two chains, say $L_1(e)$ and $L_2(e)$, in the partial order $\subseteq_\infty$. (Note that the analogue for vertex-disjoint packing is obviously false: a vertex can belong to many cycles with disjoint interior.) This ensures that the LP

$$\max \left\{ \sum_{C \in C^{>0}} x_C : \sum_{C \in L_i(e)} x_C \leq 1 (e \in E, i = 1, 2), \ x_C \geq 0 (C \in C) \right\}$$

has an integral optimum solution, computable in polynomial time. This solution is given by a subset $C_{1/2} \subseteq C^{>0}$, such that setting $x_C = \frac{1}{2}$ for all $C \in C_{1/2}$ and $x_C = 0$ for all other cycles $C$ constitutes a feasible LP solution with $|C_{1/2}| \geq \sum_{C \in C} x_C^*$. Then they exploit an observation of [13] that the conflict graph (with vertex set $C_{1/2}$ and edges between cycles that share an edge) is planar. Therefore, using (an algorithmic version of) the four-color theorem one can find a subset $C_1 \subseteq C_{1/2}$ of pairwise edge-disjoint cycles with $|C_1| \geq \frac{1}{4} |C_{1/2}|$. This proof does not use any specific properties of $D$-cycles once we have the LP solution with laminar support. Hence Theorem 5(b) follows.

5.2 Vertex-disjoint packing: overview of our approach

The core of the proofs of Theorem 5(a) and Theorem 6 is the same. Let us first concentrate on Theorem 5(a), which deals with vertex-disjoint cycle packing in planar graphs. Then all cycles are separating cycles.

On a high level, our algorithm to prove Theorem 5(a) consists of two steps. Assume that $G$ is embedded in the sphere. First we find a solution to the linear program (2) and apply uncrossing to obtain a solution with laminar support; i.e., we apply Theorem 29. Let $C^{>0} = \{C \in \mathcal{C} : x_C > 0\}$ denote the support of our final LP solution $x$; the set $C^{>0}$ is laminar. From now on we will only work with $C^{>0}$.

Now the main (and fundamentally new) part of our algorithm begins. It consists of a greedy algorithm that is guided by this LP solution. We find a cycle $C^* \in C^{>0}$ and a set $W$ of at most five vertices such that every cycle $C \in C^{>0}$ that shares a vertex with $C^*$ contains a vertex from $W$. This is always possible due to our following key lemma (applied to $\mathcal{L} = C^{>0}$):

**Lemma 30 (Efficient Cycle Lemma).** Let $G$ be a planar graph embedded in the sphere, and let $\mathcal{L}$ be a non-empty laminar set of cycles in $G$. Then there exists a cycle $C^* \in \mathcal{L}$ and a set $W$ of its vertices such that $|W| \leq 5$ and every $C \in \mathcal{L}$ is either vertex-disjoint from $C^*$ or contains at least one vertex from $W$.

We will prove the Efficient Cycle Lemma in the following sections. Given this, we can complete the proof of Theorem 5(a) easily. Let $C^*$ be a cycle and $W$ a vertex set as guaranteed by the Efficient Cycle Lemma (they can be found in polynomial time by complete enumeration). We include $C^*$ in our solution and reset $x_C = 0$ for all cycles $C$ that share a vertex with $C^*$. We get a feasible LP solution for the cycle packing instance on $G - V(C^*)$, whose value is smaller by at most 5 because

$$\sum_{C \in \mathcal{C} \setminus V(C) \cap V(C^*) \neq \emptyset} x_C = \sum_{C \in \mathcal{C} \setminus V(C) \cap W \neq \emptyset} x_C \leq \sum_{w \in W} \sum_{C \in \mathcal{C} \setminus w \in V(C)} x_C \leq |W| \leq 5.$$
Iterating this process completes the proof of Theorem 5(a).

In Section 5.7 we explain the differences in the bounded-genus case. Here we obtain an LP solution with uncrossed support, and we proceed exactly as above for the set of separating cycles. The only difference is that the constant 5 in Lemma 30 will depend on the genus. To complete the proof of Theorem 6(a), we follow [24] if most of the LP value is concentrated on non-separating cycles; see Section 5.7.

Finally, we will show how to obtain the edge-disjoint version (b) of Theorem 6 in Section 5.8.

5.3 Nice paths

In the next three sections we will prove Lemma 30. In fact, we immediately prove the generalization for the bounded-genus case; the only difference will be that the constant 5 will depend on the genus. So let $G$ be a graph embedded in an orientable surface of genus $g$, the sphere if $G$ is planar. Let also $L$ be a laminar family of separating cycles in $G$. We assume $|L| \geq 2$ since otherwise Lemma 30 is trivial. This implies that for each cycle in $L$ one of the sides strictly contains a side of another cycle.

**Definition 31** (one-sided, two-sided, $\subseteq_C$). In the above situation, if both sides of a cycle $C \in L$ contain a side of another cycle of $L$, then $C$ is called *two-sided*. Otherwise, $C$ is called *one-sided* and we denote by $S(C)$ the side that contains no side of another cycle. Furthermore, for a one-sided cycle $C$ we define a partial order $\subseteq_C$ on $L$ by $C_1 \subseteq_C C_2$ if and only if a side of $C_1$ is contained in the (unique) side of $C_2$ that does not contain $S(C)$.

Note that face-minimal cycles are one-sided, but there can be one more one-sided cycle (whose interior must then contain all other cycles in $L$).

We will see that it is always possible to choose a one-sided cycle $C^*$ in Lemma 30. We will construct a graph $G'$ and embed it in the same surface as $G$. The vertices of $G'$ are the one-sided cycles, and the edges represent conflicts. In the end, $C^*$ will correspond to a low-degree vertex in $G'$. Since many one-sided cycles can share a vertex, our graph will not contain an edge for all pairs of such cycles. Moreover, we have to take conflicts to two-sided cycles into account. To embed the edges of $G'$, we will use nice paths:

**Definition 32** (nice path). Let $S$ be a side of a cycle $C \in L$ and $x$ a point on the embedding of $C$ that does not lie on the embedding of any other cycle contained in $S$. A *nice path* for $(x, S)$ is a continuous path $P$ on the orientable surface that $G$ is embedded in such that

1. $P$ starts in $x$ and ends in a point on the embedding of some one-sided cycle $C'$ such that $S(C')$ is contained in $S$

2. Except for the start point $x$, $P$ is contained in $S$

3. $P$ intersects any cycle in $L$ in at most one point

**Remark 33.** If $(x, S)$ and $(x, S')$ are two pairs as in the above definition such that $S$ and $S'$ are disjoint (or equivalently $S \neq S'$), it is easy to check that the concatenation of nice paths for $(x, S)$ and $(x, S')$ is again a nice path in both directions.
Lemma 34. Let $T$ be a finite set of pairs $(x, S)$ as in Definition 32. Then there are nice paths $(P_t)_{t \in T}$ for the $t \in T$ such that all the $P_t$ are pairwise disjoint, except for possibly coinciding start points $(x, S), (x, S') \in T$.

Proof. Let $X$ be the set of all start points, i.e., $X$ contains $x$ for all $(x, S) \in T$ and no other points. We construct the paths one by one, ensuring in addition that the nice path $P_t$ for $t = (x, S) \in T$ contains no point in $X \setminus \{x\}$. Assume that there are already nice paths $P_{t}$ with the desired properties for all $t \in T' \subset T$, and let $t_0 \in T \setminus T'$. We show that there is a nice path for $t_0 = (x_0, S_0) \in T$ that (except possibly at $x_0$) avoids $X$ and all previously constructed paths.

We prove this by induction on the number of cycles of $L$ that have a side strictly contained in $S_0$. If $S_0$ does not strictly contain a side of any cycle in $L$, $x_0$ is already a feasible endpoint and we can take a trivial path as $P_{t_0}$. Otherwise, consider the connected components that arise from $S_0$ after deleting the embeddings of the cycles in $L$ and the previously constructed paths $P_t$ ($t \in T'$). Let $A$ be a connected component such that $x_0$ is on the boundary of $A$.

Figure 4: Example for nice paths. The set $X$ contains two points $x$ and $x_0$. For the point $x$ nice paths to both incident sides are demanded and have already been found (dashed). Note that the concatenation is again a nice path in both directions. Now we ask for a nice path for $(x_0, S_0)$, where $S_0$ is the interior of the largest cycle in the figure. $x_0$ can be connected feasibly to all points on the boundary of the blue area $A$. We choose a point $y$ on a cycle with interior $S'$ inside $S_0$ (and choose that cycle so that $S'$ is minimal) and complete an $x_0$-$y$-path inside $A$ (blue, dotted) to a nice path by a nice path for $(y, S')$ (green, dotted), which exists by induction.

If two previously constructed paths have a common point, their concatenation is also a nice path by Remark 33. Any nice path $P_t$ can touch the boundary of $S_0$ at most once. Moreover $S_0$ strictly contains a side of a cycle in $L$. Hence the boundary of $A$ contains a point $y$ that is neither on the boundary of $S_0$ nor on a previously constructed path $P_t$ ($t \in T'$) nor in $X$ (cf. Figure 4).

Therefore $y$ must lie on a cycle $C \in L$ with a side $S'$ strictly contained in $S_0$, such that $S'$ does not contain any other cycle that touches $y$. Then the induction hypothesis implies that there is a nice path $P'$ for $(y, S')$ that is disjoint to each of the $P_t$ ($t \in T'$) and to $X$. By prepending an $x_0$-$y$-path whose interior is inside $A$ we get the desired nice path for $t_0$. \qed
5.4 Homotopic edges and low-degree vertices

As already mentioned, we will prove the Efficient Cycle Lemma and its generalization for the bounded-genus case by constructing another graph that can be embedded in the same orientable surface of genus \(g\) and then finding a vertex of small degree in that graph. Since the graph can have parallel edges (but no loops), we need the notion of homotopic edges before we can apply Euler’s formula:

**Definition 35** (homotopic edges). Let \(G\) be a (directed or undirected) graph embedded in an orientable surface of genus \(g\). Two parallel edges \(e\) and \(e'\) of \(G\) are called homotopic if the embedding of \(e\) and \(e'\) bounds an area homeomorphic to the disk without any vertex of \(G\) inside.

**Lemma 36.** Every undirected graph \(G\) that can be embedded in an orientable surface of genus \(g\) without a pair of homotopic edges contains a vertex of degree at most \(6g + 5\).

**Proof.** First, add edges to \(G\) until the embedding is cellular, preserving the property that no pair of edges is homotopic. This cannot decrease the minimum vertex degree. Let \(V, E, F\) denote the sets of vertices, edges, faces in this graph with its cellular embedding.

Now, by Euler’s formula for cellular embeddings we have \(|V| - |E| + |F| = 2 - 2g\). Since there are no homotopic edges, every face is bounded by at least three edges, which implies \(2|E| \geq 3|F|\). Together this yields \(|E| \leq 3|V| + 6g - 6\), and the minimum degree is at most

\[
\left\lfloor \frac{2|E|}{|V|} \right\rfloor \leq \left\lfloor \frac{6|V| + 12g - 12}{|V|} \right\rfloor \leq 6 + \left\lfloor \frac{12}{|V|} (g - 1) \right\rfloor \leq 6g + 5
\]

as claimed.

In the proof of the Efficient Cycle Lemma we will need a directed version of the above lemma, which follows immediately:

**Lemma 37.** Every digraph that can be embedded in an orientable surface of genus \(g\) without a pair of homotopic edges contains a vertex of out-degree at most \(6g + 5\).

**Proof.** Ignoring the orientation of all edges can only make pairs of edges homotopic that were oriented in opposite directions; therefore merging such pairs and applying Lemma proves the assertion.

5.5 Proof of the Efficient Cycle Lemma

Now we can prove Lemma and its generalization to bounded-genus graphs. We re-state it here in a slightly stronger way by enforcing \(C^*\) to be one-sided.

**Lemma 38.** Let \(G\) be a graph embedded in an orientable surface of genus \(g\), the sphere if \(G\) is planar. Let \(\mathcal{L}\) be a non-empty laminar set of separating cycles in \(G\). Then there exists a one-sided cycle \(C^* \in \mathcal{L}\) and a set \(W\) of its vertices such that \(|W| \leq 6g + 5\) and every \(C \in \mathcal{L}\) is either vertex-disjoint from \(C^*\) or contains at least one vertex from \(W\).
Figure 5: The left picture shows a one-sided cycle $C$ and all cycles that share a vertex with $C$. Note that $S(C)$ is drawn as the outer face in this example; therefore traversing $C$ in anti-clockwise direction with respect to the side $S(C)$ corresponds to traversing $C$ in clockwise direction in this image, as indicated by the arrow. The set $\mathcal{N}(C)$ contains all the colored cycles except the brown (which is not a neighbour) and the green one (which is not a $\subseteq_C$-minimal neighbour). For each $N \in \mathcal{N}(C)$ the set $W(C, N)$ is marked by points in the same color; the specified vertex $w$ is contained in $W(C, N)$ for both the red and the violet cycle.

In the right picture the black vertices on $C$ mark the (here unique) set $W(C)$. The dashed lines represent embeddings of the edges that are added for $C$ to $G'$. Note that the red cycle is two-sided and the corresponding edge ends inside a one-sided cycle $N'_{C, w}$ inside $N_{C, w}$.

Proof. We may assume that $G$ is connected and every edge belongs to a cycle in $\mathcal{L}$ (otherwise we delete redundant edges and consider connected components separately). Moreover, we may assume $|\mathcal{L}| \geq 2$. We call two cycles in $\mathcal{L}$ neighbours if they share at least one vertex.

For a one-sided cycle $C \in \mathcal{L}$ let $\mathcal{N}(C)$ be the set of $\subseteq_C$-minimal neighbours in $\mathcal{L}$. For $N \in \mathcal{N}(C)$ let $W(C, N)$ be the set of vertices $w \in C \cap N$ such that the edge in $C$ that leaves $w$ in anti-clockwise direction (with respect to the side $S(C)$) is not in $N$ (cf. Figure 5). Let $W(C)$ be a minimal set such that $W(C) \cap W(C, N) \neq \emptyset$ for all $N \in \mathcal{N}(C)$. Now it suffices to find a one-sided cycle $C$ such that $|W(C)| \leq 6g + 5$: Let $N$ be some cycle that shares a vertex with $C$. Pick $N' \in \mathcal{N}(C)$ such that $N' \subseteq_C N$. Now there is some $w \in N' \cap W(C)$ and since $N' \subseteq_C N$, we also have $w \in N \cap C$.

Let $\mathcal{L}_1$ be the set of one-sided cycles in $\mathcal{L}$. In order to find a cycle $C \in \mathcal{L}_1$ with $|W(C)| \leq 6g + 5$, we first construct an embedding of a directed graph $G'$ with vertex set $\mathcal{L}_1$ in the given surface of genus $g$. For each $C \in \mathcal{L}_1$ we choose a point $p_C$ in $S(C)$. Now for each $C \in \mathcal{L}_1$ and $w \in W(C)$ let $N_{C, w}$ be the cycle in $\mathcal{N}(C)$ that comes in anti-clockwise direction first after $C$ in $w$. We can find a nice path for $(w, S)$ from $w$ to the boundary of some one-sided cycle $N'_{C, w}$, where $S$ is the side of $N_{C, w}$ that does not contain $S(C)$. We add the edge $(C, N'_{C, w})$ to $G'$ and get an embedding of that edge by prepending a $p_C$-w-path inside $S(C)$ and appending
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a path to \( p_{N'_C,w} \) inside \( S(N'_C,w) \) to the nice path.

By Lemma \ref{lem:nice_paths} the nice paths can be drawn disjointly (except for coinciding start points), therefore the embeddings of the edges in \( G' \) can intersect only in their endpoints and in points \( w \in W(C) \cap W(C') \). However, in this case the path that was added for \( (C, w) \) is continued inside a cycle that comes in anti-clockwise direction before \( C' \) in \( w \), while the path that was added for \( (C', w) \) is continued inside a cycle that comes in anti-clockwise direction before \( C \) in \( w \) (cf. Figure \ref{fig:6}). Therefore the embeddings of edges in \( G' \) can only 'touch' but not 'cross'; in particular they induce an embedding of \( G' \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{Three one-sided cycles, \( C_1 \) to \( C_3 \), and three two-sided cycles, \( N_1 \) to \( N_3 \), meet in the point \( w \). Note that \( w \) can be in \( W(C_i) \) for all \( 1 \leq i \leq 3 \) although e.g. \( w \notin W(C_1, N_3) \). The dotted lines represent the constructed embeddings of edges added to \( G' \).}
\end{figure}

Note that the out-degree of any vertex \( C \in \mathcal{L}_1 \) in this digraph \( G' \) is exactly \( |W(C)| \). We claim that \( G' \) contains no pair of homotopic edges. To prove this, assume there are \( C_1, C_2 \in \mathcal{L}_1 \) such that homotopic edges from \( C_1 \) to \( C_2 \) were added for \( (C_1, w) \) and \( (C_1, w') \). Since both edges point to \( p_{C_2} \), we know that \( N_{C_1,w} \) and \( N_{C_1,w'} \) must be ordered by \( \subseteq_{C_1} \). Furthermore, both \( N_{C_1,w} \) and \( N_{C_1,w'} \) are in \( \mathcal{N}(C_1) \) and thus \( N_{C_1,w} = N_{C_1,w'} \) (cf. Figure \ref{fig:7}). However, due to the minimality of \( W(C) \) there must be other \( \subseteq_{C_1} \)-minimal cycles \( C_3 \) at \( w \) and \( C_4 \) at \( w' \) that come after \( N_{C_1,w} \) in anti-clockwise order (cf. Figure \ref{fig:7}). The cycles \( C_3 \) and \( C_4 \) are not necessarily one-sided, but both sides contain a one-sided cycle and hence a vertex of \( G' \).

Thus, \( G' \) is a directed graph embedded in the same surface as \( G \) and without pairs of homotopic edges. By Lemma \ref{lem:5.7} there is some \( C^* \in \mathcal{L}_1 \) with out-degree at most \( 6g + 5 \) in \( G' \); therefore \( |W(C^*)| \leq 6g + 5 \).

\section{5.6 Tightness of the Efficient Cycle Lemma}

The constant 5 in the Efficient Cycle Lemma for planar graphs is best possible: let \( G \) be a truncated dodecahedron, where the cycles in \( \mathcal{L} \) are given exactly by the decagonal faces, i.e., every cycle in \( \mathcal{L} \) is one-sided and touches exactly five neighbours, but there is no vertex
Figure 7: If there are two parallel edges in $G'$, say from $C_1$ to $C_2$, added for $(C_1, w)$ and $(C_1, w')$, then the embedding of these two edges does not bound an area without any cycle in $L$: The case on the left, in which the edges are continued by nice paths in different cycles, cannot happen because one of them must contain the other and is therefore not in $N(C_1)$. In the other case, due to the minimality of $W(C_1)$, there must be other $\subseteq C_1$-minimal neighbours $C_3$ at $w$ and $C_4$ at $w'$ as shown.

contained in more than two of these cycles. Then the constructed graph $G'$ is an icosahedron; all vertices have degree 5.

However, the postulation that $W \subseteq C^*$ in the Efficient Cycle Lemma is not necessary for the proof of Theorem 5. If this postulation is relaxed, the best lower bound for the constant in the planar version of the Efficient Cycle Lemma that we know is 4:

**Lemma 39.** There exists a planar graph $G$ and a laminar set $L$ of cycles in $G$ such that for every $C \in L$ and every $X \subseteq V(G)$ with $|X| \leq 3$ there is a cycle in $L$ that shares a vertex with $C$ but contains no vertex of $X$.

**Proof.** Let $G'$ be the planar graph that arises from replacing each face of a cube by a $7 \times 7$ grid. Let $G$ be a planar graph that consists of edge-disjoint cycles $(C_v)_{v \in V(G')}$, each bounding a face on the sphere, such that $C_v$ and $C_w$ share exactly one vertex if and only if $\{v, w\} \in E(G')$. Let $L := \{C_v : v \in V(G')\}$.

It is clear that except for the cycles corresponding to the corners of the cube, each cycle in $L$ has exactly four neighbours that are pairwise vertex-disjoint. Thus it is not possible to cover those with three vertices. For each of the corner cycles we add three two-sided neighbours as in Figure 8 to $L$ (and $G$). Now there are seven cycles sharing a vertex with a corner cycle, including the corner cycle itself, which means it is not possible to cover all of them by three vertices in $G$ as each such vertex covers only two of them. A similar argument for the added two-sided cycles concludes the proof.

Closing the gap between the lower bound 4 (this example) and the upper bound 5 in the planar Efficient Cycle Lemma remains an open problem.

### 5.7 Packing cycles in bounded-genus graphs

In this section we show how to obtain Theorem 6(a). The proof uses the Efficient Cycle Lemma 38 from the previous section and otherwise follows exactly the approach by \[24\] for
edge-disjoint packing of $D$-cycles. Therefore we only sketch the proof here.

First apply Lemma 27 to obtain a near-optimal solution $x$ to the LP (2) with uncrossed support. Let $C_{\text{sep}}$ denote the set of the separating cycles in $C$. If $\sum_{C \in C_{\text{sep}}} x_C \geq \frac{1}{2} \sum_{C \in C} x_C$, then set $x_C := 0$ for all $C \in C \setminus C_{\text{sep}}$ and proceed with Lemma 38 (note that the support of $x$ is then laminar by Proposition 24). We end up with a vertex-disjoint set of at least $\frac{1}{6} g + 5 \sum_{C \in C_{\text{sep}}} x_C$ cycles.

Otherwise partition the non-separating cycles in the support of $x$ into free homotopy classes $C_1, \ldots, C_k$. By a theorem of Greene [21], $k$ can be chosen to be $O(g^2 \log g)$. Take the class $C_i$ with the largest LP value $\sum_{C \in C_i} x_C$ and ignore other cycles. Exploiting a cyclic order of $C_i$, one can greedily round the LP solution restricted to that class to obtain a vertex-disjoint set $C_i^* \subset C_i$ with $|C_i^*| \geq \frac{1}{2} \sum_{C \in C_i} x_C$. See [24] for details.

5.8 The edge-disjoint version

Again there is also an edge-disjoint version (b) of Theorem 6. The high-level algorithm is the same. First we solve the edge-disjoint cycle packing LP (1) and uncross the support of the solution. This is still possible with a weight oracle due to Lemma 27.

The remaining proof is exactly the same, except that for the rounding step we need an edge-disjoint version of the Efficient Cycle Lemma:

**Lemma 40.** Let $G$ be a graph embedded in an orientable surface of genus $g$, the sphere if $G$ is planar. Let $\mathcal{L}$ be a non-empty laminar set of separating cycles in $G$. Then there exists a one-sided cycle $C^* \in \mathcal{L}$ and a set $W$ of its edges such that $|W| \leq 6g + 5$ and every $C \in \mathcal{L}$ is either edge-disjoint from $C^*$ or contains at least one edge from $W$.

One possibility to prove this is to adapt the proof of Lemma 38 by defining $W(C, N)$ for a cycle $C$ and an “edge-neighbour” $N$ (a cycle that shares an edge with $C$) to be the set of all edges in $E(C) \cap E(N)$.
However, it is also possible to deduce the edge-disjoint version of the Efficient Cycle Lemma from the vertex-disjoint version. For this, we first replace every edge $e$ in $G$ by a path $e_1, v_e, e_2$ of length two, and then replace each vertex $w$ of the original graph by a set $\{v_{w,C} : C \in \mathcal{L} \text{ and } w \in V(C)\}$ of vertices. See Figure 9. Since $\mathcal{L}$ is laminar, we can still embed the edges $\{v_e, v_{w,C}\}$ for each $w \in e \in E(C)$ and each $C \in \mathcal{L}$ on the orientable surface of genus $g$, and $\mathcal{L}$ still induces a laminar family of cycles in the constructed graph. Therefore, in this instance there are a cycle and at most $6g + 5$ of its vertices that hit all neighbours, which corresponds by construction to a cycle $C \in \mathcal{L}$ and at most $6g + 5$ of its edges that hit all edge-neighbours.

![Figure 9](image)

**Figure 9:** In the original graph (left-hand side), four cycles (blue, green, red, violet) meet in the vertex $w$. Since they do not cross in $w$, it is possible to split $w$ into four copies such that the cycles share a vertex only if they share an edge in the original instance. These four copies are shown as filled vertices on the right; the unfilled circles result from subdividing the edges.

## 6 Applications and Related Work

In this section we discuss related work and some applications of our theorems. After reviewing some related work on cycle packing in Section 6.1, we discuss the relation to the “dual” cycle transversal problem in Section 6.2. In particular, our work combined with the classical work by [20] implies that, for any uncrossable family of cycles in a planar graph, the maximum number of disjoint cycles is at most a constant factor times the minimum number of vertices hitting all cycles. Last but not least, in Sections 6.3 and 6.4, we discuss the disjoint paths problem in more detail, including the weighted generalization.

### 6.1 Related work on cycle packing

Many variants of cycle packing problems have been studied, and this literature review cannot be complete. In general graphs, the cycle packing problem is hard to approximate [32] [16].

Even in planar graphs, most variants are known to be NP-hard. An exception is the edge-disjoint packing of (arbitrary) cycles in planar digraphs, which is completely solved by the famous Lucchesi–Younger theorem [33]. For edge-disjoint packing in undirected planar graphs, Caprara, Panconesi and Rizzi [7] devised a $2 + \varepsilon$-approximation algorithm for $C_{\text{all}}$. 
Table 1: State of the art for edge-disjoint cycle packing and transversal of certain uncrossable families in planar graphs. The last row refers to a general uncrossable family of cycles (see Section 2.1 for more examples). The table shows the best known approximation ratios for cycle packing and cycle transversal and the known bounds on the integrality gaps of the LP (1) and its dual (7). The last column shows the known bounds on the worst ratio of transversal and packing number. Results marked [easy] are easy because minimal feedback edge sets are spanning trees in the planar dual. The results from Theorem 3(b) and Theorem 5(b) are shown in bold blue; here we also show the previous best (for $C_D = 1$).

Král’ and Voss [31] showed a 2-approximation algorithm for $C_{\text{odd}}$, and Garg, Kumar and Sebő [18] devised a 4-approximation algorithm for $C_D^{-1}$. Theorem 5(b) extends the latter result to general uncrossable families. Theorem 3(b) improves the approximation ratio to $3 + \varepsilon$; see Table 1.

Vertex-disjoint packing seems to be more difficult. To the best of our knowledge, constant-factor approximation algorithms and constant upper bounds on the integrality gap were only known in three cases: For undirected planar graphs, a simple 3-approximation algorithm for $C_{\text{all}}$ can be deduced from Euler’s formula [35, 11], and Král’, Sereni and Stacho [30] devised a 6-approximation algorithm for $C_{\text{odd}}$. For planar digraphs, Reed and Shepherd [44] proved an upper bound of 28 on the integrality gap of (2) for $C_{\text{all}}^{-1}$, which was improved to 16.31 by Fox and Pach (see [6]) and to 15.95 by Cames van Batenburg, Esperet and Müller [6]. Theorem 3(a) yields an approximation ratio $3 + \varepsilon$ for any uncrossable family of cycles, and Theorem 5(a) implies an upper bound of 5 on the integrality gap; see Table 2.

In bounded-genus graphs, the only previous result we are aware of is the constant-factor approximation algorithm for edge-disjoint packing of cycles in $C_D^{-1}$ [24].

### 6.2 Cycle transversal and the Erdős–Pósa property

The dual LP to the edge-disjoint cycle packing LP (1) is

$$\min \left\{ \sum_{e \in E} y_e : \sum_{e \in C} y_e \geq 1 \ (C \in \mathcal{C}), \ y_e \geq 0 \ (e \in E) \right\}.$$  \hspace{1cm} (7)

The problem of finding an optimum integral solution to this LP has different names, depending in $\mathcal{C}$: e.g., for $C_{\text{all}}$ one speaks of the (unweighted) feedback edge set problem. Many of these problems are well-understood in planar graphs; see Table 1.

As for cycle packing, the version where we need to hit cycles by vertices instead of edges is more difficult. The problem of finding an optimum integral solution to (3) (the dual of the
Table 2: State of the art for vertex-disjoint cycle packing and transversal of certain uncrossable families in planar graphs. The last row refers to a general uncrossable family of cycles. The table shows the best known approximation ratios for cycle packing and cycle transversal and the known bounds on the integrality gaps of the LP (2) and its dual (3). The last column shows the known bounds on the worst ratio of transversal and packing number. The results from Theorem 3(a) and Theorem 5(a) are shown in bold blue; here we also show the previous best.

vertex-disjoint cycle packing LP (2) is known as the (unweighted) cycle transversal problem, sometimes also called the hitting cycle problem. Table 2 shows the state of the art. Most notably, Goemans and Williamson [20] devised a primal-dual 3-approximation algorithm for finding a minimum transversal of an uncrossable family C. The approximation ratio was later improved to 2.4 by Berman and Yaroslavtsev [3] (see also [50]), and this also shows an upper bound of 2.4 on the integrality gap of (3). The integrality gap is at least 2 in general: e.g., for $C_D$, if $G$ is a grid with $k$ columns and $2k$ rows and $D$ is the set of vertical edges between the two middle rows, then setting $x_v = \frac{1}{4}$ for all $2k$ vertices $v$ in the two middle rows is an LP solution, but any transversal has at least $k - 1$ vertices. Most of the other lower bounds in the tables result from very simple variants of $K_4$ or an octahedron, otherwise we give a reference.

The algorithms by Goemans and Williamson and by Berman and Yaroslavtsev actually work for the weighted transversal problem (with nonnegative vertex weights). The edge transversal problem can be reduced to the weighted vertex transversal problem by giving all original vertices a very high weight and subdividing every edge by a vertex of weight 1. See the last row of Table 1.

Erdős and Pósa [14] showed that there is a function $f$ such that for every undirected graph $G$ that has no more than $k$ pairwise vertex-disjoint cycles, there is a cycle transversal (also called feedback vertex set) of size at most $f(k)$. One also says that cycles in undirected graphs have the Erdős–Pósa property. Odd cycles [42, 40] or $D$-cycles [19] do not have this property, even for graphs embedded in the projective plane, but cycles in digraphs do [43].

However, our result implies that in planar graphs we do have the Erdős–Pósa property for any uncrossable set of cycles, and we even have a constant upper bound on the ratio. Namely, the cycle transversal algorithms [20, 3] also show an upper bound on the integrality gap of the dual LP (3) by comparing the transversal to a fractional primal solution. Combining this bound of 2.4 for the cycle transversal problem [3] with our Theorem 5, we obtain:

**Corollary 41.** For a planar graph $G$ and an uncrossable family $C$ of cycles, there exist feasible integral solutions $x$ and $y$ to (2) and (3) such that $\sum_{v \in V} y_v \leq 12 \cdot \sum_{C \in C} x_C$.  \(\square\)
In other words, the minimum cardinality of a cycle transversal is at most 12 times the maximum cardinality of a cycle packing.

For the special case $C_{\text{odd}}$, Král’, Sereni and Stacho [30] showed a constant of 6, improving on the work of Fiorini et al. [15]. (A constant was also shown for odd cycle packing in highly connected [49, 40] and in bounded-genus graphs [26].) Again in planar graphs, for $C_{\text{all}}$ a constant of 3 can be shown rather easily [11, 35]. For $C_{\text{all}}$, however, the previous best bound was 38.28, which results from multiplying the upper bound 2.4 [3] on the integrality gap of (3) with the upper bound 15.95 [6] (which we improve to 5) on the integrality gap of (2). For other uncrossable families of cycles it seems that no constant bound was known. See Tables 1 and 2 for an overview of the known results for planar graphs.

6.3 The disjoint paths problem

An instance of the maximum vertex-disjoint paths problem consists of two undirected graphs on the same vertex set: a supply graph $G = (V, S)$ and a demand graph $H = (V, D)$. The task is to find a maximum number of pairwise vertex-disjoint (simple) cycles in $G + H$ such that each of these cycles contains exactly one demand edge (in otherwords, $D$-cycles). So a demand edge specifies a pair of endpoints and asks for a path between these endpoints in the supply graph, and we want to satisfy as many demands as possible. This is one of the classical combinatorial optimization problems, with many applications; see, e.g., [29] and Part VII of [47].

The best known approximation ratio for the maximum vertex-disjoint paths problem is $O(\sqrt{n})$, where $n = |V|$; this is obtained by greedily picking a shortest path that satisfies some demand. For the case when $G$ is planar, the approximation ratio was improved to $O(n^{9/19})$ by [12]. The situation is similar for the maximum edge-disjoint paths problem (in which the cycles are only required to be pairwise edge-disjoint). Here the best known approximation ratio is $O(\sqrt{n})$ [9], even if $G$ is planar.

Recently, constant-factor approximation algorithms were devised for fully planar instances of the maximum edge-disjoint paths problem, i.e., when $G + H$ is planar (Huang et al. [23], Garg, Kumar and Sebő [18]); the best known approximation ratio is 4 [18]. Even in this special case it is NP-complete to decide whether all demands can be satisfied, both in the edge-disjoint and in the vertex-disjoint version, and even when in addition $G + H$ is cubic [36], i.e., all vertices have degree 3. Even more recently, Huang et al. [24] devised a constant-factor approximation algorithm for instances $(G, H)$ where $G + H$ can be embedded in an orientable surface of constant genus.

Middendorf and Pfeiffer [36] showed that the (maximum) edge-disjoint paths problem can be reduced to the (maximum) vertex-disjoint paths problem; this reduction is approximation-preserving and embeds the resulting graph $G' + H'$ on the same surface as the original graph $G + H$. Hence it is natural to ask whether the maximum vertex-disjoint paths problem also admits a constant-factor approximation algorithm for fully planar or bounded-genus instances. For fully planar instances, Corollary 4 which is an immediate consequence of Theorem 3 applied to $D$-cycles in $G + H$ using Propositions 8 and 10 answers this question affirmatively by giving a $(3 + \epsilon)$-approximation algorithm for any $\epsilon > 0$. It also improves the constant from 4 [18] to $3 + \epsilon$ in the edge-disjoint case.

By the Middendorf–Pfeiffer reduction [36] from the edge-disjoint to the vertex-disjoint paths problem, the former cannot be harder to approximate. The converse does not seem to
be true. Although Middendorf and Pfeiffer \cite{36} also present a reduction from the fully planar vertex-disjoint paths problem to the special case in which every vertex has degree 3 (in which case edge-disjoint and vertex-disjoint coincide), this reduction is not approximation-preserving (it adds new demand edges).

In particular, both previous constant-factor approximation algorithms for the edge-disjoint case do not seem to extend easily to the vertex-disjoint case. As said in Section 5.1, the approach by \cite{18} relies on the fact that if three cycles of a laminar set of cycles share the same edge, then at least two of these cycles must be comparable in the $\subseteq_\infty$-relation. This is certainly not true for a laminar set of cycles sharing the same vertex: arbitrarily many cycles can share a vertex although their interiors are disjoint. The algorithm by \cite{23} first computes a subset of demands such that the cut criterion is satisfied, by considering the equivalent cycle criterion in the planar dual. The key problem in this paper (called NONNEGATIVECYCLES there) does not seem to be useful for the vertex-disjoint case.

Although we obtain the same approximation guarantee $3+\epsilon$ now, the vertex-disjoint paths problem may actually be harder than the edge-disjoint paths problem. As an indication, in the approximate max-flow min-cut theorem that we obtain for vertex-disjoint paths, the constant is much worse than in the edge-disjoint case:

**Corollary 42.** Let $(G, H)$ be a fully planar instance of the maximum vertex-disjoint paths problem. Then the minimum number of vertices whose removal destroys all $s$-$t$-paths in $G$ for all $\{t, s\} \in E(H)$ is at most 12 times the maximum number of demand edges for which there are vertex-disjoint paths.

**Proof.** Directly from Corollary 41 applied to the $D$-cycles in $G + H$, using Proposition 8.

For bounded-genus instances, another result of \cite{24}, exploiting a theorem of Przytycki \cite{39}, can also be transferred immediately:

**Corollary 43.** For any fixed $g$, there is a polynomial-time $O(g^2)$-approximation algorithm for the maximum vertex-disjoint paths problem in instances $(G, H)$ for which $G + H$ is embedded in an orientable surface of genus $g$.

**Proof.** We again start by computing an uncrossed LP solution $x$ and proceed as in Section 5.7 if the separating cycles contribute at least half of the LP value.

In the other case, consider only non-separating cycles in the support of $x$. Let $G$ be the graph whose vertices are (representatives of) the free homotopy classes of these cycles and whose edges correspond to representative cycles that cross (once). Then $G$ has a vertex of degree $O(g^2)$ \cite{39} and hence can be colored with $O(g^2)$ colors. By choosing the color class with the largest contribution to the LP value and ignoring the two extreme cycles in each free homotopy class of this color, one can apply a greedy rounding algorithm to all these homotopy classes independently. This yields an $O(g^2)$-approximation algorithm for cycle packing unless the maximum number of disjoint $D$-cycles is $O(g^2 \log g)$.

Finally, if the maximum number of disjoint $D$-cycles is bounded by a constant $K$, we can enumerate all subsets of at most $K$ demand edges and apply the well-known result of Robertson and Seymour \cite{46} to solve the maximum vertex-disjoint paths problem optimally.
6.4 Maximum-weight disjoint paths

There is also a weighted version of the disjoint paths problem, called the maximum-weight vertex-disjoint (or edge-disjoint) paths problem: given a supply graph \( G = (V, S) \), a demand graph \( H = (V, D) \), and nonnegative weights \( w: D \rightarrow \mathbb{R}_{\geq 0} \) of the demand edges, find a set of pairwise vertex-disjoint (or edge-disjoint) \( D \)-cycles in \( G + H \), maximizing the total weight of their demand edges.

The \( O(\sqrt{n}) \)-approximation algorithms for the general vertex-disjoint and edge-disjoint paths problem still work in this more general setting, but constant-factor approximation algorithms are known only for very restricted versions of the maximum-weight edge-disjoint paths problem. In particular, Chekuri, Mydlarz and Shepherd \([10]\) devised a 4-approximation algorithm for the case when \( G \) results from a tree by duplicating edges, and Naves, Shepherd and Xia \([38]\) obtained a 224-approximation algorithm for outerplanar graphs \( G \). For vertex-disjoint paths, no such results seem to be known at all.

We will show that both Theorem 5 and Theorem 6 can be extended to the maximum-weight disjoint paths problem if \( G + H \) is planar (or embedded in an orientable surface of bounded genus) without any loss in the approximation guarantee. For the edge-disjoint case this follows almost immediately from the work of \([18]\) and \([24]\); for the vertex-disjoint case we will need to combine our Efficient Cycle Lemma with the fractional local ratio method.

All these results will also bound the integrality gaps of the weighted versions of LPs \([1]\) and \([2]\). Let \( C \) be the family of \( D \)-cycles in \( G + H = (V, E) \) and define \( w(C) := w(C \cap D) \) for any \( C \in C \). Then the maximum-weight vertex-disjoint and edge-disjoint paths LPs are given by:

\[
\text{max} \left\{ \sum_{C \in \mathcal{C}} w(C) x_C : \sum_{C \in \mathcal{C} : x \in C} x_C \leq 1 \ (v \in V), \ x_C \geq 0 \ (C \in \mathcal{C}) \right\}
\]

(8)

\[
\text{max} \left\{ \sum_{C \in \mathcal{C}} w(C) x_C : \sum_{C \in \mathcal{C} : e \in C} x_C \leq 1 \ (e \in E), \ x_C \geq 0 \ (C \in \mathcal{C}) \right\}
\]

(9)

For the vertex-disjoint approach we use the fractional local ratio method in a similar way as Chan and Lau \([8]\) did for the hypergraph matching problem. The following result is implicit in their paper:

**Theorem 44 \([8]\).** Let \( \mathcal{G} = (V, E) \) be a hypergraph and \( x: E \rightarrow \mathbb{R}_{\geq 0} \) such that \( x(\{e \in E : v \in e\}) \leq 1 \) for all \( v \in V \). For any \( e \in E \) define \( N[e] := \{e' \in E : e \cap e' \neq \emptyset\} \). Let further \( k \in \mathbb{N} \) and \( E = \{e_1, \ldots, e_m\} \) such that \( x(N[e_i] \cap \{e_i, e_{i+1}, \ldots, e_m\}) \leq k \) for all \( i = 1, \ldots, m \).

Then for any given edge weights \( w: E \rightarrow \mathbb{R}_{\geq 0} \) one can find a set \( M \subseteq E \) of pairwise disjoint hyperedges such that \( w(M) \geq \frac{1}{k} \sum_{e \in E} w(e)x(e) \) in polynomial time.

The algorithm works by by (i) finding the hyperedge \( e_i \) with smallest index such that \( w(e_i) \) and \( x(e_i) \) are both positive, (ii) modifying the weights by subtracting \( w(e_i) \) from the weight of all edges in \( N[e_i] \), (iii) applying the algorithm recursively to the resulting instance, (iv) and adding \( e_i \) to the resulting solution if this is feasible. The approximation guarantee follows easily from the induction hypothesis and the fact that the returned solution contains at least one element of \( N[e_i] \). This has been called the fractional local ratio method; see also \([33]\) for details.

Since the disjoint paths problem can be formulated as a hypergraph matching problem where each hyperedge corresponds to a \( D \)-cycle, this can be used to obtain constant-factor

32
approximation algorithms for the maximum-weight disjoint paths problem. The order of the hyperedges that is needed in Theorem 44 can be established with the Efficient Cycle Lemma.

**Theorem 45.** Let \( G = (V, S) \) and \( H = (V, D) \) such that \( G + H \) is planar and \( w : D \to \mathbb{R}_{\geq 0} \). Let \( \mathcal{C} \) be the family of \( D \)-cycles in \( G + H \). Then we can compute a

(a) vertex-disjoint subset of \( \mathcal{C} \) whose weight is at least \( \frac{1}{5} \) the value of the LP (8)

(b) edge-disjoint subset of \( \mathcal{C} \) whose weight is at least \( \frac{1}{4} \) the value of the LP (9)

in polynomial time.

**Proof.** First we solve the LP (8) or (9), respectively. The separation problem of the dual can still be solved by \(|D|\) calls to Dijkstra’s shortest path algorithm in \( G \), so the LP can be solved similarly to (2) or (1) (cf. Proposition 26). Alternatively, there exists an equivalent polynomial-size LP formulation that uses flow variables \( f_{e,d} \) for \( d \in D \) and \( e \in S \cup D \), indicating which fraction of edge \( e \) is used by \( D \)-cycles that contain \( d \).

Next, we uncross the LP solution. This can be done similarly to the unweighted case (cf. the proof of Theorem 29): the weighted version of LP (4) can still be solved similarly to the maximum-weight disjoint paths LP, and it is easy to see that any uncrossing step does not change the total weight of the fractional solution. Therefore, we get an optimum LP solution to (8) or (9) with laminar support \( \mathcal{L} \). From this point on, the proofs for (a) and (b) are different:

For (a), we use Theorem 44. We can view the laminar LP solution as a fractional hyper-graph matching in a hypergraph \( \mathcal{G} := (V, \mathcal{E}) \): Let \( V := V \) and \( \mathcal{E} := \{V(C) : C \in \mathcal{L}\} \). For \( l = 1, \ldots, |\mathcal{L}| \) we know from Lemma 30 that there exists some \( e_l \in \mathcal{E} \) such that \( N[e_l] \setminus \{e_1, \ldots, e_{l-1}\} \) can be covered by at most five vertices and thus \( x(N[e_l] \setminus \{e_1, \ldots, e_{l-1}\}) \leq 5 \). Since we can find such an \( e_l \) in polynomial time by complete enumeration, we find an order \( \mathcal{E} = \{e_1, \ldots, e_{|\mathcal{L}|}\} \) as in the setting of Theorem 44. Therefore we can apply Theorem 44 with \( k = 5 \) and weights given by \( w(C \cap D) \).

For (b), we could proceed similarly, using Lemma 40, but this would only yield \( \frac{1}{5} \) instead of \( \frac{1}{4} \). Instead, we just observe that the proof by Gark, Kumar and Sebő [18] (cf. Section 5.1) still works: the weighted version of LP (6) is still integral, therefore we get a half-integral solution to (9) of at least half the optimum value. Since the conflict graph is planar and hence four-colorable, we can partition all cycles in the support of that half-integral LP solution into four edge-disjoint families, one of which must have enough weight.

Note that once we get a maximum-weight fractional cycle packing with laminar support, the approach works for arbitrary cycle families \( \mathcal{C} \), not only for \( D \)-cycles. However, finding such a fractional solution seems to be much more complicated for arbitrary (weighted) uncrossable cycle families; in particular the weights need to be incorporated in the weight oracle, and some structure is needed to make uncrossing work.

However, the approach can be extended to the case where \( G + H \) is embedded in an orientable surface of bounded genus. Similar to the the proof of Theorem 45 we obtain with the bounded-genus version of the Efficient Cycle Lemma (Lemma 38):

**Theorem 46.** Let \( G = (V, S) \) and \( H = (V, D) \) such that \( G + H \) can be embedded in a fixed orientable surface of genus \( g \) and \( w : D \to \mathbb{R}_{\geq 0} \). Let \( \mathcal{C} \) be the family of \( D \)-cycles in \( G + H \). Then we can compute a
(a) vertex-disjoint subset of $C$ whose weight is $\Omega\left(\frac{1}{g^2 \log g}\right)$ times the value of the LP (8).

(b) edge-disjoint subset of $C$ whose weight is $\Omega\left(\frac{1}{g^2 \log g}\right)$ times the value of the LP (9).

in polynomial time.

Proof. We can find an optimum solution to the LP (8) or (9) as in Theorem 45. Since single uncrossing steps do not change the total weight, we can still find a near-optimum LP solution $x$ with uncrossed support similar to Lemma 27. If the separating cycles contribute more than half to the LP value, we get an $O(g)$-approximation similarly to Theorem 45. Otherwise we pick the free homotopy class that carries most of the (weighted) LP value. Huang et al. [24] showed that the cycles in this homotopy class can be ordered $C^* = \{C_1, \ldots, C_k\}$ such that for each $z \in V(G + H) \cup E(G + H)$ the cycles containing $z$ are given as an interval $\{C_i, C_{i+1}, \ldots, C_j\}$ or $C^* \setminus \{C_i, \ldots, C_j\}$ for some $1 \leq i \leq j \leq k$. Therefore, we can pick $l := \max\{1, \lceil x(C^*) \rceil\} > \frac{1}{2}x(C^*)$ cycles from $C^*$: for any offset $p$ with $0 \leq p < x(C^*)$, all cycles in

$$\left\{ C_i \in C^* : \sum_{j=1}^{i-1} x_{C_j} \leq (p + k) \mod x(C^*) < \sum_{j=1}^{i} x_{C_j} \text{ for some } k \in \{0, \ldots, l - 1\} \right\} \tag{10}$$

are pairwise vertex-disjoint or edge-disjoint, respectively. Choosing $p$ uniformly at random, we pick any cycle $C_j$ in (10) with probability $\frac{l x_{C_j}}{x(C^*)} > \frac{1}{2} x_{C_j}$. Thus, for the best offset we get an integral solution of weight $\Omega\left(\frac{1}{g^2 \log g}\right)$ times the value of the LP. \qed

7 Conclusion

We devised general approximation algorithms for packing cycles in an uncrossable family in planar and bounded-genus graphs. These imply new results in several well-studied special cases, most notably the first constant-factor approximation algorithm for the vertex-disjoint paths problem in fully planar instances, and even a weighted version in bounded-genus instances. For planar graphs, our results complement previous work on the cycle transversal problem and thus yield new approximate min-max theorems.

Several questions remain open: besides improving the constants in the planar case and determining the exact integrality gaps (see Tables 1 and 2), one would hope for a constant-factor approximation algorithm for cycle transversal of uncrossable families in bounded-genus graphs. Some tools developed in this paper may be helpful towards this goal.
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