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1. Introduction

Grain boundaries (GBs) play an important role in materials science but they are still among the least understood crystal defects. Nano-structured materials, that is materials with a high density of GBs, dominate the development of new technologies for energy harvesting and storage,[2] for data processing, but also of GBs, dominate the development of new technologies for energy harvesting and storage,[2] for data processing, but also of GBs, dominate the development of new technologies for energy harvesting and storage,[2] for data processing, but also of GBs, dominate the development of new technologies for energy harvesting and storage,[2] for data processing, but also of GBs, dominate the development of new technologies for energy harvesting and storage,[2] for data processing, but also of GBs, dominate the development of new technologies for energy harvesting and storage,[2] for data processing, but also of GBs, dominate the development of new technologies for energy harvesting and storage,[2] for data processing, but also of GBs, dominate the development of new technologies for energy harvesting and storage.[2] 

With the goal of improving data based materials design, it is shown that by a sequential design of experiment scheme the process of generating and learning from the data can be combined to discover the relevant sections of the parameter space. The application is the energy of grain boundaries as a function of their geometric degrees of freedom, calculated from a simple model, or via atomistic simulations. The challenge is to predict the deep cusps of the energy, which are located at irregular intervals of the geometric parameters. Existing sampling approaches either use large sets of datapoints or a priori knowledge of the cusps' positions. By contrast, the authors’ technique can find unknown cusps automatically with a minimal amount of datapoints. Key point is a Kriging interpolator with Matérn kernel to estimate the energy function. Using the jackknife variance, the next point in the sequential design is a compromise between sampling the region of largest fluctuations and avoiding a clustering of datapoints. In this way, the cusps of the energy can be found within only a few iterations, and refined as desired. This approach will be advantageous for any application with strong, localized fluctuations in the values of the unknown function.
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boundaries with mixed tilt and twist character. Dimensional parameter spaces, for example, the 2D space of grain boundary energies, and the model still represents a rather tall lattice. [32] This paper will exemplarily focus on such 1D STGB subspace with different fixed rotation axes. Bulatov et al. [3] then used the RSW model to fit the energy in the 1D subspaces, and a simple interpolation approach, and combine it with an alternative interpolation method. The combination of these two recipes leads to an algorithm, which can determine the energy cusps with a minimal number of sequential steps and high accuracy.

In Section 2.1, we first compare two interpolation methods for exploring 1D sections of the energy landscape which can be parametrized by one single parameter, usually an angle. The first one is an expansion of the grain boundary energy in a truncated trigonometric series (introduced in Section Truncated Trigonometric Series Expansion), inspired by the use of spherical harmonics in materials science. [1,10,11] The second interpolation method is the so-called Kriging (also referred to as Gaussian process regression in the presence of noisy observations), which is a well-established method in geostatistical applications [20] and has recently attracted interest in the materials science literature. [20] This method predicts the value of a function at a given point by computing a weighted average of the already determined values of the function in the neighborhood of the point. It is somewhat related to a regression analysis, but Kriging exactly interpolates through the observations already made. Our choice of Kriging interpolator is, among other parameters, defined by a smoothness parameter $\nu$ (see Section Simple Kriging Interpolator for more details). The smaller the value of $\nu$, the rougher is the result-}

energy for fixed misorientation axes. To obtain it, one has to prescribe the GB plane. The vector $\hat{r}$ can be parallel to the misorientation axis, in which case the GB is a pure twist GB, or perpendicular, which results in a pure tilt GB, or it can have a mixed character. If the GB is a tilt grain boundary and the plane represents a mirror plane between the two grains, the GB is called a symmetrical tilt grain boundary (STGB). In this case, for each given rotation axis, the misorientation angle is the only DOF left. The energy as a function of misorientation angle for STGBs shows pronounced minima, so-called cusps. They occur at special misorientations, for which the rotation of the two grains leads to a periodic superlattice of coincidence sites across both grains. Such coincidence-site lattice (CSL) based GBs are characterized by their $\Sigma$ value, where $\Sigma = V_{\text{CSL}} / V_0$, the ratio of the volume of a periodic unit of the CSL lattice to the periodic unit of the crystal lattice. [12] This paper will exemplarily focus on such 1D STGB subspaces with different fixed rotation axes.

The so-called Read–Shockley model of GB energies [26] (see Section The Read–Shockley–Wolf Model) with the empirical extension of Wolf [35] (called Read–Shockley–Wolf (RSW) model in the following) provides a good description of the 1D energy subspaces. Olmsted et al. [21] calculated the energies of several tilt, twist and mixed grain boundaries, from atomistic simulations, starting with 1D subspaces and moving further in the parameter space to expand these sets. Bulatov et al. [3] then used the RSW model to fit the energy in the 1D subspaces, and a simple interpolation was applied between them. In this approach, only several hundred datapoints are required for a satisfying fit. However, the overall strategy requires a priori knowledge of the topography of the energy space, and the model still represents a rather crude approximation of the (up to now rarely explored) higher dimensional parameter spaces, for example, the 2D space of grain boundaries with mixed tilt and twist character.

As an alternative strategy, a high-throughput simulation method was employed by Kim et al. [11] to generate a database of more than 68,000 grain boundary energies in bcc iron, for fixed steps in misorientation and inclination angle. While such a regular sampling approach is quick, since it can easily be parallelized, it misses the special $\Sigma$ grain boundaries. In ref. [13] these structures were added to the list of sampled grain boundaries manually. Restrepo et al. [27] used this data to train and test an artificial neural network (ANN) for the prediction of grain boundary energies. 25% of the data, including low-energy, special grain boundaries, was used for the training of the network, 75% for testing. This study showed that a trained ANN is able to predict unknown grain boundary energies with an error of less then 4%. Still, one needs thousands of grain boundaries for the training and additional knowledge about the position of the cusps.

To arrive at a more effective method for sampling the grain boundary parameter space, we replace in this paper the regular sampling technique by a sequential design of experiments approach, and combine it with an alternative interpolation method. The combination of these two recipes leads to an algorithm, which can determine the energy cusps with a minimal number of sequential steps and high accuracy.

In Figure 1b. In practical applications, $\nu$ can be fixed in advance or estimated from the given data. In our study, we have considered both scenarios with respect to the quality of the fit.

An important advantage of Kriging consists in the fact that it comes along with a natural measure of uncertainty quantification for predictions at potential locations for future observations.
We will use this measure to develop a sequential design strategy, which advises the experimenter to put new observations into areas with large uncertainty. The method is explained in detail in Section Sequential Designs for Kriging and computes a criterion function on a set of potential future sampling locations. It measures the uncertainty concerning the target energy function at any given location. The next sampling point is then selected as a maximizer of the criterion function. Altogether, this leads to a procedure where the next design point depends on both the already chosen sampling locations and the corresponding energies.

In the first part of the paper, we use the RSW model as a quick method to generate grain boundary energies as benchmark data. The mathematical details of the model are given in Section The Read–Shockley–Wolf Model. The numerical results obtained for the RSW data in Section 2.1 suggest a better performance of Kriging interpolation compared to series estimation. The Kriging method is then further refined by means of a sequential sampling technique. The key idea of this sampling technique, which is described in detail in Section Sequential Designs for Kriging, is to make observations at regions of interest like cusps more likely. As a consequence the sequentially sampled data gives a better overall picture of the grain boundary energy landscape. Our results in Section 2.2 demonstrate that substantial improvements can be obtained by sequential sampling.

In Section 2.3 we investigate the performance of the Kriging interpolator and the sequential design for atomistic simulations. Grain boundary energies for a reference data set as well as during the sequential experiments are determined via molecular statics with a semi-spherical grain method and an embedded atom method potential (see Section Atomistic Simulation Method for technical details). Using the atomistic data, details of the Kriging method such as the choice of a smoothness parameter are optimized.

Our study demonstrates that, in contrast to the regular sampling techniques, the sequential sampling technique proposed in this paper is able to sample a subspace with a small number of observations and to identify at the same time unknown cusps.

2. Results

2.1. Kriging versus Series Estimation: A Comparison Using RSW Model Data

We begin with a comparison of the two interpolation procedures using data predicted by the RSW model. Note that (in contrast to the atomistic simulations approach presented below) evaluations in the RSW are not computationally expensive because an explicit representation for the energy function is available. Therefore this model provides an efficient tool for testing the potential applicability of the proposed interpolation procedures.

To be precise, we chose the energy function of the [110] symmetrical tilt grain boundaries (where [110] is the rotation axis) in a cubic metal, because it contains several energy cusps and maxima. It is obtained by specifying the energy function, denoted by \( F_{RSW} \), to contain seven logarithmic segments positioned at the misorientation angles and energy offset values (see Section Trigonometric Series and Kriging Interpolation for details). This function is displayed by the dashed line in Figure 1. We now assume that the function is only observed at a sample of \( N = 9, 17, 33 \), and 65 equally spaced points, say \( (\theta_1, F_{RSW}(\theta_1)), \ldots, (\theta_N, F_{RSW}(\theta_N)) \), which are marked by black triangles in Figure 1 for the case \( N = 17 \). We compare the prediction properties of two interpolation methods, which are described in detail in Section Trigonometric Series and Kriging Interpolation: trigonometric series and Kriging. The predictions of both procedures, which interpolate exactly through the observed data points, are indicated by the blue solid lines where the left panel corresponds to series and the right panel to Kriging interpolation.

As the performance measure for a generic interpolator \( \hat{F}_{RSW} \) we use throughout the paper the maximum absolute error

\[
\max_{\theta \in [0, 180]} |\hat{F}_{RSW}(\theta) - F_{RSW}(\theta)|
\]

(1)

between the true function \( F_{RSW} \) and its interpolator \( \hat{F}_{RSW} \) calculated from the sample

\[
(\theta_1, F_{RSW}(\theta_1)), \ldots, (\theta_N, F_{RSW}(\theta_N))
\]

(2)

Here, \( \theta_{max} = 180^\circ \) is the maximum misorientation angle of the considered grain boundary space, taking into account the symmetries of the cubic crystal system.

Corresponding results for the different sample sizes are shown in Table 1 for the trigonometric series and the Kriging interpolator, using different fixed smoothness parameters \( \nu \), as well as a data adaptive choice, which is denoted by \( \nu^* \) and obtained by maximum likelihood estimation (see Section Simple Kriging Interpolator for details). We observe that in all cases but one, the Kriging interpolator outperforms the trigonometric interpolator, independently of the choice of the parameter \( \nu \), or whether \( \nu^* \) was determined with the data-adaptive maximum likelihood estimator. The exception is \( N = 33 \) and \( \nu = 0.5 \), which results in a maximum error of 0.1424, which is larger than the one for trigonometric interpolation, 0.1245 (note that for all other smoothing parameters Kriging outperforms trigonometric interpolation). We have considered numerous other tilt and twist grain boundaries in the RSW model, and observed a similar superiority of the Kriging approach. The results are displayed in Tables A1–A5 in Appendix A.1. From these numerical experiments we conclude that Kriging generally outperforms the series interpolator, and that for data which can be represented within the RSW model, Kriging interpolation with a fixed smoothing parameter \( \nu = 2.5 \) is a very good choice. In the next step, we introduce a sequential design strategy aiming at a further improvement of the Kriging interpolator.

Table 1. Maximum absolute error (1) for trigonometric series and Kriging interpolation. Different values for the parameter \( \nu \) including a data-adaptive choice \( \nu^* \) by means of maximum likelihood estimation (MLE) were considered for the Kriging interpolator.

| \( N \) | Trigonometric series | \( \nu = 0.5 \) | \( \nu = 1.3 \) | \( \nu = 2.5 \) | \( \nu^* \) via MLE |
|---|---|---|---|---|---|
| 9  | 0.3636 | 0.2570 | 0.1924 | 0.1784 | 0.2569 (\( \nu^* = 0.5062 \)) |
| 17 | 0.2117 | 0.1751 | 0.1357 | 0.1317 | 0.1557 (\( \nu^* = 0.6572 \)) |
| 33 | 0.1245 | 0.1424 | 0.1079 | 0.1040 | 0.1090 (\( \nu^* = 1.3726 \)) |
| 65 | 0.0688 | 0.0361 | 0.0335 | 0.0352 | 0.0322 (\( \nu^* = 1.2561 \)) |
2.2. Sequential Designs in the RSW Model

In a second series of experiments we test a sequential design strategy for the Kriging interpolator. Roughly speaking, this procedure has two steps. A certain number of experiments (initial design) is conducted to calculate a first Kriging interpolator. The remaining experiments are carried out according to a sequential design, reflecting the previous output of the interpolator and updating it, such that more interesting regions of the grain boundary energy space are better explored. The details of this sequential procedure are described in Section Sequential Designs for Kriging.

We assume that we have an overall budget of $N_{\text{total}} = 9, 17, 33, 65$ observations. As initial designs we consider regular equidistant grids on the interval $[0, \theta_{\text{max}}]$, where the number of points of the initial design is $N_{\text{init}} = 9, 17, 33, 65$ (note that by this choice the initial designs are nested, which makes them directly comparable). We then conducted $N_{\text{total}} - N_{\text{init}}$ further simulation experiments, where the experimental conditions are chosen according to the sequential design algorithm described in Section Sequential Designs for Kriging. For the smoothness parameter $\nu$ of the Kriging interpolator, we considered here only the value $\nu = 2.5$ which performed very well in the experiments with fixed equidistant start design (see Table 1).

Figure 2a illustrates the dynamics of the sequential design algorithm. It shows that the sequential design approach selects future sampling points alternately at different parts of the sampling domain $[0, \theta_{\text{max}}]$ with a high proportion of points close to the a priori unknown cusps. A comparison of the prediction error of the Kriging interpolator of a non-sequential and sequential approach is summarized in Figure 2b. This figure shows the maximum error for different combinations of initial design sizes $N_{\text{init}}$ and final design sizes $N_{\text{total}}$ after application of the sequential design algorithm (consequently, $N_{\text{seq}} = N_{\text{total}} - N_{\text{init}}$ points were chosen by the sequential design strategy). For instance, the first line corresponds to a total budget of $N_{\text{total}} = 65$ experiments, with four entries corresponding to the sample size $N_{\text{init}} = 9, 17, 33$, and 65 for the initial design (in the last case the are no sequential experiments). In this case the smallest error (namely 0.008) is obtained for a sequential design with $N_{\text{init}} = 17$ equally spaced design points in the starting design and $N_{\text{seq}} = 48$ sequential observations. We observe that the sequential strategy can significantly outperform the non-sequential approach, for which the maximum error is four times larger.

In Figure 3 we display the non-sequential and sequential design, the resulting Kriging interpolator (blue line) together with the absolute error as a function of the misorientation angle. We observe that the sequential algorithm fulfills our goal: It puts a significant number of sampling points (here indicated as $\text{▴}$ on the $\theta$-axis) at regions of interest, given by the two cusps in this specific example. Note that the maximum error is attained at the right cusp (located at $\theta = 110^\circ$) for both designs strategies, but the sequential design yields a substantially smaller error than the non-sequential design. The maximum error has decreased to 25% of the original value by an application of the sequential design strategy.

We have also compared the two design strategies for other subspaces of the DOF. These results are presented in Appendix A.2 and confirm the superiority of the sequential design approach. The sequential design strategy chooses more observations at locations where the function rises or descends steeply, or has a cusp-like structure. Thus, for data simulated from the RSW model the proposed sequential design strategy yields substantial improvements in the performance of the Kriging interpolator in contrast to a regular design grid consisting only of equally spaced sampling locations. In the following section we will continue these investigations and study the methodology for real data from atomistic simulations.

2.3. Sequential Designs in Atomistic Simulations

So far we showed that Kriging outperforms series interpolation and additionally that Kriging can be further improved by sequential sampling techniques. These observations were made on the basis of data which was generated from the RSW model. In this section we apply this methodology toward the sampling of grain boundary energy subspaces with atomistic simulations and demonstrate that, again, the sequential sampling technique outperforms a regular sampling technique with respect the accuracy.
of prediction and the ability of sampling at regions close to the (unknown) cusps.

2.3.1. Reference Data

As in the previous section, we want to evaluate the error which occurs due to an incomplete sampling of the parameter space. Instead of using the approximate, analytical RSW function for reference, we now generate a dense data set of energies from atomistic simulations, consisting of \( N_{\text{ref}} \) simulated grain boundaries plus additional special \( \Sigma \) grain boundaries (see Section Atomistic Data Generation), and interpolate between them. The atomistic reference data for the 1D subspaces of [100], [110], and [111] symmetric tilt grain boundaries (STGBs) is displayed in Figure 4, together with the linear interpolation as black lines. It shows that the interpolated function is much rougher than the idealized RSW function, which has been considered in Section 2.2. The rougher energy landscape makes the identification of the energy cusps more
challenging and requires a careful selection of the design points and interpolation parameters.

Note that Figures 2a,c seemingly show some outliers at angles close to 0° and \( \theta_{\text{max}} \), which are equal to 0 J m\(^{-2}\). These are data points for which the very small deviation from low-energy, stable structures leads to a relaxation of the atomic positions to these structures at the nearby angles. In a real application, this problem might be avoided by increasing the size of the atomistic model, but for our proof of principle we simply ignore these data points.

In the following, we first compare non-sequential and sequential design strategies for a fixed smoothing parameter \( \nu = 0.5 \).

Next we study the impact of the choice of this parameter on the quality of the Kriging estimator and its ability to detect cusps.

### 2.3.2. Effect of Sequential Design

In this subsection we focus on exploring the [100], [110], and [111] STGB subspaces by a Kriging interpolator with a fixed smoothing parameter \( \nu = 0.5 \). Corresponding results for \( \nu = 1.5, 2.5 \), and the maximum likelihood estimator \( \hat{\nu} \) updated in every step of the sequential algorithm can be found in Appendix C. We considered the three misorientation subspaces from 0° to \( \theta_{\text{max}} \), with \( \theta_{\text{max}} = 90° \) for the [100] subspace, \( \theta_{\text{max}} = 180° \) for the [110] subspace, and \( \theta_{\text{max}} = 120° \) for the [111] subspace. An initial design with \( N_{\text{init}} \) grain boundaries (16 for the [100], 31 for the [110], and 21 for the [111] subspace) and a sequential design with \( N_{\text{seq}} \) grain boundaries (15 for the [100] and [110] subspaces and 20 for the [111] subspace) were used for the exploration of the subspaces. Note that the new points were not restricted to a pre-defined set of misorientations, but chosen freely by the algorithm. However, for numerical reasons the minimum distance of misorientations was fixed to 0.05°. The resulting energies predicted by the Kriging interpolator are displayed in Figure 5 as black lines, and the values are given on the right y-axis. The left y-axis indicates the stage of the sequential design, which places the design points at specific misorientation angles.

We observe that most of the experiments in the sequential designs are conducted in neighborhoods of the cusps. This is remarkable, because the starting designs contain no misorientation angles corresponding to cusps. In particular, regions with large local energy gradients of the subspace are sampled in more detail by the sequential design. Compared to regular sampling, which does not guarantee the discovery of an unknown cusp of the subspace, this is an important advantage of the sequential approach. Note also that the sequential design does not access the cusps one by one in full detail, but visits them all repeatedly, step by step. It thus reduces the maximum error, which is usually located in the vicinity of the cusps. In this way, nearly every cusp of the STGB subspaces can be found within only a few iterations.

In Table 2 we display the maximum error of the Kriging interpolator based on the two sampling schemes. Compared to
the regular sampling technique the sequential approach leads to a decrease of the maximum error from 0.4560 to 0.0888 J m⁻² for the [100] subspace, from 0.2349 to 0.2161 J m⁻² for the [110] subspace, and from 0.2349 to 0.1699 J m⁻² for the [111] subspace.

An interesting question in this context is whether the error of the sequential design strategy always converges to a minimum value with increasing sample size. For large smoothness parameters $\nu$, an overfitting of the data, and hence no convergence, can be expected. For small $\nu$, however, adding data should always improve the fit. This is demonstrated in Figure 6, which shows the maximum error of the Kriging interpolator as a function of the sample size of the sequential design. For example, the black curve corresponds to the [100] subspace, where the sample size of the initial design is $N_{\text{init}} = 16$. The line shows the maximum error of prediction by the Kriging interpolator for the next 20 sequentially chosen points. We observe that at the beginning of the sequential phase the error decreases rapidly, because the sequential design allocates design points in neighborhoods of the cusps. Afterward, the error reaches a plateau and remains constant for several steps. This phenomenon can be explained by the choice of the maximum absolute deviation as an error measure, which only decreases substantially if design points are added close to the location where the maximum absolute deviation in Equation (1) is currently taken. Since the sequential design algorithm switches between different areas of the sampling domain in order to guarantee a sufficient exploration of the energy function over the whole sampling domain (see Figure 5), there might always be sequences of successive sequential design steps where the error will not change. In particular, in the example of the [100] subspace, no further improvement is obtained after 11 sequential experiments have been conducted. As consequence atomistic simulations could have been stopped already at this point for this specific experiment and the error measure under consideration. For the two other subspaces we observe a similar qualitative behavior.

![Figure 6](image)

### 2.3.3. Effect of the Smoothing Parameter $\nu$ in Atomistic Simulations

In this subsection we briefly investigate the sensitivity of the method with respect to the choice of the smoothing parameter $\nu$ in the Kriging interpolator, where we focus on the [110] subspace. Corresponding results for the two other subspaces show a similar picture and can be found in Appendix C. In Figure 7 we display the dynamics of the sequential design and the resulting Kriging interpolator for different values of $\nu = 0.5, 1.5, 2.5$, and $\nu$ calculated in an adaptive way (maximum likelihood estimation). We observe that the sequential design strategy chooses more points in neighborhoods of the cusps, independently of the choice of $\nu$, but the resolution of the sampling depends on the choice of $\nu$. While for $\nu = 0.5$ the sequential design allocates at least one point to every cusp of the subspace, the design points of the sequential design for $\nu = 2.5$ remain close to the three deepest cusps at 0°, 70.53° ($\Sigma 3$), and 180°. Sequential sampling of the [110] STGB subspace with a data adaptive choice of smoothing parameter (in the interval [0.5, 2.5]), which is updated in each iteration, showed the following behavior: the interpolation started with $\nu \approx 1.5$ for the initial design. Adding sequential points then caused an adjustment of $\nu$ toward smaller values, finally varying between 0.6 and 0.65. This means that an increasing number of sequentially chosen data points leads to a Kriging interpolator that is close to linear interpolation. In contrast to the data generated from the RSW model, where the choice $\nu = 2.5$ for the smoothing parameter yields the best performance of the Kriging interpolator, the results in this section demonstrate that for atomistic data small values of $\nu$ should be preferred. This is up to what should be expected as atomistic simulations produce much rougher curves than the idealized RSW model and as a consequence the parameter $\nu$ should be chosen much smaller for this type of data.

### 3. Conclusion

The numerical results for the RSW model demonstrate that the Kriging interpolator (with Matérn kernel) has the capacity to outperform the interpolator based on series estimation in a wide range of scenarios. The suggested sequential design algorithm can even further improve the performance of the Kriging interpolator due to its tendency to prefer observations at locations where the target energy function has higher fluctuations and is more difficult to estimate. Our results for atomistic simulations of 1D STGB subspaces demonstrate that sequential sampling techniques can lead to substantial improvements in the prediction of grain boundary energies. In particular, grain boundaries chosen by the sequential design are located close to cusps of the unknown energy functions, which are the most important areas...
to sample due to their high energy gradient. Moreover, the proposed sequential design strategy chooses grain boundaries for the atomistic simulation by jumping between different cusps and is therefore able to sample grain boundaries at multiple cusps simultaneously. Consequently, the sequential sampling technique can discover unknown cusps, which opens the opportunity to sample even more complex subspaces. The accuracy of the Kriging interpolator and the number of iterations required to find the cusps depend on the choice of a smoothness parameter but estimating this parameter via a maximum likelihood approach yields very satisfying results. Moreover, for atomistic simulations smaller values of the smoothness parameter close to 0.5 can be used as well. In this case the maximum error decreases with an increasing number of sequential steps and converges after a few sequential iterations.

Due to the different dimensions of the subspaces and datasets, our new sequential design strategy and Kriging interpolator cannot be directly compared with previous sampling methods.\cite{11,27} However, the obvious advantage is the ability of our method to identify the energy cusps. In ref. [13] a priori knowledge of their location is needed for a meaningful interpolation between the data, and also a satisfying training of an ANN\cite{27} requires the inclusion of at least some of the special grain boundaries in the training data. In contrast to these approaches we demonstrated in this paper that a Kriging interpolator combined with a sequential sampling technique is able to identify cusps of the subspaces automatically without any prior information concerning their location. Due to the convergence properties mentioned in the preceding paragraph one can keep the number of sample points that are additionally chosen by the sequential design to a minimum. However, our results also indicate that the initial design should not be too sparse in order to provide an initial guess of the energy function that is a good starting point for the sequential algorithm. This strategy will be advantageous for any application with strong, localized fluctuations in the values of the unknown function.

4. Experimental Section

The Read–Shockley–Wolf Model: The original Read–Shockley model\cite{26} relies on the fact that GB structures with small misorientation angles can be viewed as 2D arrays of lattice dislocations. In this case, elasticity theory predicts a logarithmic dependency of GB energy on the misorientation angle. Wolf\cite{35} extended the Read–Shockley model into a piecewise logarithmic function which spans the whole range of misorientation angles in the 1D subspace of STGBs, and can capture all cusps and maxima, by connecting the appropriate number of logarithmic segments. This fully empirical extension can be motivated by the existence of grain boundary dislocations with continuous and much smaller Burgers vectors than lattice dislocations.\cite{32}

Given specific misorientation angles $\beta = (\beta_0, \ldots, \beta_k)$ with $0 = \beta_0 < \beta_1 < \ldots < \beta_k = \theta_{\text{max}}$, which mark the beginning and ending of the individual logarithmic segments, and energy levels $\gamma = (\gamma_0, \ldots, \gamma_k)$ the RSW
function at the misorientation angle \( \theta \) is given by

\[
F_{\text{RSW}}(\theta, \beta, \gamma) = \sum_{i=1}^{k} 1_{\beta_i \in \beta}(\theta) \times \left[ \begin{array}{c}
1 - \cos(\gamma - \gamma_{i-1}) \cdot \sin(\beta - \beta_{i-1}) \\
+ 1_{\beta_i \in \beta}(\gamma - \gamma_{i-1}) \cdot \cos(\beta - \beta_{i-1})
\end{array} \right],
\]

(3)

where the function \( f_{\text{RSW}}(\theta) \) is defined by

\[
f_{\text{RSW}}(\theta) = \sin(\pi \theta / 2)(1 - a \log(\sin(\pi \theta / 2)))
\]

(4)

for some real valued parameter \( a \) (in the experiments, the authors exclusively consider \( a = 1 \)), and \( 1_{A} \) is the indicator function of the set \( A \), that is,

\[
1_{A}(\theta) = \begin{cases} 1, & \text{if } \theta \in A, \\ 0, & \text{if } \theta \notin A. \end{cases}
\]

The indicator function determines the orientation of the logarithmic segment, that is, it describes a non-descending \((\gamma_{i} - \gamma_{i-1} \geq 0)\) or descending \((\gamma_{i} - \gamma_{i-1} < 0)\) branch of the energy.

In this study, the authors define \( F_{\text{RSW}} \) for STGBs with misorientation axis [110] via \( k = 6 \) logarithmic segments between the following misorientation angles and energy offset values,

\[
\beta = (\beta_0, \beta_1, \beta_2, \beta_3, \beta_4, \beta_5)
\]

\[
= (0^\circ, 20.775^\circ, 50^\circ, 80.4199^\circ, 110^\circ, 150.49^\circ, 180^\circ),
\]

\[
y = (\gamma_0, \gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5)
\]

\[
= (0, 0.683, 0.285, 0.664, 0.043, 0.826, 0).
\]

**Trigonometric Series and Kriging Interpolation:** The authors were interested in the prediction of 1D sections of the whole grain boundary energy landscape from a data set of observations that should be as small as possible. This landscape can be parametrized by one single parameter, the misorientation angle. More precisely, the target quantity is the energy function

\[
y = f(\theta)
\]

(7)

that maps an angle \( \theta \in [0, \theta_{\text{max}}] \) to the corresponding grain boundary energy \( y \). Based on data \( D_N = \{(\theta_1, y_1), \ldots, (\theta_N, y_N)\} \) satisfying the functional relationship in Equation (7), the aim was to predict the energy at angles \( \theta \) where the corresponding energy had not been observed. Such a predictor is desirable since the direct computation of the energy both by physical or computer experiments is often exceptionally expensive.

In this section two approaches to tackle the prediction problem are proposed. Both methods have the desirable property that the resulting curves interpolate exactly through the observed data.

**Truncated Trigonometric Series Expansion:** The idea of the first approach was to model the function \( f \) in Equation (7) as a truncated trigonometric series. This was inspired by the use of spherical harmonics in materials science. For instance, the solid-liquid interface free energy was expanded in a series of hyperspherical harmonics for application in a phase field model of dendritic growth. \(^{10,11}\) In this context the function was used to represent the surface energy anisotropy, but it can also be used to model grain boundary energies. This was demonstrated by Banadaki and Patala,\(^{11}\) who fitted a series of symmetrized hyperspherical harmonics to investigate the dependence of interfacial energies on the boundary-plane inclination of grain boundaries. For the 1D energy functions of STGBs, the analogue of this representation of a 2D, spherical function by spherical harmonics, is the representation in terms of trigonometric basis functions.

\[
f(\theta) = \sum_{i=0}^{T} c_i \varphi_i(\theta),
\]

(8)

where the basis functions \( \varphi_i \) are defined by

\[
\varphi_i(\theta) = \frac{1}{\theta_{\text{max}}} 1_{[0, \theta_{\text{max}}]}(\theta),
\]

(9)

\[
\varphi_{2j-1}(\theta) = \sqrt{\frac{2}{\theta_{\text{max}}}} \cos \left( \frac{2(j-1)\theta}{\theta_{\text{max}}} \right),
\]

(9)

\[
\varphi_{2j}(\theta) = \sqrt{\frac{2}{\theta_{\text{max}}}} \sin \left( \frac{2j\theta}{\theta_{\text{max}}} \right), \quad j = 1, 2, \ldots
\]

(9)

The coefficients can be estimated from the data \( D_N \) by means of a least squares approach, that is, \( \hat{c} = (\hat{c}_0, \ldots, \hat{c}_T) \) is determined as the minimizer of the sum of squares

\[
\sum_{i=1}^{N} (y_i - \hat{f}(\theta_i))^2 = \sum_{i=1}^{N} \left( y_i - \sum_{j=0}^{T} c_j \varphi_j(\theta_i) \right)^2.
\]

(10)

The resulting function \( \hat{f}(\theta) = \sum_{i=0}^{T} c_i \varphi_i(\theta) \) is then used to predict energies at unobserved angles. If \( T = N - 1 \) (that is, the number of basis functions equals the number of observations), minimizing Equation (10) with respect to \( c_1, \ldots, c_T \) leads to a system of \( n \) linear equations for the parameters \( c_1, \ldots, c_T \) with a unique solution (at least if the sampling points form an equidistant grid of the interval \([0, \theta_{\text{max}}]\)). Then, the resulting function \( \hat{f} \) interpolates exactly through the given data as has been illustrated in Figure 1a above.

**Simple Kriging Interpolator:** The second approach that was considered is called the (simple) Kriging interpolator which is a popular technique in applied statistics for interpolation of scattered data. Originally proposed in the context of geostatistical applications\(^{16,30}\) it has also become a standard method in the area of computer experiments.\(^{28}\) In the case of noisy observations (that is, the observations in Equation (7) are perturbed by some random error) Kriging is also referred to as Gaussian process regression. The Kriging interpolator depends on the choice of a positive definite kernel function

\[
k(\theta, \theta'), \quad \theta, \theta' \in [0, \theta_{\text{max}}]
\]

(11)

(see Section 3.2 of ref. [22] for a rigorous definition of kernel functions). Using the data

\[
D_N = \{(\theta_1, y_1), \ldots, (\theta_N, y_N)\}
\]

(12)

the matrix

\[
K_{D_N} = (k(\theta_i, \theta_j))_{i,j=1}^{N} \in \mathbb{R}^{N \times N}
\]

(13)

and the vector \( k_{D_N} = (k(\theta, \theta_1), \ldots, k(\theta, \theta_N)) \in \mathbb{R}^{1 \times N} \). Here \( \theta \) is the point of interest where one wants to predict the energy. The matrix \( K_{D_N} \) is called Gramian matrix and is invertible for all combinations of kernel and sampling locations considered in this paper. The Kriging interpolator \( \hat{f}_{D_N} \) based on the set \( D_N \) of observations is finally given by the formula

\[
\hat{f}_{D_N}(\theta) = k_{D_N} K_{D_N}^{-1} y_T,
\]

(14)

where \( y = (y_1, \ldots, y_N) \in \mathbb{R}^{1 \times N} \) for \( y_i = f(\theta_i) \). An important advantage of the Kriging interpolator consists in the fact that it allows to quantify the
uncertainty of the prediction using a Bayesian interpretation. More precisely, modeling a random function as a centred Gaussian process with covariance kernel $k$, the Kriging interpolator is the posterior mean after observing the data $D_N$ \cite[Equation (2.19)]. In this case, the posterior variance (at location $\theta$) is given by

$$
\tau_{\theta_N}(\theta) = k(\theta, \theta) - k(\theta, \hat{y}_N) k_N^{-1} k_N^T D_N
$$

which does not depend on the observed responses $Y_1, \ldots, Y_N$. Roughly speaking, large values of $\tau_{\theta_N}$ indicate locations with a rather large uncertainty concerning the target function $f$ whereas small values are attained at locations where one has already a better understanding of $f$. In particular, the posterior variance $\tau_{\theta_N}$ vanishes at the points $\theta_j$, $\ldots$, $\theta_N$, where simulations have already been performed.

To specify the Kriging estimator, an appropriate kernel function was chosen. In this work, the Matérn class of kernels given through

$$
k(\theta, \theta') = \sigma^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \sqrt{2\nu} |\theta - \theta'| / \theta_{\max} \right) ^\nu K_\nu \left( \sqrt{2\nu} |\theta - \theta'| / \theta_{\max} \right)
$$

was considered where $\nu > 0$ denotes a smoothness parameter, $\sigma > 0$ a variance parameter, and $K_\nu$ denotes a modified Bessel function. The hyperparameters $\nu$ and $\sigma$ had to be estimated (if we did not fix them a priori). The Matérn class contains a large class of interesting kernels as special cases (see Table 1 in ref. \cite{8}). For instance, in the case $\nu = 0.5$, the Kriging interpolator is nearly a piecewise linear function (provided that the scale parameter is not too small) and the corresponding kernel is referred to as the exponential kernel. Larger values of $\nu$ lead to smoother interpolators. A typical Kriging estimator for $\nu = 2.5$ is depicted in Figure 1b. In some machine learning applications, the (in terms of smoothness interpretable) parameter $\nu$ was fixed in advance (see, for instance, \cite{19}) for an application in wind field modeling with fixed choice $\nu = 2.5$, and only the remaining hyperparameter had to be estimated. In our study, both scenarios were considered where one either fixed the parameter $\nu$ in advance or one estimates $\nu$ from the data. As the method of choice for the estimation of hyperparameters the maximum likelihood approach that was also used in ref. \cite{14} was chosen, and which could briefly be summarized as follows: The construction of the Kriging estimator is based on the assumption that a priori the response vector $Y = (Y_1, \ldots, Y_N)$ follows a multivariate normal distribution with zero mean and covariance matrix $K_{\theta_N}$. Consequently, its probability density function is given by

$$
\varphi_Y(x) = \frac{1}{(2\pi)^{N/2} \det K_{\theta_N}} \exp \left( -\frac{1}{2} x K_{\theta_N}^{-1} x \right)
$$

for $x = (x_1, \ldots, x_N) \in \mathbb{R}^{N \times 1}$. The maximum likelihood approach then consists in choosing the unknown hyperparameters $(\sigma, \nu)$ as maximizers $(\hat{\sigma}, \hat{\nu})$ of the likelihood $\varphi_Y$ given the data $y = (y_1, \ldots, y_N) \in \mathbb{R}^{N \times 1}$, that is,

$$
(\hat{\sigma}, \hat{\nu}) \in \arg \max_{(\sigma, \nu)} \varphi_Y(y)
$$

In this context, the likelihood $\varphi_Y$ is understood as a function of the hyperparameters only whereas the data vector $y$ is fixed. Note that the dependence of the likelihood on the hyperparameters is given indirectly by means of the covariance $K_{\theta_N}$ \cite{13}, which directly depends on them through the function $k$ in Equation (16). Intuitively, the maximum likelihood approach chooses the hyperparameters such that the observed data are quite plausible.

**Sequential Designs for Kriging:** Given a limited budget concerning the number of possible experiments, the question of an appropriate design is of particular importance in material science simulations. For this purpose several strategies such as space-filling or Latin hypercube designs have been proposed in the statistical literature \cite{12,17,19,31}. Roughly speaking, non-sequential and sequential designs are distinguished. In the non-sequential case a design is fixed at the beginning and the experiments are conducted according to this design. In the sequential design only a part of the budgets used as an initial sample (as in the non-sequential case), and for the remaining observations the experimental conditions are sequentially updated depending on the output of the previous experiments. Both, sequential and non-sequential design strategies have their pros and cons (depending on the particular application), and the advantages of the Kriging interpolator based on a sequential design strategy for the prediction of grain boundary energies have been demonstrated in Sections 2.2 and 2.3.

The sequential design algorithm used in this paper is an adaption of an algorithm proposed in Kleijnen and van Beers\cite{14} to GB energy prediction. Given $N$ observations $D_N = \{(\theta_1, y_1), \ldots, (\theta_N, y_N)\}$ where $N \approx N_{\text{init}}$ the question how to find the $(N + 1)$th sampling location $\theta_{N+1}$ is answered. This procedure consists of the following steps:

1. **Selection of candidate points:** In a first step, $N_{\text{cand}}$ candidate points $\tilde{\theta}_1, \ldots, \tilde{\theta}_{N_{\text{cand}}}$ (among which $\theta_{N+1}$ will be selected) are determined via the following pseudo-code:

   - Set $D := D_N$
   - For $i = 1, \ldots, N_{\text{cand}}$:
     - Choose $\tilde{\theta}_i$ as the point in the experimental region $[0, \theta_{\max}]$, which maximizes the posterior variance $\tau_{\theta_N}(\tilde{\theta}_i)$ in Equation (15)
   - Set $D := D \cup \{\tilde{\theta}_1, \ldots, \tilde{\theta}_{N_{\text{cand}}}\}$

   Note that the definition of the posterior variance $\tau_{\theta_N}(\tilde{\theta})$ indeed depends only on the sampling locations but not on the response values. Therefore, it can be computed without performing any simulation-based measurements at all. The idea behind the above pseudo-code is to add successively sampling locations where the uncertainty (measured in the Bayesian interpretation by the value of the posterior variance) is maximal.

2. **Cross-validation:** In order to select the next sampling point $\theta_{N+1}$, the variance of the predicted output is estimated at each candidate input based only on Kriging computations which are computationally cheap in comparison with the expensive computations of the computer experiment of interest. For this purpose, Kriging estimators based on cross-validation are considered. Given the data $D_N$, $D_N^{(c)}$ denotes the data with the jth observation deleted, that is,

$$
D_N^{(c)} := \{(\theta_1, y_1), \ldots, (\theta_{j-1}, y_{j-1}), (\theta_{j+1}, y_{j+1}), \ldots, (\theta_N, y_N)\}
$$

Based on the sets $D_N$ and $D_N^{(c)}$ for $i = 1, \ldots, N$ the Kriging estimates are computed

$$
\hat{f}_{D_N}(\theta_i) \quad \text{for} \quad i = 1, \ldots, N_{\text{cand}},
$$

$$
\hat{f}_{D_N^{(c)}}(\theta_i) \quad \text{for} \quad j = 1, \ldots, N \text{ and } i = 1, \ldots, N_{\text{cand}}.
$$

at all the candidate points $\tilde{\theta}_i$, either based on the whole datasets $D_N$ or on the reduced datasets $D_N^{(c)}$.

3. **Computation of jackknife variance:** Using the Kriging estimates, jackknife’s pseudo-value for candidate $i$ is defined as

$$
\hat{\gamma}_i = N \hat{f}_{D_N}(\tilde{\theta}_i) - (N - 1) \hat{f}_{D_N^{(c)}}(\tilde{\theta}_i),
$$

for $j = 1, \ldots, N$ and $i = 1, \ldots, N_{\text{cand}}$. From the $\hat{\gamma}_i$ the jackknife variance for the candidate location $\tilde{\theta}_i$ is computed as

$$
\hat{\gamma}^2(\tilde{\theta}_i) = \frac{1}{N(N-1)} \sum_{j=1}^N (\hat{\gamma}_j - \hat{\gamma})^2,
$$

where $\hat{\gamma} = \frac{1}{N} \sum_{j=1}^N \hat{\gamma}_j.$
4) Selection of the next sampling location \( \theta_{n+1} \):

Finally, the winning candidate \( \theta_{n+1} \) among \( \tilde{\theta}_1, ..., \tilde{\theta}_{N_{\text{rand}}} \) is determined as

\[
\theta_{n+1} = \arg \max_{\tilde{\theta} \in \{\tilde{\theta}_1, ..., \tilde{\theta}_{N_{\text{rand}}}\}} \sum_{i} \left( \tilde{\theta} \right)_i^2
\]

Having determined \( \theta_{n+1} \), the corresponding response \( y_{n+1} \) is obtained from a (simulation) experiment. Afterwards, the sequential design algorithm can be used again to determine the next sampling location \( \theta_{n+2} \) and so on. The choice of \( N_{\text{rand}} \) permits the following heuristic: Taking \( N_{\text{rand}} = 1 \) leads to the, in the computer experiments literature well-known, algorithm of selecting the next design point among the maximizers of the posterior variance. In this special case, the next sampling point does not depend on the response values anymore and accumulation of sampling at region of interests (in our case, cusps) can not be achieved. For increasing \( N_{\text{rand}} \) more points close to already existing observations are allowed and the desired kind of accumulation becomes more likely. In all the simulations the authors put \( N_{\text{rand}} = 75 \).

Atomistic Simulation Method: To determine the grain boundary energy for a given set of DOF, a molecular statics simulation was performed using LAMMPS (Large-scale Atomic/Molecular Massively Parallel Energy) for a given set of DOF, a molecular statics simulation was performed using LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)\(^{[21]} \). Body centred cubic iron was chosen as an example, using the second embedded atom model (EAM) potential from \( [18] \) which predicted a lattice constant of Fe of \( 2.85\AA \). The grain boundary structures were generated by adapting the method introduced by Lee and Choi\(^{[15]} \) which allowed simulating non-periodic grain boundaries by using a spherical model. First, two spheres of atoms with a radius of \( r_o \) were created (in this work, \( r_o = 35a_{\text{Fe}} \)) and one of the spheres was rotated by the desired misorientation angle \( \phi \) around the rotation axis \( \beta \). Second, both grains were split in half-spheres and combined to create again a full sphere with a grain boundary with the desired normal vector \( \hat{n} \). Tied on the minimum grain boundary energy for this set of macroscopic degrees of freedom, the microscopic DOF had to be probed. For each set of macroscopic DOF, initial translations of 0 and 1.5 \( \AA \) perpendicular to the grain boundary plane were carried out, to probe the excess volume of the GB. Similarly, initial in-plane translations parallel to the grain boundary plane were carried out in steps of 0 to 5 \( \AA \) for the direction perpendicular to the tilt axis, and in steps of \( d_{\text{init}}/5 \) along the tilt axis, with \( d_{\text{init}} \) being the interplanar spacing along this direction, \( d_{\text{init}} = a/\sqrt{r^2 + k^2 + l^2} \) (\( hkl \)) are the Miller indices of the rotation axis. In addition to that a cutoff radius of either 0 or 0.25 \( \AA \) was used to delete overlapping atoms. In total, 144 different starting configurations of the microscopic DOF to relax the atomic positions and obtain the optimized structure for one set of macroscopic DOF of a grain boundary were used. After relaxation of all structures, the one with the minimum energy was kept in the database. Note that there is no guarantee that the minimum grain boundary energies are the absolute minimum energies for the respective set of macroscopic DOF, but an analysis of the relaxed trial structures showed that on average more than 25% of all initial sets of macroscopic DOF relax into the same state, which had the lowest energy of the set, or deviated by \( \leq 1\% \) from it. After relaxation of the atomic positions the grain boundary energy was calculated using only the atoms of an inner sphere with a radius of \( r_i \) (\( r_i = 20a_{\text{Fe}} \)), to avoid surface effects. Note that the difference between \( r_o \) and \( r_i \) had to be larger than the cut-off radius of the used interatomic potential plus the maximum applied parallel shift. The grain boundary energy was calculated according to the following equation

\[
E_{\text{GB}} = \frac{\sum_{n=1}^{N} E_{\text{pot}, n}}{\pi r_i^2},
\]

where \( N \) is the number of atoms in the inner sphere and \( E_{\text{pot}, n} \) the energy of the \( n \)-th atom in the inner sphere of all the initial macroscopic DOF, those which result in the minimum grain boundary energy for the given macroscopic DOF, were kept, and represented one datapoint in the energy landscape.

Table 3. Sampling parameters for each subspace, defined by rotation axis \( \hat{n} \):

| Subspace | \( \theta_{\text{max}}^\square \) | \( N_{\text{ref}} \) | \( N_{\text{total}} \) | \( N_{\text{init}} \) | \( N_{\text{seq}} \) | \( N_{\text{grid}} \) |
|----------|------------------|----------------|----------------|----------------|----------------|----------------|
| 100° STGBs | 90 | 97 | 46 | 16 | 20 | 1801 |
| 110° STGBs | 180 | 187 | 91 | 31 | 20 | 3601 |
| 111° STGBs | 120 | 125 | 61 | 21 | 20 | 2401 |

Atomistic Data Generation: The macroscopic DOF, in this case the misorientation angle, was varied between 0 and a maximum angle \( \theta_{\text{max}}^\square \) for each subspace, which was defined by the rotation axis: \( \theta_{\text{max}}^\square = 90° \) for [100] STGBs, 180° for [110] STGBs and 120° for [111] STGBs. A reference database with \( N_{\text{reg}} \) grain boundaries was generated, with a regular high throughput sampling technique and a spacing of \( \theta = 1° \), plus additional \( \Sigma \) grain boundaries, resulting in \( N_{\text{reg}} = 91 + 6, 181 + 8, \) and 121 + 6 data points, respectively. Information about the additional \( \Sigma \) grain boundaries can be found in Tables B1–c in Appendix B. The runs using the sequential sampling technique had \( N_{\text{init}} \) initial design points taken as equidistant subsets of the reference database. The points in the sequential design proposed in Section Sequential Designs for Kriging were chosen from an equidistant grid with

\[
N_{\text{grid}} = 2\theta_{\text{max}}^\square + 1
\]

points. Here the corresponding GB-energies were obtained from the reference database by linear interpolation.

Figure 6 shows that the maximum absolute error generally decreases with increasing number of sequential iterations, and it was decided to limit \( N_{\text{init}} \) to 20, to prove that the new technique is able to sample a subspace with as few grain boundaries as possible with a high accuracy. The information regarding the different sampling parameters is summarized in Table 3.

To analyze the influence of \( \nu \) towards the sampling of the subspace, first of all every subspace was sampled with the sequential sampling technique three times with different fixed \( \nu \) values each. The different \( \nu \) values chosen for the sampling were 0.5, 1.5, and 2.5. After that the sampling was repeated with \( \nu \) limited between 0.5 and 2.5 but estimated from the atomistic data using the MLE technique.

Appendix A: Further Results for The RSW Model

In this part of the Supporting Information we continue the investigation of Section 2.2 and provide results for five more test functions, which were considered in ref. [7] and are depicted in the left plots of Figures A1–A5, respectively. The functions \( F_4 \) and \( F_5 \) are examples of [100] and [111] STGBs. The RSW function \( F_{\text{RSW}} \) considered in Section 2.2 of the main part of the paper also belongs to this class, representing the [110] symmetric tilt grain boundary. On the other hand the functions \( F_4 \) and \( F_5 \) represent the [100], [110], and [111] twist grain boundaries. Note that not all functions satisfy the boundary condition \( f(0) = f(\theta_{\text{max}}) \) which is automatically satisfied by the trigonometric interpolator. For this reason we first transformed the data via \( y \rightarrow x ) = f(\theta_{\text{max}}) \) which is automatically satisfied by the trigonometric interpolator. For this reason we first transformed the data via \( y \rightarrow x = (a \theta + b) \) where the numbers \( a, b \) are chosen such that \( f(0) = f(\theta_{\text{max}}) \). Prediction was performed for the data transformed in this way, and afterward the predicted data were transformed back.

A.1. Comparison of Trigonometric Series and Kriging Interpolator

In analogy to Table 1 we state in Tables A1–A5 the maximum absolute error in Equation (1) for the remaining \( F_{\text{RSW}} \) functions for symmetrical...
tilt and twist grain boundaries with rotation axis \([100], [110], \) and \([111]\), and the interpolators under consideration. In all cases, different values for the parameter \(\nu\) including a data-adaptive choice \(\hat{\nu}\) by means of MLE were considered for the Kriging interpolator. These results confirm the findings from Section 2.2. For simulated data from the RSW model Kriging outperforms series interpolation for grain boundary energy prediction in all cases under consideration, where the value \(\nu = 2.5\) and MLE result in the best results for the Kriging estimator.

### A.2. Performance of The Sequential Design Algorithm

The following figures summarize the results concerning the sequential design algorithm for the \([100]\) and \([111]\) STGB subspaces \((F_1 \text{ and } F_3)\) and the \([100], [110], \) and \([111]\) twist grain boundaries subspaces \((F_4 \text{–} F_6)\). The illustration of our results is in complete analogy to the one used in Figure 2. The left plots show the respective dynamics of the sequential design algorithm for the best initial design leading to a final design of \(N_{\text{total}} = 65\) design points. As in Figure 2a, the \(\theta\)-value (angle) of the design points.
Figure A4. $F_5$: [110] twist grain boundaries subspace.

Figure A5. $F_6$: [111] twist grain boundaries subspace.

Table A1. $F_1$: [100] STGB subspace.

| N  | Trigonometric series | $\nu = 0.5$ | $\nu = 1.5$ | $\nu = 2.5$ | $\hat{\nu}$ via MLE |
|----|----------------------|-------------|-------------|-------------|------------------|
| 9  | 0.2163               | 0.1136      | 0.0949      | 0.0698      | 0.0925 ([$\nu$] = 1.5648) |
| 17 | 0.1206               | 0.0540      | 0.0434      | 0.0358      | 0.0365 ([$\nu$] = 1.9147) |
| 33 | 0.0690               | 0.0263      | 0.0206      | 0.0194      | 0.0198 ([$\nu$] = 1.8653) |
| 65 | 0.0384               | 0.0131      | 0.0100      | 0.0082      | 0.0086 ([$\nu$] = 1.7820) |

Table A2. $F_2$: [111] STGB subspace.

| N  | Trigonometric series | $\nu = 0.5$ | $\nu = 1.5$ | $\nu = 2.5$ | $\hat{\nu}$ via MLE |
|----|----------------------|-------------|-------------|-------------|------------------|
| 9  | 0.1020               | 0.0600      | 0.0519      | 0.0356      | 0.0357 ([$\nu$] = 2.4938) |
| 17 | 0.0573               | 0.0291      | 0.0240      | 0.0160      | 0.0160 ([$\nu$] = 2.4938) |
| 33 | 0.0318               | 0.0143      | 0.0114      | 0.0073      | 0.0073 ([$\nu$] = 2.4938) |
| 65 | 0.0175               | 0.0071      | 0.0055      | 0.0035      | 0.0035 ([$\nu$] = 2.4938) |

Table A3. $F_3$: [100] twist grain boundary subspace.

| N  | Trigonometric series | $\nu = 0.5$ | $\nu = 1.5$ | $\nu = 2.5$ | $\hat{\nu}$ via MLE |
|----|----------------------|-------------|-------------|-------------|------------------|
| 9  | 0.0414               | 0.0252      | 0.0229      | 0.0155      | 0.0156 ([$\nu$] = 2.4938) |
| 17 | 0.0228               | 0.0124      | 0.0105      | 0.0069      | 0.0069 ([$\nu$] = 2.4938) |
| 33 | 0.0125               | 0.0061      | 0.0049      | 0.0031      | 0.0031 ([$\nu$] = 2.4938) |
| 65 | 0.0068               | 0.0031      | 0.0024      | 0.0015      | 0.0015 ([$\nu$] = 2.4955) |

Table A4. $F_4$: [110] twist grain boundary subspace.

| N  | Trigonometric series | $\nu = 0.5$ | $\nu = 1.5$ | $\nu = 2.5$ | $\hat{\nu}$ via MLE |
|----|----------------------|-------------|-------------|-------------|------------------|
| 9  | 0.1461               | 0.1046      | 0.0871      | 0.0608      | 0.0655 ([$\nu$] = 2.2559) |
| 17 | 0.0812               | 0.0499      | 0.0403      | 0.0269      | 0.0270 ([$\nu$] = 2.4938) |
| 33 | 0.0451               | 0.0244      | 0.0191      | 0.0123      | 0.0154 ([$\nu$] = 1.9192) |
| 65 | 0.0252               | 0.0121      | 0.0093      | 0.0060      | 0.0074 ([$\nu$] = 1.9423) |

Table A5. $F_5$: [111] twist grain boundary subspace.

| N  | Trigonometric series | $\nu = 0.5$ | $\nu = 1.5$ | $\nu = 2.5$ | $\hat{\nu}$ via MLE |
|----|----------------------|-------------|-------------|-------------|------------------|
| 9  | 0.0581               | 0.0278      | 0.0238      | 0.0163      | 0.0164 ([$\nu$] = 2.4938) |
| 17 | 0.0333               | 0.0134      | 0.0110      | 0.0074      | 0.0074 ([$\nu$] = 2.4938) |
| 33 | 0.0186               | 0.0066      | 0.0052      | 0.0034      | 0.0034 ([$\nu$] = 2.4938) |
| 65 | 0.0103               | 0.0033      | 0.0025      | 0.0016      | 0.0016 ([$\nu$] = 2.4938) |

indicates the location in the interval [0, $\theta_{\text{max}}$], the $y$-value the stage in the sequential design algorithm (stage 0 corresponds to the initial design). The $F_{RSW}$-function from which data are evaluated is plotted in gray. The right plots state the maximum absolute error of the Kriging interpolator in combination with the sequential design algorithm in dependence of the initial design size $N_{\text{init}}$ and the total design size $N_{\text{total}}$.

The results confirm our finding from Section 2.2. In all cases under consideration the sequential design leads to a substantial improvement.
Table B1. Σ STGBs added to the reference data sets for the (a) [100], (b) [110], and (c) [111] STGB subspace, which is defined by the rotation axis \( \vec{\rho} \).

| \( \Sigma \) | 5  | 5  | 13 | 13 | 41 | 41 |
|---|---|---|---|---|---|---|
| \( \theta[^\circ] \) | 36.87 | 53.13 | 22.62 | 67.38 | 12.68 | 77.32 |

| \( \Sigma \) | 3  | 3  | 9  | 9  | 11 | 11 | 51 | 51 |
|---|---|---|---|---|---|---|---|---|
| \( \theta[^\circ] \) | 70.53 | 109.47 | 38.94 | 141.06 | 50.48 | 129.52 | 16.10 | 163.90 |

| \( \Sigma \) | 7  | 7  | 13 | 13 | 57 | 57 |
|---|---|---|---|---|---|---|
| \( \theta[^\circ] \) | 38.21 | 81.79 | 27.80 | 92.20 | 13.17 | 106.83 |

of the Kriging interpolator and allocates more design points to regions close to cusps.

Appendix B: Special STGBs of The Reference Data Sets

The data generation of the reference data sets is described in Section Atomistic Data Generation. In addition to the equally spaced design points of the regular sampling, the positions of the special, CSL based, grain boundaries were added. Their energies represent the deep cusps in the energy function. The orientation relationships of these grain boundaries are displayed in Table B1a for the [100] subspace, in Table B1b for the [110] subspace, and in Table B1c for the [111] subspace together with their \( \Sigma \) value.

Appendix C: Further Atomistic Simulation Results

In this section we will present additional results for the situation discussed in Section 2.3. The dynamics of the sequential design algorithm and the Kriging predictions for different subspaces are shown in Figure C1 ([100] STGB subspace), Figure C2 ([110] STGB subspace), and Figure C3 ([111] STGB subspace), respectively. As in the main part of the paper, different choices of the smoothness parameter including a data-adaptive choice via maximum likelihood estimation were considered. The positions of the design points (misorientation angle \( \theta \)) in the interval \([0, \theta_{\text{max}}] ([100]: \theta_{\text{max}} = 90[^\circ], [110]: \theta_{\text{max}} = 180[^\circ], [111]: \theta_{\text{max}} = 120[^\circ]) are indicated by a ▴. The left y-value indicates the stage in the sequential design algorithm (stage 0 corresponds to the initial design), the right y-value the grain boundary energy in \( Jm^{-2} \) calculated by the Kriging interpolator. As for the simulations described in Section 2.3 the sequential design places a significant number of points close to a priori unknown cusps. Again, we observe that the sequential design strategy chooses more points in neighborhoods of the cusps, independently of the choice of \( \nu \), but the resolution of the sampling depends on the choice of \( \nu \). Finally, we briefly discuss the data adaptive choice of the smoothing parameter by the maximum likelihood method. For the [100] and the [111] subspace the data adaptive choice of the smoothing parameter starts at \( \hat{\nu} = 0.85 \) and \( \hat{\nu} = 1.51 \), respectively. For both subspaces \( \hat{\nu} \) decreases to 0.5 during the sequential algorithm and stays close to this value after a few iterations. If the Kriging interpolator and the sequential design are used for exploring the [110] subspace, the algorithm starts with \( \hat{\nu} = 1.39 \), decreases during the iterations, but does not converge to 0.5. Instead it decreases toward 0.6 and varies between 0.6 and 0.65.

Figure C1. Dynamics of the sequential design algorithm (\( N_{\text{seq}} = 20 \) sequential design points) for exploring the [100] STGB subspace by a Kriging interpolator with different smoothing parameters. a) \( \nu = 0.5 \), b) \( \nu = 1.5 \), c) \( \nu = 2.5 \), and d) \( \hat{\nu} \) calculated by MLE.
Figure C2. Dynamics of the sequential design algorithm ($N_{\text{seq}} = 20$ sequential design points) for exploring the [110] STGB subspace by a Kriging interpolator with different smoothing parameters. a) $\nu = 0.5$, b) $\nu = 1.5$, c) $\nu = 2.5$, and d) $\hat{\nu}$ calculated by MLE.

Figure C3. Dynamics of the sequential design algorithm ($N_{\text{seq}} = 20$ sequential design points) for exploring the [111] STGB subspace by a Kriging interpolator with different smoothing parameters. a) $\nu = 0.5$, b) $\nu = 1.5$, c) $\nu = 2.5$, and d) $\hat{\nu}$ calculated by MLE.
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