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Abstract
Subscription-based business is booming in recent years, especially in the entertainment sector such as video and music streaming. Usually one subscription account can be shared among family members for the convenience of subscribers. However, account sharing also creates challenges for service provider, as many account owners share their subscriptions outside of the household. The widely spread practice of unauthorized sharing causes huge revenue loss for service providers. However, service providers are very cautious to pursue violators because identifying unauthorized shared accounts is a challenging task. First, the sheer volume of unstructured and noisy data makes it prohibitive to manually process the data. Moreover, it is legitimate for family members to share an account from any location and use many devices as they want. It is tricky to differentiate between unauthorized and legitimate sharing. In this paper, we propose an efficient solution to address the account sharing problem. Based on usage log data, our solution builds user profiles by accumulating and representing geolocation and device usage information. Then we estimate the risk of unauthorized sharing by analyzing the usage pattern of each account. The proposed solution can identify a large number of shared accounts and help service providers to recoup a significant amount of lost revenue.
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1 Introduction

Last decade has seen significant developments in the subscription-based business. For example, Microsoft launched Office 365 (now Microsoft 365) to transition its conventional sale of Microsoft Office to a subscription service. Adobe Photoshop and Acrobat have also become a mostly subscription-based business. The content streaming industry has seen even more growth, with big names such as Netflix, YouTube, Amazon Prime, and more recently, Disney+. The COVID-19 pandemic has further accelerated the growth of video streaming subscriptions. In order to attract more customers, service providers usually offer family sharing subscriptions. For instance, Microsoft offers the Microsoft 365 Family, Google has YouTube Premium and Netflix also has the Premium plan for family sharing. Note that these plans are intended for users within the same household. However, sharing is so easy in the internet era, many members are sharing their subscription accounts with users outside of their household. A poll by Thomson Reuters in 2014 found that 15% to 20% of millennials shared their accounts [1]. Another poll by Consumer Reports in 2015 [2] found that 46% of respondents who use a streaming service share their accounts with external users. More recently in 2018, a study by CNBC found that an estimated 35% of millennials share passwords for streaming services [16]. This unauthorized sharing of subscriptions results in a huge loss of potential sale for service providers. The loss could be over 100 millions of dollars per month for Netflix alone according to [15, 16]. In addition to owners willingly sharing their accounts, there are fraudulent sharing when accounts were hacked and sold. For example, after the launching of Disney+, thousands of accounts were up for sale on hacking forums [10]. Although this kind of fraudulent sharing happens less frequently, it often causes a single account being used by a large number of people, leading to excessive resource consumption. For the sake of simplicity, account sharing means exclusively unauthorized sharing (with external users) for
the rest of this paper. Sharing within a household is noted as *legitimate sharing* to avoid confusion.

It is clear that service providers would benefit remarkably by restraining account sharing practices. However, they hesitate to address the problem due to multiple reasons. First, the sheer volume of data makes it hard to start: leading providers have millions of users and billions of connections each month. Second, the data is unstructured and noisy: user logs are plain text with lots of missing or inaccurate data. Last but perhaps the most tricky problem is the existence of legitimate account sharing at the same time. Family members are allowed to share one account from anywhere, either in home or another state, and use any device of their choice. The prohibitive cost of manual labeling and the high risk of falsely restraining legitimate accounts have long discouraged service providers from tackling the account sharing problem. Only very recently in 2021, it is reported [5, 9, 17] that Netflix is testing a crackdown on account sharing. The crackdown is carried out in a small scale. Netflix is very cautious about the practice, which demonstrated how sensitive and risky it could be. Nevertheless, they finally decided to tackle the issue. This reveals that the loss is too significant to bear, even for a company with a yearly revenue of 25 billion dollars.

In this paper, we propose a novel solution that utilizes customer log information for automatically identifying shared accounts. It handles both fraudulent sharing from hackers and intended sharing between friends. This will benefit service providers in two ways: (1) the opportunity of significantly growing their revenue: conversion of shared accounts to regular paid accounts will bring in millions of dollars because of their large customer bases; (2) restricting shared accounts that do not convert to paid accounts, as well as fraudulently shared accounts. This leads to server/network load reduction and significant cost cutting.

### 2 Existing work

Currently, the most popular way of restraining account sharing is limiting the number of concurrent sessions. In addition, some providers ask users to register a limited number of devices to their accounts. However, the first approach can adversely affect concurrent usage by family members, who are entitled to do so. In addition, limiting concurrent usage can be circumvented by sharing accounts at different time periods. Having to register a limited number of devices is not desirable either, as it will negatively impact customer experiences for multiple reasons. First, it is a hassle for the customers to do the registration. In addition, with the number of streaming-enabled devices available nowadays, it is easy to hit the limit. Finally, an account owner can sell/give the “registered” devices to other people, so they can use the “registered” device to other people.

There has been considerable research [4, 18, 19, 22] on modeling user behavior from session logs, for the purpose of improving recommendations. They mostly focus on identifying multiple users in an account, because recommendation systems will return inferior results when multiple users are mixed in one shared account. In [4], Bajaj and Shekhar proposed to use hierarchical clustering to combine similar channels into clusters, thus decomposing a single account into multiple personas so they can customize the recommendation for each person in the family. Verstrepen and Goethals [18] proposed a Dis-AMbiguating Item-Based (DAMIB) algorithm which originated from the item-based top-N collaborative filtering approach. It implicitly splits the shared account into subsets so that preferences from different users are not tangled together. The implicit split helps circumventing the task of estimating the number of users which is error prone. Based on the assumption that different users have distinct temporal usage patterns in Internet Protocol Television (IP-TV) services, Wang et al. [19] proposed to decompose an account into multiple virtual users. In the context of online flight recommendation, one account can also be used to book tickets for multiple persons (friends and family members, etc.). Zhao et al. [22] tackles the problem by using topic modeling for passenger prediction. There are a few papers [11, 20] which attempted to determine whether an account is shared by multiple users. Subspace clustering was used in [20] for identifying users in movie rating datasets. To find out if an account was shared by multiple users, they used a model selection approach based on Bayesian Information Criterion (BIC). Visual inspection was used to check the results due to the lack of ground truth. Jiang et al. [11] proposed to use affinity propagation [8] algorithm to discover the number of clusters when grouping sessions within an account, thus determining the number of users that shared the account. These existing approaches for identifying multiple users are not applicable for identifying unauthorized account sharing. Because they do not distinguish whether the multiple users are from the same household or not. The fact that one account is shared by multiple users does not mean that it is shared with external users. More often than not, they are shared within households.

A company named Synamedia unveiled a service called “Credentials Sharing Insight” at Consumer Electronics Show in 2019 [13]. Their solution is to cluster users based on their streaming behaviors using a number of factors, e.g., when and where an account is accessed, what content and what device, etc. It then looks for anomalies in user’s behaviors and determines the probability of sharing. They classify account sharing as two types: “casual” (sharing between friends and families) and “fraudulent” (sharing...
due to accounts being hacked). The “fraudulent” accounts will be targeted for restraining. Nevertheless, fraudulent sharing only takes a small portion of account sharing. Most account sharing happens between friends as many surveys have shown. It is unclear if their solution can differentiate account sharing among friends from sharing within households. There is no public available report about their performance. This is understandable as their data are private. In addition, without a significant amount of human-labeled data, performance evaluation is infeasible as there is no ground truth to compare against. However, without performance metrics or some other ways to demonstrate that the results are trustworthy, service providers would be hesitant to adopt a solution due to the risk of losing customers.

The crackdown [17] that Netflix introduced recently is a form of two-factor authentication. When a user logins into an account, he/she will be asked to verify with a code sent to the account owner. This could curtail the fraudulent sharing and discourage owner-allowed sharing to some extent. However, as long as owners don’t mind passing that occasional code, the crackdown will be of no use. In addition, this adds some inconvenience to account owners as they also need to go through the verification process.

### 3 Our approach

All service providers have some logs about how their customers connect and use their service, because customers have to go through some authentication steps in order to use their service. In this paper, we will use the data from the TV Everywhere ecosystem (one major player in the video streaming business) as an example, although our solution can be easily adapted to other data. TV Everywhere is also known as authenticated streaming, where subscribers are authenticated and authorized to stream video from Multichannel Video Programming Distributors (MVPDs). Major MVPDs in USA all have millions of subscribers. For example, both AT&T and Comcast have 20+ million subscribers [7]. The TV Everywhere ecosystem has access to session logs of all subscribers. Each session log contains a slew of information such as account ID, location and some content information, as shown in Fig. 1.

For anyone who tries to tackle the account sharing problem, a major challenge is that there is no ground truth label, since the labeling cost is prohibitive as we discussed in Section 1. This certainly limits our choice of algorithms. More importantly, a major issue arises: without any ground truth to compare against, how can we justify the results of the service? This is a critical question for demonstrating the value of our approach, due to the consequences of restricting account sharing: treating normal accounts as shared accounts (false alarm) will impact their customer experience and lead to potential loss of business. Classifying shared accounts as regular accounts, on the other hand, means the solution brings no value. We believe that only an explainable and presentable solution can address this challenge. Whether an account is identified as shared or not, it is paramount that service providers (e.g. MVPDs in the TV Everywhere ecosystem) can easily understand the reason so they can trust the results.

The account sharing detection solution must accommodate all variations that a normal account could have, so regular users are not impacted. After all, good user experience is the key for service providers to maintain and grow their customer bases. This means that it needs to handle the following scenarios and label them as normal accounts: 1. a big family with a large number of concurrent sessions, since everyone likes the freedom of choosing his/her own content; 2. ever-growing number of devices in a household as new devices are being added all the time; 3. family members commuting to places such as school/office/mall, or traveling to other states and accessing the service.

Although the problem is complicated, we have the following observations: First, non-family users (unauthorized sharing) are unlikely to share devices with account holders, since they live in physically different places. They might use devices that were owned by the account holder previously, through sale/gift, but the devices are transferred and not shared, so the account owner is unlikely to use them again. Second, non-family users typically access the service from different locations, rather than the home of account holders. Otherwise, they are more like a part of the household and virtually impossible to identify. Based on these principles, we propose to jointly utilizes geolocation and device information to estimate a sharing score for each account. Algorithm 3 describes how the sharing score is estimated. It depends on user profiles that are obtained from Algorithm 1 and Algorithm 2. Algorithm 1 scans through the log data, extracts user information and constructs efficient retrievable user profiles. Note the GPS coordinates in the session logs are usually noisy, so usage in one location, e.g. home, can have different coordinates (although ideally it should only be one). Algorithm 2 merges neighboring locations. Without this procedure, multiple geolocations might be associated with an account even if the owner only streams in her/his home.

#### 3.1 Notations

Before presenting the algorithms, we first introduce the notation and related data structures, which are shown in Fig. 2.
Fig. 1 An example session log. Each session log contains comprehensive information including the subscriber’s ID (obfuscated), the device used for connection, the GPS location, etc.

1. **Device Usage Map (DUM)** represents a distribution of device usages. It is a hashmap \( M = \{(D^0 : C^0), (D^1 : C^1), \ldots, (D^K : C^K)\} \), \( K \) is the number of devices used in the location. \( D^k \) is the \( k^{th} \) device in the list, \( C^k \) is the count (histogram) of usage for the \( k^{th} \) device.

2. **Location Usage Map (LUM)** is a hashmap in the form \( \{(L_0 : M_0), (L_1 : M_1), \ldots, (L_N : M_N)\} \), where \( N \) is the number of locations associated with the account. \( L_i \) is the \( i^{th} \) GPS coordinates, \( M_i \) is the Device Usage Map associated with \( L_i \). For instance, a LUM with only one element: \( \{(40.2814, -111.6980) : \{(4277780 : 16), (11090085 : 2)\}\} \). This means that 2 devices have been used at location \( (40.2814, -111.6980) \): device #4277780 was used 16 times (appears in 16 sessions), device #11090085 was used twice. Note we only keep up to 4 decimal places for GPS coordinates, i.e., locations are discretized. Because of this discretization, the minimal distance between any two locations is about 11 meters.

3. **userMap** stores the profile of all users; each entry contains a userID and a Location Usage Map associated with the account. It stores all locations and devices that are associated with the account, as well as the relationship between locations and devices (which devices are used in which locations). The relationship can be represented as a 2D (location-device) matrix, but the matrix will be very sparse: an account can have a long list of locations in its LUM due to traveling or account sharing; a location can have a long list of DUMs since a household can have an arbitrary number of devices. Therefore, we use a hashmap to represent these 3 levels of maps: userMap, Location Usage Map and Device Usage Map, so to make our approach very efficient (searching for their keys happens in a constant time).

4. **deviceMap** is a hashmap: \( \{(\text{original deviceID} : \text{device index}), \ldots\} \). It represents a mapping from the original deviceID (a string) to an integer value, e.g., 4277780 in the above example. Checking whether a
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device exists in the system is super efficient using hashmap. In addition, a device can appear in many locations, even across users. Using an integer instead of a string can reduce the space requirement significantly.

3.2 Algorithms

Our solution consists of four steps: 1. Scan log data and build initial user profile using Algorithm 1. 2. For each user, merge fragmented userMaps caused by GPS error based on Algorithm 2. 3. Estimate the sharing score for each user using Algorithm 3. 4. Visualize results.

Algorithm 1 Build initial user profiles (location and device graph).

1. Initialization: deviceMap ← {}, userMap ← {}, nDevices ← 0
2. Go through all session logs, one session at a time, to build userMap:
   (a) Extract usage information, e.g., deviceID and GPS coordinates \( X \).
   (b) if deviceID ∈ deviceMap then
       Get its device index \( k \).
       else
       Add \( \{ \text{deviceID : nDevices} \} \) to deviceMap
       \( k \leftarrow nDevices, nDevices \leftarrow nDevices + 1 \)
   end if
   (c) if userID ∈ userMap then
       Merge to the existing entry in userMap:
       if \( X \) in the associated LUM, say \( X = L_j \)
       then
       if \( k \in M_j \) then
           Increase usage count in the corresponding entry in \( M_j \)
       else
       Add a new entry \( \{ k : 1 \} \) to \( M_j \)
       end if
       else
       Add \( \{ X : (k : 1) \} \) to the LUM
       end if
   else
   Create an entry in userMap for this new account
end if

Once we run through Algorithm 1, a userMap is built for each user. Each userMap has its Location Usage Map, associated with all the locations where the account has been used. Due to GPS noise, even if an account is only used at home, its LUM can have multiple entries, which in turn can adversely impact the sharing score estimation. Therefore, we use Algorithm 2 to address the noise in location.

Algorithm 2 Merge user profiles.

For every user in the userMap, do the following:

1. Multiply all entries in the LUM of the user with a smooth kernel.
2. Merge entries with the same coordinates.
3. Non-maximum suppression:
   Sort the result LUM by their number of device usages, in descending order.
   \( i \leftarrow 0, P \leftarrow ||LUM|| \)
   while \( i \neq P \) do
     for all \((L_j : M_j), j > i \) do
       if \( \text{dist}(L_i : L_j) < \phi \) then
         Merge \( M_j \) into \( M_i \) (combine their device usage)
         Delete \((L_j : M_j)\)
         \( P \leftarrow P - 1 \)
       end if
     end for
     \( i \leftarrow i + 1 \)
   end while

The kernel smoothing in Algorithm 2 step 1 spreads each entry of LUM to 5 entries. For example, for an entry of \(((\text{lat}, \text{lon}) : M)\), after smoothing, it becomes 5 entries \{((\text{lat, lon}) : M_1), ((\text{lat} - 0.0001, \text{lon}) : M_2), ((\text{lat} + 0.0001, \text{lon}) : M_2), ((\text{lat}, \text{lon} - 0.0001) : M_2), ((\text{lat}, \text{lon} + 0.0001) : M_2)\}. \( M_1 \) is similar to \( M \), except that for each entry in \( M_1 \), the count is half of the corresponding entry in \( M \). As mentioned before, \text{lat} and \text{lon} have 4 decimal places. By adding/subtracting 0.0001 in GPS coordinates, the four new entries are located right next to the original coordinates \((\text{lat}, \text{lon})\). For their Device Usage Map, the value of each entry in \( M_2 \) is 1/8 of the corresponding entry in \( M \). So the total usage count of these 5 entries equals to the total count in the original entry \(((\text{lat}, \text{lon}) : M)\), only they are distributed among these entries.

After smoothing, there will be many entries with the same coordinates (because neighboring entries spread to each other). Then we merge them so each location only has one Device Usage Map, followed by non-maximum suppression. These steps help to handle fluctuations in GPS coordinates, by combining fragmented entries (due to error in coordinates) in the Location Usage Map into one single entry. Consider an over-simplified example: for a certain user who only accesses service from home, 3 entries are included in the associated LUM because of GPS noise, including one in the true location, one on the left and one
on the right. After running through Algorithm 2, there will be only one entry remaining, with the true location. \( \phi \) is set to be 50 meters in our experiment. The average GPS accuracy is about 7.8 meters [3], well within the \( \phi \) range. This \( \phi \) setting is also fine enough to identify accounts that are shared with non-family members, as it is unlikely that non-family members live within 50 meters.

Assuming the GPS noise follows a Gaussian distribution with zero mean \( \mathcal{N}(0, \sigma) \), the observed coordinates will be scattered around the true coordinates. Algorithm 2 will merge them to a single entry, whose coordinates are likely the true value. If the GPS noise follows a non-zero-mean Gaussian distribution \( \mathcal{N}(\mu, \sigma) \), meaning there is a systematic error associated with the GPS, all coordinates will be shifted by \( \mu \). Nevertheless, the coordinates in the log of the same household will be scattered (due to noise) around that shifted center location. The drift will not affect the scoring algorithm since Algorithm 3 is only based on the usage pattern and relative distances, not the absolute location.

The userMap generated from Algorithm 1 captures the usage pattern of all accounts: one entry for an account. Each entry contains a userId and its Location Usage Map, which includes a list of locations ordered by their device usage (from large to small). We use the Google Map API for visualizing the usage pattern, so it can be easily seen why an account is labeled as normal or abusive sharing. Some screen captures of the interactive map are shown in the results section, such as Table 1, Tables 7 and 9. Each location associated with the account is tagged with a red balloon. A red circle is centered at the root of each balloon, representing the usage in that location. The bigger the circle, the larger the number of uses (sum of all device usages in that locations). Note the circle size is not linearly proportional to the number of uses because the range can be very wide, from 1 to several thousands. Instead, the size is based on the natural logarithm of the numerical value, so that we can see the difference in usages across different locations. The location with the most uses is called the base location of the account. The base location is important for the scoring Algorithm 3. A regular account is more likely to have a dominant base location, because that is the place where most household members access the service. For a heavily shared account, the usage pattern is more distributed.

### 3.3 More on the scoring algorithm

Algorithm 3 estimates the score (risk) of an account being shared, by checking the device usage of all locations other than the base. If a device is not in the list of “registered” devices, i.e., it is a new device never used in the base location, it is more likely to be used by outsiders (users not belonging to the household). If it appears in the list, but used much more often in other locations than the base, it is also possibly an outsider’s device (e.g. a friend who visits occasionally), although the probability is much lower than an “unregistered” device. This is captured in step (4) of Algorithm 3. We believe that the risk of sharing is fairly low when the non-base usage is not significantly higher than the usage at the base location. \( \beta \) is set to be 20 in our experiments. That is, when the usage in other locations is 20 times as high, \( R_i \) is increased by 0.5. \( R_i \) represents the sharing evidence from devices associated with the \( i^{th} \) location. Higher \( R_i \) leads to higher \( R \), which ultimately leads to a higher sharing score. \( r - \beta \) is divided by 3 so the logistic curve does not saturate too quickly. We apply the logistic function when updating \( R_i \), so that the influence from each device usage is bounded. In other words, an extreme usage of one device at one location will not change \( R_i \) too much. High sharing score comes from consistent high usage of multiple “unregistered” devices.

We are conservative in triggering higher sharing scores so

---

**Algorithm 3: Sharing score estimation for each user in userMap.**

1. Given \( \left( \mathcal{L}_0 : \mathcal{M}_0 \right), \left( \mathcal{L}_1 : \mathcal{M}_1 \right), \ldots, \left( \mathcal{L}_N : \mathcal{M}_N \right) \). Set the base location \( \mathcal{L} \leftarrow \mathcal{L}_0 \).
2. Initiate a “registered” device map \( \mathcal{M} \leftarrow \mathcal{M}_0 \). Initiate risk score \( R \leftarrow 1 \).
3. For \( i = 1, 2, \ldots, N \):
   
   a. Calculate distance weight: \( W_i^d \leftarrow \log_2(\max(\text{dist}, \alpha)) \), where \( \text{dist} \leftarrow |\mathcal{L}_i - \mathcal{L}| \).
   
   b. Let \( \mathcal{M}_i \) be \( \left( \mathcal{D}_i^0 : \mathcal{C}_i^0 \right), \left( \mathcal{D}_i^1 : \mathcal{C}_i^1 \right), \ldots, \left( \mathcal{D}_i^J : \mathcal{C}_i^J \right) \), where \( J \) is the number of devices associated with the \( i^{th} \) location. \( \mathcal{D}_i^j \) is the \( j^{th} \) device ID, \( \mathcal{C}_i^j \) is the count of usages for the \( j^{th} \) device.
   
   c. \( R_i \leftarrow 0 \)

      for \( j = 0, 1, \ldots, J \) do

      if \( \mathcal{D}_i^j \in \mathcal{M} \), say \( \mathcal{D}_i^j = \mathcal{D}^k \) then

      \( r \leftarrow \frac{c_i^j}{c_i^k} \)

      \( R_i \leftarrow R_i + \frac{1}{e^{(r-\beta)/3}+1} \)

      \( c_i^k \leftarrow c_i^k + c_i^j \)

      else

      \( R_i \leftarrow R_i + 1 \)

      Add \( \left( \mathcal{D}_i^j, \mathcal{C}_i^j \right) \) to \( \mathcal{M} \)

      end if

      end for

   d. \( R \leftarrow R + R_i \ast W_i^d \)

4. \( W^t \leftarrow \log_2(\max(t, \gamma)) \), \( t \) is the number of devices used by the account.
5. \( R \leftarrow R \ast W^t \)
6. Sharing score \( S \leftarrow 2 \ast \frac{1}{e^{(R-\beta)/3}+1} - 1 \)
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Table 1  This account has been used by 27 devices in total. They are all used in the base location and the number of devices is not super high, so it is still likely a case of family sharing. The sharing score is not 0, but relatively low at 0.05

| Usage visualization | Location usage map |
|---------------------|--------------------|
| ![Usage visualization](image) | `{(39.9194, -75.4205): [11687811: 2, 2217860: 7, 12263382: 5, 1016583: 57, 77: 10, 578254: 3, 17937: 20, 10821077: 4, 3304278: 3, 11051844: 2, 12391413: 4, 10117597: 2, 8626432: 3, 2583585: 22, 6699239: 1, 6699240: 5, 1317930: 25, 2012653: 35, 3827630: 1, 11688048: 4, 3908979: 1, 12391412: 1, 1015669: 11, 5412342: 12, 2622200: 16, 12721209: 2, 10457717: 2]}` |

that the solution is not sensitive to isolated numerical errors in the log. Nevertheless, we are still able to identify millions of shared accounts as shown in Section 4.

We also take the distribution of locations into account when estimating sharing scores. The idea is that uses far apart are more likely to be due to account sharing. Household members may go to work or school and stream video every day, but are less likely to go to the other side of the country. The distance weight $W_d$ is introduced for this purpose. The minimum distance $\alpha$ is set to be 50 so the distance weight will have no effect in Algorithm 3 (3d) for usage within 50 miles, while usage in locations which are hundreds of miles away will be penalized and lead to higher scores.

Even if all user sessions appear to happen in the base location, it is still possible that the account is shared since people can fake their location by geo-spoofing. For example, geo-spoofing has been used by Pokemon Go players to “go” to places without physically being there. It is not a widespread practice yet, but we should be ready to tackle it. The device weight $W_t$ in Algorithm 3 is designed for this purpose. The higher the number of devices, the higher the weight. So even if all streaming sessions share the same location, the score will still be higher if there is an extremely large number of devices. This is our first attempt to address the geo-spoofing problem, so we are relatively generous on the parameter setting, with $\gamma = 20$. For example, based on the current settings, if 400 devices are used in an account, the weight will equal to 2. If the account’s Location Usage Map has only one location (all sessions happen in one location), the final score will be 0.46. If the number of devices is less than $\gamma$, the weight is always 1. For accounts with just one location and less than 20 devices, their $R$ value in Algorithm 3 (5) is always 1. Consequently, they get score 0, which means an unquestionably safe account. Even with this generous setting, we identified some potentially shared accounts where all sessions appeared to be in one location; an example is shown in Table 2. The worst case has 6,829 devices under one account, clearly a shared account using geo-spoofing. It gets a score of 0.75, not extreme but high enough to be identified.

When calculating the distance and device weight, we use logarithm instead of the original value. This represents the empirical knowledge that larger values indicate higher risk of sharing but the risk doesn’t grow linearly. For example, distance changing from 50 to 100 miles is quite significant. Because 50 miles is likely within the range of local commuting (e.g., family members go to work), while 100 miles is probably not. On the other hand, distance changing from 1000 to 2000 miles is much less significant in terms of risk. They are both far away and require air travel, thus doubling the distance only leads to minor increase in sharing risk. When estimating sharing score, we use the logistic function so that it is bounded between 0 and 1.

4 Results and discussions

We use a three-month session log of the TV everywhere system to illustrate the proposed solution. The number of users in this data is 30,620,878. The total number of session records in the data is 1,032,254,858 and the size of this data is 1.01 terabytes. Using 0.5 as the threshold for sharing score, we identified about 6.45% of accounts as shared, with very high confidence. It is usually straightforward to see that they are shared, as we show in Tables 7 and 9. Using a much lower (loose) threshold of 0.05, we identified about 15.66% accounts as shared. Some manual verification might be needed for the these results. Nevertheless, based on some random checks, we can see that most of them are indeed likely shared accounts.

4.1 Accounts with only one location

About 70% of users stream videos from just one location using less than 10 devices. They are all labeled as regular/non-sharing accounts as their sharing scores are 0. The accounts which have zero sharing scores all have the same visualization: one location with a few devices. Note that having only one location associated with one account does not necessarily mean the account usage is legitimate.
Table 2  All sessions happen in just one location for this account. However, the account has been used by many more devices, 72 in total. The number of devices suggests that geo-spoofing is probably used. The score is relatively high at 0.21

| Usage visualization | Location usage map |
|---------------------|--------------------|
| ![Usage map](image1.png) | ![Location map](image2.png) |

There are many cases with a significant number of devices, although each of them only has one associated location. Two examples are shown in Tables 1 and 2: both have only one location for all sessions. However, geo-spoofing might be used in these two cases. The case in Table 2 is more likely to be account sharing, because an extraordinary number of devices is used.

4.2 Accounts with multiple locations

Having a large number of locations associated with one account does not necessarily mean the account is shared. It can be caused by family members traveling.

4.2.1 Low risk accounts

The cases in Tables 3, 4 and 5 represent an interesting usage pattern: many locations and few devices. We call them traveling accounts and they have very low sharing scores. For the case in Table 3, the account has two devices (#747409 and #868586) associated with it. The base location is (40.7046, -73.9216) where device #747409 was used 15 times and device #868586 was used 6 times. Both devices were used in other locations, suggesting that they were taken to travel around. The account sharing score is very low for this case (only 0.01) and it is labeled as a safe account. The score is not 0 though, because it is possible that a friend visited the account holder’s base location (probably home) multiple times with device #868586, thus he/she got the device “registered” to the account and lowered the account sharing score. Nevertheless, the probability is very low in comparison with other shared accounts. Note the sharing score is updated monthly with incoming data, so next month device #868586 will not be “registered” with the account if the friend no longer brings it to the account holder’s base location. As a result, the sharing score would be much higher according to Algorithm 3, as the device is not used in the base location. This would cause the account to be labeled as shared, which is the desired result. Therefore, even if users know about how we identify shared accounts, it is not easy for them to game the system: they have to pay regular visits to the account holders’ base location, in order to “register” their devices to the account. Otherwise, they will be identified.

The case in Table 6 represents another interesting type of usage pattern. Only 3 devices were used for accessing this account. However, the usage of the device #1858906 was higher in other locations than in the base location. So it might be a friend visited the owner’s home with the device (unauthorized sharing). But it is equally likely that this is legitimate as the owner could use the device more at other places. Notice the distances between different locations are rather large, this slightly increases the likelihood of sharing. Overall, this is borderline case with a sharing score of 0.11. It needs further human verification (probably keep monitoring for a longer period of time for better decision).

4.2.2 Shared accounts

We did find millions of accounts which are almost certainly shared. See Table 7, Tables 8 and 9 for some typical cases. Both accounts in Tables 8 and 9 have sharing scores of 1, the highest possible score, meaning they are definitely being shared outside of family. The account in Table 7, although not as wildly shared as the other two cases, is a shared account as well: it is virtually impossible for a family to have such a usage pattern.

4.3 Discussion

As we have argued, the solution has to be explainable and presentable so people can understand and trust it. This
Table 3  This account has been used in many locations but is identified as a regular account. Because few devices were used and there is one dominating base location. It is likely a family member traveling with a mobile device. The base location with most usage is labeled bold.

| Usage visualization | Location usage map |
|---------------------|--------------------|
| ![Usage Visualization](image1.png) | ![Location Usage Map](image2.png) |

{{40.6797, -73.9503}: [747409: 2], (40.859, -73.8908): [747409: 1], (40.8371, -73.8807): [747409: 1], (40.679, -73.9618): [747409: 1], (40.809, -73.9168): [747409: 1], (40.8276, -73.896): [747409: 1], (40.817, -73.8572): [747409: 3], (40.7046, -73.9216): [747409: 1], (40.6936, -73.9265): [747409: 1], (40.6471, -73.9549): [747409: 1], (40.7903, -73.9468): [747409: 7], (40.8202, -73.9202): [747409: 3], (40.8464, -73.9027): [747409: 4], (40.7758, -73.8749): [747409: 5], (40.7608, -73.9457): [747409: 1], ...}  

Table 4  This account was accessed from many locations across a large region. The location with most usage is labeled bold. The account is identified as a regular account: only 2 devices were used and the base location is evident. It is likely due to a family member traveling.

| Usage visualization | Location usage map |
|---------------------|--------------------|
| ![Usage Visualization](image3.png) | ![Location Usage Map](image4.png) |

{{25.6611, -80.4076}: [3279424: 2, 554707: 15], (26.0168, -80.1511): [3279424: 1], (25.9929, -80.2742): [554707: 3], (26.249, -80.2069): [554707: 1], (26.1103, -80.27): [554707: 1], (25.7003, -80.4076): [554707: 7], (25.8901, -80.3415): [554707: 4], (25.7669, -80.2387): [554707: 5], (25.8753, -80.2018): [554707: 1], ...}  

Table 5  The account has been accessed from a large number of locations. There is no clear base (heavily used) location: usage from all locations are similar. However, there is only 1 device ever being used. So it is the owner traveling.

| Usage visualization | Location usage map |
|---------------------|--------------------|
| ![Usage Visualization](image5.png) | ![Location Usage Map](image6.png) |

{{34.7094, -80.7751}: [361260: 3], (35.2285, -80.8449): [361260: 2], (35.3438, -80.2263): [361260: 1], (35.1177, -80.7602): [361260: 2], (34.9837, -80.5492): [361260: 1], (35.011, -80.5512): [361260: 5], (35.0818, -78.9624): [361260: 2], (35.14, -80.8526): [361260: 1], (35.1331, -80.8597): [361260: 1], (35.9646, -78.9405): [361260: 2], (35.2898, -80.7808): [361260: 3], (35.7235, -79.4254): [361260: 1], (35.1658, -80.3695): [361260: 1], (34.1827, -79.7827): [361260: 1], (35.4118, -80.6468): [361260: 1], (35.3144, -80.8051): [361260: 4], (35.908, -79.9801): [361260: 1], (35.863, -78.5356): [361260: 3], (35.7125, -78.8235): [361260: 1], ...}
Table 6  The account has a discernible base and only 3 devices were used for streaming. It was accessed from a wide range of places and some device usage might be worth investigating. It is a case with some uncertainty that needs further examination.

Usage visualization

| Location usage map |
|---------------------|
| [40.6844, -73.9804]: 102246: 15, 1858906: 4, 102246: 7, 40.728, -73.9493: 1858906: 6, 40.7155, -73.9884: 102246: 3, 40.7324, -73.9895: 77: 1, 102246: 6, 40.72, -74.0037: 1858906: 1, 40.6401, -73.9044: 1858906: 3, 40.7141, -73.9524: 102246: 7, 40.7573, -73.6775: 1858906: 4, 102246: 2, 40.9253, -73.0478: 1858906: 3, 40.6715, -73.9245: 1858906: 3, 77: 2, 102246: 25, 40.6693, -73.8955: 1858906: 11, 102246: 1, 40.6797, -73.9503: 1858906: 5, 39.6748, -86.1277: 102246: 4, ... |

Table 7  A typical shared account: used in many locations, without a clear base location (many locations have similar numbers of usages); 39 devices have been used for streaming with this account.

Usage visualization

| Location usage map |
|---------------------|
| [35.2469, -81.3611]: 1167950: 5, 35.3279, -81.1805: 1167950: 8, 36.2232, -78.4402: 226001: 5, 714995: 8, 8152244: 4, 1416869: 2, 54: 1, 227271: 7, 35.8417, -78.6325: 611569: 5, 7923074: 31, 6138686: 3, 1167950: 38, 3143206: 9, 2024894: 20, 4657176: 2, 6166105: 4, 7279927: 1, 54: 6, 504542: 1, 35.3413, -79.3625: 226001: 7, 714995: 32, 1416869: 35, 54: 3, 227271: 4, 6806357: 2, 3062359: 1, 1655: 2, 4759065: 1, 35.2862, -80.8798: 1167950: 10, 35.1331, -80.8597: 384645: 1, 54: 1, 35.2285, -80.8449: 6166105: 2, 1167950: 5, 35.2427, -79.2277: 226001: 2, 714995: 43, 2879204: 13, 1416869: 19, 54: 1, 227271: 1, ... |

Table 8  A definitely shared account: used in numerous locations with 200+ devices being used for streaming with this account in the 3-month period.

Usage visualization

| Location usage map |
|---------------------|
| The list of locations and devices is too long to put here. |
Towards addressing unauthorized sharing of subscriptions

Table 9: A wildly shared account: used in numerous locations; 33,909 devices have been used for streaming with this account in the 3-month period. This is potentially a fraudulent sharing. It is unlikely that the owner would share with so many people.

| Usage visualization | Location usage map |
|---------------------|--------------------|
| ![Usage visualization](image) | ![Location usage map](image) |

The list of locations and devices is too long to put here.

has been a design principle for our solution. As we have demonstrated, our identification results can be illustrated intuitively and digested easily. This surely helps our solution and results to be more trustworthy.

All algorithms in our solution are naturally parallelizable: we can easily split the computation by grouping account user IDs. In our implementation, we divide the work by the first character of user IDs, i.e., [0-9, a-f], so the work was split into 16 batches. Thus we don’t need to have a huge hashmap of all users, instead we work with 1/16 of them at each batch. This greatly reduced the memory requirement for our implementation. We use only one workstation for this experiment. It can finish all jobs in a week, which is enough for (the currently designed) monthly sharing score update. In the future, we can use a machine cluster to scale for more users if necessary.

As our solution is based on GPS coordinates, it is possible that in high population density areas, e.g. high rise apartments, people can share their accounts without being caught, since they are indistinguishable by position alone. The fact that we also consider the number of devices mitigates this to some extent. Nevertheless, more information such as the number of concurrent sessions and user behavior analysis will be needed to better address the issue. In any case, the fact that we can identify over 6% of accounts as reliably shared accounts can already have a significant impact, potentially saving service providers hundreds of millions of dollars.

Since we can identify millions of sharing accounts (unauthorized) with high confidence, it also opens up possibility of doing more user behavior based analysis. As mentioned Section 2, there is significant amount of existing work on identifying multiple users of one account. Nevertheless, none of them worked on identifying legitimate vs. unauthorized shared accounts, because there is no human labeled data to learn from. Based on our results we can create a pseudo-labeled data set. E.g., using the top 5% high risk accounts as one class and the accounts with the bottom 70% score as the negative class, the remaining 25% accounts as undecided. Then we can analyze different usage patterns between unauthorized and legitimately shared accounts. For example, we can learn to classify shared accounts using some supervised learning algorithm, e.g., one class SVM [6, 12] and more recently XGBoost [23]. Then we can use the learned model to help determining the labels for the 25% undecided accounts, in conjunction with the score estimated from Algorithm 3. The pseudo-labeled data will be imbalanced as only 5% data are labeled as positive. For better model quality, the data can be balanced using sampling approaches [14, 21].

In our TV-everywhere dataset which has about 30 million users, 1.98 million accounts are identified as being shared. Even if only 10% of these shared users are converted to regular accounts, that is nearly 200k new accounts. If they all choose the low tier service with monthly subscription cost of 10 dollars, that leads to $2M extra revenue each month and over $20M each year. It is possible that multiple friends put their money together to pay for one subscription. So there is a chance that an individual cannot afford the subscription without sharing. So they have to quit, which leads to revenue loss. Nevertheless, this is very unlikely as the cost is fairly small. In addition, even in the extreme case that these shared users quit due to affordability, their cancellation lead to reduced resource consumption (server and network infrastructure) to the service provider, thus lowering their infrastructure cost. Note these shared users usually take much more resources than regular users because they include more families. So their cost to service providers are higher, although they are paying the same monthly fee as regular users. Nowadays, infrastructure is
a major factor in business operation. Therefore, losing a shared account, although not desirable, is not as bad as losing a regular customer. The growth from conversion of shared accounts to regular account will greatly outweigh the loss of shared accounts.

A byproduct of our solution is that we can find some interesting group of users, which could open up new opportunities for service providers. For example, we found a significant number of traveling accounts: legitimate users traveling frequently such as the cases in Tables 4 and 5. This offers service providers an opportunity to create value-added services specially targeting these group of users, thus bringing in more revenue.

5 Conclusion

Subscription-based business model is becoming more and more popular. Many industry giants such as Microsoft, Amazon and Apple have launched subscription based services. Video and music streaming service providers like Netflix and Disney have seen substantial growth in their subscription business, even during the COVID-19 pandemic when other businesses are shrinking. While enjoying their growth, service providers are also facing the problem of unauthorized sharing of subscriptions (to users outside of owners’ household). According to multiple studies, account sharing is common among subscribers of video streaming services, which leads to huge revenue loss for service providers. In order to address this problem, we propose a novel solution for identifying shared accounts for streaming services. The solution is very efficient; a single machine can process 3 months of data with 30 million users in a week. We can reliably identify over 2 million shared accounts which means potential revenue of hundreds of millions of dollars. Our results are explainable. Each account gets an intuitive and interactive web-based visualization, so service providers can understand why the account is labeled as normal or unauthorized sharing. The proposed solution tolerates noise in geo-locations, so variations in GPS coordinates will not generate false alerts. Our solution also guards against geo-spoofing, making it hard for subscribers to circumvent the check. Lastly, user privacy is meticulously preserved: the users and their devices are obfuscated with integers when showing results, so service providers do not need to worry about violation of privacy. Although the proposed solution is only tested with data from the TV Everywhere ecosystem, it can be easily applied to other video streaming services such as Netflix and Hulu, as well as more general subscription-based services as long as the usage data is available. In addition, once verified with human interaction, our results can serve as ground truth labels. This will makes it possible to apply more machine learning techniques to tackle the problem. We believe the proposed solution is an important step towards solving the problem of unauthorized account sharing.
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