Evolution of tropical cyclone forecasts of dynamical - Statistical Cyclone Prediction System (CPS) over the North Indian Ocean during the decade (2010-2019)
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ABSTRACT: Tropical cyclone (TC) forecasting over the North Indian Ocean (NIO) has been improved significantly during past decade (2010-2019). The improvement is largely attributed to the numerical weather prediction (NWP) models and dynamical-statistical Cyclone Prediction System (CPS). The CPS has five components namely, (i) Genesis Potential Parameter (GPP), (ii) Multi-Model Ensemble (MME) technique for track prediction, (iii) Statistical Cyclone Intensity Prediction (SCIP), (iv) Rapid intensification (RI) and (v) Decay model for intensity forecast after landfall. Performance of CPS and NWP models is assessed to review the improvement during the decade. Forecast analysis revealed low false alarm ratio (0.13), high probability of detection (0.95) and high critical success index (0.84) for GPP. Mean track error of MME was ranged from 67 km at 24 h to 246 km at 120 h and about 30% less than NWP models. The MME error has also reduced by 52% to 55% for 24 h to 48 h and 24% to 30% for 72 h to 96 h forecast during 2010-2019. Mean landfall point error was ranged from 31 km at 24 h to 127 km at 120 h and landfall time error was ranged from 2.2 h at 24 h to 8.1 h at 120 h. Mean intensity error of SCIP model was ranged from 8.3 kt at 24 h to 12.6 kt at 120 h. Probabilistic rapid intensification index (RIB) achieved a good Brier score (BS) 0.079 for RI forecasting. Mean decaying intensity error (after landfall) was ranged from 6.6 kt at 6 h to 3.3 kt at 24 h. There has been improvement of forecasting models for NWP models also but MME outperformed all models. Results demonstrate the role of CPS for improvement of cyclone forecast over the NIO in past decade.
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1. Introduction

In recent years, human casualties due to tropical cyclones (TCs) over the densely populated coastal area surrounding the North Indian Ocean (NIO) have significantly decreased due to improved forecast accuracy. Super cyclone of Orissa (1999), the severest one during the recent time over the Bay of Bengal experienced wind speed of about 250 kmph. The massive destruction caused by the cyclone was the collapse of nearly 4 lakh houses,
Fig. 1. Flow diagram of Cyclone Prediction System (CPS)

damage of about 19 lakh houses, took a toll of nearly 10000 human lives and affected more than 25 lakh people. This devastating cyclone illustrates the need for accurate prediction of track and intensity. Despite skilled and well experienced, the forecasters were not well equipped with sophisticated NWP system and reliable tool that presently available. It is not possible to forecast track and probable landfall point and intensity five days ahead using synoptic method without reliable outputs from NWP models.

For all operationally designated tropical cyclones in the NIO, India Meteorological Department (IMD) has the responsibility to issue official forecast of TC centre (location) and intensity (maximum 3-minute surface wind speed). Over the past decade, the performance of NWP models in forecasting TC tracks has improved significantly with sophisticated numerical techniques (new observing systems, advanced data assimilation algorithms, physical parameterizations and advancements in computing power) and by the phenomenal increase in satellite observations.

In various studies, efforts were being made (Kotal and Roy Bhowmik, 2011, 2013; Kotal et al., 2008, 2009; Roy Bhowmik et al., 2005, 2007; Roy Bhowmik, 2003) towards the development of dynamical-statistical methods to add skill to NWP models and to aid operational cyclone forecasting service over the NIO. A NWP based cyclone prediction system (CPS) (Kotal et al., 2014) has been introduced for operational TC forecasting. Guidance from CPS has been used in real-time forecasting. The CPS has five components, namely (i) genesis prediction by genesis potential parameter (GPP), (ii) track prediction by multi-model ensemble (MME), (iii) intensity prediction by SCIP model, (iv) probability of rapid intensification by rapid intensification index (RII) and (v) prediction of decaying intensity after the landfall by decay model. The flow diagram of the five-step CPS is shown in Fig. 1.

The major rationales behind forecast verification (Brier and Allen, 1951) are:

(i) To understand the quality of forecasts quantitatively in order to assess the improvement of the forecasting system over time.

(ii) To understand the strengths and weaknesses of the forecast system.

(iii) To improve the forecasting model in its structure.

(iv) To understand the probable forecast errors, required to issue better guidance (Jarrell, 1978).

The purpose of this study was to carry out a systematic evaluation of real-time forecast of NWP models and CPS for TCs over the NIO during the past decade (2010-2019) to reveal the improvement of forecasts and efficacy of each component of CPS. All verifications in this paper include the depression stages and above as classified in the IMD best track data. All other stages of TCs (e.g., low pressure system, well marked low pressure system) were excluded.

The paper is organized as follows: The description of data used in this study is given in Section 2. A brief history of track and intensity forecast is presented in Section 3. Section 4 briefly described the cyclone prediction system (CPS). Forecast performance of the CPS is presented in Section 5. Section 6 summarizes the main conclusions.

2. Data

Different agencies provide their own best track data for TCs over the NIO. The Joint Typhoon Warning Center (JTWC, dataset can be found at http://www.usno.navy.mil/NOOC/nmfc-ph/RSS/jtwc/best_tracks/ and the Regional Specialized Meteorological Centre (RSMC) in New Delhi dataset can be found at http://www.rsmcnewdelhi.imd.gov.in/index.php?option=com_content&view=article&id=48&Itemid=194&lang=en. The TC position and intensity information generally differ among these agencies due to the lack of sufficient surface observations for TCs, as well as the different techniques
TABLE 1

Classification of tropical disturbances over the North Indian Ocean

| S. No. | T. No. | Classification of Cyclonic Disturbance | Wind speed (Knots) | Wind criteria (Knots) | Pressure depth (Δp) hPa |
|--------|--------|----------------------------------------|-------------------|----------------------|------------------------|
| 1.     | T1.0   | Low (L)                                | -                 | <17                  | -                      |
| 2.     | T1.5   | Depression (D)                         | 25                | 17-27                | -                      |
| 3.     | T2.0   | Deep Depression (DD)                   | 30                | 28-33                | 4.5                    |
| 4.     | T2.5   | Cyclonic Storm (CS)                    | 35                | 34-47                | 6.1                    |
| 5.     | T3.0   | Cyclonic Storm (CS)                    | 45                | 34-47                | 10.0                   |
| 6.     | T3.5   | Severe Cyclonic Storm (SCS)            | 55                | 48-63                | 15.0                   |
| 7.     | T4.0   | Very Severe Cyclonic Storm (VSCS)      | 65                | 64-89                | 20.9                   |
| 8.     | T4.5   | Very Severe Cyclonic Storm (VSCS)      | 77                | 64-89                | 29.4                   |
| 9.     | T5.0   | Extremely Severe Cyclonic Storm (ESCS) | 90                | 90-119               | 40.2                   |
| 10.    | T5.5   | Extremely Severe Cyclonic Storm (ESCS) | 102               | 90-119               | 51.6                   |
| 11.    | T6.0   | Extremely Severe Cyclonic Storm (ESCS) | 115               | 90-119               | 65.6                   |
| 12.    | T6.5   | Super Cyclonic Storm (SuCS)            | 127               | ≥120                 | 80.0                   |
| 13.    | T7.0   | Super Cyclonic Storm (SuCS)            | 140               | ≥120                 | 97.2                   |
| 14.    | T7.5   | Super Cyclonic Storm (SuCS)            | 155               | ≥120                 | 119.1                  |
| 15.    | T8.0   | Super Cyclonic Storm (SuCS)            | 170               | ≥120                 | 143.3                  |

used to estimate the position and intensity of a TC and also due to different skill of analysts (Lee et al., 2012; Kotal et al., 2018). RSMC New Delhi is a regional specialized meteorological centre for analysis and forecasting of TCs over the NIO within the framework of the World Weather Watch Programme of the World Meteorological Organization. Therefore, best-track data of RSMC-New Delhi was used for evaluation in this study.

Forecasts were evaluated by comparing the forecast positions and intensities to the corresponding IMD best track positions and intensities for each cyclone. Satellite based “Dvorak technique” (SDT) is used to estimate the current intensity (CI) in terms of “T numbers (T. No.)” of TCs by analyzing satellite image patterns (Dvorak, 1972, 1975, 1984) and infrared cloud-top temperatures (Dvorak, 1984, 1995). The T. No. and corresponding maximum wind speed are shown in Table 1 as per convention of RSMC, New Delhi.

In addition to the five components of CPS, the TC position forecast errors from seven regional and global NWP models were also evaluated in this study. These seven regional and global models were European Center for Medium range Weather Forecasts (ECMWF), NCEP-GFS (National Center for Environmental Prediction), Japan Meteorological Agency (JMA), UK Met Office (UKMO), IMD-GFS, IMD-HWRF and IMD-WRF. Detail of these model data have already been discussed by Kotal et al. (2014).

Non-hydrostatic meso-scale WRF model and the Global Forecast System (GFS) are being run for operational forecasting in IMD from 2010. Therefore in this study, the forecast verification was evaluated for past one decade from 2010 to 2019. The forecast lead time of IMD-MME was extended from 72 h to 120 h in the year 2013. Therefore, the mean track forecast errors of MME from 84 h to 120 h were evaluated from 2013. Similarly, the intensity forecast errors from 84 h to 120 h were evaluated for the period 2015-2019 as intensity forecast was extended from 72 h to 120 h in 2015.

3. History of track and intensity forecasts

In early days since 1998, IMD used to operate three regional models, Limited Area Model (LAM), MM5 model and Quasi-Lagrangian Model (QLM) for short-range prediction upto 72 h. The MM5 model was run at the horizontal resolution of 45 km with 23 sigma levels in the vertical for 72 h using initial and boundary conditions from the NCEP Global Forecast System (NCEP GFS) at the resolution of 1° × 1° latitude/longitude. The LAM was run up to 72 h at the horizontal resolution of 0.75° × 0.75° latitude/longitude with 16 sigma levels in the vertical using the initial and boundary conditions provided by the
T-254 Global operational model run at NCMRWF (National Center for Medium Range Weather Forecast).

The Quasi-Lagrangian Model (QLM), a multilevel fine-mesh primitive equation model with a horizontal resolution of 40 km and 16 sigma levels in the vertical, was run for tropical cyclone track prediction up to 72 h. The integration domain size was $4440 \times 4440$ km$^2$ centered on the initial position of the cyclone. For the day-to-day weather forecasting, IMD also used of NWP products prepared by some other operational NWP Centers like, NCMRWF (National Center for Medium Range Weather Forecast), ECMWF (European centre for medium range weather forecast), NCEP GFS. The QLM model for track prediction of tropical cyclone over the NIO discarded after 2012. The average track forecast errors of QLM during the period 1998-2012 was quite high and the errors were 146 km, 233 km, 403 km at 24 h, 48 h and 72 h respectively but no specific model was used for intensity forecasting.

IMD official (OFCL) track and intensity forecast over the NIO were subjectively generated largely based on persistence up to 24 h only till 2008 and track and intensity forecast errors were 155 km and 14.9 kt respectively at 24 h. The dynamical-statistical MME technique was developed and introduced for operational track forecasting in 2009 using sophisticated NWP models as mentioned in section 2 above. The dynamical-statistical model SCIP was developed and introduced for operational intensity forecasting in 2008 using NWP model output. Both the MME and SCIP generate track and intensity forecast up to 72 h and OFCL track and intensity forecasts also extended to 72 h from 2009. Further, forecast hours of MME and SCIP were extended up to 120 h and so as the operational forecasts also. In addition to the track and intensity component, other components of CPS like genesis, rapid intensification and decay after landfall are briefly described in the following section.

4. Dynamical-Statistical Cyclone Forecast System (CPS)

A detailed description of CPS was provided by Kotal et al. (2014). A brief description of CPS is presented in this section and performance of all five components of CPS is presented in the following section. The quantitative performance statistics on the probable forecast errors will provide the operational forecasters better guidance for better monitoring the TCs. The basic objectives of the CPS are:

(i) To improve the skill of dynamical model forecasts by statistical post processing.

(ii) To generate a consensus single forecast among different forecasts from different NWP models.

(iii) To develop a collective approach for improving various components of cyclone forecasting.

The five components of CPS for the operational forecasting of TCs over the NIO are briefly described below.

4.1. Component - I : Genesis Potential Parameter (GPP)

A genesis potential parameter (GPP) was developed for the NIO by Kotal et al. (2009). The GPP estimates the potential of a low pressure system for intensification into a tropical cyclone at the early stages of development. The parameter has been used operationally at IMD since 2008 for distinguishing non-developing and developing systems at the early stage of development. The spatial distribution of the parameter has also been used to identify the most favourable area of cyclogenesis over the Sea (Kotal and Bhattacharya, 2013).

4.2. Component - II : Multi-model ensemble (MME) technique for track prediction

The objective of this component was to generate a consensus track forecast, as there were variations of track forecasts among different NWP models. The MME track is generated from the model forecast positions by collective bias correction with respect to the observed position of TCs using multiple linear regression based minimization principle (Kotal and Roy Bhowmik, 2011). The MME technique has been used operationally at IMD since 2009 for real-time track prediction of TCs. The predictors selected for the ensemble technique are forecasts of latitude and longitude positions at 12 h interval up to 120 h of five global models (IMD-GFS, NCEP-GFS, ECMWF, UKMO and JMA).

4.3. Component - III : Statistical Cyclone Intensity Prediction (SCIP) model

The statistical cyclone intensity prediction (SCIP) model was developed by Kotal et al. (2008). The various parameters selected as predictors were determined from the forecast fields of NWP models for multiple regression analyses. Therefore, the SCIP model is principally a dynamical-statistical model. The dependent variable is intensity changes in knots (1 knot = 0.5144 ms$^{-1}$). The model estimates changes of intensity during 12 h, 24 h, 36 h, 48 h, 60 h, 72 h, 84 h, 96 h, 108 h and 120 h intervals. The SCIP model has been used operationally at IMD since 2008 for real-time forecasting of TC intensity.
4.4. Component - IV : Rapid Intensification (RI) index

The rapid intensification index (RII) was formulated using threshold (index) values of eight large scale atmospheric variables for which statistically significant differences were found between the RI and non-RI cases (Kotal and Roy Bhowmik, 2013). The RI phase is defined as an increase of intensity by 30 kt (15.4 ms\(^{-1}\)) or more during 24 h. The RII technique estimates the probability of RI over the subsequent 24 h. The technique has been used at IMD since 2011 for real-time forecasting of RI.

4.5. Component - V : Decay of intensity after the landfall

Considering the destructive potential and impact on human activities during landfall and after landfall, Roy Bhowmik et al. (2005) developed a Decay model for prediction of decaying intensity of TCs after landfall at 6 h interval up to 24 h. A correction method for updating forecasts after 6 h of landfall is also applied in the decay model using the decay rate of first 6 h. Roy Bhowmik et al. (2005) have explained the details of correction method. The decay model has been used at IMD for real-time forecasting since 2008.

5. Evaluation of performance of CPS

5.1. Forecast skills of cyclogenesis

All low pressure systems over the NIO do not intensify into TCs. Therefore, it is imperative to estimate the potential of a low pressure system for intensification into a TC at its early stages. The GPP has been used for distinguishing developing and non-developing systems at their early stages (T-number 1.0, 1.5, 2.0) of development. The spatial distribution of GPP for two typical cyclone cases of Phailin [Fig. 2a(i)] and Bulbul [Fig. 2a(ii)] show that the parameter was able to predict the most favourable zone of cyclogenesis for cyclone Phailin over the east Andaman Sea seven days ahead and for cyclone Bulbul.
TABLE 2
Contingency table for categorical variables

| Forecast ↓ | Observation → |
|------------|---------------|
|            | Cyclogenesis  | No Cyclogenesis |
| Cyclogenesis | a (YY)        | b (YN)          |
| No Cyclogenesis | c (NY)    | d (NN)          |

- **a** = No. of Hits (predicted and observed)
- **b** = No. of False Alarms (predicted but not observed)
- **c** = No. of misses (observed but not predicted)
- **d** = No. of correct predictions of no cyclogenesis (neither predicted nor observed)

Six statistical metrics for cyclogenesis, such as the probability of detection (POD), false alarm ratio (FAR), critical success index (CSI), Heidke Skill Score (HSS), frequency bias (BIAS) and proportion correct (PC) have been computed to evaluate the skill (Brown and Brandes, 1997) of the GPP for genesis forecasts issued during the period 2010-2019. The statistical metrics are computed using a 2 × 2 contingency table (Table 2) as follows:

- **Qualitative verification** has been done with the help of following scores.

(i) **Probability of Detection (POD)**: A measure of discrimination, POD is defined as the number of hits divided by the total number of observed events.

\[
POD = \frac{a}{a+c}, \text{ Range : 0 to 1. Perfect score : 1.}
\]

(ii) **False Alarm Ratio (FAR)**: A measure of reliability, FAR is defined as the number of false alarms divided by the total number of forecast events.

\[
FAR = \frac{b}{a+b}, \text{ Range : 0 to 1. Perfect score : 0.}
\]

(iii) **Critical Success Index (CSI)**: A value of warnings combines Hit Rate and False Alarm Ratio into one score. It is calculated as follows:

\[
CSI = \frac{a}{a+b+c}, \text{ Range : 0 to 1. Perfect score : 1.}
\]

(iv) **Heidke Skill Score (HSS)**: A measure of the fractional improvement of the forecast over the standard forecast.

\[
HSS = \frac{2(ad-bc)}{(a+c)(c+d)+(a+b)(b+d)}
\]

Range : -∞ to 1. Perfect : 1.

(v) **Percent Correct (PC)**: The percent correct is the percent of forecasts that are correct.

\[
PC = \frac{(a+d)}{(a+b+c+d)}
\]

Range : 0 to 1. Perfect score : 1.

(vi) The frequency bias (BIAS) gives the ratio of the forecast event frequency to the observed event frequency. The frequency bias (BIAS) is given by:

\[
BIAS = \frac{(a+b)}{(a+c)}
\]

Range : 0 to infinity. Desirable value for bias is 1.

The desirable value for bias 1 indicates an unbiased forecast, bias greater than 1 indicates the event is over forecast and bias less than 1 indicates the event is under forecast.

Fig. 2(b) depicts the statistical metrics of the GPP forecasts for cyclogenesis. The figure shows that the POD of the GPP was 0.95, the FAR was 0.13, CSI was 0.84, HSS was 0.27, BIAS was 1.09 and PC was 0.84 for 847 forecast events during 2010-2019. The much higher POD than FAR, near desirable value of BIAS and high CSI and PC indicate that the GPP was skillful for cyclogenesis prediction. Comparison of the metrics (Fig. 3) for first five years (2010-2014) and second five years (2015-2019) suggest that FAR and BIAS has reduced and CSI and PC have increased in recent five years.

Fig. 3. POD, FAR, CSI, HSS, BIAS and PC of the genesis forecasts of GPP during 2010-2014 and 2015-2019.
### Table 3
Number of track forecasts verified at different lead time during the period 2010-2019

| Lead time | 12 h  | 24 h  | 36 h  | 48 h  | 60 h  | 72 h  | 84 h  | 96 h  | 108 h | 120 h |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| ECMWF     | 339   | 319   | 284   | 251   | 204   | 176   | 122   | 101   | 75    | 60    |
| NCEP-GFS  | 358   | 339   | 306   | 265   | 221   | 183   | 127   | 109   | 81    | 64    |
| IMD-GFS   | 333   | 316   | 286   | 253   | 208   | 176   | 125   | 104   | 77    | 61    |
| UKMO      | 299   | 289   | 265   | 233   | 190   | 165   | 133   | 106   | 79    | 61    |
| JMA       | 333   | 317   | 287   | 252   | 208   | 174   | 129   | -     | -     | -     |
| IMD-HWRF  | 512   | 477   | 432   | 378   | 324   | 276   | 235   | 194   | 146   | 115   |
| IMD-WRF   | 335   | 322   | 294   | 257   | 212   | 176   | -     | -     | -     | -     |
| IMD-OFCL  | 690   | 608   | 522   | 444   | 367   | 295   | 195   | 149   | 105   | 67    |
| IMD-MME   | 359   | 344   | 311   | 272   | 224   | 190   | 138   | 112   | 83    | 66    |

**Fig. 4.** Types of positional forecast errors. DPE represents the direct positional error, CTE is the cross track error and ATE the along track error [Adapted from Heming (1994)]

5.2. **Track forecast errors**

In this study, track forecast verification has been done for the tropical cyclones for their stages classified at least as Depression (winds greater than 16 kt) both at the initial time and validity time of the forecast. The direct position error (DPE) generally considered as track forecast error is defined as the shortest distance between the forecast position and best-track position of the centre of TC. The DPE gives an indication of location forecast error, but gives no information on whether the forecast errors were due to slow or fast movement of TCs. The DPE also do not give the actual deviation of forecast track from the best-track of TC. In order to review this, the along track error (ATE) and cross track error (CTE) are also evaluated. The ATE occurs due to differential speed between forecast TC and actual TC. The deviation of forecast positions from TC track is measured by the CTE. Detailed TC track forecast verification technique (Fig. 4) was demonstrated by Heming (1994). In this study, DPE, ATE, CTE of NWP models and MME forecasts are analyzed. Number of forecasts verified at different lead time is given in Table 3. The importance of sample size is well known. Precise and more accurate conclusions can be drawn with an appropriate sample size. A smaller sample may not be sufficiently powered to detect difference between the results and very large sample size also has different consequences. However in this study, average track errors are computed to assess an overview of the performance by considering all available data during 2010-2019.

5.2.1. **Direct Position Error (DPE)**

In this section, a summary of the DPE of NWP models and MME during the decade 2010-2019 for the forecast lead time at 12 h intervals up to 120 h is presented. The track forecast was extended from 72 h to 120 h from 2013. Therefore the errors from 84 h to 120 h were computed for the period 2013-2019. Fig. 5 shows the average DPE of IMD-GFS, NCEP-GFS, ECMWE, UKMO, JMA, IMD-HWRF, IMD-WRF, IMD-OFCL and IMD-MME during the period 2010-2019. The average DPE of consensus forecast (IMD-MME) during 2010-2019 were 53 km, 67 km, 84 km, 103 km, 120 km, 143 km, 160 km, 188 km, 220 km and 246 km for the forecast lead time 12 h, 24 h, 36 h, 48 h, 60 h, 72 h, 84 h, 96 h, 108 h and 120 h respectively (Fig. 6). The average DPE of IMD OFCL forecasts during 2009-2013 were 124 km,
Fig. 5. Mean track forecast errors (km) (DPE) during 2010-2019 (84 h to 120 h error from 2013-2019)

| Lead time | IMD-OFCL | ECMWF | NCEP-GFS | UKMO | IMD-HWRF | IMD-GFS | JMA | IMD-WRF |
|-----------|----------|-------|----------|------|----------|---------|-----|---------|
| 12 h      | -0.7     | -22.4 | -24.7    | -23.6| -12.3    | -26.1   | -51.3| -44.5   |
| 24 h      | -25.1    | -18.2 | -21.5    | -28.7| -22.8    | -29.2   | -44.5| -53.4   |
| 36 h      | -24.4    | -12.3 | -20.7    | -28.6| -23.6    | -31.0   | -45.3| -54.8   |
| 48 h      | -25.3    | -9.9  | -19.8    | -28.9| -27.1    | -32.4   | -45.3| -54.8   |
| 60 h      | -25.3    | -16.8 | -24.4    | -27.5| -31.9    | -32.4   | -42.5| -56.2   |
| 72 h      | -24.5    | -21.0 | -25.6    | -24.3| -33.5    | -33.3   | -42.5| -52.4   |
| 84 h      | -21.1    | -17.1 | -26.0    | -26.0| -35.9    | -31.5   | -42.7| -54.2   |
| 96 h      | -20.3    | -14.7 | -24.7    | -20.1| -31.4    | -30.1   | -40.9| -52.4   |
| 108 h     | -15.3    | -15.2 | -25.3    | -20.0| -33.0    | -30.2   | -40.9| -52.4   |
| 120 h     | -21.5    | -17.1 | -29.8    | -22.7| -34.4    | -37.5   | -40.9| -52.4   |

TABLE 4
Relative errors of MME (the percentage difference between MME and model error of DPE) with respect to IMD-OFCL, ECMWF, NCEP-GFS, UKMO, IMD-HWRF, IMD-GFS, JMA and IMD-WRF

Fig. 6. Mean MME track forecast errors (km) during 2010-2019 (84 h to 120 h error from 2013-2019)
The relative error (RE) of MME compared to all other NWP models is shown in Table 4. The RE of MME with respect to NWP models (the percentage difference between MME and model track forecast error) is defined as:

$$RE(\%) = \frac{ME_{MME} - ME_{MODEL}}{ME_{MODEL}} \times 100$$

where, ME is the mean track error (DPE).

It is found from the Table 4 that under the scenario of multiple forecasts provided by the different models, the MME forecast errors were lowest compared to all the member models at all forecast hours. The MME forecasts were less by about 18-53%, 10-56%, 21-54%, 15-31% and 17-37% than all individual models and IMD-OFCL for forecast lead time 24 h, 48 h, 72 h, 96 h and 120 h respectively. MME forecasts were also less than IMD-OFCL forecasts by about 16%, 31%, 30% at 24 h, 48 h, 72 h respectively during 2009-2013 and less by about 28%, 31%, 27% at 24 h, 48 h, 72 h respectively during 2014-2018 (Heming et al., 2019). Year wise mean track forecast errors of MME during 2009-2019 is shown in Fig. 7. The MME track forecast errors show increase in the errors in 2015. It is to be mentioned that the increase in the errors in 2015 is due to large errors of member models of few systems over the Arabian Sea. Similarly, for the year 2014 also, therefore increasing trend from 2013-2015. Further trend analysis of track error shows that during the period 2010-2019, DPE of MME has reduced significantly by about 41% to 55% for forecast lead time 24 h to 72 h (Fig. 8).

**TABLE 5**

Improvement (%) of DPE during (2015-2019) compared to (2010-2014)

| Lead time (h) | 24 h | 48 h | 72 h | 96 h | 120 h |
|--------------|------|------|------|------|-------|
| IMD-MME      | -31.8| -28.4| -19.1| -20.5| 4.1   |
| ECMWF        | -14.3| -9.0 | -19.5| -26.9| -13.5 |
| NCEP-GFS     | -22.8| -20.4| -7.5 | 7.6  | 60.3  |
| UKMO         | -24.8| -9.7 | -11.8| -11.2| -9.3  |
| IMD-HWRF     | -3.4 | -14.8| -19.9| -29.0| -16.9 |
| IMD-GFS      | -34.1| -32.1| -28.3| -17.3| -18.3 |
| JMA          | -22.9| -4.0 | 38.2 | -    | -     |
| IMD-WRF      | -24.3| -30.4| -31.1| -    | -     |
Figs. 9(a-e). Comparative mean track forecast errors (km) of MME during 2010-2014 and 2015-2019 for (a) 24 h, (b) 48 h, (c) 72 h, (d) 96 h and (e) 120 h forecast.
The average track forecast errors during the recent past five years (2015-2019) compared to previous five years (2010-2014) for forecast hours 24 h, 48 h and 72 h are shown in Figs. 9(a-c). The average track forecast error of MME during 2010-2014 were 85 km, 128 km, 165 km and these were 58 km, 92 km, 133 km during 2015-2019 for the forecast lead time 24 h, 48 h and 72 h respectively. As track forecast was extended from 72 h to 120 h, the average track forecast errors during the recent past three years (2017-2019) were compared to previous four years (2013-2016) for forecast hours 96 h and 120 h [as shown in Figs. 9(d&e)]. The average track forecast error of MME during 2013-2016 were 214 km, 239 km and these were 170 km, 249 km during 2015-2019 for the forecast lead time 96 h and 120 h respectively. The improvement during these two periods for all the forecasts is shown in Table 5.
Figs. 13(a-f). Plots of all MME forecast tracks (colour tracks) along with observed track (black colour) in each panel for TCs (a) Phailin, (b) Hudhud, (c) Fani, (d) Mora, (e) Bulbul and (f) Roanu.
It is noted that the skill of MME was consistently higher compared to the member models. It is also found that skills of ECMWF and NCEP were higher compared to the other member models and ECMWF was slightly more skillful than NCEP in general. Among the other models, UKMO is found to be more skillful than IMDGFS, JMA and IMDWRF.

5.2.3. Landfall forecast errors of MME

Average error : The accuracy of landfall point and landfall time forecasts of TCs is the most important component of TC forecast services. To assess the accuracy of landfall forecasts of MME, the forecast landfall point (at 12 h interval from 12 h to 120 h before landfall) of each case was compared with the observed landfall point from the IMD best-track data. Among all the TCs over the NIO during 2010-2019, 27 TCs made landfall surrounding the coast of the NIO. A total 162 landfall forecasts cases for different lead time are verified. Among 162 cases, 44 cases were within forecast lead time up to 24 h and 47, 36, 21 and 14 cases were within forecast lead time 24-48 h, 48-72 h, 72-96 h and 96-120 h respectively. For each case, landfall forecast error has been computed by measuring distance along the coast between predicted and observed landfall point and landfall time error has been considered as the difference between predicted and observed landfall time. Forecast lead time has been computed by the difference between forecast issue time and the landfall time of TCs from best-track data. The average landfall point errors [Fig. 12(a)] were 31.5 km for forecast lead time up to 24 h, 60 km within 24-48 h, 57.5 km within 48-72 h, 83.4 km within 72-96 h and 127.2 km for forecast lead time within 96-120 h before landfall. The average landfall time errors [Fig. 12(b)] were 2.2 h, 3.8 h, 5.2 h, 5.8 h and 8.1 h for forecast lead time within 0-24 h, 24-48 h, 48-72 h, 72-96 h and 96-120 h respectively. Landfall time analysis also shows that the MME predicted delayed landfall by 2.1 h, therefore slow movement prediction in general.

Individual cases : All forecast tracks of MME for each cyclone along with observed track for six typical individual land falling TCs (Phailin, Hudhud, Fani, Bulbul, Roanu, Mora) considering their wide diversity in nature in terms of intensity and track are shown in Fig. 13 to visualize the accuracy and consistency of MME track forecasts. In each case of the six TCs as shown in Fig. 13, colour tracks show all MME forecasts and black track shows observed track as per best-track data. Among six TCs, three were northwestward moving extremely severe cyclonic storms (Phailin, 2013; Hudhud, 2014; Fani, 2019), two were northeastward recurving cyclone (Bulbul, 2019; Roanu, 2016) with very severe intensity of Bulbul, and one was northward moving severe cyclonic

| S. No. | Name (Period)      | Year | Max. Wind Speed (kt) | Coast of Landfall |
|-------|--------------------|------|----------------------|-------------------|
| 1.    | PHAILIN (8-14 October) | 2013 | 115                  | Odisha            |
| 2.    | HUDHUD (7-14 October) | 2014 | 100                  | Andhra Pradesh    |
| 3.    | ROANU (17-22 May)   | 2016 | 45                   | Bangladesh        |
| 4.    | MORA (28-31 May)    | 2017 | 60                   | Bangladesh        |
| 5.    | FANI (26 April - 4 May) | 2019 | 115                  | Odisha            |
| 6.    | BULBUL (5-11 November) | 2019 | 75                   | West Bengal       |
Fig. 14(a-f). Landfall point and time errors of MME at different forecast lead time for TCs (a) Phailin, (b) Hudhud, (c) Fani, (d) Mora, (e) Bulbul and (f) Roanu

Figs. 14(a-f). Landfall point and time errors of MME at different forecast lead time for TCs (a) Phailin, (b) Hudhud, (c) Fani, (d) Mora, (e) Bulbul and (f) Roanu

are shown in Table 6. Comparison of landfall point and landfall time errors at different forecast lead time for the six individual TCs is shown in Figs. 14(a-f). In the figure, x-axis shows forecast number (F1, F2, F3, …) along with forecast lead time in parenthesis. The result shows that the landfall point error was ranged from 11 km to 46 km with maximum landfall time error of four hours delay for forecast lead time 7 h to 115 h for Hudhud. Maximum landfall point error and landfall time error was 39 km and 7 h respectively for forecast lead time up to 113 h for Phailin and it was 99 km and 19.5 h for forecast lead time up to 99 h for TC Fani. Similarly, maximum landfall point errors were 98 km, 97 km and 105 km and landfall time errors were 9 h, 21 h and -3 h for TCs Roanu, Bulbul and Mora respectively.

The errors of six individual severe and extremely severe storms (including tracks of recurvature in nature) show that even for such cases where wide variation of intensity and track, CPS provided skillful landfall forecasts to the operational forecasters.

The results reaffirm the efficacy of the CPS for such scenario in real-time forecasting.

5.2.4. Cone of uncertainty

The TC track forecasts are hardly ever perfect. Predicting the future location of TCs inherently involves some level of uncertainty. In case of TC forecast map (Fig. 15), it can be seen a cone of uncertainty. In the Figure, vector AB, CD and angle $\Psi$ typically indicates TC track, deviation of forecast track and cone of uncertainty respectively. The cone represents the probable track of...
Table 7
Radii of circles at each forecast hour defining the cone

| Forecast Hour | 12 h | 24 h | 36 h | 48 h | 60 h | 72 h | 84 h | 96 h | 108 h | 120 h |
|---------------|------|------|------|------|------|------|------|------|-------|-------|
| Radius of circle (km) | 17.2 | 34.4 | 51.6 | 68.9 | 86.1 | 103.3 | 120.5 | 137.7 | 154.9 | 172.1 |

Fig. 16. Average absolute intensity forecast errors (AAE) and root mean square error (RMSE) of SCIP during 2010-2019

Centre of a TC. The cone of uncertainty is prepared by plotting average CTE (as radius) of MME during the period 2010-2019 on a map using a sequence of circles along the forecast track at 12 h, 24 h, 36 h, 48 h, 60 h, 72 h, 84 h, 96 h, 108 h and 120 h and smoothing out the circle diameter (as shown in Fig. 15). The radii of circles defining the cone of MME are given in Table 7 and the cone of uncertainty (Ψ) is found to be 11.7°. The centre of TCs (2084 nos.) for all forecast hours within the cone was 86%, which means 14% cases it strayed outside of the cone. It can also be mentioned that timing error is ignored, i.e., the TCs moving slow or fast but in the expected direction still would be within the area of cone. The coastal locations within or near the cone of uncertainty four or five days out would help to keep tabs on the situation and make preparations for disaster managers.

5.3. Intensity forecast errors of SCIP

5.3.1. Mean intensity forecast errors

In this section, intensity forecast performance of the SCIP model has been analyzed for the period 2010-2019. Fig. 16 depicts the average error of intensity forecast of the SCIP model during the period. The average absolute error (AAE) was ranged from 5.6 kt at 12 h to about 12.6 kt at 120 h and root mean square error (RMSE) was ranged from 7.5 kt at 12 h to 16.1 kt at 120 h. The highest error was found to be at 72 h (AAE = 15.7; RMSE = 20.5). The sample size was 329, 307, 272, 229, 191, 157, 90, 72, 54 and 29 for forecast hours 12 h, 24 h, 36 h, 48 h, 60 h, 72 h, 84 h, 96 h, 108 h and 120 h respectively. The intensity forecast was extended from 72 h to 120 h from 2015. Therefore the errors from 84 h to 120 h were computed for the period 2015-2019. The AAE and RMSE during the past five years 2010-2014 and previous five years 2015-2019 are shown in Fig. 17(a&b). During these periods,
there was an improvement of 11-17% for 36 h to 72 h but no significant change is found at 24 h. Year to year intensity forecast error of SCIP model is shown in Fig. 18. The trend analysis during the period 2010-2019 also suggest that there was no change at 24 h but errors reduced by about 9-46% for forecast lead time 48 h to 120 h (Fig. 19). In general, the forecast bias was positive for weaker storms (depression (D) to cyclonic storm (CS) and bias was negative for stronger storms [severe cyclonic storm (SCS) to super cyclonic storm (SuCS)]. The positive bias was ranged from 1.6 kt at 24 h to 9.1 kt at 120 h and the negative bias was ranged from -6.9 kt at 24 h to -10.1 kt at 120 h with highest bias -13.6 at 72 h (Fig. 20).

5.3.2. Landfall intensity forecast errors

Like landfall point forecasts, landfall intensity forecasts also very important, since warning and preventive measures are also largely depends on this forecast along with landfall point forecasts. To assess the accuracy of landfall intensity forecasts of SCIP model, all landfall intensity forecasts cases (118 nos.) have been verified (shown in Fig. 21) for all tropical cyclones that struck the coasts surrounding NIO during 2010-2019. The AAE and RMSE are shown in Fig. 22. The figure shows that the AAE was ranged from 7.6 kt to 16.9 kt for
**Fig. 23(a-d).** Landfall intensity forecast of SCIP model versus observed intensity at different forecast lead time for TCs (a) Phailin, (b) Hudhud, (c) Fani and (d) Bulbul

**Fig. 24.** Average absolute error (AAE) and root mean square error (RMSE) of decay (kt) after landfall during 2010-2019

**Fig. 25(a-d).** Decay forecasts by Decay model vs Observed decay for TCs (a) Phailin at the time of landfall, (b) Phailin updated after 6h of landfall, (c) Hudhud at the time of landfall and (d) Hudhud updated after 6 h of landfall
forecast lead time 0-24 h to 96-120 h respectively and corresponding RMSE was ranged from 9.4 kt to 20.7 kt. Comparison of landfall intensity forecasts at different forecast lead time for three individual extremely severe cyclonic storms (PHAILIN, HUDHUD, FANI) and one very severe cyclonic storm (BULBUL) is shown in Figs. 23(a-d). As in the Fig. 14, x-axis in the Fig. 23 also shows forecast number (F1, F2, F3,…..) along with forecast lead time (given in parenthesis). The average errors and four individual severe and extremely severe storm cases show that the model forecasts for decaying intensity after landfall were reasonably good.

6. Summary and conclusions

In this study, the evolution of forecast of dynamical-statistical cyclone prediction system (CPS) and forecast of NWP models used for real-time forecasting of TCs over the North Indian Ocean was carried out for the past decade 2010-2019. The important findings are summarized below.

(i) In the first component, analysis of performance of genesis potential parameter (GPP) shows that POD (0.95) was much higher than FAR (0.13) and near desirable value for BIAS (1.09) along with high CSI (0.84) and PC (0.84), which indicates that the GPP was skillful for cyclogenesis prediction. Comparison of the metrics for first five years (2010-2014) and second five years (2015-2019) suggest that FAR and BIAS has reduced and CSI and PC have increased in recent five years.

(ii) The consensus MME track forecast was found to be more consistent and outperformed all individual models during 2010-2019. The mean track forecast errors (DPE) of MME during the period was 53 km, 67 km, 84 km, 103 km, 120 km, 143 km, 160 km, 188 km, 220 km and 246 km for the forecast lead time 12 h, 24 h, 36 h, 48 h, 60 h, 72 h, 84 h, 96 h, 108 h and 120 h respectively. The MME forecast errors were less by 18-53%, 10-56%, 21-54%, 15-31% and 17-37% than all individual models for forecast lead time 24 h, 48 h, 72 h, 96 h and 120 h respectively. Further trend analysis of track error shows that during the period, DPE of MME has reduced significantly by about 41% to 55% for forecast lead time 24 h to 72 h. The average track forecast errors during the recent past five years (2015-2019) compared to previous five years (2010-2014) shows there has been improvement of forecasts for all models.

The most important component of cyclone forecasting is landfall point forecast. The average landfall error of MME was 31.5 km, 60 km, 57.5 km, 83.4 km and 127.2 km for forecast hours before 24 h, 48 h, 72 h, 96 h and 120 h respectively and corresponding landfall time error was 2.2 h, 3.8 h, 5.2 h, 5.8 h and 8.1 h.

Predicting the future location of TCs inherently involves some level of uncertainty represented by a cone of uncertainty, which actually represents the probable track of centre of a TC. The cone of uncertainty is found to be 11.7° and the centre of TCs for all forecast hours within the cone was 86% and 14% cases strayed outside of the cone.
(iii) The average intensity forecast errors AAE (RMSE) of SCIP model during 2010-2019 was 5.6 (7.5) kt, 8.3 (11.3) kt, 10.6 (14.8) kt, 12.6 (17.2) kt, 14.6 (19.3) kt, 15.7 (20.5) kt, 14.9 (19.7) kt, 15.7 (20.1) kt, 14.1 (17.0) kt and 12.6 (16.1) kt for forecast lead time 12 h, 24 h, 36 h, 48 h, 60 h, 72 h, 84 h, 96 h, 108 h and 120 h respectively. The AEE during the period 2010-2014 and 2015-2019 shows an improvement of 11-17% for 36 h to 72 h. The landfall intensity errors show that the AEE was ranged from 7.6 kt to 16.9 kt for forecast lead time up to 120 h and corresponding RMSE was ranged from 9.4 kt to 20.7 kt.

(iv) The performance of RII for probability forecast of rapid intensification (RI) during the period 2011-2019 was found to be skillful. The Brier score (BS) during the period was 0.079, where the BS is 0 considered as the best score and 1 and worst score. Individually, for 24 RI cases and 260 Non-RI cases the BS were 0.494 and 0.041 respectively. The overall score for 284 RI and non-RI cases show RII achieved a good score for RI forecasting during the period.

(v) The average absolute error (AAE) of the decay model for 6-hourly decaying intensity (after the landfall of TCs) forecasts (up to 24 h) shows that the error AAE (RMSE) were 6.6 (8.6) kt, 7.5(9.9) kt, 4.9 (7.7) kt and 3.3 (4.4) kt at 6 h, 12 h, 18 h and 24 h respectively. The mean error statistics and also errors of two individual severe storm cases show that the model forecasts were reasonably good.

The study shows that the dynamical-statistical technique can add skill to dynamical forecast. The performance analyses of NWP models and each component of CPS have brought out the probable forecast errors. Results show that track forecasts by MME outperformed all individual models and demonstrated the efficacy of the system (CPS) for improvement of cyclone forecast over the NIO in the past decade (2010-2019).
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