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Genetic Programming-Based Feature Selection for Emotion Classification Using EEG Signal
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The COVID-19 has resulted in one of the world’s most significant worldwide lock-downs, affecting human mental health. Therefore, emotion recognition is becoming one of the essential research areas among various world researchers. Treatment that is efficacious and diagnosed early for negative emotions is the only way to save people from mental health problems. Genetic programming, a very important research area of artificial intelligence, proves its potential in almost every field. Therefore, in this study, a genetic program-based feature selection (FSGP) technique is proposed. A fourteen-channel EEG device gives 70 features for the input brain signal; with the help of GP, all the irrelevant and redundant features are separated, and 32 relevant features are selected. The proposed model achieves a classification accuracy of 85% that outmatches other prior works.

1. Introduction

Due to the COVID-19 epidemic, all the governments in the world have to impose a lockdown. This strictness, however, affects the emotions of the people, and lots of people are feeling emotional imbalance [1]. The people are experiencing negative emotions, and their health and performance are degrading day by day. Emotion and mental awarenesses have become the primary concern for all the governments in the world because a lot of people are feeling stressed and alone [2].

To address the challenge as mentioned above, lots of researchers are applying classification algorithms to understand the emotion of the people [3]. Humans cannot classify these types of emotions; whereas, these classifiers can do this task very efficiently [4]. Recently, many expert systems and machine learning tools are gaining importance for the classification of medical data because they can learn from experience, past patterns, and examples [5–7]. Also, a more detailed medical data examination can be done in a shorter time with a reduced number of errors [8–10]. However, the problem with many features is that they are redundant. Because of that, they increase the error rather than reducing it [11, 12]. Feature selection can address this problem by selecting only relevant features for classification [13–15]. This improves the performance of the classifiers by removing similar features, shortening the training time. The techniques like evolutionary algorithms are gaining importance in feature selection because they can efficiently search the entire search space. There are few evolutionary algorithms, but genetic programming has shown good results on classification problems. Another advantage of using GP is that the classifier of GP has a tree structure [16], so we can recognize the features present in the best classifier. This will help, especially in the case of medical diagnosis, because
we can determine which features are more important. In the last decade, there have been several reports on applying GP techniques to a range of medical data classification problems [17–19].

However, in this study, the genetic programming-based feature selection (FSGP) technique is proposed. It helps to improve the classification accuracy of the emotion recognition dataset by removing redundant and irrelevant characteristics in a single GP life cycle. An EEG dataset is created using brain signals [20]. The proposed algorithm yielded an accuracy of 85% for 80–20 training-testing partition. The results show that our approach works well with the EEG database and reduces the number of features with increased classification accuracy, confirming that it can be an excellent alternative to the well-known expert system and machine learning methods. The goal of our algorithm would be to correctly classify the samples as positive and negative emotions with an optimal number of features. The following few points highlight the difference between the current study and the existing ones in the literature. (i) How we can reduce the number of features and simultaneously increase the classification accuracy in a single genetic programming life cycle. (ii) The present study contains the result on the emotion recognition dataset created using the 14-channel EEG device. (iii) A reduced number of features are also presented along with the classification accuracy.

The rest of the study is described as follows: Section 2 gives the device and dataset description, Section 3 tells about the proposed algorithm, Section 4 presents the result of the proposed algorithm, and Section 5 compares the proposed algorithm with other machine learning algorithms.

2. Methods and Materials

This part provides information about the device, dataset used, and the classification algorithm.

2.1. Device Description. Emotiv EPOC is a 14-channel wireless headband for collecting brain signals shown in Figure 1. It is a portable device that has 14 electrodes following the American EEG Society Standard, as shown in Figure 2. This device can collect raw EEG data and generate the features from the signals. The total number of signals this device generates is 70. The five features are from every 14 channels, so 70 features.

The EEG signals are generated as a person experiences different emotions or feelings when exposed to situations or scenarios through visual content. We recognize an individual's emotions by analyzing brain waves while watching emotional or situational materials and classify the emotions into two classes, i.e., positive and negative. The elicitation materials included around 60 videos, which depict the dramatic person's predefined personality traits and are therefore recognized as the ground truth of this work's experimental procedure.

2.2. Dataset. Fifty (25 males and 25 females) nonclinical participants were considered for this research. The study was volunteered by participants, and an informed consent form was also concluded. All nonclinical participants from various cultures and education classes were Hindi speaking. However, 5 data samples were dropped as a result of failure in equipment or excessive EEG signal artifacts in the final analysis. The age group of participants is divided into three age groups as 15–20 years, 21–26 years, and 27–35 years.

3. Proposed Method

For this research, fifty (25 males and 25 females) nonclinical participants involved. Participants volunteered for the study, and an informed consent form was also concluded—all nonclinical participants from various cultures and education classes were Hindi speaking. However, 5 data samples were dropped due to failure in equipment or excessive EEG signal artifacts in the final analysis; in total, 45 participants were considered for this research.

3.1. Initialization and Fitness. We generate the initial population using all features in the feature set and terminals in the terminal set. The ramped half and half method is used for
initializing the population. We maintain the structural diversity of the people through all generations. To keep the variety, all the individuals are compared to ensure that no similar trees are generated. After generating the diverse initial population, we calculate the fitness of all the trees using the emotion recognition dataset. During training the individuals, we calculate the fitness using the training dataset.

3.2. Feature Selection. After evaluating the fitness of the classifiers, we perform our feature selection process. In this, we calculate the average fitness of the classifiers in the generation. After that, we select those classifiers whose accuracy (fitness) is more significant than average accuracy and named them Cga classifiers (classifier having accuracy greater than average accuracy). Then, we assign the weights to the features present in Cga classifiers. Initially, the weight of all the features is 0; then, we evaluate the number of times any feature is present in these Cga classifiers. The number of times the feature is present in the Cga classifier is the weight of that feature. This process is repeated for all the features, and their weights are evaluated. We repeat this process for 50% of the generation and evaluate the weight of all the features present in Cga classifiers. After getting the weight of all the features, we calculate their average. Those features whose weights are more significant than average weight is selected, and we named them suboptimal features (Fso). Then, we got two subsets of features: those whose weight is more significant than average weight (Fso) and those whose weight is not greater (Fno).

In the next generation, we replace all the (Fno) features with (Fso) features. To replace the (Fno) features with (Fso) features, we apply a modified mutation technique, in which we replace the single (Fno) feature with a single (Fso) feature randomly chosen from the (Fso) subset. Then, we compare the fitness of the newly generated tree with its parent. If the fitness of the tree is increased, then we stop; otherwise, we repeat this process till we get better offspring than a parent. In this way, all the unwanted (Fno) features are replaced by (Fso) features. Then, we allowed the GP life cycle to run till the last generation and obtain the best classifier in terms of fitness, and the features present in the best classifier are the optimal feature set. The advantage of this method is that we had done the feature selection and classification in one run of GP. The other benefit is that our process does not suffer from overfitting problems as happens in the case of wrapper approaches because of applying a similar algorithm two times, the first time for feature selection and the second time for classification. The flowchart of the proposed work is shown in Figure 3.

3.3. Genetic Operators. The three operators of genetic programming are applied to generate the following populations. Reproduction copies the best individual to the next generation. Crossover and mutation operators are improved to reduce the possibility of sending the lower fitness individuals to the next generations. The hill-climbing crossover and mutation operators [16] are used in this work. After doing the crossover and mutation, the offsprings are compared with their parents, and if their fitness is better than the parents, only the child is transferred to the next generation. Due to this property only, the exploitation of the solution is maintained.

3.4. Termination Criteria. The GP process is terminated as soon as the fitness reaches 100% accuracy.

4. Results

In this section, the FSGP model results are examined. The computer configuration consists of 64 GB RAM-based Python (3.8) for incorporating FSGP, GPMtfs, and another existing approaches, i.e., neural network, genetic programming, random forest, and SVM. These algorithms were applied to the EEG dataset for emotion recognition. Experimentation is carried out on the datasets with the parameters as given in Table 1.

In this study, the dataset is separated into two parts, i.e., in training and test sets. They are divided into different partitions to compare the training-testing outcomes to existing literature.

The performance assessment is conducted using a holdout 80–20 validation scheme. In the 80–20 partition scheme, we have divided the dataset into two parts; the first part consists of 80%, which is used for training the model and the second part consisting of 20% is for model testing. The proposed FSGP and GPMtfs architecture were evaluated by calculating the performance metrics such as sensitivity,
precision, and specificity values and are given in Table 2, and their mathematical expressions are given as follows.

\[
\text{Recall} = \frac{TP}{TP + FN} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Specificity} = \frac{TN}{TN + FP}
\]

where TP is true positive, TN is true negative, FP is false positive, and FN is false negative.

In this section, we present the experimental results to test the behavior of the proposed genetic programming-based feature selection (FSGP) model, as well as to compare it with the classical multitree genetic programming-based FS (GPmtfs) model [14]. The results of classification accuracy of both the models are given in Table 3, with 80–20 training and testing data for the emotion recognition dataset. It is clear from the results that the FSGP model outperforms the classical GPmtfs in terms of classification accuracy for 80–20 training-testing data. It is also clear from the result that the average number of features selected by the FSGP model is less than the GPmtfs model, which shows that replacing the unwanted features in the middle stage with suboptimal features helps select the optimal set of features and improves the accuracy. Classification accuracy achieved by the FSGP model for 80–20 training-testing samples is 85% with 32 average number of features for the EEG dataset, which is very remarkable. It shows that the FSGP model has good adaptation generation capability and can select the optimal number of features if proper training data are provided. The result confirms the importance of appropriate training data for selecting the optimal features from the dataset.

This concludes that our FSGP can reduce the number of features with improved accuracy and show the important features in the dataset. Thus, our model can be a beneficial tool for physicians to diagnose the patient.

The GPmtfs model' maximum, average, and minimum classification accuracies for 80–20 training-testing partition achieved are 75%, 71%, and 68%, respectively.

The FSGP model' maximum, average, and minimum classification accuracies for 80–20 training-testing partition achieved are 85%, 82%, and 80%, respectively.

Table 4 provides the accuracy of the FSGP model on a different number of fitness evaluations. It is clear from the results that the model gives the best accuracy at 80000 fitness evaluations. The accuracy below those numbers is inferior, and after 80000 fitness evaluation, the accuracy is not improving. This suggests that our model converges at 80000 fitness evaluations.

Figure 4 shows the comparison of the accuracy of GPmtfs and FSGP on a different number of evaluations. Both algorithms do not seem to produce good results when the number of fitness evaluations is less. On increasing the fitness evaluations, the accuracy of both models increases; however, FSGP outperforms GPmtfs on every comparison. Both the models converged around 80000 fitness evaluations and marked their complete accuracy.

Figure 5 shows the accuracy and features of the FSGP model on a different number of fitness evaluations. The red line indicates the accuracy, and the blue line shows the features. It is clear from the figure that the FSGP model has the highest accuracy and the lowest features at 80000 fitness evaluations. The optimal number of fitness evaluations for the FSGP model is 80000 for emotion recognition data. This fitness evaluation gives the highest accuracy with an optimal number of features.

Table 5 provides the classification accuracy in the form of confusion matrix. It is clear from Table 5 that the sum of true positive and true negative is much better for FSGP as compared to GPmtfs. This again confirms the superiority of FSGP over GPmtfs. The Mann–Whitney confirms the statistical difference in result given in Table 6. The solution produced by our FSGP model is statistically different from the GPmtfs model for 80–20 training-testing partition for the emotion recognition dataset.

5. Discussion

This section compares the proposed model with the standard machine learning algorithms. The conventional algorithms
are also implemented using the same set of EEG features used to develop the proposed model. Table 7 provides the classification accuracy comparison of the proposed models on the 80–20 partition scheme.

5.1. Comparison. Various works from different authors on emotion recognition datasets are given in Table 7. Our proposed approach, FSGP, in which we have simultaneously done the feature selection and classification, is noteworthy in terms of classification accuracy than other approaches. Observations also show that our method removes the redundant and irrelevant features and finds the optimal number of features to classify the emotion recognition data.

The neural network, random forest, genetic programming, and SVM are the other state-of-the-art approaches used. To guarantee that the conclusions and comparisons given are explicit and accurate, the setting of parameters for all these classifiers has been implemented using the same method. It is evident from Table 7 that in the FSGP model, the classification accuracy was superior to all the other models for 80–20 training-testing partition. The second-best classification accuracy after FSGP is of genetic programming, and for the 80–20 training-test partition, the overall accuracy is 79%. Table 2 provides the values of FSGP and GPmtfs for 80–20 data partitioning scheme for sensitivity, precision, and specificity. It is clear from the result that FSGP outperforms the GPmtfs in all aspects.

Table 6 provides the two-tailed Mann–Whitney test which shows the statistical result disparity [21]. The p value is computed using the Mann–Whitney test. If the p value is more significant than 0.05, the results do not alter considerably; nevertheless, if the p value is smaller than the value 0.001, the results are highly effective. The findings in Table 6 show that FSGP model results are statistically separate from GPmtfs for the 80–20 training-testing split. The results show a significant difference when these classifiers’ p values are compared to FSGP. According to the evaluation findings, the suggested FSGP model for performance analysis of two classes of emotion, i.e., positive and negative classification, produces accurate output.

6. Conclusion

A novel approach for emotion recognition has been explored to extract important features and improve accuracy. This is done by removing the redundant and irrelevant features during 50% of the generation and forming a subset of suboptimal features rather than finding the optimal features that increase the classifier’s accuracy after complete generation. Several experiments have been conducted with the proposed method, and a comparison has been presented with the classical GPmtfs model. The collected EEG dataset was used in this study.

Table 7: Classification accuracy comparison of existing approaches and MLSTM_3 classifier for two class of emotion classification to analyze the mental state during pandemic.

| Method         | Partition | Accuracy (%) |
|----------------|-----------|--------------|
| Neural network | 80–20     | 74           |
| Random forest  | 80–20     | 70           |
| Genetic program| 80–20     | 79           |
| SVM            | 80–20     | 76           |
| FSGP           | 80–20     | 85           |

Bold shows the maximum value of accuracy.

The data used to support the findings of this are available from the corresponding author upon request.
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