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Abstract

In this paper, we study the recursion of measurement outcomes for open quantum networks under sequential measurements. Open quantum networks are networked quantum subsystems (e.g., qubits) with the state evolutions described by a continuous Lindblad master equation. When measurements are performed sequentially along such continuous dynamics, the quantum network states undergo random jumps and the corresponding measurement outcomes can be described by a vector of probabilistic Boolean variables. The induced recursion of the Boolean vectors forms a probabilistic Boolean network. First of all, we show that the state transition of the induced Boolean networks can be explicitly represented through realification of the master equation. Next, when the open quantum dynamics is relaxing in the sense that it possesses a unique equilibrium as a global attractor, structural properties including absorbing states, reducibility, and periodicity for the induced Boolean network are direct consequences of the relaxing property. Particularly, we show that generically, relaxing quantum dynamics leads to irreducible and aperiodic chains for the measurement outcomes. Finally, we show that for quantum consensus networks as a type of non-relaxing open quantum network dynamics, the communication classes of the measurement-induced Boolean networks are encoded in the quantum Laplacian of the underlying interaction graph.

1 Introduction

It is widely believed that our future information infrastructures will be built on quantum technologies, where computing and communication take place over states of quantum systems [Nielsen & Chuang 2010]. Quantum systems are fundamentally different from classical states from the following aspects:
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quantum states are vectors in finite or infinite dimensional Hilbert spaces; isolated quantum systems exhibit closed dynamics described by Schrödinger equations; performing measurements over a quantum system yields random outcomes and the quantum system collapses to states corresponding to the measurement outcomes. On one hand, these distinct properties of quantum systems empower quantum computing and communication to a degree that classical systems cannot achieve. On the other hand, the creation, measurement, preservation, and manipulation of quantum systems become very difficult, especially at a large scale (Wiseman & Milburn, 2010).

Quantum systems may also be exposed to external environments with whom they form closed quantum dynamics. When a Markovian approximation is applied under the assumption of a short environmental correlation time permitting the neglect of memory effects (Breuer & Petruccione, 2002), a master equation can be used to describe the quantum state evolution (Lindblad, 1976), forming open quantum systems. The interaction between an open quantum system and its driven environment essentially define input-output feedback channels (James et al., 2008) within the overall system. Open quantum systems arise from a large context of quantum systems and quantum engineering (Ticozzi & Viola, 2008, 2009; Schirmer & Wang, 2010; Altafini, 2002; Altafini & Ticozzi, 2012; Wang et al., 2012). Particularly, if we connect a network of quantum subsystems such as qubits by a series of local environments, an open quantum network is obtained. Open quantum networks have proven to be a resource for universal quantum computing (Verstraete et al., 2009), and a way of realizing quantum consensus and synchronization at the quantum level (Mazzarella et al., 2015; Shi et al., 2016).

In practice, knowledge of any quantum system has to come from some form of quantum measurements, where only random outcomes can be obtained. Repeated quantum measurements are the major approach for identifying unknown quantum states, where independent measurements are carried out for identical copies of the states for identification. For the manipulation of quantum states, sequential quantum measurements can be performed as a way of realizing feedforward control with a static quantum plant (Pechen et al., 2006), or measurement feedback control with closed quantum dynamics (Belavkin, 1999; Blok et al., 2014). Due to the complexity of the open quantum dynamics, the role of sequential measurements have not been quite understood in the literature even only for the recursion of the measurement outcomes.

In this paper, we study open quantum networks of qubits with sequential measurements. When measurements are performed sequentially along the continuous dynamics, the quantum network states undergo random jumps and the measurement outcomes are naturally described by a vector of random Boolean variables, forming a probabilistic Boolean network (Shmulevich et al., 2002). The induced recursion of the Boolean networks defines a Markov chain, which is governed both by the master equation of the continuous quantum dynamics, and the basis of the network measurement. We establish a clear and explicit representation for the state transition of the random measurement outcomes from realification of the master equation. Moreover, for relaxing and non-relaxing quantum network dynamics, respectively, we establish the following results.
(i) When the open quantum dynamics is relaxing, i.e., it possesses a unique equilibrium that is globally asymptotically stable, structural properties including absorbing states, reducibility, and periodicity for the induced Boolean networks are established directly from the relationship between the master equation and the measurement basis. Particularly, we show that as a generic property, relaxing quantum dynamics leads to irreducible and aperiodic chains for the measurement outcomes.

(ii) We show that for quantum consensus networks as a special type of non-relaxing open quantum network dynamics, the communication classes of the measurement-induced Boolean networks are fully encoded in the quantum Laplacian of the underlying interaction graph.

The remainder of the paper is organized as follows. In Section 2 we present some preliminary theory and notations for the sake of achieving self-contained presentation. In Section 3 we introduce the quantum network model, the resulting hybrid quantum network dynamics, and the definition of the induced probabilistic Boolean network from the measurement outcomes. In Section 4 we establish the representation of the state transition of the Boolean network. Then in Sections 5 and 6 we present the results for relaxing and non-relaxing quantum dynamics, respectively. Finally some concluding remarks are presented in Section 7.

2 Preliminaries

In this section, we introduce some concepts and theory from graph theory (Godsil & Royle 2001), open quantum systems (Nielsen & Chuang 2010), and Markov chains (Durrett 2005).

2.1 Graph Theory Essentials

A simple undirected graph $G = (V, E)$ consists of a finite set $V = \{1, \ldots, n\}$ of nodes and an edge set $E$, where an element $e = \{i, j\} \in E$ denotes an edge between two distinct nodes $i \in V$ and $j \in V$. Two nodes $i, j \in V$ are said to be adjacent if $\{i, j\}$ is an edge in $E$. The number of adjacent nodes of $v$ is called its degree, denoted $\text{deg}(v)$. The nodes that are adjacent with a node $v$ as well as itself are called its neighbors. A graph $G$ is called to be regular if all the nodes have the same degree. A path between two vertices $v_1$ and $v_k$ in $G$ is a sequence of distinct nodes $v_1 v_2 \ldots v_k$ such that for any $m = 1, \ldots, k - 1$, there is an edge between $v_m$ and $v_{m+1}$. A pair of distinct nodes $i$ and $j$ is called to be reachable from each other if there is a path between them. A node is always assumed to be reachable from itself. We call graph $G$ connected if every pair of distinct nodes in $V$ are reachable from each other. A subgraph of $G$ associated with node set $V^* \subseteq V$, denoted as $G|_{V^*}$, is the graph $(V^*, E^*)$, where $\{i, j\} \in E^*$ if and only if $\{i, j\} \in E$ for $i, j \in V^*$. A connected component (or just component) of $G$ is a connected subgraph induced by some $V^* \subseteq V$, which is connected to no additional nodes in $V \setminus V^*$.

The (weighted) Laplacian of $G$, denoted $L(G)$, is defined as (Mesbahi & Egerstedt 2010)

$$L(G) = D(G) - A(G),$$
where $A(G)$ is the $n \times n$ matrix given by $[A(G)]_{kj} = [A(G)]_{jk} = a_{kj}$ for some $a_{kj} > 0$ if $\{k, j\} \in E$ and $[A(G)]_{kj} = 0$ otherwise, and $D(G) = \text{diag}(d_1, \ldots, d_N)$ with $d_k = \sum_{j=1, j\neq k}^N [A(G)]_{kj}$. It is well known that $L(G)$ is always positive semi-definite, and $\text{rank}(L(G)) = n - C_*(G)$, where $C_*(G)$ denotes the number of connected components of $G$.

2.2 Open Quantum Systems

2.2.1 Quantum States

The state space of any isolated quantum system is a complex vector space with inner product, i.e., a Hilbert space $\mathcal{H}_N \cong \mathbb{C}^N$ with $N \geq 2$. The system state is described by a unit vector in $\mathcal{H}_N$ denoted by $|\varphi\rangle$, where $|\cdot\rangle$ is known as the Dirac notion for vectors representing (pure) quantum states. The states of a composite quantum system of two subsystems with state space $\mathcal{H}_A$ and $\mathcal{H}_B$, respectively, are complex linear combinations of $|\varphi_A\rangle \otimes |\varphi_B\rangle$, where $|\varphi_A\rangle \in \mathcal{H}_A$, $|\varphi_B\rangle \in \mathcal{H}_B$. For any $|p\rangle, |q\rangle \in \mathcal{H}_N$, we use the notation $|p\rangle\langle q|$ to denote the operator over $\mathcal{H}_N$ defined by

\[
(p\langle q|)\eta = \langle q|\eta\rangle|p\rangle, \quad \forall|\eta\rangle \in \mathcal{H}_N,
\]

where $\langle \cdot, \cdot \rangle$ represents the inner product that the Hilbert space $\mathcal{H}_N$ is equipped with. In standard quantum mechanical notation, the inner product $\langle p|q\rangle$ is denoted as $\langle p|q\rangle$.

Quantum states as ensembles of pure states can also be described by a positive Hermitian density operator over the space $\mathcal{H}_N$ (or density matrix) $\rho$ satisfying $\text{Tr}(\rho) = 1$.

2.2.2 Quantum Measurements

Let $\mathcal{L}(\mathcal{H}_N)$ be the space of linear operators over $\mathcal{H}_N$. For a quantum system associated with state space $\mathcal{H}_N$, a projective measurement is described by an observable $M$, which is a Hermitian operator in $\mathcal{L}(\mathcal{H}_N)$. The observable $M$ has a spectral decomposition in the form of

\[
M = \sum_{m=0}^{N-1} \lambda_m P_m,
\]

where $P_m$ is the projector onto the eigenspace of $M$ with eigenvalue $\lambda_m$. The possible outcomes of the measurement correspond to the eigenvalues $\lambda_m$, $m = 0, \ldots, N - 1$ of the observable. Upon measuring the state $|\varphi\rangle$ (or $\rho$), the probability of getting result $\lambda_m$ is given by $\rho(\lambda_m) = \langle \varphi|P_m|\varphi\rangle$ (or $\text{Tr}(\rho P_m)$). Given that outcome $\lambda_m$ occurred, the state of the quantum system immediately after the measurement is $\frac{P_m|\varphi\rangle}{\sqrt{\rho(\lambda_m)}}$ (or $\frac{P_m \rho P_m}{\rho(\lambda_m)}$).

2.2.3 Master Equations

The time evolution of the state $|\varphi(s)\rangle \in \mathcal{H}_N$ of a closed quantum system is described by a Schrödinger equation. A quantum systems may also interact with external environments, who are quantum systems.
by themselves, and the composite system generated by the system and the environments form an isolated (closed) quantum system. When a Markovian approximation can be applied under the assumption of a short environmental correlation time permitting the neglect of memory effects (Breuer & Petruccione, 2002), the time evolution of an open quantum system can be described by a Lindblad master equation as

\[ \dot{\rho}(s) = -i[H, \rho(s)] + \mathcal{L}_D(\rho(s)) \equiv \mathcal{L}(\rho(s)), \]  

where \( i = \sqrt{-1} \), \( H \) is the Hamiltonian as a Hermitian operator over \( \mathcal{H}_N \), and \( \mathcal{L}_D(\rho) = \sum_d \mathcal{D}[V_d]\rho \) is the Lindblad operator from environments. The \( V_d \) are operators over \( \mathcal{H}_N \), and

\[ \mathcal{D}[V_d]\rho(s) = V_d\rho(s)V_d^\dagger - \frac{1}{2}[V_d^\dagger V_d\rho(s) + \rho(s)V_d V_d^\dagger] \]  

where \((\cdot)^\dagger\) represents the Hermitian conjugate. Let \( e^{\mathcal{L}s} \) be the quantum dynamical map governed by (1) for \( s \geq 0 \). Then \( \{e^{\mathcal{L}s}\}_{s \geq 0} \) forms a semigroup (Breuer & Petruccione, 2002).

**Definition 1** The semigroup \( \{e^{\mathcal{L}s}\}_{s \geq 0} \) is relaxing if there exists a unique (steady) state \( \rho_* \), such that \( e^{\mathcal{L}s}(\rho_*) = \rho_* \) for all \( s \), and

\[ \lim_{s \to \infty} e^{\mathcal{L}s}(\rho(0)) = \rho_* \]  

for all \( \rho(0) \).

Note that from the dynamical system perspective, the semigroup \( \{e^{\mathcal{L}s}\}_{s \geq 0} \) being relaxing means the system (1) has a unique equilibrium that is globally asymptotically stable.

### 2.3 Markov Chains

Let \( \mathcal{S} \) be the finite set \( \{1, 2, \ldots, m\} \). Let \( \mathbf{P} \) be an \( m \times m \) non-negative matrix with \( \sum_{j=1}^{m} [\mathbf{P}]_{ij} = 1 \) for \( i \in \mathcal{S} \). A stochastic process \( \{x(t)\}_{t=0}^{\infty} \) with state space \( \mathcal{S} \) is called a homogeneous Markov chain with transition matrix \( \mathbf{P} \), if there holds

\[ \mathbb{P}(x(t+1)|x(0), \ldots, x(t)) = \mathbb{P}(x(t+1)|x(t)) \]  

for \( t = 0, 1, 2, \ldots, \) and

\[ \mathbb{P}(x(t+1) = j|x(t) = i) = [\mathbf{P}]_{ij}, \]  

for all \( i, j \in \mathcal{S} \).

Let row vector \( \pi_0 \) be the initial distribution of the time homogeneous Markov chain \( \{x(t)\}_{t=0}^{\infty} \) with \( [\pi_0]_i = \mathbb{P}(x(0) = i) \) and \( \sum_{i \in \mathcal{S}} [\pi_0]_i = 1 \). Let \( \pi_t \) denote the distribution of the chain at time \( t \), i.e., \( [\pi_t]_i = \mathbb{P}(x(t) = i) \). Then there holds

\[ [\pi_{t+1}]_j = \sum_{i=1}^{m} [\pi_t]_i [\mathbf{P}]_{ij}, \]  

or in a compact form, \( \pi_{t+1} = \pi_t \mathbf{P} \).
A time homogeneous Markov chain \( \{x(t)\}_{t=0}^{\infty} \) with the state space \( \mathcal{S} \) is called irreducible if there exists an integer \( l \geq 1 \) such that \( [P]^l_{ij} > 0 \) for any \( i, j \in \mathcal{S} \). The period \( d(i) \) of a state \( i \in \mathcal{S} \) is defined as the greatest common divisor of all \( l \) that satisfy \( [P]^l_{ii} > 0 \) and \( \{x(t)\}_{t=0}^{\infty} \) is called aperiodic if all the states have period one. If the chain is both irreducible and aperiodic, then there exist a row vector \( \pi^* \) satisfying

\[
\pi^* = \lim_{t \to \infty} \pi_0 P^t
\]

for all initial distribution \( \pi_0 \). In that case \( \pi^* \) is termed the stationary distribution of the Markov chain.

3 Problem Definition

3.1 Qubit Networks

Qubit is the simplest quantum system whose state space is a two-dimensional Hilbert space \( \mathcal{H} := \mathcal{H}_2 \). Consider a quantum network with \( n \) qubits, which are indexed by \( V = \{1, \ldots, n\} \). The state space of the \( n \)-qubit network is denoted as \( \mathcal{H}^\otimes n = \mathcal{H} \otimes \cdots \otimes \mathcal{H} \) (i.e., \( \mathcal{H}_{2^n} \)). The density operator of the \( n \)-qubit network is denoted as \( \rho \). Let there be an observable (or a projective measurement) for a single qubit as

\[
M = \lambda_0 P_0 + \lambda_1 P_1,
\]

where \( P_m = |v_m\rangle\langle v_m| \) is the projector onto the eigenspace generated by the eigenvector \( |v_m\rangle \in \mathcal{H}_2 \) with eigenvalue \( \lambda_m, m \in \{0, 1\} \). Then \( M^\otimes n \) is an observable of the \( n \)-qubit network.

3.2 Open Quantum Networks with Sequential Measurements

Consider the continuous time horizon for \( s \in [0, \infty) \). Let the open quantum network state \( \rho(s) \) be measured along \( M^\otimes n \) from \( s = 0 \) periodically with a period \( \tau \). To be precise, \( \rho(s) \) satisfies the following hybrid dynamics

\[
\dot{\rho}(s) = \mathcal{L}(\rho(s)), \quad s \in [t\tau, (t+1)\tau),
\]

\[
\rho(t\tau) = \rho_p((t\tau)^-),
\]

for \( t = 0, 1, 2, \ldots \). Here \( \rho((t\tau)^-) \) represents the quantum network state right before \( t\tau \) along (3a) starting from \( \rho(t\tau) \), and \( \rho_p((t\tau)^-) \) is the post-measurement state of the network when a measurement is performed at time \( s = t\tau \) along \( M^\otimes n \), respectively.

We further introduce

\[
\xi(t) := \rho((t\tau)^-),
\]

\[
\xi_p(t) := \rho_p((t\tau)^-),
\]

for the pre- and post-measurement network states at the \( t \)-th measurement.
3.3 Induced Boolean Networks

The measurement $M^{\otimes n}$ measures the individual qubit states of the entire network, which yields $2^n$ possible outcomes $[\lambda_{m_1}, \ldots, \lambda_{m_n}], m_j \in \{0, 1\}, j = 1, \ldots, n$. We use the Boolean variable $x_i(t) \in \{0, 1\}$ to represent the measurement outcome at qubit $i$ for step $t$, where $x_i(t) = 0$ corresponds to $\lambda_0$ and $x_i(t) = 1$ corresponds to $\lambda_1$. We can further define the $n$-dimensional random Boolean vector

$$x(t) = [x_1(t), \cdots, x_n(t)] \in \{0, 1\}^n$$

as the outcome of measuring $\xi(t)$ under $M^{\otimes n}$ at step $t$.

Clearly, $\{x(t)\}_{t=0}^{\infty}$ forms a Markov chain as the distribution of $x(t+1)$ is fully determined by $\xi_p(t+1)$, which depends only on $x(t)$, e.g., Figure 1. The $x(t), t = 0, 1, 2, \ldots$ therefore falls to the category of classical probabilistic Boolean networks (Shmulevich et al., 2002).

![Figure 1: Induced Boolean network dynamics from the sequential quantum measurements.](image)

3.4 Problems of Interest

In this paper, we are interested in the properties of the induced Boolean network dynamics. Particularly, we aim to address the following questions:

(i) How can we represent the state transition of the $x(t)$?

(ii) When and how can we characterize the basic properties of $x(t)$ as a Markov chain, e.g., absorbing states, reducibility and periodicity, communication classes?

(iii) Can we establish a clear relationship between the quantum interaction structure encoded in the $\mathcal{L}$, and structures in the state space of $x(t)$?

Answers to these questions will add to the understandings of the behaviors of open quantum systems in the presence of sequential measurements.

4 State Transition Representation

In this section, we establish an explicit representation of the state transition of the chain $\{x(t)\}_{t=0}^{\infty}$. Such a representation is certainly non-unique, and we choose to carry out the analysis under the following standard realification of the master equation (3a) (cf. e.g., Schirmer & Wang (2010)).
Denote \( N = 2^n \). Let there be an orthonormal basis \( \sigma = \{ \sigma_k \}_{k=1}^{N^2} \) for Hermitian operators on \( \mathcal{H}^\otimes n \) by 
\[
\sigma_k = \lambda_{pq}, \quad k = p + (q-1)N \text{ and } 1 \leq p < q \leq N,
\]
where
\[
\lambda_{pq} = \frac{1}{\sqrt{2}} (|p\rangle\langle q| + |q\rangle\langle p|),
\]
\[
\lambda_{qp} = \frac{1}{\sqrt{2}} (-i|p\rangle\langle q| + i|q\rangle\langle p|),
\]
\[
\lambda_{pp} = \frac{1}{\sqrt{p + p^2}} \left( \sum_{k=1}^{p} |k\rangle\langle k| - p|p+1\rangle\langle p+1| \right).
\]

Under the basis \( \sigma \), \( \rho \) is represented as a real vector 
\[
\rho = \sum_{k=1}^{N^2} r_k \sigma_k = \sum_{k=1}^{N^2} \text{Tr}(\rho \sigma_k) \sigma_k.
\]

Then the Lindblad master equation (1) can be equivalently expressed as a real differential equation
\[
\dot{r} = \left( L + \sum_d D^{(d)} \right) r := Wr,
\]
where \( L, D^{(d)} \in \mathbb{R}^{N^2 \times N^2} \) with entries
\[
L_{mn} = \text{Tr}(i[H_{m}, \sigma_n]),
\]
\[
D^{(d)}_{mn} = \text{Tr}(V_d^\dagger \sigma_m V_d \sigma_n) - \frac{1}{2} \text{Tr}(V_d^\dagger [V_d, \sigma_m, \sigma_n])).
\]

### 4.1 Transition Matrix

Let \( \mathcal{V} := \{1, \ldots, N\} \). We introduce two mappings:

(i) \( [\cdot] : \{0, 1\}^n \rightarrow \mathcal{V} \), where \( [i_1 \cdots i_n] = \sum_{k=1}^{n} i_k 2^{n-k} + 1 \);

(ii) \( [\cdot] : \mathcal{V} \rightarrow \{0, 1\}^n \) with \( [i] = [i_1 \cdots i_n] \) satisfying \( i = \sum_{k=1}^{n} i_k 2^{n-k} + 1 \).

Let \( M_{[i]} := P_{i_1} \otimes \cdots \otimes P_{i_n} \) denote the projector onto the eigenspace generated by \( |v_{i_1} \cdots v_{i_n}\rangle \) for \( i_k \in \{0, 1\}, k = 1, \ldots, n \). Upon measuring the network state \( \rho \), the probability of observing \( [i] \) is given by
\[
p([i]) = \text{Tr}(M_{[i]} \rho).
\]

Given that the outcome \([i]\) occurred, the qubit network state immediately after the measurement is 
\[
\rho_p = |v_{i_1} \cdots v_{i_n}\rangle \langle v_{i_1} \cdots v_{i_n}|.
\]

Then \( M_{[i]} \) is expressed under the basis \( \sigma \) as
\[
M_{[i]} = \sum_{k=1}^{N^2} \theta_{i_k} \sigma_k.
\]

Denote \( \theta_i = [\theta_{i_1}, \ldots, \theta_{i_{N^2}}]^T, \ i \in \mathcal{V} \). Let \( \Theta = [\theta_1, \ldots, \theta_N] \in \mathbb{R}^{N^2 \times N} \).

The following theorem presents an explicit representation of the state transition characterization for the induced Boolean series \( \{x(t)\}_{t=0}^{\infty} \).
Theorem 1 Along the quantum system (3a)–(3b), the induced Boolean network dynamics \( \{ x(t) \}_{t=0}^{\infty} \) form a stationary Markov chain over the state space \( \{ 0, 1 \}^n \), whose state transition matrix is described by

\[
P_\tau = \Theta^T e^{W_\tau} \Theta,
\]

where \( [P_\tau]_{ij} \) is the transition probability from \([i]\) to \([j]\), here \( i, j \in \mathcal{V}' \).

Proof. Note that given \( x(t) \), \( \xi_p(t) \) is uniquely determined, which leads to \( \xi(t+1) = e^{W_\tau}(\xi_p(t)) \) along (3a)\(^{\dagger}\). Therefore, the distribution of \( x(t+1) \), as the outcome of measuring \( \xi_p(t+1) \) along \( M^\otimes n \), depends only on \( x(t) \). This immediately implies that \( \{ x(t) \}_{t=0}^{\infty} \) is Markovian.

Next, we show the state transition matrix of \( \{ x(t) \}_{t=0}^{\infty} \) is \( P_\tau = \Theta^T e^{W_\tau} \Theta \) by computing its each entry \([P_\tau]_{ij}\). Let \( x(t) = [i], \ i \in \mathcal{V}' \). Then the post-measurement state at step \( t \) is

\[
\xi_p(t) = |v_{i_1} \cdots v_{i_n}\rangle\langle v_{i_1} \cdots v_{i_n}|
\]

\[
= |v_{i_1}\rangle\langle v_{i_1}| \otimes \cdots \otimes |v_{i_n}\rangle\langle v_{i_n}|
\]

\[
= P_{i_1} \otimes \cdots \otimes P_{i_n}
\]

\[
= M_{[i]} = \sum_{k=1}^{N^2} \theta_{i_k} \sigma_k.
\]

We now proceed to compute \( \xi(t+1) \) via the real differential equation (4) of (3a). From (4), the coordinate vector of \( \xi(t+1) \) is \( e^{W_\tau} \theta_i \), which leads to

\[
\xi(t+1) = \sum_{k=1}^{N^2} [e^{W_\tau} \theta_i]_k \sigma_k.
\]

The probability of observing \([j], j \in \mathcal{V}' \) upon measuring \( \xi(t+1) \) along \( M^\otimes n \) is

\[
\mathbb{P}(x(t+1) = [j]| x(t) = [i]) = \text{Tr}(M_{[j]} \xi(t+1))
\]

\[
= \text{Tr} \left( \sum_{k=1}^{N^2} \theta_{j_k} \sigma_k \right) \left( \sum_{l=1}^{N^2} [e^{W_\tau} \theta_i]_l \sigma_l \right)
\]

\[
= \sum_{k=1}^{N^2} \theta_{j_k} [e^{W_\tau} \theta_i]_k
\]

\[
= \theta_{j}^T e^{W_\tau} \theta_i.
\]

We can equivalently write it in a compact matrix form, which yields \( P_\tau = \Theta^T e^{W_\tau} \Theta \) exactly.

This completes the proof.

5 Relaxing Quantum Dynamics

In this section, we focus on the case where the semigroup \( \{ e^{Zs} \}_{s \geq 0} \) from (3a) is relaxing in the sense of Definition \( \dagger \) i.e., there exists a unique \( \rho_* \) such that

\[
\lim_{s \to \infty} e^{Zs}(\rho(0)) = \rho_*,
\]

\[
(6)
\]
for all $\rho(0)$. There are many examples of practical quantum multi-level systems that are indeed relaxing (Schirmer & Wang [2010]).

The following result shows that as the interval between two consecutive measurements grows, the state-transition matrix $P_\tau$ tends to be close to a rank-one matrix when the semigroup $\{e^{L_s}\}_{s \geq 0}$ is relaxing.

**Proposition 1** Suppose the semigroup $\{e^{L_s}\}_{s \geq 0}$ from (3a) is relaxing. Then for the induced Boolean network dynamics $\{x(t)\}_{t=0}^\infty$ of the quantum system (3a)–(3b), there exists $\theta_* \in \mathbb{R}^{N^2}$ such that

$$\lim_{\tau \to \infty} P_\tau = \Theta^T (1_N \otimes \theta_*) .$$

**Proof.** Let $\theta_0$ and $\theta_*$ be the coordinates of $\rho(0)$ and $\rho_*$ under the basis $\sigma$, respectively. Then the semigroup $\{e^{L_s}\}_{s \geq 0}$ being relaxing implies that

$$\lim_{s \to \infty} e^{L_s} \theta_0 = \theta_* .$$

As a result, invoking the representation of $P_\tau$ from Theorem 1, we obtain

$$\lim_{\tau \to \infty} P_\tau = \lim_{\tau \to \infty} \Theta^T e^{W_\tau} (\theta_1, \ldots, \theta_N) = \Theta^T [\theta_*, \ldots, \theta_*] = \Theta^T (1_N \otimes \theta_*) .$$

We have now completed the proof.

Next, we investigate the structural properties of the induced Boolean network dynamics $\{x(t)\}_{t=0}^\infty$ when the semigroup $\{e^{L_s}\}_{s \geq 0}$ is relaxing. Recall that a state in a Markov chain is an absorbing state if it is not possible to leave whenever this chain arrived at this state. We present the following result.

**Theorem 2** Suppose the semigroup $\{e^{L_s}\}_{s \geq 0}$ from (3a) is relaxing with a unique steady state $\rho_*$. Then for the induced Boolean network dynamics $\{x(t)\}_{t=0}^\infty$ from the quantum system (3a)–(3b), the following statements hold.

(i) If $\rho_* \in \{M_{\lfloor i \rfloor}\}_{i=1}^N$ and $\tau$ is sufficiently large, then the chain $\{x(t)\}_{t=0}^\infty$ has a unique absorbing state.

(ii) If $\text{Tr}(M_{\lfloor i \rfloor} \rho_*) > 0$ for all $i = 1, \ldots, N$ and $\tau$ is sufficiently large, then $\{x(t)\}_{t=0}^\infty$ is irreducible and aperiodic.

**Proof.** With $\theta_*$ being the coordinate of $\rho_*$ under $\sigma$, it is easy to verify that $e^{W_\tau}(\theta_*) = \theta_*$ for all $\tau$.

(i) Suppose $\rho_* \in \{M_{\lfloor i \rfloor}, i \in \mathcal{V}\}$. Then there exists $i_* \in \mathcal{V}$ such that $\rho_* = M_{\lfloor i_* \rfloor}$. From Theorem 1 we know that the transition probability from $\lfloor i \rfloor$ to $\lfloor i_* \rfloor$ is

$$P(x(t+1) = \lfloor i_* \rfloor | x(t) = \lfloor i \rfloor) = \theta_*^T e^{W_\tau} \theta_i .$$

As a result, we can conclude that

$$\lim_{\tau \to \infty} P(x(t+1) = \lfloor i_* \rfloor | x(t) = \lfloor i \rfloor) = \lim_{\tau \to \infty} \theta_*^T e^{W_\tau} \theta_i = \theta_*^T \theta_* > 0 ,$$

for all $\rho(0)$. There are many examples of practical quantum multi-level systems that are indeed relaxing (Schirmer & Wang [2010]).
which implies that
\[ \mathbb{P}(x(t+1) = [i] | x(t) = [i]) > 0 \]
for all $[i]$ with sufficiently large $\tau$. Also, there holds for all $\tau > 0$ that
\[ \mathbb{P}(x(t+1) = [j] | x(t) = [i]) = \theta_j^T \theta_i = 0 \]
for any $j \in V \setminus \{i\}$. Consequently, $i$ is the unique absorbing state of the Markov chain $\{x(t)\}_{t=0}^{\infty}$.

(ii) Suppose $\text{Tr}(M_{[i]} \rho_*) > 0$ for all $i \in V'$. Then
\[ \lim_{\tau \to \infty} \mathbb{P}(x(t+1) = [i] | x(t) = [j]) = \theta_i^T \theta_* = \text{Tr}(M_{[i]} \rho_*) > 0 \]
for all $i, j \in V'$. Similarly, this implies that for sufficiently large $\tau$,
\[ \mathbb{P}(x(t+1) = [j] | x(t) = [i]) > 0 \]
for all $i, j \in V'$. It is then straightforward to verify that $\{x(t)\}_{t=0}^{\infty}$ is irreducible and aperiodic.

Remark 1 In Theorem 2, we require $\tau$ to be sufficiently large. This is due to the fact that the conclusions are built on the observation that $\rho(s)$ will be close to $\rho_*$ as time increases. Since for relaxing open quantum systems, there holds at an exponential rate (Schirmer & Wang (2010))
\[ \lim_{s \to \infty} \rho(s) = \rho_* \]
it is possible to determine an upper bound for the required $\tau$ in Theorem 2.

For relaxing open quantum dynamics, the equilibrium $\rho_*$ is in general a mixed state (Schirmer & Wang, 2010). Consequently, unless the master equation has a very special structure, $\rho_* \not\in \{M_{[i]}\}_{i=1}^N$ will not hold. Moreover, note that with relaxing quantum dynamics, in Theorem 2, the condition that $\text{Tr}(M_{[i]} \rho_*) > 0$ for all $i \in V'$ holds in the generic sense, i.e., for any semigroup $\{e^{Ls}\}_{s \geq 0}$ from (3a) that is relaxing, there holds $\text{Tr}(M_{[i]} \rho_*) > 0$ for all $i$ for almost all $M_{\otimes n}$. This suggests that $\{x(t)\}_{t=0}^{\infty}$ in general will be irreducible and aperiodic for $\tau$ sufficiently large. Then the following result establishes an asymptotic expression for the expected post-measurement quantum state $\mathbb{E}(\xi_p(t))$.

Theorem 3 Suppose the induced Boolean network dynamics $\{x(t)\}_{t=0}^{\infty}$ from the quantum system (3a)–(3b) admits a state-transition matrix $P_\tau$ that is irreducible and aperiodic. Let $\pi_\tau^*$ be the corresponding stationary distribution. Then there holds for all $\rho(0)$ that
\[ \lim_{t \to \infty} \mathbb{E}(\xi_p(t)) = \sum_{i=1}^N \left[ \pi_\tau^* \right]_i (\theta_i \otimes I) \begin{bmatrix} \sigma_1 \\ \vdots \\ \sigma_{N^2} \end{bmatrix} \]
Proof. Recall that the coordinate of $\rho(0)$ under $\sigma$ is denoted as $\theta_0$. Then the probability distribution of $x(0)$ is
\[
\pi_0 = [P(x(0) = [1]), \ldots, P(x(0) = [N])],
\]
which satisfies $\sum_{k=1}^{N} [\pi_0]_k = 1$. This implies that
\[
\lim_{t \to \infty} P(x(t) = [i_1 \ldots i_n]) = \lim_{t \to \infty} [\pi_0 P_T]_{[i_1 \ldots i_n]} = [\pi_0]_{[1N]} P_T_{[i_1 \ldots i_n]} = [\pi_T]_{[i_1 \ldots i_n]},
\]
where $1_N = [1, \ldots, 1]^T$. We can then further conclude from the distribution of $\xi_p(t)$ that
\[
\lim_{t \to \infty} \mathbb{E}(\xi_p(t)) = \lim_{t \to \infty} \sum_{i_1 \ldots i_n} P(x(t) = [i_1 \ldots i_n]) |v_{i_1} \ldots v_{i_n} \rangle \langle v_{i_1} \ldots v_{i_n}|
\]
\[
= \sum_{i_1 \ldots i_n} [\pi_T]_{[i_1 \ldots i_n]} |v_{i_1} \ldots v_{i_n} \rangle \langle v_{i_1} \ldots v_{i_n}|
\]
\[
= \sum_i [\pi_T^*]_i (\theta_i \otimes I) \begin{bmatrix} \sigma_1 \\ \vdots \\ \sigma_{N^2} \end{bmatrix}.
\]
We have now completed the proof of the desired conclusion.

Note that $\mathbb{E}(\xi_p(t))$ is the classical expectation of $\xi(t)$, where the probability measure arises from the random measurement outcomes. Therefore, the implication is that the quantum pre-measurement state $\xi(t)$ tends to be stationary in terms of its measurement statistics. However, $\xi(t), t = 0, 1, 2, \ldots$ will undergo ergodic recursions among $N$ different states in the set
\[
\left\{ e^{-L_T(M_{[i]})} \right\}^{N}_{i=1},
\]
instead of being convergent.

6 Non-Relaxing Quantum Dynamics: Quantum Consensus Networks

In this section, we turn our attention to non-relaxing quantum dynamics (3a). It is clear that various types of master equations could lead to non-relaxing quantum dynamics. Instead of looking into the general form of (3a), we discuss the quantum network dynamics (3a)–(3b) under the so-called consensus master equation (Shi et al., 2016). On one hand, the consensus master equation (Shi et al. 2016) is potentially an important class of open quantum networks, analogous to the classical Laplacian consensus dynamics (Mesbahi & Egerstedt, 2010). On the other hand, how the simple yet rich structural effect in the consensus master equation (Shi et al. 2016) affects the sequential measurement outcomes is an interesting point for investigation.
6.1 Consensus Master Equation

A permutation of the qubit set $V = \{1, \ldots, n\}$ is a bijective map from $V$ onto itself. We denote by $\chi$ such a permutation. Particularly, a permutation $\chi$ is called a swapping between $j$ and $k$, denoted by $\chi_{jk}$, if $\chi(j) = k$, $\chi(k) = j$, and $\chi(l) = l, l \in V \setminus \{j, k\}$. The set of all permutations of $V$ forms a group, called the $n$’th permutation group and denoted by $\Upsilon_n = \{\chi\}$. There are $n!$ elements in $\Upsilon_n$.

**Definition 2** Let $\chi \in \Upsilon_n$. We define the unitary operator $U_\chi$ over $\mathcal{H}^\otimes n$ induced by $\chi$, by

$$U_\chi(|q_1 \otimes \cdots \otimes |q_n) = |q_{\chi(1)} \otimes \cdots \otimes |q_{\chi(n)}),$$

where for $i = 1, \ldots, n$. Similarly, with slight abuse of notation, we define the action of $\chi$ over $\{0, 1\}^\otimes n$ by

$$\chi([i_1 \ldots i_n]) = [i_{\chi 1} \ldots i_{\chi n}]$$

where $i_k \in \{0, 1\}$ for all $k = 1, \ldots, n$.

Let the operator $U_{\chi_{jk}}$ be denoted as $U_{jk}$ for the ease of presentation. Let the network interaction structure be described by an undirected and, without loss of generality, connected graph $G = (V, E)$. The so-called quantum consensus master equation is described by (Shi et al., 2016)

$$\dot{\rho}(s) = \mathcal{L}(\rho(s)) = \sum_{\{j, k\} \in E} \alpha_{jk} \left( U_{jk} \rho U_{jk}^\dagger - \rho \right), \quad (7)$$

where $\alpha_{jk} > 0$ represents the weight of link $\{j, k\}$.

Define an operator over the density operators of $\mathcal{H}^\otimes n$, $\mathcal{P}_*$, by

$$\mathcal{P}_*(\rho) = \frac{1}{n!} \sum_{\chi \in \Upsilon_n} U_\chi \rho U_\chi^\dagger. \quad (8)$$

It is known that when the graph $G$ is connected, along the equation (7) there holds

$$\lim_{s \to \infty} \rho(s) = \mathcal{P}_*(\rho_0) \quad (9)$$

with $\rho(0) = \rho_0$. Clearly the master equation (7) is not relaxing as the limiting point depends on the initial quantum state.

6.2 State Transitions

We are now in a place to study the quantum network dynamics (3a)–(3b) when the continuous quantum dynamics (3a) is described by (7).

Recall that $P_m = |v_m\rangle \langle v_m|$ is the projector onto the eigenspace generated by the eigenvector $|v_m\rangle \in \mathcal{H}_2$ with eigenvalue $\lambda_m$, $m \in \{0, 1\}$. Let $\{|i^2\rangle \langle j^2|\}_{i,j=1}^{N^2}$ be a basis of $\mathcal{L}(\mathcal{H}_N)$, where by definition

$$i^2 := v_{i_1} v_{i_2} \cdots v_{i_n}$$
with \([i] = [i_1, \ldots, i_n]\). According to the definition of \(U_\chi\), we can verify that
\[
U_\chi(|i^2\rangle) = |v_{1, (1)} v_{2, (2)} \cdots v_{n, (n)}\rangle.
\] (10)

As a result, under the basis of \(\{|i^2\rangle\}_{i=1}^N\), the matrix representation of \(U_\chi\), denoted \(U_\chi\), is a real permutation matrix for any \(\chi \in \Upsilon_n\). Similarly, we denote \(U_{jk}\) as the matrix representation of the operator \(U_{jk}\) under the basis \(\{|i^2\rangle\}_{i=1}^N\).

**Definition 3** (Shi et al., 2016) The quantum Laplacian of \(G\) is defined as
\[
L_q(G) := -\sum_{\{j,k\} \in E} \alpha_{jk} (U_{jk} \otimes U_{jk} - I).
\]

Let \(e_i\) denote the \(N \times 1\) unit vector with the \(i\)-th entry being one and all other entries being zero. Then we can establish the following result.

**Proposition 2** Consider (3a)–(3b) with (3a) being described by the quantum consensus master equation (7) under qubit interaction graph \(G\). Define
\[
E_N := [e_1 \otimes e_1, \ldots, e_N \otimes e_N].
\]

Then there holds for the \(\{x(t)\}_{t=0}^\infty\) under the measurement \(M \otimes n\) that
\[
P_\tau = E_N e^{-\tau L_q(G)} E_N.
\]

Proposition 2 shows that the exponential of the quantum Laplacian directly characterizes the state transition matrix of the induced probabilistic Boolean dynamics \(\{x(t)\}_{t=0}^\infty\). The proof of Proposition 2 follows from a similar process as the proof of Theorem 1 where we only need to notice the following two points:

(i) Under the basis \(\{|i^2\rangle\}_{i,j=1}^{N^2}\) for \(\mathcal{L}(\mathcal{H}_N)\), the density operator \(\rho\) can be represented as
\[
\rho = \sum_{i,j=1}^{N^2} \rho_{ij} |i^2\rangle \langle j^2|.
\]

As a result, the coordinate vector of \(\rho\) is precisely vec([\(\rho_{ij}\)]). Then the consensus master equation (7) can be written as
\[
\frac{d}{ds} \text{vec}([\rho_{ij}(s)]) = -L_q(G) \text{vec}([\rho_{ij}(s)]). \tag{11}
\]

Here for any given matrix \(M \in \mathbb{C}^{m \times n}\), the vectorization of \(M\), denoted by vec\((M)\), is the \(mn \times 1\) column vector \([|M|_{11}, \ldots, |M|_{m1}, \ldots, |M|_{1n}, \ldots, |M|_{mn}]^\top\) (Horn & Johnson, 1985).

(ii) Under the basis \(\{|i^2\rangle\}_{i,j=1}^{N^2}\), there holds
\[
M_{[i]} = P_{i_1} \otimes \cdots \otimes P_{i_n} = |[i_1 \cdots i_n]^2\rangle \langle [i_1 \cdots i_n]|^2|.
\]

We also note a critical observation from Proposition 2 that the representation of \(P_\tau\) is independent of the choice of \(M\) in the network observable \(M \otimes n\), in sharp contrast with Theorem 1. The consensus master equation has inherent symmetry, where the selection of the basis \(\{|i^2\rangle\}_{i,j=1}^{N^2}\) preserves the representation \(P_\tau\) under different measurement bases. Additionally, it is obvious that \(P_\tau\) is a symmetric matrix.
6.3 Communication Classes

For the Markov chain \( \{x(t)\}_{t=0}^{\infty} \), a state \([p_1 \ldots p_n]\) in its state space is said to be *accessible* from state \([q_1 \ldots q_n]\) if there is a nonnegative integer \(t\) such that

\[
P(x_t = [p_1 \ldots p_n] \mid x_0 = [q_1 \ldots q_n]) > 0.
\]

It is termed that \([p_1 \ldots p_n]\) *communicates* with state \([q_1 \ldots q_n]\) if \([p_1 \ldots p_n]\) and \([q_1 \ldots q_n]\) are accessible from each other. This communication relationship forms an equivalence relation among the states in \(\{0, 1\}^n\). The equivalence classes of this relation are called *communication classes* of the chain \(\{x(t)\}_{t=0}^{\infty}\). The following theorem provides a full characterization to the communication classes of \(\{x(t)\}_{t=0}^{\infty}\) under the consensus master equation.

**Theorem 4** Consider (3a)–(3b) with (3a) being described by the quantum consensus master equation (7) under qubit interaction graph \(G\). Then the following statements hold for the \(\{x(t)\}_{t=0}^{\infty}\) under the measurement \(M \otimes^n\).

(i) There are \(n + 1\) different communication classes.

(ii) For any \(g = [g_1, \ldots, g_n] \in \{0, 1\}^n\), the communication class containing \(g\) is given by

\[
\mathcal{C}_g = \left\{ \chi(g) : \chi \in \Upsilon_n \right\}.
\]

(iii) The number of states in \(\mathcal{C}_g\) is

\[
\binom{n}{|g|} = \frac{n!}{|g|!(n - |g|)!}
\]

with \(|g| = \sum_{i=1}^n g_i\).

**Proof.** We first establish two technical lemmas as preliminaries of the proof. The proofs of the lemmas can be found in the appendix.

**Lemma 1** For any \(g = [g_1, \ldots, g_n] \in \{0, 1\}^n\), the space

\[
\mathcal{H}_g = \text{span}\left\{ U_\chi |g\rangle \langle g | U_\chi^\dagger : \chi \in \Upsilon_n \right\}
\]

is invariant under the quantum consensus master equation (7).

**Lemma 2** Let \(L(G)\) be the classical Laplacian associated with an undirected and connected graph \(G = (V, E)\). Then

\[
e^{-\tau L(G)} > 0
\]

holds entrywise, i.e., \(e^{-\tau L(G)}\) is a positive matrix, for all \(\tau > 0\).
We are now in a place to prove the theorem. Suppose \( x(t) = g = [g_1, \ldots, g_n] \). Then the post-measurement state at step \( t \) is
\[
\xi_p(t) = |g\rangle\langle g|.
\]
For the continuous time interval \( s \in [t\tau, (t + 1)\tau) \), Lemma 1 suggests that there holds
\[
\rho(s) \in \mathcal{H}_g
\]
for all \( s \in [t\tau, (t + 1)\tau) \). As a result, we can establish the following two aspects.

(a) The accessible states from \( g \) are in the set \( C_g \). In fact, if \( g' \notin C_g \), then
\[
\text{Tr}
\left|
\begin{array}{c}
g' \\
\end{array}
\right|\langle g' | U_\chi | g \rangle | U_\chi^\dagger \rangle = 0
\]
for all \( \chi \in \Upsilon_n \) as \( |g'\rangle \) and \( U_\chi | g \rangle \) must be two orthogonal elements in the basis \( \{|i\rangle\}_{i=1}^N \). Then from (15),
\[
\text{Tr}
\left|
\begin{array}{c}
g' \\
\end{array}
\right|\langle g' | \rho((t + 1)\tau)^- \rangle = 0.
\]
Therefore, any accessible state from \( g \) belongs to \( C_g \).

(b) Any state in \( C_g \) is indeed accessible from \( g \). We can establish this point by focusing our analysis on the quantum Laplacian \( L_q(G) \). This quantum Laplacian, is the Laplacian of a generalized graph \( G = (V, E) \) (Shi et al., 2016). Let \( V^* \) be defined by
\[
V^* := \left\{ \left\lfloor \chi(g) \right\rfloor : \chi \in \Upsilon_n \right\}.
\]
The induced graph of \( V^* \) over \( G \), \( G|_{V^*} \), is obviously a connected subgraph from the quantum consensus master equation (7).

Then for the quantum Laplacian \( L_q(G) \) associated with the qubit interaction graph \( G = (V, E) \), there holds
\[
\mathbb{P}(x(t + 1) = \chi(g)| x(t) = g)
\]
\[
= \text{Tr}
\left|
\begin{array}{c}
\chi(g) \\
\end{array}
\right|\langle \chi(g) | \rho((t + 1)\tau) | g \rangle \langle g | U_\chi^\dagger \rangle
\]
\[
= (|\chi(g)\rangle_N \otimes |\chi(g)\rangle_N)^T e^{-\tau L_n(G)}(|g\rangle_N \otimes |g\rangle_N)
\]
\[
= \left[e^{-\tau L(G|_{V^*})} \right]_{\lfloor \chi(g) \rfloor} |g\rangle
\]
\[
> 0
\]
where the first identity follows from the quantum measurement postulate, the second identity follows from the facts that
\[
\text{Tr}(A^\top B) = \sum_{i,j=1}^N A_{ij}B_{ij} = \text{vec}(A)^\top \text{vec}(B)
\]
for two matrices \( A \) and \( B \), and that \( |\chi(g)\rangle\langle \chi(g) | \) is symmetric as a projector, and the last inequality holds from Lemma 2. This shows that the states in \( C_g \) are all accessible from \( g \).
Combining the two aspects, we can conclude that for the chain \( \{x(t)\}_{t=0}^{\infty} \), the communication class that a state \( g \) is in, precisely \( C_g \). This establishes the statement (ii).

A further look of \( C_g \) leads to the immediate observation that for any \( g \in \{0, 1\}^\otimes n \), there holds

\[
C_g = \left\{ [i_1 \ldots i_n] : \sum_{k=1}^{n} i_k = |g| \right\}.
\]  

(18)

The statements (i) and (iii) thus follow from a basic analysis of combinatorics. We have now completed the proof of the desired theorem.

Theorem 4 is closely related to the notion of generalized graph of the quantum interaction graph introduced in Shi et al. (2016). The generalized graph is the graph that is consistent with the quantum Laplacian, where for an \( n \)-qubit network, its generalized graph contains \( N^2 = 4^n \) nodes. Particularly, the communication class \( C_g \) essentially coincides with the connected components of the \( N \) nodes in the generalized graph corresponding to the diagonal entry of the network density operator.

6.4 Example

We now present a concrete example as an illustration of the established results for quantum consensus networks with sequential measurements. We consider three qubits indexed by 1, 2, and 3. The qubit interaction graph \( G = (V, E) \) is assumed to be a path graph as shown in Figure 2.

![Figure 2: The interaction graph for the three-qubit network.](image)

The quantum Laplacian \( L_q(G) \) for this graph is a \( 64 \times 64 \) matrix. Let the measurement \( M \) be taken under the standard computational basis, without loss of generality, i.e.,

\[
M = \lambda_0 |0\rangle \langle 0| + \lambda_1 |1\rangle \langle 1|,
\]  

(19)

and the resulting network measurement is \( M^{\otimes 3} \). Let the continuous quantum state follow the evolution described by the quantum consensus master equation (7) with two swapping operators \( U_{12} \) and \( U_{23} \) as specified from the interaction graph \( G \). Let the measurement \( M^{\otimes 3} \) be carried out periodically with inter-measurement time \( \tau = 1 \). The measurement outcome for the \( s \)'th measurement is recorded as \( x(t) \in \{0, 1\}^3 \). Then we can verify the following aspects.
(i) The state transition matrix of the chain $x(t)$ is given by

$$
P_\tau = E^\top_8 e^{-L_q(G)} E_8 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.525 & 0.317 & 0 & 0.158 & 0 & 0 & 0 \\
0 & 0.317 & 0.366 & 0 & 0.317 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.525 & 0 & 0.317 & 0 & 0 \\
0 & 0.158 & 0.317 & 0 & 0.525 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.317 & 0 & 0.366 & 0 & 0 \\
0 & 0 & 0 & 0.158 & 0 & 0.317 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.525 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.317 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.158 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.525 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.317 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.158 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.525 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.317 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.158 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
$$

(ii) Let $g = [001]$. Note that $|001| = 2$. From the second row of $P_\tau$, clearly the three nonzero entries are $[P_\tau]_{22} > 0$, $[P_\tau]_{23} > 0$ and $[P_\tau]_{25} > 0$. Consequently, the states that are accessible from $g$ are $[001] = [2]$, $[010] = [3]$, and $[100] = [5]$.

On the other hand, we can verify directly that

$$C_g = \{\chi(g) : \chi \in \Upsilon_3\} = \{[001], [010], [100]\}$$

which is consistent with the communication class that we established directly from $P_\tau$. This is a validation of Theorem 4.(ii) above.

(iii) We can also establish from $P_\tau$ (see the resulting state transition map in Figure 3) that the communication classes of $x(t)$ are

$$\{[000]\};$$
$$\{[001], [010], [100]\};$$
$$\{[011], [101], [110]\};$$
$$\{[111]\}.$$

The number of the communication classes and the size of each communication class are clearly consistent with Theorem 4.(i) and Theorem 4.(iii).

7 Conclusions

Open quantum networks, as a proven resource for universal quantum computation, are networked quantum subsystems such as qubits with the interconnections established by local environments. Their state
evolutions can be described by structured master equations, and in the presence of sequential quantum measurements, the network states undergo random jumps with the measurement outcomes form a probabilistic Boolean network. We showed that the state transition of the random measurement outcomes can be explicitly represented from the master equation. It was also shown that structural properties including absorbing states, reducibility, and periodicity for the induced Boolean dynamics can be made clear directly when the quantum dynamics is relaxing. For quantum consensus networks as a type of non-relaxing open quantum network dynamics, we showed that the communication classes of the measurement-induced Boolean networks arise from the quantum Laplacian of the underlying interaction graph.

Appendix

A. Proof of Lemma 1

Let \( \rho(s) \) be evolving along the quantum consensus master equation (7) with \( \rho(0) \in \mathcal{H}_g \). We carry out the analysis under the basis \( \{|i\rangle\}_{i=1}^N \) for \( \mathcal{H}_N \), and therefore each density operator can be understood as its matrix representation with slight abuse of notation.

Introduce

\[
\mathcal{H}_g = \frac{1}{2} \| \rho(s) \|_{\mathcal{H}_g}^2
\]

(21)

where \( \| a \|_{\mathcal{H}_g} \) stands for distance between a point \( a \) and the space \( \mathcal{H}_g \) under the 2-norm. Let \( \rho(0) = g \).

Noting the fact that \( \mathcal{H}_g \) is linear subspace in \( \mathcal{L}(\mathcal{H}_N) \), we obtain

\[
\frac{d}{ds} \mathcal{H}_g(s) \bigg|_{s=0} = \left( \text{vec}(\rho(s)) - \text{vec}(\mathcal{P}_{\mathcal{H}_g}(\rho(s))), \text{vec}(\dot{\rho}(s)) \right) \bigg|_{s=0} = \left( \text{vec}(\rho(s)) - \text{vec}(\mathcal{P}_{\mathcal{H}_g}(\rho(s))), \text{vec} \left( \sum_{(j,k) \in E} \alpha_{jk} (U_{jk} \rho(s) U_{jk}^\dagger - \rho(s)) \right) \right) \bigg|_{s=0} = 0
\]

(22)

where \( \mathcal{P}_{\mathcal{H}_g}(\cdot) \) is the projection onto the space \( \mathcal{H}_g \), and the last equality holds from the fact that

\[
U_{jk} g U_{jk}^\dagger \in \mathcal{H}_g
\]

(23)

according to the definition of \( \mathcal{H}_g \). Therefore, \( \mathcal{H}_g(s) \equiv 0 \) if \( \mathcal{H}_g(0) = 0 \). This proves that \( \mathcal{H}_g \) is invariant and the desired lemma holds.

B. Proof of Lemma 2

It suffices to prove that \( e^{-\tau L(G)} h_i \) is a positive vector for each \( i = 1, \ldots, n \), where \( h_i \) is the \( n \times 1 \) unit vector with the \( i \)-th entry being one. This is equivalent to

\[
y(\tau) = (y_1(\tau), \ldots, y_n(\tau))^T > 0
\]
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when \( y(s) \) is evolving along the Laplacian consensus

\[
\dot{y}(s) = -L(G)y(s)
\]  

(24)

starting from \( y(0) = h_i \). It is well known that \( y(s) \geq 0 \) along \( (24) \) for all \( s \geq 0 \) since the convex hull of \( y_1(0), \ldots, y_n(0) \), denoted \( \text{co}(y_1(0), \ldots, y_n(0)) \), is invariant under the Laplacian consensus dynamics.

Next, we establish the following claim.

**Claim.** Let \( \{i,j\} \in E \). Then \( y_j(\tau) > 0 \) for sufficiently small \( \tau > 0 \).

This claim can be easily established through the fact that

\[
\frac{d}{ds} y_j(s) \bigg|_{s=0} = \sum_{k=1}^{n} [L(G)]_{kj}(y_k(s) - y_j(s)) \bigg|_{s=0} = [L(G)]_{ij} > 0.
\]

This shows that each of \( i \)'s neighbor will hold a positive state during \( [0, \tau_0) \) for some small \( \tau_0 \). Carrying out the similar analysis recursively to node \( i \)'s neighbors’ neighbor, etc., with connectivity we conclude that each node \( i \) will hold a positive state during \( [0, \tau_0) \) for some small \( \tau_0 \).

Finally, once \( y(\tau_0) > 0 \), there holds \( y(s) > 0 \) for all \( s \geq \tau_0 \), because, again, \( \text{co}(y_1(\tau_0), \ldots, y_n(\tau_0)) \) is invariant under the Laplacian consensus dynamics. This proves the desired lemma.
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