A FAMILY OF DP-MINIMAL EXPANSIONS OF \((\mathbb{Z}; +)\)
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Abstract. We show that the cyclically ordered-abelian groups expanding \((\mathbb{Z}; +)\) contain a continuum-size family of dp-minimal structures such that no two members define the same subsets of \(\mathbb{Z}\).

1. Introduction

In this paper, we are concerned with the following classification-type question:

What are the dp-minimal expansions of \((\mathbb{Z}; +)\)?

For a definition of dp-minimality, see [Sim15, Chapter 4]. The terms expansion and reduct here are as used in the sense of definability: If \(M_1\) and \(M_2\) are structures with underlying set \(M\) and every \(M_1\)-definable set is also definable in \(M_2\), we say that \(M_1\) is a reduct of \(M_2\) and that \(M_2\) is an expansion of \(M_1\). Two structures are definably equivalent if each is a reduct of the other.

A very remarkable common feature of the known dp-minimal expansions of \((\mathbb{Z}; +)\) is their “rigidity”. In [CP16], it is shown that all proper stable expansions of \((\mathbb{Z}; +)\) have infinite weight, hence infinite dp-rank, and so in particular are not dp-minimal. The expansion \((\mathbb{Z}; +, <)\), well-known to be dp-minimal, does not have any proper dp-minimal expansion [ADH+16, 6.6], or any proper expansion of finite dp-rank, or even any proper strong expansion [DG17, 2.20]. Moreover, any reduct \((\mathbb{Z}; +, <)\) expanding \((\mathbb{Z}; +)\) is definably equivalent to \((\mathbb{Z}; +)\) or \((\mathbb{Z}; +, <)\) [Con16]. Recently, it is shown in [Ad17, 1.2] that \((\mathbb{Z}; +, <_p)\) is dp-minimal for all primes \(p\) where \(<_p\) be the partial order on \(\mathbb{Z}\) given by declaring \(k <_p l\) if and only if \(v_p(k) < v_p(l)\) with \(v_p\) the \(p\)-adic valuation on \(\mathbb{Z}\). Also, any reduct of \((\mathbb{Z}; +, <_p)\) expanding \((\mathbb{Z}; +)\) is definably equivalent to either \((\mathbb{Z}; +)\) or \((\mathbb{Z}; +, <_p)\) [Ad17, 1.13].

The above “rigidity” gives hope for a classification of dp-minimal expansions of \((\mathbb{Z}; +)\) analogous to that of dp-minimal fields [Joh15]. In [ADH+13, 5.32], the authors asked whether every dp-minimal expansion of \((\mathbb{Z}; +)\) is a reduct of \((\mathbb{Z}; +, <)\). In view of [Ad17, 1.2], the natural modified question is whether every dp-minimal expansion of \((\mathbb{Z}; +)\) is a reduct of \((\mathbb{Z}; +, <)\) or \((\mathbb{Z}; +, <_p)\) for some prime \(p\).

In this paper, we give a strong negative answer to the above question. We introduce cyclically ordered-abelian groups expanding \((\mathbb{Z}; +)\) in Section 2, show that these are all dp-minimal, and all except two are not reducts of known examples. In Section 3, we characterize unary definable sets in these expansions of \((\mathbb{Z}; +)\), classify these structures up to definable equivalence, and show that there are continuum many up to definable equivalence. The proof of many of the above results notably makes use of Kronecker’s approximation theorem.
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Notations and conventions. Throughout, \( j, k, \) and \( l \) range over the set \( \mathbb{Z} \) of integers, \( m \) and \( n \) range over the set \( \mathbb{N} \) of natural numbers (which includes 0). The operation \( + \) on \( \mathbb{N}, \mathbb{Z}, \mathbb{Z}^2, \mathbb{Q}, \) and \( \mathbb{R} \) are assumed to be the standard ones and likewise for \( \times \) and the ordering \( \prec \) on all the above except \( \mathbb{Z}^2 \). If \((M;\prec)\) is a linear order and \( a, b \in M \), set \([a,b]_M = \{ t \in M : a \leq t < b \} \), likewise for other intervals.

2. Cyclically ordered abelian groups expanding \((\mathbb{Z};+)\)

We begin with some general facts on cyclically ordered groups. There are many sources for this material. Let \( G \) be an abelian group. Suppose \((H;\prec,\triangleleft)\) is a linearly ordered abelian group, \( u \) is an element in \( H^{>0} \) such that \((nu)_{n>0}\) is cofinal in \((H;\prec),\) and \( \pi: H \to G \) induces an isomorphism from \((H/\langle u \rangle;+)\) to \((G;+)\). Define the relation \( C \) on \( G \) by:

\[
C(a,b,c) = \begin{cases} \in C & \text{if } a \prec b \text{ or } b \prec c \prec a \text{ or } c \prec a \prec b \text{ for } a,b,c \in [0,u)_H. \\
\end{cases}
\]

We can easily check that \( C \) is an additive cyclic ordering on \((G;+)\). We call \((H;u,\prec,\triangleleft)\) as above a universal cover of \((G;+,C)\) and \( \pi \) a covering map. It turns out that all cyclically ordered abelian groups can be obtained in this fashion:

Lemma 2.1. Suppose \((G;+,C)\) is a cyclically ordered abelian group. Then \((G;+,C)\) has a universal cover \((H;u,\prec,\triangleleft)\) which is unique up to unique isomorphism. Moreover, \((G;+,C)\) is isomorphic to \( ([0,u]_H;\hat{\triangleleft},\hat{C}) \) where \( \hat{\triangleleft} \) and \( \hat{C} \) are definable in \((H;u,\prec,\triangleleft)\).

Proof. We set \( H = \mathbb{Z} \times G \) and for \((k,a)\) and \((k',a')\) in \( H \), define

\[
(k,a) + (k',a') = \begin{cases} (k + k', a + a') & \text{if } a = 0 \text{ or } a' = 0 \text{ or } C(0_G, a, a + a'), \\
(k + k' + 1, a + a') & \text{otherwise}. \\
\end{cases}
\]

We let \( < \) be the lexicographic product of the usual order on \( \mathbb{Z} \) and the linear order on \( G \) associated to \( C \). Set \( 0_H = (0_z, 0_G) \) and \( u = (1_z, 0_G) \). We can easily check that \((H;u,\prec,\triangleleft)\) is a universal cover of \( G \) and that every universal cover of \((G;+,C)\) is isomorphic to \((H;u,\prec,\triangleleft)\). For \( a,a' \in [0_H,u)_H \), we set

\[
\hat{a} + a' = \begin{cases} a + a' & \text{if } a + a' \in [0_H,u)_H, \\
a + a' - u & \text{otherwise}. \\
\end{cases}
\]

We define \( \hat{C} \) by setting \( \hat{C}(a,b,c) \) for any \( a,b,c \in [0,u)_H \) such that \( a < b < c \) or \( b < c < a \) or \( c < a < b \). It is easy to see the quotient map \( H \to G \) induces an isomorphism \( ([0_H,u)_H;\hat{\triangleleft},\hat{C}) \to (G;+,C) \). \( \square \)
Lemma 2.1 gives us a correspondence between additive cyclic orderings on \( \mathbb{Z} \) and additive linear orderings on \( \mathbb{Z}^2 \):

**Proposition 2.2.** Let \( (\mathbb{Z};+,C) \) be a cyclically ordered group. Then there is a linear order \( \prec \) on \( \mathbb{Z} \) such that a universal cover of \( (\mathbb{Z};+,C) \) is \( (\mathbb{Z}^2; u,+,\prec) \) with \( u = (1,0) \).

**Proof.** Suppose \( (\mathbb{Z};+,C) \) is as above and \( (H;u,+,<) \) is its universal cover. Then \( (\mathbb{Z};+) \) is \( (H/(u);+) \). Using also the fact that \( ((u);+) \) is isomorphic to \( (\mathbb{Z};+) \), we arrange that \( (H;+) \) is \( (\mathbb{Z}^2;+) \). Choose \( v \in \mathbb{Z}^2 \) such that \( v \) is mapped to 1 in \( \mathbb{Z} \) under the quotient map. Then \( (u,v) = \mathbb{Z}^2 \), and so by a change of basis we can arrange that \( u = (1,0) \).

The dp-minimality of the cyclically ordered groups \( (\mathbb{Z};+,C) \) can be established rather quickly using a criterion in [JSW17]:

**Theorem 2.3.** Every cyclically ordered group \( (\mathbb{Z};+,C) \) is dp-minimal.

**Proof.** By the last statement of Lemma 2.1 and Proposition 2.2 it suffices to check that every linearly ordered group \( (\mathbb{Z}^2;+,\prec) \) is dp-minimal. We have that

\[
|\mathbb{Z}^2/n\mathbb{Z}^2| = n^2 < \infty.
\]

The conclusion of the theorem follows from the criterion for dp-minimality in [JSW17] Proposition 5.1.

So far it is still possible that every cyclically ordered group \( (\mathbb{Z};+,\prec) \) is a reduct of a known dp-minimal expansion of \( (\mathbb{Z};+) \). Toward showing that this is not the case, we need a more explicit description of the additive cyclic orders on \( (\mathbb{Z};+) \).

Define the cyclic ordering \( C_\alpha \) on \( \mathbb{Z} \) by setting \( C_\alpha(j,k,l) \) if and only if \( j < k < l \) or \( l < j < k \) or \( k < l < j \). We define the opposite cyclic ordering \( C_- \) on \( \mathbb{Z} \) by setting

\[
C_-(j,k,l) \text{ if and only if } C_+(j,k,l).
\]

We observe that \( C_\alpha \) and \( C_- \) are distinct, but \( (\mathbb{Z};+,C_\alpha) \) and \( (\mathbb{Z};+,C_-) \) are isomorphic via the map \( k \mapsto -k \) and both have \( (\mathbb{Z}^2;+,<_{\text{lex}}) \) as a universal cover where \( <_{\text{lex}} \) is the usual lexicographic ordering on \( \mathbb{Z}^2 \). It is easy to see that both \( (\mathbb{Z};+,C_\alpha) \) and \( (\mathbb{Z};+,C_-) \) are definably equivalent to \( (\mathbb{Z};+,<) \).

Let \( (\mathbb{R}/\mathbb{Z};+,C) \) be the cyclically ordered group with a universal cover \( (\mathbb{R};1,+,<) \) and such that \( C(0+\mathbb{Z},1/4+\mathbb{Z},1/2+\mathbb{Z}) \) holds. We call \( (\mathbb{R}/\mathbb{Z};+,C) \) the **positively oriented circle**. For \( a,b \in \mathbb{R} \) such that \( a - b \notin \mathbb{Z} \), we set \( \{ a,b \}_{\mathbb{R}/\mathbb{Z}} \) to be the set

\[
\{ t \in \mathbb{R}/\mathbb{Z} : t = a + \mathbb{Z} \text{ or } C(a + \mathbb{Z},t,b + \mathbb{Z}) \}.
\]

Let \( \alpha \) be in \( \mathbb{R} \setminus \mathbb{Q} \). Define the additive cyclic ordering \( C_\alpha \) on \( (\mathbb{Z};+) \) by setting

\[
C_\alpha(j,k,l) \text{ if and only if } C(\alpha j + \mathbb{Z},\alpha k + \mathbb{Z},\alpha l + \mathbb{Z}).
\]

In other words, \( C_\alpha \) is the pull-back of \( C \) by the character \( \chi_\alpha : \mathbb{Z} \rightarrow \mathbb{R}/\mathbb{Z}, l \mapsto \alpha l + \mathbb{Z} \). As before, we observe that \( C_\alpha \) and \( C_-\alpha \) are distinct. However, \( (\mathbb{Z};+,C_\alpha) \) and \( (\mathbb{Z};+,C_-\alpha) \) are isomorphic via the map \( k \mapsto -k \) and both have \( (\mathbb{Z}^2;+,<_\alpha) \) as a universal cover with \( <_\alpha \) the pull-back of the ordering \( < \) on \( \mathbb{R} \) by the group embedding

\[
\psi_\alpha : \mathbb{Z}^2 \rightarrow \mathbb{R}, \quad (k,l) \mapsto k + \alpha l.
\]

We also note that \( (\mathbb{Z}^2;+,<_\alpha) \) is not isomorphic to \( (\mathbb{Z}^2;+,<_{\text{lex}}) \) as the former is archimedean and the latter is not. It follows that \( (\mathbb{Z};+,C_\alpha) \) is not isomorphic to \( (\mathbb{Z};+,C_+) \) and \( (\mathbb{Z};+,C_-) \).
The following result is essentially the well-known classification of linearly ordered group expanding \((\mathbb{Z}^2;+)\) up to isomorphism:

**Lemma 2.4.** Suppose \((\mathbb{Z}^2;+,<)\) is a linearly ordered group such that \((nu)_{n>0}\) is cofinal in \(\mathbb{Z}^2\) with \(u = (1,0)\). Then \((\mathbb{Z}^2;u,+,<)\) is isomorphic to either \((\mathbb{Z}^2;u,+,<_{\text{lex}})\) or \((\mathbb{Z}^2;u,+,<_{\alpha})\) for a unique \(\alpha \in [0,1/2]_{\mathbb{R} \setminus \mathbb{Q}}\).

**Proof.** Suppose \((\mathbb{Z}^2;+,<)\) and \(u\) are as stated above. Using the fact that \((nu)_{n>0}\) is cofinal in \(\mathbb{Z}^2\), we obtain \(k\) such that \(ku < (0,1) < (k+1)u\). Let \(v\) be \((0,1) - ku\) if \(2ku < (0,2) < (2k+1)u\) and let \(u\) be \((k+1)u - (0,1)\) otherwise. Then

\[
(u,v) = \mathbb{Z}^2 \text{ and } 0 < 2v < u.
\]

If \((nv)_{n>0}\) is not cofinal in \(\mathbb{Z}^2\), then it is easy to see that the map

\[
\mathbb{Z}^2 \to \mathbb{Z}^2, \quad ku + lv \mapsto (k,l)
\]

is an ordered group isomorphism from \((\mathbb{Z}^2;u,+,<)\) to \((\mathbb{Z}^2;u,+,<_{\text{lex}})\). Now suppose \((nv)_{n>0}\) is cofinal in \(\mathbb{Z}^2\). Then set

\[
\alpha = \sup \left\{ \frac{m}{n} : m,n > 0 \text{ and } mu < nv \right\}.
\]

It is easy to check that \(\alpha \in [0,1/2]_{\mathbb{R} \setminus \mathbb{Q}}\) and that the map \(\mathbb{Z}^2 \to \mathbb{Z}^2, ku + lv \mapsto (k,l)\) is an isomorphism from \((\mathbb{Z}^2;u,+,<)\) to \((\mathbb{Z}^2;u,+,<_{\alpha})\).

Finally, suppose \(\alpha\) and \(\beta\) are in \([0,1/2]_{\mathbb{R} \setminus \mathbb{Q}}\) and \(f\) is an isomorphism from \((\mathbb{Z}^2;u,+,<_{\alpha})\) to \((\mathbb{Z}^2;u,+,<_{\beta})\) with \(u = (1,0)\). Let \(v = (0,1)\). Then

\[
(u, f(v)) = \mathbb{Z}^2 \text{ and } 0 < 2f(v) < u.
\]

The former condition implies \(f(v)\) is either \((k,1)\) or \((k,-1)\) for some \(k\). Combining with the latter condition, we get \(f(v) = (0,1)\), and so \(f = \text{id}_{\mathbb{Z}^2}\). It follows easily from the definition of \(<_{\alpha}\) and \(<_{\beta}\) that \(\alpha = \beta\). \(\square\)

We deduce a classification of additive cyclic orders on \((\mathbb{Z};+)\):

**Proposition 2.5.** Every additive cyclic order on \(\mathbb{Z}\) is either \(C_+, C_-\), or \(C_{\alpha}\) for some \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\). Moreover, for \(\alpha, \beta \in \mathbb{R} \setminus \mathbb{Q}\), \(C_{\alpha} = C_{\beta}\) if and only if \(\alpha - \beta \in \mathbb{Z}\).

**Proof.** Suppose \(C\) is an additive cyclic order on \(\mathbb{Z}\). It follows from Proposition 2.2 and Lemma 2.4 that \((\mathbb{Z};+,C)\) is isomorphic to either \((\mathbb{Z};+,C_+)\) or \((\mathbb{Z};+,C_0)\) for \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\). Note that the only group automorphism of \((\mathbb{Z};+)\) are \(\text{id}_{\mathbb{Z}}\) and \(k \mapsto -k\). The latter maps \(C_+\) to \(C_-\) and \(C_{\alpha}\) to \(C_{-\alpha}\) for all \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\). The first statement of the proposition follows.

The backward direction of the second statement follows from the easy observations that \(C_\alpha = C_{\alpha+1}\). For the forward direction of the second statement, suppose \(\alpha, \beta \in \mathbb{R} \setminus \mathbb{Q}\) and \(C_{\alpha} = C_{\beta}\). In particular, this implies that

\[
(Z;+,C_{\alpha}) \cong (Z;+,C_{\alpha}) \cong (Z;+,C_{\beta}) \cong (Z;+,C_{-\beta}).
\]

By the backward direction of the second statement, we can arrange that \(\alpha\) and \(\beta\) are in \([-1/2,1/2]_{\mathbb{R} \setminus \mathbb{Q}}\). If both \(\alpha\) and \(\beta\) are in \([0,1/2]_{\mathbb{R} \setminus \mathbb{Q}}\), then it follows from Lemma 2.4 that \(\alpha = \beta\). If both \(\alpha\) and \(\beta\) are in \([-1/2,0]_{\mathbb{R} \setminus \mathbb{Q}}\), a similar argument shows that \(-\alpha = -\beta,\) and so \(\alpha = \beta\). Finally, suppose one out of \(\alpha, \beta\) is in \([-1/2,0]_{\mathbb{R} \setminus \mathbb{Q}}\) and the other is in \([0,1/2]_{\mathbb{R} \setminus \mathbb{Q}}\). A similar argument as the previous cases give us that \(\alpha = -\beta\). However, \(C_{\alpha}\) is always different from \(C_{-\alpha}\), so this last case never happens. \(\square\)
We also need a well-known result of Kronecker: If $(\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n$ is a $\mathbb{Q}$-linearly independent tuple of variables, then
\[(\alpha_1m + \mathbb{Z}, \ldots, \alpha_nm + \mathbb{Z})_{m>0}\] is dense in $(\mathbb{R}/\mathbb{Z})^n$,
where the latter is equipped with the obvious topology. See also [Tra17] for another instance where a phenomenon of this type is of central importance in dealing with cyclic orders.

**Theorem 2.6.** Let $\alpha$ be in $\mathbb{R} \setminus \mathbb{Q}$. Then $(\mathbb{Z}^n, C_\alpha)$ is a reduct of neither $(\mathbb{Z}; +, <)$ nor $(\mathbb{Z}^n; +, <, p)$ for any prime $p$.

**Proof.** Suppose the notations are as given. We will show that $X = \{k : C(0, k, 1)\}$ is definable neither in $(\mathbb{Z}^n; +, <)$ nor $(\mathbb{Z}^n; +, <, p)$. By [Ad17] Remark 3.2, any subset of $\mathbb{Z}$ definable in $(\mathbb{Z}^n; +, <, p)$ is definable in $(\mathbb{Z}^n; +, <)$. Hence, it suffices to show that $X$ is not definable in $(\mathbb{Z}^n; +, <)$.

Toward a contradiction, suppose $X$ is definable in $(\mathbb{Z}^n; +, <)$. By the one-dimensional case of Kronecker’s approximation theorem, we get that both $X$ and $\mathbb{Z} \setminus X$ are infinite. It then follows easily from the quantifier elimination for $(\mathbb{Z}; +, <)$ that there is $k \neq 0$ and $l$ such that
\[
\{km + l : m > 0\} \subseteq \mathbb{Z} \setminus X.
\]
On the other hand, by Kronecker’s approximation theorem again, we have that $X \cap \{km + l : m > 0\} = \emptyset$ for all $k \neq 0$ and all $l$, which is absurd. \(\square\)

### 3. Unary definable sets and definable equivalence

We now show that if $\alpha, \beta \in \mathbb{R} \setminus \mathbb{Q}$ are $\mathbb{Q}$-linearly independent then $(\mathbb{Z}^n; C_\alpha)$ does not define $C_\beta$. This follows from a characterization of unary definable sets in a cyclically ordered expansion of $(\mathbb{Z}; +)$ and Kronecker’s approximation theorem.

Let $C$ be a cyclic order on a set $G$. A subset $J$ of $G$ is **convex** (with respect to $C$) if whenever $a, b \in J$ are distinct we either have $\{t : C(a, t, b)\} \subseteq J$ or $\{t : C(b, t, a)\} \subseteq J$. Intervals are convex, and it is easy to see that the union of a nested family of convex sets is convex.

**Lemma 3.1.** Let $(G; +, C)$ be densely cyclically ordered abelian group with universal cover $(H; u, +, <)$ and covering map $\pi : H \to G$. If $J \subseteq H$ is convex (with respect to $<$) then $\pi(J)$ is convex (with respect to $C$).

**Proof.** Let $J \subseteq H$ be convex. Then $J$ is the union of a nested family of closed intervals $\{I_a : a \in L\}$, i.e. we either have $I_a \subseteq I_b$ or $I_b \subseteq I_a$ for all $a, b \in L$. It follows that $\pi(J)$ is the union of the nested family $\{\pi(I_a) : a \in L\}$. It suffices to show that $\pi(J)$ is convex when $J$ is a closed interval. Suppose $J = [g, h]$.

We first suppose $h - g \geq u$. Then $[0, u]_H \subseteq J - g$. The restriction of $\pi$ to $[0, u]_H$ is a surjection so $\pi(J - g) = G$. As $\pi(J - g) = \pi(J) - \pi(g)$, we have $\pi(J) = G + \pi(g) = G$. So in particular $\pi(J)$ is convex. Now suppose $h - g < u$. Then $J - g \subseteq [0, u]_H$. It follows that
\[
\pi(J - g) = \{t \in G : C(0, t, \pi(g - h))\}
\]so $\pi(J - g)$ is convex. Then $\pi(J) = \pi(J - g) + \pi(g)$ is a translate of a convex set and is hence convex. \(\square\)
Suppose \((G;+,...)\) be a structure where \((G;+)...\) is an abelian group and \((G;...)\) expands either a linear order \(<\) or a cyclic order \(C\); convexity in the definitions below is with respect to either \(<\) or \(C\). A \textit{tmc-set} is a translation of a multiple of a convex subset of \(G\), that is, a subset of \(G\) the form \(a + mJ\) with \(a \in G\) and convex \(J \subseteq G\). A \textit{cnc-set} is a set of the form \(J \cap (a + nG)\) with convex \(J \subseteq G\) and \(a \in G\).

We say that \((G;+,...)\) is \textit{tmc-minimal} if every definable unary set is a finite union of tmc-sets and that \((G;+,...)\) is \textit{cnc-minimal} if every definable unary set is a finite union of cnc-sets. These two notions coincide for linearly ordered groups.

**Lemma 3.2.** Suppose that \((G;+,<)\) is a linearly ordered group. Then the collection of tmc-sets and the collection of cnc-sets coincide.

**Proof.** Let \(X \subseteq G\) be a cnc-set. Let \(X = J \cap A\) for a convex \(I \subseteq G\) and \(A = a + nG\). Let \(J = \{g \in G : ng \in I - a\}\). Monotonicity of \(g \mapsto ng\) implies \(J\) is convex as \(I - a\) is convex. The definition of \(J\) implies \(g \in J\) if and only if \(a + ng \in I\). As \(a + ng \in A\) for all \(g \in G\) we have \(g \in J\) if and only if \(a + ng \in I \cap A\). So \(X = a + nJ\).

Conversely, suppose \(J\) is convex. A translate of an cnc-set is an cnc-set, so it suffices to show \(nJ\) is an cnc-set. Let \(I\) be the convex hull of \(nJ\). Then \(nJ \subseteq I \cap nG\). We show the other inclusion. Suppose \(g \in G\) and \(ng \in I\). Then \(nh \leq ng \leq nh'\) for some \(nh, nh' \in nJ\). Then \(h \leq g \leq h'\), so \(g \in J\) as \(h, h' \in J\) and \(J\) is convex. Thus \(ng \in nJ\). \(\square\)

In cyclically ordered abelian groups there may be tmc-sets which are not cnc-sets. More precisely, it can be shown that there are tmc-sets which are not even finite unions of cnc-sets. An example is the set \(\{2k : \alpha k \in [0,1/2) + \mathbb{Z}\}\) in the structure \((\mathbb{Z};+,C,\alpha)\) with \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\). As this will not be used later, we leave the proof to the interested readers.

**Lemma 3.3.** If \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\) then \((\mathbb{Z}^2;+,<_\alpha)\) is cnc-minimal.

**Proof.** The structure \((\mathbb{Z}^2;+,<_\alpha)\) admits quantifier elimination in the extended language where we add a predicate symbol defining \(n\mathbb{Z}\) for each \(n\). See [Wein], for example. It follows that any definable subset of \(\mathbb{Z}^2\) is a finite union of finite intersections of sets of one of the following types:

1. \(\{t : k_1t + a <_\alpha k_2t + b\}\) for some \(k_1, k_2\) and \(a, b \in \mathbb{Z}^2\),
2. \(\{t : k_1t + a \geq_\alpha k_2t + b\}\) for some \(k_1, k_2\) and \(a, b \in \mathbb{Z}^2\),
3. \(\{t : kt + a \in n\mathbb{Z}^2\}\) for some \(k, n\) and \(a \in \mathbb{Z}^2\),
4. \(\{t : kt + a \notin n\mathbb{Z}^2\}\) for some \(k, n\) and \(a \in \mathbb{Z}^2\),
5. \(\{t : k_1t + a_1 = k_2t + a_2\}\) for some \(k_1, k_2\) and \(a_1, a_2 \in \mathbb{Z}^2\),
6. \(\{t : k_1t + a_1 \neq k_2t + a_2\}\) for some \(k_1, k_2\) and \(a_1, a_2 \in \mathbb{Z}^2\).

We show that any finite intersection of sets of type (1)-(6) is a finite union of cnc-sets. Every set of type (1) or (2) is either upwards or downwards closed. It follows that any intersection of such sets is convex.

Suppose \(A = \{t : kt + a \in n\mathbb{Z}^2\}\). Suppose \(A\) is nonempty and \(t' \in A\). Then \(kt + a \in n\mathbb{Z}^2\) if and only if

\[(kt + a) - (kt' + a) = k(t - t') \in n\mathbb{Z}^2.\]

For any \(m\) we have \(km \in n\mathbb{Z}\) if and only if \(m\) is in \(N\mathbb{Z}\) where \(N = n/\text{gcd}(k, n)\). So \(t \in A\) if and only if \(t - t' \in N\mathbb{Z}^2\), equivalently if \(t \in N\mathbb{Z}^2 + t'\). So \(A\) is a coset of a subgroup of the form \(N\mathbb{Z}^2\). So any finite intersection of sets of type (3) and (4) is a boolean combination of cosets of subgroups of the form \(n\mathbb{Z}^2\). As \([\mathbb{Z}^2/n\mathbb{Z}^2] < \infty\),
a complement of a coset of a subgroup of the form \( n\mathbb{Z} \) is a finite union of such cosets. It follows that any boolean combination of cosets of subgroups of the form \( n\mathbb{Z} \) is a finite union of such cosets.

We have shown that a finite intersection of sets of type (1)-(4) is an intersection of a convex set by a finite union of cosets of subgroups of the form \( n\mathbb{Z} \). It follows that any finite intersection of sets of type (1)-(4) is a finite union of cnc-sets.

Any set of type (5) or (6) is either empty, \( \mathbb{Z} \), a singleton, or the complement of a singleton. It follows that any finite intersection of such sets is either finite or co-finite. Suppose that \( X \) is a finite union of cnc-sets. The intersection of a \( X \) and a finite set is finite, hence is a finite union of cnc-sets. It is easy to see that the intersection of \( X \) and a co-finite set is a finite union of cnc-sets. \( \square \)

**Theorem 3.4.** Let \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \). Then \( (\mathbb{Z};+,C_\alpha) \) is tmc-minimal.

**Proof.** Suppose \( X \subseteq \mathbb{Z} \) is definable. Set
\[
Y = \pi^{-1}(X) \cap [0,u]_{\mathbb{Z}^2}.
\]
Then \( X = \pi(Y) \) and \( Y \) is a finite union of cnc-sets \( Y_1, \ldots, Y_k \) by 3.3. As
\[
\pi(Y) = \pi(Y_1) \cup \ldots \cup \pi(Y_k)
\]
we may assume \( Y \) is an cnc-set. Applying Lemma 3.2 we suppose that \( Y = a + nJ \)
for \( a \in \mathbb{Z}^2 \) and convex \( J \subseteq \mathbb{Z}^2 \). As \( \pi \) is a homomorphism we have
\[
X = \pi(Y) = \pi(a) + n\pi(J).
\]
It follows from Lemma 3.1 that \( \pi(J) \) is convex. Thus \( X \) is a tmc-set. \( \square \)

We say that \( X \subseteq \mathbb{Z} \) is \( C_\alpha \)-dense if it is dense with respect to the obvious topology induced by \( C_\alpha \).

**Lemma 3.5.** Suppose, \( \alpha \) and \( \beta \) in \( \mathbb{R} \setminus \mathbb{Q} \) are \( \mathbb{Q} \)-linearly independent and \( J_\beta \subseteq \mathbb{Z} \) is \( C_\beta \)-convex and infinite, fix \( n \geq 1, k \). Then \( k + nJ_\beta \) is \( C_\alpha \)-dense.

**Proof.** Suppose \( X \subseteq \mathbb{Z} \) is \( C_\alpha \)-dense. It follows by elementary topology that the image of \( X \) under the map \( l \mapsto k + nl \) is \( C_\alpha \)-dense in \( k + n\mathbb{Z} \). As \( k + n\mathbb{Z} \) is \( C_\alpha \)-dense, it follows that \( k + nX \) is \( C_\alpha \)-dense. It therefore suffices to show that \( J_\beta \) is dense with respect to the topology induced by \( C_\alpha \). We show that \( J_\beta \) intersects an arbitrary infinite \( C_\alpha \)-convex \( J_\alpha \subseteq \mathbb{Z} \). Let \( J_\alpha' \) and \( J_\beta' \) be \( C \)-convex subsets of \( \mathbb{R}/\mathbb{Z} \) such that \( J_\alpha = \chi_\alpha^{-1}(J_\alpha') \) and \( J_\beta = \chi_\beta^{-1}(J_\beta') \). Then \( J_\alpha', J_\beta' \) are infinite and so have nonempty interior. It follows from \( \mathbb{Q} \)-linear independence of \( \alpha \) and \( \beta \) and Kronecker’s theorem that
\[
\{(\chi_\alpha(m), \chi_\beta(m)) : m \in \mathbb{Z} \} \text{ is dense in } (\mathbb{R}/\mathbb{Z})^2.
\]
In particular, there is \( m \in \mathbb{Z} \) such that \( (\chi_\alpha(m), \chi_\beta(m)) \in J_\alpha' \times J_\beta' \). Then \( m \) is in \( J_\alpha \cap J_\beta \), which implies that the latter is non-empty. \( \square \)

**Corollary 3.6.** Suppose \( \alpha, \beta \in \mathbb{R} \setminus \mathbb{Q} \) are \( \mathbb{Q} \)-linearly independent. Then there is a \( (\mathbb{Z};+,C_\beta) \)-definable subset of \( \mathbb{Z} \) which is not definable in \( (\mathbb{Z};+,C_\alpha) \).

**Proof.** Suppose that \( \alpha \) and \( \beta \) are \( \mathbb{Q} \)-linearly independent elements of \( \mathbb{R} \setminus \mathbb{Q} \). Let \( J_\alpha \) be an infinite \( C_\alpha \)-convex set definable in \( (\mathbb{Z};+,C_\alpha) \) with infinite complement. Suppose \( \mathbb{Z} \setminus J_\alpha \) is definable in \( (\mathbb{Z};+,C_\beta) \). It follows from tmc-minimality of the latter that \( \mathbb{Z} \setminus J_\alpha \ni k + nJ_\beta \) where \( J_\beta \) is \( C_\beta \)-convex and \( n \geq 1 \). Lemma 3.5 shows that \( k + nJ_\beta \) is \( C_\alpha \)-dense and thus intersects \( J_\alpha \), contradiction. \( \square \)
As a consequence of Corollary 3.6, we obtain uncountably many definably distinct dp-minimal expansions of \((\mathbb{Z}; +)\).

**Corollary 3.7.** There are continuum many pairwise definably distinct cyclically ordered groups expanding \((\mathbb{Z}; +)\).

We now show that if \(\alpha, \beta \in \mathbb{R} \setminus \mathbb{Q}\) are \(\mathbb{Q}\)-linearly dependent then \(C_\beta\) is \((\mathbb{Z}; +, C_\alpha)\)-definable. It follows that \((\mathbb{Z}; +, C_\alpha)\) and \((\mathbb{Z}; +, C_\beta)\) are definably equivalent if and only if \(\alpha\) and \(\beta\) are \(\mathbb{Q}\)-linearly dependent, i.e., if \(\beta = q\alpha + r\) for some \(q, r \in \mathbb{Q}\). This requires several steps.

**Lemma 3.8.** Suppose \(\alpha\) is in \(\mathbb{R} \setminus \mathbb{Q}\), \(n\) is in \(\mathbb{N}\), and \(r\) is in \(\{0, \ldots, n - 1\}\). Then the set 

\[\{l: \alpha l + \mathbb{Z} \in [r/n, (r + 1)/n] + \mathbb{Z}\}\]

is definable in \((\mathbb{Z}; +, C_\alpha)\).

**Proof.** Let the notation be as given and \((\mathbb{R}/\mathbb{Z}; +, C)\) be the oriented circle. We have that \(\alpha l + \mathbb{Z}\) is in \([r/n, (r + 1)/n] + \mathbb{Z}\) if and only if \((\alpha l + \mathbb{Z})^r_{0}\) “winds” \(r\) times around \(\mathbb{R}/\mathbb{Z}\), that is,

\[C(0 + \mathbb{Z}, \alpha(i + 1)l + \mathbb{Z}, \alpha il + \mathbb{Z})\]

holds for exactly \(r\) values of \(i \in \{1, \ldots, n - 1\}\).

The desired conclusion follows.

**Corollary 3.9.** If \(\alpha\) and \(\beta\) are in \(\mathbb{R} \setminus \mathbb{Q}\) and \(\beta = \alpha + m/n\) with \(n \geq 1\), then \(C_\beta\) is definable in \((\mathbb{Z}; +, C_\alpha)\).

**Proof.** Suppose \(\alpha\) is in \(\mathbb{R} \setminus \mathbb{Q}\). Note that \(C_{-\alpha}(j, k, l)\) if and only if \(C_\alpha(-j, -k, -l)\), so \(C_{-\alpha}\) is definable in \((\mathbb{Z}; +, C_\alpha)\). As \(\alpha - m/n = -(-\alpha + m/n)\) is sufficient to treat the case when \(m \geq 1\). It suffices to treat the case \(\beta = \alpha + 1/n\) and then apply this case \(m\) times to get the general case.

Suppose \(\alpha, \beta\) are in \(\mathbb{R} \setminus \mathbb{Q}\) and \(\beta = \alpha + 1/n\) with \(n \geq 1\). As \(C_\alpha\) is additive it suffices to show that the set of pairs \((k, l)\) such that \(C_\beta(0, k, l)\) is definable in \((\mathbb{Z}; +, C_\alpha)\). Let \((\mathbb{R}/\mathbb{Z}; +, C)\) be the positively oriented circle. By definition, \(C_\beta(0, k, l)\) is equivalent to \(C(0 + \mathbb{Z}, \beta k + \mathbb{Z}, \beta l + \mathbb{Z})\). The latter holds if and only if either there are \(r, s \in \{0, \ldots, n - 1\}\) with \(r < s\) such that

\[\beta k + \mathbb{Z} \in [r/n, (r + 1)/n] + \mathbb{Z}\]

and

\[\beta l + \mathbb{Z} \in [s/n, (s + 1)/n] + \mathbb{Z}\]

or there is \(r \in \{0, \ldots, n - 1\}\) such that

\[\beta k + \mathbb{Z} \in [r/n, (r + 1)/n] + \mathbb{Z}\]

and \(C(0, \beta nk + \mathbb{Z}, \beta nl + \mathbb{Z})\).

For all \(a \in \mathbb{R}\), we have that \(a + k/n + \mathbb{Z} \in [r/n, (r + 1)/n] + \mathbb{Z}\) holds if and only if \(a\) is in \([r'/n, (r' + 1)/n] + \mathbb{Z}\) with \(r' \in \{0, \ldots, n - 1\}\) and \(r' + k \equiv r \pmod{n}\). Hence, it follows from \(\beta = \alpha + 1/n\) that \(\beta k + \mathbb{Z} \in [r/n, (r + 1)/n] + \mathbb{Z}\) is equivalent to

\[\alpha k + \mathbb{Z} \in [r'/n, (r' + 1)/n] + \mathbb{Z}\]

with \(r' \in \{0, \ldots, n - 1\}\) and \(r' + k \equiv r \pmod{n}\).

On the other hand, as \(n\beta = na + 1\), so we get

\[C(0 + \mathbb{Z}, \beta nk + \mathbb{Z}, \beta nl + \mathbb{Z})\]

is equivalent to \(C(0 + \mathbb{Z}, \alpha nk + \mathbb{Z}, \alpha nl + \mathbb{Z})\).

By definition of \(C_{\alpha}\), the latter holds if and only if \(C_{\alpha}(0, nk, nl)\). Combining with Lemma 3.8 we get the desired conclusion.
Lemma 3.10. Suppose \( \alpha \) is in \( [0,1)_{R\setminus Q} \), \( m,n \) are in \( \mathbb{N}^{\geq 1} \), and \( r \) is in \( \{0,\ldots,n-1\} \). Then the set
\[
\{ l : \alpha l + Z \in [0,\alpha/n) + Z \}
\]
is definable in \((\mathbb{Z};+,C_\alpha)\).

Proof. Suppose \( \alpha,n \) and \( r \) are as given and \((\mathbb{R}/\mathbb{Z};+,C)\) is the positively oriented circle. We note that \( \alpha l + Z \) is in \([0,\alpha/n) + Z \) if and only if \( C(0+Z,\alpha nl+Z,\alpha+Z) \) and \((\alpha l + Z)^{n=0}_{i=0} \) does not “winds” around \( \mathbb{R}/\mathbb{Z} \), that is,
\[
C(0+Z,\alpha nl+Z,\alpha(i+1)(l+Z)) \text{ for all } i \in \{1,\ldots,n-1\}.
\]
Recall that by definition \( C(\alpha+j+Z,\alpha+k+Z,\alpha+Z) \) if and only if \( C_\alpha(j,k,l) \). Hence,
\[
\{ l : \alpha l + Z \in [0,\alpha/n) + Z \}
\]
is definable in \((\mathbb{Z};+,C_\alpha)\).

The conclusion follows the easy observation that \( \alpha l + Z \) is in \([0,\alpha/n) + Z \) if and only if \( C_\alpha(0,l,rk) \) for some \( k \in [0,\alpha/n) + Z \).

Corollary 3.11. Suppose \( \alpha \) is in \( [0,1)_{R\setminus Q} \), \( n \) is in \( \mathbb{N}^{\geq 1} \), and \( \beta = m\alpha/n \). Then \( C_\beta \) is definable in \((\mathbb{Z};+,C_\alpha)\).

Proof. As \( \chi_{\alpha/n}(mk) = \chi_{m\alpha/n}(k) \) for all \( k \) we have \( C_{m\alpha/n}(i,j,l) \) if and only if \( C_{\alpha/n}(mi,mj,ml) \). It therefore suffices to treat the case \( \beta = \alpha/n \). For any given \( k \) and \( r \in \{0,1,\ldots,n\} \), let
\[
X_{k,r} = \{ l : \alpha l + Z \in [0,\alpha/n) + Z \}.
\]
We first prove that \( X_{k,r} \) is definable in \((\mathbb{Z};+,C_\alpha)\) for all \( k \) and \( r \) as above. This is true for \( r = 0 \) as \( l \in X_{k,0} \) if and only if either \( l = 0 \) or \( C(0+Z,\alpha l+Z,\alpha+k+Z) \). The latter is equivalent to \( C_\alpha(0,k,l) \) by definition. The case where \( k = 0 \) is just the preceding lemma. In general, we have that
\[
X_{k,r} = \begin{cases} \quad X_{k,0} \cup (k+X_{0,r}) & \text{if } X_{k,0} \cap (k+X_{0,r}) = \emptyset, \\ X_{k,0} \cap (k+X_{0,r}) & \text{otherwise.} \end{cases}
\]
Let \( r,s \) be in \( \{0,\ldots,n-1\} \). We have that \( C_\beta(0,kn+r,ln+s) \) is equivalent to \( C(0+Z;\beta(kn+r)+Z;\beta(ln+s)+Z) \) by definition. The latter holds if and only if \( kn+r,ln+s,0 \) are all distinct and \( X_{k,r} \subseteq X_{l,r} \). The conclusion follows.

Corollary 3.9 and Corollary 3.11 show that \( C_\beta \) is definable in \((\mathbb{Z};+,C_\alpha)\) whenever \( \alpha,\beta \in R \setminus Q \) are \( \mathbb{Q} \)-linearly dependent. Combining with Corollary 3.6 we get:

Theorem 3.12. Suppose \( \alpha \) and \( \beta \) are in \( R \setminus Q \). Then \((\mathbb{Z};+,C_\alpha)\) and \((\mathbb{Z};+,C_\beta)\) are definably equivalent if and only if \( \alpha,\beta \) are \( \mathbb{Q} \)-linearly dependent.

Finally, we give an example of a dp-minimal expansion of \((\mathbb{Z};+)\) which defines uncountably many subsets of \( \mathbb{Z} \). Let \( M = \{M,\ldots\} \) be a structure and \( N = \{N,\ldots\} \) be a highly saturated elementary expansion of \( \mathcal{M} \). Then a subset of \( M^k \) is externally definable if it is of the form \( A \cap M^k \) where \( A \subseteq N^k \) is definable in \( N \). A standard saturation argument shows that the collection of externally definable sets does not depend on the choice of \( N \). The Shelah expansion of \( \mathcal{M} \) is the expansion \( \mathcal{M}^{Sh} \) of \( \mathcal{M} \) obtained by adding a predicate defining every externally definable subset of every \( M^k \). It was shown in \cite{She99} that \( \mathcal{M}^{Sh} \) is NIP whenever \( \mathcal{M} \) is, see also \cite[Chapter 3]{Sim15}. It was observed in \cite[3.8]{Ou11} that the main theorem of \cite{She99} also shows that \( \mathcal{M}^{Sh} \) is dp-minimal whenever \( \mathcal{M} \) is dp-minimal. In particular \((\mathbb{Z};+,C_\alpha)^{Sh} \) is dp-minimal for any \( \alpha \in R \setminus Q \).
Proposition 3.13. Fix $\alpha \in \mathbb{R} \setminus \mathbb{Q}$. Then $(\mathbb{Z}; +, C_\alpha)^{Sh}$ defines uncountably many distinct subsets of $\mathbb{Z}$ and has uncountably many definably distinct reducts.

Proof. If $M, N$ are as above, and $M$ expands a linear or cyclic order then it is easy to see that any convex subset of $M$ is of the form $I \cap M$ for an interval $I \subseteq N$. It follows that $(\mathbb{Z}; +, C_\alpha)^{Sh}$ defines every $C_\alpha$-convex subset of $\mathbb{Z}$ and thus defines uncountably many subsets of $\mathbb{Z}$. Any reduct of $(\mathbb{Z}; +, C_\alpha)^{Sh}$ to a countable language defines only countably many subsets of $\mathbb{Z}$, it follows that $(\mathbb{Z}; +, C_\alpha)^{Sh}$ has uncountably many definably distinct reducts. $\square$

4. Further questions

There are several facts we would like to know about cyclic group orders on $(\mathbb{Z}; +)$. If $\alpha$ and $\beta$ are linearly independent elements of $\mathbb{R} \setminus \mathbb{Q}$, is $(\mathbb{Z}; +, C_\alpha, C_\beta)$ NIP? Is there any reduct of $(\mathbb{Z}; +, C_\alpha)$ with $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ which is definably distinct from $(\mathbb{Z}; +, C_\alpha)$ and $(\mathbb{Z}; +)$? Is there a $p$-adic analogue of $(\mathbb{Z}; +, C_\alpha)$? Finally, may the classification question for dp-minimal expansions $(\mathbb{Z}; +)$ be recovered in any form?
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