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Abstract

Mallows permutation model, introduced by Mallows in statistical ranking theory, is a class of non-uniform probability measures on the symmetric group $S_n$. The model depends on a distance metric $d(\sigma, \tau)$ on $S_n$, which can be chosen from a host of metrics on permutations. In this paper, we focus on Mallows permutation models with $L^1$ and $L^2$ distances, respectively known in the statistics literature as Spearman’s footrule and Spearman’s rank correlation.

Unlike most of the random permutation models that have been analyzed in the literature, Mallows permutation models with $L^1$ and $L^2$ distances do not have an explicit expression for their normalizing constants. This poses challenges to the task of sampling from these Mallows models. In this paper, we consider hit and run algorithms for sampling from both models. Hit and run algorithms are a unifying class of Markov chain Monte Carlo (MCMC) algorithms including the celebrated Swendsen-Wang and data augmentation algorithms. For both models, we show order $\log n$ mixing time upper bounds for the hit and run algorithms. This demonstrates much faster mixing of the hit and run algorithms compared to local MCMC algorithms such as the Metropolis algorithm. The proof of the results on mixing times is based on the path coupling technique, for which a novel coupling for permutations with one-sided restrictions is involved.

Extensions of the hit and run algorithms to weighted versions of the above models, a two-parameter permutation model that involves the $L^1$ distance and Cayley distance, and lattice permutation models in dimensions greater than or equal to 2 are also discussed. The order $\log n$ mixing time upper bound pertains to the two-parameter permutation model.
1 Introduction

Random permutations are ubiquitous in various fields including combinatorics, probability, and statistics. Mallows permutation model, introduced by Mallows [49] in statistical ranking theory, is a class of non-uniform probability measures on the symmetric group $S_n$. The model depends on a distance metric $d(\sigma, \tau)$ on $S_n$, a location parameter $\sigma_0 \in S_n$, and a scale parameter $\beta$. The distance metric $d(\sigma, \tau)$ can be chosen from a host of metrics on permutations, which we will discuss in detail in Section 1.1. Under the model, the probability of generating a permutation $\sigma \in S_n$ is given by

$$P_{d, \sigma_0, \beta}(\sigma) \propto \exp(-\beta d(\sigma, \sigma_0)).$$

For $\beta > 0$ and a reasonable choice of the distance metric $d(\sigma, \tau)$, the model is biased towards the permutation $\sigma_0$. The reader is referred to [12, 17, 23, 50] and Section 1.1 below for further discussions on Mallows permutation model.

In this paper, we focus on Mallows permutation models with $L_1$ or $L_2$ distance. The $L_1$ and $L_2$ distances are defined respectively as

$$H(\sigma, \tau) := \sum_{i=1}^n |\sigma(i) - \tau(i)|, \quad \tilde{H}(\sigma, \tau) := \sum_{i=1}^n (\sigma(i) - \tau(i))^2,$$

for any $\sigma, \tau \in S_n$. These distances are also known as Spearman’s footrule and Spearman’s rank correlation in the statistics literature. In the rest of the paper, we also refer to these two Mallows models as the $L_1/L_2$ model. We restrict our attention to the case when the location parameter $\sigma_0 = Id$, the identity permutation, and the scale parameter $\beta$ is positive. We denote by $P_{\beta}$ and $\tilde{P}_{\beta}$ the probability measures that correspond to the $L_1$ and $L_2$ models under the above scenarios: for any $\sigma \in S_n$,

$$P_{\beta}(\sigma) = Z_{\beta}^{-1} \exp(-\beta H(\sigma, Id)), \quad \tilde{P}_{\beta}(\sigma) = \tilde{Z}_{\beta}^{-1} \exp(-\beta \tilde{H}(\sigma, Id)),$$

where $Z_{\beta}, \tilde{Z}_{\beta}$ are the normalizing constants. We also denote by $E_{\beta}$ and $\tilde{E}_{\beta}$ the corresponding expectation operators.

A typical question from probabilistic combinatorics is the following [12]: Picking a random permutation from the $L_1$ or $L_2$ model, what does it “look like”? This may involve various features of the permutation, such as the length of the longest increasing subsequence or the number of fixed points. To explore these features visually, one can try to generate a large number of samples from either of the models and make histograms of the corresponding features. In this paper, we consider hit and run algorithms for sampling from both the $L_1$ and $L_2$ models. Hit and run algorithms are a unifying class of Markov chain Monte Carlo (MCMC) algorithms including the celebrated Swendsen-Wang algorithm for sampling from the Ising model and the data augmentation algorithm that is widely used in statistics [3]. A brief overview of this class of algorithms will be given in Section 1.2 below.
We present here some visualization regarding both the $L^1$ and $L^2$ models. Under the uniform distribution on $S_n$, the number of fixed points approximately follows the Poisson distribution with parameter 1 (see Subfigure (a1) of Figure 1 for a comparison between the number of fixed points and Poisson distribution with parameter 1 when $n = 1000$). How does this change under the $L^1$ and $L^2$ models? Figure 2 shows histograms of the number of fixed points when $n = 1000$ for various choices of the scale parameter $\beta$ for both the $L^1$ and $L^2$ models. We see that for $\beta = c/n$ (or $\beta = c/n^2$, respectively) with $c \in \{0.5, 1\}$, under the $L^1$ model (or the $L^2$ model, respectively), the distribution of the number of fixed points is approximately Poisson with parameter depending on $\beta$ and greater than 1. Some scatter plots (plots of the points $\{(i, \sigma(i))\}_{i=1}^n$ in the plane for $\sigma$ drawn from a particular model) of the $L^1$ and $L^2$ models are also shown in Figure 3.
Figure 1: Histogram of the number of fixed points (a1) and scatter plot (a2) of uniform random permutation with $n = 1000$. For (a1), the histogram in blue is based on the number of fixed points of 3000 independent uniform random permutations; for comparison, we also present the histogram of 3000 independent Poisson random variables with parameter 1 in red.
Figure 2: Histograms of the number of fixed points of the $L^1$ and $L^2$ models with $n = 1000$ and various choices of the parameter. The histograms are based on the first 4000 samples (dropping the first 1000 samples as burn-in) of the corresponding hit and run algorithm (introduced in Section 2) started at the identity permutation. We also present the histograms of 3000 independent Poisson random variables (with varying parameters) in red for comparison.
The scale parameter $\beta > 0$ in Mallows permutation model has quite delicate behavior. If $\beta$ is too close to zero, the model is indistinguishable from the uniform distribution on $S_n$. If $\beta$ is large, the model exhibits a band structure; that is, if $\sigma \in S_n$ is a random permutation drawn from the model, the points $\{(i, \sigma(i)) \}_{i=1}^n$ are concentrated in a band along the diagonal $\{(i, i) : i \in [n]\}$ with width of order smaller than $n$. For the $L^1$ model, the critical magnitude of $\beta$ turns out to be $\beta \sim c/n$ with $c > 0$ fixed. For the $L^2$ model, the critical magnitude turns out to be $\beta \sim c/n^2$ with $c > 0$ fixed. For either of the models, when $\beta$ is chosen to be of critical magnitude and $\sigma \in S_n$ is drawn from the model, the random probability measure $\nu_\sigma = n^{-1} \sum_{i=1}^n \delta_{(i/n, \sigma(i)/n)}$ on $[0,1]^2$ converges weakly in probability. Mathematical backup for these claims is in...
It also shows strikingly in simulations (see Figures 1-3 above). For both the \( L^1 \) and \( L^2 \) models, we show order \( \log n \) mixing time upper bounds for the hit and run algorithms for certain ranges of the parameter \( \beta \) that are of practical interest (they correspond to the critical magnitude as explained in the previous paragraph). The concrete results are in Section 3. The mixing time results demonstrate that the hit and run algorithms mix much faster than local MCMC algorithms such as the Metropolis algorithm. The proof of these results is based on the path coupling technique \[13, 45\], a useful technique for bounding rates of convergence of finite Markov chains. To construct the path coupling, a novel coupling for permutations with one-sided restrictions is involved (see Section 3 below for details).

Following a suggestion by Paul Switzer, we further extend the hit and run algorithms to the analogs of the \( L^1 \) and \( L^2 \) models with weighted distances in Section 2.3. We also introduce generalizations of the hit and run algorithms for sampling from a wider class of permutation models, such as a two-parameter permutation model that involves the \( L^1 \) distance and Cayley distance (see Section 1.1 for the definition of Cayley distance) in Section 4 and higher dimensional analogs of the \( L^1 \) and \( L^2 \) models that are of interest in the mathematical physics community in Section 5.

The algorithms and analysis presented here can be used beyond simulation. They give a representation of these Mallows models that is useful in proving limit theorems about the distribution of “features” such as the number of fixed points, cycles, band structure, and the length of the longest increasing subsequence. See \[62, 63, 64\].

In the rest of this Introduction, we review background material on Mallows permutation model and hit and run algorithms in Sections 1.1 and 1.2 respectively.

1.1 Mallows permutation model

As introduced above, Mallows permutation model involves the specification of a distance metric \( d(\sigma, \tau) \) on permutations, which is usually used to measure the closeness between two permutations. This distance metric can be chosen from a host of metrics on permutations. We list several examples of metrics on permutations that are widely used in statistics as follows:

- \( L^1 \) distance, or Spearman’s footrule: \( d(\sigma, \tau) = \sum_{i=1}^{n} |\sigma(i) - \tau(i)| \);
- \( L^2 \) distance, or Spearman’s rank correlation: \( d(\sigma, \tau) = \sum_{i=1}^{n} (\sigma(i) - \tau(i))^2 \);
- Kendall’s \( \tau \): \( d(\sigma, \tau) = \) minimum number of pairwise adjacent transpositions taking \( \sigma^{-1} \) to \( \tau^{-1} \);
- Cayley distance: \( d(\sigma, \tau) = \) minimum number of transpositions taking \( \sigma \) to \( \tau \);
- Hamming distance: \( d(\sigma, \tau) = \# \{ i \in \{1, \cdots, n\} : \sigma(i) \neq \tau(i) \} \);
- Ulam’s distance: \( d(\sigma, \tau) = n - \) the length of the longest increasing subsequence in \( \tau \sigma^{-1} \).
Cayley distance has the following alternative expression: for any \( \sigma, \tau \in S_n \),

\[
d(\sigma, \tau) = n - C(\sigma \tau^{-1}),
\]

where \( C(\sigma) \) is the number of cycles of \( \sigma \). The reader is referred to [19, Chapter 6] for further discussions on and statistical applications of metrics on permutations.

Mallows permutation model has been widely applied to various fields including statistics, psychology, and social science. For example, Feigin and Cohen [27] used Mallows permutation model to analyze the concordance between several judges who are asked to rank a list of objects. Critchlow [17] extended Mallows permutation model to partially ranked data and showed that the extended model fits the ranking data well in several real examples. Further generalizations and applications of Mallows permutation model can be found in, for example, [5, 14, 18, 31, 32, 43, 44, 51].

In this paper, we consider Mallows permutation models with \( L_1 \) and \( L_2 \) distances. These models carry a spatial structure, and are also known as “spatial random permutations” in the mathematical physics literature, in connection to Feynman’s approach to the study of quantum Bose gas [29]. There has been quite some mathematical and statistical interest in such models in the literature. For example, in [53], Mukherjee showed that when \( \beta \) scales with \( n \) as \( \beta \sim c/n \) (with fixed \( c \)), for \( \sigma \) drawn from the \( L_1 \) model, the random probability measure \( n^{-1} \sum_{i=1}^{n} \delta_{i/n, \sigma(i)/n} \) on the unit square converges weakly in probability, and developed statistical estimation methods for the parameter \( \beta \) based on the convergence results. Analogs of the results hold for the \( L_2 \) model when \( \beta \) scales with \( n \) as \( \beta \sim c/n^2 \) (again with \( c \) fixed). Then in [54] he further established Poisson limit theorems for the number of cycles with fixed lengths for both the \( L_1 \) and \( L_2 \) models based on the results in [53] (with the same regimes of \( \beta \)). Biskup and Richthammer [9] studied Gibbs measures on permutations of a locally finite infinite set, which include infinite versions of the \( L_1 \) and \( L_2 \) models considered here for the regime when \( \beta \) is fixed. Fyodorov and Muirhead [33] studied the band structure of the \( L_1 \) model, and established the asymptotic behavior of mean displacement per site for \( \sigma \) drawn from the \( L_1 \) model. Here, mean displacement per site of a permutation \( \sigma \) is defined as

\[
n^{-1} \sum_{i=1}^{n} \mathbb{E}_\beta[|\sigma(i) - i|].
\]

The normalizing constants for Mallows permutation models with \( L_1 \) and \( L_2 \) distances are expressed as certain permanents that are hard to compute in general. There is no known exact algorithms for sampling from these models, either. This is in contrast to many other random permutation models that have been analyzed in the literature, including Mallows permutation models with Kendall’s \( \tau \) or Cayley distance. Mallows permutation model with the latter distance is also known as “Ewens sampling formula” in the literature (see, for example, [15]). The normalizing constants for Mallows permutation models with Kendall’s \( \tau \) and Cayley distance can be explicitly expressed in our notations as

\[
\prod_{i=1}^{n} \frac{1 - e^{-\beta i}}{1 - e^{-\beta}} \quad \text{and} \quad \frac{(e^{\beta} + 1) \cdots (e^{\beta} + n - 1)}{e^{\beta(n-1)}},
\]
respectively (see e.g. [57, Corollary 1.3.13] and [15] for details). For Mallows permutation model with Kendall’s $\tau$, an exact sampling algorithm was originally introduced by Mallows [49] (see also [8, Section 2]). Mallows permutation model with Cayley distance can be exactly sampled in various ways [15, Section 4], one of which is through the Chinese restaurant process (see e.g. [2]). These exactly solvable structures greatly facilitate the analysis of Mallows permutation models with Kendall’s $\tau$ and Cayley distance; see e.g. [1, 6, 8, 12, 16, 35, 36, 38, 39, 52, 54, 55, 56, 58] and [4, 15, 25, 28, 40, 41, 42] for various probabilistic properties of the two models.

In view of the lack of explicit expressions for the normalizing constants and exact sampling algorithms for the $L^1$ and $L^2$ models, we consider Markov chain-based approximate sampling algorithms for both models in this paper. That is, we design a suitable Markov chain for either of the models, and after running the chain for “long enough time”, the distribution of the current state is close to the probability measure that corresponds to the particular model. The specific Markov chains that we use here are called hit and run algorithms, which we will review in Section 1.2 below.

There have been several Markov chain-based algorithms for sampling from Mallows permutation models with other distances in the literature. For example, Diaconis and Hanlon [22] characterized the mixing time of a Metropolis algorithm for sampling from Mallows permutation model with Cayley distance. Later, Diaconis and Ram [23] obtained precise bounds on the mixing times of Metropolis algorithms for sampling from Mallows permutation model with Kendall’s $\tau$. However, for Mallows permutation models with $L^1$ and $L^2$ distances, useful mixing time upper bounds for the corresponding Metropolis algorithms have remained open so far. As shown in Section 3, for these Mallows models, the hit and run algorithms as considered in this paper mix much faster than the corresponding Metropolis algorithms.

### 1.2 Hit and run algorithms

Hit and run algorithms are a broad class of MCMC algorithms that includes variously the Swendsen-Wang algorithm, the data augmentation algorithm, and the auxiliary variables algorithm. This class of algorithms has been widely used in statistics and scientific simulations. A comprehensive overview on hit and run algorithms can be found in [3].

The original version of hit and run algorithms was introduced for sampling from probability densities on an Euclidean space ([61]; see also [3]). Let $\pi(x)$ be a probability density on $\mathbb{R}^d$. The hit and run algorithm is a Markov chain on $\mathbb{R}^d$ whose every step can be specified as follows. Starting from $x$, pick a point $y$ uniformly at random from the unit sphere centered at $x$; given $y$, pick a point $z$ on the line determined by the points $x$ and $y$ from the conditional density of $\pi(x)$ restricted to the line, and move from $x$ to $z$. The stationary distribution of this chain can be shown to be equal to $\pi$.

Several generalized versions of hit and run algorithms have been introduced in [3]. We introduce the version that is most relevant to the examples considered
Let $X$ be a finite set, and $\pi(x) > 0$ a probability measure on $X$. The (generalized) hit and run algorithm is a Markov chain on $X$ for sampling from $\pi$. The algorithm involves introducing a set $I$ of auxiliary variables. For each $i \in I$ and $x \in X$, we also need to specify a proposal kernel $w_x(i) \geq 0$, such that the following two conditions hold:

- $\sum_{i \in I} w_x(i) = 1$;
- For each $i \in I$, there is at least one $x$ such that $w_x(i) > 0$.

Let $f(x, i) = w_x(i)\pi(x)$, which is a probability measure on $X \times I$. For each $i \in I$, we further specify a Markov chain $K_i(x, y)$ with stationary distribution given by the conditional distribution $f(x|i)$.

Each step of the hit and run algorithm proceeds as follows. From $x \in X$, pick $i \in I$ from the proposal kernel $w_x(i)$; given $i \in I$, run one step of the chain $K_i(x, y)$ to obtain $y$ and move from $x$ to $y$. The transition matrix of the whole algorithm is thus given by

$$K(x, y) = \sum_{i \in I} w_x(i)K_i(x, y).$$

It can be shown that the stationary distribution of this chain is given by $\pi$.

Many examples of hit and run algorithms can make big jumps in the state space in one step. In practice, it has been observed that such non-local chains can mix much faster than local MCMC algorithms such as the Metropolis algorithm. However, it has remained difficult to obtain useful quantitative bounds on mixing times of hit and run algorithms. In the following, we review several examples that have been analyzed in the literature. In a series of papers, Lovász [46] and Lovász & Vempala [47, 48] showed that, for a version of the hit and run algorithm that samples from a log-concave density on $\mathbb{R}^d$, the chain mixes within order $d^{3+\epsilon}$ steps (for any fixed $\epsilon > 0$). Diaconis and Ram [24] introduced a version of the hit and run algorithm on partitions of a positive integer $k$ with eigenfunctions given by the coefficients of the Macdonald polynomials (when expanded in terms of power sum polynomials) and stationary distribution given by a new two-parameter family of measures on partitions. They showed that the chain mixes in a bounded number of steps for arbitrarily large $k$. Diaconis [20] showed that an instance of the Burnside process (see [3, Section 3.4])—a special case of hit and run algorithms—mixes in a bounded number of steps for arbitrary problem size. Later Diaconis and Zhong [26] obtained sharp rate of convergence to the stationary distribution of this chain. Recently, Boardman, Rudolf, and Saloff-Coste [11] analyzed a hit and run version of top-to-random shuffle, and showed that for this particular example, the hit and run algorithm accelerates mixing by at most a constant factor in $L^2$ and sup-norm.

The rest of this paper is organized as follows. In Section 2, we review the hit and run algorithm for sampling from the $L^2$ model following [3], and introduce the hit and run algorithm for sampling from the $L^1$ model. We also
discuss hit and run algorithms for sampling from the analogs of both the $L^1$ and $L^2$ models with weighted distances in this section. In the next section, we obtain mixing time upper bounds for hit and run algorithms for both the $L^1$ and $L^2$ models for certain ranges of the parameter $\beta$. The proofs are based on the path coupling technique. We also obtain mixing time lower bounds for the corresponding Metropolis algorithms, which suggest that the hit and run algorithms mix much faster than the Metropolis algorithms. Then in Section 4, we introduce a twisted version of the hit and run algorithm for sampling from a two-parameter permutation model that involves the $L^1$ distance and Cayley distance. The log $n$ mixing time upper bound pertains to this generalization. The hit and run algorithms are further generalized to sample from higher dimensional analogs of both the $L^1$ and $L^2$ models in Section 5. Finally, we present some simulation studies in Section 6. The simulation results suggest that hit and run algorithms have much better empirical performance than Metropolis algorithms for the examples considered here.

We conclude this Introduction by setting up some notations. For any $n \in \mathbb{N}_+ = \{1, 2, 3, \cdots \}$, we denote by $[n] := \{1, 2, \cdots, n\}$. For any finite set $A$, we let $|A|$ be the cardinality of $A$.
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2 Hit and run algorithms for Mallows permutation models with $L^1$ and $L^2$ distances

In this section, we review/introduce hit and run algorithms for sampling from Mallows permutation models with $L^1$ and $L^2$ distances. The hit and run algorithm for the $L^2$ model was originally introduced in [3], and is reviewed in Section 2.1. The hit and run algorithm for the $L^1$ model is new, and is given in Section 2.2. Then in Section 2.3, following a suggestion by Paul Switzer, we introduce hit and run algorithms for the analogs of both the $L^1$ and $L^2$ models with weighted distances.

2.1 Hit and run algorithm for Mallows permutation model with $L^2$ distance

In this subsection, we review the hit and run algorithm for sampling from Mallows permutation model with $L^2$ distance following [3]. We recall that the corresponding probability measure is denoted by $\mathbb{P}_\beta$. We assume that $\beta > 0$ throughout this subsection.
The key observation is that the $L^2$ distance $\tilde{H}(\sigma, \tau)$ as defined in (1.1) satisfies

$$\tilde{H}(\sigma, \text{Id}) = \frac{n}{2} \sum_{i=1}^{n} \sigma(i)^2 + \frac{n}{2} \sum_{i=1}^{n} i^2 - 2 \sum_{i=1}^{n} i \sigma(i)$$

for any $\sigma \in S_n$. Hence we have

$$\tilde{P}_\beta(\sigma) \propto e^{2\beta \sum_{i=1}^{n} i \sigma(i)}.$$  (2.1)

Based on (2.1), the following hit and run algorithm for sampling from $\tilde{P}_\beta$ was introduced in [3]. The set of auxiliary variables is taken as $I = [0, \infty)^n$. Each step of the algorithm consists of the following two sequential parts:

- Starting from $\sigma$, for each $i \in [n]$, independently sample $u_i$ from the uniform distribution on $[0, e^{2\beta i \sigma(i)}]$. Let $b_i = \frac{\log(u_i)}{2\beta i}$.
- Sample $\sigma'$ uniformly from the set $\{\tau \in S_n : \tau(i) \geq b_i \text{ for every } i \in [n]\}$, and move to the new state $\sigma'$.

The sampling problem in the second part can be efficiently implemented as follows: Look at places $i$ where $b_i \leq 1$, and place the symbol 1 at a uniform choice among these places; look at places where $b_i \leq 2$, and place the symbol 2 at a uniform choice among these places (with the place where the symbol 1 was placed deleted); and so on. This gives the permutation $\sigma'$. Here, we say that the symbol $j$ is placed at the place $i$ if $\sigma'(i) = j$.

### 2.2 Hit and run algorithm for Mallows permutation model with $L^1$ distance

In this subsection, we introduce the hit and run algorithm for sampling from Mallows permutation model with $L^1$ distance. We recall that the corresponding probability measure is denoted by $P_\beta$. We assume that $\beta > 0$ throughout this subsection.

In this case, the key observation is that for any $\sigma \in S_n$,

$$\sum_{i=1}^{n} (\sigma(i) - i)_+ - \sum_{i=1}^{n} (\sigma(i) - i)_- = \sum_{i=1}^{n} \sigma(i) - \sum_{i=1}^{n} i = 0.$$  

This leads to the following equivalent form of $H(\sigma, \text{Id})$ as defined in (1.1):

$$H(\sigma, \text{Id}) = \sum_{i=1}^{n} (\sigma(i) - i)_+ + \sum_{i=1}^{n} (\sigma(i) - i)_- = 2 \sum_{i=1}^{n} (\sigma(i) - i)_+.$$  (2.3)

Therefore,

$$P_\beta(\sigma) \propto e^{-2\beta \sum_{i=1}^{n} (\sigma(i) - i)_+}.$$  (2.4)

Based on (2.4), we have the following hit and run algorithm for sampling from $P_\beta$. We again take $I = [0, \infty)^n$ as the set of auxiliary variables. Each step of the algorithm consists of the following two sequential parts:
• Starting from $\sigma$, for each $i \in [n]$, independently sample $u_i$ from the uniform distribution on $[0, e^{-2\beta (\sigma(i) - i)}]$. Let $b_i = i - \frac{\log(u_i)}{2\beta}$.

• Sample $\sigma'$ uniformly from the set $\{ \tau \in S_n : \tau(i) \leq b_i \text{ for every } i \in [n] \}$, and move to the new state $\sigma'$.

Again, the sampling problem in the second part can be efficiently implemented: Look at places $i$ where $b_i \geq n$, and place the symbol $n$ at a uniform choice among these places; look at places where $b_i \geq n - 1$, and place the symbol $n - 1$ at a uniform choice among these places (with the place where the symbol $n$ was placed deleted); and so on. This gives the permutation $\sigma'$.

The following proposition validates the correctness of the above algorithm.

**Proposition 2.1.** Denote by $K_\beta$ the transition matrix of the above hit and run algorithm. Then $K_\beta$ is reversible with respect to $\mathbb{P}_\beta$.

**Proof.** We note that for any $\sigma \in S_n$,

$$\mathbb{P}_\beta(\sigma) = Z_\beta^{-1} e^{-2\beta \sum_{i=1}^{n} (\sigma(i) - i)_+},$$

where $Z_\beta$ is the normalizing constant.

First note that $u_i \leq 1$ for every $i \in [n]$. In this case, $\tau(i) \leq b_i$ is equivalent to $u_i \leq e^{-2\beta (\tau(i) - i)_+}$ for any $\tau \in S_n$. Hence for any $\sigma, \sigma' \in S_n$, we have

$$K_\beta(\sigma, \sigma') = \int_{\prod_{i=1}^{n} [0, e^{-2\beta (\sigma(i) - i)_+}]} \frac{1_{\sigma'(i) \leq b_i, \forall i \in [n]}}{\left| \{ \tau \in S_n : \tau(i) \leq b_i, \forall i \in [n] \} \right|} du_1 \cdots du_n \times e^{2\beta \sum_{i=1}^{n} (\sigma(i) - i)_+}$$

$$= \int_{\prod_{i=1}^{n} [0, e^{-2\beta (\sigma(i) - i)_+}]} \frac{1_{u_i \leq e^{-2\beta (\sigma(i) - i)_+}, \forall i \in [n]}}{\left| \{ \tau \in S_n : u_i \leq e^{-2\beta (\tau(i) - i)_+}, \forall i \in [n] \} \right|} du_1 \cdots du_n \times e^{2\beta \sum_{i=1}^{n} (\sigma(i) - i)_+}$$

$$= \int_{B(\beta, \sigma, \sigma')} \frac{1}{\left| \{ \tau \in S_n : u_i \leq e^{-2\beta (\tau(i) - i)_+}, \forall i \in [n] \} \right|} du_1 \cdots du_n \times e^{2\beta \sum_{i=1}^{n} (\sigma(i) - i)_+},$$

where $B(\beta, \sigma, \sigma') := \prod_{i=1}^{n} [0, e^{-2\beta \max \{(\sigma(i) - i)_+, (\sigma'(i) - i)_+ \}}]$, and $b_i = i - \frac{\log(u_i)}{2\beta}$ for every $i \in [n]$.

Therefore, we have

$$\mathbb{P}_\beta(\sigma)K_\beta(\sigma, \sigma') = \int_{B(\beta, \sigma, \sigma')} \frac{1}{\left| \{ \tau \in S_n : u_i \leq e^{-2\beta (\tau(i) - i)_+}, \forall i \in [n] \} \right|} du_1 \cdots du_n \times Z_\beta^{-1}.$$
Similarly,
\[
\mathbb{P}_\beta(\sigma')K_\beta(\sigma, \sigma) = \int_{B(\beta, \sigma, \sigma')} \frac{1}{|\{\tau \in S_n : u_i \leq e^{-2\beta(\tau(i)-i)} \forall i \in [n]\}|} du_1 \cdots du_n \times Z^{-1}_\beta.
\]
Therefore
\[
\mathbb{P}_\beta(\sigma)K_\beta(\sigma, \sigma') = \mathbb{P}_\beta(\sigma')K_\beta(\sigma', \sigma).
\] (2.5)
The above equation shows that the chain \( K_\beta \) is reversible with respect to \( \mathbb{P}_\beta \).

### 2.3 Hit and run algorithms for generalized models with weighted distances

Following a suggestion by Paul Switzer [59], we consider the following generalizations of Mallows permutation models with \( L^1 \) and \( L^2 \) distances, which allow more flexibility in modeling permutation data. The generalized models involve a monotone increasing function \( w : [n] \to \mathbb{R}_+ \) (the case when \( w \) is monotone decreasing can also be treated in a similar manner). The generalized models are given by the following probability measures on \( S_n \):

\[
\mathbb{P}_{\beta, w}(\sigma) \propto \exp\left(-\beta \sum_{i=1}^{n} |w(\sigma(i)) - w(i)|\right),
\] (2.6)

\[
\tilde{\mathbb{P}}_{\beta, w}(\sigma) \propto \exp\left(-\beta \sum_{i=1}^{n} (w(\sigma(i)) - w(i))^2\right),
\] (2.7)

where \( \sigma \in S_n \). We assume that \( \beta > 0 \) throughout this subsection.

We note that
\[
\sum_{i=1}^{n} (w(\sigma(i)) - w(i))_+ - \sum_{i=1}^{n} (w(\sigma(i)) - w(i))_- = \sum_{i=1}^{n} (w(\sigma(i)) - w(i)) = 0,
\]
hence
\[
\sum_{i=1}^{n} |w(\sigma(i)) - w(i)| = \sum_{i=1}^{n} (w(\sigma(i)) - w(i))_+ + \sum_{i=1}^{n} (w(\sigma(i)) - w(i))_- = 2 \sum_{i=1}^{n} (w(\sigma(i)) - w(i))_+.
\]
This leads to
\[
\mathbb{P}_{\beta, w}(\sigma) \propto \exp\left(-2\beta \sum_{i=1}^{n} (w(\sigma(i)) - w(i))_+\right),
\] (2.8)
for any $\sigma \in S_n$.

Similarly,

$$\sum_{i=1}^{n} (w(\sigma(i)) - w(i))^2 = 2 \sum_{i=1}^{n} w(i)^2 - 2 \sum_{i=1}^{n} w(i) w(\sigma(i)),$$

which leads to

$$\tilde{P}_{\beta,w}(\sigma) \propto \exp(2\beta \sum_{i=1}^{n} w(i) w(\sigma(i))), \quad (2.9)$$

for any $\sigma \in S_n$.

Following the procedure in Section 2.2, we have the following hit and run algorithm for sampling from $P_{\beta,w}$:

- Starting from $\sigma$, for every $i \in [n]$, sample $u_i$ independently from the uniform distribution on $[0,e^{-2\beta(w(\sigma(i)) - w(i))}]$. Let $b_i = w(i) - \frac{\log(u_i)}{2\beta}$ for each $i \in [n]$.

- For every $i \in [n]$, let $q_i = \max\{j \in [n] : w(j) \leq b_i\}$. Sample $\tau \in S_n$ uniformly from the set $\{\tau \in S_n : \tau(i) \leq q_i \text{ for every } i \in [n]\}$. Then move to the new state $\tau$.

Similarly, following the procedure in Section 2.1, we also have the following hit and run algorithm for sampling from $\tilde{P}_{\beta,w}$:

- Starting from $\sigma$, for every $i \in [n]$, sample $u_i$ independently from the uniform distribution on $[0,e^{2\beta w(i) w(\sigma(i))}]$. Let $b_i = \frac{\log(u_i)}{2\beta w(i)}$ for each $i \in [n]$.

- For every $i \in [n]$, let $q_i = \min\{j \in [n] : w(j) \geq b_i\}$. Sample $\tau \in S_n$ uniformly from the set $\{\tau \in S_n : \tau(i) \geq q_i \text{ for every } i \in [n]\}$, and move to the new state $\tau$.

We end this section with a final remark. The $L^1$ and $L^2$ models in this paper can be considered as special cases of the following $L^p$ model for $p > 0$:

$$P_{\beta,p}(\sigma) \propto \exp(-\beta \sum_{i=1}^{n} |\sigma(i) - i|^p),$$

where $\sigma \in S_n$. The hit and run algorithms as introduced above make use of certain special structures of the model when $p \in \{1, 2\}$, and do not work for $p \notin \{1, 2\}$.

3 Mixing time analysis of the hit and run algorithms

In this section, we analyze the mixing times of the hit and run algorithms for Mallows permutation models with $L^1$ and $L^2$ distances as introduced in
Section 2. The main tool is the path coupling technique as introduced in \[13\]. In Section 3.1 we review the background on mixing time and the path coupling technique. In Sections 3.2-3.3 we use path coupling to obtain mixing time upper bounds for the two hit and run algorithms for certain ranges of parameters that are of practical interest. We also present mixing time lower bounds for the Metropolis algorithms sampling from both models, which show that the hit and run algorithms considered here mix much faster than the corresponding Metropolis algorithms.

3.1 Background on mixing time and path coupling

In this subsection, we review the background on mixing time and the path coupling technique following \[45\, Chapters 4 and 14\]. The reader is referred to \[13\] and \[45\, Chapter 14\] for further details on path coupling.

Consider a Markov chain \(X_t\) on a finite state space \(\Omega\) with stationary distribution \(\pi\). For any \(x \in \Omega\), we denote by \(K^t_x\) the distribution of the chain at the \(t\)th step started from the state \(x\). The total variation distance between the two probability measures \(K^t_x\) and \(\pi\) is defined as

\[
\|K^t_x - \pi\| := \frac{1}{2} \sum_{y \in \Omega} |K^t_x(y) - \pi(y)| = \frac{1}{2} \sum_{y \in \Omega} |K^t(x, y) - \pi(y)|.
\]

Let \(d(t) := \max_{x \in \Omega} \|K^t_x - \pi\|\). For any \(\epsilon \in (0,1)\), the \(\epsilon\)-mixing time of the Markov chain, denoted by \(t_{\text{mix}}(\epsilon)\), is defined as

\[
t_{\text{mix}}(\epsilon) := \min\{t : d(t) \leq \epsilon\}.
\]

Path coupling is a useful technique for upper bounding mixing times of Markov chains. Assume that the state space \(\Omega\) is the vertex set of a simple, undirected, connected graph \(G = (\Omega, E)\) and that each edge \(\{u, v\} \in E\) is assigned a length \(l(u, v) \geq 1\). For any \(u, v \in \Omega\), a path from \(u\) to \(v\) is a sequence of states \(P = (x_0, x_1, \ldots, x_s)\) such that \(x_0 = u, x_s = v\) and \(\{x_i, x_{i+1}\} \in E\) for each \(i = 0, 1, \ldots, s-1\). The length of the path is defined as \(\sum_{i=0}^{s-1} l(x_i, x_{i+1})\). The path metric on \(\Omega\) is then defined as

\[
\rho(u, v) = \min\{\text{length of } P : P \text{ is a path connecting } u \text{ to } v\}. \tag{3.1}
\]

The key result for path coupling is the following

**Theorem 3.1** (\[13\]). Suppose that \(\Omega, E, l, \rho\) are given as in the preceding. Denote by \(\text{diam}(\Omega) = \max_{u,v \in \Omega} \rho(u,v)\). Suppose further that for each edge \(\{u, v\} \in E\), there exists a coupling \((U, V)\) of the distributions \(K^1_u\) and \(K^1_v\) such that

\[
\mathbb{E}_{u,v}[\rho(U, V)] \leq \rho(u, v)e^{-\alpha}, \tag{3.2}
\]

where \(\alpha > 0\). Then we have for any \(t \geq 0\),

\[
\max_{u \in \Omega} \|K^t_u - \pi\| \leq e^{-\alpha t} \text{diam}(\Omega). \tag{3.3}
\]
3.2 Mallows permutation model with $L^2$ distance

In this subsection, we use the path coupling technique to prove an order log $n$ mixing time upper bound for the hit and run algorithm for sampling from Mallows permutation model with $L^2$ distance (as introduced in Section 2.1) for $0 < \beta \leq 1/(16cn^2)$ with any fixed $c > 1$. We denote by $\tilde{K}_\beta$ the transition matrix of this hit and run algorithm. For any permutation $\sigma_0 \in S_n$, we denote by $\tilde{K}_{l,\sigma_0}$ the distribution of the chain after $l$ steps from the starting state $\sigma_0$.

Recall that $\tilde{P}_\beta$ is the stationary distribution of the chain.

The main result is the following

**Theorem 3.2.** Assume that $0 < \beta < 1/(16n^2)$. Then for any $l \geq 0$,

$$
\max_{\sigma_0 \in S_n} \|\tilde{K}_{l,\sigma_0} - \tilde{P}_\beta\| \leq 2n^2(16\beta n^2)^l.
$$

(3.4)

This implies that

$$
t_{\text{mix}}(\frac{1}{4}) \leq \left\lceil \frac{\log(8n^2)}{-\log(16\beta n^2)} \right\rceil.
$$

(3.5)

**Remark.** If $0 < \beta \leq 1/(16n^2)$ for some fixed $c > 1$, then

$$
t_{\text{mix}}(\frac{1}{4}) \leq \left\lceil \frac{3\log(2n)}{\log(c)} \right\rceil.
$$

This gives an order log $n$ mixing time upper bound of the hit and run algorithm.

**Remark.** By [53, 54], for $\beta \sim c/n^2$ with fixed $c > 0$, random permutations drawn from $\tilde{P}_\beta$ converge to a non-trivial permutation limit as $n \to \infty$, and the limiting distribution of the number of fixed points (or cycles of fixed length) is different from that of uniform random permutations. Therefore, the behavior of a random permutation drawn from $\tilde{P}_\beta$ under such scaling is quite different from that of a uniform random permutation.

Theorem 3.2 is proved using the path coupling technique. Note that the state space $\Omega = S_n$. The edge set is specified as follows: For any two permutations $\sigma, \tau \in S_n$, we connect them with an edge if and only if $\tau = (i, i+1)\sigma$ for some $i \in \{1, \ldots, n-1\}$. This gives a graph $G = (\Omega, E)$. For every edge $\{u, v\} \in E$, we let $l(u, v) = 1$. We further let $\rho$ be the path metric on $\Omega$ as defined by (3.1).

We first establish the following lemma on permutations with one-sided restrictions. The combinatorics of permutations with one-sided restrictions is well studied. [21] derives the distribution of various metrics under the uniform distribution. [10] studies the running time for the Metropolis algorithm.

**Lemma 3.3.** Suppose that $k \in [n]$, $b'_k \in [n]$, and $b_i \in [n]$ for every $i \in [n]$. Define

$$
S := \{\sigma \in S_n : \sigma(i) \geq b_i \text{ for every } i \in [n]\},
$$

$$
S' := \{\sigma \in S_n : \sigma(i) \geq b_i \text{ for every } i \in [n] \setminus \{k\}, \sigma(k) \geq b'_k\}.
$$
Assume that \( S, S' \neq \emptyset \). Further let \( \mu, \mu' \) be the uniform distributions on \( S, S' \), respectively. Then there exists a coupling \((X, X')\) of \( \mu \) and \( \mu' \), such that

\[
\rho(X, X') \leq 2n,
\]

where the path metric \( \rho = \rho(u, v) \) is defined in (3.1).

Proof. The proof consists of two parts. In the first part, we construct the coupling \((X, X')\). Then in the second part, we obtain the desired upper bound on \( \rho(X, X') \).

Part 1 Without loss of generality we assume that \( b'_k < b_k \) (note that if \( b'_k = b_k \), then \( \mu' = \mu \), and the conclusion holds trivially). For every \( l \in [n] \), let

\[
N_l = \#\{i \in [n] : b_i \leq l\} - l + 1.
\]

We construct the coupling as follows. Sequentially for \( l = 1, \ldots, b'_k - 1 \), we look at places \( i \) with \( b_i \leq l \) that have not yet been taken, and let \( X^{-1}(l) = X'^{-1}(l) \) be a uniform choice from these available places. Note that \( X^{-1}(l) = X'^{-1}(l) \) for every \( l \in \{1, \ldots, b'_k - 1\} \).

When \( l = b'_k \), there are \( N_l \) possible choices of \( X^{-1}(l) \), which we denote by \( j_{l,1}, \ldots, j_{l,N_l} \), and \( N_l + 1 \) possible choices \( j_{l,1}, \ldots, j_{l,N_l}, k \) of \( X'^{-1}(l) \). We define the coupling at this step as follows. For every \( s \in \{1, \ldots, N_l\} \), we let \( X^{-1}(l) = X'^{-1}(l) = j_{l,s} \) with probability \( \frac{1}{N_l + 1} \); with probability \( \frac{1}{N_l + 1} \), we let \( X'^{-1}(l) = k \) and let \( X^{-1}(l) \) be a uniform choice among \( j_{l,1}, \ldots, j_{l,N_l} \). Note that for either case, if \( l + 1 < b_k \), the set of possible choices of \( X'^{-1}(l + 1) \) is the union of the set of possible choices of \( X^{-1}(l + 1) \) and another element (one of \( j_{l,1}, \ldots, j_{l,N_l}, k \)).

Now we define the coupling for \( b'_k + 1 \leq l \leq b_k - 1 \) inductively. Assume that the set of possible \( N_l + 1 \) choices of \( X'^{-1}(l) \) is the union of the set of possible \( N_l \) choices of \( X^{-1}(l) \) (denoted by \( j_{l,1}, \ldots, j_{l,N_l} \)) and another element (denoted by \( t_l \)). Note that this is satisfied for \( l = b'_k + 1 \) if \( b'_k + 1 \leq b_k - 1 \). For every \( s \in \{1, \ldots, N_l\} \), we let \( X^{-1}(l) = X'^{-1}(l) = j_{l,s} \) with probability \( \frac{1}{N_l + 1} \); with probability \( \frac{1}{N_l + 1} \), we let \( X'^{-1}(l) = t_l \) and let \( X^{-1}(l) \) be a uniform choice among \( j_{l,1}, \ldots, j_{l,N_l} \). Note that if \( l + 1 \leq b_k - 1 \), then the assumption is satisfied with \( l \) replaced by \( l + 1 \). Therefore, the above procedure gives a valid coupling for \( b'_k + 1 \leq l \leq b_k - 1 \).

When \( l = b_k \), suppose that \( j_{l,1}, \ldots, j_{l,N_l-1}, k \) are the \( N_l \) possible choices of \( X^{-1}(l) \). Note that \( X'^{-1}(l) \) also has \( N_l \) possible choices, which are given by \( j_{l,1}, \ldots, j_{l,N_l-1}, t \) for some \( t \not\in \{j_{l,1}, \ldots, j_{l,N_l-1}\} \) by our construction. For every \( s \in \{1, \ldots, N_l - 1\} \), we let \( X^{-1}(l) = X'^{-1}(l) = j_{l,s} \) with probability \( \frac{1}{N_l} \); we also let \( X^{-1}(l) = k \) and \( X'^{-1}(l) = t \) with probability \( \frac{1}{N_l} \).

We define the coupling for \( l = b_k + 1, \ldots, n \) inductively as follows. Assume that either of the following two possibilities is true: (a) the possible \( N_l \) choices of \( X^{-1}(l) \) and \( X'^{-1}(l) \) are the same; (b) the \( N_l \) possible choices of \( X^{-1}(l) \) are \( j_{l,1}, \ldots, j_{l,N_l-1}, k \), and the \( N_l \) possible choices of \( X'^{-1}(l) \) are \( j_{l,1}, \ldots, j_{l,N_l-1}, t \).
Moreover, let $B$ be sampled from the uniform distribution on $[0, e^{2βjσ(j)}]$ and $b_j = \frac{\log(u_j)}{2βj}$. For every $j \in [n]$, let $B_j = \max\{\lfloor b_j \rfloor, 1\}$, and let $B_j'$ be the corresponding quantity for $σ'$. It suffices to construct the coupling between $\{B_j\}_{j=1}^n$ and $\{B_j'\}_{j=1}^n$.

Note that for every $k = 2, \ldots, σ(j)$,
\[
\mathbb{P}(B_j = k) = \mathbb{P}(k - 1 < b_j \leq k) = (1 - e^{-2βj})e^{2βj(k-\sigma(j))}.
\]

Moreover,
\[
\mathbb{P}(B_j = 1) = \mathbb{P}(b_j \leq 1) = e^{2βj(1-\sigma(j))}.
\]

For $j \in [n]$ with $j \neq k_1, k_2$, we let $B_j' = B_j$.

For $j = k_1$, we construct the coupling between $B_{k_1}$ and $B_{k_1}'$ as below. We let $B_{k_1} = B_{k_1}' = 1$ with probability $e^{-2βk_1i}$. For every $k \in \{2, \ldots, i\}$, we let

\[
\text{Part 2} \quad \text{We argue below that $X'^{-1}$ can be obtained from $X^{-1}$ by at most $2n$ adjacent transpositions. Order the elements of the set $\{l \in [n] : X^{-1}(l) \neq X'^{-1}(l)\}$ as $l_1 < l_2 < \cdots < l_q$. By construction, $X'^{-1}(l_1) = k$, $X^{-1}(l_q) = k$, and $X^{-1}(l_s) = X'^{-1}(l_{s+1})$ for any $s = 1, \ldots, q - 1$. Hence we have that}

\[
X^{-1} = X'^{-1}(l_1, l_2, \ldots, l_{q-1}, l_q).
\]

Note that $(l_s, l_{s+1}) = (l_s, l_s + 1) \cdots (l_{s+1}, l_{s+1} - 2, l_{s+1} - 1)l_{s+1} - 2, l_{s+1} - 1) \cdots (l_s, l_s + 1)$ for any $1 \leq s \leq q - 1$. Therefore, $X'^{-1}$ can be obtained from $X^{-1}$ by at most
\[
\sum_{s=1}^{q-1} 2(l_{s+1} - l_s) \leq 2n
\]
adjacent transpositions. Hence
\[
\rho(X, X') \leq 2n.
\]

\[\square\]

\textit{Proof of Theorem 3.2} \quad \text{We use the path coupling technique. The choice of the edge set and the path metric is given as in the preceding. Note that $\text{diam}(Ω) \leq 2n^2$.}

For any two permutations $σ, σ' \in S_n$ that are adjacent in the graph $G = (Ω, E)$, we define the coupling as follows. Assume that $σ' = (i, i + 1)σ$, where $i \in \{1, \ldots, n-1\}$. Suppose that $σ(k_1) = i$ and $σ(k_2) = i + 1$. Then $σ'(k_1) = i + 1$ and $σ'(k_2) = i$. Below we will construct a coupling $(X, X')$ of the distributions $K_{β,σ}'$ and $K_{β,σ}$.

Consider the first part of the hit and run algorithm. For every $j \in [n]$, let $u_j$ be sampled from the uniform distribution on $[0, e^{2βjσ(j)}]$ and $b_j = \frac{\log(u_j)}{2βj}$. For every $j \in [n]$, let $B_j = \max\{\lfloor b_j \rfloor, 1\}$, and let $B_j'$ be the corresponding quantity for $σ'$. It suffices to construct the coupling between $\{B_j\}_{j=1}^n$ and $\{B_j'\}_{j=1}^n$.

\begin{align*}
\mathbb{P}(B_j = k) &= \mathbb{P}(k - 1 < b_j \leq k) = (1 - e^{-2βj})e^{2βj(k-\sigma(j))}. \\
\mathbb{P}(B_j = 1) &= \mathbb{P}(b_j \leq 1) = e^{2βj(1-\sigma(j))}.
\end{align*}

Moreover,
\[
\mathbb{P}(B_j = 1) = \mathbb{P}(b_j \leq 1) = e^{2βj(1-\sigma(j))}.
\]

For $j \in [n]$ with $j \neq k_1, k_2$, we let $B_j' = B_j$.

For $j = k_1$, we construct the coupling between $B_{k_1}$ and $B_{k_1}'$ as below. We let $B_{k_1} = B_{k_1}' = 1$ with probability $e^{-2βk_1i}$. For every $k \in \{2, \ldots, i\}$, we let

\[\square\]
Let $B_{k_1} = B'_{k_1} = k$ with probability $(1 - e^{-2\beta k_1})e^{2\beta k_1(k-1)}$. We also let $B_{k_1} = 1$ and $B'_{k_1} = i + 1$ with probability $e^{2\beta k_1(1-i)}(1 - e^{-2\beta k_1})$. For every $k \in \{2, \ldots, i\}$, we let $B_{k_1} = k$ and $B'_{k_1} = i + 1$ with probability $(1 - e^{-2\beta k_1})^2 e^{2\beta k_1(k-1)}$.

For $j = k_2$, we construct the coupling between $B_{k_2}$ and $B'_{k_2}$ similarly. We let $B_{k_2} = B'_{k_2} = 1$ with probability $e^{-2\beta k_2}$. For every $k \in \{2, \ldots, i\}$, we let $B_{k_2} = B'_{k_2} = k$ with probability $(1 - e^{-2\beta k_2})e^{2\beta k_2(k-1)}$. We also let $B_{k_2}' = 1$ and $B_{k_2} = i + 1$ with probability $e^{2\beta k_2(1-i)}(1 - e^{-2\beta k_2})$. For every $k \in \{2, \ldots, i\}$, we let $B_{k_2}' = k$ and $B_{k_2} = i + 1$ with probability $(1 - e^{-2\beta k_2})^2 e^{2\beta k_2(k-1)}$.

It can be checked that this gives a valid coupling between $\{B_j\}_{j=1}^n$ and $\{B'_j\}_{j=1}^n$. We also have

$$
\mathbb{P}(B_{k_1} \neq B'_{k_1}) = 1 - e^{-2\beta k_1}, \quad \mathbb{P}(B_{k_2} \neq B'_{k_2}) = 1 - e^{-2\beta k_2}. \quad (3.11)
$$

By the union bound,

$$
\mathbb{P}(B_j \neq B'_j \text{ for some } j \in [n]) \leq 2 - e^{-2\beta k_1} - e^{-2\beta k_2} \leq 2\beta(k_1 + k_2). \quad (3.12)
$$

Now we consider the second part of the hit-and-run algorithm. Let

$$
S = \{\tau \in S_n : \tau(j) \geq B_j \text{ for every } j \in [n]\},
$$

$$
S' = \{\tau \in S_n : \tau(j) \geq B'_j \text{ for every } j \in [n]\}
$$

Note that

$$
S = \{\tau \in S_n : \tau(j) \geq b_j \text{ for every } j \in [n]\},
$$

$$
S' = \{\tau \in S_n : \tau(j) \geq b'_j \text{ for every } j \in [n]\}.
$$

If $B_j = B'_j$ for every $j \in [n]$, then $S = S'$. We let $X = X'$ be the uniform distribution on $S$. In this case we have

$$
\rho(X, X') = 0. \quad (3.13)
$$

Otherwise, either $B'_{k_1} \neq B_{k_1}$ or $B'_{k_2} \neq B_{k_2}$. Let

$$
S'' = \{\tau \in S_n : \tau(j) \geq B_j \text{ for every } j \in [n] \setminus \{k_2\}, \text{ and } \tau(k_2) \geq B'_2\}.
$$

By Lemma 3.3 there exists a coupling $(X_1, Z_1)$ of the uniform distributions on $S$ and $S''$, such that

$$
\rho(X_1, Z_1) \leq 2n. \quad (3.14)
$$

Similarly, there exists a coupling $(Z_2, Y_2)$ of the uniform distributions on $S''$ and $S'$, such that

$$
\rho(Z_2, Y_2) \leq 2n. \quad (3.15)
$$

By the proof of [45, Lemma 14.3], there exists a coupling $(X, X')$ of the uniform distributions on $S$ and $S'$, such that

$$
\rho(X, X') \leq 4n. \quad (3.16)
$$
It can be checked that \((X,X')\) gives a valid coupling of \(\tilde{K}_β^{1,\sigma}\) and \(\tilde{K}_β^{1,\sigma'}\). Moreover,
\[
\mathbb{E}[^\rho(X,X')] \leq 4n\mathbb{P}(B_j \neq B'_j \text{ for some } j \in [n]) \leq 8\beta n(k_1 + k_2) \leq 16\beta n^2. \tag{3.17}
\]
Therefore by Theorem 3.1, we have that for any \(l \geq 0\),
\[
\max_{\sigma_0 \in S_n} \|\tilde{K}_β^l,σ_0 - \tilde{P}_β\| \leq 2n^2(16\beta n^2)^l. \tag{3.18}
\]

3.3 Mallows permutation model with \(L^1\) distance

In this subsection, again by using the path coupling technique, we prove an order \(\log n\) mixing time upper bound for the hit and run algorithm sampling from Mallows permutation model with \(L^1\) distance (as introduced in Section 2.2) for \(0 < \beta \leq 1/(16cn)\) with any fixed \(c > 1\). The proof strategy is similar to that in Section 3.2.

Recall that we denote by \(K_β\) the transition matrix of the hit and run algorithm, and that the stationary distribution of the chain is \(P_β\). We also denote by \(K_β^l,σ_0\) the distribution of the chain after \(l\) steps started from the state \(σ_0\).

We have the following main result.

**Theorem 3.4.** Assume that \(0 < \beta < 1/(16n)\). Then for any \(l \geq 0\),
\[
\max_{\sigma_0 \in S_n} \|K_β^l,σ_0 - P_β\| \leq 2n^2(16\beta n^2)^l. \tag{3.19}
\]

This implies that
\[
t_{\text{mix}}\left(\frac{1}{4}\right) \leq \left\lceil \frac{\log(8n^2)}{-\log(16\beta n)} \right\rceil. \tag{3.20}
\]

**Remark.** If \(0 < \beta \leq 1/(16cn)\) for some fixed \(c > 1\), then
\[
t_{\text{mix}}\left(\frac{1}{4}\right) \leq \left\lceil \frac{3\log(2n)}{\log(c)} \right\rceil.
\]

This gives an order \(\log n\) mixing time upper bound of the hit and run algorithm.

**Remark.** By [53, 54], for \(β \sim c/n\) with fixed \(c > 0\), random permutations drawn from \(P_β\) converge to a non-trivial permutation limit as \(n \to \infty\), and the limiting distribution of the number of fixed points (or cycles of fixed length) is different from that of uniform random permutations. Therefore, the behavior of a random permutation drawn from \(P_β\) under such scaling is quite different from that of a uniform random permutation.

We first present the following lemma, which can be proved in the same way as Lemma 3.3.
Lemma 3.5. Suppose that $k \in [n]$, $b'_k \in [n]$, and $b_i \in [n]$ for every $i \in [n]$. Define

$$S := \{ \sigma \in S_n : \sigma(i) \leq b_i \text{ for every } i \in [n] \},$$

$$S' := \{ \sigma \in S_n : \sigma(i) \leq b_i \text{ for every } i \in [n] \setminus \{k\}, \sigma(k) \leq b'_k \}.$$

Assume that $S, S' \neq \emptyset$. Further let $\mu, \mu'$ be the uniform distributions on $S, S'$, respectively. Then there exists a coupling $(X, X')$ of $\mu$ and $\mu'$, such that

$$\rho(X, X') \leq 2n,$$

where the path metric $\rho = \rho(u, v)$ is defined in (3.1) with the graph $G = (\Omega, E)$ and the length function $l(u, v)$ defined as in Section 3.2.

Proof of Theorem 3.4. We use the path coupling technique again. The choice of the graph structure $G = (\Omega, E)$ and the path metric $\rho$ is the same as that from the proof of Theorem 3.2. We have $diam(\Omega) \leq 2n^2$.

Consider any two permutations $\sigma, \sigma' \in S_n$ that are adjacent in the graph $G$. Assume that $\sigma' = (i, i + 1)\sigma$, where $i \in \{1, \ldots, n - 1\}$. Suppose that $\sigma(k_1) = i$ and $\sigma(k_2) = i + 1$. Thus $\sigma'(k_1) = i + 1$ and $\sigma'(k_2) = i$. In the following, we construct a coupling $(X, X')$ of the distributions $K_{k_1, \sigma}$ and $K_{k_2, \sigma'}$.

Consider the first step of the hit and run algorithm. For each $j \in [n]$, let $u_j$ be independently sampled from the uniform distribution on $[0, e^{-2\beta(\sigma(j)-j)}]$, and let $b_j = j - \frac{\log(u_j)}{2\beta}$. We further let $B_j = \min\{\lfloor b_j \rfloor, n\}$, and let $B'_j$ be the corresponding quantity for $\sigma'$. It suffices to construct the coupling for $\{B_j\}_{j=1}^n$ and $\{B'_j\}_{j=1}^n$.

Note that for any $j \in [n]$, if $\sigma(j) \leq j$, then for any $k \in \{j, \ldots, n - 1\}$,

$$P(B_j = k) = (1 - e^{-2\beta})e^{-2\beta(k-j)},$$

$$P(B_j = n) = e^{-2\beta(n-j)}.$$  

(3.22)

(3.23)

If $\sigma(j) \geq j + 1$, then for any $k \in \{\sigma(j), \ldots, n - 1\}$,

$$P(B_j = k) = (1 - e^{-2\beta})e^{-2\beta(k-\sigma(j))},$$

$$P(B_j = n) = e^{-2\beta(n-\sigma(j))}.$$  

(3.24)

(3.25)

For any $j \in [n]$ with $j \neq k_1, k_2$, we let $B'_j = B_j$.

For $j = k_1$, we construct the coupling between $B_{k_1}$ and $B'_{k_1}$ as follows. There are two possible cases: (a) $i \leq i + 1 \leq k_1$; (b) $k_1 \leq i \leq i + 1$. For case (a), we can couple $B_{k_1}$ and $B'_{k_1}$ such that $B_{k_1} = B'_{k_1}$. For case (b), for every $k \in \{i + 1, \ldots, n - 1\}$, with probability $(1 - e^{-2\beta})e^{-2\beta(k-i)}$, we let $B_{k_1} = B'_{k_1} = k$. With probability $e^{-2\beta(n-i)}$, we let $B_{k_1} = B'_{k_1} = n$. For every $k \in \{i + 1, \ldots, n - 1\}$, with probability $(1 - e^{-2\beta})^2e^{-2\beta(k-i-1)}$, we let $B_{k_1} = i$ and $B'_{k_1} = k$. With probability $(1 - e^{-2\beta})e^{-2\beta(n-i-1)}$, we take $B_{k_1} = i$ and $B'_{k_1} = n$.

For $j = k_2$, we construct the coupling between $B_{k_2}$ and $B'_{k_2}$ similarly as follows. There are two possible cases: (a) $i \leq i + 1 \leq k_2$; (b) $k_2 \leq i \leq i + 1$. 
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For case (a), we can couple $B_{k_2}$ and $B'_{k_2}$ such that $B_{k_2} = B'_{k_2}$. For case (b), for every $k \in \{i + 1, \ldots, n - 1\}$, with probability $(1 - e^{-2\beta})e^{-2\beta(k-1)}$, we let $B_{k_2} = B'_{k_2} = k$. With probability $e^{-2\beta(n-i)}$, we let $B_{k_2} = B'_{k_2} = n$. For every $k \in \{i + 1, \ldots, n - 1\}$, with probability $(1 - e^{-2\beta})^2e^{-2\beta(k-1)}$, we let $B'_{k_2} = i$ and $B_{k_2} = k$. With probability $(1 - e^{-2\beta})e^{-2\beta(n-i-1)}$, we take $B'_{k_2} = i$ and $B_{k_2} = n$.

It can be checked that this gives a valid coupling between $\{B_j\}_{j=1}^n$ and $\{B'_j\}_{j=1}^n$. Also

$$\mathbb{P}(B_{k_1} \neq B'_{k_1}) = 1 - e^{-2\beta}, \quad \mathbb{P}(B_{k_2} \neq B'_{k_2}) = 1 - e^{-2\beta}. \quad (3.26)$$

By the union bound,

$$\mathbb{P}(B_j \neq B'_j \text{ for some } j \in [n]) \leq 2(1 - e^{-2\beta}) \leq 4\beta. \quad (3.27)$$

Now we consider the second part of the hit and run algorithm. Let

$$S = \{\tau \in S_n : \tau(j) \leq B_j \text{ for every } j \in [n]\},$$

$$S' = \{\tau \in S_n : \tau(j) \leq B'_j \text{ for every } j \in [n]\}.$$

Note that

$$S = \{\tau \in S_n : \tau(j) \leq b_j \text{ for every } j \in [n]\},$$

$$S' = \{\tau \in S_n : \tau(j) \leq b'_j \text{ for every } j \in [n]\}.$$

If $B_j = B'_j$ for every $j \in [n]$, then $S = S'$. We let $X = X'$ be the uniform distribution on $S$. In this case we have

$$\rho(X, X') = 0. \quad (3.28)$$

Otherwise, either $B'_{k_1} \neq B_{k_1}$ or $B'_{k_2} \neq B_{k_2}$. By Lemma 3.5, similar to the proof of Theorem 3.2, we can deduce that there exists a coupling $(X, X')$ of the uniform distributions on $S$ and $S'$, such that

$$\rho(X, X') \leq 4n. \quad (3.29)$$

It can be checked that $(X, X')$ gives a valid coupling of $K^{1}_{\beta, \sigma}$ and $K^{1}_{\beta, \sigma'}$. Moreover,

$$\mathbb{E}[\rho(X, X')] \leq 4n\mathbb{P}(B_j \neq B'_j \text{ for some } j \in [n]) \leq 16\beta n. \quad (3.30)$$

Therefore by Theorem 3.1, we have that for any $l \geq 0$,

$$\max_{\sigma_0 \in S_n} \|K^{l}_{\beta, \sigma_0} - \mathbb{P}_\beta\| \leq 2n^2(16\beta n)^l. \quad (3.31)$$
3.4 Mixing time lower bounds for the Metropolis algorithms

In this subsection, we compare the mixing times of the hit and run algorithms and the Metropolis algorithms for sampling from Mallows permutation models with $L^1$ and $L^2$ distances.

We consider the following Metropolis algorithm for sampling from $\tilde{\mathbb{P}}^\beta$. Each step of the Metropolis algorithm proceeds as follows. Suppose we start at $\sigma$. Independently pick two numbers $i, j \in [n]$ uniformly at random; if $i = j$, stay at $\sigma$; if $i \neq j$, move to $\sigma(i, j)$ with probability
\[
\min \left\{ 1, \exp \left( -2\beta (i - j)(\sigma(i) - \sigma(j)) \right) \right\},
\]
and stay at $\sigma$ with probability
\[
1 - \min \left\{ 1, \exp \left( -2\beta (i - j)(\sigma(i) - \sigma(j)) \right) \right\}.
\]

It can be checked that the stationary distribution of the algorithm is $\tilde{\mathbb{P}}^\beta$. We denote by $\tilde{\mathcal{M}}_{\beta, \sigma_0}$ the distribution of the chain after $l$ steps from the starting state $\sigma_0$.

Theorem 3.6 below gives an order $n \log n$ mixing time lower bound for the Metropolis algorithm started at the identity permutation. It is proved by keeping track of the number of fixed points. Comparing Theorem 3.2 and Theorem 3.6, we see that the hit and run algorithm mixes much faster than the Metropolis algorithm.

**Theorem 3.6.** Suppose that $\beta = \theta/n^2$ with $\theta > 0$ independent of $n$. There exist positive constants $C(\theta), N(\theta)$ that only depend on $\theta$, such that if $n \geq N(\theta)$, then the $1/4$-mixing time of the Metropolis algorithm for sampling from $\tilde{\mathbb{P}}^\beta$ satisfies
\[
t_{\text{mix}}(\frac{1}{4}) \geq C(\theta)n \log n. \tag{3.32}
\]

**Proof.** For any $\sigma \in S_n$, let $F(\sigma) = \sum_{i=1}^{n} 1_{\sigma(i) = i}$ be the number of fixed points of $\sigma$. By [54, Corollary 1.12], there exists a constant $C_1(\theta) \in \mathbb{N}^*$ that only depends on $\theta$, such that
\[
\tilde{\mathbb{P}}^\beta(F(\sigma) \geq C_1(\theta)) \leq \frac{1}{8}. \tag{3.33}
\]

For any $l \in \mathbb{N}_+$, let $I_{2l-1}, I_{2l}$ be the two numbers picked at the $l$th step. Then for any $l \in \mathbb{N}_+$, $I_1, \cdots, I_{2l}$ are i.i.d. uniform random variables on $[n]$. Let $\mathcal{R}_l$ be the set formed by $I_1, \cdots, I_l$ for any $t \in \mathbb{N}_+$, and let $\sigma_l$ be the state of the Metropolis algorithm at step $l \in \mathbb{N}_+$ started at the identity permutation $Id$. Then
\[
\{|\mathcal{R}_l| \leq n - C_1(\theta)\} \subseteq \{F(\sigma_l) \geq C_1(\theta)\}.
\]

Hence
\[
\mathbb{P}(F(\sigma_l) \geq C_1(\theta)) \geq \mathbb{P}(|\mathcal{R}_l| \leq n - C_1(\theta)). \tag{3.34}
\]
Consider $n \geq C_1(\theta) + 1$. For every $k \in [n]$, let $\tau_k = \inf\{l : |R_l| = k\}$. We also set $\tau_0 = 0$, and let $X_k = \tau_k - \tau_{k-1}$ for any $k \in [n]$. Note that $X_1, \ldots, X_n$ are independent random variables with $X_k$ following the geometric distribution with success probability $q_k = 1 - \frac{k-1}{n}$. Hence $E[X_k] = q_k^{-1}$ and $Var(X_k) \leq q_k^{-2}$. Thus we have

$$E[\tau_{n-C_1(\theta)}] = \sum_{k=1}^{n-C_1(\theta)} E[X_k] = n \sum_{k=C_1(\theta)+1}^{n} k^{-1} \geq n \log\left(\frac{n}{C_1(\theta) + 1}\right),$$

$$Var(\tau_{n-C_1(\theta)}) = \sum_{k=1}^{n-C_1(\theta)} Var(X_k) \leq n^2 \sum_{k=1}^{\infty} k^{-2} \leq 2n^2.$$ 

Hence by Chebyshev’s inequality,

$$P(\tau_{n-C_1(\theta)} \leq n(\log\left(\frac{n}{C_1(\theta) + 1}\right) - 4))$$

\[ \leq P(|\tau_{n-C_1(\theta)} - E[\tau_{n-C_1(\theta)}]| \geq 4n) \leq \frac{Var(\tau_{n-C_1(\theta)})}{16n^2} \leq \frac{1}{8}. \]

Note that for any $l \in \mathbb{N}_+\$, \{$|R_2l| > n - C_1(\theta)\} \subseteq \{\tau_{n-C_1(\theta)} \leq 2l\}$. Hence by (3.34), for any $l \in \mathbb{N}_+$ with $l \leq \frac{1}{2}n(\log\left(\frac{n}{C_1(\theta) + 1}\right) - 4)$,

$$\tilde{M}_{\beta, l}^t(F(\sigma) \geq C_1(\theta)) = P(F(\sigma) \geq C_1(\theta)) \geq \frac{7}{8}. \tag{3.35}$$

Combining (3.33) and (3.35) gives $\|\tilde{M}_{\beta, l}^t - \tilde{P}_\theta\| > \frac{1}{4}$ for any $l \in \mathbb{N}_+$ with $l \leq \frac{1}{2}n(\log\left(\frac{n}{C_1(\theta) + 1}\right) - 4)$. Hence there exist positive constants $C(\theta), N(\theta)$ that only depend on $\theta$, such that if $n \geq N(\theta)$, then $t_{mix}(\frac{1}{4}) \geq C(\theta)n \log n$.

Similarly, we can consider the Metropolis algorithm for sampling from $P_\beta$. Each step of the Metropolis algorithm is given as follows. Suppose we start at $\sigma$. Independently pick two numbers $i, j \in [n]$ uniformly at random; if $i = j$, stay at $\sigma$; if $i \neq j$, move to $\sigma(i, j)$ with probability

$$\min\left\{1, \exp\left(-\beta(|\sigma(i) - j| + |\sigma(j) - i| - |\sigma(i) - i| - |\sigma(j) - j|)\right)\right\},$$

otherwise stay at $\sigma$. The following parallel result can be proved using the same argument as in the proof of Theorem 3.6. Comparing Theorem 3.4 and Theorem 3.7, we conclude that the hit and run algorithm mixes much faster than the Metropolis algorithm.

**Theorem 3.7.** Suppose that $\beta = \theta/n$ with $\theta > 0$ independent of $n$. There exist positive constants $C(\theta), N(\theta)$ that only depend on $\theta$, such that if $n \geq N(\theta)$, then the $1/4$-mixing time of the Metropolis algorithm for sampling from $P_\beta$ satisfies

$$t_{mix}(\frac{1}{4}) \geq C(\theta)n \log n \tag{3.36}$$
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4 Extension to a two-parameter permutation model

As explained in the Introduction, there is only one distance metric that is involved in Mallows permutation model. It is natural to consider more general permutation models where multiple distance metrics can be simultaneously incorporated. In Mallows’ original paper on Mallows permutation model ([49]), a two-parameter model involving a weighted sum of the $L^2$ distance and Kendall’s $\tau$ was considered.

In this section, we consider a new two-parameter permutation model based on the $L^1$ distance and Cayley distance. We introduce an extension of the hit and run algorithm for sampling from this model. The algorithm is a twisted version of the algorithm given in Section 2.2. We analyze the mixing time of the twisted algorithm in Section 4.2.

4.1 The two-parameter permutation model and the twisted algorithm

The two-parameter permutation model we consider here is the following non-uniform probability measure on the symmetric group $S_n$:

$$P_{\beta_1, \beta_2}(\sigma) \propto e^{-\beta_1 H(\sigma,Id) + \beta_2 C(\sigma)},$$

(4.1)

where $\beta_1, \beta_2$ are parameters and $\sigma \in S_n$. Here, we recall that $H(\sigma, \tau)$ is the $L^1$ distance as defined in (1.1), and $C(\sigma)$ is the number of cycles of $\sigma$ for any $\sigma \in S_n$. Note that Cayley distance between $\sigma$ and $Id$ can be expressed as $n - C(\sigma)$, so equivalently speaking the above model involves the $L^1$ distance and Cayley distance. The model can be viewed as “twisting” Mallows permutation model with $L^1$ distance by the factor $e^{\beta_2 C(\sigma)}$. We note that the idea of twisting via Cayley distance also appeared in Tóth’s work [60] that relates the spin 1/2 Heisenberg ferromagnet to the interchange process.

In this subsection, we introduce an extension of the hit and run algorithm for sampling from $P_{\beta_1, \beta_2}$ when $\beta_1 > 0$. The algorithm involves “twisting” the second part of the algorithm for sampling from $P_{\beta_1}$ in Section 2.2. The twisted algorithm is a Markov chain on $S_n$, each step of which consists of two sequential parts as given below. Note that when $\beta_2 = 0$, the algorithm specialization to the one given in Section 2.2.

- Starting from $\sigma$, for each $i \in [n]$, independently sample $u_i$ from the uniform distribution on $[0, e^{-2\beta_1 (\sigma(i) - i)}]$. Let $b_i = i - \frac{\log(u_i)}{2\beta_1}$, and $b = (b_1, \cdots, b_n)$.

- Sample $\sigma' \in S_n$ from the following probability distribution on $S_n$:

$$Q_{b, \beta_2}(\tau) \propto e^{\beta_2 C(\tau)} 1_{\tau(i) \leq b_i} \text{ for every } i \in [n], \text{ for every } \tau \in S_n.$$  

Then move to the new state $\sigma'$. 
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Now we explain how to sample from $Q_{b,\beta_2}$ when $b_i \geq i$ for every $i \in [n]$. Note that this assumption is satisfied when $b$ is generated by the first step of the twisted algorithm. Let $N_i = \#\{j \in [n] : b_j \geq i\} - n + i$ for every $i \in [n]$.

In the procedure below for sampling $\tau$ from $Q_{b,\beta_2}$, we sequentially determine $\tau^{-1}(l)$ for $l = n, n-1, \ldots, 1$. For any given $l \in [n]$, suppose $\tau^{-1}(n), \ldots, \tau^{-1}(l)$ have been determined. We call a sequence $(a_1, \ldots, a_s)$ with $s \geq 2$ an “open arc” if we have $a_1, \ldots, a_{s-1} \in \{l, \ldots, n\}$, $a_s \in \{1, \ldots, l-1\}$, $\tau^{-1}(a_w) = a_{w+1}$ for every $w \in \{1, \ldots, s-1\}$, and that there is no $q \in \{l, \ldots, n\}$ such that $\tau^{-1}(q) = a_1$. We call $a_1$ the “head” of the open arc, and $a_s$ the “tail” of the open arc. We also call $(a_1)$ an open arc if $a_1 \in \{1, \ldots, l-1\}$ and there is no $q \in \{l, \ldots, n\}$ such that $\tau^{-1}(q) = a_1$. In this case, $a_1$ is both the head and the tail of this open arc. Intuitively, an open arc is an incomplete cycle formed in the middle of the sampling procedure.

Now we describe the procedure for sampling $\tau$ from $Q_{b,\beta_2}$. First note that by our assumption, $b_n \geq n$, hence $N_n \geq 1$. We look at the $N_n$ places of $i$ where $b_i \geq n$, place the symbol $n$ at the place $n$ with probability $\frac{e^{2\beta_2}}{e^{2\beta_2} + N_n - 1}$, and place the symbol $n$ at each of the remaining $N_n - 1$ places with probability $\frac{1}{e^{2\beta_2} + N_n - 1}$.

Then we look at the remaining $N_{n-1}$ places where $b_i \geq n-1$ (with the place where $n$ was placed deleted). Suppose that currently the open arc containing $n-1$ has $a$ as its head. Note that $b_a \geq a \geq n-1$. We place the symbol $n-1$ at the place $a$ with probability $\frac{e^{2\beta_2}}{e^{2\beta_2} + N_{n-1} - 1}$, and place the symbol $n-1$ at each of the remaining $N_{n-1} - 1$ places with probability $\frac{1}{e^{2\beta_2} + N_{n-1} - 1}$.

The remaining steps can be similarly defined as above.

By the above procedure, it can be checked that the probability of obtaining $\tau \in S_n$ is

$$e^{\beta_2 C(\tau)} \prod_{i=1}^{n} (e^{2\beta_2} + N_i - 1)^{\tau(i) \leq b_i} \text{ for every } i \in [n] \propto e^{\beta_2 C(\tau)} \prod_{i=1}^{n} (\tau(i) \leq b_i) \text{ for every } i \in [n].$$

(4.2)

Thus the above sampling procedure indeed generates $\tau$ from $Q_{b,\beta}$.

The following proposition validates the correctness of the twisted algorithm.

**Proposition 4.1.** We denote by $K_{\beta_1,\beta_2}$ the transition matrix of the twisted algorithm. Then $K_{\beta_1,\beta_2}$ is reversible with respect to $P_{\beta_1,\beta_2}$.

**Proof.** We note that

$$P_{\beta_1,\beta_2}(\sigma) = Z_{\beta_1,\beta_2}^{-1} e^{-2\beta_1 \sum_{i=1}^{n} (\sigma(i) - i) + \beta_2 C(\sigma)},$$

(4.3)

where $\sigma \in S_n$ and $Z_{\beta_1,\beta_2}$ is the normalizing constant.

First we note that $u_i \leq 1$ for every $i \in [n]$. In this case, $\tau(i) \leq b_i$ is equivalent
Similarly, we also present some scatter plots of the two-parameter permutation model in $\beta$ and $H$. Hence

$$K_{\beta_1, \beta_2}(\sigma, \sigma')$$

$$= \int_{[0,e^{-2\beta_1(\sigma(i)-i)+}]} \prod_{\tau \in S_n} e^{2P_2(\tau)} 1_{\tau(i) \leq b, \forall i \in [n]} du_1 \cdots du_n$$

$$= \frac{e^{2\beta_1 \sum_{i=1}^n (\sigma(i)-i)+}}{\prod_{\tau \in S_n} e^{2P_2(\tau)} 1_{\tau(i) \leq b, \forall i \in [n]} du_1 \cdots du_n}$$

$$= \int_{[0,e^{-2\beta_1(\sigma(i)-i)+}]} \prod_{\tau \in S_n} e^{2P_2(\tau)} 1_{\tau(i) \leq b, \forall i \in [n]} du_1 \cdots du_n$$

where $B(\sigma, \sigma') = \prod_{i=1}^n [0, e^{-2\beta_1 \max\{(\sigma(i)-i)+,(\sigma'(i)-i)+\}}]$

Hence

$$P_{\beta_1, \beta_2}(\sigma) K_{\beta_1, \beta_2}(\sigma, \sigma')$$

$$= Z_{\beta_1, \beta_2}^{-1} \int_{B(\sigma, \sigma')} \prod_{\tau \in S_n} e^{2P_2(\tau)} 1_{\tau(i) \leq b, \forall i \in [n]} du_1 \cdots du_n.$$

Similarly,

$$P_{\beta_1, \beta_2}(\sigma') K_{\beta_1, \beta_2}(\sigma', \sigma)$$

$$= Z_{\beta_1, \beta_2}^{-1} \int_{B(\sigma, \sigma')} \prod_{\tau \in S_n} e^{2P_2(\tau)} 1_{\tau(i) \leq b, \forall i \in [n]} du_1 \cdots du_n.$$

Therefore

$$P_{\beta_1, \beta_2}(\sigma) K_{\beta_1, \beta_2}(\sigma, \sigma') = P_{\beta_1, \beta_2}(\sigma') K_{\beta_1, \beta_2}(\sigma', \sigma). \quad (4.4)$$

Hence $K_{\beta_1, \beta_2}$ is reversible with respect to $P_{\beta_1, \beta_2}$.

We display here some visualizations of the two-parameter permutation model based on the twisted algorithm. Figure 4 shows histograms of the number of fixed points and the length of the cycle containing 500 when $n = 1000$ for $\beta_1 = \frac{1}{n}$ and various choices of the parameter $\beta_2$ for the two-parameter permutation model. We also include the corresponding histograms for the $L^1$ model with $\beta = \frac{1}{n}$ (which corresponds to the two-parameter permutation model with $\beta_1 = \frac{1}{n}$ and $\beta_2 = 0$). We observe that when $\beta_1 = \frac{1}{n}$ and $\beta_2 \in \{0.5, 1\}$, the number of fixed points is approximately Poisson with parameter varying with $\beta_2$ and greater than that of the $L^1$ model with $\beta = \frac{1}{n}$. Moreover, we observe that the distribution of the length of the cycle containing 500 under the two-parameter permutation model can be significantly different from that under the $L^1$ model. We also present some scatter plots of the two-parameter permutation model in

28
Figure 5. We observe as we increase $\beta_2 \geq 0$ with $\beta_1 = \frac{1}{n}$ fixed, the points \{(i, \sigma(i))\}_{i=1}^{n}$ for $\sigma$ drawn from the corresponding model are more concentrated around the diagonal \{(i, i) : i \in [n]\}. When $\beta_2$ is large (say $\beta_2 = 10$ as in Subfigure (a4) of Figure 5), most points $(i, \sigma(i))$ are concentrated around the diagonal. Based on this observation, we focus on the case when $\beta_2 \geq 0$ is of constant order for the mixing time analysis in Section 4.2.

Figure 4: Histograms of the number of fixed points and the length of the cycle containing 500 of the two-parameter permutation model with $n = 1000$ and various choices of the parameter $\beta_2$. The histograms are based on the first 4000 samples (dropping the first 1000 samples as burn-in) of the twisted algorithm (introduced in this section) started at the identity permutation. We also present the histograms of 3000 independent Poisson random variables (with varying parameters) in red for comparison. In Subfigures (a1) and (A1) we also present the corresponding histograms of the $L^1$ model with $\beta = \frac{1}{n}$ for comparison.
At present writing, we cannot see how to adapt the twisted algorithm to Mallows’ two-parameter model (49).

4.2 Mixing time analysis of the twisted algorithm

In this subsection, we use path coupling to analyze the mixing time of the twisted algorithm. Recall that the transition matrix of the twisted algorithm is denoted by $K_{\beta_1, \beta_2}$. For any $\sigma_0 \in S_n$, we let $K_{\beta_1, \beta_2, \sigma_0}^l$ be the distribution of the chain after $l$ steps from the starting state $\sigma_0$. 

Figure 5: Scatter plots of the two-parameter permutation model with $n = 1000$ and various choices of the parameter $\beta_2$. The scatter plots are based on the sample collected at the 4000th step of the twisted algorithm (introduced in this section) started at the identity permutation. In Subfigure (a1) we also present the scatter plot of the $L^1$ model with $\beta = \frac{1}{n}$ for comparison.
The main result is the following theorem which gives a mixing time upper bound of order \( \log n \).

**Theorem 4.1.** There exist absolute constants \( c_1^*, c_2^* > 0 \) and \( N \in \mathbb{N}_+ \) such that the following holds. Suppose that \( 0 < \beta_1 \leq \frac{c_1^*}{n} \), \( 0 \leq \beta_2 \leq c_2^* \) and \( n \geq N \). Then for any \( l \geq 0 \),

\[
\max_{\sigma_0 \in S_n} \| K^l_{\beta_1, \beta_2, \sigma_0} - P_{\beta_1, \beta_2} \| \leq n^2 \left( \frac{1}{2} \right)^{l-1}.
\]

This implies that

\[
t_{\text{mix}} \left( \frac{1}{4} \right) \leq 3 + \left\lfloor \frac{2 \log n}{\log 2} \right\rfloor.
\]

**Remark.** Quantitative bounds on \( c_1^*, c_2^*, N \) that suffice for the conclusion of Theorem 4.1 to hold can be easily obtained from the proof of Theorem 4.1.

The rest of this subsection is devoted to the proof of Theorem 4.1.

We have the following lemma on the measure \( Q_{b, \beta_2} \).

**Lemma 4.2.** Suppose that \( \beta_2 \geq 0 \), \( k \in [n] \), \( b'_k \in [n] \), and \( b_i \in [n] \) for every \( i \in [n] \). Further suppose that \( b'_k \geq k \) and \( b_i \geq i \) for every \( i \in [n] \). Denote by \( b = (b_1, \ldots, b_n) \), \( b' = (b_1, \ldots, b_{k-1}, b'_k, b_{k+1}, \ldots, b_n) \). Let \( b'_i = b_i \) for every \( i \in [n] \setminus \{k\} \), and

\[
N_i = \# \{ i \in [n] : b_i \geq l \} - (n - l),
\]

\[
N'_i = \# \{ i \in [n] : b'_i \geq l \} - (n - l),
\]

for any \( l \in [n] \).

Define

\[
S := \{ \sigma \in S_n : \sigma(i) \leq b_i \text{ for every } i \in [n] \},
\]

\[
S' := \{ \sigma \in S_n : \sigma(i) \leq b'_i \text{ for every } i \in [n] \}.
\]

Assume that \( S, S' \neq \emptyset \). Further let \( \mu = Q_{b, \beta_2} \) and \( \mu' = Q_{b', \beta_2} \). Then there exists a coupling \((X, X')\) of \( \mu \) and \( \mu' \), such that

\[
E[\rho(X, X')] \leq 4e^{\beta_2} \sum_{l=1}^{n} \frac{l}{\min\{N_i, N'_i\}} + 2n,
\]

where the path metric \( \rho = \rho(u,v) \) is defined in (3.1) with the graph \( G = (\Omega, E) \) and the length function \( l(u,v) \) defined as in Section 3.2.

**Proof.** The proof consists of two parts. In the first part, we construct the coupling \((X, X')\). The coupling is a “twisted” version of the coupling in Lemma 3.3. Then we obtain the desired upper bound on \( E[\rho(X, X')] \) in the second part.
Part 1  Without loss of generality we assume that \( b'_k > b_k \) (note that when \( b'_k = b_k \), we have \( \mu = \mu' \), and the conclusion holds trivially). Note that in this case, \( N_l \leq N'_l \) for every \( l \in [n] \).

We construct the coupling as follows. Sequentially for \( l = n, \ldots, b'_k + 1 \), we look at places \( i \) with \( b_i \geq l \) that have not yet been taken, and let \( X^{-1}(l) = X'^{-1}(l) \) following the first \( n - b'_k \) steps of the sampling procedure for \( Q_{b',b}. \)

Namely, suppose that currently the open arc containing \( l \) has \( a \) as it head, then we let \( X^{-1}(l) = a \) with probability \( \frac{e^{b_k}}{e^{b_k} + N_l - 1} \). We also let \( X'^{-1}(l) \) be each one of the remaining \( N_l - 1 \) available places with probability \( \frac{1}{e^{b_k} + N_l - 1} \).

In the following, we associate a “mark” to every number in \([n]\). Originally the number \( i \) is marked \( i \) for every \( i \in [n] \). The mark of a number may change during the evolution.

When \( l = b'_k \), there are \( N_l \) possible choices of \( X^{-1}(l) \), which we denoted by \( j_{l,1}, \ldots, j_{l,N_l} \), and \( N_l + 1 \) possible choices \( j_{l,1}, \ldots, j_{l,N_l}, k \) of \( X'^{-1}(l) \). We define the coupling at this step as follows. As \( b'_k > b_k \geq k \), \( k \) cannot be the current head of the open arc containing \( l = b'_k \) in \( X' \). Suppose that \( a \) is the current head of the open arc containing \( l \) in \( X \) (and also in \( X' \)). For every \( s \in \{1, \ldots, N_l\} \), we let \( X^{-1}(l) = X'^{-1}(l) = j_{l,s} \) with probability \( \frac{1}{e^{b_k} + N_l} \) (if \( j_{l,s} \neq a \)) or \( \frac{e^{b_k}}{e^{b_k} + N_l} \) (if \( j_{l,s} = a \)). For every \( s \in \{1, \ldots, N_l\} \), with probability \( \frac{1}{e^{b_k} + N_l - 1} - \frac{e^{b_k}}{e^{b_k} + N_l} \) (if \( j_{l,s} \neq a \)) or \( \frac{e^{b_k}}{e^{b_k} + N_l - 1} - \frac{e^{b_k}}{e^{b_k} + N_l} \) (if \( j_{l,s} = a \)), we let \( X'^{-1}(l) = k \) and \( X^{-1}(l) = j_{l,s} \). Note that for either case, if \( l - 1 > b_k \), the set of possible choices of \( X'^{-1}(l - 1) \) is the union of the set of possible choices of \( X^{-1}(l - 1) \) and another element (one of \( j_{l,1}, \ldots, j_{l,N_l}, k \)).

Now we define the coupling for \( l = b'_k - 1, \ldots, b_k + 1 \) inductively. Assume that the set of possible \( N_l + 1 \) choices of \( X'^{-1}(l) \) is the union of the set of marks associated to the possible \( N_l \) choices of \( X^{-1}(l) \) (these marks are denoted by \( j_{l,1}, \ldots, j_{l,N_l} \)) and another element (denoted by \( t_l \)). Note that this is satisfied for \( l = b'_k - 1 \). Suppose that the heads of the current open arcs containing \( l \) in \( X \) and \( X' \) are \( a \) and \( a' \), respectively.

There are two possible cases: (a) \( t_l = a' \); (b) \( t_l \neq a' \). First consider case (a). For every \( s \in \{1, \ldots, N_l\} \), we let \( X'^{-1}(l) = j_{l,s} \) and \( X^{-1}(l) \) be the number that is marked \( j_{l,s} \) with probability \( \frac{1}{e^{b_k} + N_l} \). For every \( s \in \{1, \ldots, N_l\} \), with probability \( \frac{e^{b_k}}{e^{b_k} + N_l - 1} - \frac{1}{e^{b_k} + N_l} \) (if the number that is marked \( j_{l,s} \) is \( a \)) or \( \frac{1}{e^{b_k} + N_l - 1} - \frac{e^{b_k}}{e^{b_k} + N_l} \) (if the number that is marked \( j_{l,s} \) is not \( a \)), we let \( X'^{-1}(l) = t_l \) and \( X^{-1}(l) \) be the number that is marked \( j_{l,s} \).

For case (b), suppose that \( a' = j_{l,s_0} \), \( a \) is marked with \( j_{l,s_0} \) and that \( b \) is marked with \( j_{l,s_1} \). There are two sub-cases: (i) \( s_0 = s_1 \); (ii) \( s_0 \neq s_1 \). First consider sub-case (i). For every \( s \in \{1, \ldots, N_l\} \), we let \( X'^{-1}(l) = j_{l,s} \) and \( X^{-1}(l) \) be the number that is marked \( j_{l,s} \) with probability \( \frac{e^{b_k}}{e^{b_k} + N_l} \) (if \( s = s_0 \)) or \( \frac{1}{e^{b_k} + N_l} \) (if \( s = s_0 \)). For every \( s \in \{1, \ldots, N_l\} \), we let \( X'^{-1}(l) = t_l \) and \( X^{-1}(l) \) be the number that is marked \( j_{l,s} \) with probability \( \frac{e^{b_k}}{e^{b_k} + N_l - 1} - \frac{e^{b_k}}{e^{b_k} + N_l} \) (if \( s = s_0 \)) or \( \frac{1}{e^{b_k} + N_l - 1} - \frac{1}{e^{b_k} + N_l} \) (if \( s = s_0 \)). Now we consider sub-case (ii). For every
s \neq s_0, s_1, \text{ we let } X'^{-1}(l) = j_{l,s} \text{ and } X^{-1}(l) \text{ be the number that is marked } j_{l,s} \text{ with probability } \frac{1}{e^{s_2} + N_l}. \text{ With probability } \frac{e^{s_2}}{e^{s_2} + N_l}, \text{ we let } X'^{-1}(l) = j_{l,s_0} \text{ and } X^{-1}(l) = a \text{ (which is marked with } j_{l,s_0}), \text{ and change the mark of } b \text{ to } j_{l,s_0}; \text{ with probability } \frac{1}{e^{s_2} + N_l}, \text{ we let } X'^{-1}(l) = j_{l,s_0} \text{ and } X^{-1}(l) = b \text{ (which is marked with } j_{l,s_1}), \text{ and change the mark of } a \text{ to } j_{l,s_1}. \text{ For every } s \in \{1, \ldots, N_l\}, \text{ we let } X'^{-1}(l) = t_l \text{ and } X^{-1}(l) \text{ be the number that is marked } j_{l,s} \text{ with probability } \frac{e^{s_2}}{e^{s_2} + N_l} - \frac{e^{s_2}}{e^{s_2} + N_l} (\text{if } s = s_0) \text{ or } \frac{1}{e^{s_2} + N_l} - \frac{1}{e^{s_2} + N_l} (\text{if } s \neq s_0).

It can be checked that for both cases (a)-(b), if } l - 1 > b_k, \text{ then the assumption that the set of possible } N_{l-1} + 1 \text{ choices of } X'^{-1}(l-1) \text{ is the union of the set of marks associated to the possible } N_{l-1} \text{ choices of } X^{-1}(l-1) \text{ and another element holds. Thus the above procedure defines a valid coupling for } l = b_k + 1, \ldots, b_k + 1.

When } l = b_k, \text{ suppose that the numbers with marks } j_{l,1}, \ldots, j_{l,N_l-1}, k \text{ are the } N_l \text{ possible choices of } X^{-1}(l). \text{ (Note that when } l = b_k, \text{ the number marked with } k \text{ is just } k.) \text{ Then } X'^{-1}(l) \text{ also has } N_l \text{ possible choices, which are given by } j_{l,1}, \ldots, j_{l,N_l-1} \text{ and some } t_l \notin \{j_{l,1}, \ldots, j_{l,N_l-1}\}. \text{ Let } a, a' \text{ be the heads of the current open arcs containing } l \text{ of } X, X', \text{ respectively. If } a = k, \text{ let } s_0 = N_l; \text{ otherwise, suppose that } a \text{ is marked with } j_{l,s_0}. \text{ If } a' = t_l, \text{ we let } s_1 = N_l; \text{ otherwise, suppose that } a' = j_{l,s_1}. \text{ Now there are two cases: (a) } s_0 = s_1; \text{ (b) } s_0 \neq s_1.

For case (a), there are two sub-cases: (i) } s_0 = N_l; \text{ (ii) } s_0 \leq N_l - 1. \text{ For sub-case (i), for every } s \in \{1, \ldots, N_l - 1\}, \text{ we let } X'^{-1}(l) = j_{l,s} \text{ and let } X^{-1}(l) \text{ be the number marked with } j_{l,s} \text{ with probability } \frac{e^{s_2}}{e^{s_2} + N_l - 1}. \text{ With probability } \frac{e^{s_2}}{e^{s_2} + N_l - 1}, \text{ we let } X'^{-1}(l) = t_l \text{ and } X^{-1}(l) = k. \text{ For sub-case (ii), for every } s \in \{1, \ldots, N_l - 1\} \setminus \{s_0\}, \text{ we let } X'^{-1}(l) = j_{l,s} \text{ and let } X^{-1}(l) \text{ be the number marked with } j_{l,s} \text{ with probability } \frac{1}{e^{s_2} + N_l - 1}. \text{ With probability } \frac{e^{s_2}}{e^{s_2} + N_l - 1}, \text{ we let } X'^{-1}(l) = j_{l,s_0} \text{ and let } X^{-1}(l) \text{ be the number marked with } j_{l,s_0}. \text{ With probability } \frac{1}{e^{s_2} + N_l - 1}, \text{ we let } X'^{-1}(l) = t_l \text{ and } X^{-1}(l) = k.

For case (b), there are three sub-cases: (i) } s_0, s_1 \leq N_l - 1; \text{ (ii) } s_0 = N_l, s_1 \leq N_l - 1; \text{ (iii) } s_1 = N_l, s_0 \leq N_l - 1. \text{ For sub-case (i), for every } s \leq N_l - 1 \text{ with } s \neq s_0, s_1, \text{ we let } X'^{-1}(l) = j_{l,s} \text{ and let } X^{-1}(l) \text{ be the number marked with } j_{l,s} \text{ with probability } \frac{1}{e^{s_2} + N_l - 1}. \text{ With probability } \frac{e^{s_2}}{e^{s_2} + N_l - 1}, \text{ we let } X'^{-1}(l) \text{ be the number marked with } j_{l,s_0} \text{ and let } X^{-1}(l) = j_{l,s_1}, \text{ and change the mark of the number that is originally marked } j_{l,s_0} \text{ to } j_{l,s_1}. \text{ With probability } \frac{1}{e^{s_2} + N_l - 1}, \text{ we let } X'^{-1}(l) = t_l \text{ and } X^{-1}(l) \text{ be the number marked with } k. \text{ For sub-case (ii), for every } s \leq N_l - 1 \text{ with } s \neq s_1, \text{ we let } X'^{-1}(l) = j_{l,s} \text{ and let } X^{-1}(l) \text{ be the number marked with } j_{l,s} \text{ with probability } \frac{1}{e^{s_2} + N_l - 1}. \text{ With probability } \frac{e^{s_2}}{e^{s_2} + N_l - 1}, \text{ we let } X'^{-1}(l) \text{ be the number marked with } k \text{ and let } X'^{-1}(l) = j_{l,s_1}, \text{ and change the mark of the number that is originally marked } j_{l,s_1} \text{ to } k. \text{ With probability } \frac{1}{e^{s_2} + N_l - 1}, \text{ we let } X^{-1}(l) \text{ be the number marked with }
$j_{l,s}$ and let $X^*(l) = t_l$, and change the mark of the number that is originally marked $k$ to $j_{l,s}$. For sub-case (iii), for every $s \leq N_l - 1$ with $s \neq s_0$, we let $X^*(l) = j_{l,s}$ and let $X^{-1}(l)$ be the number marked with $j_{l,s}$ with probability $\frac{1}{e^{\beta_2} + N_l - 1}$. With probability $\frac{e^{\beta_2}}{e^{\beta_2} + N_l - 1}$, we let $X^{-1}(l)$ be the number marked with $j_{l,s_0}$ and let $X^*(l) = t_l$, and change the mark of the number that is originally marked $k$ to $j_{l,s_0}$. With probability $\frac{1}{e^{\beta_2} + N_l - 1}$, we let $X^{-1}(l)$ be the number marked with $k$ and let $X^*(l) = j_{l,s_0}$, and change the mark of the number that is originally marked $j_{l,s_0}$ to $k$.

We define the coupling for $l = b_k - 1, \ldots, 1$ inductively as below. Assume that either of the following two possibilities is true: (a) the $N_l$ possible choices of $X^*(l)$ are the same as the marks associated with the $N_l$ possible choices of $X^{-1}(l)$; (b) the $N_l$ possible choices of $X^{-1}(l)$ are the numbers marked with $j_{l,1}, \ldots, j_{l,N_l-1}, k$ for some $j_{l,1}, \ldots, j_{l,N_l-1}$, and the $N_l$ possible choices of $X^*(l)$ are $j_{l,1}, \ldots, j_{l,N_l-1}, t_l$ for some $t_l \notin \{j_{l,1}, \ldots, j_{l,N_l-1}\}$. Note that the assumption holds when $l = b_k - 1$. For both cases, the coupling can be defined in a similar way as the case when $l = b_k$. It can be checked that if $l - 1 \geq 1$, the assumption holds with $l$ replaced by $l - 1$.

This finishes the construction of the coupling.

**Part 2** In the following, we bound $\mathbb{E}[\rho(X, X')]$.

Consider the set of steps $l \in [n]$ where there is a change of some mark. Suppose the elements of this set are ordered as $l_1 > l_2 > \cdots > l_r$. Suppose that at step $l_i$, the mark of a number is changed from $a_i$ to $b_i$. Now starting from $X^{-1}$, sequentially for $i = 1, \ldots, r$, we transpose the symbols $a_i$ and $b_i$, and obtain a new permutation $X''^{-1}$ in the end. That is,

$$X''^{-1} = (a_r, b_r) \cdots (a_1, b_1) X^{-1}.$$ 

Note that the $i$th transposition can be decomposed into at most $2l_i$ adjacent transpositions. Hence

$$\rho(X, X'') \leq 2 \sum_{i=1}^{r} l_i = 2 \sum_{l=1}^{n} l \mathbb{P}(B_l), \quad (4.8)$$

where $B_l$ is the event that there is a change of some mark at step $l$. Now note that

$$\mathbb{P}(B_l) \leq \frac{2 e^{\beta_2}}{e^{\beta_2} + N_l - 1} \leq \frac{2 e^{\beta_2}}{N_l}. \quad (4.9)$$

Thus we have

$$\mathbb{E}[\rho(X, X'')] \leq 4 e^{\beta_2} \sum_{l=1}^{n} l N_l^{-1}. \quad (4.10)$$

Order the elements from the set $\{l \in [n] : X^*(l) \neq X''^{-1}(l)\}$ as $m_1 > m_2 > \cdots > m_p$. Then from our construction, we have that $X^*(m_1) =$
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Proof of theorem 4.1. We have

\[ \rho(X'',X') \leq 2n. \] (4.11)

Hence

\[ \mathbb{E} [\rho(X'',X')] \leq 2n. \] (4.12)

Now using (4.10), (4.12) and the fact that \( \rho(X,X') \leq \rho(X,X'') + \rho(X'',X') \), we have

\[ \mathbb{E} [\rho(X,X')] \leq 4e^{\beta_2} \sum_{i=1}^{n} lN_i^{-1} + 2n. \] (4.13)

Proof of theorem 4.1. We assume that 0 \( \beta_1 \leq \frac{c_1}{n} \) and 0 \( \beta_2 \leq c_2 \) for some \( c_1, c_2 > 0 \). We use the path coupling technique. The choice of the graph structure \( G = (\Omega, E) \) and the path metric \( \rho \) is the same as that from the proof of Theorem 3.2. We have \( \text{diam}(\Omega) \leq 2n^2 \).

Consider two permutations \( \sigma, \sigma' \in S_n \) that are adjacent in \( G \). Assume that \( \sigma' = (i, i+1)\sigma \), where \( i \in \{1, \ldots, n-1\} \). Suppose that \( \sigma(k_1) = i \) and \( \sigma(k_2) = i+1 \). Thus \( \sigma'(k_1) = i+1 \) and \( \sigma'(k_2) = i \). In the following, we construct a coupling \( (X, X') \) of the distributions \( K_{\beta_1, \beta_2, \sigma} \) and \( K_{\beta_1, \beta_2, \sigma'} \).

For the first step of the hit and run algorithm, we define \( B_j \) and \( B'_j \) and their coupling the same way as in the proof of Theorem 3.4 taking \( \beta = \beta_1 \). We recall from the proof of Theorem 3.4 that \( B_j = B'_j \) for \( j \neq k_1, k_2 \), and that

\[ \mathbb{P}(B_{k_1} \neq B'_{k_1}) = 1 - e^{-2\beta_1}, \quad \mathbb{P}(B_{k_2} \neq B'_{k_2}) = 1 - e^{-2\beta_1}. \] (4.14)

We let \( \mathcal{G} = \sigma(B_1, B'_1, \ldots, B_n, B'_n) \). We also let \( \mathcal{F} = \sigma(B_{k_1}, B'_{k_1}, B_{k_2}, B'_{k_2}) \).

Now we consider the second part of the twisted algorithm. We denote by \( \mathbf{B} = (B_1, \ldots, B_n) \) and \( \mathbf{B}' = (B'_1, \ldots, B'_n) \). Let \( N_l = \# \{ i \in [n] : B_i \geq l \} - (n-l) \), \( N'_l = \# \{ i \in [n] : B'_i \geq l \} - (n-l) \).

If \( B_{k_1} = B'_{k_1} \) and \( B_{k_2} = B'_{k_2} \), we let \( X = X' \) be sampled from \( \mathbb{Q}_{\mathbf{B}, \beta_2} \).

In this case,

\[ \mathbb{E} [\rho(X,X') | \mathcal{G}] = 0. \] (4.15)

Otherwise, either \( B_{k_1} \neq B'_{k_1} \) or \( B_{k_2} \neq B'_{k_2} \). By Lemma 4.2, similar to the proof of Theorem 3.2, conditional on \( \mathcal{G} \), there exists a coupling \( (X, X') \) between \( \mathbb{Q}_{\mathbf{B}, \beta_2} \) and \( \mathbb{Q}_{\mathbf{B}', \beta_2} \), such that

\[ \mathbb{E} [\rho(X,X') | \mathcal{G}] \leq 8e^{\beta_2} \sum_{l=1}^{n} \frac{l}{\min\{N_l, N'_l\}} + 4n. \] (4.16)
Now note that as $B_j \geq j$ for every $j \in [n]$. We have
\[
N_l = \# \{j \in [n] : B_j \geq l \} - (n - l) \\
= 1 + \sum_{j=1}^{l-1} 1_{B_j \geq l} \\
\geq 1 + \sum_{j:1 \leq j \leq l-1, j \neq k_1, k_2} 1_{B_j \geq l}.
\]
For any $1 \leq j \leq l - 1$ and any $l \in [n]$, we have
\[
\mathbb{P}(B_j \geq l) \geq \mathbb{P}(B_j = n) \geq e^{-2\beta_1 n}.
\] (4.17)

By Hoeffding’s inequality, for any $t \geq 0$ and any $l \geq 4$, we have
\[
\mathbb{P}\left(\frac{N_l - 1}{l} - \frac{e^{-2\beta_1 n}}{l} \leq -t\big| \mathcal{F}\right) \leq e^{-2(l-3)t^2}. \] (4.18)

Take $t = \frac{1}{2} e^{-2\beta_1 n}$. We obtain that for any $l \geq 4$,
\[
\mathbb{P}(N_l \leq 1 + \frac{l}{2} - \frac{3}{2} e^{-2\beta_1 n} \big| \mathcal{F}) \leq e^{-\frac{1}{2}(l-3)e^{-4\beta_1 n}}. \] (4.19)

Similarly, for any $l \geq 4$,
\[
\mathbb{P}(N'_l \leq 1 + \frac{l}{2} - \frac{3}{2} e^{-2\beta_1 n} \big| \mathcal{F}) \leq e^{-\frac{1}{2}(l-3)e^{-4\beta_1 n}}. \] (4.20)

Hence for any $l \geq \max\{4, n^\frac{1}{2}\}$,
\[
\mathbb{P}(\min\{N_l, N'_l\} \leq 1 + \frac{l}{8} e^{-2\beta_1 n} \big| \mathcal{F}) \leq 2 e^{-\frac{1}{8} e^{-4\beta_1 n}}. \] (4.21)

Note that $N_l \geq 1$, $N'_l \geq 1$. Therefore
\[
\mathbb{E}\left[\sum_{l=1}^{n} \frac{l}{\min\{N_l, N'_l\}} \big| \mathcal{F}\right] \leq \sum_{l=1}^{4} l + \sum_{l=1}^{n^{\frac{1}{2}}} l + 8e^{2\beta_1 n} + 2n^2 e^{-\frac{n^4}{2} e^{-4\beta_1}} \leq 10 + (1 + 8e^{2\beta_1})n + 2n^2 e^{-\frac{n^4}{2} e^{-4\beta_1}}.
\]

Let
\[
f(c_1, c_2, n) = 80e^{c_2} + (8e^{c_2} + 64e^{c_2^2 + 2c_1} + 4)n + 16e^{c_2 n^2} e^{-\frac{n^4}{2} e^{-4\beta_1}}.
\]

We have
\[
\mathbb{E}[\rho(X, X')|\mathcal{F}] \leq f(c_1, c_2, n)1_B_{k_1 \neq k_1'} \text{ or } B_{k_2} \neq B_{k_2}'.
\]
This leads to

\[
\mathbb{E}[\rho(X, X')] \leq f(c_1, c_2, n)P(B_{k_1} \neq B_{k_1}' \text{ or } B_{k_2} \neq B_{k_2}') \\
\leq 4\beta_1 f(c_1, c_2, n) \leq g(c_1, c_2, n),
\]

where

\[
g(c_1, c_2, n) = \frac{320c_1e^{c_2}}{n} + 4c_1(8e^{c_2} + 64c_2 + 4) + 64c_1e^{c_2}ne^{-\frac{1}{2}c_2}e^{c_1}.
\]

By Theorem 3.1, if \(g(c_1, c_2, n) < 1\), then for any \(l \geq 0\),

\[
\max_{\sigma_0 \in S_n} \| R^l_{\beta_1, \beta_2, \sigma_0} - P_{\beta_1, \beta_2} \| \leq 2n^2(g(c_1, c_2, n))^l.
\]

This leads to the conclusion of Theorem 4.1.

\[\square\]

5 Extension to lattice permutations in higher dimensions

In this section, we consider higher dimensional analogs of Mallows permutation models with \(L^1\) and \(L^2\) distances. These analogs are called “lattice permutations” (see e.g. [37]). In the mathematical physics literature, these higher dimensional permutation models are of interest due to their connections to Feynman’s approach to the study of quantum Bose gas [29]. The reader is referred to e.g. [7, 30, 34, 37] for some recent developments in the literature.

We introduce these permutation models as follows. We fix the dimension \(d \geq 2\) and a positive integer \(N\). Denote by \(S_{N,d}\) the set of bijections from \([N]^d\) to itself. For any \(\sigma \in S_{N,d}\), we define

\[
H_d(\sigma) = \sum_{x \in [N]^d} \sum_{i=1}^d |\sigma(x)_i - x_i|, \quad \tilde{H}_d(\sigma) = \sum_{x \in [N]^d} \| \sigma(x) - x \|^2,
\]

where \(\| \cdot \|\) is the Euclidean distance in \(\mathbb{R}^d\). For any \(\beta > 0\), we further define the following probability measures on \(S_{N,d}\):

\[
P_{\beta,d}(\sigma) = Z_{\beta,d}^{-1} \exp(-\beta H_d(\sigma)), \quad \tilde{P}_{\beta,d}(\sigma) = \tilde{Z}_{\beta,d}^{-1} \exp(-\beta \tilde{H}_d(\sigma)),
\]

where \(\sigma \in S_{N,d}\), and \(Z_{\beta,d}\) and \(\tilde{Z}_{\beta,d}\) are the normalizing constants. We call these probability measures “lattice permutations with \(L^1\) and \(L^2\) distances” in the following. Setting \(d = 1\), these reduce to \(P_\beta\) and \(\tilde{P}_\beta\)–Mallows permutation models with \(L^1\) and \(L^2\) distances. Using similar arguments as those leading to (2.2) and (2.4), we can derive that for any \(\sigma \in S_{N,d}\),

\[
P_{\beta,d}(\sigma) \propto \exp(-2\beta \sum_{x \in [N]^d} \sum_{i=1}^d (\sigma(x)_i - x_i)_+),
\]

37
Let \( \sigma \) step of the Gibbs sampler proceeds as follows. Suppose we start at \( \sigma \in M \) which is chosen from the uniform distribution on a given subset of \( \mathbb{P} \) and we want to sample from such higher dimensional models. The generalization combines the hit and run algorithms with a Gibbs sampler.

In the following we introduce the generalized algorithms. We start from \( \tilde{P}_{\beta,d} \)-lattice permutations with \( L^2 \) distance.

The generalized algorithm is based on a Gibbs sampler for sampling from the uniform distribution on the following subset of \( S_{N,d} \):

\[
\mathcal{M}_b = \{ \sigma \in S_{N,d} : (\sigma(x))_i \geq b_{x,i} \text{ for every } x \in [N]^d, i \in [d] \},
\]

where \( b = (b_{x,i})_{x \in [N]^d, i \in [d]} \) with \( b_{x,i} \in \mathbb{R} \) for every \( x \in [N]^d, i \in [d] \). Assuming that \( \mathcal{M}_b \neq \emptyset \), we denote by \( \pi_{\mathcal{M}_b} \) the uniform distribution on \( \mathcal{M}_b \).

We introduce the Gibbs sampler for sampling from \( \pi_{\mathcal{M}_b} \) as follows. Each step of the Gibbs sampler proceeds as follows. Suppose we start at \( \sigma \in \mathcal{M}_b \).

Let \( \sigma_0 = \sigma \). Sequentially for \( j = 1, \ldots, d \), let

\[
A_j = \{ \tau \in S_{N,d} : (\tau(x))_i = (\sigma_{j-1}(x))_i \text{ for every } x \in [N]^d, l \in [d] \setminus \{j\} \},
\]

and sample \( \sigma_j \in S_{N,d} \) from \( \pi_{\mathcal{M}_b}(\cdot | A_j) \)–the uniform distribution on \( \mathcal{M}_b \cap A_j \).

The chain then moves from \( \sigma \) to \( \sigma_{d} \).

The practical implementation of the sampling process for \( \sigma_j \) with \( j \in [d] \) can be described as follows. For any \( y \in [N]^d \) and \( i \in [d] \), we denote by \( y_{-i} = (y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_d) \). Now for any \( z \in [N]^{d-1} \), we let

\[
D_{z,j} = \{ x \in [N]^d : (\sigma_{j-1}(x))_{-j} = z \},
\]

and note that \( |D_{z,j}| = N \). Suppose that

\[
D_{z,j} = \{ w_{z,j,1}, \ldots, w_{z,j,N} \}.
\]

For any \( z \in [N]^{d-1} \), we sample \( \gamma_{z,j} \in S_N \) uniformly from the set

\[
\{ \tau \in S_N : \tau(l) \geq b_{w_{z,j,i},j} \text{ for every } l \in [N] \}.
\]

Note that this is a set of permutations with one-sided restrictions, hence \( \gamma_{z,j} \) can be sampled via the procedure described in Section 2. Then \( \sigma_j \) is determined as follows: for any \( x \in [N]^d \), suppose that \( x \in D_{z,j} \) and \( x = w_{z,j,l} \) (where \( z \in [N]^{d-1} \) and \( l \in [N] \)), then we let

\[
\sigma_j(x) = (z_1, \ldots, z_{j-1}, \gamma_{z,j}(l), z_j, \ldots, z_{d-1}).
\]

It can be checked that \( \sigma_j \) follows the uniform distribution on \( \mathcal{M}_b \cap A_j \).

The generalized hit and run algorithm for sampling from \( \tilde{P}_{\beta,d} \) can be described as follows. Each step of the algorithm consists of two sequential parts:
• Starting from $\sigma \in S_{N,d}$, for each $x \in [N]^d$ and $i \in [d]$, sample independently $u_{x,i}$ from the uniform distribution on $[0, e^{2\beta x_i \sigma(x)}]$. Let $b_{x,i} = \log(u_{x,i})/2\beta x_i$;

• Let $\sigma_0 = \sigma$, and let $b$ and $M_b$ be defined as above. Sequentially for $j = 1, \ldots, d$, let $A_j$ be defined as above, and sample $\sigma_j \in S_{N,d}$ from the uniform distribution on $M_b \cap A_j$ (with the practical implementation given as above). The chain then moves from $\sigma$ to $\sigma_d$.

The following lemma justifies the correctness of the generalized algorithm.

**Lemma 5.1.** The stationary distribution of the above generalized algorithm is given by $\tilde{P}_{\beta,d}$.

**Proof.** We denote by $K$ the transition kernel of the generalized algorithm, and $K_b$ the transition kernel of the aforementioned Gibbs sampler for sampling from $\pi_{M_b}$—the uniform distribution on $M_b$ (here $b = (b_{x,i})_{x \in [N]^d, i \in [d]}$ with $b_{x,i} \in \mathbb{R}$ for every $x \in [N]^d, i \in [d]$). From the theory of Gibbs samplers, the stationary distribution of $K_b$ is given by $\pi_{M_b}$. Hence for any $\sigma, \sigma' \in S_{N,d}$,

$$\sum_{\sigma' \in S_{N,d}} 1_{\sigma \in M_b} K_b(\sigma, \sigma') = 1_{\sigma' \in M_b}.$$ 

For any $\sigma \in S_{N,d}$, we denote by

$$q_{\beta,d}(\sigma) := \exp \left( 2\beta \sum_{x \in [N]^d} \sum_{i=1}^{d} x_i \sigma(x)_i \right).$$

For any $\sigma, \sigma' \in S_{N,d}$, we have

$$\sum_{\sigma \in S_{N,d}} q_{\beta,d}(\sigma) K(\sigma, \sigma') = \sum_{\sigma \in S_{N,d}} \frac{q_{\beta,d}(\sigma)}{\exp \left( 2\beta \sum_{x \in [N]^d} \sum_{i=1}^{d} x_i \sigma(x)_i \right)} \times \int_{[0,\infty)^{dN^d}} \left( \prod_{x \in [N]^d} \prod_{i=1}^{d} du_{x,i} \right) 1_{\sigma \in M_b} 1_{\sigma' \in M_b} K_b(\sigma, \sigma')$$

$$= \int_{[0,\infty)^{dN^d}} \left( \prod_{x \in [N]^d} \prod_{i=1}^{d} du_{x,i} \right) 1_{\sigma' \in M_b} \sum_{\sigma \in S_{N,d}} 1_{\sigma \in M_b} K_b(\sigma, \sigma')$$

$$= \int_{[0,\infty)^{dN^d}} \left( \prod_{x \in [N]^d} \prod_{i=1}^{d} du_{x,i} \right) 1_{\sigma' \in M_b} = q_{\beta,d}(\sigma'),$$

where in the third line, $b$ is obtained from $(u_{x,i})_{x \in [N]^d, i \in [d]}$ as in the first part of the generalized algorithm. This shows that $\tilde{P}_{\beta,d}$ is the stationary distribution of the generalized algorithm. \qed
Similarly, the generalized hit and run algorithm for sampling from $\mathbb{P}_{\beta,d}$ can be described as follows. Each step of the algorithm involves the following two sequential parts:

- Starting from $\sigma \in S_{N,d}$, for each $x \in [N]^d$ and $i \in [d]$, sample independently $u_{x,i}$ from the uniform distribution on $[0, e^{-2\beta(|\sigma(x)_i - x_i|)}]$. Let $b_{x,i} = x_i - \frac{\log(u_{x,i})}{2\beta}$;

- Let $\sigma_0 = \sigma$ and $b$ be defined as above. Let $\mathcal{M}_b' = \{\sigma \in S_{N,d} : (\sigma(x))_i \leq b_{x,i} \text{ for every } x \in [N]^d, i \in [d]\}$.

Sequentially for $j = 1, \cdots, d$, let $A_j$ be defined as above, and sample $\sigma_j \in S_{N,d}$ from the uniform distribution on $\mathcal{M}_b' \cap A_j$ (with a similar practical implementation as that for $\tilde{P}_{\beta,d}$). The chain then moves from $\sigma$ to $\sigma_d$.

At present writing, sharp analysis of these algorithms remains for the future, but extensive simulation studies suggest that they work well.

6 Simulation studies

In this section, we display some simulation results to compare the empirical performance of the hit and run algorithm and the Metropolis algorithm for Mallows permutation models with $L^1$ and $L^2$ distances and the two-parameter permutation model with $L^1$ distance and Cayley distance.

The Metropolis algorithm for sampling from the two-parameter permutation model $\mathbb{P}_{\beta_1,\beta_2}$ is given below (similar to the Metropolis algorithms for the $L^1$ and $L^2$ models introduced in Section 3.3). Each step of the algorithm proceeds as follows. Suppose we start at $\sigma$. Independently pick two numbers $i, j \in [n]$ uniformly at random; if $i = j$, stay at $\sigma$; if $i \neq j$, move to $\sigma(i,j)$ with probability

\[
\min \left\{1, \exp \left( -\beta_1(|\sigma(i) - j| + |\sigma(j) - i| - |\sigma(i) - i| - |\sigma(j) - j|) \\
+ \beta_2(C(\sigma(i,j)) - C(\sigma)) \right) \right\},
\]

otherwise stay at $\sigma$. It can be checked that the stationary distribution of the algorithm is $\mathbb{P}_{\beta_1,\beta_2}$.

We keep track of the following three statistics associated with a permutation $\sigma \in S_n$:

- The number of fixed points: $T_1(\sigma) = \#\{i \in [n] : \sigma(i) = i\}$;

- The length of the cycle that contains $[\frac{n}{2}]$, denoted by $T_2(\sigma)$;

- The length of the longest increasing subsequence:

$T_3(\sigma) = \max\{k \leq n : \sigma(i_1) < \cdots < \sigma(i_k) \text{ for some } 1 \leq i_1 < \cdots < i_k \leq n\}$. 
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Now we describe the simulation set-up. Throughout this section we take \( n = 1000 \). For the \( L^1 \) model, we take \( \beta = \frac{1}{n} \); for the \( L^2 \) model, we take \( \beta = \frac{1}{n^2} \); for the two-parameter model, we take \( \beta_1 = \frac{1}{n} \) and \( \beta_2 = 1 \). We note that these choices of \( \beta, \beta_1, \beta_2 \) are beyond the theoretical analysis in Sections 3-4. The simulation results presented in Sections 6.1-6.2 show that the hit and run algorithm exhibits more desirable performance than the Metropolis algorithm for such choices of parameter values.

To compare the empirical performance of the hit and run algorithm and the Metropolis algorithm, we list in Table 1 below the average running times of both algorithms for the three models.

| Algorithm    | \( L^1 \) model | \( L^2 \) model | Two-parameter model |
|--------------|-----------------|-----------------|--------------------|
| Hit and run  | 18.1            | 19.2            | 76.5               |
| Metropolis   | \( 5.41 \cdot 10^{-2} \) | \( 6.3 \cdot 10^{-2} \) | \( 8.81 \cdot 10^{-2} \) |

Table 1: Average running time (unit: ms–millisecond) for one step of the hit and run algorithm/Metropolis algorithm for the three models

### 6.1 Trace plots and histograms

In this subsection, we examine the convergence rates of the hit and run algorithm and the Metropolis algorithm through the trace plots and the histograms of the three statistics \( \{T_i\}_{i=1}^3 \).

First we show some trace plots of \( \{T_i\}_{i=1}^3 \) for the hit and run algorithm and the Metropolis algorithm started from the identity permutation. The trace plots of the hit and run algorithm are shown in Figure 6, and the trace plots of the Metropolis algorithm are shown in Figure 7. To examine the convergence rates more closely, we also show some histograms of the three statistics \( \{T_i\}_{i=1}^3 \) at certain steps (started from the identity permutation) for both algorithms in Figures 8-9 respectively. The histograms for either of the algorithms at step \( l \) are obtained by replicating the corresponding chain independently for 4000 times and collecting the sample at the \( l \)th step for each replication.

We examine the convergence rates of both algorithms for the \( L^1 \) model from Subfigures (A1), (A2), (A3), (a1), (a2), and (a3) of Figures 6-9. From Subfigures (A1) and (a1) of the four figures, we observe that after running the hit and run algorithm for 2 steps—which takes 36.2 milliseconds (ms)—the distribution of \( T_1 \) is close to stationarity; in comparison, after running the Metropolis algorithm for 4000 steps—which takes 216.4 ms—the distribution of \( T_1 \) is still quite different from stationarity. From Subfigures (A2) and (a2) of the four figures, we learn that after running the hit and run algorithm for 1 step—which takes 18.1 ms—the distribution of \( T_2 \) is close to stationarity, which after running the Metropolis algorithm for 1000 steps—which takes 54.1 ms—the distribution of \( T_2 \) is still far from stationarity. Subfigures (A3) and (a3) of the four figures show that the distribution of \( T_3 \) is close to stationarity after running the hit and run algorithm for 3 steps (which takes 54.3 ms), but is quite different from station-
arity after running the Metropolis algorithm for 3000 steps (which takes 162.3 ms). In conclusion, in terms of running times, the hit and run algorithm mixes much faster than the Metropolis algorithm for the $L^1$ model. Similar conclusions can be made for the $L^2$ model and the two-parameter permutation model from Figures 6, 7, 8, and 9.

In Figure 10, we also compare the histograms of $\{T_i\}_{i=1}^3$ for the hit and run algorithm (after running the chain for 100 steps started from the identity permutation for all the three models) and the Metropolis algorithm (after running the chain for 10000 steps–for the $L^1$ and $L^2$ models–or 30000 steps–for the two-parameter permutation model–started from the identity permutation); as can be seen from the figure, the histograms for the two algorithms match closely.
Figure 6: Trace plots of $\{T_i\}_{i=1}^3$ for the hit and run algorithm
Figure 7: Trace plots of \( \{ T_i \}_{i=1}^3 \) for the Metropolis algorithm
Figure 8: Histograms of \( \{T_i\}_{i=1}^3 \) for the hit and run algorithm: running time is computed as the product of the number of steps and the corresponding average running time as listed in Table I.
Figure 9: Histograms of $\{T_i\}_{i=1}^3$ for the Metropolis algorithm: running time is computed as the product of the number of steps and the corresponding average running time as listed in Table 1.
Figure 10: Comparison of the histograms of \( \{T_i\}_{i=1}^3 \) for the hit and run algorithm and the Metropolis algorithm

### 6.2 Autocorrelations

The trace plots in Section 6.1 indicate that there is a stronger serial correlation of the Metropolis algorithm than that of the hit and run algorithm. To investigate this aspect more closely, we plot the autocorrelations of \( \{T_i\}_{i=1}^3 \) for both algorithms in Figure 11. For all the three models, the autocorrelation plot for the hit and run algorithm is based on 1000 samples started from the identity permutation. The autocorrelation plot for the Metropolis algorithm is based on 10000 samples (for the \( L^1 \) and \( L^2 \) models) or 30000 samples (for the two-parameter permutation model) started from the identity permutation.

From the autocorrelation plots, we observe that for all the three statistics \( \{T_i\}_{i=1}^3 \), the autocorrelation for the Metropolis algorithm is much larger than that of the hit and run algorithm. Moreover, for the Metropolis algorithm, the
autocorrelation of $T_2$ is considerably smaller than that of $T_1$ and $T_3$. The former observation suggests that if we collect the same number of samples from both algorithms, the effective sample size for the hit and run algorithm can be much larger than that for the Metropolis algorithm. Hence in terms of effective sample size, the hit and run algorithm is also much more efficient than the Metropolis algorithm.
Figure 11: Autocorrelation plots of \( \{T_i\}_{i=1}^3 \) for the hit and run algorithm and the Metropolis algorithm.
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