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Figure 1: Our system, SSS, takes input vector cartographic data (left), and generates realistic and seamless high-resolution satellite images (right; the image $y^1$ is 8,192 pixels wide, approximately 67 megapixels) which are continuous over space and scale. Given the input, SSS generates massive spatially seamless images over a range of scales ($y^1$, $y^2$, and $y^3$) by blending the results of lower resolution networks.

Abstract
We introduce Seamless Satellite-image Synthesis (SSS), a novel neural architecture to create scale-and-space continuous satellite textures from cartographic data. While 2D map data is cheap and easily synthesized, accurate satellite imagery is expensive and often unavailable or out of date. Our approach generates seamless textures over arbitrarily large spatial extents which are consistent through scale-space. To overcome tile size limitations in image-to-image translation approaches, SSS learns to remove seams between tiled images in a semantically meaningful manner. Scale-space continuity is achieved by a hierarchy of networks conditioned on style and cartographic data. Our qualitative and quantitative evaluations show that our system improves over the state-of-the-art in several key areas. We show applications to texturing procedurally generation maps and interactive satellite image manipulation.
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1. Introduction
Satellite images have revolutionized the way we visualise our environment. Massive, high-resolution, satellite images are essential to many modern endeavors including realistic virtual environments and regional- or city-planning. However, these images can be prohibitively expensive, out of date, or of low quality. Further, continuous satellite images covering large areas are often unavailable due to limited sensor resolution or orbital mechanics. In contrast, cartographic (map) information is frequently accessible and available over massive continuous scales; further, it can be easily manually edited or synthesized. In this paper we address the problem of generating satellite images from map data at arbitrarily large resolutions.

Convolutional neural networks are state of the art for image to image translation; such networks can translate from cartographic images to satellite images. However, these networks are unable to generate outputs of arbitrary areas – the resolution of these synthetic satellite image tiles remains limited by available memory and compute. Arranging many such small tiles to cover a large map results in inconsistencies (seams) between the tiles. Further, if a larger number of tiles are joined together and viewed at multiple scales, the result lacks continuity and style coordination.

Inspired by convolutional image-to-image translation systems such as Pix2Pix [IZZE17] and SPADE [PLWZ19], Seamless Satellite-image Synthesis (SSS, Figure 1) creates satellite image tiles by conditioning generation on cartographic data. These tiles
are of fixed resolution (256 × 256 pixels in our implementation) and exhibit good continuity internally, but would contain spatial and scale artifacts if naïvely tiled over a larger area. Spatial discontinuities between adjacent tiles are caused by a lack of coordination between network evaluations, resulting in lack of continuity for properties not determined by the cartographic input (e.g., color of building roof or species of tree). We introduce a network which removes such spatial discontinuities by leveraging learned semantic domain knowledge as well as the cartographic data. Scale discontinuities between a larger set of synthetic satellite tiles arise from unnatural style variations over larger areas (e.g., distribution of cars throughout a city or different camera sensors). To address this, SSS uses a hierarchy of networks synchronized by color guidance.

The SSS system contains three components—two convolutional neural networks to generate tiles of different resolutions (map2sat), and remove seams (seam2cont) between those tiles, as well as an interface allowing the generated textures to be explored interactively. SSS contributes:

- A neural approach to generate massive scale-and-space continuous images conditioned on cartographic data.
- A novel architecture to train and evaluate image-to-image generation networks at high resolutions with reduced memory use.
- An application to texture procedurally generated cartographic maps—allowing the the synthesis of textures for entirely novel areas following user style guidance.
- An application to interactive exploration of endless satellite images generated on-the-fly from cartographic data.

The textures generated by SSS have many applications, including interactive city planning, virtual environments, and procedural modeling. During city planning, the textures may help stakeholders (e.g., homeowners, planners, and motorists) understand proposed developments. For example, sit-down sessions in which stakeholders interactively edit a map and are shown birds-eye-view (satellite) “photos” within seconds. Further, virtual environments may be constructed using SSS’s output (e.g., a flight simulator) to texture massive terrains on-the-fly, or the streets and open areas of urban procedural models [PM01].

In the remainder of this work we will discuss the corpus surrounding our work in Section 2, introduce our system in Section 3, detail the designs of the neural architectures and their coordination in section 4 before evaluating our results qualitatively and quantitatively in section 5. Source code and weights for our system are available online at https://github.com/Misaliet/Seamless-Satellite-image-Synthesis.

2. Related Work

Texture synthesis is the generation of texture images from exemplars or lower dimension representations. We refer the reader to Wei et al. [WLKT09] for an overview. Non-neural approaches from the AI Winter create images with local and stationary properties using techniques such as Markov Random Fields to generate pixels [EL99, WL00] or patches [LLX*01, EF01] from an exemplar image. Variations on these themes generate larger, more varied textures [DSB*12]. Procedural languages for texturing [MZWVG07] are well adapted for urban domains and can be used to guide synthesis [GAD*20].

With the advent of Convolutional Neural Networks (CNNs), texture synthesis has increasingly become data-driven, creating images by gradient descent in feature space [GB15] or with Generative Adversarial Networks (GANs) [ZZB*18]. Another approach to texture generation is to transform an input image to a different style or domain while retaining the structure. Such image-to-image translation is implemented by the influential UNet architecture [RF15] which passes the input through an “hourglass” shaped network of convolutional layers. This allows the network to aggregate and coordinate features within a bottleneck. UNets have been applied to generate satellite images [Izze17] from map data, however the resolution of the output tiles was limited by available memory. Image-to-image networks typically disentangle the structure from style to enable style transfer [GB16]. These have been applied to generate terrains [GDG*17] and within chained sequences [KGS*18] for architectural texture pipelines.

Label-to-image translation is a variation of image-to-image translation; the input is a label-map with each pixel having a specific class, such as cartographic data containing, streets, buildings, and vegetation. Again, we note the application of hourglass networks [WLZ*18]. We build on Semantic Image Synthesis with Spatially-Adaptive Normalization (SPADE) [PLWZ19] which uses a simpler V-shaped architecture with a bottleneck at the start, rather than center, of the network. From a latent code, successive SPADE Residual Blocks generate feature-maps of increasing resolution. Within these blocks, a SPADE unit introduces learned per-label style information using Spatially-Adaptive Normalization.

Texture blending or inpainting approaches give a way to combine multiple smaller images into a larger one. These may match small image patches [LLX*01, EF01, BSFG09], or minimize a function over a grid of pixels using seam energy minimization [AS07, KSE*03, RKB04], exemplars [CPT03], or a Poisson formulation [PGB03]. Although such local approaches produce excellent pixel-level results, they do not contain the higher, semantic-level knowledge to blend textures and images with complex structures. We may overcome this limitation with user input [ADA*04], large datasets [HE07], and distributions learned by neural architectures [ZZL19, ZWS20, BSF19]. These learn distributions for the blended area using techniques such as guided Poisson constraints [WZZH19] and symmetry [DCX*18]. Domain-specific image blending has been studied for domains such as microscopy [LCH*15], façade texturing [KGS*18], and satellite generation. TileGAN [Faw19] searches a library of latent encodings of adjacent micro-tiles to create seamless images, rather than learning a domain specific blending function.

In contrast to relatively recent satellite images, applications of cartography date back to antiquity. Today, there are high-quality, publicly available maps of much of the world [Fou21, Ser21]. We may also generate maps with a variety of techniques, including procedural systems; see Vanegas et al. [VW*10] for an overview. In particular, we may use rule and parameter controlled geometric algorithms to recreate the distribution of streets [CEW*08], buildings [PM01], and city parcels [VKW*12]. These procedural systems can generate massive quantities of 3D city geometry from
random seeds; such geometry can be used to generate cartographic maps by projecting the 3D meshes to 2D images and applying a constant color for each category (e.g., red buildings). Procedurally generated cartography has the advantage that it can be easily edited with a user-interface or created from databases.

3. Overview

We propose a novel method for map-to-satellite-image translation over arbitrarily large areas. Two neural networks work together to first generate satellite image tiles from map data, and then remove seams and discontinuities from these images. To generate an area, SSS (Figure 2) first generates two overlapping sets of satellite image tiles with the map2sat network. Then the seam2cont network removes the discontinuities and seams between adjacent tiles by learning to generate a mask to blend the overlapping satellite images. Joining together such tiles results in a single seamless image with a large resolution and scale.

To achieve our goals, we solve problems such as the training of a mask generator to remove seams while realistically blending tiles, the coordination of networks over different areas to create continuous results in scale-space, and reducing the memory usage for large image synthesis networks.

4. Method

SSS uses convolution neural networks (CNNs) to learn to synthesize satellite image by learning over datasets. We prepare a dataset of paired map and satellite images for each tile at a fixed resolution of 256 × 256 pixels. Vector cartographic data is processed to image tiles – each GeoPackage [geo] file contains a list of polygons, each with one of 13 semantic class labels (e.g., building, road or track, or natural environment). The polygons are ordered canonically and rendered into an image, assigning every a pixel a label. The corresponding satellite images have 8-bit color depth, a resolution 0.25 meters per pixel, and metadata containing their location and extent in the local Coordinate Reference System; we use this transform to align them to the map data.

The paired dataset is used to train our image-to-image translation network, map2sat, based on the SPADE [PLWZ19] architecture. The network learns to translate our semantic cartographic label image tiles into corresponding satellite image tiles. However, to synthesize massive areas two problems must be solved.

The first problem is maintaining a realistic style over different scales of tiled areas: scale-space continuity. If our tiles are too large, we are able to synthesize a large area, but the limited fixed resolution provides poor detail (see additional materials variants_8k_images/large_scale_only.jpg). On the other hand, if the tiles are too small, we see unrealistic variation over the tiled image – this may be too little variation, resulting in a homogeneous image (e.g., very similar trees over an entire city); see additional materials variants_8k_images/small_scale_only.jpg – or too much variation, leading to a chaotic swings in is variation between adjacent tiles (e.g., roads suddenly changing color). Additionally, our interactive system allows users to explore a dynamically generated satellite image at a range of scales; in this application, it is neces-
sary to generate imagery at a given scale without overly onerous number of generator network applications. SSS uses a scale-space hierarchy of generator networks to create realistic variation over areas at multiple scales (Section 4.1). By evaluating the hierarchy tiles lazily, the interactive system is able to quickly evaluate tiles at arbitrary scales.

The second problem is that simple tiling of the synthetic satellite images to cover a large area does not produce natural images, but creates an image with seams; state-of-the-art CNN architectures do not provide spatial-continuity between adjacent tiles. This is largely because of their reliance on spatially narrow bottleneck layers, which allow tile-wide coordination of features at the cost of limiting maximum tile size. Adding additional layers to increase the tile size becomes prohibitively expensive due to the memory requirements of these large layers. Another source of seams is the padding [AKM*21] around layer boundaries, where synthetic values (i.e., zero or flipped) are used to pad convolution input; these introduce seam artifacts around the perimeter of network outputs. We address this spatial-continuity problem in the following section.

4.1. Spatial Continuity: seam2cont Network

The limited resolution of CNN image synthesis techniques, such as those we use in the map2sat network, leads to seam discontinuities when we join multiple tiles together. Here we introduce the seam2cont network which removes the seams, allowing tiling over an arbitrarily large area. Given tiles generated by our image-to-image network we introduce a novel architecture to blend pixels from these existing tiles to create a seam-free image. We found blending (masking) a sufficient approach to seam removal as the tile content is well aligned by strong cartographic conditioning, and blending over a wide area allows the network to identify semantic plausible locations for each transition.

For the area of one tile $i$, we use two independent, overlapping layers of map2sat evaluation to synthesize tiles $s_i$ and $t_i$. The areas of $s_i$ and $t_i$ are offset so for each tile $i$, there is a seam-free option, as Figure 3. Our goal is to blend $s_i$ and $t_i$ such that the result has no internal seams (as $t_i$), but also has no seams with neighboring tiles (as $s_i$). The quarters of $s_i$ are continuous across the tile boundary because they have come from the same output tile of a single map2sat evaluation. Thus, the problem of removing seams is transformed to a masking (image blending) problem – where the mask predominantly selects pixels from $t_i$ in the center and from $s_i$ in the periphery. In-between it should select pixels which maximize realism. We propose a method to learn to generate the mask, $m_i$, which selects how to blend $s_i$ and $t_i$. By learning a mask generator, seam2cont can learn the semantic meanings of the inputs, producing higher quality results than optimizing for gradient [KSE'03] or search [FAW19].

For one tile area $i$, seam2cont takes the map input $x_i$ (including label and instance data), the generated satellite image with seams ($s_i$), and the generated satellite image without seams ($t_i$). The output of the seam2cont generator is a mask, $m_i$, which is used to blend the input satellite images. The output of the system is seamlessly tillable satellite image, $y_i$, with a feature distribution similar to the seamless ground-truth images.

Figure 4 shows the architecture of the seam2cont network. We use a UNet [RFB15, ZZP*17] as our generator $M$ to create a mask, $m_i$, from inputs $x_i$, $s_i$ and $t_i$:

$$m_i = M(x_i, s_i, t_i)$$  (1)

To evaluate the quality of the generated mask, an output tile, $y'_i$ is blended from $s_i$ and $t_i$ by:

$$y'_i = B(s_i, t_i, m_i) = s_i + m_i + t_i * (1 - m_i)$$  (2)

$M$ is a 8 layer UNet which we train with three goals for the blended image $y'_i$: (1) tileable – with $s_i$ near the borders, (2) realistic, and (3) internally seamless. We construct a differentiable loss function to achieve these three goals which can be backpropogated to improve $M$ during training.

To address goal (1) the mask should select $s_i$ at the edge of the tile to ensure continuity with adjacent tiles. We implement this by forcing the outside part of generated mask $m_i$ to be white (to have a value of 1) in $F_i$ by a constant circular mask $c$ (Figure 4):

$$m_i' = F(m_i) = m_i * (1 - c) + c$$  (3)

and we can modify equation 2 to give us the masked output:

$$y'_i = B(s_i, t_i, m_i') = s_i + m_i' + t_i * (1 - m_i')$$  (4)

To support goal (2) we use a discriminator $D_{realism}$, a PatchGAN [IZZE17], to reward $M$ for the realism of the masked output. $D_{realism}$ is trained to discriminate between generated images and those from the ground-truth (without seams). When training $M$, it takes results $y'_i$ and the constant circular mask $c$. These conditions allow the discriminator to locate the output seams [TSK*19] and increase accuracy. The loss $D_{realism}$ is then:

$$L_{realism} = E_{x_i, s_i, t_i}[−D_{realism}(y'_i, c)]$$  (5)

Following the standard GAN architecture, this loss using $D_{realism}$ is used during training to update $M$ to increase realism.

Goal (3) is to remove internal seams from $y'_i$. To achieve this, we train an image-to-image CNN to locate seams and use it as a discriminator, $D_{seams}$. It encourages $M$ to generate a mask $m_i$ which removes seams from the blended result. It is an image-to-image translation network which learns to identify seams in patches of $y'_i$, outputting a grayscale image that is white (value of 1) in areas where there is no seam and black (value of 0) where there is a seam. $D_{seams}$ is used as an adversarial loss when training $M$ by constructing a L2 loss between the discriminator’s output and the desired (seamless; value of 1) result. Following CUT [PAAE20], we extract random patches, $P$, from the output of mask to contribute to the loss:

$$L_{seams} = ||D_{seams}(P(y'_i)) - 1||$$  (6)

Finally, as Pix2Pix [IZZE17], we add a L1 loss to the ground-truth in order to improve the training stability:

$$L_{recons} = ||y'_i - y_i||$$  (7)

The total loss function that is propagated through $M$ during training is then:

$$L_M = \lambda_1 L_{realism} + \lambda_2 L_{seams} + \lambda_3 L_{recons}$$  (8)

We train the model with Adam [KB15] with a learning rate of
The data-flow when testing the seam2cont network (black arrows). The inputs are map label images $x_i$ as well as generated satellite images $s_i$ and $t_i$. $M$ generates a mask, $m_i$, which is multiplied by a fixed circle image $c$ to create $m'_i$. This final mask blends $s_i$ and $t_i$ to create our spatially continuous seamless image $y'_i$. Cyan arrows: the two discriminators contribute losses when training $M$.

0.0002. We may write the complete seam2cont network, $S$, which generates creating seamless image, $y'_i$, as:

$$S(x_i, s_i, t_i) = B(s_i, t_i, F(M(x_i, s_i, t_i))) = y'_i$$  \hspace{1cm} (9)

We train the neural networks $M$, $D_{\text{realism}}$, and $D_{\text{seams}}$ together, performing one SGD update for each network at every iteration. $D_{\text{realism}}$ is trained to discriminate between blended result images ($y'_i$) and image without seams ($t_i$):

$$\mathcal{L}_{d-\text{realism}} = \mathbb{E}_{s_i, t_i}[D_{\text{realism}}(s_i, c) + (1 - D_{\text{realism}}(y'_i, c))]$$  \hspace{1cm} (10)

$D_{\text{seams}}$ is trained to identify seam locations in images. We find that the simplicity of this image based seams/no-seams formulation complements $D_{\text{realism}}$, which works on more complex image space features. We use random patches with $D_{\text{seams}}$ as they are smaller and faster to train. Random patches also have non-constant output (with seams in different locations) as they are unaffected by boundary layer padding. We train $D_{\text{seams}}$ to discriminate between the output and a seams mask image showing the position of seams, $l$, with the loss:

$$\mathcal{L}_{d-\text{seams}} = || D_{\text{seams}}(P(y'_i)) - P(l) ||$$  \hspace{1cm} (11)

where $P$ is a particular random crop of resolution 64 × 64 pixels.

The complete loss function of seam2cont network that is back-propagated through $M$ when training is:

$$\mathcal{L}_{\text{total}} = \lambda_1 \mathcal{L}_{\text{realism}} + \lambda_2 \mathcal{L}_{\text{seams}} + \lambda_3 \mathcal{L}_{\text{recons}} + \lambda_4 \mathcal{L}_{d-\text{realism}} + \lambda_5 \mathcal{L}_{d-\text{seams}}$$  \hspace{1cm} (12)

The training data for the whole seam2cont network contains seams images and non-seams images, both of them are generated by map2sat at different scales. We train seam2cont network with a dataset of around 3,000 images on a Nvidia Titan V GPU for 200 epochs using hyperparameters $\lambda_1 = 1.0$, $\lambda_2 = 1.0$, $\lambda_3 = 10.0$, $\lambda_4 = 1.0$, and $\lambda_5 = 1.0$.

The primary resolution of all networks in SSS is 256 × 256 pixels. Larger resolutions are possible, but would require significantly increased memory. This limited resolution allows us to study impact of seam-removal with reasonable compute resources.
4.2. Scale-Space Continuity: \texttt{map2sat} Network

The \texttt{seam2cont} network allows us to build large composite images from generated tiles. To generate these tiles, we build on SPADE [PLWZ19] to create realistic individual tiles from map label images. These tiles can be assembled into an arbitrarily large image. However, there is no coordination between tiles which are far apart. To address this scale-space problem, we introduce the \texttt{map2sat} network to generate synthetic images with scale-space continuity.

To provide consistency at different scales, we would ideally use a single large tile, however such high resolution is prohibitively computationally expensive. Instead, \texttt{map2sat} uses multiple sub-networks to generate tiles at different scales, retaining a fixed resolution of $256 \times 256$ pixels. For example, at the largest scale, $z = 1$, map image tiles are 1 kilometer wide (3.9 meters per pixel), while at a smaller scale, $z = 2$, a map tile is four times larger: 250 meters wide (0.98 meters per pixel). Using multiple scales allows large scale tiles to provide scale-space synchronization and small scale tiles to provide high detail; however, they must be consistent.

In the case of our interactive exploration system, we can achieve the necessary speed by limiting the number of tile evaluations to balance speed against scale or detail. For example, we do not need to generate small scale tiles if the user is viewing a large area. However, small and large scales must be consistent – the same areas must have the same content and style. To achieve this scale-space continuity, each \texttt{map2sat} sub-network is conditioned on a guidance subsection of the larger scale tile.

The input to \texttt{map2sat} at each scale is a map label image and an optional 3-channel color guidance image which is only applied when scale level $z > 1$. The color guidance image is from a larger scale in our hierarchy satellite image that provides color conditioning to ensure consistency between scales. The output of each \texttt{map2sat} sub-network is a RGB satellite image consistent with both the map images and the larger-scale color guidance (if provided). The map image, color guidance, and output satellite image have the same resolution.

The principle issue when adapting a CNN generator architecture to an arbitrary resolution is avoiding the memory requirements of large layers. Using the \texttt{seam2cont} network we can refactor the network into sub-networks, \texttt{map2sat}$^z$, for each scale $z \in 1 \ldots z_{\text{max}}$ (see Figure 5). By cropping each sub-network’s input, the memory and data requirements are reduced considerably. With this cropped architecture we are able to train the whole network end-to-end when required, but each sub-network remains independent when evaluated. This sub-network independence allows portions of scale-space to be evaluated to accelerate our interactive editor.

To implement this refactoring, a spatial crop from $256 \times 256$ pixels to $64 \times 64$ pixels is inserted between each adjacent sub-network (see Figure 5); this provides a $4 \times$ decrease in scale per sub-network. A $3 \times 3$ convolution layer to 512 channels is positioned at the start of each sub-network to preserve the original SPADE network architecture as much as possible – we found this arrangement did not impact generation quality.

The inputs to each sub-network are map label images with optional color guidance images from the previous (larger) scale for sub-networks $z > 1$. The color guidance images coordinate style and content consistency between sub-networks at scales $\text{map2sat}^n$ and $\text{map2sat}^{n+1}$. Experimentally, we observe that the SPADE network takes the majority of its guidance from the label image which overpowers the spatial convolutional input guidance. To compensate, we append additional color guidance to the semantic label channel in the spatially-adaptive denormalization blocks (Figure 6). We found that this approach better preserves color guidance information. The color guidance image is blurring with a Gaussian filter ($\sigma = 8$ at $256 \times 256$ pixels) to only keep the color information and reduce other high frequency features. The spatial input to the largest scale $\text{map2sat}^1$ at training time is from an encoder that is trained to create a latent encoding, $e$, from a satellite image; at test time we use a normally distributed $e$ to create variety over our results.

The complete \texttt{map2sat} network is a streamlined version of a high-resolution SPADE with considerably lower memory usage. For instance, the on-disk weights of a full SPADE network trained at $256 \times 256$ pixels are 436.9MB while the weights for a cropped sub-network, $\text{map2sat}^{z-1}$, are 31.5MB. For a 8,192 $\times$ 8,192 pixels image the full SPADE GPU memory requirement exceeds 32GB, while the factored weights for the two networks in the SSS system are less that 12GB.

Real data is used to train each of the $\text{map2sat}$ sub-networks independently. End-to-end fine-tuning over the whole network results were sufficiently close to realistic data that at test-time these networks would accept synthetic inputs from the previous $\text{map2sat}$ when $z > 1$. The training data of sub-network $\text{map2sat}^{n}$ is semantic label images and color guidance images generated by scale level $\text{map2sat}^{n+1}$. We use around 3,000 images to train the sub-networks. We implement our pipeline with $z_{\text{max}}$ of 3 and train every $\text{map2sat}^n$ network for 70 epochs.

4.3. Complete SSS Pipeline

Our entire system is a combination of the \texttt{seam2cont} and \texttt{map2sat} networks (Figure 2) over the scale levels. The architecture is shown in Figure 7 and the tile geometry in Figure 8. At the $z$ scale level, we use $\text{map2sat}^1$ with random latent encoding $e$, but without color guidance. The satellite images tiles $s_{i,j,k}$ and $r_{i,j}$ are generated and processed by the \texttt{seam2cont} network for spatial continuity, resulting in $y^{i,j}_{z}$. The set of seamless tiles, $y^{i,j}_{z}$, are stitched together to create the final image at scale $z_{z}^i$; we crop the this result to use as the color guidance of $z^i$. This process continues over all scales $z \in 1 \ldots z_{\text{max}}$ to generate satellite images of different scales over an area.

Because our method generates tiles and stitches them together to create huge images, we can generate satellite images of arbitrary size from cartographic map data. Furthermore, we can enforce scale continuity over a wide range of scales. Another advantage of our SSS pipeline is that the two independent network architectures and independent networks at each scale can be used for custom applications; for example, the $z^2$ \texttt{seam2cont} network may be used to remove seams in real-world satellite images, or we may insert additional sub-modules to create satellite images with smaller scales.

The general complexity of the entire SSS pipeline depends on the scale level, $z = k$, and the linear scale factor, $f$, used between each sub-network. For example, a scale factor of $f = 4$ between each
Figure 7: SSS combines a series of map2sat and seam2cont networks. Here we show a 3-scale ($z_{\text{max}} = 3$) pipeline. map2sat sub-networks generate satellite image tiles which are processed by the seam2cont networks to remove spatial discontinuities.

Figure 8: The geometry of SSS tiles. Left, right columns: network outputs at scales $z = n$ and $z = n + 1$. Scale-space continuity is provided by passing a blurred crop of $y^n$ (green bottom left) to map2sat$_{n+1}$ (cyan mid-right).

sub-network implies that the smaller scale sub-network has $f^2 = 16$ tiles covering the area of a single larger scale tile. To generate one scale, all larger scales must also be generated. The worst-case number of map2sat evaluations, assuming we generate 4 tiles at $z = k$ is:

$$\sum_{i=1}^{k} 4/(f^2)^{i-1}$$

(13)

and worst-case number of seam2cont evaluations is:

$$\sum_{i=1}^{k} (\sqrt{4/(f^2)^{i-1} - 1})^2$$

(14)

5. Results

In the following results we use SSS with $z_{\text{max}} = 3$ and a scale factor of $f = 4$ to create a 512×512 pixels image at $z^1$, a 2,048×2,048 pixels image at $z^2$, and a 8,192×8,192 pixels image at $z^3$.

Figure 9 shows the output of our technique for real-world map guidance images; further results are given in our additional materials (see folder sss_8k_images/). Figure 10 shows the output of our technique for synthetic map labels generated using a procedural modeling system. Figure 11 illustrates the style continuity of SSS pipeline.

Finally, our interactive system is introduced in figure 12. We allow users to move around in the map, zoom in or out, and generate corresponding satellite images of different styles. We also provide some operations to modify the map, such as randomly replacing a single tile in the map input. All networks (map2sat and seam2cont) for 3 scales can be loaded into the 12GB memory of a Nvidia Titan V graphics card. Generation times for a 512×512 pixels window vary between 2.4 and 3.42 seconds depending on the scale. Smaller scales require additional network evaluations.

6. Evaluation

6.1. Methodology

Evaluating the quality of composite synthesized images for neural networks is a difficult problem; there is no canonical method to assess the performance of image stitching. Traditional edge detection technology, such as Sobel filter detection and Canny edge detection, can be used for seams detection but are not optimized for tile-based systems where the seam locations can be anticipated.

In addition, these algorithms output images with edges rather than comparable values.

To evaluate our seam2cont network results, we use two methods. First, we design a qualitative user study survey. We ask users to identify the best system for removal of seams between tiles to examine the effectiveness of our seam2cont network against other algorithms. Second, we introduce a novel algorithm, MoT (Mean over Tiles), to measure the ability to remove seams in images. We evaluate against the following baselines: traditional image blending with a soft mask, Graphcut [KSE03], Generative Image Inpainting [YLY’19], and TileGAN [FAW19].

For traditional image blending, we use $s$ as input and blend $s$ with $t$ by a soft mask shown in the right bottom corner of Figure 13 (c) to obtain an image without seams. Graphcut removes seams by splicing the center part of $t$ into $s$ selecting a cut through a buffer area. We use a small area, 10×10 pixels, shown in the right bottom corner of Figure 13 (d) as our buffer area. We train the Generative Image Inpainting model, which uses gated convolutions [YLY’19] for the image inpainting task; it is trained with our generated seams dataset $s$ and the diamond shape mask shown in the right bottom corner of Figure 13 (e). This is to let the model learn to generate the center diamond area which covers the seams. Generative Image Inpainting does synthesize reasonable results, but it often changes the original content structure in $s$ as it is not conditioned on map data. Last, we train PGGAN [KALL17] with ground-truth satellite images of 256×256 pixels resolution for TileGAN. TileGAN can generate large seamless images by searching the latent space of the pre-trained PGGAN model to create tiles that are stitched into a large image. It is not strictly an image-to-image translation system, but can take a small, low-resolution, image as guidance to generate large, high-resolution, images.

Figure 13 shows selected representative output tiles for each of...
the baselines. Traditional image blending in Figure 13 (c) does a good job generally, but since it uses a fixed mask, the rough shape of the mask can sometimes be observed. This is more obvious when we apply image blending on green fields. Figure 13 (d) is created by the Graphcut algorithm, which clearly shows visible seams. Figure 13 (e) is generated by Generative Image Inpainting; it does synthesize good results, however, it changes the original structure of Figure 13 (a); traces of the diamond mask can also be observed.

Figure 13 (f) is a tile from a large image synthesized by TileGAN; an 8,320 × 8,320 pixel image is guided by a low-resolution image which is cropped into the corresponding tile. TileGAN cre-
Figure 11: Style generation of $z^1$ (left) and $z^3$ (right) images in a 3 scale level SSS system. Each row has a different latent encoding, $e$, input to map2sat$^1$, giving different styles which remain consistent throughout the scale levels.

Figure 12: User interface for our interactive system. In this figure, we show a result of generated satellite image (right) by corresponding map (left). Here the user has edited the map by rotating the central tile. Our system is able to generate realistic results even with the discontinuities in the map data.

Figure 13: This figure illustrates results from selected baseline techniques. (a) $t$ from our map2sat network; (b) the output of our seam2cont network; (b, inset) the calculated mask, $m$; (c) the result of fixed-mask (c, inset) image blending. (d) the Graphcut algorithm calculates four minimum energy seams within margins (d, inset); (e) Generative Image Inpainting is not conditioned on map data, but is used to inpaint a diamond area (e, inset); (f) TileGAN conditioned on a lower-resolution satellite image.

Figure 14: User study results. We show results of SSS (our approach), Graphcut, Generative Image Inpainting (GII) and $t$ (map2sat output, without seam2cont network), In all scenarios, users rate our seam-removal as more natural than alternatives.

The User study survey evaluates user’s perceived quality of seam removal. We designed a user questionnaire which shows an image with seams, and ask which of two techniques remove the truth with seams (created by flipping each tile along the diagonal), original SPADE [IZZE17] with no seam2cont networks, our map2sat results without seam2cont network, and our results which are generated by procedural map data.
seams in the most natural way. We compare against 4 baselines: Graphcut, Generative Image Inpainting, image blending with a soft mask, and the dataset t without seams that we use for training. Comparison trials for one baseline are performed over 10 pairs of images. We do not include TileGAN in the survey because it does not support generating satellite imagery of a specific area. We asked a total of 20 participants “Which of these two images below removes the seams in the most natural way?” (see misc/user_study.png in additional materials). We also collected information on participant’s digital editing experience. Among our participants, 55% process digital images every month, while the remaining 45% have no relevant experience.

Figure 14 shows the results of our user study. SSS removes seams in a more natural way than all the baselines in the majority of trials. Our advantage is particularly strong against Graphcut and Generative Image Inpainting. We believe this is because Graphcut cannot complete the stitching task well over a limited buffer area, and Generative Image Inpainting removes seams while changing the original content of the image. We found it surprising that when our results are compared with t, we still have an advantage. This may be because the tile generation near the border (t) may be less accurate, so showing more images from the center of adjacent tiles (y’) may create more realistic results.

The MoT algorithm compares differences between horizontally and vertically adjacent pixels over generated images to highlight any sudden color differences at known tile boundaries.

To compute the MoT response we firstly crop the input image by removing \( (tileWidth/2) \) pixels from each edge. Let \( C_t \) be all pixels in columns \( \{0 + a, tileWidth + a, tileWidth * 2 + a, \ldots, imageWidth - tileWidth + a \} \) from a cropped image. Similarly \( R_t \) for all rows. The MoT response at pixel position, \( x, y \), is the absolute difference of the averages of differences of adjacent pixels:

\[
D(x,y) = |C_x - C_{x+1}| + |R_y - R_{y+1}|
\]  
(15)

We use \( tileWidth = 256 \) to match our generated tile size, \( x, y \in 0...tileWidth - 1 \), and a \( 8,192 \times 8,192 \) pixel image to calculate the MoT values.

Figure 15 shows the results of the MoT algorithm. The horizontal axis shows discontinuities at each pixel. The \( map2sat \) results show an obvious response peak at tile boundaries, while after the \( seam2cont \) network our results do not have this peak. This illustrates that our network has learned to remove the seams over the image. This algorithm also works for other baselines and variants; table 1 shows the absolute difference between of max \( (D(x, y)) \) and mean \( (D(x, y)) \) over \( x, y \) for the baselines and variants. When the difference value is greater than 0.002 a sharp vertical or horizontal seam is present.

### 6.2. Ablation Study

We use variants’ results from the previous section and some new variants to present a visual ablation study. First, we create an image of \( 512 \times 512 \) pixels resolution at scale \( z^t \) and upscale it with simple Lanczos interpolation to \( 8,192 \times 8,192 \) pixels. Such an approach loses its detail, appearing very soft (see additional materials, \( variants_8k_images/large_scale_only.jpg \)). Second, we create an \( 8k \) image only at \( z^t \), without color guidance, and note that this image looks very homogeneous. For example, most natural environmental areas are covered with the same color and often have similar patterns (see \( variants_8k_images/small_scale_only.jpg \)). Third, we generate an \( 8k \) image with \( map2sat \), but no \( seam2cont \) network (see \( variants_8k_images/no_sat2tile_network.jpg \)). This gives us an image with seams, but because this image is generated using color guidance, the style of each tile also shows scale-space consistency; it is also better than a large image stitched together by the results of SPADE alone (see \( baselines_8k_images/seams.jpg \)).

### 7. Limitations

There are several limitations of our SSS pipeline. First, our \( map2sat \) is based on SPADE [PLWZ19] and Pix2Pix [IZZE17] which means that the quality of the generated satellite images is limited by these architectures. We also tried Progressive Growing of GANs when implementing TileGAN for comparison, but there is still a gap between the generated satellite image and the ground-truth satellite image. Another limitation is that we only remove the linear seams between adjacent tiles. The \( seam2cont \) network also leaves theoretical singular point discontinuities at the midpoints of each tile edge after blending between \( s \) and \( t \). We found this had minimal impact on the quality of seam removal in practice, but can envisage an additional network which removes such singular discontinuities. Finally, we produce strong results because SSS is conditioned on cartographic data, but compare to some baselines which can not use this data fully (e.g., TileGAN), or were not designed for this task (e.g., Graphcut).

### 8. Conclusion

We have proposed the SSS pipeline to synthesize large satellite images that are continuous both spatially and throughout scale-space at arbitrary size for given cartographic map data while not requiring large memory use. It also supports procedurally generated cartographic maps for entirely novel areas which allow users to create textures on demand. This is achieved by the \( map2sat \) network architecture that can keep style continuity in specified scale-space and \( seam2cont \) network architecture to splice small images seamlessly into one large image. We also implement a interactive system...
to let users explore of a boundless satellite images generated conditioned on cartographic data.

In future work, we would like to study the impact of different edge constraint images (c) in our seam2cont network by replacing c with blob-shaped masks and using other conditioning for map2sat, such as multi-spectral images, pencil sketches, and low resolution images. Another avenue of exploration is the scale factor of 4 between z; we would like to try different values with a perceptual evaluation. In addition, we suspect that using different offsets at different scales would reduce regularity and improve the quality of results. We also want to try to modify the neural network structure used; for example, adding adaptive discriminator augmentation [KAH*20]. Finally, we want to extend our work to 3D voxel based networks using transformers to synthesize a 3D virtual environment from cartographic map data.
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