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Jyh-Miin Lin\textsuperscript{a,b}

\textsuperscript{a}Department of Radiology, University of Cambridge, Cambridge CB2 0QQ, UK  
\texttt{jml86@cam.ac.uk}
\textsuperscript{b}Graduate Institute of Biomedical Electronics and Bioinformatics, National Taiwan University, Taipei, Taiwan

Abstract

This paper reports the development of a Python Non-Uniform Fast Fourier Transform (PyNUFFT) package, which accelerates non-Cartesian image reconstruction on heterogeneous platforms. Scientific computing with Python encompasses a mature and integrated environment. The NUFFT algorithm has been extensively used for non-Cartesian image reconstruction but previously there was no native Python NUFFT library. The current PyNUFFT software enables multi-dimensional NUFFT on heterogeneous platforms. The PyNUFFT also provides several solvers, including the conjugate gradient method, $\ell_1$ total-variation regularized ordinary least square ($\ell_1$TV-OLS) and $\ell_1$ total-variation regularized least absolute deviation ($\ell_1$TV-LAD). Metaprogramming libraries were employed to accelerate PyNUFFT. The PyNUFFT package has been tested on multi-core CPU and GPU, with acceleration factors of 6.3 - 9.5$\times$ on a 32 thread CPU platform and 5.4 - 13$\times$ on the GPU.
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**Highlights**

- A Python non-uniform fast Fourier transform (PyNUFFT) package was developed.
- Computations are accelerated on heterogeneous systems, including multi-core CPU and GPU.
- It provides the accelerated nonlinear conjugate gradient method, $\ell_1$ total-variation regularized ordinary least square and $\ell_1$ total-variation regularized least absolute deviation.
- Pre-indexing enables multi-dimensional NUFFT and fast image gradients on heterogeneous platforms.
- The single-precision version is dual-licensed under MIT and LGPL-3.0.
- Applications to magnetic resonance imaging reconstruction are presented.
1. Introduction

Fast Fourier transform (FFT) is an exact fast algorithm to compute discrete Fourier transform when data are acquired on an equispaced grid. In certain image processing fields, however, the frequency locations are irregularly distributed, which obstructs the use of FFT. The alternative Non-Uniform Fast Fourier Transform (NUFFT) algorithm is a fast mapping for computing non-equispaced frequency components. Several previous non-Cartesian image reconstructions are summarized in the discussion section (Section 4.1).

Python is a fully-fledged and well-supported programming language in data science. The importance of Python language is manifested in the recent surge of interest in machine learning. Developers have increasingly relied on Python to build software, taking advantage of its abundant libraries and active community. Yet the standard Python numerical environments lack a native implementation of NUFFT packages, and the development of an efficient Python NUFFT may fill a gap in the image processing field. However, Python has been notorious for its slow execution speed, which hampers the implementation of an efficient Python NUFFT.

During the past decade, the speed of Python has been greatly improved by numerical libraries with rapid array manipulations and vendor-provided performance libraries. However, parallel computing using multi-threading model cannot be easily implemented in Python. This problem is mostly due to the Global Interpreter Lock (GIL) of Python interpreter, which only allowed one core to be used at the same time, while the multi-threading capabilities of modern Symmetric multiprocessing (SMP) processors cannot be exploited.

Recently, general purpose graphic processing unit (GPGPU) computing has enabled enormous acceleration by offloading computations to hundreds to several thousands of parallel processing units on GPUs. This emerging programming models may enable one to develop an efficient Python NUFFT package, by circumventing the limitations of GIL. Two GPGPU architectures are commonly used, i.e. the proprietary Compute Unified Device Architecture (CUDA, NVIDIA, Santa Clara, CA, USA) and Open Computing Language (OpenCL, Khronos Group, Beaverton, OR, USA). These two similar architectures can be ported to each other, or could be dynamically generated from Python codes [1].

Thus, we have developed the Python NUFFT (PyNUFFT) package, which was optimized for heterogeneous systems, including multi-core CPU and
GPU. The design of PyNUFFT aims to reduce the run-time while maintaining the readability of Python program. Python NUFFT (PyNUFFT) contains the following features: (1) algorithms written and tested for heterogeneous platforms (including multi-core CPU and GPU); (2) pre-indexing to handle multi-dimensional NUFFT and image gradient; (3) providing several nonlinear solvers.

2. Material and methods

PyNUFFT software was developed on a 64-bit Linux system with a quad-core CPU (Intel i7-6700HQ Processor, 6M Cache, up to 3.50 GHz) and a GPU (NVIDIA GeForce GTX 965m, 1024 CUDA Cores at 944+ BoostBase Clock(MHz), 2GB GDDR5 memory at 2500 MHz Memory Clock). The current version was modified from the previous version which was accelerated with CUDA [2]. The new version is built on PyOpenCL, PyCUDA [1] and Reikna [3] licensed under dual MIT and GNU Lesser General Public License v3.0 (LGPL-3.0) [4]. Thus, PyNUFFT may be used in a variety of projects.

2.1. PyNUFFT: an NUFFT implementation in Python

The execution of PyNUFFT proceeds through three major stages: (1) scaling, (2) oversampled FFT, and (3) interpolation. The three stages can be formulated as the combination of linear operations:

\[ A = VFS \] (1)

where \( A \) is the NUFFT, \( S \) is the scaling, \( F \) is the FFT, and \( V \) is the interpolation. The default kernel function in PyNUFFT is the min-max kernel [5], whereas other kernel functions can be used. The design of the three-stage NUFFT algorithm is illustrated in Figure 1(A). Batch-mode NUFFT can be performed with serial processing or parallel processing.

2.1.1. Scaling

Scaling was performed by in-place multiplication cMultiplyVecInplace. The complex multi-dimensional array was offloaded to the device.

2.1.2. Oversampled FFT

This stage is composed of two steps: (1) zero-padding which copies the small array to a larger array, and (2) FFT. The first step recomputed the array indexes on-the-flight with logical operations, a step which is not well
Figure 1: (A) A 2D example of the forward PyNUFFT (B) The methods provided in PyNUFFT. Forward NUFFT can be decomposed into three stages: scaling, FFT, and interpolation.

supported on GPUs. Here, a generalized pre-indexing procedure was implemented to avoid matrix reshaping on the flight, and the cSelect subroutine copies the array1 to array2 according to the pre-indexes order1 and order2. This pre-indexing avoids multi-dimensional matrix reshaping on the flight, thus greatly simplifying the algorithm on GPU platforms. In addition, pre-indexing can be generalized to multi-dimensional arrays (with size $N_{in}, N_{out}$).

Once the indexes (inlist, outlist) were obtained, the input array can be rapidly copied to a larger array. No matrix reshaping will be needed during iterations.

The inverse FFT is also based on the same subroutines of the oversampled FFT, but it reverses the order of computations. Thus, an IFFT is followed by array copying.
2.1.3. **Interpolation**

While the current PyNUFFT includes the min-max interpolator [5], other kernels could also be used. The scaling factor of the min-max interpolator was designed to minimize the error of off-grid samples [5]. The interpolation kernel was stored as the Compressed Sparse Row matrix (CSR) format for C-order (row-major) array. Thus, the indexing was accommodated for C-order and the cSparseMatVec subroutine could quickly compute the interpolation without matrix reshaping. cSparseMatVec had been optimized to exploit the data coalescence and parallel threads on the heterogeneous platforms. The warp in CUDA (or wavefront in OpenCL) control the size of workgroups in the cSparseMatVec kernel. Note that the indexing of the C-ordered array is different from the fortran array (F-order) implemented in MATLAB.

Gridding is the conjugate transpose of the interpolation, which also uses the same cSparseMatVec subroutine.

2.1.4. **Adjoint PyNUFFT**

Adjoint NUFFT reverses the order of the forward NUFFT. Each stage is the conjugate transpose (Hermitian transpose) of the forward NUFFT:

\[
A^H = S^H F^H V^H
\]

which is also illustrated in Figure 2.

2.1.5. **Self-adjoint NUFFT (Toeplitz)**

In iterative algorithms, the cost function is used to represent data consistency:

\[
\text{cost function : } \text{argmin}_x \| Ax - y \|_2
\]

in which the normal equation is composed of interpolation \((A)\) and gridding \((A^H)\):

\[
\text{normal equation : } A^H A x = A^H y
\]

Thus, precomputing the \(A^H A\) can improve the run-time efficiency [6]. See Figure 3.
2.2. Solver

The NUFFT provided solvers to restore multi-dimensional images (or 1D signals in the time-domain) from the non-equispaced frequency samples. A great number of reconstruction methods exist for non-Cartesian image reconstruction. These methods are usually categorized into three families: (1) density compensation and gridding, (2) least square regression in $k$-space, and (3) iterative NUFFT.

2.2.1. Density compensation and gridding

The sampling density compensation method generated a tapering function $w$ (sampling density compensation function), which can be represented...
as the following stable iterations \[ w_{i+1} = \frac{w_i}{AA^H w_i} \] (6)

Once \( w \) is prepared, the sampling density compensation will be calculated by:

\[ x = A^H (y \cdot w) \] (7)

2.2.2. Least square regression

Least square regression is a solution to the inverse problem of image reconstruction. Consider the following problem:

\[ x = \arg \min_x \| y - Ax \|_2 \] (8)
• **Conjugate gradient method (cg):** A solution to Equation (8) is the two-step solution:

\[ k = \min_k \|y - \mathbf{V}k\|_2 \]  

(9)

The most expensive step is to find \( k \) in Equation (9). Once \( k \) has been solved, the inverse of \( \mathbf{FS} \) can be computed by the inverse FFT and then divided by the scaling factor:

\[ x = \frac{S^{-1}F^{-1}k}{\text{scaling factor}} \]  

(10)

The conjugate gradient method is an iterative solution when the sparse matrix is a symmetric Hermitian matrix:

\[ \mathbf{V}^H \mathbf{y} = \mathbf{V}^H \mathbf{V}k, \text{ solve } k \]  

(11)

Then each iteration generates the residue, which is used to compute the next value. The conjugate gradient method is also provided for heterogeneous systems.

• **Other iterative least square solvers:** Scipy provides a variety of least square solvers, including lsmr, lsqr, bicg, bicgstab, gmres, lgmres. These solvers were integrated into the CPU version of PyNUFFT.

2.2.3. **Iterative NUFFT**

Iterative NUFFT reconstruction solves the inverse problem with various forms of image regularization. Due to the large size of the interpolation and FFT, iterative NUFFT is computationally expensive. Here, PyNUFFT is also optimized for iterative NUFFT reconstructions on heterogeneous systems.

• **Pre-indexing for fast image gradient:** Total-variation is a basic image regularization which has been extensively used in image denoising and image reconstruction. Image gradient computes the difference between adjacent pixels, which is represented as follows:

\[ \nabla_i x = x(..., a_i + 1, ...) - x(..., a_i, ...) \]  

(12)
where $a_i$ is the indexes of the $i$-th axis. Computing the image gradient requires image rolling, followed by subtracting the two images. However, multi-dimensional image rolling on heterogeneous is expensive and PyNUFFT adopts the pre-indexing to save the run-time. This pre-indexing procedure generates the indexes for the rolled image, and the indexes are offloaded to heterogeneous platforms before iterative algorithms begin. Thus, computing the image rolling is not needed during the iterations. The advantage of this pre-indexing procedure is demonstrated in Figure 4, in which preindexing makes image gradient run faster on CPU and GPU.

• **ℓ1 total-variation regularized ordinary least square (L1TV-OLS):** The ℓ1 total-variation regularized reconstruction includes the piece-wise smoothing into the reconstruction model.

$$x = \text{argmin}_x (\mu \| y - Ax \|_2 + \lambda TV(x))$$  \hspace{1cm} (13)

where $TV(x)$ is the total-variation of the image:

$$TV(x) = \Sigma |\nabla_x x| + |\nabla_y x|$$  \hspace{1cm} (14)

Here, the $\nabla_x$ and $\nabla_y$ are directional gradient operators applied to the image domain along the $x$ and $y$ axes. Equation (14) is solved by the variable-splitting method and has previously been developed[9, 10, 11]:

$$K = \mu A^H A + \lambda \nabla_x^T \nabla_x + \lambda \nabla_y^T \nabla_y$$  \hspace{1cm} (15)

The inner iterations are as follows:

$$r_{hs}^k = \mu(A^H y^k) + \lambda \nabla_x^T (d_x^k - b_x^k) + \lambda \nabla_y^T (d_y^k - b_y^k)$$  \hspace{1cm} (16)

$$x^{k+1} = K^{-1} r_{hs}^k$$  \hspace{1cm} (17)

$$d_x^{k+1} = \text{shrink}(\nabla_x x^{k+1} + b_x^k, 1/\lambda)$$  \hspace{1cm} (18)

$$d_y^{k+1} = \text{shrink}(\nabla_y x^{k+1} + b_y^k, 1/\lambda)$$  \hspace{1cm} (19)

$$b_x^{k+1} = b_x^k + (\nabla_x x^{k+1} - d_x^{k+1})$$  \hspace{1cm} (20)

$$b_y^{k+1} = b_y^k + (\nabla_y x^{k+1} - d_y^{k+1})$$  \hspace{1cm} (21)

The outer iteration is:

$$A^H y^{k+1} = A^H y^k + A^H y - A^H A x^{k+1}$$  \hspace{1cm} (22)
Figure 4: Preindexing for fast image gradient ($\nabla$ and $\nabla^T$). Image gradient can be slow if the indexes are to be calculated with each iteration. Preindexing can save the time needed for recalculation and image gradient during iterations.

- **$\ell_1$ total-variation regularized least absolute deviation (L1TV-LAD):** Least absolute deviation (LAD) is a statistical regression model which is robust to non-stationary noise distribution [12]. It is possible to solve the $\ell_1$ total-variation regularized problem with the LAD cost
function \[13\]:

\[ x = \text{argmin}_x (\mu \| y - Ax \|_1 + \lambda TV(x)) \]  

(23)

where \( TV(x) \) is the total-variation of the image. Note that LAD is the \( \ell_1 \) norm of the data consistency.

Here, a variable-splitting method is described.

\[ K = \mu A^H A + \lambda \nabla^T \nabla_x + \lambda \nabla^T \nabla_y \]  

(24)

The inner iterations of \( \ell_1 \)-LAD are as follows:

\[ \text{rhs}^k = \mu (A^H y^k + d_f^k - b_f^k) + \lambda \nabla^T x (d_x^k - b_x^k) + \lambda \nabla^T y (d_y^k - b_y^k) \]  

(25)

\[ x^{k+1} = K^{-1} \text{rhs}^k \]  

(26)

\[ d_x^{k+1} = \text{shrink}(\nabla_x x^{k+1} + b_x^k, 1/\lambda) \]  

(27)

\[ d_y^{k+1} = \text{shrink}(\nabla_y x^{k+1} + b_y^k, 1/\lambda) \]  

(28)

\[ b_x^{k+1} = b_x^k + (\nabla_x x^{k+1} - d_x^{k+1}) \]  

(29)

\[ b_y^{k+1} = b_y^k + (\nabla_y x^{k+1} - d_y^{k+1}) \]  

(30)

\[ d_f^{k+1} = \text{shrink}(A^H A x^{k+1} - A^H y + b_f^k, 1/\mu) \]  

(31)

\[ b_f^{k+1} = b_f^k + (A^H A x^{k+1} - A^H y - d_f^{k+1}) \]  

(32)

The outer iteration is:

\[ A^H y^{k+1} = A^H y^k + A^H y - A^H A x^{k+1} \]  

(33)

Note that Equation (29) is a shrinkage function, which is quickly solved on CPU as well as on heterogeneous systems.

- **Multi-coil regularized image reconstruction**: In multi-coil regularized image reconstruction, the selfadjoint NUFFT in Equation (5) is extended to multi-channel data:

\[ A_{\text{multi}}^H \text{multi} x = \sum_i^{Nc} A_i^H A_i x \]  

(34)

\[ = \sum_i^{Nc} \text{conj}(c_i) \cdot A^H A \cdot c_i \cdot x \]  

(35)

where coil-sensitivities \( c_i \) of multiple channels multiply each channel before the NUFFT (A) and after the adjoint NUFFT (A^H).
2.3. Applications to brain MRI

A 3T brain MRI template \cite{14} was used to simulate the non-Cartesian MRI acquisition. The image was resized to 512×512 and the non-Cartesian k-space \cite{15} was used to simulate the data.

2.4. Benchmarks

PyNUFFT was tested on a multi-core CPU cluster and a GPU instance of the cloud-based Linux web services. All the computations were completed with single float (FP32) complex numbers. The configuration of CPU and GPU systems were as follows:

- **Multi-core CPU**: The CPU instance (m4.16xlarge, Amazon Web Services) is equipped with 64 vCPUs (Intel E5 2686 v4) and 61 GB of memory. The number of vCPUs can be dynamically controlled by the CPU hotplug functionality of the Linux system, and computations are offloaded to the Intel OpenCL CPU device with 1 to 64 threads. PyNUFFT was executed on the multi-core CPU instance with 1 - 64 threads. The PyNUFFT transforms were offloaded to the OpenCL CPU device and were executed 20 times. The times required for the transforms are compared with the run times on the single thread CPU. Iterative reconstructions were also tested on the multi-core CPU. We measured the execution times of the conjugate gradient method, $\ell_1$ total-variation regularized reconstruction and the $\ell_1$ total-variation regularized LAD on the multi-core system.

- **GPU**: The GPU instance (p2.xlarge, Amazon Web Services) is equipped with 4 vCPUs (Intel E5 2686 v4) and one Tesla K80 (NVIDIA, Santa Clara, CA, USA) with two GK210 GPUs. Each GPU is composed of 2496 parallel processing cores and 12 GB of memory. Computations are compiled and offloaded to one GPU by CUDA and OpenCL APIs. Transformations were repeated 20 times to measure the averaged run times. Iterative reconstructions were also tested on the K80 GPU, and the execution times of conjugate gradient method, $\ell_1$ total-variation regularized reconstruction and $\ell_1$ total-variation regularized LAD on the multi-core system were compared with iterative solvers on the CPU with one thread.
3. Results

3.1. Applications to brain MRI

This work focuses on accelerating the PyNUFFT package on heterogeneous platforms, and the complete image quality assessment was not carried out in this paper. Some visual results of MRI reconstructions can be seen in Figure 5. Iterative NUFFT using L1TV-OLS and L1TV-LAD result in fewer ripples in the brain structure than the sampling density compensation method.

![Image of MRI reconstructions](image)

Figure 5: Simulated results of brain MRI. The brain template was reconstructed with two iterative NUFFT algorithms (L1TV-OLS and L1TV-LAD) and the sampling density compensation method. Compared with sampling density compensation method, fewer ripples can be seen in L1TV-OLS and L1TV-LAD.
Table 1: Run time (and acceleration) of subroutines and solvers

| Operations     | 1 vCPU  | 32 vCPUs | PyOpenCL K80 | PyCUDA K80 |
|----------------|---------|----------|--------------|------------|
| Scaling (S)    | 709 µs  | 557 µs (1.3×) | 133 µs (5.3×) | 300 µs (2.4×) |
| FFT (F)        | 12.6ms  | 2.03 ms (6.2×) | 0.78 ms (16.2×) | 1.12 ms (11.3×) |
| Interpolation (V) | 25 ms   | 2 ms (12×) | 4 ms (6×) | 4 ms (6×) |
| Gridding (V^H) | 24 ms   | 2 ms (12×) | 5 ms (4.8×) | 4.5 ms (5.4×) |
| IFFT (F^H)     | 16 ms   | 3.1 ms (5.16×) | 4.0 ms (4×) | 3.5 (4.6×) |
| Rescaling (S^H) | 566 µs  | 595 µs (0.95×) | 122 µs (4.64×) | 283 µs (2×) |
|                | V^H V   | 4.79 ms | 2.62 ms (1.83×) | 0.18 ms (26×) | 0.15 ms (31×) |

|                | Conjugate gradient | L1TV-OLS | L1TV-LAD |
|----------------|--------------------|----------|----------|
| Solver         | 1 vCPU  | 32 vCPUs | PyOpenCL K80 | PyCUDA K80 |
| Conjugate gradient | 11.8 s  | 2.97 s (4×) | 1.32 s (8.9×) | 1.89 s (6.3×) |
| L1TV-OLS       | 14.7 s  | 3.26 s (4.5×) | 1.79 s (8.2×) | 1.68 s (8.7×) |
| L1TV-LAD       | 15.1 s  | 3.62 s (4.2×) | 1.93 s (7.8×) | 1.78 s (8.5×) |

3.2. Benchmarks

- **Multi-core CPU**: Table I listed the detailed run-times of the different stages of forward NUFFT, adjoint NUFFT, and selfadjoint NUFFT (Toeplitz). The overall execution speed of PyNUFFT was faster on the multi-core CPU platform than single thread CPU. Yet the acceleration factors of each stage varied from 0.95 (no acceleration) to 15.6. Compared with computations on single thread, 32 threads accelerate interpolation and gridding by a factor of 12, and the FFT and IFFT were accelerated by a factor of 6.2 - 15.6.

The benefits of 32 threads are limited for certain computations, including scaling, rescaling and interpolation-gridding (V^H V). In these computations, the acceleration factors of 32 threads range from 0.95 to 1.85. This limited performance gain is due to the high efficiency of single thread CPU, which is already fast enough and leaves limited room for improvement. In particular, the integrated interpolation-gridding (V^H V) is already 10 times faster than the separate interpolation and regridding sequence. On a single-thread CPU, V^H V requires only 4.79 ms, whereas the separate interpolation (V) and gridding (V^H) require 49 ms. In this case, 32 threads deliver only an extra 83% of performance.
to $VHV$.

Figure 6 illustrates the acceleration on the multi-core CPU against the single thread CPU. The performance of PyNUFFT improved by a factor of 5 - 10 when the number of threads increases from 1 to 20, and the software achieves peak performance with 30 - 32 threads (equivalent to 15 - 16 physical CPU cores). More than 32 threads bring no substantial benefits in performance.

Forward NUFFT, adjoint NUFFT and selfadjoint NUFFT (Toeplitz) are accelerated on 32 threads with an acceleration factor of 7.8 - 9.5. The acceleration factors of iterative solvers (conjugate gradient method, $\ell_1$ total-variation regularized least square (L1TV-OLS) and $\ell_1$ total-variation regularized least absolute deviation (L1TV-LAD)) are from 4.2 - 5.

• GPU:

Table 1 shows that GPU delivers a generally faster PyNUFFT transform, with the acceleration factors ranging from 2 to 31.

Scaling and rescaling have led to a moderate degree of acceleration. The most significant acceleration occurs in the interpolation-gridding ($VHV$) in which GPU is 26 - 31 times faster than single-thread CPU. This significant acceleration is faster than the acceleration factors for separate interpolation ($V$, with 6× acceleration) and gridding ($VH$ with 4 - 4.6× acceleration).

Forward NUFFT, adjoint NUFFT and selfadjoint NUFFT (Toeplitz) are accelerated on K80 GPU by 5.4 - 13. Iterative solvers on GPU are 6.3 - 8.9 faster than single-thread, and about 2× faster than 32 threads.

4. Discussion

4.1. Related work

Different kernel functions (interpolators) are available in previous NUFFT implementations, including: (1) the min-max interpolator [5], (2) the fast radial basis functions [16, 17], (3) least square interpolator [18], (4) least mean-square error interpolator [19], (5) fast Gaussian summation [20], (6) Kaiser-Bessel function [21], (7) linear system transfer function or inverse reconstruction [22, 23].
The NUFFTs have been implemented in different programming languages: (1) Matlab (Mathworks Inc, MA, USA) [5, 19, 21, 24]; (2) C++ [25]; (3) CUDA [21, 25]; (4) Fortran [20]; (5) OpenACC using PGI compiler (PGI Compilers & Tools) [26].

NUFFT has been accelerated on single and multiple GPUs. Fast iterative NUFFT using the Kaiser-Bessel function was accelerated on GPU with total-variation regularization [25] and generalized total-variation regularization [21]. A real-time inverse reconstruction is developed in Sebastianinan et al. [27] and Murphy et al. [28], but this inverse reconstruction does not perform the full interpolation and gridding during iterations. The patent of Nadar et al. [29] describes a custom multi-GPU buffer to improve the memory access for image reconstruction with non-uniform k-space. An mripy package applies the Numba compiler in its NUFFT with Gaussian kernel (https://github.com/peng-cao/mripy).

Other than NUFFT, iterative discrete Fourier transform (DFT) is slower than NUFFT, and GPUs can bring enormous acceleration factors to iterative reconstruction [30, 31]. Still, iterative DFTs on GPUs may be slower than iterative NUFFTs on GPUs.

4.2. Discussions of PyNUFFT

The NUFFT transforms (forward, adjoint, and Toeplitz) have been accelerated on multi-core CPU and GPU. In particular, the benefits of fast iterative solvers (including least square and iterative NUFFT) have been shown in the results of benchmarks. The image reconstruction times (with 100 iterations) for one 256×256 image are less than 4 seconds on a 32 thread CPU platform and less than 2 seconds on the GPU platform.

The current PyNUFFT has been tested with computations using the single-precision floating numbers (FP32). However, the number of FP64 units on GPU is only a fraction of the number of FP32 units, which will reduce the performance with FP64 and slow down the performance of PyNUFFT (with 1/3 of the FP32 performance).

4.3. Conclusion

An open-source PyNUFFT package can accelerate non-Cartesian image reconstruction on multi-core CPU and GPU platforms. The acceleration factors are 6.3 - 9.5× on a 32 thread CPU platform and 5.4 - 13× on a Tesla K80 GPU. The iterative solvers with 100 iterations can be completed within 4 seconds on the 32 thread CPU platform and 2 seconds on the GPU.
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