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With the development of mobile devices and GPS, plenty of Location-based Services (LBSs) have emerged in these years. LBSs can be applied in a variety of contexts such as health, entertainment, and personal life. The location-based data that contains significant personal information is often published for analyzing and mining. The privacy information of users can be attacked from the published dataset. For instance, the identities can be inferred from the locations where people often visit over a period of time, even their home addresses or occupations.

In order to protect the personal information, there has been some research on the privacy-preservation of mobility data. One of them is proposed in [1], which aggregates the users in each location and publishes the aggregated results (density distribution) instead of the original location distribution. However, attackers can recover the users’ mobile trajectories from the density distribution for a period of time. As shown in Figure 1, there are 3 location samples of 6 users \(\{u_1, u_2, \ldots, u_6\}\) at timestamp \(\{t_1, t_2, t_3\}\). The whole space is divided into 3 blocks \(\{b_1, b_2, b_3\}\). If we aggregate the users in each block, we can get the density distribution from times \(t_1\) to \(t_3\). While this aggregate result is vulnerable to reconstruction attack [2], therefore, it is crucial to propose a new method for the density distribution privacy-preservation. As shown in the figure, we can generate similar density distribution under privacy-preservation to publish. It is hard for the adversaries to recover the users’ trajectories from the published distribution.

Alternatively, there are other methods by adding noises into aggregated results for privacy-preservation. For example, differential privacy (DP) [3] is proposed aiming to provide means to maximize the accuracy of queries from statistical databases while minimizing the chances of identifying its records. However, the utility of the privacy-preserved data produced by DP method becomes worse significantly.

GANs are a class of algorithms in unsupervised machine learning, which have been widely used to produce samples of photo realistic images for the purposes of visualizing new interior design. Motivated by this, we try to utilize GANs...
for generating privacy-preserving data with high utility. In this paper, we propose the density distribution privacy-preservation on mobility data based on GANs. By training the two neural networks, we can generate the privacy-preserved data which can achieve high data utility and low attack error. The main contributions of this paper are as follows.

(i) We investigate the privacy-preservation of density distribution on mobility data against the aggregation attack. Different from adding noises to the original data, we propose a deep learning method based on GANs to solve the problem.

(ii) Motivated by the applications of GANs on image processing, we train the generator and discriminator in GANs by random data and the original data and publish the data generated by the generator instead of the original data. To the best of our knowledge, this is the piece of paper employing GANs on data privacy-preservation.

(iii) We conduct extensive experiments on two real world datasets. The experimental results demonstrate that our method outperforms the differential privacy in both data utility and attack error.

The rest of this paper is organised as follows. Section 2 introduces the preliminaries. Section 3 introduces the proposed methods. Section 4 presents the experiment results. Section 5 describes the related work. Section 6 concludes the whole paper.

2. Preliminary

In this section, we start with the introduction of GANs, which is the basic architecture of our method. Then we describe the recently proposed attack model that recovers individual users’ trajectories from density distributions, which will be adopted to measure the privacy-preservation ability of our method.

2.1. Generative Adversarial Networks. Generative Adversarial Networks (GANs) are a class of artificial intelligence algorithms used in unsupervised machine learning, which are composed of two neural networks contesting with each other in a zero-sum game framework. GANs were introduced by Ian Goodfellow et al. [4] in 2014 as a novel way to model data distributions. The architecture of the general GANs is shown in Figure 2.

Specifically, the two neural networks are a generator \( G \) and a discriminator \( D \). In the original GANs, the generator \( G \) accepts a random distribution \( P^z \) and generates synthetic data from \( P^x \). While the goal of the discriminator \( D \) is to distinguish the synthetic data generated by \( G \) from real data \( x \), the optimal \( D \) would distinguish synthetic data from real data exactly. While the optimal \( G \) would generate synthetic...
2.2. Attack Model. Many researches have been done on inference of sensitive information [5]. In order to protect the location information, some researchers aggregate the users in the same locations over a period of time and then publish the density distributions [6]. However, Fengli et al. [2] propose that releasing aggregated results does not preserve users’ privacy, since a user’s mobility pattern is regular while different from others. Based on the characteristics of human mobility, they transform the density distribution to a location-time format and propose the trajectories reconstruction attack that iteratively associates the same users’ mobility records in the neighbouring time slots. They exploit the regularity of mobility data to estimate the next location of the user and choose the location in the transformed dataset with the largest similarity to the estimated next location as the reconstructed next location according to the uniqueness pattern of human mobility data.

To recover trajectories from the density distributions, the first step is to transform the density distribution $P^t = [p_{t1}, p_{t2}, \ldots, p_{tm}]$ into a location-time record $B^t = [b_{1t}, b_{2t}, \ldots, b_{mt}, b_{mt}]$, where $p_{ti}$ represents the number of users at location $i$ during time slot $t$. $b_{jt}$ represents the location of the $j$th user at time slot $t$, $n$ represents the total number of possible locations, and $m$ is the total number of users. To link the location-time records that represent the same users across different time slots, the reconstruction attack is modeled as a Linear Sum Assignment Problem [7], which can be solved in polynomial time based on Hungarian algorithm [8].

Specifically, we assume a set of recovered trajectories until time slot $t$ as $S^t = [s_{t1}, s_{t2}, \ldots, s_{tm}]$, where $s_k^t = [b_{k1}, b_{k2}, \ldots, b_{kt}]$ is the $k$th recovered trajectory and $b_{kt}$ is the recovered location at time slot $t$. For the adversaries, with the abundant kinds of social networks, such as WeChat and MoMo, it is effortless to get some background information of the individuals, such as trajectories in a shot time. To recover the next position $b_{kt+1}$ from the location-time records $B^t+1 = [b_{1t+1}, b_{2t+1}, \ldots, b_{mt+1}]$, an estimated location $\hat{b}_{kt+1}$ is first generated based on the continuity feature of human mobility, and then the location in the location-time record $B^t+1$ with the largest likelihood to the estimated location $\hat{b}_{kt+1}$ will be chosen as the recovered next location, i.e., $b_{kt+1}$. In the daytime, users move frequently, and their locations are continuous, which makes it possible to estimate the next location with the current location and the velocity. Formally, for the $k$th $(1 \leq k \leq m)$ recovered trajectory, the estimated location is

$$\hat{b}_{kt+1} = b_{kt} + (b_{kt} - b_{kt-1}).$$

To quantify the likelihood between the estimated location and those in the location-time records, Fengli et al. [2] formulate the cost matrix $G = \{g_{ij}\}_{m \times m}$, where $g_{ij}$ is the distance between the estimated next location $\hat{b}_{kt+1}$ and the actual location $b_{jt}$. Figure 3 presents the process of recovering the trajectories. There are three possible locations and three time slots. We assume that trajectories until time slot $t_k$ have been recovered, and then the estimations of the $t_k$ locations are generated based on the continuity feature of mobility data. The distance between the estimated locations and those in location-time records is formulated as the cost matrix. In the last step, Hungarian algorithm is applied to minimize the cost matrix and find each trajectory’s associated location in the location-time record. The right part in Figure 3 demonstrates the recovered trajectories.

Generally, the adversaries may have different kinds of background knowledge based on various sources such as social networks. However, in our specific attack model, to ease the presentation, we assume that the adversary has the target users’ location information in the first two time slots as the background knowledge.

3. Method

In this section, we first give an overview of our proposed method using GANs to generate private-preserving density distributions. Then, we describe the architecture of discriminator and generator network, respectively. Finally, we introduce the loss function of our method.

3.1. Overview. In GANs, the generator network $G$ accepts the random data and generates the synthetic data that are similar
We also summarize our proposed method using pseudocode. Algorithm 1: Pseudocode of the proposed privacy-preservation method based on GANs.

```
Input: The real dataset \( P \); The learning rate \( lr \);
Output: The privacy-preserved version of the real dataset \( \hat{P} \);
1: Build discriminator network \( D \);
2: Build generator network \( G \);
3: \( Z = \text{randm} \in \text{size}(P) \);
4: while \( lr \leq \text{loss} \) do
5: \( D = \text{train}(D) \);
6: \( G = \text{train}(G) \);
7: \( \text{loss} = \text{em}_L\text{oss}(G(Z), P) \);
8: end while
9: \( \hat{P} = G(Z) \);
```

G to generate the privacy-preserving version of the real dataset that includes most of the real features and excludes the sensitive information (e.g., the individual users’ mobility trajectories).

We introduce the training process of GANs in Figure 4. We show the training flow of discriminator and generator with green and red lines, respectively. When training the discriminator, we input the real data and update the parameters in \( D \) based on the loss value. Then the generated data is fed into \( D \), which trains \( D \) to learn the features of the generated synthetic data.

When training the generator network \( G \), we first provide a random integral matrix \( Z_{nm} \) with the same size of the real data \( P \). Then the synthetic data is generated by \( G \) and fed into the discriminator network \( D \). After that, the discriminator \( D \) computes the classification of the generated data as the decision value and sends it to the loss function to compute the loss value. Based on the loss value, the generator \( G \) adjusts its parameters via backpropagation. The generated synthetic data becomes more and more similar to the real data with the number of the training rounds increasing. We train the GANs for \( k \) rounds and store the synthetic data generated by \( G \) as \( \hat{P} = \{\hat{P}_1, \hat{P}_2, \ldots, \hat{P}_k\} \), where \( \hat{P}_i \) is the synthetic data generated in the \( i_{th} \) training round. The difference between the generated and real data is computed as the utility loss. With the increasing of training rounds, the utility loss experiences a downward trend via backpropagation, and the generated data becomes more and more similar to the real data. In other words, the utility of the synthetic dataset changes with each training round, and the datasets contained in \( \hat{P} \) can satisfy different utility requirements.

### 3.2 Discriminator Network

We design the discriminator network \( D \) with 4 layers. The first 3 layers are designed to learn the features of the input data, and the last layer is designed to compute the decision value. As the density distribution is one-dimension integral matrix, we set all the
layers in discriminator network to be fully connected with the adjacent layers and choose ReLU as the activation function for the first 3 layers. We choose Sigmoid as the activation function of the last layer, so that the output is limited from 0 to 1. We set 0 as fake and 1 as real. When the input of the discriminator is the real data, the goal of the discriminator is to output a value as close to 1 as possible, and when the input is the generated data, the output should be as close to 0 as possible.

The training stage of the discriminator is composed of 3 parts. (1) Learn the features of the real data. (2) Learn the features of the generated data. (3) Learn to distinguish the real and fake data.

3.3. Generator Network. The input of the generator is a random integral matrix $Z$. We set the size of $Z$ the same as the real data. The output of the generator is the synthetic density distributions data. The generator is trained to learn the features of the real data. The generated data becomes more and more similar to the real data. In the early training stage, the generated dataset is of high privacy-preserving ability as the generator has not learned the features of the real data. With the training rounds increasing, the generated data is more similar to the real data, but less privacy-preserving.

We design the generator network $G$ with 4 layers. In original GANs, the generator and discriminator are opponents, so we reverse the first 3 layers in the discriminator network $D$ as the first part of the generator. Similar to the discriminator network, we fully connect all the adjacent layers and choose ReLU as the activation function. For the last layer of the generator, we set its node number the same as the block number of the real data. All nodes are fully connected with the third layer's nodes. So the output of the generator has the same size as the real data.

We first train the discriminator $D$ with the real data $P$ and the generated data $\hat{P}$ from $G$ for a certain training rounds. Then we train the generator by combining the generator $G$ and the discriminator $D$. In this stage, the parameters in $D$ are fixed, while $G$ adjusts its parameters based on the decision value computed by $D$ via backpropagation. The generator’s goal is to cheat the discriminator, so the generator tries to adjust it parameters that could receive the decision value from the discriminator as close to 1 (which means real data) as possible, which means the discriminator cannot distinguish the generated data from the real data.

At each training round of generator, we save the generated data $\hat{P}$ and compute the mean square error (MSE) between $\hat{P}$ and $P$ as the utility loss, so that we can provide the suitable generated privacy-preserving data satisfying different utility requirements.

3.4. Loss Function. We employ the Wasserstein distance [9] $W(q, p)$ as the loss function, which measures the difference between the decision value and the real classification value (1 for real data and 0 for fake data). $W(q, p)$ indicates the minimum cost of transforming from the distribution $q$ to $p$. The classification value of the real/generated data is $Y = [y_1, y_2, \ldots, y_m]$, where $y_i$ is the classification value of the $i_{th}$ record and $m$ is the number of records in the dataset. The corresponding decision value computed by discriminator is $\hat{Y} = [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_m]$. The loss value is

$$\text{emLoss}(Y, \hat{Y}) = \frac{1}{m} \sum_{i=1}^{m} y_i \cdot \hat{y}_i.$$

In the training phase of the discriminator, when the input is the real data, we set the classification value as 1, and when the input is the generated data, we set the classification value as 0. In the training phase of the generator, we set the classification value of the generated dataset as 1 to cheat the discriminator.

4. Evaluation

In this section, we evaluate the performance of our method. We also introduce another two privacy-preserving methods: geo-indistinguishable and exponential mechanism-based methods. Finally we compare our method with them on the trade-off between the utility loss and privacy-preservation, which is measured by the attack model.

4.1. Evaluation Metrics. In the privacy-preserving research area, the trade-off between the privacy and utility is the focus attention. In this part, we demonstrate the performance of our method on privacy-preservation under the attack model and utility loss compared with the real world datasets.

We quantify the privacy-preservation performance by the reconstruction error under the attack model, which is defined as the Euclidean distance between the reconstructed individual users’ trajectories and the ground truth. A larger reconstruction error indicates that the density distributions protected by our method are not vulnerable to be attacked and our method achieves a better privacy-preservation performance.

We employ the mean square error (MSE) to measure the difference between the generated density distributions and the real world dataset. We quantify the utility loss by MSE. A smaller MSE means the density distributions generated by our method are more similar to the real datasets.

4.1.1. Reconstruction Error. The attack model introduced in Section 2.2 aims to reconstruct the individual users’ trajectories from the density distributions. We compute the average Euclidean distance (reconstruction error) between the reconstructed trajectories and the ground truth to measure the privacy-preservation performance.

We assume the number of users in the real density distribution is $u$, and the trajectory of the $i_{th}$ user is $s_i = [l_{i,1}, l_{i,2}, \ldots, l_{i,m}]$, where $m$ is the number of the time slots and each element is the location block of the user at a specific time slot. The corresponding reconstructed trajectory of the user is $\hat{s}_i = [\hat{l}_{i,1}, \hat{l}_{i,2}, \ldots, \hat{l}_{i,m}]$. We compute the reconstruction error as

$$\text{Reconstruction Error} = \frac{\sum_{i=1}^{u} \|\hat{s}_i - s_i\|^2}{u}.$$

In this equation, $\|\hat{s}_i - s_i\|^2$ is the mean square error between the reconstructed trajectory and the ground truth.
where \( \| (\tilde{s}_i - s_i) \|^2 \) is the Euclidean distance between the reconstructed and ground truth trajectories. A larger reconstruction error indicates the attack is unsuccessful, while the privacy is protected better.

4.1.2. Utility Loss. We measure the utility loss of protected version of the real world dataset by computing the mean square error between the real world dataset \( P \) and its privacy protected version \( \tilde{P} \).

Formally, we denote the real density distributions as \( P_{nm} \), where \( n \) is the total number of the location blocks and \( m \) is the total number of the time slots. We use \( p_{ni}(0 \leq i \leq n,0 \leq j \leq m) \) to represent the number of users at block \( i \), in time slot \( j \). We denote the corresponding protected version of the real density distributions as \( \tilde{p}_{nm} \) with the same size of the real world dataset, and \( \tilde{p}_{ij} \) represents the number of users in block \( i \) at time slot \( j \) in the protected dataset. The utility loss can be computed as

\[
Utility \ Loss = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (p_{ij} - \tilde{p}_{ij})^2}{m \times n}.
\]  

(5)

A smaller utility loss indicates the data in the protected dataset is more similar to the real dataset and better practical usability.

4.2. Compared Methods. In this part, we introduce another two privacy-preserving methods commonly used in the recent research: the geo-indistinguishability method [1] and exponential mechanism [3] based method.

Geo-Indistinguishability Method. This method is proposed by Andrés et al. to protect the location-based data with a differentially private mechanism. In this method, Laplacian noises [1] are employed to generate a radius, and the real location data is remapped by the radius with a random angle. We call the dataset protected by this method Geo-MDA.

Exponential Mechanism Based Method. The exponential mechanism [3] is one of the most renowned tools used in differential privacy. The general idea of exponential mechanism is sampling an output from the output space according to a utility function. In our experiments, we employ the proportion of users in each location block as the utility function and sample the user numbers of each location under different parameter settings. We call the dataset protected by this method Exp-MDA.

4.3. Datasets. We use two real world mobility datasets, MoMo mobile app dataset and San Francisco cabs dataset.

MoMo Mobile App Dataset (MoMo) [10]. MoMo is a mobile social networking application in China. This dataset was collected from the GPS of the mobile devices using MoMo from 21 May, 2012, to 26 June, 2012, in Beijing, China. Each record in the dataset contains the user ID, timestamp, latitude, and longitude.

San Francisco Cabs Dataset (SFC) [11]. This dataset contains the mobility trajectories of taxi cabs in San Francisco, USA. This dataset was collected over 30 days in the San Francisco bay area. Each record has four attributes: cab ID, timestamp, latitude, and longitude.

After the preprocessing of the raw datasets, we choose 198 users’ trajectory records from MoMo dataset and set the spatial resolution 2km and the temporal resolution 30 minutes. For the SFC dataset, we choose 127 users’ trajectories and set the temporal resolution 2 minutes, as the mobility speed of human beings is much slower than the taxi cabs. The size of the area for both the datasets is 50km \( \times \) 50km, and the location blocks number is 625. In the preprocessing stage, we transform the individual users’ mobility records into the density distributions \( P \), that is, counting the users number in each location at each time slot.

4.4. Privacy-Preserving Performance against the Attack Model. We first apply the attack model on the real density distributions datasets of MoMo and SFC. The average reconstruction errors obtained by the reconstruction attack on MoMo and SFC are 4.32km and 1km, respectively. We regard these reconstruction errors as the baseline in our evaluation experiments and represent them as horizontal lines in Figures 5 and 7.

We evaluate the privacy-preservation ability of the Geo-MDA against the attack model. The results are shown in Figure 5. The \( x \)-axis shows the parameter \( \epsilon \) of this method, which controls the noise level, and the \( y \)-axis stands for the reconstruction error. We evaluate the Geo-MDA with the parameter \( \epsilon \) from 0.2 to 1.6. As the results show in Figure 5, for both the MoMo and SFC datasets, the reconstruction error decreases when \( \epsilon \) increases, which indicates that when the value of \( \epsilon \) increases, the privacy-preservation ability of Geo-MDA becomes weak.

Then we evaluate the privacy-preservation ability of the exponential mechanism method (Exp-MDA). The results are shown in Figure 6. In the exponential mechanism, we test the value of \( \epsilon \) from 0; however, for MoMo dataset, when we vary \( \epsilon \) from 0 to 5, the reconstruction error is stable, and for both datasets, when \( \epsilon \) is larger than 13.2, the reconstruction error starts to increase. We only show the results with \( \epsilon \) ranging from 5 to 13.2 for MoMo dataset, and for the SFC dataset, we show the results with \( \epsilon \) ranging from 5.8 to 13.2.

Figure 6 shows that the reconstruction errors of both datasets are decreasing when \( \epsilon \) value is increasing. And the minimum reconstruction error for MoMo is about 19.2 km and for SFC is 5.3 km; both are larger than the baseline of the real dataset. Besides, we observe that when the value of \( \epsilon \) is around 6 and 7, for MoMo and SFC, respectively, the reconstruction error remains stable, because, in the exponential mechanism, the output changes slowly when \( \epsilon \) is small, and with the increase of \( \epsilon \), the changes become quicker as shown in Figure 6. The Exp-MDA could provide protection to the real dataset.

In our method, we save the generated dataset at each training time. To evaluate the privacy-preservation performance against the attack model of our method, we conduct the reconstruction attack on the fake datasets generated by each training time, and the results are shown in Figure 7.

In Figure 7, the \( x \)-axis represents the training times, and the \( y \)-axis is the corresponding reconstruction error.
We observe that the shape of the results is wavy; that is, because the training phase of GANs is adversarial, the generator and discriminator are trained in turn. However, the trend of the results is decreasing, which indicates that the privacy-preserving ability is decreasing with the training time growing. For MoMo dataset, the reconstruction error is limited within 10 ∼ 12km (larger than the baseline 4.32km) when the GANs are trained more than 220 times. And for the SFC dataset, when the training time is larger than 180, the reconstruction error is constrained between 2km and 3km, which is also larger than the baseline value (1km).

We cannot compare our method with Geo-MDA and Exp-MDA by now, because their parameters are different, and we need to consult the utility-preservation ability of these methods as well.

4.5. Performance on the Utility-Preservation. In this section, we evaluate the utility-preservation ability of the Geo-MDA, Exp-MDA, and our method. The utility-preservation performance is quantified by the utility loss, which has been introduced in Section 4.1.2. A smaller utility loss indicates that the difference between the protected dataset and the real dataset is small, and the protected dataset generated by the privacy-preserving methods is of high practical usability.

The utility-preservation performance of the Geo-MDA is shown in Figure 8. The x-axis represents the parameter of Geo-MDA, $\epsilon$, which controls the noise level of this method. And the y-axis is the utility loss. We observe that when we vary $\epsilon$ from 0.2 to 1.6, the values of the utility loss for both MoMo dataset and SFC dataset represent a downtrend. When $\epsilon$ is equal to 1.6, the utility loss for MoMo and SFC datasets...
is 2.5 and 0.92, respectively, which shows that the utility-preservation ability of both MoMo and SFC is improving with the growth of $\epsilon$.

We then evaluate the utility-preservation ability of the Exp-MDA under different parameter settings. The results are shown in Figure 9.

The $x$-axis is the parameter $\epsilon$ of this method, and the $y$-axis indicates the utility loss of the protected dataset under different parameter settings. For both the MoMo and SFC datasets, the utility loss decreases with the increase of $\epsilon$. For MoMo dataset, when we increase $\epsilon$ from 5 to 12.8, the utility loss decreases from 4 to 1. The condition of the SFC dataset is similar to that of the MoMo dataset. Similar to the Geo-MDA, the utility-preservation ability of the Exp-MDA method improves with the increase of $\epsilon$.

We then evaluate the utility loss that existed in our method under different training times. The results are shown in Figure 10. For both MoMo and SFC datasets, we train the GANs 500 times and save the generated datasets every 10 training times. We observe that as the training times increase, the utility loss decreases and becomes stable. For the MoMo dataset, the utility loss stays about 0.4 when the training times are larger than 130. On the other side, the utility-preservation ability will not increase when the train times are larger than 130 and 170 for MoMo and SFC datasets, respectively.

In Figure 11, we present some actual examples protected by our method to illustrate the utility loss value and the protected dataset in practice. We use colours with different gradations to show different numbers of users on the map, and the lighter the colour is, the larger the number of users in that location is. Straightforwardly, we can observe that when the utility loss is 2.25, the practical usage of the dataset generated by our method is weak and when the utility loss decreases to 0.4, the dataset generated by our method is very
similar to the real dataset, which achieves better practical usage.

4.6. Privacy-Utility Trade-Off Comparison. We compare the performance of our method with the Geo-MDA and Exp-MDA by the privacy-utility trade-off in this part. The comparison is conducted by combining the privacy-preservation evaluation and the utility-preservation evaluation. The results are shown in Figure 12.

The x-axis represents the reconstruction error, which denotes the privacy-preservation ability, and the y-axis is the utility loss. We observe that, for both the MoMo and SFC datasets, under the same reconstruction error, the utility loss of our method is smaller than the other two methods. For example, in Figure 12(b), for the SFC dataset, when the reconstruction error is 2.8km, the utility loss of the Geo-MDA and the Exp-MDA is 2 and 1.5, respectively, while the utility loss of our method is only 0.5 under the same reconstruction error. Besides, in Figure 12(a), even when the reconstruction error is as high as 12.5km, our method still preserves the utility loss less than 0.5.

5. Related Work

In this section, we start with the introduction about the services of the mobility dataset. Then we present the applications of GANs. Finally, we summarize the existing privacy-preserving methods for mobility datasets releasing.

5.1. Services for the Mobility Datasets. With the fast development of the mobile smart devices and the Internet technology, a huge number of services are developed based on the mobility datasets to provide useful information to the users. These services support human daily life by studying mobility patterns from trillions of trails and footprints [12]. Urban planning [13], face recognition [14], classification [15], traffic forecasting [16], marker campaign [17], prediction of epidemics [18, 19], latent data privacy [20], and designing
of mobile network protocols [21] are all powered by human mobility trajectories. Some other services exploit the users’ daily mobility datasets finding the mobility patterns and mining users’ activities to provide useful extensive services [22]. Gonzlez et al. [23] discovered that the human mobility has spatiotemporal regularity, which indicates people are very likely to return to a few frequently visited locations. However these services [24] endanger users’ security and privacy as the datasets mining algorithms can link the mobility datasets to a variety of sensitive information as studies in [25, 26].

5.2. Applications of Generative Adversarial Networks (GANs). Researches on GANs are mainly in two directions. One direction is about the variants of GANs, which is aiming to solve the problems of the original GANs. For example, WGANs [27, 28] and DCGANs [29] are proposed to improve the stability of training and to alleviate mode collapse.

The other research direction of GANs focuses on the applications of GANs, and most of such researches are in the area of image processing. Radford et al. [29] use convolutional neural networks to improve image processing capacity.
The authors in [30–32] design the GANs as a conditional architecture to generate higher quality images. Reed et al. [33] combine GANs with the natural language processing technology and propose the text-to-image generation.

5.3. Privacy-Preserving Methods for Mobility Datasets Releasing. Researches on privacy-preserving mobility datasets releasing [34, 35] are becoming popular, as the mobility datasets contain sensitive individual information [36–39]. One popular method in solving the privacy issue is releasing the statistics of the mobility datasets instead of the individual trajectories. For example, the French iXproject [6] only reports the density of each region in the area, which could conceal the individual information. However, the recently proposed attack method in [2] shows that such aggregation method is not safe, and they propose an approach that could recover the individual trajectories from such aggregation by exploiting the uniqueness and regularity of human mobility.

Encrypting or encoding the mobility datasets before releasing is another research direction to protect the datasets. In [1], the authors add Laplacian noise to the data, which achieves 𝜖-differential privacy. There also have been many researches following other principles [40]: position dummies [41], rumor spreading [42], data aggregation [43], spatial obfuscation [44], coordinate transformation [45], and position sharing [46]. Approaches following these principles could provide privacy protection, but the trade-off between the privacy-preservation ability and the utility loss is another main focus for them.

6. Conclusions

This paper investigates the density distribution privacy-preservation on mobility data. We design a deep learning framework based on GANs. To the best of our knowledge, this is the piece of paper employing GANs on data privacy-preservation. We train the generator and discriminator in GANs by random data and the original data and publish the data generated by the generator. Adversaries cannot easily recover the users' trajectories from the published density distribution. We conduct plenty of experiments on the real world datasets. It is demonstrated that our method performs better than the compared approaches on data utility and privacy-preservation.

Data Availability

The San Francisco Cabs data have been deposited in the CRAWDAD dataset and can be downloaded from https://crawdad.org/epfl/mobility/20090224 (2009). The MoMo mobile application data are from previously reported studies and datasets. The prior study has been cited at relevant places within the text as [10].
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