Molecular and anatomical signatures of sleep deprivation in the mouse brain
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Sleep deprivation (SD) leads to a suite of cognitive and behavioral impairments, and yet the molecular consequences of SD in the brain are poorly understood. Using a systematic immediate-early gene (IEG) mapping to detect neuronal activation, the consequences of SD were mapped primarily to forebrain regions. SD was found to both induce and suppress IEG expression (and thus neuronal activity) in subregions of neocortex, striatum, and other brain regions. Laser microdissection and cDNA microarrays were used to identify the molecular consequences of SD in seven brain regions. In situ hybridization (ISH) for 222 genes selected from the microarray data and other sources confirmed that robust molecular changes were largely restricted to the forebrain. Analysis of the ISH data for 222 genes (publicly accessible at http://sleep.aleninstitute.org) provided a molecular and anatomical signature of the effects of SD on the brain. The suprachiasmatic nucleus (SCN) and the neocortex exhibited differential regulation of the same genes, such that in the SCN genes exhibited time-of-day effects while in the neocortex, genes exhibited only SD and waking (W) effects. In the neocortex, SD activated gene expression in areal-, layer-, and cell type-specific manner. In the forebrain, SD preferentially activated excitatory neurons, as demonstrated by double-labeling, except for striatum which consists primarily of inhibitory neurons. These data provide a characterization of the anatomical and cell type-specific signatures of SD on neuronal activity and gene expression that may account for the associated cognitive and behavioral effects.
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INTRODUCTION

Sleep is necessary for normal neural function, including synaptic plasticity and homeostatic synaptic downscaling (reviewed in Tononi and Cirelli, 2006; Vyazovskiy et al., 2008). Sleep deprivation (SD) affects cognition, attention, memory, and emotional behaviors controlled by higher brain regions such as the neocortex, hippocampus, and amygdala (Yoo et al., 2007). There is evidence that specific anatomic areas are differentially activated by SD. Imaging studies have shown differential enhancement or suppression of neural activity in specific cortical areas occurs during sleeping, waking, and SD (Nozfinger, 2005; Chee and Chuah, 2008). Specific anatomic areas also control the regulation of sleep. The electrical activity of the cerebral cortex, as measured by the electroencephalogram (EEG), provides the primary electrophysiological characteristics that are used to define different stages of sleep as well as to distinguish sleep from wakefulness. EEG activity is the product of intrinsic electrical rhythms generated within the cortex and a dynamic interplay between the thalamus and the cortex (Steriade, 2006). In contrast, the transitions between, and duration of, different sleep and behavioral states are regulated by subcortical waking- and sleep-active brain regions. These structures include the hypocretin-containing (Hcrt) neurons in the tuberal hypothalamus, histaminergic tuberomammillary nuclei (TMN), noradrenergic locus coeruleus (LC), serotonergic raphe nuclei, cholinergic basal forebrain (BF), and GABAergic ventrolateral preoptic nucleus (Saper et al., 2005), as well as the circadian pacemaker in the suprachiasmatic nucleus (SCN).

Immediate-early gene (IEG)-based “activity-mapping” has been used by several laboratories to identify neuronal activation under different states of sleep and wakefulness (Sherin et al., 1996; Cirelli and Tononi, 2000b; Terao et al., 2003a; Modirrousta et al., 2005; Gerashchenko et al., 2008), a technique which has helped identify regions important in sleep, such as the ventrolateral preoptic nucleus (Sherin et al., 1996). More recently, investigators have applied microarray-based profiling methods to brain regions such as the cerebral cortex, cerebellum and hypothalamus to determine gene expression changes associated with spontaneous sleep and wake, SD, and recovery sleep (RS) after SD (Cirelli and Tononi, 1998, 2000a; Cirelli et al., 2004; Cirelli, 2006; Terao et al., 2006; Mackiewicz et al., 2007). Such transcriptomic approaches have estimated that 5–10% of cortical transcripts and 10% of total transcripts are regulated in response to time-of-day or sleep/wake state (Panda et al., 2002; Cirelli et al., 2004). These studies have generally concluded that the major effect of SD is upregulation of gene expression, and IEG expression is increased overall in cortex. There are two major limitations of these studies. First is the use of gross anatomical regions (e.g., whole cerebral cortex) consisting of numerous heterogenous cell types and regions which may both...
reduce the detection of region- or cell type-specific gene expression as well as provide an overarching conclusion about the cortex based upon only the most prevalent changes. Second is the lack of precise validation to examine the cellular specificity of the gene expression changes. Two more recent studies have further examined the dynamics of the transcriptome in response to sleep and wake in discrete brain nuclei, and these studies have concluded that there are many regionally specific genes responding to sleep/wake state that may go undetected in studies of gross brain regions (Conti et al., 2007; Winrow et al., 2009).

The identification of the genes and anatomical regions activated during sleep and responsive to SD could be important to defining the function of sleep in biochemical and molecular terms, as well as in understanding the mechanisms underlying sleep homeostasis. The goals of the current study were threefold: (1) to map brain regions activated by sleeping, waking, and SD using IEG expression, (2) to profile the molecular changes occurring in these brain regions, and (3) to characterize the responses of these genes to behavioral conditions with cellular resolution. To achieve these goals, we combined genome-wide microarray analysis with high-throughput in situ hybridization (ISH) (Lein et al., 2007). These data provide a comprehensive neuroanatomical, cellular, and molecular map of gene induction across behavioral conditions including sleeping, waking, and SD.

MATERIALS AND METHODS

EXPERIMENTAL ANIMALS, ELECTROENCEPHALOGRAPHIC/ ELECTROMYOGRAPHIC STATE DETERMINATION, SLEEP DEPRIVATION

All procedures involving animals adhered to the NIH Guide for the Care and Use of Laboratory Animals and were approved by the Animal Care and Use Committee at SRI International. Six-week-old male C57BL/6J mice (Jackson Labs West, Sacramento, CA, USA) were entrained to a 12 h light/12 h dark cycle (LD 12:12) with food and water ad libitum for at least 3 weeks before use (9–11 weeks). Animals were assigned to five treatment groups (n = 74 per group): 6 h SD, 4 h RS after 6 h SD, time-matched controls for SD and RS groups (SDC and RSC, respectively), or 6 h into the dark phase of the LD cycle, representative of a predominantly waking condition (W). SD commenced at the beginning of the light period [Zeitgeber time (ZT) 0–6]. Mice were kept awake by a combination of cage tapping, introduction of foreign objects (e.g., balled paper towels), cage rotation, and stroking of vibrissae and fur with an artist’s paintbrush (Térao et al., 2003b). “Gentle handling” procedures have been used extensively to induce SD (Borbely et al., 1984; Tobler and Jaggi, 1987; Deboer et al., 1994; Huber et al., 2000; Wisor et al., 2008). Mice were euthanized by cervical dislocation and decapitated at ZT6 (SD and SDC groups), ZT10 (RS and RSC groups), or ZT18 (W group). The W group mice were euthanized in darkness and the eyes enucleated in dim red light prior to dissection in white light. The brains were frozen in Tissue-Tek OCT mounting medium (Sakura Finetek, Torrance, CA, USA).

Of 370 mice used (74 per group), the first 50 mice (10 per group) were subjected to EEG/EMG assessment of sleep states for electrophysiological validation of SD protocols described previously (Térao et al., 2000, 2003b; Wisor et al., 2008). Time-of-day (SDC and RSC) control mice spent the majority of time asleep (63.4% and 62.8%, respectively) during the first 6 h of the light phase. In contrast, SD and RS groups spent 1.0% and 3.5% of time asleep during this interval as a consequence of SD, resulting in a 98.4% sleep loss in the SD group and 94.5% in the RS group. The W group spent 17.2% of time asleep during the 6 h preceding termination of recording, corresponding to the first 6 h of the dark phase (when C57BL/6 mice are most active), and thus time spent asleep was 72.8% lower in this group sacrificed at ZT18 than in the SDC group sacrificed at ZT6.

HIGH-THROUGHPUT IN SITU HYBRIDIZATION

Non-isotopic colorimetric ISH was performed as described previously (Lein et al., 2007). Entrez gene IDs, probe sequences and sources are provided in Table S1 in Supplementary Material. Riboprobes were hybridized to 25 μm thick post-fixed sections sampled uniformly across a brain hemisphere, such that each gene was analyzed at 200 μm sampling density in the sagittal plane. Double fluorescent ISH was performed with the variation of this protocol, as described previously (Thompson et al., 2008). Riboprobes were labeled during in vitro transcription with either digoxigenin-UTP (DIG) or dinitrophenyl-11-UTP (DNP; Perkin Elmer, Waltham, MA, USA). DIG and DNP probes were hybridized simultaneously, with separate probe-specific tyramide amplification steps using either anti-DIG-HRP with tyramide-biotin or anti-DNP-HRP with tyramide-DNP. Visualization was achieved through labeling with either streptavidin-Alexa-Fluor 488 or anti-DNP-Alexa-Fluor 555 (Invitrogen/Molecular Probes, Carlsbad, CA, USA). Colorimetric and fluorescent ISH slides were scanned using an automated microscopy platform (Lein et al., 2007).

LASER MICRODISSECTION AND RNA ISOLATION

Frozen brains were cryosectioned at 10 μm onto PEN-foil slides (Leica Microsystems, Inc., Bannockburn, IL, USA). After drying for 30 min at room temperature, slides were used immediately or frozen at −80°C. Slides were lightly Nissl stained to allow cytoarchitectural visualization. Slides were fixed in ice cold 70% ethanol for 30 s, washed 15 s in nuclease-free water, stained in 0.7% cresyl violet in 0.05% NaOAc, pH 3.1 (Harleco) for 2 min, nuclease-free water for 15 s, followed by 15–20 s each in 50%, 75%, and 95% ethanol, and finally twice in 100% ethanol for 20–25 s. Slides were air-dried for 2 min, and dessicated in a vacuum for 1 h. Laser microdissection was performed on a Leica LMD6000 (Leica Microsystems, Inc., Bannockburn, IL, USA), using the Nissl stain as a guide to identify target brain regions. Tissue was collected for orbital cortex (ORB), SCN, hypocretin neurons (Hcrt), TMN, posteromedial cortical amygdala (PMCo), entorhinal cortex (ENT), and LC. Collection of the Hcrt area/tuberal hypothalamus was further guided by labeling for preprohypocretin mRNA using ISH on adjacent tissue sections. Microdissected tissue was collected directly into RLT buffer with β-mercaptoethanol from the RNeasy kit (Qiagen Inc., Valencia, CA, USA). Samples were volume-adjusted, vortexed, centrifuged, and frozen. RNA was isolated independently for each animal and brain region following the manufacturer’s directions.

RNA AMPLIFICATION AND MICROARRAY HYBRIDIZATIONS

All procedures beginning with RNA amplification through microarray processing were performed by GenUS Biosystems, Inc. (Northbrook, IL, USA). RNA integrity and concentration were...
evaluated with Agilent RNA6000 Pico Lab Chip on the Bioanalyzer (Agilent Technologies, Palo Alto, CA, USA). For each sample, 5 ng of total RNA was amplified using MessageAmp II (Applied Biosystems, Foster City, CA, USA). For the majority of samples, RNA was amplified from an individual biological replicate, and each amplification product was applied to one array. However, due to consistently low yields of total RNA isolated from the TMN brain region, three TMN RNA amplifications and microarrays were generated from the pooling of two individual biological replicates each (one SD, one SDC, and one W microarray); however, an individual RNA sample was never used for more than one array. Following the second round of reverse transcription, second-strand cDNA synthesis, and purification of double-stranded cDNA, in vitro transcription was performed using T7 RNA polymerase in the presence of Biotin-11-UTP. The concentration and purity of the amplified cRNA was measured by OD 260/280 and the quality was assessed using an Agilent RNA6000 Nano Lab Chip on the Bioanalyzer (Agilent Technologies, Santa Clara, CA, USA). Purified cRNA (10 μg) was fragmented to uniform size (∼0.1 kb) and applied to CodeLink Mouse Whole Genome Bioarrays (formerly supplied by GE Healthcare, Piscataway, NJ; now supplied by Applied Microarrays, Inc, Tempe, AZ, USA) in hybridization buffer. CodeLink Mouse Whole Genome arrays are comprised of 36,000 30-mer probes designed to conserved exons across the transcripts of targeted genes. Arrays were hybridized (37°C for 18 h) in a shaking incubator, washed in 0.75X Tris-buffered saline (pH 7.6) at 46°C for 1 h, and stained with Cy5-Streptavidin dye conjugate for 30 min. Rinsed and dried arrays were scanned with a GenePix™ 4000B scanner (Molecular Devices, (formerly Axon Instruments), Sunnyvale, CA) at 5 μm resolution. Codelink Expression Analysis software (Applied Microarrays, Inc, Tempe, AZ, USA) was used for gridding and feature intensity extraction from the scanned array images.

**MICROARRAY ANALYSIS**

The preprocessing of the microarray data set was done using Rosetta Resolver (Rosetta Biosoftware, Seattle, WA, USA) where its error model (Weng et al., 2006) is applied as part of the Amersham/CodeLink-Intensity Experiment Builder pipeline. The preprocessed intensity data were exported to R (www.r-project.org) to undo batch bias by COMBAT normalization (Johnson et al., 2007) and to do the following analyses using Bioconductor library functions (Gentleman et al., 2004). Genes differentially expressed across the five groups in each of the seven brain regions were identified by ANOVA analysis with p < 0.05 and the empirical estimated FDR = 4.83 ± 2.5% which is estimated by 100 random permutations of group assignments (Xie et al., 2005). For each of these identified genes, the normalized expression values of four replicate samples were averaged, z-transformed, and arranged to form a trend vector, a 5-tuple of expression values at the treatment groups, SD, SDC, RS, RSC, and W. An hierarchical clustering was applied with (1-Pearson correlation) as its distance metric to detect trends in each brain region, and to detect common trends across the seven brain regions. All microarray data are available at GEO (accession no. GSE23628).

**IMAGE REGISTRATION AND AUTOMATED QUANTIFICATION**

For a given gene and condition, a set of 20 ISH images spanning a sagittal hemisphere with 200 μm sampling density comprised an “image series.” Each image series was quantified and registered in 3D to a common anatomical reference framework (Lein et al., 2007), such that individual reference atlas regions were assigned values for the metric expression energy. For each tissue section, an adaptive threshold algorithm (Ng et al., 2007) classified individual pixels as belonging to expressing cells. Expression energy is the average product of the classification mask with ISH intensity computed over each atlas region (Ng et al., 2009).

**DIFFERENCE GRID HEAT MAP GENERATION**

Following image registration and automated quantification, a 3D representation of ISH expression energy was generated for a given image series with a (200 μm)³ voxel size. In order to calculate spatial differences in expression for a given gene across two different experimental conditions for three replicate sets, the 3D expression file for each image series was first normalized to the mean expression energy of its experimental set (set of image series for all five conditions assayed on the same day) and averaged across three biological replicates for a given gene and condition. Pairwise computations were then performed to create the difference heat maps. The “difference grids” were computed by subtracting the average expression energy between one experimental condition (e.g., SD) and its relevant comparison condition (e.g., SDC) for a given gene, and were viewable in a 2D format. 3D difference grids were calculated from a fold difference between two conditions.

**MANUALLY-ASSISTED OPTICAL DENSITOMETRY**

In situ hybridization and Nissl images from the same brain were first aligned as a stack. An area of interest (AOI) was drawn on an adjacent Nissl-stained section using ImagePro v. 6.0 (MediaCybernetics, Bethesda, MD, USA). The AOI was then transferred to an adjacent aligned ISH image, and adjusted as necessary. Subsequently, expressing cells (expression objects) were segmented and optical density was computed for each AOI, using custom algorithm software based upon quantification performed for the Allen Brain Atlas (Ng et al., 2007). Expression objects were detected within each AOI (a) and the integrated object optical density (IOD) was calculated as IOD(a) = ΣOD(p), such that the optical density of individual expression object pixels (p) are summed over the AOI (a). IOD measurements were tallied for each AOI, summed over different sections containing the same brain region, and normalized to total AOI area.

**RESULTS**

IEG MAPPING IDENTIFIED NUMEROUS BRAIN REGIONS DIFFERENTIALLY AFFECTED BY BEHAVIORAL STATE

In order to identify brain regions specifically activated by SD and RS, IEG expression was analyzed using a standardized high-throughput ISH platform (Lein et al., 2007). IEG expression provides a cellular resolution “readout” of recent neuronal activity (Sagar et al., 1988; Morgan and Curran, 1991). Altogether, nine IEGs were analyzed by colorimetric and/or fluorescent ISH over the five experimental conditions with three replicates each (Arc, Egr1, Egr2, Egr3, Fos, Fosb, Nr4a1, Nr4a3); all colorimetric data are available at http://sleep.alleninstitute.org). These IEG were selected because there were multiple reports that each gene changed in response to SD (Table S2 in Supplementary Material).
Arc and Nr4a1 were particularly robust examples of condition-specific expression patterns, shown in Figure 1. Arc mRNA expression was highest in SD in the neocortex, hippocampus, piriform cortex and amygdala (Figure 1A). Mice allowed to sleep for 4 h following SD (RS mice) showed a similar pattern to SD, although with reduced signal intensity, suggesting a “recovery” from the sleep-deprived state. Sleeping controls (SDC, RSC) showed dramatically lower Arc expression overall. Finally, W showed robust IEG induction relative to sleeping controls, although the W pattern was quite different from SD.

Strikingly, in the neocortex and caudate putamen, SD had the effect of both inducing and repressing IEG expression in distinct complementary anatomic subcompartments as compared to SDC, with virtually no part of these brain regions remaining static (Figure 1B). Arc and Nr4a1 expression was elevated in SD in primary visual cortex and, to a lesser extent, in the neighboring caudal somatosensory cortex, agranular insular cortex and orbitofrontal cortex (not shown). Conversely, Arc and Nr4a1 in SDC mice were typically highest in motor and rostral somatosensory cortices. Similarly, IEG induction was seen selectively in the caudal dorsolateral caudate putamen of SD mice, while the converse pattern (highest in rostral and ventral caudate putamen) was present in SDC mice. Arc and Nr4a1 showed highly similar patterns, at both an anatomical and cellular level, as shown by extensive co-labeling using double fluorescent ISH (yellow cells in Figure 1B).

In order to perform quantification and statistical analyses of the ISH image data, colorimetric ISH data for each gene were algorithmically quantified and mapped onto a common 3D anatomical coordinate framework using methods developed as part of the Allen Brain Atlas project (Lein et al., 2007). This methodology enabled automated quantification of gene expression in each ISH experiment for several hundred brain regions, as delineated in the Allen Reference Atlas (Dong, 2008), and is demonstrated in Figure 2 using Arc as an example. Signal detection algorithms were used to detect expressing cells (represented as an “expression mask” in Figures 2C,F) and register expression information to the Allen Reference Atlas (Dong, 2008), shown in Figures 2D,G as a projection of the reference atlas volume back on to the tissue sections. These algorithms allowed statistical analysis of expression summarized by classically annotated brain structures, or analyzed in a grid volume with (200 μm)³ voxels overlaid on the 3D reference atlas volume. Using the grid volume, differential gene expression could be computed at a voxel level between pairs of conditions (e.g., SD versus SDC), with presentation of the results in both 2D and 3D formats. Briefly, triplicate data for each gene within a behavioral condition were averaged at the voxel level in 3D and used to generate a smoothed “difference grid” representing subtractive or fold change comparisons between conditions. As shown in Figures 2H–L, averaged Arc expression in SD and SDC mice was used to calculate an SD/SDC ratio in 3D coordinate space (Figure 2J). Difference grids could also be calculated as a subtraction (SD-SDC) and projected in 2D (Figure 2L). For example, the SD-induced Arc expression pattern illustrated in Figure 1, with induction in specific neocortical areas, caudate putamen and piriform cortex, is clearly visible on a smoothed 2D projection of the 3D difference grid (Figure 2L).

Overall, different IEGs had highly concordant condition-specific expression patterns. For example, Arc, Egr1, and Nr4a1 (Figure 2M) as well as Fos, Egr3, and Fosd2 (not shown), showed robust induction...
in visual and caudal somatosensory cortex, piriform cortex, cortical amygdala, and dorsolateral portions of the caudate putamen in SD mice (Figure 2M). The effect of SD is particularly robust, and is evident in both the SD-SDC and SD-W comparisons. W-SDC showed consistent induction of IEG mRNAs across many forebrain regions. Gene-specific patterns were also observed, including elevated *Fos* and *Nr4a1* expression in the cerebellum (Figure 2M) and Arc in the pons following SD, as well as decreased *Fos* expression in part of the ventral posteromedial nucleus of the thalamus (VPM) following SD (Figure 3). Lastly, the algorithmic quantification enabled a complete characterization of gene expression across annotated anatomic regions, shown in Figure 2N as a heat map for the gene Arc, which plots the expression level of Arc across 209 brain regions (y-axis, with the key to structure colors in Figure 2O) for each of the five conditions. The highest expression level (yellow on heatmap) demonstrates that SD induced widespread expression of Arc across much of the forebrain and was most prominent in cortical, hippocampal and olfactory (green), and striatal (blue) regions (Figure 2N).

**MOLECULAR SIGNATURES OF SLEEP/WAKE AND SLEEP DEPRIVATION IDENTIFIED BY GENETIC PROFILING**

To identify additional genes regulated by behavioral state or time-of-day, DNA microarrays were used to profile seven brain regions. IEG mapping was used to select three subregions of the neocortex, amygdala and hippocampus, structures linked to known patterns by SD for these IEGs in specific anatomical structures including the neocortex, caudate putamen and piriform cortex visible at this resolution (arrows). SD leads to dramatic quantitative changes relative to SDC (left panel) and waking (right panel), while less robust differences are seen between W and SDC and between RS and RSC (middle panels). (N) Hierarchical clustering of Arc quantification across 209 brain regions over five behavioral conditions. Individual rows represent specific anatomical regions, color-coded by their position in the hierarchical structural ontology of the Allen Reference Atlas (right panel). The heatmap is colored by relative expression, based upon the metric expression energy (see Materials and Methods), with white/yellow representing high expression and black representing low expression, as denoted in the color key at the bottom. (O) Color key for anatomical regions as shown in (N).

**FIGURE 2 | Automated quantification and mapping of iSH data.** (A–L) Quantification and registration of ISH data to an anatomical coordinate framework allowing statistical analysis of differential image-based gene expression across conditions, illustrated for Arc expression in SD (B–D) and SDC (E–G). Primary ISH data (B,E) is algorithmically segmented to create a quantified expression mask (C,F), and registered in 3D to a common anatomical coordinate framework based on an annotated reference atlas (A,D,G). ISH data are quantified in voxels of $100 \mu m^3$, which can be visualized in 3D (H,I) and used to compute differential expression between conditions at this resolution (J,K). This 3D “difference grid” can be projected in 2D (superimposed on a Nissl section in L) and used to analyze differential expression at the level of brain region or voxel. (M) Difference grids of Arc, Egr3, and Nr4a1 show similar activation patterns by SD for these IEGs in specific anatomical structures including the neocortex, caudate putamen and piriform cortex visible at this resolution (arrows). SD leads to dramatic quantitative changes relative to SDC (left panel) and waking (right panel), while less robust differences are seen between W and SDC and between RS and RSC (middle panels). (N) Hierarchical clustering of Arc quantification across 209 brain regions over five behavioral conditions. Individual rows represent specific anatomical regions, color-coded by their position in the hierarchical structural ontology of the Allen Reference Atlas (right panel). The heatmap is colored by relative expression, based upon the metric expression energy (see Materials and Methods), with white/yellow representing high expression and black representing low expression, as denoted in the color key at the bottom. (O) Color key for anatomical regions as shown in (N).
Signatures of sleep deprivation of behavioral states and circadian rhythms were also analyzed in parallel: the LC, TMN, tuberal hypothalamus (location of the Hcrt neurons) and SCN (Figure 4D). High quality RNA was isolated from four biological replicates for each brain region and condition, and a small sample RNA amplification technique was used for DNA microarray analyses on the GE Codelink platform.

After normalization of the microarray data, differentially expressed genes were identified for each brain region (one-way ANOVA, \( p < 0.05 \)). In order to visualize the dynamics of these genes across the five experimental conditions, microarray expression values were plotted as “trends.” The averaged replicate microarray values of each gene were z-transformed to create an individual gene trend across the five conditions, and then the genes for each brain region were clustered into 25 distinct trend clusters. To identify similar expression dynamics occurring across different brain regions, the trend clusters from all brain regions were then hierarchically clustered. Figures 5A–I shows nine of the trend types (rows) observed across the seven brain regions (columns), where each trend is plotted as five points corresponding to SD, SDC, RS, RSC, and W, respectively.

Two trends could be generally characterized as “wake-associated” or possibly activity-associated, with upregulation of gene expression in SD and W, either with or without a “recovery” during RS (Figures 5A, B). Numerous IEG, markers of neuronal
activity, exhibited wake-associated expression in the microarray data (Arc, Egr2, Homer1, Nr4a1). Consistent with previous reports (Cirelli et al., 2004; Mackiewicz et al., 2007), gene ontology (GO) analysis of these trends identifies “response to stress” (Figure 5A ORB and PMCo trends and Figure 5B MENT trend; Table S3 in Supplementary Material), “response to unfolded protein,” and “inflammatory response” (Figure 5A) as enriched functional categories. These trends are exemplified by Calmn1a, also known as p21WAF1/CIP1, a cell cycle gene regulated in response to DNA damage that has also been shown to be a circadian clock-controlled gene in some tissues (Grechez-Cassiau et al., 2008). Many genes from this trend type were later validated by ISH. Two other trends could be characterized as “sleep-associated” (Figures 5C, D), with or without a recovery during RS. GO analysis suggested that genes involved in vasculogenesis and epigenetic regulation of gene expression were enriched in sleep-associated gene clusters. Genes involved in the “regulation of transcription” were enriched in both wake- and sleep-associated trends (Figures 5A, D).

The trends shown in Figures 5E, F are likely driven by time-of-day or light-dark cycle, with the defining feature being either an up- (Figure 5F) or down- (Figure 5E) regulation during ZT18/W (dark phase). The SCN trend illustrated in Figure 5E includes genes associated with the GO term “rhythmic process” ($p = 0.016$), appropriate for a time-of-day trend occurring in the master circadian clock, and includes the well-known clock gene Per2. Two other GO terms were associated with both time-of-day and sleep/wake regulation. Ubiquitin-mediated proteolysis is important for tightly regulating the levels of some of the key circadian clock proteins (such as Per2). Genes involved in the “ubiquitin cycle” were down-regulated in the SCN in wake, consistent with a previous report that these genes exhibit circadian oscillation in the SCN (Panda et al., 2002). However, these genes also exhibited wake-associated expression in the SCN and Hcrt (Figures 5A, D, Figures 5B, D). Similarly, “chromatin modification” has previously only been implicated in the control of circadian transcription (Etchegaray et al., 2003), but in the present study, genes associated with chromatin modification were affected by both time-of-day in the SCN (Figure 5F) as well as sleep/wake in the Hcrt and TMN, respectively (Figures 5A, D).

Only 48 of 175 trends are shown in Figure 5. The majority of the remaining trends show patterns of gene expression that reflect the combined influence of time-of-day, sleep/wake, SD, and RS-specific patterns. The last three trend types demonstrate some of the diversity of expression patterns. In Figures 5G, H, the only feature in common is upregulation in SD that is distinct from expression in W, while the trends in Figure 5I all exhibit downregulation of expression in SD. Genes differentially expressed between SD and
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t-test (SD versus SDC) p-values and fold change are provided for ISH candidates in Table S4 in Supplementary Material. The full ISH data set is available at http://sleep.alleninstitute.org. The screen was used to select 53 genes (including IEGs) showing the most robust qualitative changes across behavioral conditions, and these genes were processed on an additional two sets of animals to obtain triplicate data. Generally, the effects of SD elicited the most robust changes in gene expression, and thus the triplicate dataset heavily represents activation by SD. These dynamic genes included the following gene ontologies: circadian rhythm and rhythmic process (Per1, Dbp, Prok2, Prokr, Egr2, Ccrn4l), response to stress (Vwf, Prok2, Scg2, Cdh1, Bdnf, Cdkn1a, Cfp, Hspb1, Sgk), and regulation of apoptosis and progression through cell cycle (Prok2, Sg2, Pdia3, Bdnf, Cdkn1a, Ndr4a1, Fosb, Snflk, Junb, Fos).

Anatomical signatures of sleep deprivation using high-throughput in situ hybridization

In order to place the molecular characterization of SD into a cellular/anatomical context, high-throughput colorimetric ISH was used to screen 222 candidate genes (including the IEGs described above; gene list and primers in Table S1 in Supplementary Material) chosen to provide a broad survey of state-, condition-, and region-specific gene expression. Candidate selection was based on a combination of previously published studies documenting dynamic gene regulation across behavioral states or in response to SD (Table S2 in Supplementary Material) as well as the microarray experiments in the present study. ANOVA (across five conditions) p-values and t-test (SD versus SDC) p-values and fold change are provided for ISH candidates in Table S4 in Supplementary Material. The full ISH data set is available at http://sleep.alleninstitute.org. The screen was used to select 53 genes (including IEGs) showing the most robust qualitative changes across behavioral conditions, and these genes were processed on an additional two sets of animals to obtain triplicate data. Generally, the effects of SD elicited the most robust changes in gene expression, and thus the triplicate dataset heavily represents activation by SD. These dynamic genes included the following gene ontologies: circadian rhythm and rhythmic process (Per1, Dbp, Prok2, Prokr, Egr2, Ccrn4l), response to stress (Vwf, Prok2, Scg2, Cdh1, Bdnf, Cdkn1a, Cfp, Hspb1, Sgk), and regulation of apoptosis and progression through cell cycle (Prok2, Sg2, Pdia3, Bdnf, Cdkn1a, Ndr4a1, Fosb, Snflk, Junb, Fos).

A brain-wide (Figure 6) and gene-specific (Figure 7) signature of the effects of SD on gene expression was generated using an algorithmic process. The set of 53 genes with triplicate ISH data were mapped to the reference atlas framework (Figure 2). The
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the associated brain regions for two functional pathways (learning and memory and emotional behaviors), including additional brain regions not part of the original 209 structures assessed in the algorithmic quantification pipeline (Figures 6B,C).

Most of the brain regions involved in learning and memory exhibited gene activation in SD, with some genes also being activated in either RS or W (but not both; Figure 6B). Interestingly, the three genes which exhibited activation in SD and RS but not W included two genes from the “response to stress” GO category (Sgk, Scg2), suggesting that SD specifically (but not W) may function as a stressor that induces gene expression which does not completely recover following 4 h of RS. Genes activated in SD and W, and thus presumably associated with wakefulness and consequently neuronal activity, include two IEGs, Homer1, and Junb, which are commonly interpreted as markers of neuronal activity. While most of the brain regions in learning and memory behaved similarly, the dentate gyrus showed the greatest deviation from the group, exhibiting less SD- or W-induced gene expression.

The neuroanatomical distribution of changes in gene expression could indicate the associated behavioral functions affected by SD. Therefore, the brain regions shown in Figure 6A were manually annotated for their involvement in different functional pathways (Figure 6A, bottom). SD-affected gene expression in many brain regions involved in sensory pathways (visual, auditory, and somatosensory), as previously observed with IEG mapping. Brain regions associated with reward and addiction as well as learning and memory also exhibited numerous SD-associated changes. To further determine how these genes and brain regions were responding across all five behavioral conditions, we plotted gene expression for the associated brain regions for two functional pathways (learning and memory and emotional behaviors), including additional brain regions not part of the original 209 structures assessed in the algorithmic quantification pipeline (Figures 6B,C).

Most of the brain regions involved in learning and memory exhibited gene activation in SD, with some genes also being activated in either RS or W (but not both; Figure 6B). Interestingly, the three genes which exhibited activation in SD and RS but not W included two genes from the “response to stress” GO category (Sgk, Scg2), suggesting that SD specifically (but not W) may function as a stressor that induces gene expression which does not completely recover following 4 h of RS. Genes activated in SD and W, and thus presumably associated with wakefulness and consequently neuronal activity, include two IEGs, Homer1, and Junb, which are commonly interpreted as markers of neuronal activity. While most of the brain regions in learning and memory behaved similarly, the dentate gyrus showed the greatest deviation from the group, exhibiting less SD- or W-induced gene expression.

Thirteen brain regions associated with emotional behaviors, including amygdalar regions and bed nucleus of stria terminalis, were also assessed for changes in gene expression (Figure 6C). Most of the genes shown in Figure 6C exhibit broad activation by SD.
Thompson et al. Signatures of sleep deprivation

Structures affected/gene. Genes that were significantly affected by SD in at least 20 brain regions were heavily selective for nuclear (green bars) and extracellular or secreted (orange bars) genes such as Bdnf or Scg2, suggesting that SD or its associated wakefulness resulted in changes in transcriptional regulatory events and/or cell-cell signaling. Correspondingly, GO terms for “transcription factor activity” (Figure 7B) were well-represented in the set of 53 genes. The genes exhibiting the broadest range of changes across the brain also tended to belong to related gene ontology categories cell death, stress response, and MAPK signaling. Serum/glucocorticoid-regulated kinase 1 (Sgk1) exhibited the broadest response to SD, with significant differential expression across nearly twice as many reference atlas structures as the most responsive IEGs. The expression heatmap for Sgk1 (Figure 7C) showed a generalized upregulation by both SD and by time-of-day (RS, RSC). Examination of the expression patterns of two well-known oligodendrocyte markers, Mobp and Cnp1, Dg, dentate gyrus, CA1, CA3, hippocampal subfields. Scale bars: (D): 1 mm; (E,F); 500 μm.

Overall, there was a significant effect of SD on 50 of the 53 genes analyzed by ISH (Figure 7A). Some genes exhibited SD-associated changes in gene expression in very restricted brain regions (minimum of one brain region) and ranged to SD-associated changes in gene expression broadly across the brain (up to 115 brain structures for Sgk1). Within this 50 gene set, the median was 11 brain structures affected/gene. Genes that were significantly affected by SD in at least 20 brain regions were heavily selective for nuclear (green bars) and extracellular or secreted (orange bars) genes such as Bdnf or Scg2, suggesting that SD or its associated wakefulness resulted in changes in transcriptional regulatory events and/or cell-cell signaling. Correspondingly, GO terms for “transcription factor activity” (Figure 7B) were well-represented in the set of 53 genes. The genes exhibiting the broadest range of changes across the brain also tended to belong to related gene ontology categories cell death, stress response, and MAPK signaling. Serum/glucocorticoid-regulated kinase 1 (Sgk1) exhibited the broadest response to SD, with significant differential expression across nearly twice as many reference atlas structures as the most responsive IEGs. The expression heatmap for Sgk1 (Figure 7C) showed a generalized upregulation by both SD and by time-of-day (RS, RSC). Examination of the

FIGURE 7 | Signatures of sleep deprivation by gene. (A) The histogram shows the number of the 209 brain regions examined that showed statistically different expression in SD versus SDC (ANOVA p < 0.05) for the same ISH data set used in Figure 6. (B) Annotation of genes for selected molecular function, biological process, or KEGG pathway terms. (C) Automated quantification across all five conditions showed that Sgk1, the gene showing the broadest anatomical response to SD in (A), exhibited widespread upregulation by both SD and by time-of-day (RS, RSC). (D,F) ISH data for Sgk1 across five behavioral conditions on a whole sagittal brain section (D) and in the hippocampus at high magnification (F). Sgk1 is upregulated selectively in oligodendrocyte-rich white matter tracts including the external capsule (ec, arrowhead) and fimbria (fi, arrow), delineated in a plane-matched Nissl-stained section (E). (G) Sgk1 expression in SDC strongly resembles the expression patterns of two well-known oligodendrocyte markers, Mobp and Cnp1, DG, dentate gyrus, CA1, CA3, hippocampal subfields. Scale bars: (D): 1 mm; (E,F); 500 μm.
primary ISH data explained the anatomical breadth of this gene regulation, in that Sgk1 appeared to be induced in oligodendrocytes across the entire brain (Figures 7D–F), based upon the distribution and density of labeled cells in white matter tracts. Expression in other cell types, including hippocampal CA3 pyramidal cells and the choroid plexus, appeared relatively unchanged across all conditions.

**INDEPENDENT MODES OF GENE REGULATION IN SCN AND NEOCORTEX**

The molecular components of the circadian clock are expressed nearly ubiquitously, with the existence of an autonomous circadian clock in each cell that is then synchronized via various mechanisms to the overall rhythm of the tissue or organism (Antle and Silver, 2005). Thus, while the SCN is considered the site of the master circadian clock that synchronizes the other tissues, circadian rhythms are observed in most other tissues and cell types, although the phase of these rhythms may lag behind the SCN (Yoo et al., 2004). The SCN was a target of analysis by both high-throughput ISH and microarray. Based upon our ISH analysis, differential gene expression in the SCN was overwhelmingly dependent upon time-of-day, and only a single gene, Gfap, was determined to be robustly induced by SD in the SCN as shown by ISH (Figure 8D). A number of genes were identified with differential gene expression in both SCN and ORB but, surprisingly, circadian regulation in the SCN was not predictive of gene regulation in other regions such as the neocortex. For example, in Figure 8, the microarray trends and ISH data of four genes (Snf1lk, Dbp, Rasd1, Nr4a1) are shown for ORB and SCN. Each of these genes were predominantly regulated by time-of-day in the SCN, with either peak expression during the day (Snf1lk, Dbp, Nr4a1) or peak expression at night (Rasd1). In contrast, the expression of Snf1lk, Rasd1, and Nr4a1 was elevated in the ORB during SD in both the microarray data and in the ISH. Furthermore, Dbp displayed an inverse time-of-day rhythm in the ORB compared to SCN, with peak expression in ORB at ZT10 and ZT18 as opposed to the trough expression at ZT18 in the SCN. Dbp expression in the ORB was reduced by SD.

**REGION AND CELL TYPE-SPECIFICITY OF SD-INDUCED GENE EXPRESSION IN NEOCortex AND CAudate PUTAMEN**

The neocortex can be divided into functional areas (visual, somatosensory, motor, agranular insular, and orbitofrontal) as well as into classically described layers easily separated by histological characteristics (layers 1–6). Furthermore, within each of the layers exist numerous cell types including subsets of both inhibitory and excitatory neurons. Colorimetric ISH can be used to detect both areal- and laminar-specificity of gene expression. In the neocortex, mRNA induction by SD was observed in visual cortex, somatosensory cortex, agranular insular cortex and orbitofrontal cortex (Figure 9). Some genes were induced in all of these cortical areas (e.g., Arc, Sgc2, Nptx2, Rgs20, Fos, Rasd1; Figures 9A–E,G), while induction of other genes exhibited areal specificity and were limited to visual and somatosensory cortex (e.g., Bdnf, Ccrn4l; Figures 9F,H), or just to visual cortex (Crh, Figure 9J). Crispld1 showed induction in somatosensory and agranular insular cortex but not visual cortex (Figure 9I). Laminar distribution of SD-induced gene expression in the neocortex also ranged broadly, from widespread induction across all layers (e.g., Arc, Sgc2; Figures 9A,B) to highly layer-specific (layer 2/3 for Rasd1,
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...a very small percentage of Gad1-positive neurons (Figures 10D,E), although the vast majority of Fos-positive neurons co-labeled with the excitatory neuron-specific vesicular glutamate transporter 1 (Slc17a7; Figures 10F,G). Expression of Rasd1 in layer 2/3 partially overlapped with Gad1 (Figures 10L,M), although there was also expression of Rasd1 in SDC (not shown), so it is unclear whether the specific neurons showing SD induction of Rasd1 were inhibitory neurons.

Double-labeling was also used to determine whether genes were induced by SD in the same cell populations. Arc, Nr4a1 and Fos labeled largely overlapping cellular populations, with some single-gene labeled neurons in each comparison in visual and agranular...
The use of ISH to confirm differential gene expression identified from the microarray dataset provided a characterization of these genes across the brain, far more comprehensive than the seven brain regions specifically targeted for microarray. For instance, ISH revealed that the caudate putamen was a frequent site of robust SD-induced gene expression, although this region was not included in the microarray experiments. Robust gene induction by SD was observed across many genes in the caudal dorsolateral caudate putamen and, in several cases (e.g., \textit{Nts}, \textit{Arr3}), the effect of SD was nearly restricted to this region (Figures 11C,E). The numbers of labeled cells in the caudate putamen varied widely from gene to gene (Figures 10N–S). On the other hand, the robust induction of \textit{Ccrn4l} in a sparse population of neurons in layer 2 of somatosensory cortex, which was almost entirely excitatory based on limited co-labeling with \textit{Gad1} (Figure 10T), was entirely a subset of \textit{Nr4a1}-expressing neurons (Figure 10U). \textit{Ccrn4l}-expressing neurons was also entirely a subset of \textit{Nptx2}, another gene displaying robust layer 2 induction (Figure 10V). Although \textit{Nptx2} showed partial overlap with \textit{Fos} in layer 2 (Figure 10W), \textit{Ccrn4l} and \textit{Fos} expression were surprisingly mutually exclusive (Figure 10X), indicating that \textit{Nptx2} induction by SD in layer 2 labeled two separate cell populations.

**Figure 10 | SD-induced transcripts in the neocortex label overlapping populations of excitatory neurons.** (A–C) Double fluorescent ISH for \textit{Arc} (green) and \textit{Gad1} (red) at low magnification (A) and high magnification in agranular insular cortex (B) and visual cortex (C) corresponding to boxed regions in (A), demonstrating lack of co-labeling in the neocortex. (D–S) Cellular colocalization of genes showing cortical gene upregulation following SD with canonical inhibitory (\textit{Gad1}) and excitatory (\textit{Slc17a7}) neuronal markers and with one another in agranular insular cortex (D,F,H,J,L,N,P,R) and primary visual cortex (E,G,I,K,M,O,Q,S). Fos is largely restricted to excitatory neurons (D–Q), neither \textit{Nr4a1} nor \textit{Nptx2} colocalize with \textit{Gad1} (H–K), and \textit{Rasd1} partially overlaps with \textit{Gad1} (L,M). \textit{Arc}, \textit{Nr4a1} and \textit{Fos} label partially overlapping neuronal populations (N–S). (T–X) Gene-specific cellular specificity in layer 2 of somatosensory cortex following SD. \textit{Ccm4l} is expressed in a subset of \textit{Nr4a1} and \textit{Nptx2}-positive excitatory neurons (T–V). Fos partially overlaps with \textit{Nptx2} (W), yet \textit{Ccm4l} and \textit{Fos} label nearly non-overlapping populations (X). Numbers in (B–S) delineate cortical layers. Scale bars: (A), 1 mm; (B–S), 250 μm; (T–X), 100 μm.
Figure 11 | Molecular phenotyping neuronal populations exhibiting SD-induced gene expression in the dorsolateral caudate putamen. (A–E) Fluorescent ISH images showing selective induction of Arc, Nr4a1, Nts, Ccrn4l, and Arr3 in the caudal dorsolateral caudate putamen of SD (upper panels) and SDC (lower panels) groups. Striatal expression of Nts, Ccrn4l, and Arr3 was specific to SD, with no expression in SDC (C–E). Arrows indicate the approximate region showing SD gene upregulation. SD induction of Nts was specific to the caudate putamen, while expression in the amygdala (arrowheads in (C)) was unaffected by SD. (F–J) Cellular colocalization of SD-induced mRNAs using double fluorescent ISH. Upper panels show co-labeling across the entire dorsal caudate putamen, and lower panels show a magnified view corresponding to the boxed areas. Nts extensively colocalizes with Nr4a1 (F) and Ccrn4l (I), but does not overlap with Pdyn (H). Arrows in (F,G,J) indicate cells expressing both respective gene products. Arrowheads in H indicate Nts-expressing neurons that do not co-label with Pdyn. All sections were counterstained with DAPI (blue). Scale bars: (A–E) 1 mm; (F–J) upper panels, 500 μm; lower panels, 50 μm.

gene. For example, Arc and Nr4a1 labeled large numbers of striatal neurons (Figures 11A,B), Nts and Ccrn4l labeled smaller numbers (Figures 11C,D) and Arr3 labeled only a handful of neurons per brain section (Figure 11E). In general, the different SD-induced genes labeled partially overlapping subsets of neurons in SD, with the sparser populations generally labeling subsets of the more broadly expressing genes. For example, Nts is entirely a subset of Nr4a1-positive cells (Figure 11F), while Ccrn4l and Nts labeled partially overlapping cell populations (Figure 11I). To identify the striatal neuron subtypes labeled by SD-induced genes, co-labeling was performed against two neuropeptides which are non-overlapping markers for the two subcategories of medium spiny neurons in the caudate putamen, accounting for 95% of striatal neurons in rodents (Tepper and Bolam, 2004). Proenkephalin 1 (Penk1) is expressed in neurons in the indirect striatopallidal pathway, and prodynorphin (Pdyn) is expressed in neurons in the direct striatovigreal pathway (Kawaguchi, 1997). Expression of Nr4a1 in SD partially overlapped with Pdyn (Figure 11G) and Ccrn4l partially overlapped with Penk1 (Figure 11J), suggesting that these genes are expressed in both subsets of medium spiny neurons. However, Nts expression was completely exclusive of Pdyn expression (Figure 11H), indicating that Nts induction by SD is exclusive of the direct striatonigral pathway, and is mostly likely occurring in neurons of the indirect striatopallidal pathway. Overall, these data show that SD affects gene expression reproducibly across several gross brain regions (e.g., neocortex and caudate putamen), within each of these regions there are complicated cell type-specific responses that likely reflect some combination of differential timecourses of induction and gene-specific induction in specific neuronal subtypes.

Discussion

Mapping the Effects of Sleep Deprivation

Previous studies have documented gene regulation by sleep/wake and SD (Cirelli and Tononi, 1998; Cirelli et al., 2004; Terao et al., 2006; Mackiewicz et al., 2007), visual input (Schoups et al., 1995), and circadian time (Panda et al., 2002). The current study utilized both a genome-scale survey of gene expression for specific brain regions (microarray) and a cellular resolution approach (ISH) that provided anatomic localization of gene activation. The behavioral paradigm was designed to identify gene regulation associated with
arousal state, SD, and RS after SD. Environmental condition is an important driver of gene expression, as some of the gene induction occurred in visual structures in mice awake during the light phase (e.g., SD). In general, gene activation patterns were related to recent sleep history and environmental conditions and largely reflected presumed neuronal activity. Other examples of gene regulation included global time-of-day- and SD-associated induction of Sgk1 in oligodendrocytes, and SD-induced cortical expression of Crispd1 in all cortical regions except visual cortex. The observed changes in gene expression can reflect changes either in the level of transcription or in mRNA stability.

Despite a lengthy history of the investigation of the impact of behavioral paradigms on IEG expression, the present study demonstrates the value of understanding the nuances of the effects of SD on neuronal activity. The highest expression of IEGs and many other genes occurred in SD and W conditions as previously described (Cirelli and Tononi, 2000a; Terao et al., 2003a). Although the similarity between IEG expression in cortex or brain in SD and W has previously been interpreted as a correlate of waking, the cellular resolution ISH data demonstrated that the precise anatomical distributions of IEG mRNAs were distinct between these two conditions, and thus may be reflective of distinct molecular pathways or physiological functions. In addition, while IEGs were generally higher in SD and to a lesser extent in W, specific subcompartments of the neocortex, caudate putamen, and thalamus could be found where IEG expression was higher in sleep as compared to SD or W, indicating that IEG expression was not simply a correlate of waking. Finally, RS mice often showed a pattern similar to SD for many genes and an expression level only slightly lower than SD, suggesting that 4 h post-SD was sufficient to allow a partial recovery from SD to occur. Consistent with these findings, previous reports have shown similar molecular induction profiles in SD and RS conditions (Terao et al., 2003a).

GENES AFFECTED BY BEHAVIORAL STATE

Although most previous studies have interpreted gene regulation by sleep or wakefulness as a binary division of states, or as a longitudinal investigation of the cumulative effects of increasing SD, one study evaluated the effect of 6 h SD by microarray of whole brain mRNA at four different timepoints in the day (Maret et al., 2007), and showed that SD largely disrupted rhythmic expression of genes by time-of-day. In the current study, the responses of genes to SD, RS, and time-of-day have been assessed by microarray as a spectrum of brain region-specific “trends,” identifying trends that appear to be time-of-day-specific, SD-specific, sleep/wake-specific, as well as a mixture of time-of-day, sleep/wake, and SD- or RS-dependent effects on gene expression. Furthermore, by identifying clusters of genes sharing the same trend across experimental conditions (suggesting possible co-regulation), we identified unique GO categories that were associated with the specific trends.

Like other studies that have identified stress response genes and unfolded protein response genes that increase in the cerebral cortex with prolonged waking (Terao et al., 2003b; Cirelli et al., 2004; Mackiewicz et al., 2007; Zhu et al., 2008), we observed these GO categories associated with SD- and W-induction in orbital and entorhinal cortex, and cortical amygdala (Figures 5A,B). ISH also provided confirmation of behavioral condition-specific changes in gene expression for several stress response genes, including Sgk, Cdkn1a, Bdnf, Scg2, Ptk2, Hspb1, and Crh. Sgk has been previously identified as an SD-responsive gene in the cerebral cortex by differential display (Cirelli and Tononi, 2000a), and in the LC and dorsal raphe by microarray (Conti et al., 2007). In the current study Sgk, known for its rapid regulation by stress-induced corticosterone levels, was also broadly upregulated across the brain in response to SD and time-of-day, but the upregulation appeared to occur predominantly in oligodendrocytes, not in neurons. The robust induction of the glial marker Gfap in the SCN by SD may also be related to stress. Diurnal Gfap immunoreactivity in the SCN was found to be dependent on corticosterone in adrenalectomized rats (Maurel et al., 2000). If SD-induced Gfap expression is also dependent on corticosterone, it could suggest a glial mechanism to provide stress feedback to circadian rhythm. These data suggest that SD induces a stress hormone-based response predominantly in glia rather than in neurons. A recent study evaluated the contribution of stress to molecular markers of SD using adrenalectomized mice and, using microarrays of forebrain mRNA, identified large numbers of genes whose expression in response to SD was attributable to stress, including Sgk (Mongrain et al., 2010). However, many genes were reportedly induced by SD despite adrenalectomy, including many of the genes characterized in the present study, such as the majority of the IEGs, Bdnf, Homer1, Dpb, Per2, Hspb1, and Dusp4.

There have been previous reports that circadian clock genes may be involved in sleep homeostasis in the cerebral cortex, particularly Per1, Per2, and Dpb (Franken et al., 2007). In the present study, ISH demonstrated that the expression of Per1 (data not shown), Per2 (n = 1; data not shown), Dpb, as well as non-circadian clock genes including Snf1lk, Rasd1, and Nr4a1, was primarily regulated by time-of-day in the SCN and by SD in the neocortex. It is not clear whether the occurrence of SCN-specific circadian regulation combined with cortex-specific sleep-regulation are general phenomenon for many genes, or whether the observance of this type regulation for Snf1lk, for instance, implies that it should be considered as a putative circadian clock gene. Salt-inducible kinase, Snf1lk, could be involved in circadian “gating,” whereby light-induced phase-shifting of the circadian rhythm is gated to restrict the effect of light by time-of-day. Induction of this kinase in the SCN during the light phase could allow Snf1lk to prevent CREB-mediated phase-shifting (Antle and Silver, 2005) during the light-insensitive phase through phosphorylation and repression of CREB (Katoh et al., 2004).

Another gene, Arr3, a presumed retina-specific gene, is not expressed in the unmanipulated state at ZT6, but is instead only detected in the brain following SD, restricted to sparse cells in striatum, cortical amygdala, and superior colliculus. Arrestins desensitize and recycle G protein-coupled receptors (Luttrell and Lefkowitz, 2002). Thus, arrestin upregulation could act as a protective mechanism to desensitize signaling pathways following sustained neuronal activity.

ANATOMICAL SIGNATURES OF SLEEP DEPRIVATION

These data delineate a discrete set of structures that likely mediate the major and immediate consequences of SD. Informatics-based mapping of differential gene expression in ISH experiments...
revealed the greatest number of genes induced by SD in the neocortex, hippocampus, olfactory structures, amygdala and striatum (Figure 6). Surprisingly, despite the identification of numerous gene candidates by microarray profiling of the sleep regulatory tuberal hypothalamus (Hcrt neurons), TMN and LC, no robust qualitative changes in gene expression were seen in these regions by ISH. The failure to detect changes in these nuclei reflects the general observation noted above that the hypothalamus and brainstem were notably unresponsive to the effects of SD (Figure 6).

Expression patterns of genes induced by SD were typically seen in topographically restricted, subfield- and/or cell type-specific patterns within each major forebrain region. Cortical and striatal IEG activation may be directly linked, as topographically-specific IEG induction in the striatum has been shown to result from activation of cortical areas projecting to those striatal regions (Sgambato et al., 1997; Miyachi et al., 2005), and the dorsolateral striatum is known to be involved in sensorimotor integration. Furthermore, the striatum sends a massive inhibitory projection to the thalamus, where the VPM nucleus, relaying somatosensory information to the cortex, showed a specific reduction in Fos labeling in SD (Figure 3). These results suggest differential activation of thalamocorticostriatal circuits in sleeping versus SD. In this regard, there is increasing interest in the role of dopamine in sleep and the response to SD (Monti and Jantos, 2008; Volkow et al., 2009).

The anatomic localization of SD-induced changes in the neocortex may be relevant to the synaptic homeostasis hypothesis of sleep function (Tononi and Cirelli, 2006). In this hypothesis, wakefulness results in increased synaptic potentiation in cortical circuits, while sleep is responsible for synaptic downscaling. A homeostatic relationship between potentiation and sleep is proposed whereby the amount of wake-associated synaptic potentiation correlates with an increase in slow wave activity in the subsequent sleep phase, and this slow wave activity is implicated in synaptic downscaling during sleep. Evidence for the role of wakefulness in synaptic potentiation comes in part by the upregulation in spontaneous waking of genes associated with long-term potentiation, such as Arc, Bdnf, Egr1, Homer1, and Nptx2 (Tononi and Cirelli, 2006). In the present study Arc, Bdnf, and Nptx2 (Figure 9) were all shown to be induced by SD broadly across different layers of the cortex, suggesting that they may have a widespread role in the cortex during wakefulness towards the regulation of synaptic potentiation. However, several other genes (Rasd1, Ccn4l, Crispld1) exhibited SD-associated expression specifically in superficial layers 2/3. There is evidence that layers 2/3 are involved in propagation of slow waves across the neocortex during sleep (Sanchez-Vives and McCormick, 2000). Thus it is possible that broad upregulation of synapse-related genes may be associated with wake-associated potentiation, while the specific upregulation of genes in L2/3 by SD could alter the propagation and homeostatic regulation of slow waves, which in turn impacts synaptic downscaling. Future studies would be needed to evaluate the role of the SD-affected cell types in the superficial neocortex in slow wave propagation.

The brain regions most affected by SD are broadly consistent with cognitive, mnemonic and emotional deficits elicited by SD. Frontal cortical regions are associated with executive function, while the hippocampal formation is critical for memory encoding and retrieval. Cerebral blood flow imaging studies in humans have shown that SD alters responses of the striatum to spatial memory tasks (Orban et al., 2006). A particularly intriguing finding is the upregulation of neurotensin (Nts) in the dorsolateral caudate putamen by SD. Nts is implicated in schizophrenia, and has been suggested to mediate actions of antipsychotic drugs and psychostimulants (Dobner et al., 2003). Typical antipsychotic drugs increase Fos and Nts expression in the dorsolateral striatum (Merchant et al., 1992), while intrastral Nts administration increases extracellular levels of dopamine, GABA and glutamate (Ferraro et al., 1995, 1997, 1998, 2001). The induction of Nts by SD in the dorsolateral striatum may also indicate a hyperactivation of dopaminergic circuitry in sensorimotor gating functions. Consistent with such a role, human studies measuring reaction times to a visual task have shown changes in thalamocortical gating affecting attentional and decision-making functions as a consequence of total SD (Corsi-Cabrera et al., 1999).

**Molecular Phenotyping of Neurons Affected by SD Indicates Cellular Heterogeneity**

Double-labeling experiments demonstrated the cellular specificity of gene induction by SD. For instance, gene induction by SD in the cortex varied from widespread expression to layer- or areal-specific, and some genes showed further cellular specificity to scattered cell types or a thin band of neurons in layer 2. Systematic co-labeling of SD-induced genes with one another and with canonical cell type markers yielded an exceptionally complex data set, resulting in the following organizing principles. First, the vast majority of SD-induced gene expression occurred in excitatory neurons, except for the caudate putamen which is populated almost entirely by inhibitory projection neurons. Second, the majority of activity-regulated genes label largely the same anatomical regions, but with only partially overlapping excitatory neuron populations. This could be interpreted as the result of sampling IEGs that have differential activation time-courses and cell type-specificity of induction. There was one case of complete non-overlap in somatosensory cortex as well. Both nocturnin (Ccn4l) and Fos labeled subsets of Nrd4a1 and Nptx2-positive neurons in superficial layer 2, yet Fos and Ccn4l did not co-label the same cells. Ccn4l, an mRNA deadenylase that was initially identified as a circadian-controlled gene in Xenopus (Green and Besharse, 1996), is expressed rhythmically in multiple mammalian tissues (Wang et al., 2001), and is acutely inducible in cell culture by serum shock or TPA (Garbarino-Pico et al., 2007). A reasonable hypothesis is that Ccn4l, which speeds mRNA decay by removing polyA tails, is a late response gene induced after Fos levels have returned to baseline and may even be causative for Fos mRNA decay. Why Ccn4l localization would be specific to cortical layer 2 and part of the striatum is unclear. Lastly, among affected GABAergic neurons, cellular specificity of gene induction was observed in the striatum. Nts expression was exclusive from Pdyn expression in striosomal compartments, indicating that Nts was not induced in the direct striatonigral pathway.
SUMMARY AND PERSPECTIVE

The present study represents a “discovery science” approach to understanding the anatomical and molecular correlates of sleep deprivation, waking, and SD. The use of IEG mapping to identify regions affected by SD allowed an empirical selection of targets for microarray analysis. The use of high-throughput ISH (>200 genes) to validate and characterize changes in gene expression in response to SD provided a large dataset amenable to informatics-based analyses to statistically identify brain regions and genes affected by behavioral state. These data provide a wealth of knowledge for future studies. We conclude that SD leads to the induction of numerous genes in forebrain regions relevant to brain functions affected by SD, including cognition, memory and emotional control, and within specific cellular populations that have not previously been studied in detail in the context of SD, such as the striatum and superficial layers of the neocortex. Understanding how these cell populations may be connected to the circuitry involved in higher cognitive functions is an essential next step to understanding the significance of the anatomical localization of the effects of SD. Second, a number of the genes identified have not previously been considered in the context of SD, particularly Arr3, Cnrn4l, Rasd1, Nptx2, Crispd1, Rgs20, and Snflk1, in addition to other genes listed in Figure 7 which were not discussed specifically including Htra1, Tach3, Dusp7, and Pim3. Some of these genes may provide potential targets for pharmacological intervention to alleviate the consequences of SD or may help to understand protective mechanisms against prolonged activity or waking. Lastly, a major goal of the project was to create a resource for presenting the data set to the sleep research community to fuel discovery across the field. Consequently, the complete ISH data set is publicly available at http://sleep.alleninstitute.org.
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