Abstract: Performance analysis and design space exploration of bufferless Networks-on-Chip is done mainly through time-consuming cycle-accurate simulation, due to the chaotic nature of packet deflections, which have thus far prevented the development of an accurate analytical model. In order to raise the level of abstraction as well as capture the inherently probabilistic behavior of deflection routing, this paper presents a methodology for employing Markov chain models in the analysis of the behavior of bufferless Networks-on-Chip. A formal way of describing a bufferless NoC topology as a set of discrete-time Markov chains is presented. It is demonstrated that by combining this description with the network average distance, it is possible to obtain the expectation of the number of hops between any pair of nodes in the network as a function of the flit deflection probability. Comparisons between the proposed model and cycle-accurate simulation demonstrate the accuracy achieved by the model, with negligible computational cost. The useful range of the proposed model is quantified, demonstrating that it has an error of less than 10% for a significant proportion (between 33 and 75%) of the injection rate range below saturation. Finally, a simple equation for comparing mesh topologies with a “back-of-the-envelope” calculation is introduced.
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1. Introduction

Networks-on-Chip have long been the dominant design paradigm for multi- and many-core architectures [1] and an active field of research for decades [2]. They emerged in the quest for a communication architecture that would provide the scalability required for high-performance heterogeneous systems [3]. Such systems are essential for the implementation of demanding applications such as cloud-based 3D real-time vision [4], convolutional neural networks [5], etc. Originally, NoC router architectures were quite similar to the ones found in off-chip interconnection networks [6]. Later efforts started taking into account the distinctive characteristics of the on-chip environment, in order to improve router performance, area and power consumption. One of the main such differences between on-chip and off-chip networks is the availability of links and buffers. NoC researchers focused on developing various router architectures unique to the on-chip environment in an effort to leverage the availability of links versus the scarcity of buffers. Many of these router architectures attempted to optimize the router buffer size and utilization [7–10].

On one extreme, Ref. [11] proposed eliminating buffers altogether from the router architecture, resulting in a bufferless router. Bufferless routers rely on deflecting packets that cannot be forwarded to a productive port (occupied by another packet) since packets cannot be stored. The result of this is that bufferless NoCs do not suffer from deadlock but may instead suffer from livelock, when the packets are continuously deflected from their path to the destination, adding to network congestion and causing more packet deflections. The packet deflections add hops to the path of the packet, which no longer follows the shortest distance to the destination. This leads to increased network latency, not because packets remain in buffers, unable to proceed towards their destination, but because they...
collide with other packets and are scattered around the network. They also require a priority metric in order to resolve conflicts arising from packets requesting the same output port, which can lead to long internal datapaths [11]. Later bufferless architectures focused on improving this limitation [12], and 3D bufferless routers were also proposed [13]. While the problem of livelock causes saturation at high packet injection rates, bufferless NoCs were shown to be superior in terms of power compared to buffered NoCs [11,12]. They were also shown to possess other attractive properties, such as the ability to tolerate faults [14], and to require only approximate priority comparison [15], further simplifying output port selection logic. Hybrid buffered–bufferless routers have also been proposed [16].

2. Related Work

In both on-chip and off-chip networks, the evaluation of performance and exploration of alternative topologies is important, starting from a high abstraction level. A number of NoC cycle-accurate simulators have been developed in order to replace the more time-consuming RTL simulations. However, even with higher ratios of simulation time versus real time, simulations face the challenge of determining an adequate simulation time for the network to reach a steady state. For this reason, various approaches have been used to model worst-case delay and performance in NoCs with deterministic routing. Among them are models based on scheduling theory [17], network calculus [18], dataflow analysis [19] and statistical physics [20].

However, the above models are only suitable for buffered networks. The chaotic nature of deflections in bufferless routing makes the quest for an analytical model for deflection routing even more challenging. Previous work has identified that the most important parameter in bufferless networks is the mean distance between the source and destination node, based on the topology and the spatial distribution of traffic [21]. The authors demonstrate how this single metric can be used to compare candidate architectures. However, this single metric cannot be used to estimate actual latency based on the injection rate—in other words, under specific load conditions. Moreover, it does not provide any insight into the network saturation point. The reason is that the above approach, while surprisingly accurate and efficient, does not take into account the probabilistic and, therefore, difficult-to-predict nature of deflections. In fact, the authors in [21] state without exaggeration that “Due to the exceedingly complex spatial and temporal interference patterns of packets across the network in adaptive routing networks, an accurate analytic latency model seems to be out of reach”. Simulation remains the only method for determining network latency under non-zero load conditions.

In this paper, we extend the first attempt made in our previous work [22] to use stochastic processes to capture the inherently probabilistic nature of bufferless routing. Specifically, we include additional traffic patterns and evaluate the accuracy of the proposed model to gain insight about, as well as quantify, its useful range and limitations. Furthermore, results presented in this paper show the impact of bufferless network topology regularity on latency, besides the already established average distance. A simpler metric that can be used as a proxy for the average distance is also proposed for evaluating mesh topologies.

In particular, while the proposed model has a specific range in terms of network injection rate and uses a number of assumptions, comparisons with simulation results show that it achieves higher accuracy, very close to simulation, at least for the useful low injection rate range for various topologies. Therefore, it is the most promising approach, at least for the time being. The model is based on a novel methodology for modeling the bufferless NoC as a set of Markov Chains. The key features of the model are:

- It estimates expected latency (number of hops) between individual nodes, as well as the average for a given topology and traffic pattern, more accurately than current state-of-the-art static models.
- It raises the level of abstraction from cycle-accurate simulation, reducing the estimation time by at least four orders of magnitude, from minutes and hours to milliseconds.
Furthermore, our experimental results clearly demonstrate that the regularity of the network topology is in fact the metric that affects both the average distance and the saturation injection rate. We propose a simple equation that can be used for “back-of-the-envelope” calculations in order to evaluate alternative topologies in an even simpler manner than using the average distance model.

The rest of the paper is organized as follows: Section 3 describes the methodology behind the proposed model, which is evaluated through comparisons with cycle-accurate simulations in Section 4. Discussion concerning the range of injection rates for which the model is accurate is also included in Section 4. The paper concludes with Section 5, which summarizes the results and discusses future work.

3. Proposed Methodology

Our methodology attempts to model the two main components that affect the network latency—the network topology and the traffic pattern—in a way that also incorporates the probabilistic effect of deflections that leads to the non-linear response of the network under load as a function of the injection rate.

3.1. Topology Modeling

We model a bufferless NoC topology as a set of discrete-time Markov chains [23]. Specifically, for every source–destination pair in a given topology—for example, a $4 \times 4$ mesh—we can model the process of transmitting a flit from a source to a destination core as a number of states, where every state represents the distance from the destination core, while transitions between states represent the distance covered by a flit, as shown in Figure 1. In this way, we do not need to represent all nodes in the NoC as states, but only the total possible distances. For example, a flit transmission from source (1, 0) to destination (2, 2) would correspond to the same Markov chain shown in Figure 1. The Markov property that the transition to the next state does not depend on previous states (memoryless) clearly holds for the case of deflection routing, since routing decisions are made on each node (router). The transition between states is determined as follows.

![Figure 1](image-url) - A $4 \times 4$ NoC mesh, with source–destination pair and corresponding Markov chain. Initial state is S4 (3 hops plus flit ejection) and absorbing state is S0.

In each state (distance), there is a probability, which we call the deflection probability $P(A) = P_d$, that a flit will be deflected to a node with a higher distance to its destination. This distance is the distance of the previous state plus one. Likewise, a flit has transition probability $P(A) = 1 - P_d$ that it will be routed closer to its destination and in the next cycle will be in a node (state) with a distance equal to the previous state distance minus one. However, there are three states that are exceptions. Firstly, the state with the maximum distance has transition probability one to a state with a distance lower by one, because it is impossible for a flit to be deflected further (it is already at the node with the maximum...
distance from its destination). Secondly, the state that corresponds to the destination has probability one that it will transition to itself (absorbing state) since the flit has reached its destination. Thirdly, if a flit is deflected at the destination node router because another flit has priority for ejection, it must traverse a circular path to return to the destination router. Note that, in bufferless routing, it is impossible for a flit to remain at the same distance in two consecutive cycles due to the absence of buffering and, therefore, there is no transition from a state to itself except in the absorbing state.

Figure 2 illustrates the proposed methodology of encoding routing paths with deflections using the concrete example of Figure 1. The example shows the same transition probability in all states, and while clearly this is not perfectly true, as we demonstrate in our exploration of deflection probability in Section 4, simulations show small variation and our aim is to obtain the average latency across nodes; therefore, we can consider it as the average transition probability.

![Figure 2. Markov chain transition matrices for a 4 × 4 2D NoC topology. The source−destination pair of Figure 1 corresponds to the third row of the second transition matrix. The three distance classes of nodes are indicated using different node symbols.](image)

**Definition 1.** The maximum shortest distance from a node (vertex) \( u \) in a network topology is the maximum among the minimum distances of all other nodes from \( u \).

This definition is consistent with [24] for a graph, but we consider individual nodes and do not extend it to the entire graph (network). It can also be seen as the minimum distance of the farthest node in the graph from \( u \). Formally,

\[
d_u = \max(d(u, v_i)), \quad \text{for } i = 1, 2, \ldots, N
\]

For example, in the case of Figure 2, \( d(0, 0) = d(0, 3) = d(3, 0) = d(3, 3) = 6 \) (nodes indicated as circles). Each node has a unique maximum shortest distance, and depending on the regularity of the topology, multiple nodes may share the same maximum shortest distance. For a mesh topology, the possible maximum shortest distances depend on the diameter of the network. As shown in Figure 3, for a \( 4 \times 4 \) mesh, there are three possible maximum distances for all sixteen nodes: four nodes have a maximum distance of six hops (network maximum), eight nodes have a maximum shortest distance of five hops, and the
four inner nodes have a maximum shortest distance of four hops. The maximum distance for each node can be used to separate the nodes in the topology into distance classes.

![Diagram of a network with nodes labeled by their distances and a matrix representing the transition probabilities between nodes.]

Figure 3. $P$ and $Q$ matrices for nodes marked as circles and corresponding node distances vector $v_1$.

**Definition 2.** A distance class is a set of nodes in the topology that have the same maximum shortest distance.

From the above definition, it is clear that the union of all distance classes is the set of all nodes in the network and that each distance class corresponds to a unique Markov transition matrix. Even though distance classes are technically sets and not proper classes, we prefer the term “class” in this context to emphasize the fact that they are defined by a common distance property.

After obtaining the Markov chain transition matrices for the given topology, known operations for the expectation can be used, which greatly simplify the analysis of the network latency. More specifically, the expectation in a Markov chain is given by adding all the elements in the corresponding row of matrix $N$ given by [25]:

$$N = (I - Q)^{-1}$$

where $Q$ is the transition matrix without the row and column of the absorbing state. $N$ is called the fundamental matrix of the transition matrix $P$, and the expectation of the Markov chain is given by adding the elements of each row to obtain the expectation vector. In order to add the elements in each row, we multiply $N$ with the vector $j$, and obtain the expectation vector:

$$ex = Nj$$

The expectation vector gives the expected latency for the class of destination nodes described by the transition matrix from all possible node distances in the network. However, there are likely different numbers of nodes that correspond to those particular distances based on the specific topology, as demonstrated in the example of Figure 2. For example, nodes (0, 0), (1, 1), (2, 2) and (3, 3) have two nodes from which they are one hop away, three nodes from which they are two hops away, four nodes from which they are three hops away, three nodes from which they are four hops away, two nodes from which they are five hops away and one node from which they are six hops away.
We define the node distances vector \( v \) of each matrix \( Q \) as the vector whose elements correspond to the number of nodes that have a particular distance (hops plus one) in the network from the nodes that correspond to \( Q \) (Figure 3). Thus, the \( 4 \times 4 \) mesh topology (for a given deflection probability) has been completely defined by the set \( T = \{P_1, P_2, P_3, v_1, v_2, v_3\} \). This is an additional advantage of the proposed methodology, wherein regular topologies are “compressed” in the proposed model. More formally, given a network \( N = \{V, E\} \) where the set of vertices, \( V \), corresponds to the nodes (PEs and routers), and \( E \) is the edges corresponding to the bidirectional links, we determine a minimum set of Markov Chains and node distance vectors so that \( N \rightarrow T \).

An important advantage of the proposed methodology is that by modeling the NoC topology as a set of Markov Chains and distance vectors obtained by distance classes, any topology can be abstracted away and therefore the proposed methodology can easily describe both 2D and 3D networks and is not necessarily limited to mesh topologies.

3.2. Traffic Modeling

In order to obtain the expected latency, besides the network topology, the traffic pattern must also be modeled. The traffic pattern is essentially defined as the number of packets that each node sends to other nodes. It can be modeled as a probability distribution. For example, in uniform random traffic, each node sends to all other nodes with equal probability, and is therefore a uniform probability distribution. Essentially, we use the average distance model proposed in [21], formulated as vector and matrix operations in order to combine it with our model. Since this probability distribution determines the number of packets exchanged among source–destination pairs, we model it as a vector of weights \( w \). The elements of the vector are essentially the probabilities of the distribution, normalized so that the inner product \( w \cdot v \) divided by \( N \) is equal to one, in order to be consistent with the definition of probability. Then, the mean expected latency in the class of nodes corresponding to the particular transition matrix is given by the inner product of vector \( ex \) and vector \( v \) divided by the total number of source–destination pairs:

\[
EX_i = \frac{ex \cdot (w \circ v)}{N - 1} \tag{3}
\]

where \( \circ \) is the Hadamard (element-wise) product operator between two vectors, “\( \cdot \)” is the inner product operator and \( N \) is the total number of nodes in the network (sixteen for a \( 4 \times 4 \) mesh).

Therefore, the mean expected latency for the entire network is given by the equation:

\[
EX = \frac{\sum_{i=1}^{m} W_iEX_i}{N} \tag{4}
\]

where \( N \) is the total number of nodes in the network, \( m \) is the number of distance classes in the topology, \( W_i \) is the number of nodes with a specific maximum distance, and \( EX_i \) is the expectation calculated for that class of nodes.

One of the most important insights of the proposed methodology is that, due to the symmetry of most common topologies, which are regular, it is not necessary to model every source–destination pair as a unique Markov chain. The steps of the methodology are as follows:

1. Given a NoC topology, determine node distance classes and therefore the minimum number of Markov Chains.
2. Fill each Markov chain transition matrix with the transition probabilities.
3. Use Equations (1)–(3) to obtain the expectations for each source–destination node pair.
4. Use Equation (4) to obtain the mean expected latency for the entire network based on the traffic pattern.

Determining the minimum number of Markov chains requires an analysis of the target topology. On one extreme, if nodes are arranged in a Spidergon [1], then they all have a
minimum distance of one hop and a maximum distance of two hops. This can be modeled with a single Markov chain. On the other extreme, a highly irregular topology may require a Markov chain for each source–destination pair. To use the previous formulation, what must be determined is the cardinality of the set of all maximum shortest distances in the NoC. The cardinality of the set is equal to the minimum number of Markov chains required.

4. Experimental Results

Evaluating the accuracy of the proposed model requires comparison with the current state of the art. Since high-level models typically trade off accuracy for calculation or execution time, the model will be successful if it is less accurate than simulation but more accurate than the average distance model over as wide a range of injection rates as possible. Therefore, we perform cycle-accurate simulations and compare the latency observed in simulation with the one predicted by the proposed model and the average distance model, for a range of injection rates between near-zero and until saturation due to livelock begins. Using the equations in the procedure described in Section 3 requires a priori knowledge of the deflection probability $P_d$. Our use of cycle-accurate simulation is twofold: firstly to obtain insight into $P_d$, and secondly to compare the proposed model with simulation in order to evaluate the proposed model.

4.1. Deflection Probability Simulation

$P_d$ is dependent on the flit injection rate $\gamma$ and the traffic pattern. The first is the number of flits injected per clock cycle per node (flit distribution in time) and the second is the rate at which a source node sends to other nodes (flit distribution in space). As already mentioned, we take the traffic pattern into account by adopting the average distance model [21].

In order to tackle the deflection probability, we used simulation to gain insight into its relation with $\gamma$. We performed simulations using HNoCs [26], a cycle-accurate simulator. The simulator was modified to support bufferless routing and to measure the deflection probabilities in every router. This was done using the frequentist definition of probability. The deflection probability is measured by counting the deflected flits and total flits in every node and dividing the two. Using the mean deflection probability of the simulations in the proposed model would yield highly accurate results, but then it would defeat the point of the foregoing simulation. We generated heat maps, such as the ones in Figure 4, for a $4 \times 4$ NoC to measure $P_d$ for every node and compare it with $\gamma$.

![Figure 4. Deflection frequencies heat map for $4 \times 4 \times 1$ NoC with uniform random traffic and injection rates 0.04 and 0.06 flits/cycle/node. The average deflection probability is close to the injection rate for injection rates up to 0.12 flits/cycle/node for this topology.](image)

We reached the conclusion, after repeated simulations using various topologies, that, for the low injection rates where the network is not saturated, the average $P_d$ is approximately equal to $\gamma$, and we use $\gamma$ as the deflection probability in our results in Section 3. Clearly, the deflection probability varies with the location of the node and the traffic pattern, as can be seen from Figure 4. In our simulations, we assume dimension order (xy) routing for flits when there are no deflections. However, directly using the deflection probability obtained from simulation would defeat the purpose of the model. This is currently a limitation of the proposed work, but, as will be shown in the next subsection, the assumption that the deflection probability is the same for all nodes and equal to the injection rate leads to accurate latency prediction until the network begins to saturate.
However, at injection rates where the network begins to saturate, the deflection probability depends on the previous state of the network (old flits that have not reached their destination). In this case, $P_d$ rapidly grows higher than $\gamma$ and we expect our model to start to diverge.

4.2. Average Latency Analysis

We evaluate the proposed model’s predictive ability by comparing the expected latency given by the model with the same latency obtained by cycle-accurate simulation. We consider various topology, injection rate and traffic pattern combinations. We use the assumptions discussed previously that $P_d = \gamma$ and that $P_d$ is the same for all states (average deflection probability).

Figures 5–7 show the average latency in hops for three typical 3D NoC topologies, $4 \times 4 \times 4$ (Figure 5), $8 \times 4 \times 2$ (Figure 6) and $8 \times 8 \times 1$ (Figure 7), for rising injection rates comparing simulation, the average distance model [21] and the proposed model under the assumption that $P_d = \gamma$, for uniform random traffic.

![Figure 5. Average estimated latency vs. flit injection rate comparison between simulation, the proposed model and the average distance model for a $4 \times 4 \times 4$ NoC topology and uniform random traffic. The high-accuracy region, the beginning of saturation and the model divergence are clearly marked.](image)

![Figure 6. Average estimated latency vs. flit injection rate comparison between simulation, the proposed model and the average distance model for a $8 \times 4 \times 2$ NoC topology and uniform random traffic.](image)
As shown in Figures 5–7, our results are almost surprisingly accurate in the network’s high-performance injection rate region. Specifically, in the low injection rates, there is a high-accuracy region where the model estimate is very close to the simulation results. Above a certain injection rate threshold, $\gamma_t$, saturation begins. We refer to this value as the critical injection rate or as the saturation injection rate. The proposed model, even though it captures the non-linear relationship between the injection rate and the latency, nevertheless diverges for $\gamma > \gamma_t$ because the assumption of the deflection probability being approximately equal to the injection rate evidently no longer holds. However, the model does accurately predict the network latency over a wide range of injection rates before saturation and can be improved in the future by gaining more insight about the nature of deflections and adjusting the deflection probability. As expected, the proposed model’s accuracy is higher than that of the average distance model and lower than that of the cycle-accurate simulation. Furthermore, the proposed model perfectly agrees with the average distance model for $P_d = 0$ (zero-load), and can therefore be viewed as a generalization of the average distance model.

Simulation results obtained using other synthetic traffic patterns are similar. This is not surprising since the proposed model indirectly takes traffic patterns into account in Equation (4), and, at low injection rates, the traffic pattern does not greatly affect the deflection probability as long as traffic remains non-bursty. Bursty traffic increases the average $P_d$ and our assumption no longer holds. We intend to incorporate bursty traffic into our model in future work by exploring and quantifying the relation between the temporal distribution of traffic and $P_d$. In Figures 8–10, results are shown for a bit-complement traffic (BCT) pattern. More specifically, Figure 8 shows results for a $4 \times 4 \times 4$ topology and BCT, Figure 9 for an $8 \times 4 \times 2$ topology and BCT and Figure 10 for a $8 \times 8 \times 1$ topology and BCT.

The results for BCT highlight the same pattern: a high-accuracy region and then the gradual divergence between the hops predicted by the proposed model and simulation results. The BCT traffic patterns have a higher average distance, leading to saturation at lower $\gamma_t$, which is clearly dependent on both the topology and the traffic pattern. Furthermore, it seems that the more regular the topology, the higher the proposed model’s accuracy. This is explored further in the next subsection.
Figure 8. Average estimated latency vs. flit injection rate comparison between simulation, the proposed model and the average distance model for a $4 \times 4 \times 4$ NoC topology and bit-complement traffic.

Figure 9. Average estimated latency vs. flit injection rate comparison between simulation, the proposed model and the average distance model for a $4 \times 4 \times 4$ NoC topology and bit-complement traffic.
4.3. Model Accuracy Evaluation

Even though the above comparisons show promise, we attempt to further quantify and evaluate the usefulness of the proposed model. For this reason, we explore the accuracy as a function of the injection rate and compare it with the average distance model, with the simulation results assumed as perfectly accurate. We also attempt to quantify the injection rate range for which the model tends to be accurate, and therefore useful. Figure 11 plots the percentage absolute errors of the proposed model and the average distance model compared to simulation against the injection rate for URT and Figure 12 for BCT. The other topologies and traffic patterns follow similar trends and are summarized in Table 1.
The above figures show that there is a slight oscillation in the proposed model error in the low injection rates, where both models exhibit low error. This is to be expected due to the randomness of high-level simulation. In the “medium” injection rates, the proposed model consistently exhibits lower error rates than the average distance model and yet both models exhibit a similar rising trend as the injection rate keeps increasing.

Table 1 summarizes in more detail the results illustrated in Figure 11 for $\gamma < \gamma_t$. Besides the percentage error, the absolute error and the normalized error are shown for URT. The absolute error is the absolute difference between the estimated and simulated latency, and the normalized error is the absolute error divided by the average distance in the topology. The results of Table 1 illustrate the high accuracy of the model for $\gamma < \gamma_t$. Regarding the URT traffic pattern, for the $4 \times 4 \times 4$ topology, the normalized error is within 3.33% of simulation, for the $8 \times 4 \times 2$ topology within 6.88% and for the $8 \times 8 \times 1$ within 9.26%. For the BCT traffic pattern, saturation begins at a lower $\gamma_t$ and therefore the loss of accuracy begins more rapidly, and we do not show values above the saturation injection rate. Below the saturation rate, the accuracy is high in the case of BCT in most cases within 5%. The only exception is BCT in $4 \times 4 \times 4$, with a percentage error of 16.6 per cent. Even this error value is quite acceptable given the high-level nature of the model and the assumptions. Running on an Intel i7-7500U at 2.7 GHz using Octave, the estimation time is 30 to 60 milliseconds,
several orders of magnitude faster compared to simulation, which takes from several minutes to even hours.

In order to explore the useful range of injection rates for the model, as well as gain insight into the relationship between topology, traffic pattern and saturation injection rate, we look for a metric that expresses how regular a topology is—in other words, how evenly spread are the nodes of the network in the mesh dimensions.

Thus, a simple metric for the topology regularity of a mesh with \( N \) nodes distributed in \( d \) dimensions is the ratio of the arithmetic over the geometric mean of the number of nodes in each dimension, defined as follows:

\[
R = \frac{\sum_{i=1}^{d} n_i / d}{(\prod_{i=1}^{d} n_i)^{1/d}}
\]

where \( n_i \) is the number of vertices in dimension \( i \), and \( d \) is the total number of dimensions.

By this definition, a topology with equal nodes in each dimension, such as \( 4 \times 4 \times 4 \), has \( R \) equal to 1, since the arithmetic and geometric means of a set of equal numbers are equal. On the other hand, the greater the number of nodes in one particular dimension compared to the others, the higher the \( R \) metric, since the arithmetic mean is greater than or equal to the geometric mean. Specifically, \( R(8 \times 4 \times 2) = (8 + 4 + 2)/3/4 = 7/6 \) and \( R(8 \times 8 \times 1) = (8 + 8 + 1)/3/4 = 17/12 \). The reason that we do not use the more common inverted ratio of the geometric over the arithmetic mean instead is that, as will be shown, we intend to use \( R \) as a proxy for the average distance and, thus, it is easier to use in order to compare alternative topologies.

We define the injection rate for which a model error is less than 10% compared to simulation as the injection rate upper bound for this model \( \gamma_u \) and the useful range of the model as the ratio \( \gamma_u / \gamma_t \). By this definition, we can quantify the usefulness of each model for a given topology and traffic pattern. We consider 10% to be a reasonable limit for accuracy for such a high-level model.

Table 2 explores the accuracy of the model compared to the injection rate in order to determine the useful range of the model, as well as to gain insight concerning the topology and traffic pattern relationship with the network saturation point as defined by the threshold injection rate \( \gamma_t \). The topologies and traffic patterns are arranged in increasing average distance.

| Topology/Traffic Pattern | Average Distance \( \bar{d} \) | Topology Regularity (R) | \( \gamma_u \) ADM | \( \gamma_u \) Proposed | \( \gamma_t \) | Range ADM | Range Proposed |
|--------------------------|-----------------------------|------------------------|------------------|------------------|--------|------------|---------------|
| 4 \times 4 \times 4/URT  | 3.8                         | 1                      | 0.04             | 0.09             | 0.12   | 33%        | 75%           |
| 8 \times 4 \times 2/URT  | 4.44                        | 1.1667                 | 0.04             | 0.06             | 0.08   | 50%        | 75%           |
| 8 \times 8 \times 1/URT  | 5.33                        | 1.41667                | 0.015            | 0.02             | 0.06   | 25%        | 33%           |
| 4 \times 4 \times 4/BCT  | 6                           | 1                      | 0.03             | 0.05             | 0.08   | 37.5%      | 62.5%         |
| 8 \times 4 \times 2/BCT  | 7                           | 1.1667                 | 0.015            | 0.018            | 0.04   | 37.5%      | 45%           |
| 8 \times 8 \times 1/BCT  | 8                           | 1.41667                | 0.009            | 0.011            | 0.025  | 36%        | 44%           |

Table 2 clearly shows that the proposed model extends the range of the average distance model by an average of 19.75% in the above topologies and traffic patterns. The lowest range extension is by 8% for \( 8 \times 4 \times 2 \) and BCT traffic and the highest is by 42% for a \( 4 \times 4 \times 4 \) topology and URT.

Another conclusion that can be drawn from Table 2 is the clear connection between the average network distance and the topology regularity as defined in Equation (5). In fact, closer inspection shows that the ratio of the average distance over the regularity for a given traffic pattern is almost identical for all specific topologies. In other words, multiplying the topology regularity by the average distance of the topology and traffic pattern with regularity equal to one yields the particular topology/traffic pattern average distance.
with high precision. Average distance and, therefore, topology regularity are also highly inversely correlated with $\gamma_t$. It can be seen that average distance alone cannot predict either $\gamma_t$ or the useful range of the models. This relationship between average distance $d$, topology regularity $R$ and $\gamma_t$ is further explored in Table 3.

Table 3. Relationship between average distance, regularity and saturation injection rate.

| Topology/Traffic Pattern | $d$ | $R$ | $d$ | $\gamma_t$ |
|--------------------------|-----|-----|-----|-------------|
| $4 \times 4 \times 4$/URT | 3.8 | 1   | 3.8 | 0.12        |
| $8 \times 4 \times 2$/URT | 4.44| 1.1667 | 3.8 | 0.08        |
| $8 \times 8 \times 1$/URT | 5.33| 1.41667 | 3.76 | 0.06        |
| $4 \times 4 \times 4$/BCT | 6   | 1   | 6   | 0.08        |
| $8 \times 4 \times 2$/BCT | 7   | 1.1667 | 6   | 0.04        |
| $8 \times 8 \times 1$/BCT | 8   | 1.41667 | 5.65 | 0.025       |

As Table 3 illustrates, the topology regularity can be used to compare different mesh topologies in terms of zero-load latency and critical injection rate as effectively as the average distance. This is important because $R$ is simpler to calculate, using Equation (3), than the average distance for a given mesh topology, even if it does not provide a sense of the actual number of hops. Essentially, the proposed work also provides a formula for simple “back-of-the-envelope” calculations for evaluating mesh NoC bufferless topologies. We stress, though, that this simple formula is limited to mesh topologies, while our methodology for modeling bufferless NoCs using Markov chains can be applied to any topology, regular or irregular.

Finally, the inverse correlation between $R$ and $\gamma_t$ is also clear, if harder to quantify. Preliminary calculations indicate that $\gamma_t$ is approximately inversely proportional to the square of $R$ for URT and the cube for BCT. However, for now, there is no approach other than simulation that can accurately determine the network saturation injection rate. This is also a limitation of the proposed model, which we plan to address in future work, as discussed in Section 5.

5. Conclusions and Future Work

A novel methodology for estimating latency in deflection routing networks based on stochastic processes is presented. The proposed methodology extends the zero-load average distance model by incorporating the probabilistic nature of deflection routing. The bufferless network is modeled as a set of Markov chains that capture the network topology. The proposed model is shown to be accurate for the range of injection rates where the network exhibits high performance, showing promising results as an approach. Furthermore, a simple equation reflecting the network topology regularity is proposed and its effectiveness in evaluating candidate topologies with simple “back-of-the-envelope” calculations is demonstrated.

In agreement with the maxim that “all models are wrong, but some models are useful”, future work is aimed at tackling the existing limitations of the model. This leads to three directions: firstly, being able to predict the beginning of saturation where the model starts to diverge; secondly, gaining more insight into deflection probability, which would lead to more accurate estimation after saturation begins—this only requires a modification of the value of the transition probability in our model and can be readily applied; finally, we are currently exploring the effect of bursty traffic (the temporal distribution of traffic) on the deflection probability in order to incorporate it into our model.
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