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Abstract. The ANIMMA conferences offer a unique opportunity to discover research carried out in all fields of nuclear measurements and instrumentation with applications extending from fundamental physics to fission and fusion reactors, medical imaging, environmental protection and homeland security. After four successful editions of the Conference, it was decided to prepare a review based to a large extent but not exclusively on the papers presented during the first four editions of the conference. This review is organized according to the measurement methodologies: neutronic, photonic, thermal, acoustic and optical measurements, as well as medical imaging and specific challenges linked to data acquisition and electronic hardening. The paper describes the main challenges justifying research in these different areas, and summarizes the recent progress reported. It offers researchers and engineers a way to quickly and efficiently access knowledge in highly specialized areas.

1 Introduction

The objective of this analysis is to provide the nuclear scientific and industrial community with a state-of-the-art review of the whole field of nuclear measurements and instrumentation, mainly but not exclusively based on papers presented at the first four editions of the international conferences ANIMMA, i.e. from 2009 to 2015 (www.animma.com). What has been the progress made during this period of time, in terms of modeling, design, testing and signal interpretation of the various sensor types and measurement methods?

In which context were the new developments achieved, to satisfy which needs and address which challenges? To answer these questions, the authors have chosen to develop the analysis according to seven major technological areas.

* e-mail: michel.giot@uclouvain.be
1 ANIMMA stands for “Advancements in Nuclear Instrumentation Measurement Methods and their Applications”.
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Section 3, deals with the second area: the photon detection and measurement, a wide topic with different kinds of applications for non-destructive assays and controls of materials and facilities, as well as medical and environmental applications. Two kinds of measurement techniques are considered here: passive photon measurements and active photon measurements whether they measure radiation from spontaneous decay of isotopes/materials or radiation induced by an external interrogating source.

In the case of passive measurements, the signals to be detected are obtained without external stimulation. Gamma spectrometry, X-ray spectrometry, photon emission tomography, self-induced fluorescence are the most frequent techniques. They make use of the radioactive decay and of the spontaneous emissions of particles from the object to be characterized. Challenges here are detection efficiency, energy resolution, qualification of uncertainties, miniaturization for use on robotic platforms, testing on real systems as for instance burnup measurement of spent fuel assemblies, etc.

On the contrary, active measurements are based on identifying the particle emissions induced using an external radiation source. The most widely used techniques are undeniably active neutron measurement, straight line photon transmission, X-ray gamma fluorescence, transmission tomography, and, to a lesser extent interrogation by induced photofissions, photon activation and photofission tomography.

The contributions to the thermal measurements in nuclear environments, topics of Section 4, can be subdivided into two sub-areas consisting of the one hand in the general aspects of temperature and heat flux measurements and on the other hand in the particular but important problem of nuclear heating in Materials Testing Reactors (MTR). The main specificities of the temperature measurements in nuclear environments are the presence of a radiation field damaging the sensors and cables, the need to monitor rapid transients of complex systems or very low transients in disposals of nuclear waste materials, and the high temperatures in aggressive radioactive mixtures (corium). The reported developments are related to the Johnson noise thermometer, the reduction of drift of N-type thermocouples with the Cambridge special sheath, the self-validating thermocouple methodology using a miniature fixed point cell and the pyrometry methods. Studies aimed at monitoring temperatures by means of Fiber Bragg Grating (FBG) sensors are not treated here, but in Section 6.

Nuclear heating instrumentation includes two kinds of calorimeters: differential calorimeters and single-cell calorimeters. Several reported papers deal with works under laboratory conditions and under in-pile conditions. Works under laboratory conditions focus on the improvement of the sensor response during the preliminary out-of-pile calibration step which represents a crucial step and is required only for two measurement methods in the case of differential calorimeters. Consequently, this paper presents the two types of calorimeters and their dedicated calibrations (transient or steady thermal method). The influence of several internal and external conditions (fluid temperature or velocity, heat source location and intensity) on the sensor responses and their calibration curves are discussed. In-pile experimental works are essentially dedicated to nuclear heating axial profile determination in experimental channels of OSIRIS and MARIA reactors by specific mock-ups such as CALMOS and CARMEN devices. The associated measurement methods are discussed. Their advantages and drawbacks are given. Finally, numerical works are shown. They are dedicated to designing sensors (optimization or new prototypes), interpreting experimental results by considering correction factors and enhancing the numerical methodology used for quantification.

For fast reactors, since liquid metals coolants are opaque to optical and electromagnetic waves, ultrasonic transducers, measurements, telemetry, inspection and imaging, which are a main topic of Section 5, are of great interest, as it was demonstrated in Phenix and Super Phenix reactors for instance. Specific immersed ultrasonic transducers are developed with promising results, in order to withstand the harsh environment conditions — high temperature and high radiation level — and to adapt to the chemical and physical properties of liquid sodium and Pb–Bi eutectic (LBE), such as wetting capabilities versus temperature. Techniques based on guided waves are also used.

Other possible applications of ultrasonic methods are in the field of non-destructive or passive methods such as for example to measure fission gas release kinetics in the fuel elements of Light Water Reactors with in situ and specifically developed transducers, or to measure the composition of binary gas mixtures in the cooling system at CERN Large Hadron Collider (LHC), or to detect sodium leaks or sodium boiling or to quantify void fraction in Generation IV systems. Ultrasonic methods are also used to characterize nuclear pellets at the initial (manufacturing) and final (high burnup) stages, or to measure temperatures, for instance. Thus Section 5 reports on a number of interesting research carried out in the field of acoustics.

Optical fiber technology, the subject of Section 6 is becoming a very useful technology to use in industrial instrumentation and in the nuclear industry in particular. The reasons for this extensive research work come from (1) the optical fiber insensitivity to electromagnetic pulses and interferences, (2) the distributed metrology capabilities, and (3) the reduced size and weight of the sensing element. The section is subdivided into three sections. In the first section, the effects of radiation are examined, in particular the radiation-induced attenuation (RIA) which is a complex fundamental problem. The second section, devoted to monitoring with optical fibers, proposes their use for example for distributed temperature measurements or to detect sodium leaks in pipes. Indeed, the paper explains how Raman and Brillouin scatterings can be used for this purpose together with Optical Time Domain Reflectometry (OTDR), a technique that consists of launching an optical pulse from a laser into the fiber under test (FUT) and analyzing the backscattered signal versus distance with a photodetector. Finally, the third section of this chapter shows how the FBGs, which consist
in creating a periodic axial modulation of the refractive index of the fiber core, have been used to measure temperature inside the EOLE zero power facility as well as to monitor temperature and strain inside the concrete of supercontainer for nuclear waste disposal.

Section 7 is dedicated to medical imaging. Today, one of the main challenges in hadron therapy is to monitor the absorbed energy through visualization of the spatial distribution of secondary radiation. This requires simulations and validation measurements using phantoms and new detector set-ups.

In vivo imaging of a radiotracer in humans involves ever higher data rates and data volumes, requiring very fast and preferably real-time data processing and imaging, an objective pursued in the frame of the EUROVISION project.

Progress is also made for calibrating, by means of various kinds of detectors, the diagnostic or therapeutic dose administered to a patient. This is especially critical when administering radiopharmaceuticals labeled with alpha emitting radionuclides. Also, the diagnostic quality of the medical images requires strict quality assurance procedures that can now be assisted by automated QA testing.

Cross-fertilization is the topic of a last section of the chapter. Indeed, the use of coded apertures for imaging in fields such as decommissioning, safeguards and homeland security builds on experience in the field of medical imaging. Similarly, Compton camera design to detect alpha and beta emitting sources builds on developments in astronomy and medical imaging.

The seventh area reviewed in this analysis (Sect. 8) is that of data acquisition and electronic hardening. More and more refined and complex nuclear instrumentation raises new challenges in the field of control and automation systems and demands well integrated, interoperable set of tools with a high degree of automation and high availability (HA). Convergence of computer systems and communication technologies are moving to high-performance modular system architectures on the basis of high-speed switched interconnections, and traditional parallel bus system architectures are evolving to new higher speed serial switched interconnections. In this context, the Advanced Telecommunication Computing Architecture (ATCA) is the most promising architecture as discussed in the first section of this chapter, even if some older architectures are still used in recent projects.

The next section reports on the growing interest to use Field-Programmable Gate Array (FPGA) modules in Nuclear Power Plants (NPP) environments, explaining why they can be used to efficiently monitor and control such environments. Indeed, FPGA provide truly parallel data processing, synchronism, flexibility in its configuration and unique performance at high processing frequencies. The development of firmware is also described for several different applications that benefit from the use of FPGAs for receiving and processing data.

Developments on the hardware side are focused on dedicated hardware designed for NPPs using Single Board Computer (SBC). At ANIMMA was presented an outline for radiation-hardened SBC’s and instrument circuit cards suitable for harsh environment applications targeting the Nuclear Power community. A concept for a microcontroller based data acquisition device for use in nuclear environments measuring and monitoring was also presented.

The last section of the chapter is devoted to advances in data communication networks.

The conclusion section of this paper (Sect. 8) tentatively draws some prospects for the future of nuclear measurements and instrumentation.

2 Neutron instrumentation

Neutron detection and neutron flux monitoring is of importance in various fields, ranging from in-core and ex-core instrumentation in research reactors and power reactors, fusion reactor instrumentation, and low/medium level neutron flux instrumentation in various application fields. For in-core neutron flux measurements, fission chambers and SPNDs can deliver instantaneous data, which can be used for detailed reactor core monitoring ($k_{\text{eff}}$ determination, pile noise experiments, etc.). Often, these types of sensors are embedded in overall reactor monitoring systems. Reactor activation dosimetry is a complementary technique delivering time-integrated data, which can be very useful for calibration purposes. For lower range neutron flux measurements, semiconductor-based detectors or scintillator systems can be used.

During the past ANIMMA conferences, progress in the modeling, design, testing and signal interpretation of the various sensor types has been presented and new applications have been proposed.

2.1 Fission chambers

Fission chambers [1] consist of at least two electrodes, either in planar or in cylindrical geometry. On at least one of the electrodes, a layer of fissile material (natural uranium, enriched $^{235}$U, depleted U, Th, Np, Pu, etc.) is evaporated uniformly with a typical thickness of 0.06–2 mg/cm$^2$. In order to cover both the thermal neutron part and the fast neutron part, fission chambers with $^{235}$U and $^{238}$U deposits can be used.

A fission chamber is filled with a suitable gas, mostly pure argon (at a pressure in the range 100–1000 kPa), but to improve the response time a mixture of argon with 4% nitrogen is also often used. Insulating materials must be very radiation resistant; pure high-quality alumina insulators are the most appropriate. Neutron induced fission creates two high-energy fission products, one of which will traverse the filling gas and ionize it. The created gas ions and electrons are collected on the electrodes by applying a polarization voltage between the electrodes of a few 100 V.

Fission chambers can be used in three modes: the pulse mode, the Campbelling mode (or fluctuation mode, or mean-square-voltage mode) and the current mode.

In pulse mode, each charge pulse is detected separately and the pulses with an amplitude exceeding a well-chosen threshold level are counted in order to obtain the fission
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2 This section has been prepared by Ludo Vermeeren.
rate (and hence the neutron flux). This mode can be used as long as the count rate is sufficiently low that the probability of pulse overlap is not too high and that dead-time corrections are limited. For a pulse width of the order of 10–100 ns, this corresponds to upper fission rates of about $10^6$ s$^{-1}$. As the energy deposited in the gas by a fission product is much larger than the energy deposited by a gamma ray, gamma ray pulses can be easily discriminated out.

In current mode, the charge collected at the electrodes is integrated over time, leading to an average current, which is also proportional to the fission rate and so to the neutron flux. This mode is typically used in the high flux range, where charge pulses largely overlap. In this mode, the gamma contribution to the signal can be significant, since the lower gamma-induced pulse amplitude is often compensated by a much higher gamma pulse rate. One way to circumvent this problem is to combine the fission chamber with a chamber with identical geometry and gas filling, but without fissile deposit; neglecting flux gradients, the differential signal will be proportional to the neutron flux, while the gamma contribution will be filtered out in first order.

The Campbelling mode is based on the measurement of the variance or the mean-square of the detector current (typically in the kHz–MHz frequency range). This signal is proportional to the pulse rate, and also to the square of the ionization charge generated in each pulse. As the energy deposited in the gas by a fission product is much larger than the energy deposited by a gamma ray, the neutron contribution to the signal will be weighed by the square of the neutron-to-gamma induced charge, leading to a strong suppression of the gamma-induced signal contribution. The Campbelling mode is typically used for intermediate flux regimes, bridging the ranges covered by pulse and current mode; by combining the three modes, a single fission chamber can in principle be used to cover a very wide range of neutron fluxes (up to 11 decades).

For sodium-cooled reactors, fission chambers resistant to high temperatures are needed. During ANIMMA 2011, the existing fission chamber technology (in France and elsewhere) was reviewed [2]. The main problem at high temperature is the difficulty to guarantee a high insulation resistance, which leads to a strong leak current and/or partial discharges when a bias voltage is applied, thus perturbing the signal. This can partially be solved using a geometry with a guard ring and two coaxial cables, one carrying the measuring signal and another one carrying the high voltage bias. However, this does not take into account the risk of the insulant deterioration of the high voltage cable itself. The authors concluded that, though the feedback on the high-temperature fission chamber technology is significant and quite positive, the design must be improved in order to gain more reliability for the GEN-IV sodium fast reactors.

In order to assist the design of specific fission chambers for a given application, Filliatre et al. [3] describe a computation model that simulates fission chambers, named CHESTER. The retrieved quantities of interest are the neutron-induced charge spectrum, the electronic and ionic pulses, the mean current and variance and the power spectrum. It relies on the GARFIELD suite, originally developed for drift chambers, and makes use of the MAGBOLTZ code to assess the drift parameters of electrons within the filling gas, and the SRIM code to evaluate the stopping range of fission products. The effect of the gamma flux is also estimated. A good qualitative agreement is obtained when comparing the results with the experimental data available to date.

Similarly, in [1], a model is presented for the charge creation in a miniature fission chamber (outer diameter 4 mm) in order to understand the impact of some physical parameters such as the fissile deposit thickness. The model takes into account the energy loss of the fission products in the fissile deposit itself and the energy deposition in the gas (both using the SRIM software). Several different filling gases were considered. Comparison of the model results with experimental data gave very promising results.

Fission chambers are also candidates for neutron flux monitoring in fusion reactors. To study fission chambers for divertor neutron flux monitoring, Batyunin et al. [4] presented a simulator for data acquisition performance tests. Starting from experimental pulse shapes, the fission chamber signals in various modes (pulse, current and Campbell) were simulated as a function of fission rate and algorithms for smooth transition between the modes were established. The effect of abrupt changes in neutron flux on the signals was also investigated.

Geslot et al. [5] proposed a new method to calibrate fission chambers in Campbelling mode. It is based on characterizing the detector pulses and calculating the detector response using a detailed expression of Campbell’s second theorem. Results acquired at the MINERVE reactor using a CEA made miniature fission chamber with 250 µg uranium deposit demonstrated the feasibility of the method.

Calibration in pulse mode is more straightforward: in principle the fission rate in the sensor is identical to the observed count rate. However, for converting the fission rate to a neutron flux, the fissile deposit needs to be known in detail (composition, mass). Lamirand et al. [6] describe a calibration procedure for miniature fission chambers in pulsed mode, making use of the concept of “effective mass”. Tests were performed in the thermal flux cavity of the SCK•CEN BR1 reactor (thermal neutrons) and in the CEA CALIBAN reactor (fast neutrons), complemented with activation dosimetry measurements. Improvements on uncertainty reductions are presented.

Vermeeren et al. [7] describe the development and the qualification of the FNDS system for the on-line in-pile detection of the fast neutron flux in the presence of a significant thermal neutron flux and a high gamma dose rate. The patented system consists of a miniature $^{232}$Pu fission chamber as main fast neutron flux detector, complemented by a $^{235}$U fission chamber or a rhodium (SPND, cf. Sect. 2.2) for thermal neutron flux monitoring and a dedicated acquisition system that also takes care of the processing of the signals from both detectors to extract fast neutron flux data. The paper presents a FNDS qualification experiment in the SCK•CEN BR2 reactor, with experimental results on a large set of fission chambers in current and Campbelling mode.
The ANIMMA contribution [8] deals with the on-line neutron flux mapping of the OPAL research reactor at ANSTO, Australia. A specific irradiation device has been setup to investigate fuel coolant channels using subminiature fission chambers to get thermal neutron flux profiles. Experimental results are compared to neutronic calculations and show good agreement.

A discussion on a comparative test of $^{235}$U fission chambers and SPNDs for thermal neutron flux measurement during the CARMEN-1 experiment in the OSIRIS reactor (CEA-Saclay) can be found in [9]. The main objective of the test was to prepare optimal thermal neutron flux instrumentation for the future Jules Horowitz Reactor. The calibration method for fission chambers operated in Campbell mode described in [5] was tested successfully.

In [10], tests of $^{235}$U fission chambers in pulse and Campbelling mode were described, concentrating on the influence of the composition and pressure of the filling gas: Ar, Ar + 4%N$_2$, Ar + 10%CH$_4$ at pressures ranging from 1 to 9 bar. The results were interpreted in terms of the mean charge deposited by fission products in gas. This property turns out to be independent of gas pressure, as long as the fission chamber is operating in the saturation regime (at sufficiently high bias voltage). A flux range overlap of 1–2 decades was observed between the pulse mode and the Campbelling mode.

Fission chamber options for neutron flux monitoring in the French GEN-IV SFR were summarized in [11]. The system will rely on high temperature fission chambers installed in the reactor vessel and capable of operating over a wide-range neutron flux. The definition of such a system is presented and the technological solutions are justified with the use of simulation and experimental results, with special emphasis on the development of fission chambers withstanding high temperatures and on signal processing improvements.

2.2 Self-powered neutron detectors (SPNDs)

SPNDs are very simple detectors with a coaxial structure consisting of a central metallic emitter surrounded by a mineral insulator and enclosed in a metallic sheath. For the most common types the dominant process is neutron capture in the emitter leading to activation to a rather short-lived beta-emitting radioisotope; each emitted beta that has sufficient energy to cross the insulator contributes to a net current between the emitter and the sheath which can be measured externally. Typical currents amount to a few µA in a thermal neutron flux of about $10^{14}$ n/(cm$^2$s) and the response time is of the order of a few minutes, depending on the half-life of the beta emitter involved. As the response function of these so-called delayed SPNDs is well known, filtering techniques can be used to reduce the response time significantly. Examples of delayed SPNDs are SPNDs with rhodium, vanadium and silver emitters. Rh and Ag SPNDs usually have an outer diameter of 1.4–3 mm and a length of the order of 50 mm; V SPNDs typically are a little thicker and longer to compensate for the lower neutron capture cross section.

Another type of SPNDs, prompt SPNDs, have essentially an instantaneous response. In this case the dominant process is again neutron capture in the emitter, but leading to another stable isotope or to a very long-live isotope. The current is then generated by gammas emitted upon neutron capture that interact with emitter electrons, giving them the energy needed to cross the insulator. All these processes are very fast, hence the quasi instantaneous response, but at the expense of a lower neutron detection efficiency (and hence a higher relative contribution to the signal by external gamma rays).

The feasibility of SPNDs for detecting local changes in neutron flux distribution in sodium-cooled fast reactors was demonstrated in [12]. It is shown that the gamma contribution from fission products decay in the fuel and activation of structural materials is very small compared to the fission gammas. This implies that the signal from an in-core SPND can provide dynamic information on the neutron flux perturbations core.

A detailed Monte Carlo approach for the calculation of the absolute neutron sensitivity of SPNDs, making use of the MCNP code is presented in [13]. It includes the activation and beta emission steps, the gamma-electron interactions, the charge deposition in the various detector parts and the effect of the space charge field in the insulator. The model yields detailed information on the various contributions to the sensor currents, with distinct response times. Results for the neutron sensitivity of various types of SPNDs are in excellent agreement with experimental data obtained at the BR2 research reactor. For typical neutron to gamma flux ratios, the calculated gamma induced SPND currents are significantly lower than the neutron induced currents. The gamma sensitivity depends very strongly upon the immediate detector surroundings and on the gamma spectrum. The calculation method opens the way to a reliable on-line determination of the absolute in-pile thermal neutron flux.

A similar numerical tool for SPND design, simulation and operation is presented in [14]. To qualify the tool, dedicated experiments have been performed both in the Slovenian TRIGA Mark II reactor (JSI) [15], in the French CEA Saclay OSIRIS reactor, and in the core of the Polish MARIA reactor (NCBJ). Detailed descriptions of the experimental set-ups and neutron-gamma calculation schemes are provided in [14]. Calculation to experiment comparisons of the various SPNDs in the different reactors show promising results. A detailed assessment of perturbations of the neutron flux by the SPNDs themselves and by the environment in [16] enables to obtain more reliable and representative results.

In [17] a generalized and improved method was described to filter out the response function of delayed SPNDs in order to obtain real-time information on the neutron flux. The proposed method avoids complicated Laplace or Z-transform operations and achieves accurate compensation without approximation by means of state-space representation of SPND dynamics and advanced digital signal processing techniques in both continuous and discrete domains. The derived discrete-time state-space SPND model also readily facilitates the application of
state-of-the-art signal processing algorithms such as Kalman filtering, which has been proved to be highly accurate and effective for similar applications.

Possible perturbations in vanadium SPNDs are discussed in [18]. It is shown that when vanadium SPNDs are placed too close to fuel rods, fission betas can cause a significant perturbation of the signal. This effect can be used to measure the decrease of the fuel rod power over time due to the burn-up. Betas emanating from activated structures around the detector were also found to lead to significant signal perturbations when not enough water was present to attenuate these betas. Furthermore, it is shown for the first time that hydrogen dissolved in the water around the detector can cause very large signal perturbations. All these effects were not observed on rhodium SPNDs. Methods to mitigate or correct these effects are discussed.

From the experimental side, six prototype SPNDs with continuous sheaths (i.e. without any weld between the sensitive part and the cable) were extensively tested in the SCK•CEN BR2 reactor [19]: two SPNDs with Co emitter, two with V emitter and two with Rh emitters, with varying geometries. All detector responses were verified to be proportional to the reactor power. The prompt and delayed response contributions were quantified. The signal contributions due to the impact of gamma rays were experimentally determined. The signal-to-noise level was observed to be well below 1% in typical irradiation conditions. The absolute neutron and gamma responses are consistent for all SPNDs.

The CARMEN-1 experiment in the CEA OSIRIS reactor (already mentioned in the discussion on fission chambers) aimed at optimizing and testing a combined measurement of neutron and photon fluxes for application in the future Jules Horowitz Reactor. The choice of sensors (including small 10 mm length rhodium SPNDs) was discussed in [20], while [9] showed the analysis of the SPND results which are in good agreement with fission chamber data and with activation dosimetry results.

2.3 Reactor dosimetry

Reactor dosimetry by activation of foils or wires and subsequent measurement of the amount of activated material (mostly via gamma spectrometry) is a well-established method. Still, developments are ongoing to improve the performance of this technique.

A complete dosimetry experimental program in support to the core characterization and to the power calibration of the CABRI reactor is reported in [21]. This experimental pulse reactor has been refurbished in order to provide pulsed experiments in PWR conditions. The paper focuses on the design of a complete and original dosimetry program for the commissioning tests with a description of the goals, the target uncertainties and the forecasted experimental techniques and data treatment.

Nowadays, the neutron spectra can be easily characterized by reactor dosimetry for thermal and high energies (respectively 0.025 eV and >1 MeV). A new target and an innovating post-irradiation analysis technique to detect the neutron spectra within the energy of 1 keV–1 MeV is proposed in [22]. Calculations have been performed for a selection of suitable nuclear reactions and isotopes. Besides the standard dosimeters, the method makes use of the activation of zirconium foils (concentrating on $^{93}$Zr and $^{95}$Zr, to be measured by accelerator mass spectrometry).

Gruel et al. [23] report on the MAESTRO program, carried out between 2011 and 2014 in the MINERVE Zero Power Reactor (ZPR) at CEA-Cadarache, during which common Light Water Reactor materials were irradiated. Initially devoted to the measurement of the integral capture cross section, these results also provided useful information on decay data of various radionuclides. In particular, new results were obtained on the relative emission intensities of the main $\gamma$ rays of $^{116m}$In and its halflife, with implications on the analysis of indium activation dosimetry campaigns.

Reliable neutron induced reaction cross sections are of key importance for a correct evaluation of reactor dosimetry data. A discussion on the neutron time-of-flight (TOF) facility GELINA at IRMM, providing accurate cross section data is provided in [24]: a secondary neutron fluence standard has been developed and calibrated for improving the reliability of the data.

2.4 Reactor instrumentation systems

For each reactor type a specific set of requirements leads to a dedicated choice of various neutron detector types to be implemented in its Instrumentation and Control (I&C) system. For the Advanced Test Reactor at INL, SPNDs and (sub)miniature fission chambers were selected for in-core neutron flux monitoring, some of them requiring movable systems [25]. The key-role of instrumentation for the new generation of research reactors is shown in [26], identifying ionization chambers, SPNDs and fission chambers as neutron detectors. Specifically for fast neutron flux measurements, CEA and SCK•CEN developed the FNDS system. For in-vessel applications, high-temperature resistant fission chambers are needed. In the framework of the R&D program for core instrumentation improvements for the French Sodium Fast Reactor, some feedback can be found in [27] on the use of fission chambers in the sodium cooled Phenix and SPX1 reactors and resulting requirements for future neutron instrumentation systems. For the Indian Sodium Cooled Fast Reactors, an I&C system is being designed [28] with a neutron instrumentation subsystem consisting of three high temperature fission chambers at the core center and Boron-10 coated proportional counters in control plug locations for flux monitoring during initial fuel loading and first approach to criticality. For neutron flux monitoring during shutdown, fuel handling, start-up, intermediate and power ranges, high temperature fission chambers in control plug locations and fission counters below safety vessel are provided. Additionally, three Boron-10 coated proportional counters are placed side by side at spare detector locations in control plugs. In [29], various methods for the analysis of neutron detector signals for power monitoring in commercial fast reactors are compared. A summary of the
nuclear instrumentation in EPR reactors is presented in [30]. Ex-core instrumentation in EPRs makes use of several types of boron-lined ionization chambers (some of them compensated), while the in-core neutron monitoring relies on a large number of cobalt SPNDs distributed over the core. All these sensors are periodically calibrated using the Aeroball reference in-core instrumentation system, in which vanadium balls are activated while being circulated through the core; the decay rate, as monitored by out-of-core gamma detectors, determines the flux in the core while the balls were inside.

In-core nuclear instrumentation not only provides information on reactor power and flux distribution, but it can also be used for detailed core characterization like the FPGA-based digital reactivity meter [31] for the Tsing-Hua Open-Pool Reactor. In [32] joint neutron noise measurements at the CALIBAN reactor by teams from CEA and from LANL were presented, resulting in better estimates of the uncertainties on the prompt multiplication data. Pinto et al. [33] propose a new subcriticality measurement method based on point kinetics equations. A study of the measurement of very small worth reactivity samples comparing open and closed loop oscillator techniques [34] shows the equivalency of the two techniques with regard to uncertainties in reactivity values. Neutron noise measurements at the MINERVE reactor were performed jointly by CEA and PSI [35,36]. Various data processing methods were used to estimate the kinetic parameters (delayed neutron fraction, critical decay constant and generation time) and to compare them mutually and also with calculation results. Similarly, Doligez et al. [37,38] describe the analysis of data taken at the VENUS-F reactor at SCK•CEN for the determination of the delayed neutron fraction and the effective prompt neutron generation time, making use of Rossi-alpha and Feynman-alpha methods.

### 2.5 Semiconductor neutron detectors

Neutron detectors based on semiconductor devices are being developed towards increasing standards for low or medium range neutron fluxes. These developments are partly driven by the need to replace He-3 based neutron detectors.

The design and performance assessment of an unconventional new neutron detection system called Neutron Intercepting Silicon Chip (NISC) [39] is based on recording neutron noise measurements at the CALIBAN reactor by teams from CEA and from LANL were presented, resulting in better estimates of the uncertainties on the prompt multiplication data. Pinto et al. [33] propose a new subcriticality measurement method based on point kinetics equations. A study of the measurement of very small worth reactivity samples comparing open and closed loop oscillator techniques [34] shows the equivalency of the two techniques with regard to uncertainties in reactivity values. Neutron noise measurements at the MINERVE reactor were performed jointly by CEA and PSI [35,36]. Various data processing methods were used to estimate the kinetic parameters (delayed neutron fraction, critical decay constant and generation time) and to compare them mutually and also with calculation results. Similarly, Doligez et al. [37,38] describe the analysis of data taken at the VENUS-F reactor at SCK•CEN for the determination of the delayed neutron fraction and the effective prompt neutron generation time, making use of Rossi-alpha and Feynman-alpha methods.

For testing of a novel neutron spectrometer for fast nuclear reactors based on 6Li converter sandwiched between two CVD diamond detectors [41], a fast coincidence between two crystals was used to reject background. The prototype has been tested at various neutron sources: a TRIGA thermal reactor (LENA Laboratory, University of Pavia) with neutron fluxes of $10^5$ n/(cm$^2$ s) and at the 3MeV D-D monochromatic neutron source FNG (ENEA, Rome) with neutron fluxes of $10^6$ n/(cm$^2$ s). A neutron spectrum measurement was performed at the TAPIRO fast research reactor (ENEA, Casaccia) with fluxes of $10^9$ n/(cm$^2$ s). The obtained spectra were compared to Monte Carlo simulations, modeling detector response with MCNP and Geant4.

Dalla Palma [42] reports on the initial results of a research project aimed at the development of hybrid detectors for fast neutrons by combining a phenyl-polysiloxane-based converter with a 3D silicon detector. To this purpose, new 3D sensor structures have been designed, fabricated and electrically tested, showing low depletion voltage and good leakage current. Moreover, the radiation detection capability of 3D sensors was tested by measuring the signals recorded from alpha particles, gamma rays, and pulsed lasers.

In the framework of the European I SMART project, new silicon carbide (4H-SiC) based nuclear radiation detectors were developed and tested, which are able to operate in harsh environments and to detect both fast and thermal neutrons. At ANIMMA2013 and ANIMMA2015, several papers emerging from this project were presented. Prototypes with various designs were fabricated, some of them optimized for thermal neutron detection via a boron convertor layer (either deposited on top the structure of implanted in the top layer).

In [43] the results of initial tests of prototypes without boron are described. The tests were first performed in the bremsstrahlung field of the Mini-Linatron at CEA-Cadarache and then at the Neutron Laboratory of the Technical University Dresden. Measurements performed with intense photon pulses show piled up peaks in the pulse height spectra. The total deposited energy is coherent with set-up conditions like shielding, distance and bias voltage. During spectral measurements with fast neutrons, high-energy peaks due to neutron induced reactions on $^{28}$Si and $^{12}$C have been recorded, in good agreement with Geant4 simulations.

Experimental data obtained during thermal neutron irradiation in the SCK•CEN BR1 reactor (at a flux of the order of $10^9$ n/(cm$^2$ s)) of prototypes of various sizes, with and without boron (implanted at room temperature or at 400°C) are discussed in [44]. The linearity of the response with the reactor power was verified and thermal neutron detection spectra were recorded as a function of bias voltage.

SRIM simulations [45] enable to optimize the boron layer geometry to obtain the most efficient deposition of energy in the active layer of the device by the alphas (and lithium nuclei) resulting from the neutron capture by boron. These simulations were performed for different reverse bias voltages as this influences the space charge region thickness. Details on the device fabrication and results from current-voltage measurements are also included.
The ultimate goal of the development is a combined sensor composed of devices with different properties, optimized for thermal neutrons, fast neutrons and gammas. The development of numerical tools for SiC sensor quantitative analysis described in [46] enable to unfold the sensor signals and to obtain the sensor responses to each type of radiation. In this respect [47] concentrates on the response function to fast neutrons, determined experimentally and compared with results from MCNPX calculations.

Further tests at the BR1 reactor are discussed in [48], including two sensor geometries based on implantation of boron. In the first geometry, 10B ions have been implanted into the Al metallic contact in order to prevent the defects caused by ion implantation. In the second geometry a single process was used to realize the p+-layer and the neutron converter layer in order to maximize the ionizations created by alphas and 7Li ions. Both types of geometries were proven to detect thermal neutrons with discrimination between thermal neutrons and gammas.

Several prototypes were also tested in industrial conditions at the fast neutron generator at Schlumberger (Clamart, France), at room temperature and at 106°C [49]. The spectra show a good stability, preserving features over the whole temperature range. However, the efficiency needs to be enhanced in order to make the device fully exploitable from an industrial point of view.

At the DT neutron generator at the Technical University Dresden, prototypes with gold metallic contacts were further tested up to 500°C [50]. On the recorded histograms the different signal structures arising from high-energy deep inelastic reactions can be distinguished, independent of the temperature. But due to increasing thermal noise effects at high temperatures, the applied bias voltages had to be decreased to avoid the deterioration of the sensor, which influenced the sensitivity of the sensor.

The data collected during the tests at the BR1 reactor and at the Schlumberger fast neutron generator are analyzed in [51]. The responses were reproduced by model calculations, validating these modeling tools for further optimization of the sensors.

Finally, the description of a possible implementation of a radiation-hard read-out circuit on silicon-on-insulator technology for the sensor signal conditioning can be found in [52], including amplification and analog-to-digital conversion for input into a multichannel analyzer.

2.6 Scintillator detectors and other low-to-medium neutron flux detectors

In view of the scarcity of He-3, many efforts are ongoing to replace He-3 detectors by alternative detectors, based on semiconductors (see previous section), scintillators or others. The results of a study of a sector-shaped configuration of liquid scintillator detectors for neutron coincidence counting are presented in [53,54]. This work was continued [55], concentrating on EJ-426 neutron scintillators arranged in hexagonal uniformly redundant arrays for coded aperture neutron imaging. The coded source neutron imaging method was applied [56] for improved neutron radiography of nuclear fuel elements.

The SCINTILLA FP7 project [57] is aimed at finding reliable alternatives for He-3 detectors for radiation portal monitoring; systems based on EJ200 plastic scintillators, Gd-line plastic scintillators and LiZnS neutron sensors were studied.

Hamel et al. [58] review recent developments of plastic scintillators, from 2000 to 2015. Their response to X-rays and gamma rays, to thermal neutrons and to fast neutrons are discussed. The main characteristics of these new scintillators and their detection properties are given.

Scintillators are sensitive to gammas and neutrons. An optimum filter was developed [59] whose parameters are gradually built up based on the acquired signals, in order to improve the discrimination performance: the technique was illustrated for a stilbene scintillator. By combining normal and gadolinium-loaded plastic scintillators, an alternative was obtained [60] for the pulse-shape discrimination technique to distinguish between gamma ray and thermal neutron response. In [61] results of theoretical and experimental studies on the detection of fast neutrons with high gamma suppression by various solid-state scintillation detectors are presented, while in [62] YAP:Ce scintillators with lithium and hydrogen converters for neutron detection are used, with special attention to the gamma suppression. Dose measurements at epithelial beams of research reactors are reported in [63] with Fricke gel and thermoluminescence detectors, with experimental data obtained at the epithermal column of the LVR-15 reactor in Rez. A method to perform subcriticality measurements in the IPEN/MB-01 reactor by BF3 neutron detectors instead of He-3 detectors is described and validated in [64].

Within the µ-TPC project [65] a recoil-based detector is being developed for neutron spectrometry in the range from 8 to 1000 keV; tests have been performed at the 127 keV neutron field of the AMANDE facility at IRSN. For higher neutron energies (5–19 MeV) the ATHENA proton-recoil spectrometer is being developed [66].

Slaughter et al. [67] describe the development and testing of a compact, efficient and accurate neutron counter, spectrometer and dosimeter, based on organic PVT scintillator with uniformly distributed lithium–gadolinium–borate microcrystals.

A review of the research on directional neutron survey meters can be found in [68]. According to the authors, the most promising designs are boron-doped liquid scintillators and multi-detector directional spectrometers.

In the field of personal fast neutron dosimetry, it is shown that fast neutrons can be detected in a mixed neutron-gamma field using a dosimeter incorporating radio-photo-luminescent Ag+-doped glass detectors associated with a neutron–proton converter [69].

2.7 Neutron detection in fusion applications

Neutron diagnostics also plays an important role in fusion devices. In D-T fusion reactions, 14 MeV neutrons are produced, while in D-D reactions the resulting neutron energy is 2.45 MeV; in the blanket regions, neutrons are thermalized to a large extent, so neutron spectroscopy down to thermal energies is of interest.
New developments for the determination of the response function of a compact neutron spectrometer for fusion diagnostics based on BC501A (or NE213) liquid scintillator are reported in [70]. The goal was to fully characterize the BC501A detector system with a dedicated digital acquisition system. The pulse height resolution and the response matrix of the detector are determined using experimental data acquired at the PTB facility in Braunschweig, Germany.

The design, the assembly and the first tests of a proton recoil telescope based on diamond detectors for the measurement of 14 MeV fusion neutrons are described in [71]. The segmentation of the sensitive volume, achieved by using two crystals, allowed to perform measurements in coincidence, which suppressed the neutron elastic scattering background.

Finally, in [72] the feasibility of a Neutron Activation System is assessed, one of the four candidate neutronic sensors for testing of the HCLL and HCPB test blanket modules in ITER. By means of pneumatic transport the system moves small activation probes into selected positions in the test blanket modules for irradiation during a selected period, after which they are extracted and transported to a gamma spectrometer to determine the activity.

### 3 Photon detection and measurement

Photon detection and measurement is a wide and relevant topic that one could meet in different kinds of applications dealing with non-destructive assays and control of materials and facilities as well as medical or environmental applications.

Important progresses have been made during the last few years in detection material and design as well as electronics, treatment and analysis.

The purpose of this chapter is to give a synthesis state-of-the-art regarding developments and advances in photon; mainly gamma and X, instrumentation and measurement techniques based on a selection of papers published at the ANIMMA conferences.

Two kinds of measurement techniques are considered here; passive photon measurements and active photon measurements whether they measure radiation from spontaneous decay of isotopes/materials or radiation induced by an external interrogating source.

In the case of passive measurements, the signals to be detected are obtained without external stimulation. They are due to radioactive decay and to the spontaneous emissions of particles from the object to be characterized. On the contrary, active measurements are based on identifying the particle emissions induced using an external radiation source. This source may be of various types: isotopic source, neutron/electron/photon generator (particle accelerator). The interrogating particles and detected particles are essentially, if not exclusively, photons and/or neutrons. They are chargeless particles which therefore exhibit a high capacity for penetrating materials, thereby facilitating the detection and/or stimulation of radiation in the object to be tested.

#### 3.1 Passive photon measurements

In general, passive non-destructive nuclear measurements are used when the radiation emitted spontaneously by the item/object to be measured has an intensity and a mean path in the matrix (or material) which are sufficient to be detected. This serves in particular to characterize the emitters and, in certain cases, to categorize the measured object. Carrying out these measurements only requires a detection and acquisition system for the radiation emitted.

Gamma spectrometry, X-ray spectrometry, photon emission tomography, self-Induced fluorescence are the most widely employed passive photon measurement techniques.

Different topics and application fields are concerned by such passive measurements. In the frame of ANIMMA aims, the identified application fields/topics deal with fundamental physics/detector physics, nuclear reactors and fuel cycle, homeland security, radioactive wastes management and control, and environmental and medical sciences.

For detector physics and associated treatment and analysis, works have been presented by Guillot et al. concerning passive gamma spectrometry deconvolution software for quantifying the uncertainties associated at the gamma ray spectrum [73]. Passive gamma ray spectrometry enables to characterize (both identify and quantify) radionuclide in mass and activity. Gamma ray spectrum exploitation, treatment and analysis are generally done in two main steps. The first step is the extraction of the raw data contained in the spectrum (peak areas) and the second step is to establish the detection efficiency of the measurement setup. Deconvolution software uses different raw data extraction methods which need to be optimized in some applications like actinide spectrum treatment and analysis. Barat et al. [74] presented an advanced measurement system and associated treatment tool called ADONIS-LYNX for burn-up measurement analysis by gamma spectroscopy. The ability of the ADONIS-LYNX system to measure all the activity variation from the starting up to several million counts per second in a specific configuration without any tuning from the operator has been demonstrated.

One of the important steps in gamma spectrometry treatment and analysis is the determination of detection efficiency. For complex geometry configuration setup numerical modeling is required of both measuring device and measured object. Guillot et al. [75] preformed advanced numerical modeling of HPGe detector that has been experimentally tested with a real HPGe P-type planar diode detector. The discrepancy between modeling results and experiments is around 5%. The validation has been made for a distance ranging from 10 to 150 cm, and angle ranging from 0° to 90° and energy range from 53 to 1112 keV (from 133Ba and 152Eu isotopic sources). The continuity of the detection efficiency curve has been checked between the two sources with an uncertainty less than 2%.
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The energy resolution of a detection system is an important point for accurate determination of photon energy during spectrometry measurements. Physical and experimental studies are carried out in order to improve knowledge and performances of photon detectors as well as planar HPGe energy resolution. Samedov [76] carried out theoretical consideration of the process in planar HPGe detectors for low energy X-rays using the random stochastic processes formalism. Using the random stochastic processes formalism, the generating function of the processes of X-rays registration in a planar HPGe detector was derived. The power serial expansions of the detector amplitude and the variance in terms of the inverse bias voltage were derived. The coefficients of these expansions allow determining the Fano factor, electron mobility-lifetime product, nonuniformity of the trap density, and other characteristics of the semiconductor material.

Energy resolution, for certain semiconductor photon detectors, could also be improved by irradiating or illuminating them with suitable photon energies. Ivanov et al. [77] presented works dealing with infrared illuminated CdZnTe detectors to improve performance such as energy resolution. Variety of detection probes with CdZnTe quasi-hemispherical detectors from the smallest with volumes of 1–5 mm³ to larger with volumes of 1.5 and 4.0 cm³ have been fabricated and tested. The conclusion was that the use of IR illumination significantly improves spectrometric characteristics of the probes operating at room temperature, especially probes with detectors of large volumes. The probe with the detector of 4 cm³ without IR illumination had an energy resolution of 24.2 keV at 662 keV and of 12.5 keV with IR illumination (Fig. 1).

CdZnTe called also CZT could be used for burnup measurement of spent fuel assembly. Seo et al. [78] presented a study on an underwater burnup measurement system (Fig. 2) based on gamma-ray spectroscopy with the CZT detector. The system was developed and tested on a spent fuel assembly. Burnup was determined according to the 134Cs/137Cs activity ratio with efficiency correction by Geant4 Monte-Carlo simulations (Fig. 2). The activity ratio as a function of burnup was obtained by ORIGEN calculations. The measured burnup error was 8.6%. Barber et al. [79] for clinical computed tomography have fabricated fast room-temperature energy dispersive photon counting X-ray imaging arrays using pixelated cadmium zinc (CdZn) and cadmium zinc telluride (CdZnTe) semiconductors. They have also fabricated fast application specific integrated circuits (ASICs) with a two dimensional (2D) array of inputs for read-out from the CdZnTe sensors. They have measured several important performance parameters including: an output count rate (OCR) in excess of 20 million counts per second per square mm, an energy resolution of 7 keV full width at half maximum (FWHM) across the entire dynamic range, and a noise floor less than 20 keV.

An adapted solution to detect and characterize online and in motion nuclear and radiological risks was proposed in [80], using a miniature embedded CdZnTe (CZT) crystal Gamma-ray spectrometer. CdZnTe (CZT) crystal detector allows gamma-ray spectrum measurements at room temperature with enough intrinsic resolution to be associated with a mathematical method for spectrometric analysis. The paper presents experimental results for this miniature embedded CZT spectrometer on robotic platform (Fig. 3) and its associated methodology to detect radiological threats online and in motion. A relative ability to detect and identify in motion non-shielded radioisotopes has been shown.

For radioactive sources localization, passive gamma measurement (counting or/and spectrometry) is one of the main commonly used techniques. The development of an imaging spectrometer [81] is based on the GAMPiX technology [82] (Fig. 4). The detection system contains a 1 mm thick CdTe substrate bump bonded to a pixelated read-out chip called Timepix [83] and developed by the CERN. Experimental tests have been carried out according to both spectrometric methods enabled by the pixelated Timepix read-out chip used in the GAMPiX gamma camera. The first method is based on the size of the impacts produced by a gamma-ray energy deposition in the detection matrix. The second one uses the Time over Threshold mode of the Timepix chip and deals with time spent by pulses generated by charge preamplifiers over a user-specified threshold.
CZT detector and associated electronics are also studied for Positron Emission Tomography (PET) imaging. Gao et al. [84] propose a novel front-end ASIC with post digital filtering and calibration dedicated to CZT detectors for PET imaging. A cascade amplifier based on split-leg topology is selected to realize the charge-sensitive amplifier (CSA) for the sake of low noise performances and the simple scheme of the power supplies. The output of the CSA is connected to a variable gain amplifier to generate the compatible signals for the A/D conversion. A multi-channel single-slope ADC is designed to sample multiple points for the digital filtering and shaping. The digital signal processing algorithms are implemented by a FPGA [85].

Passive gamma spectrometry by using semiconductor detector is also commonly used as non-destructive assay technique to measure activities and masses as well as reaction rate distributions in irradiated fuel. This is the case of the works presented by Gruel et al. [86] on γ spectroscopy device for axial and azimuthal activity measurements on JHR-type Curved Fuel Plates. Measurements were performed during the AMMON [87] program, dedicated to experimental validation of the HORUS-3D neutron and photon deterministic transport calculation scheme for the future Jules Horowitz Material Testing Reactor [26]. Axial and azimuthal fission distributions were studied in perturbed and unperturbed configurations. The axial perturbed fission rate, due to the half-inserted hafnium rod (“1/2 hafnium” configuration), was measured and compared to the unperturbed one. The fission rate distortion due to the inserted hafnium rod is finely described. Very good repeatability is achieved, for both azimuthal and axial measurements, and overall uncertainties are between 0.7% and 1.5% on each measurement point. For reactor applications, interesting and relatively new applications of delayed gamma counting by using miniaturized ionization chamber have been presented by Fourmentel et al. [88]. These works show that the contribution of the delayed gamma component to the total gamma counting signal in an MTR reactor is around 30% (Fig. 5).

Another original passive photon spectrometry application has been presented by Pin and Pérot [89] which is based on fluorescence X-rays induced by the spontaneous gamma emission of bituminized radioactive waste drums. The main 661.7 keV gamma ray following the $^{137}$Cs decay produces by Compton scattering in the bituminized matrix an intense photon continuum around 100 keV, i.e. in the uranium X-ray fluorescence region. “Self-induced” X-rays produced without using an external source allow a quantitative assessment of uranium as $^{137}$Cs and uranium are homogeneously mixed and distributed in the bituminized matrix. The experimental qualification of the method with real waste drums, show a detection limit well below 1 kg of uranium in 20 min acquisitions while the usual gamma rays of $^{255}$U (185 keV) or $^{238}$U (1001 keV of $^{234m}$Pa

Fig. 2. Experimental set-up and energy spectrum measured with underwater measurement system for K23 spent fuel assembly [78].

Fig. 3. Robotic platform and associated pilot driver [80].
in the radioactive decay chain) are not detected. The relative uncertainty on the uranium mass assessed by self-induced X-ray fluorescence is about 50%, with a 95% confidence level, taking into account the correction of photon attenuation in the waste matrix.

Gamma ray dosimetry is another application of passive photon measurements. For this purpose dosimetry system using radiation-resistant optical fibers and a luminescent material is developed by Toh et al. [90] from JAEA in order to be used in a damaged Fukushima Dai-ichi nuclear power plan. The system was designed to be compact and unnecessary of an external supply of electricity to a radiation sensor head with a contaminated working environment and restricted through-holes to a measurement point in the damaged reactor. The system can detect a gamma-ray dose rate at a measurement point using a couple of optical fibers and a luminescent material with a coincidence method. This system demonstrated a linear response with respect to the gamma-ray dose rate from 0.5 mGy/h to 0.1 Gy/h and the system had a capability to measure the dose rate of more than $10^2$ Gy/h.

Gamma spectrometry/spectroscopy which has been developed and performed since several decades uses either semiconductor detectors (HPGe, CZT, etc.) or scintillators. Tests and performances of LaBr₃ scintillator material as photon detectors for specific applications have been presented by Omer et al. [91] on feasibility of LaBr₃(Ce) detector to measure nuclear resonance fluorescence NRF from special nuclear materials. A dedicated experience was performed on $^{235}$U with the quasi-monochromatic high γ-ray source using the 1733 keV resonant energy. A LaBr₃(Ce) detector array consisted of 8 cylindrical detectors, each with length of 7.62 and 3.81 cm in diameter. The HPGe detector array consisting of 4 detectors, each having a relative efficiency of 60%, was used as a benchmark for the measurement taken by LaBr₃(Ce)
detector array. The integrated cross-section of the NRF level measured with the LaBr$_3$(Ce) detector showed good agreement with the available data. Another application of a LaBr$_3$ detector as Compton Telescope for dose delivery monitoring in hadron therapy can be found in [92]. Another contribution [58] gives a short review of the possibilities and potentialities of plastic scintillators to detect special nuclear material via neutron and photon detection. For photons (gammas and X) detection with plastic scintillators poor resolution is noted due to relative low scintillation yields compared to inorganic scintillators. They cannot give access accurately to the full energy of an incident photon. A solution could be the modification of the composition of the plastic scintillators to make them denser and to increase their effective $Z$ ($Z_{eff}$) by heavy metal loading (Fig. 6). However, heavy atoms tend to have a strong fluorescence quenching due to multiple vibrational relaxations. Nevertheless a compromise could be found between higher absorption and lower light output, so as to lead to a pseudo-gamma spectrometry.

Fanchini presented studies dealing with a Radiation Portal Monitor based on a Gd-lined plastic scintillator for neutron and gamma detection [93]. Plastic scintillator coupled to gadolinium neutron absorber is used. The system is dedicated to screen vehicle and cargo containers aiming at detecting the presence of radioactive elements mainly Special Nuclear Materials.

3.2 Active photon measurements

The measurement of the radiation emitted spontaneously and naturally by the object to be characterized depends directly on:
- the type of radiation emitted;
- its intensity, i.e. the mass and/or the radioactive half-life of the radionuclide(s) present and their chemical form;
- the presence or absence of stray radiation interfering with or masking the useful signals. In certain cases, these parameters are liable to make the passive measurement difficult or even unfeasible, in which cases it is necessary to revert to active non-destructive methods.

As their name implies, these techniques require the use of external sources generating so-called “interrogating” particles. The most widely used techniques are undeniably active neutron measurement, straight line photon transmission, X-ray gamma fluorescence, transmission tomography, and, to a lesser extent interrogation by induced photoisissions [94], photon activation and photoisission tomography [95].

Active photon measurements require external interrogating source which could be isotopic photon source as well as electron accelerator such as a LINAC which remains the most used photon interrogating source thanks to high-energy capability production as well as high interrogating level flux.

Roure et al. [96] presented their modeling developments relating to high-energy bremsstrahlung photon imaging associated to gamma spectrometry measurement for non-destructive analysis of irradiated experimental samples and internal equipment structure of test devices associated to JHR MTR reactor. Actually Imaging concerns radiographic and tomographic “X-ray” imaging which is in fact “Bremsstrahlung photon”$^4$ imaging with the highest possible spatial resolution. Design calculations and modeling are carried out by using Monte-Carlo transport codes and specific photon (and neutron) imaging tool. Carrel et al. [97] showed the possibilities of using a LINAC for non-destructive characterization of radioactive waste packages of large volumes by using both passive and active measurement such as photoisission interrogation, photon activation and photon imaging. The global $^{238}\text{U}$ equivalent mass obtained after photoisission measurements is equal to 178.7 g which is the finest evaluation of the $^{238}\text{U}$ mass contained in the package using photoisission measurements performed in these works. LINAC machines could also be used as intense neutron interrogating sources by using low photoneutron energy threshold conversion target [98]. In this framework Sari et al. [99] designed and tested a neutron interrogating cell based on electron linear

4 Confusion is often made between X-Rays and Bremsstrahlung photons.
accelerator for measurement of 220 L nuclear waste drums. The interrogative half-life time of the cell is equal to $10^{26}$ ms. Different waste mock-up drums containing different types of matrices: vinyl, iron and polyethylene have been assayed and their impact on the prompt signal, the prompt to delayed neutron ratio, and on the interrogative neutron half-life time. Between 3 and 18 mg of $^{235}$U can be detected in 150 s, depending on the experimental configuration. It was also shown that measurement performances can be significantly improved by increasing the electron energy and the thickness of the target (Fig. 7). The use of a 3 cm thick target is recommended by the author.

Non-destructive radioactive large wastes (up to 5 m$^3$) assay by using high bremsstrahlung photon energy imaging is presented in [100]. The electron energy of the LINAC is equals to 9 MeV with a dose rate emission in the beam axis up to 23 Gy/min at 1 m from the braking target. Two detection systems are used. The first one is a large GADOX scintillating screen (800×600 mm$^2$) coupled to a low-noise pixelated camera. The second one is a multi-CdTe semiconductor detector, offering measurements up to 5 decades of attenuation (equivalent to 25 cm of lead or 180 cm of standard concrete). At the end of the acquisition, a Filtered Back Projection-based algorithm is performed. Then, a density slice (fan-beam tomography) or a density volume (cone-beam tomography or helical tomography) is produced and used to examine the waste (Fig. 8). Depending on the object size and the detector used, the spatial resolution range is 1–3 mm.

Gamma imaging is also developed and tested for medical application such as particle therapy. Actually it seems that one of main technical obstacles preventing proton therapy from becoming a mainstream treatment modality is the range uncertainty. To try to overcome this obstacle, a Compton photon imaging prototype is presented by Golnik et al. [101] which measures prompt gamma emission, a side product of incident particle tissue interaction and associated dose deposition. Compton imaging seems to be a technique to measure three dimensional gamma emission profiles [102,103]. The Compton imaging prototype consists of two CZT cross sheet detectors as scatterer and absorber. On the same topic, Kornoll et al. [104] presented works on the potentialities of prompt gamma timing range method to monitor scattered incident proton beam during proton therapy.

4 Thermal measurements

The contributions to the thermal measurements in nuclear environments can be subdivided into two areas consisting on the one hand in the general aspects of temperature and heat flux measurements and on the other hand in the particular but important problem of nuclear heating in MTR.

4.1 Temperature measurements

The main specificities of the temperature measurements in nuclear environments are the presence of a radiation field damaging the sensors and cables, the need to monitor rapid transients of complex systems or slow transients in disposals of nuclear waste materials, and the high temperatures in aggressive radioactive mixtures (corium). In addition, temperature measurements are used for special applications like for example the detection of leaks. Progress in temperature measurements generally mean progress in safety and economics of the process operation, which require accuracy, reliability and stability, i.e. limited drift of the instrumentation. Several papers of the ANIMMA conferences deal with the drift and calibration of the sensors, new fabrication processes, novel signal processing techniques, new applications of existing techniques, and also the measurement of materials properties at high temperatures. This section summarizes the main outcomes of these papers.

4.1.1 The Johnson noise thermometer development

To face the drift due to the harsh environment in which temperatures need to be measured, several possible strategies are possible, namely cross-calibration, periodic maintenance, redundancy and conservative operating parameters. All of them cost a lot of money to the nuclear industry. This is why several research groups around the world are trying to get rid of the problem by developing the so-called Johnson noise thermometry, a method with no need for calibration.

The principle of the method is to use the thermal agitation of the electrons in a conductor as an indication of its temperature [105]. The basic analysis was published in the Physical Review Letters by Johnson [106] and Nyquist
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An unloaded passive network always presents at its ends a voltage, fluctuating statistically around zero. The mean square of this voltage is given by the following equation and its very good frequency-independent approximation for $T > 100$ K and $f < 1$ GHz:

$$\varepsilon_n^2 = 4kTR \left[ \frac{h}{kT} \left( e^{\frac{hf}{kT}} - 1 \right)^{-1} \right] \approx 4kTR \left[ V^2 Hz^{-1} \right]. \quad (1)$$

In the above equation, $k$ denotes the Boltzmann constant, $h$ is the Planck constant, $f$ is the frequency, $T$ is the temperature in kelvins, and $R$ is the resistance.

For a frequency bandwidth $\Delta f$, the above approximation becomes in rms voltage:

$$\sqrt{V_n^2} = \sqrt{4kTR\Delta f}. \quad (2)$$

It is independent of the physical properties of the sensor, except for its resistance, that needs to be measured. At ANIMMA 2015, the project carried out at the National Physical Laboratory (UK) in cooperation with the company METROSOL Limited was presented in [108]. In the switched-input correlation thermometer configuration, the often used noise source placed at a reference temperature was to be replaced by a Quantum Voltage Noise Source using room-temperature electronics and innovative digital signal processing techniques. The final objective is to develop a practical device capable of driftless temperature measurement with uncertainty of less than 1°C and measuring time of a few seconds. In recent times, several competitive projects are reported around the world; see for example [109].

### 4.1.2 Reducing the drift of N type thermocouples with the Cambridge special sheath

In the framework of METROFISSION (short name for “Metrology for New Generation Nuclear Power Plants”), an EURAMET project, the reduction of the drift of thermocouples is being studied. In a reactor, this time dependent drift results from both intense fluxes responsible for atomic displacements and transmutation in the thermoelements on the one hand, and from the transfer of contaminants from the sheath to the thermoelements at high temperatures on the other hand. Changes in the composition of thermocouples associated with transmutation due to the decay processes have been studied [110] by means of the ORIGEN 2.2 code. One concludes that the effect of transmutation is very significant for both Pt and W based thermocouples in thermal reactors with changes in composition of the order of several weight percent. On the contrary, the effect of transmutation appears to be smaller than 1% by weight for Ni based and Mo/Nb thermocouples in thermal neutrons reactors, but more important in fast neutrons reactors. These results are in agreement with the drifts observed under thermal neutrons fluxes at temperatures lower than 1000°C.

In addition to transmutation, neutrons interacting with the thermoelements produce atomic displacements, causing dislocation loops and voids. Increasing dislocation loops densities means changing the mechanical properties of the metallic alloys: increased hardening, reduced tenacity, increased brittleness and brittle-ductile transition temperature, reduced ductility and creep failure times [111]. The resulting additional drift of the thermocouples has to be taken in consideration for fast neutrons reactors.

In order to reduce the neutron flux affecting the thermocouples, it has been suggested to use Boron Carbide coatings. With thick coatings the above-mentioned calculations show that the absorption of thermal neutrons by the Boron can reduce the neutron flux by 20% for PWR’s. The absorption would be much weaker for fast neutrons.

Above 1000°C, the Nickel based Mineral Insulated Metal Sheathed thermocouples that are especially required for tests on nuclear materials and fuels are no more reliable since they show temperature drifts as high as $-20$ to $-65$ °C when exposed in a furnace at 1200°C during 2000 h. In fact, high temperatures, the thermal drift is larger than the drift due to transmutation. The explanation reported in [79] by the researchers of the University of Cambridge, is the existence of a transfer of contaminants from the sheath to the thermoelements, especially Mn and Cr present in the Inconel 600 sheaths. A customized low-alloyed Nickel alloy sheath has been proposed and successfully tested by the authors. Further on, a test campaign carried out out-of-pile at Idaho National Lab. (INL) [112] has shown the superiority of the performance of the Cambridge design with respect to the standard construction of type N thermocouples: after 2060 h at 1157°C, the special sheath Cambridge thermocouples had drifted an average of only 4°C, and after an additional 2000 h at 1207°C, the total drift was about 15°C. The metallurgical analysis presented in [113] shows that, at 1300°C, Cr and Fe and also Mn and Al are transferred from the Inconel sheath to the Nicrosil and Nisil thermoelements, while the Cr contamination to Nisil (the most responsible for the drift) is much reduced with the Cambridge special sheath, and the Fe and Mn contaminations to Nisil have disappeared.

Tests were going to be pursued in the final AGR fuel experiments campaign together with another promising design: the High Temperature Irradiation Resistance TC under development at INL, a doped Mo/Nb alloy thermocouple with hafnia insulation, already mentioned in the review proposed by Rempe et al. [25].

### 4.1.3 Self-validating thermocouple methodology using a miniature fixed-point cell

In order to solve the problem of the necessary periodic recalibration of thermocouples inserted into an irradiation facility like the HFR reactor, Laurie et al. [114] designed two miniaturized $(L = 21 \text{ mm}, \varphi = 1.5 \text{ mm})$ fixed point (gold and copper) cells, and tested them in a furnace with standard N type (1 and 1.5 mm) Inconel 600 sheathed thermocouples. According to this design the mini-cell with the thermocouple is housing a few grams of the selected pure metal. Each time the temperature to be measured rises above the melting point of the metal, the absorption of a small quantity of heat gives a small plateau that can be detected and used to calibrate the thermocouple. Similarly,
each time the temperature drops, another small plateau appears, linked to the solidification of the metal in the ingot. The mean value between the melting and the freezing plateaus was found to correspond to a limited uncertainty of ±1 °C enabling on-line thermocouple monitoring.

Note that paper [83] is the continuation of previous studies described in [115].

4.1.4 Pyrometry methods
Non-contact real-time measurements of high surface temperatures under severe irradiation is a challenge. Ramiandrisoa et al. [116] are studying the signal treatment of optical silica fibers in such conditions for the LORELEI experiments to be carried out in the Jules Horowitz Reactor. In the experiments a single rod will be submitted to a LOCA. The cladding temperature has to be measured. In the referred paper, the authors evaluate the uncertainties of three methods for the determination of the temperature emitted by simulated grey body spectra. They show theoretically the potential benefits from a polychromatic method using a minimization technique.

Also very difficult is the measurement of surface temperatures in a tokamak – another harsh environment – due to combined low emissivity and non-negligible reflected fluxes. An active pyrometry method is proposed in [117]: the pulses of a pulsed laser create a local and temporal increase of the surface temperature, and thus a photon flux depending only on the surface temperature and the local increases of short duration.

Finally, it is worth mentioning paper [118] presenting the different solutions (thermocouples and pyrometry) selected to measure the high temperatures of the corium in the PLINIUS platform.

4.1.5 Mitigating fast neutrons irradiation of integrated temperature sensing diodes
Francis et al. [119] have developed a technique enabling to mitigate the drifts of temperature sensing diodes under fast neutron irradiation. They use micro-hotplates fabricated with a standard 1 μm non-fully depleted Silicon-On-Insulator technology to embed thermodiodes. These micro-hotplates have demonstrated their robustness to fast neutrons irradiation up to a fluence of $7 \times 10^{13}$ n/cm$^2$. The $I$–$V$ shifts due to charges trapped in the oxide which could result in errors above 3°C on the temperature measurement and increase further with the dose, can be corrected by annealing the thermodiode located on the membrane of the micro-hotplate from room temperature to 450°C. At a nominal value of the forward bias current set to 65 μA, the temperature sensitivity is equal to $-1.18$ mV/°C, the precision of the measurement at room temperature is less than 0.28°C and the irradiation effect is limited to an extra 0.23°C measurement error. The total absolute error is thus lower than 0.51°C.

A review of the combined effects of MGy irradiation and elevated temperature on several micro- and nano-electronic technologies can be found in [120].

4.1.6 Measuring thermophysical properties of materials at high temperatures
Again in the framework of METROFISSION and in order to provide reference methods for the measurement of the thermal properties of materials at high temperatures, in particular materials to be developed for advanced nuclear reactors, three National Metrology Institutions (LNE, PTB and NPL) and JRC/ITU have collaborated in designing new measuring equipment [121]:
- a thermal diffusivimeter based on the laser-flash method operating at temperatures up to 2000°C;
- an equipment for the determination of the spectral emissivity of solid materials up to 1500°C, based on the measurement of the energy deposited by a laser pulse on a face of the cylindrical sample;
- an equipment to measure the linear thermal expansion up to 2000°C with horizontally operating differential push rod dilatometers;
- calorimeters to determine the specific heat up to 1500°C.

Using graphite and tungsten as reference materials, successful inter-comparisons have been performed between the different versions of these instruments and with existing instruments operating at lower temperatures. The observed uncertainties are presented in the paper.

4.1.7 Monitoring temperatures by means of Fiber Bragg Gratings sensors
This technique is explained and reviewed in Section 6 dealing with optical fiber measurements.

4.2 Nuclear heating instrumentation
The section concerns instrumentation dedicated to measurements of nuclear heating in MTR. Nuclear heating (or nuclear adsorbed dose rate) corresponds to an amount of deposited energy due to various interactions between nuclear rays and matter with a mixed (n, y) field. Nuclear heating is responsible for temperature increase in non-fuel zones (inert materials) and consequently represents a relevant parameter to design irradiation devices, to impose specific accurate in-pile thermal conditions, to interpret in-pile experiments and finally to enhance physical models describing the behaviour of materials (accelerated ageing) under irradiation.

The measurement technique employed in MTR is different from the one used for gamma dosimetry in ZPRs. In ZPR, due to very low level of energy deposition rate, time-integrated values corresponding to nuclear adsorbed doses are quantified by means of ThermoLuminescent Detectors, and Optically Stimulated Luminescent Detectors [122–125] in two main steps after calibration: irradiation of the detector in reactor and then post-irradiation measurement treatment. In MTR, the nuclear energy deposition rate is determined online thanks to non-adiabatic calorimeters based on temperature measurements.

In the previous ANIMMA conferences nuclear heating instrumentation included two kinds of calorimeters: differential calorimeters and single-cell calorimeters.
Several presented papers dealt with: experimental work under laboratory conditions focusing on improvement of preliminary calibration techniques, of sensor response, but also on in-pile experimental works dedicated to nuclear heating axial profile determination in experimental channels and to comparison between sensor responses and measurement methods, and finally numerical works to design sensors, to interpret experimental results and to enhance the numerical methodology used for quantification.

This section summarizes the main advances on calorimeters by focusing on common trends such as the crucial preliminary step whatever the calorimeter kind (the sensor calibration), the in-pile measurement campaign target (axial distribution of the nuclear heating), the understanding of the sensor response by experimental parametrical studies in laboratory, the design of calorimeters owning new metrological characteristics by means of numerical works, and the development of thermal simulations in order to predict and interpret sensor behaviour under real harsh environment.

4.2.1 Differential calorimeters

Studies on differential calorimeters were only reported by French teams from CEA and Aix-Marseille University (AMU). They represent the major research works on in-pile calorimetry presented at ANIMMA conferences.

These differential calorimeters are composed of two types of aluminum calorimetric cells: a measurement cell containing a graphite sample to determine the nuclear energy deposition on it and an identical reference cell (without sample) which is used to remove the nuclear energy deposition on the measurement cell structure. Each cell has three main parts: a head (hosting a heater for calibration and for certain in-pile measurement techniques; and the sample in the case of the measurement cell), a pedestal (to obtain a suitable cell sensitivity) and a base to transfer the deposited energy to the external surroundings. Moreover, each cell contains two K-type thermocouples to measure the temperature of a hot point and of a cold point and thus the temperature difference reached during the steady thermal state of the sensor. The calorimetric cells are located thanks to spacers inside a waterproof stainless steel jacket filled by Nitrogen.

Two kinds of differential calorimeters designed for experiments in the OSIRIS reactor were studied: a calorimeter made of four calorimetric cells (two pairs of cells fixed onto a same base) and a calorimeter with two superposed calorimetric cells. The four-cell calorimeter is the oldest one and is a fixed calorimeter used up to 2011 in a device made of five stage calorimeters [126,127]. The two-superposed-cell calorimeters were integrated inside two mobile mock-ups. The first two-superposed-cell calorimeter was integrated in a new mobile calorimetric system called CALMOS (development started in 2002 in CEA and completed in 2011) designed to measure the axial profile of nuclear heating inside experimental channels located into the OSIRIS core up to $13\,\text{W/g}$ and the nuclear heating value into the upper part of the core [126,128,129]. A detailed description of the new sophisticated displacement system is given by the authors [128]. It allows a wide automatic displacement range from $-139$ to $+906\,\text{mm}$. The second two-superposed-cell calorimeter was integrated into a multi-sensor device called CARMEN [20] developed in the framework of the joint IN-CORE research program between CEA and AMU in order to quantify several key parameters simultaneously such as thermal and fast neutron fluxes, photon fluxes and nuclear heating in periphery channels of OSIRIS reactor up to $2\,\text{W/g}$, by coupling a differential calorimeter [130], a gamma thermometer, ionization chambers, fission chambers, SPNDs, and Self-Powered Gamma Detectors (SPGDs).

The responses of the two-superposed-cell calorimeters were numerically simulated by a finite element method using the CAST3M code. The authors performed calculations for both cases of laboratory conditions in [131] and in-pile conditions in [126,128–130]. For instance, Carcreff et al. determined the numerical temperature field inside a CALMOS type calorimeter in order to check that the maximal temperature, reached for a nuclear heating equal to $13\,\text{W/g}$ corresponds to a suitable value (lower than material fusion temperature) [126]. Moreover, they studied the influence of the thermal radiative transfer on the nonlinearity of the sensor response by testing two surfaces with different emissivities. They showed that polished stainless steel screens lead to a decrease of the nonlinearity coefficient (7% for an emissivity coefficient equal to 0.06 and 14% for an emissivity coefficient equal to 0.3). As this nonlinearity coefficient increases versus the nuclear heating level, the authors concluded that it is necessary to take it into account for in-core conditions.

Brun et al. studied the sensor sensitivity. They showed the influence of the nature of gas filling the sensor jacket on the spatial heat evacuation repartition. They also determined the influence of the radius of the calorimetric-cell pedestal on the cell sensitivity for five lengths of the pedestal by varying the length of the base simultaneously in order to keep constant the total length of CARMEN type calorimeter [131]. An increase of the sensor sensitivity can be obtained by using a gas with a lower thermal conductivity than nitrogen and/or a smaller radius of the cell pedestal. Moreover, Brun et al. simulated CARMEN type calorimeter under laboratory conditions and under in-pile conditions corresponding to two irradiation campaigns into OSIRIS periphery. A very good agreement between experimental and numerical results was found [130], suggesting that such numerical simulations can be used to design new calorimeters and to predict their response (cf. section dedicated to single-cell calorimeter).

Brun et al. listed the advantages associated to the use of differential or single-cell calorimeters [130]. One advantage of differential calorimeters is related to the heaters located inside the calorimetric cells which allow three measurement methods to determine the nuclear heating inside the irradiation channels. Carcreff et al. presented and described these three measurement methods [126,128].

The first method, called “calibration method”, uses preliminary out-of-pile calibration curves obtained under laboratory conditions without nuclear fluxes by simulating the nuclear heating thanks to the Joule effect inside the heaters located inside the heads of the calorimetric
cells. The nuclear heating is calculated by measuring a mean steady temperature difference for each calorimetric cell moved at the same axial location inside the experimental channel and by taking into account the cell calibration coefficients. The nuclear heating law depends on the calibration curve type. Carcreff et al. gave the equation for a linear sensor response and used a numerical correction coefficient (determined by thermal simulations) in order to take into account three components (geometry, conductive heat losses through the gas layers, variation of the thermal conductivity of the calorimetric cell structure material versus temperature) [128]. The authors scheduled thermal conductivity measurements by a specialized laboratory (instead of theoretical law) in order to improve in the future the numerical estimation of the correction coefficient [129]. Brun et al. proposed a correlation for a nonlinear response [130].

The second method (“zero-method”) and the third method (“addition method”) require the use of the heaters inside the reactor. For the zero-method, an electrical current has to be injected inside the heater of the reference cell to obtain a mean steady temperature difference equal to the mean steady temperature difference reached inside the measurement cell at the same axial location at the previous step. This method cannot be considered as an absolute method if the responses of the two cells are different. In that case, the authors introduced a correction coefficient $K_0$ [128]. By changing the location of the thermocouple measuring the low/cold temperature on the calorimetric cell, the authors improved this coefficient which becomes closer to 1 [129]. For the addition method, the nuclear heating quantification is performed in three steps. During the two first steps, the mean steady temperature difference is measured for the two cells located at the same axial position without using heaters. Then during the last step, an electrical current is injected inside the heater of the measurement cell moved at its initial position.

Carcreff et al. compared the three measurement methods for experiments performed at low nuclear heating level (<1.3 W/g) inside an experimental channel located into the OSIRIS periphery [126]. A good agreement was obtained. However, the authors indicated some limitations. Due to the electrical-current limitation inside the heater wires, the zero and addition methods can be applied up to 5 W/g only. The zero method is a time-consuming method because the electrical current inside the reference cell has to be tuned until obtaining the same mean steady temperature as the one reached inside the measurement cell. At high nuclear heating level, the addition method has to be applied carefully in order to reach inside the measurement cell a temperature lower than the melting point of aluminum (additional energy imposed inside the warmer cell). For experiments carried out inside the OSIRIS core channels (up to 10.6 W/g), due to electrical-current limitations Carcreff et al. applied the zero method only in the upper part of the core (<3.8 W/g) in several positions and channels [128,129]. During these experiments, the discrepancy observed between the zero and calibration methods ranges between $-7.6\%$ to $+5.8\%$. The authors obtained a complete axial profile of the nuclear heating into the core and into the upper part of the core thanks to the calibration method with different measurement steps (up to 25 steps with a time scanning close to 3 h).

The accuracy of the calibration method depends on the out-of-pile calibration step and on the calculation method. The usual calibration curves are obtained under laboratory conditions without nuclear radiation thanks to heaters located into the head of the calorimetric cells. Experimental studies concerning the out-of-pile calibration were presented in detail and discussed by Brun et al. for two types of calorimetric cell (CALMOS type and CARMEN type) [132]. The authors established the calibration curves of each calorimetric cell by applying increments of electrical current into the heaters. For each imposed electrical power value, the response of the calorimetric cells was measured versus time until reaching a steady-state thanks to the heat exchanges with the external cooling fluid. Then for each steady thermal state, the authors calculated an average temperature for each thermocouple and consequently defined the calorimetric cell calibration curve by plotting the temperature difference between the hot and cold points versus the electrical power. Brun et al. showed that a calorimetric cell with a lower radius of pedestal leads to a more sensitive sensor, but the calibration curve becomes a quadratic curve due to the increase of the temperature and consequently the increase of the radial heat transfers (conductive and radiative transfers) [132]. They studied the repeatability of the response of the two sensors, their response times, the influence of the external fluid flow on the calibration curves (from a Reynolds number equal to 557 to 1608), and the spatial heat evacuation towards the sensor jacket thanks to heat fluxmeter.

To improve this calibration step, a new experimental set-up was designed and qualified by De Vita et al. in [133]. A detailed description is given in the paper. The new bench, called BETHY reproduces thermal, geometrical and hydraulic conditions that will exist inside the smallest irradiation channel located into the JHR reactor (temperature, fluid velocity, hydraulic diameter, heat exchanges). The BETHY bench allows the calibration of calorimetric cells under real conditions.

Two new calorimetric cell prototypes were manufactured by De Vita et al. in order to determine the influence of the energy deposition inside the pedestal and the base of the calorimetric cell on the calibration curve [134]. The authors showed that the external and internal thermal conditions (temperature of the external fluid flow, heat source into the pedestal or into the base) modify the calibration curves.

### 4.2.2 Single-cell calorimeters

Three types of single-cell calorimeter can be found in the ANIMMA proceedings. The first type corresponds to the single-cell calorimeter, called Halden-type gamma thermometer, fabricated by SCK•CEN. The design of this calorimeter is presented in [20]. The geometry of this calorimeter is very simple. Indeed, it is composed of a cylindrical metallic inner body surrounded by a gas layer (Xenon) and by a cylindrical housing. The calorimeter contains one thermocouple located into the inner body (hot junction). The nuclear heating measurement is based on
Table 1. Characteristics and diagrams of calorimeters.

| Calorimeter name or corresponding mock-up name | Calorimeter type | Diagram | Calibration | Nuclear heating range | Sample material and instrumentation | References |
|-----------------------------------------------|------------------|---------|-------------|-----------------------|-------------------------------------|------------|
| Five-stage calorimeter                        | Four juxtaposed cells | Steady thermal regime | Up to 13 W/g | Graphite | One thermocouple Four heaters per stage | [126] [127] |
| CALMOS and CARMEN                             | Two superposed cells | Steady thermal regime | CALMOS: Up to 13 W/g | Graphite | Four thermocouples Two heaters | [126] [128] [129] [20] |
| Gamma thermometer                             | Single-cell calorimeter | Transient thermal regime | Not given | Stainless steel | One thermocouple No heater | [19] [20] |
| KAROLINA                                      | Single-cell calorimeter | Transient thermal regime | Not given | Graphite | Two thermocouples No heater | [130] [135] |
the temperature difference (between the cold junction and the hot junction of the thermocouple) obtained with this temperature sensor. Fourmentel et al. chose this calorimeter and a differential calorimeter for the CARMEN multisensor probe. Vermeeren et al. used three gamma thermometers for continuous monitoring of the local nuclear heating in BR2 during tests of SPGDs [19].

The studies of the second type of single-cell calorimeters were presented by two French teams (CEA and AMU), and a Polish team (NCBJ) in the framework of a joint research program called GAMMA MAJOR. The studies concerned a new Polish calorimeter called KAROLINA. This calorimeter is composed of a cylindrical rod corresponding to a sample made of graphite, a thin layer of gas (helium) surrounding the sample and a metallic jacket. The calorimeter is instrumented by two thermocouples: one located into the middle of the rod, and one welded on the middle height of the external surface of its jacket [130,135]. Tarchalski et al. presented the principle of the calibration of this new calorimeter [135]. As this calorimeter does not contain a heater, the calibration is based on the transient response of the sensor. The authors gave the equations describing the transient calibration. This calibration can be performed inside the reactor. In that case, the sensor is inserted inside the reactor core to obtain the temperature increases versus time (heating step); then, when a steady-state is achieved, the sensor is removed from the core (cooling step) in order to determine the sensor time constant. The authors explained that the time constant can be estimated thanks to out-of-core experiments by heating the sensor into a furnace and then by cooling it into a water flow. The experimental results of this out-of-core calibration [130] show that the sensitivity of the sensor depends on the gas temperature (quadratic law). The new single-cell was tested for the first time in October 2014 inside various experimental channels of the MARI reactor. The axial profile of the nuclear heating is shown for one channel. The nuclear heating value is less than 2.5 W/g. For this range, Brun et al. predicted the KAROLINA calorimeter response under in-pile conditions thanks to numerical steady thermal simulations. This simulation was validated by comparing numerical and experimental results obtained with the CARMEN calorimeter under laboratory conditions and under in-pile conditions during two irradiation campaigns into the OSIRIS periphery in 2012.

The last type of single-cell calorimeter was studied only numerically by Muraglia et al. in the framework of the INCORE program [136]. This single-cell calorimeter is characterized by several concentric cylindrical parts identical to the head of the CARMEN type calorimetric cell and has a heater located in the core of its graphite sample and made into an Alumina insulator whereas the Polish calorimeter does not include a heater. The sample is located into an aluminum holder surrounded by a Nitrogen gas layer and a thin stainless steel housing. The authors carried out a 3D numerical thermal study of the calorimeter for different boundary conditions (isothermal conditions, natural convection, forced convection). They observed a very slight influence of the type of convection on the sensor response. The tested geometry led to a high sensitivity (around 137 °C/W).

5 Acoustics

5.1 Ultrasonic transducers

Several kinds of acoustic transducers are being developed for the instrumentation of liquid metal reactors, i.e. for use in sodium in the case of Generation IV reactors (Astrid, France) [137–139] or in LBE in the case of Myrrha (Belgium) [140], for instance. They are motivated by the use of ultrasonic methods (see below) in these materials, to overcome the fact that these liquid metals are opaque to optical and electromagnetic waves.

CEA-DEN has developed a robust multipurpose multi-frequency transducer (TUSHT, High Temperature Ultrasonic Transducer), that can be used under all the conditions of a sodium reactor: In Service Inspection and Repair and fuel handling (low temperature, 200 °C approx.), Continuous Surveillance (150–600 °C approx., plus high levels of neutron and gamma irradiation), as well as shut down periods (cold thermal shocks). It could also work in PWR conditions. It was studied to replace the wave guide based systems that equipped Phenix and Super Phenix reactors (VISUS in the field of active high frequency telemetry, core noise acoustic monitoring in the field of passive low frequency detection). It uses high Curie temperature (1150 °C approx.) lithium niobate (LiNbO3) crystal as piezoelectric material, with special 7Li enrichment (or 6Li depletion) in order to improve its resistance against neutron damage; it can withstand a 1021 fast neutron fluence and a 106 Gy/h dose rate. The crystal is bonded (mechanically, acoustically and electrically) to the stainless steel casing and electrode by using a hard soldering technique. This transducer has been used for many years in the SONAR device at Phenix reactor, over all reactor conditions, and is a candidate for some applications that are currently studied by CEA teams (see below).

CEA-LIST is modeling and developing EMAT (Electro Magnetic Acoustic Transducer) single element or phased array (for electronical scanning/focusing imaging techniques) probes which are convenient because sodium is a metallic material. The EMAT principles have been adapted to the generation of bulk longitudinal waves (1 MHz) in sodium. Promising results have already been obtained in sodium, in the temperature conditions of In Service Inspection, with an instantaneous wetting (see below) as expected. Good time resolutions where obtained with the single element (1 MHz) [137,138] and the phased array (2 MHz) [141]. The phased array (8 elements) also showed good beam steering capabilities in sodium, as expected from numerical Civa simulations.

AREVA-NDE Solutions is developing a piezoelectric NDE probe (TUCSS, 2 MHz), with the objective to detect flaws inside a stainless steel structure immersed in sodium. A considerable work is performed upon materials and internal design of the probe so as to optimize sensitivity, time resolution (damping), and wetting capabilities. Promising results have already been obtained in sodium, in the conditions of In Service Inspection, including a first demonstration of internal defects detection [139].

---

6 This section has been prepared by Christian Lhuillier.
In the field of LBE reactors, SCK•CEN and Kaunas University have developed an ultrasonic probe [140], with the objectives of providing good sensitivity, time resolution and wetting capabilities. It uses a high temperature piezoelectric material (BiT, bismuth titanate), bonded to a 316L stainless steel casing. It is noted that high acoustic impedance of LBE favors acoustic matching with the casing, and so the enlargement of the transducer frequency bandwidth and time resolution.

One major problem for under sodium or under LBE ultrasonic applications is the achievement of the so-called acoustic wetting, i.e. the transmission of acoustic power at the interface between the transducer and the liquid metal. It is generally poor at low temperatures, and this could be a limitation to the implementation of ultrasonic In Service Inspection devices. Note that the acoustic response of targets may also be sensitive to modifications of their wetting [142]. Some theoretical basis on wetting has been given in [143] for example, but additional studies and tests such as experiments in the “LIQUIDUS” sodium facility at CEA-DEN [137] are still necessary to fully master the phenomenon. According to the scientific literature, wetting requires reduction of oxides and/or dissolution of micro bubbles that are nucleating at the surface of the front face of the casing of the transducer. Some solutions are known and have proved to work: judicious choice of the casing material (nickel; titanium [140]), polishing of the front face of the casing, gold plating of the front face [137,138], pre-wetting by means of SnPb solder [140], etc., but none is at present considered as a standard. One must also consider the re-wetting capabilities, i.e. wetting after removal from sodium, storing in air or argon, and re-immersion into the sodium. In the case of raw stainless steel, wetting can always been achieved with temperature rising up to 350–400°C, which is only possible if the transducer can sustain such temperatures, and if reactor management allows it. EMAT probes provide a smart solution to the wetting problem: as the acoustic waves are generated in the liquid media (by Lorentz forces) at a certain distance in front of the transducer, acoustic transmission through the interface is not required and EMAT probes can work even when the interface is not wetted (as it has been shown in CEA-LIST experiments).

In the frame of in-pile gas measurements (see below, “acoustic monitoring”) and instrumentation of MTR, CEA-DEN and IES Montpellier have tested several piezoelectric materials (PZT, ZnO, etc.) and bonding techniques, to develop a dedicated ultrasonic transducer in the MHz frequency range (typically 4 MHz). A selection was made after carrying out preliminary gamma irradiation tests (CEA facility, 1.5 MGy), mixed gamma and neutron irradiation tests in SCK•CEN BR1 reactor [144], and a full-scale device with PZT (Lead Zirconate Titanate piezoelectric ceramic) was successfully tested during a two-year exposure in hot cell surroundings at CEA LECA-STAR facility [145]. In the REMORA 3 experiment in OSIRIS reactor [146] at 144°C max with a PZT transducer, signal degradations were observed in phase 1 for high neutron fluences: \( \sim 10^{24} \) thermal n/cm², \( 2.5 \times 10^{18} \) epithermal n/cm², \( 2.4 \times 10^{18} \) fast n/cm² according to the revised data given in [147]. According to the scientific literature they could be due to a decrease in the electromechanical coupling factor of PZT at such irradiation levels [146], but, later, destructive examination of the sensor also showed a sticking defect in the Ag/Sn brazing at the interface between PZT and the stainless casing, with possible air trapping and area trapping changing with internal pressure and temperature, resulting in nasty incidence on ultrasonic transmission [147]. A printing technique is now being developed to ensure a good and reliable bonding. It consists in producing a piezoelectric thick film (0.3 mm approx.) on a substrate, by a screen printing process which is described in [148], as well as polarization and characterization processes. The ink is made from piezoelectric material powder mixed with a binder, and an organic vehicle, and must have a non-Newtonian rheology to pass through the open parts of screens only under specific conditions. Good results (frequency resonances, coupling factor, for example) have been obtained with printed PZT, alumina substrate, and printed Ag/Pd electrodes, at 200°C for a period of at least 24 h. Future work will consist in neutron irradiation tests, and in adapting BiT piezoelectric material and manufacturing processes, in order to provide higher temperature probes (300°C).

Though commercially available electronics can generally work with these transducers, there may be some needs to use more specific or adapted ones. In the field of the transducers characterization, [149] develops an accurate impedance measurement device that could be simpler, cheaper, and more adapted to piezoelectric transducers characteristics (impedance, quality factor and frequency ranges) and grounding (one port) than universal network or impedance analyzers, and could allow measurements at higher power levels. To simplify analog-to-digital converter (ADC) units, the frequency variable signals are reduced to a low fixed frequency (5 kHz) via heterodyning, and a recursive Goertzel algorithm is used to compute the complex impedance versus frequency.

There is a great need for irradiation assessments of all kinds of transducers, and for irradiation facilities (gamma and neutrons). In some cases assessments have been made directly in real conditions in a power reactor (TUSHT of Sonar device in Phenix reactor), as long as it was possible. In other cases, they are performed in experimental or research reactors in France (OSIRIS), Belgium (BR1, BR2), Norway (HBWR), USA (ATR), for example [25,82,144,146,147,150–155]. Some convenient experimental adaptations may be necessary to perform remote electric and acoustic measurements via mechanical bounding to a delay line, and to control the experimental conditions (irradiation, temperature), within volume limitations. An example of typical mechanical and electrical arrangement for testing piezoelectric materials is given in [155], for example. At this time, magnetostrictive alloys and piezoelectric materials: PZT, lithium niobate (Li enriched in the case of CEA experiments, natural in other cases), aluminum nitride (AIN), zinc oxide (ZnO) and bismuth titanate (BiT), have been tested in CEA, CEA/IES/SCK•CEN and INL experiments. Regarding piezoelectric materials, tests in MIT facility show for example that AlN could be a good choice for in-core use [155]. In all cases, not only the piezoelectric material behaviour must be considered, but also the behaviour of other components of the
transducer, and particularly electrical and mechanical bonding means (mechanical pressure, brazed junctions) that can bias the interpretation of results [147,155].

5.2 Ultrasonic measurements, telemetry, inspection and imaging

In the context of Myrrha reactor, SCK•CEN is studying many ultrasonic applications [140]. Some of them may be missing in the present short review.

The particularities of acoustic experiments in LBE, in comparison with experiments in water (mock-ups) and sodium, and some useful design rules, are given in [142,156,157]. For example, due to higher acoustic impedance of LBE, the standard reflection coefficient of ultrasounds at the interface with steel-made objects is lower, which may be a disadvantage for surface imaging systems. At the same time, the standard transmission coefficient in the object is higher, which may be an advantage for the detection of internal flaws, but a disadvantage for surface imaging systems because internals parts can create spurious echoes. High acoustic impedance of LBE is also favorable for wide band transducers designs (impedance matching). Evolutions in the wetting of transducers or/and targets may strongly modify transmission/reflection coefficients, and complicate the interpretation of the acoustic signals. Ultrasonic positioning systems for robot guidance in Myrrha, in the presence of interference sources (other ultrasonic devices at work) and reverberation, is studied in [158], with the help of chirp spread spectrum technique which is resistant to interference and noise, and can provide a certain amount of multipath interference rejection. These frequency-coded signals through linear or exponential sweeping, or frequency hopping, would enable multiple transducers to be operated in parallel, and their practical implementation is discussed. The study also concludes to the need for small (wide angle aperture) transducers to cover the full reactor vessel.

In [159], an intelligent ultrasonic scanning is studied and tested, for fast recovering of floating lost fuel rods in the Myrrha lower plenum. Practical means to reduce time for mechanical scanning controls are proposed, as well as to speed up the transmission of relevant ultrasonic data (time of flight of echoes) and get accurate measurements whatever the propagation distance: use of built-in data compression, signal rectifying, envelope detection and differentiation, for instance. Intelligent interactive path scanning strategies are also proposed in order to fasten and secure the detection and localization of objects: initial fast speed creeping line search path turning to low speed reevaluated scanning when edges of the object have been found (which allows better localization precision), use of circular paths. As a result, the time for recovery can be reduced from some hours to some minutes.

Retroreflective surfaces are studied and tested in [157], in order to help in the detection of objects though they do not reflect sufficiently strong specular or diffraction/ diffusion echoes: smooth large plates or cylinders tilted out of normal incidence, for example. The principle of detecting such configurations via the shadow they produce on the image of retroreflective surfaces placed behind them is known, but must be verified in the particular case of acoustic reflection and transmission laws for stainless steel immersed in LBE, according to their specific acoustic impedances and ultrasonic velocities. Modeling of these laws is used to study the efficiency of line (dihedral) and point (trihedral corner cube) reflectors when they are tilted from normal axis (angular tolerance), in the case of aluminum reflectors immersed in water (validation in mock-up) and 316L stainless steel reflectors immersed in LBE (Myrrha), with a predicted lower angle tolerance in the latter case. The influence of wetting is also considered. Poor wetting will enhance the reflection coefficient and the reflective efficiency, except for small sizes (<2 mm) when LBE tends to form bridges across retroreflector cells, as it could occur with large reflectors made with juxtaposed small ones.

In [160], fuel identification is achieved by ultrasonic reading of a code, consisting in flat bottom reflective notches machined on the flat reflective top of the subassemblies. High time resolution transducers (see above), at fixed positions above the notches, allow coding versus the depth of the notches: 4 levels of depth for example, which results in a great number of coding combinations. An important feature of the study is the use of a resilient “[7,4]” Hamming coding algorithm and of a parity control matrix, in order to detect and correct some possibilities of misreading due to notches defects, or transducers misalignments, and/or to transducers failure.

There is a need to verify that ultrasonic devices will effectively work in the real conditions that stand in a nuclear reactor, in the presence of temperature and flow velocity gradients and variations. For this, numerical simulation may be helpful. In [161], a high frequency ray tracing tool is used to study the ultrasonic deflections, and validation experimental measurements are performed in water mock-ups (“TAUPE”). In the case of Myrrha reactor, the results show that the effect of flow velocity gradients is negligible, and that the effect of temperature gradients could be limited.

CEA also develops and uses numerical tools to simulate the propagation of ultrasound waves in the conditions of Generation IV sodium reactors (ray tracing, Civa code; finite element codes are also under development). In a general manner, it could be useful to compare the codes that are developed in the acoustic community, and to share the validation mock-up facilities.

In the context of Generation IV reactors, CEA-DEN, AREVA and EDF are studying many ultrasonic applications [27,139,162–164] and associated robotics means [165,166]. Some of these studies may be missing in the present short review.

As will appear in the following, Civa code is intensely used to model and optimize ultrasonic methods and devices [167,168].

The possibility of ultrasonic telemetry measurements at full power in a sodium reactor (550°C approx.), with immersed TUSHT transducers, has been proved with the Sonar device in Phenix (specular reflection of flat targets, at a distance of 270 mm), with the goal to detect local subassembly head displacements [137].
In the frame of In Service Inspection, tests were performed in the “Multiréflecteur” experiment in 2010 with TUSHT in isothermal static sodium (200 °C) and different kinds of targets (cylinders, plates, cube corners), in order to study the influence of reflection and diffraction conditions on telemetry measurements; accuracy better than 0.1 mm could be achieved [139].

Under sodium ultrasonic 3D visualization with single element transducers is studied by CEA with IGCAR (India). It shown for example that 0.8 mm width opened crack, corresponding to the ASME specification for visual inspection, can be detected by ultrasonic means [139]. The work also focuses on complex surfaces or objects than could be found in a reactor like pipes, elbows, spheres, reducers, engraved characters, lost tools, etc. Reconstruction algorithms (time of flight or amplitude, in XY raster and Z-theta scanning modes) are validated in water tests, and also with the help of Civa code numerical simulations [169] to predict the reconstructed images. First promising experimental results have been obtained in IGCAR sodium facility at 200 °C with a flat TUSHT transducer: as an example, the first raw reconstruction of a plier is shown in [139].

To prevent fuel handling errors, following previous studies performed for the post Super Phenix projects, the identification of subassemblies is achieved in [170] by ultrasonic scanning (with TUSHT single element transducer) of an engraved code (“bar code”), consisting in triangular non reflective grooves machined on the cylindrical reflective part of the subassembly head. At the present stage of the experimental tests, the binary coding algorithm is very simple (positions of the grooves), and the studies focus on improving the reading resolution via the use of focusing probes, in order to allow narrow groves and so compact codes. As an example, with a focusing TUSHT transducer, 1.6 mm wide grooves have been resolved in the water test. The studies will also focus on allowable geometrical misalignment and tilting between the transducer and the subassembly, influence of mechanical scanning imperfections, and on in-sodium experiments.

In the frame of the periodical inspection of welded structures, [171] develops a time-gated topological energy method, in order to improve the detection and localization of defects. It uses multi element transmitter-receiver transducers and is based on difference (residue) between the physical signals that are recorded in the inspected media with possible defects, and the signals that were previously recorded in the reference (initial) media. The topological energy highlights the location of the defects on the associated image. It is based on the definition of a topological gradient between two acoustical fields via convolution, a forward one with no defect, and a time reversed adjoint one, which are both numerical solutions of acoustic propagation in the reference media. The latter is obtained by back propagating the time reversed residue. Preliminary numerical and experimental results are given to show the localization performance, and future work will focus on modeling and inspection of anisotropic welds.

Inspecting the integrity of internal metallic structures from the outside of the main vessel of the reactor would be of great interest [139]. As an example, solid bulk guided Lamb waves can be generated by an external transducer through the strongback welded to the vessel and travel at long distances to inspect core supports. Some principles of this kind of remote inspection have been validated in Phenix reactor. The optimization studies (propagation mode, frequency, etc.) for cracks detection in these complex structures are performed using Civa code [168,172], which mixes analytical propagation models in the regular regions, and finite element models to compute the diffraction matrix (S matrix) in more complex regions, in which acoustic modes conversion can occur (branches, flaws). In this approach, S matrices are modal signatures of defects and could allow their characterization. Reference [172] gives some numerical and preliminary experimental results. Additional experimental work is necessary to master the selection of the input “pure” propagation mode for instance by using frequency at the maximum of group velocity, or by using phased array transducers to control the emitted wavefront, and to verify the effective capabilities for defects characterization.

Guided Lamb waves are also studied with the goal to detect objects that are hidden behind one or several plates, with an in-sodium transducer emitting incident longitudinal waves [139,173]. This possibility results from the increasing of the transparency of plates to the incident wave when the frequency and angle of incidence are correctly chosen to excite one proper Lamb wave in the plate, according to Lamb dispersion curves. The Lamb wave radiates a longitudinal wave in the sodium behind the plate, enabling to inspect the hidden objects. Numerical modeling (dispersion curves, transfer matrix method) and experimental results in water mock-up are given, with an example of possible NDE inspection of a hidden plate, using A0 Lamb wave [139].

A remote device is studied in [174] in order to measure displacements of internal structures of a reactor (core support deformation), with transducers set outside of the vessel. Like the single tube acoustic thermometry probe studied in [84,175], that has proved to be robust and accurate, it uses the time of flight of guided waves propagating in a tube filled with gas (here pressurized argon), with one extremity attached to the structure, and the other equipped with the acoustic transmitter and receiver. An incorporated calibration section makes the measurements independent of the variations of the acoustic celerity versus temperature. As a result of a mathematical study, the frequency of the acoustic pulses (10 kHz) must be not too high to reduce attenuation, and not too low to avoid dispersive propagation and pulse distortions. Modeling and mock-up experiments show that the required long distance measurements (15 m approx.) can be achieved, with a roughly acceptable accuracy (error less than 0.1 mm for a 1 mm displacement), and further improvements are studied, especially to reduce acoustic and vibration noise coming from the transducer.

5.3 Acoustic monitoring and characterization: data management

The in-situ measurement of fission gas (helium, xenon, krypton) release kinetics in nuclear fuel is a major topic for scientific expertise on Light Water Reactors fuel rods and
to update data bases for nuclear safety, and its measurement during irradiation tests performed in MTR’s is a foremost issue for burn-up increase studies [152]. To this, CEA-DER, IES Montpellier and SCK•CEN in a Joint Instrumentation laboratory, have developed a non-destructive acoustical method and sensor to measure the pressure and composition of a helium-xenon-krypton gas mixture [144,146,176]. A small cavity coupled to the plenum of fuel rod, initially filled with helium, is equipped with a piezoelectric transmitter–receiver. The cavity acts as an acoustic resonator, the characteristic period of which depends on the cavity width an on the speed of sound in the gas mixture. The measurement of this period, allowing speed measurement, can be made in the time domain, i.e. the period of reflected waves, or in the frequency domain, i.e. the period of the modulation appearing on the electrical impedance of the transducer, for example, signal processing being used to extract this modulation. Knowing the speed of sound, one can deduce the fractional molar composition of the mixture, by using the virial equation, or the Redlich–Wong relations, that connect the speed of sound to the temperature and to the molar mass of the mixture. The concentration of helium and xenon is then deduced from a molar mixing law taking into account the constant Kr/Xe ratio, at the considered burn-up. The gas pressure can be deduced from amplitude measurements, via initial calibrations. The acoustic method is validated by using calibrated gas mixtures ([145] gives an accuracy of ±5 bars and ±0.3% on pressure and composition measurements), and by comparing results on irradiated fuel with a posterior mass spectrometry analysis. Technological developments and experiments have been necessary to optimize the miniature transducer and its bonding to the cavity wall (thickness adaptation, etc.), and to choose the piezoelectric material (see above, “ultrasonic transducers”). A full-scale device was successfully tested at LECA-STAR facility [145]. The first instrumented fuel experiment – REMORA 3 – was carried out in OSIRIS reactor [146,177], with an estimated maximal temperature of 144 °C in the acoustic cavity; during the first phase, high fluxes: \(10^{19}\) thermal n/cm², \(2.5 \times 10^{18}\) epithermal n/cm², \(2.4 \times 10^{18}\) fast n/cm² according to the revised data given in [147] led to signal and PZT transducer degradations but, using improved signal driving and processing, molar mass evolution measurements were still possible up to the end of the second phase with total revised irradiation as follows according to [147]: ~1.3 \(\times 10^{19}\) thermal n/cm², 4 \(\times 10^{18}\) epithermal n/cm², 3.7 \(\times 10^{18}\) fast n/cm², 0.25 MGy gamma dose.

An ultrasonic device is also developed to measure the composition and flow (high or low) of binary gas mixtures \(\text{C}_0\text{F}_8/\text{C}_2\text{F}_6\), up to 25% \(\text{C}_2\text{F}_6\), in the pipes of cooling systems at the CERN LHC, LHC-ATLAS experiment [178–180]. It uses the time of flight measurement technique, that allows to simultaneously measure the flow velocity of the media, and the celerity of acoustic waves (50 kHz) in the media, providing that two ultrasonic measurements are made, one in the direction of the flow, the other in the direction opposite to the flow. Knowing the theoretical relation between the adiabatic celerity, temperature, adiabatic index and molar mass (both function of the molar concentrations of two gasses) or the gas mixture, one can use tables or charts to deduce the molar concentrations from the measured acoustic celerity. The adiabatic index also depends on temperature and pressure, and is computed (in the range 10–30 °C, 800–1200 mbar abs) using NIST REFPROP. The instrument has demonstrated a precision of around 0.3% in blends of \(\text{C}_0\text{F}_8/\text{C}_2\text{F}_6\) (with 20% \(\text{C}_2\text{F}_6\)) while allowing simultaneous flow measurements. On the same acoustic principles, leak detection devices are studied, for low level leak of \(\text{C}_0\text{F}_8\) into dry nitrogen gas enclosures (sensitivity better than \(5 \times 10^{-3}\), precision better than 0.01%) and leak of xenon into \(\text{CO}_2\) containing environmental envelope at lower frequencies, from 1 to 3 kHz, to avoid strong absorption of \(\text{CO}_2\). The precision increases with the difference in molar masses of the mixed components, and this instrument has many potential applications: analysis of hydrocarbon–air mixtures, leak detection in refrigerant–air mixtures, vapor mixtures for semiconductor manufacture and anaesthetic gas mixtures.

There is a great need to early in-pile detect and quantify the void fraction (small gas bubbles, mainly argon) in the primary sodium of Generation IV reactors, because an accumulation and release through the core of gas pockets could induce a distortion in the reactivity of the reactor, and also because clouds of bubbles can attenuate acoustic waves and modify their celerity, and so alter the behaviour of acoustic devices, with drastic effects when the acoustic frequency lies in the range of the resonance frequencies of the bubbles which is inversely proportional to their diameter, at first approximation. The sources and physics of bubbles, and some possible solutions to detect and quantify them, are given in [181,182]. Modeling and experiments, including representative bubble sources, and reference optical histogram measurements in water mock-ups, are carried out at CEA-DEN in order to qualify acoustic measurement methods.

The homogeneous Wood model would allow to measure the total void fraction via a measurement of the acoustic velocity, with a strong constraint on the acoustic frequency which must be smaller than the lower resonance frequency of bubbles. Therefore the size of expected largest bubbles must be known. It may be limited by the efficiency of emitting piezoelectric transducers in the low frequency range, though promising preliminary results have been obtained in water–air simulations at 20 kHz, with a TUSHT transducer that could also operate in sodium at 550 °C [182]. In order to get the size distribution of bubbles from which the total voids fraction can be deduced, it is looked at mixing frequency methods in the regime of nonlinear oscillation of the bubbles [182]. The HF–LF method mixes a high frequency \(f_p\) (“imaging frequency”) and a sweeping, in fact a chirp signal, low frequency \(f_s\) (“pump frequency”). When \(f_s\) matches the frequency resonance \(f_0\) of bubbles, acoustic signals are emitted at frequencies \(f_0+f_s\) and \(f_s-f_0\), thus allowing to know the radius of these bubbles. Good reconstructions of histograms have already been obtained in a water–air mock-up (\(f_0=2.25\,\text{MHz},\, 10\,\text{kHz}<f_s<500\,\text{kHz}\)). The HF–HF method mixes a fixed \(f_0\) high frequency and a sweeping \(f_s\) high frequency. When \(f_s-f_0\) matches the resonance frequency of bubbles, an acoustic signal is emitted at frequency \(f_0-f_s\). This method could be easier to implement in sodium with TUSHT.
transducers than the HF–LF method. In the experiments in a water–air mock-up with TUSHT transducers ($f_1 = 2.05$ MHz, $2.10 < f_2 < 2.55$ MHz), the reconstructed histograms shown to be coherent with those obtained with the HF–LF method.

These methods are mainly devoted to dispersed bubbly clouds, with low void fraction ($\sim 10^{-6}$) and small bubble diameters ($\sim 10–100 \mu m$).

Following previous works showing that electromagnetic methods could detect $10^{-4}$ void fractions [182], the physical principles of a three coils eddy current probe are modeled in [183]. Void measurement is indeed based on dissymmetrical effects that appear in the two receiving coils when bubbles pass through them. In this preliminary parametric study, calibrated grooves at the surface of a metallic bar are used to simulate the void fraction ($>10^{-3}$) within a fluid.

Sodium leaks in the steam generators of Generation IV reactors, inducing sodium-water reactions that could damage the component, must be early detected. Two passive methods for detecting the noise associated with leaks in the presence of surrounding noise, are being studied at CEA.

In the first one, [184] revisits acoustic spectral noise analysis and decision algorithms, by the use of Hidden Markov Models, in which the probability of passing from one state to another is only dependent on the present state and not on the preceding history of states. Validations are made using acoustic signals that were recorded during water steam injections into sodium, at the SOWART rig facility of IGCAR (India). The preliminary results show that the method performs well (detection of injection rates below 1 g/s in SOWART experiments) without a priori knowledge of injection noise, can incorporate several noise models, and has an output distribution that simplifies false alarm rate control. For in reactor applications, the method must be validated for lower signal-to-noise ratios than in the SOWART experiments. This could be done for example by increasing the detection decision time, or by crediting injection noise models.

In the second one, beamforming methods are applied to a nonintrusive vibro-acoustic method (signals are recorded on the shell of the steam generator) in order to increase the signal-to-noise ratio, with the goal to detect and localize the acoustic source. In a preliminary work, this method is modeled and tested [185] in an in-water mock-up pipe equipped with a 1 m length linear array of 50 accelerometers. The acoustic source is simulated by an emitting hydrophone (monopole source is assumed) driven with a variable frequency and amplitude signal, and the background noise is controlled by varying the water flow through the pipe. In this work the base of steering vectors, used for filtering the cross-spectrum matrix of the measured signals, is experimentally obtained in a preliminary learning phase. The results are good and consistent with models. Beamforming enhances the detection and localization of the source in the case of incoherent noise such as ambient or electronic noise. In the case of coherent noise such as shell vibrations induced by the flow, array grating lobes may enhance false detections in the absence of source, but it is still possible to detect and localize effective sources.

Partial or total blockage of subassemblies in sodium cooled reactors may result in fuel temperature raise, with possible damages, and must be early detected.

To this, the possibilities of sodium boiling (at temperatures greater than 860 °C) noise detection is reviewed and studied on a theoretical basis in [186]. The authors review the former experiments that showed boiling detection possible in sodium loops with electrical heating pins for example. In order to demonstrate that it could be possible in actual reactor conditions, the physics of boiling at different stages is described. A large frequency spectrum noise is mainly induced by rapid condensation (collapse) of sodium vapor bubbles. The importance of specific processes that govern this condensation, liquid inertia and heat transfer, are mainly determined by the bubble size and the amount of subcooling (temperature below the saturation point) of the liquid sodium. Non-equilibrium processes during the condensation might also play an important role.

Among other methods, the acoustic detection possibility is also studied and completed in [187] in the case of the total instantaneous blockage (TIB), for which the feasibility seems very difficult to verify. The conditions for subcooled sodium in the region of boiling and for liquid–vapor interface instability may not be fulfilled, due to the absence of flow during total blockage stable vapor zones can be created, thus resulting in no or weak acoustic pulses. It is also emphasized that the physics are too complicated to be simulated with available numerical codes, and that equivalency between sodium and water may be too incomplete from the thermal-hydraulic and acoustic points of view to allow quantitative physical simulations in water mock-ups.

Ultrasonic measurement of the temperature evolution at the outlet of the subassemblies (550 °C nominal) is also at study. It uses the fact that the speed of sound in sodium is temperature dependent, so the difference in time of flight of echoes reflected by opposite sides of a subassembly, at gazing incidence, could allow a mean temperature over the outlet to be measured, as it was previously suggested by AEA. Ultrasonic high temperature transducers (TUSHT) are already available, but the method suffers drawbacks that must be addressed to be reliable: acoustic propagation perturbation due to non-homogeneous and fluctuating temperature fields (this is studied by implementing a finite element modeling code), possible incidental presence of gas (argon) bubbles that can damp acoustic pulses and modify the sound celerity, for example (see gas characterization studies, above).

High temperature measurements in severe conditions are required [87,170,188] and there is a need for temperature reference sensors for the next generations of NPP [84]. The Practical Acoustic Thermometry sensor developed by The National Physical Laboratory [176] uses acoustic guided waves propagating in straight or/and bended metallic tubes (filled with argon, for example), the speed of sound being temperature dependent. To overcome difficulties in usual time of flight measurements, due to pulse shape distortions along propagation, two methods are used. In the first one consisting of transmission through single or twin-tube probes, a speaker sends a swept-frequency chirp (100–5 kHz), and the frequency-dependent
speed and absorption of sound are calculated by comparisons of signals from microphones placed at the start and the end of the tubes. In the second one, consisting of reflection at the starting constriction and at the end of the measurement section, in a single tube probe, with the use of narrow band pulses, the temperature is inferred from the overall extent of agreement between the experimental and theoretical (based on the Yazaki model) acoustic responses. The twin-tube probe fails if the two tubes are not held at the same temperature outside the measurement region (failure/oxidation of the binding thermal copper links). The more robust single tube probe is now preferred, with possible multi measurement sections. Experimental results are given up to 1000 °C. It is shown that measurements are stable in the long term, and that an error of less than 2 °C could be achieved at 1000 °C in comparison with a calibrated type R thermowell. The distance between the transducers and the measurement section (some tenths of centimeters wide) could be as large as 25 m. This probe could be used as a driftless primary thermometer or to measure temperatures in reactors or nuclear facilities.

High frequency (90 MHz) acoustic microscopy is used by the Institute for Transuranium Elements and IES Montpellier to measure the local porosity and elastic Young’s modulus in PWR high burnup nuclear pellets, in hot cells conditions [189]. The principles are based on the direct relations between density and elasticity and the celerity of Rayleigh wave propagating at the surface of the material. The porosity is calculated from the density measurement, using a local burnup correction law, in order to take into account irradiation induced defects. The piezoelectric focusing probe produces Rayleigh waves by the critical angle incidence technique at defocusing depth, and their celerity is inferred from the pseudo period of the signal that results from their interference with the bulk wave reflected at the surface of the material. The results obtained in scanning along a radius of a UO2 pellet, with an irradiation average burnup of 67 GWd/tU, are consistent: porosity is in good agreement with optical ceramography measurements; Young’s modulus is consistent with burnup correlations, and is correlated to Vickers hardness measurements. The studies will be extended to cover a wider burnup range, with possible experimental modifications in order to allow acoustic measurements in the narrow rim zone of commercial reactor fuel (use of pulse mode instead of sine mode), and direct local burnup measurements (electron probe).

In the frame of fuel pellets manufacturing, sintering of large particles rather than powders, without addition of organic binders, should help to limit the dissemination and retention of the nuclear matter, for instance. To this, fragmentation mechanisms are studied by CEA with LMA-CNRS and École Centrale Marseille, with the help of the associated acoustic emission [190]. The acoustic burst signals that are emitted by the particles fragmentations and by friction in the 100 kHz–1 MHz frequency range are recorded and the amplitude, duration and temporal shape of the bursts are analyzed, as well as the cumulative number of events, versus the compact density and the applied stress. As a result, the signature of the acoustic emission makes possible the in-situ determination of the starting and the end of the granules fragmentation. This could allow monitoring of powders compaction through a multi-parameter and pattern recognition based analysis.

A reproducible research paradigm is adopted in [191], to tackle the issue of strong links between data, treatments and the generation of documents, in data driven analyses. Difficulties in re-using (for new treatments or analyses) the large data set and the associated documents produced in past experiments (by teams that may have moved or retired in the meantime), are the starting point of this study. In this work, it is aimed at consolidating the availability of the data and interpretation of acoustic emission signals recorded during Reactivity Initiated Accidents in the CEA-DEN CABRI facility, from the year 1993 to 2002. In order to provide a robust data processing workflow to the experimentalists before doing any further investigations, a Literate Programming tool is used to coherently analyze data and generate the final report. It mixes the text of the document with the computer code that produced all the printed outputs such as tables and graphs. An example is given to understand how it works.

6 Optical fiber technology

Optical fiber technology is more and more studied for its use as transmitting element or as sensors in nuclear industry. The reason for this extensive research work comes from the optical fiber insensitivity to electromagnetic pulses and interferences as the key material is amorphous silica glass (SiO2). Moreover, the low weight and small dimensions of the fibers make them also very attractive for space applications and reduce the quantity of waste after NPP dismantlement.

6.1 Effects of radiation on optical fibers

In its simplest form, an optical fiber consists of a central core surrounded by a clad layer whose refractive index is slightly lower. To protect the optical part from external perturbation, a jacket, generally made in polymer, is added as a third layer. The fiber used in practice is thus a 3 cylindrical layer structure with typical diameter of 10, 125, and 250 μm, respectively. Because of the abrupt index change at the core-cladding interface, this fiber is referred to as step-index fiber and the light is trapped inside the core by the total internal reflection mechanism.

When fibers are exposed to gamma radiation, the attenuation increases through the interaction of the gamma flux with the color centers or point defects present in SiO2. This creates the so-called RIA that will limit the performance of the optical system.

The RIA is difficult to study because it depends on the fiber chemical composition, the fiber history, and the nature and parameters (gamma, neutrons, continuous, pulsed, dose rate, total dose, etc.) of the radiation. In [192], it is shown that the most impacting factor is the nature of the dopants used to realize the refractive index profile. Indeed, to increase the refractive index, Ge, P or N dopants
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are used whereas to decrease it F or B dopants are used. These dopants create point defects in the fiber and the main radiation mechanism is ionization that increases the defect concentration leading to RIA. Atomic displacements due to neutrons or protons are generally not the predominant factor in RIA, except under very high neutron fluences where refractive index changes can be observed. Nevertheless, for doped fibers such as ytterbium-doped fibers, interferometric measurements also show refractive index changes under pure gamma radiation [193].

Table 2 summarizes the gamma radiation sensitivities under pulsed and continuous radiation. It is clear that pure silica core fibers, also called rad-hard fibers, are the most radiation resistant fibers whereas P-doped core fibers are the most sensitive. So, for data transmission under radiation, pure silica core are the best choice, but transient effects could be dramatic. On the contrary, for dosimetry, P-doped fibers could be used although there is still a lot of research to carry out to relate the total dose to the RIA.

More extensive results can be found in [194] and references therein.

6.2 Monitoring with optical fibers

6.2.1 Optical time domain reflectometry

OTDR is a technique described in Figure 9 that consists of launching an optical pulse from a laser (LD) into the FUT and analyzing the backscattered signal with a photodetector (PD). If the light velocity is known, the time delay between the injected pulse and the backscattered pulse can be converted into a distance along the fiber length, allowing to locally sense the fiber. This is indeed a distributed metrology.

6.2.2 Raman scattering

The response of silica material to light becomes nonlinear for intense electromagnetic fields propagating into the core. Among all nonlinear effects, Raman and Brillouin scatterings can be used for distributed sensing purposes.

Raman scattering is an inelastic interaction between the light and the molecular structure of the fiber that can transfer a small fraction of the incoming field into two other fields whose frequencies are downshifted and upshifted by an amount that is linked to the vibrational modes of the fiber. As shown in Figure 10, incident light at wavelength \( \lambda_0 \) acts as a pump to generate a Stokes wave at \( \lambda_S \) and an anti-Stokes wave at \( \lambda_A \).

It can be shown [195] that the ratio \( R \) of the anti-Stokes to Stokes wave intensities is function of the temperature \( T \) according to:

\[
R(T) = \left( \frac{\lambda_S}{\lambda_A} \right)^4 \exp \left( -\frac{h \nu_R}{k_B T} \right),
\]

where \( h \) is the Planck’s constant, \( \nu_R \) is the Raman frequency shift, \( k_B \) is the Boltzmann’s constant and \( T \) is the absolute temperature.

6.2.3 Distributed temperature measurement

If Raman scattering and OTDR are combined, it is possible to measure the ratio \( R(T) \) (3) at every location along the fiber length. This gives then the temperature profile that can be used for monitoring purposes and this technique is called Raman Distributed Temperature Sensor (RDTS).

This system has been used as distributed temperature measurement to realize leak detection in sodium circuits for fast breeder reactors and to monitor defects in power grid cables. In [196], the experimental setup consists of a sodium pipe surrounded by two insulating layers. A polyamide coated fiber in a stainless steel capillary tube has been, respectively, wounded around the sodium pipe, the first insulation layer and the second insulation layer. By monitoring the temperature profile along the three circumferences, it was possible to localize a sodium leak in the cross-section. The same kind of experiment [197], has

![Fig. 9. Basic principle of optical reflectometry, LD laser diode, PD photodetector and FUT fiber under test.](image-url)

![Fig. 10. Typical spectra of Raman and Brillouin waves generated by a pump wave at \( \lambda_0 \) (not to scale).](image-url)
been done on a double walled pipeline but here the capillary tube with the fiber has been installed on the inner bottom of the outer tube and along the length of the tube. A leak has been simulated and the longitudinal position of the leak was recovered from RDTS measurements. Moreover, path delay multiplexing has been used to improve the spatial resolution to 50 cm.

For the power grid cables, an Aluminum Conductor Steel Reinforced cable has been modified by replacing the central reinforced steel by a stainless steel capillary with an optical fiber. RDTS has been used to measure the longitudinal temperature profile and to detect hot spots associated with artificial defects consisting of cuts of one of the aluminum strands [196]. The same experiment has been done with wind and rainfall to prove the concept under the influence of external cooling conditions [197].

6.2.4 Brillouin scattering

Brillouin scattering is similar to Raman scattering, except that the nonlinear interaction is taking place through the acoustic modes of the fiber to generate a Stokes wave at $\lambda_B$ and an anti-Stokes wave.

Being linked to the acoustic velocity in the fiber, Brillouin scattering is mainly used for structural health monitoring, because it is possible to retrieve temperature and/or strain. Indeed, sensing information is encoded in the Brillouin frequency shift noted $\nu_B$ and the variation $\Delta\nu_B$ of this shift is proportional to the temperature variation $\Delta T$ and the strain variation $\Delta\varepsilon$:

$$\Delta\nu_B = \nu_B - \nu_{B0} = C_T \Delta T + C_e \Delta\varepsilon,$$

where $\nu_{B0}$, $C_T$ and $C_e$ depend on the fiber composition. Typical values for Corning SMF28 are 1 MHz/K and 0.05 MHz/µe, respectively, for $C_T$ and $C_e$.

If Brillouin scattering and OTDR are combined, the system is referred to as Brillouin Optical Time Domain Analysis and can be used to measure the profile of the temperature or the strain.

When the fiber is exposed to radiation, relation (4) should be replaced by:

$$\Delta\nu_B = \nu_B - \nu_{B0} = C_T\Delta T + C_e \Delta\varepsilon + C_{rad} D,$$

where $D$ is the dose, $C_{rad}$ is the sensitivity to radiation, and the coefficients $C_T$ and $C_e$ are now function of the dose $D$.

The results presented in [198] concern Corning SMF28 fibers and photosensitive germanosilicate fibers (highly Ge-doped core) under UV exposure of 10 m-long fiber samples from 0 to 100 mW. They show that the SMF28 fiber is quite insensitive to UV radiation whereas for photosensitive fiber $\Delta\nu_B$ increases nonlinearly with the dose to reach 20 MHz at 70 mW and 28 MHz at 100 mW. Moreover, the temperature sensitivity $C_T$ is also affected for the photosensitive fiber ranging from 0.72 MHz/K without radiation to 0.69 MHz/K for 100 mW UV exposure.

6.2.5 Magnetic field measurement

If a magnetic field $B$, aligned with the fiber axis, is applied on a length $l$ of the fiber, the input polarization will be rotated by an angle $\rho$ by the Faraday effect:

$$\rho = VB\ell,$$

where $V$ is the Verdet’s constant of the fiber used. By measuring the rotation angle $\rho$ between the output and input polarization states, $B$ can be measured. As $B$ is related to the current $I$ by Ampere’s law, $I$ can also be measured. This technique, called Fiber Optic Current Sensor, has been used in [199] to estimate the plasma current in Tore Supra Tokamak by winding a fiber around the vacuum vessel. By adding polarization controller and polarization analyzer to the OTDR scheme of Figure 9, one obtains a polarization OTDR (POTDR) that can measure the light polarization state versus the length of the fiber. So it is also possible to measure $B$ and $I$ from a POTDR trace as presented in [200,201].

6.2.6 Fiber extensometers

It is important to measure radiation-induced elongation of material placed in the core of a reactor and one way to achieve this is through the use of a fiber optic extensometer. If a mirror is placed at a distance $d$ from the end face of an optical fiber, a Fabry–Perot cavity is formed and variations of $d$ can be detected by measuring the fringe pattern. This setup is referred to as extrinsic Fabry–Perot interferometer (EFPI) and has been studied by Cheymol et al. under gamma and neutron radiations. As the sensing information is encoded in wavelength, the RIA will not be a problem if its value does not exceed a critical value for which the noise of the receiver will completely hide the useful signal. But the fiber under radiation is also subject to compaction and this effect leads to a temporal drift of the conventional EFPI. A first prototype [202] with two fixed points and hard fiber has been designed and irradiated in the SMIRNOV facility of SCK•CEN for 27 days at around 120°C and under a gamma dose rate of 7.2 Mgy/h and a neutron flux of $1.2 \times 10^{13} n_{fast}/(cm^2 s)$. The results show that fiber extensometers under fast neutron fluences are possible with a careful design and an improved prototype was tested in SMIRNOV in 2013 but now at temperatures between 200 and 395°C [202].

Compaction of bulk silica has been studied by Primak in 1958 and the main result is a 3% compaction under fast neutron irradiation [203]. Generally, one assumes that this leads to a 1% linear compaction, but this assumption is questionable as a fiber is not an isotropic medium. Remy et al. made intensive irradiation tests on 70 fiber samples for 22 days at 291°C under fast neutron fluxes from $1.48 \times 10^{13}$ to $2.50 \times 10^{13} n_{fast}/(cm^2 s)$ leading to neutron fluences from $2.83 \times 10^{19}$ to $4.762 \times 10^{19} n_{fast}/cm^2$. The results [204] show a maximum linear compaction of 0.34%, so 3–4 times lower than Primak’s results for bulk silica.
6.3 Fiber Bragg gratings

A FBG is achieved by creating a \( z \)-periodic modulation of the refractive index of the fiber core, which generates a distributed reflector characterized by its period \( \Lambda \) and modulation depth \( \delta n \) (see Fig. 11).

When a white light is injected into the FBG, the wavelength satisfying the Bragg condition:

\[
\lambda_B = 2n_{\text{eff}} \Lambda, \tag{7}
\]

is reflected whereas the other wavelengths are transmitted. The FBG acts thus as a pass-band filter in reflection and a notch filter in transmission. FBGs are excellent sensors because \( \lambda_B \) changes linearly with strain variations \( \Delta \varepsilon \) and temperature variations \( \Delta T \) according to:

\[
\frac{\Delta \lambda_B}{\lambda_B} = \left( \frac{1}{n_{\text{eff}}} \frac{\partial n_{\text{eff}}}{\partial \varepsilon} + \frac{1}{\Lambda} \frac{\partial \Lambda}{\partial \varepsilon} \right) \Delta \varepsilon = (1 - p_c) \Delta \varepsilon, \tag{8}
\]

\[
\frac{\Delta \lambda_B}{\lambda_B} = \left( \frac{1}{n_{\text{eff}}} \frac{\partial n_{\text{eff}}}{\partial T} + \frac{1}{\Lambda} \frac{\partial \Lambda}{\partial T} \right) \Delta T = (\xi + \alpha) \Delta T, \tag{9}
\]

where \( p_c \approx 0.22 \times 10^{-6} \, \mu \text{e}^{-1}, \xi \approx 8.6 \times 10^{-6} \, \text{C}^{-1} \) and \( \alpha \approx 0.55 \times 10^{-6} \, \text{C}^{-1} \) are, respectively, the strain-optic coefficient, the thermo-optic coefficient and thermal expansion coefficient and the values are those for silica-based optical fibers. For an in depth FBG treatment, refer to reference [205].

Another great advantage of FBG is their multiplexing properties; different gratings can be inscribed at various locations on the same fiber, leading to a multipoint sensor.

Concrete supercontainers are one possible solution for nuclear waste storage but a good understanding of the degradation mechanisms is vital. FBGs have thus been embedded into concrete [206] to monitor internal temperature and strain during supercontainers fabrication. The metrology is based on the Bragg wavelength shifts given by (8) and (9) but special algorithms should be used as these shifts are sensitive to temperature and strain. So FBGs packaging is designed such that some FBGs are subject to temperature only whereas the other FBGs are subject to temperature and strain. One supplementary challenge was to make the packaging resistant to concrete casting in the mold. Even if some fibers did not survive in this first test, comparison with thermocouples and comparison with acoustic emission give good results [207].

Remy et al. tested FBG made by different techniques for 22 days at 291 °C under a fast neutron fluence of about \( 4 \times 10^{19} \, \text{n}_{\text{fast}}/\text{cm}^2 \). The results [204] show radiation-induced wavelength shifts from 40 to 771 nm that translate into temperature uncertainty from 4 up to 77 °C. The main conclusion is that the way the FBG is built and annealed has an important impact on the temperature uncertainty.

Finally, FBGs have been used to measure temperature inside the EOLE facility dedicated to zero power research reactor [208]. It has been demonstrated that FBGs perform well as temperature sensor with a drift limited to 1 °C for a total neutron fluence of \( 5 \times 10^{14} \, \text{n} / \text{cm}^2 \).

7 Medical imaging

In the field of medical imaging, major innovations in instrumentation allowed switching from film based detection to scintillation detectors and, later, from scintillation detectors to semiconductor detectors. The switch required the development of very fast read-out, data acquisition and image processing systems. Similarly, in the field of radiotherapy, the advent of image guided radiotherapy, intensity modulated radiotherapy, tomotherapy or particle therapy necessitated, and still does, major advances in real-time dose evaluation and precise measurements of patient positioning and organ movements.

A bi-directional cross-fertilization of techniques took place between the medical field and scientific or industrial fields such as safeguards, radioactive source detection or neutron imaging. Examples are coded aperture imaging or Compton cameras.

Many of the above-mentioned developments have been addressed during ANIMMA conferences.

7.1 Instrumentation dedicated to medical applications

Several papers deal with instrumentation to monitor absorbed energy during hadron therapy. Unlike classical radiotherapy using X-rays generated by a linear accelerator, hadron therapy uses charged particle beams. The most common form is proton therapy, using hydrogen nuclei. Other hadron therapy installations use heavier particles such as carbon ions. The rationale behind the use of charged particle beams, rather than X-rays, lies in the way the energy of the particles is transferred to tissue as compared to the mechanism with photons. The transfer of energy of a photon beam is mainly exponential: a high dose is delivered near the skin, and it gradually decreases when entering deeper in the body of the patient. Thus, the tumour, which is the target, receives only part of the radiation dose and healthy tissue in front and behind the tumour receive a non-negligible dose. The transfer of energy of a charged particle is characterized by a very low transfer as long as the particle has a high energy. While the particle slows down in the body, the energy deposition slowly increases and total energy transfer occurs in the so-called Bragg peak, when the particle nears zero speed. One of the difficulties is to precisely adjust the particle energy, as to position the Bragg peak exactly in the target.

\[8\] This section has been prepared by Frank Deconinck.
Detection- methods to take advantage of the prompt emission of secondary radiation caused by the nuclear reactions during the collisions between the incoming particles and the nuclei on the path of the particles are described by Krimmer et al. [209]. The production of the secondary radiation is highly correlated with the energy loss of the particles and hence allows the monitoring of the dose deposition, provided the secondary radiation can be detected and its origin determined. An image representing the dose can then be reconstructed.

The paper describes different real-time monitoring methods, results of proof-of-principle experiments and extrapolations to clinical situations by means of modeling. Specific in their study is the use of a hodoscope in the beam...
line to allow the rejection, by TOF gating, of secondary radiation which is not originating from the particle beam. The hodoscope provides \(x, y\) position of the beam as well as timing information. Using this set-up, the background radiation is greatly reduced.

For the detection of prompt gamma’s, the paper describes both a parallel plate collimator–scintillator detector setup and the Compton camera approach. In the first method (Fig. 12), the parallel plate collimator filters the secondary radiation such that only gamma’s that are emitted in the direction of the splits are detected. This allows the dose deposition to be measured, but the collimation greatly reduces the sensitivity of the method.

The Compton camera does not use a collimator (Fig. 13). The emitted radiation undergoes Compton scattering in a stack of silicon strip detectors, that detect position and energy information. The scattered photons are then absorbed and their energy and position detected in a large scintillator placed behind the scattering stack. Using the Compton kinematics, which link the scattering angle to energy loss, combined with the hodoscope \(x, y, t\) information, the origin of the secondary radiation, and hence the position of the Bragg peak can be reconstructed.

When using carbon ions as the particle beam, the fragmentation of the ions in the target also generates secondary protons. The paper describes “interaction Vertex imaging” in which the proton tracks are detected by means of a set of planar pixel detectors. The paper presents preliminary results and simulations.

Golnik et al. [102] describe a prototype Compton camera to detect and reconstruct an image of the secondary radiations. The Compton camera the authors built, consists of two 5 mm thick CdZnTe cross strip detectors (CZT0 and CZT1) that can act as scatterer or absorber. When photons are scattered in CZT0 and detected in CZT1, the Compton kinematics allow the scattering angles to be deduced and an image to be reconstructed.

Using a point-like \(^{22}\text{Na}\) source in front of the first detector (CZT0), and measuring position and energy of the detected signals, images of the source were reconstructed (Figs. 14 and 15). The FWHM was measured to be 3 mm.

Measurements with a proton beam in The Netherlands gave rise to a spectrum of prompt gamma rays with energies up to more than 4 MeV. Thin CZT detectors are not efficient at those energies. The authors therefore added a LSO block detector behind the CZT detectors to increase the detection efficiency.

The visualization of the spatial distribution of the secondary radiation provides only part of the information required for a quantitative dose measurement. Simulations and validation measurements using phantoms are further requirements.

Using a water phantom, three different neutron sources and two different gamma sources, Gamage et al. [210] estimate the contribution to the energy deposition in a pinhole volume due to the scattered and secondary radiation, as compared to the contribution by direct radiation. The estimation was performed by means of the PTRAC particle tracking option, available in MCNP.

To verify that the dose delivery corresponds to the specifications, radiation detectors that can measure the characteristics of the particle beam are required. In order to guarantee a good charge collection efficiency as well as good radiation hardness characteristics, Aouadi et al. [211] developed n-in-p silicon strip detectors in which the insulation between the strips at the n-side is not a uniform p-type blanket implant, known as p-spray, but a sputtered layer of \(\text{Al}_2\text{O}_3\) (Fig. 16).

This choice was based on simulations and proved technologically feasible. The advantages, confirmed experimentally, are a good radiation hardness, a higher inter-strip resistance, a higher inter-strip capacitance and, most important, a ten times lower dark current.

In-vivo imaging of the distribution of a radiotracer in humans started with the invention of the rectilinear scanner by Cassen in 1951 [212]. The rectilinear scanner allowed for the first time to visualise the uptake of \(^{131}\text{I}\) in the thyroid by mounting a scintillating crystal and an associated photomultiplier on a mechanical scanner arm. The technique was gradually replaced after the invention in 1956 of the gamma camera by Anger [213]. The first gamma cameras were composed of a large NaI monocrystal, associated with a multihole lead collimator to generate an “image” on the crystal of the distribution of the gamma rays emitted by the patient. The monocrystal was backed by a series of photomultipliers to transform the scintillations into an image on film. Around the same time, Kuhl [214] developed (single photon) emission tomography, SPECT, and Brownell [215] invented (coincident photon), PET. The last two concepts would be at the origin of X-ray tomography, CT, by Houndsfield in 1972.

In medical imaging, the rectilinear scanner has disappeared, but a similar scanning approach is still used in, e.g. contamination screening. Today’s performance of the gamma cameras for medical imaging has been greatly improved, mainly by ameliorating the electronics and digital data handling, but the basic design, that is the combination collimator-NaI scintillator-photomultiplier, is still used. The gamma camera remains the workhorse of nuclear medicine. Variations of it found their way into, e.g. remote detection and localization of radioactive sources. SPECT has benefited from the improvement of gamma cameras. PET has mainly been improved thanks to faster detectors and associated electronics as well as by highly sophisticated reconstruction algorithms.

The high data rates and data volumes generated in medical imaging require not only very fast data acquisition systems, but also very fast, preferably real-time data processing and imaging. In [216] the authors describe a high-performance and flexible data acquisition and processing system based on the xTCA standard, developed in the frame of the European ENVISION project. Using a mother board which can hold up to ten \(\mu\text{TCA}\) cards (Fig. 17), each containing two Altera Stratix field-programmable gate arrays, 180 Gbps data rates have been sustained.

The system can be controlled by a standard Ethernet connection, allowing easy integration with control computers. An application is the on-line coincidence event detection in the prototype ClearPET micro-PET scanner [217] consisting of 20 detector cassettes on a rotating ring. Whereas the data rates at the front-end input are up to 20 Mbytes/s, the data rates at the output of the
ENVISION card, consisting only of coincidence events, are estimated to be lower than 200 K/s. Those data rates can be handled by the control computer.

An example of the development of improved electronics for small animal PET imaging with CdZnTe detectors is given in [218]. Similarly, [79] describes ASICs, also coupled to CdZnTe detector arrays, but for photon counting X-ray CT.

PET imaging is based on the annihilation of a positron emitter such as $^{18}$F, followed by coincidence detection of the two collinear 511 keV photons, moving in opposite directions. As the detected events include a large background of singles and random coincidences, parameters to optimize for the detectors and associated electronics are:

- detection efficiency, as the probability to detect two coincident photons increases with the square of the efficiency;
- high enough count rates as the limiting factor should be the dose to the patient, and not the system dead-time or saturation;
- fast coincidence gating, to reject singles and random coincidences;
- good energy resolution, to reject scattered photons;
- low noise characteristics;
- spatial resolution, such that the limiting factor is the positron range rather than detector pixellation.

Gao and co-authors [218] describe a very low noise readout ASIC to achieve 1 mm$^3$ resolution, a detection efficiency of 15%, 1 ns time resolution for gating and better than 2% energy resolution (FWHM) for scatter rejection (Fig. 18). The noise characteristics, expressed as equivalent noise charge (ENC) are such that the proposed setup can be used for small animal PET.

Photon counting CT requires the following optimizations:

- detection efficiency to reduce statistical image noise or artefacts;
- very high count rates to reduce imaging time;
- energy resolution to eliminate scatter and to allow for multiple energy imaging;
- low noise;
- very high spatial resolution.

ASIC’s used to compare the results with CdTe and CdZnTe detectors are described in [79]. The results for both detector materials are similar: count rates up to 20 MCT/s and an energy resolution in the range of 10%, all for 0.5 mm pixels, providing a high enough spatial resolution after tomographic image reconstruction.
When administering a radiopharmaceutical to a patient, the administered diagnostic dose must be known with accuracy to avoid potential harmful effects. This is even more important with therapeutic doses as life or death of the patient may depend on it. A dose calibrator for diagnostic use of, e.g. $^{99m}$Tc is standard equipment in any nuclear medicine department. However, with the introduction of alpha emitting radioelements such as $^{212}$Pb or $^{226}$Ra, the syringe with the correct therapeutic patient dose to be administered can only be prepared based on the measurement of the emission of associated X- or gamma rays or $\beta$-particles of the parent and/or daughter nuclides, as the alpha particles themselves do not cross the wall of the vial or syringe and cannot therefore be directly detected. Powerful modeling of the obtained data is required to deduce the alpha activity in the dose to be administered to the patient.

A prototype dose calibrator for radioimmunotherapy with $^{212}$Pb is described in [219]. $^{212}$Pb is obtained by elution of a $^{224}$Ra generator. The $^{212}$Pb activity is measured by a HPGe detector, immediately after the elution when the only isotope present still is $^{212}$Pb. $^{212}$Pb decays to $^{212}$Bi with the emission of a $\beta$-particle. Its half-life is $\pm 10$ h. $^{212}$Bi, with a half-life of 60 min, further decays to $^{212}$Po and $^{208}$Tl with the emission of, respectively, $\beta$- and alpha particles and some high-energy gamma rays. The decay chain ends a few minutes later at $^{208}$Pb, once more with the emission of $\beta$- and alpha particles (Fig. 19).

The radioimmunotherapy mentioned in the paper consists of the administration to the patient of an antibody labeled with $^{212}$Pb. During the labeling process and the production of the patient doses (in the sense: quantity of material), the duration of which varies in time, different decay products are created. The challenge is to prepare a patient dose, such that the contributions of the different isotopes to the dose (sense: ionizing radiation dose) is optimal. Typical activities to be delivered to the patients may range from 370 kBq or 10 $\mu$Ci to 555 MBq or 15 mCi. As the alpha particles do not cross the syringe and shielding, the detection method is restricted to measuring $\beta$- and gamma radiation. The authors show that the count rate measured by a GM tube, associated with a time-dependent correction factor, allows the patient dose to be deduced, provided a standardized measurement geometry is used and the time since the elution is known.

The diagnostic quality of the images in medical imaging critically depends on the quality of the imaging equipment. Therefore, strict quality assurance procedures are required, both on specified time intervals by specialized personnel, and on a routine, e.g. daily basis by hospital staff. As always, human interventions are prone to human errors. There are therefore efforts to automate QA testing as much as reasonably achievable.

Two phantoms are described in [220], one for general X-ray radiography/fluoroscopy systems, and one for digital mammography systems. The first phantom consists of a rectangular 20 mm aluminum plate with a sharp 1 mm thick steel edge. The phantom for mammography, which implies much less energetic X-rays, consists of a rectangular 2 mm aluminum plate with a sharp 1 mm thick aluminum edge. A series of images are acquired at the usual kV settings $\pm 15\%$ in steps of 1 or 2 kV, but always at a constant current X-ray exposure time (mAs) level, corresponding to clinical practice. The ratio of the signal behind the two zones of the phantom provides the information on the real tube voltage. The relation between the square of the measured signal-to-noise ratio ($SNR^2$) behind the 20 or 2 mm aluminum plate and the exposure allows the real current to be determined (Fig. 20).

Finally, by calculating the modulation transfer function (MTF), and comparing it with a reference MTF, the quality of the digital detector can be assessed. The entire procedure, lasting less than 5 min, is performed daily and the results are obtained fully automatically.

### 7.2 Cross-fertilization between disciplines

Coded aperture imaging is based on acquiring images of an object from different points of view. The oldest and simplest way of generating an image on screen without a lens is by using a pinhole camera. To overcome the very low sensitivity of one pinhole, an array of pinholes can be used. However, the images of the different pinholes may then overlap. Within limits, mathematical reconstruction techniques can be used to generate an image of the original object. One of the conditions is that the pinholes should be pseudo randomly distributed over the array. If the points of view allow the object to be seen over a sufficient solid angle, the image of the object can be reconstructed in 3D. The
technique thus allows images to be generated without lenses, which obviously is particularly useful for X- or gamma ray imaging as well as for neutron imaging. The technique has been introduced decades ago in radio astronomy, followed by medical imaging. Pioneering work in the use of coded apertures for medical imaging was performed at the University of Arizona by Barrett and co-workers [221].

The use of coded apertures for imaging in fields such as decommissioning, safeguards and homeland security is described in [54,56,222,223]. These papers clearly build on the experience with coded apertures in fields such as medical imaging.

Similarly, Takahashi et al. [224] describe a Compton camera design, also building on developments in astronomy and medical imaging. Finally, Feener and Charlton [225] describe the imaging of alpha and beta emitting sources via the nuclear fluorescence of nitrogen. It is an example of research that may well one day find applications in the medical field, given the increasing interest in the use of alpha and β emitting isotopes for theranostics.

8 Data acquisition and electronic hardening

8.1 The Advanced Telecommunication Computing Architecture, a highly promising architecture

This section focuses on the review on data acquisition and electronic hardening progresses reported in ANIMMA conferences. The next generation of large-scale physics experiments, nuclear instrumentation and application will be highly complex, raises new challenges in the field of control and automation systems and demands well integrated, interoperable set of tools with a high degree of automation [226–228] and HA [229]. New projects prominently feature solutions adopted from other laboratories [230], hardware and software standards and industrial solutions [231]. Modern physics experiments, e.g. LHC, ITER (International Thermonuclear Experimental Reactor) are expected to deliver and process data at a rate of up to hundred Gbytes/s. R&D activities target self-triggered front-end electronics with adequate output bandwidth and data processing. Multiple-Input-Multiple-Output controllers with efficient resource sharing between control tasks on the same unit [232–234] and massive parallel computing capabilities. The control and data acquisition systems are distinguished from commercial systems by the significantly greater amount of I/O capability required between computational elements, as well as the unique and disparate I/O requirements imposed on their interfaces. Although they share a large degree of architectural commonality, given their unique requirements, traditionally, such systems have been custom-built.

Commercial technology will likely meet the basic requirements on which physics experiments can leverage for building future control systems but, with future systems envisioned to be at least an order of magnitude larger than those of today, the biggest challenge will be providing robust and fault tolerant [231], reliable, maintainable, secure and operable control systems [235].

Convergence of computer systems and communication technologies are moving to high-performance modular system architectures on the basis of high-speed switched interconnections and traditional parallel bus system architectures (VME/VXI, cPCI/PXI) are evolving to new higher speed serial switched interconnections [236–238]. Traditional bus architectures have a relatively straightforward programming model, but they have limited effectiveness in multiprocessor systems, especially when a low-latency, deterministic response is required. Bandwidth is one limitation of bus implementations, but even more important is contention between multiple processors for use of a shared bus. Predictable, deterministic response times are not possible when concurrent processors must wait to access a bus. Switch fabric architectures offer a much better basis for multiprocessor systems, and provide considerable performance and usability benefits. Several high-performance switch fabric standards have been developed. PCIe (PCIe), 10 Gigabit Ethernet, and RapidIO are the most viable choices for HA and high speed applications, offering better overall backplane throughput with low-latencies and deterministic delays.

---

9 This section has been prepared by Bruno Soares Gonçalves.
ATCA is the most promising architecture to substantially enhance the performance and capability of existing standard systems as it is designed to handle tasks such as event building, feature extraction and high level trigger processing. It is the first commercial open standard designed for high throughput as well as availability (HA). The high throughput features are of great interest to data acquisition physics, while the HA features are attractive for experiments requiring a very high up-time. The ATCA standard was originally conceived to specify a carrier grade-based system infrastructure for telecommunications. It was built from the ground up to support a range of processors. Compared to the Versa Module Europa (VME) bus which is conventionally used in data acquisition systems, the ATCA standard offers advantages especially with respect to communication bandwidth and shelf management. The ATCA carrier-blade form factor supports well-balanced systems, delivering teraOPS of processing power in a single sub-rack. The architecture is flexible as to the types of processors that can co-exist in the system. One of the most critical aspects of implementing the ATCA architecture is the ability of high-performance blades to communicate with each other, so that vast quantities of data can be moved from board to board through the switch fabric within an ATCA system. The ATCA platform is gaining traction in the physics community because of its advanced communication bus architecture (serial gigabit replacing parallel buses), HA, n-1 redundancy, variety of form factors, very high data throughput options and its suitability for real-time applications. Active programs are showing up most notably at DESY for XFEL and JET but also at other laboratories such as ILC, IHEP, KEK, SLAC, FNAL, ANL, BNL, FAIR, ATLAS at CERN, AGATA, large telescopes and also Ocean Observatories. Both the CMS and ATLAS detectors are investigating ATCA solutions for future upgrades and ILC and ITER are setting up prototype experiments to test its potential. Most of these programmes put the emphasis on HA. In ITER, for example, ATCA is being considered for its performance but also because the systems will be located in areas of difficult access during operation.

At ANIMMA 2015 the ATCA developments aimed at the latest Fusion energy experiments, envisioning a quasi-continuous operation regime, were presented as well as ATCA developments for medical applications. The medical application developed at the Centre for Particle Physics of Marseille, provides high-performance generic data acquisition and processing capabilities and was developed in the framework of the European project ENVISION, which is dedicated to image based in-vivo dosimetry in hadrotherapy. Medical imaging sustains a non stopping evolution that leads to produce larger and larger amounts of data to be processed in real-time. The Data Acquisition (DAQ) system developed was designed to be suitable for any very demanding application that requires MHz event data rates. The DAQ system is based on the PICMG xTCA standard and is composed of 1 up to 10 cards in a single rack, each one with 2 Altera Stratix IV FPGAs and a Fast Mezzanine Connector. Several mezzanines have been produced, each one with different functionalities. Some examples are: a mezzanine capable of receiving 36 optical fibers with up to 180 Gbps sustained data rates or a mezzanine with 12 × 5 Gbps input links, 12 × 5 Gbps output links and an SFP+ connector for control purposes. Several rack sizes are also available, thus making the system scalable from a one card desktop system useful for development purpose up to a full featured rack mounted DAQ for high end applications. Depending on the application, boards may exchange data at speeds of up to 25.6 Gbps bidirectional sustained rates in a double star topology through backplane connections. Also, front panel optical fibers can be used when higher rates are required by the application. The system may be controlled by a standard Ethernet connection, thus providing easy integration with control computers and avoiding the need for drivers. Two control systems are foreseen. A socket connection provides easy interaction with automation software regardless of the operating system used for the control PC. Moreover a web server may run on the Envision cards and provide an easy intuitive user interface. The system and its different components were introduced and some preliminary measurements with high speed signal links were presented as well as the signal conditioning used to allow these rates.

In the nuclear fusion applications, in consequence of the need for quasi-continuous operation, the largest experimental devices, currently in development, specify HA requirements for the whole plant infrastructure. HA features enable the whole facility to perform seamlessly in the case of failure of any of its components, coping with the increasing duration of plasma discharges (steady-state) and assuring safety of equipment, people, environment and investment. The Instituto de Plasmas e Fusão Nuclear (IPFN) developed a control and data acquisition system, aiming for fast control of advanced Fusion devices, which is thus required to provide such HA features. The system architecture takes advantage of ATCA HA redundancy resources in conjunction with its hardware management controller to improve reliability and availability. The system is based on in-house developed ATCA instrumentation modules — IO blades and data switch blades, establishing a PCIe network on the ATCA shelf’s backplane. The data switch communicates to an external host computer through a PCIe data network. At the hardware management level, the system architecture takes advantage of ATCA native redundancy and “hot swaps” specifications to implement fail-over substitution of IO or data switch blades. A redundant host scheme is also supported by the ATCA/PCIe platform. At the software level, PCIe provides implementation of hot plug services, which translate the hardware changes to the corresponding software/operating system devices. The paper presents how the ATCA and PCIe based system can be setup to perform with the desired degree of HA, thus being suitable for advanced Fusion control and data acquisition systems. The system was conceived to exhibit HA properties, aiming to fulfill the demands of Nuclear Fusion diagnostics. A test plan is currently underway to test the availability, setting appropriate availability goals and create fault scenarios to assess system behaviour. The ATCA specification not only
contains intrinsic HA features but also provides redundancy resources that can be used to increase system availability, especially at the data transmission level on the ATCA backbone. The current solution for PCIe device hotplug and blade Hot Swap relationship is customized for the particular application and hardware components but aims to be compatible with other hardware. A demonstration of the system was presented at the ANIMMA 2015 conference, using a 100 m fiber optics link between the ATCA shelf and the host PC, allowing the computer to be placed farther away from the shelf and the effects of Single Event Upset (SEU). Future work may include also other redundancy scenarios using non-transparent bridging for host fail-over — which is also supported by the current hardware.

8.2 Reconfigurable modules based on Field-Programmable Gate Array devices

The data acquisition modules developed at IPFN strongly rely on dedicated reconfigurable modules based on FPGA devices for several nuclear fusion machines worldwide. Reconfigurable hardware modules, based on FPGA devices, are currently used by the most demanding applications. In recent years there has been a growing interest to use FPGA-based modules in NPP environments [257], demonstrating that they can efficiently monitor and control such environments [258]. FPGAs provide truly parallel data processing, synchronism, flexibility in its configuration and unique performance at high processing frequencies. However, FPGAs are volatile devices, configured during system power-on through dedicated flash memories in-board where the code is stored. The most popular method for code transfer to local memories requires: (i) a JTAG module (IEEE 1532-2002 standard), and (ii) dedicated software (SW) code (e.g. the impact tool from XILINX) running in a near PC, capable to transfer the FPGA code to the storage device through the JTAG cable [259,260]. However, this FPGA code update method may be unfeasible specially in complex machines with restricted access. As example, in future fusion devices the human access to the instrumentation cubicles may not be possible due to the high-energy neutrons (MeV range) produced during discharges. This high-energy neutrons can cross the vessel wall reaching neighbour areas including the instrumentation cubicles. Thus, for safety reasons the FPGA code update must be done remotely. Even during initial test phases, before contamination, the cubic access may be restricted requiring remote update features. Therefore, the remote update capability is mandatory for ATCA based reconfigurable modules developed at IPFN, a frequent supplier of those type of FPGA-based modules for several nuclear fusion devices in world, including ITER [261,262]. One of the requirements for reconfigurable modules operating in future nuclear environments including ITER is the remote update capability. Accordingly, work has been done on the development alternative method for FPGA remote programming to be implemented in new ATCA based reconfigurable modules [263] for applications where for safety reasons the human access to the instrumentation cubicles should be restricted or even not allowed. The presented method is capable to store new FPGA codes in Serial Peripheral Interface (SPI) flash memories using the PCI express (PCIe) network established on the ATCA backbone, linking data acquisition endpoints and the data switch blades. The method is based on the Xilinx Quick Boot application note, adapted to PCIe protocol and ATCA based modules. The new method allows to program SPI flashes remotely, without any dedicated hardware (e.g. JTAG) or software tool (e.g. XILINX software tools) in the remote site. Moreover, it can be considered a safety solution once the initial FPGA code is never deleted during the update process. FPGA is preferably configured with the update code however, if the remote update procedure fails the FPGA is configured with the initial FPGA code. Furthermore, even if the method was tailored for ATCA based modules, it can be adapted to any system with PCIe network established between reconfigurable modules and host PC. The method was developed with the Xilinx KC705 Evaluation Kit and successfully tested in the Advanced Mezzanine Card prototype (AMC-MKX1) developed by IPFN, and installed on the ATCA-PTSW-AMC4 carrier module from the ITER fast plant Instrumentation & Control (I&C) products catalogue. Considering other modules from the ITER catalogue, the next step will be the method extension to series-6 FPGAs.

To minimize the risk of using FPGAs in radiation environment recent tests on the development of systems resilient to SEU were done and also reported at the conference [264]. A Virtex-6 FPGA from Xilinx (XC6VLX365T-1FFG1156C) is used on one of IPFN’s developed ATCA board (ATCAIO-PROCESSOR board), included in the ITER Catalog of I&C products – Fast Controllers. The Virtex-6 is a re-programmable logic device where the configuration is stored in Static RAM (SRAM), functional data stored in dedicated Block RAM (BRAM) and functional state logic in Flip-Flops. SEU due to the ionizing radiation of neutrons causes soft errors, unintended changes (bit-flips) to the values stored in state elements of the FPGA. The SEU monitoring and soft errors repairing, when possible, were explored in this work. An FPGA built-in Soft Error Mitigation (SEM) controller detects and corrects soft errors in the FPGA configuration memory. SEU sensors with Error Correction Code detect and repair the BRAM memories. Proper management of SEU can increase reliability and availability of control instrumentation hardware for nuclear applications. The results of the tests performed using the SEM controller and the BRAM SEU sensors were presented for a Virtex-6 FPGA (XC6VLX240T-1FFG1156C) when irradiated with neutrons from the Portuguese Research Reactor (RP1), a 1 MW nuclear fission reactor operated by IST in Lisbon. The lessons learned on the Irradiation of electronic components and circuits at the Portuguese research reactor were also presented at the conference [265]. Results show that the proposed SEU mitigation technique is able to repair the majority of the detected SEU errors in the configuration and BRAM memories. The performed irradiation tests had neutron fluxes with three orders of magnitude above the ones expected at the ITER port cell cubicles. Yet, the SEM controller was able to repair the
majority of the detected SEU errors in the configuration memory. The problematic unrecoverable errors have been relatively few and for the expected neutron flux of ITER this kind of errors will be probably a rare event. Furthermore the configuration memory normally is only partially used and a bit-flip due to a SEU not necessarily means a functional failure. The Virtex-6 FPGA Device Vulnerability Factor worst case is 10%, meaning that only 1 in 10 upsets can cause a soft functional error [266]. However, unrecoverable errors can occur and preventive mitigation solutions such as firmware redundancy need to be addressed for critical applications. The BRAM SEU sensors have done only the error detection and respective correction in the memory. This sensor implementation was not able to count the unrecoverable BRAM SEU errors due to architecture limitations (can be improved on future versions). Nevertheless extrapolating from the SEM controller test results is expected that the number of unrecoverable errors in the BRAM memories will be also low, and for the neutron flux of ITER port cell cubicles also a rare event. Other important consideration is the ITER control cycle versus repair time of SEUs. The control cycle period of tokamak ITER will be as a worst case 1 ms [250] and the time needed to detect/repair an error in one frame of the configuration memory using the SEM controller is around 15 ms, meaning that sixteen control cycles could be not reliable in each repair. In the case of BRAM memory the detect/repair cycle is only 2 µs and probably one control cycle is not reliable when a repair is performed.

8.3 Development of dedicated firmware for particular applications

Other works presented were centred on the development of firmware for several different applications that benefit from the use of FPGAs for receiving and processing data.

8.3.1 Central hadronic calorimeter of the ATLAS experiment

At TileCal, the central hadronic calorimeter of the ATLAS experiment at the LHC at CERN, a main upgrade of the LHC (also called Phase-II) is planned in order to increase the instantaneous luminosity in 2022 [267]. For TileCal, the upgrade involves the redesign of the complete read-out architecture, affecting both the front-end and the back-end electronics. In the new read-out architecture, the front-end electronics will transmit digitized information of the full detector to the back-end system every single bunch-crossing. Thus, the back-end system must provide digital calibrated information to the first level of trigger. Having all detector data per bunch crossing in the back-end will increase the precision and granularity of the trigger information, improving this way the trigger efficiencies. A reduced part of the detector, 1/256 of the total, was going to be equipped with the new electronics during 2016 to evaluate the proposed architecture in real conditions in the so-called “demonstrator project”. The upgraded version of the Read-out Driver will be the core element of the back-end electronics in Phase-II. This module includes two Xilinx Series 7 FPGAs for data receiving and processing and will be installed and working in an ATCA framework.

8.3.2 Thomson scattering diagnostic data acquisition systems for modern fusion systems

A Thomson scattering diagnostic data acquisition systems for modern fusion systems was also presented [268]. The uniquely designed complex data acquisition system allows recording short duration (3–5 ns) scattered pulses with 2 GHz sampling rate and 10-bit total resolution in oscilloscope mode. The system consists up to 48 photo detector modules with 0–200 MHz bandwidth, 1–48 simultaneously sampling ADC modules and synchronization subsystem. The photo detector modules are based on avalanche photodiodes and ultra-low noise transimpedance amplifiers. ADC modules include fast analog-to-digital convertors and digital units based on the FPGA for data processing and storage. The synchronization subsystem is used to form triggering pulses and to organize the simultaneously mode of ADC modules operation.

8.3.3 High rate digital spectrometry system

Basic concepts and preliminary results of creating high rate digital spectrometry system using efficient ADCs and latest FPGA were presented together with a comparison with commercially available devices [269]. Growing requirements for high resolution spectrometry in mega counts per second (Mcps) range require a development of new measurement methods. Traditional spectrometry techniques, e.g. analogue pulse shaping using amplifiers, extends time of a pulse duration, which increases a pile-up probability and dead time. To achieve the highest event rates, short pulses sampled directly at the detector output have to be processed. Digital direct sampling of spectrometry pulses is required in such cases, because correct signal processing, such as filtering, in the digital domain can be changed by reprogramming the system. Therefore, a system adjustment for processing pulses from a particular detector is relatively easy. In comparison with the analogue pulse processing system, changing filtering parameters to achieve proper signal conditions requires re-soldering of the passive components such as resistors, inductors or capacitors on the printed circuit boards, which is highly inconvenient, or even impossible in some cases. Currently available electronic technology gives an opportunity to sample signals directly from a source with a resolution accurate enough to extract required information. Nowadays an ADC can sample a signal with rates ≥1 GSPS (giga samples per second) with a number of effective bits >10 and analogue bandwidth covering a range up to a few GHz. Data acquisition systems based on fast ADCs and high-performance data processing devices, such FPGA, can process high amount of data in a parallel way. FPGA-based systems are commonly used in physics experiments. This makes an excellent base for efficient systems for measurements in high resolution gamma spectrometry, performed in harsh radiation environment occurring in modern
experiments, e.g. at tokamaks and plasma focus devices [270,271–273]. The data acquisition system DNG@NCBJ (Digital Neutron Gamma@NCBJ) for high resolution spectrometry measurements at Mcps event rates is under development at the National Centre for Nuclear Research (NCBJ). Basic concepts, hardware details and preliminary results of creating high rate digital spectrometry system using efficient ADCs and latest FPGA were presented as well as a comparison with commercially available devices. The most important requirements for high count rate experiments could be summarized as follows:

- real-time processing of detector signals at high count rate including measurements of event energy and time for gamma ray energy up to a few MeV;
- list mode data acquisition based on digital electronics, stored locally for later analysis or for real-time processing; raw acquisition option chosen in system plant configuration to validate the processed real-time data;
- pile-up reduction in real-time processing;
- low dead time;
- reasonable energy and time resolution for a few MeV energy gamma ray measurements.

Fully digital signal processing technique has many advantages in comparison with analogue:

- energy, timing and pulse shape analysis performed with one single board;
- good linearity and stability provided by digital implementation;
- wider dynamic range and uniformity of the performances over the full range;
- better correction of pile-up and baseline fluctuation effects;
- preserve pulse information;
- low dead-time resulting in high counting rate capability;
- flexible configuration by FPGA reprogramming instead of resoldering passive components;
- register programming instead of manual regulations for tuning and calibration.

8.3.4 Contributions of the advances in digital processing to the evolution of nuclear instrumentation

The field of nuclear instrumentation covers a wide range of applications, including counting, spectroscopy, pulse shape discrimination and multi-channel coincidence. New evolutions of such applications are constantly proposed thanks to the advances in digital signal processing. The most of them is not yet implemented in real-time instrumentation devices which have to deal with two major issues: (i) the poissonian characteristic of the signal, composed of randomly arriving pulses with variable length; and (ii) the realtime requirement, which implies losing pulses when the pulse rate is higher than the processing capacity of the device. Indeed, dataflow architectures paralyze the acquisition of the signal during the processing of a pulse implying a dead-time. Many real-time applications such as homeland security and medical imaging have to limit the dead-time to exploit maximum information obtained from the signal. In order to overcome this limitation, recent designs are based on reconfigurable components like FPGAs as seen above. However, dedicated hardware algorithm implementations on reconfigurable technologies are complex and time-consuming tasks. Consequently, a Digital Pulse Processing architecture that can be programmed in a high level language such as C or C++ is required. However, today’s programmable solutions do not meet the need of performance to operate online without increasing the dead-time. This issue becomes more important with the increase of the number of acquisition channels which can exceed more than a hundred. At ANIMMA it was proposed the use of an asynchronous Multiple Program Multiple Data architecture [274]. Its execution model relies on the non-deterministic characteristics of the signal. The work performed demonstrates that this architecture is able to overcome dead-time while being programmable and is flexible in terms of number of measurement channels. The proposed architecture comprises a set of independent and programmable functional units. Their execution is driven by the pulses arrival. It is able to deal with non-deterministic events and program durations. The virtual prototype of the architecture is developed in cycle-accurate SystemC and shows promising results in terms of scalability while maintaining zero dead-time. This architecture paves the way for novel programmable embedded real-time pulse processing restricted until now to offline processing.

8.4 New life to VME and CAMAC architectures

In spite of the growth on the use of ATCA by the community developments involving older instrumentation standards such as CAMAC or VME were still presented. The new data acquisition system for the HORUS spectrometer [275], at the 10 MV Tandem accelerator at the Institute for Nuclear Physics in Cologne and consisting of 14 high-purity germanium detectors. In order to process all 30 detector signals, the analog data acquisition was replaced by a digital one using the commercially available DGF-4C modules from the company XIA [276–278]. This is a CAMAC based module that provides four complete spectroscopic channels. The DGF-4C modules have been extensively used for the data acquisition at the Miniball spectrometer [279], where Rev. D modules were used. By now, newer revisions of the modules are available which possess a USB connector for fast data read-out and channel specific VETO inputs at the front panel. While the latter is especially important for an active compton suppression using BGO shields, the USB connector significantly reduces deadtime from the read-out process. Both features are implemented in the latest revision (Rev. F) of the DGF-4C modules which are used in the HORUS application. In contrast to the analog signal processing approach, the digital signal processing technique immediately digitizes the preamplifier signals of the detectors and hence, all spectroscopic information, like e.g. energy and time of the signal, are preserved and can be extracted online using digital filter algorithms. With the digital signal processing approach, the demands of space and cost can be tremendously reduced and a much higher data throughput can be achieved [248,280].
A Real Time Computer (RTC) for plugging indicator control of Prototype Fast Breeder Reactor (PFBR) based on VME was also presented [281]. PFBR is in the advanced stage of construction at Kalpakkam, India. Liquid sodium is used as coolant to transfer the heat produced in the reactor core to steam water circuit. Impurities present in the sodium are removed using a purification circuit. Plugging indicator is a device used to measure the purity of the sodium. VME bus based RTC system is used for plugging indicator control. Hot standby architecture consisting of dual redundant RTC system with switch over logic system is the configuration adopted to achieve fault tolerance. Plugging indicator can be controlled in two modes namely continuous and discontinuous mode. Software based Proportional-Integral-Derivative (PID) algorithms are developed for plugging indicator control wherein the set point changes dynamically for every scan interval of the RTC system. Set points and PID constants are kept as configurable in runtime in order to control the process in a very efficient manner, which calls for reliable communication between RTC system and control station, hence TCP/IP protocol is adopted. Performance of the RTC system for plugging indicator control was thoroughly studied in the laboratory by simulating the inputs and monitoring the control outputs. The control outputs were also monitored for different PID constants. Continuous and discontinuous mode plots were generated.

The current state of NPP control systems is somewhat antiquated and even though there have been great strides made in the upgrade of NPP systems, the industry as a whole has been slow to adopt the latest in technology. The benefits of digital technology are widely recognized in the NPP industry and yet adoption has still been slow due at least to some degree by the significant safety concerns of the industry. Results in other industries including satellite manufacture, however, have shown that risk can be managed and high reliability achieved to produce electronics that function without errors for many years. In addition, the catastrophe that occurred at the Fukushima Daiichi plant is causing some in the NPP industry to consider electronics that can withstand severe radiation and temperature conditions. Systems designed for space application are designed for the harsh environment of space which under certain conditions would be similar to what the electronics will see during a severe nuclear reactor event. The NPP industry should be considering higher reliability electronics for certain critical applications. NPPs typically do not implement electronics with the ability to survive very long in a severe radiation environment. Recent events, however, should be causing some in the NPP industry to consider devices and systems designed specifically for high radiation environments such as what might occur during a serious event. In a situation where a significant amount of radiation is leaking, the correct operation of critical I&C could mean the difference between a severe event and a catastrophic event.

8.5 The onset of Single Board Computer

Developments on the hardware side were focused on dedicated hardware designed for NPPs using SBC. A SBC is an entire computer including all of the required components and I/O interfaces built on a single circuit board. SBC’s are used across numerous industrial, military and space flight applications. In the case of military and space implementations, SBC’s employ advanced high reliability processors designed for rugged thermal, mechanical and even radiation environments. These processors, in turn, rely on equally advanced support components such as memory, interface, and digital logic. When all of these components are put together on a printed circuit card, the result is a highly reliable SBC that can perform a wide variety of tasks in very harsh environments. Manufacturers of electronics for space environments have been designing and delivering devices and systems for space craft for decades and have long track records of success in the harsh radiation environment of space. Space targeted devices and systems are also designed for high temperature operation as well, which could be a byproduct of a severe reactor event. Many of the systems deployed on a space craft are of the SBC type. These circuit cards are self-contained computers and instrument cards interconnected in various ways depending on the requirements of the system. All SBC and instrument cards targeting space environments use components that are radiation hardened which makes them immune to radiation effects. In addition, these printed wiring boards are typically designed and qualified for extreme mechanical and thermal environments as well. The work presented defends that may be critical applications suitable for SBC’s and instrument cards with radiation-hardened devices on board. At ANIMMA was presented an outline for radiation-hardened SBC’s and instrument circuit cards suitable for harsh environment applications targeting the Nuclear Power community [282].

8.6 Microcontroller based data acquisition device

A concept for a microcontroller based data acquisition device for use in nuclear environments measuring and monitoring was also presented [283]. Microcontrollers (which are a superset of microprocessors), usually include a microprocessor, RAM, non-volatile memory and an interface controller all on a single chip. Microcontrollers are widely used in what are known as “embedded systems”. An embedded system is designed for a specific function often in a larger overall system. Where the home PC is designed for flexibility and many different types of software applications, embedded systems are most often fixed in their functionality and typically will not change during the life of their implementation. By the same token, the software developed for a microcontroller will not typically change during device deployment and is therefore called “firmware”. A DAQ microcontroller will also include an ADC on the chip. The technology exists today to develop a single chip microcontroller data acquisition system that can survive and function reliably in radiation and other harsh environments and would be suitable for implementation in an NPP system. Microcontrollers have a long history in embedded computing for numerous types of terrestrial and space applications. They are small, versatile and much easier to manage than larger, higher performance processors which help verify and validate their implementation.
With concern over radiation susceptibility growing within the NPP industry, microcontrollers designed specifically for harsh radiation environments may be a useful alternative for some critical systems inside a nuclear reactor facility.

8.7 Data communication networks

On the communications side, as advanced digital I&C systems of NPP or research reactors are being introduced to replace analogue systems, a data communication network is necessary for data exchanges between I&C systems of NPP or research reactors. Data communication network technology may have significant impact on I&C systems. As the safety I&C system is composed of redundant channels to enhance the performance of the safety functions and data communication system is used to transmit the data generated by the digital I&C systems, communication independence is required to mitigate the risk of safety I&C system failure. A work was presented discussing the issues related to the communication independence and the current status of network devices designed, developed, and validated to satisfy the requirements of function, performance, and communication independence [284].

Recently, various approaches have been carried out on the digitalization of the I&C system of a NPP and Research Reactor (RR). Communication network technology may have most significant impact on I&C systems since the introduction of the microprocessor and the digitalization. Usually the safety I&C system is composed of four channels to enhance the performance of the safety functions and performs the monitoring and control functions. In these redundant structures, the safety data communication consists of independent communication networks according to I&C four channel structures (Channel A, B, C and D). The function of the safety data communication is to provide communication path for intra-channel communication. Also the safety data communication provides one-way communication path between safety channels for inter-channel communication and provide communication path from safety channels to non-safety channel. The inter-channel communications includes transmission of data and information among components in different safety channels and communications between a safety channel and equipment that is not safety-related. The CMB and NSD were designed and developed for a safety I&C system of NPP or research reactors. They are tested to validate their function, performance, and their communication independence characteristics. To satisfy the communication independence between safety channels and between safety channels to a non-safety channel, they are designed and developed to support one-way communication through one-way mode logic. A function test such as a traffic distribution, one-way communication, two-way communication and broadcast communication test as well as performance tests, such as the transmission speed test, transmission delay test, and frame loss rate test are performed to validate the feasibility of them. The test results show that they are capable of providing a communication interface for a DSP-based platform. Also they satisfy the communication independence requirement such that a failure or fault of one does not interfere with the function of other platforms. The work presented concluded that they are capable of providing a communication path for one-way communication and two-way communication between platforms of the safety I&C in the NPP or research reactors.

9 Conclusions

For a wide variety of neutron flux monitoring applications, fission chambers are the most suitable devices, offering wide flux ranges, gamma discrimination in pulse and Campbelling mode, optimization possibilities for fast or thermal neutrons, etc. Further research is focusing partly on improvements for applications at high temperatures (e.g. for Gen-IV systems). SPNDs are being considered increasingly as suitable alternatives for fission chambers for in-core thermal neutron flux monitoring. Studies are also ongoing to explore the feasibility of developing special types of SPND for fast neutron flux monitoring. Considerable efforts are being invested in optimizing various detector types in order to replace He-3 based neutron detectors, e.g. scintillators and semiconductor based sensors. The radiation hard semiconductor devices that need to be developed in the latter case open up the expectation that in the near future, more radiation hard electronics can be included in the sensor part, so that some signal conditioning could be realized before perturbing effects by the cabling come into play.

A large diversity of advanced and relevant photon measurement techniques and associated instrumentation as well as signal interpretation and analysis have been presented and discussed during previous ANIMMA international conferences. Gamma and X spectrometry using advanced detection systems (detectors, electronics, signal processing and treatment) remains one of the most useful and powerful passive photon measurement techniques. Most developments dealt with sensor/detector improvements (HPGe, CZT, LaBr3, LaBr3(Ce), etc.), acquisition and treatment electronics as well as signal interpretation and analysis optimization in order to enhance the S/N ratio and then to improve the measurement performances. Performance requirements depend on application domains which are quite numerous (waste management, safeguards and homeland security, nuclear fuel cycle, reactor dosimetry, research reactor experiments, severe accident monitoring, environment and medical measurements, etc.). Energy resolution, background reduction, detection efficiency improvement, selectivity and radiation hardening are the main common requirements for passive photon measurement techniques.

Active photon measurements require an external interrogating source which could be isotopic photon source as well as electron accelerator such as a LINAC which remains the most used photon interrogating source thanks to high-energy capability production as well as high interrogating level flux. Important advances have been carried out and presented during ANIMMA conferences dealing with both interrogating tools as well as
detection systems and associated detector units. The main aim of active photon measurements is to accurately detect the forward signal despite the presence of active high photon flux interrogating pulse. For photofission interrogation technique, only delayed neutron and photon signals are detected which are timely separated from the interrogating particles. The main aims are to enhance the photon reaction rate and the detection efficiency of both neutron and photon detectors in order to improve detection limits typically in Safeguards and radioactive waste applications. For photon imagery or/and tomography, optimization of photon interrogating energy vs. the application remains the main aim pursued.

The conference provided reports on a number of temperature measurement systems and a complete overview of the nuclear heating measurements and associated instrumentation inside MTR. Nuclear heating is quantified by means of calorimetry methods with specific heat-flow calorimeters (differential sensors in France or single-cell calorimeter in Europe). Due to the importance of the preliminary out-of-pile calibration step to ensure accurate nuclear heating profile measurements and to extend nuclear heating range, experimental works under laboratory conditions without nuclear fluxes and thermal numerical simulations are in development. Main challenges in the field of in-pile calorimetry concern: (1) the control of the influence of thermal aspects on the sensor response to optimize the calibration curve use; (2) the reduction of the size of the sensor to realize multi-sensor probe (allowing simultaneous online measurements of key parameters) by keeping integrated heaters inside calorimeter to be able to apply three types of in-pile measurement methods; and (3) the design of new calorimeters to be used for higher nuclear values.

A great variety of developments in acoustic methods and transducers has been shown along the past ANIMMA conferences. In the frame of in-pile instrumentation, promising research has been carried out on materials and design to improve sensitivity, time resolution, wettability and reliability of ultrasonic transducers under radioactive environment and high temperatures, enabling to show the feasibility of acoustic methods in nuclear reactors. Some progress could be useful, for example in the field of electrical cables for long connections, wireless or optically based (optic fibers) connections, or in the field of temperature and radiation tolerant embedded electronics (for multi elements probes driving).

Research teams have to face two challenges: to pursue the exploration of innovative solutions for long term needs, and to demonstrate that the existing ones have reached, or can rapidly reach, the required maturity for the short term needs in reactors, via Technological Readiness Level analyses and complementary assessments.

Signal and data processing, modeling and numerical simulations are now largely used to help in the optimization of acoustic devices and diagnoses, or to reduce the needs for heavy and expensive experiments. There are some emerging topics, for instance the study of ultrasonic propagation in complex solid structures or in the non-homogeneous and fluctuating medium of liquid metal reactors at full power conditions.

Optical fiber sensing is already well developed in industrial instrumentation and its application to the nuclear industry is gaining a lot of interest due to the fiber properties such as multiplexing and distributed capabilities reducing considerably the wiring. Moreover, the quantity of material is very small leading to less waste. This technology is broadly divided into two categories (1) sensors based on nonlinear properties of the fibers (Brillouin and Raman scatterings) that allow distributed measurement of temperature and/or strain, and (2) sensors based on Bragg gratings written into the fibers that allow localized temperature and/or strain measurement. Of course, some challenges are still to be tackled such as the precise theoretical analysis of the gamma and neutron radiation effects on the fiber properties even if irradiation campaigns have already given guidelines to design optical fiber sensors able to work in nuclear environment.

The conference provided an overview of the advancements in the field of control and data acquisition. New standards, such as ATCA, are gaining traction on the community due to the ability to develop HA systems. However, older standards such as VME and CAMAC still find their niche market in several applications. For NPP’s dedicated hardware designed SBC are also appearing.

Growing measurement requirements in the range of Mcps require a development of new measurement methods. Digital direct sampling is providing the ability to perform those measurements through implementation in reconfigurable devices such as FPGAs with the additional benefit that the systems can be reprogrammed. In this area advancements were also shown on the ability to perform remote code update. The use of radiation tolerant hardware benefiting from the development of error mitigation techniques on commercial FPGAs may be a growing tendency to avoid the use of much more expensive radiation hard hardware.
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