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Abstract—One of the promising technologies for LTE Evolution is full-duplex radio, an innovation is expected to double the spectral efficiency. To realize full-duplex in practice, the main challenge is overcoming self-interference, and to do so, researchers have developed self-interference cancellation techniques. Since most wireless transceivers use power amplifiers, especially in cellular systems, researchers have revealed the importance of nonlinear self-interference cancellation. In this article, we first explore several nonlinear digital self-interference cancellation techniques. We then propose a low complexity pre-calibration-based nonlinear digital self-interference cancellation technique. Next we discuss issues about reference signal allocation and the overhead of each technique. For performance evaluations, we carry out extensive measurements through a real-time prototype and link-/system-level simulations. For link-level analysis, we measure the amount of cancelled self-interference for each technique. We also evaluate system-level performances through 3D ray-tracing-based simulations. Numerical results confirm the significant performance improvement over a half-duplex system even in interference-limited indoor environments.

Index Terms—Full-duplex radio, self-interference cancellation, nonlinear self-interference cancellation, 5th generation (5G) communications.

I. INTRODUCTION

As a solution to the tremendous expansion of mobile traffic, researchers have been developing, over the past several years, fifth generation (5G) wireless communication/Long Term Evolution (LTE) Evolution. One of the main requirements for this service is to provide a 1000-fold improvement in throughput over current fourth generation mobile networks such as LTE Advanced [1]. To achieve this requirement, researchers have strived to accomplish the following: improve spectral efficiency (bps/Hz), to expand system bandwidth (Hz), and/or to increase throughput per area (bps/m²). Several promising technologies have been developed to improve spectral efficiency such as massive multiple-input and multiple-output (MIMO), 3-dimensional (3D) beamforming, and in-band full-duplex radios.

In-band full-duplex radios (full-duplex radios hereafter) simultaneously transmit and receive on the same frequency band [2]–[9]. Full-duplex systems are expected, by definition, to double the spectral efficiency of half-duplex systems. Current commercial systems, however, have engaged with little attention to this type of system due to its propensity for self-interference. Self-interference is the phenomenon of a signal, transmitted from a transmitter, being received by its own receiver while that receiver is trying to receive a signal sent from another device (signal-of-interest). The self-interference, which is generally far stronger than signal-of-interest, makes it impossible for a device to decode the signal-of-interest. Today, mobile networks, so as to avoid self-interference, operate in half-duplex. Frequency-division duplex (FDD) systems prevent self-interference by allocating different frequency bands for uplink and downlink. Time-division duplex (TDD) systems transmit and receive at different times. To deal with the self-interference issue in full-duplex systems, researchers have developed several self-interference cancellation techniques, the objective of which is to mitigate or cancel the self-interference to noise level.

Applying full-duplex technology, due to its high transmit power, it is a challenge in cellular networks such as LTE. Typical full-duplex systems provide self-interference cancellation of approximately 120 dB [2], [4]. For a macro-cell base station (BS) whose transmission power is up to 46 dBm and a noise level of -90 dBm, it is not feasible to suppress self-interference to the noise level. Therefore, applications of full-
duplex radio in LTE systems could be limited to relay systems or small-cell systems where transmission power is at most 23 dBm (see Fig. 1). To apply full duplex to these scenarios, the nonlinearity of power amplifiers becomes a bottleneck of self-interference cancellation. Power amplifier’s nonlinearity is one of the imperfections of radio-frequency (RF) transceivers; other imperfections include in-phase and quadrature (I/Q) imbalances and phase noise. Since these RF imperfections are not sufficiently suppressed in the analog domain, digital self-interference cancellation should share the burden. Most of the digital processing in conventional communication systems, however, is designed linearly. Therefore, special tech that can handle this nonlinearity are required for the processing to perform self-interference cancellation well.

In this article, we investigate several techniques that can cancel nonlinear self-interference. We introduce the concepts, compare reference signal allocations, and evaluate link- and system-level performances. To the best of our knowledge, this is the first attempt to investigate system-level performances of full-duplex radios based on measured data.

The rest of this article is organized as follows. In Section II, we introduce several self-interference cancellation techniques including isolation, active analog cancellation, and linear digital cancellation. Section III details representative nonlinear digital self-interference cancellation techniques. We investigate link- and system-level performance evaluations in Section IV and our conclusions are given in Section V.

II. AN OVERVIEW OF SELF-INTERFERENCE CANCELLATION TECHNIQUES

Most prior work on full-duplex radios has focused on designing a wireless transceiver that can perform a sufficient amount of self-interference cancellation. Included in such work are the following: 1) designing an antenna and configuration that lessen coupling between a transmitter and a receiver, 2) suppressing self-interference by mimicking the analog self-interference signal and subtracting from it, and 3) cancelling digitalized self-interference by modeling self-interference and subtracting from it. Figure 2 illustrates a schematic of several self-interference cancellation technologies. The ultimate goal is to maximize a total cancellation amount by integrating and optimizing these techniques. In this section, to show how self-interference cancellation works in full-duplex systems, we briefly introduce some of conventional self-interference cancellation techniques.

A. Analog Self-Interference Cancellation

Analog self-interference cancellation suppresses self-interference in the analog domain, i.e., before the signal passes through an analog-to-digital converter (ADC). The main role of analog self-interference cancellation is to take up a portion of the total cancellation amount, and to make sure that the residual self-interference can be cancelled out in the digital domain. Since the cancellation performance in the digital domain is limited by the dynamic range of an ADC, analog
self-interference cancellation should suppress certain portions of self-interference. According to tunability or adaptability, analog self-interference can be categorized, in this article, as isolation (a.k.a. passive analog self-interference cancellation) and active analog self-interference cancellation.

1) Isolation: Isolation suppresses self-interference signals in the analog domain without any adaptive tuning. Special antenna structures and configurations are employed to weaken, passively, self-interference signals. A basic method for isolation is antenna separation, which causes path-loss between a transmit antenna and a receive antenna [5]. All transceivers that use different antennas for transmitters and receivers can obtain self-interference suppression gain. A circulator was employed for the system with antennas that act as both transmitters and receivers [2]. A circulator is a three-port device that transfers a transmit signal from a transmit port to an antenna and a receive signal from an antenna to a receive port while the signal from the transmit port is blocked from the receiver port. With a dual-polarized antenna, a leakage from a transmitter to a receiver can be prevented despite the short physical distance [3]. To obtain extra isolation, a technique called antenna cancellation was proposed, which uses a symmetric configuration of antennas with a \( \pi \)-phase shifter to suppress self-interference by destructive interference [6].

2) Active Analog Self-Interference Cancellation: Active analog self-interference cancellation, through adaptive tuning and algorithms, aims at the dominant components of self-interference. The dominant components here refer to a line-of-sight component of a system with separate transmit and receive antennas, or a leakage from a circulator of a system with a single transceiver antenna. A typical solution of active analog self-interference is a tunable RF circuit [2]. This circuit consists of several taps with RF components such as attenuators, phase shifters, and delays. The circuit uses a replica of the transmitted signal as an input, and tries to mimic the self-interference signal. Since the circuit directly exploits the transmitted signal's RF imperfections, which in the digital domain is in fact hard to handle, it would have a better chance of suppressing the self-interference in analog cancellation. To follow the time-varying characteristic of the self-interference channel, a real-time adaptive algorithm and extra reference signal are needed to control RF components. The number of taps and parameters of RF components are properly determined depending on the hardware characteristic of the system and the target self-interference components to suppress. Note that having more taps or controllable RF components implies accurate self-interference suppression, but also increases computational complexity. Other analog cancellation of generating an RF signal with an auxiliary transmit chain was also introduced in [5], [8], where the RF signal from the auxiliary chain was combined with the received signal to suppress self-interference.

B. Digital Self-Interference Cancellation

Digital self-interference cancellation cancels out the residual self-interference from analog self-interference cancellation. Generally, a line-of-sight component or a direct leakage of a circulator are suppressed by analog self-interference cancellation, but non-line-of-sight components (reflections) are not. Therefore, these components should be removed by digital cancellation. There are three steps to digital cancellation: 1) set a model of a self-interference signal, 2) estimate the channel, and 3) reconstruct the self-interference signal and subtract it from a received signal. In digital self-interference cancellation, reference signal allocation is also a key part not only for a self-interference, but also for a signal-of-interest. Figure [3] introduces three examples of reference signal allocation, and their overhead, calculated in terms of resource elements based on the LTE standard. For simplicity, we assume orthogonal frequency-division multiplexing (OFDM) with an extended cyclic prefix (CP).

Many researchers use, due to its simplicity, a linear model of the self-interference channel. Also, since most of wireless channels are assumed to be linear, linear self-interference cancellation becomes the basic technology of digital self-interference cancellation. In this article, we introduce two kinds of estimation methods and the following reference signal allocations.

- Linear Digital Cancellation in Time Domain: The first method is to estimate the self-interference channel in the time domain [2]. Consider a full-duplex system that adopts, as shown in Fig. [3](a), one OFDM symbol as a reference signal. In this case, the self-interference channel is obtained by the least squares method in the time domain. Note that this method should exploit the reference signal allocated in all subcarriers. To overcome the Doppler effect, however, the reference signals should be repeated, which creates a tremendous overhead for the reference signal. Furthermore, since the channel-estimation part includes pseudo-inverse operations, and the self-interference reconstruction part includes convolution operations, this method has high computational complexity.

- Linear Digital Cancellation in Frequency Domain: It is more natural to allocate the reference signal as shown in Fig. [3](b) [3], which is a structure similar to that used in the LTE standard. This reference signal is used for both the self-interference link and the desired link. With this pattern, the self-interference channel can be calculated by the least squares method in the frequency domain. In other words, the channel is obtained by dividing a received signal passed through a fast Fourier transform (FFT) block by the reference signal before an inverse FFT (IFFT) block. This method has relatively low complexity since it only requires element-wise multiplications and divisions, and interpolations.

III. NONLINEAR SELF-INTERFERENCE CANCELLATION

The need to cancel nonlinearity arises when we attempt to apply full-duplex radios to systems with high transmission power. Suppose that current LTE systems support a transmission power of 23 dBm. With analog cancellation that suppresses self-interference by approximately 60 dB [2–4], digital cancellation has the burden of self-interference to cancel of 50 dB (≈ 23 dBm - (-90 dBm) - 60 dB). Digital cancellation, however, is limited by intermodulation distortion
Reconstructing self-interference method (time domain estimation)

| Time RS | Time RS | Time RS | Time RS | Time RS | Time RS | Time RS | Time RS | Time RS | Time RS |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|         |         | Downlink|         |         | Uplink  |         |         |         |         |
| 1 frame | = 10 subframe = 10 ms |

The number of overhead REs in 1 frame

PSS = (12 REs)*(6 RBs)*2
SSS = (12 REs)*(6 RBs)*2
PBCH = (48 REs)*(6 RBs)
PCFICH = (16 REs)*(10 RBs)
RS = (1200 REs)*(10 subframes)*2

Overhead REs = 17.18% of total REs assuming 20MHz bandwidth

Auxiliary RX chain method (frequency domain estimation)

| Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|         |         | Downlink|         |         | Uplink  |         |         |         |         |
| 1 frame | = 10 subframe = 10 ms |

The number of overhead REs in 1 frame

PSS = (12 REs)*(6 RBs)*2
SSS = (12 REs)*(6 RBs)*2
PBCH = (40 REs)*(6 RBs)
PCFICH = (16 REs)*(10 RBs)
RS = (8 REs)*(100*10 RBs)*2

Overhead REs = 11.59% of total REs assuming 20MHz bandwidth

Pre-calibration-based method

| Pre-cal. | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS | Freq. RS |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|         |         | Downlink|         |         | Uplink  |         |         |         |         |
| 1 frame | = 10 subframe = 10 ms |

The number of overhead REs in 1 frame

PSS = (12 REs)*(6 RBs)*2
SSS = (12 REs)*(6 RBs)*2
PBCH = (40 REs)*(6 RBs)
PCFICH = (16 REs)*(10 RBs)
RS = (8 REs)*(100*10 RBs)*2
RS for pre-cal. = (1200 REs)*4

Overhead REs = 14.92% of total REs assuming 20MHz bandwidth

PSS: primary synchronisation signal
SSS: secondary synchronisation signal
PBCH: physical broadcast channel
PCFICH: physical control format indicator channel
RS: reference signal
RB: resource block, RE: resource element

Fig. 3. The frame structure, reference signal allocation, and the overhead in terms of resource-element ratio for each nonlinear digital self-interference cancellation, (a) the reconstructing self-interference method, (b) the auxiliary receive chain method, and (c) the pre-calibration-based method.
(IMD), caused by a power amplifier. Therefore, several techniques, called nonlinear digital self-interference cancellation, have been proposed to cancel the self-interference with IMD.

**A. Nonlinearity Models**

As explained in Section II-B, the first step in digital self-interference cancellation is to determine what model to adopt. For decades, a challenging problem has been that of overcoming the nonlinearity of power amplifiers. Several theoretical approaches for modeling the nonlinearity have been developed such as the Wiener model and the Hammerstein models. In this article, we introduce the parallel Hammerstein model adopted in prior work \([2], [4]\). The parallel Hammerstein model is expressed as:

\[
y[n] = \sum_{k=0}^{K-1} \sum_{\ell=0}^{L-1} b_{k,\ell} |x[n-\ell]|^{2k} x[n-\ell],
\]

where \(x[n]\) and \(y[n]\) are the power amplifier’s time-domain complex baseband input and output signals, \(\{b_{k,\ell}\}\) are the coefficients of the model, and \(2K - 1\) and \(L\) represent the order of the model and the number of the model’s taps. Note that the number of \(\{b_{k,\ell}\}\) is \(KL\). This model is constructed of odd-order terms of the input signal because in wireless communication systems the only thing considered is a passband signal near a center frequency. It can be inferred that the model becomes memoryless if \(L = 1\), and linear if \(K = 1\).

Expressed in terms of the complex baseband signals, the parallel Hammerstein model can be affected by I/Q imbalances. The effect of I/Q imbalances can be avoided by employing the real-valued model introduced in [9]. The authors in [4] introduced the polynomial basis function, which includes the effect of I/Q imbalances. In this article, we assume that the system follows the parallel Hammerstein model, which can be directly applied to LTE systems.

**B. Nonlinear Digital Self-Interference Cancellation**

In contrast to cancelling linear components, cancelling nonlinear components calls for extra resources such as hardware, pilot overhead, and/or computational complexity. In this
section, we introduce three representative nonlinear digital-cancellation techniques, and compare them in terms of their strengths and weaknesses. Figure 3 shows the schematic block diagrams and the number of parameters constructing each model. $x^\ell[n]$ is the measured signal via an auxiliary receive chain. $L_{ch}$ is the delay spread of a self-interference channel, $L_{pa}$ is the number of memory taps of a power amplifier, and $N_{sub}$ is the number of used subcarriers.

- **Reconstructing Nonlinear Self-Interference**: The first method follows a typical digital cancellation methodology: estimate and reconstruct the nonlinear self-interference signal, and subtract from the received signal $\hat{\text{rx}}$. To estimate the nonlinearity—similar to linear digital cancellation in the time domain—the least squares method is adopted. Two signals used to estimate coefficients are the signal before passing a power amplifier, and the received signal. Unlike linear channel estimation, the model of self-interference signal is reformulated into odd-order terms, and the number of the coefficients to be estimated is increased $K$-fold. The larger number of coefficients causes more complex computation to estimate them. Furthermore, if the number of coefficients is greater than the number of the samples of the reference signal, it makes the least squares problem something that should be avoided—an undetermined system. To solve this problem, we need to neglect some of the high-order coefficients, such that we avoid this undetermined system. To solve this problem, we need to neglect some of the high-order coefficients, such that the power of $b_k x[n - \ell]|^{2k} x[n - \ell]$ is much smaller than the noise level $\sigma^2$. These coefficients are chosen before self-interference cancellation by measurement.

The major weakness of this method is that the nonlinearity model consists of both a power amplifier and a wireless self-interference channel. This is why the number of the coefficients is abnormally large. Figure 3(a) shows the number of parameters of the power amplifier, wireless channel, and the joint nonlinearity model. The taps of the nonlinearity model are caused not only by the memory effect of the power amplifier, but mostly by the reflections of the wireless channel. Therefore, the number of coefficients increases and real-time cancellation becomes difficult due to computational complexity. Furthermore, the wireless channel makes the total nonlinear model time-selective. In other words, the nonlinear model needs to be estimated more frequently, thus the overhead of the reference signal increases. One might argue that the overhead can be reduced by utilizing the data signal, which is always known to the transceiver, as a reference signal. However, since the reference signal is also needed for another node, which is trying to receive the signal, we can consider that there is no extra reference signal for self-interference cancellation.

- **Using an Auxiliary Receive Chain**: The nonlinear self-interference can be cancelled by using an auxiliary receive chain [7]. Through the auxiliary receive chain, as illustrated in Fig. 4(b), the signal distorted by a power amplifier is merely measured rather than estimated or reconstructed. This distorted signal is used to estimate the self-interference channel and to reconstruct the self-interference signal. Recall that conventional linear digital self-interference cancellation methods take the reference signal before a power amplifier. The limitation of such a method is that the self-interference cannot be reconstructed accurately since it is assumed to pass through a linear system, which is in fact nonlinear. On the other hand, by using the power-amplifier-distorted signal as the reference signal, it can be assumed that this signal passes through a linear system—the wireless channel. The estimation and reconstruction schemes are the same as with linear self-interference cancellation, and both the time-domain and frequency-domain processing can be applied. Therefore, there is no need for extra computational resources compared to linear cancellation. The only fault to this method is the need for the extra receive chain.

- **Pre-calibration to Linearize**: If somehow a transmitter is linearized, self-interference can be cancelled via linear cancellation. One of the effective technologies to reduce the nonlinearity of a transmitter is digital predistortion (DPD) [10]. Using a concept similar to DPD, we propose a pre-calibration-based cancellation scheme. A pre-calibrator, as illustrated in Fig. 3(c), estimates the nonlinearity of a power amplifier, and modifies the input signal of the power amplifier to linearize the output signal of the power amplifier. Put simply, since the signal with a high amplitude is saturated by a power amplifier, a pre-calibrator strengthens the high-amplitude-signal more than the low-amplitude-signal. Therefore, the combined system of the pre-calibrator and the power amplifier is linearized. Since IMD—which limits the linear self-interference cancellation—decreases, the linearized self-interference signal can be cancelled by the linear digital self-interference cancellation technologies.

To construct a pre-calibration function, the nonlinearity of the power amplifier needs to be estimated first. In [8], the effect of the power amplifier was measured through a cable, and applied to an auxiliary transmit signal. Conventional DPD studies have also used a wire to exploit the output signal of the power amplifier. To measure the output of the power amplifier without an extra wire, we propose the following technique. To model the power amplifier, two signals are needed—the input signal, and the output signal of the power amplifier. Note that what we need is the output signal of the power amplifier that does not pass through wireless channel. Therefore, we decide to exploit the accurately estimated wireless channel and remove its effect from the received signal by equalization. We suggest the reference signal containing a low-power signal and a high-power signal, as illustrated in Fig. 3(c). The first reference signal (denoted ‘L0’) aims for accurate wireless channel estimation, so to avoid distortion, it operates on a linear (low-power) region of the power amplifier, and to lessen estimation errors, it occupies all subcarriers. The second reference signal in Fig. 3(c) (denoted ‘H0’) is for estimating the power amplifier’s distortion. This signal experiences a nonlinear (high-power) region of the power amplifier, and undergoes sufficient distortion. Then, using the precisely estimated wireless channel, we can calculate the output of the power amplifier.

Contrary to the scheme that reconstructs nonlinear self-interference, the pre-calibration-based scheme takes advantages of the nonlinear model of the power amplifier without
the pre-calibration function, which linearizes the transmitter.

power amplifier, and scaling the power amplifier gain, obtains
to estimate a reversed function. The reversed function of the
uses the input of the power amplifier as output and vice versa
to estimate a reversed function. It is just like estimating a nonlinearity model, but
estimate coefficients of a polynomial-based pre-calibration
calibration function. The method used in this article is to
reference signals are repeated every 10 subframes.
The scatter pattern shown in Fig. 3(b), and the low-/high-power
of our proposed method, as illustrated in Fig. 3(c), is based on
which lessens the burden of computational complexity and the
attenuator is employed to receive the output signal of the
self-interference channel and attenuating the channel 50 dB.

The three nonlinear digital cancellation techniques intro-
duced in Section [III-B] were evaluated, and compared with
a frequency-domain linear digital cancellation. The reference
signal of the reconstructing-self-interference scheme was de-
termined to be repeated every subframe (12 OFDM symbols)
considering the Doppler effect and the reference signal over-
head, as illustrated in Fig. 3(a). For the linear cancellation
part of the using- auxiliary-receive-chain technique and the
pre-calibration-based technique, the frequency-domain-based
linear cancellation was adopted, and the reference signal
pattern followed the cell-specific reference signal in LTE, as
seen in Fig. 3(b). The orders of the reconstructed parallel
Hammerstein model the pre-calibration function are 7 and 5,
respectively.

We simulated the amount of cancellation with different coherence times. Figures 5(e), and 5(f) show how much self-
interference power was reduced when the coherence times of the self-interference channel were 7.14 ms, and 142.86 ms,
respectively. These coherence times were calculated from the
Doppler effect, assuming the center frequency was 2.52 GHz,
and MSs were vehicles (60 km/h) or pedestrians (3 km/h).
Figure 5(g) shows the amount of self-interference cancellation
with a static self-interference channel.

When the self-interference channel was static, the per-
formance of nonlinear digital cancellation by reconstructing
self-interference, as Fig. 5(g) shows, was about 62 dB—the
best performance among the three nonlinear cancellation
schemes. This occurred because this scheme can reconstruct
self-interference accurately (only limited by noise), but the
other two schemes were limited by channel estimation error
from the interpolating process in the frequency domain. On the
other hand, it is observed that its cancellation performance is
43 dB when the coherence time was 142.86 ms, and when
the coherence time was 7.13 ms, even worse than that of
linear self-interference cancellation. Therefore, we conclude
that in practice it is not proper to cancel self-interference
by reconstructing, due to its weakness in the time-varying
channel.

The methods using an auxiliary receive chain and pre-
 calibration-based method are robust to fading channel. Fig-
ure 5(e) shows that, even though the coherence time was
small, these methods could cancel nonlinear self-interference
by about 43 dB. This result is quite obvious because the
reference signals exploit the very same structure of LTE. The
performances of these two methods degrade as coherence time

IV. PERFORMANCE EVALUATIONS

We evaluate the nonlinear digital self-interference cancella-
tion techniques from two points of view: link-level evaluations
for measuring nonlinearity of a power amplifier and can-
cellation amounts, and system-level evaluations for through-
put gain. A basic criterion of self-interference cancellation
technologies is the amount of cancellation. This is important
because it guarantees the feasibility of full-duplex radios.

Simple link-level evaluations, however, do not fully ex-
plain why nonlinear digital cancellation is needed despite
its high complexity. Most prior work has tried to suppress
self-interference up to noise level, but it is questionable that
whether this is really necessary in practice where there is
other interference. Therefore, we also carry out, with a 3D
ray-tracing tool, system-level simulations of multi-BSs and
multi-mobile stations (MSs) in an indoor environment. The
link/-system-level analyses were based on computer simula-
tions. The link/-system-level analyses were based on computer
simulations. To obtain a realistic power amplifier model, we
measured the characteristics of a power amplifier via an
LTE-based software-defined radio platform that we devel-
oped. To model a 3D indoor environment and obtain path-losses
between nodes, a 3D ray-tracing tool was employed.

A. Link-Level Self-Interference Cancellation Performance

To simulate nonlinear digital cancellation, we assume a
single-input and single-output (SISO) wireless system based
on the LTE parameters given in Fig. 5(a). To exploit a realistic
model for a power amplifier, we measure the nonlinearity of a
power amplifier through the PXIe software-defined radio plat-
form introduced in [3]. This platform generates an LTE-
based signal with given physical-layer parameters. As shown
in Fig. 5(b), the input and output (distorted) signals of the
power amplifier are measured via the PXIe platform. A 30 dB
attenuator is employed to receive the output signal of the

1 Mini-Circuits ZVA-183W+ Super Ultra Wideband Amplifier,
http://www.minicircuits.com/pdfs/ZVA-183W+.pdf

2 With this platform, we developed and demonstrated the real-time full-
duplex SISO and MIMO systems in IEEE GLOBECOM 2014 and IEEE
GLOBECOM 2015, respectively. Full demo video clips are available at
http://www.cbcbhae.org/
The method using an auxiliary receive chain behaves as a performance-upper-bound of the pre-calibration-based method because the pre-calibrator does not linearize ideally. One might argue that the performance of the pre-calibration-based method is not as stable as that of the method using an auxiliary receive chain. This is because the pre-calibration function generator, which is calculated in every frame, fails to generate the well-operating pre-calibration function in some frames.
Fig. 6. (a) Topology for system-level performance evaluations, (b) BS deployments and cell coverages, (c) dual-polarized antenna and radiation pattern, (d) CDF of the system throughput, and (e) throughput results. Here, ‘random scheduling’ means random user selection and ‘perfect scheduling’ means Genie-aided ideal user selection.

By applying adaptive polynomial filters [11], or orthogonal polynomials [12], we can have better chance of improving performance. We leave this for future work.

B. System-Level Throughput Gain

We investigated the need for nonlinear digital self-interference cancellation technologies from a system throughput perspective. For system-level evaluations, we used Wireless System Engineering (WiSE)–a 3D ray-tracing tool developed by Bell Labs [13], [14]. For an indoor environment, we modeled the building structure of Veritas Hall C of Yonsei University in Korea, shown in Fig. 6(a). Each BS is modeled with the measured radiation pattern of the dual-polarized antenna introduced in [3], [15] (see Fig. 6(c)). On the third floor, there were uniformly distributed MSs, each of which was equipped with an isotropic antenna; these were associated with the BS that provided the strongest downlink power. Figure 6(b) illustrates how five BSs were deployed on the third floor, and how each cell coverage was determined. Note that due to its radiation pattern, each BS has its own direction, represented as an arrow in Fig. 6(b). For evaluations, we assumed that there were five MSs, which were located in different cell coverages, and adopted the parameters in Fig. 5(a).

In system-level simulations, we investigated the throughput of a half-duplex downlink system based on FDD LTE, and full-duplex systems with different self-interference cancellation levels. For the cancellation performances, we exploited the average of the link-level simulation results with the coherence time of 142.86 ms in Section IV-A, and combined them with analog cancellation of 50 dB given in Fig. 5(a). The exact cancellation amounts were 84.28 dB for linear cancellation,
93.03 dB for nonlinear cancellation with reconstructing self-interference, 107.17 dB for nonlinear cancellation with an auxiliary receive chain, and 106.20 dB for pre-calibration-based nonlinear cancellation. With the received power of signal-of-interest and the summation of the received power of interferences and noise, signal-to-interference-plus-noise ratio (SINR) of each node was calculated. Finally, a system bandwidth of 20 MHz and the overheads introduced in Fig. 2 were applied. Note that there was also the overhead for extended CP. We also simulated the full-duplex systems without considering MS-to-MS interference as upper bounds, which could be achieved by Genie-aided perfect scheduling.

Figure 3(d) illustrates the results of the ergodic throughput of the half-duplex system and the full-duplex systems with different self-interference levels. The solid lines of full-duplex indicate results with MS-to-MS interference and the dashed lines indicate those without it. Figure 3(e) gives the representative values of each case such as average, median, 10-percentile, and 90-percentile. The result implies that the throughput of a full-duplex system depends heavily on the performance of self-interference cancellation. If the full-duplex system employs only linear self-interference cancellation, the average throughput is lower than that of the half-duplex system, and only about 20% of MSs can experience the benefit of full duplex. On the other hand, with the well-performing nonlinear self-interference cancellation techniques such as using an auxiliary receive chain or pre-calibration, the average throughput increased by approximately 35 to 40% over that of a half-duplex system. Even though self-interference is cancelled out sufficiently, we can observe that for certain portions of MSs, half-duplex outperforms full-duplex. Furthermore, if the interference between MSs was avoided somehow, the average throughput could be improved by up to 79%. From this, we have the insight that once self-interference cancellation techniques guarantee certain performances, a critical issue in full-duplex research will become user-allocation, user-scheduling, and interference management techniques [10].

V. CONCLUSION

Full-duplex radio is expected to play a major role in enhancing the spectral efficiency in 5G wireless communications/LTE Evolution. In this article, we have investigated two existing nonlinear digital cancellation techniques and proposed a low complexity pre-calibration-based technique. Link-level and system-level performances were analyzed through a real-time software-defined radio platform and a 3D-ray-tracing-based simulations of an indoor environment. The results of our analysis confirmed a significant performance enhancement even in interference-limited environments. We expect our study to provide insights into developing practical cellular systems based on full-duplex radios.
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