Realization of Strong CMOS Conforming Full Adder Circuit Using Symmetric Function Lattice Structure
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Abstract. Due to the physical limit that the IC industry may face in the future that transistors size may not be able to shrink anymore, a lot of work had been done to minimize the number of transistors used, instead of shrinking them. One of the highly researched standard circuit to reduce transistor count is the full adder as it appears in almost all computing circuits. In this paper, an alternative to CMOS technology using symmetric Boolean function lattice structure is presented to produce full adder. Symmetric functions are the functions that are invariant under input permutation. They have a special way of realization that offers some possibility to reduce the number of transistors used. Full adder falls into this class of functions. It has been found that the right full adder lattice structure based circuit only requires 22 transistors to produce the correct function for the sum and c output. This is a saving of 6 transistors compared to the standard 28-transistor CMOS full adder. The output delay is around 3.0 ns for the c output, and around 4.5 ns for the sum output.

1. Introduction

In integrated circuit (IC) technology, producing the smallest possible die area is one of the ultimate goals. This had been achieved by reducing the transistor size in the fabricated circuits. However, as the transistor size approaches a few tens of nanometers, physics of the transistor itself changes.

As the technology reaches this condition, other alternatives have been explored by researchers to achieve the same objective of reducing die size, for example, by reducing the number of transistors used to realize certain kind of circuits. Particularly, one of the most extensively studied circuit is the circuit of full adder.

The reason why researchers focus on full adder is because full adder constitutes most of the computing circuits as almost all computations will transcend to either addition or subtraction, where both of these two fundamental operations are realized using multi-bit adders built based on 1-bit full adders.

CMOS technology has its own standard 28-transistor full adder circuit. To efficiently use transistors in full adder circuit, other non-strict-CMOS approaches have been studied. Notably, two alternative technologies, i.e. pass transistor logic (PTL) [3, 13] and gate diffusion input...
(GDI) [9, 10, 11, 12] techniques have received very serious attention from the researchers to obtain full adders with fewer transistors transistor count. Some work has shown very impressive results, including full adder circuit containing as few as 6 transistors only [3].

The alternative presented in this paper is a realization of full adder using a circuit built from symmetric function lattice structure [4].

2. Related Work

Full adder is such an important and significant circuit to be concerned in digital systems that when a new switching technology is invented, full adder circuit is the first to be constructed and studied in very detailed using this new technology. For example, after the invention of carbon nanotube FET (CNTFET), researchers didn’t waste any time to start studying on how to perfect full adder circuit with it [2, 6, 14]. Even for a technology that is seemingly not a good candidate for switching - like in magnetic material technology - once a technique was invented to create switches with it, researchers quickly focus on building efficient full adders using it [8, 15]. The two MOSFET circuit families that received very intensive work to fabricate smaller transistor count full adder are the pass transistor logic (PTL) and gate diffusion input (GDI) technologies.

PTL is the technique of constructing MOSFET circuit by allowing input signals to power up transistors and current flows from the input into the channel. This technique started first by fabricating the smallest transistor count circuit for XOR/XNOR gate. The reason is because XOR/XNOR constitutes a large portion of full adder circuit (Figure 1). The researchers managed to build XOR/XNOR using only 3 transistors (Figure 2), and the resulting full adder has only 8 transistors [3]. However, such a low transistor count XOR/XNOR gate obviously suffers from serious performance issues that the perfected full adder using the same idea was using a 10-transistor XOR/XNOR gate that resulted in an 18-transistor full adder [1].

GDI on the other hands is a technique to construct gates using elements that look like CMOS inverter, but like PTL, it allows input signals to power on the inverter or become the ground.
Figure 3 shows the list of basic GDI-based gates [5]. Through a mixture of GDI technique with an even lower transistor count XOR (2-transistor XOR) gate obtained using PTL technology, a 9-transistor full adder was able to be realized [7].

3. Methodology
Unlike the techniques presented in the related work section, the alternative presented in this paper is still very close to standard CMOS full adder, but with some deviation. This proposal is based on a classic idea of symmetric Boolean functions that can be realized using a special circuit called lattice structure [4]. The complete design of the proposed lattice structure full adder is in Figure 8. This methodology section will explain stage-by-stage how that complete circuit is obtained from a lattice structure that gives the function of \( C_{out} \).

3.1. Symmetric Boolean Functions
Symmetric Boolean functions are Boolean functions that are invariant under input permutation. For 2-variable Boolean functions there are 8 such functions:

(i) \( f(a, b) = 1 = f(b, a) \)
(ii) \( f(a, b) = 0 = f(b, a) \)
(iii) \( f(a, b) = ab = ba = f(b, a) \)
(iv) \( f(a, b) = a + b = b + a = f(b, a) \)
(v) \( f(a, b) = \overline{ab} = \overline{ba} = f(b, a) \)
(vi) \( f(a, b) = a + b = b + a = f(b, a) \)
(vii) \( f(a, b) = a \oplus b = b \oplus a = f(b, a) \)
(viii) \( f(a, b) = a \oplus b = b \oplus a = f(b, a) \)

For this type of functions, there is a special circuit that can realize them with less transistors called lattice structure [4]. Figure 4 shows the lattice structure for 3-variable symmetric functions. The output of the functions are taken from the output points; if the function gives logic 1 when there are \( n \) variables having logic 1, then the output is taken from point \( n \). If the function gives logic 1 with more than one combination of logic 1s in the input, then the respective points can be combined to obtain the function.

3.2. The Symmetry of Full Adder

Table 1 shows the truth table of full adder. It is easy to understand that full adder is symmetric because the 1-bit addition of \( a + b + c_{in} \) is commutative, i.e. invariant under the input permutation.

One property of symmetric functions is that the output logic is the same for combinations of variables with the same number of logic 1s at the inputs. For the case of full adder, the output \( \text{sum} \) gives a 1 when there is one 1 in the inputs, or when there are three 1s in the input; and output \( c_{out} \) gives a 1 when there are two 1s in the inputs, or when there are three 1s in the input. These correspond to minterms 1, 2, 4 and 7 for \( \text{sum} \), and minterms 3, 5, 6 and 7 for \( c_{out} \). This property will later be used in the formation of the lattice structure circuit of the function.

| minterm | \( a \) | \( b \) | \( c_{in} \) | \( c_{out} \) | \( \text{sum} \) | No. 1s |
|---------|--------|--------|-------------|-------------|-------------|-------|
| 0       | 0      | 0      | 0           | 0           | 0           | 0     |
| 1       | 0      | 0      | 1           | 0           | 1           | 1     |
| 2       | 0      | 1      | 0           | 0           | 1           | 1     |
| 3       | 0      | 1      | 1           | 1           | 0           | 2     |
| 4       | 1      | 0      | 0           | 0           | 1           | 1     |
| 5       | 1      | 0      | 1           | 1           | 0           | 2     |
| 6       | 1      | 1      | 0           | 1           | 0           | 2     |
| 7       | 1      | 1      | 1           | 1           | 1           | 3     |

3.3. Full Adder Lattice Structure

Figure 5 shows the outputs of the original lattice structure needed to produce full adder \( \text{sum} \) function. Since \( \text{sum} \) function gives a 1 when the number of 1s in the inputs is either 1 or 3, the respective outputs of the lattice structure corresponding to that numbers are connected together (Figure 5 (a)). After that all transistors that are not in the path from those outputs can be removed (Figure 5 (b)).

For the case of \( \text{sum} \), the circuit cannot be reduced anymore, so this 9-transistor circuit as in Figure 5 (b) is the final one for both push-up and pull-down networks.
Figure 5. Lattice circuit structure to give sum output

Figure 6. Lattice circuit structure to give \( c_{\text{out}} \) output

Figure 6 on the other hands shows the outputs of the original lattice structure needed to produce full adder \( c_{\text{out}} \) function. Since \( c_{\text{out}} \) function gives a 1 when the number of 1s in the inputs is either 2 or 3, the respective outputs of the lattice structure corresponding to that numbers are connected together (Figure 6 (a)). After that, all transistors that are not in the path from those outputs can be removed (Figure 6 (b)).

For the case of \( c_{\text{out}} \), the resulting circuit can be reduced further. By inspection it is found that the minimum required circuit is a 5-transistor circuit as in Figure 7. Again, this is for both push-up and pull-down networks. Since \( c_{\text{out}} \) lattice structure uses less transistor than the \( \text{sum} \) lattice structure, \( c_{\text{out}} \) circuit will be used to obtain \( \text{sum} \) circuit as they are near complement functions (explained in Subsection 3.5).

3.4. Lattice Structure Circuit for Inverted \( c_{\text{out}} \)

To get the lattice structure circuit that gives out \( c_{\text{out}} \) as in Figure 8, the circuit in Figure 7 will be connected to ground at the left bottom point. This will give the pull-down network. The
push-up network is a similar circuit but flipped up and the PMOSs are replaced by NMOSs, and vice versa.

The lattice structure circuit does give out an inverted \( c_{\text{out}} \) function, but the signal is weak due to the presence of PMOS in the pull-down network and the presence of NMOS in the push-up network.

From the weak \( c_{\text{out}} \) signal, it is easy to obtain a strong \( c_{\text{out}} \), i.e. by inverting it. That output signal is shown in Figure 8.

3.5. Near Complement Functions

The rest of the full adder circuit in Figure 8 is to manipulate the \( c_{\text{out}} \) signal to obtain \( \text{sum} \) signal. This is possible because full adder’s \( \text{sum} \) and \( c_{\text{out}} \) are near complement functions. Near complement functions are functions that are almost complementing (inverted) to each other, except at a few minterms where they have the same outputs. For the case of \( \text{sum} \) and \( c_{\text{out}} \), the functions are complementing to each other except for minterms 0 and 7 where they have the output of 0 and 1 respectively. Due to this fact, \( \text{sum} \) function can be obtained from \( c_{\text{out}} \) by inverting it except for minterms 0 and 7. This is called selective inversion.
3.6. Multi-input Inverter
To achieve the selective inversion as suggested in Subsection 3.5, multi-input inverter is used. A multi-input inverter is an inverter with more than one inputs. The output is 1 when all inputs are 0, and the output is 0 when all inputs are 1. For all other combinations the inverter has high impedance output and can be considered unconnected to (hence will pass through) the other one input that is directly connected to the output. Such multi-input inverter is shown in Figure 8 just before the final inverter to obtain sum signal, and its truth table is in Table 2.

| a | b | cin | Output |
|---|---|-----|--------|
| 0 | 0 | 0   | 1      |
| 0 | 0 | 1   | High-Z |
| 0 | 1 | 0   | High-Z |
| 0 | 1 | 1   | High-Z |
| 1 | 0 | 0   | High-Z |
| 1 | 0 | 1   | High-Z |
| 1 | 1 | 0   | High-Z |
| 1 | 1 | 1   | 0      |

A multi-input inverter consists of PMOS transistors connected serially from the \(V_{DD}\), and NMOS transistors connected serially to ground. The signal that is to be selectively inverted will pass through in the middle. When all the inputs connected to the gates of the MOSs are 1, there is a strong connection through the NMOSs to the ground, hence the output is 0. When all the inputs connected to the gates of the MOSs are 0, there is a strong connection through the PMOSs to \(V_{DD}\), hence the output is 1.

With other input combinations, i.e. when there is at least one 1 at the PMOSs’ gate, or when there is at least one 0 at the NMOSs’ gate, there is no connection from the output in the middle to \(V_{DD}\) or ground. In this case the output is floating, hence it will pass the weak signal coming from the follower. It is obvious now that the middle signal to the multi-input inverter has to be weak otherwise the series connection of the PMOSs and NMOSs might not be strong enough to perform the selective inversion.

3.7. \(c_{out}\) Follower
For the multi-input inverter to work, it requires a weak signal. In this case, a weak \(c_{out}\) signal. This is done by passing the \(c_{out}\) signal through a follower (or buffer, located in the middle of Figure 8). The weak signal will then be passed through the multi-input inverter.

3.8. Final \(c_{out}\) and sum Outputs
Finally the correct sum signal is obtained by inverting the output of the multi-input inverter because at that stage the signal is still a weak inverted sum. The \(c_{out}\) signal on the other hands was obtained directly from the weak \(c_{out}\) that is coming out directly from the lattice structure.

4. Analysis
The main objective of this paper is to document, share and report a successful construction of a complete full adder circuit using a classic idea of symmetric function. The analysis that follows
the result at this stage is the one that would verify the correctness of the obtained functions and its conformance to contemporary technology which in this case is CMOS.

As for the correctness of the sum and \( c_{\text{out}} \) functions, Figure 9 proves that it is achieved. The figure also shows that the outputs have strong levels of almost 1.2V (\( V_{\text{DD}} \)) logic 1 and almost 0V logic 0. The reason for this is because they are pulled out from inverters. Outputs being taken from inverters is also a recommended construct in CMOS systems.

As for speed, Figure 10 shows the worst case scenario of response time that took place when \( c_{\text{in}} \) changes from 1 to 0 when \( a = 0 \) and \( b = 1 \). The value is around 3ns for \( c_{\text{out}} \) and 4.5ns for sum. All simulations are on Mentor Graphics Pyxis tool with 0.35nm technology from Siltera libraries with 1.2V \( V_{\text{DD}} \).
5. Conclusion

This paper presents a report on the design methodology of lattice structure based full adder. Though the design successfully gives the required sum and cout functions with less transistor count than the standard 28-transistor full adder, a more detailed analysis is needed to decide on any advantages or disadvantages of this design as compared to the standard one or the new designs in the related works. This is opened for the next publication of this research.
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