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Abstract — Deep learning affords enormous opportunities to augment the armamentarium of biomedical imaging, albeit its design and implementation have potential flaws [1], [2], [3]. Fundamentally, most deep learning models are driven entirely by data without consideration of any prior knowledge, which dramatically increases the complexity of neural networks and limits the application scope and model generalizability. Here we establish a geometry-informed deep learning framework for ultra-sparse 3D tomographic image reconstruction. We introduce a novel mechanism for integrating geometric priors of the imaging system. We demonstrate that the seamless inclusion of known priors is essential to enhance the performance of 3D volumetric computed tomography imaging with ultra-sparse sampling. The study opens new avenues for data-driven biomedical imaging and promises to provide substantially improved imaging tools for various clinical imaging and image-guided interventions.
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1 INTRODUCTION

Modern medicine and biomedical research rely heavily on the information from various imaging modalities such as X-ray computed tomography (CT), positron emission tomography (PET), magnetic resonance imaging (MRI), ultrasound imaging, and photoacoustic imaging, for diagnosis and medical interventions. In the U.S., for example, around 80 million CT scans, 40 million MRI scans and 2 million PET scans are performed each year, and the imaging data are employed to guide the entire course of the patients’ treatment. The demand for better and faster imaging techniques continue to rise over the years in both clinical practice and biomedical research. In general, the task of volumetric imaging is to create a three-dimensional (3D) representation of an object or body from a set of sensor measurement data, which presents an intermediate representation of the object via spatial encoding of imaging content. A common strategy to transform the sensor data acquired at a lower dimension (e.g., in CT and PET) or a different data domain (e.g., in MRI) to 3D images is through inversion of the encoding function. In unfolding the sensor data to place the right image content to the right voxel, traditional analytical or model-based image reconstruction methods, such as iterative reconstruction based on spatial grid, are deployed and used as the backbone during the reconstruction calculation. Despite their enormous success, traditional approaches are susceptible to noise, motion artifacts and missing data, thus fail to yield high-fidelity images in sparse sampling when the Shannon-Nyquist theorem is seriously violated [4].

Recent advances in deep learning [5], [6] enable data-driven image reconstruction by training deep neural networks to fit the function mapping the input sensor measurements to the target image, which provide unique opportunities to overcome the limitations of traditional approaches. Up to now, although deep learning has demonstrated impressive performance in image reconstruction and recognition [7], [8], [9], [10], [11], [12], the model prediction is entirely driven by the training on large-scale dataset. The performance of learning-based model depends on various factors including training data distribution, network structure as well as hyper-parameters, leading to resultant models with little transparency and interpretability [13]. Especially, for deep learning-based image reconstruction, an underlying deficiency responsible for many of the shortcomings is the lack of explicit geometric guidance in the data-driven model. In the traditional approaches, the image reconstruction calculation is performed on a predefined grid that integrates by default the spatial information in image reconstruction. In most existing data-driven techniques, reconstruction of the spatially distributed image content is learned entirely from training data through features extraction, which may result in geometric misalignment such as in multi-view image processing [14], especially when the training data are imperfect (e.g. having artifacts, noise, or other uncertainties). To accurately reconstruct the 3D images, sophisticated deep neural networks are needed to understand and disentangle the spatial transformation and image content information embedded in the training data [15], which hinders the acceptance of data-driven approaches in many practical applications.
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Here, we introduce an effective strategy of incorporating the prior geometric relationship between the input and output data domains to augment the data-driven learn-based tomographic x-ray imaging. The proposed Geometry-Informed Image Reconstruction (GIIR) relieves the burden for the model to gain comprehension of the system geometry and allows the model to focus on learning other semantic unknowns. We show that the approach makes high-fidelity data-driven image reconstruction possible, even in the limit of ultra-sparse sampling where the most sophisticated iterative reconstruction [16], [17] with regularization fail to yield artifact-free images. We also demonstrate the proposed GIIR model outperforms current data-driven deep learning approaches without geometry priors (Fig. 1).

Generally, in tomographic 3D CT imaging, the 2D projection x-ray measurements (Fig. 1) are the sensor data that encode the internal anatomy of the 3D subject, with the encoding function determined by the physics of the x-ray and media interaction. Figure 2 shows the overall framework of the proposed GIIR model and illustrates the way that the known imaging geometry is integrated into the dual-domain deep learning. Specifically, GIIR framework consists of three modules: a) a 2D projection generation network (2D-Net) (Fig. 3) learns to generate novel-view projections from the given sparse views; b) a geometric back-projection operator (Fig. 4) transforms the 2D projections to 3D images, referred as geometric preserving images (GPIs), which geometrically relates the pixelated 2D input data to the corresponding ray-lines in 3D space; and c) a 3D image refinement network (3D-Net) (Fig. 5) learns to refine the GPIs to reconstruct the final 3D images.

In GIIR model (Fig. 2), the 2D-Net and 3D-Net are trained to learn how to complete the missing information in 2D projection domain and 3D image domain, respectively. The back-projection operator provides the underlying geometry link between the 2D and 3D image domains without any learned parameter. In this way, the information encoded in the sparse projections is partially unfolded back to the 3D image space deterministically, which greatly simplifies the overall learning task and facilitates the information flow from 2D to 3D image domains. This strategy allows the network to maximally exploit the information buried in the training data. Practically, GIIR pushes the CT imaging to ultra-sparse limit, which may provide a viable solution for volumetric imaging with significantly reduced imaging dose and simplified hardware design.

2 RELATED WORK

In this section, we introduce the previous works in the related research fields.

2.1 Shape Reconstruction in Natural Images

The problem of 3D object reconstruction in natural images or photographic images has been investigated for many years. With recent advances in deep learning, various deep neural networks have been developed to reconstruct the 3D object shapes from single-view [18], [19], [20], [21] or multi-view [22], [23], [24] input images. Various network architectures and training strategies have been proposed and achieved much progress in reconstructing 3D object surface in different representations such as voxel grid, mesh representation, and point cloud. However, these reconstruction methods cannot be directly applied to 3D tomographic reconstruction for modalities like CT, because of the fundamental differences in their imaging mechanisms. In photography imaging, the lights hit the objects’ outer surface and thus take an image of the object shape only. In tomographic imaging, the penetrating waves get through the object to take the image of the internal structure. This work aims at investigating the 3D tomographic reconstruction problem, and proposing an efficient learning-based reconstruction approach incorporating corresponding tomographic imaging physics.

2.2 Tomographic Reconstruction in Medical Images

Classical tomographic image reconstruction has to meet the requirement of the Shannon-Nyquist sampling theorem to avoid aliasing artifacts. In cases of undersampling scenarios, such as sparse view or ultra-sparse view, there would be severe artifacts if no measure is taken [25]. To address this issue, image reconstruction algorithms using iterative framework have been investigated extensively [26], [27], [28], [29]. In iterative image reconstruction, prior knowledge (i.e., presumed characteristics) is able to be incorporated into the reconstruction process by using a regularization constraint [30] or the maximum a posteriori approach [31]. The prior knowledge can either be the characteristics (e.g., Poisson statistics properties [17], [32]) in the sampling data or the characteristics (piece-wise constant [33]) in the resultant image. Although iterative image reconstruction has the potential to mitigate the image artifacts, especially the artifacts introduced by the low photon statistics, it is still challenging to address aliasing artifacts. Thus, tomographic reconstruction with ultra-sparse sampling remains an open question. This is the reason why modern CT vendors use low tube current instead of sparse view to reduce radiation dose. Meanwhile, it is also a challenge to incorporate complicated prior knowledge into the iterative framework which may result in a nonconvergent objective function.

With the advances of deep learning in recent years,
learning-based tomographic image reconstruction with sparse-view or limited-angle sampling has attracted much attention. Previous studies propose various deep networks for reconstructing 2D image from limited sinogram by integrating iterative reconstruction with network [34], combining DenseNet and deconvolution to construct a two-step model [35], and using multi-resolution U-Net variant framework [36]. Particularly, [37] [38] introduce dual-domain learning for solving metal artifacts problem in 2D CT reconstruction through sinogram interpolation and image denoising. However, all these previous works focus on the 2D CT reconstruction problem which aims at reconstructing 2D image from 1D projection (sinogram). In this work, we study the 3D CT reconstruction problem to reconstruct 3D volume from 2D projections, where these previous methods are not directly applicable. Besides, [39] maps filtered back-projection to the layer in neural networks for solving the limited-angle reconstruction problem, but it doesn’t study for ultra-sparse views how to combine the projection layer with dual-domain learning in both 2D projection and 3D volume domains. Moreover, different from previous works [34], [35], [36] in which the sparse sinogram with 60-120 input views is studied, our work focuses on ultra-sparse-view reconstruction with 1, 2, 3 views. In the ultra-sparse limit, the problem of tomographic image reconstruction is dramatically different.

For low-dose and high-speed imaging applications, a novel strategy of 3D tomographic reconstruction with ultra-sparse sampling data is urgently needed. Given the powerful learning ability of neural networks, deep learning provides an effective way to incorporate various complex prior knowledge to facilitate ultra-sparse image reconstruction. Although most recent works [11], [12] have started using deep learning models to directly learn the mapping from sparse-view projections to tomographic images, these methods do not consider the geometry priors from tomographic imaging system, and thus suffer from the potential generalizability and interpretability problems by only relying on data-driven. Therefore, this work investigates how to incorporate geometry priors into deep learning models to address these questions and proposes a more effective framework for ultra-sparse-view 3D CT reconstruction.

2.3 Geometry-Informed Deep Learning
Combining geometric priors with deep learning models [40] has raised more attention in computer vision and artificial intelligence. Recent study [15] finds that the current state-of-the-art deep learning methods for single-view object shape reconstruction may not actually perform image reconstruction but likely image classification. Thus, it raises the question: based on the pure data-driven approach, how can deep networks perform a non-trivial reasoning about 3D object structure? [15] There is yet no obvious explanation due to the difficulty in interpreting networks. By leveraging underlying physical knowledge, integrating geometry priors with deep learning may be a promising solution to address this question.

But how to combine geometry and deep learning is still an open question in image reconstruction and other tasks. To achieve this, some attempts have been made in recent works [14], [18] in computer vision. For examples, Wu et al [18] showed that the symmetry and shading characteristics of human face can be leveraged to reconstruct face shapes from a single image. Tung et al [14] used the egomotion stabilization to match geometry landmark in different views for 3D object detection. In computer graphics, recent studies on neural rendering [41], [42], [43], [44], [45] also demonstrated a trend to incorporate classic volume rendering geometry with neural networks to render high-resolution images. However, due to the fundamental difference in imaging physics, to develop a geometry-informed deep learning approach for tomographic reconstruction requires further investigations. In this work, we present a novel approach to combine the imaging system geometry and deep learning for tomographic image reconstruction.

3 Our Approach
The overall workflow of the proposed GIIR framework is
3.1 Problem Formulation

Firstly, we cast the inverse problem of 3D image reconstruction from 2D projection(s) into a data-driven framework. Given a sequence of 2D projections denoted as \( \{ p_1, p_2, \ldots, p_n \} \), where \( p_i \in \mathbb{R}^{H_i \times W_i} \) \((1 \leq i \leq n)\) and \( n \) is the number of given 2D projections, the goal is to generate a volumetric 3D image \( I \) representing the internal anatomy of the subject. With the 2D projections as input, the deep learning model outputs the predicted 3D volume denoted as \( I_{\text{pred}} \in \mathbb{R}^{C_D \times H_3 \times W_3} \), where \( I_{\text{truth}} \in \mathbb{R}^{C_D \times H_3 \times W_3} \) is the ground truth 3D image serving as the reconstruction target. Note that network prediction \( I_{\text{pred}} \) is of the same size as ground truth image \( I_{\text{truth}} \), where each entry is a voxel-wise intensity. Thus, the problem is formulated as finding a mapping function \( \Phi \) that transforms 2D projections to 3D images. To solve this problem, we develop a GIIR framework to learn the mapping function \( \Phi \). As aforementioned, GIIR consists of three modules: 1) 2D-Net \( \phi_1 \) with the network weights denoted as \( W_1 \), 2) geometric back-projection operator \( \phi_2 \) with the embedding geometry as the known function parameters \( W_2 \), and 3) 3D-Net \( \phi_3 \) with the network weights denoted as \( W_3 \). Thus, the 2D-3D reconstruction process can be formulated as:

\[
I_{\text{pred}} = \Phi(p_1, p_2, \ldots, p_n)
\]

In the following, we introduce the implementation details of the three modules \( \phi_1, \phi_2, \phi_3 \) in order.

3.2 2D Projection Generation Network (2D-Net)

We develop a multi-view X-ray projection synthesis model to generate 2D projections at novel-view angles from sparse input views. Suppose there are \( m \) view angles: \( \chi_1, \chi_2, \ldots, \chi_m \). Let \( p_1 \in \chi_1, p_2 \in \chi_2, \ldots, p_m \in \chi_m \) be the projections from \( m \) different view angles. \( \{ p_1, p_2, \ldots, p_m \} \) is a set of paired multi-view projections that depict the underlying imaging subject from different view angles. For each sample, we assume \( n \) projections are given as input source views. The goal here is to generate the other \( (m - n) \) projections at target view angles and complete missing information in the 2D projection space through deep learning.

To proceed, we assume that the multi-view projections share some latent representations of the underlying imaging subject such as the anatomy structural information, which is named as "content code". Meanwhile, projections at different view angles also contain the view-dependent attributes, named as "attribute code", which is corresponding to the rotation-related characteristics in projections at different view angles. In this way, the novel-view projections could be generated by combining the content code and attribute code. Based on this assumption and motivated by the representation disentanglement in [46], [47], we built a 2D projection generation network for multi-view X-ray projections synthesis. Note that models in [46], [47] were developed for multi-domain image translation problem such as multi-contrast MRI images, which are assumed to have shared content information and domain-specific style information corresponding to different imaging contrasts. In X-ray projection generation, the novel-view projection is synthesized by combining the across-view structural information from input source views and view-dependent attributes from target view angles.

Specifically, as demonstrated in Fig. 3, the 2D-Net mainly consists of three sub-modules: 1) Across-view content encoder \( E^c \): encodes anatomic structural information shared by projections from different view angles \( E^c(p_1, p_2, \ldots, p_m) = c \) (bold orange arrows); 2) View-dependent attribute encoder \( E^a_i \) \((1 \leq i \leq m)\): encodes information in the projections which is exclusively corresponding to different view angles \( E^a_i(p_i) = a_i \) (orange arrows); and 3) Projection generator \( G_t \) \((1 \leq t \leq m)\) : generates novel-view projections by combining across-view and view-dependent information learned from encoders \( G_t(c, a_t) = g_t \) (blue arrows). The proposed model learns to extract and disentangle the across-view anatomy information and view-dependent rotation attributes from projections at different view angles through a data-driven deep learning approach. Similar to [46], [47], we assume the prior distribution for attribute latent code is standard Gaussian distribution \( \mathcal{N}(0, I) \) to capture the distribution of rotation characteristics. During training, the attribute codes of target views are sampled from the prior distribution. For inference, attribute code is fixed and combined with anatomic content to generate target-view projections.
Specifially, the training objectives contain cycle-consistency loss, adversarial loss and reconstruction loss on the generated projections. Firstly, for input source-view projections, the generated projections after the encoding and decoding should recover the original projections. Thus, projection consistency loss adds such a constrain in the cycle of “Projection → Code → Projection” (Fig. 3).

\[
\mathcal{L}_{\text{rec}} = \mathbb{E}_{p_i \sim \mathcal{P}(p_i)} \left[ \left\| G_i(E^c(p_1, \ldots, p_m), E^d_i(p_i)) - p_i \right\|_1 \right]
\]

where \(\mathcal{P}(p_i)\) is the projection distribution. Likely, the latent codes should also keep consistent in the cycle of “Code → Projection → Code” (Fig. 3). Thus, the latent code consistency loss can be formulated as follows:

\[
\begin{align*}
\mathcal{L}_{\text{cyc}} &= \mathbb{E}_{c \sim \mathcal{P}(c), a_i \sim \mathcal{P}(a_i)} \left[ \left\| E^c_i(G_i(c, a_i), a_i) - c \right\|_1 \right] \\
\mathcal{L}_{\text{adv}}^i &= \mathbb{E}_{c \sim \mathcal{P}(c), a_i \sim \mathcal{P}(a_i)} \left[ \left\| E^d_i(G_i(c, a_i)) - a_i \right\|_1 \right]
\end{align*}
\]

where \(\mathcal{P}(a_i)\) is the assumed prior distribution of attribute code, which captures various view-dependent characteristics related to different view angles. The content code is sampled from \(\mathcal{P}(c)\) by firstly sampling projection distributions \(p_i \sim \mathcal{P}(p_i)\) \((1 \leq i \leq m)\) and then getting through content encoder \(c = E^c(p_1, p_2, \ldots, p_m)\). To be specific, distribution \(\mathcal{P}(c)\) describes various anatomy structures across different patients.

In order to enforce the generated target-view projections to resemble the ground truth projections, we add the reconstruction loss for different views as follows in the training objective.

\[
\mathcal{L}_{\text{rec}}^i = \mathbb{E}_{c \sim \mathcal{P}(c), a_i \sim \mathcal{P}(a_i)} \left[ \left\| G_i(c, a_i) - p_i \right\|_1 \right]
\]

Moreover, in recent researches on image generation and reconstruction, adversarial training has shown advantages in providing improved image quality. Therefore, in training the projection synthesis model, we use both reconstruction loss and adversarial loss to improve the image quality of the generated projections. The adversarial loss is defined as follows, with the discriminator \(D_i\) to classify between the generated projections and real projections.

\[
\begin{align*}
\mathcal{L}_{\text{adv}} &= \mathbb{E}_{c \sim \mathcal{P}(c), a_i \sim \mathcal{P}(a_i)} \left[ \log \left( 1 - D_i(G_i(c, a_i)) \right) \right] + \\
&\quad \mathbb{E}_{p_i \sim \mathcal{P}(p_i)} \left[ \log \left( D_i(p_i) \right) \right]
\end{align*}
\]

To sum up, the total training objective is shown as follows, with \(n\) projections are given as input source views to generate \((m - n)\) target-view projections.

\[
\begin{align*}
\min_{E^c, E^d_i, G_i} & \max_{D_i} \mathcal{L}(E^c, E^d_i, \ldots, E^d_m, G_i, \ldots, G_m, D_i, \ldots, D_m) \\
= & \lambda_{\text{cyc}} \left( \sum_{i=1}^n \mathcal{L}_{\text{rec}}^i + \sum_{i=1}^m \mathcal{L}_{\text{adv}}^i + \mathcal{L}_{\text{cyc}} \right) \\
&+ \sum_{i=1}^m (\lambda_{\text{rec}} \mathcal{L}_{\text{rec}}^i + \lambda_{\text{adv}} \mathcal{L}_{\text{adv}}^i)
\end{align*}
\]

where \(\lambda_{\text{cyc}}, \lambda_{\text{rec}}, \lambda_{\text{adv}}\) are hyper-parameters of the loss weights. In experiments, we set \(\lambda_{\text{cyc}} = 1, \lambda_{\text{rec}} = 20, \lambda_{\text{adv}} = 1\).

### 3.3 Geometric Back-Projection Operator

The geometric back-projection is the inverse transformation of the forward-projection in X-ray imaging. As shown in Fig. 4, during X-ray imaging data acquisition, penetrating waves from the source pass through the imaging subject and project onto the detector plane by integrating the intersected voxel intensities in the 3D volume. In this way, multiple X-rays provide projection images of the internal anatomic structure of the imaging subject. In the forward-projection, the geometric relationship between the ray lines of incident X-ray beams and the subject content is determined by the geometry of X-ray imaging system, including the distance between source and volume center, the distance between volume center and detector plane, the physical size of subject voxels, the physical size of detector pixels, the cone-beam geometry and the projection view angles. All these information are the relevant geometry priors provided from the X-ray imaging system.

For image reconstruction, we aim at solving the inverse problem to reconstruct the 3D subject volume from 2D projections at different view angles. To relate the 2D projection domain and 3D image domain, we conduct back-projection operation to convert the 2D projections back to the 3D space according to the imaging system geometry as aforementioned. The back-projection operation depends on the same set of geometric relationship as the forward-projection. In this process, the intensity of a pixel on the 2D projection is placed back to the corresponding voxels of the 3D imaging subject located along the path of the ray line that links the pixel and X-ray source. In this way, the relationship between the pixel-wise intensities on 2D projections and voxel intensities in 3D volumes are incorporated into the 3D image reconstruction.

To be specific, we integrate the imaging geometry into deep learning framework by using the back-projection operation \(\mathcal{B}\) to put the pixel intensity back to the corresponding projection line through the point of voxel grid to be reconstructed (Fig. 4). In this way, the GPI is constructed simply by aggregating all the projection lines from different view angles. Suppose that the GPI volume to be reconstructed is denoted as \(I_{\text{gpi}}(x, y, z)\) with \(x, y, z\) representing a point in 3D image space based on the 3D coordinate system. Mathematically, the back-projection operation \(\mathcal{B}\) can be formulated by the following equation:

\[
I_{\text{gpi}}(x, y, z) = \mathcal{B}(p) = \sum_{\theta \in \Theta} p(\theta, u(x, y, \theta), v(x, y, z, \theta))
\]
where \( p \) is the assemble of input projections \( \{p_1, p_2, \cdots, p_n\} \), \( \theta \) is the view angle of a specific projection, \( \Omega \) is the assemble of all view angles of input projections, \( u \) and \( v \) are the ray-projected positions in the detector coordinate system, which can be calculated as follows:

\[
\begin{align*}
    u(x, y, \theta) &= \frac{x \cos \theta + y \sin \theta}{D_{so} + x \sin \theta - y \cos \theta} D_{sd} \\
    v(x, y, z, \theta) &= \frac{D_{sd}}{D_{so} + x \sin \theta - y \cos \theta} z
\end{align*}
\]

Here \( D_{so} \) is the source-to-isocenter distance and \( D_{sd} \) is the source-to-detector distance. In this study, we use the geometry of Varian TrueBeam onboard imager with \( D_{so} = 1000 \text{ mm} \) and \( D_{sd} = 1500 \text{ mm} \). The 3D back-projection operation was implemented using GPU-based parallel computing with CUDA C programming language (see Supplementary). Using back-projection operation, both the input sparse-view projections and the generated novel-view projections are projected back to 3D image space based on the ray traces, in which the geometry of tomography imaging is integrated to bridge the 2D-3D image domains. Note that the geometric back-projection is a deterministic transformation, which does not need to learn any parameter.

### 3.4 3D Image Refinement Network (3D-Net)

By using the geometric back-projection operator, the two GPIs are produced from the input source-view projections \( I_{\text{GPI}}^{\text{src}} \) and the newly generated novel-view projections \( I_{\text{GPI}}^{\text{gen}} \):

\[
\begin{align*}
    I_{\text{GPI}}^{\text{src}} &= \phi_2(p_1, p_2, \cdots, p_n; W_2) \\
    I_{\text{GPI}}^{\text{gen}} &= \phi_2(\phi_1(p_1, p_2, \cdots, p_n; W_1); W_2)
\end{align*}
\]

With two GPIs as inputs, the 3D-Net is trained to complete information in image domain and generate final 3D images:

\[
I_{\text{pred}} = \phi_3(I_{\text{GPI}}^{\text{src}}, I_{\text{GPI}}^{\text{gen}}; W_3)
\]

The network architecture is built up on top of a backbone 3D U-Net [48], [49] structure with an encoder-decoder framework and skip connections. In our model, the features of two input GPIs are extracted by using two separate encoder branches. For this purpose, a variant Y-shape model is constructed to learn the image refinement as shown in Fig. 5. Specifically, the Y-shape network is constructed to incorporate the information from both the given source-view projections and the generated novel-view projections. The given input projections are very sparse but all the pixel-wise intensities in the source-view projections are accurate and reliable. Therefore, these data are able to regularize the generated novel-view projections, which may have uncertainty in intensity distribution due to their synthetic nature. It is worthwhile to note that these generated projections could provide a geometry-preserving image with more outstanding anatomic structures of the subject, which simplifies the subsequent learning of image refinement network. Based on these considerations, a Y-shape network structure is constructed for 3D image refinement to reconstruct the final 3D image.

To be specific, the encoder consists of four-stage down-sampling blocks to learn hierarchical representations from the input GPIs. Each down-sampling block contains double 3D convolution layers followed by rectified linear unit activation (ReLU) layers [50] and 3D group normalization layers [51]. The down-sampling is implemented by max pooling layer with a step of \( (2, 2, 2) \). Asymmetrically, the decoder also consists of four-stage up-sampling blocks to generate final 3D images from the representations learned from the encoder. Each up-sampling block contains double 3D convolution layers with ReLU layers and group normalization layers. We use interpolation function to conduct up-sampling operations. Especially, in order to establish the hierarchical skip connections between two encoders and the decoder, we concatenate the feature maps from both encoders and connect to the corresponding feature level in the decoder, as shown in Fig. 5. In this way, we force the model to utilize information from both the input sparse-view projections and the generated novel-view projections to reconstruct final 3D images. Finally, we use another 3D convolution layer with the kernel size of \( 1 \times 1 \times 1 \), and tangent activation to output the final 3D image with the expected size and data range. The loss function to optimize the 3D image refinement network is:

\[
\min_{W_3} \mathcal{L}(W_3) = \mathbb{E}_{I_{\text{GPI}}^{\text{src}} \sim \mathcal{P}(I_{\text{GPI}}^{\text{src}}), I_{\text{GPI}}^{\text{gen}} \sim \mathcal{P}(I_{\text{GPI}}^{\text{gen}})} \left[ \| \phi_3(I_{\text{GPI}}^{\text{src}}, I_{\text{GPI}}^{\text{gen}}; W_3) - I_{\text{truth}} \|_1 \right]
\]

### 4 Experiments

In this section, we first introduce the dataset and experimental setting to evaluate the proposed approach for tomography image reconstruction. Then we introduce the comparison methods and training and testing details.

#### 4.1 Dataset

To evaluate the effectiveness of the proposed approach, we conduct experiments on a public dataset: The Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI) [52], [53], [54]. The dataset contains 1018 patient cases, each including a volumetric image from a clinical thoracic CT scan. Here, we regard each case as an independent data sample.

In data pre-processing, we resample all the CT images to the same 1 mm resolution in z-axis direction and resize cross-sectional images on the xy-plane to the size of
128 × 128. In experiments, 80% of the data (815 samples) are used for training and validation, while 20% of the data (203 samples) are held out for testing. For each 3D CT image, the 2D projections or digitally reconstructed radiographs (DRRs) in different view angles are obtained by projecting the 3D CT image along respective directions, with the geometry defined by a clinical on-board cone-beam CT imager of TrueBeam system (Varian Medical System, Palo Alto, CA) for radiation therapy [55]. During training, following the standard protocol of data pre-processing, we conduct scaling normalization for both 2D projections and 3D images, where pixel-wise or voxel-wise intensities are normalized to the data range [−1, 1].

4.2 Compared Methods

For method comparison, we build a baseline model based on the methodology introduced in [11], [12]. Specifically, the baseline model is a deep learning-based image reconstruction model consisting of a 2D encoder and a 3D decoder. Similar to [11], [12], a feature transformation module in the bottleneck layers connects the 2D and 3D feature space. Note that baseline model is an end-to-end data-driven model without using any geometric prior. For a fair comparison, the baseline model and proposed GIIR model use the same network backbone layers, and are trained with the same dataset and pre-processing procedures.

We conduct experiments of baseline model with 1 to 120 input projections to investigate its learning capability with different number of projections. Multiple input projections are stacked in channel dimension as the input of network. When the number of input projections is more than 30, in order to maximize the network capacity to extract and fuse the information from multiple views, we use a multi-branch 2D encoder to deal with the input projections in multiple groups. For example, when there are 60 input projections, we split them as 2 groups (30 projections in each group) and feed into a two-branch encoder separately. Then the learned representations from multiple encoder branches are concatenated in the bottleneck layer and fed into the 3D decoder. Similarly, a three-branch encoder is used for 90 projections and a four-branch encoder is used for 120 projections. In this way, diverse representations may be learned from different branches and simultaneously contribute to the final image reconstruction. The results of this model will be shown in the next section.

Beyond baseline model, we also compare with the X2CT model introduced in [12], which is especially designed for single-view and two-view reconstruction. Essentially, the model structure of X2CT still follows the encoder-decoder framework without explicitly leveraging geometric priors. The key difference is that X2CT uses a more complicated network architecture with DenseNet blocks and introduces various connections between encoder and decoder as well as between two input views, which is argued as a more efficient way to learn the representation transfer in feature space [12]. Note that the different network architectures or loss functions can also be adopted in the proposed GIIR framework. Since integration of geometric priors is orthogonal to the network structure development of 2D-Net and 3D-Net, GIIR provides a general model-agnostic approach.

Since the authors of X2CT do not release their code, we reimplement the X2CT model according to the description in [12]. For a fair comparison with baseline and GIIR model, we use the same training dataset, image preprocessing and evaluation metrics in X2CT experiments. Besides, as an ablative study, we conduct experiments to train X2CT model (1) with only reconstruction loss, (2) or with both reconstruction and projection losses. Note that the baseline model and GIIR model are trained with only reconstruction loss.

4.3 Training

With the given 2D projections \{p_1, p_2, \ldots, p_n\}, the proposed GIIR model aims at predicting the 3D image \(I_{\text{pred}}\) as close as possible to the ground-truth 3D image \(I_{\text{truth}}\). The loss functions for 2D-Net and 3D-Net are presented in Sec.3.
The two deep networks are implemented using PyTorch [56] and trained separately by using Adam optimizer [57]. In the training of 2D-Net, we use mini-batch size of 1 and initial learning rate of 0.0001, which is decayed by 0.5 for every 100000 iterations with a total of 110000 iterations. For the training of 3D-Net, mini-batch size is 3 and initial learning rate is 0.0002, which is decayed by 0.2 for every 20000 iterations with a total of 30000 iterations. The baseline model adopts the same training strategy as the 3D-Net. The validation set, which is randomly selected from the training set, is used to tune the hyper-parameters. After finalizing the model structure and hyper-parameters, we use all the training data (815 samples) to train the model and evaluate on the held-out testing set (203 samples). We trained the network using one Nvidia Tesla V100 GPU.

4.4 Testing
We evaluate the reconstructed image quality by using both qualitative and quantitative evaluation metrics. Various quantitative metrics are employed to measure the reconstructed 3D images $I_{\text{pred}}$: normalized root mean-squared error (NRMSE), structural similarity (SSIM), and peak signal-to-noise-ratio (PSNR). We compute the average values over all testing samples for different metrics respectively. NRMSE measures the difference between prediction and ground-truth images. SSIM score is calculated with an image window and used to measure the overall structural similarity between two images [58]. PSNR gives the ratio in dB between the maximum signal power and noise power in the image. In general, a lower value of NRMSE or a higher SSIM score indicates a better reconstructed image that is closer to the ground-truth. Higher PSNR is always desirable as it implies a better image quality.

In addition to the quantitative metrics as reference, we also display the reconstructed images of testing samples, which present a direct comparison with ground truth and other methods. The same metrics are also used to evaluate the intermediate results of 2D-Net and 3D-Net.

5 Results
To evaluate the proposed approach, we conduct experiments on a dataset of 1018 lung CT images of different patients [52]. The 2D-Net is trained by the projection data from different view angles, while the 3D-Net is trained with the paired data of GIPs and ground-truth 3D images. In our study, the anterior-posterior (AP) projection (0-degree) is used as input for single-view reconstruction. The AP and lateral (90-degree) projections are for two-view reconstruction. When more projections are sampled ($n \geq 3$), they are distributed evenly over the 360 degrees. The target 3D images are the fully sampled CT images reconstructed from 720 projections as used in standard clinical protocol. Following, we demonstrate the results of ultra-sparse view CT reconstruction, as well as intermediate results.

5.1 2D Projection Generation
We first evaluate the 2D-Net performance in generating novel-view projections. Experimentally, the network (Fig. 3) is trained to generate 12 projections from 1–3 input projection(s). The choice of the number of generated projections is set in terms of the trade-off between obtaining informative GIPs capturing sufficient object information and avoiding too much error accumulation from projection synthesis. We deploy the trained network on held-out testing dataset. Fig. 6 shows generated projections of a testing sample while results of more testing samples are shown in Supplementary Fig. S1. Quantitative results are reported in Supplementary Table S1.

It is remarkable that 2D-Net could generate novel-view projections that resemble the targets with high fidelity, even given only ultra-sparse input projections. The model generalizes well across different subjects with various anatomy structures as the testing samples shown in Fig. 3 and Supplementary Fig. S1. Results in Supplementary Table S1 show that increasing input views can provide more structural information, resulting in more accurate synthesized projections in novel-view angles.

5.2 Simplified GIIR for 3D Reconstruction
In order to comprehend the significant role of geometric priors and the functionality of 3D-Net, we first construct a simplified GIIR reconstruction model containing only back-projection operation and 3D-Net without 2D-Net. Specifically, we apply geometric back-projection operator (Fig. 4) to the input 2D projections to produce the GIPs, which then get through the 3D-Net for reconstructing 3D images. Note that, here, all the inputs are ground-truth 2D projections, and the 3D-Net (top half branch of Fig. 2) are trained by using the corresponding GIP from only the ground-truth 2D projections.

We conduct experiments using different number of projections (10–120) as input views. With the increasing input projections, the whole model is trained separately.
Regarding the specific input projection pattern. During testing, the trained model is deployed under the same setting as training. We plot the averaged evaluation metrics (MAE, NRMSE, SSIM, PSNR) against the number of input projections as the red curve in Fig. 7 denoted as “GIIR” when input projections are more than 10. The resultant images are demonstrated in Supplementary Fig. S2. These results show that, as compared with baseline model results obtained without geometric priors (see next section for details), incorporation of prior geometric information leads to better reconstructed 3D images. This trend continues as the number of projections increases, but the improvement saturates as more and more projections are provided. The “knee” point in the curve appears around 30 projections.

It suggests that, with simplified GIIR, the incorporation of geometric priors could greatly compensate the missing information caused by sparse sampling and yield CT images close to the fully sampled CT (reconstructed from 720 projections), especially when the angular sampling is over 30 projections. But when it comes to more sparse sampling, we observe that the image quality deteriorates gradually as projection number decreases, from Fig. 7 (red curve) and Supplementary Fig. S2. Thus, ultra-sparse view reconstruction needs to be tackled more carefully.

5.3 GIIR for Ultra-Sparse 3D Reconstruction

Based on above studies, in order to reconstruct volumetric images with ultra-sparse sampling, either more sophisticated network architecture or additional prior knowledge must be in place. A dual-domain learning framework with incorporation of known geometry priors (Fig. 2) is designed to improve the situation and provide a viable solution for image reconstruction with ultra-sparse sampling.

In the proposed GIIR model, two GPls obtained by back-projecting the ground-truth projections and the generated projections from 2D-Net, are used as inputs to train the two-branch Y-shape 3D-Net simultaneously.

The final results of single-/ two-/ three-view reconstruction are demonstrated in Fig. 8. The corresponding quantitative evaluations averaged across all testing samples are reported in Table I denoted as “GIIR”, which are also plotted in red curve in Fig. 7 when input projections are 1, 2, 3. More testing images are demonstrated in Supplementary Figs. S3-S5. It is worth to note that even with ultra-sparse projections, GIIR model is able to reconstruct 3D CT images with important anatomic structures such as the shape, size and boundary of the human body and organs, as shown in Fig. 8 and Supplementary Figs. S3-S5.

Compared with baseline and X2CT models, the resultant images from GIIR model provide more reliable structures. To be specific, in the testing sample 1 of Fig. S3(a) and Fig. S4(a), GIIR reconstructs more clear shape and shaper boundary for liver and cardio organs, which are closer to ground truth compared with baseline and X2CT results. Similar observation can also be seen in the testing sample 2 shown in Fig. S3(b) and Fig. S4(b). Finally, after averaging across all the testing samples, evaluation metrics reported in Table I give a quantitative comparison between different methods. For a fair comparison, we experiment X2CT model with (1) only reconstruction loss (denoted as "X2CT"), and with (2) both reconstruction and projection losses as introduced in [12] (denoted as “X2CT(+proj loss)”). Note that baseline and GIIR model are trained with only reconstruction loss. To sum up, based on the quantitative and qualitative results comparison, the proposed GIIR method outperforms the baseline and X2CT models in ultra-sparse tomographic image reconstruction.

5.4 Method Comparison and Ablative Study

As aforementioned, baseline model is a deep learning-based reconstruction model consisting of a 2D encoder for feature extraction and a 3D decoder for image generation with dimensionality transformation in feature space [11], [12]. As an ablative study to investigate the effectiveness of integrating geometry priors, we develop the baseline model structure by removing the geometric back-projection operation while keeping the 2D encoder in the 2D-Net and 3D generator in the 3D-Net, which use the same backbone layers and training strategy as GIIR model. From the comparison between baseline and GIIR model, we can clearly see the benefit and difference as results of the introduction of geometry priors.

Quantitative evaluations of the baseline model with regard to different numbers of input projections are plotted as the blue curve in Fig. 7 (blue curve) and reported in Table I. From the trend of the curve, it is seen that, when input projections are less than 30, the benefit of adding more views is more pronounced in improving 3D image reconstruction. Beyond 30 projections, only small improvement is observed from providing more input information. Intuitively, a model with more input views should perform better. However, how does a data-driven deep network reason and realizes this common wisdom, especially in the limit of ultra-sparse views, is not clear. In order to map the input multi-view 2D projections to the output 3D image, the deep network needs to apprehend the cross-dimensionality transformation to transfer the knowledge from

| Reconstruction Methods | Single-view | Two-view | Three-view |
|-------------------------|-------------|----------|------------|
|                         | NRMSE       | SSIM     | PSNR       | NRMSE       | SSIM     | PSNR       | NRMSE       | SSIM     | PSNR       |
| Baseline                | 0.3961      | 0.6978   | 19.9819    | 0.3927      | 0.7078   | 20.1455    | 0.3841      | 0.7175   | 20.4150    |
| X2CT                    | 0.3977      | 0.7002   | 20.2308    | 0.3751      | 0.7311   | 20.9120    | -           | -        | -          |
| X2CT(+proj loss)        | 0.3766      | 0.7117   | 20.5705    | 0.3596      | 0.7286   | 20.9924    | -           | -        | -          |
| GIIR                    | 0.3684      | 0.7341   | 20.7699    | 0.3000      | 0.8067   | 22.6868    | 0.2740      | 0.8378   | 23.6688    |

NRMSE, normalized root mean squared error; SSIM, structural similarity; PSNR, peak signal noise ratio.
2D projection domain to 3D image domain. In reality, learning such a cross-dimensionality transformation is a highly nontrivial task, especially for a purely data-driven approach. It is conceivable that the challenge is multifaceted. For example, it is challenging for the data-driven algorithm to fuse the extracted semantic features from different input views together without any prior guidance. Considering the memory limit, it seems to be impossible to use a separate 2D encoder for each input projection. Thus, in setting up the baseline model, we design a multi-branch model to adaptively fit different numbers of input views as described in Section 4.2. Even with such a design, as indicated by the results in Fig. 7, direct learning the multi-view feature fusion and 2D-3D feature transformation with a large number of input projections through a data-driven approach is not an easy task. Establishing a more robust data-driven model via the integration of geometric priors is one of our main motivations of this research. The proposed strategy allows us to combine the knowledge from multiple views with reduced ambiguity and enhance the ultimate success of 3D image reconstruction.

To sum up, the GIIR model with geometry priors outperforms the baseline model without geometry priors. With more than one input projections, the improvement of GIIR model becomes increasingly pronounced. A comparison of the baseline and GIIR models suggests that inclusion of geometric priors greatly facilitates the extraction and fusion of the information from multi-view projections, leading to an improved image reconstruction.

5.5 Heatmap Visualization
In order to better understand how geometric priors facilitate the deep learning in 3D image reconstruction, we visualize the intermediate features via heatmap plots. The feature maps are extracted from bottleneck layers of the baseline model and 3D-Net in GIIR. For visualization, multi-channel 3D feature maps are averaged across channel dimension and upsampled to the size of target 3D images.

In Fig. 9, we show cross-sectional slices of 3D feature

![Fig. 8. Results of ultra-sparse reconstruction by GIIR model. Here, we show the cross-sectional slices of 3D CT images of the same testing sample from (a) single-view reconstruction, (b) two-view reconstruction, (c) three-view reconstruction, respectively. In each row, cross-sectional slices of ground-truth 3D images, predicted final 3D images, and GPIs, are shown when 1-3 projections are inputted to GIIR model. Two GPIs back-projected from ground-truth projections and generated projections separately serve as inputs to 3D image refinement network.](image-url)
maps for three testing samples in single-view reconstruction experiments. By integrating geometric transformations, GIIR model gains a comprehension of the systematic structure and spatial relationship. As a result, the deep network can focus on learning the semantic unknowns to improve the image quality and emphasize more on the fine details of the anatomical structures such as the lung, cardio and liver regions. For instance, as shown in testing sample 1 of Fig. 9b, the model highlights the fine structures in lung region such as vascular trees. The highlighted regions of interest are changed adaptively according to the actual lung region across the cross-sectional slices at different locations (pointed by arrows). In testing sample 2 and 3, the model emphasizes the subregions of liver and cardio in consecutive slices (pointed by arrows). Especially, the regions of interest adapt to the actual shape and size of the organ keeping consistent across different slices. However, as shown in Fig. 9a, we cannot see such patterns in the results of baseline model. For the same testing samples, the highlights of heatmaps are more randomly distributed in each slice and inconsistent across different cross-sectional slices. This is not surprising because it is non-trivial for the deep network to reason about the 2D-3D spatial transformation when a purely data-driven approach is used. On the other hand, it is seen that the heatmaps of the GIIR model respect the spatial structure of the underlying subject and keep consistent across sequential cross-sectional slices. To a large extent, in GIIR, the geometric priors relieve the demand for cross-dimensionality reasoning in the deep networks, and thus, result in better 3D images.

6 DISCUSSION

Imaging or visual representation of an object has two facets, image intensities and their spatial locations. The task of image reconstruction is to assign the right intensity to the right spatial point through the extraction of information buried in the sensor data. While deep learning has shown remarkable performance for image reconstruction, the existing data-driven methods are largely brute-force in nature as they rely totally on the inherent capability of deep learning to pin down the relationship between input and output data.

Many efforts have been devoted to improving the situation by, for example, development of physics-based learning to mitigate the limitations of data-driven approaches in image analysis and segmentation [59], but a systematic strategy in advancing the field, in particularly image reconstruction, remains elusive. The proposed GIIR provides a valuable framework for incorporating geometric priors of the underlying imaging system to enhance the robustness, data efficiency, and generalizability of deep learning-based image reconstruction.

In CT imaging, high-dimensional information of the internal anatomy is compressed and encoded into 2D projections. For artifacts-free image reconstruction, a sufficiently dense angular sampling of 2D projections that satisfies the Shannon-Nyquist criterion is required in traditional

---

**Fig. 9.** Heatmaps of baseline and GIIR models for single-view reconstruction. (a) The feature maps for three testing samples companied with corresponding cross-sectional slices of CT images for the baseline model without geometric priors. (b) The heatmaps of the same three testing samples for GIIR model using geometric transformation to bridge the 2D-3D image domains.
model-based approaches. When the angular sampling is sparse, the information needed to recover the 3D image becomes inaccessible and other prior knowledge become necessary to solve this ill-posed inverse problem. Conventional sparse reconstruction, like compressed sensing [26], [60] [61], [62], [63], [64], introduces a regularization prior to encourage some presumed characteristics in the resultant image. Deep learning-based reconstruction [11], [12], [39], [65], [66], [67] gains knowledge by learning from large-scale training data.

The insight brought up here enables us to take advantage of unique properties of deep learning technique and geometry priors in image reconstruction. GIIR bridges the dimensionality gap between the 2D projection and 3D image domains via priors, which relieves the system from performing the non-trivial reasoning on the geometric relationship of the structures and allows the model to focus on learning semantic unknowns as visualized in Fig. 9. Our results demonstrate the power of incorporating prior knowledge from physical geometry, specifically for the application of ultra-sparse reconstruction. As a consequence of informing the deep neural networks with the geometry of the imaging system, the proposed GIIR demonstrates marked capability in reconstructing the correct 3D anatomic structure, even only when a single or a few projections are given. Note that the key insight of integrating geometry priors with deep learning in the proposed GIIR framework is a general model-agnostic approach, which is not limited by the specific network configuration. In other words, the specific network architectures and loss objectives for the 2D projection synthesis network and the 3D image refinement network can be changed to different model choices.

The dual-domain learning in both 2D projection domain and 3D image domain is essential for sparse-view CT reconstruction. In most existing methods such as [35], the general insight is to use the conventional CT reconstruction approach such as FBP as a pre-processing step to obtain an initialization image and then refine the image by deep network. [66] [67] introduce dual-domain learning for solving metal artifacts problem in 2D CT reconstruction through sinogram interpolation but does not discuss how to conduct 2D projection domain learning for 3D CT reconstruction problem especially with ultra-sparse view. In this work, we propose a unified dual-domain learning framework for 3D CT reconstruction, synergistically combining both projection view synthesis and geometry-embedded image reconstruction. The underlying insight is that the dual-domain learning should be performed in both 2D projection domain and 3D image domain, where the geometry priors are introduced to bridge the dimensionality gap between 2D projection domain and 3D image domain through a deterministic back-projection transformation. In this way, the view synthesis module in 2D projection domain can help to relieve the burden in the image refinement. We observe that the introduction of projection synthesis, which helps to fill up the missing information in the 2D projection domain, is critical for single- or two-view reconstruction.

Ultra-sparse CT imaging strategy presented above had the potential to mitigate motion artifacts and make real-time volumetric CT imaging a reality, which promises to revolutionize many clinical image-guided interventional procedures such as radiation therapy and needle biopsy. Significant imaging dose reduction represents another potential benefit of the GIIR framework. The potential risk of cancer and genetic damage of X-ray CT has continued to attract public attention, and it is highly desirable to reduce the radiation dose in accordance with as low as reasonably achievable (ALARA) principle without compromising the image quality. The GIIR ultra-sparse CT imaging enables volumetric imaging with significantly reduced radiation dose.

In this study, we develop and evaluate the feasibility of GIIR using lung CT image reconstruction with ultra-sparse sampling data. The approach can be extended straightforwardly to other body sites, such as head and neck, abdomen, by using the training data acquired from the corresponding treatment sites. Of note, compared to these relatively stationary sites, lung CT image is much challenging due to the respiratory motion and it therefore poses a much urgent need for real-time volumetric lung CT imaging. However, there is still a long way to transfer this technique to real product for clinical diagnosis and the benefit of GIIR is also application specific. For example, for applications in radiation therapy, the reconstructed volumetric image could be used for patient positioning with much reduced dose. While for a subject with low-contrast lesion, sampling with a higher view number may be helpful to improve the lesion detectability. Beyond CT imaging, the general insight of integrating geometry prior with deep learning should be generalizable to a wide range of imaging problems such as other imaging modalities (e.g. PET, MRI).

Finally, the implications of the proposed strategy of prior geometric knowledge-informed deep learning goes much beyond image reconstruction. The general insights gained here should be applicable to many related disciplines involving geometric information, such as 3D scene reconstruction, view synthesis, video processing, robotic manipulation and drug design. Along this line of research, recent research works show promising results in various computer vision tasks [14], [18]. Coupled with our systematic study here, we believe that knowledge-integrated deep learning models have significant promise in advancing artificial intelligence to a new level.

7 CONCLUSION

A neural network is essentially an information processor and this process should be supplied with prior knowledge whenever available to maximally exploit the capacity of the data-driven technique. For a large cohort of problems, in which geometric transformation is part of the mapping function between the input and output, integration of the underlying geometric relationship would simplify the modeling process and enhance the robustness and generalizability of deep neural networks.

Specific to CT image reconstruction, we have shown that the process to unfold input sensor data into 3D space
is made much more reliable with integration of known geometric information of the system. Technically, we have established a mechanism of integrating geometric information with deep learning-based reconstruction. The performance of the GIIR model for ultra-sparse sampling CT imaging has been demonstrated. The proposed strategy sheds important insights on the roles of prior knowledge in deep learning and illustrates how geometric prior knowledge helps the model to focus on learning other semantic unknowns to gain a better comprehension of the system.

Although this work is mainly focused on CT imaging, the general insight and concept of integrating geometric priors with deep learning could be extended to other imaging modalities, such as 3D object reconstruction in photography imaging, PET and MRI. Practically, this work may open new opportunities for numerous practical applications of data-driven image reconstruction.
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