Implementation of Socket Priority Module for Unmanned Aerial Vehicle Network using FlyNetSimulator
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Abstract. Unmanned aerial vehicle (UAV) is an aircraft without a human pilot onboard and a sort of unmanned vehicle. UAV Network research activities in the real world can pose several challenges, especially in urban environments or in densely populated environments. This is due to the nature of the UAV which requires a large area of operation. Therefore, digital simulation is vital in conducting research related to UAV and its networks. One of the UAV simulators recently developed is FlyNetSim. FlyNetSim is an open-source UAV Network Simulator based on NS-3 and Ardupilot. In the application, UAV can have some network-related problems. One of them is when a UAV is in an environment that has a lot of interfering networks because it is contending a network channel. This can cause network delay. These delays will raise with the increase in the number of nodes that interfere with the UAV. To overcome the problem of interfering nodes, we propose to add a priority set module for UAV and Ground Control Station (GCS). The proposed module will set priority for the UAV and GCS socket. This module is intended to give priority to packets sent by UAVs or GCS. Later the packet that has priority will be sent first to reduce the delay caused by the appearance of interfering nodes. Setting priority in the socket may reduce the average delay caused by contending nodes. Test result shows that there is a 16.2% reduction of average delay. Test result also shows that there is a 4% raise in packet delivery ratio.
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1. Introduction
Unmanned Aerial Vehicle (UAV) research is emerging due to the rise of UAV usage in daily life. Research conducted by Skylogic Research shows that almost 68% of UAVs are purchased for professional purposes [1]. UAV usage for professional purposes is diverse, starting from agricultural surveillance activities, disaster management, to environmental monitoring [2][3]. To the extension of wireless coverage, UAV can be integrated into communication infrastructure [4]. Research related to UAV and Network is presented in [5][6]. UAV Network research activities in real life can pose some challenges, especially in the urban area or in a very densely populated area. This is due to the nature of the UAV which requires a large area of operation. Therefore, digital simulation is vital in conducting research related to UAVs and its networks.

One of the existing UAV network simulators is FlyNetSim. FlyNetSim is built on NS-3 and Ardupilot. NS-3 is an open-source network simulator with wide community support [7]. Ardupilot is a simulator that is used to model UAV with its characteristics such as control, navigation, and route plan.
ArduPilot also supports a broad type of vehicles such as helicopters, multi-copters, fixed-wing plane, ships, submarines, and rovers [8]. FlyNetSim can capture interdependencies between the operation of UAV and the environment of the network, such as sensing, navigating, and condition of battery [9].

In the application, UAV can have some network-related problems. One of them is when a UAV is in an environment that has a lot of interfering networks because it is contending a network channel. This can cause network delays. These delays will increase with the increase in the number of nodes that interfere with the UAV. Therefore, we propose a socket priority module. The proposed module set priority for the UAV and GCS socket. This priority is intended to give priority to packets sent by UAVs and GCS. Later the packet that has priority will be sent first to reduce the delay caused by the appearance of interfering nodes.

The rest of this paper is structured as follows. Section II reviews the simulation tools related to UAV, network, and a combination of the two. Section III discusses the details of the module we proposed and their implementation on FlyNetSim. Section IV discusses the results and analysis of the implementation carried out. Finally, Section V concludes the results of the research conducted.

2. UAV and Network Simulator
This section lays out the overview of network simulators and UAV simulators. We present the epitome of FlyNetSimulator, a joint UAV-Network simulator that is used to implement the proposed socket priority algorithm.
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**Figure 1.** ArduPilot Basic Structure [14]

2.1. UAV Simulator
The main function of UAV simulators is to archetype functional aspects and aerodynamics aspects of UAV systems. Some simulators like H-SIM Flight Simulator only simulate human-controlled vehicles and autonomous vehicles [10]. PX4 and Ardupilot are the most used autopilot simulators. Ardupilot is a pioneer in open-source system of autopilot simulator that supports helicopters, multi-copters, fixed-wing aircraft, rovers, antenna trackers, and even submarines. Ardupilot has a wider range of supported platforms than PX4, such as Pixhawk [11], NAVIO [12], and Erle-Brain [13]. The fundamental structure of Ardupilot consists of five main components, i.e. vehicle code, hardware abstraction layer (AP_HAL), open-source libraries, tools directories, external support code (i.e. dronkekit and mavlink) [14]. The fundamental structure of Ardupilot is described in Figure 1.

Some UAV simulators are built based on Ardupilot Simulator to broaden its functionalities. For example, Gazebo [15] broaden the scope of simulated vehicles to include planes, small robots, and land
rovers using Robot Operating System [16]. Gazebo is a very heavy simulator, so that it might be hard to run on one environment when doing simulation on many vehicles. Other simulators based on Ardupilot Simulator are XPlane-10 and RealFlight. However, most of them only focus on navigation and motion. To create FlyNetSim, Software In The Loop (SITL) is used [14]. SITL is a simple simulator build on Ardupilot that supports autopilot navigation. SITL allows ArduPilot to run on end-user computer instantaneously, without requiring any special hardware. It exploits the way that ArduPilot is a compact autopilot that can run on many platforms.

When running in SITL the sensor data originated from a flight dynamics model in a flight simulator. Ardupilot has a wide scope of vehicle simulators built-in. It can be interfaced with several external simulators. This allows ArduPilot to be used on a broad variety of vehicle types, i.e. ground vehicles, fixed-wing aircraft, multi-rotor aircraft, underwater vehicles, antenna trackers, camera gimbals, and some kind of sensors such as optical flow and lidar.

2.2. Network Simulator
There exist many simulators that offer full or a part of network simulation. Most simulators are discrete event-driven. Discrete event-driven means that it forms a timeline of events that are sequentially processed. One pioneer of network simulator is TOSSIM [17]. TOSSIM is created to model the transmissions of wireless sensors.

OPNET [18] is a commercial network simulator. OPNET provides wireless network simulation and supports a broad variety of technologies and protocols. NS-3 [7] and OMNET++ [19] are the most used network simulators by the researcher, among other open-source network simulators. NS-3 and OMNET++ simulators are also a discrete-event driven. NS-3 can simulate many technologies. NS-3 is capable to embed diverse statistical models for traffic generation, mobility, and channel gain. It provides comprehensive modeling of physical layer function. NS-3 supports 4G, 5G, and WiFi communication protocols. NS-3 can also support extended protocols and options at different layers of the network. Furthermore, NS-3 can be effectively used to interface with libraries, external systems, and external applications.

2.3. FlyNetSimulator
FlyNetSim is a non-proprietary UAV and Network Simulator built on the base of NS-3 and Ardupilot. FlyNetSim is capable to complement the experiment with a simulated edge server, UAV, and wireless networks. Unlike other integrated UAV-network simulators, FlyNetSim is capable to support various scenarios in terms of UAV controls, e.g., data stream transport, telemetry controls, and multi-UAV usage. FlyNetSim is also capable of emulating a wide range of network schemes, i.e. ad-hoc communications of device-to-device, heterogeneous networks system, multi-hop and multi-path communications, and also different mobility models. FlyNetSim simulator is more efficient compared to other simulators in terms of computational resource usage and scalability. Hence, FlyNetSim simulator can support the complex tasks of information autonomy framework. Using this simulator, we may simulate the real-world network conditions with varying load and mobility [5].

FlyNetSim architecture is described in Figure 2. The FlyNetSim architecture inheres four main components: Fly simulator to commence UAV, GCS, and its visualization tools; Network simulator to simulate real-life network infrastructure and its environment (i.e. contending nodes); Middleware to supports two-way communications based on ZMQ through the network; Autogen to produce a map for the UAV components (i.e. sensors) and the corresponding network nodes.

2.4. Socket Priority
Socket is an endpoint of a bidirectional transmission link connecting two applications run on a network. A socket is bound to a port number so that the TCP layer can identify the application that data is destined to be sent to. Commonly, a server runs on a dedicated computer and has a socket with specific port number. Server task is listening to the socket for a client to make a connection request. To establish a connection, client should know the hostname of the machine on which the server is running and the port
number on which the server is listening. The client is also obligated to identify itself to the server so it binds to a local port number that will be used during a connection session. In the case of everything works out positively, the server acknowledges the connection [20].

Socket allows the network to set some options. One of them is Socket Priority. Socket priority allows the network to set the input message priority for this socket. Valid values for this parameter are usually in hierarchical integer (i.e 0-6). If we set the priority to 0, the application's priority defined in the network services database is used. For sockets with a priority value of 1, traffic is read in and processed even during input list shutdown and if traffic limiting is enabled for this server, traffic limiting checks are bypassed. When there are resource constraints, packets with the largest priority values are discarded first. The priority for an individual socket overrides the application's priority defined in the network services database. This option is valid only for TCP and UDP sockets [21].

3. Method
The packets are prioritized from trusted nodes by giving the socket from trusted node a priority. The priority for an individual socket overrides the application's default priority defined in the network. By giving higher priority to trusted node, we aim to out-weight the trusted node from the interfering node, so that the access point will process the trusted packet first. The proposed algorithms are implemented in FlyNetSimulator that is based on Ardupilot and NS3. The implementation is based on C++.

3.1. Proposed Algorithm for UAV Socket Priority Module
Figure 3 shows the flowchart of the proposed algorithm. The flowchart started with checking if the socket used to send the packets are trusted. The trusted sockets consist of UAV nodes and Ground Control Station node. If the socket came from trusted node the simulator then set a priority tag in the socket. The Socket then sent the desired packet, either in the form of a UAV command, GCS command, or just contending packets.

At the receiving side, when receiving packets, it first checks the incoming packets, whether it has a priority socket or not. If the packet came from the priority socket, then the receiver will prioritize the packet to be received. If the packet does not come from the priority socket, then the receiver will ignore the packet.
3.2. Implementation in FlyNetSim

The implementation of our proposed method is described in two algorithms: Algorithm 1 for packet send and Algorithm 2 for packet receive.

**Algorithm 1. Send Packet**

```plaintext
1    procedure SendMsg(socket, message)
2    while send request
3    socket <- socket priority
4    packet <- create packet(message)
5    socket -> send packet
6    end while
```

Algorithm 1 shows the implementation of sending trusted packets. SendMsg is a procedure to send packet from UAV or Ground Control Station node. SendMsg expects an input of socket source and the message to send. The algorithm starts with checking if there is a packet send request. If send request exists, then SendMsg creates a socket priority for the socket source input. Subsequently, the message is encapsulated in the packet and the packets are sent via the socket created.

**Algorithm 2. Receive Packet**

```plaintext
1    procedure RcvPacket(packet, address)
2    while packet receive request
3    if priority exist in socket
4    receive the packet
5    message <- parse packet message
6    end if
7    end while
```

Algorithm 2 shows the implementation in receiving packets. RcvPacket is a procedure to receive packet, whether from a trusted node or a contending node. RcvPacket expects an input of packet received
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and sender address. The algorithm starts with checking if there is a packet receive request. If packet receive exist, then RcvPacket checks whether the packet came from the priority socket or not. If the packet came from a priority socket, RcvPacket then receives the packet and parse the message inside the packet.

3.3. Test Scenario

We measure the delay and packet delivery ratio (PDR) for evaluating the proposed method. Delay and PDR are measured in two scenarios which have various parameters of interfering nodes, traffic rates of interfering nodes (in Mbps), and packet size each of each interfering node (in bytes). Each scenario uses LTE as the network type. Each scenario runs with and without the implementation of socket priority module to find out if the module created successfully reduces delay and affects the packet delivery ratio.

Detailed scenarios are described in Table 1. The first scenario (S01) uses 1 interfering node, 4 Mbps traffic rates, and 100 bytes packet size on each contending node. The second scenario (S02) uses 2 interfering nodes, 6 Mbps traffic rates, and 120 bytes packet size on each contending node. The number of interfering nodes on two scenarios are defined to represent single interference (1 node) and multi interference (more than 1 node) situation. Traffic rates, packet size, and the number of interfering nodes are defined increasing (from 4 to 5, from 100 to 120, and from 1 to 2) to discover whether these three variables affect the performance of the UAV network.

| Scenario ID | Interfering Nodes | Traffic Rates | Packet Size Each Node |
|-------------|-------------------|---------------|-----------------------|
| S01         | 1                 | 4             | 100                   |
| S02         | 2                 | 6             | 120                   |

4. Results and Analysis

The results and analysis of the implemented method of UAV Socket Priority Module in FlyNetSim are described as follows.

4.1. Results

Delay test scenario results are described in Figure 4. The result shows a reduction in the average delay during packet transmission from Unmanned Aerial Vehicle to Ground Control Station. This reduction in delay is caused by using priority socket on the trusted node, thus the GCS only accepts incoming packets from the UAV and not by other interfering nodes. In scenario 1, the network average delay reaches a peak at 20 ms when not using the set priority socket on the trusted nodes, whereas the average delay reached a peak at 17 ms when using the set priority socket on the trusted nodes which means there is a reduction by 3 ms. There is an 18.6% reduction in the network average delay in scenario 1. In scenario 2, the network average delay reaches a peak at 50 ms when not using the set priority socket on the trusted nodes, whereas the average delay reached a peak at 39 ms when using the set priority socket on the trusted nodes which means there is a reduction by 11 ms. There is a 13.9% reduction in the network average delay in scenario 2.

Packet Delivery Ratio test scenario results are described in Figure 5. The result shows a slight rise in packet delay during packet transmission from Unmanned Aerial Vehicle to Ground Control Station. This slight raise in packet delivery ratio is caused by using priority socket on the trusted node, thus the GCS only accepts incoming packets from the UAV and not by other interfering nodes. In scenario 1, the packet delivery ratio is 91% when not using the set priority socket on the trusted nodes, whereas the packet delivery ratio is 94% when using the set priority socket on the trusted nodes. There is a 3% increase in the ratio. In scenario 2, the packet delivery ratio is 89% when not using the set priority socket on the trusted nodes, whereas the packet delivery ratio is 94% when using the set priority socket on the trusted nodes. There is a 5% increase in the ratio. The packet delivery ratio is similar to scenario 1 and scenario 2 when using a set priority socket on the trusted nodes.
4.2. Analysis
The average network delay can be reduced by blocking the incoming packet from interfering nodes, which means the Ground Control Station only receives packets that come from the socket that is prioritized. Hence the time needed to receive all incoming packets is reduced because the total accepted packets are also reduced. The packet delivery ratio is also increased when the priority method is applied. This might happen because the optimum rate is reached when using the priority method. When a socket is given a priority means that it will be prioritized so other incoming packets from the socket other than the priority socket will be blocked. There are 6 socket priority types in NS-3, i.e. best effort, filler, bulk,
interactive bulk, interactive, and control. In these experiments, we use control to solve the problem of the network delay.

5. Conclusion
We have presented a Socket Priority Module for Unmanned Aerial Vehicle Network using FlyNetSimulator. The goal is to reduce packet delay caused by contending nodes that interfere with the UAV and GCS nodes. Scenario 1 averaging 3.3 ms delay reduction and 3% packet delivery ratio raise; and scenario 2 averaging 5.9ms delay reduction and 5% packet delivery ratio raise. The test shows that there is a 16.2% average delay reduction and a 4% average packet delivery ratio raise of both scenarios. From the experiment, we can conclude that using socket priority module in UAV and GCS node reduced the delay and raise the packet delivery ratio that is caused by contending nodes.
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