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Abstract

The time domain enclosure method is one of analytical methods for inverse obstacle problems governed by partial differential equations in the time domain. This paper considers the case when the governing equation is given by the Maxwell system and consists of two parts. The first part establishes the base of the time domain enclosure method for the Maxwell system using a single set of the solutions over a finite time interval for a general (isotropic) inhomogeneous medium in the whole space. It is a system of asymptotic inequalities for the indicator function which may enable us to apply the time domain enclosure method to the problem of finding unknown penetrable obstacles embedded in various background media. As a first step of its expected applications, the case when the background medium is homogeneous and isotropic, is considered and the time domain enclosure method is realized. This is the second part.
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1 Introduction

The time domain enclosure method using a single set of observation data is one of analytical methods for inverse obstacle problems governed by various partial differential equations in the time domain. The method tells us how to extract information about unknown obstacles (so-called discontinuity in non destructive testing) from the time domain data generated by a single solution of the governing equation over a finite time interval observed at a place not far away from the obstacle. It is considered as a time domain realization of the classical enclosure method [6, 7]. The time domain enclosure method using a single set of observation data was initiated by the author in [8] by considering one space dimensional case for the heat and wave equations and developed for three space dimensional case in [9, 10, 11, 14, 20, 21] for scalar wave equations in the whole space or an exterior domain and recently [15, 18] in a bounded domain or [16, 19] for the heat equation or a coupled system in a linear theory of thermoelasticity [3].

In a series of articles [12, 13, 17] the method has been applied also to inverse obstacle problems governed by the Maxwell system in an exterior domain. The unknown obstacles considered therein are impenetrable ones. Based on these studies the next goal is to consider the problem of finding unknown penetrable obstacles embedded in various background media which has various possible applications to non destructive evaluation, radar, microwave tomography and through-the-wall imaging, etc.. The purpose of this paper is to establish the base of the
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where a model of the antenna. In this paper, as considered before in [12, 13, 17] we assume that the electric permittivity, the magnetic permeability and electrical conductivity of an isotropic medium occupying the whole space assumed to be essentially bounded functions on \( \mathbb{R}^3 \) such that ess. \( \inf_{x \in \mathbb{R}^3} \epsilon(x) > 0 \), ess. \( \inf_{x \in \mathbb{R}^3} \mu(x) > 0 \) and ess. \( \inf_{x \in \mathbb{R}^3} \sigma(x) \geq 0 \), respectively.

Let \( D \) be a nonempty bounded open subset of \( \mathbb{R}^3 \) such that \( \mathbb{R}^3 \setminus D \) is connected. We assume that \( \epsilon, \mu \) and \( \sigma \) take the form

\[
\epsilon_r(x) = \begin{cases} 
1, & x \in \mathbb{R}^3 \setminus D, \\
1 + \epsilon(x), & x \in D,
\end{cases}
\]

\[
\mu_r(x) = \begin{cases} 
1, & x \in \mathbb{R}^3 \setminus D, \\
1 + m(x), & x \in D,
\end{cases}
\]

\[
\sigma(x) = \begin{cases} 
\sigma_0(x), & x \in \mathbb{R}^3 \setminus D, \\
\sigma_0(x) + h(x), & x \in D,
\end{cases}
\]

where \( \epsilon_0 = \epsilon_0(x), \mu_0 = \mu_0(x) \) and \( \sigma_0 = \sigma_0(x) \) denote the electric permittivity, magnetic permeability and electric conductivity of the background medium occupying \( \mathbb{R}^3 \) and assumed to be essentially bounded functions on \( \mathbb{R}^3 \) such that ess. \( \inf_{x \in \mathbb{R}^3} \epsilon_0(x) > 0 \), ess. \( \inf_{x \in \mathbb{R}^3} \mu_0(x) > 0 \) and ess. \( \inf_{x \in \mathbb{R}^3} \sigma_0(x) \geq 0 \); \( \epsilon = \epsilon(x), m = m(x) \) and \( h = h(x) \) are essentially bounded functions on \( D \).

The set \( D \) is a mathematical model of a set of penetrable obstacles embedded in the background medium. Note that at this stage, we never assume any regularity of \( \partial D \), \( \mu_0, \epsilon_0, \sigma_0, \mu, \epsilon \) and \( \sigma \) nor jump conditions on \( \mu_r, \epsilon_r \) across \( \partial D \).

We assume that the fields \( E \) and \( H \) are induced only by the current density \( J = J(x, t) \) at \( t = 0 \) whose support is localized outside \( D \). The governing equations of fields \( E \) and \( H \) take the form

\[
\begin{align*}
\epsilon \frac{\partial E}{\partial t} - \nabla \times H &= -\sigma E + J, & (x, t) \in \mathbb{R}^3 \times ]0, T[,
\mu \frac{\partial H}{\partial t} + \nabla \times E &= 0, & (x, t) \in \mathbb{R}^3 \times ]0, T[, \\
E|_{t=0} &= 0, & x \in \mathbb{R}^3, \\
H|_{t=0} &= 0, & x \in \mathbb{R}^3.
\end{align*}
\]

(1,1)

Fix a large (to be determined later) \( T < \infty \). Let \( B \) be the open ball centered at a point \( p \) with very small radius \( \eta \) and satisfy \( \overline{B} \cap \overline{D} = \emptyset \). There are several choices of the current density \( J \) as a model of the antenna. In this paper, as considered before in [12, 13, 17] we assume that \( J \) takes the form

\[
J(x, t) = f(t)\chi_B(x)a,
\]

where \( a \neq 0 \) is a constant unit vector, \( \chi_B \) denotes the characteristic function of \( B \) and \( f \in H^1(0, T) \) with \( f(0) = 0 \). Note that \( \chi_B(x) \) has discontinuity across the sphere \( \partial B \).
Now we are ready to state our problem.

**Problem.** Fix a large $T$ (to be specified later). Generate fields $E$ and $H$ by $J$ and observe $E$ on $B$ over time interval $]0, T[$. Extract information about the geometry of $D$ from the observed data.

To describe the results for the problem we introduce an indicator function in the *time domain enclosure method*. For the purpose and the use in other parts we introduce some fields.

Let $\tau > 0$ and set

$$
\begin{align*}
W_e &= W_e(x, \tau) = \int_0^T e^{-\tau t} E(x, t) dt, \quad x \in \mathbb{R}^3, \\
W_m &= W_m(x, \tau) = \int_0^T e^{-\tau t} H(x, t) dt, \quad x \in \mathbb{R}^3.
\end{align*}

(1.2)
$$

Let $E_0 = E_0(x, t)$ and $H_0 = H_0(x, t)$ satisfy

$$
\begin{align*}
\epsilon_0 \frac{\partial E_0}{\partial t} - \nabla \times H_0 &= -\sigma_0 E_0 + J, \quad (x, t) \in \mathbb{R}^3 \times ]0, T[, \\
\mu_0 \frac{\partial H_0}{\partial t} + \nabla \times E_0 &= 0, \quad (x, t) \in \mathbb{R}^3 \times ]0, T[, \\
E_0|_{t=0} &= 0, \quad x \in \mathbb{R}^3, \\
H_0|_{t=0} &= 0, \quad x \in \mathbb{R}^3.
\end{align*}

(1.3)
$$

and set

$$
\begin{align*}
V_e &= V_e(x, \tau) = \int_0^T e^{-\tau t} E_0(x, t) dt, \quad x \in \mathbb{R}^3, \\
V_m &= V_m(x, \tau) = \int_0^T e^{-\tau t} H_0(x, t) dt, \quad x \in \mathbb{R}^3.
\end{align*}

(1.4)
$$

**Definition 1.1.** Define the indicator function of the time domain enclosure method by the formula

$$
I(\tau) = \int_{\mathbb{R}^3} f \cdot (W_e - V_e) dx, \quad \tau > 0,
$$

where

$$
f = f(x, \tau) = \int_0^T e^{-\tau t} J(x, t) dt = \tilde{f}(\tau) \chi_B(x) a
$$

and

$$
\tilde{f}(\tau) = \int_0^T e^{-\tau t} f(t) dt.
$$

It is easy to see that we have, as $\tau \to \infty$

$$
\| f(\cdot, \tau) \|_{L^2(\mathbb{R}^3)} = O(\| \tilde{f}(\tau) \|) = O(\tau^{-3/2}).
$$

(1.5)

Note that the support of $f(\cdot, \tau)$ is contained in $\overline{B}$ and thus the indicator function can be calculated by using the data $E(x, t) \cdot a$, $(x, t) \in B \times ]0, T[$. Note that this type of indicator function was firstly appeared in [10] for scalar wave equations.

The first result is concerned with upper and lower asymptotic estimates of the indicator function in terms of the energy integrals of $V_e$ and $V_m$ given by (1.4) over $D$. 


Theorem 1.1. Fix an arbitrary \( T \). We have, as \( \tau \to \infty \)
\[
I(\tau) \leq \int_{\mathbb{R}^3} \left\{ \frac{\tilde{\epsilon}_0}{\tilde{\epsilon}} (\tilde{\epsilon}_0 - \tilde{\epsilon}) |V_e|^2 + (\mu - \mu_0) |V_m|^2 \right\} dx + O(\tau^{-5/2} e^{-\tau T}) \tag{1.6}
\]
and
\[
I(\tau) \geq \int_{\mathbb{R}^3} \left\{ \frac{\tilde{\epsilon}_0}{\tilde{\epsilon}} (\tilde{\epsilon}_0 - \tilde{\epsilon}) |V_e|^2 + \frac{\mu_0}{\mu} (\mu - \mu_0) |V_m|^2 \right\} dx + O(\tau^{-5/2} e^{-\tau T}), \tag{1.7}
\]
where
\[
\tilde{\epsilon} = \epsilon + \frac{\sigma}{\tau}, \tag{1.8}
\]
and
\[
\tilde{\epsilon}_0 = \epsilon_0 + \frac{\sigma_0}{\tau}. \tag{1.9}
\]
Note that we have
\[
\left\{ \frac{\tilde{\epsilon}_0}{\tilde{\epsilon}} (\tilde{\epsilon}_0 - \tilde{\epsilon}) \right\} = \tilde{\epsilon}_0 \frac{\tilde{\epsilon}_0}{\tilde{\epsilon}} (\tilde{\epsilon}_0 - \tilde{\epsilon}), \tag{1.10}
\]
Thus the first term of the right-hand side on (1.6) is greater than that of the right-hand side on (1.7).

One can expect that Theorem 1.1 enables us to apply the time domain enclosure method to give a solution to Problem. Here, as a first step we consider the case when the background medium is \textit{homogeneous}, that is, \( \epsilon_0, \mu_0 \) and \( \sigma_0 \) are constant.

We introduce the following jump conditions (A.I) and (A.II) for \( \mu_r \) and \( \epsilon_r \) on the unknown obstacle \( D \):

(A.I) there exists a positive constant \( C_1 \) such that, for almost all \( x \in D \)
\[
\left( 1 - \frac{1}{\epsilon_r(x)} \right) + \left( 1 - \mu_r(x) \right) \geq C_1. \tag{1.11}
\]

(A.II) there exists a positive constant \( C_2 \) such that, for almost all \( x \in D \)
\[
\left( 1 - \epsilon_r(x) \right) + \left( 1 - \frac{1}{\mu_r(x)} \right) \geq C_2. \tag{1.12}
\]

Remark 1.1. If \( \mu_r \) satisfies, for almost all \( x \in D \)
\[
\mu_r(x) \leq 1,
\]
and there exists a positive constant \( C_3 \) such that, for almost all \( x \in D \)
\[
\epsilon_r(x) \geq 1 + C_3,
\]
then (A.I) is satisfied. Note that this is one of examples of the pair \((\mu_r, \epsilon_r)\) satisfying (A.I) since the restriction (1.11) is a requirement for the pair not for \( \mu_r \) and \( \epsilon_r \) independently. The same remark works also for (1.12) and (A.II). For this define two regions \( A_1 \) and \( A_2 \) in the plane:
\[
A_1 = \left\{ (x, y) \mid y > \frac{1}{2 - x}, \ 0 < x < 2 \right\},
\]
\[
A_2 = \left\{ (x, y) \mid 0 < y < 2 - \frac{1}{x}, \ x > \frac{1}{2} \right\}.
\]
The sets $A_1$ and $A_2$ are symmetric with respect to the line $y = x$. We have $\Phi(A_1) = A_2$ and $\Phi(A_2) = A_1$, where

$$
\Phi : (x, y) \mapsto \left(\frac{1}{x}, \frac{1}{y}\right).
$$

Roughly speaking, if the pair $(\mu, \epsilon)$ satisfies condition (A.I), it means that $(\mu, \epsilon) \in A_1$ and (A.II) means that $(\mu, \epsilon) \in A_2$. Note that both $A_1$ and $A_2$ are unbounded, $A_1 \cap A_2 = \emptyset$ and $\partial A_1 \cap \partial A_2 = \{(1, 1)\}$.

Next we introduce the following conditions (B.I), (B.II) and (B.III) which are concerned with the shape of the surface of unknown $D$ or the direction of $a$ in $J$ relative to $\partial D$.

Before doing so, we describe some notion from the differential geometry [25] and related elementary facts, see also [12]. Let $\partial D$ be $C^2$ and for each $q \in \partial D$ we denote by $\nu_q$ the unit outer normal to $\partial D$ at $q$. Let $S_q(\partial D)$ denote the shape operator of $\partial D$ at $q \in \partial D$ with respect to $\nu_q$. Recall that the point $p$ is the center of the ball $B$ with $\overline{B} \cap \overline{D} = \emptyset$.

The first reflector from the point $p$ is the set of all $q \in \partial D$ such that $|q - p| = \text{dist}(\{p\}, \partial D)$ and has the expression $\partial D \cap S(p, \partial D)$, where $S(p, \partial D) = \{x \in \mathbb{R}^3 \mid |x - p| = \text{dist}(\{p\}, \partial D)\}$. Then for each point $q$ in the first reflector from point $p$ the vector $\nu_q$ coincides with the unit inner normal to the sphere $S(p, \partial D)$ at $q$ and the tangent planes of both $\partial D$ and $S(p, \partial D)$ at $q$ are the same. We denote by $S_q(S(p, \partial D))$ the shape operator of sphere $S(p, \partial D)$ at $q$ with respect to $\nu_q$ which is the outer normal to $\partial D$ at $q$. It is known that $S_q(S(p, \partial D)) - S_q(\partial D) \geq 0$ as the quadratic form on the common tangent space at each point $q$ in the first reflector from point $p$ and we have the expression

$$
\det (S_q(S(p, \partial D)) - S_q(\partial D)) = \lambda^2 - 2\lambda H_{\partial D}(q) + K_{\partial D}(q),
$$

where $H_{\partial D}(q)$ is the mean curvature of $\partial D$ at $q$ with respect to $\nu_q$, $K_{\partial D}(q)$ the Gauss curvature and $\lambda = (\text{dist}(\{p\}, \partial D))^{-1}$.

Now we are ready to state three conditions (B.I), (B.II) and (B.III).

(B.I) the first reflector from the point $p$ is finite and that, each point $q$ in the first reflector $K_{\partial D}(q) > 0$.

(B.II) the first reflector from the point $p$ is finite and that, at each point $q$ in the first reflector $\det (S_q(S(p, \partial D)) - S_q(\partial D)) > 0$.

(B.III) there exists a point $q$ in the first reflector from the point $p$ such that $a \times \nu_q \neq \mathbf{0}$.

Now we are ready to state a solution to Problem for a penetrable obstacle embedded in a homogeneous background medium.

**Theorem 1.2.**

(i) If $T < 2\sqrt{\mu_0\epsilon_0} \text{dist}(D, B)$, then we have

$$
\lim_{\tau \to \infty} e^{\tau T} I(\tau) = 0.
$$

(ii) Let $f(t)$ satisfy

$$
\exists \gamma \in \mathbb{R} \quad \lim_{\tau \to \infty} \inf_{\tau \to \infty} \tau |\tilde{f}(\tau)| > 0. \tag{1.13}
$$

Assume that $\partial D$ is $C^2$ and that one of the conditions (B.I), (B.II) and (B.III) is satisfied: Then, we have

$$
\lim_{\tau \to \infty} e^{\tau T} I(\tau) = \begin{cases} 
-\infty, & \text{if } T > 2\sqrt{\mu_0\epsilon_0} \text{dist}(D, B) \text{ and (A.I) is satisfied}, \\
\infty, & \text{if } T > 2\sqrt{\mu_0\epsilon_0} \text{dist}(D, B) \text{ and (A.II) is satisfied}.
\end{cases}
$$
Besides, if one of (A.I) or (A.II) is satisfied, then we have, for all \( T > 2\sqrt{\mu_0\epsilon_0} \text{ dist}(D,B) \)

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \log |I(\tau)| = -2\sqrt{\mu_0\epsilon_0} \text{ dist}(D,B). \tag{1.14}
\]

Some remarks are in order.

- There is no assumption on \( \sigma \) except for the assumption \( \sigma(x) = \sigma_0 \) for almost all \( x \in \mathbb{R}^3 \setminus D \).
- It is not assumed that \( \mu_r \equiv 1 \), that is, \( \mu(x) = \mu_0 \) for almost all \( x \in D \). This is an advantage of the time domain enclosure method. The factorization method in the frequency domain in [22] which employs infinitely many output corresponding to infinitely many input as the observation data, does not cover the case when \( \mu_r \neq 1 \). And note that the author does not know whether a time domain factorization method for the Maxwell system that covers such case exists or not.
- Roughly speaking, the condition (1.13) means that the source at \( t = 0 \) never vanish at infinite order.
- By the \textit{signature} of the quantity \( e^{\tau T} I(\tau) \) for a sufficiently large \( \tau \), one can distinguish, roughly speaking, whether \( (\mu_r, \epsilon_r) \in A_1 \) or \( (\mu_r, \epsilon_r) \in A_2 \) provided \( (\mu_r, \epsilon_r) \in A_1 \cup A_2 \) and \( T \) is sufficiently large. This is an extraction of a qualitative information about obstacle \( D \).
- Clearly the condition (B.I) in the statement (ii) ensures that, at each \( q \in \partial D \cap S(p, \partial D) \) there exists an open ball \( B' \) centered at \( q \) and a positive number \( \lambda > 0 \) such that the set \( D \cap B' \) is contained in the open ball \( B'' = \{ x \in \mathbb{R}^3 | |x - (q - \lambda \nu_q)| < \lambda \} \). Note that \( -\nu_q \) is the unit inward normal to \( \partial B'' \) at \( q \). We use only this fact in the proof of (ii) for the case that (B.I) is satisfied.
- The condition (B.II) is a generalization of (B.I). Note that as \( \text{dist}(\{p\}, \partial D) \to \infty \) we have

\[
\det (S_q(S(p, \partial D)) - S_q(\partial D)) \to K_{\partial D}(q).
\]
- The condition (B.III) that is concerned with the direction \( \mathbf{a} \) relative to \( \partial D \) is clearly generic. Besides, if there exist three points in the first reflector from point \( p \), the condition is satisfied.

It should be emphasized that conditions (B.I) and (B.II) can not be controlled by an observer since the obstacle is unknown. However, condition (B.III) can be resolved by using arbitrary linearly independent directions \( \mathbf{a}_j, j = 1, 2 \) as done in [13]. The point is the simple fact: for an arbitrary point \( q \) in the first reflector from point \( p \) we have \( \mathbf{a}_1 \times \nu_q \neq \mathbf{0} \) or \( \mathbf{a}_2 \times \nu_q \neq \mathbf{0} \).

For the purpose define another indicator function by the formula

\[
I(\tau) = \sum_{j=1}^{2} I_j(\tau),
\]

where \( I_j(\tau) = I(\tau) \) with \( \mathbf{J} \) for \( \mathbf{a} = \mathbf{a}_j, j = 1, 2 \).

As an easy consequence of a slight modification of the proof of the statement (ii) under condition (B.III) in Theorem 1.2 we obtain the following corollary.

**Corollary 1.1.** Assume that \( \partial D \) is \( C^2 \). Let \( f(t) \) satisfy (1.13). Then, we have:

\[
\lim_{\tau \to \infty} e^{\tau T} I(\tau) = \begin{cases} 
0, & \text{if } T < 2\sqrt{\mu_0\epsilon_0} \text{ dist}(D,B), \\
-\infty, & \text{if } T > 2\sqrt{\mu_0\epsilon_0} \text{ dist}(D,B) \text{ and (A.I) is satisfied,} \\
\infty, & \text{if } T > 2\sqrt{\mu_0\epsilon_0} \text{ dist}(D,B) \text{ and (A.II) is satisfied.}
\end{cases}
\]

Besides, if one of (A.I) or (A.II) is satisfied, then we have, for all \( T > 2\sqrt{\mu_0\epsilon_0} \text{ dist}(D,B) \)

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \log |I(\tau)| = -2\sqrt{\mu_0\epsilon_0} \text{ dist}(D,B). \tag{1.15}
\]
This is an extension of Theorem 1.1 in [13]. Since we have \( \text{dist}(D, B) = \text{dist}(\{p\}, \partial D) - \eta \), from the formula (1.15), one gets the quantity \( \text{dist}(\{B\}) \) using (1.15) for \( \partial \). Having some energy estimates which are proved in Lemmas 2.1 and 2.2, we finish the proof of Theorem 1.1 with establishing a representation formula of the indicator function. This is Proposition 2.1.

Finally, we note that the class of solutions of the systems (1.1) and (1.3) is just same as those in the articles [23, 24] which treat a more complicated model and is based on the framework of [5]. We will refrain from giving the details, however the calculation here is also formally understandable. See also [10] in which an exact calculation for scalar wave equations based on the framework of [5] has been given.

This paper is organized as follows. Theorems 1.1 is proved in Section 2. The proof starts with establishing a representation formula of the indicator function. This is Proposition 2.1. Having some energy estimates which are proved in Lemmas 2.1 and 2.2, we finish the proof of Theorem 1.1.

The proof of Theorem 1.2 is given in Section 3. The key is to replace \( V_e \) and \( V_m \) in Theorem 1.1 with \( V_e^0 \) and \( V_m^0 \), respectively which are solutions of the system (3.1) with large parameter \( \tau \). The system can be derived by formally setting \( \varepsilon_0 E_0(x, T) = \mu_0 H_0(x, T) = 0 \) in the governing system (2.2) of \( V_e \) and \( V_m \). The solutions of system (3.1) have been already explicitly constructed in [12] in the case when \( \mu_0 \) and \( \varepsilon_0 \) are constant and \( \sigma_0 = 0 \) and the construction works also for a constant \( \sigma_0 \neq 0 \). This yields Lemma 3.1 which gives us the explicit representation formulae of \( |V_e^0|^2 \) and \( |V_m^0|^2 \) outside the support of the source. By carefully studying their asymptotic behaviour, we obtain the desired results with the help of Lemmas 3.2 and 3.3 which clarify the meaning of (A.I) and (A.II) in the proof of Theorem 1.2.

In Section 4 some of problems to be solved in the framework of the time domain enclosure method are described.

## 2 Proof of Theorem 1.1

From (1.1) and (1.2) we have

\[
\begin{aligned}
\nabla \times W_m - \tau \varepsilon W_e + f &= e^{-\tau T} \varepsilon E(x, T), \\
\nabla \times W_e + \tau \mu W_m &= -e^{-\tau T} \mu H(x, T).
\end{aligned}
\]

(2.1)

And also from (1.3) and (1.4) we see that \( V_e \) and \( V_m \) satisfy

\[
\begin{aligned}
\nabla \times V_m - \tau \varepsilon_0 V_e + f &= e^{-\tau T} \varepsilon_0 E_0(x, T), \\
\nabla \times V_e + \tau \mu_0 V_m &= -e^{-\tau T} \mu_0 H_0(x, T).
\end{aligned}
\]

(2.2)

Define

\[
\begin{aligned}
R_e &= W_e - V_e, \\
R_m &= W_m - V_m.
\end{aligned}
\]

(2.3)

From (2.1), (2.2) and (2.3) we see that \( R_e \) and \( R_m \) satisfy

\[
\begin{aligned}
\nabla \times R_m - \tau \varepsilon R_e + \tau (\varepsilon_0 - \varepsilon) V_e &= e^{-\tau T} F, \\
\nabla \times R_e + \tau \mu R_m - \tau (\mu_0 - \mu) V_m &= -e^{-\tau T} G,
\end{aligned}
\]

(2.4)

and

(2.5)
Integrating both sides on (2.10) over $\mathbb{R}$, adding (2.8) and (2.9), we obtain

$$
\begin{aligned}
F &= \epsilon E(x, T) - \epsilon_0 E_0(x, T), \\
G &= \mu H(x, T) - \mu_0 H_0(x, T).
\end{aligned}
$$

(2.6)

First we describe a representation formula of the indicator function.

**Proposition 2.1.** We have

$$
\int_{\mathbb{R}^3} f \cdot (W_e - V_e) dx \\
= \tau \int_{\mathbb{R}^3} \left\{ (\tilde{\epsilon}_0 - \tilde{\epsilon})|V_e|^2 + \frac{\mu_0}{\mu} (\mu - \mu_0)|V_m|^2 \right\} dx \\
+ \tau \int_{\mathbb{R}^3} \left\{ \tilde{\epsilon}|R_e|^2 + \mu |R_m + \frac{\mu - \mu_0}{\mu} V_m|^2 \right\} dx \\
+ e^{-\tau T} \int_{\mathbb{R}^3} (\epsilon_0 E_0(x, T) \cdot W_e - \epsilon E(x, T) \cdot V_e + \mu H(x, T) \cdot V_m - \mu_0 H_0(x, T) \cdot W_m) dx \\
+ e^{-\tau T} \int_{\mathbb{R}^3} (F \cdot R_e + G \cdot R_m) dx.
$$

(2.7)

**Proof.** Taking the inner product of the both sides on (2.4) with $R_e$, we obtain

$$(\nabla \times R_m) \cdot R_e - \tau \tilde{\epsilon}|R_e|^2 + \tau (\tilde{\epsilon}_0 - \tilde{\epsilon})V_e \cdot R_e = e^{-\tau T} F \cdot R_e,$$  

that is,

$$
\tau (\tilde{\epsilon}_0 - \tilde{\epsilon})V_e \cdot R_e = \tau \tilde{\epsilon}|R_e|^2 - (\nabla \times R_m) \cdot R_e + e^{-\tau T} F \cdot R_e. 
$$

(2.8)

Next, taking the inner product of the both sides on (2.5) with $R_m$, we obtain

$$(\nabla \times R_e) \cdot R_m + \tau \mu |R_m|^2 - \tau (\mu_0 - \mu) V_m \cdot R_m = -e^{-\tau T} G \cdot R_m,$$  

that is

$$
\tau (\mu_0 - \mu) V_m \cdot R_m = \tau \mu |R_m|^2 - (\nabla \times R_e) \cdot R_m + e^{-\tau T} G \cdot R_m. 
$$

(2.9)

Since we have

$$
\nabla \cdot (R_e \times R_m) = R_m \cdot (\nabla \times R_e) - R_e \cdot (\nabla \times R_m),
$$

adding (2.8) and (2.9), we obtain

$$
\tau (\tilde{\epsilon}_0 - \tilde{\epsilon})V_e \cdot R_e + \tau (\mu_0 - \mu) V_m \cdot R_m \\
= \tau \tilde{\epsilon}|R_e|^2 + \tau \mu |R_m|^2 + \nabla \cdot (R_e \times R_m) + e^{-\tau T} (F \cdot R_e + G \cdot R_m).
$$

(2.10)

Integrating both sides on (2.10) over $\mathbb{R}^3$, we obtain

$$
\tau \int_{\mathbb{R}^3} \left\{ (\tilde{\epsilon}_0 - \tilde{\epsilon})V_e \cdot R_e + (\mu_0 - \mu) V_m \cdot R_m \right\} dx \\
= \tau \int_{\mathbb{R}^3} (\tilde{\epsilon}|R_e|^2 + \mu |R_m|^2) dx + e^{-\tau T} \int_{\mathbb{R}^3} (F \cdot R_e + G \cdot R_m) dx.
$$

(2.11)
Taking the inner product of the both sides on the first equation of (2.2) with $W_e$, we obtain

$$\nabla \times V_m \cdot W_e - \tau \tilde{\epsilon}_0 V_e \cdot W_e + f \cdot W_e = e^{-\tau T} \epsilon_0 E_0(x, T) \cdot W_e.$$  \hspace{1cm} (2.12)

Next, taking the inner product of the both sides on the first equation of (2.1) with $V_e$, we obtain

$$\nabla \times W_m \cdot V_e - \tau \tilde{\epsilon} W_e \cdot V_e + f \cdot V_e = e^{-\tau T} \epsilon E(x, T) \cdot V_e.$$  \hspace{1cm} (2.13)

Third, taking the inner product of the both sides on the second equation of (2.1) with $V_m$, we obtain

$$\nabla \times W_e \cdot V_m + \tau \mu W_m \cdot V_m = -e^{-\tau T} \mu H(x, T) \cdot V_m.$$  \hspace{1cm} (2.14)

Fourth, taking the inner product of the both sides on the second equation of (2.2) with $W_m$, we obtain

$$\nabla \times V_e \cdot W_m + \tau \mu_0 V_m \cdot W_m = -e^{-\tau T} \mu_0 H_0(x, T) \cdot W_m.$$  \hspace{1cm} (2.15)

It follows from (2.12) and (2.14) that

$$\nabla \cdot (V_m \times W_e) - \tau (\tilde{\epsilon}_0 V_e \cdot W_e + \mu W_m \cdot V_m) + f \cdot W_e$$

$$= e^{-\tau T} (\epsilon_0 E_0(x, T) \cdot W_e + \mu H(x, T) \cdot V_m)$$

and thus

$$\int_{\mathbb{R}^3} f \cdot W_e dx = \tau \int_{\mathbb{R}^3} (\tilde{\epsilon}_0 V_e \cdot W_e + \mu W_m \cdot V_m) dx$$

$$+ e^{-\tau T} \int_{\mathbb{R}^3} (\epsilon_0 E_0(x, T) \cdot W_e + \mu H(x, T) \cdot V_m) dx.$$  \hspace{1cm} (2.16)

It follows from (2.13) and (2.15) that

$$\nabla \cdot (W_m \times V_e) - \tau (\tilde{\epsilon} W_e \cdot V_e + \mu_0 V_m \cdot W_m) + f \cdot V_e$$

$$= e^{-\tau T} (\epsilon E(x, T) \cdot V_e + \mu_0 H_0(x, T) \cdot W_m)$$

and thus

$$\int_{\mathbb{R}^3} f \cdot V_e dx = \tau \int_{\mathbb{R}^3} (\tilde{\epsilon} W_e \cdot V_e + \mu_0 V_m \cdot W_m) dx$$

$$+ e^{-\tau T} \int_{\mathbb{R}^3} (\epsilon E(x, T) \cdot V_e + \mu_0 H_0(x, T) \cdot W_m) dx.$$  \hspace{1cm} (2.17)
Then from (2.11), (2.16) and (2.17) we obtain

\[
\begin{align*}
\int_{\mathbb{R}^3} f \cdot (W_e - V_e) dx & = \tau \int_{\mathbb{R}^3} \{ (\check{\epsilon}_0 - \check{\epsilon}) W_e \cdot V_e + (\mu - \mu_0) W_m \cdot V_m \} dx \\
& + e^{-\tau T} \int_{\mathbb{R}^3} (\epsilon_0 E_0(x, T) \cdot W_e - \epsilon E(x, T) \cdot V_e + \mu H(x, T) \cdot V_m - \mu_0 H_0(x, T) \cdot W_m) dx \\
& = \tau \int_{\mathbb{R}^3} \{ (\check{\epsilon}_0 - \check{\epsilon}) V_e \cdot V_e + (\mu - \mu_0) V_m \cdot V_m \} dx \\
& + \tau \int_{\mathbb{R}^3} \{ (\check{\epsilon}_0 - \check{\epsilon}) R_e \cdot V_e + (\mu - \mu_0) R_m \cdot V_m \} dx \\
& + e^{-\tau T} \int_{\mathbb{R}^3} (\epsilon_0 E_0(x, T) \cdot W_e - \epsilon E(x, T) \cdot V_e + \mu H(x, T) \cdot V_m - \mu_0 H_0(x, T) \cdot W_m) dx \\
& = \tau \int_{\mathbb{R}^3} \{ (\check{\epsilon}_0 - \check{\epsilon}) |V_e|^2 + (\mu - \mu_0)|V_m|^2 \} dx \\
& + \tau \int_{\mathbb{R}^3} \{ (\check{\epsilon}_0 - \check{\epsilon}) |V_e|^2 + (\mu - \mu_0)|V_m|^2 \} dx \\
& + \int_{\mathbb{R}^3} (\epsilon |R_e|^2 + \mu |R_m|^2 + 2(\mu - \mu_0) R_m \cdot V_m) dx + e^{-\tau T} \int_{\mathbb{R}^3} (F \cdot R_e + G \cdot R_m) dx \\
& + e^{-\tau T} \int_{\mathbb{R}^3} (\epsilon_0 E_0(x, T) \cdot W_e - \epsilon E(x, T) \cdot V_e + \mu H(x, T) \cdot V_m - \mu_0 H_0(x, T) \cdot W_m) dx.
\end{align*}
\]

Here write

\[
\mu |R_m|^2 + 2(\mu - \mu_0) R_m \cdot V_m = \mu \left| R_m + \frac{\mu - \mu_0}{\mu} V_m \right|^2 - \frac{(\mu - \mu_0)^2}{\mu} |V_m|^2.
\]

Now from the second equation on (1.10) and a combination of (2.6), (2.18) and (2.19) we obtain (2.7).

\(\square\)

**Lemma 2.1.** We have

\[
\|V_e\|_{L^2(\mathbb{R}^3)} = \|V_m\|_{L^2(\mathbb{R}^3)} = O(\tau^{-5/2}).
\]

and

\[
\|W_e\|_{L^2(\mathbb{R}^3)} = \|W_m\|_{L^2(\mathbb{R}^3)} = O(\tau^{-5/2}).
\]

**Proof.** Taking the inner product of the first equation on (2.2) with \(V_e\) we obtain

\[
\nabla \times V_m \cdot V_e - \tau \check{\epsilon}_0 |V_e|^2 + f \cdot V_e = e^{-\tau T} \epsilon_0 E_0(x, T) \cdot V_e.
\]

(2.22)
Taking the inner product of the second equation on (2.2) with $V_m$ we obtain

$$\nabla \times V_e \cdot V_m + \tau \mu_0 |V_m|^2 = -e^{-\tau T} \mu_0 H_0(x, T) \cdot V_m.$$  \hspace{1cm} (2.23)

A combination of (2.22) and (2.23) gives

$$\nabla \cdot (V_m \times V_e) - \tau (\epsilon_0 |V_e|^2 + \mu_0 |V_m|^2) + f \cdot V_e = e^{-\tau T} (\epsilon_0 E_0(x, T) \cdot V_e + \mu_0 H_0(x, T) \cdot V_m).$$

Thus, integrating both sides over $\mathbb{R}^3$ we obtain

$$\tau \int_{\mathbb{R}^3} \left( \epsilon_0 |V_e|^2 + \mu_0 |V_m|^2 \right) dx$$

$$+ \int_{\mathbb{R}^3} \left\{ (e^{-\tau T} \epsilon_0 E_0(x, T) - f) \cdot V_e + e^{-\tau T} \mu_0 H_0(x, T) \cdot V_m \right\} dx$$

$$= 0,$$

that is

$$\int_{\mathbb{R}^3} \left( \frac{\epsilon_0}{2\tau \epsilon_0} |V_e + \frac{e^{-\tau T} \epsilon_0 E_0(x, T) - f}{2\tau \epsilon_0}|^2 + \mu_0 \left| V_m + \frac{e^{-\tau T} H_0(x, T)}{2\tau} \right|^2 \right) dx$$

$$= \frac{1}{4\tau^2} \int_{\mathbb{R}^3} \left( \epsilon_0^{-1} |e^{-\tau T} \epsilon_0 E_0 - f|^2 + \mu_0 e^{-2\tau T} |H_0(x, T)|^2 \right) dx.$$  \hspace{1cm} (2.24)

Since

$$|V_e + \frac{e^{-\tau T} \epsilon_0 E_0(x, T) - f}{2\tau \epsilon_0}|^2 \geq \frac{1}{2} |V_e|^2 - \frac{1}{4\tau^2 \epsilon_0^2} |e^{-\tau T} \epsilon_0 E_0(x, T) - f|^2$$

and

$$|V_m + \frac{e^{-\tau T} H_0(x, T)}{2\tau}|^2 \geq \frac{1}{2} |V_m|^2 - \frac{1}{4\tau^2} e^{-2\tau T} |H_0(x, T)|^2,$$

from (2.24) we obtain

$$\frac{1}{2} \int_{\mathbb{R}^3} \left( \epsilon_0 |V_e|^2 + \mu_0 |V_m|^2 \right) dx$$

$$\leq \frac{1}{2\tau^2} \int_{\mathbb{R}^3} \left( \epsilon_0^{-1} |e^{-\tau T} \epsilon_0 E_0 - f|^2 + \mu_0 e^{-2\tau T} |H_0(x, T)|^2 \right) dx,$$

that is

$$\int_{\mathbb{R}^3} \left( \epsilon_0 |V_e|^2 + \mu_0 |V_m|^2 \right) dx$$

$$\leq \frac{1}{\tau^2} \int_{\mathbb{R}^3} \left( \epsilon_0^{-1} |e^{-\tau T} \epsilon_0 E_0 - f|^2 + \mu_0 e^{-2\tau T} |H_0(x, T)|^2 \right) dx.$$  

Therefore we obtain, as $\tau \to \infty$

$$\int_{\mathbb{R}^3} \left( \epsilon_0 |V_e|^2 + \mu_0 |V_m|^2 \right) dx = O(\tau^{-2}(e^{-2\tau T} + \|f\|^2_{L^2(\mathbb{R}^3)}))$$

and thus from (1.5) we obtain (2.20).
Since $W_e$ and $W_m$ satisfy (2.1), similarly to the derivation of (2.20), we obtain
\[
\|W_e\|_{L^2(\mathbb{R}^3)} = \|W_m\|_{L^2(\mathbb{R}^3)} = O(\tau^{-1}(e^{-\tau T} + \|f\|_{L^2(\mathbb{R}^3)})�).
\]
This together with (1.5) yields (2.21).

Lemma 2.2. We have, as $\tau \to \infty$
\[
\int_{\mathbb{R}^3} \left( \tilde{\epsilon} |R_e|^2 + \mu |R_m + \frac{\mu - \mu_0}{\mu} V_m|^2 \right) dx 
\leq \int_{\mathbb{R}^3} \left\{ \left( \frac{\tilde{\epsilon}_0 - \tilde{\epsilon}}{\tilde{\epsilon}} \right)^2 |V_e|^2 + \frac{(\mu - \mu_0)^2}{\mu} |V_m|^2 \right\} dx + O(\tau^{-7/2} e^{-\tau T}).
\]

Proof. It follows from (2.11) that
\[
\int_{\mathbb{R}^3} \tilde{\epsilon} |R_e|^2 + \left( \frac{e^{-\tau T} F}{\tau} - (\tilde{\epsilon}_0 - \tilde{\epsilon}) V_e \right) \cdot R_e dx 
+ \int_{\mathbb{R}^3} \mu |R_m|^2 + \left( (\mu - \mu_0) V_m + \frac{e^{-\tau T} G}{\tau} \right) \cdot R_m dx 
= 0.
\]
Rewrite this as
\[
\int_{\mathbb{R}^3} \tilde{\epsilon} \left| R_e + \frac{1}{2\tilde{\epsilon}} \left( \frac{e^{-\tau T} F}{\tau} - (\tilde{\epsilon}_0 - \tilde{\epsilon}) V_e \right) \right|^2 dx 
+ \int_{\mathbb{R}^3} \mu \left| R_m + \frac{\mu - \mu_0}{2\mu} V_m + \frac{e^{-\tau T} G}{2\mu \tau} \right|^2 dx 
= \frac{1}{4} \int_{\mathbb{R}^3} \left\{ \frac{1}{\tilde{\epsilon}} \left| \frac{e^{-\tau T} F}{\tau} - (\tilde{\epsilon}_0 - \tilde{\epsilon}) V_e \right|^2 + \frac{1}{\mu} \left| (\mu - \mu_0) V_m + \frac{e^{-\tau T} G}{\tau} \right|^2 \right\} dx.
\]
and
\[
\left| R_m + \frac{\mu - \mu_0}{2\mu} V_m + \frac{e^{-\tau T} G}{2\mu \tau} \right|^2 = \left| \left( R_m + \frac{\mu - \mu_0}{\mu} V_m \right) - \frac{1}{2\mu} \left( (\mu - \mu_0) V_m + \frac{e^{-\tau T} G}{\tau} \right) \right|^2.
\]
Applying the inequality \(|a + b|^2 \geq \frac{1}{2}|a|^2 - |b|^2\) to the left-hand side and using (2.20), we obtain

\[
\frac{1}{2} \int_{\mathbb{R}^3} \left( \tilde{\epsilon} \mathbf{R}_e^2 + \mu \left| \mathbf{R}_m + \frac{\mu - \mu_0}{\mu} \mathbf{V}_m \right|^2 \right) \, dx
\]

\[
\leq \frac{1}{2} \int_{\mathbb{R}^3} \frac{1}{\tilde{\epsilon}} e^{-\tau T} \mathbf{F}^2 \quad - (\tilde{\epsilon}_0 - \tilde{\epsilon}) V_e^2 \quad dx
\]

\[
+ \frac{1}{4} \int_{\mathbb{R}^3} \frac{1}{\mu} \left\{ \left| (\mu - \mu_0) V_m + \frac{\mu - \mu_0}{\tau} \right|^2 + \left| (\mu - \mu_0) \mathbf{V}_m - \frac{\mu - \mu_0}{\tau} \right|^2 \right\} \, dx
\]

\[
= O(\tau^{-2} e^{-2\tau T}) + O(\tau^{-1} e^{-\tau T} \tau^{-5/2}) + \int_{\mathbb{R}^3} \left\{ \frac{(\tilde{\epsilon}_0 - \tilde{\epsilon})^2}{2\tilde{\epsilon}} |V_e|^2 + \frac{(\mu - \mu_0)^2}{2\mu} |V_m|^2 \right\} \, dx.
\]

Therefore, as \(\tau \rightarrow \infty\) we obtain (2.25).

\(\square\)

Now we are ready to prove Theorem 1.1.

Applying (2.20), (2.21) and (2.25) to the right-hand side on (2.7) and the equations (1.10) we obtain (1.6). The estimate (1.7) is clearly valid. This completes the proof of Theorem 1.1.

### 3 Proof of Theorem 1.2

#### 3.1 A reduction to time independent case

In this subsection, we do not assume that \(\epsilon_0\), \(\mu_0\) and \(\sigma_0\) are constant.

Let \(V_e^0\) and \(V_m^0\) solve

\[
\begin{align*}
\nabla \times V_e^0 - \tau \tilde{\epsilon}_0 V_e^0 + f &= 0, \quad x \in \mathbb{R}^3, \\
\nabla \times V_m^0 + \tau \mu_0 V_m^0 &= 0, \quad x \in \mathbb{R}^3.
\end{align*}
\]

(3.1)

Using a similar argument to derive (2.20) and (2.25), we have

\[
\|V_e^0\|_{L^2(\mathbb{R}^3)} = \|V_m^0\|_{L^2(\mathbb{R}^3)} = O(\tau^{-5/2}).
\]

(3.2)

and

\[
\int_{\mathbb{R}^3} \left( \tilde{\epsilon}_0 |V_e - V_e^0|^2 + \mu_0 |V_m - V_m^0|^2 \right) \, dx = O(\tau^{-2} e^{-2\tau T}).
\]

(3.3)

Writing

\[
\begin{align*}
V_e = V_e + (V_e - V_e^0), \\
V_m = V_m + (V_m - V_m^0),
\end{align*}
\]

and applying (3.2) and (3.3), from Theorem 1.1 we obtain the following asymptotic estimates.

**Proposition 3.1.** We have, as \(\tau \rightarrow \infty\)

\[
I(\tau) \leq \tau \int_{\mathbb{R}^3} \left\{ \frac{\tilde{\epsilon}_0 (\tilde{\epsilon}_0 - \tilde{\epsilon}) |V_e^0|^2}{\epsilon} dx + (\mu - \mu_0) |V_m^0|^2 \right\} \, dx + O(\tau^{-5/2} e^{-\tau T})
\]

(3.4)

and

\[
I(\tau) \geq \tau \int_{\mathbb{R}^3} \left\{ (\tilde{\epsilon}_0 - \tilde{\epsilon}) |V_e^1|^2 + \frac{\mu_0}{\mu} (\mu - \mu_0) |V_m^0|^2 \right\} \, dx + O(\tau^{-5/2} e^{-\tau T}).
\]

(3.5)
Remark 3.1. It follows from (3.3) that
\[ \| V_e - V_0 \|_{L^2(\mathbb{R}^3)} = O(\tau^{-1} e^{-\tau T}) \]
and this together with (1.5) yields
\[ I(\tau) = \tilde{I}(\tau) + O(\tau^{-5/2} e^{-\tau T}), \]
where
\[ \tilde{I}(\tau) = \int_{\mathbb{R}^3} f \cdot (W_e - V_0^0) dx, \quad \tau > 0. \]
Therefore from (3.4) and (3.5) we have, as \( \tau \to \infty \)
\[ \tilde{I}(\tau) \leq \tau \int_{\mathbb{R}^3} \left\{ \frac{\epsilon_0}{\epsilon} (\epsilon_0 - \epsilon) |V_e^0|^2 dx + (\mu - \mu_0) |V_m^0|^2 \right\} dx + O(\tau^{-5/2} e^{-\tau T}) \]
and
\[ \tilde{I}(\tau) \geq \tau \int_{\mathbb{R}^3} \left\{ (\epsilon_0 - \epsilon) |V_e^0|^2 + \frac{\mu_0}{\mu} (\mu - \mu_0) |V_m^0|^2 \right\} dx + O(\tau^{-5/2} e^{-\tau T}). \]
This means that, instead of the original indicator function, it is possible to use another indicator function \( \tilde{I}(\tau) \).

Needless to say, when \( \epsilon_0, \mu_0, \) and \( \sigma_0 \) are constant, one obtains the completely same result as Theorem 1.2 for this indicator function.

3.2 The solutions of the system (3.1) in the case when \( \epsilon_0, \mu_0 \) and \( \sigma_0 \) are constant

In this subsection we assume that \( \epsilon_0, \mu_0 \) and \( \sigma_0 \) are constant. Then, the system (3.1) is equivalent to the equation
\[ \nabla \times \nabla \times V_e^0 + \tau^2 \tilde{\epsilon}_0 \mu_0 V_e^0 - \tau \mu_0 f = 0 \quad (3.6) \]
and
\[ V_m^0 = -\frac{1}{\tau \mu_0} \nabla \times V_e^0. \quad (3.7) \]
Let us recall how to construct the solutions of equation (3.6), which has been done in [12].

Hereafter we simply write \( V_e^0 = V \). Following [1], we write the solution of (3.6) in the form
\[ V = V_0 + V_1 \]
Then, one has the expression
\[ \nabla \times \nabla \times V + \tau^2 \tilde{\epsilon}_0 \mu_0 V - \tau \mu_0 f(x, \tau) \]
\[ = \left\{ -(\Delta - \tau^2 \tilde{\epsilon}_0 \mu_0) V_0 - \tau \mu_0 f(x, \tau) \right\} + \left( \tau^2 \tilde{\epsilon}_0 \mu_0 V_1 + \nabla (\nabla \cdot V_0) \right) + \nabla \times \nabla \times V_1. \]
From this we see that if
\[ (\Delta - \tau^2 \tilde{\epsilon}_0 \mu_0) V_0 + \tau \mu_0 f(x, \tau) = 0 \quad (3.8) \]
and
\[ \tau^2 \tilde{\epsilon}_0 \mu_0 V_1 + \nabla (\nabla \cdot V_0) = 0, \quad (3.9) \]
then \( \nabla \times V_1 = 0 \), and thus \( V = V_0 + V_1 \) satisfies (3.6).

Note also from (3.9) we have
\[ V_e^0 = V_0 - (\tau^2 \tilde{\epsilon}_0 \mu_0)^{-1} \nabla (\nabla \cdot V_0) \]
(3.10)
and the explicit form of $\mathbf{V}_0 \in L^2(\mathbb{R}^3)^3$ satisfying (3.8).

By (18) in [12] we know that $\mathbf{V}_e^0$ given by (3.10) is smooth outside $B$ and has the form

$$
\mathbf{V}_e^0 = K(\tau)\tilde{f}(\tau)v\mathbf{M}a \quad x \in \mathbb{R}^3 \setminus \overline{B},
$$

where $v = v(x, \tau)$ has the form

$$
v(x, \tau) = \frac{e^{-\tau \sqrt{\mu_0\epsilon_0|x-p|}}}{|x-p|},
$$

and

$$
K(\tau) = \frac{\mu_0 \tau \varphi(\tau \sqrt{\mu_0\epsilon_0 |\eta|})}{(\tau \sqrt{\mu_0\epsilon_0})^3},
$$

and

$$
\varphi(\xi) = \xi \cosh \xi - \sinh \xi
$$

and

$$
\begin{align*}
M &= M(x; \tau) = AI_3 - B \frac{x-p}{|x-p|} \otimes \frac{x-p}{|x-p|}, \\
A &= A(x, \tau) = 1 + \frac{1}{\tau \sqrt{\mu_0\epsilon_0}} \left( \frac{1}{|x-p|} + \frac{1}{\tau \sqrt{\mu_0\epsilon_0}|x-p|^2} \right), \\
B &= B(x, \tau) = 1 + \frac{3}{\tau \sqrt{\mu_0\epsilon_0}} \left( \frac{1}{|x-p|} + \frac{1}{\tau \sqrt{\mu_0\epsilon_0}|x-p|^2} \right).
\end{align*}
$$

And from (3.7) and (3.11) we obtain

$$
\mathbf{V}_m^0 = -\frac{1}{\tau \mu_0} K(\tau)\tilde{f}(\tau) \nabla v \times (\mathbf{M}a), \quad x \in \mathbb{R}^3 \setminus \overline{B}.
$$

The expression (3.11) is a simple application of the mean value theorem [4] for the modified Helmholtz equation to the explicit form of $\mathbf{V}_0$.

Lemma 3.1. Let $x \in \mathbb{R}^3 \setminus \overline{B}$. We have

$$
|\mathbf{V}_e^0|^2 = K(\tau)^2 \tilde{f}(\tau)^2 v^2 \left\{ A^2 |a \times \frac{x-p}{|x-p|}|^2 + (B - A)^2 \left( a \cdot \frac{x-p}{|x-p|} \right)^2 \right\}
$$

and

$$
|\mathbf{V}_m^0|^2 = K(\tau)^2 \tilde{f}(\tau)^2 v^2 \left( \sqrt{\frac{\epsilon_0}{\mu_0} + \frac{1}{\tau \mu_0 |x-p|}} \right)^2 A^2 |a \times \frac{x-p}{|x-p|}|^2.
$$

Proof. Since $M^T = M$ and

$$
M^2 = A^2 I_3 + (B^2 - 2AB) \frac{x-p}{|x-p|} \otimes \frac{x-p}{|x-p|},
$$

we have

$$
|\mathbf{M}a|^2 = M^T \mathbf{M}a \cdot a
$$

and

$$
= A^2 + (B^2 - 2AB) \left( a \cdot \frac{x-p}{|x-p|} \right)^2
$$

$$
= A^2 |a \times \frac{x-p}{|x-p|}|^2 + (B - A)^2 \left( a \cdot \frac{x-p}{|x-p|} \right)^2.
$$

Thus, from (3.11) one gets (3.13).
On the other hand, it follows from (3.12) that

$$|V_0^m|^2 = (\tau \mu_0)^{-2} K(\tau)^2 \tilde{f}(\tau)^2 |\nabla v \times (Ma)|^2.$$ 

Here we have

$$|\nabla v \times (Ma)|^2 = |\nabla v|^2 |Ma|^2 - (MV \cdot a)^2,$$

$$\nabla v = - \left( \tau \sqrt{\mu_0 \epsilon_0} + \frac{1}{|x - p|} \right) \frac{x - p}{|x - p|} v$$

and

$$M \frac{x - p}{|x - p|} = (A - B) \frac{x - p}{|x - p|}.$$ 

Thus, we have

$$M \nabla v = -(A - B) \left( \tau \sqrt{\mu_0 \epsilon_0} + \frac{1}{|x - p|} \right) \frac{x - p}{|x - p|} v$$

and hence

$$(M \nabla v \cdot a)^2 = (A - B)^2 \left( \tau \sqrt{\mu_0 \epsilon_0} + \frac{1}{|x - p|} \right)^2 \left( a \cdot \frac{x - p}{|x - p|} \right)^2 v^2.$$ 

Thus one gets

$$|\nabla v \times (Ma)|^2 = \left( \tau \sqrt{\mu_0 \epsilon_0} + \frac{1}{|x - p|} \right)^2 v^2 A^2 \left| a \times \frac{x - p}{|x - p|} \right|^2.$$ 

Therefore we have the expression

$$|V_0^m|^2 = (\tau \mu_0)^{-2} K(\tau)^2 \tilde{f}(\tau)^2 \left( \tau \sqrt{\mu_0 \epsilon_0} + \frac{1}{|x - p|} \right)^2 v^2 A^2 \left| a \times \frac{x - p}{|x - p|} \right|^2.$$ 

This yields (3.14).

\[\square\]

### 3.3 Finishing the proof of Theorem 1.2

From (3.11) and (3.12) together with Proposition 3.1, one immediately see that the statement (i) in Theorem 1.2 is valid.

The following two lemmata clarify the meaning of the jump conditions (A.I) and (A.II) in the statement (ii). Once we have those lemmata, using (1.13) and Proposition 3.1 we immediately finish the proof of (ii).

**Lemma 3.2.** (i) If there exists a positive constant $C_4$ such that, for almost all $x \in D$

$$\frac{\epsilon_0}{\epsilon} (\epsilon_0 - \epsilon) + (\mu - \mu_0) \cdot \frac{\epsilon_0}{\mu_0} \leq -C_4,$$  

then, we have

$$\int_{\mathbb{R}^3} \left\{ \frac{\epsilon_0}{\epsilon} (\epsilon_0 - \epsilon) |V_e|^2 + (\mu - \mu_0) |V_m|^2 \right\} dx \leq -C_5 \tau - \kappa K(\tau)^2 (\tilde{f}(\tau))^2 e^{-2\tau \sqrt{\mu_0 \epsilon_0} \text{dist}(D,B)},$$

where $C_5$ is a positive constant and

$$\kappa = \begin{cases} 
3 & \text{if (B.I) or (B.II) is satisfied}, \\
2 & \text{if (B.III) is satisfied}.
\end{cases}$$
(ii) If there exists a positive constant $C_6$ such that, for almost all $x \in D$

$$\frac{\epsilon_0}{\mu}(\mu - \mu_0) \geq C_6,$$

then, we have

$$\int_{\mathbb{R}^3} \left\{ (\epsilon_0 - \tilde{\epsilon}) |V_0|^2 + \frac{\mu_0}{\mu} (\mu - \mu_0)|V_0|^2 \right\} \, dx \geq C_7 \tau^{-\kappa} K(\tau)^2 (\tilde{f}(\tau))^2 e^{-2\tau \sqrt{\mu_0 \epsilon_0} \text{dist}(D, B)},$$

where $C_7$ is a positive constant and $\kappa$ is the same constant as (i).

**Lemma 3.3.** (3.15) and (3.17) are equivalent to (A.I) and (A.II), respectively.

**Proof of Lemma 3.2.** It follows from (3.13) and (3.14) that

$$\frac{\epsilon_0}{\epsilon}(\epsilon_0 - \tilde{\epsilon}) |V_0|^2 + (\mu - \mu_0)|V_0|^2$$

$$= \left\{ \frac{\epsilon_0}{\epsilon}(\epsilon_0 - \tilde{\epsilon}) + (\mu - \mu_0) \left( \sqrt{\frac{\epsilon_0}{\mu_0}} + \frac{1}{\tau \mu_0 |x - p|} \right)^2 \right\} K(\tau)^2 (\tilde{f}(\tau))^2 v^2 A^2 \left| a \times \frac{x - p}{|x - p|} \right|^2$$

$$+ \frac{\epsilon_0}{\epsilon}(\epsilon_0 - \tilde{\epsilon}) K(\tau)^2 (\tilde{f}(\tau))^2 v^2 (B - A)^2 \left( a \cdot \frac{x - p}{|x - p|} \right)^2.$$

Here from (1.8) and (1.9) we have

$$\frac{\epsilon_0}{\epsilon}(\epsilon_0 - \tilde{\epsilon}) = \frac{\epsilon_0}{\epsilon}(\epsilon_0 - \epsilon) + O\left( \frac{1}{\tau} \right),$$

$$\frac{\epsilon_0}{\epsilon}(\epsilon_0 - \tilde{\epsilon}) + (\mu - \mu_0) \left( \sqrt{\frac{\epsilon_0}{\mu_0}} + \frac{1}{\tau \mu_0 |x - p|} \right)^2$$

$$= \frac{\epsilon_0}{\epsilon}(\epsilon_0 - \epsilon) + (\mu - \mu_0) \cdot \frac{\epsilon_0}{\mu_0} + O\left( \frac{1}{\tau} \right)$$

and

$$\left\{ \begin{array}{l}
A^2 = 1 + O\left( \frac{1}{\tau} \right), \\
(A - B)^2 = \frac{4}{\tau^2 \mu_0 \epsilon_0} \cdot \frac{1}{|x - p|^2} \left( 1 + O\left( \frac{1}{\tau} \right) \right),
\end{array} \right.$$}

uniformly with respect to $x \in D$.

Thus, from (3.19) one gets

$$\frac{\epsilon_0}{\epsilon}(\epsilon_0 - \tilde{\epsilon}) |V_0|^2 + (\mu - \mu_0)|V_0|^2$$

$$= \left\{ \frac{\epsilon_0}{\epsilon}(\epsilon_0 - \epsilon) + (\mu - \mu_0) \cdot \frac{\epsilon_0}{\mu_0} + O\left( \frac{1}{\tau} \right) \right\} K(\tau)^2 (\tilde{f}(\tau))^2 v^2 \left| a \times \frac{x - p}{|x - p|} \right|^2$$

$$+ \frac{4}{\tau^2 \mu_0 \epsilon_0 |x - p|^2} K(\tau)^2 (\tilde{f}(\tau))^2 v^2 \left( \frac{\epsilon_0}{\epsilon}(\epsilon_0 - \epsilon) + O\left( \frac{1}{\tau} \right) \right) \left( a \cdot \frac{x - p}{|x - p|} \right)^2.$$
Since we have
\[
(a \cdot \frac{x-p}{|x-p|})^2 = 1 - |a \times \frac{x-p}{|x-p|}|^2,
\]
we obtain
\[
\frac{\delta_0}{\epsilon} (\epsilon_0 - \epsilon) |V_0^0|^2 + (\mu - \mu_0) |V_0^0|^2
\]
\[
= \left\{ \frac{\epsilon_0}{\epsilon} (\epsilon_0 - \epsilon) + (\mu - \mu_0) \cdot \frac{\epsilon_0}{\mu_0} + O\left( \frac{1}{\tau} \right) \right\} K(\tau)^2(f(\tau))^2 v^2 \left| a \times \frac{x-p}{|x-p|} \right|^2
\]
\[
+ \frac{4}{\mu_0 \epsilon_0 |x-p|^2} K(\tau)^2(f(\tau))^2 v^2 \left( \frac{\epsilon_0}{\epsilon} (\epsilon_0 - \epsilon) + O\left( \frac{1}{\tau} \right) \right).
\]
(3.20)

First consider the case when (B.I) is satisfied.

By Lemmas A.3 in [16], we have
\[
\tau^3 \int_D v^2 \left| a \times \frac{x-p}{|x-p|} \right|^2 dx \geq C e^{-2\tau \sqrt{\epsilon_0 \mu_0}} \text{dist} (\{p\}, \partial D).
\]
(3.21)

Note this is a consequence of the assumption: there exists a point \( q \in \partial D \cap \mathcal{S}(p, \partial D) \) such that \( \partial D \) is locally given by a graph of \( C^2 \) function on the tangent plane of \( \partial D \) at \( q \).

We need also a sharp bound of \( \|v\|_{L^2(D)} \). Let \( q_j, j = 1, \ldots, m \) be all the points in the first reflector from the point \( p \). By the curvature assumption in statement (ii), for each \( j = 1, \ldots, m \) one can find an open ball \( B_j' \) centered at \( q_j \) and a positive number \( \lambda_j > 0 \) such that the set \( D \cap B_j' \) is contained in the open ball \( B_j'' = \{ x \in R^3 \mid |x - (q_j - \lambda_j \nu_{q_j})| < \lambda_j \} \). And one may choose the balls \( B_j', j = 1, \ldots, m \) in such a way that \( B_j'' \cap B_j' = \emptyset \) if \( j \neq j' \) and \( |x - p| \geq \text{dist} (\{p\}, \partial D) + c \) for all \( x \in D \setminus \cup_{j=1}^m B_j' \) with a positive constant \( c \). Note that \( \text{dist} (\{p\}, \partial D) = \text{dist} (\{p\}, \partial B_j'') = |p - q_j| \).

Then one has
\[
\int_D v^2 dx = \sum_{j=1}^m \int_{D \cap B_j'} v^2 dx + \int_{D \setminus \cup_{j=1}^m B_j'} v^2 dx
\]
\[
\leq \sum_{j=1}^m \int_{B_j''} e^{-2\tau \sqrt{\epsilon_0 \mu_0} |x-p|} |x-p|^2 dx + O(e^{-2\tau \sqrt{\epsilon_0 \mu_0} \text{dist} (\{p\}, \partial D) - \epsilon' \tau})
\]
\[
\leq C \sum_{j=1}^m \int_{B_j''} e^{-\sqrt{\epsilon_0 \mu_0} (2\tau) |x-p|} |x-p| dx + O(e^{-2\tau \sqrt{\epsilon_0 \mu_0} \text{dist} (\{p\}, \partial D) - \epsilon' \tau})
\]
\[
= C \sum_{j=1}^m \frac{4\pi \nu (2\sqrt{\epsilon_0 \mu_0} \tau \lambda_j) e^{-2\tau \sqrt{\epsilon_0 \mu_0} |p - (q_j - \lambda_j \nu_{q_j})|}}{(2\sqrt{\epsilon_0 \mu_0} \tau)^3 |p - (q_j - \lambda_j \nu_{q_j})|} + O(e^{-2\tau \sqrt{\epsilon_0 \mu_0} \text{dist} (\{p\}, \partial D) - \epsilon' \tau})
\]
\[
= O(\tau^2 e^{-2\tau \sqrt{\epsilon_0 \mu_0} \text{dist} (\{p\}, \partial D)},
\]
(3.22)

where \( \epsilon' = 2 \sqrt{\epsilon_0 \mu_0} c \). Note that, at the last step we have applied the mean value theorem [4] to the integral over \( B_j'' \) and the equation \( |p - (q_j - \lambda_j \nu_{q_j})| = |p - q_j| + \lambda_j \).

By Lemma A.4 in [16], we have, as \( \tau \to \infty \)
\[
\tau^2 \int_D v^2 dx \geq C' e^{-2\tau \sqrt{\epsilon_0 \mu_0} \text{dist} (\{p\}, \partial D)}
\]
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provided $\partial D$ is locally given by a graph of a $C^2$ function on the tangent plane of $\partial D$ at a point $q \in \partial D \cap S(p, \partial D)$. So the upper bound (3.22) is sharp.

Now applying estimates (3.21) and (3.22) to the integral of right-hand side on (3.20) over $D$ together with (3.15), we obtain (3.16).

Before describing the case when (B.II) is satisfied, it has better to consider the case when (B.III) is satisfied.

From the proof of Lemmas A.3 in [16], we have
\[
\tau^2 \int_D v^2 \left| a \times \frac{x - p}{|x - p|} \right|^2 \, dx \geq C e^{-2\tau \sqrt{\rho \mu_0} \text{dist}((p), \partial D)}. \tag{3.23}
\]

Note this is a consequence of the assumption: there exists a point $q \in \partial D \cap S(p, \partial D)$ such that $\partial D$ is locally given by a graph of $C^2$ function on the tangent plane of $\partial D$ at $q$ and $a \times \nu_q \neq 0$.

On the other hand, we have
\[
\int_D v^2 \, dx = O(\tau^{-1}) e^{-2\tau \sqrt{\rho \mu_0} \text{dist}((p), \partial D)}. \tag{3.24}
\]

This is because of:
(a) the trivial estimate
\[
\int_D v^2 \, dx \leq C^{-1} \int_D \frac{e^{-s|x-p|}}{|x-p|} \, dx, \tag{3.25}
\]
where $s = 2\sqrt{\rho \mu_0} \tau$ and $C = \text{dist}((p), \partial D)$;
(b) the surface integral expression
\[
\int_D \frac{e^{-s|x-p|}}{|x-p|} \, dx = -s^{-1} \int_{\partial D} e^{-s|x-p|} \left( 1 + \frac{1}{s|x-p|} \right) \frac{x - p}{|x-p|^2} \cdot \nu_x \, dS_x, \tag{3.26}
\]
which is the consequence the equation
\[
\Delta \left( \frac{e^{-s|x-p|}}{|x-p|} \right) = s^2 \frac{e^{-s|x-p|}}{|x-p|}
\]
and integration by parts.

Needless to say, after having (3.23) and (3.24) we obtain the desired conclusion.

Finally consider the case when (B.II) is satisfied. In this case one can apply the Laplace method [2] to the surface integral of the right-hand side on (3.26). See also [12]. The result is
\[
\int_{\partial D} e^{-s|x-p|} \left( 1 + \frac{1}{s|x-p|} \right) \frac{x - p}{|x-p|^2} \cdot \nu_x \, dS_x
\]
\[
\sim -s^{-1} \pi e^{-s \text{dist}((p), \partial D)} \text{dist}((p), \partial D) \sum_{q \in \partial D \cap S(p, \partial D)} \frac{1}{\sqrt{\det(S_q(S(p, \partial D)) - S_q(\partial D))}}.
\]

Thus (3.25) and (3.26) yields the estimate
\[
\int_D v^2 \, dx = O(\tau^{-2}) e^{-2\tau \sqrt{\rho \mu_0} \text{dist}((p), \partial D)}.
\]

Now a combination of this and (3.21) yields the desired conclusion.
To obtain (3.18) write
\[
(\epsilon_0 - \epsilon)|V_e^0|^2 + \frac{\mu_0}{\mu} (\mu - \mu_0)|V_m^0|^2
\]
\[
= \left\{ (\epsilon_0 - \epsilon) + \frac{\mu_0}{\mu} (\mu - \mu_0) \left( \frac{\epsilon_0}{\mu_0} + \frac{1}{\tau \mu_0 |x-p|} \right)^2 \right\} \frac{K(\tau)^2 (f(\tau))^2 v^2 A^2}{\tau^2 |x-p|^2} \left| a \cdot \frac{x-p}{|x-p|} \right|^2
\]
\[
+ (\epsilon_0 - \epsilon)K(\tau)^2 (f(\tau))^2 v^2 (B - A)^2 \left( a \cdot \frac{x-p}{|x-p|} \right)^2
\]
\[
= \left\{ (\epsilon_0 - \epsilon) + \frac{\mu_0}{\mu} (\mu - \mu_0) + O(\frac{1}{\tau}) \right\} \frac{K(\tau)^2 (f(\tau))^2 v^2 A^2}{\tau^2 |x-p|^2} \left| a \cdot \frac{x-p}{|x-p|} \right|^2
\]
\[
+ \frac{4}{\tau^2 \mu_0 \epsilon_0 |x-p|^2} K(\tau)^2 (f(\tau))^2 v^2 \left( (\epsilon_0 - \epsilon) + O(\frac{1}{\tau}) \right) \left( \epsilon_0 - \epsilon + O(\frac{1}{\tau}) \right).
\]

Then the remaining parts are similarly done provided (3.17) is valid.

Proof of Lemma 3.3. Write
\[
\frac{\epsilon_0}{\epsilon} (\epsilon_0 - \epsilon) + (\mu - \mu_0) \cdot \frac{\epsilon_0}{\mu_0} = \epsilon_0 \left\{ \frac{1}{\epsilon} (\epsilon_0 - \epsilon) + (\mu - \mu_0) \cdot \frac{1}{\mu_0} \right\}.
\]

We have
\[
\frac{1}{\epsilon} (\epsilon_0 - \epsilon) + (\mu - \mu_0) \cdot \frac{1}{\mu_0} = \frac{1}{\epsilon_r} - 1 + \mu_r - 1.
\]

Now the equivalence of (A.I) and (3.15) is clear.

The equivalence of (A.II) and (3.17) is clear since we have
\[
(\epsilon_0 - \epsilon) + \frac{\epsilon_0}{\mu} (\mu - \mu_0) = \epsilon_0 \left\{ \frac{1}{\epsilon_0} (\epsilon_0 - \epsilon) - \frac{1}{\mu_0} (\mu_0 - \mu) \right\}
\]
\[
= \epsilon_0 \left( 1 - \epsilon_r + 1 - \frac{1}{\mu_r} \right).
\]

4 Further problems

Here we point out some of problems to be solved.

- The first problem is to find extraction formulae of the jump of $\mu_r$ and $\epsilon_r$ on $\partial D$. This is an extraction problem of a quantitative property of unknown obstacles. For an impenetrable obstacle with the Leontovich boundary condition, we have already given an extraction formula of the values of the coefficient in the boundary condition by using the time domain enclosure
method, see [17]. See also [14] for a scalar wave case with a dissipative boundary condition on the surface of an obstacle.

- The second one is to consider the case when an unknown penetrable obstacle is embedded in a two layered homogeneous background medium. It will be possible to extend the results in [20, 21] which considered a scalar wave equation case, to the Maxwell system one.

- The third one is the case when the background medium is general inhomogeneous case. For a scalar wave equation case we have a result in [11]. The proof fully makes use of the advantage that the governing equation is single. So it would be interesting to extend the result to the Maxwell system.

- Theorem 1.1 can be extended to the case when the obstacle is inhomogeneous anisotropic and embedded in an inhomogeneous anisotropic medium. Then it would be interesting to consider problems similar to those mentioned above.

- It would be interesting to consider also find an obstacle embedded in a dispersive metamaterial in the framework of the direct problem studied in [23]. In particular, is there any theorem like Theorem 1.1?
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