Two-Dimensional Simulations of Internal Gravity Waves in The Radiation Zones of Intermediate-Mass Stars
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ABSTRACT
Intermediate-mass main sequence stars have large radiative envelopes overlying convective cores. This configuration allows internal gravity waves (IGWs) generated at the convective-radiative interface to propagate towards the stellar surface. The signatures of these waves can be observed in the photometric and spectroscopic data from stars. We have studied the propagation of these IGWs using two-dimensional fully-non-linear hydrodynamical simulations with realistic stellar reference states from the one-dimensional stellar evolution code, Modules for Stellar Astrophysics (MESA). When a single wave is forced, we observe wave self-interaction. When two waves are forced, we observe non-linear interaction (i.e. triadic interaction) between these waves forming waves at different wavelengths and frequencies. When a spectrum of waves similar to that found in numerical simulations is forced, we find that the surface IGW frequency slope is consistent with recent observations. This power law is similar to that predicted by linear theory for the wave propagation, with small deviations which can be an effect of nonlinearities. When the same generation spectrum is applied to 3 M⊙ models at different stellar rotation and ages, the surface IGW spectrum slope is very similar to the generation spectrum slope.
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1 INTRODUCTION
The propagation of internal gravity waves, or IGWs, within the confinement of the Earth’s atmosphere is a well-researched topic (Staquet & Sommeria 2002; Fritts & Alexander 2003; Sutherland 2010). However, their properties in celestial objects and in particular, stars, are not clearly understood. Most importantly, the role of IGWs in the transport of angular momentum and energy within the radiation zones of stars has been the focus of significant research for a variety of stellar systems such as solar-like stars with convective envelopes and radiative cores (Rogers & Glatzmaier 2005; Barker & Ogilvie 2010), more massive stars with radiative envelopes and convective cores (Rogers et al. (2013), Edelmann et al. (2019)) and evolved stars (Fuller et al. 2014).

The generation of a broad spectrum of IGWs in stars has been mainly attributed to convective processes. One of the earliest works on this was by Press (1981), which investigated the formation of IGWs through Reynolds stress arising from turbulent convection. The source terms for generation were originally derived in Goldreich & Keeley (1977) for sound waves. Many works that followed such as Goldreich & Kumar (1990), Kumar et al. (1999) and Lecoanet & Quataert (2013) extended this formulation. Another possible IGW generation model is the plume model. In a more recent publication, Pinçon et al. (2016) theoretically investigated how convective plumes generate an IGW spectrum as a function of plume size and incursion time. Edelmann et al. (2019) found that three-dimensional numerical simulations of a star with a convective core and a radiative envelope agreed with the theoretical spectrum in Pinçon et al. (2016).

IGWs in stars can either be inward-travelling waves or outward-travelling waves, depending on the location of the convection zones. At zero-age main sequence (ZAMS), stars up to 1.6 M⊙ have radiative cores and convective envelopes while stars with masses above 1.6 M⊙ tend to have radiative envelopes and convective cores. Higher mass stars usually develop intermediate or surface convection zones as they age, which also produce inward-travelling IGWs. In this work, however, we consider only stars with convective cores and radiative envelopes.
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When considering only linear propagation of IGWs in stars, they are expected to undergo two main processes in the linear regime: amplitude increase due to density stratification and damping due to radiative diffusion. The amplitude also varies due to the spreading out of waves (geometric effect) and the Brunt–Väisälä frequency, but to a lesser degree. The collection of effects mentioned above affects the shape of the surface IGW spectrum. If the amplitude of a particular IGW exceeds a nonlinearity threshold, this wave can break, leading to a large amount of angular momentum transfer and mixing. Press (1981) combined the linearised versions of the Boussinesq equations and anelastic equations with Wentzel-Kramers-Brillouin (WKB) theory to formulate a linear propagation equation for IGWs in stars, with radiative diffusion taken into account. Zahn et al. (1997) used this formulation to investigate the angular momentum transport in the solar interior. More recently, Ratnasingam et al. (2019) showed that with the application of linear theory to IGWs, the fraction of waves that become non-linear varies depending on the stellar mass, age, metallicity and generation spectra for intermediate-mass to massive stars.

When nonlinearity is considered, one of the possible interactions that can occur is triadic interaction. Generally, triad interactions refer to a two-wave interaction to generate a third wave. When this process occurs at a very high rate due to the interacting wave amplitudes being large, interaction between the third wave and the initial waves produces even more waves rapidly, which can be considered as the wave breaking process. Barker & Ogilvie (2010) showed that tidal interactions between a solar-like star and a planet in an orbit can cause efficient wave breaking when a particular criterion is satisfied. Rogers et al. (2012) showed that the IGWs and their non-linear interactions of IGW can contribute to the reversal of stellar surface rotation.

The main aim of this work is to investigate the properties of IGWs at the surface of stars with radiative envelopes and convective cores. It will serve as an extension to Ratnasingam et al. (2019), which considered linear IGWs only. We achieve this aim by running two-dimensional (2D) annulus simulations of the radiative zones with different IGW generation spectra. The background reference states are obtained from the one-dimensional (1D) stellar evolution code MESA (Paxton et al. 2011). This work uses realistic background stellar thermal diffusivities, whilst previous works on IGW simulation (Rogers & Glatzmaier 2005; Rogers et al. 2013; Edelmann et al. 2019) use much higher thermal diffusivities to maintain numerical stability. Furthermore, we were able to use the full extent of the radiation zone, excluding sub-surface convection zones, which has not been done in previous work due to the large density variation from the core to the surface.

This paper is structured into 5 sections. Section 2 is on background theory which connects the non-linear simulations done for this paper to the work done on linear theory. This section ends with a subsection on the different generation spectra of IGWs tested in this work. Section 3 explains the work done to resolve the IGWs in our simulations. Section 4 describes our results for monochromatic wave simulations, two-wave simulations and multiple wave simulations. The final section of the paper summarises and concludes this work.

## 2 BACKGROUND THEORY AND METHODS

### 2.1 Nonlinear Simulations

Our non-linear simulations were run using a pseudo-spectral code written for solving the Navier-Stokes equations in the anelastic approximation (Eq. (1) – Eq. (3)), within the geometry of an equatorial slice of the chosen stellar model (Rogers & Glatzmaier 2005). The equations are solved using a finite-difference scheme in the radial direction and the Fourier spectral method in the azimuthal direction. The Adams-Bashforth timestepping method is applied to the non-linear terms while the Crank-Nicolson method is applied to the linear terms. The equations are

\[ \nabla \cdot \hat{\rho} \mathbf{v} = 0, \quad (1) \]

\[ \frac{\partial \mathbf{v}}{\partial t} = \left( -\mathbf{v} \cdot \nabla \right) \mathbf{v} - \nabla \left( \frac{\mathbf{P}}{\hat{\rho}} \right) - C \hat{\Omega} \times \mathbf{v} + 2(\mathbf{v} \times \hat{\Omega}) + \nabla \left( \frac{1}{3} \mathbf{v} (\nabla \cdot \mathbf{v}) \right), \quad (2) \]

\[ \frac{\partial T}{\partial t} = -\left( \mathbf{v} \cdot \nabla \right) T + (\gamma - 1) T \hat{h}_p \nu_r - \nu_r \left( \frac{\partial T}{\partial r} - (\gamma - 1) \hat{h}_0 \right) + \frac{1}{c_v \hat{p}} \nabla \cdot (c_p \hat{\rho} \nabla T) + \frac{1}{c_v \hat{p}} \mathbf{v} \cdot (c_p \hat{\rho} \nabla \mathbf{v}), \quad (3) \]

where \( \rho, T, P \) are the perturbation density, temperature and pressure respectively whilst the same quantities with an over-line represent reference state quantities which vary only with radius, velocity, \( \nu_r \), and the tangential velocity, \( \nu_\theta \), together form the velocity vector, \( \mathbf{v} \). The negative inverse density scale height is represented by \( h_\rho \). The rotational angular velocity and viscosity are represented by \( \hat{\Omega} \) and \( \nabla \). The adiabatic constant, \( \gamma \) is set to be 5/3. The specific heat capacity at constant volume, specific heat capacity at constant pressure and thermal diffusivity are represented by \( c_v \), \( c_p \) and \( \hat{\rho} \) respectively. The reference state gravity is represented by \( \hat{g} \). The co-density, \( C \), is

\[ C = -\frac{1}{\hat{T}} \left( T + \frac{1}{\hat{\rho} \hat{p}} \frac{\partial \hat{T}}{\partial \hat{r}} \hat{P} \right). \quad (4) \]

The temperature perturbation, \( T \), was set to zero at both the bottom and top boundaries of the simulation domain. The radial velocities, \( \nu_r \), were set to zero at the top boundary and forced at the bottom boundary to mimic wave generation. For the horizontal velocities, \( \nu_\theta \) at the top boundary, a stress-free boundary condition was imposed. At the bottom boundary, the divergence-free mass-flux condition (see Eq. (1)) ensures that \( \nu_\theta \) is forced because in our simulations, we set \( \nu_r \) through the streamfunction, \( \psi \) (see Eq. (15) in Section 2.3).

To simplify computations, we introduce a streamfunction, \( \psi \), which is defined through its relation with the radial and horizontal velocities:

\[ \nu_r = \frac{1}{\hat{\rho}} \frac{\partial \psi}{\partial \hat{\theta}}, \quad \nu_\theta = -\frac{1}{\hat{\rho}} \frac{\partial \psi}{\partial \hat{r}}. \quad (5) \]

This allows us to write Eq. (2) in terms of vorticity, defined as \( \nabla \times \mathbf{v} \), which reduces the number of equations needed to be solved and ensures that the divergence-free mass flux criterion is fulfilled by construction.
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We use MESA to generate a models of a 3 $M_\odot$ star at various ages, which are used as the reference state for our simulations. Stellar metallicity, $Z$, was set to be equal to the solar value of $Z = 0.02$. The mixing length parameter was set as 1.8 and the convective overshoot profile was set to exponential. The Brunt–Väisälä frequency, $N$, was calculated as in Rogers et al. (2013):

$$N^2 = \frac{\rho}{\theta} \left( \frac{dT}{dr} - (\gamma - 1) \theta h \rho \right).$$

The sign of the Brunt–Väisälä frequency was used to determine the extent of the radiation zone defined by $N(r)^2 > 0$.

This means that for all the models that we have used, the simulation domain starts at the top of the convective core and ends at the base of the surface convection zone. For a 3 $M_\odot$ star at ZAMS, this covers the range from 16% to 99% of the total stellar radius. In our simulations, this whole region is divided into 1500 grids in the radial direction and 1024 grids in the horizontal direction.

### 2.2 Linear Theory

Application of linear theory to investigate IGWs has been done extensively in the field of oceanography (Sutherland 2010). The general idea is to linearise hydrodynamical equations and introduce a wave-like ansatz to solve the linearised equations. In the context of stellar parameters, one of the earliest works was done by Press (1981), which focused on solar-like stars. In our work, we follow similar steps, starting with the linearised hydrodynamical equations in the anelastic approximation:

$$\nabla \cdot \vec{v} = 0,$$

$$\frac{\partial \vec{v}}{\partial t} = -\nabla \left( \frac{P}{\rho} \right) - C\mathbf{f},$$

$$\frac{\partial T}{\partial t} = -\nu_r \left( \frac{\partial T}{\partial r} - (\gamma - 1) \beta h \rho \right),$$

We ignore the pressure term in eq. (4), which leads to a set of equations that conserve energy (Brown et al. 2012). We also do not consider rotational, thermal diffusion or viscous effects. In cylindrical coordinates, this two-dimensional analysis allows us to set the $z$-derivatives to zero. The three-dimensional, using spherical harmonics, gives a similar set of equations that conserve energy (Brown et al. 2012). For spectrum $\nu_r$ on $\rho$ but slightly different dependence on $r$, as follows:

$$\nu_r \propto \rho^{-1/2} r^{-3/2} (N^2 - \omega^2)^{-1/4}.$$  

Comparing the results in 2D and 3D, we obtain a simple conversion factor of $r^{1/2}$. Therefore, in 2D, we expect waves to have higher surface amplitudes due to this geometric effect.

### 2.3 Generation Spectra

In order to mimic the generation of IGWs by convection without the added computational cost, we investigate three different prescriptions for the spectrum of waves forced at the innermost boundary of the radiation zone. The waves are forced as perturbations to the radial velocity, which depend on the frequency and wavenumber in the following manner:

$$\nu_r,\omega(\omega, \ell) \propto \omega^a m^b$$

where the values of $a$ and $b$ for different prescriptions are shown in Table 1 (Ratnasingam et al. 2019). For spectrum $R_{\text{break}}$, we have given two values for “a” as this spectrum is one with a broken power law with a transition at 30 $\mu$Hz. The forcing of these spectra in our simulations was done using cosine functions, as shown below:

$$\psi = A_{\text{gen}} r c \sum_{m=1}^{N_m} m^{b-1} \cos(2\pi m x) \sum_{i=1}^{N_f} \left( \frac{\omega_i}{\omega_c} \right)^a \cos(\omega_i t),$$  

where $\psi$ is the same as in Eq. (5). The terms, $N_m$ and $N_f$ are the number of discrete wavenumbers and frequencies (constrained by the resolution of our simulations). The convective turnover frequency, $\omega_c$, is defined as $u_c/r_c$, where $u_c$ is

1. We use the term, wavenumber to represent $m$ and $k_\parallel$, which is $m/r$, interchangeably in this paper and in all cases, we make it clear which one we are referring to.
2. With the assumption that IGW wavenumber varies much more rapidly than the background density, which is equal to a locally Boussinesq approximation.
3. This term is always smaller than $(N^2/\omega^2 - 1) m^2/r^2$ as $\omega$ is always smaller than $N$, and $m$ is always bigger than 1.
the convective velocity provided by the mixing length theory (MLT) formulation in MESA and \( r_c \) is the extent of the convection zone. For a 3M\(_\odot\) star at ZAMS, this value is approximately 0.0485 \( \mu \)Hz and varies insignificantly between the models we have used. The stellar density at the bottom of the radiation zone is defined as \( \rho_c \) respectively.

To keep the energy input for the different generation spectrum constant, we introduce the constant, \( A_{gen} \). This value is calculated from matching the volume-averaged mixing length velocity in the convection zone, provided by MESA, with the integrated \( \nu_{r,gen} \) over all the tested wavenumbers and frequencies.

We work primarily with Spectrum \( R_{break} \) in this paper for reasons explained in Section 4. One of the concerns with using this type of forcing is whether it matches the expected convective flux, given that the convective turnover frequency is 0.0485 \( \mu \)Hz. In Rogers et al. (2013), the wave flux was found to be roughly \( 10^{-2} \) of the convective flux, \( F_{conv} = \rho_c u_c^2 \).

Using the work done in Zahn et al. (1997), Kiraga et al. (2003) and Alvan et al. (2014), the total integrated wave flux is calculated as follows:

\[
F_w = \int_0^N \int_0^{\infty} \rho \frac{v_r^2(k_b, \omega)}{k_b \omega} V_g(k_b, \omega) \, dm \, d\omega \tag{16}
\]

\[
= \int_0^N \int_0^{\infty} \frac{\rho \omega^2 N^2 \sqrt{\alpha^2 - \omega^2}}{m^2} \, dm \, d\omega \tag{17}
\]

where \( V_g \) is the group velocity. To account for how wave forcing is a smooth process which occurs over the convective-radiative interface, we calculated the integrated wave flux close to the bottom boundary of the simulation domain (and not at the exact boundary), for all of our models, and present them in Table 2. The integrated wave flux was found to be consistent with the results seen in Rogers et al. (2013). For the monochromatic wave forcing, these are test cases, which means we do no expect realistic stellar convection of a 3M\(_\odot\) star to produce waves with such amplitudes/fluxes.

### Table 2

| Model | Integrated Flux (Units of \( F_{conv} \)) |
|-------|------------------------------------------|
| ZAMS (no rotation) | 0.025 |
| ZAMS (\( \Omega = 0.796 \mu \text{Hz} \)) | 0.016 |
| ZAMS (\( \Omega = 12.73 \mu \text{Hz} \)) | 0.021 |
| midMS | 0.049 |
| TAMS | 0.094 |

### Table 1

| Spectra | \( a \) | \( b \) |
|---------|--------|--------|
| Kumar et al. (1999)[K] | -2.17 | 1 |
| Lecoanet & Quataert (2013)[LD] | -4.25 | 2.5 |
| Rogers et al. (2013)[\( R_{break} \)] | -0.6/-2.4 | -0.9 |

The table shows how \( a \) and \( b \) in Eq. (14), are defined for different works (Ratnasingam et al. 2019). The flat spectrum represents one with no dependence on \( \omega \) or \( \ell \). The letters shown in square brackets will be used to represent its respective spectrum. For spectrum \( R_{break} \), we have given two values for "a" as this spectrum is one with a broken power law with a transition at 30 \( \mu \)Hz.

## 3 Resolving Internal Gravity Waves

We want to limit our conclusions and investigation to waves which can be both resolved numerically and do not dissipate completely due to thermal diffusion and viscosity. First, we discuss the resolution limit. Low-frequency IGWs have short radial wavelengths, which can be difficult to resolve numerically. We estimate the resolving power of our simulations using the dispersion relation of IGWs, which is

\[
k_r = \frac{m}{r} \sqrt{\frac{N^2}{\omega^2} - 1}, \tag{18}
\]

where \( k_r \) is the radial wavenumber of an IGW. The radial wavelength, \( \lambda_r \), of an IGW is then \( 2\pi/k_r \). To find the grid spacing required to resolve an IGW in the vertical direction, we calculate the ratio of radial wavelength to grid spacing, \( \Delta r \), for a given horizontal wavenumber, \( m \), and angular frequency, \( \omega \), using

\[
\Delta r = \frac{2\pi r}{m} \sqrt{\frac{\omega^2}{N^2 - \omega^2}}, \tag{19}
\]

Figure 1 shows the maximum IGW wavenumber that can be resolved for a frequency range of 5 \( \mu \)Hz to 100 \( \mu \)Hz inside the propagation cavity, using a minimum resolution requirement of four grid cells per vertical wavelength, \( \lambda_r/\Delta r = 4 \). The smaller resolving power at lower frequencies is due to lower frequency waves having smaller vertical wavelengths. The increase in resolving power with increasing radius is due to increasing vertical wavelengths, caused by decreasing Brunt–Väisälä frequency (see Section 4). Very close to the surface, the Brunt–Väisälä frequency increases very rapidly before dropping to zero, causing the resolving power to decrease. From the plot, one can see that we cannot reliably resolve lower frequency and larger wavenumber waves, especially at small radii. Applying a similar procedure in the horizontal direction shows that even the smallest wavelengths used in this paper are resolved by more than 50 grid points.

Another limit affecting IGWs is given by thermal diffusion and viscosity. The latter in particular had to be in-
creased beyond its stellar values for numerical reasons. We expect IGWs with high wavenumbers and low frequencies to be affected primarily and we use a dimensional analysis argument to roughly estimate the largest IGW wavenumber before an IGW is completely dissipated by viscous effects/thermal diffusion. This means to match the dimensions of viscosity/thermal diffusivity, we use the wavelength and frequency. We chose the total wavelength corresponding to the total wavenumber, \((k_\text{r}^2 + k_\text{h}^2)^{0.5}\), and the angular wave frequency, \(\omega\) respectively and under the assumption that \(k_r >> k_h\), we obtain

\[
m_{\text{max}} = \left(\frac{2\pi}{\max(\nu, \kappa)} \frac{r^2 \omega^3}{N^2 - \omega^2}\right)^{1/2},
\]

(20)

where \(m_{\text{max}}\) is the maximum wavenumber before waves are completely dissipated by thermal diffusion or viscosity and the \(\max\) function selects the larger of the two arguments. Along the radial path of a 10 \(\mu\)Hz wave, the minimum value of \(m_{\text{max}}\) is found to be 6. For all frequencies above 10 \(\mu\)Hz, \(m_{\text{max}}\) was found to be higher and thus, taking into account the numerical resolution limit and the thermal diffusivity limit, we chose an optimal frequency range of 10 \(\mu\)Hz to 500 \(\mu\)Hz and a wavenumber range of 1 to 20 for all analysis in the following sections. Note that this range is dependent on the type of the radial and angular discretisation (i.e. finite-difference and spectral) we have used.

4 RESULTS

4.1 Monochromatic Wave Analysis

4.1.1 Single wave validation

As IGWs propagate through the stably-stratified layer of a star, they experience numerous effects: they are affected by the density stratification, dissipated by thermal diffusion and they interact with the varying Brunt–Väisälä frequency. They may also experience non-linear wave-wave interactions and if their amplitudes are sufficiently large, wave breaking may occur.

To start off our investigation on IGWs in the radiation zone, we forced single monochromatic IGWs at the bottom boundary of the domain. We set the background viscosity to a constant value \(1 \times 10^{12} \text{ cm}^2 \text{ s}^{-1}\). The simulations were run for a time of 720 wave cycles for a forced wave with an amplitude of 1000 \text{ cm s}^{-1}, frequency of 120 \(\mu\)Hz and wavenumber of \(m = 3\). Note that the magnitude of the amplitude was chosen based on the range for bulk velocities (100 \text{ cm s}^{-1} to 10000 \text{ cm s}^{-1}) in the convection zone predicted by MLT for this stellar model.

Figure 2 shows the radial velocity profile of a 120 \(\mu\)Hz, \(m = 3\) wave as a function of radius. The red line represents results from the fully non-linear simulation while the blue line represents the solution from Eq. (11) solved using a tridiagonal matrix solver with the top and bottom boundary values set to match the boundary values of the hydrodynamical simulation. Although the simulation is fully nonlinear, the good matching between the red line and the blue line here can be attributed to three factors. First, the forced wave experiences very little radiative damping due to its high frequency (Ratnasingam et al. 2019). Second, varying the explicit viscosity in the domain produced no observable changes to the waveform, meaning it is not in the regime where viscous damping is relevant. Finally, the forced wave has a low nonlinearity parameter,

\[
\epsilon = k_r \frac{\nu}{\omega},
\]

(21)
as defined in Ratnasingam et al. (2019). We find that \(\epsilon\) does not exceed 0.00127 anywhere in the domain. Thus, we do not expect the forced wave to experience strong non-linear effects (\(\epsilon = 1\)). However, these waves might still undergo weak non-linear interactions, as seen in later sections.

4.1.2 Nonlinear simulations of monochromatic waves

Figure 3 shows a time snapshot of temperature perturbation and horizontal velocity profiles for the same wave discussed in the previous section. We can see how forcing a single wave at the bottom boundary leads to the evolution of perturbation quantities forming wave-like structures. The temperature perturbations and the horizontal velocities are out of phase by \(\pi/2\) rad, as expected.

In a non-linear system, we expect forcing single waves at the bottom boundary to lead to self-interaction. Thus, to investigate this, we look at how energy is transferred between waves of different wavenumbers. In Fig. 4, we show wave amplitudes as functions of stellar radius and wavenumbers for a forced wave at 120 \(\mu\)Hz and \(m = 3\). The forced wave has an amplitude of 100 \text{ cm s}^{-1} in panel (a), 1000 \text{ cm s}^{-1} in panel (b) and 10000 \text{ cm s}^{-1} but with no non-linear terms in panel (c). In Fig. 4(a), we observe a wave at \(m = 6\), which is an indication of energy transfer from larger wavevectors to smaller wavenumbers. Despite having a very low nonlinearity parameter (\(\epsilon \leq 0.000126\)), there is still energy transfer occurring. Increasing the amplitude to 1000 \text{ cm s}^{-1} (\(\epsilon \leq 0.00126\)) causes more waves to be generated at larger \(m\), as shown in Fig. 4(b), whilst switching off the non-linear terms completely removes waves at higher wavenumbers, as shown in Fig. 4(c). As expected, this shows that the non-linear wave self-interaction transfers energy from larger scales to smaller scales and the energy transfer rate is dependent on the forced wave amplitude.

To quantify the rate of energy transfer as a function of wave amplitude, we compare the amplitudes of the higher harmonics for the two different forcing amplitudes. Table 3 shows the ratio of harmonic amplitudes from the simulations with the stated forcing amplitude (100 \text{ cm s}^{-1}, 1000 \text{ cm s}^{-1} and 10000 \text{ cm s}^{-1}) to the harmonic amplitudes from the simulation with the lowest forcing amplitude (100 \text{ cm s}^{-1}). At the zeroth harmonic (\(m = 3\) order), the ratio of harmonic amplitudes increases by the same order of magnitude as the increase in the forcing amplitude, as expected. At the first harmonic order (\(m = 6\)), the ratio of amplitudes is 100 and at the second harmonic order (\(m = 9\)), it is 1000. Running another simulation with a forcing of 10000 \text{ cm s}^{-1}, we find the ratios of harmonic amplitudes to be \(10^4\) at \(m = 6\) and \(10^6\) at \(m = 9\). This indicates that the energy transfer to higher wavenumbers is larger for higher forced wave amplitudes and it is proportional to \(A_r^{2m+1}\). The \(A_r\) is the ratio of amplitudes between the forced waves and \(h\) is the harmonic order. The factor of 2 comes from the
Figure 2. Radial velocities against the radius of the star in units of the total stellar radius. The red line represents solutions from the fully non-linear hydrodynamical simulation. The blue line represents solution from solving Eq. (9) as a boundary value problem (BVP). The y-axis of the plot is a symmetric log plot which uses linear scaling between -10 and 10, and log scaling outside this range.

Figure 3. Colour plots of different parameters at a $t = 60$ wave cycles for a wave forced at $f = 120$ µHz and $m = 3$; temperature (in Kelvin) and horizontal velocity (in cm s$^{-1}$). The x and y-axes represent the cartesian x and y coordinates in units of total stellar radius. The temperature and horizontal velocities can be seen to be out of phase by 90 degrees.

dimensional argument that wave energy is proportional to the square of velocity.

Moving to energy transfer between waves in frequency space, Fig. 5 shows vertical velocity amplitudes at different radii and frequencies for the $m = 3$ (Fig. 5(a)) and $m = 6$ (Fig. 5(b)) as well as amplitudes averaged over all wave-lengths (Fig. 5(c)), for the simulation with a 120 µHz, $m = 3$ wave, forced with an amplitude of 1000 cm s$^{-1}$. The Brunt–Väisälä frequency profile has been plotted (white line) in the bottom panel. We find two main results from this analysis.
First, forcing a wave close to a cavity mode frequency\textsuperscript{4} produces more efficient energy transfer to different cavity mode frequencies. For example, from Fig. 5(a), we can see that at approximately 235 \textmu Hz, a fundamental mode (stationary wave with zero nodes) can be observed and at 160 \textmu Hz, the first harmonic cavity mode (stationary wave with 1 node). Second, weakly non-linear interactions between waves allow energy transfer to waves at frequencies that are integer multiples of the forced wave frequency. In Fig. 5(b), we observe a wave at 240 \textmu Hz, which is indicative of triadic interactions. The peak with two nodes seen at 200 \textmu Hz is likely to be the result of a daughter wave interaction with a cavity mode.

\textsuperscript{4} By cavity mode frequency, we mean the eigenfreqencies of the system. These frequencies result from the eigenmode solution of the linear Navier-Stokes equations. These are stationary waves which are also referred to as \(g\)-modes in asteroseismology.

\textsuperscript{5} We will refer to \(r/r_{\text{star}}\) as \(r\) from here on unless stated otherwise.

Table 3. The table shows the approximate ratio of harmonic amplitudes between stated forcing amplitudes (left column) and the lowest forcing amplitude, which is 100 cm s\(^{-1}\). These ratios are approximate averages over the whole simulation regime. The forced wavenumber is \(m = 3\), whilst the first harmonic is \(m = 6\) and the second harmonic is \(m = 9\).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Forcing Amplitude/cm s\(^{-1}\) & \(m = 3\) & \(m = 6\) & \(m = 9\) \\
\hline
100 & 1 & 1 & 1 \\
1000 & 10 & \(10^2\) & \(10^3\) \\
10000 & 100 & \(10^4\) & \(10^5\) \\
\hline
\end{tabular}
\caption{The table shows the approximate ratio of harmonic amplitudes.}
\end{table}

Figure 4. Spatial Fourier transform of the radial velocities at \(t = 60\) wave cycles at different radii for a wave forced at 120 \textmu Hz and \(m = 3\). The top panel (a) represents simulations results with a wave forced at an amplitude of 100 cm s\(^{-1}\) whilst the middle panel (b) represents simulation results with a wave forced at an amplitude of 1000 cm s\(^{-1}\). The bottom panel (c) represents simulation results with no non-linear terms forced at an amplitude of 1000 cm s\(^{-1}\).

Figure 5. Radial velocities as functions of stellar radius and frequency for a wave forced at 120 \textmu Hz and \(m = 3\). Panel (a) shows the radial velocities at a wavenumber \(m = 3\), panel (b) is for \(m = 6\) and panel (c) shows the wavenumber-averaged radial velocities. The white line in panel (c) indicates the Brunt–Väisälä frequency profile for this stellar model. We observe waves at frequencies lower than the forced wave frequency, which is likely related to the interaction between these waves and the varying Brunt–Väisälä frequency profile.

Figure 6 shows line plots of the radial velocity spectrum at the top of the radiation zone (\(r/r_{\text{star}} = 0.99\) and \(r/r_{\text{star}} = 0.90\))^\textsuperscript{5}. Past numerical simulations of stellar interiors that included the convective core and resolved IGWs have been limited to \(r = 0.9\) for numerical stability, which is why we include the spectrum this radius for comparison purposes. The spike with the green line indicates the forcing frequency. The propagation of this wave to the surface causes similar peaks at \(r = 0.90\) (blue line) and \(r = 0.99\) (red line), as expected. The slope in logarithmic frequency space was found to be -1.106 at 90% the total radius and -1.643 at 99% the total radius. At lower frequencies, thermal diffusion dominates, leading to waves being damped over a short distance. Thus, the presence of wave structures at low frequencies show that the transfer of energy from high frequency waves to low frequency waves occurs locally, as seen in Fig. 5(a) and Fig. 6.

Fixing the wavenumber at \(m = 3\), we study the evolution of the radiation zone with two other forced frequencies: one at 10 \textmu Hz and the other at 50 \textmu Hz. In both cases, the forced wave amplitude was set to 1000 cm s\(^{-1}\). Figure 7 shows the frequency spectra for a wave forced at 50 \textmu Hz, similar to Fig. 5. Looking at the frequency spectrum at \(m = 3\) (top panel), we see the waves modes that resonate with the cavity being generated. At \(m = 6\) (middle panel), we see a wave at 100 \textmu Hz but no resonant cavity modes are generated. In the bottom panel, we observe peaks at integer multiples of 50
Figure 6. Temporal Fourier transforms of the radial velocities at three different radii for a wave forced at 120 µHz and \( m = 3 \). The radii given in the legend are in units of the total stellar radius. The dashed lines represent straight line fits to \( \log_{10}(v_r) \) and \( \log_{10}(\text{freq}) \).

Figure 7. Radial velocities as functions of stellar radius and frequency for a wave forced at 50 µHz and \( m = 3 \). Panel (a) shows the radial velocities at a wavenumber \( m = 3 \), panel (b) is for \( m = 6 \) and panel (c) shows the wavenumber-averaged radial velocities. The white line in panel (c) indicates the Brunt–Väisälä frequency profile for this stellar model.

Figure 8. Temporal Fourier transforms of the radial velocities at three different radii for a wave forced at 50 µHz and \( m = 3 \). The radii given in the legend are in units of the total stellar radius. The dashed lines represent straight line fits to \( \log_{10}(v_r) \) and \( \log_{10}(\text{freq}) \). The vertical straight lines represents frequencies 50 µHz, 100 µHz and 150 µHz.

Figure 9. Radial velocities as functions of stellar radius and frequency for a wave forced at 10 µHz and \( m = 3 \). Panel (a) shows the radial velocities at a wavenumber \( m = 3 \), panel (b) is for \( m = 6 \) and panel (c) shows the wavenumber-averaged radial velocities. The white line in panel (c) indicates the Brunt–Väisälä frequency profile for this stellar model.

µHz. This is a clear feature of triadic interaction. Taking two slices of the plot in Fig. 7 shows that at 90% the total radius of the star, the frequency slope is -1.931, whilst at 99%, the slope is -2.072.

When a wave with a frequency of 10 µHz and \( m = 3 \) is forced at the bottom boundary, this wave can be seen to damp over a very short distance as shown in Fig. 9(a). However, at \( m = 3 \), almost all the cavity modes are forced. At \( m = 6 \) (panel (b)), triadic interactions close to the bottom boundary allow a wave of 20 µHz to be formed, which then excites cavity modes at higher frequencies. Also, one can see that at \( m = 6 \), there is no cavity mode at 100 µHz, which can be a reason behind the lack of cavity modes in Fig. 7(c). Finally, in Fig. 10, we can see that the frequency slopes are -3.197 and -3.146 for the cases of \( r = 0.9 \) and \( r = 0.99 \) respectively. This slope is even steeper than that in the case of the 50 µHz wave.

To summarise, we found that when single waves are forced at the bottom of the radiation zone with very low nonlinearity parameter, non-linear energy transfer occurs...
from the forced wave to waves with different frequencies and wavelengths. The two main energy transfer mechanisms are triadic interaction and cavity mode interaction. Moreover, we found that the slope of the frequency spectrum becomes steeper with smaller forced wave frequency.

### 4.2 Two-Wave Analysis

In a system with multiple forced waves, there will be interactions between different waves in addition to wave self-interactions, as discussed in the previous section. These nonlinear interactions can lead to generation of waves at different frequencies and wavelengths. We investigate this nonlinear wave-wave interaction by forcing two different waves at the bottom of the radiation zone; one at 10 µHz, \( m = 3 \) and another at 50 µHz, \( m = 5 \). Both waves were forced with the same amplitude of 1000 cm s\(^{-1}\).

Figure 11 shows the frequency spectra of the wave amplitudes in the radiation zone for different wavenumbers. Looking at the top panel of the figure which shows the wavenumber-averaged wave amplitudes, we observe several distinct features. First, we see clear standing modes at frequencies which are integer multiples of 50 µHz up to the Brunt–Väisälä frequency limit in the domain. These are waves generated from the self-interaction of the forced 50 µHz wave, as discussed in the previous Section. Figure 11(c) shows that the 50 µHz forced wave is generated at the correct frequency and additionally, grows in amplitude as it propagates through the radiation zone.

The second feature of panel (a) is we see the 10 µHz forced wave being damped over a very short radial distance. Looking at the frequency spectrum at \( m = 3 \) (Fig. 11(b)), we see that the damping of 10 µHz occurs rapidly in the radiation zone and the pattern of IGWs is similar to that seen in Fig. 9 for the single forced wave.

Finally, the interaction between the two forced waves produces waves at wavenumbers that are non-integer multiples of 3 and 5. Looking at Fig. 11(d), which shows the frequency spectrum at \( m = 8 \), we see waves near 40 µHz and 60 µHz spanning the whole simulation domain, which are expected from triadic interaction. We also observe waves at frequencies lower than 40 µHz and higher than 60 µHz. One possible explanation for the formation of these waves is cavity mode interaction, as discussed in the previous section. Another explanation is non-linear interaction between secondary waves. Waves formed from non-linear interactions between the forced waves can then interact to form new waves with a different wavenumber and frequency. Thus, we found that non-linear interaction between two different waves leads to the formation of waves at a whole range of other wavenumbers and frequencies.

### 4.3 Multiple-Wave Analysis

Currently, we do not have a complete understanding on how core convection processes generate a spectrum of gravity waves at the convective-radiative boundary. The spectra described in Section 2.3 are a selection of predictions from different numerical simulations and theoretical studies. To study the effect of these different excitation spectra on the waves in the radiative zone, we forced a range of waves at the bottom boundary of our system with frequencies between 10 µHz and 500 µHz and \( m = 1 - 20 \).

We found that for the cases of spectrum K and spectrum LD, the slope of the frequency spectrum was so steep that more than 50% of the energy in waves was in frequencies less than 10 µHz. Waves with such low frequencies are damped over very short distances, which means that they do not directly contribute to the surface spectrum. In addition to this, spectrum K and spectrum LD were derived for stars with convective envelopes, which makes the work done in Rogers et al. (2013) more relevant for this investigation. Thus, we work here with just one generation spectrum; \( R_{\text{break}} \).

Figure 12 shows frequency spectra at two different radii for the generation spectrum, \( R_{\text{break}} \), where panel (a) shows the radial velocity amplitudes (\( v_r \)), panel (b) shows the tangential velocity amplitudes (\( v_\varphi \)) and panel (c) shows the temperature perturbation amplitudes (\( T \)), at \( r = 0.98 \) (red line) and \( r = 0.90 \) (green line). Simulations were run for at least 100 wave cycles, for the waves with the smallest frequency and wavenumber (10 µHz, \( m = 1 \)) for all the models in this work and we found that for this wave to reach an amplitude that is constant up to 5%, the total time elapsed less than 40 wave cycles. This particular wave is chosen as an example here as it takes the longest time to reach equilibrium. We will be using \( r \) to represent \( r/r_{\text{star}} \) from here on. As mentioned in Section 1, previous work on anelastic simulations of stellar interiors do not extend the simulation domain beyond 95% of the total stellar radius for numerical stability. We have included the spectrum at this radius to be compared with the spectrum at the surface. For all the quantities shown in the figure, the frequency slopes at \( r = 0.98 \) and \( r = 0.90 \) are similar. These frequency slopes are negative close to the stellar surface, with the values being \(-0.43/-2.23\).

6 We only consider waves with frequencies more than 10 µHz because to resolve waves down to 1 µHz with four grid points, we need at least 12000 grid points in the radial direction, which is approximately 10 times the current resolution of our simulations.
Figure 11. Wave amplitudes as a functions of stellar radius and wave frequency. Panel (a) shows the wave amplitudes averaged over wavelengths with the Brunt–Väisälä frequency profile overlapped in white. Panel (b) to panel (e) shows the wave amplitudes at $m = 3$, $m = 5$, $m = 8$, and $m = 10$ respectively.

(low frequency/high frequency regime)\(^7\) for radial velocities, $-1.35/-3.07$ for temperature perturbations and $-1.53/-3.29$ for tangential velocities. Linear theory shows that the frequency slope of the radial velocities is related to the frequency slope of the tangential velocities by approximately a factor of $\omega^{-1}$ through the following relation:

$$\frac{v_\theta}{v_r} = \left(\frac{N^2}{\omega^2} - 1\right)^{1/2}$$  \hspace{1cm} (22)$$

$$\approx \frac{N}{\omega}$$  \hspace{1cm} (23)

where the approximation in the second line is true for fre-
parameters much smaller than the Brunt–Väisälä frequency. From the ratio of the exponents we can see that this relation is approximately satisfied in both the high and low frequency regimes in our simulation results. Furthermore, comparing the slope of IGWs seen here with observational results from Bowman et al. (2019), we see that our tangential velocity slopes are within the observational prediction range. We have included the upper frequency limit of observational data from Aerts & Rogers (2015) as a reference point in our plots and we can see that our frequency slopes are for IGW frequencies below this observational limit. This limit has been increased to a larger frequency in Bowman et al. (2019).

Contrary to the expected effect due to the density stratification, both the radial velocity amplitudes in panel (a) and the temperature perturbation amplitudes in panel (c) at $r = 0.98$ are lower than those at $r = 0.90$. This is likely an artefact of the impermeable upper boundary condition for these quantities. In panel (b), we see the tangential velocities to be higher at $r = 0.98$ compared to those at $r = 0.90$, exhibiting a trend that is opposite to those shown by the radial velocities and temperature perturbations. This is due to the top boundary condition for tangential velocities being stress-free.

To obtain a better understanding of the trend exhibited by the radial and tangential velocities, we compare our results with the work done in Ratnasingam et al. (2019), where a simple linear model was used to investigate the change in IGW amplitude throughout propagation. This model was created by linearising the Navier-Stokes equations and applying the WKB approximation in a spherical geometry with a locally Boussinesq, but globally anelastic approximation, which allows for the effect of damping to be included. In this work, we followed the same procedure in two-dimensional cylindrical coordinates, resulting in Eq. (11), and applied the WKB approximation to the whole equation. Wave damping is assumed to be caused by viscosity or radiative diffusion, depending on which effect is stronger. Figure 13 shows the radial and tangential velocity spectra at two different radii from the non-linear simulation (red line) and linear model (blue line).

At $r = 0.90$, the non-linear spectra for $v_r$ and $v_\theta$ matches the linear spectra very well, in terms of the expected frequency slope, as seen in panel (a) and (b). At $r = 0.98$, there is a clear mismatch between the linear (blue lines) and non-linear (red lines) amplitudes for both the radial and tangential velocities. As discussed above, the IGW amplitudes near the surface are reduced due to the boundary conditions. However, we see that the slopes match remarkably well, from the green lines, which show the linear model predictions multiplied by a certain factor so that it overlays the numerical simulation results. The linear model has a cut-off at 140 µHz, which is the smallest Brunt–Väisälä frequency in the simulation domain. At the lowest frequencies, there is significantly more energy in the full non-linear simulation spectrum, which is likely due to local non-linear energy transfer (as seen in Fig. 5(a) and Fig. 6).

4.3.1 Rotation and Age Analysis

Convective processes are known to be affected by rotation. In the case of stellar convection, Rogers et al. (2013) showed that the spectrum of gravity waves due to core convection for a 3 $M_\odot$ varies when rotation is introduced to the system. We ran non-linear simulations with two of the rotational velocities and their corresponding wave spectra from that paper to study the effect of rotation on gravity waves in the radiation zone. Note that we consider the tangential velocity to be the best proxy to compare with observational results (which mainly work with surface brightness variation) and not temperature, as the relation between temperature variation and surface brightness variation is not well-understood. Thus, we only show tangential velocity results from here on.

The stellar angular velocities used here are 0.796 µHz and 12.73 µHz, referred to as models U3 and U8 in Rogers et al. (2013). The critical stellar angular velocity is 60 µHz, so our fastest rotating model is at 20% of the critical velocity or break-up velocity. For $\Omega = 0.796$ µHz, the generation spectrum has a frequency slope of $-1.43/2.27$. 
and for $\Omega = 12.73 \mu Hz$, the generation spectrum has a frequency slope of $-1.07/-2.36$. For zero rotation, the slope is $-1.55/-2.41$. Figure 14 shows the tangential velocity spectra at $r = 0.98$ for three different stellar angular velocities, which are $\Omega = 0.0 \mu Hz$ (red line), $\Omega = 0.796 \mu Hz$ (green line) and $\Omega = 12.73 \mu Hz$ (black line). In all cases, the surface spectra for the tangential velocities were found to have a steeper slope than the those at generation. However, comparing the slopes at different stellar angular velocities, we found all slopes at both the low and high frequency ranges to be very similar.

To investigate IGWs in stellar models at different ages, we begin by noting that the work done in Ratnasingam et al. (2019) showed that at different stellar ages, the slope of the frequency spectrum at the surface is dependent mainly on the generation spectrum. Here, we have kept the generation spectrum constant for all three models of a 3 $M_\odot$: Zero-Age Main Sequence (ZAMS), middle-of-the-Main-Sequence (midMS) and Terminal-Age-Main-Sequence (TAMS). This fixes the radial velocity spectrum at the inner boundary for all three models but not the tangential velocity spectrum. Locally, tangential velocities and radial velocities are related by Eq. 22. Thus, the tangential velocity generation spectrum varies between the different models by the same amount the Brunt–Väisälä frequency varies between the models at generation. However, in Fig. 15, which shows the Brunt–Väisälä frequency ($N$), thermal diffusivity ($K$) and density ($\rho$) profiles of all three stellar models as functions radius in units of the solar radius ($r_\odot$) and in units of total stellar radius ($r_{\text{star}}$), panels (a) and (b) show that there is little difference between the Brunt–Väisälä frequencies at generation for the different stellar models, leading to the tangential velocity profiles at generation being similar too.

Figure 16 shows the surface tangential velocity spectra, defined at 98% of the total stellar radius, for the three different stellar ages. There are a few distinct features seen in this plot. The first feature is that the amplitudes of all waves at the surface decrease as the star ages. This occurs due to a few different factors. The first factor is that older stars are larger causing IGWs to travel farther from generation and reach the surface with lower amplitudes than those in younger stars. This spreading out of waves is expected to cause the IGW amplitudes to decrease as $r^{-1}$ in 2D. The second factor is that all IGWs experience extra
damping due to them losing their wave-like properties at the turning point (see Section 2.2) in the radiation zone. For older stars, the turning point is located at a lower fraction of their total radius. To understand this better, we look at the top panel of Fig. 18, which shows the ratio between the oscillatory terms (OT) and the remaining density terms (DT) in Eq. (11) as functions of the total stellar radius for a 40 µHz, \( m = 1 \) wave in different stellar models. The turning point location is indicated by the ratio = 1 (horizontal black line). We can observe that the wave maintains its oscillatory property (indicated by the ratio > 1) for a larger proportion of the radiation zone in younger stars. This can also be observed in the bottom panel of Fig. 18, which shows the horizontal velocity amplitude at 40 µHz, \( m = 1 \), for different stellar models, where the waves initially show an oscillatory behaviour followed by a decaying behaviour.

The second feature of Fig. 16 is the stationary mode peaks become more prominent for older stars. This effect is caused by the decreasing average Brunt–Väisälä frequency as the star ages, as seen in panels (a) and panels (b) of Fig. 15. As a result, the high wavenumber waves undergo rapid damping causing only the low wavenumber waves to reach the surface. This can be seen in Fig. 17, which shows the surface IGW spectra at different horizontal wavenumbers, for the (a) ZAMS model and the (b) TAMS model. Waves with horizontal wavenumbers up to \( m = 6 \) are still contributing to the total spectrum for a ZAMS star (panel (a)) whilst only waves up to \( m = 3 \) contribute to the total spectrum for TAMS star (panel (b)). In fact, this is also a contributing factor to the decreasing amplitudes of all waves in older stars, as discussed in the previous paragraph.

A third distinguishing feature appears at lower frequencies (12 µHz \( \leq f \leq 20 \) µHz). The surface IGW spectrum for the TAMS model shows a positive slope whilst those for the ZAMS and midMS models show negative slopes. This is because low-frequency waves are damped more efficiently by the broad Brunt–Väisälä frequency spike near the interface, as seen in Fig. 15(a) for the TAMS model.

The final feature of Fig. 16 is that the frequency slopes at high frequencies (50 µHz to 150 µHz) are similar for all models close to the stellar surface. They were found to be one order of magnitude larger than the frequency slope for the radial velocities. The surface radial velocity slopes were found to be similar those at generation. Note that although
the linear fits for these spectra were done visually as least-square fits are perturbed by the strong peaks, observational methods such as pre-whitening involves the analysis of stellar IGW spectra without these peaks. Thus, we find that our result is consistent with observational results (Aerts & Rogers 2015; Ramiaramanantsoa et al. 2018; Bowman et al. 2019). For the list of all the frequency slopes for the stellar models in this paper, please refer to Table 4.

5 CONCLUSION AND DISCUSSION

We ran two-dimensional simulations of the evolution of stellar radiation zones, in which IGWs were forced at the bottom boundary. Since the convection zone was not included, we are able to simulate the radiation zone up to 99% of the stellar radius and implement realistic thermal diffusivities. We started the investigation with a series of validation tests by investigating monochromatic IGW forcing. We found that for different forced wave frequencies, the waves self-interact through triadic interactions and also resonate with stationary modes within the cavity if the forced wave frequency is close to a stationary mode frequency.

Our main conclusion is we find that the surface IGW frequency slopes broadly match those predicted by linear theory and reflect the generation spectrum. Furthermore, we find that up to 20% the critical velocity of a star, stellar rotation (in this case, solid body rotation) does not affect the surface IGW frequency slope. For these simulations, we took into account the effect of rotation on both the slope of the generation spectrum, using results from Rogers et al. (2013) and the rotation of the radiation zone.

Another result of our investigation is that the surface IGW frequency slopes are similar at different stellar age.
IGWs in Radiation Zones

Figure 16. Temporal Fourier transforms of the tangential velocities close to the stellar surface (r = 0.98) for 3 M\textsubscript{\odot} ZAMS star (red line), 3 M\textsubscript{\odot} midMS star (blue line) and 3 M\textsubscript{\odot} TAMS star (green line). The solid vertical lines represent the minimum Brunt–Väisälä frequency of the respective models. The linear fits (dashed-dotted lines) show the general trend of the spectrum and were not done using a least-square fit method.

Table 4. The table shows the frequency slopes of the tangential velocity amplitudes for all the models used in this work. The generation spectra is defined at the bottom boundary of the radiation zone and the surface spectra is defined at r = 0.98 r\textsubscript{\odot}.

| Frequency Slopes | Low-Frequency | High-Frequency |
|------------------|---------------|----------------|
| ZAMS (Ω = 0.0 \muHz) | -1.55  | -2.4 |
| Generation Spectra | -1.53 | -3.29 |
| Surface Spectra | -1.43 | -2.27 |
| ZAMS (Ω = 0.796 \muHz) | -1.57  | -2.41 |
| Generation Spectra | -1.53 | -3.12 |
| Surface Spectra | -1.35 | -3.40 |
| ZAMS (Ω = 12.73 \muHz) | -1.55  | -2.4 |
| Generation Spectra | -1.69 | -3.29 |
| Surface Spectra | 5.10  | -3.20 |

Note that we used the same generation spectrum for three different stellar models (i.e. ZAMS, midMS and TAMS). We also find that for older stars, the IGW amplitudes are not only lower, they have more distinct peaks in their spectra.

In summary, our results show that the surface frequency slopes are consistent with the 2D hydrodynamical simulations of stellar interiors (Rogers et al. 2013) and observational results to-date (Aerts & Rogers 2015; Ramiramanantsoa et al. 2018; Bowman et al. 2019). We find the most recent observational work, Bowman et al. (2019), which found that the frequency slope magnitudes of IGW signatures from a variety of blue supergiants (BSGs) are less than 3.5, to be the most compelling comparison to our results. This is due to the large number and variety of stars (i.e. O- and B-type stars), and their argument that the variability of the surface IGW spectrum does not have any dependence on metallicity.

However, there are a few differences between our models and blue supergiants, which requires further investigation. First, BSGs are more evolved and more massive. Both stellar age and mass has been shown to cause high variability in observed surface IGW spectra and we expect the same to happen at generation. Thus, studying the effect of age and mass on generation spectra will be highly beneficial. Second, the chemical composition, size and rotational speed of
Figure 17. Tangential velocity amplitudes at different frequencies for horizontal wavenumbers up to 6. Panel (a) represents a ZAMS model whilst panel (b) represents a TAMS model. The vertical black lines represent the minimum Brunt–Väisälä frequencies in the respective model.

Figure 18. The ratio of the oscillatory term (OT) to the density term (DT) in Eq. (11) (top panel) and the $v_\theta$ amplitude as a function of radius in units of total stellar radius for a 40 $\mu$Hz, $m = 1$ wave. The colors represent different stellar models as shown in the legend. The horizontal black line in the top panel represents a ratio of 1.

these BSGs are expected to be different from our models. With chemical composition and size, we expect IGWs to be damped more in these supergiants but the frequency slope should not affected. However, BSGs possess differential rotation, which is expected to cause frequency shifts in the surface IGW spectrum. Finally, BSGs are three-dimensional structures, although 3D simulations do not promise more accurate results in the framework of this paper (i.e. not including the convection zone), extension of this work to 3D can allow us obtain a better understanding of wave propagation in 3D. Mainly, as shown in Section 2.2, linear theory predicts that the surface IGW amplitudes for 3D should decrease by a factor of $\omega^{-0.5}$ compared to 2D.
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