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Abstract—Surface cracks are a common sight on public infrastructure nowadays. Recent work has been addressing this problem by supporting structural maintenance measures using machine learning methods. Those methods are used to segment surface cracks from their background, making them easier to localize. However, a common issue is that to create a well-functioning algorithm, the training data needs to have detailed annotations of pixels that belong to cracks. Our work proposes a weakly supervised approach that leverages a CNN classifier in a novel way to create surface crack pseudo labels. First, we use the classifier to create a rough crack localization map by using its class activation maps and a patch based classification approach and fuse this with a thresholding based approach to segment the mostly darker crack pixels. The classifier assists in suppressing noise from the background regions, which commonly are incorrectly highlighted as cracks by standard thresholding methods. Then, the pseudo labels can be used in an end-to-end approach when training a standard CNN for surface crack segmentation. Our method is shown to yield sufficiently accurate pseudo labels. Those labels, incorporated into segmentation CNN training using multiple recent crack segmentation architectures, achieve comparable performance to fully supervised methods on four popular crack segmentation datasets.

I. INTRODUCTION

Cracks are a type of surface defect and present an indication of structural stress in artifacts within the built environment, often indicating failure. If left untreated, cracks can grow in size and may pose a risk to those structures. This is becoming ever more important as roads, buildings, and bridges are used beyond their lifespan and lack the required maintenance [1], [2]. Much research within this space has focused on the classification and segmentation of surface cracks, however, the majority of those works published make use of supervised learning [3]–[5]. A prevalent issue with supervised learning is that the manual creation of annotations can take up a large amount of time, especially when annotations for segmentation are performed on a pixel level [6]. Recent research has found a way around this problem in the form of using semi or weakly-supervised learning. Using those methods, the required effort to label images has been reduced significantly as images only using classification labels, images containing rough annotations, or datasets with a small labeled subset can be used to train methods to perform segmentation. Early algorithms in this space did not include automated learning or used handcrafted features to segment cracks. Examples include basic mathematical morphology [7], thresholding [8], edge detection [9] and Wavelet decomposition [10] to segment surface cracks from their background. The issue with some of those more traditional methods is that whilst they perform well in segmenting cracks, they also segment background regions. This is because a majority of cracks are darker than their surroundings, leading to darker, non-crack spots incorrectly being segmented. Learning-based methods, especially deep learning methods, have followed those traditional approaches and shown much better performance and adaptability to crack features. This started with some works performing a pixel-wise classification [3], [11] and later switched to using purpose-built segmentation architectures [4], [5], [12]. However, a common drawback of those deep learning methods is that they require large amounts of labeled data to train, before subsequently being used to perform inference on novel data.

To overcome the effort of labeling data to train segmentation algorithms, we propose a novel method that leverages the strong performance of a basic crack classifier convolutional neural network (CNN), and only needs to be trained using classification labels to consequently create segmentation maps. We combine this classifier with a patch-based approach and some traditional techniques to create a weakly-supervised crack segmentation method. We aim to mitigate the problem of more traditional methods: 1) that background regions are segmented which “stain” the segmentation map and 2) there is a high labeling effort inherent in fully-supervised methods. Our method focuses on simplicity and can be easily implemented if a pre-trained crack classifier is available. To support this and further research, we also provide the code implementation for our work.

For our proposed method we make use of two assumptions: 1) that cracks differ in their contrast and brightness from the surrounding areas and 2), the crack classification model is trained well enough to detect a majority of surface cracks on a given task/dataset. We acknowledge that these assumptions may not hold for all use-cases or surface cracks, but this seems to be a common problem as even trained, fully-supervised segmentation algorithms have difficulty segmenting brighter cracks [5]. Therefore, the contributions of this work can be summarized as follows:

1) Weakly-supervised crack segmentation is achieved by only using classification labels to train a classifier.
2) The classifier is leveraged in two ways to generate coarse localization maps of surface cracks. This is achieved by using a patch-based classification approach to classify individual regions of an image and merging that with the class activation map of the classifier.

3) The coarse localization maps are then merged with a segmentation map that uses a novel patch-based thresholding technique to separate the darker pixels, which belong to cracks, from background pixels. For this, filtering for noise reduction and morphology for increasing crack connectivity are used before resulting in a pseudo label segmentation map.

4) Those pseudo labels are then incorporated into end-to-end training for a standard semantic segmentation algorithm that generates segmentation maps for cracks. We show that our weakly-supervised method achieves competitive results on multiple datasets when compared against fully-supervised end-to-end training.

II. RELATED WORK

In the last few years, crack segmentation algorithms were mostly based on CNN and fully-supervised learning. Fan et al. [11] propose a deep learning-based method, which classifies whether a crack is in the center pixel of a patch and then applies this algorithm for every pixel in an image. In [3], a similar approach is proposed, however, they also use their method to predict the orientation of cracks. Other popular crack segmentation architectures often follow an encoder-decoder-like structure for fully-supervised segmentation. In [4], the encoder stage of this CNN is connected to several interim upsampling stages which, when combined and merged create an output segmentation map. The works in [12], [13] follow a patch-based encoder-decoder crack segmentation approach based on an U-Net architecture, which was initially proposed to segment biomedical data [14]. The work in [5] uses a pretrained encoder network and studies the optimal composition of the decoder part to achieve the highest performance on surface crack segmentation.

Recently, some works have also addressed the issue of semi and weakly-supervised semantic crack segmentation. The semi-supervised crack segmentation approaches in [15], [16] use adversarial learning and datasets where only a subset has been labeled. They propose to train a segmentation network in combination with a discriminator network; After training, the output of the discriminator is used as a supervised pseudo-label to train the segmentation algorithm on the unlabeled data. Inoue and Nagayoshi in [6] propose a weakly-supervised approach, in which the output standard segmentation network architecture multiplied with a brightness-normalized image can create good segmentation results, even if the crack labels have been annotated much thicker. They exploit the fact that in a brightness-normalized image, darker parts (cracks) have higher values, which then limit the output of the segmentation network, even though it predicts cracks much thicker than they actually are. The weakly-supervised work in [17] uses a trained classifier to determine patch regions of images that belong to cracks. This is followed by observing the gradient activation maps and feeding them through a conditional random field to create pseudo-segmentation maps. Those pseudo-annotations are then used to train a fully-supervised segmentation network. This approach is most closely related to ours, however, we use an entirely different way to generate pseudo labels. Combining traditional with recent approaches, a multi-step weakly-supervised approach is proposed in [18]. Here a classifying network is used as the first step, separating images with cracks from ones without. On images with cracks, filtering is performed to remove noise and then the authors propose an adaptive thresholding approach to separate darker, crack pixels from the background.

III. METHOD

Our method follows a multi-step approach in which solely having classification labels is sufficient to train an end-to-end segmentation CNN. It is based on using a trained CNN classifier, which is trained on at least one class belonging to cracks to infer pseudo-segmentation labels on the training set. Those pseudo-segmentation labels are then used to train a standard encoder-decoder CNN architecture for crack segmentation. This is a weakly-supervised method, as the label quality for training this classifier is significantly less than pixel-accurate segmentation labels. A general overview of our method is shown in Figure 1.

A. Classifier Training

Since the approach in this work is using weakly-supervised learning, it is sufficient to only have a labeled image dataset with classification labels. Here, one class of those labels
needs to belong to cracks. For the first step in our weakly-supervised approach, this image dataset will be used to train a CNN classifier. Popular choices of classification CNNs are the family of residual networks (ResNet 50 - 152) [19] or EfficientNet [20] based networks. Once a classifier has been trained it can be used in the next step of our proposed approach, to generate pseudo-labels. It is to note that the choice of classifier should yield sufficient gradient-activation maps using methods such as GradCam [21] or GradCam++ [22] as this is a key component in this approach.

B. Coarse Crack Localization

The classifier is then used to generate a coarse localization map of a crack by extracting two distinct kinds of information. First, small overlapping patch regions of the image to be pseudo-labeled are passed through the classifier, to find regions belonging to cracks. Second, the gradient activation maps of the last convolutional layer, captured when the full image is passed through, are converted to confidence scores. This creates two region maps, both of which are merged to generate the localization map.

For localization through patch classification, the image is split into overlapping patches that are sufficiently small so that they can still be processed by the classifier but give enough information on their surrounding area so that the classifier can determine whether a crack is present or not. To increase the crack localization in this step, we set the patch extraction stride to be less than the patch size, which leads to better error suppression as the results of overlapping regions can be averaged. If a patch lies in a border region, we use mirror padding to expand the size. The output of each of those overlapping patches is then averaged, which leads to a localization map that is smaller than the input image. This first localization map is then upsampled to the original image size. However, a drawback of this step is that small image regions for classification can lead to some noise, as very dark patches can be classified as cracks for example.

To mitigate this, we also use a localization through gradient activation approach. For this, we pass the full input image through the classifier and observe and upsample the activation map at the last convolutional layer using the GradCam++ approach, to generate pseudo-labels. It is to note that the choice of classifier should yield sufficient gradient-activation maps using methods such as GradCam [21] or GradCam++ [22] as this is a key component in this approach.

C. Crack Segmentation through Thresholding

We then make use of the assumption that cracks stand out from the surrounding area, that a majority of them are of a darker color. We found that the normalization approach in [4] can lead to adequate results, but it fails when the image is unevenly illuminated, since some actual regions of a crack may be as bright as regions that surround a crack in another part of the image. We therefore propose to separate the actual pixels belonging to a crack following a sequential approach that makes use of patches of the image to be segmented. First, we pass the image through a bilateral filter [24], similar to [18], which removes some of the noise but provides good edge retention capabilities. Filtered pixels are generated by using a weighted average of neighboring pixels. The result of applying a bilateral filter $BF[\cdot]$ to an image $I$ is defined as:

$$BF[I]_{i,j} = \sum_{x=k-d}^{x+d} \sum_{y=l-d}^{l+d} w(i, j, x, y)I(x,y)$$

where

$$w(i, j, x, y) = s(i, j, x, y) * r(i, j, x, y),$$

$$s(i, j, x, y) = \exp - \frac{(i-x)^2 + (j-y)^2}{2\sigma_s^2},$$

$$r(i, j, x, y) = \exp - \frac{||I_{i,j} - I_{x,y}||^2}{2\sigma_r^2}$$

Here, the subscripts $(i, j)$ and $(x, y)$ denote spatial pixel positions in the filtered or original image. The weighting coefficient $w(\cdot)$ is made up of the product of the spatial distance kernel $s(\cdot)$ and the range kernel $r(\cdot)$. The distance kernel takes into account the similarity between pixels at different spatial distances, whereas the range kernel uses the color intensity similarity. These kernels are modified by two hyperparameters $\sigma_s$ and $\sigma_r$. An additional hyperparameter $d$ determines the pixel neighborhood range that is used during filtering.

Using the same patch size as the classifier, we then binarize the patch and obtain the crack pixels by using thresholding. Thresholding can be used to binarize images and can be set manually or using automatic methods such as Otsu. The basic (two-class) Otsu method automatically sets a threshold by maximizing the variance between classes of the image histogram. We found that standard thresholding using a manual threshold, or using this basic Otsu thresholding did not lead to appropriate results as the threshold is different per patch and when set using the basic Otsu method it is usually too low. Instead, we make use of local, multi-Otsu thresholding [25]. We posit that the pixel intensity of a normalized patch can be split into three categories: crack pixels (very dark), pixels that surround a crack (very light) and background regions (gray). Therefore a three-class multi-Otsu method seems appropriate. Following [25], using a grey level image with pixels intensity
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\[ p = \text{based on the computed and normalized image histogram:} \]
\[ \mu \]

The means means for the three classes are given by:

\[ \begin{align*}
\mu_1 &= \frac{1}{P_1} \sum_{i=0}^{k_1} ip_i, \\
\mu_2 &= \frac{1}{P_2} \sum_{i=k_1+1}^{k_2} ip_i, \\
\mu_3 &= \frac{1}{P_3} \sum_{i=k_2+1}^{L} ip_i.
\end{align*} \]

The optimal thresholds can then be selected by \( k_1^* \) and \( k_2^* \) by maximising:

\[ \sigma_B^2(k_1^*, k_2^*) = \max_{1 \leq k_1 \leq k_2 \leq L} \sigma_B^2(k_1, k_2) \]

Using the lowest threshold obtained by the multi-Otsu thresholding with three classes, \( k_1 \), we can then obtain a binary segmentation map of each patch by setting all values above this threshold to 0 and all below (darker-crack-pixels) to 1. To filter out noise of darker regions that do not belong to cracks we keep only the regions where the segmentation maps of patches are in agreement: only when all overlapping patches agree that a single pixel belongs to a crack, it is kept. This leads to a binary map of the segmented crack image in which, due to the thresholding, the cracks are surrounded by large black regions. Figure 3 shows examples of performing different thresholding options including ours, two-class Otsu, multi-Otsu and local options such as Niblack and Sauvola thresholding. This thresholded image and the coarse localization map are then merged using simple multiplication. We use the characteristic that our thresholding method leads to little noise in regions surrounding a crack and use the localization map to filter out the incorrect, thresholded segmentation results in other parts of the image. This leads to a confidence map, as the binarized, thresholded map has now been influenced by the localization map which contains confidence scores. We then pass the remaining output through another bilateral filter to further remove noise and perform a morphological closing operation to fill any holes that may have appeared using the thresholding on the cracks. Figure 4 shows the interim output maps of those steps on a sample image.

D. Pseudo-Labeling and End-To-End Segmentation Training

With the aforementioned steps, it is possible to create pseudo-labels of images, that previously only had classification labels. This is achieved by using the dataset that has been used for classifier training and passing this through our proposed method. This will yield labels that are not as accurate as “proper” segmentation labels but will suffice for training of an end-to-end segmentation algorithm. This is due to the batch-based training and generalization capabilities of CNN algorithms. The right image in Figure 4 shows an example of a label generated using our method and the original segmentation label for a training image. It is to note that in some instances, the pseudo-labels may have incorrectly missed a crack and not predicted anything. Therefore, to train the segmentation algorithm effectively, we propose that only label-image combinations are kept where at least 100 pixels were predicted as belonging to a crack.

Additionally, it is also possible to extend this method for further semi-supervised learning: If not only a labelled subset is available, but a further un-labeled set, this may also be incorporated into the training process. Pseudo-labels can be generated using our method the same way as for the training set and the segmentation algorithms can then be trained on the whole, combined, dataset.

IV. EXPERIMENTS

This section contains details about the data, metrics and implementation details used for our approach.

A. Data

We use several datasets to show the performance of our weakly-supervised method.
The CRACK500 dataset by Yang et al. [28] is used for training and testing. It consists of 1896 training images and 1124 testing images. This data has been collected on a variety of surfaces on the Temple University using a smartphone. The original sized images were cropped to varying sizes of 648×848 and 640×360 pixels and all contain at least 1,000 pixels belonging to cracks

We use the training subset of this dataset for training our classifier and fully-supervised segmentation CNNs. To increase the total amount of data available we augment those images by rotating them to $[0^\circ, +90^\circ]$ and flip them along the vertical and horizontal axis. This yields an 8-fold increase of the training data. The testing subset of this dataset is used for evaluation and not augmentation is performed during test-time.

2) Crackforest (CFD) is a dataset proposed by Shi et al. It consists of 117 images. The images are of size $320 \times 480$ pixels and has been captured using a smartphone on road surfaces in Beijing. This dataset is used for evaluation only.

3) The images from AIGLE, ESAR and LCMS (AEL) datasets [29] are combined to provide a further evaluation set. This consists of a total of 58 images of varying sizes. That data was acquired from road surfaces and provides a variety in quality as different acquisition systems have been used. This dataset is used for evaluation only.

4) The work by Liu et al. [4] has provided the DeepCrack (DCD) dataset. DCD has an official train-test split of 300 and 237 images respectively. However, similar to [30], we use the entirety of this dataset for evaluation. The data consists of cracks on a variety of surfaces such as walls, concrete and pavement.

All of the above mentioned datasets contain pixel level, segmentation annotations. However, since our method makes use of weakly-supervised learning by using classification annotations, we convert the training data to classification labels using a sliding window based, patch-extraction approach. We set the spatial size of those patches to 128 pixels, stride of patch extraction to 64 pixels and count a patch belonging to the “crack” class if at least one pixel within the segmentation mask of that patch belongs to a crack. This is applied to augmented Crack500 training set and yields a total of around 261,000 images belonging to the “crack” class and 436,000 images without cracks. We also apply this patch extraction approach to the Crack500 test set as we aim to observe the classification performance of the classifier which aids in selection of a suitable architecture.

B. Metrics

Similar to [5], [28], [30], [31] we use the F1-based metrics: Optimal Dataset Scale (ODS), Optimal Image Scale (OIS) and the average precision (AP). These metrics make use of the prediction pixels consisting of true positive $TP$, false positive $FP$ and false negative $FN$ predictions. To compute the OIS and ODS metrics, individual predictions $i$ are binarized at a confidence threshold $t \in [0, 1]$. This is followed by computing the Recall $RE_t = TP_t / (TP_t + FN_i)$ and Precision $PR_t = TP_t / (TP_t + FP_i)$ at a threshold $t$. The F1 score $F1 = 2(RE \ast PR) / (RE + PR)$ is then incorporated for computation of the OIS and ODS metrics as follows:

\[
OIS = \frac{1}{N_{img}} \sum_i \max\{F1_t^i : \forall t \in \{0.01, ..., 0.99\}\} \tag{9}
\]

\[
ODS = \max\left\{ \frac{1}{N_{img}} \sum_i F1_t^i : \forall t \in \{0.01, ..., 0.99\} \right\} \tag{10}
\]

The combination of OIS and ODS is beneficial as OIS does not overly weight images with a lot of crack pixels and ODS gives a good overview over the consistency of the algorithm across the dataset. The formula for AP is as follows:

\[
AP = \frac{1}{T} \sum_t \frac{1}{T} (RE_t - RE_{t-0.01}) PR_t \tag{11}
\]

where $T$ is the number of confidence thresholds which is set to 100.

C. Implementation: Classifier for the Pseudo Labels

For generation of our pseudo-labels we chose ResNet based classifiers, namely ResNet50, ResNet101 and ResNet152 [19]. We modify these classifiers to only produce two output classes, as to whether a patch contains a crack or not. Due to the large amount of image patches that have been generated using the sliding window approach, we train the classifiers for 3 epochs. The batch size is set to 16 and the initial learning rate of $1 \times 10^{-3}$ is reduced by a factor of 10 at every epoch. We use SGD as the optimizer and set the momentum to 0.9. The weights after training finished on last epoch are used for the next steps in our method. During training we perform image augmentation, by performing color jittering and the addition of Gaussian and multiplicative noise.

For the localization and thresholding methods in the pseudo-labeling process we set a patch extraction size of $32 \times 32$ pixels. The stride for the localization using the classifier is set to 16 pixels and for thresholding to 8 pixels. The parameters for both bilateral filters are set to $\sigma_s=120$, $\sigma_r=120$ and $d=2$. Both morphological operations, the erosion of the localization map and closing of the segmentation output use a kernel size of $3 \times 3$ pixels and are performed for 4 and 1 iterations respectively.

Our experiments are conducted on a deep learning workstation running Ubuntu 16.04 LTS, containing an Intel i9-7960X CPU and a Nvidia Titan XP GPU with 12GB RAM. The framework in which the experiments have been implemented is Tensorflow 2.3.

D. Comparison: Pseudo-Label Generation with CRF and Class Activation Maps

To show that our method achieves state-of-the art results in the weakly-supervised task when only using classification labels, we compare our approach with that of Dong et al. [17]. To mirror their implementation approach, we use the trained ResNet50, ResNet101 and ResNet152 classifiers and a subset of 100 random training images and their segmentation labels

---

\[^2\text{Image 042.jpg contains an incorrect ground truth and has been omitted.}\]
to grid-search the best CRF parameters which achieve the highest mean intersection over union score for each classifier. More details about the grid-search parameters can be found in the original work [17]. We then apply this method using the best CRF parameters determined by the search on all training images to generate a set of pseudo-labels.

E. Implementation: End-To-End Segmentation CNNs

To show that our method creates sufficient pseudo labels for the task of crack segmentation, we use several recent state-of-the-art crack segmentation algorithms trained on the original labels, as well as on our pseudo labels:

1) U-Net is a encoder-decoder method initially introduced for medical image data [14]. Here, the encoder and the decoder are connected through skip-connections which provide better feature retention. It has been previously used for crack segmentation [12], [13].

2) DeepCrack by Liu et al. [4] is a fully convolutional method that does not have an explicit decoder part. Rather, it upscals feature maps from the encoder and uses guided filtering to create the segmentation output.

3) DeepCrack by Zou et al. [3] is a encoder-decoder based model which fuses multi scale information from the encoder and decoder and merges them to create the segmentation output. This multi-scale fusion improves crack segmentation.

4) OED (Optimized-Deep-Encoder-Decoder) in [5] uses a pretrained EfficientNet as an encoder and included a custom decoder section that has been designed for crack segmentation. This method loosely follows the U-Net shape.

These segmentation methods are trained on the original pixel-annotation labels in a fully-supervised (FSV) manner as well as using our proposed pseudo-labeling, weakly-supervised (WSV) manner. Each of those algorithms is trained for a total of 30 epochs, using a batch size of 4. During training we perform the same data augmentation of color jittering and addition of noise as in the classifier training. The initial learning rate is set to $1 \times 10^{-3}$ and reduced by a factor of 10 after every 10 epochs. SGD is used as the optimizer and a momentum is set to 0.9. The binary cross-entropy loss is used to compare the predicted output with the ground truth during training. That note when using our weakly-supervised method, the ground-truth is set to be the pseudo labels. The predictions of those methods are performed on the full sized testing images.

V. RESULTS AND DISCUSSION

This section contains the results of using our weakly-supervised method, in comparison to fully-supervised training as well as results from ablation studies.

### Table I

Classification results of the CNN classifier on the patches of the CRACK500 test using the F1 score, Precision and Recall.

| Classifier  | F1 | PR  | RE  |
|-------------|----|-----|-----|
| ResNet50    | 0.9045 | 0.8824 | 0.9278 |
| ResNet101   | 0.9054 | 0.8864 | 0.9252 |
| ResNet152   | 0.8891 | 0.8836 | 0.8948 |

A. Classifier Results and Pseudo-Label Quality

Table I shows the results of the classification performance of the three ResNet architectures that have been trained. The results showing quality of the pseudo-labels in comparison with the original segmentation labels of the CRACK500 training set is shown in Table II. Here, the images/sec reports the average speed when creating pseudo-labels on the CRACK500 dataset using our aforementioned hard and software configuration. As it can be seen ResNet101 performs the highest in the classification task on the CRACK500 test set, performing slightly better than ResNet50. However, it can be seen that the label quality of our method when using the ResNet50 approach is higher than using the other classifier backbones. Due to this, in conjunction with the only slightly lower performance in the classification task and a slightly faster approach for generating the pseudo labels, we chose the ResNet50 for generating pseudo labels in the following sections. Additionally, our method creates better pseudo labels than the approach that uses CRF on the gradient activation maps by Dong et al. independent from the classifier backbones used. Sample pseudo labels for the CRF method and our method using a ResNet50 classifier are shown in Figure 5.

### Table II

Pseudo-label quality and creation speed in comparison with the actual segmentation labels of the training set.

| Pseudo-Label-Type | ODS    | OIS    | AP     | images/sec |
|-------------------|--------|--------|--------|------------|
| CRF-Labels [17]   | (ResNet50) | 0.3796 | 0.3796 | 0.1851 | 0.8739    |
| CRF-Labels [17]   | (ResNet101) | 0.2874 | 0.2874 | 0.1278 | 0.5029    |
| CRF-Labels [17]   | (ResNet152) | 0.2698 | 0.2698 | 0.1295 | 0.8266    |
| Our-Labels (ResNet50) | 0.5359 | 0.5839 | 0.4371 | 0.1868    |
| Our-Labels (ResNet101) | 0.5040 | 0.5706 | 0.3749 | 0.1841    |
| Our-Labels (ResNet152) | 0.5210 | 0.5690 | 0.4095 | 0.1837    |

Example segmentation results that have been generated by using the pseudo labels of our proposed method in comparison with the ones from Dong et al. [17], as well as fully-supervised learning are shown in Figure 6. Additionally, we also show...
1) CRACK500 Results: The results on the CRACK500 test set, as shown in Table III, show that the fully-supervised methods achieve the highest performance, followed by the segmentation algorithms trained using the CRF based weakly-supervised labels and trailed by the methods trained with the pseudo labels that we proposed.

2) CFD Results: Table IV shows the results on the CFD dataset. It can be seen that the segmentation algorithms trained using our proposed, weakly-supervised, pseudo-labels achieve competitive performance in comparison against using the pixel-level accurate labels in the fully-supervised training in all but the DeepCrack [31] segmentation model. Our method is
Fig. 7. Precision and recall curves of the segmentation results in the four different dataset comparing our weakly-supervised approach (WSV) with training using accurate, fully-supervised, labels (FSV).

also shown to generally outperform the CRF generated pseudo labels in all but the DeepCrack [31] segmentation model.

3) AEL Results: Results on the AEL dataset are shown in Table V. It can be seen that all segmentation algorithms achieve higher performance than the other methods when trained using our proposed pseudo labels.

4) DCD Results: The results on the DCD dataset in Table VI show that the segmentation results of all methods but the OED [5], results using our weakly-supervised pseudo-labeling approach achieve better performance than the fully-supervised models. Additionally, it also shows that on this dataset, across all models, the CRF labels have achieved the worse segmentation performance.

Summarising those results, it can be seen that our weakly-supervised method achieve close to comparable performance across various crack-segmentation algorithms, in all but the CRACK500 dataset, as if they would have been trained using pixel-level annotations. It is also shown that our approach creates better pseudo-labels as the approach by Dong et al [17] in those datasets, which consequently leads to a better performance on the end-to-end segmentation task in a majority of the datasets. The shortcomings in the performance of our method in comparison against the others on the CRACK500 dataset are further elaborated on in subsubsection V-E1.

C. Ablation Studies

To show how the components of our method contribute to its performance we have performed ablation studies. In Table VII we report results that leave out either one of the morphology or bilateral filtering steps and the method that only performs two-class Otsu thresholding on the patches which yields only a single threshold. This is shown on the CRACK500 training dataset by comparing our proposed
### TABLE V
RESULTS OF OIS, ODS AND AP ON THE AEL DATASET SET SPLIT BY THEIR LEARNING APPROACH.

| Label-Type        | Method   | ODS   | OIS   | AP    |
|-------------------|----------|-------|-------|-------|
|                  | FSV      | 0.0478| 0.0599| 0.0112|
|                  | DeepCrack [41] | 0.0334| 0.0390| 0.0069|
|                  | DeepCrack [31] | 0.2025| 0.2823| 0.2021|
|                  | OED [13] | 0.2942| 0.3519| 0.2432|
|                  | WSV (CRF Labels) | 0.1555| 0.2028| 0.0468|
|                  | DeepCrack [41] | 0.0683| 0.1114| 0.0289|
|                  | DeepCrack [31] | 0.1691| 0.2165| 0.0899|
|                  | OED [13] | 0.1016| 0.1259| 0.0365|
|                  | WSV (Our Labels) | 0.2550| 0.3345| 0.2163|
|                  | DeepCrack [41] | 0.2765| 0.3867| 0.2344|
|                  | DeepCrack [31] | 0.3830| 0.4604| 0.2391|
|                  | OED [13] | 0.3461| 0.3022| 0.3024|

### TABLE VI
RESULTS OF OIS, ODS AND AP ON THE DCD DATASET SET SPLIT BY THEIR LEARNING APPROACH.

| Label-Type        | Method   | ODS   | OIS   | AP    |
|-------------------|----------|-------|-------|-------|
|                  | FSV      | 0.5886| 0.6475| 0.4478|
|                  | DeepCrack [41] | 0.4643| 0.5497| 0.3095|
|                  | DeepCrack [31] | 0.6521| 0.6954| 0.6653|
|                  | OED [13] | 0.7055| 0.7474| 0.8148|
|                  | WSV (CRF Labels) | 0.4417| 0.5432| 0.5655|
|                  | DeepCrack [41] | 0.3705| 0.4395| 0.4431|
|                  | DeepCrack [31] | 0.4547| 0.4961| 0.4889|
|                  | OED [13] | 0.2616| 0.3271| 0.0942|
|                  | WSV (Our Labels) | 0.6199| 0.7120| 0.6595|
|                  | DeepCrack [41] | 0.6597| 0.7319| 0.7228|
|                  | DeepCrack [31] | 0.6936| 0.7530| 0.7961|
|                  | OED [13] | 0.6843| 0.7605| 0.7506|

### TABLE VII
ABLATION EXPERIMENTS BY COMPARING THE PSEUDO-LABELS WITH THE ORIGINAL LABELS ON THE CRACK500 TRAIN SET.

| Ablation                        | ODS   | OIS   | AP    |
|---------------------------------|-------|-------|-------|
| Our-Labels, w/o Bilateral       | 0.4691| 0.5034| 0.3539|
| Our-Labels, w/o Morphology      | 0.4436| 0.4436| 0.2478|
| Our-Labels, with 2-Class Otsu   | 0.5375| 0.6128| 0.5041|
| Our-Labels                       | 0.5359| 0.5839| 0.4371|

pseudo labels with the actual labels of this dataset. As it can be seen, both morphology and the bilateral filtering operation add an increase in the pseudo label quality. However, the inclusion of three-class Otsu thresholding in comparison with two-class thresholding yields a slightly lower performance. We attribute this due to the intensity distribution, as in the CRACK500 dataset cracks seem to have a much darker profile than the surrounding backgrounds. However, as this can differ from dataset to dataset, we opt to, and encourage the use of three-class thresholding as we found that empirically it gives better results on datasets where the cracks are only slightly darker than their background. The very slight drop in performance on datasets with darker cracks is made up in a higher label quality on datasets where the cracks are brighter, as less background pixels are labelled as cracks.

### D. Bells and Whistles: Semi Supervised

We also show that our approach can achieve a slightly better performance when incorporating further unlabelled data into the training-set corpus. For this we use the CRACK500 test-set and run our pseudo-labelling approach on it. Then, we incorporate these further labels into the training process and train the segmentation algorithms as described in Section IV-E. Table VIII shows the performance when additional data is added in comparison to only training on the data that has classification labels. It can be seen that whilst on CRACK500 and DCD comparable results are achieved, the added data has benefited the results on CFD and AEL more, adding a performance increase 1.98%, 2.27% and 2.26% for ODS, OIS and AP on the CFD, and 2.37%, 1.85% and 5.65% on AEL respectively. This shows that the addition of further, unlabelled data generally either keeps the performance similar or increases it on algorithms that have been trained using our weakly-supervised approach.

### E. Discussion

1) **Performance Drop on CRACK500:** In comparison to the fully-supervised method or using CRF for pseudo labels, our method performs worse on CRACK500. We hypothesize this is due to the lower annotation quality on this dataset in comparison to DCD, AEL and CFD and the amount of texture in the background through pebbles or similar obstructions. Figure 8 shows some example images of the test set, where the labels are either slightly inaccurate or have a highly
textured backgrounds and predictions of our method using OED utilizing our WSV and the standard FSV labels. As it can be seen, on small inclusions such as stones, whilst being within a crack, are picked up by our method and labelled as not containing a crack, whereas the FSV method and the original GT have this area as belonging to a crack. To validate our hypothesis we show results of the OED method which has been trained on a combined dataset with the training set of DCD, 71 images from CFD and 38 images of AEL using the same hyperparameters as stated previously, and test it on the remaining images. The results are shown in [Table IX](#). It can be seen that when the training and testing labels are more accurate, our method outperforms the CRF approach, showing that it generates better predictions without the need to perform a grid search to find the best parameters and is able to achieve competitive results against the fully-supervised method.

### 2) Other Datasets:
In the CFD, AEL and DCD datasets the tabular results and precision recall curves in [Figure 7](#) show at least competitive, and even slight increases in performance when using our weakly-supervised method in comparison with the fully-supervised approach. Our method is able to accurately segment large regions of cracks, whilst still keeping fine boundary details in contrast to the fully-supervised and weakly-supervised approach using CRF, which appear to have blurred segmentation maps at crack boundaries. It is to note, that when using our pseudo-labelling approach on very large images, the class activation mapping seems to only focus on the very descriptive features which can hinder localization performance. We therefore recommend that when larger images are used, they should be split into the size on which the classifier was trained, before applying our weakly-supervised segmentation method to achieve the highest possible performance. The results in [Table IX](#) show that when using datasets with higher accuracy in the annotations and thinner cracks, our method outperforms the CRF method by Dong et al. [17] in the ODS and OIS metrics and only performs a little worse in two of the tested segmentation algorithms in the AP metric. When observing the results from the OED method, the best performing segmentation algorithm on the combined DCD, CFD and AEL datasets, our WSV approach achieves only a 3.48% lower ODS, 3.14% lower OIS and 7.86% lower AP in comparison to the fully-supervised method. However, this slightly lower performance might be negligible if the labelling time for the training data is reduced significantly. Even though a drawback of our pseudo-labelling method is the initial labelling speed to create the pseudo-labels, which is exponentially slower than the CRF method, it makes up for it in the increase in performance that can be achieved once the pseudo labels have been created. Another advantage in comparison to the method by Dong et al. [17] is also that no grid-search is necessary to obtain the best performing hyperparameters.

### VI. CONCLUSION
In this paper we have proposed a method that expands pretrained crack classification CNNs and leverages them to create a pseudo-label output of surface cracks. Those created labels are then incorporated into end-to-end segmentation network training. In comparison with other prevalent methods for weakly-supervised segmentation, we do not use a conditional random field, but rather utilise a novel patch-threshold segmentation approach merged with a rough localization map generated by the classifier. We use this pseudo labeling approach to create pixel-level segmentation labels of images that previously only had a classification annotation and train multiple recent crack-segmentation algorithms with this. The use of our method for weakly-supervised segmentation is shown to achieve better results in four out of five popular crack datasets, outperforming or achieving comparable performance to the fully-supervised approach. We also elaborate on the reason for the performance drop on the dataset where it performs worse, attributing it to the image and label quality in this particular set of data and provide results showing that if the quality is increased, or other datasets are used, our method can achieve results coming close to fully-supervised methods, only requiring an exponentially smaller labelling effort in the initial surface crack images. For future work we would aim to study other adaptive thresholding techniques that can be utilized for pseudo-labeling as the limitations of our method lies within very large cracks that take up large portions of images.

### REFERENCES

1. “COVID-19’s Impacts on America’s Infrastructure,” American Society Of Civil Engineers, Tech. Rep., 2020.
2. A. Homer and G. Wong, “Thousands of Miles of Uk Roads in Poor Condition,” https://www.bbc.co.uk/news/uk-england-43407167, Mar. 2018.
3. Y. Inoue and H. Nagayoshi, “Deployment Conscious Automatic Surface Crack Detection,” in Winter Conference on Applications of Computer Vision. IEEE, 2019, pp. 686–694.
4. Y. Liu, J. Yao, X. Lu, R. Xie, and L. Li, “DeepCrack: A Deep Hierarchical Feature Learning Architecture for Crack Segmentation,” Neurocomputing, vol. 338, pp. 139–153, 2019.
5. J. König, M. D. Jenkins, M. Mannion, P. Barrie, and G. Morison, “Optimized Deep Encoder-Decoder Methods for Crack Segmentation,” Digital Signal Processing, vol. 108, p. 102907, 2021.
6. Y. Inoue and H. Nagayoshi, “Crack Detection as a Weakly-Supervised Problem: Towards Achieving Less Annotation-Intensive Crack Detectors,” arXiv preprint arXiv:2011.02208, 2020.
7. N. Tanaka and K. Uematsu, “A Crack Detection Method in Road Surface Images Using Morphology,” in Workshop on Machine Vision Applications. IAPR, 1998, pp. 154–157.
8. H. Oliveira and P. L. Correia, “Automatic Road Crack Segmentation Using Entropy and Image Dynamic Thresholding,” in European Signal Processing Conference. IEEE, 2009, pp. 622–626.

### TABLE IX

| Label-Type | Method | ODS  | OIS  | AP   |
|------------|--------|------|------|------|
| FSV        | U-Net  | 0.7347 | 0.7910 | 0.8861 |
|            | DeepCrack | 0.7347 | 0.7948 | 0.8996 |
|            | OED    | 0.7581 | 0.8139 | 0.8965 |
| WSV (CRF Labels) | U-Net | 0.6523 | 0.7345 | 0.8175 |
|            | DeepCrack | 0.6286 | 0.7242 | 0.8227 |
|            | OED    | 0.5417 | 0.4914 | 0.4370 |
| WSV (Our Labels) | U-Net | 0.6700 | 0.7371 | 0.7511 |
|            | DeepCrack | 0.7036 | 0.7674 | 0.8068 |
|            | OED    | 0.5367 | 0.5774 | 0.5879 |
|            |        | 0.7233 | 0.7805 | 0.8179 |
[9] H. Zhao, G. Qin, and X. Wang, “Improvement of Canny Algorithm Based on Pavement Edge Detection,” in *International Congress on Image and Signal Processing*, vol. 2. IEEE, 2010, pp. 964–967.

[10] K. C. P. Wang, Q. Li, and W. Gong, “Wavelet-Based Pavement Distress Image Edge Detection with a Trou Algorithm,” *Transportation Research Record*, vol. 2024, no. 1, pp. 73–81, 2007.

[11] Z. Fan, Y. Wu, J. Lu, and W. Li, “Automatic Pavement Crack Detection Based on Structured Prediction with the Convolutional Neural Network,” *arXiv preprint arXiv:1802.02208*, 2018.

[12] M. D. Jenkins, T. A. Carr, M. I. Iglesias, T. Buggy, and G. Morison, “A Deep Convolutional Neural Network for Semantic Pixel-Wise Segmentation of Road and Pavement Surface Cracks,” in *European Signal Processing Conference*. IEEE, 2018, pp. 2120–2124.

[13] J. König, M. D. Jenkins, P. Barrie, M. Mannion, and G. Morison, “A Convolutional Neural Network for Pavement Surface Crack Segmentation Using Residual Connections and Attention Gating,” in *International Conference on Image Processing*. IEEE, 2019, pp. 1460–1464.

[14] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional Networks for Biomedical Image Segmentation,” in *International Conference on Medical Image Computing and Computer-Assisted Intervention*. Springer, 2015, pp. 234–241.

[15] G. Li, J. Wan, S. He, Q. Liu, and B. Ma, “Semi-Supervised Semantic Segmentation Using Adversarial Learning for Pavement Crack Detection,” *IEEE Access*, vol. 8, pp. 51 466–51 459, 2020.

[16] S. Xian, L. Kim, G.-C. Cho, and S.-W. Lee, “Multiscale and Adversarial Learning-Based Semi-Supervised Semantic Segmentation Approach for Crack Detection in Concrete Structures,” *IEEE Access*, vol. 8, pp. 170 939–170 950, 2020.

[17] Z. Dong, J. Wang, B. Cui, D. Wang, and X. Wang, “Patch-Based Weakly Supervised Semantic Segmentation Network for Crack Detection,” *Construction and Building Materials*, vol. 258, p. 120291, 2020.

[18] R. Fan, M. J. Bocus, Y. Zhu, J. Jiao, L. Wang, F. Ma, S. Cheng, and M. Liu, “Road Crack Detection Using Deep Convolutional Neural Network and Adaptive Thresholding,” in *Intelligent Vehicles Symposium*. IEEE, 2019, pp. 474–479.

[19] K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image Recognition,” in *Conference on Computer Vision and Pattern Recognition*. IEEE, 2016, pp. 770–778.

[20] M. Tan and Q. Le, “EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks,” in *International Conference on Machine Learning*, 2019, pp. 6105–6114.

[21] R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and D. Batra, “Grad-Cam: Visual Explanations from Deep Networks Via Gradient-Based Localization,” in *International Conference on Computer Vision*, 2017, pp. 618–626.

[22] A. Chattopadhay, A. Sarkar, P. Howlader, and V. N. Balasubramanian, “Grad-Cam++: Generalized Gradient-Based Visual Explanations for Deep Convolutional Networks,” in *Winter Conference on Applications of Computer Vision*. IEEE, 2018, pp. 839–847.

[23] K. Turkowski, “Filters for common resampling tasks,” *Graphics Gems I*, pp. 147–165, 1990.

[24] C. Tomasi and R. Manduchi, “Bilateral Filtering for Gray and Color Images,” in *International Conference on Computer Vision*, 1998, pp. 839–846.

[25] N. Otsu, “A Threshold Selection Method from Gray-Level Histograms,” *IEEE Transactions on Systems, Man, and Cybernetics*, vol. 9, no. 1, pp. 62–66, 1979.

[26] W. Niblack, *An Introduction to Digital Image Processing*. Strandberg Publishing Company, 1985.

[27] J. Sauvola and M. Pietikäinen, “Adaptive Document Image Binarization,” *Pattern Recognition*, vol. 33, no. 2, pp. 225–236, 2000.

[28] F. Yang, L. Zhang, S. Yu, D. Prokhorov, X. Mei, and H. Ling, “Feature Pyramid and Hierarchical Boosting Network for Pavement Crack Detection,” *IEEE Transactions on Intelligent Transportation Systems*, vol. 21, no. 4, pp. 1525–1535, 2019.

[29] S. Chambon and J.-M. Moliard, “Automatic Road Pavement Assessment with Image Processing: Review and Comparison,” *International Journal of Geophysics*, vol. 2011, 2011.

[30] Z. Qu, W. Chen, S.-Y. Wang, T.-M. Yi, and L. Liu, “A Crack Detection Algorithm for Concrete Pavement Based on Attention Mechanism and Multi-Features Fusion,” *IEEE Transactions on Intelligent Transportation Systems*, 2021.

[31] Q. Zou, Z. Zhang, Q. Li, X. Qi, Q. Wang, and S. Wang, “DeepCrack: Learning Hierarchical Convolutional Features for Crack Detection,” *IEEE Transactions on Image Processing*, vol. 28, no. 3, pp. 1498–1512, 2018.