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Abstract
Gaussian upper and lower bounds and Hölder continuity are established for the heat kernel associated to the prolate spheroidal wave functions (PSWFs) of order zero. These results are obtained by application of a general perturbation principle using the fact that the PSWF operator is a perturbation of the Legendre operator. Consequently, the Gaussian bounds and Hölder inequality for the PSWF heat kernel follow from the ones in the Legendre case. As an application of the general perturbation principle, we also establish Gaussian bounds for the heat kernels associated to generalized univariate PSWFs and PSWFs on the unit ball in $\mathbb{R}^d$. Further, we develop the related to the PSWFs of order zero smooth functional calculus, which provides the necessary groundwork in developing the theory of Besov and Triebel–Lizorkin spaces associated to the PSWFs. One of our main results on Besov and Triebel–Lizorkin spaces associated to the PSWFs asserts that they are the same as the Besov and Triebel–Lizorkin spaces generated by the Legendre operator.
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1 Introduction

The prolate spheroidal wave functions (PSWFs) of order zero are widely used in physics (see, e.g., [16, 26]), signal processing, and numerical analysis (see, e.g., [22, 27]). Their importance is rooted in the fact that the PSWFs are band-limited functions that are eigenfunctions of two important operators:

\[ L_c f(x) := -\frac{d}{dx} \left[ (1 - x^2) \frac{df}{dx}(x) \right] + c^2 x^2 f(x), \quad x \in (-1, 1), \, c > 0, \]  
(1.1)

and

\[ F_c f(x) := \int_{-1}^{1} f(t)e^{ict} dt \]  
(1.2)

that commute. As is customary, we denote by \( \psi_0, \psi_1, \ldots \) the eigenfunctions of the operators \( L_c \) and \( F_c \) (the PSWFs), and by \( 0 < \chi_0 < \chi_1 < \cdots \) the eigenvalues of \( L_c \) and by \( \lambda_0, \lambda_1, \ldots \), where \( |\lambda_0| > |\lambda_1| > \cdots > 0 \), and \( \lambda_n = i^n |\lambda_n| \), the eigenvalues of \( F_c \). Thus,

\[ L_c \psi_n = \chi_n \psi_n, \quad n = 0, 1, \ldots, \]  
(1.3)

\[ F_c \psi_n = \lambda_n \psi_n, \quad n = 0, 1, \ldots. \]  
(1.4)

Of course, the eigenfunctions \( \{\psi_n\} \) and eigenvalues \( \{\chi_n\} \) and \( \{\lambda_n\} \) depend on the constant \( c \). We assume that \( c > 0 \) is arbitrary but fixed throughout.

It is easy to see that the PSWFs \( \{\psi_n\} \) are also eigenfunctions of the operator

\[ Q_c f(x) := \frac{2\pi}{c} \left( F_c^* F_c \right) f(x) = \frac{1}{\pi} \int_{-1}^{1} \frac{\sin c(x - y)}{x - y} f(y) dy, \]  
(1.5)

that is,

\[ Q_c \psi_n = \mu_n \psi_n, \quad \mu_n = \frac{c}{2\pi} |\lambda_n|^2, \quad n = 0, 1, \ldots. \]  
(1.6)

Observe that the operator \( L_c \) is essentially self-adjoint and positive.

We assume that the PSWFs \( \{\psi_n\} \) are normalized in \( L^2[-1, 1] \) and as is well known

\[ \langle \psi_n, \psi_k \rangle := \int_{-1}^{1} \psi_n(x) \psi_k(x) dx = \delta_{nk}, \quad \overline{\psi_n(x)} = \psi_n(x). \]  
(1.7)
It is also well known that the PSWFs \( \{ \psi_n \}_{n \geq 0} \) form and orthonormal basis for \( L^2[-1, 1] \).

It should be pointed out that the PSWFs \( \{ \psi_n \} \) extend analytically as functions on \( \mathbb{R} \) that are band-limited with band limit \( c \), that is, \( \text{supp} \hat{\psi}_n \subset [-c, c] \). Also, they are orthogonal on \( \mathbb{R} \):

\[
\int_{\mathbb{R}} \psi_n(x) \psi_k(x) \, dx = 0 \quad \text{if} \quad n \neq k.
\]

Furthermore, the PSWFs \( \{ \psi_n \} \) form an orthogonal basis for the space of band-limited functions on \( \mathbb{R} \) with band limit \( c \).

We refer the reader to [22, 27] for details and references on the PSWFs.

One of our goals in this article is to establish Gaussian upper and lower bounds for the heat kernel associated to the operator \( L_c \) as well as its Lipschitz continuity. The parameter \( c \) of the operator \( L_c \) can be given value \( c = 0 \). Then the functions \( \{ \psi_n \} \) are the normalized Legendre polynomials. Gaussian upper and lower bounds for the associated heat kernel are established in [5]. The Gaussian bounds for the heat kernel associated to the operator \( L_c \) when \( c > 0 \) are derived from the respective estimates for the heat kernel associated to \( L_0 \) by an application of a general principle that relates semigroups associated to a self-adjoint operator and its perturbation and their kernels.

As an application of the Gaussian bounds for the heat kernel associated to the operator \( L_c \) we develop a smooth functional calculus, which in turn enables us to develop the theory of Besov and Triebel–Lizorkin spaces on \([-1, 1]\) based on the PSWFs \( \{ \psi_n \} \) in the spirit of Frazier and Jawerth [17–19]. In developing this theory we use the approach and ideas from [5, 23].

We will use the remainder of this introduction to give a more detailed outline of the contents of this article.

### 1.1 The PSWF Heat Kernel

The operator \( L_c \) is (essentially) self-adjoint and positive and hence it generates a semigroup \( \exp(-tL_c), t > 0 \). It is easy to see that \( \exp(-tL_c) \) is an integral operator with (heat) kernel \( p_t(x, y) \) defined by

\[
p_t(x, y) := \sum_{n=0}^{\infty} e^{-t\chi_n} \psi_n(x) \psi_n(y), \quad x, y \in [-1, 1].
\] (1.8)

As will be explained it is natural to consider the interval \([-1, 1]\) equipped with the usual Lebesgue measure \( d\mu(x) = dx \) and the distance \( \rho(x, y) := |\arccos x - \arccos y| \). We use the standard notation \( B(x, r) := \{ y \in [-1, 1] : \rho(x, y) < r \} \) for the “balls” on \([-1, 1]\) and set \( V(x, r) := \mu(B(x, r)) \).

Gaussian lower and upper bounds for the PSWF heat kernel \( p_t(x, y) \) are established (Theorem 3.2): For any \( x, y \in [-1, 1] \) and \( t > 0 \)

\[
\frac{c_1 \exp\left(-\frac{\rho(x,y)^2}{c_2t}\right)}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}} \leq p_t(x, y) \leq \frac{c_3 \exp\left(-\frac{\rho(x,y)^2}{c_4t}\right)}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}}.
\] (1.9)
The following Lipschitz continuity of $p_t(x, y)$ is also obtained (Theorem 3.5):

\[
|p_t(x, y) - p_t(x', y)| \leq c \frac{\rho(x, x')}{\sqrt{t}} \cdot \exp \left( - \frac{\rho(x, y)^2}{ct} \right) \frac{\exp \left( - \rho(x, y)^2 \right)}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}},
\]

(1.10)

if $\rho(x, x') \leq \sqrt{t}$.

To establish these estimates we use a general perturbation principle that we outline next.

### 1.2 Perturbation of Self-adjoint Operators and Associated Semigroups

A general perturbation principle is our tool in establishing the Gaussian bounds and Hölder continuity of the heat kernels associated to PSWFs, generalized PSWFs and PSWFs on the ball. Given a measure space, we assume that $Y$ and $Z$ are two self-adjoint positive operators, and $Y$ is a perturbation of $Z$ of the form:

\[
Yf := Zf + Af \quad \text{with} \quad Af(x) := V(x)f(x),
\]

where $V \geq 0$ is a bounded function. Denote by $S_t$ and $T_t$ the one-parameter semigroups generated by $Z$ and $Y$, respectively. Also, let $\mathcal{E}(f, g) := (Zf, g)$ be the associated to $Z$ quadratic form. Assuming that the closure $\overline{\mathcal{E}}$ of $\mathcal{E}$ is a Dirichlet form (§2) and that the operator $S_t : L^1 \to L^\infty$ is bounded with kernel $K_{S_t}(x, y)$ we show that $T_t, t > 0$, is an integral operator with kernel $K_{T_t} \in L^\infty$ satisfying

\[
e^{-t\|V\|\infty}K_{S_t}(x, y) \leq K_{T_t}(x, y) \leq K_{S_t}(x, y) \quad \text{almost everywhere, } \forall t > 0. \quad (1.11)
\]

These inequalities show that $K_{T_t}(x, y)$ inherits the bounds for $K_{S_t}(x, y)$. In particular, $K_{T_t}$ inherits the Gaussian bounds of $K_{S_t}$ if such bounds exist, which is the case in our context. Inequalities similar to the ones from (1.11), under adequate assumptions, have been developed by different authors, see, e.g., [28, Theorem 2.21] and [1, Theorem 3.6].

To establish inequalities (1.11) we utilize a well-known variation of parameter formula (see (2.8)) to represent $T_t$ in terms of $S_t$, as given in textbooks, see, e.g., Corollary 1.7 in [14] or Theorem 11.4.1 and identity (11.12), p. 341, in [9]. This formula also allows to show that the kernel $K_{T_t}$ inherits the Hölder continuity of $K_{S_t}$ (see (1.10)) in the case of a doubling metric measure space whenever Gaussian bounds for $K_{S_t}(x, y)$ exist. For details see Sect. 2.

### 1.3 Functional Calculus Induced by the PSWFs of Order Zero

Our further development heavily depends on the almost exponential space localization of the kernels $K_{F(\delta, \sqrt{L_c})}(x, y)$ of operators $F(\delta, \sqrt{L_c})$, $\delta > 0$, for smooth functions $F$. 

\[\square\] Springer
These are kernels of the form

\[ \mathcal{K}_{F}(\delta \sqrt{L_c})(x, y) = \sum_{n=0}^{\infty} F(\delta \sqrt{\chi_n}) \psi_n(x) \psi_n(y). \]  

(1.12)

As is shown in Theorem 4.2 if the function \( F \) is even, real-valued, and belongs to the Schwartz class \( S(\mathbb{R}) \) on \( \mathbb{R} \), then for any \( \sigma > 0 \) there exists a constant \( c_\sigma > 0 \) such that

\[ |\mathcal{K}_{F}(\delta \sqrt{L_c})(x, y)| \leq c_\sigma \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma} \left[ V(x, \delta) V(y, \delta) \right]^{1/2}, \quad x, y \in [-1, 1], \; \delta > 0. \]

Furthermore, the kernel \( \mathcal{K}_{F}(\delta \sqrt{L_c})(x, y) \) is Lipschitz continuous (see Theorem 4.10). The proof of these estimates relies on the finite speed propagation property of the related to \( L_c \) wave equation (see Proposition 4.7), a consequence of the Gaussian localization of the PSWF heat kernel.

### 1.4 PSWF Besov and Triebel–Lizorkin Spaces

One of the aims of this article is to develop the Besov and Triebel–Lizorkin spaces associated to the PSWFs. In doing so we have been guided by ideas from [5, 23]. The Besov and Triebel–Lizorkin spaces are in general spaces of distributions. We introduce distributions associated with the operators \( L_0 \) and \( L_c \) in Sect. 5.1. It is easy to show that the distributions in both cases are the same.

Using kernels as in (1.12) we introduce two kinds of Besov spaces associated to the operators \( L_0, L_c \): (a) classical Besov spaces \( B_{pq}^s(L_0) \), \( B_{pq}^s(L_c) \), and (b) non-classical Besov spaces \( \tilde{B}_{pq}^s(L_0) \), \( \tilde{B}_{pq}^s(L_c) \) with full sets of parameters: \( s \in \mathbb{R} \) and \( 0 < p, q \leq \infty \).

One of our main results asserts that \( B_{pq}^s(L_0) = B_{pq}^s(L_c) \) and \( \tilde{B}_{pq}^s(L_0) = \tilde{B}_{pq}^s(L_c) \) with equivalent norms (see Sect. 5).

We also use kernels as in (1.12) to introduce classical and non-classical Triebel–Lizorkin spaces \( F_{pq}^s(L_0) \), \( F_{pq}^s(L_c) \) and \( \tilde{F}_{pq}^s(L_0) \), \( \tilde{F}_{pq}^s(L_c) \), associated to the operators \( L_0 \) and \( L_c \), \( s \in \mathbb{R} \), \( 0 < p < \infty \), and \( 0 < q \leq \infty \). Furthermore, we show that \( F_{pq}^s(L_0) = F_{pq}^s(L_c) \) and \( \tilde{F}_{pq}^s(L_0) = \tilde{F}_{pq}^s(L_c) \) with equivalent norms.

As is well known the PSWFs \( \{ \psi_n \} \) are closely related to the Legendre polynomials. The above results show that in terms of Besov and Triebel–Lizorkin spaces on \([-1, 1]\) the PSWFs generate the same spaces as the Legendre polynomials.

### 1.5 Generalized PSWFs and PSWFs on the Ball

We consider two additional important cases where our general result, discussed in §1.2, produces Gaussian upper and lower bounds for heat kernels.
The Jacobi operator $\mathcal{L}$ is defined by
\[
\mathcal{L} f(x) := -\frac{1}{\omega(x)} \frac{d}{dx} \left[ \omega(x) a(x) \frac{df}{dx}(x) \right], \quad D(\mathcal{L}) := C^2[-1, 1],
\]
where
\[
\omega(x) = \omega_{\alpha, \beta}(x) := (1 - x)^\alpha (1 + x)^\beta, \quad \alpha, \beta > -1, \quad a(x) := (1 - x^2).
\]

Consider now a perturbation of the operator $\mathcal{L}$ of the form
\[
\mathcal{L}_V f(x) := \mathcal{L} f(x) + V(x) f(x), \quad D(\mathcal{L}_V) := C^2[-1, 1],
\]
where $V \in C[-1, 1]$ and $V \geq 0$. In this setting it is natural to consider the distance $\rho(x, y) := |\arccos x - \arccos y|$, just as in the case of the PSWFs.

As an application of the general principle described in §1.2 we establish Gaussian upper and lower bounds (similar to (1.9)) for the heat kernel associated to the operator $\mathcal{L}_V$, see Sect. 7. In the particular case when $\alpha = \beta$ and $V(x) = c^2 x^2$ this leads to Gaussian bounds for the heat kernel associated to the generalized PSWFs introduced in [37]. The Hölder continuity of these kernels is also established.

The prolate spheroidal wave functions on the unit ball $B^d$ in $\mathbb{R}^d$ were introduced by D. Slepian in [32]. They are defined as the eigenfunctions of the following two commuting operators:
\[
L_c f(x) := -\sum_{i=1}^{d} \Delta_i^2 f(x) + \sum_{i=1}^{d} \sum_{j=1}^{d} x_i x_j \partial_i \partial_j f(x) + (n + 2\gamma) \sum_{i=1}^{d} x_i \partial_i f(x) + c^2 \|x\|^2 f(x)
\]
and
\[
F_c f(x) := \int_{\mathbb{B}^d} f(u)e^{-i\xi \cdot u} \omega_\gamma(u) du,
\]
where $\omega_\gamma(x) := (1 - \|x\|^2)^{\gamma - 1/2}$, $\gamma > -1/2$, is a weight function with $\|x\|$ being the Euclidean norm of $x \in \mathbb{R}^d$ and $c > 0$ is a fixed constant. The natural distance here is defined by $\rho(x, y) := \arccos (x \cdot y + \sqrt{1 - \|x\|^2} \sqrt{1 - \|y\|^2})$.

Yet another application of the general principle, described in §1.2, allows to establish Gaussian upper and lower bounds (as in (1.9)) for the heat kernel associated to the operator $L_c$, see Sect. 8.

**Notation**

We will denote by $\langle f, g \rangle$ the inner product in the respective Hilbert space and use the abbreviated notation $\| \cdot \|_p := \| \cdot \|_{L^p}$. The norm of a bounded operator $L : L^p \to L^q$
will be denoted by \( \| L \|_{p \to q} \). As usual \( \mathbb{N} \) will denote the set of all positive integers and \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). The notation \( a \vee b := \max\{a, b\} \) and \( a \wedge b := \min\{a, b\} \) will also be used. Positive constants will be denoted by \( c, c_1, c_2, c', \ldots \), and they may vary at every occurrence; \( a \sim b \) stands for \( c_1 \leq a/b \leq c_2 \).

2 Perturbation of Self-adjoint Operators and Associated Semigroups

As already alluded to in the introduction the proof of the Gaussian bounds for the PSWF heat kernel (see (1.9)) as well as the heat kernels associated to the generalized PSWFs and the PSWFs on the ball will depend on an abstract result relating semigroups associated to a self-adjoint operator and its perturbation and their kernels. We next present this result. In developing our general theory we will use some basic facts from the theory of self-adjoint operators and the related quadratic forms and one-parameter semigroups that can be found in, e.g., [2, 8, 9, 15].

We will consider two self-adjoint operators \( Z \) and \( Y \) in a Hilbert space with the second being a perturbation of the first, and the associated to them one-parameter semigroups.

2.1 The Operator \( Z \) and the Associated Semigroup

We assume that \((X, \mu)\) is a \( \sigma \)-finite measure space and consider the real Hilbert space \( \mathcal{H} \) consisting of all real-valued functions in \( L^2(X, \mu) \).

Let \( Z \) be a positive self-adjoint operator on \( \mathcal{H} = L^2(X, \mu) \) with domain \( D(Z) \) that is dense in \( \mathcal{H} \), i.e., \( D(Z) = \mathcal{H} \). This means that \( Z \) is a positive symmetric operator whose closure \( \overline{Z} \) (with domain \( D(\overline{Z}) \)) is positive and self-adjoint. From Spectral Theory it follows that the operator \( \overline{Z} \) generates a self-adjoint one-parameter contraction semigroup \( S_t = e^{-t\overline{Z}}, t > 0, \) on \( \mathcal{H}: \)

\[
\| S_t f \|_2 \leq \| f \|_2, \quad \forall f \in \mathcal{H}.
\]

Consider the associated to \( Z \) symmetric nonnegative quadratic form \( \mathcal{E} \):

\[
\mathcal{E}(f, g) := \langle Zf, g \rangle, \quad \mathcal{E}(f, f) = \langle Zf, f \rangle \geq 0,
\]

with domain \( D(\mathcal{E}) = D(L) \). As is well known \( \mathcal{E} \) is closable and denoting by \( \overline{\mathcal{E}} \) and \( D(\overline{\mathcal{E}}) \) its closure and domain one has

\[
\overline{\mathcal{E}}(f, g) = \langle Z^{1/2} f, Z^{1/2} g \rangle \quad \text{and} \quad D(\overline{\mathcal{E}}) = D(\overline{Z}^{1/2}). \quad (2.1)
\]

Our next assumption is that \( \overline{\mathcal{E}} \) is a Dirichlet form on \( \mathcal{H} \). Namely, we stipulate the following condition:

\[
f \in D(\overline{\mathcal{E}}) \implies (f \vee 0) \wedge 1 \in D(\overline{\mathcal{E}}),
\]

\[
\overline{\mathcal{E}}((f \vee 0) \wedge 1, (f \vee 0) \wedge 1) \leq \overline{\mathcal{E}}(f, f). \quad (2.2)
\]
The point is that because $E$ is a Dirichlet form on $H$, then the semigroup $S_t$ is submarkovian: If $0 \leq f \leq 1$ and $f \in L^2(X, \mu)$, then $0 \leq S_t f \leq 1$.

In addition, we assume that

$$
\|S_t f\|_\infty \leq \Upsilon(t) \|f\|_1, \quad \forall f \in L^1(X, \mu),
$$

(2.3)

for some function $\Upsilon(t) > 0$. Then as is well known (see [11], Theorem 6, p. 503) $S_t$ is an integral operator with kernel $K_{S_t} \in L^\infty$, i.e.,

$$
S_t f(x) = \int_X K_{S_t}(x, y) f(y) d\mu(y), \quad \forall f \in L^1(X, \mu),
$$

(2.4)

and $\|S_t\|_{1 \to \infty} = \|K_{S_t}\|_\infty \leq \Upsilon(t)$. The fact that the semigroup $S_t$ is submarkovian implies that $S_t f \geq 0$ if $f \geq 0$ and $f \in L^1(X, \mu)$, which leads to the conclusion that

$$
K_{S_t}(x, y) \geq 0 \text{ for a.a. } x, y \in X \times X.
$$

(2.4)

### 2.2 Perturbation $Y$ of the Operator $Z$ and the Associated Semigroup

We now consider a second operator $Y$ defined by

$$
Yf := Zf + Af, \quad f \in D(Y) := D(Z),
$$

(2.5)

where the operator $A$ is defined by

$$
Af(x) := V(x) f(x) \quad \text{with} \quad V \in L^\infty(X, \mu), \quad V \geq 0.
$$

(2.6)

Clearly,

$$
\langle Yf, g \rangle = \langle f, Yg \rangle, \quad \forall f, g \in D(Y) \quad \text{and} \quad \langle Yf, f \rangle \geq 0, \quad \forall f \in D(Y).
$$

Therefore, $Y$ is a positive self-adjoint operator on $L^2(X, \mu)$ and its closure is given by $\overline{Y} = \overline{Z} + A$ with domain $D(\overline{Y}) := D(\overline{Z})$. Let $T_t = e^{-t\overline{Y}}$ be the associated to $\overline{Y}$ one-parameter contraction semigroup on $L^2(X, \mu)$. The associated to $Y$ symmetric nonnegative quadratic form $E_Y$ is defined by

$$
E_Y(f, g) := \langle Yf, g \rangle = \langle f, g \rangle + \int_X V(x) f(x) g(x) d\mu(x), \quad f, g \in D(E) = D(Z).
$$

For its closure $\overline{E_Y}$ we have

$$
\overline{E_Y}(f, g) = \overline{E}(f, g) + \int_X V(x) f(x) g(x) d\mu(x), \quad f, g \in D(\overline{E_Y}) := D(\overline{E}).
$$

We claim that $\overline{E_Y}$ is a Dirichlet form on $L^2(X, \mu)$. Indeed, by our assumption $E$ is a Dirichlet form on $L^2(X, \mu)$, i.e., (2.2) is valid. Using this we have for any $f \in \mathcal{E}$ Springer
\[ D(\mathcal{E}_Y) := D(\mathcal{E}), \text{ with } h := (f \lor 0) \land 1, \]
\[ \mathcal{E}_Y(h, h) = \mathcal{E}(h, h) + \int_X V(x) h^2(x) d\mu(x) \leq \mathcal{E}(f, f) + \int_X V(x) f^2(x) d\mu(x) = \mathcal{E}_Y(f, f). \]

Hence, \( \mathcal{E}_Y \) is a Dirichlet form. Just as before this implies that the semigroup \( T_t \) is submarkovian: If \( 0 \leq f \leq 1 \) and \( f \in L^2(X, \mu) \), then \( 0 \leq T_t f \leq 1 \). Consequently, if \( f \geq 0 \) and \( f \in L^2(X, \mu) \), then \( T_t f \geq 0 \).

The following theorem will play a key role in establishing Gaussian bounds for heat kernels.

**Theorem 2.1** In the setting described above, \( T_t, t > 0 \), is an integral operator with kernel \( \mathcal{K}_{T_t} \in L^\infty \), i.e.,
\[ T_t f(x) = \int_X \mathcal{K}_{T_t}(x, y) f(y) d\mu(y), \quad \forall f \in L^1(X, \mu), \]
satisfying
\[ e^{-t\|V\|_{\infty}} \mathcal{K}_{S_t}(x, y) \leq \mathcal{K}_{T_t}(x, y) \leq \mathcal{K}_{S_t}(x, y) \quad \text{for a.a. } x, y \in X, \quad \forall t > 0. \quad (2.7) \]

**Proof** Using the terminology from [9] and [14] the semigroup \( S_t \) is generated by the operator \(-\mathcal{Z}\) and \( T_t \) is generated by \(-\mathcal{Y}\). Then \(-\mathcal{Y} = -\mathcal{Z} - A\) leads to the following identity:
\[ T_t f = S_t f - \int_0^t S_{t-s} A T_s f ds, \quad t > 0, \quad f \in L^1(X, \mu), \quad \text{(2.8)} \]
see Theorem 11.4.1 and identity (11.12), p. 341, in [9] or Corollary 1.7 in [14].

Assume \( f \in L^1(X, \mu) \) and \( f \geq 0 \). Since \( Af(x) := V(x) f(x), V \geq 0, \) and \( S_t, T_t \) are positivity preserving, we have \( AT_s f \geq 0 \) and \( S_{t-s} A T_s f \geq 0 \). This coupled with (2.8) leads to
\[ 0 \leq T_t f = S_t f - \int_0^t S_{t-s} A T_s f ds \leq S_t f \quad \text{(2.9)} \]
and using (2.3) it follows that
\[ \|T_t f\|_{\infty} \leq \|S_t f\|_{\infty} \leq \Upsilon(t) \|f\|_1. \quad (2.10) \]

Let \( f \in L^1(X, \mu) \). Clearly, \( f = f_+ - f_- \), where \( f_+ := f \lor 0 \) and \( f_- := -(f \land 0) \); obviously \( f_+ \geq 0 \) and \( f_- \geq 0 \). Then using the above we get
\[ \|T_t f\|_{\infty} \leq \|T_t f_+\|_{\infty} + \|T_t f_-\|_{\infty} \leq \|S_t f_+\|_{\infty} + \|S_t f_-\|_{\infty} \leq \Upsilon(t) \|f_+\|_1 + \Upsilon(t) \|f_-\|_1 = \Upsilon(t) \|f\|_1. \]
As before ([11], Theorem 6, p. 503) we conclude that $T_t$ is an integral operator with kernel $K_{T_t} \in L^\infty$ such that $\|T_t\|_\to = \|K_{T_t}\|_\infty \leq \Upsilon(t)$. From this and (2.9) it follows that if $f \in L^1(X, \mu)$ and $f \geq 0$, then for almost all $x \in X$

$$0 \leq T_t f(x) = \int_X K_{T_t}(x, y) f(y) d\mu(y) \leq S_t f(x) = \int_X K_{S_t}(x, y) f(y) d\mu(y),$$

which readily implies

$$K_{T_t}(x, y) \leq K_{S_t}(x, y) \text{ for a.a. } x, y \in X \times X.$$

The proof of the upper bound estimate in (2.7) is complete.

For the estimate in the other direction we use (2.8), (2.9), and the fact that $S_t, T_t$ preserve positivity to obtain for any $f \in L^1(X, \mu), f \geq 0$,

$$S_t f = T_t f + \int_0^t S_{t-s} A T_s f ds \leq T_t f + \|V\|_\infty \int_0^t S_{t-s} T_s f ds \leq T_t f + \|V\|_\infty \int_0^t S_{t-s} S_s f ds = T_t f + t\|V\|_\infty S_t f.$$

Hence,

$$(1 - t\|V\|_\infty) S_t f \leq T_t f \implies \left(1 - \frac{t\|V\|_\infty}{n}\right) S_{t/n} f \leq T_{t/n} f, \quad t > 0, \ n \in \mathbb{N}.$$

Using the fact that $S_t, T_t$ are semigroups (e.g., $S_{t_1+t_2} = S_{t_1} S_{t_2}$), this yields

$$\left(1 - \frac{t\|V\|_\infty}{n}\right)^n S_t f \leq T_t f$$

and letting $n \to \infty$ we arrive at

$$e^{-t\|V\|_\infty} S_t f \leq T_t f,$$

which implies the lower bound estimate in (2.7). \qed

We conclude this subsection by some bibliographic comments. The semigroup $S_t$ dominates the semigroup $T_t$ following the usual terminology, see for instance [28]. The fact that such a domination translates into an inequality on kernels is given in [9], Problem 11.4.3. It is an easy consequence of the Lebesgue differentiation theorem.

### 2.3 Gaussian Bounds and Hölder Continuity of the Kernels $K_{S_t}$ and $K_{T_t}$

We assume that the quadratic form $\overline{E}$ from (2.1) is regular and strictly local. Then $(\overline{E}, D(\overline{E}))$ is called a regular strictly local Dirichlet space. In addition, we assume that there is a distance $\rho(x, y)$ on $X$ that is equivalent to the intrinsic distance generated
by the quadratic form $\mathcal{E}$. For the definitions and details, see, e.g., [5], [20], and the references therein. As in the introduction we define

$$V(x, r) := \mu(B(x, r)), \quad B(x, r) := \{y \in X : \rho(x, y) < r\}.$$  

We assume that the heat kernel $\mathcal{K}_t(x, y)$ has the following Gaussian bounds:

$$\frac{c_1 \exp\left(-\frac{\rho(x,y)^2}{c_{2t}}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}} \leq \mathcal{K}_t(x, y) \leq \frac{c_3 \exp\left(-\frac{\rho(x,y)^2}{c_{4t}}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}}, \quad (2.11)$$

for all $x, y \in X, t > 0$. The following upper and lower bounds for $\mathcal{K}_t(x, y)$ follow from above and Theorem 2.1:

$$\exp(-t\|V\|_{\infty}) \frac{c_1 \exp\left(-\frac{\rho(x,y)^2}{c_{2t}}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}} \leq \mathcal{K}_t(x, y) \leq \frac{c_3 \exp\left(-\frac{\rho(x,y)^2}{c_{4t}}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}}. \quad (2.12)$$

As is well known the above Gaussian bounds of the heat kernel $\mathcal{K}_t(x, y)$ are equivalent to the fact that: (a) The measure $\mu$ has the doubling property and (b) The respective local scale-invariant Poincaré inequality is valid. See, e.g., [20, Theorem 2.31]. Recall that the measure $\mu$ has the doubling property if

$$0 < V(x, 2r) \leq c V(x, r), \quad \forall x \in X, r > 0, \quad (2.13)$$

where $c > 0$ is a constant.

It is also well known that, in the present setting, the Gaussian bounds (2.11) of the kernel $\mathcal{K}_t(x, y)$ imply its Hölder continuity: There exists a constant $0 < \alpha \leq 1$ such that

$$|\mathcal{K}_t(x, y) - \mathcal{K}_t(x', y)| \leq c_5 \left(\frac{\rho(x, x')}{\sqrt{t}}\right)^\alpha \exp\left(-\frac{\rho(x,y)^2}{c_{6t}}\right) \frac{\exp\left(-\frac{\rho(x,y)^2}{c_{8t}}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}}, \quad (2.14)$$

for all $x, x', y \in X$ and $t > 0$, whenever $\rho(x, x') \leq \sqrt{t}$. We refer the reader to [20, Theorem 2.32] and also to [3, 13, 21, 30] for details on the Hölder continuity of heat kernels.

We next show that $\mathcal{K}_t(x, y)$ inherits the Hölder continuity (2.14) of $\mathcal{K}_t(x, y)$.

**Theorem 2.2** In the setting of this section, for any $x, x', y \in X$ and $t > 0$

$$|\mathcal{K}_t(x, y) - \mathcal{K}_t(x', y)| \leq c_7(1 + t\|V\|_{\infty}) \left(\frac{\rho(x, x')}{\sqrt{t}}\right)^\alpha \exp\left(-\frac{\rho(x,y)^2}{c_{8t}}\right) \frac{\exp\left(-\frac{\rho(x,y)^2}{c_{6t}}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}}, \quad (2.15)$$
whenever $\rho(x, x') \leq \sqrt{t}$.

**Proof** From identity (2.8) it follows that

$$K_{Tt}(x, y) = K_{S_t}(x, y) - \int_0^t \int_X K_{S_{t-s}}(x, z)V(z)K_{Tt}(z, y)dzds,$$

implying

$$|K_{Tt}(x, y) - K_{Tt}(x', y)| \leq |K_{S_t}(x, y) - K_{S_t}(x', y)|$$

$$+ \int_0^t \int_X |K_{S_{t-s}}(x, z) - K_{S_{t-s}}(x', z)|V(z)K_{Tt}(z, y)dzds$$

$$\leq |K_{S_t}(x, y) - K_{S_t}(x', y)|$$

$$+ \int_0^t \int_X |K_{S_{t-s}}(x, z) - K_{S_{t-s}}(x', z)|V(z)K_{S_t}(z, y)dzds,$$  \hspace{1cm} (2.16)

where for the last inequality we used (2.7).

The doubling property (2.13) readily implies that there exist constants $d, c_0 > 0$ such that

$$V(x, \lambda r) \leq c_0 \lambda d V(y, r), \quad \forall x \in X, r > 0, \lambda \geq 1.$$  \hspace{1cm} (2.17)

In turn, just as in (3.6) this yields

$$V(x, r) \leq c_0 \left(1 + \frac{\rho(x, y)}{r}\right)^d V(y, r), \quad \forall x, y \in X, r > 0.$$  \hspace{1cm} (2.18)

Estimates (2.11), (2.14) together with (2.18) yield

$$0 \leq K_{S_t}(x, y) \leq \frac{c_9 \exp\left(-\frac{\rho(x, y)^2}{\omega_{10t}}\right)}{V(y, \sqrt{t})}, \quad \forall x, y \in X, t > 0,$$  \hspace{1cm} (2.19)

and

$$|K_{S_t}(x, y) - K_{S_t}(x', y)| \leq c_{11}\left(\frac{\rho(x, x')}{\sqrt{t}}\right)^\alpha \frac{\exp\left(-\frac{\rho(x, y)^2}{\omega_{10t}}\right)}{V(x, \sqrt{t})} + \frac{\exp\left(-\frac{\rho(x', y)^2}{\omega_{10t}}\right)}{V(x', \sqrt{t})},$$  \hspace{1cm} (2.20)

for all $x, x', y \in X$ and $t > 0$, whenever $\rho(x, x') \leq \sqrt{t}$. Clearly, (2.20) holds with the roles of $x$ and $x'$ interchanged. This along with (2.19) and (2.20) leads to

$$|K_{S_t}(x, y) - K_{S_t}(x', y)| \leq c\left(\frac{\rho(x, x')}{\sqrt{t}}\right)^\alpha \left(\frac{\exp\left(-\frac{\rho(x, y)^2}{\omega_{10t}}\right)}{V(x, \sqrt{t})} + \frac{\exp\left(-\frac{\rho(x', y)^2}{\omega_{10t}}\right)}{V(x', \sqrt{t})}\right).$$
for all $x, x', y \in X$ and $t > 0$ (without the restriction $\rho(x, x') \leq \sqrt{t}$). In turn, this estimate along with (2.16), (2.14), and (2.19) implies that whenever $\rho(x, x') \leq \sqrt{t}$

$$|\mathcal{K}_t(x, y) - \mathcal{K}_t(x', y)| \leq c_5 \left( \frac{\rho(x, x')}{\sqrt{t}} \right)^\alpha \frac{\exp\left(-\frac{\rho(x, y)^2}{c_4 t}\right)}{[V(x, \sqrt{t}) V(y, \sqrt{t})]^{1/2}}$$

$$+ c \|V\|_\infty \rho(x, x')^\alpha \int_0^t (t-s)^{-\alpha/2} \int_X \frac{\exp\left(-\frac{\rho(x, z)^2}{c_{10}(t-s)}\right)}{V(x, \sqrt{t-s})} \cdot \frac{\exp\left(-\frac{\rho(z, y)^2}{c_{10}^2 t}\right)}{V(y, \sqrt{s})} dz ds$$

$$+ c \|V\|_\infty \rho(x, x')^\alpha \int_0^t (t-s)^{-\alpha/2} \int_X \frac{\exp\left(-\frac{\rho(x', z)^2}{c_{10}(t-s)}\right)}{V(x', \sqrt{t-s})} \cdot \frac{\exp\left(-\frac{\rho(z, y)^2}{c_{10}^2 t}\right)}{V(y, \sqrt{s})} dz ds. \quad (2.21)$$

We next estimate the integrals above over $X$.

**Lemma 2.3** For any $x, y \in X$, $t > 0$, and $0 < s < t$ we have

$$\int_X \frac{\exp\left(-\frac{\rho(x, z)^2}{c(t-s)}\right)}{V(x, \sqrt{t-s})} \cdot \frac{\exp\left(-\frac{\rho(z, y)^2}{c s}\right)}{V(y, \sqrt{s})} dz \leq c'' \frac{\exp\left(-\frac{\rho(x, y)^2}{c t}\right)}{[V(x, \sqrt{t}) V(y, \sqrt{t})]^{1/2}}, \quad (2.22)$$

where $c, c', c'' > 0$ are constants.

**Proof** We consider two cases. First, let $0 < s \leq t/2$. Considering two subcases $\rho(x, z) \leq \rho(x, y)/2$ and $\rho(x, z) > \rho(x, y)/2$, it follows that

$$\frac{\rho(x, z)^2}{c(t-s)} + \frac{\rho(z, y)^2}{c s} \geq \frac{\rho(x, y)^2}{8ct} + \frac{\rho(z, y)^2}{2cs}.$$

Using this and that $V(x, \sqrt{t-s}) \geq V(x, \sqrt{t}/2) \geq c V(x, \sqrt{t})$, in light of (2.17), we obtain

$$\int_X \frac{\exp\left(-\frac{\rho(x, z)^2}{c(t-s)}\right)}{V(x, \sqrt{t-s})} \cdot \frac{\exp\left(-\frac{\rho(z, y)^2}{c s}\right)}{V(y, \sqrt{s})} dz \leq c' \frac{\exp\left(-\frac{\rho(x, y)^2}{8ct}\right)}{V(x, \sqrt{t})} \int_X \frac{\exp\left(-\frac{\rho(z, y)^2}{2cs}\right)}{V(y, \sqrt{s})} dz$$

$$\leq c' \frac{\exp\left(-\frac{\rho(x, y)^2}{8ct}\right)}{V(x, \sqrt{t}) V(y, \sqrt{s})} \int_X \left(1 + \frac{\rho(z, y)}{\sqrt{s}}\right)^{-d-1} dz \leq c'' \frac{\exp\left(-\frac{\rho(x, y)^2}{8ct}\right)}{V(x, \sqrt{t})}.$$

Clearly, (2.22) follows from this and (2.18). Above we used the following simple inequality (see [5, Lemma 2.3]):

$$\int_X \left(1 + \frac{\rho(y, z)}{\delta}\right)^{-d-1} dz \leq c V(y, \delta), \quad \forall y \in X, \delta > 0, \quad (2.23)$$

where the constant $d > 0$ is from (2.17). The proof of (2.22) in the case when $t/2 < s \leq t$ is similar (symmetric) and will be omitted. □
Now, we use (2.21), Lemma 2.3, and that
\[ \int_0^t (t-s)^{-\alpha/2} ds = \frac{t^{1-\alpha/2}}{1-\alpha/2} \] to obtain
\[
|\mathcal{K}_T(x, y) - \mathcal{K}_T(x', y)| \\
\leq c(1 + t\|V\|_\infty)\left(\frac{\rho(x, x')}{\sqrt{t}}\right)^\alpha \exp\left(\frac{-\rho(x,y)^2}{ct}\right) \frac{\exp\left(\frac{-\rho(x',y)^2}{ct}\right)}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}} \\
+ \frac{\exp\left(\frac{-\rho(x,y)^2}{ct}\right)}{[V(x', \sqrt{t})V(y, \sqrt{t})]^{1/2}}, \tag{2.24}
\]
whenever \( \rho(x, x') \leq \sqrt{t} \). Note that because \( \rho(x, x') \leq \sqrt{t} \) it follows from (2.18) that \( V(x, \sqrt{t}) \leq c_0 2^d V(x', \sqrt{t}) \) and obviously
\[
\frac{\rho(x, y)^2}{t} \leq \left(\frac{\rho(x, x') + \rho(x', y)}{\sqrt{t}}\right)^2 \leq 2\left(1 + \frac{\rho(x', y)^2}{t}\right).
\]
We use these inequalities in (2.24) to conclude that estimate (2.15) is valid whenever \( \rho(x, x') \leq \sqrt{t} \). \( \square \)

3 Gaussian Bounds for the Heat Kernel Associated to PSWFs

In this section we present some additional properties of the PSWFs \( \{\psi_n\} \) of order zero, introduced in the introduction, and establish Gaussian upper and lower bounds and the Lipschitz continuity for the associated heat kernel.

3.1 The Geometry of the Space: Legendre Polynomials

The fact that the prolate spheroidal wave functions are closely related to the Legendre polynomials leads to the conclusion that it is natural to consider the interval \([-1, 1]\) equipped with the Lebesgue measure \( d\mu(x) = dx \) and the distance
\[
\rho(x, y) := |\arccos x - \arccos y|. \tag{3.1}
\]
This is most clearly reflected in the Gaussian upper and lower bounds (3.10) for the heat kernel generated by the Legendre polynomials.

Recall our notation \( B(x, r) := \{y \in [-1, 1] : \rho(x, y) < r\} \) for the “balls” on \([-1, 1]\]. As is well known (see, e.g., [5]) in the natural range \( 0 < r \leq \pi \)
\[
V(x, r) := \mu(B(x, r)) \sim r(1-x+r^2)^{1/2}(1+x+r^2)^{1/2} \sim r(\sqrt{1-x^2} + r) \tag{3.2}
\]
and \( V(x, r) = V(x, \pi) = 2 \) if \( r > \pi \). This readily implies that the measure \( d\mu = dx \) has the doubling property:
\[
V(x, 2r) \leq cV(x, r), \quad x \in [-1, 1], \ r > 0. \tag{3.3}
\]
We will also use that
\[
V(x, r)^{-1} \sim \min \left\{ \frac{1}{r^2}, \frac{1}{r \sqrt{1-x^2}} \right\}, \quad 0 < r \leq \pi.
\] (3.4)

Observe that from (3.2) it follows that
\[
V(x, \lambda r) \leq c_0 \lambda^2 V(x, r), \quad x \in [-1, 1], \quad r > 0, \quad \lambda \geq 1,
\] (3.5)
where \(c_0 > 0\) is an absolute constant. Since \(B(x, r) \subset B(y, \rho(x, y) + r)\), (3.5) yields the following useful inequality
\[
V(x, r) \leq c_0 \left( 1 + \frac{\rho(x, y)}{r} \right)^2 V(y, r), \quad x, y \in [-1, 1], \quad r > 0.
\] (3.6)

To establish Gaussian bounds for the PSWF heat kernel \(p_t(x, y)\), defined in (1.8), and its Lipschitz continuity we will use the fact that the operator \(L_c\) is a perturbation of the Legendre operator
\[
L_0 f(x) := -\frac{d}{dx} \left( (1-x^2) \frac{df}{dx} (x) \right), \quad x \in (-1, 1).
\] (3.7)

As is well known the Legendre polynomials \(\bar{P}_n\) are eigenfunctions of the operator \(L_0\). More precisely,
\[
L_0 \bar{P}_n = n(n+1) \bar{P}_n, \quad n \geq 0.
\] (3.8)

We will assume that the Legendre polynomials \(\bar{P}_n\) are normalized in \(L^2[-1, 1]\). The kernel \(K_{\exp(-tL_0)}(x, y)\) of the semigroup \(\exp(-tL_0)\) takes the form
\[
K_{\exp(-tL_0)}(x, y) = \sum_{n \geq 0} e^{-tn(n+1)} \bar{P}_n(x) \bar{P}_n(y).
\] (3.9)

As is shown in [5, Theorem 7.2] (see also [24, Theorem 5.1]) the (heat) kernel \(K_{\exp(-tL_0)}(x, y)\) has Gaussian upper and lower bounds:
\[
\frac{c_1 \exp \left( -\frac{\rho(x, y)^2}{c_2^2 t} \right)}{\left[ V(x, \sqrt{t}) V(y, \sqrt{t}) \right]^{1/2}} \leq K_{\exp(-tL_0)}(x, y) \leq \frac{c_3 \exp \left( -\frac{\rho(x, y)^2}{c_4^2 t} \right)}{\left[ V(x, \sqrt{t}) V(y, \sqrt{t}) \right]^{1/2}}. \tag{3.10}
\]

In fact, the above Gaussian bounds are established in [5], [24] in the more general case of the heat kernel associated to the Jacobi operator.
3.2 Properties of the PSWFs

As we already alluded to in the introduction we consider the parameter \( c > 0 \) in the definition of the PSWFs selected arbitrarily but fixed. We will need the following estimates on the eigenvalues \( \{ \chi_n \} \) (see, e.g., inequalities (3.4) in [27]):

\[
n(n+1) < \chi_n < n(n+1) + c^2. \quad (3.11)
\]

The PSWFs \( \{ \psi_n \} \) can be regarded as a perturbation of the Legendre polynomials on \([-1, 1]\).

As is well known the Legendre polynomials \( \{ \bar{P}_n \} \) form an orthonormal basis for \( L^2[-1, 1] \). Note also that

\[
\| \bar{P}_n \|_{L^\infty[-1,1]} = \bar{P}_n(1) = \sqrt{n + 1/2}, \quad \text{and} \quad (3.12)
\]

\[
|\bar{P}_n(x)| \leq \frac{(3/\pi)^{1/2}}{(1-x^2)^{1/4}}, \quad x \in (-1, 1). \quad (3.13)
\]

The first equalities above are well known [34]; the second inequality follows from inequality (7.3.8) in [34] and (3.12).

We next compare \( \psi_n \) with \( \bar{P}_n \).

**Proposition 3.1** We have, for all \( n \geq 0 \),

\[
\| \psi_n - \bar{P}_n \|_{L^\infty[-1,1]} \leq \frac{2c^2}{\sqrt{n + 1/2}}, \quad (3.14)
\]

and

\[
|\psi_n(x) - \bar{P}_n(x)| \leq \frac{c}{(n+1)(1-x^2)^{1/4}}, \quad x \in (-1, 1), \quad (3.15)
\]

where the constant \( c > 0 \) depends only on \( c \). Consequently,

\[
\|\psi_n(x)\|_{L^\infty[-1,1]} \leq c(n+1)^{1/2} \quad (3.16)
\]

and

\[
|\psi_n(x)| \leq \frac{c}{(1-x^2)^{1/4}}, \quad x \in (-1, 1). \quad (3.17)
\]

**Proof** Estimate (3.14) is a part of [4, Proposition 5]. Estimate (3.15) can be deduced from the proof of [4, Proposition 5], p. 43, as follows. In this proof, it is shown that there exists a constant \( A = A(n) \) such that for \( x \in [-1, 1] \)

\[
|\psi_n(x) - A \bar{P}_n(x)| \leq \frac{c^2}{\sqrt{2(n+1/2)}(1-|x|)} \quad \text{and} \quad |A - 1| \leq \frac{c^2}{\sqrt{3(n+1/2)}}. \quad (3.18)
\]
Theorem 3.2

The PSWF heat kernel $p_t(x, y)$ we now come to one of our principle results on PSWFs of order zero.

3.3 Gaussian Bounds for the Heat Kernel Associated to the PSWFs

Using (3.13) and (3.18) we obtain
\[ |\psi_n(x) - \tilde{P}_n(x)| \leq |\psi_n(x) - A\tilde{P}_n(x)| + |A - 1||\tilde{P}_n(x)| \]
\[ \leq \frac{c'}{n} + \frac{c''}{(n + 1)(1 - x^2)^{1/4}}, \]
which implies (3.15). Inequalities (3.16), (3.17) follow readily from (3.12) – (3.15).

\[ \square \]

3.3 Gaussian Bounds for the Heat Kernel Associated to the PSWFs

We now come to one of our principle results on PSWFs of order zero.

**Theorem 3.2** The PSWF heat kernel $p_t(x, y)$ from (1.8) has the following Gaussian space localization: There exist constants $c_1, c_2, c_3, c_4 > 0$ such that for any $x, y \in [-1, 1]$ and $t > 0$
\[ \frac{c_1 e^{-t c^2}}{\left[V(x, \sqrt{t}) V(y, \sqrt{t})\right]^{1/2}} \leq p_t(x, y) \leq \frac{c_3 e^{-t c^2}}{\left[V(x, \sqrt{t}) V(y, \sqrt{t})\right]^{1/2}}. \]  
(3.19)

**Remark 3.3** (a) Note that estimates (3.19) are valid with the same constants $c_1, c_2, c_3, c_4$ as in (3.10). In particular, the upper bound in (3.19) is independent of $c$.

Because $\rho(x, y) := |\arccos x - \arccos y|$ we have $\rho(x, y) \leq \pi$ and hence estimates (3.19) are interesting only in the range $0 < t \leq \pi$. Therefore, the factor $e^{-t c^2}$ in (3.19) is not important; it can be replaced by $e^{-\pi c^2}$ when $0 < t \leq \pi$.

(b) The main difference between the kernels $\mathcal{K}_{\exp(-tL_0)}(x, y)$ and $\mathcal{K}_{\exp(-tL_{\xi})}(x, y)$ is that $\mathcal{K}_{\exp(-tL_0)}(x, y)$ obeys the Markov property, while $\mathcal{K}_{\exp(-tL_{\xi})}(x, y)$ does not satisfy it, namely,
\[ \int_{-1}^{1} \mathcal{K}_{\exp(-tL_0)}(x, y) dy = 1, \quad \text{while} \quad \int_{-1}^{1} \mathcal{K}_{\exp(-tL_{\xi})}(x, y) dy \neq 1. \]  
(3.20)

However, as will be seen below this deficiency of $\mathcal{K}_{\exp(-tL_{\xi})}(x, y)$ is not an obstacle in developing Besov and Triebel–Lizorkin spaces and for all related issues.

**Proof of Theorem 3.2** For this proof we will use our general result from Theorem 2.1. We consider the operator $L_{\xi}$ as a perturbation of $L_0$, that is,
\[ L_{\xi} f(x) := L_0 f(x) + V(x) f(x), \quad D(L_{\xi}) := C^2[-1, 1]. \]  
(3.21)

where $V(x) := c^2 x^2 \geq 0$. In the current setting we let $X := [-1, 1]$ and $d\mu(x) = dx$ and consider the operators $Z := L_0$ and $Y := L_{\xi} = L_0 + V$.

The associated to $L_0$ quadratic form $E$ is defined by
\[ E(f, g) := \int_{\mathbb{R}^d} L_0 f(x) g(x) dx = \int_{-1}^{1} f'(x) g'(x) dx, \quad f, g \in D(L_0). \]  
(3.22)
Our next step is to show that $E$ is a Dirichlet form. To this end it suffices to show that (see [15]) for every $\varepsilon > 0$ there exists a function $\Phi_{1\varepsilon} : \mathbb{R} \mapsto [-\varepsilon, 1 + \varepsilon]$ such that $\Phi_{1\varepsilon}$ is non-decreasing, $\Phi_{1\varepsilon}(t) = t$ for $t \in [0, 1]$, $0 \leq \Phi_{1\varepsilon}(t') - \Phi_{1\varepsilon}(t) \leq t' - t$ if $t < t'$, and
\[
 f \in D(L_0) \implies \Phi_{1\varepsilon}(f) \in D(L_0), \quad E(\Phi_{1\varepsilon}(f), \Phi_{1\varepsilon}(f)) \leq E(f, f). \quad (3.23)
\]

Let $\Phi_{\varepsilon} \in C^\infty(\mathbb{R})$ have the properties: $-\varepsilon \leq \Phi_{\varepsilon} \leq 1 + \varepsilon$, $0 \leq \Phi_{\varepsilon}' \leq 1$ and $\Phi_{\varepsilon}(t) = t$, $t \in [0, 1]$, for some $\varepsilon > 0$. Assume $f \in D(L_0) = C^2[-1, 1]$. Clearly, $\Phi_{\varepsilon}(f) \in D(L_0)$ and using that $0 \leq \Phi_{\varepsilon}' \leq 1$ we obtain
\[
 E(\Phi_{\varepsilon}(f), \Phi_{\varepsilon}(f)) = \int_{-1}^{1} |[\Phi_{\varepsilon}(f(x))]'|^2 dx \leq \int_{-1}^{1} |f'(x)|^2 dx = E(f, f),
\]
implying (3.23). Hence, the closure $\overline{E}$ of the quadratic form $E$ is a Dirichlet form.

Therefore, the theory from Sect. 2 can be applied. Invoking Theorem 2.1 we conclude that
\[
e^{-t\|V\|_\infty} \mathcal{K}_{\exp(-tL_0)}(x, y) \leq p_t(x, y) \leq \mathcal{K}_{\exp(-tL_0)}(x, y).
\]
These inequalities and (3.10) yield (3.19).

\[\square\]

### 3.4 Hölder Continuity of the PSWF Heat Kernel

As is shown in [5, Section 7] ($\overline{E}$, $D(\overline{E})$) with $\overline{E}$ and $D(\overline{E})$ from above is a regular strictly local Dirichlet space (see §2.3) and the respective local scale-invariant Poincaré inequality is satisfied. This along with the doubling property (3.3) yield the Gaussian bounds (3.10) of the kernel $\mathcal{K}_{\exp(-tL_0)}(x, y)$. As was indicated in §2.3 inequalities (3.10) imply the Hölder continuity of $\mathcal{K}_{\exp(-tL_0)}(x, y)$: There exists a constant $0 < \alpha \leq 1$ such that
\[
 |\mathcal{K}_{\exp(-tL_0)}(x, y) - \mathcal{K}_{\exp(-tL_0)}(x', y)|
\]
\[
\leq c_5 \left( \frac{\rho(x, x')}{\sqrt{t}} \right)^\alpha \exp \left( -\frac{\rho(x, y)^2}{c_6 t} \right) \frac{V(x, \sqrt{t})V(y, \sqrt{t})}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}}, \quad (3.24)
\]
for all $x, x', y \in [-1, 1]$ and $t > 0$, whenever $\rho(x, x') \leq \sqrt{t}$.
In turn, applying Theorem 2.2, estimates (3.19) and (3.24) imply that the heat kernel
\( p_t(x, y) = K_{\exp(-tL_c)}(x, y) \) is Hölder continuous as well:

\[
|p_t(x, y) - p_t(x', y)| \leq c_7 \left( \frac{\rho(x, x')}{\sqrt{t}} \right) \alpha \exp \left( -\frac{\rho(x, y)^2}{c_8 t} \right) \frac{V(x, \sqrt{t})V(y, \sqrt{t})}{\left[ V(x, \sqrt{t}) \right]^{1/2}},
\]

(3.25)

if \( \rho(x, x') \leq \sqrt{t}, 0 < t \leq \pi \).

**Remark 3.4** It should be pointed out that the Dirichlet space generated by the operator \( L_c \) is not strictly local and, therefore, the Hölder continuity of \( p_t(x, y) \) in (3.25) does not follow by applying the argument that we used in establishing (3.24).

We next establish the following more precise

**Theorem 3.5** Estimates (3.24) and (3.25) are valid with \( \alpha = 1 \).

**Proof** In light of Theorem 2.2 we only have to show that estimate (3.24) holds with \( \gamma = 1 \). We will use the abbreviated notation \( Q_t(x, y) := K_{\exp(-tL_0)}(x, y) \).

From (3.8) and (3.9) it readily follows that

\[
L_{0,x} Q_t(x, y) = \sum_{n \geq 0} n(n + 1)e^{-tn(n+1)} \bar{P}_n(x) \bar{P}_n(y) = -\partial_t Q_t(x, y),
\]

(3.26)

with \( L_{0,x} Q_t(x, y) \) denoting the action of \( L_0 \) on \( Q_t(x, y) \) as a function of \( x \). It is well known that (3.3) and (3.10) imply

\[
|\partial_t Q_t(x, y)| \leq \frac{c''t^{-1}}{V(y, \sqrt{t})} \exp \left( -\frac{\rho(x, y)^2}{c't} \right),
\]

(3.27)

see, e.g., [20, Theorem 2.32], [21, 30]. Now, (3.7), (3.26), and (3.27) yield

\[
(1 - x^2)|\partial_x Q_t(x, y)| \leq \frac{ct^{-1}}{V(y, \sqrt{t})} \int_x^1 \exp \left( -\frac{\rho(u, y)^2}{c't} \right) du.
\]

(3.28)

Replacing the integral \( \int_x^1 \) by \( \int_{-1}^x \), we obtain

\[
(1 - x^2)|\partial_x Q_t(x, y)| \leq \frac{ct^{-1}}{V(y, \sqrt{t})} \int_{-1}^x \exp \left( -\frac{\rho(u, y)^2}{c't} \right) du.
\]

(3.29)

We claim that

\[
|\partial_x Q_t(x, y)| \leq \frac{ct^{-1/2}(1 - x^2)^{-1/2}}{V(y, \sqrt{t})} \exp \left( -\frac{\rho(x, y)^2}{c't} \right).
\]

(3.30)
We will use the following change of variables: \( u = \cos s, y = \cos \varphi, \) and \( x = \cos \theta. \) Three cases present themselves here depending on the location of \( x, y. \)

**Case 1:** \( 0 \leq x \leq 1 \) and \( -1 \leq y \leq x. \) We have

\[
\int_x^1 \exp \left( -\frac{\rho(u, y)^2}{c't} \right) du = \int_0^\theta \exp \left( -\frac{(\phi - s)^2}{c't} \right) \sin s \, ds \\
\leq \sin \theta \int_0^\theta \exp \left( -\frac{1}{c'} \left( \frac{\phi}{\sqrt{t}} - \frac{s}{\sqrt{t}} \right)^2 \right) ds \\
= c\sqrt{t} \sin \theta \int_0^{\theta/\sqrt{t}} \exp \left( -\frac{1}{c'} \left( \frac{\phi}{\sqrt{t}} - z \right)^2 \right) dz \\
\leq c\sqrt{t} \sin \theta \exp \left( -\frac{(\phi - \theta)^2}{ct} \right) = ct^{1/2}(1 - x^2)^{1/2} \exp \left( -\frac{\rho(x, y)^2}{ct} \right),
\]

where we used the well-known inequality \( \int_0^\infty e^{-x^2} \, dx \leq e^{-a^2}, \ a > 0. \) The above estimates and (3.28) yield (3.30).

**Case 2:** \( 0 \leq x \leq 1 \) and \( x \leq y \leq 1 \) and \( t > 1 - x^2. \) In this case, we have \( \rho(x, y) \leq \theta \leq c\sqrt{1 - x^2} \leq c\sqrt{t} \) and hence

\[
\int_x^1 \exp \left( -\frac{\rho(u, y)^2}{c't} \right) du \leq c(1 - x) \leq ct^{1/2}(1 - x^2)^{1/2} \exp \left( -\frac{\rho(x, y)^2}{ct} \right).
\]

This coupled with (3.28) implies (3.30).

**Case 3:** \( 0 \leq x \leq 1 \) and \( x \leq y \leq 1 \) and \( t \leq 1 - x^2. \) We have

\[
\int_{-1}^x \exp \left( -\frac{\rho(u, y)^2}{c't} \right) du = \int_0^\pi \exp \left( -\frac{(s - \phi)^2}{c't} \right) \sin s \, ds \\
\leq \int_0^\pi \exp \left( -\frac{(s - \phi)^2}{c't} \right) (\sin \theta + s - \phi) \, ds.
\]

Here we used that \( \sin s \leq \sin \theta + s - \theta \leq \sin \theta + s - \phi \) due to \( \phi \leq \theta \leq s \leq \pi. \) Now, using that \( \sin \theta = (1 - x^2)^{1/2} \) and \( \sqrt{t} \leq (1 - x^2)^{1/2} \) we obtain

\[
\int_{-1}^x \exp \left( -\frac{\rho(u, y)^2}{c't} \right) du \leq \int_0^\pi \exp \left( -\frac{(s - \phi)^2}{c't} \right) \left( \sin \theta + \sqrt{t} \frac{s - \phi}{\sqrt{t}} \right) ds \\
\leq c(1 - x^2)^{1/2} \int_0^\pi \exp \left( -\frac{(s - \phi)^2}{2c't} \right) ds \leq ct^{1/2}(1 - x^2)^{1/2} \exp \left( -\frac{\rho(x, y)^2}{ct} \right).
\]

We estimated the last integral above just as the integral in Case 1. The above estimates and (3.29) yield (3.30). The proof of (3.30) is complete.

We next use (3.30) to prove (3.24) with \( \alpha = 1. \) Two cases are to be considered here.
Case A: \( x, x', y \in [-1, 1], x \leq x', \rho(x, x') \leq \sqrt{t}, \) and \( \sqrt{t} \leq \frac{1}{2} \rho(x, y). \) Using (3.30) we obtain

\[
|Q_t(x, y) - Q_t(x', y)| \leq \int_x^{x'} |\partial_x Q_t(u, y)| du \leq \frac{ct^{-1/2}}{V(y, \sqrt{t})} \int_x^{x'} \frac{1}{\sqrt{1-u^2}} \exp \left( -\frac{\rho(u, y)^2}{ct} \right) du.
\]

Using the assumptions \( \rho(x, y) \leq \rho(x, u) + \rho(u, y) \leq \sqrt{t} + \rho(u, y) \leq \frac{1}{2} \rho(x, y) + \rho(u, y) \) and hence \( \rho(u, y) \geq \frac{1}{2} \rho(x, y). \) Therefore,

\[
|Q_t(x, y) - Q_t(x', y)| \leq \frac{ct^{-1/2}}{V(y, \sqrt{t})} |\arccos x - \arccos x'| \exp \left( -\frac{\rho(x, y)^2}{ct} \right)
\]

\[
= \frac{ct^{-1/2} \rho(x, x')}{V(y, \sqrt{t})} \exp \left( -\frac{\rho(x, y)^2}{ct} \right).
\]

Using (3.6) this implies (3.24) with \( \alpha = 1. \)

Case B: \( x, x', y \in [-1, 1], \rho(x, x') \leq \sqrt{t}, \) and \( \frac{1}{2} \rho(x, y) < \sqrt{t}. \) We again use (3.30) to obtain

\[
|Q_t(x, y) - Q_t(x', y)| \leq \int_x^{x'} |\partial_x Q_t(u, y)| du \leq \frac{ct^{-1/2}}{V(y, \sqrt{t})} \int_x^{x'} \frac{du}{\sqrt{1-u^2}}
\]

\[
= \frac{ct^{-1/2} \rho(x, x')}{V(y, \sqrt{t})} \leq \frac{c't^{-1/2} \rho(x, x')}{V(y, \sqrt{t})} \exp \left( -\frac{\rho(x, y)^2}{4t} \right),
\]

which implies (3.24) with \( \alpha = 1. \)

The proof of Theorem 3.5 is complete. \( \square \)

4 Smooth Functional Calculus Induced by the PSWFs of Order Zero

In this section we develop some basic elements of a smooth functional calculus associated to the PSWFs of order zero. Given a bounded function \( F : [0, \infty) \to \mathbb{C} \) the operator \( F(\sqrt{L_c}) \) is defined by

\[
F(\sqrt{L_c})g := \sum_{n=0}^{\infty} F(\sqrt{\chi_n})(g, \psi_n) \psi_n, \quad g \in L^2[-1, 1].
\]
Then the kernel $K_{F(\sqrt{L_c})}(x, y)$ of $F(\sqrt{L_c})$ (if it exists) takes the form

$$K_{F(\sqrt{L_c})}(x, y) = \sum_{n=0}^{\infty} F(\sqrt{\chi_n}) \psi_n(x) \psi_n(y),$$

$x, y \in [-1, 1]$ ($\psi_n(x) = \psi_n(x)$). (4.2)

Our goal is to establish localization results for the kernel $K_{F(\sqrt{L_c})}(x, y)$ in the case when the function $F$ is smooth and with compact support or rapid decay.

### 4.1 Main Localization Results

**Theorem 4.1** Let $F \in C^k(\mathbb{R})$, $k \geq 3$, $F$ even, real-valued, and supp $F \subset [-R, R]$ for some $R \geq 1$. Then $F(\delta \sqrt{L_c})$, $\delta > 0$, is an integral operator with kernel $K_{F(\sqrt{L_c})}(x, y)$ satisfying

$$|K_{F(\sqrt{L_c})}(x, y)| \leq c_1 \left(1 + \frac{\rho(x, y)}{\delta}\right)^{-k} \left[\frac{V(x, \delta)V(y, \delta)}{V(x, \delta)V(x, \delta)}\right]^{1/2},$$

$x, y \in [-1, 1]$, $\delta > 0$, (4.3)

where $c_1 = c_2 R^2(\|F\|_{\infty} + R^k\|F^{(k)}\|_{\infty})$ with the constant $c_2$ depending only on $k$.

As a consequence of Theorem 4.1, we obtain the following localization result (see the proof of Theorem 3.4 in [23]), where we use the Schwartz class $S(\mathbb{R})$, defined by

$$S(\mathbb{R}) := \{\phi \in C^\infty(\mathbb{R}) : \sup_{x \in \mathbb{R}} |x^n \phi^{(n)}(x)| < \infty, \ \forall k, n \in \mathbb{N}_0\}. (4.4)$$

**Theorem 4.2** If the function $F$ is even, real-valued, and $F \in S(\mathbb{R})$, then for any $\sigma > 0$

$$|K_{F(\sqrt{L_c})}(x, y)| \leq c_\sigma \left(1 + \frac{\rho(x, y)}{\delta}\right)^{-\sigma} \left[\frac{V(x, \delta)V(y, \delta)}{V(x, \delta)V(x, \delta)}\right]^{1/2},$$

$x, y \in [-1, 1]$, $\delta > 0$. (4.5)

**Remark 4.3** Because of inequality (3.6), the denominator $\left[\frac{V(x, \delta)V(y, \delta)}{V(x, \delta)V(x, \delta)}\right]^{1/2}$ in (4.5) can be replaced by $V(x, \delta)$ or $V(y, \delta)$ (with a different value of $\sigma$, which does not change the statement). The same is valid for the next result.

**Remark 4.4** The space localization of the kernels $K_{F(\sqrt{L_c})}(x, y)$ can be improved to sub-exponential. Just as in [23, Theorem 3.6] it can be shown that for any $0 < \varepsilon \leq 1$ there exists an even “cut-off” function $F$ with “small derivatives” such that

$$|K_{F(\sqrt{L_c})}(x, y)| \leq c_1 \exp \left(-c_2 \left( \frac{\rho(x, y)}{\delta}\right)^{1-\varepsilon}\right) \left[\frac{V(x, \delta)V(x, \delta)}{V(x, \delta)V(x, \delta)}\right]^{1/2}, \ \delta > 0.$$

(4.6)
4.2 Proof of the Main Localization Estimate (Theorem 4.1)

The proof of Theorem 4.1 follows in the footsteps of the proof of Theorem 3.1 in [23]. For this proof we need several ingredients. First, we need an estimate for $|K_F(\sqrt{L_c})(x, y)|$ when $F$ is “rough” but compactly supported.

**Proposition 4.5**  
(a) Let $F : [0, \infty) \to \mathbb{C}$ be bounded and supp $F \subset [0, \tau]$ for some $\tau \geq 1$. Then $F(\sqrt{L_c})$ is an integral operator whose kernel $K_F(\sqrt{L_c})(x, y)$ is continuous and

$$
|K_F(\sqrt{L_c})(x, y)| \leq \frac{c\|F\|_{\infty}}{V(x, \tau^{-1})^{1/2}V(\tau^{-1})^{1/2}}, \quad x, y \in [-1, 1]. \quad (4.7)
$$

(b) Let $F : [0, \infty) \to \mathbb{C}$ be bounded and $|F(\lambda)| \leq c\lambda^{-\sigma}, \lambda \geq 1$, for some $\sigma > 2$. Then $F(\sqrt{L_c})$ is an integral operator whose kernel $K_F(\sqrt{L_c})(x, y)$ is continuous on $[-1, 1]^2$.

**Proof** (a) From (3.16) and (3.17) along with (3.4) it readily follows that for $\tau \geq 1$

$$
\sum_{0 \leq n \leq \tau} \psi_n^2(x) \leq c\tau \min \left\{ \frac{1}{(1 - x^2)^{1/2}}, \frac{1}{\tau - 1} \right\} \leq \frac{c}{V(x, \tau^{-1})},
$$

and using also (3.11) we obtain

$$
\sum_{n \geq 0} |F(\sqrt{\chi_n})|\psi_n^2(x) \leq \|F\|_{\infty} \sum_{0 \leq n \leq \tau} \psi_n^2(x) \leq \frac{c\|F\|_{\infty}}{V(x, \tau^{-1})}. \quad (4.8)
$$

From this applying the Cauchy-Schwarz inequality we obtain

$$
|K_F(\sqrt{L_c})(x, y)| \leq \left( \sum_{n \geq 0} |F(\sqrt{\chi_n})|\psi_n^2(x) \right)^{1/2} \left( \sum_{n \geq 0} |F(\sqrt{\chi_n})|\psi_n^2(y) \right)^{1/2}
$$

$$
\leq \frac{c\|F\|_{\infty}}{V(x, \tau^{-1})^{1/2}V(\tau^{-1})^{1/2}},
$$

which confirms (4.7).

The kernel $K_F(\sqrt{L_c})(x, y)$ is continuous because the PSWFs $\{\psi_n\}$ are continuous.

(b) Under the assumptions of part (b) we have

$$
|K_F(\sqrt{L_c})(x, y)| \leq \sum_{n=0}^{\infty} |F(\sqrt{\chi_n})||\psi_n(x)||\psi_n(y)|
$$

$$
\leq c \sum_{n=0}^{\infty} \chi_n^{-\sigma/2}(n + 1) \leq c \sum_{n=1}^{\infty} n^{-\sigma + 1} < \infty,
$$
were we used (3.11) and (3.16). Consequently, the above series converges uniformly and since the functions $\{\psi_n\}$ are continuous the kernel $\mathcal{K}_{F(\sqrt{L_c})}(x, y)$ is also continuous.

An important component in the proof of Theorem 4.1 is the following

**Davies–Gaffney Estimate**

We say that the PSWF semigroup $\Psi(z) := \exp(-zL_c)$, $z \in \mathbb{C}_+$, satisfies the Davies-Gaffney estimate if

$$|\langle \Psi(t)f_1, f_2 \rangle| \leq \exp\left(-\frac{\hat{c}r^2}{t}\right)\|f_1\|_2\|f_2\|_2$$

for all $t > 0$, $U_j \subset [-1, 1]$, $U_j$ open, $f_j \in L^2[-1, 1]$, supp $f_j \subset U_j$, $j = 1, 2$, and $r = \rho(U_1, U_2)$, where $\hat{c} > 0$ is a constant.

As a consequence of the Gaussian upper bound for the heat kernel from (8.10) we get the following

**Proposition 4.6** The Davies-Gaffney estimate holds for the PSWF semigroup $\Psi(z) := \exp(-zL_c)$ with constant $\hat{c} = c_4^{-1}$, where $c_4$ is the constant from (3.19).

The proof of this proposition is a repetition of the proof of Proposition 2.7 in [23]; we omit it.

**Finite Speed Propagation Property of the Wave Equation**

**Proposition 4.7** In our setting the Davies-Gaffney estimate (4.9) is equivalent to the so called finite speed propagation property:

$$\langle \cos(t\sqrt{L_c})f_1, f_2 \rangle = 0, \quad 0 < \tilde{c}t < r, \quad \tilde{c} := \frac{1}{2\sqrt{\hat{c}}},$$

for all open sets $U_j \subset [-1, 1]$, $f_j \in L^2[-1, 1]$, supp $f_j \subset U_j$, $j = 1, 2$, $r := \rho(U_1, U_2)$.

For the proof of this proposition, see the proof of Theorem 3.4 in [6].

In turn Proposition 4.7 yields the following

**Proposition 4.8** Let $F$, defined on $\mathbb{R}$, be even, supp $\hat{F} \subset [-A, A]$ for some $A > 0$, and $\hat{F} \in W^m_m$ for some $m > 2$, i.e., $\|\hat{F}^{(m)}\|_1 < \infty$. Here $\hat{F}(\xi) := \int_{\mathbb{R}} F(u)e^{-iu\xi} \, du$. Then for $\delta > 0$ and $x, y \in [-1, 1]$ we have

$$\mathcal{K}_{F(\sqrt{L_c})}(x, y) = 0 \quad \text{if} \quad \rho(x, y) > \delta A.$$  

The proof of this proposition is carried out just like the proof of [23, Proposition 2.8] with the only difference that we use here Proposition 4.5 (b) to conclude that the kernel $\mathcal{K}_{F(\sqrt{L_c})}(x, y)$ is continuous. We omit the further details.

\(\square\) Springer
Completion of the Proof of Theorem 4.1

The proof of Theorem 4.1 follows by Proposition 4.5 and Proposition 4.8. The proof is identical to the proof of the respective part of [23, Theorem 3.1] and will be omitted.

\[\square\]

4.3 Lipschitz Continuity and Smoothness of Kernels

We now study how the differential operators

\[D_x := (1 - x^2)^{1/2} \partial_x \quad \text{and} \quad L_{0,x} := -\partial_x [(1 - x^2) \partial_x]\]  

(4.12)

affect the space localization of kernels \( \mathcal{K}_{F(\delta \sqrt{L_c})}(x, y) \). The operators \( D_y \) and \( L_{0,y} \) are defined similarly.

**Theorem 4.9** Let \( F \in S(\mathbb{R}) \) be even and real-valued. Then for any \( \sigma > 0 \) there exists a constant \( c_\sigma > 0 \) such that

\[|D_x \mathcal{K}_{F(\delta \sqrt{L_c})}(x, y)| \leq \frac{c_\sigma \delta^{-1} (1 + \frac{\rho(x,y)}{\delta})^{-\sigma}}{[V(x, \delta)V(y, \delta)]^{1/2}},\]

\[x, y \in [-1, 1], \ 0 < \delta \leq 1, \quad (4.13)\]

and

\[|L_{0,x} \mathcal{K}_{F(\delta \sqrt{L_c})}(x, y)| \leq \frac{c_\sigma \delta^{-2} (1 + \frac{\rho(x,y)}{\delta})^{-\sigma}}{[V(x, \delta)V(y, \delta)]^{1/2}},\]

\[x, y \in [-1, 1], \ 0 < \delta \leq 1. \quad (4.14)\]

Because of the symmetry of \( \mathcal{K}_{F(\delta \sqrt{L_c})}(x, y) \) the above inequalities are valid with the operators \( D_x, L_{0,x} \) replaced by \( D_y, L_{0,y} \).

**Proof** To prove (4.13) we observe that from (1.1), (1.3), and (3.7) it follows that

\[L_0 \psi_n(x) = L_c \psi_n(x) - c^2 x^2 \psi_n(x) = \chi_n \psi_n(x) - c^2 x^2 \psi_n(x).\]  

(4.15)

Using this, (1.12), and the rapid decay of \( \{ F(\delta \sqrt{\chi_n}) \} \) we get

\[L_{0,x} \mathcal{K}_{F(\delta \sqrt{L_c})}(x, y) = \sum_{n=0}^{\infty} F(\delta \sqrt{\chi_n}) L_{0,x} \psi_n(x) \psi_n(y)\]

\[= \sum_{n=0}^{\infty} \chi_n F(\delta \sqrt{\chi_n}) \psi_n(x) \psi_n(y) - c^2 x^2 \sum_{n=0}^{\infty} F(\delta \sqrt{\chi_n}) \psi_n(x) \psi_n(y).\]
Hence
\[
\partial_x \left[ (1 - x^2) \partial_x K_{F(\delta \sqrt{L_c})} (x, y) \right] = -K_{L_c F(\delta \sqrt{L_c})} (x, y) + \epsilon^2 x^2 K_{F(\delta \sqrt{L_c})} (x, y)
\]
and integrating with respect to \( x \) we arrive at
\[
(1 - x^2) \partial_x K_{F(\delta \sqrt{L_c})} (x, y) = \int_x^1 \left[ K_{L_c F(\delta \sqrt{L_c})} (u, y) - \epsilon^2 u^2 K_{F(\delta \sqrt{L_c})} (u, y) \right] du.
\]

(4.16)

Consider the function \( H(\lambda) := \lambda^2 F(\lambda) \). Clearly, \( H(\delta \sqrt{L_c}) = \delta^2 L_c F(\delta \sqrt{L_c}) \). On the other hand, \( H \in \mathcal{S}(\mathbb{R}) \) and \( H \) is even and real-valued. Then by Theorem 4.2, applied to \( H \), we conclude that for any \( \sigma > 0 \)
\[
|K_{L_c f(\delta \sqrt{L_c})} (x, y)| \leq \frac{c \delta^{-2} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma}}{V(x, \delta) V(y, \delta)} \int_x^1 \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma} du.
\]
where for the last inequality we used (3.6). Again by Theorem 4.2, it follows that
\[
|K_{F(\delta \sqrt{L_c})} (x, y)| \leq \frac{c}{V(y, \delta)} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma}.
\]

Putting the above together we obtain
\[
(1 - x^2)^{1/2} \left| \partial_x K_{F(\delta \sqrt{L_c})} (x, y) \right| \leq \frac{c \delta^{-2}}{V(y, \delta)} \int_x^1 \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma + 1} du.
\]

(4.17)

Replacing the integral \( \int_x^1 \) above by \( \int_{-1}^x \) we get
\[
(1 - x^2)^{1/2} \left| \partial_x K_{F(\delta \sqrt{L_c})} (x, y) \right| \leq \frac{c \delta^{-2}}{V(y, \delta)} \int_{-1}^x \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma + 1} du.
\]

(4.18)

In light of (3.6) to prove (4.13) it suffices to show that for any \( \sigma > 0 \)
\[
(1 - x^2)^{1/2} \left| \partial_x K_{F(\delta \sqrt{L_c})} (x, y) \right| \leq \frac{c \delta^{-1}}{V(y, \delta)} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma + 3}
\]

(4.19)
with the constant \( c > 0 \) depending on \( \sigma \). On the other hand, from (4.17) and (4.18) it follows that to prove (4.19) it is sufficient to prove this estimate

\[
\min \left( \int_{x}^{1} \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma + 1} du, \int_{-1}^{x} \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma + 1} du \right) \\
\leq c\delta (1 - x^2)^{1/2} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma + 3}.
\]

(4.20)

Moreover, because of the symmetry, we may assume that \( x \geq 0 \). In what follows we assume that \( \sigma > 0 \) is sufficiently large.

We will distinguish three cases, where we apply the same change of variables: \( u = \cos \alpha \), \( y = \cos \phi \), and \( x = \cos \theta \).

**Case 1.** Let \( 0 \leq x \leq 1 \) and \( -1 \leq y \leq x \). Then

\[
\int_{x}^{1} \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma + 1} du = \int_{0}^{\theta} \frac{\sin \alpha}{\left( 1 + \frac{\phi - \alpha}{\delta} \right)^{\sigma - 1}} d\alpha \leq \int_{0}^{\theta} \frac{\sin \theta}{\left( 1 + \frac{\phi - \alpha}{\delta} \right)^{\sigma - 1}} d\alpha \\
\leq c\delta \sin \theta \left( 1 + \frac{\phi - \theta}{\delta} \right)^{-\sigma + 2} = c\delta (1 - x^2)^{1/2} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma + 2},
\]

which confirms (4.20).

**Case 2.** Let \( 0 \leq x \leq 1 \), \( x \leq y \leq 1 \), and \( \delta > (1 - x^2)^{1/2} \). The last condition implies that \( \theta \leq c\delta \) and hence \( \rho(x, y) \leq \theta \leq c\delta \) whenever \( x \leq u \leq 1 \). Therefore,

\[
\int_{x}^{1} \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma + 1} du \leq c(1 - x) \leq c(1 - x^2)^{1/2} \delta \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma + 2},
\]

which confirms (4.20) in this case.

**Case 3.** Let \( 0 \leq x \leq 1 \), \( x \leq y \leq 1 \), and \( \delta \leq (1 - x^2)^{1/2} \). We now consider the other integral.

\[
\int_{-1}^{x} \left( 1 + \frac{\rho(u, y)}{\delta} \right)^{-\sigma + 1} du = \int_{0}^{\pi} \frac{\sin \alpha}{\left( 1 + \frac{\alpha - \phi}{\delta} \right)^{\sigma - 1}} d\alpha \leq \int_{0}^{\pi} \frac{\sin \theta + \alpha - \phi}{\left( 1 + \frac{\alpha - \phi}{\delta} \right)^{\sigma - 1}} d\alpha,
\]

where we used the inequality \( \sin \alpha \leq \sin \theta + \alpha - \theta \leq \sin \theta + \alpha - \phi \), taking into account that \( \phi \leq \theta \leq \alpha \leq \pi \). The first term, containing \( \sin \theta \), is treated as before. For the second one, we write \( \alpha - \phi \leq \delta (1 + \frac{\alpha - \phi}{\delta}) \). Hence,
\[
\int_{-1}^{x} \left(1 + \frac{\rho(u, y)}{\delta}\right)^{-\sigma} du \leq \sin \theta \int_{0}^{\pi} \left(1 + \frac{\alpha - \phi}{\delta}\right)^{-\sigma} d\alpha \\
+ \delta \int_{0}^{\pi} \left(1 + \frac{\alpha - \phi}{\delta}\right)^{-\sigma+2} d\alpha \leq \frac{c\delta (\sin \theta + \delta)}{(1 + \frac{\theta - \phi}{\delta})^{\sigma-3}} \leq \frac{c\delta \left((1 - x^2)^{1/2} + \delta\right)}{\left(1 + \frac{\rho(x, y)}{\delta}\right)^{\sigma-3}},
\]

which along with the assumption on \(\delta\) implies (4.20).

This completes the proof of estimate (4.19), which in turn implies (4.13).

The proof of (4.14) is easier. There is no integration. From (4.15) it follows that

\[
L_{0,x}K_{F(\delta, \sqrt{V})}(x, y) = -c^2 x^2 K_{F(\delta, \sqrt{V})}(x, y) + K_{L_{\infty f(\delta, \sqrt{V})}}(x, y)
\]

and estimate (4.14) follows immediately applying Theorem 4.2. \(\square\)

We next show the Lipschitz continuity of kernels \(K_{F(\delta, \sqrt{V})}(x, y)\) for smooth \(F\)'s.

**Theorem 4.10** Let \(F \in S(\mathbb{R})\) be even and real-valued. Then for any \(\sigma > 0\) there exists a constant \(c_\sigma > 0\) such that for all \(x, x', y \in [-1, 1], \delta > 0\)

\[
|K_{F(\delta, \sqrt{V})}(x, y) - K_{F(\delta, \sqrt{V})}(x', y)| \leq c_\sigma \frac{\rho(x, x')}{V(x, \delta V(y, \delta))^{1/2}}, \text{ if } \rho(x, x') \leq \delta,
\]

(4.21)

**Proof** Two cases present themselves here.

(i) Assume \(x, x', y \in [-1, 1], x \leq x', \rho(x, x') \leq \delta, \text{ and } 0 < \delta \leq \frac{1}{2}\rho(x, y).\) Then using (4.13) we get

\[
|K_{F(\delta, \sqrt{V})}(x, y) - K_{F(\delta, \sqrt{V})}(x', y)| \leq \int_{x}^{x'} |\partial_x K_{F(\delta, \sqrt{V})}(u, y)| du \\
\leq \frac{c\delta^{-1}}{V(y, \delta)} \int_{x}^{x'} \frac{1}{\sqrt{1-u^2}} \left(1 + \frac{\rho(u, y)}{\delta}\right)^{-\sigma} du.
\]

However, \(\rho(x, y) \leq \rho(x, u) + \rho(u, y) \leq \delta + \rho(u, y) \leq \frac{1}{2}\rho(x, y) + \rho(u, y)\) and hence \(\rho(u, y) \geq \frac{1}{2}\rho(x, y),\) implying

\[
|K_{F(\delta, \sqrt{V})}(x, y) - K_{F(\delta, \sqrt{V})}(x', y)| \\
\leq \frac{c\delta^{-1}}{V(y, \delta)} \arccos x - \arccos x' \left(1 + \frac{\rho(x, y)}{\delta}\right)^{-\sigma} \\
= \frac{c\delta^{-1}\rho(x, x')}{V(y, \delta)} \left(1 + \frac{\rho(x, y)}{\delta}\right)^{-\sigma} \\
\leq \frac{c\delta^{-1}\rho(x, x')}{\left[V(y, \delta) V(y, \delta)\right]^{1/2}} \left(1 + \frac{\rho(x, y)}{\delta}\right)^{-\sigma+1}.
\]
which implies (4.21) because the constant $\sigma > 0$ can be arbitrarily large. Above for the last inequality we used (3.6).

(ii) Assume $x, x', y \in [-1, 1], \rho(x, x') \leq \delta,$ and $\frac{1}{2} \rho(x, y) < \delta \leq 1.$ Then using again (4.13) we obtain

$$|K_{F(\delta \sqrt{Lc})}(x, y) - K_{F(\delta \sqrt{Lc})}(x', y)| \leq c\delta^{-1} \int_{x'}^{x} \left| \frac{\partial}{\partial x} K_{F(\delta \sqrt{Lc})}(u, y) \right| du$$

$$\leq \frac{c\delta^{-1}}{V(y, \delta)} \int_{x'}^{x} \frac{du}{\sqrt{1 - u^2}} = \frac{c\delta^{-1} \rho(x, x')}{V(y, \delta)} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma},$$

which implies (4.21).

\[\blacksquare\]

5 Besov and Triebel–Lizorkin Spaces Associated to PSWFs

As elsewhere the operators $L_0$ and $L_c, c > 0,$ see (3.7) and (1.1), will play a major role. In this section we introduce Besov and Triebel–Lizorkin spaces associated to the operators $L_0$ and $L_c.$ One of our main goals will be to show that these spaces are the same when $L_0$ is replaced by $L_c.$

5.1 Distributions

The Besov and Triebel–Lizorkin spaces that we are interested in are in general spaces of distributions. Here we introduce and discuss distributions that are relevant to our setting.

It is natural to define the set $\mathcal{D}$ of test functions as the set of all functions $\phi \in C^\infty(-1, 1)$ such that $\|L_0^m \phi\|_2 < \infty$ for all $m \in \mathbb{N}_0.$ The topology on $\mathcal{D}$ is determined by

$$\mathcal{P}_m(\phi) := \|L_0^m \phi\|_2, \quad m \geq 0 \quad \text{or by} \quad \mathcal{P}_m^*(\phi) := \max_{0 \leq r \leq m} \|L_0^r \phi\|_2, \quad m \geq 0.$$  \hfill (5.1)

Observe that for $\phi \in \mathcal{D}$ we have $\langle \phi, \tilde{P}_n \rangle = [n(n + 1)]^{-k} \langle L_0^k \phi, \tilde{P}_n \rangle$ and hence

$$|\langle \phi, \tilde{P}_n \rangle| \leq n^{-2k} \|L_0^k \phi\|_2, \quad \forall k \in \mathbb{N}_0.$$  

On the other hand, by Parseval’s identity

$$\|L_0^k \phi\|_2 = \left( \sum_{n \geq 0} |\langle \phi, \tilde{P}_n \rangle|^2 [n(n + 1)]^{4k} \right)^{1/2}, \quad k \in \mathbb{N}.$$  

Therefore, the topology on $\mathcal{D}$ is completely determined by the Legendre–Fourier coefficients of $\phi.$ Namely, the topology on $\mathcal{D}$ can be equivalently defined by

$$\mathcal{P}_m^{**}(\phi) := \sup_{n \geq 0} n^m |\langle \phi, \tilde{P}_n \rangle|, \quad m \geq 0.$$  \hfill (5.2)
The space $\mathcal{D}'$ of distributions in our setting is defined as the space of all continuous linear functionals on $\mathcal{D}$. The pairing of $f \in \mathcal{D}'$ and $\phi \in \mathcal{D}$ will be denoted by $(f, \phi) := f(\phi)$; it is consistent with the inner product $(f, g) := \int_I f \overline{g} \, dx$ in $L^2(I)$, $I := [-1, 1]$. Note that a linear functional $f \in \mathcal{D}'$ if and only if there exist constants $m \geq 0$ and $c_m > 0$ such that

$$|(f, \phi)| \leq c_m P_m^*(\phi), \quad \forall \phi \in \mathcal{D}. \quad (5.3)$$

We introduce the operator

$$\mathcal{D} f(x) := (1 - x^2) \frac{df}{dx}(x) \quad (5.4)$$

and will need this lemma:

**Lemma 5.1** For any $k \in \mathbb{N}$ and $f \in C^{2k}(-1, 1)$

$$L_c^k f = \sum_{v=0}^{k} \alpha_v L_0^v f + \sum_{v=0}^{k-1} \beta_v \mathcal{D} L_0^v f, \quad \text{and}$$

$$L_0^k f = \sum_{v=0}^{k} \gamma_v L_c^v f + \sum_{v=0}^{k-1} \eta_v \mathcal{D} L_c^v f, \quad (5.5)$$

where $\alpha_k = \gamma_k = 1$ and $\alpha_v, \beta_v, \gamma_v, \eta_v$ for $v = 0, \ldots, k - 1$ are polynomials of degree $\leq 3k$.

**Proof.** Identities (5.5), (5.6) are easily proved by induction using the obvious identities:

$$L_c f(x) = L_0 f(x) + c^2 x^2 f(x), \quad L_0 f(x) = L_c f(x) - c^2 x^2 f(x),$$

$$L_0(fg) = g L_0 f + f L_0 g - 2g' \mathcal{D} f, \quad L_0 \mathcal{D} f(x) = \mathcal{D} L_0 f(x) + 2x L_0 f(x),$$

$$\mathcal{D}(fg) = g \mathcal{D} f + f \mathcal{D} g, \quad \mathcal{D}^2 f(x) = -(1 - x^2) L_0 f(x).$$

$\square$

From Lemma 5.1 it follows that $\phi \in \mathcal{D}$ if and only if $\|L_c^m \phi\|_2 < \infty$ for all $m \geq 0$. In turn, this is equivalent to the condition $\sup_{n \geq 0} n^m |(\phi, \psi_n)| < \infty$ for all $m \geq 0$; the proof is just as in the case of the Legendre polynomials above. Therefore, in the definition of distributions above the role of $L_0$ can be played by $L_c$ and the role of Legendre polynomials $\{P_n\}$ can be played by the PSWFs $\{\psi_n\}$.

We will need the following basic convergence result.

**Proposition 5.2** Assume $\varphi \in C^\infty(\mathbb{R})$, $\varphi$ is even, real-valued, $\text{supp} \varphi \subset [-R, R]$, $R > 0$, and $\varphi(0) = 1$. Then for any $f \in \mathcal{D}'$ (or $f \in \mathcal{D}$)

$$f = \lim_{\delta \to 0} \varphi(\delta \sqrt{L_0}) f \quad \text{in} \ \mathcal{D}' \ (\text{or} \ \text{in} \ \mathcal{D}), \quad (5.7)$$

\(\triangledown\) Springer
and also
\[
f = \lim_{\delta \to 0} \varphi(\delta \sqrt{L_c})f \quad \text{in } \mathcal{D}' \text{ (or in } \mathcal{D}). \tag{5.8}
\]

The proof of this proposition is similar to the proof of Proposition 5.5 in [23]. We omit it.

5.2 Maximal Operators

We will utilize the following version of the Hardy-Littlewood maximal operator:
\[
\mathcal{M}_t f(x) := \sup_{r > 0} \left( \frac{1}{V(x, r)} \int_{B(x, r)} |f(y)|^t dy \right)^{1/t}, \quad x \in [-1, 1], \ t > 0. \tag{5.9}
\]

The doubling property (3.3) implies that the Fefferman-Stein vector-valued maximal inequality holds: If $0 < p < \infty$, $0 < q \leq \infty$, and $0 < t < \min\{p, q\}$, then for any sequence of functions \( \{f_\nu\} \) on $[-1, 1]$
\[
\left\| \sum_\nu \left( |\mathcal{M}_t f_\nu(\cdot)|^q \right)^{1/q} \right\|_{L^p} \leq c \left\| \left( \sum_\nu |f_\nu(\cdot)|^q \right)^{1/q} \right\|_{L^p}. \tag{5.10}
\]

We will also need estimates on Peetre-type maximal operators. Denote by $\Pi_N$ the set of all univariate algebraic polynomials of degree $\leq N$ and also define
\[
\Sigma_N := \left\{ g : g = \sum_{n=0}^N a_n \psi_n, \ a_n \in \mathbb{R} \right\}. \tag{5.11}
\]

Thus $\{\Pi_N\}$ and $\{\Sigma_N\}$ are the spectral spaces associated with the operators $L_0$ and $L_c$, respectively.

**Lemma 5.3** If $g \in \Pi_N$ or $g \in \Sigma_N$, $N \geq 0$, then
\[
\sup_{y \in [-1, 1]} \frac{|g(y)|}{(1 + N \rho(x, y))^{2/t}} \leq c \mathcal{M}_t g(x), \quad x \in [-1, 1], \ t > 0. \tag{5.12}
\]

For the proof of this lemma, see Lemma 6.4 in [23].

5.3 Besov Spaces Associated to $L_0$ and $L_c$

Following ideas from [23] we introduce two kinds of Besov spaces associated with $L_0$:
(a) Classical Besov spaces $B_{pq}^s = B_{pq}^s(L_0)$, and
(b) Non-classical Besov spaces $\widetilde{B}_{pq}^s = \widetilde{B}_{pq}^s(L_0)$.  

\[ \square \]
Let \( \varphi_0, \varphi \in C^\infty(\mathbb{R}) \) be even real-valued functions such that
\[
\text{supp } \varphi_0 \subset [0, 2], \quad |\varphi_0(\lambda)| \geq c > 0 \text{ for } \lambda \in [0, 2^{3/4}], \quad (5.13)
\]
\[
\text{supp } \varphi \subset [1/2, 2], \quad |\varphi(\lambda)| \geq c > 0 \text{ for } \lambda \in [2^{-3/4}, 2^{3/4}]. \quad (5.14)
\]
Hence \( |\varphi(\lambda)| + \sum_{j \geq 1} |\varphi(2^{-j} \lambda)| \geq c > 0 \) for \( \lambda \in \mathbb{R}_+ \). Set \( \varphi_j(\lambda) := \varphi(2^{-j} \lambda), j \geq 1. \)

**Definition 5.4** Let \( s \in \mathbb{R} \) and \( 0 < p, q \leq \infty \).

(a) The Besov space \( B^s_{pq} = B^s_{pq}(L_0) \) is defined as the set of all \( f \in \mathcal{D}' \) such that
\[
\| f \|_{B^s_{pq}} := \left( \sum_{j \geq 0} \left( 2^{sj} \| \varphi_j(\sqrt{L_0}) f \|_p \right)^q \right)^{1/q} < \infty. \quad (5.15)
\]

(b) The Besov space \( \widetilde{B}^s_{pq} = \widetilde{B}^s_{pq}(L_0) \) is defined as the set of all \( f \in \mathcal{D}' \) such that
\[
\| f \|_{\widetilde{B}^s_{pq}} := \left( \sum_{j \geq 0} \left( \| V(\cdot, 2^{-j})^{-s/2} \varphi_j(\sqrt{L_0}) f(\cdot) \|_p \right)^q \right)^{1/q} < \infty. \quad (5.16)
\]

Above the usual modification is applied when \( p = \infty \) or \( q = \infty \).

We also introduce Besov spaces associated to \( L_c \): (a) classical Besov spaces \( B^s_{pq} = B^s_{pq}(L_c) \), and (b) non-classical Besov spaces \( \widetilde{B}^s_{pq} = \widetilde{B}^s_{pq}(L_c) \).

**Definition 5.5** Let \( s \in \mathbb{R} \) and \( 0 < p, q \leq \infty \). Let \( \varphi_j \) be as in Definition 5.4.

(a) The Besov space \( B^s_{pq} = B^s_{pq}(L_c) \) is defined as the set of all \( f \in \mathcal{D}' \) such that
\[
\| f \|_{B^s_{pq}} := \left( \sum_{j \geq 0} \left( 2^{sj} \| \varphi_j(\sqrt{L_c}) f \|_p \right)^q \right)^{1/q} < \infty. \quad (5.17)
\]

(b) The Besov space \( \widetilde{B}^s_{pq} = \widetilde{B}^s_{pq}(L_c) \) is defined as the set of all \( f \in \mathcal{D}' \) such that
\[
\| f \|_{\widetilde{B}^s_{pq}} := \left( \sum_{j \geq 0} \left( \| V(\cdot, 2^{-j})^{-s/2} \varphi_j(\sqrt{L_c}) f(\cdot) \|_p \right)^q \right)^{1/q} < \infty. \quad (5.18)
\]

Above the usual modification is applied when \( p = \infty \) or \( q = \infty \).

Several remarks are in order, see [23].

1. The definitions of the spaces \( B^s_{pq}, \widetilde{B}^s_{pq}, \) or \( B^s_{pq}, \widetilde{B}^s_{pq}, \) are independent of the particular selection of the functions \( \varphi_0, \varphi \) with properties \((5.13)-(5.14)\).
2. The spaces \( B^s_{pq}, \widetilde{B}^s_{pq}, \) or \( B^s_{pq}, \widetilde{B}^s_{pq}, \) are quasi-Banach spaces (Banach spaces if \( p, q \geq 1 \)).
3. The spaces \( B^s_{pq}, \widetilde{B}^s_{pq}, \) or \( B^s_{pq}, \widetilde{B}^s_{pq}, \) are continuously embedded in \( \mathcal{D}' \).
5.4 Main Result on Besov Spaces

Theorem 5.6 Let \( s \in \mathbb{R} \) and \( 0 < p, q \leq \infty \). Then we have:

(a) \( B^s_{pq}(L_0) = B^s_{pq}(L_c) \) with equivalent norms:
\[
\| f \|_{B^s_{pq}(L_0)} \sim \| f \|_{B^s_{pq}(L_c)}, \quad f \in B^s_{pq}(L_0).
\] (5.19)

(b) \( \tilde{B}^s_{pq}(L_0) = \tilde{B}^s_{pq}(L_c) \) with equivalent norms:
\[
\| f \|_{\tilde{B}^s_{pq}(L_0)} \sim \| f \|_{\tilde{B}^s_{pq}(L_c)}, \quad f \in \tilde{B}^s_{pq}(L_0).
\] (5.20)

To prove this theorem we need some preparation.

Theorem 5.7 Let \( F \in \mathcal{S}(\mathbb{R}) \) be even and real-valued. Then for any \( \sigma > 0 \) and \( k \in \mathbb{N} \) there exists a constant \( c(\sigma, k) > 0 \) such that:
\[
|L^k_{0,x} K_{F(\delta \sqrt{L_0})}(x, y)| \leq \frac{c(\sigma, k) \delta^{-2k}}{V(y, \delta) \left(1 + \frac{\rho(x,y)}{\delta}\right)^\sigma},
\]
for \( x, y \in [-1, 1] \), \( 0 < \delta \leq 1 \),
\] (5.21)
and
\[
|L^k_{c,x} K_{F(\delta \sqrt{L_0})}(x, y)| \leq \frac{c(\sigma, k) \delta^{-2k}}{V(y, \delta) \left(1 + \frac{\rho(x,y)}{\delta}\right)^\sigma},
\]
for \( x, y \in [-1, 1] \), \( 0 < \delta \leq 1 \).
\] (5.22)

Because of the symmetry of the kernels the above inequalities are valid when \( L^k_{0,x} \), \( L^k_{c,x} \) are replaced by \( L^k_{0,y} \), \( L^k_{c,y} \). Recall that \( L^k_{0,x} K(x, y) \) means that the operator \( L^k_0 \) acts on \( K(x, y) \) as a function of \( x \); the notation \( L^k_{c,x} K(x, y) \) has a similar meaning. Also, because \( \sigma \) can be arbitrarily large, on account of (3.6) the above inequalities are valid in either case with \( V(y, \delta) \) replaced by \( V(x, \delta) \).

Proof We focus on the proof of (5.21). From (1.3) and (5.6) it follows that
\[
L^k_0 \psi_n(x) = \sum_{\nu=0}^{k} \gamma_\nu(x) L^\nu_c \psi_n(x) + \sum_{\nu=0}^{k-1} \eta_\nu(x) \partial L^\nu_c \psi_n(x)
= \sum_{\nu=0}^{k} \gamma_\nu(x) \chi^\nu_n \psi_n(x) + \sum_{\nu=0}^{k-1} \eta_\nu(x) \chi^\nu_n \partial \psi_n(x), \quad k \in \mathbb{N},
\]
where \( \mathcal{D} := (1 - x^2) \frac{d}{dx} \), \( \gamma_k(x) = 1, \gamma_0(x) \), and \( \eta_0(x) \) are polynomials of degree \( \leq 3k \). In turn, this, (4.2), and the rapid decay of \( \{ F(\delta \sqrt{x_n}) \} \) imply

\[
L_{0,x}^k \mathcal{K}_{F(\delta \sqrt{L_c})}(x, y) = \sum_{\nu=0}^{k} \gamma_\nu(x) \sum_{n \geq 0} \chi_n^\nu F(\delta \sqrt{x_n}) \psi_n(x) \psi_n(y) \\
+ \sum_{\nu=0}^{k-1} \eta_\nu(x) \mathcal{D}_x \sum_{n \geq 0} \chi_n^\nu F(\delta \sqrt{x_n}) \psi_n(x) \psi_n(y)
\]

and hence

\[
L_{0,x}^k \mathcal{K}_{F(\delta \sqrt{L_c})}(x, y) = \sum_{\nu=0}^{k} \gamma_\nu(x) \mathcal{K}_{L_c^\nu F(\delta \sqrt{L_c})}(x, y) \\
+ \sum_{\nu=0}^{k-1} \eta_\nu(x) \mathcal{D}_x \mathcal{K}_{L_c^\nu F(\delta \sqrt{L_c})}(x, y),
\]

(5.23)

where \( \mathcal{D}_x := (1 - x^2) \frac{d}{dx} \).

Consider the function \( H(\lambda) := \lambda^{2\nu} F(\lambda) \). Clearly, \( H(\delta \sqrt{L_c}) = \delta^{2\nu} L_c^\nu F(\delta \sqrt{L_c}) \). On the other hand, \( H \in S(\mathbb{R}) \), \( H \) is even and real-valued. Therefore, by Theorem 4.2, applied to \( H \), it follows that for any \( \sigma > 0 \)

\[
|\mathcal{K}_{L_c^\nu F(\delta \sqrt{L_c})}(x, y)| \leq \frac{c_\sigma \delta^{-2\nu}}{V(y, \delta) \left( 1 + \frac{p(x, y)}{\delta} \right)^\sigma}.
\]

(5.24)

Just as in (4.16) we have

\[
\mathcal{D}_x \mathcal{K}_{L_c^\nu F(\delta \sqrt{L_c})}(x, y) \\
= \int_x^1 \left[ \mathcal{K}_{L_c^{\nu+1} F(\delta \sqrt{L_c})}(u, y) - \epsilon^2 u^2 \mathcal{K}_{L_c^\nu F(\delta \sqrt{L_c})}(u, y) \right] du
\]

(5.25)

and symmetrically

\[
\mathcal{D}_x \mathcal{K}_{L_c^\nu F(\delta \sqrt{L_c})}(x, y) \\
= \int_x^{-1} \left[ - \mathcal{K}_{L_c^{\nu+1} F(\delta \sqrt{L_c})}(u, y) + \epsilon^2 u^2 \mathcal{K}_{L_c^\nu F(\delta \sqrt{L_c})}(u, y) \right] du.
\]

(5.26)
Assume $-1 \leq y < x \leq 1$. By (5.24) and (5.25) we obtain using the change of variables: $u := \cos \alpha$, $x := \cos \theta$, $y := \cos \phi$,

$$
\left| \mathcal{D}_x \mathcal{K}_{L_c^F(\delta \sqrt{L_c})}(x, y) \right| \leq \int_x^1 \frac{c_\sigma \delta^{-2v-2}}{V(y, \delta) \left(1 + \frac{\rho(u, y)}{\delta}\right)^\sigma} du
$$

$$
= \frac{c_\sigma \delta^{-2v-2}}{V(y, \delta)} \int_0^\theta \frac{\sin \alpha}{\left(1 + \frac{\phi - \alpha}{\delta}\right)^\sigma} d\alpha \leq \frac{c_\sigma \delta^{-2v-2}}{V(y, \delta)} \int_0^\theta \frac{1}{\left(1 + \frac{\phi - \alpha}{\delta}\right)^\sigma} d\alpha.
$$

Hence

$$
\left| \mathcal{D}_x \mathcal{K}_{L_c^F(\delta \sqrt{L_c})}(x, y) \right| \leq \frac{c\delta^{-2v-1}}{V(y, \delta) \left(1 + \frac{\rho(x, y)}{\delta}\right)^\sigma - 1}. \quad (5.27)
$$

In the case when $-1 \leq x < y \leq 1$ we obtain (5.27) as above using (5.26). Finally, combining (5.23) with (5.24) and (5.27) leads to (5.21).

The proof of (5.22) is similar to the proof of (5.21). We omit it. \qed

We will need the following useful

**Lemma 5.8** (a) If $\sigma > 2$ and $\delta > 0$, then

$$
\int_{-1}^1 (1 + \delta^{-1} \rho(x, y))^{-\sigma} dy \leq c V(x, \delta), \quad x \in [-1, 1]. \quad (5.28)
$$

(b) If $\sigma > 2$, then for $x, y \in [-1, 1]$ and $\delta > 0$,

$$
\int_{-1}^1 \frac{1}{(1 + \delta^{-1} \rho(x, u))^\sigma (1 + \delta^{-1} \rho(y, u))^\sigma} dy \leq c V(x, \delta) + V(y, \delta) \frac{c V(x, \delta)}{(1 + \delta^{-1} \rho(x, y))^\sigma} \leq \frac{c V(x, \delta)}{(1 + \delta^{-1} \rho(x, y))^\sigma - 2}. \quad (5.29)
$$

For the proof of this lemma, see [23, Lemma 2.1].

**Proof of Theorem 5.6** We adhere to the notation from Sect. 5.3.

Assume first that $f \in \mathcal{B}^s_{pq}(L_c)$. We will show that $f \in \mathcal{B}^s_{pq}(L_0)$ and

$$
\| f \|_{\mathcal{B}^s_{pq}(L_0)} \leq c \| f \|_{\mathcal{B}^s_{pq}(L_c)}. \quad (5.30)
$$

Let $\Phi_0, \Phi \in C^\infty(\mathbb{R})$ be even, real-valued functions satisfying (5.13)–(5.14). Just as in Definition 5.5, set $\Phi_j(\lambda) := \Phi(2^{-j}\lambda)$, $j \geq 1$. It is easy to see (e.g., [18]) that there exist functions $\Psi_0, \Psi \in C^\infty_0(\mathbb{R})$ that are even, real-valued, satisfy (5.13)–(5.14), and

$$
\Psi_0(\lambda) \Phi_0(\lambda) + \sum_{m \geq 1} \Psi(2^{-m}\lambda) \Phi(2^{-m}\lambda) = 1, \quad \lambda \in \mathbb{R}. \quad (5.31)
$$
Set $\Psi_m(\lambda) := \Psi(2^{-m}\lambda), m \geq 1$. Then $\sum_{j \geq 0} \Psi_j(\lambda) \Phi_j(\lambda) = 1$. From Proposition 5.2 it readily follows that

$$f = \sum_{m \geq 0} \Psi_m(\sqrt{L_c}) \Phi_m(\sqrt{L_c}) f \quad \text{(convergence in $D'$).}$$

Let $\varphi_j(\lambda) := \varphi(2^{-j}\lambda)$ be the functions from the definition of the Besov spaces $B_{pq}^s(L_0)$ in §5.3. Then for any $j \geq 0$ we have

$$\varphi_j(\sqrt{L_0}) f = \sum_{m \geq 0} \varphi_j(\sqrt{L_0}) \Psi_m(\sqrt{L_c}) \Phi_m(\sqrt{L_c}) f$$

where $I := [-1, 1]$. Two cases present themselves here.

Case 1: $m \leq j$. Assume $j > 0$; the case $m = j = 0$ is trivial. Consider the function $H(\lambda) := \varphi(\lambda)\lambda^{-2k}, k \in \mathbb{N}$. We have

$$\mathcal{K}_{\varphi_j(\sqrt{L_0})}(x, y) = \sum_{n \geq 0} \varphi(2^{-j}\sqrt{n(n+1)}) \tilde{P}_n(x) \tilde{P}_n(y)$$

$$= \sum_{n \geq 0} \varphi(2^{-j}\sqrt{n(n+1)}) [n(n+1)]^{-k} \tilde{P}_n(x) \tilde{P}_n(y)$$

$$= 2^{-2kj} L_{0, y}^k \mathcal{K}_{H(2^{-j}\sqrt{L_0})}(x, y).$$

Therefore,

$$\int_I \mathcal{K}_{\varphi_j(\sqrt{L_0})}(x, y) \mathcal{K}_{\Psi_m(\sqrt{L_c})}(y, z) dy$$

$$= 2^{-2kj} \int_I L_{0, y}^k \mathcal{K}_{H(2^{-j}\sqrt{L_0})}(x, y) \mathcal{K}_{\Psi_m(\sqrt{L_c})}(y, z) dy$$

$$= 2^{-2kj} \int_I \mathcal{K}_{H(2^{-j}\sqrt{L_0})}(x, y)^k L_{0, y}^k \mathcal{K}_{\Psi_m(\sqrt{L_c})}(y, z) dy,$$

(5.33)

where for the last identity we used that the operator $L_0$ is symmetric. The function $H \in C^{\infty}(\mathbb{R})$ is even, real-valued, and supp $H \subset [-2, 2]$. Then by the analogue of Theorem 4.2 for $L_0$ for any $\sigma > 0$

$$|\mathcal{K}_{H(2^{-j}\sqrt{L_0})}(x, y)| \leq \frac{c_\sigma}{V(x, 2^{-j})(1 + 2j \rho(x, y))^\sigma} \leq \frac{c 2^{(j-m)}}{V(x, 2^{-m})(1 + 2m \rho(x, y))^\sigma},$$

(5.34)
where for the last inequality we used that $V(x, 2^{-j}) \geq c 2^{-2(j-m)} V(x, 2^{-m})$, which follows from (3.5). On the other hand, using Theorem 5.7 we have

$$|L_{0, y}^k \mathcal{K}_{\psi(2^{-m} \sqrt{L_c})} (x, y)| \leq \frac{c(\sigma, k) 2^{2km}}{V(x, 2^{-m})(1 + 2^m \rho(x, y))^{\sigma}}. \quad (5.35)$$

Note that the constants $\sigma > 0$ and $k \geq 1$ here can be arbitrarily large. We choose $t, k$, and $\sigma$ so that

$$0 < t < p, \quad 2k - 2/t - 5 > |s|, \quad \sigma := 2/t + 5. \quad (5.36)$$

From (5.33)–(5.35) we infer that

$$\left| \int I \mathcal{K}_{\psi_j(\sqrt{L_0})}(x, y) \mathcal{K}_{\psi_m(\sqrt{L_c})}(y, z) dy \right| \leq \frac{c 2^{-(2k-2)(j-m)}}{V(x, 2^{-m})^2} \int I \frac{1}{(1 + 2^m \rho(x, y))^{\sigma}} \frac{1}{(1 + 2^m \rho(y, z))^{\sigma}} dy$$

$$\leq \frac{c 2^{-(2k-2)(j-m)}}{V(x, 2^{-m})(1 + 2^m \rho(x, z))^{\sigma-2}}.$$

Here for the last inequality we used (5.29). From this, (5.32), and Lemma 5.3 it follows that

$$|\psi_j(\sqrt{L_0}) \psi_m(\sqrt{L_c}) \Phi_m(\sqrt{L_c}) f(x)| \leq \frac{c 2^{-(2k-2)(j-m)}}{V(x, 2^{-m})} \int I \frac{|\Phi_m(\sqrt{L_c}) f(z)|}{(1 + 2^m \rho(x, z))^{\sigma-2}} dz$$

$$\leq c 2^{-(2k-2)(j-m)} \sup_{z \in I} \frac{|\Phi_m(\sqrt{L_c}) f(z)|}{(1 + 2^m \rho(x, z))^{2/2t}} \int I \frac{V(x, 2^{-m})^{-1}}{(1 + 2^m \rho(x, z))^{3}} dz$$

$$\leq c 2^{-(2k-2)(j-m)} \mathcal{M}_I(\Phi_m(\sqrt{L_c}) f(\cdot))(x), \quad (5.37)$$

where we used (5.28) and Lemma 5.3. In turn this and the maximal inequality (5.10), applied to a single function, yields

$$\|\psi_j(\sqrt{L_0}) \psi_m(\sqrt{L_c}) \Phi_m(\sqrt{L_c}) f\|_p \leq c 2^{-(2k-2)(j-m)} \|\mathcal{M}_I(\Phi_m(\sqrt{L_c}) f(\cdot))\|_p$$

$$\leq c 2^{-(2k-2)(j-m)} \|\Phi_m(\sqrt{L_c}) f\|_p. \quad (5.38)$$
Case 2: \( m > j \). Let \( H(\lambda) := \Psi(\lambda)\lambda^{-k} \). We write

\[
\mathcal{K}_{\psi_m(\sqrt{L_c})(y, z)} = \sum_{n: 1/2 < 2^{-m}\sqrt{\chi_n} < 2} \Psi(2^{-m}\sqrt{\chi_n})\psi_n(y)\psi_n(z)
\]

\[
= \sum_{n: 1/2 < 2^{-m}\sqrt{\chi_n} < 2} \Psi(2^{-m}\sqrt{\chi_n})\chi_n^{k}\chi_n^{-k}\psi_n(y)\psi_n(z)
\]

\[
= 2^{-2km}L_{c, y}^{k}\mathcal{K}_{H(2^{-m}\sqrt{L_c}))(y, z)}.
\]

Hence,

\[
\int_{I} \mathcal{K}_{\psi_j(\sqrt{L_0})(x, y)}\mathcal{K}_{\psi_m(\sqrt{L_c})(y, z)}dy = 2^{-2km} \int_{I} \mathcal{K}_{\psi_j(\sqrt{L_0})(x, y)}L_{c, y}^{k}\mathcal{K}_{H(2^{-m}\sqrt{L_c}))(y, z)}dy
\]

\[
= 2^{-2km} \int_{I} L_{c, y}^{k}\mathcal{K}_{\psi_j(\sqrt{L_0})(x, y)}H(2^{-m}\sqrt{L_c}))(y, z)dy.
\]

where we used the symmetry of the operator \( L_c \). The function \( H \in C^\infty(\mathbb{R}) \) is even, real-valued, and \( \text{supp} H \subset [-2, 2] \). In light of Theorem 4.2 for any \( \sigma > 0 \)

\[
|\mathcal{K}_{H(2^{-m}\sqrt{L_c}))(y, z)}| \leq \frac{c_\sigma}{V(z, 2^{-m})(1 + 2^m\rho(y, z))^{\sigma}}.
\]

On the other hand, from Theorem 5.7 we have

\[
|L_{c, y}^{k}\mathcal{K}_{\psi_j(2^{-j}\sqrt{L_0})(x, y)}| \leq \frac{c(\sigma, k)2^{2j}}{V(x, 2^{-j})(1 + 2^j\rho(x, y))^{\sigma}}.
\]

Therefore,

\[
\left| \int_{I} \mathcal{K}_{\psi_j(\sqrt{L_0})(x, y)}\mathcal{K}_{\psi_m(\sqrt{L_c})(y, z)}dy \right|
\]

\[
\leq \frac{c2^{-(2k-2)(m-j)}}{V(x, 2^{-j})V(z, 2^{-m})} \int_{I} \frac{1}{(1 + 2^j\rho(x, y))^{\sigma}(1 + 2^j\rho(y, z))^{\sigma}}dy
\]

\[
\leq \frac{c2^{-(2k-2)(m-j)}}{V(z, 2^{-m})(1 + 2^j\rho(x, z))^{\sigma-2}}.
\]

Here we used again (5.29). We now choose \( t, k, \) and \( \sigma \) so that

\[
0 < t < p, \quad 2k - 2/t - 5 > |s|, \quad \sigma := 2/t + 5. \quad (5.39)
\]
We use the above, Lemma 5.3, and (5.28) to obtain

\[
\begin{align*}
|\varphi_j(\sqrt{L_0})\Psi_m(\sqrt{L_c})\Phi_m(\sqrt{L_c})f(x)| & \leq \frac{c2^{-(2k-2)(m-j)}}{V(x, 2^{-m})}\int_I \frac{\|\Phi_m(\sqrt{L_c})f(z)\|}{(1 + 2^l \rho(x, z))^{\sigma-2}} dz \\
& \leq \frac{c2^{-(2k-2)(m-j)}}{V(x, 2^{-m})}\int_I \frac{2^{(m-j)(2t/3+3)}\|\Phi_m(\sqrt{L_c})f(z)\|}{(1 + 2^m \rho(x, z))^{2t/3+3}} dz \\
& \leq c2^{-(2k-2/5)(m-j)} \sup_{z \in I} \frac{\|\Phi_m(\sqrt{L_c})f(z)\|}{(1 + 2^m \rho(x, z))^{2t/3}} \int_I \frac{V(x, 2^{-m})^{-1}}{(1 + 2^m \rho(x, z))^{3}} dz \\
& \leq c2^{-(2k-2/5)(m-j)} \mathcal{M}_t\left(\Phi_m(\sqrt{L_c})f(\cdot)\right)(x). \quad (5.40)
\end{align*}
\]

Now, applying the maximal inequality (5.10) \((0 < t < p)\) for a single function we get

\[
\begin{align*}
\|\varphi_j(\sqrt{L_0})\Psi_m(\sqrt{L_c})\Phi_m(\sqrt{L_c})f\|_p & \leq c2^{-(2k-2/5)(m-j)} \mathcal{M}_t\left(\Phi_m(\sqrt{L_c})f(\cdot)\right)\|_p \\
& \leq c2^{-(2k-2/5)(m-j)} \|\Phi_m(\sqrt{L_c})f\|_p. \quad (5.41)
\end{align*}
\]

From (5.32), (5.38), and (5.41) we obtain

\[
\begin{align*}
\|\varphi_j(\sqrt{L_0})f\|_p & \leq c \sum_{m \geq 0} 2^{-(2k-2/5)m-j} \|\Phi_m(\sqrt{L_c})f\|_p, \quad 1 \leq p \leq \infty, \quad (5.42) \\
\|\varphi_j(\sqrt{L_0})f\|_p^p & \leq c \sum_{m \geq 0} 2^{-(2k-2/5)m-j} \|\Phi_m(\sqrt{L_c})f\|_p^p, \quad 0 < p < 1. \quad (5.43)
\end{align*}
\]

To complete the proof of (5.30) we need the following well-known discrete Hardy inequalities: If \(\beta > 0, 0 < q < \infty,\) and \(a_m \geq 0,\) then

\[
\begin{align*}
\left( \sum_{j \geq 0} \left( \sum_{m=0}^j 2^{-\beta(j-m)} a_m \right)^q \right)^{1/q} & \leq c \left( \sum_{m \geq 0} a_m^q \right)^{1/q} \quad \text{and} \quad (5.44) \\
\left( \sum_{j \geq 0} \left( \sum_{m \geq j} 2^{-\beta(m-j)} a_m \right)^q \right)^{1/q} & \leq c \left( \sum_{m \geq 0} a_m^q \right)^{1/q}. \quad (5.45)
\end{align*}
\]
We next complete the proof of (5.30) in the case when $1 \leq p \leq \infty$ and $q < \infty$. We use (5.15), (5.42), (5.44), (5.45), and the fact that $2k - 2/t - 5 > |s|$ to obtain

$$\|f\|_{B^s_{pq}(L_0)} = \left( \sum_{j \geq 0} \left( 2^s \| \varphi_j(\sqrt{L_0}) f \|_p \right)^q \right)^{1/q}$$

$$\leq c \left( \sum_{j \geq 0} \left( \sum_{m=0}^j 2^{-(2k-2/t-5-s)(j-m)} 2^{sm} \| \Phi_m(\sqrt{L_0}) f \|_p \right)^q \right)^{1/q}$$

$$+ c \left( \sum_{j \geq 0} \left( \sum_{m \geq j+1} 2^{-(2k-2/t-5+s)(m-j)} 2^{sm} \| \Phi_m(\sqrt{L_0}) f \|_p \right)^q \right)^{1/q}$$

$$\leq c \left( \sum_{m \geq 0} (2^{sm} \| \Phi_m(\sqrt{L_0}) f \|_p)^q \right)^{1/q} \leq c \| f \|_{B^s_{pq}(L_0)}.$$ 

Above we have also used the fact that the definition of $B^s_{pq}(L_0)$ is independent of the specific selection of the functions $\varphi_0$, $\varphi$ in Definitions 5.5.

We proceed similarly in the case when $0 < p < 1$ and $q < \infty$ using (5.43) instead of (5.42). The argument in the case $q = \infty$ is easier; we omit it.

The proof of the estimate

$$\|f\|_{B^s_{pq}(L_0)} \leq c \| f \|_{B^s_{pq}(L_0)}, \quad f \in B^s_{pq}(L_0),$$

is carried out exactly as the proof of (5.30), where the roles of $L_0$, $L_0$, and $\varphi_j(\sqrt{L_0})$, $\Phi_m(\sqrt{L_0})$ are interchanged. We omit the details.

The proof of equivalence (5.20) is similar to the above proof and will be omitted. □

### 5.5 Triebel–Lizorkin Spaces Generated by the Operators $L_0$ and $L_0$

Again following [23] we next introduce two kinds of Triebel–Lizorkin spaces associated with the operator $L_0$: (a) classical Triebel–Lizorkin spaces $F^s_{pq} = F^s_{pq}(L_0)$, and (b) non-classical Triebel–Lizorkin spaces $\tilde{F}^s_{pq} = \tilde{F}^s_{pq}(L_0)$.

**Definition 5.9** Let $s \in \mathbb{R}$, $0 < p < \infty$, and $0 < q \leq \infty$. Also, let $\varphi_0$, $\varphi \in C^\infty(\mathbb{R})$ be even, real-valued functions satisfying conditions (5.13)–(5.14).

(a) The Triebel–Lizorkin space $F^s_{pq} = F^s_{pq}(L_0)$ is defined as the set of all $f \in \mathcal{D}'$ such that

$$\|f\|_{F^s_{pq}} := \left\| \left( \sum_{j \geq 0} \left( 2^s \| \varphi_j(\sqrt{L_0}) f(\cdot) \|_p \right)^q \right)^{1/q} \right\|_p < \infty.$$  \hspace{1cm} (5.47)

(b) The Triebel–Lizorkin space $\tilde{F}^s_{pq} = \tilde{F}^s_{pq}(L_0)$ is defined as the set of all $f \in \mathcal{D}'$ such that

$$\|f\|_{\tilde{F}^s_{pq}} := \left\| \left( \sum_{j \geq 0} \left( V(\cdot, 2^{-j})^{-s/2} \| \varphi_j(\sqrt{L_0}) f(\cdot) \|_p \right)^q \right)^{1/q} \right\|_p < \infty.$$ \hspace{1cm} (5.48)
Above the $\ell^q$-norm is replaced by the $\ell^\infty$-norm when $q = \infty$.

We also introduce two kinds of Triebel–Lizorkin spaces associated with the operator $L_\epsilon$: (a) classical Triebel–Lizorkin spaces $F^s_{pq} = F^s_{pq}(L_\epsilon)$, and (b) non-classical Triebel–Lizorkin spaces $\tilde{F}^s_{pq} = \tilde{F}^s_{pq}(L_\epsilon)$.

**Definition 5.10** Let $s \in \mathbb{R}$, $0 < p < \infty$, and $0 < q \leq \infty$. Let $\varphi_0, \varphi \in C^\infty(\mathbb{R})$ be even, real-valued functions satisfying conditions (5.13)–(5.14).

(a) The Triebel–Lizorkin space $F^s_{pq}(L_\epsilon)$ is defined as the set of all $f \in \mathcal{D}'$ such that

$$
\|f\|_{F^s_{pq}} := \left\| \left( \sum_{j \geq 0} (2^sj |\varphi_j(\sqrt{L_\epsilon})f(\cdot)|)^q \right)^{1/q} \right\|_p < \infty.
$$

(b) The Triebel–Lizorkin space $\tilde{F}^s_{pq}(L_\epsilon)$ is defined as the set of all $f \in \mathcal{D}'$ such that

$$
\|f\|_{\tilde{F}^s_{pq}} := \left\| \left( \sum_{j \geq 0} (V(\cdot, 2^{-j})^{-s/2}|\varphi_j(\sqrt{L_\epsilon})f(\cdot)|)^q \right)^{1/q} \right\|_p < \infty.
$$

Above the $\ell^q$-norm is replaced by the $\ell^\infty$-norm when $q = \infty$.

The Triebel–Lizorkin spaces introduced above have properties similar to the properties of Besov spaces alluded to in Sect. 5.3, see also [23].

The following analogue of Theorem 5.6 is valid.

**Theorem 5.11** Let $s \in \mathbb{R}$, $0 < p < \infty$, and $0 < q \leq \infty$. Then we have:

(a) $F^s_{pq}(L_0) = F^s_{pq}(L_\epsilon)$ with equivalent norms:

$$
\|f\|_{F^s_{pq}(L_0)} \sim \|f\|_{F^s_{pq}(L_\epsilon)}, \quad f \in F^s_{pq}(L_0).
$$

(b) $\tilde{F}^s_{pq}(L_0) = \tilde{F}^s_{pq}(L_\epsilon)$ with equivalent norms:

$$
\|f\|_{\tilde{F}^s_{pq}(L_0)} \sim \|f\|_{\tilde{F}^s_{pq}(L_\epsilon)}, \quad f \in \tilde{F}^s_{pq}(L_0).
$$

**Proof** This proof uses the ingredients from the proof of Theorem 5.6. Assuming that $f \in F^s_{pq}(L_\epsilon)$ we will show that $f \in F^s_{pq}(L_0)$ and

$$
\|f\|_{F^s_{pq}(L_0)} \leq c \|f\|_{F^s_{pq}(L_\epsilon)}.
$$

Let $\Phi_0, \Phi \in C^\infty(\mathbb{R})$ be even, real-valued functions satisfying (5.13)–(5.14). Set $\Phi_j(\lambda) := \Phi(2^{-j}\lambda)$, $j \geq 1$. Then just as in the proof of Theorem 5.6 there exists even, real-valued functions $\Psi_0, \Psi \in C^\infty_0(\mathbb{R})$ that satisfy (5.13), (5.14), and (5.31). Set $\Psi_m(\lambda) := \Psi(2^{-m}\lambda), m \geq 1$. Also, let $\varphi_j(\lambda) := \varphi(2^{-j}\lambda)$ be the functions from Definition 5.9.
We now proceed as in the proof of Theorem 5.6 to obtain (5.37) and (5.40). From (5.37) and (5.40) we infer that

\[ |\varphi_j(\sqrt{L_0}) \Psi_m(\sqrt{L_c}) \Phi_m(\sqrt{L_c}) f(x)| \leq c 2^{-2(2k-2/t-5)|m-j|} M_t(\Phi_m(\sqrt{L_c}) f(\cdot))(x) \]

and hence, in light of (5.32),

\[ |\varphi_j(\sqrt{L_0}) f(x)| \leq c \sum_{m \geq 0} 2^{-2(2k-2/t-5)|m-j|} M_t(\Phi_m(\sqrt{L_c}) f(\cdot))(x). \]

Similarly as in the proof of Theorem 5.6, we choose \( t \) and \( k \) so that \( 0 < t < \min\{p, q\} \) and \( 2k - 2/t - 5 > |s| \). We use the above in the definition of \( \|f\|_{F_{pq}^s(L_0)} \) to obtain

\[
\| f \|_{F_{pq}^s(L_0)} = \left\| \left( \sum_{j \geq 0} (2^{sj} |\varphi_j(\sqrt{L_0}) f(\cdot)|)^q \right)^{1/q} \right\|_p \\
\leq c \left\| \left( \sum_{j \geq 0} \left( 2^{sj} \sum_{m \geq 0} 2^{-2(2k-2/t-5)|m-j|} M_t(\Phi_m(\sqrt{L_c}) f(\cdot))^q \right)^{1/q} \right) \right\|_p \\
\leq c \left\| \left( \sum_{m \geq 0} 2^{sm} M_t(\Phi_m(\sqrt{L_c}) f(\cdot))^q \right)^{1/q} \right\|_p \\
\leq c \left\| \left( \sum_{m \geq 0} (2^{sm} |\Phi_m(\sqrt{L_c}) f(\cdot)|)^q \right)^{1/q} \right\|_p \leq c \| f \|_{F_{pq}^s(L_c)},
\]

which confirms (5.53). Above for the second inequality we used the Hardy inequalities (5.44)–(5.45) and the fact that \( 2k - 2/t - 5 > |s| \), for the third inequality we used the maximal inequality (5.10) and the fact that \( 0 < t < \min\{p, q\} \), and for the last inequality we used the fact that the definition of \( F_{pq}^s \) is independent of the specific selection of the functions \( \varphi_0, \varphi \) in Definitions 5.10.

To prove that \( \| f \|_{F_{pq}^s(L_0)} \leq c \| f \|_{F_{pq}^s(L_0)} \) for \( f \in F_{pq}^s(L_0) \), one simply switches the roles of \( L_0, L_c \) and \( \varphi_j(\sqrt{L_0}), \Phi_m(\sqrt{L_c}) \) in the above proof. We omit the details.

The proof of equivalence (5.52) is similar to the above proof and will be omitted. □

6 Frame Characterization of Besov and Triebel–Lizorkin Spaces

The discrete frame characterization of the PSWF Besov and Triebel–Lizorkin spaces is an important part of our theory. There are two approaches available for construction of frames based on the PSWFs.

One option is to apply the general method developed in [23]. All ingredients for this construction are in place: a sampling theorem and a quadrature formula can be developed just as in [5, 23], well localized kernels are readily available, and lower and upper bound estimates on the norms of the kernels can be established easily. Then the construction of a frame \( \{\theta_\xi\}_{\xi \in \mathcal{X}} \) and a dual frame \( \{\theta_\xi\}_{\xi \in \mathcal{X}} \) is straightforward. As a
consequence of the general theory from [23] these frames will allow to completely characterize the PSWF Besov and Triebel–Lizorkin spaces. We skip the further details.

A frame based on Legendre polynomials and related highly localized kernels like the ones in §4.1 has been constructed in [29]. Just as in [23] this frame can be used for characterization of the Besov and Triebel–Lizorkin spaces associated with the operator $L_0$ and hence with $L_c$ from §5. In turn this polynomial frame can be used as a backbone for the construction of a pair of dual frames $\{\psi_\xi\}_{\xi \in \mathcal{X}}, \{\tilde{\psi}_\xi\}_{\xi \in \mathcal{X}}$ in terms of the PSWFs by application of the small perturbation method from [10]. The highly localized kernels needed for this construction are available from §4. This pair of dual frames will allow for complete characterization of the PSWF Besov and Triebel–Lizorkin spaces. We omit the details.

The construction of a frame based on the PSWFs would be particularly simple and elegant (like in the polynomial case, see [29]) if there was a quadrature formula on $[-1, 1]$ with positive weights of the right size that is exact for all products $g \cdot h$ of functions $g, h \in \Sigma_N^c$ (see (5.11)). The construction of such a quadrature formula is an open problem.

7 Heat Kernel Generated by Perturbation of the Jacobi Operator

In this and next sections we show that our method for establishing Gaussian bounds for heat kernels is not limited to the PSWFs of order zero. We first apply it to perturbations of the Jacobi operator $\mathcal{L}$:

$$\mathcal{L} f(x) := -\frac{1}{\omega(x)} \frac{d}{dx} \left[ \omega(x) a(x) \frac{df}{dx}(x) \right], \quad D(\mathcal{L}) := C^2[-1, 1],$$

(7.1)

where

$$\omega(x) = \omega_{\alpha, \beta}(x) := (1-x)^\alpha (1+x)^\beta, \quad \alpha, \beta > -1, \quad a(x) := (1-x^2).$$

Consider now a perturbation of the operator $\mathcal{L}$ of the form

$$\mathcal{L}_V f(x) := \mathcal{L} f(x) + V(x) f(x), \quad D(\mathcal{L}_V) := C^2[-1, 1],$$

(7.2)

where $V \in L^\infty[-1, 1]$ and $V \geq 0$.

From the Sturm–Liouville theory it follows that $\mathcal{L}_V$ is an essentially self-adjoint positive operator in $L^2(\omega) := L^2([-1, 1], \omega(x)dx)$. Denote by

$$\psi_1, \psi_2, \ldots \quad \text{and} \quad 0 < \chi_1 < \chi_2 < \cdots$$

(7.3)

the eigenfunctions and eigenvalues of the operator $\mathcal{L}_V$. We assume that the eigenfunctions $\{\psi_n\}$ are normalized so that

$$\langle \psi_n, \psi_k \rangle := \int_{-1}^{1} \psi_n(x) \psi_k(x) \omega(x)dx = \delta_{nk}.$$
Observe that \( \{ \psi_n \}_{n=1}^{\infty} \) is an orthonormal basis for \( L^2(\omega) \).

We are interested in the space localization of the heat kernel

\[
K_{\exp(-tL_V)}(x, y) = \sum_{n=1}^{\infty} e^{-\chi_n t} \psi_n(x) \psi_n(y).
\]

(7.4)

Clearly, the operator \( L_V \) is a perturbation of the Jacobi operator \( L \) and hence \( \{ \psi_n \} \) are closely related to the Jacobi polynomials. We denote by \( \tilde{P}_n \) the \( n \)th degree Jacobi polynomial with the normalization

\[
\langle \tilde{P}_n, \tilde{P}_k \rangle := \int_{-1}^{1} \tilde{P}_n(x) \tilde{P}_k(x) \omega(x) dx = \delta_{nk}.
\]

As is well known [34] the Jacobi polynomials are eigenfunctions of the Jacobi operator \( L \), i.e.,

\[
L \tilde{P}_n = \lambda_n \tilde{P}_n, \quad \lambda_n = n(n + \alpha + \beta + 1).
\]

(7.5)

The next theorem relates \( \{ \chi_n \} \) to \( \{ \lambda_n \} \).

**Theorem 7.1** The eigenvalues of \( L_V \) and \( L \) are related by the inequalities

\[
\lambda_n \leq \chi_n \leq \lambda_n + \| V \|_\infty, \quad n = 1, 2, \ldots.
\]

(7.6)

**Proof** Denote by \( \overline{L} \) and \( D(\overline{L}) \) the closure of the Jacobi operator \( L \) and its domain in \( L^2(\omega) \). Likewise we let \( \overline{L_V} \) and \( D(\overline{L_V}) \) be the closure of \( L_V \) and its domain. From \( L_V = L + V \) it follows that \( D(\overline{L_V}) = D(\overline{L}) \) and \( \overline{L_V} = \overline{L} + V \). Observe that \( \overline{L} \) and \( \overline{L_V} \) are positive self-adjoint operators on \( L^2(\omega) \).

By the Poincaré min-max characterization of the eigenvalues of a positive self-adjoint operator, applied to \( \overline{L_V} \) first and then to \( \overline{L} \) it follows that

\[
\chi_n = \min_{H \subset D(\overline{L_V}), \dim H = n} \max_{f \in H, \| f \|_2 = 1} \langle f, \overline{L_V} f \rangle^2 \leq \min_{H \subset D(\overline{L}), \dim H = n} \max_{f \in H, \| f \|_2 = 1} \langle f, \overline{L} f \rangle^2 + \| V \|_\infty \| f \|_2^2 = \lambda_n + \| V \|_\infty.
\]

Above in both cases the minimum is over all \( n \)-dimensional subspaces \( H \).

For the proof of the lower bound estimate in (7.6) we observe that from \( \overline{L_V} = \overline{L} + V \) and \( V \geq 0 \) it follows that \( \langle f, \overline{L_V} f \rangle^2 \geq \langle f, \overline{L} f \rangle^2 \) for all \( f \in L^2(\omega) \), which implies \( \chi_n \geq \lambda_n \) by using the min-max theorem similarly as above.

Observe that in our case of positive self-adjoint operators with discrete spectrums the min-max theorem is quite obvious; we will not elaborate any further. \( \square \)

We consider \([-1, 1]\) equipped with the measure

\[
d\mu(x) := \omega(x) dx = \omega_{\alpha, \beta}(x) dx
\]
and the distance

\[ \rho(x, y) := |\arccos x - \arccos y|. \] (7.7)

We denote the balls on \([-1, 1]\) by \(B(x, r) := \{y \in [-1, 1] : \rho(x, y) < r\}\) and set \(V(x, r) := \mu(B(x, r))\). As is shown in [5, see (7.1)]

\[ V(x, r) \sim r(1 - x + r^2\alpha + 1/2)(1 + x + r^2\beta + 1/2), \quad x \in [-1, 1], \quad 0 < r \leq \pi, \] (7.8)

and obviously \(V(x, r) = V(x, \pi) \sim 1\) if \(r > \pi\). Hence, the measure \(\mu\) has the doubling property, see (2.13).

The heat kernel associated to the Jacobi operator \(L\) takes the form

\[ K_{\exp(-tL)}(x, y) = \sum_{n=0}^{\infty} e^{-\lambda_n t} \tilde{P}_n(x) \tilde{P}_n(y). \] (7.9)

Gaussian upper and lower bounds for \(K_{\exp(-tL)}(x, y)\) just as in (3.10) are established in [5, Section 7].

We next establish Gaussian bounds for the heat kernel \(K_{\exp(-tLV)}(x, y)\):

**Theorem 7.2** There exist constants \(c_1, c_2, c_3, c_4 > 0\) such that for all \(x, y \in [-1, 1]\) and \(t > 0\)

\[ \frac{c_1 e^{-t\|V\|_{\infty}} \exp\left(-\frac{\rho(x,y)^2}{c_2 t}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}} \leq K_{\exp(-tLV)}(x, y) \]

\[ \leq \frac{c_3 \exp\left(-\frac{\rho(x,y)^2}{c_4 t}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}}. \] (7.10)

The proof of this theorem relies on our general result from Theorem 2.1 and the Gaussian bounds for the heat kernel \(K_{\exp(-tL)}(x, y)\). It is carried out just as the proof of Theorem 3.2; we omit it.

**Hölder Continuity of the Heat Kernel** \(K_{\exp(-tLV)}(x, y)\)

In [5, Section 7] the quadratic form \(\mathcal{E}(f, g) := (L f, g)\) is considered and shown that it generates a regular strictly local Dirichlet space. Furthermore, the local scale-invariant Poincaré inequality is established, which along with the doubling property of the measure implies Gaussian bounds for the kernel \(K_{\exp(-tL)}(x, y)\). As was explained in §2.3 the Gaussian bounds for \(K_{\exp(-tL)}(x, y)\) imply the Hölder continuity of the kernel \(K_{\exp(-tL)}(x, y)\) in the form of (3.24). In turn, applying Theorem 2.2, the Gaussian bounds for \(K_{\exp(-tL)}(x, y)\) and its Hölder continuity imply that \(K_{\exp(-tLV)}(x, y)\) is
Hölder continuous as well:

\[ |K(x, x') - K(x', y)| \leq c_7(1 + t \| V \|_\infty) \left( \frac{\rho(x, x')}{\sqrt{t}} \right) \gamma \exp \left( -\frac{\rho(x, y)^2}{c_8 t} \right) \left[ V(x, \sqrt{t}) V(y, \sqrt{t}) \right]^{1/2}, \quad \text{if } \rho(x, x') \leq \sqrt{t}. \]  \tag{7.11}

**Remark 7.3** A straightforward adaptation of the proof of Theorem 3.5 shows that estimate (7.11) is valid with \( \gamma = 1 \) in the case when \( \alpha, \beta \geq -1/2 \).

### Generalized Prolate Spheroidal Wave Functions

The generalized prolate spheroidal wave functions (GPSWFs) in dimension one are introduced in [36] as eigenfunctions of the operator

\[ L_\alpha^c := -\frac{1}{(1-x^2)\alpha} \frac{d}{dx} \left[ (1-x^2)^{\alpha+1} \frac{d}{dx} \right] + c^2 x^2, \quad \alpha > -1, \]  \tag{7.12}

with domain \( D(L_\alpha^c) := C_2[-1, 1] \), where \( c > 0 \) is a fixed constant.

It was shown in [36] that the operator \( L_\alpha^c \) commute with the operator

\[ F_\alpha^c f(x) := \int_{-1}^{1} e^{i c x t} f(t) \omega(t) dt. \]

Denote by \( \psi_1^\alpha, \psi_2^\alpha, \ldots \) the joint eigenfunctions of the operators \( L_\alpha^c \) and \( F_\alpha^c \). Clearly, \( \{ \psi_n^\alpha \} \) is a natural generalization of the PSWFs \( \{ \psi_n \} \) (when \( \alpha = 0 \)), see the introduction.

From Theorem 7.2 it follows that we have Gaussian bounds for the (heat) kernel \( K_{\exp(-tL_\alpha^c)}(x, y) \) of the semigroup \( e^{-tL_\alpha^c} \) generated by the operator \( L_\alpha^c \). For any \( x, y \in [-1, 1] \) and \( t > 0 \)

\[ c_1 e^{-c_2 t} \exp \left( -\frac{\rho(x, y)^2}{c_3^2 t} \right) \left[ V(x, \sqrt{t}) V(y, \sqrt{t}) \right]^{1/2} \leq K_{\exp(-tL_\alpha^c)}(x, y) \leq \frac{c_3 \exp \left( -\frac{\rho(x, y)^2}{c_4 t} \right)}{\left[ V(x, \sqrt{t}) V(y, \sqrt{t}) \right]^{1/2}}. \]  \tag{7.13}

Note that in the case when \( \alpha = 0 \) the above result is simply Theorem 3.2.

The Hölder continuity of the heat kernel \( K_{\exp(-tL_\alpha^c)}(x, y) \) follows from (7.11).

### Besov and Triebel–Lizorkin Spaces Associated to the GPSWFs on \([-1, 1]\)

It should be pointed out that in the setting on \([-1, 1]\) with the Jacobi weight, the distance \( \rho(x, y) \) from (7.7), and the perturbation \( L_V \) of the Jacobi operator \( L \) or in the setting of the Generalized prolate spheroidal wave functions the Gaussian bounds for the heat kernel and its Hölder continuity allow for the development of the associated Besov and Triebel–Lizorkin spaces in complete generality (with a complete set of indices). For this one has to simply apply the general scheme developed in [5, 23].
8 Prolate Spheroidal Wave Functions on the Ball

The prolate spheroidal wave functions on the unit ball $B^d$ in $\mathbb{R}^d$, $d \geq 2$, were introduced by D. Slepian in [32] as a natural generalization of the one-dimensional prolate spheroidal wave functions of order zero. Slepian's results from [32] were somewhat further refined in [37].

The PSWFs on $B^d$ are defined as the eigenfunctions of the following two commuting operators:

$$L_c f(x) : = - \sum_{i=1}^d \partial_i^2 f(x) + \sum_{i=1}^d \sum_{j=1}^d x_i x_j \partial_i \partial_j f(x) + (n + 2\gamma) \sum_{i=1}^d x_i \partial_i f(x) + c^2 \|x\|^2 f(x) |$$

(8.1)

and

$$F_c f(x) := \int_{\mathbb{R}^d} f(u) e^{-i cx \cdot u} \omega_\gamma(u) du.$$  

(8.2)

Here $\omega_\gamma(x) := (1 - \|x\|^2)^{\gamma-1/2}$, $\gamma > -1/2$, is a weight function, and $c > 0$ is a fixed constant. We use classical notation for the vectors $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, the inner product $x \cdot y := \sum_{j=1}^d x_j y_j$, and the Euclidean norm $\|x\| := \sqrt{x \cdot x}$. We consider the unit ball $B^d$ equipped with the weighted measure

$$d\mu(x) := \omega_\gamma(x) dx := (1 - \|x\|^2)^{\gamma-1/2} dx, \quad \gamma > -1/2, \quad (8.3)$$

and introduce the shorthand notation $L^2(\omega_\gamma) := L^2(\mathbb{R}^d, \omega_\gamma(x) dx)$.

Let $\mathcal{H}_n$ be the set of all spherical harmonics of degree $n$ on the unit sphere $S^{d-1}$ in $\mathbb{R}^d$. As is well known the dimension of $\mathcal{H}_n$ is $N(n, d) = \frac{2n+d-2}{n} \binom{n+d-3}{d-2} \sim n^{d-2}$. In what follows we will denote by $\{Y_{nj} : 1 \leq j \leq N(n, d)\}$ an orthonormal basis for $\mathcal{H}_n$ consisting of real-valued functions.

The eigenfunctions of the operators $L_c$ take the form

$$\psi_{kj}^n(x) = \|x\|^n \phi_{nk}(2\|x\|^2 - 1) Y_{nj} \left( \frac{x}{\|x\|} \right), \quad 1 \leq j \leq N(n, d), \quad (8.4)$$

where $\{\phi_{nk}\}$ are the eigenfunctions of a certain differential operator. For the details, see [37]. Thus,

$$L_c \psi_{kj}^n(x) = \chi_{nk} \psi_{kj}^n(x), \quad n, k \in \mathbb{N}_0, \quad 1 \leq j \leq N(n, d), \quad (8.5)$$

where $\{\chi_{nk}\}$ are the eigenvalues of $L_c$. Note that the PSWFs $\{\psi_{kj}^n\}$ form an orthonormal basis for $L^2(\omega_\gamma)$. 

\(\square\) Springer
The operator $L_c$ is positive and self-adjoint on $L^2(\omega_\gamma)$. Hence, $L_c$ generates a semigroup $\exp(-tL_c)$ with a (heat) kernel $p_t(x, y) = \mathcal{K}_{\exp(-tL_c)}(x, y)$ of the form

$$p_t(x, y) = \sum_{m=0}^{\infty} \sum_{n+2k=m}^{\infty} e^{-\chi_{nk}t} N(n, d) \sum_{j=1}^{N(n, d)} \psi_{kj}^R(x) \psi_{kj}^R(y)$$

$$= \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} e^{-\chi_{nk}t} N(n, d) \sum_{j=1}^{N(n, d)} \psi_{kj}^R(x) \psi_{kj}^R(y).$$

(8.6)

As will be seen below it is natural to use the distance

$$\rho(x, y) := \arccos \left( x \cdot y + \sqrt{1 - \|x\|^2} \sqrt{1 - \|y\|^2} \right)$$

(8.7)

in the current setting. We will use standard notation for balls $B(x, r) \subset \mathbb{B}^d$:

$$B(x, r) := \{ y \in \mathbb{B}^d : \rho(x, y) < r \} \quad \text{and set} \quad V(x, r) := \mu(B(x, r)).$$

(8.8)

As is well known (see, e.g., [7, Lemma 11.3.6])

$$V(x, r) \sim r^d (1 - \|x\|^2 + r^2)^\gamma, \quad 0 < r \leq \pi,$$

(8.9)

and obviously $V(x, r) = V(x, \pi) \sim 1$ if $r > \pi$. Therefore, $\mu$ is a doubling measure.

**Gaussian Bounds for the Heat Kernel Associated to $L_c$ on $\mathbb{B}^d$**

**Theorem 8.1** The PSWF heat kernel $p_t(x, y)$ on $\mathbb{B}^d$ (see (8.6)) has the following Gaussian upper and lower bounds: There exist constants $c_1, c_2, c_3, c_4 > 0$ such that for all $x, y \in \mathbb{B}^d$ and $t > 0$

$$\frac{c_1 e^{-t^2 c_2^2} \exp \left( -\frac{\rho(x,y)^2}{c_2^2t} \right)}{\left[ V(x, \sqrt{t}) V(y, \sqrt{t}) \right]^{1/2}} \leq p_t(x, y) \leq \frac{c_3 \exp \left( -\frac{\rho(x,y)^2}{c_4^2t} \right)}{\left[ V(x, \sqrt{t}) V(y, \sqrt{t}) \right]^{1/2}}.$$  

(8.10)

A remark similar to Remark 3.3 is valid here.

The proof of Theorem 8.1 will again depend on our general result from Theorem 2.1. We will utilize the close relationship of the PSWFs on $\mathbb{B}^d$ with orthogonal polynomials on $\mathbb{B}^d$.

**8.1 Orthogonal Polynomials on $\mathbb{B}^d$ and the Associated Heat Kernel**

Here we first recall the Gaussian localization of the heat kernel associated to the operator $L_0$ (see (8.1) with $\epsilon = 0$) on $\mathbb{B}^d$ from [24, 25]. Note that the operator $L_0$ in the setting described above is essentially self-adjoint and positive.
Denote by $\mathcal{P}_m$ the set of all algebraic polynomials of degree $\leq m$ in $d$ variables, and let $\mathcal{V}_m$ be the orthogonal compliment of $\mathcal{P}_{m-1}$ to $\mathcal{P}_m$ in $L^2(\omega_\gamma)$, $m \geq 1$. Then $\mathcal{P}_m = \mathcal{P}_{m-1} \bigoplus \mathcal{V}_m$. Denote $\mathcal{V}_0 := \mathcal{P}_0$. As is well known (see, e.g., [12, §2.3.2]) $\mathcal{V}_m$, $m = 0, 1, \ldots$ are eigenspaces of the operator $L_0$, more precisely,

$$L_0 P = \lambda_m P, \quad \forall P \in \mathcal{V}_m,$$

where $\lambda_m := m(m + d + 2\gamma - 1), m = 0, 1, \ldots$. \hspace{3cm} (8.11)

Let $\tilde{P}_{mj}, j = 1, \ldots, \dim \mathcal{V}_m$, be an arbitrary real orthonormal basis for $\mathcal{V}_m$ in $L^2(\omega_\gamma)$. Denote $N_m := \dim \mathcal{V}_m = \binom{m+d-1}{m}$. Then

$$P_m(x, y) := \sum_{j=1}^{N_m} \tilde{P}_{mj}(x) \tilde{P}_{mj}(y), \quad x, y \in \mathbb{B}^d, \hspace{3cm} (8.12)$$

is the kernel of the orthogonal projector onto $\mathcal{V}_m$. The heat kernel $\mathcal{K}_{\exp(-tL_0)}(x, y)$, $t > 0$, of the semigroup $e^{-tL_0}$ takes the form

$$\mathcal{K}_{\exp(-tL_0)}(x, y) = \sum_{m=0}^{\infty} e^{-\lambda_m t} P_m(x, y). \hspace{3cm} (8.13)$$

One of the main results in [24] (see also [25]) asserts that the heat kernel $\mathcal{K}_{\exp(-tL_0)}(x, y)$ has Gaussian upper and lower bounds, just as in (3.10).

**Orthogonal Polynomial Basis on the Ball: Zernike Polynomials**

One specific polynomial basis on the ball (Zernike polynomials) plays an important role in developing the PSWFs on the ball.

We will denote by $P_n^{(\alpha, \beta)}(u)$ the $n$th degree Jacobi polynomial and will assume that the Jacobi polynomials are normalized so that

$$\int_{-1}^{1} P_n^{(\alpha, \beta)}(u) P_k^{(\alpha, \beta)}(u) \omega_{\alpha, \beta}(u) du = 2^{\alpha+\beta+2} \delta_{nk}, \hspace{3cm} (8.14)$$

where $\omega_{\alpha, \beta}(u) := (1-u)^{\alpha}(1+u)^{\beta}, \alpha, \beta > -1$.

As before we assume that $\{Y_{nj} : 1 \leq j \leq N(n, d)\}$ is an orthonormal basis for the set $\mathcal{H}_n$ of spherical harmonics of degree $n$ consisting of real-valued functions.

One particular orthonormal basis for $\mathcal{V}_m$ is given by the Zernike polynomials (see, e.g., [7, 12]):

$$P_{kj}^n(x) := P_k^{(\gamma - \frac{1}{2}, n+d+2\gamma - 1)}(2\|x\|^2 - 1)\|x\|^n Y_{nj}\left(\frac{x}{\|x\|}\right), \quad n + 2k = m, \quad 1 \leq j \leq N(n, d).$$
In terms of the polynomial basis \( \{ P_{kj}^n \} \) the heat kernel associated to \( L_0 \) takes the form:

\[
\mathcal{K}_{\exp(-tL_0)}(x, y) = \sum_{m=0}^{\infty} e^{-\lambda_m t} \sum_{n+2k=m}^{N(n,d)} P_{kj}^n(x) P_{kj}^n(y). \tag{8.15}
\]

The close relationship between the PSWFs \( \{ \psi_{kj}^n \} \) and the orthogonal polynomials \( \{ P_{kj}^n \} \) on \( \mathbb{R}^d \) is reflected in the following relation between the respective eigenvalues (see [37, Theorem 3.2]):

\[
\lambda_{n+2k} < \chi_{nk} < \lambda_{n+2k} + c^2, \tag{8.16}
\]

implying

\[
(n + 2k)(n + 2k + d + 2\gamma - 1) < \chi_{nk} < (n + 2k)(n + 2k + d + 2\gamma - 1) + c^2. \tag{8.17}
\]

### 8.2 Proof of Theorem 8.1

As was indicated above the proof of Theorem 8.1 will depend on the general result from Theorem 2.1.

We begin with some notation and the setting. We consider the set \( X = \mathbb{R}^d \) equipped with the measure \( d\mu(x) = \omega_\gamma(x) \, dx \). Let \( Z := L_0 \) and \( Y := L_0 + V \) with \( V(x) = c^2 \| x \|^2 \), where we use the notation from above.

It is not hard to see (e.g., [37]) that the operator \( L_0 \) can be represented as follows (see [25]):

\[
L_0 = -\Delta + \nabla \cdot x(2\gamma - 1 + x \cdot \nabla) - (2\gamma - 1)d
\]

\[
= -\frac{1}{\omega_\gamma(x)} \nabla \cdot [\omega_\gamma(x)(1 - \| x \|^2) \nabla] - \Delta_0
\]

\[
= -(1 - r^2)\partial_r^2 - \frac{d - 1}{r} \partial_r + (2\gamma + d)r \partial_r - \frac{1}{r^2} \Delta_0, \tag{8.18}
\]

where \( \Delta_0 \) is the spherical part of the Laplacian \( \Delta \). From above it follows that the operator \( L_0 \) can be represented as follows (see [25]). Define

\[
D_{i,j} := x_i \partial_j - x_j \partial_i , \quad 1 \leq i \neq j \leq d,
\]

and

\[
D_{i,i} := [\omega_\gamma(x)]^{-1} \partial_i \left[ (1 - \| x \|^2) \omega_\gamma(x) \right] \partial_i , \quad 1 \leq i \leq d.
\]

Then (8.18) yields (see also (2.2) in [25]):

\[
L_0 = -\sum_{i=1}^{d} D_{i,i}^2 - \sum_{1 \leq i < j \leq d} D_{i,j}^2 = -\sum_{1 \leq i \leq j \leq d} D_{i,j}^2. \tag{8.19}
\]
Let the domain $D(L_0)$ of the operator $L_0$ be $C^2(\mathbb{R}^d)$, which is obviously dense in $L^2(\omega_\gamma)$. The following basic property of the operator $L_0$ follows from (8.19) by integration by parts (see [25, Theorem 2.1]): For any $f \in C^2(\mathbb{R}^d)$ and $g \in C^1(\mathbb{R}^d)$,

$$
\int_{\mathbb{R}^d} L_0 f(x) g(x) w_\mu(x) dx \\
= \int_{\mathbb{R}^d} \left[ \sum_{i=1}^d \partial_i f(x) \partial_i g(x) (1 - \|x\|^2) + \sum_{1 \leq i < j \leq d} D_{i,j} f(x) D_{i,j} g(x) \right] w_\gamma(x) dx.
$$

(8.20)

Therefore, $L_0$ is a positive symmetric operator. Moreover, $L_0$ is essentially self-adjoint in $L^2(\omega_\gamma)$.

The associated to $L_0$ quadratic form $\mathcal{E}$ is defined by

$$
\mathcal{E}(f, g) := \int_{\mathbb{R}^d} L_0 f(x) g(x) w_\gamma(x) dx.
$$

(8.21)

As before we denote its closure by $\overline{\mathcal{E}}$. We next show that $\overline{\mathcal{E}}$ is a Dirichlet form. Just as in the proof of Theorem 3.2 (see also [15]) for this it suffices to show that for every $\varepsilon > 0$ there exists a function $\Phi_\varepsilon : \mathbb{R} \mapsto [-\varepsilon, 1 + \varepsilon]$ such that $\Phi_\varepsilon$ is non-decreasing, $\Phi_\varepsilon(t) = t$ for $t \in [0, 1]$, $0 \leq \Phi_\varepsilon(t') - \Phi_\varepsilon(t) \leq t' - t$ if $t < t'$, and

$$
f \in D(L_0) \implies \Phi_\varepsilon(f) \in D(L_0), \quad \mathcal{E}(\Phi_\varepsilon(f), \Phi_\varepsilon(f)) \leq \mathcal{E}(f, f).
$$

(8.22)

Let $\Phi_\varepsilon \in C^\infty(\mathbb{R})$ have the properties: $-\varepsilon \leq \Phi_\varepsilon \leq 1 + \varepsilon$, $0 \leq \Phi'_\varepsilon \leq 1$ and $\Phi_\varepsilon(t) = t$, $t \in [0, 1]$, for some $\varepsilon > 0$.

Assume $f \in D(L_0) = C^2(\mathbb{R}^d)$. Evidently, $\Phi_\varepsilon(f) \in D(L_0)$. It is easily to see that $\partial_i \Phi_\varepsilon(f(x)) = \Phi'_\varepsilon(f(x)) \partial_i f(x)$ and $D_{ij} \Phi_\varepsilon(f(x)) = \Phi'_\varepsilon(f(x)) D_{ij} f(x)$, $i \neq j$.

Hence, using (8.20) we get

$$
\mathcal{E}(\Phi_\varepsilon(f), \Phi_\varepsilon(f))
\leq \int_{\mathbb{R}^d} \left[ \sum_{i=1}^d |\partial_i \Phi_\varepsilon(f(x))|^2 (1 - \|x\|^2) + \sum_{1 \leq i < j \leq d} |D_{i,j} \Phi_\varepsilon(f(x))|^2 \right] w_\gamma(x) dx
\leq \int_{\mathbb{R}^d} \left[ \sum_{i=1}^d |\partial_i f(x)|^2 (1 - \|x\|^2) + \sum_{1 \leq i < j \leq d} |D_{i,j} f(x)|^2 \right] w_\gamma(x) dx
\leq \mathcal{E}(f, f).
$$

Therefore, $\overline{\mathcal{E}}$ is a Dirichlet form. Now, the theory from Sect. 2 can be applied. In particular, estimates (8.10) follow from Theorem 2.1 and the Gaussian bounds for $\mathcal{K}_{\exp(-tL_0)}(x, y)$.

\[ \square \]
8.3 Hölder continuity of the PSWF heat kernel \( p_t(x, y) \) on \( \mathbb{B}^d \)

As is shown in [35] the quadratic form \( \mathcal{E} \) from (8.21) generates a regular strictly local Dirichlet space and the respective Poincaré inequality is satisfied. This together with the doubling property of the measure gives another proof of the Gaussian bounds for \( \mathcal{K}_{\exp(-tL_0)}(x, y) \). In turn, this yields the Hölder continuity of the kernel \( \mathcal{K}_{\exp(-tL_0)}(x, y) \). Furthermore, the Hölder continuity of \( \mathcal{K}_{\exp(-tL_0)}(x, y) \) and (8.10), in light of Theorem 2.2, imply the Hölder continuous of the PSWF heat kernel \( p_t(x, y) \) on \( \mathbb{B}^d \): There exists a constant \( 0 < \alpha \leq 1 \) such that

\[
|p_t(x, y) - p_t(x', y)| \leq c_1 \left( \frac{\rho(x, x')}{\sqrt{t}} \right)^\alpha \exp \left( - \frac{\rho(x, y)^2}{c_2 t} \right) \left[ V(x, \sqrt{t})V(y, \sqrt{t}) \right]^{1/2}, \tag{8.23}
\]

whenever \( \rho(x, x') \leq \sqrt{t} \). Here \( \alpha \) is the same as for \( \mathcal{K}_{\exp(-tL_0)}(x, y) \). It is an open question to find the dependence of \( \alpha \) on \( \gamma \).

8.4 Besov and Triebel–Lizorkin Spaces Associated to the PSWFs on \( \mathbb{B}^d \)

The theory of Besov and Triebel–Lizorkin spaces on \( \mathbb{B}^d \) associated to the operator \( L_\xi \) in the setting described above is now easy to develop due to the fact that the Gaussian bounds of the heat kernel (8.10) and its Hölder continuity (8.23) are already established. These allow to develop the relevant smooth functional calculus and then the associated Besov and Triebel–Lizorkin spaces with a complete set of indices. To this end one simply follows the general scheme developed in [5, 23]. We will not elaborate on this theory here.
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