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Abstract

Inspired by certain interesting recent extension of the gamma, beta and hypergeometric matrix functions, we introduce here new extension of the gamma and beta matrix function. We also introduce new extensions of the Gauss hypergeometric matrix function, confluent hypergeometric matrix function, Appell matrix function and Lauricella matrix function of three variables in terms of the new extended beta matrix function. Then we investigate certain properties of these extended matrix functions such as the integral representations, differential formulae and recurrence relations.
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1 Introduction

Theory of special functions is being initiated with the study of gamma and beta functions. Further, the Gauss hypergeometric function and Kummer hypergeometric function played crucial role in the study of special functions. These initial special functions received much attention by mathematician as well as physicist due to various application of functions in the field of mathematics, physics, engineering and Lie theory. This motivate the study of the extension of these functions. In last few years, several extensions of gamma function, beta function and Gauss hypergeometric function have been considered, See [19, 8, 9, 10, 19, 21]. Earlier, a new extension of gamma and beta functions in terms of confluent hypergeometric function have been studied and using new generalization of beta function, Gauss hypergeometric function, Appell functions and Lauricella functions of three variables have been defined [22, 20].

The theory of special matrix function has been initiated by Jódar and cortés, [17] [18] and this work has been carried for several variable special functions in [11, 5, 11–14]. Furthermore, the extension of the gamma, beta and hypergeometric matrix functions have been given in [11, 24, 21, 23, 25]. Also Bakhet et al. [6] have studied the matrix version of extended Bessel function and discussed the integral representations, differential formula, hypergeometric representation of such functions. In this paper, we studied the matrix version of new extended hypergeometric function, more explicitly new extension of gamma matrix function, beta matrix function, Gauss hypergeometric matrix function, Appell matrix functions and Lauricella matrix function of three variables has been introduced. We also give integral representation, differential formulae and
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recurrence formulae for these new extended matrix functions. The section-wise treatment is as follows:

In Section 2, we give the basic definitions related to special matrix functions that are needed in the sequel. In Section 3, we define the new extended gamma and beta matrix functions. In Section 4, we define the matrix analogue of new extended Gauss hypergeometric function and Kummer hypergeometric function. We also give integral representations, transformations and differential formulae satisfied by them. Finally, in Section 5, we introduce new extended Appell matrix functions and extended Lauricella matrix function of three variables. The integral representations, differential formulae and recursion formulae for these new extended matrix functions are also determined.

2 Preliminaries

Throughout the paper, \( \mathbb{C}^{r \times r} \) is the vector space of \( r \)-square matrices with complex entries. For a matrix \( A \in \mathbb{C}^{r \times r} \) the spectrum, denoted by \( \sigma(A) \), is the set of eigenvalues of \( A \).

If \( \Re(z) \) denotes the real part of a complex number \( z \), then a matrix \( A \) in \( \mathbb{C}^{r \times r} \) is said to be positive stable if \( \Re(\lambda) > 0 \) for all \( \lambda \in \sigma(A) \).

If \( A \) is a positive stable matrix in \( \mathbb{C}^{r \times r} \), then \( \Gamma(A) \) can be expressed as \[ \Gamma(A) = \int_0^\infty e^{-tA-I} \, dt. \] (2.1)

Furthermore, if \( A + kI \) is invertible for all integers \( k \geq 0 \), then the reciprocal gamma matrix function is defined as \[ \Gamma^{-1}(A) = A(A + I) \ldots (A + (n - 1)I)\Gamma^{-1}(A + nI), \quad n \geq 1. \] (2.2)

By application of the matrix functional calculus, the Pochhammer symbol for \( A \in \mathbb{C}^{r \times r} \) is given by \[ (A)_n = \begin{cases} I, & \text{if } n = 0, \\ A(A + I) \ldots (A + (n - 1)I), & \text{if } n \geq 1. \end{cases} \] (2.3)

This gives \[ (A)_n = \Gamma^{-1}(A) \Gamma(A + nI), \quad n \geq 1. \] (2.4)

If \( A \) and \( B \) are positive stable matrices in \( \mathbb{C}^{r \times r} \), then, for \( AB = BA \), the beta matrix function is defined as \[ \mathfrak{B}(A, B) = \Gamma(A)\Gamma(B)\Gamma^{-1}(A + B) = \int_0^1 t^{A-I}(1-t)^{B-I} \, dt \] (2.5)

\[ = \int_0^\infty u^{A-I}(1+u)^{-(A+B)} \, du. \] (2.6)

For positive stable matrices \( X \), \( A \), the extension of gamma matrix function given by, \[ \Gamma_X(A) = \int_0^\infty t^{A-I} \exp(-tI - Xt^{-1}) \, dt. \] (2.7)

Let \( A \), \( B \) and \( X \) be positive stable and commuting matrices in \( \mathbb{C}^{r \times r} \) such that \( A + kI \), \( B + kI \) and \( X + kI \) are invertible for all integer \( k \geq 0 \). Then the extended beta matrix function \( \mathfrak{B}(A, B; X) \) is defined by \[ \mathfrak{B}(A, B; X) = \int_0^1 t^{A-I}(1-t)^{B-I} \exp \left( \frac{-X}{t(1-t)} \right) \, dt. \] (2.8)
\[ \mathcal{B}(A, B; X) = \Gamma(A, X) \Gamma(B, X) \Gamma^{-1}(A + B, X). \]  

(2.9)

It is obvious that \( X = O \) gives the original beta matrix function [17]. Let \( A, B, C \) be positive stable matrices in \( \mathbb{C}^{r \times r} \) such that \( C + kI \) is invertible for all integers \( k \geq 0 \). Then the Gauss hypergeometric matrix function is defined by [18]

\[ 2F_1(A, B; C; z) = \sum_{n=0}^{\infty} (A)_n (B)_n (C)^{-1} \frac{z^n}{n!}. \]  

(2.10)

The series (2.10) converges absolutely for \( |z| < 1 \) and for \( z = 1 \), if \( \alpha(A) + \alpha(B) < \beta(C) \), where \( \alpha(A) = \max \{ \Re(z) \mid z \in \sigma(A) \} \), \( \beta(A) = \min \{ \Re(z) \mid z \in \sigma(A) \} \) and \( \beta(A) = -\alpha(-A) \).

Let \( A, B, C - B \) and \( X \) be positive stable matrices in \( \mathbb{C}^{r \times r} \) such that \( CB = BC, CX = XX \) and \( BXX = XXB \). Then the extended Gauss hypergeometric matrix function (EGHMF) and extended Kummer hypergeometric matrix function (EKHMFM) are defined by [13]

\[ F^{(X)}(A; B; C; z) = \left( \sum_{m \geq 0} (A)_m \mathcal{B}(B + mI, C - B; X) \frac{z^m}{m!} \right) \times \Gamma(C) \Gamma^{-1}(B) \Gamma^{-1}(C - B); \]  

(2.11)

and

\[ \phi^{(X)}(B; C; z) = \left( \sum_{m \geq 0} \mathcal{B}(B + mI, C - B; X) \frac{z^m}{m!} \right) \times \Gamma(C) \Gamma^{-1}(B) \Gamma^{-1}(C - B) \]  

(2.12)

respectively.

### 3 The new extended gamma and beta matrix functions

In this section, we consider the generalization of gamma and beta matrix functions. For positive stable matrices \( A, B, X \) and \( Y \), we define the new extension of gamma matrix function as

\[ \Gamma^y_{(A,B)}(X) = \int_0^\infty F_1(A; B; -tI - Yt^{-1}) t^{X-I}dt. \]  

(3.1)

Let \( A, B, X, Y \) and \( Z \) be positive stable matrices in \( \mathbb{C}^{r \times r} \). Then, we introduce the new extension of beta matrix function, denoted by \( \mathcal{B}^{(A,B)}_{(Y,Z)}(X,Z) \)

\[ \mathcal{B}^{(A,B)}_{(Y,Z)}(X,Z) = \int_0^1 F_1(A; B; -\frac{Y}{t(1-t)}) t^{X-I}(1-t)^{Z-I}dt. \]  

(3.2)

From Equations (3.1) and (3.2), the particular case is given by \( \Gamma^y_{(A,A)}(X) = \Gamma_Y(X), \Gamma^y_{(A,A)}(X) = 1, \mathcal{B}^{(A,A)}_{(Y,Z)}(X,Z) = \mathcal{B}_Y(X,Z) \) and \( \mathcal{B}^{(A,A)}_{(Y,Z)}(X,Z) = \mathcal{B}_Y(X,Z) \).

We now give some results related to new extended gamma and beta matrix functions.

**Theorem 3.1.** Let \( A, B, A - B, X \) and \( Y \) be positive stable matrices in \( \mathbb{C}^{r \times r} \) such that \( A, B, X \) and \( Y \) are commuting. Then the new extended gamma matrix function can also be presented in the integral form as

\[ \Gamma^y_{(A,B)}(X) = \Gamma(B) \Gamma^{-1}(A) \Gamma^{-1}(B - A) \int_0^1 \Gamma_Y(\mu^2 X) \mu^{A-X-I}(1 - \mu)^{B-A-I}d\mu. \]  

(3.3)
Proof. Using the integral representation of confluent hypergeometric matrix function [7], we have
\[
\Gamma_{Y}^{(A,B)}(X) = \Gamma(B)\Gamma^{-1}(A)\Gamma^{-1}(B - A) \int_{0}^{\infty} \int_{0}^{1} u^{X-I} e^{-ut - \frac{uv}{2}} t^{A-I} (1 - t)^{B-A-I} dt du. \quad (3.4)
\]
Consider the following transformation \( v = ut, \mu = t \) and the Jacobian of the transformation \( J = \frac{1}{\mu} \), we have
\[
\Gamma_{Y}^{(A,B)}(X) = \Gamma(B)\Gamma^{-1}(A)\Gamma^{-1}(B - A) \int_{0}^{\infty} \int_{0}^{1} u^{X-I} e^{-v - \frac{u^2}{2}} d\mu A^{-X-I} (1 - \mu)^{B-A-I} d\mu. \quad (3.5)
\]
The convergence of matrix functions permit us to interchange the order of integration, Equation \( \ref{eq:Gamma-Y} \) yields
\[
\Gamma_{Y}^{(A,B)}(X) = \Gamma(B)\Gamma^{-1}(A)\Gamma^{-1}(B - A) \int_{0}^{\infty} \Gamma_{\mu n}(X) \mu A^{-X-I} (1 - \mu)^{B-A-I} d\mu. \quad (3.6)
\]
It completes the proof of \( \ref{eq:Gamma-X} \).

Theorem 3.2. For the positive stable matrices \( A, B, A + B, X, Y, Z \), we have another integral representation of new extended beta matrix function
\[
\Phi_{Y}^{(A,B)}(X, Z) = \int_{0}^{\infty} \int_{0}^{1} F_{1} A; -2Y - Y \left( u + \frac{1}{n} \right) u^{X-I} (1 + u)^{-nZ-I} dt. \quad (3.7)
\]
Proof. Letting \( t = \frac{u}{u+n} \) and using the definition of new extended beta matrix function, we get the required result \( \ref{eq:Phi-Y} \).

Theorem 3.3. For the positive stable matrices \( A, B, X, Y, Z \), the new extended beta matrix function satisfies the following relation
\[
\Phi_{Y}^{(A,B)}(X + I, Z) + \Phi_{Y}^{(A,B)}(X, Z + I) = \Phi_{Y}^{(A,B)}(X, Z). \quad (3.8)
\]
Proof. From the definition of new extended beta matrix function, we have
\[
\Phi_{Y}^{(A,B)}(X + I, Z) + \Phi_{Y}^{(A,B)}(X, Z + I) = \int_{0}^{1} F_{1} A; -2Y' - Y' \left( u + \frac{1}{n} \right) t^{X-I} (1-t)^{2-I} dt.
\]
\[
= \int_{0}^{1} F_{1} A; -2Y' - Y' \left( u + \frac{1}{n} \right) t^{X-I} (1-t)^{2-I} dt.
\]
\[
= \int_{0}^{1} F_{1} A; -2Y' - Y' \left( u + \frac{1}{n} \right) t^{X-I} (1-t)^{(X+I)-I} dt.
\]
\[
= \int_{0}^{1} F_{1} A; -2Y' - Y' \left( u + \frac{1}{n} \right) t^{X-I} (1-t)^{Z-I} dt.
\]
\[
= \Phi_{Y}^{(A,B)}(X, Z). \quad (3.9)
\]

Theorem 3.4. For positive stable matrices \( A, B, X, Y, I - Z \), the new extended beta matrix function satisfies the following summation identity
\[
\Phi_{Y}^{(A,B)}(X, I - Z) = \sum_{n=0}^{\infty} \Phi_{Y}^{(A,B)}(X + nI, Z) \frac{n}{n!}.
\]
\[
\quad (3.10)
\]
Proof. From Equation (3.2), we have
\[ \mathfrak{B}_Y^{(A,B)}(X, I - Z) = \int_0^1 {}_1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) t^{X-t} (1-t)^{-Z} dt. \] (3.11)

Using the matrix identity \((1 - t)^{-Z} = \sum_{n=0}^{\infty} \frac{(Z)_n}{n!} t^n\), Equation (3.11) yields
\[ \mathfrak{B}_Y^{(A,B)}(X, I - Z) = \int_0^1 \sum_{n=0}^{\infty} {}_1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) t^{X+(n-1)} (Z)_n \frac{1}{n!} dt 
= \sum_{n=0}^{\infty} \int_0^1 {}_1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) \frac{t^{X+n-1}}{n!} (Z)_n dt 
= \sum_{n=0}^{\infty} \mathfrak{B}_Y^{(A,B)}(X+n, I) \frac{(Z)_n}{n!}. \] (3.12)

It completes the proof. \[ \square \]

4 New extended Gauss hypergeometric and confluent hypergeometric matrix functions

In this section, we define a new extension of Gauss hypergeometric and confluent hypergeometric matrix function in terms of new extended beta matrix function. Several properties of these matrix function have also been studied. Let \( A, B, A_1, B_1, C_1, C_1 - B_1 \) and \( Y \) be matrices in \( C^{r \times r} \) such that \( C_1 + B_1 \) is invertible for all integers \( k \geq 0 \). Then, we define the new extended Gauss hypergeometric and confluent hypergeometric matrix functions as
\[ {}_2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = \sum_{n=0}^{\infty} (A_1)_n \mathfrak{B}_Y^{(A,B)}(B_1 + n I, C_1 - B_1) [\mathfrak{B}(B_1, C_1 - B_1)]^{-1} \frac{z^n}{n!} \] (4.1)
and
\[ {}_1F_1^{(A,B;Y)}(B_1; C_1; z) = \sum_{n=0}^{\infty} \mathfrak{B}_Y^{(A,B)}(B_1 + n I, C_1 - B_1) [\mathfrak{B}(B_1, C_1 - B_1)]^{-1} \frac{z^n}{n!} \] (4.2)
respectively.

These new extensions of Gauss hypergeometric and confluent hypergeometric matrix function will be called as new extended Gauss hypergeometric matrix function (NEGHMF) and new extended confluent hypergeometric matrix function (NECHMF). We have following observations:
\[ {}_2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = {}_2F_1^{(A,B;Y)}(A_1, B_1; C_1; z), \]
\[ {}_2F_1^{(A,A;0)}(A_1, B_1; C_1; z) = {}_2F_1(A_1, B_1; C_1; z) \]
and
\[ {}_1F_1^{(A,A;0)}(B_1; C_1; z) = \delta^{(Y)}(B_1; C_1; z), \]
\[ {}_1F_1^{(A,A;0)}(B_1; C_1; z) = 1_F(B_1; C_1; z). \]

Theorem 4.1. For positive stable matrices \( A, B, A_1, B_1, C_1, C_1 - B_1 \) and \( Y \) in \( C^{r \times r} \), the NEHMF have following integral representations
\[ {}_2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = \int_0^1 (1 - z t)^{-A_1} {}_1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) t^{B_1-t} (1-t)^{-C_1-B_1+t} dt \times [\mathfrak{B}(B_1, C_1 - B_1)]^{-1}, \] (4.3)
\[ {}_2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = \int_0^\infty (1 + u (1 - z))^{-A_1} (1 + u)^{A_1} {}_1F_1 \left( A; B; -2Y - Y(1 + u) \right) u^{B_1-t} (1+u)^{-C_1} du \times [\mathfrak{B}(B_1, C_1 - B_1)]^{-1}. \] (4.4)
Theorem 4.2. For positive stable matrices $A$, $B$, $B_1$, $C_1$, $C_1 - B_1$ and $Y$ in $\mathbb{C}^{r \times r}$, the NECHMF have following integral representations

\begin{equation}
1\int_1^{(A; B; \frac{-Y}{t(1-t)})_1} F_1(A; B; \frac{-Y}{t(1-t)}) t^{B_1-I} (1-t)^{C_1-B_1-I} dt
\times [B(B_1, C_1 - B_1)]^{-1},
\end{equation}

(4.5)

\begin{equation}
1\int_1^{(A; B; \frac{-Y}{u(1-u)})_1} F_1(A; B; \frac{-Y}{u(1-u)}) u^{C_1-B_1-I} (1-u)^{B_1-I} du
\times (1-u)^{B_1-I} du [B(B_1, C_1 - B_1)]^{-1}.
\end{equation}

(4.6)

The proof of Theorem 4.2 is similar to Theorem 4.1 and hence omitted.

Theorem 4.3. Let $A$, $B$, $Y$, $A_1$, $B_1$, $C_1$ and $C_1 - B_1$ be positive stable matrices in $\mathbb{C}^{r \times r}$ such that $B_1 C_1 = C_1 B_1$. Then, we have the following differential formula satisfies by NEGHMF:

\begin{equation}
\frac{d^n}{dz^n} 2F_1^{(A,B,Y)}(A_1, B_1; C_1; z)
= (A_1)_n 2F_1^{(A,B,Y)}(A_1+nI, B_1+nI; C_1+nI; z) (B_1)_n (C_1)_n^{-1}.
\end{equation}

(4.7)

Proof. From the definition of NEGHMF, we have

\begin{align*}
\frac{d}{dz} 2F_1^{(A,B,Y)}(A_1, B_1; C_1; z) &= \frac{d}{dz} \sum_{n=0}^{\infty} \binom{A_1}{n} \sum_{n=0}^{\infty} \binom{B_1+nI}{n} \binom{C_1-B_1}{n} \frac{z^n}{n!} \\
&= \sum_{n=1}^{\infty} \binom{A_1}{n} \sum_{n=0}^{\infty} \binom{B_1+nI}{n} \binom{C_1-B_1}{n} \frac{z^n}{n!} \\
&= A_1 \sum_{n=0}^{\infty} \binom{A_1+nI}{n} \sum_{n=0}^{\infty} \binom{B_1+(n+1)I}{n} \binom{C_1-B_1}{n} \frac{z^n}{n!} \\
&= (A_1)_1 2F_1^{(A,B,Y)}(A_1 + I, B_1 + I; C_1 + I; z) (B_1)_1 (C_1)_1^{-1}. 
\end{align*}

(4.8)

Continue this procedure $n$-times, we get the differential formula as

\begin{equation}
\frac{d^n}{dz^n} 2F_1^{(A,B,Y)}(A_1, B_1; C_1; z)
= (A_1)_n 2F_1^{(A,B,Y)}(A_1+nI, B_1+nI; C_1+nI; z) (B_1)_n (C_1)_n^{-1}, \quad B_1 C_1 = C_1 B_1.
\end{equation}

(4.9)

In the similar way, we can get the differential formula for NECHMF given below in the theorem. The proof is similar to the proof for NEGHMF, so we omitted.
Theorem 4.4. Let $A$, $B$, $Y$, $B_1$, $C_1$ and $C_1 - B_1$ be positive stable matrices in $\mathbb{C}^{r \times r}$ such that $B_1C_1 = C_1B_1$. Then, we have the following differential formula satisfies by NECHMF
\[
\frac{d^n}{dz^n} \left[ F_1^{(A,B;Y)}(B_1; C_1; z) \right] = F_1^{(A,B;Y)}(B_1 + nI; C_1 + nI; z) \left( (B_1)_n (C_1)_n^{-1} \right).
\] (4.10)

We now give the transformation formulas for NEGHMF and NECHMF.

Theorem 4.5. Let $A$, $B$, $Y$, $A_1$, $B_1$, $C_1$ and $C_1 - B_1$ be positive stable matrices in $\mathbb{C}^{r \times r}$ such that $B_1C_1 = C_1B_1$. Then, we have the following transformation formulas satisfied by NEGHMF
\[
2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = (1 - z)^{-A_1} \int_0^1 (1 - z(1 - t))^{-A_1} 1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) (1 - t)^{B_1 - I} \ dt.
\] (4.11)

and
\[
2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = z^{A_1} 2F_1^{(A,B;Y)}(A_1, C_1 - B_1; C_1; z).
\] (4.12)
\[
2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = (1 + z)^{-A_1} 2F_1^{(A,B;Y)}(A_1, C_1 - B_1; C_1; -z).
\] (4.13)

Proof. Replacing $t \rightarrow 1 - t$ in Equation (4.3), we have
\[
2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = \int_0^1 (1 - z(1 - t))^{-A_1} 1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) (1 - t)^{B_1 - I} \ dt.
\] (4.14)

Using the matrix identity $[1 - z(1 - t)]^{-A_1} = (1 - z)^{-A_1} \left( 1 + \frac{z}{1 - t} \right)^{-A_1}$ in (4.14), we get
\[
2F_1^{(A,B;Y)}(A_1, B_1; C_1; z) = (1 - z)^{-A_1} \int_0^1 \left( 1 - \frac{z}{z - 1} \right)^{-A_1} 1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) (1 - t)^{B_1 - I} \ dt
\times t^{C_1 - B_1 - I} dt \left[ \mathfrak{B}(B_1, C_1 - B_1) \right]^{-1}
= (1 - z)^{-A_1} 2F_1^{(A,B;Y)}(A_1, C_1 - B_1; C_1; z).
\] (4.15)

It completes the proof of (4.11). To prove (4.12) and (4.13), we replace $z$ by $1 - \frac{1}{z}$ and $\frac{1}{z}$ in (4.11) respectively.

By taking $z = 1$ and allow $A_1$ to commute with $A$, $B$, $B_1$, $C_1$ in (4.3), we get the following relation between NEGHMF and new extended beta matrix function
\[
2F_1^{(A,B;Y)}(A_1, B_1; C_1; 1) = \int_0^1 t^{B_1 - I} (1 - t)^{C_1 - A_1 - B_1 - I} \ dt \left[ \mathfrak{B}(B_1, C_1 - B_1) \right]^{-1}
\times 1F_1 \left( A; B; -\frac{Y}{t(1-t)} \right) dt \left[ \mathfrak{B}(B_1, C_1 - B_1) \right]^{-1}
= \mathfrak{B}^{A,B}(B_1, C_1 - A_1 - B_1) \left[ \mathfrak{B}(B_1, C_1 - B_1) \right]^{-1}.
\] (4.16)

Equation (4.16) allow us to write the new extension of Kummer’s first theorem. We present the result in the following theorem.

Theorem 4.6. Let $A$, $B$, $Y$, $B_1$, $C_1$ and $C_1 - B_1$ be positive stable matrices in $\mathbb{C}^{r \times r}$ such that $B_1C_1 = C_1B_1$. Then, the new extended Kummer’s first theorem is given by
\[
1F_1^{(A,B;Y)}(B_1; C_1; z) = \exp(z) 1F_1^{(A,B;Y)}(C_1 - B_1; C_1; -z).
\] (4.17)
5 New extended Appell and Lauricella hypergeometric matrix functions

In this section, we introduce new extended Appell matrix functions (NEAMFs) and new extended Lauricella matrix function (NELMF) of three variables. More explicitly, we give new extended form of Appell matrix functions $F_1(A_1, B_1, B_2; C_1, z, w)$, $F_2(A_1, B_1, B_2; C_1, z, w)$ and Lauricella matrix function of three variables $F^{(3)}_D(A_1, B_1, B_2; C_1; z, w, v)$, [11]-[13], in terms of the new extended beta matrix function. We also give here the integral representations for these new extended hypergeometric matrix functions.

Let $A, A_1, B, B_1, B_2, C_1, C-1-A_1$ and $Y$ be positive stable matrices in $\mathbb{C}^{r \times r}$. Then, we define new extended Appell hypergeometric matrix function, denoted by $F_1^{(A, B)}(A_1, B_1, B_2; C_1; z, w; Y)$, as

$$F_1^{(A, B)}(A_1, B_1, B_2; C_1; z, w; Y) = \sum_{m, n \geq 0} \frac{\mathfrak{B}_Y^{(A, B)}(A_1 + (m + n)I, C_1 - A_1)[\mathfrak{B}(A_1, C_1 - A_1)]^{-1}(B_1)_m(B_2)_n z^m w^n}{m! n!}. \quad (5.1)$$

For positive stable matrices $A, A', A_1, B, B', B_1, B_2, C_1, C_2, C_1 - B_1, C_2 - B_2$ and $Y$ in $\mathbb{C}^{r \times r}$, we define the new extended Appell hypergeometric matrix function $F_2^{(A, B)}(A_1, B_1, B_2; C_1, C_2; z, w; Y)$ as

$$F_2^{(A, B, A', B')}(A_1, B_1, B_2; C_1, C_2; z, w; Y) = \sum_{m, n \geq 0} (A_1)_{m+n} \mathfrak{B}_Y^{(A, B)}(B_1 + mI, C_1 - B_1)[\mathfrak{B}(B_1, C_1 - B_1)]^{-1} \mathfrak{B}_Y^{(A', B')}(B_2 + nI, C_2 - B_2) \times [\mathfrak{B}(B_2, C_2 - B_2)]^{-1} \frac{z^m w^n}{m! n!}. \quad (5.2)$$

Suppose $A, A_1, B, B_1, B_2, B_3, C_1, C_1 - A_1$ and $Y$ be positive stable matrices in $\mathbb{C}^{r \times r}$. Then, we define the extended Lauricella hypergeometric matrix function $F^{(3; A, B)}_D(Y, Y, Y)$ as

$$F^{(3; A, B)}_D(Y, Y, Y) = \sum_{m, n, p \geq 0} \mathfrak{B}_Y^{(3; A, B)}(A_1 + (m + n + p)I, C_1 - A_1)[\mathfrak{B}(A_1, C_1 - A_1)]^{-1}(B_1)_m(B_2)_n(B_3)_p \frac{z^m w^n v^p}{m! n! p!}. \quad (5.3)$$

We now turn our attention in finding the integral representations, differential formulae and recurrence relations for new extended Appell matrix functions (NEAMFs) and new extended Lauricella matrix function (NELMF) of three variables. We start with the integral representation of $F_1^{(A, B)}(A_1, B_1, B_2; C_1; z, w; Y)$ determined in the next theorem.

**Theorem 5.1.** Let $A, A_1, B, B_1, B_2, C_1, C_1 - A_1$ and $Y$ be positive stable matrices in $\mathbb{C}^{r \times r}$. Then, the NEAMF $F_1^{(A, B)}(A_1, B_1, B_2; C_1; z, w; Y)$ can be presented in the integral form as

$$F_1^{(A, B)}(A_1, B_1, B_2; C_1; z, w; Y) = \int_{0}^{1} F_1 \left(A; B; -\frac{Y}{u(1-u)}\right) u^{A_1-I}(1-u)^{C_1-A_1-I} \times [\mathfrak{B}(A_1, C_1 - A_1)]^{-1}(1-zu)^{-B_1}(1-uw)^{-B_2} du. \quad (5.4)$$

**Proof.** Using the integral representation of extended beta matrix function from (5.2) in the definition of the NEAMF $F_1^{(A, B)}(A_1, B_1, B_2; C_1; z, w; Y)$, we get

$$F_1^{(A, B)}(A_1, B_1, B_2; C_1; z, w; Y)$$
which gives the result. Since the summation formula \( \sum_{n=0}^{\infty} (A)_n \frac{z^n}{n!} \) is integrable and by dominated convergence theorem, the summation and the integral can be interchanged in \( (5.5) \). Now applying the matrix identity,\
\[
(1 - z)^{-A} = \sum_{n=0}^{\infty} (A)_n \frac{z^n}{n!},
\]

Then equation \( (5.5) \) transform is of the form\
\[
F_1^{(A,B)}(A_1, B_1, B_2; C_1; z, w; Y) = 
\int_0^1 \int_0^1 (1 - zu - vw)^{-A_1} 1 F_1 \left( A; B - \frac{Y}{u(1 - u)} \right) u^{A_1 - I} (1 - u)^{C_1 - A_1 - I} [\mathfrak{B}(A_1, C_1 - A_1)]^{-1} 
\times (1 - zu)^{-B_1} (1 - wu)^{-B_2} du dv. \quad (5.7)
\]
which gives the result. \( \square \)

**Theorem 5.2.** Let \( A', B', B, A_1, B_1, B_2, C_1, C_2, C_1 - B_1, C_2 - B_2 \) and \( Y \) be positive stable matrices in \( \mathbb{C}^{r \times r} \). Then the NEAMF \( F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; Y) \) defined in \( (5.2) \) has following integral representation:
\[
F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; Y) = 
\int_0^1 \int_0^1 (1 - zu - vw)^{-A_1} 1 F_1 \left( A; B - \frac{Y}{u(1 - u)} \right) u^{B_1 - I} (1 - u)^{C_1 - B_1 - I} [\mathfrak{B}(B_1, C_1 - B_1)]^{-1} 
\times \left( A'; B'; - \frac{Y}{v(1 - v)} \right) v^{B_2 - I} (1 - v)^{C_2 - B_2 - I} [\mathfrak{B}(B_2, C_2 - B_2)]^{-1} du dv. \quad (5.8)
\]

**Proof.** Clearly extended beta matrix function and the NEAMF \( F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; Y) \) defined in \( (4.2) \) and \( (5.2) \) respectively, we have
\[
F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; Y) = 
\sum_{m,n \geq 0} \int_0^1 \int_0^1 (A_1)^{m+n} \left( \frac{z}{m!} \frac{w}{n!} \right)^m F_1 \left( A; B - \frac{Y}{u(1 - u)} \right) u^{B_1 - I} (1 - u)^{C_1 - B_1 - I} 
\times [\mathfrak{B}(B_1, C_1 - B_1)]^{-1} 1 F_1 \left( A'; B'; - \frac{Y}{v(1 - v)} \right) v^{B_2 - I} (1 - v)^{C_2 - B_2 - I} [\mathfrak{B}(B_2, C_2 - B_2)]^{-1} du dv. \quad (5.9)
\]

Summation and integral in \( (5.9) \) can be interchanged by using the dominated convergence theorem. Since the summation formula \( (5.10) \) is
\[
\sum_{N \geq 0} f(N) (z + w)^N N! = \sum_{m,n \geq 0} f(m) \frac{z^m}{m!} \frac{w^n}{n!},
\]
we get
\[
F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; Y)
\]
\[
\begin{align*}
&= \int_{0}^{1} \int_{0}^{1} \sum_{N \geq 0} (A_{1}N) \left( \frac{z + uv}{N} \right)^{N} \cdot 1 \cdot F_{1} \left( A; B; -\frac{u}{u(1-u)} \right) u^{B_{1}-I}(1-u)^{C_{1}B_{1}-I} \left[ B(B_{1}, C_{1} - B_{1}) \right]^{-1} \\
&\times \frac{1}{1} \cdot F_{1} \left( A'; B'; -\frac{v}{v(1-v)} \right) v^{B_{2}-I}(1-v)^{C_{2}B_{2}-I} \left[ B(B_{2}, C_{2} - B_{2}) \right]^{-1} du \, dv. \tag{5.11}
\end{align*}
\]

From (5.6) and (5.11), we get (5.8). \(\square\)

**Theorem 5.3.** Suppose \( A, B, A_{1}, B_{1}, B_{2}, B_{3}, C_{1}, C_{1} - A_{1} \) and \( Y \) be positive stable matrices in \( \mathbb{C}^{r \times r} \). Then the NELMF \( F^{{(3,A,B)}}_{D,Y}(A_{1}, B_{1}, B_{2}, B_{3}; C_{1}; z, w, v) \) defined in (5.3) have the following integral representation:

\[
\begin{align*}
F^{{(3,A,B)}}_{D,Y}(A_{1}, B_{1}, B_{2}, B_{3}; C_{1}; z, w, v) = \int_{0}^{1} F_{1} \left( A; B; -\frac{u}{u(1-u)} \right) u^{A_{1}-I}(1-u)^{C_{1}B_{1}-I} \left[ B(A_{1}, C_{1} - A_{1}) \right]^{-1} \\
\times (1-zu)^{B_{1}(1-wu)^{B_{2}(1-vu)}-B_{3}} \, du. \tag{5.12}
\end{align*}
\]

**Proof.** From (5.2) and (5.3) together yield

\[
\begin{align*}
F^{{(3,A,B)}}_{D,Y}(A_{1}, B_{1}, B_{2}, B_{3}; C_{1}; z, w, v) = \sum_{m,n,p \geq 0} \int_{0}^{1} F_{1} \left( A; B; -\frac{u}{u(1-u)} \right) u^{A_{1}-I}(1-u)^{C_{1}B_{1}-I} \left[ B(A_{1}, C_{1} - A_{1}) \right]^{-1} \\
\times (B_{1})_{m}(B_{2})_{p}(n(1-w)^{n}u^{n}) \frac{1}{m!n!p!} \, du. \tag{5.13}
\end{align*}
\]

Now, using the matrix relation (5.6) and proceeding in the similar as in Theorem 5.1, we get the required result (5.12). \(\square\)

**Theorem 5.4.** Let \( A, A_{1}, B, B_{1}, B_{2}, B_{3}, C_{1}, C_{1} - A_{1} \) and \( Y \) be positive stable matrices in \( \mathbb{C}^{r \times r} \) such that \( A, A_{1}, B, C_{1}, Y \) commutes with each other and \( B_{1}B_{2} = B_{2}B_{1} \). Then, we have the following differential formula satisfies by NEAMF \( F^{{(A,B)}}_{1}(A_{1}, B_{1}, B_{2}; C_{1}; z, w, Y) \):

\[
\begin{align*}
\frac{d^{m+n}}{dz^{m}dw^{n}} \left[ F_{1}^{(A,B)}(A_{1}, B_{1}, B_{2}; C_{1}; z, w; Y) \right] = (A_{1})_{m+n}(C_{1})^{-1} \\
\times \left[ F_{1}^{(A,B)}(A_{1} + (m+n)I, B_{1} + mI, B_{2} + nI; C_{1} + (m+n)I; z, w; Y) \right] (B_{1})_{m}(B_{2})_{n}. \tag{5.14}
\end{align*}
\]

**Proof.** Taking the derivative of NEAMF with respect to \( z \) and \( w \), we have

\[
\begin{align*}
\frac{d^{2}}{dz^{m}dw^{n}} \left[ F_{1}^{(A,B)}(A_{1}, B_{1}, B_{2}; C_{1}; z, w; Y) \right] = \sum_{m,n \geq 0} \left[ B_{Y}^{(A,B)}(A_{1} + (m+n)I, C_{1} - A_{1}) \right] \left[ B(A_{1}, C_{1} - A_{1}) \right]^{-1} (B_{1})_{m}(B_{2})_{n} \frac{z^{m-1}w^{n-1}}{(m-1)!(n-1)!}. \tag{5.15}
\end{align*}
\]

Replacing \( m \to m + 1, n \to n + 1 \) in (5.15) and after some calculations, we get

\[
\begin{align*}
\frac{d^{2}}{dz^{m}dw^{n}} \left[ F_{1}^{(A,B)}(A_{1}, B_{1}, B_{2}; C_{1}; z, w; Y) \right] = A_{1}C_{1}^{-1} \left[ F_{1}^{(A,B)}(A_{1} + 2I, B_{1} + I, B_{2} + I; C_{1} + 2I; z, w; Y) \right] B_{1}B_{2}. \tag{5.16}
\end{align*}
\]

Recursive application of this procedure finally gives (5.14). \(\square\)
We omit the proof of the given below two theorems.

**Theorem 5.5.** For positive stable matrices $A, A', A_1, B, B', B_1, B_2, C_1, C_2, C_1 - B_1, C_2 - B_2$ and $\mathcal{Y}$ in $\mathbb{C}^{r \times r}$ such that $A, A', B, B', B_1, B_2, C_1, C_2$ and $\mathcal{Y}$ commutes with each other. Then, we have the following differential formula satisfies by NEAMF $F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \mathcal{Y})$:

$$
\frac{d^{m+n}}{dz^m dw^n} \left[ F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \mathcal{Y}) \right] = (A_1)_{m+n} \left[ F_2^{(A,B,A',B')}(A_1 + (m + n)I, B_1 + mI, B_2 + nI; C_1 + mI, C_2 + nI; z, w; \mathcal{Y}) \right] \\
\times (B_1)_{m+n}^{-1}.
$$

(5.17)

**Theorem 5.6.** Let $A, A_1, B, B_1, B_2, B_3, C_1, C_1 - A_1$ and $\mathcal{Y}$ be positive stable matrices in $\mathbb{C}^{r \times r}$ such that $A, B, C_1, \mathcal{Y}$ commutes with each other and $B_i B_j = B_i B_j$ for $i, j \leq 3$. Then, we have the following differential formula satisfies by NELMF $F_{D,\mathcal{Y}}^{(A,B)}(A_1, B_1, B_2, B_3; C_1; z, w, v)$:

$$
\frac{d^{m+n+p}}{dz^m dw^n dv^p} \left[ F_{D,\mathcal{Y}}^{(3,A,B)}(A_1, B_1, B_2, B_3; C_1; z, w, v) \right] = (A_1)_{m+n+p} \left[ F_{D,\mathcal{Y}}^{(3,A,B)}(A_1 + (m + n + p)I, B_1 + mI, B_2 + nI, B_3 + pI; C_1 + (m + n + p)I; z, w, v) \right] \\
\times (B_1)_{m+n+p}^{-1}.
$$

(5.18)

**Theorem 5.7.** Let $A, A_1, B, B_1, B_2, C_1, C_1 - A_1$ and $\mathcal{Y}$ be positive stable matrices in $\mathbb{C}^{r \times r}$ such that $A, A_1, B, C_1, \mathcal{Y}$ commutes with each other. Then the following recurrence relation satisfies by $F_1^{(A,B)}(A_1, B_1, B_2; C_1; z, w; \mathcal{Y})$:

$$
B (A - (A + I)) F_1^{(A,B)}(A_1, B_1, B_2; C_1; z, w; \mathcal{Y}) = (B - I) F_1^{(A,B-I)}(A_1, B_1, B_2; C_1; z, w; \mathcal{Y}) - A F_1^{(A+I,B)}(A_1, B_1, B_2; C_1; z, w; \mathcal{Y}),
$$

(5.19)

and the integral representation of $F_1^{(A,B)}(A_1, B_1, B_2; C_1; z, w; \mathcal{Y})$ given in (5.14), we get (5.19).

Again, by using another contiguous matrix relation

$$
(B - (A + I)) \ F_1(A; B; \mathcal{X}) = (B - I) \ F_1(A; B; \mathcal{X}) - A \ F_1(A + I; B; \mathcal{X})
$$

(5.21)

and the integral representation of $F_1^{(A,B)}(A_1, B_1, B_2; C_1; z, w; \mathcal{Y})$ given in (5.4), we get (5.20).  

We omit the proof of the given below theorems.

**Theorem 5.8.** Let $A, A', B, B', A_1, B_1, B_2, C_1, C_2, C_1 - B_1, C_2 - B_2$ and $\mathcal{Y}$ be positive stable matrices in $\mathbb{C}^{r \times r}$ such that $A, A', B, B', B_1, B_2, C_1, C_2$ and $\mathcal{Y}$ commutes with each other. Then the following recurrence relation satisfies by $F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \mathcal{Y})$:

$$
F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \mathcal{Y}) (B - (A + I))
$$

(5.22)

and the integral representation of $F_2^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \mathcal{Y})$ given in (5.4), we get (5.20).  

We omit the proof of the given below theorems.
\[ F_{2}^{(A,B+I,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \gamma) (B - I) - F_{2}^{(A+I,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \gamma) A. \]  

(5.23)

\[ F_{2}^{(A-1,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \gamma) B - F_{2}^{(A,B,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \gamma) B \]

\[ = [\mathcal{B}(B_1, C_1 - B_1)]^{-1} \mathcal{B}(B_1 - I, C_1 - B_1 - I) \]

\[ \times F_{2}^{(A,B+I,A',B')}(A_1, B_1, B_2; C_1, C_2; z, w; \gamma) \gamma. \]  

(5.24)

**Theorem 5.9.** Suppose A, B, A_1, B_1, B_2, B_3, C_1, C_1 - A_1 and \( \gamma \) be positive stable matrices in \( \mathbb{C}^{n \times r} \) such that A, B, A_1, C_1, \( \gamma \) commutes with each other. Then the following recurrence relation satisfies by \( F_{D,Y}^{(3,A,B)}(A_1, B_1, B_2, B_3; z, w, v) \):

\[ (B - (A + I)) F_{D,Y}^{(3,A,B)}(A_1, B_1, B_2, B_3; z, w, v) \]

\[ = (B - I) F_{D,Y}^{(3,A,B-I)}(A_1, B_1, B_2, B_3; z, w, v) \]

\[ - A F_{D,Y}^{(3,A+I,B)}(A_1, B_1, B_2, B_3; z, w, v). \]  

(5.25)

\[ B F_{D,Y}^{(3,A,B)}(A_1, B_1, B_2, B_3; z, w, v) - B F_{D,Y}^{(3,A-I,B)}(A_1, B_1, B_2, B_3; z, w, v) \]

\[ + [\mathcal{B}(A_1, C_1 - A_1)]^{-1} \mathcal{B}(A_1 - I, C_1 - A_1 - I) \]

\[ \times \gamma F_{D,Y}^{(3,A,B+I)}(A_1 - I, B_1, B_2, B_3; C_1 - 2I; z, w, v) = 0. \]  

(5.26)
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