Computational approaches for the analysis of RNA–protein interactions: A primer for biologists
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RNA-binding proteins (RBPs) play important roles in the control of gene expression and the coordination of different layers of post-transcriptional regulation. Interactions between certain RBPs and mRNAs are notoriously difficult to predict, as any given protein–RNA interaction may rely not only on RNA sequence, but also on three-dimensional RNA structures, competitive inhibition from other RBPs, and input from cellular signaling pathways. Advanced and high-throughput technologies for the identification of RNA–protein interactions have come to the rescue, but the identification of binding sites and downstream functional effects of RBPs from the resulting data can be challenging. In this review, we discuss statistical inference and machine-learning approaches and tools relevant for the study of RBPs and the analysis of large-scale RNA–protein interaction datasets. This primer is intended for life scientists who are interested in incorporating these tools into their own research. We begin with the demystification of regression models, as used in the analysis of next-generation sequencing data, and progress to a discussion of Hidden Markov Models, which are of particular value in analyzing cross-linking followed by immunoprecipitation data. We then continue with examples of machine learning techniques, such as support vector machines and gradient tree boosting. We close with a brief discussion of current trends in the field, including deep learning architectures.

Large-scale identification of RNA–protein interactions

RNA-binding proteins (RBPs)\(^1\) may affect the translation of bound transcripts, facilitating or preventing the recruitment of ribosomes and translation initiation factors. They may also affect mRNA transcript stability, localization, and (alternative) splicing. As such, a single RBP can have a broad array of cellular roles, the disruption of which can have far-ranging consequences. A single RBP may influence tens of thousands of target transcripts; for instance, a recent study identified over 55,000 putative transcripts in the regulatory network of Elavl1 (HuR) \(^1\). Although in vitro binding assays, such as RNAcompete and RNA Bind-n-Seq, have been found to be useful for identifying both sequence and structural binding motifs in the RNA, the actual binding of the protein to the RNA is very much cell- and environment-dependent \(^2\), \(^3\). Several high-throughput sequencing technologies have been developed in recent years to identify specific RBP–RNA interactions on a large scale, and this has led to a better understanding of the effect of RBPs on gene expression.

The aforementioned sequencing approaches are modified RNA-sequencing (RNA-seq) protocols. In RNA-seq, large and complex pools of RNA are quantitatively amplified, mapped to a reference genome or transcriptome, and analyzed for differential expression. This can be done on total cellular mRNA or applied to specific subsets of RNA, such as ribosome-associated transcripts. RNA-seq was adapted for discovery of protein–RNA interactions. The technologies available can be broadly divided into three main techniques: RNA-immunoprecipitation followed by high-throughput sequencing (RIP-seq); digestion-optimized RIP-seq (DO-RIP-seq); and cross-linking followed by immunoprecipitation (CLIP-seq) (Fig. 1) \(^4\). All of these technologies involve the incubation of cell lysates with an antibody directed toward the RBP. Alternatively, the RBP may be modified with a small biotinylation motif to utilize the strong affinity of the streptavidin–biotin interaction \(^5\), \(^6\). RNA not bound to the RBP is subsequently washed away prior to sequencing.

RIP-seq and DO-RIP-seq involve the isolation of RNA–RBP complexes without a cross-linking step. Both techniques require careful optimization of washing conditions, which must be stringent enough to minimize background without removing specific RBP–transcription interactions. CLIP-seq techniques circumvent the issue by introducing a covalent link between the RBP and the bound transcript. However, RIP-seq has the advantage of preserving native binding conditions, whereas cross-linking may also stabilize adventitious binding. Furthermore, traditional UV cross-linking at 254 nm is subject to
biases: pyrimidines are more photoactive than purines, and reactivity among amino acid residues is variable (4). Low-affinity RBPs are especially subject to false cross-linking events, which makes them poor candidates for CLIP methods (7). Conversely, RBPs with high-transcript affinity are well-suited to cross-linking techniques.

Standard RIP-seq protocols are not able to identify specific binding sites within a transcript. DO-RIP-seq and CLIP-seq technologies apply a partial nuclease digestion to create short RBP-protected fragments that can undergo adapter ligation and size selection with PAGE (8, 9). This allows greater specificity in determining the binding location of the RBP on the transcript. There are many variations on the CLIP-seq protocol; this review will briefly cover a few of the most popular. High-throughput sequencing CLIP (HITS-CLIP) makes use of cross-link–induced mutations to identify the specific residue that marks the protein–transcript interaction (10). HITS-CLIP utilizes both 5’ and 3’ adapters for reverse transcription. Reverse transcriptases (RT) may prematurely terminate due to modifications at the cross-linking site, resulting in the loss of the 5’ adapter and the exclusion of those sequences from the library (4, 11). A similar protocol, individual nucleotide-resolution CLIP (iCLIP), solves this problem via a second round of adapter ligation. The resulting library will preserve all sequences regardless of RT termination, and, because a subset of reads will halt at cross-linking sites, allows the identification of binding sites at single nucleotide locations (4, 12). Photoactivatable ribonucleoside CLIP (PAR-CLIP) relies upon metabolic RNA labeling to incorporate nucleoside analogs that cross-link at 365 nm, resulting in increased yield and bypassing some of the biases inherent in standard UV 254-nm cross-linking (4, 13). There is, however, evidence to suggest that nucleoside analogs may introduce other biases, such as the inhibition of ribosome biogenesis or the onset of a nucleolar stress response in several cell lines (14).
A comprehensive review of the pros and cons of technologies for measuring RBP–transcript interactions has recently been published (4). After the experimental phase, different algorithms and tools are applied to confirm the RBP–target interactions and to identify the RBP-binding motifs (Fig. 2). Commonly used statistical and machine learning algorithms are the focus of the remainder of this review.

**Statistical aspects of RNA target identification**

In RNA–protein interaction profiling experiments, a typical first question is to identify the transcripts bound by the protein of interest. This is usually done by comparing the immunoprecipitated RNAs with a control sample, typically the total RNA in the cell or RNA isolated from a mock-IP sample. This comparison is necessary because highly abundant nonbound RNAs may still appear as contaminants in the IP sample. This procedure is often referred to as determining the transcripts enriched in the IP fraction. Experiments of this type need to include multiple replicates to avoid false-positive identifications. Simply calculating the average ratio of the abundance of RNAs in the IP fractions over their abundance in the control samples is not a good idea, because of the count nature of the data: count ratios are unstable and may exaggerate the true ratio in the case of low counts. Moreover, in count data the variance scales with the mean abundance, and the more reliable samples (with the high counts), may therefore have a lower influence on the average ratio than the less reliable samples, which is undesirable. Hence, we suggest using a linear regression framework in this type of analyses (see next paragraph). The use of such a regression framework provides the additional advantage that it becomes easy to statistically compare the RNA-bound tran-
scripts across different experimental conditions, because these conditions can be included as an extra variable in the regression framework.

**Linear regression approaches**

Classically, a linear regression is a formula that predicts a dependent variable (in this case, mRNA transcript abundance) as a function of one or more explanatory variables (15). In a RIP-seq experiment, one of the explanatory variables reflects the actual pulldown effect (IP versus control). Other experimental variables may reflect the different experimental conditions (e.g., treatments of the cells). Regression models may be intuitively understood as variations on the familiar algebraic formula for a linear equation, \( y = mx + b \) (where \( m \) is the slope and \( b \) is the intercept). To understand how a linear equation may be derived from a dataset where the effect of explanatory variables is unknown, it is helpful to imagine a line that minimizes the distance between all of the predicted data points and the observed data points. The software finds the formula for the line that best fits the data. We typically run one regression model for each transcript and apply a form of multiple testing to correct for the number of tests performed (16). The quantitative effect of an explanatory variable on the dependent variable is referred to as a coefficient. In case there is twice as much of a certain transcript in the IP fraction than in the controls, the coefficient for the pulldown effect would be two.

The statistical packages that are commonly used for the analysis of RNA-seq data, for example the R packages DESeq2, edgeR, and limma-voom (17–19), implement a form of regression analysis that is also suitable for RIP-seq experiments. Typical experimental design formulas passed to these packages are formulas where the transcript is modeled as a linear combination of factors, such as shown in Equation 1,

\[
\text{transcript}_{ij} \sim \beta_1 \text{pulldown}_{ij} + \beta_2 \text{treatment}_{i} + \text{error} \quad (\text{Eq. 1})
\]

where transcript\(_{ij}\) reflects the abundance of transcript \( i \) in sample \( j \). Pulldown, reflects the pulldown status of sample \( j \) (1 for pulldown or 0 zero for control). Treatment, reflects the treatment status of sample \( j \) (e.g. 1 for treated and 0 for untreated). \( \beta_1 \) and \( \beta_2 \) refer to the corresponding coefficients for the pulldown and treatment and reflect how strong the pulldown and treatment effects are on the transcript abundance. Error (e) refers to irreducible random error.

In a standard linear regression, a number of assumptions are made: data should be (approximately) normally distributed, and the variance should not depend on the condition. These assumptions do not hold for RIP-seq data, because transcript abundance is not normally distributed, and the variance is rarely constant across all conditions. To compensate, DESeq2 and edgeR employ generalized linear models (GLMs), which allow the predicted value to be modeled as a function of any type of exponential probability distribution (20). Specifically, both packages fit a log-linear GLM to a negative binomial distribution. Limma assumes a normal distribution of the data. This distribution is approximated by the voom transformation (part of the limma package), which is essentially a log transform after addition of a small value to avoid taking the logarithm of zero).

A significance test can be performed to calculate the likelihood that the observed change in transcript abundance is the result of one of the elements in the model; for example, there is more protein bound to a particular transcript in the treated than in the untreated condition. In edgeR, this is the result of a likelihood ratio test (LRT), which compares the coefficient determined by the GLM to an alternative model that excludes that coefficient (18). An LRT for the effect of the treatment may be understood as a test to see whether the formula “transcript ~ pulldown + treatment” better fits the data than the simpler model “transcript ~ pulldown.” DESeq2 provides the additional (default) option of performing a Wald test, which calculates the probability that the reported coefficient could be zero, based on the amount of variation between replicates (17, 21). Imagine that for a certain transcript, the average abundance across all biological replicates in treated cells is 1200, whereas the average abundance in control cells is 600. We are much more certain that the coefficient for treatment is really 2 if the standard error is 5 than we are if the standard error is 500. Because the null hypothesis in DESeq2 is that the log fold change between conditions is zero, the Wald stat as employed by DESeq2 can be more simply understood as the log fold change divided by the standard error. The LRT or Wald statistics are automatically \( \chi^2 \) distributed, which means that significance values can be calculated based on degrees of freedom and corrected for multiple testing via the same methods familiar to biologists from \( t \) tests.

To identify transcripts that are more or less strongly bound between different conditions (say cellular treatments), one should model a statistical interaction term (22) as shown in Equation 2,

\[
\text{transcript}_{ij} \sim \beta_1 \text{pulldown}_{ij} + \beta_2 \text{treatment}_{ij} + \beta_3 \text{pulldown}_{ij} \cdot \text{treatment}_{ij} + \text{error} \quad (\text{Eq. 2})
\]

The pulldown-treatment interaction term reflects whether the pool of protein-bound transcripts is larger or smaller in the treated versus the untreated condition.

The linear regression approaches discussed above are examples of statistical modeling, i.e., the mathematical formalization of relationships between experimental parameters as equations. After identification of a pool of protein-bound transcripts, it is worth examining whether we can make predictions on the characteristics of transcripts that determine whether they are likely to be bound by the RBP (under a given condition). For this, we consider algorithms that are capable of utilizing pattern recognition to identify the fundamental differences between categories of transcripts. These algorithms are generally referred to as machine learning algorithms and are discussed in the subsequent paragraphs.

**Introduction to machine learning**

The term “machine learning” refers to a broad array of computational algorithms that can be used to predict and classify
outcomes. The strength of machine learning algorithms lies in the ability to derive the relevant predictors when the predictors are not known in advance. In this sense, the algorithm "learns" the predictors from the data itself (23). The diversity of the myriad machine learning algorithms and their applications across many disciplines constitutes its own field of expertise. In this section, a brief overview of machine learning algorithms, as pertains to the prediction of RNA–protein interactions, is presented.

Machine learning can be divided into two basic categories: supervised, in which a validated dataset is used as input to train the algorithm, and unsupervised, in which the algorithm searches for patterns without any evaluation of accuracy derived from a validated reference (24). Examples of unsupervised learning methods are dimensionality reduction (principal component analysis, for biological replicates of RNA-seq experiments) and clustering (k-means or hierarchical, as depicted in heat maps) (25, 26). Examples of popular methods for supervised learning are classification algorithms like support vector machines, k nearest neighbors and random decision forests.

Many recent studies have successfully applied a machine learning approach to RNA biology. The proliferation of online bioinformatics databases allows the use of diverse physical and biochemical properties as input for the modeling of RNA–protein interactions (27). Although these databases and the algorithms to create them do not use RIP-seq data, they are useful for the interpretation of RIP-seq experiments (Fig. 2A). Many of the most popular algorithms used to identify binding motifs or characteristics are either based upon the plotting of various data points in multidimensional space or upon so-called decision trees. In the former method, a line may be drawn that maximally separates the data into classes from the training set. This is the fundamental basis of support vector machines (SVMs) (28). Alternatively, k-nearest neighbors attempt to cluster the maximum number (k) of members in a labeled group based on the distance between them (29). This may be Euclidean distance or, as is especially appropriate for nucleic acid sequences, a metric that identifies the number of positions that differ between two strings (Hamming distance) (30). In their simplest form, decision trees use a heuristic series of yes-no answers to determine the likeliest outcome. More complex versions may be applied to both discrete and continuous predicted outcomes (Classification and Regression Trees) (31). Poorly predicting decision trees can be aggregated to form an ensemble algorithm that performs better than its components (32). Sophisticated algorithms designed to reduce model bias and variance, such as gradient tree boosting (GTB) or random decision forests (RDFs), fall under the broader category of ensemble decision tree algorithms (33).

One modern tool, RPI-Pred, uses a combination of protein and RNA higher-order 3D structures together with primary sequence as input for a SVM model to predict noncoding RNA–protein interactions (34). This approach is made possible by the existence of validated training sets from the protein–RNA interaction database (PRIDB) and the nucleic acid database and existing software for RNA and protein structure analysis (35, 36). RPI-Pred has a 94% prediction accuracy when using experimentally determined higher-order structures and an 83% prediction accuracy when trained with in silico predicted structures. Comparably, PredRBR, utilizes a total of 63 sequence and structure site features as input for a gradient tree boosting (GTB) model for prediction of RNA–protein-binding residues (37). This input includes, but is not limited to, chemical properties (electrostatic charge, molecular mass, and potential hydrogen bonds), side chain environmental features, position-specific scoring matrices, evolutionary conservation scores, and secondary structures. PredRBR has an overall accuracy of 84%. Although no direct comparison has been made between the performance of RPI-Pred and PredRBR, it is worth noting that the authors of PredRBR report lower precision metrics, meaning that their algorithm is more likely to include false positives.

Similar methods have been used to predict the presence of viral and cellular internal ribosome entry sites (IRESs), a notoriously difficult problem hampered by the poor predictive value of sequence motifs, biochemical features, and structural elements, especially for cellular IRESs (38). IRESPred is a modern tool that utilizes an SVM model with a total of 35 metrics that include probabilistic interactions between small ribosomal subunits and the 5′-UTR (5′-UTR), in addition to standard sequence and structural features (39). This innovative approach takes into consideration the finding that the conformation of the IRES is an essential factor in the ability to compete with cap-dependent translation (40). IRESPred has an accuracy of ~76% in identifying human IRESs in an experimentally validated dataset, which represents a significant improvement over the reported accuracy of 21% by previous in silico predictions (41).

When it comes to modeling of RNA–protein interactions from CLIP experiments, Hidden Markov Models (HMM) are frequently used. An HMM calculates the probability of finding an observable event based upon unobservable or “hidden” states (42). In CLIP experiments, RNA is covalently linked to the RNA-binding protein, which is isolated by immunoprecipitation and partially digested to reveal a specific sequence at the site of RNA–protein interaction (43). The probability of finding a series of nucleotides at the cross-linked site can be used as a training set in an HMM, where the nucleotide sequence is the observed state and the unknown state is “bound” or “not bound.” The individual nucleotides do not contribute independently to the probability of a transcript being bound or not. Rather, the probability of being in the unbound or bound state of adjacent nucleotides are dependent. The dependences are captured in the HMM model and used to assess the likelihood of an RNA–protein interaction. The distribution of nucleotides within the CLIP fragments can subsequently be used to not only predict novel targets but also to identify positional elements that facilitate the RNA–protein interaction (44). It is worth noting that although HMMS have been most often applied to nucleotide sequences, they have also been used to predict structural elements (45), and even combined sequence-structure motifs from CLIP-seq data (46).
Examples of machine learning algorithms for RNA–protein interactions

One example of an approach that combines machine learning with statistical inference to identify properties that predict binding of a particular protein can be seen in a study by Han et al. (44). In their study, the authors utilize a Hidden Markov Model trained on CLIP-seq data to score potential binding sites of polyuridylic tract–binding protein 1 (PTBP1), a regulator of mRNA splicing (44). The scored sites from the Markov model were combined with known PTBP1-regulated exons to develop a multinomial logistic regression model (similar to linear regression, except that the dependent variable is categorical (47)) to identify previously unrecognized PTBP1-regulated exons throughout the mouse transcriptome, as validated by RT-PCR and RNA-seq following PTBP1 depletion. This regression model treated PTBP1-enhanced and PTBP1-inhibited exons as separate classes and could distinguish between them, although the prediction was better for exons in the repressed category. This may be because structural elements, which were not considered in either the HMM scoring or the logistic regression, contribute more heavily to PTBP1 facilitated enhancement of exon expression. Of particular interest is that, aside from the obvious preference for pyrimidines, nucleotide triplets that contained guanines were more likely to increase binding probability, whereas triplets containing adenosine negatively affected PTBP1 binding. Furthermore, exons repressed by PTBP1 were much more likely to have high-affinity sites upstream than exons that display PTBP1-mediated enhancement. Given that the authors deliberately limited the model to a single factor (nucleotide sequence), it is exciting to speculate how the same approach could perform when provided with a more extensive selection of parameters. In ssHMM (46), both sequence and structural elements are considered as HMM parameters. The resulting Markov-chain style graph visualizes not only the probability of finding a given nucleotide at a position relative to the binding site, but also the likelihood of finding a structural emission state (hairpin, multiloop, etc.) in a surprisingly intuitive manner. Although ssHMM does not itself attempt to identify new potential targets outside of the CLIP-seq dataset used for training, there is no reason it could not be combined with a logistic regression model to search for new targets. The developers of PredRBR report that structural features were significantly better predictors of RNA–protein interactions than sequence or site features, indicating the importance of including structural input in the algorithm (37).

Limitations of machine learning approaches: The problem of overfitting

The success of SVM and GTB-based approaches on predicting interactions between transcripts and proteins is largely dependent on the availability of large training datasets from multiple experiments (i.e. number of bound versus unbound samples). When working with smaller datasets (say 100–200 bound transcripts) from a single experiment, the results may provide an overly rosy picture. Limited size and biases in the training data set may lead to “overfitting,” essentially meaning that the algorithm “learned the wrong lessons.” “Overfitting” (sometimes referred to as “overtraining”) is an issue in both predictive statistics and machine learning. The nature of overfitting and various strategies that can be employed to prevent it will be discussed next.

In statistical inference and machine learning, it is commonly observed that models perform well on the training data, but perform poorly on data not previously seen by the algorithm (33). There are two kinds of error that may cause a model to perform poorly. Underfitting occurs when the model lacks the correct parameters to represent the fundamental structure of the data (47). One may consider an attempt to draw a linear classifier through data that is not linearly separated (Fig. 3) or, in a biological example, attempting to predict RNA–protein interactions on the basis of sequence alone, without considering higher-order structures. As structural elements are generally better predictors of RNA–protein interactions than sequence motifs alone, a model that considers only the sequence would likely be subject to high bias (48, 49).

By contrast, overfitting occurs when the model includes an excess of parameters, and therefore incorrectly interprets a degree of random noise as signal (47). A classification line that carefully winds its way around every data point, as seen in Fig. 3, will succeed at “memorizing” the training data, but it has not inferred a true trend that will apply to new datasets in the future. The incorporation of too much noise in the dataset means that the model is subject to high variance. In other words, an underfit model with high bias and low variance would consistently make incorrect predictions, whereas an overfit model with low bias and high variance would make correct predictions very inconsistently. The challenge of designing a model that minimizes both the bias and the variance is sometimes referred to as the bias-variance tradeoff.

Overfitting is more common than underfitting in both statistical inference and machine learning and is generally harder to address (21, 50). There are, however, a number of methods that can be employed to minimize overfitting. As mentioned previously, classification algorithms are typically built by dividing known classified data into subsets. The algorithm first attempts to recognize patterns on the training subset, after which the fidelity of its predictions is tested on a validation subset. The process of iteratively generating partitioned sets of training and validation data to reduce sampling bias is referred to as cross-validation (47). In the most common type of cross-validation, the data are partitioned into subsets of equal size, with each subset used as validation data no more than once (51). This is
superior to iterative random sampling because it ensures that all data points are equally represented among the training and validation datasets. The authors of RPI-Pred, PredRBR, and IRESpred all utilize 10-fold cross-validation to assess the performance of their respective models (34, 37, 39). Even better is to train and cross-validate the model on a subset and to use the rest of the data for the final evaluation of its performance, a process often referred to as “external cross-validation.”

Another approach to reducing overfitting in linear or logistic regression models with a large number of features is Lasso (least absolute shrinkage and selection operator) (52). Lasso serves two functions: it both reduces the magnitude of the coefficient as model complexity increases (a process called “regularization”), and it discards explanatory variables when they have a poor predictive value. Models with a large number of variables are prone to a number of problems. First, coefficient size tends to scale with model complexity. Large coefficients are not as useful because too much of the predicted outcome depends upon changes in that variable, causing wild swings in the predicted outcome based on minor changes in the input. As a result, penalizing large coefficients reduces variance due to overfitting. Lasso does this by adding a penalty equivalent to the absolute value of the magnitude of coefficients. Second, models with many variables are likely to have variables that are mathematically related to one another, a problem known as multicollinearity. If you were to model both %GC content and %AT content as part of a linear regression, %AT content would always increase as %GC content decreased, and vice versa. This confounds the outcome, as the explanatory variables are now responding to each other as well as impacting the outcome. In many cases, the relationship between coefficients is not so obvious. Although it does not address multicollinearity directly, Lasso does have the advantage of performing variable selection, which it does by imposing a maximum limit on the absolute value of coefficients (53). This essentially forces coefficients with a poor predictive power to be set to zero, dropping them from the model.

Perhaps the most important way to avoid overfitting is to apply “common sense” limitations, i.e. to include only those explanatory variables that can be reasonably expected to have a strong predictive effect. In general, the models that perform best will be those that adhere to Occam’s razor: they contain the fewest number of assumptions necessary to explain the results. As Albert Einstein once said: “Everything should be made as simple as possible, but not simpler”. According to this fundamental scientific principle, the most intelligent and complex algorithm will never replace proper hypothesis formulation in obtaining a comprehensive understanding of the underlying biological theory. Barring the advent of true artificial intelligence, the human biologist will always be necessary to guide the machine.

**Outlook: Deep learning approaches for RNA–protein interactions**

In recent years, advanced algorithms based upon artificial neural networks (ANNs) are becoming increasingly popular in studying RNA–protein interactions at a transcriptome-wide level (54). As the name suggests, ANNs were inspired by the biological function of neurons as they operate in image processing (55). In the context of ANNs, a “neuron” takes multiple data inputs (analogous to neurotransmitters within a synapse) and applies a weight to each signal to provide information for the so-called activation function (56). Depending on the application, the output may be either binary, as intuitively associated with an action potential, or continuous, as seen in research questions more traditionally associated with linear regression. A neural network can be constructed by grouping many such computational neurons in layers, so the output from one neuron may be used as the input in the next layer. The layers between the input unit and output unit are referred to as “hidden,” as the values within are not observed within the input data.

Deep neural networks (DNNs) can be understood as an ANN consisting of several nonlinear layers, i.e. the activation function is nonlinear, and the neural network may contain loops or cycles between layers (55, 57). The deep learning architecture seeks to cyclically optimize the weight parameters in each layer. In a given cycle, the input is processed into the output layer, at which point a loss-of-function algorithm will compute the difference between the calculated outcomes and the labeled data (57). This information can be used in a process known as back propagation, in which a gradient to recalculate the weights is produced (58). DNNs typically include a regularization element to reduce overfitting (55, 57). For instance, the popularly used “dropout” method will randomly remove hidden neurons from the network (59). This creates a mesh of possible subnetworks that are forced to independently evolve, increasing the generalizability of the DNN (55, 57, 59).

For CLIP-type experiments, modern tools include DeepNet-RBP and iDeepS (54, 60). DeepNet-RBP successfully integrates the base RNA sequence alongside both secondary and tertiary transcript structures as input for the DNN. It performs especially well when predicting polypyrimidine tract–binding sites for IRES segments. This is an exciting prospect for researchers interested in IRES trans-acting factors such as Csde1/Unr, many of which contain IRESs. Indeed, DeepNet-RBP performed better in predicting interactions between polypyrimidine tracts and the Csde1 IRES than alternative methods that lack tertiary structure integration. By contrast, iDeepS combines multiple deep learning approaches to predict both binding sequence and structural motifs associated with RBP-binding sites from RNA transcripts (60). The iDeepS approach is a hybrid of convolutional neural networks (CNNs), a DNN variant inspired by the animal visual cortex, and long short-term memory (LSTM) networks, a type of DNN developed to model time series of unknown intervals. The addition of the LSTM layer yields better performance than variants that rely exclusively on CNNs (60). However, the authors of iDeepS state that it is currently limited to predicting binding targets for the RBPs present within the training data, and it does not incorporate tertiary structural information. Nevertheless, the overall approach shows promise.

In summary, statistical inference and machine learning are valuable tools in the analysis of transcriptome-wide RIP data. Based on the characteristics of the RNA-binding protein and the exact biological questions at hand, a specific experimental
design and an appropriate set of analysis tools need to be selected. An example of such an experiment and the considerations for analysis are given in Fig. 2B. At the same time, all analysis methods are subject to biases, overfitting, and false discoveries. General conclusions can usually be drawn from these analyses, but specific RNA–protein interactions identified by such methodologies require experimental validation.
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