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Abstract: The existence of strong trigonal warping around the K point for the low energy electronic states in multilayer \((N \geq 2)\) graphene films and graphite is well established. It is responsible for phenomena such as Lifshitz transitions and anisotropic ballistic transport. The absolute orientation of the trigonal warping with respect to the center of the Brillouin zone is however not agreed upon. Here, we use quasiparticle scattering experiments on a gated bilayer graphene/hexagonal boron nitride heterostructure to settle this disagreement. We compare Fourier transforms of scattering interference maps acquired at various energies away from the charge neutrality point with tight-binding-based joint density of states simulations. This comparison enables unambiguous determination of the trigonal warping orientation for bilayer graphene low energy states. Our experimental technique is promising for quasi-directly studying fine features of the band structure of gated two-dimensional materials such as topological transitions, interlayer hybridization, and moiré minibands.
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The Fermi surface symmetry is of fundamental importance for determining the electronic properties of a material. In the case of graphene, a major difference exists between monolayer and thicker graphene stacks: the trigonal anisotropy around the K point of the low energy states is much stronger for multilayer graphene than for monolayer graphene.\textsuperscript{1–3} This trigonal warping (TW) has important consequences for the electronic properties of multilayer graphene films. It is responsible for the existence of a Lifshitz transition\textsuperscript{2,4} – a sudden change in the topology of the Fermi surface. The Lifshitz transition has been observed in bi-\textsuperscript{5}, tri-\textsuperscript{4}, and tetralayer\textsuperscript{6} graphene, as well as in graphite.\textsuperscript{7} It has been shown to lead to multiband transport\textsuperscript{4,6} to modified Landau level degeneracies,\textsuperscript{4–6} and to additional harmonics in the cyclotron resonance modes.\textsuperscript{7} In general, Fermi surface anisotropy is also expected to have effects on the mesoscopic transport properties,\textsuperscript{8,9} such as anisotropic electron conduction. This effect has recently been evidenced in ballistic transport experiments in bilayer graphene (BLG) and attributed to TW.\textsuperscript{10} It has also been shown that the topology of the bands associated with TW impacts the energy spectrum of one-dimensional quantum wires in BLG,\textsuperscript{11,12} and potentially enables valley polarized electron beams in n-p-n junctions.\textsuperscript{13} Importantly, since valley-contrasting physics is established in bilayer graphene when inversion symmetry is broken,\textsuperscript{14–16} the absolute orientation of the trigonal warping is expected to have observable effects that depend on the orientation of the atomic lattice.\textsuperscript{11}

Despite a consensus on its existence and its importance, the absolute orientation of TW in BLG and thicker graphene films lacks agreement in the literature. In this Letter, we resolve this disagreement unambiguously by performing quasiparticle interference (QPI) measurements with a scanning tunneling microscope (STM) on a gated BLG/hexagonal boron nitride (hBN)
heterostructure. In the tight-binding (TB) description of BLG, the TW orientation and amplitude are respectively determined by the sign and amplitude of the TB parameter $\gamma_3$, which describes the interlayer coupling between non-dimer sites.\(^1\) We use here the definition of McCann and Koshino for the TB parameters of BLG.\(^1\) Our gapless Hamiltonian is

$$H = \begin{pmatrix} 0 & -\gamma_0 f(k) & \gamma_4 f(k) & -\gamma_3 f'(k) \\ -\gamma_0 f^*(k) & 0 & \gamma_1 & \gamma_4 f(k) \\ \gamma_4 f^*(k) & \gamma_1 & 0 & -\gamma_0 f(k) \\ -\gamma_3 f(k) & \gamma_4 f^*(k) & -\gamma_0 f'(k) & 0 \end{pmatrix},$$

with $f(k) = e^{ik_3a/\sqrt{3}} + 2e^{-ik_3a/2\sqrt{3}} \cos(k_{xy}a/2)$, $a = 0.246$ nm is the bilayer graphene lattice constant,\(^1\) and we set the intralayer hopping $\gamma_0$ and the interlayer hopping $\gamma_1$ to $+3.3$ eV and $+0.42$ eV, respectively.\(^17\) As we have not observed asymmetries between valence and conduction bands (see below), we set the parameter $\gamma_4$ to zero.\(^1\) The four $\pi$-bands of BLG are plotted in Fig. 1a. The two possible cases for the TW orientation are depicted in Figs. 1b and 1c ($\gamma_3 = +0.3$ eV and $\gamma_3 = -0.3$ eV, respectively) where constant energy contours (CEC) for the bottom conduction band are shown. Evidently, the TW orientation at high energy ($\text{BE} > 1.5$ eV) is the same for both cases and is dictated by the symmetry of the Brillouin zone (cf. Fig. 1a). For low energy states, however, the situation is different. For the first case ($\gamma_3 > 0$), the TW orientation is the same at low energy and at high energy (Fig. 1b). On the contrary, for the second case ($\gamma_3 < 0$), the TW orientation at low energy (between $\sim 0.7$ eV and 0 eV) is inverted with respect to the TW orientation at higher energy (Fig. 1c).

In the existing literature, the TW orientation for low energy states of BLG, as well as for thicker graphene stacks and graphite, varies. Most authors report or assume an orientation corresponding to the one depicted in Fig. 1b.\(^1,2,4,5,11,17-26\) One angle-resolved photoemission study reported an orientation corresponding to Fig. 1c;\(^27\) although the experimental resolution did not
allow unambiguous determination of the low energy TW orientation. Mucha-Kruczinsky et al. have identified the two possible cases for the TW orientation and have suggested that by measuring the relative sign of $\gamma_1$ and $\gamma_3$, the TW orientation can be determined. In a detailed theoretical study of the electronic structure of BLG that combined tight-binding and density functional theory Jung and MacDonald concluded that the TW orientation is as depicted in Fig. 1c. Still, a direct and unambiguous experimental determination of the TW orientation is missing. Here we utilize QPI imaging in conjunction with gate tunability to show that the TW orientation exhibits inversion at low energy, as shown in Fig. 1c.

To access the shape of the BLG Fermi surface through QPI measurements, we have used a gated BLG/hBN heterostructure for our STM experiments. The device we investigated is schematized in the inset of Fig. 2a. It consists of a BLG/hBN heterostructure lying on a SiO$_2$/Si substrate (more information on the sample fabrication can be found in the supp. mat. [30]; see also ref. [30,31 therein). A gate voltage ($V_g$) can be applied to the silicon to modify the BLG Fermi level, which enabled the experiments reported here. We performed QPI imaging experiments, without using a lockin amplifier, by recording the topographic STM maps (and corresponding current maps) at low tip-sample bias (~2 mV). Such topographic images are essentially spatial maps of the local density of states (LDOS) at the Fermi level and, in the presence of scattering centers (such as adsorbates, defects, or dopants), their fast Fourier transforms (FFT) reflect the joint density of states (jDOS) at the Fermi level. These low tip-sample bias measurements are substantially more time efficient than standard $dI/dV$ maps acquired with lockin techniques because the only constraint to the scanning speed is the tip stability (typical acquisition time for the maps presented here is 2 hours). Their drawback, however, is their intrinsic limitation to the Fermi level. With a gate at our disposal we circumvent this limitation.
by having the ability to tune the Fermi level and thus to apply this method at various constant energy contours in the BLG band structure, away from the charge neutrality point (CNP). Hence, by recording low tip-samples bias topographic images on a gated BLG/hBN heterostructure we can acquire QPI maps with unprecedented energy and momentum resolution, and flexibility.

Fig. 2a shows a topographic STM image ($2048^2$ pixels, $200 \times 200$ nm$^2$) obtained at low tip-sample bias ($V_s = 2$ mV; $I_{tunnel} = 10$ pA, scanning speed of $\sim 100$ nm/s), and at $V_g = +70$ V. Fig. 2b shows the FFT of its corresponding current image. The FFT of the topographic image which is shown in the supp. mat.$^{29}$ (see also ref. $^{40}$ therein) displays similar intervalley scattering patterns but shows greater low frequency intensity due to the slowly varying topographic background (see supp. mat.$^{29}$). Since the spacing between each pixel is smaller than half the graphene lattice constant, the topographic image is atomically resolved and the six brightest spots on the FFT (Fig. 2b) correspond to the graphene lattice. No moiré pattern is observed on the topographic image (Fig. 2a) so that the alignment angle between the BLG and the hBN is expected to be large ($> 20^\circ$) $^{41}$ and the interaction between BLG and hBN negligible.$^{42}$ Besides the corrugation originating from the corrugation of the supporting thin hBN flake, faint standing wave patterns can be observed at the bottom of the topographic image (see supp. mat. for a higher contrast image where the standing waves appear sharper$^{29}$). The source of the scattering potential is unidentified small adsorbates, which are sparsely distributed on the sample (see supp. mat. for further characterization$^{29}$).

These scattering centers give rise to both inter- and intra-valley scattering, as can be deduced from the patterns visible in the FFT (Fig. 2b). Indeed, in the FFT, a circle with a small radius is present at the origin (boxed in white), corresponding to intravalley scattering.$^{34,35,43}$ The six features highlighted in blue are located at a distance matching the Brillouin zone corner
(K~1.7 Å⁻¹); thus, indicating that these features are due to intervalley scattering. In the remainder of this letter, we focus on these features and show that their form can be used to extract the shape of the constant energy contours (CEC) and thus determine the TW orientation in BLG. Figure 3a shows a zoom in of the intervalley scattering feature boxed within the solid blue line in Fig. 2b. In Fig. 3a, the intervalley pattern has been slightly tilted to appear horizontal (the (kₓ, kᵧ) axes in Fig. 2b indicate the same direction as the (kₓ, kᵧ) axes in Fig. 3a). The gate voltage at which the data was obtained (V₇ = +70 V) corresponds to a charge carrier density \( n = 4.5 \times 10^{12} \text{ cm}^{-2} \). This in turn corresponds to a Fermi level shift of ~128 meV within the conduction band (see supp. mat. for CNP shift determination).

The main result of this letter is encapsulated in the agreement between the experimental and simulated QPI patterns in Figs. 3a and 3b. A zoom in around the K vector of the corresponding simulated QPI pattern is displayed in Fig. 3b. The simulated QPI pattern consists simply in the jDOS (see supp. mat. for details on the computation method) and was calculated using the TB parameters corresponding to case 2 (Fig. 1c; \( \gamma_0 = +3.3 \text{ eV}; \gamma_1 = +0.42 \text{ eV}; \gamma_3 = -0.3 \text{ eV} \)) and at 128 meV within the conduction band. The value of \(-0.3 \text{ eV}\) for \( \gamma_3 \) has been determined by comparing the experimental pattern to simulated jDOS patterns with various values of \( \gamma_3 \); more details on this procedure are discussed in the supp. mat. In addition, because the TW orientation is not influenced by the interlayer potential \( U \) induced by the gate, and the relation between \( V_\text{G} \) and \( n \) is not influenced by \( U \) significantly, we assume a rigid shift of the BLG bands upon gating (more details can be found in the supp. mat.; see, also, ref. therein). We also neglect the doping effect of the tip as the doping of the sample is well accounted for by a parallel plate capacitor model that ignores the tip (see supp. mat.).

A visible discrepancy between Figs. 3a and 3b is the intensity observed at the center of
the interference pattern. We attribute this discrepancy to the fact that our simulated jDOS assumes that all scattering events are equally probable, which is not the case in the experiment. A full T-matrix treatment of the problem, which would consider the dependence of the transitions on different potential types as well as pseudospin selection rule is out of the scope of the present article and would not affect the overall shape of the interference pattern, which is the focus here. Nonetheless, the experimental QPI pattern has an overall shape and an orientation that agree remarkably well with the computed jDOS (Fig. 3b). This agreement indicates that the TW orientation in BLG at low energy is as depicted in Fig. 1c and thus that an inversion of the TW orientation between high energy and low energy states occurs. Note that we explain in the supp. mat. how the triangular shape emerges in the jDOS (Fig. 3b) with an opposite orientation with respect to the triangular pattern of the corresponding CEC (Fig. 1c) (see and refs therein).

To put our findings on firmer ground, we show in Fig. 4 the preservation of the TW orientation as the Fermi level approaches the CNP, and that, as expected, this TW orientation is the same for the low energy states of the valence and conduction bands. Figures 4a-4e display intervalley QPI patterns probing the valence band at various gate voltages (indicated). Simulated jDOS at the corresponding energies are shown in Figs 4f-4j. Figures 4k-4n display intervalley QPI patterns probing the conduction band at opposite gate voltages to those in Figs 4a-4d. We assume in the simulation a symmetry between valence and conduction band \((\gamma_4 = 0)\) so that the CECs, the jDOS, and \(|E_F - E_{CNP}|\) are the same for opposite signs of \(V_G\). The \(|E_F - E_{CNP}|\) is indicated at the top of each box corresponding to a value of \(|V_G|\). Figure 4o shows CECs at these energies. We show in the supp. mat. the full FFT from which these panels are extracted. First, note that the QPI pattern in Fig. 4e displays a contour that is blurrier than the other cases. This
trend was also present for other QPI maps taken at low gate voltages (not shown). We believe the blurriness of these QPI maps is due to the lower band velocity at low energy (close to the CNP), which results in the integration of states within larger momentum regions for a given energy window.

The QPI patterns shown in Fig. 4 are nonetheless similar for all cases, exhibiting a triangular shape with unchanged orientation and matching nicely the simulated jDOS. Hence, our QPI maps clearly demonstrate that the low energy TW orientation is the same for both the valence and the conduction bands. In addition, we show in the supp. mat. QPI data obtained at higher energy with conventional lockin technique that demonstrate this orientation is preserved up to ~310 meV above $E_{\text{CNP}}^{29}$. Furthermore, numerous ARPES experiments have firmly established that the TW orientation for higher energy states is opposite to our observations.$^{17,23}$ Thus, the combination of the work shown here with previous ARPES results demonstrates that the evolution of the TW orientation is indeed as depicted by Fig. 1c.

In conclusion, we have used QPI imaging experiments on a gated BLG/hBN heterostructure to determine unambiguously the TW orientation in Bernal-stacked BLG for low energy states. This was done by comparing experimental QPI signatures to tight-binding-based simulations. Our results, combined with previous work, provide a complete picture of the TW orientation and demonstrate that the BLG bands are as depicted in Fig. 1c. Our experimental technique – which consists in scanning a gate tunable sample at low tip-sample bias without using a lockin amplifier – demonstrates the ability to quasi-directly probe the topology of electronic bands with remarkable energy and momentum resolution. With such a technique, quasi-direct momentum imaging of the Lifshitz transition might be within reach. In BLG, the Lifshitz transition is expected at energies still out of range for the temperatures we performed our
experiments at (< 1 meV). However, it should be accessible in other systems, such as tri- or tetra-layer graphene, at liquid helium temperature. Lifshitz transitions were predicted at ~10 meV in these systems.4,6

**Author contributions:** F.J. and Z.G. contributed equally. F.J. and J.V.J conceived the project and designed the research strategy. Z.G. fabricated the samples, with assistance from E.A.Q.-L. and J.L.D. K.W. and T.T. provided the high quality hBN crystals. F.J., Z.G., and E.A.Q.-L. performed the STM measurements. F.J. analyzed the data and performed the QPI simulations, with inputs from E.A.Q.-L., Z.G. and J.V.J. F.J. and J.V.J. wrote the manuscript.
Figure captions

**Fig. 1: Trigonal warping in BLG.** (a) Plot of the full four BLG $\pi$-bands with the first Brillouin zone boundary. (b) Constant energy contours of the bottom conduction band around the K point for the case $\gamma_3 > 0$. (c) Constant energy contours for the bottom conduction band around the K point for the case $\gamma_3 < 0$. The energy of each contour is given in eV on each contour. The trigonal warping orientation at low energy is different between cases (b) and (c), as exemplified for the contour at 0.1 eV, highlighted in red. Tight-binding parameters are $\gamma_o = +3.3$ eV, $\gamma_1 = +0.42$ eV, and $\gamma_3 = +0.3$ eV for Fig. 1b, and $\gamma_3 = -0.3$ eV for Fig. 1c.

**Fig. 2: Quasiparticle interference taken at $E_F$ with back-gated BLG.** (a) 2048$^2$ pixels $200 \times 200$ nm$^2$ low bias ($V_S = 2$ mV; $I_{tunnel} = 10$ pA) topographic STM image obtained at $V_G = +70$ V. Inset: experimental setup. The BLG flake is sitting on a hBN flake deposited on a SiO$_2$/Si substrate. The back-gate voltage $V_G$ is applied to the silicon. (b) FFT of the current image corresponding to the topographic image shown in (a). Intravalley scattering interference pattern is boxed in white. The six intervalley scattering interference patterns are highlighted in blue. The $(k_x, k_y)$ axes indicate the same direction as the $(k_x, k_y)$ axes in Fig. 3a.

**Fig. 3: Experimental intervalley QPI patterns compared to simulated QPI pattern (joint density of states).** (a) 0.2 $\times$ 0.2 Å$^2$ Experimental intervalley QPI pattern at $V_G = +70$ V (corresponding to an energy $E_F - E_{CNP} = 128$ meV in the conduction band). The experimental
QPI shown here corresponds to a zoom in on the region delimited by the solid blue line box in Fig. 2b. The \((k_x, k_y)\) axes indicate the same direction as the \((k_x, k_y)\) axes in Fig. 2b. (b) Simulated intervalley QPI pattern (joint density of states; see supp. mat. for details\textsuperscript{29}) of BLG in the conduction band at an energy of \(E_F - E_{CNP} = 128\) meV calculated with \(\gamma_3 < 0\) \((\gamma_0 = +3.3\) eV, \(\gamma_1 = +0.42\) eV, and \(\gamma_3 = -0.3\) eV). The orientation of the triangular shape seen experimentally in (a) corresponds to the orientation seen in the simulated QPI pattern (b) computed with \(\gamma_3 < 0\).

**Fig. 4: Intervalley QPI patterns at various gate voltages.** (a-e) Intervalley QPI patterns probing the valence band at various energies. (f-j) Simulated intervalley jDOS at the energies corresponding to panels (a-e) and (k-n). (k-n) Intervalley QPI patterns probing the conduction band at various energies. On each experimental panel, the gate voltage is indicated. We assume in the simulation a symmetry between valence and conduction band \((\gamma_4 = 0)\) so that the CECs, the jDOS, and \(|E_F - E_{CNP}|\) are the same for opposite signs of \(V_G\). The \(|E_F - E_{CNP}|\) is indicated at the top of each box corresponding to a value of \(|V_G|\). Scale bar is shown in panel (a) and is 0.05 Å\(^{-1}\), the same for all panels (including jDOS). (j) CECs at the values of \(|E_F - E_{CNP}|\) shown in (a-i). jDOS and CECs computed with \(\gamma_0 = +3.3\) eV; \(\gamma_1 = +0.42\) eV, and \(\gamma_3 = -0.3\) eV.
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