Modern machine learning techniques, including deep learning, are rapidly being applied, adapted, and developed for high energy physics. Given the fast pace of this research, we have created a living review with the goal of providing a nearly comprehensive list of citations for those developing and applying these approaches to experimental, phenomenological, or theoretical analyses. As a living document, it will be updated as often as possible to incorporate the latest developments. A list of proper (unchanging) reviews can be found within. Papers are grouped into a small set of topics to be as useful as possible. Suggestions and contributions are most welcome, and we provide instructions for participating.

I. INTRODUCTION

Machine learning (ML) is a generic term used to describe any automated inference procedure, broadly defined. As such, machine learning plays a key role in nearly all areas of high energy physics (HEP). Traditionally, machine learning has been synonymous with “multivariate techniques”, with Boosted Decision Trees as the community favorite method and TMVA [1] as the community favorite tool. The set of methods and tools commonly used in HEP has grown significantly in recent years as a result of the deep learning revolution.

With the rapid development of research at the intersection of machine learning and HEP, it is difficult to follow the latest developments. This is a challenge for new researchers to integrate into the field and also for seasoned practitioners to put their work into the context of the existing literature. To help solve this challenge, we have created a review of ML for HEP with the goal of providing a nearly comprehensive list of citations for papers that develop and apply ML to experimental, phenomenological, or theoretical analyses. In order to be comprehensive and remain useful, this review is living in the sense that it is continuously updated and is open for community contributions.

The Living Review (https://github.com/iml-wg/HEPML-LivingReview) also includes a list of “normal” (unchanging) reviews within. The remainder of the references are organized into a small number of topics to make searching through them efficient for the user. Papers may be referenced in more than one category. The fact that a paper is listed in the review does not endorse or validate its content — that is for the community (and for peer-review) to decide. Furthermore, the classification is a best attempt and may have flaws and community input is requested if (a) we have missed a paper you think should be included, (b) a paper has been misclassified, or (c) a citation for a paper is not correct or if the journal information is now available. The review is built automatically from the contents of the Git repository on GitHub using LATEX focused continuous integration services and after passing validation checks PDF and Markdown versions, seen respectively in Fig. 1 and Fig. 2, are automatically deployed through continuous delivery to a web accessible area on GitHub. In addition to providing a living PDF hosted on GitHub, we also provide a corresponding BibTeX file that anyone can use when they write new papers. Please check back before you post your own paper to arXiv to ensure that you have the latest updates.

Note that this Living Review does not provide a review of machine learning in general. Some methods (e.g. Generative Adversarial Networks [2]) have citations within the Living Review, but we encourage you to look elsewhere for original research and reviews in areas of pure and applied machine learning outside of HEP.

The purpose of this paper is to briefly introduce the structure of the Living Review (Sec. II) and describe how to contribute (Sec. III). The note ends with outlook (Sec. IV) and conclusions (Sec. V). Furthermore, it will serve as an unchanging reference to the review, which may be useful in some cases.

II. CATEGORIES

Organizing papers into topics is critical for discoverability. Most papers do not provide keywords and often do not specify enough information in their title and/or abstract to be automatically categorized.
Therefore, we have proposed a list of categories and manually place papers into groups. A single paper can be in more than one group. As with all parts of the review, the categorized are alive and may change and expand as the field evolves. Categories include Classification, Regression, Generation, Anomaly Detection, and more. Furthermore, sub-categories are provided in some cases when there are multiple research directions within a particular category. We have also provided brief descriptions for each category and sub-category, as illustrated in Fig. 1.

![FIG. 1. A snapshot of the PDF form of the review, which includes descriptions for each category and sub-category.](image1)

- **Parameterized classifiers** [23-25].
  A classifier that is conditioned on model parameters \( f(x; \theta) \) is called a parameterized classifier.
- **Representations**
  There is no unique way to represent high energy physics data. It is often natural to encode \( x \) as an image or another one of the structures listed below.
  - **Jet images** [26-39]
    Jets are collimated sprays of particles. They have a complex radiation pattern and each, have been a prototypical example for many machine learning studies. See the text item for a specific description about images.
  - **Event images** [3], 40-43
    A grayscale image is a regular grid with a scalar value at each grid point. “Color” images have a fixed-length vector at each grid point. Many detectors are analogous to digital cameras and thus images are a natural representation. In other cases, images can be created by discretizing. Convolutional neural networks are natural tools for processing image data. One downside of the image representation is that high energy physics data tend to be sparse, unlike natural images.

![FIG. 2. A snapshot of the Markdown website form of the review, with topic papers hyperlinked to their references and, when available, DOIs.](image2)

III. CONTRIBUTING

In addition to being a living document that is updated on demand with the release of new publications, the review also benefits from community involvement. Anyone may — and frequent contributors have — submit a new paper or document to the review in the form of a contribution through a pull request (PR) to the review’s GitHub project. To help steer new contributions and ensure a smooth PR process and review with the maintainers, a contributions guide is located in the project’s Git repository in the form of a “CONTRIBUTING.md” document, seen partially in Fig. 3 — a project staple in the Open Source community. The contributing guide gives detailed instruction and examples on the recommended procedures and software workflow to make revisions and additions, and additionally addresses frequently asked questions new contributors may have.

![FIG. 3. A snapshot of the CONTRIBUTING.md document detailing the guidelines for contributions from non-maintainers to the review.](image3)

IV. FUTURE PLANS

Suggestions for new features can be submitted to the Living Review by creating a GitHub issue as documented in the project’s CONTRIBUTING.md. There are already several key features that we would like to add in the future, mostly related with various levels of automation. The most basic update we want to add is to automatically update paper references. Papers are mostly added to the Living Review when they are posted to arXiv. Journal references are currently only added in an ad-hoc fashion. One way this could be implemented is to be synched with Inspire following the links from the preprints. This will not work for all papers, as they are not all listed on arXiv.
and may not be listed on Inspire. The longer term vision is for some parts of the daily update to be automated. It seems unlikely that this can be completely automated given the rapidly changing nature of the field (and thus what constitutes the field), but certainlyquires for some key words may be able to catch a significant fraction of new papers posted to arXiv.

V. CONCLUSIONS

This paper has described the Living Review of Machine Learning for High Energy Physics. The review will continuously evolve as new papers are written in this area and we welcome and encourage community contributions to any aspect of the project. Machine learning holds great potential to significantly enhance the way we do HEP, both experimentally and theoretically, as is becoming well-documented by the growing literature in this area. We hope that the Living Review is a useful tool to keep track of this rapid progress.
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