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Abstract

In a self-organizing particle system, an abstraction of programmable matter, simple computational elements called particles with limited memory and communication self-organize to solve system-wide problems of movement, coordination, and configuration. In this paper, we consider stochastic, distributed, local, asynchronous algorithms for “shortcut bridging”, in which particles self-assemble bridges over gaps that simultaneously balance minimizing the length and cost of the bridge. Army ants of the genus *Eciton* have been observed exhibiting a similar behavior in their foraging trails, dynamically adjusting their bridges to satisfy an efficiency tradeoff using local interactions [22]. Using techniques from Markov chain analysis, we rigorously analyze our algorithm, show it achieves a near-optimal balance between the competing factors of path length and bridge cost, and prove that it exhibits a dependence on the angle of the gap being “shortcut” similar to that of the ant bridges. We also present simulation results that qualitatively compare our algorithm with the army ant bridging behavior. Our work presents a plausible explanation of how convergence to globally optimal configurations can be achieved via local interactions by simple organisms (e.g., ants) with some limited computational power and access to random bits. The proposed algorithm demonstrates the robustness of the stochastic approach to algorithms for programmable matter, as it is a surprisingly simple extension of a stochastic algorithm for compression [3].

1 Introduction

In developing a system of programmable matter, one endeavors to create a material or substance that can utilize user input or stimuli from its environment to change its physical properties in a programmable fashion. Many such systems have been proposed (e.g., DNA tiles, synthetic cells, and reconfigurable modular robots) and each attempts to perform tasks subject to domain-specific capabilities and constraints. In our work on self-organizing particle systems, we abstract away from specific settings and envision programmable matter as a system of computationally limited...
devices (which we call \textit{particles}) which can actively move and individually execute distributed, local, asynchronous algorithms to cooperatively achieve macro-scale tasks of movement and coordination.

The phenomenon of local interactions yielding emergent, collective behavior is often found in natural systems; for example, honey bees choose hive locations based on decentralized recruitment \cite{17} and cockroach larvae perform self-organizing aggregation using pheromones with limited range \cite{17}. In this paper, we present an algorithm inspired by the work of Reid et al. \cite{22}, who found that army ants continuously modify the shape and position of foraging bridges — constructed and maintained by their own bodies — across holes and uneven surfaces in the forest floor. Moreover, these bridges appear to stabilize in a structural formation which balances the “benefit of increased foraging trail efficiency” with the “cost of removing workers from the foraging pool to form the structure” \cite{22}.

We attempt to capture this inherent trade-off in the design of our algorithm for “shortcut bridging” in self-organizing particle systems (to be formally defined in Section 1.3). Our proposed algorithm for shortcut bridging is an extension of the stochastic, distributed algorithm for the \textit{compression problem} introduced in \cite{5}, which shows that many fundamental elements of our stochastic approach can be generalized to applications beyond the specific context of compression. In particular, our stochastic approach may be of future interest in the molecular programming domain, where simpler variations of bridging have been studied. Groundbreaking works in this area, such as that of Mohammed et al. \cite{20}, focus on forming molecular structures that connect some fixed points; our work may offer insights on further optimizing the quality and/or cost of the resulting bridges.

Shortcut bridging is an attractive goal for programmable matter systems, as many application domains envision deploying programmable matter on surfaces with structural irregularities or dynamic topologies. For example, one commonly imagined application of smart sensor networks is to detect and span small cracks in infrastructure such as roads or bridges as they form; dynamic bridging behavior would enable the system to remain connected as the cracks form and to shift its position accordingly.

1.1 Related Work

When examining the recently proposed and realized systems of programmable matter, one can distinguish between \textit{passive} and \textit{active} systems. In passive systems, computational units cannot control their movement and have (at most) very limited computational abilities, relying instead on their physical structure and interactions with the environment to achieve locomotion (e.g., \cite{28, 1, 21}). A large body of research in molecular self-assembly falls under this category, which has mainly focused on shape formation (e.g., \cite{13, 8, 27}). Rather than focusing on constructing a specific fixed target shape, our work examines building dynamic bridges whose exact shape is not predetermined. Mohammed et al. studied the more relevant problem of connecting DNA origami landmarks with DNA nanotubes, using a carefully designed process of nanotube nucleation, growth, and diffusion to achieve and maintain the desired connections \cite{20}. The most significant differences between their approach and ours is (i) the bridges we consider already connect their endpoints at the start, and focus on the more specific goal of optimizing their shape with respect to a parameterized objective function, and (ii) our system is active as opposed to passive.

Active systems are composed of computational units which can control their actions to solve a specific task. Examples include \textit{swarm robotics}, various other models of modular robotics, and the \textit{amoebot model}, which defines our computational framework (detailed in Section 1.2).

Swarm robotics systems usually involve a collection of autonomous robots that move freely in space with limited sensing and communication ranges. These systems can perform a variety of
tasks including gathering [10], shape formation [13, 24], and imitating the collective behavior of natural systems [6]; however, the individual robots typically have more powerful communication and processing capabilities than those we consider. Modular self-reconfigurable robotic systems focus on the motion planning and control of kinematic robots to achieve dynamic morphology [30], and metamorphic robots form a subclass of self-reconfiguring robots [9] that share some characteristics with our geometric amoebot model. Walter et al. have conducted some algorithmic research on these systems (e.g., [26, 25]), but focus on problems disjoint from those we consider.

In the context of molecular programming, our model most closely relates to the nubot model by Woods et al. [29, 7], which seeks to provide a framework for rigorous algorithmic research on self-assembly systems composed of active molecular components, emphasizing the interactions between molecular structure and active dynamics. This model shares many characteristics of our amoebot model (e.g., space is modeled as a triangular grid, nubot monomers have limited computational abilities, and there is no global orientation) but differs in that nubot monomers can replicate or die and can perform coordinated rigid body movements. These additional capabilities prohibit the direct translation of results under the nubot model to our amoebot model.

1.2 The Amoebot Model

We recall the main properties of the amoebot model [5, 12], an abstract model for programmable matter that provides a framework for rigorous algorithmic research on nano-scale systems. We represent programmable matter as a collection of individual computational units known as particles. The structure of a particle system is represented as a subgraph of the infinite, undirected graph $G = (V, E)$, where $V$ is the set of all possible locations a particle could occupy and $E$ is the set of all possible atomic transitions between locations in $V$. For shortcut bridging (and many other problems), we assume the geometric amoebot model, in which $G = \Gamma$, the triangular lattice (Figure 1a).

Each particle is either contracted, occupying a single location, or expanded, occupying a pair of adjacent locations in $\Gamma$ (Figure 1b). Particles move via a series of expansions and contractions; in particular, a contracted particle may expand into an adjacent unoccupied location, and completes its movement by contracting to once again occupy a single location.

Two particles occupying adjacent locations in $\Gamma$ are said to be neighbors. Each particle is anonymous, lacking a unique identifier, but can locally identify each of its neighbors via a collection of ports corresponding to edges incident to its location. We assume particles have a common chirality, meaning they share the same notion of clockwise direction, which allows them to label their ports in clockwise order. However, particles do not share a global orientation and thus may have different offsets for their port labels (Figure 1c).

Each particle has a constant-size, local memory that can be read by it and its neighbors; this is how particles communicate. In particular, this means a particle’s state (e.g., contracted or

Figure 1: (a) A section of the triangular lattice $\Gamma$; (b) expanded and contracted particles; (c) two non-neighboring particles with different offsets for their port labels.
expanded) is visible to its neighbors. Due to the limitation of constant-size memory, a particle cannot know the total number of particles in the system or any estimate of it. We assume the standard asynchronous model from distributed computing \[19\], where progress is achieved through atomic particle activations.

Once activated, a particle can perform an arbitrary, bounded amount of computation involving its local memory and the memories of its neighbors, and can perform at most one movement. A classical result under this model states that for any concurrent asynchronous execution of activations, there is a sequential ordering of activations producing the same result, provided conflicts that arise in the concurrent execution are resolved. In our scenario, conflicts arising from simultaneous memory writes or particle expansions into the same empty location are assumed to be resolved arbitrarily. Thus, while many particles may be activated at once in a realistic settings, it suffices to consider a sequence of activations in which only one particle is active at a time.

1.3 Problem Description

Just as the uneven surfaces of the forest floor affect the foraging behavior of army ants, the collective behavior of particle systems should change when $\Gamma$ is non-uniform. Here, we focus on system behaviors when the vertices of $\Gamma$ are either gap (unsupported) or land (supported) locations. A particle occupying some location in $\Gamma$ can tell whether it is in the gap or on land. We also introduce objects, which are static particles that do not perform computation; these are used to constrain the particles to remain connected to certain fixed sites. In order to analyze the strength of the solutions our algorithm produces, we define the weighted perimeter $p(\sigma, c)$ of a particle system configuration $\sigma$ to be the summed edge weights of edges on the external boundary of $\sigma$, where edges on land have weight 1, edges in the gap have a fixed weight $c > 1$, and edges with one endpoint on land and one endpoint in the gap have weight $(1 + c)/2$.

In the shortcut bridging problem, we consider an instance $(L, O, \sigma_0, c, \alpha)$ where $L \subseteq V$ is the set of land locations, $O$ is the set of (two) objects to be bridged between, $\sigma_0$ is the initial configuration of the particle system, $c > 1$ is a fixed weight for gap edges, and $\alpha > 1$ is the accuracy required of a solution. An instance is valid if (i) the objects of $O$ and particles of $\sigma_0$ all occupy locations in $L$, (ii) $\sigma_0$ connects the objects, and (iii) $\sigma_0$ is connected, a notion formally defined in Section 2.1. A (distributed) algorithm solves an instance $(L, O, \sigma_0, c, \alpha)$ if, beginning from $\sigma_0$, it reaches and remains (with high probability) in a set of configurations $\Sigma^*$ such that any $\sigma \in \Sigma^*$ has weighted perimeter $p(\sigma, c)$ within an $\alpha$-factor of its minimum possible value.

The weighted perimeter balances in one function (using an appropriate weight for the land and gap perimeter edges) the trade-off observed in \[22\] between the competing objectives of establishing a short path between the fixed endpoints while not having too many particles in the gap. We focus on gap perimeter instead of the number of particles in the gap (which is perhaps a more natural analogy to \[22\]) because (1) the shortcut bridges produced with this metric more closely resemble the ant structures and (2) only particles on the perimeter of a configuration can move, and thus recognize the potential risk of being in the gap.

In analogy to the apparatus used in \[22\] (see Figure 3a), we are particularly interested in the special case where $L$ forms a V-shape, $O$ has two objects positioned at either base of $L$, and $\sigma_0$ lines the interior sides of $L$, as in Figure 2a. However, our algorithm is not limited to this setting; for example, we show simulation results for an N-shaped land mass (Figure 2b) in Section 5.
The Stochastic Approach to Self-Organizing Particle Systems

In [5], we introduced a stochastic, distributed algorithm for compression in the amoebot model; here we extend that work to show that stochastic approach is in fact more generally applicable. The motivation underlying this Markov chain approach to programmable matter comes from statistical physics, where ensembles of particles reminiscent of the amoebot model are used to study physical systems and demonstrate that local micro-behavior can induce global macro-scale changes to the system [2, 23, 3]. Like a spring relaxing, physical systems favor configurations that minimize energy. The energy function is determined by a Hamiltonian \( H(\sigma) \). Each configuration \( \sigma \) has weight \( w(\sigma) = e^{-B \cdot H(\sigma)} / Z \), where where \( B = 1/T \) is inverse temperature and \( Z = \sum_\tau e^{-B \cdot H(\tau)} \) is the normalizing constant known as the partition function.

For shortcut bridging, we introduce a Hamiltonian over particle system configurations so that the configurations of interest will have the lowest energy, and we will design our algorithms to favor these low energy configurations. We assign each particle system configuration \( \sigma \) a Hamiltonian \( H(\sigma) = p(\sigma, c) \), its weighted perimeter. Setting \( \lambda = e^B \), we get \( w(\sigma, c) = \lambda^{-p(\sigma, c)} / Z \). As \( \lambda \) gets larger (by increasing \( B \), effectively lowering temperature), we increasingly favor configurations where \( p(\sigma, c) \) is small and the desired bridging behavior is exhibited. We prove (Theorem 3.6) that raising \( \lambda \) above \( 2 + \sqrt{2} \) suffices for the low energy configurations with small \( p(\sigma, c) \) to dominate the state space and overcome the entropy of the system. That is, for \( \lambda > 2 + \sqrt{2} \), low energy configurations occur with sufficient frequency that we will find such configurations when we sample over the whole state space. The key tool used to establish this is a careful Peierls argument, used in statistical physics to study non-uniqueness of limiting Gibbs measures and to determine the presence of phase transitions and in computer science to establish slow mixing of Markov chains (see, e.g., [18], Chapter 15).

Compared to other algorithms for programmable matter and self-organizing particle systems, stochastic methods such as the compression algorithm of [5] and our shortcut bridging algorithm are nearly oblivious, more robust to failures, and require little to no communication between particles. Because each of these algorithms is derived from a stochastic process, powerful tools developed for Markov chain analysis can be employed to rigorously understand their behavior.

A Stochastic Algorithm for Shortcut Bridging

We present a Markov chain \( M \) for shortcut bridging in the geometric amoebot model which translates directly to a fully distributed, local, asynchronous algorithm \( A \). We prove that \( M \) (and by extension, \( A \)) solves the shortcut bridging problem: for any constant \( \alpha > 1 \), the long run proba-
Figure 3: (a) In this image from [22], army ants of the genus *Eciton* build a dynamic bridge which balances the benefit of a shortcut path with the cost of committing ants to the structure. (b) Our shortcut bridging algorithm also balances competing objectives and converges to similar configurations.

...bility that $\mathcal{M}$ is in a configuration $\sigma$ with $\overline{p}(\sigma, c)$ larger than $\alpha$ times its minimum possible value is exponentially small. We then specifically consider $V$-shaped land masses with an object on each branch of the $V$, and prove that the resulting bridge structures vary with the interior angle of the $V$-shaped gap being shortcut — a phenomenon also observed by Reid et al. [22] in the army ant bridges — and show in simulation that they are qualitatively similar to those of the ants (e.g., Figure 3).

2 Background

2.1 Terminology for Particle Systems

For a particle $P$ (resp., location $\ell$), we use $N(P)$ (resp., $N(\ell)$) to denote the set of particles and objects adjacent to $P$ (resp., to $\ell$). For adjacent locations $\ell$ and $\ell'$, we use $N(\ell \cup \ell')$ to denote the set $N(\ell) \cup N(\ell')$, not including particles or objects occupying either $\ell$ or $\ell'$.

We define an edge of a particle configuration to be an edge of $\Gamma$ where both endpoints are occupied by particles. When referring to a path, we mean a path in the subgraph of $\Gamma$ induced by the locations occupied by particles. Two particles are connected if there exists a path between them, and a configuration is connected if all pairs of particles are. A hole in a configuration is a maximal finite component of adjacent unoccupied locations. We specifically consider connected configurations with no holes, and our algorithm, if starting at such a configuration, will maintain these properties.

Let $\sigma$ be a connected configuration with no holes. The perimeter of $\sigma$, denoted $p(\sigma)$, is the length of the walk around the (single external) boundary of the particles. The gap perimeter of $\sigma$, denoted $g(\sigma)$, is the number of perimeter edges that are in the gap, where edges with one endpoint in the gap and one endpoint on land count as half an edge in the gap. Note that an edge may appear twice in the boundary walk, and thus may be counted twice in $p(\sigma)$ or $g(\sigma)$.

2.2 Markov Chains

Our distributed shortcut bridging algorithm is based on a Markov chain, so we briefly review the necessary terminology. A Markov chain is a memoryless stochastic process defined on a finite set of states $\Omega$. The transition matrix $P$ on $\Omega \times \Omega \rightarrow [0,1]$ is defined so that $P(x,y)$ is the probability

---

1 The notion of a particle (resp., location) neighborhood $N(P)$ (resp., $N(\ell)$) has been extended from [5] to include objects.
of moving from state $x$ to state $y$ in one step, for any pair of states $x, y \in \Omega$. The $t$-step transition probability $P^t(x, y)$ is the probability of moving from $x$ to $y$ in exactly $t$ steps.

A Markov chain is irreducible if there exists a sequence of valid transitions from any state to any other state, i.e., for all $x, y \in \Omega$, there is a $t$ such that $P^t(x, y) > 0$. It is aperiodic if for all $x, y \in \Omega$, \( \gcd \{ t : P^t(x, y) > 0 \} = 1 \). A Markov chain is ergodic if it is both irreducible and aperiodic. Any finite, ergodic Markov chain converges to a unique stationary distribution $\pi$. While calculating $\pi$ then $\pi(x) = 1$ is the unique stationary distribution. Starting at $x \in \Omega$, there is a sequence of valid transitions from any state to any state, i.e., for all $x, y \in \Omega$, pick a neighbor in $\Omega$ uniformly with some fixed probability (that is the same for all $x$), and move to $y$ with probability $\min\{1, \pi(y)/\pi(x)\}$; with the remaining probability stay at $x$ and repeat. Using detailed balance, if the state space is connected then $\pi$ must be the stationary distribution. While calculating $\pi(x)/\pi(y)$ seems to require global knowledge, this ratio can often be calculated using only local information when many terms cancel out. In our case, the Metropolis probabilities are simply $\min\{1, \lambda^{h(x,c) - h(y,c)}\}$; if $x$ and $y$ only differ by one particle $P$, as is the case with all moves of our algorithm, then $\lambda^{h(x,c) - h(y,c)}$ can be calculated using only local information from the neighborhood of $P$.

### 3 A Stochastic Algorithm for Shortcut Bridging

Recall that for the shortcut bridging problem, we desire for our algorithm to achieve small weighted perimeter, where boundary edges in the gap cost more than those on land. The algorithm must balance the competing objectives of having a short path between the two objects while not forming too large of a bridge. We capture these two factors by preferring small perimeter and small gap perimeter, respectively. While these objectives may appear to be aligned rather than competing, decreasing the length of the overall perimeter increases the gap perimeter and vice versa in the problem instances we consider (e.g., Figure 2).

Specifically, our Markov chain algorithm incorporates two bias parameters: $\lambda$ and $\gamma$. The value of $\lambda$ controls the preference for having a small perimeter, while $\gamma$ controls the preference for having a small gap perimeter. In this paper, we only consider $\lambda > 1$ and $\gamma > 1$, which correspond to favoring a smaller perimeter and a smaller gap perimeter, respectively. Using a Metropolis filter, we ensure that our algorithm converges to a distribution over particle system configurations where the relative likelihood of the particle system being in configuration $\sigma$ is $\lambda^{-h(\sigma)}\gamma^{-g(\sigma)}$, or equivalently, $\lambda^{-h(\sigma,c)}$ for $c = 1 + \log_\lambda \gamma$. We note $\lambda$ is the same parameter that controlled compression in [6], where particle configurations converged to a distribution proportional to $\lambda^{-h(\sigma)}$. That work showed that $\lambda > 1$ is not sufficient for compression to occur, so we restrict our attention to $\lambda > 2 + \sqrt{2}$, the regime where compression provably happens.

To ensure that during the execution of our algorithm the particles remain connected and hole-free, we introduce two properties every movement must satisfy. These properties help to guarantee the local connectivity structure in the neighborhood of a moving particle doesn’t change; more details may be found in [7]. Importantly, these properties maintain system connectivity prevent holes from forming, and ensure reversibility of the Markov chain. These last two conditions are necessary for applying established tools from Markov chain analysis. Let $\ell$ and $\ell'$ be adjacent

---

2Since particles treat objects as static particles, the particle system may actually disconnect into several components which remain connected through objects.
locations in $\Gamma$, and let $S = N(\ell) \cap N(\ell')$ be the particles adjacent to both; we note $|S| = 0, 1, \text{ or } 2$.

**Property 1.** $|S| \in \{1, 2\}$ and every particle in $N(\ell \cup \ell')$ is connected to a particle in $S$ by a path through $N(\ell \cup \ell')$.

**Property 2.** $|S| = 0$; $\ell$ and $\ell'$ each have at least one neighbor; all particles in $N(\ell) \setminus \{\ell'\}$ are connected by paths within this set; and all particles in $N(\ell') \setminus \{\ell\}$ are connected by paths within this set.

Importantly, these properties are symmetric with respect to $\ell$ and $\ell'$ and can be locally checked by an expanded particle occupying both $\ell$ and $\ell'$ (as in Lines 2–3 of the Markov chain process described below).

We can now introduce the Markov chain $\mathcal{M}$ for an instance $(L, O, \sigma_0, c, \alpha)$ of shortcut bridging. For input parameter $\lambda > 2 + \sqrt{2}$, set $\gamma = \lambda^{c-1}$, and beginning at initial configuration $\sigma_0$, which we assume has no holes, repeat:

1. Select a particle $P$ uniformly at random from among all $n$ particles; let $\ell$ denote its location. Choose a neighboring location $\ell'$ and $q \in (0, 1)$ uniformly. Let $\sigma$ be the configuration with $P$ at $\ell$ and $\sigma'$ the configuration with $P$ at $\ell'$.

2. If $\ell'$ is unoccupied, then $P$ expands to occupy both $\ell$ and $\ell'$. Otherwise, return to step 1.

3. If (i) $|N(\ell)| \neq 5$, (ii) $\ell$ and $\ell'$ satisfy Property 1 or Property 2, and (iii) $q < \lambda^{p(\sigma)-p(\sigma')}\gamma^{g(\sigma)-g(\sigma')}$, then $P$ contracts to $\ell'$. Otherwise, $P$ contracts back to $\ell$.

Although $p(\sigma) - p(\sigma')$ and $g(\sigma) - g(\sigma')$ are values defined at system-level scale, we show these differences can be calculated locally.

**Lemma 3.1.** The values of $p(\sigma) - p(\sigma')$ and $g(\sigma) - g(\sigma')$ in Step 3(iii) of $\mathcal{M}$ can be calculated using information involving only $\ell$, $\ell'$, and $N(\ell \cup \ell')$.

**Proof.** These values only need to be calculated if 3(i) and 3(ii) are both true. By a result of [5], $p(\sigma) - p(\sigma') = |N(\ell')| - |N(\ell)|$, which is computable with only local information.

Note $g(\sigma)$ is also the number of particles that are on the perimeter and in the gap, counted with appropriate multiplicity if a particle is on the perimeter more than once. Given a particle $Q$, let $G(Q)$ be 1 if $Q$ is in a gap location and 0 if land; define $G(\ell)$ for a location $\ell$ similarly. Let $\delta(Q, \sigma)$ be the number of times $Q$ appears on the perimeter of $\sigma$. Then $g(\sigma) = \sum_{Q \in p(\sigma)} G(Q) \delta(Q, \sigma)$. Define $\Delta(Q) = \delta(Q, \sigma) - \delta(Q, \sigma')$. For particles not in $\{P\} \cup N(\ell \cup \ell')$, $\Delta(Q) = 0$ as the neighborhood of $Q$ will be identical in $\sigma$ and $\sigma'$. Because steps 3(i) and 3(ii) are true, inspection shows this implies $\Delta(P) = 0$. Then:

$$g(\sigma) - g(\sigma') = \sum_{Q \in N(\ell \cup \ell')} G(Q) \Delta(Q) + \delta(P, \sigma)(G(\ell) - G(\ell')).$$

The second term above is clearly calculable with only local information. For the first term above, consider any particle $Q \in N(\ell \cup \ell')$. It is impossible to calculate $\delta(Q, \sigma)$ or $\delta(Q, \sigma')$ using only information involving $\ell$, $\ell'$, and $N(\ell \cup \ell')$, but to find $\Delta(Q)$ only $Q$’s neighbors in $N(\ell \cup \ell')$ need to be considered. If $Q$ is adjacent to $\ell$ and not $\ell'$, $\Delta(Q) = -1$ if it has two neighbors in $N(\ell)$, $\Delta(Q) = 1$ if it has no neighbors in $N(\ell)$, and $\Delta(Q) = 0$ otherwise. If $Q$ is adjacent to $\ell'$ but not

\footnote{If $\sigma_0$ has holes, our algorithm will eliminate them and they will not reform [5]; for simplicity, we focus only on the behavior of the system after this occurs.}
ℓ, the opposite is true. If Q is adjacent to ℓ and ℓ′, then ∆(Q) = 0 if Q has zero or two neighbors in N(ℓ ∪ ℓ′); ∆(Q) = 1 if Q has a common neighbor with ℓ′ but not ℓ; and ∆(Q) = −1 if Q has a common neighbor with ℓ but not ℓ′. In all cases ∆(Q), and thus g(σ) − g(σ′), can be found with only local information.

The state space Ω of M is the set of all configurations reachable from σ₀ via valid transitions of M. We conjecture this includes all connected, hole-free configurations of n particles connected to both objects, but proving all such configurations are reachable from σ₀ is not necessary for our results. (The proof of the corresponding result in [5] does not generalize due to the presence of objects).

3.1 From M to a Distributed, Local Algorithm

While M is a Markov chain with centralized control of the particle system, one can transform M into a distributed, local, asynchronous algorithm A that each particle runs individually. The full details of this construction are given in [5], and we give a high level description here. When a particle is activated, it randomly chooses one of its six neighboring locations, checks if moving there is valid, and locally determines how the move will affect the global weight function \( \lambda^{-\nu(\sigma)}\gamma^{-g(\sigma)} \). If the weight will increase, the particle performs the move; otherwise the particle only moves with some probability less than 1.

Specifically, in Step 1 of M, a particle is chosen uniformly at random to be activated; to mimic this random activation sequence in a local way, we assume each particle has its own Poisson clock with mean 1 and becomes active after some random delay drawn from \( e^{-t} \). During its activation, a contracted particle P occupying location ℓ chooses a neighboring location ℓ′ and a real value \( q \in (0, 1) \) uniformly at random expanding into ℓ′ if it is unoccupied, just as in M. However, unlike in M, the expansion and contraction movements of P are necessarily split into two activations, since in the amoebot model a central assumption is that a particle can perform at most one movement per activation (see Section 1.2). Since P’s two activations are not necessarily consecutive, P must be able to resolve conflicts with any other particles that may expand into its neighborhood before it becomes activated again and contracts. We accomplish this by introducing a system of Boolean flags maintained by all expanded particles. If P is the only expanded particle in its neighborhood, it stores a boolean flag \( f = TRUE \) in its memory; otherwise, it sets \( f = FALSE \). When P is activated again (now occupying both ℓ and ℓ′), it checks its flag. If it is FALSE, P contracts back to ℓ, since some other particle in its neighborhood activated and expanded earlier. Otherwise, if \( f \) is TRUE, P checks the conditions in Step 3 of M and contracts either to ℓ or ℓ′ accordingly. This ensures that at most one particle in a local neighborhood is moving at a time, mimicking the sequential nature of particle moves during the execution of Markov chain M.

While this shows our Markov chain M can be translated into a fully local distributed algorithm with the same behavior, such an implementation is not always possible in general. Any Markov chain for particle systems that inherently relies on non-local moves of particles or has transition probabilities relying on non-local information cannot be executed by a local, distributed algorithm. Moreover, most distributed algorithms for amoebot systems are not stochastic and thus cannot be described as Markov chains; see, e.g., the mostly deterministic algorithms in [12, 11].

Note only a constant number of bits are needed to produce \( q \), as \( \lambda \) and \( \gamma \) are constants and a particle move changes perimeter and gap perimeter by at most a constant.
3.2 Properties of Markov Chain $\mathcal{M}$

We now show some useful properties of the Markov chain $\mathcal{M}$. Our first two claims follow from work in [5] and basic properties of Markov chains and our particle systems.

**Lemma 3.2.** If $\sigma_0$ is connected and has no holes, then at every iteration of $\mathcal{M}$, the current configuration is connected and has no holes.

**Proof.** Cannon et al. [5] proved that no moves allowed in their compression algorithm could introduce holes or disconnect the particle system. Since the moves allowed by $\mathcal{M}$ are a subset of those in the compression algorithm (since the local properties checked at each iteration are the same), $\mathcal{M}$ cannot introduce holes or disconnect the system either.

**Lemma 3.3.** If $\sigma_0$ has no holes, then $\mathcal{M}$ is ergodic.

**Proof.** $\mathcal{M}$ is irreducible because we defined $\Omega$ to be precisely those configurations reachable by valid transitions of $\mathcal{M}$ starting from $\sigma_0$. $\mathcal{M}$ is aperiodic because at each iteration there is a probability of at least $1/6$ that no move occurs, as each particle has at least one neighbor. Thus, $\mathcal{M}$ is ergodic.

As $\mathcal{M}$ is finite and ergodic, it converges to a unique stationary distribution, and we can find that distribution using detailed balance.

**Lemma 3.4.** The stationary distribution of $\mathcal{M}$ is given by

$$\pi(\sigma) = \frac{\lambda^{-p(\sigma)} \gamma^{-g(\sigma)}}{Z},$$

where $Z = \sum_{\sigma \in \Omega} \lambda^{-p(\sigma)} \gamma^{-g(\sigma)}$.

**Proof.** Properties 1 and 2 ensure that particle $P$ moving from location $\ell$ to location $\ell'$ is valid if and only if $P$ moving from $\ell'$ to $\ell$ is. This implies for any configurations $\sigma$ and $\tau$, $P(\sigma, \tau) > 0$ if and only if $P(\sigma, \tau) > 0$. Using this, the lemma can easily be verified via detailed balance.

Let $\sigma, \tau \in \Omega$ be distinct configurations that differ by one valid move of a particle $P$ from location $\ell$ to neighboring location $\ell'$, and let $n$ be the number of particles in the system. Then,

$$P(\sigma, \tau) = \frac{1}{n} \cdot \frac{1}{6} \cdot \min\{\lambda^{p(\sigma) - p(\tau)}, \gamma^{g(\sigma) - g(\tau)}, 1\}$$

$$P(\tau, \sigma) = \frac{1}{n} \cdot \frac{1}{6} \cdot \min\{\lambda^{p(\tau) - p(\sigma)}, \gamma^{g(\tau) - g(\sigma)}, 1\}.$$ 

Without loss of generality, we assume $\lambda^{p(\sigma) - p(\tau)} \gamma^{g(\sigma) - g(\tau)} \leq 1$. Then,

$$\pi(\sigma)P(\sigma, \tau) = \frac{\lambda^{-p(\sigma)} \gamma^{-g(\sigma)}}{Z} \cdot \frac{\lambda^{p(\sigma) - p(\tau)} \gamma^{g(\sigma) - g(\tau)}}{6n} = \frac{\lambda^{-p(\sigma)} \gamma^{-g(\sigma)}}{Z} \cdot \frac{1}{6n} = \pi(\tau)P(\tau, \sigma).$$

As the definition of $Z$ implies $\pi$ satisfies $\sum_{\sigma \in \Omega} \pi(\sigma) = 1$, then $\pi$ is a probability distribution so we conclude $\pi$ is the unique stationary distribution.

As referenced above, this stationary distribution can be expressed in an alternate way using weighted perimeter.

**Lemma 3.5.** For $c = 1 + \log_\gamma \gamma$, the stationary distribution of $\mathcal{M}$ is given by

$$\pi(\sigma) = \frac{\lambda^{-p(\sigma, c)}}{Z},$$

where $Z = \sum_{\sigma \in \Omega} \lambda^{-p(\sigma, c)}$. 
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**Proof.** This follows immediately from the definition of $\overline{p}(\sigma, c)$. \qed

**Theorem 3.6.** Consider an execution of Markov chain $M$ on state space $\Omega$, with $\lambda > 2 + \sqrt{2}$, $\gamma > 1$, and stationary distribution $\pi$, where starting configuration $\sigma_0$ has $n$ particles. For any constant $\alpha > \frac{\log(\lambda) - \log(2 + \sqrt{2})}{\log(\lambda)} > 1$, the probability that a configuration $\sigma$ drawn at random from $\pi$ has $p(\sigma, 1 + \log_\lambda \gamma) > \alpha \cdot \overline{p}_{\min}$ is exponentially small in $n$, where $\overline{p}_{\min}$ is the minimum weighted perimeter of a configuration in $\Omega$.

**Proof.** This mimics the proof of $\alpha$-compression in [5], though additional insights and care were necessary to accommodate the difficulties introduced by considering weighted perimeter instead of perimeter.

Given any configuration $\sigma$, let

$$w(\sigma) := \pi(\sigma) \cdot Z = \lambda^{-p(\sigma) \gamma - g(\sigma)} = \lambda^{-p(\sigma, 1 + \log_\lambda \gamma)}.$$

For a set of configurations $S \subseteq \Omega$, we let $w(S) = \sum_{\sigma \in S} w(\sigma)$. Let $\sigma_{\min} \in \Omega$ be a configuration of $n$ particles with minimal weighted perimeter $\overline{p}_{\min}$, and let $S_\alpha$ be the set of configurations with weighted perimeter at least $\alpha \cdot \overline{p}_{\min}$. We show:

$$\pi(S_\alpha) = \frac{w(S_\alpha)}{Z} < \frac{w(S_\alpha)}{w(\sigma_{\min})} \leq \zeta^{\sqrt{n}},$$

where $\zeta < 1$. The first equality follows from Lemma 3.5, the next inequality follows from the definitions of $Z$, $w$, and $\sigma_{\min}$. We focus on the last inequality.

We stratify $S_\alpha$ into sets of configurations with the same weighted perimeter; there are at most $O(n^2)$ such sets, as the total perimeter and gap perimeter can each take on at most $O(n)$ values. Label these sets $A_1, A_2, \ldots, A_m$ in order of increasing weighted perimeter, where $m$ is the total number of distinct weighted perimeters possible for configurations in $S_\alpha$. Let $\overline{p}_i$ be the weighted perimeter of all configurations in set $A_i$; since $A_i \subseteq S_\alpha$, we have $\overline{p}_i \geq \alpha \cdot \overline{p}_{\min}$.

We note $w(\sigma) = \lambda^{-\overline{p}_i}$ for every $\sigma \in A_i$, so to bound $w(A_i)$ it only remains to bound $|A_i|$. Any configuration with weighted perimeter $\overline{p}_i$ has perimeter $p \leq \overline{p}_i$, and a result from [5] which exploits a connection between particle configurations and self-avoiding walks in the hexagon lattice shows that the number of connected hole-free particle configurations with perimeter $p$ is at most $f(p)(2 + \sqrt{2})^p$, for some subexponential function $f$. Letting $p_{\min}$ denote the minimum possible (unweighted) perimeter of a configuration of $n$ particles, we conclude that

$$w(A_i) = \lambda^{-\overline{p}_i} |A_i| \leq \lambda^{-\overline{p}_i} \cdot \sum_{p = p_{\min}}^{\overline{p}_i} f(p) \left(2 + \sqrt{2}\right)^p \leq \lambda^{-\overline{p}_i} f'(\overline{p}_i) \left(2 + \sqrt{2}\right)^{\overline{p}_i},$$

where $f'(\overline{p}_i) = \sum_{p = p_{\min}}^{\overline{p}_i} f(p)$ is necessarily also a subexponential function because it is a sum of at most a linear number of subexponential terms. So,

$$w(S_\alpha) = \sum_{i=1}^{m} w(A_i) \leq \sum_{i=1}^{m} f'(\overline{p}_i) \left(2 + \sqrt{2}\right)^{\overline{p}_i} \leq f''(n) \left(2 + \sqrt{2}\right)^{\alpha \overline{p}_{\min}} \lambda^{\overline{p}_{\min}},$$

where $f''(n) = \sum_{i=1}^{m} f'(\overline{p}_i)$ is a subexponential function because $\overline{p}_i = O(n)$, $m = O(n^2)$, and $f'$ is subexponential. The last inequality follows because $\lambda > 2 + \sqrt{2}$ and $\overline{p}_i \geq \alpha \overline{p}_{\min}$ by assumption. Finally, because $w(\sigma_{\min}) = \lambda^{-\overline{p}_{\min}}$,

$$\pi(S_\alpha) < \frac{w(S_\alpha)}{w(\sigma_{\min})} \leq f''(n) \left(2 + \sqrt{2}\right)^{\alpha \overline{p}_{\min}} \lambda^{\overline{p}_{\min}} = f''(n) \left[\lambda \left(2 + \sqrt{2}\right)^{\alpha \overline{p}_{\min}} \right].$$


Constant $\zeta = \lambda \left(\frac{2+\sqrt{2}}{\lambda}\right)^\alpha < 1$ whenever $\alpha > \frac{\log(\lambda)}{\log(\lambda) - \log(2+\sqrt{2})}$. We have $\bar{p}_{\min} \geq \sqrt{n}$ because any $n$ particles must have perimeter at least $\sqrt{n}$. This suffices to show there is a constant $\zeta < 1$ and a subexponential function $f''(n)$ such that

$$\pi(S_\alpha) < f''(n)\zeta^\sqrt{n},$$

which proves the theorem.

As we see in the following corollary, to solve an instance $(L, O, \sigma_0, c, \alpha)$ of the shortcut-bridging problem, one just needs to run algorithm $\mathcal{M}$ with carefully chosen parameters $\lambda$ and $\gamma$.

**Corollary 3.7.** The distributed algorithm associated with Markov chain $\mathcal{M}$ can solve any valid instance $(L, O, \sigma_0, c, \alpha)$ of the shortcut-bridging problem.

**Proof.** It suffices to run the distributed algorithm associated with $\mathcal{M}$ starting from configuration $\sigma_0$ with parameters $\lambda > (2+\sqrt{2})^{\frac{1}{\alpha-1}}$ and $\gamma = \lambda^{-1}$. Then it holds that $\alpha > \frac{\log(\lambda)}{\log(\lambda) - \log(2+\sqrt{2})} > 1$, so by Theorem 3.6, the system reaches and remains with all but exponentially small probability in a set of configurations with weighted perimeter $\bar{p}(\sigma, c) \leq \alpha \cdot \bar{p}_{\min}$, where $\bar{p}_{\min}$ is the minimum weighted perimeter of a configuration in $\Omega$. □

### 4 Dependence of Bridge Structure on Gap Angle

In this section, we specifically consider V-shaped land masses (e.g., Figure 2a) of various angles. We prove that our shortcut bridging algorithm exhibits a dependence on the internal angle $\theta$ of the gap that is similar to that of the army ant bridging process observed by Reid et al. [22]. We show that when $\theta$ is sufficiently small, with high probability the bridge constructed by the particles stays close to the bottom of the gap (away from the apex of angle $\theta$). Furthermore, we show that for some large values of $\theta$, when $\lambda$ and $\gamma$ satisfy certain conditions, with high probability the bridge stays close to the top of the gap. Both of these results are proven using a Peierls argument and careful analysis of the geometry of the gap. We show simulations of our shortcut bridging algorithm for varying angles in Section 5.

We first formalize how we construct the V-shaped land mass $L$ for any $\theta \in (0, \pi)$, as these details will play an important role in the subsequent proofs; referencing Figure 4a, where $\theta \sim \pi/6$, and Figure 4b, where $\theta \sim \pi/2$, may be helpful. Pick any edge of the triangular lattice $e \in \Gamma$ and label its endpoints as $v_1$ and $v_2$. Extend line segment $l_1$ from $v_1$ such that it forms an angle of $\pi/2 + \theta/2$ with $e$. Similarly extend line segment $l_2$, of the same length and on the same side of $e$ as $l_1$, from $v_2$ such that it forms an angle of $\pi/2 + \theta/2$ with $e$. Segments $l_1$ and $l_2$ then differ in their orientation by angle $\theta$. Without loss of generality, we assume that $l_2$ is counterclockwise from $l_1$ around $e$. The land mass consists of $v_1$, $v_2$, and all vertices of $\Gamma$ outside of $l_1$ and $l_2$ up to some constant width; in Figure 2 that width is five. This careful definition involving edge $e$ is necessary to ensure there are no land locations on opposite sides of the gap that are adjacent, as could happen for small $\theta$ if the land mass is not constructed carefully.

From now on we will, in a slight abuse of notation, refer to the gap locations between $l_1$ and $l_2$ as the gap. By the bottom of the gap, we mean the line $b$ intersecting $l_1$ and $l_2$’s other endpoints (not $v_1$ and $v_2$). We may assume $b$ is a line of of the triangular lattice by truncating $l_1$ and $l_2$ so that both end on a lattice line; this doesn’t change the land mass $L$. Furthermore we assume $b \cap l_1$ and $b \cap l_2$ are not vertices of the triangular lattice $\Gamma$; if they are, we can perturb $l_1$ and $l_2$ slightly, without changing the land mass, to ensure this is not the case. We note $b$ is always parallel to $e$. 
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We define the height of $L$ to be the length of a shortest path in $\Gamma$ from $v_1$ or $v_2$ to $b$ that only visits land locations; the land mass in Figure 4a is of height 8, while the land mass in Figure 4b is of height 9. Let $m$ be the midpoint of the line segment connecting the midpoints of $\ell_1$ and $\ell_2$; $m$ is in the center of the gap, halfway between $e$ and $b$.

The initial configuration $\sigma_0$ we consider is a path of width 2 lining the interior sides of the land mass $L$; see Figure 4c, 4d. The two fixed objects of $O$ are positioned at the second locations in line $b$ outside lines $\ell_1$ and $\ell_2$, anchoring the particles on either side of the gap. Note that the height of $L$ is exactly the number of particles in $\sigma_0$ adjacent to $\ell_1$ (or $\ell_2$), excluding the endpoints of $e$.

**Lemma 4.1.** Let $L$ be a V-shaped land mass of height $k$ constructed as above for some angle $\theta$. Then the initial configuration $\sigma_0$ has exactly $4k + 5$ particles.

**Proof.** First, suppose $\theta \leq \pi/3$, as in Figure 4c. Each lattice line parallel to $e$ and intersecting $\ell_1$ and $\ell_2$, up to but not including $b$, contains exactly four particles. There are $k$ such lattice lines. Line $b$ contains two particles. In the lattice line above and parallel to $e$, there are three particles. In total, this gives $4k + 2 + 3 = 4k + 5$ particles.

Now, suppose $\theta > \pi/3$, as in Figure 4d, a different counting approach is necessary as not all lines parallel to $e$ contain exactly 4 particles. Consider the lattice line spanning $v_1$ and the gap location adjacent to $e$; this line and all lines parallel to it intersecting $\ell_1$ contain exactly two particles, and there are $k$ such lines. The same is true for $v_2$ and $\ell_2$. Uncounted by this approach are five
additional particles: the two particles adjacent to each of the two objects, and the particle adjacent to both \(v_1\) and \(v_2\). In total, this gives \(2k + 2k + 4 + 1 = 4k + 5\) particles.

For a given particle configuration \(\sigma\), let \(x\) be the particle or object contained in line \(b\) farthest outside of \(\ell_1\), and let \(y\) be the particle or object in line \(b\) farthest outside of \(\ell_2\). We will refer to the perimeter of \(\sigma\) traversed counterclockwise from \(x\) to \(y\) as the \emph{inner perimeter} of \(\sigma\), and the perimeter of \(\sigma\) traversed clockwise from \(x\) to \(y\) as the \emph{outer perimeter} of \(\sigma\). We say the inner perimeter is \emph{above a point} \(p\) if \(p\) is to the right of the inner perimeter traversed from \(x\) to \(y\); it is \emph{below a point} \(p\) if \(p\) is to its left.

We can partition the particle configurations in \(\Omega\) into two sets \(S_1\) and \(S_2\), where \(S_1\) contains all configurations whose inner perimeter is strictly above midpoint \(m\) of the gap and \(S_2\) contains all configurations whose inner perimeter goes through or below \(m\). We will first prove that for any \(\lambda > 2 + \sqrt{2}\) (i.e., in the range of compression) and \(\gamma > 1\), there is an angle \(\theta_1\) such that for all \(\theta < \theta_1\), \(\pi(S_1)\) is exponentially small. Furthermore, we prove that for \(\lambda > 2 + \sqrt{2}\) and \(\gamma > (2 + \sqrt{2})^4\), there is a \(\theta_2\) such that for all \(\theta \in (\pi/3, \theta_2)\), \(\pi(S_2)\) is exponentially small. This means that at stationarity, for small values of \(\theta\) the inner perimeter is below \(m\) with high probability and for some large value of \(\theta\) the inner perimeter is above \(m\) with high probability. We expect much better bounds \(\theta_1\) and \(\theta_2\) can be obtained with more effort, and that these results generalize to all \(\lambda > 2 + \sqrt{2}\) and \(\gamma > 1\), but here we simply demonstrate it is possible to give rigorous results about the dependence of the bridge structure on \(\theta\).

### 4.1 Proofs for Small \(\theta\)

We begin with some structural lemmas.

**Lemma 4.2.** Let \(L\) be a V-shaped land mass of height \(k\) and angle \(\theta \leq 60^\circ\). Then any path in \(\Gamma\) that starts and ends at the bottom of gap and goes strictly above the midpoint of the gap has length at least \(k + 1\).

\[\text{Proof.} \] For \(\theta \leq \pi/3\), there are \(k - 1\) lattice lines parallel to \(b\) strictly between \(b\) and \(e\). Of these lines exactly \(\lceil(k - 1)/2\rceil\) are below or contain \(m\). Any path from \(b\) to a location above \(m\) and back to \(b\) must contain at least two vertices in each of these lattice lines, two vertices in \(b\), and one vertex strictly above \(m\), giving a total of \(3 + 2 \lceil(k - 1)/2\rceil \geq 3 + 2((k - 1)/2) = k + 2\) vertices. As the length of a path is the number of edges it contains, the path must be of length at least \(k + 1\). \(\square\)

**Lemma 4.3.** The \(i\)-th lattice line below and parallel to \(e\) contains \(h(i)\) gap locations between \(\ell_1\) and \(\ell_2\), where

\[\sqrt{3i} \tan \left(\frac{\theta}{2}\right) \leq h(i) \leq \sqrt{3i} \tan \left(\frac{\theta}{2}\right) + 2.\]

\[\text{Proof.} \] Let \(b_i\) denote the \(i\)-th lattice line below and parallel to \(e\). We use trigonometry to analyze the length of the intersection of \(b_i\) and the gap between \(\ell_1\) and \(\ell_2\); see Figure 5a. Consider the triangle formed by \(b_i\), \(\ell_1\), and the line perpendicular to \(e\) at \(v_1\), which we will call \(\ell^*\). Then \(\ell_1\) and \(\ell^*\) meet at an angle of \(\theta/2\), and the distance between \(e\) and \(b_i\) along \(\ell^*\) is \(\sqrt{3i}/2\). It follows that the distance between \(\ell_1\) and \(\ell^*\) along \(b_i\) is of length \(\sqrt{3i} \tan(\theta/2)/2\). Altogether, this implies the intersection of \(b_i\) and the gap between \(\ell_1\) and \(\ell_2\) is of length \(\sqrt{3i} \tan(\theta/2) + 1\). As the gap locations along this segment are at distance 1 from each other, this gives the stated bounds. \(\square\)
Figure 5: Figures from proofs in Section 4.1. (a) A depiction of the notation used in the proof of Lemma 4.3: the intersection of $b_8$ and the gap is depicted as a solid segment, which is of length $8\sqrt{3}\tan(\theta/2) + 1$ and contains 4 gap locations. (b) The configuration $\sigma^*$ used in Lemma 4.4 for $\theta = \pi/6$ and $k = 8$.

**Lemma 4.4.** Let $L$ be a $V$-shaped land mass of height $k$ and angle $\theta \leq \pi/3$. Then the normalizing constant of the stationary distribution satisfies

$$Z \geq C \left[ (\lambda\gamma)^{-2\sqrt{3}\tan(\theta/2)} \right]^k,$$

for some constant $C$ that depends on $\theta$, $\lambda$, and $\gamma$ but not on $k$.

**Proof.** For any configuration $\sigma \in \Omega$, observe that $Z = \sum_{\sigma \in \Omega} \lambda^{-p(\sigma)}\gamma^{-g(\sigma)}$ satisfies $Z \geq \lambda^{-p(\sigma^*)}\gamma^{-g(\sigma^*)}$ for any $\sigma^* \in \Omega$. We now construct a particular $\sigma^*$ (see Figure 5b) and analyze its perimeter and gap perimeter. Begin by constructing a straight line of particles along $b$ connecting the two objects, and let $u$ be the number of objects and particles in this line. By Lemma 4.3, since $b = b_k$ and $u$ includes two particles on land as well as two objects, we have that

$$k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 4 \leq u \leq k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 6.$$

Continue constructing $\sigma^*$ by placing rows of $u$ particles above this initial row such that the row starts and ends on opposite sides of the gap. By Lemma 4.4 there are $4k + 7$ total objects and particles, so there will be $v = \left\lceil (4k + 7)/u \right\rceil$ such rows, with the last row possibly incomplete. We note that $v$ satisfies

$$v = \left\lceil \frac{4k + 7}{u} \right\rceil \leq \frac{4k + 7}{u} + 1 \leq \frac{4k + 7}{k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 4} + 1 \leq \frac{4}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)} + \frac{7}{4} + 1 \leq \frac{4}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)} + 3$$

$$v = \left\lceil \frac{4k + 7}{u} \right\rceil \geq \frac{4k + 7}{u} \geq \frac{4k + 7}{k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 6} \geq \frac{4k}{k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 6k} \geq \frac{4}{\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 6}.$$

Configuration $\sigma^*$ has perimeter at most $2u + 2v - 4$ and gap perimeter at most $u - 4 + z$, where $z$ is the number of particles occupying gap locations in the upper perimeter of $\sigma^*$. These $z$ remaining particles must be in either the $(k - v + 1)$-th or $(k - v + 2)$-th lattice lines below $e$, so we can bound $z$ by again applying Lemma 4.3:

$$z \leq (k - v + 1)\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 2.$$
Altogether, this implies
\[ p(\sigma^*) \leq 2u + 2v - 4 \]
\[ \leq 2k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 12 + \frac{8}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)} + 6 - 4 \]
\[ \leq k\left(2\sqrt{3}\tan\left(\frac{\theta}{2}\right)\right) + \left(14 + \frac{8}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)}\right), \]
and
\[ g(\sigma^*) \leq u - 4 + z \]
\[ \leq k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 6 - 4 + (k - v)\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 2 \]
\[ \leq k\sqrt{3}\tan\left(\frac{\theta}{2}\right) + \left(k - \left(\frac{4}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)} + 6\right)\right)\sqrt{3}\tan\left(\frac{\theta}{2}\right) + 4 \]
\[ \leq k\left(2\sqrt{3}\tan\left(\frac{\theta}{2}\right)\right) + \left(\sqrt{3}\tan\left(\frac{\theta}{2}\right) - \frac{4\sqrt{3}\tan\left(\frac{\theta}{2}\right)}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)} + 6 + 4\right). \]

We note that the second parentheses in the final bounds above for \( p(\sigma^*) \) and \( g(\sigma^*) \) are constants that only depend on \( \theta \). This implies that there is a constant
\[ C = \lambda - \left(14 + \frac{8}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)}\right) - \left(\frac{4\sqrt{3}\tan\left(\frac{\theta}{2}\right)}{\sqrt{3}\tan\left(\frac{\theta}{2}\right)} - 6\right) \]

such that
\[ Z \geq \lambda^{-p(\sigma^*)} - g(\sigma^*) \geq C \left((\lambda\gamma)^{-2\sqrt{3}\tan(\theta/2)}\right)^k. \]

In particular, note that \( C \) depends only on \( \lambda, \gamma, \) and \( \theta \), and is independent of \( k \). \( \square \)

**Theorem 4.5.** Let \( \lambda > 2 + \sqrt{2} \) and \( \gamma > 1 \). Then there exists \( \theta_1 \) such that for all \( \theta < \theta_1 \), the probability that the inner perimeter is above point \( m \) is exponentially small in \( k \), the height of the gap. In particular, \( \theta_1 = 2\tan^{-1}\left((\log_{\lambda\gamma}(\lambda/\sqrt{3})/\sqrt{3})\right) \).

**Proof.** Recall that \( S_1 \subseteq \Omega \) is the set of configurations for which the inner perimeter is strictly above \( m \). We show that \( S_1 \) has exponentially small weight at stationarity; in particular, we show \( \pi(S_1) \) is bounded above by \( f''(k)\xi^k \), where \( f''(k) \) is a subexponential function and \( \xi < 1 \) is a constant.

If \( \sigma \in S_1 \), then by Lemma 4.2 it has perimeter at least \( 2k + 2 \), as both its inner and outer perimeters must go above \( m \). Furthermore, because the perimeter by definition includes both objects and particles, which in total number \( 4k + 7 \) in our system, any configuration has perimeter at most \( 2(4k + 7) - 2 = 8k + 12 \). A result from 5 exploits a connection between particle configurations and self-avoiding walks in the hexagon lattice to show the number of connected hole-free particle configurations with perimeter \( p \) is at most \( f(p)(2 + \sqrt{2})^p \) for some subexponential function \( f \). This is certainly also an upper bound on the number of configurations in \( S_1 \) with perimeter \( p \). As we can upper bound \( \pi(\sigma) \) by \( \lambda^{-p(\sigma)}/Z \) because \( \gamma^{-g(\sigma)} < 1 \), then
\[ \pi(S_1) = \sum_{\sigma \in S_1} \lambda^{-p(\sigma)} \gamma^{-g(\sigma)}/Z < \sum_{p=2k+2} f(p)(2 + \sqrt{2})^p \lambda^{-p}/Z \]
Let \( f'(k) = \sum_{p=2k+2}^{8k+12} f(p) \), and note this function is subexponential in \( k \) because its number of summands is linear in \( k \). Because \( \lambda > 2 + \sqrt{2} \) and \( p \geq 2k + 2 \), we have that

\[
\pi(S_1) \leq f'(k) \left( \frac{2 + \sqrt{2}}{\lambda} \right)^{2k+2} / Z.
\]

Using Lemma 4.4 to lower bound \( Z \) and rearranging terms, we see there is a constant \( C' = (2 + \sqrt{2})^2 / (\lambda^2 C) \) such that

\[
\pi(S_1) \leq f'(k) \left( \frac{2 + \sqrt{2}}{\lambda} \right)^{2k+2} C' \left( \frac{\lambda \gamma \sqrt{\tan(\theta/2)}}{\sqrt{3}} \right)^{2k}.
\]

For all \( \theta < 2 \tan^{-1} \left( \log_{\lambda \gamma} (\lambda / (2 + \sqrt{2})) / \sqrt{3} \right) \), the term in parentheses above is less than one:

\[
\frac{(2 + \sqrt{2})(\lambda \gamma)\sqrt{3\tan(\theta/2)}}{\lambda} < \frac{(2 + \sqrt{2})(\lambda \gamma)\log_{\lambda \gamma} (\lambda / (2 + \sqrt{2}))}{\lambda} = 1.
\]

It follows that there exists a constant \( \xi < 1 \) and a subexponential function \( a(k) = C' f'(k) \) such that \( \pi(S_1) < a(k) \xi^k \), proving the theorem. \( \square \)

We note that because \( n = 4k + 5 \), the probability that the inner perimeter is above point \( m \) is also exponentially small in \( n \), the number of particles.

As an example, for \( \lambda = 4 \) and \( \gamma = 2 \) (the parameters used in the simulation shown in Figure 8), our methods give \( \theta_1 = 0.0879 \sim 5.03^\circ \). However, simulations suggest this bound is far from tight. In general, as \( \lambda \) increases, so does the angle \( \theta_1 \), as a stronger bias towards a shorter perimeter means the bridge forms even closer to the bottom of the gap, and thus at even larger angles the bridge remains below \( m \). Furthermore, as \( \gamma \) decreases, there is less of a bias away from the perimeter being in the gap, and so similarly the bridge is pushed down towards the bottom of the gap and at even larger angles the bridge remains below \( m \).

### 4.2 Proofs for Large \( \theta \)

We now consider the set \( S_2 = \Omega \setminus S_1 \), which consists of all configurations where the inner perimeter goes through or below \( m \). We will show that for some large angles \( \theta \), for all \( \lambda > 2 + \sqrt{2} \) and \( \gamma > (2 + \sqrt{2})^2 \lambda \), \( \pi(S_2) \) is exponentially small. While a lower bound on \( \gamma \) is necessary for the proofs presented below, we believe this is an artifact of our proof rather than the problem itself and suspect this requirement can be loosened or removed altogether. We begin with some more structural lemmas.

For \( \theta \leq \pi/3 \), it was true that a V-shape of height \( k \), there were exactly \( k - 1 \) lattice lines between \( b \) and \( e \); for \( \theta \geq \pi/2 \), this is no longer true. We define a new quantity \( q \), which we call the gap depth, to be the length of a shortest path from \( b \) to \( e \) in \( \Gamma \); unlike in the definition of the height \( k \) of a gap, this shortest path is not required to stay on land locations. We note that the Euclidean distance between \( e \) and \( b \) is then \( \sqrt{3}q/2 \). Furthermore, \( q \) can be expressed as a function of \( k \) and \( \theta \).

**Lemma 4.6.** For a V-shape with angle \( \theta > \pi/3 \) and height \( k \), the gap depth \( q \) satisfies

\[
k = \left\lfloor \left( \frac{1}{2} + \frac{\sqrt{3}}{2} \tan \left( \frac{\theta}{2} \right) \right) q \right\rfloor
\]
Figure 6: (a) The path of length $k$ from vertex $v_1$ of $e$ to the first land location in line $b$ considered in the proof of Lemma 4.6; this path is used to calculate the gap height $k$ in terms of the gap depth $q$. (b) The same path and lengths $q$ and $w$ can be used to calculate the distance between the two objects to be $q + 2\lceil w \rceil + 3$ (Lemma 4.7).

Proof. Consider the path from $v_1$ to line $b$ that leaves $v_1$ forming an angle of $2\pi/3$ with $e$, and then proceeds along $b$ until it reaches a land location; see Figure 6a where this path is shown in bold. This path is of total length $k$, and its first segment from $v_1$ to $b$ is of length $q$. Let $w$ be the length of $b$ between this path’s turning point and $\ell_1$; then $k = q + \lceil w \rceil$. This path and $\ell_1$ form an obtuse triangle where two sides have lengths $q$ and $w$, respectively. The angle opposite the side of length $w$ is $\theta/2 - \pi/6$, while the angle opposite the side of length $q$ is $\pi - 2\pi/3 - (\theta/2 - \pi/6) = \pi/2 - \theta/2$. Length $w$ can be calculated in terms of length $q$ with the law of sines:

$$w = \frac{\sin \left( \frac{\theta}{2} - \frac{\pi}{6} \right)}{\sin \left( \frac{\pi}{2} - \frac{\theta}{2} \right)} q$$

$$= \frac{\sin \left( \frac{\theta}{2} \right) \cos \left( \frac{\pi}{6} \right) - \cos \left( \frac{\theta}{2} \right) \sin \left( \frac{\pi}{6} \right)}{\cos \left( \frac{\theta}{2} \right)} q$$

$$= \frac{\sqrt{3}}{2} \sin \left( \frac{\theta}{2} \right) - \frac{1}{2} \cos \left( \frac{\theta}{2} \right) q$$

$$= q \sqrt{3} \tan \left( \frac{\theta}{2} \right) - \frac{q}{2}$$

Because $q$ is an integer, it follows that

$$k = q + \lceil w \rceil = \left[ q + q \sqrt{3} \tan \left( \frac{\theta}{2} \right) - \frac{q}{2} \right] = \left[ \left( \frac{1}{2} + \sqrt{3} \tan \left( \frac{\theta}{2} \right) \right) q \right]$$

This is the desired equality. \qed

We do the bulk of our analysis using $q$, instead of $k$, for simplicity. The lemma shows that showing an expression is exponentially small in $q$ suffices to show that it is also exponentially small in $k$. We now proceed to lower bound both the perimeter and gap perimeter of any configuration in $S_2$.

**Lemma 4.7.** For any $V$-shaped land mass of gap depth $q$ and angle $\theta \geq \pi/3$, any configuration has perimeter at least

$$p(\sigma) \geq \left( 2 \sqrt{3} \tan \left( \frac{\theta}{2} \right) \right) q + 6.$$
Figure 7: (a) An example of the shortest path between land locations on opposite sides of the gap passing through or below midpoint \( m \) used in Lemma 4.8. (b) A shortest path in \( \Gamma \) from \( m' \) to a land location, and the four possible locations for midpoint \( m \) for which a shortest path passing below or through \( m \) contains \( m' \) (Lemma 4.8).

Proof. To bound the perimeter, we first bound the distance between the two objects on either side of the gap. Using the length \( w \) from the proof of the previous lemma, we see that the distance between the two objects in any configuration is \( q + 2\lceil w \rceil + 3 \geq q + 2w + 3 \). The perimeter of any particle configuration is at least twice this distance, so we see that for any valid configuration \( \sigma \),

\[
p(\sigma) \geq 2q + 4w + 6 = q + 4 \left( \frac{q\sqrt{3}}{2} \tan \left( \frac{\theta}{2} \right) - \frac{q}{2} \right) + 6 = \left( 2\sqrt{3}\tan \left( \frac{\theta}{2} \right) \right) q + 6
\]

Lemma 4.8. For any V-shaped land mass of gap depth \( q \) and angle \( \theta \geq \pi/3 \), any configuration \( \sigma \in S_2 \) that passes below or through midpoint \( m \) of the gap has gap perimeter at least

\[
g(\sigma) \geq q \left( \frac{\sqrt{3}}{2} \right) \left( \frac{\sin \left( \frac{\theta}{2} \right)}{\sin \left( \frac{\theta}{2} + \frac{\pi}{6} \right)} \right) - 2.
\]

Proof. We consider shortest paths between any two land locations on opposite sides of the gap that pass through or below \( m \). If \( m \) is a vertex of \( \Gamma \) and \( \theta \geq \pi/3 \), one such path leaves \( m \) along the two lattice lines not parallel to \( e \) and follows them until reaching the land mass, as in Figure 7a. If \( m \) is on a lattice edge, the path is constructed in the same way, beginning from each of the edge’s endpoints. Otherwise, if \( m \) is neither a lattice point nor on a lattice edge, the same procedure is followed for the first lattice point or lattice edge below \( m \). In all cases, let \( m' \) be the point of intersection between this path and \( \ell^* \), the line perpendicular to \( e \) through \( v_1 \). See Figure 7b, which shows all the possible locations of \( m \) producing a particular \( m' \).

We now analyze the number of gap locations along this path. We consider the triangle formed by \( \ell_1, \ell^* \), and the path from \( m' \) to \( \ell_1 \). This triangle has angles \( \theta/2, \pi/6, \) and \( \pi - (\theta/2 + \pi/6) = 5\pi/6 - \theta/2 \). Because the distance from \( e \) to \( m \) is exactly \( (\sqrt{3}q/2)/2 = \sqrt{3}q/4 \), inspection shows the distance from \( e \) to \( m \), accounting for all possible cases of the location of \( m \), is

\[
\sqrt{3}\lfloor (q + 1)/4 \rfloor \geq \sqrt{3}(q - 2)/4.
\]

By the law of sines, we see the path from \( m' \) to \( \ell_1 \) has length

\[
\sqrt{3} \left[ \frac{q + 1}{4} \right] \frac{\sin \left( \frac{\theta}{2} \right)}{\sin \left( \frac{5\pi}{6} - \frac{\theta}{2} \right)} \geq \sqrt{3} \frac{4}{4}(q - 2) \frac{\sin \left( \frac{\theta}{2} \right)}{\sin \left( \frac{\theta}{2} + \frac{\pi}{6} \right)}.
\]
This path also contains at least that many gap vertices of $\Gamma$, including $m'$. Any path between two land vertices on opposite sides of the gap going through or below $m$ must thus contain at least twice this number of gap locations. As \( \frac{\sin(\theta/2)}{\sin(\theta/2 + \pi/6)} < 2/\sqrt{3} \) for all $\theta < \pi$, it follows that for any $\sigma \in S_2$, 
\[
g(\sigma) \geq 2 \left( \frac{\sqrt{3}}{4} \frac{\sin \left( \frac{\theta}{2} \right)}{\sin \left( \frac{\theta}{2} + \frac{\pi}{6} \right)} - 2 \frac{\sqrt{3}}{4} \frac{\sin \left( \frac{\theta}{2} + \frac{\pi}{6} \right)}{\sin \left( \frac{\theta}{2} + \frac{\pi}{6} \right)} \right) \geq \frac{\sqrt{3}}{2} \frac{\sin \left( \frac{\theta}{2} \right)}{\sin \left( \frac{\theta}{2} + \frac{\pi}{6} \right)} - 2.
\]

\[\square\]

**Theorem 4.9.** For each $\lambda > 2 + \sqrt{2}$ and $\gamma > (2 + \sqrt{2})^4 \lambda^4$, there exists a constant $\theta_2 > \pi/3$ such that for all V-shaped land masses with angle $\theta \in (\pi/3, \theta_2)$, the probability that the inner perimeter goes through or below $m$ is exponentially small in $k$, the height of the gap.

**Proof.** Recall that $S_2$ is the set of all configurations whose inner perimeter goes through or below $m$. We will show that $\pi(S_2)$ is exponentially small in $k$, the height of the gap. By definition,
\[
\pi(S_2) \equiv \sum_{\sigma \in S_2} \frac{\lambda^{-p(\sigma)} \gamma^{-g(\sigma)}}{Z},
\]
where $Z$ is the normalizing constant, also called the partition function. To upper bound $\pi(S_2)$, we begin by lower bounding $Z$.

By Lemma 4.11 the number of particles and objects in $\sigma_0$ for a land mass of height $k$ is $4k + 7$. Since $\sigma_0$ is a path of width 2 and every particle occupies a land location, $p(\sigma_0) = 4k + 7$ and $g(\sigma_0) = 0$ (recall that by definition, the perimeter counts both objects and particles). Thus,
\[
Z = \sum_{\sigma \in \Omega} \lambda^{-p(\sigma)} \gamma^{-g(\sigma)} \geq \lambda^{-p(\sigma_0)} \gamma^{-g(\sigma_0)} = \lambda^{-4k-7}.
\]

It will be simpler to work with gap depth $q$ instead of gap height $k$. We know that, by Lemma 4.6,
\[
k \leq \left( \frac{1}{2} + \frac{\sqrt{3}}{2} \tan \left( \frac{\alpha}{2} \right) \right) q + 1,
\]
so
\[
Z \geq \lambda^{-4k-7} \geq \lambda^{-4 \left( \frac{1}{2} + \frac{\sqrt{3}}{2} \tan \left( \frac{\alpha}{2} \right) \right) q - 11} = \lambda^{-2 \sqrt{3} \tan (\frac{\alpha}{2}) q - 11}
\]

Combining this with Lemma 4.8
\[
\pi(S_2) \equiv \sum_{\sigma \in S_2} \frac{\lambda^{-p(\sigma)} \gamma^{-g(\sigma)}}{Z} \leq \lambda^{(2 + 2 \sqrt{3} \tan (\frac{\alpha}{2})) q + 11} \sum_{\sigma \in S_2} \lambda^{-p(\sigma)} \gamma^{-q \left( \frac{\sqrt{3}}{2} \tan \left( \frac{\alpha}{2} \right) \right) + 2}
\]
Let $p_{\min}$ (resp., $p_{\max}$) be the minimum (resp., maximum) possible perimeter for a valid particle configuration in $S_2$. By Lemma 4.7, $p_{\min} \geq 2 \sqrt{3} \tan (\theta/2) q$. As shown in the proof of Theorem 4.5, $p_{\max} = 8k + 12$; in terms of $q$, by Lemma 4.6
\[
p_{\max} \leq 8 \left( 2 \sqrt{3} \tan (\theta/2) q + 1 \right) = 16 \sqrt{3} \tan (\theta/2) q + 20.
\]
Using the result from [5] which upper bounds the number of particle configurations with perimeter
\[ p \text{ by } f(p)(2 + \sqrt{2})^p, \text{ for some subexponential function } f, \text{ we have that} \]
\[ \pi(S_2) \leq \lambda^{2 + 2\sqrt{3}\tan \left( \frac{\theta}{2} \right)} q + 11 \sum_{p = p_{\text{min}}}^{p_{\text{max}}} f(p)(2 + \sqrt{2})^p \lambda^{-p} \gamma^{-q \left( \frac{\sqrt{3} \sin \left( \frac{\theta}{4} \right)}{\sin \left( \frac{\theta}{4} + \frac{\pi}{6} \right)} \right)} + 2 \]
\[ \leq \lambda^{2 + 2\sqrt{3}\tan \left( \frac{\theta}{2} \right)} q + 11 \left( \sum_{p = p_{\text{min}}}^{p_{\text{max}}} f(p) \left( \frac{2 + \sqrt{2}}{\lambda} \right)^{p_{\text{min}}} \right) \gamma^{-q \left( \frac{\sqrt{3} \sin \left( \frac{\theta}{4} \right)}{\sin \left( \frac{\theta}{4} + \frac{\pi}{6} \right)} \right)} + 2 \]
\[ \leq \left( \lambda^{11} \gamma^2 \sum_{p = p_{\text{min}}}^{p_{\text{max}}} f(p) \right) \left( \lambda^{2 + 2\sqrt{3}\tan \left( \frac{\theta}{2} \right)} \left( \frac{2 + \sqrt{2}}{\lambda} \right)^{2\sqrt{3}\tan \left( \frac{\theta}{2} \right)} \gamma^{-q \left( \frac{\sqrt{3} \sin \left( \frac{\theta}{4} \right)}{\sin \left( \frac{\theta}{4} + \frac{\pi}{6} \right)} \right)} \right)^q \]

The first parentheses is a function that is subexponential in \( q \), as is has a polynomial number of summands and each summand is subexponential. Whenever the term in the second set of parentheses above is less than one, this whole expression is exponentially small in \( q \), the gap depth, and thus exponentially small in the gap height \( k \). We now consider only the term in the second set of parentheses above.

We note the function \( \sin(\theta/2)/\sin(\theta/2 + \pi/6) \) is monotonically increasing for all \( \theta \) from \( \pi/3 \) to \( \pi \), and it takes on the value \( 1/\sqrt{3} \) when \( \theta = \pi/3 \). This implies
\[ \lambda^{2 + 2\sqrt{3}\tan \left( \frac{\theta}{2} \right)} \gamma^{-q \left( \frac{\sqrt{3} \sin \left( \frac{\theta}{4} \right)}{\sin \left( \frac{\theta}{4} + \frac{\pi}{6} \right)} \right)} < \lambda^{2 + \sqrt{2}} \gamma^{-q \left( \frac{\sqrt{3} \sin \left( \frac{\theta}{4} \right)}{\sin \left( \frac{\theta}{4} + \frac{\pi}{6} \right)} \right)} \]

This expression is less than one whenever \( \theta \) satisfies:
\[ \theta < 2 \tan^{-1} \left( \frac{1}{\sqrt{3}} \log_{2 + \sqrt{2}} \left( \frac{\lambda^{-1/2}}{\lambda} \right) \right) = 2 \tan^{-1} \left( \frac{1}{\sqrt{3}} \log_{2 + \sqrt{2}} \left( \frac{\lambda^{-1/4}}{\lambda} \right) \right) =: \theta_2 \]

Whenever \( \gamma^{1/4}/\lambda > 2 + \sqrt{2} \), that is, whenever \( \gamma > \lambda^4(2 + \sqrt{2})^4 \), the argument to \( \tan^{-1} \) above is at least \( 1/\sqrt{3} \) and so \( \theta_2 = 2 \tan^{-1} \left( \frac{1}{\sqrt{3}} \log_{2 + \sqrt{2}} \left( \frac{\lambda^{-1/4}}{\lambda} \right) \right) \) is larger than \( \pi/3 \). We conclude that whenever \( \gamma > \lambda^4(2 + \sqrt{2})^4 \) and \( \theta \in (\pi/3, \theta_2) \), then
\[ \pi(S_2) \leq \left( \lambda^{11} \gamma^2 \sum_{p = p_{\text{min}}}^{p_{\text{max}}} f(p) \right) \left( \lambda^{2 + \sqrt{2}} \gamma^{-q \left( \frac{\sqrt{3} \sin \left( \frac{\theta}{4} \right)}{\sin \left( \frac{\theta}{4} + \frac{\pi}{6} \right)} \right)} \right) ^q < f'(q) \zeta^q, \]

where \( f'(q) \) is function that is subexponential in \( q \) and \( \zeta < 1 \). Thus under these conditions the weight of set \( S_2 \) at stationarity is exponentially small in \( q \), and thus also exponentially small in \( k \), the gap height.

\[ \square \]

5 Simulations

In this section, we show simulation results of our algorithm running on a variety of instances. Figure \[ \text{Figure 8} \] shows snapshots over time for a bridge shortcutting a V-shaped gap with internal angle
Figure 8: A particle system using biases $\lambda = 4$ and $\gamma = 2$ to shortcut a V-shaped land mass with $\theta = \pi/3$ after (a) 2 million, (b) 4 million, (c) 6 million, and (d) 8 million iterations of Markov chain $\mathcal{M}$, beginning in configuration $\sigma_0$ shown in Figure 2a.

Figure 9: A particle system using $\lambda = 4$ and $\gamma = 2$ to shortcut an N-shaped land mass after (a) 10 million and (b) 20 million steps of $\mathcal{M}$, beginning in $\sigma_0$ of Figure 2b.

$\theta = \pi/3$ and biases $\lambda = 4, \gamma = 2$. Qualitatively, this bridge matches the shape and position of the army ant bridges in [22]. Figure 9 shows the resulting bridge structure when the land mass is N-shaped. Lastly, Figure 10 shows the results of an experiment which held $\lambda, \gamma$, and the number of iterations of $\mathcal{M}$ constant, varying only the internal angle of the V-shaped land mass. The particle system exhibits behavior consistent with the theoretical results in Section 4 and the army ant bridges, shortcutting closer to the bottom of the gap when $\theta$ is small and staying almost entirely on land when $\theta$ is large.

These simulations demonstrate the successful application of our stochastic approach to shortcut bridging. Moreover, experimenting with variants suggests this approach may be useful for other related applications in the future.

6 Future Work

In summary, we presented a Markov chain $\mathcal{M}$ which can be directly translated to a stochastic, distributed, local, asynchronous algorithm $\mathcal{A}$ which provably solves the shortcut bridging problem. Furthermore, in the special case of bridging over the gap in a V-shaped land mass, we rigorously analyzed the resulting bridge structure’s dependence on the gap’s internal angle, showing with high probability that below one threshold angle the bridge will shortcut near the bottom of the gap, and above another threshold angle the bridge will remain close to land.

Several directions of further investigation seem promising. The successful application of our stochastic approach to shortcut bridging suggests that this approach may be useful for other types of problems as well; one related behavior of particular interest is “exploration bridging”, where a
Figure 10: A particle system using biases $\lambda = 4$ and $\gamma = 2$ to shortcut a land mass with angle (a) $\pi/6$, (b) $\pi/3$, and (c) $\pi/2$ after 20 million iterations of $\mathcal{M}$. For a given angle, the land mass and initial configuration were constructed as described in Section 4.

particle system first explores its environment to discover sites of interest, and then converges to a bridge-like structure between these sites. We are also interested in formulating alternative local rules for shortcut bridging which result in bridges that appear more “structurally sound”, though we suspect that the information needed for doing so may be difficult to encode in the particle systems due to the constant-size memory constraint of the amoebot model.
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