Micro-structured rough surfaces by laser etching for heat transfer enhancement on flush mounted heat sinks
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Abstract. The aim of this work is to improve heat transfer performances of flush mounted heat sinks used in electronic cooling. To do this we patterned 1.23 cm² heat sinks surfaces by micro-structured roughnesses built by laser etching manufacturing technique, and experimentally measured the convective heat transfer enhancements due to different patterns. Each roughness differs from the others with regards to the number and the size of the micro-fins (e.g. the micro-fin length ranges from 200 to 1100 µm). Experimental tests were carried out in forced air cooling regime. In particular fully turbulent flows (heating edge based Reynolds number ranging from 3000 to 17000) were explored. Convective heat transfer coefficient of the best micro-structured heat sink is found to be roughly two times compared to the smooth heat sinks one. In addition, surface area roughly doubles with regard to smooth heat sinks, due to the presence of micro-fins. Consequently, patterned heat sinks thermal transmittance [W/K] is found to be roughly four times the smooth heat sinks one. We hope this work may open the way for huge boost in the technology of electronic cooling by innovative manufacturing techniques.

1. Introduction
The heat fluxes electronic devices require to be dissipated continuously increase. The need of solutions able to deal with these high heat fluxes has led to explore a huge variety of methods and technologies. Liquid and two-phase based solutions have already been developed to properly cool down devices with high power density (e.g. high performance supercomputers). Nevertheless, forced air cooling techniques will remain the most suitable solutions in the foreseeable future for a large class of electronic devices, i.e. notebook and portable devices to name a few, because of their cheapness and reliability.

In the contest of air forced cooling regime, a variety of convective heat transfer enhancement techniques have been proposed in literature, such as plane fins [1, 2], pin fins [3, 4, 5], dimpled surfaces [6, 7, 8], surfaces with arrays of protrusions [9, 10], metal foams [11] and artificial surface roughness [12]. The term artificial roughness means any regular pattern build on the surface and purposely designed to enhance convective heat transfer. For instance, in such a category, we may include ribs [13, 14, 15] and, more recently, (shark-skin-like) scale roughened surfaces [16, 17]. The resulting heat transfer enhancement of the scale roughened surface is surprisingly
Table 1. Optimized laser parameters for copper processing.

| Power [W] | Frequency [kHz] | Scan Speed [mm/s] |
|-----------|-----------------|-------------------|
| 7         | 10              | 100               |

good compared to rib roughened and dimpled surfaces [18]. The latter result proves that there is still room for improving the optimal design of artificial surface roughness. On the other hand innovative manufacturing techniques, e.g. additive manufacturing, are able to control process roughness of built surfaces. Recent works show the possibility to exploit the latter feature to produce flush mounted and finned heat sinks whose rough surfaces are able to enhance convective heat transfer [19].

In this work we focus on the possibility to enhance convective heat transfer of 1.23 cm² heat sinks surfaces patterned by artificial micro-structured roughnesses.

2. Laser etching manufacturing technique and samples characterization

In this paper, a novel technique, using nanoseconds DPSS laser direct writing on Copper substrate is studied. This class of laser is a flexible and effective tool characterized by low operating cost [20]. Laser radiation can be focused to micro-sized spots. A galvanometric head is used to control the laser beam position, thus a wide variety of low cost geometries can be obtained [21, 22]. Limited heat transport to minimize thermal degradation of the material outside the production zone is achieved by employing nanosecond pulse width. Short pulse widths, under the right conditions, can promote the spallation process that minimizes the volume of molten material produced and the subsequent no loss of geometry control because of its displacement. Moreover, the short pulse duration leads to high peak power, and therefore a very small heat-affected zone (HAZ) can be obtained [23]. Different lasers, such as picoseconds and femtoseconds allow a better control of the process, but the use of such classes of laser would increase dramatically the production costs, for instance the picoseconds and the femtoseconds laser can be up to five and ten times more cost intensive, respectively [24, 25]. On the contrary, nanosecond laser used in this study can be employed for a large scale of heat sinks production due to its low production costs. Besides, the nanoseconds laser are maintenance free at least up to three years per 24hr/7days working time.

We used laser etching manufacturing technique to build artificial micro-structured roughnesses on four copper samples. A DPPS laser system with emission at 532 nm has been employed. The laser parameters used for the machining are shown in Table1. Each sample is a cuboid of dimensions 11.1 mm x 11.1 mm x 5 mm, whom 11.1 mm x 11.1 mm surface has been manufactured in order to obtain a specific artificial roughness. Each roughness is made of micro-fins, namely cones or truncated cones, of uniform size arranged in staggered layout. Pictures of the samples are shown in Fig.1. Morphology of each samples has been characterized by a 3D optical scanner ATOS Compact Scan 2M (GOM GmbH). Field Emission Scanning Electron Microscope (FESEM) images of micro-fins built on each sample are shown in Fig.2. Geometrical parameters of tested samples are summarized in Table 2.

3. Experimental procedure

To measure the convective heat transfer coefficient a sensor purposely developed in a previous work [26] was used. This sensor is based on the key idea of using a thermal guard. A heater in the bottom of the sample generates a controlled heat flux. The sample is surrounded by a temperature controlled "guard" made of copper. This guard is kept at the same temperature of the sample, to force the heat to flows into the sample only. This ensures that the heat flux
through the sample is essentially one-dimensional, going from the heater to the air flow passing through the sample itself. Temperature are measured by thermocouples in the sample and in the upstream and downstream (referring to fluid flow) part of the guard. The upstream and downstream part of the guard experience different values of convective heat transfer coefficient, due to leading edge effect. Hence, the guard will be slightly non isothermal, and some (undesired) temperature gradient between the sample and the guard (of the order of 0.2 K) could arise. For this reason a thermal insulating shield made of Teflon is placed between sample and guard. Its function is to minimize parasite conductive heat flux $Q_k$ due to residual temperature gradients between sample and guard. In Fig 3 a view of the sensor is shown.

Figure 1. Picture of the four tested samples.
Figure 2. Morphological characterization of the four tested samples by Field Emission Scanning Electron Microscope (FESEM).

Table 2. Geometrical parameter of tested samples (see Fig.1): $H$, $d_b$, $d_u$, $p$ and $N$ are the average height, base diameter, upper diameter, distance (pinch) and number of micro-fins built on each sample, respectively ($d_u$ is equal to 0 for cone-shaped fins and higher than 0 for truncated-cone-shaped fins, see Fig. 2). $A$ is the sample surface area and $A_s = 123 \text{ mm}^2$ is the smooth sample surface area.

| Sample | $H$ [mm] | $d_b$ [mm] | $d_u$ [mm] | $p$ [mm] | $N$ | $A$ [mm$^2$] | $A/A_s$ |
|--------|----------|------------|------------|----------|-----|-------------|---------|
| (a)    | 0.20     | 0.48       | 0.00       | 0.49     | 465 | 154         | 1.25    |
| (b)    | 0.35     | 0.52       | 0.00       | 0.65     | 253 | 185         | 1.50    |
| (c)    | 0.65     | 0.85       | 0.35       | 1.35     | 72  | 177         | 1.44    |
| (d)    | 1.10     | 1.00       | 0.00       | 1.35     | 61  | 240         | 1.95    |

The main portion of the power $P$ provided by the heater to the sample is transferred into the air flow by convective heat transfer, while a minor, but far from negligible, portion of $P$ is transferred to the wind channel walls through radiative heat transfer. Denoting by $Q_c$ and $Q_r$ the convective heat flux and the radiative heat flux respectively, we can calculate them by the following:

$$Q_r = \sigma B \epsilon A(T_s^4 - T_w^4), \quad (1)$$

$$Q_k = k[T_s - (T_{g1} + T_{g2})/2], \quad (2)$$
\[ Q_c = P - Q_r - Q_k = P - \sigma_B \epsilon A (T_s^4 - T_w^4) - k[T_s - (T_{g1} + T_{g2})/2], \]  

where \( \sigma_B = 5.67 \times 10^{-8} \text{ W/m}^2/\text{K}^4 \) is the Stefan-Boltzmann constant, \( \epsilon = 0.23 \) is the emissivity of the sample surface, \( T_s \) is the sample temperature measured by the thermocouple inserted in the center of the sample, \( T_w \) is the temperature of the channel wall, \( k = 0.01 \text{ W/K} \) is the sample-to-guard coupling conductive thermal transmittance [26], \( T_{g1} \) and \( T_{g2} \) are the temperatures measured by the (upstream and downstream) thermocouples installed into the thermal guard and \( A \) is the sample surface (see Table2). It is worth to note that \( Q_r \) and \( Q_k \) are less than 10% and 1% of \( P \) respectively, among all the tests. For each sample thermal transmittance \( T_r \) [W/K] and convective heat transfer \( h \) [W/m/K] can be calculated as:

\[ T_r = \frac{Q_c}{T_s - T_a} = \frac{P - \sigma_B \epsilon A (T_s^4 - T_w^4) - k[T_s - (T_{g1} + T_{g2})/2]}{T_s - T_a}, \]

\[ h = \frac{Q_c}{A(T_s - T_a)} = \frac{P - \sigma_B \epsilon A (T_s^4 - T_w^4) - k[T_s - (T_{g1} + T_{g2})/2]}{A(T_s - T_a)}, \]

where \( T_a \) is the air temperature.

The flow loop of the experimental system used in this work is the same used in previous works [19][26] and it is schematically shown in Fig. 3. An horizontal rectangular wind channel with cross section of 228 mm \( \times \) 158 mm (hydraulic diameter 187 mm) and an entrance length of 5 m (corresponding roughly to 26 hydraulic diameters) is used. The air is blown by a Savio s.r.l. centrifugal fan type SFL 25-A, with a throttling valve for regulating the mass flow rate. At the end of the channel, downstream from the test section, a vane anemometer Testo 450 by Testo AG (sensitivity \( \pm \)0.1 m/s) was used for measuring the axial velocity. The air temperature is measured at the same location where the anemometer is installed. Similarly, the channel wall temperature is measured by a thermocouple installed on the inner surface of the channel. Chromel-Alumel (type K) thermocouples were used for all temperature measurements. Two PS3003 variable power suppliers are used to feed both the sample and the guard heater. Finally, a six-digits, electronic multimeter (Agilent 34401A) is used to measure the voltage to the sample heater.
4. Results
Convective heat transfer coefficient \( h \) [\( W/m^2/K \)] and thermal transmittance \( Tr \) [\( W/K \)] of each sample have been measured for different velocities, in order to investigate the heat transfer phenomenon in a wide range of fluid flows. In addition \( h \) and \( Tr \) have been measured also for a smooth (without micro-fins) surface sample, obtained by traditional milling.

To each value of mean velocity \( u \) inside the wind tunnel we associated the dimensionless Reynolds number \( Re_L \), calculated according to the formula:

\[
Re_L = uL/\nu
\]

with \( \nu = 1.493 \times 10^{-5} \text{ m}^2/\text{s} \) being kinematic viscosity of air and \( L = 20 \text{ mm} \) being the characteristic heated edge, namely the guard. Conversely, the average convective heat transfer coefficient \( h \) was expressed in terms of dimensionless number \( Nu/Pr^\frac{1}{3} \), whereas:

\[
Nu = hL/k
\]

is the dimensionless Nusselt number and

\[
Pr = \nu/\alpha
\]

is the dimensionless Prandtl number with \( \alpha = 2.224 \times 10^{-5} \text{ m}^2/\text{s} \) and \( k = 2.83 \times 10^{-2} \text{ W/m/K} \) being the thermal diffusivity and thermal conductivity of air respectively.

It is worth to note that temperature gradient along the micro-fins length is negligible among all the samples, i.e. fin efficiency of micro-fins could be considered 100% among all the samples. To prove the latter claim we calculated the dimensionless fin parameter \( mL \) for each conical fin, where \( L \) is the fin height \( H \) defined in table 2, and \( m \) is defined as:

\[
m = (\frac{A}{kCu} h_{max})^{0.5}
\]

where \( kCu = 390 \text{ W/m/K} \) is the thermal conductivity of copper, and \( h_{max} \) is the maximum convective heat transfer coefficient experimentally measured. The \( mL \) parameter is less then 0.05 for all the fin configurations, consequently fin efficiency of micro-fins could be considered 100% among all the samples according [27].

In Fig.4 the experimental results in term of thermal transmittance \( Tr \) [\( W/K \)] as a function of Reynolds number \( Re_L \) are shown. It could be noticed in Fig.4 that micro-structured sample (d) achieve in the high Reynolds number regime a thermal transmittance which is roughly four times the reference smooth sample one. In addition we note that, in the air velocity range under consideration in this study, samples with higher micro-fin height \( H \) (see table 2) are characterized by higher thermal transmittance than the other samples. This is due to two main reasons: The first is that height of the fins strongly affects the fluid dynamics interactions between the flow field and the fins themselves, and consequently the convective heat transfer phenomena. The second is that, due to peculiar geometrical dimensions of the samples under consideration in this study, higher fins belong to samples with higher surface area, except for sample (c) which has higher fins but a slightly lower surface area than sample (b) (see table 2). Obviously samples with higher surface area available for convective heat transfer are supposed to have higher thermal transmittance \( Tr \) than the other samples.

In order to split the contribution of the increase in surface area and of fluid dynamic interactions on heat transfer enhancement, it is worth to analyze the dimensionless Nusselt number \( Nu_L \). This quantity allow us to remove the contribution of the increase in surface area on heat transfer enhancement, and consequently to study the portion of heat transfer enhancement due to fluid dynamics interactions only. In Fig.5 the experimental results in term
of Nusselt number $Nu_L$ as a function of Reynolds number $Re_L$ are shown. It could be noticed that micro-structured sample (d) achieve in the high Reynolds number regime a $Nu_L$ value which is roughly two times the reference smooth sample one. In addition we note that, in the air velocity range under consideration in this study, samples with higher micro-fin height $H$ (see table 2) are characterized by higher value of $Nu_L$ than the other samples. The reason behind this phenomenon could be found analyzing the near-wall velocity profile.

The pressure gradient inside a pipe can be expressed as a function of the dimensionless friction factor $f$, namely $\nabla p = (f/D) \rho v^2/2$. In case of smooth pipe turbulent flow, the friction factor can expressed by the phenomenological correlation proposed by Blasius [28],
where \( f_B = f_B(Re_D) = 0.3164 Re_D^{-1/4} \), with \( Re_D \) is the Reynolds number based on the pipe diameter and on the average flow speed. The shear stress at the wall of a pipe \( \tau \) is related to the pressure gradient inside the pipe \( \nabla p \) by the linear relation \( \tau = \nabla p D/4 \), where \( D \) is the pipe diameter. Combining the previous relations yields \( \tau = (f/8) \rho v^2/2 \). The shear stress can be used to define the friction velocity \( v_* \), namely \( v_* = \sqrt{\tau/\rho} = v \sqrt{T/8} \), and, consequently, the friction length \( y_0 = \nu/v_* \), where \( \nu \) is the kinematic viscosity of the fluid. The friction length \( y_0 \) is useful to define a dimensionless distance from the wall, \( y^+ = y/y_0 \) (with \( y \) being the distance from the wall) and to formulate the following logarithmic law due to Von Kármán, \( v^+ = v/v_* = \kappa^{-1} \ln y^+ + A \), where \( \kappa \) is the Von Kármán’s constant and \( A \) is a constant for smooth walls. The friction length can be expressed as

\[
y_0 = \frac{D}{Re_D \sqrt{f_B/8}},
\]

where

\[
Re_D = \frac{u D}{\nu}
\]

is the Reynolds number based on the wind channel hydraulic diameter \( D = 0.187 \text{ m} \). In our experiments \( Re_D \) and \( y_0 \) lay in the ranges \([3 \times 10^4 \div 1.6 \times 10^5]\) and \([0.026 \div 0.11 \text{ mm}]\), respectively. Consequently, even in case of the highest Reynolds number \( Re_D = 1.6 \times 10^5 \), i.e. thinnest boundary layer \( (y_0 = 0.026 \text{ mm}) \), we find \( H/y_0 < 45 \) among all the tested samples. That means micro-boxes of all the tested samples lies in the buffer layer region or in the early log-law region \([29]\), depending on the sample tested, i.e. fin height \( H \), and on the flow field conditions, i.e. value of \( y_0 \). Hence fins lies in a portion of the boundary layer in which the velocity is still very sensitive to the distance from the wall, namely the fin root surface. Consequently we can argue higher fins experience an higher heat transfer because they are flushed by a stronger flow field than the shorter ones.

On the other hand, it could be noticed in Fig. 5 that in the low Reynolds number region there is a superposition of experimental points belonging to different samples. Also in this case we can provide an explanation of the phenomenon analyzing the nature of the near wall flow field. Data in Fig. 5 show different samples experience the same curve \( Nu_L = f(Re_L) \) if the corresponding fin height is less than \( l = 12 y_0 \), namely roughly two times the viscous sub layer thickness \( y_{V SL} = 5 y_0 \). In particular \( y_0 = 0.093 \text{ mm} \) for low Reynolds number, i.e. \( Re_D = 3.7 \times 10^4 \) corresponding to \( Re_L = 4 \times 10^3 \), (see Eq.10) leading to \( l = 1.1 \text{ mm} \) which is exactly the size of the higher fin height (see Tab.2, sample (d)). Consequently all the samples experience the same value of \( Nu_L \) for \( Re_L \leq 4 \times 10^3 \). As Reynolds number increase, \( y_0 \) decrease (i.e. thinner boundary layer), leading size of fin height of sample (d) to exceed the threshold level \( l = 12 y_0 \) and consequently to experience higher values of \( Nu_L \) than the other samples. For \( Re_D = 7.5 \times 10^4 \) corresponding to \( Re_L = 8 \times 10^3 \), \( y_0 = 0.054 \text{ mm} \) leading to \( h = 0.65 \text{ mm} \) which is exactly the fin height of sample (c). As shown in Fig.5 for \( Re_L \leq 8 \times 10^3 \) all finned samples but sample (d) experience the same curve \( Nu_L = f(Re_L) \). On the contrary, when Reynolds number increase further each sample experience a different trend, due to the different sample geometrical features an consequently to the different nature of interactions between the fluid flow and the fin walls, as discussed above.

Uncertainty values shown in Figs.4, 5 have been calculated with regard to a significant level \( \alpha = 0.05 \) (5 %). Both type A and type B uncertainties have been considered. Concerning type B uncertainties, Eqs. (4, 5) allows one to compute \( Tr \) and \( h \) respectively, as a function of other measurements \((P,T_s,T_q1,T_q2,T_a,T_w,\epsilon)\). These independent quantities can be organized in a vector, namely \( q := \{P,T_s,T_q1,T_q2,T_a,T_w,\epsilon\} \), and \( q_i \in q \) is the generic \( i \)-th quantity. The
standard uncertainty $\Sigma_{h,B}$ can be computed by the uncertainty estimation method [30] as

$$
\Sigma_{h,B} = \sqrt{\sum_{i=1}^{7} \left( \Sigma_{q_i} \frac{\partial h}{\partial q_i} \right)^2},
$$

(12)

where $\Sigma_{q_i}$ is the standard uncertainty for the quantity $q_i$, reported in [26], Table 1. On the other hand, type A uncertainties have been calculated using both t-student and chi-squared distributions by mean of a novel method proposed in [26]. Combining type A and type B uncertainties [26] is possible to calculate the overall uncertainty values, as shown in Figs.4, 5. It is worth to highlight that the previous procedure allows one to compute tolerance intervals, which are wider than confidence intervals and more robust estimates of the experimental uncertainty. The maximum and mean relative uncertainty for the convective heat transfer coefficient is ±9.4% and ±6.4%, respectively.

5. Conclusions

In this work heat transfer performances of forced air cooled flush mounted heat sinks have been improved by patterning heat sinks surfaces with micro-structured artificial roughnesses obtained by laser etching manufacturing technique. Each structured roughness is made of micro-metric structures, namely truncated cones, of uniform size arranged in staggered layout. In particular each sample differs from the others with regards to the number and the size of the micro-fins (e.g. the micro-fin length ranges from 200 to 1100 $\mu$m). Experimental tests were carried out in forced air cooling regime. In particular fully turbulent flows (heating edge based Reynolds number ranging from 3000 to 17000) have been explored. Convective heat transfer coefficient of the best micro-structured heat sink is found to be roughly two times compared to the smooth heat sinks one. In addition, surface area roughly doubles with regard to smooth heat sinks, due to the presence of micro-fins. Consequently, patterned heat sinks thermal transmittance [W/K] is found to be roughly four times the smooth heat sinks one. An effective physical interpretation of the enhancement and of its dependency on the air velocity is provided in this work. In particular, the dependency of the enhancement on both geometrical and fluid dynamics characteristic length scales is demonstrated. In particular this study demonstrate that micro-fin whose height lays between the buffer layer and the early log-law region, i.e. $30 \leq y_0 \leq 45$, can lead to a huge enhancement in thermal transmittance due to interactions between the fluid flow and the fin walls, besides the augmentation in surface area available for heat transfer. The enhancement in thermal transmittance due to fluid-wall interaction has been proven to be effective when micro-fin height exceed $12y_0$, i.e. roughly two times the viscous sub layer thickness, for the samples under consideration. For this reason, this works provides preliminary guidelines to the design of micro-structured artificial rough surface for enhanced heat transfer.

Beyond laser etching, there are other interesting techniques to realize micro-structured rough geometries, e.g. additive manufacturing [19]. As an outlook, based on the present results, we plan further studies focusing on investigation and optimization of micro-structured surfaces and design of hierarchical solutions able to coupling micro- and macro- structures.
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