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Many spreading processes in our real-life can be considered as a complex contagion, and the linear threshold (LT) model is often applied as a very representative model for this mechanism. Despite its intensive usage, the LT model suffers several limitations in describing the time evolution of the spreading. First, the discrete-time step that captures the speed of the spreading is vaguely defined. Second, the synchronous updating rule makes the nodes infected in batches, which can not take individual differences into account. Finally, the LT model is incompatible with existing models for the simple contagion. Here we consider a generalized linear threshold (GLT) model for the continuous-time stochastic complex contagion process that can be efficiently implemented by the Gillespie algorithm. The time in this model has a clear mathematical definition and the updating order is rigidly defined. We find that the traditional LT model systematically underestimates the spreading speed and the randomness in the spreading sequence order. We also show that the GLT model works seamlessly with the susceptible-infected (SI) or susceptible-infected-recovered (SIR) model. One can easily combine them to model a hybrid spreading process in which simple contagion accumulates the critical mass for the complex contagion that leads to the global cascades. Overall, the GLT model we proposed can be a useful tool to study complex contagion, especially when studying the time evolution of the spreading.

The linear threshold (LT) model is a typical model for the complex contagion process. However, it systematically underestimates the spreading speed and the randomness in the spreading sequence order. To cope with this issue, we propose a generalized linear threshold (GLT) model, where the time evolution is controlled by the continuous-time stochastic process. The GLT model can be efficiently implemented by the Gillespie algorithm, providing a useful tool to investigate and simulate more complicated spreading processes, especially when the time evolution is the focus.

I. INTRODUCTION

The process of adoption such as the adoption of innovations, commercial products, and social behavior can be considered as a kind of contagion process in social systems. It assumes that the infection probability also increases monotonically with the number of infected neighbors. The complex contagion is inspired by collective behaviors in social systems. It assumes that the infection can be important information such as when the global cascading could occur or how to select effective seed nodes to maximize the spreading. When it comes to the spreading dynamics, the LT model suffers three limitations. First, the evolution in LT model is controlled by discrete-time steps that lack a proper definition, which gives rise to issues when the speed of the spreading needs to be investigated. Second, the status of a node is updated in a synchronous manner. At each time step, all nodes currently satisfying the spreading threshold will turn into the infected state. This can be an issue in application such as machine learning where the order of infection can be important information. Finally, the LT model is not very flexible. It is both theoretically and practically challenging if one plans to combine the LT model and other simple contagion model to model some complicated hybrid spreading processes.

To overcome these limitations, we consider a generalized linear threshold (GLT) model for the continuous-time stochastic spreading process that can be efficiently implemented by the Gillespie algorithm. The evolutionary time in the new model has a physical meaning, which is associated with the...
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rate of the underlying stochastic process. We find that compared with the GLT model, the traditional LT model tends to underestimate the spreading speed. The order of nodes being infected is properly defined in the GLT model, allowing us to better generate synthetic spreading node sequence to model the spreading in real systems. Finally, the GLT model is compatible with the susceptible-infected (SI) or susceptible-infected-recovered (SIR) model, because they are defined under the same mathematical framework. One can easily build a hybrid spreading by combining both simple and complex contagion, or adding the recovery process into the complex contagion. The remainder of the paper is structured as follows. We first give a brief description of the classical LT model with both the synchronous and asynchronous updating rules. We then propose the GLT model and show how to model it efficiently with the Gillespie algorithm. To further shed light on this model, we compare the spreading results from the GLT and LT model. Finally, we show how the GLT model can be combined with other spreading models.

II. RESULTS

A. The linear threshold (LT) model

The LT model was first introduced in the field of social science to analyze the effects of social reinforcement by assuming that each adoption requires a certain fraction of exposures. The community of network science may be more familiar with the work by Duncan Watts where the LT model is used to study the condition for global spreading. The same model was also applied in the community of computer science to find the optimal initiator set that maximizes the spreading outcome. In the LT model, each node is in one of the two possible states: 0 (inactive, susceptible, etc.) or 1 (active, infected, etc.). A node in the network can switch only from state 0 to state 1. The transition probability depends on the fraction of its neighbors that are on state 1, denoted by , as

\[ p(\phi) = \begin{cases} 
0 & \text{if } \phi < \phi^*, \\
1 & \text{if } \phi \geq \phi^*,
\end{cases} \tag{1} \]

where \( \phi^* \) is the threshold value of node \( i \), which can be chosen from a probability distribution or stay fixed for all nodes. Note that there are other variations for the choice of threshold, such as the number of contacts or the number of infected neighbors. In this paper, we adopt the model by Watts that uses the fraction of infected neighbors.

The evolution of the system is characterized by discrete-time steps in the LT model. At each time step, we go through the network and calculate the transition probability of each node according to Eq. (1). All nodes that can change the state are updated synchronously in that time step. The process is repeated until no more nodes can change the state. The time step that characterizes the system evolution, however, is never explicitly defined. This may be because that initial studies that proposed the model mainly focused on the outcome of the spreading, which does not depend on the choice of time step or how the system actually evolves with time. Nevertheless, the time step needs a proper definition when the spreading dynamics are concerned. Indeed, while the discrete-time step is used in both the LT and SI model, they are inherently different with distinct physical meanings. In the SI model, the time step is associated with the probability that the disease is transferred from one node to another, or the chance that a node gets infected from an infected neighbor. If the time step is equivalent to a longer period of real time, the infection probability would be tuned larger, which eventually gives the same spreading dynamics. As an example, the infection probability in disease spreading would be different if the time step refers to an hour or a day. In the LT model, however, the time step is associated with a node’s status updating, which is independent of the transmission probability. Its physical meaning, related to why every node updates its status within one time step, is not clearly interpreted.

Another issue is the order of the infection. Under the synchronous updating rule, all nodes satisfying the threshold condition change the state together in one time step. Considering the case that node \( i \) changes the state from 0 to 1, which makes its neighboring node \( j \) reach the threshold. While the transition condition is satisfied, node \( j \) can not change the state in that time step. In other words, node \( j \)’s state is frozen till all nodes in the same batch of node \( i \) complete the transition. In terms of the infection order, node \( j \) always ranks behind them. Note that the infection order is important in tasks such as tracking the spreading source or learning the embedding of the underlying network. The simplification of LT model may limit its application in generating the synthetic spreading node sequence in real systems. A simple fix of this issue is to use the asynchronous updating rule. One option is that at each time step, we randomly pick only one node from those whose threshold is reached and update the node’s state. In this way, the spreading order would be more realistic. However, the spreading dynamics would become unrealistic as the number of infected nodes increases linearly with time steps. An alternative option is to randomly pick an arbitrary node at each time step regardless of its threshold condition and update its states according to its \( p(\phi) \). This actually becomes a Monte Carlo simulation. But the computational complexity raised to \( O(N^2) \) where \( N \) is the number of nodes in a network. More importantly, even though the asynchronous updating rule can fix the order, it is very difficult to model a system with individual differences. For example, if we assume that some nodes are more active and would change the states faster than others, it would be very difficult to implement this feature in the model.

Finally, the LT model is not very flexible. This is partially related with the vague definition of the discrete-time step. If we want to model a system with both simple and complex contagion, we need to define two types of time steps. One type of time step is for the deterministic infection in the LT model and the other for the probabilistic infection in the SI model. The conversion between the two types of time step can be an interesting interplay, which, however, lacks a proper definition and brings challenges for theoretical interpretation. Because the node status is updated synchronous at the end
of LT time step, the spreading curve will not be smooth but containing multiple bursts separated by fixed time intervals. We also need to propose a rule to decide which action should occur first when the two types of time step coincides. All these difficulties increase when more dynamics are involved, such as adding a recovery process to have the susceptible\textendash infected\textendash susceptible (SIS) or SIR model in the system. Therefore, it is challenging to apply the traditional LT model for complex spreading process.

B. A generalized linear threshold model and its stochastic simulation

To cope with the issues mentioned, we consider a simple variation of the original LT model and generalize it to continuous-time stochastic process. In the generalized linear threshold (GLT) model, a node $i$ has a certain rate to transfer from state 0 to state 1, which is given by

$$
\beta_i(\phi_i) = \begin{cases} 
0 & \text{if } \phi_i < \phi_i^* \\
k_i & \text{if } \phi_i \geq \phi_i^*.
\end{cases}
$$

(2)

Eq. [2] is similar to Eq. [1], both capturing a threshold dynamic. When $\phi_i$ is below the threshold, the transition (or infection) cannot occur. When $\phi_i$ is above the threshold, the transition will occur in certain. The extra information given by Eq. [2] is the rate $k_i$, which controls the speed of the transition and to what extent node $i$ would be infected ahead of other nodes. By assigning different $k_i$ value to different nodes, the individual differences on the transition are well characterized.

To efficiently simulate the GLT model, we apply the Gillespie algorithm. It is an efficient simulation method for the stochastic process and was heavily used to investigate the interactions of molecules in chemical systems or the cellular growth and division in biological systems. It can also be used to simulate the epidemic spreading such as SI and SIR model. Indeed, though it is not explicitly specified, when we use a rate $k$ to quantify a dynamic process, we imply that it is a Poisson process with a rate $k$. The inter-event time or waiting time $\tau$ is random and follows an exponential distribution with a rate $k$. This property can be generalized to cases when multiple Poisson processes coexist. Assume that there are $N$ nodes in the network, each has a transition rate $\beta_i$. The inter-event time $\tau$ for the occurrence of next transition follows an exponential distribution with rate $\tilde{\beta} = \sum_{i=1}^{N} \beta_i$. In practice, $\tau$ can be efficiently calculated from a random number $r$ uniformed picked from the interval $(0,1)$ as

$$
\tau = -\frac{\ln r}{\tilde{\beta}}.
$$

(3)

The probability that the transition takes place on node $j$ linearly depends on its transition rate as

$$
p = \frac{\beta_j}{\tilde{\beta}}.
$$

(4)

Algorithm 1 The generalized linear threshold model based on the Gillespie algorithm

**Input:** Network $G$, infection rate $\beta$, threshold $\phi^*$, initial seeds $\rho$

**Output:** Time series list $T$, susceptible number list $S$, infected number list $I$

1. function GLT($G$, $\beta$, $\phi^*$, $\rho$)
2. $T, S, I \leftarrow [0], |G| - |\rho|, |\rho|$ where the $|G|$ is the number of nodes
3. $\text{nodes} \leftarrow \text{nodes in the } G$
4. $\text{infected_nodes} \leftarrow \text{random.sample(nodes, } \rho)$
5. $\text{risk_nodes} \leftarrow \text{the susceptible neighbors of the infected_nodes}$
6. $\text{susceptible_nodes} \leftarrow []$
7. for $u$ in nodes do
8. $\text{infected_rate}[u] \leftarrow \beta$
9. end for
10. $\tau \leftarrow 0$
11. for $n$ in risk_nodes do
12. $\text{num}[n] \leftarrow$ the number of infected neighbors of $n$
13. $\text{degree}[n] \leftarrow$ the number of neighbors of $n$
14. if $\frac{\text{num}[n]}{\text{degree}[n]} \geq \phi^*$ then
15. add $n$ into susceptible_nodes
16. remove $n$ from risk_nodes
17. end if
18. end for
19. total_rate $\leftarrow \sum_{n \in \text{susceptible_nodes}} \text{infected_rate}[n]$
20. while total_rate $> 0$ do
21. $n = \text{random.choice(susceptible_nodes)}$
22. remove $n$ from susceptible_nodes
23. add $n$ into infected_nodes
24. $\tau \leftarrow \tau - \text{ln (random.uniform(0.0, 1.0))}$
25. Update $T, S, I$ total_rate
26. susceptible_neighbors $\leftarrow$ the susceptible neighbors of the $n$
27. for $u$ in susceptible_neighbors do
28. if $u$ not in susceptible_nodes then
29. risk_nodes $\leftarrow u$
30. end if
31. end for
32. for $n$ in risk_nodes do
33. $\text{num}[n] \leftarrow$ the number of infected neighbors of $n$
34. $\text{degree}[n] \leftarrow$ the number of neighbors of $n$
35. if $\frac{\text{num}[n]}{\text{degree}[n]} \geq \phi^*$ then
36. add $n$ into susceptible_nodes
37. remove $n$ from risk_nodes
38. end if
39. end for
40. total_rate $\leftarrow \sum_{n \in \text{susceptible_nodes}} \text{infected_rate}[n]$
41. end while
42. return $T, S, I$
43. end function

The Gillespie algorithm takes this property of the stochastic process. At each simulation step, it decides, in a random manner, which event would occur and when it would occur. The procedure can be summarized as follows:

1. At the time $t$, find all events that may occur (with a positive rate) and get the sum of the rate $\tilde{\beta}$.
2. Generate a random variable $\tau$ from an exponential distri-
function with rate \( \hat{\beta} \).
3. Randomly draw an event according to the probability of \( p \) in Eq. (4).
4. Update the system according to the event drawn. Update the time from \( t \) to \( t + \tau \).
5. Repeat from step 1.

To illustrate the simulation of the GLT model, we provide the pseudocode in Algorithm 1. At each simulation step, we need to determine which action would occur from the rates of all actions. When the \( k_i \) is the same for all nodes, or there are only a few choice of \( k_i \) values, we can do a random selection of actions to simplify this process, which takes only \( O(1) \) complexity. In comparison with the Monte Carlo version of the LT model with complexity \( O(N^2) \), the Gillespie algorithm significantly reduces the computation cost. When all nodes have different \( k_i \) values, the Monte Carlo version of the LT model would fail because it assumes that all nodes are picked to update the states with equal probability. The Gillespie algorithm can handle this situation by deciding the process that happens according the rate \( k_i \). The selection is a typical fitness proportionate selection, also known as roulette-wheel selection. The complexity is usually \( O(N) \) because we need to calculate \( \hat{\beta}_i / \hat{\beta} \) for every node at each simulation step. However, using a recently proposed optimization, the complexity can be reduced to \( O(1) \) type. Taken together with the \( N \) nodes in the system, the complexity to simulate the whole evolution is roughly \( O(N) \).

C. The application of the GLT model

To show features of the GLT model, we compare its time evolution with that of the LT model. Because the transition rate \( k_i \) can be any value, we have to first adjust the continuous rate and the discrete-time step to make the continuous-time and discrete-time model comparable. Unlike SI model where the relationship among the rate, the infection probability and the discrete-time step is known, there is no method yet to handle the parameter conversion in the threshold model. To cope with this issue, we consider re-scaling the spreading time window. We choose average cascade size \( S = 0.98 \) as our reference point and record the time (either discrete-time steps or continuous time) takes from the beginning of the spreading to \( S = 0.98 \) as the time window. The discrete-time steps and the continuous time are then re-scaled such that the spreading time window is the same. We consider \( S = 0.98 \) instead of \( S = 1 \) to avoid possible tails in the infection of the last node. To test the validity of our approach, we first apply it to SI model. After re-scaling the time window, the continuous-time and discrete-time spreading curve overlap each other (Fig. 1(a)), giving rise to the same results by parameter conversion. Hence the approach of time window re-scaling is effective. For the threshold model, we consider its Monte Carlo version as the baseline, where an arbitrary node is picked at random at each time step regardless of its threshold condition. The state of the node is then updated according to Eq. (4). This baseline is compared with the spreading generated by the GLT model and the traditional LT model with synchronous updating rule. The dynamics by the GLT model matches with the baseline, but the dynamics of the LT model is different, where the infected size grows slower than both the GLT model and the baseline (Fig. 1(b)). This indicates that the LT model underestimates the speed of spreading, supporting our initial statement of the LT model’s limitations.

The LT model underestimates the spreading dynamics due to its coarse-grained description of the time evolution. The spreading speed is not instantaneously updated according to the number of nodes satisfying the threshold condition. As an example, let us assume there are 10 nodes satisfying the threshold in the LT model. Naturally, these 10 nodes will be infected in the next time step. If we assume one time step corresponds to a continuous time \( T \), the infection of each of the 10 nodes takes \( T/10 \) time on average. In the LT model, if there are 10 nodes satisfying the threshold, the infection rate of the first node will be \( 10 \times k \) (assuming \( k_i = k \) for all nodes). The average waiting time to infect the first node is \( T/10 \) if \( k \) is set as \( k = 1/T \), which is the same as that in the LT model. However, the infection of one node will activate more nodes during the spreading. Therefore, after the infection of this node, there will be more than 10 nodes in the system satisfying the threshold. The rate for the next infection to occur is greater than \( 10 \times k \) and the average waiting time takes less than \( T/10 \) time. As the spreading proceeds, the nodes available for state change accumulates, which presents a higher spreading speed than what LT model suggests.

We also compare the spreading sequence generated by the two models. We fix all other parameters, pick a node, and focus on the rank of the node in the full spreading sequence. Due to the randomness in the spreading, the rank is not the same in every spreading. Hence we measure the distribution of the rank. Note that in the LT model, multiple nodes change the state in a batch. So we randomize the order of infection in the same batch in the LT model. We find that the rank of a node’s infection can be very segregated in the LT model, and can be very random in the GLT model (Fig. 2). Indeed, even when we increase the \( k_i \) of the node selected, giving it a much higher priority to change the state, its rank is still very
FIG. 2: The distribution of the rank of an infected node in spreading sequences on an Erdös-Rényi network with $N = 1000$ nodes and the average degree $\langle k \rangle = 4$. The threshold value is $\phi^* = 0.16$. We fix the node in all models and check when it will be infected. (a) The LT model, (b) the GLT model in which every node has the same infection rate $\beta = 1$, (c) the GLT model in which the node selected has the infection rate $\beta = 10$ and other nodes have infection rate $\beta = 1$. The results are based on $10^4$ runs of simulation. We select 1 node as the initiator and fix it in each run.

FIG. 3: Time evolution of the average cascade size $S$ for among the continuous-time SI model (the blue diamond), the hybrid model (the black square) and the GLT model (the red circle) on the Erdös-Rényi network with $N = 1000$ nodes and the average degree $\langle k \rangle = 4$. (a) The threshold value $\phi^* = 0.25$ and every node has the same infection rate $\beta = 2$ in the GLT and hybrid model. (b) The threshold value $\phi^* = 0.16$ and every node has the same infection rate $\beta = 4$. The fraction of nodes that follow the GLT model and the SI model is 1:1 in the hybrid model. We select 1 node as the initiator and fix it in each run. The curve is based on $10^3$ runs of simulation.

randomly distributed (Fig. 2(c)). Therefore, when using the LT model to generate synthetic spreading data, we may underestimate the complexity of spreading brought by the inherent randomness.

Finally, because the GLT model is based on the continuous-time stochastic process, it is compatible with other continuous-time stochastic processes. We only need to add more reactions in the queue when multiple processes coexist. As an example, we apply the GLT model as a tool to simulate the hybrid spreading process. There are works in epidemics assuming that the disease infection rate can be different under different conditions.\textsuperscript{[51][52]} Hence there will be two infection rates in the system. This feature is hard to implement in the LT model but can be easily added by the GLT model. Here we consider a more interesting situation. In the threshold spreading, to have a global cascade triggered by a single initiator, the threshold value $\phi^*$ needs to be small ($\phi^* \leq 1/\langle k \rangle$).\textsuperscript{[53][54]} This brings questions on how a social spreading, which is usually believed to be the complex contagion, could occur since the threshold of a real social system may not be that small. One explanation is that there can be multiple initiators.\textsuperscript{[12][33]} Alternatively, we may also assume that both simple and complex contagion are active.\textsuperscript{[53]} Here we analyze co-evolutionary contagion which is a hybrid model combining the SI and GLT model. In the model, we assume that there are two types of nodes, one evolves according to the SI model and the other to the GLT model. The result shows that complex contagion alone can not take place, but the global cascade could occur when simple contagion co-exist (Fig. 2(a)). The simulation result demonstrates the model’s capability in combining other spreading mechanisms.

We further find that the dynamics of the hybrid model always locates between the SI model and the GLT model whatever the infected rate $\beta$ is when the threshold $\phi^*$ is smaller than the $1/\langle k \rangle$ (Fig. 2(b)). This shows that the simple contagion accumulates the critical mass for the complex contagion, which allows other nodes to be infected earlier than when the complex contagion alone takes place. It also implies that the simple and complex contagion may demonstrate identical spreading dynamics under certain parameters.

III. CONCLUSION AND DISCUSSION

To summarize, we propose a GLT model for the continuous-time complex contagion process. It overcomes the limitations of the LT model in studying the system evolution. The GLT model can be efficiently implemented by the Gillespie Algorithm. We find that the traditional LT model tends to underestimate the speed of spreading and the randomness of the spreading sequence, compared with cases when the dynamics are more properly defined. We show that the GLT model can be very efficient to simulate more complicated spreading. Taken together, the GLT model we proposed can be a useful tool to study complex contagion, especially when the time evolution of the spreading is the focus. Our result not only sheds light on a series of important questions that were not emphasized previously, but also brings insight into the modeling process of real spreading data. Previous research shows that real spreading process is usually more complex. There are examples of combining multiple spreading mechanisms.\textsuperscript{[55][56]} More importantly, the recovery process is included in real spreading.\textsuperscript{[57]} This urges us to combine the linear threshold model with SIR model, which is readily doable with the GLT model proposed in this paper. These more sophisticated models together with real spreading data would
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definitely help us understand the underlying patterns in informa-
tion spreading.

Our model also has some shortcomings, the events based
on the spreading dynamics are described as a Poisson ran-
dom process for the GLT model, which may not deal with the
real information spreading well. In the GLT model, whether
a node becomes active depends only on the number of cur-
rent exposures from its neighbors, without memory effects.
The previous records, however, could impact the information
rent exposures from its neighbors, without memory effects.
real information spreading well. In the GLT model, whether
on the spreading dynamics are described as a Poisson ran-
definitely help us understand the underlying patterns in infor-
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