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Abstract

Low interannotator agreement (IAA) is a well-known issue in manual semantic tagging (sense tagging). IAA correlates with the granularity of word senses and they both correlate with the amount of information they give as well as with their reliability. We compare different approaches to semantic tagging in WordNet, FrameNet, PropBank and OntoNotes with a small tagged data sample based on the Corpus Pattern Analysis to present the reliable information gain (RG), a measure used to optimize the semantic granularity of a sense inventory with respect to its reliability indicated by the IAA in the given data set. RG can also be used as feedback for lexicographers, and as a supporting component of automatic semantic classifiers, especially when dealing with a very fine-grained set of semantic categories.

1 Introduction

The term semantic tagging is used in two divergent areas:

1) recognizing objects of semantic importance, such as entities, events and polarity, often tailored to a restricted domain, or

2) relating occurrences of words in a corpus to a lexicon and selecting the most appropriate semantic categories (such as synsets, semantic frames, wordsenses, semantic patterns or framesets).

We are concerned with the second case, which seeks to make lexical semantics tractable for computers. Lexical semantics, as opposed to propositional semantics, focuses the meaning of lexical items. The disciplines that focus lexical semantics are lexicology and lexicography rather than logic. By semantic tagging we mean a process of assigning semantic categories to target words in given contexts. This process can be either manual or automatic.

Traditionally, semantic tagging relies on the tacit assumption that various uses of polysemous words can be sorted into discrete senses; understanding or using an unfamiliar word be then like looking it up in a dictionary. When building a dictionary entry for a given word, the lexicographer sorts a number of its occurrences into discrete senses present (or emerging) in his/her mental lexicon, which is supposed to be shared by all speakers of the same language. The assumed common mental representation of a words meaning should make it easy for other humans to assign random occurrences of the word to one of the pre-defined senses (Fellbaum et al., 1997).

This assumption seems to be falsified by the interannotator agreement (IAA, sometimes ITA) constantly reported much lower in semantic than in morphological or syntactic annotation, as well as by the general divergence of opinion on which value of which IAA measure indicates a reliable annotation. In some projects (e.g. OntoNotes (Hovy et al., 2006)), the percentage of agreements between two annotators is used, but a number of more complex measures are available (for a comprehensive survey see (Artstein and Poesio, 2008)). Consequently, using different measures for IAA makes the reported IAA values incomparable across different projects.

Even skilled lexicographers have trouble selecting one discrete sense for a concordance (Krishnamurthy and Nicholls, 2000), and, more to say, when the tagging performance of lexicographers and ordinary annotators (students) was
compared, the experiment showed that the mental representations of a word’s semantics differ for each group (Fellbaum et al., 1997), and cf. (Jorgensen, 1990). Lexicographers are trained in considering subtle differences among various uses of a word, which ordinary language users do not reflect. Identifying a semantic difference between uses of a word and deciding whether a difference is important enough to constitute a separate sense means presenting a word with a certain degree of semantic granularity. Intuitively, the finer the granularity of a word entry is, the more opportunities for interannotator disagreement there are and the lower IAA can be expected. Brown et al. proved this hypothesis experimentally (Brown et al., 2010). Also, the annotators are less confident in their decisions, when they have many options to choose from (Fellbaum et al. (1998) reported a drop in subjective annotators confidence in words with 8+ senses).

Despite all the known issues in semantic tagging, the major lexical resources (WordNet (Fellbaum, 1998), FrameNet (Ruppenhofer et al., 2010), PropBank (Palmer et al., 2005) and the word-sense part of OntoNotes (Weischedel et al., 2011)) are still maintained and their annotation schemes are adopted for creating new manually annotated data (e.g. MASC, the Manually Annotated Subcorpus (Ide et al., 2008)). More to say, these resources are not only used in WSD and semantic labeling, but also in research directions that in their turn do not rely on the idea of an inventory of discrete senses any more, e.g. in distributional semantics (Erk, 2010) and recognizing textual entailment (e.g. (Zanzotto et al., 2009) and (Aharon et al., 2010)).

It is a remarkable fact that, to the best of our knowledge, there is no measure that would relate granularity, reliability of the annotation (derived from IAA) and the resulting information gain. Therefore it is impossible to say where the optimum for granularity and IAA lies.

2 Approaches to semantic tagging

2.1 Semantic tagging vs. morphological or syntactic analysis

Manual semantic tagging is in many respects similar to morphological tagging and syntactic analysis: human annotators are trained to sort certain elements occurring in a running text according to a reference source. There is, nevertheless, a substantial difference: whereas morphologically or syntactically annotated data exist separately from the reference (tagset, annotation guide, annotation scheme), a semantically tagged resource can be regarded both as a corpus of texts disambiguated according to an attached inventory of semantic categories and as a lexicon with links to example concordances for each semantic category. So, in semantically tagged resources, the data and the reference are intertwined. Such double-faced semantic resources have also been called semantic concordances (Miller et al., 1993a). For instance, one of the earlier versions of WordNet, the largest lexical resource for English, was used in the semantic concordance SemCor (Miller et al., 1993b). More recent lexical resources have been built as semantic concordances from the very beginning (PropBank (Palmer et al., 2005), OntoNotes word senses (Weischedel et al., 2011)).

In morphological or syntactic annotation, the tagset or inventory of constituents are given beforehand and are supposed to hold for all tokens/sentences contained in the corpus. Problematic and theory-dependent issues are few and mostly well-known in advance. Therefore they can be reflected by a few additional conventions in the annotation manual (e.g. where to draw the line between particles and prepositions or between adjectives and verbs in past participles (Santorini, 1990) or where to attach a prepositional phrase following a noun phrase and how to treat specific “financialspeak” structures (Bies et al., 1995)). Even in difficult cases, there are hardly more than two options of interpretation. Data manually annotated for morphology or surface syntax are reliable enough to train syntactic parsers with an accuracy above 80 % (e.g. (Zhang and Clark, 2011; McDonald et al., 2006)).

On the other hand, semantic tagging actually employs a different tagset for each word lemma. Even within the same part of speech, individual words require individual descriptions. Possible similarities among them come into relief ex post rather than that they could be imposed on the lexicographers from the beginning. When assigning senses to concordances, the annotator often has to select among more than two relevant options. These two aspects make achieving good IAA much harder than in morphology and syn-
tax tasks. In addition, while a linguistically educated annotator can have roughly the same idea of parts of speech as the author of the tagset, there is no chance that two humans (not even two professional lexicographers) would create identical entries for e.g. a polysemous verb. Any human evaluation of complete entries would be subjective. The maximum to be achieved is that the entry reflects the corpus data in a reasonable granular way on which annotators still can reach reasonable IAA.

2.2 Major existing semantic resources

The granularity vs. IAA equilibrium is of great concern in creating lexical resources as well as in applications dealing with semantic tasks. When WordNet (Fellbaum, 1998) was created, both IAA and subjective confidence measurements served as an informal feedback to lexicographers (Fellbaum et al., 1998, p. 200). In general, WordNet has been considered a resource too fine-grained for most annotations (and applications). Navigli (2006) developed a method of reducing the granularity of WordNet by mapping the synsets to senses in a more coarse-grained dictionary. A manual, more coarse-grained grouping of WordNet senses has been performed in OntoNotes (Weischedel et al., 2011). The OntoNotes 90% solution (Hovy et al., 2006) actually means such a degree of granularity that enables a 90%-IAA. OntoNotes is a reaction to the traditionally poor IAA in WordNet annotated corpora, caused by the high granularity of senses. The quality of semantic concordances is maintained by numerous iterations between lexicographers and annotators. The categories ‘right’—‘wrong’ have been, for the purpose of the annotated linguistic resource, defined by the IAA score, which is—in OntoNotes—calculated as the percentage of agreements between two annotators.

Two other, somewhat different, lexical resources have to be mentioned to complete the picture: FrameNet (Ruppenhofer et al., 2010) and PropBank (Palmer et al., 2005). While WordNet and OntoNotes pair words and word senses in a way comparable to printed lexicons, FrameNet is primarily an inventory of semantic frames and PropBank focuses the argument structure of verbs and nouns (NomBank (Meyers et al., 2008), a related project capturing the argument structure of nouns, was later integrated in OntoNotes).

In FrameNet corpora, content words are associated to particular semantic frames that they evoke (e.g. charm would relate to the Aesthetics frame) and their collocates in relevant syntactic positions (arguments of verbs, head nouns of adjectives, etc.) would be assigned the corresponding frame-element labels (e.g. in their dazzling charm, their would be The Entity for which a particular gradable Attribute is appropriate and under consideration and dazzling would be Degree). Neither IAA nor granularity seem to be an issue in FrameNet. We have not succeeded in finding a report on IAA in the original FrameNet annotation, except one measurement in progress in the annotation of the Manually Annotated Subcorpus of English (Ide et al., 2008).1

PropBank is a valency (argument structure) lexicon. The current resource lists and labels arguments and obligatory modifiers typical of each (very coarse) word sense (called frameset). Two core criteria for distinguishing among framesets are the semantic roles of the arguments along with the syntactic alternations that the verb can undergo with that particular argument set. To keep low granularity, this lexicon—among other things—does usually not make special framesets for metaphoric uses. The overall IAA measured on verbs was 94% (Palmer et al., 2005).

2.3 Semantic Pattern Recognition

From corpus-based lexicography to semantic patterns

The modern, corpus-based lexicology of 1990s (Sinclair, 1991; Fillmore and Atkins, 1994) has had a great impact on lexicography. There is a general consensus that dictionary definitions need to be supported by corpus examples. Cf. Fellbaum (2001):

“For polysemous words, dictionaries […] do not say enough about the range of possible contexts that differentiate the senses. […] On the other hand, texts or corpora […] are not explicit about the word’s meaning. When we first encounter a new word in a text, we can usually form only a vague idea of its meaning; checking a dictionary will clarify the meaning. But the more contexts we encounter for a word, the harder it is to match them against only one dictionary sense.”

1Checked on the project web www.anc.org/MASC/Home 2011-10-29.
The lexical description in modern English monolingual dictionaries (Sinclair et al., 1987; Rundell, 2002) explicitly emphasizes contextual clues, such as typical collocates and the syntactic surroundings of the given lexical item, rather than relying on very detailed definitions. In other words, the sense definitions are obtained as syntactico-semantic abstractions of manually clustered corpus concordances in the modern corpus-based lexicography: in classical dictionaries as well as in semantic concordances.

Nevertheless, the word senses, even when obtained by a collective mind of lexicographers and annotators, are naturally hard-wired and tailored to the annotated corpus. They may be too fine-grained or too coarse-grained for automatic processing of different corpora (e.g. a restricted-domain corpus). Kilgarriff (1997, p. 115) shows (the handbag example) that there is no reason to expect the same set of word senses to be relevant for different tasks and that the corpus dictates the word senses and therefore ‘word sense’ was not found to be sufficiently well-defined to be a workable basic unit of meaning (p. 116). On the other hand, even non-experts seem to agree reasonably well when judging the similarity of use of a word in different contexts (Rumshisky et al., 2009). Erk et al. (2009) showed promising annotation results with a scheme that allowed the annotators graded judgments of similarity between two words or between a word and its definition.

Verbs are the most challenging part of speech. We see two major causes: vagueness and coercion. We neglect ambiguity, since it has proved to be rare in our experience.

**CPA and PDEV**

Our current work focuses on English verbs. It has been inspired by the manual Corpus Pattern Analysis method (CPA) (Hanks, forthcoming) and its implementation, the Pattern Dictionary of English Verbs (PDEV) (Hanks and Pustejovsky, 2005). PDEV is a semantic concordance built on yet a different principle than FrameNet, WordNet, PropBank or OntoNotes. The manually extracted patterns of frequent and normal verb uses are, roughly speaking, intuitively similar uses of a verb that express—in a syntactically similar form—a similar event in which similar participants (e.g. humans, artifacts, institutions, other events) are involved. Two patterns can be semantically so tightly related that they could appear together under one sense in a traditional dictionary. The patterns are not senses but syntactico-semantically characterized prototypes (see the example verb submit in Table 1). Concordances that match these prototypes well are called norms in Hanks (forthcoming). Concordances that match with a reservation (metaphorical uses, argument mismatch, etc.) are called exploitations. The PDEV corpus annotation indicates the norm-exploitation status for each concordance.

Compared to other semantic concordances, the granularity of PDEV is high and thus discouraging in terms of expected IAA. However, selecting among patterns does not really mean disambiguating a concordance but rather determining to which pattern it is most similar—a task easier for humans than WSD is. This principle seems particularly promising for verbs as words expressing events, which resist the traditional word sense disambiguation the most.

A novel approach to semantic tagging

We present the semantic pattern recognition as a novel approach to semantic tagging, which is different from the traditional word-sense assignment tasks. We adopt the central idea of CPA that words do not have fixed senses but that regular patterns can be identified in the corpus that activate different conversational implicatures from the meaning potential of the given verb. Our method draws on a hard-wired, fine-grained inventory of semantic categories manually extracted from corpus data. This inventory represents the maximum semantic granularity that humans are able to recognize in normal and frequent uses of a verb in a balanced corpus. We thoroughly analyze the interannotator agreement to find out which of the highly semantic categories are useful in the sense of information gain. Our goal is a dynamic optimization of semantic granularity with respect to given data and target application.

Like Passonneau et al. (2010), we are convinced that IAA is specific to each respective word and reflects its inherent semantic properties as well as the specificity of contexts the given word occurs in, even within the same balanced corpus. We accept as a matter of fact that interannotator confusion is inevitable in semantic tagging. However, the amount of uncertainty of the
| No. | Pattern / Implicature |
|-----|----------------------|
| 1   | ([Human | Institution 1] * [Human | Institution 1 = Competitor]) submit ([Plan | Document | Speech Act | Proposition | complaint | demand | request | claim | application | proposal | report | resignation | information | plea | petition | memorandum | budget | amendment | programme | …] *) [Artifact | Artifact | Service | Activity | {design | tender | bid | entry | dance | …}] (((to Human 2 | Institution 2 = authority) * ((to Human 2 | Institution 2 = referee)) * for | approval | discussion | arbitration | inspection | designation | assessment | funding | taxation | …)) [([Human | Institution 1]) presents ([Plan | Document]) to ([Human 2 | Institution 2]) for {approval | discussion | arbitration | inspection | designation | assessment | taxation | …} |
| 2   | [Human | Institution] submit [THAT-CL | QUOTE] [([Human | Institution]) respectfully expresses {that [CLAUSE]} and invites listeners or readers to accept that {that [CLAUSE]} is true} |
| 3   | [Human | Institution] submit (Self) * (to Human 2 | Institution 2) ([Human 1 | Institution]) acknowledges the superior force of [[Human 2 | Institution 2]] and puts [[Self]] in the power of [[Human 2 | Institution 2]] |
| 4   | [Human 1 submit (Self) * ([to Eventuality = Unpleasant] * ([to Rule]) ([Human 1]) accepts [[Rule | Eventuality = Unpleasant]] without complaining |
| 5   | [passive] [Human | Institution] submit [Anything] * ([to Eventuality] [[Human | Institution 1]] exposes [[Anything]] to [[Eventuality]] |

Table 1: Example of patterns defined for the verb submit.

“right” tag differs a lot, and should be quantified. For that purpose we developed the reliable information gain measure presented in Section 3.2.

CPA Verb Validation Sample

The original PDEV had never been tested with respect to IAA. Each entry had been based on concordances annotated solely by the author of that particular entry. The annotation instructions had been transmitted only orally. The data had been evolving along with the method, which implied inconsistencies. We put down an annotation manual (a momentary snapshot of the theory) and trained three annotators accordingly. For practical annotation we use the infrastructure developed at Masaryk University in Brno (Horáček et al., 2008), which was also used for the original PDEV development. After initial IAA experiments with the original PDEV, we decided to select 30 verb entries from PDEV along with the annotated concordances. We made a new semantic concordance sample (Cinková et al., 2012) for the validation of the annotation scheme. We refer to this new collection as VPS-30-En (Verb Pattern Sample, 30 English verbs).

We slightly revised some entries and updated the reference samples (usually 250 concordances per verb). The annotators were given the entries as well as the reference sample annotated by the lexicographer and a test sample of 50 concordances for annotation. We measured IAA, using Fleiss’s kappa, an analyzed the interannotator confusion manually. IAA varied from verb to verb, mostly reaching safely above 0.6. When the IAA was low and the type of confusion indicated a problem in the entry, the entry was revised. Then the lexicographer revised the original reference sample along with the first 50-concordance sample. The annotators got back the revised entry, the newly revised reference sample and an entirely new 50-concordance annotation batch. The final multiple 50-concordance sample went through one more additional procedure, the adjudication: first, the lexicographer compared the three annotations and eliminated evident errors. Then the lexicographer selected one value for each concordance to remain in the resulting one-value-per-concordance gold standard data and recorded it into the gold standard set. The adjudication pro-

---

3Fleiss’s kappa (Fleiss, 1971) is a generalization of Scott’s \( \pi \) statistic (Scott, 1955). In contrast to Cohen’s kappa (Cohen, 1960), Fleiss’s kappa evaluates agreement between multiple raters. However, Fleiss’s kappa is not a generalization of Cohen’s kappa, which is a different, yet related, statistical measure. Sometimes, the terminology about kappas is confusing in the literature. For a detailed explanation refer e.g. to (Artstein and Poesio, 2008).
tocol has been kept for further experiments. All values except the marked errors are regarded as equally acceptable for this type of experiments. In the end, we get for each verb:

- an entry, which is an inventory of semantic categories (patterns)
- 300+ manually annotated concordances (single values)
- out of which 50 are manually annotated and adjudicated concordances (multiple values without evident errors).

3 Tagging confusion analysis

3.1 Formal model of tagging confusion

To formally describe the semantic tagging task, we assume a target word and a (randomly selected) corpus sample of its occurrences. The tagged sample is \( S = \{s_1, \ldots, s_r\} \), where each instance \( s_i \) is an occurrence of the target word with its context, and \( r \) is the sample size.

For multiple annotation we need a set of \( m \) annotators \( A = \{A_1, \ldots, A_m\} \) who choose from a given set of semantic categories represented by a set of \( n \) semantic tags \( T = \{t_1, \ldots, t_n\} \). Generally, if we admitted assigning more tags to one word occurrence, annotators could assign any subset of \( T \) to an instance. In our experiments, however, annotators were allowed to assign just one tag to each tagged instance. Therefore each annotator is described as a function that assigns a single member set to each instance \( A_i(s) = \{t\} \), where \( s \in S \), \( t \in T \). When a pair of annotators tag an instance \( s \), they produce a set of one or two different tags \( \{t, t'\} = A_i(s) \cup A_j(s) \).

Detailed information about interannotator (dis)agreement on a given sample \( S \) is represented by a set of \( \binom{n}{2} \) symmetric matrices \( C_{ij}^{A_kA_l} = |\{s \in S | A_k(s) \cup A_l(s) = \{t_i, t_j\}\}| \), for \( 1 \leq k < l \leq m \), and \( i, j \in \{1, \ldots, n\} \). Note that each of those matrices can be easily computed as \( C_{ij}^{A_kA_l} = C + C^T - I_nC \), where \( C \) is a conventional confusion matrix representing the agreement between annotators \( A_k \) and \( A_l \), and \( I_n \) is a unit matrix.

**Definition: Aggregated Confusion Matrix (ACM)**

\[
C^* = \sum_{1 \leq k < l \leq m} C_{ij}^{A_kA_l}
\]

Properties: ACM is symmetric and for any \( i \neq j \) the number \( C_{ij}^* \) says how many times a pair of annotators disagreed on two tags \( t_i \) and \( t_j \), while \( C_{ii}^* \) is the frequency of agreements on \( t_i \); the sum in the \( i \)-th row \( \sum_j C_{ij}^* \) is the total frequency of assigned sets \( \{t, t'\} \) that contain \( t_i \).

An example of ACM is given in Table 2. The corresponding confusion matrices are shown in Table 3.

|     | 1   | 1.a | 2   | 4   | 5   |
|-----|-----|-----|-----|-----|-----|
| 1   | 85  | 8   | 2   | 0   | 0   |
| 1.a | 8   | 1   | 2   | 0   | 0   |
| 2   | 2   | 2   | 34  | 0   | 0   |
| 4   | 0   | 0   | 0   | 4   | 8   |
| 5   | 0   | 0   | 8   | 6   |     |

Table 2: Aggregated Confusion Matrix.

Our approach to exact tagging confusion analysis is based on probability and information theory. Assigning semantic tags by annotators is viewed as a random process. We define (categorical) random variable \( T_1 \) as the outcome of one annotator; its values are single member sets \( \{t\} \), and we have \( m_r \) observations to compute their probabilities. The probability that an annotator will use \( t_i \) is denoted by \( p_1(t_i) = \Pr(T_1 = \{t_i\}) \) and is practically computed as the relative frequency of \( t_i \) among all \( m_r \) assigned tags. Formally,

\[
p_1(t_i) = \frac{1}{m_r} \sum_{k=1}^{m_r} \sum_{j=1}^{r} |A_k(s_j) \cap \{t_i\}|.
\]

The outcome of two annotators (they both tag the same instance) is described by random variable \( T_2 \); its values are single or double member sets \( \{t, t'\} \), and we have \( \binom{m_r}{2} \) observations to compute their probabilities. In contrast to \( p_1 \), the probability that \( t_i \) will be used by a pair of annotators is denoted by \( p_2(t_i) = \Pr(T_2 \supseteq \{t_i\}) \), and is computed as the relative frequency of assigned sets \( \{t, t'\} \) containing \( t_i \) among all \( \binom{m_r}{2} \) observations:

\[
p_2(t_i) = \frac{1}{\binom{m_r}{2}} \sum_{k} C_{ik}^*.
\]

We also need the conditional probability that an annotator will use \( t_i \) given that another annotator has used \( t_j \). For convenience, we use the notation \( p_2(t_i \mid t_j) = \Pr(T_2 \supseteq \{t_i\} \mid T_2 \supseteq \{t_j\}) \).
Table 3: Example of all confusion matrices for the target word submit and three annotators.

|       | A1 vs. A2 |       | A1 vs. A3 |       | A2 vs. A3 |
|-------|-----------|-------|-----------|-------|-----------|
|       | 1 29 1 1 0 0 |       | 1 29 2 0 0 0 |       | 1 27 2 0 0 0 |
| 1.a   | 0 1 0 0 0 0 | 1.a   | 1 0 0 0 0 0 | 1.a   | 2 0 1 0 0 0 |
| 2 0 1 11 0 0 |       | 2 0 0 12 0 0 |       | 2 1 0 11 0 0 |
| 4 0 0 0 2 0 |       | 4 0 0 0 1 1 |       | 4 0 0 0 1 4 |
| 5 0 0 0 3 1 |       | 5 0 0 0 0 4 |       | 5 0 0 0 0 1 |

Obviously, it can be computed as

\[
p_2(t_i \mid t_j) = \frac{\Pr(T_2 = \{t_i, t_j\})}{\Pr(T_2 \supseteq \{t_j\})} = \frac{C^*_t}{\binom{m}{2} r \cdot p_2(t_j)} = \frac{C^*_t}{\sum_k C^*_{jk}}.
\]

**Definition: Confusion Probability Matrix (CPM)**

\[C^*_t = p_2(t_i \mid t_j) = \frac{C^*_t}{\sum_k C^*_{jk}}.\]

Properties: The sum in any row is 1. The \(j\)-th row of CPM contains probabilities of assigning \(t_i\) given that another annotator has chosen \(t_j\) for the same instance. Thus, the \(j\)-th row of CPM describes expected tagging confusion related to the tag \(t_j\).

An example is given in Table 3 (all confusion matrices for three annotators), in Table 2 (the corresponding ACM), and in Table 4 (the corresponding CPM).

|       | 1 0.895 0.084 0.021 0.000 0.000 |       | 1 0.895 0.084 0.021 0.000 0.000 |       | 1 0.895 0.084 0.021 0.000 0.000 |
|-------|-------------------------------|-------|-------------------------------|-------|-------------------------------|
| 1.a   | 0.727 0.091 0.182 0.000 0.000 | 1.a   | 0.727 0.091 0.182 0.000 0.000 | 1.a   | 0.727 0.091 0.182 0.000 0.000 |
| 2 0.053 0.053 0.895 0.000 0.000 |       | 2 0.053 0.053 0.895 0.000 0.000 |       | 2 0.053 0.053 0.895 0.000 0.000 |
| 4 0.000 0.000 0.000 0.333 0.667 |       | 4 0.000 0.000 0.000 0.333 0.667 |       | 4 0.000 0.000 0.000 0.333 0.667 |
| 5 0.000 0.000 0.000 0.000 0.571 0.429 |       | 5 0.000 0.000 0.000 0.000 0.571 0.429 |       | 5 0.000 0.000 0.000 0.000 0.571 0.429 |

Table 4: Example of Confusion Probability Matrix.

### 3.2 Semantic granularity optimization

Now, having a detailed analysis of expected tagging confusion described in CPM, we are able to compare usefulness of different semantic tags using a measure of the information content associated with them (in the information theory sense). Traditionally, the amount of self-information contained in a tag (as a probabilistic event) depends only on the probability of that tag, and would be defined as \(I(t_j) = -\log p_1(t_j)\). However, intuitively one can say that a good measure of usefulness of a particular tag should also take into consideration the expected tagging confusion related to the tag. Therefore, to exactly measure usefulness of the tag \(t_j\) we propose to compare and measure similarity of the distribution \(p_1(t_i)\) and the distribution \(p_2(t_i \mid t_j)\), \(i = 1, \ldots, n\). How much information do we gain when an annotator assigns the tag \(t_j\) to an instance? When the tag \(t_j\) has once been assigned to an instance by an annotator, one would naturally expect that another annotator will probably tend to assign the same tag \(t_j\) to the same instance. Formally, things make good sense if \(p_2(t_j \mid t_j) > p_1(t_j)\) and if \(p_2(t_i \mid t_j) < p_1(t_i)\) for any \(i\) different from \(j\). If \(p_2(t_j \mid t_j) = 100\%\), then there is full consensus about assigning \(t_j\) among annotators; then and only then the measure of usefulness of the tag \(t_j\) should be maximal and should have the value of \(-\log p_1(t_j)\). Otherwise, the value of usefulness should be smaller. This is our motivation to define a quantity of reliable information gain obtained from semantic tags as follows:

**Definition: Reliable Gain (RG) from the tag \(t_j\)**

\[RG(t_j) = \sum_k (-1)^{\delta_{k,j}} p_2(t_k \mid t_j) \log \frac{p_2(t_k \mid t_j)}{p_1(t_k)}.\]

Properties: RG is similar to the well known Kullback-Leibler divergence (or information gain). If \(p_2(t_i \mid t_j) = p_1(t_i)\) for all \(i = 1, \ldots, n\), then \(RG(t_j) = 0\). If \(p_2(t_i \mid t_j) = 100\%\), then and only then \(RG(t_j) = -\log p_1(t_j)\), which is the maximum. If \(p_2(t_i \mid t_j) < p_1(t_i)\) for all \(i\) different from \(j\), the greater difference in probabilities, the bigger (and positive) \(RG(t_j)\). And vice versa, the inequality \(p_2(t_i \mid t_j) > p_1(t_i)\) for all \(i\) different from \(j\) implies a negative value of \(RG(t_j)\).
Definition: Average Reliable Gain (ARG) from the tagset \( \{ t_1, \ldots, t_n \} \) is computed as an expected value of \( RG(t_j) \):

\[
ARG = \sum_j p_1(t_j)RG(t_j)
\]

Properties: ARG has its maximum value if the CPM is a unit matrix, which is the case of the absolute agreement among all annotators. Then ARG has the value of the entropy of the \( p_1 \) distribution: \( ARG_{\text{max}} = H(p_1(t_1), \ldots, p_1(t_n)) \).

Merging tags with poor RG

The main motivation for developing the ARG value was the optimization of the tagset granularity. We use a semi-greedy algorithm that searches for an “optimal” tagset. The optimization process starts with the fine-grained list of CPA semantic categories and then the algorithm merges some tags in order to maximize the ARG value. An example is given in Table 5. Tables 6 and 7 show the ACM and the CPM after merging. The examples relate to the verb submit already shown in Tables 1, 2, 3 and 4.

| Original tagset | Optimal merge |
|-----------------|--------------|
| Tag | \( f \) | \( RG \) | Tag | \( f \) | \( RG \) |
| 1   | 90 | +0.300 | 1 + 1.a | 96 | +0.425 |
| 1.a | 6 | -0.001 | 2 | 36 | +0.447 |
| 2   | 8 | -0.071 | 4 + 5 | 18 | +0.367 |
| 4   | 10 | -0.054 |

Table 5: Frequency and Reliable Gain of tags.

| Verb | \( \alpha = 1 \) | \( \alpha = 0.5 \) | \( \alpha = 0 \) |
|------|-----------------|-----------------|-----------------|
| halt | 1.048 | 2.090 | 4.090 |
| submit | 2.083 | 1.090 | 2.084 |
| ally | 3.082 | 3.089 | 5.076 |
| cry | 0.794 | 0.880 | 2.820 |
| arrive | 5.074 | 5.085 | 3.081 |
| plough | 0.700 | 0.810 | 6.072 |
| deny | 0.627 | 0.747 | 7.066 |
| cool | 0.580 | 0.690 | 8.053 |
| yield | 0.559 | 0.670 | 9.052 |

Table 8: Evaluation with different \( \alpha \) values.

Table 8 gives an illustration of the fact that using different \( \alpha \) values one can get different re-

3.3 Classifier evaluation with respect to expected tagging confusion

An automatic classifier is considered to be a function \( c \) that—the same way as annotators—assigns tags to instances \( s \in S \), so that \( c(s) = \{ t_i \}, t \in T \). The traditional way to evaluate the accuracy of an automatic classifier means to compare its output with the correct semantic tags on a Gold Standard (GS) dataset. Within our formal framework, we can imagine that we have a “gold” annotator \( A_g \), so that the GS dataset is represented by \( A_g(s_1), \ldots, A_g(s_r) \). Then the classic accuracy score can be computed as \( \frac{1}{r} \sum_{i=1}^{r} |A_g(s_i) \cap c(s_i)| \). However, that approach does not take into consideration the fact that some semantic tags are quite confusing even for human annotators. In our opinion, automatic classifier should not be penalized for mistakes that would be made even by humans. So we propose a more complex evaluation score using the knowledge of the expected tagging confusion stored in CPM.

Definition: Classifier evaluation Score with respect to tagging confusion is defined as the proportion \( Score(c) = S(c)/S_{\text{max}} \), where

\[
S(c) = \alpha \sum_{i=1}^{r} |A_g(s_i) \cap c(s_i)| + \\
+ \frac{1 - \alpha}{r} \sum_{i=1}^{r} p_2(c(s_i) | A_g(s_i))
\]

\[
S_{\text{max}} = \alpha + \frac{1 - \alpha}{r} \sum_{i=1}^{r} p_2(A_g(s_i) | A_g(s_i)).
\]
results when comparing tagging accuracy for different words (a classifier based on bag-of-words approach was used). The same holds true for comparison of different classifiers.

3.4 Related work

In their extensive survey article Artstein and Poesio (2008) state that word sense tagging is one of the hardest annotation tasks. They assume that making distinctions between semantic categories must rely on a dictionary. The problem is that annotators often cannot consistently make the fine-grained distinctions proposed by trained lexicographers, which is particularly serious for verbs, because verbs generally tend to be polysemous rather than homonymous.

A few approaches have been suggested in the literature that address the problem of the fine-grained semantic distinctions by (automatic) measuring sense distinguishability. Diab (2004) computes sense perplexity using the entropy function as a characteristic of training data. She also compares the sense distributions to obtain sense distributional correlation, which can serve as a “very good direct indicator of performance ratio”, especially together with sense context confusability (another indicator observed in the training data). Resnik and Yarowsky (1999) introduced the communicative/semantic distance between the predicted sense and the “correct” sense. Then they use it for evaluation metric that provides partial credit for incorrectly classified instances. Cohn (2003) introduces the concept of (non-uniform) misclassification costs. He makes use of the communicative/semantic distance and proposes a metric for evaluating word sense disambiguation performance using the Receiver Operating Characteristics curve that takes the misclassification costs into account. Bruce and Wiebe (1998) analyze the agreement among human judges for the purpose of formulating a refined and more reliable set of sense tags. Their method is based on statistical analysis of inter-annotator confusion matrices. An extended study is given in (Bruce and Wiebe, 1999).

4 Conclusion

The usefulness of a semantic resource depends on two aspects:

- reliability of the annotation
- information gain from the annotation.

In practice, each semantic resource emphasizes one aspect: OntoNotes, e.g., guarantees reliability, whereas the WordNet-annotated corpora seek to convey as much semantic nuance as possible. To the best of our knowledge, there has been no exact measure for the optimization, and the usefulness of a given resource can only be assessed when it is finished and used in applications. We propose the reliable information gain, a measure based on information theory and on the analysis of inter-annotator confusion matrices for each word entry, that can be continually applied during the creation of a semantic resource, and that provides automatic feedback about the granularity of the used tagset. Moreover, the computed information about the amount of expected tagging confusion is also used in evaluation of automatic classifiers.
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