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Abstract—Live migration of services is a prerequisite for various use cases that must be fulfilled for the realization of Industry 4.0. In addition, many different types of services need to provide mobility and consequently need to be migrated live. These can be offloaded algorithms from mobile devices, such as unmanned vehicles or robots, security services, communication services or classic control tasks. In particular, the latter place very high demands on determinism and latency. Here, it is of utmost importance that the downtime of the service is as low as possible. Since existing live migration approaches try to optimize multiple metrics such as downtime, migration time as well as energy consumption, which are equally relevant in the IT domain, it is not possible to use any of these approaches without adoptions.

Therefore, a novel concept is proposed that builds on top of both existing migration approaches as well as virtualization technologies and aims primarily at minimizing service downtime. Furthermore, the concept is evaluated using a test environment. The results show that a sub-millisecond downtime can be achieved with the proposed concept. Moreover, the total migration time is in the range of several hundred milliseconds for the highest performance setting and two seconds for a non-invasive approach.

Index Terms—Live migration, Redeployment, container, control services, real-time, industrial automation, IT-OT convergence, mobility, flexibility

I. INTRODUCTION

Digitalization enables opportunities and benefits for a broad range of applications and use cases [1], [2]. Furthermore, in manufacturing and process industries the Industry 4.0 vision was introduced [3]. It describes scenarios and goals for highly digitized future factories. These goals are a shortened "time to market", increased resource efficiency, and customization of products [3]. Looking deeper into the individual use cases, each of them requires a very high flexibility of the factory modules. In order to increase the flexibility new, predominantly wireless, communication standards such as 5th Generation (5G) [4] and 6th Generation Wireless Communication Systems (6G) [5] as well as powerful data processing tools are investigated.

Moreover, so-called Automated Guided Vehicles (AGVs) will increasingly move through industrial plants. Here, the offloading of algorithms and the interaction between different AGVs or AGV and factory modules require an increased networking between these devices. Very often, also stringent demands on Quality of Service (QoS), such as latency, are required. Thus, the offloaded data has to be processed at servers close to the devices, so-called edge servers, instead of transferring it through the whole Information Technology (IT) backbone to central data servers. This results in more and more distributed and networked systems.

Hence, distributed systems will play a decisive role in the future, where it can often make sense to migrate the associated processes from one to another processing node. If the productivity should not be reduced, this should be done "live" that means without interruption of the normal operation of the plant. In this way, highly flexible, resilient, and low-latency applications can be realized. How this can ideally work without affecting its underlying functionality is to be investigated, with a focus on industrial control processes.

Accordingly, the following contributions can be found in this paper:

- Analysis and assessment of existing live migration approaches for application in industrial applications
- Introduction of a novel downtime optimized live migration concept especially dedicated to fulfill industrial requirements

Therefore, the paper is structured as follows: Sec. II lists different situations where live migration is required, while Sec. III introduces metrics that are related to live migration in industrial environments. Further, a short description of existing live migration concepts and related work on this topic can be found in Sec. IV and Sec. V respectively. Then, our improved concept is proposed (Sec. VI) and evaluated (Sec. VII). Finally, a conclusion is given (see Sec. VIII).

II. MIGRATION GOALS

Here it can be useful to transfer a process to another compute node for various reasons. Therefore, Tab. I lists the most important use cases and the corresponding goals that are relevant for industrial applications.

The first use case that is well-known in IT data centres, is the migration of a process for energy savings and cost efficiency.
As the load on the different servers could change, it can be beneficial to orchestrate the processes in this way that, for example, one of the servers could be spared. Therefore, both energy and money could be saved.

Next, it is possible that hardware has to be changed or replaced. Typically, this is done during a specific maintenance phase, however, replacement of hardware components could also be required during operational phase. This is especially true, if parts break that do not directly cause a failure of the process but are related to it. Then, the process should be migrated to a different hardware node and the hardware can be replaced.

Further, preventing a failure of the process is a reason why a migration should be performed. If any error occurs, such as QoS degradation or as security measure for compromised systems, a reallocation of one or more processes can also be required. The same counts for mobile devices, such as AGVs. If, for example, such modules move between different production halls with different IT infrastructures, it is necessary to migrate the associated processes to a different computation node. In this way, optimal QoS, such as minimal latency, can always be achieved. Last, live migration enables not only the redeployment of processes but also reconfiguration and rolling updates. If massive flexible production should be realized, with lot size one as most extreme example, this use case is of very high interest. However, live migration concepts are only part of seamless program updates, since also convergence criteria have to be investigated in detail.

### III. Metrics

In this section, most important metrics are to be defined. Here, the focus lies on services that are suitable for industrial environments. Further, effects on the process or application itself as well as on the executing infrastructure must be taken into account. Since §6 already describes most important metrics, they are also the basis for this work.

#### A. Process Downtime

The process downtime $T_D$ is the most important property for the process itself, especially for real-time (RT) applications. Here, the sum of the inactive time intervals of the process during the migration must be considered, since even many short interruptions can have serious effects on the QoS. Even more important, is the longest continuous interval of inactivity. This determines whether, for example, a real-time criterion can be met. For scheduled processes that are required for isochronous control tasks having a fixed sampling time, the triggering of the migration immediately after a CPU processing phase must also be taken into account.

#### B. Migration time

The migration time $T_M$ also plays an essential role. The longer the migration time, the more computation and communication resources are used and blocked for other processes. In addition, this metric is the main indicator for the maximum flexibility that could be reached. A process could not migrated more often than this value. This is important, if a mobile device, such as a drone, is changing factory halls in very short intervals.

#### C. Transmitted data volume

The transmitted data volume $D$ is specified as the amount of data that has to be transferred during the whole migration phase. This value might be less important for one small data set and empty networks, however, network capacity in industrial environments is limited. In most of the cases, a real industrial network is heavily loaded. The more processes have to be migrated in parallel, the more important this parameter becomes.

#### D. Resource load

In addition to communication system, the resource load $L$ of the host systems must also be considered. Furthermore, an increase of this value also increases the overall energy consumption. Especially in the area of edge and fog computing, where the computational resources are higher compared to field level, but still limited, the relationship between costs and benefits of virtualisation and live migration of processes plays a decisive role.

### IV. Existing Live Migration Approaches

This section presents the current state of the art in terms of live migration, which is mostly applied in the IT environment nowadays. Here, the Checkpoint/Restore (C/R) method is widely used. As the name indicates, the process is frozen and its status on the disk is checkpointed. Next, the data is transferred to

| Migration use cases | Migration goals | Sources |
|---------------------|----------------|---------|
| Efficiency, energy consumption | Reduced communication power, reduced computation power | [6], [7] |
| Interruption-free hardware replacement | Change of hardware, planned maintenance cycles, hardware upgrading | [6], [8] |
| Availability, resilience, self-healing | Reaction to decreased QoS, reaction to decreased security level | [9], [10] |
| Mobility support | Mobility of moving unmanned vehicles, movement of persons with mobile devices | [7], [9], [11] |
| (Seamless) reconfiguration and program updates | Lot size one, increase of product quality, reaction to decreased security level | [8]–[10], [12] |
(a) C/R migration with inter-copy memory transfer.

(b) C/R migration with pre-copy memory transfer.

(c) C/R migration with post-copy memory transfer.

(d) PPM procedure including handover mechanism.

Fig. 1. Overview of the most common live migration approaches that are mostly used in IT environments until now [11].

A. Inter-copy C/R

The classical (inter-copy) C/R procedure, which is shown in Fig. 1a, consists of the following steps. Firstly, the process is stopped and all data in the memory is completely transferred from one system to another. Then, the process is resumed on the target system. Accordingly, for this procedure, it can be assumed that $T_M = T_D$.

B. Pre-copy C/R

Fig. 1b shows the pre-copy tactic that aims at reduced process downtime. To achieve this goal, as much data as possible is transferred to the target system, before the process is frozen. Here, primarily data that is not expected to be needed in the coming process iterations is selected. Then the process is shut down on the source system, the remaining data is transferred, and the process is restarted on the target system.

C. Post-copy C/R

With the post-copy tactic on the other side, which is depicted in Fig. 1c, the process is directly frozen at the beginning of the migration process, comparable to inter-copy C/R. Afterwards, however, only the parts of the memory that are important for the next process iterations are transferred. The remaining parts of the memory are then transferred after the process has already restarted on the target system [13]. This approach aims at a shorter migration time, but has a higher process downtime compared to pre-copy tactic. Both strategies are part of intensive research [14]–[16]. The post-copy strategies in particular increase the risk of a complete process failure if missing data cannot be transferred in time afterwards. The pre-copy strategy brings few advantages in terms of downtime if large parts of the data change in just a few process steps. Both methods require additional precise prediction of future steps.

D. Hybrid C/R

Hybrid C/R is a combination of pre- and post-copy tactics. Here, most likely required memory pages are transferred to the target system before the process is stopped and transferred. Then the process is already resumed on the target system before the remaining memory pages are transferred. This approach is a good choice if both migration time and process downtime should be minimized, since the process downtime is only slightly higher compared to pre-copy and the migration time is only slightly higher compared to post-copy tactic, and vice versa. with all the aforementioned approaches, however, the process downtime is still too high for industrial services, where mostly only outages of $<1$ms are acceptable.

E. Parallel Process Migration (PPM)

Therefore, latest approaches go one step further and use the parallel migration methodology [17], [18] that is also referred to as PPM [11]. In previous approaches, only one instance of the process was active at a time. Thus, Fig. 1d describes the idea that the process is already running on the target system while both processes are supplied with the same data. When a
migration is triggered, only a very small part of the memory has to be transferred to the target system. This results in significantly decreased process downtime \([17], [18]\). Nevertheless, there are several key challenges to ensure a smooth handover, such as time and state synchronization, while also ensuring that all instances of the processes running in parallel are always supplied with the same data at the same time.

\(F.\) Analysis

Each of the proposed live migration approaches has its benefits in one category and corresponding drawback in another. Thus, Tab. II maps the aforementioned metrics to each of the approaches.

First, inter-copy C/R is most simple and requires only a small time for the whole migration process, since the process is immediately stopped, migrated, and resumed. As a result of this, inter-copy C/R is the most efficient method. However, the fact that the process downtime is equally high as the migration time, makes this approach not applicable for industrial control processes. Since the pre-copy approach already transfers process states to the migration destination before the process is checkpointed, the process downtime is decreased. This leads to a longer overall migration time, a higher data volume that is transmitted, and a higher load on source and destination system. In contrast, the post-copy method copies the process states in the end of the migration procedure. This approach is especially suitable if the migration time should be minimized, but inter-copy approach cannot be used due to the very high downtime. We believe that there are certain use cases, where this method is a good tradeoff, even if the process downtime is still too high for industrial control processes. Hybrid C/R combines both aforementioned approaches, but the advantages of this approach become only visible if the processes and corresponding sizes exceed certain limits. As there is a trend to use a lot of microservices instead of huge monolithic processes, this approach is not beneficial compared to either pre-copy or post-copy tactic if only small processes should be migrated. Moreover, it is not always trivial to determine which parts of the memory are urgently needed and which are not. As already mentioned, a reduced process downtime is the major goal of PPM approach. Even if all other metrics are worse compared to all other approaches this is most suitable for the live migration of industrial control services. Thus, this approach serves as basis for several investigations \([7], [9]\).

\(V.\) Related Work

Live migration is already investigated for nearly two decades \([19]\). The authors in \([20]\), for example, prove that pre-copy tactic leads to a reduced process downtime compared to inter-copy C/R. Moreover, the benefit is even high enough that the process downtime of migrating an Virtual Machine (VM) with pre-copy is lower than migrating a container with inter-copy, even though containers have much lower overhead compared to VMs, being part of the research in \([21]-[24]\).

Further, the authors in \([7]\) and \([2]\) focus on live migration of industrial control services. Even if both investigations use PPM for live migration, \([7]\) transfers the complete memory from the source to the target system, while \([9]\) applies a more user-centric approach where only state-variables are transferred that were defined by the user beforehand. This makes the approach super fast, efficient, and platform independent, but requires knowledge of the control process. On the other hand, the approach of \([7]\) does not require insights of the control process itself, but is a major achievement compared to inter-copy, pre-copy, post-copy, and hybrid C/R. The only drawback, however, is that the process is still checkpointed. This means that it is intentionally stopped before the last memory is transmitted to the target system and resumed.

\(VI.\) Novel Concept

In order to further minimize the downtime a novel concept is proposed in this section.

Here, two different hosts are assumed, where one of the hosts is the source (SRC) and the other the destination (DST) of the live migration, as shown in Fig. 2. Additionally, both hosts provide the compute resources \(r_{SRC}\) and \(r_{DST}\). Moreover, a migration controller, a network controller and a set of so-called
control containers run on both of the devices. For the control containers, a resource consumption of $c_1, c_2, ..., c_n$ is assumed.

Further, at least one Cyber-Physical System (CPS) that can be any industrial device, sends data to a control container that is located on $SRC$. The control process itself can be described by a state vector $x(t)$ with $n$ states, denoted by $x_1(t), ..., x_n(t)$ and an output vector $y(t)$ with $k$ outputs denoted by $y_1(t), ..., y_k(t)$, respectively.

The convergence criteria can be described by deviation $\delta_y$ of the output vectors of $SRC$, denoted by $y_{a,1}, ..., y_{a,k}$ and $DST$, denoted by $y_{b,1}, ..., y_{b,k}$. Only if all $\delta_{y,i} = 0$ or near sufficient $\delta_{y,i} \leq \eta_{y,i}$ a handover is initiated:

$$\delta_y (t) = \lim_{t \to \infty} y_a(t) - y_b(t) = \left( \begin{array}{c} y_{a,1}(t) - y_{b,1}(t) \\ y_{a,2}(t) - y_{b,2}(t) \\ \vdots \\ y_{a,k}(t) - y_{b,k}(t) \end{array} \right) = \delta_{y,1}(t) \delta_{y,2}(t) \cdots \delta_{y,k}(t)$$

The live migration process is described in Algorithms 1 & 2.

**Algorithm 1** Migration process Option 1

Require: Migration request, Migration target DST

Ensure: $\sum_{k=0}^{n} c_k + c_{n+1} < r_{DST}$
1. Connection setup b/w SRC and DST
2. Start packet buffer on DST
3. Forward input data packets to DST
4. Start state zero container on DST
5. Forward output data $y$ to DST
6. while $\delta_{y,i} \leq \eta_{y,i}, \forall i$ do
7. Send $x$ to DST
8. while packet buffer $> 0$ do
9. Read next packet
10. end while
11. end while
12. Initiate handover $\triangleright$ Success

**Algorithm 2** Migration process Option 2

Require: Migration request, Migration target DST

Ensure: $\sum_{k=0}^{n} c_k + c_{n+1} < r_{DST}$
1. Connection setup b/w SRC and DST
2. Start packet buffer on DST
3. Forward input data packets to DST
4. Stop redundant control container on SRC
5. Checkpoint stopped control container on SRC
6. Transmit and restart control container on DST
7. Forward output data $y$ to DST
8. while packet buffer $> 0$ do
9. Read next packet
10. end while
11. if $\delta_{y,i} \leq \eta_{y,i}, \forall i$ then
12. Initiate handover $\triangleright$ Success
13. else if $\delta_{y,i} \leq \eta_{y,i}, \forall i$ then
14. Restart migration process $\triangleright$ Error
15. end if

If a live migration from $SRC$ to $DST$ is triggered, it first has to be checked if an additional control container with the compute resources $c_{n+1}$ can be deployed on the target, or if the targets resources $r_{DST}$ are exceeded. If this is ensured, the connection between $SRC$ and $DST$ is established and a packet buffer is started on $DST$ by the migration controller. Further, all incoming packets that are addressed to the specific container on $SRC$ are copied, timestamped, and redirected to $DST$. These packets are cached in the packet buffer.

Next, a control container is started on $SRC$ by its migration controller. Dependant on the requirements of the maximum allowed migration time, two options are possible:

1. Start of a state zero container and transfer of the state map $x(t)$
2. Start of a backup container at the beginning of the control process and C/R to $DST$

While Option 1 has a lower migration time, Option 2 can be applied non-invasive, which means that no process knowledge is required using this option. This is possible, since an identical container is started at the same starting point as the first container and receives all packets that the main control container receives from the beginning. Thus, any C/R approach can be used to migrate this container from $SRC$ to $DST$.

After the two control container instances are running on $SRC$ to $DST$ the output data packets that contain $y$ of $SRC$ are forwarded to $DST$.

Then, for Option 1, the state map $x$ of $SRC$ is forwarded to $DST$. Subsequently both the state map and all data packets from the buffer with a timestamp equal to or greater than that of the state map are loaded and replayed in sequence. Afterwards it is checked if the pre-defined convergence criteria of Eq. 2 are fulfilled.

On the other hand, for Option 2, no state map $x$ is required. Hence, all data packets from the buffer with a timestamp equal to or greater than that of the checkpoint are loaded and replayed in sequence and the convergence criteria are checked. If $\delta_{y,i} \leq \eta_{y,i}, \forall i$ the handover is initiated by the migration controller.

Even if the second option increases the migration time, it can be advantageous to have at least one backup container running in case of any error that can occur. In a realistic scenario, it makes also sense to deploy this backup container on another physical system than the main container. This makes the system more robust against hardware errors and faults in the communication link. If the backup has been proactively deployed to a potential target system for live migration and that system is selected as destination, the process itself does not need to be migrated.

**VII. TESTBED AND EVALUATION**

In this section, our concept is evaluated. Therefore, a testbed consisting of real hardware (Sec. VII-A) as well as an exemplary process (Sec. VII-B) are proposed and the planned measurements are introduced (Sec. VII-C). Afterwards, the measurements are evaluated (Sec. VII-D).

**A. Testbed**

In order to implement our concept in a realistic setup several hardware components are required, which are listed in Tab. III. First, two processing nodes are required that serve as source and target system for the migration process. Here, small sized.
mini PCs were used, because they could easily be integrated in existing industrial plants and serve as potential edge servers. Further, mini PCs are very often used for similar investigations. Thus a good comparability between the results is given. Additionally, both mini PCs are running on similar Linux OS and RT Kernel. The latter is extremely important to achieve the required determinism of RT applications. In order to perform the planned measurements of $T_M$ and $T_D$ for both options of our concept, Docker and Checkpoint/Restore In Userspace (CRIU) have been installed on the hosts. The latter is a software tool, widely used for inter-copy C/R of both container and VMs.

Moreover, both hosts have two Network Interface Cards (NICs). This allows for the physical separation of RT network that is required for the manufacturing process itself and a non RT network for the integration in the factory network that provides management and orchestration interfaces and possibly also internet connection. In this work, the second network interface was used for the connection to a time master that synchronizes the clocks of both hosts, using linuxptp open source software module. Here it was already shown that the synchronization error is $\approx 1\mu s$ [9]. Thus, this error can be neglected. Furthermore, both hosts are connected to each other and the CPS via a commercial off-the-shelf (COTS) network switch. A similar mini PC is used as CPS.

### B. Example Process

That the proposed concept can be tested properly, an exemplary process is specified (see Fig. 3). Thus, a Markov chain is used that consists of the states $s_m$, with $m = 0, ..., 6$ and the transitions $t_{ij}$, where $i$ is the current state, and $j$ is the next state. Further, the state is updated once every 5 milliseconds and the probabilities for the transitions that are possible in the corresponding state are equally distributed. The transition probabilities are depicted in Eq. 2

\[
P = \begin{pmatrix}
0.5 & 0.5 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.3 & 0.3 & 0.3 & 0 & 0 & 0 \\
0 & 0.25 & 0.25 & 0.25 & 0.25 & 0 & 0 \\
0 & 0.3 & 0.3 & 0.3 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.25 & 0.25 & 0.25 & 0.25 \\
0 & 0.3 & 0 & 0 & 0.3 & 0.3 & 0.3 \\
0 & 0.3 & 0 & 0 & 0 & 0.3 & 0.3 \\
\end{pmatrix}
\]

(2)

Looking into Eq. 4 it can be seen that the migration time is the sum of image preparation $T_{image\, prep}$, creation and start of the container including the process to be migrated ($T_{create}, T_{start}$), as well as the process downtime ($T_D$). In order to describe the migration time for Option 2, the time that is consumed by CRIU for applying C/R mechanism of the backup container ($T_{c/r}$) has to be added (see Eq. 5). Furthermore, for the image preparation process there are two basic scenarios considered:

1) The image is already located on $DST$.
2) The image has to be transferred to $DST$.
If the image is already located on DST, it can be assumed that $T_{\text{image}_{\text{prep}}} = 0$ since no data has to be transferred over the network. However, maintaining the images of all services on each possible node would result in a high space consumption on the disks of the nodes as well as to inconsistency if any change to an image is done. Thus, this scenario is only realistic, if the corresponding process was already located on this hardware node. This could be the case, if an AGV, such as a drone, is operating at the boundary of two factory floors, and the process needs to be live migrated at high frequency. On the other hand, in the second scenario, the image has to be transferred to DST. Here, it is assumed that the image is already located at least inside the factory network. This is realistic since the container including the process is already running on SRC and the corresponding image had to be build in advance. Here, two more possibilities are included:

1) The image is located at any data server in the central cloud of the factory.

2) The image is located at SRC.

Since the provision of all images of the processes that are running on one system might not be efficient in terms of space consumption of the disk, it could be beneficial to build and maintain the image only on a centralized data server that is part of the factory cloud. Therefore, the time $T_{\text{pull}}$ for the pull of the image from the factory cloud to the DST is assumed.

If the image is available at SRC, it is beneficial to send the image directly to DST. Here, two widely used protocols for file transfer, namely Secure Copy Protocol (SCP) and Remote Copy Protocol (RCP), are integrated. These protocols offer simple security mechanisms by the requirement of user credentials and encryption. Since this results in an overhead that could significantly increase the migration time, a customized server-client communication for exchanging the image using Transmission Control Protocol (TCP) was also realized.

D. Evaluation

First, the results on the identified process downtime, which are depicted in Fig. 4, are analysed. It can be seen that $T_D$ lies consequently under 1ms. Looking deeper into the data set, it can be concluded that both median and average value of $T_D$ lie in the area of 0.2ms. This means that also use cases can be supported that have very stringent requirements on latency and determinism.

To be clear, use cases that require update times of 0.2ms and below can be live migrated without any visible effects.

Next, Fig. 5 displays the second metric $T_M$. The readings of $T_M$ indicate that it lies consequently below 1s for Option 1 and below 2s for Option 2. This means that a live migration can be performed more than once per second for Option 1 and more than once every 2 seconds for Option 2. Moreover, the biggest fraction for the migration time of Option 2 is the time consumed for applying C/R method. This confirms our effort in developing a novel concept for live migration, since most existing approaches are still using this approach for live migration. Thus, $T_{\text{CRIU}}$ would be a fraction of the process downtime that is 1000 times higher compared to our approach. Even if $T_{\text{CRIU}}$ is only a fraction of $T_M$ in our approach, the migration time without using Option 2 is significantly lower. Thus, if possible, Option 1 should be applied, if a high migration dynamic is required. Further, the overhead of SCP and RCP can be observed that is comparable to a pull of the image located at a central data server. Reasons for this overhead were already mentioned before. Hence, it can be concluded that a customized TCP server-client communication is the preferred method. Using this method, a migration time of 325ms can be reached that is only about 15% higher compared to the scenario, where the image is directly available on the target system. Here, a migration time of ≈270ms can be realized. Thus, live migrations of processes can be performed up to 3-4 times per second, using our optimized approach.

VIII. Conclusion

In this paper, a novel concept for a downtime optimized live migration that is targeted for industrial RT services was investigated. Therefore, the state-of-the-art was introduced and the different approaches based on specified metrics that are most relevant were analysed. Additionally, related work was
proposed and existing challenges were discussed. In order to improve these challenges a novel concept was proposed and evaluated based on a testbed and exemplary process. The results clearly show that live migration using this concept only causes a process downtime in sub-milliseconds range. Hence, the proposed concept is able to fulfill mission-critical use cases that have very high demands on determinism and latency.

Furthermore, the migration time lies consequently below 1 second for the live migration of time invariant state-zero process controllers and below 2 seconds for using C/R on a backup container. This means that a live migration of a mission-critical service can performed at least once per second, or every 2 seconds, respectively. Using a simplified transfer of the image, or the image already available on the target node, the migration time can be further reduced below 300ms. Thus, a live migration can be performed multiple times per second. This allows for highly flexible control services that are prerequisite for realizing Industry 4.0 scenarios.
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