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Abstract
Most of the correlation filter based tracking algorithms can achieve good performance and maintain fast computational speed. However, in some complicated tracking scenes, there is a fatal defect that causes the object to be located inaccurately, which is the trackers excessively dependent on the maximum response value to determine the object location. In order to address this problem, we propose a particle filter redetection based tracking approach for accurate object localization. During the tracking process, the kernelized correlation filter (KCF) based tracker can locate the object by relying on the maximum response value of the response map; when the response map becomes ambiguous, the tracking result becomes unreliable correspondingly. Our redetection model can provide abundant object candidates by particle resampling strategy to detect the object accordingly. Additionally, for the target scale variation problem, we give a new object scale evaluation mechanism, which merely considers the differences between the maximum response values in consecutive frames to determine the scale change of the object target. Extensive experiments on OTB2013 and OTB2015 datasets demonstrate that the proposed tracker performs favorably in relation to the state-of-the-art methods.
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1 Introduction

Visual object tracking is one important topic in computer vision and plays a necessary role in numerous applications, such as video surveillance, automobile navigation, human-computer interfaces, robotics and driverless vehicle. Although substantial progress has been proposed in recent years, achieving higher efficiency with lower computation complexity in visual object tracking is still a tough problem to solve.

Many different methods have been proposed for visual object tracking in succession in recent decades [4, 20, 25, 26, 32, 65]. Filtering technology has made great progress in the field of image processing [10, 15–18, 40]. Considering that particle filters assume non-linearity and non-Gaussianity assumption to estimate problems and have high performance [26], Kabir and Chi-Woo [25] develop an observation model based on the robustness of phase correlation in a particle filter framework for visual object tracking to address occlusion. Li et al. [35] propose a visual object tracking method based on adaptive background modelling to improve the robustness of the particle filter framework. There are also some improved trackers that have more precision and robustness than the traditional particle filter based trackers [45, 56, 60, 66]. To solve the drifting problem in visual object tracking task, Yi et al. [56] propose a new tracker which based on the robust combination of the particle filter and reverses sparse representation (called RC-PFRSR). They adopt a diagonal matrix to obtain each image patch coefficient value of one candidate by sparse representation, which can be adaptively to discriminate the power of each patch by an occlusion prediction scheme. Yu et al. [60] introduce a mean shift algorithm based on the particle filter framework, which can increase the sampling efficiency. Considering the interdependencies among different features, Zhang et al. [66] propose a multi-task correlation particle filter (called MCPF) for robust visual object tracking and the MCPF tracker is intended to exploit and complement the strength of a MCF and a particle filter. Although particle filter based trackers have some advantages, the high computational complexity remains a fatal flaw.

Recently, correlation filter based tracking algorithms have achieved remarkable results [1, 5, 19, 21, 38]. Typically, the design of the correlation filter usually places the peak of the response in the scene as the tracking target, and places the low response position as the background. Although the filter can locate the tracking target effectively, the training process requires a large number of samples, which reduce the tracking speed. By using adaptive training schemes, Bolme et al. [1] propose a minimum output sum of squared error (MOSSE) filter whose tracking results are quite robust and effective. After that, a series of correlation filters based tracker was developed [8, 31, 34, 36]. Henriques et al. [22] proposed a CSK tracker that can provide good performance and high calculation speed. Danelljan et al. [6] improved the CSK methods by using the color attributes. The KCF [23] tracker improves the efficiency of the CSK tracker by using HOG features and the kernel method. For scale evaluation of object, the DSST [5] tracker uses HOG feature to learn an adaptive multi-scale correlation filter. To achieve robust and efficient tracking performance, Li et al. [34] propose a multi-view correlation tracker which can effectively combine the advantages of different perspectives. Although these correlation filters based trackers have achieved some pretty better performances in visual object tracking, all of them have the limitation of being excessively dependent on the maximum response value. When the response map becomes unreliable, the maximum response value becomes smaller. Under these circumstances, the object is determined by the response map may drift or become lost, so an
efficient redetection mechanism is very important in the tracking algorithm [3, 27, 30, 47, 49, 57, 58].

Motivated by the particle filter resampling strategy can bring abundant object candidates but with high computational complexity, and the correlation filter can use fast Fourier transform to improve computing efficiency but excessively dependent on the maximum response value. We develop an effective particle filter redetection model in correlation filter framework for visual object tracking. In each frame after initialization, an image patch of a previously estimated position is cropped as the search window input and the HOG features are extracted to better describe it. Subsequently, convolution between input features and the correlation filter is performed in the frequency domain. After that, a response map is obtained by inverse fast Fourier transform (IFFT) and we can get the maximum response value from it. If the maximum response value is larger than the threshold, the coordinate of the maximum response value is taken as the object new position. If the maximum response value is less than the threshold, the location of the target is redetected by using the particle filter to resample more candidates. Lastly, extracted the appearance in the newly estimated position is extracted to train and update the correlation filter. Different from the particle filter based trackers, which has a high computational complexity, and different from the correlation filter based trackers too dependent on response map to determine the target location. We use a particle resampling strategy to provide more target candidates and use the correlation filter to choose the best one as the target object to improve the computational efficiency.

The main contributions of this paper can be summarized as follows:

- We propose an efficient method for accurately locating the tracking object by particle filter redetection. This method allows us to redetect the location of the object target if the result of the correlation filter tracking is ambiguous or unreliable.
- A novel scale-evaluation strategy is given by comparing the relationship of the maximum response values in consecutive frames. This scale evaluation mechanism can effectively reduce the impact of variations in the scale of the target on the performance and increase the robustness of the algorithm.
- Extensive experimental results on OTB2013 and OTB2015 datasets demonstrate that the proposed tracker performs favorably in relation to the state-of-the-art methods.

The rest of this paper is structured as follows. We first introduce some related works in Section 2. Next, we propose the particle filter redetection tracker via correlation filters framework, including the introduction to the basic KCF tracker, the particle filter redetection model, the scale evaluation and the model update in Section 3. Subsequently, we introduce the implementation details, evaluation criterion and evaluate our approach on comprehensive benchmark datasets in Section 4. Finally, we briefly present the conclusion of our work in Section 5.

2 Related works

Visual object tracking has been studied extensively and has multifarious applications in the real world scenes. As a comprehensive review on particle filter technology and correlation filter technology is not necessary for this paper, we have just reviewed the works related to our method for simplicity, which includes the particle filter based trackers and the correlation filter based trackers.
2.1 Particle filter based trackers

Particle filter based algorithms have been studied in visual object tracking for many years and their variations are still widely used nowadays [10, 25, 35, 40, 44]. The traditional particle filter algorithm implements a recursive Bayesian framework by using the non-parametric Monte Carlo sampling method, which can effectively track the target objects in most scenes [26]. However, due to the limitation of initializing the particle number and the target template artificially, the number of particles is hard to decide and the target template selection is not accurate enough. Li et al. [35] presented an improved particle filter algorithm that achieved semi-automatic initialization of the tracking object. In view of the particle filter framework, Kabir and Chi-Woo [25] proposed a phase dependent robust observation model and introduced an optimization method to improve the precision. Because particle filters are able to model the uncertainty of object movements, which can provide a robust tracking framework. It can also consider multiple state hypotheses simultaneously. To solve drifting problem, Yi et al. [56] propose a reverses sparse representation method, which adopt a diagonal matrix to obtain each image patch coefficient value of one candidate by sparse representation. Considering the interdependencies among different features, Zhang et al. [66] propose a multi-task correlation particle filter (MCPF) for robust tracking task and the MCPF tracker can effectively combine the advantages of a MCF and a particle filter. Mozhdehi et al. [41] propose integrating a deep convolutional neural network and a particle filter for tracking task. The target position is predicted by a particle filter according to a motion model. Zhou et al. [69] integrated multiple cues into a particle filter framework and introduced a quality function to calculate the reliability of each cue. Mai et al. [40] developed a particle filter based tracker by using color distribution features and utilized the computing power of embedded systems to reduce the complexity of the tracker. By embedding deterministic linear prediction in stochastic diffusion, an adaptive method has been proposed to adjust the number of samples according to an adaptive noise component [68]. Although these particle filter frameworks have achieved some good performances, they still suffer from one drawback: high computational complexity.

Unlike these methods, our method uses the property of a circulant matrix and the conversion between time and frequency domains to reduce the computational cost and can handle situations, in which the target object becomes lost by the correlation filter based tracker since the particle filters used by our method can produce high accuracy predictions from previous observations by the particle resampling strategy.

2.2 Correlation filter based trackers

Since correlation filter operation can convert the convolution operation of two image blocks into Fourier domain element-wise products, it has been applied to visual object tracking thanks to the fast computational speed. Bolme et al. [1] introduced an adaptive correlation filter by minimizing the output sum of the squared error to make the tracking strategy simpler and more effective. In an evaluation of online visual tracking approaches, Henriques et al. [22] proposed a CSK tracker that can provide good performance and a high calculation speed. These two trackers both use the single-channel gray value feature. Danelljan et al. [6] improved the CSK methods by using the color attributes. In [23], the KCF method further improves the efficiency of the CSK tracker by using HOG features and the kernel method to transform the non-linear regression problem into a linear regression. For the scale evaluation problem, the DSST [5](discriminative scale space tracking) tracker uses the HOG feature to learn an adaptive multi-scale correlation filter to handle the scale change of the
Zhang et al. [63], exploited the circulant structure property of a target template to improve sparse representation based trackers. For improving the robustness of the algorithm, some local patches or parts based correlation filter trackers have also been developed [13, 33, 36, 37, 43]. Li et al. [33] introduced reliable patches, whose distribution are under a sequential Monte Carlo framework, to exploit the use of local contexts to carry out the tracking task. In [36], a part based multiple correlation filter is proposed to preserve the structure of the object target by adopting a Bayesian inference framework and a structural constraint mask to make the tracker robust. Liu et al. [37] proposed a part based structural correlation filter and exploited circular shifts of those parts to preserve the structure of the object target for visual tracking. Although the frequency domain calculation brings high efficiency to the CF-based trackers, the circular shift operator will bring boundary effects. Recently, some works have been proposed to address this drawback [7, 11]. In [7], a spatially regularized correlation filters (SRDCF) method have been proposed to learn filters from training examples with large spatial supports. In [11], a background-aware correlation filters (BACF) method have been proposed to model the filter using both the foreground and background information of the image patch. However, these correlation filters based tracking methods are exceedingly dependent on the maximum response value. Therefore, these methods may lose their tracking object when the maximum response value becomes ambiguous or unreliable.

Different from the existing correlation filters based tracking methods, which are excessively dependent on the maximum response value to determine the location of the object target. We propose a particle filter redetection model for correlation filters framework. When the response map becomes ambiguous makes the correlation filter based tracking result becomes unreliable, the particle filter redetection model can exploit the particle resampling strategy to provide more object candidates, which can greatly enhance the robustness of the tracking method.

3 The proposed method

In this section, we give the overall algorithm framework in Section 3.1, introduce the basic framework of kernelized correlation filter based tracker in Section 3.2, propose the method of particle filter redetection for visual tracking in Section 3.3, give a simple but effective scale evaluation algorithm in Section 3.4, and finally, propose the a model update strategy in Section 3.5.

3.1 Overview of the proposed method

As illustrated in Fig. 1, the proposed approach consists of two parts: the CF-tracking part, which is used to track the target object directly, and the redetection part, which is used to re-detect the object target. During the tracking process, the feature is extracted according to the known target position in the first frame, and the correlation filter is trained directly. The target object size of the first two frames never has no obvious changes, so we use the same object size in the first two frames. Next, in the $t$-th frame ($t \geq 2$), the feature is extracted from the search window and the response map is computed through the known correlation filter. Then, by comparing the maximum response value ($mR$) and the threshold ($\theta$), we can determine which part can be used to track the target object. If $mR \geq \theta$, the tracker gives the tracking result directly by using the location with the maximum response value as the central location of the object target; otherwise, the redetection part is used to track...
the object target which can provide more candidates by particle filter resampling. Finally, when we get the tracking result, the result is used to train and update the correlation filter correspondingly until the last tracking frame.

3.2 Kernelized correlation filter based tracking framework

Before the detailed discussion of our proposed framework and for completeness, we first revisit the details of the conventional KCF [23] based tracking method. The KCF tracking method trains a classifier through dense sampling from an image patch. Using kernel trick, the samples data matrix can have highly structured, and is thus allowed to operation with cyclic shifts. Besides, according to the Convolution Theorem, we can get the convolution of two patches in the spatial domain simply by using the element-wise product in the Fourier domain. Therefore, for correlation filter based trackers, the computational efficiency can be greatly improved by Fast Fourier Transform (FFT) and its inverse transformation. However, the KCF tracker uses the target object appearance to train and update its models, and if the object is heavily occluded or in fast motion, the tracker may fail to detect it.

The KCF tracker models the appearance of the target object by using a filter \( w \), which is trained on an image patch \( x \) of \( M \times N \) pixels with HOG features. All the circular shifts of \( x_{m,n} \), where \((m,n)\) \( \in \{0, 1, \ldots M - 1\} \times \{0, 1, \ldots, N - 1\} \) are generated as the training samples for the filter with the Gaussian function label \( y_{m,n} \). The filter \( w \) can be acquired by minimizing the error between the training sample \( x_{m,n} \) and the regression target \( y_{m,n} \). The minimization problem is:

\[
 w = \arg \min_w \sum_{m,n} |\langle \phi(x_{m,n}), w \rangle - y(m, n) |^2 + \lambda_1 \|w\|_2^2, \tag{1}
\]

where \( \phi \) represents the mapping to a kernel space in the Hilbert space, \( \langle ., . \rangle \) denotes the inner product, and \( \lambda \) is a regularization parameter (\( \lambda \geq 0 \)). Since the label \( y_{m,n} \) is not binary, the filter \( w \) learned from the training samples contains the coefficients of a Gaussian ridge regression.
Using FFT to compute this problem, this objective function can be identically expressed as \( w = \sum_{m,n} \alpha(m,n)\phi(x_{m,n}) \), so the solution of (1) can be acquired by the following formula:

\[
\alpha = \mathcal{F}^{-1} \left( \frac{\mathcal{F}(y)}{\mathcal{F}(k^x) + \lambda} \right),
\]

(2)

where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote FFT and IFFT, respectively. The kernel correlation \( k^x = \kappa(x_{m,n}, x) \) is computed by the Gaussian kernel in the Fourier domain. The vector \( \alpha \) contains all the \( \alpha_{m,n} \) coefficients. The KCF model consists of the target object appearance \( \hat{x} \) and the coefficients \( \mathcal{F}(\alpha) \).

In the tracking process, a patch \( z \) with the same size as \( x \) is cropped from the new frame image. The response score is calculated by:

\[
f(z) = \mathcal{F}^{-1} (\mathcal{F}(k^z) \odot \mathcal{F}(\alpha)),
\]

(3)

where \( \odot \) denotes the element-wise product, \( k^z = \kappa(z_{m,n}, \hat{x}) \), and \( \hat{x} \) is the learned target object appearance.

### 3.3 Particle filter re-detection model

The fast motion, occlusion or background clutter of the target object can have a big impact on the tracking performance. For example, if there is a lot of background clutter, the KCF tracker maybe loses the target object because it is overly dependent on the maximum response value. Therefore, we propose a framework for the KCF tracker that can provide more target object candidates in the re-detection part (Fig. 1, Re-detection part).

A particle filter is an efficient method of providing more reasonable target object candidates by using the particle resampling strategy. The central idea is to use a set of random particles with related weight to represent posterior densities and estimate the values based on these samples and related weight [29, 51]. It is based on the theory of the sequential Monte Carlo importance sampling method. Suppose \( s^t \) and \( y^t \) are the state and the observation variables at time \( t \) respectively. Mathematically, object tracking is based on the observations up to the previous time \( t - 1 \) to find the most probable state at time \( t \):

\[
s^t = \underset{s^t}{\text{arg max}} \ p(s^t | y^{1:t})
\]

\[
= \underset{s^{t-1}}{\text{arg max}} \int p(s^t | s^{t-1}) p(s^{t-1} | y^{1:t-1}) ds^{t-1}.
\]

(4)

where \( s^t \) denotes the state of the object target at time \( t \), \( p(s^t | y^{1:t}) \) denotes the probability of the object state \( s^t \) at the observation variables \( y^t \), \( i \) from 1 to \( t \).

The posterior distribution of the state variable is updated according to Bayes rule using the new observation \( y^t \) at time \( t \):

\[
p(s^t | y^{1:t}) = \frac{p(y^t | s^t) p(s^t | y^{1:t-1})}{p(y^t | y^{1:t-1})}.
\]

(5)

where \( p(s^t | y^{1:t}) \) denotes the probability of the object state \( s^t \) at the observation variables \( y^t \), \( i \) from 1 to \( t \), \( p(y^t | y^{1:t-1}) \) denotes the probability of the observation variable \( y^t \) at the observation variables \( y^t \), \( i \) from 1 to \( t - 1 \).

The particle filter approach approximates the posterior state distribution \( p(s^t | y^{1:t}) \) by \( n \) samples, which are called particles \( \{s^t_i\}_{i=1}^n \) with corresponding importance weights \( \{w^t_i\}_{i=1}^n \).
and the $w^t_i$ sum to 1. The particles obey an importance distribution $q(s^t|s^{1:t-1},y^{1:t})$ and the weights are updated as:

$$w^t_i = w^{t-1}_i * \frac{p(y^t|s^t_i) p(s^t_i|s^{t-1}_i)}{q(s^t|s^{1:t-1},y^{1:t})}.$$  \hspace{1cm} (6)

where $w^t_i$ denotes the corresponding importance weights of particles $i$ in $t$-th image frame, $p(y^t|s^t_i) p(s^t_i|s^{t-1}_i)$ denotes the update weight coefficients.

When the state transition is independent of the observation, $p(s^t|s^{1:t-1},y^{1:t})$ is always simplified to a first-order Markov process $q(s^t|s^{t-1})$. Meanwhile, the weights are updated as:

$$w^t_i = w^{t-1}_i p(y^t|s^t_i).$$ \hspace{1cm} (7)

where $w^t_i$ denotes the corresponding importance weights of particles $i$ in $t$-th image frame, $p(y^t|s^t_i)$ denotes the update weight coefficients.

For every frame, the tracker always uses the the particle with the largest weight as the tracking result. Correspondingly, as in our tracking framework, we can use the particle with the largest maximum response value as the tracking result.

In our method, we think the correlation filter based tracker (CFT) is strongly dependent on the maximum response value of the response map. This situation may cause the tracker to lose its target object when the response map becomes ambiguous or unreliable. In order to ensure that our algorithm achieves a high performance, a particle filter redetection tracker (PFT) mechanism has been adopted. The main equations are as follow:

\[ \begin{align*}
\text{max } R \geq \theta & \quad \text{tracking by CFT}, \\
\text{max } R < \theta & \quad \text{tracking by PFT},
\end{align*} \hspace{1cm} (8)\]

where max $R$ denotes the maximum response value of the response map, which is obtained from the correlation filter based tracker, and $\theta$ is a threshold to determine whether the response map is credible or not.

For the particle filter part of our method, we utilize the advantage of the particle resampling mechanism to provide more reasonable object candidates. In this redetection part, the number of image patches is set to $M$ with the same size of the search window, and the image patches obey the normal distribution centered on the position of the previous target object. Given the object appearance model $\hat{x}$ and the coefficients $F(\alpha)$, each particle image can be guided toward the modes of the target state distribution by using its circular shifts. For each image patch (also called a particle) $m \in 1, 2, \ldots, M$, the HOG features are extracted and a correlation calculation is performed between the HOG features and the correlation filter in the frequency domain based on the Convolution Theorem. After that, IFFT is used to obtain the spatial response map. This is expressed in the mathematical model as:

$$R_m = F^{-1}(F(<z_m, \hat{x}>) \odot F(\alpha)), \hspace{1cm} (9)$$

where $z_m$ denotes the $m$-th particle corresponding to the image patch and $R_m$ denotes the corresponding response map.

We can choose the image patch with the best maximum response value as the center of the target object, because mathematically,

$$\max R_{pf} = \max \{ \max R_1, \max R_2, \ldots, \max R_M \}. \hspace{1cm} (10)$$
where \( \text{max} \) \( R_{pf} \) denotes the best particle, which corresponds to the one with the maximum response value, and \( \text{max} \) \( R_m \) denotes the \( m \)-th particle corresponding maximum response value.

In this approach, we use the particle filter to choose more search windows when the response map given by a single search window is ambiguous or unreliable. In this way, we can find more object candidates, which can make the tracking results more robust and efficient.

### 3.4 Scale evaluation

We can only obtain the object center position through the maximum value of the response map in correlation filter tracking framework, but there is no scale estimation of the tracking object [22, 23]. However, scale variation is one common challenging aspect and can influence the accuracy and performance in visual tracking process [5, 28]. In this section, we give a simple but effective mechanism for detection of scale changes depend on the relationship between the maximum response values of the consecutive frames.

For most tracking methods, the model or template size of the object is fixed as either a manually set or an initial object size [39, 42, 54, 59, 62, 67]. In order to handle candidate images of different sizes, the candidate images patch is usually adjusted to the same size by the affine transformation model. But the affine transformation model has more parameters, which can lead to high computational cost and to reduce the tracking efficiency. The rate of change of the maximum response between consecutive frames is negatively related to the change of the object size, because the response map of the object obeys a normal distribution. Therefore, we use the change rate between the maximum responses of consecutive frames to determine the change of object size. In tracking image sequences, due to the size of object is gradually changing and is accompanied by a certain degree of attenuation effect, for simplicity, we only consider the changing trend of the object size instead of the accurate values, so we merely consider whether the size of the object becomes smaller or larger or remains unchanged.

For the correlation filter based tracker, the initial target size \( \text{size}_1 = (h_1, w_1) \) has been given. We set the object size as the initial size for the second frame. Then, if we know the object size of the \( (t-1) \)-th frame (where \( t > 2 \)), we can determine the trend of the change in the object size in the \( t \)-th frame. The direction \( d_t \) for the \( t \)-th frame can be determined as:

\[
d_t = \frac{\text{max} \, R_t}{\text{max} \, R_{t-1}} - \frac{\text{max} \, R_{t-1}}{\text{max} \, R_{t-2}},
\]

where \( \text{max} \, R_t \) denotes the maximum response value of the \( t \)-th frame; if \( d_t > \phi \) the target size of \( t \)-th frame becomes smaller; if \( d_t < \psi \) the target size of \( t \)-th frame becomes larger; otherwise the target size of the \( t \)-th frame does not change. \( \phi \) and \( \psi \) are two thresholds that are used to determine the direction of the size of the target object.

The target size of the \( t \)-th frame can be calculated as:

\[
\text{size}_t = \text{size}_{t-1} \times s_t,
\]

where \( \text{size}_t \) denotes the target size of the \( t \)-th frame and \( s_t \) denotes the scale factor of frame \( t \), which determined by \( d_t \). If \( d_t > \phi \) the scale factor \( s_t = 0.98 \); If \( d_t < \psi \) the scale factor \( s_t = 1.02 \); otherwise the scale factor \( s_t = 1 \). We can use (11) to obtain the direction of the object scale change and use (12) to achieve the optimal size of the object in frame \( t \).
3.5 Model update

Model updating is an important step in visual tracking. In the process of tracking, the object appearance often changes with the factors of rotation, scale and posture. Therefore, the filter needs to be quickly updated to accommodate the changes in the object tracking process. In this paper, we adopt a linear update model to update the filter [1, 48]. The method only exploits the current frame target \( x_t \) to update the filter:

\[
H_t = \frac{y}{\hat{x}_t \ast \hat{x}_t^* + \lambda} \ast \hat{x}_t,
\]

\[
W_t = (1 - \gamma)W_{t-1} + \gamma H_t, \tag{13}
\]

where \( W_t \) denotes the updated correlation filter model of the target in the \( t \)-th frame, \( H_t \) denotes the correlation filter of the \( t \)-th frame, and \( \gamma \) is the learning rate, which is used to update the correlation filter in the current frame.

4 Experiments

We evaluate our proposed method on the datasets OTB2013 and OTB2015 [52, 53]. The dataset OTB2013 has 51 different sequences and categorizes these sequences with 11 attributes, namely, fast motion (FM), background cluster (BC), motion blur (MB), deformation (DEF), illumination variation (IV), in-plane rotation (IR), low resolution (LR), occlusion (OCC), out-of-plane rotation (OR), out of view (OOV) and scale variation (SV). The dataset OTB2015 includes 100 different sequences. Our method is implemented in MATLAB and run at round 22 frames per second on a PC with an Intel Core-i3-4170 CPU (3.70vGHz) and 8 GB of RAM.

4.1 Implementation details

In this section, we first represent the overall tracking process of our proposed tracking method, and then describe the parameter settings of our experiments. The integral framework of our approach is given in Algorithm 1. Our tracker begins with the object position in the first frame image, and we can use it to train a correlation filter. In the next frame image, we can extract the HOG features from a search window and convolve with the correlation filter to obtain a response map. The maximum response value is compared with a threshold to determine which method should be used to find the new position of the target object. If the maximum response value is more than the threshold, the position is found directly by KCF tracking; otherwise, the location of the target is detected by using a particle filter to resample more candidates. Then, the appearance in the newly estimated position is extracted for training and updating of the correlation filter. The whole process is repeated until the position of the target object is given in the last frame image.

Because the size of the target object has no obvious change in the first two frames, we use the same size for the first two frames and set the number of particles \( M = 100 \), the judgement threshold \( \theta = 0.05 \), and the direction thresholds \( \phi = 0.1 \) and \( \psi = -0.1 \). The search window size is set as \( sz-window = 2 \ast sz \), that is, twice the target object size. The regularization parameter \( \lambda \) of the CF model is set as 0.01, and the model learning rate \( \gamma \) is set as 0.02. In the part of scale evaluation, the three scale weights change directions \( s_t \) are set as \( \{0.98, 1, 1.02\} \) and the default setting is set for the basic KCF tracker [23].
Algorithm 1 Correlation filter based particle filter redetection framework (CFPFT)

1: Inputs: the initial target bounding box $b_1$, the target size $sz$, the search window $sz$-window, the initial tracking frame $I_1$, the model learning rate $\gamma$, the particle number $M$, the judgment threshold $\theta$, and the direction thresholds $\phi$ and $\psi$.
2: Outputs: The position and scale of the target in each frame.
3: Extract the target features from $I_1$ with area $b_1$;
4: Train the initial models $mod_1$ with (2) and $b_1$;
5: if $t < T$, where $t$ is the number of the current frame and $T$ is the total number of tracking frames, then
   6: Evaluate the scale change and get the optimal scale factor $d_t$ with (11) and (12);
   7: Crop the search window with $sz$-window $* d_t$ from the current frame $I_t$ and extract the features from the search window;
   8: Compute the correlation filter response with (3);
   9: For the image in the $t$-th frame (where $t > 2$), determine the difference between the maximum response value $max R$ and the threshold value $\theta$ with (8).
10: if $max R \geq \theta$ then
11: Get the target position of the current frame $t$ and the target object size is $sz_t = sz_{t-1} * s_t$;
12: end if
13: if $max R < \theta$ then
14: Get $M$ search windows from current frame and calculate the corresponding response map with (9).
15: Choose the best candidate as the correlation filter response map with (10);
16: Get the object position of the current frame $t$, and the target object size is $sz_t = sz_{t-1}$;
17: end if
18: Get the correlation filter model $W_t$ with the current target object and update it with (13);
19: end if

4.2 Evaluation criterion

In order to evaluate the performance of our proposed algorithm, we use three classes of evaluation indexes proposed in OTB2013: One-Pass Evaluation (OPE), Temporal Robustness Evaluation (TRE), and Spatial Robustness Evaluation (SRE). OPE is a traditional evaluation method that runs trackers on each sequence just once. For TRE, each compared tracking method is evaluated numerous times from different starting frames across a video sequence. Each tracker is evaluated from a particular starting frame, with the initialization of the corresponding ground-truth object state in each evaluation, and the experiments are implemented 20 times with different starting frames in every video sequence. The SRE evaluation generates the object states by shifting or scaling the ground-truth bounding box of an object slightly, and the experiments are implemented 12 times with different spatial perturbations. With TRE and SRE, the robustness of each evaluated trackers can be comprehensively interpreted.

After running the trackers, precision plots and success plots are applied to the present results. Precision plots show the percentages of frames whose estimated locations lie within a given threshold distance from the ground-truth centers. With regard to the success plots, an average overlap measure is the most appropriate for tracker comparison [2], as it accounts for both size and position. For this purpose, we use the typical criterion of the Pascal VOC
Overlap Ratio (VOR) [9]. Given the bounding box $B_R$ of the result and the bounding box $B_G$ of the ground truth, the VOR can be computed as:

$$VOR = \frac{\text{Area}(B_R \cap B_G)}{\text{Area}(B_R \cup B_G)},$$

where $\cap$ and $\cup$ denote the intersection and union of two regions, respectively. Afterwards, a frame whose VOR is larger than a threshold is termed a successful frame, and the ratios of successful frames at the thresholds ranging from 0 to 1 are plotted in the success plots.

4.3 Experimental evaluation

In this section, we show the experimental results for the OTB2013 [52] and OTB2015 [53]. For these visual tracking benchmarks, the experimental results are illustrated by precision plot (or rate) and success plot (or rate). The precision plot shows the percentage of successfully tracked frames in the whole sequence and evaluates the performance of the algorithms with Center Location Error (CEL) in pixels, which rank the trackers as the precision score at 20 pixels. The success plot shows the percentage of successfully tracked frames using the VOR threshold (0.5 is usually taken as the threshold), while the Area Under the Curve (AUC) is used as the metric for ranking.

4.3.1 Evaluation with OTB2013

In this section, we analyze our approach on the OTB2013 [52] benchmark by demonstrating the impact of our contributions. For the OTB2013 [52] benchmark, the performances of all the tracking methods are measured by the OPE, TRE, and SRE mechanisms.

We compare our method with 31 representative algorithms, which include 29 algorithms given in the OTB2013 benchmark and two representative algorithms based on the correlation filter, namely, KCF [23] and DSST [5].

To make the results clear, we only plot the top 10 ranked trackers in the precision and success plots. As shown in Fig. 2, our proposed CFPFT tracker achieves top rank and the best performance with a large margin in all the tracking plots. Specifically, the proposed tracker achieves a ranking score 0.584 for the success plot and a ranking score 0.821. Compared with the KCF tracker, which has a success ranking score 0.514 and a precision ranking score 0.737, our CFPFT tracker has obtained improvements over 13.62% and 10.95%, respectively. Even compared with DSST, which has a success ranking score 0.554 and a precision ranking score 0.737, our tracker also has obtained improvements over 5.42% and 11.40%, respectively. Since these trackers do not include the re-detection model, they cannot re-detect the location information of the target once it lost, resulting in unsatisfactory performance. This demonstrates that the idea of the redetection mechanism for tracking is effective and promising in practice.

The OPE performances of the trackers on each attribute are shown in Figs. 3 and 4, which demonstrates the OPE performances of the top ten trackers on the 11 attributes. Our proposed tracker achieves the best or the second best performance among all of the trackers compared, and the performance of different attribute groups indicates that our CFPFT tracker is clearly more accurate and robust. For the attributes of fast motion, motion blur, deformation and occlusion, our tracker has a significant performance improvement over the second-ranked tracker. The main reason is that our tracker has a re-detection model, which
Fig. 2 Precision and success plots of OPE on the OTB2013 benchmark. The numbers in the legend indicate the representative precision at 20 pixels for precision plots and the average area-under-the-curve scores for success plots.

Fig. 3 The precision plots of evaluation of different attributes on OTB2013. The number at the end of the caption of each sub-figure shows how many sequences are included in the corresponding case.
Fig. 4 The success plots of evaluation of different attributes on OTB2013. The number at the end of the caption of each sub-figure shows how many sequences are included in the corresponding case.

Fig. 5. The Fig. 5a, b shows that our tracker achieves the second best performance on the success plots, close to that of DSST and better than that of KCF. On the precision plots, our CFPFT tracker achieves the best performance and is 2% higher than that of DSST, which is in the second place. From Fig. 5c, d, we see both the precision and the success plots shows that our tracker achieves the best performance. The results for TRE show the robustness of our tracker to the initialization in the first frame by shifting or scaling the ground truth. Because our CFPFT is based on KCF, the results show the robustness of the redetection mechanism. To summarize briefly, the CFPFT tracker is effective and achieves promising results on the visual tracking benchmark OTB2013.

4.3.2 Evaluation with OTB2015

To further evaluate the performance of our proposed approach, in this section, we compare the performance of our CFPFT tracker with some state-of-the-art trackers, including TGPR [12], DSST [5], KCF [23], SCM [55], Struck [14], CNN-SVM [24], CNT [64], CFNet-conv1 [50], and HDT [46], and the last four trackers are based on deep learning theory. Unlike other methods, deep neural network based trackers extract the features by utilizing deep learning.

Figure 6 shows the precision and the success plots of our CFPFT tracker and the eight state-of-the-art trackers on the OTB2015 dataset. From that, we can see the success rate and the precision rate of our approach are just below those of HDT [46] and CNN-SVM [24], which uses the deep feature. Meanwhile, it is obvious that our CFPFT tracker achieves promising performance and outperforms other six trackers which include a deep learning based tracker [64], two correlation filter based trackers [5, 23] and three representative trackers [12, 14, 55].
We further analyze the performance of CFPFT for different attributes in OTB2015 [53]. Table 1 shows the comparisons of CFPFT with eight other state-of-the-art tracking algorithms on these 11 attributes. In terms of distance precision rates (DPR), CFPFT achieves the best or close to the best results for all 11 attributes. Compared with the deep learning based tracker [64], CFPFT can locate the object better in videos but performs worse than the
| Attribute | CFPFT | KCF   | DSST  | HDT   | CNN-SVM | CNT   | TGPR  | SCM   | Struck |
|-----------|-------|-------|-------|-------|---------|-------|-------|-------|--------|
| BC        | 75.4/54.1 | 71.2/49.7 | 70.4/52.1 | 84.4/57.8 | 77.6/54.8 | 62.4/49.0 | 59.3/42.8 | 57.7/46.2 | 54.7/42.6 |
| DEF       | 68.9/49.4 | 61.7/43.6 | 57.0/43.4 | 82.1/53.4 | 79.3/54.7 | 52.4/39.8 | 63.0/45.5 | 52.4/40.2 | 52.7/38.3 |
| FM        | 67.7/52.1 | 61.9/44.9 | 58.3/47.0 | 80.2/55.0 | 74.2/52.9 | 37.7/32.6 | 50.7/39.8 | 34.9/31.9 | 60.0/45.0 |
| IPR       | 75.9/53.0 | 69.3/46.5 | 71.3/51.0 | 84.4/55.5 | 81.3/51.8 | 55.3/41.3 | 65.9/46.2 | 54.3/40.8 | 62.5/44.6 |
| IV        | 76.7/56.7 | 70.7/47.4 | 72.6/55.9 | 82.0/53.5 | 79.5/53.7 | 56.7/46.2 | 63.3/45.2 | 59.7/48.7 | 54.9/42.0 |
| LR        | 65.6/46.6 | 54.5/30.6 | 58.1/38.9 | 76.6/42.0 | 79.0/41.9 | 57.9/41.0 | 62.9/37.8 | 55.8/38.1 | 62.8/34.7 |
| MB        | 70.7/55.7 | 61.7/45.7 | 59.7/49.1 | 79.4/56.3 | 76.7/56.8 | 36.9/35.8 | 50.8/40.9 | 31.6/30.8 | 58.0/45.1 |
| OCC       | 69.2/50.1 | 62.1/43.8 | 60.9/46.0 | 77.4/52.8 | 73.0/51.5 | 55.4/43.4 | 59.4/42.9 | 54.9/42.2 | 52.4/38.7 |
| OPR       | 74.4/52.7 | 67.0/45.0 | 66.5/48.1 | 80.5/53.3 | 79.8/54.8 | 57.6/43.6 | 64.2/45.5 | 56.9/43.1 | 59.3/42.4 |
| OV        | 56.2/41.1 | 49.8/39.4 | 48.0/38.5 | 66.3/47.2 | 65.0/48.8 | 37.4/34.1 | 49.3/37.3 | 42.3/33.3 | 46.0/35.7 |
| SV        | 71.2/51.2 | 63.9/39.9 | 66.4/48.5 | 81.1/48.9 | 79.0/49.3 | 53.1/41.7 | 59.1/39.9 | 56.5/43.6 | 59.7/40.3 |
| average   | 75.5/54.9 | 69.1/47.5 | 69.4/52.0 | 84.8/56.4 | 81.4/55.4 | 58.4/45.4 | 64.3/45.8 | 57.2/44.5 | 63.4/45.9 |

The value format of each table cell is "DPR/OSR (%) for 11 attributes"
other two deep learning based trackers [24, 46]. Compared with other trackers, including correlation filter based trackers and traditional trackers, CFPFT can locate the object better. On the other hand, CFPFT also achieves the best or close to the best results of overlap success rates (OSR) for all 11 attributes. Compared with all eight state-of-the-art trackers, CFPFT performs more robustly of fast motion, background cluttered, low resolution, occlusion and scale variation. While compared with correlation filters based trackers [5, 23] and the traditional method [12, 55], CFPFT performs more robustly for all 11 attributes with the help of the redetection mechanism and the scale evaluation mechanism.

In addition, we use OTB-2013/50/2015 datasets to perform a quantitative comparison of DPR at 20 pixels and OSR at 0.5 pixel in Table 2. It shows that our CFPFT outperforms other state-of-the-art trackers at both rates. On OTB2013 dataset, our tracker achieves a DPR of 82.1% and an OSR of 58.4% and performs slightly worse than HDT [46], which is a deep learning based tracker. Compared to CFNet-conv1 [50], which is deep learning method, our approach also achieves better DPR and OSR results. On OTB50 dataset, our tracker achieves a DPR of 69.8% and an OSR of 49.2%, achieves the best performance except for the deep learning based tracker HDT [46]. Though CNT [64] and CFNet-conv1 [50] utilize deep features to represent the appearance of an object, our approach performs better than both of them in term of DPR and OSR results. Meanwhile, on OTB2015 dataset, our tracker achieves a DPR of 75.5% and an OSR of 54.9%, showing better performance than the correlation filters based trackers [5, 23, 61], the representative trackers [12, 14, 55] and the deep learning based trackers [50, 64]. All of these good results are benefited from the particle resampling mechanism and the simple scale evaluation strategy. From all the experimental results, we can see that our tracker achieve a good and promising performance.

4.3.3 Qualitative comparison on some challenging sequences

To demonstrate the effectiveness and robustness of our CFPFT tracker in directly, we compare it with five state-of-the-art trackers, i.e. Struck [14], KCF [23], DSST [5], HDT [46] and CFNet-conv1 [50] on some selected challenging sequences. Figure 7 shows the qualitative comparison of the six trackers on these challenging sequences. As an example of occlusions in the second row of Fig. 7, when the target girl is occluded by a passing man, Struck, KCF, DSST, HDT and CFNet-conv1 fail to accurately locate the girl, while our CFPFT tracker can handle the problem very well. Similar examples of partial occlusions are shown in the first and last rows of Fig. 7, in which our CFPFT tracker performs well than other compared trackers. This can be attributed to the particle filter redetection model. As shown in the fourth row of Fig. 7, when the face of KiteSurf turns around, our tracker, CFPFT, and Struck are able to track it accurately. Briefly speaking, benefit from the particle filter redetection model, our CFPFT tracker can handle the occlusion, background clutter, deformation and target rotations very well.

4.4 Discussion

In this section, we mainly discuss several factors that are essential to our tracking performance and speed, including the number of particles $M$ and the judgement threshold $\theta$. Since our tracker combine the advantages of both particle filter resampling strategy and correlation filters tracking framework. Therefore, it is extremely important to select the number of particles $M$ in resampling stage and determine the judgement threshold $\theta$. From Table 3, we can clearly see that when the number of particles increases from 50 to 100, the tracking performance is significantly improved, while the tracking speed remains in a real-time state.
Table 2  Comparisons with state-of-the-art tracking methods on OTB-2013/50/2015 [52, 53]

| Dataset    | Evaluation criterion | CFPFT (Ours) | Correlation filters trackers | Deep learning trackers | Representative trackers |
|------------|----------------------|--------------|------------------------------|------------------------|-------------------------|
|            |                      |              | STC  | KCF  | DSST | CFNet-conv1 | HDT | CNT | TGPR | SCM | Struck |
| OTB-2013   | DPR                  | 82.1         | 54.7 | 74.0 | 73.7 | 77.6        | 88.9 | 72.3 | 76.6 | 64.9 | 65.6    |
| OTB-2013   | OSR                  | 58.4         | 34.7 | 51.4 | 55.4 | 57.8        | 60.3 | 54.5 | 52.9 | 49.9 | 47.4    |
| OTB-50     | DPR                  | 69.8         | 43.1 | 61.1 | 62.7 | 65.3        | 80.4 | 50.1 | 61.2 | 48.1 | 52.9    |
| OTB-50     | OSR                  | 49.2         | 27.4 | 40.3 | 46.4 | 48.8        | 51.5 | 36.9 | 42.9 | 36.4 | 37.6    |
| OTB-2015   | DPR                  | 75.5         | 50.7 | 69.1 | 69.4 | 71.3        | 84.8 | 58.4 | 64.3 | 57.2 | 63.4    |
| OTB-2015   | OSR                  | 54.9         | 31.9 | 47.5 | 52.0 | 53.6        | 56.4 | 45.4 | 45.8 | 44.5 | 45.9    |

Our CFPFT outperforms the existing approaches in term of DPR and OSR (%)
Fig. 7 Qualitative comparison of our CFPFT with DSST, KCF, HDT, CFNet-conv1 and Struck on the free-man4, Girl2, Human7, KiteSurf and tiger2 sequences. Our approach provides consistent results in challenging tracking scenarios, such as occlusion, background clutter and deformation.

Table 3 Average precision, success scores and tracking speed of our CFPFT under different particles number $M$ with the judgement threshold $\theta = 0.05$ on OTB2013 dataset

| Particles number $M$ | Average precision (%) | Success scores (%) | Tracking speed (fps) |
|----------------------|-----------------------|--------------------|---------------------|
| 50                   | 80.2                  | 56.4               | 25.45               |
| 100                  | 82.1                  | 58.4               | 22.23               |
| 200                  | 80.5                  | 57.3               | 16.49               |
| 400                  | 79.0                  | 56.5               | 15.92               |
| 800                  | 81.6                  | 58.0               | 15.21               |
Table 4 Average precision, success scores and tracking speed of our CFPFT under different judgement threshold $\theta$ with the particles number $M = 100$ on OTB2013 dataset

| Judgement threshold $\theta$ | Average precision (%) | Success scores (%) | Tracking speed (fps) |
|------------------------------|-----------------------|--------------------|---------------------|
| 0.01                         | 80.5                  | 57.4               | 27.02               |
| 0.05                         | 82.1                  | 58.4               | 22.23               |
| 0.10                         | 78.0                  | 56.1               | 4.75                |
| 0.15                         | 77.7                  | 54.2               | 2.69                |
| 0.20                         | 74.7                  | 54.0               | 1.64                |

When the number of particles increases from 100 to 200, 400 and 800, both the tracking speed and the tracking performance are affected. This is explained by the fact that the tracker needs to operate on each particle during the re-detection stage and there is too much overlapping redundant information between particles, which reduce the tracking speed and affect the tracking performance. Meanwhile, from Table 4, we can observe that when the threshold is increased from 0.01 to 0.05, the tracking performance is substantially improved, and the tracking speed is not significantly affected. When the threshold increases from 0.05 to 0.10, 0.15 and 0.20, both the tracking performance and the tracking speed are reduced considerably. This is due to in the tracking process, the threshold directly determines the frequency of the re-detection. The frequency of re-detection increases with the increase of threshold, and the frequency of re-detection will directly affect the tracking speed. Within a certain range, the increase of re-detection frequency will result in significant improvement in tracking performance. Beyond this range, the increase of the re-detection frequency will not only lead to the decrease of the tracking speed, but also lead to the decrease of tracking performance. The main reason is that the higher frequency of re-detection will bring information redundancy, which reducing the tracking and discriminating ability of the tracker.

5 Conclusion

In this paper, we propose a novel particle filter re-detection tracker with correlation filters framework (CFPFT) to achieve an effective and robust performance on the object tracking benchmark. The re-detection mechanism plays an important role in the visual object tracking process when the tracking environment becomes complex and the tracker loses the object target. It can effectively re-locate and tracking the object to improve the tracking performance by extensive particle resampling that can provide more object candidates. Besides, we give a simple but effective scale evaluation mechanism that shows more robust of our tracker on the video sequences with a scale change. Extensive experimental results show the competitiveness of our CFPFT tracker compared with some representative trackers, which are widely used in the performance evaluation of the tracking algorithms. Further more, the analysis of the experimental results with different attributes demonstrates the better ability of our tracker.
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