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Abstract This study reports the results of type-B predictions for dynamic centrifuge model tests of a liquefiable sloping ground conducted at various centrifuge facilities within a framework of the LEAP-UCD-2017. The simulations are carried out with a finite strain analysis program, called “FLIP TULIP,” which incorporates a strain space multiple mechanism model based on the finite strain theory (including both total and updated Lagrangian formulations). The program can take into account the effect of geometrical nonlinearity as well as material nonlinearity’s effect. Soil parameters for the constitutive model are determined referring to the results of laboratory experiments (e.g., cyclic triaxial tests) and some empirical formulae. This chapter describes the parameter identification process in details as well as the computational conditions (e.g., geometric modeling, initial and boundary conditions, numerical schemes such as time integration technique). Type-B prediction results are compared with the centrifuge test results to examine the applicability of the program and constitutive model.

28.1 Introduction

To estimate liquefaction-induced damage to soil-structure systems during huge earthquakes, analytical techniques (e.g., effective stress analysis) have been actively studied as well as experimental ones (e.g., laboratory soil test, centrifuge model test) since 1970s. In particular, research on constitutive laws of sandy (or granular) materials has been dramatically developed by academic researchers since 1990s for its application in practice; an effective stress analysis technique incorporating the constitutive laws is being used more and more in seismic design to estimate the
damage level of soil-structure systems due to liquefaction. Laboratory and model experimental results are often used for validation of the analysis technique, and such constitutive models have been modified and updated if need arises. However, a practical way for the validation process (e.g., how to assess the validity of constitutive models) has not yet been established, in particular for dynamic liquefaction-induced behavior of soil-structure systems, as well known in geotechnical engineer/researcher community.

The importance of validation was already pointed out in the VELACS project more than 20 years ago (Arulanandan and Scott 1993/1994). The project was an opportunity for geotechnical researchers to realize the need for improvement of numerical modeling on liquefiable ground. In addition, the project has revealed that reliable data for the validation process were difficult to obtain from laboratory and/or centrifuge experimental results because such experimental results generally have some variation among different facilities, particularly in the case of experiments on complicated phenomena such as liquefaction. To answer the problems that were pointed out but could not be solved in the VELACS project, some researchers have proposed a new international collaborative effort called “LEAP” (Liquefaction Experiment and Analysis Projects) (Iai 2015; Kutter et al. 2015; Manzari et al. 2015; Zeghal et al. 2015). One of the main goals is to establish a practical way for validating the capabilities of existing analytical techniques for liquefaction-induced behavior, including constitutive laws of granular materials, through comparison with laboratory and centrifuge experiments.

As part of LEAP exercises, LEAP-GWU-2015 aimed to obtain a set of high-quality experimental data among different centrifuge facilities; a sloping liquefiable ground was built up in a rigid model container, having a simpler lateral boundary condition rather than a laminar container, in order to avoid difficulties in numerical modeling associated with complex boundary conditions in the latter case. Model specifications in LEAP-GWU-2015 are presented by Kutter et al. (2018), in which the results of centrifuge experiments performed at Cambridge University (CU) in the UK, Kyoto University (KU) in Japan, National Central University (NCU) in Taiwan, Rensselaer Polytechnic Institute (RPI) and University of California Davis (UCD) in the USA, and Zhejiang University (ZU) in China are compared. More recently, LEAP-UCD-2017 has started to obtain a sufficient number of centrifuge experimental results for a sloping liquefiable ground with higher accuracy and to quantify the magnitude of variability among different centrifuge facilities.

This chapter presents results of numerical simulations for the dynamic centrifuge model tests, within a framework of type-B prediction (e.g., Lambe (1973)) phases of the LEAP-UCD-2017. The simulations are carried out with a finite strain, effective stress finite element (FE) program, called “FLIP TULIP,” which incorporates a strain space multiple mechanism model based on the finite strain theory (including both total and updated Lagrangian formulations) (Ueda 2009; Iai et al. 2013). The program can take into account the effect of geometrical nonlinearity as well as that of material nonlinearity. This chapter describes the identification procedure of input model parameters in details as well as the computational conditions such as geometrical modeling, initial, and boundary conditions.
28.2 Brief Overview of Centrifuge Experiments

Vargas et al. (2019) describe the centrifuge modeling equipment used at Disaster Prevention Research Institute, Kyoto University, and Kutter et al. (2019a, b) present the detailed specifications for the LEAP-UCD-2017 experiments conducted at all of the centrifuge facilities. This section briefly describes a summary of the centrifuge model tests. A sketch of the model is shown in Fig. 28.1. The experiments modeled submerged Ottawa F65 sand (a target relative density of about 65%) with a 5-degree sloping ground surface in a rigid box subjected to ramped sinusoidal wave motions (1 Hz, 16 cycles). At some facilities (e.g., Kyoto) in which the direction of horizontal shaking is in the plane of spinning of the centrifuge, the slope in the shaking direction was built up as a curved surface considering the effective radius from the axis of rotation of the centrifuge (Fig. 28.1b). The sloping ground had the width of

Fig. 28.1 Schematic for LEAP-UCD-2017 centrifuge model tests (Kutter et al. 2019a): (a) Sectional drawing for shaking parallel to the axis of the centrifuge (ZU, RPI, NCU). (b) Sectional drawing for shaking in the plane of spinning of the centrifuge (UCD, Kyoto, Cambridge)
20 m and the height of 4 m at midpoint in prototype scale. The input motions used for LEAP-UCD-2017 validation experiments consisted of three nondestructive motions (i.e., motions 1, 3, and 5) and two destructive motions (i.e., motions 2 and 4): the first destructive motion, which corresponded to the second motion of the sequence (motion 2), had an acceleration amplitude of 0.15 g. The nondestructive motions were applied to evaluate the ground properties (e.g., shear wave velocity) after each destructive motion. In this chapter, we focus on the dynamic responses under the first destructive motion (motion 2) for validation of the effective stress FE program (i.e., FLIP TULIP) for liquefaction problems incorporating the strain space multiple mechanism model.

28.3 Constitutive Model of Soils

As is the case with the type-B and -C simulations for LEAP-GWU-2015 (Ueda and Iai 2018), a strain space multiple mechanism model based on the finite strain theory (Ueda 2009; Iai et al. 2013) is used for LEAP-UCD-2017 type-B predictions. The original version of the model was proposed within the context of the infinitesimal strain theory (Iai et al. 1992), and implemented in a FE program called “FLIP ROSE” (Finite Element Analysis Program of LIquefaction Process/Response Of Soil-structure Systems during Earthquakes). The program has been frequently used in design practice for evaluating the seismic performance of soil-structure systems, particularly port structures, in Japan (Iai et al. 1992; Iai et al. 1995; Ozutsumi et al. 2002). On the basis of a multitude of virtual simple shear mechanisms oriented in an arbitrary direction, the model has an ability to simulate the evolution of induced fabric under various complicated loading conditions (e.g., the rotation of principal stress axis direction). About 10 years ago, a new stress-dilatancy relationship was introduced in the constitutive model for controlling dilative (or positive) and contractive (or negative) components of dilatancy in a more sophisticated manner (Iai et al. 2011).

With an aim to take into account the effect of geometrical nonlinearity in addition to material nonlinearity’s effect, the model was extended within the context of the finite strain (or large deformation) theory (Ueda 2009; Iai et al. 2013). Incorporating the extended model, a finite strain FE program called “FLIP TULIP” (Finite Element Analysis Program of LIquefaction Process/Total and Updated Lagrangian Program of LIquefaction Process) has been developed based on the original infinitesimal strain program (i.e., FLIP ROSE). As might be surmised from the abbreviation, two different methods—the total Lagrangian (TL) and updated Lagrangian (UL) approaches—are available in the program. The TL approach is based on the reference (or undeformed) configuration corresponding to a fixed reference time, in which the Lagrangian (or material) description is used. On the other hand, the Eulerian (or spatial) description based on the current (or deformed) configuration is used in the UL approach. However, both approaches are theoretically equivalent to each other: the only difference is a standing position (i.e., the reference or current
configuration). One of the major advantages in conducting both the TL and UL analyses is to be able to directly compare the numerical results obtained from different numerical schemes for validating the reliability of each numerical approach. The finite strain program begins to be used in research and design practice for evaluating the seismic performance of a soil-structure system considering its large deformation behavior (Ueda et al. 2011; Ueda et al. 2015; Ueda and Iai 2018). In this chapter, only the TL approach is applied because the UL analysis has been found to give an almost identical simulation result with the TL analyses.

28.4 Numerical Simulation (FE Analysis)

28.4.1 Definition of Type-A, -B, and -C Predictions

In this chapter, type-B predictions are carried out using the strain space multiple mechanism model extended within the context of the finite strain theory for validation of the model capability. Before proceeding to explain the analytical condition in detail, the definition of type-A, -B, and -C predictions is briefly given following Lambe (1973) as follows:

*Type-A prediction*: Type-A prediction is done toward a planned experiment, not targeted at an actual experiment. This means type-A is a true prediction of an event made prior to the event.

*Type-B prediction*: Type-B prediction is targeted at an actual experiment after the experiment is conducted. The predictors can get information on as-built properties and measured input data, but no knowledge of the results is available for them.

*Type-C prediction*: Type-C prediction is performed after the experiment is completed, with results known to the predictors. They are able to iteratively adjust the model parameters, if necessary, to enhance the quality of their simulation results compared with observations.

28.4.2 Model Parameters

Most of the input parameters of the strain space multiple mechanism model were determined in the same manner as in the type-B simulations for LEAP-GWU-2015 (Ueda and Iai 2018). This section briefly describes how to set the required model parameters for liquefaction analyses.

The parameters for defining the characteristics of volumetric and shear deformation are shown in Table 28.1. In the type-B prediction, the measured density at each facility should be used. However, a significant difference in the density was not
found among different facilities, and thus the value shown in Table 28.1 was used for all facilities.

The initial (small-strain) shear modulus $G_m$ under an arbitrary confining pressure $p$ is automatically calculated in the program following the equation below:

$$G_m = G_{ma}(p/p_a)^{m_G}$$

(28.1)

by specifying the reference effective confining pressure $p_a$ and the index $m_G$, which was set to be 0.5 in this study. The index controls the dependency of shear modulus on confining pressure. The initial shear modulus $G_{ma}$ under the confining pressure $p_a$ was determined based upon the void ratio by applying an empirical relation (Ishihara 1996) as follows:

$$G_{ma} = 7000 \frac{(2.17 - e)^2}{1 + e} p_a^{0.5}.$$  

(28.2)

As is the case with the density, the shear modulus in Table 28.1 was applied to all facilities because the difference in the shear modulus estimated from the void ratio was very small among the different facilities.

The internal friction angle $\phi_{PS}$ for plane strain shown in Table 28.1 was determined as follows:

$$\sin \phi_{PS} = \frac{1}{2} \cos(\pi/6) M$$

(28.3)

in which the critical state frictional constant $M$ was estimated from a monotonic triaxial compression test under undrained condition of Ottawa F-65 sand. As shown in Table 28.1, the maximum damping constant $h_{max}$ was set to be the standard value for sands ($= 0.24$).

In analogy with Eq. (28.1) for the shear modulus, the initial bulk modulus $K_{LU}$ under an arbitrary confining pressure $p$ is automatically evaluated in the program as follows:

---

**Table 28.1** Model parameters for deformation characteristics

| Symbol | Mechanism | Parameter designation |
|--------|-----------|-----------------------|
| $\rho_t$ | - | Mass density | 2.041 t/m$^3$ |
| $p_a$ | - | Reference confining pressure | 100.0 kPa |
| $K_{LU/a}$ | Volumetric | Bulk modulus | $2.86 \times 10^5$ kPa |
| $r_k$ | Volumetric | Reduction factor of bulk modulus for liquefaction analysis | 0.5 |
| $l_k$ | Volumetric | Power index of bulk modulus for liquefaction analysis | 2.0 |
| $G_{ma}$ | Shear | Shear modulus | $1.10 \times 10^5$ kPa |
| $\phi_{PS}$ | Shear | Internal friction angle for plane strain | 40.0$^\circ$ |
| $h_{max}$ | Shear | Upper bound for hysteretic damping factor | 0.24 |
where $K_{L/U_a}$ was estimated from the shear modulus $G_{ma}$ in Eq. (28.1) with the Poisson ratio of 0.33, and the index $n_K$, which controls the dependency of bulk modulus on confining pressure, was set to be 0.5 in this study. In the case of liquefaction analyses, the above equation is extended as

$$K_{L/U} = r_K K_{U0} \left( \frac{p}{p_0} \right)^{l_K}$$

(28.5)

where $p_0$ denotes the initial confining pressure, $r_K$ is a reduction factor of bulk modulus, and the power index $l_K$ represents the confining pressure dependency of bulk modulus (Iai et al. 2011). By changing the parameters $r_K$ and $r_{\epsilon_d}$, the latter of which is a parameter for controlling both dilative and contractive components, with keeping the product (i.e., $r_{\epsilon_d} \times r_K$) constant, volumetric characteristics due to the dissipation of excess pore water pressure (EPWP) following liquefaction can be independently controlled without altering liquefaction resistance. In this study, the standard value (i.e., 0.5) shown in Table 28.1 was used for $r_K$ due to the lack of knowledge about the volumetric characteristics. As suggested by Ishihara and Yoshimine (1992), the characteristics can be given as a relationship between the volumetric strain due to consolidation following liquefaction and the maximum amplitude of shear strain during shaking by conducting laboratory experiments such as triaxial or torsional tests.

In addition to the centrifuge experiments, a series of laboratory tests (e.g., stress-controlled cyclic undrained triaxial tests) were carried out by a research group from the George Washington University (El Ghoraiby et al. 2017, 2019). Figure 28.2

![Fig. 28.2 Liquefaction strength curves from stress-controlled cyclic undrained triaxial tests (El Ghoraiby et al. 2017, 2019)](image-url)
shows liquefaction strength curves for different three void ratios obtained from the cyclic triaxial tests. Model parameters controlling the characteristics of liquefaction and dilatancy in Table 28.2 were determined by referring to the liquefaction resistance curve for the loosest sample (i.e., $e_0 = 0.585$) as shown in Fig. 28.3. The simulated liquefaction strength curve was able to well capture the measured relationship between the shear stress ratio and the number of cyclic loads, including at lower stress levels. The undrained shear strength $q_{us}$ for steady-state analysis was not specified, which means $q_{us}$ was set to be an infinite value, because the strength is normally very large for clean sands such as Ottawa F-65 sand. The permeability of the ground was set to a constant value of $1.26 \times 10^{-4}$ m/s to take into account the effect of pore water flow and migration; the value was determined based on permeability tests conducted at the George Washington University.

| Symbol | Parameter designation                  | Value  |
|--------|----------------------------------------|--------|
| $\phi_p$ | Phase transformation angle             | 28.0°  |
| $e_{cm}$ | Limit of contractive component        | 0.15   |
| $r_c$  | Parameter controlling contractive component | 0.72   |
| $r_d$  | Parameter controlling dilative and contractive components | 0.85   |
| $q_1$  | Parameter controlling initial phase of contractive component | 1.0    |
| $q_2$  | Parameter controlling final phase of contractive component | 0.1    |
| $S_1$  | Small positive number to avoid zero confining pressure | 0.005  |
| $c_1$  | Parameter controlling elastic range for contractive component | 1.39   |
| $q_{us}$ | Undrained shear strength (for steady-state analysis) | –      |

**Table 28.2** Model parameters for dilatancy

**Fig. 28.3** Comparison of simulated liquefaction strength with experimental results
28.4.3 Initial/Boundary Conditions and Input Motions

The type-B FE simulations were performed using a 2-dimensional FE mesh shown in Fig. 28.4, which has the same prototype dimension as the centrifuge experiments. The number of nodes and elements (including pore water elements) is 861 and 1600, respectively. In order to avoid shear locking and hourglass modes, the selective reduced integration (SRI) techniques (Hughes 1980) were applied to four-node quadrilateral soil elements. The FE mesh size was determined by considering the wavelength corresponding to the highest frequency of interest as suggested by Alford et al. (1974); in this study, 15 Hz was used for the highest frequency because the value is large enough compared to the natural frequency (i.e., 1 Hz) of the input motion. For simulating the boundary conditions of the rigid box in the centrifuge experiments, displacement boundary conditions for the type-B predictions were determined as follows: the degree of freedom at the side boundaries was fixed only horizontally (i.e., vertical roller), and both horizontal and vertical displacements were fixed at the base. When it comes to the degree of freedom of pore water pressure, a hydrostatic condition was specified at the ground surface whereas the side and bottom boundaries were set to be impermeable.

Before proceeding to a seismic response (or dynamic) analysis, a self-weight analysis was carried out by applying the gravity acceleration to the model for obtaining the initial stress and strain distributions before shaking. In the seismic response analysis, the first destructive motions (motion 2) recorded at the bottom of the container during centrifuge experiments were used as an input motion for the type-B predictions; the motions were intended to be identical among all facilities, but somewhat different from the target motion depending on facilities. The numerical time integration was carried out by the SSpj method (Zienkiewicz et al. 2000) with the standard parameters $\theta_1 = 0.6$ and $\theta_2 = 0.605$ for the equation of motion and $\theta_1 = 0.6$ for the mass balance equation of pore water flow, using a time step of 0.005 s; both equations are written in the context of the finite strain formulation.
28.5 Type-B Predictions (for Motion 2)

The results of the type-B predictions are compared to centrifuge experiments in Figs. 28.5, 28.6, 28.7, 28.8, 28.9, 28.10, 28.11, 28.12, and 28.13. In each figure, simulation results, in which model parameters for dilatancy were determined referring to the liquefaction strength for \(e_0 = 0.542\), are also shown. The measured responses for KyU3 in Fig. 28.5 are generally well simulated using appropriate model parameters (i.e., parameters for the closest void ratio, \(e_0 = 0.585\)) rather than the case with the parameters for \(e_0 = 0.542\): the simulated lateral displacement becomes closer to the measurement with the increase in the void ratio. The negative spikes in the measured acceleration are reasonably simulated in the type-B prediction (\(e_0 = 0.585\)). However, the dynamic amplitude of simulated EPWP is overestimated to some extent. Thus, type-C simulations should be required to capture the measured behavior with higher precision.

Following is a summary of the comparison between the type-B predictions and centrifuge model tests. By setting the model parameters referring to liquefaction
Fig. 28.6 Computed time histories (type-B prediction for CU2, $e_0 = 0.650$) with experimental results.

Fig. 28.7 Computed time histories (type-B prediction for KAIST1, $e_0 = 0.558$) with experimental results.
Fig. 28.8  Computed time histories (type-B prediction for KAIST2, $e_0 = 0.664$) with experimental results.

Fig. 28.9  Computed time histories (type-B prediction for UCD1, $e_0 = 0.592$) with experimental results.
Fig. 28.10  Computed time histories (type-B prediction for UCD3, $e_0 = 0.598$) with experimental results

Fig. 28.11  Computed time histories (type-B prediction for ZJU2, $e_0 = 0.650$) with experimental results
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Fig. 28.12  Computed time histories (type-B prediction for NCU3, $e_0 = 0.604$) with experimental results
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Fig. 28.13  Computed time histories (type-B prediction for Ehime2, $e_0 = 0.560$) with experimental results
28.6 Conclusions

This chapter reported the results of Type-B predictions for dynamic centrifuge model tests of a liquefiable sloping ground conducted at various centrifuge facilities within a framework of LEAP-UCD-2017. The simulations were performed with a finite strain analysis program, called “FLIP TULIP,” which incorporates a strain space multiple mechanism model based on the finite strain theory (including both total and updated Lagrangian formulations). The program can consider the effect of geometrical nonlinearity as well as material nonlinearity’s effect. By setting soil parameters for the constitutive model referring to the results of laboratory experiments (e.g., cyclic triaxial tests), the prediction was able to reasonably simulate the measured lateral displacement, horizontal acceleration, and excess pore water pressure. However, it was found that a perfect agreement between predictions and experiments seems difficult to achieve without knowledge of experimental results, even though input motions recorded during experiments are available for the prediction. This may be because the variation in measured dynamic responses, particularly lateral displacements, among the facilities was more or less influenced by a series of test procedures (e.g., how to build up the sloping ground) as well as the differences of input motions. However, the variation is hard to quantify in advance of predictions at the current moment, although the influence is non-negligible for the prediction accuracy. Thus, how to estimate the degree of variation in advance is left for future work as well as how to reduce experimental errors. To simulate the experimental results more realistically, type-C simulations may be required by identifying model parameters with trial and error for each facility’s results.
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