Fast Rendezvous with Advice

Avery Miller, Andrzej Pelc *

E-mails: avery@averymiller.ca, pelc@uqo.ca

Université du Québec en Outaouais, Gatineau, Canada.

Abstract. Two mobile agents (robots), starting from different nodes of an $n$-node network at possibly different times, have to meet at the same node. This problem is known as rendezvous. Agents move in synchronous rounds using a deterministic algorithm. In each round, an agent decides to either remain idle or to move to one of the adjacent nodes. Each agent has a distinct integer label from the set $\{1, \ldots, L\}$, which it can use in the execution of the algorithm, but it does not know the label of the other agent.

The main efficiency measure of a rendezvous algorithm’s performance is its time, i.e., the number of rounds from the start of the later agent until the meeting. If $D$ is the distance between the initial positions of the agents, then $\Omega(D)$ is an obvious lower bound on the time of rendezvous. However, if each agent has no initial knowledge other than its label, time $O(D)$ is usually impossible to achieve. We study the minimum amount of information that has to be available a priori to the agents to achieve rendezvous in optimal time $\Theta(D)$. Following the standard paradigm of algorithms with advice, this information is provided to the agents at the start by an oracle knowing the entire instance of the problem, i.e., the network, the starting positions of the agents, their wake-up rounds, and both of their labels. The oracle helps the agents by providing them with the same binary string called advice, which can be used by the agents during their navigation. The length of this string is called the size of advice. Our goal is to find the smallest size of advice which enables the agents to meet in time $\Theta(D)$. We show that this optimal size of advice is $\Theta(D \log(n/D) + \log \log L)$. The upper bound is proved by constructing an advice string of this size, and providing a natural rendezvous algorithm using this advice that works in time $\Theta(D)$ for all networks. The matching lower bound, which is the main contribution of this paper, is proved by exhibiting classes of networks for which it is impossible to achieve rendezvous in time $\Theta(D)$ with smaller advice.
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1 Introduction

1.1 Background

Two mobile agents, starting from different nodes of a network, have to meet at the same node at the same time. This distributed task is known as rendezvous and has received a lot of attention in the literature. Agents can be any mobile autonomous entities. They might represent human-made objects, such as software agents in computer networks or mobile robots navigating in a network of corridors in a building or a mine. They might also be natural, such as animals seeking a mate, or people who want to meet in an unknown city whose streets form a network. The purpose of meeting in the case of software agents or mobile robots might be the exchange of data previously collected by the agents or samples collected by the robots. It may also be the coordination of future network maintenance tasks, for example checking functionality of websites or of sensors forming a network, or decontaminating corridors of a mine.

1.2 Model and Problem Description

The network is modeled as an undirected connected graph with \( n \) unlabeled nodes. We seek deterministic rendezvous algorithms that do not rely on the agents perceiving node identifiers, and therefore can work in anonymous graphs as well (cf. [4]). The reason for designing such algorithms is that, even when nodes of the network have distinct identifiers, agents may be unable to perceive them because of limited sensory capabilities (e.g., a mobile robot may be unable to read signs at corridor crossings), or nodes may be unwilling to reveal their identifiers to software agents, e.g., due to security or privacy reasons. From a methodological point of view, if nodes had distinct identifiers visible to the agents, the agents could explore the graph and meet at the node with the smallest identifier. Hence, in this case, rendezvous reduces to graph exploration.

On the other hand, we assume that, at each node \( v \), each edge incident to \( v \) has a distinct port number from the set \( \{0, \ldots, d-1\} \), where \( d \) is the degree of \( v \). These port numbers are fixed and visible to the agents. Port numbering is local to each node, i.e., we do not assume any relation between port numbers at the two endpoints of an edge. Note that in the absence of port numbers, edges incident to a node would be undistinguishable for agents and thus rendezvous would be often impossible, as an agent may always miss some particular edge incident to the current node, and this edge could be a bridge to the part of the graph where the other agent started. The previously mentioned security and privacy reasons for not revealing node identifiers to software agents are irrelevant in the case of port numbers. If the graph models a system of corridors of a mine or a building, port numbers can be made implicit, e.g., by marking one edge at each intersection (using a simple mark legible even by a mobile robot with very limited vision), considering it as corresponding to port 0, and all other port numbers increasing clockwise.
Agents are initially located at different nodes of the graph and traverse its edges in synchronous rounds. They cannot mark visited nodes or traversed edges in any way, and they cannot communicate before meeting. The adversary wakes up each of the agents, possibly in different rounds. Each agent starts executing the algorithm in the round of its wake-up. It has a clock that ticks at each round and starts at the wake-up round of the agent. In each round, each agent either remains at the current node, or chooses a port in order to move to one of the adjacent nodes. When an agent enters a node, it learns the node’s degree and the port number by which it enters the node. When agents cross each other on an edge while traversing it simultaneously in different directions, they do not notice this fact.

Each agent has a distinct integer label from a fixed label space \( \{1, \ldots, L\} \), which it can use as a parameter in the same deterministic algorithm that both agents execute. It does not know the label nor the starting round of the other agent. Since we study deterministic rendezvous, the absence of distinct labels would preclude the possibility of meeting in highly symmetric graphs, such as rings or tori, for which there exist non-trivial port-preserving automorphisms. Indeed, in such graphs, identical agents starting simultaneously and executing the same deterministic algorithm can never meet, since they will keep the same positive distance in every round. Hence, assigning different labels to agents is the only way to break symmetry, as is needed to meet in every graph using a deterministic algorithm. On the other hand, if agents knew each other’s identities, then the smaller-labelled agent could stay inert, while the other agent would try to find it. In this case rendezvous reduces to graph exploration. Assuming such knowledge, however, is not realistic, as agents are often created independently in different parts of the graph, and they know nothing about each other prior to meeting.

The rendezvous is defined as both agents being at the same node in the same round. The main efficiency measure of a rendezvous algorithm’s performance is its time, i.e., the number of rounds from the start of the later agent until the meeting. If \( D \) is the distance between the initial positions of the agents, then \( \Omega(D) \) is an obvious lower bound on the time of rendezvous. However, if the agents have no additional knowledge, time \( O(D) \) is usually impossible to achieve. This is due to two reasons. First, without any knowledge about the graph, even the easier task of treasure hunt [42], in which a single agent must find a target (treasure) hidden at an unknown node of the graph, takes asymptotically larger time in the worst case. Treasure hunt is equivalent to a special case of rendezvous where one of the agents is inert. In the worst case, this takes as much time as graph exploration, i.e., having a single agent visit all nodes. Second, even when the graph is so simple that navigation of the agents is not a problem, breaking symmetry between the agents, which is often necessary to achieve a meeting, may take time larger than \( D \). Indeed, even in the two-node graph, where \( D = 1 \), rendezvous requires time \( \Omega(\log L) \) [18].

We study the amount of information that has to be given \textit{a priori} to the agents to achieve rendezvous in optimal time \( \Theta(D) \). Following the paradigm of
algorithms with advice \[1, 11, 13, 17, 21, 23, 24, 25, 26, 28, 30, 31, 33, 34, 35, 40, 44\], this information is provided to the agents at the start, by an oracle knowing the entire instance of the problem, i.e., the graph, the starting positions of the agents, their wake-up rounds, and both of their labels. The oracle helps the agents by providing them with the same binary string called advice, which can be used by each agent, together with its own label, during the execution of the algorithm. The length of this string is called the size of advice. Our goal is to find the smallest size of advice (up to constant factors) which enables the agents to meet in time \(\Theta(D)\). In other words we want to answer the question:

What is the minimum information that permits the fastest possible rendezvous?

where both “minimum” and “fastest” are meant up to multiplicative constants.

Notice that, since the advice given to both agents is identical, it could not help break symmetry if agents did not have distinct labels. Hence, even with large advice, the absence of distinct labels would preclude rendezvous in highly symmetric networks, as argued above. Using the framework of advice permits us to quantify the amount of information needed for an efficient solution of a given network problem (in our case, rendezvous), regardless of the type of information that is provided.

1.3 Our Results

For agents with labels from the set \(\{1, \ldots, L\}\), we show that, in order to meet in optimal time \(\Theta(D)\) in \(n\)-node networks, the minimum size of advice that has to be provided to the agents is \(\Theta(D \log(n/D) + \log \log L)\). The upper bound is proved by constructing an advice string of this size, and providing a natural rendezvous algorithm using this advice that works in time \(\Theta(D)\) for all networks. The matching lower bound, which is the main contribution of this paper, is proved by exhibiting classes of networks for which it is impossible to achieve rendezvous in time \(\Theta(D)\) with smaller advice.

Our algorithm works for arbitrary starting times of the agents, and our lower bound is valid even for simultaneous start. As far as the memory of the agents is concerned, our algorithm has very modest requirements: an agent must only be able to store the advice and its own label. Hence memory of size \(\Theta(D \log(n/D) + \log L)\) is sufficient. On the other hand, our lower bound on the size of advice holds even for agents with unlimited memory.

1.4 Related Work

The problem of rendezvous has been studied both under randomized and deterministic scenarios. An extensive survey of randomized rendezvous in various models can be found in [4], cf. also [2, 3, 5, 9]. Deterministic rendezvous in networks has been surveyed in [41]. Several authors considered geometric scenarios
(rendezvous in an interval of the real line, e.g., [9, 10], or in the plane, e.g., [6, 7]). Gathering more than two agents was studied, e.g., in [22, 39, 43].

For the deterministic setting, many authors studied the feasibility and time complexity of rendezvous. For instance, deterministic rendezvous of agents that are equipped with tokens used to mark nodes was considered, e.g., in [38]. Most relevant to our work are the results about deterministic rendezvous in arbitrary graphs, when the two agents cannot mark nodes, but have unique labels [18, 36, 42]. In [18], the authors present a rendezvous algorithm whose running time is polynomial in the size of the graph, in the length of the shorter label and in the delay between the starting times of the agents. In [36, 42], rendezvous time is polynomial in the first two of these parameters and independent of the delay.

Memory required by the agents to achieve deterministic rendezvous was studied in [27] for trees and in [14] for general graphs. Memory needed for randomized rendezvous in the ring is discussed, e.g., in [37].

Apart from the synchronous model used in this paper, several authors investigated asynchronous rendezvous in the plane [12, 22] and in network environments [8, 15, 16, 19]. In the latter scenario, the agent chooses the edge to traverse, but the adversary controls the speed of the agent. Under this assumption, rendezvous at a node cannot be guaranteed even in very simple graphs. Hence the rendezvous requirement is relaxed to permit the agents to meet inside an edge.

Providing nodes or agents with arbitrary kinds of information that can be used to perform network tasks more efficiently has been proposed in [1, 11, 13, 17, 21, 23, 24, 25, 26, 28, 30, 31, 33, 34, 35, 40, 44]. This approach was referred to as algorithms with advice. Advice is given either to nodes of the network or to mobile agents performing some network task. In the first case, instead of advice, the term informative labeling schemes is sometimes used. Several authors studied the minimum size of advice required to solve network problems in an efficient way.

In [35], given a distributed representation of a solution for a problem, the authors investigated the number of bits of communication needed to verify the legality of the represented solution. In [24] the authors compared the minimum size of advice required to solve two information dissemination problems using a linear number of messages. In [26] it was shown that advice of constant size given to the nodes enables the distributed construction of a minimum spanning tree in logarithmic time. In [21] the advice paradigm was used for online problems. In [23], the authors established lower bounds on the size of advice needed to beat time $\Theta(\log^* n)$ for 3-coloring cycles and to achieve time $\Theta(\log^* n)$ for 3-coloring unoriented trees. In the case of [40], the issue was not efficiency but feasibility: it was shown that $\Theta(n \log n)$ is the minimum size of advice required to perform monotone connected graph clearing. In [33] the authors studied radio networks for which it is possible to perform centralized broadcasting in constant time. They proved that constant time is achievable with $O(n)$ bits of advice in such networks, while $o(n)$ bits are not enough. In [30] the authors studied the problem of topology recognition with advice given to nodes. In [17] the task of drawing
an isomorphic map was executed by an agent in a graph and the problem was to determine the minimum advice that has to be given to the agent for the task to be feasible.

Among the papers using the paradigm of advice, \cite{13, 25} are closest to the present work, as they both concern the task of graph exploration by an agent. In \cite{13} the authors investigated the minimum size of advice that has to be given to unlabeled nodes (and not to the agent) to permit graph exploration by an agent modeled as a \( k \)-state automaton. In \cite{25} the authors established the size of advice that has to be given to an agent in order to explore trees while obtaining competitive ratio better than 2. To the best of our knowledge, rendezvous with advice has never been studied before.

2 Algorithm and Advice

Consider any \( n \) node graph, and suppose that the distance between the initial positions of the agents is \( D \). In this section, we construct an advice string of length \( O(D \log(n/D) + \log \log L) \) and a rendezvous algorithm which achieves time \( D \) using this advice. We first describe the advice string. Let \( G \) be the underlying graph and let \( \ell_1 \) and \( \ell_2 \) be the distinct labels of the agents, both belonging to the label space \( \{1, \ldots, L\} \). Call the agent with label \( \ell_1 \) the first agent and the agent with label \( \ell_2 \) the second agent. Let \( x \) be the smallest index such that the binary representations of \( \ell_1 \) and \( \ell_2 \) differ on the \( x \)-th bit. Without loss of generality assume that the \( x \)-th bit is 0 in the binary representation of \( \ell_1 \) and 1 in the binary representation of \( \ell_2 \).

Let \( P \) be a fixed shortest path in \( G \) between the initial positions \( u \) and \( v \) of the agents. The path \( P \) induces two sequences of ports of length \( D \): the sequence \( \pi' \) of consecutive ports to be taken at each node of path \( P \) to get from \( u \) to \( v \), and the sequence \( \pi'' \) of consecutive ports to be taken at each node of path \( P \) to get from \( v \) to \( u \). Let \( \pi \in \{\pi', \pi''\} \) be the sequence corresponding to the direction from the initial position of the second agent to the initial position of the first agent.

Denote \( \pi = (p_1, \ldots, p_D) \). Let \( A_i \), for \( i = 1, \ldots, D \), be the binary representation of the integer \( p_i \). Additionally, let \( A_0 \) be the binary representation of the integer \( x \). The binary strings \( (A_0, \ldots, A_D) \) will be called substrings.

The sequence of substrings \( (A_0, \ldots, A_D) \) is encoded into a single advice string to pass to the algorithm. More specifically, the sequence is encoded by doubling each digit in each substring and putting \( 01 \) between substrings. This permits the agent to unambiguously decode the original sequence. Denote by \( \text{Concat}(A_0, \ldots, A_D) \) this encoding and let \( \text{Decode} \) be the inverse (decoding) function, i.e., \( \text{Decode}(\text{Concat}(A_0, \ldots, A_D)) = (A_0, \ldots, A_D) \). As an example, \( \text{Concat}((01), (00)) = (0011010000) \). Note that the encoding increases the total number of advice bits by a constant factor. The advice string given to the agents is \( A = \text{Concat}(A_0, \ldots, A_D) \).

The idea of the Algorithm \textbf{Fast Rendezvous} using the advice string \( A \) is the following. Each agent decodes the sequence \( (A_0, \ldots, A_D) \) from the string \( A \). Then each agent looks at the \( x \)-th bit of its label, where \( x \) is the integer
represented by $A_0$. If this bit is 0, the agent stays inert at its initial position, otherwise it takes the consecutive ports $p_1,\ldots,p_D$, where $p_i$, for $i = 1,\ldots,D$, is the integer with binary representation $A_i$. After these $D$ moves, the agent meets the other agent at the latter’s initial position. Below is the pseudocode of the algorithm.

\begin{algorithm}
\textbf{Fast Rendezvous}
\begin{flushleft}
Input: advice string $A$, label $\ell$.
\end{flushleft}
\begin{flushleft}
$(A_0,\ldots,A_D) := \text{Decode}(A)$
\end{flushleft}
\begin{flushleft}
$x :=$ the integer with binary representation $A_0$.
\end{flushleft}
\begin{flushleft}
if the $x$th bit of $\ell$ is 1
\end{flushleft}
\begin{flushleft}
for $i = 1$ to $D$ do
\end{flushleft}
\begin{flushleft}
$p_i :=$ the integer with binary representation $A_i$
\end{flushleft}
\begin{flushleft}
take port $p_i$
\end{flushleft}
\begin{flushleft}
stop.
\end{flushleft}
\end{algorithm}

\begin{theorem}
Let $G$ be an $n$-node graph with two agents initially situated at distance $D$ from one another. Algorithm \textbf{Fast Rendezvous} achieves rendezvous in time $D$, using advice of size $O(D \log(n/D) + \log \log L)$.
\end{theorem}

\begin{proof}
The correctness and time of the algorithm are straightforward. It remains to prove that the length of the advice string $A$ is $O(D \log(n/D) + \log \log L)$. To do this, it is enough to show that the sum of the lengths $z_i$ of substrings $A_i$, for $i = 0,\ldots,D$, is $O(D \log(n/D) + \log \log L)$.

Note that $z_0 = \lceil \log x \rceil \in O(\log \log \ell) \subseteq O(\log \log L)$. Also, note that $p_i \leq \text{deg}(v_i)$, where $v_1,\ldots,v_D$ are consecutive nodes on some shortest path between the initial positions of the agents. It is well-known (cf. e.g., \cite{29}) that the sum of degrees on a shortest path between any two nodes in an $n$-node graph is bounded above by $3n$. Hence $p_1 + \cdots + p_D \leq 3n$. We have

$$z_1 + \cdots + z_D \leq \lceil \log \text{deg}(v_1) \rceil + \cdots + \lceil \log \text{deg}(v_D) \rceil \leq D + \log(\prod_{i=1}^{D} \text{deg}(v_i)).$$

The product of $D$ positive numbers whose sum is at most $3n$ is maximized when they are all equal to $3n/D$. Hence $z_1 + \cdots + z_D \leq D + D \log(3n/D) \in O(D \log(n/D))$. This concludes the proof.

\section{Lower Bound}

In this section, we prove a lower bound on the size of advice permitting rendezvous in optimal time $O(D)$, where $D$ is the initial distance between the agents. This lower bound will match the upper bound established in Theorem 1 which says that, for an arbitrary $n$-node graph, rendezvous can be achieved in time $O(D)$ using advice of size $O(D \log(n/D) + \log \log L)$. In order to prove
that this size of advice cannot be improved in general, we present two classes of graphs: one that requires advice \( \Omega(D \log(n/D)) \) and another that requires advice \( \Omega(\log \log L) \) to achieve optimal time of rendezvous. To make the lower bound even stronger, we show that it holds even in the scenario where agents start simultaneously.

The \( \Omega(D \log(n/D)) \) lower bound will be first proved for the simpler problem of treasure hunt. Recall that in this task, a single agent must find a stationary target (treasure) hidden at an unknown node of the graph at distance \( D \) from the initial position of the agent. We then show how to derive the same lower bound on the size of advice for the rendezvous problem.

The following technical lemma gives a construction of a graph which will provide the core of our argument for the \( \Omega(D \log(n/D)) \) lower bound.

**Lemma 1.** Let \( n \) and \( D \) be positive integers such that \( D \leq n/2 \). Consider any treasure-hunting algorithm \( A \) that takes \( Dz \) bits of advice. For any fixed even integer \( k \in \{2, \ldots, n-1\} \) and every integer \( \ell \in \{1, \ldots, \min\{\left\lfloor \frac{D}{k} \right\rfloor, \left\lfloor \frac{n-1}{k} \right\rfloor\} \), there exists a graph of size \( k\ell + 1 \), an initial position of the agent in this graph, and a location of the treasure at distance \( 2\ell \) from this initial position, for which algorithm \( A \) uses \( \Omega(\frac{kn^2}{2\ell}) \) rounds.

**Proof.** We define a class of graphs \( G(k, \ell) \) such that each graph in \( G(k, \ell) \) has \( k\ell + 1 \) nodes. We will prove that there is a non-empty subset \( B \) of \( G(k, \ell) \) such that, on each graph in \( B \), algorithm \( A \) uses \( \Omega(\frac{kn^2}{2\ell}) \) rounds to complete treasure hunt, for some initial position of the agent and a location of the treasure at distance \( 2\ell \) from this location.

Each graph \( G \) in the class consists of \( \ell \) copies of a \( k \)-clique \( H \) (with a port numbering to be described shortly), which are chained together in a special way. We will refer to these cliques as \( H_1, \ldots, H_\ell \).

Let \( v_1, \ldots, v_k \) denote the nodes of \( H \). It should be stressed that names of nodes in cliques are for the convenience of the description only, and they are not visible to the agent. We choose an arbitrary edge-colouring of \( H \) using the colours \( \{0, \ldots, k-2\} \), which is always possible for cliques of even size, cf. e.g., [32], Theorem 7.6. For an arbitrary edge \( e \) in \( H \), let \( c(e) \) denote the colour assigned to \( e \). The port numbers of \( H \) are simply the edge colours, i.e., for any edge \( \{u, v\} \), the port numbers corresponding to this edge at \( u \) and \( v \) are both equal to \( c(\{u, v\}) \).

Each graph \( G \in G(k, \ell) \) is obtained by chaining together the copies \( H_1, \ldots, H_\ell \) of the clique \( H \) in the following way. We will call node \( v_1 \) in clique \( H_i \) the gate \( g_i \) of \( H_i \). The initial position of the agent is \( g_1 \). Each gate \( g_i \), for \( i > 1 \), is placed on (i.e., subdivides) one of the edges of clique \( H_{i-1} \) not incident to \( g_{i-1} \). We denote this edge by \( e_{i-1} \). Finally, an additional treasure node \( g_{\ell+1} \) is placed on (i.e., subdivides) one of the edges of clique \( H_\ell \) not incident to \( g_{\ell} \), and this edge is denoted by \( e_{\ell} \). Hence \( g_1 \) has degree \( k-1 \), each \( g_i \), for \( 1 < i \leq \ell \), has degree \( k+1 \), and \( g_{\ell+1} \) has degree 2, cf. Figure 1 (a). Note that, since \( g_i \), for \( i > 1 \), subdivides an edge that is not incident to \( g_{i-1} \), we have \( D = 2\ell \). Port numbering of graph \( G \) is the following. Port numbers in each clique \( H_i \) are unchanged, the new port
numbers at each node \( g_i \), for \( 1 < i \leq \ell \), are \( k - 1 \) and \( k \), with \( k - 1 \) corresponding to the edge whose other endpoint has smaller index, and the new port numbers at node \( g_{\ell + 1} \) are 0 and 1, with 0 corresponding to the edge whose other endpoint has smaller index, cf. Figure 1 (b). All graphs in the class \( G(k, \ell) \) are isomorphic and differ only by port numbering. Note that each graph in \( G(k, \ell) \) is uniquely identified by the sequence of edges \((e_1, \ldots, e_\ell)\). Therefore, the number of graphs in \( G(k, \ell) \) is 

\[
N = \frac{(k - 1)(k - 2)}{2}^\ell.
\]

![Diagram](image)

Fig. 1. (a) A graph in \( G(6, 4) \) (b) Port numbering of each clique \( H_i \), for \( i < \ell \), with gate \( g_{i+1} \) inserted

Notice that an agent navigating in a graph \( G \in G(k, \ell) \) always knows when it arrives at a gate \( g_i \), for \( 1 < i \leq \ell \), because these are the only nodes of degree \( k + 1 \). Call a walk of an agent normal, if the agent visits each gate \( g_i \), for \( 1 < i \leq \ell \), exactly once (i.e., never exits a gate by port \( k - 1 \) or \( k \)). It is enough to prove our lower bound on the time of treasure hunt only for algorithms where the agent always performs a normal walk. Indeed, for any walk, there exists a normal walk using at most the same time. From now on we restrict attention to such algorithms.

We prove our lower bound on the class of graphs \( G(k, \ell) \). The idea is that, in order to find the treasure node, the agent must visit each of the nodes \( g_1, \ldots, g_{\ell+1} \). To get from \( g_i \) to \( g_{i+1} \), the agent must find the edge \( e_i \) of \( H_i \) that the node \( g_{i+1} \) subdivides. With little advice, this amounts to searching many edges of the clique \( H_i \), and hence increases time.

For any graph \( G \), the agent is given some advice string \( S \) and executes its treasure-hunting algorithm \( A \). With \( Dz \) bits of advice, there exists a set \( B \) of at least \( \frac{N}{2^Dz} \) graphs for which the agent is given the same advice string. Next, we provide an upper bound on the number of graphs in \( B \). By comparing this upper bound with \( \frac{N}{2^Dz} \), we will get the desired lower bound on the number of rounds needed to find the treasure.

Let \( T \) be the maximum running time of algorithm \( A \) on graphs of class \( G(k, \ell) \). Let \( \tau \) be the function that maps each graph from \( B \subseteq G(k, \ell) \) to an \( \ell \)-tuple \((t_1, \ldots, t_\ell)\), where, for each \( i \in \{1, \ldots, \ell\} \), \( t_i \) is the number of edge traversals performed by the agent in clique \( H_i \). This function is well-defined since we consider only deterministic algorithms. We now prove that this function is injective.
Claim. For any two graphs $G \neq G'$ in the set $B$, we have $\tau(G) \neq \tau(G')$.

Proof. Let $G$ and $G'$ be represented by the distinct sequences of edges $(e_1, \ldots, e_\ell)$ and $(e'_1, \ldots, e'_\ell)$, respectively. Let $j$ be the first index for which $e_j \neq e'_j$. Since the advice string for graphs $G$ and $G'$ is the same, the sequence of ports taken by the agent in these graphs is the same until the agent reaches nodes of different degree in $G$ and $G'$. Let $\tau(G) = (t_1, \ldots, t_\ell)$ and $\tau(G') = (t'_1, \ldots, t'_\ell)$. Hence $t_i = t'_i$ for $i < j$. Without loss of generality assume that $t_j \leq t'_j$. For each round $r \leq t_1 + \cdots + t_j$, the agent takes the same port number in $G$ and $G'$. In round $t_1 + \cdots + t_j + 1$ the agent reaches the gate $g_{j+1}$ in $G$. Since $e_j \neq e'_j$, the agent does not reach the gate $g_{j+1}$ in $G'$ in this round. Since the walk of the agent is normal, we conclude that $t_j < t'_j$.

By Claim 3, the number of graphs in $B$ is bounded above by the size of the range of $\tau$. Consider an arbitrary $\ell$-tuple $(t_1, \ldots, t_\ell)$ in the range of $\tau$. By the definition of $\mathcal{G}(k, \ell)$, for each $i \in \{1, \ldots, \ell\}$, the agent must traverse at least two edges to get from $g_{t_i}$ to $g_{t_{i+1}}$. Further, $T$ is an upper bound on the number of edge traversals performed in any execution of the algorithm. Therefore, the size of the range of $\tau$ is bounded above by the number of integer-valued $\ell$-tuples with positive terms whose sum is at most $T$. Clearly, this is bounded above by the number of real-valued $\ell$-tuples with non-negative terms whose sum is at most $T$, i.e., by the size of the simplex $\Delta_\ell = \{(t_1, \ldots, t_\ell) \in \mathbb{R}^\ell \mid \sum_{i=1}^\ell t_i = T \text{ and } 0 \leq t_i \leq T \text{ for all } i\}$. From [20], the volume of $\Delta_\ell$ is equal to $T^\ell / \ell!$. Thus, we have shown that the size of $B$ is bounded above by $T^\ell / \ell!$. Comparing this to our lower bound $\frac{N}{2^{Dz}}$ on the size of $B$, we get

$$T \geq \sqrt{\ell! \frac{N}{2^{Dz}}} \geq \sqrt{\ell! \left(\frac{(k-1)(k-2)/2}{2^{Dz}}\right)^\ell} \geq \sqrt{\pi} \left(\frac{(k-2)^2/2}{2^{Dz}}\right)^\ell = \sqrt{\pi} \left(\frac{(k-2)^2}{2^{2z}}\right)^\ell.$$

By Stirling’s formula we have $\ell! \geq \sqrt{\ell} (\ell/e)^\ell$, for sufficiently large $\ell$. Hence $\sqrt{\pi} \ell^\ell \geq \ell^{\ell/(2\pi)} (\ell/e)^\ell$. Since the first factor converges to 1 as $\ell$ grows, we have $\sqrt{\pi} \ell^\ell \in \Omega(\ell)$. Hence the above bound on $T$ implies $T \in \Omega\left(\frac{N}{2^{Dz}}\right)$.

Theorem 2. Let $n$ and $D$ be positive integers such that $D \leq n/2$. If an algorithm $A$ solves treasure hunting in $O(D)$ rounds whenever the treasure is at distance $D$ from the initial position of the agent, then there exists an $n$-node graph $G$ with treasure at this distance such that $A$ requires $\Omega(D \log(n/D))$ bits of advice.

Proof. We suppose that only $o(D \log(n/D))$ bits of advice are provided, and show that there is an $n$-node graph for which $A$ completes treasure hunt in $\omega(D)$ rounds.

Case 1. $D \in o(n)$.

The amount of advice provided is $Dz$, where $z < \frac{1}{2} \log(n/D)$. By Lemma 1 with $k = |n/D|$ or $k = |n/D| - 1$, whichever number is even, and $\ell = \lfloor(D - 1)/2\rfloor$, there exists a graph $G' \in \mathcal{G}(k, \ell)$ such that, for some positive constant
c, algorithm A uses at least $\frac{c(D/2)(n/D)^2}{2^{\phi(n)/D}} > \frac{c}{2^{\phi(n)/D}} = \frac{c}{2^u} \in \omega(D)$ rounds to reach the treasure located at some node $x$ at distance $2\ell$ from the initial position of the agent.

**Case 2.** $D \in \Omega(n)$.

Since $\log(n/D)$ is constant and $o(D \log(n/D))$ bits of advice are provided, it follows that the amount of advice provided is $Dz$, where $z = 1/\varphi(n)$ for some integer function $\varphi(n)$ such that $\varphi(n) \in \omega(1)$. By Lemma 3 with $k = \min\{n - D - 1, \varphi(n)\}$ or $k = \min\{n - D - 1, \varphi(n)\} - 1$, whichever number is even, and $\ell = \left\lfloor \frac{n - D - 1}{k} \right\rfloor$, there exists a graph $G' \in G(k, \ell)$ such that, for some positive constant $c$, algorithm A uses at least $\frac{c(n - D - 1)^2/k}{2^{\phi(n)}} > \frac{c(n - D - 1)}{4} k \in \omega(n)$ rounds to reach the treasure located at some node $x$ at distance $2\ell$ from the initial position of the agent.

In both cases, graph $G'$ has $k\ell + 1$ nodes and the treasure is located at distance $2\ell$ from the initial position of the agent. We obtain a graph $G$ with $n$ nodes by attaching a path of $n - k\ell - 1$ nodes to node $x$ in $G'$. In this graph $G$ the initial position of the agent is unchanged with respect to $G'$, and the treasure is located on the attached path at distance $D$ from this initial position.

We now show how to deduce a lower bound on the size of advice for rendezvous (even with simultaneous start) from the lower bound for treasure hunt.

**Corollary 1.** Let $D' \leq n'$ be positive integers. There exist $n \in \Theta(n')$ and $D \in \Theta(D')$ such that if an algorithm $A$ solves rendezvous in time $O(D)$ in $n$-node graphs whenever the initial distance between the agents is $D$, then there exists an $n$-node graph for which $A$ requires $\Omega(D \log(n/D))$ bits of advice.

**Proof.** Let $G$ be a $(2n')$-node graph with a treasure located at distance $D'$ from the initial position of the agent such that an $O(D')$-time treasure hunting algorithm requires $\Omega(D' \log(n'/D'))$ bits of advice. Such a graph exists by Theorem 2. Let $v$ be the initial position of the agent and let $w$ be the location of the treasure in graph $G$.

Let $n = 4n'$ and $D = 2D'+1$. Hence $n \in \Theta(n')$ and $D \in \Theta(D')$. Construct the graph $G^*$ which consists of two disjoint copies of $G$ with the treasure locations joined by an edge. Locate two agents in $G^*$, each at the node $v$ in different copies of $G$. The graph $G^*$ has $n$ nodes and the initial distance between the agents is $D$.

In order to accomplish rendezvous in time $O(D)$, at least one of the agents has to traverse the edge joining the copies, hence it must find the node $w$ in its copy in time $O(D')$, which requires advice of size $\Omega(D' \log(n'/D')) = \Omega(D \log(n/D))$.

The second part of our lower bound on the size of advice, i.e., the lower bound $\Omega(\log \log L)$, will be proved on the class of oriented rings. A ring is oriented if every edge has port labels 0 and 1 at the two end-points. Such a port labeling induces orientation of the ring: at each node, we will say that taking port 0 is going clockwise and taking port 1 is going counterclockwise. We assume that agents operate in an oriented ring of size $n$. In order to make the lower bound as strong as possible, we prove that it holds even for simultaneous start of the agents.
Theorem 3. Let $D' \leq n'$ be positive integers. Consider any algorithm $A$ that solves rendezvous for agents with labels from the set $\{1, \ldots, L\}$. There exist $n \in \Theta(n')$ and $D \in \Theta(D')$ such that if $A$ uses time $O(D)$ in the $n$-node oriented ring whenever the initial distance between the agents is $D$, then the required size of advice is $\Omega(\log \log L)$.

Proof. Assume that $S$ is the advice string given to the agents. Consider an agent with label $x \in \{1, \ldots, L\}$ executing algorithm $A$ using advice $S$. The actions of the agent in consecutive rounds until rendezvous are specified by a behaviour vector $V_x$. In particular, $V_x$ is a sequence with terms from $\{-1, 0, 1\}$ that specifies, for each round $i$, whether agent $x$ moves clockwise (denoted by $-1$), remains idle (denoted by $0$), or moves counter-clockwise (denoted by $1$). Note that an agent’s behaviour vector is independent of its starting position, since all nodes of the ring look the same to the agent. This behaviour vector depends exclusively on the label of the agent and on the advice string $S$.

Let $D = 3D'$, $m = n' - (n' \mod D')$ and $n = \max(m, 6D')$. Hence $n \in \Theta(n')$, $D \in \Theta(D')$, $D'$ divides $n$, and $n \geq 2D$. As the initial positions of the agents, fix any nodes $v$ and $w$ of the $n$-node oriented ring, where $w$ is at clockwise distance $D$ from $v$. Since $n \geq 2D$, agents are at distance $D$ in the ring. Partition the nodes of the ring into $r$ consecutive blocks $B_0, B_1, \ldots, B_{r-1}$ of size $D'$, starting clockwise from node $v$. Hence the initial positions $v$ and $w$ of the agents are the clockwise-first nodes of block $B_0$ and block $B_3$, respectively. Since agents start simultaneously, we have the notion of global round numbers counted since their start. Partition all rounds $1, 2, \ldots$ into consecutive time segments of length $D'$. Hence, during any time segment, an agent can be located in at most two (neighbouring) blocks.

Fix a behaviour vector $V_x$ of an agent with label $x$. We define its meta-behaviour vector as a sequence $M_x$ with terms from $\{-1, 0, 1\}$ as follows. Suppose that the agent is in block $B_j$ in the first round of the $i$-th segment. The $i$-th term of $M_x$ is $z \in \{-1, 0, 1\}$, if, in the first round of the $(i+1)$-th time segment, the agent is in the block $B_{j+z}$, where index addition is modulo $r$. Since the initial position of an agent is the clockwise-first node of a block, for a fixed behaviour vector of an agent its meta-behaviour vector is well defined.

Suppose that algorithm $A$ takes at most $cD$ rounds, for some constant $c$. This corresponds to $d$ time segments for some constant $d \leq 3c$. Hence, all meta-behaviour vectors describing the actions of agents before the meeting are of length $d$ (shorter meta-behaviour vectors can be padded by zeroes at the end.) Let $\mathcal{B}$ be the set of sequences of length $d$ with terms from $\{-1, 0, 1\}$. Sequences from $\mathcal{B}$ represent possible meta-behaviour vectors of the agents. The size of $\mathcal{B}$ is $3^d$.

Since the initial positions of the agents are in blocks that are separated by two other blocks, agents with the same meta-behaviour vectors must be in different blocks in every round, and hence they can never meet. Indeed, in the first round of every time segment they must be in blocks separated by two other blocks, and during any time segment, an agent can either stay in the same block or get to an adjacent block.
Suppose that the number of bits of advice is at most \( \frac{1}{2} \log \log L \). It follows that the set \( A \) of advice strings is of size at most \( \sqrt{\log L} \). For any label \( x \in \{1, \ldots, L\} \), let \( \Phi_x \) be the function from \( A \) to \( B \), whose value on an advice string \( S \in A \) is the meta-behaviour vector of the agent with label \( x \) when given the advice string \( S \). Functions \( \Phi_x \) are well-defined, as the meta-behaviour vector of an agent whose initial position is the clockwise-first node of a block depends only on its behaviour vector, which in turn depends only on the label of the agent and on the advice string.

If the set \( B^A \) of all functions from \( A \) to \( B \) had fewer elements than \( L \), then there would exist two distinct labels \( x_1 \) and \( x_2 \) of agents such that, for any advice string \( S \), these agents would have an identical meta-behaviour vector. As observed above, these agents could never meet. This implies \( (3^d)^{\sqrt{\log L}} \geq |B^A| \geq L \). Hence \( d \log 3 \geq \sqrt{\log L} \), which contradicts the fact that \( d \) is a constant.

This shows that the number of bits of advice must be larger than \( \frac{1}{2} \log \log L \). \( \sqrt{\log L} \). 

Corollary 1 and Theorem 3 imply:

**Theorem 4.** Let \( D' \leq n' \) be positive integers. Consider any algorithm \( A \) that solves rendezvous for agents with labels from the set \( \{1, \ldots, L\} \). There exist \( n \in \Theta(n') \) and \( D \in \Theta(D') \) such that, if \( A \) takes time \( O(D) \) in all \( n \)-node graphs whenever the initial distance between the agents is \( D \), then the required size of advice is \( \Omega(D \log(n/D) + \log \log L) \).

Theorems 1 and 4 imply the following corollary which is the main result of this paper.

**Corollary 2.** The minimum number of bits of advice sufficient to accomplish rendezvous of agents with labels from the set \( \{1, \ldots, L\} \) in all \( n \)-node graphs in time \( O(D) \), whenever the initial distance between the agents is \( D \), is \( \Theta((D \log(n/D) + \log \log L)) \).

## 4 Conclusion

We established that \( \Theta(D \log(n/D) + \log \log L) \) is the minimum amount of information (advice) that agents must have in order to meet in optimal time \( \Theta(D) \), where \( D \) is the initial distance between them. It should be noted that the two summands in this optimal size of advice have very different roles. On one hand, \( \Theta(D \log(n/D)) \) bits of advice are necessary and sufficient to accomplish, in \( O(D) \) time, the easier task of treasure hunt in \( n \)-node networks, where a single agent must find a target (treasure) hidden at an unknown node of the network at distance \( D \) from its initial position. This task is equivalent to a special case of rendezvous where one of the agents is inert. On the other hand, for agents whose labels are drawn from a label space of size \( L \), \( \Theta(\log \log L) \) bits of advice are needed to break symmetry quickly enough in order to solve rendezvous in time \( O(D) \), and hence, are necessary to meet in optimal time \( \Theta(D) \),
even in constant-size networks. It should be stressed that the first summand in \( O(D \log(n/D) + \log \log L) \) is usually larger than the second. Indeed, only when \( L \) is very large with respect to \( n \) and \( D \) does the second summand dominate. This means that “in most cases” the easier task of solving treasure hunt in optimal time is as demanding, in terms of advice, as the harder task of solving rendezvous in optimal time.

In this paper, we assumed that the advice given to both agents is identical. How does the result change when each agent can get different advice? It is clear that giving only one bit of advice, 0 to one agent and 1 to the other, breaks symmetry between them, e.g., the algorithm can make the agent that received bit 0 stay inert. Thus, if advice can be different, one bit of advice reduces rendezvous to treasure hunt. The opposite reduction is straightforward. Hence it follows from our results that \( \Theta(D \log(n/D)) \) bits of advice are necessary and sufficient to accomplish rendezvous in optimal time \( \Theta(D) \) in \( n \)-node networks, if advice can be different. This holds regardless of the label space and is, in fact, also true for anonymous (identical) agents.
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