Controlling the external device in real-time using eeg brain signals based on eyes states
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ABSTRACT

The paper proposes a new method to control external device in real-time using electroencephalography-based brain signals. The brain signals of a healthy female student at F7 and F8 channels are recorded from Emotiv Epoc+. They are filtered using a combination of wavelet approach and recursive least square estimation to remove unwanted noises. Open and closed eyes states are extracted from filtered brain signals. The support vector machine approach is applied to classify two states of eyes (open and closed). The classified eyes states are utilized to generate the on and off commands, respectively. Those commands are sent to an Arduino control board to control on and off states of the light. Experimental results showed that the average accuracy of two control commands is 81.6%. The obtained results promise for extraction of more commands that can be utilized for applications in daily life.
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1. INTRODUCTION

Electroencephalography (EEG) can detect human brain activity from millions of neurons (Illes & Sahakian, 2011). Electrodes are put human scalp to get the EEG signal in microvolt (Lopes da Silva, 2013). At the first time, EEG could be utilized to predict several relevant brain diseases such as epilepsy and sleeping disorders, tumors, strokes, other brain disorders (Barbara et al., 2013; William et al., 2014). After that, the birth of functional magnetic resonance imaging (fMRI), near-infrared spectroscopy (fNIRS) (Hong & Nguyen, 2014; Nguyen & Hong, 2014, 2015a, 2015b, 2016) and computed tomography scan (CT) are utilized to effectively detect brain disorders. EEG has low spatial resolution but high temporal resolution while fMRI is high spatial resolution but low temporal resolution (Nguyen et al., 2018).

Movement activities in daily life are really significant for human. However, some people are not able to move because of their accidents, brain-muscle disorders (Vaibhav, 2014), and amyotrophic lateral sclerosis (ALS) characterized by stiff muscles. Even though their movements are difficult, their brain still works well. A brain computer-interface (BCI) can help them to communicate with the surrounding environment. BCI is a neural-control interface or a communication pathway between brain and external devices. The first work on BCI was reported in 1970s (Vidal, 1973). EEG based BCI consists of recorded brain signals, preprocessing data to remove noises, specific features extraction, classification, control command generation, and feedback signals (Bashashati et al., 2007). For example, BCI was utilized to enter characters from human though without using keyboard (Townsend et al., 2010). Recently, several works have proposed that brain
signals could be utilized to control the external device (Nguyen and Huynh, 2018) based on human thought (Ha Hoang Kha et al., 2016) or face expression (Nguyen et al., 2019).

In the current work, EEG based brain signals from eyes’ states (open and closed) can be utilized to control the external devices. Firstly, EEG based brain signals are recorded from channels of F7 and F8 using Emotive Epoc+. Secondly, noises in brain signals will be eliminated by combination of wavelet approach and recursive least square estimation. Then specific features of closed and open states of eyes are extracted for classification using the algorithm of support vector machine (SVM). Finally, two commands are sent to Arduino control board to drive a light with two states (On and Off) in real-time.

2. MATERIALS AND METHODOLOGY

2.1. The algorithm for controlling external device

Figure 1 presents the algorithm scheme for controlling external devices based on EEG brain signals. EEG Emotiv Epoc with 14 channels is utilized to record brain signals that are sent to computer with the Bluetooth protocol. Noises from the recorded EEG data are removed using the RLS adaptive algorithm. The 2s window frame is applied to filtered EEG data before going to extract the features of open and closed eye states. The SVM approach is utilized to classify two states of open and closed eyes. Two commands are generated from the brain EEG signals according to the eye states are sent to an Arduino control board based on the serial protocol. Finally, when the Arduino control board receives the commands of open and closed eye states, it turns on and off the light, respectively.

![Fig. 1. The scheme for controlling external devices based on EEG brain signals](image)

2.2. Experimental paradigm

A 22-year-old female student with good health and without relevant brain disorders was invited to participate in the experiment with 400 times of open and closed eyes (200 for open eyes and other 200 for closed eyes) with 2 second closed eyes followed by 2 second open eyes. Experimental paradigm was designed on computer to make a beep sound to let her know for state changes of open and closed eyes. She was clearly instructed before doing experiment. Especially, the experiment was conducted in quite room to limit the noises. Also, she was asked to relax and did not move her body during the experiment. Emotive Epoc+ with 14 channels and sampling rate of 128 kHz (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4) and two reference channels (P3 (CMS)/P4 (DRL)) was put on her head according to the 10-20 international system (Figure 2) such that electrodes well contacting with her scalp. The data of channels F7 and F8 (red open circles in Figure 2b) are selected because their positions are near to eyes regions.
Fig. 2. The brain signals of eyes states recorded from channels of F7 and F8 according to the 10-20 international systems (Jasper, 1958)

P3 (CMS) and P4 (DRL) are two reference electrode channels, 14 other electrodes located at AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4 shown in Figure 2. Voltage signals from electrodes are amplified and filtered by a high-pass filter and a Notch filter with the cut-off frequency of 50Hz.

2.3. Data preprocessing

EEG based brain signals are affected by many kinds of noises such as experimental environment, physiology noises, and noises from equipment. Therefore, the noise removal is really significant to get good brain signal. In the current work, a combination of wavelet and RLS estimation are utilized to eliminate noises in EEG based brain signals.

The RLS adaptive filter based on wavelet decomposition is utilized to eliminate noises of eyes blinking in the coarse electroencephalogram chain proposed in the previous study (Peng et al., 2013). The RLS method is believed to be fast, efficient, and suitable to apply for real-time applications.

Wavelet decomposition

EEG based brain signals are decomposed two components: Approximation (A) respects to low frequency component and Detail (D) illustrates for high frequency component according to low pass filter and high pass filter, respectively (Figure 3). Filters are conducted in different layers. To reduce computing time, the signals will be down-sampled two times if they are passed filters. Wavelet Daubechies with the 4th orders (db4) available in MATLAB is utilized to decompose the brain signals.

Fig. 3. Separation of EEG data using discrete wavelet transform
Adaptive filter based on wavelet decomposition and RLS

Figure 4 presents the diagram of adaptive filter to eliminate blinking noise (Peng et al., 2013). The input EEG signal is decomposed using wavelet transform with a mother wavelet function db4 available illustrated in Figure 3. The wavelet approach is utilized to separate the seven levels from the recorded brain signal, y (including the clean EEG signal S and the blinking noise signal r1). Secondly, the noise approximation signal EOG r2 is utilized as a reference signal for the adaptive filter. Finally, the clean EEG signal is derived by subtracting the output of adaptive filter. The clean EEG signals are estimated using (1).

\[ e(n) = \hat{S}_n = y(n) - \hat{r}_i \] (1)

Where, y(n) is the EEG signal obtained from the Emotiv headset, r1 is the output of the adaptive filter. The RLS algorithm is applied for the adaptive filter reported elsewhere (Peng et al., 2013).

\[ \hat{r}_i(n) = w(n)r_2(n) \] (2)

\[ w(n+1) = w(n) + g(n)e(n) \] (3)

\[ g(n) = \frac{PI(n)}{\lambda + PI(n)P(n)} \] (4)

\[ P(n+1) = \frac{P(n) - g(n)PI(n)}{\lambda} \] (5)

where, PI(n) refers a cross-correlation matrix and \( P(n) = r_2(n)P(n) \). And \( P_0 = \delta I \), \( \delta \) is a large enough positive coefficient, g(n) denotes gain vector, w(n) stands for weight vector and \( \lambda \) is the forgetting factor. It is usually chosen from 0.95 to 0.98 (Maddirala & Shaik, 2016).

2.4. Feature extraction

Two states of open and closed eyes are extracted from filtered EEG signals. In the current work, the root mean square (RMS) of filtered EEG signal is computed for each trial. The RMS based feature-extraction method is proposed to classify the status of closed eyes and open eyes. The RMS feature values are determined as follows.

\[ F_{RMS} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} s(n)^2} \] (6)

Where, \( S(n) \) is \( n^{th} \) signal in the EEG signal sequence and N is the total discrete samples of the signal sequence.

2.5. Classification

Support Vector Machine (SVM) was proposed by the previous work (Bhuvaneswari & Satheesh Kumar, 2013) to classify the problem into two or more groups. The SVM is used to construct the optimal hypperplane with largest margin for separating data between two groups. For two-dimensional data, a single hyperplane is enough to separate the data in two groups such as +1 or -1. Two hyperplanes are needed to separate the data points for three-dimensional data (Byun & Lee, 2002).

The SVM with hyperplane structure is utilized to separate sample data based on the target categories. For two-dimensional data, there are a number of...
possible linear separators (hyperplanes) and need to find the optimal hyperplane which has maximum margin width. Suppose that a training dataset of \( n \) points is given as \((x_1, y_1), \ldots, (x_n, y_n)\), where the \( y_i (i = 1, \ldots, n) \) has the value of either 1 or \(-1\) to indicate the class which \( x_i \) exists. \( x_i \) is a real vector that the “maximum-margin hyperplane” should be defined. The nearest point \( x_i \) from the group is maximized (https://en.wikipedia.org/wiki/Support_vector_machine).

The SVM approach is applied in many applications in biomedical engineering such as using the EEG based cancer identification, seizure prediction, and facial and speech recognition. Actually, EEG data set is quite complex, so it is not easy for classification. However, the \( K \) kernel function can be used for separation by mapping data in a space with a greater dimension space. Some common kernel functions are shown in Table 1. In the current work, the RBF Kernel (Gaussian) function available in MATLAB is utilized to classify EEG signals because of its best classification results.

| Kernels                        | Functions                                      |
|--------------------------------|------------------------------------------------|
| Linear Kernel                 | \( K(x_i, x_j) = x_i^T x_j \)                  |
| Polynomial Kernel             | \( K(x_i, x_j) = (\gamma x_i^T x_j + r)^d \) for \( \gamma < 0 \) |
| Radial basis function Kernel  | \( K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2) \) for \( \gamma > 0 \) |

2.6. Controlled device

The results from the SVM classification model are utilized to create the BCI system that can control the external device (Figure 5). The classification commands are sent to the Arduino control board via MATLAB software. This control unit is responsible for reading classification commands and generating control signals for external device.

- If eyes are closed, then the Light is OFF
- If eyes are opened, then the Light is ON

![Fig. 5. Method to control the external device by EEG signal based on eye states](image-url)
Fig. 6. EEG recording at 14 channels with open eyes states from Emotiv Epoc+ headset

3. RESULTS AND DISCUSSION

3.1. EEG data

Figure 6 presents 14 channels with the raw EEG signals recorded from the female volunteer with open eyes. This data set are recorded by Emotiv Epoc+ and without using any filters. Then noises from channels F7 and F8 are removed using adaptive filtering (combination of wavelet approach and RLS method) before applying for feature extraction and classification stages.

3.2. Data preprocessing

EEG data are filtered by combination of wavelet and RLS approaches to remove unwanted noises. Particularly, the EOG artifact is detected and estimated by the digital wavelet (DW) filter. The filtered one is used as a reference signal for the RLS adaptive filter to estimate noises for obtaining the original brain signal. The clean EEG is estimated for the feature extraction shown in Figure 7.

Fig. 7. Filtered EEG signal (lower panel) from the recorded EEG data of channel F7 using DW and RLS adaptive filter methods
3.3. Feature extraction

$F_{RMS}$ from (6) is obtained by using the RMS based feature extraction technique. $F_{RMS}$ a feature vector with size $M \times N$ where $M$ is the total number of trials samples (number of EEG data samples) is 400, and $N$ is the total number feature values in two channels of F7 and F8. For each trial of each channel, the difference of the $F_{RMS}$ characteristic between the open or closed states has different values. Figure 8 illustrates the distribution diagram of the $F_{RMS}$ feature from two channels F7 and F8.

![Fig. 8. FRMS feature distribution diagram of two closed/open eyes features](image)

3.4. Classification of open and closed eyes

For each trial in 2 seconds, feature extraction vectors are computed. In this experiment, there are 400 feature vectors shown in Figure 9.

To assess the accuracy of the classification, 90% of the data sample is utilized for training and the remaining 10% for test. The classification methods based on approaches of Decision Tree, KNN (k-nearest neighbor), and SVM available in MATLAB were checked to find a classification model with the highest accuracy by using Classification Learner-Scatter Plot (Figure 10). Those approaches were reported elsewhere (Tyagi, 2019) and (Yassin et al., 2020).

![Fig. 9. Feature vectors of closed and open eyes](image)
The experimental results show that the online classification of two states of open and closed eyes using the SVM algorithm with Fine Gaussian function gives the average accuracy of 81.6% (Figure 10). Especially, the commands of open and closed eyes from this classification are utilized to control the light on and off in real-time, respectively.

3.5. Controlling external device based on EEG signal

An experiment was conducted with a new volunteer male student (22-year-old). He has no history of mental disorders. At the period of the experiment, he has good cognitive ability and good health status. And the experiment was done at the intelligent system laboratory (Department of Automation Technology, Can Tho University, Vietnam) in the case of the low noise environment shown in Figure 11.
The experiment was conducted in two scenarios: two closed-open eyes states with cyclic and randomized period.

**Cyclic period scenario**

The two open-close states are implemented by user in cycles. The closed eyes state follows by the 2-second open eyes state. After the 2-second, a “beep” sound is generated to inform the experimenter to change the state from open eyes to closed eyes to control the bulb light. Closed and open eyes are corresponding to the logic of level 0 and 1, respectively. Figure 12 shows the comparison of the desired (blue solid line) and tested (red dashed line) responds of two states. And Table 2 summarizes experimental results of 30 samples for two states with the accuracy of 83.3% and 80%, respectively.

**Randomized period scenario**

In this scenario, when starting a sampling period with a “beep” sound, the subject is informed to perform open his eyes. Then he was asked to close his eyes when the “beep” sound appears again. The cycle is randomly repeated with two different eye-closed/open states. The experimental results in this scenario method are shown in Figure 13 and Table 2 with the average accuracy of 81.6%.

![Fig. 12. Comparison of desired and actual responds with cyclic period scenario](image1)

![Fig. 13. Comparison of desired and actual responds with randomized period scenario](image2)

| Cyclic period scenario Commands | Samples | Correct | Wrong | Accuracy(%) |
|--------------------------------|---------|---------|-------|-------------|
| Open                           | 30      | 25      | 5     | 83.3        |
| Closed                         | 30      | 24      | 6     | 80.0        |
| Randomized period scenario     |         |         |       |             |
| Open                           | 30      | 26      | 4     | 83.3        |
| Closed                         | 30      | 23      | 7     | 80.0        |
| Average accuracy               |         |         |       | 81.6        |

It is noted that the accuracy of open and closed eyes states listed in Table 2 is not computed from a number of correct identification results from 30 samples. It is obtained from the classification result using the SVM approach. Therefore, 25 or 26 correct detection gives the same accuracy of 83.3% (Table 2).
4. CONCLUSIONS

In this paper, two states of eyes recorded from EEG based brain signals were utilized to control on and off states of the light, respectively. The obtained EEG brain signals were filtered by combination of wavelet and RLS approaches. Then two states of closed and open eyes were extracted and classified using the SVM method. The experimental results showed that the average accuracy of the proposed method in both scenarios was 81.6%. The proposed approach is promised for daily activities of invalids. The limitation of this work is only one subject involved in the experiment because of not being easy to persuade a person allowing to measure their brain in the short time. However, in the future work, several subjects will be asked to participate to strengthen the proposed method.
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