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A preliminary measurement of the second-order nonlinear optical susceptibility $\chi^{(2)}$ of symmetric, coupled, InAs/AlSb multiple quantum well (MQW) structures is acquired through optical second-harmonic generation (SHG) at fundamental wavelength 1.55 µm. High quality crystalline MQW structures of variable thickness and corresponding bulk AlSb control samples are achieved using a digital alloy epitaxial growth technique that avoids cluster formation and phase segregation. All samples are grown in between a GaSb cap and substrate layer. To isolate SHG from the MQW (or control) layers of interest from cap and substrate contributions, a multilayer optical response matrix model is built and independently tested by accurately reproducing linear reflectivity spectra. While a simplified response matrix analysis of SHG based solely on bulk $\chi^{(2)}$s does not reproduce the distinct SHG responses of the two sets of samples, the inclusion of an additional interface SHG contribution leads to a successful fit of the data and implies $|\chi^{(2)}_{\text{MQW}}| = 4|\chi^{(2)}_{\text{AlSb}}|$. The results demonstrate a proof-of-concept quantification of $\chi^{(2)}$ in symmetric MQWs and suggest the possibility of engineering $\chi^{(2)}$ in these structures, particularly with the introduction of well asymmetries.

1. Introduction

Since realization of the semiconductor quantum well (QW) and its superlattice form, the multiple quantum well (MQW) structure, bandgap engineering studies have emerged to support MQW applications in optoelectronics and optical communications. Engineering of the nonlinear optical properties of MQWs, in particular, by tuning, e.g., their asymmetry, composition, and width has led to practical, tunable structures at infrared wavelengths. Gurnick and De Temple first observed engineered second-order optical nonlinearities in multilayered structures by growing asymmetric Al composition gradients in AlGaAs layers to break centrosymmetry. Subsequent experiments engineered optical nonlinearities in III–V semiconductor QWs for, e.g., tunable emitters and optical switching devices. However, experimental values of their second-order nonlinear susceptibilities $\chi^{(2)}$ have not yet been reported. Recent interest in engineering large optical second order nonlinearities in complex QW systems invites a timely systematic study quantifying $\chi^{(2)}$.

One of the challenges in engineering $\chi^{(2)}$ reliably is imprecision in the growth process. Random alloy growth in molecular beam epitaxy (MBE), which deposits atoms slowly and directly on the surface of a substrate, is a common method for growing III–V MQWs. However, crystal structure defects imposed by the miscibility gap limit its composition in quaternary MQWs such as AlInAsSb.[23] Recently, a complementary digital alloy (DA) technique has enabled more reproducible epitaxial growth of As- and Sb-based multilayered semiconductor structures. DA growth alleviates complications from cluster formation by rapidly shuttering As and Sb effusion cells in an optimized, pre-programmed sequence. It also circumvents alloy miscibility limits by growing short, well-controlled periods of binary compounds in sequence to mimic the properties of bulk alloys.[29] Moreover, Sb-based compounds offer desirable traits such as bandgap flexibility and ease of lattice-matching with common substrates such as GaSb or InP. Compared with traditional MBE-grown structures, DA-grown structures can exhibit stronger photoluminescence, reduced compositional drift, tunable emission, and improved avalanche photodiode performance. In the context of nonlinear optics, the complex layer stacking sequences and sophisticated compositional grading accessible with DA growth could enhance second-order nonlinear response through symmetry breaking of the layer sequence across multiple length scales. This technique could materialize recently investigated theoretical structures promising large optical nonlinearities, such as asymmetric multistep QWs and QW-coupled optomechanical microcavities.
The primary motivation behind this work was to determine what $\chi_{\text{MQW}}^{(2)}$ values are achievable in As- and Sb-based MQWs grown with the DA technique. To our knowledge no previous measurements of optical nonlinearities in such materials exist. The present study focuses on symmetric QWs —here, $N$ identical periods of InAs QWs with AlSb barriers,— in order to establish a baseline $\chi_{\text{MQW}}^{(2)}$ against which $\chi^{(2)}$ of asymmetric MQWs can be compared in future work. A secondary motivation was to establish a method for extracting $\chi_{\text{MQW}}^{(2)}$ that is sufficiently reliable to enable accurate comparisons among such differently structured DA-grown MQWs. The method is challenging because the MQW structures cannot be studied in (here, GaSb) and capped with thin oxidation-inhibiting layers (here also GaSb) that themselves have $\chi^{(2)}$ comparable in magnitude to $\chi_{\text{MQW}}^{(2)}$. Thus, $\chi_{\text{MQW}}^{(2)}$ must be deconvolved from $\chi^{(2)}$ of the substrate and cap layers. To accomplish this, we measured optical second harmonic generation (SHG) in reflection from a series of substrate-MQW-cap structures, all with identical substrate and cap, but different $N$ (i.e., different thickness). This was compared with SHG from otherwise identical control samples in which MQW layers were replaced with uniform AlSb layers of the same thickness with known $\chi_{\text{AlSb}}^{(2)} = 100 \text{ pm V}^{-1}$. We then analyzed both data sets with a multilayer nonlinear optical response model\cite{37} in order to isolate $\chi^{(2)}$ of the layer of interest (MQWs or control) from background bulk contributions to SHG from substrate and cap.

This initial analysis attempt, however, did not reproduce observed SHG trends. On the other hand, by inferring an additional source of SHG, localized at one of the interfaces between the layer of interest and the cap, that interferes with SHG from the three bulk sources,\cite{38,39} we obtained a consistent fit to all SHG data and extracted a preliminary effective susceptibility $|\chi_{\text{MQW}}^{(2)}| = 4|\chi_{\text{AlSb}}^{(2)}|$ for the entire MQW layer. This measurement result constitutes the main conclusions of this work. The experimental and analysis method used to obtain it, and the unexpected need for an interfacial non-bulk SHG source to explain the data constitute important secondary conclusions. The fourfold enhancement in $\chi^{(2)}$ of symmetric InAs/AlSb MQWs with respect to bulk AlSb suggests rich opportunities in applying similar methodology to other DA-grown MQW structures in future work with larger sample sets.

2. Sample Characterization

The left-hand drawing in Figure 1a shows the structure of a set of five control samples grown using the DA technique. Two other AlSb control structures were grown to supply a range of thicknesses to aid in testing the multilayer optical response algorithm. The right-hand drawing in Figure 1a shows the structure of five complementary MQW samples, also grown using the DA technique, in which the AlSb layer was replaced with MQWs of identical thickness. $N$ periods (where $N = 5, 6, 7, 10, 15$) of symmetric QW pairs, each consisting of an InAs-AlSb-InAs-AlSb growth sequence, are sandwiched between 30 nm thick AlSb buffers, which serve to enable growth of the structure on a GaSb substrate and capping with a 10 nm GaSb oxidation-inhibiting layer. The InAs QWs in each pair are 1.5 nm thick, and are separated by 1 and 30 nm AlSb wavefunction and period barriers, respectively. Two identical copies of $N = 6$ period samples were grown to evaluate repeatability of the sample structure and optical properties.

2.1. Optical Characterization

2.1.1. Linear Ellipsometry

The GaSb cap layer and buried AlSb and GaSb layers surrounding the MQWs of interest were unavoidable sources of background SHG. Accurate modeling of background SHG was essential for extracting an accurate $\chi_{\text{MQW}}^{(2)}$. This in turn required accurate knowledge of the thickness $d_{\text{cap}}$ of the cap layer, which varied by as much as 30% from its nominal 10 nm value among different growth runs, and of the complex refractive indices of cap and buried AlSb layers, which

Figure 1. Sample structures and computational models. a) Structure of variable AlSb slab thickness control samples (left) next to their $N$-period MQW sample counterparts (right). Inset: internal structure of a single InAs-QW/AlSb-barrier period. b) Computational models of sample structures used for analyzing optical data: three-layer model for ellipsometry and preliminary SHG analysis (left); four-layer model including thin interface layer (right).
contribute to SHG Fresnel factors and determine the exponential attenuation of fundamental light intensity through the stack. To determine these parameters, we measured complex reflectance spectra of all samples over a spectral range that included fundamental and second-harmonic wavelengths. The three-layer model shown in the left-hand diagram of Figure 1b, consisting of a roughened GaSb cap layer of undetermined thickness, an effective monolithic intermediate layer and a GaSb substrate with predetermined refractive index, proved adequate for our purposes. Attempts to model the ellipsometry data with a more finely structured intermediate layer did not yield significantly different, nor demonstrably more accurate, cap and intermediate layer parameters, nor significantly different SHG modeling results from those presented below (see example raw and fitted ellipsometry spectra and derived linear optical spectra shown in Figures S1 and S2, Supporting Information; derived linear optical parameters and thickness shown in Table S1, Supporting Information).

2.1.2. Second-Harmonic Generation

For each sample, we measured SHG intensity in each of four polarization configurations—p-in/p-out, p-in/s-out, s-in/p-out, and s-in/s-out—as a function of azimuthal sample rotation angle φ around the surface normal. Here, φ = 0° when the crystal’s [100] axis lies in the plane of incidence. In these configurations, bulk SHG intensity varies sinusoidally, exhibiting four peaks of equal intensity over a full rotation, as observed for other [001]-oriented zinc blende III–V crystals of 43m symmetry.[40,41] We nevertheless completed each azimuthal scan over a full 360° rotation to check peak height reproducibility. This confirmed stability of the rotation axis, focal plane, and laser parameters during each scan. Moreover, it provided an initial screening for the possible presence of unwanted azimuthally isotropic SHG contributions that, when significantly present, interfere with bulk. To ensure uniform excitation conditions from sample to sample, we dithered the sample plane with respect to the laser focus for each scan to maximize SHG intensity. In addition, we measured SHG from a coplanar reference GaAs sample translated temporarily into the focus, in order to normalize all signals against drifts in focused laser intensity at the sample surfaces.

3. Optical Response Matrix

We modeled the linear and nonlinear optical responses of our multilayer MQW and control samples using a transfer matrix formalism developed by Bethune.[37] In this approach, a plane wave fundamental beam impinges on a structure consisting of multiple parallel nonlinear layers. Nonlinear source polarizations in the bulk of each layer, but not at the interfaces between them, generate the harmonic beam in the approximation that SHG contributes negligibly to pump depletion. Multiple reflections of both fundamental and harmonic beams are then taken into account via standard boundary conditions expressed as $2 \times 2$ transfer matrices whose elements are reflection and transmission amplitudes. As the fundamental and generated harmonic beams propagate through the layered media, they acquire a phase factor proportional to the thickness traversed in each layer. The layers consist of cubic materials with isotropic linear optical properties and second order nonlinear susceptibilities with a single nonvanishing tensor component $\chi^{(2)}_{xy}$. Since output fields are expressed as a sum of contributions from individual layers, the contribution of one layer of interest can be extracted when remaining layers are accurately modeled.

The second-order nonlinear polarization components used to represent the GaSb cap and substrate layers and the effective medium composed of either AlSb slab or MQWs are

$$p_{np}^{(2)} = 3\varepsilon_0 F_{np} \chi^{(2)}_{xy} \sin 2\phi$$  \hspace{1cm} (1)

$$p_{np}^{(2)} = -2\varepsilon_0 F_{np} \chi^{(2)}_{xy} \cos 2\phi$$  \hspace{1cm} (2)

$$p_{np}^{(2)} = -\varepsilon_0 F_{np} \chi^{(2)}_{xy} \sin 2\phi$$  \hspace{1cm} (3)

where the subscripts on $P$ and $F$ refer to incoming and outgoing polarizations, and $F = F(n(\lambda_1), k(\lambda_2), n(\lambda_2), \text{and}(k(\lambda_2))$ are the Fresnel coefficients. $\chi^{(2)}_{xy}$ is the second-order nonlinear bulk susceptibility. We input linear optical constants at fundamental $\lambda_1$ and second-harmonic $\lambda_2 = \lambda_1/2$ that govern multiple reflections, attenuation and the SHG Fresnel factors from ellipsometry measurements (see Supporting Information Section S2 for more details).

We carried out two independent tests of our multilayer response matrix. First, as shown in Figure 2, we reproduced measured 45°-incidence angle p-polarized linear reflectivity spectra (black curves) of both control (Figure 2a) and MQW (Figure 2b) structures over the wavelength range $400 \leq \lambda \leq 1600$ nm through matrix calculations based on ellipsometry-derived refractive indices and absorption coefficients (green curves). Second, we reproduced the SHG results in a nonlinear layered structure from Teshima et al.[43] which employed a similar multilayer response matrix approach (see Figure S3, Supporting Information).

4. Results and Discussion

Figure 3 summarizes our φ-dependent SHG measurements (for cases not shown here, see Figure S4, Supporting Information). Figure 3a shows p- and s-polarized SHG from five control structures using a p-polarized fundamental beam; Figure 3b shows the same from corresponding MQW structures. The clear contrast between these SHG responses is prima facie qualitative evidence that $\chi_{MQW}^{(2)}$ differs significantly from $\chi_{GaSb}^{(2)}$. However, the raw data do not immediately reveal the quantitative relationship between $\chi_{MQW}^{(2)}$ and $\chi_{GaSb}^{(2)}$, because the signal of interest is homodyned with other SHG sources. Figure 3c shows p- and s-polarized SHG intensity from an $N = 5$ MQW structure due to s-polarized fundamental excitation, on an amplified vertical scale. This signal is not only significantly weaker than p-in SHG from this sample (Figure 3b, top panel), but s-in/p-out data (black) displays unequal peak heights, for which Equation 3 provides no basis.

In past work, such unequal peaks have been attributed to isotropic background SHG contributions (e.g., from defects
Figure 2. Measured and calculated p-polarized linear reflectivity spectra. a) Spectra for five AlSb control structures and for b) corresponding MQWs of the same thickness. Calculations (green curves) are generated by multilayer optical response matrix using ellipsometry-derived linear optical constants for individual layers.

Figure 3. Dependence of normalized SHG intensity on azimuthal angle (φ). a,b) p- (red) and s-polarized (blue) SHG from a p-polarized fundamental beam for a) AlSb control structures and b) corresponding MQW with N repeated layers as shown. c) p- (black) and s-polarized (green) SHG intensity from a N = 5 MQW structure for an s-polarized fundamental beam. d) SHG from two identical copies of the N = 6 MQW structure, distinguished by open and filled markers.
or surfaces) interfering with anisotropic bulk contributions. The s-in/s-out SHG signal (Figure 3c, green curve) is extremely weak and completely isotropic. It is forbidden for ideal [001] surfaces of III–V semiconductors, but can become weakly allowed when this surface is rough. This is a possible source of the isotropic SHG background that gives rise to unequal peak heights for s-in/p-out SHG. The absence of any anisotropic component to the s-in/s-out SHG signal—which can arise from polarization leakage—shows that polarization vectors are well-aligned with the plane of incidence (p-pol) or the surface plane (s-pol). Here, we will extract $\chi^{(2)}$ solely from the much stronger p-polarized SHG signals, which exhibit near-exact fourfold symmetry in accordance with Equation 1 and 2, indicating that isotropic SHG background can safely be neglected. We also established repeatability of the MQW structure growth process by growing two copies of the $N = 6$ structure, whose $\phi$-dependent SHG shows nearly identical responses (Figure 3d).

As a first step in extracting a quantitative relationship between $\chi^{(2)}_{\text{AlSb}}$ and $\chi^{(2)}_{\text{MQW}}$, we calculated total SHG intensity from control and MQW samples as a function of thickness of the AlSb or MQW layers, respectively, using the 3-layer model depicted in the left-hand diagram of Figure 1b. Effective linear optical constants for the variable-thickness layers came from ellipsometry, and from literature for the GaSb layers. Literature values of the bulk nonlinear susceptibilities $\chi^{(2)}_{\text{GaSb}} \approx 800$ and $\chi^{(2)}_{\text{AlSb}} \approx 100$ pm V$^{-1}$ were assigned with equal phases to the GaSb and AlSb layers, respectively, but allowed to vary $\pm 10\%$ to optimize the fit of calculated SHG intensity to the data.

From these assignments, we calculated SHG intensity from the control sample as a function of AlSb layer thickness $d_{\text{AlSb}}$ (see Figure S5, Supporting Information for resulting calculation over the range $0 < d_{\text{AlSb}} < 10 \mu$m). It was not feasible to grow samples over a wide $d_{\text{AlSb}}$ range in fine enough increments, and with sufficient accuracy, to exhibit various interference fringes arising from multiple internal reflections. Instead, we concentrated sample growth in the range of the two lowest-order fringes since the calculations predicted clear $d_{\text{AlSb}}$-dependent SHG intensity, and the small $d_{\text{AlSb}}$ values minimized growth time while maximizing growth accuracy.

Figure 4a,b shows the latter calculation results (solid curves) over the range of $200 < d_{\text{AlSb}} < 600 \text{ nm}$ (see fitting parameter results in Tables S2 and S3, Supporting Information). The first, and part of the stronger second, interference peaks that occur as $d_{\text{AlSb}}$ increases from zero are visible. Teal shading shows the impact of up to $\pm 10\%$ variations in $\chi^{(2)}_{\text{AlSb}}$ from its literature value. We grew six control samples in the range of $250 < d_{\text{AlSb}} < 400 \text{ nm}$ to map out the first interference fringe, and two in the $500 < d_{\text{AlSb}} < 600 \text{ nm}$ range, which coincides with the second. Black and blue data points show measured relative SHG intensities for p-in/p-out (Figure 4a) and p-in/s-out (Figure 4b) polarization, averaged over the four peak heights acquired over $2\pi$ azimuthal rotation. Black points denote control samples for which we grew a corresponding ($d_{\text{MQW}} = d_{\text{AlSb}}$) MQW sample. Full data sets were acquired on the sample set three times and spaced out over several months, which produced very similar trends. Error bars representing variation of SHG intensity for each sample are on the order of the size of the data points.
and are therefore not shown separately. The dominant source of error in our analysis originates from the response matrix calculation, denoted by the shaded teal region. We applied an overall vertical scaling factor to all 16 data points in Figure 4a,b to fit the shape of the calculated curves best, since absolute SH intensities could not be measured accurately. The data for the six smallest \( d_{\text{AlSb}} \) values indeed map out the first fringe fairly well, and agree with the predicted polarization-dependence, although the measured peak is slightly shifted from the calculated one. SHG was indeed stronger for the two largest \( d_{\text{AlSb}} \) values, but by roughly a factor of two less than the quantitative calculation predicted.

Figure 4c,d similarly compare three-layer model calculation results to SHG data for the MQW samples. Since, however, the three-layer model treats the MQWs as a monolithic layer described by \( \chi^{(2)}_{\text{AlSb}} \), and since overall SHG intensity from the five MQW samples was similar in magnitude to that from control samples, the calculated best-fit curves are nearly identical to those shown in Figure 4a,b, and correspond to a similar susceptibility \( \chi^{(2)}_\text{int} = \chi^{(2)}_{\text{AlSb}} \approx 100 \text{ pm V}^{-1} \). This model, however, fails to capture robust differences in thickness-dependent SHG between control and MQW samples that are clearly evident in the data.

These differences are most pronounced for the 400 nm \((N = 10)\) and 570 nm \((N = 15)\) samples. For the former, the control sample yielded much weaker s- than p-out SHG intensity, and both were weaker than for the next thinner sample; in contrast, the MQW sample yielded nearly equal s- and p-out intensities, both stronger than for the next thinner sample. For the latter, the reverse was true: the control sample yielded nearly equal s- and p-out intensities, the MQW sample weaker s-out. Moreover, the weak SHG response of the \( N = 15 \) MQW samples compared with thinner samples contradicts the strong second-order interference peak expected from the calculations. These and other more subtle discrepancies evident in Figure 4 indicated that the three-layer model underfit the available data.

A straightforward extension is to disassemble the monolithic MQW layer into its constituent components shown in Figure 1b, assigning 30 nm AlSb buffer and inter-QW barrier layers \( \chi^{(2)}_{\text{AlSb}} \) and individual QWs \( \chi^{(2)}_{\text{QW}} \) as a fit parameter. However, this approach does not lead to substantial differences from, or improvements upon, the simpler three-layer analysis presented in Figure 4, and provides no physical insight into the discrepancies between calculations and data shown there.

We therefore considered the possibility that additional SHG sources exist within one or both sets of heterostructures that the three-layer model does not include. Hetero-interfaces are a prime candidate, since excess charge[47] and/or strain near, such interfaces can break centrosymmetry locally, creating a source of SHG[48] that interferes with the bulk sources considered in the three-layer model. In both sets of samples, the GaSb/AlSb interface between cap and buffer is a possible source of an additional \( \chi^{(2)}_\text{int} \). In MQW samples the interface between buffer and MQW layer is another.

To explore this possibility, while minimizing the number of new parameters, we introduced the four-layer model shown on the far right side of Figure 1b). Here, a single “interface layer” between the GaSb cap and underlying AlSb or MQW layer represented the various possible SHG contributions from the interfacial regions described above. Our choice of placement for the 4th layer was not arbitrary; we considered equally simple ways to implement the layer, such as in between the AlSb or MQW layer and the substrate, but, by contrast, they did not produce a satisfactory fit to the data. Further, previous works have quantified excess electron density at the interface of a GaSb/InAs QW system[49] that exhibits similar behavior to our own. In principle, three parameters—thickness \( d_{\text{int}} \) and complex nonlinear susceptibility \( \chi^{(2)}_\text{int} = |\chi^{(2)}_\text{int}| e^{i\theta} \) with magnitude \( |\chi^{(2)}_\text{int}| \) and phase \( \theta \)—could describe this layer. In practice, however, for the small \( d_{\text{int}} \lesssim d_{\text{cap}} \) of interest here, interface layers of the same \( d_{\text{int}} \) \( |\chi^{(2)}_\text{int}| \) product yielded identical calculated results. This reduced the effective number of new parameters to 2 for each sample group (control and MQW).

We assigned the interface layer the same linear optical constants as AlSb, on the grounds that no such layer was necessary to model linear optical results (see, e.g., Figure 2). Thus our four-layer model differed from our three-layer model only in its nonlinear optical properties. We then varied \( \chi^{(2)}_{\text{AlSb}} \) \( |\chi^{(2)}_{\text{QW}}| \) together with \( d_{\text{int}} \) \( |\chi^{(2)}_\text{int}| \) and \( \theta \) to find the best fit to measured SHG intensity for \( 250 < d_{\text{int}} < 600 \text{ nm} \) within each sample group. In practice, only when the interface layer generated an SH field \( E^{(2)}_\text{int} \) of magnitude comparable to that of the average SH field from the bulk layers did four-layer model predictions differ substantially from three-layer model predictions.

Figure 5 shows the best-fit results as solid curves overlaid with measured data points for control (left) and MQW (right) samples in p-in/p-out (top) and p-in/s-out (bottom) polarization, for the same range of AlSb (or MQW) layer thicknesses as in Figure 4 (see fitting parameter results in Tables S4 and S5, Supporting Information). Because of the additional SH-generating layer, additional sub-structure appears in the two primary interference fringes. This sub-structure varies between sample groups and polarizations in ways that remedy the main discrepancies seen with the three-layer model. Specifically, SHG from the 400 nm samples now corresponds to a satellite peak of the 1st interference fringe at \( d_{\text{int}} = 300 \text{ nm} \). The calculated height and shape of this peak track variations in measured SHG intensity for this sample well. Additionally, SHG from 570 nm samples now corresponds to a minimum between two sub-peaks of the second interference fringe, rather than to the peak of the single fringe seen in Figure 4. The four-layer model accounts for its weaker-than-expected intensity and its polarization-dependence.

Simultaneously with these improvements, the centroid offset between measured and calculated first interference fringe peak position, evident in Figure 4, is corrected with the four-layer model. The statistical \( \chi^{2} \) values (not to be confused with \( \chi^{(2)} \)) of the best fits shown in Figure 5 are as small as obtained for fits of the linear optical properties of the two sample groups shown in Figure 2. Moreover, these \( \chi^{2} \) minima are unique within the parameter space of the four-layer model. Finally, they correspond to the best-fit effective susceptibilities \( \chi^{(2)}_{\text{AlSb}} = 100 \pm 20 \text{ pm V}^{-1} \) for control samples and \( \chi^{(2)}_{\text{QW}} = 400 \pm 80 \text{ pm V}^{-1} \) for MQW samples. Considering that \( \approx 90\% \) of the volume of the effective MQW layer consists of AlSb (see Figure 1a, right), the local \( \chi^{(2)} \) of the QW material could be as high as 3000 pm V\(^{-1}\), exceeding even the pm V\(^{-1}\) of bulk InAs, the material of which individual QWs are made. Here we have chosen to emphasize \( \chi^{(2)}_{\text{QW}} \) with respect to \( \chi^{(2)}_{\text{AlSb}} \) because AlSb comprises the volume.
We observed distinct linear relative to convinc- and in more complex structures, (2) source beyond purely bulk values is clear

Our new findings for some cases shown respectively. A multilayer optical response apparently differ from was extracted. Our new findings in Figure 5 cannot yet be guaranteed. Thus the global uniqueness of the best fit may therefore exist. Thus the physical nature of the hypothesis inter-

Nevertheless, the above conclusions must be treated as suggestive rather than definitive, for two reasons. First, the number of data points fit (seven for control samples, five for MQW samples) only marginally exceeds the number (3) of parameters varied. Much larger groups of samples with finer and wider distributions of dAlSb will have to be grown in order to demonstrate the reliability of the extracted χ_{MQW} convincingly. Second, the physical nature of the hypothesized inter-

The black points are measured data indicating corresponding thickness control structures to the MQW structures shown in the right-hand side panels. c), d) p-polarized fundamental excitation and c) p- and d) s-polarized SHG calculations for MQWs, where the filled teal region defines a range within 20% of χ_{AlSb} = 400 pm V^{-1}. The solid black lines are set the values shown in each panel. Data points represent an average of the four maxima over 2π rotation in φ for each sample.

Figure 5. Four-layer optical response matrix calculations of total reflected SH intensity. a) p- and b) s-polarized SHG calculations for AlSb control structures, where the filled teal region defines a range within 20% of χ_{AlSb} = 100 pm V^{-1}. The black points are measured data indicating corresponding thickness control structures to the MQW structures shown in the right-hand side panels. c), d) p-polarized fundamental excitation and c) p- and d) s-polarized SHG calculations for MQWs, where the filled teal region defines a range within 20% of χ_{MQW} = 400 pm V^{-1}. The solid black lines are set the values shown in each panel. Data points represent an average of the four maxima over 2π rotation in φ for each sample.

majority of the MQW layer and it is also the reference mate-
rial used for the control measurement. We note that although χ_{MQW} > χ_{AlSb}, apparently χ_{AlSb} < χ_{AlSb} for some cases shown in Figure 3a,b (e.g., for N = 15) due to destructive interfer-
ence weakening the total SHG signal through the inclusion of δ in the layers.\cite{38} For example, \| \chi^{(2)}_{AlSb} \|^{2}\| \chi^{(2)}_{AlSb} \|^{2} when 2\chi^{(2)}_{AlSb}\chi^{(2)}_{AlSb} e^{-i\Delta_{MQW} e^{-i\Delta_{AlSb}}} \| \chi^{(2)}_{MQW} \|^2 - |\chi^{(2)}_{AlSb} |^2, where δ_{AlSb} (δ_{MQW}) is the SH phase between the interface and AlSb (MQW) layers.

Nevertheless, the above conclusions must be treated as suggestive rather than definitive, for two reasons. First, the number of data points fit (seven for control samples, five for MQW samples) only marginally exceeds the number (3) of parameters varied. Much larger groups of samples with finer and wider distributions of dAlSb will have to be grown in order to demonstrate the reliability of the extracted χ_{MQW} convincingly. Second, the physical nature of the hypothesized inter-
face χ^{(2)} layer is not yet identified definitively, even though the existence of a χ^{(2)} source beyond purely bulk values is clear from the inability of the three-layer model to explain the data. Explanations other than the four-layer model in Figure 1b may therefore exist. Thus the global uniqueness of the best fit shown in Figure 5 cannot yet be guaranteed.

5. Conclusion

We have carried out measurements of linear and SHG reflect-

uniform AlSb layer replacing the MQWs, with the aim of determining χ_{MQW} relative to χ_{AlSb}. We observed distinct linear and SHG optical responses from MQW and control sample sets, prima facie evidence that χ_{MQW} and χ_{MQW} differed from χ_{AlSb} and χ_{AlSb}, respectively. A multilayer optical response matrix model, based on effective refractive indices of the constituent layers derived from ellipsometry, quantitatively reproduced linear reflectivity spectra as the MQW (or control AlSb) layer thickness varied. However, the consideration of effective bulk χ^{(2)} in the same model was insufficient to quantitatively account for observed SHG trends. Only by inferring an additional interfacial SHG source with phase δ could the SHG responses of MQW and control samples be fit accurately. From this successful four-layer model fit, a preliminary value of χ_{MQW} = 400 pm V^{-1} = 4χ_{AlSb} was extracted. Our new findings in symmetric MQWs open the door to broad possibilities engineering χ^{(2)} in more complex MQW structures for optoelectronic applications. Future work will need to use significantly larger sample sets in order to ensure that χ^{(2)} values of MQW, control and interfacial layers are accurately and uniquely constrained. Nevertheless, the method developed here can effectively guide the engineering of optimized χ_{MQW} in more complex structures, such as asymmetric MQWs or even novel χ^{(3)} materials.

6. Experimental Section

Sample Growth: Samples were grown by a rapid-shuttering DA technique of solid-source MBE on n-type GaSb (001) substrates at a growth temperature of 460°C, as determined by blackbody thermometry.\cite{8} Solid-source valved-crackers provided As$_2$ and Sb
fluxes, while solid-source effusion cells provided Al, Ga, and In fluxes. The growth rates were 0.185 nm s−1 for AISb, 0.185 nm s−1 for InAs, and 0.163 nm s−1 for GaSb using the following V/III beam equivalent pressure (BEP) ratios: Sb/Al = 20, As2/In = 5, and Sb/Ga = 10.

Second Harmonic Generation: An Er-doped fiber laser (Calmar Mendocino) with 0.1 ps pulse duration, fundamental wavelength \( \lambda = 1.55 \mu m \), and incident power \( = 15 \text{ mW} \) was used to excite SHG in the spectral range that included fundamental (1550 nm) and second-harmonic (775 nm) wavelengths, using a spectrophotometric ellipsometer (J. A. Woollam Co. model M2000). An iterative nonlinear Levenberg-Marquardt fitting method[23] yielded optical spectra and layer thicknesses with fitted mean squared errors of \( \approx 0.7 \).
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