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Abstract
A purely numerical approach to compact Riemann surfaces starting from plane algebraic curves is presented. The critical points of the algebraic curve are computed via a two-dimensional Newton iteration. The starting values for this iteration are obtained from the resultants with respect to both coordinates of the algebraic curve and a suitable pairing of their zeros. A set of generators of the fundamental group for the complement of these critical points in the complex plane is constructed from circles around these points and connecting lines obtained from a minimal spanning tree. The monodromies are computed by solving the defining equation of the algebraic curve on collocation points along these contours and by analytically continuing the roots. The collocation points are chosen to correspond to Chebychev collocation points for an ensuing Clenshaw–Curtis integration of the holomorphic differentials which gives the periods of the Riemann surface with spectral accuracy. At the singularities of the algebraic curve, Puiseux expansions computed by contour integration on the circles around the singularities are used to identify the holomorphic differentials. The Abel map is also computed with the Clenshaw–Curtis algorithm and contour integrals. As an application of the code, solutions to the Kadomtsev–Petviashvili equation are computed on non-hyperelliptic Riemann surfaces.
1. Introduction

1.1. Background and motivation

Riemann surfaces are important in many fields of mathematics and physics. An interesting example for their applications are quasiperiodic solutions to certain integrable partial differential equations (PDEs) such as Korteweg–de Vries (KdV) and the nonlinear Schrödinger (NLS) equation given at the beginning of the 1970s by Novikov, Dubrovin, Its, Matveev, van Moerbeke, Krichever and others in terms of multidimensional theta functions on compact Riemann surfaces, see [1, 8] and references therein for a historic account. Whereas the surfaces are hyperelliptic in the case of the KdV and NLS equation, Krichever’s [30] solutions to the Kadomtsev–Petviashvili (KP) equation [21] can be given on arbitrary compact Riemann surfaces.

These applications require efficient numerical tools to study Riemann surfaces in cases where analytical methods are not yet available. First plots of KP solutions appeared in [33] and via Schottky uniformizations in [2]. Since all compact Riemann surfaces can be defined via non-singular plane algebraic curves of the form

\[ f(x, y) = \sum_{i=1}^{M} \sum_{j=1}^{N} a_{ij} x^i y^j \]  

(1)

with constant complex coefficients \( a_{ij} \). Deconinck and van Hoeij developed an approach to the symbolic-numerical treatment of algebraic curves. Their work is distributed as the \texttt{algcurves} package with Maple, see [4–6]. It works for coefficients given as exact arithmetic expressions, a restriction due to the use of exact integer arithmetic. A purely numerical approach to real hyperelliptic Riemann surfaces was given in [13–15] and for general hyperelliptic surfaces in [17]. For a review of the current state of the art of computational approaches to Riemann surfaces, the reader is referred to [2]. A first adaption of the \texttt{algcurves} package to Matlab for general complex coefficients \( a_{ij} \) was presented in [16]. The fact that the coefficients are general floating point numbers, removed the limitations in the Maple package on the coefficients which have to be converted to rational numbers, a procedure which can lead to technical problems in practice especially when families of algebraic curves are studied, i.e. when the coefficients \( a_{ij} \) in (1) themselves depend on parameters and when one is interested in modular properties of Riemann surfaces. An additional problem in this context can be computing time since the computation of the Riemann matrix uses the somewhat slow Maple integration routine. Thus, a more efficient computation of the Riemann matrix is interesting if one wants to study families of Riemann surfaces or higher genus examples which are computationally expensive. Therefore, the numerical approach to compact Riemann surfaces presented in this paper is complementary to the Maple \texttt{algcurves} package: whereas for examples of curves of low genus with rational coefficients the Maple approach is excellent, the purely numerical approach is intended for the study of modular properties and computationally demanding higher genus surfaces. Note, that a transfer of the Maple package to a
more efficient platform is also planned by the original authors of the \texttt{algcurves} package, see \cite{40} for a first step in this direction.

The numerical approach presented in this paper allows solutions to integrable PDEs to be efficiently studied along the lines discussed in \cite{22} and, for real nonsingular solutions, in \cite{23}. As an example we will consider here solutions to the KP equation on non-hyperelliptic Riemann surfaces. The code can also be used to efficiently study modular properties of Riemann surfaces, which have many applications. Examples in this context are determinants of Laplacians on Riemann surfaces which appear for instance in conformal field theories, see \cite{37} for an overview. A numerical study of extremal points for the determinant of the Laplacian in the Bergman metric on Riemann surfaces of genus 2 was presented in \cite{26}. The modular dependence of Riemann surfaces is also important in the asymptotic description of so-called dispersive shocks, highly oscillatory regions in solutions to purely dispersive equations such as KdV and NLS. The asymptotic description of the rapidly modulated oscillations in the dispersive shock is given by the exact solution to the KdV equation on a family of elliptic or hyperelliptic surfaces, where, however, the branch points depend on the physical coordinates via the Whitham equations \cite{47, 48}, see \cite{7, 19, 24, 32, 41, 45}. Families of hyperelliptic curves, where the branch points depend on the physical coordinates, also appear in exact solutions for the Ernst equation, which has many applications in mathematics such as the theory of Bianchi surfaces, and physics such as general relativity, see \cite{27} for references. Hyperelliptic solutions to the Ernst equation were found by Korotkin \cite{29}. The Einstein–Maxwell equations in the presence of two commuting Killing vectors are equivalent to the electro-magnetic Ernst equations. The latter have solutions on three-sheeted coverings of $\mathbb{C}P^1$ with branch points depending on the physical coordinates, see \cite{25, 29}.

1.2. Main numerical approaches

The preliminary version of the first fully numerical approach to Riemann surfaces in \cite{16} was very close to the \texttt{algcurves} package. It was found that the methods used in that package sometimes led to cancellation problems near singularities of the curves where numerically large terms cancel and thus lead to a comparatively high inaccuracy in the final result, a well known problem for numerical approaches. In this paper we present a computational approach to algebraic curves which is better suited for a purely numerical treatment. The critical points of the algebraic curve are identified with a two-dimensional Newton iteration, the paths for the computation of the monodromies are constructed in numerically optimal form as in \cite{18} (see also \cite{35}) with a minimal spanning tree. The periods of the holomorphic differentials are computed with the Clenshaw–Curtis method which shows an exponential decrease of the numerical error with the number of collocation points for the analytic functions integrated here. This is to be contrasted with widely used finite difference techniques for which the numerical error decreases algebraically with the number of collocation points.

A general problem in finite precision numerical approaches are cancellation errors which occur when numerically large terms cancel resulting in a small residue with a comparatively large numerical error (since all numerical results are given with the same finite precision). To avoid such errors, we make use at several occasions of the well known Cauchy formula

$$F(t) = \frac{1}{2\pi i} \int_{\Gamma} \frac{F(t')dt'}{t' - t}. \quad (2)$$

Here $F$ could be a holomorphic differential or the Abel map, and $\Gamma$ is some closed contour on the Riemann surface around the point $t$ at which cancellations occur in the evaluation of the quantity $F$. Since we are interested in the evaluation of such quantities at singularities
or branch points of the algebraic curve, the integrand will be already known on the contours
used to compute the periods, and the computation of the integral in (2) comes at essentially no
additional cost. In addition there will be no cancellations on the contours \( \Gamma \) since by construc-
tion they avoid the critical points of the algebraic curve. Thus, machine precision (\( 10^{-16} \) in
our case, in practice limited to \( 10^{-12} \) because of rounding errors) can be reached also in cases
where this was not possible in [16].

The paper is organized as follows: in section 2 we determine the critical points of an alge-
braic curve, i.e. branch points and singular points, via a two-dimensional Newton iteration.
The starting points of the iteration are obtained from the zeros of the resultants of \( f \) and \( f_y \) with
respect to both coordinates. The paths for the computation of the monodromies, the generators
of the fundamental group of the complex plane minus the critical points of the algebraic curve,
are constructed in section 3 from circles around these points and connecting lines according
to a minimal spanning tree. In section 4, the algebraic equation for the curve is solved at a set
of points on these contours. In view of the numerical integration, these collocation points are
chosen as Chebychev points. Then the computation of the integrals of the candidates for the
holomorphic differentials is only a scalar multiplication at negligible computational cost. In
section 5 we compute the Puiseux expansions at the singular points via the Cauchy formula.
These expansions are used in section 6 to determine a basis of the holomorphic 1-forms. The
periods of the holomorphic 1-forms are computed for a homology basis constructed with the
Tretkoff and Tretkoff algorithm [43] in section 7. In section 8 we discuss the numerical
performance and convergence properties in dependence of the numerical resolution in the
integration. In section 9 we use the characteristic quantities of the Riemann surface such as
the Riemann matrix obtained above to compute multi-dimensional theta functions. The Abel
map is computed for general points on the Riemann surface in section 10. This allows for an
efficient computation of solutions to certain completely integrable equations as KP, which we
discuss as an example in section 11. In section 12 we add some concluding remarks.

2. Branch points and singular points

In this section, we numerically identify the critical points of the algebraic curve (1) for a
projection on the \( x \)-plane, i.e. the branch points and singular points of the curve given by
the set of common zeros of \( f(x, y) \) and \( f_y(x, y) \), the partial derivative of \( f \) with respect to \( y \).
In [16], these points were determined via the resultant of \( f \) and \( f_y \), and the zeros of the
resulting polynomial in \( x \) were identified via Zeng’s [50] \texttt{multroot} package in Matlab. Here we use
the resultant (both for a projection on \( x \) and on \( y \)) only to obtain starting values for an ensuing
two-dimensional Newton iteration with some post processing for multiple zeros.

2.1. Starting values for the iteration

In this paper, we consider plane algebraic curves defined as a subset \( C \) of \( \mathbb{C}^2 \) where
\( C = \{(x, y) \in \mathbb{C}^2 | f(x, y) = 0\} \), where \( f(x, y) \) is an irreducible polynomial in \( x \) and \( y \) of the form
(1). We assume that not all \( a_N \) vanish and that \( N \) is thus the degree of the polynomial in \( y \). The
joint degree in \( x \) and \( y \), i.e. the maximum of \( i + j \) for non-vanishing \( a_{ij} \) is denoted by \( d \). We will
ever always solve (1) for \( y \). In general position, for each \( x \) there are \( N \) distinct solutions \( \gamma_n \) corre-
spanding to the \( N \) sheets of the Riemann surface. At the points where \( f_y(x, y) \) vanishes, there
are less than \( N \) distinct solutions and thus less than \( N \) sheets. These points are either branch
points or singularities. The \( x \) coordinates of the points where \( f(x, y) = 0 \) and \( f_y(x, y) = 0 \) are
given by the zeros of the resultant \( R(x) \) of \( Nf - f_y \) and \( f_y \), the discriminant of the curve. The
resultant is given in terms of the \( 2N \times 2N \) Sylvester determinant,
The algebraic curve is completely characterized by the matrix $a_{ij}$ in (1). Each entry in the Sylvester determinant is one of the functions $a_{xj} a_{xi}$ depending on $x$ and thus by itself a vector of length $M$. Therefore, the computation of the determinant involves products of the $a_i$, i.e. convolutions of these vectors which are known to be equivalent to products in Fourier space. To compute the resultant, we build as in [16] the Sylvester determinant (3) of the discrete Fourier transforms of the vectors $a_n$, $M > 1$. Each vector in this determinant is divided by $N$ for numerical reasons. The determinant is obtained in Fourier space, and the resultant follows from this via an inverse Fourier transform. An analogous resultant can be constructed for the projection on $y$ leading to a polynomial in $y$ only.

The roots of the resulting polynomial in $x$ gives the $x$ coordinates of the points, where $f(x, y) = f_y(x, y) = 0$. Note that the resultant is also used by the algcurves package to determine the critical points. The use of exact integer arithmetics in that package has the consequence that there are no rounding problems. This is in contrast to the numerical approach of [16] and the present paper, where finite precision arithmetic is used. This necessitates a careful rounding of all numerical results to a certain number of digits (limited by machine precision). Typically we aim at a precision $\text{Tol}$ which can be freely chosen between $10^{-10}$ and $10^{-14}$.

Root finding in Matlab is possible via the roots function. It uses efficient algorithms to find the eigenvalues of the companion matrix, i.e. the matrix which has the studied polynomial as the characteristic polynomial. The eigenvalues are determined to machine precision which does not mean, however, that the zeros of the polynomial with coefficients within roundoff error are determined with machine precision. Problems occur if there are multiple roots or roots which are almost identical. It is well known that the computation of multiple roots is a long standing numerical challenge, see for instance [50] for references. The most common approaches in this context use multiprecision arithmetic, i.e. more than 16 digits, and need exact coefficients of the polynomials. This is also the main reason why the Maple algcurves package uses exact integer arithmetic. However, if the coefficients of the polynomials are not exact, but approximated by floating point numbers, this will inhibit the identification of correct multiple roots. Finite precision in the coefficients of the polynomial turns multiple roots into clusters of simple roots. Consider for example the case of the Klein curve, the curve of lowest genus with the maximal number of automorphisms, in the form

$$y^7 = x(x - 1)^2.$$  

The resultant with respect to $x$ for this curve has the form $R(x) = x^6(x - 1)^2$. After rounding, our procedure gives the correct coefficients of the polynomial up to machine precision, but instead of the root at 1 with multiplicity 12, roots(R(x)) returns the following cluster of roots,
1.1053 + 0.0297i
1.1053 - 0.0297i
1.0736 + 0.0790i
1.0736 - 0.0790i
1.0224 + 0.1032i
1.0224 - 0.1032i
0.9686 + 0.0980i
0.9686 - 0.0980i
0.9264 + 0.0686i
0.9264 - 0.0686i
0.9037 + 0.0245i
0.9037 - 0.0245i,

a consequence of the finite precision (the error in the above roots is of the order of the 12th root of the rounding error).

The identification of multiple roots within the available numerical precision is thus a crucial problem in the numerical study of algebraic curves with non-exact coefficients. In [16] we used Zeng’s Matlab package multroot. As discussed in more detail in [50], two algorithms are used by multroot to identify multiple roots: The first algorithm identifies tentatively the multiplicity of the roots, the second uses a Newton iteration to determine the roots corresponding to this multiplicity structure to machine precision. The code provides an estimation of the forward and backward error\(^3\) and varies with the multiplicity structure to minimize the backward error. The multroot package is very efficient. For the above example of the Klein curve (4), it finds the two zeros 0 and 1 with multiplicity 6 and 12, respectively. As mentioned above, rounding is important in this context.

2.2. Two-dimensional Newton iteration

The disadvantage of the approach to identify the critical points of an algebraic curve via the resultant is that the zeros of a high order polynomial in one variable have to be identified. This gives the values of \(x\), and the corresponding values of \(y\) are computed \textit{a posteriori} by solving (1) for each of these \(x\) values. If the degree of the polynomial obtained from the resultant gets too high, the ratio of the estimated forward to backward error will be comparable to the maximal precision accessible in Matlab, and the results for the roots via multroot will not be reliable. Instead we solve here the equations for both \(x\) and \(y\) values simultaneously, i.e. we solve two polynomial equations in two variables at the same time instead of one polynomial in one variable of considerably higher order than \(N\). In the example of the Klein curve (4), these would be the polynomials \(x(x - 1)^2\) and \(y^6\). Visibly the multiplicity of the zero in \(x = 0\) is much lower than for the resultant, 2 instead of 12. Whereas the problems with multiple zeros persist, they are thus of considerably lower order.

If, as in the example of the Klein curve or of hyperelliptic curves, one of the polynomials \(Nf - yf\) or \(f\) depends only on one variable \(x\) or \(y\), the zeros of this polynomial are determined with \textit{roots}. The resulting roots are taken as starting values for a standard one-dimensional Newton iteration to improve the accuracy of the found roots and to identify multiple roots as discussed below for the general case. The second polynomial is then used to determine for each of these roots the corresponding values of the second variable \(x\) or \(y\).

\(^3\) As usual the forward error for the approximation of the value of a function \(k(x)\) at some given point \(x\) via an approximate function \(\hat{k}(x)\) is defined as the difference \(k(x) - \hat{k}(x)\), the backward error is defined as the difference \(\hat{x} - x\), where \(\hat{x}\) is the value for which \(k(\hat{x}) = \hat{k}(x)\).
In the general case where none of the two polynomial equations to be solved reduces to one dimension, the starting values for the Newton iteration are obtained from the resultants of \(Nf - yf_x\) and \(f_y\) with respect to both \(x\) and \(y\). The zeros \(x_k, k = 1, \ldots, N_x\) and \(y_i, i = 1, \ldots, N_y\) (since some of the finite zeros in one variable can correspond to infinite values in the other, \(N_x\) is not necessarily equal to \(N_y\)), of these polynomials are identified via roots. As in the example of the Klein curve above, multiple roots are determined with a considerable numerical error. Therefore the roots need to be paired in a way to minimize the residual of the two equations \(Nf - yf_x\) and \(f_y\). Note that this residual can be rather large for zeros of high multiplicity. Up to values of \(10^6\) for this quantity, we observe convergence of the Newton iteration up to machine precision, in general within a few iterations.

Whereas the found roots will satisfy the equations \(Nf - yf_x = 0\) and \(f_y = 0\) to machine precision, as in the example of the Klein curve this does not mean that multiple roots are identified with this precision. Thus roots which coincide to a certain precision, which can be chosen by hand, are identified. In the examples discussed in the following, a tolerance of \(10^{-6}\) was chosen. If the ratio of the smallest distance between any two critical points to the largest distance between any two finite critical points is smaller than \(10^{-3}\), the code issues a warning.

Given the multiplicity of the roots of the equations \(Nf - yf_x = 0\) and \(f_y = 0\), the code determines the singular points, i.e. the points with \(f(x, y) = f_x(x, y) = f_y(x, y) = 0\). All roots \((x_s, y_s)\) with a multiplicity greater than one are tested in this context: it is checked whether \(f_x(x_s, y) = 0\) with the same precision used for the check of multiple roots. In this way we find all finite branch points and singularities.

2.3. Singularities at infinite points

To determine the singular behavior of the curve \(f(x, y) = 0\) at infinity, we proceed similarly as the Maple package: we introduce homogeneous coordinates \(X, Y, Z\) via \(x = X/Z, y = Y/Z\) in (1) and get

\[
F(X, Y, Z) := Z^d f(X/Z, Y/Z) = \sum_{i=1}^{M} \sum_{j=1}^{N} a_{i,j} X^i Y^j Z^{d-i-j} = 0.
\]  

(5)

Infinite points of the algebraic curve are given by \(Z = 0\), for the finite points one can choose \(Z = 1\). Singular points at infinity satisfy \(F_X(X, Y, 0) = F_Y(X, Y, 0) = F_Z(X, Y, 0) = 0\). We first check for such points with \(Y \neq 0\) which implies we can put \(Y = 1\) without loss of generality. The roots of \(F_X(X, 1, 0) = 0\) are determined via roots and an ensuing Newton iteration. It is then checked as above whether the found roots also satisfy \(F_Y(X, 1, 0) = 0\) and \(F_Z(X, 1, 0) = 0\). This analysis identifies all singular points with \(Y \neq 0\), but not the ones with \(Y = 0\) and \(X \neq 0\). In the latter case we can put \(X = 1\) and check whether \(F_X(1, 0, 0) = F_Y(1, 0, 0) = F_Z(1, 0, 0) = 0\). The singularities are given by the code in homogeneous coordinates in the form \(\text{sing} = [X_s, Y_s, Z_s]\).

2.4. Example

As in [6, 16] we will consider the curve

\[
f(x, y) = y^3 + 2x^3y - x^7 = 0,
\]  

(6)
throughout as an example for the various aspects of the code, if necessary complemented by further curves. For (6) we find the finite branch points (corresponding to 0 and $-2/3^{3/5}$ times fifth roots of unity)$^4$

\[
\text{bpoints} = \\
-0.3197 - 0.9839i \\
0.8370 - 0.6081i \\
0.8370 + 0.6081i \\
-0.3197 + 0.9839i \\
-0.0000 + 0.0000i \\
-1.0346 + 0.0000i
\]

and two singularities,

\[
\text{sing} = \\
0 \\
0 \\
1 \\
4 \\
0 \\
1 \\
0 \\
9
\]

corresponding to $x = y = 0$ and $Y = 1, X = Z = 0$. The last column corresponds to the delta invariant at the respective singularity, for a definition of which we refer to section 6. The fact that the point $x = 0$ appears both as a branch point and as a singularity implies that it is a discriminant point which is in addition singular.

### 3. Paths for the computation of the monodromies

In this section we describe how to construct the paths for the computation of the monodromies. As in the Maple \texttt{algcurves} package and in [16, 18], we consider the problem points determined in the previous section, i.e. the branch points and singularities of a given algebraic curve and the finite points where $y$ diverges (the zeros of $a_0(x)$ determined with the same techniques as explained in the previous section), which are denoted by $b_i, i = 1, \ldots, N$. The paths to compute the monodromies are formed by a set of circles around these problem points and by connecting lines between these circles. As in [18] and [36], these connecting lines will be formed according to a minimal spanning tree. In contrast to [4, 16, 18], we do not consider half circles around the discriminant points obtained by intersecting the circles with lines through the points $b_i, i = 1, \ldots, N$, parallel to the real axis. In that approach, the lines connected the circles always at these intersection points. In the present approach, we use essentially direct connections between the circles since this has numerical advantages. As in [18], we first construct the paths $\gamma_i, i = 1, \ldots, N$, then we determine how the numbering of the points must be changed by swapping points in order to ensure the relation

\[
\gamma_{i_1} \cdots \gamma_{i_N} \gamma_{\infty} = \text{id},
\]

where $\gamma_{\infty}$ is the contour surrounding all $b_i, i = 1, \ldots, N$, in clockwise order.

To obtain a set of generators for the fundamental group $\pi_1(\mathbb{CP}1 \setminus \{b_i\}_{i=1}^N)$, we construct a set of contours $\gamma_i, i = 1, \ldots, N$, i.e. closed paths in the base of the covering starting at the base point $a$ (chosen as explained below) and going around each of the $b_i, i = 1, \ldots, N$, projected into the base. Numerical problems are to be expected if a contour $\gamma_i$ comes too close to one of the problem points $b_j, j = 1, \ldots, N$. Thus, it is necessary in the construction of the contours that all of them have a minimal distance from all problem points.

As in [6, 16], we determine the minimal distance $\rho$ between any two problem points,

$^4$ For the ease of representation we only give 4 digits here even though Matlab works internally with 16 digits.
We choose a radius $R = \kappa \rho$, where $0 < \kappa < 0.5$ for circles around these discriminant points. For a better vectorization\(^5\) of the code we use the same value of $R$ for all discriminant points in contrast to the Maple \texttt{algcurves} package, where such a radius is determined for each of them. We typically work with values of $\kappa$ between $1/3$ and $1/2$.\(^1\) (in Maple, the value $\kappa = 2/5$ is used).

The general procedure to construct the contours $\gamma_i$ is as follows: the points are ordered according to a minimal spanning tree, starting with the point with minimal real part (in the case of a degeneracy, the point with minimal imaginary part amongst those with minimal real part is chosen). Then the problem point nearest to this starting point is identified, after that the point nearest to one of these two points and so on. As indicated by the so constructed minimal spanning, direct connection lines are drawn between neighboring points. The base point $a$ is chosen as the intersection point of the line through the first two problem points with the circle around the first point. For the example of the curve (6), this leads to figure 1, where the base point is indicated with a square. The part of the line through the first two points (here denoted by 1 and 4) between the circles around the two points forms the connecting line between the circles around the points 1 and 4. In the same way connecting lines between all problem points in the order indicated by the spanning tree are constructed which leads to figure 1. In practice a set of $N_l + 1$ collocation points (as detailed in the next section) is introduced on each of the circles starting with the first connecting line to this circle (in the order indicated by the spanning tree) and going around the circle in counter-clockwise order. All further connecting lines from a circle to a neighboring circle then start at the collocation point closest to the direct connection between these two points. The contours $\gamma_i, i = 1, \ldots, N_l$ are then formed by the circle around the point $b_i$, connecting lines between circles and segments of circles around other points. In figure 1, the contour $\gamma_3$ for instance starts at the base point, goes along

\(^5\)This denotes the simultaneous execution of similar commands by a computer.

\[^1\]
the connecting line between $b_1$ and $b_2$, then in counter-clockwise order to the connecting line between $b_3$ and $b_4$, along the circle around $b_2$ and then the same way back to the base point.

As already mentioned, in the Maple `algcurves` package and in [16, 18], the connecting lines between the circles are between the intersection points of the circles with a line parallel to the real axis through the center of the circle. This had advantages in the treatment of real curves, but with the obvious effect that the connecting lines were not of minimal length as they are now. In addition they could enter the interior of the circles and thus come closer to the critical points than the distance $R$. In the present approach, both these issues are addressed.

The numbering of the problem points is as indicated by the order in which the points are identified as discussed in the previous section; only the point with the base point is swapped with the point no. 1. To enforce relation (7), as in [18] the relative position of the $\gamma_i, i = 1, \ldots, N$ has to be determined. To this end the endpoints of the spanning tree, i.e. the points $b_i$ with $i > 1$ just connected to one other point, are determined, in figure 1 the points 3, 6, 5, 2. In addition the nodes are identified, i.e. the points connected (possibly via intermediate points) to several endpoints, in figure 1 the points 4 and 1. Then starting from the endpoint all branches are traced to the next node. At a node, the branches are ordered according to the angles of the connecting lines. This procedure is repeated until the base point is reached where a final ordering according to the angles of the connecting lines with respect to the arriving line (the line to the next point on the lower level of the spanning tree) is performed. For figure 1, this leads to the sequence 3, 6, 5, 2, 4, 1. In contrast to [18], we do not change the contours $\gamma_i (i = 1, \ldots, N)$, but permute the problem points to enforce (7). This leads to the order of the branch points given at the end of section 2.

4. Computation of monodromies and periods

In this section we identify the monodromy group of the covering of the Riemann sphere regarded as the projective space $\mathbb{C}P^1$ as given by (5). An algebraic curve (1) defines an $N$-sheeted covering of the Riemann sphere. This covering can be characterized by the following data: branch points and permutations, which are called the monodromies of the covering. To compute the monodromies, we lift the basis of $\pi(\mathbb{C}P^1 \backslash \{b_i\}_{i=1}^N)$, the contours $\gamma_i, i = 1, \ldots, N$ constructed in the previous section, to the covering.

4.1. Monodromy group

Since by construction no branch point or singularity nor points, where $y$ diverges, lie on the $\gamma_i$, there are always $N$ distinct finite roots $y_i$ of $f(x, y) = 0$ for a given $x \in \gamma_i, i = 1, \ldots, N$. The procedure is similar to the one in the Maple `algcurves` package and in [16]: At the base point $a$ we enumerate the sheets and obtain a vector $(y_1(a), \ldots, y_N(a)) = (A_1, \ldots, A_N)$ by solving $f(a, y) = 0$. If we start at a point $A_k, k = 1, \ldots, N$ on the covering, and consider the analytic continuation of the vector of roots $y$ along one of the contours $\gamma_i$, we will obtain a permutation of the components of the vector $y$ back at the base point,

$$\sigma_y := (y_{\alpha(1)}(a), \ldots, y_{\alpha(N)}(a))$$

The permutation $\sigma_\infty$ associated with $x = \infty$ can be computed in the same way along a contour $\gamma_\infty$ with negative orientation surrounding all finite branch points, i.e. a contour for which we have relation (7). Alternatively, it follows from the permutations obtained for the finite discriminant points via the relation.
The group generated by the $\sigma_i$ is called the monodromy group of the covering.

4.2. Collocation methods

As in [16], we numerically construct the analytic continuation of the vector $y$ along the lifted contours $\gamma_i$ and compute at the same time the integrals of the holomorphic differentials along the $\gamma_i$, $i = 1,...,N_c$. Thus, the collocation points on the contours are chosen in accordance with the numerical integration scheme which is here the Clenshaw–Curtis method. The theoretical basis of this method is an expansion of the integrand in Chebychev polynomials by a collocation method on the Chebychev points $x_i = \cos(i\pi/N_l)$, $i = 0, \ldots, N_l$. This means we approximate the function $F(x)$ for $|x| \leq 1$ by an interpolating polynomial written as a sum of Chebychev polynomials $T_n(x)$: $F(x) \approx \sum_{k=0}^{N_l} a_k T_k(x)$, where the spectral coefficients $a_k$ follow from imposing this approximation as an exact condition at the Chebychev points, i.e. $F(x_i) = \sum_{k=0}^{N_l} a_k T_k(x_i)$, $l = 0, \ldots, N_l$ ($N_l$ is also called the number of modes in the computation). Consequently, we obtain

$$
\int_{-1}^{1} F(x) dx \approx \sum_{k=0}^{N_l} a_k \int_{-1}^{1} T_k(x) dx.
$$

(10)

An expansion of a function with respect to a system of globally smooth functions on their domain is called a (pseudo-)spectral method. The computation of the spectral coefficients $a_k$ by inverting the matrix $T_{kl}$ and the integral of the Chebychev polynomials in (10) can be combined in the so-called Clenshaw–Curtis weights $w_k$, with which (10) can be written in the form

$$
\int_{-1}^{1} F(x) dx \approx \sum_{k=0}^{N_l} F(x_k)w_k.
$$

(11)

Thus, for given function values $F(x_k)$ at the Chebychev points $x_k$ and weights $w_k$, the numerical approximation of the integral is just the computation of a scalar product. The weights can be conveniently determined in Matlab via Trefethen’s code [42, 49]. They have to be computed only once and are then stored for later use in the numerical integrations. This is one of the reasons why the same radius of the circles and thus the same mappings to the interval $[-1, 1]$ and the same number $N_l$ of Chebychev points are used for all circles and lines (on the connecting lines, typically one fourth of the points on the circles are used, but this can be freely chosen).

In contrast to [16], where only half-circles were considered, the computation of the integrals along the contours $\gamma_i$, $i = 1,...,N_c$ also includes integrations over segments of a circle. The integration along these segments is done by expanding the integrands in terms of Chebychev polynomials as in (10). Then the well known identity

$$
\frac{T_{n+1}(x)}{n+1} - \frac{T_{n-1}(x)}{n-1} = 2T_n(x), \quad n > 0,
$$

(12)

is used to determine the coefficients of the expansion of the anti-derivative of $F(x)$ in terms of Chebychev polynomials. This gives the value of the integral over the segment. Note that the spectral coefficients $a_k$ can be computed with a fast cosine transformation (see for instance [42]) which is the reason why we use Chebychev polynomials here instead of Legendre polynomials in [16] for which no fast algorithm is known. It would be of course possible to map...
all segments on the circle to the interval $[-1, 1]$ and use Clenshaw–Curtis there, but this is not done to allow for a better vectorization of the code.

It is known that the difference between an analytic function $F$ and its spectral approximation decreases exponentially with $Nl$. Here we have to integrate functions of $x$ and $y$ on a set of contours where the functions are analytic, which guarantees an optimal efficiency of the method provided the radius $R$ of the circles is not too small. Thus, we can reach machine precision typically with $N_l \leq 2^l$. The contours consist of the circle segments discussed above, and of lines and full circles each of which is mapped to the interval $[-1, 1]$, where we use Clenshaw–Curtis integration. To reach machine precision, it is obviously necessary to know the integrand with this precision. Therefore we solve the algebraic equation $f(x, y) = 0$ on each Chebychev point. Since the $\gamma_i, i = 1, \ldots, N_c$, by construction do not come close to branch points or singularities, no multiple roots will occur. Thus, we can use the Matlab command roots efficiently to determine $y$. The analytic continuation is obtained by sorting the newly computed vector components according to minimal difference with the components at the previous collocation point. Carrying out this procedure starting from a base point $A_k$ along some contour $\gamma_i, i = 1, \ldots, N_c$, one obtains the permutation by comparing the analytic continuation of $y$ along $\gamma_i$ and $y$.

4.3. Periods of the holomorphic 1-forms

Since $y$ is then known at the Chebychev points, the same holds for the differentials there. It is well known (see [3, 34]) that the holomorphic differentials on the Riemann surface associated to an algebraic curve (1) can be written in the form

$$\omega_k = \frac{P_k(x, y)}{f_j(x, y)} dx,$$

where the adjoint polynomials $P_k(x, y) = \sum_{i+j \leq d-3} \epsilon_{ijy} x^i y^j$ are of degree at most $d - 3$ in $x$ and $y$. If the curve has no singular points, there are no further conditions on the $P_k$ and, consequently, there are $\tilde{g} = (d - 1)(d - 2)/2$ linearly independent polynomials $P_k$. Since, as is well known, the dimension of the space of holomorphic 1-forms is equal to the genus $g$ of the Riemann surface, the genus is $(d - 1)(d - 2)/2$ in this case. If there are singular points, the set of which is denoted by $S$, there is a number $\delta_p$—called the delta invariant—of further conditions on the $P_k$ at a point $P \in S$ as a consequence of the holomorphicity of the differentials also at these points. These will be discussed in section 6.

Since we are interested in an efficient computation of the Riemann matrix, we do not separate the monodromy computation from the integration of the holomorphic differentials along these contours, but do both in one go. This also explains why we use a much higher number of collocation points than needed for the determination of the monodromies alone; the choice of the number $N_l$ is in accordance with the resolution required for the determination of the periods. As will be seen below, not all of these integrals are linearly independent. Our integration procedure will thus provide more integrals than actually needed. But the efficient vectorization algorithms in Matlab ensure that the computation of the additional integrals will not be time consuming. In addition, the possibility to check the validity of identities between the computed integrals will provide strong tests of the numerical results since the integrals are computed independently.

The monodromies $\sigma_i$ are stored in an $N \times N_c$-array. We then check which of the discriminant points are actually branch points, i.e. have non-trivial monodromy. The monodromy at infinity is computed via (9) from the monodromies at the finite branch points. It can be computed
via the contour $\gamma_\infty$ as in Maple to provide an additional test, but this is only done here if the
Puiseux expansion at the infinite points is required or if the Abel map for points in the vicinity
of the infinite points is needed. This is done for reasons of numerical efficiency since more
resolution is necessary in general on the big contour surrounding all finite critical points, and
since all other information is already easily accessible at this stage. The base point used by the
code is stored in the variable `base`, the vector $y(a)$ indicating the labeling of the sheets in the
variable `ybase`, the branch points in `bpoints`, and the monodromies in the variable `Mon`.

4.4. Example
For the curve (6) the code produces the base point
```plaintext
base =
-0.6778
```
```plaintext
ybase =
-0.8374
0.7299
0.1075,
```
the branch points
```plaintext
bpoints =
-0.3197 - 0.9839i
0.8370 - 0.6081i
-0.3197 + 0.9839i
0.8370 + 0.6081i
-0.0000 + 0.0000i
-1.0346 + 0.0000i
Inf + 0.0000i
```
and the monodromies
```plaintext
Mon =
3 1 3 1 2 1 3
2 3 2 3 1 3 1
1 2 1 2 3 2 2.
```
(14)

This example shows that going around the first branch point one ends up in the third sheet
when starting in the first and vice versa, whereas sheet two is not affected.

Remark 4.1. The above procedure to compute monodromies and periods is insensitive to
the accuracy with which the branch points are computed as long as the error in the location
of the branch points is much smaller than the radius of the circles around the points. For
numerical accuracy of the periods, it is just important that the branch points are not close to
the contours.

5. Puiseux expansions
Whereas algebraic curves can have singularities as discussed in section 2, Riemann surfaces
are smooth manifolds. In order to define a Riemann surface via algebraic curves with singu-
larities, a desingularization procedure has to be implemented. As in the Maple `algcurves`
package and in [16], we construct an atlas of local coordinates for the Riemann surface corre-
sponding to the algebraic curve via series $y(x)$ with rational exponents in the vicinity of the
singular point. These Puiseux expansions are calculated at least up to the order necessary to identify all sheets of the Riemann surface near the singularities. They are used as local coordinates in the vicinity of these points which will provide part of an atlas for the description of the Riemann surface as a smooth manifold. In [6, 16], Puiseux expansions were constructed via the Newton polygon. To avoid as much as possible cancellation errors, we use here an approach based on complex contour integrals. Duval [11] and Poteaux [35] gave efficient Puiseux expansion over certain algebraic fields as rational numbers which are, however, not helpful in the context of a purely numerical approach.

5.1. Puiseux expansion at finite points

A Puiseux expansion near a point \((x_s, y_s)\) on the curve in general position is just a Taylor expansion of \(y\) in terms of \(x\). In the vicinity of a branch point or a singularity with non-trivial monodromy as determined in the previous section, the corresponding series is entire only in the local parameter \(x = x_t + t^r\), where \(r\) is the length of the monodromy cycle \((k_1 k_2 \ldots k_s)\), \(k_i \in \mathbb{N}\), at the point \((x_s, y_s)\), i.e. the number of sheets connected at this point. We write the Puiseux expansions in the form

\[
x = x_t + t^r, \quad y = y_t + \sum_{n=1}^{\infty} a_n t^n,
\]

(15)

where \(r \in \mathbb{N}\), and where \((a_n)_{n=1,2,\ldots} \in \mathbb{C}\). Note that due to the definition of the local parameter \(t\), there are in fact \(r\) expansions of the form (15) which differ only by a change \(t \mapsto \epsilon t\), where \(\epsilon\) is a root of unity of order \(r\). To identify all sheets in the vicinity of the singular point \(x_s, N\) inequivalent expansions of the form (15) are needed. The minimal number of terms in the series to achieve this is called the singular part of a Puiseux expansion.

In the Maple algcurves package and in [16], the Puiseux expansion (15) is computed via the Newton polygon. To this end, the curve (1) is written in terms of the variables \(\tilde{x} = x - x_s, \tilde{y} = y - y_s\) as \(f(\tilde{x}, \tilde{y}) = 0\), i.e. as a curve for which the expansion is studied at the point \((0, 0)\). A disadvantage of this approach for a purely numerical scheme working with inexact coefficients of the polynomial (1) and thus with inexact representations of \((x_s, y_s)\) is that these inaccuracies are amplified in the expansion of terms of the form \((\tilde{x} + x_i)\) and \((\tilde{y} + y_i)\) because of possibly large binomial coefficients. This problem also exists in the approach with contour integrals, since \(f(x, y)\) has to be evaluated on the circles around the point \(x_s\), but there the algebraic equation (1) is solved for \(y\) for given \(x\) with machine precision. A worse problem for the numerical approach via the Newton polygon are cancellation errors if the singularity is of high order since the first terms in the expansion (15) will cancel. In [16] we discussed the example of the curve

\[
f(x, y) = ((y^3 + x^2)^2 + x^5 y^2)^2 + x^7 y^3 = 0
\]

(16)

having a singularity at \((0, 0)\), where the singular part of the Puiseux expansion consists of 3 terms. In this case the rounding errors in the Puiseux coefficients introduced errors of the order of \(10^{-5}\) in the conditions on the adjoint polynomials and thus in the holomorphic differentials to be constructed in the next section.

To avoid as much as possible these numerical problems, we use the well known Cauchy formula to compute the coefficients of a Taylor expansion of a holomorphic function. The procedure outlined below also works for general points \((x_s, y_s)\), where first \(y\) has to be determined as discussed in the previous section on a small circle centered at \(x_s\) in the base. For the branch
points and singularities to be discussed in the following, this has been done already during the computation of the monodromy group which makes the approach particularly efficient. For the point $(x_0, y_0)$ it is determined to which monodromy cycle $(k_1 k_2 \ldots k_r)$ it belongs. Denoting the lifts of the circle of radius $R$ around $x_0$ in the base to the corresponding sheets in the covering by $\Gamma_{k_1}, \ldots, \Gamma_{k_r}$ respectively, the contour $\Gamma' = \Gamma_{k_1} \circ \ldots \circ \Gamma_{k_r}$ is a closed contour on the covering. Thus the Cauchy formula can be used in standard way to obtain the coefficients $\alpha_n$ in (15) via

$$\alpha_n = \frac{1}{2\pi i} \int_{\Gamma'} y(t) \frac{dt}{(1 - t_0 t)^{n+1}}, \quad n = 1, 2, \ldots, \tag{17}$$

if the expansion is done at a point $t_0$ different from the center of the circle.

Parametrizing in (17) the circle in the base by $x = x_0 + R \exp(i \phi), \phi \in [0, 2\pi]$ (the index of the contour is $r$), we get for $t_0 = 0$

$$\alpha_n = \frac{1}{2\pi R^{n+1}} \sum_{k \in (k_1, \ldots, k_r)} \int_0^{2\pi} y(t) \exp(-i \phi n/r - 2\pi i n(k - 1)/r) \, d\phi, \quad n = 1, 2, \ldots. \tag{18}$$

Since the integrands are known on Chebychev collocation points for $\phi$, the Clenshaw–Curtis algorithm (11) can be applied as before with negligible computational cost. The coefficients $\alpha_n, n = 1, \ldots, N_p$ are computed in a vectorized way for all desired values of $n$ at the same time. The value of $N_p$, can be freely chosen (to allow for highly degenerate cases, the default value is $N_p = 100$). Values of the coefficients of the Puiseux expansion at some point $x_0$ are given for all cycles of the monodromy.

For the example (6), the point $(0, 0)$ is, as already mentioned, a singular point, and the Puiseux expansions in the vicinity of the point are

$$x = t, \quad y = t^4/2 - t^9/16 + \ldots \quad \text{and} \quad x = t^2, \quad y = -\sqrt{2} t^3 - t^9/4 + \ldots.$$  

The code produces the following result,

\[
\text{PuiExp[1](:,:,1:11) =}
\]

|          |          |          |          |          |          |          |          |          |          |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| Columns 1 through 4 |          |          |          |          |          |          |          |          |          |
| 2.0000 + 0.0000i | -0.0000 + 0.0000i | 0.0000 + 0.0000i | 0.0000 + 0.0000i | 0.0000 + 0.0000i |
| 1.0000 + 0.0000i | 0.0000 + 0.0000i | -0.0000 - 0.0000i | -0.0000 + 0.0000i | 0.0000 + 0.0000i |
| Columns 5 through 8 |          |          |          |          |          |          |          |          |          |
| 0.0000 + 1.4142i | 0.0000 + 0.0000i | 0.0000 + 0.0000i | -0.0000 + 0.0000i | 0.0000 + 0.0000i |
| 0.0000 + 0.0000i | 0.5000 + 0.0000i | 0.0000 + 0.0000i | -0.0000 + 0.0000i | 0.0000 + 0.0000i |
| Columns 9 through 11 |          |          |          |          |          |          |          |          |          |
| 0.0000 + 0.0000i | -0.2500 + 0.0000i | -0.0000 + 0.0000i | -0.0000 + 0.0000i | 0.0000 + 0.0000i |
| -0.0000 + 0.0000i | 0.0000 + 0.0000i | -0.0625 + 0.0000i | 0.0000 + 0.0000i | 0.0000 + 0.0000i |

where the first column of the output gives the length $r$ of the monodromy cycle (recall that as in the Maple algcurves package there are always $r$ expansions differing from the ones shown by multiplication of $t$ with roots of unity of order $r$). Note that the first given coefficients in the second column correspond to $n = 0$.

If there is sufficient resolution in terms of Chebychev points to compute the integrals in (18), this will be done with the Clenshaw–Curtis algorithm to machine precision. But since the radius $R$ is in general smaller than 1, the numerical errors are growing with $n$ as $R^{-n}$. This can be seen for the example (6), where $R = 0.3567$, at the singularity $(0, 0)$ in figure 2, where the difference between the exact and the numerical Puiseux coefficients is shown in a logarithmic plot. Since $1/R^{13}$ is of the order $10^{13}$, the error in $\alpha_0$ is for $r = 1$ of the order of $10^{-4}$, whereas for $r = 2$ it is still of the order of $10^{-10}$. Thus the size of $R$, which can be at most half the
minimal distance to the closest branch point, delimits the accessible accuracy of the Puiseux coefficients in this finite precision approach.

5.2. Puiseux expansion at infinite points

To obtain the Puiseux expansion at points on the curve where \( x \) is infinite, one could use the information along the contours around the finite critical points as it was done for the computation of the monodromy at infinity in the previous section. However, this would imply to compute integrals of the form (17) also along the connecting lines between the circles and to trace roots of \( x^x t^{x_0} = r \) there. Since the Matlab root is always branched along the negative real axis, this would require an analytic continuation of the roots along these lines as in the previous section. This can be done, but it is cumbersome which is why we use other approaches here.

If the curve has singularities at infinity as determined in section 2, we consider Puiseux expansions at infinity in the homogeneous coordinates of section 2 and use the same approach as for the finite singular points above at the point \((X_0, Y_0, 0)\). We determine the critical points of the curve \(F(X, Y, Z) = 0\) (either \(X = 1\) or \(Y = 1\)) to establish the minimal distance between discriminant points for this curve to identify a possible radius \(R\) for the circle around \((X_0, Y_0, 0)\). Then equation (5) is solved for \(Z\) in dependence of \(X\) (if \(Y = 1\)) or for \(Y\) in dependence of \(Z\) (if \(X = 1\)) as discussed in the previous section. This approach has the additional benefit to provide an independent check of the monodromy computation along the contours around the finite critical points. The Puiseux coefficients are then determined via formula (18).

As an example we consider the curve (6) which has a singular point \((0, 1, 0)\). The curve \(F(X, Z) = Z^2 + 2XZ^3 - X^3 = 0\) has a singularity at \((0, 0)\), where all four sheets are connected. The code gives the Puiseux expansion (again there are four expansions of this form differing by multiplication of \(t\) with a fourth root of unity).
The first entry gives again the value of the length of the monodromy cycle, \( r = 4 \). This shows that the expansion is of the form \( Z(t) = \alpha t^7 \) which implies in leading order for (6) that \( x = 1/(\alpha t^3) \) and \( y = 1/(\alpha t^7) \). Thus we recover that the 3 sheets are connected at infinity, and that \( y \propto x^{-7/3} \) there.

As an option, the code offers the possibility to compute the Puiseux expansion at infinity directly in the coordinates \( x \) and \( y \). To this end, a circle of radius \( R_\infty \) centered at the origin, surrounding all circles of radius \( R \) around the critical points and touching at least one of these circles is constructed. At the point, where the two circles touch, the roots for \( y \) have already been determined. If the circle is around the branch point \( b_n \), then the points \( b_1, \ldots, b_{n-1} \) have already been surrounded before reaching the touching point along the contours constructed in section 3. Thus the computed monodromies for these contours have to be applied to the value of \( y \) at the touching point. These values of the roots of \( y \) are then analytically continued along the circle in positive orientation as before. This is again done between Chebychev collocation points on the circle. By construction the computed monodromy must be equal to \( \sigma_\infty^{-1} \) computed via (9). The code reports an error if this is not the case.

Given the values of \( y \) on the Chebychev collocation points on the circle of radius \( R_\infty \), the Puiseux expansion can be computed in the same way as for the finite critical points in the previous section. The only difference is that negative powers in \( 1/x^{1/\ell} \) can appear in this case. Note that we use here in general twice the resolution on the circle with radius \( R_\infty \) than for the circles with radius \( R \), simply because \( R_\infty \) is by construction bigger than \( R \). For the example (6), we find (the first value corresponds to the power \( t^{-7} \), the second to \( t^{-6} \) and so on)

| Columns 1 through 4 | -0.5000 + 0.8660i | -0.0000 - 0.0000i | -0.0000 + 0.0000i | -0.0000 + 0.0000i |
| Columns 5 through 8 | -0.0000 - 0.0000i | -0.0000 + 0.0000i | -0.0000 + 0.0000i | -0.0000 + 0.0000i |
| Columns 9 through 11 | -1.0000 + 0.0000i | 0.0000 + 0.0000i | 0.0000 + 0.0000i |

This corresponds to \( t^{-7} = 2t^{-2/3} \) where \( t = \exp(2\pi i/3) x^{1/3} \), i.e. the same result as obtained above by using the projective coordinates \((X, Y, Z)\).

6. Basis of the holomorphic differentials on the Riemann surface

In this section, we describe the construction of a basis of the holomorphic 1-forms on the Riemann surface if the set \( S \) of singular points is non-empty. To this end, we will use the complex contour integral techniques of the previous section. As already discussed in section 4, the holomorphic differentials are of the form (13) with \( P_k(x, y) = \sum_{i+j \neq d-3} \omega^{(k)}(x/y)^i \). At the singular points, we use a Puiseux expansion in the local parameter \( t \) of (17) near the singularity of the integrands (13). For the integral to be holomorphic, there must be no negative powers of
$t$ in this expansion which leads to a number $\delta_p$, the \textit{delta invariant}, of conditions at each singular point $P$. The genus of the surface is given in this case by

$$g = \frac{1}{2}(d - 1)(d - 2) - \sum_{P \in S} \delta_p. \tag{19}$$

To determine the conditions on the differentials (13) at the corrected singular point $(x_s, y_s)$, we determine the Puiseux expansion of $f_s$, which has now (within numerical precision) a vanishing constant term. Since we are interested in the highest power of $t$ appearing in the denominator of (13), i.e. the smallest power $N_f$ of $t$ appearing in the Puiseux expansion of $f_s$, we consider the formula (18) with $y$ replaced by $f_s$.

A differential of the form (13) is holomorphic at a singular point $(x_s, y_s)$ if no negative powers of $t$ in the Puiseux expansion of the integrand appear. To establish the conditions on the differentials to ensure this, we multiply the differential by powers $t^k$, $k = 0, \ldots, N_f - 1$ and compute the integral along the contour $\Gamma$ of (17). The residue theorem implies that the terms in the Puiseux expansion of the differentials proportional to $1/t$ lead to a non-vanishing integral. Singular points at infinity are treated in a completely analogous way as in the last section as Puiseux expansions at infinity in the homogeneous coordinates $(X, Y, Z)$.

To implement the conditions on the adjoint polynomials at the singularities in Matlab, we write the matrix $c^{(k)}_{ij}$ with $i + j \leq d - 3$ in standard way as a vector $c$ of length $(d - 1)(d - 2)/2$. The holomorphicity of (13) at the singular points implies relations of the form $Hc = 0$ where $H$ is a $((d - 1)(d - 2)/2) \times \sum_{P \in S} \delta_p$ matrix. Each condition on $c$ following from a non-vanishing residue in the above expansions gives a line in $H$. The first such condition found is stored as the first row of $H$. For each subsequent condition found, it is checked that this new condition is linearly independent of the already present ones in $H$. This is done in the following way: if the matrix $H$ contains $M$ linearly independent conditions on $c$, the first $M$ rows will be non-trivial, and $H$ has rank $M$. The new condition will be tentatively added as row $M + 1$ in $H$, and it will be checked if the resulting matrix has rank $M + 1$. If not, the new condition is linearly dependent on the $M$ conditions already stored in $H$, and line $M + 1$ will be suppressed. At the end of this procedure, there will be $\sum_{P \in S} \delta_p$ non-trivial lines in this matrix. The holomorphic differentials correspond to the vectors $c$ in the kernel of the matrix $H$. They are determined with the Matlab command \texttt{null}, where \texttt{null}(H) provides an orthonormal basis for the null space of $H$. Notice that for reasons of numerical accuracy we do not look for a rational basis $c$ of the kernel of $H$ even in cases where such a basis exists. The polynomials $P_k$ are stored in the form of matrices $c^{(k)}_{nm}$ where in Matlab convention $P_k(x, y) = \sum_{n, m=0}^{d-3} c^{(k)}_{nm} x^{d-3-n} y^{d-3-m}$, and where the first row/column has $n = 0, m = 0$. The code gives the matrices $c^{(k)}$ as $c\{1\}, \ldots, c\{g\}$, where $g$ is the genus of the Riemann surface. For the curve (6), where $d = 7$, we get

$$c\{1\} =$$

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]
i.e. the polynomials $P_1 = xy$ and $P_2 = x^3$. Thus, the curve has genus 2 which implies it is hyperelliptic since all surfaces of genus 2 are (recall that hyperelliptic surfaces can be written in Weierstrass normal form $y^2 = \text{polynomial}(x)$ after a birational transformation $\tilde{x}(x,y), \tilde{y}(x,y)$).

The integrals of the holomorphic differentials along $\gamma$ are obtained as discussed above, and the results are stored in an $N \times Ngc \times \tilde{g}$ array. The sum of integrals of a holomorphic differential over all contours with the same projection into the $x$-sphere must vanish. In practice this sum will not vanish because of numerical errors and thus gives an indication on the quality of the numerics. The code issues a warning if this sum is greater than the prescribed rounding tolerance $Tol$.

**Remark 6.1.** It is well known that different algebraic curves can define the same Riemann surface. A simple example is the case of the algebraic curves $y^2 - x^2(x - 1) = 0$ and $y^2 - (x - 1) = 0$ which are conformally equivalent, but where the first has a double point at $x = 0$ whilst the other has no singular points. Since the code only produces the quantities of the Riemann surface defined by the curve, the end result is obviously (within numerical accuracy) the same, but it is instructive to see how the results are reached. In the latter case, the only finite critical point is $x = 1$, a branch point. The curve is also branched at infinity and the genus is obviously 0. Thus there is no holomorphic differential.

In the former case, the code identifies the finite critical points

```
critpoints =
 1.0000 + 0.0000i
0.0000 - 0.0000i,
```

where $x = 0$ is possibly singular. Since the monodromy is trivial, the point is removed from the list of branch points,

```
bpoints =
 1
Inf,
```

where the monodromy group is given by

```
Mon =
 2 2
1 1.
```
The differential \( dx/dy \) is a potential holomorphic one-form, but the holomorphicity condition at the singularity \( x = 0 \) rules this out. Thus there is no holomorphic differential as expected. But the singularity \( x = 0 \) is identified on the curve,

\[
sing = \begin{bmatrix} 0.0000 - 0.0000i & 0.0000 - 0.0000i & 1.0000 + 0.0000i & 1.0000 + 0.0000i \\ 0.0000i \end{bmatrix},
\]

indicating that the delta invariant (the number of conditions on the candidates for the holomorphic one-forms) is equal to one at the point \((X, Y, Z) = (0, 0, 1)\). Thus the Riemann surface defined by both curves is indeed the same.

7. Homology of a Riemann surface

The monodromies computed in section 4 provide the necessary information to determine a basis for the homology on a Riemann surface. We use as in the Maple \texttt{algcurves} package and in [16] the algorithm by Tretkoff and Tretkoff [43] to construct such a basis. We outline only the main steps here, for details the reader is referred to [43] and [2].

The first step in the construction of the homology is the identification of the points on the covering belonging to more than one sheet, i.e. the points, where the branching number (the number of sheets to which a point belongs minus 1) is different from zero. To this end one has to identify the cycles within the permutations in the monodromies computed in section 4. This is simply done by determining for each discriminant point with non-trivial monodromy, i.e. each branch point, the sheets which are permuted whilst encircling this point. The permuted sheets form the cycles within the permutation. They are identified as follows: the monodromies are given as permutations of the vector \( (1, 2, \ldots, N) \). For each permutation vector the code identifies the components which are not in the order \( (1, 2, \ldots, N) \). For the first such component, it goes to the sheet indicated by this component, then to the next indicated by the component in the vectors there, until the starting point for the procedure is reached again. This identifies the first cycle. For the first vector in the example (14), the first permuted component corresponds to the first sheet. The 3 there indicates that going around this point in the first sheet, one ends up in the third. The third component of the permutation vector is a 1, the sheet where this cycle \((1, 3)\) started.

If not all permuted sheets appear in the first cycle identified in this way, the procedure is repeated for the remaining permuted sheets until all permutation cycles are determined. Each such cycle corresponds to one of the \( N_B \) ramification points on the covering and is labelled by \( B_i, i = 1, \ldots, N_B \), where it is possible that several such points have the same projection onto the complex plane. From the number \( n_i \) of elements in the permutation cycle we obtain the branching number \( n_i = n_i - 1 \). The Riemann–Hurwitz formula then allows the computation of the genus:

\[
g = \frac{1}{2} \sum_{i=1}^{N_B} \beta_i + 1 - N.
\]  

Since the determination of the genus via monodromies is completely independent from the genus computation via the dimension of the space of the holomorphic 1-forms, this provides
a strong test for the code. A failure in this test results in an error which in general indicates that the branch points and singularities or the holomorphic 1-forms were not correctly identified, the latter typically for a lack of resolution. For the curve (6) we find that all branch points on the covering connect exactly two sheets except for the one above infinity where 3 sheets come together. Therefore, the genus is 2 in accordance with the results for the holomorphic 1-forms.

The Tretkoff–Tretkoff algorithm constructs a spanning tree connecting the points $A_j$ on the covering (the points projecting to the base point in the base) starting from $\{A_1\}$ with the points $\{B_i\}$. The algorithm allows to identify non-trivial closed cycles on the Riemann surface and to compute intersection numbers between them via a planar graph. In total, one obtains $2g + N - 1$ cycles. Since the homology on a Riemann surface of genus $g$ has dimension $2g$, the cycles cannot be all linearly independent. A canonical basis of cycles $a_1, \ldots, a_g, b_1, \ldots, b_g$ on a Riemann surface of genus $g$ satisfies the intersection conditions

$$a_i \circ b_j = \delta_{ij}, \quad a_i \circ a_j = 0, \quad b_i \circ b_j = 0, \quad i, j = 1, \ldots, g.$$  

To find a canonical basis with the Tretkoff–Tretkoff algorithm, one has to compute the intersection matrix $K$ for the obtained $2g + N - 1$ cycles, which is straightforward to do from the planar graph. It was shown in [43] that the resulting matrix has rank $2g$. For the example of the curve (6) we obtain the intersection matrix:

$$K = \begin{pmatrix}
0 & 1 & 0 & 0 & -1 & -1 \\
-1 & 0 & 0 & 1 & -1 & -1 \\
0 & 0 & 0 & 1 & -1 & 0 \\
0 & -1 & -1 & 0 & 1 & 0 \\
1 & 1 & 1 & -1 & 0 & 1 \\
1 & 1 & 0 & 0 & -1 & 0
\end{pmatrix}.$$  

This matrix can be transformed to the canonical form

$$\alpha K \alpha^T = \begin{pmatrix}
0_g & I_g & 0_{g,N-1} \\
-1_g & 0_g & 0_{g,N-1} \\
0_{N-1,g} & 0_{N-1,N-1} & 0_{N-1,N-1}
\end{pmatrix},$$  

where $\alpha$ is a $(2g + N - 1) \times (2g + N - 1)$-matrix with integer entries and $\det \alpha = \pm 1$, $0_g$ is the $g \times g$ zero matrix, $I_g$ is the $g \times g$ identity matrix, and $0_{i,j}$ the $i \times j$ zero matrix. The canonical basis of the homology of the surface is given by the cycles $a_i$ and $b_i$:

$$a_i = \sum_{j=1}^{2g+N-1} \alpha_{ij} c_j, \quad b_i = \sum_{j=1}^{2g+N-1} \alpha_{i+j} c_j, \quad i = 1, \ldots, g,$$  

where $c_j$ are the $2g + N - 1$ closed contours obtained from the planar graph. The remaining cycles are homologous to zero.
For the curve (6), the code produces

\[
\begin{align*}
\text{acycle}\{1\} &= 1 \ 1 \ 3 \ 2 \ 2 \ 5 \ 1 \\
\text{acycle}\{2\} &= 1 \ 1 \ 3 \ 6 \ 2 \ 5 \ 1 \\
\text{bcycle}\{1\} &= 1 \ 1 \ 3 \ 4 \ 2 \ 5 \ 1 \\
\text{bcycle}\{2\} &= 3 \ 1 \ 3 \ 2 \ 2 \ 5 \ 1 \ 3 \ 3,
\end{align*}
\]

where \(\text{acycle}\{i\}\) corresponds to \(a_i\) and \(\text{bcycle}\{i\}\) to \(b_i\). These numbers are to be read in the following way: The numbers at odd positions in the cycle correspond to the indices \(j\) of \(A_j, j = 1, \ldots, N\); the numbers at the even positions to the indices \(i\) of \(B_i, i = 1, \ldots, N\). In the above example, the cycle \(b_1\) starts in the first sheet, goes around \(B_1\) to end in the third sheet, then around \(B_2\) to the second sheet, then around \(B_3\) to come back to the first sheet. The code can give more detailed information on the Tretkoff–Tretkoff tree and the cycles \(c_k, k = 1, \ldots, 2g + N - 1\), as an option (it is stored in the variable \(\text{cycle}\) in the code \text{tretkoffalg.m}).

Relations (23) allow the computation of the periods of the holomorphic differentials from the integrals along the contours \(\Gamma\) used for the monodromy computation. The cycles \(c_k, k = 1, \ldots, 2g + N - 1\), are equivalent to a sequence of contours \(\Gamma\). Thus, using (23) and the integrals of the holomorphic differentials along the contours \(\Gamma\), we get the \(a\)- and \(b\)-periods of the holomorphic differentials, the matrices \(A\) and \(B\), respectively. The Riemann matrix \(\mathbb{B}\) is given by

\[
\mathbb{B} = A^{-1}B.
\]

Since the Riemann matrix must be symmetric, the asymmetry of the computed matrix is a strong test for the numerical accuracy. A warning is reported if the asymmetry is greater than the prescribed tolerance. Similarly it is checked whether the periods along the cycles (24) homologous to zero vanish with the same accuracy. For the curve (6) the code finds the Riemann matrix

\[
\text{RieMat} = \\
0.3090 + 0.9511i & 0.5000 - 0.3633i \\
0.5000 - 0.3633i & -0.3090 + 0.9511i.
\]

For a more compact representation we give only 4 digits here though 16 are available internally. The \(L^\infty\) norm of \(\mathbb{B} - \mathbb{B}'\) and of the periods along the cycles (24) are of the order of \(10^{-15}\) with 27 modes. We will discuss the performance of the code in more detail in the next section.

8. Performance of the code

In this section we will illustrate the performance of the code for typical examples and discuss certain features of the chosen numerical approach.

We note that the code is constructed for high precision computation. The identification of the holomorphic differentials at singularities of the algebraic curve is done as the null space of conditions on the candidate differentials at the singularities. To be able to identify this null space (via the Matlab command \text{null}), these conditions obtained from complex contour integrals need to be known with sufficient precision. If this is not the case, the holomorphic
differentials are not correctly found, and the code exits with an error due to a disagreement between the genus obtained via the monodromies and the dimension of the space of holomorphic differentials. Due to the exponential decrease of the error in the computation of the periods with the number $N_l$ of Chebychev polynomials, a general feature of spectral methods, this is in practice not a problem. But it explains why a precision of merely $10^{-3}$ cannot be reached with this code in the presence of singularities: the integrals have to computed with an error smaller than $10^{-6}$ in order that the holomorphic differentials are correctly identified.

The numerical error we will study here in more detail is defined as the maximum of the $L^\infty$ norm of the antisymmetric part of the numerically computed Riemann matrix and the same norm of the right hand sides of (24). The resulting variable is denoted by $err$. For the curve (6) we find that the code exits with an error with $N_l^2 = 6$ for the reasons outlined above. For $N_l^2 = 7$, the minimal error of order $10^{-15}$ is already reached. A more demanding test for the code is provided by the curve

$$f(x, y) = y^9 + 2x^2y^6 + 2x^4y^3 + x^6 + y^2 = 0,$$

which is a nine-sheeted genus 16 covering of the sphere with 42 finite branch points and two singular points $(0, 0, 1)$ and $(1, 0, 0)$. What makes this curve computationally challenging is the fact that the minimal distance between the branch points is just 0.018. The dependence of the error on the number of Chebychev polynomials is shown in figure 3. It can be seen that machine precision is reached with 400 polynomials. The plot is typical for spectral methods: one can see the exponential decrease of the error (an essentially linear decrease in a logarithmic plot) and the saturation of the error once machine precision is reached, here at roughly $10^{-14}$.

As already mentioned, the code [16] had difficulties with curves having singularities where the singular part of the Puiseux expansion consists of many terms due to rounding problems occur. The example (16) could only be computed with an error of the order of $10^{-5}$ because of this. This curve of genus 1 has a singularity at $(0, 0)$ with a delta invariant 43, i.e. a singularity of high order with a singular part of the Puiseux expansion consisting of 3 terms. With $N_l = 2^7$ Chebychev polynomials, the code exits with an error since the holomorphic differentials are not correctly identified at the singularity as discussed above. With $N_l = 2^8$, an error of smaller than $10^{-14}$ is reached, a precision inaccessible with the code [16].

![Figure 3. Numerical error $err$ as defined in the text for the curve (26).](image)
It is interesting to know for which operations the computation time in Matlab is used. Matlab timings have to be taken with a grain of salt since they depend on whether used functions are precompiled or not, but they are interesting from a practical point of view to get an idea how long a computation takes and what is the most time consuming task. We used the vectorization algorithms in Matlab as much as possible to obtain an efficient code. For the Riemann matrix of the curve (6) computed with 128 polynomials we find that roughly one third of the time is used for the analytic continuation of $y$ along the contours and the computation of the integrals (this includes solving the algebraic equation and sorting the roots to analytically continue the sheets, which both takes essentially the same time). The various Puiseux expansions needed in the determination of the holomorphic differentials also take roughly one third of the computing time (this is partly due to the fact that we work with a high number of Puiseux coefficients to allow for highly degenerate cases). The Clenshaw–Curtis integration, which is just a matrix multiplication in this implementation, only takes negligible computation time. The precise distribution of computing time to the different numerical tasks necessary to obtain the Riemann matrix for an algebraic curve depends of course on the studied example. Note that the main advantage of the code presented here compared to the code [16] is not speed, but efficiency. This means the former can treat cases with high precision where the latter fails or can only reach low accuracy.

9. Theta functions

Theta functions are the building blocks of meromorphic functions on Riemann surfaces. We define the theta function with characteristic $[p, q]$ as an infinite series,

$$\Theta_{pq}(z, \mathbb{B}) = \sum_{N \in \mathbb{Z}^g} \exp\{i\pi \langle \mathbb{B}(N + p), N + p \rangle + 2\pi i \langle z + q, N + p \rangle\},$$

with $z \in \mathbb{C}^g$ and $p, q \in \mathbb{R}^g$, where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product $\langle N, z \rangle = \sum_{j=1}^g N_j z_j$. The properties of the Riemann matrix ensure that the series converges absolutely and that the theta function is an entire function on $\mathbb{C}^g$. A characteristic is called singular if the corresponding theta function vanishes identically. Of special importance are half-integer characteristics with $2p, 2q \in \mathbb{Z}^g$. A half-integer characteristic is called even if $4\langle p, q \rangle = 0 \text{ mod } 2$ and odd otherwise. Theta functions with odd (even) characteristic are odd (even) functions of the argument $z$. The theta function with characteristic is related to the Riemann theta function $\Theta$, the theta function with zero characteristic $\Theta := \Theta_{00}$, via

$$\Theta_{pq}(z, \mathbb{B}) = \Theta(z + \mathbb{B}p + q) \exp\{i\pi \langle \mathbb{B}p, p \rangle + 2\pi i \langle p, z + q \rangle\}.$$

The theta function has the periodicity properties

$$\Theta_{pq}(z + e_j) = e^{2\pi i \langle e_j, p \rangle} \Theta_{pq}(z), \quad \Theta_{pq}(z + \mathbb{B}e_j) = e^{-2\pi i \langle e_j, q \rangle - i\pi \langle B, \mathbb{B} \rangle} \Theta_{pq}(z),$$

where $e_j$ is a vector in $\mathbb{R}^g$ consisting of zeros except for a 1 in $j$th position. In the computation of the theta function we will always use the periodicity properties (29). This allows us to write an arbitrary vector $z \in \mathbb{C}^g$ in the form $z = \mathbb{B} + N + \mathbb{B}M$ with $N, M \in \mathbb{Z}^g$, where $\mathbb{B} = \mathbb{B}p + q$ with $|p| \ll 1/2, |q| \ll 1/2$, and to compute $\Theta(z, \mathbb{B})$ instead of $\Theta(z, \mathbb{B})$ (they are identical up to an exponential factor). The series (28) will be approximated by a sum. For details of the computation of the theta function, the reader is referred to [14] or [16].
10. Abel map

The Abel map $\omega : P \mapsto \int_{P_0}^{P} \omega$ is a bijective map from the Riemann surface $\mathcal{R}$ into the Jacobian $\text{Jac}(\mathcal{R}) := \mathbb{C}^g/\Lambda$ where $\Lambda$ is the lattice formed by the periods of the holomorphic 1-forms, 
$$\Lambda = \{ m + \mathbb{B}n : m, n \in \mathbb{Z}^g \}.$$ 

In this section, we discuss how the Abel map can be efficiently computed for general points on the Riemann surface. In addition, the expansion of the Abel map at a point $P \in \mathcal{R}$ near a point $a \in \mathcal{R}$ is often needed,
$$\omega_j(P) = \left( U_{a,j} + V_{a,j}(P) + \frac{1}{2} W_{a,j}(P)^2 + o(k_a(P)^2) \right) dk_a(P), \quad j = 1, \ldots, g, \quad (30)$$

where $k_a(P)$ is a local parameter in the vicinity of $a$ containing also $P$, and where $U, V, W$ are vectors in $\mathbb{C}^g$.

Note that the Abel map is only defined up to periods of the holomorphic 1-forms. Thus we always choose it to be in the fundamental domain given by
$$q + \mathbb{B}p, \quad p, q \in \mathbb{R}^g, \quad -1/2 < p_i \leq 1/2, \quad -1/2 < q_i \leq 1/2, \quad i = 1, \ldots, g. \quad (31)$$

The Abel map and thus an arbitrary point of the Jacobian can be given in terms of the characteristics $(p_i, q_i)$.

10.1. Point in general position

For a point $P \in \mathcal{R}$ in general position, i.e. not close to one of the problem points of the curve (see section 3) and to infinity, we use the same approach as for the integrals along the connecting lines in figure 1. More precisely if the projection $x(P)$ of $P$ into the base is such that $|x(P) - b_i| > 0.8\mathcal{R}$ for $i = 1, \ldots, N_t$ and $|x(P)| < 3 \max_{i=1,\ldots,N_t} |b_i|$, the point $b_{i_0}$ with minimal distance to $P$ is identified. On the circle of radius $\mathcal{R}$ around this point $b_{i_0}$, the collocation point with minimal distance to $P$ is found. As detailed in section 4, the integral of the holomorphic differentials on a segment of the circle up to this collocation point is computed by expanding the integrands in terms of Chebychev polynomials and using (12). The integral from this collocation point to the point $P$ is determined as for the integrals along the connecting lines: a number $N_l$ of Chebychev points is introduced in the base on the connecting line between the projections of the collocation point on the circle and of $P$. The line is then lifted to the surface as before by solving (1) via roots and analytically continuing the roots to obtain the integrand on the connecting line on the surface. Then we use Clenshaw–Curtis integration to determine the Abel map.

The vectors $U, V$ and $W$ in (30) are determined in the process: $U$ is just the integrand of the Abel map at the last collocation point. To obtain $V$ and $W$ respectively, the integrand has to be differentiated once respectively twice. Since the integrands are quotients of polynomials in $x$ and $y$, this could be done essentially by hand. But since the integrand is known already on Chebychev collocation points and since by construction the integrand is analytic on the line, we use Chebychev differentiation matrices as computed in [42] (see [49] for a code to generate these matrices). Note that these matrices are obtained from the Lagrange polynomial on the collocation points, and that this is again a spectral method with an exponential decrease of the numerical error with the number of collocation points. Thus the derivatives are computed with the same precision as the integral.
10.2. Vicinity of finite critical points

For a point $P$ inside one of the circles around the problem points $b_{i0}$, i.e. with $|x(P) − b_{i0}| ≤ 0.8 R$, this approach will not be efficient. Even if the local coordinate $(x−x_i)^{1/r}$ is used near a branch point $x_i$ of order $r$, cancellation errors for $x−x_i$ can affect numerical accuracy. But since the monodromies are already known and since the holomorphic 1-forms are closed, the Cauchy formula (2) can be also applied to the case that $F(t)$ is the Abel map. More concretely, we consider

$$F(x) = \frac{1}{2\pi i} \int_{\Gamma} \frac{F(t')dt'}{(x − x_i)^{1/r} − t'},$$

(32)

where $t' = R^{1/r} \exp(i\phi/r)$.

This is even a very efficient approach since the holomorphic differentials are already known on the circle around $b_{i0}$ on Chebychev points. Thus we use relation (12) to obtain the Abel map on these collocation points, and then use (2) for the Abel map to obtain its value at point $P$. Since the Cauchy formula gets numerically problematic if $t'$ is close to $\Gamma$, we only use it for values of $|x(P) − b_{i0}| ≤ 0.8 R$. In this case, the Abel map will be computed up to the precision with which the holomorphic 1-forms are known on the circle where no cancellation errors are to be expected. The roots $y$ have been already determined during the computation of the Puiseux expansion at infinity in section 5. Consequently also the holomorphic differentials are known on this circle. Using (12) once more on the circle gives the Abel map on the collocation points chosen on this circle.

Note that in this computation, the Abel map to a point in the sheet with the label $k$ is always computed starting from the point $A_k$, the point in sheet $k$ covering the base point. The Abel map between $A_1$, which is always taken as the base point for the Abel map, and the point $A_k$ is then added. The connection between these points on the surface has been identified by the Tretkoff–Tretkoff algorithm, and the integral has been computed already during the monodromy computation. Thus this change of the base point comes at virtually no computational cost.

10.3. Points in the vicinity of infinities

If the point $P$ is far from all problem points, the Cauchy formula will be applied for the circle centered at the origin of radius $R_\infty$ already used for the Puiseux expansion at infinity in section 5. This circle contains all circles around the critical points and touches at least one of them, say $b_{i0}$ in a collocation point. The Abel map up to the point where the connecting line to the previous critical point on the spanning tree intersects the circle around $b_{i0}$ has been already computed. The integral up to the collocation point touching the circle with radius $R_\infty$ is computed as for the period computation with the formula (12). On the circle with radius $R_\infty$, the roots $y$ have been already determined during the computation of the Puiseux expansion at infinity in section 5. Consequently also the holomorphic differentials are known on this circle. Using (12) once more on the circle gives the Abel map on the collocation points chosen on this circle.

With this knowledge, the Cauchy formula (32) can be used for the Abel map with $t' = R^{−1/r} \exp(−i\phi/r)$, $\phi ∈ [0, 2\pi]$ and $t = 1/R^{1/r}$. The vectors $U$, $V$, $W$ can be obtained as for points in the vicinity of finite critical points by differentiating (32) with respect to $t$. Again all integrals are computed to machine precision.
10.4. Testing the Abel map

To test the Abel map, we first consider a hyperelliptic curve of genus 2 in Weierstrass normal form,

\[ y^2 = (x^2 + 1)(x + 1)^2 + 1)(x + 2)^2 + 1). \quad (33) \]

It is known that the Abel map between branch points of the curve is a half period. To test this, we compute the Abel map from the base point \( A \) to all branch points and get

\[
\text{abelmap} =
\begin{array}{cccc}
0.9779 - 0.3078i & 1.5710 + 0.2243i & 1.0710 + 0.2243i & 0.4779 - 0.3078i \\
1.8651 + 0.8773i & 2.3651 + 0.6729i & 2.3651 + 0.6729i & 2.3651 + 0.8773i \\
0.9779 - 0.1033i & 0.9779 - 0.1033i & 0.9582 + 0.3452i & 1.4582 + 0.3452i \\
0.9582 + 0.3452i & 1.4582 + 0.3452i & 0.9582 + 0.3452i & 1.4582 + 0.3452i \\
\end{array}
\]

corresponding to the Abel map to the branch points \( b_i, i = 1, \ldots, 6 \) in the order \(-2 - i, -1 + i, i, -2 + i, -1 - i, -i \). With

\[
\text{RieMat} =
\begin{array}{cccc}
1.1862 + 1.0642i & 0.0000 - 0.4090i \\
-0.0000 - 0.4090i & 1.8138 + 1.0642i \\
\end{array}
\]

we find for \( \omega(h_i) - \omega(h_i) = p^i + iq^i, i = 2, \ldots, 6 \)

\[
q =
\begin{array}{cccc}
0.5000 & 0.5000 & 0 & 0 \\
0.0000 & 0.0000 & 0 & -0.5000 \\
\end{array}
\]

and

\[
p =
\begin{array}{cccc}
0 & -0.5000 & -0.5000 & -0.0000 \\
0.5000 & 0.5000 & 0.5000 & 0 \\
\end{array}
\]

As expected \( 2p, 2q \) are integers, in fact with an accuracy of \( 10^{-16} \). This implies that the Abel map to the branch points is computed to machine precision.

A further test also used in [6] is related to Abel’s theorem: recall that a divisor is a formal symbol \( D = \sum_{i=1}^{K} n_i P_i \) where \( P_i, i = 1, \ldots, K \) are points on the Riemann surface, and where \( n_i \in \mathbb{Z} \). The degree of a divisor is defined as \( \deg D = \sum_{i=1}^{K} n_i \). If the degree of a divisor vanishes, it is the set of zeros \( P_i \) (positive \( n_i \)) and poles \( Q_j \) (negative \( n_j \)) of a meromorphic function on \( \mathcal{R} \) (multiplicities have to be counted). Abel’s theorem says that if \( \deg D = 0 \), then the Abel map of the divisor is a lattice vector in \( \Lambda \).

As an example, we consider the function \( y \) on the surface defined by (6). The Puiseux expansions in section 5 indicate that \( y \) has a pole of order 7 at infinity (there is just one point on the surface covering infinity) and two zeros of order 3 and 4 respectively covering 0. We get for the Abel map in the form (31) \( (P_1 = \infty, P_2 = 0^3, P_3 = 0^4) \) (the sheets are denoted by superscripts, \( 0^3 \) is the point in the third sheet covering 0)

\[
[p_1, q_1] \\
\text{ans} =
\begin{array}{cccc}
0.5990 & 0.5615 \\
0.7193 & 0.2389 \\
\end{array}
\]
\([p2, q2]\)
ans =
0.1998    0.7615
0.1193    0.8389
\([p3, q3]\)
ans =
0.3998    0.1615
0.9193    0.0389

The Abel theorem requires that \(3p_2 + 4p_3 = 7p_1\) and \(3q_2 + 4q_3 = 7q_1\) are integer vectors. In fact we find for these combinations the vectors \((2, 1)^T\) respectively \((1, -1)^T\) with a precision of \(10^{-9}\).

A very efficient test for the Abel map and its derivatives (30) is provided by Fay’s trisecant identity [12] for theta functions. This identity (A.2) for products of theta functions holds for four arbitrary points on a Riemann surface. Thus it is possible to consider also degenerations (A.4), (A.6) and (A.8) which are summarized in the appendix. These identities are very important in the context of algebro-geometric solutions to integrable equations of which we discuss an example in the following section. Their purpose here is to allow tests both for the Abel map and its expansion (30).

We consider again the example (6) and the points \(P_1 = \infty\) (there is just one point covering infinity in this example, \(P_{1022} = \infty\) thus a point computed with the Cauchy formula on the circle surrounding all branch points), \(P_2 = 2^1\), a point ‘in general position’, and \(P_3 = 0^1\), a finite singular point. Thus this example should test all routines to compute the Abel map. The theta functions needed in the various Fay identities are computed to machine precision as discussed in section 9. The Abel map is expanded near infinity, a singularity with \(r = 3\). We find that the identity (A.2) involving all four points is satisfied to the order of \(10^{-12}\), the tolerance used in all computations. The same holds for the identities (A.4) and (A.6). Identity (A.8) is even satisfied to the order \(10^{-15}\), but this appears to be a coincidence; in other examples it is just satisfied to the order of \(10^{-10}\) since fourth derivatives of theta functions are involved which lowers the maximally achievable accuracy.

The above tests allow to conclude that the Abel map for a point in general position is efficiently computed with the same precision as the periods of the surface.

11. Algebro-geometric solutions to the Kadomtsev–Petviashvili equation

As an example we study in this section algebro-geometric solutions to the KP equation on compact Riemann surfaces. The completely integrable equation can be seen as \(2 + 1\) dimensional generalization of the celebrated KdV equation. It has a physical interpretation as describing the propagation of weakly two-dimensional waves of small amplitude in shallow water as well as similar physical processes, see for instance [28] and references therein. The KP II equation for the real valued potential \(u\) depending on the three real coordinates \((x, y, t)\) can be written in the form

\[3u_{yy} + \partial_t(6uu_x + u_{xxx} - 4u_t) = 0.\]  \hspace{1cm} (34)

The KP I equation can be obtained from (34) by changing the sign of the \(u_{xxx}\) term. If \(u(x, y, t)\) is a solution to the KP II equation, \(u(ix, iy, it)\) formally solves the KP I equation. Solutions to KP I are applicable when surface tension is strong, whereas KP II is a good model for weak surface tension.
Algebro-geometric solutions to the KP II equation can be given on an arbitrary compact Riemann surface as shown by [30]. Solutions to the KP equation on the above Riemann surfaces are given by the generalization of the Its–Matveev formula for the KdV equation (see e.g. [33])

\[ u(x, y, t) = 2\partial_x^2 \ln \Theta(Ux + Vy + Wt/2 + D) + \frac{c_1}{6}, \]  

where \( D \in \mathbb{C}^n \) and \( c_1 \) is given in (A.9). By a coordinate change \( x \mapsto x + t/3 \) one can change a solution \( u \) to the KP equation by \(-2c\). Probably the most elegant way to show that (35) provides a solution to the KP equation is the use of Fay’s trisecant identity in the form (A.8), see appendix. Differentiating (A.8) twice, one finds that (35) is indeed a solution to the KP II equation. KP I solutions can be obtained from (35) by considering as mentioned \( u(ix, iy, it) \).

The important question of real and singularity free solutions to the KP equation was addressed by Dubrovin and Natanzon in [10]. It was shown that real and smooth solutions to the KP II equation of the form (35) are obtained on real Riemann surfaces, i.e. surfaces with all \( a_{ij} \) in (1) real. Such surfaces have an antiholomorphic involution \( \tau : \mathcal{R} \mapsto \mathcal{R}, \tau^2 = \text{id} \), which acts on the each sheet of the surface as the complex conjugation. The connected components of the set of fixed points \( \mathcal{R}(\mathbb{R}) \) of the anti-involution are called the real ovals of \( \tau \). If \( \mathcal{R} \setminus \mathcal{R}(\mathbb{R}) \) has two components, the surface is called dividing. A curve with the maximal set \( g + 1 \) of real ovals is called an M-curve. Note that an M-curve is always dividing. In [10] is was shown that real, smooth KP II solutions of the form (35) are obtained on M-curves for \( D \in \mathbb{R} \). Real smooth solutions to the KP I equation of the form (35) are obtained after the mapping \( x \mapsto ix, y \mapsto iy, t \mapsto it \) for \( D \in i\mathbb{R} \) on dividing curves.

In [22] the numerical evaluation of solutions of the form (35) was discussed using the example of the Davey-Stewartson and multi-component NLS equations. An important point in this context is the introduction of a homology basis adapted to the anti-holomorphic involution \( \tau \) (see [46]) for which the regularity conditions can be most easily identified. Since the Tretkoff–Tretkoff algorithm [43] implemented in the code in general does not produce such a basis, a symplectic transformation to the adapted basis has to be constructed. An algorithm to achieve this was presented in [23] to which the reader is referred for details. In the following we will always assume that we work in the adapted basis obtained after applying this symplectic transformation.

Hyperelliptic solutions to the KP equation were discussed in [15]. Therefore we focus here on non-hyperelliptic curves. An example for a non-hyperelliptic M-curve of genus 3 is the Trott curve [44] given by the algebraic equation

\[ 144(x^4 + y^4) - 225(x^2 + y^2) + 350x^2y^2 + 81 = 0; \]  

it is an M-curve with respect to the anti-holomorphic involution \( \tau \) defined by \( \tau(x, y) = (x, y) \). This curve has real branch points only (and 28 real bitangents, namely, tangents to the curve in two places). In figure 4 we show the solution (35) to the KP II equation on the Trott curve for vanishing \( D \) and \( P_1 = 0 \). It can be seen that the solution propagates mainly in the \( y \)-direction. The sheets are identified at

\[
\text{base} = -0.9871  \\
\text{ybase} = -0.0000 + 0.0047i  \\
\quad -0.0000 - 0.0047i  \\
\quad -0.1137 + 0.0000i  \\
\quad 0.1137 + 0.0000i
\]
Note that the accuracy of the solution is controlled pointwise with the twice differentiated identity (A.8) for theta functions which is identical to (34). This identity is less well satisfied than for the examples discussed in previous section for the Abel map since it has been differentiated twice more (it contains 6th derivatives now, and each derivative leads roughly to a loss of an order of magnitude in the maximally achievable accuracy). Still the identity is satisfied in all examples to the order of $10^{-6}$ and better.

As an example for a dividing curve which is not an M-curve, we consider the curve given by the equation

$$30x^4 - 61x^3y + 41y^2x^2 - 43x^2 - 11y^3x + 42xy + y^4 - 11y^2 + 9 = 0$$  \hspace{1cm} (37)

which was studied in [9] and [46]. It is a genus 3 curve, dividing with respect to the anti-holomorphic involution $\tau$, without real branch point. This curve admits two real ovals. The KP I solution on this curve for $D = 0$ and $P_1 = 0^I$ for $t = 0$ can be seen in figure 5. The sheets are identified at

\[
\text{base} = \begin{pmatrix} -1.8931 & 0.1931i \\ -11.1415 & 0.8713i \\ -4.5308 & 0.4989i \\ -3.9376 & 0.5035i \\ -1.2143 & 0.2500i \end{pmatrix}
\]
The curve given by the equation
\[-180x^5 + 396xy^4 - 307x^3y^2 + 107x^2y^3 + 273x^3 - 318xy^2 - 17xy^4 + 117xy^2 - 68x\]
\[+ y^5 - 12y^3 + 19y = 0\] (38)
is a dividing curve of genus 6 without real branch points. We show a KP I solution (38) (after the usual substitution) defined on this curve for \(D = 0\) and \(P_0 = 0\) in figure 6. The code identifies the sheets as

\[
\begin{align*}
\text{base} &= -1.8243 - 0.4642i \\
\text{ybase} &= -11.0742 - 2.7527i \\
&-10.8111 - 2.0894i \\
&-4.0601 - 1.2074i \\
&-3.9298 - 1.2330i \\
&-1.1382 - 0.6088i
\end{align*}
\]

12. Outlook

In this paper we have outlined a fully numerical method for compact Riemann surfaces which computes the characteristic quantities of the surface with spectral accuracy. An approach to algebraic curves based on finite precision floating point numbers obviously faces limitations, but as we have shown, these restrictions are not severe. We are mainly interested in the study of modular properties of generic Riemann surfaces of low genus, i.e. of curves which are regular or do not have singularities corresponding to zeros of very high multiplicity of the resultant (3). In these cases the purely numerical approach presented here works well and is considerably more efficient than mixed symbolic-numeric approaches. For algebraic curves of high degree or with singularities of high order, homotopy tracing methods as in [20, 39] are more efficient if accompanied by an endgame to treat high order zeros (for instance complex
contour integrals as also used in the present paper in a different context). This is beyond the scope of this paper, but is planned for future versions of the code.

For an efficient approximation of the theta functions (27) entering the solutions (35) to the KP equation, it is of course important that the number of terms in the truncated theta series needed to reach machine precision is as small as possible. This number is mainly determined by the shortest lattice vector of the imaginary part of the Riemann matrix $B$. Siegel [38] has shown that a symplectic transformation can be found that this shortest lattice vector is always larger than $\frac{32}{\pi}$. This does not give a priori a lower bound for the eigenvalues of this matrix, but leads in general to more equally distributed eigenvalues. An implementation of Siegel’s algorithm was presented in [5]. The problem is that Siegel’s method requires that certain matrices appearing during the algorithm need to be Minkowski ordered which is computationally very expensive. Therefore the LLL algorithm [31] which approximates the Minkowski form and which is computationally less expensive has been used instead in [5], and is also implemented in the Matlab package presented here. The problem is that LLL does not provide a controlled approximation of the Minkowski conditions. Hence, future versions of the code will contain an implementation of the Minkowski reduction conditions for small genus to test whether this in fact improves the convergence of the theta series with respect to the use of the LLL algorithm.
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Appendix. Fay’s identities

Theta functions satisfy many identities. One of these, Fay’s trisecant identity [12], is very interesting and important in the context of completely integrable equations such as the KP
equation studied in this paper. We define for four arbitrary points \( P_1, P_2, P_3, P_4 \in \mathcal{R} \) the cross ratio function (\( \Theta^* \) is a theta function with a nonsingular half-integer characteristic)

\[
\lambda_{1234} = \frac{\Theta^*(\omega(P_1) - \omega(P_2)) \Theta^*(\omega(P_3) - \omega(P_1))}{\Theta^*(\omega(P_1) - \omega(P_2)) \Theta^*(\omega(P_3) - \omega(P_2))}, \tag{A.1}
\]

which is a function on \( \mathcal{R} \) that vanishes for \( P_1 = P_2 \) and \( P_3 = P_4 \) and has poles for \( P_1 = P_3 \) and \( P_2 = P_4 \). Then the following identity holds:

\[
\lambda_{3124} \Theta(z + \int_{P_1}^{P_2}) \Theta(z + \int_{P_1}^{P_3}) + \lambda_{3214} \Theta(z + \int_{P_1}^{P_3}) \Theta(z + \int_{P_1}^{P_4}) = \Theta(z) \Theta(z + \int_{P_1}^{P_2} + \int_{P_1}^{P_4}), \tag{A.2}
\]

where \( z \in \mathbb{C}^n \) and \( \int_P^Q = \omega(Q) - \omega(P) \). The integration paths in (A.2) have to be chosen in a way not to intersect the canonical cycles.

Degenerate versions of Fay’s identity lead to identities for derivatives of theta functions. Let \( k(P) \) be a local coordinate near \( P \). We denote by \( D_P \) the operator for the directional derivative along the basis of holomorphic differentials, acting on theta functions, and similarly \( D_P^q \) and \( D_P^w \) the directional derivatives along \( V \) and \( W \),

\[
D_P \Theta_{pq}(z) = \langle \nabla \Theta_{pq}(z), U \rangle, \\
D_P^q \Theta_{pq}(z) = \langle \nabla \Theta_{pq}(z), V \rangle, \\
D_P^w \Theta_{pq}(z) = \langle \nabla \Theta_{pq}(z), W \rangle. \tag{A.3}
\]

In the limit \( P_i \to P_1 \), one finds for (A.2)

\[
D_{P_1} \ln \frac{\Theta(z + \int_{P_1}^{P_2})}{\Theta(z)} = p_1(P_1, P_2, P_3) + p_2(P_1, P_2, P_3) \frac{\Theta(z + \int_{P_1}^{P_2}) \Theta(z + \int_{P_1}^{P_3})}{\Theta(z)} \tag{A.4}
\]

where

\[
p_1(P_1, P_2, P_3) = D_{P_1} \Theta^*(\int_{P_1}^{P_2}), \\
p_2(P_1, P_2, P_3) = \frac{\Theta^*(\int_{P_1}^{P_2}) D_{P_1} \Theta^*(0)}{\Theta^*(\int_{P_1}^{P_2}) \Theta^*(\int_{P_1}^{P_3})}. \tag{A.5}
\]

In the limit \( P_3 \to P_1 \), equation (A.4) yields

\[
D_{P_1} D_{P_2} \ln \Theta(z) = q_1(P_1, P_2) + q_2(P_1, P_2) \frac{\Theta(z + \int_{P_1}^{P_2}) \Theta(z + \int_{P_1}^{P_2})}{\Theta(z)^2}, \tag{A.6}
\]

where

\[
q_1(P_1, P_2) = D_{P_1} D_{P_2} \ln \Theta^*(\int_{P_1}^{P_2}), \\
q_2(P_1, P_2) = \frac{D_{P_1} \Theta^*(0) D_{P_2} \Theta^*(0)}{\Theta^*(\int_{P_1}^{P_2})^2}. \tag{A.7}
\]
In the limit \( P_2 \to P_1 \), equation (A.6) can be cast into the form (we suppress the index \( P_1 \) at the derivatives)

\[
D^4 \ln \Theta(z) + 6(D^2 \ln \Theta(z))^2 + 3D^3 \ln \Theta(z) - 2DD'' \ln \Theta(z) + c_1 D^2 \ln \Theta(z) + c_2 = 0, 
\]

(A.8)

where

\[
c_1 = 2 \left( D'' \frac{\Theta''(0)}{\Theta''(0)} - 4 \frac{D^3 \Theta''(0)}{D \Theta''(0)} - 3 \left( \frac{D' \Theta''(0)}{D \Theta''(0)} \right)^2 \right); \quad (A.9)
\]

the constant \( c_2 \) is not needed here (its somewhat involved expression can be obtained by expanding \( q_1 \) and \( q_2 \) (A.7) in the considered limit to fourth order in the local parameter near \( P_1 \)).

References

[1] Belokolos E D, Bobenko A I, Enolskii V Z, Its A R and Matveev V B 1994 Algebro-Geometric Approach to Nonlinear Integrable Equations (Berlin: Springer)
[2] Bobenko A I and Klein C (ed) 2011 Computational Approach to Riemann Surfaces (Lecture Notes in Mathematics vol 2013) (Heidelberg: Springer)
[3] Brieskorn E and Knörrer H 1986 Plane Algebraic Curves (Basel: Birkhäuser)
[4] Deconinck B and van Hoeij M 2001 Computing Riemann matrices of algebraic curves Physica D 152–3 28
[5] Deconinck B, Heil M, Bobenko A, van Hoeij M and Schmies M 2004 Computing Riemann theta functions Math. Comput. 73 1417–42
[6] Deconinck B and Patterson M 2011 Computational Approach to Riemann Surfaces (Lecture Notes in Mathematics vol 2013) ed A I Bobenko and C Klein (Heidelberg: Springer)
[7] Deift P, Venakides S and Zhou X 1997 New result in small dispersion KdV by an extension of the steepest descent method for Riemann–Hilbert problems Int. Math. Res. Not. 6 285–99
[8] Dubrovin B A 1981 Theta functions and non-linear equations Usp. Mat. Nauk 36 11–80
[9] Dubrovin B A 1981 Russ. Math. Surv. 36 11–92 (Engl. transl.)
[10] Dubrovin B A 1983 Matrix finite-zone operators Rev. Sci. Tech. 23 20–50
[11] Dubrovin B and Natanzon S 1989 Real theta-function solutions of the Kadomtsev–Petviashvili equation Math. USSR Izvestia 32 269–88
[12] Duval D 1989 Rational puiseux expansions Compos. Math. 70 119–54
[13] Fay J D 1973 Theta Functions on Riemann Surfaces (Lecture Notes in Mathematics vol 352) (Berlin: Springer)
[14] Frauendiener J and Klein C 2001 On the exact treatment of stationary counter-rotating dust disks: physical properties Phys. Rev. D 63 84025
[15] Frauendiener J and Klein C 2004 Hyperelliptic theta-functions and spectral methods J. Comput. Appl. Math. 167 193
[16] Frauendiener J and Klein C 2006 Hyperelliptic theta-functions and spectral methods: KdV and KP solutions Lett. Math. Phys. 76 249–67
[17] Frauendiener J and Klein C 2011 Algebraic curves and Riemann surfaces in Matlab Riemann Surfaces—Computational Approaches (Lecture Notes in Mathematics vol 2013) ed A Bobenko and C Klein (Berlin: Springer)
[18] Frauendiener J and Klein C 2015 Computational approach to hyperelliptic Riemann surfaces Lett. Math. Phys. 105 379–400
[19] Frauendiener J, Klein C and Shramchenko V 2011 Efficient computation of the branching structure of an algebraic curve Comput. Methods Funct. Theory 11 527–46
[20] Grava T and Klein C 2007 Numerical solution of the small dispersion limit of Korteweg de Vries and Whitham equations Commun. Pure Appl. Math. 60 1623–64
[21] Kadomtsev B B and Petviashvili V I 1970 On the stability of solitary waves in weakly dispersing media Sov. Phys.—Dokl. 15 539–41
[22] Kalla C and Klein C 2012 On the numerical evaluation of algebro-geometric solutions to integrable equations Nonlinearity 25 569–96
[23] Kalla C and Klein C 2014 Computation of the topological type of a real Riemann surface Math. Comput. 83 1823–46
[24] Kamvissis S, McLaughlin K T-R and Miller P D 2003 Semiclassical Soliton Ensembles for the Focusing Nonlinear Schrödinger Equation (Annals of Mathematics Studies vol 154) (Princeton, NJ: Princeton University Press)
[25] Klein C 2003 On explicit solutions to the stationary axisymmetric Einstein–Maxwell equations describing dust disks Ann. Phys. 125 599
[26] Klein C 2014 Computation of the topological type of a real Riemann surface Math. Z. 261 73–108
[27] Klein C and Richter O 2005
[28] Klein C and Saut J-C 2012 Numerical study of blow up and stability of solutions of generalized KdV equations in vacuum Theor. Math. Phys. 77 1018
[29] Korotkin D A 1989 Finite-gap solutions of the stationary axially symmetric Einstein equation in Vacuum Math. Z. 186 189–218
[30] Krichever I 1989 The averaging method for two-dimensional integrable equations Funkt. Anal. Prilozhen. 22 37–52, 96 (Russian) Krichever I 1989 Funct. Anal. Appl. 22 200–13 (Engl. transl.)
[31] Lenstra A K, Lenstra H W Jr and Lovász L 1982 Factoring polynomials with rational coefficients Math. Ann. 261 515–34
[32] Lax P D and Levermore C D 1983 The small dispersion limit of the Korteweg–de Vries equation I, II, III Commun. Pure Appl. Math. 36 253–90, 571–93, 809–30
[33] Mumford D 1983 Tata Lectures on Theta. I (Progress in Mathematics vol 28) (Boston, MA: Birkhäuser)
[34] Mumford D 1984 Tata Lectures on Theta. II (Progress in Mathematics vol 43) (Boston, MA: Birkhäuser)
[35] Mumford D 1987 Rational curves on algebraic surfaces Math. Ann. 285 377–392
[36] Nirenberg L 1973. Topics in the theory of non-linear partial differential equations. Notes of lectures on partial differential equations of the second order. (Providence, RI: American Mathematical Society)
[37] Noether M 1883 Rationale ausführungen der operationen in der theorie der algebraischen funktionen Math. Ann. 23 311–58
[38] Poteaux A 2007 Computing monodromy groups defined by plane algebraic curves Proc. of the 2007 Int. Workshop on Symbolic-numerical Computation (New York: ACM) pp 36–45
[39] Poteaux A 2008 Calcul de développements de Puiseux et application au calcul du groupe de monodromie d’une courbe algébrique plane PhD Thesis Université de Limoges (in French) www.lifl.fr/~poteaux/fichiers/these_poteaux.pdf
[40] Quine J R and Sarnak P (ed) 1997 Extremal Riemann surfaces (Contemporary Mathematics vol 201) (Providence, RI: American Mathematical Society)
[41] Siegel C L 1989 Topics in Complex Function Theory vol III (New York: Wiley)
[42] Sommese A and Wampler C 2005 The Numerical Solution of Systems of Polynomials (Singapore: World Scientific)
[43] Tovbis A, Venakides S and Zhou X 2004 On semiclassical (zero dispersion limit) solutions of the focusing nonlinear Schrödinger equation Commun. Pure Appl. Math. 57 877–985
[44] Trefethen L N 2000 Spectral Methods in Matlab (Philadelphia, PA: SIAM)
[45] Trogisch C and Trefethen L N 2007 Computing monodromy groups defined by plane algebraic curves SIAM J. App. Math. 67 772–800
[46] Zeng Z 2004 Computing multiple roots of inexact polynomials Math. Comput. 74 869–903