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Abstract
On certain M-theory backgrounds which are a circle fibration over a smooth Calabi–Yau the quantum theory of M2 branes can be studied in terms of the K-theoretic Donaldson–Thomas theory on the threefold. We extend this relation to noncommutative crepant resolutions. In this case the threefold develops a singularity and classical smooth geometry is replaced by the algebra of paths of a certain quiver. K-theoretic quantities on the quiver representation moduli space can be computed via toric localization and result in certain rational functions of the toric parameters. We discuss in particular the case of the conifold and certain orbifold singularities.
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1 Introduction

One of the most interesting aspects of string/M-theory is that it is capable of describing quantum degrees of freedom in spacetimes where the manifold structure breaks down. For example in the moduli spaces of vacua of Calabi–Yau compactifications one can generically find points where the manifold develops a singularity. The local dynamics near such a point is often captured by a non-compact threefold. For example, the quintic contains a conifold point, where a rigid rational curve shrinks to zero size. The local dynamics can be studied using strings on the resolved conifold, by sending to zero the Kähler volume of the curve.

The situation is less clear in M-theory where we lack a complete description of the fundamental degrees of freedom. In [33, 35] it was proposed that certain aspects of the theory, namely the supersymmetric index of the membrane, can be computed explicitly using K-theoretic Donaldson–Thomas theory. In their framework, one does not need the threefold to be Calabi–Yau, but only that the ambient fivefold is Calabi–Yau, as long as the overall geometry is smooth. Computing the index of the membrane is equivalent to enumerating supersymmetry protected states with certain quantum numbers and therefore provides a window on the fundamental degrees of freedom and their supersymmetric excitations.

In this note we study K-theoretic Donaldson–Thomas theory defined on noncommutative crepant resolutions of Calabi–Yau singularities as a model for the M2-brane index in M-theory. Recent progress in K-theoretic counting of BPS states have been made in the context of smooth geometries and fourfold [3, 4, 14, 15, 19, 22, 29, 34, 36, 39] as well as defects in quantum field theory [6].

In many cases when a toric threefold develops a singularity the local geometry is replaced by algebraic quantities. This is the case for the conifold or for resolved orbifolds, when the orbifold group is subgroup of SU(3). In these examples there exists a noncommutative algebra $A$ which contains the local singularity as its centre. The algebra itself plays the role of a resolution of the singularity and it is called a noncommutative crepant resolution [41]. D-branes can be consistently studied in such backgrounds. Indeed the derived category of modules over $A$ is derived equivalent to the derived category of coherent sheaves over the smooth threefold. In other words such backgrounds are required for the consistency of the compactification.

The algebra $A$ can be seen as the Jacobian path algebra of a quiver with relations. The low energy dynamics of BPS states can be described in terms of a certain quantum
mechanical model associated with this quiver. When one restricts attention to BPS states formed by a gas of D2/D0 branes bounded to a single D6 brane the computation can be carried out exactly. The presence of the D6 brane modifies the quiver via a framing node. The toric symmetry of the original threefold descends to the framed quantum mechanics model and its partition function, the index of D-brane states, can be computed directly via toric localization in many cases [8, 40].

For toric threefold the enumeration of BPS bound states in the type II string at large radius and on noncommutative crepant resolutions is related by wall crossing [21, 32]. Consistency requires that a similar relation should hold in K-theoretic enumerative problems. The large radius index for membranes can be computed within the formalism of [35]. In this proposal the enumeration of supersymmetric membrane states is again given in terms of a melting crystal, where each crystal configuration is weighted by a certain function. The result depends explicitly on the toric parameters of the large radius threefold.

We expect that a similar computation should exist on M-theory backgrounds where the toric threefold develops a singularity and the geometric setup is replaced by the algebra $A$. In this note we develop a formalism to carry out these computations and conjecture explicit closed forms for the membrane partition function, as plethystic exponentials of rational functions. We postpone the analysis of the wall-crossing behaviour of the membrane index to a follow up paper [12].

This note is organized as follows. In Sect. 2 we review BPS states on local threefold and the M2-brane index. Section 3 contains some background material on noncommutative crepant resolutions. In Sects. 4 and 5 we compute the M2-brane index for the noncommutative conifold and orbifold singularities, respectively. In Sect. 6 we conclude with a discussion and some open problems.

To make the paper easier to read the computations are detailed explicitly in the supporting MATHEMATICA files [13].

2 The M2–brane index for local threefold

In this section we briefly review BPS states on local threefold and the M2-brane index construction of [35]. BPS bound states for toric Calabi–Yau are captured by the localization of a certain gauge theory living on the D6 brane worldvolume [20, 38]. In particular for bound states with a single D6 brane, this is Donaldson–Thomas theory of ideal sheaves. The proposal of [35] is that the K-theoretic version of this story captures the membrane contribution to the index of M-theory.

2.1 BPS states in type IIA

A concrete way to set up BPS counting problems on toric threefold is to consider the type IIA string on a compact Calabi–Yau and then take a local limit. After the first step the resulting low energy theory is $\mathcal{N} = 2$ supergravity and its BPS states can be engineered by wrapping D-branes on holomorphic cycles of the Calabi–Yau geometry. The theory has a moduli space of vacua which parametrizes complexified
Kähler deformations of the Calabi–Yau manifold, which BPS states are physically realized as stable states depend on the Kähler moduli. The Kähler moduli space has an intricate chamber structure. As the Kähler moduli are varied one will generically cross walls of marginal stability and the physical BPS spectrum will change according to the wall-crossing formula for generalized Donaldson–Thomas invariants [23].

Ordinary Donaldson–Thomas theory concerns the large radius chamber, where supersymmetric BPS states are bound states of D6-D4-D2-D0 branes labelled by a charge vector \( \gamma \in \Gamma = H^{\text{even}}(X, \mathbb{Z}) \) associated via Poincaré duality to holomorphic cycles in \( H^{\text{even}}(X, \mathbb{Z}) \). Choosing an electromagnetic splitting one can write

\[
\gamma = p^0 + P^A D_A + Q_A \bar{D}^A + q_0 dV
\]  

(2.1)

where \( \{D_A\} \) is a basis of \( H^2(X; \mathbb{Z}) \), \( \{\bar{D}^A\} \) the dual basis of \( H^4(X; \mathbb{Z}) \) and \( dV \) the volume element. The lattice of charges is endowed with a symplectic product

\[
\langle \gamma, \gamma' \rangle_\Gamma = \int_X \gamma \wedge (-1)^{\deg/2} \gamma'.
\]

(2.2)

In the large radius limit one can neglect worldsheet instanton corrections and the holomorphic central charge is given by

\[
Z_X(\gamma; t) = -\int_X \gamma \wedge e^{-t}
\]

(2.3)

where \( t = B + i J \) is the complexified Kähler modulus consisting of the background supergravity two-form \( B \)-field and the Kähler (1,1)-form \( J \) of \( X \). Physically the theory can be understood from the point of view of the D6-branes as a \( U(n) \) supersymmetric Yang-Mills theory which localizes onto solutions of the Donaldson–Uhlenbeck–Yau equations.

At this point of the moduli space the theory is well defined in full generality for an arbitrary charge vector and a compact threefold [18]. For toric threefold and a particular choice of the charge vector, a single D6 brane and no D4 branes, the gauge theory becomes abelian and the enumerative problem of Donaldson–Thomas invariants is equivalent to the enumerative problem of Gromov–Witten invariants and therefore to the topological string [25, 26]. As the moduli are varied we will cross walls of marginal stability and the enumerative problem will change accordingly.

To properly define non-compact D6 branes one needs to take the limit from a compact Calabi–Yau; then, this construction results in a certain extension of the local Kähler moduli space [21]. By moving through a path in this space of parameters we will generically cross many walls of marginal stability producing new BPS state counting problems. In this paper we will only focus on one such chamber, the noncommutative crepant resolution chamber. A more detailed study of wall-crossing properties will appear elsewhere [12].
2.2 The M2–brane index at large radius

The above discussion can be lifted to M-theory by considering a background \(\tilde{Z}\) which is a \(S^1\) bundle over a Calabi–Yau fivefold \(Z\). To begin with, one can pick \(Z\) to be \(X \times \mathbb{C}^2\), with \(X\) a smooth toric Calabi–Yau threefold. Then such an M-theory background can be explicitly constructed as the total space of this fibration and it includes a factor with a Taub-NUT metric, whose \(U(1)\) isometry is identified with the M-theory circle \(S^1\). The \(S^1\) fibration induces a \(\mathbb{C}^\infty\) action which acts with weights \(q\) and \(q^{-1}\) on the \(\mathbb{C}^2\) factor and leaves \(X \subset Z\) fixed.

The fundamental insight of [35] is that the M2 brane index for M-theory on \(\tilde{Z}\) can be recast in terms of the K-theoretic Donaldson–Thomas theory of \(X\) space \(M\) BPS states counting. Roughly speaking this is usually formulated in terms of a moduli Thomas theory can be understood as a generalization of the ordinary moduli problem of BPS states counting. Roughly speaking this is usually formulated in terms of a moduli space \(M\) obtained as the locus \(s^{-1}(0) \subset \tilde{M}\) where \(s\) is a section of \(\mathcal{E}\), the obstruction bundle. The structure sheaf \(\mathcal{O}_M\) is the 0th cohomology of the Koszul complex

\[
0 \to \bigwedge^k \mathcal{E}^\vee \to \cdots \to \bigwedge^2 \mathcal{E}^\vee \to \mathcal{E}^\vee \to \mathcal{O}_\tilde{M} \to 0. \tag{2.4}
\]

For the purpose of virtual counting it is better to introduce the virtual sheaf \(\mathcal{O}_M^{vir}\) as [2]

\[
\mathcal{O}_M^{vir} = [\bigwedge^k \mathcal{E}^\vee \to \cdots \to \bigwedge^2 \mathcal{E}^\vee \to \mathcal{E}^\vee \to \mathcal{O}_\tilde{M}] . \tag{2.5}
\]

However, in physics one typically needs a complex constructed out of a Dirac operator. The main difference is that in this setup the relevant object is not \(\mathcal{O}_M^{vir}\) but the symmetrized structure sheaf \(\mathcal{O}_M^{vir} = (-1)^m \mathcal{K}_M^{1/2} \otimes \mathcal{O}_M^{vir}\). Here \((-1)^m\) is an appropriate sign, which depends on the details of the moduli problem [35], while \(\mathcal{K}_M^{1/2}\) is the square root of the virtual canonical bundle.

To be more concrete we will now specialize to the case \(X = \mathbb{C}^3[z_1, z_2, z_3]\). This space carries a natural action by the torus \(T = \text{diag}(t_1, t_2, t_3) \subset \text{GL}(3)\) with determinant \(\kappa\), given by \(z_i \mapsto t_i z_i\) with \(i = 1, 2, 3\). In this case the relevant moduli space is the Hilbert scheme of points \(M = \text{Hilb}(\mathbb{C}^3, n)\). We can see \(\text{Hilb}(\mathbb{C}^3, n)\) as the locus in \(\tilde{M} = \text{Hilb}(\text{free}_3, n)\) (the space of \(n \times n\) matrices \(B_1, B_2, B_3 \in \text{End}(\mathbb{C}^n)\) together with a cyclic vector \(v \in \mathbb{C}^n\) and modulo the action of \(GL(n)\)) cut out by the critical locus \(s = \partial W = 0\), with

\[
W = (B_1 B_2 B_3 - B_1 B_3 B_2) . \tag{2.6}
\]

The toric action on \(X\) lifts to \(\text{Hilb}(\mathbb{C}^3, n)\) as \(B_i \mapsto B_i t_i\) for \(i = 1, 2, 3\).

Now the obstruction bundle \(\mathcal{E}\) is the twisted cotangent bundle of \(\tilde{M}, \kappa \otimes T^* \tilde{M}\). In this case the sheaf \(\mathcal{K}\) is the determinant of the dual of the virtual tangent space \(T_M^{vir} = (T_M - \kappa \otimes T_M^*) |_M\). In more general situations the sheaf \(\mathcal{O}_M^{vir}\) can be generalized and the relevant object to consider is its tensor product with a tautological bundle [35].
The K-theoretic Donaldson–Thomas partition function is then defined as
\[
Z_{\mathbb{C}^3}(q, \{t_i\}) := \chi \left( \mathbb{M}, \hat{O}^{\text{vir}} \right) = \sum_n (-q)^n \chi \left( \text{Hilb}(\mathbb{C}^3, n), \hat{O}^{\text{vir}} \right)
\]  
(2.7)
where \( \mathbb{M} = \bigsqcup_n \text{Hilb}(\mathbb{C}^3, n) \). The counting parameter \( q \) can be introduced by a minor modification of the symmetrized virtual structure sheaf.

This partition function can be computed directly via virtual localization as follows. The information on deformations and obstructions of the moduli space is encoded in the virtual tangent space
\[
T_{\pi}^{\text{vir}} = \text{Def} - \text{Obs} = \sum_i a_i - \sum_i b_i = \sum_i w_i - \sum_i \kappa / w_i
\]  
(2.8)
where \( a_i \) and \( b_i \) are generic placeholders for the toric weights of the deformations and the obstructions. In the case at hand these have the form \( w_i \) and \( \kappa / w_i \), with \( w_i \) monomials in the toric weights. In localized K-theory we can write
\[
\hat{O}^{\text{vir}}_{\text{Hilb}(\mathbb{C}^3, n)} = \sum_{|\pi| = n} \mathcal{O}_{I_{\pi}} \prod_i \frac{1 - w_i}{1 - w_i^{-1}}
\]  
(2.9)
where fixed points in \( \text{Hilb}(\mathbb{C}^3, n) \) are labelled by monomials ideals \( I_{\pi} \) associated with three-dimensional partitions \( \pi \) with a fixed number of boxes \( |\pi| = n \).

The symmetrized virtual structure sheaf is now \( \hat{O}^{\text{vir}} = O^{\text{vir}} \otimes (\hat{\mathcal{K}}^{\text{vir}})^{1/2} \) where
\[
\hat{\mathcal{K}}^{\text{vir}} = \frac{\det \text{Obs}}{\det \text{Def}} = \frac{\det(T^*\tilde{M} \otimes \kappa)|_M}{\det T\tilde{M}|_M}.
\]  
(2.10)
In the case at hand for \( M = \text{Hilb}(\mathbb{C}^3, n) \)
\[
(T_{\tilde{M}}|_M)_{\pi} = (\mathbb{C}^3 - 1) \otimes \nabla \otimes V + V,
\]  
(2.11)
as a local character, and therefore
\[
T_{\pi}^{\text{vir}} = \left( T_{\tilde{M}}|_M - \kappa \otimes T_{\tilde{M}}^{\text{vir}}|_M \right)_{\pi} = V - t_1 t_2 t_3 \nabla - V \otimes \nabla (1 - t_1)(1 - t_2)(1 - t_3),
\]  
(2.12)
where
\[
V = \sum_{(i,j,k) \in \pi} t_1^{-i} t_2^{-j} t_3^{-k}
\]  
(2.13)
is the character of the subscheme cut-out by the $\mathbb{T}$-fixed ideal sheaf $\mathcal{I}_\pi$. Here we have introduced the involution $\tilde{t}_i = t_i^{-1}$ so that

$$\nabla = \sum_{(i,j,k) \in \pi} t_i^i t_j^j t_k^k.$$  (2.14)

Here,

$$\left( \mathcal{K}^{1/2}_{\text{vir}} \right)_\pi = \det^{-1/2} T^\text{vir}_\pi = \frac{\det^{1/2} \text{Obs}}{\det^{1/2} \text{Def}} = \prod_i \sqrt{\frac{k}{w_i}} \prod_i \sqrt{w_i}. \quad (2.15)$$

The net effect of the twist by $\mathcal{K}^{1/2}$ is to replace the contribution of each fixed point by

$$\frac{1 - w/k}{1 - w^{-1}} \rightarrow \frac{(k/w)^{1/2} - (w/k)^{1/2}}{w^{1/2} - w^{-1/2}} = \hat{a}(w - \kappa/w). \quad (2.16)$$

We have introduced the localized A-roof genus

$$\hat{a}(w) = \frac{1}{w^{1/2} - w^{-1/2}} \quad (2.17)$$

which enjoys the properties $\hat{a}(w_1 + w_2) = \hat{a}(w_1) \hat{a}(w_2)$ and in particular $\hat{a}(2w) = \hat{a}(w)^2$.

At a $\mathbb{T}$-fixed point the virtual tangent space decomposition can be written schematically as in (2.8); then, by using the A-roof genus (2.17) we can write

$$\hat{a}(T^\text{vir}_\pi) = \prod_i \frac{(k/w_i)^{1/2} - (w_i/k)^{1/2}}{w_i^{1/2} - w_i^{-1/2}} \quad (2.18)$$

so that

$$\hat{O}^\text{vir}_{\text{Hilb}(\mathbb{C}^3, n)} = \sum_{|\pi| = n} (-1)^n \imath_\pi \hat{a}(T^\text{vir}_\pi) \quad (2.19)$$

in localized K-theory. Following [35] the full result can be written in closed form in terms of the Nekrasov function

$$\mathcal{F}_{\mathbb{C}^3}[t_1, t_2, t_3, t_4, t_5] := \frac{\prod_{i < j \leq 3} (t_i t_j)^{1/2} - (t_i t_j)^{-1/2}}{\prod_i (t_i^{1/2} - t_i^{-1/2})} \quad (2.20)$$

as

$$Z_{\mathbb{C}^3}(q; \{t_i\}) = \sum_n q^n \chi_{\text{Hilb}}(\mathbb{C}^3, n), \hat{O}^\text{vir}) = S^* \mathcal{F}_{\mathbb{C}^3}[t_1, t_2, t_3, t_4, t_5] \quad (2.21)$$
and gives the generating function of the degree 0 K-theoretic Donaldson–Thomas invariants of \( \mathbb{C}^3 \). In the right-hand side the toric weights \( t_4 \) and \( t_5 \) act on the \( \mathbb{C}^2 \) side of the fivefold \( \mathcal{Z} = \mathbb{C}^5 \). They are related to the left-hand side parameters by \( t_4 = q / \sqrt{\kappa} \) and \( t_5 = 1 / (q \sqrt{\kappa}) \), with \( \kappa = t_1 t_2 t_3 \).

The symmetrization operation \( S^* \), or plethystic exponential, is defined as follows. Let \( \mathcal{F}[t_1, \cdots, t_k] \) a function of \( k \) arguments; then, we set

\[
S^* \mathcal{F}[t_1, \cdots, t_k] := \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} \mathcal{F}[t_1^n, \cdots, t_k^n] \right). \tag{2.22}
\]

A generating function for refined Donaldson–Thomas invariants can be obtained from the full K-theoretic result [35]. To this end one picks a subtorus of \( \mathbb{T} \) defined by sending the toric weights \( t_1, t_2, t_3 \) to infinity or to zero in such a way that their product \( \kappa \) is kept constant. The result will in principle depend on the choice of such a torus.

Before explaining this let us quickly review the various refinements of the MacMahon function. One can define a one parameter family of refined MacMahon functions

\[
M_{\delta}(x, q, \sqrt{\kappa}) = \prod_{i, j} \left( 1 - x q^{i+j-1} \sqrt{\kappa}^{i+j+\delta} \right)^{-1}, \tag{2.23}
\]

where for future use we have generalize the MacMahon function to depend on an extra parameter \( x \). With this notation, \( x = 1 \) and \( \delta = +1 \) is the choice of [35] while the choice of \( x = 1 \) and \( \delta = 0 \) is the one made in [17].

A concrete way to obtain the refined limit is, for example, to choose a subtorus

\[
t_1 \longrightarrow c_1 x^{N-1} \quad t_3 \longrightarrow c_3 x \quad t_2 \longrightarrow c_2 1/x^N \tag{2.24}
\]

with \( N \in \mathbb{Z} \) very large, and then send \( x \longrightarrow 0 \). The parameters \( c_1, c_2, c_3 \) are chosen to enforce the condition \( t_1 t_2 t_3 = \kappa \). With this choice we get

\[
Z_{\mathbb{C}^3}^{ref}(q; \kappa) = 1 - q \sqrt{\kappa} + q^2 (1 + 2\kappa) - q^3 \frac{1 + 2\kappa + 3\kappa^2}{\sqrt{\kappa}} + \cdots \tag{2.25}
\]

which agrees with the first terms of the refined MacMahon function \( M_{\delta=1}(1, q, \sqrt{\kappa}) \). Finally the cohomological limit is obtained by sending \( \kappa \longrightarrow 1 \).

The \( \mathbb{C}^3 \) partition function can be, in principle, generalized to any toric manifold, constructed by gluing together copies of \( \mathbb{C}^3 \). To each copy one can associate a vertex with boundary conditions given by the asymptotics at infinity of a plane partition. The full vertex is not known in closed form except in particular cases [22]. The partition function can, however, be obtained order by order.

In this perspective the results of [35] correspond to the lift to M-theory of the BPS state counting problem formulated in the large radius chamber. In the rest of the article we will extend this construction to a different chamber.
3 Noncommutative algebraic geometry

In this section we quickly review some basic elements of noncommutative algebraic geometry in the context of local Calabi–Yau threefold. Certain toric singularities admit crepant resolutions which can be understood as moduli spaces of representations of a noncommutative algebra, the Jacobi algebra of a quiver with superpotential \[41\]. Such an algebra is an example of a noncommutative crepant resolution. We will briefly explain the relation between such resolutions and quivers and then discuss their role in defining noncommutative Donaldson–Thomas theory. The reader is referred to the reviews \[5, 10\] for a more in depth discussion.

3.1 Quivers and noncommutative crepant resolutions

Several aspects of BPS invariants on local threefold can be understood algebraically via quiver representation theory \[7–9, 40\]. A quiver is a finite directed graph identified by the two finite sets \(Q_0\) and \(Q_1\), the nodes and the arrows, and by the two maps \(s, t : Q_1 \to Q_0\) that to an arrow \(a \in Q_1\) associate its starting vertex \(s(a) \in Q_0\) and its terminal vertex \(t(a) \in Q_0\).

The algebra of paths \(CQ\) is the unital associative \(C\)–algebra spanned by all paths in the quiver with product given by concatenation of paths if possible and zero otherwise. The Jacobian algebra \(A = CQ/\langle R \rangle\) is the algebra of paths modulo the ideal generated by a set of relations \(R\), given as \(C\)–linear combinations of paths in \(CQ\). We will be interested in the case where the relations \(R\) are derived from a superpotential. A superpotential is an element of the vector space of cyclic monomials \(W \in CQ/ [CQ, CQ]\), and the ideal of relations is given by \(R = \langle \partial_a W | a \in Q_1 \rangle\).

Representations of a quiver are defined by assigning a complex vector space \(V_i\) to each node \(i \in Q_0\) and a morphism \(B_a \in \text{Hom}(V_{s(a)}, V_{t(a)})\) to each arrow \(a \in Q_1\). The dimension vector of the representation has components \(d_i = \text{dim}V_i\). The representation space is defined by fixing a dimension vector \(d \in \mathbb{N}^{Q_0}\) as

\[
\text{Rep}_d(Q) = \bigoplus_{a : i \to j} \text{Hom}_\mathbb{C}(V_i, V_j). \tag{3.1}
\]

We denote by \(\text{rep}(Q)\) the category of quiver representations. If the quiver has a superpotential we require the morphisms to be compatible with the relations \(\partial W = 0\). Now \(\text{Rep}_d(Q, W)\) denotes the subscheme of \(3.1\) obtained by imposing the relations \(\partial W = 0\). Similarly one can introduce the category of representations of a quiver with superpotential \(\text{rep}(Q, W)\). This category is equivalent to the category \(A \mod \) of left \(A\)-modules. In most physical applications the objects of interest are isomorphism classes of representations; that is, the orbits with respect to the action of the group \(G_d = \prod_{i \in Q_0} GL(V_i, \mathbb{C})\). In this case we are led to the quotient stack \(M_d(Q) = \text{Rep}_d(Q, W)/G_d\).

In many physical situations one is interested in framed quivers and their representations. A framed quiver can be obtained, for example, by adding an extra vertex \({\bullet}\) together with an additional arrow \(a_\bullet\) such that \(s(a_\bullet) = \bullet\) and \(t(a_\bullet) = v_0\), where
$v_0 \in Q_0$ is a reference node of $Q$. The new quiver $\hat{Q}$ has $\hat{Q}_0 = Q_0 \cup \{ \bullet \}$ and $\hat{Q}_1 = Q_1 \cup \{ \bullet \xrightarrow{v_0} \}$. Similarly one can define the Jacobian algebra of a framed quiver, framed representations and their moduli spaces.

Simple modules $D_v$ are associated with each vertex $v \in Q_0$ and have $V_v = \mathbb{C}$ and $V_w = 0$ for $w \neq v$. Physically such modules describe fractional branes. Let $e_v$ be the trivial path at $v$ of length zero. Then $P_v := A e_v$ is the subspace of the path algebra which is generated by all paths that begin at vertex $v$. These are projective objects in the category $\text{rep}(Q, W)$. Then a projective resolution of the simple module $D_v$ is given by

$$\cdots \longrightarrow \bigoplus_{w \in Q_0} P_w \oplus d^0_{w,v} \longrightarrow \cdots \longrightarrow \bigoplus_{w \in Q_0} P_w \oplus d^1_{w,v} \longrightarrow P_v \longrightarrow D_v \longrightarrow 0$$

(3.2)

where

$$d^p_{w,v} = \dim \text{Ext}^p_A (D_v, D_w).$$

(3.3)

In particular $d^0_{w,v} = \delta_{w,v}$ since $D_v$ are simple objects; $d^1_{w,v}$ gives the number of arrows in $Q_1$ from vertex $w$ to vertex $v$; $d^2_{w,v}$ gives the number of paths expressed as sum of relations from vertex $w$ to vertex $v$; $d^3_{w,v}$ is the number of relations among the relations, and so on.

The path algebra of a quiver can be thought of as a noncommutative analogue of a polynomial algebra, while quiver representations are a noncommutative analogue of coherent sheaves. In the case of local threefold this can be made more precise. The relevant object which describes BPS states on the threefold is $\text{Db}(\text{coh}(X))$, the homotopy category of complexes of sheaves where we invert all quasi-isomorphisms. Complexes of sheaves represent branes wrapping cycles in the Calabi–Yau geometry, and different complexes which give rise to the same physical state have to be identified.

If $X$ arises as a crepant resolution of a singularity, then it also admits a noncommutative crepant resolution [41]. Crepant resolutions and noncommutative crepant resolutions are derived equivalent. The noncommutative resolution is a certain algebra $A$ for which $\text{Db}(\text{coh}(X)) = \text{Db}(A - \text{mod})$.

In this paper we will limit ourselves to toric Calabi–Yau $X$, for which $\text{Db}(\text{coh}(X))$ is equivalent to the bounded derived category of representations of a quiver with superpotential. This is precisely the quiver which captures the low energy description of supersymmetric bound states of D-branes probing the singularity. In this case the equivalence is induced by a tilting sheaf $\mathcal{T} = \bigoplus \mathcal{T}_i$, whose summands represent elementary D-branes. A tilting sheaf is a generator of $\text{Db}(\text{coh}(X))$ (in the sense that the smallest triangulated full subcategory of $\text{Db}(\text{coh}(X))$ containing all the summands $\{ \mathcal{T}_i \}$ is $\text{Db}(\text{coh}(X)))$, with the property that $\text{Ext}^i(\mathcal{T}, \mathcal{T}) = 0$ for $i > 0$, and such that $A = \text{End}(\mathcal{T})$ has finite global dimension.

In particular, the algebra $A$ can be written as the path algebra of a certain quiver with relations: this quiver has nodes corresponding to the summands $\mathcal{T}_i$ and the arrows corresponding to morphisms between the $\mathcal{T}_i$. Its centre $\mathbb{C}(A)$ is the coordinate ring of
the singularity and its moduli spaces of representations are resolutions of the singularity. For a recent review about these statements as well as references to the original literature, we refer the reader to [29].

3.2 Noncommutative Donaldson–Thomas theory

On a noncommutative crepant resolution we can define BPS states. The low energy effective theory of a D2–D0 system is described by a supersymmetric quiver quantum mechanics with superpotential. Geometrically the quiver is derived through the endomorphisms of a tilting object. To incorporate configurations with non-vanishing D6-brane charge we consider framed quivers.

The representation theory of quivers as summarized above can be easily extended to framed quivers. More generically one can introduce a framing node with many arrows going out and incoming from the unframed quiver. If such arrows form new loops one can introduce a framed superpotential \( \hat{W} \). In this note we will not consider this case (for us it will be \( W = \hat{W} \)), but it will be relevant to the study of wall-crossing. Finally, we will also only consider framed representations where the framing node is one dimension.

The representations of this new quiver can be constructed as before, by specifying a \( d_v \)-dimensional vector space \( V_v \) on each node \( v \in Q_0 \), while the framing node \( \bullet \) always carries a one-dimensional vector space \( \mathbb{C} \). This determines a representation space, and its subscheme \( \text{Rep}(\hat{Q}, W, v_0) \) cut out by the relations \( \partial W = 0 \). By taking the quotient with respect to the group \( G_d \) (which does not involve the framing node), we obtain \( M_d(\hat{Q}, v_0) \), the moduli space of framed representations with framing at the node \( v_0 \), with dimension vector \( d = (d_v)_{v \in Q_0} \). One can also introduce a framed dimension vector \( \hat{d} = (1, d) \).

Physically D6-D2-D0 BPS states are identified with stable representations of \( \hat{Q} \). One interprets the simple representations as elementary BPS constituents which interact via the superpotential \( W \). When a representation of \( (\hat{Q}, W) \) with dimensions \( d_i = \text{dim } V_i \) exists and is stable, this is interpreted physically as the existence of a bound state of charge \( \gamma = \gamma_{D6} + \sum_i d_i \gamma_i \). Here \( \gamma_{D6} \) represents the D6 brane charge, while all the other \( \gamma_i \) are associated with the nodes of the unframed quiver. The stability condition is determined by a central charge function, a linear map \( Z : K(\text{rep}(\hat{Q}, W)) \rightarrow \mathbb{C} \), with the property that it takes values in the upper half plane for every elementary charge associated with the nodes of the quiver. We say that a state of charge \( \gamma_r \) described by a representation \( R \in \text{rep}(\hat{Q}, W) \) is stable if for any proper sub-representation \( S \in \text{rep}(\hat{Q}, W) \) associated with a state of charge \( \gamma_s \), we have that \( \arg Z(S) < \arg Z(R) \) (at a point in the moduli space). For simplicity we will assume that we can chose the moduli in such a way that the inequality is strict, so that we do not have to consider semi-stable representations.

In the case at hand, one can find a region of the moduli space where the only stable representations are cyclic. This is discussed in depth in [16] and here we will only highlight the main points. The cyclicity condition can be equivalently stated by saying that a representation \( R \) is cyclic if any nonzero sub-representation with non-trivial support at the framing node, that is dimension vector \( \hat{d} = (1, d) \), is \( R \) itself.
This region can be identified by taking carefully the limit where the mass of the noncompact D6 brane goes to infinity. Schematically, the central charge of a bound state \( R \) of dimension vector \( \hat{d} = (1, d) \) can be written as

\[
Z(R) = \xi + \sum_i d_i z_i
\]  

by linearity. The stability condition can be rephrased in terms of the slope of \( R \)

\[
\mu(R) = -\frac{\text{Re}(Z(R))}{\text{Im}(Z(R))}.
\]  

in the sense that the condition \( \arg Z(S) < \arg Z(R) \) above is equivalent to \( \mu(S) < \mu(R) \), see for example [29] for a discussion. If we write the central charge of the D6 brane as \( \xi = |\xi| e^{i\phi} \) and then send \( |\xi| \rightarrow \infty \) while keeping all the other \( |z_i| \) fixed, then we see that for any framed representation \( R \)

\[
\mu(R) = -\frac{|\xi| \cos \phi + \text{Re}(\sum_i d_i z_i)}{|\xi| \sin \phi + \text{Im}(\sum_i d_i z_i)} \rightarrow -\cot \phi
\]  

Since \( R \) had dimension vector \( \hat{d} = (1, d) \), any sub-representation \( S \) can have dimension vector \( \hat{d} \) or \( \hat{d} = (1, d) \). This means that the stability condition for the framed representation \( R \) can be rephrased by requiring \( \mu(S) < -\cot \phi \) for any sub-representation with dimension vector \( \hat{d} = (0, d) \), and \( \mu(S') > -\cot \phi \) for any non-trivial quotient \( R \rightarrow S' \) with dimension vector \( \hat{d} = (0, d) \). The reason quotient representations appear is to deal more easily with sub-representations with \( \hat{d} = (1, d) \) in the \( |\xi| \rightarrow \infty \) limit above.

Finally one can go to an asymptotic chamber where \( -\cot \phi >> 0 \). In such a chamber sub-representations with \( \hat{d} = (0, d) \) are not destabilizing; on the other hand quotient representations with \( \hat{d} = (0, d) \) are ruled out. This implies that the only sub-representation of \( R \) with non-trivial support on the framing node is \( R \) itself. This is precisely the cyclic stability condition.

In this chamber, sometimes called the noncommutative resolution chamber, the stable representations correspond to cyclic modules of the framed quiver. We will denote by \( \mathcal{M}_d(\hat{Q}, v_0) \), or sometimes just by \( \mathcal{M}_d \) the moduli space of cyclic modules. Such a moduli space is well-behaved [30] and enjoys a symmetric perfect obstruction theory [30, 40] which follows from the general results of [2]. It is in general noncompact. In such a chamber one can defined the noncommutative Donaldson–Thomas invariants as the weighted Euler characteristic of these moduli spaces as

\[
\text{DT}_d(A) := \chi(\mathcal{M}_d, v_A),
\]  

which physically represents the index of BPS bound states constituted by a single D6 brane and a gas of D2-D0 states. Here \( v_A \) is the Behrend function of \( A \) [1], a constructible function with the property that the weighted Euler characteristic (3.7)
gives the degree of the virtual fundamental class of $A$. For these invariants we define a cohomological partition function associated with the algebra $A$

$$Z_A^{coh}(p) = \sum_{d \in \mathbb{Z}} \mathcal{D}T_d(A) \prod_{v \in Q_0} p_v^{d_v}. \quad (3.8)$$

Here, we have introduced a $|Q_0|$-dimensional vector $p$ to keep track of the nodes upon which the representations are based. This enumerative problem can be studied via a combinatorial algorithm obtained by applying the virtual localization formula on the representation moduli space, with respect to a certain natural toric action. The action of the torus $\mathbb{T}$ is defined by rescaling each arrow in a way compatible with the $\partial W = 0$ equations, modulo a subtorus contained in $G_d$; we will be more precise in the following Sections. The fixed points of this action are ideals in the path algebra $A$. They admit a graphical representation in terms of certain combinatorial arrangements known as pyramid partitions.

It follows from a result by Behrend–Fantechi [2] that for a symmetric perfect obstruction theory of the kind constructed in [30, 40] the contribution of an isolated fixed point to the Euler characteristic (3.7) is just a sign determined by the parity of the dimension of the tangent space at the fixed point. Therefore if all fixed points $\pi$ are isolated we obtain

$$\mathcal{D}T_d(A) = \sum_{\pi \in \mathcal{M}_d^T} (-1)^{\dim T_{\pi}}. \quad (3.9)$$

While this formula has a concrete combinatorial description, at first sight its physical interpretation is less clear because one loses track of the relation between the D-brane charges defined at large radius and the combinatorial objects. The physical states at the singularity have charges which are non-trivial functions of the D0 and D2 brane charges at large radius. The relevant dynamical variables at the singularities should be interpreted as fractional branes, stuck at the singularity. This change of variables is known in some models [8].

### 4 The noncommutative conifold

In this section we will study the K-theoretic DT theory for the conifold quiver. We will briefly review the relevant quiver and its representation theory and then compute the M2-brane index by a direct localization computation. We then provide a conjecture for the full partition function and discuss some of its limits.

#### 4.1 Geometry and BPS states

We will now consider the conifold geometry. At large radius it is given by the total space of the bundle $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \rightarrow \mathbb{P}^1$. In this phase the topological string captures the BPS invariants corresponding to bound states of a single D6 brane with a
gas of D0/D2 branes, with a strong B-field [20]. In this limit the problem of computing BPS invariants corresponds to the study of Donaldson–Thomas invariants associated with the Hilbert scheme of points and curves $\text{Hilb}(X; n, \beta)$, with $n$ the number of D0 branes and $\beta$ the class of the curve wrapped by the D2 branes.

We will be interested in the singular limit where the size of the $\mathbb{P}^1$ is sent to zero. In the noncommutative phase the conifold geometry is replaced by the representation theory of the Klebanov–Witten quiver

\begin{equation}
\begin{tikzpicture}
  \node (A) at (0,0) {\star};
  \node (B) at (1,0) {}; \\
  \draw (A) edge [ bend left] node [midway, above] {\(a_1, a_2\)} (B) \\
  \draw (A) edge [ bend right] node [midway, below] {\(b_1, b_2\)} (B);
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\end{equation}

with superpotential $W = a_1 b_1 a_2 b_2 - a_1 b_2 a_2 b_1$. We will denote by $\mathbb{C}Q$ the algebra of paths, defined as the algebra generated by the arrow set, with product given by the concatenation of arrows whenever possible. The Jacobian path algebra is $A = \mathbb{C}Q/\langle \partial W \rangle$. The centre of the path algebra $\mathbb{Z}(A)$ is spanned by the variables

\begin{align*}
x_1 &= a_1 b_1 + b_1 a_1 \\
x_2 &= a_2 b_2 + b_2 a_2 \\
x_3 &= a_1 b_2 + b_2 a_1 \\
x_4 &= a_2 b_1 + b_1 a_2
\end{align*} \quad (4.2)

so that $\text{Spec } R = \text{Spec } \mathbb{C}[x_1, x_2, x_3, x_4]/(x_1 x_2 - x_3 x_4)$ is the ring of functions on the conifold singularity. Therefore the path algebra of the Klebanov–Witten quiver sees the conifold singularity as its centre. The path algebra itself is a noncommutative crepant resolution. In this case the equivalence $\mathcal{D}^b(A\text{-mod}) \simeq \mathcal{D}^b(\text{coh } X)$ is determined by the tilting bundle $\mathcal{O} \oplus \pi^* \mathcal{O}_{\mathbb{P}^1}(1)$, where $\mathcal{O}$ is the structure sheaf on the resolved conifold and $\pi$ is the natural projection on the $\mathbb{P}^1$; see [31, 32] for a discussion in this context.

We would like to understand BPS states in the noncommutative phase. The study of BPS states for the conifold quiver was done in [40]. To model D-brane bound states one adds a framing node to the quiver, corresponding to a single D6 brane
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BPS invariants associated with bound states of D-branes now correspond to noncommutative Donaldson–Thomas invariants associated with this quiver [40]. We want to generalize this computation to the K-theory setting.
4.2 Toric action and fixed points

Consider the representation space

$$\text{Rep}(Q, v_\circ) = \bigoplus_{(v \to w) \in Q_1} \text{Hom}_C(V_v, V_w) \oplus \text{Hom}(C, V_\circ).$$  \hspace{1cm} (4.4)$$

The last factor is associated with the framing and determines a vector $v_\circ \in V_\circ$. A suitable stability condition which selects the noncommutative crepant resolution chamber is given by only considering cyclic modules, that is modules which are generated by $v_\circ$ \cite{10, 40}. Now we consider the open subvariety $\text{Rep}^c(Q, v_\circ)$ defined by the condition that the module is cyclic. Similarly we can consider the representation space $\text{Rep}(Q, v_\circ; W)$ defined by imposing the F-term relations $\partial W = 0$ on $\text{Rep}(Q, v_\circ)$, and the corresponding subvariety of cyclic modules $\text{Rep}^c(Q, v_\circ; W)$. Finally the relevant moduli space is

$$\mathcal{M}_{d_\circ, d_\bullet} = \left[ \text{Rep}^c(Q, v_\circ; W) \right] / GL(d_\circ, \mathbb{C}) \times GL(d_\bullet, \mathbb{C}).$$ \hspace{1cm} (4.5)$$

We will denote a (representative of an isomorphism class of a) cyclic module as $(v_\circ, M)$. This moduli space carries a natural toric action which can be used to classify fixed points. The classification is carried out in Proposition 2.5.1 of \cite{40}; since the proof is constructive, we summarize it here in some detail. The only difference is that we do not impose that the determinant of the toric action is trivial. We have the following tori

- $T_F$. This is the natural torus which rescales each arrow by a phase, which we will denote by $\text{diag}(t_{a_1}, t_{a_2}, t_{b_1}, t_{b_2})$. Note that this torus also preserves the F-term relations and therefore acts naturally on the space of cyclic modules $\text{Rep}^c(Q, v_\circ; W)$.
- $T_G$. This is the “gauge” torus, induced by the $GL(d_\circ, \mathbb{C}) \times GL(d_\bullet, \mathbb{C})$ action which changes the bases of $V_\circ$ and $V_\bullet$. This group contains a $(\mathbb{C}^*)^2$ factor, whose elements $(\mu_\circ, \mu_\bullet) \in (\mathbb{C}^*)^2$ act on representation maps by conjugation, say $\mu_\circ X_a \mu_\circ^{-1} \circ \mu_\bullet X_b \mu_\bullet^{-1}$. However, the induced gauge torus is just $T_G = \mathbb{C}^* = (\mathbb{C}^*)^2 / (\mathbb{C}^*)^2$, since diagonal elements act trivially. We take this torus acting by weights $(-1, -1, 1, 1)$ (since it must act on the $b$’s in the opposite way as on the $a$’s). This torus, however, does not influence the fixed point classification.
- $T_{F,W}$. This is the subtorus of $T_F$ with the weight condition $t_{a_1} t_{a_2} t_{b_1} t_{b_2} = \kappa$. In \cite{40} the condition is $\kappa = 1$.
- Finally the torus $T_W = T_{F,W} / T_G$.

Now we proceed to study the fixed points of $\mathcal{M}_{d_\circ, d_\bullet}$. The result of \cite{40} is that such fixed points correspond to ideals in $A$. To begin with, a cyclic module $(v_\circ, M)$ is canonically associated with an ideal (its annihilator) $I$, as $M = A/I$. In particular since $v_\circ$ is based at the vertex $\circ$, this ideal has the form $I = I_\circ \oplus P_\bullet$, where $P_\bullet = A e_\bullet$ are the paths starting from the vertex $\bullet$. 

\hspace{1cm} Springer
We show the tip of an infinite pyramid; white and black stones are associated with the two nodes of the Klebanov–Witten quiver. One moves from one stone to another via the arrows of the quiver; the toric weight of the arrows is shown explicitly.

Fig. 2 Conifold fixed points. Each fixed point corresponds to a pyramid partition, a configuration of stones which can be consistently removed from the pyramid arrangement.

Note that $T^W = T_{F, W}/T_G$-fixed points of $\mathcal{M}_{d_0, d_1}$ correspond to $T_{F, W}$-fixed ideals $I$ in $A$. The reason is that the generators of $I_o$ are sum of path algebra monomials with the same starting point and endpoint. Therefore on each generator the gauge torus acts by multiplication by a constant. Since $I_o$ is an ideal, it does not change under this operation.

It is shown in [40] that such ideals are in one to one correspondence with pyramid partitions. Pyramid partitions are defined as follows. First, we define a pyramid arrangement, which is a three-dimensional infinite pyramid; the tip of this pyramid is shown in Fig. 1. The first layer (starting from the top of the pyramid) of this configuration corresponds to the vector $v_o$, the second layer corresponds to the two ways we can reach the node $\bullet$ starting from $o$, that is $a_1v_o$ and $a_2v_o$, and so on. The shape of the pyramid partition is determined by the superpotential relations $\partial W = 0$.

Given a pyramid arrangement, one defines a pyramid partition $\pi$ by the following condition: $\pi$ is a configuration of stones such that for each stone in $\pi$, the ones immediately above it (of a different colour) are in $\pi$ as well. Note that this is basically the same definition of a Young diagram, which guarantees that the complement of a pyramid partition is an ideal. Examples of pyramid partitions are shown in Fig. 2.

Now we argue that pyramid partitions correspond to fixed points. First consider a module $M$. By cyclicity, it is spanned by vectors of the form

$$\{v_o, a_1v_o, a_2v_o, b_1a_1v_o, b_2a_1v_o, \ldots\}. \quad (4.6)$$
From this set of vectors we remove those which are linearly dependent when imposing the F-term relations $\partial W = 0$. Then to each of the remaining vectors, which now form a basis, we associate a stone in a pyramid partition. The partition has the correct form because of the F-term equations.

Conversely, consider a partition $\pi$. To each stone we assign a basis vector $v_{i,a}$, with $a = \circ, \bullet$. Then we collect all the $v_{i,a}$ with the same colour for $a$ and use them as a spanning set to construct a vector space $V_a$, whose dimension is the number of stones with that colour. The arrows of the quiver induce maps between these vectors, which obey the relations $\partial W = 0$ by construction. Finally the corresponding module is $M = \mathbb{C} \oplus V_{\circ} \oplus V_{\bullet}$, where the first factor corresponds to the framing node.

This completes the classification of fixed points in terms of pyramid partitions [40]. Note that to compute the K-theoretic partition function it is not enough to enumerate the combinatorial configurations, since we need explicitly the isotypical decomposition of the vector spaces $V_{\circ}$ and $V_{\bullet}$ into toric weight spaces. This information can be obtained, for example, from the spanning set (4.6). This is why we have summarized the discussion of [40] in such detail.

4.3 Localization

To each fixed point $\pi$ we associate the decomposition in weight spaces

$$V_{\circ} = \sum_{(i,j,k,l) \in \pi_{\circ}} t_{a_1}^{-i} t_{a_2}^{-j} t_{b_1}^{-k} t_{b_2}^{-l}$$  \hspace{1cm} (4.7)

$$V_{\bullet} = \sum_{(i,j,k,l) \in \pi_{\bullet}} t_{a_1}^{-i} t_{a_2}^{-j} t_{b_1}^{-k} t_{b_2}^{-l}$$  \hspace{1cm} (4.8)

where the two sets $(\pi_{\circ}, \pi_{\bullet})$ run over stones of the respective colour. The weights are those of the generators of the cyclic module, as explained above.

To use the localization formula we need the deformation/obstruction theory around each fixed point. This is given by the virtual tangent space. The virtual tangent space can be constructed in terms of the tangent bundle to $\mathcal{M}_{d_{\circ}, d_{\bullet}}$. The tangent bundle has the form “arrows” - “gauge transformations”:

$$T_{\pi} = (t_{a_1} + t_{a_2}) \otimes \overline{V}_{\circ} \otimes V_{\bullet} + (t_{b_1} + t_{b_2}) \otimes \overline{V}_{\bullet} \otimes V_{\circ} + V_{\circ} - \overline{V}_{\circ} \otimes V_{\circ} - \overline{V}_{\bullet} \otimes V_{\bullet}$$  \hspace{1cm} (4.9)

where the “arrows” carry their toric weight, and we do not consider gauge transformations on the framing node. As in (2.14) we have introduced the involution $\overline{t}_i = t_i^{-1}$, so
that $\bar{V}_o = \sum_{(i,j,k,l) \in \pi_o} t^i_a t^j_{a_2} t^k_{b_1} t^l_{b_2}$ and $\bar{V}_* = \sum_{(i,j,k,l) \in \pi_*} t^i_a t^j_{a_2} t^k_{b_1} t^l_{b_2}$. Then we have

$$T_{\pi}^{\text{vir}} = \left( T - \kappa \otimes T^* \right)_{\pi}$$

$$= (t_{a_1} + t_{a_2}) \otimes \bar{V}_o \otimes V_* + (t_{b_1} + t_{b_2}) \otimes \bar{V}_* \otimes V_0 - \bar{V}_o \otimes V_0 - \bar{V}_* \otimes V_*$$

$$- t_{a_1} t_{a_2} t_{b_1} t_{b_2} \left( (t_{a_1}^{-1} + t_{a_2}^{-1}) \otimes V_0 \otimes \bar{V}_* + (t_{b_1}^{-1} + t_{b_2}^{-1}) \otimes V_* \otimes \bar{V}_o + \bar{V}_o \otimes V_0 - \bar{V}_o \otimes V_0 - \bar{V}_* \otimes V_* \right)$$

$$\quad \text{(4.10)}$$

with $\kappa = t_{a_1} t_{a_2} t_{b_1} t_{b_2}$.

We define our partition function as

$$\hat{\chi}(\mathcal{M}, \hat{\mathcal{O}}_{\text{vir}}) = \sum_{(d_o, d_*)} q_0^{d_o} q_1^{d_*} \chi \left( \mathcal{M}_{d_o, d_*}, (\text{sgn}) \hat{\mathcal{O}}_{\mathcal{M}_{d_o, d_*}} \otimes \mathcal{K}_{\text{vir}}^{1/2} \right) \quad \text{(4.11)}$$

Here (sgn) refers to the fact that in defining the prefactor of the symmetrized virtual structure sheaf we have the freedom of choosing a sign. We will choose $\text{sgn} = (-1)^{d_o}$; but this is just a convention. For the moment we will drop this sign and reinstate it only at the end. We have defined $\mathcal{K}_{\text{vir}}^{1/2} = \text{det}^{-1/2} T^{\text{vir}}$ and the full moduli space is given by the disjoint union $\mathcal{M} = \cup_{d_o, d_*} \mathcal{M}_{d_o, d_*}$.

After expanding and cancelling terms, the virtual tangent space assumes schematically the form $T^{\text{vir}} = \text{Def} - \text{Obs} = \sum_i w_i - \sum_j \kappa/w_i$, where $w_i$ denotes a generic toric weight. Then the localized virtual structure sheaf has the form

$$\hat{\mathcal{O}}_{\mathcal{M}_{d_o, d_*}} \otimes \mathcal{K}_{\text{vir}}^{1/2} = \sum_{|\pi_o|=d_o, |\pi_*|=d_*} \hat{\alpha}(T^{\text{vir}}_{\pi_o, \pi_*}) \hat{\mathcal{O}}_{\pi_o, \pi_*}$$

$$= \sum_{|\pi_o|=d_o, |\pi_*|=d_*} \prod_i \left( \frac{\kappa}{w_i} \right)^{1/2} - \left( \frac{w_i}{\kappa} \right)^{1/2} \hat{\mathcal{O}}_{\pi_o, \pi_*} \quad \text{(4.12)}$$

in K-theory. The sum runs over all the fixed points with $d_o$ white stones and $d_*$ black stones. The role of the twist by $\mathcal{K}_{\text{vir}}^{1/2}$ is to transform the usual K-theory weights into $\hat{\alpha}(T^{\text{vir}})$.

### 4.4 Some explicit fixed points

Here we collect some explicit results of the localization computation. Higher-order computations become quickly rather technical. The interested reader can find some of them in the supporting MATHEMATICA files [13].

1. Fixed point with $d = (d_o, d_*) = (1, 0)$. This is the first fixed point in Fig. 2. It has $V_o = 1$ and $V_* = \emptyset$. Then $T^{\text{vir}} = 0$, which means that the deformations exactly cancel the obstructions. We have $\hat{\alpha}(T^{\text{vir}}) = 1$. 

---

1 While we have checked this directly in the following examples, we have not proven in full generality that the virtual tangent space is movable, that is it does not contain terms which are fixed by the toric action. It would be important to do so, as it would put our conjectures on a firmer ground.
2. Fixed points with \( d = (1, 1) \). There are two fixed points, corresponding to the representations with \( V_o = 1 \), \( V_\bullet = 1/t_{a_1} \) and \( V_o = 1 \), \( V_\bullet = 1/t_{a_2} \), as \( T_W \)-modules. The corresponding pyramid partitions are shown in Fig. 2. In the first case

\[
T_1^{\text{vir}} = \frac{t_{a_2}}{t_{a_1}} + t_{a_1}b_1 - ta_2b_1 + ta_1b_2 - ta_2b_2 - t_{a_1}b_1b_2
\]

which contributes

\[
\hat{a}(T_1^{\text{vir}}) = \left( \frac{\kappa t_{a_1} - ta_2}{t_{a_1}/t_{a_2}} \right)^{1/2} - \left( \frac{t_{a_1}/t_{a_2}}{\kappa} \right)^{1/2} \left( \frac{\kappa t_{a_2} - ta_1}{t_{a_2}/t_{a_1}} \right)^{1/2} - \left( \frac{t_{a_2}/t_{a_1}}{\kappa} \right)^{1/2} \left( \frac{\kappa t_{a_1} - ta_2}{t_{a_1}/t_{a_2}} \right)^{1/2} - \left( \frac{t_{a_1}/t_{a_2}}{\kappa} \right)^{1/2}. \tag{4.14}
\]

The second fixed point is related to the first by the exchange \( a_1 \leftrightarrow a_2 \). Summing the two contributions gives

\[
\left( \frac{(\kappa t_{a_1} - ta_2)(ta_1b_1 - \kappa)(ta_1b_2 - \kappa)}{\kappa^{3/2}(t_{a_1} - ta_2)(ta_1b_1 - 1)(ta_1b_2 - 1)} - \frac{(t_{a_1} - \kappa t_{a_2})(ta_2b_1 - \kappa)(ta_2b_2 - \kappa)}{\kappa^{3/2}(t_{a_2} - ta_1)(ta_2b_1 - 1)(ta_2b_2 - 1)} \right) \tag{4.15}
\]

3. Fixed point with \( d = (1, 2) \). There is only one, shown in Fig. 2, with \( V_o = 1 \) and \( V_\bullet = 1/t_{a_1} + 1/t_{a_2} \). We see that \( T^{\text{vir}} = 0 \), so its contribution is just \( \hat{a}(T^{\text{vir}}) = 1 \)

4. Fixed points with \( d = (2, 1) \). There are four fixed points, which we write as tuples \( \{V_o, V_\bullet\} \)

\[
\left\{ \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}}, \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}} \right\} \hspace{1cm} \left\{ \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}}, \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}} \right\} \hspace{1cm} \left\{ \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}}, \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}} \right\} \hspace{1cm} \tag{4.16}
\]

The first one corresponds to the virtual tangent space

\[
T_1^{\text{vir}} = \frac{t_{a_2}}{t_{a_1}} + t_{a_1}b_1 - ta_1t_{a_2}b_1^2 - ta_2b_2 + \frac{tb_2}{b_1} - t_{a_1}b_1b_2 \tag{4.17}
\]

while the other can be obtained from this one by permuting the toric weights. The full contribution of the four fixed points is

\[
- \frac{(\kappa t_{a_1} - ta_2)(-\kappa + ta_1b_1)(\kappa b_1 - t_{a_2})}{\kappa^{3/2}(t_{a_1} - ta_2)(-1 + ta_1b_1)(b_1 - t_{a_2})} - \frac{(ta_1 - \kappa t_{a_2})(-\kappa + ta_2b_1)(t_{a_2}b_1 - b_2)}{\kappa^{3/2}(ta_1 - ta_2)(-1 + ta_2b_1)(b_1 - t_{a_2})} \tag{4.18}
\]

5. Fixed points with \( d = (2, 2) \). There are eight fixed points (one of which is shown in Fig. 2), we list them in the form \( \{V_o, V_\bullet\} \)

\[
\left\{ \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}}, \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}} \right\} \left\{ \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}}, \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}} \right\} \left\{ \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}}, \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}} \right\} \left\{ \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}}, \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}} \right\} \left\{ \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}}, \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}} \right\} \left\{ \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}}, \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}} \right\} \left\{ \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}}, \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}} \right\} \left\{ \frac{1}{t_{a_2}b_2} + \frac{1}{t_{a_2}}, \frac{1}{t_{a_1}b_1} + \frac{1}{t_{a_1}} \right\}
\]
\[
\left\{ \frac{1}{ta_2tb_1} + 1, \frac{1}{ta_1} + \frac{1}{ta_2} \right\} \left\{ \frac{1}{ta_2tb_2} + 1, \frac{1}{ta_1} + \frac{1}{ta_2} \right\} 
\]

(4.19)

The overall contribution is somewhat involved and can be found in the supporting MATHEMATICA file [13].

6. Fixed points with \( d = (3, 1) \). They are

\[
\begin{align*}
V_o &= 1 + 1/(ta_1tb_1) + 1/(ta_1tb_2) \quad V_* = 1/ta_1 \\
V_o &= 1 + 1/(ta_1tb_2) + 1/(ta_2tb_2) \quad V_* = 1/ta_2
\end{align*}
\]

(4.20)

7. Fixed points with \( d = (2, 3) \). They are

\[
\begin{align*}
V_o &= 1 + 1/(ta_1tb_2) \quad V_* = 1/ta_1 + 1/(ta_1^2tb_2) + 1/ta_2 \\
V_o &= 1 + 1/(ta_1tb_1) \quad V_* = 1/ta_1 + 1/(ta_1^2tb_1) + 1/ta_2 \\
V_o &= 1 + 1/(ta_2tb_2) \quad V_* = 1/ta_2 + 1/(ta_2^2tb_2) + 1/ta_1 \\
V_o &= 1 + 1/(ta_2tb_1) \quad V_* = 1/ta_2 + 1/(ta_2^2tb_1) + 1/ta_1
\end{align*}
\]

(4.21)

and so on. The rest of the fixed points up to \((d_o, d_*) = (4, 4)\) can be found in the supporting MATHEMATICA file [13].

### 4.5 A conjecture for the full partition function

We can use the partial knowledge given by the few fixed points listed above to propose a conjecture for the full K-theoretic partition function. As explained above we will keep open the freedom to choose the sign of the counting variables. We define the following function associated with the noncommutative conifold

\[
\mathcal{F}_{NCC}[t_{a_1}, t_{a_2}, t_{b_1}, t_{b_2}, t_4, t_5, q_1] = \frac{1}{q_1} + q_1 \\
\left( -\frac{1}{\sqrt{t_4}} + \sqrt{t_4} \right) \left( -\frac{1}{\sqrt{t_5}} + \sqrt{t_5} \right)
+ \mathcal{F}_{\mathbb{C}^3}[t_{a_1}t_{b_1}, t_{a_1^2}, t_4, t_5] + \mathcal{F}_{\mathbb{C}^3}[t_{a_2}t_{b_2}, t_{a_1}, t_4, t_5].
\]

(4.22)

In this formula it is understood that \( \kappa = t_{a_1}t_{a_2}t_{b_1}t_{b_2} \). The variable \( q_1 \) plays the role of a Kähler modulus. The factor \( q_1 + \frac{1}{q_1} \) captures the “Kähler dependent” part of the partition function (meaning that this is the analogue of the Kähler modulus in the noncommutative phase).

The remaining terms are precisely copies of the \( \mathbb{C}^3 \) partition function \( \mathcal{F}_{\mathbb{C}^3}[t_1, t_2, t_3, t_4, t_5] \), with the substitutions

\[
\begin{align*}
t_1 &\rightarrow t_{a_1}t_{b_1}, \quad t_2 \rightarrow t_{a_1}t_{b_2}, \quad t_3 \rightarrow \frac{t_{a_2}}{t_{a_1}}, \\
t_1 &\rightarrow t_{a_2}t_{b_1}, \quad t_2 \rightarrow t_{a_2}t_{b_2}, \quad t_3 \rightarrow \frac{t_{a_1}}{t_{a_2}}.
\end{align*}
\]

(4.23)
These two copies differ by $t_{a_1} \leftrightarrow t_{a_2}$. Note that these two sets of weights match those acting on the resolved conifold $\mathcal{O}(-1)^{\oplus 2} \to \mathbb{P}^1$. The resolved conifold can be covered with two toric charts, and if we let the first set act in one toric chart, the second set then acts on the other. In particular since these two charts are copies of $\mathbb{C}^3$, the contribution

$$
S^* \left( \mathcal{F}_{\mathbb{C}^3}[t_{a_1} t_{b_1}, t_{a_1} t_{b_2}, t_{a_2} t_{a_1}, t_4, t_5] + \mathcal{F}_{\mathbb{C}^3}[t_{a_2} t_{b_1}, t_{a_2} t_{b_2}, t_{a_1} t_{a_2}, t_4, t_5] \right) \quad (4.24)
$$
corresponds to the K-theoretic Donaldson–Thomas invariants of points on the resolved conifold.

The conjecture is inspired by the cohomological answer [40]

$$
Z_{NCC}^{coh}(q, z) = M(-q)^2 \prod_{k \geq 1} \left( 1 - (-q)^k z \right)^k \left( 1 - (-q)^k z^{-1} \right)^k \quad (4.25)
$$

with $q = q_0 q_1$ and $z = q_1$. The “Kähler”-dependent part has the $q_1 + 1/q_1$ structure. The remaining part is two copies of the MacMahon function.

We define the full partition function by symmetrization

$$
Z_{NCC} \left( t_{a_1}, t_{a_2}, t_{b_1}, t_{b_2}, t_4, t_5, q_1 \right) = S^* \mathcal{F}_{NCC}[t_{a_1}, t_{a_2}, t_{b_1}, t_{b_2}, t_4, t_5, q_1]
$$

$$
= \exp \sum_{r \geq 1} \frac{1}{r} \mathcal{F}_{NCC}[t_{a_1}^r, t_{a_2}^r, t_{b_1}^r, t_{b_2}^r, t_4^r, t_5^r, q_1^r] \quad (4.26)
$$

Using Mathematica [13], we arrive at the following

**Conjecture 1** Upon specialization of the parameters $t_4$ and $t_5$ the symmetrized partition function is the generating function of K-theoretic Donaldson–Thomas invariants

$$
Z_{NCC} \left( \{t_i\}, q_0 q_1 \kappa^{-1/2}, (q_0 q_1)^{-1} \kappa^{-1/2}, q_1 \right) = \sum_{(d_0, d_*)} (-q_0)^{d_0} q_1^{d_*} \chi \left( \mathcal{M}_{d_0, d_*} \otimes \mathcal{K}_{d_0, d_*} \right) \quad (4.27)
$$

In the above conjecture we have reintroduced the sign in the prefactor of the virtual structure sheaf; different conventions will just change the signs of the counting parameters. The substitution $t_4 = q_0 q_1 \kappa^{-1/2}$ and $t_5 = (q_0 q_1)^{-1} \kappa^{-1/2}$ is the same as in $\mathbb{C}^3$ with counting parameter $q = q_0 q_1$. The compact form of (4.22) allows us easily to switch between sign conventions.

### 4.6 Refined and unrefined limits

To take the refined limit we scale the toric weights to zero or infinity, in such a way that the product $\kappa$ remains constant [35]. When taking this scaling limit the contribution
of each fixed point becomes

$$\hat{a}(\sum_i w_i - \kappa \sum_i w_i^{-1}) \longrightarrow (-\kappa^{1/2})^{\text{Index}}$$  \hspace{1cm} (4.28)

where

$$\text{Index} = \#\{i | w_i \longrightarrow 0\} - \#\{i | w_i \longrightarrow \infty\}$$  \hspace{1cm} (4.29)

is the number of weights which go to zero minus the number of weights which go to infinity. In our case we take the torus where $t_{a_1}$, $t_{a_2}$ and $t_{b_1}$ go to zero, the first very fast and the latter two very slowly, while $t_{b_2}$ goes to infinity fast, such that the product of the toric weights is a constant $2$.

To compute the refined limit we can use Conjecture (1) by taking the refined limit directly. Define the function

$$F_{\text{NCC}}^r[q_0, q_1, \kappa] = \sum_{(d, d')} q_0^d q_1^{d'} \chi_{\text{ref}}(M_{d, d'}, 0)_{\text{vir}} \otimes K^{1/2}_{\text{vir}}.$$  \hspace{1cm} (4.30)

This function arises from taking the refined limit of (4.22). Then conjecture (1) implies that

$$Z_{\text{NCC}}^{\text{ref}}(q_0, q_1; \kappa) := \sum_{(d, d')} q_0^d q_1^{d'} \kappa^{\text{ref}}(\mathcal{M}_{d, d'}, 0)_{\text{vir}} \otimes K^{1/2}_{\text{vir}} = S \cdot F_{\text{NCC}}^r[-q_0, q_1, \kappa].$$  \hspace{1cm} (4.31)

Note that this result is explicitly invariant for $\kappa \leftrightarrow 1/\kappa$ due to the form of (4.30). With these sign conventions the refined degeneracies have the form of characters for the parameter $\sqrt{\kappa}$.

To compare with the literature, we need to introduce a bit of notation, to take into account the multiple refinements of the MacMahon function, as well as different signs in the conventions. Define \cite{27}

$$G_{\text{re}}[a_0, a_1] = \prod_{j=0}^{a_0-1} \left(1 - \kappa^{-a_0 + \frac{1}{2} j} (-q_0)^{a_0} q_1^{a_1}\right)$$  \hspace{1cm} (4.32)

and consider the function

$$G(\epsilon, \delta) = \prod_{i \geq 1} G_{\text{re}}[i, i-1]G_{\text{re}}[i-1, i]_{M_{2\epsilon-1}}(1, -q_0 q_1, \sqrt{\kappa})_{M_{2\delta-1}}(1, -q_0 q_1, \sqrt{\kappa})$$  \hspace{1cm} (4.33)

\footnote{To be more concrete, we take the subtorus $[t_{a_1} \to c_1 x^{1000}, t_{a_2} \to c_2 x^{10}, t_{b_1} \to c_3 x^{10}, t_{b_2} \to c_4 1/x^{1020}]$, where the parameters $c_i$ have been chosen to ensure that $t_{a_1} t_{a_2} t_{b_1} t_{b_2} = \kappa$, and then send $x \longrightarrow 0$. The specific form of the result will depend on the chosen subtorus.}
where the refined MacMahon function was introduced in (2.23). Using this notation the result (4.31) is $G(\epsilon = 0, \delta = 1)$; we have checked this identification with MATHEMATICA and we conjecture it to hold to all orders. This should be compared with other results in the literature. For example, the refined noncommutative conifold partition function of [17] can be written as $G(1/2, 1/2)$, while the motivic partition function computed in [27] is $G(1, 2)$. Interestingly our partition function agrees with a theorem of [27] according to which the product of the refined MacMahon factors in front of the partition function does not have the form of a square of a single refined MacMahon function. It also agrees with the physical expectation that such partition functions should have coefficients which are linear combinations of $SU(N)$ characters. Note, however, that the differences between the partition functions can all be traced to the ambiguity of defining the MacMahon function, arising from the non-compactness of the moduli spaces, see [29] for a recent discussion. Furthermore, our result depends explicitly on the torus chosen to take the refined limit. Different tori will give a priori different results. We will not pursue the issue here further, and hope to return to a more systematic study of the refined limits in the future.

In the unrefined limit, the noncommutative partition function has the following relation with the large radius partition functions [40]

$$Z_{\text{NCC}}(q, z) = Z_{\text{resolved}}(q, z) Z_{\text{resolved}}(q, 1/z)$$

(4.34)

where the reduced partition functions are obtained by removing the MacMahon factors. From this we are led to conjecture an analogous relation between the reduced K-theoretic partition functions. In particular, this produces a prediction for the large radius conifold partition function, as

$$Z'_{DT}(t_4, t_5, q_1) = S \frac{q_1}{(-\frac{1}{\sqrt{t_4}} + \frac{1}{\sqrt{t_5}}) (-\frac{1}{\sqrt{t_5}} + \sqrt{t_5})}$$

(4.35)

which agrees with the result of [22], upon the usual change of variables $t_4 = q/\sqrt{\kappa}$ and $t_5 = 1/(q \sqrt{\kappa})$. A more systematic analysis of the relation between the noncommutative chamber and the other chambers will appear elsewhere [12].

### 5 Orbifold singularities

Now we will move to orbifold singularities in toric Calabi–Yau threefold and set up a formalism to compute the K-theoretic Donaldson–Thomas invariants. The counting of BPS states for orbifold singularities is obtained in terms of quivers associated with the singularity via the three-dimensional McKay correspondence. From this quiver we set up the localization computation as in the previous sections. For singularities of the form $\mathbb{C}^3/\Gamma$ with $\Gamma \subset \text{SL}(3, \mathbb{C})$ a finite subgroup which lies in the maximal torus of $\text{SL}(3, \mathbb{C})$, the formalism reduces to an appropriate $\Gamma$ projection of the $\mathbb{C}^3$ case. The results can be interpreted as membrane contributions to the M-theory index at the
singularity. We will obtain closed forms of the partition function for certain $\Gamma$. The results in this section are based on and generalize those of [8, 9]

5.1 BPS states and McKay quivers

In this Section we will focus on BPS counting associated with quivers which arise from orbifold singularities of the form $\mathbb{C}^3 / \Gamma$ where $\Gamma \subset \text{SL}(3, \mathbb{C})$ is a finite subgroup which lies in the maximal torus of $\text{SL}(3, \mathbb{C})$. In this case the relevant quiver is the McKay quiver $Q_\Gamma$ which is constructed out of the representation theory data of $\Gamma$ as follows. The set of vertices of $Q_\Gamma$ is in one-to-one correspondence with the irreducible one-dimensional representations $\rho_a$ of $\Gamma$. Such representations form a group which we will denote by $\hat{\Gamma}$.

The arrow structure of $Q_\Gamma$ is dictated by the tensor product decomposition: the number of arrows going from node $\rho_b$ to node $\rho_a$ is given by

$$a_{ba}^{(1)} = \dim_{\mathbb{C}} \text{Hom}_\Gamma(\rho_b, Q \otimes \rho_a),$$

(5.1)

where $Q = \rho_{a_1} \oplus \rho_{a_2} \oplus \rho_{a_3}$ denotes the fundamental three-dimensional representation of $\Gamma$. This is defined by the action of $\Gamma$ on $\mathbb{C}^3$. The condition that $\Gamma \subset \text{SL}(3, \mathbb{C})$ implies that $a_1 + a_2 + a_3 = 0$. This construction is the higher-dimensional generalization of the ordinary McKay quiver for ALE singularities.

Consider now a representation of the McKay quiver. From the individual vector spaces $V_a$ assigned to the vertices labelled $\rho_a$ we form $V = \bigoplus_{a \in \hat{\Gamma}} V_a \otimes \rho_a^\vee$ (here $\rho^\vee$ is the conjugate representation). In other words the representations of the McKay quiver have a natural $\Gamma$-module structure. The linear maps between vector spaces are determined by $B \in \text{Hom}_\Gamma(V, Q \otimes V)$. If we introduce the notation $B_a^{(a)} \in \text{Hom}_{\mathbb{C}}(V_a, V_{a+a_a})$, the relations between the quiver maps can be derived from the superpotential

$$W_\Gamma = \sum_{a \in \Gamma} B_1^{(a+a_2+a_3)} \left( B_2^{(a+a_3)} B_3^{(a)} - B_3^{(a+a_2)} B_2^{(a)} \right).$$

(5.2)

The Jacobian algebra $A_\Gamma = \mathbb{C}Q_\Gamma / \langle \partial W_\Gamma \rangle$ is a noncommutative crepant resolution of the singularity $\mathbb{C}^3 / \Gamma$.

As shown in [8], from the point of view of the six-dimensional topological theory living on the D6 brane the dimensions of the vector spaces $\dim V_a = k_a$ which enter in the isotypical decomposition $V = \bigoplus_{a \in \Gamma} V_a \otimes \rho_a^\vee$, correspond to instanton configurations which transform in the irreducible representation $\rho_a$. Similarly in the framing node decomposition $W = \bigoplus_{a \in \Gamma} W_a \otimes \rho_a^\vee$ the vector spaces label boundary conditions at infinity. Since the gauge connection is flat at infinity, it is labelled by an irreducible representation $\rho$ of $\Gamma$. In this note we will only consider trivial representations at infinity: the framing node is connected to the quiver only to the vertex associated with the trivial representation.

The formation of D0/D2 bound states can be seen from the point of view of the quiver quantum mechanics which arises from the quantization of the collective coordinates
around each instanton configuration; or more precisely from a direct parametrization of the moduli space of ideal sheaves [8]. This quiver quantum mechanics localizes onto fixed points of its BRST operator. This operator can be twisted by the natural toric action on \( \mathbb{C}^3 \), since the \( \mathbb{T}^3 \) action and the \( \Gamma \) action commute. Fixed points are again classified by plane partitions \( \pi \), except that now they carry a \( \Gamma \)-action. The reason for this is that the superpotential \( W_{\Gamma} \) can be seen as the same as the superpotential \( W \) where one takes into account also the \( \Gamma \)-action on the representation spaces \( \text{Hom}_{\mathbb{C}}(V, V) \). As a consequence the classification of the fixed points in terms of 3d partitions remains the same, except that now each box also carries a \( \Gamma \)-weight, corresponding to the (inverse of the) weight of the monomial in \( \mathbb{C}[z_1, z_2, z_3] \) represented by that box.

While working equivariantly with respect to the \( \Gamma \) action on \( \mathbb{C}^3 \), one also inherits the stability condition of the Donaldson–Thomas problem on \( \mathbb{C}^3 \). This selects as stable modules the cyclic modules generated starting from the framing node, in our case the one corresponding to the trivial representation \( \rho_0 \). On \( \mathbb{C}^3 \) this stability condition enters in the classification of the fixed points given in terms of 3d partitions: these are constructed starting from the framing node in a fashion consistent with the equations of motion \( [B_i, B_j] = 0 \) for \( i, j = 1, 2, 3 \). Therefore the classification of fixed points in the \( \mathbb{C}^3 / \Gamma \) case automatically follows from the stability condition.

### 5.2 Localization on quiver moduli spaces

The relevant quiver representation moduli space associated with the low energy effective quantum mechanics of the D6-D0 system is the quotient stack

\[
\mathcal{M}_{\Gamma}(\mathbf{v}, \mathbf{w}) = \frac{\text{Rep}^c(\hat{Q}_\Gamma; W_{\Gamma})}{\prod_{r \in \hat{\Gamma}} GL(k_r, \mathbb{C})}, \quad (5.3)
\]

where \( \text{Rep}^c(\hat{Q}_\Gamma; W) \) is the subset of

\[
\text{Hom}_{\Gamma}(V, Q \otimes V) \oplus \text{Hom}_{\Gamma}(V, \wedge^3 Q \otimes V) \oplus \text{Hom}_{\Gamma}(W, V) \quad (5.4)
\]

cut out by the F-term equations derived from the superpotential \( W_{\Gamma} \) and parametrizing cyclic representations\(^3\). Here \( \mathbf{v} = \{v_a\}_{a \in \hat{\Gamma}} \) where \( v_a = \dim_{\mathbb{C}} V_a \). As explained above, we can assume \( W = \mathbb{C} \) and therefore \( \mathbf{w} = (1, 0, \ldots, 0) \). Therefore we will remove it from the notation and denote the moduli spaces by \( \mathcal{M}_{\Gamma}(\mathbf{v}) \).

In instanton counting problems one can construct a local model for the moduli space by studying a deformation complex, which parametrizes linearized field configurations

---

\(^3\) To be more precise the middle term \( \text{Hom}_{\Gamma}(V, \wedge^3 Q \otimes V) \) corresponds to an extra field \( \varphi \) which arises in the effective quantum mechanics of the D6-D0 bound states on \( \mathbb{C}^3 \). This field does not enter in the geometric description of \( \text{Hilb}^N(\mathbb{C}^3) \). If one denotes by \( I \) the field corresponding to \( \text{Hom}_{\Gamma}(\mathbb{C}, V) \), then the equation \( I^i \varphi = 0 \) is required to make (5.5) an equivariant complex. We refer the reader to [7, 8] for a more complete discussion.
near solutions of the equations of motion, up to gauge invariance. In the case of orbifold singularities it is given at a fixed point by \[8\]

\[
\text{Hom}_{\Gamma} (V_\pi, V_\pi \otimes Q) \oplus \text{Hom}_{\Gamma} (C, V_\pi) \oplus \text{Hom}_{\Gamma} (V_\pi, V_\pi \otimes \wedge^2 Q) \oplus \text{Hom}_{\Gamma} (C \otimes \wedge^3 Q)
\]

\[(5.5)\]

The complex (5.5) is a way to encode the information about the virtual tangent space which is alternative to the construction discussed in Sect. 2.2. If we forget about the \(\Gamma\) action, the above complex becomes precisely the relevant complex for \(C^3\), whose space of configurations is given by \(\text{Hilb}(\mathbb{C}^3, n)\). Also note that from the perspective of the effective D6-D0 quantum mechanics, the term \(\text{Hom}_{\Gamma} (V_\pi, V_\pi \otimes \wedge^3 Q)\) appears as a field in the complex (5.5), while in (2.12), is part of the obstruction bundle, but with a minus sign, signalling an overcounting of obstructions.

From the deformation complex we can read directly the virtual tangent space \((T^\text{vir}_\pi)^\Gamma = (V_\pi - \overline{V}_\pi t_1 t_2 t_3 - (1 - t_1) (1 - t_2) (1 - t_3) \overline{V}_\pi \otimes V_\pi)^\Gamma\),

\[(5.6)\]

which becomes the virtual tangent space (2.12) for the case of \(X = \mathbb{C}^3\) when we forget about the \(\Gamma\)-action. In (5.6), and in all the remaining examples in this section, we have used the involution \(t = t^{-1}\) to define \(\overline{V}_\pi\). Fixed points of the toric action are still classified by 3d partitions, since the orbifold group \(\Gamma\) is a subgroup of the torus \(\mathbb{T}^3\). The vector space \(V\) can be decomposed at a fixed point \(\pi\) as

\[
V_\pi = \bigoplus_{a \in \hat{\Gamma}} (P_{l,a} \otimes \rho_a^\vee)
\]

\[(5.7)\]

The modules \(P_{l,a}\) are associated with the decomposition of \(\sum_{n1,n2,n3} \rho_{l_1,n1+1} \rho_{l_2,n2+1} \rho_{l_3,n3+1}\) as a \(\Gamma\)-module, while the \(\rho_a^\vee\) factors keep track of the representation. The vector spaces \(V\) have a decomposition as a sum of monomials in the toric variables, and each monomial has a definite transformation under the orbifold action. Each 3d partition carries an action of the group \(\Gamma\) induced by the fundamental representation \(Q = \rho_{a_1} \oplus \rho_{a_2} \oplus \rho_{a_3}\). In plain words each box of the partition is associated with a character of \(\Gamma\) depending on the transformation of the monomial in the toric variables associated with that box under the \(\Gamma\) action.

We define the K-theoretic BPS partition function as

\[
Z_{\Gamma}([p_i], [t_i]) = \chi (\mathcal{M}_\Gamma, \hat{\mathcal{O}}^\text{vir}_\Gamma)
\]

\[(5.8)\]

where additional counting variables \(\{p_i\}\) can be introduced to keep track of the dimensions of the representations by a simple modification of the virtual structure sheaf. The moduli space decomposes as a disjoint union

\[
\mathcal{M}_\Gamma = \bigsqcup \mathcal{M}_\Gamma (v).
\]

\[(5.9)\]
The modified virtual structure sheaf is

$$\hat{\mathcal{O}}_{\Gamma}^{\text{vir}} = \text{prefactor} \mathcal{O}_{\Gamma}^{\text{vir}} \otimes \mathcal{K}_{\text{vir}, \Gamma}^{1/2}$$

(5.10)

where the prefactor contains counting parameters to label each component of the moduli space and is a vector of the form \( \prod_{i \in Q_0} p_i^{\nu_i} \).

As before, all the information about the modified virtual structure sheaf \( \hat{\mathcal{O}}_{\Gamma}^{\text{vir}} \) is contained in \( T_{\Gamma}^{\text{vir}} \). The virtual structure sheaf parametrizes obstructions while

$$\mathcal{K}_{\text{vir}, \Gamma}^{1/2} = \det^{-1/2} T_{\Gamma}^{\text{vir}}.$$  

The virtual tangent space can now be interpreted as the \( \Gamma \)-invariant part of (5.12)

$$\left( T_{\Gamma}^{\text{vir}} \pi \right)^{\Gamma} = \left( T_{\pi}^{\text{vir}} \tilde{M} \right)^{\Gamma} - \left( \kappa \otimes T_{\pi}^{\text{vir}} \tilde{M} \right)^{\Gamma} = \sum_{i} a_i - \sum_{i} b_i = \sum_{i} w_i^{\Gamma} - \sum_{i} \kappa w_i^{\Gamma}$$

(5.11)

where the weights \( w_i^{\Gamma} \) are in general monomials in the toric weights which are invariant under the \( \Gamma \)-action. Note that since \( \Gamma \) has trivial determinant, the combination \( \kappa = t_1 t_2 t_3 \) is invariant.

At a fixed point \( \pi \) the virtual structure sheaf can be written in localized K-theory as

$$\left( \mathcal{O}_{\pi}^{\text{vir}} \right)^{\Gamma} = \mathcal{O}_{\pi} \prod_{i} \frac{1 - b_i^{-1}}{1 - a_i^{-1}}.$$  

(5.12)

Similarly

$$\mathcal{K}_{\text{vir}, \Gamma} = \frac{\det \left( T_{\pi}^{\text{vir}} \tilde{M} \otimes \kappa \right)^{\Gamma}}{\det \left( T_{\Gamma}^{\text{vir}} \tilde{M} \right)^{\Gamma}}$$

(5.13)

Finally, putting everything together (in localized K-theory)

$$\left( \hat{\mathcal{O}}_{\pi}^{\text{vir}} \right)^{\Gamma} = \mathcal{O}_{\pi} \prod_{i} \frac{1 - b_i^{-1}}{1 - a_i^{-1}} \otimes \left( \mathcal{K}^{\text{vir}} \right)^{1/2} = \mathcal{O}_{\pi} \prod_{i} \frac{\left( \kappa / w_i^{\Gamma} \right)^{1/2} - \left( \kappa / w_i^{\Gamma} \right)^{-1/2}}{\left( w_i^{\Gamma} \right)^{1/2} - \left( w_i^{\Gamma} \right)^{-1/2}}$$

(5.14)

where again we stress that the weights are \( \Gamma \)-invariant since \( \kappa = t_1 t_2 t_3 \) is invariant due to the Calabi–Yau condition.

The refined limit is taken precisely as in the affine space case, by sending the toric weights \( t_i \) to zero or infinity while keeping their product \( \kappa \) constant. Sending \( \kappa \rightarrow 1 \) reproduces the cohomological limit [8]

$$Z_{\Gamma}^{\text{coho}}(\{ p_i \}) = \sum_{\pi} \prod_{i \in Q_0} p_i^{\nu_i} \int_{[\mathcal{M}_{\Gamma}(\nu)]^{\text{vir}}} \mathcal{O}_{\Gamma}^{\text{vir}}.$$  

(5.15)
5.3 The case of A-fibered singularities

We begin by studying a series of examples of orbifold singularities which are fibrations of ADE singularities over the complex plane. Such singularities have semi-small crepant resolutions which are fibrations of ALE spaces over the complex plane. We will, however, work in the noncommutative crepant resolution chamber, using quiver representation data to compute BPS partition functions. In this example we will consider the simplest case where \( X = \mathbb{C}^2 / \mathbb{Z}_n \times \mathbb{C} \) and the singularity is resolved as a noncommutative crepant resolution. In this example we will also denote by \( \Gamma \) the orbifold group acting on the \( \mathbb{C}^2 \) factor, hoping that this will not cause confusion.

**Geometry and representation theory** We will consider orbifolds of the form \( X = \mathbb{C}^2 / \Gamma \times \mathbb{C} \) where \( g \in \Gamma = \mathbb{Z}_n \) acts on \( \mathbb{C}[z_1, z_2] \) as

\[
g \cdot (z_1, z_2, z_3) = (\zeta z_1, \zeta^{-1} z_2, z_3)
\]  

(5.16)

where \( \zeta \) is an \( n \)th root of unity. At large radius such singularities have semi-small crepant resolutions given by trivial fibration of a resolved \( A_{n-1} \) singularity over \( \mathbb{C} \). The resolved geometry is toric and the exceptional locus consists of \(-2\) curves which intersect transversally. The intersection matrix of the exceptional curves is the negative of the Cartan matrix of \( A_{n-1} \). Tilting sheaves for these geometries were discussed in Sect. 1.1 of [31] using combinatorial tools from toric geometry, see, in particular, Theorems 1.10 and 1.15.

At short distances smooth geometry is replaced by representation theory data. In our case this is given by the McKay quiver associated with the singularity. The nodes of the quiver are in one to one correspondence with the irreducible representations \( \rho_\alpha \) of \( \Gamma \subset \text{SU}(2) \subset \text{SU}(3) \). The arrows are given by the multiplicities of the decomposition of \( Q \otimes \rho_r \) into irreducible representations, where \( Q \) denotes the fundamental representation.

For example if we take \( \Gamma = \mathbb{Z}_3 \), the defining representation is \( Q = \rho_1 \oplus \rho_2 \oplus \rho_0 \). From (5.1) we now see

\[
a_{rs}^{(1)} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}.
\]  

(5.17)

The quiver \( Q \) constructed with these data is

\[ \text{Diagram} \]

(5.18)
The quiver \( \hat{Q} \) which is relevant to the problem of computing degeneracies of BPS bound states is obtained by framing \( Q \). The framing node represents a single D6 brane and is connected to \( Q \) by a single arrow to the node labelled by \( v_0 \). From a gauge theory perspective the choice of this node corresponds to the choice of a superselection sector where the gauge connection at infinity is flat and in the trivial representation of \( \Gamma \).

We will first go through a few examples and then make a general conjecture for the partition function for arbitrary \( \Gamma = \mathbb{Z}_n \).

**BPS partition function for** \( \mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C} \)** We begin with a simple example. In this case the \( \Gamma \)-action on \( \mathbb{C}[z_1, z_2, z_3] \) is

\[
g \cdot (z_1, z_2, z_3) = (\xi z_1, \xi z_2, z_3)
\]

with \( \xi^2 = 1 \).

At a fixed point the representation spaces decompose

\[
V = V_0 + V_1 = \sum_{(i,j,k) \in \pi} t_1^{-i+1} t_2^{-j+1} t_3^{-k+1} \delta_{i-j \equiv 0 \text{ mod } 2}
+ \sum_{(i,j,k) \in \pi} t_1^{-i+1} t_2^{-j+1} t_3^{-k+1} \delta_{i-j \equiv 1 \text{ mod } 2}
\]

we set \( |\pi_i| = \dim V_\pi \) for \( \pi = 0, 1 \). These measure the number of boxes in the 3d partition which transform in the conjugacy class labelled by \( \pi \). In terms of this decomposition the virtual tangent space has the form

\[
(T^{\text{vir}}_\pi)^\Gamma = V_0 - \bar{V}_0 t_1 t_2 t_3 - (V_0 \otimes \bar{V}_0 + V_1 \otimes \bar{V}_1)(1 + t_1 t_2)(1 - t_3)
- (V_0 \otimes V_1 + V_1 \otimes V_0)(-t_1 - t_2)(1 - t_3).
\]

We can now compute the partition function

\[
Z_{\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}}(p_0, p_1, \{ t_1 \}) = \sum_{n} \sum_{|\pi| = n} p_0^{|\pi_0|} p_1^{|\pi_1|} \hat{a} \left( (T^{\text{vir}}_\pi)^\Gamma \right)
\]

where the second sum is over all three-dimensional partitions with fixed number of boxes. We can see directly the first few terms, up to degree two

\[
Z_{\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}}(p_0, p_1, \{ t_1 \}) = 1 + \frac{p_0 \left( -\kappa - t_3 \right)}{\sqrt{\kappa} (1 + t_3)}
+ \frac{p_0 \left( 1 + \frac{t_1}{2} \right) \left( \kappa t_1 - t_2 \right) (\kappa - t_3)}{\kappa^{3/2} \left( -1 + t_3^2 \right) (1 - t_2) (1 - t_3)}
+ \frac{p_0 p_1 \left( -\kappa - t_2 \right) \left( -\kappa - t_3 \right)}{\kappa^{3/2} (1 - t_2) (1 + t_3)}
+ \frac{p_0 \left( -\kappa + t_3 \right) \left( -\kappa + t_2 \right)}{\kappa (1 - t_3)^2} + \cdots.
\]

We conjecture that this partition function has a closed form presentation as the symmetrized form of a certain orbifold generalization of Nekrasov’s function. Define the
function

\[ F_{\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}}[t_1, t_2, t_3, t_4, t_5; p_1] = \left( p_1 + \frac{1}{p_1} \right) \left( \frac{\kappa/t_3}{(\kappa/t_3)^{1/2} - (t_3/\kappa)^{1/2}} \right) \prod_{i=1}^{5} \left( 1 - \frac{t_i^{-1/2}}{t_i} \right) \]
\[ + F_{\mathbb{C}^3} \left[ t_1/t_2, t_2^2, t_3, t_4, t_5 \right] + F_{\mathbb{C}^3} \left[ t_1^2, t_2/t_1, t_3, t_4, t_5 \right] \]  

(5.24)

Then we claim that

\[ Z_{\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}}(p_0, p_1, \{t_i\}) = S^* F_{\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}}[t_1, t_2, t_3, t_4, t_5; p_1] \]  

(5.25)

with the identifications \( \kappa = t_1 t_2 t_3 \), \( t_4 = q/\sqrt{\kappa} \), \( t_5 = 1/(q \sqrt{\kappa}) \); finally after symmetrization we set \( q = -p_0 p_1 \). This claim is checked order by order in the supporting MATHEMATICA file [13] up to terms of degree six.

**BPS partition function for \( \mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C} \)**

Now we consider the orbifold \( \mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C} \) with action

\[ g \cdot (z_1, z_2, z_3) = (\xi z_1, \xi^{-1} z_2, z_3) \]  

(5.26)

with \( \xi^3 = 1 \). We decompose the representation space as \( V = V_0 + V_1 + V_2 \) with

\[ V_0 = \sum_{(i,j,k) \in \pi_0} t_1^{-i+1} t_2^{-j+1} t_3^{-k+1} \delta_{i-j=0 \mod 3} \]
\[ V_1 = \sum_{(i,j,k) \in \pi_1} t_1^{-i+1} t_2^{-j+1} t_3^{-k+1} \delta_{i-j=1 \mod 3} \]
\[ V_2 = \sum_{(i,j,k) \in \pi_2} t_1^{-i+1} t_2^{-j+1} t_3^{-k+1} \delta_{i-j=2 \mod 3} \]  

(5.27)

In particular, we set \( |\pi_r| = \dim_{\mathbb{C}} V_r \), effectively obtained by setting the toric weights to 1.

Then the virtual tangent space decomposes as

\[ (T_{\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}}^\vir)^{\mathbb{Z}_3} = V_0 - \bar{V}_0 t_1 t_2 t_3 - (V_0 \bar{V}_0 + V_1 \bar{V}_1 + V_2 \bar{V}_2)(1 + t_1 t_2)(1 - t_3) \]
\[ - (V_0 \bar{V}_1 + V_1 \bar{V}_2 + V_2 \bar{V}_0)(-t_2)(1 - t_3) \]
\[ - (V_0 \bar{V}_2 + V_1 \bar{V}_0 + V_2 \bar{V}_1)(-t_1)(1 - t_3) \]  

(5.28)

We can now compute the partition function

\[ Z_{\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C} \,(p_i \{t_i\})} = \sum_{n} \sum_{|\pi| = n} p_0^{|\pi_0|} p_1^{|\pi_1|} p_2^{|\pi_2|} \hat{a} \left( (T_{\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}}^\vir)^{\mathbb{Z}_3} \right) \]  

(5.29)

We can see directly the first few terms

\[ Z_{\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C} \,(p_i \{t_i\})} = 1 + \frac{p_0 (\kappa - t_3)}{\sqrt{\kappa}(-1 + t_3)} + \frac{p_0 p_1 (\kappa - t_3)}{\sqrt{\kappa}(-1 + t_3)} \]
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check order by order that function. We define the orbifold function as

\[ \chi(\frac{1}{\kappa}) \]

The right-hand side follows from a direct computation. It can also be interpreted as

\[ \text{invariants by construction since it averages the generating function of } Z_0 \]

is the generating function of \( Z \)

\[ C(t) = \frac{(1 - t)^3}{(1 - t_1^3)(1 - t_2^3)(1 - t_3^3)} \]

computed via localization. In this case (5.33) can be interpreted as

\[ \text{(5.30)} \]

Now we want to recast the partition function as a symmetrized form of an orbifold function. We define the orbifold function as

\[ F_{\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}}[t_1, t_2, t_3, t_4, t_5; p_1, p_2] = \left( p_1 + \frac{1}{p_1} + p_2 + \frac{1}{p_2} + p_1 p_2 + \frac{1}{p_1 p_2} \right) \left( \frac{(\kappa/t_3)^{1/2} - (t_3/\kappa)^{1/2}}{\prod_{i=1}^2 (t_i^{1/2} - t_i^{-1/2})} \right) + F_{\mathbb{C}_3} \left[ t_1^2 + t_2^2, t_1, t_2, t_3, t_4, t_5 \right] \]

with the usual identifications \( \kappa = t_1 t_2 t_3, t_4 = q/\sqrt{\kappa}, t_5 = 1/(q \sqrt{\kappa}) \). Then we can check order by order that

\[ Z_{\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}}([p_1], \{ t_i \}) = 5^* F_{\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}}[t_1, t_2, t_3, t_4, t_5; p_1, p_2] \]

where after symmetrization we set \( q = -p_0 p_1 p_2 \). Note that

\[ \frac{1}{3} \sum_{r=0}^2 \frac{1}{(1 - w^r t_1)(1 - w^r t_2)(1 - t_3)} = \frac{1}{(1 - t_1^3)(1 - t_2^3)(1 - t_3)} + \frac{1}{(1 - t_1^3)(1 - t_2^3)(1 - t_3)} + \frac{1}{(1 - t_1^3)(1 - t_2^3)(1 - t_3)} \]

is the generating function of \( \mathbb{Z}_3 \) invariant monomials in the variables \( t_i \). The left hand side gives invariants by construction since it averages the generating function of symmetric monomials in the toric variables, over all the images of the orbifold action. The right-hand side follows from a direct computation. It can also be interpreted as \( \chi(\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}, \emptyset) \) computed via localization. In this case (5.33) can be interpreted as
the equality \( \chi(\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}, \emptyset) = \chi(\mathbb{C}^2/\mathbb{Z}_3 \times \mathbb{C}, \emptyset) \). This is the origin of the three copies of the \( \mathbb{C}^3 \) generating function above.

**General formula** These results lead us to conjecture a general formula for arbitrary \( \mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C} \). Consider first the decomposition

\[
\frac{1}{n} \sum_{r=0}^{n-1} \frac{1}{(1 - w^r t_1)(1 - w^{-r} t_2)(1 - t_3)} = \frac{1}{1 - t_3} \sum_{k=0}^{n-1} \frac{1}{(1 - t_3^{n-k})/(1 - t_3^{k+1})} \tag{5.34}
\]

where \( w = \exp \frac{2\pi i}{n} \) is an \( n^{th} \) root of unity. We define the function

\[
\mathcal{F}_{\mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C}}(t_1, t_2, t_3, t_4, t_5) = \sum_{k=0}^{n-1} \mathcal{F}_{\mathbb{C}^3} \left[ t_1^{n-k}/t_2, t_3^{k+1}/t_1^{n-1-k}, t_3, t_4, t_5 \right] \tag{5.35}
\]

which generates \( \mathbb{Z}_n \)-invariant monomials in the toric parameters. Note that by taking the symmetrization \( S^* \) one finds the K-theoretic Donaldson–Thomas invariants of points of the resolution \( \mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C} \).

Introduce now the variables \( p_{[r,s]} = p_r p_{r+1} \cdots p_s \). We define the reduced function

\[
\mathcal{F}^{(n)}_{\mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C}}([p_1], t_1, t_2, t_3, t_4, t_5) = \sum_{0 < r \leq s < n} \left( p_{[r,s]} + \frac{1}{p_{[r,s]}} \right) \frac{(\kappa/t_3)^{1/2} - (t_3/\kappa)^{1/2}}{\prod_{i=3}^{5} (t_i^{1/2} - t_i^{-1/2})} \tag{5.36}
\]

We claim the following

**Conjecture 2**

\[
Z_{\mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C}} ([p_1], [t_1]) = S^* \left( \mathcal{F}_{\mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C}} [t_1, t_2, t_3, t_4, t_5] + \mathcal{F}^{(n)}_{\mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C}} ([p_1], t_1, t_2, t_3, t_4, t_5] \right) \tag{5.37}
\]

with the identifications \( \kappa = t_1 t_2 t_3 \), \( t_4 = q/\sqrt{\kappa} \), \( t_5 = 1/(q \sqrt{\kappa}) \); finally after symmetrization we set \( q = -p_0 p_1 \cdots p_{n-1} \).

We have checked this formula up to terms of degree five for \( \mathbb{C}^2/\mathbb{Z}_n \times \mathbb{C} \) with \( n = 2, 3, 4, 5, 6 \).

**Refined limit.** Now we take a refined limit by sending \( t_3 \longrightarrow 0 \), \( t_1 \longrightarrow 0 \) in such a way that \( t_3 \) approaches zero much faster and \( t_2 \longrightarrow \infty \) in such a way that the product \( \kappa = t_1 t_2 t_3 \) remains constant.

First recall that

\[
\frac{(\kappa/\omega)^{1/2} - (\omega/\kappa)^{1/2}}{(\omega)^{1/2} - (\omega)^{-1/2}} \longrightarrow \begin{cases} -\kappa^{-1/2} & \text{if } \omega \longrightarrow \infty \\ -\kappa^{1/2} & \text{if } \omega \longrightarrow 0 \end{cases} \tag{5.38}
\]
Next we have the limits
\[
\frac{t_1^{n-k}}{t_2^k} \longrightarrow 0, \quad \frac{t_2^{k+1}}{t_1^{n-1-k}} \longrightarrow \infty, \quad (5.39)
\]
since \(0 \leq k \leq n - 1\). Therefore the contributions of each ratio to the refined limit exactly compensate each other for each \(k\) and the leading term is always determined by the behaviour of \(t_3\). Therefore each term in \(\mathcal{F}_{C^2/Z_n \times \mathbb{C}}\) contributes equally. If we set \(t_4 = q / \sqrt{\kappa}, t_5 = 1 / (q \sqrt{\kappa})\), then
\[
\mathcal{F}_{C^2/Z_n \times \mathbb{C}}(t_1, t_2, t_3, t_4, t_5) \longrightarrow n(-\kappa^{1/2}) \frac{1}{\kappa^{1/2}} \frac{q}{(1-q \sqrt{\kappa})(1-q / \sqrt{\kappa})} \quad (5.40)
\]
In the function \(\mathcal{F}^{(r)}_{C^2/Z_n \times \mathbb{C}}\) the only term relevant to the refined limit is the \(t_3\)-dependent ratio. Overall this function becomes
\[
\mathcal{F}^{(r)}_{C^2/Z_n \times \mathbb{C}}(p_1, p_2, p_3, t_4, t_5) \longrightarrow \sum_{0 < r \leq s < n} \left( p_{[r,s]} + \frac{1}{p_{[r,s]}} \right) (\kappa^{1/2}) \frac{q}{(1-q \sqrt{\kappa})(1-q / \sqrt{\kappa})} \quad (5.41)
\]
By writing all the pieces together we find the full refined limit
\[
Z_{C^2/Z_n \times \mathbb{C}}^{\text{ref}}(p_1) = S^* \left( n + \sum_{0 < r \leq s < n} \left( p_{[r,s]} + \frac{1}{p_{[r,s]}} \right) (\kappa^{1/2}) \frac{q}{(1-q \sqrt{\kappa})(1-q / \sqrt{\kappa})} \right) \quad (5.42)
\]
where again after symmetrization we set \(q = -p_0 p_1 \cdots p_{n-1}\).

We can now write this generating function in product formula. First note that
\[
S^* x \frac{\kappa^{1/2} q}{(1-q \sqrt{\kappa})(1-q / \sqrt{\kappa})} = \prod_{i,j=1}^\infty \left( 1 - x q^{i+j-1} \sqrt{\kappa}^{j-i+1} \right)^{-1} =: M(x, q, \sqrt{\kappa}) \quad (5.43)
\]
where the generalized MacMahon function is defined in (2.23); to ease the notation in this section we set \(M_{\delta=1}(x, q, \sqrt{\kappa}) = M(x, q, \sqrt{\kappa})\). Using repeatedly this identity we find
\[
Z_{C^2/Z_n \times \mathbb{C}}^{\text{ref}}(p_1) = M(1, -p_0 p_1 \cdots p_{n-1}, \sqrt{\kappa})^n \times \prod_{0 < r \leq s < n} M(p_{[r,s]}, (-p_0 p_1 \cdots p_{n-1}, \sqrt{\kappa}) \cdot M(1/p_{[r,s]}, (-p_0 p_1 \cdots p_{n-1}, \sqrt{\kappa})) \quad (5.44)
\]
As in the conifold case, the results disagree with the literature [28] in the choice of refinement of the “degree zero” part, the factor \( M (1, (-p_0 p_1 \cdots p_{n-1}), \sqrt{\kappa})^n \). However as already mentioned in [28] and discussed above, this has to be expected and is due to the non-compactness of the relevant moduli spaces. Most likely there exists a choice of the refined limit which reproduces the results of [28], but we have not managed to find it so far.

### 5.4 The case \( \mathbb{C}^3/\mathbb{Z}_2 \times \mathbb{Z}_2 \)

**Geometry and representation theory.** In this case the orbifold acts as

\[
g_1(z_1, z_2, z_3) = (-z_1, -z_2, z_3) \\
g_2(z_1, z_2, z_3) = (-z_1, z_2, -z_3) \\
g_3(z_1, z_2, z_3) = (z_1, -z_2, -z_3)
\]

and \( g_0 \) the identity. The crepant resolution given by \( \text{Hilb}_{\mathbb{Z}_2 \times \mathbb{Z}_2}(\mathbb{C}^3, 4) \) has three compact curves and no compact divisors. The action has non trivial weights \( r_1 = (1, 1, 0) \), \( r_2 = (1, 0, 1) \) and \( r_3 = r_1 + r_2 \). There are four corresponding irreducible representations \( \rho_r \) and the tensor product decomposition \( \rho_r \otimes \mathcal{Q} \) with the defining representation gives

\[
(a'^{(1)}_{rs}) = \begin{pmatrix}
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0
\end{pmatrix}.
\]

The resulting quiver \( \mathcal{Q} \) is

![Quiver](image)

The framed quiver \( \hat{\mathcal{Q}} \) has an extra node connected by a single arrow to the node \( v_0 \). A tilting bundle for this geometry can be obtained from the formalism discussed in Section 1.1 of [31].

**BPS partition function.** The representation space decomposes as

\[
V_\pi = V_{0,0} + V_{0,1} + V_{1,0} + V_{1,1}
\]

\( \square \) Springer
with

$$V_{r_1, r_2} = \sum_{(i,j,k) \in \pi} t_1^{-i+1} t_2^{-j+1} t_3^{-k+1} \delta_{i+k=r_1 \mod 2} \delta_{j+k=r_2 \mod 2}$$  \hspace{1cm} (5.49)$$

As a consequence the virtual tangent space is

$$(T^\text{vir}_{\mathbb{Z}_2 \times \mathbb{Z}_2}) = V_{0,0}
- V_{0,0}(t_1, t_2, t_3) - \left[ (V_{0,0} \overline{V}_{0,0} + V_{1,0} \overline{V}_{1,0} + V_{0,1} \overline{V}_{0,1} + V_{1,1} \overline{V}_{1,1})(1 - t_1 t_2 t_3)
- (V_{1,0} \overline{V}_{0,0} + V_{0,0} \overline{V}_{1,0} + V_{0,1} \overline{V}_{1,1} + V_{1,1} \overline{V}_{0,1})(t_1 - t_2 t_3)
- (V_{0,1} \overline{V}_{0,0} + V_{0,0} \overline{V}_{1,0} + V_{1,0} \overline{V}_{1,1} + V_{1,1} \overline{V}_{0,1})(t_2 - t_1 t_3)
- (V_{0,0} \overline{V}_{1,1} + V_{1,1} \overline{V}_{0,0} + V_{0,1} \overline{V}_{1,0} + V_{1,0} \overline{V}_{0,1})(t_3 - t_1 t_2) \right].$$  \hspace{1cm} (5.50)$$

From the virtual tangent space and the classification of fixed points we can compute the partition function, defined as

$$Z_{C^3 / \mathbb{Z}_2 \times \mathbb{Z}_2} ((p_i), \{t_i\}) = \sum_n \sum_{|\pi|=n} p_0^{[\pi_0]} p_1^{[\pi_1]} p_2^{[\pi_2]} p_3^{[\pi_3]} \hat{a} \left((T^\text{vir}_{\mathbb{Z}_2 \times \mathbb{Z}_2}) \right)$$  \hspace{1cm} (5.51)$$

Explicitly the first few terms read

$$Z_{C^3 / \mathbb{Z}_2 \times \mathbb{Z}_2} ((p_i), \{t_i\}) = 1 + p_0 + \frac{p_0 p_1 (\kappa - t_1^2)}{\sqrt{\kappa}(-1 + t_1^2)} + \frac{p_0 p_2 (\kappa - t_2^2)}{\sqrt{\kappa}(-1 + t_2^2)} + \frac{p_0 p_3 (\kappa - t_3^2)}{\sqrt{\kappa}(-1 + t_3^2)} + p_0 p_1 p_2$$
+ \frac{p_0 p_3 (\kappa - t_3^2)}{\sqrt{\kappa}(-1 + t_3^2)} + \frac{p_0 p_3 (\kappa - t_4^2)}{\sqrt{\kappa}(-1 + t_4^2)} + \cdots$$  \hspace{1cm} (5.52)$$

**Symmetrized form.** Now we write down the orbifold function, whose symmetrization reproduces the partition function. Consider first the function

$$\mathcal{F}_{C^3 / \mathbb{Z}_2 \times \mathbb{Z}_2} \left[ t_1, t_2, t_3, t_4, t_5 \right] = \mathcal{F}_{C^3} \left[ t_1^2, t_2^2, t_3^2, t_4^2, t_5^2 \right] + \mathcal{F}_{C^3} \left[ t_1^2, t_2^2, t_3^2, t_4^2, t_5^2 \right]$$
$$+ \mathcal{F}_{C^3} \left[ t_1^2, t_2^2, t_3^2, t_4^2, t_5^2 \right] + \mathcal{F}_{C^3} \left[ t_1^2, t_2^2, t_3^2, t_4^2, t_5^2 \right]$$  \hspace{1cm} (5.53)$$

Such a function is related to the decomposition

$$\frac{1}{4} \sum_{i=0}^3 \frac{1}{(1 - g_i t_1)(1 - g_i t_2)(1 - g_i t_3)} = \frac{1}{(1 - t_1^2)(1 - t_2^2)(1 - t_3^2)}$$
$$+ \frac{1}{(1 - t_1^2)(1 - t_3^2)(1 - t_3^2)}$$
\begin{align}
&= \frac{1}{(1 - t_2^2)(1 - t_3^2)} \left( 1 - \frac{t_1}{t_2 t_3} \right) + \frac{1}{(1 - t_4^2)(1 - t_5^2)} \left( 1 - \frac{t_1 t_2}{t_4 t_5} \right) + \frac{1}{(1 - t_2 t_3)(1 - t_4 t_5)} \tag{5.54}
\end{align}

which generates invariant monomials. Second define

\begin{align}
\mathcal{F}_{C^3/Z_2 \times Z_2}^{(r)} \left[ \{ p_i \}, t_1, t_2, t_3, t_4, t_5 \right] &= \frac{1}{\sqrt{t_4} - \frac{1}{\sqrt{t_4}}} \frac{1}{\sqrt{t_5} - \frac{1}{\sqrt{t_5}}} \\
&\times \left[ \left( \frac{\sqrt{t_4} - \frac{1}{\sqrt{t_4}}}{t_3 - \frac{1}{t_3}} \right) (p_1 p_2 + \frac{1}{p_1 p_2}) + \left( \frac{\sqrt{t_5} - \frac{1}{\sqrt{t_5}}}{t_2 - \frac{1}{t_2}} \right) (p_1 p_3 + \frac{1}{p_1 p_3}) \right. \\
&\left. + \left( \frac{\sqrt{t_4} - \frac{1}{\sqrt{t_4}}}{t_1 - \frac{1}{t_1}} \right) (p_2 p_3 + \frac{1}{p_2 p_3}) \right] + p_1 p_2 p_3 + \frac{1}{p_1 p_2 p_3} + p_1 + \frac{1}{p_1} + p_2 + \frac{1}{p_2} + p_3 + \frac{1}{p_3} \tag{5.55}
\end{align}

When comparing to the large radius result we expect that the parameters \( p_1, p_2 \) and \( p_3 \) correspond to the three compact curves in the resolved geometry.

We conjecture that

\begin{align}
Z_{C^3/Z_2 \times Z_2} \left[ \{ p_i \}, t_i \right] &= S^* \left( \mathcal{F}_{C^3/Z_2 \times Z_2} \left[ t_1, t_2, t_3, t_4, t_5 \right] + \mathcal{F}_{C^3/Z_2 \times Z_2}^{(r)} \left[ \{ p_i \}, t_1, t_2, t_3, t_4, t_5 \right] \right) \
\tag{5.56}
\end{align}

with the usual identifications \( \kappa = t_1 t_2 t_3, t_4 = q/\sqrt{\kappa}, t_5 = 1/(q \sqrt{\kappa}) \) and, after symmetrization, \( q = -p_0 p_1 p_2 p_3 \).

\textbf{Refined limit.} By scaling away the toric weights with the same procedure of A-fibered singularities we find

\begin{align}
Z_{C^3/Z_2 \times Z_2}^{\text{ref}} \left[ \{ p_i \}, \kappa \right] &= S^* \left[ \frac{q \kappa^{1/2}}{(1 - q \kappa^{1/2}) (1 - \kappa^{1/2})} \left( 3 + \frac{1}{\kappa} \right) \right. \\
&\left. + \left( p_1 p_2 + \frac{1}{p_1 p_2} \right) + \left( p_2 p_3 + \frac{1}{p_2 p_3} \right) \right. \\
&\left. + \frac{1}{\kappa} \left( p_1 p_3 + \frac{1}{p_1 p_3} \right) - \frac{1}{\kappa^{1/2}} \left( p_1 + \frac{1}{p_1} \right) - \frac{1}{\kappa^{1/2}} \left( p_2 + \frac{1}{p_2} \right) \right. \\
&\left. - \frac{1}{\kappa^{1/2}} \left( p_3 + \frac{1}{p_3} \right) \right. \\
&\left. - \frac{1}{\kappa^{1/2}} \left( p_1 p_2 p_3 + \frac{1}{p_1 p_2 p_3} \right) \right] \tag{5.57}
\end{align}
where we set $q = -p_0 \ p_1 \ p_2 \ p_3$ after symmetrization. Proceeding as before, we can also write down a product form for the partition function

$$Z_{C^3/Z_3}^{ref}(\{p_i\}, \kappa) = M(1, q, \sqrt{\kappa})^3 \ M(1/\kappa, q, \sqrt{\kappa}) \ M(p_2 \ p_3, q, \sqrt{\kappa}) \ M(\frac{1}{p_1 \ p_2}, q, \sqrt{\kappa})$$

$$M(p_2 \ p_3, q, \sqrt{\kappa}) \ M(\frac{1}{p_2 \ p_3}, q, \sqrt{\kappa}) \ M(\frac{1}{\kappa} \ p_1 \ p_3, q, \sqrt{\kappa}) \ M(\frac{1}{\kappa} \ p_1 \ p_3, q, \sqrt{\kappa})^{-1}$$

$$M(\frac{1}{\sqrt{\kappa}} \ p_1, q, \sqrt{\kappa})^{-1} \ M(\frac{1}{\sqrt{\kappa}} \ p_2, q, \sqrt{\kappa})^{-1} \ M(\frac{1}{\sqrt{\kappa}} \ p_3, q, \sqrt{\kappa})^{-1}$$

$$M(\frac{1}{\sqrt{\kappa}} \ p_1 \ p_2, q, \sqrt{\kappa})^{-1} \ M(\frac{1}{\sqrt{\kappa}} \ p_1 \ p_3, q, \sqrt{\kappa})^{-1} \ M(\frac{1}{\sqrt{\kappa}} \ p_2 \ p_3, q, \sqrt{\kappa})^{-1}. \quad (5.58)$$

where the generalized MacMahon function was introduced in (5.43).

### 5.5 The $C^3/Z_3$ orbifold

Consider the orbifold $C^3/Z_3$. In this case no closed formula is known even in the case of the (unrefined) topological string, and therefore we do not expect one in the K-theory setup.

**Geometry and representation theory.** We let the generator $g$ of $Z_3$ act on $C^3$ as $g(z_1, z_2, z_3) = (\zeta z_1, \zeta z_2, \zeta^3 z_3)$ with $\zeta^3 = 1$. The resulting orbifold $C^3/Z_3$ has a geometric crepant resolution given by the total space of $\mathcal{O}_{\mathbb{P}^2}(-3) \to \mathbb{P}^2$. This geometry contains a $\mathbb{P}^2$ as a compact divisor, and three torus invariant rational curves.

From the representation theory data one can construct the quiver

$$v_0 \bullet$$

$$v_1 \bullet \quad v_2 \bullet$$

$$v_0 \bullet$$

Indeed in this case $Q = \rho_1 \oplus \rho_1 \oplus \rho_1$, from which we see from (5.1) that

$$a_{ab}^{(1)} = \begin{pmatrix} 0 & 0 & 3 \\ 3 & 0 & 0 \\ 0 & 3 & 0 \end{pmatrix} \quad (5.60)$$
The framing consists in an extra node connected with a single arrow to $v_0$.

**BPS partition function.** The representation space has the decomposition $V = V_0 + V_1 + V_2$, where

$$V_r = \sum_{(i,j,k) \in \pi} t_1^{-i} t_2^{-j} t_3^{-k} \delta_{i+j+k=r \mod 3} \tag{5.61}$$

The virtual tangent space is given by

$$(T^\text{vir}_\pi)^\Gamma = V_0 - V_0(t_1 t_2 t_3) - \left[ (V_0 V_0 + V_1 V_1 + V_2 V_2)(1 - t_1 t_2 t_3) 
+ (V_0 V_2 + V_1 V_0 + V_2 V_1)(-t_1 - t_2 - t_3) 
+ (V_0 V_1 + V_1 V_2 + V_2 V_0)(t_1 t_2 + t_1 t_3 + t_2 t_3) \right]. \tag{5.62}$$

The partition function is now

$$Z_{\mathbb{C}^3/\mathbb{Z}_3}([p_1], [t_1]) = \sum_n \sum_{|\pi|=n} p_0^{|\pi_0|} p_1^{|\pi_1|} p_2^{|\pi_2|} \hat{a}((T^\text{vir}_\pi)^\Gamma). \tag{5.63}$$

Explicitly the few first terms are

$$Z_{\mathbb{C}^3/\mathbb{Z}_3}([p_1], [t_1]) = 1 + p_0 + \frac{p_0 p_1 (\kappa t_1 - t_2)(\kappa t_1 - t_3)}{\kappa (t_1 - t_2)(t_1 - t_3)} + \frac{p_0 p_1 (t_1 - \kappa t_2)(\kappa t_2 - t_3)}{\kappa (t_1 - t_2)(t_2 - t_3)} 
+ \frac{p_0 p_1 (t_1 - \kappa t_3)(-t_2 + \kappa t_3)}{\kappa (t_1 - t_3)(-t_2 + t_3)} - \frac{p_0 p_1 p_2 (-\kappa + t_1^2)(\kappa t_1 - t_2)(\kappa t_1 - t_3)}{\kappa^{3/2} (-1 + t_1^2)(t_1 - t_2)(t_1 - t_3)} 
- \frac{p_0 p_1 p_2 (\kappa t_1 - t_2)(-\kappa + t_2^2)(\kappa t_2 - t_3)}{\kappa^{3/2} (t_1 - t_2)(-1 + t_2^2)(t_2 - t_3)} - \frac{p_0 p_1 p_2 (t_1 - \kappa t_3)(-t_2 + \kappa t_3)(-\kappa + t_3^2)}{\kappa^{3/2} (t_1 - t_3)(-t_2 + t_3)(-1 + t_3^2)} 
\quad + \frac{p_0 p_2 (\kappa t_1 - t_3)(-\kappa t_2 + t_3)}{\kappa (t_1 - t_3)(-t_2 + t_3)} + \frac{p_0 p_2 (t_1 - \kappa t_2)(-t_1 + t_3)}{\kappa (t_1 - t_2)(t_1 - t_3)} + \frac{p_0 p_2 (\kappa t_1 - t_2)(t_1 - \kappa t_3)}{\kappa (t_1 - t_2)(t_2 - t_3)} + \cdots \tag{5.64}$$

### 6 Discussion

We conclude with some comments and some open problems.

#### 6.1 Towards M2 branes on NCCRs

The results of the previous sections should admit an interpretation as the theory of M2 branes propagating on noncommutative crepant resolutions. Indeed the main goal of the M2-brane index computations is to provide some mathematical understanding of certain degrees of freedom of M-theory. While it is not yet clear how precisely to attain this goal, we can still try to make some progress in understanding the noncommutative
theory by transferring large radius results to the singular non-geometric limit. The following discussion will be necessarily somewhat vague.

Roughly speaking the proposal made in [35] for the membrane moduli space consists of the moduli space of maps $f : C \rightarrow Z$ from one-dimensional Cohen–Macaulay schemes into the smooth Calabi–Yau fivefold, with certain stability conditions that ensure that the Euler characteristic $\chi(\mathcal{O}_C)$ is bounded both from above and from below. More precisely the moduli space $M2(Z)$ parametrizes such maps together with a certain subsheaf $N$ of the normal sheaf $N_f$. Such moduli space is endowed with a symmetrized virtual structure sheaf $\mathcal{O}_{M2}$. Conjecturally virtual counts over this moduli space should reproduce the K-theoretical Donaldson–Thomas theory of $Z$.

Our results should point the way to define the analogous object in the noncommutative regime $NCM2(Z)$, which describe membranes degrees of freedom when $Z$ develops a singularity. This means that it should be possible to interpret our results as a theory of membranes in a noncommutative geometry, possibly obtained as a phase of a membrane worldvolume theory. One could expect that such a theory is related to maps from a curve $C$ into the noncommutative algebra $A$ which resolves the singularity, where the membrane is wrapping the three manifold $C \times S^1$. The situation is somewhat analogous to what happens in the study of three-dimensional gauge theories, as discussed for example in [37]. If one considers a supersymmetric gauge theory on $C \times S^1$ then under certain assumptions the Higgs branch has the structure of a Nakajima variety. At low energies the theory reduces to the K-theory of quasimaps $f : C \rightarrow Nak$, defined as sections of certain bundles $\mathcal{V}$, $\mathcal{W}$ on $C$ which obey certain moment map relations $\mu = 0$. Here $\mathcal{V}_i = f^*V_i$ where $V_i$ are the vector spaces which enter in the definition of the Nakajima quiver variety. In our case the relevant target space is not a Nakajima variety but we can still consider the moduli space of representations of the relevant quiver. Indeed this plays the same role in six-dimensional instanton counting that Nakajima varieties play in four-dimensional instanton counting [10].

Roughly speaking one would study collections of vector bundles $V_i$ on $C$ of fixed rank, together with a section $f \in H^0(C, \mathcal{M}^\Gamma)$ which obeys $\mu = 0$, with

$$\mathcal{M}^\Gamma = \text{Hom}_\Gamma(\mathcal{V}, \Omega \otimes \mathcal{V}) \oplus \text{Hom}_\Gamma(\mathcal{V}, \Lambda^3 \Omega \otimes \mathcal{V}) \oplus \text{Hom}_\Gamma(\mathcal{W}, \mathcal{V})$$

(6.1)

where the product of toric weights is interpreted as $\hbar$. The moment map $\mu = 0$ is the one obtained by the F-term equations derived from the superpotential [8].

The associated enumerative problem appears to be interesting and somewhat natural. However, there are two serious drawbacks: to begin with it is not clear at all if it is mathematically well posed; second, the physical motivations are based on an analogy, but this is rather thin and there is no reason that the worldvolume theory of the membrane will have a phase where the moduli space of vacua is described by quasimaps.

Another option would be to transfer directly the construction of [35] from large radius to the singular phase. In the case of orbifolds we can use the McKay correspondence, or more generically the fact that the derived category $D^b(\text{coh}X)$ of the smooth threefold is derived equivalent to the derived category of modules over the path algebra of the quiver $D^b(A - \text{mod})$. This equivalence is given by a tilting sheaf.
and under favourable conditions it descends at the level of K-theory. For example, for the resolved conifold $Y$ the tilting generator is $T = \mathcal{O}_Y \oplus \pi^* \mathcal{O}_P(1)$. Then $\mathbb{R}\text{Hom}(T, -) : D^b(\text{coh}(Y)) \rightarrow D^b(A - \text{mod})$ induces the derived equivalence, and $A = \text{End}_Y(T)$. The tilting generator has the form $T = P_o \oplus P_\bullet$ where $P_i = A e_i$ are the projective modules and the $e_i$ are the idempotents.

The derived equivalence descends at the level of K-theory to the isomorphism $[RF(\cdot)] : K(\text{coh}Y) \rightarrow K(A - \text{mod})$ (since this discussion is rather qualitative we ignore when opposite categories appear), given by $[RF(\cdot)] = \sum_i (-1)^i \text{Ext}^i_Y(T, -)$. Quasi-isomorphic complexes map to the same K-theory class. In the large radius limit we are looking at maps $f$ from schemes $C$ to $Z$. We can replace the curve with the sheaf $f_* \mathcal{O}_C$, and then via the derived equivalence map the two sheaves $f_* \mathcal{O}_C$ and $\mathcal{N}$ into complexes of $A$-modules, with K-theory classes $[RF(\mathcal{O}_C)]$ and $[RF(\mathcal{N})]$. In the case of orbifolds the above procedure is essentially a generalization of the McKay correspondence, reviewed in [10] in a similar context. At the level of K-theory this maps complexes of vector bundles which are exact outside the exceptional locus to $\Gamma$-equivariant sheaves supported at the origin of $C^3$. Therefore this discussion predicts that the moduli space $\text{NCM}^2$ of M2 branes on the noncommutative geometry can be understood as the $\Gamma$-fixed locus $M^2_{\Gamma}(C^3)$ of the flat space moduli space $M^2(C^3)$. Note that while the discussion above is rather vague, this proposal is concrete. In particular it should be possible to analyse this moduli space concretely to check the above quasi-map proposal.

We hope to return to this problem in the near future.

### 6.2 Some open problems

We summarize a few more concrete open problems that are currently under investigation:

- Perhaps the most interesting problem is a systematic study of the wall-crossing behaviour of the M2 index. In this paper we have computed the index in the noncommutative crepant resolution chamber. We believe our techniques can be extended to other chambers, especially those which arise from this chamber via quiver mutations. Work is in progress in this direction and we hope to report about it soon [12].

- Ordinary Donaldson–Thomas theory associated with quivers can also be rephrased in terms of a dimer model, a certain statistical mechanical model associated with the quiver [38]. It should be possible to generalize this model to the case where the weight of a dimer configuration is given by the localized A-roof genus of the configuration, computed at a fixed point in the associated quiver moduli space. It would be interesting to understand if such a model has hidden algebraic structures, perhaps related to those uncovered in [24].

- Donaldson–Thomas theory, from a gauge theory point of view, can be generalized to include defects [11]. Roughly speaking the idea is to specify singularities for the gauge connection over a divisor. Such singularities can be classified in term of parabolic sheaves and the Donaldson–Thomas problem is reduced to counting ideal sheaves with a prescribed parabolic structure. Also this problem can be rephrased...
in terms of representations of a certain quiver, and our techniques certainly apply to that case.

- In the case of orbifolds the higher rank Donaldson–Thomas invariants admit a generalization as Donaldson–Thomas invariants of type $w$, where $w$ is the vector which specifies the rank of the D6 brane theory as well as the boundary conditions at infinity [8]. It would be interesting to study the K-theoretic generalization to this setting. In particular it is natural to propose that the same vector $w$ specifies boundary conditions at infinity for M2 branes.
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