Gapless to gapless phase transitions by mode fractionalization in quantum spin chains
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We investigate spin chains with bilinear-biquadratic spin interactions as a function of an applied magnetic field $h$. At the Ummin-Lai-Sutherland (ULS) critical point we find a remarkable hierarchy of fractionalized excitations revealed by the dynamical structure factor $S(q, \omega)$ as a function of magnetic field yielding a transition from a gapless phase to another gapless phase before reaching the fully polarized state. At $h = 0$, the envelope of the lowest energy excitations goes soft at two points $q_1 = 2\pi/3$ and $q_2 = 4\pi/3$, dubbed the A-phase. With increasing field, the spectral peaks at each of the gapless points bifurcate and combine to form a new set of fractionalized excitations that soften at a single point $q = \pi$ at $h_{c1} \approx 0.94$. Beyond $h_{c1}$ the system remains in this phase dubbed the B-phase until the transition at $h_{c2} = 4$ to the fully polarized phase. We discuss the central charge of these two gapless phases and contrast the behavior with that of the gapped Haldane phase in a field.

Introduction: Quantum Spin liquids (QSL) are exotic quantum phases beyond Landau’s symmetry-breaking paradigm that are expected to emerge in the presence of frustration or in low dimensions whereby long-range magnetic order is suppressed by strong quantum fluctuations. While similar to a paramagnet, in that QSLs do not possess any long range order, they are, however, a non-trivial state of matter characterized by long range entanglement that leads to a new kind of topological order. Topological order is reflected in fractionalized particles with non-trivial braiding statistics and long range topological entanglement.

While non-trivial topological order is not possible in 1d systems, QSL phases arise due to the Lieb-Shultz-Mattis (LSM) theorem, as the analog of Mermin-Wagner theorem, that leads to disordered states with fractionalized excitations. Moreover, the availability of rich theoretical tools in 1D systems, such as conformal field theory (CFT), Luttinger liquid, and density matrix renormalization group (DMRG), makes (quasi) one dimensional spin chains an important theoretical platform to explore possible spin liquid phases and phase transitions.

One dimensional interacting systems has a long history that dates back to 1931 when the exact solution of the spin-1/2 Heisenberg chain was found by Bethe, predicting quasi-long-range order in the ground state and gapless excitations. The mechanism of such gaplessness was given by the LSM theorem whereby the separation between the ground and first excited state energies of a half-integer spin chain was shown to vanish in the thermodynamic limit. Haldane’s generalization to larger spin S SU(2) chains, using a mapping to a non-linear sigma model, showed that one dimensional Heisenberg antiferromagnets with integer spins have an excitation gap, later observed in experiments.

In this paper we discover a new phenomenon: a phase transition from a gapless QSL to another gapless QSL in a spin-1 quantum chain in an applied magnetic field. While both QSL phases harbor fractionalized excitations, their nature is different, with modes that go soft at different points in the Brillouin zone. Given material candidates, we expect our predictions for the dynamical structure factor to be observable by inelastic neutron spectroscopy.

The Model: The general model for a system of $S = 1$ interacting spins is the bilinear-biquadratic Hamiltonian (BLBQ) defined on a chain of $L$ sites given by:

$$H_{BLBQ} = \sum_{\langle ij \rangle} S_i \cdot S_j - \beta (S_i \cdot S_j)^2.$$  \hspace{1cm} (1)

This model has the well-known phase diagram shown in Fig.1(a), parameterized by $\beta$ or the related angle $\tan \theta = -\beta$, where $\beta = 0$ corresponds to the aforesaid spin-1 antiferromagnets. The gapped phase relevant for Haldane’s conjecture, termed Haldane phase, emerges for a wide range of $\beta$ as a symmetry protected topological (SPT) phase, which disappears at the ULS point due to the closing of the gap.

Recent progress on quantum materials, has made it possible to investigate many (quasi) one-dimensional quantum magnets of spin-1 such as CsNiCl$_3$, LiVGe$_2$O$_6$, and 5d$_4$ materials like OsCl$_4$ whose magnetic phase transition under an applied field is expected to be captured by Eq. (1) under a field at $\beta = -1$ (ULS).

Given the availability of candidate spin chain materials, adds to the importance of understanding phase transitions in such materials in an externally applied magnetic field. It was shown by Affleck that the gap of the spin-1 Heisenberg antiferromagnet at $\beta = 0$ closes at a critical magnetic field and can be understood as a Bose-Einstein condensation of magnons. In this paper our focus is to study phase transitions in the BLBQ family under an external magnetic field:

$$H = H_{BLBQ} + h \sum_i S_i^z.$$  \hspace{1cm} (2)

We expect the magnetic-field-induced phase transitions in Eq.(2) to be first order transitions because the magnetic field term is conserved. However, that does not imply a
Another gapless phase. We first see this from the power law nature of the static correlations. In our central result we focus on the Uimin-Lai-Sutherland (ULS) critical point $\beta = 0.1024\pi (\beta = -1/3)$, and the critical ULS model at $\theta = \pi/4 (\beta = -1)$. VBS refers to the valence bond solid ground state of the AKLT model at $h = 0$. The Heisenberg antiferromagnetic model at $\theta = 0 (\beta = 0)$ is discussed in the Supplement. Right panel: schematic phase diagram of BLBQ parameterized by $\beta$ and $h$ reproduced from Ref. $^{37}$. Phase boundaries are marked by black solid lines. Black dashed line marks a cross-over to an effective spin-$1/2$ XXZ model in a field within the B phase; at $-\beta = 1$ the mapping is to an effective spin-$1/2$ Heisenberg model. We obtain the evolution of the static and dynamical correlation functions in the gapless A-phase, B-phase and Haldane phase along the two red dashed lines (AKLT and ULS).

Simple transition to a polarized phase by a level crossing at large field. In fact, intermediate phases, termed S1 and S2 that reflect the number of modes by Fath and Littlewood, have been found to intervene over a large range of fields between the state at zero field and the fully polarized phase $^{20,31}$, with a crossover to an effective spin-$1/2$ XXZ model within S1-phase $^{32,33}$. Yet as we show below, the term S2 phase must be modified since the 2 modes of the ULS state bifurcate once put under a non-zero field; hence we dub these instead phase A and B phase in this paper. The schematic phase diagram is shown in Fig.1(b).

Because the field term is conserved, the ground state of the model at a particular value of $\beta$ with a field then becomes the ground state of a block Hamiltonian with a fixed $S_z$ of the model without a field. We perform numerical calculations using DMRG for lattice sizes up to 200 sites with periodic and open boundary conditions.

Main Results: While these intermediate phases were identified more than a decade ago, in this paper we identify the mechanisms underlying these phase transitions. We focus on the Uimin-Lai-Sutherland (ULS) critical point $\beta = -1$ $^{34-36}$ marked in the figure Fig.1(b), which shows a remarkable phase transition from a gapless phase to another gapless phase. We first see this from the power law nature of the static correlations. In our central result in Fig. 2 we show the behavior of the dynamical structure factor in a field that reveals the mechanism of the gapless to gapless phase transition.

We discover a hierarchy of fractionalized excitations that evolve from two broad peaks that soften at $q_1 = 2\pi/3$ and $q_2 = 4\pi/3$ at zero field in the first gapless phase dubbed A, start bifurcating at finite field, and beyond a critical field $h_{c1} \approx 1$ combine to form new fractionalized excitations that now soften at a $q = \pi$ in the second gapless phase, dubbed the B phase. The fractionalized nature of the excitations and their evolution from one gapless phase to the other are the core of our results. We discuss below the reasons behind the robustness of the A phase even in the absence of a gap, and the mapping of the spin-1 model to the effective spin-$1/2$ Heisenberg model in a field in the B phase which provides understanding of the dynamical spectral functions.

Entanglement Entropy: The von Neumann entanglement entropy $S_{vN}$ of a subsystem A with the rest of the chain is obtained from the reduced density matrix $\rho_A$ of the ground state $|g.s.\rangle$ $^{37,38}$:

$$\rho_A = Tr_B [ |g.s.\rangle \langle g.s.|],$$

$$S_{vN} = - Tr [\rho_A \log(\rho_A)]$$

(3)

Fig.2(a,b) shows a first order transition of the average magnetization in a field that is directly reflected in the discontinuity of the entanglement entropy, which shows a jump from $S_{vN} \approx 2$ in the A-phase to $S_{vN} \approx 1$ in the B-phase at $h_{c1} \approx 0.94$. The transition to the fully polarized phase occurs at $h_{c2} = 4$ where $S_{vN}$ goes to zero.

The spin-spin correlations show power law behavior in both A and B phases Figure 2(c,d), consistent with both being gapless phases. The static structure factor $S(q)$ has a 2-peak structure in the A-phase (4-peak with field) and
a single peak in the B phase. The main question we want to understand in this paper is how can these two phases be distinguished? And moreover, what is the mechanism of this gapless to gapless transition?

**Dynamical Correlations** The dynamical correlation function is obtained from the spatial and time Fourier transform of the time-dependent spin-spin correlation function $S^{\alpha,\beta}(q, \omega) = FT \langle S^\alpha_j(t) S^\beta_j(0) \rangle$. Figure 2(e-h) shows the $S^+ S^-$ component of the dynamical structure factor calculated using DMRG for a lattice of 200 sites with open boundary conditions, with and without field a $h$, as indicated. (The $S^z S^z$ and $S^- S^+$ components are shown in the Supplement(13)) Before the first transition at $h_{c1}$, the dynamical structure factor $S(q, \omega)$ in Fig. 2(e) shows that a wide range of frequencies are excited at a given momentum, in contrast to the gapped Haldane phase that has sharper modes that can be captured by single mode approximation(19,39–42). At low energies, the spectrum for the ULS model has two gapless incommensurate modes at $q \sim \pi / 3, 4\pi / 3$ corresponding to the two peaks in the static structure factor shown in Fig. 2(d) at $h = 0$. The broad spectrum provides clear evidence for fractionalized excitations.

Adding a field breaks the SU(3) symmetry of the ULS model into U(1) x U(1). As shown in Fig. 2(f), this reduction of symmetry is accompanied by the bifurcation of the two incommensurate “modes” that are both 2-fold degenerate, resulting in 4 distinct gapless “modes”. Given the large range of frequencies over which the spectral weight at a given $q$ is spread over, these are clearly not well-defined modes. However, there is considerable concentration of spectral weight that softens at the incommensurate momenta $2\pi / 3$ and $4\pi / 3$. Upon increasing the field, we find that the two pairs of modes move in opposite directions in momentum space. Near $h_{c1}$ one pair of modes recombines into a degenerate mode at $\pi$, the other pair moves further away from each other and becomes fainter as the field reaches $h_{c1}$. Finally, as shown in Fig. 2(h), at $h = 1.5 > h_{c1}$ we see only the gapless mode at $\pi$ while the other pair is completely washed out. As discussed below, the evolution of the dynamical structure factor shows explicitly how the bifurcation and recombination of degenerate soft modes yields a spectrum that shows strong similarities with that of the spin-1/2 Heisenberg model.
Robustness of A-phase: In the absence of a gap protecting the A phase, what is the reason behind the robustness of the A-phase up to a critical field \( h_{c1} \)? As we show next, we can exploit the SU(3) symmetry of the ULS Hamiltonian to show explicitly the stability of the gapless A-phase and the transition at \( h_{c1} \). For this purpose, it is useful to map the ULS Hamiltonian onto a fermion model, in which spin-1 operators are decomposed into partons by the mapping \( S_{\pm} \equiv \frac{1}{\sqrt{2}} (\psi_{\uparrow}^\dagger S_{\pm} \psi_{\downarrow} + \psi_{\downarrow}^\dagger S_{\mp} \psi_{\uparrow}) \) describing 3 annihilation components of a fermionic spinor corresponding to \( m = 1, 0, -1 \). We follow the fermionization approach of Ref.\(^\text{33}\) to show that the ULS Hamiltonian (with some auxiliary constants) can be written as

\[
H_{ULS} - c = \sum_{\langle ij \rangle} S_i \cdot S_j + (S_i \cdot S_j)^2 - c
\]

\[
= - \sum_{\langle ij \rangle;mnm'} b_{i,m}^\dagger b_{j,m} b_{j,m'} b_{i,m'}
\]  
(4)

where we have defined the auxiliary diagonal term \( c = n_1 n_2 + 3 n_3 \) with \( n_1 = \sum_m b_{i,m}^\dagger b_{i,m} \) being the total on-site occupation number operator. (A more complete derivation can be found in the Supplement\(^\text{19}\).) The fermionic representation reveals the larger symmetry than is apparent, without having to write \( H_{ULS} \) in terms of generators of the Lie algebra of SU(3). Equation (4) can be compactly written as

\[
\sum_{\langle ij \rangle} (\psi_{\uparrow}^\dagger \psi_{\downarrow}) (\psi_{\uparrow}^\dagger \psi_{\downarrow}) \text{.}
\]

This expression is invariant under any symmetry transformations in \( \{ U \in GL(3, \mathbb{C}) | U^\dagger U = \mathbb{I}, \det(U) = 1 \} = SU(3) \), which directly shows the SU(3) symmetry of the ULS point. From this representation, we see three conserved quantities, by computing the commutators

\[
[\hat{N}_m, H_{ULS}] = \left[ \sum_i b_{i,m}^\dagger b_{i,m}, H_{ULS} \right] = 0,
\]

where we have defined \( \hat{N}_m \) to be the total occupation number operator of \( m \)-type fermion of the whole lattice. Let \( N_m \) be the eigenvalue of \( \hat{N}_m \), which must be an integer because it is a good quantum number. We can hereafter identify \( N_{-1} \) as the number of sites with \( m = 1 \), \( N_0 \) the number of sites with \( m = 0 \), and \( N_1 \) number of sites with \( m = -1 \). The ULS model then conserves \( N_0 \), \( N_1 \), and \( N_{-1} \) separately. Because the sum of the three equals the number of sites \( L \), there are two linearly independent quantities \((L, i)\); thus the ULS model has two local symmetries.

Let us choose the total \( Sz \) and the total \( N_1 \): \( [H_{ULS}, S_z] = [H_{ULS}, N_1] = 0 \). A field \( h \) in the \( z \) direction does not change these symmetries, because \( \sum_i S_i^z = \sum_i b_{i,1}^\dagger b_{i,-1} - b_{i,-1}^\dagger b_{i,1} \) obviously commutes with all \( N_m \). We can then label the energy of the ULS in each block \((S_z, N_1)\) with \( E_{ULS}(S_z, N_1) \), and the energy of the ULS with field as \( E_{ULS}(S_z, N_1) + h S_z \).

Because we choose \( h \geq 0 \), \( N_1 \) tends to decrease as \( h \) increases, and \( S_z \) tends to become more negative, so that \( |S_z| \) increases as \( h \) increases. For \( h < h_{c1} \), the system can decrease its energy by either increasing \( |S_z| \), or, by decreasing \( N_1 \), or both. Decreasing \( N_1 \) while at the same time increasing \( |S_z| \) increases \( E_{ULS}(S_z, N_1) \) but decreases \( h S_z \), so the two terms compete.

At first, it costs more to constantly increase \( |S_z| \), and the system must instead zigzag \( |S_z| \) as is shown in the inset figure of Fig.2(a). But at some large enough field \( h \), the field term wins and decreasing \( |S_z| \) is no longer advantageous energetically. This happens when \( N_1 \) cannot be decreased any further, that is, when \( N_1 \) reaches its minimum value: zero. This point marks the first order phase transition at \( h = h_{c1} \). From \( h > h_{c1} \) onward, there are no longer ground states with \( m = 1 \) sites, the magnetization \( S_z \) equals \( -N_{-1} \), and \( N_1 = 0 \).

Cross-over to effective spin 1/2 model: It is worth pointing out that the dynamical structure factor of this \( S = 1 \) chain at \( h = 1.5 \) in Fig. 2(h) shows a fan emanating from the gapless point \( q = \pi \) to higher energies with decreasing spectral weight, which resembles that of a \( S = 1/2 \) chain\(^\text{32,33}\). Such behavior can be understood from a bond operator representation of spin-1\(^\text{32,33}\) whereby the spin states anti-parallel to the applied field can be projected out, and the spin operators can be approximated by

\[
S^+ = \frac{1}{\sqrt{2}} S_i, \quad S^- = \frac{1}{\sqrt{2}} S_i
\]

\[
(6)
\]

where \( S_i^+ \) creates a triplet state of spin-1 bond by \( S_i^+ |0\rangle = \frac{1}{\sqrt{2}}(|\uparrow \downarrow \rangle + |\downarrow \uparrow \rangle) \) and \( S_i^- \) the bosonic creation operator defined by \( S_i^- |0\rangle = |\uparrow \uparrow \rangle \). Eq. (6) is the Schwinger boson representation of the pseudo-spin-1/2 operators. Applying such projection produces an effective spin-1/2 anisotropic Heisenberg model subjected to an effective magnetic field:

\[
H_{eff} \propto \sum_{\langle ij \rangle} S_i^x S_j^x + S_i^y S_j^y + \Delta S_i^z S_j^z + h_{eff} \sum_i S_i^z
\]

\( (7) \)

where \( h_{eff} = (h - \beta - 1)/2 \) and \( \Delta = (1 - \beta)/2 \). This explains the resemblance between the spin-1/2 system and spin-1 system after the cross-over shown in Fig.1(b). Such a mapping from the spin-1 system to the spin-1/2 system is exact\(^\text{13}\) for \( \beta = -1 \) at \( h > h_{c1} \), so, at fields small but larger than \( h_{c1} \) we should expect the dynamical structure factor of the B phase of ULS to coincide with that of the spin-1/2 model calculated by Bethe ansatz. For larger fields before saturation, the model is equivalent to a spin-1/2 model under an effective field \( h_{eff}(h, \beta) \) whose dynamical intensity weight remains large at \( \omega(q = \pi) \rightarrow 0 \) but diminishes at high energy.

Comparison with the SPT phase: It is useful to compare the evolution of the dynamical correlations at the ULS critical point with that of the gapped Haldane phase. We investigate the AKLT point as a representative of the
Haldane phase. Its Hamiltonian reads:

$$H_{\text{aklt}} = \sum_{<ij>} S_i \cdot S_j + \frac{1}{3} (S_i \cdot S_j)^2 \tag{8}$$

The ground state of AKLT Hamiltonian is given by the well-known valence bond solid (VBS) state \(^{47}\) and is classified as a symmetry protected topological (SPT) phase protected by time-reversal, parity, and translation symmetries\(^{22}\). While some of the eigenstates of the AKLT model can be constructed explicitly\(^{48-50}\), it is helpful to obtain the complete dynamical signatures contained in the spectral function in order to compare with that of the ULS model discussed above.

When put under the external field, the dynamics of the AKLT model for \(h < h_{c1}\) is similar to that at \(h = 0\) because the gap at \(k = \pi\) for \(h = 0\) in the SPT phase protects the ground state. The gap decreases linearly with \(h\), and touches zero at \(h = h_{c1}\) with a spectrum akin to the B phase of the ULS model. This phase transition from a gapped to gapless phase is understandable, in contrast to the gapless to gapless transition of the ULS discussed previously. There are also differences between the two models as seen from their entanglement properties. Figure 3(b) shows von Neumann entanglement entropy as a function of \(h\) at central bond. At small fields the gapped SPT ground state is unchanged, and \(S_{vN} = \log 2\) due to the pair of dangling spin-1/2 bonds at both ends. There is a jump upwards in \(S_{vN}\) at the SPT-S1 transition at \(h_{c1}\) followed by a gradual reduction with increasing field within the B phase followed by a transition at \(h_{c2} = 4\) to zero in the high field product state. It is important to note that the decreasing \(S_{vN}\) in the B phase of the AKLT model is qualitatively different from that of the ULS model in which \(S_{vN}\) is constant in the entire phase (see Fig.2(b)).

**Discussion and Outlook:** In the gapless phases, the central charge provides insight into the effective underlying conformal field theory (CFT). The entanglement entropy of 1+1 dimensional CFT under OBC satisfies the Calabrese-Cardy formula:

$$S(n) = S^{\text{CFT}}(n) + S^{\text{OSC}}(n) + \text{const} \tag{9}$$

where \(n\) is the bond position. The first two terms \(S^{\text{CFT}}(n)\) and \(S^{\text{OSC}}(n)\) are defined as\(^{7,8}\)

$$S^{\text{CFT}}(n) = \frac{c}{6} \log \left[ \frac{2L}{\pi} \sin \left( \frac{\pi n}{L} \right) \right]$$

$$S^{\text{OSC}}(n) = \sum_a \frac{P_a}{\left( \frac{n}{L} \right)} \frac{\cos(2\alpha n/N(L))}{\Delta^a} \tag{10}$$
where \( c = N - 1 \) and \( \Delta_n \) is the central charge and the scaling dimension of the SU(N) WZW theory, \( N \) defines the SU(N) symmetry of the effective CFT, \( L \) the total length of chain, and, \( F(n/L) \) a universal scaling factor which can be treated approximately as a constant during the fitting procedure to extract \( c \) with only one scaling dimension \( a = 1 \) for SU(2) and SU(3)\(^{51,52}\).

It is well-known that in the continuum limit an antiferromagnetic spin-1/2 chain can be described by an SU(2) Wess-Zumino-Witten (WZW) theory with central charge \( c = 1 \), which can be generalized to many other \( 1+1 \)-dimensional quantum critical systems with higher SU(N) symmetries with central charge \( c = N - 1 \). Based on this we expect that in the A-phase at \( h = 0 \) with SU(3) symmetry the central charge should be 2. The B-phase of the ULS model with \( \beta = -1 \) for \( h_{c1} < h < h_{c2} \) can be mapped exactly to a spin-1/2 Heisenberg model\(^{52,33}\); hence this intermediate phase should have an effective WZW theory with central charge \( c = 1 \).

While central charge of the ULS model in the entire intermediate B phase is expected to be exactly \( c = 1 \) due to its mapping to the spin-1/2 Heisenberg chain, such an exact mapping is no longer valid for \( h_{c1} < h < h_{c2} \) away from \( \beta = -1 \). Nonetheless, we find that the central charge as obtained by the Calabrese-Cardy formula remains \( c \approx 1 \) for the most part in the B phase.

Our predictions open doors for inelastic neutron scattering experiments on candidate materials pertaining to BLBQ models, taking the explorations beyond the Heisenberg \( S = 1 \) magnets. Future theoretical work will involve the nature of edge modes of BLBQ models under open boundary conditions. It is also interesting to expand the search to quantum magnetic models in higher dimensions. For the Kitaev model on the honeycomb lattice, we have recently found that that in a magnetic field there is a gapless phase with a spinon Fermi surface sandwiched between a gapped non-abelian Kitaev QSL and a fully polarized phase\(^{53,54}\). Developing an understanding of novel topologically ordered phases in 2D via coupled chain constructions could provide useful insights.
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Supplemental: Gapless to gapless phase transitions by mode fractionalization in quantum spin chains

This supplemental contains the following sections. Section I detailed derivation of ULS’s fermionic representation. Section II shows the derivation of the universal critical field $h_{c2}$ at the boundary of B-phase and polarized phase. Section III analyzes the convergence of our results with both the number of DMRG kept states $m$ and with respect to the thermodynamic limit. Section IV describes the contents of the data sources packaged in sourcesPaper103.tar.xz provided with this supplemental, and explains how to obtain, configure, compile, link, and run the DMRG++ computer program to reproduce the dynamical results. We have also added a description of the inputs provided in inputsPaper103.tar.xz that are helpful in obtaining the dynamical figures. This supplemental and supporting files is also available at https://g1257.github.io/papers/103.

I. FERMIONIZATION OF ULS MODEL

In this section we show a detailed derivation of ULS’s fermionic representation. Rewriting the Hamiltonian in the fermion language is allows us readily notice the SU(3) symmetry as mentioned in the main text, and is a useful tool in finding conserved charges that is not explicit otherwise. For spin-1 sites, define spin-1 operator $S_i = \psi_i^\dagger \vec{S} \psi_i$, where $\vec{S}$ is spin matrix in spin-1 Hilbert space:

$$S^z = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad S^+ = \begin{pmatrix} 0 & \sqrt{2} & 0 \\ 0 & 0 & \sqrt{2} \\ 0 & 0 & 0 \end{pmatrix}$$ (S1)

and $\psi = (d_{i,1}, d_{i,0}, d_{i,-1})^T$, with $d_{i,m}(d_{i,m}^\dagger)$ being fermion annihilation (creation) operator of spin-$m$ at site $i$. So we have

$$S^z = d_{i,1}^\dagger d_{i,-1} - d_{i,-1}^\dagger d_{i,1}$$ (S2)

$$S^+ = (S^-)^\dagger = \sqrt{2} (d_{i,0}^\dagger + d_{i,1}^\dagger d_{i,-1})$$ (S3)

There is a constraint that the spin on each site is 1, thus

$$\frac{1}{2} S^2 = \frac{1}{2} S^z S^z + \frac{1}{4} (S^+ S^- + S^- S^+) = (n - n_0 n_1 - n_0 n_{-1} - n_1 n_{-1}) \frac{1}{2} = 1$$ (S4)

where $n_m$ is the on-site occupation number operator of $m$-type fermion, and $n_i = \sum_m b_m^i b_m^i$ being the total on-site occupation number operator. The standard ULS Hamiltonian in spin language is written as

$$H_{ULS} = \sum_{\langle ij \rangle} S_i \cdot S_j + (S_i \cdot S_j)^2 - 2I$$ (S5)

note the identity $I$ is spanned in $3 \otimes 3$ Hilbert space. The on-site identity is $I_0 = \sum \langle \alpha | I_0 | \alpha \rangle d_{\alpha}^\dagger d_{\alpha} = \sum \alpha d_{\alpha}^\dagger d_{\alpha} = n$, hence $I = n_i n_j$. Therefore we can make use of the fermion representation of identity as auxiliary parameters. Let us define a diagonal constant $c = n_i n_j + 3n_i$, then the equivalent ULS Hamiltonian $\mathcal{H}$ can be expressed by.

$$\mathcal{H}_{ULS} = H_{ULS} - c = \sum_{\langle ij \rangle} S_i \cdot S_j + (S_i \cdot S_j)^2 - c$$

$$= \sum_{\langle ij \rangle} d_{i,1}^\dagger d_{j,1} d_{i,-1}^\dagger d_{j,-1} + d_{i,0}^\dagger d_{j,0} d_{i,-1}^\dagger d_{j,-1} + d_{i,1}^\dagger d_{j,0} d_{i,0} d_{j,1}^\dagger + d_{i,0}^\dagger d_{j,1} d_{i,1} d_{j,0}$$

$$+ \sum_{\langle ij \rangle} d_{i,1}^\dagger d_{j,-1} d_{i,-1} d_{j,1} + d_{i,0}^\dagger d_{j,1} d_{i,1} d_{j,0} + d_{i,1}^\dagger d_{j,0} d_{i,0} d_{j,-1} + d_{i,0}^\dagger d_{j,-1} d_{i,1} d_{j,1}$$

$$= - \left[ \sum_{\langle ij \rangle} d_{i,1}^\dagger d_{j,1} d_{i,-1} d_{j,-1} + d_{i,0}^\dagger d_{j,0} d_{i,-1} d_{j,-1} + d_{i,-1}^\dagger d_{j,-1} d_{i,-1} d_{j,1} + d_{i,0}^\dagger d_{j,1} d_{i,-1} d_{j,0} + d_{i,1}^\dagger d_{j,0} d_{i,1} d_{j,0} + d_{i,-1}^\dagger d_{j,-1} d_{i,1} d_{j,-1} \right]$$ (S6)

$$+ \sum_{\langle ij \rangle} d_{i,1}^\dagger d_{j,-1} d_{i,-1} d_{j,1} + d_{i,0}^\dagger d_{j,1} d_{i,1} d_{j,0} + d_{i,-1}^\dagger d_{j,0} d_{i,0} d_{j,-1} + d_{i,-1}^\dagger d_{j,-1} d_{i,1} d_{j,1}$$

$$= - \sum_{\langle ij \rangle; m,m'} b_{i,m}^\dagger b_{j,m} b_{j,m'} b_{i,m'} - \sum_{\langle ij \rangle} (\psi_i^\dagger \psi_j) (\psi_j^\dagger \psi_i)$$. 

It is then obvious that $\mathcal{H}_{ULS}$ remains invariant under transformations in $SU(3) \equiv \{ U \in GL(3, \mathbb{C}) | U^\dagger U = I, \det(U) = 1 \}$.

Next we show the 3 conserved quantities explicitly by the fermion representation. To do this, we are going to calculate the commutation relation $[\mathcal{H}_{ULS}, \sum_n d_n^\dagger d_n] \equiv [\mathcal{H}_{ULS}, N_n]$. For simplicity, we choose only one neighboring pairs at site 1 and site 2 and the commutator of full system can be known by induction. Hence we only need to evaluate

$$[\mathcal{H}_{ULS}, N_n] = \sum_{mm'} [d_{1n}^\dagger d_{1m'} d_{2m}^\dagger d_{2n}, d_{1n}^\dagger d_{1m}] + \sum_{mm'} [d_{1m}^\dagger d_{1m'} d_{2m}^\dagger d_{2n}, d_{2n}^\dagger d_{2n}]$$

where $N_n = d_{1n}^\dagger d_{1n} + d_{2n}^\dagger d_{2n}$ is the total occupation number of $n$-type fermion in the whole system (in the simplified case there are only 2 sites). It is straightforward to calculate:

$$[N_n, \mathcal{H}_{ULS}] = \sum_n d_n^\dagger d_n [H_{ULS}, H_{ULS}] = 0 \quad (S8)$$

That is, the total occupation number $N_n$ of $m = -1, 0, 1$ are good quantum numbers separately.

## II. PROOF OF $h_{c2} = 4$

The critical value $h_{c2}$ is the lowest field at which the BLBQ system becomes fully saturated. For this to happen, the sector with $S_z = L - 1$ has to have lower energy than the sector with $S_z = L$, and the field needed satisfies

$$E_{BLBQ}(L) - h_{c2} L = E_{BLBQ}(L - 1) - h_{c2} (L - 1), \quad (S9)$$

where $E_{BLBQ}(L')$ is the ground state energy of BLBQ Hamiltonian without field in sector $S_z = L'$. We’ll use PBC, which coincides with OBC in the thermodynamic limit $L \to \infty$. The sector with $S_z = L$ has only one state, with all spins having $m = 1$, and then the total energy contribution from $H_{BLBQ}$ is $E_{BLBQ} = (1 - \beta)L$. Now sector with $S_z = L - 1$ has exactly $L$ states, and all states have $L - 1$ spins with $m = 1$ and one spin with $m = 0$. We call $|k_p\rangle$ the state with $m = 0$ in the $p$-th site. Then

$$H_{BLBQ} |k_p\rangle = |k_{p+1}\rangle + |k_{p-1}\rangle + [(1 - \beta)L - 2] |k_p\rangle, \quad (S10)$$

which can be solved by a Fourier transform. The $|S_z = L - 1\rangle$ ground state can then be written as

$$|S_z = L - 1\rangle = \frac{1}{\sqrt{L}} \sum_p (-1)^p |k_p\rangle, \quad (S11)$$

with energy $(1 - \beta)L - 4$; using Eq. (S9) yields $h_{c2} = 4$.

Moreover, the Von Neumann entropy of the ground state of the $S_z = L - 1$ sector is exactly equal to $ln(2)$, and that of the fully saturated state is 0. Therefore, the Von Neumann entropy has a discontinuity at $\beta = h_{c2} \equiv 4$, as expected, due to the first order nature of the transition.

## III. SIZE EFFECTS AND CONVERGENCE

This section provides evidence that the results presented in the paper are converged. We analyze convergence first with the DMRG parameter $m$, the number of kept states. Figure S1 shows a comparison of the $S^+ S^-$ dynamics for the ULS model at zero field and with $L = 60$ sites for (a) $m = 500$ and (b) $m = 100$ states, indicating that none of the details discussed in the paper is affected by doubling the number of kept states, so that we have worked with correct accuracy for the level of detail needed to make the conclusions reached in the paper.

Figure S1 also shows the effect of increasing the number of sites from (a) $L = 60$ to (c) $L = 80$ to (d) $L = 100$ while maintaining a constant $m = 500$. Again, no relevant changes are noticeable that would change the conclusions reached in the paper.

Note that although $m = 500$ is enough for the convergence of dynamical structure factors, it turned out that, for the ULS critical point, we need significantly larger amount of kept states to produce an accurate von Neumann
entanglement entropy $S(n)$ that is able to capture the correct central charge. In order to get the central charge for ULS model, we kept $m = 3000$ states which produces the expected $c = 2$ for the SU(3) WZW theory. In contrast, smaller $m < 2000$ will give a fitted central charge $c < 2$ though it captures other dynamic/static features with good accuracy. This discrepancy of kept states between central charge calculation and other dynamical/static signature is highly likely to originate from the fine figures of oscillation term $S^{\text{OSC}}(n)$ under OBC, though the envelope from $S^{\text{CFT}}$ only needs a much smaller $m$.

IV. DATA SOURCES

Data sources are distributed with supplemental. In file inputsPaper103.tar.xz we include input files to be delivered to DMRG++ for all figures in the main text and supplemental. In sourcesPaper103.tar.xz we include data and tex file for generating static and dynamical structure factors of ULS, AKLT and spin-1 Heisenberg model, and their SMA analysis and central charge.

The DMRG++ computer program\textsuperscript{56} can be obtained with:

```bash
git clone https://github.com/g1257/dmrgpp.git
```

and PsimagLite with:

```bash
git clone https://github.com/g1257/PsimagLite.git
```

To compile:

```bash
cd PsimagLite/lib; perl configure.pl; make
cd ../../dmrgpp/src; perl configure.pl; make
```

The documentation can be found at https://g1257.github.io/dmrgPlusPlus/manual.html or can be obtained by doing cd dmrgpp/doc; make manual.pdf. The data needed for all the figures is in RawData.tar.gz. To reproduce figure 2, a ground state run needs to be made with ./dmrg -f akltsL60Field0.ain where all inputs are in RawData.tar.gz. After the ground state run has finished, the batches and inputs for all frequency runs can be generated with

```bash
export PSC=/path/to/dmrgpp/scripts
perl -I$PSC$ $(PSC)/manyOmegas.pl InputDollarizedAkltL60Field0.inp batchDollarized.pbs test
```

that can be launched by replacing test with submit. When all frequency runs have finished, the post-processing to obtain the .pgfplots files is (after setting PSC as before)

```bash
perl -I$PSC$ $(PSC)/procOmegas.pl -f InputDollarizedAkltL60Field0.inp -p
```
At zero field, we can add the symmetry sector TargetSzPlusConst= line, which should equal to $S_z + L$, where $S_z$ is the symmetry sector to be targeted, and $L$ the number of sites. We use $S_z$ plus the constant $L$ so that the number is always a non-negative integer. At non-zero field, the local symmetry $S_z$ is also conserved, but we may not know what value it should take, and therefore we do not provide the line TargetSzPlusConst= in the input file, so that the diagonalization includes all symmetry sectors.