Improving the Reliability of Churn Predictions in Telecommunication Sector by Considering Customer Region
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Abstract—Prediction of customer churn has been one of the most interesting and challenging tasks facing most telecommunication companies recently. For the past decade, researchers together with practitioners have been working and designing models that can correctly make more accurate customer churn predictions (CCP). However, most of these models have less accuracy than expected which is hugely affecting the intended purpose. Consequently, most of these CCP models add little or nothing to the revenue growth of telecommunication industries. This work aims at improving the reliability of CCP in the telecommunication sector. To achieve this objective, a new attribute to be factored in CCP, known as the regional churn rate (RCR), is presented. Basically, RCR gives an idea about the rate of churning in a particular locality or region. Thus, a prediction model with a more accurate CCP using a support vector machine (SVM) classifier is proposed. The performance of the proposed model is critically evaluated using five metrics i.e. misclassification error, precision, recall, specificity and f-measure. At the same time, the performance of the proposed classifier (CCP with RCR) is compared with another SVM classifier which doesn’t consider RCR (CCP without RCR). Results show that the proposed model which considers the RCR of a customer’s location gives the highest accuracies for four performance metrics i.e. precision, recall, misclassification error and f-measure. Therefore, the proposed SVM-based CCP model gives a more clear indication as to whether a customer is a potential churner or not.

Index Terms—Classification, classifiers, customer churn prediction, customer relations management, machine Learning, support vector machines, telecommunication.

I. INTRODUCTION

Since new telecom companies are emerging daily, customers have the free will to change or maintain service providers and this has become one of the biggest challenges facing most telecom companies. Customers who switch or change service providers are said to have churned. According to Wei et al. [1] churn is the change of service provider by a customer which is triggered as a result of better rates or services offered by a competitor company. In simple terms, churn means the situation whereby a customer shuns the services of a telecommunication company and decides to pitch camp with another telecom company due to better services being rendered by the new company. This situation is measured by the rate of churn using customer relationship management (CRM) tool which is considered as an important indicator for telecom companies to stay in business. The average rate of churn has been estimated by Guo-en et al. [2] to be 2.2% per month for most mobile companies. Many researchers have developed different kinds of churn prediction models to monitor and identify customers who are about to churn in order to put in place the necessary measures to retain them. These models work on the telecom company’s database in order to identify customers who are about to churn and detect them. They are then separated from the main database for the necessary retention measures to be used to retain them. Most telecom companies have a CRM system which aims at finding customers who are about to churn and uses the necessary retention strategies/measures in retaining them. In effect, CRM departments employ tactics to monitor customers’ activities in order to ensure good customer relationship and retention measures to avoid churn thereby improving the company’s services.

Newly emerging Telco’s focus on gaining new customers whiles existing telcos focus primarily on retaining their already acquired customers [3]. Again, new telecom companies have to spend more resources in acquiring new customers than what existing companies need to spend in retaining already acquired customers. It has been proven that gaining new customers is about 5-6 times costly than retaining old customers since more costly activities like manpower recruitment, discounts
and promotion cost, advertisement are involved in the former. Customers who pay less attention to competitive service providers are termed as loyal customers of that service provider and even provide more income/revenue to that particular service provider and are less expensive to keep and in turn convince their family members or acquaintances to join that particular service provider which also increases the company’s income. The main motive of most telecom industries globally is to gain a targeted number of customers in order to meet their revenue objectives. However, churning brings about loss in the number of customers which in turn affects their projected incomes.

The implementation of well-calculated steps in retaining existing customers by telecom companies can result in an increase in their income/profit. Most customer prediction and retention models aims at studying a company’s database and identify customers who have churned or about to churn and their reasons so that the necessary retention measures can be developed in order to avoid the company’s profit loss [4]. Most customer churn prediction (CCP) models focus on the global details of customers without considering their specific region and its effects on the customer during prediction of churn which most at times doesn’t yield accurate results. Perhaps certain local factors can influence or restrict customer churn. For example, some customers may find themselves in a demographic area where they have no option than to stick to only one service provider in order to gain good service quality.

The aim of this research is to improve the reliability of CCP in telecommunication sector by including the churn behavior in a customer’s region as an attribute to train a support vector machine (SVM) for classification. SVM is used in this study because of its effectiveness in the classification of churn when compared with other classification tools like logic regression, artificial neural network, decision tree etc. [5]. An SVM based approach using the polynomial kernel function and a new attribute, known as the regional churn rate (RCR) are considered in this study. The RCR gives an idea about the rate of churning in a particular locality or region. This enables the SVM classifier to learn the local churn pattern of customers in a particular region. RCR is derived from the dataset used for training and testing the classifier. In four out of five metrics, the proposed CCP model outperforms another model which does not include RCR.

The rest of the paper is structured as follows: section II gives a review of some works related to CCP schemes; section III describes the materials and methods used including an overview of support vector machine, the enhanced churn prediction approach as well as the experimental setup for performance evaluation; results and discussion are presented in section IV, and the paper is concluded in the last section V.

II. RELATED WORKS

The challenges of churn has been taken up by most researchers in various fields of life such as banking, telecommunication, insurance, hospitals and so on [6]. Fig. 1 is an illustration of the phenomenon of customer churn and its prediction approach. Most researchers have done a lot of works on churn since it emerged and a lot of techniques have been proposed as a result to tackle the problems of churn [7-10]. The most commonly used ones are SVM, decision tree, artificial neural networks (ANN), logistic regression, and so on. For instance, Archaux et al. used SVM and ANN to detect churners among prepaid mobile users and compared the results [11]. Hung et al [12] employed a hybrid approach by combining decision tree and neural network as classification methods and k-means as cluster to predict churn in a wireless telecommunication company. Anuj Sharma et al. [13] predicted customer churn in cellular wireless services using a neural network based approach with a churn accuracy of over 92%. In [14], Amin A. et al. made use of rough set theory as one-class classifier and multi-class classifier to make it easier in the selection of an effective classification model for CCP. Idris et al. [15] detected likely churners in a mobile telecommunication by using the combination of root boost, random forest, rotation forest and decorate ensembles. On the other hand, data segmentation and past prediction of customers were used by Vadakattu R. et al. [16] to increase the precision of customer churn predictions. Dasgupta et al. [17] used the time interval without any active services like incoming and outgoing calls by a customer to predict churn while Mozer et al [18] focused on comparing various machine learning and classification algorithms and techniques to analyze subscriber’s usages, billing and data.

In studying their buying patterns customer behaviors has been found to be influenced by social relationships [19]. As a result, Richter et al. [20] predicted churn using social factors by grouping the subscribers into social groups based on their call records and predicting churn separately for each group. A logit leaf model (LLM) for data classification was proposed by Caigny et al [21]. This kind of proposed algorithm was divided into two parts:

- A segmental phase where there is identification of customer segment using decision rules and
- A prediction phase in which a model is created for each leaf on the tree. The outcome shows that LLM outperformed other prediction models.

Recently, Umayaparvathi et al. [22] wanted to find out the best among these CCP techniques by using decision tree, SVM and neural networks. SVM technique was found to be the best among them. SVM was previously used by Guo-en et al to avoid structural risks and improve CCP accuracy rate even with more attributes [2]. Subsequently, Coussement et al. [23] predicted churn in newspaper subscriptions by using SVM approach to construct a churn model. An SVM based Area under the curve (AUC) method (SVMaue) was proposed by Niccolo et al. [24] for CCP in which SVMaue parameter selection was employed for the prediction of churn. The outcome showed that, the generalization performance and
the parameter-selection was optimized by SVMauc which improved the prediction performance. A meta-heuristic based approach was used for CCP by Ammar et al [25] in which a hybridized form of firefly algorithm approach was used as a classifier. The highest light intensity of every firefly was compared with each other to find out which one has the highest light intensity. This algorithm provided more accurate results. H. Li et al. [26] used a dedicated distributed cloud infrastructure that integrates both online and offline capabilities to leveragethe power of big data to solve the problem of subscriber churn.

![Diagram of customer churn phenomenon and prediction approach](image)

**Fig.1. Illustration of the customer churn (a) phenomenon (b) prediction approach and potential outcomes**

### III. MATERIALS AND METHODS

In this section, the method used for churn prediction is presented. We initially explain the theory behind SVM as a theoretical basis for its application in the proposed prediction scheme. Moreover, an enhanced approach to CPP using SVM is discussed and the experimental setup for the performance evaluation is presented.

#### A. Support vector machine (SVM)

Consider a classification task that divides the data into training and test sets. Each instance in the training set contains a class label and several corresponding characteristics or attributes. In SVM, the goal is to create a model from the training data that can predict the class label of each independent instance in the test data according to their properties or attributes. Let \((x_i, y_i), i = 1, \ldots, l\) be a training data set, where

\[ x_i \in \mathbb{R}^n \text{ and } y_i \in \{-1, 1\} \]  

\( n \) is the number of attributes of each input \( x_i \), \( y_i \) is the class label of input \( x_i \) and \( l \) is the number of training points [27]. Supposing the data is linearly separable, a hyperplane of the form described in the equation below can be used to separate the two classes:

\[ w \cdot x + b = 0 \]  

(1)

where \( w \) is a weight vector, \( x \) is input vector and \( b \) is bias [28]. The support vectors are the data points in the training set closest to the hyperplane. SVM finds the optimal hyperplane so that the separation between this hyperplane and the support vectors is maximized. Removing any of the support vectors would change the position of the optimal separating hyperplane, because they form the critical elements of the training set. The solution of the following optimization problem is required, in order to apply SVM to classify each instance in the testing data as shown in (2):

\[
\min_{w, b, \xi} \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i \\
\text{Subject to } y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i \quad \text{where } \xi_i \geq 0
\]  

(2)

\( \phi \) is a function which maps the training vectors \( x_i \) into a higher dimensional space such that SVM finds a linear separating hyper plane with the maximal margin between the classes in this space. \( C > 0 \) is a regularization parameter of the error term [29]. \( \xi_i \) is a positive slack variable which is applied to enable SVM handle data that is not completely linearly separable.

**Kernel functions:** Instead of using the original input attributes \( x_i \) in SVM, some features \( \phi(x_i) \) may rather be applied to get SVMs to learn in the high dimensional feature space [30]. Considering a feature mapping \( \phi \), the corresponding Kernel can be defined mathematically as shown in (3) as:

\[
K(x_i, x_j) = \phi(x_i)^T \phi(x_j)
\]  

(3)

\( K(x_i, x_j) \) is a measure of the similarity between \( \phi(x_i) \) and \( \phi(x_j) \), and consequently between the two independent attributes, \( x_i \) and \( x_j \). SVM performs predictions using a linear combination of kernel basis functions. The kernel defined by the function in (3) is called linear kernel and can work perfectly for linearly separable data. When the data is not completely separable linearly, non-linear SVM kernels such as the polynomial kernel are needed. The polynomial kernel is defined as shown in (4)
where \( \gamma , r \) and \( d \) are the parameters defining the kernel’s behavior [31].

**Classification score:** The SVM classification score for classifying instance \( x \) is the signed distance from \( x \) to the decision boundary ranging from \(-\infty \) to \(+\infty \). A trained SVM has a scoring function which computes a score for a new input. Basically, an SVM is a binary classifier which classifies an input as belonging to the class \( y_j = -1 \), if the output of the scoring function is negative or classifies it as belonging to class \( y_j = 1 \), if the output of the scoring function is positive. The positive class classification score \( f(x) \) is the trained SVM classification function or the score for predicting \( x \) into the positive class and is given by (5) [32]:

\[
f(x) = \sum_{j=1}^{s} a_j y_j K(x_j, x) + b
\]

where \( a_j \) is the coefficient associated with the \( i^{th} \) training example, \( s \) is the number of data points in the training set and \( x_j, y_j \) represent the \( i^{th} \) training example. 

\( K(x_j, x) \) is the dot product in the predictor space between input vector \( x \) and the support vectors, and the sum includes the training set observations. The negative class classification score for \( x \), which predicts \( x \) into the negative class is \(-f(x)\).

### B. An Enhanced Churn Prediction Approach

Since the emergence of new mobile telecom companies recently, most customers pay attention to some factors which can easily influence them to churn in their region due to the availability of different telecom companies. Customers pay attention to different factors such as competition from other service providers, service quality of their service provider, customer satisfaction, customer demographics i.e. income, education level, gender, product and services from their providers, the technology orientation of their competitors etc. These factors in a customer’s region may influence its tendency to churn or remain with a mobile network operator. For example, in a given region, there may be one or two available mobile operators. In such a case, if both networks provide poor services or one network even provides a poorer service then the tendency of customers to churn to-and-fro may be reduced. Therefore, the reputation and competitiveness of service providers in a local area could motivate churning. Perhaps, another important factor that may affect churn behavior is the income levels of customers in a geographical area. When disposable income levels are high, customers can afford to switch to a mobile network operator with better services even though it may be more expensive using that network. Clearly, the region where a customer is based cannot be neglected with regards to the factors that inspire churning.

In this paper, we factor the region or state where a customer resides to improve the reliability of churn predictions. To this end, we define a new attribute concept called the regional churn rate (RCR). RCR is the proportion of customers who churn for a particular region or locality in a given data set as given by (6) below:

\[
RCR = \frac{N_{cns}}{N_{csd}}
\]

where \( N_{cns} \) is the number of churners in a given state which can be evaluated from the dataset prior to training and \( N_{csd} \) is the number of customers from that state or region in the dataset. Therefore, while the other attributes will enable SVM learn the global pattern of churn behaviors and influencers, RCR will allow SVM to learn the local churn pattern of customers in a particular state or region. SVM is trained using a data set of customers’ attributes including the RCR and class labels (churn or non-churn) so that it can make improved customer churn predictions based on randomly distributed testing data.

### C. Experimental Setup

It is challenging to acquire actual telecommunication datasets for modeling. However, there are publicly available datasets for data analysis. The University of California, Irvine datasets repository provides accurate datasets for research purpose. For this study, we obtained the telecom dataset which has 3333 subscribers with 21 variables each [33]. Churn to non-churn customers in the dataset are 483 (14.49%) and 2850 (85.5%) respectively. Series of experiments are conducted on the dataset using MATLAB toolkit to evaluate the model performance. It is very important to preprocess the dataset before experiments can conducted on them. The approach used in preprocessing the dataset used in this study is as follows:

- Unique attributes such as customer ID are ignored since they only serve for information purposes.
- Categorical values are normalized by converting “yes and no” into “1s and 0s”. The dataset used in this study contains no missing values so no deletion or imputation of data points was performed.
- Oversampling was performed on the training set by duplicating the minority class (churn) to obtain almost equal number of minority to majority class.

The motive of splitting dataset into training and test sets in machine learning is to ensure that the developed prediction model remembers the instances it was trained on and to perform well on unseen instances. Adnan et al. [10] introduced a distance factor approach for sampling...
training and test sets. The proposed plan group datasets into two different zones (i.e. high and low certainty). With this technique, the training sample size with better accuracy can be selected or giving priority. In this study, we implement the distant factor procedure by randomly sampling (70 - 80) % training set and (30 - 20) % test set for the learning process. Feature selection was performed using Weka attribute evaluator and the selected attributes are shown in Table 1.

| Attribute       | Description                                           |
|-----------------|-------------------------------------------------------|
| CustSer_calls   | Number of calls made to customer care center          |
| Intl_Plan       | If a customer has international plan or not           |
| Day_Charge      | Day time call charges issued to a customer            |
| Day_Mins        | Daytime minutes used by the customer                  |
| Intl_Charge     | Intl call charges issued to a customer                |
| Intl_Mins       | Minutes of calls made whiles abroad                  |
| VMail_Plan      | If a customer has voice mail plan or not              |
| VMail_Msg       | Number of voice mail messages                         |
| Intl_Calls      | Daytime minutes used by the customer                  |
| Eve_Mins        | Evening time minutes used by the customer             |
| Eve_Charge      | Evening call charges issued to a customer             |
| RCR             | Proportion of customers who churn in a customer’s region/locality based a given dataset |
| Churn?          | 1 for churners and 0 for non-churners                 |

IV. RESULTS AND DISCUSSION

This section explains the performance of the proposed classifier herein denoted as CCP with RCR, and its comparison with a traditional CCP classifier herein denoted as CCP without RCR, by evaluating the outcome of various performance measure functions. CCP with RCR adds the regional churn rate (RCR) as an attribute in the data set. Obviously, CCP without RCR does not include the RCR as an attribute. The results of each performance metric (Misclassification error, Precision, Recall, Specificity and F-Measure) are discussed alongside each graph.

A. Misclassification Error Results

Fig. 2 shows the misclassification error results of both SVM-based classifiers in predicting both churn and non-churn customers. It is seen that both classifiers exhibit different results with different sample training sizes. Moreover, CCP with RCR has its lowest misclassification error of 0.074 using a sampling training size of 0.79 and also has its highest misclassification error of 0.086 using a sample size of 0.77 whereas CCP without RCR also has its lowest misclassification error of 0.092 using a sampling training size of 0.8. Results reveal that CCP with RCR obtained the minimal misclassification error, and hence the maximal prediction accuracy, since it has the lowest false classification instances by including information on the local pattern of churn behaviors in the training process. This best performance is obtained with a training to test ratio of 79:21.

B. Precision Results

This section talks about the number of correctly predicted churns over the total number of churns predicted by the both classifiers. In general, the number of correctly predicted churn increases and decreases for both classifiers at the same sample training sizes as the sample training sizes increases. From Fig. 3 CCP with RCR has the highest precision of 0.78 using a sample training size of 0.79 and has a lowest precision of 0.74 using a sampling training size of 0.77 whereas CCP without RCR has a highest precision of 0.76 using a sample training of 0.73. From the Fig. 3, it is evident that CCP with RCR obtains the highest precision using a larger sample training size while CCP without RCR obtained the highest precision using a smaller sample training size. This implies, as the sample training size increases, CCP without RCR gives more inaccurate predicted churns. Fig. 3 also shows that CCP with RCR gives a more correctly predicted churn than CCP without RCR at a training to test ratio of 77:23.

C. Sensitivity Results

The performance of the two classifiers is also measured in terms of the fraction of churn customers who are correctly identified as true churners. Based on Fig. 4, both classifiers have a zigzag trend in precision, indicating a certain non-linear relation between the sample training size and precision. Clearly, both classifiers increase and decrease at some point and exhibit different performance at different sample training sizes. Nevertheless, CCP with RCR has the highest sensitivity of 0.68 using a sample training size of 0.8 and its lowest sensitivity is 0.63 using sample training size of 0.77 whiles CCP without RCR also has its highest sensitivity of 0.53 at a sample training size of 0.73 and a lowest sensitivity of 0.47 using a sample training size of 0.76. Fig. 4 depicts that even the lowest sensitivity of CCP with RCR is far greater and better than the highest sensitivity of CCP without RCR, since the later does not consider the churn behavior at a given region or area. Fig. 4 also demonstrates that CCP with RCR best correctly identifies true churners as compared to CCP without RCR with training to test ratio of 77:23.

D. Specificity Results

We also measure the accuracy of both classifiers with reference to the fraction of true non-churn customers who are correctly identified in this section. It is observed from Fig. 5 that both classifiers identify non-churn customers with high accuracy irrespective of the sample training size. Although CCP without RCR has the highest accuracy in identifying true non-churn customers, with sample training size of 0.74, its accuracy generally decreases as the training size increases. Besides, the cost of not identifying true-non customers does not necessarily affect the revenue projections of telecom firms since any unidentified non-churn customer actually stays with his or her network. When the training size is increased, the
specificity of CCP with RCR increases. Again, CCP with RCR also has a lowest specificity of 0.9604 using sample training size of 0.79 whiles CCP without RCR also has a highest specificity of 0.9718 and a lowest specificity of 0.966 using a sample training size of 0.72. It is also observed from Fig. 5 that CCP with RCR has its lowest specificity at the same level as the highest specificity of CCP without RCR when the training to test ratio is 79:21.

Fig.2. Misclassification error against sample training size

Fig.3. Precision against sample training size

Fig.4. Sensitivity against sample training size

Fig.5. Specificity against sample training size

E. F- Measure Results

The two classifiers are finally compared in terms of the f-measure i.e. the weighted average of the precision and sensitivity. In this way, f-measure is used to compute the test accuracy of both classifiers. Results in Fig. 6 clearly show that CCP with RCR outperforms CCP without RCR for all training sizes considered. In addition, the f-measure of CCP with RCR generally increases as the training size is increased while the f-measure of CCP without RCR generally decreases when the training size is increased. This indicates that a tactful consideration of the local pattern of churn behavior can help to better identify churn customers in randomly generated data sets. It should be noted that as training size increases the testing size reduces. Therefore, we can deduce that even when the test size reduces the f-measure of CCP with RCR is not affected since it is better trained to make more precise classifications. Results further reveal that CCP with RCR has its highest f-measure of 0.722 using training to testing ratio of 0.79:0.21. Meanwhile, CCP without RCR has its highest f-measure of 0.625 at training to testing ratio of 0.73:27.

V. CONCLUSION

In this paper, we propose a more accurate CCP classifier based on support vector machine (SVM) which considers the regional churn rate (RCR) of customers in a particular region as an attribute in its dataset. Using different performance metrics, the performance of the proposed classifier (CCP with RCR) is compared with another SVM classifier which doesn’t consider RCR (CCP without RCR). The outcome from most performance metrics indicated that CCP with RCR obtained the best accuracy in correctly predicting customer churn/non churn as compared with CCP without RCR. The performance was measured in terms of misclassification, precision, recall, specificity and f-measure with different sample training sizes. From the findings, it is clear that our model can make more accurate customer churn predictions from different datasets. Therefore, our model is a more accurate CCP model which can aid service providers to predict potential churn customers and apply the necessary retention measures to prevent them from churning. Future works should consider adding more local attributes of the various customers in order to obtain more accurate and precise CCP.
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