Attention-based Neural Load Forecasting: A Dynamic Feature Selection Approach
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Abstract—Encoder-decoder-based recurrent neural network (RNN) has made significant progress in sequence-to-sequence learning tasks such as machine translation and conversational models. Recent works have shown the advantage of this type of network in dealing with various time series forecasting tasks. The present paper focuses on the problem of multi-horizon short-term load forecasting, which plays a key role in the power system’s planning and operation. Leveraging the encoder-decoder RNN, we develop an attention model to select the relevant features and similar temporal information adaptively. First, input features are assigned with different weights by a feature selection attention layer, while the updated historical features are encoded by a bi-directional long short-term memory (BiLSTM) layer. Then, a decoder with hierarchical temporal attention enables a similar contextual vector is built to bridge the gap between the encoder and the decoder, which is filtered for each output time step. Numerical results tested on the dataset of the global energy forecasting competition 2014 show that our proposed model significantly outperforms some existing forecasting schemes.

I. INTRODUCTION

An accurate forecast of electricity load demand plays a crucial role in reliable and efficient planning and operation of power grids [1]. Based on forecast horizon, short, medium and long term load forecasts are provided by system operators and utilities for various applications and business needs. The ahead-of-time horizon of short-term load forecasting (STLF) typically ranges from several hours to a few days. STLF is indispensable for day-ahead unit commitment, market clearing, setting generation reserve, energy bidding, as well as real-time power dispatch [2].

There are three different types of approaches for STLF: (i) time series analysis, (ii) classical machine learning algorithms, and (iii) deep learning models. Time series analysis, such as autoregressive moving average (ARMA), requires a meticulous preprocessing to make a time series stationary [3]. Moreover, time series approaches are sensitive to irrelevant features and may fail to capture a long term dependency. Classical machine learning models such as support vector regression (SVR) and random forest can avoid those drawbacks. They are more tolerant of irrelevant features and more powerful in capturing the nonlinear behavior of electricity load. However, for multi-horizon load forecasting, a predetermined nonlinear model may prevent such an approach from learning the true underlying nonlinearity effectively [4].

Over the past decade, deep neural networks (DNNs) have shown their powerful capability to learn very complicated input-output relationships in various fields including natural language processing [5] and computer vision [6]. Among different structures of neural networks, recurrent neural networks (RNNs) have been widely used in the sequence-to-sequence (seq2seq) learning tasks. They have shown the efficacy for time series forecasting [7]. However, the so-called gradient vanish is one of the major limitations for a plain RNN when dealing with long-term dependencies [8]. To address such an issue, long short-term memory networks (LSTM) were proposed [9]. Three gates including the input gate, forget gate, and output gate are designed to control information flows. Through these gates, the relevant information is kept for long term memory while the other information is forced to be ignored.

Most seq2seq models leverage the encoder-decoder structure [10], [11]. A sequence of input features is first encoded as a single fixed-length vector by the encoder, based on which the decoder yields the output. However, this may make it difficult for the encoder-decoder approach to cope with long input sequence when the neural network is supposed to be able to compress all the necessary information. To bypass this limitation, the attention mechanism was developed to search for a set of positions in a source where the most relevant information is concentrated [12]. For this new paradigm, a context vector is built to bridge the gap between the encoder and the decoder, which is filtered for each output time step.

Recently, various deep learning techniques have been utilized for STLF. A framework of deep residue networks is introduced in [13], which is able to integrate domain knowledge and build blocks based on the understanding of the task. A single bi-directional LSTM (BiLSTM) layer is implemented based on attention and rolling update [14]. However, the single BiLSTM layer lacks the ability to fully translate the input sequence to the target output, especially for multi-horizon forecasting. Compared with classical machine learning models, the development of deep learning for load forecasting is still premature.

Feature selection plays a crucial role in machine learning
and deep learning [15]. Traditional feature selection methods, such as filter, wrapper, and embedded methods, are often implemented separately from the main learning algorithms [16], [17]. Qin et al [4] proposed an input attention layer that can be trained simultaneously with the model. However, this feature selection scheme is based only on the previous information, and hence cannot capture all the information of the entire input sequence.

In this paper, we propose an attention-based neural load forecasting (ANLF) framework, which aims to improve the forecasting accuracy by dynamically selecting the relevant features and similar temporal information. The contribution of our work is three-fold: (i) attention-based dynamic feature selection is introduced for STLF, which can weigh each input feature based on the entire input sequence; (ii) hierarchical temporal attention layer is built to incorporate similar day information; and (iii) an end-to-end ANLF model is developed that significantly outperforms traditional methods.

II. PROPOSED APPROACH

The novel architecture of our proposed attention-based DNN model, whose backbone is a competitive encoder-decoder structure, is illustrated in Fig. 1. In this section, we will elaborate the details of each module by highlighting the new design of dynamic feature selection and similar day selection for multi-horizon STLF.

A. Input Feature Embedding and Problem Statement

By transforming categorical data into a numeric vector, embedding is widely used in machine learning when inputs contain one or more discrete values or items from a finite set of choices. For STLF, the inputs can contain meteorological conditions (e.g., temperature, humidity, wind speed and direction, etc), indicator of holidays, and utility discount programs. In this work, we simply use the one-hot encoding for categorical features. After embedding, the inputs of the encoder are the concatenation of embedded categorical features, continuous numeric features, and historical target values (active power demand) at each time step $t \in [t - T_h + 1, t]$, while inputs of the decoder are the concatenation of embedded categorical features, continuous numeric features at each time step $t \in [t + 1, t + T_f]$, and historical feature matrix $X_t$ and future feature matrix $X_f$, where $T_h$ and $T_f$ are the window size of historical and future data, respectively.

Let $X = (x_1, x_2, \ldots, x^n) \in \mathbb{R}^{(T_h + T_f) \times n}$ collect all embedded input features across the entire horizon of interest. Thus, each row vector of $X$ denoted as $x_t = (x_{t1}, x_{t2}, \ldots, x_{tn})$ represents all $n$ input features at time $t$. For the multi-horizon STLF task, given the historical feature inputs $X_h := \{x_{h,t}\}_{h=1}^{t-T_h+1}$ and the corresponding target values $y_h = (y_{1,t}, y_{2,t}, \ldots, y_{n,t})^T$, we aim to learn a function $f(\cdot)$ that can predict future target values $y_f = (y_{1,t+1}, y_{2,t+1}, \ldots, y_{n,t+T_f})^T$ for the given future features $X_f := \{x_{fj}\}_{j=t+1}^{t+T_f}$, i.e., $y_f = f(X_f \mid y_h, X_h)$.

B. Encoder and Decoder

The encoder-decoder structure is a workhorse in the state-of-the-art deep neural networks. For time series forecasting, the encoder maps historical input features $x_t$ and output $y_{h,t}$ at each time step $t$ to a hidden vector $h_t$ that is passed to the decoder. Then, the decoder uses the last step hidden state of the encoder as its initial hidden state and outputs future target values based on future feature inputs.

1) Encoder with feature selection attention: As shown in Fig. 1, the encoder consists of two sublayers: a feature selection attention layer and a BiLSTM layer. The time range for the encoder is from time $t - T_h + 1$ to $t$.

Feature selection is key for almost all machine learning tasks. Irrelevant features can significantly affect the model.
performance. By using the feature selection attention, the proposed model is able to adaptively weigh different features and give more attention to features that contribute more to the target values. The weight \( \alpha^k_t \) of each feature \( k \) at time \( t \) is calculated via the softmax operator

\[
\alpha^k_t = \frac{\exp\left( e^k_t \right)}{\sum_{k=1}^{n} \exp\left( e^k_t \right)}, \quad k = 1, 2, \ldots, n
\]

where \( e^k_t \) is the \( k \)-th element of the vector \( e_t = (e^1_t, e^2_t, \ldots, e^n_t)^\top \in \mathbb{R}^n \) that is given by

\[
e_t = V_c \tanh \left( W_e \left[ h^e_{t-1}; x_t; y_t \right]^\top \right).
\]

The weight matrices \( V_e \in \mathbb{R}^{n \times p} \) and \( W_e \in \mathbb{R}^{p \times (2h_s+n+1)} \) are trained jointly with the proposed model. \( p \) is a hyperparameter while \( h_s \) is the hidden size of the BiLSTM. \( [a; b] \) denotes the concatenation of two row vectors \( a \) and \( b \). \( h^e_{t-1} \) is the hidden vector of the encoder BiLSTM at time \( t-1 \). We omit the bias term for succinctness. Then, the weighted feature input is given by \( \tilde{x}_t = (a^1_t x^1_t, a^2_t x^2_t, \ldots, a^n_t x^n_t) \).

The BiLSTM consists of two LSTMs in opposite directions which can capture the complete information of the entire input sequence at each time step. Let \( h^f_i, h^b_i \in \mathbb{R}^{h_s} \) denote the hidden state of forward and backward LSTM at time \( t \), respectively. Given the weighted input \( \tilde{x}_t \), the hidden states of the encoder are updated iteratively from time \( t-T_h+1 \) to \( t \) as follows [18]

\[
\begin{align*}
    h^f_t &= \text{LSTM}^f(h^f_{t-1}; \tilde{x}_t) \quad (3a) \\
    h^b_t &= \text{LSTM}^b(h^b_{t-1}; \tilde{x}_t) \quad (3b) \\
    h^e_t &= \left[ h^f_t \top; h^b_t \top \right] \top. \quad (3c)
\end{align*}
\]

The LSTM(\( \cdot \)) involves the following detailed updates [9]:

\[
\begin{align*}
    i_t &= \sigma \left( W_{ix} \tilde{x}_t + b_{ix} + W_{ih} h_{t-1} + b_{ih} \right) \quad (4a) \\
    f_t &= \sigma \left( W_{fx} \tilde{x}_t + b_{fx} + W_{fh} h_{t-1} + b_{fh} \right) \quad (4b) \\
    g_t &= \tanh \left( W_{gx} \tilde{x}_t + b_{gx} + W_{gh} h_{t-1} + b_{gh} \right) \quad (4c) \\
    o_t &= \sigma \left( W_{ox} \tilde{x}_t + b_{ox} + W_{oh} h_{t-1} + b_{oh} \right) \quad (4d) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot g_t \quad (4e) \\
    h_t &= o_t \odot \tanh (e_t), \quad (4f)
\end{align*}
\]

where \( i_t, f_t, g_t, o_t \) are the input, forget, cell, and output gates, respectively. \( W_{ix}, W_{fx}, W_{gx}, W_{ox} \in \mathbb{R}^{h_s \times x} \), \( W_{ih}, W_{fh}, W_{gh}, W_{oh} \in \mathbb{R}^{h_s \times h_s} \) are the weight matrices; \( b_{ix}, b_{fx}, b_{gx}, b_{ox} \in \mathbb{R}^{h_s} \) the bias vectors; \( c_t \in \mathbb{R}^{h_s} \) the cell state; \( \sigma(\cdot) \) the sigmoid function; and \( \odot \) the Hadamard product (element-wise multiplication).

2) Decoder with hierarchical temporal attention: The decoder leverages the encoder’s last-step hidden state and cell state as its initial state. Using the last forecast value as the input for the next time step may introduce error propagation. Instead, we design a BiLSTM along with a feed-forward layer to predict the final target sequence once the BiLSTM learns all input information. The time range for the decoder is from time \( t+1 \) to \( t+T_f \).

Incorporating the information of similar days and hours has been considered in the literature for load forecasting; see e.g., [19], [20]. However, such information is often treated as additional input features or used to generate separate models. In this paper, we develop a novel hierarchical temporal attention layer, which incorporates a similar day soft selection to re-evaluate the importance of historical information at each time step \( t \).

Consider using previous \( M \) days of historical data to forecast the hourly loads for the next day, where each day includes \( t_d = 24 \) data points. Thus, we have \( T_h = M \times t_d \) and \( T_f = t_d \). Let \( X_i = (x^1_{i,1}, x^2_{i,1}, \ldots, x^n_{i,1}) \in \mathbb{R}^{t_d \times n} \) and \( X_f = (x^1_{f,1}, x^2_{f,1}, \ldots, x^n_{f,1}) \in \mathbb{R}^{t_d \times n} \) collect the historical features for day \( i \) and the future features for the next day, respectively. We use the sum of feature-by-feature dissimilarities

\[
D(X_i, X_f) = \sum_{k=1}^{n} \| x^k_i - x^k_f \|_2
\]

to quantify the distance between all features of those two days. Then, the similar day weight \( \gamma_i \) is calculated as the softmax of the reciprocal of the distance:

\[
\gamma_i = \frac{\exp\left( D^{-1}(X_i, X_f) \right)}{\sum_{i=1}^{M} \exp\left( D^{-1}(X_i, X_f) \right)}, \quad i = 1, 2, \ldots, M. \quad (5)
\]

When forecasting load at time \( t \), not all historical data contribute equally to the model’s output. Hence, the attention mechanism facilitates the extraction of historical information that is more important to the current forecast value. Let subscript \( i \) denote the \( i \)-th day and \( j \) for \( j \)-th hour. Then, the attention weight \( \beta_{i,j,t} \) is given by

\[
\beta_{i,j,t} = \frac{\exp(d_{i,j,t})}{\sum_{i=1}^{M} \sum_{j=1}^{t_f} \exp(d_{i,j,t})}, \quad (6)
\]

where \( d_{i,j,t} \) is the \((i \times t_d + j)\)-th element of vector \( d_t = (d^1_t, d^2_t, \ldots, d^{T_h}_t) \in \mathbb{R}^{T_h} \), which is given as

\[
d_t = V_d \tanh \left( W_d \left[ h^d_{t-1}; x_t \right]^\top \right). \quad (7)
\]

The two weight matrices \( V_d \in \mathbb{R}^{T_h \times p'} \) and \( W_d \in \mathbb{R}^{p' \times (2h_s+n+1)} \) are trained jointly with the proposed model. \( h^d_{t-1} \) is the hidden vector of the decoder BiLSTM at time \( t-1 \).

To this end, let \( h^d_{j,i} \) denote the historical hidden state for the \( j \)-th hour in the \( i \)-th day from the encoder. The context vector of hierarchical temporal attention is calculated as \( \alpha_t = \sum_{i=1}^{M} \sum_{j=1}^{t_f} \gamma_{i,j} \beta_{i,j,t} h^d_{j,i} \). Given the future feature input \( x_t \) and context vector of hierarchical temporal attention \( \alpha_t \), the hidden state of the decoder is updated iteratively from time \( t+1 \) to \( t+T_f \) as \( h^d_{t} = \text{BiLSTM}(h^d_{t-1}; h^d_{t-1}; [x_t; \alpha_t]) \).

Finally, a fully connected layer with the rectified linear unit (ReLU) activation function is used to transform the hidden information to the forecast output

\[
y_f = V_y \text{ReLU}(W_y h^d_{t+1:t+T_f}), \quad (8)
\]

where \( V_y \in \mathbb{R}^{T_f \times p''} \) and \( W_y \in \mathbb{R}^{p'' \times (T_f \times 2h_s)} \) are weight matrices; and vector \( h^d_{t+1:t+T_f} = \left[ h^d_{t+1} \top; h^d_{t+2} \top; \ldots; h^d_{t+T_f} \top \right] \top \). In the decoder module, both \( p' \) and \( p'' \) are hyper-parameters to be tuned.
The dataset is first standardized (subtract the mean and divide by the standard deviation) to mitigate the magnitude impact of different input features.

### B. Baseline and Model Setup

To show the effectiveness of our proposed model, we compare two different types of models: classical machine learning models and LSTM based models. We implement the Support Vector Regression (SVR), Random Forest (RF), and Gradient Boosting Machine (GBM) by using Scikit-Learn 0.23.2. For LSTM based methods, we consider the basic Encoder-Decoder based LSTM (EDLSTM), Encoder-Decoder based BiLSTM (EDBiLSTM) using bidirectional LSTM in the Decoder, proposed method with attention only applied in the encoder (eAttention), proposed method with attention only applied in the decoder (dAttention) and proposed method with feature weight calculated by Random Forest [21] (RFAttention). All the LSTM based methods are trained by the Adam optimizer with the mean squared error (MSE) loss function, which are implemented via PyTorch 1.6.0. To ensure fair comparisons, all models share the same training, validation, and testing datasets as well as input features. The grid search is used to tune the hyper-parameters. The final setting are listed as follows:

- SVR: linear kernel with $C = 0.1$.
- RF: number of estimators $= 1,000$, max-depth $= 20$, min-samples-split $= 2$, min-samples-leaf $= 1$.
- GBM: loss = “ls”, learning rate $= 0.01$, number of estimators $= 1,000$, max-depth $= 5$, min-samples-split $= 2$, min-samples-leaf $= 15$.
- EDLSTM: batch $= 64$, hidden size $= 1,024$, epochs $= 5$.
- EDBiLSTM: batch $= 64$, hidden size $= 1,024$, epochs $= 5$.
- RFAttention: batch $= 128$, hidden size $= 256$, epochs $= 15$.
- dAttention: batch $= 256$, hidden size $= 128$, epochs $= 5$.
- eAttention: batch $= 256$, hidden size $= 128$, epochs $= 20$.
- ANLF: batch $= 128$, hidden size $= 256$, epochs $= 5$.

### C. Numerical Results

Table II summarizes the overall performance of all nine competing models across the entire testing horizon. To evaluate the forecasting performance, four error metrics are considered including mean absolute error (MAE), root mean square error (RMSE), mean absolute percentage error (MAPE), and normalized root mean square error (nRMSE) [22]. GBM is the best method among those classical machine learning models, which achieves similar performance as dAttention and EDBiLSTM. In LSTM-based methods, we can see a clear increase of accuracy by adding the attention mechanism to both the encoder and the decoder. Results for RFAttention and ANLF further approve the effectiveness of the proposed feature selection layer. Clearly, our proposed ANLF approach significantly outperforms all other baseline models. For the STLF task, the simulation results corroborate the merit of integrating the attention mechanism to focus on more relevant features and similar temporal references. A detailed forecasting performance over 3 days is shown in Fig. 2. The relative error of between the forecast value $\hat{y}$ and the true value $y$ is defined as $\text{RE} = \frac{|\hat{y} - y|}{y} \times 100\%$.

### IV. Conclusion

In this paper, we develop an end-to-end attention-based neural load forecasting framework for multi-horizon STLF. For the proposed approach, the dynamic feature selection layer combined with a BiLSTM encoder is designed to extract more relevant features. Then, a BiLSTM decoder with a hierarchical temporal attention layer decodes the next day load based on the future input features. The temporal attention layer provides a systemic way to incorporate similar day information. The extensive simulation results show the effectiveness of our proposed approach that has an edge over the state-of-the-art benchmarks.
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