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The Gottesman-Kitaev-Preskill (GKP) encoding of a qubit into a bosonic mode is a promising bosonic code for quantum computation due to its tolerance for noise and all-Gaussian gate set. We present a toolkit for phase-space description and manipulation of GKP encodings that includes Wigner functions for ideal and approximate GKP states, for various types of mixed GKP states, and for GKP-encoded operators. One advantage of a phase-space approach is that Gaussian unitaries, required for computation with GKP codes, correspond to simple transformations on the arguments of Wigner functions. We use this fact and our toolkit to describe GKP error correction, including magic-state preparation, entirely in phase space using operations on Wigner functions. While our focus here is on the square-lattice GKP code, we provide a general framework for GKP codes defined on any lattice.

I. INTRODUCTION

In recent decades, there has been an effort to adapt the scalable features of continuous-variable (CV) quantum systems into a viable platform for fault-tolerant quantum computation. In 2001, Gottesman, Kitaev, and Preskill (GKP) proposed a novel means of encoding a qubit within a quantum oscillator [1]. One key feature of such an encoding is protection from small phase-space displacements, which is desirable for reliable quantum computing (QC). Crucially, using a qubit encoding makes CV systems compatible with quantum error correction [2, 3], which is the process of using redundantly encoded quantum information to identify errors and implement appropriately targeted recovery operations to resolve them.

GKP proposed syndrome-extraction and recovery techniques that restore a corrupted encoded qubit state, with some potential to incur a qubit-level error in the process. However, provided that the resulting error rate is sufficiently low, these qubit-level errors can be managed by concatenating with a qubit-level error-correcting code within a larger fault-tolerant architecture [4–6]. Concatenation also enables the use of topological error correcting schemes [7–10] and noise-biased codes [11].

GKP codes are among a larger set of discrete encodings into bosonic modes, known as bosonic codes [12–19]. Useful bosonic codes protect against some form of error, which may include phase-space displacements [1] and/or other types of errors such as loss or dephasing [13]. Interestingly, codes designed for one type of error may also perform well against other types. As a key example, the GKP encoding turns out to afford the best protection against pure loss when compared to other bosonic codes [20], outperforming other codes specifically designed for this type of noise. This motivates further work using the GKP encoding in particular.

A practical drawback in using the GKP encoding is that the highly nonclassical code states are difficult to produce experimentally. Recent breakthrough experiments have risen to the challenge and produced GKP states in two physical architectures: the mechanical oscillations of a trapped ion [21] and a microwave cavity in superconducting circuits [22]. Numerous proposals also exist to generate optical GKP states [23–32], although they have not yet been demonstrated experimentally. Optical implementations have the advantage of room-temperature operation and can be miniaturized, for increased stability, using integrated photonic platforms [33]. Furthermore, recent results have shown the potential of using optical GKP states directly in measurement-based schemes [7, 34, 35] and with highly scalable CV cluster states [4, 5, 36–39].

Another distinct advantage of the GKP encoding over other bosonic codes is that the entire Clifford group of encoded-qubit operations can be implemented using Gaussian unitaries [1]. This means the most common operations in QC [40] can be performed easily and reliably. This property makes the GKP encoding dovetail seamlessly with CV measurement-based quantum computing schemes [4, 41] since all Gaussian operations can be implemented using just homodyne detection on a CV cluster state [36, 42].

There are a variety of methods for modelling GKP codewords [1, 9, 41, 43]. Phase-space techniques, however, have the versatility to model both pure and mixed states and to treat them on equal footing [43]. The action of Gaussian unitaries (required for GKP Clifford QC) are represented simply in phase space by linear transformations on the arguments of the input Wigner...
function [45, 46]. In this way, computational operations on pure or mixed state are simple transformations on quasiprobability distributions. Additionally, many of the bosonic noise channels expected in a laboratory have well-known effects on phase space [13, 42, 47]. Such an approach also provides the ability to visualize the features and properties of codewords, operations, measurements, and environmental noise channels. This helps one develop intuition for these concepts and for how they relate to each other.

Although universal QC is not possible with Gaussian resources and measurements alone [48], supplementing Gaussian elements with a source of just a single type of non-Gaussian state, measurement, or operation enables universal QC [49]. In fact, the non-Gaussian features of GKP-encoded states themselves can be used as the non-Gaussian resource required to achieve universal QC [50, 51]. This means that, at a conceptual level, one can model the unitary part of universal GKP computation in terms of linear (symplectic) transformations acting on GKP and Gaussian Wigner functions. Simulation of full universality (including measurements), however, will not generally be efficient unless restricted to Clifford operations [52].

The phase-space picture is particularly useful for the GKP encoding, and this work provides the tools and concepts to use it effectively. Some of these properties have been reported previously (e.g., [43]), and we extend this to a full suite of such tools, along with additional properties and relations that make them easy to use.

We begin in Sec. II by defining and giving the key properties of the quasiperiodic functions that will be employed extensively throughout this work. In Sec. III, we introduce the GKP encoding and give wave-function representations for ideal and approximate GKP codewords using these tools. In Secs. IV and V, we construct phase-space descriptions of pure and mixed GKP states (both ideal and approximate), as well as a basis of GKP-encoded Pauli operators that transform amongst themselves under the Gaussian unitaries that implement the Clifford group. Then, in Sec. VI we consider GKP error correction in phase space. And in Sec. VII, we illustrate this result using the example of heterodyne detection on a GKP Bell pair to produce GKP-encoded magic states [50]. Finally, we conclude with a discussion in Sec. VIII.

### Summary of key results

- In Sec. II C we define multidimensional Jacobi $\theta$-functions on a lattice and their asymptotic limits as III-functions, which represent quasiperiodic Dirac combs. These functions can be used to describe various GKP codes including square lattice and hexagonal lattice.

- We outline the periodic features of GKP codewords (both wavefunctions and in phase-space) in terms of quasiperiodic functions. We consider ideal and approximate codewords within this framework in Secs. III A and III C, respectively.

- We construct a phase-space representation of GKP codewords in Sec. IV A that is preserved Gaussian blurring, such that it can generally describe both pure and mixed states under additive Gaussian noise both prior to and after GKP-qubit Clifford operations as shown in Sec. IV B.

- In Sec. V B, we provide sufficient conditions for phase-space descriptions of finite-energy approximate GKP codewords—both pure and impure. These conditions enable the direct construction of physical GKP codewords in phase space, including circumstances where the states have experienced additive Gaussian noise. This allows theorists to work directly in phase space—bypassing the wave function or density operator entirely—with a unified representation of both pure and mixed approximations of both pure or mixed GKP-encoded states, with a guarantee that the constructed Wigner function represents a physical approximate GKP state of a given quality.

- We analyze these phase-space representations in the limit of high-quality GKP states. In this limit, they simplify to a form similar to perfect codewords transformed under an additive Gaussian noise channel, as shown in Sec. V D. We also provide approximate normalization factors for the associated pure states in these circumstances in both Sec. V B and the Appendices B and D.

- In Sec. VIB, we derive the map for GKP error correction directly in phase space, which is given by two successive convolutions with the Wigner functions for the GKP ancilla states used in the process. Each convolution periodically “rakes” the input Wigner function in the quadrature to be corrected and simultaneously replicates it in the other quadrature (to induce quasiperiodicity). We illustrate and visualize this procedure in Sec. VII by using GKP error correction to generate encoded magic states from the vacuum [50].

### II. PERIODIC AND QUASIPERIODIC FUNCTIONS

#### A. Jacobi and Siegel $\theta$-functions

A class of elliptic functions—Jacobi $\theta$-functions and their multivariate form, Siegel $\theta$-functions [53–55] (henceforth referred to collectively as $\theta$-functions)—exhibit periodic structure that makes them useful for modelling GKP codewords in phase space. As we extensively employ Jacobi and Siegel $\theta$-functions throughout this work,
we provide a brief review of their forms and properties, and we show their connections to Dirac combs.

A univariate Jacobi $\theta$-function of the third kind is defined as [54]

$$\theta\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right](z, \tau) := \sum_{n \in \mathbb{Z}} e^{2\pi i \left\{ \frac{1}{2} (n+v_1)^2 \tau + (n+v_1)(z+v_2) \right\}},$$  \hspace{1cm} (2.1)$$

where $z, \tau \in \mathbb{C}$ with $\text{Im}(\tau) > 0$, and the parameters $v_1, v_2 \in \mathbb{Q}$ are known as the characteristics of the $\theta$-function. An alternate, recursive form is found by factoring out terms independent of the sum,

$$\theta\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right](z, \tau) = e^{2\pi i (\frac{1}{2} v_1^2 + v_1 z)} \theta(z + v_1 \tau + v_2).$$  \hspace{1cm} (2.2)$$

Multivariate $\theta$-functions, known as Siegel (or Riemann) $\theta$-functions, are defined analogously to (2.1) [55]:

$$\theta\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right](z, \tau) := \sum_{n \in \mathbb{Z}^d} e^{2\pi i \left\{ \frac{1}{2} (n+v_1)^T \tau (n+v_1) + (n+v_1)^T (z+v_2) \right\}}.$$  \hspace{1cm} (2.3)$$

Here, $z \in \mathbb{C}^d$ is a $d$-dimensional vector of complex arguments, and $\tau = \tau^T$ is now a $d$-dimensional, complex, square matrix in the Siegel upper half space—i.e., $\text{Im}(\tau) > 0$, where this notation indicates that $\tau$ is a positive-definite matrix. The rational characteristics are analogously extended to column vectors $v_1, v_2 \in \mathbb{Q}^d$. An expanded multivariate form can be written as

$$\theta\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right](z, \tau) = e^{2\pi i \left\{ \frac{1}{2} v_1^T \tau v_1 + v_1^T (z+v_2) \right\}} \theta(z + \tau v_1 + v_2, \tau).$$  \hspace{1cm} (2.4)$$

B. $T$-periodic univariate $\theta$-functions

We define a convenient variation of Jacobi $\theta$-functions, Eq. (2.1),

$$\theta_T\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right](z, \tau) := \frac{1}{\sqrt{T}} \theta\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right]\left(\frac{z}{T}, \frac{\tau}{T^2}\right).$$  \hspace{1cm} (2.5)$$

for real, non-zero period $T \in \mathbb{R}_{\neq 0}$. Including the factor $1/\sqrt{T}$ preserves the $L^2$ norm of the function for all $T$ and simplifies many of the relations that follow. This form is useful for describing Gaussian pulse trains of period $T$ (and thus features of the GKP encoding), and we refer to it henceforth as a $\theta$-function in this work. We refer to the case of $[0, 0]^T$ characteristics as a canonical $\theta$-function, and for notational convenience denote it simply as

$$\theta_T(z, \tau) := \theta_T\left[\begin{bmatrix} 0 \\ 0 \end{bmatrix} \right](z, \tau)$$  \hspace{1cm} (2.6)$$

$\theta$-functions (both Eq. (2.1) and our new definition Eq. (2.5); we focus on the latter) exhibit several useful properties. The expanded form of this function is given as:

$$\theta_T\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right](z, \tau) = e^{2\pi i \left( \frac{1}{2} T^2 v_1^2 + v_1 \frac{T}{2} + v_1 v_2 \right)} \theta(z + (v_1 \frac{T}{2} + v_2) T, \tau).$$  \hspace{1cm} (2.7)$$

Here, the characteristics for our $T$-periodic function $\theta_T$ describe two distinct transformations: the first characteristic gives a shift by the quasiperiod $v_1 \frac{T}{2}$ and introduces an exponential factor, and the second characteristic gives a shift by a factor proportional to the period, $v_2 T$.

Canonical $\theta$-functions, Eq. (2.6), are integer-periodic in $z$ and quasiperiodic for integer displacements of $\tau$. These relations, referred to as quasiperiodicity, are described by the formula

$$\theta_T[z + (m_1 \frac{T}{2} + m_2) T, \tau] = e^{-2\pi i \left( \frac{1}{2} m_1^2 \frac{T^2}{4} + m_1 \frac{T}{2} \right)} \theta_T(z, \tau),$$  \hspace{1cm} (2.8)$$

for integer characteristics $m_1, m_2 \in \mathbb{Z}$. Together, these relations reveal that for fixed $\tau$, $\theta$-functions are invariant under integer-valued characteristics:

$$\theta_T\left[\begin{bmatrix} m_1 \\ m_2 \end{bmatrix} \right](z, \tau) = \theta_T(z, \tau).$$  \hspace{1cm} (2.9)$$

Integer increments $m_1, m_2$ on the characteristics give the following identity for our $T$-periodic functions

$$\theta_T\left[\begin{bmatrix} v_1 + m_1 \\ v_2 + m_2 \end{bmatrix} \right](z, \tau) = e^{2\pi i v_1 m_2} \theta_T\left[\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \right](z, \tau).$$  \hspace{1cm} (2.10)$$

A useful feature of half-period characteristics is that they yield identities that relate $\theta$-functions of double and half frequency: for binary $j, k \in \{0, 1\}$, these are given as [56],

$$\theta_T\left[\begin{bmatrix} j/2 \\ 0 \end{bmatrix} \right](z, \tau) = \frac{1}{\sqrt{2}} \left( \theta_{2T}(z, \tau) + (-1)^j \theta_{2T}\left[\begin{bmatrix} 0 \\ 1/2 \end{bmatrix} \right](z, \tau) \right),$$  \hspace{1cm} (2.11a)$$

$$\theta_T\left[\begin{bmatrix} 0 \\ k/2 \end{bmatrix} \right](z, \tau) = \frac{1}{\sqrt{2}} \left( \theta_{2T/2}(z, \tau) + (-1)^k \theta_{2T/2}\left[\begin{bmatrix} 1/2 \\ 0 \end{bmatrix} \right](z, \tau) \right).$$  \hspace{1cm} (2.11b)$$

For $j, k = \{0, 0\}$, we recover the canonical $\theta$-function, Eq. (2.6). The collection of $\theta$-functions associated with the remaining three pairs, $\{0, 1\}, \{1, 0\}$, and $\{1, 1\}$, are sometimes referred to as auxiliary functions [57]. These are shown in the right-hand column of Fig. 1.

1. Connection to Gaussian pulse trains

A normalized, univariate Gaussian distribution on $x \in \mathbb{R}$ with variance $\sigma^2$ and mean $x_0$ is given by

$$G_{\sigma^2}(x - x_0) := \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-x_0)^2}{2\sigma^2}}.$$

(2.12)
A pulse train consists of a sum of identical such Gaussians whose means are centered at integer multiples of the period $T$. Pulse trains are a special case of $\theta$-functions for real argument $x$ and purely imaginary quasiperiod $\tau = 2\pi i \sigma^2$. The $\theta$-function characteristics in Eq. (2.5) allow us to describe the more general case of a pulse train of period $T$ that is translated and phased,

$$\sum_{n \in \mathbb{Z}} e^{-2\pi i n v_1} G_{\sigma^2}(x+(n+v_2)T) = \frac{1}{\sqrt{T}} \theta_T^{v_1} (x, 2\pi i \sigma^2).$$

(2.13)

The first characteristic $v_1$ describes periodic phasing along the pulse train (with fractional first characteristics applying sequential roots of unity), and the second characteristic describes shifts by units of the period $T$. These features are useful for representing the GKP code, where logical states are encoded—for both wavefunctions and Wigner functions—in amplitudes and phases of alternating peaks of a Gaussian pulse train (up to a large envelope). In Eq. (2.13), this corresponds to half-integer characteristics—i.e. with $\{v_1, v_2\} = \{\frac{m}{2}, \frac{n}{2}\}$ for integers $m_1, m_2 \in \mathbb{Z}$. With this fact and Eqs. (2.11), we can also compose and decompose Gaussian pulse trains of different periods, which is useful for describing GKP states.

2. Connection to Dirac combs

The Dirac $\delta$-function can be described as the weak limit (i.e., as a distribution) of a normalized Gaussian, Eq. (2.12), as the variance tends to zero. We take an analogous weak limit of a Gaussian pulse train, through its description as a $\theta$-function in Eq. (2.13), to define a variation of a Dirac comb of period $T$ with characteristics $v_1, v_2$ analogous to Eq. (2.7):\footnote{Note that the quasiperiod $v_1 \tau$ vanishes in the limit $\tau \to 0^+$ function such that the function becomes simply periodic.}

$$\theta_T^{v_1} v_2 [x, (2\pi i \sigma^2)]$$

(2.14)

$$\sum_{n=-\infty}^{\infty} \delta(x + (n + v_2)T).$$

(2.15)

The “shah function” $\theta_T^{v_1} v_2 [x]$ is a Dirac comb of period $T$ multiplied by an additional scaling factor of $\sqrt{|T|}$. This definition is convenient because, under the Fourier transform $F$,

$$F[f](y) := \frac{1}{\sqrt{2\pi}} \int dx \ e^{-ixy} f(x),$$

(2.16)

a $\theta$-function with period $T$ transforms to another $\theta$-function with period $\frac{2\pi}{T}$:

$$F(\theta_T^{v_1}) (y) = F^{-1}[\theta_T^{v_1}](y) = \theta_T^{\frac{j}{T^2}} (y).$$

(2.17)

### FIG. 1. Half-period (auxiliary) $\theta$-functions, Eqs. (2.14), and $\theta$-functions, Eqs. (2.5). Lines capped with circles indicate $\delta$-functions. The first characteristic $j$ introduces phases (alternating positivity and negativity), and the second characteristic $k$ shifts by half a period.

(Without the $\sqrt{|T|}$ prefactor, there would be additional scaling factors that would complicate this and other relations.) Just as above, we have defined a canonical $\theta$-function with suppressed characteristics in our notation:

$$\theta_T^{v_1} v_2 [x, 0] := \theta_T^{v_1} v_2 [x].$$

(2.18)

Since $\theta$-functions, Eq. (2.14), are (weak) limits of $\theta$-functions, they also have the alternate form

$$\theta_T^{v_1} v_2 [x, 0] = e^{2\pi i v_1 (\frac{j}{T} + v_2)} \theta_T^{v_1} v_2 [x + v_2 T],$$

(2.19)

showing that a nonzero $v_1$ introduces a phase and $v_2$ a shift. Moreover, integer increments of the characteristics give an analogous identity

$$\theta_T^{v_1 + m_1} [v_2 + m_2] := e^{2\pi i v_1 m_2} \theta_T^{v_1} v_2 [x].$$

(2.20)

The $\theta$-functions inherit integer-characteristic invariance [Eq. (2.9)] and the relations between auxiliary functions [Eq. (2.11)],

$$\theta_T^{v_1} v_2 [x] = \frac{1}{\sqrt{2}} \left( \theta_T^{v_1} v_2 [x] + (-1)^j \theta_T^{v_1} v_2 [x] \right),$$

(2.21a)

$$\theta_T^{0} v_2 [x] = \frac{1}{\sqrt{2}} \left( \theta_T^{v_1} v_2 [x] + (-1)^k \theta_T^{v_1} v_2 [x] \right),$$

(2.21b)

for binary $j, k \in \{0, 1\}$. These are shown in the left-hand column of Fig. 1.

To summarize, our definition of a $\theta$-function, Eq. (2.14), differs from a typical Dirac comb in two distinct ways. First, we define $\theta$-function as weak limits of real-valued $\theta$-functions, from which they inherit characteristics, Eq. (2.19). Second, we scale the Dirac comb by a factor $\sqrt{|T|}$ to ensure the Fourier relations in Eq. (2.17) (as well as others) remain as clean as possible.
C. Multivariate θ-functions on a lattice

We generalize the θ-functions defined above to the multivariate case, where the period is generalized to a lattice. We define a scaled multivariate θ-function as

\[ \theta_{A}^{\left[ v_{1}, v_{2} \right]}(z, \tau) := \frac{1}{\sqrt{|\det A|}} \theta^{\left[ v_{1}, v_{2} \right]}(A^{-1}z, A^{-1}\tau A^{-T}), \]  

(2.22)

where \( A \in GL_d(\mathbb{R}) \) is a linear transformation from the integer lattice \( \mathbb{Z}^d \) to the new lattice—i.e., the columns of \( A \) are the desired lattice vectors. Again, we include a normalizing factor, this time \( 1/\sqrt{|\det A|} \), to preserve the \( L^2 \) norm and simplify important relations. For the real, normalized, \( d \)-dimensional, multivariate Gaussian with covariance matrix \( \Sigma \) and mean \( x_0 \in \mathbb{R}^d \),

\[ G_{\Sigma}(x - x_0) := \frac{1}{\sqrt{|\det(2\pi \Sigma)|}} e^{-\frac{1}{2}(x-x_0)^T\Sigma^{-1}(x-x_0)}, \]  

(2.23)

we may write the corresponding θ-function associated with sums of this Gaussian over the lattice \( A \) with analogous constraints \( x \in \mathbb{R}^d \) and \( \text{Re}(\tau) = 0 \):

\[ \sum_{n \in \mathbb{Z}^d} e^{-2\pi iv^T n} G_{\Sigma}(x + A(n + v_2)) \]

\[ = \frac{1}{\sqrt{|\det A|}} \theta_{A}^{\left[ v_{1}, v_{2} \right]}(x, 2\pi i \Sigma). \]  

(2.24)

This function can be expressed in terms of the general characteristic vectors \( v_1, v_2 \) as

\[ \theta_{A}^{\left[ v_{1}, v_{2} \right]}(z, \tau) = e^{2\pi i (\frac{1}{2} v_{1}^T A^{-1} \tau A^{-T} v_{1} + v_{1}^T (A^{-1} z + v_2))} \]

\[ \times \theta_{A}^{\left[ v_{1}, v_{2} \right]}(z + A(A^{-1} \tau A^{-T} v_{1} + v_2), \tau). \]  

(2.25)

In this form, the integers added to the characteristics give an analogous identity,

\[ \theta_{A}^{\left[ v_{1} + m_{1}, v_{2} + m_{2} \right]}(z, \tau) = e^{2\pi i v_{1}^T m_{1} \theta_{A}^{\left[ v_{1}, v_{2} \right]}(z, \tau)}. \]  

(2.26)

Taking the (weak) limit of infinitesimal, purely imaginary \( \tau \) forms a \( d \)-dimensional Dirac comb, which we define as the multivariate III-function

\[ \text{III}_{A}^{\left[ v_{1}, v_{2} \right]}(x) := \lim_{\Sigma \to 0^+} \theta_{A}^{\left[ v_{1}, v_{2} \right]}(x, 2\pi i \Sigma) \]  

(2.27a)

\[ = \frac{1}{\sqrt{|\det A|}} \sum_{n \in \mathbb{Z}^d} e^{-2\pi iv_{1}^T n} \delta(x + A(n + v_2)) \]  

(2.27b)

\[ = \frac{1}{\sqrt{|\det A|}} \text{III}^{\left[ v_{1}, v_{2} \right]}(A^{-1} x), \]  

(2.27c)

where \( 0^+ \) indicates an infinitesimal positive-definite matrix. Lastly, we can also express the periodicity of the multivariate III-functions in terms of the characteristics

\[ \text{III}_{A}^{\left[ v_{1}, v_{2} \right]}(x) = e^{2\pi i (v_{1}^T (A^{-1} x + v_2))} \text{III}_{A}(x + A v_2), \]  

(2.28)

with integer increments on each characteristic having an analogous property,

\[ \text{III}_{A}^{\left[ v_{1} + m_{1}, v_{2} + m_{2} \right]}(x) = e^{2\pi i v_{1}^T m_{1} \text{III}_{A}^{\left[ v_{1}, v_{2} \right]}(x)}. \]  

(2.29)

D. Blurring and deblurring

The convolution of two functions \( f(x) \) and \( g(x) \) in \( \mathbb{R}^n \) is given by

\[ [f * g](x) := \int d^n x' f(x - x') g(x'). \]  

(2.30)

This describes a “blurring” of \( f(x) \) by \( g(x) \), or vice versa since convolutions are symmetric. We consider the case when \( g(x) \) is a normalized, \( d \)-dimensional Gaussian distribution \( G_{\Sigma}(x) \) with \( \Sigma \in \mathbb{R}^{d \times d} \). Using Fourier representations of the convolution and its inverse, deconvolution, we define the action of a blurring and a deblurring operator, \( D_{\Sigma} \) and \( D_{\Sigma}^{-1} \), on \( f(x) \):

\[ D_{\Sigma} f(x) := \mathcal{F}^{-1} \left[ \mathcal{F}[f] \cdot \mathcal{F}[G_{\Sigma}] \right](x), \]  

(2.31a)

\[ D_{\Sigma}^{-1} f(x) := \mathcal{F}^{-1} \left[ \frac{\mathcal{F}[f]}{\mathcal{F}[G_{\Sigma}]} \right](x), \]  

(2.31b)

where the Fourier transform \( \mathcal{F} \) is defined in (2.16). These operators describe a generalized forward and backward Weierstrass transforms [53]. The blurring and deblurring operators are equivalently described by the convenient Gaussian form [59]

\[ D_{\Sigma} = e^{\frac{i}{2} \nabla^T \Sigma \nabla} \]  

(2.32a)

\[ D_{\Sigma}^{-1} = e^{-\frac{i}{2} \nabla^T \Sigma \nabla}, \]  

(2.32b)

where \( \nabla := [\partial_{1}, \ldots, \partial_{d}]^T \). In this form, blurring and deblurring can be applied directly to a function.

Blurring and deblurring transform back and forth between III-functions and θ-functions, without disturbing the lattice \( A \) or characteristics, via the general relations,

\[ D_{\Sigma} \theta_{A}^{\left[ v_{1}, v_{2} \right]}(x, 2\pi i \Sigma') = \theta_{A}^{\left[ v_{1}, v_{2} \right]}(x, 2\pi i (\Sigma' + \Sigma)), \]  

(2.33a)

\[ D_{\Sigma}^{-1} \theta_{A}^{\left[ v_{1}, v_{2} \right]}(x, 2\pi i \Sigma') = \theta_{A}^{\left[ v_{1}, v_{2} \right]}(x, 2\pi i (\Sigma' - \Sigma)). \]  

(2.33b)

The connection to III-functions arises from the special case of deblurring where \( \Sigma' = \Sigma \), illustrated in Fig. 2.
FIG. 2. Transformation between a two-dimensional (a) III-function and (b) θ-function by blurring and deblurring. A blurring operator $\mathcal{D}_\Sigma$ transforms a III-function, Eq. (2.27), into a θ-function, Eq. (2.22), with purely imaginary parameter $\tau = 2\pi i \Sigma$; see Eq. (2.33). Deblurring with the same $\Sigma$ undoes this operation and transforms back. Shown is $\Sigma = \frac{1}{4} R_{3/4}^T \begin{pmatrix} 0 & 2 \\ 0 & 0 \end{pmatrix} R_{3/4}$, where $R_{3/4}$ is a rotation matrix, Eq. (3.17). The lattice $A = [a_1, a_2]$ for lattice vectors $a_1 = (2\sqrt{3})^{-1/2}[2,0]^T$ and $a_2 = (2\sqrt{3})^{-3/2}[-1,\sqrt{3}]^T$ corresponds to a triangular lattice. Characteristic $v_1 = [\frac{1}{2},0]^T$ gives rise to the phasing along $a_1$ (alternating positivity and negativity) and characteristic $v_2 = [0,\frac{1}{2}]^T$ gives the half-lattice-period shift along $a_2$ (from the origin). In both, red indicates positive and cyan negative, the color scales are arbitrary, tick marks are at integers, and in (a) the dots indicate two-dimensional δ-functions.

Note that deblurring may take a θ-function out of the Siegel upper-half space—i.e., after deblurring, it may no longer hold that $\text{Im}(\tau) > 0$. This behavior is not unusual for highly localized phase-space distributions—for example, the $P$-distribution [60, 61] of a squeezed state (which is found by deconvolving a squeezed Gaussian with a Gaussian of vacuum variance) is highly singular [62]. GKP states are more localized (periodically) than the vacuum state in all quadratures, which means their $P$-distributions are even more singular than a squeezed vacuum state. We focus on Wigner functions in this work, which are always well behaved—at worst, being as singular as a δ-function. Still, the fact that deblurring can lead to a $\tau$ that leaves the Siegel upper-half space is important to remember.

III. THE GKP ENCODING

In 2001, Gottesman, Kitaev, and Preskill developed the GKP encoding of a logical, two-dimensional qubit into the continuous-variable Hilbert space of a bosonic mode [1]. The GKP encoding, described in detail below, is founded on translational invariance of the code words. The periodic structure of θ-functions introduced in Sec. II make these functions powerful mathematical tools for describing many aspects of the GKP encoding.

A major advantage of the GKP code over alternative bosonic codes is that the full set of encoded Pauli and Clifford operations are implemented via quadrature displacements and Gaussian unitaries, respectively. Additionally, universality and fault tolerance require no further resources beyond the Gaussian Cliffords and a single type of encoded state [50, 51]. In the next subsection, we briefly review the square-lattice GKP encoding and show how univariate θ-functions, Eq. (2.5), and their limit as III-functions, Eq. (2.14), describe pure ideal and approximate GKP states and their transformations under GKP Pauli and Clifford operations. This serves as a more recognizable introduction to the main focus of this work: using multivariate θ-functions and III-functions to simplify phase-space representations of the GKP encoding. Importantly, although throughout this work we are using the square-lattice GKP code, one may easily convert to other lattices such as the hexagonal code [1, 47, 63] using the appropriate transformation $A$.

A. GKP states and encoded Clifford operators

A GKP qubit is encoded into a bosonic mode, whose position- and momentum-quadrature operators are defined in terms of bosonic creation and annihilation operators,

$$\hat{q} := \frac{1}{\sqrt{2}} (\hat{a} + \hat{a}^\dagger), \quad \hat{p} := -\frac{i}{\sqrt{2}} (\hat{a} - \hat{a}^\dagger),$$

which satisfy the canonical commutation relation $[\hat{q}, \hat{p}] = i$, with $\hbar = 1$. (With these conventions, the measured vacuum variance in both quadratures is $1/2$.) Respective eigenstates of the position and momentum operators, $|s\rangle_q$ and $|t\rangle_p$, satisfying

$$\hat{q}|s\rangle_q = s|s\rangle_q, \quad \hat{p}|t\rangle_p = t|t\rangle_p,$$

constitute two useful bases, indicated by subscripts $q$ and $p$, respectively. An arbitrary pure state $|\psi\rangle$ is represented in either basis using the position and momentum wavefunctions, respectively,

$$\psi(s) := \langle s|\psi\rangle, \quad \tilde{\psi}(t) := \langle t|\psi\rangle,$$

as

$$|\psi\rangle = \int ds \, \psi(s)|s\rangle_q = \int dt \, \tilde{\psi}(t)|t\rangle_p.$$

The canonical quadrature operators are generators of displacements through the position- and momentum-shift operators,

$$\hat{X}(h) := e^{-i\hat{p} h}, \quad \hat{Z}(h) := e^{i\hat{q} h},$$

respectively, for $h \in \mathbb{R}$. General translations in phase space are described by

$$\hat{V}(h) = \hat{V}(h_q, h_p) := e^{-i\hat{q} h_q + i\hat{p} h_p},$$

where $h = [h_q, h_p]^T$ is the displacement vector in phase space. The shift operator in Eq. (3.6) is related to the standard displacement operator $\hat{D}(\alpha) := e^{\alpha \hat{a}^\dagger - \alpha^* \hat{a}}$ (with $\alpha \in \mathbb{C}$) via the relation $\hat{V}(h) = \hat{D}(\sqrt{2}h_q - \alpha \sqrt{2} - \alpha^* \sqrt{2})$. 




The ideal computational-basis states for the square-lattice GKP encoding are defined

\[ |j_L\rangle := (2\sqrt{\pi})^{1/2} \sum_{n=-\infty}^{\infty} |(2n + j)\rangle \]  

with \( j \in \{0, 1\} \) indicating the logical-qubit state. Throughout, we use the subscript \( L \) to label logical states and operators for the square-lattice GKP code. The states in Eq. (3.7) are represented in the position and momentum bases as,

\[ |j_L\rangle = \int ds \psi_{j,L}(s)|s\rangle_q = \int dt \tilde{\psi}_{j,L}(s)|t\rangle_p \]

where the position and momentum GKP wavefunctions are, respectively,

\[ \psi_{j,L}(s) := \sqrt[3]{2\pi} \begin{bmatrix} 0 \\ \sqrt[3]{\pi} s \end{bmatrix} \]

and the III-functions are defined in Eq. (2.14). For reference, Table I provides the wavefunctions for the other Pauli-basis states,\(^2\)

\[ |\pm L\rangle := \frac{1}{\sqrt{2}}(|0_L\rangle \pm |1_L\rangle) \]

The different periods for the position and momentum wavefunctions in Eq. (3.10) (and those in Table I) are a consequence of the fact that the position and momentum bases are related by a Fourier transform. The square-lattice GKP wavefunctions, described by III-functions of periods \( 2\sqrt{\pi} \) and \( \sqrt{\pi} \), halve or double, respectively, under the action of a Fourier transform, Eq. (2.17). This halving or doubling forms a new symmetric or antisymmetric superposition of III-functions, described by the half-period transformations in Eq. (2.21). A consequence is that both the position and momentum wavefunctions for an arbitrary pure GKP state

\[ |\psi_L\rangle = c_0 |0_L\rangle + c_1 |1_L\rangle \]

(\( |c_0|^2 + |c_1|^2 = 1 \)) have two key properties: they only have support on multiples of \( \sqrt{\pi} \), and they are \( 2\sqrt{\pi}\)-periodic.

GKP logical Pauli operators for the square-lattice encoding, \( \hat{X}_L \) and \( \hat{Z}_L \), are position and momentum displacements, Eq. (3.5), of magnitude \( \sqrt{\pi} \),\(^3\)

\[ \hat{X}_L := \hat{X}(\sqrt{\pi}) = e^{-i\sqrt{\pi}\hat{p}}, \]

\[ \hat{Z}_L := \hat{Z}(\sqrt{\pi}) = e^{i\sqrt{\pi}\hat{q}}. \]

The GKP stabilizers are position and momentum shifts by \( 2\sqrt{\pi} \),

\[ \hat{S}_X := (\hat{X}_L)^2 = \hat{X}(2\sqrt{\pi}) \]

\[ \hat{S}_Z := (\hat{Z}_L)^2 = \hat{Z}(2\sqrt{\pi}) \]

and satisfy \([\hat{S}_X]_m, [\hat{S}_Z]_n = 0 \) for any integers \( m, n \). GKP Hadamard \( \hat{H}_L \) and phase \( \hat{S}_L \) gates, which together generate the single-qubit Clifford group, are realized by the Fourier transform operator \( \hat{F} \) and unit-sheaf operator \( \hat{P} \), respectively:

\[ \hat{H}_L := \hat{F} = e^{i\frac{\pi}{4}(\hat{q}^2 + \hat{p}^2)}, \]

\[ \hat{S}_L := \hat{P} = e^{i\frac{\pi}{4}\hat{q}^2}. \]

The full set of encoded single-qubit Pauli and Clifford operators, \( \{\hat{X}_L, \hat{Z}_L, \hat{H}_L, \hat{S}_L\} \), are generated by linear and quadratic combinations of \( \hat{q} \) and \( \hat{p} \). Importantly, when operators from this set are applied to GKP states, they generate half-period transformations of the III-functions that comprise the square-lattice GKP wavefunctions; see Table I.

\(^2\) The wavefunctions for the GKP Pauli-Y eigenstates, \( |\pm iL\rangle := \frac{1}{\sqrt{2}}(|0_L\rangle \pm i |1_L\rangle) \), can be represented as single III-functions (with characteristics) in the \( \frac{1}{\sqrt{2}}(q + p) \)-basis. In the \( q \) or \( p \) basis, they require two III-functions.

\(^3\) We focus on the square-lattice GKP encoding, for which an encoded Hadamard operator \( \hat{H}_L \) is realized via Fourier transform \( \hat{F} \). For other GKP lattices, see Refs. [1, 47].
B. Embedded-error operator

Ideal GKP states are unphysical since their wavefunctions are not $L^2$-normalizable. We consider here physical, normalized approximations to GKP states, $|\psi_k\rangle$, that result from the application of the nonunitary embedded-error operator [1, 64],

$$\hat{\xi} (\Xi) := \exp \left(-\frac{1}{2} \hat{x}^T \Xi^{-1} \hat{x} \right) ,$$

(3.16)

to ideal GKP states. The real, symmetric, positive-definite, matrix $\Xi$, which encodes the details of the (coherent) errors applied to the ideal state, is diagonalizable via a rotation matrix $R_\varphi \in \text{SO(2)}$

$$R_\varphi := \begin{bmatrix} \cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi \end{bmatrix} ,$$

(3.17)

giving

$$\Xi = R_\varphi^T \Xi_0 R_\varphi ,$$

(3.18)

where the elements of the diagonal matrix $\Xi_0$ describe envelopes in the two principal quadratures determined by $\varphi$ and $\varphi + \frac{\pi}{2}$. Without lack of generality, we parameterize $\Xi_0$ using the standard notation [1],

$$\Xi_0 = \begin{bmatrix} 1 & 0 \\ 0 & \frac{1}{\Delta^2} \end{bmatrix} ,$$

(3.19)

which, for $R_\varphi = I$, produces envelopes in the $\hat{q}$ and $\hat{p}$ quadratures. As a consequence of Eq. (3.18), $\hat{\xi} (\Xi)$ can also be written as

$$\hat{\xi} (\Xi) = \hat{R}_\varphi^\dagger \exp \left(-\frac{1}{2} \hat{x}^T \Xi_0^{-1} \hat{x} \right) \hat{R}_\varphi ,$$

(3.20)

where $\hat{R}_\varphi := e^{i\varphi \hat{n}}$ is the phase delay (rotation) operator. For symmetric error parameters ($\Delta^2 = \kappa^2 = \beta$), $\Xi_0 = \beta^{-1} I$, the embedded-error operator is the damping operator [37, 64].

$$\hat{N}(\beta) := e^{-\beta \hat{n}} = e^{-\frac{1}{2} (q^2 + p^2)} = \hat{\xi} (\beta^{-1} I) .$$

(3.21)

A useful, single-parameter measure for the quality of an approximate GKP state is the squeezing [64], given by

$$\text{(squeezing in dB)} = -10 \log (\beta) .$$

(3.22)

The connection between this notion of squeezing and that in squeezed vacuum states is given in Ref. [37].

In the limit of small errors, $\Xi_0^{-1} \ll I$ (i.e., $\Delta^2, \kappa^2 \ll 1$), the embedded-error operator in Eq. (3.20) can be written as

$$\hat{\xi} (\Xi) = \hat{R}_\varphi^\dagger (\varphi) e^{-\frac{1}{2} (\kappa^2 q^2 + \Delta^2 p^2)} \hat{R}_\varphi ,$$

(3.23a)

$$\approx \hat{R}_\varphi^\dagger (\varphi) e^{-\frac{1}{2} \Delta^2 p^2} e^{-\frac{1}{2} \kappa^2 q^2} \hat{R}_\varphi ,$$

(3.23b)

$$\approx \hat{R}_\varphi^\dagger (\varphi) e^{-\frac{1}{2} \kappa^2 q^2} e^{-\frac{1}{2} \Delta^2 p^2} \hat{R}_\varphi ,$$

(3.23c)

and the exponential operators approximately commute [64, 65].

Each of the exponential operators above has a particular effect on the wavefunctions of the input state. In position space, $e^{-\frac{1}{2} \kappa^2 q^2}$ applies a Gaussian envelope of variance $1/\kappa^2$ to the position wavefunction,

$$e^{-\frac{1}{2} \kappa^2 q^2} |\psi\rangle \propto \int ds \; G_{\kappa^{-2}} (s) \psi (s) |s\rangle_q ,$$

(3.24)

noting that the wavefunction is not square normalized. In momentum space, it convolves the momentum wavefunction with a Gaussian of variance $\kappa^2$.

$$e^{-\frac{1}{2} \kappa^2 q^2} |\psi\rangle \propto \int dt \left[ \int ds \; G_{\kappa^2} (s) \tilde{\psi} (t - s) \right] |t\rangle_p ,$$

(3.25)

$$\approx \int dt \; [\psi * G_{\kappa^2}] (t) |t\rangle_p ,$$

(3.26)

where the term in the last line in square brackets is the new momentum wavefunction (up to normalization). This relation can be shown by inserting a complete set of momentum eigenstates in Eq. (3.24) and using the convolution theorem $F [ f \cdot g ] = F [ f ] * F [ g ]$. Another way to see this connection is by noting that the $\hat{q} \rightarrow i \partial_t$ when acting on momentum wave functions, so $e^{-\frac{1}{2} \kappa^2 q^2} \rightarrow e^{\frac{1}{2} \kappa^2 p^2} = D_{\kappa^2}$, which is the one-dimensional version of the blurring operator from Eqs. (2.32). The operator $e^{-\frac{1}{2} \Delta^2 p^2}$ works conversely, applying a Gaussian envelope of variance $1/\Delta^2$ on the momentum wavefunction and convolving the position wavefunction with a Gaussian of variance $\Delta^2$.

Applying the two exponential operators consecutively in a specified order gives both an envelope and a convolution on the position or momentum wavefunction. For example, $e^{-\frac{1}{2} \kappa^2 q^2} e^{-\frac{1}{2} \Delta^2 p^2} |\psi\rangle$ gives the (unnormalized) position wave function

$$\psi_{\text{out}} (s) = \int dt \; G_{\Delta^2} (t) G_{\kappa^{-2}} (s - t) \psi (s - t)$$

(3.27)

$$= [(G_{\kappa^{-2}} \psi) * G_{\Delta^2}] (s) .$$

(3.28)

Applying the operators in the other order, $e^{-\frac{1}{2} \kappa^2 q^2} e^{-\frac{1}{2} \Delta^2 p^2} |\psi\rangle$, gives

$$\psi_{\text{out}} (s) = G_{\kappa^{-2}} (s) \int dt \; G_{\Delta^2} (t) \psi (s - t)$$

(3.29)

$$= G_{\kappa^{-2}} (s) [\psi * G_{\Delta^2}] (s) .$$

(3.30)

In the low-noise limit, these operations approximately commute (see Appendix C), and the action on position

---

4 Note that this embedded-error operator is the same as that resulting from sequential single-bit teleportation through squeezed states in a canonical continuous-variable cluster-state setting [1, 37, 66].
wavefunction $\psi(s)$ is described by successive applications in either order:

$$[(G_{\kappa^{-2}}\psi) * G_{\Delta^2}](s) \approx G_{\kappa^{-2}}(s)[\psi * G_{\Delta^2}](s).$$  \hfill (3.31)

The action of the embedded error on momentum wavefunctions is identical with the roles of $\kappa^2$ and $\Delta^2$ reversed.

C. Pure, approximate GKP states

Pure, approximate GKP states are generated by applying the embedded-error operator Eq. (3.20), to an arbitrary ideal GKP state, Eq. (3.12):

$$|\bar{\psi}_L\rangle := \frac{1}{\sqrt{N}} \xi(\Xi) |\psi_L\rangle,$$  \hfill (3.32)

The normalization, $N := \langle \psi_L | [\xi(\Xi)]^2 | \psi_L \rangle$, is a function of the state itself due to the fact that the approximate GKP basis states are not perfectly orthogonal\(^5\). The embedded error in approximate GKP states spoils their periodicity to a degree determined by the eigenvalues of $\Xi_0$ ($\kappa^{-2}$ and $\Delta^{-2}$) in the original setting [1]. Note that, since the states are still pure, this error is distinct from that introduced by external decoherence.\(^6\) In the limit of low embedded error, $\Delta^2, \kappa^2 \ll 1$, the approximate GKP states are nearly periodic and approximately obey the discrete translational symmetries of the GKP code. (For a detailed study of the case without this approximation, see Ref. [43].) This periodicity is the basis for the faithful encoding and decoding of digital quantum information. When the embedded error is low enough, approximate GKP states allow for error correction and can be used fault tolerantly [4].

1. $\theta$-function representations of high-quality GKP-state wavefunctions

We consider the action of an embedded-error operator, in diagonal form as in the original GKP setting, $\Xi_0$ in Eq. (3.19), on a state whose wavefunction is III-function of period $T$. This replaces each spike in the III-function with a Gaussian of variance $\Delta^2$, and introduces a broad Gaussian envelope of variance $\kappa^{-2}$; see 3(b). These operations are described by convolution with a sharp Gaussian followed by multiplication by a broad Gaussian. In the high-quality limit, $\Delta^2, \kappa^2 \ll 1$, these operations can be performed in either order, see Eqs. (3.31).

Normalized position wavefunctions for approximate GKP states $|\bar{\psi}_L\rangle = N^{-1/2}\Xi(\kappa, \Delta) |\psi_L\rangle$ for $j \in \{0, 1\}$ in the high-quality limit—that is, using Eq. (3.23)—are derived in Appendix B. The computational-basis position wavefunctions are $[1, 43]$

$$\bar{\psi}_{j,L}(s) \approx \frac{1}{\sqrt{N}} G_{\kappa^{-2}}(s)[\psi * G_{\Delta^2}](s) \quad (3.33)$$

$$= \sqrt{4\pi} \frac{\Delta}{\kappa} G_{\kappa^{-2}}(s) \theta_2 \sqrt{\pi} \left[ \frac{0}{\pi} \right] (s, 2\pi i \Delta^2), \quad (3.34)$$

where the ideal wavefunctions, $\psi_{j,L}(s)$, are given in Eq. (3.10), and we have used the normalization

$$N \approx \frac{1}{4\pi} \frac{\kappa}{\Delta}. \quad (3.35)$$

These states are approximately square-normalized, $\int ds |\bar{\psi}_{j,L}\rangle^2 \approx 1.7$ For momentum wavefunctions, $\bar{\psi}_{j,L}(t)$, the roles of $\Delta$ and $\kappa$ in Eq. (3.34) are swapped: $\Delta^{-2}$ is the envelope variance and $\kappa^2$ is the spike variance. The wavefunctions in both bases have narrow spikes and broad envelopes, with the result being that homodyne measurements of both position and momentum yield outcomes that are tightly clustered about multiples of $\sqrt{\pi}$ (with the frequency of even or odd multiples depending on the encoded state). Similar expressions can be found for wavefunctions of the other GKP Pauli eigenstates in Table I, each of which is described by a single $\theta$-function. In the limit of vanishing error, the normalized computational-basis states, Eq. (3.34), approach

$$\lim_{\Delta^2, \kappa^2 \to 0} \bar{\psi}_{j,L}(s) \sim \sqrt{2\pi \kappa} \frac{\sqrt{2}}{2\sqrt{\pi}} \left[ \frac{0}{1/2} \right] (s). \quad (3.36)$$

These are indeed the ideal GKP wavefunctions in Eq. (3.10) with an additional “normalization constant” that serves to connect representations of asymptotic physical GKP states to their ideal counterparts.

IV. PHASE-SPACE REPRESENTATIONS OF THE GKP ENCODING

Wigner functions are phase-space representations of quantum-mechanical states and operators. For any operator $\hat{O}$, the associated Wigner function $W_{\hat{O}}$ is given by the Wigner-Weyl transform:

$$W_{\hat{O}}(q, p) = \frac{1}{\pi} \int d\theta q \theta \hat{O} q - y \hat{O} y_p e^{2\pi i y \theta}, \quad (4.1)$$

\(^5\) The fact that physical codewords may not be orthogonal is common to other bosonic codes, notably cat codes [14], although such codes can be made orthogonal [17].

\(^6\) Using a subsystem decomposition [11, 67, 68], one can restore the interpretation of embedded error as decoherence arising from entanglement between two virtual subsystems.

\(^7\) Small deviations from 1 arise in the derivation of the normalization, which assumes that neighboring spikes have vanishing overlap—as is the case for small $\Delta^2$.\)
The Wigner function for a normalized state $\hat{\rho}$ satisfying $\hat{\rho}^\dagger = \hat{\rho}$, and $\text{Tr}[\hat{\rho}] = 1$ is itself normalized,

$$\int dq dp W_\rho(q,p) = 1,$$

and bounded,

$$|W_\rho(q,p)| \leq \frac{1}{\pi}.$$  \hspace{1cm} (4.2)

Additionally, $W_\rho(q,p)$ is real valued (as is the Wigner function for any Hermitian operator), although it is not strictly nonnegative. For this reason, Wigner functions of states are called quasiprobability distributions, whose marginal distributions over $q$ or $p$ (or any other axis in phase space) describe bona fide probability distributions for quadrature measurements (homodyne detection) along that axis. Henceforth, we will occasionally use a vector $\mathbf{x} = [q_1, \ldots, q_N, p_1, \ldots, p_N]^T$ as the argument of an $N$-mode Wigner function (in most cases here, $N = 1$). This means that Wigner functions may appear as $W(q_1, \ldots, q_N, p_1, \ldots, p_N)$ or as $W(\mathbf{x})$.

A useful feature of Wigner functions is their simple transformations under Gaussian unitaries. The Heisenberg action of an $N$-mode Gaussian unitary operator $\hat{U}_G$ on a $(2N \times 1)$-vector of quadrature operators, $\hat{x} := [\hat{q}_1, \hat{q}_N, \hat{p}_1, \ldots, \hat{p}_N]^T$ corresponds to an affine symplectic transformation \[45, 46, 69\]:

$$\hat{x} \mapsto \hat{U}_G^\dagger \hat{x} \hat{U}_G = \mathbf{S}_G \hat{x} + \mathbf{c},$$  \hspace{1cm} (4.4)

where $\mathbf{S}_G \in \mathbb{R}^{2N \times 2N}$ is a symplectic matrix associated with $\hat{U}_G$, and $\mathbf{c} \in \mathbb{R}^{2N}$ is a displacement term. The matrix $\mathbf{S}_G$ allows us to describe a Schrödinger-type transformation of operator $\hat{O}$ (with the understanding that we will later be considering transformations on quantum states),

$$\hat{O} \mapsto \hat{U}_G \hat{O} \hat{U}_G^\dagger,$$  \hspace{1cm} (4.5)

in terms of simple, phase-space transformations on the arguments of its Wigner function:

$$W_{\hat{U}_G \hat{O} \hat{U}_G^\dagger}(\mathbf{x}) = W_{\hat{O}}(\mathbf{S}_G^{-1}(\mathbf{x} - \mathbf{c})).$$  \hspace{1cm} (4.6)

Consider, in particular, an operator $\hat{O}_{\text{III}}$ whose Wigner function is a two-dimensional III-function,

$$W_{\hat{O}_{\text{III}}}(\mathbf{x}) = \text{III}_A \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}(\mathbf{x}) = \frac{1}{\sqrt{|\det A|}} \text{III}_A \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}(A^{-1}\mathbf{x}).$$  \hspace{1cm} (4.7)

Such an operator could represent a GKP state or operator (for a square lattice or some other lattice configuration). From Eq. (4.6), it follows that the Gaussian unitary transformation $\hat{U}_G \hat{O}_{\text{III}} \hat{U}_G^\dagger$ proceeds in phase space by replacing $\mathbf{x} \mapsto \mathbf{S}_G^{-1}(\mathbf{x} - \mathbf{c})$ in the Wigner function, Eq. (4.7):

$$W_{\hat{U}_G \hat{O}_{\text{III}} \hat{U}_G^\dagger}(\mathbf{x}) = \frac{1}{\sqrt{|\det A|}} \text{III}_A \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}(A^{-1}\mathbf{S}_G^{-1}(\mathbf{x} - \mathbf{c}))$$  \hspace{1cm} (4.8)

$$= \frac{1}{\sqrt{|\det A|}} \text{III}_A \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}((\mathbf{S}_G A)^{-1}(\mathbf{x} - \mathbf{c}))$$  \hspace{1cm} (4.9)

$$= \text{III}_A \begin{bmatrix} \tilde{S}^{-T} v_1 \\ \mathbf{S}^{-T} v_2 - A^{-1} \mathbf{c} \end{bmatrix}(\mathbf{x}),$$  \hspace{1cm} (4.10)

where $\tilde{S} := A^{-1}\mathbf{S}_G A$. Equation (4.11) is useful for describing transformations on GKP-encoded states and operators since the Clifford group can be realized with Gaussian operations [1]. On a single mode, the full set of single-qubit square-lattice GKP Clifford operations can be generated by the Fourier transform and unit-shear operations, Eq. (3.15), whose symplectic matrices are given by:

$$\mathbf{S}_F = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix},$$  \hspace{1cm} (4.12)

and $\mathbf{S}_\hat{\rho} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$. (4.13)

Moreover, displacement terms of the form $\mathbf{c} = S_{\mathbf{A}} \mathbf{m}$, where $\mathbf{m} \in \mathbb{Z}^2$, give integer displacements on the characteristics, which lead to transformations of the form given in Eq. (2.29). Other GKP codes, such as the hexagonal-GKP code [17, 47, 50], also have Cliffronds generated entirely by Gaussian operations.

### A. Ideal GKP-encoded operators and states

Any operator on a qubit, $\hat{A}_L$, can be written in a basis of Hermitian Pauli operators $\hat{\sigma}_\mu$,

$$\hat{A}_L = \frac{1}{2}(r_0\hat{\sigma}_0 + r_1\hat{\sigma}_1 + r_2\hat{\sigma}_2 + r_3\hat{\sigma}_3),$$  \hspace{1cm} (4.14)

where the coefficients, $r_\mu$ for $\mu \in \{0, 1, 2, 3\}$, comprise the 4-component Bloch vector

$$\mathbf{r} := [r_0, r_1, r_2, r_3]^T,$$  \hspace{1cm} (4.15)

and $\hat{\sigma}_0 = \hat{I}$. For a normalized state within the qubit subspace, $\hat{\rho}_L$, $r_0 = 1$, and the state is determined by the standard 3-component Bloch vector $\mathbf{\tilde{r}} := [r_1, r_2, r_3]^T$.

We now focus on the GKP encoding. In this case, the qubit is encoded in a two-dimensional subspace of the much larger CV Hilbert space. Within this two-dimensional subspace, the GKP Pauli operators are

$$\hat{\sigma}_\mu^L := \sum_{j,k} \sigma_{jk}^\mu |j_L\rangle\langle k_L|,$$  \hspace{1cm} (4.16)
where \( j, k \in \{0, 1\} \) label computational-basis states, and \( \sigma^\mu_{jk} \) are matrix elements of the Pauli matrices,

\[
\begin{align*}
\sigma^0 &= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \\
\sigma^1 &= \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \\
\sigma^2 &= \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \\
\sigma^3 &= \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix},
\end{align*}
\]

(4.17)

with \( \sigma^0 \) being the two-dimensional identity matrix. For a discrete encodings in a mode, there is an important distinction to be made here. The GKP Pauli operators, Eq. (4.16), have support only within the two-dimensional GKP subspace, while the Gaussian operators \( \hat{X}_L \) and \( \hat{Z}_L \) in Eq. (3.13)—as well as other operators, such as those in Eq. (3.15)—act both inside and outside of the GKP subspace. In other words, not only do those operators generate the specified logical transformations within the GKP subspace, they also generate nontrivial transformations outside the subspace.\(^8\)

Since the Wigner transform, Eq. (4.1), is linear, we can use the decomposition in Eq. (4.14) and associated Bloch 4-vector \( \mathbf{r} \) to write the Wigner function for any operator in the GKP subspace as

\[
W_{\hat{A}_L}(x) = \frac{1}{2} \sum_{\mu=0}^{3} r_\mu W_{\mu}^L(x),
\]

(4.19)

where we use the shorthand

\[
W_{\mu}^L(x) := W_{\mu}^L(x).
\]

(4.20)

The components of the Bloch 4-vector are found by taking the trace of the operator \( \hat{A}_L \) with the GKP Pauli operators,\(^9\)

\[
r_\mu = \text{Tr}[\hat{A}_L \sigma^\mu] = \int d^2 x W_{\hat{A}_L}(x)W_{\mu}^L(x),
\]

(4.21)

which is performed in phase space by taking the total integral of the product of the Wigner functions.

Thus, the Wigner function for any single-mode GKP state or operator can be written as a linear combination of the Wigner functions for the four GKP Pauli operators in Eq. (4.16). These Wigner functions are expressed as two-dimensional III-functions, Eq. (2.27):\(^10\)

\[
W_{\mu}^L(x) \propto e^{i \sqrt{\pi} \mathbf{r}_\mu \cdot \Omega^{-1} x} \text{III} \sqrt{\pi} \left( x + \mathbf{\ell}_\mu \sqrt{\pi} / 2 \right)
\]

(4.22a)

\[
= \text{III} \sqrt{\pi} \left[ \Omega \mathbf{s}_\mu / 2, \ell_\mu / 2 \right](x),
\]

(4.22b)

with \( \mathbf{A} = \sqrt{\pi} \mathbf{I} \) describing a rectangular lattice of period \( \sqrt{\pi} \), and \( \psi \) indicating definition up to an overall constant. Here, \( \Omega \) is the two-dimensional symplectic form [66],

\[
\Omega := \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix},
\]

(4.23)

and each of the four Pauli operators is characterized by a two-dimensional vector \( \mathbf{\ell}_\mu \):

\[
\mathbf{\ell}_0 := \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \mathbf{\ell}_1 := \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \mathbf{\ell}_2 := \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \mathbf{\ell}_3 := \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

(4.24)

The Wigner functions for the GKP Pauli operators, Eq. (4.22b), are shown in Fig. 4(b). Each is characterized by four two-dimensional \( \delta \)-functions within a unit cell of size \( 2 \sqrt{\pi} \times 2 \sqrt{\pi} \). The pattern for each Wigner function then repeats in all other unit cells and tiles the entirety of phase space.

Note that each Pauli Wigner function occupies its own, unique set of points in phase space. These set points (and the alternating signs) are compactly described by the half-period characteristics of the III-function in Eq. (4.22b). The second characteristic shifts the points by \( \sqrt{\pi} \) in both \( q \) and \( p \) according to the vectors in Eq. (4.24), while the first characteristic determines their phase (sign). The action of the square-lattice Clifford operators can be compactly expressed in the form of Eq. (4.11) as unit symplectic matrices (i.e., symplectic with binary elements) and displacement terms of the form \( \mathbf{c} = \mathbf{m} \sqrt{\pi}, \mathbf{m} \in \mathbb{Z}^2 \), as these displacements correspond with the GKP qubit operations \( \hat{X}_L \) and \( \hat{Z}_L \). Thus, perfect codewords under Clifford computation evolve as

\[
W_{\hat{U}_G \hat{A}_L \hat{U}_G^\dagger}(x) = \frac{1}{2} \sum_{\mu=0}^{3} r_\mu \text{III} \sqrt{\pi} \left[ \Omega \mathbf{s}_\mu / 2, \mathbf{\ell}_\mu / 2 \right](x)
\]

(4.25)

\[
= \frac{1}{2} \sum_{\mu=0}^{3} r_\mu e^{i \pi (\mathbf{S} \mathbf{\ell}_\mu)^T \mathbf{m}} \text{III} \sqrt{\pi} \left[ \Omega \mathbf{s}_\mu / 2, \mathbf{\ell}_\mu / 2 \right](x),
\]

(4.26)

where \( \hat{U}_G \) and \( \mathbf{S} \) are the Gaussian unitaries and symplectic matrices associated with the square-lattice Clifford operators. Simply, increments along the lattice transform the encoded Pauli operators as per Eq. (2.29) and can induce a phasing of \(-1\) on the encoded operators depending on \( \mathbf{m} \) and the first characteristic. This corresponds to rotations on the encoded Bloch sphere. Two important features to consider in the context of GKP Clifford computation are the transformed vector \( \mathbf{S} \mathbf{\ell}_\mu \) (where \( \mathbf{S} \) is a unit symplectic matrix) and its symplectic inner product with the displacement term \( \mathbf{m} \). These operations concisely describe how each GKP encoded Pauli operator transforms under general GKP logical operations within the Clifford group.
B. Ideal GKP states: pure and mixed

An ideal square-lattice GKP state, parameterized by Bloch 4-vector \( \mathbf{r} = [r_0, \tilde{r}]^T \) is given by

\[
\hat{\rho}_L = \frac{1}{2} \left( r_0 \hat{\sigma}_0^L + \sum_{\mu=1}^{3} r_{\mu} \hat{\sigma}_\mu^L \right),
\]

(4.27)

where \( \hat{\sigma}_\mu^L \) are GKP Pauli operators, Eq. (4.16), and \( r_0 = 1 \) for a normalized state. The associated Wigner function is thus represented just as in Eq. (4.19),

\[
W_r(x) := W_{\hat{\rho}_L}(x) = \frac{1}{2} \left( r_0 W_0^L(x) + \sum_{\mu=1}^{3} r_{\mu} W_\mu^L(x) \right),
\]

(4.28)

with the usual constraints for quantum states: the Bloch 3-vector for pure states satisfies \( |\tilde{r}|^2 = 1 \), while for mixed states it satisfies \( |\tilde{r}|^2 < 1 \).

Owing to the periodicity of III-functions, Wigner functions for ideal GKP states appear simply as a convex sum of the four phased lattices in the unit cell shown in Fig. 4, each of which itself contains four points. GKP Pauli eigenstates are particularly simple: each is characterized by a single non-zero element in \( \tilde{r} \) taking a value \( \pm 1 \)—giving Wigner functions that are a sum of the four positive points corresponding to the GKP identity operator, and four points (two positive, two negative) associated with the given GKP Pauli operator. The discrete translational invariance of the GKP Pauli-operator Wigner functions allows us to visualize any ideal state within a single unit cell; an example is shown in Fig. 4(a). Importantly, both pure and mixed ideal GKP states (described below) can be represented by GKP Wigner functions in a single unit cell.

1. Mixtures of ideal GKP states

We consider a random displacement channel

\[
\mathcal{E}_D = \int d^2y \, p(y) \hat{V}(y) \otimes \hat{V}^\dagger(y),
\]

(4.29)

where \( \hat{V}(y) \) is the shift operator in Eq. (3.6). For a physical channel, \( p(y) \) is a two-dimensional probability distribution satisfying \( \int d^2y \, p(y) = 1 \). In phase space, a displacement generates a shift in the argument of the Wigner function as in Eq. (4.6), giving a general relation for the displacement channel acting on operator \( \hat{O} \), namely

\[
W_{\mathcal{E}_D(\hat{O})}(x) = \int d^2y \, p(y) W_{\hat{V}(y)\hat{O}\hat{V}^\dagger(y)}(x)
\]

(4.30)

\[
= \int d^2y \, p(y) W_{\hat{O}}(x - y)
\]

(4.31)

\[
= [p * W_{\hat{O}}](x),
\]

(4.32)

where the convolution * is defined in Eq. (2.30). For a Gaussian probability distribution, \( p(y) = G_{\Sigma}(y) \) from Eq. (2.23), \( \mathcal{E}_D \) is a Gaussian displacement channel. The associated Gaussian convolution in phase space, Eq. (4.32), generates the same transformation as the blurring operation defined in Eq. (2.31). When this channel acts on an operator \( \hat{O}_{\text{III}} \) whose Wigner function is a two-dimensional III-function, Eq. (4.7), the resulting Wigner function is

\[
W_{\mathcal{E}_D(\hat{O}_{\text{III}})}(x) = \theta_A \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} (x, 2\pi i \Sigma).
\]

(4.33)

The blurring operation broadens each \( \delta \)-function into a Gaussian parameterized by \( \Sigma \), producing a Siegel \( \theta \)-function; see Eq. (2.33). From Eq. (4.33), we find that a Gaussian random displacement channel on an ideal
square-lattice GKP state, $\mathcal{E}_D(\hat{\rho}_L)$, gives the Wigner function

$$\tilde{W}_r(x) = \sum_{\mu=0}^{3} r_{\mu} \sqrt{\pi \nu_{\mu}} e^{-\nu_{\mu}/2} (x, 2\pi i \Sigma),$$  \hspace{1cm} (4.34)

where the tilde indicates an approximate version of $W_r$. This blurred ideal GKP Wigner function retains its periodicity and thus is still unphysical. However, the periodic marginal distributions (within a unit cell) have been smeared out and are no longer pointlike. Finally, we remark that $\hat{\rho}_L$ may be mixed before the Gaussian displacement channel is applied—thus, in general, there are two potential types of mixing involved: logical-GKP level and CV level.

V. APPROXIMATE GKP STATES IN PHASE SPACE: EFFECTS OF AN ENVELOPE

GKP states can be approximated in many ways, some of which are laid out, analyzed, and compared in Mat-suura et al. [43]. A feature of useful approximations is that in some parameter limit, the spikes of the Wigner function approach Dirac $\delta$-functions, thus periodically localizing the Wigner support near appropriate multiples of $\pi$; this is the case for the Gaussian mixtures of ideal states in Eq. (4.34) for $\lim_{\Sigma \to 0} G_{2}\Sigma(y)$. An important additional requirement for physical approximations is that they are normalizable: this requires an envelope function, which ensures that the spike amplitudes get smaller with distance from the origin. We call states with both of these properties approximate GKP states.

We focus on several useful approximate GKP states and their phase-space representations, with attention to the high-quality limit where such states are useful for quantum computing and error correction. We first consider phase-space descriptions of the approximate GKP states considered in Sec. III B—those generated by acting the embedded-error operator on ideal GKP states. A Wigner-function approach allows us to represent not only pure states of this type but also mixed states, which arise when the embedded-error operator is applied to mixed ideal states. A feature of these states is that the spike and envelope covariances saturate a minimum uncertainty relation: for fixed spikes, smaller envelopes than the minimum are unphysical. As such, we refer to this type of state as a minimum-envelope approximate GKP state. (We cannot generically call these states “pure approximate GKP states” because the encoded logical information may still be mixed.) In the subsection below, we derive the conditions for physical envelopes from the embedded-error operator in the limit of low noise.

A. Embedded-error operator

In Sec. III B, we introduced the embedded-error operator $\hat{\xi}(\Xi)$ and examined the approximate GKP states that result when applying it to a pure ideal GKP state. In phase space, the effects of this operator is twofold: It broadens the spikes of a GKP Wigner function and also applies the minimum envelope commensurate with those spikes. A phase-space treatment allows us to widen its application significantly: $\hat{\xi}(\Xi)$ can also be applied to mixed ideal GKP states to produce mixed, approximate GKP states, again with a minimum envelope that normalizes the state. These are examples of minimum-envelope approximate GKP states. Generally, the (Hermitian, nonunitary) embedded-error operator $\hat{\xi}(\Xi)$ can be applied to any CV operator $\hat{O}$ via

$$\hat{O} := \hat{\xi}(\Xi) \hat{O} \hat{\xi}(\Xi).$$  \hspace{1cm} (5.1)

This nonunitary transformation can be performed directly in phase space, where the composition of two operators $\hat{A}\hat{B}$ is described by the Moyal product [70, 71] (or star product) between their respective Wigner functions (found individually using Eq. (4.1)):

$$W_{\hat{A}\hat{B}}(q,p) = [W_\hat{A} \star W_\hat{B}](q,p)$$  \hspace{1cm} (5.2)

$$= \frac{2}{\pi} \int dq'' dp'' \left( W_\hat{A}(q + q', p + p') \right) \left( W_\hat{B}(q + q'', p + p'') e^{2i(q''p' - p''q')}. \right.$$  \hspace{1cm} (5.3)

Since the Moyal product is associative [70, 71], the Wigner function for the operator in Eq. (5.1) can be written,

$$W_{\hat{O}}(x) = W_{\hat{\xi}(\Xi) \hat{O} \hat{\xi}(\Xi)}(x)$$  \hspace{1cm} (5.4)

$$= W_{\hat{\xi}(\Xi) \hat{R} \hat{\xi}(\Xi)}(R_\varphi x)$$  \hspace{1cm} (5.5)

$$= [W_{\hat{\xi}(\Xi)} \star W_{\hat{R} \hat{\xi}(\Xi)} \star W_{\hat{\xi}(\Xi)}](R_\varphi x),$$  \hspace{1cm} (5.6)

where the subscript operators $\hat{R}$ are shorthand for $\hat{R}(\varphi)$, and the noise matrix $\Xi$ is diagonalized by $R_\varphi$, Eq. (3.18).

1. Low noise limit

In the limit of low noise, $\Xi \ll \mathbf{I}$ (all eigenvalues $\ll 1$), the embedded-error operator factorizes into approximately commuting exponential operators; see Eq. (3.23b). Its Wigner function factorizes accordingly with respect to the Moyal product [70, 71]:

$$W_{\hat{\xi}(\Xi)}(x) \approx \left[ W_{e^{-\frac{3\varphi}{2}}} \star W_{e^{-\frac{3\varphi}{2}}} \right](x) \approx \left[ W_{e^{-\frac{3\varphi}{2}}} \star W_{e^{-\frac{3\varphi}{2}}} \right]. \hspace{1cm} (5.7a)$$

$$\approx \left[ W_{e^{-\frac{3\varphi}{2}}} \star W_{e^{-\frac{3\varphi}{2}}} \right]. \hspace{1cm} (5.7b)$$

In this limit, the exponential operators can be applied successively in either order by substituting either of the forms above into Eq. (5.6).
On wavefunctions, each exponential operator applies an envelope or a convolution (depending on the basis), Eq. (3.34). In phase space, however, the enveloping and convolution operations are not independent of one another. For example, a physical transformation that applies an envelope in one quadrature is always accompanied by blurring of the conjugate quadrature—necessary in order to ensure the state remains physical. The converse is not true, however: blurring alone is a physical operation, and as such, it does not necessitate a conjugate envelope. Such envelope-free blurring does not preserve purity, and an example is blurring from a Gaussian random displacement channel, Eq. (4.33).

The resulting Moyal products can be evaluated simply using a result derived in Appendix E and summarized here. Specifically, the Moyal products for an arbitrary operator diagonal in $q$ or in $\hat{p} - \chi(q)$ and $\varphi(p)$, respectively—acting on some operator $\hat{O}$ can be expressed as a simple convolution (Eqs. (E21) and (E26), respectively):

$$W_{\chi(q)}(\varphi(p), q, p) = \left[ W_{\chi(q)} \ast W_{\varphi(p)} \right](q, p) = \int dq \int dp W_{\chi(q)}(q, w) W_{\varphi(p)}(p, w - q),$$

$$W_{\chi(q)}(\varphi(p), q, p) = \left[ W_{\chi(q)} \ast W_{\varphi(p)} \right](q, p) = \int dw \int dp W_{\chi(q)}(w, p) W_{\varphi(p)}(q, p - w).$$

(E5.8a, 5.8b)

Note the appearance of $W_{\chi(q)}(q, p)$ and $W_{\varphi(p)}(q, p)$, which are Wigner functions for the (potentially unnormalized or even unnormalizable) states,

$$|\chi\rangle = \int ds \chi(s)|s\rangle_q = \sqrt{2\pi} \chi(0)|0\rangle_p,$$

$$|\varphi\rangle = \int dt \varphi(t)|t\rangle_p = \sqrt{2\pi} \varphi(0)|0\rangle_q,$$

(E5.9a, 5.9b)

generated by acting the diagonal operators, $\chi(q)$ and $\varphi(p)$, on an unbiased state in the conjugate basis. Note that $|\varphi\rangle$ is a state whose momentum wavefunction is $\varphi(t)$. The relations in Eqs. (5.8) have an operational interpretation in a teleportation setting: they describe the Kraus map that arises for an operator $\hat{O}$ (typically taken to be a state $\hat{\rho}$) undergoing single-mode teleportation with ancilla state $|\chi\rangle$ or $\hat{F}|\varphi\rangle$, respectively.

For use with GKP encodings, we consider the embedded-error operator acting on operators, $O_{\text{III}}$, whose Wigner functions are two-dimensional III-functions, Eq. (4.47). This includes but is not limited to ideal square-lattice GKP states. Using the decomposition of the embedded-error operator, Eq. (5.7), and the Moyal product relations, Eq. (5.8), we show in Appendix E1 that the Wigner function for the noisy operator $\hat{O}_{\text{III}} = \xi(\Xi) O_{\text{III}} \xi(\Xi)^*$, is given in the low-noise limit by

$$W_{\hat{O}_{\text{III}}}(x) = \left[ W_{\xi(\Xi)} \ast \Pi_{\text{sR}} A \left[ \nu_2 \right] \ast W_{\xi(\Xi)} \right](R_{\xi} x).$$

(E5.10)

The factor $\frac{\pi}{\Delta \kappa}$ arises from the exponential operators in Eq. (3.23) (see Appendix E1) and plays no physical role for approximate GKP states, whose Wigner functions must be normalized after application of the noise operator anyway. Equation (5.12) describes a broad two-dimensional Gaussian envelope that damps a set of Gaussian spikes, with respective covariance matrices given by

$$\Sigma_{\text{env}} = \frac{1}{2} \Xi,$$

$$\Sigma_{\text{spike}} = \frac{1}{2} \Omega^T \Xi^{-1} \Omega = \frac{1}{2} \det \Xi.$$

(E5.13a, 5.13b)

The last equality holds because the $2 \times 2$ noise matrix is symmetric, $\Xi = \Xi^T$. The covariance matrices for the spike and envelope are thus directly proportional to each other:

$$\Sigma_{\text{env}} = \frac{\Sigma_{\text{spike}}}{\det(2 \Sigma_{\text{spike}})} \longleftrightarrow \Sigma_{\text{spike}} = \frac{\Sigma_{\text{env}}}{\det(2 \Sigma_{\text{env}})}.$$

(E5.14)

This critical relationship is the minimum-envelope condition. As shown below in Sec. V.C, in the context of approximate GKP states with a fixed $\Sigma_{\text{spike}}$, smaller envelopes than allowed by Eq. (5.14) are unphysical, and larger envelopes correspond to mixtures over minimum envelopes—such states are physical but can never be pure.

### B. Minimum-envelope approximate GKP states

Minimum-envelope approximate GKP states, $\hat{\rho}_L$, are those generated by applying the embedded-error operator to an ideal GKP state $\hat{\rho}_L$, Eq. (4.27):

$$\hat{\rho}_L = \frac{1}{N} \xi(\Xi) \hat{\rho}_L \xi(\Xi),$$

(E5.15)

with normalization $N = \text{Tr}\{\hat{\rho}_L [\xi(\Xi)]^2\}$ required because the embedded-error operator is not unitary. If the ideal GKP state is a pure state, $\hat{\rho}_L = |\psi_L\rangle \langle \psi_L|$, then the approximate GKP state is also a pure state, $\hat{\rho}_L = |\psi_L\rangle \langle \psi_L|$ (as established above in the context of wavefunctions).

---

11 The parameters $\kappa^2$ and $\Delta^2$ are variances of Gaussian terms in the approximate GKP wavefunctions. The elements of the covariance matrices here correspond to measured quadrature variances (proportional the square-modulus of the wavefunctions, Eq. (B3)), which is the origin of the $\frac{1}{2}$ factor.
function can be written in general in Sec. VA1. From Eq. (5.12), the Wigner functions, which gives rise to “noise-broadened” GKP Pauli Wigner in terms of the embedded-error operator acting directly on the GKP Pauli operators. The embedded-error operator, and the normalization factor \( N \) is inherited from Eq. (5.15). The second line is written in terms of the embedded-error operator acting directly on the Wigner functions for the GKP Paulis, Eq. (4.22b), which gives rise to “noise-broadened” GKP Pauli Wigner functions.

The limit of low embedded error, \( \Xi \ll 1 \), is examined in general in Sec. VA1. From Eq. (5.12), the Wigner function can be written

\[
\tilde{W}_r(x) \approx \frac{1}{N} G_{\Sigma_{env}}(x) \sum_{\mu=0}^{3} r_{\mu} \theta \sqrt{\pi I} \left[ \frac{\Omega_{r_{\mu}}}{2} \right] (x, 2\pi i \Sigma_{spike}),
\]

with each term in the sum resulting from the embedded-error operator acting on the GKP Pauli operators. The features of approximate GKP states in phase space are similar to those for wavefunctions [Eq. (3.34)]: the lattice of points (a III-function) is convolved with and enveloped by Gaussian functions. The Gaussian envelopes damp distant regions of quasiprobability and, along with the Gaussian convolutions, ensure that the Wigner function and its marginals are normalizable. For these minimum-uncertainty states, the spike and envelope covariance matrices are related by the minimum-envelope condition in Eq. (5.14). Examples are shown in Fig. 5.

The normalization factor in Eq. (5.18) is given by a sum of four integrals, one for each of the noise-broadened GKP Pauli operators including the GKP identity operator:

\[
N = \int d^2 x G_{\Sigma_{env}}(x) \sum_{\mu=0}^{3} r_{\mu} \theta \sqrt{\pi I} \left[ \frac{\Omega_{r_{\mu}}}{2} \right] (x, 2\pi i \Sigma_{spike}).
\]

The Wigner functions for ideal GKP Pauli operators (\( \mu = 1, 2, 3 \), Eq. (4.22b), are traceless (their integral over phase space is zero). This fact is visually evident in Fig. 4: each has two positive and two negative spikes within a unit cell. In Eq. (5.19), the envelope arising from the embedded-error operator disturbs this property. However, when the noise is low enough, the associated integrals rapidly approach zero (see Fig. 9 in Appendix D). In this limit, the envelope can be ignored and the integrals performed, with each becoming a \( \theta \)-function evaluated at the origin (referred to as a \( \theta \)-constant [53]). The non-identity terms vanish, and the normalization is

\[
N \approx \theta \sqrt{\pi I} \begin{bmatrix} 0 \\ 0 \end{bmatrix} (0, 2\pi i \Sigma_{env}) \approx \frac{1}{\sqrt{\pi}} \Delta^2, \kappa^2 \ll 1.
\]

Further details of the calculation are given in Appendix D, and a complementary description can be found in Matsuura et al. [43].

C. Envelope condition for physical states

The minimum-envelope condition given in Eq. (5.14) suggests that some enveloped \( \theta \)-functions correspond to approximate GKP states, pure or mixed, but when the envelopes are too small, the Wigner functions no longer represent physical states. Here, we make this statement concrete and emphasize that with it one can construct physical descriptions of GKP-encoded information directly in phase space.

We begin by generalizing the minimum-envelope GKP Wigner function in Eq. (5.18). By first displacing the Wigner function of an ideal GKP state by \( x' \), applying the embedded-error operator, and then displacing back, we produce a GKP Wigner function with the spikes in the appropriate places and the same spike covariance \( \Sigma_{spike} \).
FIG. 6. Envelope effects for approximate GKP states. In the first row, we plot Wigner functions of the form in Eq. (5.22), for fixed spike covariance $\Sigma_{\text{spike}} = \frac{1}{2} R_{\pi/3} \left[ \begin{array}{cc} (0.2)^2 & 0 \\ 0 & (0.4)^2 \end{array} \right] R_{\pi/3}$ ($R_{\pi/3}$ is a rotation matrix, Eq. (3.17)), all of which encode a logical $|0\rangle_L$. The solid ovals are 2-σ error ellipses for the Gaussian envelopes, red is positive, blue is negative, and the colorscale is normalized for each plot separately. (a) A minimum-envelope state, Eq. (5.18), with $\Sigma_{\text{env}}$ given by Eq. (5.14). (b) A larger-than-minimum envelope, which indicates mixing over minimum envelopes, and (c) an envelope that is too small, meaning that this Wigner function does not represent a physical quantum state. In the second row, we plot Wigner functions for a logical $|+\rangle_H$ state with Bloch 3-vector $\vec{r} = \left[ \frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}} \right]^T$ with fixed spike covariance $\Sigma_{\text{spike}} = \frac{1}{2} \left[ \begin{array}{cc} (0.25)^2 & 0 \\ 0 & (0.25)^2 \end{array} \right]$ whose envelopes are related to a triangle, indicated in blue. (d) A "spotlight" envelope arises from a convolution of the minimum envelope with a δ-function at each point using Eq. (5.23). (e) A convolution of the minimum envelope with the enclosed triangular region. The minimum envelope is shown on the plot for reference. (f) A hard-boundary exclusion envelope determined by the triangle. In this case, the minimum envelope is incompatible with this Wigner function (deconvolving with the minimum envelope violates Eq. (5.24)), and such a Wigner function does not represent a physical state. This is apparent visually in the fact that the triangle contains features sharper that those of the minimum envelope, so the minimum envelope cannot "fit into" the triangle. but with a shifted envelope:

$$\tilde{W}_r(x) = \frac{1}{N} G_{\Sigma_{\text{env}}}(x - x') \sum_{\mu=0}^{3} r_{\mu} \theta \sqrt{\pi} \left[ \pi \ell_{\mu}/2 \right] (x, 2\pi i \Sigma_{\text{spike}}).$$

(5.21)

This state is also a minimum-envelope state—$\Sigma_{\text{env}}$ satisfies Eq. (5.14)—meaning that if the original ideal GKP state were pure, this state will also be pure. Taking mixtures of these displacements (prior to applying the embedded-error operator) with positive distribution $h(x) \geq 0$ produces a GKP state with Wigner function

$$\tilde{W}_r(x) = \frac{1}{N} g(x) \sum_{\mu=0}^{3} r_{\mu} \theta \sqrt{\pi} \left[ \pi \ell_{\mu}/2 \right] (x, 2\pi i \Sigma_{\text{spike}}),$$

(5.22)

with the same, fixed spike covariance $\Sigma_{\text{spike}}$, and with the envelope $g(x)$ given by a convolution of $h(x)$ with the minimum envelope $G_{\Sigma_{\text{env}}}(x)$:

$$g(x) = [h \ast G_{\Sigma_{\text{env}}}] (x) = \int d^2 x' h(x') G_{\Sigma_{\text{env}}}(x - x').$$

(5.23)

Inverting this relation using a deconvolution gives a sufficient condition for physically allowed envelopes when the spike covariance $\Sigma_{\text{spike}}$ is fixed. In terms of the deblurring operator, Eq. (2.32), this physical-envelope condition is

$$D_{\Sigma_{\text{env}}}^{-1} g(x) \geq 0.$$

(5.24)

In short, admissible envelopes for physical GKP Wigner functions are positive semidefinite under the action of the deblurring operator associated with the minimum envelope. Minimum-envelope states have singular distributions, $h(x) = \delta(x - x')$ that saturate Eq. (5.24) and can describe pure states. Other physical envelopes describe mixed states.

A key benefit of the physical envelope condition in Eq. (5.24) is that representations of GKP-encoded information can be constructed directly in phase space. One
begins by laying out a periodic array of Gaussian spikes, described by four two-dimensional $\theta$-functions of covariance matrix $\Sigma_{\text{spike}}$ (corresponding to noise-broadened Pauli Wigner functions), and a Bloch vector $\mathbf{r}$ determined by the state. Then, an envelope is applied, and the physical-envelope condition in Eq. (5.24) determines whether this envelope (a) is physically valid, (b) corresponds to a minimum-envelope state, or (c) corresponds to a mixture (either discrete or continuous) over minimum envelopes. Examples of these scenarios are given in Fig. 6.

Our discussion here has focused on varying the envelope for a fixed spike covariance $\Sigma_{\text{spike}}$ in order to introduce the concept of mixing over minimum envelopes. For these states, the minimum-envelope condition, Eq. (5.14), implies that larger spikes have a smaller minimum envelopes. This is contrary to the case of a minimum-uncertainty approximate GKP state fed through a displacement channel, Eq. (4.29). In this case, the spike size is increased by the channel, but so is the envelope. This is another way to see that such a state must be a mixed state (since its envelope is no longer minimal).

D. Connection between low amounts of coherent and incoherent noise

A Gaussian mixture of ideal GKP states, Eq. (4.34), arises from a convolution of III-functions that yields $\theta$-functions, which remain unnormalizable and are thus unphysical. To map these states to normalizable, approximate GKP states, Eq. (5.18), one applies an appropriate envelope at least as large as that specified by the minimum-envelope condition in Eq. (5.20).

How is this performed in the other direction—i.e., what is the map that takes approximate GKP states and produces blurred ideal GKP states? The answer, given by Noh and Chamberlain [9], is to take the approximate GKP state $\hat{\rho}_L$ and apply random multiples of $2\sqrt{\pi}$ shifts in position and momentum, via powers of the primitive stabilizers $\hat{S}_X$ and $\hat{S}_Z$ in Eq. (3.14):

$$\hat{\rho}_L = \sum_{\mathbf{n} \in \mathbb{Z}^2} [\hat{S}_Z]^{n_z} [\hat{S}_X]^{n_x} \hat{\rho}_L [\hat{S}_X]^{n_x} [\hat{S}_Z]^{n_z}. \tag{5.25}$$

In phase space, the shifts are translations of the argument of the approximate GKP Wigner function,

$$W_{\hat{\rho}_L}(x) = \sum_{\mathbf{n} \in \mathbb{Z}^2} W_{\hat{\rho}_L}(x + 2n\sqrt{\pi}) \tag{5.26}$$

where we used the quasiperiodicity of the $\theta$-function, Eq. (2.26), to eliminate the $\mathbf{n}$ dependence. This is unsurprising, since the stabilizers are designed to act trivially on properly periodic codewords. The pulse train of Gausians envelopes can also be written as a $\theta$-function,

$$\sum_{\mathbf{n} \in \mathbb{Z}^2} G_{\Sigma_{\text{env}}}(x + 2n\sqrt{\pi}) \propto \theta_{2\sqrt{\pi}}(x, 2\pi i \Sigma_{\text{env}}). \tag{5.28}$$

with spike covariance $\Sigma_{\text{env}}$. In the high-quality limit, the eigenvalues of $\Sigma_{\text{env}}$ are much larger than the square of the period $2\sqrt{\pi}$, and $\theta_{2\sqrt{\pi}}(x, 2\pi i \Sigma_{\text{env}}) \approx 1$. Equation (5.27) then becomes

$$W_{\hat{\rho}_L}(x) \approx \sum_{\mu=0}^{3} r_{x,\mu} \theta_{\sqrt{\pi}} \left[ \frac{\Omega x_{\mu}}{\epsilon_{x,\mu}}, \left( x, 2\pi i \Sigma_{\text{spike}} \right) \right], \tag{5.29}$$

which is the Wigner function for Gaussian mixture of ideal GKP states, Eq. (4.34). This shows the connection between coherent and incoherent noise in the high-quality GKP-state limit.

VI. GKP ERROR CORRECTION IN PHASE SPACE

GKP error correction is a procedure designed to detect and correct CV-level errors on GKP-encoded quantum information. GKP error correction proceeds in two steps. First, the state to be corrected, $\hat{\rho}_{\text{in}}$, is coupled to an ancilla mode prepared in a GKP state, $|0_L\rangle$, which is then measured in the position basis, yielding a measurement outcome $m_q$. Then, this process is repeated using another GKP ancilla, which is measured in momentum without outcome $m_p$. We refer to this part of the procedure as syndrome extraction as it involves acquiring the measurement-outcome syndrome $\{m_q, m_p\}$. In the second part of the procedure, the syndrome is used in a decoder to determine the likelihood of a logical error having occurred. As determined by the decoder, a recovery operation consisting of shifts in phase space is applied.

This entire procedure projects the noisy input state $\hat{\rho}_{\text{in}}$ into the GKP code space, with CV-level noise being projected into potential qubit-level errors. When non-ideal GKP ancillae are used, the input state is projected into a subspace commensurate with the quality of these ancillae [37]. That is, the error correction procedure cannot reduce the CV-level noise on the input state to below that of the ancillae.

A. Kraus operator for GKP error correction

The simplest decoder for the square-GKP code takes each measurement outcome and divides it into two pieces: the nearest integer multiple of $\sqrt{\pi}$ and a remainder. For example, the first half of GKP syndrome extraction gives outcome $m_q \in \mathbb{R}$ that splits as:

$$m_q = \lfloor m_q \rfloor \sqrt{\pi} + \{m_q\} \sqrt{\pi}, \tag{6.1}$$
where the nearest-integer and remainder of real number \( r \) (with respect to some \( \alpha > 0 \)) are given by the functions
\[
|r|_\alpha := \alpha \left\lfloor \frac{r}{\alpha} + \frac{1}{2} \right\rfloor \quad (6.2)
\]
\[
\{r\}_\alpha := r - |r|_\alpha, \quad (6.3)
\]
and \( \lfloor \cdot \rfloor \) is the floor function. Note that \( |r|_\alpha \) is an integer multiple of \( \alpha \), and \( \{r\}_\alpha \in [\frac{-\alpha}{2}, \frac{\alpha}{2} ) \). Then, a recovery is given by a shift in position by the remainder, \( \hat{X}_{\text{rec}} := \hat{X}(-\{m_q\}_\sqrt{\pi}) \). An analogous procedure applies for the other half of GKP error correction: the outcome \( m_p \) is divided as \( m_p = [m_p]_\sqrt{\pi} + \{m_p\}_\sqrt{\pi} \), and a momentum shift \( \hat{Z}_{\text{rec}} := \hat{Z}(-\{m_p\}_\sqrt{\pi}) \) is applied.

The circuit for GKP error correction using this decoder is
\[
\text{(out)} \quad Z_{\text{rec}} \quad X_{\text{rec}} \quad p^\dagger\{m_q\} \quad |0_L\rangle \quad p^{(m_q)} \quad |0_L\rangle \quad (6.4)
\]
which is read in a right-to-left fashion. We represent a projective measurement of observable \( \hat{B} \) with outcome \( m \) using the bra \( \langle m | \). In the circuit, a two-mode position-controlled momentum-shift gate is
\[
\hat{C}_Z := e^{i\hat{q}\hat{\Theta}q} = \begin{array}{c}
\end{array} \quad (6.5)
\]
and a two-mode position-controlled position-shift gate is
\[
\hat{C}_X^{(2,1)} := e^{-i\hat{q}\hat{\Theta}q} = \begin{array}{c}
\end{array} \quad (6.6)
\]
where the second wire is the control and the first wire is the target, indicated by the superscripts on \( \hat{C}_X^{(2,1)} \). We also note that \( e^{-i\hat{q}\hat{\Theta}q} = \hat{F}_1^\dagger \hat{C}_Z \hat{F}_1 \), where \( \hat{F}_1 \) is the Fourier transform operator, Eq. (3.15), on the first mode.

The Kraus operator for GKP error correction, \( \hat{K}_{\text{EC}}(m_q, m_p) \), describes the map from the input state to the output state through the error correction procedure,
\[
\hat{\rho}_{\text{out}} = \frac{1}{\text{Pr}(m_q, m_p)} \hat{K}_{\text{EC}}(m_q, m_p) \hat{\rho}_\text{in} \hat{K}_{\text{EC}}^\dagger(m_q, m_p). \quad (6.7)
\]
The output state is normalized by the probability to obtain the outcomes,
\[
\text{Pr}(m_q, m_p) = \text{Tr}[\hat{K}_{\text{EC}}^\dagger(m_q, m_p) \hat{K}_{\text{EC}}(m_q, m_p) \hat{\rho}_\text{in}]. \quad (6.8)
\]
Since the two pieces of syndrome extraction and subsequent correction occur independently, we express the Kraus operator as
\[
\hat{K}_{\text{EC}}(m_q, m_p) = \hat{K}_p(m_p) \hat{K}_q(m_q). \quad (6.9)
\]
Note that a benefit of the right-to-left circuit convention we employ is that we can read off unitaries and Kraus operator (as below) from the circuit in the same order that they appear in equations.

To allow for both ideal and approximate GKP states, we consider the Kraus operator for each of the two halves of GKP syndrome extraction (one for position and one for momentum) using arbitrary ancillae, both in the pure state \( |\chi\rangle = \int \text{d}s \chi(s) |s\rangle_q = \int \text{d}t \chi(t) |t\rangle_p \). The circuit for the first syndrome extraction is
\[
\begin{array}{c}
\text{(out)} \quad \langle \chi \rangle \quad p^{(m_q)} \quad |0_L\rangle \quad \langle \chi \rangle \quad (6.10)
\end{array}
\]
and the second is nearly identical, with the measurement replaced by \( p^{(m_p)} \) and the Fourier transforms in Eq. (6.11) included. The Kraus operators for syndrome extraction (before the corrective shift) are
\[
\hat{K}_{q,\text{sys}}(m_q) := \langle m_q | \hat{C}_Z |\chi\rangle = \hat{\chi}(m_q - \hat{q}), \quad (6.11)
\]
\[
\hat{K}_{p,\text{sys}}(m_p) := \langle m_p | \hat{F}_1^\dagger \hat{C}_Z \hat{F}_1 |\chi\rangle = \hat{\chi}(m_p - \hat{p}). \quad (6.12)
\]

For GKP error correction using the simple decoder \( \hat{K}_{\text{EC}}(m_q, m_p) \), we have the property that \( \hat{F} |0_L\rangle = \hat{F}_1^\dagger |\chi\rangle = |\hat{\chi} \rangle_p \), where the noise in \( |\hat{\chi} \rangle_p \), \( \hat{\Sigma}_\text{spike} \) and \( \hat{\Sigma}_\text{env} \), is the same as for \( |0_L\rangle \). Ideal GKP states have this property trivially. These GKP ancillae, \( |0_L\rangle = \int \text{d}s \psi_0(s) |s\rangle_q \), with position wavefunction \( \psi_0(s) \) that represents either ideal GKP states [Eq. (3.10)] or approximate GKP states [Eq. (3.34)], yield Kraus operators
\[
\hat{K}_q(m_q) = \hat{X}(\{m_q\}_\sqrt{\pi}) \tilde{\psi}_+(m_q - \hat{q}), \quad (6.13a)
\]
\[
\hat{K}_p(m_p) = \hat{Z}(\{m_p\}_\sqrt{\pi}) \tilde{\psi}_+(m_p - \hat{p}), \quad (6.13b)
\]
where \( \tilde{\psi}_+(s) \) is the position wavefunction for \( |\hat{\chi} \rangle_p \), since \( \psi_0(s) = \tilde{\psi}_+(s) \) for these states. Note that we have dropped the \( L \) subscript on wavefunctions for brevity. Together, these operators give the Kraus operator for GKP error correction using the simple decoder in Eq. (6.7).

We can transform the Kraus operators into a useful form by extracting the outcome-dependent shifts in Eqs. (6.13), e.g., \( \psi_+(m_q - \hat{q}) = \hat{X}(m_q) \psi_+(\hat{q}) \), where we also use the fact that \( \tilde{\psi}_+(x) = \psi_+(-x) \). Performing the analogous transformation on \( \psi_+(m_p - \hat{p}) \), we get
\[
\hat{K}_q(m_q) = \hat{X}(-[m_q]_\sqrt{\pi}) \tilde{\psi}_+(\hat{q}) \hat{X}(m_q) \quad (6.14a)
\]
\[
\hat{K}_p(m_p) = \hat{Z}(-[m_p]_\sqrt{\pi}) \tilde{\psi}_+(\hat{p}) \hat{Z}(m_p). \quad (6.14b)
\]
Each describes a shift (position or momentum) by the respective measurement outcome on the input state, followed by application of \( \tilde{\psi}_+(\hat{q}) \) or \( \tilde{\psi}_+(\hat{p}) \), and then finally by another shift by an integer multiple of \( \sqrt{\pi} \). When combined together, the full Kraus operator is
\[
\hat{K}_{\text{EC}}(m_q, m_p) = e^{i\hat{q}\hat{\Theta}q} \hat{X}(-[m_q]_\sqrt{\pi}) \hat{Z}(-[m_p]_\sqrt{\pi}) \tilde{\psi}_+(\hat{q}) \hat{X}(m_q) \hat{Z}(m_p) \quad (6.15)
\]
noting that the Wigner functions for the symmetric
with phase \( \phi = -\{m_q \} \frac{\pi}{\sqrt{\pi}} \{m_p \} \). The important term
in this expression is \( \tilde{\psi}_{+}(\hat{p}) \tilde{\psi}_{+}(\hat{q}) \), which becomes the
projector onto the square-lattice GKP subspace when the ancillas are ideal GKP states [37, 50], as we show in Sec. VIB2.

B. GKP error correction in phase space

GKP error correction can be described directly in phase space using the Moyal product, Eq. (5.2),

\[
K_{EC}(m_q, m_p) \hat{\rho}_n K_{EC}^\dagger(m_q, m_p) \\
\rightarrow [W_{K_{EC}} \ast \hat{W}_{\hat{\rho}_n} \ast W_{K_{EC}}^\dagger](q, p),
\]

(6.16)

where \( W_{K_{EC}}(q, p) \) is the Wigner function for the GKP error
correction Kraus operator. Since \( K_{EC}(m_q, m_p) \) is the
product of two operators, Eq. (6.9), we can also separate
its Wigner function using the Moyal product:

\[
W_{K_{EC}}(q, p) = [W_{K_q} \ast W_{K_p}^\dagger](q, p),
\]

(6.17)

where \( W_{K_q}(q, p) \) and \( W_{K_p}(q, p) \) are the Wigner functions
for the two halves of GKP error correction. This allows us
to apply each half of GKP error correction separately
in phase space.

To isolate the key features of GKP error correction, we
consider the specific case of outcomes \( \{m_q, m_p\} = \{0, 0\},
\)

\[
W_{\tilde{\psi}_{+}(\hat{p}) \tilde{\psi}_{+}(\hat{q}) \hat{\rho}_n \tilde{\psi}_{+}(\hat{q}) \tilde{\psi}_{+}(\hat{p})}(q, p) \propto \int \int dw' dw'' W_0(w', p) W_+(q + w', p) W^-_0(q + w', p - w'').
\]

(6.19)

Noting that the Wigner functions for the symmetric \(|0_L\rangle\) and
\(|+_L\rangle\) states considered here are related by swapping
their arguments, \( W_0(q, p) = W_+(p, q) \), we can interpret
the two convolutions together as a map that performs
the same operation in position as in momentum, which
periodically filters support in a one quadrature while
replicating periodic features of the ancilla in the conjugate
quadrature. We discuss this process more thoroughly in
the following section.

The phase-space error-correction formula in Eq. (6.19)
can be used for other measurement outcomes by
simply using \( \hat{\rho}_n \rightarrow X(m_q) Z(m_p) \hat{\rho}_n Z^\dagger(m_p) X^\dagger(m_q) \) and
then applying the corrections (displacements) specified
in Eq. (6.15) to get the final output state. Note that if
one were to perform the two halves of error correction in
the other order—\( p \) correction before \( q \) correction—then
the phase-space map is different. A more general form
of Eq. (6.19) that allows for arbitrary pure (and different)
anicilla is given in Eq. (E28). Finally, we note that for
mixed states (ancillae and/or the input state), the
linearity of Wigner functions enables us to consider

dealing with the \( \sqrt{\pi} \)-periodic GKP grid in position.
(The other half of GKP error correction performs raking
in momentum). Second, the momentum convolution
periodically replicates features of \( W_{\hat{\rho}_n}(q, p) \) along the \( p \)-
direction in phase space (up to the envelope associated
with the ancilla state). This feature arises from the con-

syndrome extraction as a weighted sum of error-corrected
pure states.

1. Phase-space effects of GKP error correction

The effects of GKP error correction can be understood
by inspecting each half of GKP error correction separately.
Consider the first half, described by Eq. (6.18a),
that corrects CV errors in position. The input state
\( W_{\hat{\rho}_n}(q, p) \) experiences a convolution in momentum with
\( W_+(q, p) \), weighted by the point-wise product in position.
We refer to this phase-space operation as “raking” in
a single quadrature, since the periodic spikes of the GKP
ancilla act to clear away any parts of \( W_{\hat{\rho}_n}(q, p) \) that do
not align with the \( \sqrt{\pi} \)-periodic GKP grid in position.
In summary, each half of GKP error correction rakes an input Wigner function, which periodically damps support in each quadrature and replicates in the other, with the noise in the GKP ancillae determining the strength of the effect. When performed consecutively, the two halves produce a projection into an approximate GKP subspace defined by the ancillae [37]. This projection can be applied to any state (not just noisy GKP states), as illustrated in Fig. 7, where an input vacuum state is consecutively raked in both quadratures for syndrome \{0, 0\}. Additionally, this projection applies even for \{m_q, m_p\} \neq \{0, 0\}, since the error-correction procedure (including the corrective shifts) realigns the spikes with the phase-space grid that defines square-lattice GKP encodings. Although the quality of a damaged GKP state is restored to that of the GKP ancillae and the state is realigned with the proper grid, in general there may still be qubit-level errors incurred during this process. In a fault-tolerant setting, these errors are dealt with by concatenation [9–11, 35]. An equivalent perspective on using GKP error correction for error mitigation and for GKP magic-state preparation was given by Fabre et al. [44] using a modular decomposition of the phase plane.

2. Error correction with ideal GKP ancillae

For ideal GKP ancillae in the GKP error-correction circuit, Eq. (6.4), analysis of an error-corrected state is simpler due to the properties of III-functions under integration. In this setting, error syndromes arise only from the input state. Just as above, we focus on \{m_q, m_p\} = \{0, 0\}, noting that outcome-dependent shifts can be applied first to the input state and then after the error-correction projection as described by Eq. (6.15). In this case, the Kraus operator for ideal GKP ancillae is

\[
\hat{K}_{EC}(0,0) = \psi_+(\hat{p})\psi_+(\hat{q}) = \psi_+(\hat{q})\psi_+(\hat{p}) = \hat{\Pi}_L,
\]

(6.23)

where \(\hat{\Pi}_L\) is the projector onto the square-lattice GKP subspace [37, 50],

\[
\hat{\Pi}_L := |0_L\rangle\langle 0_L| + |1_L\rangle\langle 1_L|.
\]

(6.24)

Thus the error-correction map, Eq. (6.7),

\[
\hat{K}_{EC}(0,0)\hat{\rho}_n\hat{K}_{EC}^\dagger(0,0) \propto \hat{\Pi}_L\hat{\rho}_n\hat{\Pi}_L
\]

(6.25)

simply projects the input state into the ideal GKP subspace. In phase space, the convolutions in Eq. (6.19), can be evaluated using the Wigner functions for the ideal GKP ancillae, Eq. (3.10), giving the error-corrected Wigner function in terms of two-dimensional III-functions,

\[
W_{K_{EC}\hat{\rho}_nK_{EC}^\dagger}(x) \propto \text{III}_\pi(x) \sum_{m \in \mathbb{Z}^2} e^{-2\pi i \left(\frac{m}{\sqrt{\pi}}x^T\Omega m\right)} W_{\hat{\rho}_n}(x + m\sqrt{\pi}).
\]

(6.26)

Other measurement outcomes are found by using a modified input state that has been displaced by \(\hat{X}(m_q)\hat{Z}(m_p)\),

\[
W_{K_{EC}\hat{\rho}_nK_{EC}^\dagger}(x) \propto \text{III}_\pi(x) \sum_{m \in \mathbb{Z}^2} e^{-2\pi i \left(\frac{m}{\sqrt{\pi}}x^T\Omega m\right)} W_{\hat{\rho}_n}(x + m\sqrt{\pi}).
\]

(6.26)
as is evident in Eq. (6.15). This III-function restricts the support of the distribution to multiples of $\sqrt{2}$ in both $q$ and $p$. In the extreme limit of perfect ancillas, the only non-zero quasiprobability that can exist in the output is in some way associated with the encoding. In fact, one can consider the identity:

$$\text{III}_2 \hat{f}(x) = \frac{1}{2} \sum_{\mu=0}^{3} \text{III}_1 \left[ 0, \frac{\epsilon_\mu}{2} \right](x).$$

(6.27)

Simply, the only non-zero coordinates in the output distribution are exclusively within the set of encoded coordinates, with distinct subsets of non-zero coordinates for each component of the encoded Bloch 4-vector. We can expand in this basis and use the properties of each III-function

$$W_{K_{EC\hat{r}_mK_{EC}}}(x) \propto \frac{1}{2} \sum_{\mu=0}^{3} \text{III}_1 \left[ 0, \frac{\epsilon_\mu}{2} \right](x)$$

$$\times \sum_{m \in \mathbb{Z}^2} e^{-\pi i \frac{1}{\sqrt{2}} x^\dagger \Omega_m x} W_{\hat{r}_m}(x + m \sqrt{\pi})$$

$$= \frac{1}{2} \sum_{\mu=0}^{3} \sum_{m \in \mathbb{Z}^2} \delta \left( x + n \sqrt{\pi} + \ell_\mu \sqrt{\pi} \right) e^{\pi i \frac{(1/2)(\epsilon_\mu)^\dagger \Omega_m \epsilon_\mu)} x \right) W_{\hat{r}_m} \left( x - n \sqrt{\pi} - \ell_\mu \sqrt{\pi} \right),$$

(6.28)

which with the new index $j := n - m$ has the form

$$= \frac{1}{2} \sum_{\mu=0}^{3} \sum_{j \in \mathbb{Z}^2} \delta \left( x + j \sqrt{\pi} \right) e^{2\pi i \frac{1}{2}(\epsilon_\mu)^\dagger \Omega_j \epsilon_\mu)} x \right) W_{\hat{r}_m} \left( x - j \sqrt{\pi} - \ell_\mu \sqrt{\pi} \right),$$

(6.29)

$$= \frac{1}{2} \sum_{\mu=0}^{3} \sum_{j \in \mathbb{Z}^2} e^{2\pi i \frac{1}{2}(\epsilon_\mu)^\dagger \Omega_j \epsilon_\mu)} W_{\hat{r}_m} \left( x - j \sqrt{\pi} - \ell_\mu \sqrt{\pi} \right)$$

(6.30)

$$= \frac{1}{2} \sum_{\mu=0}^{3} W_L^\mu \left( x \right) \sum_{j \in \mathbb{Z}^2} e^{2\pi i \frac{1}{2}(\epsilon_\mu)^\dagger \Omega_j \epsilon_\mu)} W_{\hat{r}_m} \left( x - j \sqrt{\pi} - \ell_\mu \sqrt{\pi} \right)$$

(6.31)

Notice that this is just an expansion in GKP Pauli Wigner functions, $W_L^\mu$, so the remaining sum must represent the Bloch-vector coefficients $r_\mu$ of the output state, as indicated. To make the connection to what we know already about Bloch-vector components, we rewrite the sum as an integral and obtain

$$r_\mu = \int d^2 x \text{III}_1 \left[ 0, \frac{\epsilon_\mu}{2} \right](x) W_{\hat{r}_m}(x)$$

$$= \int d^2 x W_L^\mu(x) W_{\hat{r}_m}(x)$$

$$= \text{Tr}[\hat{\rho}_m].$$

(6.32)

(6.33)

(6.34)

One might wonder where the projection onto the GKP subspace, $\Pi_L$, has gone. In fact, it gets absorbed into the GKP Pauli operators when tracing the error-corrected state $\Pi_L \hat{\rho}_m \Pi_L$ with the GKP Pauli operators [50]:

$$r_\mu = \text{Tr}[\hat{\sigma}_\mu \Pi_L \hat{\rho}_m \Pi_L] = \text{Tr}[\hat{\sigma}_\mu \hat{\rho}_m],$$

(6.35)

since $\Pi_L \hat{\sigma}_\mu \Pi_L = \hat{\sigma}_\mu$, which justifies the final form of Eq. (6.26):

$$W_{K_{EC\hat{r}_mK_{EC}}}(x) = \frac{1}{2} \sum_{\mu=0}^{3} W_L^\mu(x) \int d^2 x' W_{\hat{r}_m}(x') W_{\hat{r}_m}(x'),$$

(6.36)

up to normalization.

VII. TELEPORTATION-BASED GKP ERROR CORRECTION

A key result in Ref. [50] is that applying GKP error correction to unencoded states—particularly those that are simple to prepare, like the vacuum state—probabilistically produces GKP magic states, which are useful for universal, fault-tolerant quantum computing. One can use the complementary phase-space description of the GKP error correction circuit in Eq. (6.4), presented in the previous section, to find the same result.

An alternate method of implementing GKP error correction involves teleporting the input state through a GKP Bell pair [37], which can also be interpreted as performing heterodyne detection on one half of the GKP Bell pair [50]. We review this protocol in phase space.

The teleportation circuit for GKP error correction is,

$$\hat{\rho}_m$$

$$\hat{\sigma}_m$$

$$\hat{\rho}_m$$

where the circuit is read right-to-left, and the homodyne measurements in bases $q$ and $p$ with outcomes $m_q$ and $m_p$ are depicted in using bras. The arrow between modes 1 and 2 indicates the 50:50 beamsplitter [37],

$$j$$

$$k$$

and the GKP Bell pair on modes 2 and 3 is generated by coupling two $|+L\rangle$ GKP states with a $C_X^{(1,2)}$ gate, Eq. (6.6). The vertical dashed lines indicate places along the circuit where we calculate the joint Wigner function below.

This circuit can be analyzed easily in phase space by virtue of the fact that the measurements and unitaries are all Gaussian. Gaussian unitary action is given by a transformation of the Wigner function’s arguments, Eq. (4.6),
using a symplectic matrix $S_{B_j}$ associated with the unitary. The symplectic matrices for the beam splitter in Eq. (7.2) and the $\hat{C}_{X}^{(1,2)}$ gate are

$$S_{B_{jk}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 1 & 1 \end{bmatrix}.$$ (7.3)

$$S_{C_{X}^{(2,3)}} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$ (7.4)

We will proceed step-by-step through the teleportation circuit beginning from the three-mode input state

$$W_a(x) := W_{\hat{p}_{in}}(x_1)W_L^{(+)}(x_2)W_0^{T}(x_3),$$ (7.5)

indicated at the top of the circuit, Eq. (7.1). The arguments of the Wigner functions, $x = [q_1, q_2, q_3, p_1, p_2, p_3]^T$, are the phase space coordinates of the joint system and $x_j = [q_j, p_j]^T$ for each mode $j$, respectively. Note that since unitaries above are two-mode; evolution along the circuit at each step requires padding the symplectic matrix with a $2 \times 2$ identity matrix $I_j$ for the unaffected mode. First, applying the $C_{X}^{(2,3)}$ gate creates the GKP Bell pair, manifesting as a transformation on the Wigner-function coordinates of the second and third mode,

$$W_b(x) = W_a((I_1 \oplus S_{C_{X}^{(2,3)}}^{-1})x)$$

$$= W_{\hat{p}_{in}}(x_1)W_L^{(+)}(x_2 + p_3)W_0^{T}(x_3 - q_2),$$ (7.7)

where, in a slight abuse of notation, $p_3 = [0, p_3]^T$, and $q_2 = [q_2, 0]^T$. Next, the beamsplitter $B_{12}$ is applied,

$$W_c(x) = W_b((S_{B_{12}}^{-1} \oplus I_3)x)$$

$$= W_{\hat{p}_{in}}(x_1)W_L^{(+)}(x_2 + p_3)W_0^{T}(x_3 - q_2),$$ (7.9)

which transforms the phase-space coordinates on the first and second modes,

$$x_\pm := \frac{1}{\sqrt{2}} \begin{bmatrix} q_2 \pm q_1 \\ p_2 \pm p_1 \end{bmatrix}.$$ (7.10)

Finally, modes 1 and 2 are measured via homodyne detection, giving outcomes $m_q$ and $m_p$. Homodyne measurement is also a Gaussian operation, and its effect in phase space is simple. For destructive homodyne measurement, set the argument of the measured quadrature equal to the measurement outcome, and then integrate over the conjugate argument.$^{13}$ Doing this on modes 1 and 2 gives the post-measurement state on mode 3,

$$W_{(\text{out})}(x_3)$$

$$= \int dp_1 dp_2 W_{\hat{p}_{in}}(x'_1)W_L^{(+)}(x'_2 + p_3)W_0^{T}(x_3 - q'_2),$$ (7.11)

where the measurement outcomes have been substituted into Eq. (7.10),

$$x'_\pm = \frac{1}{\sqrt{2}} \begin{bmatrix} q_2 \pm m_q \\ m_p \pm p_1 \end{bmatrix},$$ (7.12)

and analogously, $q'_2 = \frac{1}{\sqrt{2}}[q_2 - m_q, 0]^T$. Performing the integration gives

$$W_{(\text{out})}(x)$$

$$\propto \sum_{j \in \mathbb{Z}^2} e^{2\pi i (\hat{x}'^T \Omega_j)} W_{\hat{p}_{in}}(x + \sqrt{2}m + j \sqrt{\pi}),$$ (7.13)

where $m = [m_q, m_p]^T$. This expression is of the same form as Eq. (6.26). Thus, it can also be rewritten—using the same techniques used to derive Eq. (6.36)—to give the output state (up to normalization),

$$W_{(\text{out})}(x) = \begin{bmatrix} \frac{1}{2} \sum_{\mu = 0}^{1} r_{\mu} W_{\hat{p}_{in}}(x) \end{bmatrix},$$ (7.14)

with GKP Bloch vector components

$$r_{\mu} = \int d^2 x' W_{\hat{p}_{in}}^{T}(x')W_{\hat{p}_{in}}(x' + \sqrt{2}m).$$ (7.15)

This agrees with the result reported in Eq. (5) of Ref. [50] for a displacement of $\sqrt{2}m$. The $\sqrt{2}$ comes about due to the definition of $V$ [Eq. (3.6)] versus the Glauber displacement operator $D$, which appears when deriving this same result using circuit identities [37]. The GKP Bloch vector components, Eq. (7.15), depend on both the input state and the measurement outcomes, with the result that the Bloch vector does not, in general, correspond to a GKP Pauli eigenstate. Consider the case where $\hat{p}_{in}$ is the vacuum state. In this setting, the circuit in Eq. (7.1) has two equivalent interpretations. In one interpretation, it describes teleportation of the vacuum state through a GKP Bell pair, and, in the other, it describes heterodyne detection on one half of a GKP Bell pair. For both, the error-corrected state for measurement outcomes $m = \{0, 0\}$ is an approximate Hadamard

$^{13}$ Alternatively, the Wigner-function maps in Eqs. (6.18) can be used to describe non-destructive position and momentum homodyne measurements using $\psi$ the wavefunctions for the appropriate quadrature eigenstates describing the projective measurements.
eigenstate [50], which is a GKP magic state—i.e., a state that can be used to teleport an encoded non-Clifford gate to achieve universal quantum computation. The creation of the magic state is visualized in phase space by raking the vacuum state in both quadratures, as illustrated in Fig. 7. While other outcomes m produce other states, almost all of these are outside the Paulihedron (convex hull of Pauli eigenstates), which means they can be distilled into higher-quality magic states [73, 74]. The only exceptions, which are rare [50], are those outcomes that give states that are too close to Pauli eigenstates. Magic-state production through GKP error correction is not limited to input vacuum states, either. Even some mixed input states can be used, as was shown for thermal states with low enough thermal occupancy [50].

VIII. DISCUSSION

We have laid out a broadly applicable description of ideal and approximate GKP states in phase space using θ-functions and their limiting case, III-functions. GKP states in phase space decompose into a sum of two-dimensional III-functions, each representing an encoded GKP Pauli operator. We have shown that the set of GKP-Pauli Wigner functions are related to each other via simple half-period transformations on their characteristics, which can be generated by Gaussian unitary operations.

The fact that Gaussian operations correspond to simple, linear transformations on a Wigner function’s arguments allows straightforward modeling of GKP Clifford quantum computation, as well as lattice transformations between different types of GKP encodings—e.g., square-lattice to hexagonal-lattice and back again. Furthermore, the remaining operations required for GKP error correction can also be implemented using Gaussian operations, singling out the GKP code as the only known bosonic code to admit a fault-tolerant, all-Gaussian, universal gate set [50, 51].

High-quality approximate GKP states are represented in phase space as enveloped 2-dimensional θ-functions. We derived conditions that relate the covariance matrix for the spikes to that of the envelope. With this, one can immediately write down a Wigner function for a physical approximate GKP state simply by specifying the state’s Bloch vector r—which could represent a pure or mixed logical state—and the spike covariance matrix, thus circumventing the need to first write down an approximate GKP wave function and then calculate its Wigner function [1, 43, 75].

A useful feature of θ-functions and III-functions is how they relate simply via Gaussian blurring and de-blurring. Gaussian blurring in phase space corresponds to a purely positive-imaginary offset to the τ parameter while preserving the characteristics of the function (which encode the discrete quantum information). In the context of quasiprobability distributions, this operation also maps between the Wigner function and other distributions, such as the Husimi Q-function and the Glauber-Sudarshan P-function. In this way, the GKP Wigner functions we have presented may be extended to the whole spectrum of s-ordered quasiprobability functions [60, 61] through transformations of τ14. Moreover, as pure loss can be transformed into an effective Gaussian noise channel through phase-insensitive amplification [47], we can also consider this process in terms of a valid τ parameter proportional to the effective additive Gaussian noise. Lastly, although we have presented, throughout this work, results for a square-lattice GKP code, we re-emphasize that any of these properties can equally be expressed in the context of other GKP lattices, including the hexagonal GKP code [1, 47, 63].

In general, there are several technicalities in describing general GKP phase-space distributions, as the effects of finite squeezing at higher noise levels and how the higher dimensional encoded spaces are represented in phase space is more intricate [43]. By working within a high-squeezing approximation and restricting to qubits, we may simplify the phase space features of generically encoded qubits into a basis of θ-functions in proportion to the encoded Bloch vector. In this way, we provide a compact representation of GKP-encoded information, allowing for both pure and mixed states to be handled with the same mathematical tools. These tools, furthermore, generate an intuitive, visual representation of GKP error correction in phase space as “raking” and exemplified by a demonstration of magic state generation from the vacuum.

Although we have presented results for a GKP ancilla in the application of GKP error correction, there are many alternative choices for “raking” functions. From a resource-based perspective, the Wigner negativity [75, 76] of the ancillary mode can be effectively transferred into an output mode with this procedure [51, 52] such that, in general, this may have other applications in quantum information theory. There also remains the open question for future research in using generalized forms of these operations for other forms of bosonic state preparation.
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14 For well-prepared GKP states, however, some orderings (P-function, for instance) will result in values of τ outside the Siegel upper-half space, making the resulting functions ill defined.
Appendix A: Relation between Gaussian pulse trains and $\theta$-functions

We expand a Gaussian pulse train with period $T \in \mathbb{R}^+$ as\footnote{We consider only positive periods here for the sake of brevity. Negative-period pulse trains are simply reflections of pulse trains of positive period; however in $\theta$-function form, the direction of the second characteristic is also reflected. Although some pulse trains may be even functions in some cases, such as for $[1/2, 1/2]^\tau$ characteristics, the pulse train is odd (see Fig. 1).}

$$\sum_{n \in \mathbb{Z}} e^{-2\pi i n v_1} G_{\sigma^2}(x + n T + v_2 T) = \frac{1}{T} \frac{1}{\sqrt{-i\tau_f}} e^{-\frac{\sigma^2}{2} \frac{x^2}{\tau_f}} \sum_{n \in \mathbb{Z}} e^{2\pi i \left(\frac{1}{2} n^2 \frac{1}{\tau_f} - \frac{x^2}{\tau_f} + x v_2 + v_1 \right)} e^{-2\pi i n v_1}, \quad (A1)$$

where we have defined new parameters,

$$z_s := \frac{x}{T}, \quad \tau_f := \frac{2\pi\sigma^2}{T^2}. \quad (A2)$$

Absorbing the translation $v_2$ into a new argument $z'_s := z_s + v_2$ and reindexing the sum as $m = -n$, Eq. (A1) can then be written as a $\theta$-function,

$$\frac{1}{T} \frac{1}{\sqrt{-i\tau_f}} e^{-\frac{\sigma^2}{2} \frac{x^2}{\tau_f}} \sum_{m \in \mathbb{Z}} e^{2\pi i \left(\frac{1}{2} m^2 \frac{1}{\tau_f} + m (z'_s + v_1) \right)} = \frac{1}{T} \frac{1}{\sqrt{-i\tau_f}} e^{-\frac{\sigma^2}{2} \frac{x^2}{\tau_f}} \theta \left( \frac{0}{v_1} \right) \left( z'_s, \tau_f \right). \quad (A3)$$

Using an inverse Jacobi identity [53–55],

$$\theta \left( \frac{0}{v_2} \left( \frac{z}{\tau}, \frac{\tau^2}{\tau_f} \right) \right) = \sqrt{-i\tau} e^{\frac{x^2}{\tau_f}} \theta \left( \frac{0}{v_1} \right) \left( z, \tau_f \right), \quad (A4)$$

which describes the how $\theta$-functions are modified under the transformation $\tau \rightarrow \frac{\tau^2}{\tau_f}$, gives

$$\frac{1}{T} \frac{1}{\sqrt{-i\tau_f}} e^{-\frac{\sigma^2}{2} \frac{x^2}{\tau_f}} \theta \left( \frac{0}{v_1} \right) \left( z'_s, \frac{1}{\tau_f} \right) = \frac{1}{T} \theta \left( \frac{0}{v_1} \right) \left( z'_s, \tau_f \right). \quad (A5)$$

Restoring $z_s$ from $z'_s$, we have the result:

$$\sum_{n \in \mathbb{Z}} e^{-2\pi i n v_1} G_{\sigma^2}(x + n T + v_2 T) = \frac{1}{T} \theta \left( \frac{0}{v_1} \right) \left( z_s, \tau_f \right). \quad (A6)$$

Using Eq. (2.5), this $\theta$-function can be written as the $\theta_T$-function in Eq. (2.13).

Appendix B: GKP wave-function normalization for low-noise states

In this section we explicitly derive the $L^2$ normalization for a damped Gaussian pulse train in terms of $\theta$-function of arbitrary characteristics in the limit of low noise. For the function

$$f(x) := \frac{1}{\sqrt{\mathcal{N}}} G_{\kappa^{-2}}(x) \sum_{n \in \mathbb{Z}} e^{-2\pi i n v_1} G_{\Delta^2}(x + (n + v_2) T), \quad (B1)$$

the square-normalization factor $\mathcal{N} = \int dx |f(x)|^2$ is

$$\mathcal{N} = \frac{1}{2\sqrt{\pi\kappa^{-2}}} \left( \sum_{n,m \in \mathbb{Z}} e^{2\pi i (m-n) v_1} \right. \times G_{\Delta^2}(x + (n + v_2) T) G_{\Delta^2}(x + (m + v_2) T). \quad (B2)$$

where we used

$$\left[ G_{\kappa^{-2}}(x) \right]^2 = \frac{1}{2\sqrt{\pi\kappa^{-2}}} G_{\kappa^{-2}}(x). \quad (B3)$$

For small $\Delta^2$ (compared to the period $T$), any product of Gaussians arising from the pulse trains is approximately zero unless the Gaussians share the same mean, which can be expressed as\footnote{The order of this approximation can be found by asymptotically expanding the product of neighboring Gaussians in the limit of small $\Delta$. This product is proportional to $\Delta^{-1} e^{-\frac{\pi n^2}{\Delta^2}}$, which gives an expansion of $O(\Delta^{2n-1})$ in the limit of $\Delta \rightarrow 0^+$, for any positive integer $n \in \mathbb{Z}^+$.}

$$G_{\Delta^2}(x + (n + v_2) T) G_{\Delta^2}(x + (m + v_2) T) \propto \delta_{n,m} \left[ G_{\Delta^2}(x + (n + v_2) T) \right]^2, \quad (B4)$$

such that

$$\mathcal{N} \approx \frac{1}{2\sqrt{\pi\kappa^{-2}}} \int dx \sum_{n \in \mathbb{Z}} \left[ G_{\Delta^2}(x + (n + v_2) T) \right]^2, \quad \left( B5 \right)$$

$$= \frac{1}{4\pi \Delta} \int dx \sum_{n \in \mathbb{Z}} \frac{G_{\Delta^2}}{\Delta^2} (x + (n + v_2) T). \quad \left( B6 \right)$$

In the limit of small spikes, $\Delta^2 \rightarrow 0$, the Gaussian $G_{\delta^2}(x + (n + v_2) T)$ is a nascent $\delta$-function, giving

$$\mathcal{N} \approx \frac{1}{4\pi \Delta} \sum_{n \in \mathbb{Z}} G_{\delta^2}(-n + v_2 T) \quad \left( B7 \right)$$

$$= \frac{1}{4\pi T} \frac{\kappa}{\Delta} \theta \left[ \frac{0}{-v_2} \right] \left( 0, \frac{\pi\kappa^{-2}}{T^2} \right). \quad \left( B8 \right)$$
For small $\kappa$, the $\theta$-constant is approximately 1 for all characteristics $v_2$, such that
\[
\mathcal{N} \approx \frac{1}{4\pi^2T} \frac{\kappa}{\Delta} \quad \text{(B9)}
\]

An alternative derivation of the normalization result can be found by considering Eq. (B7) as a Riemann sum. By multiplying the periodically sampled Gaussian by the period $T$, the sum in the expression gives an approximation of the area under a normalized Gaussian,
\[
\sum_{n \in \mathbb{Z}} TG_{\kappa-2}(-(n + v_2)T) \approx \int dx \, G_{\kappa-2}(x - v_2T) = 1. \quad \text{(B10)}
\]

This leads to the normalization in Eq. (B9). An illustration of this procedure is shown in Fig. 8. Explicitly including the normalization factor, the damped Gaussian pulse train $f(x)$ in Eq. (B1) can be written as
\[
f(x) = \sqrt{4\pi|T|} \sqrt{\frac{\Delta}{\kappa}} G_{\kappa-2}(x) \frac{1}{T} \theta \left[ \frac{v_1}{v_2} \right] \left( \frac{x}{T}, \frac{2\pi i \Delta^2}{T^2} \right) \quad \text{(B11)}
\]
\[
= \sqrt{4\pi} \sqrt{\frac{\Delta}{\kappa}} G_{\kappa-2}(x) \theta \left[ \frac{v_1}{v_2} \right] \left( x + 2\pi i \Delta^2, \right) \quad \text{(B12)}
\]

where the second line uses the $\theta_T$-function relation, Eq. (2.5).

**Appendix C: Relations between enveloped III-functions and enveloped $\theta$-functions**

The product of the two normalized Gaussian distributions $G_{\kappa-2}(x)$ and $G_{\kappa+2}(x - \mu)$ is
\[
G_{\kappa-2}(x)G_{\kappa+2}(x - \mu) = G_{\kappa+2+\sigma^{-2}}(\mu)G_{(\sigma^2+\sigma^{-2})^{-1}}(x - \mu'), \quad \text{(C1)}
\]
where $G_{\kappa+2+\sigma^{-2}}(\mu)$ is the normalization factor, and the mean $\mu'$ is given by
\[
\mu' = (\sigma^2 + \sigma^{-2})^{-1} \sigma^{-2} \mu. \quad \text{(C2)}
\]

For $\sigma^2 \ll 1$, the approximations $\sigma^2 + \sigma^{-2} \approx \sigma^{-2}$, $(\sigma^2 + \sigma^{-2})^{-1} \approx \sigma^2$, and $\mu' \approx \mu$ gives for Eq. (C1) an approximate product,
\[
G_{\kappa-2}(x)G_{\kappa+2}(x - \mu) \approx G_{\kappa-2}(\mu)G_{\kappa+2}(x - \mu). \quad \text{(C3)}
\]

This is an instance of a narrow Gaussian behaving as a nascent $\delta$-function.

For a Gaussian pulse train with means $\mu_n = nT$ for $n \in \mathbb{Z}$, this approximation gives
\[
\sum_{n \in \mathbb{Z}} G_{\kappa-2}(x - nT) \approx \sum_{n \in \mathbb{Z}} G_{\kappa-2}(nT)G_{\kappa+2}(x - nT), \quad \text{(C4)}
\]
which can be expressed in terms of convolutions as
\[
G_{\kappa-2}(x)[\Pi_T * G_{\kappa+2}](x) \approx \int dy \, G_{\kappa-2}(y)\Pi_T(y)G_{\kappa+2}(x - y) \quad \text{(C5)}
\]
\[
= [G_{\kappa-2}\Pi_T] * G_{\kappa+2}(x). \quad \text{(C6)}
\]

This indicates the approximate result that small spike variance and large envelope variance, $\sigma^2 \ll \sigma^{-2}$, an enveloped III-function under convolution is approximately an enveloped $\theta$-function.

**Appendix D: Normalization of approximate GKP Wigner functions**

The Wigner function of a high-quality approximate GKP state is given in Eq. (5.18). In this limit, $\Delta^2, \kappa^2 \ll 1$, the Gaussian for each spike, $G_{\Sigma_{\text{spike}}}(x)$, acts as a nascent $\delta$-function, and we may approximate the total integral of the Wigner function for each noise-broadened GKP Pauli operator as
\[
\int d^2x \, W_{\mu}^{\Sigma}(x) = \int d^2x \, G_{\Sigma_{\text{envelope}}}(x)\theta_{\pi T} \left[ \frac{\Omega_{\mu/2}}{\pi} \right] (x, 2\pi i \Sigma_{\text{spike}}) \quad \text{(D1)}
\]
\[
= \sqrt{\pi} \int d^2x \, G_{\Sigma_{\text{envelope}}}(x) \times \sum_{n \in \mathbb{Z}^2} G_{\Sigma_{\text{spike}}} \left( x + n\sqrt{\pi} + \ell_{\mu} \frac{\sqrt{\pi}}{2} \right) e^{-i\pi n^2 \Omega_{\mu}}. \quad \text{(D2)}
\]

Multiplying this by the area $(\sqrt{\pi})^2$ gives an approximation to a Riemann sum, similar to Eq. (B10),
\[
\int d^2x \, W_{\mu}^{\Sigma}(x) \approx \frac{1}{\sqrt{\pi}} \int d^2x \, G_{\Sigma_{\text{envelope}}} \left( - n\sqrt{\pi} - \ell_{\mu} \frac{\sqrt{\pi}}{2} \right) e^{-i\pi n^2 \Omega_{\mu}}. \quad \text{(D3)}
\]
FIG. 9. Trace of the Wigner functions (phase-space integral) of each noise-broadened Pauli operator (including identity) for symmetric noise, $\Xi = \text{diag}(\beta, \beta)$. For small $\beta$, only the trace of the identity is nonvanishing.

\[
\approx \frac{1}{\sqrt{\pi}} \int d^2 x \, G_{\text{env}} \left( x - \ell, \frac{\sqrt{\pi}}{2} \right) e^{i \sqrt{\pi} x^T \Sigma x}
\]

\[\approx \frac{1}{\sqrt{\pi}} e^{-\frac{1}{2} x^T \Sigma x}.\]  (D5)

In the limit of low noise, this factor vanishes for all Pauli Wigner functions other than the identity, and the normalization factor for any GKP state approaches $1/\sqrt{\pi}$. This is indeed as expected, since the Pauli operators are traceless. This behavior is plotted in Fig. 9 for GKP states with symmetric noise.

Matsuura et al. [43] considered various types of approximate GKP states outside of the low-noise limit, where the parameter

\[
\gamma := \sqrt{1 - \Delta^2 \kappa^2}
\]  (D7)
determines how close to “low noise” the state is. For $\Delta^2, \kappa^2 \ll 1$, then $\gamma \rightarrow 1$, which is the low-noise situation we consider throughout this paper. The normalization for their approximate-GKP Wigner functions, is given by a pair of $\theta$-constants, each arising from the total integral of a damped $\theta$-function with periodicity $2\sqrt{\pi}$ in position and $\frac{\sqrt{\pi}}{2}$ in momentum. Here, we connect our formulation to that in Ref. [43]. This procedure gives the normalization for low-noise approximate-GKP Wigner functions as an analytic sum of four $\theta$-constants, one arising from each GKP Pauli operator (including identity).

We begin with a 2-dimensional $\theta$-function with period $\gamma \sqrt{\pi}$ and characteristics $\{v_1, v_2\}$ damped by an (unnormalized) Gaussian,

\[\theta \rightarrow \frac{1}{N} G_{\text{env}}(x) \sum_{\mu=0}^{3} r_{\mu} \theta_{\gamma \sqrt{\pi}} \left[ \frac{\alpha_{\mu}}{\ell_{\mu}} \right] \left( x, 2\pi i \Sigma_{\text{spike}} \right)\]

\[
W_{r}(x) \approx \frac{1}{N} G_{\text{env}}(x) \sum_{\mu=0}^{3} r_{\mu} \theta_{\gamma \sqrt{\pi}} \left[ \frac{\alpha_{\mu}}{\ell_{\mu}} \right] \left( x, 2\pi i \Sigma_{\text{spike}} \right)\]

\[\approx \frac{1}{\sqrt{\pi}},\]  (D13)

where the normalization is the sum of four $\theta$-constants,

which agrees with our approximation earlier, Eq. (D6).

**Appendix E: Moyal product for univariate Wigner functions**

In this Appendix, we show that Wigner-function transformations generated by arbitrary operators that are diagonal in position or momentum are simple convolutions.

\[\nu := \begin{bmatrix} \frac{1}{2\pi^2} - \frac{\Delta}{2} & 0 \\ 0 & \frac{1}{2\pi^2} - \frac{\Delta}{2} \end{bmatrix} = \Sigma_{\text{env}} - \Sigma_{\text{spike}}.\]  (D9)

Integrating over the phase plane gives a $\theta$-constant

\[\int d^2 x \, \Pi_{\gamma \sqrt{\pi}}(x) = \frac{\pi}{\Delta \kappa} \gamma \Sigma_{\text{spike}}.\]  (D10)

Applying a blurring operation (Weierstrass transform) with covariance matrix $\Sigma_{\text{spike}}$, Eq. (2.32), to the damped $\Pi$-function in Eq. (D8) gives

\[D_{\Sigma_{\text{spike}}} \Pi_{\gamma \sqrt{\pi}}(v_1, v_2) = \frac{\pi}{\Delta \kappa} \gamma \Sigma_{\text{spike}} \left( v_1, v_2, 2\pi i \Sigma_{\text{spike}} \right).\]  (D11)

Note that this expression differs from the low-noise square-lattice GKP Wigner functions in Eq. (5.18). The Gaussian envelope is the same, but there are two differences. First, the period in both quadratures is $\frac{1}{\gamma} \sqrt{\pi} \geq \sqrt{\pi}$ meaning that the spikes are slightly off the intended grid. Second, the covariance of each spike is $\frac{1}{\gamma} \Sigma_{\text{spike}} \geq \Sigma_{\text{spike}}$. In the low-noise limit of $\gamma \rightarrow 1$, the forms agree. However, the blurring operation does not change the total integral, meaning that the functions in Eq. (D11) are normalized by the $\theta$-constant in Eq. (D10).

This procedure can be performed to identify Wigner functions for each of the GKP Pauli matrices. For low noise, $\gamma \rightarrow 1$, the expression for a normalized, approximate GKP state parameterized by Bloch 4-vector $r$ is

\[\nu := \begin{bmatrix} \frac{1}{2\pi^2} - \frac{\Delta}{2} & 0 \\ 0 & \frac{1}{2\pi^2} - \frac{\Delta}{2} \end{bmatrix} = \Sigma_{\text{env}} - \Sigma_{\text{spike}}.\]  (D9)

We consider the case of $\varphi = 0$, since rotations that diagonalize the covariance matrix preserve the size and shape of error ellipses.
For arbitrary operator $\hat{O}$ and diagonal operators
\begin{align}
\chi(q) &:= \int ds \chi(s)|s\rangle_q \langle s|, \quad (E1a) \\
\varphi(p) &:= \int dt \varphi(t)|t\rangle_p \langle t|, \quad (E1b)
\end{align}
we wish to find the Wigner functions for the transformed operators:
\begin{align}
\chi(q)\hat{O}\chi(q)^\dagger &\rightarrow W_{\chi(q)}\chi^{-\ast}(q,p), \quad (E2) \\
\varphi(p)\hat{O}\varphi(p)^\dagger &\rightarrow W_{\varphi(p)}\varphi^{-\ast}(p,q), \quad (E3)
\end{align}
noting that $[\chi(q)]^\dagger = \chi^\ast(q)$ and $[\varphi(p)]^\dagger = \varphi^\ast(p)$. We approach this task using an alternate form of the Moyal product $[70, 71]$, Eq. (5.2),
\begin{align}
W_{\hat{A}\hat{B}}(q,p) &= [W_{\hat{A}} \ast W_{\hat{B}}](q,p) \\
&= 2\pi W_{\hat{A}}(q,p) e^{\frac{i}{\hbar}\bar{\nabla}\Omega\nabla W_{\hat{B}}}(q,p), \quad (E5)
\end{align}
where the Bopp operators $\bar{\nabla}$ and $\nabla$ are defined by partial derivatives of position and momentum acting in the direction of the arrow $[70]$
\begin{align}
\bar{\nabla} &:= \left[\frac{\partial}{\partial q}\right], & \nabla &:= \left[\frac{\partial}{\partial p}\right]. \quad (E6)
\end{align}
The Wigner functions for the operators in Eqs. (E1) are functions of only $q$ or $p$, respectively,
\begin{align}
W_{\chi(q)}(q,p) &= \frac{1}{2\pi} \chi(q), \quad (E7) \\
W_{\varphi(p)}(q,p) &= \frac{1}{2\pi} \varphi(p). \quad (E8)
\end{align}
Such univariate functions are useful when calculating Moyal products using the Bopp-operator form of the Moyal product, Eq. (E5). We begin by considering Eq. (E2) and separating the Moyal products,
\begin{align}
W_{\chi(q)}\chi^{-\ast}(q,p) &= \left[W_{\chi(q)} \ast W_{\hat{O}} \ast W_{\chi^{-\ast}(q)}\right](q,p) \quad (E9)
\end{align}
Using Eq. (E5), performing the first Moyal product gives
\begin{align}
W_{\chi(q)}\hat{O}(q,p) &:= \left[W_{\chi(q)} \ast W_{\hat{O}}\right](q,p) \\
&= \chi(q + \frac{i}{\hbar}\bar{\nabla}\hat{O})W_{\hat{O}}(q,p), \quad (E11)
\end{align}
where $W_{\hat{O}}(q,p)$ is the Wigner function for $\hat{O}$. Then, performing the second Moyal product gives,
\begin{align}
\left[W_{\chi(q)}\hat{O} \ast W_{\chi^{-\ast}(q)}\right](q,p) &= W_{\chi(q)}\hat{O}(q,p)\chi^\ast(q - \frac{i}{\hbar}\bar{\nabla}\hat{O}) \\
&= \chi^\ast(q - \frac{i}{\hbar}\bar{\nabla}\hat{O})W_{\chi(q)}\hat{O}(q,p), \quad (E13)
\end{align}
Plugging Eq. (E11) into Eq. (E13) gives
\begin{align}
W_{\chi(q)}\chi^{-\ast}(q,p) &= \chi^\ast(q - \frac{i}{\hbar}\bar{\nabla}\hat{O})\chi(q + \frac{i}{\hbar}\bar{\nabla}\hat{O})W_{\hat{O}}(q,p), \quad (E14)
\end{align}
where we drop the arrow in our notation, since the partial derivatives all act on $W_{\hat{O}}(q,p)$. We now evaluate Eq. (E14). First, we introduce a $\delta$-function and then change variables, $w = p - p'$, to get\(^\text{18}\)
\begin{align}
W_{\chi(q)}\chi^{-\ast}(q,p) &= \int dp' \chi^\ast(q - \frac{i}{\hbar}\bar{\nabla}\hat{O})\chi(q + \frac{i}{\hbar}\bar{\nabla}\hat{O})\delta(p - p')W_{\hat{O}}(q,p') \\
&= \int dw W_{\hat{O}}(q,p - w)\chi^\ast(q - \frac{i}{\hbar}\bar{\nabla}w)\chi(q + \frac{i}{\hbar}\bar{\nabla}w)\delta(w). \quad (E15)
\end{align}
Using the Wigner function for a pure (unnormalized) state,$$
|\psi\rangle = \int ds \psi(s)|s\rangle_q = \int dt \psi(t)|t\rangle_p, \quad (E17)
in terms of its position wave function $\psi(q)$,
\begin{align}
W_{|\psi\rangle|\psi\rangle}(q,p) &= \frac{1}{\pi} \int dy \psi^\ast(q + y)\psi(q - y)e^{2ipy} \\
&= \frac{1}{\pi} \psi^\ast(q - \frac{i}{\hbar}\bar{\nabla}\psi)(q + \frac{i}{\hbar}\bar{\nabla}\psi) \int dy e^{2ipy}, \quad (E18) \\
&= \psi^\ast(q - \frac{i}{\hbar}\bar{\nabla}\psi)(q + \frac{i}{\hbar}\bar{\nabla}\psi)\delta(p), \quad (E19)
\end{align}
it is straightforward to write Eq. (E16) as a convolution between two Wigner functions,
\begin{align}
W_{\chi(q)}\chi^{-\ast}(q,p) &= \int dw W_{\hat{O}}(q,p - w)W_{|\chi\rangle|\chi\rangle}(q,w), \quad (E21)
\end{align}
where we have defined
\begin{align}
|\chi\rangle &:= \int ds \chi(s)|s\rangle_q = \sqrt{2\pi} \chi(q)|0\rangle_p, \quad (E22)
\end{align}
which is not, in general, a normalized state.
For maps given by diagonal operators of $\hat{p}$, Eq. (E3), a similar procedure gives
\begin{align}
W_{\varphi(p)}\varphi^{-\ast}(p,q) &= \int dw W_{\hat{O}}(q + w,p)\varphi^\ast(p - \frac{i}{\hbar}\bar{\nabla}w)\varphi(p + \frac{i}{\hbar}\bar{\nabla}w)\delta(-w). \quad (E23)
\end{align}

\(^\text{18}\) Decompositions of Dirac $\delta$-functions in this form and their applications is discussed far more rigorously in Ref. [59].
Using the Wigner function for a pure (unnormalized) state $|\psi\rangle$, Eq. (E17), in terms of its momentum wavefunction $\tilde{\psi}(p)$,

$$
W_{|\psi\rangle\langle\psi|}(q, p) = \frac{1}{\pi} \int dx \tilde{\psi}^*(p + x)\tilde{\psi}(p - x)e^{-2iqx} \quad (E24)
$$

$$
= \tilde{\psi}^*(p - \frac{i}{2} \partial_q)\tilde{\psi}(p + \frac{i}{2} \partial_q)\delta(-q), \quad (E25)
$$
yields the result

$$
W_{\varphi(\hat{p})\hat{\varphi}^*}(q, p) = \int dw W_{\hat{O}}(q + w, p)W_{|\varphi\rangle\langle\varphi|}(w, p). \quad (E26)
$$

Note that these two forms are not the same, which is due to the fact that $\chi(\hat{q})$ and $\varphi(\hat{p})$ do not, in general, commute.

1. Action of the embedded-error operator

We use the general result above to describe the action of the embedded-error operator $\hat{\xi}(\Xi)$, Eq. (3.20), on an operator $\hat{O}$ in phase space,

$$
\hat{O} = \hat{\xi}(\Xi)\hat{\xi}(\Xi) \rightarrow W_{\hat{O}}(q, p). \quad (E29)
$$

In the low-noise limit, $\hat{\xi}(\Xi)$ separates into two exponential operators, Eq. (3.23), each being diagonal in either $\hat{q}$ or $\hat{p}$. Following the previous section, we label these operators as $\chi(\hat{q})$ and $\varphi(\hat{p})$:

$$
\chi(\hat{q}) = e^{-\frac{i}{2}\kappa^2\hat{q}^2}, \quad (E30a)
$$

$$
\varphi(\hat{p}) = e^{-\frac{i}{2}\Delta^2\hat{p}^2}, \quad (E30b)
$$
also noting that $\chi(\hat{q}) = [\chi(\hat{q})]^\dagger$ and $\varphi(\hat{p}) = [\varphi(\hat{p})]^\dagger$. Their Wigner functions are univaritate,

$$
W_{\chi(\hat{q})}(q, p) = \frac{1}{2\pi}\chi(q) = \frac{1}{2\pi}e^{-\frac{i}{2}\kappa^2q^2}, \quad (E31)
$$

$$
W_{\varphi(\hat{p})}(q, p) = \frac{1}{2\pi}\varphi(p) = \frac{1}{2\pi}e^{-\frac{i}{2}\Delta^2p^2}. \quad (E32)
$$
The states associated with each of these operators, $|\chi\rangle$ [Eq. (E22)] and $|\varphi\rangle$ [Eq. (E27)], have Wigner functions

$$
W_{|\chi\rangle\langle\chi|}(q, p) = \sqrt{\frac{\pi}{\kappa}}G_{\frac{1}{2}\Xi_0}(q)G_{\frac{1}{2}\Xi_0}(p), \quad (E33)
$$

$$
W_{|\varphi\rangle\langle\varphi|}(q, p) = \sqrt{\frac{\pi}{\Delta}}G_{\frac{1}{2}\Xi_0}(q)G_{\frac{1}{2}\Xi_0}(p). \quad (E34)
$$
Here, $|\varphi\rangle$ is defined to be a state whose momentum wave function is given by $\varphi(t)$:

$$
|\varphi\rangle := \int dt\varphi(t)|t\rangle = \sqrt{2\pi}\varphi(\hat{p})|0\rangle. \quad (E27)
$$
The Wigner-function maps in Eq. (E21) and Eq. (E26) are the major results of this Appendix. Each describes a “raking” (see Sec. VIB1), where the input Wigner function is raked in either position or momentum by the the state $|\chi\rangle$ or $|\varphi\rangle$, respectively.

Applying the operators $\chi(\hat{q})$ and $\varphi(\hat{p})$ consecutively to $\hat{O}$, we have

$$
W_{\varphi(\hat{p})\chi(\hat{q})\hat{\varphi}^*(\hat{p})\hat{\chi}^*(\hat{q})}(q, p) \propto \int dw' dw'' W_{|\varphi\rangle\langle\varphi|}(w', p)W_{|\chi\rangle\langle\chi|}(q + w', w'')W_{\hat{O}}(q + w', p - w''), \quad (E28a)
$$

$$
W_{\chi(\hat{q})\varphi(\hat{p})\hat{\chi}^*(\hat{q})\hat{\varphi}^*(\hat{p})}(q, p) \propto \int dw' dw'' W_{|\chi\rangle\langle\chi|}(q, w'')W_{|\varphi\rangle\langle\varphi|}(w', p - w'')W_{\hat{O}}(q + w', p - w''). \quad (E28b)
$$
which are found using Eqs. (E18) and (E24), respectively.

We now find the Wigner function for the transformed operators

$$
\hat{O}_1 = \varphi(\hat{p})\chi(\hat{q})\hat{\varphi}(\hat{p})\hat{\chi}(\hat{q})\hat{O}_1, \quad (E35)
$$

$$
\hat{O}_2 = \chi(\hat{q})\varphi(\hat{p})\hat{\chi}(\hat{q})\hat{\varphi}(\hat{p})\hat{O}_2, \quad (E36)
$$
using Eq. (E28a). The Wigner function for Eq. (E35) is

$$
W_{\hat{O}_1}(q, p) = \frac{\pi}{\Delta\kappa}G_{\frac{1}{2}\Xi_0}^{-\frac{1}{2}}(p)\int dq' G_{\frac{1}{2}\Xi_0}^\dagger(q')G_{\frac{1}{2}\Xi_0}^\dagger(q' - q)
$$

$$
\times \int dw W_{\hat{O}}(q', p - w)G_{\frac{1}{2}\Xi_0}(w). \quad (E37)
$$
When the operators are applied in the other order, Eq. (E36), the Wigner function is

$$
W_{\hat{O}_2}(q, p) = \frac{\pi}{\Delta\kappa}G_{\frac{1}{2}\Xi_0}(q)\int dp' G_{\frac{1}{2}\Xi_0}^\dagger(p' - p)G_{\frac{1}{2}\Xi_0}(p')
$$

$$
\times \int dw' W_{\hat{O}}(q + w', p')G_{\frac{1}{2}\Xi_0}(w'). \quad (E38)
$$
As we are are interested in the low-error limit, $\Delta^2, \kappa^2 \ll 1$, where $O_1 \approx \hat{O}_1 \approx \hat{O}_2$. We apply the approximation in Eq. (C3), with the result that both Eq. (E37) and Eq. (E38) yield the Wigner function

$$
W_{\hat{O}}(x) \approx \frac{\pi}{\Delta\kappa}G_{\frac{1}{2}\Xi_0}(x)\int d^2x' W_{\hat{O}}(x - x')G_{\frac{1}{2}\Xi_0}^\dagger(\Omega x') \quad (E39)
$$

$$
= \frac{\pi}{\Delta\kappa}G_{\Xi_{\text{av}}}(x)\int d^2x' W_{\hat{O}}(x - x')G_{\Xi_{\text{spike}}}(x'), \quad (E40)
$$
where we have used Eqs. (5.13) and (5.14), and we have written the arguments in terms of $x$ for convenience. The
convolution above can also be written as a blurring operation, Eq. (2.31), on the Wigner function for $O$,

$$
\int d^2x' W_O(x - x')G_{\text{spike}}(x') = \mathcal{D}_{\text{spike}} W_O(x). \quad (E41)
$$

We now consider an operator $\hat{O}_\text{III}$ whose Wigner function is a two-dimensional $X$-function, Eq. (4.7). The convolution in Eq. (E40) replaces each $\delta$-function with a Gaussian of covariance $\Sigma_{\text{spike}}$, yielding a two-dimensional $\theta$-function, giving

$$
W_{\hat{O}_\text{III}}(x) \approx \frac{\pi}{\Delta \kappa}G_{\Sigma_{\text{env}}}(x)\theta_A \left[ \begin{array}{c} v_1 \\ v_2 \end{array} \right] (x, 2\pi i \Sigma_{\text{spike}}), \quad (E42)
$$

recognizing that the factor $\pi/(\Delta \kappa)$ arises from the definitions of the exponential operators, Eqs. (E30), but is of no particular physical consequence. An important example is $\hat{O}_\text{III} = \rho_L$, where $\rho_L$ is an ideal GKP state with Bloch 4-vector $\mathbf{r}$. The approximate GKP state, $\hat{\rho}_L$, has the Wigner function

$$
\tilde{W}_r(x) \approx \frac{1}{N}G_{\Sigma_{\text{env}}}(x) \sum_{\mu=0}^{3} r^\mu \theta_{\pi \mu} \left[ \begin{array}{c} \alpha_{\mu/2} \\ \epsilon_{\mu/2} \end{array} \right] (x, 2\pi i \Sigma_{\text{spike}}), \quad (E43)
$$

with all prefactors absorbed into the normalization $N$.

Finally, we estimate the order of the approximation by comparing the convolved envelopes to their unconvolved counterparts. We express the error $\epsilon$ as

$$
\epsilon(x) = [G_{\Delta^2/2} * G_{\kappa^2/2}](x) - G_{\kappa^2/2}(x), \quad (E44)
$$

whose $L^2$ norm,

$$
\int dx |\epsilon(x)|^2 = \frac{\kappa}{2\sqrt{\pi}} \left( 1 + \frac{1}{\sqrt{1 + \kappa^2 \Delta^2}} - \frac{2\sqrt{2}}{\sqrt{2 + \kappa^2 \Delta^2}} \right), \quad (E45)
$$

is of order $O(\kappa^2 \Delta^2)$ and thus negligible in our approximation.
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