LARGE DEVIATIONS FOR HIGH MINIMA OF GAUSSIAN PROCESSES WITH NONNEGATIVELY CORRELATED INCREMENTS
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ABSTRACT. In this article we prove large deviations principles for high minima of Gaussian processes with nonnegatively correlated increments on arbitrary intervals. Furthermore, we prove large deviations principles for the increments of such processes on intervals \([a, b]\) where \(b - a\) is either less than the increment or twice the increment, assuming stationarity of the increments. As a chief example, we consider fractional Brownian motion and fractional Gaussian noise for \(H \geq 1/2\).

1. Introduction

Let \(X(t)\) be a centered continuous Gaussian process with covariance function \(R(s, t) = E[X(t)X(s)]\). There has been an abundance of literature on large deviations principles for the maxima of \(X(t)\) on an interval \([a, b]\). See e.g. \([10, 9, 7, 8, 6, 4, 15]\). There has however been less work done on large deviations for the minima of \(X(t)\) on an interval \([a, b]\). The problem was introduced in \([1]\), with follow up papers considering the smooth and nonsmooth cases in \([11]\) and \([19]\) respectively. More precisely, setting some high threshold \(u > 0\), we are interested in the asymptotic behavior of

\[
P\left(\min_{t \in [a,b]} X(t) > u\right),
\]
as \(u \to \infty\). In \([1]\) it is shown that

\[
\lim_{u \to \infty} \frac{1}{u^2} \log \left( P\left( \min_{t \in [a,b]} X(t) > u \right) \right) = - \frac{1}{2\sigma^2(a, b)},
\]
where

\[
\sigma^2(a, b) := \inf_{\mu \in \mathcal{M}_1([a,b])} \int_a^b \int_a^b R(s, t) \mu(ds) \mu(dt),
\]
where \(\mathcal{M}_1\) denotes the space of Borel probability measures on \([a, b]\). This problem has applications in the structure of the high level excursion sets of Gaussian random processes and fields (see \([13, 11]\)). It is also of interest to compute small ball probabilities.

In addition, the optimization problem \(\sigma^2(a, b)\) is of independent interest and has been generalized in \([18]\), e.g., by replacing \(R(s, t)\) by a general symmetric kernel on
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some compact set $\mathcal{K} \subset \mathbb{R}^d$, and considering different classes of measures instead of $\mathcal{M}_1$. In [18], several numerics are given.

In this article, we specialize to a class of processes including fractional Brownian motion and fractional Gaussian noise, which have found wide applications in many fields. For an introduction to fBm, see e.g. [16]. Fbm finds applications in Queueing theory - see e.g. [21, 12, 20]. Fbm also has applications in finance, see e.g. [17, 14, 13, 3]. Fractional Gaussian noise has applications in signal processing, see e.g. [2].

Our contributions are as follows. First, we compute $\sigma^2_*(a, b)$ in the case where $X$ is a centered continuous Gaussian process with nonnegatively correlated increments on arbitrary interval $[a, b]$. Second, we compute $\sigma^2_*(a, b)$ in the case $X$ is the increment of a centered continuous Gaussian process with nonnegatively correlated increments and satisfying some technical conditions on interval $[a, b]$ where $b - a$ is less than the increment. Third, we compute $\sigma^2_*(a, b)$ in the case $X$ is the increment of a centered continuous Gaussian process with nonnegatively correlated increments and satisfying some technical conditions on the interval $[a, b]$ where $b - a$ is twice the increment. As a chief example, we compute $\sigma^2_*(a, b)$ for fractional Brownian motion and fractional Gaussian noise for $H \geq 1/2$.
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2. Results

In order to compute the value $\sigma^2_*(a, b)$, we need a technical theorem that allows us to check whether a probability measure is a minimizer in the problem (2). In this section $X(t)$ will be a centered continuous Gaussian process with covariance function $R(s, t) = E[X(t)X(s)]$. The following result, Theorem 4.3 in [1], provides a check for the optimal measure in the minimization problem $\sigma^2_*(a, b)$.

**Theorem 2.1.** (Theorem 4.3 [1]) Let $X(t)$ be a continuous centered Gaussian process on $[a, b]$ with covariance function $R(s, t)$. Then $\mu^*$ is an optimal measure in problem $\sigma^2_*(a, b)$ defined in equation (2) if and only if

$$\min_{\mu \in [a, b]} \phi(u) := \min_{u \in [a, b]} \int_a^b R(s, u)\mu^*(ds)$$

$$= \int_a^b \int_a^b R(s, t)\mu^*(ds)\mu^*(dt)$$

$$= \phi(t),$$

for $\mu^*$-a.e. $t \in [a, b]$, where

$$\phi(t) = \int_a^b R(s, t)\mu^*(ds).$$
Remark 2.2. The measure $\mu^*$ in Theorem 2.1 should be thought of as the distribution of the location of the minima under the limit $u \to \infty$. For an example of a precise statement, see [19] Theorem 4.1.

This section will be broken up into two subsections. The first subsection will handle the case when $X$ is a centered continuous Gaussian process with nonnegatively correlated increments. The second subsection will handle the case where $X$ is the increment of a centered continuous Gaussian process with nonnegatively correlated stationary increments.

2.1. Processes with Nonnegatively Correlated Increments. In this subsection, we consider continuous centered Gaussian processes with nonnegatively correlated increments.

Proposition 2.3. Let $X(t)$ be a continuous centered Gaussian process on the interval $[a, b]$ with covariance function $R(s, t)$ and $X(0) = 0$ a.s. Assume that $X$ has nonnegatively correlated increments. That is, for all quadruples $(s_1, t_1, s_2, t_2)$ with $a \leq s_1 \leq t_1 \leq s_2 \leq t_2 \leq b$ we have that

$$E[(X(t_1) - X(s_1))(X(t_2) - X(s_2))] \geq 0.$$ 

Then, the optimal measure $\mu^* = \delta_a$.

Proof. By Theorem 2.1 we must show the following two things

$$\min_{u \in [a, b]} \phi(u) := \min_{u \in [a, b]} \int_a^b R(s, u)\mu^*(ds) = \int_a^b \int_a^b R(s, t)\mu^*(ds)\mu^*(dt)$$

and

$$\min_{u \in [a, b]} \phi(u) = \phi(t),$$

for $t = \{a\}$. To this aim, we compute that

$$\int_a^b R(s, t)\delta_a(ds) = R(a, t).$$

Taking a minimum achieves that

$$\min_{t \in [a, b]} R(a, t) = \min_{t \in [a, b]} E[X(t)X(a)]$$

$$= \min_{t \in [a, b]} E[(X(t) - X(a) + X(a))X(a)]$$

$$= \min_{t \in [a, b]} E[(X(t) - X(a))(X(a) - X(0))] + E[X^2(a)].$$

By the assumption that the increments are nonnegatively correlated, we conclude that this minima is achieved at $t = a$. $\square$

There is a partial converse to Proposition 2.3.
Proposition 2.4. Let $X(t)$ be a continuous centered Gaussian process with covariance function $R(s,t)$ and $X(0) = 0$ a.s. Suppose that on any interval $[a, b]$ the optimal measure $\mu^* = \delta_a$. Then $X$ satisfies
\[
E[(X(t) - X(a))(X(a) - X(0))] \geq 0,
\]
for all $0 \leq a \leq t$.

Proof. By Theorem 2.1, we have that for any interval $[a, b]$ 
\[
\min_{t \in [a, b]} R(a, t) = \min_{t \in [a, b]} E[X(t)X(a)] \\
= \min_{t \in [a, b]} E[(X(t) - X(a) + X(a))X(a)] \\
= \min_{t \in [a, b]} E[(X(t) - X(a))(X(a) - X(0))] + E[X^2(a)] \\
= E[X^2(a)] + \min_{t \in [a, b]} E[(X(t) - X(a))(X(a) - X(0))] \\
= E[X^2(a)].
\]
Therefore, we have that for $0 \leq a \leq t$ that 
\[
E[(X(t) - X(a))(X(a) - X(0))] \geq 0.
\]

2.2. Increment of Processes with Nonnegatively Correlated Increments.
In this subsection we find the optimal measure for the increment process, $X_Y(t) = Y(t + h) - Y(t)$ of a continuous centered Gaussian process $Y(t)$ with stationary increments whose increment function $f^h_Y(t) = E[Y^2(t + h)] - E[Y^2(t)]$ satisfies some growth conditions which are easily numerically verified for examples chiefly including fractional Gaussian noise for $H \geq 1/2$.

First, we need a technical lemma which will let us handle the case where $[a, b]$ is an interval such that $b - a \leq h$.

Lemma 2.5. Let $\rho \in C^1((0, h), \mathbb{R})$ be a continuously differentiable function such that $\rho' > 0$ and $\rho'$ is decreasing on the interval $(0, h)$ for some $h > 0$. Then for $b \in (0, h)$ the function $\phi(t) := \rho(t) + \rho(b - t)$ has a unique extrema on $(0, b)$ at $t = b/2$, which is a maxima.

Proof. As $\rho$ and thus $\phi$ is differentiable, we have that 
\[
\phi'(t) = \rho'(t) - \rho'(b - t).
\]
Therefore, $\phi$ has a local extrema if and only if 
\[
\rho'(t) = \rho'(b - t).
\]
If $t \neq b/2$ satisfies the above, this contradicts the monotonicity of $\rho'$. Therefore $t = b/2$ is the only solution. By concavity, it is a maxima.

The following lemma decomposes the covariance function of an increment process into terms involving the increment function $f^h_Y$. This will ease analysis and make useful Lemma 2.5 in the computations to come.
Lemma 2.6. Let $Y(t) : [0, \infty) \rightarrow \mathbb{R}$ be a continuous centered Gaussian process which has stationary increments with covariance function $R_Y(s, t)$ and variance function $V_Y(t) = R_Y(t, t)$. We also extend the variance process to all of $\mathbb{R}$ by imposing that $V_Y(t) = V_Y(-t)$ for all $t \in \mathbb{R}$. Consider the increment process $X_Y(t) = Y(t+h) - Y(t)$ for fixed $h > 0$. Then $X_Y$ is a continuous centered Gaussian process with covariance function

$$
\Gamma(t-s) = R(s, t) = \frac{1}{2}(f_Y^h(t-s) + f_Y^h(s-t)),
$$

where we have denoted $f_Y^h(t) := V_Y(t+h) - V_Y(t)$.

**Proof.** $X_Y$ is clearly a continuous centered Gaussian process, so we only need to compute the covariance.

$$
R(s, t) = E[X_Y(s)X_Y(t)]
= E[(Y(s+h) - Y(s))(Y(t+h) - Y(t))]
= R_Y(s, t) - R_Y(s, t+h) - R_Y(t, s+h) + R_Y(s, t).
$$

By stationarity of increments, we have that

$$
R_Y(u, v) = \frac{1}{2} (V_Y(u) + V_Y(v) - V_Y(u - v)).
$$

Using this expression for $R_Y$ implies that

$$
2R(s, t) = V_Y(s+h) + V_Y(t+h) - V_Y(s-t) - V_Y(s) - V_Y(t+h) + V_Y(s-t-h)
- V_Y(t) - V_Y(s+h) + V_Y(t-s-h) + V_Y(s) + V_Y(t) - V_Y(t-s)
= -V_Y(s-t) + V_Y(s-t-h) + V_Y(t-s-h) - V_Y(t-s).
$$

Recalling that we imposed $V_Y(u) = V_Y(-u)$ for $u \in \mathbb{R}$ concludes that

$$
2R(s, t) = -V_Y(t-s) + V_Y(h+t-s) + V_Y(t-s-h) - V_Y(t-s)
= -V_Y(t-s) + V_Y(h+t-s) + V_Y(-t+s+h) - V_Y(t-s)
= f_Y^h(t-s) + f_Y^h(s-t).
$$

In light of the above decomposition of $\Gamma$ into increment functions $f_Y^h$, the following lemma describes the relevant behavior of the increment function of processes in interest, and motivates our key Assumption 2.8.

**Lemma 2.7.** Let $Y(t) : [0, \infty) \rightarrow \mathbb{R}$ be a centered continuous Gaussian process with stationary nonnegatively correlated increments and covariance function $R_Y(s, t)$ and variance function $V_Y(t) = R_Y(t, t)$. Assume that $V_Y$ is differentiable on $(0, \infty)$. Also assume that $Y(0) = 0$ a.s. Then the increment function $f_Y^h(t) : \mathbb{R} \rightarrow \mathbb{R}$ defined by $f_Y^h(t) = V_Y(t+h) - V_Y(t)$, where we have extended $V_Y(t) = V_Y(-t)$ for $t \in (-\infty, 0)$ is increasing on $\mathbb{R}$.
Proof. Let \( t_2 > t_1 > 0 \). Using stationary increments of \( Y \) and thus the relation \( V_Y(t+h) - V_Y(t) = 2R_Y(t+h,h) - V_Y(h) \), we arrive at
\[
f_Y^h(t_2) - f_Y^h(t_1) = V_Y(t_2 + h) - V_Y(t_2) - V_Y(t_1 + h) + V_Y(t_1)
= 2R_Y(t_2 + h,h) - V_Y(h) - 2R_Y(t_1 + h,h) + V_Y(h)
= 2E[(Y(t_2 + h) - Y(t_1 + h))Y(h)]
= 2E[(Y(t_2 + h) - Y(t_1 + h))(Y(h) - Y(0)]
\geq 0,
\]
where the last inequality is because \( Y \) has nonnegatively correlated increments.

Now, let \(-h < t < 0\). Then
\[
f_Y^h(t) = V_Y(h + t) - V_Y(-t),
\]
where \( h + t > 0 \) and \(-t > 0\). Therefore by assumption, we may differentiate \( f_Y^h \) to get that
\[
(f_Y^h)'(t) = V_Y'(h + t) + V_Y'(-t) > 0 + 0 = 0.
\]
By Proposition 2.3, we know that \( V_Y'(u) > 0 \) for \( u > 0 \).
Finally, let \( t < -h \). Then
\[
f_Y^h(t) = V_Y(-t - h) - V_Y(-t) = -f_Y^h(-t).
\]
Again, differentiation shows that
\[
(f_Y^h)'(t) > 0.
\]

In light of our decomposition of \( \Gamma \) Lemma 2.6 and the above lemma, the relevant assumptions are on the increment function \( f_Y^h \). Therefore we state our assumptions on the process \( Y \), its increment \( Y(t+h) - Y(t) \) and its increment function \( f_Y^h \).

**Assumption 2.8.** Let \( Y(t) : [0, \infty) \to \mathbb{R} \) be a centered continuous Gaussian process with stationary increments and covariance function \( R_Y(s,t) \) and variance function \( V_Y(t) \), where we extend \( V_Y(t) = V_Y(-t) \) for \( t \in (-\infty,0) \). Let \( X_Y(t) = Y(t+h) - Y(t) \) denote the increment process for fixed \( h > 0 \) with covariance function \( \Gamma(t-s) = R(s,t) \). We assume that the increment function \( f_Y^h(t) = V_Y(t+h) - V_Y(t) \) is \( C^2([0, \infty), \mathbb{R}) \). We assume that \( (f_Y^h)'(t) > 0 \) for all \( t \in \mathbb{R} \). We also assume that for all \( b \in [0,h] \) \( (f_Y^h)'(t) + (f_Y^h)'(t - b) < 0 \), for all \( t \in [0, \infty) \setminus \{b\} \).

**Remark 2.9.** The last line in Assumption 2.8 is easily verified numerically. It is difficult in general to prove from the nonnegatively correlated increments of \( Y \). It is true for fractional Gaussian noise.

With the above assumption and lemmas, we are able to state and prove first our result for processes satisfying Assumption 2.8 on the interval \([a,b]\) with \( b - a \leq h \). Later, we will state our result on the interval \([a,b]\) with \( b - a = 2h \).
Theorem 2.10. Let $Y$ be a function satisfying the assumption 2.8 with increment process $X_Y(t)$. Consider the interval $[a, b]$ with $b - a \leq h$. Then the optimal measure associated to the optimization problem $\sigma_2^y(a, b)$ defined in (2) is

$$\mu^* = \frac{1}{2} (\delta_a + \delta_b).$$

Proof. By Assumption 2.8, the process $X_Y$ is stationary. Therefore without loss of generality we may assume that $a = 0$ and $b \leq h$. Recall that by Theorem 2.1 we only have to verify that

$$\min_{u \in [0, b]} \int_0^b R(s, u) \mu^*(ds) = \int_0^b \int_0^b R(s, t) \mu^*(ds) \mu^*(dt),$$

and

$$\min_{u \in [0, b]} \int_0^b R(s, u) \mu^*(ds) = \int_0^b R(s, t) \mu^*(ds)$$

for $t \in \{0, b\}$. To verify both properties we note that

$$\phi(u) := \int_0^b R(s, u) \mu^*(ds) = \frac{1}{2} (\Gamma(u) + \Gamma(b - u)).$$

Recalling from Lemma 2.6 that $\Gamma(u) = f^h_Y(u) + f^h_Y(-u)$, we may rewrite $\phi$ as

$$\phi(u) = \frac{1}{4} \left( f^h_Y(u) + f^h_Y(-u) + f^h_Y(b - u) + f^h_Y(u - b) \right).$$

Using the notation of Lemma 2.5 we write

$$\rho(t) = \frac{1}{4} (f^h_Y(u) + f^h_Y(u - b)).$$

By assumption, we have that $\rho'(t) > 0$ and $\rho''(t) < 0$ for $t \in [0, b]$. Thus Lemma 2.5 says there is a unique extreme point of $\phi(t)$ on $[0, b]$ at $t = b/2$. Therefore

$$\min_{u \in [0, b]} \phi(u) = \min \{ \phi(0), \phi(b) \} = \phi(0) = \phi(b),$$

which verifies both properties. \qed

In order to handle the case where $b - a = 2h$, we need one final assumption.

Assumption 2.11. Let $Y$ be a process satisfying Assumption 2.8 with increment process $X_Y$. We also assume that

(4) $$C^* := 1 + \frac{\Gamma(h) - \Gamma(2h)}{\Gamma(h) - \Gamma(0)} > 0,$$

and

(5) $$\gamma(t) = \Gamma(t) + C^* \Gamma(h - t) + \Gamma(2h - t)$$

has at most one critical point, a maxima on $(0, h)$.

Now we can state and prove our result for processes satisfying Assumption 2.8 on the interval $[a, b]$ where $b - a = 2h$. 
Theorem 2.12. Let $Y$ be a process satisfying Assumptions 2.8 and 2.11 with increment process $X_Y$. Consider the interval $[a, b]$ with $b - a = 2h$. Then the optimal measure associated to the optimization problem $\sigma^2_x(a, b)$ defined in (2) for $X_Y$ is

$$
\mu^* = \frac{1}{2 + C^*}(\delta_a + C^*\delta_{a+h} + \delta_b).
$$

Proof. By Assumption 2.8, $X_Y$ is a stationary process. Therefore without loss of generality we may work on the interval $[0, 2h]$. Recall that by Theorem 2.1 we only have to verify that

$$
\min_{u \in [0, 2h]} \int_0^b R(s, u)\mu^*(ds) = \int_0^b \int_0^b R(s, t)\mu^*(ds)\mu^*(dt),
$$

and

$$
\min_{u \in [0, 2h]} \int_0^b R(s, u)\mu^*(ds) = \int_0^b R(s, t)\mu^*(ds)
$$

for $t \in \{0, h, 2h\}$. We use the definition of $\mu^*$ to get that

$$
\phi(t) := \int_0^b R(s, u)\mu^*(ds) = \frac{1}{2 + C^*}(\Gamma(t) + C^*\Gamma(h - t) + \Gamma(2h - t)).
$$

By assumption, we can verify that $\phi(t)$ has no minima on $(0, h)$. Thus by symmetry $\phi$ can have at most one extrema on the interval $(h, 2h)$ which would also be a maxima, as well. Therefore there are no minima in the interval $(h, 2h)$ either. Then we just need to check that

$$
\phi(0) = \phi(h) = \phi(2h).
$$

Again, as $\phi(t) = \phi(2h - t)$ we only need to compute $\phi(0)$ and $\phi(h)$. They are

$$
\phi(0) = \frac{1}{2 + C^*} (\Gamma(0) + C^*\Gamma(h) + \Gamma(2h))
$$

and

$$
\phi(h) = \frac{1}{2 + C^*} (\Gamma(h) + C^*\Gamma(0) + \Gamma(h)).
$$

By definition of $C^*$, we have that

$$
\phi(0) - \phi(h) = \frac{1}{2 + C^*} (\Gamma(0) + \Gamma(2h) - 2\Gamma(h) + C^*(\Gamma(h) - \Gamma(0))) = 0
$$

$\square$

Remark 2.13. The assumption that $\gamma(t)$ has no minima on $(0, h)$ in Theorem 2.12 can be verified numerically easily. It is however difficult to verify in generality. See the figures at the end of the article for numerical verification.
3. FRACTIONAL BROWNIAN MOTION AND FRACTIONAL GAUSSIAN NOISE

In this section we give examples of Gaussian processes that satisfy Assumptions 2.8 and 2.11.

Example 3.1. An example of a continuous centered Gaussian process with nonnegatively correlated increments is fractional Brownian motion, $B^H$ with Hurst index $H \geq 1/2$. Fractional Brownian motion is a process whose covariance function is

$$R(s, t) = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right),$$

and variance function is $V(t) = |t|^{2H}$. When $H = 1/2$, one recovers standard Brownian motion. It is well known that fractional Brownian motion has stationary nonnegatively correlated increments for $H \geq 1/2$ - see e.g. \cite{16}. Therefore Proposition 2.3 applies and the optimal measure for $B^H$ on the interval $[a, b]$ is $\mu^* = \delta_a$. Therefore the rate function for the optimization problem $\sigma^2(a, b)$ is

$$\lim_{u \to \infty} \frac{1}{u^2} \log \left( P \left( \min_{t \in [a, b]} B^H(t) > u \right) \right) = -\frac{1}{2a^{2H}}.$$

Example 3.2. The increment of fractional Gaussian Brownian motion is called fractional Gaussian noise. The covariance function for fractional Gaussian noise is

$$\Gamma(t - s) = \frac{1}{2} \left( |t - s - h|^{2H} - 2|t - s|^{2H} + |t - s + h|^{2H} \right),$$

and increment function

$$f^h_Y(t) = |t + h|^{2H} - |t|^{2H},$$

whose first derivative is

$$(f^h_Y)'(t) = 2H \left( \frac{t + h}{|t + h|^{2-2H}} - \frac{t}{|t|^{2-2H}} \right)$$

and second derivative is

$$(f^h_Y)''(t) = 2H(2H - 1) \left( \frac{(t + h)^2}{|t + h|^{4-2H}} - \frac{t^2}{|t|^{4-2H}} \right)$$

Assumptions 2.8 and 2.11 can be verified numerically in the case of fractional Gaussian noise, as the following figures will illustrate. In this case, we have that

$$\sigma^2(a, b) = \frac{1}{C^* + 2} \left( \Gamma(0) + C^* \Gamma(h) + \Gamma(2h) \right),$$

and

$$\lim_{u \to \infty} \frac{1}{u^2} \log \left( P \left( \min_{t \in [a, b]} B^H(t + h) - B^H(t) > u \right) \right) = -\frac{C^* + 2}{2(\Gamma(0) + C^* \Gamma(h) + \Gamma(2h))}.$$
4. Further Questions

We conclude the paper by asking some questions for possible future directions of research.

**Question 4.1.** Can Proposition 2.4 be strengthened by adding additional constraints on \( X \), for example if \( X \) has stationary increments?

**Question 4.2.** Can the assumption that \( \gamma(t) \) has no minima on \((0, h)\) in Theorem 2.12 be verified in generality under Assumption 2.8?

**Question 4.3.** Does the last line of Assumption 2.8 hold for general Gaussian processes with stationary nonnegatively correlated increments?

**Question 4.4.** What is the optimal measure for the increment of processes \( Y \) satisfying Assumption 2.8 on intervals \((0, nh)\) for \( n \in \{3, 4, \ldots\} \)?

**Question 4.5.** What is the optimal measure for the increment of processes \( Y \) satisfying Assumption 2.8 on intervals \((0, b)\) for \( b \neq nh \) and \( b > h \)?
Figure 1. The increment process $f_Y^h$ for fBm with $2H = 1.5$, $h = 1$.

Figure 2. The first derivative of the increment process $f_Y^h$ for fBm with $2H = 1.5$, $h = 1$. 
Figure 3. The second derivative of the increment process $f_h^Y$ for fBm with $2H = 1.5$, $h = 1$.

Figure 4. The covariance function $\Gamma$ for fBm with $2H = 1.5$, $h = 1$. 
Figure 5. The function $\gamma$ for fBm with $2H = 1.5$, $h = 1$

Figure 6. The derivative of the function $\gamma$ for fBm with $2H = 1.5$, $h = 1$. Notice how there is one critical point on $(0, h) = (0, 1)$.
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