Hybrid Energy Management System for Operation of Wind Farm System Considering Grid-Code Constraints
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Abstract: In this paper, a hybrid energy management system is developed to optimize the operation of a wind farm (WF) by combining centralized and decentralized approaches. A two-stage optimization strategy, including distributed information sharing (stage 1); and centralized optimization (stage 2) is proposed to find out the optimal set-points of wind turbine generators (WTGs) considering grid-code constraints. In stage 1, cluster energy management systems (CEMSs) and transmission system operator (TSO) interact with their neighboring agents to share information using diffusion strategy and then determine the mismatch power amount between the current output power of WF and the required power from TSO. This amount of mismatch power is optimally allocated to all clusters through the CEMSs. In stage 2, a mixed-integer linear programming (MILP)-based optimization model is developed for each CEMS to find out the optimal set-points of WTGs in the corresponding cluster. The CEMSs are responsible for ensuring the operation of WF in accordance with the requirements of TSO (i.e., grid-code constraints) and also minimizing the power deviation for the set-points of WTGs in each cluster. The minimization of power deviation helps to reduce the internal power fluctuations inside each cluster. Finally, to evaluate the effectiveness of the proposed method, several case studies are analyzed in the simulations section for operation of a WF with 20 WTGs in four different clusters.
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1. Introduction

In recent years, the demand for renewable energy sources (RESs) is increasing dramatically due to the exhaustion of fossil fuels as well as the shortage of electricity supplies. The production of electric power from RESs such as hydro, geothermal, solar, wind, and biomass are getting more attention [1,2]. Among all the RESs, wind energy is becoming a trend and competing with conventional energy sources [3]. According to calculations by The Global Wind Energy Council, the total global energy generated by wind turbine generators (WTGs) could be up to 19% by 2030 and 25–30% by 2050 [4].

The increase in wind energy utilization in the power system requires a large number of WTGs and these WTGs are installed in a large area to maximize wind energy usage. Therefore, the independent operation of individual WTGs causes many difficulties for transmission system operators (TSOs). As a result, all WTGs located at the same geographic area are grouped into a wind farm (WF) system [5]. In a WF, the operation of WTGs is coordinated to achieve common operational objectives of the whole system, such as maximizing the output power, minimizing the operation costs, and so on.
Nowadays, the rapid expansion of WF systems allows them to generate a large output of power and inject it into the power system. Therefore, the operation of such systems without any technical requirement may cause adverse effects to the power system stability, especially small or islanded power systems. To mitigate the adverse effects of large WFs on the power systems, the operation of such WF systems needs to comply with various constraints from TSOs, i.e., grid-code constraints [6–8]. These constraints require the WF system to be capable of being similar to the conventional power plants, such as active/reactive power control [9,10], frequency control [11], voltage control [12], fault-ride-through capability [13,14], and so on.

To ensure the operation of WF following above requirements from TSO, energy management systems (EMSs) is required, which is responsible for optimally determining the set-points of all WTGs in WF. The development of an EMS is typically divided into centralized approach or decentralized approach. In centralized approach, a central EMS requires all information from the WTGs and carries out optimization for determining set-points for WTGs. The optimal solutions are then sent back to individual WTGs. The authors in [15] have investigated a centralized EMS to operate a WF system, which includes a central controller and WTGs’ controller. The central controller gathers information from all local WTGs’ controllers and determines the power generation of the WF system by sending out set-point to each individual WTG. The authors in [16] have presented a new methodology for the scheduling of WTGs that provide frequency response. The proposed scheduling has been implemented with a centralized approach that requires a two-way communication channel between the WTGs and a central entity. However, WTGs in a large WFs are often scattered in a large area. Developing a centralized energy management system on a large area (e.g., a WF system) could be costly and complex, especially for the communication network.

Therefore, several studies have also developed distributed energy management systems for operation of WF. The authors in [17] have proposed a decentralized-based algorithm to design a robust static synchronous compensator control for increasing dynamic transfer capability in WF systems. The authors in [18] have investigated a decentralized model-free approach for optimizing power generation of WFs with limited information-sharing among WTGs. The authors in [19] have addressed the problem of WF control for load mitigation using a distributed feedforward control scheme. However, developing a fully distributed system for a WF with a huge number of WTGs also faces many difficulties in operating the system. For example, it could take a long time for convergence to find out optimal set-points of WTGs.

It can be observed from the literature survey that most of the existing studies have mainly focused on developing EMSs for WFs based on either centralized approaches [15,16] or decentralized approaches [17–19]. In a large WF system, both centralized and decentralized EMSs could face many difficulties and challenges. For instance, in a centralized EMS, a two-way communication channel between the WTGs and the central entity is required [15,16]. With a huge number of WTGs allocated in a large area of the WF system, the development of a centralized management system is often expensive and the computational burden for the central entity also significantly increases. Furthermore, there are many events that could occur in a large WF. This also causes difficulties in the operation of WF, especially any failure in the central entity can cause the wrong operation of the entire system or even leads to the disconnection of the WF system from the power system. On the other hand, in decentralized EMS, a WTG only interacts with its neighboring WTGs. This can reduce the computational burden and investment costs [17–19]. However, developing a fully distributed system for a huge number of WTGs requires a long time for convergence to determine the optimal set-points of WTGs. It could not be suitable for the operation of a WF system, where input data (wind speed, wind direction, etc.) often change and require rescheduling.

In order to overcome the disadvantages of both approaches, a hybrid EMS is developed in this study to optimize operation of WF by combining both decentralized and centralized approaches. In this proposed hybrid EMS, instead of a large centralized EMS for the entire WF system, we developed a cluster energy management system (CEMS) for each group of adjacent WTGs. This significantly
reduces the size of CEMSs compared with a centralized EMS for the entire WF system and also makes the operation and maintenance of CEMS simpler and easier. In addition, instead of sharing information among all WTGs in a fully distributed way, the hybrid EMS only shares information between CEMSs and TSO. This significantly reduces the number of agents as well as the convergence time for information sharing process.

In order to optimize the operation of WF, we developed a two-stage optimization strategy to find out optimal set-points of WTGs and also fulfill the grid-code constraints from TSO. The proposed method is divided into two stages, so-called distributed information sharing (stage 1) and centralized optimization (stage 2). In stage 1, CEMSs and TSO interact with their neighboring agents to share information in the system using diffusion strategy in a distributed manner to reduce convergence time [20]. After the information-sharing process, the amount of mismatch power can be easily calculated based on the current WF’s output power and the required power from TSO. This amount of mismatch power is optimally allocated to all clusters through the CEMSs. In stage 2, an MILP-based optimization model is developed for each CEMS and the CEMS will perform optimization to find out optimal set-points of WTGs for balancing the mismatch power in the corresponding cluster (taken from stage 1). The objective of CEMSs is to ensure the operation of WF in accordance with the requirements from TSO and also minimizes the power deviation for the set-points of WTGs in each cluster. The minimization of power deviation helps to reduce the unnecessary power fluctuation inside clusters. Finally, to evaluate the effectiveness of the proposed strategy, several case studies are performed in the numerical simulations section for operation of a WF with 20 WTGs divided into four different clusters.

The major findings of this study are presented as follows:

- A hybrid energy management system is developed to optimize the operation of a large WF system by combining both centralized and decentralized approaches. This makes the design of communication network much simpler. Instead of developing a large EMS for the entire WF system, each cluster is managed by a local EMS, i.e., cluster EMS. The mismatch power in the WF system is also simply updated through an information-sharing process between CEMSs and TSO in a distributed manner.
- A two-stage optimization is also proposed to optimize the operation of the WF system to reduce the power deviation for set-points of WTGs. Moreover, CEMSs and TSOs share information to optimally determine the amount of increase/decrease for each cluster using diffusion strategy. The use of diffusion strategy helps to reduce the time for sharing information in a distributed way.
- Different grid-code constraints are given by TSOs for the operation of WF. These constraints require the WF system to control its output power in each specific operation situation. The proposed method is also developed considering several important grid-code constraints. The simulation results prove that the WF system can adjust its output with any requirement from TSO.

2. System Model

2.1. Configuration of Wind Farm System

In this section, the configuration of a WF system is presented in detail, including two main parts, i.e., electric power network and communication network. Figure 1a shows the electric power network of WF system, which is comprised of 20 WTGs. In this paper, we assume that WTGs in WF are divided into four clusters and each cluster is a group of five WTGs. The WF is connected to the power system through a HVDC transmission line. Connecting WF to the power system requires the ability to control output power of WF to satisfy different grid-code constraints from TSO. During the operation time of WF, the grid-code constraints from TSO, e.g. the amount of required power, the amount of reserved power are announced to WF and the optimal set-points for WTGs will be determined to fulfill those operation constraints.

To serve the sharing information process, a communication network is required for developing the hybrid energy management system. The detailed communication network is shown in Figure 1b.
Each cluster is a group of closed WTGs and is operated by a centralized EMS, i.e., CEMS to optimize the set-points of WTGs in the corresponding cluster. The information-sharing process between CEMSs and TSO is done using distributed methods—e.g., consensus algorithm, diffusion strategy.

To serve the sharing information process, a communication network is required for developing the hybrid energy management system. The detailed communication network is shown in Figure 1b.

2.2. Grid-Code Constraints

Increasing the level of wind power penetration into power systems could adversely affect the system stability, especially the connection of large WFs. This leads to the necessity of determining specific technical requirements (i.e., grid-code constraints) for connecting large WFs to the power system and these constraints are often issued by TSOs. This paper only studies the scheduling of WF in normal operation mode. Therefore, we only consider some related requirements, i.e., requirements on the WF’s output power and WF’s reserve capacity [6–8].

The constraint on the output power limit for WF is shown in Figure 2a. The possible output power of WF is sum of the maximum output power of all WTGs (i.e., maximum power point tracking (MPPT)). It can be seen that output power of WF is always lesser than or equal to a limited power provided by TSO. The WF system generates maximum output power if the possible power is lower than the limited power. This means the operation of all WTGs are set at MPPT. Conversely, when the possible power is greater than the limited power, the WF output is bounded by the limited power. Therefore, the WF’s output power is set to limited power point. WTGs are optimally adjusted to fulfill

---

**Figure 1.** The tested WF system: (a) electric power network; (b) communication network.
that required power. Figure 2b shows the operation of WF in reserve power mode. In this mode, TSO requires a certain amount of reserve power in WF, therefore, the WTGs’ output power is reduced to meet this required reserve capacity. Compliance with grid-code constraints from the TSO can help WF systems avoid power imbalance. CEMSs always adjust the set-points of WTGs to satisfy the total power demand from TSO.

3. Proposed Operation Strategy

As shown in Section 2.1, the adjacent WTGs are connected to form a cluster and are operated by a CEMS. The CEMSs and TSO share their information in the system using a distributed method. The proposed method is divided into two stages, as follows.

- **Stage 1—Information sharing:** In this stage, the CEMSs and TSO will share information to determine the mismatch power between required power from TSO and current output power of WF. This amount of mismatch power is compensated by adjusting the output power of clusters.

- **Stage 2—Cluster optimization:** In this stage, each CEMS will optimize the set-points of WTGs for fulfilling the power mismatch amount receiving from stage 1 and minimize the power deviation for the set-points of WTGs inside the cluster.

Each cluster is managed by a CEMS and therefore, any changes in the configuration of each cluster will be updated by CEMS (e.g., connection/disconnection of WTGs). The current output power, the maximum output power of each cluster, and the required power from TSO is also updated and shared among CEMS and TSO. The information-sharing process between CEMSs and TSO is carried out by using diffusion strategy in a distributed manner. This operation approach supports the plug-and-play function in the system. For example, a new cluster is connected in the WF system, the agents will
update their neighboring clusters and start the information-sharing process without any action from WF operators [21,22].

Therefore, the proposed method can be applied for the optimal operation of any WF system or any change in the configuration of WF system. Performing again the information-sharing process helps agents update the changes in the system configuration and therefore find out new optimal set-points of WTGs. The whole process for optimal operation of WF system is shown in detail in Figure 3.

Figure 3. Proposed optimization scheme for operation of WF.

3.1. Stage 1: Distributed Approach for Sharing Information among Clusters and TSO

Stage 1 for distributed information sharing is presented in detailed, as shown in Figure 4a. Information on the required power from TSO, current output power in each cluster, and the maximum output power from clusters at a given interval is shared between CEMSs and TSO. The mismatch power amount between current output of WF and the required power of TSO is determined after the information sharing process. The amount of this mismatch power is allocated to all clusters through CEMSs.

Various methods have been introduced to share information among agents in a distributed way—e.g., consensus algorithm [23], diffusion strategy [24,25], etc. However, the convergence rate of consensus algorithm is slower than diffusion strategy [20,24]. Therefore, in this study, we also use diffusion strategy for sharing information in the WF system. In diffusion strategy, an agent only needs to interact with its neighboring agents via a communication network. The connection among agents in
the communication network is represented by an adjacent matrix $A$ determined by using Metropolis rule [20,25], as expressed in (1).

$$
a_{ij} = \begin{cases} 
\frac{1}{\max(n_i, n_j)} & i \in N_j \setminus \{j\} \\
1 - \sum_{i \in N_j \setminus \{j\}} a_{ij} & i = j \\
0 & \text{otherwise}
\end{cases}
$$

(1)

where $a_{ij}$ is element in row $i$, column $j$ of matrix $A$; $n_i, n_j$ is the number of connected agents to agents $i$ and $j$, respectively; $a_{ij} = 0$ if there is no connection between agents $i$ and $j$.

Algorithm 1 shows the interaction process among agents in a distributed manner. Firstly, input parameters ($\mu_i$) are initialized and the adjacent matrix $A$ is determined using Equation (1). This information is taken as input data for the information sharing process. In each iteration, the new state of agent $i$ is updated via its previous state, neighboring agents' previous state, and local stochastic gradient. This strategy is used to share information in step 1 and step 2. After the information sharing process, the amount of mismatch power can be easily determined based on the information of the required power and current output power. This amount of mismatch power is allocated to all clusters, as shown in step 3. After determining the amount of mismatch power for each cluster, the process will move to stage 2 for optimizing the set-points of WTGs.

Figure 4. Detailed two-stage operation of WF system: (a) stage 1-sharing information; (b) stage 2-optimization.
Algorithm 1 Diffusion strategy for sharing information

1: Input parameters, i.e., $\mu_i$
2: Determine adjacent matrix $A$ using Equation (1)
3: while error < available value do
4:   for all $i < N$ do
5:     $\phi_{k-1,i} = \sum_{j \in N_i} a_{i,j} x_{k-1,j}$
6:     $x_{k,i} = \phi_{k-1,i} - \mu \hat{s}_{i,k}(\phi_{k-1,i})$
7:   end for
8: end while

3.2. Stage 2: Centralized Approach for Optimal Operation in Clusters

In stage 1, the amount of power mismatch for each cluster has been determined. Therefore, the main concern in stage 2 is to optimize the set-points of WTGs for fulfilling the amount of mismatch power in WF. The optimization flowchart using the centralized approach is described in detail in Figure 4b. Each CEMS receives the detailed information of WTGs inside the corresponding cluster—i.e., maximum output power from WTGs, power ramp-rate constraints, and so on. Each WTG can adjust its output power within $[P_{min}, P_{max}]$ with ramp-up and ramp-down constraints. Each CEMS is responsible for determining the optimal set-points of WTGs to fulfill the power requirements and minimizing the power deviation for the set-points of WTGs. After determining set-points of WTGs inside clusters, each CEMS sends back the reference signals to all WTGs for implementation. This process is repeated whenever there is any change in input data from WTGs side or from stage 1.

4. Mathematical Model

This section presents a detailed mathematical model for both two stages of the proposed method. A diffusion strategy-based information-sharing is presented for stage 1 and an MILP-based optimization model is presented for stage 2.

4.1. Diffusion Strategy-Based Information-Sharing

Based on the configuration of the communication network, an adjacent matrix $A$ is determined using Metropolis rule, as given by Equation (1). In this paper, the matrix $A$ for the test system is expressed in (2).

$$A = \begin{pmatrix}
\frac{3}{4} & \frac{1}{4} & 0 & 0 & 0 \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & 0 & \frac{1}{4} \\
0 & \frac{1}{4} & \frac{1}{2} & \frac{1}{4} & 0 \\
0 & 0 & \frac{1}{4} & \frac{3}{4} & 0 \\
0 & \frac{1}{4} & 0 & 0 & \frac{3}{4}
\end{pmatrix}$$ (2)

$$\text{Diffusion strategy : } \begin{cases}
\phi_{k-1,i} = \sum_{j \in N_i} a_{i,j} x_{k-1,j} \\
x_{k,i} = \phi_{k-1,i} - \mu \hat{s}_{i,k}(\phi_{k-1,i})
\end{cases}$$ (3)

where $x_{i,k}$ is state of agent $i$ at iteration $k$; $\phi_{i,k-1}$ is intermediate state for agent $i$ at previous iteration $k - 1$; $\mu_i$ is a non-negative updating parameter of agent $i$; $\hat{s}_{i,k}(\phi_{k-1,i})$ is stochastic gradient of intermediate state $\phi$ for agent $i$ at iteration $k$.

By using matrix $A$, an agent $i$ can easily update its state at each iteration, as shown in (3). New state $(x_{k,i})$ is updated via the previous state $(x_{k-1,i})$ and the stochastic gradient $(\phi_{i,k-1})$. The stochastic gradient can be simply calculated by the difference of intermediate state $(\phi)$ at two consecutive iterations, as given in (4). This process is used for information sharing in this study.

$$\hat{s}_{i,k}(\phi_{k-1,i}) \approx \phi_{k-1,i} - \phi_{k-2,i}$$ (4)
4.2. MILP-Based Optimization

An MILP-based mathematical model is presented in detailed in this section for stage 2. The main purpose of this stage is to optimize set-points of WTGs to meet required power from stage 1. Furthermore, the optimization model also minimizes the power deviation for the set-points of WTGs inside each cluster and makes the output power of WTGs smoother. The objective function for the optimization model is presented in Equation (5).

\[
\begin{align*}
\text{Min} & \quad \left\{ p_{\Delta t,i} \Delta P_{t,i} + \sum_{n=1}^{N_i} P_{n,i} [P_{n,i} - P_{n,i-1}] \right. \\
& \quad + \left. \sum_{m,n=1}^{N_i} P_{m,n,i} [P_{m,n,i} - P_{m,n,i-1}] \right\} \\
& \quad \forall t, i \in I
\end{align*}
\]  

(5)

It can be seen that the absolute values in the objective function (5) causes this model to be non-linear. In order to solve the optimization problem using a MILP solver (e.g., CPLEX, GAMS, etc.), it is necessary to convert the objective function (5) into a linear function. The linearization process is carried out using additional variables, as expressed in (6) [26].

\[
\begin{align*}
\text{Min} & \quad \left\{ p_{\Delta t,i} \Delta p_{t,i} + \sum_{n=1}^{N_i} P_{n,i} D P_{n,i} \\
& \quad + \sum_{m,n=1}^{N_i} P_{m,n,i} D P_{m,n,i} \right\} \\
& \quad \forall t, i \in I
\end{align*}
\]  

(6)

\[
PD_{n,i} \geq P_{n,i} - P_{n,i-1} \quad \forall n \in N_i, t \in T, i \in I
\]  

(7)

\[
PD_{n,i} \geq -(P_{n,i} - P_{n,i-1}) \quad \forall n \in N_i, t \in T, i \in I
\]  

(8)

\[
PD_{m-n,i} \geq P_{m,i} - P_{n,i} \quad \forall m, n \in N_i, t \in T, i \in I
\]  

(9)

\[
PD_{m-n,i} \geq -(P_{m,i} - P_{n,i}) \quad \forall m, n \in N_i, t \in T, i \in I
\]  

(10)

The use of these additional variables in (6) lead to four more constraints, as shown in (7)–(10). The detailed constraints related to the operation of the WF system are presented in (11)–(17).

\[
s_{n,i} = \begin{cases} 
1 & \text{if WTG}_n \text{ is in service} \\
0 & \text{otherwise} 
\end{cases} \quad \forall n \in N_i, t \in T, i \in I
\]  

(11)

\[
s_{n,i} = \min_{n,i} \left\{ P_{n,i} \right\} \quad \forall n \in N_i, t \in T, i \in I
\]  

(12)

\[
P_{\text{avail}}_{n,i} = \frac{1}{2} C_p \rho \beta R^3 \frac{\Delta P_{n,i}}{P_{\text{opt}}_{n,i}} \quad \forall n \in N_i, t \in T, i \in I
\]  

(13)

\[
\sum_{n=1}^{N_i} (\Delta P_{n,i} s_{n,i}) = \Delta P_{t,i} \quad \forall t, i \in I
\]  

(14)

The operation state of each WTG is determined by (11). This state shows whether the WTGs are ready for generating power. The operation bounds of each WTG is shown in (12) considering its operation state. The available power of WTGs at a given interval is calculated by (13) based on the WTGs’ parameters and wind characteristics [27]. Equation (14) shows the relation between changing the set-points of WTGs and mismatch power in a cluster. This constraint ensures that each CEMS always tries to adjust the set-points of WTGs for balancing the mismatch power in the corresponding cluster. To avoid the power imbalance in the WF system, there is always an interaction between the
WF and TSO about the amount of generated power, the maximum amount of generated power from the WF system, and the amount of required power from TSO. By doing so, TSO will require a suitable amount of output power for the WF system in each operation situation.

Constraints (15)–(17) presents the bounds for controlling the output power of WTGs in two consecutive intervals. Constraint (15) ensures that WTGs can only adjust their output power with maximum ramp-up/ramp-down rates. Constraint (16) shows that the power generation from a WTG is always lower than its available power at \( t+1 \).

\[
P_{n,i,j} - P^{RD}_{n,i} \leq P_{n,i+1,j} \leq P_{n,i,j} + P^{RU}_{n,i} \quad \forall n \in N, t \in T, i \in I \tag{15}
\]

\[
P^{min}_{n,i} \leq P_{n,i+1,j} \leq P^{avail}_{n,i+1,j} \quad \forall n \in N, t \in T, i \in I \tag{16}
\]

Finally, the operation bounds of WTGs for two consecutive time intervals are summarized in (17) by combining both constraints (15) and (16), and the minimum/maximum generation point of WTG.

\[
\max\left\{P_{n,i,j} - P^{RD}_{n,i}, P^{min}_{n,i}\right\} \leq P_{n,i+1,j} \leq \min\left\{P_{n,i,j} + P^{RU}_{n,i}, P^{rate}_{n,i}, P^{avail}_{n,i+1,j}\right\} \quad \forall n \in N, t \in T, i \in I \tag{17}
\]

5. Numerical Results

5.1. Hierarchical Control Structure of WF

The control structure for WF systems are usually developed based on hierarchical control structure, including three levels with different time frames [15,28,29] as follows:

- Primary control level is the fastest level to ensure the reference tracking of frequency and voltage for each WTGs.
- Secondary control level helps improve power quality and transient stability in WF system.
- Tertiary control level is designed to determine the optimal set-point for each WTG to achieve a common operation objective of the WF system.

In this study, we only focused on tertiary control level for the WF system. This control level aims to determine the optimal set-points for WTGs to achieve a long-term operation objective of the WF system. Moreover, in order to ensure stability for the operation of WF, the power balance is always maintained in WF between the total output power from WTGs and the required power from the power system.

5.2. Input Data and Case Study

Section 2.1 has presented the test WF system used to evaluate the proposed method. The WF system is comprised of 20 WTGs and adjacent WTGs are grouped into a cluster. This helps to reduce the complexity in designing energy management systems. In this study, WTGs are divided into four different clusters, as shown in Figure 5 and each cluster is operated by a centralized energy management system, i.e., cluster EMS. All WTGs are the same type and detailed parameters are listed as follows [30].

- Rated power: 10 MW
- Minimum operation point: 1 MW
- Maximum ramp-up/ramp-down: 2 MW during 30 seconds
The output power of WTGs with the voltage of 33 kV is transmitted to a collection bus. At this collection bus, the voltage is increased to 154 kV using a step-up transformer for an HVDC transmission line with the DC line voltage of 300 kV. The output power of the whole WF system is then injected into the power system at the voltage of 154 kV.

CEMSs are responsible for finding out optimal set-points of WTGs within $[P_{\text{min}}, P_{\text{max}}]$ to balance the amount of power mismatch for the corresponding cluster. The two-stage model for information sharing and optimization is implemented in Visual Studio C++ with integration of CPLEX 12.6 [31].

All case studies are presented in Figure 6, as follows.

- At $t_1$, WF is initially operated in limited power mode with limited power at 100 MW.
- At $t_2$, the limited power increases from 100 MW to 120 MW. The power mismatch in the WF system is 20 MW and therefore the WTGs will be controlled to increase their set-points to balance this amount of mismatch power.
- At $t_3$, WF is switched to the reserve mode. A certain amount of reserve power is required in WF system. Therefore, the set-point of WTGs should be again determined to fulfill the requirement for reserve capacity. In this case study, the reserve capacity is required to be 20%.

Input data for the maximum output power of WTGs is tabulated in Table 1 at $t_1$, $t_2$, and $t_3$. At a given time, the output power of WTGs is adjustable within $[P_{\text{min}}, P_{\text{max}}]$, where $P_{\text{min}}$ is 10% of rated power (1 MW) and $P_{\text{max}}$ are taken in Table 1. In the next section, information sharing process, optimal set-points of WTGs, WF’s output power, and reserve capacity in each cluster and WF will be presented in detail.
Figure 5. Test WF system with detailed rated voltage.

The output power of WTGs with the voltage of 33 KV is transmitted to a collection bus. At this collection bus, the voltage is increased to 154 kV using a step-up transformer for an HVDC transmission line with the DC line voltage of 300 kV. The output power of the whole WF system is then injected into the power system at the voltage of 154 kV.

CEMSs are responsible for finding out optimal set-points of WTGs within \([P_{\text{min}}, P_{\text{max}}]\) to balance the amount of power mismatch for the corresponding cluster. The two-stage model for information sharing and optimization is implemented in Visual Studio C++ with integration of CPLEX 12.6 [31].

All case studies are presented in Figure 6, as follows.

• At \(t_1\), WF is initially operated in limited power mode with limited power at 100 MW.

• At \(t_2\), the limited power increases from 100 MW to 120 MW. The power mismatch in the WF system is 20 MW and therefore the WTGs will be controlled to increase their set-points to balance this amount of mismatch power.

• At \(t_3\), WF is switched to the reserve mode. A certain amount of reserve power is required in WF system. Therefore, the set-point of WTGs should be again determined to fulfill the requirement for reserve capacity. In this case study, the reserve capacity is required to be 20%.

Input data for the maximum output power of WTGs is tabulated in Table 1 at \(t_1\), \(t_2\), and \(t_3\). At a given time, the output power of WTGs is adjustable within \([P_{\text{min}}, P_{\text{max}}]\), where \(P_{\text{min}}\) is 10% of rated power (1 MW) and \(P_{\text{max}}\) are taken in Table 1. In the next section, information sharing process, optimal set-points of WTGs, WF’s output power, and reserve capacity in each cluster and WF will be presented in detail.

Figure 6. Three case study to test the proposed method.

Table 1. Maximum output power of WTGs at \(t_1\), \(t_2\), and \(t_3\)

| Cluster 1 | WTG1 | WTG2 | WTG3 | WTG4 | WTG5 | Total (MW) |
|-----------|------|------|------|------|------|------------|
| \(t_1\)   | 5.8  | 5    | 5.5  | 6.2  | 6.2  | 28.7       |
| \(t_2\)   | 6    | 6.5  | 6    | 6    | 6    | 31         |
| \(t_3\)   | 7.8  | 7.2  | 7.5  | 6.8  | 7.5  | 36.8       |

| Cluster 2 | WTG6 | WTG7 | WTG8 | WTG9 | WTG10 |
|-----------|------|------|------|------|-------|
| \(t_1\)   | 5.5  | 5    | 4.5  | 4    | 5     |
| \(t_2\)   | 6.8  | 6.5  | 6    | 6    | 6.5   |
| \(t_3\)   | 6.8  | 6.2  | 6.5  | 6.8  | 6.2   |

| Cluster 3 | WTG11 | WTG12 | WTG13 | WTG14 | WTG15 |
|-----------|--------|--------|--------|--------|-------|
| \(t_1\)   | 6.2    | 6      | 6.2    | 5.5    | 5.8   |
| \(t_2\)   | 6.5    | 6.3    | 6      | 5.5    | 6.5   |
| \(t_3\)   | 6.2    | 5.5    | 6.2    | 6.5    | 7     |

| Cluster 4 | WTG16 | WTG17 | WTG18 | WTG19 | WTG20 |
|-----------|--------|--------|--------|--------|-------|
| \(t_1\)   | 5      | 4.5    | 4      | 5      | 5     |
| \(t_2\)   | 6.5    | 6.8    | 7      | 6.8    | 6.7   |
| \(t_3\)   | 6.2    | 6.5    | 6      | 6.2    | 6.5   |

5.3. Simulation Results

5.3.1. Case 1: The WF System Initially Operates During \(t_1\)–\(t_2\) with Limited Power at 100 MW

At \(t_1\), WF is operated in limited power mode and the limited power is 100 MW, as shown in Figure 6. The maximum generated power of clusters 1, 2, 3, and 4 are 28.7 MW, 24 MW, 29.7 MW, and 23.5 MW, respectively, as shown in Table 1. In WF system, CEMSs and TSO share information in a distributed manner using diffusion strategy. In this case, each cluster should generate 25 MW. However, the maximum generated power for clusters 2 and 4 are only 24 MW and 23.5 MW, respectively. After information-sharing process among CEMSs and TSOs, clusters 2 and 4 are set to maximum output power and the required power for clusters 1 and 3 are 26.25 MW to maintain the power balance between the generated power from WF and the required power from TSO. It can be seen that the set-points of all WTGs in clusters 2 and 4 are set to maximum output power, as shown in Figure 7. Since the required power for both clusters 1 and 3 are 26.25 MW. CEMSs perform optimization to determine the set-points of WTGs in these clusters to fulfill the required power and reduce power deviation for the set-points of WTGs. The optimal set-point of WTGs in clusters 1 and 3 is also shown in Figure 7. The proposed operation strategy helps minimize the change in the set-points of WTGs with any input data.
Due to the constraint for the maximum output power of WF system (e.g., limited power mode), some clusters could not generate maximum output power (i.e., cluster 1 and cluster 3). This amount of unused wind energy can play a role as a reserve capacity in WF. This reserve power can be used in emergency situations, for example, the outage of WTGs or changing in the operation mode of WF. The reserve capacity for each WTGs is shown in Figure 8. It can be seen that the amount of reserve power in clusters 2 and 4 is zero because all WTGs have set to the maximum output power. The reserve capacity of WF is the total power reserve from all clusters. In this case study, the reserve capacity in WF is 5.9 MW (around 5.6%).

5.3.2. Case 2: The Limited Power Increases to 120 MW at $t_2$

At $t_2$, the WF system still operates in the limited power mode and the limited power is changed from 100 MW to 120 MW. At this time, the maximum output power of clusters 1, 2, 3, and 4 are 31 MW, 31.8 MW, 30.8 MW, and 33.8 MW, respectively, as shown in Table 1. The current output power of the clusters 1, 2, 3, and 4 are 26.25 MW, 24 MW, 26.25 MW, and 23.5 MW, respectively. The change in limited power information from TSO is updated through the information-sharing process using diffusion strategy. Information for the current output power, the maximum output power of WF, and the required power from TSO are determined after a number of iterations, as shown in Figure 9a–c, respectively. Based on this information, the mismatch power between the required power and the current output power is easily determined, $P_{\text{mismatch}} = P_{\text{req}} - P_{\text{set}} = 120 - 100 = 20$ MW. This amount of mismatch power is allocated to four clusters. Based on the current output power and the maximum output power, it is easy to calculate the amount of increasable power (i.e., $P_{\text{max},i} - P_{\text{set},i}$) from clusters 1, 2, 3, and 4 are 4.8 MW, 7.8 MW, 4.6 MW, 10.3 MW, respectively. In order to maintain the power balance...
and minimize the change in the set-points of clusters, the amount of increasing power from clusters 1, 2, 3, and 4 are determined to 4.8 MW, 5.3 MW, 4.6 MW, and 5.3 MW, respectively. It can be seen that clusters 1 and 3 will increase their output power to maximum value because the average increasing power of each cluster is 5 MW. The remaining amount of power mismatch is divided for two other clusters 2 and 4, hence each cluster will increase its output power by 5.3 MW.

![Figure 9. Information sharing at t2: (a) the current set-point of WF; (b) the maximum output of WF; (c) required power from TSO.](image)

After determining the amount of increasing power from each cluster, CEMSs carry out optimization to adjust the set-points of WTGs to fulfill the required power and also minimize the power deviation for the set-points of WTGs inside each cluster. It can be seen from Figure 10 that all WTGs in clusters 1 and 3 are set at the maximum output power. The set-points of WTGs in clusters 2 and 4 are determined to minimize the power deviation in each cluster. The reserve capacity of WF can be calculated by the total reserve capacity of all WTGs. In clusters 1 and 3, all WTGs are set to maximum output power, therefore there is no reserve capacity. The reserve capacity in each WTG in each cluster is shown in detail in Figure 11. In this case study, the reserve capacity in the WF system is 7.5 MW (around 5.9%).

![Figure 10. Optimal set-point of WTGs at t2.](image)
When TSO changes WF’s operation mode, information-sharing process is also repeated to determine the set-points of WTGs in clusters 1–4, as shown in Figure 13. In this case study, WTGs in clusters 1, 2, 3, and 4 maintain a certain reserve capacity, as shown in Figure 14. The total reserve capacity in WF is always maintained at 20% of the maximum output power (i.e., $P_{\text{max}} = 26.42 \times 5 = 132.1$ MW).

5.3.3. Case 3: WF Changes to Reverse Power Mode at $t_3$ (20% for Reserve Power)

As mentioned in Section 5.2, the WF changed from limited power mode to reserve power mode at $t_3$ with 20% for the requirement of reserve capacity, as shown in Figure 6. At $t_3$, the maximum output power of clusters 1, 2, 3, and 4 are 36.6 MW, 32.5 MW, 31.4 MW, and 31.4 MW, respectively. When TSO changes WF’s operation mode, information-sharing process is also repeated to determine the information of current output power of WF, maximum output power of WF, and required power from TSO, as shown in Figure 12a–c, respectively. The amount of mismatch power between the current output power and the required power is $P_{\text{mismatch}} = P_{\text{req}} - P_{\text{set}} = 105.7 - 120 = -14.3$ MW. Therefore, in order to maintain the power balance and minimize the change in the set-points of clusters, the output power of each cluster should be equally reduced by 3.575 MW. After determining the mismatch power for each cluster, CEMSs will carry out optimization to determine optimal set-points of WTGs. The set-points of WTGs in clusters 1–4 are shown in Figure 13. In this case study, WTGs in clusters 1, 2, 3, and 4 maintain a certain reserve capacity, as shown in Figure 14. The total reserve capacity in WF is always maintained at 20% of the maximum output power (i.e., $P_{\text{req}} = 26.4$ MW).

![Figure 11. Amount of power reserve at $t_2$.](image)

![Figure 12. Information sharing at $t_3$: (a) the current set-point of WF; (b) the maximum output of WF; (c) required power from TSO.](image)
In this study, only two events at t2 and t3 are presented. However, the proposed strategy can be applied to any change in WF. By repeating the same process of sharing information in stage 1 and performing local optimization in stage 2, WF can be optimally operation and comply with all requirements from TSO.

Figure 13. Optimal set-point of WTGs at t3.

Figure 14. Amount of power reserve at t3.

6. Conclusions

This paper has proposed a hybrid EMS to manage the operation of a WF system by combining both centralized and decentralized approaches. To optimize the operation of WF, we developed a two-stage optimization strategy to determine the set-points of WTGs and also fulfill grid-code constraints. In stage 1, a diffusion strategy-based information sharing among CEMSs and TSO has been presented to determine the amount of power required from the TSO, the amount of current output power of each cluster, and the amount of maximum output power of each cluster. After the information-sharing process, the amount of power mismatch can be easily found based on current output power and required power. This amount of power mismatch is allocated to all clusters through the CEMSs. In stage 2, an MILP-based optimization model has been developed to optimize the set-points of WTGs inside clusters. Finally, to show the effectiveness of the proposed method, several case studies have been analyzed in detail in the simulation results for the operation of a WF with 20 WTGs divided into four different clusters. It can be concluded that the use of the proposed method helps the operation of WF always comply with the requirements of TSO and also minimizing the power deviation for set-points of WTGs in each cluster. This helps the output power of WTGs smoother and avoid the internal power fluctuation in WF.
In this paper, the clusters are operated by the same owner, therefore the clusters operate cooperatively to satisfy the mismatch power between the required power and the generated power. However, several clusters might be operated by different owners. The economics of clusters in deregulated environments is the main concern in this situation and is also a suitable future extension for this study.

**Author Contributions:** V.-H.B. designed the experiments and wrote the paper; A.H. and W.-G.L. analyzed the data and carried out the experiments; H.-M.K. analyzed and revised the results.

**Acknowledgments:** This research was supported by Korea Electric Power Corporation (grant no. R18XA03).

**Conflicts of Interest:** The authors declare no conflict of interest.

**Nomenclatures:**

**Abbreviations**

| Abbreviation | Description |
|--------------|-------------|
| CEMS         | Cluster energy management system |
| EMS          | Energy management system |
| MILP         | Mixed-integer linear programming |
| MPPT         | Maximum power point tracking |
| RES          | Renewable energy source |
| TSO          | Transmission system operator |
| WF           | Wind farm |
| WTG          | Wind turbine generator |

**Sets**

| Symbol | Description |
|--------|-------------|
| T      | Scheduling horizon |
| N_i    | Set of WTGs |
| I      | Set of clusters |

**Indices**

| Symbol | Description |
|--------|-------------|
| t      | Index of intervals |
| n,m    | Index of WTGs |
| i      | Index of clusters |

**Parameters**

| Symbol | Description |
|--------|-------------|
| A      | Adjacent matrix for the communication network |
| x_{k,i} | State of agent i at iteration k |
| \hat{s}_{i,k}(\phi) | Stochastic gradient of intermediate state \phi for agent i at iteration k |
| \text{rate}_{n,i} | Rated power of WTG n in cluster i |
| \text{min}_{n,i} | Minimum operation point of WTG n in cluster i |
| \text{avail}_{n,i,t} | Available power of WTG n in cluster i at t |
| s_{n,i,t} | State of WTG n in cluster i at t |
| \Delta P_{i,t} | Mismatch power from stage 1 of cluster i at t |
| p_{\Delta,i} | Penalty for mismatch power of cluster i at t |
| p_{m,n,i,t} | Penalty for power deviation for set-points of WTG m and WTG n in cluster i at t |
| PD_{m,n,i,t} | Power deviation for set-points of WTG m and WTG n in cluster i at t |
| P_{\text{lim},t} | Limited power at t |
| P_{\text{res},t} | Reserve power at t |
| P_{\text{RD},n,i} | Ramp-down rate of WTG n in cluster i |
| P_{\text{RU},n,i} | Ramp-up rate of WTG n in cluster i |
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