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Abstract. Although significant progress has been achieved on monocular marker-less human motion capture in recent years, it is still hard for state-of-the-art methods to obtain satisfactory results in occlusion scenarios. There are two main reasons: the one is that the occluded motion capture is inherently ambiguous as various 3D poses can map to the same 2D observations, which always results in an unreliable estimation. The other is that no sufficient occluded human data can be used for training a robust model. To address the obstacles, our key-idea is to employ non-occluded human data to learn a joint-level spatial-temporal motion prior for occluded human with a self-supervised strategy. To further reduce the gap between synthetic and real occlusion data, we build the first 3D occluded motion dataset (OcMotion), which can be used for both training and testing. We encode the motions in 2D maps and synthesize occlusions on non-occluded data for the self-supervised training. A spatial-temporal layer is then designed to learn joint-level correlations. The learned prior reduces the ambiguities of occlusions and is robust to diverse occlusion types, which is then adopted to assist the occluded human motion capture. Experimental results show that our method can generate accurate and coherent human motions from occluded videos with good generalization ability and runtime efficiency. The dataset and code are publicly available at https://github.com/boycehbz/CHOMP.
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1 Introduction

Recovering 3D human motion from monocular images is a long-standing problem, which has wide applications such as computer animation, human behavior understanding, and human well-being. Recently, researches in this area have gained significant progress [47,40,30,70,59], but most of them do not consider the occlusion scenarios that are very common in the real world.

Only a few works explicitly focus on 3D pose estimation from occluded images. Although [22,48,51,67,31,63,53,21] can estimate 3D human poses from single occluded images, they do not utilize temporal information, and the results in highly ambiguous occlusion cases are unreliable. Some latest works [20,49] incorporate the temporal information in a variational motion prior and can predict
The pipeline of our method. The 2D and 3D motions are represented with three 2D maps ($I_{2d}$, $I_{2d}^o$, and $I_{3d}$). We first train a joint-level spatial-temporal prior for occluded motions based on dilated convolutions and transformer blocks via self-supervised learning (light blue box). The prior is then adopted to assist the lifting network for occluded human motion capture. The overall training can be conducted with synthetic occlusions on non-occluded data (dark blue box). When testing on real occlusion data, the occluded map ($I_{2d}^o$) obtained with detectors is fed into the network to regress the 3D motion.

The full human motion from partial observations, but the optimization process in their methods is particularly time-consuming.

Training a neural network to regress 3D human motions from monocular occluded videos with temporal relations can significantly improve the runtime efficiency. However, the intuitive task faces two challenging obstacles. Due to occlusions and the loss of depth information, the problem is highly ambiguous as multiple 3D poses can map to the same 2D observations. On the other side, the limited amount of real occlusion 3D human data is still a bottleneck for training a robust temporal model. Thus, the networks cannot obtain stable and accurate results. Strong prior knowledge with compact motion representation is a feasible solution to address the challenges.

Our key-idea is to employ non-occluded human data to learn a joint-level spatial-temporal prior for occluded human motion with a self-supervised strategy. We then build a 3D occluded motion dataset (OcMotion) to reduce the gap between synthetic and real occlusion data, which contains 43 motions and 300K frames with accurate 3D annotations. To the best of our knowledge, OcMotion is the first video-based dataset explicitly designed for the occlusion problem. To achieve the occluded motion capture, inspired by [67] which represents a single occluded human in a 2D map, we propose an occluded motion map to simultaneously encode spatial and temporal information. As shown in Fig.2, with the map representation, we can synthesize occlusions on non-occluded data and eliminate the effect of image appearance. The intermediate representation also improves the human motion capture in generalization ability and accuracy [47,35,66]. Nevertheless, due to the loss of depth information and ambiguities of the occluded parts, it is difficult for the network to directly recover 3D human motion from the occluded 2D motion map. Thus, we learn a joint-level spatial-temporal prior to assist the 3D motion capture. We construct a 2D self-supervised task that regresses the full motion map from the synthetic occluded input. Different from the simple augmentation techniques [51,5,50,31],
the self-supervised strategy recovers original 2D inputs from the occluded motion map, which formulates the problem as a masked image modeling (MIM) task [4,18] and can learn an expressive motion representation for the occluded problem. With the self-supervised training on a large amount of 2D data, the network also generalizes well on various occlusion types. To lift 3D human motion from the encoded motion features can alleviate the ambiguities induced by occlusions and produce more accurate results. In addition, previous video-based methods [30,13,47,35] all rely on image features [32] or pose features [35] to model the temporal relations among different frames, which ignore the joint-level kinematic information that is important for the occlusion problem. In contrast, with the map representation, we can further design a spatial-temporal layer based on dilated convolution and vision transformer [15] to simultaneously consider the local joint-level correlations and global motion dependencies. The learned joint-level correlations can improve the prediction accuracy for occluded parts. In the inference phase, we detect the visible and reliable 2D joint coordinates with state-of-the-art detectors [7,16,52] to obtain the occluded 2D map, and then the full 3D human motion can be estimated with the trained model.

To sum up, the contributions of this paper are as follows:

- We propose an occluded motion prior learned with self-supervised strategy on non-occluded data, which reduces the ambiguities of occluded observations and improves the motion capture in both generalization ability and accuracy.
- We propose a spatial-temporal layer with a map representation to simultaneously model local joint-level correlations and global motion dependencies for reliable occluded human motion capture.
- We build the first 3D occluded motion dataset, OcMotion, which contains 300K images captured in real occlusion scenarios. The dataset can be used for both training and testing. The dataset and code are publicly available.

2 Related Work

2.1 Occluded 3D human pose estimation

Although the 3D human pose estimation has progressively developed in recent years, it still cannot achieve satisfactory performance in occlusion scenarios. Historically, there are few works [22,48,51,67,31,63] that explicitly focus on occluded human pose estimation. [48] relies on the depth information to infer the occluded human pose. [22] uses a linear combination of training samples, but it has limited expressive capabilities for various occlusion types and poses. Recently, ROMP [53,54] regresses the occluded human from a single image by encoding the SMPL parameters in a 2D map, but it is not flexible enough to exploit temporal information. Other works [51,5,50,63,21,61] also adopt neural networks for occluded pose estimation. However, no sufficient real occluded human data can be used to train a robust network, which has been the bottleneck of the regression-based methods for
a long time. To improve occlusion-robustness, \cite{51,5,50} use synthetic occlusion data during training. To reduce the gap between synthetic and real occlusions, \cite{67} represents the occluded human in the UV map and builds the first image-based object-occluded human dataset. Nonetheless, previous works that do not employ temporal information cannot obtain reliable results. Without the motion data for training, existing methods \cite{49,20} can only utilize the temporal information based on motion priors via a time-consuming optimization. In this work, we extend the dataset proposed by \cite{67} to have 43 real occluded 3D motions with complete and accurate annotations, thus we can train a temporal model for real-world occlusion problems. We also synthesize occlusions on existing non-occluded data to fully employ diverse motions. Different from the augmentation techniques in the previous methods \cite{51,5,50,31}, we propose a self-supervised strategy by recovering original 2D inputs from the occluded motion map, which can learn an expressive motion representation for the occluded problem via the MIM task \cite{4,18}. With the pre-trained motion prior, the model can regress full 3D motion from monocular occluded images with high accuracy and runtime efficiency.

2.2 Human mesh recovery from monocular video

Conventional methods \cite{17,59,62,2} fit predefined models to 2D image features to realize video-based human mesh recovery via solving a time-consuming constrained optimization. With the development of deep learning, temporal neural networks \cite{28,55,36,69} are applied to learn the dependencies among frames. However, due to the limited training data, they use pseudo-ground-truth labels for training, which are unreliable for modeling accurate 3D human motion. \cite{30,40,13,65} follow \cite{28,55} to use the static features generated by image-based methods \cite{27,32} for modeling temporal relations. These methods depend heavily on the static features and ignore the kinematic information, which results in severe temporal inconsistency \cite{30} and motion oversmoothness \cite{13}. \cite{57} models the kinematic and temporal relations by attention mechanism, which has been proved useful for human mesh recovery from occluded inputs \cite{57,11}. Although previous methods achieve competitive results on specific datasets, the generalization ability remains an obstacle due to the effect of image appearance and occlusions. Our method intermediate represents human motions in 2D maps and generalizes well to the change of environments. With the motion map, the local joint-level spatial-temporal correlations can be easily explored, which improves the human mesh recovery in occluded part inference.

2.3 2D-to-3D lifting

Due to the significant development of 2D pose detectors \cite{7,10,16,52}, 2D-to-3D lifting approaches generally outperform direct estimation methods in generalization ability and accuracy. Although many works \cite{8,42,56,71,24} achieve comparable results from single 2D poses, they can hardly be leveraged in real-world applications due to the loss of temporal dependencies. In recent years,
some works \[33,47,58,35\] add spatial-temporal information in 3D pose estimation, which greatly improve the accuracy and stability. \[33,19\] rely on recurrent neural networks, but they cannot achieve parallel processing of multiple frames. Temporal convolution networks \[47\] with confidence heatmaps \[12\], attention mechanism \[37\] and body prior \[9\] are also applied to explore spatial-temporal relations. Like graph convolutional networks \[58,6\], dilated temporal convolutions are also inherently limited in temporal connectivity. Recently, transformer-based 3D human pose estimation \[35,70\] show superior performance on long-term motions. However, they can only model information from one dimension. The joint-level spatial and temporal relations cannot be simultaneously considered, which is not suitable for the occlusion problem. Thus, we design a spatial-temporal layer with dilated convolutions to improve the current transformer-based structure in occluded human motion capture. The model can consider joint-level kinematic information and temporal dependencies in the same stage, which reduces ambiguities of occluded motions and consequently improves the accuracy and occlusion-robustness.

3 Method

Our goal is to recover human motion from monocular occluded images. We first represent the human motions in 2D maps and synthesize occluded motions using a large amount of non-occluded data (Sec.3.1). Since directly recovering 3D human motion from occluded 2D poses is a highly ambiguous problem, we then design a prior with a spatial-temporal layer to exploit joint-level correlations for occluded motions via self-supervised learning (Sec.3.2). The learned prior is then adopted to improve occluded 3D human motion capture (Sec.3.3). Finally, we can obtain 3D human motion from an occluded video with 2D pose detectors in real-time (Sec.3.4).

3.1 Motion Representation

To model joint-level spatial-temporal correlations for the occluded inputs, we represent the 2D motion and 3D motion in 2D maps. Different from previous map representations \[53,67\] that encode body cues for single images, the motion map is more flexible in exploiting skeletal and temporal information. The 2D motion map \(I_{2d} \in \mathcal{R}^{F \times K \times 2}\) records the 2D joint coordinates of a motion sequence, which can be obtained by state-of-the-art 2D pose detectors \[7,10,16,52\]. The \(F\) and \(K\) are frame length and number of joints. We normalize the 2D poses with the bounding-box for better generalization ability. The 3D motion map \(I_{3d} \in \mathcal{R}^{F \times N \times 6}\) is represented with SMPL parameters \[38\]. \(N\) is the number of joints for SMPL. A 6D representation \[72\] for the 3D rotation is adopted, thus the dimension of a joint rotation is 6.

The motion map can be further used to represent the occluded motion by modifying the values in image pixels. Previous works \[67,66\] represent the occluded joints with constant values (e.g., 0) and inpaint all pixels of the target...
region. Although they can also obtain satisfactory 2D full maps via an inpainting task, we found the strategy cannot learn good representation for downstream tasks in self-supervised learning. Thus, we store a learned occlusion token in the pixel of an occluded joint in the motion map. In the inference phase, the occluded 2D motion map can be generated by replacing the detected low confidence joints with the learned token. With the occluded motion representation, we can train a joint-level spatial-temporal correlation prior for the occlusion problem and improve the generalization ability.

Fig. 2. We record 2D and 3D poses from consecutive frames in rows of 2D maps (c,d). The dark green denotes occluded joints, which are represented with a learnable token. Since the human motion maps are not affected by image appearance, we can synthesize occlusions on a large amount of non-occluded data (e.g., Human3.6M [23]) to train a robust model.

3.2 Joint-level spatial-temporal correlation prior

Due to the severe ambiguities and insufficient occlusion training data, it is challenging to learn an accurate and generalized model for the occluded human body capture. To address these obstacles, we use synthetic occlusion data to train a joint-level spatial-temporal correlation prior via self-supervised learning. The trained prior can learn the compact and expressive representation for the occluded 2D motion. The pre-trained network parameters with the learned prior knowledge are then used in the downstream lifting task to improve the occluded pose estimation.

Occlusion data synthesis. Since existing occluded human data is insufficient, we synthesize occlusions on non-occluded data [23] and enforce the prior to exploit the essential motion information from the visible parts. To learn good representation from visible observations, recent works in masked image modeling tasks [4,18] use random masks with a specific masking ratio to construct a self-supervised learning task. However, the strategy can hardly simulate real occlusion cases. Thus, we synthesize occlusions to generate an occluded 2D motion \( I_{o2d} \in R^{F \times K \times 2} \) for the prior to learn more expressive occluded 2D motion representation. The procedures are shown in Fig.2 (a, b, c). We add a random occluder on the non-occluded image and store the visible 2D joint coordinates in the 2D motion map. Different from previous works [67,66], we use a learned occlusion token to represent the occluded joints in the map (dark green region). The token promotes the network to learn better motion representation in self-supervised training. In addition, benefiting from our intermediate representation, the synthetic occlusions on the RGB images do not cause domain gap [67], thus we can learn a generalized prior with a large amount of data.
Self-supervised training. With the synthetic data, estimating accurate 3D human bodies from the occluded inputs is still a challenging problem. Previous works [67,31,51] apply a simple occlusion augmentation in 2D images and regress the 3D poses. However, directly recovering 3D motion from 2D poses itself is an ill-posed problem, and the occlusions further increase the uncertainty for the estimation, thus the same 2D observation can be mapped to various different 3D poses. They can still not obtain stable results for occluded cases. Thus, we propose a self-supervised strategy to learn a motion prior to reduce the ambiguities and fully exploit the motion information from visible cues. Different from previous works [67,31] that directly estimate 3D poses from 2D images, the self-supervised learning enforces the prior to recover the original full 2D map $I_{2d}$ from the occluded input $I_{o2d}$. With the self-supervised learning, the prior learns the expressive representation for the human motion [18,4] with only the partial observations.

For the occluded pose estimation, the kinematic information and temporal dependencies are bases to infer an occluded body part. The joint-level spatial-temporal correlations are essential cues. Conventional methods [30,13,47,35] model the temporal relations among different frames based on image or pose features, which ignore the local kinematic information. Although a recent work [70] considers both the spatial and temporal aspects with distinct transformer modules [15], it explores spatial and temporal relations in different stages. The temporal information cannot be considered in the spatial stage, thus some joint-level temporal features may be lost. Therefore, we design a dilated convolutional layer to extract local joint-level spatial-temporal features from the occluded 2D map. As shown in Fig.1, the joint-level spatial-temporal layer consists of 3 convolutional layers with different dilations. The convolutional kernel can simultaneously model joint relations from the kinematic structure and temporal features, which is essential for inferring occluded joints.

Since the dilated convolutional layers are limited in temporal connectivity, we concatenate the 3 output feature maps from the joint-level spatial-temporal layer and use two stacked transformers [15] to model global information. The concatenated map $f \in \mathcal{R}^{F \times K \times D}$ has the same resolution as the occluded map, and $D$ is the dimension of the vectors in feature map pixels. We then add a learnable spatial positional embedding $E_{SPos} \in \mathcal{R}^{K \times D}$ in the skeletal dimension of the feature map. The resulting skeletal features are fed into the first transformer encoder to exploit information across the skeletal structure. We flatten the output features to $f_T \in \mathcal{R}^{F \times (K \cdot D)}$ and add a learnable temporal positional embedding $E_{TPos} \in \mathcal{R}^{F \times (K \cdot D)}$. The features are then encoded with the second transformer module. Finally, a regression head with an MLP block and a Layer norm is used to obtain a full 2D motion map $I_{2d}$.

As shown in the light blue box in Fig.1, the training does not require extra 3D annotations, and we can employ diverse 2D motion data [1,68] to learn a robust prior. A large amount of synthetic data also relieves the data-hungry problem for the transformer-based prior in the occluded pose estimation.
Loss function. We use the following loss function for the self-supervised training:

\[
L_{self} = M_{2d} \left\| I_{2d} - I_{gt}^{2d} \right\|_1 ,
\]  

(1)

The L1 loss is applied to the masked region of the predicted motion map. \( M_{2d} \) is the synthetic mask, where the occluded part is 1, and the rest are 0. We found that the L1 loss without any other smoothness term can promote the prior to learn better motion representation in the self-supervised task.

When the training is completed, we use the pre-trained prior in the lifting task to assist the 3D motion capture.

3.3 Occluded motion lifting

The encoder of the trained prior is then used in the lifting network to improve the occluded motion estimation. The lifting network is a transformer with two heads for 3D motion map and shape parameters. The transformer module has the same structure as the first transformer in the prior and receives the feature map \( f \) from the convolutional layer. We then add the output features to the features from the prior and feed them to the heads to obtain 3D motion map \( I_{3d} \) and shape parameters \( \beta \). With the learned motion representation, the lifting network can achieve better accuracy and generalization, and we also optimize the network parameters of the prior in the lifting stage. Since the 2D occluded motion maps are not affected by image appearance, the training of the lifting network can also be conducted on synthetic non-occluded data \([23,51]\). The loss function is:

\[
L_{motion} = L_{rec} + L_{shape} + L_{smo}.
\]

(2)

The reconstruction term is:

\[
L_{rec} = \left\| I_{3d} - I_{3d}^{gt} \right\|_2 + \left\| V_{3d} - V_{3d}^{gt} \right\|_2 + \left\| J_{3d} - J_{3d}^{gt} \right\|_2.
\]

(3)

The \( I_{3d}, V_{3d} \) and \( J_{3d} \) are predicted 3D motion map, vertex positions and joint positions. \( gt \) denotes the ground-truth. To prevent the jitters and obtain coherent motions, we further add a smoothness loss on the predicted 3D motion map.

\[
L_{smo} = \sum_{i=0}^{F-1} \left\| I_{3d} - I_{3d}^{i+1} \right\|_2 ,
\]

(4)

where \( i \) denotes the \( i \)th row of \( I_{3d} \). Additional shape and regularization terms are applied to prevent abnormal body shape:

\[
L_{shape} = \left\| \beta - \beta^{gt} \right\|_2 + \left\| \beta \right\|_2 .
\]

(5)

3.4 Occluded motion estimation from monocular videos

With the trained spatial-temporal motion prior and the lifting network, we can recover full 3D motion from occluded images. We first adopt \([7]\) to detect
2D poses and corresponding confidence maps. The joint with a confidence lower than 0.6 will be regarded as the occluded joint, which will be replaced with the learned token. Thus, the occluded 2D map can be obtained. We then regress the full 3D motion map through the prior and lifting network from the occluded 2D map. Since the 3D motion resampled from the map is in the local coordinate system, we obtain global positions by solving the least square function.

\[
\arg\min_{(T)} \sum_{t=0}^{F-1} (w_c \| K (J_{3d}^t + T^t) - P^t \| + \| T^{t+1} - T^t \|),
\]

where \( K \) is intrinsic camera parameters, \( P \) and \( w_c \) are detected 2D pose and corresponding confidence. \( T \) is the translation of the SMPL model. Finally, the 3D motion with absolute positions can be obtained by adding the translations to the estimated SMPL models.

### 4 OcMotion Dataset

![Fig. 3. Samples from the proposed OcMotion dataset. The dataset contains 300K images captured at 10 FPS (frame per second) with accurate 3D motion annotations.](image)

Although 3D human datasets are exponentially increasing in recent years, only a few datasets are particularly designed for occlusion problems. AGORA [46] contains frequent occlusions, but it is a synthetic dataset. 3DOH50K [67] is the first 3D human dataset that explicitly considers object occlusion. However, it is an image dataset and cannot be used for evaluating video-based methods. In this work, we extend the 3DOH50K dataset to have complete motion annotations. We obtain human motions with [20] and the samples in 3DOH50K are also used for constraining the optimization. For severely occluded cases, we manually adjust the 3D motion. To evaluate the accuracy of the dataset, we randomly select 5K images and manually annotate 2D poses. The re-projection error on these images is 7.3 pixels, which is sufficient for motion capture tasks. Finally, the dataset has 300K images captured at 10 FPS, 43 sequences with 6 viewpoints, 3D motion annotations represented by SMPL, 2D poses, and camera parameters.

We show the comparison with commonly used 3D human datasets in Tab.1. Despite a large number of samples or the wide variety of actions, most existing datasets pay little attention to the occlusion problem. MPI-INF-3DHP [43], MuPoTs-3D [44] and Panoptic Studio [26] include only a few occluded cases.
Table 1. Comparison with commonly used 3D human datasets. OcMotion is the first motion dataset that contains diverse real object occlusions with complete and accurate annotations.

| Dataset              | Occlusion Data | Sequence | Real Data | 3D Pose | Mesh | Frames | Views |
|----------------------|----------------|----------|-----------|---------|------|--------|-------|
| Human3.6M [23]       | –              | ✓        | ✓         | ✓       | –    | 3.6M   | 4     |
| AIST++ [34]          | –              | ✓        | ✓         | ✓       | –    | 10.1M  | 9     |
| HUMBI [64]           | –              | ✓        | ✓         | ✓       | ✓    | 17.3M  | 107   |
| MPI-INF-3DHP [43]    | +              | ✓        | ✓         | ✓       | ✓    | 1.3M   | 14    |
| 3DPW [41]            | ++             | ✓        | ✓         | ✓       | ✓    | 50K    | 1     |
| MuPoTs-3D [44]       | ++             | ✓        | ✓         | ✓       | ✓    | 8K     | 1     |
| Panoptic Studio [26] | +++            | ✓        | ✓         | ✓       | ✓    | 1.5M   | 480   |
| GPA [60]             | +++            | ✓        | ✓         | ✓       | ✓    | 700K   | 5     |
| 3DOH50K [67]         | +++++          | ✓        | ✓         | ✓       | ✓    | 50K    | 6     |
| AGORA [46]           | +++++          | ✓        | ✓         | ✓       | ✓    | 17K    | –     |
| OcMotion             | +++++          | ✓        | ✓         | ✓       | ✓    | 300K   | 6     |

GPA [60] has limited types of occluders. In addition, AGORA [46] and 3DOH50K [67] are image-based datasets and cannot be applied to video-based methods. In contrast, our dataset contains complete motion annotations and explicitly considers object-occluded scenarios, which may promote future research on object-occluded human mesh recovery.

5 Experiments

5.1 Implementation details

The spatial-temporal layer consists of 3 dilated convolution layers with a dilation rate of 1, 2, and 5, respectively. We also adopt two separate transformers [15] to model long-term spatial and temporal information. The decoder of the 2D branch only contains a LayerNorm [3] and a linear layer, thus the features encoded by the prior can represent a full motion. The lifting network is also a transformer. We rely on PyTorch [45] to implement the model and use AdamW [39] optimizer with a learning rate of 1e-4 for training. The batchsize of all experiments is 32. The model is trained on a single NVIDIA RTX 3090 GPU with 24GB memory for 45 epochs. We use a joint regressor in LSP format [25] to obtain 3D joints and calculate errors for the predicted mesh.

Metrics. We adopt the metrics in previous works [30,40,13] to evaluate our method. The Mean Per Joint Position Error (MPJPE) and the MPJPE after rigid alignment of the prediction with ground truth using Procrustes Analysis (PA-MPJPE) are used for measuring joint positions. The Per Vertex Error (PVE) and acceleration error (Accel.) are applied to evaluate mesh quality and motion smoothness.

5.2 Dataset

We follow previous works [30,13] to set the training data for a fair comparison. The spatial-temporal prior is trained on 2D (PoseTrack [1], InstaVariety [28] and
Table 2. Quantitative comparison with state-of-the-art methods. Our method obtains good results and achieves the best performance in some metrics on occluded datasets. * means the image-based method. † denotes the method that explicitly considers the occlusion problem. Total Params is the total number of model parameters including 2D detection [7] or feature extraction [32].

| Method      | Total Params | OcMotion | MPJPE | PA-MPJPE | Accel. | 3DPW | MPJPE | PA-MPJPE | Accel. | 3DPW-OC | MPJPE | PA-MPJPE | Accel. |
|-------------|--------------|----------|-------|----------|--------|------|-------|----------|--------|--------|-------|----------|--------|
| HMR         | 29.8M        |          |       |          |        | 116.5| 72.6  | 139.3    |        |        |       |          |        |
| *SPIN [32]  | 27.0M        |          | 88.2  | 56.7     | 47.0   | 96.9 | 59.2  | 116.4    | 105.0  | 71.3   | 44.6  |          |        |
| *OCHMR [29] |              |          |       |          |        | 89.7 | 58.3  | 107.1    |        |        |       |          |        |
| *LASER [50] |              |          |       |          |        | 57.9 | 57.9  |          |        |        |       |          |        |
| ViBIR [36]  | 36.3M        |          | 89.6  | 58.6     | 44.5   | 93.5 | 56.5  | 113.4    | 98.3   | 69.7   | 39.0  |          |        |
| TCVR [13]   |              |          | 95.8  | 62.6     | 24.3   | 95.0 | 55.8  | 111.5    | 90.3   | 63.0   | 8.0   |          |        |
| †SPIN [32]  | 27.0M        |          | 88.2  | 56.7     | 47.0   | 96.9 | 59.2  | 116.4    | 105.0  | 71.3   | 44.6  |          |        |
| *OCHMR [29] |              |          |       |          |        | 89.7 | 58.3  | 107.1    |        |        |       |          |        |
| *LASER [50] |              |          | 57.9  |          |        |      |      |          |        |        |       |          |        |
| ViBIR [36]  | 36.3M        |          | 89.6  | 58.6     | 44.5   | 93.5 | 56.5  | 113.4    | 98.3   | 69.7   | 39.0  |          |        |
| TCVR [13]   |              |          | 95.8  | 62.6     | 24.3   | 95.0 | 55.8  | 111.5    | 90.3   | 63.0   | 8.0   |          |        |
| †SPIN [32]  | 27.0M        |          | 88.2  | 56.7     | 47.0   | 96.9 | 59.2  | 116.4    | 105.0  | 71.3   | 44.6  |          |        |
| *OCHMR [29] |              |          |       |          |        | 89.7 | 58.3  | 107.1    |        |        |       |          |        |
| *LASER [50] |              |          | 57.9  |          |        |      |      |          |        |        |       |          |        |
| †Ours (w/o OcMotion) | 56.3M |          | 72.1  | 44.9     | 24.2   | 83.7 | 51.8  | 110.4    | 90.1   | 54.5   | 16.6  |          |        |
| †Ours      | 56.3M        | 58.3     | 36.1  | 23.2     | 83.7   | 51.7 | 110.1 | 89.4     | 53.4   | 16.6   |      |          |        |

PennAction [68]) and 3D human motion datasets (Human3.6M [23] and MPI-INF-3DHP [43]). We use Human3.6M and MPI-INF-3DHP to train the lifting network. The method is evaluated on 3DPW [41], Human3.6M, and MPI-INF-3DHP. In addition, we use 3DPW-OC, the occluded sequences from the entire dataset selected by [67], to demonstrate the effectiveness of our approach in occluded cases. We also report the results with and without OcMotion training. The sequences 0013, 0015, 0017, 0019 in OcMotion with 6 views are used for testing, and the rest are adopted for training.

Fig. 4. Our method achieves good performance in both occluded and non-occluded cases.
5.3 Comparison to state-of-the-art results

We first compared our method to state-of-the-art approaches on OcMotion dataset. To the best of our knowledge, OcMotion is the first video dataset designed for the object-occluded human mesh recovery task. We conducted experiments on this dataset to demonstrate the superiority of our method in occluded cases. As shown in Tab.2, since previous methods do not explicitly consider the occlusion problem, our method significantly outperforms previous video-based methods on all metrics. In addition, PARE [31] and OOH [67] are image-based methods and are designed for the occluded human reconstruction task. Benefited from the spatial-temporal information, our method can obtain more robust results. Moreover, OOH [67] uses UV map representation, though it can explicitly describe an occluded human, the resampled meshes show a lot of artifacts Fig.5 (e). Furthermore, we found that video-based methods show more motion jitters and have higher acceleration errors in occluded cases. In contrast, the spatial-temporal prior obtains features of a full motion and avoids the ambiguities induced by occlusions. With the prior, our method achieves the best performance in terms of acceleration error and produces more temporally coherent results Fig.6 on the occlusion dataset.

Another strength of our method is the good generalization ability. Since we represent the human motion in a 2D map, the background of the image cannot affect the model performance, thus the trained model is insensitive to environmental changes. Besides, the self-supervised training on a large amount of synthetic data makes the model robust to various occlusions. We conduct some experiments on 3DPW dataset to demonstrate the advantages. Our model is trained on indoor 3D datasets but can also achieve satisfactory performance in outdoor scenarios. Specifically, [57] and [11] also develop attention modules to exploit temporal cues and produce the best results. The results in Tab.2 demonstrate that our method can also obtain similar results as state-of-the-arts on the non-occluded dataset. To further show the performance in more challenging occluded environments, we follow [67] to evaluate the method on 3DPW-OC dataset, which is a subset of 3DPW that contains occlusions. We have the same training data as VIBE, MEVA, and TCMR. Although VIBE, MEVA, and TCMR achieve excellent results on 3DPW, they are sensitive to the
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Occlusion Fig.5 (b,c,d), while our method is robust. Moreover, TCMR relies on the past and future features to regress SMPL parameters for the current frame, and it may produce over-smoothed motion (refer to supplemental video). With the spatial-temporal prior, our method can obtain coherent and highly dynamic motions.

We conduct experiments on Human3.6M dataset to further demonstrate the effectiveness of our method. As shown in Tab.3, our method achieves state-of-the-art in protocol 1 of Human3.6M in terms of MPJPE, which outperforms VIBE by 4.1mm. In addition, in Tab.2 and Tab.3, LASOR [63] and Pose2Mesh [14] also recover human mesh from 2D detections, and our method can obtain more accurate results.

We also report the number of model parameters to show the efficiency of our approach. The results in Tab.2 show the total parameters including 2D pose detection [7] and feature extraction [32] of different methods. We have fewer parameters than TCMR and MEVA. Specifically, the lifting network in our method contains 19.2M parameters. The 2D detection consumes most of the computations, which can be replaced with more compact models. To further demonstrate the runtime efficiency, we report the model parameters without the 2D detection and feature extraction among the two-stage methods in Tab.3. Our model can achieve the best performance with the fewest parameters. For current implementation with [7], the inference FPS is 32 on a single NVIDIA RTX 3090 GPU, which is acceptable for real-time applications. Furthermore, when regressing from the 2D pose inputs, our model runs at 286 FPS, which is significantly faster than common 2D pose detectors. The inference speed will not be the bottleneck for real-world implementation.

Table 3. We conduct quantitative comparisons on Human3.6M following the protocols defined in [27]. In the column of #Params, we also compare the number of model parameters without 2D detection and feature extraction among two-stage methods. MACs is the estimated multiply–accumulate operations. Our method achieves competitive performance as state-of-the-art methods with higher runtime efficiency.

| Method            | #Params | MACs     | Protocol 1 | Protocol 2 |
|-------------------|---------|----------|------------|------------|
|                   |         |          | MPJPE     | PA-MPJPE   |
|                   |         |          | Accel.     | MPJPE      |
|                   |         |          | PA-MPJPE   |             |
| HMMR [28]         | –       | –        | –          | –          |
| MEVA [60]         | 65.0M   | 1.31G    | 73.4       | 61.6       |
| †FARE [11]        | –       | –        | 78.5       | 55.1       |
| †Pose2Mesh [14]  | 76.3M   | 1.84G    | –          | 64.9       |
| ShN-SATN [55]     | –       | –        | 59.4       | 42.4       |
| VIBE [30]         | 21.3M   | 0.45G    | 68.8       | 49.5       |
| †OGH [57]         | –       | –        | 74.7       | 53.3       |
| TCMR [13]         | 81.9M   | 1.29G    | 79.8       | 56.8       |
| Chen et al. [11]  | –       | –        | 62.3       | 41.1       |
| Wan et al. [57]   | –       | –        | 58.9       | 38.7       |
| †Ours (w/o OcMotion) | 19.2M   | 0.49G    | 64.7       | 46.3       |

5.4 Ablation

Self-supervised prior. We ablate the self-supervised spatial-temporal prior to reveal the properties of this module in occluded human motion capture. We found that the occlusion token can promote the prior to learn better motion representation in self-supervised learning. In Tab.4, we remove the token and
use constant value 0 to represent the occluded parts as [67]. Using the prior learned with the constant value even produces a worse performance. The experimental results demonstrate the importance of the occlusion token. We then compared the model with and without the prior. The two strategies also use the occlusion augmentation technique [51]. The results show that the prior significantly improves the joint and vertex accuracy. Directly recovering 3D human motion from occluded 2D poses without the prior is a highly ill-posed problem, and the same occluded 2D pose can map to various 3D poses. However, with the self-supervised training on many 2D motions and synthetic occlusions, the model learns the prior knowledge of converting an occluded motion to a highly dynamic full motion. The results show that with the assistance of the learned prior, the occluded human motion capture can obtain more accurate and coherent motions.

Table 4. Ablation studies on different key components on OcMotion dataset. The spatial-temporal layer (ST layer) and the self-supervised prior improve the motion capture in both joint accuracy and motion smoothness in occluded cases. + denotes adding the corresponding module on the temporal model.

| Method                                           | #Params  | MACs    | MPJPE | PA-MPJPE | PVE | Accel. |
|--------------------------------------------------|----------|---------|-------|----------|-----|--------|
| temporal                                         | 19.1M    | 0.46G   | 70.5  | 44.8     | 79.6| 40.6   |
| + smoothness loss                                 | 19.1M    | 0.46G   | 72.6  | 45.4     | 80.1| 27.4   |
| + spatial                                         | 19.1M    | 0.47G   | 65.4  | 41.1     | 76.4| 40.4   |
| + ST layer                                        | 19.2M    | 0.49G   | 63.6  | 39.8     | 73.7| 38.6   |
| + ST layer + self-supervised prior (w/o occlusion token) | 19.2M    | 0.49G   | 66.7  | 43.2     | 78.9| 37.1   |
| + ST layer + self-supervised prior                | 19.2M    | 0.49G   | 58.2  | 36.1     | 67.5| 36.4   |
| + ST layer + self-supervised prior + smoothness loss | 19.2M    | 0.49G   | 58.3  | 36.1     | 67.1| 23.2   |
| + ST layer + self-supervised prior + smoothness loss + gt 2D pose | 19.2M    | 0.49G   | 40.5  | 23.8     | 45.5| 16.3   |

Spatial-temporal layer. The joint-level spatial-temporal information is essential for the occlusion problem. We first compared the temporal model without the spatial relations in Tab.4. In addition, VIBE, TCMR, and MEVA also rely on temporal information and do not consider the kinematic features. The two comparisons in Tab.4 and Tab.2 turn out the same conclusion that the model which only focuses on the temporal relation cannot achieve good results in the occluded cases. We then added a separate transformer module like [70] in the temporal model to exploit the kinematic relation to assist the motion capture. Since the model cannot consider joint-level spatial-temporal correlation in the same stage, the performance is inferior to the spatial-temporal layer.

Fig. 6. Qualitative results on consecutive frames in occlusion scenario. More results can refer to our supplemental video.
Sensitivity to occlusions. We analyzed the sensitivity to the occlusion of our method to further demonstrate the effectiveness of the proposed components by synthesizing additional occlusions on OcMotion dataset. As shown in Fig. 7, we first synthesize occluded images with different occlusion ratios to simulate severely occluded cases. Since the OcMotion dataset contains a lot of real occlusions, we synthesize realistic occlusions among the occlusion ratios from 0% to 50%. We use OpenPose [7] to detect visible 2D poses and conduct evaluations of different models on the synthetic data. The results show that the temporal approach without joint-level spatial-temporal correlation is sensitive to the occlusions, while the model with self-supervised prior is robust. With the proposed modules, our method is insensitive to various occlusions.

Fig. 7. We synthesize additional realistic occlusions on OcMotion with different occlusion ratios. The curve on different occlusion data shows that our method is more robust to variant occlusion proportions and different occlusion types.

6 Discussion

In this paper, we propose a novel self-supervised prior with a joint-level spatial-temporal layer for recovering human motions from monocular occluded videos. For better generalization ability, we represent the human motion in 2D maps, and thus we can employ a lot of non-occluded 2D and 3D data for training a model that is robust to different occlusion types and various motions. The proposed method can obtain accurate and coherent motions from monocular occluded videos. To reduce the gap between synthetic and real occlusion data, we further build the first 3D occluded motion dataset (OcMotion), which can be used for training and evaluating video-based methods for occlusion scenarios. We hope the dataset will promote future research on video-based human mesh recovery.

However, there also exist some limitations. Although the current implementation can obtain satisfactory results from a single-person occluded video, the 2D detection still affects the accuracy of 2D motion capture. When an incorrect detected joint has high confidence, it cannot be removed in the 2D occluded
motion map and may cause a jittering 3D motion. The case often appears in multi-person scenarios since the inter-person occlusions are more ambiguous, and the 2D detector may predict erroneous joints with high confidence for closely interacting people. Future works may integrate more low-level vision features in the estimation and filter the noises with motion prior knowledge to prevent the undesirable impact.
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