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Abstract

We measure abundances of 12 elements (Na, Mg, Si, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni) in a sample of 86 metal-poor (−2 < [Fe/H] ≤ −1) subgiant stars in the solar neighborhood. Abundances are derived from high-resolution spectra taken with the Potsdam Echelle Polarimetric and Spectroscopic Instrument on the Large Binocular Telescope, modeled using iSpec and MOOG. By carefully quantifying the impact of photon-noise (<0.05 dex for all elements), we robustly measure the intrinsic scatter of abundance ratios. At fixed [Fe/H], the rms intrinsic scatter in [X/Fe] ranges from 0.04 (Cr) to 0.16 dex (Na), with a median of 0.08 dex. Scatter in [X/Mg] is similar, and accounting for [α/Fe] only reduces the overall scatter moderately. We consider several possible origins of the intrinsic scatter with particular attention to fluctuations in the relative enrichment by core-collapse supernovae (CCSN) and Type Ia supernovae and stochastic sampling of the CCSN progenitor mass distribution. The stochastic sampling scenario provides a good quantitative explanation of our data if the effective number of CCSN contributing to the enrichment of a typical sample star is N ∼ 50. At the median metallicity of our sample, this interpretation implies that the CCSN ejecta are mixed over a gas mass ∼6 × 10^4 M☉ before forming stars. The scatter of elemental abundance ratios is a powerful diagnostic tool for simulations of star formation, feedback, and gas mixing in the early phases of the Galaxy.

Unified Astronomy Thesaurus concepts: Abundance ratios (11); High resolution spectroscopy (2096); Chemical enrichment (225); Supernovae (1668)

Supporting material: machine-readable tables

1. Introduction

Over the past decade, large spectroscopic surveys have characterized the elemental abundance ratios of Galactic stellar populations in steadily increasing detail (e.g., Majewski et al. 2017; Conroy et al. 2019; Buder et al. 2021; Gilmore et al. 2022), yielding insight on the enrichment and assembly history of the Milky Way. Many studies focus on the mean or median trends of [X/Fe] versus [Fe/H] for elements X with different nucleosynthetic origins, with less attention to the star-to-star scatter about these trends. Mean [X/Fe] trends provide diagnostics of star formation efficiency, gas accretion, outflows, and star formation history, and of relative contributions of prompt enrichment from core-collapse supernovae (CCSN) versus time-delayed sources such as Type Ia supernovae (SN Ia) or asymptotic giant branch (AGB) stars (e.g., Tinsley 1980; Matteucci & Greggio 1986; McWilliam 1997; Andrews et al. 2017; Rybicki et al. 2017; Weinberg et al. 2017, 2019; Griffith et al. 2019; Spitoni et al. 2019). The existence of distinct low-Ia (high-α) and high-Ia (low-α) sequences in the Milky Way disk (Fuhrmann 1998; Bensby et al. 2003; Hayden et al. 2015; Vincenzo et al. 2021) suggests complexity in the disk’s accretion and star formation history, modulated by the impact of stellar radial migration (e.g., Chiappini et al. 1997; Schönrich & Binney 2009; Haywood et al. 2013; Minchev et al. 2014; Clarke et al. 2019; Johnson et al. 2021; Chen et al. 2022). Scatter about the mean trends can arise from star-to-star variation in the relative amounts of CCSN/SN Ia/AGB enrichment or from stochastic sampling of the supernova and AGB populations themselves, providing insight on the number and diversity of enrichment events, the degree of mixing within the interstellar medium (ISM), and the mixing of stellar populations with distinct enrichment histories. In this paper, we measure the intrinsic scatter of abundance ratios for twelve elements in a sample of 86 nearby subgiant stars with −2 < [Fe/H] ≤ −1. We offer a tentative interpretation of our results in terms of stochastic sampling of the CCSN population.

The challenge in measuring intrinsic scatter arises from removing the effects of observational scatter, which can arise both from photon-noise in the stellar spectra and from systematic abundance determination errors that vary from star to star. Contributions of the latter, differential systematics, can be mitigated by studying samples with a narrow range of physical properties (e.g., T eff, log(g)). Applying this approach to APOGEE abundances, Vincenzo et al. (2021) find intrinsic scatter in [α/Fe] at fixed [Fe/H] of ∼0.04 dex for the disk low-Ia and high-Ia populations, in agreement with earlier analysis by Bertran de Lis et al. (2016). This scatter can plausibly arise from variations in the ratio of SN Ia/CCSN enrichment, since CCSN dominate the production of α-elements while both classes of supernovae contribute to Fe. At fixed [Fe/H] and...
[α/Fe], which largely removes CCSN/SN Ia variation as a source of scatter, Ratcliff & Ness (2022) and Ting & Weinberg (2022) find smaller intrinsic scatter, ~0.01–0.02 dex for most α and Fe-peak elements, with larger values (up to ~0.05 dex) for some elements such as C, N, Na, and Ce that may have substantial AGB contributions. Griffith et al. (2022) and Weinberg et al. (2022) draw similar conclusions by fitting abundance patterns from the GALAH and APOGEE surveys with a 2-process model that accounts for initial mass function (IMF)-averaged CCSN and SN Ia contributions.

The above studies focus on the metallicity range of the Galactic disk, roughly −0.7 < [Fe/H] < 0.4. At much lower metallicities, the intrinsic abundance scatter is clearly larger. In a study of very metal-poor stars (−4.3 < [Fe/H] < −1.7), Li et al. (2022) presented [X/Fe] versus [Fe/H] abundance trends and measured the dispersion about a linear fit. They report scatter of 0.05–0.1 dex in α and Fe-peak elements, and scatter near 0.2 dex for [Na/Fe]. Lombardo et al. (2022) find similar levels of dispersion about the mean abundance of metal-poor (−3.6 < [Fe/H] < −1.5) giants.

Here we examine the intermediate metallicity range −2 < [Fe/H] < −1. Many studies in this regime have focused on distinguishing in situ and accreted components of the stellar halo (e.g., Nissen & Schuster 2010, 2011; Naidu et al. 2020; Belokurov & Kravtsov 2022; Horta et al. 2022) or identifying metal-poor stars in the bulge (e.g., Howes et al. 2016; Lucey et al. 2019). These papers suggest ~0.05–0.2 dex scatter of [X/Fe] ratios for many elements within each population, but they do not disentangle observational and intrinsic contributions.

Searching the JINAbase, an abundance and parameter database for metal-poor stars (Abdhalmia & Frebel 2018), we find ~170 stars with −2 < [Fe/H] < −1 from 18 different studies. The collection of data sets shows scatter of 0.05–0.1 dex about the mean [Mg/Fe] value. However, none of the compiled works achieve abundance precision <0.05 dex, and each work has a unique parameter and abundance determination scheme. Reliably measuring intrinsic scatter of [X/Fe] ratios in this regime requires homogeneous analysis of a large (~100 star) sample with observational errors that are small (less the expected intrinsic error, i.e., <0.04 dex; Vincenzo et al. 2021) and well characterized. We provide such an analysis in this paper.

Most Galactic stars in this [Fe/H] range lie close to the [α/Fe] ≈ 0.3 plateau that is conventionally interpreted as representing nearly pure CCSN enrichment (though see Conroy et al. 2022 for an alternative interpretation). Thus, one can reasonably expect that the variations in the CCSN/SN Ia/AGB enrichment fractions are smaller than those in the higher-metallicity disk populations. However, since the number of individual supernova events contributing to a given star’s elemental abundances is likely smaller at low metallicity, stochastic sampling of the IMF may be a more important source of scatter. Because of differences in presupernova structure, explosive nucleosynthesis, and the boundary between ejected and fallback material, the element-by-element yields of CCSN depend strongly and often nonmonotonically on progenitor mass (Sukhbold et al. 2016; see Figure 12 of Griffith et al. 2021b). If the supernova-to-supernova variance of a given element ratio is order unity, then a population of stars enriched by ~N_{SN} supernovae should exhibit ~N_{SN}^{-1/2} fractional scatter in that ratio. Welsh et al. (2021) employ a similar model of stochastic enrichment to study the intrinsic scatter of metal-poor ([Fe/H] < −2.5) halo stars. They find that, on average, such stars were enriched by 5^{±3} Population III stars. If stochastic IMF sampling can be demonstrated as the dominant source of abundance scatter for some elements in our sample, then measurements of scatter can constrain the typical mass scale of element mixing in the ISM and test supernova yield models.

Section 2 describes our sample selection and details of our spectroscopic observations. Section 3 outlines our methods for stellar parameter and abundance determination. Section 4 presents our stellar abundance trends, comparing trends to a higher-metallicity GALAH sample for context. Section 5 presents our primary observational results, determinations of the intrinsic scatter of [X/Fe] and [X/Mg] ratios in our sample for α, light odd-Z, and Fe-peak elements. In Section 6, we divide our sample into kinematically defined subsamples to compare scatter between in situ and accreted stars. We discuss potential sources of scatter and estimate the scatter from a stochastically sampled IMF in Section 7. Finally, in Section 8, we summarize our conclusions and describe our planned future work on this subject.

2. Data

In order to robustly measure the intrinsic abundance scatter in metal-poor stars, we must measure stellar abundances to a precision of ~0.04 dex. Such precision is needed in the differential scatter, but not in the zero-point uncertainties. To achieve differential scatter ~0.04 dex, we require (1) spectra of high enough signal-to-noise ratio (S/N) that the photon-noise contribution to the errors on abundance ratios will be smaller than 0.04 dex and (2) a sample population of sufficient homogeneity that the errors in modeling the spectra should not introduce star-to-star scatter as large as 0.04 dex.

2.1. Sample Selection

Stellar abundances often bear systematic uncertainties due to abundance correlations with stellar parameters such as T_{eff} and log(g) (e.g., Holtzman et al. 2018; Griffith et al. 2021a). Uncertainties in the derived stellar parameters translate to an uncertainty in the derived abundances of 0.01–0.1 dex (e.g., Jonsson et al. 2005; Jacobson et al. 2015; Jofré et al. 2019). To minimize the effect of systematic uncertainties, maximize number of targets observed, and achieve our desired abundance precision, we construct a uniform sample of bright stars, targeting local subgiants.

We select stellar candidates from Large sky Area Multi-Object fiber Spectroscopic Telescope (LAMOST) Data Release 5 (Xiang et al. 2019), a low-resolution spectroscopic survey. We cross-match the LAMOST catalog with Gaia eDR3 (Gaia Collaboration et al. 2021) and leverage the astroNN Gaia tools (Bovy 2017) to calculate stellar distances and absolute V-band magnitudes and thus place stars on a Hertzsprung–Russell (HR) diagram (Figure 1). From LAMOST, we select metal-poor, bright, and nearby subgiants that meet the following criteria:

1. −2.1 < [Fe/H] < −1.0;
2. V < 12.5;
3. d < 2500 pc;
4. 3.3 < log(g) < 4;
5. 2 < G < 4.3;
6. 0.75 < G_{BP}−G_{RP} < 1.1;

https://astronn.readthedocs.io/en/latest/tools_gaia.html
Table 1
Observing Details

| Object          | V    | Date        | Exp (S) | S/N_{CDII} | S/N_{CDIV} |
|-----------------|------|-------------|---------|------------|------------|
| 2MASS J07295084+3251585 | 10.41 | 2021-04-30  | 600     | 174        | 340        |
| 2MASS J09140031+5205589  | 10.68 | 2021-04-30  | 600     | 176        | 349        |
| 2MASS J13135193+1619226  | 10.13 | 2021-04-30  | 600     | 226        | 432        |
| 2MASS J11374200+3305528  | 9.42  | 2021-04-30  | 300     | 230        | 443        |
| 2MASS J1571896-0102018   | 11.15 | 2021-04-30  | 600     | 130        | 267        |

Note. V magnitude, observing date, exposure time, and S/N per pixel in CD II and CD IV for all objects. (This table is available in its entirety in machine-readable form.)

Figure 1. Gaia $G_{BP} - G_{RP}$ vs. $G$ HR diagram of metal-poor ($-2.1 < [\text{Fe/H}] < -1$) LAMOST stars (2D density plot) and our targets (black stars). The box formed by the black dashed lines denotes our magnitude and color cuts for the subgiant population.

using $[\text{Fe/H}]$ and $\log(g)$ from LAMOST and $V$, $d$, $G$, and $G_{BP} - G_{RP}$ derived from Gaia data. The magnitude and color cuts are indicated by the dashed box in Figure 1, and our targets are shown as the black stars. These cuts supply a sample of 102 observable targets.

3. Stellar Parameter and Abundance Determination

We determine stellar parameters and stellar abundances with the radiative transfer code MOOG (Sneden 1973) implemented through the iSpec interface (Blanco-Cuaresma et al. 2014; Blanco-Cuaresma 2019).

3.1. Line List

Referencing the line lists of Fulbright (2000), GALAH Data Release 3 (DR3; Buder et al. 2021), and Gaia-ESO (Gilmore et al. 2012; Heiter et al. 2021) as well as the solar spectrum (Moore et al. 1966), we construct a line list that is optimized for the metallicity range of our sample. We adopt line parameters such as excitation potential and oscillator strength ($\log(gf)$) from version 6 of the Gaia-ESO line list (included in iSpec; Gilmore et al. 2012; Heiter et al. 2021) for all lines except those of Mg. To ensure we have the most reliable $\log(gf)$ values for our five Mg I lines (4571, 4700, 4730, 5528, 5711 Å), we use Mg oscillator strengths from Pehlivan Rhodin et al. (2017) as recommended by Bergemann et al. (2017). The adopted Mg I oscillator strengths are within 0.04 dex of the Gaia-ESO values for the four reddest lines and 0.226 dex lower than the Gaia-ESO value for the line at 4571 Å. After a preliminary line-by-line stellar abundance determination, we remove lines from our list for which the population’s median line variation, the difference between the individual line’s abundance and the star’s median elemental abundance, exceeds 0.25 dex, similar to $\sigma$-clipping procedures discussed in Jofré et al. (2019). We do not remove lines from our list for elements with $<15$ lines in our spectral range. Our final line list includes species Na I, Mg I, Si I, Ca I, Sc II, Ti I, Ti II, V I, Cr I, Cr II, Mn I, Fe I, Fe II, Co I, Ni I, Cu I, Zn I, Sr I, Y II, Zr I, Zr II, Ba II, La II, and Ce II.

In this paper, we will only present abundances of elements lighter than Cu, leaving analysis of the heavy element scatter to future work.

3.2. Spectral Reduction

The majority of the spectral reduction is done through the Spectroscopic Data Systems for PESPI pipeline, as described in Strassmeier et al. (2018). In brief, this pipeline applies bias corrections, estimates photon-noise, flat-field corrects images for CCD fixed pattern noise, subtracts scattered light contamination, defines the spectral orders of the échelle, removes cosmic ray contamination, and optimizes the flux extraction. It wavelength calibrates the spectra against Th–Ar lines and shapes the spectra by correcting for the échelle blaze
function, vignetting effects, and fringing. Finally, the pipeline applies a global continuum normalization by fitting a 2D smoothing spline.

The remaining spectral reduction is done within an integrated spectroscopic framework called iSpec (Blanco-Cuaresma et al. 2014). We use iSpec to correct spectra for radial velocity (RV) shifts by cross correlating with the NARYAL solar spectrum and mask spectral regions within ±30 Å of strong telluric features. The cross correlation routine finds two RV solutions for the spectra of star 2MASS J14042846+1330190, suggestive of a double line spectroscopic binary, so we remove this star from our sample.

While the PEPSI pipeline applies a continuum normalization, we refit the continuum as a second degree spline with 50 knots, about 1 for every 50 Å, as recommended by Blanco-Cuaresma et al. (2014), and normalize the spectrum. We plot a small region of three RV-corrected, continuum normalized spectra of different [Fe/H] in Figure 2 with labeled line features.

### 3.3. Photometric Stellar Parameter Determination

To derive preliminary physical properties of our targets, we use the IDL package EXOFASTv2 (Eastman et al. 2013, 2019; Eastman 2017), a planet modeling software that also provides stellar parameter determination estimates. To do this, we perform a spectral energy distribution (SED) fit of the stars from available broadband photometry using the Kurucz (1992) atmosphere models. We used the Gaia, G Burnett, and GBP magnitudes (Gaia Collaboration et al. 2018, 2021), the J H K magnitudes from the 2MASS catalog (Cutri et al. 2003; Zacharias et al. 2004; Skrutskie et al. 2006), and the W1, W2, W3, and W4 magnitudes from the Wide-field Infrared Survey Explorer catalog (Cutri et al. 2021). We combined these with the stars’ parallaxes from Gaia DR3 and an interstellar visual extinction, Ast, from the Schlegel et al. (1998) dust maps. In addition to the SED fit, we employ the MIST stellar evolutionary models to estimate the stellar properties Teff, log(g), [Fe/H], and M* and their uncertainties.

### 3.4. Equivalent Width Stellar Parameter Determination

With these reliable photometric parameters as initial guesses, we derive spectroscopic stellar parameters from Fe lines in the spectra. We use iSpec to fit Fe I and Fe II lines with Gaussian or Voigt profiles and measure their equivalent widths. Voigt profiles are typically selected for stronger lines, where Gaussian profiles do not capture the broadened wing features. Because our spectra have many Fe features, we remove the strongest and weakest lines from this analysis, requiring that the reduced equivalent width be between −4.3 and −6.0 and that the lines’ lower-energy state be between 0.5 and 5.0, as recommended by Mucciarelli et al. (2013), Blanco-Cuaresma et al. (2014), and Blanco-Cuaresma (2019). We then run the equivalent width parameter determination, utilizing local thermodynamic equilibrium (LTE) radiative transfer code MOOG (Sneden 1973), MARCS model atmospheres (Gustafsson et al. 2008), and solar abundances from Asplund et al. (2009), implemented and automated through iSpec. The program iterates through values of Teff, log(g), v micro, [M/H], and [α/Fe] until Fe lines of varying strengths and ionization states return the same [Fe/H] abundance. Once ionization and excitation equilibrium has been achieved, the stellar parameters are reported.

In Figure 3, we plot a comparison of the spectroscopic and photometric stellar parameters. The median errors are shown in the bottom right corner of the left-side panels. The errors on Teff and log(g) from iSpec equivalent widths are calculated from photon-noise, as described in Section 5.1. Overall, we see good agreement between the Teff and log(g) values derived from LAMOST, EXOFASTv2, and iSpec. The Teff values derived from iSpec are slightly lower than both the LAMOST and EXOFASTv2 values. The log(g) values derived from iSpec span a slightly wider range of values than both the LAMOST and EXOFASTv2 values. There are eight noticeable outliers:

1. 2MASS J04163444+081244
2. 2MASS J09404750+2956449
3. 2MASS J13182135+0610410
4. 2MASS J1515802+4002269
5. 2MASS J03004383+0218124
6. 2MASS J04572322+1338535
7. 2MASS J1633003+0515209
8. 2MASS J23591304+4046438.

We derive spectroscopic log(g) > 4.5 for the first target, log(g) < 3 for (2)–(4), and Teff > 6000 K for (1) and (5)–(8). Because the spectroscopic log(g) of the first four stars pushes them out of our target subgiant parameter space, we exclude...
distributions for parameters from $g$ values derived from equivalent widths plotted against those from LAMOST spectroscopic stellar parameters and their uncertainties.

Note. Spectroscopic (iSpec) and photometric (EXOFASTv2) stellar parameters and their uncertainties for all stars except 2MASS J14042846+1330190 (no RV solution).

(This table is available in its entirety in machine-readable form.)

### 3.5. Spectral Synthesis

We calculate elemental abundances with an automated stellar synthesis pipeline, implemented through iSpec. We use MARCS model atmospheres (Gustafsson et al. 2008), Asplund et al. (2009) solar abundances, and the MOOG synthesizer (Sneden 1973). A synthetic abundance determination is better able to fit a range of line profiles, including blended features, than the equivalent width method. It calculates more reliable abundances for elements with few and/or weak spectral features.

In addition to the stellar parameters determined in Section 3.4, the synthesis routine requires values for the macroturbulence ($\nu_{\text{macro}}$), rotational velocity ($\nu \sin(i)$), limb-darkening coefficient, and resolution ($R$). As suggested by Blanco-Cuaresma et al. (2014), we set the limb-darkening coefficient to 0.6 and fix the resolution to that of the instrument ($R = 50,000$). At this resolution, the line broadening terms $\nu_{\text{macro}}$ and $\nu \sin(i)$ are degenerate.

We choose $\nu \sin(i)$ to be the broadening term, as done in Buder et al. (2021), and we fit spectral windows around Fe I and Fe II lines to synthetically determine their value. In these fits, we set $\nu_{\text{macro}} = 0$ and fix the $T_{\text{eff}}$, log($g$), $\nu_{\text{micro}}$ [M/H], and [$\alpha$/Fe] to the values fit in Section 3.4. iSpec iteratively computes the synthetic stellar spectra with such parameters and finds the value of $\nu \sin(i)$ that minimizes the residual between the observed and synthetic spectra. We report best-fit $\nu \sin(i)$ values in Table 2.

With all stellar parameters in hand, we then determine the stellar elemental abundances with our synthesis pipeline. For each element, we create spectral windows with a width of 5 Å around each line feature. The synthesizer computes synthetic spectra for these spectral regions using all lines in the Gaia-ESO line list (with updated Mg line oscillator strengths, as noted in Section 3.1), simultaneously fitting all line profiles for an individual element. As with the broadening velocity, iSpec iteratively calculates synthetic spectra, attempting to minimize the residual. We set the maximum number of iterations to six, as recommended by Blanco-Cuaresma et al. (2014). The pipeline returns the best-fit abundance for each element for each star.

### 4. Stellar Abundances

In this paper, we present the LTE abundances of Mg, Si, Ca, Ti, Na, Sc, V, Cr, Mn, Fe, Co, and Ni. The impact of non-LTE (NLTE) effects on abundance scatter will be discussed in Section 5.2.
4.1. Line-by-line Mg Abundances

As in prior work by our group (e.g., Griffith et al. 2019; Weinberg et al. 2019, 2022), we are interested in stellar abundance ratios relative to both Fe and Mg. While Fe is produced by both CCSN and SN Ia, Mg is of pure CCSN origin (Andrews et al. 2017), making it a clearer tracer of nucleosynthesis. From \([X/Mg]\) versus \([Mg/H]\) abundance trends, we can discern the relative contributions of prompt and delayed sources to elemental production as well as the metallicity dependence of these production mechanisms (Weinberg et al. 2019). Oxygen could serve a similar purpose, as it is also purely produced by CCSN, but it is inaccessible in the wavelength ranges of our spectra.

While we would like to use Mg as our reference element, the best-fit \([Mg/H]\) values lie below the \([Mg/Fe] = 0.3\) plateau at \([Fe/H] \sim -1\) that is seen in GALAH (Buder et al. 2021, Figure 4), APOGEE (Jönsson et al. 2020), and smaller abundance studies (e.g., Bensby et al. 2014). To investigate what may be causing this discrepancy, we synthetically fit each Mg line individually, using the methods described in Section 3.5 to determine line-by-line abundances for each star.

We find that all lines do not return the same \([Mg/H]\) for a given star and are instead systematically offset above (4730, 5528, 5711 Å) and below (4571, 4703 Å) the median \([Mg/H]\) value. The variation in line-by-line abundances could artificially inflate the abundance scatter if weak lines are undetected in a subset of stars.

To alleviate the previously observed discrepancy and align our \([Mg/Fe]\) values with the abundance plateau, we apply a line-by-line offset relative to the 4730 Å Mg line and adopt the median \([Mg/H]\) abundance of the five updated line values. We offset the 4730 Å line as it is well fit by the synthesis routine and returns \([Mg/H]\) abundance values that place \([Fe/H]\) \sim -1\) stars at \([Mg/H] \sim 0.3\). In Figure 4, we show the distribution of deviations between the line-by-line \([Mg/H]\) values and the \([Mg/H]\) fit to the 4730 Å line. The median deviation is shown in each panel as the dashed line. The 4571 Å and 4703 Å lines deviate most strongly, with median offsets from the 4730 Å line of \(-0.38\) and \(-0.20\) dex, respectively. We apply global offsets to each line’s \([Mg/H]\) abundance to shift the medians of these distributions to 0. Offsetting in such a way provides uniform \([Mg/H]\) abundances for each star without artificially reducing the population scatter. Figure 4 shows the \([Mg/Fe]\) values fit by the synthesis routine compared to the adopted offset values. The new values line up with the plateau observed in the GALAH DR3 dwarf sample.

Although this offsetting procedure is somewhat unsatisfying, we consider it the best way to mitigate differential scatter in Mg abundances that would arise if the lines have different effective weights in stars of our sample (e.g., because of different \(T_{eb}\)). The log\((gf)\) values are uncertain, and one can view our procedure as an astrophysical relative calibration of these values, though the abundance differences might arise from some other effect. The overall normalization of \([Mg/Fe]\) is set by our choice to match GALAH at \([Fe/H] \sim -1\) and should not be considered an independent measure of the plateau level.

We note that Bergemann et al. (2017) also find that the LTE and NLTE Mg abundances derived for the 4571 Å line in metal-poor dwarf HD 84937 (and other stars) are 0.15–0.22 dex lower than the values derived from other lines, including those at 5528 and 5711 Å. They are unsure if line weakness or atmospheric inhomogeneities cause the inconsistency. Recent work by Lind et al. (2022) finds similar discrepancies in the optical Mg lines of HD 84937, with the LTE and NLTE abundances of the 4571 Å line systematically 0.2–0.4 dex lower than those from the other Mg lines used in our work.

We performed a similar check on other elements to evaluate if discrepant lines skew the elemental abundance. Other elements with few lines (Na, Sc, and Co) do not exhibit such large systematic line offsets. For elements with >15 lines, we remove discrepant lines from our list, as mentioned in Section 3.1.

4.2. Abundance Trends and Comparison with GALAH

We report the derived stellar abundances and their uncertainties (see Section 5.1) in Table 3 and show the \([X/Fe]\) versus \([Fe/H]\) as well as \([X/Mg]\) versus \([Mg/H]\) abundance trends in Figures 5 and 6, respectively. In the former plot, we include 2D density histograms of the GALAH DR3 population with unflagged stellar parameters, 4200 < \(T_{eb}\) < 6700, and 3.3 < log\((g)\) < 4. While we include GALAH DR3 abundance trends for all elements, Buder et al. (2021) caution against the use of V and Co as their line features are frequently blended. In Figure 6, we include median high-Ia and low-Ia \([X/Mg]\) versus \([Mg/H]\) abundance trends from GALAH DR3 (Griffith et al. 2022). We note that these trends have offsets of up to 0.05 dex applied to ensure that the median high-Ia sequence passes through \([X/Mg] = 0\) at \([Mg/H] = 0\). We do not apply such offsets to our data.

As discussed in Section 2.1, we select target stars based on metallicity with selection criteria of \(-2.1 \leq [Fe/H] \leq -1.0\). While LAMOST metallicities placed all targets within range, we find \([Fe/H] > -0.9\) for three targets:

1. 2MASS J08452357+1758115 ([Fe/H] = 0.03),
2. 2MASS J12172774-0154034 ([Fe/H] = -0.15),
3. UCAC4 473-046951 ([Fe/H] = -0.26).

While we report the abundances for these stars, we drop them from further analysis as they fall outside of our desired metallicity range. We proceed with 86 metal-poor subgiant stars. Overall, the abundance trends of our low-metallicity stars appear as an extension of the GALAH DR3 sample. We see smaller scatter in the \([X/Fe]\) trends for Mg, Si, Ca, Ti, Cr, Mn, and Ni, and larger scatter for Na, V, and Co.

Among the other \(\alpha\)-elements, dominantly produced by CCSN (Andrews et al. 2017), we see that the \([Mg/Fe]\) values align with the low-Ia plateau at \([Fe/H] = -1\) due to our applied offsets (Section 4.1). We find that, as the metallicity decreases, the \([Mg/Fe]\) values continue to increase, approaching \(-0.5\) dex at \([Fe/H] = -2.0\), in agreement with results from the H3 survey (Conroy et al. 2022) and dwarf satellites (Kirby et al. 2011). The \([Si/Mg]\) and \([Ca/Mg]\) abundance trends also align with the low-Ia median trends from GALAH DR3. The \([Si/Mg]\) and \([Si/Fe]\) abundances decrease with increasing metallicity, while the \([Ca/Mg]\) and \([Ca/Fe]\) trends show a weaker metallicity dependence and plateau near \([Ca/Mg] = 0\), and \([Ca/Fe] = 0.35\). The Ti trend appears most similar to Ca. The \([Ti/Fe]\) abundances are metallicity independent, with \([Ti/Fe]\) \sim 0.4. The \([Ti/Mg]\) abundances are also metallicity independent—in contrast to the negative metallicity dependence of the \([Ti/Mg]\) trends in GALAH DR3 (Griffith et al. 2022).

Light odd-Z-elements Na and Sc show more scatter than the \(\alpha\)-elements. Na abundances fall below an extrapolation.
trends from GALAH DR3. We observe a positive metallic dependence in [Cr/Fe] and [Mn/Fe], as well as a near constant [Ni/Fe] abundance of \( \sim 0 \). The abundance scatter in [X/Mg] for these three elements is noticeably larger than the scatter in [X/Fe].

5. Abundance Scatter

Our primary observational goal is to measure the intrinsic abundance scatter. This requires assessing the observational noise carefully. We have constructed our sample and analysis methods to minimize differential systematic scatter and hereafter assume it is negligible, though we cannot conclusively demonstrate this. Our measured abundances do, however, include photon-noise scatter. We discuss photon-noise scatter in Section 5.1, the potential impact of NLTE corrections in Section 5.2, and estimations of the intrinsic scatter in Section 5.3. Although Mg is a physically simpler reference element than Fe, our data provide significantly better Fe measurements, and Mg is subject to systematic uncertainties as discussed in Section 4.1. We therefore focus primarily on [X/Fe] scatter while presenting some results for [X/Mg].

5.1. Photon-noise

Photon-noise is one extrinsic source of scatter in our observed abundances. For our choices of resolution and targeted S/N, we expect the photon-noise contributions to the errors to be \(<0.04\) dex. We must determine the magnitude of the photon-noise in order to constrain the intrinsic scatter. In their review article, Jofré et al. (2019) discuss multiple methods to evaluate random and systematic uncertainties used in the literature. To quantify abundance uncertainties, some use repeat observations of the same star to assess the variation in parameters (e.g., Hayes et al. 2022) or observe reference stars—cluster members with well-known abundances (e.g., Hawkins et al. 2016). Variations in the determined stellar abundances indicate the level of random error from photon-noise and data reduction. While we do not have repeat observations of any of our stars, nor do we have spectra of reference stars or cluster members taken with PEPSI, we simulate multiple observations. Using the error spectrum calculated in the PEPSI reduction pipeline, we create 10 realizations of each star’s spectrum. At each wavelength, we vary the flux around the observed value by adding fluctuations drawn from a Gaussian distribution with standard deviation equal to the error value at that wavelength. We repeat RV correction, continuum normalization, parameter determination, and spectral synthesis as described in Sections 3.2, 3.4, and 3.5. We recalculate the [Mg/H] abundance for each star by applying the line-by-line offsets from Section 4.1 and adopting the median value of the five offset lines.

This “wiggling” procedure produces 10 values of \( T_{\text{eff}}, \log(g), v_{\text{micro}}, \) and abundances for each element for each star. We calculate the standard deviation of the stellar parameters, [X/Fe], and [X/Mg] abundances and adopt this value as the photon-noise contributed error for each star \( (\sigma_{\text{phot}}) \). Tables 2 and 3. Tables 4 and 5 list the \( \sigma_{\text{phot,med}} \) in [X/Fe] and [X/Mg], respectively. We also show \( \sigma_{\text{phot,med}} \) as error bars in Figures 5 and 6. We find that \( \sigma_{\text{phot,med}} \leq 0.04\) dex for all elements in [X/Fe], consistent with our observational design. The \( \sigma_{\text{phot,med}} \) is \(<0.05\) dex for all elements but Sc (median \( \sigma_{\text{phot}} = 0.052\)) in
[X/Mg], [Ni/Fe] and [Cr/Fe] have the smallest photon-noise scatter, with median $\sigma_{\text{phot}} \approx 0.013$, followed by [Ca/Mg], [Ca/Fe], and [Si/Fe] with median $\sigma_{\text{phot}} \approx 0.018$. In Figure 5, we color individual stars purple if $\sigma_{\text{phot},*}$ is greater than $3 \times \sigma_{\text{phot,med}}$. In most cases, the abundances of these stars align with the rest of the population, and the same stars have high photon-noise errors across all panels. We inspect the spectra of each star and do not observe any anomalies. Stars with higher photon-noise tend to have a lower SNR.

The advantage of this procedure over simpler error estimates is that it accounts for all of the ways that photon-noise impacts a given abundance measurement, including the impact of $T_{\text{eff}}$ and log($g$) uncertainties and blended features—achieved by some through a further error analysis such as evaluating the impact of varying the stellar parameters on the calculated abundances (e.g., Roederer et al. 2014; Jofré et al. 2019).

### 5.2. NLTE Effects

In addition to photon-noise and systematic uncertainties in the analysis, NLTE effects may be another source of abundance uncertainty without careful selection of lines that are less sensitive to these effects (e.g., Jofré et al. 2019). It is well understood that NLTE effects can impact the slope and zero-point of abundance trends. We are interested in their impact on the overall abundance scatter. While iSpec does not allow for the integration of NLTE grids, the Max Planck Institute for Astronomy (MPIA) has published lookup tables of NLTE abundance corrections for Mg I, Si I, Ca I, Ti I, Ti II, Cr I, Mn II, and Co I (Mashonkina et al. 2007; Bergemann & Gehren 2008; Bergemann & Cescutti 2010; Bergemann et al. 2010, 2013, 2017; Bergemann 2011).

![Figure 5](https://nlte.mpia.de/gui-siuAC_secE.php)
To evaluate the potential impact of NLTE effects on our abundance trends and scatter, we calculate corrections using plane parallel MAFAGS-OS atmospheric models (Grupp 2004a, 2004b) and the MPIA data sets for all available lines in our line list. For some lines, particularly in low metallicity stars, corrections are not available as the line is too weak. For each element for each star, we calculate the median NLTE correction of all lines. To evaluate the impact of NLTE corrections on the scatter, we offset each star’s abundance by the median NLTE line correction. We find significant changes to the abundances (median $\Delta[X/Fe]$ and $\Delta[X/Mg] > 0.1$ dex) of Co, Mn, and Cr. The $[Co/Fe]$ and $[Co/Mg]$ abundances increase by $\sim 0.3$ dex at all metallicities, with the $[Co/Mg]$ trend gaining a slight negative metallicity dependence. The metallicity dependence of the $[Mn/Fe]$ and $[Mn/Mg]$ trends is unaffected by the NLTE offsets, but the stellar abundances increase by $\sim 0.1$ dex. Finally the NLTE corrections to $[Cr/Fe]$ and $[Cr/Mg]$ have a strong correlation with metallicity and cause the observed positive metallicity dependence to flatten, with the $[Cr/Fe]$ plateauing at $-0.2$ dex and the $[Cr/Mg]$...
plateauing at 0.2 dex. We note that the NLTE corrections are only for Cr I, while iSpec determines the Cr abundance from a mix of Cr I (29) and Cr II (5) windows.

We calculate the rms scatter about a linear model (see Section 5.3) in [X/Fe] versus [Fe/H] and [X/Mg] versus [Mg/H] for abundances with and without NLTE corrections. Although the NLTE corrections can change the shape of the abundance pattern as described above, we find that they do not cause significant changes to the abundance scatter. We find that the rms scatter between the LTE and NLTE abundance changes by $<0.02$ dex for all elements with available NLTE corrections. Further, the variation is less than 0.01 dex for [Mg/Fe], [Si/Fe], [Ca/Fe], [Ti/Fe], [Mn/Fe], [Cr/Fe], [Fe/Mg], [Si/Mg], [Ca/Mg], [Ti/Mg], and [Mn/Mg]. As the NLTE corrections cause scatter consistent with or smaller than random photon-noise for all elements, we continue in our analysis without their inclusion.

### 5.3. Total and Intrinsic Scatter

As a measurement of the observed abundance scatter, we fit the [X/Fe] versus [Fe/H] and [X/Mg] versus [Mg/H] trends with a multiparameter model and calculate the rms deviations from the predictions. Compared to the minimal approach of computing scatter in bins of [Fe/H] or [Mg/H], our method removes the impact of trends within a bin and allows us to use the entire sample to calculate the scatter. We start with a two-parameter predictive model for abundance trends relative to both Fe and Mg:

$$[X/Fe]_{\text{pred}} = [X/Fe]_{\text{cen}} + Q_X^N ([Fe/H] - [Fe/H]_{\text{cen}}), \quad (1)$$

where $[Fe/H]_{\text{cen}}$ is the sample median value of [Fe/H], and $Q_X^N$ and $[X/Fe]_{\text{cen}}$ are free, and

$$[X/Mg]_{\text{pred}} = [X/Mg]_{\text{cen}} + Q_X^N ([Mg/H] - [Mg/H]_{\text{cen}}), \quad (2)$$

where $[Mg/H]_{\text{cen}}$ is the sample median value of [Mg/H], and $Q_X^N$ and $[X/Mg]_{\text{cen}}$ are free. For each model, we fit for the abundance trends for both parameters simultaneously by minimizing the $\chi^2$ value with the Nelder–Mead minimization technique. These models fit a metallicity-dependent linear trend to the data. We include the $[Fe/H]_{\text{cen}}$ and $[Mg/H]_{\text{cen}}$ to allow an overall offset relative to solar abundances, so that the slopes ($Q_X^N$ and $Q_Y^N$) are the slopes within our sample. We calculate the rms scatter between the observed and modeled abundances, taking this to be a measure of the abundance dispersion including contributions from observational error.

To convert to intrinsic scatter ($\sigma_{\text{intrinsic}}$), for each star, we subtract an estimate of the photon-noise ($\sigma_{\text{phot}}$) from the rms scatter in quadrature such that

$$\sigma_{\text{intrinsic}} = \sqrt{\text{rms}^2 - \sigma_{\text{phot}}^2}. \quad (3)$$

Rather than use the median photon-noise contributions to scatter in [X/Fe] or [X/Mg] as $\sigma_{\text{phot}}$, we estimate the photon-noise about the two-parameter model. For this estimate, we place each star at its model predicted value, add a random error drawn from a Gaussian distribution with standard deviation equal to the standard deviation in [X/Fe] or [X/Mg] and [Fe/H] or [Mg/H] for that star (Section 5.1), then calculate the rms deviation between the model abundances and model abundances with the photon-noise scatter. We refer to this quantity as $\sigma_{\text{phot},2\text{-param}}$. It accounts for the fact that stars have a range of photon-noise errors and that noise in [Fe/H] and [α/Fe] also affects the rms scatter about predicted model values. The values of $\sigma_{\text{phot},2\text{-param}}$ are consistently larger than those of $\sigma_{\text{phot},\text{med}}$ (see Tables 4 and 5), primarily because stars with larger photon-noise contribute more to the rms scatter.

We find intrinsic scatter of 0.04–0.15 dex in [X/Fe] and [X/Mg] for all elements. The magnitude of the intrinsic scatter is greater than $\sigma_{\text{phot},2\text{-param}}$ for all elements, usually by a factor of 2 or more, an indication that we are robustly measuring true abundance variations within our population. The magnitude of two-parameter photon-noise is comparable to the intrinsic scatter for [Ti/Mg] and [Sc/Mg]. We plot the magnitude of the intrinsic scatter about the [X/Fe] (top) and [X/Mg] (bottom) two-parameter models for each element in Figure 7 as the blue lines. A direct comparison of [X/Fe] and [X/Mg] intrinsic scatter can be found in Figure 8.

For most elements, we find similar levels of intrinsic scatter about the two-parameter model in [X/Fe] and [X/Mg]. The two clear exceptions are Cr and Mn, for which the [X/Fe] scatter is smaller by factors of 2.4 and 1.4, respectively. For other elements, the differences are a factor of $\sim 1.3$ (Si, Sc, Ni) or smaller. The elements exhibiting $\geq 0.1$ dex intrinsic scatter in [X/Fe] are Na, Sc, V, and Co. For [X/Mg], Mn and Cr also exhibit scatter $\geq 0.1$ dex.

Figure 5 shows a few noticeable outliers from the abundance trends of the full population. The outlier stars do not show obvious signs of erroneous abundance measurements for some elements. To gauge their impact on our results, we recalculate the intrinsic scatter after clipping stars where $[X/Fe]$ differs from the median value by $>3\sigma$. The $3\sigma$ clipping decreases the intrinsic scatter by a factor 1.1–1.3 for Mg, Ca, Ti, Na, Sc, and V. Because these changes are fairly small and the measurements do not appear to be inaccurate, we proceed without the outlier clipping for our analysis.

As many elements studied here have contributions from delayed sources such as SN Ia and AGB stars (especially at higher metallicities, e.g., Andrews et al. 2017; Griffith et al. 2019, 2022), we introduce a more complex three-parameter

### Table 5

| Element | $\sigma_{\text{phot},\text{med}}$ | $\sigma_{\text{phot},2\text{-param}}$ | $\sigma_{\text{intrin}},2$ | $\sigma_{\text{intrin},2\text{-param}}$ | $\sigma_{\text{phot},\text{med}}$ | $\sigma_{\text{phot},2\text{-param}}$ |
|---------|-----------------|-----------------|----------------|----------------------------|-----------------|----------------|
| Fe      | 0.024           | 0.028           | 0.082          | 0.237                      | 0.077           | 0.051          |
| Si      | 0.025           | 0.034           | 0.059          | 0.233                      | 0.094           | 0.063          |
| Ca      | 0.019           | 0.020           | 0.071          | 0.394                      | 0.100           | 0.070          |
| Ti      | 0.038           | 0.062           | 0.048          | 0.239                      | 0.089           | 0.048          |
| Mn      | 0.026           | 0.035           | 0.113          | 0.254                      | 0.138           | 0.053          |
| Cr      | 0.030           | 0.037           | 0.100          | 0.254                      | 0.080           | 0.053          |
| Mn      | 0.030           | 0.033           | 0.134          | 0.305                      | 0.177           | 0.120          |
| Co      | 0.038           | 0.045           | 0.128          | 0.210                      | 0.064           | 0.043          |
| Ni      | 0.027           | 0.036           | 0.080          | 0.226                      | 0.069           | 0.045          |

Note. Median photon-noise scatter ($\sigma_{\text{phot},\text{med}}$), two-parameter model photon-noise scatter ($\sigma_{\text{phot},2\text{-param}}$), intrinsic scatter relative to the two-parameter model ($\sigma_{\text{intrin}},2\text{-param}$), and standard deviation of 1000 independent draws of CCSN yields for $N_{\text{CCSN}} = 10$ ($\sigma_{N_{\text{CCSN}} = 50}$), and $N_{\text{CCSN}} = 100$ ($\sigma_{N_{\text{CCSN}} = 100}$) in [X/Mg].
We fit each abundance distribution with the three-parameter model to derive the values of $\chi^2_{\text{cen}}, Q^X_{\alpha},$ and $Q^X_{\alpha}$ for each element, again minimizing the $\chi^2$ value with the Nelder–Mead method. We then calculate the intrinsic scatter about the three-parameter model as described above for the two-parameter case. We show the intrinsic scatter in $[X/Fe]$ about the three-parameter model as the green line in the top panel of Figure 7. Our procedure is analogous to the “two-process model” fitting of Weinberg et al. (2019, 2022), Griffith et al. (2019, 2022), but the mathematically simpler model of Equation (4) is better suited to our relatively small sample. To the extent that scatter is driven by star-to-star variation in the CCSN–SN Ia ratio at fixed $[Fe/H]$, we would expect rms variations to be smaller for the three-parameter model than those for the two-parameter model.

To more directly compare the intrinsic scatter in $[X/Fe]$ and $[X/Mg]$ for each element, again minimizing the $\chi^2$ value with the Nelder–Mead method. We then calculate the intrinsic scatter about the three-parameter model as the green line in the top panel of Figure 7. Our procedure is analogous to the “two-process model” fitting of Weinberg et al. (2019, 2022), Griffith et al. (2019, 2022), but the mathematically simpler model of Equation (4) is better suited to our relatively small sample. To the extent that scatter is driven by star-to-star variation in the CCSN–SN Ia ratio at fixed $[Fe/H]$, we would expect rms variations to be smaller for the three-parameter model than those for the two-parameter model.

Figure 7. Top: photon-noise contributed scatter (black thin line) and intrinsic scatter about the two-parameter model (blue), and the three-parameter model (light green) in $[X/Fe]$ for each element. Bottom: photon-noise contributed scatter (black thin line) and intrinsic scatter about the two-parameter model (dark purple) in $[X/Mg]$. In both panels, the length of the line corresponds to the magnitude of the scatter.

Figure 8. Intrinsic scatter about the two- and three-parameter models, as shown in Figure 7, but now comparing scatter in $[X/Fe]$ and $[X/Mg]$. We show $\sigma_{[X/Fe]}^{\text{intrinsic,2-param}}$ (blue circles), $\sigma_{[X/Fe]}^{\text{intrinsic,3-param}}$ (light green squares), and $\sigma_{[X/Mg]}^{\text{intrinsic,2-param}}$ (dark purple triangles).
Conversely, for V, Cr, Mn, Co, and Ni, the scatter reduction is a factor of \(\lesssim 1.1\). This behavior demonstrates that the deviations in [X/Fe] among \(\alpha\)-elements are correlated, which is consistent with some of this scatter arising from variations in the SN Ia/CCSN ratio (i.e., in the denominator of [X/Fe] rather than the numerator). However, it is difficult to distinguish this explanation from a scenario in which a fraction of CCSN is more efficient at producing Fe-peak elements (see Section 7). The clearest takeaway from this experiment is that accounting for \([\alpha/Fe]\) removes only a rather small fraction of the intrinsic scatter for this metal-poorn population. This contrasts with the Milky Way disk regime, where \([\alpha/Fe]\) variations explain much of the overall [X/Fe] scatter even within the low-\(Z\) and high-\(Z\) population, and certainly between them (Ratcliffe \\& Ness 2022; Ting \\& Weinberg 2022; Weinberg et al. 2022).

The measures of scatter discussed above are calculated across the full metallicity range of our sample. However, stochastic enrichment effects should be larger at lower metallicity, and Figures 5 and 6 suggest that the scatter increases with decreasing metallicity for many elements. In Figure 9, we compare the intrinsic scatter in [X/Fe] and [X/Mg] above and below the median values of \([Fe/H]=−1.44\), and \([Mg/H]=−1.01\), respectively. To do so, we refit the [X/Fe] versus [Fe/H] and [X/Mg] versus [Mg/H] abundances with the two-parameter models, once to the low-metallicity sample and once to the high-metallicity sample. Here, \([Fe/H]_{\text{cen}} ([Mg/H]_{\text{cen}}) = 1.62\) and \(−1.25\) for the low- and high-metallicity samples, respectively. After determining the best-fit parameters, we calculate the predicted abundance and the intrinsic scatter about the predictions.

The intrinsic scatter in [X/Mg] about the two-parameter model is always larger in the low-metallicity sample, by factors of \(1.5\)–1.8 for all elements except Si, Cr, and Ni, for which the scatter in the low-metallicity sample is greater by a factor of \(>2\). For [X/Fe], the trend is less consistent. Relative to the two-parameter model, Mg, Ti, Sc, and Co show substantially larger [X/Fe] scatter in the low-metallicity sample (by factors of \(1.4\)–2.6), but for Si, Ca, Ti, V, Cr, Ni, the scatter is similar (within a factor of \(1.2\)) between low and high metallicity. For Na and Mn, the high-metallicity sample shows larger scatter, by a factor of \(\sim 1.5\). Clipping the 3\(\sigma\) outliers does not affect the scatter at high or low metallicity in [X/Mg], but it does significantly impact [Mg/Fe], [Ti/Fe], and [Sc/Fe]. For all three elements, the scatter in the low-metallicity sample decreases with the removal of one strong outlier, leading to similar intrinsic scatter in the high- and low-metallicity samples for Mg and Sc and larger scatter in the high-metallicity [Ti/Fe] than the low-metallicity [Ti/Fe].

We report the intrinsic scatter of the full population in [X/Fe] and [X/Mg] in Tables 4 and 5, respectively, relative to the two-parameter model (Mg and Fe) and three-parameter model (Fe only). We report \(\sigma_{\text{phot,2-param}}\) and \(\sigma_{\text{phot,3-param}}\) for the full population in these tables as well. We discuss interpretations of these results in Section 7 below.

### 6. Kinematic Subsamples

Within the metallicity range probed by our sample \((-2 \lesssim [Fe/H] \lesssim −1)\), we expect a mix of stars with in situ and accreted origin. The major accreted component within the solar neighborhood is the Gaia–Enceleaus Sausage (GES; Belokurov et al. 2018; Helmi et al. 2018; Mackereth et al. 2019), a disrupted massive satellite that merged with the Milky Way 10–11 Gyr ago (Helmi et al. 2018; Chaplin et al. 2020). Accreted stars have distinct kinematics but may also have distinct abundances and different sources–magnitudes of intrinsic abundance scatter than those from in situ stars. Work by Nissen \\& Schuster (2010, 2011), Hayes et al. (2018) identifies two distinct stellar populations at low metallicity (high-\(\alpha\)/in situ and low-\(\alpha\)/accreted) and compares their abundance trends. Both works find a clear separation in [Mg/H] versus [Fe/H] trends of the two stellar groups, as well as in the [X/Fe] versus [Fe/H] trends of other \(\alpha\), light odd-Z-elements, suggestive of distinct enrichment histories. Recent work by Belokurov \\& Kravtsov (2022) finds that the scatter in the in situ component of the APOGEE DR17 sample (separated chemodynamically) increases at [Fe/H] < −1, and that this scatter is larger than that of the accreted component.

Our target selection does not include any kinematic cuts, so our population likely includes both in situ and accreted stars. Past works have used both kinematics and chemistry to separate stars with different origins. In particular, the [Mg/Mn] versus [Al/Fe] abundance space isolates accreted stars, as they tend to have larger [Mg/Mn] and smaller [Al/Fe] than in situ population (Hawkins et al. 2015; Das et al. 2020; Horta et al. 2021). Unfortunately, we cannot use this chemical diagnostic, as we do not have access to Al lines in our spectra. We instead use the energy–angular momentum plane to assess the origin of
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**Figure 9.** Intrinsic scatter in [X/Fe] (blue) and in [X/Mg] (dark purple) about the two-parameter model for subsamples above (solid points) and below (open points) the median [Fe/H] and [Mg/H] values, respectively. Where only solid points appear, the high- and low-Z intrinsic scatter is nearly identical.
formed within the Milky Way. The high-Ia and low-Ia GALAH DR3 samples form a tight sequence with positive $L_z$ and $E/10^5$ extending from $-1.8$ to $-1.4$ km$^2$s$^{-2}$. A subset of our sample overlaps with the GALAH DR3 locus and has kinematics consistent with in situ formation. Another subset of our sample appears clumped near $E/10^5 \approx -1.5$ km$^2$s$^{-2}$, and $L_z \approx 0$ kpc km s$^{-1}$, overlapping with the kinematic space occupied by the GES system (e.g., Horta et al. 2021, indicated with the light blue ellipse). In the energy–angular momentum plane, we then divide the sample into in-situ-like and GES-like kinematics such that in-situ-like stars have

$$E/10^5 < \frac{1}{3}L_z/10^3 - \frac{5}{3}$$

indicated by the dashed line in Figure 10. In Figures 10 and 11, we color code stars by their in-situ-like (teal) and GES-like (dark blue) kinematics. We will refer to these subsamples as in situ and accreted.

As an additional check of stars’ kinematic origin, we plot their location on a Toomre diagram in the bottom panel of Figure 10. We find that the stars whose energy and angular momentum are consistent with the in situ disk have Galactic velocities closer to 0 and overlapping with the GALAH low-Ia population. Stars whose energy and angular momentum overlap with the GES parameter space have larger velocities and are separated from the GALAH disk and in situ stars. These two kinematic diagnostics confirm that stars of both in situ and accreted origin reside in our stellar sample. We classify 30 stars as accreted, and 56 as in situ.

In Figure 11, we plot the [X/Fe] versus [Fe/H] abundances of our sample, as in Figure 5, but now color coded by the their in situ versus accreted origin. We include the abundances of subsolar metallicity dwarfs from Nissen & Schuster (2010, 2011), who identify two chemically distinct halo populations in the solar neighborhood (likely corresponding to the in situ thick disk and accreted GES stars; Hayes et al. 2018) with systematic differences in their abundances. Among the $\alpha$-elements, we find that the accreted stars have systematically lower [X/Fe] abundances than the in situ stars at [Fe/H] $\sim -1$. This is most notable in Mg and Si, but identifiable in Ca and Ti as well. We find that the abundances of the in situ stars overlap with the high-$\alpha$ population from Nissen & Schuster (2010, 2011) and that the accreted stars overlap with the low-$\alpha$ population. At [Fe/H] $\sim -1.6$ and lower metallicities, the abundances of the two populations converge.

Conversely, we observe that the abundance trends of the in situ and accreted stars overlap for most light odd-Z and Fe-peak elements (Sc, Cr, Mn, V, and Co), in agreement with Nissen & Schuster (2010, 2011) where data is available. Na and Ni more resemble the $\alpha$-elements, with the abundances of the in situ and accreted stars diverging at [Fe/H] $\gtrsim 1.5$. The [Na/Fe] abundances show the largest systematic differences. Differences in star formation history, stellar IMF, CCSN black hole landscape, or the ratio of CCSN/SN Ia enrichment, could cause the observed differences in abundances at fixed [Fe/H] between stars formed in the Milky Way and those formed in a massive satellite.

We repeat the calculation of the intrinsic scatter in [X/Fe] relative to the two-parameter model (Section 5.3) for the in situ and accreted stars. In Figure 12, we plot the resulting intrinsic scatter in [X/Fe] of the in situ population, accreted population, and full sample. We find only small differences between the
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**Figure 10.** Top: $E/10^5$ (km$^2$s$^{-2}$) vs. $L_z$ (kpc km s$^{-1}$) for our sample and a low-metallicity GALAH DR3 low-Ia (lime green) and high-Ia (purple) sample. The light blue ellipse indicates the energy–angular momentum space occupied by GES stars in Horta et al. (2021). Stars in our sample are color coded by their apparent kinematic origin, with accreted stars in dark blue (squares) and in situ stars in teal (circles). The gray line shows our division between accreted and in situ stars. Bottom: Toomre diagram for our sample and GALAH DR3 stars. The long dashed line indicates $V_{\text{rot}} = 180$ km s$^{-1}$.
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*https://github.com/jobovy/galpy*
scatter in these samples for all elements except Ti, Na, and Sc. For the other eight elements, the values of the intrinsic scatter about the two-parameter model in \([X/Fe]\) for in situ and accreted populations are within 0.03 dex, and within 0.01 dex for Mg, V, Cr, Mn, and Ni. The variations in the intrinsic scatter between the in situ sample and full population are similarly small, with \(\sigma_{\text{intrin}}\) within 0.01 dex for all elements. If we remove outlier stars with a 3\(\sigma\) cut, the intrinsic scatter of the in situ and accreted samples is within 0.03 dex for all elements but Na, where the in situ stars remain more scattered. The variation in \(\sigma_{[\text{Na}/\text{Fe}]}\) between the kinematic subsamples may be related to the correlation between the variation of Na abundances mass–metallicity in the globular cluster (Nataf et al. 2019), but further investigation is required. The similarity of intrinsic scatter implies that the scatter in the full population is not driven primarily by the differences between in situ and accreted populations with different enrichment histories. The populations’ different enrichment histories cause diverging abundance trends, but they do not appear to impact the abundance scatter for most elements.

7. Discussion: The Origin of Intrinsic Scatter

We find significant rms intrinsic scatter, typically 0.05–0.13 dex (\(\sim 10\%\)–30\%), in \([X/Fe]\) at fixed \([\text{Fe/H}]\) and \([X/Mg]\) at fixed \([\text{Mg/H}]\), for each of the twelve elements examined in this paper. For most elements, the scatter is larger in the low-metallicity half of our sample compared to the high-metallicity.
half, by a factor 1.5–1.8 in [X/Mg]. The scatter is consistent between the kinematically identified in situ and accreted subsets of our sample (for all elements but Na), and removing the accreted stars does not noticeably decrease the scatter. The dominant sources of these elements are expected to be CCSN and SN Ia (Andrews et al. 2017; Rybizki et al. 2017; Johnson 2019). The strongest candidate for a large AGB contribution is Na, as population studies at higher metallicity demonstrate a significant time-delayed contribution, and SN Ia production of Na is predicted to be small (Griffith et al. 2019, 2022; Weinberg et al. 2019, 2022).

For each of these enrichment processes—CCSN, SN Ia, and AGB—the population-averaged yield of a given element may depend on metallicity. We use the term population-averaged to include averaging over the stellar IMF and other properties that can affect yields such as rotation or binary fraction. CCSN arise from massive stars with short lifetimes, so for a population of stars formed at time \( t \), the CCSN yield at \( t + t' \) is time-independent for \( t' > 40 \text{ Myr} \). For SN Ia, the enrichment is extended in time, often modeled as a rate \( R_{\text{Ia}} \propto (t')^{-1.1} \) after a minimum delay of 50–150 Myr (Maoz & Graur 2017). The relative yield of individual elements is usually assumed to be independent of time-delay, but it could change systematically with \( t' \) if the mass distribution of white dwarf progenitors changes (e.g., from sub-\( M_{\text{ch}} \) to \( M_{\text{ch}} \)) between early and late SN Ia. AGB element ratios should have some time-dependence because the yields of different elements have different mass dependence; though in most cases, the IMF-averaged yield is dominated by stars with lifetimes below 1 Gyr (e.g., Johnson et al. 2022).

A necessary condition for intrinsic scatter is a mix of stars that have different enrichment histories. These different histories may have arisen in distinct structures, such as disrupted dwarf galaxies, but they can also arise at different radii in a single progenitor, and in a chaotic proto-Galaxy, they may simply arise in spatially distinct regions that do not efficiently mix their ISM with each other. Given a mix of stellar population histories, there are a number of mechanisms that can produce scatter. Section 4.5 of Belokurov & Kravtsov (2022) provides an excellent discussion of abundance ratio scatter, complementing ours by focusing on the galactic scale events within which these mechanisms can operate.

First, scatter can arise from fluctuations in the AGB/SN Ia/CCSN enrichment ratio at fixed metallicity. We focus on SN Ia/CCSN because AGB contributions are likely to be small for most of our elements. At the metallicity range of the Galactic disk, variations in SN Ia/CCSN likely dominate the scatter in \([\alpha/Fe]\) ratios (Bertran de Lis et al. 2016; Vincenzo et al. 2021), and the scatter in many abundance ratios decreases when this variation is controlled for Ratcliffe & Ness (2022), Ting & Weinberg (2022), and Weinberg et al. (2022).

Differences in SN Ia/CCSN at fixed [Fe/H], linked to differences in star formation efficiency, drive many of the abundance ratio differences among dwarf satellites and halo substructures (Hasselquist et al. 2021; Horta et al. 2022). However, several arguments suggest that SN Ia/CCSN variations are not the primary source of intrinsic scatter in our sample. The high \([\alpha/Fe]\) values of our stars place them near the plateau that is usually interpreted as reflecting CCSN yield ratios with minimal SN Ia contribution. Conroy et al. (2019) propose an alternative scenario in which the plateau in this metallicity range includes a significant SN Ia contribution, and the \([\alpha/Fe]\) trend stays flat because of the rapidly accelerating star formation; this scenario would leave some room for SN Ia/CCSN fluctuations in our sample. However, our sample exhibits scatter in [X/Fe] within the Fe-peak elements and scatter in [X/Mg] within the \( \alpha \)-elements, which is not expected if the scatter is dominated by SN Ia/CCSN fluctuations. Furthermore, while adding \([\alpha/Fe]\) as a model parameter does reduce the intrinsic scatter, the effect is modest (see Figure 7).

If SN Ia/CCSN variations were the dominant source of abundance ratio scatter, then controlling for a single ratio that is sensitive to SN Ia/CCSN should reduce the remaining scatter to near 0.

Metallicity-dependent yields are a second potential source of scatter. A star of a given metallicity is enriched by the yields from stars with a different metallicity. For elements with metallicity-dependent yield, therefore, stars from regions with different metallicity history could exhibit different abundances of these elements at fixed [Fe/H] or [Mg/H]. For smooth star formation histories, this effect is probably small (see Figure 17 of Weinberg et al. 2019). Our sample exhibits substantial scatter for even-Z elements that are not expected to have metallicity-dependent yields, though the relatively large scatter for Na, Sc, V, Mn, and Co could perhaps have a contribution from metallicity dependence.

Time-dependence of SN Ia and AGB yields can in principle be a source of scatter because stars from regions with different star formation efficiencies and histories reach a given metallicity at different times. However, this effect should be small for CCSN production because of the short massive star lifetimes, so it cannot explain the scatter we find in \( \alpha \)-elements.

A fourth possible source of scatter is environmental variation of the IMF, so that stars formed in different regions would experience different population-averaged supernova yields. For example, the integrated galaxial IMF model (Weidner & Kroupa 2005) posits that the high-mass slope and cutoff of the IMF depends on the mass of star-forming gas available. Counts of luminous stars in the 30 Doradus region of the Large Magellanic Cloud favor a top-heavy IMF relative to the Kroupa (2001) form (Schneider et al. 2017; Bestenlehner et al. 2020).

Yields could also vary because of systematic variations in stellar rotation or binary properties. We regard this class of explanations as exotic, but in principle it is a possible source of abundance scatter.

The fifth possible source of scatter, and one that does seem natural in the metallicity range of our sample, is stochastic sampling of the IMF, or more generally of the supernova population. In this scenario, any given star does not sample the population-averaged yield but the particular realization of supernovae that enriched its patch of the ISM. The key parameters controlling the scatter are the supernova-to-supernova variance of abundance ratios and the effective number of supernovae that contributes to a typical star’s enrichment at a given metallicity. The computations of stochastic SN Ia yield variations require both yields as a function of progenitor properties (Lach et al. 2020) and a model of the distribution of these properties. Because the SN Ia rate is an order of magnitude lower than the CCSN rate, Poisson fluctuations are larger, and stochastic enrichment variations could be comparable even if the yield variation from one SN Ia to another is smaller than that of CCSN. However, stochastic SN Ia sampling cannot explain the scatter for elements that have negligible SN Ia contributions.
7.1. Stochastic Sampling of the IMF

The case for which we can provide concrete calculations is stochastic sampling of the IMF producing CCSN yield fluctuations. To compare our observed trends with theoretical yields, we calculate the expected abundances and scatter in [X/Fe] and [X/Mg] from a stellar population with N CCSN using theoretical yields. This requires CCSN yields from progenitors with a fine mass grid and a realistic explosion landscape. We choose to use the yields from the Z9.6+W18 explosion engine in Sukhbold et al. (2016) because of their fine mass sampling (200 models from 9 to 120 $M_\odot$) and physically motivated model for neutrino-driven explosions. This yield set is at solar metallicity. No grid of CCSN yields with such fine progenitor mass sampling exists at metallicity. No grid of CCSN yields with such fine progenitor mass sampling exists at solar metallicity. No grid of CCSN yields with such fine progenitor mass sampling exists at solar metallicity.

As a measure of the predicted scatter from a stochastically sampled IMF, we calculate the standard deviation ($\sigma$) of [X/Fe] and [X/Mg] abundances from 1000 draws of stellar populations with $N=10$, 50, and 100 CCSN. We randomly sample $N$ stars of progenitor masses 8–120 $M_\odot$ from an IMF weighted distribution, using a Kroupa (2001) IMF. For each star, we interpolate its net yield from the Z9.6+W18 grid, employing the yield lookup tables from VICE\textsuperscript{9} (Johnson & Weinberg 2020). The Z9.6+W18 explosion engine produces a complex CCSN landscape, with progenitor mass ranges of black hole formation mixed in with successful explosions. If the randomly drawn star explodes, it contributes net wind and explosive yields. If the star collapses to a black hole, it only contributes net wind yields. For each population size (10, 50, 100 CCSN), we draw 1000 random samples, sum the net yields, convert to [X/Fe] and [X/Mg] with Asplund et al. (2009) solar abundances, and calculate the standard deviation of the abundance ratios. We plot $\sigma_{[X/Fe]}$ and $\sigma_{[X/Mg]}$ for the three choices of $N_{\text{CCSN}}$ in the top and bottom panels of Figure 13, respectively, and report the values in Tables 4 and 5.

We find that the scatter in [X/Fe] and [X/Mg] roughly scales by $\sqrt{N_{\text{CCSN}}}$, with fewer CCSN producing larger abundance scatter. Relative to Fe, the stochastically sampled Ni yields have the smallest scatter, with $\sigma_{[\text{Ni}/\text{Fe}]}=0.058$ dex for 10 CCSN, and $\sigma_{[\text{Ni}/\text{Fe}]}=0.013$ dex for 100 CCSN. This behavior is not surprising, as the production of Fe is intimately linked to the production of Ni in CCSN (Sukhbold et al. 2016). Ti, Cr, and Co also have small scatter, with $\sigma_{[\text{Ti}/\text{Fe}]}<0.05$ dex for $N_{\text{CCSN}}=100$. We predict the largest scatter for Na, Sc, and Mg, with $\sigma_{[\text{Na}/\text{Fe}]}>0.09$ dex for $N_{\text{CCSN}}=100$. The mean $\sigma_{[\text{X}/\text{Fe}]}$ across our eleven (non-Fe) elements for populations of 10, 50, and 100 CCSN are 0.23, 0.09, and 0.06 dex, respectively. The scatter in [X/Mg] tends to be slightly larger than that in [X/Fe]; though the mean $\sigma_{[\text{Ni}/\text{Mg}]}$ is only $\sim0.01$ dex larger than the mean $\sigma_{[\text{X}/\text{Fe}]}$. For scatter in [X/Mg] abundances, we again find that Ti, Cr, Co, and Ni have the smallest scatter while Na, Sc, and Mn have the largest.

Figure 13 plots the intrinsic scatter found in our observational analysis alongside the scatter from the theoretical CCSN yields. Relative to both Fe and Mg, the magnitude of the intrinsic scatter for most elements corresponds to stochastic enrichment from more than 10 but fewer than 100 CCSN. Encouragingly, most of the elements that show the largest observed scatter are also those with the largest predicted scatter, e.g., Na, Sc, V, Mn. The exception is Co, which has a high observed scatter but low predicted scatter, and Ni, which has a low observed scatter but still lower predicted scatter. If

\textsuperscript{9} Versatile integrator for chemical evolution; https://pypi.org/project/vice/.
the model were perfect, it would explain all of the observed
σ(\text{X/Fe}) and σ(\text{X/Mg}) values within a single value of the effective
supernova number N_{\text{CCSN}}. Figure 14 plots the value of N_{\text{CCSN}}
that would reproduce each of the observed scatter values, based
on interpolation from a grid of 17 values of N_{\text{CCSN}} between 5
and 200.

As expected from Figure 13, most of the observed scatter
values imply N_{\text{CCSN}} between 30 and 120. The values of σ(\text{Ti/Fe}),
σ(\text{Co/Fe}), and σ(\text{Ni/Fe}) imply low N_{\text{CCSN}} because they are high
compared to the predicted scatter. The values of σ(\text{Ca/Fe}),
σ(\text{Sc/Mg}), and σ(\text{Mn/Fe}) imply high N_{\text{CCSN}} because they are low
compared to the predicted scatter. Given the uncertainties in the
model and the observationally inferred intrinsic scatter values,
we regard the factor ∼3 consistency in N_{\text{CCSN}} across most
element ratios as a qualitative success of the stochastic IMF
sampling scenarios. The median number of CCSN needed
to reproduce the elemental scatter is N_{\text{CCSN}} ∼ 50; though Ti, Co,
and Ni would need an additional source of intrinsic scatter if
the model yields are correct. If we repeat this analysis with the
intrinsic scatter in [X/Fe] from the sample with clipped outliers,
we find that the median number of CCSN increases
to ∼60.

We can further test the stochastic IMF sampling scenario
by predicting the correlation of deviations in abundance
ratios for pairs of elements. For the theoretical abundances,
we define the abundance deviation as the difference between
the predicted [X/Fe] value from one draw of N CCSN and the
mean [X/Fe] value of 1000 draws of N CCSN (Δ[X/Fe] =
[X/Fe] − ⟨[X/Fe]⟩). For the observed abundances, we define
the abundance deviation as the difference between the
measured [X/Fe] and the [X/Fe] predicted by the
two-parameter model (Δ[X/Fe] = \text{X/Fe}_{\text{obs}} - \text{X/Fe}_{\text{pred}}). We
calculate correlation coefficients (r) between Δ[X/Fe] and Δ
[Y/Fe], as well as Δ[X/Mg] and Δ[Y/Mg], for all pairs of
elements for both the theoretical and observational abundances.
Through visual inspection, we find that pairs of deviations with
|r| > 0.5 show correlations that are readily discernible in a
pairwise scatter plot. We have checked that the correlations that
would be induced by photon-noise alone are small compared to
the more prominent correlations we measure.

The upper panels of Figure 15 compare the observed
and predicted correlations for Δ[X/Fe] (left panel) and Δ[X/Mg]
(right panel). For each element-pair, the areas of the left
and right half circles are proportional to the magnitudes of the
correlations, so similar areas indicate good agreement.
Unshaded half circles denote negative correlations. One can
gain physical intuition for the predicted correlations from

Figure 12 of Griffith et al. (2021a), which plots element yields
as a function of progenitor mass, with the caveat that these
yields are then modulated by black hole formation and
weighted by the IMF. For example, the mass-dependence of
Si yields is closer to that of Ca than that of Mg, so the Si–Ca
correlation is larger than the Si–Mg correlation. The mass-
dependence of Na yields is different from that of most of the
elements we measure, and the predicted correlation coefficients
for Na are relatively small. For convenient reference, the lower
panels plot the intrinsic scatter about the two-parameter model,
and the expected scatter for N_{\text{CCSN}} = 50. Although the magnitude of the rms scatter scales as N_{\text{CCSN}}^{1/2}, the correlation
coefficients plotted in the upper panel should be independent of
N_{\text{CCSN}} provided that stochastic IMF sampling is indeed the
dominant source of abundance scatter.

In the correlations of the deviations in [X/Fe] relative to the
two-parameter model (left circle half in the left panel), we see
large correlations within α-elements and between Sc and the α-
elements, Ni and the Fe-peak elements, and V and the Fe-peak
elements. We also observe large correlations of the deviations
in [X/Mg] (left circle half in the right panel), especially among
pairs of α-elements and pairs of Fe-peak elements. Ti also
shows strong correlations with the Fe-peak elements. If the size
and shading of the left half of the circle match those of the right
half of the circle, this indicates that the correlation of the
observed deviations agrees with the correlation predicted by
our stochastic IMF sampling calculation. For the most part, we
find good agreement in the sign and reasonable agreement in
the magnitude of predicted and observed correlations, espe-
cially in [X/Mg] (e.g., Ti, Fe), (V, Mn), and (Ni, Fe)),
although with some exceptions (e.g., (Mn, Na)).

Although the results in Figures 13–15 support the idea that
much of the scatter in our sample arises from stochastic IMF
sampling, it is somewhat difficult to separate this contribution
from that of varying SN Ia/CCSN ratio. In particular, because
variations in the compactness of the CCSN progenitor strongly
affect the production of Fe-peak elements (Sukhbold et al.
2016; Griffith et al. 2021b), the stochastic IMF sampling of the
CCSN population produces fluctuations in Fe-peak–α-element
ratios that resemble the effects of fluctuating SN Ia/CCSN
enrichment.

7.2. Implications of Inferred N_{\text{CCSN}}

In the stochastic IMF sampling scenario, a typical star forms
from gas that is enriched by the ejecta of N_{\text{CCSN}} supernovae. A
different sample star of similar metallicity is enriched by a
different N_{\text{CCSN}} supernovae and thus has a slightly different

Figure 14. The number of stochastically sampled CCSN that would reproduce the observed intrinsic abundance scatter in [X/Fe] (blue, solid line) and [X/Mg] (dark purple, dashed line).
Figure 15. Top left: correlation matrix of the observed deviations in \([X/Fe]\) (blue) and the deviations predicted by the stochastic IMF sampling model (lime green). Positive correlation coefficients are shown as filled half circles, and negative correlation coefficients as empty half circles. Agreement between the observed and predicted correlation coefficients can be assessed by comparing the left and right halves of each circle. Correlations along the diagonal are 1.0 by definition, and for other coefficients, the area of the half circle is proportional to the magnitude of the correlation. For scale, the correlation between the observed deviations (blue) of \(\Delta [\text{Si/Fe}]\) and \(\Delta [\text{Ni/Fe}]\) is 0.5. Top right: same as the left, but for \([X/Mg]\), with the observed correlation in dark purple. Bottom left: same as top panel of Figure 13, but only including \(N_{\text{CCSN}} = 50\), and with the intrinsic scatter in \([X/Fe]\) about the two-parameter model shown in blue. Bottom right: same as bottom left but for Mg and with the intrinsic scatter about the two-parameter model in dark purple.

mix of elements. Given the value of \(N_{\text{CCSN}}\) required to reproduce the intrinsic scatter in our sample, we can estimate the mixing mass \(M_{\text{mix}}\) of gas over which the ejecta of these supernovae must be mixed from the condition

\[
Z = \frac{\gamma Z_{\text{CCSN}}}{M_{\text{mix}}},
\]

where \(Z\) is the mass fraction of a given element, and \(\gamma Z\) is the average yield of that element per CCSN, in \(M_{\odot}\). The median \([\text{Mg/H}]\) of our sample is \(-1.1\). For an illustrative calculation, we take O as a representative element and assume that \([O/H] = [\text{Mg/H}] \approx -1\). Using the IMF-averaged O yield \(\gamma Z \approx 0.75M_{\odot}\) predicted by the CCSN model used in Section 7.1, \(Z_{\odot} = 0.1Z_{\odot} = 6 \times 10^{-4}\), and \(N_{\text{CCSN}} = 50\), Equation (6) implies \(M_{\text{mix}} \approx 6 \times 10^3M_{\odot}\). There are significant uncertainties in this estimate, notably the choice of the sample median as the representative metallicity and the choice of yield. O production in the Z9.6+W18 model of Sukhbold et al. (2016) is suppressed by black hole formation, and if all stars with \(M = 8-40M_{\odot}\) exploded, the predicted yield would be a factor of 2.3 higher (Griffith et al. 2021a, Figure 11). Conversely, the Mg/O yield ratio of the Sukhbold et al. (2016) models is subsolar, and if we had used Mg as our representative element, then our estimated \(M_{\text{mix}}\) would be only \(2 \times 10^3M_{\odot}\).

These uncertainties notwithstanding, the stochastic IMF sampling interpretation of the measured intrinsic scatter places the mixing mass in the \(10^4-10^5M_{\odot}\) range characteristic of giant molecular clouds (GMCs). In the present-day disk, this would be a surprisingly low mixing mass, since a GMC forms only a few percent of its mass into stars, and an average fluid element must cycle through the dense molecular phase 10–20 times before forming into stars (Semenov et al. 2017). We would expect the effective mass sampled by a forming star, and thus \(N_{\text{CCSN}}\), to be larger than the typical GMC mass by a similar factor. At a gas surface density of \(10^2M_{\odot}\)pc\(^{-2}\), typical of the solar annulus, \(10^5M_{\odot}\) corresponds to a region of only \((0.1\text{kpc})^2\), which also seems like a short timescale for mixing given \(\sim\)Gyr gas depletion times (Leroy et al. 2008) and turbulent velocities at the few kilometers per second level. However, \(M_{\text{mix}} \approx 10^5M_{\odot}\) is perhaps a plausible value for the low-metallicity phase of the proto-Galaxy, where star formation may occur in disconnected regions that do not efficiently share metals with each other. The median metallicities of our low- and high-metallicity subsets differ by 0.4 dex. If \(M_{\text{mix}}\) remained constant during this enrichment phase, we would expect the intrinsic scatter in the lower-metallicity subset to be higher by a factor \(\sqrt{2.5} \approx 1.6\). This factor is in fact typical of what we find for many abundance ratios, which provides further circumstantial evidence for the stochastic IMF sampling interpretation.

If \(M_{\text{mix}}\) were below \(\sim 10^4M_{\odot}\), the predicted scatter would exceed the level that we find in our sample. There is a caveat to this statement, as Equation (6) implicitly assumes that all of the metals produced by CCSN remain in the star-forming ISM. If a
large fraction of CCSN metals is ejected from the star-forming proto-Galaxy or locked in a hot phase with a very long cooling time, then the number of CCSN needed to enrich the remaining gas to a given metallicity is larger, implying larger $N_{\text{CCSN}}$ and lower scatter for a given $M_{\text{mix}}$. At the opposite end, a value of $M_{\text{mix}}$ larger than $\sim 10^6 M_\odot$ would imply a smaller intrinsic scatter than we find, so a mechanism other than stochastic CCSN sampling would have to dominate the scatter in abundance ratios.

The order-of-magnitude arguments presented here illustrate the power of abundance ratio scatter to test theoretical predictions of star formation, gas flows, and ISM mixing in the early Galaxy. Neutron capture elements with larger AGB contributions, which we will investigate in future work, will provide further diagnostic power.

8. Summary

In this work, we present the stellar abundances for Mg, Si, Ca, Ti, Na, Sc, V, Cr, Mn, Fe, Co, and Ni for 86 metal-poor ($-2 \leq \log\,[\text{Fe/H}] \leq -1$) subgiants, derived from spectral synthesis of high-resolution PEPSI spectra. By targeting stars within a small range of log($g$), we minimize the impact of systematic uncertainties with $T_{\text{eff}}$ and log($g$) on our abundances. We utilize the spectral analysis code iSpec and spectral synthesis code MOOG to calculate the LTE abundances of the 12 elements listed above (Table 3). We compare our abundance trends to those from GALAH DR3 (Buder et al. 2021; Griffith et al. 2022, Figures 5 and 6), finding that most [X/Fe] versus [Fe/H] and [X/Mg] versus [Mg/H] trends are consistent with an extrapolation of the GALAH DR3 low-1a medians.

We present multiple diagnostics of the abundance scatter (Section 5). We estimate the photon-noise contributed scatter by varying the spectra about the observed flux by the noise and calculating the standard deviation of the abundances derived from 10 fluctuated spectra. We find that $\sigma_{\text{phot}}$ is <0.04 dex for all elements in [X/Fe] and <0.05 dex in [X/Mg]. For most elements, the photon-noise is $\sim 0.02$–0.03 dex. We then measure the rms and intrinsic scatter in [X/Fe] and [X/Mg] about two- and three-parameter models. The magnitude of the rms scatter is larger than the photon-noise in all cases, an indication that we are measuring intrinsic abundance variations. Relative to the two-parameter model, we find similar magnitudes of intrinsic scatter in [X/Fe] and [X/Mg] for the $\alpha$- and light odd-Z-elements. Conversely, the scatter in [X/Fe] for Fe-peak elements Cr, Mn, and Ni is smaller than the scatter in [X/Mg]. Adding a third model parameter ($Q_3$) reduces the estimated intrinsic scatter for Mg, Ca, Si, and Ti by a factor of $\sim 1.5$, but it does not significantly impact the measured scatter in Fe-peak elements. We present measurements of scatter in Tables 4 and 5 and Figures 7 and 8.

As we expect the level of scatter to vary with [Fe/H] and [Mg/H], we calculate the intrinsic scatter in the low- and high-metallicity halves of our sample. We find that scatter below the median [Fe/H] and [Mg/H] tends to be larger than scatter above the medians (Figure 9).

In Section 6, we investigate the kinematic groups present in our stellar sample, separating our stars into in situ and accreted subsamples. We observe that the [X/Fe] versus [Fe/H] abundance trends of the two subsamples diverge near [Fe/H] of $-1$ for Mg, Ca, Si, Ti, Na, and Ni (Figure 11). We find small variations in $\sigma_{\text{min}}$ between the in situ and accreted samples for all elements but Ti, Na, and Sc, and small variations between the in situ sample and full population (Figure 12). While the chemical evolution history of the Milky Way disk and accreted satellites may differ, we find that the magnitude of intrinsic scatter in most [X/Fe] abundances does not.

We considered a variety of possible origins for the intrinsic abundance ratio scatter in our sample. The two most straightforward mechanisms are variation in the ratio of SN Ia/CCSN enrichment and stochastic sampling of the supernova population. For elements with metallicity-dependent yields, additional scatter could arise from complex enrichment histories shaped by star formation bursts, accretion events, and outflows. Variation of SN Ia/CCSN alone cannot explain all aspects of our data, as we find significant intrinsic scatter within the $\alpha$-elements and within the Fe-peak elements, and controlling for [$\alpha$/Fe] reduces but does not eliminate abundance ratio scatter. Stochastic sampling causes the yields that enrich a given forming star to differ from the population-averaged yields, so it can produce scatter in individual abundance ratios as well as coherent groups of elements.

We quantitatively investigated the hypothesis that the intrinsic scatter arises from stochastic sampling of CCSN progenitor masses, assuming a Kroupa (2001) IMF and the Z9.6+W18 model grid from Sukhbold et al. (2016). This stochastic IMF sampling model is remarkably successful at explaining our observations. The rms intrinsic scatter of most abundance ratios is well reproduced if the effective number of supernovae contributing to a typical star’s abundances is $N_{\text{CCSN}} \sim 50$ (Figure 13). The scatter of Ni and Co is high compared to the model predictions, implying a lower $N_{\text{CCSN}} \sim 10$, while the scatter of Ca, Sc, and Mn is lower than predicted, implying $N_{\text{CCSN}} \sim 150$–200 (Figure 14). The model predicts correlated abundance deviations—e.g., the stars high in [Si/Mg] are also likely to be high in [Ca/Mg], [Ti/Mg], [Sc/Mg], and [Ni/Mg]—in a pattern that qualitatively matches our measurements (Figure 15).

Taking $N_{\text{CCSN}} \sim 50$ as a representative value, we infer that a typical star near our sample’s median metallicity ([Mg/H] $\approx -1$, [Fe/H] $\approx -1.4$) is enriched by CCSN ejecta mixed over a gas mass $M_{\text{mix}} \approx 10^4 M_\odot$, roughly the mass scale of a present-day GMC. If this mixing mass stays constant for stars in the $-2 < [\text{Fe/H}] < -1$ range of our sample, then the scatter for our low-metallicity and high-metallicity subsets should differ by a factor $\sim 1.6$, in agreement with our measurements. Although there are significant uncertainties in this $M_{\text{mix}}$ estimate, it illustrates the ability of abundance scatter measurements to constrain the physics of star formation, gas flows, and ISM mixing in the early Galaxy.

Empirically, further insights come from the abundance scatter of neutron capture elements, which have contributions from AGB enrichment and perhaps from rare exotic sources such as neutron star mergers or magnetar-driven supernovae. We will undertake such analysis with our PEPSI spectra in future work. Theoretically, our intrinsic scatter measurements provide a target for simulations of galaxy formation that have the resolution to track enrichment and feedback at the individual supernova level and ISM mixing processes at the $10^{-2}$–$10^3 M_\odot$ mass scale. Chemodynamical studies show that the metallicity range spanned by our sample is one over which the Milky Way transitioned from disordered kinematics to a rotationally supported system (Belokurov & Kravtsov 2022; Conroy et al. 2022; Rix et al. 2022). The detailed abundance patterns of stars across this transition,
including the individual element scatter about average trends, will help to reveal how today’s Galactic disk emerged from the chaotic environment of the proto-Galaxy.
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