Comparison of Different Machine Learning Models in Prediction of Postirradiation Recurrence in Prostate Carcinoma Patients
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After primary treatment of localized prostate carcinoma (PC), up to a third of patients have disease recurrence. Different predictive models have already been used either for initial stratification of PC patients or to predict disease recurrence. Recently, artificial intelligence has been introduced in the diagnosis and management of PC with a potential to revolutionize this field. The aim of this study was to analyze machine learning (ML) classifiers in order to predict disease progression in the moment of prostate-specific antigen (PSA) elevation during follow-up. The study cohort consisted of 109 PC patients treated with external beam radiotherapy alone or in combination with androgen deprivation therapy. We developed and evaluated the performance of two ML algorithms based on artificial neural networks (ANN) and naïve Bayes (NB). Of all patients, 72.5% was randomly selected for a training set while the remaining patients were used for testing of the models. The presence/absence of disease progression was defined as the output variable. The input variables for models were conducted from the univariate analysis performed among two groups of patients in the training set. They included two pretreatment variables (UICC stage and Gleason’s score risk group) and five posttreatment variables (nadir PSA, time to nadir PSA, PSA doubling time, PSA velocity, and PSA in the moment of disease reevaluation). The area under the receiver operating characteristic curve, sensitivity, specificity, positive predictive value, negative predictive value, and predictive accuracy was calculated to test the models’ performance. The results showed that specificity was similar for both models, while NB achieved better sensitivity than ANN (100.0% versus 94.4%). The ANN showed an accuracy of 93.3%, and the matching for NB model was 96.7%. In this study, ML classifiers have shown potential for application in routine clinical practice during follow-up when disease progression was suspected.
1. Introduction

Prostate carcinoma (PC) is the second most frequently diagnosed carcinoma and the fifth leading cause of carcinoma-related deaths in the male population worldwide [1]. Approximately 1.4 million new PC cases occurred in 2020 worldwide, with an incidence rate of 4.34 per 100,000 in Serbia [1]. Approximately, 10% of newly diagnosed PC patients is presented with bone metastases and it is increasing to 80% at advanced stages of the disease [2]. Metastases are related to poor prognosis, bone pain, and indicate the incurability of disease in most cases with a 5-year survival rate of 25% and median survival of approximately 40 months [3, 4]. Patients with local or regional disease achieve a 5-year survival greater than 99%, but in patients with distant metastases, the 5-year survival drops to 30% [5].

The decision of optimal treatment for localized PC is based on numerous factors, but the most important are the following: T stage, Gleason’s score (GS), and initial serum prostate-specific antigen (PSA) level [6]. European Association of Urology suggested classification of patients with localized PC based on the probability for biochemical recurrence after definitive local treatment [7]. Treatment options for localized PC are the external beam radiation therapy (EBRT) alone or with the addition of androgen deprivation therapy (ADT) based on clinical indications, brachytherapy, radical prostatectomy, or active surveillance.

Posttreatment PSA surveillance has resulted in earlier detection of PC progression. After the treatment of localized PC, approximately up to a third of patients exhibit disease recurrence [8, 9]. When an increase in PSA level is detected during follow-up, it is primarily important to distinguish whether it is caused by locoregional recurrence or metastatic disease, which has a huge impact on further treatment course. By implementation of prostate multiparametric magnetic resonance imaging (mpMRI), the presence of locoregional recurrence can be detected at lower PSA levels [10]. The standard workup to detect metastatic PC usually includes the 99mTc-methylene diphosphonate bone scan (BS) and chest/abdomen/pelvis scan, or if available, the 18F-choline and gallium-68 prostate-specific membrane antigen (PSMA) positron emission tomography-computed tomography (PET/CT) or whole-body MRI [11]. The advantage of the use of PET/CT or whole-body MRI is the possibility to inspect all parts of the body at the same time. Visschere et al. in their systematic review concluded that a combination of mpMRI to assess the presence of local relapse and PET/CT for the detection of distant metastases is the optimal choice in this setting [12].

Different predictive models have already been used either for initial stratification of patients or to predict disease recurrence [13]. In 1993, the Partin tables were the first to predict the pathohistological stage of disease based on PSA level, GS, and clinical stage [14]. However, none of the current models has a high predictive accuracy, and they are mainly focused on the prediction of the recurrence after radical prostatectomy [15, 16]. Recently, artificial intelligence has been introduced in the diagnosis and management of PC with a high potential to revolutionize this field [17, 18].

This study is aimed at developing and comparing two machine learning (ML) classifiers based on artificial neural networks (ANN) and naïve Bayes (NB) in order to predict disease progression in the moment of PSA elevation during the follow-up of PC patients treated with radical radiotherapy with/or without ADT.

2. Materials and Methods

2.1. Patient Characteristics and Treatment. We retrospectively reviewed the medical records of patients treated with radiotherapy for prostate adenocarcinoma between January 2015 and December 2019 at the Institute for Oncology and Radiology of Serbia. We used the performed BS as the criteria in medical database search in order to identify patients with suspicious disease progression during follow-up. The inclusion criteria were as follows: completed radical course of EBRT alone or in combination with ADT, as the primary approach. We excluded patients with metastatic disease, those with performed salvage or postoperative RT and also patients who did not have BS during follow-up. (Figure 1) The final analysis was conducted on 109 patients, which has been shown to meet the criteria of a minimum number of necessary samples of PC in Serbia according to incidence and population size using the 95% confidence level [19].

All patients included in our study initially had either an ultrasound, computed tomography (CT), or MRI of the pelvis. Also, an initial chest radiographs and ultrasound or CT of the abdomen were applied to all patients. For intermediate or high risk category of patients, BS was performed. Patients with metastatic disease at initial work-up were excluded. Due to PSA elevation in the follow-up period, all included patients had at least one disease reevaluation.

The clinical and pathological tumor characteristics at baseline were collected from the institutional electronic medical record database. The clinical data of interest were the patients’ information, as well as disease and treatment characteristics, such as the initial PSA level, the GS, and tumor differentiation. The initial staging of the tumor was reevaluated according to the eighth edition of the Union for International Cancer Control (UICC) TNM staging system for PC [20]. Data collection also included information...
| Characteristics                               | Group 1                           | Group 2                           | Wilcoxon rank sum test |
|----------------------------------------------|-----------------------------------|-----------------------------------|------------------------|
| Age (years)                                  |                                   |                                   |                        |
| Mean (SD)                                    | 70.9 (6.0)                        | 71.3 (5.8)                        | \( p = 0.729 \)        |
| Median (range)                               | 71.0 (55.0-84.0)                  | 71.5 (60.0-80.0)                  |                        |
| T in clinical TNM                            |                                   |                                   |                        |
| T1                                           | 1 (1.3%)                          | 0 (0%)                            | \( p^* = 0.0001 \)     |
| T2                                           | 70 (88.6%)                        | 16 (23.3%)                        |                        |
| T3                                           | 8 (10.1%)                         | 13 (43.3%)                        |                        |
| T4                                           | 0 (0%)                            | 1 (3.3%)                          |                        |
| N in clinical TNM                            |                                   |                                   |                        |
| N0                                           | 75 (94.9%)                        | 29 (96.7%)                        | \( p^* = 1 \)          |
| N1                                           | 4 (5.1%)                          | 1 (3.3%)                          |                        |
| UICC\(^2\) staging                          |                                   |                                   |                        |
| I                                            | 17 (21.5%)                        | 4 (13.3%)                         | \( p^* = 0.0003 \)     |
| II                                           | 53 (67.1%)                        | 12 (40.0%)                        |                        |
| III                                          | 6 (7.6%)                          | 13 (43.3%)                        |                        |
| IV                                           | 3 (3.8%)                          | 1 (3.3%)                          |                        |
| Baseline PSA\(^1\) (ng/mL)                  |                                   |                                   |                        |
| Mean (SD)                                    | 48.0 (49.8)                       | 44.4 (57.3)                       | \( p = 0.709 \)        |
| Median (range)                               | 30.1 (4.5-249.4)                  | 30.8 (7.0-311.0)                  |                        |
| Gleason’s score (category)                   |                                   |                                   |                        |
| Low risk (GS\(^6\) 6)                       | 8 (10.1%)                         | 6 (20.0%)                         | \( p^\theta = 0.317 \) |
| Intermediate risk (GS\(^7\) 7)              | 42 (53.2%)                        | 16 (53.3%)                        |                        |
| High risk (GS\(^8\) 8-10)                   | 29 (36.7%)                        | 8 (26.7%)                         |                        |
| ADT\(^4\)                                    |                                   |                                   |                        |
| No                                           | 23 (29.1%)                        | 12 (40.0%)                        | \( p^\theta = 0.277 \) |
| Yes                                          | 56 (70.9%)                        | 18 (60.0%)                        |                        |
| ADT\(^4\) duration (months)                 |                                   |                                   |                        |
| Mean (SD)                                    | 12.4 (2.6)                        | 12.8 (1.4)                        | \( p = 0.15 \)         |
| Median (range)                               | 12.0 (3.0-24.0)                   | 12.0 (12.0-15.0)                  |                        |
| Radiotherapy (Gy)                            |                                   |                                   |                        |
| Mean (SD)                                    | 66.6 (2.7)                        | 66.4 (2.4)                        | \( p = 0.741 \)        |
| Median (range)                               | 65 (65-72)                        | 65 (65-72)                        |                        |
| Nadir PSA\(^1\) (ng/mL)                     |                                   |                                   |                        |
| Mean (SD)                                    | 2.0 (5.6)                         | 4.0 (9.9)                         | \( p = 0.376 \)        |
| Median (range)                               | 0.4 (0-42.9)                      | 0.6 (0-49.9)                      |                        |
| Time to nadir PSA\(^1\) (months)            |                                   |                                   |                        |
| Mean (SD)                                    | 7.2 (5.5)                         | 5.9 (4.6)                         | \( p = 0.176 \)        |
| Median (range)                               | 6.0 (1.0-31.0)                    | 4.0 (1.0-21.0)                    |                        |
| PSA\(^1\) doubling (months)                 |                                   |                                   |                        |
| Mean (SD)                                    | 6.9 (8.4)                         | 7.6 (9.9)                         | \( p = 0.992 \)        |
| Median (range)                               | 3.9 (0.8-50.0)                    | 3.7 (0.9-42.0)                    |                        |
| PSA\(^1\) velocity (ng/mL/month)             |                                   |                                   |                        |
| Mean (SD)                                    | 2.2 (4.2)                         | 2.4 (3.9)                         | \( p = 0.762 \)        |
| Median (range)                               | 0.6 (0-26.1)                      | 1.0 (0-15.4)                      |                        |
| PSA\(^1\) in the moment of disease reevaluation |                                   |                                   |                        |
| Mean (SD)                                    | 23.1 (33.5)                       | 19.5 (24.8)                       | \( p = 0.642 \)        |
| Median (range)                               | 12.3 (0.3-200.4)                  | 12.5 (0.04-120.0)                 |                        |
| Disease progression                          |                                   |                                   |                        |
from the follow-up period with a focus on disease recurrence.

Radiation therapy was delivered by an anteroposterior-posteroanterior (2D technique), 3D conformal radiation therapy (3D CRT), or volumetric modulated arc therapy (VMAT) technique. The range of the dose was from 65 to 72 Gy. According to the decision of a multidisciplinary team, for high and intermediate risk patients, ADT was also applied. The ADT included a luteinizing hormone-releasing hormone (LHRH) agonist, alone or in combination with antiandrogen therapy, for a total duration ranging from 3 to 24 months, before, during, and after radiation (neoadjuvant, concurrent, and adjuvant ADT). For some patients with low risk disease and a very large prostate, neoadjuvant ADT was applied in shorter period than 12 months, in order to shrink the prostate and decrease the risk of radiation side effects.

2.2. Patient Follow-up. Patients’ follow-up was performed every 3 months during the first two years after completion of treatment, and every 6 months thereafter. Clinical examination, PSA level measurement, and ultrasound or CT of abdomen and pelvis were performed at each follow-up visit.

All analyzed patients had PSA elevation during follow-up. At the time of PSA increase, each patient underwent an imaging accompanied by either a CT or MRI of the abdomen and pelvis, a BS, and chest radiographs or CT of the chest, to exclude disease progression. The value of PSA in the moment of disease reevaluation was obtained and used for analysis.

Under no radiological signs of progression, active surveillance was thereby indicated, with control of PSA level in shorter periods. If any progression was detected by imaging diagnostic methods and/or biochemical relapse, a decision on second-line treatment (ADT, chemotherapy, surgical castration, or palliative radiotherapy) was made by a multidisciplinary tumor board. Patients without radiological signs of progression who received second-line treatment were categorized as the biochemical relapse.

The parameters of interest from the period after treatment completion were nadir PSA, time to nadir PSA, PSA doubling time (PSADT), and PSA velocity. The nadir PSA was defined as the lowest PSA value after the end of the RT treatment. Time to nadir PSA was marked as time from the end of RT till nadir PSA is achieved. Calculations of the PSADT and PSA velocity were based on measuring the PSA levels in intervals of at least 3 months. The calculation incorporated the nadir PSA and all subsequent PSA values until the disease reevaluation. The values of PSADT and PSA velocity were performed using the Memorial Sloan-Kettering Medical Center PC prediction tool [21].

2.3. Developing of ML Classifiers. Two ML algorithms were applied to discover prediction patterns of progression in PC patients from the available data: artificial neural networks and naïve Bayes Classifier.

The ANNs are information-processing systems capable of learning from experience and able to apply it to new cases with the aim to generalize previous patterns [22]. They are trained to generate an output as a combination between the input variables on the basis of multiple hidden layers. NB classifier is based on the generally known Bayes theorem. The system functions by learning and evaluating the prior probability of belonging to each class using the training data [23]. The main advantage of the implementation of ML models in medicine is the fact that they can detect key features from complex data sets and identify patterns and relationships between them, which cannot be achieved using classical statistical tests.

Patients were randomly divided into two sets. The training set which had 72.5% patients (79 patients) and the testing set which consisted of the remaining patients (30 patients). Patients in both sets were categorized according to the presence/absence of the disease progression into category 0 (patients without disease progression) and category 1
The term disease progression included local recidive, regional and distant lymph node metastases, and bone, liver, and lung metastases, as well as biochemical relapse. When the proportion of patients with disease progression as well as other parameters was considered, the sets were similar.

The training set was used to develop classifiers. The presence/absence of disease progression was defined as the output for developing ML classifiers. The input variables were conducted from the univariate analysis performed among two groups of patients in the training set. After training the data, the developed models were evaluated using the testing set.

### Table 2: Comparison of characteristics among patients with and without disease progression in the training group.

| Characteristic                              | The presence/absence of disease progression - training group | Wilcoxon rank sum test |
|---------------------------------------------|-------------------------------------------------------------|------------------------|
| Age (years)                                 |                                                             |                        |
| Mean (SD)                                   | 70.8 (6.3)                                                  | 71.2 (5.3)             | *p* = 0.987 |
| Median (range)                              | 71.0 (55.0-84.0)                                            | 72.0 (60.0-84.0)       |            |
| Baseline PSA                                |                                                             |                        |
| Mean (SD)                                   | 53.2 (53.2)                                                 | 36.8 (40.1)            | *p* = 0.124 |
| Median (range)                              | 35.8 (4.5-249.0)                                            | 27.0 (5.6-190.0)       |            |
| T in clinical TNM                           |                                                             |                        |
| T1 and T2                                   | 8 (14.8%)                                                   | 0 (0%)                 | *p* = 0.05 |
| T3 and T4                                   | 46 (85.2%)                                                  | 25 (100%)              |            |
| N in clinical TNM                           |                                                             |                        |
| N0                                          | 50 (92.6%)                                                  | 25 (100%)              | *p* = 0.301 |
| N1                                          | 4 (7.4%)                                                    | 0 (0%)                 |            |
| UICC¹ staging                               |                                                             |                        |
| I and II                                    | 45 (83.3%)                                                  | 25 (100%)              | *p* = 0.05 |
| III and IV                                  | 9 (16.7%)                                                   | 0 (0%)                 |            |
| Gleason’s score (category)                  |                                                             |                        |
| Low risk (GS² 6)                            | 4 (7.4%)                                                    | 4 (16.0%)              | *p* = 0.004 |
| Intermediate risk (GS² 7)                   | 24 (44.4%)                                                  | 18 (72.0%)             |            |
| High risk (GS² 8-10)                        | 26 (48.2%)                                                  | 3 (12.0%)              |            |
| Nadir PSA³                                  |                                                             |                        |
| Mean (SD)                                   | 2.7 (6.6)                                                   | 0.6 (1.0)              | *p* = 0.04 |
| Median (range)                              | 0.7 (0-43.0)                                                | 0.1 (0-4.2)            |            |
| Time to nadir PSA³                          |                                                             |                        |
| Mean (SD)                                   | 5.7 (3.4)                                                   | 10.6 (7.4)             | *p* = 0.0005 |
| Median (range)                              | 5.0 (1.0-15.0)                                              | 8.0 (3.0-31.0)         |            |
| PSA³ doubling time                          |                                                             |                        |
| Mean (SD)                                   | 3.6 (2.4)                                                   | 14.0 (11.8)            | *p* ≤ 0.01 |
| Median (range)                              | 3.1 (0.8-12.9)                                              | 11.5 (2.1-50.0)        |            |
| PSA³ velocity                               |                                                             |                        |
| Mean (SD)                                   | 3.1 (4.9)                                                   | 0.2 (0.2)              | *p* ≤ 0.01 |
| Median (range)                              | 1.4 (0.1-26.1)                                              | 0.1 (0-0.8)            |            |
| PSA³ in the moment of disease reevaluation  |                                                             |                        |
| Mean (SD)                                   | 32.1 (37.2)                                                 | 3.6 (3.1)              | *p* ≤ 0.01 |
| Median (range)                              | 19.1 (3.9-200.4)                                            | 3.1 (0.3-15.5)         |            |
| Total                                       | 54 (68.4%)                                                  | 25 (31.6%)             |            |

¹UICC: Union for International Cancer Control; ²GS: Gleason’s score; ³PSA: prostate-specific antigen; ⁴Fisher exact test.

2.4. Software and Statistical Analysis. For normal distribution data testing, the Kolmogorov-Smirnov and Shapiro-Wilk tests were used. Descriptive methods (frequencies, percent, mean, median, standard deviation (SD), and range) were used to summarize the data. The statistical significance level was set at *p* < 0.05. For comparison of disease and treatment characteristics among different patient subgroups, the Wilcoxon rank sum, Pearson chi-square, and Fisher exact tests were used. The receiver operating characteristic (ROC) curve methods were applied to investigate the discriminative potential of nadir PSA, time to nadir PSA, PSADT, PSA velocity, and PSA in the moment of disease.
reevaluation for the presence/absence of disease progression (AUC ROC-area under the ROC curve according to DeLongs method; likelihood ratio test for AUC ROC; the best cut-off value for these parameters was set as value with maximum sensitivity and specificity). The statistical analysis was done with the program R (version 3.3.2 (2016-10-31) —"Sincere Pumpkin Patch"; Copyright (C) 2016. The R Foundation for Statistical Computing; Platform: x86_64-w64-mingw32\%\*64 (64-bit); downloaded: January 21, 2017). For the artificial neural networks, software Weka 3.8.4 was used while the software for the naïve Bayes classifier was developed in Java programming language (in NetBeans IDE 8.2 development environment).

To select the ML model with the best prediction performance, we evaluated the AUC ROC, sensitivity, specificity, positive predictive value, negative predictive value, and predictive accuracy for each model. AUC ROC curve was used to evaluate how well the model distinguished patients with and without diseases progression. An AUC of 0.5 indicates that the model does not predict better than chance. The discrimination of a diagnostic model is considered perfect if AUC is equal to 1, good if AUC is greater than 0.8, moderate if AUC is 0.6-0.8, and poor if AUC is less than 0.6 [24]. ROC curves were compared using pairwise testing.

3. Results

Patients’, disease, treatment, and follow-up characteristics for both groups of patients, as well as the comparison between groups, are presented in Table 1. The majority of patients had T2-T3 stadium, GS of 7, and N0 disease. Almost two third of patients was treated with radiotherapy combined with ADT, and seventy-two patients developed disease recurrence. A similar percentage of patients had disease progression in both groups (68.4% vs. 60%).

In order to find suitable parameters for developing ML models, we compared patients with and without disease progression in the moment of PSA increase during follow-up in the training group. Comparison of characteristics among patients with and without disease progression in the training group is presented in Table 2. Patients with disease recurrence had a higher baseline PSA level but statistical significance was not confirmed (p = 0.124). Patients with disease progression had a significantly higher mean nadir PSA levels (p = 0.04) and shorter median time to nadir PSA (p < 0.01) compared to patients without progression. Patients who developed disease progression had a lower PSADT and a higher PSA velocity (p < 0.01). In our data set, there was no significant correlation between T stage and the risk of disease progression, but a positive trend was found (p = 0.05). The only pretreatment parameter that was significantly different among the compared groups was the GS (p < 0.01).

The ROC revealed optimal cut-off values for nadir PSA, time to nadir PSA, PSADT, PSA velocity, and PSA in the moment of disease reevaluation, above/below which the risk of the presence of disease progression increased significantly (Table 3 and Figure 2). Next, we examined if there were differences between patients with and without disease progression according to the cut-off values obtained by ROC (Table 4). ROC analysis revealed an optimal cut-off value for nadir PSA of 0.3095 ng/mL, with a significant increase of the risk of progression in patients having a nadir PSA ≥ 0.3095 ng/mL (p = 0.01).

Significant variables from the univariate analyses were then used for the construction of ML models. We also included the UICC stage where a positive trend was found. All variables were categorical. Finally, the input variables were two pretreatment parameters: UICC stage (1 = stage I and II; 2 = stage III and IV) and GS risk group (1 = GS6; 2 = GS7; 3 = GS8 − 10), and five variables from the period after treatment completion: nadir PSA (1 for ≤0.3095; 2 for >0.3095), time to nadir PSA (1 for ≤6.5; 2 for >6.5), PSADT (1 for ≤5.05; 2 for >5.05), PSA velocity (1 for ≤0.55; 2 for >0.55), and PSA in the moment of disease reevaluation (1 for ≤6.49; 2 for >6.49). The dependent variable was defined as the presence (category 1) or absence (category 0) of the disease progression. The training group of patients was presented to the ML models during the training, and the network was adjusted according to its error. The second set, composed of 30 patients, was used for testing. The ML outputs were then compared with the known endpoint from the medical records. These patients’ characteristics had no effect on training and so provided an

### Table 3: Results of the ROC analysis for nadir PSA, time to nadir PSA, PSA doubling time, PSA velocity, PSA in the moment of disease reevaluation, and relevant events.

| Characteristics                  | Nadir PSA          | Time to nadir PSA | PSA doubling time | PSA velocity | PSA in the moment of disease reevaluation |
|----------------------------------|--------------------|-------------------|-------------------|--------------|------------------------------------------|
| AUC ROC* (95% CI)                | 64.3% (51.7-76.9%) | 74.2% (62.6-85.8%)| 87.2% (78.8-95.5%)| 91.8% (86.0-97.6%) | 97.1% (93.3-100%)                        |
| Likelihood ratio testb           | p < 0.01           | p < 0.01          | p < 0.01          | p < 0.01     | p < 0.01                                 |
| ROC cut-off valuec               | 0.3095             | 6.5               | 5.05              | 0.55         | 6.49                                     |
| Sensitivity (95% CI)             | 63.0% (50.0-75.9%) | 66.7% (53.7-77.8%)| 79.6% (68.5-90.7%)| 72.2% (59.2-83.3%) | 94.4% (89.0-100%)                        |
| Specificity (95% CI)             | 68.0% (48.0-84.0%) | 80.0% (64.0-96.0%)| 84.0% (68.0-96.0%)| 92.0% (80.0-100%) | 92.0% (80.0-100%)                        |

*Area under the ROC curve (DeLong’s method); bLikelihood ratio test for AUC ROC; cValue with maximum sensitivity and specificity.
Figure 2: ROC curves for the nadir PSA (a), time to nadir PSA (b), PSA doubling time (c), PSA velocity (d), and PSA in the moment of disease reevaluation (e) in relation to disease progression during follow-up.
independent measure of network performance during and after training. The same sets of patients were used when we tested the ANN and NB approaches.

Different configurations of the artificial neural networks were explored. The best result was obtained for the artificial neural network with one hidden layer with 6 neurons and 500 epochs for the training time parameter (Figure 3). The ROC curves of both models are presented in Figure 4.

Both models exhibited satisfactory predictive characteristics, but the NB model was more successful, with 29 identical results to the data from medical history (96.7% of cases). The matching for ANN model was 93.3% (28 correctly classified patients). Sensitivity, specificity, positive predictive value, negative predictive value and predictive accuracy for proposed classifiers, and comparison between models are presented in Table 5. The ANN model achieved AUC of 0.92, and on the other hand, the NB model reached
higher AUC value (0.98). When these two models were compared, no statistical difference was found ($p = 0.4402$).

To obtain the importance of inputs, we applied the method proposed by Garson [25] (we followed the example given in the paper [26]). It uses the final ANN weights between the neurons. We applied the method to our artificial neural network, and we get the results given in Table 6. According to the obtained results, the most significant inputs are Inputs 1, 7, and 2. The lowest value of relative importance has Input 4.

**4. Discussion**

The present study aimed to compare the performance of ML algorithms to stratify patients with PC in the moment of PSA increase during follow-up into low- or high-recurrence risk group. All patients initially had localized disease and were treated with radical radiotherapy with or without ADT. In this regard, two ML algorithms, artificial neural network and naive Bayes, were examined. To the best of our knowledge, this is the first study to develop a postirradiation recurrence prediction model using ML algorithms in PC carcinoma patients. This approach was previously used in order to predict the three- and five-year biochemical recurrence in PC patients initially treated surgically [27]. Also, one of the previous studies developed a model for the prediction of the presence of bone metastases, but this study had mixed early-stage cases with those who had advanced stage of the disease, and also both newly diagnosed patients and the ones who were previously treated [28]. The advantage of our homogenous cohort (only initially localized and only radiotherapy treated) lies in the potential to apply the obtained results in daily clinical practice in this specific setting.

This study included 109 patients with PC, all treated by definitive radiotherapy with or without ADT. We tested two different ML algorithms, ANN and NB, in terms of their potential to predict disease progression in PC patients. A comparison of ML models identified that the NB model gave a better performance. This ML-based model may potentially be applicable in clinical practice when disease progression is questionable during follow-up. ML-based assistance would have a great advantage towards the prediction of the disease progression and would aid physicians to shape the treatment plan.

The important pretreatment variables for PC patients are T stage, GS, and initial PSA level. Using univariate analysis, it was found that GS is significantly associated with the occurrence of PC recurrence, whereas there was no significant difference between T stage and disease progression although a positive trend was found. Early prediction of PC recurrence based on initial characteristics of the disease has inspired multiple modeling approaches, including nomograms [29–33]. D’Amico’s risk classification first suggested a risk stratification system based on three-groups in order to predict a 2-year PSA failure rate following radical prostatectomy or EBRT. It categorizes patients into low, intermediate, and high risk groups based on their initial PSA, clinical stage, and biopsy GS [29, 34]. In order to develop an algorithm to predict recurrence in PC patients treated with radical radiotherapy, Gabriele et al. carried out a Candolo nomogram that separated patients according to five risk groups that incorporated age, pre-treatment PSA, clinical-radiological staging, GS, and the percentage of positive cores from the biopsy. The Candolo nomogram appeared to be better and capable of predicting PC recurrence following a patient’s radiotherapy than the traditional D’Amico risk classes [33]. An external validation study of this nomogram which was recently conducted also indicated that clinical use of Candolo nomograms could be justified in PC patients prior to receiving radical radiotherapy [34].

Our study also looked into the impact of posttreatment characteristics on disease progression through examining nadir PSA, time to nadir PSA, PSADT, PSA velocity, and PSA in the moment of disease reevaluation. In order to predict possible PC recurrence from the given dataset, we calculated posttreatment cut-off values for all variables. Nadir PSA and time to nadir PSA were found to be significant prognostic factors in our univariate analyses. Literature cut-off values for nadir PSA varied between 0.1 and 0.7 ng/mL when nadir PSA was used as a continuous or dichotomized variable [35–37]. The cut-off value in our study was 0.3095 ng/mL, which might be attributable to the study’s inclusion criteria in which only patients who experienced a PSA increase were selected and those who did not have any increase were omitted. In our univariate analysis, PSADT and PSA velocity was also associated with disease progression. A cut-off value of 5 months in our study was found to have the strongest association with disease recurrence. Among the studies which investigated the PSADT, different cut-off values were proposed and there was no agreement about one, singular cut-off value that could be identifiable as most significant for disease recurrence. Nevertheless, a majority of studies reported a PSADT cut-off of < 12 months being associated with an increased risk of disease recurrence, which does come in accordance with the result yielded in our study [38].
The majority of patients included in our study had disease recurrence localized in the bones (42%). BS was used as a primary diagnostic imaging tool, which is able to evaluate a patient’s whole body and may indicate the need for additional imaging when bone metastases are suspected [39]. Though the diagnostic sensitivity of BS is generally considered to be satisfactory, it is limited in terms of specificity due to the tracer’s uptake in benign processes [40]. BS may not be feasible in lower PSA levels, particularly in cases of biochemical recurrence and early localized bone marrow metastases. However, in such instances, PET/CT may be used to examine disease progression as it may yield higher accuracy than does conventional imaging [41]. Choline PET/CT, fluciclovine PET/CT, and PSMA PET/CT were the most frequently utilized in PC recurrence prediction. The diagnostic performance of BS and these PET/CT tracers has been compared within the literature. Despite its superior specificity in comparison to BS (98–100%), Picchio et al. concluded that choline PET/CT had low sensitivity [42]. Chen et al. reported that fluciclovine-PET/CT detected more bone metastases than did BS. Furthermore, there were no BS-identified lesions that were not found by fluciclovine PET/CT [43]. Recurrent PC is currently the most common indication for the use of PSMA PET/CT, which the majority of the literature is dedicated to [44]. Lengana et al. demonstrated PSMA PET/CT to have a higher sensitivity and accuracy compared to BS, including also detection of lytic as well as bone marrow metastases [44]. Moreover, a recent meta-analysis conducted by Wang et al. found PSMA PET/CT to have a significantly higher detection rate than 18F-choline and 18F-fluciclovine, particularly for low PSA levels (i.e., rates of 18F-labeled choline, fluciclovine, and PSMA were 35, 23, and 58%, respectively, for a PSA level lower than 0.5 ng/mL) [45]. Therefore, we aimed to create an algorithm based on daily practice that could guide physicians to perform more advanced imaging modalities in patients who have unfavorable prognostic features especially when the standard imaging evaluation is negative.

Zlotta et al. used the artificial neural network in order to predict the pathological stage before radical prostatectomy based on clinical, biochemical, and biopsy data and achieved classification accuracy of more than 90% [46]. Other research conducted by Wang et al. used the ANN in order to predict patients’ outcomes after radical retropubic prostatectomy (RRP) on the basis of GS, surgical margins status, and organ confinement status using biochemical recurrence or nonrecurrence as output variables [47]. In our study, NB achieved the sensitivity of 100% and specificity of 92.3%. A similar study conducted by Chiu et al. achieved to build an ANN model of predicting bone metastases in prostate carcinoma patients using PSA levels and patients’ age like inputs variables with good sensitivity (87.5%) and specificity (83.3%) [28]. The strength of our work lies in the fact that we included only patients with initially localized disease treated with radical radiotherapy.

There are a couple of similar studies which try to develop artificial intelligence predictive models in some other carcinomas [48–51]. A recent study conducted by Alongi et al. aimed to implement ML models in the area of choline PET/CT images in the moment when PC recurrence was suspected. They achieved to develop a model which can be implemented in clinical practice in order to select choline PET/CT features predictive of disease progression in PC patients [52]. Our main finding was that artificial intelligence models outperformed conventional imaging in the prediction of disease progression and comparison between models.

The diagnostic performance of BS and these PET/CT tracers has been compared within the literature. Despite its superior specificity in comparison to BS (98–100%), Picchio et al. concluded that choline PET/CT had low sensitivity [42]. Chen et al. reported that fluciclovine-PET/CT detected more bone metastases than did BS. Furthermore, there were no BS-identified lesions that were not found by fluciclovine PET/CT [43]. Recurrent PC is currently the most common indication for the use of PSMA PET/CT, which the majority of the literature is dedicated to [44]. Lengana et al. demonstrated PSMA PET/CT to have a higher sensitivity and accuracy compared to BS, including also detection of lytic as well as bone marrow metastases [44]. Moreover, a recent meta-analysis conducted by Wang et al. found PSMA PET/CT to have a significantly higher detection rate than 18F-choline and 18F-fluciclovine, particularly for low PSA levels (i.e., rates of 18F-labeled choline, fluciclovine, and PSMA were 35, 23, and 58%, respectively, for a PSA level lower than 0.5 ng/mL) [45]. Therefore, we aimed to create an algorithm based on daily practice that could guide physicians to perform more advanced imaging modalities in patients who have unfavorable prognostic features especially when the standard imaging evaluation is negative.

Zlotta et al. used the artificial neural network in order to predict the pathological stage before radical prostatectomy based on clinical, biochemical, and biopsy data and achieved classification accuracy of more than 90% [46]. Other research conducted by Wang et al. used the ANN in order to predict patients’ outcomes after radical retropubic prostatectomy (RRP) on the basis of GS, surgical margins status, and organ confinement status using biochemical recurrence or nonrecurrence as output variables [47]. In our study, NB achieved the sensitivity of 100% and specificity of 92.3%. A similar study conducted by Chiu et al. achieved to build an ANN model of predicting bone metastases in prostate carcinoma patients using PSA levels and patients’ age like inputs variables with good sensitivity (87.5%) and specificity (83.3%) [28]. The strength of our work lies in the fact that we included only patients with initially localized disease treated with radical radiotherapy.

There are a couple of similar studies which try to develop artificial intelligence predictive models in some other carcinomas [48–51]. A recent study conducted by Alongi et al. aimed to implement ML models in the area of choline PET/CT images in the moment when PC recurrence was suspected. They achieved to develop a model which can be implemented in clinical practice in order to select choline PET/CT features predictive of disease progression in PC patients [52]. Our main finding was that artificial intelligence models outperformed conventional imaging in the prediction of disease progression and comparison between models.
intelligence models based on pretreatment and posttreatment parameters could be implemented with good accuracy in the prediction of disease progression in patients with PC initially treated with radical radiotherapy with or without ADT.

The limitations of our study include the retrospective approach and the fact that this was a single-institution analysis. All the patients included in our study had some increase of PSA level during follow-up period, which influenced the obtained cut-off values and their significance. These results provide a basis for further validation studies in larger prospective cohorts of patients as well as meta-analyses which might point to population-specific factors important in this setting.

5. Conclusions

In this study, ML classifiers have shown potential for application in routine clinical practice during the follow-up of PC patients when disease progression was suspected. Earlier detection of disease progression could be crucial for patients classified into high-risk group where earlier introduction of second-line therapy can be beneficial. Also, when standard workup is negative and the classifier indicates that there is a high likelihood for disease progression, metabolic imaging could be introduced followed by active surveillance or further treatment when necessary.

Data Availability

The datasets used during the current study are available from the corresponding author on reasonable request.

Conflicts of Interest

The authors declare that there is no conflict of interest regarding the publication of this paper.

Authors’ Contributions

Mladen Marinkovic and Marina Popovic contributed equally to this work.

Acknowledgments

This study is supported by the Ministry of Education, Science and Technological Development of the Republic of Serbia (Agreement No. 451-03-9/2021–14/200043; grant No. III41031). MC is supported by the Science Fund of the Republic of Serbia (PROMIS TRACEPIGEN project No. 6060876).

References

[1] H. Sung, J. Ferlay, R. L. Siegel et al., "Global cancer statistics 2020: GLOBOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 countries," CA: a Cancer Journal for Clinicians, vol. 71, no. 3, pp. 209–249, 2021.

[2] L. Bubendorf, A. Schöpfer, U. Wagner et al., “Metastatic patterns of prostate cancer: An autopsy study of 1,589 patients,” Human Pathology, vol. 31, no. 5, pp. 578–583, 2000.

[3] G. R. Mundy, "Metastasis to bone: causes, consequences and therapeutic opportunities," Nature Reviews. Cancer, vol. 2, no. 8, pp. 584–593, 2002.

[4] O. Sartor and J. S. de Bono, "Metastatic prostate cancer,” The New England Journal of Medicine, vol. 378, no. 7, pp. 645–657, 2018.

[5] American Cancer Society, Cancer Facts and Figures 2021, American Cancer Society, 2021.

[6] N. E. Martin, L. A. Mucci, M. Loda, and R. A. Depinho, “Prognostic determinants in prostate cancer,” Cancer Journal, vol. 17, no. 6, pp. 429–437, 2011.

[7] N. Mottet, J. Bellmunt, M. Bolla et al., “EAU-ESTRO-SIOG guidelines on prostate cancer. Part 1: screening, diagnosis, and local treatment with curative intent,” European Urology, vol. 71, no. 4, pp. 618–629, 2017.

[8] M. R. Smith, F. Kabbinavar, F. Saad et al., “Natural history of rising serum prostate-specific antigen in men with castrate nonmetastatic prostate cancer,” Journal of Clinical Oncology: Official Journal of the American Society of Clinical Oncology, vol. 23, no. 13, pp. 2918–2925, 2005.

[9] and the NIDDK Urologic Diseases in America Project, K. C. Cary, S. Punnen et al., "Nationally representative trends and geographic variation in treatment of localized prostate cancer: the urologic diseases in America project," Prostate Cancer and Prostatic Diseases, vol. 18, no. 2, pp. 149–154, 2015.

[10] B. Turkbey, A. M. Brown, S. Sankineni, B. J. Wood, P. A. Pinto, and P. L. Choyke, “Multiparametric prostate magnetic resonance imaging in the evaluation of prostate cancer,” CA: a Cancer Journal for Clinicians, vol. 66, no. 4, pp. 326–336, 2016.

[11] C. Testa, C. Pultrone, D. N. Manners, R. Schiavina, and R. Lodi, "Metabolic imaging in prostate cancer: where we are," Frontiers in Oncology, vol. 6, p. 225, 2016.

[12] P. J. I. De Visschere, C. Standaert, J. J. Fütterer et al., "A systematic review on the role of imaging in early recurrent prostate cancer," European Urology Oncology, vol. 2, no. 1, pp. 47–76, 2019.

[13] C. Huang, G. Song, H. Wang et al., "Multi parametric magnetic resonance imaging-based nomogram for predicting prostate cancer and clinically significant prostate cancer in men undergoing repeat prostate biopsy," BioMed Research International, vol. 2018, Article ID 6368309, 10 pages, 2018.

[14] A. W. Partin, J. Yoo, H. B. Carter et al., "The use of prostate specific antigen, clinical stage and Gleason score to predict pathological stage in men with localized prostate cancer," The Journal of Urology, vol. 150, no. 1, pp. 110–114, 1993.

[15] S. Punnen, S. J. Freedland, J. C. J. Presti et al., “Multi-institutional validation of the CAPRA-S score to predict disease recurrence and mortality after radical prostatectomy,” European Urology, vol. 65, no. 6, pp. 1171–1177, 2014.

[16] A. J. Stephenson, P. T. Scardino, J. A. Eastham et al., “Preoperative nomogram predicting the 10-year probability of prostate cancer recurrence after radical prostatectomy,” Journal of the National Cancer Institute, vol. 98, no. 10, pp. 715–717, 2006.

[17] D. J. Van Booven, M. Kuchakulla, R. Pai et al., “A systematic review of artificial intelligence in prostate cancer,” Research and Reports in Urology, vol. Volume 13, pp. 31–39, 2021.

[18] O. S. Tătaru, M. D. Vartolomei, J. J. Rassweiler et al., "Artificial intelligence and machine learning in prostate cancer patient
management-current trends and future perspectives," Diagnostics, vol. 11, no. 2, p. 354, 2021.

[19] R. M. Flikkema and L. H. Toledo-Pereyra, "Sample size determination in medical and surgical research," Journal of Investigative Surgery, vol. 25, no. 1, pp. 3–7, 2012.

[20] B. O'Sullivan, J. Brierley, D. Byrd et al., "The TNM classification of malignant tumours—towards common understanding and reasonable expectations," The Lancet Oncology, vol. 18, no. 7, pp. 849–851, 2017.

[21] “Memorial Sloan-Kettering Cancer Center. Prostate Cancer Nomograms. PSA Doubling Time,” September 2021, https://www.mskcc.org/nomograms/prostate/psa_doubling_time.

[22] L. Fausett, Fundamentals of neural networks: architectures, algorithms and applications, Prentice Hall Inc., Upper Saddle River, New Jersey 07458, 2006.

[23] F. E. Witten, Data mining: practical machine learning tools and techniques, Elsevier, 2011.

[24] B. Saylam, M. Keskek, S. Ocak, A. O. Akten, and M. Tez, "Artificial neural network analysis for evaluating cancer risk in multinodular goiter," Journal of Research in Medical Sciences: The Official Journal of Isfahan University of Medical Sciences, vol. 18, no. 7, pp. 554–557, 2013.

[25] G. D. Garson, "Interpreting neural network connection weights," Artificial Intelligence Expert, vol. 6, pp. 47–51, 1991.

[26] M. Gevrey, I. Dimopoulos, and S. Lek, "Review and comparison of methods to study the contribution of variables in artificial neural network models," Ecological Modelling, vol. 160, no. 3, pp. 249–264, 2003.

[27] J.-S. Chiu, Y.-F. Wang, Y.-C. Su, L.-H. Wei, J.-G. Liao, and Y.-C. Li, "Artificial neural network to predict skeletal metastasis in patients with prostate cancer," Journal of Medical Systems, vol. 33, no. 2, pp. 91–100, 2009.

[28] A. V. D'Amico, R. Whittington, S. B. Malkowicz et al., "Pre-treatment nomogram for prostate-specific antigen recurrence after radical prostatectomy or external-beam radiation therapy for clinically localized prostate cancer," Journal of Clinical Oncology: Official Journal of the American Society of Clinical Oncology, vol. 17, no. 1, pp. 168–172, 1999.

[29] A. V. D’Amico, "Risk-based management of prostate cancer," New England Journal of Medicine, vol. 365, no. 2, pp. 169–171, 2011.

[30] M. W. Kattan, M. J. Zelefsky, P. A. Kupelian et al., "Pre-treatment nomogram that predicts 5-year probability of metastasis following three-dimensional conformal radiation therapy for localized prostate cancer," Journal of Clinical Oncology: Official Journal of the American Society of Clinical Oncology, vol. 21, no. 24, pp. 4568–4571, 2003.

[31] M. J. Zelefsky, M. W. Kattan, P. Fearn et al., "Pre-treatment Nomogram Predicting Ten-Year Biochemical Outcome of Three- Dimensional Conformal Radiotherapy and Intensity-Modulated Radiotherapy for Prostate Cancer," Urology, vol. 70, no. 2, pp. 283–287, 2007.

[32] the EUREKA-2 consortium, D. Gabriele, B. A. Jereczek-Fossa et al., "Beyond D’Amico risk classes for predicting recurrence after external beam radiotherapy for prostate cancer: the Candidolo classifier," Radiation Oncology, vol. 11, no. 1, p. 23, 2016.

[33] D. Gabriele, A. Guarneri, S. Bartoncini et al., "An external validation of the Candidolo nomogram in a cohort of prostate cancer patients treated by external-beam radiotherapy," Radiation Oncology, vol. 16, no. 1, p. 85, 2021.

[34] S. B. Johnson, W. C. Jackson, J. Murgic, F. Y. Feng, and D. A. Hamstra, "Time to Nadir PSA," American Journal of Clinical Oncology, vol. 38, no. 5, pp. 465–471, 2015.

[35] F. B. Geera, M. Bulbul, R. B. Khaliu et al., "Nadir PSA is a strong predictor of treatment outcome in intermediate and high risk localized prostate cancer patients treated by definitive external beam radiotherapy and androgen deprivation," Radiation Oncology, vol. 12, no. 1, p. 149, 2017.

[36] T. Sasaki, T. Onishi, and A. Hoshina, "Cutoff value of time to prostate-specific antigen nadir is inversely correlated with disease progression in advanced prostate cancer," Endocrine Related Cancer, vol. 19, no. 5, pp. 725–730, 2012.

[37] T. Van den Broeck, R. C. N. van den Bergh, N. Arf et al., "Prognostic value of biochemical recurrence following treatment with curative intent for prostate cancer: a systematic review," European Urology, vol. 75, no. 6, pp. 967–987, 2019.

[38] B. O’Sullivan, J. Brierley, D. Byrd et al., "The EANM practice guidelines for bone scintigraphy," European Journal of Nuclear Medicine and Molecular Imaging, vol. 43, no. 9, pp. 1723–1738, 2016.

[39] A. Heidenreich, P. J. Bastian, J. Bellmunt et al., “EAU Guidelines on Prostate Cancer. Part 1: Screening, Diagnosis, and Local Treatment with Curative Intent–Update 2013,” European Urology, vol. 65, no. 1, pp. 124–137, 2014.

[40] A. Turpin, E. Girard, C. Baillet et al., "Imaging for metastasis in prostate cancer: a review of the literature," Frontiers in Oncology, vol. 10, p. 55, 2020.

[41] M. Picchio, E. G. Spinapoli, F. Fallanca et al., “[11C]choline PET/CT detection of bone metastases in patients with PSA progression after primary treatment for prostate cancer: comparison with bone scintigraphy," European Journal of Nuclear Medicine and Molecular Imaging, vol. 39, no. 1, pp. 13–26, 2012.

[42] B. Chen, P. Wei, H. A. Macapinlac, and Y. Lu, "Comparison of 18F-Fluciclovine PET/CT and 99mTc-MDP bone scan in detection of bone metastasis in prostate cancer," Nuclear Medicine Communications, vol. 40, no. 9, pp. 940–946, 2019.

[43] T. Lengana, I. O. Lawal, T. G. Boshomane et al., "68Ga-PSMA PET/CT Replacing Bone Scan in the Initial Staging of Skeletal Metastasis in Prostate Cancer: A Fait Accompli," Clinical Genitourinary Cancer, vol. 16, no. 5, pp. 392–401, 2018.

[44] R. Wang, G. Shen, M. Huang, and R. Tian, "The diagnostic role of 18F-choline, 18F-fluciclovine and 18F-PSMA PET/CT in the detection of prostate cancer with biochemical recurrence: a meta-analysis," Frontiers in Oncology, vol. 11, p. 2316, 2021.

[45] A. R. Zlotta, M. Remzi, P. B. Snow, C. C. Schulman, M. Marberger, and B. Djavan, "An artificial neural network for prostate cancer staging when serum prostate specific antigen is 10 ng./ml. or less," The Journal of Urology, vol. 169, no. 5, pp. 1724–1728, 2008.

[46] M. Han, P. B. Snow, J. I. Epstein et al., "A neural network predicts progression for men with Gleason score 3+4 versus 4+3 tumors after radical prostatectomy," Urology, vol. 56, no. 6, pp. 994–999, 2000.

[47] R. O. Alabi, M. Elmsrati, I. Sawazaki-Calone et al., "Comparison of supervised machine learning classification techniques in prediction of locoregional recurrences in early oral tongue cancer," International Journal of Medical Informatics, vol. 136, article 104068, 2020.
[49] L. Zhu, W. Luo, M. Su et al., “Comparison between artificial neural network and Cox regression model in predicting the survival rate of gastric cancer patients,” Biomedical Reports, vol. 1, no. 5, pp. 757–760, 2013.

[50] J. Zhu, J. Zheng, L. Li et al., “Application of machine learning algorithms to predict central lymph node metastasis in T1-T2, non-invasive, and clinically node negative papillary thyroid carcinoma,” Frontiers in Medicine, vol. 8, article 635771, 2021.

[51] D. Teodorović, M. Šelmić, and L. Mijatović-Teodorović, “Combining case-based reasoning with bee Colony optimization for dose planning in well differentiated thyroid cancer treatment,” Expert Systems with Applications, vol. 40, no. 6, pp. 2147–2155, 2013.

[52] P. Alongi, A. Stefano, A. Comelli et al., “Radiomics analysis of 18F-choline PET/CT in the prediction of disease outcome in high-risk prostate cancer: an explorative study on machine learning feature classification in 94 patients,” European Radiology, vol. 31, no. 7, pp. 4595–4605, 2021.