The significance of artificial intelligent technique in classifying various grades of agarwood oil
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ABSTRACT

Agarwood oil quality is often separated into two or three categories. This makes classifying agarwood oil quality using current methods difficult. Current approaches rely solely on human perception to determine the quality of agarwood, whether in raw material or oil. This technique has other undesirable implications. It can affect the human sensory system, particularly the eyes and nose. Categorization takes time, which is a considerable expense to succeed in this method. As a result, a new classification system should be devised. The chemical components in agarwood oil are used to classify it in this study. In this study, samples with preprocessing data from two to five quality levels were used. The purpose is to categorize this data based on its qualities and analyze whether this new quality group is acceptable. The K-nearest neighbours (KNN) approach was used to classify all samples and their properties for this dataset. All samples may be correctly classified by grade without any errors. This shows the chemical compound-based classification of agarwood oil can be retained. With these findings, future agarwood oil research may focus on building a new classification.
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1. INTRODUCTION

It is generally known that agarwood oil is one of the most in-demand oils on the market today. Despite the fact that each agarwood oil is fairly expensive, especially those of higher grade, this product continues to attract orders from perfume connoisseurs almost all the time. Agarwood is frequently used in the creation of medicine, fragrances, and as a burner in religious rituals, ethnocultural festivities, and others.

However, the process of grading agarwood oil is only done by those who are experienced in the search for agarwood trees. They will evaluate the physical terms of agarwood oil, which is, by looking at the concentration of its colour and also by evaluating the level of odour emitted by agarwood oil. These are the two main methods they use to determine whether the agarwood oil is of high quality or low quality. Unfortunately, this implementation will have some adverse effects, including weakening the ability of the eyes and nose involved, requiring a long period of time to run the process, and also requiring a high cost to carry out such a long classification process.

Thus, transformation in the agarwood oil classification process needs to be implemented. With the advancement of technology today, scientific methods should be implemented in order to conduct the
classification of agarwood more accurately and in detail. The chemical compounds that exist in agarwood oil can be used to determine its quality. Even from just two levels of grading (high and low quality), it can also be expanded to four or five quality levels. It has been proven before. Previous researchers, as in [1], have successfully established up to five classifications for the quality of agarwood oil.

In order to continue the efforts in the study on the transformation of the agarwood oil quality classification process, this study has been conducted based on these previous findings. The classification process for the classification of the five qualities of agarwood oil using artificial intelligence has been implemented. The goal of this implementation is to find out if the classification based on these agarwood oil components is acceptable or not.

In previous studies, several techniques have been used in validating the classification of agarwood oil, especially for two qualities of agarwood oil. Among the techniques are support vector machines (SVM), artificial neural networks (ANN), radial basis functions (RBF), multilayer perceptron, and more as mentioned in [2], [3]. However, for this study, the K-nearest neighbours (KNN) technique was chosen and has been assigned as artificial technique to validate the classification of five qualities of agarwood oil. The MATLAB software platform version r2020a was used for the entire study.

2. THEORETICAL WORK

This section is divided into three subsections. The first focuses on the history, trading and benefits of agarwood oil. The second point of emphasis is on the KNN technique. The third section describes the standard performance measures that are commonly used to evaluate the performance of classification models.

2.1. Agarwood oil

Agarwood is not the only name used for it. Among the many other names for agarwood are: gaharuwood, aloeswood, eaglewood, and many more [4]-[7]. Agarwood has been used in the manufacture of medicine, as a major ingredient in the production of perfumes, and as a source of burning for religious ceremonies or festivals since time immemorial [7], [8]. This shows that this agarwood is very close to human life. It is hilly when, to this day, the demand for it remains high in the market [9]. Demand for agarwood usually comes from countries such as China, Japan, India, the United Arab Emirates, and Saudi Arabia [10].

In short, most agarwood can be found around the archipelago, such as Malaysia, Indonesia, Thailand, Cambodia, Vietnam, Laos, and others [11]. Usually, the agarwood that exists in the archipelago is from the species Aquilaria, which comes from the family of Thymelaeaceae [1], [4]. The process of discovering agarwood is not simple. It can only be found by those who are well-versed in the throughs and breakaways of the forest.

In terms of quality classification, the process uses human senses such as the nose and eyes [12]. Those who are experts will assess the level of color concentration of agarwood oil as well as evaluate the level of odor emitted by agarwood oil. These two evaluations will determine whether the agarwood oil evaluated is high quality or not. This method of classification is still used to this day. However, this method cannot be continued as it will continue to adversely affect those who make assessments on an ongoing basis. Certainly, the use of the eyes and nose at their maximum level at all times will affect their function and body health. In addition, making an assessment one by one takes a long time to complete the classification process and certainly requires a high cost to complete each batch of classification [12].

Thus, an in-depth study has been conducted in an effort to establish a new method to make this agarwood oil classification. Previous studies have found an idea to solve this problem by using chemical compounds to determine the quality level of agarwood oil [13]. As a result, the classification of agarwood oil based on the proportion of chemical components in agarwood samples will be varied using the KNN technique in this study.

2.2. K-nearest neighbors (KNN) technique

The KNN technique is a supervised machine learning approach that can be applied to classification and regression issues [14]-[17]. However, it is mostly employed in the industry to solve categorization issues. The KNN method is based on the Supervised Learning approach and is one of the most basic machine learning algorithms [18]-[21]. The KNN method assumes that the new case/data and existing cases are comparable, and it places the new case in the category that is most similar to the existing categories. The KNN algorithm saves all existing data and classifies fresh data points according to their similarity. This implies that new data present can be quickly sorted into a well-suited category using the KNN algorithm as it arises [22]-[23]. The KNN algorithm is a non-parametric algorithm, which means it makes no assumptions about the data [24], [25]. It's also known as a "lazy learner" algorithm since it doesn't learn from the training set right away; instead, it saves the dataset and performs an action on it when it comes time to classify it [26].
The KNN method simply saves the information during the training phase, and when it receives new data, it classifies it into a category that is similar to the new data.

Assume that there are two categories, Category A and Category B, and that we have a new data point (X1), which will fall into one of these categories. A KNN method was required to address this situation. The new data point may readily identify the category or class of a dataset with the use of KNN as shown in Figure 1.

Figure 1. The KNN technique concept [27]

2.3. Standard performance measure

The purpose of performance measurements in a categorisation is to investigate the categorization system's behaviour and abilities. The categorization system is based on a number of factors. The examples of performance measure used such as confusion matrix, accuracy, specificity, sensitivity, precision, error rate, mean square error (MSE), error rate, receiver operating characteristic (ROC), curve analysis, and regression [28]-[30].

A confusion matrix is a two-dimensional matrix with two parameters: the matrix row and matrix column. The matrix column represents the desired class or classification for that particular datum, whereas the matrix row represents the actual class or datum under test. The matrix is investigated in order to assess the performance of many classifiers in vision systems. This matrix has the benefit that previous knowledge about the classifier is a type of confusion matrix, which is useful for generating response vectors and rankings [28].

The level of uncertainty in a measurement with regard to an absolute standard is known as accuracy [30], [31]. The influence of mistakes due to gain and offset settings is frequently included in accuracy criteria. Offset errors can be expressed in volts or ohms, and they are independent of the concentration of the original signal being analysed. The formula of accuracy as shown in (1).

\[
\text{Accuracy} = \frac{(TP+TN)}{(TP+FP+FN+TN)} \tag{1}
\]

Sensitivity is a numerical value. The tiniest absolute amount of change that a measurement can detect [32]. As shown in (2) is the formula of sensitivity.

\[
\text{Sensitivity} = \frac{TP}{(TP+FN)} \tag{2}
\]

The proportion of genuine negatives that are accurately recognised as such, as well as the percentage of healthy persons who are correctly diagnosed as not having the ailment, is measured by specificity, also known as the true negative rate [33]. Calculation of specificity as (3).

\[
\text{Specificity} = \frac{TN}{TN+FP} \tag{3}
\]

The measurement's precision refers to its repeatability. Measure a steady state signal several times, for example. If the values are close together in this scenario, the precision or repeatability is high [28]. The values don't have to be genuine values; they can just be grouped together. The difference between the average of the measurements and the actual outcome called precision. The formula of precision as shown in (4).
\[ \text{Precision} = \frac{TP}{(TP+FP)} \] (4)

3. METHOD

The process of verifying the quality of each agarwood sample is done in an orderly and neat manner as shown in Figure 2. Basically, this process was divided into three stages. First stage was the data pre-processing. Second stage was the development of classification model using KNN algorithm. Third stage was covered by the evaluation of model performance.

![Process flow in the implementation of agarwood oil quality verification using the KNN classification model](image)

600 samples of data consists of five different qualities of agarwood oil: Supreme, High, Medium High, Medium Low, Low quality.

1. Data normalization.
2. Data randomization.
3. Data division (80%:20%) using ‘Holdout’ for training dataset and testing dataset.

- Varying the training dataset using Euclidean (Nearest neighbors search method)
- Performance criteria:
  1. Confusion matrix
  2. Accuracy
  3. Sensitivity
  4. Specificity
  5. Precision

- 1. Each quality is clearly classified.
- 2. Characteristics that are similar for each data set from the same quality group
- 3. Distinctive characteristics for each data set from various quality groups

Initially, this data only grouped by three different quality groups. It includes high, medium, and low quality. After that, all the sample data was weighed through the process of statistical analysis, and the identification of new characteristics of agarwood oil according to quality was also made. Thus, a new data set of agarwood oil samples was produced with five quality differences after visual validation was done on them. These five new quality groups include supreme, high, medium high, medium low-, and low-quality groups.
In total, the sample data included 600 samples, with each recording the percentage abundance of eleven chemical compounds.

All sample data is pre-processed before being used to develop a classification model to classify the quality of agarwood oil. All the sample data was normalized before the arrangement was randomized in this method. Finally, the sample data was separated into two groups: training and testing datasets, with an average ratio of 80 to 20%. Holdout's validation is used in this isolation.

After the data pre-processing is carried out, the model for the classification is designed. Training datasets (480 sample of data) were used to construct this classification model. As previously discussed, the KNN algorithm was used as the classification technique for this model. This KNN algorithm requires the nearest neighbor search method to allow it to make a classification for each sample. Therefore, the "Euclidean" nearest neighbor search method has been adapted.

The testing dataset (120 sample of data) is used to evaluate the capabilities of the KNN classification model once it has been developed. It is at this step that the re-grading performed on the sample data at an earlier level can be applied or not. Evaluation of performance measure will cover the confusion matrix, accuracy, specificity, sensitivity, and also precision.

4. RESULTS AND DISCUSSION

Figure 3 shows that the position of the supreme cluster is quite accurate and precise, making the classification between the supreme cluster and other quality clusters easy. This is because it can be clearly seen that there is a gap between the supreme group and the high-quality group. Certainly, this behaviour facilitates the classification of the model to identify the differences in the features that exist for each sample.

Figure 3. 3-Dimension graph of testing dataset for supreme and high-quality agarwood oil samples

There is also a gap between the low, medium-low, and medium-high quality clusters, as seen in Figure 4. This raises optimism about the classification's ability to reliably determine the quality of each sample data set. As shown in Figure. 5, it has been proved that the initial result shown in the 3-demension graph in Figures 3 and 4 were accurate. Because, based on the confusion matrix table in Figure 5, no classification error occurs when the testing process is conducted against the KNN classification model.

As a result, the percentage value for accuracy, sensitivity, specificity, and precision were calculated to be 100% as shown in Table 1. The ability to accurately categorize agarwood oil sample data based on its quality has led to the great outcomes for this performance measure. Furthermore, as previously said, the graph's results reveal that each quality groups were clearly classified with a gap between one the others. Also, with the specific distinctive characteristics (the abundance of significant chemical compounds) for each dataset from various quality groups was affects the result. As conclusion of this discussion, the KNN technique was capable to identify the qualities of each of the agarwood oil samples with excellent performance.
5. CONCLUSION

In general, relating to the proportional abundance of major chemical components can provide a more complete and accurate categorization of agarwood oil qualities. As a consequence, the prior study was able to create a data set of agarwood oil samples with five different quality clusters. Based on that, this study was undertaken to classify the data gathered using an artificial intelligence technique (K-nearest neighbors technique) in order to examine if the characteristics of each group could scientifically contribute to the categorization process. Finally, the scientific categorization of agarwood oil data sets can be successfully accomplished. The KNN technique's capacity to accurately identify each set of data according to its quality is particularly impressive. These results were affected by several factors, as mentioned in the results and discussion sections before. Next, regarding the performance measure, when no categorization mistakes occur, this will undoubtedly add to the measurement assessment outcomes. As a result, accuracy, sensitivity,
specificity, and precision are indeed very high. As a result, the development of this KNN classification in generating a classification of up to five different qualities of agarwood oil data sets in huge quantities gives fresh hope to the interest in learning about developing a standard classification method for agarwood oil.
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