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We present an initialisation method for variational quantum algorithms applicable to intermediate scale quantum computers. The method uses simulated annealing of the efficiently simulable Clifford parameter points as a pre-optimisation to find a low energy initial condition. We numerically demonstrate the effectiveness of the technique, and how it depends on Hamiltonian structure, number of qubits and circuit depth. While a range of different problems are considered, we note that the method is particularly useful for quantum chemistry problems. This presented method could help achieve a quantum advantage in noisy or fault-tolerant intermediate scale devices, even though we prove in general that the method is not arbitrarily scalable.

I. INTRODUCTION

Intermediate Scale quantum devices are rapidly improving and are potential candidates for demonstrating quantum advantage. While algorithms such as the phase estimation [1, factorisation [2] or Deutsch-Jozsa [3] are too resource intensive to demonstrate quantum advantage on current devices, intermediate scale devices have inspired an important class of hybrid classical-quantum algorithms based on classical optimisation – Variational Quantum Algorithms (VQA) [4–6]. Device noise is a significant barrier to achieving supremacy with VQAs on noisy Intermediate Scale Quantum (noisy ISQ) devices [7]; however, due to their ability to efficiently estimate classically intractable cost functions, VQAs remain a possible candidate for demonstrating quantum advantage on small, or intermediate scale error corrected devices. This class of algorithms divides an eigenvalue problem into a classical optimisation task, using a quantum computer to estimate the cost function. The calculation of the cost function requires only a relatively short quantum circuit, replacing the requirement for deep circuits and ancillary qubits with a run-time overhead. The Variational Quantum Eigensolver (VQE), is a specific variational algorithm that aims to minimize the expectation value of a given Hamiltonian. The VQE is sufficiently flexible to solve many optimization problems, including MAXCUT [8, 9], portfolio optimisation [10], financial transaction settlement [11], and finding the ground state of solid-state Hamiltonians [12] or interacting fermions [13].

The VQE has had some initial success in demonstrating simulations of quantum chemistry energy levels within the chemical accuracy [14], exotic phases of matter such as time crystals [15], and high energy physics [16]. However, scalability remains a concern as the numbers of qubits and parameters increase [17], notwithstanding the issue with noise [7]. The main obstacles to scalability are the onset of barren plateaus [18, 19] and the trade-off between expressibility and trainability [20] of a parameterized quantum circuit.

To tackle these problems, we propose a classical initialization strategy for the VQE: the Clifford Circuit Pre-Optimisation, which classically searches for a good initial condition before running the VQE on device. Clifford circuits are quantum operations that map Pauli strings to Pauli strings, and when applied to an initial stabilizer state (i.e. an eigenstate of a Pauli string), the resulting measurement outcomes are known to be efficiently simulable [21]. This pre-optimisation can help avoid barren plateaus and remove the influence of device noise during the classical optimisation. Given an ansatz circuit consisting of parameterized \( R_z \), \( R_x \), and \( R_y \) rotations as well as CNOTs, there exists a finite set of parameters (Clifford points) such that the final quantum state is a stabilizer state and Pauli measurement outcomes are classically simulable. Since stabilizer states are uniformly distributed in the Hilbert space, one can envisage a search algorithm over these discrete points to seek a good initialization. In this work, we consider classical annealing with threshold resetting as the search method, however, in writing the current manuscript, we became aware of a complimentary work using Bayesian optimisation with encouraging results [22].

A good initialization needs not just to minimize the cost function; ideally we would like an initialization with both low cost, and high gradient. This gradient can be efficiently evaluated using the parameter-shift rule [23], which itself also only requires Clifford circuits for a suitable choice of parameters.

In this paper, we initially study the advantages of the Clifford pre-optimization by considering the initial condition with low cost before running the continuous parameter variational optimisation. We numerically show how Clifford pre-optimisation works with different Hamiltonian models, and that starting at a low-
cost initial condition drastically reduces the gradient descent times. In section II we overview the Clifford pre-optimisation method, comparing and contrasting it to standard continuous parameter VQE. We then present numerical results in section III for quantum chemistry, Transverse Field Ising Model (TFIM), and Binary optimisation problems using the Quantum Approximate Optimisation Algorithm (QAOA). We also investigate the relationship between ansatz types, circuit depth and numerical scalability. Finally, in section IV we use a counting argument to show the method is not arbitrarily scalable, but is still relevant for pushing true quantum advantage for ISQ circuit sizes of several tens of qubits.

II. CLIFFORD PRE-OPTIMISATION

The VQE algorithm requires a parameterised ansatz circuit $U(\theta)$ to construct the trial wave function $|\psi(\theta)\rangle$, combined with a classical optimisation that minimizes the expectation value $\langle \psi(\theta) | H | \psi(\theta) \rangle$ for some operator $H$ (which is decomposed into a weighted sum of Pauli strings). Selecting the structure and initial parameters for this ansatz circuit is an active area of VQE research [19, 23-26]. For typical ansatz circuits, there is a finite set of parameter points that implement a Clifford circuit, with the resulting states being the so-called stabilizer states, Fig. 1 (a). In the following we make use of the Gottesman-Knill theorem [27] to efficiently classically sample the cost function (over these Clifford circuit-parameterized stabilizer states) before any quantum hardware is needed. A hardware-efficient Clifford circuit can be constructed by restricting the parameter angles in single-direction rotation gates, Fig. 1 (b). Alternatively, one could consider a regular circuit of random single qubit Clifford gates between entangling C-NOT (or other two-qubit Clifford) layers, and later decide which possible angles to relax for a continuous variable circuit.

For some problems the Clifford points of the relevant ansatz may not be the physically interesting part of the variational parameter space, e.g. small perturbations using the Universal Coupled Cluster ansatz [28]. For the present work, we restrict our analysis to the problem agnostic ansatz, where the physically relevant part of the variational parameter space is unknown. Before presenting numerical results, we first consider in which case this Clifford pre-optimisation search may be useful and identify potential limitations.

Implementations of continuous parameter VQE are known to have a trade-off between expressibility and trainability [20]. The same problem is expected in the stabilizer pre-optimisation: (i) the ansatz may not be sufficiently expressive to include the best stabilizer state (i.e. the stabilizer state that minimises the energy), or (ii) the circuit can express too many stabilizer states and the pre-optimisation itself becomes difficult. If there are too many parameters, the finite-size ansatz begin to approximate a 2-design [29], where barren plateaus and uniform cost function conditions apply [18]. Thus, the right number of parameters and circuit design will be the key to a successful Clifford pre-optimisation.

For quantum chemistry tasks, a Fermion-to-qubit transform, e.g. Jordan-Wigner [30], Parity [31], or Bravyi-Kitaev [32], is required to generate a suitable qubit Hamiltonian. This transform has a direct impact on “where” (in Hilbert space) the ground state is located, in contrast to parametrically accessible stabilizer states which are fixed in the Hilbert space. Hence different Fermion-to-qubit transforms may be more or less suitable for pre-optimisation given a particular hardware-efficient ansatz. Unfortunately, it is not possible to a priori know the best transform, but running the stabilizer search over each transform is a linear overhead and the best transform for the quantum device can therefore be selected in a scalable way.

Finally, we note that a given Pauli string has far more 0 expectation value stabilizer states than ±1 eigenvalue stabilizers, and therefore the expectation value of a Pauli string with a random stabilizer state is likely zero. These

![FIG. 1. (a) Schematic representation of Clifford searching for the VQE, with crosses depicting the stabilizer states in the Hilbert space. A circuit typically parameterizes a subset (darker crosses) of all stabilizer states — generally including the logical Z-basis states (blue crosses). A cost function can be efficiently classically simulated at these points, and a pre-optimisation method can be used to find a state close to the VQE target state (green dot). (b) A hardware efficient ansatz can become a Clifford circuit by restricting ($\theta_i$)-parameterised rotations to a finite set, shown here as single direction Pauli rotations with angles being multiples of $\pi/2$.](image-url)
zero expectation value states give no information to the optimiser resulting in a barren plateau-like flattening of the optimisation landscape. Higher numbers of non-commuting Pauli strings will help combat this, hence the more Pauli strings, the more likely a given stabilizer state will give you useful information. These arguments are expanded in detail in section [IV] but for now we simply postulate that Hamiltonians with more (non-commuting) Pauli strings may be better suited to Clifford pre-optimisation. Hence the Clifford pre-optimisation cannot be expected to be useful for all problems at every scale. Since quantum chemistry problems typically require many non-commuting Pauli strings, we might expect that the stabilizer search is more useful for chemistry problems compared to binary optimisation (e.g. QAOA), or quadratic condensed matter interactions.

III. NUMERICAL RESULTS

Here we consider several example problems to test the pre-optimisation method. Different Hamiltonians are chosen to span local (MAXCUT and Ising model) and global (quantum chemistry examples) cost functions. Here the distinction between local and global loosely refers to how many non-identity Pauli operators are in each of the Pauli strings in the decomposition of the Hamiltonian [33]. Furthermore, we investigate the effect of ansatz circuit type, circuit depth, and Fermion-to-qubit transformations (for quantum chemistry problems) on the pre-optimisation. In each case, simulated annealing with a threshold resetting method is used to optimize each Clifford circuit. Our annealing method begins with random Clifford parameters and changes two Clifford gates each iteration, keeping the new gates if a lower energy state is found, and probabilistically keeping the new gate if a higher energy state is found (see appendix [A] for details).

FIG. 2. Comparison of different ansatz types (rows), ansatz depths (columns), and Fermion transforms (line colours) for a linear chain of eight hydrogen atoms (see inset). The energy curve is obtained from ten thousand iterations of Clifford pre-optimisation, with no quantum VQE. Grey dashed lines show ground and first excited states obtained via exact diagonalization. The real-valued ansatz of depth two, and Trotter ansatz of depth five perform equally well at approximating the ground state energy for low bond lengths. The Trotter ansatz at depth two is insufficiently expressive, while the real-valued ansatz at depth five is over parameterized. The plots highlight how the pre-optimisation is not a panacea to all problems, and the ansatz structure, depth and Fermion-to-qubit transform each play an interesting role. Further on-device VQE is necessary to find better energy solutions (e.g. up to chemical accuracy). We note that these curves are found classically and can therefore be used to select the best ansatz for on-device optimisation.

For MAXCUT, $w_{ij}$ is the graph adjacency matrix and $g_x = g_z = 0$, while for the TFIM $w_{ij} = J\delta_{i+1}^j$ with coupling constant $J$ (and Kronecker-delta $\delta_{ij}$), and $g_x (g_z)$
the transverse (longitudinal) field. Other constrained and unconstrained quadratic binary optimisation problems can be written in this Ising-like form \[11, 34\]. While the TFIM Hamiltonian is a local cost function Hamiltonian, it is known to have a phase transition where the ground state exhibits volume law entanglement \[35\], allowing the potential for a non-trivial stabilizer state to be found via the Clifford search.

As well as different types of Hamiltonians and transforms, we compare the performance of different types of ansatz: (i) an ansatz that parameterizes only real-valued stabilizer states, consisting of only controlled $Y$ rotations and CNOT gates, (ii) an ansatz inspired by the Trotterized unitary for the TFIM Hamiltonian that allows complex-valued stabilizer states, and (iii) for the MAXCUT task we consider the standard QAOA ansatz. The real-valued and QAOA ansätze are more constrained than the trotterized ansatz and parameterise fewer stabilizer states for a given depth, but may be more suited to problems with known real-valued ground state eigenvectors, such as some quantum chemistry problems and binary optimisation. It turns out however, that this is not necessarily the case, as we shall later show.

A. Quantum chemistry

Fig. 2 shows the effect of ansatz type, ansatz depth, and Fermion transform for a chain of eight hydrogen atoms. The $H_8$ chain is parameterized by the dimerisation length (see inset in Fig. 2), and the plots show the best expectation value found over $10^4$ iterations of simulated annealing of the Clifford circuits (see appendix A). The real ansatz outperforms the Trotterized ansatz at depth $D = 2$, indicating the Trotterized ansatz struggles to parameterize Clifford points close to the ground state despite having the same entanglement structure. In contrast, the Trotterized ansatz performs better at depth $D = 5$ as it allows more flexible (complex valued) stabilizer states. Interestingly, although the depth $D = 5$ real-valued ansatz can parameterise a super-set of the $D = 2$ stabilizer states, it performs significantly worse. We attribute this to ansatz over-parameterization as the circuit expressibility and parameter dimension are both significantly increased. Correspondingly the $D = 2$ Trotterized ansatz is underparameterized, as the more complex (and more difficult to optimize) $D = 5$ circuit seems to find a good solution. There is also a noticeable difference between the Fermion transforms: each transform results gives a different set of weights and Pauli strings, and therefore the ground state has different coefficients in the logical basis. This places the ground state at different parts of the Hilbert space, and therefore has different projections onto the set of circuit-accessible stabilizer states.

While here it looks like the Bravyi-Kitaev slightly underperforms compared to the Parity and Jordan-Wigner maps, we have no current understanding as to if this is expected in general.

Next, we consider the ten qubits $H_2O$ Hamiltonian with varying O-H bond length and H-O-H bond angle, Fig. 3. Again we note the parity transform outperforms the Jordan-Wigner transform (Fig. 3). In both transformations, there is a noticeable bias in the minimum towards shorter bond lengths, and larger bond angles. That is, Clifford pre-optimisation finds a more accurate energy solution near shorter bond lengths and larger bond angles. Since quantum chemistry Hamiltonians have far more Pauli strings (typically $O(poly(n))$) compared to solid-state ($O(n^2)$), we expect them to benefit the most from circuit-agnostic Clifford pre-optimisation, due to the higher probability of finding non-zero expectation value stabilizer states.

B. TFIM

Here we benchmark the Clifford pre-optimisation with an eight-qubit TFIM Hamiltonian, with varying $g_x/J$ and $g_z/J$ fields (see Eq. \[1\] with $w_{ij} = J\delta_{i,j+1}$). Fig. 4 shows the Clifford search finds low energy states for low fields, but begins struggling for higher fields. We also plot the solution after two hundred rounds of continuous parameter SPSA descent to resolve the effects of pre-optimisation and circuit expressibility. For $g_x = g_z \approx 0.9$, the ground state exhibits long-range entanglement; however, since the continuous parameter gradient decent (using Simultaneous Perturbation Stochastic Approximation — SPSA) quickly converges within two hundred iterations, this suggests the ansatz is sufficiently expressive for the required entanglement, but a non-trivial stabilizer solution isn’t found.

For $g_x \geq g_z$, the Clifford ansatz finds the $X_i$ stabilizer states (i.e. the eigenstate of each of the Pauli $X_i$ operators), independent of the $g_y$ field. This can be understood by noting that $Z_i$ generates $Z_i Z_{i+1}$ terms in the stabilizer group (i.e. all $Z_i Z_{i+1}$ are products of the single $Z_i$ operators), thereby giving correlated eigenvalues as they all commute. These correlations preclude a low energy solution: the low energy (i.e. -1 eigenstates) states of $Z_i$ and $Z_{i+1}$, result in a positive energy contribution for $Z_i Z_{i+1}$ (i.e. a +1 eigenstate), while no such restriction applies for $X_i$ and $X_{i+1}$ stabilizers. Likewise, all low energy (i.e. odd parity) stabilizer states of $Z_i Z_{i+1}$ will give identically zero energy for $X_i$, $X_{i+1}$ terms, and zero energy for $Z_i + Z_{i+1}$ terms\[36\]. For large $g_x$, the Clifford pre-optimisation simply finds the ground state of the $J = g_y = 0$ Hamiltonian, and there appears to be little benefit in running it. This emphasises that Clifford pre-optimisation can be parameter-specific and not just problem-specific.

Following this logic, we could expect that when the Hamiltonian contains many non-commuting equally weighted Pauli strings, the lowest energy Clifford state may not give a good ground state estimate. Nonetheless, in some cases (e.g. $g_z \approx g_x$) it can give a substantially
better initial condition, thereby allowing a continuous parameter VQE optimisation to convergence faster.

C. MAXCUT Problem

Finally, we consider Clifford pre-optimisation for the MAXCUT problem. The MAXCUT task is qualitatively different from quantum chemistry and TFIM tasks, as all of the $O(n^2)$ Pauli Strings commute with each other. Furthermore, it is an example of a fundamentally classical problem of unconstrained quadratic binary optimisation.

When the ansatz circuit is not expressive enough to include the ideal stabilizer state (i.e. the solution), one might expect the Clifford search to be unsuccessful in finding a low expectation value initialisation. Interestingly, this is also the case for the problem-specific (QAOA) ansatz circuits. The QAOA ansatz can be readily tuned to a Clifford circuit (by setting all parameters to be multiples of $\pi/2$). However, due to the constrained nature of the circuit, the stabilizer search is not a useful initialisation strategy. For binary optimisation problems the target state is a logical basis state, and while there are guarantees that the optimal circuit gets close to the target basis states, the circuit cannot exactly parameterize a good stabilizer state. We note that since the target state is a logical basis state, the optimal Clifford ansatz is constructed only from a single layer of single-qubit X-gates — in which case the Clifford search trivially becomes identical to an implementation of classical simulated annealing.

IV. SCALING

Here we analytically argue that a Clifford based initialisation is not arbitrarily scalable, but due to practical considerations, may still be useful for VQE tasks involving several tens of qubits. In agreement with the numerical results above, we show that the method is particularly
the Hamiltonian (stabilizer states that give a non-zero expectation value to asymptotically. commuting Pauli strings also becomes vanishing small finding a single stabilizer state that is stabilized by two $N$ while the total number of stabilizer states is given by which can be stabilized by a single $n$ $|s\rangle$ Pauli strings $P_i$ and coefficients $c_i$. Stabilizer states $(|s\rangle)$ either return zero expectation value $\langle s|P|s\rangle = 0$ for a Pauli string $P$, or are eigenstates $P|s\rangle = \pm |s\rangle$, in which case $P$ is said to stabilize $|s\rangle$.

Following Ref. [21], the number $N_P$ of stabilizer states which can be stabilized by a single $n$ qubit Pauli string is $N_P = S(n-1)$, with

$$S(n) = 2^n \prod_{k=1}^{n} (2^k + 1)$$ (2)

while the total number of stabilizer states is given by $N_T = S(n)$. $N_P$ is exponentially smaller than $N_T$. Hence, for a Hamiltonian which is decomposed into $\text{poly}(n)$ Pauli strings, the probability of getting a non-zero expectation value becomes vanishing small asymptotically. Therefore in the most general case, to keep up the scaling of the stabilizer state space, the number of Pauli Strings in the Hamiltonian must also grow exponentially. Furthermore, anti-commuting Pauli strings do not share any stabilizers, and two commuting strings share a set of $N_C = S(n-2)$ common stabilizers. Hence, finding a single stabilizer state that is stabilized by two commuting Pauli strings also becomes vanishing small asymptotically.

Combing the above counting arguments, the number of stabilizer states that give a non-zero expectation value to the Hamiltonian ($N_H$) has an upper bound, $N_H < N_T^2 M$, where $M$ is the number of terms in the Pauli decomposition of $H$. If $M$ scales as $\text{poly}(n)$, then the Hamiltonian cannot escape the fate of having an exponentially shrinking size of stabilizer states, giving an effective barren plateau for Clifford points. This exponentially growing zero-eigenvalue stabilizer state will become the main obstacle to scaling up the Clifford pre-optimisation, and is equivalent to the barren plateau in the continuous parameter case. Nevertheless, stabilizer state pre-optimisation is useful for device bench-marking, and possible (non-scalable) small-scale demonstration of quantum advantage, and selecting useful ansatz circuits.

For less-than-linear depth circuits, the number of accessible stabilizer states is far smaller than the (exponential in $n^2$) number of all stabilizer states, $N_T$ (this is also the case for any depth circuits with a restricted number of parameterized gates). This smaller set of circuit-constrained set of states could allow a higher-than-random chance of a given state being stabilized by Pauli strings in the Hamiltonian. This has the potential for limited scalability of classical preoptimisation, perhaps into the quantum advantage regime, see Fig. 5. Moreover, classically finding a good initial state, or suitable ansatz circuit will allow increased throughput of quantum devices.

Section III showed the quantum chemistry problems (with their many groups of non-commuting Pauli strings), benefited more from the Clifford search, when compared to the TFIM (with only two groups of non-commuting Pauli strings), or MAXCUT (where all Pauli strings commute). Scaling arguments notwithstanding, the more non-commuting Pauli strings in the Hamiltonian, the more useful a stabilizer state search. We reiterate that quantum chemistry problems fit this paradigm, suggesting that quantum chemistry problems, in contrast to binary optimisation and solid-state models, are particularly well suited to stabilizer pre-optimisation in the ISQ regime.

V. CONCLUSION

In this paper, we presented Clifford pre-optimisation; a classical tool that reduces the load on the quantum part for the VQE. This algorithm optimizes for stabilizer states accessible from a given quantum circuit (with the aid of Clifford gates) to minimize a cost function. Many stabilizer states are accessible by a parameterized circuit, and these uniformly distributed, problem independent states, make them ideal for comparing the cost functions before a quantum device is used for full continuous parameter optimization. The total number of stabilizers scales faster-than-exponentially with the number of qubits (exponential with $n^2$), but exponentially with the number of ansatz parameters, thereby highlighting the importance of the ansatz circuit. Furthermore, the number of stabilizer states that are Pauli string eigenvalues also scales exponentially in $n^2$ (although it is exponen-
tially small compared to the total numbers of stabilizer states), but a given restricted depth ansatz circuit does not uniformly sample all states, potentially allowing more useful states to be found.

We presented numerical studies using Clifford circuit annealing as the pre-optimisation method for quantum chemistry, TFIM, and QAOA problems. We unraveled the effects of circuit choice, Hamiltonian structure (global, local, and the number of commuting/non-commuting Pauli terms), and Fermion transform on the pre-optimisations performance. We identified that the Clifford search finds a single stabilizer of a (commuting) set of Pauli strings in the cost function, and this is not necessarily the maximally commuting set, Fig. 3.

Our results show that Clifford pre-optimisation provides a powerful new method to lower the cost of required quantum processing time but pushing the classical limit of the VQE. The method is useful for both device bench marking, and likely (albeit not provably) useful for ISQ quantum advantage, in particular for quantum chemistry problems, Fig. 2 and 3. However, we noted that for many qubits and deep circuits, the counting arguments of Sec. IV show the eventual onset of a barren plateau, and limit the arbitrary scalability of the method, even when individual Clifford circuits themselves are efficiently evaluated.
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Appendix A: Clifford circuit annealing

Here we provide a detailed description of the Clifford pre-optimisation algorithm. The ansatz circuits we consider are (i) Complex valued ansatz that has the same structure as a Trotterized dynamics of an Ising model, and (ii) Real valued ansatz consisting of CX and parameterised R_y only, see Fig. 6. Note that for a given depth D and qubit count n the Trotter ansatz as D(3n − 1) parameters while the Real ansatz has Dn. Each parameter is an R_x, R_z or CZ (controlled Z) rotation. The algorithm considers the classically simulable sector of an ansatz quantum circuit, i.e. restricting parameterised rotations in the parameter vector $\theta = (\theta_1, \theta_2, \ldots, \theta_N)$ to each be multiples of $\pi/2$.

To minimize the state over this discrete set we consider classical annealing in the Clifford angles. This method randomly changes exactly two components (chosen heuristically) of the parameter vector $\theta$ — keeping the changed parameters in $\{0, \pi/2, \pi, 3\pi/2\}$ — to give a new $\theta'$. If the new cost $\langle \psi(\theta') | H | \psi(\theta') \rangle$ is lower than the previous cost $\langle \psi(\theta) | H | \psi(\theta) \rangle$, the updated $\theta'$ vector is accepted with probability one, otherwise the new $\theta'$ is accepted with probability $\exp(-\beta \Delta E)$ with $\Delta E = \langle \psi(\theta') | H | \psi(\theta') \rangle - \langle \psi(\theta) | H | \psi(\theta) \rangle$. Here $\beta$ is the effective inverse temperature and is set to be on the order of the (estimated) characteristic energy gap between low energy states. If this gap is unknown then beta may be chosen to be arbitrarily large corresponding to zero temperature annealing.

To stop the annealing algorithm getting stuck in a local minima we randomly reset the full $\theta$ vector if the annealing hasn’t found a better $\theta'$ point over the last $k$ iterations. For all plots we heuristically choose $k$ in the range of 400-1000. We note other annealing methods may be applicable, e.g. parallel tempering, or different (perhaps iteration-dependent) rules for selecting which individual $\theta_i$ parameters to update. Or other discrete optimisation algorithms, such as Bayesian optimisation.

The annealing trajectory is local in the parameter space (vector space of $\theta$), but can be non-local in terms of Hilbert space jumps of the resulting stabilizer state. There trajectory can therefore be dependent on the initial choice of the Clifford point. That can lead to initial condition-dependent local minima in the classical optimisation process. We note that our resetting after $k$ sequential non-improving evaluations helps prevent this issue. An example annealing iteration series in Fig. 7 shows the utility of threshold-dependent resetting in finding a good initial solution.

FIG. 6. Ansatz circuits used for TFIM and quantum chemistry problems. Trotterised inspired ansatz (with independent parameters for each control-Z and single qubit rotations in each layer) allows complex valued wave functions. The real-valued ansatz has only Y-rotations and control not gates and ensures the final wave function is real valued.
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FIG. 7. Plots shows ansatz circuit selection trajectories for three different quantum chemistry problems: (left) H\textsubscript{2}, (middle) H\textsubscript{4} and (right) H\textsubscript{6}, corresponding to four, six and eight qubits respectively (not including symmetry reduction). Rows correspond to different depth ansatz circuits, (top) depth one, (middle) depth three and (bottom) depth five, with the colors corresponding to the Trotter ansatz (blue) and real ansatz (orange). Line styles correspond to different dimer distances with a fixed inter dimer distance. Each curve is efficiently classically calculated and the set can be used to select an appropriate circuit for the on-device problem. Note the depth one real ansatz seems to find as good a solution as the depth five Trotter ansatz, but due to the few parameter, tends to find a good solution faster, and more consistently.

Appendix B: Clifford solution vs true ground states

Other than observing the exact ground state energy, we can compare the stabilizer state and the ground state solution through looking at their respective contribution from individual Pauli strings in the Hamiltonian. The set of expectation values also tells us about the amount of magic in the exact ground state solution, since a state with high magic will have expectation values that deviate from 1, 0, −1. If we observe a low magic ground state, it means that there is a stabilizer state that is close to the exact solution, which is good for the gradient descent. In the case of a high magic ground states (see Fig. 8), we can still find a stabilizer state with relatively low expectation value compared to random parameterisation. However, since the ground state solution is far from a stabilizer state, the stabilizer state found is not guaranteed to be close to ground state, and still may be difficult to optimise.
FIG. 8. Expectation values of each individual Pauli string in a nine-qubit TFIM Hamiltonian $H = \sum_i (Z_i Z_{i+1}) + 2Z_i + 2X_i$, comparing the exact expectation values (orange circles) and stabilizer solution (blue crosses). The stabilizer solution (constrained to be $\pm 1$ or zero) gets the general pattern of low/high correct, but with an emphasis on the $X_i$ stabilizer states as discussed in the main text.