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ABSTRACT. We consider the following parabolic system whose nonlinearity has no gradient structure:

\[
\begin{align*}
\partial_t u &= \Delta u + |v|^{p-1} v, \\
\partial_t v &= \mu \Delta v + |u|^{q-1} u,
\end{align*}
\]

in the whole space \( \mathbb{R}^N \), where \( p, q > 1 \) and \( \mu > 0 \). We show the existence of initial data such that the corresponding solution to this system blows up in finite time \( T(u_0, v_0) \) simultaneously in \( u \) and \( v \) only at one blowup point \( a \), according to the following asymptotic dynamics:

\[
\begin{align*}
u(x, t) &\sim \Gamma \left( t \right) \left( 1 + \frac{b|x-a|^2}{(T-t) \log(T-t)} \right)^{-\frac{(q+1)}{pq-1}}, \\
v(x, t) &\sim \gamma \left( t \right) \left( 1 + \frac{b|x-a|^2}{(T-t) \log(T-t)} \right)^{-\frac{(q+1)}{pq-1}},
\end{align*}
\]

with \( b = b(p, q, \mu) > 0 \) and \( (\Gamma, \gamma) = (\Gamma(p, q), \gamma(p, q)) \). The construction relies on the reduction of the problem to a finite dimensional one and a topological argument based on the index theory to conclude. Two major difficulties arise in the proof: the linearized operator around the profile is not self-adjoint even in the case \( \mu = 1 \); and the fact that the case \( \mu \neq 1 \) breaks any symmetry in the problem. In the last section, through a geometrical interpretation of quantities of blowup parameters whose dimension is equal to the dimension of the finite dimensional problem, we are able to show the stability of these blowup behaviors with respect to perturbations in initial data.

1. Introduction.

In this paper we are concerned with finite time blowup for the semilinear parabolic system:

\[
\begin{align*}
\partial_t u &= \Delta u + |v|^{p-1} v, \\
\partial_t v &= \mu \Delta v + |u|^{q-1} u,
\end{align*}
\]

in the whole space \( \mathbb{R}^N \), where

\( p, q > 1, \quad \mu > 0. \)

The local Cauchy problem for (1.1) can be solved in \( L^\infty(\mathbb{R}^N) \times L^\infty(\mathbb{R}^N) \). We denote by \( T = T(u_0, v_0) \in (0, +\infty) \) the maximal existence time of the classical solution \((u, v)\) of problem (1.1). If \( T < +\infty \), then the solution blows up in finite time \( T \) in the sense that

\[
\lim_{t \to T} (\|u(t)\|_{L^\infty(\mathbb{R}^N)} + \|v(t)\|_{L^\infty(\mathbb{R}^N)}) = +\infty.
\]
In that case, $T$ is called the blowup time of the solution. A point $a \in \mathbb{R}^N$ is said to be a blowup point of $(u, v)$ if $(u, v)$ is not locally bounded near $(a, T)$ in the sense that $|u(x_n, t_n)| + |v(x_n, t_n)| \to +\infty$ for some sequence $(x_n, t_n) \to (a, T)$ as $n \to +\infty$. We say that the blowup is simultaneous if

$$\limsup_{t \to T} \|u(t)\|_{L^\infty(\mathbb{R}^N)} = \limsup_{t \to T} \|v(t)\|_{L^\infty(\mathbb{R}^N)} = +\infty,$$

(1.2)

and that it is non-simultaneous if (1.2) does not hold, i.e. if one of the two components remains bounded on $\mathbb{R}^N \times [0, T)$. For the system (1.1), it is easy to see that the blowup is always simultaneous. Indeed, if $u$ is uniformly bounded on $\mathbb{R}^N \times [0, T)$, then the second equation would yield a uniform bound on $v$. More specifically, we say that $u$ and $v$ blow up simultaneously at the same point $a \in \mathbb{R}^N$ if $a$ is a blowup point both for $u$ and $v$.

In the case of a single equation, namely when system (1.1) is reduced to the scalar equation

$$\partial_t u = \Delta u + |u|^{p-1} u, \quad u(\cdot, 0) = u_0, \quad p > 1,$$

(1.3)

the blowup question for equation (1.3) has been studied intensively by many authors and no list can be exhaustive. Let us sketch the main results for the case of the equation (1.3). Considering $u$ a blowup solution to (1.3) and $T$ its blowup time, we know from Giga and Kohn [18] that

$$\forall (x, t) \in \mathbb{R}^N \times [0, T), \quad |u(x, t)| \leq C(T - t)^{-\frac{1}{p-1}},$$

for some positive constant $C$, provided that $1 < p \leq \frac{3N+8}{N-4}$ or $1 < p < \frac{N+2}{N-2}$ with $u_0 \geq 0$. This result was extended by Giga, Matsui and Sasayama [21] for all $1 < p < \frac{N+2}{N-2}$ without assuming the non-negativity of initial data.

The study of the blow-up behavior of solution (1.3) is done through the introduction of similarity variables:

$$W_{T,a}(y, s) = (T - t)^{\frac{1}{p-1}} u(x, t), \quad y = \frac{x - a}{\sqrt{T - t}}, \quad s = -\log(T - t),$$

where $a$ may or not be a blow-up point of $u$. From (1.3), we see that $W_{T,a}$ solves the new equation in $(y, s) \in \mathbb{R}^N \times [-\log T, +\infty)$:

$$\partial_s W_{T,a} = \Delta W_{T,a} - \frac{1}{2} y \cdot \nabla W_{T,a} - \frac{W_{T,a}}{p-1} + |W_{T,a}|^{p-1} W_{T,a}.$$  

(1.4)

According to Giga and Kohn in [19] (see also [17, 18]), we know that: If $a$ is a blow-up point of $u$, then

$$\lim_{t \to T} (T - t)^{\frac{1}{p-1}} u(a + y\sqrt{T - t}, t) = \lim_{s \to +\infty} W_{T,a}(y, s) = \pm \kappa,$$

(1.5)

uniformly on compact sets $|y| \leq R$, where $\kappa = (p - 1)^{\frac{1}{p-1}}$.

This estimate has been refined until the higher order by Filippas, Kohn and Liu [12], [13], Herrero and Velázquez [23], [25], [39], [41], [40]. More precisely, they classified the behavior of $W_{T,a}(y, s)$ for $|y|$ bounded, and showed that one of the following cases occurs (up to replacing $u$ by $-u$ if necessary),

- either there exists $k \in \{1, \cdots, N\}$,

$$\sup_{|y| \leq K\sqrt{s}} \left| W_{T,a}(y, s) - \kappa \left( 1 + \frac{p - 1}{4ps} \sum_{i=1}^{k} y_i^2 \right)^{-\frac{1}{p-1}} \right| = O \left( \frac{\log s}{s} \right),$$

(1.6)

- or for each $k \in \{1, \cdots, N\}$ there exists $m_k \geq 1$ such that

$$\sup_{|y| \leq K\sqrt{s}} \left| W_{T,a}(y, s) - \kappa \left( 1 + \frac{p - 1}{4ps} \sum_{i=1}^{k} y_i^2 \right)^{-\frac{1}{p-1}} \right| = O \left( \frac{\log s}{s} \right),$$
• or there exists an even integer \( m \geq 4 \) and constant \( c_\alpha \) not all zero such that

\[
\sup_{|y| \leq K e^{\left(\frac{1 - m}{2}\right) s}} \left| W_{T,a}(y, s) - \kappa \left( 1 + e^{-\left(1 - \frac{m}{2}\right) s} \right) \sum_{|\alpha| = m} c_\alpha y^{\alpha} \right|^{-\frac{1}{p-1}} = o(1),
\]

where the homogeneous multilinear form \( \sum_{|\alpha| = m} c_\alpha y^{\alpha} \) is non-negative.

From Bricmont and Kupiainen \cite{3}, Herrero and Velázquez \cite{25}, we have examples of initial data leading to each of the above mentioned scenarios. Moreover, Herrero and Velázquez \cite{24} proved that the asymptotic behavior (1.6) is generic in the one dimensional case, and they announced the same for the higher dimensional case, but they never published it. Note also that the asymptotic profile described in (1.6) with \( k = N \) has been proved to be stable with respect to perturbations in the initial data or the nonlinearity by Merle and Zaag in \cite{29} (see also Fermanian, Merle and Zaag \cite{14, 16}, Nguyen and Zaag \cite{33} for other proofs of the stability).

As for system (1.1), much less result is known, in particular in the study of the asymptotic behavior of the solution near singularities. As far as we know, the only available results concerning the blowup behavior are due to Andreucci, Herrero and Velázquez \cite{1} and Zaag \cite{43} where the system (1.1) is considered with \( \mu = 1 \).

When \( \mu = 1 \), according to Escobedo and Herrero \cite{7} (see also \cite{8}), we know that any nontrivial positive solution of (1.1) which is defined for all \( x \in \mathbb{R}^N \) must necessarily blow up in finite time if

\[
pq > 1, \quad \text{and} \quad \max\{p, q\} + 1 \geq \frac{N}{2},
\]

and both functions \( u(x, t) \) and \( v(x, t) \) must blow up simultaneously. See also \cite{9} for the case of boundary value problems.

In \cite{1}, the authors proved that if

\[
pq > 1, \quad \text{and} \quad q(p(N - 2)) < N + 2 \quad \text{or} \quad p(q(N - 2)) < N + 2, \quad (1.7)
\]

then every positive solution \( (u, v) \) of (1.1) exhibits the Type I blowup, namely that there exists some constant \( C > 0 \) such that

\[
\|u(t)\|_{L^\infty(\mathbb{R}^N)} \leq C \bar{u}(t), \quad \|v(t)\|_{L^\infty(\mathbb{R}^N)} \leq C \bar{v}(t), \quad (1.8)
\]

where \((\bar{u}, \bar{v})\) solves the following ODE system

\[
\bar{u}' = \bar{v}^p, \quad \bar{v}' = \bar{v}^q, \quad \bar{u}(T) = \bar{v}(T) = +\infty,
\]

whose solution is explicitly given by

\[
\bar{u}(t) = \Gamma(T - t)^{-\frac{p+1}{pq-1}}, \quad \bar{v}(t) = \gamma(T - t)^{-\frac{q+1}{pq-1}}
\]

where \((\Gamma, \gamma)\) defined by

\[
\gamma^p = \Gamma \left( \frac{p+1}{pq-1} \right), \quad \Gamma^q = \gamma \left( \frac{q+1}{pq-1} \right). \quad (1.9)
\]

The estimate (1.8) has also been proved by Caristi and Mitidieri \cite{4} in a ball under assumptions on \( p \) and \( q \) different from (1.7). See also Deng \cite{6}, Fila and Souplet \cite{15} for other results relative to estimate (1.8).
The study of blowup solutions for system (1.1) is done through the introduction of the following similarity variables for all $a \in \mathbb{R}^N$ ($a$ may or may not be a blowup point):

$$
\Phi_{T,a}(y,s) = (T-t)^{\frac{p+1}{pq-1}} u(x,t), \quad \Psi_{T,a}(y,s) = (T-t)^{\frac{q+1}{pq-1}} v(x,t),
$$

where $y = \frac{x-a}{\sqrt{T-t}}$, $s = -\log(T-t)$.

From (1.1), $(\Phi_{T,a}, \Psi_{T,a})$ (or $(\Phi, \Psi)$ for simplicity) satisfy the following system: for all $(y,s) \in \mathbb{R}^N \times [-\log T, +\infty)$,

$$
\begin{align*}
\partial_s \Phi &= \Delta \Phi - \frac{1}{2} y \cdot \nabla \Phi - \left( \frac{p+1}{pq-1} \right) \Phi + |\Psi|^{p-1}\Psi, \\
\partial_s \Psi &= \mu \Delta \Psi - \frac{1}{2} y \cdot \nabla \Psi - \left( \frac{q+1}{pq-1} \right) \Psi + |\Phi|^{q-1}\Phi.
\end{align*}
\tag{1.11}
$$

Assuming (1.8) holds, namely that

$$
\forall a \in \mathbb{R}^N, \quad \|\Phi_{T,a}(s)\|_{L^\infty(\mathbb{R}^N)} + \|\Psi_{T,a}(s)\|_{L^\infty(\mathbb{R}^N)} \leq C, \quad \forall s \geq -\log T,
$$

and considering $a \in \mathbb{R}^N$ a blowup point of $(u,v)$, we know from [1] that (remind that we are considering the case when $\mu = 1$)

- either $(\Phi_{T,a}, \Psi_{T,a})$ goes to $(\Gamma, \gamma)$ exponentially fast,
- or there exists $k \in \{1, \ldots, N\}$ such that after an orthogonal change of space coordinates and up to replacing $(u,v)$ by $(-u,-v)$ if necessary,

$$
\begin{align*}
\Phi_{T,a}(y,s) &= \Gamma - \frac{c_1}{s} (p+1) \Gamma \sum_{i=1}^k (y_i^2 - 2) + o \left( \frac{1}{s} \right), \\
\Psi_{T,a}(y,s) &= \gamma - \frac{c_1}{s} (q+1) \gamma \sum_{i=1}^k (y_i^2 - 2) + o \left( \frac{1}{s} \right),
\end{align*}
\tag{1.12}
$$

where $(\Gamma, \gamma)$ is given by (1.9) and

$$
c_1 = c_1(p,q) = \frac{2pq + p + q}{8pq(p+1)(q+1)},
\tag{1.13}
$$

and the convergence takes place in $C^{\ell}_{loc}(\mathbb{R}^N)$ for any $\ell \geq 0$.

In the first case, we have other profiles, some of them are different from those occurring in the scalar case of (1.3), see Theorem 3 and 4 in [1] for more details. Note that the value of $c_1$ given in (1.13) was not precised in [1], but we can justify it by explicit computations as in [1].

Besides the results already cited, let us mention to the work by Zaag [43] where the author obtained a Liouville theorem for system (1.1) that improves the results of [1]. Based on this theorem, he was able to derive sharp estimates of asymptotic behaviors as well as a localization property for blowup solutions of (1.1). For other aspects of system (1.1), especially concerning the blowup set, see Friedman and Giga [11], Mahmoudi, Souplet and Tayachi [28], Souplet [37].

In this paper, we want to study the profile of the solution of (1.1) near blowup, and the stability of such behavior with respect to perturbations in initial data. More precisely, we prove the following result.

**Theorem 1.1 (Existence of a blow-up solution for system (1.1) with the description of its profile).** Consider $a \in \mathbb{R}^N$. There exists $T > 0$ such that system (1.1) has a solution $(u,v)$ defined on $\mathbb{R}^N \times [0,T)$ such that:
(i) $u$ and $v$ blow up in finite time $T$ simultaneously at one blowup point $a$ and only there.
(ii) There holds that
\[
\left\| (T-t)^{\frac{p+1}{pq}} u(x,t) - \Phi^* \left( \frac{x-a}{\sqrt{(T-t)|\log(T-t)|}} \right) \right\|_{L^\infty(\mathbb{R}^N)} \leq \frac{C}{\sqrt{|\log(T-t)|}},
\]
\[
\left\| (T-t)^{\frac{q+1}{pq}} v(x,t) - \Psi^* \left( \frac{x-a}{\sqrt{(T-t)|\log(T-t)|}} \right) \right\|_{L^\infty(\mathbb{R}^N)} \leq \frac{C}{\sqrt{|\log(T-t)|}},
\]
where
\[
\Phi^*(z) = \Gamma(1+b|z|^2)^{-\frac{p+1}{pq-1}} \quad \text{and} \quad \Psi^*(z) = \gamma(1+b|z|^2)^{-\frac{q+1}{pq-1}},
\]
with $(\Gamma, \gamma)$ given by (1.9) and
\[
b = b(p,q,\mu) = \frac{(pq-1)(2pq+p+q)}{4pq(p+1)(q+1)(1+\mu)} > 0.
\]
(iii) for all $x \neq a$, $(u(x,t), v(x,t)) \to (u^*(x), v^*(x)) \in C^2(\mathbb{R}^N \setminus \{0\}) \times C^2(\mathbb{R}^N \setminus \{0\})$ with
\[
u^*(x) \sim \Gamma \left( \frac{b|x-a|^2}{2|\log |x-a||} \right)^{-\frac{p+1}{pq-1}} \quad \text{and} \quad v^*(x) \sim \gamma \left( \frac{b|x-a|^2}{2|\log |x-a||} \right)^{-\frac{q+1}{pq-1}},
\]
as $|x-a| \to 0$.

**Remark 1.2.** The derivation of the blowup profile (1.15) can be understood through a formal analysis in Section 2 below. However, we would like to emphasize on the fact that the particular value of $b = b(p,q,\mu) > 0$ given in (1.16) is crucially needed in various algebraic identities in the rigorous proof.

**Remark 1.3.** The initial data for which system (1.1) has a solution blowing up in finite time $T$ at only one blowup point $a$ and verifying (1.14) is given by formula (4.2), which is expressed in the original variables as follows:
\[
u_0(x) = T^{-\frac{p+1}{pq}} \left\{ \frac{A\Gamma(p+1)}{|\log T|^2} \left( d_0 + d_1 \frac{x-a}{\sqrt{T}} \right) \chi_0 \left( \frac{x-a}{K \sqrt{|\log T|^2}} \right) \right. \\
+ \left. \Phi^* \left( \frac{x-a}{\sqrt{|\log T|^2}} \right) + \frac{2b\Gamma(p+1)}{|\log T|^2}(pq-1) \right\},
\]
\[
u_0(x) = T^{-\frac{q+1}{pq}} \left\{ \frac{A\gamma(q+1)}{|\log T|^2} \left( d_0 + d_1 \frac{x-a}{\sqrt{T}} \right) \chi_0 \left( \frac{|x-a|}{K \sqrt{|\log T|^2}} \right) \right. \\
+ \left. \Psi^* \left( \frac{x-a}{\sqrt{|\log T|^2}} \right) + \frac{2b\gamma(q+1)}{|\log T|^2}(pq-1) \right\},
\]
where $(\Gamma, \gamma)$ is given by (1.9), $A$ and $K$ are positive constants fixed sufficiently large, $d_0 \in \mathbb{R}$ and $d_1 \in \mathbb{R}^N$ are parameters in our proof, and $\chi_0 \in C_0^\infty([0, +\infty))$ with $\text{supp}(\chi_0) \subseteq [0, 2]$ and $\chi_0 \equiv 1$ on $[0, 1]$.

**Remark 1.4.** We will only give the proof when $N = 1$. Indeed, the computation of the eigenfunctions (Lemma 3.2) of the linearized operator $\mathcal{H} + \mathcal{M}$ defined in (3.4) and (3.5) and the projection of (3.3) on the eigenspaces (Lemma 3.4) become much more complicated when $N \geq 2$. Besides, the ideas are exactly the same.
Remark 1.5. Note that the constructed solution in Theorem 1.1 is of Type I, which means that it satisfies (1.8). Therefore, our result indicates that there exist solutions to (1.1) exhibiting the Type I blowup for all \( p, q > 1 \) and \( N \geq 1 \), even when (1.7) doesn’t hold.

Remark 1.6. The result of Theorem 1.1 holds for more general nonlinearities than (1.1), namely that the nonlinear terms in (1.1) are replaced by

\[
F(u, v) = |u|^{p-1}u + f(u, v, \nabla u, \nabla v) \quad \text{and} \quad G(u, v) = |v|^{q-1}v + g(u, v, \nabla u, \nabla v),
\]

where

\[
|f(u, v, \nabla u, \nabla v)| \leq C(1 + |u|^{p_1} + |v|^{q_1} + |\nabla u|^{r_1} + |\nabla v|^{s_1}),
\]

and

\[
|g(u, v, \nabla u, \nabla v)| \leq C(1 + |u|^{p_2} + |v|^{q_2} + |\nabla u|^{r_2} + |\nabla v|^{s_2}),
\]

where

\[
0 \leq p_1 = \frac{p(q + 1)}{p + 1}, \quad 0 \leq q_1 < p, \quad 0 \leq r_1 < \frac{p(q + 1)}{q + pq + \frac{1}{2}}, \quad 0 \leq s_1 < \frac{p(q + 1)}{q + pq + \frac{1}{2}},
\]

and

\[
0 \leq p_2 < q, \quad 0 \leq q_2 < \frac{q(p + 1)}{q + 1}, \quad 0 \leq r_2 < \frac{q(p + 1)}{q + pq + \frac{1}{2}}, \quad 0 \leq s_2 < \frac{q(p + 1)}{q + pq + \frac{1}{2}}.
\]

Note that in the setting (1.10), the terms \( f \) and \( g \) turn to be exponentially small. Therefore, a perturbation of our method works although we need in addition some parabolic regularity results in order to handle the nonlinear gradient terms (see [10] and [38] for such parabolic regularity techniques). For simplicity, we only give the proof when the nonlinear terms are exactly given by \( F(u, v) = |v|^{p-1}v \) and \( G(u, v) = |u|^{q-1}u \).

Remark 1.7. Our method can be naturally extended to the system of \( m \) equations of the form

\[
\begin{align*}
\partial_t u_i &= \mu_i \Delta u_i + |u_{i+1}|^{p_{i-1}}u_{i+1}, \quad i = 1, 2, \ldots, m - 1, \\
\partial_t u_m &= \mu_m \Delta u_m + |u_1|^{p_{m-1}}u_1,
\end{align*}
\]  

where \( p_i > 1 \) and \( \mu_i > 0 \) for \( i = 1, 2, \ldots, m \). Up to a complication in parameters, we suspect that our analysis yields the existence of a solution for (1.17) which blows up in finite time \( T \) only at one blowup point \( a \in \mathbb{R}^N \) and satisfies the asymptotic behavior: for \( i = 1, 2, \ldots, m \),

\[
(T - t)^{\alpha_i} u_i(x, t) \sim \gamma_i \left( 1 + \frac{B|x - a|^2}{(T - t)|\log(T - t)|} \right)^{-\alpha_i} \quad \text{as} \ t \to T,
\]

where \( B = B(p_i, \mu_i) > 0 \), \( \gamma_i \) is given by

\[
\gamma_i = \gamma_m \alpha_m, \quad \gamma_{i+1} = \gamma_1 \alpha_i \quad \text{for} \quad i = 1, 2, \ldots, m - 1,
\]

and

\[
\begin{pmatrix}
\alpha_1 \\
\alpha_2 \\
\vdots \\
\alpha_{m-1} \\
\alpha_m
\end{pmatrix} =
\begin{pmatrix}
-1 & p_1 & 0 & \cdots & 0 \\
0 & -1 & p_2 & 0 & \cdots \\
\ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -1 & p_{m-1} \\
p_m & 0 & \cdots & 0 & -1
\end{pmatrix}
\begin{pmatrix}
1 \\
1 \\
\vdots \\
1 \\
1
\end{pmatrix}^{-1}
\]

As a consequence of our techniques, we show the stability of the constructed solution with respect to perturbations in initial data. More precisely, we have the following result.
Theorem 1.8 (Stability of the blowup profile (1.15)). Let \((\hat{u}_0, \hat{v}_0)\) be the initial data of system (1.1) such that the corresponding solution \((\hat{u}, \hat{v})\) blows up in finite time \(\hat{T}\) at only one blowup point \(\hat{a}\) and \((\hat{u}(t,x), \hat{v}(t,x))\) satisfies (1.14) with \(T = \hat{T}\) and \(a = \hat{a}\). Then, there exists a neighborhood \(\mathcal{U}_0\) of \((\hat{u}_0, \hat{v}_0)\) in \(L^\infty(\mathbb{R}^N) \times L^\infty(\mathbb{R}^N)\) such that for any \((u_0, v_0)\) \(\in \mathcal{U}_0\), system (1.1) has a unique solution \((u, v)\) with initial data \((u_0, v_0)\) which blows up in finite time \(T(u_0, v_0)\) at only one blowup point \(a(u_0, v_0)\). Moreover, parts (ii) and (iii) of Theorem 1.1 are satisfied, and
\[
|T(u_0, v_0) - \hat{T}| + |a(u_0, v_0) - \hat{a}| \to 0
\]
as \((u_0, v_0) \to (\hat{u}_0, \hat{v}_0)\) in \(L^\infty(\mathbb{R}^N) \times L^\infty(\mathbb{R}^N)\).

Remark 1.9. With the stability result, we expect that the blowup profile (1.15) is generic, i.e. there exists an open, everywhere dense set \(\mathcal{U}_0\) of initial data whose corresponding solution to (1.1) either converges to the steady state (1.9) or blows up in finite time at a single point, according the asymptotic behavior (1.14). In particular, we suspect that a numerical simulation of (1.1) should lead to the profile (1.15). Up to our knowledge, the only available proof for the genericity is given by Herrero and Velázquez [24] for the case of equation (1.3) in one-dimensional case. As in [24], a first step towards the genericity of the profile (1.15) is to classify all possible asymptotic behaviors of the blowup solution of (1.1) which was established in [1] (see also [43]) in the case when \(\mu = 1\).

Let us now give the main idea of the proof of Theorem 1.1. Our proof uses some ideas developed by Merle and Zaag [29] and Bricmont and Kupiainen [3] for the equation (1.3). This kind of method has been proved to be successful for various situations including parabolic and hyperbolic equations. For the parabolic equations, we would like to mention the work by Masmoudi and Zaag [30] (see also the earlier work by Zaag [42]) for the complex Ginzburg-Landau equation with no gradient structure,
\[
\partial_t u = (1 + i\beta)\Delta u + (1 + i\delta)|u|^{p-1}u - \alpha u,
\]
where \(u(t) : x \in \mathbb{R}^N \to u(x,t) \in \mathbb{C}, p > 1, (\beta, \delta, \alpha) \in \mathbb{R}^3\) satisfying
\[
p - \delta^2 - \beta \delta (p+1) > 0.
\]
There are also the works by Nguyen and Zaag [32] for a logarithmically perturbed equation of (1.3) (see also Ebde and Zaag [10] for a weakly perturbed version of (1.3)), by Nouaili and Zaag [31] for a non-variational complex-valued semilinear heat equation, or the recent work by Tayachi and Zaag [38] for the nonlinear heat equation with a critical power nonlinear gradient term,
\[
\partial_t u = \Delta u + |u|^{p-1}u + \mu|\nabla u|^{2p} \quad \text{with} \quad p > 3, \mu > 0.
\]
When \(p \to +\infty\), this equation is reduced to
\[
\partial_t u = \Delta u + e^u + \mu|\nabla u|^2,
\]
which is studied in [22]. There are also the cases for the construction of multi-solitons for the semilinear wave equation in one space dimension by Côte and Zaag [5], for the wave maps by Raphaël and Rodnianski [34], for the Schrödinger maps by Merle, Raphaël and Rodnianski [27], for the critical harmonic heat flow by Schwery [36] and for the two-dimensional Keller-Segel equation by Raphaël and Schwery [35], Ghoul and Masmoudi [20].

One may think that the method used in [29] and [3] should work the same for system (1.1) perhaps with some technical complications. This is not the case, since the fact that \(\mu \neq 1\) breaks any symmetry in the problem, and makes the diffusion operator associated to (1.1) not self-adjoint. In other words, the method we present here is not based on a simple perturbation of the equation (1.3) treated in [29] and [3]. More precisely, our proof relies on the understanding
of the dynamics of the selfsimilar version (1.11) around the profile (1.15). In the setting (1.10), constructing a solution for (1.1) satisfying (1.14) is equivalent to construct a solution for (1.11) such that
\[
\begin{pmatrix}
\Lambda \\
\Upsilon
\end{pmatrix}
(y, s) = \begin{pmatrix}
\Phi \\
\Psi
\end{pmatrix}(y, s) - \begin{pmatrix}
\Phi^* \\
\Psi^*
\end{pmatrix}
\begin{pmatrix}
y \\
\sqrt{s}
\end{pmatrix}
\rightarrow \begin{pmatrix}
0 \\
0
\end{pmatrix}
as s \to +\infty.
\]
Satisfying such a property is guaranteed by a condition that \((\Lambda(s)_{\Upsilon(s)})\) belongs to some set \(\mathcal{Y}_{\Lambda}(s) \subset L^\infty(\mathbb{R}^N) \times L^\infty(\mathbb{R}^N)\) which shrinks to 0 as \(s \to +\infty\) (see Definition 4.1 below for an example). Since the linearization of system (1.11) around the profile \((\Phi^*, \Psi^*)\) gives \(N + 1\) positive modes, \(\frac{N(N+1)}{2}\) zero modes, and an infinite dimensional negative part (see Lemma 3.2 and Remark 3.3), we can use the method of [29] and [3] which relies on two arguments:

- The use of the bounding effect of the heat kernel (see Proposition 5.3) to reduce the problem of the control of \((\Lambda(s)_{\Upsilon(s)})\) in \(\mathcal{Y}_{\Lambda}(s)\) to the control of its positive modes. Note that the linearized operator around the profile, that is \(\mathcal{H} + \mathcal{M}\) defined in (3.4) and (3.5), is not self-adjoint. This is one of the major difficulties arising in this paper.
- The control of the positive modes thanks to a topological argument based on the index theory.

In addition to the difficulties concerning the linearized operator mentioned above, we also deal with the number of parameters in the problem \((p,q,\mu)\) leading to actual complications in the analysis. According to the general framework of [29], some crucial modifications are needed. In particular, we have to overcome the following challenges:

(i) Finding the profile \((\Phi^*, \Psi^*)\) is not obvious, in particular in determining the values of \(b\) given by (1.13), which is crucial in many algebraic identities in the rigorous analysis. See Section 2 for a formal analysis to justify such a profile. We emphasize that the formal approach actually gives us an appreciated profile to be linearized around (see (2.8) and (2.9)).

(ii) Defining the shrinking set \(\mathcal{Y}_{\Lambda}\) (see Definition 4.1) to trap the solution. Note that our definition of \(\mathcal{Y}_{\Lambda}\) is different from that of [29]. Here, we follow the idea of [30] to find out such an appreciated definition for \(\mathcal{Y}_{\Lambda}\). In particular, it comes from many relations in our proof, one of them is related to the dynamics of the linearized problem stated in Proposition 5.3.

(iii) A good understanding of the dynamics of the linearized operator \(\mathcal{H} + \mathcal{M} + V\) of equation (3.3) around the appreciated profile \((\varphi, \psi)\) given in (2.8) and (2.9) is needed, according to the definition of the shrinking set \(\mathcal{Y}_{\Lambda}\). Because the behavior of the potential \(V\) defined in (3.6) inside and outside the blowup region is different, the effect of the linearized operator is therefore considered accordingly to this region. Outside the blowup region, the linear operator \(\mathcal{H} + \mathcal{M} + V\) behaves as one with fully negative spectrum, which greatly simplifies the analysis in this region (see Section 5.2.4). Inside the blowup region, the potential \(V\) is considered as a perturbation of the effect of \(\mathcal{H} + \mathcal{M}\), therefore, a good study of the spectral properties of \(\mathcal{H} + \mathcal{M}\) is needed. Note that the linear operator \(\mathcal{H} + \mathcal{M}\) is not diagonal, but it is diagonalized (see Lemma 3.2). Using this diagonalization, we then define the projection on subspaces of the spectrum of \(\mathcal{H} + \mathcal{M}\) (see Lemma 3.4).

For the proof of single blowup point (part (i) of Theorem 1.1), we use part (ii) and an extended result of [19] that is called no blow-up under some threshold criterion for parabolic inequalities (see Proposition 4.7). The derivation of the final profile \((u^*(x),v^*(x))\) (part (iii) of Theorem 1.1) follows from part (ii) by using the same argument as [42] and [26].
The rest of the paper is organized as follows:
- In Section 2, we first explain formally how we obtain the profile \((\Phi^*, \Psi^*)\) and give a suggestion for an appreciated profile to be linearized around.
- In Section 3, we give a formulation of the problem in order to justify the formal argument. We also give the spectral properties of the linear operator \(\mathcal{H} + \mathcal{M}\) as well as the definition of the projection on eigenspaces of \(\mathcal{H} + \mathcal{M}\).
- In Section 4, we give all the argument of the proof of Theorem 1.1 assuming technical results, which are left to the next section.
- Section 5 is central in our analysis. It is devoted to the study of the dynamics of the linearized problem. In particular, we prove Proposition 5.3 from which we reduce the problem to a finite dimensional one.
- In Section 6, we give the proof of Theorem 1.8. Since its proof is a consequence of the existence proof (part (ii) of Theorem 1.1), thanks to a geometrical interpretation of quantities of blowup parameters whose dimension is equal to the dimension of the finite dimensional problem, we only explain the main ideas of the proof there.

2. A formal analysis.

In this section, we give a formal analysis leading to the asymptotic behaviors described in (1.14) by means of matching asymptotic. For simplicity, we shall look for \((u, v)\), a positive solution of (1.1) in one dimensional case. By the translation invariant in space, we assume that \((u, v)\) blows up in finite time \(T > 0\) at the origin, and write \((\Phi, \Psi)\) instead of \((\Phi_{T,a}, \Psi_{T,a})\) for short. From the transformation (1.10), the behavior (1.14) is equivalent to showing that
\[
\Phi(y,s) \sim \Gamma \left( 1 + \frac{b|y|^2}{s} \right)^{\frac{p+1}{pq-1}} \quad \text{and} \quad \Psi(y,s) \sim \gamma \left( 1 + \frac{b|y|^2}{s} \right)^{\frac{q+1}{pq-1}},
\]
as \(s \to +\infty\), where \(\Gamma, \gamma\) are defined in (1.9) and \(b\) is given in (1.16).

We use here the method of [30] treated for the complex Ginzburg-Landau equation, which was slightly adapted from the method of Berger and Kohn [2] for equation (1.3). Following the approach of [30], we try to search formally for system (1.11) a regular solution \((\Phi, \Psi)\) of the form
\[
\begin{align*}
\Phi(y,s) &= \Phi_0 \left( \frac{y}{\sqrt{s}} \right) + \frac{1}{s}\Phi_1 \left( \frac{y}{\sqrt{s}} \right) + \cdots, \\
\Psi(y,s) &= \Psi_0 \left( \frac{y}{\sqrt{s}} \right) + \frac{1}{s}\Psi_1 \left( \frac{y}{\sqrt{s}} \right) + \cdots
\end{align*}
\]
Injecting (2.2) into (1.11) and comparing elements of order \(\frac{1}{s^j}\) with \(j = 0, 1, \cdots\), we obtain for \(j = 0\),
\[
\frac{z}{2}\Psi_0' - \frac{p+1}{pq-1}\Phi_0 + \Psi_0'' = 0,
\]
where \(z = \frac{y}{\sqrt{s}}\),
\[
\frac{z}{2}\Psi_0' - \frac{q+1}{pq-1}\Psi_0 + \Phi_0'' = 0,
\]
and for \(j = 1\),
\[
F(z) := \frac{z}{2}\Phi_1' + \left( \frac{p+1}{pq-1} \right) \Phi_1 - p\Psi_0^{p-1}\Psi_1 - \frac{z}{2}\Phi_0' - \Phi_0'' = 0,
\]
\[
G(z) := \frac{z}{2}\Psi_1' + \left( \frac{q+1}{pq-1} \right) \Psi_1 - q\Psi_0^{q-1}\Psi_1 - \frac{z}{2}\Psi_0' - \mu\Psi_0'' = 0.
\]
Solving system (2.3) equipped with data at zero
\[ \Phi_0(0) = \Gamma \quad \text{and} \quad \Psi_0(0) = \gamma, \]
we derive
\[ \Phi_0(z) = \Gamma(1 + bz^2)^{-\frac{p+1}{pq-1}} \quad \text{and} \quad \Psi_0(z) = \gamma(1 + bz^2)^{-\frac{q+1}{pq-1}}, \] (2.5)
for some integration constant \( b \), and \( (\Gamma, \gamma) \) is given by (1.9). Since we want \( (\Phi, \Psi) \) to be regular, we impose the condition
\[ b > 0. \]

Let us now determine the value of \( b \) in (2.5). To do so, we first evaluate \( F \) and \( G \) at \( z = 0 \) by using (2.5) to find
\[
\left( \frac{p + 1}{pq - 1} \right) \Phi_1(0) - p\gamma^{p-1}\Psi_1(0) + 2b \left( \frac{p + 1}{pq - 1} \right) \Gamma = 0, \\
\left( \frac{q + 1}{pq - 1} \right) \Psi_1(0) - q\Gamma^{q-1}\Phi_1(0) + 2\mu b \left( \frac{q + 1}{pq - 1} \right) \gamma = 0.
\]

Using the definition of \( (\Gamma, \gamma) \) given in (1.9), one can simplify this system and obtain
\[
\Phi_1(0) = \frac{2b\Gamma(p+1)}{pq - 1} \quad \text{and} \quad \Psi_1(0) = \frac{2b\gamma(q + \mu)}{pq - 1}. \] (2.6)

Let us now expand \( (\Phi_1, \Psi_1) \) in power of \( z \), namely
\[
\Phi_1(z) = \Phi_1(0) + d_1 z + d_2 z^2 + \mathcal{O}(z^3), \\
\Psi_1(z) = \Psi_1(0) + e_1 z + e_2 z^2 + \mathcal{O}(z^3). \] (2.7)

Injecting these forms into (2.4) and expanding \( F \) and \( G \) in powers of \( z \), we obtain at the order \( z \),
\[
\left( \frac{1}{2} + \frac{\gamma^p}{\Gamma} \right) - p\gamma^{p-1}e_1 = 0, \\
-q\Gamma^{q-1} d_1 + \left( \frac{1}{2} + \frac{\Gamma^q}{\gamma} \right) e_1 = 0,
\]
which yields
\[
0 = \left( \frac{1}{2} \gamma^{p+1} + \frac{1}{2} \Gamma^{q+1} + \frac{1}{4} \Gamma \gamma - (pq - 1)\Gamma^{q}\gamma^{p} \right) e_1 := Ae_1.
\]
A straightforward computation gives \( A < 0 \), hence,
\[ d_1 = e_1 = 0. \]

For the terms of order \( z^2 \) in the expansion of \( F \) and \( G \), we have
\[
\left( \frac{1}{\gamma^{p}} + \frac{1}{\Gamma} \right) d_2 - \frac{p}{\gamma} e_2 + \frac{2b^2 p(q+1)(p-1)(q+\mu)}{(pq - 1)^2} - \frac{6b^2 p(p+1)}{pq - 1} + b = 0, \\
\left( \frac{1}{\Gamma^q} + \frac{1}{\gamma} \right) e_2 - \frac{q}{\Gamma} d_2 + \frac{2b^2 q(p+1)(q-1)(q+\mu+1)}{(pq - 1)^2} - \frac{6\mu b^2 q(p+1)}{pq - 1} + b = 0.
\]

Multiplying the second equation by \( \frac{p(q+1)}{q(p+1)} \), then combining with the first equation, we find that the coefficients of \( d_2 \) and \( e_2 \) disappear leading to
\[
b = \frac{(pq - 1)(2pq + p + q)}{4pq(p+1)(q+1)(1+\mu)},
\]
which is the desired result. Note that our computation fits with the result of the case \( \mu = 1 \) by combining (2.5), (1.12) and (1.13).

In conclusion, we obtain the following profile for \((\Phi(y,s), \Psi(y,s))\):

\[
(\Phi(y,s), \Psi(y,s)) \sim (\varphi(y,s), \psi(y,s)),
\]

where

\[
\varphi(y,s) = \Phi_0 \left( \frac{y}{\sqrt{s}} \right) + \frac{1}{s} \Phi_1(0) = \Gamma \left( 1 + \frac{b|y|^2}{s} \right)^{-\frac{p+1}{pq}} + \frac{2b\Gamma(p\mu + 1)}{(pq - 1)s}, \tag{2.8}
\]
\[
\psi(y,s) = \Psi_0 \left( \frac{y}{\sqrt{s}} \right) + \frac{1}{s} \Psi_1(0) = \gamma \left( 1 + \frac{b|y|^2}{s} \right)^{-\frac{q+1}{pq}} + \frac{2b\gamma(q + \mu)}{(pq - 1)s}, \tag{2.9}
\]

with \( b \) given in (1.16).

### 3. Formulation of the problem.

In this section, we give a formulation for the proof of Theorem 1.1. We will only give the proof in one dimensional case \((N = 1)\) for simplicity, but the proof remains the same for higher dimensions \(N \geq 2\). We want to prove the existence of suitable initial data \((u_0, v_0)\) so that the corresponding solution \((u, v)\) of system (1.1) blows up in finite time \(T\) only at one point \(a \in \mathbb{R}\) and verifies (1.14). From translation invariance of equation (1.1), we may assume that \(a = 0\). Through the transformation (1.10), we want to find \(s_0 > 0\) and \((\Phi(y,s_0), \Psi(y,s_0))\) such that the solution \((\Phi, \Psi)\) of system (1.11) with initial data \((\Phi(y,s_0), \Psi(y, s_0))\) satisfies

\[
\lim_{s \to +\infty} \left\| \Phi(y,s) - \Phi^* \left( \frac{y}{\sqrt{s}} \right) \right\|_{L^\infty(\mathbb{R}^N)} = \lim_{s \to +\infty} \left\| \Psi(y,s) - \Psi^* \left( \frac{y}{\sqrt{s}} \right) \right\|_{L^\infty(\mathbb{R}^N)} = 0, \tag{3.1}
\]

where \(\Phi^*\) and \(\Psi^*\) are given by (1.15).

According to the formal analysis in the previous section, let us introduce \(\Lambda(y,s)\) and \(\Upsilon(y,s)\) such that

\[
\Phi(y,s) = \Lambda(y,s) + \varphi(y,s), \quad \Psi(y,s) = \Upsilon(y,s) + \psi(y,s), \tag{3.2}
\]

where \(\varphi\) and \(\psi\) are given in (2.8) and (2.9).

With the introduction of \((\Lambda, \Upsilon)\) in (3.2), the problem is then reduced to constructing functions \((\Lambda, \Upsilon)\) such that

\[
\lim_{s \to +\infty} \|\Lambda(s)\|_{L^\infty(\mathbb{R}^N)} = \lim_{s \to +\infty} \|\Upsilon(s)\|_{L^\infty(\mathbb{R}^N)} = 0.
\]

and \((\Lambda, \Upsilon)\) satisfies the following system:

\[
\partial_s \begin{pmatrix} \Lambda \\ \Upsilon \end{pmatrix} = \left( \mathcal{H} + \mathcal{M} + V(y,s) \right) \begin{pmatrix} \Lambda \\ \Upsilon \end{pmatrix} + \begin{pmatrix} F_1(\Upsilon, y,s) \\ F_2(\Lambda, y,s) \end{pmatrix} + \begin{pmatrix} R_1(y,s) \\ R_2(y,s) \end{pmatrix}, \tag{3.3}
\]

where

\[
\mathcal{H} = \begin{pmatrix} \mathcal{L}_1 & 0 \\ 0 & \mathcal{L}_\mu \end{pmatrix} \quad \text{where} \quad \mathcal{L}_\eta = \eta \Delta - \frac{1}{2} y \cdot \nabla, \quad \eta = \{1, \mu\}, \tag{3.4}
\]
\[
\mathcal{M} = \begin{pmatrix} -\frac{p+1}{pq-1} & p\gamma^{p-1} \\ q\gamma^{q-1} & -\frac{q+1}{pq-1} \end{pmatrix}, \quad \gamma = 1, \mu \tag{3.5}
\]
\[
V(y,s) = \begin{pmatrix} 0 & p(\psi^{p-1} - \gamma^{p-1}) \\ q(\varphi^{q-1} - \Gamma^{q-1}) & 0 \end{pmatrix} \equiv \begin{pmatrix} 0 & V_1 \\ V_2 & 0 \end{pmatrix}, \tag{3.6}
\]
\[
\begin{pmatrix} F_1(\Upsilon, y,s) \\ F_2(\Lambda, y,s) \end{pmatrix} = \begin{pmatrix} (\Upsilon + \psi^{p-1}(\Upsilon + \psi) - \psi^p - pq \psi^{p-1} \Upsilon) \\ (\Lambda + \varphi^{q-1}(\Lambda + \varphi) - \varphi^q - q \varphi^{q-1} \Lambda) \end{pmatrix}, \tag{3.7}
\]
and
\[
\begin{pmatrix}
R_1(y, s) \\
R_2(y, s)
\end{pmatrix} = \left( \begin{array}{c}
-\partial_t \varphi + \Delta \varphi - \frac{1}{2} y \cdot \nabla \varphi - \left( \frac{p+1}{pq-1} \right) \varphi + \psi^p \\
-\partial_t \psi + \mu \Delta \psi - \frac{1}{2} y \cdot \nabla \psi - \left( \frac{q+1}{pq-1} \right) \psi + \varphi^q
\end{array} \right).
\] (3.8)

Note that the term \( \frac{R_1}{R_2} \) is built to be quadratic in the inner region \(|y| \leq 2K \sqrt{s}\). Indeed, we have for all \( K > 1 \) and \( s \geq 1 \),
\[
\sup_{|y| \leq 2K \sqrt{s}} |F_1(\Upsilon, y, s)| \leq C(K)|\Upsilon|^2, \quad \sup_{|y| \leq 2K \sqrt{s}} |F_2(\Lambda, y, s)| \leq C(K)|\Lambda|^2.
\]

Note also that the term \( \frac{R_1}{R_2} \) measures the defect preventing \((\varphi, \psi)\) from being an exact solution of (1.11). Since \((\varphi, \psi)\) is an approximate solution of (1.11), one easily checks that
\[
\|R_1(s)\|_{L^\infty(\mathbb{R}^N)} + \|R_2(s)\|_{L^\infty(\mathbb{R}^N)} \leq \frac{C}{s}. \quad (3.9)
\]

Therefore, since we would like to make \((\Lambda, \Upsilon)\) go to zero as \(s \to +\infty\) in \(L^\infty(\mathbb{R}^N) \times L^\infty(\mathbb{R}^N)\), the dynamics of (3.3) are influenced by the asymptotic limit of its linear term,
\[
(\mathcal{H} + \mathcal{M} + V(y, s)) \begin{pmatrix} \Lambda \\ \Upsilon \end{pmatrix} \quad \text{as} \quad s \to +\infty.
\]

From the definition (3.6), we see that the potential \(V(y, s)\) has two fundamental properties that will influence strongly our analysis:

(i) We have \((V_1(\cdot, s), V_2(\cdot, s)) \to (0, 0)\) in \(L^2_{\rho_0}(\mathbb{R}^N) \times L^2_{\rho_0}(\mathbb{R}^N)\) as \(s \to +\infty\), where \(L^2_{\rho_0}(\mathbb{R}^N)\) is the weighted \(L^2\) space associated with the weight \(\rho_0\) defined by
\[
\rho_0(y) = \frac{1}{(4\pi)^{N/2}} e^{-\frac{|y|^2}{4\eta}}. \quad (3.10)
\]

In particular, the effect on \(V\) inside the blowup region or in the inner region \(|y| \leq K \sqrt{s}\) will be a perturbation of the effect of \(\mathcal{H} + \mathcal{M}\).

(ii) Outside the blowup region or in the outer region \(|y| \geq K \sqrt{s}\), we have the following property: for all \(\epsilon > 0\), there exist \(K_\epsilon > 0\) and \(s_\epsilon > 0\) such that
\[
\sup_{s \geq s_\epsilon, |y| \geq K_\epsilon \sqrt{s}} |V_1(y, s) - (-p\gamma^{p-1}| + |V_2(y, s) - (-q\gamma^{q-1}|) \leq \epsilon.
\]

In other words, outside the blowup region, the linear operator \(\mathcal{H} + \mathcal{M} + V\) behaves as
\[
\mathcal{H} + \begin{pmatrix} -\frac{p+1}{pq-1} & \pm \epsilon_1 \\
\pm \epsilon_2 & -\frac{q+1}{pq-1} \end{pmatrix}
\]

Given that the spectrum of \(\mathcal{H}\) is negative (see (3.19) below) and that the matrix has negative eigenvalues for \(\epsilon_1\) and \(\epsilon_2\) small, we see that \(\mathcal{H} + \mathcal{M} + V\) behaves as one with fully negative spectrum, which greatly simplifies the analysis in that region.

Since the behavior of the potential \(V\) inside and outside the blowup region is different, we will consider the dynamics for \(|y| \geq K \sqrt{s}\) and \(|y| \leq 2K \sqrt{s}\) separately for some \(K\) to be fixed large.

Let us consider a non-increasing cut-off function \(\chi_0 \in C^\infty_0([0, +\infty))\), with \(\text{supp}(\chi_0) \subset [0, 2]\) and \(\chi_0 \equiv 1\) on \([0, 1]\), and introduce
\[
\chi(y, s) = \chi_0 \left( \frac{|y|}{K \sqrt{s}} \right), \quad (3.11)
\]
where $K$ is chosen large enough so that various technical estimates hold. We define

$$
\left( \Lambda_e \right) \left( \Upsilon_e \right) = (1 - \chi) \left( \Lambda \right),
$$

(3.12)

$(\Lambda_e, \Upsilon_e)$ is the part of $(\Lambda, \Upsilon)$ for $|y| \geq K\sqrt{s}$. As announced a few lines above and as we will see in Section 5.2.4, the spectrum of the linear operator of the equation satisfied by $(\Lambda_e)$ is negative, which makes the control of $\|\Lambda_e(s)\|_{L^\infty(\mathbb{R})}$ and $\|\Upsilon_e(s)\|_{L^\infty(\mathbb{R})}$ easily.

While the control of the outer part is easy, it is not the case for the part of $(\Lambda, \Upsilon)$ for $|y| \leq 2K\sqrt{s}$. In fact, inside the blowup region $|y| \leq 2K\sqrt{s}$, the potential $V$ can be seen as a perturbation of the effect of $\mathcal{H} + \mathcal{M}$ whose spectrum has two positive eigenvalues, a zero eigenvalue in addition to infinitely negatives ones (see Lemma 3.2 below). Therefore, we have to expand $(\Lambda, \Upsilon)$ inside the blowup region with respect to these eigenvalues in order to control $\|\Lambda(s)\|_{L^\infty(|y| \leq 2K\sqrt{s})}$ and $\|\Upsilon(s)\|_{L^\infty(|y| \leq 2K\sqrt{s})}$. To do so, we need to find a basis where $\mathcal{H} + \mathcal{M}$ is diagonal or at least in Jordan blocks’ form. Since the operator $\mathcal{H}$ is contributed from $\mathcal{L}_1$ and $\mathcal{L}_2$, let us first recall well-known spectral properties of the operator $\mathcal{L}_\eta$, where $\eta \in \{1, \mu\}$.

**Spectral properties of $\mathcal{L}_\eta$:** Given $\eta > 0$, let us consider the Hilbert space $L^2(\mathbb{R}^N, \mathbb{R})$ which is the set of all $f \in L^2_{loc}(\mathbb{R}^N, \mathbb{R})$ such that

$$
\|f\|_{\rho_\eta}^2 = \langle f, f \rangle_{\rho_\eta} < +\infty,
$$

where

$$
\langle f, g \rangle_{\rho_\eta} = \int_{\mathbb{R}^N} f(y)g(y)\rho_\eta(y)dy,
$$

(3.13)

and $\rho_\eta$ is defined by (3.10). Note that we can write $\mathcal{L}_\eta$ in the divergence form

$$
\mathcal{L}_\eta v = \frac{\eta}{\rho_\eta} \text{div} \left( \rho_\eta \nabla v \right),
$$

and that $\mathcal{L}_\eta$ is self-adjoint with respect to the weight $\rho_\eta$. Indeed, for any $v$ and $w$ in $L^2(\mathbb{R}^N, \mathbb{R})$, it holds that

$$
\int_{\mathbb{R}^N} v \mathcal{L}_\eta w \rho_\eta dy = \int_{\mathbb{R}^N} w \mathcal{L}_\eta v \rho_\eta dy.
$$

(3.14)

Let us introduce for each $\alpha = (\alpha_1, \cdots, \alpha_N) \in \mathbb{N}^N$ the polynomial

$$
\tilde{h}_\alpha(y) = c_\alpha \prod_{i=1}^N H_{\alpha_i} \left( \frac{y_i}{2\sqrt{\eta}} \right),
$$

where $H_n$ is the standard one dimensional Hermite polynomial, i.e

$$
H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n}(e^{-x^2}),
$$

(3.15)

and $c_\alpha \in \mathbb{R}$ is chosen so that the term of highest degree in $\tilde{h}_\alpha$ is $\prod_{i=1}^N y_i^{\alpha_i}$. In one-dimensional case, we have

$$
\tilde{h}_n(y) = \eta^2 \sum_{j=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{n!}{(n - 2j)!j!} (-1)^j \left( \frac{y}{\sqrt{\eta}} \right)^{n-2j}.
$$

(3.16)

For example,

$$
\tilde{h}_0 = 1, \quad \tilde{h}_1 = y, \quad \tilde{h}_2 = y^2 - 2\eta, \quad \tilde{h}_3 = y^3 - 6\eta y, \quad \tilde{h}_4 = y^4 - 12\eta y^2 + 12\eta^2.
$$
The family of eigenfunctions of $L_\eta$ constitutes an orthogonal basic in $L^2_{\rho_\eta}(\mathbb{R}^N, \mathbb{R})$ in the sense that for any different $\alpha$ and $\beta$ in $\mathbb{N}^N$,

$$L_\eta \hat{h}_\alpha = -\frac{|\alpha|}{2} \hat{h}_\alpha, \quad |\alpha| = \alpha_1 + \cdots + \alpha_N,$$

and that for any $f$ in $L^2_{\rho_\eta}(\mathbb{R}^N, \mathbb{R})$, one can express

$$f = \sum_{\alpha \in \mathbb{N}^N} \langle f, \hat{h}_\alpha \rangle_{\rho_\eta} \hat{h}_\alpha = \sum_{\alpha \in \mathbb{N}^N} f_\alpha \hat{h}_\alpha.$$

**Remark 3.1.** We remark that for any polynomial $P_n(y)$ of degree $n$, we have by (3.17),

$$\int_{\mathbb{R}^N} \hat{h}_\alpha(y) P_n(y) \rho_\eta(y) dy = 0 \quad \text{for all } |\alpha| > n.$$

**• Spectral properties of $\mathcal{H}$:** Let us consider the functional space $L^2_{\rho_1}(\mathbb{R}^N, \mathbb{R}) \times L^2_{\rho_\mu}(\mathbb{R}^N, \mathbb{R})$, which is the set of all $(f, g) \in L^2_{\text{loc}}(\mathbb{R}^N, \mathbb{R}) \times L^2_{\text{loc}}(\mathbb{R}^N, \mathbb{R})$ such that

$$\left\langle \left(\begin{array}{c} f \\ g \end{array} \right), \left(\begin{array}{c} f \\ g \end{array} \right) \right\rangle < +\infty,$$

where

$$\left\langle \left(\begin{array}{c} f_1 \\ g_1 \end{array} \right), \left(\begin{array}{c} f_2 \\ g_2 \end{array} \right) \right\rangle = \langle f_1, f_2 \rangle_{\rho_1} + \langle g_1, g_2 \rangle_{\rho_\mu}.$$ 

If we introduce for each $\alpha \in \mathbb{N}^N$,

$$h_\alpha(y) = a_\alpha \prod_{i=1}^N H_{\alpha_i} \left( \frac{y_i}{\sqrt{2}} \right) \text{ and } \hat{h}_\alpha(y) = \hat{a}_\alpha \prod_{i=1}^N H_{\alpha_i} \left( \frac{y_i}{\sqrt{2} \mu} \right),$$

(3.18)

where $H_n$ is defined by (3.15), and $a_\alpha$ and $\hat{a}_\alpha$ are constants chosen so that the terms of highest degree in $h_\alpha$ and $\hat{h}_\alpha$ is $\prod_{i=1}^N y_i^{\alpha_i}$, then

$$\mathcal{H} \left( h_\alpha \right) = -\frac{|\alpha|}{2} \left( h_\alpha \right) \quad \text{and} \quad \mathcal{H} \left( \hat{h}_\alpha \right) = -\frac{|\alpha|}{2} \left( \hat{h}_\alpha \right).$$

(3.19)

Moreover, for each $(f, g)$ in $L^2_{\rho_1}(\mathbb{R}^N, \mathbb{R}) \times L^2_{\rho_\mu}(\mathbb{R}^N, \mathbb{R})$, we can write it in the form

$$\left(\begin{array}{c} f \\ g \end{array} \right) = \sum_{\alpha \in \mathbb{N}^N} \langle f, h_\alpha \rangle_{\rho_1} \left( h_\alpha \right) + \langle g, \hat{h}_\alpha \rangle_{\rho_\mu} \left( \hat{h}_\alpha \right).$$

**• Spectral properties of $\mathcal{H} + \mathcal{M}$:** As announced in the beginning of Section 3, we switch back to the case $N = 1$ for simplicity. Of course, our proof remains valid in the case $N \geq 2$, though with some complications in the notation. We want to find a basis where $\mathcal{H} + \mathcal{M}$ is diagonal or at least in Jordan blocks’ form. More precisely, we have the following:

**Lemma 3.2 (Diagonalization of $\mathcal{H} + \mathcal{M}$ in the one dimensional case).** For all $n \in \mathbb{N}$, there exist polynomials $f_n, g_n, \tilde{f}_n$ and $\tilde{g}_n$ of degree $n$ such that

$$\left(\begin{array}{c} \mathcal{H} + \mathcal{M} \end{array} \right) \left(\begin{array}{c} f_n \\ g_n \end{array} \right) = \left(1 - \frac{n}{2}\right) \left(\begin{array}{c} f_n \\ g_n \end{array} \right),$$

(3.20)
and
\[
\left(\mathcal{H} + \mathcal{M}\right) \left(\hat{f}_n \overhat{g}_n\right) = -\left(\frac{n}{2} + \frac{(p + 1)(q + 1)}{pq - 1}\right) \left(\hat{f}_n \overhat{g}_n\right),
\]
where
\[
\left(\hat{f}_n \overhat{g}_n\right) = \sum_{j=0}^{[\frac{n}{2}]} \tilde{d}_{n,n-2j} \begin{pmatrix} h_{n-2j} & 0 \\ 0 & 0 \end{pmatrix} + \tilde{e}_{n,n-2j} \begin{pmatrix} 0 & 0 \\ 0 & h_{n-2j} \end{pmatrix},
\]
and the coefficients \(d_{n,n-2j}, e_{n,n-2j}, \tilde{d}_{n,n-2j}, \tilde{e}_{n,n-2j}\) depend on the parameters \(p, q\) and \(\mu\). In particular, we have
\[
d_{n,n} = (p + 1)\Gamma, \quad d_{n,n-2} = n(n - 1)p\Gamma(1 - \mu),
\]
\[
e_{n,n} = (q + 1)\gamma, \quad e_{n,n-2} = n(n - 1)q\gamma(\mu - 1),
\]
and
\[
\tilde{d}_{n,n} = p\Gamma, \quad \tilde{d}_{n,n-2} = n(n - 1)p\Gamma(p + 1)(1 - \mu) \overline{\gamma} + p + q - 1,
\]
\[
\tilde{e}_{n,n} = -q\gamma, \quad \tilde{e}_{n,n-2} = n(n - 1)p\Gamma(q + 1)(1 - \mu) \overline{\gamma} + p + q - 1.
\]

**Remark 3.3.** The spectrum of \(\mathcal{H} + \mathcal{M}\) has two positive eigenvalues \(\lambda_0 = 1\) and \(\lambda_1 = \frac{1}{2}\), corresponding to eigenvectors \(\left(\hat{f}_0 \overhat{g}_0\right)\) and \(\left(\hat{f}_1 \overhat{g}_1\right)\); a zero eigenvalue \(\lambda_2 = 0\) corresponding to eigenvector \(\left(\hat{f}_2 \overhat{g}_2\right)\). Note that in the case when \(N \geq 2\), we have
\[
\begin{pmatrix} f_0(y) \\ g_0(y) \end{pmatrix} = \begin{pmatrix} (p + 1)\Gamma \\ (q + 1)\gamma \end{pmatrix}, \quad \begin{pmatrix} f_1(y) \\ g_1(y) \end{pmatrix} = \begin{pmatrix} f_{1,i}(y) \\ g_{1,i}(y) \end{pmatrix}_{1 \leq i \leq N},
\]
and
\[
\begin{pmatrix} f_2(y) \\ g_2(y) \end{pmatrix} = \begin{pmatrix} f_{2,i,j}(y) \\ g_{2,i,j}(y) \end{pmatrix}_{1 \leq i,j \leq N},
\]
where
\[
\begin{pmatrix} f_{1,i}(y) \\ g_{1,i}(y) \end{pmatrix} = \begin{pmatrix} (p + 1)\Gamma y_i \\ (q + 1)\gamma y_i \end{pmatrix} \text{ for } 1 \leq i \leq N,
\]
and
\[
\begin{pmatrix} f_{2,i,j}(y) \\ g_{2,i,j}(y) \end{pmatrix} = \begin{pmatrix} (p + 1)\Gamma y_i y_j \\ (q + 1)\gamma y_i y_j \end{pmatrix} \text{ for } 1 \leq i \neq j \leq N,
\]
and
\[
\begin{pmatrix} f_{2,i,i}(y) \\ g_{2,i,i}(y) \end{pmatrix} = \begin{pmatrix} (p + 1)\Gamma y_i^2 \\ (q + 1)\gamma y_i^2 \end{pmatrix} + \begin{pmatrix} 2p\Gamma(1 - \mu) \\ 2\gamma(\mu - 1) \end{pmatrix} \text{ for } 1 \leq i \leq N.
\]

**Proof.** For each \(n \in \mathbb{N}\), we want to find \(\left(\hat{F}_n \overhat{G}_n\right)\) in the form of polynomials of degree \(n\) such that
\[
\left(\mathcal{H} + \mathcal{M}\right) \left(\hat{F}_n \overhat{G}_n\right) = \lambda \left(\hat{F}_n \overhat{G}_n\right) \text{ for some } \lambda \in \mathbb{R}.
\]

(3.27)
Let us assume that
\[
\begin{pmatrix} F_n \\ G_n \end{pmatrix} = \sum_{i=0}^{n} \begin{pmatrix} a_{n,n-i} \\ b_{n,n-i} \end{pmatrix} y^{n-i}, \quad a_{n,n} \neq 0, \quad b_{n,n} \neq 0.
\]
Plugging this form into (3.27) and comparing elements of the order \(y^{n-i}\) with \(i \in \{0, 1, \ldots, n\}\), we have for \(i = 0\),
\[
(\mathcal{M} - (\lambda + \frac{n}{2}) \text{Id}) \begin{pmatrix} a_{n,n} \\ b_{n,n} \end{pmatrix} = 0,
\]
and for \(i = 1\),
\[
(\mathcal{M} - (\lambda + \frac{n-1}{2}) \text{Id}) \begin{pmatrix} a_{n,n-1} \\ b_{n,n-1} \end{pmatrix} = 0,
\]
and for \(i = 2, 3, \ldots, n\),
\[
(\mathcal{M} - (\lambda + \frac{n-i}{2}) \text{Id}) \begin{pmatrix} a_{n,n-i} \\ b_{n,n-i} \end{pmatrix} + (n-i+2)(n-i+1) \begin{pmatrix} a_{n,n-i+2} \\ b_{n,n-i+2} \end{pmatrix} = 0.
\]
Since \((a_{n,n}, b_{n,n}) \neq (0, 0)\), we deduce from (3.28) that \(\det (\mathcal{M} - (\lambda + \frac{n}{2}) \text{Id}) = 0\), which means that \(\lambda\) satisfy
\[
(\lambda + \frac{n}{2})^2 + \left(\lambda + \frac{n}{2}\right) \left(\frac{p+q+2}{pq-1}\right) - \frac{(p+1)(q+1)}{pq-1} = 0.
\]
Hence, either
\[
\lambda = \lambda_+ = 1 - \frac{n}{2} \quad \text{or} \quad \lambda = \lambda_- = -\frac{(p+1)(q+1)}{pq-1} - \frac{n}{2}.
\]
Substituting these values of \(\lambda\) into (3.28) yields
\[
\begin{pmatrix} a_{n,n} \\ b_{n,n} \end{pmatrix} = \begin{pmatrix} (p+1) \Gamma \\ (q+1) \gamma \end{pmatrix} \quad \text{if} \quad \lambda = \lambda_+, \quad \text{and} \quad \begin{pmatrix} a_{n,n} \\ b_{n,n} \end{pmatrix} = \begin{pmatrix} p \Gamma \\ -q \gamma \end{pmatrix} \quad \text{if} \quad \lambda = \lambda_-.
\]
Note that for these values of \(\lambda\) given in (3.31), we have by a direct computation for \(i = 1, 2, \ldots, n\),
\[
\det (\mathcal{M} - (\lambda + \frac{n-i}{2}) \text{Id}) = \frac{i^2}{4} - \frac{i}{2} \left(\frac{p+q+2}{pq-1} + 2\lambda + n\right) \neq 0,
\]
whence, we obtain from equation (3.29),
\[
\begin{pmatrix} a_{n,n-1} \\ b_{n,n-1} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]
and from equation (3.30) by induction,
\[
\begin{pmatrix} a_{n,n-3} \\ b_{n,n-3} \end{pmatrix} = \begin{pmatrix} a_{n,n-5} \\ b_{n,n-5} \end{pmatrix} = \cdots = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]
The couples \((a_{n,n-2}, b_{n,n-2}), (a_{n,n-4}, b_{n,n-4}), \cdots\) are respectively determined from \((a_{n,n}, b_{n,n}), (a_{n,n-2}, b_{n,n-2}), \cdots\) through equation (3.30).
Since the terms of highest degree of \(h_m\) and \(\hat{h}_m\) are \(y^m\), and \(h_m\) and \(\hat{h}_m\) are even (or odd respectively) if \(m\) is even integer (or odd), we can rewrite the expression of \((F_n, G_n)\) in terms of \((h_j, \hat{h}_j)\) for \(j = 0, 1, \ldots, n\) as stated in (3.22) and (3.23).
In order to precise the values of \((a_{n,n-2}, b_{n,n-2})\) and \((a_{n,n-4}, b_{n,n-4})\), let us compute \((a_{n,n-2}, b_{n,n-2})\).
- For \(\lambda = \lambda_+\), we use (3.30) with \(i = 2\) to get
\[
\begin{pmatrix} a_{n,n-2} \\ b_{n,n-2} \end{pmatrix} = -n(n-1)\mathcal{M}^{-1} \begin{pmatrix} (p+1) \Gamma \\ (q+1) \gamma \end{pmatrix} = -n(n-1) \left(\frac{\Gamma(p \mu + 1)}{\gamma(q + \mu)}\right).
\]
Recalling from the definition (3.18) that \( h_n(y) = y^n - n(n-1)y^{n-2} + \cdots \), and \( \hat{h}_n(y) = y^n - n(n-1)y^{n-2} + \cdots \), we deduce from (3.22) that
\[
\begin{pmatrix}
d_{n,n-2} \\
e_{n,n-2}
\end{pmatrix} = \begin{pmatrix} n(n-1) \\ \mu e_{n,n} \end{pmatrix} + \begin{pmatrix} a_{n,n-2} \\ b_{n,n-2} \end{pmatrix} = n(n-1) \begin{pmatrix} p\Gamma(1-\mu) \\ q\gamma(\mu-1) \end{pmatrix},
\]
which is (3.24).

- For \( \lambda = \lambda_- \), we similarly have
\[
\begin{pmatrix}
\tilde{a}_{n,n-2} \\
\tilde{b}_{n,n-2}
\end{pmatrix} = -n(n-1) \left[ {\mathcal{M}} + \left( \frac{2pq + p + q}{pq - 1} \right) \text{Id} \right]^{-1} \begin{pmatrix} p\Gamma \\ -p\mu q\gamma \end{pmatrix}
= -\frac{n(n-1)}{3pq + p + q - 1} \begin{pmatrix} p\Gamma[q(1 + \mu) + (p + \mu q) + (pq - 1)] \\ -p\mu q\gamma[q(1 + \mu) + (p + \mu q) + (pq - 1)] \end{pmatrix}.
\]

Noticing from (3.23) that
\[
\begin{pmatrix}
\tilde{d}_{n,n-2} \\
\tilde{e}_{n,n-2}
\end{pmatrix} = n(n-1) \begin{pmatrix} \tilde{d}_{n,n} \\ \mu \tilde{e}_{n,n} \end{pmatrix} + \begin{pmatrix} \tilde{a}_{n,n-2} \\ \tilde{b}_{n,n-2} \end{pmatrix},
\]
hence, (3.25) follows after a straightforward calculation. This concludes the proof of Lemma 3.2. \( \square \)

For the sake of controlling \( \left( \frac{\Lambda}{\Upsilon} \right) \) in the region \( |y| \leq 2K \sqrt{s} \), we will expand \( \left( \frac{\Lambda}{\Upsilon} \right) \) with respect to the family \( \left\{ \left( \frac{h_n}{0} \right), \left( 0 \right) \right\}_{n \geq 0} \) and then with respect to the family \( \left\{ \left( \frac{\tilde{h}_n}{\mu \tilde{h}_n} \right), \left( \tilde{h}_n \right) \right\}_{n \geq 0} \). We start by writing
\[
\begin{pmatrix} \Lambda(y,s) \\ \Upsilon(y,s) \end{pmatrix} = \sum_{n \leq M} Q_n(s) \begin{pmatrix} h_n(y) \\ 0 \end{pmatrix} + \hat{Q}_n(s) \begin{pmatrix} 0 \\ \hat{h}_n(y) \end{pmatrix} + \begin{pmatrix} \Lambda_-(y,s) \\ \Upsilon_-(y,s) \end{pmatrix}, \quad (3.32)
\]
(note that this identity is precisely the definition of \( \left( \frac{\Lambda}{\Upsilon} \right) \)) where \( M \) is a fixed even integer satisfying
\[
M \geq 4 \left[ 1 + \|\mathcal{M}\|_{\infty} + 2 \max_{y \in \mathbb{R}, s \geq 1,i=1,2} |V_i(y,s)| \right], \quad (3.33)
\]
with \( \|\mathcal{M}\|_{\infty} = \max \left\{ q\Gamma^{q-1} + \frac{p+1}{pq-1}, p\gamma^{p-1} + \frac{q+1}{pq-1} \right\} \) (in view of the definition (3.5) of \( \mathcal{M} \), this is indeed a suitable norm for \( 2 \times 2 \) matrices). As we will show in Section 5.2.3, the choice of \( M \) is crucial and allows us to successfully use a Gronwall’s inequality in the control of the infinite-dimensional part \( \left( \frac{\Lambda}{\Upsilon} \right) \), and
- \( Q_n(s) \) and \( \hat{Q}_n(s) \) are the projections of \( \left( \frac{\Lambda}{\Upsilon} \right) \) on \( \left( \frac{h_n}{0} \right) \) and \( \left( \frac{\tilde{h}_n}{\mu \tilde{h}_n} \right) \) respectively, defined by
\[
Q_n(s) = \left\langle \left( \frac{\Lambda}{\Upsilon} \right), \left( \frac{h_n}{0} \right) \right\rangle = \frac{\left( \Lambda, h_n \right)_{\rho_1}}{\left( h_n, h_n \right)_{\rho_1}^{1/2}} \equiv \Pi_n \left( \frac{\Lambda}{\Upsilon} \right), \quad (3.34)
\]
\[
\hat{Q}_n(s) = \left\langle \left( \frac{\Lambda}{\Upsilon} \right), \left( \frac{0}{\tilde{h}_n} \right) \right\rangle = \frac{\left( \Upsilon, \hat{h}_n \right)_{\rho_2}}{\left( \hat{h}_n, \hat{h}_n \right)_{\rho_2}^{1/2}} \equiv \hat{\Pi}_n \left( \frac{\Lambda}{\Upsilon} \right), \quad (3.35)
\]
- \( \left( \frac{\Lambda_-}{\Upsilon_-} \right) \) is the infinite-dimensional part of \( \left( \frac{\Lambda}{\Upsilon} \right) \), where \( \Pi_{-M} \) is the projector on the subspace of \( L_{\rho_1} \times L_{\rho_2} \) where the spectrum of \( \mathcal{H} \) is lower than \( \frac{1-M}{2} \). Note that for all
\( n \leq M, \)
\[
\left\langle \left( \Lambda^-, \frac{h_n}{\sqrt{H}} \right), \left( h_n \right)_{\rho_1} \right\rangle = 0 \quad \text{and} \quad \left\langle \left( \Lambda^-, \frac{h_n}{\sqrt{H}} \right), \left( \frac{h_n}{\sqrt{H}} \right)_{\rho_n} \right\rangle = 0.
\] (3.36)

- We also introduce \( \Pi_{+,M} = \text{Id} - \Pi_{-,M} \), and the complementary part
\[
\left( \Lambda^+ \right)_{\Pi_+,M} = \Pi_{+,M} \left( \Lambda \right)_{\Pi_+,M} - \left( \Lambda^- \right)_{\Pi_+,M}
\]
which is called the finite-dimensional part of \( \left( \Lambda \right)_{\Pi_+,M} \), and which satisfies for all \( s \),
\[
\left\langle \left( \Lambda^+(y,s), \left( \Lambda^-(y,s) \right)_{\Pi_+,M} \right), \left( \Lambda^-(y,s) \right)_{\Pi_-,M} \right\rangle = 0.
\] (3.37)

We will expand it with respect to the basis of eigenfunctions of \( H + M \) computed in Lemma 3.2, namely the family \( \left\{ (f_n)_{\rho_n}, (\tilde{f}_n)_{\rho_n} \right\}_{n \leq M} \), as follows:
\[
\begin{align*}
\left( \Lambda^+(y,s) \right)_{\Pi_+,M} = & \sum_{n \leq M} Q_n(s) \left( \frac{h_n}{\sqrt{H}}(y) \right) + \tilde{Q}_n(s) \left( \hat{h}_n(y) \right) \\
= & \sum_{n \leq M} \theta_n(s) \left( f_n(y) \right) + \tilde{\theta}_n(s) \left( \tilde{f}_n(y) \right),
\end{align*}
\] (3.38)

where \( \theta_n(s) = P_{n,M}(\Lambda_{\pi}) \) and \( \tilde{\theta}_n(s) = \tilde{P}_{n,M}(\Lambda_{\pi}) \) are projections of \( (\Lambda)_{\Pi_+,M} \) on \( (f_n)_{\rho_n} \) and \( (\tilde{f}_n)_{\rho_n} \) respectively. This is possible, since from Lemma 3.2, we can express \( \theta_n(s) \) and \( \tilde{\theta}_n(s) \) in terms of \( Q_n(s) \) and \( \tilde{Q}_n(s) \) as follows:

**Lemma 3.4**  **(Definition of the projection on the modes \((f_n)_{\rho_n}\) and \((\tilde{f}_n)_{\rho_n}\)).** We have
\[
\theta_n = \sum_{j=0}^{\left\lfloor \frac{M}{2} \right\rfloor} A_{n+2j,n} Q_{n+2j} + B_{n+2j,n} \tilde{Q}_{n+2j} \equiv P_{n,M} \left( \Lambda \right)_{\Pi_+,M},
\] (3.39)

and
\[
\tilde{\theta}_n = \sum_{j=0}^{\left\lfloor \frac{M}{2} \right\rfloor} \tilde{A}_{n+2j,n} Q_{n+2j} + \tilde{B}_{n+2j,n} \tilde{Q}_{n+2j} \equiv \tilde{P}_{n,M} \left( \Lambda \right)_{\Pi_+,M}
\] (3.40)

where the coefficients \( A_{n+2j,n}, B_{n+2j,n}, \tilde{A}_{n+2j,n} \) and \( \tilde{B}_{n+2j,n} \) for \( j = 0, 1, 2, \ldots \) depend on \( p, q \) and \( \mu \). In particular, we have
\[
A_{n,n} = \frac{q}{\Gamma(2pq + p + q)}, \quad B_{n,n} = \frac{p}{\gamma(2pq + p + q)},
\] (3.41)

and
\[
A_{n+2,n} = -\frac{\tilde{c}_{n+2,n}}{\Gamma\gamma(2pq + p + q)} \quad \text{and} \quad B_{n+2,n} = \frac{(p + 1)}{q + 1} \frac{\tilde{c}_{n+2,n}}{\gamma^2(2pq + p + q)}.
\] (3.42)

**Remark 3.5.** From Lemma 3.4, we obviously see that when a function is of the form \( \sum_{n=0}^{M} \omega_n (f_n)_{\rho_n} + \tilde{\omega}_n (\tilde{f}_n)_{\rho_n} \), its projections on \( (f_n)_{\rho_n} \) and \( (\tilde{f}_n)_{\rho_n} \) are respectively \( \omega_n \) and \( \tilde{\omega}_n \).

**Remark 3.6.** The precise values given in (3.41) and (3.42) are crucial in deriving a refined ODE satisfied by the null mode, that is the ODE given in part (iii) of Proposition 5.3 (see Lemma 5.7 also).
Proof. We first note that the matrix of \( \{(f_n, g_n), (f_n, g_n)\}_{n \in \mathbb{N}} \) in the basis \( \{((h_n, 0), (0, h_n))_{n \in \mathbb{N}} \) is "lower triangular" in the sense that we can express the matrix in terms of \((2 \times 2)\) blocks (see (3.22) and (3.23)) as follows:

\[
\begin{pmatrix}
X_0 \\
X_1 \\
X_2 \\
X_3 \\
X_4 \\
\vdots \\
X_M
\end{pmatrix} = \begin{pmatrix}
F & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & F & 0 & \cdots & \cdots & \cdots & 0 \\
D_{2,0} & 0 & F & 0 & \cdots & \cdots & 0 \\
0 & D_{3,1} & F & 0 & \cdots & \cdots & 0 \\
D_{4,0} & 0 & D_{4,2} & F & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
D_{M,M-4} & 0 & D_{M,M-2} & 0 & F & \cdots & \cdots \\
\end{pmatrix} \begin{pmatrix}
Y_0 \\
Y_1 \\
Y_2 \\
Y_3 \\
Y_4 \\
\vdots \\
Y_M
\end{pmatrix},
\]

(3.43)

where \(0\) is the \((2 \times 2)\) zero matrix,

\[
X_n = \begin{pmatrix}
(f_n, g_n) \\
(\tilde{f}_n, \tilde{g}_n)
\end{pmatrix}, \quad Y_n = \begin{pmatrix}
(h_n, 0) \\
(0, h_n)
\end{pmatrix},
\]

\[
F = \begin{pmatrix}
(p + 1)\Gamma \\
p\Gamma
\end{pmatrix} - \begin{pmatrix}
q + 1)\gamma \\
q\gamma
\end{pmatrix},
\]

\[
D_{n,n-2j} = \begin{pmatrix}
d_{n,n-2j} & e_{n,n-2j} \\
\hat{d}_{n,n-2j} & \hat{e}_{n,n-2j}
\end{pmatrix}.
\]

Thus, we can express \( \{(h_n, 0), (0, h_n)\}_{n \in \mathbb{N}} \) in terms of \( \{(f_n, \tilde{f}_n)\}_{n \in \mathbb{N}} \) by inverting the matrix associated to system (3.43) resulting in the following:

\[
\begin{pmatrix}
Y_0 \\
Y_1 \\
Y_2 \\
Y_3 \\
Y_4 \\
\vdots \\
Y_M
\end{pmatrix} = \begin{pmatrix}
\mathcal{T} & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \mathcal{T} & 0 & \cdots & \cdots & \cdots & 0 \\
\mathcal{G}_{2,0} & 0 & \mathcal{T} & 0 & \cdots & \cdots & 0 \\
0 & \mathcal{G}_{3,1} & \mathcal{T} & 0 & \cdots & \cdots & 0 \\
\mathcal{G}_{4,0} & 0 & \mathcal{G}_{4,2} & \mathcal{T} & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
\mathcal{G}_{M,M-4} & 0 & \mathcal{G}_{M,M-2} & 0 & \mathcal{T} & \cdots & \cdots \\
\end{pmatrix} \begin{pmatrix}
X_0 \\
X_1 \\
X_2 \\
X_3 \\
X_4 \\
\vdots \\
X_M
\end{pmatrix},
\]

(3.44)

where

\[
\mathcal{T} = F^{-1} = \frac{1}{\Gamma \gamma (2pq + p + q)} \begin{pmatrix}
q\gamma \\
(p + 1)\gamma
\end{pmatrix} - \begin{pmatrix}
(p + 1)\Gamma \\
p\Gamma
\end{pmatrix},
\]

for some \((2 \times 2)\) matrices \(\mathcal{G}_{i,j}\).

By extracting the \((2 \times 2)\) blocks in (3.44), we derive from (3.32) the expressions (3.39) and (3.40). It remains to compute (3.41) and (3.42) in order to complete the proof of Lemma 3.4. To this end, we note from (3.44) that

\[
\begin{pmatrix}
A_{n,n} & \tilde{A}_{n,n} \\
B_{n,n} & \tilde{B}_{n,n}
\end{pmatrix} = \mathcal{T}, \quad \text{and} \quad \begin{pmatrix}
A_{n+2,n} & \tilde{A}_{n+2,n} \\
B_{n+2,n} & \tilde{B}_{n+2,n}
\end{pmatrix} = \mathcal{G}_{n+2,n} = -\mathcal{T}D_{n+2,n} \mathcal{T}.
\]
This gives (3.41) and the following formulas for $A_{n+2,n}$ and $B_{n+2,n}$:

$$A_{n+2,n} = -\frac{1}{\Gamma^2 \gamma^2(2pq + p + q)^2} \left[ q\gamma^2(qd_{n+2,n} + (q + 1)d_{n+2,n}) + p\Gamma\gamma(qe_{n+2,n} + (q + 1)e_{n+2,n}) \right] + p\Gamma^2(p)e_{n+2,n} - (p + 1)e_{n+2,n} \right],$$

$$B_{n+2,n} = -\frac{1}{\Gamma^2 \gamma^2(2pq + p + q)^2} \left[ q\gamma^2(pd_{n+2,n} - (p + 1)d_{n+2,n}) + p\Gamma^2(p)e_{n+2,n} - (p + 1)e_{n+2,n} \right],$$

where the coefficients $d_{n+2,n}$, $e_{n+2,n}$, $d_{n+2,n}$ and $e_{n+2,n}$ are given in (3.24) and (3.25).

Note that

$$d_{n+2,n} = -\frac{p\Gamma}{q\gamma}e_{n+2,n} \quad \text{and} \quad \tilde{d}_{n+2,n} = \frac{(p + 1)\Gamma}{(q + 1)\gamma} \tilde{e}_{n+2,n},$$

we then simplify the expressions of $A_{n+2,n}$ and $B_{n+2,n}$ resulting in (3.42). This concludes the proof of Lemma 3.4. \hfill\Box

From (3.32) and (3.38), it holds that

$$\left( \begin{array}{c} \Lambda(y, s) \\ \Upsilon(y, s) \end{array} \right) = \sum_{n \leq M} \theta_n(s) \left( \begin{array}{c} f_n(y) \\ g_n(y) \end{array} \right) + \tilde{\theta}_n(s) \left( \begin{array}{c} \tilde{f}_n(y) \\ \tilde{g}_n(y) \end{array} \right) + \left( \begin{array}{c} \Lambda_-(y, s) \\ \Upsilon_-(y, s) \end{array} \right). \quad (3.45)$$

Note that the decomposition (3.45) is unique.

4. Proof of the existence result assuming some technical lemmas.

This section is devoted to the proof of Theorem 1.1. We will first show the existence of a solution $(\Lambda \ Upsilon)$ of system (3.3) satisfying

$$\|\Lambda(s)\|_{L^\infty(\mathbb{R})} + \|\Upsilon(s)\|_{L^\infty(\mathbb{R})} \to 0 \quad \text{as} \quad s \to +\infty, \quad (4.1)$$

which concludes part (ii) of Theorem 1.1 (though with no estimate of the error). The proof of parts (i) and (iii) then follows from part (ii). We will give all the arguments of the proof without technical details which are left to the next section. Hereafter, we denote by $C$ a generic positive constant depending only on $p, q, \mu$ and $K$ introduced in (3.11).

Given $A \geq 1$ and $s_0 \geq \epsilon$, we consider initial data for system (3.3), depending on two real parameters $d_0$ and $d_1$ of the form:

$$\left( \begin{array}{c} \Lambda_0(y) \\ \Upsilon_0(y) \end{array} \right)_{d_0, d_1, s_0, A} = A \left( \begin{array}{c} f_0(y) \\ g_0(y) \end{array} \right) + d_1 \left( \begin{array}{c} f_1(y) \\ g_1(y) \end{array} \right) \chi(2y, s_0), \quad (4.2)$$

where $(f_i, g_i), i = 0, 1$ are defined by (3.22) and $\chi$ is introduced in (3.11). The solution of system (3.3) with initial data (4.2) will be denoted by $(\Lambda(y, s), \Upsilon(y, s))_{d_0, d_1, s_0, A}$, or by $(\Lambda(y, s), \Upsilon(y, s))$ when there is no ambiguity. Our aim is to show that if $A$ is fixed large enough, then $s_0$ is fixed large enough depending on $A$, we can also fix the parameters $(d_0, d_1) \in [-2, 2]^2$ so that the solution $(\Lambda(y, s), \Upsilon(y, s))_{d_0, d_1, s_0, A}$ will be defined for all $s \geq s_0$ and converges to $(0, 0)$ as $s \to +\infty$ in $L^\infty(\mathbb{R})$, meaning that (4.1) holds. According to the decomposition (3.45) and the definition (3.12), it is enough to control the solution in a shrinking set defined as follows:
Definition 4.1 (Definition of a shrinking set for the components of \((\frac{\Lambda}{\Theta})\)). For all \(A \geq 1\) and \(s \geq e\), we defined \(\mathcal{V}_A(s)\) as the set of all \((\frac{\Lambda}{\Theta}) \in L^\infty(\mathbb{R}) \times L^\infty(\mathbb{R})\) such that
\[
\|\Lambda(s)\|_{L^\infty(\mathbb{R})} \leq \frac{A^{M+2}}{s^2}, \quad \|\Theta(s)\|_{L^\infty(\mathbb{R})} \leq \frac{A^{M+2}}{s^2},
\]
\[
\|\Lambda^{-}(y, s)\|_{L^\infty(\mathbb{R})} \leq \frac{A^{M+1}}{s^{M+2}}, \quad \|\Theta^{-}(y, s)\|_{L^\infty(\mathbb{R})} \leq \frac{A^{M+1}}{s^{M+2}},
\]
\[
|\theta_j(s)| \leq \frac{A^j}{s^{4j}}, \quad |\tilde{\theta}_j(s)| \leq \frac{A^j}{s^{4j}} \quad \text{for } 3 \leq j \leq M,
\]
\[
|\theta_1(s)| \leq \frac{A^2}{s^{2}}, \quad |\theta_2(s)| \leq \frac{A^4 \log s}{s^{2}},
\]
where \(\Lambda, \Theta, \theta_n, \tilde{\theta}_n\) are defined by (3.12), \(\Lambda, \Theta, \theta_n, \tilde{\theta}_n\) are defined as in (3.45).

As a matter of fact, one can check that if \((\frac{\Lambda}{\Theta}) \in \mathcal{V}_A(s)\) for \(s \geq e\), then
\[
\|\Lambda(s)\|_{L^\infty(\mathbb{R})} + \|\Theta(s)\|_{L^\infty(\mathbb{R})} \leq \frac{CA^{M+2}}{s^2},
\]
for some positive constant \(C\) (see Proposition 5.1 below for the proof). Thus, if a solution \((\frac{\Lambda}{\Theta})\) stays in \(\mathcal{V}_A(s)\) for all \(s \geq s_0\), then it converges to zero in \(L^\infty(\mathbb{R}) \times L^\infty(\mathbb{R})\). Our aim is then reduced to proving the following proposition:

Proposition 4.2 (Existence of a solution of (3.3) trapped in \(\mathcal{V}_A(s)\)). There exists \(A_1\) such that for all \(A \geq A_1\), there exists \(s_{0,1}(A)\) such that for all \(s_0 \geq s_{0,1}\), there exists \((d_0, d_1)\) such that if \((\frac{\Lambda}{\Theta})\) is the solution of (3.3) with initial data at \(s_0\) given by (4.2), then \((\frac{\Lambda(s)}{\Theta(s)}) \in \mathcal{V}_A(s)\) for all \(s \geq s_0\).

Let us first make sure that initial data (4.2) belongs to \(\mathcal{V}_A(s_0)\). In particular, we claim the following:

Proposition 4.3 (Properties of initial data (4.2)). For each \(A \geq 1\), there exists \(s_{0,2}(A) \geq e\) such that for all \(s_0 \geq s_{0,2}\), we have the following properties:

(i) There exists a rectangle
\[
\mathcal{D}_{s_0} \subset [-2, 2]^2
\]
such that the mapping
\[
\Theta : \mathbb{R}^2 \rightarrow \mathbb{R}^2
\]
\[
(d_0, d_1) \mapsto (\theta_{0,0}, \theta_{0,1})
\]
(where \(\theta_{0,i} = P_i, M(\frac{\Lambda_{s_0}}{\Theta_{s_0}})\) for \(i = 0, 1\), and \((\frac{\Lambda}{\Theta})\) stands for \((\frac{\Lambda_{s_0}}{\Theta_{s_0}})_{d_0, d_1, s_0, A}\)) is linear, one to one from \(\mathcal{D}_{s_0}\) onto \([-A, A] \times [-A, A]^2\) and maps \(\partial \mathcal{D}_{s_0}\) into \(\partial \left([-\frac{A}{s_0}, \frac{A}{s_0}]^2\right)\). Moreover, it has degree one on the boundary.
(ii) For all \((d_0, d_1) \in D_{s_0}\), \((\Lambda_0^s, \Upsilon_0^s) \in V_A(s_0)\) with strict inequalities except for \(\theta_{0,0}\) and \(\theta_{0,1}\), in the sense that

\[
\Lambda_{0,e} = \Upsilon_{0,e} = 0, \\
\left\| \Lambda_{0,-}(y) \right\|_{1 + |y|^{M+1}} < \frac{1}{s_0}, \quad \left\| \Upsilon_{0,-}(y) \right\|_{1 + |y|^{M+1}} < \frac{1}{s_0}, \\
|\theta_{0,j}| < \frac{1}{s_0^2}, \quad |\tilde{\theta}_{0,j}| < \frac{1}{s_0^2} \quad \text{for } 3 \leq j \leq M, \\
|\tilde{\theta}_{0,i}| < \frac{1}{s_0} \quad \text{for } i = 0, 1, 2, \\
|\theta_{0,2}| < \frac{\log s_0}{s_0^2}, \\
|\theta_{0,0}| \leq A \frac{1}{s_0^3}, \quad \left| \theta_{0,1} \right| \leq A \frac{1}{s_0^3}.
\]

**Remark 4.4.** In some sense, \((\Lambda_0^s, \Upsilon_0^s, d_0, d_1, s_0, A)\) is reduced to the sum of its components on \((f_0^s, g_0^s)\) and \((f_1^s, g_1^s)\), the only eigenfunctions corresponding to the positive eigenvalues of the linear operator \(\mathcal{H} + M\) (\(\lambda_0 = 1\) and \(\lambda_1 = \frac{1}{2}\); see Lemma 3.2). In \(N\) dimensions, one has to take \(d_0 \in \mathbb{R}\) and \(d_1 \in \mathbb{R}^N\) because of the definition of \((f_0^s, g_0^s)\) and \((f_1^s, g_1^s)\) given in Remark 3.3.

The proof of Proposition 4.3 is postponed to Subsection 5.1 (see Lemma 5.2). Let us now give the proof of Proposition 4.2.

**Proof of Proposition 4.2.** Let us consider \(A \geq 1\) and \(s_0 \geq s_{0,2}\), \((d_0, d_1) \in D_{s_0}\), where \(s_{0,2}\) is introduced in Proposition 4.3. From the local Cauchy problem for system (1.1) in \(L^\infty(\mathbb{R}) \times L^\infty(\mathbb{R})\), we note that for each initial data \((\Lambda_0^s, \Upsilon_0^s, d_0, d_1, s_0, A)\), system (3.3) has a unique solution which stays in \(V_A(s)\) until some maximum time \(s_* = s_*(d_0, d_1)\). If \(s_*(d_0, d_1) = +\infty\) for some \((d_0, d_1) \in D_{s_0}\), then the proof is complete. Otherwise, we argue by contradiction and suppose that \(s_*(d_0, d_1) < +\infty\) for any \((d_0, d_1) \in D_{s_0}\). By continuity and the definition of \(s_*\), we note that the solution at time \(s_*\) is on the boundary of \(V_A(s_*)\). Thus, at least one of the inequalities in the definition of \(V_A(s_*)\) is an equality. In the following proposition, we show that this can happen only for the two components \(\theta_0(s_*)\) and \(\theta_1(s_*)\). Precisely, we have the following result:

**Proposition 4.5** (Control of \((\Lambda(s), \Upsilon(s))\) by \((\theta_0(s), \theta_1(s))\) in \(V_A(s)\)). There exists \(A_3 \geq 1\) such that for each \(A \geq A_3\), there exists \(s_{0,3}(A) \geq e\) such that for all \(s_0 \geq s_{0,3}(A)\), the following holds:

If \(\left(\frac{A}{s_1^2}, \frac{A}{s_1^1}\right)\) is a solution of (3.3) with initial data at \(s = s_0\) given by (4.2) with \((d_0, d_1) \in D_{s_0}\) and \(\left(\frac{\Lambda(s)}{\Upsilon(s)}\right) \in V_A(s)\) for all \(s \in [s_0, s_1]\) for some \(s_1 \geq s_0\) and \(\left(\frac{\Lambda(s_1)}{\Upsilon(s_1)}\right) \in \partial V_A(s_1)\), then:

(i) (Reduction to a finite-dimensional problem) We have

\[
(\theta_0(s_1), \theta_1(s_1)) \in \partial \left( \left[ -\frac{A}{s_1^2}, \frac{A}{s_1^1} \right]^2 \right).
\]

(ii) (Transverse outgoing crossing) There exists \(\delta_0 > 0\) such that

\[
\forall \delta \in (0, \delta_0), \quad \left(\frac{\Lambda(s_1 + \delta)}{\Upsilon(s_1 + \delta)}\right) \notin V_A(s_1 + \delta).
\]
Remark 4.6. In $N$ dimensions, $\theta_0 \in \mathbb{R}$ and $\theta_1 \in \mathbb{R}^N$. In particular, the finite-dimensional problem is of dimension $N + 1$. This is why in initial data (4.2), one has to take $d_0 \in \mathbb{R}$ and $d_1 \in \mathbb{R}^N$.

The proof of Proposition 4.5 is a direct consequence of the dynamics of system (3.3). The idea is to project system (3.3) on the different components of the decomposition (3.45) and (3.12). However, because of the number of parameters in our problem ($p, q$ and $\mu$) and the coordinates in (3.45), the computations become too long. That is why a whole section (Section 5.2) is devoted to the proof of Proposition 4.5. Let us now assume Proposition 4.5 and continue the proof of Proposition 4.2.

Let $A \geq A_3$ and $s_0 \geq \max\{s_{0,2}, s_{0,3}\}$. From part (i) of Proposition 4.5, it follows that

$$(\theta_0(s_*), \theta_1(s_*)) \in \partial \left( \left[ \frac{A}{s_*^2}, \frac{A}{s_*^2} \right] \right)^2.$$

Hence, we may define the rescaled flow $\Theta$ at $s = s_*$ as follows:

$$\Theta : D_{s_0} \rightarrow \partial([-1, 1]^2)$$

$$(d_0, d_1) \mapsto \frac{s_*^2}{A} (\theta_0, \theta_1)_{d_0, d_1}(s_*).$$

From Proposition 4.5(ii), we see that $\Theta$ is continuous. On the other hand, from Proposition 4.3, we see that when $(d_0, d_1) \in \partial D_{s_0}$, we have the strict inequalities for the other components. Applying the transverse crossing property given in Proposition 4.5(ii), we see that $(\Lambda(s), \Upsilon(s))$ must leave $\mathcal{V}_A(s)$ at $s = s_0$, hence, $s_*(d_0, d_1) = s_0$. From Proposition 4.3(i), the restriction of $\Theta$ to the boundary is of degree one. A contradiction then follows from the index theory. This means that there exists $(d_0, d_1) \in D_{s_0}$ such that for all $s \geq s_0$, $(\Lambda(s), \Upsilon(s))_{d_0, d_1, s_0, A} \in \mathcal{V}_A(s)$.

This concludes the proof of Proposition 4.2 assuming that Propositions 4.5 and 4.3 hold.

Let us now use the result of Proposition 4.2 to derive Theorem 1.1.

Proof of Theorem 1.1. Recall that we have already chosen $a = 0$ at the beginning of Section 4, thanks to translation invariance of equation (1.1). We have already showed in Proposition 4.2 that there exist initial data of the form (4.2) such that the corresponding solution $(\Lambda(s), \Upsilon(s))$ of system (3.3) satisfies $(\Lambda(s), \Upsilon(s)) \in \mathcal{V}_A(s)$ for all $s \geq s_0$. This means that (4.3) holds for all $s \geq s_0$.

From (3.2) and (1.10), we then derive part (ii) of Theorem 1.1. If $x_0 = 0$, then we see from (1.14) that

$$|u(0, t)| \sim \Gamma(T - t)^{-\frac{p+1}{pq}} \quad \text{and} \quad |v(0, t)| \sim \gamma(T - t)^{-\frac{p+1}{pq}} \quad \text{as} \ t \to T.$$

Hence, $u$ and $v$ both blow up at time $T$ at $x_0 = 0$. It remains to show that if $x_0 \neq 0$, then $x_0$ is not a blowup point. The following result from Giga and Kohn [19] allows us to conclude:

Proposition 4.7 (No blowup under some threshold). For all $C_0 > 0$, there is $\eta_0 > 0$ such that if $(u(x, t), v(x, t))$ solves

$$|\partial_t u - \Delta u| \leq C_0 (1 + |v|^p), \quad |\partial_t v - \mu \Delta v| \leq C_0 (1 + |u|^p)$$

and satisfies

$$|u(x, t)| \leq \eta_0 (T - t)^{-\frac{p+1}{pq}}, \quad |v(x, t)| \leq \eta_0 (T - t)^{-\frac{p+1}{pq}},$$

for all $(x, t) \in B(x_0, r) \times [T - r^2, T)$ for some $x_0 \in \mathbb{R}$ and $r > 0$, then $(u, v)$ does not blow up at $(x_0, T)$.
Proof. Although Giga and Kohn give in [19] the proof only for the scalar case (1.3) (see Theorem 2.1, page 850 in [19]), their argument remains valid for system (1.1) because of the following scaling invariant property of system (1.1): If \((u, v)\) solves (1.1), then
\[
\forall \lambda > 0, \quad (u_\lambda(x, t), v_\lambda(x, t)) := \left( \lambda^{\frac{2(q+1)}{pq}-1} u(\lambda x, \lambda^2 t), \lambda^{\frac{2(q+1)}{pq}-1} v(\lambda x, \lambda^2 t) \right),
\]
does the same; and because the semigroup and the fundamental solution generated by \(\eta \Delta\) with \(\eta \in \{1, \mu\}\) have the same regularizing effect independently from \(\eta\).

Indeed, we see from (1.14) that
\[
\sup_{|x| < \frac{x_0}{4}} (T-t)^{\frac{p+1}{pq}} |u(x, t)| \leq \Phi^* \left( \frac{|x_0|/2}{\sqrt{(T-t) \log(T-t)}} \right) + \frac{C}{\sqrt{\log(T-t)}} \rightarrow 0,
\]
and
\[
\sup_{|x| < \frac{x_0}{4}} (T-t)^{\frac{p+1}{pq}} |v(x, t)| \leq \Psi^* \left( \frac{|x_0|/2}{\sqrt{(T-t) \log(T-t)}} \right) + \frac{C}{\sqrt{\log(T-t)}} \rightarrow 0,
\]
as \(t \rightarrow T\), hence, \(x_0\) is not a blowup point of \((u, v)\) from Proposition 4.7. This concludes the proof of part (i) of Theorem 1.1.

We now give the proof of part (iii) of Theorem 1.1. Using the technique of Merle [26], we derive the existence of a blowup profile \((u^*, v^*) \in C^2(\mathbb{R}^*) \times C^2(\mathbb{R}^*)\) such that
\[
(u(x, t), v(x, t)) \rightarrow (u^*(x), v^*(x)) \quad \text{as} \quad t \rightarrow T.
\]
The profile \((u^*, v^*)\) is singular at the origin, as we will see shortly, after deriving its equivalent as \(x \rightarrow 0\). Since our argument is exactly the same as in Zaag [42] used for equation (1.18) with \(\beta = 0\) (no new idea is needed), we just give the key arguments and kindly refer the reader to Section 4 in [42] for more details. Consider \(K_0 > 0\) to be fixed large enough later. If \(x_0 \neq 0\) and \(|x_0|\) is small enough, we introduce for all \((\xi, \tau) \in \mathbb{R} \times \left[\frac{t_0(x_0)}{T-t_0(x_0)}, 1\right]\),
\[
g(x_0, \xi, \tau) = (T-t_0(x_0))^{\frac{p+1}{pq}} u(x, t_0(x_0) + \tau(T-t_0(x_0))),
\]
where
\[
x = x_0 + \xi \sqrt{T-t_0(x_0)}, \quad t = t_0(x_0) + \tau(T-t_0(x_0)), \quad (4.4)
\]
and \(t_0(x_0)\) is uniquely determined by
\[
|x_0| = K_0 \sqrt{(T-t_0(x_0)) \log(T-t_0(x_0))}. \quad (4.5)
\]
From the invariance of system (1.1) under dilation, \((g(x_0, \xi, \tau), h(x_0, \xi, \tau))\) is also a solution of (1.1) on its domain. From (4), (4.4) and (1.14), we have
\[
\sup_{|\xi| \leq 2 \log(T-t_0(x_0))^{1/4}} |g(x_0, \xi, 0) - \Phi^*(K_0)| \leq \frac{C}{|\log(T-t_0(x_0))|^{1/4}} \rightarrow 0,
\]
and
\[
\sup_{|\xi| \leq 2 \log(T-t_0(x_0))^{1/4}} |h(x_0, \xi, 0) - \Psi^*(K_0)| \leq \frac{C}{|\log(T-t_0(x_0))|^{1/4}} \rightarrow 0,
\]
as \(x_0 \rightarrow 0\). Using the continuity with respect to initial data for system (1.1) associated to a space-localization in the ball \(B(0, |\xi| < |\log(T-t_0(x_0))|^{1/4})\), we show as in Section 4 of [42] that
\[
\sup_{|\xi| \leq 2 \log(T-t_0(x_0))^{1/4}, 0 \leq \tau < 1} |g(x_0, \xi, 0) - g_{K_0}(\tau)| \leq \epsilon(x_0) \rightarrow 0,
\]
and
\[
\sup_{|\xi| \leq 2|\log(T-t_0(x_0))|^{1/4}, 0 \leq \tau < 1} \left| h(x_0, \xi, 0) - \hat{h}_{K_0}(\tau) \right| \leq \epsilon(x_0) \to 0,
\]
as \(x_0 \to 0\), where
\[
\hat{g}_{K_0}(\tau) = \Gamma(1 - \tau + bK_0^2)^{-\frac{p+1}{pq-1}}, \quad \hat{h}_{K_0}(\tau) = \gamma(1 - \tau + bK_0^2)^{-\frac{q+1}{pq-1}},
\]
is the solution of system (1.1) with constant initial data \((\Phi^*(K_0), \Psi^*(K_0))\).

Making \(\tau \to 1\) and using (4.4), we see that
\[
u^*(x_0) = \lim_{t \to T} u(x, t) = (T - t_0(x_0))^{-\frac{p+1}{pq-1}} \lim_{\tau \to 1} g(x_0, 0, \tau) \\
\sim (T - t_0(x_0))^{-\frac{p+1}{pq-1}} \hat{g}_{K_0}(1),
\]
\[
u^*(x_0) = \lim_{t \to T} v(x, t) = (T - t_0(x_0))^{-\frac{q+1}{pq-1}} \lim_{\tau \to 1} h(x_0, 0, \tau) \\
\sim (T - t_0(x_0))^{-\frac{q+1}{pq-1}} \hat{h}_{K_0}(1),
\]
as \(x_0 \to 0\). From (4.5), we have
\[
|\log(T - t_0(x_0))| \sim 2 \log |x_0|, \quad T - t_0(x_0) \sim \frac{|x_0|^2}{2K_0^2 \log |x_0|} \quad \text{as} \quad x_0 \to 0,
\]
hence,
\[
u^*(x_0) \sim \Gamma \left( \frac{b|x_0|^2}{2|\log |x_0||} \right)^{-\frac{p+1}{pq-1}}, \quad v^*(x_0) \sim \gamma \left( \frac{b|x_0|^2}{2|\log |x_0||} \right)^{-\frac{q+1}{pq-1}},
\]
as \(x_0 \to 0\), which concludes the proof of part (iii) of Theorem 1.1, assuming that Propositions 4.5 and 4.3 hold.

\[\square\]

5. Proof of the technical results.

In this section, we prove all the technical results used for the proof of the existence of a solution of system (3.3) satisfying (4.1). In particular, we give the proofs of Propositions 4.3 and 4.5, each in a separate subsection.

5.1. Preparation of the initial data.

In this subsection, we give the proof of Proposition 4.3. Let us start with some properties of the set \(\mathcal{Y}_A(s)\) introduced in Definition 4.1:

**Proposition 5.1** (Properties of elements of \(\mathcal{Y}_A(s)\)). **For all** \(A \geq 1\), **there exists** \(s_1(A) \geq 1\) **such that for all** \(s \geq s_1\), **if** \(\left(\frac{\Lambda(s)}{\Upsilon(s)}\right) \in \mathcal{Y}_A(s)\), **then**

(i) \(\|\Lambda(s)\|_{L^\infty(|y| \leq 2K\sqrt{s})} + \|\Upsilon(s)\|_{L^\infty(|y| \leq 2K\sqrt{s})} \leq C \frac{A^{M+1}}{\sqrt{s}}\).

(ii) \(\|\Lambda(s)\|_{L^\infty(\mathbb{R})} + \|\Upsilon(s)\|_{L^\infty(\mathbb{R})} \leq C \frac{A^{M+2}}{\sqrt{s}}\).

(iii) For all \(y \in \mathbb{R}\), \(|\Lambda(y, s)| + |\Upsilon(y, s)| \leq C A^{M+1} \frac{\log s}{s} (1 + |y|^{M+1})\).

**Proof.** Take \(A \geq 1\), \(s \geq 1\) and assume that \(\left(\frac{\Lambda(s)}{\Upsilon(s)}\right) \in \mathcal{Y}_A(s)\).
(i) If \(|y| \leq 2K \sqrt{s}\), since we have for all \(0 \leq n \leq M\), \(|\theta_n| + |\tilde{\theta}_n| \leq \frac{C^{M+1}_s}{s^{n+2}}\) by Definition 4.1, we write from (3.45),

\[
|\Lambda(y, s)| \leq \left( \sum_{n \leq M} |\theta_n||f_n| + |\tilde{\theta}_n||\tilde{f}_n| \right) + |\Lambda_-(y, s)|
\]

\[
\leq C \sum_{n \leq M} \frac{A^{M+1}_s}{s^{n+2}} (1 + |y|)^n + \frac{A^{M+1}_s}{s^{M+2}} (1 + |y|)^{M+1} \leq \frac{C(K)A^{M+1}_s}{\sqrt{s}},
\]

(remember from Lemma 3.2 that \(f_n, g_n, \tilde{f}_n\) and \(\tilde{g}_n\) are polynomials of degree \(n\)). The same estimate holds for \(|\Upsilon(y, s)|\), which concludes the proof of (i).

(ii) From the definition (3.12), we have for \(|y| \geq 2K \sqrt{s}\),

\[
\left| \frac{\Lambda(y, s)}{\Upsilon(y, s)} \right| = \left| \frac{\Lambda_+(y, s)}{\Upsilon_+(y, s)} \right| \leq \frac{C^{M+2}_s}{\sqrt{s}}.
\]

Together with (i), this yields the conclusion.

(iii) We just use (3.45) and the fact that for all \(0 \leq n \leq M\), \(|\theta_n| + |\tilde{\theta}_n| \leq \frac{C^{M+1}_s \log s}{s^2}\) by Definition 4.1 (use again the information on the polynomials’ degree from Lemma 3.2). This finishes the proof of Proposition 5.1.

Clearly, Proposition 4.3 directly follows from the following result:

Lemma 5.2. For all \(A \geq 1\), there exists \(s_2(A) \geq 1\) such that for all \(s_0 \geq s_2\), if initial data for equation (3.3) are given by (4.2) (write \(\Lambda_0 \equiv \Lambda_0^{(y_0)} \equiv \Lambda_0^{(y_0, d_0, d_1, s_0, A)}\) for simplicity), then

\[
\Lambda_0, e = \Upsilon_0, e = 0, \quad \left\| \Lambda_0, - (y) \right\|_{L^\infty(\mathbb{R})} + \left\| \Upsilon_0, - (y) \right\|_{L^\infty(\mathbb{R})} \leq \frac{CA(|d_0| + |d_1|)}{s_0^{M+1}} e^{-s_0}.
\]

and all \(|\theta_0, n|, |\tilde{\theta}_0, n|\) are less than \(CA(|d_0| + |d_1|) e^{-s_0}\), except:

\[
|\theta_{0, i} - \frac{Ad_i}{s_0^2}| \leq CA|d_i| e^{-s_0}, \quad i = 0, 1.
\]

Proof. The proof mainly relies on the projections of \(\Lambda_0, \Upsilon_0\) on \(\tilde{\Upsilon}_0\) and \(\tilde{\Upsilon}_0\) defined in Lemma 3.4. Let us start by estimating the outer part. Note from the definition of \(\chi\) given in (3.11) that we have \(\chi(2y, s_0)(1 - \chi(y, s_0)) = 0\). Thus, from (3.12), \(\Lambda_0, e = \Upsilon_0, e = 0\). For the other components, let us rewrite (4.2) as follows:

\[
\begin{pmatrix}
\Lambda_0(y) \\
\Upsilon_0(y)
\end{pmatrix} = \begin{pmatrix}
\Lambda_0(y) \\
\Upsilon_0(y)
\end{pmatrix} + \begin{pmatrix}
\Lambda_0(y) \\
\Upsilon_0(y)
\end{pmatrix} \chi(2y, s_0) - 1),
\]

where

\[
\begin{pmatrix}
\Lambda_0(y) \\
\Upsilon_0(y)
\end{pmatrix} = \frac{A}{s_0^2} \begin{pmatrix}
(f_0(y), g_0(y)) + d_1(y)
\end{pmatrix} + d_0(y),
\]

the result will then follow by linearity.

From Remark 3.5, we see that all \(P_{n, M}(\Lambda_0, \Upsilon_0)\) and \(\tilde{P}_{n, M}(\Lambda_0, \Upsilon_0)\) are zero, except

\[
P_{i, M}(\Lambda_0, \Upsilon_0) = \frac{Ad_i}{s_0^2}, \quad i = 0, 1.
\]

Using (3.45), we see that

\[
\begin{pmatrix}
\Lambda_0, -(y) \\
\Upsilon_0, -(y)
\end{pmatrix} = \Pi_{-M}(\Lambda_0, \Upsilon_0) \equiv 0.
\]
It remains to handle \((\dot{\lambda}_0(y))(\chi(2y, s_0) - 1)\). Since \((\chi(2y, s_0) - 1) = 0\) for \(|y| \leq \frac{K}{2}\sqrt{s_0}\), we see that

\[
\rho_\eta(\chi(2y, s_0) - 1) \leq C e^{-s_0} \sqrt[3]{\rho_\eta(y)}, \quad \eta = \{1, \mu\},
\]

if \(K \geq \sqrt{8s_0}\). Therefore, we derive from Lemma 3.4 and symmetry that

\[
\left| \bar{P}_{n,M} \left[ \left( \dot{\Lambda}_0 \right) (\chi(2y, s_0) - 1) \right] \right| \leq C(n) A(|d_0| + |d_1|) e^{-s_0}, \quad \text{for all } n \leq M.
\]

(5.1)

Similarly, (5.1) holds with \(P_{n,M}\) replaced by \(\tilde{P}_{n,M}\).

Furthermore, we have

\[
(|\Lambda_0(y)| + |\Upsilon_0(y)|) |\chi(2y, s_0) - 1| \leq \frac{A(|d_0| + |d_1|)}{s_0^8} (1 + |y|) \left(1 + \frac{y^M}{(\frac{K}{2} \sqrt{s_0})^M} \right) \leq \frac{CA(|d_0| + |d_1|)}{s_0^{\frac{M+4}{2}}} (1 + |y|^M).
\]

Hence, by a straightforward estimate, we have

\[
\left\| \frac{\Lambda_{-0}(y)(\chi(2y, s_0) - 1)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \frac{CA(|d_0| + |d_1|)}{s_0^{\frac{M+4}{2}}},
\]

and

\[
\left\| \frac{\Upsilon_{-0}(y)(\chi(2y, s_0) - 1)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \frac{CA(|d_0| + |d_1|)}{s_0^{\frac{M+4}{2}}}.
\]

This concludes the proof of Lemma 5.2. Since Proposition 4.3 clearly follows from Lemma 5.2, this concludes the proof of Proposition 4.3 as well.

**5.2. Reduction to a finite-dimensional problem.**

In this subsection, we give the proof of Proposition 4.5, which is the crucial part in our analysis. The idea of the proof is to project system (3.3) on the different components defined by (3.12) and the decomposition (3.45). More precisely, we claim that Proposition 4.5 is a direct consequence of the following:

**Proposition 5.3** (Dynamics of system (3.3)). There exists \(A_3 \geq 1\) such that for all \(A \geq A_3\), there exists \(s_3(A) \geq 1\) such that the following holds for all \(s_0 \geq s_3(A)\):

Assume that for all \(s \in [\tau, \tau_1]\) for some \(\tau_1 \geq \tau \geq s_0\), \((\Lambda(s), \Upsilon(s)) \in \mathcal{Y}_A(s)\), then the following holds for all \(s \in [\tau, \tau_1]\):

(i) (ODEs satisfied by the positive modes) For \(n = 0, 1\), we have

\[
\left| \theta'_n(s) - \left(1 - \frac{n}{2}\right) \theta_n(s) \right| \leq \frac{C}{s^2}.
\]

(ii) (ODE satisfied by the null mode)

\[
\left| \theta'_2(s) - \frac{2}{s} \theta_2(s) \right| \leq \frac{CA_3^3}{s^3}.
\]
(iii) (Control of the finite-dimensional part)
\[ |\theta_j(s)| \leq e^{-\left(\frac{\tau}{2}\right)(s-\tau)}|\theta_j(\tau)| + \frac{CA_{j-1}}{s_{j+1}^2}, \quad 3 \leq j \leq M, \]
\[ |\tilde{\theta}_j(s)| \leq e^{-\left(\frac{\tau}{2} + \frac{q(q+1)}{p(q+1)}\right)(s-\tau)}|\tilde{\theta}_j(\tau)| + \frac{CA_{j-1}}{s_{j+1}^2}, \quad 3 \leq j \leq M, \]
\[ |\tilde{\theta}_j(s)| \leq e^{-\left(\frac{\tau}{2} + \frac{q(q+1)}{p(q+1)}\right)(s-\tau)}|\tilde{\theta}_j(\tau)| + \frac{C}{s^2}, \quad j = 0, 1, 2. \]

(iv) (Control of the infinite-dimensional part)
\[ \left\| \frac{\Lambda_-(y, s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \left\| \frac{\Upsilon_-(y, s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \frac{C}{s_{M+1}^2} e^{-\frac{(M+1)(s-\tau)}{4}} \left( \left\| \frac{\Lambda_-(y, \tau)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \left\| \frac{\Upsilon_-(y, \tau)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \right) + \frac{CA_{M+1}}{\sqrt{s}} (1 + s - \tau), \]

where \( r = \min\{p, q\} \).

Because of the number of parameters in our problem \( (p, q \text{ and } \mu) \) and the coordinates in (3.45), the proof of Proposition 5.3 is too long. For that reason, we will organize the rest of this subsection in 4 separate parts for the reader’s convenience:

- **Part 1**: We assume the result of Proposition 5.3 in order to complete the proof of Proposition 4.5. The proof of Proposition 5.3 will be carried out in the next three parts.

- **Part 2**: We deal with system (3.3) to write ODEs satisfied by \( \theta_n \) and \( \tilde{\theta}_n \) for \( n \leq M \). The definition of the projection of \( \left\{\frac{\Lambda}{\Upsilon} \right\} \) on \( \left\{\frac{f_n}{\Phi_n} \right\} \) and \( \left\{\frac{\Phi_n}{\Theta_n} \right\} \) given in Lemma 3.4 will be the main tool to derive these ODEs. Then, we prove items (i), (ii) and (iii) of Proposition 5.3.

- **Part 3**: We derive from system (3.3) a system satisfied by \( \left\{\frac{\Lambda}{\Upsilon} \right\} \) and prove item (iv) of Proposition 5.3. Unlike the estimate on \( \theta_n \) and \( \tilde{\theta}_n \) where we use the properties of the linear operator \( \mathcal{K} + \mathcal{M} \), here we use the operator \( \mathcal{K} \). The fact that \( M \) is large enough (as fixed in (3.33)) is crucial in the proof, in the sense that this choice of \( M \) allows us to successfully apply a Gronwall’s inequality at the end for the control of the infinite-dimensional part.

- **Part 4**: In the shortest part, we project system (3.3) to write a system satisfied by \( \left\{\frac{\Lambda}{\Upsilon} \right\} \) and prove item (v) of Proposition 5.3. As mentioned early, the linear operator of the equation satisfied by \( \Lambda_e \) and \( \Upsilon_e \) has a negative spectrum, which makes the control of \( \|\Lambda_e(s)\|_{L^\infty(\mathbb{R})} \) and \( \|\Upsilon_e(s)\|_{L^\infty(\mathbb{R})} \) easy.

### 5.2.1. Proof of Proposition 4.5 assuming Proposition 5.3
We give the proof of Proposition 4.5 assuming that Proposition 5.3 holds. Consider \( A \geq A_3 \) and \( s_0 = -\log T \geq s_3(A) \), where \( A_3 \) and \( s_3 \) are given in Proposition 5.3.
Since \((\Lambda(s))_{Y(s)} \in \mathcal{Y}_A(s)\) for all \([s_0, s_1]\) and \((\Lambda(s_1)) \in \partial \mathcal{Y}_A(s_1)\), part (i) will be proved if we show that for all \(s \in [s_0, s_1]\) the following holds:

\[
\|\Lambda_e(s)\|_{L^\infty(\mathbb{R})} + \|\Upsilon_e(s)\|_{L^\infty(\mathbb{R})} \leq \frac{A^{M+2}}{2\sqrt{s}},
\]

\[
\left\|\frac{\Lambda_-(y, s)}{1 + |y|^{M+1}}\right\|_{L^\infty(\mathbb{R})} + \left\|\frac{\Upsilon_-(y, s)}{1 + |y|^{M+1}}\right\|_{L^\infty(\mathbb{R})} \leq \frac{A^{M+1}}{2s^{\frac{M+2}{2}}},
\]

\[
|\theta_j(s)| \leq \frac{A^j}{2s^{\frac{j+1}{2}}}, \quad |\tilde{\theta}_j(s)| \leq \frac{A^j}{2s^{\frac{j+1}{2}}} \quad \text{for } 3 \leq j \leq M,
\]

\[
|\tilde{\theta}_i(s)| \leq \frac{A^2}{2s^2} \quad \text{for } i = 0, 1, 2,
\]

\[
|\theta_2(s)| < \frac{A^4 \log s}{s^2}.
\]

Define \(\lambda = \log A\) and take \(s_0 \geq \lambda\) so that for all \(\tau \geq s_0\) and \(s \in [\tau, \tau + \lambda]\), we have

\[
\tau \leq s \leq \tau + \lambda \leq \tau + s_0 \leq 2\tau, \quad \text{hence, } \frac{1}{2\tau} \leq \frac{1}{s} \leq \frac{1}{\tau} \leq \frac{2}{s}.
\]

We then consider the two following cases:

**Case 1:** \(s \leq s_0 + \lambda\). Using Proposition 5.3(iv) – (v) with \(\tau = s_0\), Proposition 4.3(ii) and (5.3), we deduce that

\[
\|\Lambda_e(s)\|_{L^\infty(\mathbb{R})} + \|\Upsilon_e(s)\|_{L^\infty(\mathbb{R})} \leq \frac{C A^{M+1}}{\sqrt{s}} (1 + \log A) \leq \frac{A^{M+2}}{2\sqrt{s}},
\]

\[
\left\|\frac{\Lambda_-(y, s)}{1 + |y|^{M+1}}\right\|_{L^\infty(\mathbb{R})} + \left\|\frac{\Upsilon_-(y, s)}{1 + |y|^{M+1}}\right\|_{L^\infty(\mathbb{R})} \leq \frac{C}{s^{\frac{M+2}{2}}} + \frac{C A^M}{s^{\frac{M+2}{2}}} \leq \frac{A^{M+1}}{2s^{\frac{M+2}{2}}},
\]

\[
|\theta_j(s)| \leq \frac{C}{s^{\frac{j+1}{2}}} + \frac{CA^{j-1}}{s^{\frac{j+1}{2}}} \leq \frac{A^j}{2s^{\frac{j+1}{2}}}, \quad 3 \leq j \leq M,
\]

\[
|\tilde{\theta}_j(s)| \leq \frac{C}{s^{\frac{j+1}{2}}} + \frac{CA^{j-1}}{s^{\frac{j+1}{2}}} \leq \frac{A^j}{2s^{\frac{j+1}{2}}}, \quad 3 \leq j \leq M,
\]

\[
|\tilde{\theta}_j(s)| \leq \frac{C}{s^2} + \frac{C}{s^2} \leq \frac{A^2}{2s^2}, \quad j = 0, 1, 2,
\]

provided that \(A\) is large enough.

To show that \(|\theta_2(s)| < \frac{A^4 \log s}{s^2}\) for all \(s \in [s_0, s_0 + \lambda]\), since \(\theta_2(s_0) < \frac{\log s_0}{s_0}\) from item (ii) in Proposition 4.3, we may argue by contradiction and assume that there is \(s_* \in [s_0, s_0 + \lambda]\) such that

\[
\text{for all } s \in [s_0, s_*], \quad |\theta_2(s)| < \frac{A^4 \log s}{s^2} \quad \text{and} \quad |\theta_2(s_*)| = \frac{A^4 \log s_*}{s_*^2}.
\]

Assuming that \(\theta_2(s_*) > 0\) (the case \(\theta_2(s_*) < 0\) is similar), we have

\[
\theta'_2(s_*) \geq \frac{d}{ds} \left( \frac{A^4 \log s}{s^2} \right) \bigg|_{s = s_*} = \frac{A^4}{s_*^3} - \frac{2A^4 \log s_*}{s_*^3},
\]

on the one hand.

On the other hand, we have from (ii) of Proposition 5.3,

\[
\theta'_2(s_*) \leq - \frac{2A^4 \log s_*}{s_*^3} + \frac{CA^3}{s_*^3},
\]
and a contradiction follows if $A \geq C + 1$. Hence, the estimates given in (5.2) are proved for all $s \in [s_0, s_0 + \lambda]$.

**Case 2:** $s > s_0 + \lambda$. Using parts $(iv)$–$(v)$ of Proposition 5.3 with $\tau = s - \lambda > s_0$ and recalling that $\tau \geq \frac{s}{2}$ from (5.3), we write

$$\|A_\varepsilon(s)\|_{L^\infty(\mathbb{R})} + \|Y_\varepsilon(s)\|_{L^\infty(\mathbb{R})} \leq Ce^{-\frac{r+1}{2(p-1)}}\lambda^A_{s}^{M+2} + \frac{CA^{M+1}_{s}}{s^{1/2}}(1 + \lambda),$$

$$\left\| \frac{\Lambda_-(y, s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \left\| \frac{Y_-(y, s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq Ce^{-\frac{M+1}{2}}\frac{A^{M+1}_{s}}{s^{1/2}} + \frac{CA^{M}_{s}}{s^{1/2}},$$

$$|\theta_j(s)| \leq Ce^{-\frac{M+2}{2}}\frac{A^{j}_{s}}{(s/2)^{j+1/2}} + \frac{CA^{j-1}_{s}}{s^{1/2}}, \quad 3 \leq j \leq M,$$

$$|\tilde{\theta}_j(s)| \leq Ce^{-\left(\frac{j}{2} + \frac{(p+1)(q+1)}{pq-1}\right)}\frac{A^{j}_{s}}{(s/2)^{j+1/2}} + \frac{CA^{j-1}_{s}}{s^{1/2}}, \quad 3 \leq j \leq M,$$

$$|\tilde{\theta}_j(s)| \leq Ce^{-\left(\frac{j}{2} + \frac{(p+1)(q+1)}{pq-1}\right)}\frac{A^{2}_{s}}{(s/2)^2} + \frac{CA^{2}_{s}}{s^{1/2}} \leq \frac{A^2}{2s^2}, \quad j = 0, 1, 2.$$

It is clear that if $A \geq A_5$ for some $A_5 \geq 1$ large enough, all the estimates in (5.2) hold, except for the strict inequality for $\theta_2(s)$ which is treated similarly as in the first case. This concludes the proof of part $(i)$ of Proposition 4.5.

The conclusion of part $(ii)$ directly follows from part $(i)$. Indeed, from item $(i)$, we know that for $n = 0$ or $1$ and $\omega = \pm 1$, we have $\theta_n(s_1) = \omega \frac{A}{s_1^2}$. Therefore, using item $(i)$ of Proposition 5.3, we see that

$$\omega \theta_n'(s_1) \geq \frac{(1 - \frac{n}{2})}{s_1^2} \omega \theta_n(s_1) - \frac{C}{s_1^2} \geq \frac{(1 - n/2)A - C}{s_1^2}.$$

Taking $A$ large enough gives $\omega \theta_n'(s_1) > 0$, which means that $\theta_n$ is traversal outgoing to the bounding curve $s \mapsto \omega As^{-2}$ at $s = s_1$. This concludes the proof of part $(ii)$ and finishes the proof of Proposition 4.5 assuming that Proposition 5.3 holds.

Let us now give the proof of Proposition 5.3 in order to complete the proof of Proposition 4.5. The proof is given in the next three parts.

**5.2.2. The finite-dimensional part.**

In this part, we give the proof of items $(i)$, $(ii)$ and $(iii)$ of Proposition 5.3. We proceed in two steps:

- In the first step, we find the main contribution to the projections $P_{n,M}$ and $\tilde{P}_{n,M}$ of the various terms appearing in (3.3).
- In the second step, we gather all the estimates obtained in the first step to derive items $(i)$, $(ii)$ and $(iii)$ of Proposition 5.3.

**Step 1:** The projection of system (3.3) on the eigenfunctions of the operator $\mathcal{H} + \mathcal{M}$. In the following, we will find the main contribution to the projections $P_{n,M}$ and $\tilde{P}_{n,M}$ of the five terms appearing in (3.3) (note that we handle $(\mathcal{H} + \mathcal{M})(\frac{1}{Y})$ as one term).
• **First term:** $\partial_s (\frac{\Lambda}{\Upsilon})$. From the decomposition (3.45) and Lemma 3.4, its projection on $(f_n)$ and $(\tilde{f}_n)$ is $\theta_n(s)$ and $\tilde{\theta}_n(s)$, respectively:

$$P_{n,M} \left[ \partial_s \left( \frac{\Lambda}{\Upsilon} \right) \right] = \theta_n^\prime$$
and

$$\tilde{P}_{n,M} \left[ \partial_s \left( \frac{\Lambda}{\Upsilon} \right) \right] = \tilde{\theta}_n^\prime. \tag{5.4}$$

• **Second term:** $(\mathcal{H} + \mathcal{M}) (\frac{\Lambda}{\Upsilon})$. We claim the following:

**Lemma 5.4** (Projections of $(\mathcal{H} + \mathcal{M}) (\frac{\Lambda}{\Upsilon})$ on $(f_n)$ and $(\tilde{f}_n)$ for $n \leq M$). For all $n \leq M$,

(i) It holds that

$$\left| P_{n,M} \left[ (\mathcal{H} + \mathcal{M}) \left( \frac{\Lambda}{\Upsilon} \right) \right] - \left( 1 - \frac{n}{2} \right) \theta_n(s) \right| + \left| \tilde{P}_{n,M} \left[ (\mathcal{H} + \mathcal{M}) \left( \frac{\Lambda}{\Upsilon} \right) \right] - \left( p + 1 \right) (q + 1) \left( \frac{n}{pq - 1} \right) + \frac{n}{2} \right| \tilde{\theta}_n(s) \right| \leq C \left\| \frac{\Lambda - (y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + C \left\| \frac{\Upsilon - (y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})}. \tag{5.5}$$

(ii) For all $A \geq 1$, there exists $s_A(A) \geq 1$ such that for all $s \geq s_A(A)$, if $(\frac{\Lambda(s)}{\Upsilon(s)}) \in \mathcal{Y}_A(s)$, then:

$$\left| P_{n,M} \left[ (\mathcal{H} + \mathcal{M}) \left( \frac{\Lambda}{\Upsilon} \right) \right] - \left( 1 - \frac{n}{2} \right) \theta_n(s) \right| + \left| \tilde{P}_{n,M} \left[ (\mathcal{H} + \mathcal{M}) \left( \frac{\Lambda}{\Upsilon} \right) \right] - \left( p + 1 \right) (q + 1) \left( \frac{n}{pq - 1} \right) + \frac{n}{2} \right| \tilde{\theta}_n(s) \right| \leq C \frac{A^{M+1}}{s^{M/2+2}}. \tag{5.6}$$

**Proof.** Let us write from (3.45):

$$(\mathcal{H} + \mathcal{M}) (\frac{\Lambda}{\Upsilon}) = (\mathcal{H} + \mathcal{M}) \left( \sum_{n \leq M} \theta_n(s) \left( \frac{f_n(y)}{g_n(y)} \right) \right) + (\mathcal{H} + \mathcal{M}) (\frac{\Lambda_{-M}(y,s)}{\Upsilon_{-M}(y,s)}) := L_1 + L_2.$$

Using Lemma 3.2, we write

$$L_1 = \sum_{n \leq M} \left( 1 - \frac{n}{2} \right) \theta_n(s) \left( \frac{f_n}{g_n} \right) - \left( p + 1 \right) (q + 1) \left( \frac{n}{pq - 1} \right) \tilde{\theta}_n(s) \left( \frac{\tilde{f}_n}{\tilde{g}_n} \right).$$

From Remark 3.5, we see that

$$P_{n,M}(L_1) = \left( 1 - \frac{n}{2} \right) \theta_n(s), \quad \tilde{P}_{n,M}(L_1) = - \left( p + 1 \right) (q + 1) \left( \frac{n}{pq - 1} \right) \tilde{\theta}_n(s).$$

We now deal with $L_2$. Let us write $L_2 = \mathcal{H} (\frac{\Lambda_{-}}{\Upsilon_{-}}) + \mathcal{M} (\frac{\Lambda_{-}}{\Upsilon_{-}}) := L_{2,1} + L_{2,2}$. Using Lemma 3.4, we have

$$P_{n,M}(L_{2,1}) = \sum_{j=0}^{\frac{M-n}{2}} A_{n+2j,n} \Pi_{n+2j}(L_{2,1}) + B_{n+2j,n} \Pi_{n+2j}(L_{2,1}),$$

$$\tilde{P}_{n,M}(L_{2,1}) = \sum_{j=0}^{\frac{M-n}{2}} \tilde{A}_{n+2j,n} \Pi_{n+2j}(L_{2,1}) + \tilde{B}_{n+2j,n} \Pi_{n+2j}(L_{2,1}).$$
By the definitions of $\mathcal{H}$, $\Pi_m$ and $\hat{\Pi}_m$ given in (3.34) and (3.35) and the fact that $\mathcal{L}_\eta$ for $\eta = \{1, \mu\}$ is self-adjoint with respect to $\rho_\eta$ (see (3.14)) together with (3.36), we have for all $m = n + 2j \leq M$,

$$\Pi_m(L_{2,1}) = \Pi_m \left( \frac{\mathcal{L}_1 \Lambda_-}{\mathcal{L}_\mu \Upsilon_-} \right) = \|h_m\|_{\rho_1}^{-2} \int_{\mathbb{R}} (\mathcal{L}_1 \Lambda_- (y, s)) h_m(y) \rho_1 dy,$$

$$= \|h_m\|_{\rho_1}^{-2} \int_{\mathbb{R}} \Lambda_- (y, s) (\mathcal{L}_1 h_m(y)) \rho_1 dy,$$

$$= -\frac{m}{2} \|h_m\|_{\rho_1}^{-2} \int_{\mathbb{R}} \Lambda_- (y, s) h_m(y) \rho_1 dy = 0,$$

and

$$\hat{\Pi}_m(L_{2,1}) = \hat{\Pi}_m \left( \frac{\mathcal{L}_1 \Lambda_-}{\mathcal{L}_\mu \Upsilon_-} \right) = \|\hat{h}_m\|_{\rho_\mu}^{-2} \int_{\mathbb{R}} (\mathcal{L}_\mu \Upsilon_- (y, s)) \hat{h}_m(y) \rho_\mu dy,$$

$$= \|\hat{h}_m\|_{\rho_\mu}^{-2} \int_{\mathbb{R}} \Upsilon_- (y, s) (\mathcal{L}_\mu \hat{h}_m(y)) \rho_\mu dy,$$

$$= -\frac{m}{2} \|\hat{h}_m\|_{\rho_\mu}^{-2} \int_{\mathbb{R}} \Upsilon_- (y, s) \hat{h}_m(y) \rho_\mu dy = 0.$$

Thus, $P_{n,M}(L_2) = P_{n,M}(L_{2,2})$ and $\hat{P}_{n,M}(L_2) = \hat{P}_{n,M}(L_{2,2})$. By straightforward computation, they are controlled by $C \left\| \frac{\Lambda_- (y, s)}{1 + |y|^M s^\gamma} \right\|_{L^\infty(\mathbb{R})} + C \left\| \frac{\Upsilon_- (y, s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})}$. This concludes the proof of (5.5). Since $\frac{\Lambda(s)}{\Upsilon(s)} \in \mathcal{S} \{s\}$ (see Definition 4.1), the right hand side of (5.5) is bounded by $C \frac{A^{M+1}}{s^{\frac{M+1}{2}}}$, which yields (5.6). This finishes the proof of Lemma 5.4.

\* \* Third term: $V(\Lambda) = (V_{l,1})$. We claim the following:

**Lemma 5.5** (Power series of $V_1$ and $V_2$ as $s \rightarrow +\infty$). The functions $V_1(y, s)$ and $V_2(y, s)$ given in (3.6) satisfy

$$|V_1(y, s)| \leq \frac{C(1 + |y|^2)}{s} \quad \forall y \in \mathbb{R}, \ s \geq 1,$$

(5.7)

and for all $k \in \mathbb{N}^*$,

$$V_i(y, s) = \sum_{j=1}^{k} \frac{1}{s^j} W_{i,j}(y) + \tilde{W}_{i,k}(y, s),$$

(5.8)

where $W_{i,j}(y)$ is an even polynomial of degree $2j$ and $\tilde{W}_{i,k}(y, s)$ satisfies

$$|\tilde{W}_{i,k}(y, s)| \leq \frac{C(1 + |y|^{2k+2})}{s^{k+1}}, \quad \forall |y| \leq \sqrt{s}, \ s \geq 1.$$

Moreover, we have for all $|y| \leq \sqrt{s}$ and $s \geq 1$,

$$|V_1(y, s) + p(p-1)\gamma^{p-2}b \frac{y^{p-2}}{(pq-1)s} g_2(y)| \leq \frac{C(1 + |y|^4)}{s^2}, \quad (5.9)$$

$$|V_2(y, s) + q(q-1)\Gamma^{q-2}b \frac{y^{q-2}}{(pq-1)s} f_2(y)| \leq \frac{C(1 + |y|^4)}{s^2}. \quad (5.10)$$

**Proof.** Since the estimates of $V_1$ and $V_2$ are the same, we only deal with $V_1$. Let us introduce

$$F(w) = p(w^{p-1} - \gamma^{p-1})$$

...
and consider \( z = \frac{|y|^2}{s} \), we see from (3.6) that

\[
V_1(y, s) = F\left( \Psi^*(z) + \frac{E}{s} \right),
\]

where

\[
\Psi^*(z) = \gamma(1 + bz)^{-\frac{q+1}{pq-1}}, \quad E = \frac{2b\gamma(q + \mu)}{pq - 1}, \quad b = \frac{(pq - 1)(2pq + p + q)}{4pq(p + 1)(q + 1)(\mu + 1)}.
\]

Note that there exist positive constants \( c_0 \) and \( s_0 \) such that \( |\Psi^*(z)| \) and \( |\Psi^*(z) + \frac{E}{s}| \) are both larger than \( \frac{1}{c_0} \) and smaller than \( c_0 \), uniformly in \( |z| < 1 \) and \( s \geq s_0 \). Since \( F(w) \) is \( C^\infty \) for \( \frac{1}{c_0} \leq |w| \leq c_0 \), we Taylor-expand it around \( w = \Psi^*(z) \) as follows: for all \( s \geq s_0 \) and \( |z| < 1 \),

\[
\left| F\left( \Psi^*(z) + \frac{E}{s} \right) - F(\Psi^*(z)) \right| \leq \frac{C}{s},
\]

\[
\left| F\left( \Psi^*(z) + \frac{E}{s} \right) - F(\Psi^*(z)) - \sum_{j=1}^{k} \frac{1}{s^j} F_j(\Psi^*(z)) \right| \leq \frac{C}{s^{k+1}},
\]

where \( F_j = F^{(j)}(\Psi^*(z)) \) are \( C^\infty \). Furthermore, we Taylor-expand \( F(w) \) and \( F_j(w) \) around \( w = \Psi^*(0) \) as follows: for all \( s \geq s_0 \) and \( |z| < 1 \),

\[
\left| F\left( \Psi^*(z) + \frac{E}{s} \right) - F(\Psi^*(0)) \right| \leq C|z| + \frac{C}{s},
\]

\[
\left| F\left( \Psi^*(z) + \frac{E}{s} \right) - F(\Psi^*(0)) - \sum_{j=1}^{k} c_{0,j} z^j - \sum_{j=1}^{k-1} \sum_{l=0}^{k-j} c_{j,l} \frac{z^j}{s^j} \right| \leq C|z|^{k+1} + \sum_{j=1}^{k} \frac{C}{s^j} |z|^{k-j+1} + \frac{C}{s^{k+1}}.
\]

(5.11)

Since \( F(\Psi^*(0)) = F(\gamma) = 0 \), this yields estimates (5.7) and (5.8) for \( V_1 \), when \( |z| < 1 \) and \( s \geq s_0 \). Since \( V_1 \) is bounded, (5.7) is also valid for \( |z| \geq 1 \), that is for \( |y| \geq \sqrt{s} \) and for \( s \geq 1 \). Estimate (5.9) directly follows from (5.11) with \( k = 1 \) and the definition of \( g_2 \) given in (3.26).

This concludes the proof of Lemma 5.5.

\[ \square \]

We now use Lemma 5.5 to derive the projections of \( (V_1^y_{V_2^\Lambda}) \) on \( (f_n) \) and \( (\tilde{f}_n) \). More precisely, we have the following:

Lemma 5.6 (Projections of \( (V_1^y_{V_2^\Lambda}) \) on \( (f_n) \) and \( (\tilde{f}_n) \)).

(i) For all \( n \leq M \) and for all \( s \geq 1 \), we have

\[
\left| P_{n,M} \left( V_1^y_{V_2^\Lambda} \right) \right| + \left| \tilde{P}_{n,M} \left( V_1^y_{V_2^\Lambda} \right) \right| \leq \frac{C}{s} \sum_{i=n-2}^{M} \left( |\theta_i(s)| + |\tilde{\theta}_i(s)| \right) + \sum_{i=n-2}^{n-3} \frac{C}{s^2} \left( |\theta_i(s)| + |\tilde{\theta}_i(s)| \right) + \frac{C}{s} \left( \left\| \frac{\Lambda-}{1+|y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \left\| \frac{\Upsilon-}{1+|y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \right).
\]
(ii) For all $A \geq 1$, there exists $s_5(A) \geq 1$ such that for all $s \geq s_5(A)$, if $(\Lambda(s))_{\text{Y}(s)} \in \mathcal{Y}_A(s)$, then:

- For $3 \leq n \leq M$,
  \[ |P_{n,M} \left( V_1 \mathcal{Y} \right)\| + |\tilde{P}_{n,M} \left( V_1 \mathcal{Y} \right)\| \leq \frac{CA^{n-2}}{s^2}. \]

- For $n = 0, 1, 2$,
  \[ |P_{n,M} \left( V_1 \mathcal{Y} \right)\| + |\tilde{P}_{n,M} \left( V_1 \mathcal{Y} \right)\| \leq \frac{C}{s^2}. \]

Proof. From Lemma 3.4, let us write
\begin{align*}
P_{n,M} \left( V_1 \mathcal{Y} \right) &= \sum_{j=0}^{[\frac{m-n}{2}]} A_{n+2j,n} \Pi_{n+2j} \left( V_1 \mathcal{Y} \right) + B_{n+2j,n} \hat{\Pi}_{n+2j} \left( V_1 \mathcal{Y} \right), \\
\tilde{P}_{n,M} \left( V_1 \mathcal{Y} \right) &= \sum_{j=0}^{[\frac{m-n}{2}]} \hat{A}_{n+2j,n} \Pi_{n+2j} \left( V_1 \mathcal{Y} \right) + \hat{B}_{n+2j,n} \hat{\Pi}_{n+2j} \left( V_1 \mathcal{Y} \right). \tag{5.12}
\end{align*}

Thus, it is enough to estimate $\Pi_m \left( V_1 \mathcal{Y} \right)$ and $\hat{\Pi}_m \left( V_1 \mathcal{Y} \right)$ for $m = n + 2j \leq M$. By definition (3.34) and decomposition (3.45), we write
\[ \|h_m\|_{\Pi_m}^2 = \int_{\mathbb{R}} V_1 \mathcal{Y} h_m \rho_1 = \int_{\mathbb{R}} V_1 \mathcal{Y} h_m \rho_1 dy + \sum_{i=0}^{M} \theta_i(s) \int_{\mathbb{R}} V_1 g_i h_m \rho_1 dy + \sum_{i=0}^{M} \tilde{\theta}_i(s) \int_{\mathbb{R}} V_1 \tilde{g}_i h_m \rho_1 dy := I_1 + I_2 + I_3. \]

Using (5.7), the first term can be bounded by
\[ |I_1| \leq \frac{C}{s} \left\| \mathcal{Y}(y,s) \right\|_{L^\infty(\mathbb{R})} \int_{\mathbb{R}} \left( 1 + |y|^{3+m+M} \right) \rho_1 dy \leq \frac{C}{s} \left\| \mathcal{Y}(y,s) \right\|_{L^\infty(\mathbb{R})}. \]

Since $I_2$ and $I_3$ are estimated in the same way, we only focus on the estimate for $I_2$.

- If $i \geq m - 2$, we use (5.7) to bound $\left| \int_{\mathbb{R}} V_1 g_i h_m \rho_1 dy \right| \leq \frac{C}{\sigma}$. 
- If $i \leq m - 3$, we use (5.8) to show that
  \[ \left| \int_{\mathbb{R}} V_1 g_i h_m \rho_1 dy \right| \leq \frac{C}{s^{\frac{m-i}{2}}}. \tag{5.14} \]

Let us prove (5.14). We use (5.8) to write
\begin{align*}
\int_{\mathbb{R}} V_1 g_i h_m \rho_1 dy &= \int_{|y| > \sqrt{s}} V_1 g_i h_m \rho_1 dy + \sum_{l=1}^{k} \frac{1}{s^l} \int_{|y| < \sqrt{s}} W_{1,l} g_i h_m \rho_1 dy \\
&\quad + O \left( \frac{1}{s^{k+1}} \int_{|y| < \sqrt{s}} (1 + |y|^{2k+2}) |g_i||h_m||\rho_1|dy \right),
\end{align*}

where we take $k$ to be the largest integer such that $i + 2k < m$, that is $k = \left[ \frac{m-i-1}{2} \right]$. Since $|\rho_1(y)| \leq Ce^{-cs}$ when $|y| > \sqrt{s}$, the first term can be bounded by $Ce^{-cs}$. The last term is
bounded by $\frac{C}{s^{k+1}} \leq \frac{C}{s}$. For the second term, we note that $\text{deg}(g_l W_{1,l}) = i + 2l \leq i + 2k < m$, hence, we have by the orthogonality (3.17),

$$\int_{\mathbb{R}} W_{1,l} g_l h_m \rho_1 dy = 0.$$ 

This directly follows that the second term is bounded by $Ce^{-cs}$ and concludes the proof of (5.14). Hence, we have just proved that

$$\left| \Pi_m \left( V_1 \mathcal{Y} \right) \right| \leq \frac{C}{s} \left\| \mathcal{Y}_-(y,s) \right\|_{L^\infty(\mathbb{R})}$$

$$+ \frac{C}{s} \sum_{i=m-2}^{M} (|\tilde{\theta}_i(s)| + |\tilde{\bar{\theta}}_i(s)|) + \sum_{i=0}^{m-3} \frac{1}{s^{\frac{m-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|). \quad (5.15)$$

Similarly, it holds that

$$\left| \tilde{\Pi}_m \left( V_1 \mathcal{Y} \right) \right| \leq \frac{C}{s} \left\| \mathcal{Y}_-(y,s) \right\|_{L^\infty(\mathbb{R})}$$

$$+ \frac{C}{s} \sum_{i=m-2}^{M} (|\tilde{\theta}_i(s)| + |\tilde{\bar{\theta}}_i(s)|) + \sum_{i=0}^{m-3} \frac{1}{s^{\frac{m-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|). \quad (5.16)$$

Injecting (5.15) and (5.16) into (5.12) and (5.13) and making the change of index $m = n + 2j$, we obtain

$$\left| P_{n,M} \left( V_1 \mathcal{Y} \right) \right| + \left| \tilde{P}_{n,M} \left( V_1 \mathcal{Y} \right) \right|$$

$$\leq \frac{C}{s} \left( \left\| \mathcal{Y}_-(y,s) \right\|_{L^\infty(\mathbb{R})} + \left\| \mathcal{Y}_-(y,s) \right\|_{L^\infty(\mathbb{R})} \right)$$

$$+ \frac{C}{s} \sum_{i=n-2}^{M} (|\tilde{\theta}_i(s)| + |\tilde{\bar{\theta}}_i(s)|) + \sum_{i=0}^{n-3} \frac{C}{s^{\frac{n-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|)$$

$$+ \sum_{m=n+1}^{M} \left\{ \frac{C}{s} \sum_{i=m-2}^{M} (|\tilde{\theta}_i(s)| + |\tilde{\bar{\theta}}_i(s)|) + \sum_{i=0}^{m-3} \frac{C}{s^{\frac{m-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|) \right\}$$

We rewrite the last term as follows:

$$\sum_{m=n+1}^{M} \left\{ \frac{C}{s} \sum_{i=m-2}^{M} (|\tilde{\theta}_i(s)| + |\tilde{\bar{\theta}}_i(s)|) + \sum_{i=0}^{m-3} \frac{C}{s^{\frac{m-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|) \right\}$$

$$= \sum_{m=n+1}^{M} \left\{ \frac{C}{s} \sum_{i=m-2}^{M} (|\tilde{\theta}_i(s)| + |\tilde{\bar{\theta}}_i(s)|) + \sum_{i=0}^{n-3} \frac{C}{s^{\frac{n-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|) \right\}$$

$$+ \sum_{i=n-2}^{m-3} \frac{C}{s^{\frac{m-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|)$$

$$\leq \frac{C}{s} \sum_{i=n-2}^{M} (|\tilde{\theta}_i(s)| + |\tilde{\bar{\theta}}_i(s)|) + \sum_{i=0}^{n-3} \frac{C}{s^{\frac{n-1}{2}}}(|\theta_i(s)| + |\tilde{\theta}_i(s)|).$$

This concludes the proof of item (i). Using the definition 4.1 of $\mathcal{Y}_A(s)$, item (ii) simply follows from item (i). This finished the proof of Lemma 5.6.
Lemma 5.7 (Projection of \((V_1^\gamma V_2^\Lambda)\) on \((f_2^g)\)).

(i) It holds that

\[
|P_{2,M}(V_1^\gamma V_2^\Lambda) + \frac{2}{s}\theta_2(s)| \leq \frac{C}{s} \left( \sum_{j=0, j \neq 2}^M |\theta_j(s)| + \sum_{j=0}^M |\bar{\theta}_j(s)| \right) + \frac{C}{s} \left( \left\| \frac{\Lambda_-(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \left\| \frac{\Upsilon_-(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \right).
\]

(ii) For all \(A \geq 1\), there exists \(s_6(A) \geq 1\) such that for all \(s \geq s_6(A)\), if \((\Lambda(s)) \in \mathcal{Y}_A(s)\), then:

\[
|P_{2,M}(V_1^\gamma V_2^\Lambda) + \frac{2}{s}\theta_2(s)| \leq \frac{CA^3}{s^3}.
\]

Proof. Using (5.9), (5.10) and decomposition (3.45), let us write for all \(|y| < \sqrt{s}\),

\[
\begin{align*}
(V_1^\gamma V_2^\Lambda) &= \frac{\theta_2(s)}{s} (W_1g_2) + \frac{1}{s} \sum_{j=0, j \neq 2}^M \theta_j(s) \left( W_1g_j \right) \frac{1}{s} \sum_{j=0}^M \bar{\theta}_j(s) \left( W_1\bar{g}_j \right) \\
&+ \frac{1}{s} W_1\bar{\Upsilon}_- \left( W_2\bar{\Lambda}_- \right) + O \left( \frac{1 + |y|^4}{s^2} \left( |\Lambda| \right) \right) = I_1 + I_2 + I_3 + I_4 + I_5,
\end{align*}
\]

where

\[
W_1(y) = -\frac{p(p-1)^2}{pq-1}g_2(y), \quad W_2(y) = -\frac{q(q-1)^q}{pq-1}f_2(y).
\]

We first note that

\[
|P_{2,M}(I_2 + I_3 + I_4)| \leq \frac{C}{s} \left( \sum_{j=0, j \neq 2}^M |\theta_j(s)| + \sum_{j=0}^M |\bar{\theta}_j(s)| \right) + \frac{C}{s} \left( \left\| \frac{\Lambda_-(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \left\| \frac{\Upsilon_-(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \right),
\]

and

\[
|P_{2,M}(I_5)| \leq \frac{C}{s^2} \left( \sum_{j=0, j \neq 2}^M |\theta_j(s)| + \sum_{j=0}^M |\bar{\theta}_j(s)| \right) + \frac{C}{s^2} \left( \left\| \frac{\Lambda_-(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \left\| \frac{\Upsilon_-(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \right).
\]

Therefore, the problem is reduced to prove that

\[
P_{2,M}(W_1g_2) = -2.
\]

To do so, let us write

\[
W_1(y)g_2(y) = -\frac{p(p-1)^2}{pq-1}g_2^2(y) = \alpha_4h_4(y) + \alpha_2h_2(y) + \alpha_0h_0,
\]

\[
W_1(y)g_2(y) = -\frac{p(p-1)^2}{pq-1}g_2^2(y) = \alpha_4h_4(y) + \alpha_2h_2(y) + \alpha_0h_0,
\]
and
\[ W_2(y)f_2(y) = -\frac{q(q-1)\Gamma^{-2b}}{pq-1}f_y^2(y) = \beta_4 \dot{h}_4(y) + \beta_2 \dot{h}_2 + \beta_0 \dot{h}_0, \]
where \( h_0, h_2, h_4 \) and \( \dot{h}_0, \dot{h}_2, \dot{h}_4 \) are defined as in (3.16) with \( \eta = 1 \) and \( \eta = \mu \) respectively, and
\[ \alpha_4 = -\frac{b\gamma^p p(p-1)(q+1)^2}{pq-1}, \]
\[ \beta_4 = -\frac{b\Gamma^q q(q-1)(p+1)^2}{pq-1}, \]
\[ \alpha_2 = -\frac{4b\gamma^p p(p-1)(q+1)[2(q+\mu)+3(1-\mu)]}{pq-1}, \]
\[ \beta_2 = -\frac{4b\Gamma^q q(q-1)(p+1)[2(p+1)-3(1-\mu)]}{pq-1}, \]
\[ \alpha_0 = -\frac{b\gamma^p p(p-1)[8(q+1)^2+4(1-\mu)^2]}{pq-1}, \]
\[ \beta_0 = -\frac{b\Gamma^q q(q-1)[8\mu^2(p+1)^2+4(1-\mu)^2]}{pq-1}. \]
Using the definition of \( P_{2,M} \) given in (3.39) and the orthogonality (3.17), we see that
\[ P_{2,M} \begin{pmatrix} W_1g_2 \\ W_2f_2 \end{pmatrix} = A_{2,2} \Pi_2 \begin{pmatrix} W_1g_2 \\ W_2f_2 \end{pmatrix} + B_{2,2} \tilde{\Pi}_2 \begin{pmatrix} W_1g_2 \\ W_2f_2 \end{pmatrix} + A_{4,2} \Pi_4 \begin{pmatrix} W_1g_2 \\ W_2f_2 \end{pmatrix} + B_{4,2} \tilde{\Pi}_4 \begin{pmatrix} W_1g_2 \\ W_2f_2 \end{pmatrix} = A_{2,2}\alpha_2 + B_{2,2}\beta_2 + A_{4,2}\alpha_4 + B_{4,2}\beta_4, \]
where the values of \( A_{2,2}, B_{2,2}, A_{4,2} \) and \( B_{4,2} \) are explicitly given by (3.41) and (3.42), that is
\[ A_{2,2} = \frac{q}{\Gamma(2pq+p+q)}, \quad B_{2,2} = \frac{p}{\gamma(2pq+p+q)}, \]
\[ A_{4,2} = -\frac{e_{4,2}}{\Gamma(2pq+p+q)}, \quad B_{4,2} = \left(\frac{p+1}{q+1}\right)\frac{e_{4,2}}{\gamma^2(2pq+p+q)}, \]
\[ e_{4,2} = \frac{12pq\gamma(q+1)(1-\mu)}{3pq+p+q-1}. \]
A straightforward calculation yields
\[ A_{2,2}\alpha_2 + B_{2,2}\beta_2 + A_{4,2}\alpha_4 + B_{4,2}\beta_4 = -2, \]
from which (5.17) is proved and part (i) follows. Part (ii) simply follows from part (i) and Definition 4.1 of \( \gamma_A(s) \). This concludes the proof of Lemma 5.7. \( \square \)
• **Fourth term:** $(F_1(Y,y,s))$. We first claim the following:

**Lemma 5.8** (Decompositions of $F_1$ and $F_2$). The functions $F_1(Y,y,s)$ and $F_2(\Lambda,y,s)$ given in (3.7) can be decomposed for all $|\Lambda| \leq 1$, $|Y| \leq 1$ as follows: for all $s \geq 1$ and $|y| < \sqrt{s}$,

$$
\left| F_1(Y,y,s) - \sum_{k=2}^{M+1} \gamma_k \sum_{l=0}^{M} \frac{1}{s^l} F_{l,k}^l \left( \frac{y}{\sqrt{s}} \right) + \bar{F}_{l,k}^l(y,s) \right| \leq C|Y|^{M+2} + \frac{C}{s^{M+1}},
$$

and

$$
\left| F_2(\Lambda,y,s) - \sum_{k=2}^{M+1} \Lambda_k \sum_{l=0}^{M} \frac{1}{s^l} F_{l,k}^2 \left( \frac{y}{\sqrt{s}} \right) + \bar{F}_{l,k}^2(y,s) \right| \leq C|\Lambda|^{M+2} + \frac{C}{s^{M+1}},
$$

where $F_{i,k}^l$ is an even polynomials of degree less or equal to $M$ and $\bar{F}_{i,k}^l(y,s)$ satisfies

$$
|\bar{F}_{i,k}^l(y,s)| \leq \frac{C(1 + |y|^{M+1})}{s^{M+1}}.
$$

On the other hand, we have for all $y \in \mathbb{R}$ and $s \geq 1$,

$$
\left| F_1(Y,y,s) \right| \leq C|Y|^\bar{p}, \quad \left| F_2(\Lambda,y,s) \right| \leq C|\Lambda|^\bar{q},
$$

(5.18)

where $\bar{p} = \min\{2,p\}$ and $\bar{q} = \min\{q,2\}$.

**Proof.** We only deal with $F_1(Y,y,s)$ since the same proof holds for $F_2(\Lambda,y,s)$. We first note that in the region $\{|y| < \sqrt{s}\}$ and for $s \geq s_0$ for some $s_0 \geq 1$, $\psi(y,s)$ is bounded from above and from below. Thus, we Taylor expand $F_1$ in term of $Y$ and write

$$
\left| F_1(Y,y,s) - \sum_{k=2}^{M+1} E_{1,k}(\psi) \gamma_k \right| \leq C|Y|^{M+2}.
$$

Now, we expand $E_{1,k}(\psi)$ in terms of the variable $\frac{1}{s}$, and write

$$
\left| E_{1,k}(\psi) - \sum_{l=0}^{M} \frac{1}{s} E_{l,k}^l(\Psi^*) \right| \leq \frac{C}{s^{M+1}}.
$$

Then, we expand $E_{l,k}^l(\Psi^*)$ in terms of $z = \frac{y}{\sqrt{s}}$ as follows:

$$
\left| E_{l,k}^l(\Psi^*) - \sum_{i=0}^{M/2} e_{l,k}^{i|z|^{2i}} \right| \leq C|z|^{M+2}.
$$

Finally, we set

$$
F_{1,k}^l(z) = \sum_{i=0}^{M/2} e_{1,k}^{i|z|^{2i}} \quad \text{and} \quad \bar{F}_{1,k}^l(y,s) = E_{1,k}(\psi) - F_{1,k}^l \left( \frac{y}{\sqrt{s}} \right),
$$

(5.19)

which yields the desired result. This concludes the proof of Lemma 5.8.

Using Lemma 5.8, let us now find estimates on the projection of $(\frac{F_1}{F_2})$ on $(\frac{f_n}{g_n})$ and $(\frac{i_n}{g_n})$. In particular, we claim the following:
Lemma 5.9 (Projections of $\left(\frac{F_1}{F_2}\right)$ on $\left(\frac{f_n}{g_n}\right)$). For all $A \geq 1$, there exists $s_7(A) \geq 1$ such that for all $s \geq s_7(A)$, if $\left(\frac{\Lambda'(s)}{\Upsilon'(s)}\right) \in \mathcal{Y}_A(s)$, then:
- for $3 \leq n \leq M$,
  \[ \left| P_{n,M} \left( \frac{F_1}{F_2} \right) \right| + \left| \tilde{P}_{n,M} \left( \frac{F_1}{F_2} \right) \right| \leq \frac{CA^n}{s^{n+2}}, \]
- for $n = 0, 1, 2$,
  \[ \left| P_{n,M} \left( \frac{F_1}{F_2} \right) \right| + \left| \tilde{P}_{n,M} \left( \frac{F_1}{F_2} \right) \right| \leq \frac{C}{s^3}. \]

Proof. Let us write from Lemma 3.4 the projections of $\left(\frac{F_1}{F_2}\right)$ on $\left(\frac{f_n}{g_n}\right)$ for $n \leq M$ as follows:

\[ P_{n,M} \left( \frac{F_1}{F_2} \right) = \sum_{j=0}^{M-n} A_{n+2j,n} \Pi_{n+2j} \left( \frac{F_1}{F_2} \right) + B_{n+2j,n} \hat{\Pi}_n \left( \frac{F_1}{F_2} \right), \]

\[ \tilde{P}_{n,M} \left( \frac{F_1}{F_2} \right) = \sum_{j=0}^{M-n} \tilde{A}_{n+2j,n} \Pi_{n+2j} \left( \frac{F_1}{F_2} \right) + \tilde{B}_{n+2j,n} \hat{\Pi}_n \left( \frac{F_1}{F_2} \right). \]

We see that it is enough to estimate $\Pi_n \left( \frac{F_1}{F_2} \right)$ and $\hat{\Pi}_m \left( \frac{F_1}{F_2} \right)$ with $m = n + 2j \leq M$, since it implies the same estimate for $P_{n,M}$ and $\tilde{P}_{n,M}$. Since the estimates for $\Pi_m$ and $\hat{\Pi}_m$ are similar, we only deal with $\Pi_m \left( \frac{F_1}{F_2} \right)$ which is defined as follows:

\[ \| h_m \|^2 \rho_1 \Pi_m \left( \frac{F_1}{F_2} \right) = \int_{\mathbb{R}} F_1 h_m \rho_1 dy. \]

Using Lemma 5.8, let us write

\[ \int_{\mathbb{R}} F_1 h_m \rho_1 dy = \int_{|y| < \sqrt{s}} \sum_{k=2}^{M} \Upsilon^k \sum_{l=0}^{M} \frac{1}{s^{l}} \left[ F_{1,k} \left( \frac{y}{\sqrt{s}} \right) + \tilde{F}_{1,l} (y, s) \right] h_m \rho_1 dy \]

\[ + \int_{|y| > \sqrt{s}} F_1 h_m \rho_1 dy \]

\[ + \mathcal{O} \left( \int_{|y| < \sqrt{s}} |h_m| \left( |\Upsilon|^{M+2} + \frac{1}{s^{M+1}} \right) \rho_1 dy \right) = I_1 + I_2 + I_3. \]

We use part (iii) of Proposition 5.1 to get the estimate

\[ |I_3| \leq CA^{(M+1)^2} \int_{|y| < \sqrt{s}} (1 + |y|^{m+(M+1)^2}) \left( \left( \frac{\log s}{s^2} \right)^{M+1} + \frac{1}{s^{M+1}} \right) \rho_1 dy \leq \frac{C}{s^{M+2}}, \]

for all $s \geq A^{2(M+1)^2}$. From part (ii) of Proposition 5.1 and (5.18), we see that

\[ |F_1(\Upsilon, y, s)| \leq C|\Upsilon|^\beta \leq \frac{CA^{(M+2)\beta}}{s^\frac{\beta}{2}} \leq C, \]

for all $y \in \mathbb{R}$ and $s \geq A^{2(M+2)}$. Since $\sqrt{\rho_1(y)} \leq Ce^{-cs}$ for $|y| > \sqrt{s}$, we then get

\[ |I_2| \leq Ce^{-cs}. \]
Let us now estimate $I_1$. We write

$$
\Upsilon^k = \left( \sum_{j=0}^{M} (\theta_j g_j + \tilde{\theta}_j \tilde{g}_j) \right)^k + F^l_{1,k} \left( \frac{y}{\sqrt{s}} \right) = \sum_{i=0}^{M/2} \epsilon^{I,i}_{1,k} y^{2i},
$$

where $\epsilon^{I,i}_{1,k}$ are the coefficients of the polynomial $F^l_{1,k}$ defined in (5.19). We note from part (ii) of Proposition 5.1 that $\|\Upsilon(s)\|_{L^\infty} \leq C$ for all $s \geq A^{2(M+2)}$, from which we derive

$$
|\Upsilon^k - \Upsilon^+|^k \leq C \left( |\Upsilon^-|^k + |\Upsilon^+|^k - 1 \right),
$$

where $k \geq 2$, and $\Upsilon_+ = \sum_{j=0}^{M} (\theta_j g_j + \tilde{\theta}_j \tilde{g}_j)$. From Definition 4.1 of $\Upsilon_A(s)$, we have

$$
|\Upsilon^-| \leq \frac{A^{M+1}}{s^{M+2}} (1 + |y|^{M+1}), \quad |\Upsilon_+| \leq \frac{CA^2 \log s}{s^2} (1 + |y|^M),
$$

which yields

$$
|\Upsilon^k - \Upsilon^+| \leq \frac{CA^{k(M+1)}}{s^{M+2}} (1 + |y|^{k(M+1)}).
$$

Hence, the contribution coming from $\Upsilon^-$ to the estimate of $I_1$ is controlled by $\frac{CA^{k(M+1)}}{s^{M+2}} \leq \frac{CA^n}{s^{2n}}$ for $n \leq M$ and $s$ large enough. On the other hand, we notice that $F^l_{1,k} \left( \frac{y}{\sqrt{s}} \right) \Upsilon^+_m$ is a polynomial function in $y$ where the coefficient of the term of degree $m$ is bounded by $\frac{A^m}{s^{2n}} \leq \frac{A^n}{s^{2n}}$ for $n \geq 3$, and by $\frac{A^M}{s^n} \leq \frac{C}{s^n}$ for $n = 0, 1, 2$. Note also from the orthogonality (3.17) that for all polynomial functions $f$ of degree $n < m$, we have $\int f h_m \rho_1 dy = 0$. This implies that $\int_{|y| < \sqrt{s}} \Upsilon^k \Phi^l_{1,k} (y,s) h_m \rho_1 dy$ is bounded by $\frac{A^n}{s^{2n}}$ for $n \geq 3$, and by $\frac{A^M}{s^n} \leq \frac{C}{s^n}$ for $n = 0, 1, 2$. From part (i) of Proposition 5.1 and the definition of $\hat{F}^l_{1,k}$ given in Lemma 5.8, we deduce that for all $l$ and $k$,

$$
\left| \int_{|y| < \sqrt{s}} \frac{1}{s^l} \Upsilon^k \hat{F}^l_{1,k}(y,s) h_m \rho_1 dy \right| \leq \frac{C}{s^{l+k+M+1}} \leq \frac{C}{s^{M+2}}.
$$

This concludes the proof of Lemma 5.9.

**Fifth term:** $(R_1^{(1)}, R_2^{(1)})$. We first expand $R_1(y,s)$ and $R_2(y,s)$ as a power series of $\frac{1}{s}$ as $s \to +\infty$, uniformly for $|y| < \sqrt{s}$. More precisely, we claim the following:

**Lemma 5.10** (Power series of $R_1$ and $R_2$ as $s \to +\infty$). For all $m \in \mathbb{N}$, the functions $R_1(y,s)$ and $R_2(y,s)$ given in (3.8) can be expanded as follows: for all $|y| < \sqrt{s}$ and $s \geq 1$,

$$
\left| R_i(y,s) - \sum_{k=1}^{m-1} \frac{1}{s^{k+1}} R_{i,k}(y) \right| \leq \frac{C (1 + |y|^{2m})}{s^{m+1}}, \quad (5.20)
$$

for $i = 1, 2$. 

\[\square\]
where $R_{i,k}$ is a polynomial of degree $2k$. In particular,

$$
R_{1,1} = \frac{b\Gamma(p+1)}{pq-1} \left( -1 + \frac{6bp(q+1)}{pq-1} - \frac{2bp(q+1)(p-1)(q+\mu)}{(pq-1)^2} \right) y^2 \\
+ \frac{2b\Gamma(pq+1)}{pq-1} \frac{4b^2q(q-1)\gamma^p(q+\mu)^2}{(pq-1)^3},
$$

$$
R_{2,1} = \frac{b\gamma(q+1)}{pq-1} \left( -1 + \frac{6bq(p+1)}{pq-1} - \frac{2bq(p+1)(q-1)(p\mu+1)}{(pq-1)^2} \right) y^2 \\
+ \frac{2b\gamma(q+\mu)}{pq-1} \frac{4b^2p(p-1)\Gamma^q(p\mu+1)^2}{(pq-1)^3}.
$$

**Proof.** Let us consider $z = \frac{y}{\sqrt{s}}$ and write from (2.8) and (2.9),

$$
\varphi(y,s) = \Phi^*(z) + \frac{D}{s}, \quad D = \frac{2b\Gamma(pq+1)}{pq-1},
$$

$$
\psi(y,s) = \Psi^*(z) + \frac{E}{s}, \quad E = \frac{2b\gamma(q+\mu)}{pq-1},
$$

where $\Phi^*, \Psi^*$ are defined as in (1.15), and $b$ is given by (1.16).

Using the fact that $(\Phi^*, \Psi^*) \equiv (\Phi_0, \Psi_0)$ satisfies (2.3), we can write from (3.8),

$$
R_1(y,s) = \frac{z}{2s} \cdot \nabla_z \Phi^* + \frac{D}{s^2} + \frac{1}{s} \Delta_z \Phi^* - \frac{(p+1)D}{(pq-1)s} + F(\Psi^* + \frac{E}{s}) - F(\Psi^*),
$$

$$
R_2(y,s) = \frac{z}{2s} \cdot \nabla_z \Psi^* + \frac{E}{s^2} + \frac{\mu}{s} \Delta_z \Psi^* - \frac{(q+1)E}{(pq-1)s} + G(\Phi^* + \frac{D}{s}) - G(\Phi^*),
$$

where $F(\xi) = \xi^p$ and $G(\xi) = \xi^q$.

We only deal with $R_1$ because the estimate for $R_2$ follows similarly. For $|z| < 1$, there exist positive constants $c_0$ and $s_0$ such that $|\Phi^*(z)|, |\Psi^*(z)|, |\Phi^*(z) + \frac{D}{s}|$ and $|\Psi^*(z) + \frac{E}{s}|$ are larger than $\frac{1}{c_0}$ and smaller than $c_0$, uniformly in $|z| < 1$ and $s \geq s_0$. Since $F(\xi)$ is $C^\infty$ for $\frac{1}{c_0} \leq |\xi| \leq c_0$, we expand it around $\xi = \Psi^*(z)$ as follows:

$$
\left| F\left( \Psi^* + \frac{D}{s} \right) - F(\Psi^*) - \sum_{j=1}^{m} \frac{1}{s^m} F_j(\Psi^*(z)) \right| \leq \frac{C}{s^{m+1}},
$$

where $F_j(\xi)$ are $C^\infty$. Hence, we can expand $F_j(\xi)$ around $\xi = \Psi^*(0)$ and write

$$
\left| F\left( \Psi^* + \frac{D}{s} \right) - F(\Psi^*) - \sum_{j=1}^{m} \frac{1}{s^m} \sum_{l=0}^{m-j} c_{j,l} |z|^{2l} \right| \leq \sum_{j=1}^{m} \frac{C}{s^j} z^{2(m-j)+2} + \frac{C}{s^{m+1}}.
$$

Similarly, we have

$$
\left| \frac{z}{2s} \cdot \nabla_z \Phi^*(z) - \frac{z}{s} \sum_{j=0}^{m-2} d_{j} z^{2j} \right| \leq \frac{C}{s} |z|^{2m},
$$

$$
\left| \frac{1}{s} \Delta_z \Phi^*(z) - \frac{1}{s} \sum_{j=0}^{m-1} b_{j} z^{2j} \right| \leq \frac{C}{s} |z|^{2m},
$$

$$
\left| \Psi^*(z) - \sum_{j=0}^{m-1} e_{j} z^{2j} \right| \leq C|z|^{2m}.
$$
Gathering all the above expansion to the expression of \( R_1(y, s) \), we find that the term of order \( \frac{1}{s} \) is given by

\[
- \frac{2b\Gamma(p + 1)}{pq - 1} - \frac{D(p + 1)}{pq - 1} + pE\gamma^{p-1} = 0,
\]

(note that for \( R_2 \), it is
\[- \frac{2b\mu \gamma(q + 1)}{pq - 1} - \frac{E(q + 1)}{pq - 1} + qD\Gamma^{q-1} = 0 \]

hence, (5.20) follows. The formulas (5.21) and (5.22) are obtained by explicit calculations. This concludes the proof of Lemma 5.10. \( \square \)

We now use Lemma 5.10 to estimate the projections of \( (R_1^{R_2}) \) on \( (J_n^{J_m}) \) and \( (\tilde{J}_n^{\tilde{J}_m}) \) as follows:

**Lemma 5.11** (Projections of \( (R_1^{R_2}) \) on \( (J_n^{J_m}) \) and \( (\tilde{J}_n^{\tilde{J}_m}) \)). For all \( s \geq 1 \) and \( n \leq M \), we have

- if \( n \) is odd, then
  \[
  P_{n,M}(R_1(y, s)) = \tilde{P}_{n,M}(R_1(y, s)) = 0,
  \]

- if \( n \geq 4 \) is even, then
  \[
  \left| P_{n,M}(R_1(y, s)) \right| + \left| \tilde{P}_{n,M}(R_1(y, s)) \right| \leq \frac{C}{s^{\frac{n+2}{2}}},
  \]

- if \( n = 0 \) and \( n = 2 \), then
  \[
  \left| P_{0,M}(R_1(y, s)) \right| + \left| \tilde{P}_{0,M}(R_1(y, s)) \right| \leq \frac{C}{s^2},
  \]

and

\[
\left| P_{2,M}(R_1(y, s)) \right| \leq \frac{C}{s^3}.
\]

**Proof.** Let us write from Lemma 3.4 for all \( n \leq M \),

\[
P_{n,M}(R_1^{R_2}) = \sum_{j=0}^{[\frac{n}{2}]} A_{n+2j,n} \Pi_{n+2j} \left( \frac{R_1}{R_2} \right) + B_{n+2j,n} \tilde{\Pi}_{n+2j} \left( \frac{R_1}{R_2} \right),
\]

\[
\tilde{P}_{n,M}(R_1^{R_2}) = \sum_{j=0}^{[\frac{n}{2}]} \tilde{A}_{n+2j,n} \Pi_{n+2j} \left( \frac{R_1}{R_2} \right) + \tilde{B}_{n+2j,n} \tilde{\Pi}_{n+2j} \left( \frac{R_1}{R_2} \right).
\]

Since \( R_1(y, s) \) and \( R_2(y, s) \) are even functions in \( y \), we deduce that

\[
\Pi_j \left( \frac{R_1(y, s)}{R_2(y, s)} \right) = \tilde{\Pi}_j \left( \frac{R_1(y, s)}{R_2(y, s)} \right) = 0 \quad \text{if} \quad j \text{ is odd},
\]

which follows (5.23). Now when \( n \geq 4 \) is even, we use (5.20) with \( m = \left[ \frac{n}{2} \right] \) and write for \( i = 1, 2 \),

\[
R_i(y, s) = \tilde{R}_i(y, s) + O \left( \frac{1 + |y|^n}{s^{\frac{n}{2}+1}} \right), \quad \text{for all} \quad |y| < \sqrt{s}, \quad s \geq 1,
\]

where \( \tilde{R}_i \) is polynomial in \( y \) of degree less then \( n - 1 \). It is enough to estimate \( \Pi_k(R_1^{R_2}) \) and \( \tilde{\Pi}_k(R_1^{R_2}) \) with \( n \leq k = n + 2j \leq M \) since the same bound holds for \( P_{n,M} \) and \( \tilde{P}_{n,M} \). We only
estimate \( \Pi_k(R_1) \) because the same proof holds for \( \hat{\Pi}_k(R_1) \). From definition (3.34), we write

\[
\left\| h_k \right\|_{\hat{\Pi}_k(R_1)}^2 |\Pi_k(R_1) R_2 | = \left| \int \mathbb{R} R_1 h_k \rho_1 dy \right|
\]

\[
\leq \left| \int |y| \leq \sqrt{s} \hat{R}_1 h_k \rho_1 dy \right| + O \left( \frac{1}{s^{\frac{2}{2}}} \int \mathbb{R} \sqrt{|y|^{2} + (1 + |y|^{n})} |h_k| \rho_1 dy \right)
\]

\[
+ \left| \int |y| > \sqrt{s} R_1 h_k \rho_1 dy \right| \leq 0 + \frac{C}{s^{\frac{2}{2}}} + C e^{-cs},
\]

where we used the fact that \( \deg(\hat{R}_1) \leq n - 1 < k \) and the orthogonality (3.17) resulting in \( \int \hat{R}_1 \hat{h}_k \rho_1 dy = 0 \), and the integral over the domain \( |y| > \sqrt{s} \) is controlled by \( C e^{-cs} \). We have proved (5.24). When \( n = 0 \) and \( n = 2 \), estimate (5.25) directly follows from (5.20) with \( m = 1 \), that is

\[
|R_i(y, s)| \leq \frac{C(1 + |y|^2)}{s^2}.
\]

It remains to prove (5.26). To this end, let us write from (5.20)

\[
R_i(y, s) = \frac{1}{s^2} R_{i,1}(y) + O \left( \frac{1 + |y|^4}{s^3} \right),
\]

where \( R_{1,1} \) and \( R_{2,1} \) are given by (5.21) and (5.22). Estimate (5.26) will follow if we show that

\[
P_{2, M} \left( \frac{R_{1,1}(y)}{R_{2,1}(y)} \right) = 0.
\]

Using Lemma 3.4 and the orthogonality (3.17) (note that \( \deg(R_{i,1}) = 2, i = 1, 2 \)), we obtain

\[
P_{2, M} \left( \frac{R_{1,1}(y)}{R_{2,1}(y)} \right) = \frac{1}{2p + q + p} \left( \frac{q}{\Gamma} \Pi_2 \left( \frac{R_{1,1}(y)}{R_{2,1}(y)} \right) + \frac{p}{\gamma} \hat{\Pi}_2 \left( \frac{R_{1,1}(y)}{R_{2,1}(y)} \right) \right)
\]

\[
= \frac{1}{2p + q + p} \left( \frac{q}{\Gamma} \left\| h_2 \right\|^{2}_{\rho_1} \int \mathbb{R} |R_{1,1} h_2 \rho_1 dy + \frac{p}{\gamma} \left\| \hat{h}_2 \right\|^{2}_{\hat{\rho}_1} \int \mathbb{R} |R_{2,1} \hat{h}_2 \rho_1 dy \right)
\]

\[
= \frac{bq(p + 1)}{(pq - 1)(2p + q + p)} \left( 1 + \frac{6bq(p + 1)}{pq - 1} - \frac{2bq(p + 1)(q - 1)(p + 1)}{(pq - 1)^2} \right)
\]

\[
+ \frac{bq(p + 1)}{(pq - 1)(2p + q + p)} \left( 1 + \frac{6bp(q + 1)}{pq - 1} - \frac{2bp(p + 1)(q - 1)(p + 1)}{(pq - 1)^2} \right)
\]

\[
= 0,
\]

after a straightforward simplification. This concludes the proof of Lemma 5.11.

**- Step 2: Proof of items (i), (ii) and (iii) of Proposition 5.3.** In Step 1, we have obtained all the contribution in the projections \( P_{n,M} \) and \( \hat{P}_{n,M} \) for the terms appearing in system (3.3). More precisely, taking the projection of (3.3) on \( \left( f_n^{\gamma_n} \right) \) and \( \left( \hat{f}_n^{\gamma_n} \right) \) for \( n \leq M \), we see that for all \( s \in [\tau, \tau_1] \):

- if \( n = 0 \) and \( n = 1 \), then

\[
\left| \theta_n'(s) - \left( 1 - \frac{n}{2} \right) \theta_n(s) \right| \leq \frac{C}{s^2},
\]

which is the conclusion of part (i) of Proposition 5.3,

- if \( n = 2 \), then

\[
\left| \theta_2'(s) - \frac{2}{s} \theta_2(s) \right| \leq \frac{CA^3}{s^3},
\]
which is the conclusion of part (ii) of Proposition 5.3.
- if $3 \leq n \leq M$, then
  \[
  \left| \theta'_n(s) + \left( \frac{n-2}{2} \right) \theta_n(s) \right| \leq \frac{CA^{n-1}}{s^{\frac{a+1}{2}}},
  \]
  \[
  \left| \tilde{\theta}'_n(s) + \left( \frac{n}{2} + \frac{(p+1)(q+1)}{pq-1} \right) \tilde{\theta}_n(s) \right| \leq \frac{C}{s^{\frac{a+1}{2}}},
  \]
  and $n = 0, 1, 2$,
  \[
  \left| \tilde{\theta}'_n(s) + \left( \frac{n}{2} + \frac{(p+1)(q+1)}{pq-1} \right) \tilde{\theta}_n(s) \right| \leq \frac{C}{s^2}.
  \]

Integrating these differential equations between $\tau$ and $s$ gives the conclusion of part (iii) of Proposition 5.3.

5.2.3. The infinite-dimensional part.

We prove item (iv) of Proposition 5.3 in this part. We proceed in two steps:

- Firstly, we project (3.3) using the projector $\Pi_{-,M}$. Recall that $\Pi_{-,M}$ is the projector on the subspace of the spectrum of $\mathcal{H}$ which is smaller than $\frac{1-M}{2}$. Unlike as in the previous part where we used the spectrum of $\mathcal{H} + \mathcal{M}$.

- Secondly, from the main contribution in the projection $\Pi_{-,M}$ of the all terms appearing in (3.3), we write a system satisfied by $(\Lambda_{\frac{1}{T}}^\perp)$, then use a Gronwall’s inequality to get the conclusion.

**Step 1: Projection $\Pi_{-,M}$ of the all terms appearing in (3.3).** In this step, we will find the main contribution in the projection $\Pi_{-,M}$ of various terms appearing in (3.3).

**First term:** $\partial_s (\Lambda_{\frac{1}{T}})$. From (3.45) and (3.34) and (3.35), its projection is

\[
\Pi_{-,M} \left[ \partial_s \Lambda_{\frac{1}{T}} \right] = \partial_s \Lambda_{\frac{1}{T}}^{-\perp}.
\]

**Second term:** $(\mathcal{H} + \mathcal{M})(\Lambda_{\frac{1}{T}}^{-\perp})$. We have the following:

\[
\Pi_{-,M} \left[ (\mathcal{H} + \mathcal{M})(\Lambda_{\frac{1}{T}}) \right] = \mathcal{H}(\Lambda_{\frac{1}{T}}^{-\perp}) + \mathcal{M}(\Lambda_{\frac{1}{T}}^{-\perp}),
\]

where we used the fact that $\Pi_{-,M}(\hat{f}_{gn}^n) + \Pi_{-,M}(\tilde{f}_{gn}^n) = 0$ for all $n \leq M$.

**Third term:** $V(\Lambda_{\frac{1}{T}}) = (V_1(\hat{f}_{2\Lambda}^n) + V_2(\tilde{f}_{2\Lambda}^n))$. We claim the following:

**Lemma 5.12** (Projection of $(V_1 \hat{f}_{2\Lambda} + V_2 \tilde{f}_{2\Lambda})$ using $\Pi_{-,M}$).

(i) For all $s \geq 1$, we have

\[
\left\| \Pi_{-,M}(V_1 \hat{f}_{2\Lambda}) \right\|_{L^\infty(\mathbb{R})} \leq \left( \| V_1 \|_{L^\infty(\mathbb{R})} + \frac{C}{s} \right) \left\| \Lambda_{\frac{1}{T}}^{-\perp} \right\|_{L^\infty(\mathbb{R})} + \sum_{n=0}^{M} \frac{C}{s^{\frac{a+1}{2}}} (|\theta_n(s)| + |\tilde{\theta}_n(s)|),
\]

\[
\left\| \Pi_{-,M}(V_2 \tilde{f}_{2\Lambda}) \right\|_{L^\infty(\mathbb{R})} \leq \left( \| V_2 \|_{L^\infty(\mathbb{R})} + \frac{C}{s} \right) \left\| \Lambda_{\frac{1}{T}}^{-\perp} \right\|_{L^\infty(\mathbb{R})} + \sum_{n=0}^{M} \frac{C}{s^{\frac{a+1}{2}}} (|\theta_n(s)| + |\tilde{\theta}_n(s)|).
\]
(ii) For all \( A \geq 1 \), there exists \( s_8(A) \geq 1 \) such that for all \( s \geq s_8(A) \), if \( \frac{\Lambda(s)}{\Upsilon(s)} \in \mathcal{Y}_A(s) \), then
\[
\left\| \Pi_{-,M}(V_1 \Upsilon) \right\|_{L^\infty(\mathbb{R})} \leq \left\| V_1 \right\|_{L^\infty(\mathbb{R})} \left\| \frac{\Upsilon_-}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \frac{C A^M}{s^{\frac{M+2}{2}}},
\]
\[
\left\| \Pi_{-,M}(V_2 \Lambda) \right\|_{L^\infty(\mathbb{R})} \leq \left\| V_2 \right\|_{L^\infty(\mathbb{R})} \left\| \frac{\Lambda_-}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \frac{C A^M}{s^{\frac{M+2}{2}}}.
\]

Proof. We only deal with \( V_1 \Upsilon \) because the proof for \( V_2 \Lambda \) is similar. Let us write \( \Upsilon = \Upsilon_+ + \Upsilon_- \), where \( \Upsilon_+ = \Pi_{+,M} \Upsilon = (\text{Id} - \Pi_{-,M}) \Upsilon \) and
\[
\Pi_{-,M}(V_1 \Upsilon) = V_1 \Upsilon_- - \Pi_{+,M}(V_1 \Upsilon_-) + \Pi_{-,M}(V_1 \Upsilon_+).
\]
The first term is obviously bounded by
\[
\left\| \frac{V_1 \Upsilon_-}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \left\| V_1 \right\|_{L^\infty(\mathbb{R})} \left\| \frac{\Upsilon_-}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})}.
\]
Note that if \( |f(y)| \leq \sigma(1 + |y|^k) \) for \( k \in \mathbb{N} \), then \( |\Pi_{+,M}f(y)| \leq C \sigma \). Using this property and (5.7), we obtain the bound for the second term
\[
\left\| \frac{\Pi_{+,M}(V_1 \Upsilon_-)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \frac{C}{s} \left\| \frac{\Upsilon_-}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})}.
\]
For the last term, let us write from (3.38),
\[
\Pi_{-,M}(V_1 \Upsilon_+) = \sum_{n=0}^{M} \Pi_{-,M}\left[ V_1(\theta_n g_n + \tilde{\theta}_n \tilde{g}_n) \right].
\]
If \( M - n \) is odd, we use (5.8) with \( k = \frac{M-n-1}{2} \), hence,
\[
\Pi_{-,M}\left[ V_1(\theta_n g_n + \tilde{\theta}_n \tilde{g}_n) \right] = \sum_{j=1}^{k} \frac{1}{s_j} \left[ \Pi_{-,M}\left[ W_{1,j}(\theta_n g_n + \tilde{\theta}_n \tilde{g}_n) \right] \right] + \Pi_{-,M}\left[ \tilde{W}_{1,k}(\theta_n g_n + \tilde{\theta}_n \tilde{g}_n) \right] = I_1 + I_2.
\]
Since \( \text{deg}(g_n) = \text{deg}(\tilde{g}_n) = n \) and \( n + 2k = M - 1 < M \), we deduce that \( I_1 = 0 \). Moreover, since \( |\tilde{W}_{1,k}(y,s)| \leq \frac{C}{s^{k+1}}(1 + |y|^{2k+2}) \), we deduce from (iv) of Lemma A.2 that
\[
\left\| \frac{\Pi_{-,M}\left[ V_1(\theta_n g_n + \tilde{\theta}_n \tilde{g}_n) \right]}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \frac{C(|\theta_n(s)| + |\tilde{\theta}_n(s)|)}{s^{\frac{M-n+1}{2}}}.
\]
Similarly, when \( M - n \) is even, we use (5.8) with \( k = \frac{M-n}{2} \) and argue as above to obtain the same estimate. This concludes the proof of part (i). Part (ii) simply follows from part (i) and Definition 4.1 of \( \mathcal{Y}_A(s) \). This finishes the proof of Lemma 5.12. \( \Box \)

Fourth term: \( \left( \frac{F_1}{F_2} \right) \). We claim the following:

Lemma 5.13 (Projection of \( \frac{F_1}{F_2} \) using \( \Pi_{-,M} \)). Let \( \frac{\Lambda(s)}{\Upsilon(s)} \in \mathcal{Y}_A(s) \). Then for all \( A \geq 1 \) and \( K \geq 1 \) introduced in (3.11), there exists \( s_0(A,K) \geq 1 \) such that for all \( s \geq s_0(A,K) \), the functions \( F_1(\Upsilon,y,s) \) and \( F_2(\Lambda,y,s) \) defined by (3.7) satisfy:
\[
\left\| \frac{\Pi_{-,M}[F_1(\Upsilon,y,s)]}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \frac{C A^{(M+2)} s^{\frac{M+1+\rho}{2}}}{s^{\frac{M+1+\rho}{2}}}.
\]
that to deduce that yields to get

\[
\| \Pi_{-M} [F_2(\Lambda, y, s)] \|_{L^\infty(\mathbb{R})} \leq \frac{CA(M+2)^2}{s^{M+2+\bar{q}}},
\]

where \( \bar{p} = \min\{2, p\} \) and \( \bar{q} = \min\{2, q\} \).

**Proof.** We only deal with \( F_1(\Upsilon, y, s) \) because the similar estimate holds for \( F_2(\Lambda, y, s) \). Since the proof is similar to the proof of Lemma 5.12, we just give the key estimate. We first notice that for all polynomial functions \( f(y) \) of degree \( M \), we have \( \Pi_{-M} f(y) = 0 \). Hence, the conclusion follows once we show that there exists a polynomial function \( F_{1,M} \) of degree \( M \) in \( y \) such that for all \( y \in \mathbb{R} \) and \( s \geq 1 \),

\[
|F_1 - F_{1,M}| \leq \frac{CA(M+2)^2}{s^{M+2+\bar{p}}}(1 + |y|^{M+1}),
\]

(5.27)

where \( \bar{p} = \min\{2, p\} \). In particular, we take

\[
F_{1,M} = \Pi_{+M} \left[ \sum_{k=2}^{M+1} \Upsilon^k \sum_{l=0}^M \frac{1}{s^l} F_{1,k} \left( \frac{y}{\sqrt{s}} \right) \right].
\]

To prove (5.27), we recall from Lemma 5.8 that

\[
|F_1 - \sum_{k=2}^{M+1} \Upsilon^k \sum_{l=0}^M \frac{1}{s^l} \left[ F_{1,k} \left( \frac{y}{\sqrt{s}} \right) + \tilde{F}_{1,k}(y, s) \right]| \leq C|\Upsilon|^{M+2} + \frac{C}{s^{M+1}}.
\]

We first consider the region \( |y| \geq \sqrt{s} \). From (5.18) and part (ii) of Proposition 5.1(ii), we have

\[
|F_1| \leq C|\Upsilon|^\beta \leq C \left( \frac{A^{M+2}}{\sqrt{s}} \right)^\beta \frac{1}{s^{M+2}}(1 + |y|^{M+1}).
\]

From Lemma 5.9, we know that for all \( n \leq M \),

\[
|P_{n,M} \left( \frac{F_1}{F_2} \right)| + |\tilde{P}_{n,M} \left( \frac{F_1}{F_2} \right)| \leq \frac{CA^n}{s^{n+2}}.
\]

In the region \( |y| \leq \sqrt{s} \), we use the same argument as in the proof of Lemma 5.9 to deduce that the coefficient of degree \( k \geq M + 1 \) of the polynomial

\[
\sum_{k=2}^{M+1} \Upsilon^k \sum_{l=0}^M \frac{1}{s^l} F_{1,k} \left( \frac{y}{\sqrt{s}} \right) - F_{1,M}
\]

is controlled by \( \frac{CA^k}{s^{k+2}} \), hence,

\[
\left| \sum_{k=2}^{M+1} \Upsilon^k \sum_{l=0}^M \frac{1}{s^l} F_{1,k} \left( \frac{y}{\sqrt{s}} \right) - F_{1,M} \right| \leq \frac{CA^{2M+2}}{s^{M+2}}(1 + |y|^{M+1}).
\]

Using part (i) of Proposition 5.1 yields

\[
\left| \sum_{k=2}^{M+1} \Upsilon^k \sum_{l=0}^M \frac{1}{s^l} \tilde{F}_{1,k}(y, s) \right| \leq \frac{CA^{2M+2}}{s^{M+2}}(1 + |y|^{M+1}).
\]

To control the term \( |\Upsilon|^{M+2} \), we use parts \( i \) and (iii) of Proposition 5.1 to get

\[
|\Upsilon|^{M+2} \leq C \left( \frac{A^{M+1}}{\sqrt{s}} \right)^{M+1} \frac{A^{M+1} \log s}{s^2}(1 + |y|^{M+1}).
\]
A collection of all the above estimates yields (5.27). The conclusion of Lemma 5.13 follows from (5.27) by using the same argument as in the proof of Lemma 5.12.

**Fifth term: \((R_1)_{R_2}\).** From Lemma 5.10, we have the following:

**Lemma 5.14** (Projection of \((R_1)_{R_2}\) using \(\Pi_{-,M}\)). The functions \(R_1(y,s)\) and \(R_2(y,s)\) defined by (3.8) satisfy

\[
\left\| \frac{\Pi_{-,M}[R_i(y,s)]}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \frac{C}{s^{\frac{M+3}{2}}}.
\]

**Proof.** Applying Lemma 5.10 with \(m = \frac{M+2}{2}\), we write for all \(|y| \leq \sqrt{s}\) and \(s \geq 1\),

\[
\left| R_i(y,s) - \sum_{k=1}^{M/2} \frac{1}{s^{k+1}} R_{i,k}(y) \right| \leq \frac{C(1 + |y|^{M+2}}{s^{\frac{M+4}{2}}} \leq \frac{C(1 + |y|^{M+1}}{s^{\frac{M+3}{2}}},
\]

Since \(\deg(R_{i,k}) = 2k \leq M\), we have \(\Pi_{-,M} R_{i,k} = 0\). The conclusion simply follows by using \((iv)\) of Lemma A.2. This ends the proof of Lemma (5.14).

We are ready to prove part \((iv)\) of Proposition 5.3.

**Step 2: Proof of item \((iv)\) of Proposition 5.3.** Applying the projection \(\Pi_{-,M}\) to system (3.3) and using the various estimates given in the first step, we see that \(\Lambda_-\) and \(\Upsilon_-\) satisfy the following system:

\[
\partial_s \Lambda_- = \mathcal{L}_\eta \Lambda_- - \frac{p+1}{pq-1} \Lambda_- + p\gamma^{p-1} \Upsilon_- + G_{1,-}(y,s),
\]

\[
\partial_s \Upsilon_- = \mathcal{L}_\mu \Upsilon_- - \frac{q+1}{pq-1} \Upsilon_- + q\Gamma^{p-1} \Lambda_- + G_{2,-}(y,s),
\]

where \(G_{1,-}\) and \(G_{2,-}\) satisfy

\[
\left\| \frac{G_{1,-}(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \left\| V_1(s) \right\|_{L^\infty(\mathbb{R})} \left\| \frac{\Upsilon_-}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \frac{CA^M}{s^{\frac{M+2}{2}}} + \frac{CA^{(M+2)^2}}{s^{\frac{M+1+\mu}{2}}},
\]

and

\[
\left\| \frac{G_{2,-}(y,s)}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} \leq \left\| V_2(s) \right\|_{L^\infty(\mathbb{R})} \left\| \frac{\Lambda_-}{1 + |y|^{M+1}} \right\|_{L^\infty(\mathbb{R})} + \frac{CA^M}{s^{\frac{M+2}{2}}} + \frac{CA^{(M+2)^2}}{s^{\frac{M+1+\mu}{2}}},
\]

Using the semigroup representation of \(\mathcal{L}_\eta\) with \(\eta \in \{1, \mu\}\), we write for all \(s \in [\tau, \tau_f]\),

\[
\Lambda_-(s) = e^{(s-\tau)\mathcal{L}_1} \Lambda_-(\tau) + \int_\tau^s e^{(s-s')\mathcal{L}_1} \left( -\frac{p+1}{pq-1} \Lambda_-(s') + p\gamma^{p-1} \Upsilon_-(s') + G_{1,-}(s') \right) ds',
\]

\[
\Upsilon_-(s) = e^{(s-\tau)\mathcal{L}_\mu} \Upsilon_-(\tau) + \int_\tau^s e^{(s-s')\mathcal{L}_\mu} \left( -\frac{q+1}{pq-1} \Upsilon_-(s') + q\Gamma^{p-1} \Lambda_-(s') + G_{2,-}(s') \right) ds'.
\]
Using part (iii) of Lemma A.2, we get

\[
\left\| \frac{\Lambda_-(s)}{1 + |y|^{M+1}} \right\|_{L^\infty} \leq e^{-\frac{M+1}{2} (s-\bar{\tau})} \left\| \frac{\Lambda_-(\tau)}{1 + |\tau|^{M+1}} \right\|_{L^\infty} + \frac{p+1}{pq-1} \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} \left\| \frac{\Lambda_-(s')}{1 + |s'|^{M+1}} \right\|_{L^\infty} ds' + p\gamma^{p-1} \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} \left\| \frac{\underline{\gamma}(s')}{1 + |s'|^{M+1}} \right\|_{L^\infty} ds' + \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} \left\| \frac{G_1_-(y,s)}{1 + |s'|^{M+1}} \right\|_{L^\infty} ds',
\]

and

\[
\left\| \frac{\underline{\gamma}(s)}{1 + |y|^{M+1}} \right\|_{L^\infty} \leq e^{-\frac{M+1}{2} (s-\bar{\tau})} \left\| \frac{\underline{\gamma}(\tau)}{1 + |\tau|^{M+1}} \right\|_{L^\infty} + \frac{q+1}{pq-1} \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} \left\| \frac{\underline{\gamma}(s')}{1 + |s'|^{M+1}} \right\|_{L^\infty} ds' + q\Gamma^{q-1} \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} \left\| \frac{\underline{\gamma}(s')}{1 + |s'|^{M+1}} \right\|_{L^\infty} ds' + \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} \left\| \frac{G_2_-(y,s)}{1 + |s'|^{M+1}} \right\|_{L^\infty} ds',
\]

If we set \( \lambda(s) = \left\| \frac{\Lambda_-(s)}{1 + |y|^{M+1}} \right\|_{L^\infty} + \left\| \frac{\underline{\gamma}(s)}{1 + |y|^{M+1}} \right\|_{L^\infty} \), then we have

\[
\lambda(s) \leq e^{-\frac{M+1}{2} (s-\bar{\tau})} \lambda(\tau) + \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} (\|\mathcal{M}\|_{\infty} + \|V_1\|_{L^\infty} + \|V_2\|_{L^\infty}) \lambda(s') ds' + C \int_{\tau}^{s} e^{-\frac{M+1}{2} (s-s')} \left( \frac{A^{(M+2)}^2}{s^{\frac{(M+2)}{2}}} \left( s^{\frac{q+1}{2}} + s^{\frac{q+1}{2}} \right) + \frac{A^M}{s^{\frac{M+2}{2}}} \right) ds',
\]

where \( \|\mathcal{M}\|_{\infty} = \max \left\{ \frac{p+1}{pq-1} + p\gamma^{p-1}, \frac{q+1}{pq-1} + q\Gamma^{q-1} \right\} \).

Since we have already fixed \( M \) in (3.33) such that

\[ M \geq 4(\|\mathcal{M}\|_{\infty} + 1 + \|V_1\|_{L^\infty} + \|V_2\|_{L^\infty}), \]

and that \( A^{(M+2)}^2 \left( s^{\frac{q+1}{2}} + s^{\frac{q+1}{2}} \right) \leq A^M \) for \( s' \) large enough, we then apply Lemma A.1 to deduce that

\[
e^{\frac{M+1}{2} s} \lambda(s) \leq e^{\frac{M+1}{2} (s-\bar{\tau})} e^{M+1} \lambda(\tau) + C \frac{A^M}{s^{\frac{M+2}{2}}},
\]

which concludes the proof of part (iv) of Proposition 5.3.
5.2.4. The outer part.

We prove part (v) of Proposition 5.3 in this subsection. Let us write from (3.3) a system satisfied by $\tilde{\Lambda}_e = (1 - \chi(2y, s))\Lambda$ and $\tilde{\Upsilon}_e = (1 - \chi(2y, s))\Upsilon$:

$$
\partial_s \tilde{\Lambda}_e = \mathcal{L}_\eta \tilde{\Lambda}_e - \frac{p + 1}{pq - 1} \tilde{\Lambda}_e + (1 - \chi(2y, s))(\tilde{F}_1(\Upsilon, y, s) + R_1(y, s)) - \Lambda(s) \left( \partial_s \chi(2y, s) + \Delta \chi(2y, s) + \frac{1}{2} \frac{y}{y} \cdot \nabla \chi(2y, s) \right) + 2\text{div}(\Lambda \nabla \chi(2y, s)),
$$

$$
\partial_s \tilde{\Upsilon}_e = \mathcal{L}_\mu \tilde{\Upsilon}_e - \frac{q + 1}{pq - 1} \tilde{\Upsilon}_e + (1 - \chi(2y, s))(\tilde{F}_2(\Lambda, y, s) + R_2(y, s)) - \Upsilon(s) \left( \partial_s \chi(2y, s) + \mu \Delta \chi(2y, s) + \frac{1}{2} \frac{y}{y} \cdot \nabla \chi(2y, s) \right) + 2\mu \text{div}(\Upsilon \nabla \chi(2y, s)),
$$

where

$$
\tilde{F}_1(\Upsilon, y, s) = |\Upsilon + \psi|^{p-1}(\Upsilon + \psi) - \psi^p, \quad \tilde{F}_2(\Lambda, y, s) = |\Lambda + \varphi|^{q-1}(\Lambda + \varphi) - \varphi^q.
$$

Using the semigroup representation of $\mathcal{L}_\eta$ with $\eta \in \{1, \mu\}$ and parts (i) - (ii) of Lemma A.2, we write for all $s \in [\tau, \tau_1]$,}

$$
\left\| \tilde{\Lambda}_e(s) \right\|_{L^\infty} \leq e^{-\frac{q+1}{pq-1}(s-\tau)} \left\| \tilde{\Lambda}_e(\tau) \right\|_{L^\infty} + \int_{\tau}^{s} e^{-\frac{q+1}{pq-1}(s-s')} \left( \left\| (1 - \chi(2y, s'))\tilde{F}_1(s') \right\|_{L^\infty} + \left\| (1 - \chi(2y, s'))R_1(s') \right\|_{L^\infty} \right) \, ds'
$$

$$
+ \int_{\tau}^{s} e^{-\frac{q+1}{pq-1}(s-s')} \left\| \Lambda(s') \left( \partial_s \chi(2y, s') + \Delta \chi(2y, s') + \frac{1}{2} \frac{y}{y} \cdot \nabla \chi(2y, s') \right) \right\|_{L^\infty} \, ds'
$$

$$
+ \int_{\tau}^{s} e^{-\frac{q+1}{pq-1}(s-s')} \frac{C}{\sqrt{1 - e^{-\frac{q+1}{pq-1}(s-s')}}} \left\| \Lambda(s') \nabla \chi(2y, s') \right\|_{L^\infty} \, ds',
$$

and

$$
\left\| \tilde{\Upsilon}_e(s) \right\|_{L^\infty} \leq e^{-\frac{q+1}{pq-1}(s-\tau)} \left\| \tilde{\Upsilon}_e(\tau) \right\|_{L^\infty} + \int_{\tau}^{s} e^{-\frac{q+1}{pq-1}(s-s')} \left( \left\| (1 - \chi(2y, s'))\tilde{F}_2(s') \right\|_{L^\infty} + \left\| (1 - \chi(2y, s'))R_2(s') \right\|_{L^\infty} \right) \, ds'
$$

$$
+ \int_{\tau}^{s} e^{-\frac{q+1}{pq-1}(s-s')} \left\| \Upsilon(s') \left( \partial_s \chi(2y, s') + \mu \Delta \chi(2y, s') + \frac{1}{2} \frac{y}{y} \cdot \nabla \chi(2y, s') \right) \right\|_{L^\infty} \, ds'
$$

$$
+ \int_{\tau}^{s} e^{-\frac{q+1}{pq-1}(s-s')} \frac{C}{\sqrt{1 - e^{-\frac{q+1}{pq-1}(s-s')}}} \left\| \Upsilon(s') \nabla \chi(2y, s') \right\|_{L^\infty} \, ds',
$$

From the definition (3.11) of $\chi$ and part (i) of Proposition 5.1, we have

$$
\left\| \Lambda(s') \left( \partial_s \chi(2y, s') + \Delta \chi(2y, s') + \frac{1}{2} \frac{y}{y} \cdot \nabla \chi(2y, s') \right) \right\|_{L^\infty}
$$

$$
+ \left\| \Upsilon(s') \left( \partial_s \chi(2y, s') + \mu \Delta \chi(2y, s') + \frac{1}{2} \frac{y}{y} \cdot \nabla \chi(2y, s') \right) \right\|_{L^\infty}
$$

$$
\leq C \left( 1 + \frac{1}{K^2 s^2} \right) \left( \left\| \Lambda(s') \right\|_{L^\infty(\|y\| \leq K\sqrt{s})} + \left\| \Upsilon(s') \right\|_{L^\infty(\|y\| \leq K\sqrt{s})} \right) \leq \frac{CA^{M+1}}{\sqrt{s^t}}.
$$
and
\[
\|A(s')\nabla \chi(2y, s')\|_{L^\infty} + \|Y(s')\nabla \chi(2y, s')\|_{L^\infty} \\
\leq \frac{C}{K^{1/4}s'} \left( \|A(s')\|_{L^\infty(\{|y| \leq K\sqrt{s'}\})} + \|Y(s')\|_{L^\infty(\{|y| \leq K\sqrt{s'}\})} \right) \leq \frac{CA^{M+1}}{s'}.
\]

Recalling from (3.9) the bound for \(R_1\) and \(R_2\), we have
\[
\left\| (1 - \chi(2y, s'))R_i(s') \right\|_{L^\infty} \leq \frac{C}{s'}, \quad i = 1, 2.
\]

We also have
\[
\left\| (1 - \chi(2y, s'))\bar{F}_1(s') \right\|_{L^\infty} \leq C \left( \|\psi(s')\|_{L^{p-1}(\{|y| \geq K\sqrt{s'}\})} + \|Y(s')\|_{L^{p-1}(\{|y| \geq K\sqrt{s'}\})} \right) \|\bar{Y}_e(s')\|_{L^\infty} \\
\leq \frac{r + 1}{2(pq - 1)}\|\bar{Y}_e(s')\|_{L^\infty},
\]

for \(K\) large enough, where
\[
r = \min\{p, q\}.
\]

Similarly,
\[
\left\| (1 - \chi(2y, s'))\bar{F}_2(s') \right\|_{L^\infty} \leq \frac{r + 1}{2(pq - 1)}\|\bar{A}_e(s')\|_{L^\infty}.
\]

If we set \(\lambda(s) = \|\bar{A}_e(s)\|_{L^\infty} + \|\bar{Y}_e(s)\|_{L^\infty}\), then we end up with
\[
\lambda(s) \leq e^{-\frac{r + 1}{pq}(s - \sigma)}\lambda(\sigma) \\
+ \int_{\sigma}^{s} e^{-\frac{r + 1}{pq}(s - \tau)} \left( \frac{r + 1}{2(pq - 1)}\lambda(\tau) + \frac{CA^{M+1}}{s'\sqrt{s'}} + \frac{CA^{M+1}}{s'\sqrt{1 - e^{-(s-s')}}} \right) d\tau.
\]

Applying Lemma A.1, we finally obtain
\[
\lambda(s) \leq e^{-\frac{r + 1}{pq}(s - \sigma)}\lambda(\sigma) + \frac{CA^{M+1}}{\sqrt{s}}(s - \sigma + \sqrt{s - \sigma}).
\]

Since \(\text{supp}(1 - \chi(y, s)) \subset \text{supp}(1 - \chi(2y, s))\), we have \(\|A_e\|_{L^\infty} \leq \|\bar{A}_e\|_{L^\infty}\) and \(\|Y_e\|_{L^\infty} \leq \|\bar{Y}_e\|_{L^\infty}\). This concludes the proof of part (v) of Proposition 5.3.

6. Stability of the constructed solution.

In this section we give the proof of Theorem 1.8. The proof strongly relies on the same ideas used in the proof of Theorem 1.1. That is the use of finite-dimensional parameters, the reduction to a finite-dimensional problem and the continuity. As the proof of Theorem 1.1, we only give the proof of Theorem 1.8 in the one dimensional case for simplicity, however, the same proof holds for higher dimensions. We claim the following which directly follows Theorem 1.8:

Proposition 6.1. Let \((\hat{u}_0, \hat{v}_0)\) be the initial data of system (1.1) such that the corresponding solution \((\hat{u}, \hat{v})\) blows up in finite time \(\hat{T}\) at only one blowup point \(\hat{a}\) and \((\hat{u}(x, t), \hat{v}(x, t))\) satisfies (1.14) with \(T = \hat{T}\) and \(a = \hat{a}\). Then, there exist \(B_0 \geq 1\), \(s_0 \geq 1\), a neighborhood \(E_{s_0}\) of \((\hat{T}, \hat{a})\) in \(\mathbb{R}^2\) and a neighborhood \(W_0\) of \((\hat{u}_0, \hat{v}_0)\) in \(L^\infty(\mathbb{R}) \times L^\infty(\mathbb{R})\) such that the following holds: for any \((u_0, v_0) \in W_0\), there exists \((T, a) \in E_{s_0}\) such that for all \(s \geq s_0\), \((\Lambda_T, \Psi_T) = (\Lambda_T, \Psi_T)\) holds, where
\[
\Lambda_T(y, s) = \Phi_T(y, s) - \varphi(y, s), \quad \Psi_T(y, s) = \Psi_T(y, s) - \psi(y, s),
\]
where \((\Phi_T, \Psi_T)\) is defined as in (1.10) with \((u, v)\) is the unique solution of (1.1) with initial data \((u_0, v_0)\), and \(\varphi, \psi\) are defined in (2.8) and (2.9).
Indeed, once Proposition 6.1 is proved, we deduce from part (ii) of Proposition 5.1 and (1.10) that (1.14) holds for \((u, v)\). Then, Proposition 4.7 applied to \((u, v)\) shows that \((u, v)\) blows up at time \(T\) at one single point \(a\). Since part (iii) of Theorem 1.1 follows from part (ii), we conclude the proof of Theorem 1.8 assuming that Proposition 6.1 holds.

Let us now give the proof of Proposition 6.1. The proof is analogous to the case of equation (1.3) treated in [29] (see also [38]). For the reader’s convenience, we give here the main idea of the proof. The interested reader is kindly referred to the stability section in [29] and [38] for more details.

We consider \((\hat{u}, \hat{v})\) the constructed solution of system (1.1) in Theorem 1.1, and call \((\hat{u}_0, \hat{v}_0)\) its initial data in \(L^\infty(\mathbb{R}) \times L^\infty(\mathbb{R})\), and \((\hat{T}, \hat{a})\) its blowup time and blowup point. From the construction method given in Section 4, we consider \(\hat{A} \geq 1\) such that

\[
\begin{pmatrix}
\hat{\Lambda}(s) \\
\hat{\Upsilon}(s)
\end{pmatrix} \in \mathcal{V}_A(s) \quad \text{for all } s \geq -\log \hat{T},
\]

where

\[
\begin{align*}
\hat{\Lambda}(y, s) &= \hat{\Phi}(y, s) - \varphi(y, s), \quad \hat{\Phi}(y, s) = e^{-\frac{(p+1)s}{pq-1}} \hat{u}\left(\hat{a} + ye^{-s}, \hat{T} - e^s\right), \\
\hat{\Upsilon}(y, s) &= \hat{\Psi}(y, s) - \psi(y, s), \quad \hat{\Psi}(y, s) = e^{-\frac{(q+1)s}{pq-1}} \hat{v}\left(\hat{a} + ye^{-s}, \hat{T} - e^s\right),
\end{align*}
\] (6.2)

and \(\varphi, \psi\) are defined in (2.8) and (2.9).

Let \(\epsilon_0 > 0\), we consider \((u_0, v_0) \in L^\infty(\mathbb{R}) \times L^\infty(\mathbb{R})\) such that

\[
(h_0, g_0) = (u_0 - \hat{u}_0, v_0 - \hat{v}_0), \quad \|h_0\|_{L^\infty(\mathbb{R})} + \|g_0\|_{L^\infty(\mathbb{R})} \leq \epsilon_0.
\]

We denote by \((u, v)_{u_0, v_0}\) the solution of system (1.1) with the initial data \((u_0, v_0)\), and by \(T(u_0, v_0) \leq +\infty\) the maximal time of existence from the Cauchy theory in \(L^\infty(\mathbb{R}) \times L^\infty(\mathbb{R})\).

Our aim is to show that, if \(\epsilon_0\) is small enough, then \(T(u_0, v_0) < +\infty\) and \((u, v)_{u_0, v_0}\) blows up in finite time \(T(u_0, v_0)\) only at one blowup point \(a(u_0, v_0)\) with

\[
|T(u_0, v_0) - \hat{T}| + |a(u_0, v_0) - \hat{a}| \to 0 \quad \text{as} \quad \epsilon_0 \to 0.
\]

Moreover, there exist \(B \geq 1\) and \(s_0 \geq -\log \hat{T}\) large enough such that

\[
\begin{pmatrix}
\Lambda_{T,a}(s) \\
\Upsilon_{T,a}(s)
\end{pmatrix} \in \mathcal{V}_B(s) \quad \text{for all } s \geq s_0,
\]

where \(\Lambda_{T,a}\) and \(\Upsilon_{T,a}\) are defined in (6.1).

Introducing for all \(x \in \mathbb{R}\) and \(t \in [0, \min\{T(u_0, v_0), \hat{T}\})\),

\[
(h(x, t), g(x, t)) = (u(x, t) - \hat{u}(x, t), v(x, t) - \hat{v}(x, t)),
\]
we see from (6.1), (6.2), (6.3) and (1.10) that for any $\sigma_0 \in [-\log \hat{T}, -\log(\hat{T} - T(u_0, v_0))]_+$,*

\[
\Lambda_{T,a,u_0,v_0}(y,s_0) \equiv \Lambda_0(T,a,u_0,v_0,y,s_0) = (1 + \tau)^{\frac{pq+1}{pq-1}} \left[ \hat{\Lambda}(z,\sigma_0) + \varphi(z,\sigma_0) \right] - \varphi(y,s_0) + (1 + \tau)^{\frac{pq+1}{pq-1}} e^{-\frac{\sigma_0}{pq-1}} h \left( ze^{-\frac{\sigma_0}{2}}, \hat{T} - e^{-\sigma_0} \right),
\]

(6.4)

\[
\Upsilon_{T,a,u_0,v_0}(y,s_0) \equiv \Upsilon_0(T,a,u_0,v_0,y,s_0) = (1 + \tau)^{\frac{pq+1}{pq-1}} \left[ \hat{\Upsilon}(z,\sigma_0) + \psi(z,\sigma_0) \right] - \psi(y,s_0) + (1 + \tau)^{\frac{pq+1}{pq-1}} g \left( ze^{-\frac{\sigma_0}{2}}, \hat{T} - e^{-\sigma_0} \right),
\]

(6.5)

where

\[
\tau = (T - \hat{T}) e^{\sigma_0},\quad z = y \sqrt{1 + \tau + \alpha},\quad \alpha = (a - \hat{a}) e^{-\frac{\sigma_0}{2}},\quad s_0 = \sigma_0 - \log(1 + \tau).
\]

(6.6)

In view of (6.4) and (6.5), $(\tilde{\Lambda}_0, \tilde{\Upsilon}_0)(T,a,u_0,v_0,\sigma_0)$ appears as initial data for system (3.3) at time $s = s_0(\sigma_0, \tau)$ and our parameters is now $(T,a)$ replacing $(d_0, d_1)$ in (4.2). In particular, we have the following property:

**Proposition 6.2** (Properties of initial data $(\tilde{\Lambda}_0, \tilde{\Upsilon}_0)(T,a,u_0,v_0,\sigma_0)$ given in (6.4) and (6.5)). There exists $B_0 = B_0(M, \hat{A}) \geq 1$ such that for any $B \geq B_0$, there exists $\sigma'_0(B) \geq 1$ large enough such that for any $\sigma_0 \geq \sigma'_0$, there exists $\epsilon_0(\sigma_0) > 0$ small enough such that

\[
\|u_0 - \bar{u}_0\|_{L^\infty(\mathbb{R}^N)} + \|v_0 - \bar{v}_0\|_{L^\infty(\mathbb{R}^N)} \leq \epsilon_0(\sigma_0),
\]

and the following hold:

(i) There exists a set

\[
\tilde{D}_{B,\sigma_0,u_0,v_0} \subset \left\{ (T,a) \big| |T - \hat{T}| \leq \frac{2Be^{-\sigma_0}(pq - 1)}{\sigma_0^2}, |a - \hat{a}| \leq \frac{Be^{-\frac{\sigma_0}{2}}(pq - 1)}{b\sigma_0} \right\},
\]

whose boundary is a Jordan curve such that the mapping

\[
(T,a) \mapsto (\tilde{\theta}_{0,i}, \tilde{\theta}_{0,0})(T,a,u_0,v_0,\sigma_0),\quad s_0 = \sigma_0 - \log(1 + \tau),
\]

(where $\tilde{\theta}_{0,i} = P_i, M(\tilde{\Lambda}_0, \tilde{\Upsilon}_0)$ for $i = 0, 1$ and $(\tilde{\Lambda}_0, \tilde{\Upsilon}_0)$ stands for $(\tilde{\Lambda}_0, \tilde{\Upsilon}_0)(T,a,u_0,v_0,\sigma_0)$, is one to one from $\tilde{D}_{B,\sigma_0,u_0,v_0}$ onto $\left[ -\frac{B}{s_0}, \frac{B}{s_0} \right]^{N+1}$. Moreover, it is of degree $-1$ on the boundary.

(ii) For all $(T,a) \in \tilde{D}_{B,\sigma_0,u_0,v_0}$, $(\tilde{\Lambda}_0, \tilde{\Upsilon}_0)$ verifies

\[
\tilde{\Lambda}_0, e < \frac{B^{M+2}}{\sqrt{s_0}},\quad \tilde{\Upsilon}_0, e < \frac{B^{M+2}}{\sqrt{s_0}},
\]

\[
\left\| \tilde{\Lambda}_0, -(y) \left| \begin{array}{c} \left| x \right| \end{array} \right\|^{M+1} \right\| < \frac{B^{M+1}}{s_0^2},\quad \left\| \tilde{\Upsilon}_0, -(y) \left| \begin{array}{c} \left| x \right| \end{array} \right\|^{M+1} \right\| < \frac{B^{M+1}}{s_0^2},
\]

\[
|\tilde{\theta}_{0,j}| < \frac{B^j}{s_0},\quad |\tilde{\theta}_{0,j}| < \frac{A^j}{s_0} \quad \text{for} \quad 3 \leq j \leq M,
\]

\[
|\tilde{\theta}_{0,i}| < \frac{B^2}{s_0} \quad \text{for} \quad i = 0, 1, 2,
\]


\[ |\tilde{\theta}_{0,2}| < \frac{B^4 \log s_0}{s_0^3}, \]

\[ |\tilde{\theta}_{0,0}| \leq \frac{A}{s_0^3}, \quad |\tilde{\theta}_{0,1}| \leq \frac{A}{s_0^3}. \]

**Proof.** The proof directly follows from the expansion of \( \left( \frac{\lambda(s)}{\tau_0} \right) \) given in (6.4) and (6.5) for \((T, a)\) close to \((\hat{T}, \hat{a})\). It happens that the proof is completely analogous to the case of equation (1.3) treated in [29] (see also [38]). For this reason, we omit the proof and kindly refer the interested reader to Lemma B.4, page 186 in [29] and Lemma 6.2 in [38] for analogous proofs. \( \square \)

With the result of Proposition 6.2 in hands, we are ready to complete the proof of Proposition 6.1. Recall that in the existence proof given in Section 4, we had to specific choice of the two parameters \((d_0, d_1) \in \mathbb{R}^2\) appearing in (4.2) in order to guarantee that \( \left( \frac{\lambda(s)}{\tau(s)} \right)_{d_0,d_1} \in \mathcal{V}(s) \) for all \( s \geq s_0 \) for some \( A \geq 1 \) and \( s_0(A) \geq 1 \) large enough. In particular, we choose \((d_0, d_1) \in \mathcal{D}_{s_0}\) so that the initial data at \( s = s_0 \) of (3.3) is small in \( \mathcal{V}(s_0) \). Together with the dynamics of system (3.3) given in Proposition 5.3, we show that it stays small in \( \mathcal{V}(s) \) up to \( s = s_0 + \lambda \) for some \( \lambda = \log A \) (see Subsection 5.2.1). In the case \( s \geq s_0 + \lambda \), we didn’t use the data at \( s = s_0 \), we only used Proposition 5.3 to derive the smallness of the solution. In particular, we derive the so-called reduction of the problem to a finite-dimensional one (see Proposition 4.5). Then the topological argument for the finite-dimensional problem involving two parameters \((d_0, d_1)\) allows us to conclude the existence of \((d_0, d_1) \in \mathcal{D}_{s_0}\) such that the solution of (3.3) with initial data (4.2) is trapped in \( \mathcal{V}(s) \) for all \( s \geq s_0 \). Now, starting from \( \left( \frac{\lambda(s)}{\tau(s)} \right)(T, a, u_0, v_0, \sigma_0) \) at time \( s = s_0 \) and applying the same procedure as for the existence proof including the reduction to a finite dimensional problem (see Proposition 4.5) and the topological argument involving the two parameters \((T, a)\), we end-up with the existence of \((\bar{T}(u_0, v_0), \bar{a}(u_0, v_0)) \in \mathcal{V}(u_0, v_0, \sigma_0)\) such that system (3.3) with initial data at time \( s = s_0 \), \( \left( \frac{\lambda(s)}{\tau(s)} \right)(\bar{T}(u_0, v_0), \bar{a}(u_0, v_0), u_0, v_0, \sigma_0) \), has a solution \( \left( \frac{\lambda(s)}{\tau(s)} \right)_{u_0,v_0,\sigma_0} \) such that

\[ \left( \frac{\lambda(s)}{\tau(s)} \right)_{u_0,v_0,\sigma_0} \in \mathcal{V}(s) \quad \text{for all } s \geq s_0. \]

By definition, \( \left( \frac{\lambda(s)}{\tau(s)} \right)(\bar{T}(u_0, v_0), \bar{a}(u_0, v_0), u_0, v_0, \sigma_0) \) is the initial data also at time \( s = s_0 \) defined in (6.4) and (6.5), of \( \left( \frac{\lambda(s)}{\tau(s)} \right)_{u_0,v_0,\sigma_0}, \) another solution of the same equation (3.3). From the uniqueness of the Cauchy problem, both solutions are equal and have the same domain of the definition and the same trapping property in \( \mathcal{V}(s) \). Reminding that \( \left( \frac{\lambda(s)}{\tau(s)} \right)_{\bar{T}(u_0, v_0), \bar{a}(u_0, v_0), u_0, v_0, \sigma_0}(y, s) \) is defined for all \((y, s) \in \mathbb{R} \times [ - \log \bar{T}(u_0, v_0), - \log((\bar{T}(u_0, v_0) - \bar{T}(u_0, v_0)) ^+) ]\), which implies that

\[ \bar{T}(u_0, v_0) = T(u_0, v_0) \]

and

\[ \left( \frac{\lambda(s)}{\tau(s)} \right)_{\bar{T}(u_0, v_0), \bar{a}(u_0, v_0), u_0, v_0, \sigma_0} = \left( \frac{\lambda(s)}{\tau(s)} \right)_{u_0,v_0,\sigma_0} \in \mathcal{V}(s) \quad \text{for all } s \geq s_0. \]

This concludes the proof of Proposition 6.1 as well as Theorem 1.8.

**A. Some elementary lemmas.**

The following lemma is the integral version of Gronwall’s inequality:
Lemma A.1 (A Gronwall’s inequality). If \( \lambda(s), \alpha(s) \) and \( \beta(s) \) are continuous defined on \( [s_0, s_1] \) such that
\[
\lambda(s) \leq \lambda(s_0) + \int_{s_0}^{s} \alpha(\tau) \lambda(\tau) d\tau + \int_{s_0}^{s} \beta(\tau) d\tau, \quad s_0 \leq s \leq s_1,
\]
then
\[
\lambda(s) \leq \exp \left( \int_{s_0}^{s} \alpha(\tau) d\tau \right) \left[ \lambda(s_0) + \int_{s_0}^{s} \beta(\tau) \exp \left( -\int_{s_0}^{\tau} \alpha(\tau') d\tau' \right) d\tau \right].
\]

Proof. See Lemma 2.3 in [19].

In the following lemma, we recall some linear regularity estimates of the linear operator \( L_\eta \) defined in (3.4):

Lemma A.2 (Properties of the semigroup \( e^{\tau L_\eta} \)). The kernel \( e^{\tau L_\eta}(y, x) \) of the semigroup \( e^{\tau L_\eta} \) is given by
\[
e^{\tau L_\eta}(y, x) = \frac{1}{[4\pi(1 - e^{-\tau})]^{N/2}} \exp \left(-\frac{|ye^{-\tau/2} - x|^2}{4\eta(1 - e^{-\tau})}\right), \quad \forall \tau > 0,
\]
and \( e^{\tau L_\eta} \) is defined by
\[
e^{\tau L_\eta}g(y) = \int_{\mathbb{R}^N} e^{\tau L_\eta}(y, x)g(x)dx. \tag{A.2}
\]

We also have the following:

(i) \( \| e^{\tau L_\eta}g \|_{L^\infty(\mathbb{R}^N)} \leq \| g \|_{L^\infty(\mathbb{R}^N)} \) for all \( g \in L^\infty(\mathbb{R}^N) \),

(ii) \( \| e^{\tau L_\eta} \operatorname{div}(g) \|_{L^\infty(\mathbb{R}^N)} \leq \frac{C}{\sqrt{1 - e^{-\tau}}} \| g \|_{L^\infty(\mathbb{R}^N)} \) for all \( g \in L^\infty(\mathbb{R}^N) \),

(iii) If \( |g(x)| \leq (1 + |x|^{M+1}) \) for all \( x \in \mathbb{R}^N \), then
\[
|e^{\tau L_\eta}\Pi_{-M}(g(y))| \leq Ce^{-\frac{(M+1)\tau}{2}}(1 + |y|^{M+1}), \quad \forall y \in \mathbb{R}^N.
\]

(iv) For all \( k \geq 0 \), we have
\[
\left\| \frac{\Pi_{-M}(g)}{1 + |y|^{M+k}} \right\|_{L^\infty(\mathbb{R}^N)} \leq C \left\| \frac{g}{1 + |y|^{M+k}} \right\|_{L^\infty(\mathbb{R}^N)}.
\]

Proof. The expressions of \( e^{\tau L_\eta}(y, x) \) and \( e^{\tau L_\eta} \) are given in [3], page 554. The proof of (i) – (ii) follow by straightforward calculations using (A.1) and (A.2). For (iii) – (iv), see Lemmas A.2 and A.3 in [30].
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