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Abstract

In this work, we explore the application of PLATO-2 on various dialogue systems, including open-domain conversation, knowledge grounded dialogue, and task-oriented conversation. PLATO-2 is initially designed as an open-domain chatbot, trained via two-stage curriculum learning. In the first stage, a coarse-grained response generation model is learned to fit the simplified one-to-one mapping relationship. This model is applied to the task-oriented conversation, given that the semantic mappings tend to be deterministic in task completion. In the second stage, another fine-grained generation model and an evaluation model are further learned for diverse response generation and coherence estimation, respectively. With superior capability on capturing one-to-many mapping, such models are suitable for the open-domain conversation and knowledge grounded dialogue. For the comprehensive evaluation of PLATO-2, we have participated in multiple tasks of DSTC9, including interactive evaluation of open-domain conversation (Track3-task2), static evaluation of knowledge grounded dialogue (Track3-task1), and end-to-end task-oriented conversation (Track2-task1). PLATO-2 has obtained the 1st place in all three tasks, verifying its effectiveness as a unified framework for various dialogue systems.

1 Introduction

The neural models in the conversational AI can be roughly divided into three categories: open-domain chatbot, knowledge grounded dialogue agent, and task-oriented dialogue system (Gao, Galley, and Li 2018). Due to the significant differences among these tasks, it is usually necessary to customize the modeling and training for each task. Recently, pre-trained language models have gained tremendous success in natural language processing (Devlin et al. 2019; Brown et al. 2020) and pioneering efforts have been made to pre-train dialogue generation models (Bao et al. 2020a; Zhang et al. 2020). However, there still lacks a unified pre-training framework which may effectively handle all these three conversational tasks.

In this work, we will explore the application of PLATO-2 (Bao et al. 2020b) on the aforementioned tasks, including open-domain conversation, knowledge grounded dialogue, and task-oriented conversation. PLATO-2 is initially designed as an open-domain chatbot, trained via two-stage curriculum learning. In the first stage, a coarse-grained model is trained for general response generation under the simplified relationship of one-to-one mapping. In fact, one dialogue context might have multiple appropriate responses in open-domain conversations, as shown in the toy example of Figure 1. The one-to-one mapping network can only capture the common response patterns, resulting in general and dull responses during inference. As such, the curriculum learning continues to the next stage for high-quality response generation, as illustrated in Figure 2. In the second stage, the discrete latent variable is encoded into the network for the one-to-many relationship modeling. Another fine-grained generation model and an evaluation model are further learned for diverse response generation and coherence estimation, respectively. The combination of fine-grained generation and evaluation helps PLATO-2 obtain new state-of-the-art results in open-domain conversations.

Similar to the open-domain conversation, the one-to-many mapping relationship also exists in knowledge grounded dialogue: given a dialogue context, multiple pieces of knowledge might be applicable for the response generation. Therefore, the one-to-many mapping models of the second stage can also be adapted for knowledge grounded dialogue. By expanding the network input with the knowledge segment, the background knowledge is encoded and grounded for response generation. Distinct from the open-domain conversation and knowledge grounded dialogue, there is a specific goal to be accomplished in task-oriented conversations.

Figure 1: Toy example to show the one-to-one mapping (gray line) and one-to-many mapping (blue dashed lines) in open-domain conversations. Left: dialogue context; Right: candidate responses.
conversation. Accordingly, the conversation flow would become less diverse and concentrated on task completion. Therefore, the one-to-one mapping generation model of PLATO-2 is employed for the end-to-end task-oriented conversation. Given the dialogue context, this model will learn to generate the dialogue state, system action, and system response all together.

To evaluate PLATO-2’s performance on various dialogue systems, we have participated in multiple tasks of DSTC9 (Gunasekara et al. 2020), including interactive evaluation of open-domain conversation (Track3-task2), static evaluation of knowledge grounded dialogue (Track3-task1), and end-to-end task-oriented conversation (Track2-task1). PLATO-2 obtains 1st place in all the three tasks, whose effectiveness and generalization are verified through these comprehensive evaluations.

2 PLATO-2

The network overview and curriculum learning process of PLATO-2 are illustrated in Figure 2. The network backbone is consisted of transformer blocks with pre-normalization (Vaswani et al. 2017; Radford et al. 2019). And the network’s input representation is the sum of token, segment and position embeddings. Distinct with conventional Seq2Seq approaches, PLATO-2 adopts the unified network (Dong et al. 2019; Bao et al. 2020a), where transformer block parameters are shared across encoder and decoder.

As shown in Figure 2, there are two stages involved in the curriculum learning process. In the first stage, a coarse-grained generation model is learned under the simplified relationship of one-to-one mapping. Given one training sample of dialogue context and response \((c, r)\), the training objective is to minimize the negative log-likelihood (NLL) loss:

\[
\mathbb{L}_{NLL}^{Baseline} = -\mathbb{E} \log p(r|c) = -\mathbb{E} \sum_{t=1}^{T} \log p(r_t|c, r_{<t}) ,
\]

where \(T\) is the length of the response and \(r_{<t}\) denotes previous tokens. In order to obtain better language understanding, bi-directional self-attention is enabled within the context part, shown as blue lines. And for the auto-regressive generation, uni-directional self-attention is employed within the response part, shown as orange dashed lines. As discussed in the introduction, there exists the one-to-many relationship in open-domain conversations, i.e., one dialogue context may correspond to multiple appropriate responses. The one-to-one mapping network can only capture the typical patterns of diversified responses, resulting in general and dull responses during inference. Despite the problem of safe responses, the network is still highly effective in capturing the coarse-grained mapping relationship between dialogue context and response.

To obtain high-quality responses for open-domain conversations, a fine-grained generation model and an evaluation model are further learned in stage 2. The discrete latent variable is encoded for the one-to-many relationship modeling, acting as a latent speech act. For the sake of accurate optimization, latent act recognition is first carried out to estimate the distribution of the latent variable \(w.r.t. the training sample p(z|c, r)\). The response is then generated with the sample latent variable \(p(r|c, z)\), where \(z \sim p(z|c, r)\). The calculation of NLL loss becomes:

\[
\mathbb{L}_{NLL}^{Generation} = -\mathbb{E}_{z \sim p(z|c, r)} \log p(r|c, z) = -\mathbb{E}_{z \sim p(z|c, r)} \sum_{t=1}^{T} \log p(r_t|c, z, r_{<t})
\]
where \( z \) is one \( K \)-way categorical variable \( z \in \{1, \cdots, K\} \). Given that the sampling operation is not differentiable, we approximate it with Gumbel-Softmax (Jang, Gu, and Poole 2017). Besides the classical NLL loss, the bag-of-words (BOW) loss (Zhao, Zhao, and Eskenazi 2017) is also employed to facilitate the training process of latent variable:

\[
L_{\text{Generation}} = - \mathbb{E}_{z \sim p(z|x,c,r)} \sum_{t=1}^{T} \log p(r_{t}|c, z) \\
= - \mathbb{E}_{z \sim p(z|x,c,r)} \sum_{t=1}^{T} \log \frac{e^{f_{t}}}{\sum_{v \in V} e^{f_{v}}},
\]

where \( V \) refers to the vocabulary, the function \( f \) tries to predict all the words in the target response using the output embedding \( h_z \). As compared with the NLL loss, BOW loss ignores the word order and forces the final latent embedding to capture the global information of the response. To sum up, the training objective of the fine-grained generation model is to minimize the integrated loss:

\[
L_{\text{Generation}} = L_{\text{NLL}} + L_{\text{BOW}}
\]

By assigning distinct values to the latent variable, the fine-grained generation model is able to produce multiple diverse responses. For selecting the most appropriate one from these candidate responses, the evaluation model is trained to estimate the coherence between each response and the given dialogue context. During training, the evaluation model needs to distinguish the golden response \( r^* \) from the randomly selected negative response \( r^- \).

\[
L_{\text{Evaluation}} = - \log p(l_{r} = 1|c, r) - \log p(l_{r^-} = 0|c, r^-)
\]

Besides the response coherence estimation (RCE) loss, the conventional masked language model (MLM) loss (Devlin et al. 2019) is also included to retain the representation ability of the network. To sum up, the training objective of the evaluation model is to minimize the integrated loss:

\[
L_{\text{Evaluation}} = L_{\text{RCE}} + L_{\text{MLM}}
\]

During inference, conditioned on each latent value \( z \in \{1, \cdots, K\} \), its corresponding candidate response is produced by the fine-grained generation model \( p(r|c, z) \). The most coherent response can be selected in the following way:

\[
r^* = \max_{z \in \{1, \cdots, K\}} p(l_{r} = 1|c, r)
\]

In addition to the above coherence estimation, two other approaches are commonly adopted for response selection: length-averaged log-likelihood and maximum mutual information. The length-averaged log-likelihood considers the forward probability \( p(r|c) \), which tends to select those common and general responses. The maximum mutual information considers the backward probability \( p(c|r) \), which favors those responses of high-overlap with the dialogue context. In comparison, the evaluation model \( p(l_{r} = 1|c, r) \) considers the bi-directional information flow between the dialogue context and response, achieving better performance at selecting coherent responses.

Figure 3: One example of knowledge grounded dialogue from Persona-Chat.

PLATO-2 learns gradually from coarse-grained general response generation to fine-grained diverse response generation via this curriculum learning process. Besides, the evaluation model further selects the most coherent response from multiple candidate responses. This combination of fine-grained generation and evaluation helps PLATO-2 obtain high-quality responses in open-domain conversations.

3 Knowledge Grounded Dialogue

Another common conversational task is knowledge grounded dialogue, where the response is generated based on the dialogue context and background knowledge. The background knowledge can come in a variety of forms, such as persona profiles (Zhang et al. 2018), Wikipedia (Dinan et al. 2018), news articles (Gopalakrishnan et al. 2020), and so on. One example from Persona-Chat is given in Figure 3. It can be observed that the response generation relies on not only the dialogue context but also the persona profiles. Similar to the open-domain conversation, there also exists the one-to-many mapping relationship in knowledge grounded dialogue (Kim, Ahn, and Kim 2019): given a dialogue context, multiple pieces of knowledge might be applicable for the response generation.

Within the PLATO-2 framework, the background knowledge can be encoded into the fine-grained generation and evaluation network straightforwardly by adding a segment of knowledge before the dialogue context. The learning of response generation becomes \( p(r|k, c, z) \), where \( k \) refers to the background knowledge. And the evaluation model \( p(l_{r} = 1|k, c, r) \) will consider the coherence with the dialogue context and the consistency with the background knowledge simultaneously. The fine-grained generation model produces diverse knowledge grounded responses and the evaluation model further selects the most appropriate one from these candidates.

4 End-to-end Task-oriented Conversation

Conventional task-oriented dialogue systems usually adopt the pipeline architecture, including natural language understanding (NLU), dialogue state tracking (DST), dialogue policy, and natural language generation (NLG) modules. Recently, some works (Ham et al. 2020; Peng et al. 2020) have
been introduced for end-to-end task-oriented dialogue generation with pre-trained language models. In this section, we will discuss how to apply PLATO-2 on end-to-end task-oriented conversations.

Distinct from open-domain conversation and knowledge grounded dialogue, the task-oriented conversation is supposed to accomplish a particular goal. Therefore, the semantic mapping between dialogue context and response would be less diverse. To this end, the one-to-one mapping generation model in stage 1 is employed for task-oriented conversation. Even with this powerful pre-trained generation model, it is still challenging to carry out end-to-end task-completion conversations. Firstly, the generation model needs to find out an effective way to interact with the external database. It is necessary to retrieve relevant information from the database for response generation, such as retrieving the candidates meeting the current user’s criteria. Secondly, it is crucial for task completion to extract the entity precisely from the conversation. However, the entity name is non-categorical, and the user might mention it in various forms. Thirdly, the user’s requests might be ambiguous, and the model has difficulties in capturing the user’s real needs. Taking the utterance “I want to find a hotel to stay” as an example, it is hard to tell whether the user wants to find a place to stay or the user wants to find a hotel instead of a guesthouse to stay.

To tackle the above problems, several techniques are employed in our work. Firstly, the interaction with the external database is enabled through dialogue state estimation [Ham et al. 2020] and a flexible two-phase generation process is adopted to produce the final response. In the first phase, the model generates the dialogue state, system action, and system response simultaneously. The dialogue state will be used as a constraint for database query, and the system action can be refreshed according to the queried results. If there is any update about the system action or no candidate found from the queried results, the second phase generation will be carried out to produce the final response. Secondly, to boost the extraction of entity names, we employ fuzzy matching between the dialogue context and database, where special tokens <name/> and </name> will be added around the candidate entity names. Through this enhanced presentation, our model achieves better accuracy and generalization in entity detection. Thirdly, to deal with the ambiguous requests, active clarification is introduced by raising one clarifying question towards the user, such as “would you like a guesthouse or a hotel”. With active clarification, the model can capture the user’s real needs under ambiguous scenarios. The above three techniques – effective interaction with an external database, improved entity representation, and active clarification, help PLATO-2 achieve a better success rate and user experience in task-oriented conversations.

### 5 Experiments

For the comprehensive evaluation of PLATO-2, we have enrolled in multiple tasks of DSTC9 (Gunasekara et al. [2020]).

- Track2-task1 interactive open-domain conversation;
- Track3-task1 static evaluation of knowledge grounded dialogue;
- Track2-task1 end-to-end task-oriented conversation.

PLATO-2 is pre-trained with 684M (context, response) samples extracted from Reddit, and the vocabulary has 8k BPE subwords. All the models have 32 transformer blocks and 32 attention heads, with the hidden embedding dimension of 2048. For open-domain conversation and knowledge grounded dialogue, responses are generated with top-k sampling [Fan, Lewis, and Dauphin 2018], where k is set to 20. For task-oriented conversation, responses are produced with
beam search, where the beam size is set to 5. Experimental
details on each task will be discussed below.

5.1 Open-domain Conversation

Interactive open-domain conversation is the most challeng-
ing direction in dialogue systems. The users are free to talk
about any topic and the system’s replies are expected to meet
a high standard on many aspects, including coherence, con-
sistency, informativeness, engagingness, etc. Since PLATO-2
is initially designed as an open-domain chatbot, it can be
applied directly in open-domain conversations. In DSTC9
Track3-task2, real internet users are attracted through Face-
book advertising and communicate with the backend dia-
logue systems through DialPort [Zhao, Lee, and Eskenazi
2016]. The collected logs are then distributed to AMT work-
ers for assessments. For each system, 200 interactive dia-
logue is collected for human evaluation. And for each dia-
logue, three crowd-sourcing workers are asked to annotate it
from multiple aspects and provide an overall score. The hu-
man evaluation results are summarized in Table 3. PLATO-2
achieves the highest score of overall human rating and per-
forms well on many evaluation metrics.

5.2 Knowledge Grounded Dialogue

In DSTC9 Track3-task1, experiments are carried out on
Topical-Chat [Gopalakrishnan et al. 2019], which is a large-
scale dataset on knowledge grounded dialogue. For back-
ground knowledge, there are 300 entities in Topical-Chat,
and each entity is associated with several short facts or ar-
ticles. For each conversational turn, several relevant facts
are provided, and the system can leverage these facts for
response generation. As large-scale pre-trained models are
capable of packing knowledge into the parameters [Roberts,
Raffel, and Shazeer 2020], we test two experimental set-
tings: PLATO-2 with and without explicit knowledge. In the
first setting, the given relevant facts are appended before the
dialogue context, and the model learns the response gener-
ation based on explicit knowledge $p(r| k, c, z)$. In the second
setting, the model tries to encode the knowledge into the net-
work implicitly and learn the knowledge grounded response
generation directly $p(r|c, z)$.

In this task, systems need to produce the response given
the dialogue context and relevant facts. During the evalua-
tion, 100 randomly selected samples are distributed to AMT
workers for assessments. For each conversational turn, three
crowd-sourcing workers are asked to annotate it from multi-
ple aspects and provide an overall score. The human evalua-
tion results are summarized in Table 4. Three approaches are
tied for the first place, where the top two are our submitted
PLATO-2 without and with explicit knowledge. Given the
name of the third approach, PLATO-2 might dominate the
leaderboard in knowledge grounded dialogue.

5.3 End-to-end Task-oriented Conversation

In DSTC9 Track2-task1, the end-to-end task-oriented con-
versation is carried out on MultiWOZ 2.1 [Eric et al. 2020],
which is a multi-domain dialogue dataset on travel plan-
ing. In the experiments, we employ the one-to-one mapping
model of PLATO-2 and fine-tune it with the aforementioned
three techniques. In this task, the ConvLab-2 platform [Zhu
et al. 2020] provides the user simulator for automatic evalu-
ation. The evaluation results are summarized in Table 3. and
Yes, on the job site it does. In the office, I just have to use my brain. That's always good, the office is often times a stressful environment.

It can be! It can also be very boring. That's why I'm chatting with a bot right now.

That makes sense, is it a robot that is chatting with you?

I'm not sure. What are you?

That's interesting, maybe we are both robots and are talking to each other.

I'm not a robot. Sometimes I wish I were.

Maybe one day we can all be robots, it would be a great advancement.

That would be awful.

Well I disagree, robots are more efficient.

Table 5: Case analysis on knowledge grounded dialogue.

| Task Goal: |
| --- |
| • You are looking for a place to stay. The hotel should be in the north. The hotel should include free parking. |
| • The hotel should include free wifi. |
| • Once you find a hotel, make sure you get postcode, stars. |

| I need a hotel to stay in the north, it should have free parking |
| What price range would you like? |
| I don't care the price range, it must have free wifi |
| Would you like a guesthouse or a hotel? |
| Any one is ok |
| I would recommend the accom guest house. It is in the moderate price range and has 4 stars. It also has free parking and wifi. Would you like more information? |
| Yes, please tell me the postcode |
| The postcode is cb41da. Is there anything else I can help you with? |
| That's all. thank you |
| You're welcome, have a great day. |

Figure 4: Case analysis on open-domain conversation.

Figure 5: Case analysis on task-oriented conversation.

Aside from the automatic evaluation, AMT workers are asked to communicate with the systems for task completion. When the conversation is finished, AMT workers need to give evaluation scores on several aspects. The human evaluation results are summarized in Table 4. The average success rate is calculated as the average value of the following two metrics: the success rate without database grounding and the success rate with database grounding. The success rate without database grounding is based on the AMT worker’s annotation during communication (success or fail). In fact, AMT workers do not know whether the provided values from the system are consistent with the database or not. In comparison, the success rate with database grounding is a more strict and practical metric. The dialogue is considered as a success if and only if: 1) AMT worker marks the dialogue as success; 2) the provided request slot values plus inform slot values from the system can be found in the database. Our approach achieves the highest score on success rate with database grounding. The first two approaches are placed as co-champion based on the average success rate in the final ranking.

5.4 Discussions

To further dissect the performance of PLATO-2, several cases from various conversations are provided for analysis. As shown in Figure 4, one dialogue snippet is selected from the interaction between a real user and our system. In the DialPort platform, users are informed in advance that they will communicate with AI bots. This dialogue snippet demonstrates that PLATO-2 is able to produce coherent and engaging responses in open-domain conversation. For knowledge grounded dialogue, one example is selected to display in Table 5. As compared with the golden and baseline responses, the responses generated by PLATO-2 are more coherent with the dialogue context. Instead of changing the topic suddenly or copying the given facts directly, PLATO-2 absorbs the knowledge and conveys the information in a natural way. For task-oriented conversation, one dialogue snippet with the corresponding goal is selected and shown in Figure 5. The user is asked to interact with the system to accomplish a specific goal. The system needs to find out the entity that satisfies the user’s requirements. As exhibited in
the case, the system actively communicates with the user to narrow down the scope of candidates and successfully returns the required information.

Despite the effectiveness on multiple conversational tasks, PLATO-2 still suffers from several limitations of general dialogue models, including factual error, logic inconsistency, toxic and biased language, and so on. Recently, some pioneering works have been proposed to alleviate these problems. For example, the knowledge provenance from Wikipedia is provided in the retrieval-augmented generation (Lewis et al., 2020). Some recipes are explored and discussed to increase the safety in open-domain chatbots (Xu et al., 2020). Future work will be carried out along these directions to boost the model’s capacity.

## 6 Related Work

Related works will be discussed on pre-trained dialogue generation models and task-oriented dialogue systems.

Pre-trained language models have brought significant breakthroughs in natural language processing (Devlin et al., 2019; Radford et al., 2019; Brown et al., 2020). To boost the performance of dialogue generation, DialoGPT (Zhang et al., 2020) is trained on the basis of GPT-2 (Radford et al., 2019) using Reddit comments. To obtain a human-like chatbot, Meena (Adiwardana et al., 2020) utilizes more social media conversations and scales up the network to 2.6B parameters. To strengthen the desirable conversational skills, Blender (Roller et al., 2020) further fine-tunes the pre-trained model with human-annotated conversations. To tackle the one-to-many mapping problem, PLATO-2 (Bao et al., 2020a) encodes discrete latent variable into the network and achieves new state-of-the-art results in open-domain conversations. In this work, we demonstrate that the one-to-many mapping models of PLATO-2 can be applied effectively on both open-domain conversation and knowledge grounded dialogue.

For task-oriented dialogue systems, conventional approaches (Young et al., 2013; Henderson, Thomson, and Williams, 2014; Wen et al., 2015) usually adopt pipeline modules, including natural language understanding (NLU), dialogue state tracking (DST), dialogue policy, and natural language generation (NLG). Recently, some end-to-end neural models (Wen et al., 2017; Ham et al., 2020; Peng et al., 2020) have been introduced for task-oriented dialogue systems. The end-to-end system (Ham et al., 2020) remains the core concepts of pipeline and generates the dialogue state, system action, and system response simultaneously. In this work, we demonstrate that the one-to-one mapping model of PLATO-2 can be adopted as a powerful basis. With enhanced entity representation and active clarification, PLATO-2 achieves new state-of-the-art results in task-oriented conversation.

## 7 Conclusion

In this work, we explore the application of PLATO-2 on various dialogue systems, including open-domain chit-chat, knowledge grounded dialogue, and task-oriented conversation. The training of PLATO-2 is carried out via two-stage curriculum learning. In the first stage, the network tries to fit the simplified one-to-one mapping between the dialogue context and response. In the second stage, the discrete latent variable is encoded into the network for the one-to-many mapping modeling. One fine-grained generation and one evaluation model are further learned for diverse response generation and coherence estimation. The model in the first stage is applicable to task-oriented conversation, while those models in the second stage are suitable for open-domain conversation and knowledge grounded dialogue. Comprehensive evaluations in DSTC9 demonstrate that PLATO-2 is an effective unified pre-training framework for conversational AI.
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