Spin pumping through quantum dots

Stephan Rojek¹, Michele Governale², and Jürgen König*,¹

¹ Theoretische Physik, Universität Duisburg-Essen and CENIDE, 47048 Duisburg, Germany
² School of Chemical and Physical Sciences and MacDiarmid Institute for Advanced Materials and Nanotechnology, Victoria University of Wellington, PO Box 600, Wellington 6140, New Zealand

Received 17 September 2013, revised 8 November 2013, accepted 8 November 2013
Published online 12 December 2013

Keywords  adiabatic pumping, diagrammatic transport theory, quantum dots, spin currents, tunneling

*Corresponding author: e-mail koenig@thp.uni-due.de, Phone: +49 203 379 3329, Fax: +49 203 379 3665

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is properly cited.

We propose schemes for generating spin currents into a semiconductor by adiabatic or non-adiabatic pumping of electrons through interacting quantum dots. The appeal of such schemes lies in the possibility to tune the pumping characteristics via gate voltages that control the properties of the quantum dot. The calculations are based on a systematic perturbation expansion in the tunnel-coupling strength and the pumping frequency, expressed within a diagrammatic real-time technique. Special focus is put on the possibility of pure spin pumping, i.e., of pumping spin currents without charge currents.

1 Introduction  A substantial aspect of semiconductor spintronics [1–3] is the controlled generation and manipulation of spin-polarized carriers in semiconductors. Both in the context of nanoscopic spintronic devices and quantum computation, it is highly desirable to coherently manipulate a few or even individual spins. The main objective of this article is to review some recent studies of adiabatic charge and spin pumping from a spin-polarized lead (e.g., a ferromagnetic metal, a diluted magnetic semiconductor, or a spin-polarized edge channel of a quantum Hall system) through a quantum dot with large charging energy into a (nonmagnetic) semiconductor. The ferromagnet and the semiconductor are considered as electron reservoirs. For the ferromagnet, the density of states is spin dependent. In the case in which the average single-particle level spacing in the quantum dot exceeds all other energy scales relevant to transport, such as bias voltage and temperature, only one or a few orbital levels in the quantum dot participate in transport. Coulomb interaction is accounted for by a charging energy, which typically dominates over all other energy scales in the system. Transport can occur by tunneling between quantum dot and leads. For establishing pumping through the quantum dot, some of the system parameters, such as the strength of the tunnel couplings, tunable by split gates in electrostatically defined quantum dots, the level position, tunable by a gate voltage, an external magnetic field, or the magnitude and direction of the ferromagnet’s magnetization, should vary in time, which makes the Hamiltonian explicitly time dependent. For adiabatic, i.e., slow, pumping at least two varying parameters are necessary [4].

In the case of weakly interacting mesoscopic systems, a theoretical description of pumping can rely on the scattering formalism [4–10]. Quantum dots, however, are subject to strong Coulomb interaction. For interacting systems, only a few approaches [11–22] suited to specific systems or regimes exist. Therefore, we have developed [16] a real-time diagrammatic technique to address charge and spin pumping through interacting quantum dots. Pumping experiments have been realized both in open systems [23, 24] and in Coulomb-blockaded ones [25–30].

2 Model  In general, the Hamiltonian of the systems that we study in this article can be written as a sum of three...
contributions as

\[ H = H_{\text{dot}} + H_{\text{leads}} + H_{\text{tunnel}} , \]

where \( H_{\text{dot}} \) describes the isolated dot, \( H_{\text{leads}} \) the leads, and \( H_{\text{tunnel}} \) the tunnel coupling between the dot and the leads. In this paper, we consider two models for the dot (Eqs. (2) and (7)): either the dot has a single spin-degenerate orbital level (minimal model exhibiting non trivial interaction effects) or two spin-degenerate orbital levels (minimal model to include spin–orbit coupling). Extensions to more complex systems such as double dots [31] are straightforward.

2.1 Single-level quantum dot

When only one orbital level in the dot participates in transport, the dot can be described by the Anderson model as

\[ H_{\text{dot}} = \sum_{\alpha} \epsilon d_{\alpha}^{\dagger} d_{\alpha} + U n_{\uparrow} n_{\downarrow} , \]

where \( \epsilon \) is the spin-degenerate orbital level, \( U \) the on-site Coulomb repulsion, \( d_{\alpha} (d_{\alpha}^{\dagger}) \) the annihilation (creation) operator for an electron of spin \( \sigma \), and \( n_{\sigma} \) the corresponding number operator. We consider two leads, one normal and one ferromagnetic, modeled by reservoirs of non-interacting electrons with Hamiltonians

\[ H_{\text{lead} N} = \sum_{k,\sigma} \epsilon_{k} c_{k\sigma}^{\dagger} c_{k\sigma} , \]

\[ H_{\text{lead} F} = \sum_{k,\sigma} E_{k\sigma} a_{k\sigma}^{\dagger} a_{k\sigma} , \]

where \( c_{k\sigma} (c_{k\sigma}^{\dagger}) \) is the annihilation (creation) operator for an electron with spin \( \sigma \) and wave vector \( k \) in the normal lead, while \( a_{k\sigma} (a_{k\sigma}^{\dagger}) \) is the annihilation (creation) operator of an electron with majority/minority spin \( \alpha = \pm \) and wave vector \( k \) in the ferromagnetic lead. In general, the majority and minority spin direction in the ferromagnet (\( \alpha = \pm \)) will be different from the spin quantization axis chosen for the dot and the normal lead (\( \sigma = \uparrow, \downarrow \)). The majority and minority creation operators are connected to the ones for electrons with spin \( \sigma \) along the dot’s quantization axis via the transformation

\[ a_{k\sigma} = \sum_{\alpha} A_{\alpha\sigma} a_{k\alpha}^{\dagger} \]

(\( A_{\alpha\sigma} \))

\[ = \begin{pmatrix} e^{-i\phi/2} \cos \left( \frac{\theta}{2} \right) & e^{i\phi/2} \sin \left( \frac{\theta}{2} \right) \\ -e^{-i\phi/2} \sin \left( \frac{\theta}{2} \right) & e^{i\phi/2} \cos \left( \frac{\theta}{2} \right) \end{pmatrix} , \]

where the polar angle \( \theta \) and azimuthal angle \( \phi \) define the ferromagnet’s magnetization direction \( \hat{m} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^T \) in the (time-independent) coordinate system with the \( z \)-axis chosen along the spin-quantization axis of quantum dot and normal lead. We define the ferromagnet polarization \( p = (\rho_{\uparrow} - \rho_{\downarrow}) / (\rho_{\uparrow} + \rho_{\downarrow}) \), where \( \rho_{\sigma} \) are the densities of states at the Fermi energy for the majority and minority bands. Finally, the tunnel coupling between dot and leads conserves spin and is described by

\[ H_{\text{tunnel}} = \sum_{k,\sigma} (V_{N\sigma} c_{k\sigma}^{\dagger} d_{\sigma} + V_{F\sigma} a_{k\sigma}^{\dagger} d_{\sigma} + \text{h.c.}) . \]

The tunnel-matrix elements \( V_{N\sigma} \) and \( V_{F\sigma} \) define the tunnel-coupling strength to the normal and ferromagnetic lead by

\[ V_{N} = 2 \pi \rho_{\uparrow} |V_{N\sigma}|^2 \quad \text{and} \quad V_{F} = \sum_{\sigma} \pi \rho_{\sigma} |V_{F\sigma}|^2 . \]

The prefactor \( 1/2 \) in the ferromagnetic case accounts for an average of majority and minority spin channels.

We use the single-level dot model described above with \( \theta = 0 \) to study spin and charge through a quantum dot tunnel-coupled to a normal lead and a ferromagnetic lead with fixed (time-independent) magnetization direction in Sections 4.1.1 and 5. The full model with finite values of \( \theta \) and \( \phi \) becomes relevant for a time-dependent magnetization direction, which we discuss in Section 4.2.

2.2 Two-level quantum dot

To investigate the effect of spin–orbit coupling, we need to consider at least two levels in the dot. The minimum dot’s model that allows for time-reversal symmetry is

\[ H_{\text{dot}} = \Psi \begin{pmatrix} \left( \frac{\epsilon_{1} - U/2}{\sigma_{0}} \right) \sigma_{0} & -i\alpha_{\sigma} \cdot \sigma \\ i\alpha_{\sigma} \cdot \sigma & \left( \frac{\epsilon_{2} - U/2}{\sigma_{0}} \right) \sigma_{0} \end{pmatrix} \Psi^{\dagger} + \frac{1}{2} U (\Psi^{\dagger} \Psi)^{2} , \]

where \( \Psi = (d_{1\uparrow}, d_{1\downarrow}, d_{2\uparrow}, d_{2\downarrow})^{T} \), with \( d_{\mu\sigma} \) being the annihilation operators for an electron with spin \( \sigma \) in orbital level \( \eta = 1, 2 \). The entries of the \( 2 \times 2 \) matrix, that reflects the Hilbert space of the two orbital levels, are operators in spin space: \( \sigma \) denotes the vector of Pauli matrices, \( \sigma_{0} \) the identity matrix, and \( \alpha_{\eta \sigma} \) is a real vector describing the spin–orbit coupling. The single particle energies \( \epsilon_{1} \) and \( \epsilon_{2} \) have been shifted by \( U/2 \) to guarantee that the energy difference between the empty-dot state and the dot’s occupation by one electron is independent of the charging energy \( U \). This allows us to study the limit of infinitely large \( U \). Moreover, to simplify the discussion, we assume that the Coulomb repulsion between electrons on the same orbital level equals to the repulsion between electrons on level \( \eta = 1 \) and \( \eta = 2 \) (spin-independent).

As spin–orbit coupling already breaks spin symmetry, we do not need to include a ferromagnet to obtain spin pumping. In Section 4.1.2, we discuss the case of a two-level quantum dot coupled to two normal leads, each described by Eq. (3). For this case, the modified tunneling Hamiltonian (6) reads:

\[ H_{\text{tunnel}} = \sum_{k,\sigma} (V_{L\sigma} c_{k\sigma}^{\dagger} d_{\sigma} + V_{R\sigma} c_{k\sigma}^{\dagger} d_{\sigma} + \text{h.c.}) . \]
The tunnel-coupling strength to the left/right (L/R) lead is given by an average with respect to the orbital degree of freedom, i.e., \( \Gamma_\lambda = \sum_\varphi |\varphi_\lambda| \) for lead \( \lambda = L, R \).

For both the two-level quantum dot and the single-level quantum dot with a ferromagnetic lead, the overall line width is the sum of the tunnel-coupling strengths to the lead, i.e., \( \Gamma = \Gamma_N + \Gamma_T = \Gamma_L + \Gamma_R \).

We always assume a harmonic variation of the system parameters \( \{ X_1, X_2 \} \) in time, \( X_1(t) = X_1 + \delta X_1 \sin(\Omega t) \) and \( X_2(t) = X_2 + \delta X_2 \sin(\Omega t + \phi) \). Pumping in the adiabatic regime occurs only for a finite phase shift \( \phi \). In the limit of weak pumping, i.e., small amplitudes \( \delta X_1 \) and \( \delta X_2 \), the expressions for the pumped charge and spin, expanded up to bilinear order in \( \delta X_1 \) and \( \delta X_2 \), are proportional to \( \sin \phi \) [4–6].

3 Diagrammatic approach to adiabatic pumping

The problem of theoretically addressing electronic transport through the quantum dot is complicated by the combination of (a) the large number of degrees of freedom in the leads, (b) the Coulomb interaction in the quantum dot, (c) the tunnel coupling between quantum dot and leads, and (d) the explicit time dependence of one or several parts of Eq. (1). The strategy to deal with this problem is to perform a systematic perturbation expansion both in the tunnel-coupling strength, \( \Gamma \), and the pumping frequency \( \Omega \), then to treat the leads as a reservoir of noninteracting degrees of freedom that can be integrated out with the help of Wick’s theorem. In this way, one ends up with an effective description of the time evolution of a reduced system consisting of a few interacting degrees of freedom only.

3.1 Adiabatic expansion

In order to perform the perturbation expansions, we need first to identify the parts of the Hamiltonian that will be treated as perturbations. For the expansion in the tunnel-coupling strength, this is the tunneling part of the Hamiltonian, while for the expansion in the pumping frequency, it is the time variation of the Hamiltonian that is considered to be small. This time variation of the Hamiltonian enters the evaluation of the quantum-statistical expectation value \( \langle A(t) \rangle \) of any operator \( A \) at time \( t \) since the latter depends on the Hamiltonian \( \hat{H}(t) \) at earlier times \( t \). For a perturbative treatment, we expand \( \hat{H}(t) \) about the final time \( t \) up to linear order, \( \hat{H}(t) \sim \hat{H}(t) + (\tau - t)\hat{H}(t) \). An additional complication can arise for a time-dependent quantum-dot Hamiltonian. Since we aim at formulating the diagrammatic language in the eigenbasis of the quantum-dot Hamiltonian, we may be forced to first employ a time-dependent unitary transformation \( \hat{U}(t) \) such that \( \hat{H}_{\text{dec}} := \hat{U}_\tau \hat{H}_{\text{dec}} \hat{U}_\tau^\dagger \) is diagonal. Then, we split the transformed Hamiltonian \( \hat{H} = -i\hbar \hat{U} \hat{H}_{\text{dec}} \hat{U}^\dagger \) into the decoupled system \( \hat{H}_0 \) frozen at the final time \( \tau \) and the perturbation \( V(\tau) \),

\[
\hat{H}_\tau(t) \approx \hat{H}_0 + V(\tau),
\]

where the index \( \tau \) indicates the time about which which the expansion is performed, and

\[
\hat{H}_0 = \hat{H}_{\text{dot}}(t) + \hat{H}_{\text{leads}}(t),
\]

\[
V(\tau) = \hat{H}_{\text{int}}(t) + (\tau - t)\hat{H}(t) - i\hbar \hat{U}(t) \hat{U}^\dagger.(11)
\]

Now, we are able to express the quantum-statistical expectation value of \( A \) as an integral over the Keldysh contour \( K \) from time \( \tau = -\infty \) to \( \tau \) and then back to \( -\infty \),

\[
\langle A(t) \rangle = \text{tr} \left[ \varrho_0 T_K \exp \left( -i \int_K \text{d}r V(r)_h A(t) \right) \right]. (12)
\]

The Keldysh time-ordering operator \( T_K \) orders all operators along the Keldysh contour, the index \( I \) indicates interaction picture with respect to \( \hat{H}_0 \), and \( \varrho_0 \) is the (full) density matrix of the decoupled system at time \( -\infty \). The latter is assumed to be a tensor product of the density matrices for the quantum dot and the leads, with the leads being in an equilibrium state with the magnetization direction being the same as at time \( t \). This procedure amounts to an approximation in the case of an explicit time dependence of the magnetization direction of the ferromagnet. On the one hand, adiabatic corrections due to this time dependence in the lead are fully taken into account for the dynamics of the quantum dot’s degrees of freedom. On the other hand, nonequilibrium distributions in the ferromagnet, that arise due to the explicit time dependence already in the absence of the tunnel coupling to the quantum dot, are neglected. This is justified as long as the time scale for relaxation towards equilibrium in the leads is much shorter than the time scale for transport, determined by tunneling. In that case, the non-adiabatic corrections to the leads’ density matrix are negligible in comparison to the non-adiabatic corrections of the transport processes.

We proceed by expanding the exponential in powers of \( V(r)_h \). The diagrammatic representation of each \( V(r)_h \) is a vertex. There are, in general, three different types of vertices, characterized by the number of lead operators being involved: this number may be zero for vertices originating from \( \hat{H}_{\text{dot}} \) or \( -i\hbar \hat{U} \hat{H}_{\text{lead}} \hat{U}^\dagger \), one stemming from \( \hat{H}_{\text{int}} \) or \( \hat{H}_{\text{lead}} \), and two for vertices representing \( \hat{H}_{\text{int}} \). In the next step, we integrate out the leads’ degrees of freedom. Using Wick’s theorem, we contract the lead operators in pairs. Each contraction is diagrammatically represented by a tunneling line. As a consequence, the different types of vertices differ by the number of tunneling lines (zero, one, or two) that are connected with the vertex. The time evolution from \( -\infty \) to \( \tau \) is diagrammatically represented by an infinite sequence of irreducible blocks, defined as the parts of a diagram, where a vertical line at any time \( \tau \) crosses at least one tunneling line. This infinite series of irreducible blocks can be summed up by a Dyson equation. Examples of diagrams are depicted in Fig. 1.

The full density matrix \( \varrho_{\text{full}}(t) \) of the coupled system includes both the quantum-dot and the leads’ degrees of freedom. By performing a partial trace over the latter, we...
arrive at the reduced density matrix \( \rho(t) = \text{tr}_{\text{lead}} [\rho_{\text{lead}}(t)] \), whose dynamics is described by the kinetic equation

\[
\dot{\rho}(t) + i[\tilde{H}_{\text{dot}} - i\mathcal{L} \mathcal{U}, \rho](t) = \int_{-\infty}^{t} dt' W(t, t') \rho(t') .
\]

(13)

The commutator on the left hand side describes the coherent time evolution of the quantum dot in the absence of leads. The Liouville superoperator \( W \) acting on the density matrix on the right hand side corresponds to the sum of all irreducible blocks. The charge and spin currents \( I_Q \) and \( I_S \) into a specified lead are obtained by

\[
I_Q^{(a)} = \text{tr}_{\text{dot}} \left[ \int_{-\infty}^{t} dt' W^{(a)}(t, t') \rho(t') \right] ,
\]

(14)

where \( W^{(a)} \) differs from \( W \) by counting the charge/spin being transferred into the specified lead within the irreducible block.\(^2\)

Although we have already linearized the time dependence of the Hamiltonian \( \hat{H}(t) \) about the time \( t \), we still need to perform a systematic adiabatic expansion for the kinetic equation and the expression for the currents. For this, we make use of the expansion \( \rho(t') \approx \rho(t) + (t' - t) \dot{\rho}(t) \) on the right hand side of Eqs. (13) and (14). Furthermore, we expand the kernel \( W(t, t') \approx W^{(i)}(t - t') + W^{(a)}(t - t') \). The instantaneous contribution, labeled by \( (i) \), corresponds to freezing all parameters at their values at time \( t \). The adiabatic correction, labeled by \( (a) \), is obtained by keeping exactly one vertex stemming from \( \tilde{H} \) or \( -i\mathcal{L} \mathcal{U} \). Similarly, we perform an adiabatic expansion for the reduced density matrix \( \rho \approx \rho^{(i)} + \rho^{(a)} \). Since both the instantaneous part and the adiabatic correction to the kernel \( W \) are functions of the time difference \( (t - t') \), it is convenient to introduce the Laplace transform \( W^{(i)}(a)(z) = \int_{t'}^{\infty} dt' \exp(-z(t-t'))W^{(i)}(t-t') \) in order to define its zero-frequency value \( W^{(i)}(a)(0) \) and its first derivative \( \partial W^{(i)}(a)(z)/\partial z |_{z=0^+} \).

Now, we are in the position to complete the adiabatic expansion of Eq. (13). The lowest (instantaneous) order describes the equilibrium situation when all parameters are frozen to their values at time \( t \),

\[
i[\tilde{H}_{\text{dot}}, \rho^{(i)}] = W_t^{(i)} \rho^{(i)} .
\]

(15)

Together with \( \text{tr} \left[ \rho^{(i)} \right] = 1 \), we can solve for \( \rho^{(i)} \), and plug this into the next-order (adiabatic) correction to the kinetic equation that contains all contributions linear in the pumping frequency,

\[
\dot{\rho}_t^{(i)} + i[\tilde{H}_{\text{dot}}, \rho_t^{(i)}] + [\mathcal{L} \mathcal{U}, \rho_t^{(i)}] = W_t^{(a)} \rho_t^{(i)} + W_t^{(i)} \rho_t^{(i)} + \partial W^{(a)} / \partial t ,
\]

(16)

to solve (while making use of \( \text{tr} \left[ \rho^{(i)} \right] = 0 \) for \( \rho^{(a)} \)).

In a similar way, we can perform an adiabatic expansion of the currents. The instantaneous parts vanish since they correspond to the equilibrium currents calculated with all parameters frozen at time \( t \). The adiabatic correction is

\[
I_S^{(a)} = \text{tr}_{\text{dot}} \left[ W_t^{(S)} \rho_t^{(i)} + W_t^{(S)} \rho_t^{(a)} \right] .
\]

(17)

By integration over one pumping cycle with period \( T = 2\pi/\Omega \), we obtain the pumped charge and spin as \( Q = \int_0^T \dot{Q}_t^{(i)} \text{d}t \) and \( S = \int_0^T \dot{S}_t^{(a)} \text{d}t \), respectively. This scheme can be generalized to describe adiabatic pumping in the presence of a finite DC bias voltage \([32, 33]\). In that case, the adiabatically pumped charge and spin adds to the instantaneous contribution.

3.2 Expansion in the tunneling coupling

On top of the adiabatic expansion, we perform a systematic perturbation expansion of the kinetic equation in powers of the tunnel-coupling strength, \( \Gamma \). For this, we expand the kernel \( W_t^{(i)} = \sum_{n=0}^{\infty} W_t^{(i,n)} \), where the index \( n \) labels the power in the tunnel-coupling strength. The expansion starts to first order. There is no zeroth order since in the absence of tunneling the kernel has to vanish. The expansion of the instantaneous part of the reduced density matrix \( \rho^{(i)} = \sum_{n=0}^{\infty} \rho_t^{(i,n)} \) starts to zeroth order, such that the normalization condition \( \text{tr}_{\text{dot}} [\rho^{(i)}_t] = 1 \) can be satisfied.

For a systematic expansion of the kinetic equations Eqs. (15) and (16), we need to analyze the commutator \([\tilde{H}_{\text{dot}}, \rho^{(i)}_t] \). By construction, diagonal elements of the reduced density matrix drop out. Off-diagonal matrix elements, describing coherent superpositions, are only nonzero
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if the energy difference of the corresponding states is of the order of or less than the tunnel-coupling strength. Therefore, we count this energy difference as one order in $\Gamma$. As a result, to lowest order in $\Gamma$, Eqs. (15) and (16) simplify to

$$i[H_{\text{dot}}, \varrho_i^{(0)}] = W_i^{(1)} \varrho_i^{(0)}$$

and

$$\dot{\varrho}_i^{(0)} + i[H_{\text{dot}}, \varrho_i^{(a,-1)}] = W_i^{(1)} \varrho_i^{(a,-1)}.$$  

(18)

In order to match the power of $\dot{\varrho}_i^{(0)}$, the expansion of the adiabatic correction to the reduced density matrix, $\varrho_i^{(a)} = \sum_{a=-1}^{\infty} \Theta_i^{(a,a)}$ has to start to minus first order in $\Gamma$. Furthermore, all the terms of Eq. (16) involving $\varrho_i^{(0)}$ do not appear to lowest order in $\Gamma$. The expressions for the charge and spin current can be expanded in $\Gamma$ in a similar way. Since the instantaneous kernel starts to first and the adiabatic correction to the density matrix to minus first order, the expansion of the currents begin to zeroth order in $\Gamma$.

The diagrammatic rules of how to calculate the instantaneous kernel and its adiabatic correction depends on specific model system. We do not derive or state them here. Instead, we rather review the results obtained for spin pumping in various cases. For technical details, we refer the reader to earlier publications cited in the following.

4 Adiabatic spin pumping through quantum dots

In the following, we focus on generating spin currents into a normal lead by adiabatic pumping through a quantum dot. To achieve a finite spin current, spin symmetry needs to be broken. This could be done in various ways. Here, we restrict ourselves only to the cases in which a ferromagnetic lead is attached or spin–orbit coupling is used. Other cases such as applying an external magnetic field [34–36] are not considered. Experimental realizations of quantum-dot systems with ferromagnetic leads include self-assembled InAs quantum dots [37], metallic nanoparticles [38–41], semiconductor nanowires [42], carbon nanotubes [43, 44], and molecular devices [45]. Spin–orbit coupling was studied in various quantum-dot systems [46–51] and shown to be controllable [46, 51]. For all the model systems analyzed in this paper, spin symmetry is broken in a uniaxial way, i.e., for each moment in time, there is a rotational spin symmetry about a special axis determined by the magnetization direction of the ferromagnetic lead or the direction of the spin–orbit field. We do not investigate more complicated setups with non-collinear magnetic structure. But even for uniaxial breaking of spin symmetry, the spin-pumping mechanisms can be separated into two classes. In the first one, the spin-symmetry axis does not depend on time, while for the second one, pumping is achieved by varying the direction of the spin-symmetry axis.

4.1 Pumping schemes with fixed spin-symmetry axis

In the presence of a ferromagnetic lead with a fixed magnetization direction or for a quantum dot with a time-independent spin–orbit field, the fixed spin-symmetry axis provides the natural spin quantization axis. It is obvious that any pumped spin current possesses only a component along this axis. In the adiabatic regime, two time-dependent parameters are required to establish pumping. In the following, we combine the variation of gate voltages determining the energies of the quantum-dot levels, a time dependence of the tunnel-coupling strength, and a variation of the magnetization amplitude of a ferromagnetic lead. The time variation of gate voltages implies that, in general, both charge and spin are being pumped. Pure spin pumping, i.e., spin without charge pumping, can only be achieved (if at all) for special choices of the system parameters at which charge pumping happens to vanish.

4.1.1 F-QD-N with fixed spin-symmetry axis

In our first example, we consider a single-level quantum dot with level position $\epsilon$ and charging energy $U$ associated to double occupancy of the quantum dot, which is coupled to one ferromagnetic, $\Gamma_F$, and one normal lead, $\Gamma_N$. The Hamiltonian for this system is given by Eq. (1), together with Eqs. (2)–(6) with the polar angle of the magnetization $\theta$ set to zero. We concentrate on the limit of weak tunnel coupling, for which only kernels to first order in $\Gamma$ need to be considered. An explicit calculation [52, 53] shows that for the single-level quantum dot the lowest- (zeroth-) order contributions to the pumped charge and spin current into the normal lead can be expressed in terms of the average quantum-dot occupation $\langle n \rangle$ via

$$I_Q^{(0)}(t) = -e \frac{\Gamma_F \Gamma_N}{\Gamma^2 - p^2 \Gamma_F^2} \frac{d\langle n \rangle^{(0)}}{dt}, \quad (20)$$

$$I_S^{(0)}(t) = \frac{\hbar}{2} \frac{p \Gamma_F \Gamma_N}{\Gamma^2 - p^2 \Gamma_F^2} \frac{d\langle n \rangle^{(0)}}{dt}. \quad (21)$$

where $e < 0$ is the electron charge. Here, $I_S$ is the current of the spin projected on the symmetry axis and, therefore, a scalar quantity. To zeroth order in the tunnel coupling, the instantaneous occupation probabilities of the quantum-dot states are determined by the Boltzmann factors of the associated energies. This yields for the average dot occupation

$$\langle n \rangle^{(0)} = \frac{2f(\epsilon)}{1 + f(\epsilon) - f(\epsilon + U)}, \quad (22)$$

As a consequence, pumping can (to this order in the tunnel-coupling strength) only appear if the dot energy $\epsilon$ is varied in time via a gate voltage. This fixes already one of the two pumping parameters. The other one can be either the tunnel couplings to the normal or the ferromagnetic lead, or it can be the degree of spin polarization $p$ in the ferromagnet.

In any case, we immediately derive from Eqs. (20) and (21) that at any time, the ratio between charge and spin current

$$\frac{I_Q}{I_S} = \frac{\Gamma_F}{\Gamma_N \sqrt{1 - p^2}}.$$
Following, we define the spin efficiency as the ratio we have to specify the choice of pumping parameters. In the response, i.e., for an infinitesimal area in parameter space, or negative. A divergence of this ratio indicates pure spin dependence. Therefore, the compensation between positive and negative contributions for the pumped spin is different than the one for the pumped charge. As a result, the ratio of spin and charge currents can be controlled by the relative direction of spin and charge. This expression is always positive, implying that, at any time, the notion that electrons carry charge and spin at the same time.

The situation is different when integrating over a full pumping cycle. There are times during the cycle when the polarization. Figure adapted from Fig. 2a of Ref. [52].

**Pure spin currents** Pure spin currents are realized when the pumped charge per cycle vanishes and, therefore, the spin efficiency \( R \) diverges. Such a divergence is not seen for any of the three choices \( \{ \epsilon, P_0 \} \), \( \{ \epsilon, P_1 \} \), or \( \{ \epsilon, p \} \) individually. It can, however, occur when combining two of these pumping schemes, which is experimentally relevant whenever the variation of one external parameter affects two of the system parameters \( P_0, P_1 \), and \( p \). We now consider a time variation of the magnetization amplitude of the ferromagnet, \( M(t) \). This can be realized by applying a small time-dependent magnetic field in a diluted magnetic semiconductor. Microscopically this leads to a time-dependent splitting of the minority and majority bands. The majority and minority bands \( E_{\pm}(t) \) are shifted in such a way to keep both the total number of electrons and the Fermi energy of the ferromagnet constant. This implies that not only the polarization \( p(t) \) varies in time but also the tunnel-coupling strength \( T_0(t) \). The time variations of \( p(t) \) and \( T_0(t) \) are in phase and do not generate any pumping in the adiabatic limit. However, if the level position is also time dependent, the two pumping cycles \( \{ \epsilon, p \} \) and \( \{ \epsilon, T_0 \} \) occur simultaneously. Their relative contributions to the total pumped charge and spin in the weak-pumping regime depend on the ratio

\[
\nu = \frac{\delta T_0 / \delta p}{\delta p / p},
\]

which can be related to details of the ferromagnet’s band structure (see Ref. [53] for more details). Here, it suffices to notice that \(-1/2 \leq \nu \leq 0\) for parabolic bands, with \( \nu \propto p^2 \) for small polarizations. For the special value \( \nu = 0 \) only the cycle \( \{ \epsilon, p \} \) is active. Positive values of \( \nu \) are attainable for non-parabolic bands, for example when the density of states near the Fermi energy in the ferromagnet depends on energy as \( \rho_p = (\rho_{p+} + \rho_{p-})/2 \propto \omega^{-d} \) with \( d > 0 \).
Figure 3 Total spin efficiency as a function of the relative tunnel-coupling strength to the ferromagnetic lead for $p = 0.2$ and different values of $v$. Figure taken from Fig. 7 of Ref. [53].

We define the total spin efficiency for the two cycles as

$$R = -\frac{2e}{\hbar} \frac{S_{\nu,p} + S_{\nu,\bar{R}}}{Q_{\nu,p} + Q_{\nu,\bar{R}}}.$$ (28)

It is shown in Fig. 3 as a function of $\bar{F}_F / \bar{F}$ for polarization $p = 0.2$ and different values of $v$. For $v = 0$ (realized for flat bands around the Fermi energy), the spin efficiency diverges for $\bar{F}_2 / \bar{F} \rightarrow 0$, indicating a pure spin current, which is, however, only asymptotically reached as for $\bar{F}_F / \bar{F} \rightarrow 0$ the spin current vanishes. For negative values of $v$, the divergence of $R$ is removed and a pure spin current is not realized. The most interesting case is $v > 0$, when the condition for a pure spin current (divergence of $R$) is realized for a finite value of $\bar{F}_F / \bar{F}$ and hence when the spin current is of finite amplitude.

4.1.2 N-QD-N with spin–orbit coupling

Breaking of spin symmetry can also be achieved by spin–orbit coupling and, therefore, can lead to finite spin pumping [54, 55]. The minimal model that allows for a coupling of spin and orbital degrees of freedom is a two-level quantum dot, described by the Hamiltonian given by Eq. (7). The matrix in Eq. (7) has the most general form for a quantum dot with two orbital levels that allows for time-reversal symmetry and has been used recently to study transport phenomena in the presence of spin–orbit coupling [56–59].

Here, we assume that the orbital levels, $\epsilon_1(t)$ and $\epsilon_2(t)$, can be changed in time. Therefore, we consider in the following weak adiabatic pumping with $\{\epsilon_1, \epsilon_2\}$, or, equivalently, with $\{\epsilon, \Delta \epsilon\}$, where $\epsilon = (\epsilon_1 + \epsilon_2)/2$ is the mean level position and $\Delta \epsilon = (\epsilon_1 - \epsilon_2)/2$ half the level spacing.

To achieve pumping, the symmetry of the coupling to the left and the right lead needs to be broken. Four real tunnel-matrix elements, $V_{\lambda \nu}$, of the tunneling Hamiltonian given by Eq. (8) determine the coupling configuration of the two-level quantum dot to the leads. For further discussion, it is convenient to distinguish the ratio of the tunnel-coupling strength to the left lead and to the right lead, $\Gamma_{\lambda,\nu}$, from the difference between the coupling of the two orbital levels to the same lead. The latter is characterized by angles $\theta_{\lambda,\nu}$, which parametrize the tunnel-matrix elements via the relations $V_{\lambda 1} = \sqrt{\Gamma_{\lambda,\nu} / (\pi \rho)} \cos (\theta_{\lambda,\nu}/2)$ and $V_{\lambda 2} = \sqrt{\Gamma_{\lambda,\nu} / (\pi \rho)} \sin (\theta_{\lambda,\nu}/2)$. The pumped charge and spin are, in principle, finite if the left–right symmetry is broken by $\theta_{L} \neq \theta_{R}$. To break the symmetry via $\Gamma_{L} \neq \Gamma_{R}$ while keeping $\theta_{L} = \theta_{R}$ is not sufficient to establish finite pumping [60] since this case corresponds to an effective one-parameter pumping with vanishing pumped charge and spin in the adiabatic regime. For simplicity, we restrict ourselves in the following to the case $\Gamma_{L} = \Gamma_{R}$.

To comment on the influence of Coulomb interaction, we compare the limit $U \rightarrow \infty$, to the limit of vanishing charging energy, $U = 0$. In both regimes, the absolute value of the pumped spin is maximal for small but finite spin–orbit coupling, at approximately $\alpha_w = \Gamma/10$ [60]. The results for the spin efficiency, discussed in the following, are calculated for this value in the weak coupling regime, i.e., lowest (zeroth) order $\Gamma$.

Figures 4 and 5 show spin efficiency in the $U = 0$ and $U \rightarrow \infty$ limit, respectively, depending on the coupling configuration parametrized by $\theta_{L}$ and $\theta_{R}$. The dotted lines indicate the case of left–right symmetric tunnel couplings, $V_{\lambda L} = V_{\lambda R}$, where both the pumped charge and spin vanish. The possibility of pure spin pumping in case of other coupling configurations shall be the focus of the remaining lines of this section.

We start with the discussion of the spin efficiency in the $U = 0$ limit, depicted in Fig. 4. One important feature is the fact that the spin efficiency is independent of the time-averaged level positions, determined by $\tau$ and $\Delta \epsilon$. Thus, the pumped charge and spin behave similarly under exchange of the orbital levels. Particle-hole symmetry implies that both
pumped charge and spin are antisymmetric under \((\bar{\tau}, \Delta \epsilon) \rightarrow (-\bar{\tau}, -\Delta \epsilon)\). To lowest order in \(\Gamma\), it turns out that the pumped charge and spin are symmetric under \(\bar{\tau} \rightarrow -\bar{\tau}\), i.e., antisymmetric under \(\Delta \epsilon \rightarrow -\Delta \epsilon\) alone. As a consequence, pumped charge and spin both vanish for \(\Delta \epsilon = 0\). Apart from that situation of degenerate orbital levels and special coupling configurations, pumped charge and spin are finite and their ratio does not depend on the levels’ positions. On the other hand, the spin efficiency depends on the coupling configuration, \(\vartheta_L\) and \(\vartheta_R\), as illustrated by Fig. 4. There are even two coupling configurations where spin efficiency diverges indicating a pure spin current. First, the dashed lines in Fig. 4, which show a divergence along and a large spin efficiency next to coupling configurations given by the relation \(V_{l1} = V_{l2} = -V_{R1}/V_{R2}\). However, comparison with calculations for \(U = 0\) which are exact in \(\Gamma\), e.g., by means of a scattering matrix approach \([4, 5, 56, 61]\), show that the pumped charge vanishes only in lowest order in \(\Gamma\). It also becomes finite for \(U \rightarrow \infty\) (and lowest order in \(\Gamma\)) and, thus, this parameter configuration is not a good candidate to achieve pure spin pumping. Along the solid line, on the other hand, where one level is symmetrically and the other one antisymmetrically coupled to the left and right lead, i.e., \(V_{l1} = V_{R1}\) and \(V_{l2} = -V_{R2}\) (or equivalently \(1 \leftrightarrow 2\)), represented by the solid line, leads universally to a pure spin current \([60]\). This generalizes the result found for \(U = 0\) \([56]\) to the limit of strong Coulomb interaction. While we have focused on the weak-coupling regime, it has been shown recently that at this coupling configuration pure spin currents remain even in the strong-coupling limit reached at very low temperatures \([65]\).

### 4.2 Pumping with rotating lead magnetization

So far, we have considered spin pumping schemes in which either the magnetization direction of a ferromagnetic lead or a spin–orbit field defined a rotational spin-symmetry axis that was not changed in time. We now turn to the case in which the direction of the spin-symmetry axis changes in time. To be more specific, we consider a F-QD-N setup in which the magnitude \(M\) of the ferromagnet’s magnetization \(M(t) = M(\hat{e}_z(t))\) remains fixed but its direction \(\hat{e}_z(t) = (\sin \theta \cos \phi(t), \sin \theta \sin \phi(t), \cos \theta)^T\) rotates about the \(z\)-axis. The fixed rotation axis \(z\) is used as the (time-independent) quantization axis for the electron spins \(\uparrow\) and \(\downarrow\) in the dot and normal lead. On the other hand, the direction of the majority and minority spins \(\uparrow\) and \(\downarrow\) in the ferromagnet varies in time. The Stoner splitting \(\Delta E = E_{zi} - E_{zi}\) remains constant in time. Such a rotation of the ferromagnet magnetization can be induced experimentally by means of ferromagnetic resonance. The described mechanism is similar to the idea of recently proposed spin batteries without an isospin associated with the orbital degree of freedom (where isospin up and down correspond to an occupation of orbital level 1 and 2, respectively). The Coulomb repulsion introduces an effective exchange field which acts on this isospin \([60]\) and leads to the breaking of the aforementioned antisymmetric behavior. To calculate this exchange field, a high-energy cutoff parameter, \(U_{\text{cutoff}}\), for the energy integration is used to guarantee convergence. It affects the amplitude of the exchange field and is physically given by the smaller of the band width of the leads and the charging energy \([62–64]\) (we set \(U_{\text{cutoff}} = 100 k_B T\)). By the influence of the isospin exchange field, the condition of vanishing pumped charge and spin are shifted away from \(\Delta \epsilon = 0\). More importantly, this shift is different for the pumped charge and the pumped spin. As a consequence, pure spin pumping can be achieved by fine tuning of the orbital levels. Viewed in an alternative way, there are, for fixed orbital levels, coupling configurations that support a pure spin current. They depend significantly on the orbital levels. As an example, we chose \(\bar{\tau} = k_B T\) and \(\Delta \epsilon = 2\Gamma/10\), which leads to pure spin currents along the dashed lines in Fig. 5. Note that the energy scale on which spin efficiency changes is different for \(\bar{\tau}\) and \(\Delta \epsilon\). For the time-averaged mean level position, \(\bar{\tau}\), the temperature provides the energy scale. On the other hand, the time-averaged level spacing, \(\Delta \epsilon\) (as well as \(\alpha_{\text{iso}}\)) has to be compared to the tunnel-coupling strength, \(\Gamma\).
involving quantum dots [66–70]. It is, furthermore, related to the proposal of charge pumping induced by the rotation of the magnetization direction of a magnetic quantum dot that is placed in between a ferromagnet and a normal lead [71].

The two independent parameters necessary for adiabatic pumping to take place are the x- and y-components of the polarization, \( p_x(t) = p \sin \theta \cos \varphi(t) \) and \( p_y(t) = p \sin \theta \sin \varphi(t) \). In contrast to the pumping schemes discussed so far, no time-dependence of the level position is required to achieve pumping.

The fact that only magnetic properties associated with one of the leads are varied in time has important consequences. First, the lowest- (zeroth-) order contribution to charge and spin pumping vanishes. This follows from Eqs. (20) and (21) since the instantaneous average dot occupation \( \langle n \rangle^{(0)} \) is constant in time. It is, therefore, necessary to include the next-order contribution in the perturbation expansion in the tunnel-coupling strength. The second consequence is that, even to higher order in the tunnel-coupling strength, the pumped charge remains zero because spin and charge are decoupled. But this, in turn, means that there is always pure spin pumping without the complication to tune gate voltages or tunnel-coupling strengths.

An explicit calculation [53] yields that the pumped spin current can be nicely written in a compact analytical form,

\[
I_{S,i}^{\text{(ad)}} = \frac{G_0}{2 \pi} \left\{ A \left( \hat{e}_p \times \partial_e \hat{e}_p \right) + (1 - A) \partial_e \hat{e}_p \right\}.
\]  (29)

Here, we made use of the dimensionless linear conductance (in units of \( e^2 / h \))

\[
G_0 = -2 \pi \frac{\Gamma_N \Gamma_V}{\Gamma_V^2} \frac{\partial_e \langle n \rangle^{(0)}}{\tau_{\text{rel}}^0}
\]  (30)

of the F-dot-N structure for vanishing polarization. We have also defined the enhancement factor

\[
A = 1 + \frac{\Gamma_N}{\Gamma_V} \left( \frac{B \tau_{\text{rel}}^0}{1 + (B \tau_{\text{rel}}^0)^2} \right)^2,
\]  (31)

where \( \tau_{\text{rel}}^0 \) and \( \tau_{\text{rel}}^x \) are the charge and spin relaxation times, respectively, and \( B \) describes an interaction-induced exchange field that is a consequence of the spin-dependent tunnel coupling of the dot level to the ferromagnet [72–74]. The exchange field always appears in combination with the spin relaxation time \( \tau_{\text{rel}}^x \), as this is the time scale during which the field can act on the quantum-dot spin before it relaxes due to tunneling events with the leads.

The explicit expressions for the relaxation rates and the exchange field read

\[
\frac{1}{\tau_{\text{rel}}^0} = \Gamma \left[ 1 - f(\epsilon) + f(\epsilon + U) \right],
\]  (33)

\[
B = \frac{\Gamma_V p}{\pi} \mathcal{P} \int d\omega \left[ \frac{1 - f(\omega)}{\omega - \epsilon} + \frac{f(\omega)}{\omega - \epsilon - U} \right].
\]  (34)

where \( \mathcal{P}(d\omega) \) denotes Cauchy’s principal value.

The pumped spin is proportional to the enhancement factor \( A \). It is interesting to notice that the presence of the exchange field leads to \( A > 1 \) and thus to a larger pumped spin. We will give here a qualitative picture of how this occurs. The exchange field \( B \) affects the spin dynamics in two ways. It induces a spin precession of the spin accumulated on the dot along \( \hat{e}_p \), thus reducing the pumped spin. Additionally, it affects the spin-accumulation processes. This latter effect dominates and gives rise to an overall enhancement of the pumped spin. Due to the prefactor \( \Gamma_N / \Gamma_V \) in the second term of Eq. (31), the exchange field becomes more important when increasing the tunnel coupling to the normal lead.

The pumped spin as a function of level position \( \epsilon \) is shown in Fig. 6 for different values of the relative tunnel-coupling strength to the normal and ferromagnetic lead. We start in panel (a) with the case of weak tunneling to the normal lead \( (\Gamma_N \ll \Gamma_V) \). In this situation the exchange field has a negligible effect \( (A \approx 1) \). The pumped spin has peaks located at \( \epsilon = 0 \) and \( \epsilon = -U \) (for \( U = 0 \) only one resonance is present). The symmetric case \( (\Gamma_N = \Gamma_V) \) is shown in panel (b). The symmetric choice of the tunnel couplings maximizes \( G_0 \) and hence the amplitude of the pumped spin. The increase in the peak amplitude as a function of interaction strength \( U \) that is seen for \( U > 5 \Gamma \) reflects the behavior of the enhancement factor \( A \). Finally, in panel (c) of Fig. 6 we show the case of strong coupling to the normal lead \( (\Gamma_N \gg \Gamma_V) \), for which the exchange field strongly affects the pumped spin. In particular, the pumped spin is enhanced for values of the level position between the resonances and this leads to the appearance of side peaks (shoulders), one below \( \epsilon = 0 \) and one above \( \epsilon = -U \).

### 5 Spin pumping beyond the adiabatic regime

The adiabatically pumped spin is independent of the pumping frequency \( \Omega \) and hence in this regime the spin current scales linearly with \( \Omega \). Therefore, in order to achieve a sizable spin current, higher frequencies are desirable. Once \( \Omega \) becomes of the order of the tunnel-coupling
pure spin pumping by tuning the pumping frequency such that the pumped charge current vanishes.

In the following, we study pumping through the same system as discussed in Section 4.1.1. We again, restrict ourselves to the limit of weak tunneling, such that the lowest-order contribution in the tunnel-coupling strength is sufficient. And again, we perform a systematic expansion in the pumping frequency. But this time, we do not only include the first two terms, instantaneous part and adiabatic correction. Instead, we keep all orders in frequency. This leads to a hierarchy for the kinetic equations, given by Eqs. (18) for the instantaneous part and

\[ i[\hat{H}_{\text{int}}, \hat{Q}_{\text{t}}^{(k-1,-k+1)}] = W_{\text{t}}^{(0,1)} \hat{Q}_{\text{t}}^{(k-1,-k+1)}. \]

The superscript on the left indicates the order in \( \Omega \) and it is one for the adiabatic corrections and larger than one for the non-adiabatic ones. We can solve for \( \hat{Q}_{\text{t}}^{(k,-k)} \) recursively starting from the instantaneous term \( \hat{Q}_{\text{t}}^{(0,-0)} \). The charge and spin currents can be expanded in powers of \( \Omega \) as well.

In first order in the tunnel-coupling strengths, it turns out that it is possible to resum the expressions for the pumped charge and spin current to all orders in the adiabatic expansion. As pumping parameters we choose \( \{\Gamma_N, \epsilon\} \). Assuming weak pumping (bilinear response in \( \Delta \Gamma_N \) and \( \Delta \epsilon \)) we find that the pumped charge and spin take the form

\[ Q = Q_{\text{max}} \sin (\phi + \Delta \phi_Q), \]

\[ S = S_{\text{max}} \sin (\phi + \Delta \phi_S), \]

where the amplitudes \( Q_{\text{max}} \) and \( S_{\text{max}} \) are even functions of \( \Omega \) while the phase shifts are odd functions of \( \Omega \). This implies that when expanding the pumped charge and spin in powers of \( \Omega \), all the even powers are proportional to \( \sin \phi \) while the odd powers are proportional to \( \cos \phi \). The adiabatic-pumping results are given by the zeroth-order contribution in \( \Omega \) to the pumped charge and spin.

An intriguing feature due to the non-adiabatic contributions to the pumped currents is the appearance of non-zero phase shifts \( \Delta \phi_Q, \Delta \phi_S \). Such phase shifts generically show up in nonadiabatically driven quantum systems, ranging from circuit QED [76], optical lattices [77], spin-boson models [78], and molecular systems [79] to nanoelectromechanical devices [80]. More importantly, the phase shifts for charge and spin differ from each other. This effect opens up the possibility to generate a pure spin current, by tuning \( \Omega \) such that \( \phi + \Delta \phi_Q(\Omega) = 0 \) and consequently \( Q = 0 \). This is shown in Fig. 7, where the average charge and spin currents (indicated by a calligraphic font, i.e., \( \bar{I}_{Q,S} = Q(S)\Omega/(2\pi) \)) are plotted as function of the pumping frequency \( \Omega \). In particular, \( I_Q \) can be made to vanish for values of the frequency for which \( I_S \) has a finite value.

6 Related issues The studies reported upon above have been extended in various directions. Here, we mention a few.
The properties of adiabatic pumping through a mesoscopic device depends on its spectral properties. In the studies reported upon above, we have focused on quantum dots with large single-level spacing such that only one or two orbital levels participate in transport. But also for the opposite limit of a continuous density of states, as realized in metallic single-electron transistors, our diagrammatic theory can be formulated and applied. In the limit of weak tunnel coupling, the characteristics for the pumped charge current exhibits similar features as for the single-level quantum dot, with significant differences in situation in which the lowest-order pumping contribution is associated with a renormalization of the charge addition energy of the quantum dot [81].

An important issue in the context of adiabatic pumping is the question of how fast the system reacts to changes of the external system parameters. Therefore, we studied the response of charge and spin in single-level quantum dots to sudden changes of the gate voltage in the limit of weak tunnel coupling. In the presence of Coulomb interaction, both the charge and the spin relaxation times depend on the dot’s level position, but they differ from each other [82]. In addition, there is a third time scale associated with two-particle processes [83].

We have extended the diagrammatic formalism to include current–current correlations of adiabatic charge pumping. Performing a systematic perturbation expansion in the tunnel-coupling strength, we found Coulomb-interaction induced deviations from the fluctuation-dissipation theorem and discussed the influence of the asymmetry in the tunnel coupling on the noise properties [84].

When discussing spin pumping through quantum dots, the coherent superposition of spin-up and -down electrons may play an important role. Similarly, coherence effects are an issue in Aharonov-Bohm interferometers that include quantum dots or in quantum dots coupled to superconducting leads. For both cases, we extended our diagrammatic technique and analyzed the pumping characteristics [85, 86].
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