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Quantum scale invariant regularization is a variant of dimensional regularization where the renormalization scale is treated as a dynamical field. But, rather than be regarded as a novel regularization method on par with dimensional regularization, momentum cutoff, Pauli-Villars etc., it should be understood as a way to define a subset in the infinite space of nonrenormalizable models of certain type. The subset realizes the demand that renormalization scale, along with any other dimensionful parameters, should be interpreted as a dynamical field’s homogeneous background. This restriction is most straightforwardly implemented using dimensional regularization but it can hypothetically be imposed with any regularization method. Theories that satisfy it offer a new perspective on the radiative violation of global scale symmetry associated with RG functions. As a result of the quantum scale invariant regularization being implemented, the scale symmetry is preserved at the quantum level despite the RG functions being nonzero, as can be inspected at the level of composite quantum operators that govern dilatation of Green functions. We analyze these statements in explicit detail using a specific but easily generalized toy model with scalar fields.

I. INTRODUCTION

Our goal in this article is to explain in detail and justify the following claim. A model with a massive scalar field with a nonzero vacuum expectation value can be embedded in a nonrenormalizable theory with one additional scalar singlet field in such a way that the resulting theory is, first, classically scale symmetric and, second, free of the so called trace anomaly. The latter characteristic must be accompanied by a disambiguation. The trace refers to the trace of renormalized composite quantum operator that is the quantum counterpart of energy-momentum tensor known from classical physics. We summarize some relevant elementary properties of the energy-momentum tensor in the Appendix, the Reader may wish to consult it before engaging with the main body of the article. In a perturbative scheme one can talk about presence of the classical scale symmetry that is violated by small quantum corrections. This description is paralleled by calculation of the said trace which is zero at zeroth order but receives loop corrections. The latter can be classified into two subsets. First, Weyl (or conformal) anomalies which happen to vanish in flat spacetime. They are the genuine anomalies in the sense that they originate from a nontrivial jacobian produced by treating a local scale transformation as a change of integration variables in a path integral (see e.g. and references therein). Second, there is the contribution independent of the metric that stems from the presence of a dimensionful renormalization scale in the formalism. This contribution is related to nontrivial RG functions. It is only this second contribution that we will refer to as the trace anomaly.

The statement whether or not a symmetry of a given model is anomalous has to be independent of regularization method employed in dealing with loop divergences. For example, Lorentz symmetry or supersymmetry, when they are implemented as global symmetries of a quantum field theory, are generically non-anomalous regardless of what regularization is used in, say, intermediate steps of calculating renormalized correlation functions. On the other hand, using a regularization that explicitly preserves some or all of the hypothesized physical symmetries offers practical advantage even if a symmetry ends up being anomalous. It is not an accident that dimensional regularization has become the most popular method in gauge theories or that calculation of the \( \pi^0 \rightarrow \gamma\gamma \) width and the associated chiral anomaly had remained clouded for some years.

Keeping the above in mind we wish to elucidate a certain manner of regularization. The manner explicitly preserves scale invariance in a certain sense, and it has been proposed and used in the literature for some time. Consider the Poincare algebra extended by dilatations \( D \) (see Appendix). In short, the main idea is to use dimensional regularization and to treat the renormalization scale \( \mu \) as a function of a scalar field \( \Phi \) that can be expanded around the field’s vacuum expectation value, \( \mu \rightarrow \mu(\Phi) = \mu\langle \Phi \rangle + \text{interactions} \) (1)

This way \( \mu \), rather than being a dimensionful but inert parameter with respect to dilatations, \( [D, \mu] = 0 \), derives its dimensionality from a quantum field, so that \( i[D, \mu] = \frac{\partial \mu}{\partial \Phi} (D, \Phi) = (1 + x^\nu \partial_\nu)\mu \) (2)

The freedom of switching between renormalization schemes is still realized by arbitrariness of the \( \mu(\Phi) \) function. But crucially, connection between choosing a renor-
nalization scheme and introducing a dimensionful pa-
parameter, the so called renormalization scale, is severed.

Some of the earlier work concerned with conformal
anomalies or lack thereof depending on the choice of
renormalization scheme includes the articles 6, 11 (see
also references therein) where the general coordinate
transformation invariance along with Weyl invariance
are considered. Later the interest in scale symmetry in
curved background was revived by Shaposhnikov et. al.
in the line of research that utilizes the regularization scale
µ as a function of dynamical fields in constructing cos-
mological models; see 6, 9 accompanied by 7 (where
the latter examines the interplay between choice of µ
and nonrenormalizability), continued in 8, 11 and also
later in 11–15. Those works are mainly focused on phe-
omenology of the early Universe but they rely on van-
ishing of the trace anomaly in curved background. In the
current article we consciously limit the scope of discus-
sion to a theory in flat space-time. A considerable part
of the article discusses the same issues and conclusions
as 16. Here however we do not rely on referencing the
quantum action principle for the sake of a more hands-on
derivation and we aim to place the concept of ‘scale in-
variant manner of regularization’ in the broader context
of quantum field theory in a pedagogical manner. We
also hope to offer an useful point of entry to the formal
discussion of the trace anomaly in curved background. In
the first part of the article, Secs. II-IV, we define
this regularization procedure and discuss its relation to
a standard approach. We give an example of a model
regularized in this scale invariant way and discuss how it
relates to more general models renormalized in the stan-
dard way that employs the MS scheme and dimensional
regularization. We use a minimal toy-model with scalar
fields as an illustration albeit one which is immediately
relevant for extending the standard model 16, 19. In
the second part, Secs. V-VIII, we discuss in detail, at
the level of regularized composite operators, how mod-
els that comply with the scale invariant regularization
do not have the dilatation symmetry violated by radi-
ative corrections in flat space-time and are thus free of
the trace anomaly. We derive this statement explicitly
for the discussed toy model.

II. BACKGROUND FIELDS AND SPURIOUSITY

Recall the formal route from a classical action \( S[\phi] \) to
quantum effective action \( \Gamma[\phi] \), the 1PI generating func-
tional, 20, 21

\[
Z[J] = -i \log \int D\phi \exp (iS[\phi] + iJ \cdot \phi), \quad (3)
\]

and

\[
\Gamma[\phi] = Z[J[\phi]] - \phi J[\phi], \quad \text{where} \quad (4)
\]

\[
J[\phi] = \text{the inverse of } \phi[J] \equiv \frac{\delta Z[J]}{\delta J}, \quad (5)
\]

and the straightforward extension of those definitions by
a background field configuration \( \phi_{bg}(x) \) introduced for a
dynamical field \( \phi \) in the following way

\[
Z(\phi_{bg})[J] = -i \log \int D\phi \exp (iS[\phi + \phi_{bg}] + iJ \cdot \phi), \quad (6)
\]

and

\[
\Gamma(\phi_{bg})[\phi] = Z(\phi_{bg})[J_{\phi_{bg}}[\phi]] - \phi J_{\phi_{bg}}[\phi], \quad \text{where} \quad (7)
\]

\[
J_{\phi_{bg}}[\phi] = \text{the inverse of } \phi_{\phi_{bg}}[J] \equiv \frac{\delta Z(\phi_{bg})[J]}{\delta J}. \quad (8)
\]

From those definitions it directly follows that

\[
\Gamma(\phi_{bg} + \Delta\phi_{bg})[\phi] = \Gamma(\phi_{bg})[\phi + \Delta\phi_{bg}] \quad (9)
\]

for any function \( \Delta\phi_{bg} \).

Any effective action \( \Gamma \) can be regarded as equipped
with this additional dependence on background fields, re-
gardless of whether one chooses to use it or not. Further,
this dependence may be restricted to only homogeneous
backgrounds.

\[
\Gamma(\phi_{bg}) \rightarrow \Gamma(\phi_{bg})\bigg|_{\phi_{bg} = \langle \phi \rangle} = \text{const} \quad (10)
\]

(We will use \( \langle \phi \rangle \) as a single symbol to refer to a generic
constant value with appropriate dimension, and not nec-
necessarily the vacuum expectation value of the field \( \phi \).
Later, \( \phi_0 \) shall denote a bare field rather than a constant.
Similar remarks apply to \( \sigma \).

We will be assuming that the effective action may be
written as a spacetime integral of an effective Lagrangian,
as is the case when the expansion in powers of field deriva-
tives is applied, \( \Gamma[\Phi] = \int d^4x L_{\text{eff}}(\phi, \partial \phi, \partial^2 \phi, \ldots) \). \( L_{\text{eff}} \)
is a sum of local interactions accompanied by number
valued parameters, dimensionless coupling constants \( \{ \lambda \} \) and
mass parameters \( \{ m, M \} \) with positive dimension.

How is one to distinguishes between a mass parameter \( m \)
and a constant background \( \langle \phi \rangle \) given that they are both
arguments in \( \Gamma(m, \langle \phi \rangle) \)? We adopt (9) as the defining
property of a background field that provides the crite-
ri

\[
\Delta(\phi) = \text{const} \quad \forall \quad \Gamma(m + \Delta(\phi), \langle \phi \rangle)[\phi] \quad = \quad \Gamma(m, \langle \phi \rangle) + \Delta(\phi)[\phi] \quad (11)
\]

then we will refer to the parameter \( m \) as spurious with
respect to the field \( \phi \) and we will drop dependence on \( m \) from
the functional \( \Gamma \) via \( \Gamma(m, \langle \phi \rangle) \rightarrow \Gamma(0, \langle \phi \rangle) \equiv \Gamma(\langle \phi \rangle), \)
where the rightmost functional is formally a new entity with one less parameter. We will refer to this mapping as absorption of the spurious \(m\) by the field \(\phi\).

The following observation is crucial for us. If a parameter is spurious at the level of a classical action, it will be spurious in the effective action as well

\[
\forall \Delta(\phi) = \text{const} \quad S(m + \Delta(\phi))[\phi] = S(m)[\phi + \Delta(\phi)] \Rightarrow \text{Eq. (11)}
\]

This implication holds for bare effective action and may in principle be spoiled by an unsuitable choice of renormalization scheme. Consider for example \(\mathcal{L} = \frac{1}{2} (\partial \phi)^2 - V(\phi)\), where

\[
V(\phi) = \Omega + j \phi + m^2 \phi^2 + y \phi^3 + \lambda \phi^4
\]

(13)

If we demand that \(\Omega = \lambda v^4\), \(j = 4 \lambda v^3\), \(m^2 = 6 \lambda v^2\) and \(y = 4 \lambda v\), then

\[
V(\phi) = \lambda (v + \phi)^4
\]

(14)

at which point the parameter \(v\) becomes spurious with respect to \(\phi\). In such case we unequivocally change the interpretation of \(v\). It is absorbed by \(\phi\) and replaced with \(\phi\)'s background value, \(V = \lambda (\phi + \phi)^4\), where \(\phi\) is regarded as charged under the same symmetries as \(\phi\). The resulting action has no dimensionful parameters other than a renormalization scale.

From the point of view of the five-parameter Lagrangian in (13), expressing \(\Omega, j, m^2\) and \(y\) as functions of a single dimensionful parameter \(v\) and demanding it to be spurious in the resulting effective action constitutes a constraint on the choice of the model. By arranging for this constraint to be respected, we find ourselves considering a more symmetric physical setup. Thus, in typical terms, the potential in (14), despite the fact that it simply refers to a subset of potentials in (13), describes a new, qualitatively distinct model. Let us clarify and stress this point. A model is first and foremost defined by the choice of quantum fields and their interactions encoded in the Lagrangian. If, in the practice of model building, one analyzes a range of numerical values for coupling constants or masses, each individual point is usually not referred to as a separate model, although technically it should. This semantic distinction becomes more useful when, by changing values of parameters, one comes close to a subspace of the parameter space where some new symmetry is realized. (One can easily come up with relevant examples: a model with an appropriate number of fields with different spins may become supersymmetric upon imposing a specific relation between its couplings, a model with massive vector bosons is seen to realize the Higgs mechanism not only thanks to an appropriate particle spectrum but also due to respecting a set of constraints between couplings and masses; and so on.) Once we find ourselves within the subset of more symmetric models (or even just close to it), presence of the symmetry (perhaps approximate or anomalous) also becomes part of what defines the model under consideration. Thus, the potential in (14) describes a different model than the one in (13) precisely because it realizes scale invariance at the tree level. Notice that this classification relies on our ability to spot the spuriousity of parameter \(v\) in (14). Henceforth we will stop to italicize the word model even though it will refer to a class of models defined broadly by a choice of fields, their interactions and (almost) realized symmetries and not necessarily a choice of specific numerical values for couplings etc.

In summary:

a. Every 1PI effective action functional depends, implicitly or explicitly, on background fields.

b. By a suitable choice of parameters in the Lagrangian some dimensionful parameters of the action may become spurious i.e. absorbable in the backgrounds, effectively vanishing from the functional. We will refer to such models as obeying a spuriousity constraint, with implicit reference to the relevant parameters.

c. For completeness we also add two remarks:

c. Given a stationary background \(\phi_{\text{bg}}^{\text{com}}\) such that

\[
0 = \left. \frac{\delta \Gamma(\phi_{\text{bg}}^{\text{com}})[\phi]}{\delta \phi} \right|_{\phi=0}
\]

, the restricted functional \(\Gamma_{\text{eff}} \equiv \Gamma(\phi_{\text{bg}}^{\text{com}})[\phi = 0]\) coincides with the product of integrating the field \(\phi\) out in the sense of \(\int \mathcal{D}\phi \mathcal{D}^\alpha\phi e^{i\Gamma[\phi,\psi]} = \int \mathcal{D}\psi \mathcal{D}\phi e^{i\Gamma[\phi,\psi]}\).

d. One may arbitrarily promote a parameter (irrespective of its dimensionality) to the background of a hypothetical field absent from the action and regard this parameter as belonging to a representation of global symmetries along with proper fields. Such parameter is called a spurion and the task of spotting all interesting symmetries that employ spurions is known as spurion analysis. We would like to stress the distinction between spurion analysis and the notion of restricting a dimensionful parameter to become spurious followed by absorption into a field, as introduced above. The latter is possible only when the relevant field is actually present in the dynamics.

III. ABSORBING THE RENORMALIZATION SCALE

Discussion in the previous section allows us to succinctly state the first main claim of this note: the renormalization scale can be a spurious parameter. Whether it is or not, depends on the choice of fields’ spectrum, their interactions and the renormalization scheme. We conjecture that it does not depend on what method of regularization is used. Still, we will provide only an example that uses dimensional regularization. The reason is that we would like a method that explicitly introduces renormalization scale into classical action in order to use the implication in (12). Consider the following \(d = 4 - 2\epsilon\) dimensional model of two real scalar fields \(\phi\) and \(\sigma\) of di-
mension $1 - \varepsilon$,

$$\mathcal{L} = Z_\sigma \frac{1}{2} (\partial \phi)^2 + Z_\sigma \frac{1}{2} (\partial \sigma)^2 - V(\phi, \sigma)$$  \hspace{1cm} (15)

and so we restrict ourselves to a broken phase of any symmetry realized on the field $\sigma$, i.e. $\langle \sigma \rangle > 0$. We will justify below, why all these terms have to be included. The $Z$ factors contain perturbative counterterms, including the necessary poles in $\varepsilon \to 0$ and finite terms that define the renormalization scheme. Clearly, the $1 - \varepsilon$ dimensional parameter $\langle \sigma \rangle$ is spurious with respect to the field $\sigma$ at the tree level. Based on our earlier discussion, we claim that it will remain spurious in the effective action derived from this Lagrangian using for example the minimal subtraction scheme.

To better understand the Lagrangian in (15) we observe that it is a special case of a general nonrenormalizable model of $\phi$ and $\sigma$ that can be written as

$$\tilde{\mathcal{L}} = Z_\phi \frac{1}{2} (\partial \phi)^2 + Z_\sigma \frac{1}{2} (\partial \sigma)^2 - \tilde{V}(\phi, \sigma)$$  \hspace{1cm} (18)

where each of the terms in the sum above with $n > 2$ is interpreted as an infinite power series of nonrenormalizable interactions,

$$\tilde{V}(\phi, \sigma) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \langle e^t \mu_0 \rangle^{t(2n+m-2)} \mu_0^{1+2n} \lambda^{2n} \frac{\sigma^{2n}}{M^{2n+m-4}}$$  \hspace{1cm} (19)

The renormalization scale $\mu \equiv e^t \mu_0$ is arbitrarily split into a fixed mass parameter $\mu_0$ and dimensionless RG factor $e^t$. After choosing $\mu_0 = M$ the effective action computed from $\tilde{\mathcal{L}}$ may be restricted by the requirement that $M$ is spurious with respect to the field $\sigma$. Deriving such restricted action directly from (15) is simply a convenient technical shortcut, a trick to guarantee that the spuriosity constraint is respected.

Yet, upon closer inspection, one may object against identifying the models in (15) as a subset of those in (19). Consider the interaction terms in the former,

$$\mathcal{L} \supset \sum_{n=0}^{\infty} \langle e^t \rangle^{2n} (\langle \sigma \rangle^{4-2n}) Z^{(n)}(\sigma)^{4-2n+2(2n-4)} \lambda^{(n)} \frac{\sigma^{2n}}{M^{2n-\varepsilon}} \left(1 + \frac{\sigma}{\langle \sigma \rangle} \right)^{4-2n+\frac{2n}{2n-\varepsilon}}$$  \hspace{1cm} (20)

and compare them with the potential $\tilde{V}$ in (19). There are two notable observations.

a. Each $Z^{(n)}(\sigma)^{2n} \lambda^{(n)}$ factor represents a constrained choice of $Z^{(n,m)}(\sigma)^{2n} \lambda^{(n,m)}$. Notably, aside from poles and strictly finite terms, it also contains terms with
positive powers of $\varepsilon$ that we have hidden in the coefficients $a_{n,m}$.

$$[a_{n,m}] = \begin{bmatrix}
1 & 4 + 2\varepsilon + 2\varepsilon^2 & 6 + 7\varepsilon + 9\varepsilon^2 & \ldots \\
1 & 2 + 2\varepsilon + 2\varepsilon^2 & 1 + 3\varepsilon + 5\varepsilon^2 \\
1 & 0 + 2\varepsilon + 2\varepsilon^2 & 0 - \varepsilon + \varepsilon^2 \\
\vdots & \vdots & \ddots & + O(\varepsilon^3)
\end{bmatrix}$$

The corresponding interaction vertices, sometimes called evanescent, vanish at the tree level in the limit $d \to 4$ but their presence influences loop corrections where an evanescent vertex may meet a pole resulting in a strictly finite or divergent correction. There is nothing inconsistent about the presence of evanescent interactions. The reason why they are rarely considered is that generically an evanescent part of the $\tilde{Z}$ factors may be traded for a shift in the non-evanescent part. Hence, the space of all renormalization schemes is not made bigger (or smaller) by allowing for the evanescent interactions.

Also, we see that because the upper limit of the sum over $m$ is infinite, the same has to be true for the sum over $n$. Normally, one could as well consider the self-explanatory renormalizability constraint: $\tilde{\lambda}^{(n,m)} = 0$ for $n > 2 \lor m > 4$. But it does not seem easy to come up with a model where there exists a renormalization scheme that respects both the spuriosity and renormalizability constraints. In other words, we conjecture that the scale-invariant regularization is applicable exclusively to nonrenormalizable models.

b. The powers of $\varepsilon^i$ in (19) and in (22) do not match (contrary to the powers of $\mu_0$). We claim that it does not matter. More precisely: factors $(\varepsilon^j)^{(2n+m-2)}$ in the sum in (19) may be universally swapped for $(\varepsilon^j)^{2\varepsilon}$ and it will not affect the resulting beta functions $\beta_{\lambda(n)}$. We denote the next interim subsection to justifying this claim. Aside from that, $\mu^2 = (e^t\mu_0)^2$ features explicitly in the effective action but its power there is fixed anyway by dimensionality that stems from the fields, like in $\frac{\phi^2}{\mu^2}$.

In summary, the generic Lagrangian (18) describes an ordinary nonrenormalizable model. It is $\mathbb{Z}^2$-symmetric with respect to $\phi \to -\phi$ but not to $\sigma \to -\sigma$, nor does it look scale symmetric due to the nonrenormalizable part. But, if we choose

$$\tilde{Z}^{(n,m)}\tilde{\lambda}^{(n,m)} = Z^{(n)}\lambda^{(n)}a_{n,m} \quad (24)$$

$$\mu_0 = M = \langle \sigma \rangle \frac{1}{\lambda(n)} \quad (25)$$

the second $\mathbb{Z}^2$ symmetry ($\langle \sigma \rangle + \sigma \to -\langle \sigma \rangle - \sigma$) emerges. Moreover, the model results in an effective action where the parameter $\langle \sigma \rangle$ is spurious wrt the field $\sigma$. Hence, $\langle \sigma \rangle + \sigma$ is interpreted as a new field, as discussed in the previous section, and the action is seen to possess no other dimensionful parameters.

A. Beta functions and the RG parameter $t$

We present here a simple algebraic calculation that supports the claim made in point 2, under Eq. (22). We will examine the derivation of beta functions while allowing some freedom in how the RG-parameter $t$ enters the dimensional regularization procedure. Consider the following generic nonrenormalizable Lagrangian, $[\Phi] = 1 - \varepsilon$.

$$\mathcal{L} = \frac{1}{2} Z_\Phi (\partial \Phi)^2 - V(\Phi) - V_{ct}(\Phi) \quad (26)$$

$$V + V_{ct} = \sum_{n=0}^{\infty} \left( \epsilon^t \right)^{f(n)\varepsilon} (\mu_0)^{(n-2)\varepsilon}$$

$$\times Z^{(n)} \frac{\lambda^{(n)}}{n(n-1)} \frac{\Phi^n}{M^{n-4}} \quad (27)$$

Usually one would choose $f(n) = n - 2$ and $\epsilon^t \mu_0 \equiv \mu$.

The split between $V(\Phi)$ and the counterterms $V_{ct}(\Phi)$ is defined by writing $Z^{(n)} = 1 + \delta^{(n)}$. In minimal subtraction at one loop, the counterterms are

$$V_{ct}(\Phi) = \frac{[V''(\Phi)]^2}{64\pi^2} \frac{1}{\varepsilon} + O(\varepsilon^0) \quad (28)$$

$$V''(\Phi) = \sum_{n=2}^{\infty} \lambda^{(n)} \frac{\Phi^{n-2}}{M^{n-4}} + O(\varepsilon) \quad (29)$$

$$[V''(\Phi)]^2 = \sum_{n=2}^{\infty} \lambda^{(n)} \lambda^{(m)} \frac{\Phi^{n+m-4}}{M^{n+m-8}} \quad (30)$$

$$m = k = n + 4 \sum_{k=0}^{n+2} \lambda^{(k-m+4)} \lambda^{(m)} \frac{\Phi^k}{M^{k-4}}$$

$$Z^{(n)} = 1 + \delta^{(n)}$$

$$= 1 + \frac{n(n-1)}{\lambda^{(n)}} \left( \sum_{k=2}^{n+2} \lambda^{(n-m+4)} \lambda^{(m)} \right) \frac{1}{64\pi^2} \frac{1}{\varepsilon} \quad (31)$$

Beta function of the coupling $\lambda^{(n)}$, $\frac{d\lambda^{(n)}}{dt} = \beta_{\lambda(n)}$, is obtained from
\[
0 = \frac{d}{dt} \log \left[ (t^f(n)^{-\lambda(n)} Z^{(n)}) \right] = f(n) \varepsilon + \frac{1}{\lambda(n)} \frac{d \lambda(n)}{dt} + \frac{1}{64 \pi^2} \sum_{l=0}^{\infty} \left[ -\lambda(l) f(l) \frac{\partial}{\partial \lambda(l)} \left( \frac{n(n-1)}{\lambda(n)} \sum_{m=2}^{n+2} \lambda(n-m+4) \lambda(m) \right) \right]
\]

\[
\Rightarrow \beta_{\lambda(n)} = \frac{d \lambda(n)}{dt} = \frac{\lambda(n)}{64 \pi^2} \sum_{l=0}^{\infty} \lambda(l) f(l) n(n-1) \left[ -\frac{\delta_{l,m}}{\lambda(l)^2} \sum_{m=2}^{n+2} \lambda(n-m+4) \lambda(m) + \frac{1}{\lambda(n)} \sum_{m=2}^{n+2} \delta_{l,m} \lambda(m) \lambda(n-m+4) \lambda(m) + f(m) \frac{\lambda(m) \lambda(n-m+4)}{\lambda(n)} \right]
\]

\[
= \frac{\lambda(n)}{64 \pi^2} n(n-1) \sum_{m=2}^{n+2} \frac{f(n) \lambda(n-m+4) \lambda(m)}{\lambda(n)} + f(n-m+4) \frac{\lambda(n-m+4) \lambda(m)}{\lambda(n)} + f(m) \frac{\lambda(m) \lambda(n-m+4)}{\lambda(n)}\]

\[
= \frac{n(n-1)}{64 \pi^2} \sum_{m=2}^{n+2} \frac{\lambda(m) \lambda(n-m+4)}{\lambda(n)} \left[ f(m) + f(n-m+4) - f(n) \right]
\]

(32)

In conclusion, we have the freedom of arbitrarily choosing the function \( f \) as long as the above quantity \( \alpha \) is not affected. For example the ansatz \( f(n) = an + b \) gives \( \alpha = 4a + b \). Recall that the usual choice of \( f \) is \( a = 1, b = -2 \). Hence we only need to demand that \( \alpha = 4 - 2 = 2 \). Clearly the choice \( a = 0, b = 2, f = \text{const} = 2 \), made in [22], obeys that restriction.

IV. SCALE SYMMETRY AND THE ROLE OF \( \mu \)

In light of the last remark in Sec. [33] one could venture the hypothesis that the model in [13] does not actually violate the global scale symmetry radiatively - despite beta and gamma functions being nonzero. We have proposed a construction where the derivative \( \frac{\partial}{\partial \mu} \) is not identically equal to \( \mu \frac{\partial}{\partial \mu} \) and it does not feature (at least not directly) in the Ward identity associated with the scale symmetry. To make that more clear consider the following three dimensionality-probing operators in \( d = 4 - 2\varepsilon \) dimensions

\[
D_0 \equiv (2 - \varepsilon) \left[ (\partial \phi) \frac{\delta}{\delta (\partial \phi)} + (\partial \sigma) \frac{\delta}{\delta (\partial \sigma)} \right] + (1 - \varepsilon) \left[ \phi \frac{\delta}{\delta \phi} + \sigma \frac{\delta}{\delta \sigma} - d \right]
\]

\[
D_1 \equiv \mu_0 \frac{\partial}{\partial \mu_0}
\]

\[
D_2 \equiv M \frac{\partial}{\partial M}
\]

(34)

(35)

(36)

\[
\{D_0 + D_1 + D_2\} \mathcal{L} = \left\{ (2 - \varepsilon) \left[ (\partial \phi) \frac{\delta}{\delta (\partial \phi)} + (\partial (\sigma) + \sigma) \frac{\delta}{\delta (\partial (\sigma) + \sigma)} \right] + (1 - \varepsilon) \left[ \phi \frac{\delta}{\delta \phi} + (\sigma) + \sigma \frac{\delta}{\delta (\sigma) + \sigma} - d \right] \right\} \mathcal{L} = 0
\]

(37)

(38)

and observe that

\[
(D_0 + D_1 + D_2) \bar{\mathcal{L}} = 0.
\]

(in this section we are treating the fields \( \phi, \sigma \) and the derivatives of fields \( (\partial \phi, \partial \sigma) \) as independent variables).

Normally the infinitesimal variation generated by \( D_0 \) is associated with scale transformation, whereas \( D_1 \) and \( D_2 \) are not. The fact that the latter are needed in \( D_0 \) to have zero on the RHS is regarded as a consequence of breaking of the scale symmetry. \( D_2 \) expresses the explicit breaking by the suppression scale \( M \). The breaking by \( D_1 \) is associated with loop corrections and is usually translated into beta functions by noting that

\[
\mu_0 \frac{\partial}{\partial \mu_0} \bar{\mathcal{L}} = \frac{\partial}{\partial \varepsilon} \bar{\mathcal{L}} = \sum_{n,m} \varepsilon (2n + m - 2) \bar{\lambda}^{(n,m)} \frac{\partial}{\partial \lambda^{(n,m)}} \bar{\mathcal{L}}
\]

Consequently

\[
\{D_0 + D_1 + D_2\} \mathcal{L} = \left\{ (2 - \varepsilon) \left[ (\partial \phi) \frac{\delta}{\delta (\partial \phi)} + (\partial (\sigma) + \sigma) \frac{\delta}{\delta (\partial (\sigma) + \sigma)} \right] + (1 - \varepsilon) \left[ \phi \frac{\delta}{\delta \phi} + (\sigma) + \sigma \frac{\delta}{\delta (\sigma) + \sigma} - d \right] \right\} \mathcal{L} = 0
\]

and now the whole operator in curly braces is interpreted as the generator of dilatations.
To be clear, the above Eqs. (37-41) deal only with the classical Lagrangians $\mathcal{L}$ and $\tilde{\mathcal{L}}$, albeit in $d$ dimensions. In order to convincingly talk about scale symmetry at the quantum level and the vanishing of radiative scale symmetry breaking, one should properly rederive Ward-Takahashi identities generated by scale transformations for the Green functions and we devote the next half of the report to this task. Crucially though, it is before such an analysis is undertaken that one has to define how the symmetry is represented by transformations of various quantities, i.e. fields and parameters. Scale invariant regularization offers a new perspective on this prerequisite step and instructs us to transform the renormalization scale as if it were a field background. One possibility would be to do that in the course of spurion analysis, to simply proclaim that $\mu$ scales like dimension 1 operator, and call it a day. The more interesting alternative discussed in this report is to arrange for the renormalization scale to be consistently absorbed by a background of a genuine dynamical field.

V. QUANTUM SCALE INVARIANCE

In the framework of a quantum field theory we are interested in scaling as a transformation that acts on renormalized Green functions $G^N$,

$$G^N_0(x_1, \ldots, x_n) = \int \mathcal{D}\phi_0 \phi_0(x_1) \cdots \phi_0(x_N) e^{i \int \mathcal{L}[\phi_0]} \equiv Z^N_\phi G^N(x_1, \ldots, x_N), \quad \phi_0 \equiv Z^1_\phi \phi.$$  

(We suppress normalization factors in front of path integrals, like in the one in (12), throughout the report. By definition, background fields ($\phi$, $\sigma$) discussed in section II do not enter those normalization factors.) We will be using MS scheme throughout and assuming applicability of a perturbative expansion in couplings, generically denoted with $\{\lambda\}$. The renormalization factors $Z_\#, \phi$, including $Z_\phi$, implicitly contain the following perturbative structure in $d = 4 - 2\varepsilon$ dimensions

$$Z_\# = 1 + \frac{f_1^\#}{2\varepsilon} + \frac{f_2^\#}{(2\varepsilon)^2} + \cdots, \quad f_m^\# = \mathcal{O}(\{\lambda\}^m).$$ (44)

By an (infinitesimal) scale transformation of a finite, physically relevant function that is $G^N$, we mean

$$\left( N d_\phi + \sum_{i=1}^N x_i^\mu \frac{\partial}{\partial x_i^\mu} \right) G^N(x_1, \ldots, x_N) \equiv 0.$$ (45)

If the classical Lagrangian $\mathcal{L}$ is free of dimensionfull parameters, the above equality is satisfied at the tree level, but typically it is invalidated by loop corrections. The RHS is given in a precise nonperturbative form in terms of beta functions and anomalous field dimensions. This way, by considering scale transformations at the quantum level, one circles back to the Callan-Symanzik equation for $G^N$ that expresses its independence of renormalization scheme. We will present this in detail below. On the other hand, the RHS of (45) being exactly zero to all orders defines what we will refer to as quantum scale invariance.

We claim that quantum scale invariance follows from the scale invariant regularization introduced in the previous sections. This is despite the fact that a nontrivial Callan-Symanzik equation is also satisfied by a quantum scale invariant theory.

The hypothetical equality in (45) can be equivalently expressed for other types of Green functions and in the momentum rather than position space. The resulting expressions are not hard to find. An $N$-particle 1PI function in momentum space has dimension $(d - N d_\phi)$, and so, given (45), it satisfies

$$\left[ (d - N d_\phi) - \sum_{i=1}^N p_i \frac{\partial}{\partial p_i} \right] \Gamma^N(p_1, \ldots, p_N) = 0.$$ (46)

Recall also that the effective potential is given by the sum of momentum-independent 1PI diagrams, for which

$$0 = (d - N d_\phi) \Gamma^N_{p=0} = \left( d - d_\phi \phi \frac{\partial}{\partial \phi} \right) \Gamma^N_{p=0}.$$ (47)

In conclusion, if follows from (45) that the effective potential in quantum scale invariant model is a homogeneous function of fields,

$$\left( d - d_\phi \phi \frac{\partial}{\partial \phi} \right) V_{\text{eff}} = 0.$$ (48)

This, let us stress again, is to be understood as a nonperturbative statement.

VI. SYMMETRY TRANSFORMATION AS AN OPERATOR INSERTION

The instrumental fact for our analysis is that the scale transformation (45) is equivalent to an insertion of a renormalized composite operator. For a valuable introduction to the notion of inserting an operator into Green functions we refer the Reader to [21]. Much of the calculations in this and in the next section can be characterize as an exercise in algebraic renormalization and in using the so called quantum action principle. As our goal is to present explicit but concise line of argumentation, we do not review those topics here and only refer the Reader to [22] for original development and to [23, 24] for a more recent presentation and further references.

Recall that the Green function $G^N$ in (45) is properly renormalized only when $\forall i \neq j, x_i \neq x_j$. Considering e.g. the limit $x_1, x_2 \rightarrow x$ leads one to the notion of composite operator $\phi_0(x_1)\phi_0(x_2) \rightarrow \phi^2_0(x)$ inserted into $G^N_0$.

\[ \left( \frac{d}{d x} + \frac{d_\phi}{\phi} \frac{\partial}{\partial \phi} \right) G^N(x) = 0. \] (45)
resulting in
\[
G_0^{N-2} (x_1, \ldots, x_{N-2}; \phi_0'(x)) = \int D\phi_0 \phi_0^2(x) \phi_0(x_1) \ldots \phi_0(x_{N-2}) e^i J[\phi].
\]

We are showcasing here the notation that will be used henceforth for insertion of any operator \(O\),

\[
G_0(O(x)) = G_0(x_1; \ldots; O(x)) = \int D\phi_0 \ O(x_1) \ldots e^i J[\phi].
\]

The factors of \(Z_\phi\) alone are generically not sufficient to renormalize bare Green function \(G_0\) with an operator insertion. But the operator itself can be renormalized, \(O(x) = Z_O(O)\), so that \(G_0^N(\{O\}) = Z_O^{-1} Z_\phi^{-\frac{N}{2}} G_0^N(\{O\})\).

\[
e^{iZ[J]} = \int D\phi_0 \ e^{i \int [\mathcal{L}[\phi_0] + \phi_0 J]} = \int D(\phi_0 + \epsilon \delta\phi_0) e^{i \int [\mathcal{L}[\phi_0 + \epsilon \delta\phi_0] + (\phi_0 + \epsilon \delta\phi_0) J]}
\]
\[
= \epsilon^{iZ[J]} + i \epsilon \int D\phi_0 \left( \frac{\partial \mathcal{L}}{\partial \phi_0} + \phi_0 J \right) e^{i \int [\mathcal{L}[\phi_0] + \phi_0 J]} + \mathcal{O}(\epsilon^2)
\]
\[
\Rightarrow \int D\phi_0 \ \int d^4x \left( -i \delta\phi_0(x) \frac{\partial \mathcal{L}}{\partial \phi_0} \phi_0(x) \right) e^{i \int [\mathcal{L} + \phi_0 J]} = \int D\phi_0 \ \int d^4x (i \delta\phi_0(x) \mathcal{J}(x)) e^{i \int [\mathcal{L} + \phi_0 J]}
\]

We have assumed here that the integration measure is invariant with respect to the unspecified transformation, \(D\phi_0 = D(\phi_0 + \epsilon \delta\phi_0)\). This is not always true. Transformations that produce a nontrivial Jacobian are famously related to quantum anomalies, radiative violations of symmetries albeit of a different kind than the one we are discussing here. If we were to consider a model in curved spacetime, where the spacetime dilatations necessarily have to be regarded as local transformations, there would in fact be a nontrivial Jacobian given in terms of Riemann and Weyl tensors, resulting in what is known as Weyl-(or conformal-) anomalies [2].

From \([50]\), after applying \(\left( \frac{-i \delta}{\delta J(x_1)} \right) \ldots \left( \frac{-i \delta}{\delta J(x_N)} \right) \ast \right|_{J=0}\), to both sides, and stripping away the timespace integration, it follows that

\[
G_0^N(x_1, \ldots, x_N; -i \left( \delta\phi_0 \frac{\partial \mathcal{L}}{\partial \phi_0} \right) (x))
\]
\[
= \sum_{i=1}^{N} \delta(x_i - x) G_0^N(x_1, \ldots, \hat{x}_i, \ldots, x_N),
\]

where \(G_0^N(x_1, \ldots, \hat{x}_i, \ldots, x_N)\)

\[
= \int D\phi_0 \ \phi_0(x_1) \ldots \delta\phi_0(x_i) \ldots \phi_0(x_N) e^{i \int \mathcal{L} \phi}
\]

is a finite function for any \(N\). We will denote the feature of being renormalized by enclosing an operator in square brackets.

The situation is actually more complicated by the fact that renormalization usually requires mixing of operators,

\[
O_0(x) = \sum_\mathcal{O} Z_\mathcal{O}[O], \text{ where the sum is over } \mathcal{O} \text{ such that } \dim \mathcal{O} \leq \dim O.
\]

Importantly, there is a class of composite operators of the form \(\left( \int d^4x \delta\phi_0 \frac{\delta}{\delta \phi_0} \right)\) which do not require renormalization with divergent \(Z\)-factors. Consider an unspecified field variation \(\phi_0 \rightarrow \phi_0 + \epsilon \delta\phi_0\) and the corresponding infinitesimal variation in the dummy variable of path integration,

Now we specify \(\delta\phi_0\) to one of the two following possibilities and define the corresponding composite operator, \(E_\mu\) or \(E_\mu^n\) below.

\[\bullet \ \delta\phi_0(x) \equiv \phi_0(x)\]

\[
G_0^N(x_1, \ldots, x_N; -i \left( \phi_0 \frac{\partial \mathcal{L}}{\partial \phi_0} \right) (x))
\]
\[
= \sum_{i=1}^{N} \delta(x_i - x) G_0^N(x_1, \ldots, x_N)
\]

\[\bullet \ \delta\phi_0(x) \equiv \partial_\mu \phi_0(x)\]

\[
G_0^N(x_1, \ldots, x_N; -i \left( \partial_\mu \phi_0 \frac{\partial \mathcal{L}}{\partial \phi_0} \right) (x))
\]
\[
= \sum_{i=1}^{N} \delta(x_i - x) \frac{\partial}{\partial x_\mu} G_0^N(x_1, \ldots, x_N)
\]

Since the RHS of [56] and [57] can be renormalized by the \(Z_\phi^{-\frac{N}{2}}\) factors alone, the same is true about the LHS.
In other words, in the MS scheme, 
\[ Z_E = Z_{E,\mu} = 1 \, , \, \quad E_0(x) = [E](x) \, , \, \quad E_{\mu 0}(x) = [E_{\mu}](x) \, . \quad (59) \]

Note that one can use insertion of \([E]\) to multiply \(G^N\) by the number \(N\)
\[ G^N \left( i \int \! d^4 x \! [E](x) \right) = N G^N \, . \quad (60) \]

Now we can finally write down the renormalized composite operator \([O^S]\), whose insertion generates scale transformation \(15\) in the following sense
\[ [O^S](x) \equiv i d_{\phi}[E](x) + i x^\mu [E_{\mu}](x) \quad (61) \]
\[ G^N \left( x_1, \ldots , x_N ; [O^S](x) \right) = \sum_{i=1}^{N} \delta(x_i - x) \left( d_{\phi} + x^\mu_i \frac{\partial}{\partial x^\mu_i} \right) G^N(x_1, \ldots , x_N) \quad (62) \]
\[ G^N \left( x_1, \ldots , x_N ; \int \! d^4 x \! [O^S](x) \right) = \left( N d_{\phi} + \sum_{i=1}^{N} x^\mu_i \frac{\partial}{\partial x^\mu_i} \right) G^N(x_1, \ldots , x_N) \quad (63) \]

Thus, our definition \(15\) of quantum scale invariance can be restated in terms of invariance with respect to the insertion of \(i \int \! d^4 x \! [O^S]\). This brings us directly to the energy-momentum tensor.

\section{VII. SCALE SYMMETRY VIOLATION AND LOOP CORRECTIONS}

The reason why it is convenient to express a symmetry transformation as an operator insertion is that we can relate \([O^S](x)\) to another operator that is a full four-divergence, in the following way
\[ [O^S](x) + [O^B](x) = i \partial_{\mu} [D^\mu](x) \quad (64) \]
and so it follows that
\[ G \left( \int \! d^4 x \! [O^S] \right) = -G \left( \int \! d^4 x \! [O^B] \right) \, , \quad (65) \]
because we will be assuming that \(G([D^\mu])\) vanishes at the boundary at infinity for any Green function. The current \([D^\mu]\) is a renormalized operator, given at tree level by the classical Noether current that corresponds to the symmetry under consideration. We are assuming that the classical Lagrangian is scale invariant and so we are prompted to use the dilatation current
\[ [D^\mu] = x_\nu [T^{\mu \nu}] \, , \quad (66) \]
whence
\[ \partial_{\mu} [D^\mu] = [T_{\mu}^\nu] + x_\nu \partial_{\mu} [T^{\mu \nu}] \, , \quad (67) \]
with the energy-momentum tensor operator \([T^{\mu \nu}]\), in terms of the bare field,
\[ [T^{\mu \nu}] = \frac{\delta L[\phi_0]}{\delta \partial^\nu \phi_0} g^{\mu \nu} L[\phi_0] - \frac{d - 2}{4(d - 1)} (\partial_{\mu} \partial_{\nu} - g_{\mu \nu} \partial^2) \phi_0^2 \quad (68) \]

Despite appearances, thanks to the fact that \(L\) is scale symmetric, if we choose \(\Delta \eta = 0\) (see Appendix \(\phi\), \([T^{\mu \nu}]\) does not require any divergent counterterms to be renormalized.

For the purpose of our discussion we can simply regard \([D^\mu]\) as a promising ansatz and \(61\) as the definition of \([O^B]\). Our goal now is to obtain the explicit form of this equation and the operator \([O^B]\) in particular, and analyze the validity or breaking of quantum scale invariance that is encoded in \(65\). First we will use the general approach to dimensional regularization with the regular inert renormalization scale \(\mu\). Second, we will recast the calculation for the model presented in \(15\) that is applying the scale invariant regularization. Our analysis will closely follow (in the first part) or be inspired by (in the second part) the article \(23\). (Especially in the context of non-scale-invariant regularization the Reader is referred there for a more detailed and precise presentation that also treats an explicit scale symmetry violation by a mass term.)

\section{A. Regular approach}

The simplest classically scale-symmetric example one can analyze is the \(\lambda \phi^4\) model, (node in the lower index denotes a bare field or coupling)
\[ L[\phi_0] = \frac{1}{2} (\partial \phi_0)^2 - \frac{\lambda_0}{4} \phi_0^4 \, . \quad (69) \]

Using formulas \(57, 58, 68\), in light of our discussion so far, we have
\[ [E] = \phi_0 \partial^2 \phi_0 + \lambda_0 \phi_0^4 \, , \quad [E_{\mu}] = (\partial_{\mu} \phi_0)(\partial^2 \phi_0 + \lambda_0 \phi_0^3) \, , \]
\[ [T^{\mu \nu}] = (\partial \phi_0)^2 - \frac{d}{2} (\partial \phi_0)^2 + d \lambda_0 \phi_0^4 + \frac{(d - 2)}{4} (\partial^2 \phi_0^2) \]
\[ = \left( \frac{d}{2} - 1 \right) ([E] - \lambda_0 \phi_0^4) + d \lambda_0 \phi_0^4 \]
\[ = d_{\phi}[E] + 2 \lambda_0 \phi_0^4 \, . \quad (70) \]

Notice the "evanescent" contribution at the end of the last expression. Its presence is crucial for our analysis, as it is the very source of scale symmetry violation by loop corrections that we are interested in. Going further,
\[ \partial_{\mu} [T^{\mu \nu}] = (\partial_{\mu} \phi_0)(\partial^\nu \partial^\nu \phi_0) + (\partial^\nu \phi_0)(\partial^2 \phi_0) - (\partial^\nu \partial^\nu)(\partial_{\mu} \phi_0) + \lambda_0 \phi_0^3 \partial^\nu \phi_0 \quad (71) \]
\[ = [E^{\nu}] \]
and in the end
\[ i \partial_\mu [D^\mu] = i \partial_\mu [E] + i x^\nu [E_\nu] + 2 \varepsilon \frac{\lambda_0}{4} \phi_0^4 \]
(72)
\[ |O[B]|(x) = 2\varepsilon \frac{\lambda_0}{4} \phi_0^4 (x) \neq 0 \]  
(73)

It is not yet evident that the RHS of (73) is a finite operator in the \( \varepsilon \to 0 \) limit, as we expect, or how to interpret its insertion into a renormalized Green function. Valuable insight is gained by performing renormalization of the \( \phi_0^4 \) composite operator.

a. Renormalization of the \( \phi_0^4 \) operator

As discussed earlier along Eq. (52), on general grounds we have
\[ \frac{\lambda_0}{4} \phi_0^4 = Z_{\phi_0}^4 \mu_2^2 \frac{\lambda}{4} [\phi^4] + (Z_{\phi_0}^2 - 1) [E] + (Z_{\phi_0}^3 - 1) \partial^2 [\phi^2] \]
(74)
which is a combination of all \((4-2\varepsilon)\)-dimensional operators at our disposal (e.g. \((\partial \phi)^2\) is already linearly dependent). Recast the above in the following way
\[ Z_{\phi_0}^4 \equiv 1 + \frac{a^{(i)}}{2\varepsilon}, \quad a^{(i)} = a^{(i)}(\varepsilon), \quad i = 1, 2, 3, \]  
so that\[ \frac{\lambda_0}{4} \phi_0^4 = \left( 1 + \frac{a^{(i)}}{2\varepsilon} \right) \mu_2^2 \frac{\lambda}{4} [\phi^4] + \frac{a^{(2)}}{2\varepsilon} [E] + \frac{a^{(3)}}{2\varepsilon} \partial^2 [\phi^2] \]
(75)

The Author of [25] presents an extremely convenient way of finding \( a^{(1)}, a^{(2)}, \) and \( a^{(3)} \) by relating \( \partial / \partial \lambda_0 \) and \( \partial / \partial \lambda \) acting on a renormalized \( G^N \) function. He concluded that
\[ \frac{\partial}{\partial \lambda} G^N = i \int \! d^4 x \left[ \frac{2\varepsilon + a^{(1)}}{\beta - 2\varepsilon \lambda} \mu_2^2 \frac{\lambda}{4} [\phi^4](x) \right. \]
\[ + \left. \frac{-\gamma_0 + a^{(2)}}{\beta - 2\varepsilon \lambda} [E](x) + \frac{a^{(3)}}{\beta - 2\varepsilon \lambda} \partial^2 [\phi^2](x) \right] \star \]
\[ \text{where } \beta \text{ and } \gamma \text{ have the standard meaning,} \]
\[ \lambda_0 = (e^\varepsilon)^{2\varepsilon} \lambda Z_\lambda \]
\[ 0 \equiv \frac{d}{dt} \lambda_0 \Rightarrow \frac{\partial \lambda_0}{\partial t} = -2\varepsilon \lambda + \beta(\lambda) \]
\[ \phi_0 = Z_{\phi_0}^{\frac{1}{2}} \phi, \quad \frac{d}{dt} Z_{\phi_0}^{\frac{1}{2}} = Z_{\phi_0}^{\frac{1}{2}} \gamma_0 \]
(76)

From finiteness of \( \frac{\partial}{\partial \lambda} G^N \) it follows that
\[ a^{(1)} = -\frac{\beta}{\lambda}, \quad a^{(2)} = \gamma_0, \quad a^{(3)} = 0 \]
(77)

One concludes that, in the MS scheme,
\[ \frac{\partial}{\partial \lambda} G^N = G^N \left( -\int \! d^4 x \mu_2^2 \frac{i}{4} [\phi^4](x) \right) \]
(78)
and that (74) takes the explicit form
\[ \frac{\lambda_0}{4} \phi_0^4 = \left( 1 - \frac{\beta/\lambda}{2\varepsilon} \right) \mu_2^2 \frac{\lambda}{4} [\phi^4] + \frac{\gamma_0}{2\varepsilon} [E] \]
(79)

Coming back to the scale transformation and to the formula (73), we finally have the \([O[B]]\) operator explicitly regularized and a handy interpretation along with it.
\[ [O[B]] = (2\varepsilon \lambda - \beta) \frac{i}{4} \mu_2^2 [\phi^4] + i \gamma_0 [E] \]
(80)
\[ \left( \int \! d^4 x [O[B]](x) \right) \star = \left[ (\beta - 2\varepsilon \lambda) \frac{\partial}{\partial \lambda} + \gamma_0 N \right] \star \]
(81)

so that, using (82) and (65), our original query (15) about the quantum scaling can finally be answered.
\[ \int (N_{\phi} + \sum_{i=1}^{N} \epsilon_i \frac{\partial}{\partial x_i}) G^N(x_1, \ldots, x_N) \]
\[ \equiv - \left[ (\beta - 2\varepsilon \lambda) \frac{\partial}{\partial \lambda} + \gamma_0 N \right] G^N \]
(82)

Thus, our notion of quantum scale invariance is clearly not realized in this model. Furthermore, one can couple the above equation with dimensional analysis in the well known fashion. Function \( G^N \) itself has dimension \( Nd_\phi \) and all of its dimensionful arguments are presumably \( x_1, \ldots, x_N \) and \( \mu_0 \). Hence, for any \( s \in \mathbb{R} \),
\[ G^N = G^N(x_1, \ldots, x_N; \mu_0) = s^{Nd_\phi} G^N(s x_1, \ldots, s x_N; \mu_0 / s) \]
(83)

If we additionally posit that \( \mu_0 \frac{\partial}{\partial \mu_0} = \frac{\partial}{\partial \mu} \), (84) and (85) combine to the Callan-Symanzik equation for \( G^N \),
\[ \left( \frac{\partial}{\partial \mu} + \beta \frac{\partial}{\partial \lambda} + N \gamma_0 \right) G^N \equiv 0 \]
(84)

Let us stress, in a way of summary, that the Eq. (84) is an operator equation in disguise and that it is this relation that captures the behavior of Green functions under scale transformations. The reference to \( \mu_0 \) is made in the very last part of our discussion in the context of elementary dimensional analysis when the \( \mu_0 \)-dependence is traded for \( t \)-dependence to arrive at (86). The quick jump from (84) to (85), from the language of operator insertions to renormalization group, is very elegant and suggestive. The nontrivial running of couplings and anomalous field dimensions are widely interpreted as a robust manifestation of how the inherent need to renormalize a quantum field theory translates into anomalous, i.e. loop-generated, breaking of the scale symmetry. In the next section we are challenging this connection by considering a model regularized in the scale invariant way.

B. Example with the scale invariant regularization

We aim to repeat the program of finding the renormalized composite operator \([O[B]]\), this time for the model in
We also define the \( [E] \), \([E_\mu]\), and \([O^S]\) operators in a complete analogy to the previous case,

\[
[E_] = -\phi_0 \frac{\delta}{\delta \phi_0} \mathcal{L} = \phi_0 \partial^2 \phi_0 + 2nV
\]

\[
[E_\mu] = -\sigma_0 \frac{\delta}{\delta \sigma_0} \mathcal{L} = \sigma_0 \partial^2 \sigma_0 + \left(4 - 2n + \frac{2\varepsilon}{1-\varepsilon}\right)V
\]

\[
[E] = [E_] + [E_\mu]
\]

\[
[E_\mu] = \partial_\mu (\partial^2 \phi_0) + \partial_\mu (\partial^2 \sigma_0) + \partial_\mu V
\]

The new feature afforded to us by the scale invariant form of \( V \) is the factor of \( d/d\phi \) rather than 4 in front of \( V \) in the \([E]\) operator. Further,

\[
[T^\mu_\nu] = (\partial_\mu \phi_0)^2 + (\partial_\sigma_0)^2 - d \left[ \frac{1}{2} (\partial_\phi_0)^2 + \frac{1}{2} (\partial_\sigma_0)^2 - V \right] + \frac{d-2}{4} \partial^2 (\phi_0^2 + \sigma_0^2)
\]

\[
= \left( \frac{d}{2} - 1 \right) (\phi_0 \partial^2 \phi_0 + \sigma_0 \partial^2 \sigma_0) + dV + \left[ \frac{1}{2} \left(1 - \frac{d}{2}\right) + \frac{d-2}{4} \right] \partial^2 (\phi_0^2 + \sigma_0^2)
\]

and as before

\[
\partial_\mu [T^\mu_\nu] = (\partial_\mu \phi_0)(\partial_\nu \phi_0) + (\partial_\mu \sigma_0)(\partial_\nu \sigma_0) + (\partial_\nu \phi_0)(\partial_\nu \phi_0) + (\partial_\nu \sigma_0)(\partial_\nu \sigma_0) - (\partial_\nu \partial_\mu \phi_0)(\partial_\mu \sigma_0) - (\partial_\nu \partial_\mu \sigma_0)(\partial_\mu \phi_0) + \partial_\nu V = [E_\nu]
\]

Thus we reach the pleasantly simple result

\[
[O^S] = i[d_\phi[E] + ix^\mu[E_\mu]] = i\partial_\mu (x^\mu[T^\mu_\nu]) = i\partial_\mu D^\mu
\]

\[
[O^B] = 0
\]

and the quantum scale invariance, as defined by (45), is realized.

A general Green function in this simple model depends on two sets of variables that correspond respectively to its \( \phi \)- and \( \sigma \)-legs,

\[
G^{N,M}(x_1, \ldots, x_N; y_1, \ldots, y_M)
\]

\[
= \int D\phi D\sigma \phi(x_1) \ldots \phi(x_N) \sigma(y_1) \ldots \sigma(y_M) e^{i\mathcal{L}}
\]

In light of (96), \( G^{N,M} \) satisfies

\[
\left( N + M \right) d_\phi + \sum_{i=1}^{N} x^\mu_i \frac{\partial}{\partial x^\mu_i} + \sum_{j=1}^{M} y^\mu_j \frac{\partial}{\partial y^\mu_j} \right) G^{N,M} = 0
\]

and we conclude that the effective potential is scale-invariant to all orders,

\[
\left( d - d_\phi \frac{\partial}{\partial \phi} - d_\sigma \frac{\partial}{\partial \sigma} \right) V_{\text{eff}}(\phi, \sigma) = 0.
\]
either a global zero-dimensional minimum at $\Phi = 0$ (where $\Phi$ stands for all scalar fields) or an (at least) one-dimensional flat direction with a continuum of degenerate minima. Furthermore, only the second option allows for spontaneous breaking of the scale symmetry, which we are assuming takes place. In other words the quantum scale invariant model can either be in the completely stable unbroken phase or be inconsistent due to the unboundedness below of the effective potential. The infinitesimal boundary between those two possibilities is the only region in the parameter space that we hope can be deemed physically relevant. There the scale symmetry is spontaneously broken and the potential is still bounded. How or why should the theory find itself at that boundary, we do not explain.

It is also illuminating to consider renormalization of the composite operator given by the potential, $[V]$. This is done in much the same fashion as for $[\partial^4]$ in the previous example, see Eqs. (74-81), despite the fact that the potential now contains an infinite series of interactions, each with an independent coupling $\lambda^{(i)} \in \{\lambda\}$, whose $\beta^{(i)}$ function again depends on infinitely many couplings,

$$
\lambda^{(i)}_0 = (e^t)^{2\varepsilon} Z_{\lambda^{(i)}} \lambda^{(i)}, \quad Z_{\lambda^{(i)}} \equiv e^{\lambda^{(i)}}
$$

$$
\beta^{(i)} = \beta^{(i)}(\{\lambda\}) = \lambda^{(i)} \sum_j \frac{\partial \beta^{(j)}}{\partial \lambda^{(j)}} \left(2\varepsilon \lambda^{(j)} - \beta^{(j)}\right)
$$

Consequently, in analogy to (81), we arrive at

$$
\sum_i \left(2\varepsilon \lambda^{(i)} - \beta^{(i)}\right) \frac{\partial}{\partial \lambda^{(i)}} G^{N,M} = \left(N\gamma_\phi + M\gamma_\alpha + 2\varepsilon \sum_i \lambda^{(j)}_0 \frac{\partial}{\partial \lambda^{(j)}_0}\right) G^{N,M}
$$

We can rewrite the last equation to have the potential (as the bare operator) on the left-hand side,

$$
\left(\int d^d x \, V(x)\right) * = \sum_i \left(1 - \frac{\beta^{(i)}(\lambda^{(i)})}{2\varepsilon}\right) i\lambda^{(i)} \frac{\partial}{\partial \lambda^{(i)}} *
$$

$$
+ \int d^d x \left(\frac{\gamma_\phi}{2\varepsilon} \left[\partial_\phi + M\gamma_\sigma\right]\right) *
$$

Notice that there is no contradiction between (85) and (104). Equation (104) is a direct generalization of the RG Eq. (86) to the case of two fields. But Eq. (85) is the anomaly-free analog of (84-85): this time there is no RG-related operator on the RHS of the scale transformation and no $\mu_0$ around. One could still relate $\frac{\partial}{\partial \sigma}$ and $\left(\sigma\right) \frac{\partial}{\partial \sigma}$ in a broken phase of the model, and then to combine the two equations, but we do not present it here, see: [16].

Within the framework of a quantum scale invariant model constructed with the help of scale invariant dimensional regularization, we interpret the C-S equation (104) as an expression of the assumed functional invariance of Green functions with respect to choice of the function $\mu(\Phi)$. In proposing the potential (10), we have instrumentally used the simple function

$$
\mu(\Phi_1; t) = e^t \Phi_1 \bigg|_{\Phi_1 = (\sigma) + \sigma}
$$

that depends only on one field and one parameter $t$, so that

$$
\mu \frac{\delta}{\delta \mu} \sim \frac{d}{dt} = \frac{\partial}{\partial t} + \ldots
$$

One may imagine taking a more complicated ansatz as a point of departure, e.g. $\mu^2 = e^t \left(\Phi_1^2 + \epsilon^N\Phi_2^2\right)$, that would give rise to the notion of $u$-dependent running couplings and, we hypothesize, produce additionally an analog of Eq. (104) with $\partial/\partial u$, still without introducing the trace anomaly. Thanks to the fact that $\mu$ is an arbitrary function up to the constraints that it has dimension one and depends only on spurious dimensionful parameters, Eq. (85) can be satisfied despite the presence of nontrivial RG functions in (104).

VIII. SPECIAL CONFORMAL TRANSFORMATIONS

In the previous sections of this chapter we have been considering the Poincare algebra $\{P^\mu, M^{\alpha\beta}\}$,

$$
[P_\mu, P_\nu] = 0
$$

$$
[M_{\alpha\beta}, P_\mu] = -i g_{\alpha\mu} P_\beta + i g_{\beta\mu} P_\alpha
$$

$$
[M_{\mu\nu}, M_{\alpha\beta}] = -(\mu \alpha, \nu \beta) - (\nu \beta, \mu \alpha)
$$

$$
+ (\mu \beta, \nu \alpha) + (\nu \alpha, \mu \beta),
$$

where $(\mu \alpha, \nu \beta) \equiv i \eta_{\alpha\mu} M_{\nu\beta}$

extended by the dilatation generator

$$
[P_\mu, D] = i P_\mu, \quad [M_{\mu\nu}, D] = 0.
$$

Notice that $\{P^\mu, M^{\alpha\beta}, D\}$ closes in the sense that all the above commutators also belong to the algebra.

The particular representation of this algebra that we were interested in was given by the following set of differential operators that act on a function $G^N(x_1, \ldots, x_n)$
interpreted as the $N$-point Green function constructed from scalar quantum fields of dimension $d_\phi$,

$$P_\mu = i \sum_{i=1}^N \frac{\partial}{\partial x_i^\mu}, \quad M^{\mu\nu} = i \sum_{i=1}^N \left( x_i^\mu \frac{\partial}{\partial x_i^\nu} - x_i^\nu \frac{\partial}{\partial x_i^\mu} \right) \tag{109}$$

$$D = i \left( N d_\phi + \sum_{i=1}^N x_i^\mu \frac{\partial}{\partial x_i^\mu} \right) \tag{110}$$

The meaning behind the statement that $G^N$ is Poincare invariant is simply that $P_\mu G^N = 0 = M^{\mu\nu} G^N$. We have also defined the property of quantum scale invariance (in flat space-time) as $DG^N = 0$ and we have observed that a generic $\lambda \phi^4$ model does not exhibit this property but a model regularized in the scale-invariant way, (98), does.

Further, the $\{P_\mu, M^{\alpha\beta}, D\}$ algebra can be extended by four so called special conformal generators $K^\nu$ with the following commutators,

$$[K^\nu, D] = -iK^\nu, \quad [P_\mu, K^\nu] = 2i(\eta^{\mu\nu} D - M^{\mu\nu})$$

$$K^\mu, M^{\alpha\beta} = i\eta^{\mu\alpha} K^\beta - i\eta^{\mu\beta} K^\alpha, \quad [K^\mu, K^\nu] = 0 \tag{111}$$

In parallel, the representation (109) is to be extended by the operator

$$K^\nu = i \sum_{i=1}^N \left( 2x_i^\nu x_i^\lambda - \eta^{\nu\lambda} x_i^2 \right) \frac{\partial}{\partial x_i^\lambda} + 2 \sum_{i=1}^N d_\phi x_i^\nu \tag{112}$$

(The last sum in $K^\nu$ vanishes since the factor $d_\phi$ is constant for all fields in the Green function and $\sum x_i = 0$, but it need not to be so in a more general model.)

It is a matter of elementary calculation to check that the differential operators (109) realize the algebra defined by the commutators. Also, again, the algebra $\{P_\mu, M^{\alpha\beta}, D, K^\nu\}$ is closed.

At this point it is natural to ask if quantum special conformal invariance of $G^N$, i.e.

$$K^\nu G^N = 0 \tag{113}$$

strictly accompanies the $DG^N = 0$ property. The answer is yes and we show this for the models (69) and (19) in a way that is completely analogous to our discussion of dilatations.

Take the following composite operator (that is also a current) $C^\nu_\mu$ and define new $[O^S]^\nu$ and $[O^B]^\nu$ operators

$$C^\nu_\mu = [T_{\mu\lambda}](2x^\nu x_\nu - \eta^{\nu\lambda} x_\lambda^2) \tag{114}$$

$$\partial^\nu C^\mu_\mu = (2x^\nu x_\nu - \eta^{\nu\lambda} x_\lambda^2) \partial^\mu [T_{\mu\lambda}] + 2x^\nu [T^\mu_\mu]$$

$$\equiv [O^S]^\nu + [O^B]^\nu \tag{115}$$

Using the expressions for $\partial_0 T^\nu_\nu$ and $T^\nu_\mu$, (70-71), along with Eqs. (57-58), we have

$$[O^S]^\nu \equiv (2x^\nu x_\nu - \eta^{\nu\lambda} x_\lambda^2)[E_\lambda] + 2x^\nu d_\phi [E] \tag{116}$$

$$K^\nu* = - \int d^dx [O^S]^\nu* = \int d^dx [O^B]^\nu* \tag{117}$$

Now, for the generic $\lambda \phi^4$, (93), we again make use of (81) obtaining

$$[O^B]^\nu = 2x^\nu 2e \frac{\lambda_0}{4} \phi^4 = 2x^\nu \left( \gamma_\phi [E] - \frac{\beta}{4} \mu^2 \phi^4 \right) \tag{118}$$

$$K^\nu* = -2i \sum_{i=1}^N x_i^\nu \gamma_\phi * - 2 \int d^dx x^\nu \frac{\beta}{4} \mu^2 \phi^4(x)^* \tag{119}$$

Notice that the last contribution to $K^\nu$ above cannot be recast as a simple operator akin of $\beta \frac{\partial^2}{\partial \phi^2}$.

On the other hand, for the quantum scale invariant model (19) we simply retrieve again, from (91-95), that

$$[O^B]^\nu = 0, \quad K^\nu G^N = 0 \tag{120}$$

This illustrates how the property of quantum special conformal invariance is realized in tandem with quantum scale invariance as a consequence of vanishing of the trace anomaly, compare equations (70) and (54).

We have paid more attention to the quantum dilatation invariance in this article because it is enough to guarantee the instrumental property of the effective potential being homogeneous, (99).

**IX. SUMMARY**

We have introduced the notion of a constraint applied to the space of nonrenormalizable models that allows for the renormalization scale and suppression scale of higher dimensional operators to be interpreted as background field values. We have argued that it might not be possible for renormalizable models to fulfill this requirement. We have also given a simple example of a construction, where the constraint is implemented by specifying nonrenormalizable interactions and using dimensional regularization in a specific way. We have examined in detail how nonperturbative scale symmetry of Green functions is maintained in the presented model thanks to the method of regularization, despite the Callan-Symanzik equation being satisfied as well. The main implication of our analysis is that there exists a broad class of extensions of any field theory where a scalar field has a nonzero vacuum expectation value, to an exactly scale-invariant model.
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Appendix: Energy momentum tensor

In order for the paper to be self-contained, we aim here to concisely summarize the two main equations that the intuitive meaning behind the notion of the energy-momentum (EM) tensor derives from: the Noether theorem and the Einstein equation.

Consider what is called a field transformation, a function in the space of fields $\Phi \rightarrow \Phi'$, that is a combination of a linear function (operator) $T$ and a change in the space-time reference frame $x \rightarrow x'$. 

$$x \rightarrow x'(x) = x + \delta x$$
$$\Phi(x) \rightarrow \Phi'(x'(x)) = T\Phi(x)$$

and the difference between $\Phi'(x')$ and $\Phi(x)$ is correspondingly split into two parts,

$$\delta \Phi(x) \equiv (T - 1)\Phi(x) = \Phi'(x) - \Phi(x) + \delta x^\mu \partial_\mu \Phi'(x) + \mathcal{O}(\delta x^2)$$

We are interested in symmetry transformations, that is those where the two functions in $\Phi(x)$ are representations of the same group. Given an action functional $S[\phi]$, one obtains equations of motions from the condition that $S$ be stationary at physical trajectories in the field space. When the action is invariant with respect to the field change produced by the transformation $x \rightarrow x'$, we have that

$$S[\Phi'] = S[\Phi],$$

then each solution to the equations of motion belongs to an orbit of the symmetry group. In other words, $x \rightarrow x'$ transforms one solution into another.

Armed with the above notation we can now state the Noether theorem. For simplicity we will focus exclusively on scalar fields. Denote by $\theta^a$ the infinitesimal transformation parameter with an unspecified set of indices,

$$\delta x^\mu = \frac{\delta x^\mu}{\delta \theta^a} \theta^a \quad \delta \phi = \frac{\delta \phi}{\delta \theta^a} \theta^a$$

and assume that the action is given as space-time integral of a local Lagrangian $\mathcal{L}$ that is a function of fields and their first derivatives $\mathcal{L} = \mathcal{L}(\phi, \partial \phi)$. The following expression is the Noether current

$$J^\mu_a \equiv T^\mu_{\nu} \frac{\delta x^\nu}{\delta \theta^a} - \Pi^\mu \frac{\delta \phi}{\delta \theta^a},$$

where

$$\Pi^\mu = \frac{\partial \mathcal{L}}{\partial (\partial_\mu \phi)}, \quad T^\mu_{\nu} = \Pi^\mu \partial_\nu \phi - g^\mu_{\nu} \mathcal{L}$$

and $T_C$ is the canonical energy-momentum (EM) tensor. When the system is symmetric, the Noether current is conserved,

$$\partial_\mu J^\mu_a = 0.$$

A nonzero right-hand side above serves as an indication why and to what degree is the symmetry violated.

For the transformation that consists only of space-time translation, $\delta x^\mu = e^\nu, \delta \phi = 0$, the EM tensor is the whole Noether current, and it is conserved as the consequence of translation invariance,

$$J^\mu_\nu = T^\mu_{\rho} \delta^\rho_\nu, \quad \partial_\mu T^\mu_{\nu} = 0.$$  \hspace{1cm} (A.10)

The canonical tensor also features in the conserved charges (generators) $\int d^3 \vec{x} J^0_i(x)$ for the Poincare group

$$P^\mu \equiv \int d^3 \vec{x} T^0_{\mu}$$

and $M_{\alpha\beta} \equiv \int d^3 \vec{x} (T^0_\alpha x^\beta - T^0_\beta x^\alpha)$ \hspace{1cm} (A.11)

Now we introduce the modified EM tensor $T$, along with a free parameter $\eta$ (and $\Delta \eta$),

$$T^\mu_{\nu} \equiv T^\mu_{\nu} - \eta (\partial_\mu \partial_\nu - g^\mu_{\nu} \partial^2) \phi^2$$

$$\eta \equiv \frac{1}{2(d - 1)} (\Delta \eta + d \phi) \in \mathbb{R}$$

$T^\mu_{\nu}$ is just as good EM tensor as $T_C$ in the sense that $\partial_\mu T^\mu_{\nu} = \partial_\mu T_C^\mu_{\nu} = 0$, and that $T$ can be swapped for $T_C$ in the generators $P^\mu$ and $M_{\alpha\beta}$ (up to boundary terms).

Finally we turn to the (classical) scale symmetry transformation, which is defined (in $d$ dimensions) by

$$x' = e^\gamma x, \quad \delta x^\mu = sx^\mu$$

$$\phi'(x') = e^{-s d} \phi(x) , \quad \delta \phi = -s d \phi$$

$$d \phi = (d - 2)/2$$

$$\phi'(x) = e^{-s d} \phi(e^{-s} x)$$

We also specify our discussion only to Lagrangians of the form $\mathcal{L} = \frac{1}{2} (\partial \phi)^2 - V(\phi)$. Thus, the related Noether current $J_s$ is given by

$$J_s \equiv x_\nu T^\nu_{\mu} + d \phi \partial_\mu \phi - g^\mu_{\nu} \mathcal{L}$$

By noticing that

$$x_\nu (T^\nu_{\mu} - T^\nu_{\mu}) = \eta x_\nu (\partial^\mu \partial^\nu - g^\mu_{\nu} \partial^2) \phi^2$$

$$= \eta \partial_\nu (x^\nu \partial^\mu - x^\mu \partial^\nu) \phi^2 - 2\eta (d - 1) \phi \partial_\nu \phi$$

we can write

$$D^\mu \equiv J_s + \eta \partial_\nu (x^\nu \partial^\mu - x^\mu \partial^\nu) \phi^2$$

$$D^\mu = x_\nu T^\nu_{\mu} - \Delta \eta \phi \partial^\mu \phi$$

$D^\mu$ is the dilatation current. The integrals $D \equiv \int d^3 \vec{x} D^0 = \int d^3 \vec{x} J_s^0$ that give the dilatation generator are equal up to a boundary term. In a scale symmetric theory

$$\partial_\mu D^\mu = \partial_\mu J_s^\mu = 0$$  \hspace{1cm} (A.23)
and in any case, using \((\text{A.10})\),

\[
\partial_\mu D^\mu = T^\mu_\mu - \frac{\Delta \eta}{2} \phi^2. \tag{A.24}
\]

On the other hand, when we substitute our posited Lagrangian with the canonical kinetic term we get

\[
\partial_\mu D^\mu = dV + d\phi \partial_\phi^2 \phi = \left( d - d\phi \frac{\partial}{\partial \phi} \right) V, \tag{A.25}
\]

where in the last step we have substituted the equation of motion \(\partial^2 \phi + V'(\phi) = 0\). As indicated earlier, the four-divergence of dilatation current is given by scale symmetry-violating terms. The latter in turn are given in the simplest case by inhomogeneity of the potential as a function of the scalar field. Thus clearly a mass term \(\eta_{\mu\nu} = \delta_{\mu\nu}\). Now consider gravity. Couple the scalar field to the metric in standard way,\(\sqrt{\text{det}g}\) would contribute to the right-hand side of \((\text{A.25})\) in \(d = 4\) dimensions. The main discussion in the article adds nuance to this statement. On the other hand, when we substitute our posited Lagrangian to the metric in standard way, assume that \(\Delta \eta \neq 0\) or \(\Delta \eta = 0\). In the first case the current \(\partial_\mu \phi^2\) is conserved in curved space-time. \(\Delta \eta = 0\) and arrive

\[
\Delta \eta = 0, \quad \eta = \frac{d-2}{8(d-1)} \tag{A.32}
\]

This leaves one with a pleasantly consistent double interpretation of the trace \(T^\mu_\mu\). It is now both the source of space-time curvature and the measure of scale symmetry violation as dictated by \((\text{A.24})\).

A related significant characteristic of choosing the point \((\text{A.32})\) is equivalent to forbidding any dimensionful parameters in the Lagrangian, resulting in the presence of classical scale symmetry. In such case we get

\[
0 = \Delta \eta \nabla^2 \phi^2 = \Delta \eta \nabla^\mu (\partial_\mu \phi^2) \tag{A.31}
\]

and this puts us in front of two distinct possibilities, either \(\Delta \eta \neq 0\) or \(\Delta \eta = 0\). In the first case the current \(\partial_\mu \phi^2\) is conserved in curved space-time. \(\Delta \eta \neq 0\) and later in \([\text{11-13}]\). But it is not uncommon for Authors, e.g. \([\text{20-21}]\), to choose the second possibility

\[
\Delta \eta = 0, \quad \eta = \frac{d-2}{8(d-1)} \tag{A.32}
\]

In summary, \(\eta\) is interpreted as the coupling between curvature \(R\) and a scalar field, that imprints itself on the EM tensor and remains present in the flat space-time. We do not go further into discussion of coordinate invariance or Weyl symmetry, but we will stay focused on large scale transformation in flat space-time and its possible violation by quantum effects. Generically the \(\eta\) parameter is needed for regularization and subject to renormalization. From this point of view the choice in \((\text{A.32})\) is an arbitrary but convenient renormalization condition. The convenience stems from the fact that it is stable with respect to including loop corrections \([\text{22}]\). The resulting final expression for the classical dilatation current is simply

\[
D^\mu = x_\nu T^\nu_\mu. \tag{A.36}
\]

When the field becomes a quantum operator, so does the transformation in \((\text{A.2})\). It is (most often) implemented with a unitary operator \(U\) (and hermitian \(G\))

\[
\Phi \rightarrow \Phi' = U \Phi U^{-1} = e^{i\theta G} \Phi e^{-i\theta G} \tag{A.37}
\]

\[
\delta_0 \Phi = i\theta [G, \Phi] \tag{A.38}
\]
We equate the above $\delta_0$ with the one defined previously in \[A.31\]. Take the infinitesimal translation and dilatation, and the corresponding generators $P_\mu$ and $D$, acting on a scalar field $\phi$,

\[
\begin{align*}
\delta_0^P \phi &= -\epsilon^\mu \partial_\mu \phi \doteq i \epsilon^\mu [P_\mu, \Phi] & (A.39) \\
\delta_0^D \Phi &= -s (d_\phi + x^\mu \partial_\mu) \Phi \doteq i s [D, \Phi] & (A.40)
\end{align*}
\]

Further, we want the resulting algebras to be consistent, meaning that the commutator of $D$ and $P$ can be obtained as

\[
\begin{align*}
se^\mu [iD, iP_\mu] &= \frac{1}{i} \left[ \delta_0^P, \delta_0^D \right] \\
&= [-s (d_\phi + x^\mu \partial_\mu), -\epsilon^\nu \partial_\nu] = -se^\nu \partial_\nu \doteq ise^\nu P_\nu & (A.41) \\
&\Rightarrow i[D, P_\mu] = P_\mu & (A.42)
\end{align*}
\]

Casting the classical physics aside, \[A.42\] is the defining property of the Poincare algebra extended by the dilatation generator. The other new commutators are zero, $[D, M_{\alpha\beta}] = 0$. The maximal bosonic extension of the Poincare algebra also includes generators of the special conformal transformations, $K^\mu$. The main body of the text focuses on dilatations but the discussion can be extended to encompass $K^\mu$ and special conformal transformations of Green functions, see Sec. VIII.
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