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ABSTRACT

Despite achieving satisfactory performance in speaker verification using deep neural networks, variable-duration utterances remain a challenge that threatens the robustness of systems. To deal with this issue, we propose a speaker verification system called RawNeXt that can handle input raw waveforms of arbitrary length by employing the following two components: (1) A deep layer aggregation strategy enhances speaker information by iteratively and hierarchically aggregating features of various time scales and spectral channels output from blocks. (2) An extended dynamic scaling policy flexibly processes features according to the length of the utterance by selectively merging the activations of different resolution branches in each block. Owing to these two components, our proposed model can extract speaker embeddings rich in time-spectral information and operate dynamically on length variations. Experimental results on the VoxCeleb1 test set consisting of various duration utterances demonstrate that RawNeXt achieves state-of-the-art performance compared to the recently proposed systems. Our code and trained model weights are available at https://github.com/wngh1187/RawNeXt.
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1. INTRODUCTION

Speaker verification (SV) is the task of determining whether the identity of an anonymous voice matches the target speaker. In general, SV is performed as a series of processes: extracting fixed-dimensional utterance-level features from utterances and calculating the similarities between the features. Herein, the utterance-level features (i.e., speaker embeddings) are usually extracted through the network trained by the embedding learning methods. Due to advances in deep learning, deep neural network (DNN)-based embedding learning approaches such as d-vector [1] and x-vector [2] outperform traditional schemes (e.g., i-vector [3]). Although these methods have greater potential, they exhibit unsatisfactory performance for short input utterances [4].

In the field of SV, short utterances are one of the well-known performance degradation factors, increasing the uncertainty of embedding owing to insufficient speaker-specific information [5]. To tackle this challenge, several studies have focused on how to effectively use the sparse speaker information contained in short utterances [6,7]. They extracted speaker embeddings in a multi-scale aggregation (MSA) manner that adequately fuses and utilizes intermediate features of various time scales within the network. The MSA approach and its variants have shown superior performance for variable-duration utterance SV tasks [5–8].

Inspired by the MSA to short utterances, we aim to advance the embedding extraction process by aggregating features in a more iterative and hierarchical fashion. To achieve this goal, we propose applying deep layer aggregation (DLA) [9] as a speaker embedding extractor. DLA consists of two structures: iterative deep aggregation (IDA) and hierarchical deep aggregation (HDA). Like the MSA, IDA enriches the temporal information by merging features of different time scales from the previous stage (red lines in Fig. 1 (a)). HDA fuses the channel axis of features from different blocks (yellow boxes in Fig. 1 (a)). Typically, channels in a feature map (∈ R T×C) yielded from the 1d convolutional layer contain spectral information [10]. Thus, HDA enhances the spectral information to extract more informative embeddings [11]. Consequently, speaker embedding obtained by aggregating temporal and spectral information using DLA is expected to further improve the SV performance for variable-duration utterances.

Meanwhile, the majority of SV systems process utterances in a fixed way with a series of manually designed layers [5–8]. However, it cannot be guaranteed to be optimal for variable-duration utterances. Therefore, the SV systems require dynamic speaker embedding extraction that can flexibly handle utterances of various lengths. Elastic [12] was proposed for the scale variation of images, and it alleviated this issue by adding downsampling paths to the blocks. Elastic let the network dynamically process data by utilizing the appropriate resolution branches (original or down-sampling paths) in each block. In this study, to process features according to the length of the utterance, we introduce an extended dynamic scaling policy (EDSP) based on the Elastic. Compared with the existing method, EDSP increases the resolution branch (upsampling paths) to provide more varied scaling options. In addition, the proposed method exploits a multi-head attention-based gate module to selectively aggregate the activation of each path. Thus, the EDSP encourages the model to better extract speaker information by dynamically responding to the length of utterances.

In summary, DLA enriches the speaker’s time-spectral information and EDSP induces flexible operation according to the length of input utterances. By applying both methods, we finally propose an SV system called RawNeXt (suggesting the next version of [13]), which is robust to length variation of utterances with raw waveforms as inputs. To train and evaluate the models, the VoxCeleb datasets [14, 15] were used. As a result of the experiments, RawNeXt reported state-of-the-art performance for short-utterance SV tasks. Moreover, our proposed system showed results comparable to the top-three single systems of the 2020 VoxCeleb Speaker Recognition Challenge (VoxSRC-20) [16]. Additionally, we demonstrated the effectiveness of RawNeXt’s components through ablation and analysis experiments.

2. BASELINE

In SV research, novel approaches are emerging that deal directly with raw waveforms [10, 13] rather than engineered acoustic features such as mel-filterbank energies [1, 2]. It is known that systems trained in a data-driven manner on less-processed data can extract discriminative representations suitable for SV tasks with minimal hyper-parameter search of acoustic feature pre-processing [10, 13]. To take advantage of these pros, we use raw waveforms as model inputs.
Fig. 1: (a): Overall architecture of RawNeXt. RawNeXt is trained to extract speaker embeddings rich in temporal and spectral information from utterances. Iterative aggregation merges previous shallow stage to progressively propagate features of different resolutions. Hierarchical aggregation combines different channels of blocks in stages to better refine the features. (b): Structure of RawNeXt block. The RawNeXt block divides the original paths in half and additionally processes the input into low- and high-resolution paths. The features calculated for branches of each resolution are restored to their original resolution and aggregated by the gate module. Through these processes, blocks can learn a dynamic scaling policy according to the input data.

Table 1: The architecture of the baseline. The sample size of the input waveform is 59,049. For convolutional layers, numbers inside parentheses refer to the filter length, stride size, and number of filters.

| Level   | Block structure | # Blocks | Output           |
|---------|----------------|----------|------------------|
| Convs   | Conv(3, 3, 128) | 1        | 2,187x128        |
|         | Conv(3, 1, 128) |          |                  |
|         | Maxpool(3)     |          |                  |
| Stage 0 | Conv(1,1,256)  | 2        | 729x256          |
|         | Conv(3,1,256), C=32 |        |                  |
| Stage 1 | Conv(1,1,256)  | 4        | 243x256          |
|         | Maxpool(3)     |          |                  |
| Stage 2 | Conv(1,1,512)  | 4        | 81x512           |
|         | Conv(3,1,512), C=32 |        |                  |
| Stage 3 | Conv(1,1,512)  | 2        | 27x512           |
|         | Maxpool(3)     |          |                  |
| Pooling | ASP            | 1        | 1,024            |
| Embedding| FC(512)        | 1        | 512              |

Table 1 shows the baseline structure of this study based on ResNeXt [17]. The ResNeXt contains the grouped convolutional layers known as a split-transform-merge strategy in blocks and recently reported reliable performance in SV [18]. Cardinality (C) refers to the number of groups in grouped convolution operations. Stages 0, 1 and 2, 3 have identical block structures, respectively, and max pooling (MP) is applied at the end of each stage. Batch normalization (BN) and ReLU activation are employed after every convolutional layer. Finally, speaker embeddings with 512 dimensions are extracted through the attentive statistical pooling (ASP) [19] and fully connected (FC) layers.

3. PROPOSED METHODS

3.1. Deep layer aggregation

Beyond constructing deeper and wider DNNs to increase accuracy, it is also being explored to connect blocks more closely [22]. By merging features of several layers, systems can yield context-rich representations for target tasks and mitigate the gradient vanishing problem by back-propagating to lower layers [22, 23]. Furthermore, in the field of SV, it is known that the embeddings extracted from MSA-based models are robust to short-duration utterances [6, 8]. Similar to the direction of previous studies, we intend to derive speaker embeddings by fusing features in a more iterative and hierarchical manner for utterances of various lengths. To achieve this aim, we use the DLA [9] as a speaker embedding extractor.

Fig. 1 (a) illustrates the overall architecture of the proposed system, RawNeXt. Compared with the baseline as in Table 1, RawNeXt additionally utilizes IDA and HDA modules for feature aggregation at each stage. IDA iteratively merges stages, from shallow to deep. In this way, aggregations of different time resolutions enrich temporal context information in deep features. HDA hierarchically fuses blocks in a tree-structured fashion for each stage. Hence, the context information in spectral domain is enhanced by combining the feature channels of different levels.

The aggregation blocks learn to select important information from the multiple inputs and project it into a single output. The aggregation block, $N$, is formulated as follows:

$$N(x_1, ..., x_n) = \sigma(Conv([x_1, ..., x_n]))$$  (1)

where $x_i$ is the output of the previous i-th block, and these outputs are concatenated, denoted as $[\cdot]$. After that, it is transformed into the single output via a convolution layer with a kernel and stride size of 1, followed by BN and ReLU activation functions denoted as $\sigma(\cdot)$. The last aggregation block of each stage applies MP to reduce the number of features in the feature by one-third. Finally, the last feature output from Stage 3, containing the compressed network-wide information, is converted into speaker embedding through ASP and FC.

3.2. Extended dynamic scaling policy

The representations that do not consider the scale variation of the data are often sub-optimal for the target tasks [24]. To mitigate this issue, Wang et al. [12] proposed a method, Elastic. This approach allows the network to learn a scaling policy from data, in which the system can decide among the original and the downsampling paths in each block. Thus, Elastic encourages the network to perform dynamically on the scale of data. Inspired by this scheme, we argue that the variable-duration SV task should also perform flexibly depending on the utterance lengths. Therefore, we propose an EDSP based on Elastic for arbitrary length utterances.
Afterward, the obtained vector where $f$ is derived by applying the softmax operation \(\exp(W^T_x) \), $A^l_i \in \mathbb{R}^1$.

Consequently, the multi-head attention-based gate module can selectively reflect the activation of each branch by multiplication between the feature and attention map, $A_i \in \mathbb{R}^{1 \times C}$ (at each multiplication term, the time axis of attention maps is broadcast).

\[
\text{Gate}(F^l(x), F^o(x), F^h(x)) = F^l(x) \times A^l_1 + F^o(x) \times A^l_2 + F^h(x) \times A^l_3 
\]

Finally, RawNeXt block, $B$, is expressed as follows:

\[
B(x) = \sigma(\text{Gate}(F^d(x), F^o(x), F^h(x)) + x)
\]

The stack of RawNeXt blocks increases the combination of resolution path options exponentially, leading to dynamic propagation for variable-length utterances.

### 4. EXPERIMENTAL SETUP

#### 4.1. Datasets

For training, we used the VoxCeleb2 dataset [15], which comprises over 1 million utterances from 6,112 speakers. To prove the effectiveness of our model under various conditions, we exploited three evaluation trials on the VoxCeleb1 dataset [14]. The original evaluation trial (Vox1-O) consists of 37,611 enrollment-test utterance pairs from 40 speakers, corresponding to the test set of the VoxCeleb1 dataset. The extended evaluation trial (Vox1-E) contains a list of 579,818 pairs from 1,251 speakers in the entire VoxCeleb1 dataset, and the hard evaluation trial (Vox1-H) includes a list of 550,894 pairs with the same nationality and gender from each of 160 randomly selected speakers. We tested trials using cosine similarity and evaluated the models with the equal error rate (EER) and the minimum detection cost function \(C_{\text{min}}\), as in [15].

#### 4.2. Implementation details

We employed the raw waveforms as input with pre-emphasis applied. For each iteration, the mini-batch consisted of 320 utterances (2 utterances from each of 160 randomly selected speakers). The lengths of the two utterances for each speaker were set to a fixed 59,049 samples and a random number of samples between 16,000 and 59,049. The random length utterances were duplicated to fit 59,049 samples for mini-batch consistency. Afterward, the obtained vector $H$ is transformed to the attention weights $W_i$ through two linear layers \((Y, p)\) and \((Z, q)\), where $t$ is the time axis. Then, the attention score, $A^l_i$ is derived by applying the softmax operation to each channel of $W$, where $c$ is the channel axis.

\[
A^l_i = \frac{\exp(W^T_{ci})}{\sum_{i=1}^{C} \exp(W^T_{ci})}, \ A^l_i \in \mathbb{R}^1
\]
We proposed a novel speaker verification (SV) system, RawNeXt, using different input features or improved loss functions under all test conditions. In Table 2, we compare our model with the recently proposed systems for short utterances. To evaluate the performance with short utterances on the Vox1-O trial, we used full-duration enroll utterances and test utterances truncated to durations of 1, 2, and 5 seconds. The test utterance was cropped in the middle of the utterance, and if the utterance length was shorter than the target length, it was duplicated. As a result of the experiments, baseline ResNeXt showed relatively satisfactory performance for the full-duration test, with a better result than RawNeXt under the same conditions. However, significant performance degradation occurred for the variable-duration scenario compared to the recently proposed systems (rows 1,2,3). Proposed RawNeXt outperformed other models with different input features or improved loss functions under all test conditions. In addition, RawNeXt with the combination of data augmentation and AAM-softmax [30] loss achieved state-of-the-art results on short-utterance SV scenarios as well as full-duration utterances. Based on these results, we judge that the proposed model is effective for variable-duration utterances and can be enhanced by using various loss functions.

Table 3 shows the comparison with the top-three systems of VoxSRC-20, which reported state-of-the-art performance in SV. We trained RawNeXt using improved loss functions, such as AAM-softmax and angular prototypical network (AP) [31], and all experiments in this table used data augmentation. Although our system was proposed for variable-duration utterances, it exhibited relatively tolerable performance compared to the top-three systems. These results suggest that RawNeXt has high potential for not only short utterances but also generalization of SV.

Table 4 presents the results of ablation experiments to demonstrate the efficacy of each RawNeXt’s component for variable-duration utterances. The results of Systems #1, 2, 3, and 4 show that the use of DLA and Elastic, proposed for computer vision tasks, leads to better SV performance. This implies that the motivations of each method are well aligned with the goal of short-utterance SV. A comparison of Systems #4, 5, 6, and 7 suggests that using both our proposed gate module and upsampling path (meaning EDSP) complements the original Elastic scheme, resulting in additional performance improvement for variable-duration utterances.

Furthermore, to analyze the trained EDSP of RawNeXt, we defined the score $S_L^r$ at each $r$ resolution branch by differences of mean activations between $L$ and a 1-second utterance as follows:

$$S_L^r = \frac{1}{TC} \left( \sum_{t=1}^T \sum_{c=1}^C x_{Ltr}^r - \sum_{t=1}^T \sum_{c=1}^C x_{L1c}^r \right)$$

where, $T$ and $C$ are the frame length and the number of channels of the feature, respectively, $x_{Ltr}^r$ is the tensor of $L$ second utterance derived by multiplying the attention map with the activation of the $r$ resolution branch, as in each term of eq. (6). Fig. 2 visualizes the activation variation score (average over all layers) of each resolution branch according to the utterance length. Obviously, as the length of the input utterance increases, it becomes less active in the high-resolution path and more active in the low-resolution path. This tendency implies that the model can extract speaker information with appropriate resolutions by dynamically applying scaling policies according to the length of the utterance, as discussed in section 3.2. Thus, short utterances containing relatively sparse speaker information require exquisite feature extraction with small receptive fields at higher resolutions, whereas long utterances require more comprehensive feature extraction with large receptive fields at lower resolutions.

### Table 3: Comparison with VoxSRC-20's top-three single speaker verification systems [16] on the three different evaluation trials.

| Model         | Feature | Loss Function | Aggregation Method | Vox1-O EER% / Covdetmax | Vox1-E EER% / Covdetmax | Vox1-H EER% / Covdetmax |
|---------------|---------|---------------|--------------------|--------------------------|--------------------------|--------------------------|
| ResNet-100m2 [25] | MFB-80  | AM-Softmax    | SP                 | 1.17 / 0.064             | -                        | -                        |
| DPN68 [26]   | MFB-40  | CM-Softmax    | SP                 | 0.77 / 0.077             | 0.96 / 0.103             | 1.66 / 0.156             |
| ECAPA-TDNN [27] | MFCC-80 | AAM-Softmax   | ASP                | 0.56 / 0.074             | 0.84 / 0.096             | 1.57 / 0.164             |
| RawNeXt      | Waveform| AAM-Softmax   | ASP                | 1.29 / 0.142             | 1.17 / 0.138             | 2.28 / 0.236             |
| RawNeXt      | Waveform| AAM-Softmax+AP| ASP                | 1.32 / 0.136             | 1.19 / 0.145             | 2.23 / 0.228             |

### Table 4: Ablation experiments of RawNeXt components. (D: Deep layer aggregation, E: Elastic, U: upsampling path, G: Gate module)

| Systems       | D  | E  | G  | U  | Vox1-O (EER%) |
|---------------|----|----|----|----|---------------|
| #1(ResNeXt)  | ×  | ×  | ×  | ×  | 6.12 / 3.68 / 2.45 / 2.16 |
| #2           | ✓  | ×  | ×  | ×  | 4.82 / 2.98 / 2.08 / 1.93 |
| #3           | ×  | ✓  | ×  | ×  | 5.39 / 3.18 / 2.16 / 1.95 |
| #4           | ✓  | ✓  | ×  | ×  | 4.66 / 2.94 / 2.13 / 1.94 |
| #5           | ✓  | ✓  | ✓  | ×  | 4.67 / 3.01 / 2.08 / 1.88 |
| #6           | ✓  | ✓  | ✓  | ✓  | 4.65 / 2.81 / 1.94 / 1.82 |
| #7(RawNeXt)  | ✓  | ✓  | ✓  | ✓  | 4.47 / 2.58 / 1.72 / 1.54 |

### 5. RESULTS

In Table 2, we compare our model with the recently proposed systems for short utterances. To evaluate the performance with short utterances on the Vox1-O trial, we used full-duration enroll utterances and test utterances truncated to durations of 1, 2, and 5 seconds. The test utterance was cropped in the middle of the utterance, and if the utterance length was shorter than the target length, it was duplicated. As a result of the experiments, baseline ResNeXt showed relatively satisfactory performance for the full-duration test, with a better result than RawNeXt under the same conditions. However, significant performance degradation occurred for the variable-duration scenario compared to the recently proposed systems (rows 1,2,3). Proposed RawNeXt outperformed other models with different input features or improved loss functions under all test conditions. In addition, RawNeXt with the combination of data augmentation and AAM-softmax [30] loss achieved state-of-the-art results on short-utterance SV scenarios as well as full-duration utterances. Based on these results, we judge that the proposed model is effective for variable-duration utterances and can be enhanced by using various loss functions.

Table 3 shows the comparison with the top-three systems of VoxSRC-20, which reported state-of-the-art performance in SV. We trained RawNeXt using improved loss functions, such as AAM-softmax and angular prototypical network (AP) [31], and all experiments in this table used data augmentation. Although our system was proposed for variable-duration utterances, it exhibited relatively tolerable performance compared to the top-three systems. These results suggest that RawNeXt has high potential for not only short utterances but also generalization of SV.

Table 4 presents the results of ablation experiments to demonstrate the efficacy of each RawNeXt’s component for variable-duration utterances. The results of Systems #1, 2, 3, and 4 show that the use of DLA and Elastic, proposed for computer vision tasks, leads to better SV performance. This implies that the motivations of each method are well aligned with the goal of short-utterance SV. A comparison of Systems #4, 5, 6, and 7 suggests that using both our proposed gate module and upsampling path (meaning EDSP) complements the original Elastic scheme, resulting in additional performance improvement for variable-duration utterances.

Furthermore, to analyze the trained EDSP of RawNeXt, we defined the score $S_L^r$ at each $r$ resolution branch by differences of mean activations between $L$ and a 1-second utterance as follows:

$$S_L^r = \frac{1}{TC} \left( \sum_{t=1}^T \sum_{c=1}^C x_{Ltr}^r - \sum_{t=1}^T \sum_{c=1}^C x_{L1c}^r \right)$$

where, $T$ and $C$ are the frame length and the number of channels of the feature, respectively, $x_{Ltr}^r$ is the tensor of $L$ second utterance derived by multiplying the attention map with the activation of the $r$ resolution branch, as in each term of eq. (6). Fig. 2 visualizes the activation variation score (average over all layers) of each resolution branch according to the utterance length. Obviously, as the length of the input utterance increases, it becomes less active in the high-resolution path and more active in the low-resolution path. This tendency implies that the model can extract speaker information with appropriate resolutions by dynamically applying scaling policies according to the length of the utterance, as discussed in section 3.2. Thus, short utterances containing relatively sparse speaker information require exquisite feature extraction with small receptive fields at higher resolutions, whereas long utterances require more comprehensive feature extraction with large receptive fields at lower resolutions.

### 6. CONCLUSION

We proposed a novel speaker verification (SV) system, RawNeXt, using a deep layer aggregation (DLA) structure and extended dynamic scaling polices (EDSP) for variable-duration input utterances. The DLA extracts speaker embeddings rich in time-spectral information by aggregating the time scales and spectral channels of features in the network, iteratively and hierarchically. The EDSP dynamically captures speaker-discriminative information by selectively activating the branches of different resolutions in blocks according to the length of utterances. As a result of the evaluation on the VoxCeleb dataset, RawNeXt outperformed the recently proposed baseline systems for shorter utterances and demonstrated a strong generalization ability of SV while exhibiting comparable performance to the state-of-the-art systems. In addition, we proved the effectiveness of our system’s components through ablation and analysis experiments.
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