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Abstract—Deep learning (DL) powered biomedical ultrasound imaging is an emerging research field where researchers adapt the image analysis capabilities of DL algorithms to biomedical ultrasound imaging settings. A major roadblock to wider adoption of DL powered biomedical ultrasound imaging is that acquiring large and diverse datasets is expensive in clinical settings, which is a requirement for successful DL implementation. Hence, there is a constant need for developing data-efficient DL techniques to turn DL powered biomedical ultrasound imaging into reality. In this work, we develop a data-efficient deep learning training strategy, which we named Zone Training. In Zone Training, we propose to divide the complete field of view of an ultrasound image into multiple zones associated with different regions of a diffraction pattern and then, train separate DL networks for each zone. The main advantage of Zone Training is that it requires less training data to achieve high accuracy. In this work, three different tissue-mimicking phantoms were classified by a DL network. The results demonstrated that Zone Training required a factor of 2-5 less training data to achieve similar classification accuracies compared to a conventional training strategy.

Index Terms—Deep Learning, Tissue Classification, Biomedical Ultrasound Imaging

I. INTRODUCTION

Deep learning (DL) powered biomedical ultrasound imaging is becoming more advanced and coming closer to routine clinical applications in recent years [1]. DL is the process of learning a hierarchy of parameterized nonlinear transformations to perform a desired function. Therefore, DL algorithms extract a hierarchy of features from raw input images automatically rather than extracting features manually. Due to rapid increase in computational power and large data-sets, DL and machine learning algorithms have emerged as leading tools and have achieved impressive results in various research fields. Among DL algorithms, convolutional neural networks (CNN) use convolutional layers to embed structural priors of translational invariance, which make them parameter and data efficient learners for image analysis tasks. Respectively, CNNs are the most popular and successful DL structure for ultrasound biomedical imaging [2].

Common DL applications that have provided remarkable results in the context of biomedical ultrasound imaging are classification, detection, segmentation and image reconstruction. Liu et al. [2] provide a comprehensive overview of the DL used in classification, detection and segmentation. A common classification application is classifying tumors into malignant or benign. Liu et al. [3] and Shi et al. [4] developed a supervised DL algorithm for tumor classification. As another example of classification, Nguyen et al. [5] demonstrated that CNNs are able to successfully classify liver tissues into fatty liver tissue and healthy liver tissue based on using raw RF backscattered data. Similarly, a common detection application is detecting tumors. Cao et al. [6] performed a comprehensive study for breast tumor detection by comparing state-of-the-art CNN based DL algorithms. Regarding segmentation, there are two types of segmentation: segmenting non-rigid organs such as left ventricle of the heart [7], [8] and segmenting rigid organs such as lymph nodes [9] or bones [10]. Moreover, Van Sloun et al. [11] provided a comprehensive overview of the DL used in ultrasound image reconstruction. As an example, even though delay-and-sum beamforming has become the standard due to its low computational cost, DL networks have been used as beamformers in multiple research studies to reduce any deterioration in image quality caused by constant speed of sound assumption or manual adjustment of channel weights in delay-and-sum beamforming [12]–[17]. Furthermore, DL algorithms have been employed in advanced ultrasound imaging applications such as super-resolution imaging of microvasculature structure via Ultrasound Localization Microscopy [18], [19].

Even though DL is promising for biomedical ultrasound imaging, there are certain roadblocks to wider adoption. A major roadblock is that acquiring large and diverse data-sets is expensive. Hence, data-efficient DL algorithms should be developed to overcome this limitation. Another roadblock is that there are huge variations in ultrasound images due to operator, patient or machine dependent factors. Therefore, improving robustness of DL algorithms against variations in ultrasound imaging is necessary. Overall, to turn DL powered biomedical ultrasound imaging into reality, there is a constant need for developing DL algorithms, which are data efficient and more robust against variations in ultrasound images.

In this paper, we examine DL techniques for classifying...
samples based on ultrasonic backscattered RF data similar to the work of Nguyen et al. [5]. To improve classification we consider the diffraction patterns associated with ultrasonic transducers and how they result in different regions or ‘zones’ that must also be learned to separate the system signal from the sample signal. We propose a training strategy, which we call “Zone Training”. In “Zone Training”, we propose to divide the complete field of view of an ultrasound image into multiple zones such as pre-focal, on focus and post focal zones. Then, we train separate neural networks for each zone by using the data belonging to corresponding zone. In a sense, we train expert neural networks for each zone as opposed to “Regular Training”, which uses all data coming from the complete field of view to train a single neural network. The main intuition is that at each zone, there are different diffraction patterns and learning all the patterns by a single network is harder than learning a single diffraction pattern by a single expert network. The main advantage of “Zone Training” is that it requires less data to achieve similar performance in comparison to “Regular Training”.

In our experiments, we choose tissue classification as the primary application and test our proposed method to classify three distinct tissue-mimicking phantoms. Classifying tissues has recently evolved from model-based approaches such as quantitative ultrasound (QUS) techniques to model-free, DL-based techniques. Nguyen et al. [20] demonstrated that QUS techniques are able to detect the presence of steatosis in a rabbit model of fatty liver with a classification accuracy of 84.11 %. In a later study, Nguyen et al. [5] compared a DL-based classifier to a QUS-based classifier for the problem of fatty liver classifier and found that the DL-based classifier outperformed the QUS-based approach with the accuracy of 74 % versus 59 %. While the traditional spectral-based QUS approach does not utilize the phase information in the RF signal, DL-based approaches can extract additional classification power from the lost phase information from the RF data. Furthermore, the DL-based approach does not require a model like the QUS approach, which means that features of the backscattered signal that are missed by the QUS approach can be picked up by the DL approach. Subsequently, the DL approach performs feature extraction and classification simultaneously. In our study, we also use DL algorithms with RF ultrasound signal to utilize the phase and frequency-dependent information for the tissue classification problem.

Further details of our experiments can be found in Section II and III. Regarding our results, we present them in two categories. First, we investigate how to define zones optimally. Second, we investigate how much data is needed for “Zone Training” to achieve similar classification accuracy as “Regular Training”.

II. METHODS

A. Phantoms

Three different tissue-mimicking phantoms were used in the experiments, which we designated as Phantom1, Phantom2 and Phantom3. They are cylindrically shaped as shown in Fig. 1 and their properties are summarized in Table I.

Phantom1, which mimicks human liver, has been described by Wear et al. [21]. Phantom1 had a measured attenuation coefficient slope of approximately 0.4 dB×cm⁻¹×MHz⁻¹. Its materials were produced based on the method of Madsen et al. [22] and they are macroscopically uniform. The only nonuniformity in Phantom1 results from the random positioning of microscopic glass bead scatterers. The component materials and their relative amounts by weight for Phantom1 are agarose (3.5 %), n-propanol (3.4 %), 75 to 90 μm-diameter glass beads (0.38 %), bovine milk concentrated 3 times by reverse osmosis (24.5 %), liquid Germall Plus preservative (International Specialty Products, Wayne, NJ) (1.88 %), and 18-MΩ-cm deionized water (66.3 %).

Phantom2 and Phantom3 are both low attenuation phantoms, whose properties have been described by Anderson et al. [23] and constructions have been described Madsen et al. [24]. Both phantoms were made with the same weakly-scattering agar background material but contained different sizes of scatterers. They have an attenuation coefficient slope of approximately equal to 0.1 dB×cm⁻¹×MHz⁻¹. Glass-sphere scatterers (Potters Industries, Inc., Valley Forge, PA; Thermo Fisher Scientific (formerly Duke Scientific), Inc., Waltham, MA) were used in both phantoms with weakly scattering 2 % agar background. The only difference in the phantoms was the size distribution of the glass bead scatterers, i.e., Phantom2 had a mean diameter of 41 μm and Phantom3 had a mean diameter of 50 μm.

![Tissue-mimicking Phantoms](image)

**TABLE I**

| Phantom | Phantom1 | Phantom2 | Phantom3 |
|---------|----------|----------|----------|
| Sphere diameter (μm) | 75-90 | 41 ± 2 | 50 ± 2.4 |
| Background material | 3.5 % agar | 2% agar | 2% agar |
| Sound speed (m/s) | 1540 | 1539 | 1539 |
| Attenuation (dB/cm/MHz) | 0.4 | 0.1 | 0.1 |

B. Ultrasound Imaging Device and Its Settings

Ultrasound gel was placed on the surfaces of the phantoms and then the phantoms were scanned with an L9-4/38 transducer using SonixOne system (Analogical Corporation, Boston, MA, USA) providing an analysis bandwidth of 2-7.5 MHz. 1007 frames of post-beamformed RF data sampled at 40 MHz were acquired from each phantom and saved for offline processing.
The imaging array had a center frequency of approximately 5.5 MHz and was operated with a single axial focus at 2 cm depth and a fixed elevational focus of 1.9 cm. The total imaging depth was chosen as 4 cm, which is equal to the height of the phantoms. Output power was chosen as -5 dB, which corresponds to -5 dB lower power level with respect to maximum output power of the system. Further imaging parameters can be found in Table II.

| Imaging Parameters          | Values         |
|-----------------------------|----------------|
| Center Frequency of Pulse   | 9 MHz          |
| Pulse Shape                 | Cosine signal  |
| Pulse Duration              | 1 Period       |
| Focus                       | Single at 2 cm |
| Output Power                | -5 dB          |
| Imaging Depth               | 4 cm           |

**C. Data-set**

After acquiring 1007 ultrasound images per phantom, we extracted square image patches whose sizes were 256 pixels × 256 pixels, to be used in training and test sets. The size of an ultrasound image frame was 2080 pixels × 256 pixels. There were 2080 samples along the axial direction that corresponds to 4 cm depth. Even though the L9-4/38 transducer has 128 channels, SonixOne system interpolates to 256 channels that correspond to 256 lateral pixels.

From one ultrasound image, we could extract 15 image patches when we used the complete field of view as in "Regular Training". While extracting image patches for "Regular Training", we didn’t use the first 400 pixels in the ultrasound image and obtained individual patches by jumping 100 pixels along the axial depth. The process of obtaining image patches for "Regular Training" is depicted in Fig. 2.

We now describe how to obtain image patches for "Zone Training". First, we developed definitions for the zones based on the diffraction pattern for a single focused transducer. In this work, we broke the set into five zones: a pre-focal zone centered at 1 cm, a pre-focal zone centered at 1.5 cm, an on focus zone centered at 2 cm, a post focal zone centered at 2.5 cm and a post focal zone centered at 3 cm. For each zone, we extracted three overlapping patches per ultrasound image: one patch at the zone center, one patch at 100 pixels above the zone center and one patch at 100 pixels below the zone center. The process of obtaining image patches for the on focus zone representing "Zone Training" is also depicted in Fig. 2.

Example image patches for each phantom and some zones can be found in Fig. 3. Additionally, the data-set of ultrasound images is also publicly available at https://osf.io/7ztg3/ (DOI 10.17605/OSF.IO/7ZTG3).

**D. Network Structure**

In this work, we used a CNN architecture named AlexNet [25]. CNNs have several advantages among other DL structures for the tasks related to 2D images. CNNs are similar to the human visual system, which makes them effective at learning and extracting abstractions of 2D images. They also have significantly fewer parameters and so they can be trained more efficiently [26]. Generally, CNNs have two parts: feature extractors that consist of convolution layers, max-pooling layers and non-linear activation functions, and a classifier that consists of fully connected layers and non-linear activation functions.

In 2012, Krizhevsky et al. [25] proposed a wider and deeper network, AlexNet, compared to LeNet and won the ImageNet challenge for visual object recognition called the ImageNet.
Large Scale Visual Recognition Challenge (ILSVRC). Alom et al. [26] described that moment as the historical moment where DL began. AlexNet was a significant development in the field of machine learning and computer vision for visual recognition and classification tasks and it is the point in history where interest from academia and industry in DL increased significantly [26]. The Zone Training approach can be implemented with any network structure. To able to solve our tissue classification problem, we make minor modifications to the original AlexNet structure. First, we modify the first convolution layer where it takes single input channel rather than threechannels. Second, it outputs three probabilities that correspond to three phantoms rather than 1000 classes in the original network. Further details related to the architecture can be found in Table III.

| Layer Name | Output Size | AlexNet |
|------------|-------------|---------|
| conv1      | 62 x 62 x 96 | 11 x 11, stride4, relu |
| maxpool1   | 30 x 30 x 96 | 3 x 3, stride2 |
| conv2      | 30 x 30 x 256 | 5 x 5, pad2, relu |
| maxpool2   | 14 x 14 x 256 | 3 x 3, stride2 |
| conv3      | 14 x 14 x 384 | 3 x 3, pad1, relu |
| conv4      | 14 x 14 x 384 | 3 x 3, pad1, relu |
| conv5      | 14 x 14 x 256 | 3 x 3, pad1, relu |
| maxpool3   | 6 x 6 x 256 | 3 x 3, stride2 |
| fully connected1 | 4096 | 9216 x 4096 connections, relu |
| fully connected2 | 4096 | 4096 x 4096 connections, relu |
| fully connected3 | 4096 | 4096 x 3 connections |

E. Training

DL training was done by using two machines each with a single GPU. One machine had TITAN RTX and the other machine had RTX A500. All implementations were done with the PyTorch library [27]. The batch number was chosen as 64 through out all experiments. In the training, dropout layers [28] with 0.5 probabilities were added to improve the regularization and deal with overfitting, before fully connected1 and fully connected2 layers as in the original implementation of AlexNet. Horizontal flip with 0.5 probability was implemented as a data augmentation step in the training process. Additionally, the models were trained by using cross entropy loss with uniform class weights, defined in (1), which includes built-in softmax function in PyTorch implementation [27],

\[ l(x, y) = \frac{1}{N} \sum_{n=1}^{N} -log \frac{\exp(x_{n,y_a})}{\sum_{c=1}^{C} \exp(x_{n,c})} \]  

(1)

where C is the number of classes, N is the batch size, \( x_{n,c} \) is the logit, which corresponds to class c and \( x_{n,y_a} \) is the logit with correct class \( y_a \).

Furthermore, the learning rate was fixed at 1e-5 and we used the Adam algorithm [29] as the optimizer in all experiments. Initial weights for AlexNet were chosen based on the original paper. The weights of convolutional layers were initialized by using a Gaussian distribution whose mean is 0 and standard deviation is 0.01. While the biases for conv1 and conv3 were initialized with 0, the biases for conv2, conv4, and conv5 are initialized with 1. Weights and biases for fully connected layers were set by PyTorch default settings.

In the experiments, we fixed all the hyper-parameters such as network structure, learning rate, etc. Therefore, we didn’t use any validation set to search for hyper-parameters. In the results, we directly report classification accuracies for the test set. We repeated each experiment 10 times and report mean and standard deviation of classification accuracies for each experiment. Regarding epoch number, in general, we picked the epoch number that gave the best classification accuracy for a given experiment. In Section III we report epoch number, mean classification accuracy and standard deviation for each experiment.

The process of forming training and test sets starts with randomly selecting the desired number of ultrasound images per phantom. Then, we extract patches as described in Section II-C. Subsequently, we randomly split the patches into training and testing sets. The ratio between training set size and test set size was four.

As we described in Section II we propose to divide the complete field of view into multiple zones. Then, we train separate neural networks per each zone by using the patches belonging to the corresponding zone. We name this strategy as “Zone Training” as opposed to ”Regular Training”, which uses all patches coming from the complete field of view to train a single neural network. Briefly, the main hypothesis is that at each zone, there are different diffraction patterns and learning all the patterns by a single network is harder than learning a single diffraction pattern by a single expert network. In Section III we present our results related to “Zone Training” and compare it to ”Regular Training”.

III. RESULTS

Results are organized in two subsections. In the first subsection, we present results, which help us to determine if our zone definitions are optimal by experimenting with axial zone widths, axial zone locations and by sweeping testing zone centers around training zone centers. Our purpose in this subsection is to determine an optimal way to divide the field of view into multiple zones, which is required for ”Zone Training”. In the second subsection, we investigate the relationship between training set size and classification accuracy for “Zone Training” and ”Regular Training”. Our purpose in this subsection is to demonstrate that ”Zone Training” requires less data, which is the main observation of this paper.

A. How To Determine Zones Optimally

We now present four results that are helpful in determining optimal zone definitions. In the first result, we investigate how much classification accuracy drops as we shift the testing zone away from the training zone. Specifically, we train a neural network by using patches from the on focus zone, and then, we test the neural network with patches from nearby zones. This result shows us how much the diffraction patterns change around the focal zone. In the second result, we repeat the same experiment for the pre-focal zone centered at 1.5 cm and the post focal zone centered 2.5 cm to investigate how
much the diffraction patterns change around these zones. In the third result, we experiment with axial zone width in terms of number of overlapping patches per zone. We plot classification accuracy for the on focus, the pre-focal zone at 1.5 cm and the post focal zone at 2.5 cm when we increase the number of overlapping patches used in patch extraction. The third result, together with first and second results, investigate diffraction pattern behaviour at the pre-focal, on focus and post focal zones. In the fourth result, we experiment with axial zone location and we plot classification accuracy at different zone centers.

In Fig. 4, classification accuracy is plotted as the testing zone center is swept by 1 cm towards and away from the transducer around the training zone center. We train a neural network (AlexNet) by using patches from the on focus zone centered at 2 cm depth, and then we test the neural network with patches from zones centered at 1 cm, 1.25 cm, 1.5 cm, 1.75 cm, 2 cm, 2.25 cm, 2.5 cm, 2.75 cm and 3 cm, respectively. Overall, the y axis represents classification accuracy and the x axis represents the relative distance between the testing zone and the training zone. For instance, negative one means that the testing zone is 1 cm closer to transducer than the training zone and positive one means that the testing zone is 1 cm farther away from transducer than the training zone. We repeat the experiments for different sizes of training sets. We use 900 image patches, 1800 image patches and 7248 image patches in the training which correspond to 300 ultrasound images, 600 ultrasound images and 2416 ultrasound images (complete data-set), respectively. In the figure, colors indicate the size of the training set. Epoch numbers in the training are chosen as 150 for 300 ultrasound images, 120 for 600 ultrasound images and 110 for the complete data-set. Epoch numbers are chosen by observing classification accuracy in the test set and identifying convergence. Additionally, we repeat each experiment 10 times and plot average classification accuracy on the graph. We report standard deviations of 10 experiments as vertical error bars.

In Fig. 5, similar to Fig. 4, we plot classification accuracy as the y axis and relative distance between testing zone and training zone as the x axis. In this figure, we experiment with the pre-focal zone centered at 1.5 cm and the post focal zone centered at 2.5 cm in addition to the on focus zone. When we train AlexNet by using patches from the pre-focal zone at 1.5 cm, we test the network with patches centered at 0.5 cm, 0.75 cm, 1 cm, 1.25 cm, 1.5 cm, 1.75 cm, 2 cm, 2.25 cm and 2.5 cm. When we train AlexNet by using patches from post focal zone at 2.5 cm, we test the network with patches centered at 1.5 cm, 1.75 cm, 2 cm, 2.25 cm, 2.5 cm, 2.75 cm, 3 cm, 3.25 cm and 3.5 cm. In this result, we use fixed training set size, which is 7248 image patches or 2416 ultrasound images. In the figure, colors represent the training zone. Epoch number was chosen as 110 in accordance with Figure 4. Moreover, the plot was formed by averaging 10 experiments where error bars represent standard deviations.

In Fig. 6, we plot classification accuracy as the y axis and axial zone width as the x axis. In Zone Training, we extract three overlapping patches per ultrasound image as described in Section III-B. In this result, we make an exception to experiment with zone width, which is defined in terms of number of patches. In the original zone definitions, we extracted three patches per zone from one ultrasound image. We now extract 3, 4, 5 and 6 patches per zone from each ultrasound image to be used in Zone Training and these numbers form the x axis. Training set size was fixed at 600 ultrasound images throughout the experiment, which corresponds to 1800, 2400, 3000, 3600 training image patches when we extract 3, 4, 5 and 6 patches from each ultrasound image, respectively. As a side note, for this graph, we used the same training and testing zones, unlike the previous two graphs, and colors in the graph represent training/testing zones. Additionally, the plot was formed by averaging 10 experiments where error bars represent standard deviations. Moreover, the epoch number was chosen as 120 in accordance with previous results.

In Fig. 7, we again plot classification accuracy as the y axis and zone center as the x axis. For this graph, we test and train networks from the same zone while sweeping the zone center axially. We train and test our networks for the pre-focal zone centered at 1 cm, the pre-focal zone centered at 1.5 cm, the on
focus zone, the post focal zone centered at 2.5 cm and the post focal zone centered at 3 cm. Epoch numbers were chosen as 150 for the small set, 120 for the medium set and 110 for the large set in accordance with Fig. 4. Each of the experiments were repeated 10 times and average classification accuracies are plotted in the graph, standard deviations are represented as the vertical error bars.

Fig. 6. Axial Zone Width: Classification accuracy vs axial zone width. The colors represent training/testing zones. The yellow color is for the post focal zone centered at 2.5 cm, which is labeled as postfocus. The blue color is for the on focus zone centered at 2 cm, which is labeled as onfocus. The orange color is for the pre-focal zone centered at 1.5 cm, which is labeled as prefocus one half.

Fig. 7. Determining Zone Center: Classification accuracy vs zone center for different data-set sizes. Colors represent training set sizes where the blue color is for 900 patches, the orange color is for 1800 patches and the yellow color is for 7248 patches.

B. Training Set Size vs Classification Accuracy

We now compare the proposed "Zone Training" with "Regular Training" to demonstrate that the proposed method requires less data to achieve similar accuracy. In Fig. 8, we plot classification accuracy as the y axis and training set size in terms of number of ultrasound images as the x axis. We repeat the experiments for Regular Training and five zones. Training set sizes were chosen as 100, 200, 300, 400 and 500 ultrasound images, and patch extraction for Regular Training and Zone Training was done as described in Section II-C. Average classification accuracies are plotted in the graph by repeating each experiment 10 times and standard deviations are indicated by the vertical error bars. Moreover, epoch numbers are chosen for each zone type and training set size when the classification accuracy reaches its peak and they vary between 160-110.

Fig. 8. Classification accuracy vs training set size in terms of patches. The blue color represents Regular Training; the orange color represents the on focus zone, the yellow color represents the pre-focal zone centered at 1.5 cm, green color represents the pre-focal zone centered at 1 cm, the post focal zone centered at 2.5 cm and the post focal zone centered at 3 cm.

Furthermore, Table IV, V and VI are confusion matrices that list the classification accuracies for different training and testing strategies by using training set sizes of 100, 200 and 300 ultrasound images. Rows represent training strategies: The first row, denoted as pre, is for training with patches from the pre-focal zone centered at 1.5 cm. The second row, denoted as on, is for training with patches from the on focus zone centered at 2 cm. The third row, denoted as post, is for training with patches from the post-focal zone centered at 2.5 cm. The last row, denoted as regular, is for training with Regular Training strategy. Columns represent testing strategies: testing with patches from the pre-focal zone centered at 1.5 cm, testing with patches from the on focus zone centered at 2 cm, testing with patches from the post-focal zone centered at 2.5 cm and testing with complete field of view, respectively from first to last column. All experiments were repeated 10 times and epoch numbers were fixed at 150.

### TABLE IV
|                  | Pre    | On    | Post   | Regular |
|------------------|--------|-------|--------|---------|
| Pre              | 92.9±4.1 | 75.2±4.9 | 86.1±3.7 | 64.9±3.0 |
| On               | 48.9±3.4 | 95.3±3.7 | 94.8±5.1 | 64.3±1.6 |
| Post             | 33.1±0.6 | 76.3±4.8 | 98.3±0.8 | 68.7±1.2 |
| Regular          | 61.0±3.2 | 91.2±5.9 | 96.5±1.3 | 88.9±2.0 |

### TABLE V
|                  | Pre    | On    | Post   | Regular |
|------------------|--------|-------|--------|---------|
| Pre              | 96.5±2.3 | 72.7±2.8 | 81.3±5.8 | 65.4±1.4 |
| On               | 49.4±2.6 | 96.5±1.6 | 95.4±2.4 | 60.9±1.6 |
| Post             | 33.4±0.3 | 80.6±3.7 | 99.2±0.9 | 66.6±1.5 |
| Regular          | 52.5±4.1 | 95.4±2.1 | 98.3±1.4 | 96.2±0.8 |
We proposed a DL training strategy, named Zone Training, where we split the complete field of view into zones such as the pre-focal, the on focus and the post focal zones. Then, we trained separate networks for each zone. In Section III, we presented results to investigate if our zone definitions were optimal and to assess whether Zone Training reduced the needed training set size without losing classification accuracy.

In Fig. 4, we quantified how much classification accuracy decreased when the testing zone moved away from the training zone for training with patches from the on focus zone. We observed that as the testing zone moved towards the transducer, classification accuracy dropped faster and it was valid for small, medium and large training set sizes. When the testing zone moved closer to the transducer by 0.25 cm, classification accuracy dropped to 80 percent. However, when the testing zone moved away from the transducer by 0.25 cm, classification accuracy remained around 100 percent. Similarly, when the testing zone moved closer to the transducer by 0.5 cm, classification accuracy dropped to around 40 percent. However, when the testing zone moved away from the transducer by 0.5 cm, classification accuracy only dropped to 90 percent. The observation indicates that the pre-focal diffraction pattern is more complicated and it changes faster than the post focal diffraction pattern, which changes smoothly. This observation will repeat in Fig. 5 as well. Additionally, another observation is that classification accuracy dropped faster for the larger training set. For example, at 0 cm, classification accuracy for the large training set was the highest, while classification accuracy for the small training set was the lowest. However, at 1 cm, it was the opposite. This indicates that when we used a smaller training set, even though it performs worse for the case where the training zone and testing zone were matched, it could generalize better for other zones.

In Fig. 5, we quantified how much classification accuracy decreased when the testing zone moved away from the training zone for training with the on focus zone, the pre-focal zone and the post focal zone. First, we observed that when the testing zone was closer to the transducer, classification accuracies dropped faster for all zones, which further verified our previous observation stating that the pre-focal pattern changed quickly in comparison to the post focal pattern. For example, when the testing zone was closer to the transducer by 0.5 cm, classification accuracies were 80 percent, 50 percent and 40 percent for the post focal zone, the on focus zone and the pre-focal zone, respectively. However, when the testing zone moved away from the transducer by 0.5 cm, classification accuracies were around 100 percent, 80 percent and 70 percent for the post focal zone, the on focus zone and the pre-focal zone, respectively. Second, we observed that the post focal zone was the most robust zone against the shift in the testing zone, while the pre-focal zone was the least robust zone against the shift in the testing zone. Classification accuracy for the post focal zone remained constant and around 100 percent from -0.25 cm, (i.e., when the testing zone moved closer to the transducer by 0.25 cm), to 0.5 cm, (i.e., when the testing zone moved away from the transducer by 0.5 cm). On the other hand, classification accuracy for the pre-focal zone dropped to below 60 percent at -0.25 cm and below 80 percent at 0.25 cm shifts. Another minor observation was that for the pre-focal training, classification accuracy deteriorated slowly when the distance between the testing zone and training zone reached to around 0.25-0.5 cm. This is the point where the testing zone started to move from the pre-focal area to the on focus zone.

In Fig. 6, we investigated the relationship between classification accuracy and zone width in terms of overlapping patches for the pre-focal, the on focus and the post focal zones. We observed that classification accuracy remained constant when we used 3, 4, 5 and 6 overlapping patches in the post focal zone definition. Additionally, we observed that classification accuracy remained relatively constant when we used 3 and 4 overlapping patches but degraded when we used 5 and 6 overlapping patches in the on focus zone definition. Moreover, classification accuracy degraded immediately when we increased the number of overlapping patches in the pre-focal zone definition. These observations also verified our observations from Figs. 4 and 5. Overall, by considering Figs. 4, 5 and 6 together, the results suggest splitting the pre-focal zone into multiple zones due to its rapidly changing nature and have multiple narrow zones in the pre-focal zone. However, there is more flexibility with the post focal zone due to its smoothly changing nature. We can use wider post focal zone definitions. Potentially, the complete area after the focus can be defined as the post focal zone without losing any significant classification power.

In Fig. 7, we determined the best zone location axially in terms of classification accuracy. We observed that setting the zone center at the post focal zone around 2.5 cm and 3 cm was optimal. In other words, for using a single zone to classify the phantoms, it would be ideal to locate the zone center at the post focal zone. However, this scenario is only meaningful when the phantoms are uniform and we don’t loose any information by discarding other zones in our decision process. If there is some spatial information to be taken advantage of in our classification decision or we want to increase classification accuracies by using all information that we have, then we need to separate the complete field of view into multiple zones and train multiple expert networks to be used in a voting schema. In that case, Fig. 7 is still useful for determining which expert network should have higher effect in the voting schema. The general observation from this figure is that while the post focal zones are the most reliable zones, the pre-focal zones are the least reliable zones.

Figure 8 provides important results where we compare the proposed “Zone Training” with “Regular Training” in terms of training set size. First, we observed that Regular Training had the lowest classification accuracy for all training set sizes.

| TABLE VI | Classification Accuracies with 300 ultrasound images |
|----------|------------------------------------------------------|
|          | Pre | On  | Post | Regular |
| Pre      | 97.3±3.3 | 75.2±2.0 | 79.7±5.1 | 64.8±1.9 |
| On       | 46.4±2.0 | 97.9±1.4 | 93.9±2.4 | 39.2±1.9 |
| Post     | 33.5±0.3 | 74.2±2.8 | 99.5±0.5 | 68.1±0.9 |
| Regular  | 49.4±3.1 | 95.0±2.4 | 97.7±2.2 | 96.9±1.3 |
of 100, 200, 300, 400 and 500 ultrasound images. On the other hand, the post focal zones had the highest accuracy, which was very close to 100 percent for all training set sizes. Among all zones, the pre-focal at 1.5 cm had the lowest classification accuracy, and therefore, it required more training data. The most remarkable observation from this figure was that Regular Training required at least 500 ultrasound images to achieve similar performance with the post focal training by using only 100 ultrasound images. In addition, Regular Training required at least 200 images to achieve similar performance with the on focus training and the pre-focal training by using only 100 ultrasound images. These observations verify that in order for “Regular Training” to achieve similar accuracies as “Zone Training”, it requires more training data.

Lastly, in Table VII we present confusion tables to quantify classification accuracies. While these tables verify our observations from Fig. 8, we make two additional observations. First, in Zone Training, we obtained neural networks that produced higher classification accuracies for only their zones in comparison to Regular Training. As an example, the post focal training provided classification accuracies around 98-99 percent for the post focal zone, which was higher than accuracies provided by Regular Training. However, training in the post focal zone provided significantly lower accuracies when using test data from the on focus zone and the pre-focal zone. Second, Regular Training suffers from having to learn the pre-focal zone centered at 1.5 cm and, therefore, produced significantly lower accuracies around 50 percent. This observation by itself could be useful in certain applications of DL powered ultrasound imaging and tissue classification.

In this work, our proposed method is applied to only classification. However, it is applicable to all other DL applications such as detection, segmentation and image formation. In future work, we will investigate zone training for those applications as well. Additionally, “Zone Training” is not related to the neural network structure; therefore it is applicable to all types of neural network structures.

V. CONCLUSION

We have presented a data-efficient DL training strategy for biomedical ultrasound imaging and classification, which we named Zone Training. Even though, in this work, Zone Training was investigated for a certain DL application and a specific DL network type, it is potentially applicable and beneficial to all DL applications and all network types. Therefore, Zone Training should be considered as an approach for DL powered ultrasound imaging and sample classification because of its ability to achieve high classification accuracy with less training data.
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