Interval Optimization-Based Unit Commitment for Deep Peak Regulation of Thermal Units
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Abstract: The deep peak regulation of thermal units is an important measure for coping with significant wind power penetration. In this paper, based on interval optimization, a novel multi-objective unit commitment method is proposed considering the deep peak regulation of thermal units. In the proposed method, a thermal power cost model was developed to accurately determine the economic performance of three different peak regulation scenarios, particularly of the deep peak regulation scenario. The midpoint and width of the cost interval are simultaneously considered in the optimization process. The non-dominated sorting GA-II (NSGA-II) algorithm was incorporated into the model for a coordinated control of the midpoint and width of the obtained cost interval for further optimization. Considering that significant wind penetration results in greater nodal variations, the affine arithmetic was employed to solve nodal uncertainties, so that all system variations can be addressed. The method proposed in this paper was validated by a modified IEEE-39 bus system. The results showed that it serves as a useful tool for power dispatchers to obtain robust and economic solutions at different wind power prediction accuracies.
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1. Introduction

The global installed capacity of wind power is projected to exceed 2000 GW by 2030. Owing to the intermittence, stochasticity, and anti-peak regulation of wind power, a significant wind penetration results in greater variations in the net load demand for thermal power. This results in greater challenges for the operation of power systems, particularly those with limited power regulation resources. This has been a major cause of significant wind power curtailment in China [1]. With the increasing wind power curtailment, there are increasingly stronger calls for more significant thermal power regulation methods for power systems with large-scale wind power.

However, it is impossible to handle the large variability brought by significant wind penetration when employing regular thermal power output regulation. This will result in significant wind power curtailment. A full utilization of wind power requires a certain number of thermal generation units to operate below their minimum technical outputs. In other words, these thermal units will be operated in the deep peak regulation stage. A significant output regulation not only results in greatly reduced operating efficiency for thermal units but also but also leads to the shortened service life of thermal units, thus incurring implicit costs.

There is limited research in the field of operation concerning economic dispatch in consideration of deep peak regulation. Lin et al. [2] and Anderson et al. [3] analyzed technical factors affecting the capability of thermal units for deep peak regulation and proposed energy cost models for different modes of thermal power output regulation. The economic and operational characteristics of thermal units in deep peak regulation is different from those in regular peak regulation [4]. Xie et al. [5]
and Cheng et al. [6] explained the operation characteristics of steam turbines under the condition of deep peak regulation. The different characteristics require different UC (unit commitment) modeling techniques. To the best of the authors’ knowledge, no research has been conducted in this regard.

Considering that thermal units in deep peak regulation are necessitated by significant wind penetration, the uncertainty with wind power must be investigated as a major input variable. Although many techniques have been developed for wind power prediction, the mean absolute percent error (MAPE) obtained using most established software packages is still in the range of 14–20% [7–9]. Under the condition of significant wind penetration, the variability of node injection remains significant.

The mainstream techniques for coping with the uncertainty in nodal volatility include stochastic, chance-constrained, and robust unit commitment. Chance-constrained and stochastic unit commitment solutions [10–12] can ensure system security only at certain levels of probability; this shows the possibility of system hazards in some special scenarios. This violates the principle that security is the first priority of system operation. The robust unit commitment [13] solution takes into account different nodal volatilities; however, its objective function is only to minimize the total cost in the worst scenario, so it is not comprehensive from an economic perspective. The interval arithmetic is similar to the robust technique to a certain extent, in that both are capable of providing a solution for system fluctuations; however, the interval arithmetic exhibits the advantage of providing an optimal interval considering economic constraints. Furthermore, the interval arithmetic is capable of controlling parameters of the optimal interval, such as the width and height, and therefore can provide more comprehensive and economic solutions.

Owing to its unique advantages, interval arithmetic has been widely applied to power systems. For example, it is used to account for uncertainties with load when solving the power flow problem [14], addressing multiple indeterminate parameters of electric energy markets [15], and providing good solutions for reactive power optimization [16] and optimal scheduling [17].

Wang et al. [18] proposed a novel interval arithmetic-based unit commitment model for improving system security and economy. The model considers the optimal cost of different wind power prediction scenarios as the objective function. It can provide dispatch strategies that are flexible and reliable both temporally and spatially. However, the thermal units remain in deep peak regulation, resulting in a significant increase in fuel consumption and generation unit loss. This leads to a significant increase in the kilowatt generation cost. In summary, the prediction optimization-based interval arithmetic is prone to huge errors and is unlikely to obtain the optimal interval. Zhang et al. [16] suggested that the optimality of an interval result can be assessed by its midpoint and width. The objective of this study is to achieve the coordinate optimization of the midpoint and width of the cost interval. In summary, on the basis of the overall interval optimization, the addition of the objective function of the interval width contributed to the higher robustness of the obtained interval.

The contributions of the study can be summarized as follows:

1. In this study, a unit commitment model was proposed to consider the deep peak regulation of thermal units. Compared with traditional unit commitment models, the proposed model includes an economic model that integrates the explicit and implicit costs of generation units and conforms to the practical condition of deep peak regulation;
2. The NSGA-II was employed to realize the overall optimization of the cost interval. The midpoint and width of this interval are considered in the optimization, instead of the optimization of prediction, thus reducing the computation error due to the kilowatt generation cost and improving the accuracy and robustness of the computed interval;
3. An affine arithmetic was employed to replace the traditional interval arithmetic for power flow analysis [19–23]; the affine arithmetic takes into account the correlation between multiple buses and is able to obtain a remarkably smaller interval than the traditional arithmetic. Furthermore, the unit ramping constraints are taken into account for a better simulation of the actual power grids.
2. Model Formulation

The objective of the unit commitment problem is to provide a 24 h generation dispatch schedule. Compared to the traditional unit commitment optimization, deep unit commitment optimization takes into account more parameters of explicit and implicit costs. This will be covered in Section 2.1. Section 2.2 presents the interval arithmetic-based unit commitment model, including a detailed procedure for optimizing the objective function.

2.1. Cost Model for the Deep Power Regulation (DPR) of Thermal Units

Based on the operation stages and energy consumption characteristics of thermal units, the peak regulation process can be divided into the following three stages: regular peak regulation (RPR), deep peak regulation (DPR), and deep peak regulation with oil (DPRO), as shown in Figure 1.
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Figure 1. Schematic diagram of the unit peak regulation process. \( P_d \) is the minimum technical capacity of the unit at the regular peak regulation (RPR) stage, \( P_b \) is the minimum rated capacity at the deep peak regulation (DPR) stage, and \( P_c \) is the minimum stable output at the deep peak regulation with oil (DPRO) stage.

The cost of a thermal unit at the various stages of the peak regulation process includes the cost of coal consumed and is usually computed according to the characteristics of coal consumption. The cost of the coal consumed for power generation can be expressed as

\[
f(P) = (aP^2 + bP + c)S_{coal}.
\]

At the DPR and DPRO stages, significantly suppressing the power of a thermal unit results in high thermal stresses in its rotor shaft; the alternating high thermal stresses result in low-cycle fatigue wear and creep wear, which in turn lead to significant deformation and even the fracture of the unit and thus the reduced service life of the unit. The computation of the service life of a steam turbine’s rotor is a very complicated problem; there is no generally accepted formula for solving the problem. In this study, the low-cycle fatigue life of the rotor was computed according to the low-cycle fatigue characteristic relation \((\Delta\varepsilon-N)\) of the rotor material [2].

The Manson–Coffin equation for representing the relationship between the total strain and the number of cycles to failure of the rotor is expressed as the following functional relationship:

\[
\Delta\varepsilon_t = \frac{\sigma_f}{E}(2N_t)^d + \varepsilon_f(2N_t)^e,
\]

According to the stress and centrifugal tangential stress of the generator rotor and number of cycles to failure \(N_t(P)\) of the rotor obtained via the Manson–Coffin equation, the cost of unit loss can be expressed as:

\[
w_{\text{cost}}(P) = \frac{1}{2N_t(P)}S_{\text{unit}}.
\]

At the DPRO stage, the boiler dramatically deteriorates in terms of burning stability, hydrodynamics, and security performance. As a result of the unstable boiler burning, oil needs to be injected into the unit to maintain its safe operation. The cost of oil injection can be expressed as

\[
w_{\text{oil}} = E_{\text{cost}}S_{\text{oil}}
\]
In summary, the operating cost of a thermal unit is different under different operating conditions. In this study, the peak regulation cost for a thermal unit can be expressed as the following piece-wise function (the costs of fuel and fuel injections are defined as explicit costs, and the cost of generator unit loss is defined as implicit cost):

$$C(P) = \begin{cases} 
  f(P) & P_a < P \leq P_{\text{max}} \\
  f(P) + w_{\text{cost}}(P) & P_b < P \leq P_a \\
  f(P) + w_{\text{cost}}(P) + C_{\text{oil}} & P_c < P \leq P_b
\end{cases}$$

2.2. Interval Arithmetic-Based Unit Commitment Model

The interval arithmetic represents an uncertain variable as an interval and computes the reliable range of the variable in the model. The main objective of the unit commitment problem is to provide an optimal startup/shutdown schedule for a set of units under various operating conditions. The interval arithmetic-based unit commitment model can produce reliable power dispatch schedules suitable for multiple operating conditions; it provides robust and economic solutions.

The objective of this study was to find the most economic unit commitment solution while ensuring security and reliability; the objective function was defined as the optimal economic performance. The deterministic unit commitment model is expressed as

$$\min F = \min \sum_{i \in T} \sum_{i \in n_G} I^G(t) \cdot C(P^D(t)) + \sum_{i \in T} \sum_{i \in n_G} I^G(t)[1 - I^G(t - 1)]S_{\text{ON}}^G + I^G(t)[1 - I^G(t)]S_{\text{OFF}}^G,$$

$$\sum_{i \in n_G} P^G_i(t) = \sum_{i \in n_D} P^D_i(t), \forall i, \forall t,$$

$$I^G(t)P^G_{i_{\text{min}}} \leq P^G_i(t) \leq I^G(t)P^G_{i_{\text{max}}}, \forall G \in n_G, \forall t,$$

$$P^G_i(t + 1) - P^G_i(t) \leq P^G_{i_{\text{max}}} + (RU^G - P^G_{i_{\text{max}}})I^G(t), \forall G \in n_G, \forall t,$$

$$P^G_i(t) - P^G_i(t + 1) \leq P^G_{i_{\text{min}}} + (RD^G - P^G_{i_{\text{min}}})I^G(t), \forall G \in n_G, \forall t,$$

$$-P^L_{i_{\text{max}}} \leq P^L_i(t) \leq P^L_{i_{\text{max}}}, \forall L, \forall t,$$

$$I^G(t)(T_{\text{ON}}^G - T_{\text{UP}}^G)(I^G(t - 1) - I^G(t)) \geq 0, \forall G \in n_G, \forall t,$$

$$T_{\text{ON}}^G(t) = T_{\text{ON}}^G(t - 1)I^G(t), \forall G \in n_G, \forall t,$$

$$T_{\text{OFF}}^G(t) = T_{\text{OFF}}^G(t - 1)(1 - I^G(t)), \forall G \in n_G, \forall t.$$

The objective function (6) is defined as the minimum total operating cost, including the operating cost and startup/shutdown cost of a set of generation units. Equation (7) represents the power balance of the system; that is, the total unit output is equal to the total net load. Equation (8) represents the constraints of the unit power output. Equations (9) and (10) represent the ramping constraints of the generation unit. Equation (11) represents the constraints of transmission capacity. Equations (12) to (15) represent the constraints on the continuous on and off times of the thermal units.

The uncertain power injection at wind power and load buses can be expressed as an interval $[P^G_i, P^D_i]$; this interval covers a confidence interval at a certain probability and can be obtained using various traditional prediction methods.

If the power injection at a load bus is represented as an interval, then the power injection at a unit bus and the line power can be represented as intervals. Thus, Equations (7) to (11) can be revised as Equations (16) to (20), respectively:

$$\sum_{i \in n_G} [P^G_i(t), P^D_i(t)] = \sum_{i \in n_D} [P^D_i(t), P^D_i(t)], \forall i, \forall t,$$

$$\sum_{i \in n_G} P^G_i(t) = \sum_{i \in n_D} P^D_i(t), \forall i, \forall t,$$

$$I^G(t)P^G_{i_{\text{min}}} \leq P^G_i(t) \leq I^G(t)P^G_{i_{\text{max}}}, \forall G \in n_G, \forall t,$$

$$P^G_i(t + 1) - P^G_i(t) \leq P^G_{i_{\text{max}}} + (RU^G - P^G_{i_{\text{max}}})I^G(t), \forall G \in n_G, \forall t,$$

$$P^G_i(t) - P^G_i(t + 1) \leq P^G_{i_{\text{min}}} + (RD^G - P^G_{i_{\text{min}}})I^G(t), \forall G \in n_G, \forall t,$$

$$-P^L_{i_{\text{max}}} \leq P^L_i(t) \leq P^L_{i_{\text{max}}}, \forall L, \forall t,$$

$$I^G(t)(T_{\text{ON}}^G - T_{\text{UP}}^G)(I^G(t - 1) - I^G(t)) \geq 0, \forall G \in n_G, \forall t,$$

$$T_{\text{ON}}^G(t) = T_{\text{ON}}^G(t - 1)I^G(t), \forall G \in n_G, \forall t,$$

$$T_{\text{OFF}}^G(t) = T_{\text{OFF}}^G(t - 1)(1 - I^G(t)), \forall G \in n_G, \forall t.$$
\[ I^G(t) P^G_{i,\min} \leq [P^G_i(t), P^G_i(t)] \leq I^G(t) P^G_{i,\max}, \forall G \in n_G, \forall t \]  
\[ [P^G_i(t), P^G_i(t)] - [P^G_i(t), P^G_i(t)] \leq P^G_{i,\min} + (R U G - P^G_{i,\max}) I^G(t), \forall G \in n_G, \forall t \]  
\[ [P^G_i(t), P^G_i(t)] - [P^G_i(t), P^G_i(t)] \leq P^G_{i,\max} + (R D G - P^G_{i,\min}) I^G(t), \forall G \in n_G, \forall t \]  
\[ - P^G_{i,\max} \leq [P^G_i(t), P^G_i(t)] \leq P^G_{i,\max}, \forall L, \forall t \]  

If the unit output is represented as an interval, then the solution of the objective function \( F \) is also an interval. An appropriate criterion is then required to assess the optimality of the interval.

Unlike previous studies, the optimality of the interval solution of the objective function is assessed by its midpoint and magnitude, which are represented as \( F_M \) and \( F_R \), respectively.

Thus, the unit commitment model can be rewritten as

\[
\min \{ F_M, F_R \} = \min \{ \text{mid}(F(I, X), \text{rad}(F(I, X))) \} \\
\text{s.t.} \quad g^\min(I, X) \leq g(I, X) \leq g^\max \quad , \\
\quad k(I) \geq 0
\]  

where \( X \) is the state variable of the system, including the interval variables for power flow computation, such as \( p^G, p^D, \) and \( P^L \). \( I \) represents the controllable variables for the computation; it is a real number, including unit commitment decision variable \( I^G \) and the two auxiliary variables \( I^G_{ON} \) and \( I^G_{OFF} \). \([h, h]\) is the interval formed from the combination of the variables in Equations (16)–(20). The first constraint is the equation representing the interval equation used for the computation; i.e., Equation (16). The second constraint is the interval inequalities used for the computation; i.e., Equations (17) to (20). The third constraint represents the inequalities for integer variables, mainly about the unit commitment decision variable; i.e., Equations (12) to (15).

3. Solution Methods

As shown in Equation (21), the proposed model is a multi-objective nonlinear mixed integer programming problem. It can be solved using commercial solvers, such as CPLEX Optimizer 12.6, which have been widely used in solving traditional unit commitment models.

In this paper, a solution method based on the NSGA-II and affine arithmetic is proposed to solve the model given in Section 2. Figure 2 shows the details of the solution method.

![Flowchart for solving the unit commitment model.](image-url)
The NSGA-II is a common multi-objective optimization method and is particularly suitable for solving non-convex and mixed integer problems. We first initialized the population to obtain several initial solutions. The optimum interval of each solution was then obtained using the affine arithmetic. Each solution was then assessed using fuzzy decision-making. Crossover and mutation were then performed, thereby choosing the final unit commitment decision. Section 3.1 presents the genetic algorithm-based procedure for solving the unit commitment problem, including the process for population initialization and crossover and mutation. Section 3.2 presents the fuzzy process and the procedure to obtain the non-dominated solution for the multi-objective decision-making method. Section 3.3 describes the procedure for determining the optimal interval of the solution by using the affine arithmetic method.

3.1. Genetic Algorithm-Based Unit Commitment Solution

In this study, the unit commitment model was solved using an integer code-based genetic algorithm, which exhibits rapid computation and convergence [24].

3.1.1. Chromosome Definition

In the integer-coded genetic algorithm, the ON/OFF operating statuses of the generation units in the entire power dispatch cycle are represented as integers. Each chromosome was constituted by a continuous series of integers \( T^G_C \), \( C = 1, 2, \ldots, C \), representing the operating schedule of a unit during the unit commitment horizon, with positive integers representing the duration of continuous unit operation and negative integers representing the unit reservation. The sum of the absolute values of the alternating sign integers must equal the scheduling horizon:

\[
\sum_{C=1}^{C_G} |T^G_C| = T \tag{22}
\]

The duration of the first cycle of operation of unit \( G \), \( T^G_1 \) is initialized so that the unit continues the operating mode of the last cycle of the previous scheduling day for at least as many hours as required to satisfy the minimum up/down time constraints.

\[
T^G_1 = \begin{cases} 
+ \text{RAND}(\max(0, T^G_{UP} - T^G_0), T), & \text{if } T^G_0 > 0 \\
- \text{RAND}(\max(0, T^G_{DOWN} + T^G_0), T), & \text{if } T^G_0 > 0 
\end{cases} \tag{23}
\]

The duration of the \( C \)th cycle of operation of unit \( G \), \( T^G_C \) is calculated while taking into account the unit’s minimum up and down time constraints, the unit commitment horizon, and the duration of the \((C_G - 1)\) prior cycle of operation of the unit.

If \( T^G_{C-1} < 0 \), cycle \( C \) represents the ON status with the duration

\[
T^G_C = \begin{cases} 
+ \text{RAND}(T^G_{UP}, RT^G_{C-1}) & \text{if } (RT^G_{C-1} > T^G_{UP}) \\
RT^G_{C-1} & \text{otherwise} 
\end{cases} \tag{24}
\]

If \( T^G_{C-1} > 0 \), cycle \( C \) represents the OFF status with the duration

\[
T^G_C = \begin{cases} 
- \text{RAND}(T^G_{DOWN}, RT^G_{C-1}) & \text{if } (RT^G_{C-1} > T^G_{DOWN}) \\
-RT^G_{C-1} & \text{otherwise} 
\end{cases} \tag{25}
\]

where \( RT^G_C \) represents the scheduling time remaining after the allocation of the first \( C - 1 \) cycles:

\[
RT^G_C = T - \sum_{C=1}^{C-1} |T^G_C| \tag{26}
\]
The duration of the last cycle for unit $G$ is determined by the duration of the previous $C_G - 1$ cycles:

$$T^G_{C_G} = RT^G_{C_G}$$

3.1.2. Chromosome Evolution

The genetic algorithm is based on the biological evolution mechanism of natural selection and maintaining the most adaptive offspring. The individuals for crossover and mutation are randomly selected using roulette selection. The typical genetic algorithm is not suitable for integer coding, so a special evolution method was employed in this study.

- Crossover
  The crossover for this method was performed for the best chromosome of population generations with a 30% probability. It randomly selects two units in the chromosome and performs the following actions:
  i. Copying the schedule of the first unit to the second;
  ii. Copying the schedule of the second unit to the first;
  iii. Swapping the schedules of the two units.

Each of the above actions take place only if the units’ minimum up/down times are the same. Thus, violations of these constraints are avoided.

- Mutation
  The typical chromosome structure can be expressed as
  $$C_v = \{T^G_1, T^G_2, \ldots, T^G_{C_G}, \ldots, T^G_{C_v}\}.$$  
  When unit $G$ mutates in cycle $C$, the duration of the new cycle $C$ can be expressed as
  $$T^G_{C,MUT} = \begin{cases} 
  T^G_C + \Delta(g, T^G_{C,max} - T^G_C) & \text{if } r = 0 \\
  T^G_C - \Delta(g, T^G_C - T^G_{C,min}) & \text{if } r = 1, 
  \end{cases}$$
  where $r$ is a random number of 0/1. When the number of cycles $C > 1$, $T^G_{C,max} = RT^G_{C-1}$ and $T^G_{C,min} = T^G_{UP}$ or $T^G_{DOWN}$, when $C = 1$, $T^G_{C,min}$ and $T^G_{C,max}$ are determined by using Equation (23). Function $\Delta(g, y)$ returns a value in the range $[0, y]$ such that the probability of the value returned being close to 0 increases with $g$.
  $$\Delta(g, y) = y \left(1 - \xi^{(1-\xi)^b}\right),$$
  where $\xi$ is a floating-point number in the interval $[0,1]$, $g$ is the number of operating units, $G$ is the maximum number of units, and $b$ is a control parameter and is assigned an empirical value of 0.2.

Further, as the durations of the operating cycles depend on each other, the mutation processes do not end until after the entire unit commitment horizon has been covered.

3.2. NSGA-II Decision-Making Method

The NSGA-II algorithm has the same mechanism in population generation and evaluation in comparison to single-objective genetic algorithms. As multi-objective optimization requires the coordinated formation of non-dominated solutions, NSGA-II can additionally provide a decision-making method for a non-dominated solution, and difference criteria are made in solution selection.

The NSGA-II algorithm uses fuzzy decision-making methods and models decision makers’ preferences in mathematical equations. This algorithm assigns a membership to each objective, and the membership shows a degree that meets the decision maker’s criteria about that objective. The
membership function value ranges from zero to one, with zero indicating incompatibility and one indicating full compatibility with the decision maker’s preferences.

$$\mu_{f_j}(X) = \begin{cases} 
0 & f_i(X) > f_i^{\text{max}} \\
\frac{f_i^{\text{max}} - f_i(X)}{f_i^{\text{max}} - f_i^{\text{min}}} & f_i^{\text{min}} \leq f_i(X) \leq f_i^{\text{max}} \\
1 & f_i(X) < f_i^{\text{min}}
\end{cases} \quad (30)$$

With the membership function defined, the decision maker assigns his/her desirable level for each objective function. The final solution is then acquired by solving the optimization problems by minimizing the total deviations in the memberships:

$$\min_{X \in \text{solution}} \sum_{i=1}^{m} |\mu_i - \mu_{f_j}(X)|^n \quad n \in [1, \infty), \quad (31)$$

where $n$ is the sensitivity parameter of the correlation between the several solutions.

In this study, two membership functions are defined as the midpoint and width, respectively, of the acquired cost interval. As the two objectives are conflicting, the two objectives are compromised by assigning different membership values such that the required solution can be obtained.

3.3. Cost Interval Calculation Based on Affine Arithmetic

The interval algorithm has been used to solve unit commitment with uncertain power injections. It uses a deterministic range for a direct solution; the solution is relatively conservative and the width of the resulting interval is significantly greater than the actual width.

However, for power systems with large-scale wind power and deep peak regulation, bus power injections may vary in a very wide range. In this situation, the interval algorithm may cause large errors.

To overcome the disadvantages of the interval algorithm, the affine arithmetic is employed to solve the model proposed in this paper. The affine arithmetic was integrated into the model to replace the traditional interval arithmetic, thereby significantly reducing the bias inherent in the interval arithmetic. Moreover, the affine arithmetic was improved by incorporating unit ramping constraints.

3.3.1. Affine Arithmetic

Affine arithmetic is an improved interval algorithm. It uses affine to record the correlation between buses and then uses this correlation information to limit the extension of error; thus, it can provide narrower intervals.

An affine representation $\tilde{x}$ of a value $x$ is represented in the following form:

$$\tilde{x} = x_0 + x_1 \epsilon_1 + x_2 \epsilon_2 + \ldots + x_n \epsilon_n \quad (32)$$

A major characteristic of affine arithmetic is the use of the same noise variable to represent multiple variables; this noise variable reveals the correlation between the partials caused by several variables. Thus, affine arithmetic can effectively narrow the boundaries:

$$\tilde{x} \pm \tilde{y} = (x_0 \pm y_0) + (x_1 \pm y_1) \epsilon_1 + (x_2 \pm y_2) \epsilon_2 + \ldots + (x_n \pm y_n) \epsilon_n \quad (33)$$

$$a \tilde{x} = (ax_0) + (ax_1) \epsilon_1 + (ax_2) \epsilon_2 + \ldots + (ax_n) \epsilon_n \forall a \in R \quad (34)$$

$$\tilde{x} \pm \lambda = (x_0 \pm \lambda) + x_1 \epsilon_1 + x_2 \epsilon_2 + \ldots + x_n \epsilon_n \forall \lambda \in R \quad (35)$$

Calculations are done with each correlated component, and the results are obtained by expanding and rearranging same noise $\epsilon_i$. 
This can be mathematically expressed as:
\[
\tilde{z} = f(\tilde{x}, \tilde{y}) = f(x_0 + x_1\varepsilon_1 + x_2\varepsilon_2 + \ldots + x_n\varepsilon_n, y_0 + y_1\varepsilon_1 + y_2\varepsilon_2 + \ldots + y_n\varepsilon_n) = f(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) \tag{36}
\]

### 3.3.2. Computation of Cost Interval

According to the methods proposed in Sections 3.1 and 3.2, the unit commitment problem can be solved using the NSGA-II algorithm. This section describes how to obtain the optimal cost interval based on an established unit commitment schedule.

1. The computation model based on affine arithmetic

The computation method employed in this study is developed from the affine arithmetic-based optimal power flow computation method proposed by Pirnia et al. [21] by incorporating unit ramping constraints such that the ramping capacity required for wind power-integrated systems can be addressed. The model for computing the cost interval for a given unit commitment schedule can be expressed as

\[
\min_{\tilde{\mathbf{P}}^G} F(\tilde{\mathbf{P}}^G) = \sum_{t=1}^{24} F(\tilde{\mathbf{P}}^G(t)) \tag{37}
\]

s.t.

\[
\sum_{i \in n_G} \tilde{\mathbf{P}}^G_i(t) = \sum_{i \in n_D} \tilde{\mathbf{P}}^D_i(t) \forall i \in N, \forall t, \tag{38}
\]

\[
\Delta \tilde{\mathbf{P}}^G_i(\hat{\theta}_i(t), \tilde{\mathbf{P}}^G_i(t), \tilde{\mathbf{P}}^D_i(t)) = 0, \forall i \in N, \forall t \tag{39}
\]

\[
I^G(t) P^G_{t,min} \leq \tilde{\mathbf{P}}^G_i(t) \leq I^G(t) P^G_{t,max}, \forall i \in n_G, \forall t \tag{40}
\]

\[
\Delta_{G,DOWN}(t) \leq \tilde{P}^G_i(t + 1) - \tilde{P}^G_i(t) \leq \Delta_{G,UP}(t), \forall i \in n_G, \forall t \tag{41}
\]

\[
- P^L_{max} \leq \tilde{P}^L(t) \leq P^L_{max}, \forall L, \forall t \tag{42}
\]

Equation (38) represents the power balance equation of load and generation in the form of the sum of the affine intervals. Equation (39) is the bus injection equation, indicating that the interval of bus injection resulting from the phase angle affine should be consistent with the given generation and load intervals. Equations (40) to (42) show that the intervals of generation power and line power should be subjected to constraints and that the ramping of units should be subjected to the system fluctuation requirement.

2. Bilinearization of the objective function

As shown in Equation (43), the optimal interval is expressed as the minimum upper and lower limits of the desired optimal interval. Thus, the resulting interval with the minimum upper and lower limits is the optimal interval.

\[
\begin{align*}
\min F(\tilde{x}) \Leftrightarrow \left\{ \begin{array}{l}
\min F_{low}(\tilde{x}) = \min F_{low}(\mathbf{x}_{low}, \mathbf{x}_{up}) \\
\min F_{up}(\tilde{x}) = \min F_{up}(\mathbf{x}_{low}, \mathbf{x}_{up})
\end{array} \right. \tag{43}
\end{align*}
\]

The objective interval is the optimal cost interval, with the upper and lower limits of the interval representing the maximum and minimum costs of the generation interval, respectively, which can meet the net load interval.

The inclusion of ramping constraints means that the costs obtained based on the scenarios of minimum and maximum net loads are subjected to additional constraints; more specifically, decreasing the boundary at one side of the interval may lead to an increase in the boundary at the other side. Therefore, it is difficult to directly obtain the optimal interval.
In this paper, the sum of the weights assigned for the upper and lower limits is defined as the objective function for representing the optimal interval:

\[
obj_1 = \min F_{l_{\text{low}}}(\bar{x}) \quad obj_2 = \min F_{u_{\text{up}}}(\bar{x})
\]

\[
obj = \lambda_1 \cdot obj_1 + \lambda_2 \cdot obj_2.
\]

\(\lambda_1\) and \(\lambda_2\) are the weight coefficients for the upper and lower limits, respectively, of the cost interval in the final objective function. Both are assigned a value of 0.5.

3. The computational procedure of affine arithmetic

The affine variable in the model includes a center variable and the corresponding magnitude of noise. The phase angle affine is a linear expression consisting of the noise variable \(\epsilon\); the noise magnitudes of the corresponding component, a sensitivity analysis is carried out, because the uncertain inputs at the generation and load buses can cause certain magnitudes of disturbance. The maximum power fluctuations at the different buses can be expressed as

\[
P_{i_{\text{up}}}^{D}(t) = \frac{P_{i_{\text{max}}}^{D}(t) + P_{i_{\text{min}}}^{D}(t)}{2} \forall i \in nD
\]

To obtain the noise magnitudes of the corresponding component, a sensitivity analysis is carried out, because the uncertain inputs at the generation and load buses can cause certain magnitudes of disturbance. The maximum power fluctuations at the different buses can be expressed as

\[
\Delta P_{i_{\text{up}}}^{D}(t) = \frac{P_{i_{\text{max}}}^{D}(t) - P_{i_{\text{min}}}^{D}(t)}{2} \forall i \in nD,
\]

\[
\Delta P_{i_{\text{up}}}^{G}(t) = \max \left\{ P_{i_{\text{max}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t), P_{i_{\text{up}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t) \right\} \forall i \in nG, \forall t.
\]

Therefore, the noise magnitudes of the phase angle can be obtained as follows:

\[
\theta_{ij}(t) = \frac{\partial \theta_{ij}(t)}{\partial P_{i_{\text{up}}}^{D}(t)} \bigg|_{0} \approx \frac{\theta_{i,N}(t) - \theta_{i,0}(t)}{\Delta P_{i_{\text{up}}}^{D}(t)} \forall i \in N, \forall j \in nD, \forall t,
\]

\[
\theta_{ij}(t) = \frac{\partial \theta_{ij}(t)}{\partial P_{i_{\text{up}}}^{G}(t)} \bigg|_{0} = \frac{\theta_{i,N}(t) - \theta_{i,0}(t)}{\Delta P_{i_{\text{up}}}^{G}(t)} \forall i \in N, j \in nG, \forall t.
\]

The affine form of the phase angle at a bus can be then determined based on the midpoint and noise values. The phase angle affine is a linear expression consisting of the noise variable \(\epsilon_{ij}\); the noise represents the uncertainty in the active power injection at bus \(j\). The maximum ranges of injection at the different buses are expressed in Equations (51) to (54).

\[
\tilde{\theta}_{ij}(t) = \theta_{ij}(t) + \sum_{j=1}^{N} \theta_{ij}(t)\epsilon_{ij}(t) \forall i \in N,
\]

\[-1 \leq \epsilon_{ij}(t) \leq 1, \forall j \in nD, \forall t
\]

\[
\epsilon_{ij,\text{min}}(t) \leq \epsilon_{ij}(t) \leq \epsilon_{ij,\text{max}}(t) \forall j \in nG, \forall t,
\]

\[
\epsilon_{ij,\text{max}}(t) = \frac{\max \left\{ P_{i_{\text{max}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t), P_{i_{\text{up}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t) \right\}}{P_{i_{\text{max}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t)} \forall j \in nG, \forall t.
\]

\[
\epsilon_{ij,\text{max}}(t) = \frac{\max \left\{ P_{i_{\text{max}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t), P_{i_{\text{up}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t) \right\}}{P_{i_{\text{max}}}^{G}(t) - P_{i_{\text{min}}}^{G}(t)} \forall j \in nG, \forall t.
\]
Thus, the power injection at a bus is determined by the power injection at all the other buses:

\[ P_i(t) = B_{ij}[\theta_i(t) - \bar{\theta}_j(t)] + \sum_{k=1}^{N} (\theta_{ik}(t) - \bar{\theta}_k(t))\epsilon_k(t), \forall i, j \in L, \forall t. \]

Similarly, the imbalance in the bus power injection directly caused by a phase angle variation can be expressed as

\[ \Delta P_i(\bar{\theta}_i, \overline{P}_i, \overline{D}_i) = \overline{P}_i(t) - \sum_{j=1}^{N} B_{ij}(\bar{\theta}_i(t) - \bar{\theta}_j(t)) = 0, \forall i \in N, \forall t. \]

The affine form of the active power at a bus can be directly obtained using the given affine form of the phase angle, and the affined power injection and phase angle have the same control variable \( \epsilon_j \). Thus, the power injection at a bus is determined by the power injection at all the other buses:

\[ \bar{P}_i(t) = P_{i,0}(t) + \sum_{j=1}^{N} P_{ij}(t)\epsilon_j(t), \forall i \in N, \forall t \]

As described above, two deterministic problems need to be solved to obtain the upper and lower limits of the optimal interval. Specifically, to determine the upper and lower limits of the interval, \([\epsilon_{1, up}(t), \epsilon_{2, up}(t), \ldots, \epsilon_{n, up}(t)], [\epsilon_{1, low}(t), \epsilon_{2, low}(t), \ldots, \epsilon_{n, low}(t)]\) needs to be solved.

4. The final optimization model

The final optimization model can be expressed as

\[ \text{obj} = \lambda_1 \cdot \text{obj}_1 + \lambda_2 \cdot \text{obj}_2, \]

\[ \text{obj}_1 = \min F_{\text{low}}(\overline{P}_i^G) = \min \sum_{t=1}^{24} \sum_{i=1}^{nG} F[\overline{P}_{i, \text{low}}^G(t), P_{i, \text{up}}^G(t)], \]

\[ \text{obj}_2 = \min F_{\text{up}}(\overline{P}_i^G) = \max \sum_{t=1}^{24} \sum_{i=1}^{nG} F[\overline{P}_{i, \text{low}}^G(t), P_{i, \text{up}}^G(t)], \]

s.t.

\[ \sum_{i \in nG} \overline{P}_{i, \text{up}}^G(t) = \sum_{i \in nD} P_{i, \text{max}}^\text{up}(t), \forall i \in N, \forall t, \]

\[ \sum_{i \in nG} \overline{P}_{i, \text{low}}^G(t) = \sum_{i \in nD} P_{i, \text{min}}^\text{up}(t), \forall i \in N, \forall t, \]

\[ \overline{P}_{i, \text{up}}^G(t) = P_{i, \text{max}}^\text{up}(t), \forall i \in nD, \forall t, \]

\[ \overline{P}_{i, \text{low}}^G(t) = P_{i, \text{min}}^\text{up}(t), \forall i \in nD, \forall t, \]

\[ I^G(t) P_{i, \text{max}}^\text{up} \leq [\overline{P}_{i, \text{low}}^G(t), \overline{P}_{i, \text{max}}^G(t)], \forall i \in nG, \forall t, \]

\[ -P_{i, \text{max}}^\text{up} \leq [\bar{P}_{i, \text{low}}^G(t), \bar{P}_{i, \text{max}}^G(t)] \leq P_{i, \text{max}}^\text{up}, \forall L, \forall t, \]

\[ \Delta_{\text{DOWN}}^G(t) \leq \overline{P}_{i, \text{up}}^G(t) + 1 - \bar{P}_{i, \text{up}}^G(t) \leq \Delta_{\text{UP}}^G(t), \forall i \in nG, \forall t, \]

\[ \Delta_{\text{DOWN}}^G(t) \leq \overline{P}_{i, \text{up}}^G(t) + 1 - \bar{P}_{i, \text{up}}^G(t) \leq \Delta_{\text{UP}}^G(t), \forall i \in nG, \forall t, \]

\[ \Delta_{\text{DOWN}}^G(t) \leq \overline{P}_{i, \text{low}}^G(t) + 1 - \bar{P}_{i, \text{low}}^G(t) \leq \Delta_{\text{UP}}^G(t), \forall i \in nG, \forall t, \]

\[ \Delta_{\text{DOWN}}^G(t) \leq \overline{P}_{i, \text{low}}^G(t) + 1 - \bar{P}_{i, \text{low}}^G(t) \leq \Delta_{\text{UP}}^G(t), \forall i \in nG, \forall t. \]
The affine form required for solving the model can be expressed as

\[ \tilde{P}_{i,up}(t) = P_{i,0}(t) + \sum_{j \in N} P_{ij}(t) \epsilon_{j,up}, \forall i \in N, \forall t, \] (71)

\[ \tilde{P}_{i,low}(t) = P_{i,0}(t) + \sum_{j \in N} P_{ij}(t) \epsilon_{j,low}, \forall i \in N, \forall t, \] (72)

\[ \tilde{P}^L_{up}(t) = B_{ij}[(\theta_{i,0}(t) - \theta_{j,0}(t)) + \sum_{k \in N}(\theta_{i,k}(t) - \theta_{j,k}(t)) \epsilon_{k,up}(t)], \forall i, j \in L, \forall t, \] (73)

\[ \tilde{P}^L_{low}(t) = B_{ij}[(\theta_{i,0}(t) - \theta_{j,0}(t)) + \sum_{k \in N}(\theta_{i,k}(t) - \theta_{j,k}(t)) \epsilon_{k,low}(t)], \forall i, j \in L, \forall t, \] (74)

In the final optimization model, Equation (58) is the objective function. It includes two parts, as shown in Equations (59) and (60), which are the minimum values of the lower and upper limits of the cost interval, respectively. Equations (61) and (62) show that the upper and lower limits of the affine form of the generation bus should be equal to the given total net load, such that the interval equation for power balance is strictly satisfied. Equations (63) and (64) show that the affined load interval is consistent with the given load interval. Equations (65) and (66) show that the generation and line intervals should be within the limit. Equations (67) to (70) show the extended ramping constraints, such that the scenarios represented by the interval can be satisfied as long as the ramping requirements can be satisfied under the boundary conditions.

The cost interval can be accurately and rapidly determined by a deterministic model, which can be conveniently solved using any commercial LP software package. Figure 3 shows the computational flowchart. Note that the objective function includes two parts: the startup/shutdown cost and operating cost. The operating cost is represented as an interval, which can be conveniently determined using the method proposed in this section; the startup/shutdown cost is an integer variable and can be directly determined when the unit commitment is scheduled. The interval for the objective function is determined by combining the two costs.

**Figure 3.** Flowchart for the affine arithmetic-based computation of cost interval.
4. Case study

4.1. Data

The case is a modified IEEE-39 bus system, as shown in Figure 4. The system consists of 10 generation units with a total installed capacity of 6512 MW and 17 load buses with a total load of 6147 MW. Four wind farms with a total capacity of 800 MW were integrated into the system at bus numbers 28, 30, 37, and 38 respectively. Table 1 lists the parameters of the thermal units; the economic data were collected from an actual power grid. The wind power data and load profile data were also collected from an actual power grid. Table 2 lists the load data. The significant wind power penetration results in significant alteration and variation in the power flow. Therefore, the capacities of the following tie-line were increased by 30%: 2–3, 17–27, 25–37, and 26–27. Table 3 presents the losses of the units at different operating conditions; the data were obtained from Lin et al. [2] and the Steam Turbine Manual [25,26]. The costs of coal and diesel (for oil injection) are the prices during the winter of 2017, at 550 and 6130 yuan/ton, respectively.
Table 2. Load data.

| Bus No. | Active Power (MW) | Bus No. | Active Power (MW) | Bus No. | Active Power (MW) | Bus No. | Active Power (MW) |
|---------|-------------------|---------|-------------------|---------|-------------------|---------|-------------------|
| 3       | 322               | 15      | 320               | 23      | 247               | 28      | 206               |
| 4       | 500               | 16      | 329               | 24      | 308               | 29      | 283               |
| 7       | 233               | 18      | 158               | 25      | 224               | 31      | 9                 |
| 8       | 522               | 20      | 680               | 26      | 139               | 39      | 1104              |
| 12      | 8.5               | 21      | 274               | 27      | 281               |         |                   |

Table 3. Unit loss data.

| Unit Regulation Degree (%) | Number of Cycles to Failure of Rotor | Unit Regulation Degree (%) | Number of Cycles to Failure of Rotor |
|----------------------------|-------------------------------------|----------------------------|-------------------------------------|
| 55                         | $7.69 \times 10^4$                  | 70                        | $5.26 \times 10^4$                  |
| 60                         | $6.25 \times 10^4$                  | 75                        | $4.54 \times 10^4$                  |
| 65                         | $5.88 \times 10^4$                  | 80                        | $4.16 \times 10^4$                  |

4.2. Comparative Analysis of Algorithms

The algorithm proposed in this paper was validated by comparing it with the algorithm proposed by Wang et al. [16]. The algorithm proposed in [16] was intended to obtain the optimal forecast value of the objective function, which is an integer variable. The algorithm proposed in this paper is intended to obtain the optimal interval of the objective function, which is an interval variable. In Algorithm 1, the objective function is the optimal forecast value. In Algorithm 2 (proposed method), the objective function is the optimal interval.

4.2.1. Results for Different Wind Power Prediction Errors

Figure 5 compares the optimal cost intervals obtained using Algorithms 1 and 2 at different wind prediction errors. The memberships of the objective function used for Algorithm 2 were $\mu_1 = 1$ and $\mu_2 = 0.5$.

The upper and lower limits, shown in Figure 5, are the upper and lower limits of the obtained cost intervals. The points connected by the two full lines are the midpoints of the cost intervals at different levels of wind prediction error in Algorithms 1 and 2.

Both the upper and lower limits of the intervals computed using Algorithm 2 are better than those computed using Algorithm 1, particularly at high levels of prediction error. Furthermore, because of the increase in the kilowatt generation cost, the total cost increases with the increase in the level of...
wind power prediction error, particularly when the range of wind power prediction error is 25% to 30%.

In addition, from the viewpoint of the interval midpoint, the result obtained using Algorithm 2 is better than that obtained using Algorithm 1. At a prediction error of 30%, the difference between the midpoints of the intervals obtained using the two algorithms is 340 thousand yuan. Thus, the effectiveness of Algorithm 2 has been validated.

### 4.2.2. Comparative Analysis of the Unit Commitment Schedules Obtained Using Different Algorithms

Tables 4 and 5 present the unit commitment schedules obtained using the two algorithms, respectively, at a prediction error of 20%. In Algorithm 1, five units (G1, G3, G4, G7, and G8) with a total capacity of 2632 MW were shut down at nighttime; in Algorithm 2, five units (G1, G3, G4, G8, and G9) with a total capacity of 2902 MW were shut down. The shutdown capacity in the schedules obtained using Algorithm 2 is slightly higher than that in the schedules obtained using Algorithm 1. This implies that, in Algorithm 1, when the active power of the wind farms is high, more units are required for deep peak regulation.

### Table 4. Unit commitment schedule obtained using Algorithm 1.

| Unit | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
|------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| G1   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   | 0   |
| G2   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G3   | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   |
| G4   | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 0   |
| G5   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G6   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G7   | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G8   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G9   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G10  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |

### Table 5. Unit commitment schedule obtained using Algorithm 2.

| Unit | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
|------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| G1   | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| G2   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G3   | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 0   |
| G4   | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G5   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G6   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G7   | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G8   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |
| G9   | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 0   | 0   | 0   |
| G10  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   | 1   |

Figure 6 shows the total capacity of the operating generators obtained using Algorithms 1 and 2. This figure demonstrates that the operating capacity obtained using Algorithm 2 is remarkably lower than that obtained using Algorithm 1 in nighttime. This can be explained by the fact that the kilowatt generation cost increases with the increase in the unit power regulation degree, particularly in the DPRO stage. Using Algorithm 1, the operation cost in the wind power prediction scenario can be reduced by reducing shutdown. However, in the lower-limit wind power scenario, this approach requires more units to operate in the DPRO stage, leading to a dramatic increase in the lower limit of the cost interval and thus an overall higher cost interval. In contrast, the proposed algorithm selects the overall interval as the objection function. Thus, it effectively avoids this operation status and gives a better interval.
4.3. Sensitivity Analysis

When the thermal units operate in the deep peak regulation stage, the cost of oil injection and the cost of unit loss will significantly affect the operation cost. This section analyzes the characteristics of the optimal operation cost interval under different important parameters.

4.3.1. Sensitivity Analysis 1: Cost of Unit Loss

Thermal units operating in deep peak regulation lead to unit loss costs, which are directly related to the unit purchase cost. At present, the per-million-watt unit purchase cost is approximately 4.5–5.3 million yuan.

Figure 7 shows the optimal cost interval under different unit purchase costs. The five sensitivity cases of the per-million-watt unit purchase cost are 3.5 million yuan, 4 million yuan, 4.5 million yuan, 5.0 million yuan, and 5.5 million yuan. It can be observed that with the increase in unit purchase cost, the midpoints of the optimal cost intervals continue to increase, but by only 1.22%, owing to the low proportion of the unit loss cost in the thermal unit operation costs. In addition, with the increase in unit loss cost, the width of the optimal operation interval decreases owing to the large increase in the unit loss cost under the wind overestimation scenario, which increases the lower limit of the operation cost intervals.

4.3.2. Sensitivity Analysis 2: Cost of Oil Injection for Thermal Units
4.3.2. Sensitivity Analysis 2: Cost of Oil Injection for Thermal Units

When the thermal units operate in deep peak regulation with the oil injection stage, an oil injection cost will occur. This part of the cost is relatively high, which will significantly increase the kilowatt generation cost. The allowable wind penetration and various costs (operating cost, loss cost, oil injection cost of generation units, and kilowatt generation cost) in the different integrations, respectively, including the allowable wind penetration and various costs (operating cost, loss cost, oil injection cost of generation units, and kilowatt generation cost) in the different regulation modes.

Figure 8 shows the optimal cost intervals under different oil injection costs. The five sensitivity cases of oil injection cost are 4500 yuan/ton, 5000 yuan/ton, 5500 yuan/ton, 6000 yuan/ton, and 6500 yuan/ton. It can be observed that with the increase in oil injection cost, the midpoint of the optimal operation cost interval rises sharply, reaching 4% as the oil injection cost accounts for a relatively high proportion of the operation cost. Once the thermal units operate in deep regulation with the oil injection stage, oil injection is required every hour for each thermal unit to stabilize the combustion of the boiler. In addition, with the increase in oil injection cost, the width of the optimal operation cost interval decreases significantly owing to the increase in oil injection under the wind overestimation scenario, which results in a sharp increase in the lower limits of the operation cost intervals.

![Figure 8. Optimal operation cost interval under different oil injection costs.](image)

4.4. Analysis of the Thermal Units Operating under Deep Peak Regulation

This section analyzes wind power integration and various operating costs in the different modes of peak regulation.

The analysis in this section is also based on the IEEE 39-bus system. The same parameters as those used in the previous section are used in this section, except for the wind power prediction error, which is set at 20% in this section. The wind penetration is the rate of wind power in the prediction scenario.

Case 1: concentrated wind power integration, with wind power connected at four buses: 28, 30, 37, and 38.

Case 2: distributed wind power integration, with wind power connected at seven buses: 20, 27, 28, 29, 16, 13, and 23.

Tables 6 and 7 present the results based on the concentrated and distributed wind power integrations, respectively, including the allowable wind penetration and various costs (operating cost, loss cost, oil injection cost of generation units, and kilowatt generation cost) in the different regulation modes.
Table 6. Computation results based on concentrated integration.

| Degree of Thermal Unit Regulation | Allowable Wind Penetration (%) | Operating Cost of Generation Units (million RMB) | Cost of Unit Losses (million RMB) | Cost of Oil Injection for Units (million RMB) | Kilowatt Generation Cost (RMB) |
|----------------------------------|-------------------------------|-----------------------------------------------|----------------------------------|---------------------------------------------|-------------------------------|
| Regular peak regulation          | 19.7                          | [19.55, 21.05]                                | 0                               | 0                                           | [0.146, 0.157]               |
| Deep peak regulation without oil injection | 25.6                          | [18.69, 20.13]                                | [0.41, 0.59]                     | 0                                           | [0.143, 0.153]               |
| Deep peak regulation with oil injection | 29.9                          | [18.75, 19.98]                                | [0.56, 0.78]                     | [0.22, 1.57]                                | [0.156, 0.166]               |

Table 7. Computation results based on distributed integration of wind power.

| Degree of Thermal Unit Regulation | Allowable Wind Penetration (%) | Operating Cost of Generation Units (million RMB) | Cost of Unit Losses (million RMB) | Cost of Oil Injection for Units (million RMB) | Kilowatt Generation Cost (RMB) |
|----------------------------------|-------------------------------|-----------------------------------------------|----------------------------------|---------------------------------------------|-------------------------------|
| Regular peak regulation          | 24.2                          | [18.78, 19.93]                                | 0                               | 0                                           | [0.140, 0.148]               |
| Deep peak regulation without oil injection | 29.1                          | [17.98, 19.12]                                | [0.58, 0.73]                     | 0                                           | [0.139, 0.145]               |
| Deep peak regulation with oil injection | 32.4                          | [18.31, 19.10]                                | [0.82, 1.05]                     | [0.56, 1.87]                                | [0.148, 0.162]               |

The table reveals that, in all the three different regulation modes, regular peak regulation can achieve 19.7%–24.2% wind penetration. In contrast, deep peak regulation without oil injection can effectively increase wind penetration, with a higher cost of unit loss but lower kilowatt generation cost. In the DPRO stage, the wind penetration rate can be further increased; however, the addition of the oil injection cost and the dramatic increase in the fuel cost result in a noticeable increase in the kilowatt generation cost. More specifically, with the increased rate of cheaper wind power combined, the kilowatt generation cost still increased by 7%.

Compared to the concentrated integration of wind power, the distributed integration of wind power contributes to higher wind penetration and a lower kilowatt generation cost. Despite requiring more units for the peak regulation, this leads to a higher unit loss and oil injection cost. Nevertheless, the distributed integration is more economical than the concentrated distribution.

5. Conclusions

In this study, an interval arithmetic-based unit commitment model was proposed for deep peak regulation-oriented unit commitment optimization. In the model, various costs of generation units under the working condition of deep peak regulation were considered, and the interval solution of the objective function was controlled by assessing both the width and midpoint of the desired interval. The method was found to be more effective than a prediction optimization-based method at different wind power prediction accuracies. This is because a deeper level of thermal unit regulation results in a dramatic increase in the unit power cost, particularly in the DPRO stage. Prediction optimization-based algorithms improve the economic performance of the system in different prediction scenarios by minimizing shutdown. However, under the condition of significant wind power penetration, this approach requires more generation units to operate in the DPRO stage, thus significantly increasing the lower limit of the cost interval. In contrast, the interval optimization method proposed in this paper effectively avoids this scenario, thereby obtaining more optimal cost intervals.

The effects of different levels of peak regulation on the unit commitment solution were also analyzed. The wind penetration rates and power costs at different levels of generation of unit power regulation in two different wind power integration scenarios, such as the concentrated and distributed integrations, were computed. The results demonstrate that, compared to regular peak regulation, deep peak regulation without oil injection contributed to significantly higher wind penetration rates as well as lower power generation costs. Deep peak regulation with oil injection results in a dramatic increase in unit power cost but an insignificant increase in wind power penetration. Compared to concentrated wind power integration, distributed wind power integration results in more severe
generation unit loss and higher oil injection costs but leads to better economic performance and allows higher wind penetration.
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### Nomenclature

#### Indices and sets

- $N$: Set of all buses.
- $nG$, $nD$: Sets of units and load buses.
- $L$: Set of all lines.
- $c$: Index of power dispatch cycle.

#### Parameters of generation rotor

- $c_f$: Fatigue strength coefficient of the material.
- $c_i$: Fatigue ductility coefficient of the material.
- $d$: Index of fatigue strength of the material.
- $e$: Index of fatigue ductility of the material.
- $N_i$: Number of cycles to failure of the rotor.
- $\Delta e$: Total strain magnitude of the rotor.

#### Fixed parameters of generation

- $a, b, c$: Coefficients of unit coal consumption characteristic functions.
- $S_{coal}$: Cost of purchasing the unit.
- $S^G_{ON}, S^G_{OFF}$: Startup and shutdown costs of unit $G$.
- $P_{ON}$: Unit commitment decision variable of unit $G$.
- $P_{UP}^G, P_{DOWN}^G$: Maximum and minimum output power of unit $G$.
- $T_{UP}^G, T_{DOWN}^G$: Ramp up and ramp down capability of unit $G$.

#### Variable parameters of system

- $P_{ij}^G$, $P_{ij}^L$: Power injections of unit and load at bus $i$.
- $P_L$: Active power of line $L$.
- $P_{max}$: Transmission capacity of line $L$.
- $T_C^G$: Time duration of generation unit $G$ in cycle $C$.
- $T_G$: Number of startup/shutdown cycles of unit $G$.
- $T^G_{ON}, T^G_{OFF}$: Continuous on and off times of unit $G$.
- $T^{G}_{OFF}$: Duration of the last cycle of the previous scheduling day of unit $G$.
- $\Delta P^{G}_{ON}, \Delta P^{G}_{OFF}$: Ramping constraints of unit $G$.
- $P^U_D$, $P^D_U$: Upper and lower limits of the thermal unit output interval.
- $P^L_U$, $P^L_D$: Upper and lower limits of the load output interval.
- $C_{ip}$, $C_{ip}^L$: Power injections of unit and load at bus $i$.

#### Affine arithmetic parameters

- $x_0$: Center value of affine.
- $\varepsilon_i$: Independent source of uncertainty of node $i$.
- $\sigma_i$: Magnitude of uncertainty variable $i$.
- $\hat{x}$: Affine form of the variable $x$.
- $\theta_i$: Affine form of the phase angle about bus $i$.
- $\hat{P}_{i,j}^G$, $\hat{P}_{i,j}^L$, $\hat{P}_{i,j}$: Affine forms of the power injection at generation buses, load buses and lines.
- $\theta_{0,i}$: Initial phase angle of bus $i$.
- $P_{0,i}$: Initial power injection at bus $i$.
- $\theta_i$: Phase angle deviation at bus $i$ caused by power injection at bus $j$.
- $P_i$: Power deviation at bus $i$ caused by the power injection at bus $j$.
- $B_{ij}$: Admittance of the line between buses $i$ and $j$.
- $\theta_{i,j}$: Disturbed phase angle when power injections fluctuate.
- $\Delta P^G_{ij}$: Maximum power fluctuations at the load and generation buses.
- $x_{0,i}$, $x_{0,i}^L$: Optimal upper and lower limits of variable $x$.
- $P_{ij}^G$, $P_{ij}^L$: Upper and lower limits of power injections of load bus.
- $P_{ij}^G$, $P_{ij}^L$: Upper and lower limits of the affine form of generation bus.
- $P_{ij}^G$, $P_{ij}^L$: Upper and lower limits of the affine form of load bus.
- $\tilde{P}_{ij}^G$, $\tilde{P}_{ij}^L$: Upper and lower limits of the affine form of line.
- $\lambda_1, \lambda_2$: Weight coefficients for the upper and lower limits.
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