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Abstract

A plasmon is a collective excitation of electrons due to the Coulomb interaction. Both plasmons and single-particle excitations (SPEs) are eigenstates of bulk metallic systems and they are orthogonal to each other. In non-translationally symmetric systems such as nanostructures, plasmons, and SPEs coherently interact. It has been well discussed that the plasmons and SPEs, respectively, can couple with transverse (T) electric fields in such systems, and also that they are coupled with each other via longitudinal (L) field. However, there has been a missing link in the previous studies: the coherent coupling between the plasmons and SPEs mediated by the T field. Herein, we develop a theoretical framework to describe the self-consistent relationship between the plasmons and SPEs through both the L and T fields. The excitations are described in terms of the charge and current densities in a constitutive equation with a nonlocal susceptibility, where the densities include the L and T components. The electromagnetic fields originating from the densities are described in terms of the Green’s function in the Maxwell’s equations. The T field is generated from both densities, whereas the L component is attributed to the charge density only. We introduce a four-vector representation incorporating the vector and scalar potentials in the Coulomb gauge, in which the T and L fields are separated explicitly. The eigenvalues of the matrix for the self-consistent equations appear as the poles of the system excitations. Numerical demonstration of the excitation spectrum is performed for a rectangular nanorod. It indicates a non-negligible shift of the collective excitation and an enhancement of the energy transfer between the excitations by the T-field-mediated interaction. The developed formulation enables to approach unknown mechanisms for enhancement of the coherent coupling between the plasmons and the hot carriers generated by radiative fields.
I. INTRODUCTION

Elucidation of the light–matter interaction is one of the core research topics of contemporary physics. Recently, the behaviors of light-induced plasmons in metals have attracted considerable interest. A plasmon is a quantum of collective electron motion due to the electron–electron interaction, and has been clearly observed in experiment by Powell and Swan. In bulk metals, a plasmon has a longitudinal (L) component only and, hence, cannot be excited by transverse (T) electromagnetic (EM) fields. To induce a plasmon using light, the L component of the EM field, e.g., the evanescent mode on a surface, is required. Cardinal methods to excite surface plasmon-polaritons (SPPs) on a 2D metal surface have been developed by Otto and Kretschmann. The induced SPPs cause a charge–density spatial distribution on the surface, which in turn generates L fields. Therefore, the EM fields and induced plasmons must be determined self-consistently. In metal nanostructures, the SPPs are localized and enhance the L fields significantly. Thus, SPPs are sensitive to surface states and are, therefore, applied in sensors for gases, molecules, and biological matter.

One of the fascinating applications of light-induced plasmons is hot-carrier generation and injection to combined materials, which can be utilized for photocatalysis, photodetection, photocarrier injection, and photovoltaics. The hot-carrier generation processes involving localized SPPs are categorized into two types: those achieved through plasmon relaxation or through coherent coupling between plasmons and individual single-particle excitations (SPEs). Some theoretical studies have elucidated the relevant mechanisms of the plasmon relaxation approach. The first-principles calculation has been examined for hot-carrier generation on 2D metal surfaces, where the interband and intraband excitations make dominant and tunable contributions to the generation, respectively. Hot-carrier generation for metallic nanostructures has also been investigated based on a phenomenological model with several relaxation times and using density functional theory. It was found that the nanostructure sizes and shapes influence the plasmon via the electronic wavefunction and the enhanced electric field due to the hot spots. In those studies, a unidirectional energy transfer from the plasmon(-like) state to the hot carriers by the electron SPEs was discussed. As noted above, the second type of hot-carrier generation is due to coherent coupling between the plasmons and individual SPEs. Recently, Ma et al. explicitly discussed the
interplay between the plasmons and SPEs in a nanocluster of Ag atoms using a real-time simulation based on time-dependent density functional theory\textsuperscript{27}. The on- and off-resonant conditions between the plasmon and SPE were found to change the energy transfer processes. For the off-resonant condition, a coherent Rabi oscillation between the plasmon and SPE was found. You et al. also elucidated the bidirectional energy transfer between the plasmon and SPE based on a model Hamiltonian with the Coulomb interaction\textsuperscript{28}, considering excited, injected, and extracted electrons.

In the present work, we focus on the fact that the coupling between the plasmons and SPEs via the T field, as well as the treatment of the microscopic nonlocal response involving the T field, has been missed in the previous frameworks, which is particularly related with the latter case in the above discussion. Recent ab initio calculations successfully implemented coherent coupling or hybridization between plasmon-like and single-particle-like excitations\textsuperscript{26–32}. In those studies, the Coulomb interaction corresponding to part of the induced L field was considered. However, the T field was not precisely considered despite the light-induced excitations. As a phenomenological and semi-classical treatment of the microscopic nonlocal response involving the T field, the hydrodynamic model considering the “pressure” on the conduction electrons was applied to the relation between the polarization (or current) and the electric field\textsuperscript{33–40}. In such studies, aspects such as the plasmon peak shift, the presence of additional resonance above the plasma frequency, and the size effect were well discussed\textsuperscript{35,36,39,40}. The importance of the nonlocal effect for a dimer nanostructure with a gap much narrower than the light wavelength was noted\textsuperscript{36,39}. However, depending on the sample structure or the situation, the hydrodynamic model requires an additional boundary condition or additional treatments from outside the microscopic model\textsuperscript{41}. Importantly, coherent coupling between the plasmons and SPEs has not yet been fully discussed with this phenomenological model as a basis. For a small nanostructure, the plasmon spectrum becomes indistinguishable from the SPE spectrum\textsuperscript{42}. Therefore, for the nonlocal effect in nanostructures with radiative fields, a microscopic formulation must be developed.

Motivated by the above-mentioned situation, in this study, we develop a quantum mechanical framework for mesoscopic plasmonics, focusing on the L and T components of EM fields and induced electronic responses in nanostructures that describe light-induced plasmons (collective excitations), SPEs (individual excitations), and their coherent coupling via both the L and T fields.
An EM field induces charge polarization, charge current, spin fluctuation, and so on, and such electronic responses are described by a constitutive equation with a nonlocal susceptibility. The responses generate both L and T field components, and both field components must be comprehensively considered in a self-consistent treatment of the Maxwell’s and constitutive equations\(^4^3\). Our formulation can be applied to arbitrary models of electronic states, such as those based on the Drude model\(^2^4\), jellium model with random phase approximation (RPA)\(^4^4\), first-principles calculation\(^2^7\), or specific exotic materials, e.g., graphene\(^3^8,^4^5,^4^6\). Such applications are expected to facilitate theoretical understanding of the interplay between the individual and collective excitations in nanoscale systems. Very recently, to understand the quantum effect in the light-matter interaction, a combination of the density functional theory and the macroscopic Maxwell’s equation has been discussed\(^4^7\). However, a discussion on the coupling of excitations caused by the L and T field components has not been developed yet. In this study, we develop an understanding of the coherent coupling between the individual and collective excitations in terms of the L and T fields and the charge and current densities. To examine the feasibility of our formulation, we numerically demonstrate the excitation spectrum for a rectangular nanorod. Then, we determine a non-negligible contribution of the T field component for a coherent coupling between the individual and collective excitations and energy dissipation. Further, our formulation provides a platform for the study of unrevealed physics concerning not only plasmons, but also excitons and/or other quasiparticles within nanostructures.

The remainder of this article is structured as follows. In Section II, we describe the basic quantities used in our framework and the nanostructure Hamiltonian. The Hamiltonian is separated into a nonperturbative term and an interaction with the field-induced potentials. This separation determines the treatment of the optical response and the electronic states of the nanostructures. In Section III, we introduce the four-vector representation and deduce the nonlocal susceptibility. In Section IV, we present a formal solution of the Maxwell’s equations with vector and scalar potentials, which is given by the Green’s function describing the propagated fields from the excited current and charge densities. In Section V, we explain the self-consistent treatment of the constitutive and Maxwell’s equations demonstrated in Secs. III and IV. In Section VI, we show the result of the numerical calculation of individual and collective excitations for a rectangular nanorod to demonstrate practicality of our formulation. In Section VII, we discuss possible applications and
II. BASIC QUANTITIES AND HAMILTONIAN OF ELECTRONS WITH ELECTROMAGNETIC FIELD

In the present formulation, the fields are described by the vector and scalar potentials, \( A(r, t) \) and \( \phi(r, t) \), respectively. In the quantum mechanics, they are essential rather than the electric and magnetic fields, \( E \) and \( B \). It has been experimentally proven by the Aharonov–Bohm experiment\(^{48,49} \). To divide the fields into the L and T components, we apply the Coulomb gauge, \( \text{div} A(r, t) = 0 \), where the vector potential describes the T field only. In the constitutive equation, the electronic responses corresponding to the plasmon and SPE are described by the charge and current densities, \( \rho(r, t) \) and \( j(r, t) \), respectively, which are directly coupled with \( \phi \) and \( A \) in the interaction Hamiltonian. The nonlocal susceptibility is deduced from the Hamiltonian in accordance with quantum linear response theory\(^{43,50} \), where the electron eigenstates determine the susceptibility. Therefore, the nanostructure sizes, shapes, and internal structures strongly affect the optical response via the electron states.

To clearly define the light–matter interaction, we first discuss the matter and interaction Hamiltonians in terms of the potentials. Within the nanostructures, mixing of the L and T field components and the densities occurs spontaneously. To formulate the L and T components explicitly, we introduce a four-vector representation for the fields \( \mathbf{A} = (A, -\phi/c) \) and densities \( \mathbf{J} = (j, c\rho) \). Hence, the nonlocal susceptibility is expressed as a \( 4 \times 4 \) matrix. This formulation enables us to exhibit the roles of the LT components of the fields and densities in enhancing the optical response and the interplay between the plasmons and SPEs.

The Hamiltonian for the electrons in the EM fields is

\[
\hat{H} = \sum_j \left[ \left\{ \hat{p}_j - e \int d\mathbf{r} A(\mathbf{r}, t) \delta(\mathbf{r} - \hat{\mathbf{r}}_j) \right\}^2 - e_{\text{F}} \right] + e \sum_j \int d\mathbf{r} \phi(\mathbf{r}, t) \delta(\mathbf{r} - \hat{\mathbf{r}}_j) + \frac{1}{2} \sum_{i \neq j} \frac{e^2}{4\pi\varepsilon_0 |\hat{\mathbf{r}}_i - \hat{\mathbf{r}}_j|},
\]

where \( e \) is the charge of electron and \( \varepsilon_0 \) is the dielectric constant in vacuum. \( e_{\text{F}} \) is the Fermi energy and \( m \) is the (effective) mass for the conduction electrons. The \( \hat{\cdot} \) symbol indicates the electron operator. In the case of the Coulomb gauge, \( \text{div} A = 0 \), and \( \phi(\mathbf{r}, t) = \phi_{\text{cl}}(\mathbf{r}, t) + \phi_{\text{ext}}(\mathbf{r}, t) \) in
Note that the summations over $i$ describe the electron–electron (Coulomb) interaction, which is also longitudinal. The first term is expanded as

$$
\left[ \frac{\hat{p}_j - e \int dr A(r, t) \delta(r - \hat{r}_j)}{2m^*} \right]^2 = \frac{\hat{p}_j^2}{2m^*} - \frac{e}{2m^*} \int dr \left( \hat{p}_j \delta(r - \hat{r}_j) + \delta(r - \hat{r}_j) \hat{p}_j \right) \cdot A(r, t) + \frac{e^2}{2m^*} \int dr \delta(r - \hat{r}_j) A(\hat{r}_j, t) \cdot A(r, t). \tag{2}
$$

With the introduction of a current operator

$$
\hat{I}(r) \equiv \frac{e}{2m^*} \sum_j \left( \hat{p}_j \delta(r - \hat{r}_j) + \delta(r - \hat{r}_j) \hat{p}_j \right), \tag{3}
$$

the second term on the right-hand side (r.h.s.) of Eq. (2) gives the light–matter interaction

$$
\hat{H}_{IA} = -\int dr \hat{I}(r) \cdot A(r, t). \tag{4}
$$

Then, the Hamiltonian can be separated as follows:

$$
\hat{H} = \hat{H}_0 + \left( \hat{H}_{IA} + \hat{H}_{A^2} + \hat{H}_{ext} \right), \tag{5}
$$

with

$$
\hat{H}_0 = \sum_j \left[ \frac{\hat{p}_j^2}{2m^*} - \varepsilon_F \right] + e \sum_j \int dr \phi_{ncl}(r, t) \delta(r - \hat{r}_j) + \frac{1}{2} \frac{e^2}{4\pi\varepsilon_0} \sum_{\langle i, j \rangle} \frac{1}{|\hat{r}_i - \hat{r}_j|}. \tag{6}
$$

Note that the summations over $i, j$ include the electron spin degrees of freedom.

The second quantization of these Hamiltonians is

$$
\hat{H}_0 = \int dx \hat{\Psi}^\dagger(x) \left( -\frac{\hbar^2 \nabla_i^2}{2m^*} - \varepsilon_F \right) \hat{\Psi}(x) + e \int dx \hat{\Psi}^\dagger(x) \int dr \phi_{ncl}(r, t) \delta(r - x) \hat{\Psi}(x)
+ \frac{1}{2} \frac{e^2}{4\pi\varepsilon_0} \int dx \int dx' \hat{\Psi}^\dagger(x) \hat{\Psi}^\dagger(x') \frac{1}{|x - x'|} \hat{\Psi}(x') \hat{\Psi}(x)
= \sum_{n,n'} \int dx \phi^*_n(x) \left( -\frac{\hbar^2 \nabla_i^2}{2m^*} - \varepsilon_F \right) \phi_n(x) a^\dagger_n a_n
+ \sum_{n,n'} \int dx \phi^*_n(x) \phi_{ncl}(x, t) a^\dagger_n a_n
+ \frac{1}{2} \sum_{n,n',m,m'} \int dx \int dx' \phi_{ncl}(x) \phi_{ncl}(x') \frac{1}{4\pi\varepsilon_0|x - x'|} a^\dagger_n a^\dagger_m a_m a_n, \tag{7}
$$

$$
\hat{H}_{IA} = -\sum_{n,n'} \int dx \mathbf{A}_{n}(x) \cdot \mathbf{A}(x, t) a^\dagger_n a_n, \tag{8}
$$

$$
\hat{H}_{A^2} = \frac{e^2}{2m^*} \sum_{n,n'} \int dx \phi^*_n(x) \mathbf{A}(x, t) \cdot \mathbf{A}(x, t) \phi_n(x) a^\dagger_n a_n, \tag{9}
$$

$$
\hat{H}_{ext} = \sum_{n,n'} \int dx \phi_{ncl}(x, t) \phi_{ext}(x, t) a^\dagger_n a_n, \tag{10}
$$
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where $\hat{\Psi}(x) = \sum_n \psi_n(x) \hat{a}_n$ is the field operator. Note that the $n$ state includes the spin degrees of freedom. Here,

$$\rho_{n'n}(x) = e\psi_{n'}^*(x)\psi_n(x)$$

(11)

indicates an element of charge density and

$$I_{n'n}(x) = -\frac{e\hbar}{2im^*} \left[ \begin{array}{c} [\nabla_x \psi_{n'}^*(x)] \psi_n(x) - \psi_{n'}^*(x) [\nabla_x \psi_{n}(x)] \end{array} \right]$$

(12)

is derived from the current operator in Eq. (3). Note that $\rho_{n'n}(x)$ has to follow the continuous relation with the charge current density. Further, the single-electron wave function follows the time-dependent Schrödinger equation,

$$i\hbar \frac{\partial \psi(x,t)}{\partial t} = -\frac{\hbar^2}{2m^*} \left( \nabla_x - \frac{ie}{\hbar} A(x,t) \right)^2 \psi(x,t) + e\phi_{ncl}(x,t).$$

(13)

Then, $\rho_{n'n}(x)$ satisfies

$$\frac{\partial \rho_{n'n}(x,t)}{\partial t} = -\nabla_x \cdot j_{n'n}(x,t),$$

(14)

where

$$j_{n'n}(x,t) = I_{n'n}(x) - \frac{e^2}{m^*} \psi_{n'}^*(x)A(x,t)\psi_n(x)$$

(15)

is the modified current density in the EM field. The second term contributes to the $O(A^2)$ term. The light–matter interaction component with the vector potential in Eq. (5) is approximately

$$\hat{H}_{IA} + \hat{H}_{IA} \approx -\sum_{n,n'} \int dx j_{n'n}(x,t) \cdot A(x,t) \hat{a}_{n'}^\dagger \hat{a}_n$$

$$= -\int dx j(x,t) \cdot A(x,t) \equiv \hat{H}_{\text{int}}.$$

(16)

The second and third terms on the r.h.s. of Eq. (7) can be interpreted as the L component of the electric fields due to internal sources. In a following formulation of the constitutive equation, the T and L fields are explicitly distinguished by the vector and scalar potentials, respectively, with the Coulomb gauge. To describe the susceptibility for the vector and scalar potentials, we treat the many-electron system with $\hat{H}_0$ on a one-electron basis and rewrite the second and third terms as

$$\int dx \sum_{n,n'} \hat{a}_{n'}^\dagger \rho_{n'n}(x,t) \left[ \phi_{ncl}(x,t) + \frac{e}{4\pi\varepsilon_0} \int dx' \frac{\hat{\Psi}^*(x',t)\hat{\Psi}(x',t)}{|x - x'|} \right] \hat{a}_n$$

(17)
with an inherent scalar potential operator for matter,

$$\hat{\phi}_{\text{mat}}(x, t) = \phi_{\text{icl}}(x, t) + \hat{\phi}_{e-e}(x, t), \quad (18)$$

$$\hat{\phi}_{e-e}(x, t) \equiv \frac{e}{4\pi\varepsilon_0} \int dx' \frac{\hat{\Psi}^\dagger(x', t)\hat{\Psi}(x', t)}{|x - x'|}. \quad (19)$$

Note that, in the absence of $A$ and $\phi_{\text{ext}}$, a material is electrically neutral, and $\langle \hat{\phi}_{\text{mat}}(x, t) \rangle_0 = 0$. Here, we take the basis for the static state without external fields and consider $H_0$ in Eq. (7) as a non-perturbative Hamiltonian. When one applies the electromagnetic field of $A(x, t)$ and $\phi_{\text{ext}}(x, t)$ to the material, a polarized charge is induced. It gives an additional interaction between the induced polarized charges,

$$\hat{H}_{p-p} \simeq \int dx \frac{\hat{\delta}\rho(x, t) - \rho_0(x)}{4\pi\varepsilon_0} \int dx' \frac{\hat{\delta}\rho(x', t) - \rho_0(x')}{|x - x'|} = \int dx \delta\rho(x, t)\hat{\phi}_{\text{pol}}(x, t). \quad (20)$$

Here, $\rho_0(x) = \langle \hat{\rho}(x, t) \rangle_0$ is the average charge density from the electrons $[\hat{\rho}(x, t) \equiv e\hat{\Psi}^\dagger(x, t)\hat{\Psi}(x, t)]$. Thus, $\delta\rho(x, t) = \rho(x, t) - \rho_0(x)$ indicates a deviation from the static distribution. The scalar potential due to the induced polarized charge is

$$\hat{\phi}_{\text{pol}}(x, t) = \int dx' \frac{\delta\rho(x', t)}{4\pi\varepsilon_0|x - x'|}. \quad (21)$$

Therefore, the L field consists of three elements: $\hat{\phi}_{\text{mat}}$, $\hat{\phi}_{\text{pol}}$, and $\phi_{\text{ext}}$, which are associated with the electron–electron interaction in the static case, the induced charge densities, and the external field, respectively.

In this study, we divide the total Hamiltonian as $\hat{H} = \hat{H}_0 + \hat{H}_{\text{ind}}$ with

$$\hat{H}_{\text{ind}} = \hat{H}_{\text{int}} + \hat{H}_{\text{ext}} + \hat{H}_{p-p}. \quad (22)$$

$\hat{H}_0$ describes the static system without any field irradiation, whereas all induced effects by the external electric and magnetic fields are in $\hat{H}_{\text{ind}}$. Then, the incident and induced components are included in the perturbative term. For the scalar potential of the induced polarized charge, we apply the mean field approximation, $\hat{\Psi}^\dagger(x, t)\hat{\phi}_{\text{pol}}(x, t)\hat{\Psi}(x, t) \simeq \hat{\Psi}^\dagger(x, t)\hat{\Psi}(x, t)\phi_{\text{pol}}(x, t)$. For the external potential, $\int dx \rho_0(x)\phi_{\text{ext}}(x, t)$ corresponds to the system energy shifts without excitation, as it is constant. Subtracting this term from the Hamiltonian, we obtain

$$\hat{H}'_{\text{ind}} = \hat{H}_{\text{ind}} - \left( \int dx \rho_0(x)\phi_{\text{ext}}(x, t) \right)$$

$$\simeq - \int dx \left[ \hat{j}(x, t) \cdot A(x, t) - \delta\rho(x, t) \left( \phi_{\text{ext}}(x, t) + \phi_{\text{pol}}(x, t) \right) \right]. \quad (23)$$
which describes the interaction between the matter and applied and induced EM fields for both the L and T components. The L field is included in both the constitutive and Maxwell’s equations. However, we do not need to take care of a double count of the electron–electron interaction (see Appendix A).

The susceptibility is obtained from the linear response theory\(^{50}\). The susceptibility, field-induced charge density, and induced current density formulations depend on the treatment of the non-perturbative and perturbative Hamiltonians. Note that \(\hat{H}_0\) includes neither a net charge nor current. Therefore, for the formulation of the susceptibility based on \(\hat{H} = \hat{H}_0 + \hat{H}_\text{ind}'\) is evaluated by the static states \(|\mu\rangle\) for \(\hat{H}_0\). As this susceptibility is irrelevant to the induced fields, we can analyze the T and L components of the field-induced charge and current in terms of \(A\) (T field) and \(\phi\) (L field). A self-consistent relation between the induced charge and \(\phi_{\text{pol}}\) can describe a plasmon (collective excitation) within the RPA\(^{44}\), as discussed in the following section.

We can omit \(\delta\) of \(\delta \hat{\rho}(x)\) in Eq. (23) for simplicity. In the following discussion, the charge density \(\hat{\rho}(x)\) indicates the induced charge only. This abbreviation does not change the continuous relation, as \(\partial \rho_0 / \partial t = 0\).

### III. FOUR-VECTOR REPRESENTATION FOR NONLOCAL SUSCEPTIBILITY

The light–matter interaction \(\hat{H}_\text{ind}'(t)\) in Eq. (23) gives a susceptibility to the external fields, \(A(x, t)\) and \(\phi_\text{ind}(x, t) = \phi_{\text{ext}}(x, t) + \phi_{\text{pol}}(x, t)\) in linear response theory\(^{50}\). Here, \(\phi_\text{ind}\) indicates a scalar potential caused by the field irradiation. In the following, let us omit the subscript “ind” on \(\hat{H}_\text{ind}'\) and \(\phi_\text{ind}\) for simplicity. For the interaction Hamiltonian \(\hat{H}'(t)\), let us introduce the following four-vector representation:

\[
\mathcal{A}(x, t) = \begin{pmatrix} A(x, t) \\ -\frac{1}{c} \phi(x, t) \end{pmatrix},
\]

\[
\hat{\mathcal{J}}(x, t) = \begin{pmatrix} \hat{j}(x, t) \\ c \hat{\rho}(x, t) \end{pmatrix},
\]

\[
\hat{H}'(t) = - \int dx \, \hat{\mathcal{J}}(x, t) \cdot \mathcal{A}(x, t).
\]

The time-dependence of \(\hat{H}'(t)\) in Eq. (26) is attributed to the external field \(\mathcal{A}(x, t)\) only, and \(c\) is the light velocity in vacuum. Note that we define the sign for the scalar potential component as
negative in Eq. (24) for a simpler formulation.

We assume a monochromatic field, $\mathcal{A}(x, t) = \mathcal{A}(x; \omega)e^{-i\omega t}$. The statistical average of the four-vector current $\hat{J}(x)$ gives the susceptibility by the field $\mathcal{A}(x; \omega)$:

$$
\langle \hat{J}(x) \rangle (t) = \mathcal{J}(x; \omega)e^{-i\omega t} = \mathcal{J}_0(x; \omega)e^{-i\omega t} + \int dx' \tilde{X}(x, x'; \omega) \cdot \mathcal{A}(x'; \omega)e^{-i\omega t},
$$

(27)

with a nonlocal susceptibility$^{43}$

$$
\tilde{X}(x, x'; \omega) \equiv \sum_{\mu, \nu} \left[ f_{\nu\mu} \mathcal{J}_{\nu\mu}(x) \left( \mathcal{J}_{\nu\mu}(x') \right)^\dagger + h_{\nu\mu} \mathcal{J}_{\nu\mu}(x) \left( \mathcal{J}_{\nu\mu}(x') \right)^\dagger \right]
$$

$$
= \begin{pmatrix}
\tilde{X}_{j\mu}(x, x'; \omega) & \chi_{j\mu}(x, x'; \omega) \\
\chi_{\mu j}^\dagger(x, x'; \omega) & \chi_{\mu\mu}(x, x'; \omega)
\end{pmatrix},
$$

(28)

and

$$
\mathcal{J}_{\nu\mu}(x) = \left\langle \nu \left| \hat{J}(x) \right| \mu \right\rangle,
$$

(29)

$$
f_{\nu\mu} = \frac{\rho_{0,\mu}}{\hbar \omega_{\nu\mu} - \hbar \omega - i\gamma},
$$

(30)

$$
h_{\nu\mu} = \frac{\rho_{0,\mu}}{\hbar \omega_{\nu\mu} + \hbar \omega + i\gamma}.
$$

(31)

The nonlocal susceptibility is a 4×4 matrix in the four-vector space and $|\mu\rangle$ represents the electronic eigenstates of $\hat{H}_0$. Thus, the susceptibility is affected by the nanostructure geometry via $|\mu\rangle$. If the electronic system has translational symmetry, e.g., in the case of a bulk metal, the nonlocality in the susceptibility is given only by a relative position, $\tilde{X}(x - x'; \omega)$. Further, $\hbar \omega_{\nu\mu} = \varepsilon_{\nu} - \varepsilon_{\mu}$ is the energy difference between the eigenenergies for $\hat{H}_0$, $\gamma$ is an infinitesimal positive value for the causality, and $\rho_{0,\mu}$ in the numerators is an element of the density matrix at equilibrium, where

$$
\rho_{0,\mu} = \langle \mu | \hat{\rho}_0 | \mu \rangle = \frac{1}{Z_0} \langle \mu | e^{-\beta \hat{H}_0} | \mu \rangle
$$

(32)

with the partition function $Z_0 = \text{Tr}(e^{-\beta \hat{H}_0})$. The first term in the r.h.s. of Eq. (27) is

$$
\mathcal{J}_0(x; \omega) = \begin{pmatrix}
\langle \hat{j}(x; \omega) \rangle_0 \\
\langle c (\hat{\rho}(x))_0 - \rho_0(x) \rangle
\end{pmatrix} = \begin{pmatrix}
-\frac{\hbar}{m} \rho_0(x) A(x; \omega) \\
0
\end{pmatrix},
$$

(33)
at equilibrium. The elements of susceptibility in Eq. (28) are related to each other and satisfy the continuous relation
\[ \nabla_x \cdot \langle \hat{j}(x) \rangle = i \omega \langle \hat{\rho}(x) \rangle = 0, \]
where
\[ \nabla_x \cdot \hat{\chi}_{jj}(x, x'; \omega) = i(\omega/c)\chi^j_{\rho j}(x, x'; \omega), \] (34)
\[ \nabla_x \cdot \hat{\chi}_{j\rho}(x, x'; \omega) = i(\omega/c)\chi^\rho_{\rho j}(x, x'; \omega). \] (35)

In the linear response, the \( A \)-dependence of the susceptibility \( \chi(x, x'; \omega) \) cannot be discussed. To evaluate the effect of the \( A(x, t) \) term in Eq. (28), the higher-order terms must be considered.

**IV. MAXWELL’S EQUATIONS FOR COULOMB GAUGE**

Taking the Coulomb gauge, the vector and scalar potentials describe only the T and L components, respectively. For the Maxwell’s equations, we consider the potentials \( \mathcal{A}(x, t) \) induced by the densities \( j(x, t) \) via the Green’s function.

The Maxwell’s equations for the potentials, \( \phi(x, t) \) and \( A(x, t) \), are expressed as
\[ \nabla^2 A(x, t) - \frac{1}{c^2} \frac{\partial^2 A(x, t)}{\partial t^2} - \frac{1}{c^2} \frac{\partial}{\partial t} \nabla \phi(x, t) = -\mu_0 j(x, t), \] (36)
\[ \nabla^2 \phi(x, t) = -\frac{\rho(x, t)}{\varepsilon_0}. \] (37)

Note that the L component of the field is relevant only to \( \rho(x, t) \), whereas \( j(x, t) \) generates both of the L and T components. Another description may also be considered (see Appendix B). Equations (36) and (37) are unified in the four-vector representation
\[ \left( \begin{array}{c} \nabla^2 - \frac{\partial^2}{\partial (ct)^2} \frac{\partial}{\partial (ct)} \nabla \phi(x, t) = -\mu_0 j(x, t), \\ 0 \end{array} \right), \] (38)
with the statistical average of the densities, \( \mathcal{J}(x, t) = \langle \hat{\mathcal{J}}(x) \rangle(t) \). For the Fourier component, \( O(x, t) = O(x; \omega)e^{-i\omega t} \) \((O = \mathcal{A}, \mathcal{J})\), the Maxwell’s equation is written as
\[ \mathcal{D}(x; \omega) \mathcal{A}(x; \omega) = -\mu_0 \mathcal{J}(x; \omega), \] (39)
with the \( 4 \times 4 \) differential matrix
\[ \mathcal{D}(x; \omega) = \begin{pmatrix} \nabla^2 + \frac{\omega^2}{c^2} & -i\frac{\omega}{c} \nabla \\ 0 & -\nabla^2 \end{pmatrix}. \] (40)
From Eqs. (27) and (39), we can construct a self-consistent relation between $\mathcal{J}$ and $\mathcal{A}$. For the self-consistent equation, let us obtain the formal solution of the Maxwell’s equation (39) using the Green’s function

$$\mathcal{A}(x; \omega) = \mathcal{A}_0(x; \omega) - \mu_0 \int dx' \tilde{G}(x, x'; \omega) \mathcal{J}(x'; \omega).$$

(41)

The first term in Eq. (41) corresponds to an “incident” field satisfying

$$\tilde{D}(x; \omega) \mathcal{A}_0(x; \omega) = 0.$$

(42)

The Green’s function is given as

$$\tilde{G}(x, x'; \omega) = -\frac{1}{4\pi} \left( \begin{array}{cc} \frac{x^2}{|x-x'|^3} & \frac{i \omega}{4\pi c} \int dx'' \frac{x''}{|x-x''|^3} \frac{x''}{|x-x''|} \\ 0 & -\frac{1}{|x-x'|} \end{array} \right).$$

(43)

A detailed derivation of $\tilde{G}$ in Eq. (43) is presented in Appendix C. This Green’s function provides a scheme for field (potential) generation due to the electronic excitations (current and charge densities).

V. SELF-CONSISTENT EQUATION

In previous sections, we derived the constitutive equation (27) with the nonlocal susceptibility (28) and the solution of the Maxwell’s equations (41) with Green’s function (43) in a four-vector representation. These expressions form a self-consistent relation.

A. $x$-space representation

Let us first formulate the self-consistent equation in terms of $\mathcal{A}(x; \omega)$ and $\mathcal{J}(x; \omega)$. Substitution of the constitutive equation into the solution of Maxwell’s equation yields the self-consistent equation for the four-vector potential $\mathcal{A}(x; \omega)$,

$$\mathcal{A}(x; \omega) = \mathcal{A}_0(x; \omega) - \mu_0 \int dx' \tilde{G}(x, x'; \omega) \mathcal{J}(x'; \omega)$$

$$-\mu_0 \int dx' \int dx'' \tilde{G}(x, x'; \omega) \mathcal{X}(x', x''; \omega) \mathcal{A}(x''; \omega).$$

(44)
By applying the separable integral kernel \( \delta(\mathbf{x} - \mathbf{x}') = \sum_m \varphi_m^*(\mathbf{x}) \varphi_m(\mathbf{x}') \) for the vector potential term (33) in the current, we expand the delta function as

\[
(-\mu_0)J_0(\mathbf{x}; \omega) = \frac{\mu_0 e^2 n_0}{m^*} \int_V d\mathbf{x}' \delta(\mathbf{x} - \mathbf{x}') \begin{pmatrix} \mathbb{I} \\ 0 \end{pmatrix} \mathcal{A}(\mathbf{x}'; \omega)
\]

\[
= \left( \frac{\omega_p}{c} \right)^2 \sum_m \sum_{a=x,y,z} \int_V d\mathbf{x}' \left( \varphi_m^*(\mathbf{x}) e_a \right) (\varphi_m(\mathbf{x}') e_a) \mathcal{A}(\mathbf{x}'; \omega).
\]  

(45)

Here, \( n_0 = \rho_0/e \) is the electron density and \( \omega_p = \sqrt{e^2 n_0/(\varepsilon_0 m^*)} \) is the plasma frequency in bulk. \( e_a \) means a unit vector in the \( \alpha \) direction. The integral is applied only inside the nanostructure.

Since the nonlocal susceptibility \( \tilde{X}(\mathbf{x}', \mathbf{x}''; \omega) \) shown in Eq. (28) is a separable integral kernel, by multiplying Eq. (44) by \( (\mathcal{J}_e(x'))^\dagger \), \( (\mathcal{J}_{\mu'}(x'))^\dagger \), and \( (\varphi_m(x) e_{\beta})^\dagger \) from the left and integrating with respect to \( x \), we formulate the matrix form of the self-consistent equation as

\[
\begin{pmatrix} \Xi(\omega) \\ \Xi' (\omega) \end{pmatrix} = \begin{pmatrix} Y^{(0,-)}(\omega) \\ Y^{(0,+)}(\omega) \end{pmatrix}
\]

with

\[
\Xi(\omega) = \begin{pmatrix} \hbar \tilde{\Omega} - (\hbar \omega + i \gamma) \mathbb{I} \\ \hbar \tilde{\Omega} + (\hbar \omega + i \gamma) \mathbb{I} \end{pmatrix} + \begin{pmatrix} \tilde{K}'(\omega) & \tilde{L}'(\omega) \\ \tilde{M}'(\omega) & \tilde{N}'(\omega) \end{pmatrix}.
\]  

(47)

The vectors

\[
\begin{pmatrix} Y^{(0,-)}(\omega) \\ Y^{(0,+)}(\omega) \end{pmatrix} = \begin{pmatrix} Y^{(0,-)}(\omega) \\ Y^{(0,+)}(\omega) \end{pmatrix} + \begin{pmatrix} \tilde{U}(\omega) \frac{1}{1 - \tilde{R}(\omega)} Y^{(A)}(\omega) \\ \tilde{V}(\omega) \frac{1}{1 - \tilde{R}(\omega)} Y^{(A)}(\omega) \end{pmatrix},
\]

(48)

correspond to an incident field. The detail derivation and formulation are described in Appendix D. \( \tilde{\Omega} = \text{diag}(\tilde{\Omega}_0, \tilde{\Omega}_1, \cdots, \tilde{\Omega}_\nu) \) is a diagonal matrix with \( \tilde{\Omega}_\mu = \text{diag}(\omega_{0\mu}, \omega_{1\mu}, \omega_{2\mu}, \cdots, \omega_{N\mu}) \) for the excitation energy \( \hbar \omega_{\nu\mu} = \varepsilon_\nu - \varepsilon_\mu + i \gamma \). \( \gamma \) is an infinitesimal value for the causality. The matrices

\[
\begin{align*}
\tilde{K}'(\omega) &= \tilde{K}(\omega) + \tilde{U}(\omega) \frac{1}{1 - \tilde{R}(\omega)} S(\omega), \\
\tilde{L}'(\omega) &= \tilde{L}(\omega) + \tilde{U}(\omega) \frac{1}{1 - \tilde{R}(\omega)} T(\omega), \\
\tilde{M}'(\omega) &= \tilde{M}(\omega) + \tilde{V}(\omega) \frac{1}{1 - \tilde{R}(\omega)} S(\omega), \\
\tilde{N}'(\omega) &= \tilde{N}(\omega) + \tilde{V}(\omega) \frac{1}{1 - \tilde{R}(\omega)} T(\omega).
\end{align*}
\]  

(49) (50) (51) (52)
describe the radiative correction or the correlation between the excited charge and current densities by the longitudinal and transverse fields. Their matrix and vector components are defined as

\[
K_{\nu',\mu',\nu}(\omega) = \mu_0 \rho_{0,\mu} \int dx \int dx' \left( F_{\nu',\mu}(x) \right)^* \tilde{G}(x, x'; \omega) F_{\mu \nu}(x'),
\]

\[
L_{\nu',\mu',\nu}(\omega) = \mu_0 \rho_{0,\mu} \int dx \int dx' \left( F_{\nu',\mu}(x) \right)^* \tilde{G}(x, x'; \omega) F_{\mu \nu}(x'),
\]

\[
M_{\mu',\nu',\nu}(\omega) = \mu_0 \rho_{0,\mu} \int dx \int dx' \left( F_{\mu',\nu}(x) \right)^* \tilde{G}(x, x'; \omega) F_{\mu \nu}(x'),
\]

\[
N_{\mu',\nu',\nu}(\omega) = \mu_0 \rho_{0,\mu} \int dx \int dx' \left( F_{\mu',\nu}(x) \right)^* \tilde{G}(x, x'; \omega) F_{\mu \nu}(x'),
\]

\[
R_{\mu',\nu',\nu}(\omega) = \left( \frac{\omega_p}{c} \right)^2 \int dx \int dx' \left( \varphi_{\mu}(x) \gamma_{\nu} \right)^* \tilde{G}(x, x'; \omega) \left( \varphi_{\nu}(x') \gamma_{\mu} \right),
\]

\[
U_{\nu',\mu',\nu}(\omega) = \left( \frac{\omega_p}{c} \right)^2 \int dx \int dx' \left( \varphi_{\nu}(x) \gamma_{\mu} \right)^* \tilde{G}(x, x'; \omega) \left( \varphi_{\mu}(x') \gamma_{\nu} \right),
\]

\[
V_{\mu',\nu',\nu}(\omega) = \left( \frac{\omega_p}{c} \right)^2 \int dx \int dx' \left( \varphi_{\mu}(x) \gamma_{\nu} \right)^* \tilde{G}(x, x'; \omega) \left( \varphi_{\nu}(x') \gamma_{\mu} \right),
\]

\[
S_{\mu',\nu',\nu}(\omega) = \mu_0 \rho_{0,\mu} \int dx \int dx' \left( \varphi_{\mu}(x) \gamma_{\nu} \right)^* \tilde{G}(x, x'; \omega) F_{\mu \nu}(x'),
\]

\[
T_{\mu',\nu',\nu}(\omega) = \mu_0 \rho_{0,\mu} \int dx \int dx' \left( \varphi_{\nu}(x) \gamma_{\mu} \right)^* \tilde{G}(x, x'; \omega) F_{\mu \nu}(x'),
\]

and

\[
X_{\nu\nu}^{(\pm)}(\omega) = \frac{1}{\hbar \omega_{\nu \nu} - \hbar \omega \mp i \gamma} \int dx \left( \mathcal{F}_{\nu \nu}(x) \right)^* \mathcal{A}(x; \omega),
\]

\[
X_{\mu\nu}^{(\pm)}(\omega) = \frac{1}{\hbar \omega_{\nu \nu} + \hbar \omega \mp i \gamma} \int dx \left( \mathcal{F}_{\mu \nu}(x) \right)^* \mathcal{A}(x; \omega),
\]

\[
X_{\mu \nu}^{(A)}(\omega) = \int dx \left( \varphi_{\mu}(x) \gamma_{\nu} \right)^* \mathcal{A}(x; \omega),
\]

\[
Y_{\nu',\mu'}^{(A)}(\omega) = \int dx \left( \mathcal{F}_{\nu',\mu'}(x) \right)^* \mathcal{A}(x; \omega),
\]

\[
Y_{\nu',\mu'}^{(0)}(\omega) = \int dx \left( \mathcal{F}_{\nu',\mu'}(x) \right)^* \mathcal{A}_0(x; \omega),
\]

The matrix \( \mathcal{E}(\omega) \) describes coupling between the electron–hole excitations mediated by both longitudinal and transverse electromagnetic fields, which forms the collective excitation. The individual electron–hole excitations are followed by \( \tilde{\Omega} \), whereas the field-mediated coupling, namely the collective excitation, is in \( \tilde{K}'(\omega), \tilde{L}'(\omega), \tilde{M}'(\omega) \), and \( \tilde{N}'(\omega) \). Due to coupling, the eigenvalues of \( \mathcal{E}(\omega) \) become complex and provide zero points in the complex \( \omega = \omega_r + i \omega_i \) plane. Its real components provide the excitation spectrum, and the imaginary components means the radiative width.
The vectors $X^{(r)}(\omega)$ and $Y^{(r,\mp)}(\omega)$ in Eq. (46) mean the coefficients of induced four-vector current and incident four-vector field, respectively. Therefore, the matrix $\Xi(\omega)$ exhibits the electronic properties of nanostructures, whereas the vector $X^{(r)}(\omega)$ provides the output charge and current densities.

At zero temperature, i.e., $T = 0$, $\rho_{0,\mu} = \delta_{0,\mu}$ in $f_{\nu\mu}$ and $h_{\nu\mu}$ defined in Eqs. (30) and (31), respectively. Then, the energy differences $\hbar \omega_{\nu 0}$ in the denominators of $X_{\nu 0}^{(-)}$ and $X_{0\nu}^{(+)}$ are positive. For the matrix form of the self-consistent equation (46), only $\mathcal{J}_{\nu 0}$ and $\mathcal{J}_{0\nu}$ should be considered. Therefore, the matrix elements are reduced for $K_{\nu 0,0\nu}$, $L_{\nu 0,0\nu}$, $M_{0\nu,\nu 0}$, and $N_{0\nu,0\nu}$.

The matrix form of the self-consistent equation (46) has an important advantage. The matrix $\Xi(\omega)$ with the matrices $\tilde{K}$, $\tilde{L}$, $\tilde{M}$, and $\tilde{N}$ consisting of $\tilde{G}$ and $\langle \nu | \mathcal{J} | \mu \rangle$ gives the eigenmodes of the system coupled with the radiative field. The L and T fields are in $\tilde{G}$ and the properties of the nonlocal response are given by $| \mu \rangle$. From the real and imaginary components of the eigenvalues of $\Xi(\omega)$, the properties of the collective and individual excitations are evaluated. Then, the current and charge densities are discussed in terms of the plasmons and SPEs.

**B. $k$-space representation**

For a metallic structure having some symmetry, the Fourier transformation of the fields and densities is useful for the evaluation. In that case, we consider the $k$-space representation for the self-consistent equation. The fields and densities in the $k$-representation are given as

$$
\tilde{O}(k; \omega) = \frac{1}{(2\pi)^{2\frac{3}{2}}} \int dx O(x; \omega) e^{-ik \cdot x}, \quad (O = \tilde{A}, \mathcal{J}).
$$

(67)

The Maxwell’s equations (39) and their solutions (41) are also transferred to the $k$-representation, with the latter being expressed as

$$
\tilde{A}(k; \omega) = \tilde{A}_0(k; \omega) - \mu_0 \tilde{G}_k(\omega)\tilde{J}(k; \omega).
$$

(68)

Here, the Green’s function is given as

$$
\tilde{G}_k(\omega) = \begin{pmatrix}
\frac{1}{k^2 - k^2 + \omega^2 c^2} & \frac{-\omega}{k^2 c} \\
0 & \frac{1}{k^2 c^2}
\end{pmatrix}.
$$

(69)
The solution of the Maxwell’s equations contains no integral.

Note that the incident term satisfies

\[
\left( -k^2 + \frac{\omega^2}{c^2} \right) \begin{pmatrix} \omega k \\ 0 \end{pmatrix} \tilde{A}_0(k; \omega) = 0.
\] (70)

The constitutive equation becomes

\[
\tilde{\mathcal{J}}(k; \omega) = \tilde{\mathcal{J}}_0(k; \omega) + \int dk' \tilde{X}_{k,k'}(\omega) \tilde{A}(k'; \omega),
\] (71)

with the nonlocal susceptibility

\[
\tilde{X}_{k,k'}(\omega) = \sum_{\mu,\nu} \left[ f_{\mu\nu} \tilde{\mathcal{J}}_{\mu\nu}(k) \left( \tilde{\mathcal{J}}_{\nu\mu}(-k') \right)^\dagger + h_{\nu\mu} \tilde{\mathcal{J}}_{\nu\mu}(k) \left( \tilde{\mathcal{J}}_{\mu\nu}(-k') \right)^\dagger \right].
\] (72)

Equations (68) and (71) form the self-consistent equation:

\[
\tilde{\mathcal{A}}(k; \omega) = \tilde{\mathcal{A}}_0(k; \omega) - \mu_0 \tilde{G}_k(\omega) \tilde{\mathcal{J}}_0(k; \omega) - \mu_0 \int dk' \tilde{G}_k(\omega) \tilde{X}_{k,k'}(\omega) \tilde{A}(k'; \omega).
\] (73)

The matrix form of the self-consistent equation in the \( k \)-representation is obtained in the same manner as that of the previous subsection. It is exactly identical with Eq. (46), see Appendix D. The matrix elements in the \( k \)-representation are, e.g., as

\[
\tilde{K}_{\nu'\mu',\nu\mu}(\omega) = \mu_0 \rho_{0,\mu} \int dk \left( \tilde{\mathcal{J}}_{\nu'\mu'}(-k) \right)^\dagger \tilde{G}_k(\omega) \tilde{\mathcal{J}}_{\nu\mu}(k),
\] (74)

\[
\tilde{X}_{\nu\mu}(\omega) = \frac{1}{\hbar \omega_{\nu\mu} - \hbar \omega - i\gamma} \int dk \left( \tilde{\mathcal{J}}_{\nu\mu}(-k) \right)^\dagger \tilde{A}(k; \omega).
\] (75)

The Fourier transformation demonstrates that these elements are equivalent to those of the \( x \)-representation, \( \tilde{K}_{\nu'\mu',\nu\mu}(\omega) = K_{\nu'\mu',\nu\mu}(\omega) \), \( \tilde{X}_{\nu\mu}(\omega) = X_{\nu\mu}(\omega) \), etc. Therefore, the matrix element evaluation can be performed in either the \( x \)- or \( k \)-representations depending on the case.

It is worth noting that, in \( \left( \tilde{\mathcal{J}}_{\nu'\mu'}(-k) \right)^\dagger \tilde{G}_k(\omega) \tilde{\mathcal{J}}_{\mu\nu}(k) \), a component between the induced charge densities,

\[
K_{0,\nu'\mu',\nu\mu} = \mu_0 \rho_{0,\mu} \int dk c \tilde{\rho}_{\nu'\mu'}(-k) \frac{1}{k^2} c \tilde{\rho}_{\mu\nu}(k),
\] (76)

describes the Coulomb interaction, which arises when an external field is applied. If the contribution of the current densities is negligible, the self-consistent equation (46) is reduced as

\[
\begin{bmatrix} \Xi_0(\omega) \\ X^{(0,-)}(\omega) \\ X^{(0,+)}(\omega) \end{bmatrix} = \begin{bmatrix} Y^{(0,-)}(\omega) \\ Y^{(0,+)}(\omega) \end{bmatrix}
\] (77)
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with

$$\tilde{\Xi}_0(\omega) = \begin{pmatrix} \hbar \Omega - (\hbar \omega + i \gamma) \hat{1} \\ \hbar \Omega + (\hbar \omega + i \gamma) \hat{1} \end{pmatrix} + \begin{pmatrix} \hat{K}_0 & \hat{K}_0 \\ \hat{K}_0 & \hat{K}_0 \end{pmatrix}.$$ (78)

The eigenvalues of the matrix $\tilde{\Xi}_0(\omega)$ generate the spectrum of the individual (electron-hole) excitation and the collective (plasmon) excitation. It follows

$$\det \left\{ \hbar^2 \Omega^2 - (\hbar \omega + i \gamma)^2 + \hbar \hat{K}_0 \omega + \hbar \hat{K}_0 \right\} = 0.$$ (79)

A rough estimate of the spectrum is

$$1 \sim \frac{\hbar \omega_{\nu \mu}}{(\hbar \omega + i \gamma)^2 - (\hbar \omega_{\nu \mu})^2}.$$ (80)

Hence, we find the spectrum at $\omega \sim \omega_{\nu \mu}$ for the electron-hole excitation and $\omega \gg \omega_{\nu \mu}$ for the plasmon excitation. In a free electron model for the basis $|\mu\rangle$ of $\hat{H}_0$, the plasmon spectrum should correspond to that in the RPA.

In addition to the $\tilde{\rho}_{\nu \mu'} [\tilde{g}_k]_{\nu \mu} \tilde{\rho}_{\mu \nu}$ term, $\tilde{K}_{\nu \mu', \mu \nu}$ and the other matrix components have $\tilde{j}_{\nu \mu'} [\tilde{g}_k]_{\nu \mu} \tilde{j}_{\mu \nu}$ and $\tilde{j}_{\nu \mu'} [\tilde{g}_k]_{\nu \mu} \tilde{j}_{\mu \nu}$ terms, which have been neglected in many previous studies. However, the modifications of the eigenstates and spectrum of the electronic system due to the coupled radiative field are given by these components, as noted in the previous subsection. The nanostructure shape determines the spectrum shift via the $|\mu\rangle$ in $\tilde{\rho}_{\nu \mu}$ and $\tilde{j}_{\mu \nu}$. Therefore, analysis and exploration of an enhancement condition based on $\tilde{K}$, $\tilde{L}$, $\tilde{M}$, and $\tilde{N}$, with $\tilde{\rho}_{\nu \mu'} [\tilde{g}_k]_{\nu \mu} \tilde{\rho}_{\mu \nu}$, $\tilde{j}_{\nu \mu'} [\tilde{g}_k]_{\nu \mu} \tilde{j}_{\mu \nu}$, and $\tilde{j}_{\nu \mu'} [\tilde{g}_k]_{\nu \mu} \tilde{j}_{\mu \nu}$ are important.

VI. APPLICATION EXAMPLE: RECTANGULAR NANOROD

To verify the formulation of self-consistent matrix equation (46) with Eq. (47) and the feasibility of calculation, we apply the formulation to a single rectangular nanorod.
A. Radiative correction matrix for rectangular nanorod

Electron and hole wavefunctions in a rectangular nanorod are given as

\[
\psi_{(\epsilon\mu)=\left(n_{x},n_{y},n_{z}\right)}(x) = \sqrt{\frac{2}{L_{x}}} \sin \left(\frac{n_{x}\pi}{L_{x}}x\right) \sqrt{\frac{2}{L_{y}}} \sin \left(\frac{n_{y}\pi}{L_{y}}y\right) \sqrt{\frac{2}{L_{z}}} \sin \left(\frac{n_{z}\pi}{L_{z}}z\right),
\]

(81)

\[
\psi_{(\epsilon\bar{\mu})=\left(n_{x},n_{y},n_{z}\right)}(x) = \sqrt{\frac{2}{L_{x}}} \sin \left(\frac{\tilde{n}_{x}\pi}{L_{x}}x\right) \sqrt{\frac{2}{L_{y}}} \sin \left(\frac{\tilde{n}_{y}\pi}{L_{y}}y\right) \sqrt{\frac{2}{L_{z}}} \sin \left(\frac{\tilde{n}_{z}\pi}{L_{z}}z\right)
\]

(82)

with \(L_x\), \(L_y\), and \(L_z\) being the length of nanorod in the \(x\), \(y\), and \(z\) directions, respectively. This section aims to verify calculation feasibility. We suppose the basis \(|\mu = (\epsilon\mu, \hbar\bar{\mu})\rangle\) for the Hamiltonian \(\hat{H}_0\) are given by Eqs. (81) and (82). Note that the electron and hole energies are \(\varepsilon_{\epsilon\mu} > \varepsilon_F\) and \(\varepsilon_{\epsilon\bar{\mu}} \leq \varepsilon_F\), respectively. The excited charge and current densities at zero temperature are evaluated by the wavefunctions as

\[
\langle 0|\hat{\rho}(x)|\mu\rangle = \rho_{0\mu}(x) = e\psi_{(\epsilon\bar{\mu})}(x)\psi_{(\epsilon\mu)}(x),
\]

(83)

\[
\langle 0|\hat{j}(x)|\mu\rangle = \int d\mathbf{k} \left[\hat{j}_{\mu0}(-\mathbf{k})\right]^\dagger \left(\frac{1}{k^2 + (n_{bg}\omega/c)^2}\right) \hat{j}_{0\mu}(k)
\]

\[
= A_{\mu'\mu}^{(2)} + A_{\mu'\mu}^{(1)} + A_{\mu'\mu}^{(0)}
\]

(85)

\[
\tilde{\hat{L}}_{\mu'0,\mu0} = -A_{\mu'\mu}^{(2)} + A_{\mu'\mu}^{(1)} + A_{\mu'\mu}^{(0)},
\]

(86)

\[
\tilde{\hat{N}}_{\mu'0,\mu0} = -A_{\mu'\mu}^{(2)} - A_{\mu'\mu}^{(1)} + A_{\mu'\mu}^{(0)}
\]

(87)

\[
\tilde{\hat{\tilde{N}}}_{\mu'0,\mu0} = A_{\mu'\mu}^{(2)} - A_{\mu'\mu}^{(1)} + A_{\mu'\mu}^{(0)}
\]

(88)

Here, \(n_{bg}\omega/c\) means the wavenumber of light in the nanostructure and environment with the refractive index \(n_{bg}\), for which the background dielectric constant \(\varepsilon_{bg}\) is introduced phenomenologically, \(n_{bg} = \sqrt{\varepsilon_{bg}/\varepsilon_0}\). The light velocity \(c\) in the Maxwell’s equations (36) and (37) [or Eqs. (38) with
the four-vector definition in Eqs. (24) and (25)] is replaced by \(c/n_{bg}\). The back ground refractive index \(n_{bg}\) modulates the wavenumber of light, which enlarges the current–current interaction \(A_{m', \mu}^{(2)}\) and the current–charge interaction \(A_{m', \mu}^{(1)}\) and reduces effectively the charge–charge interaction \(A_{m', \mu}^{(0)}\) by the screening effect.

For the separable integral kernel in the elements of matrices \(\hat{S}, \hat{T}, \hat{U}, \hat{V}, \) and \(\hat{R}\), we use

\[
\varphi_m(x) = \sqrt{\frac{2}{L_x}} \sin \left( \frac{m_x \pi}{L_x} x \right) \sqrt{\frac{2}{L_y}} \sin \left( \frac{m_y \pi}{L_y} y \right) \sqrt{\frac{2}{L_z}} \sin \left( \frac{m_z \pi}{L_z} z \right)
\]

(89)

with \(m = (m_x, m_y, m_z)\). Its Fourier transferred function satisfies \(\sum_m \tilde{\varphi}_m^*(k) \tilde{\varphi}_m(-k') = \delta(k - k')\). Then, the matrix elements are

\[
\hat{S}_{m' \beta, 0 \mu} = \mu_0 \int d\mathbf{k} \tilde{\varphi}_{m'}(-\mathbf{k}) \left( -\mathbf{k}^2 + (n_{bg} \omega/c)^2 \right)^{\delta(\beta)} \tilde{\varphi}_m(\mathbf{k})
\]

\[+ \mu_0 \int d\mathbf{k} \tilde{\varphi}_{m'}(-\mathbf{k}) \left( -\mathbf{k}^2 + (n_{bg} \omega/c)^2 \right)^{\delta(\beta)} \tilde{\varphi}_m(\mathbf{k}) \]

(90)

\[
\hat{T}_{m' \beta, 0 0} = -B_{m' \beta \mu}^{(2)} + B_{m' \beta \mu}^{(1)},
\]

(91)

\[
\hat{U}_{\mu' 0, m 0} = \left( \frac{\omega'}{c/n_{bg}} \right)^2 \int d\mathbf{k} \tilde{\varphi}_{m'}(-\mathbf{k}) \left( -\mathbf{k}^2 + (n_{bg} \omega/c)^2 \right)^{\delta(\beta)} \tilde{\varphi}_m(\mathbf{k})
\]

\[= \frac{1}{\mu_0} \left( \frac{\omega'}{c/n_{bg}} \right)^2 B_{m' \mu \alpha}^{(2)},
\]

(92)

\[
\hat{V}_{0 \mu', m 0} = \frac{1}{\mu_0} \left( \frac{\omega'}{c/n_{bg}} \right)^2 B_{m' \mu \alpha}^{(2)},
\]

(93)

\[
\hat{R}_{m' \beta, m 0} = \left( \frac{\omega'}{c/n_{bg}} \right)^2 \int d\mathbf{k} \tilde{\varphi}_{m'}(-\mathbf{k}) \left( -\mathbf{k}^2 + (n_{bg} \omega/c)^2 \right)^{\delta(\beta)} \tilde{\varphi}_m(\mathbf{k}) \delta_{\alpha \beta}
\]

\[= C_{m' \mu} \delta_{\alpha \beta}.
\]

(94)

Note that \(\omega' = \omega_p/n_{bg}\) is the (bulk) plasma frequency in a material with the refractive index \(n_{bg}\). The detail expression for \(A_{m', \mu}^{(0,1,2)}, B_{m' \alpha, \mu}^{(1,2)},\) and \(C_{m' \mu}\) are summarized in Appendix E.

**B. Excitation spectrum**

The matrix \(\hat{\Xi}(\omega)\) of the self-consistent formulation in Eq. (47) describes the spectrum for both the individual-like electron–hole excitations and the field-mediated collective-like excitation. Then, we demonstrate the eigenvalues and determinant of the matrix \(\hat{\Xi}(\omega)\) for the nanorod
as functions of the real component of frequency, $\omega = \omega_r + i\omega_i$. By modulating the field-mediated couplings to reduce the T field contribution as shown in the following numerical demonstrations, we find that the T field contributes significantly to form the collective-like excitation and enlarges the radiative width related to the energy transfer between the excitations.

We consider $L_x = 10$ nm, $L_y = 15$ nm, and $L_z = 200$ nm rectangular nanorod. The Fermi energy of conduction electron is set at $\varepsilon_F = 0.5$ eV. The effective mass is $m^* = 0.02m_e$ with $m_e$ being the electron mass in vacuum. Such an effective mass is obtained for InSb. The background refractive index is taken as $n_{bg} = 5$. For a typical size scale $L_0 = 100$ nm, an order of the confinement energy is $E_0 = \hbar^2\pi^2/(2m^*L_0^2) \approx 1.88$ meV. Then, the electron–hole excitation energy is $\hbar\omega_{p0} = E_0\left((n_x^2 + n_y^2 + n_z^2) - (\bar{n}_x^2 + \bar{n}_y^2 + \bar{n}_z^2)\right)$ with $\mu = (e\mu, \hbar\mu) = ([n_x, n_y, n_z], [\bar{n}_x, \bar{n}_y, \bar{n}_z])$ satisfying $E_0(\bar{n}_x^2 + \bar{n}_y^2 + \bar{n}_z^2) \leq \varepsilon_F < E_0(n_x^2 + n_y^2 + n_z^2)$. We set $\gamma = 0.1 \times E_0$ as an infinitesimal value. In bulk, the electron density is evaluated as $n_0 = (2m^*\varepsilon_F/\hbar^2)^{3/2}/(3\pi^2)$. Then, the bulk plasma frequency for above parameters is $\hbar\omega'_p = \hbar\sqrt{e^2n_0/(\varepsilon_{bg}m^*)} \approx 0.112$ eV.

We focus on the excitation with $n_x = \bar{n}_x$, $n_y = \bar{n}_y$, and $n_z = \bar{n}_z + 1$ to consider the individual-like and collective-like excitation spectrum at a small wavenumber $|q| = |k_{q\mu} - k_{\mu0}| = \pi/L_z$. Because of stronger confinements in the $x$- and $y$-directions than that in the $z$-direction, a subband structure characterized by index $n_{x,y}$ is formed; hence, our consideration corresponds to only the intra-subband excitation. The excitation spectrum should be evaluated from the zero points of the eigenvalues of $\Xi(\omega)$ in the complex plane of $\omega = \omega_r + i\omega_i$. In this demonstration, however, we fix the imaginary part of frequency at $\hbar\omega_i = 0.002$ eV for the visibility and discuss the eigenvalues and determinant of $\Xi(\omega)$ when $\omega_r$ is swept. First, we consider the determinant when the T field contribution is reduced from the matrix $\Xi(\omega)$ to see clearly the individual-like and collective-like excitations since the T field generally causes the radiative correction and enlarges the imaginary components of the eigenvalues. Then, we introduce a parameter $\zeta$ to tune the T component in the Green’s function $\tilde{G}_k(\omega)$, i.e., we set $\tilde{K}_{\mu'0,0\mu} = \zeta^2A_{\mu'\mu}^{(2)} + \zeta A_{\mu'\mu}^{(1)} + A_{\mu'\mu}^{(0)}$, where the order of $\zeta$ corresponds to that of current density in the matrix $\Xi(\omega)$. Namely, $\zeta = 1$ and 0 signify a fully consideration and only the Coulomb interaction, respectively. Figure 1(a) represents $\log|\det(\Xi(\omega))|$ when $\zeta = 0$. The energy levels of the electron–hole excitations at $|q| = \pi/L_z$ are distributed in $\hbar\omega_{p0} < 0.22$ eV. The eigenvalues of $\Xi(\omega)$ indicates zero points at $\omega_r \approx \omega_{p0}$, which suppresses strongly the determinant and shows jagged behavior at $\hbar\omega_r < 0.22$ eV in Fig. 1(a).
FIG. 1. (a) Numerical results of det $\left(\bar{\Xi}(\omega)\right)$ as a function of $\omega_r$ with $\omega = \omega_r + i\omega_i$ when the T field contribution is reduced ($\zeta = 0$). A parameter $\zeta$ tunes the T components of the Green’s function $\bar{G}_k$. $\zeta = 1(0)$ corresponds to a full (no transverse field) calculation. The energy dimension of $\bar{\Xi}(\omega)$ is normalized. The imaginary part of frequency is introduced to prevent mathematical divergence and set at $\hbar\omega_i = 0.002$ eV. (b) Modified plot of $\log |\det(\bar{\Xi}(\omega))|$ in (a) to see clearly the collective excitation. The determinant is subtracted by a harmonic function $f(x) \approx -6580.9077x^2 + 5034.8828x - 1256.5965$ with $x = \hbar\omega/(1$ eV), which is deduced from the values at $x = 0.95, 1.05, \text{and} 1.15$. Lines indicate $\log |\det(\bar{\Xi}(\omega))|$ from $\zeta = 1$ to 0 by 0.1. (c) Color plot of modified $\log |\det(\bar{\Xi}(\omega))|$ in (b). A line indicates the position of $\omega_r$ satisfying a real part of the eigenvalues of $\bar{\Xi}(\omega)$ being zero, $\text{Re} \left[\xi_j(\omega)\right] = 0$.

calculation, the imaginary frequency and the field-mediated couplings broaden the determinant dips. Hence, it is difficult to find respective dip structures due to the respective electron–hole excitations.

Above the level distribution, the determinant increases monotonically with $\omega_r$, where the signature of a dip structure due to the collective excitation is difficult to be found from the determinant
in this scale. Then, we modulate the plot to see a signature of the collective-like excitation clearly by subtracting a harmonic smooth function deduced from the plot in Fig. 1(a). Figures 1(b) and (c) exhibit the modulated plot of \( \log |\det (\tilde{\Xi}(\omega))| \), which shows a shift of dip structure when the tuning parameter is tuned from \( \zeta = 0 \) to 1. By tuning \( \zeta \), we can discuss a contribution of the T field to the construction of collective-like excitation. Note that in our formulation, the existence of collective (plasmon) mode is not supposed in the Hamiltonian in an empirical way. If the plasmon mode was assumed as an empirical model, the radiative T field would simply contribute to the radiative shift of the assumed plasmon energy. On the contrary, in our result, the collective(-like) mode appears in the deductive process from a cooperation of the electron–hole excitations via both L and T fields. Then, the obtained shift of collective-like excitation spectrum in Fig. 1(b) contains not only the radiative shift but also contributions by an additional mechanism to form the collective mode by the L and T fields. If only the Coulomb interaction is considered (\( \zeta = 0 \)), the modulated plot shows the dip structure due to the collective-like excitation at \( \hbar \omega_r \approx 0.284 \text{ eV} \) although its depth is much smaller than the determinant in Fig. 1(a). Note that generally the plasmon excitation energy in the nanostructure is largely blue-shifted from \( \omega_p \) in bulk. When \( \zeta = 0 \), the dip width is attributed to the imaginary part of the frequency. If \( \omega_i \) is reduced, the dip structure becomes sharp and shows divergence at \( \omega_i = 0 \) (not shown).

With a tuning of \( \zeta \), in addition to the slight shift of dip position, the depth decreases and the width broadens. It signifies that the T-field-mediated interaction between the excitations induces an energy dissipation. When \( \zeta = 1 \), however, the dip structure is not distinguished in Fig. 1(b); hence, the energy of collective-like excitation cannot be evaluated from the determinant. Then, the zero position of (real part of) the eigenvalue of \( \tilde{\Xi} \) corresponding to the collective-like excitation, \( \text{Re} \left[ (\tilde{\Xi}(\omega)) \right] = 0 \), is examined in Fig. 1(c). The position also shifts with \( \zeta \) from \( \hbar \omega_r \approx 0.284 \text{ eV} \) to \( \approx 0.260 \text{ eV} \). The collective-like excitation is well defined even at \( \zeta = 1 \) although the determinant does not indicate the distinct signature. The shift of collective-like excitation with the increase of \( \zeta \) is harmonic behavior. Thus, the current–current interaction \( A^{(2)}_{\mu',\mu} \) is dominant than the current–charge interaction \( A^{(1)}_{\mu',\mu} \). The contribution of the T component to the collective-like excitation is not negligible, especially for the hybridization and the energy transfer between the individual-like and collective-like excitations. A generation of the hot electron and hole should be described by the individual excitations. Thus, the hybridization by the T field would be an important ingredient.
VII. DISCUSSION

In the self-consistent formulation in Eq. (44) and its matrix form (46) with Eq. (47), the optical response of the nanostructures is described in terms of $\mathcal{F}_{\nu\mu}(x)$. The electron eigenstates $|\mu\rangle$ contribute to the optical response via $\mathcal{F}_{\nu\mu}(x)$ in the susceptibility. When one prepares the $|\mu\rangle$ of $\hat{H}_0$, including the Coulomb interaction at equilibrium, the nanostructure optical responses, e.g., the plasmon–polariton and SPE spectra, are obtained within a theoretical framework for the prepared eigenstates. The first-principles calculation for a nanostructure or a nanoscale cluster of atoms was developed$^{15,26,27,29,31,32,46,47}$, where the electronic states with the electron–electron interaction (the L component of the EM field) are evaluated precisely. In many previous studies, however, the T field was not self-consistently considered. In our formulation, both components of the EM fields are determined self-consistently on the mesoscopic scale. Further, if one employs the equilibrium states evaluated in the first-principles calculation in our formulation, the T fields generated by the electronic responses and the electron–electron interactions are taken into account$^{51}$. Hence, our approach provides an important and convenient framework for investigations of mesoscopic plasmonics and photonics.

The present formulation is based on the classical Maxwell’s equations for the incident and induced EM fields. As the induced L field describes part of the electron–electron interaction, the quantum Maxwell’s equations for the EM fields are required for the higher-order electron correlations. For the linear response framework discussed in this paper, however, the classical treatment of the fields is equivalent to the quantum treatment.

Let us emphasize the difference in the four-vector representation of Eq. (46) compared to the conventional nonlocal and self-consistent theory$^{43}$. In our formulation, both the vector and scalar potentials are fully considered. The Coulomb gauge separates the L and T components in $\mathcal{A} = (A, -\phi/c)$, which directly provides a picture of the L and T component mixing due to the nanostructure in the self-consistent relation in Eq. (46). For the densities $\mathcal{J} = (j, c\rho)$ in the constitutive equation (27), the current is induced not only by the T field, but also by the L field though $\hdot{H}' \sim -\dot{\mathcal{J}} \cdot \mathcal{A} - \dot{\rho} \phi$. The charge density is also attributed to both the L and T fields.
These characteristics are due to the off-diagonal elements in the $4 \times 4$ susceptibility $\tilde{\chi}$. In the Maxwell’s equations (41), the L field $\phi$ is generated by the charge only, whereas both the current and charge generate the T field $A$. This “cross generation” of LT components is essential physics for the nanostructure and is enlarged when the nanostructure enhances its $\chi_{j\rho}$ and $\chi_{\rho j}$ due to the nonlocality. The present formulation might provide a guideline for an enhancement of the plasmon resonance since the generation of the current and charge densities is related to the collective-like and individual-like excitations.

We have demonstrated a single nanorod as an example of the applications in Sec. VI B. For rectangular nanorods, the charge and current densities in the radiative correlation matrices are analytically obtained. Such analytical expressions present a clear understanding of the relation between the excitations and the induced densities. The matrix components were evaluated numerically, which exhibits the practicality of our formulation. The numerical results reveal the shift of collective-like excitation spectrum and enhanced radiative width due to the T field contribution. In our formulation and model, the collective-like excitation appears in the deductive process from the field-mediated interaction between the electron–hole excitations. Then, our results suggest a new mechanism for the collective(-like) excitation.

In the present demonstration, we consider the individual excitations with only small wavenumber $|q| = |k_{ey} - k_{hy}| = \pi/L_z$. This corresponds to the intra-subband excitation for strong confinement in the $x$- and $y$-directions. However, if the system is larger, or there are several interacting nanostructures in the $xy$-plane, the charge and current deviations might be important. In such situations, the inter-subband excitations becomes essential. Moreover, the T field contributes to the coherent coupling between the collective-like and individual-like excitations. In most previous studies that describe hot carrier generation caused by the plasmon excitation, the energy transfer is unidirectional\textsuperscript{22–26}. However, if the coherent coupling between the collective and individual excitations is large, a bidirectional energy transfer\textsuperscript{27,28} can be effective in the nanostructures. To discuss such coherent coupling mechanism, we will extend the model with large wavenumber for the individual excitations considering the energy closing with the collective-like excitation in our future study.

As a further discussion, based on our formulation, the optical responses of electrons are described in terms of the current and charge densities. This representation is useful for considering the responses to the L and T field components. In many previous studies, the optical properties
were discussed in terms of the plasmons and SPEs. In nanostructures featuring nonlocality, the plasmons and SPEs are coupled with each other. Hence, the relation between the densities \((j, c\rho)\) and the collective and individual excitations is complicated. The excitation energy spectrum is evaluated from the eigenvalues of \(\Xi(\omega)\) in Eq. (47) as the excitations correspond to the poles of the system with the radiative field. The densities \(J\) and induced fields \(A\) are described in terms of the excitations. This is an advantage over another existing treatment of the nonlocal effect\(^3\). Moreover, from the poles, coherent coupling between the plasmon (collective-like) excitation and the carrier generation due to the SPE can be investigated.

The coherent coupling of the collective-like and individual-like excitations in the nanostructures gives rise to a bidirectional energy transfer\(^{27,28}\). The plasmon and individual excitations form discrete and continuous spectra, respectively. Therefore, their coupling may demonstrate the Fano resonance as evidence of coherent coupling. In such a scenario, the self-consistency of the L and T total fields and the induced charge and current densities are important. In addition to the energy, the electron wavefunction in the nanostructures may significantly affect the coupling. Therefore, our microscopic-theory-based formulation reveals such light–nanostructure interaction and its enhancement. As a multi-dimensional integral is included in Eqs. (53)–(66), the presence of numerous electrons, even in submicro-scale metallic structures, would make a feasibility of numerical calculations difficult. The approach based on the first-principles calculation\(^{27,28}\) has more limited applications than the analytical approach based on our formulation. Note also that we can overcome this difficulty for several nanostructures, e.g., a 2D sheet (including graphene) and a rectangular rod.

The development based on our microscopic approach are not limited to several adaptable nanostructures, but can be applied to arbitrary nanostructures by considering appropriate approximations to restrict the bases. Our approach can also be applied to an array of two or more nanostructure units, in which the nonlocal effect is enlarged by the nanogap structure. The collective(-like) excitations in the respective nanostructures are coupled with each other by the T and L fields. Then, our formulation will contribute to reveal a coherent energy transfer between the nanostructures and its enhancement.
VIII. SUMMARY

To correctly describe the coherent coupling between the collective plasmon excitations and the individual single-particle excitations via a transverse electric field, which is an aspect that has been neglected in previous studies, we developed a self-consistent and microscopic nonlocal formulation for the light–matter interaction in plasmonic nanostructures. Our formulation is based on linear response theory with a nonlocal susceptibility and the classical Maxwell’s equations describing the transverse and longitudinal electromagnetic fields. The nonlocal susceptibility $\tilde{X}(x, x')$ is obtained from the interaction Hamiltonian and the eigenstates of the nanostructure. The Coulomb interaction is included not only in the non-perturbative Hamiltonian $\hat{H}_0$, but also in the longitudinal electric fields caused by the charge density related to the collective and individual excitations.

In the formulation, the longitudinal and transverse components of the fields and optically induced responses are described in terms of the four-vector potential $A(x, t)$ and density $J(x, t)$ with the Green’s function $\tilde{G}(x, x')$ in the four-vector space. The self-consistent equation is rewritten in matrix form with the incident and induced fields, $Y_{\mu\nu}^{(0,\pm)}$ and $X_{\mu\nu}^{(\pm)}$. From the poles of this formulated matrix $\tilde{\Xi}(\omega)$ for the radiative correction, the excitation spectrum can be examined. The developed formulation can be applied to various frameworks by utilizing the electronic states obtained according to those respective frameworks. We examine the excitation spectrum for a rectangular nanorod to demonstrate the numerical feasibility of our formulation. The solutions of formulated matrix $\tilde{\Xi}(\omega)$ provides the collective-like excitation spectrum, where the transverse-field-mediated interaction contributes non-negligibly to the coherent coupling between the individual-like and collective-like excitations.

Our formulation could be combined with real-time density functional theory based on the first-principles calculation, in which the electron–electron interaction is considered accurately. The four-vector formulation can describe the effects of transverse fields on the eigenstates given by the first-principles calculation at each step in a real-time simulation. In this treatment, the exchange correlation and quantum fluctuation can be partially considered via the excited states. Application of the present formulation to various types of metallic meso- and nanostructures will facilitate theoretical understanding of the interplay between the collective(-like) and individual(-like) excitations in nanoscale systems, which will aid the design of metallic systems to control photo-induced
hot carrier generation.
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Appendix A: Another treatment of Hamiltonian

In Sec. II, we separate the Hamiltonian into a static component including a part of the Coulomb interaction, \( \hat{H}_0 \), and a light-induced component, \( \hat{H}_{\text{ind}}' \). In this description, the Coulomb interaction is included in the non-perturbative and perturbative Hamiltonian. In this appendix, we consider another treatment for the Coulomb interaction and compare the two descriptions.

The total Hamiltonian \( \hat{H} \) subtracting a constant value \( U_0 = \int d\mathbf{x} \rho_0 \phi_{\text{ext}} \) can be read as following two descriptions,

\[
\hat{H} = (\hat{H}_0 + \hat{H}_{\text{p-p}}') + (\hat{H}_{\text{int}} + \hat{H}_{\text{ext}}) = \hat{H}'_0 + \hat{H}_{\text{int}}',
\]

\[
= \hat{H}_0 + (\hat{H}_{\text{int}} + \hat{H}_{\text{ext}} + \hat{H}'_{\text{p-p}}) = \hat{H}_0 + \hat{H}_{\text{ind}}'.
\]

Here, \( \hat{H}'_{\text{p-p}} = \hat{H}_{\text{p-p}} - U_0 \).

In the former description of Eq. (A1), the electron–electron interaction due to the L field caused by the light-induced charge density is fully included in the non-perturbative Hamiltonian, \( \hat{H}'_0 \equiv \hat{H}_0 + \hat{H}_{\text{p-p}}' \). The interaction with an external L field is in the perturbative one,

\[
\hat{H}_{\text{int}}' \equiv \hat{H}_{\text{int}} + \hat{H}_{\text{ext}} \\
= -\int dx \left[ \hat{j}(x,t) \cdot \mathbf{A}(x,t) - \hat{\rho}(x,t)\phi_{\text{ext}}(x,t) \right].
\]

Here, both the incident and induced T fields are coupled with the charge current density. Because the perturbative Hamiltonian is time-dependent via \( \hat{H}_{\text{p-p}} \) in Eq. (20), one must prepare a quite complex and time-dependent basis \( |\mu(t)\rangle \). Thus, the evaluation of susceptibility by the time-dependent basis becomes complicated. The induced Coulomb interaction contributes to the induced charge and current densities via the susceptibility. This approach is reasonable if the
self-consistent relation between the constitutive and Maxwell’s equations is not considered. However, for the self-consistent equation with this description, the constitutive equation includes $\hat{\phi}_{\text{mat}}$ and $\hat{\phi}_{\text{pol}}$, simultaneously, the interaction between the induced charges is also considered in the Maxwell’s equations. Then, a double count problem of the electron–electron interaction must also be handled. Therefore, because of the basis complexity and the double count problem, this approach is not useful to analyze the relation between the L and T components of the induced fields and densities.

For the latter description of Eq. (A2), however, the non-perturbative Hamiltonian $\hat{H}_0$ and its basis $|\mu\rangle$ are static. All induced effects by the light irradiation are included in the perturbative one,

$$ \hat{H}_{\text{ind}}' = -\int dx \left[ \hat{j}(x, t) \cdot A(x, t) - \delta \hat{\rho}(x, t) \left( \phi_{\text{ext}}(x, t) + \phi_{\text{pol}}(x, t) \right) \right]. \quad (A4) $$

Note that although $\hat{\phi}_{\text{pol}}$ is attributed to the Coulomb interaction between the internal charges of the matter, it arises only when the external fields are applied. Because of the electric neutrality of the matter, $\hat{\phi}_{\text{mat}}$ is not incorporated in the Maxwell’s equations. Therefore, no treatment of the double counting of the electron–electron interaction is required as the induced Coulomb interaction is irrelevant to the susceptibility in the constitutive equation and considered only in the Maxwell’s equations.

The above discussion and classification are summarized in TABLE I and Figure 1.

### Appendix B: L-T separation of Maxwell’s equations

In the main text, we formulated the self-consistent equation in terms of $\{(A, -\phi/c), (j, c\rho)\}$ with the Coulomb gauge. Let us consider another description in terms of $\{(A^{(T)}, -\phi^{(L)}/c), (j^{(T)}, j^{(L)})\}$. Here, to emphasize the separation of the L and T components in the fields and densities, we present...
FIG. 2. Schematic summary of two treatments of the Hamiltonian. In the upper case, the electronic state of non-perturbative Hamiltonian has induced polarized charges. The Coulomb interaction of the induced charges is included in both the constitutive and Maxwell’s equations. Then, one has to take care of the double count of Coulomb interaction. The lower case is our scheme, where the Coulomb interaction of the induced charges is taken into account only in the Maxwell’s equations. Therefore, one does not need to consider the double count.

The superscripts explicitly. Equation (36) can be expressed as

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) A^{(T)}(x, t) = -\mu_0 J^{(T)}(x, t), \]

(B1)

\[ -\frac{1}{c^2} \frac{\partial}{\partial t} \nabla \phi^{(L)}(x, t) = -\mu_0 j^{(L)}(x, t), \]

(B2)

where \( j(x, t) = j^{(T)}(x, t) + j^{(L)}(x, t) \). The scalar potential \( \phi^{(L)} \) generates the L component only. Equation (37) also describes the L only, where

\[ \nabla^2 \phi^{(L)}(x, t) = -\frac{\rho^{(L)}(x, t)}{\varepsilon_0}. \]

(B3)

Equations (B2) and (B3) satisfy the continuous relation for the L component,

\[ \nabla \cdot j^{(L)}(x, t) + \frac{\partial \rho^{(L)}(x, t)}{\partial t} = 0. \]

(B4)
Let us refer to the T component in the scalar potential as $\phi^{(T)}$. The T component should be $\nabla \cdot E = \nabla \cdot (-\nabla \phi^{(T)}) = 0$. Thus, it must have a linear dependence up to $\phi^{(T)}(x, t) \sim ax + b$. These terms cannot be induced from the internal charge density of the system. We incorporate the external scalar potential $\phi_{\text{ext}}(x, t)$ in the interaction Hamiltonian (23). The T component in the external field, however, is included in the vector potential. Therefore, the scalar potential induces the L component only, and we find $E^{(L)} = -\nabla \phi^{(L)}$ and $E^{(T)} = -\partial_t A^{(T)}$ for $E = E^{(L)} + E^{(T)}$.

Such L and T field separation has been also discussed by Cho\textsuperscript{52}, where the scalar potential is reduced from the Hamiltonian (or Lagrangian) and only the T components, $A^{(T)}$ and $j^{(T)}$, are included in the Maxwell’s equations. The L field, $E^{(L)}$, is treated as the external field only.

The representation of $(j^{(T)}, j^{(L)})$ is a modification of $(j, c\rho)$. It may be useful to separate the L and T components clearly in the source terms. Moreover, the Green’s function for Eqs. (B1) and (B2) is simpler than Eq. (43), as the off-diagonal components are absent. However, for this representation, the constitutive equation (27) [and the perturbative Hamiltonian (23)] should be rewritten in terms of $(j^{(T)}, j^{(L)})$. Then, the susceptibility $\bar{X}$ must be a $6 \times 4$ matrix, which is not desirable in terms of the mathematics.

**Appendix C: Derivation of Green’s function**

The Green’s function for the Maxwell’s equations is defined according to the differential operators in the equation, which corresponds to the matrix $\bar{D}(x; \omega)$ in Eq. (39). Therefore, the Green’s function $\bar{G}(x, x'; \omega)$ is the $4 \times 4$ matrix,

$$\bar{D}(x; \omega)\bar{G}(x, x'; \omega) = \bar{1}\delta(x - x').$$  \hspace{1cm} (C1)

Note that $\bar{D}(x; \omega)$ is defined as Eq. (40). The formal solution of the Maxwell’s equation is

$$\bar{A}(x; \omega) = \bar{A}_0(x; \omega) - \mu_0 \int dx' \bar{G}(x, x'; \omega)\bar{J}(x'; \omega).$$  \hspace{1cm} (C2)

The first term in Eq. (C2) satisfies

$$\bar{D}(x; \omega)\bar{A}_0(x; \omega) = 0.$$  \hspace{1cm} (C3)

To obtain an explicit form, $\bar{G}$ is divided into the following matrix elements:

$$\bar{G}(x, x'; \omega) = \begin{pmatrix}
\bar{g}_{AA}(x, x'; \omega) & \bar{g}_{A\phi}(x, x'; \omega) \\
\bar{g}_{A\phi}^T(x, x'; \omega) & \bar{g}_{\phi\phi}(x, x'; \omega)
\end{pmatrix},$$  \hspace{1cm} (C4)
where $\bar{g}_{AA}$ is a $3 \times 3$ matrix, $\bar{g}_{\phi\phi}$ is scalar, and the other elements are vectors.

We have a mathematical preparation. The solution of

$$\left( \nabla^2 + k^2 \right) g_k(x, x') = \delta(x - x') \quad (C5)$$

is given as

$$g_k(x, x') = -\frac{e^{ik|x-x'|}}{4\pi|x-x'|}. \quad (C6)$$

Here, we avoid constant and linear terms, $\alpha_0 + \alpha_1 \cdot x$, in Eq. (C6), because of the boundary condition $g(|x| \to \infty) = 0$.

The scalar potential component of the Green’s function satisfies

$$-\nabla^2 g_{\phi\phi}(x, x'; \omega) = \delta(x - x'), \quad (C7)$$

the solution of which is given by Eq. (C6) as follows:

$$g_{\phi\phi}(x, x'; \omega) = -g_0(x, x') = \frac{1}{4\pi|x - x'|}. \quad (C8)$$

Further, $g_{\phi\phi}$ gives another matrix element $g_{A\phi}$. From Eq. (C1),

$$\left( \nabla^2 + k^2 \right) g_{A\phi}(x, x' ; \omega) - ik \nabla g_{\phi\phi}(x, x'; \omega) = 0. \quad (C9)$$

Here, $k = \omega/c$. By substituting Eq. (C8),

$$\left( \nabla^2 + k^2 \right) g_{A\phi}(x, x' ; \omega) = ik \nabla g_{\phi\phi}(x, x'; \omega) = -\frac{ik}{4\pi} \frac{x - x'}{|x - x'|^3}. \quad (C10)$$

This is an inhomogeneous equation, which is related to Eq. (C5). The solution of $g_{A\phi}$ is also obtained using Eq. (C6), with

$$g_{A\phi}(x, x'; \omega) = g_k(x) + \int dx'' g_k(x, x'') \left( -\frac{ik}{4\pi} \frac{x'' - x'}{|x'' - x'|^3} \right). \quad (C11)$$

The first term satisfies $\left( \nabla^2 + k^2 \right) g_k(x) = 0$. It gives $g_k(x) = A_0 e^{ik(x-x_0)}$ with $|k| = \omega/c$. Here, $A_0$ and $x_0$ are constant. However, this term should be zero because of the boundary condition at $|x| \to \infty$. Then, we obtain

$$g_{A\phi}(x, x'; \omega) = \frac{ik}{(4\pi)^2} \int dx'' \frac{e^{ik|x-x''|}}{|x - x''| |x'' - x'|^3} \frac{x'' - x'}{|x'' - x'|^3}. \quad (C12)$$
Next, we consider $g_{AA}$ and $g_{\phi A}^\dagger$. From Eq. (C1), $g_{\phi A}^\dagger$ satisfies
\[ \nabla^2 g_{\phi A}^\dagger(x, x'; \omega) = 0. \] (C13)

Note that $g_{\phi A}^\dagger$ is a $1 \times 3$ row vector. The solution is $g_{\phi A}^\dagger(x, x'; \omega) = \{ \tilde{\beta}_1 x + \beta_0 \}^\dagger$, where $\tilde{\beta}_1$ and $\beta_0$ are a constant matrix and vector, respectively. For the boundary condition, $\beta_0 = 0$ and $\tilde{\beta}_1 = 0$, and
\[ g_{\phi A}^\dagger(x, x'; \omega) = 0. \] (C14)

The last element of the Green’s function, $\tilde{g}_{AA}$, satisfies
\[ (\nabla^2 + k^2) \tilde{g}_{AA}(x, x'; \omega) = \tilde{\delta}(x - x'), \] (C15)

which is equivalent to Eq. (C5), and the solution is
\[ \tilde{g}_{AA}(x, x'; \omega) = \tilde{g}_k(x, x') = -\frac{e^{ik|x-x'|}}{4\pi|x-x'|}. \] (C16)

Finally, Eqs. (C8), (C14), (C12), and (C16) give the Green’s function in matrix form:
\[ \tilde{G}(x, x'; \omega) = -\frac{1}{4\pi} \begin{pmatrix} e^{ik|x-x'|} & e^{ik|x-x'|} - \frac{i}{4\pi} \int dx'' e^{ik|x-x''|} \frac{x'' - x'}{|x'' - x'|^3} \\ 0 & -\frac{1}{|x-x'|} \end{pmatrix}. \] (C17)

This Green’s function provides a picture of the field (potential) generation due to the electronic excitations (current and charge densities).

The Green’s function in the $k$-space representation (69) is obtained via a conventional Fourier transformation of Eq. (39). By applying
\[ O(x; \omega) = \frac{1}{(2\pi)^2} \int dk \tilde{O}(k; \omega)e^{ikx} \] (C18)

for $O = \mathcal{A}, \mathcal{J}$, we find
\[ \tilde{D}(x; \omega) \left\{ \frac{1}{(2\pi)^2} \int dk \tilde{\mathcal{A}}(k; \omega)e^{ikx} \right\} = \frac{1}{(2\pi)^2} \int dk \left( \begin{pmatrix} -k^2 + \frac{\omega^2}{c^2} & \frac{\omega}{c} \\ 0 & k^2 \end{pmatrix} \mathcal{A}(k; \omega) \right) e^{ikx} \]
\[ = \frac{1}{(2\pi)^2} \int dk (-\mu_0) \tilde{\mathcal{J}}(k; \omega)e^{ikx}. \] (C19)

Hence, the Green’s function is
\[ \tilde{G}_k(\omega) = \begin{pmatrix} -k^2 + \frac{\omega^2}{c^2} & \frac{\omega}{c} \\ 0 & k^2 \end{pmatrix}^{-1} = \begin{pmatrix} 1 & 1 & 1 \\ -\frac{1}{k^2} & -\frac{1}{k^2} & -\frac{1}{k^2} \end{pmatrix}. \] (C20)
The formal solutions of $\mathcal{A} = (A, -\phi/c)$ can also be obtained from the separated Maxwell’s equations in Eqs. (36) and (37). The latter equation gives

$$\phi(x; \omega) = \phi_0(x; \omega) + \frac{1}{\varepsilon_0} \int dx' g_\phi(x, x') \rho(x'; \omega). \quad (C21)$$

The scalar Green’s function $g_\phi(x, x')$ is equivalent to $g_{\phi\phi}(x, x')$ in Eq. (C8). The first term satisfies $\nabla^2 \phi_0(x; \omega) = 0$. In the Coulomb gauge, however, the T field is described by $A(x; \omega)$ only and, hence, $\phi_0 = 0$. The solution of Eq. (36) is

$$A(x; \omega) = A_0(x; \omega) - \mu_0 \int dx' \tilde{G}_A(x, x'; \omega) j(x'; \omega) \quad (C22)$$

with $\left(\nabla^2 + \frac{\omega^2}{c^2}\right)A_0(x; \omega) = 0$. Here, the dyadic Green’s function $\tilde{G}_A$ for the vector potential is expressed as

$$\tilde{G}_A(x, x'; \omega) = g_A(x, x'; \omega) \mathbf{i} + \int dx'' g_A(x, x''; \omega) \nabla_{x''} g_\phi(x'', x') \partial_{x'} \cdot$$

$$= g_A(x, x'; \omega) \mathbf{i} + \int dx'' \left[ \nabla_{x''} g_A(x, x''; \omega) \right] \left[ \nabla_{x'} g_\phi(x'', x') \right]. \quad (C23)$$

with

$$g_A(x, x'; \omega) = -\frac{e^{i||x-x'||}}{4\pi|x-x'|}. \quad (C24)$$

For the derivation, Eq. (C21) is substituted and the continuous equation $\nabla \cdot j(x; \omega) - i\omega \rho(x; \omega) = 0$ is used, as the source term is described by $j(x; \omega)$ only in this representation. In the dyadic Green’s function $\tilde{G}_A(x, x'; \omega)$ in Eq. (C23), $g_\phi$ is included, which implies that the L component is related to the vector potential. This seems strange at first glance, as the vector potential in Eq. (C22) must satisfy $\nabla_x \cdot A = 0$.

To see it, we separate the T and L components of the current density, $j = j^{(T)} + j^{(L)}$. This is a description in terms of $\{(A^{(T)}, -\phi^{(L)}/c), (j^{(T)}, j^{(L)})\}$, which is discussed in Appendix B. The formal solution for Eq. (B1) is given by $g_A(x, x'; \omega)$,

$$A^{(T)}(x; \omega) = A_0^{(T)}(x; \omega) - \mu_0 \int dx' g_A(x, x'; \omega) j^{(T)}(x'; \omega). \quad (C25)$$

Note that Eq. (C25) differs slightly from Eq. (C22) in its second term on the r.h.s. For the scalar potential, we apply the continuous relation, $i\omega \rho = \nabla \cdot j^{(L)}$, to Eq. (C21),

$$\phi^{(L)}(x; \omega) = \frac{1}{i\omega\varepsilon_0} \int dx' g_\phi(x, x') \nabla_{x'} \cdot j^{(L)}(x'; \omega). \quad (C26)$$
The set of Eqs. (C25) and (C26) give the solutions of the Maxwell’s equation for the L–T separation. For the source term in Eq. (C25), we apply Eqs. (B2), (C26), and the continuous relation,

\[ j(T)(x'; \omega) = j(x'; \omega) - \frac{-i\omega}{\mu_0 c^2} \phi^{(L)}(x'; \omega) \]

\[ = j(x'; \omega) + \nabla_{x'} \int dx'' g_\phi(x', x'') \nabla_{x''} \cdot j^{(L)}(x''; \omega) \]

\[ = \int dx'' \left[ \tilde{1} \delta(x' - x'') + \nabla_{x'} g_\phi(x', x'') \nabla_{x''} \cdot j(x'') \right] j(x''; \omega). \]  

(C27)

Then, Eqs. (C25) and (C22) are equivalent. Note that the last term can be rewritten as a dyadic function,

\[ \nabla_{x'} g_\phi(x', x'') \nabla_{x''} = \left\{ \nabla_{x'} \nabla_{x''} \right\} g_\phi(x', x''). \]  

(C28)

As \( g_A(x, x'; \omega) \) depends only on \( |x - x'| \), we find

\[ \nabla \cdot \int dx' g_A(x, x'; \omega) j^{(T)}(x'; \omega), = - \int dx' (\nabla \cdot g_A(x, x'; \omega)) j^{(T)}(x'; \omega), \]

\[ = \int dx' g_A(x, x'; \omega) \left( \nabla \cdot j^{(T)}(x'; \omega) \right) \]

\[ = 0. \]

This follows the transverse vector potential, \( \nabla \cdot A = 0 \). Therefore, the solutions (C21) and (C22) obtained from the separated Maxwell’s equations have no inquiries.

These treatments of the source term \( j \) and the L and T field components complicate the theoretical framework. In our four-vector representation, such complexity becomes clear as the two components \( (A, -\phi/c) \) of the fields and the two source components \( (j, cp) \) are related to each other in matrix form.

**Appendix D: Derivation of the matrix form of self-consistent equation**

In this appendix, we describe the detail derivation and formulation of the matrix form of self-consistent equation from Eq. (44),

\[ \mathcal{A}(x; \omega) = \mathcal{A}_0(x; \omega) - \mu_0 \int dx' \tilde{G}(x, x'; \omega) \tilde{A}_0(x'; \omega) \]

\[ - \mu_0 \int dx' \int dx'' \tilde{G}(x, x'; \omega) \tilde{A}(x', x''; \omega) \mathcal{A}(x''; \omega). \]  

(D1)
For the third term in the r.h.s., one substitutes the nonlocal susceptibility $\mathcal{X}(x', x''; \omega)$ in Eq. (28), and for the second term, one uses Eq. (45). By multiplying with $\left(\mathcal{J}_{\nu'\nu}(x)^{\dagger}\right)$, $\left(\mathcal{J}_{\nu'\nu}(x)^{\dagger}\right)$, and $(\varphi(x)e_{\nu}^{\dagger})$ from the left and integrating by $x$, one obtains

$$
\left(\hbar\omega_{\nu'\nu} - \hbar\omega - i\gamma\right)X^{(-)}_{\nu'\nu} = Y^{(0)}_{\nu'\nu} + \sum_{j,\alpha} U_{\nu'\nu, j\alpha} X^{(A)}_{j\alpha} - \sum_{\mu, \nu} \left[ K_{\nu'\mu, \nu\mu} X^{(-)}_{\nu'\mu} + L_{\nu'\nu, \nu\mu} X^{(+)}_{\nu'\mu} \right],
$$

(D2)

$$
\left(\hbar\omega_{\nu'\nu} + \hbar\omega + i\gamma\right)X^{(+)}_{\mu'\nu} = Y^{(0)}_{\mu'\nu} + \sum_{j,\alpha} V_{\mu'\nu, j\alpha} X^{(A)}_{j\alpha} - \sum_{\mu, \nu} \left[ M_{\mu'\nu, \nu\mu} X^{(-)}_{\mu'\nu} + N_{\mu'\nu, \nu\mu} X^{(+)}_{\mu'\nu} \right],
$$

(D3)

$$
X^{(A)}_{ij\mu} = Y^{(A)}_{ij\mu} + \sum_{j,\alpha} R_{ij\beta, j\alpha} X^{(A)}_{j\alpha} - \sum_{\mu, \nu} \left[ S_{ij\beta\nu} X^{(-)}_{\nu\mu} + T_{ij\beta\nu} X^{(+)}_{\nu\mu} \right].
$$

(D4)

Here, the factors are defined in Eqs. (53)–(66) in Sec. V A. Note again that the excited states $\mu$ indicating an electron–hole pair include their spin degrees of freedom. $\alpha, \beta$ takes only $x, y, z$ not $\phi$. The factors, $K_{\nu'\mu', \nu\mu}$, $L_{\nu'\nu', \nu\mu}$, $M_{\mu'\nu', \nu\mu}$, and $N_{\mu'\nu', \nu\mu}$ are mathematically related. The matrix form of Eqs. (D2)–(D4) is written as

$$
\left[ (\hbar \Omega - (\hbar \omega + i\gamma)\mathbb{I}) + \tilde{K} \right] X^{(-)} + \tilde{L} X^{(+)} = Y^{(0,-)} + \tilde{U} X^{(A)},
$$

(D5)

$$
\left[ (\hbar \Omega + (\hbar \omega + i\gamma)\mathbb{I}) + \tilde{N} \right] X^{(+)} + \tilde{M} X^{(-)} = Y^{(0,+)} + \tilde{V} X^{(A)},
$$

(D6)

$$
\left[ \mathbb{I} - \tilde{R} \right] X^{(A)} = Y^{(A)} - \tilde{S} X^{(-)} + \tilde{T} X^{(+)}.
$$

(D7)

$\tilde{K}$ and $\tilde{N}$ indicate the resonant and anti-resonant radiative correlations, respectively, and $\tilde{L}$ and $\tilde{M}$ describes their couplings. Here, one introduces an integer $N$ being a cut-off number of the states, and defines the vectors of $X^{(\pm)}_{\nu'\mu}$ for the fields as

$$
X^{(\pm)} = \begin{pmatrix}
X^{(\pm)}_{0\mu} \\
X^{(\pm)}_{1\mu} \\
\vdots \\
X^{(\pm)}_{N\mu}
\end{pmatrix}
\quad \text{with} \quad
X^{(-)} = \begin{pmatrix}
X^{(-)}_{0\mu} \\
X^{(-)}_{1\mu} \\
\vdots \\
X^{(-)}_{N\mu}
\end{pmatrix}
\quad \text{and} \quad
X^{(+)} = \begin{pmatrix}
X^{(+)}_{0\mu} \\
X^{(+)}_{1\mu} \\
\vdots \\
X^{(+)}_{N\mu}
\end{pmatrix}.
$$

(D8)

For the incident field $Y^{(0)}_{\nu'\mu}$, one writes

$$
Y^{(0,\pm)} = \begin{pmatrix}
Y^{(0,\pm)}_{0\mu} \\
Y^{(0,\pm)}_{1\mu} \\
\vdots \\
Y^{(0,\pm)}_{N\mu}
\end{pmatrix}
\quad \text{with} \quad
Y^{(0,-)} = \begin{pmatrix}
Y^{(0,-)}_{0\mu} \\
Y^{(0,-)}_{1\mu} \\
\vdots \\
Y^{(0,-)}_{N\mu}
\end{pmatrix}
\quad \text{and} \quad
Y^{(0,+)} = \begin{pmatrix}
Y^{(0,+)}_{0\mu} \\
Y^{(0,+)}_{1\mu} \\
\vdots \\
Y^{(0,+)}_{N\mu}
\end{pmatrix}.
$$

(D9)
Here, $Y^{(0,-)}$ and $Y^{(0,+)}$ correspond to each other by a permutation of the elements. For the vector potential term in the current $X^{(A)}$ ,

$$X^{(A)} = \begin{pmatrix} X_0^{(A)} \\ X_1^{(A)} \\ \vdots \\ X_M^{(A)} \end{pmatrix} \quad \text{with} \quad X_j^{(A)} = \begin{pmatrix} X_{jx}^{(A)} \\ X_{jy}^{(A)} \\ X_{jz}^{(A)} \end{pmatrix}. \quad (D10)$$

For the incident field $Y^{(A)}_{j\alpha}$ ,

$$Y^{(A)} = \begin{pmatrix} Y_0^{(A)} \\ Y_1^{(A)} \\ \vdots \\ Y_M^{(A)} \end{pmatrix} \quad \text{with} \quad Y_j^{(A)} = \begin{pmatrix} Y_{jx}^{(A)} \\ Y_{jy}^{(A)} \\ Y_{jz}^{(A)} \end{pmatrix}. \quad (D11)$$

Next, the matrices in Eqs. (D5)-(D7) are defined as follows. For the energy differences $\nu\nu\mu$ ,

$$\tilde{\Omega} = \begin{pmatrix} \tilde{\Omega}_0 \\ \tilde{\Omega}_1 \\ \vdots \\ \tilde{\Omega}_N \end{pmatrix} \quad (D12)$$

is a diagonal matrix with $\tilde{\Omega}_\mu = \text{diag}(\nu\nu\mu, \nu\nu\mu, \nu\nu\mu \cdots, \nu\nu\mu)$. For the matrices $\bar{K}, \bar{L}, \bar{M}, \text{and } \bar{N}$,

$$\tilde{Q} = \begin{pmatrix} \tilde{Q}_{00} & \tilde{Q}_{01} & \cdots & \tilde{Q}_{0N} \\ \tilde{Q}_{10} & \tilde{Q}_{11} & \cdots & \tilde{Q}_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{Q}_{N0} & \tilde{Q}_{N1} & \cdots & \tilde{Q}_{NN} \end{pmatrix} \quad (Q = K, L, M, N) \quad (D13)$$
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with different subscript rules for \((N + 1) \times (N + 1)\) block matrices

\[
\bar{K}_{\mu',\mu} = \begin{pmatrix}
K_{0\mu',0\mu} & K_{0\mu',1\mu} & \cdots & K_{0\mu',N\mu} \\
K_{1\mu',0\mu} & K_{1\mu',1\mu} & & \\
& \ddots & & \\
K_{N\mu',0\mu} & K_{N\mu',1\mu} & & \\
\end{pmatrix}, \quad (D14)
\]

\[
\bar{L}_{\mu',\mu} = \begin{pmatrix}
L_{0\mu',0\mu} & L_{0\mu',1\mu} & \cdots & L_{0\mu',N\mu} \\
L_{1\mu',0\mu} & L_{1\mu',1\mu} & & \\
& \ddots & & \\
L_{N\mu',0\mu} & L_{N\mu',1\mu} & & \\
\end{pmatrix}, \quad (D15)
\]

\[
\bar{M}_{\mu',\mu} = \begin{pmatrix}
M_{0\mu',0\mu} & M_{0\mu',1\mu} & \cdots & M_{0\mu',N\mu} \\
M_{1\mu',0\mu} & M_{1\mu',1\mu} & & \\
& \ddots & & \\
M_{N\mu',0\mu} & M_{N\mu',1\mu} & & \\
\end{pmatrix}, \quad (D16)
\]

\[
\bar{N}_{\mu',\mu} = \begin{pmatrix}
N_{0\mu',0\mu} & N_{0\mu',1\mu} & \cdots & N_{0\mu',N\mu} \\
N_{1\mu',0\mu} & N_{1\mu',1\mu} & & \\
& \ddots & & \\
N_{N\mu',0\mu} & N_{N\mu',1\mu} & & \\
\end{pmatrix}. \quad (D17)
\]

For the matrix \(\bar{R}\) related to the vector potential term in the current,

\[
\bar{R} = \begin{pmatrix}
\bar{R}_{11} & \bar{R}_{12} & \cdots & \bar{R}_{1M} \\
\bar{R}_{21} & \bar{R}_{22} & & \\
& \ddots & & \\
\bar{R}_{M1} & & & \bar{R}_{MM}
\end{pmatrix} \quad (D18)
\]

with \(3 \times 3\) block matrices

\[
\bar{R}_{ij} = \begin{pmatrix}
R_{ix,ix} & R_{ix,iy} & R_{ix,iz} \\
R_{iy,ix} & R_{iy,iy} & R_{iy,iz} \\
R_{iz,ix} & R_{iz,iy} & R_{iz,iz}
\end{pmatrix}. \quad (D19)
\]
For the off-diagonal matrices $\tilde{U}$ and $\tilde{V}$,

$$Q = \begin{pmatrix} Q_{01} & Q_{02} & \cdots & Q_{0M} \\ Q_{11} & Q_{12} \\ \vdots \\ Q_{N1} & Q_{NM} \end{pmatrix}$$

(D20)

with $(N + 1) \times 3$ block matrices

$$\tilde{U}_{\mu',j} = \begin{pmatrix} U_{0\mu',jx} & U_{0\mu',jy} & U_{0\mu',jz} \\ U_{1\mu',jx} & U_{1\mu',jy} & U_{1\mu',jz} \\ \vdots \\ U_{N\mu',jx} & U_{N\mu',jy} & U_{N\mu',jz} \end{pmatrix},$$

(D21)

$$\tilde{V}_{\mu',j} = \begin{pmatrix} V_{\mu'0,jx} & V_{\mu'0,jy} & V_{\mu'0,jz} \\ V_{\mu'1,jx} & V_{\mu'1,jy} & V_{\mu'1,jz} \\ \vdots \\ V_{\mu'N,jx} & V_{\mu'N,jy} & V_{\mu'N,jz} \end{pmatrix},$$

(D22)

and for $\tilde{S}$ and $\tilde{T}$,

$$\tilde{Q} = \begin{pmatrix} \tilde{Q}_{10} & \tilde{Q}_{11} & \cdots & \tilde{Q}_{1N} \\ \tilde{Q}_{20} & \tilde{Q}_{21} \\ \vdots \\ \tilde{Q}_{M0} & \tilde{Q}_{MN} \end{pmatrix}$$

(D23)

with $3 \times (N + 1)$ block matrices

$$\tilde{S}_{ij} = \begin{pmatrix} S_{ix,0} & S_{ix,\mu} & S_{ix,\mu N} \\ S_{iy,0} & S_{iy,\mu} & S_{iy,\mu N} \\ S_{iz,0} & S_{iz,\mu} & S_{iz,\mu N} \end{pmatrix},$$

(D24)

$$\tilde{T}_{ij} = \begin{pmatrix} T_{ix,0} & T_{ix,\mu} & T_{ix,\mu N} \\ T_{iy,0} & T_{iy,\mu} & T_{iy,\mu N} \\ T_{iz,0} & T_{iz,\mu} & T_{iz,\mu N} \end{pmatrix},$$

(D25)

For the many electrons state $(\mu, \nu = 0, 1, 2, 3, \cdots, N)$, the size of $\tilde{K}$, $\tilde{L}$, $\tilde{M}$, and $\tilde{N}$ is $(N + 1)^2 \times (N + 1)^2$. In case of zero temperature, the consideration can be reduced due to $\rho_{0,\mu} = \delta_{\mu,0}$; hence,
the matrix size is \((N + 1) \times (N + 1)\). For the separable kernel of delta function, contrarily, if one considers \(M\) bases \((i, j = 1, 2, 3, \cdots, M)\), \(\tilde{R}\) is \(3M \times 3M\). Here, the factor 3 comes from \(\alpha = x, y, z\).

In addition, \(\tilde{U}\) and \(\tilde{V}\) are \((N + 1)^2 \times 3M\) (or \((N + 1) \times 3M\)), and \(\tilde{S}\) and \(\tilde{T}\) are \(3M \times (N + 1)^2\) (or \(3M \times (N + 1)\)). Note that the physical dimension of the matrices is not identical. Hence, one has to modify the equations (D5)-(D7).

Equation (D7) is deformed as

\[
X^{(A)} = \frac{1}{1 - R} \left[ Y^{(A)} - \bar{S} X^{(-)} - \bar{T} X^{(+)} \right].
\]

(D26)

A substitution to Eqs. (D5) and (D6) gives

\[
\begin{align*}
\left[ (\hbar \tilde{\Omega} - (\hbar \omega + i\gamma) \bar{I}) + \tilde{K} + \tilde{U} \frac{1}{1 - R} \bar{S} \right] X^{(-)} + \left[ \tilde{L} + \tilde{U} \frac{1}{1 - R} \bar{T} \right] X^{(+)} &= Y^{(0,-)} + \tilde{U} \frac{1}{1 - R} Y^{(A)} \tag{D27} \\
\left[ \tilde{M} + \tilde{V} \frac{1}{1 - R} \bar{S} \right] X^{(-)} + \left[ (\hbar \tilde{\Omega} + (\hbar \omega + i\gamma) \bar{I}) + \tilde{N} + \tilde{V} \frac{1}{1 - R} \bar{T} \right] X^{(+)} &= Y^{(0,+)} + \tilde{V} \frac{1}{1 - R} Y^{(A)} \tag{D28}
\end{align*}
\]

As a result, one obtains Eq. (46) with Eq. (47) and (48):

\[
\begin{pmatrix}
\tilde{\Xi}(\omega) \\
X^{(-)} \\
X^{(+)}
\end{pmatrix} =
\begin{pmatrix}
Z^{(0,-)} \\
Z^{(0,+)}
\end{pmatrix}
\]

(D29)

with

\[
\tilde{\Xi} = \begin{pmatrix}
(\hbar \tilde{\Omega} - (\hbar \omega + i\gamma) \bar{I}) & \tilde{K} & \tilde{U} \\
\tilde{M} & (\hbar \tilde{\Omega} + (\hbar \omega + i\gamma) \bar{I}) & \tilde{V}
\end{pmatrix}
\]

(D30)

and

\[
\begin{pmatrix}
Z^{(0,-)} \\
Z^{(0,+)}
\end{pmatrix} =
\begin{pmatrix}
Y^{(0,-)} \\
Y^{(0,+)}
\end{pmatrix} + \begin{pmatrix}
\tilde{U} \frac{1}{1 - R} Y^{(A)} \\
\tilde{V} \frac{1}{1 - R} Y^{(A)}
\end{pmatrix} \tag{D31}
\]

Appendix E: Radiative correction for rectangular nanorod

In this appendix, we summarize the detailed calculations for the rectangular nanorod discussed in Sec. VI A.

Single particle wavefunction for the electron and hole are given by Eqs. (81) and (82).

\[
\psi_{ep}(x) = \sqrt{\frac{2}{L_x}} \sin \left( \frac{n_x \pi}{L_x} x \right) \sqrt{\frac{2}{L_y}} \sin \left( \frac{n_y \pi}{L_y} y \right) \sqrt{\frac{2}{L_z}} \sin \left( \frac{n_z \pi}{L_z} z \right), \tag{E1}
\]

\[
\psi_{hh}(x) = \sqrt{\frac{2}{L_x}} \sin \left( \frac{\tilde{n}_x \pi}{L_x} x \right) \sqrt{\frac{2}{L_y}} \sin \left( \frac{\tilde{n}_y \pi}{L_y} y \right) \sqrt{\frac{2}{L_z}} \sin \left( \frac{\tilde{n}_z \pi}{L_z} z \right). \tag{E2}
\]
For these wavefunctions, the excited charge and current densities at zero temperature, \( \rho_{0\mu}(x) \) and \( j_{0\mu}(x) \), are obtained by Eqs. (83) and (84) with \( \mu = (e\mu, h\tilde{\mu}) \):

\[
(c/n_{bg})\rho_{0\mu}(x) = \frac{(c/n_{bg})e}{L_x L_y L_z} \left[ \cos \left( (q_{\tilde{n}_x} - q_{n_x})x \right) - \cos \left( (q_{\tilde{n}_x} + q_{n_x})x \right) \right] \\
\times \left[ \cos \left( (q_{\tilde{n}_y} - q_{n_y})y \right) - \cos \left( (q_{\tilde{n}_y} + q_{n_y})y \right) \right] \\
\times \left[ \cos \left( (q_{\tilde{n}_z} - q_{n_z})z \right) - \cos \left( (q_{\tilde{n}_z} + q_{n_z})z \right) \right], \tag{E3}
\]

\[
j_{0\mu}^{(x)}(x) = -\frac{e\hbar}{2im_{e}L_x L_y L_z} \left[ q_{\tilde{n}_y} \{ \sin \left( (q_{\tilde{n}_x} + q_{n_x})x \right) - \sin \left( (q_{\tilde{n}_x} - q_{n_x})x \right) \} \right] \\
- q_{n_x} \{ \sin \left( (q_{\tilde{n}_y} + q_{n_y})y \right) + \sin \left( (q_{\tilde{n}_y} - q_{n_y})y \right) \} \\
\times \left[ \cos \left( (q_{\tilde{n}_z} - q_{n_z})z \right) - \cos \left( (q_{\tilde{n}_z} + q_{n_z})z \right) \right], \tag{E4}
\]

and similar manner for \( j_{0\mu}^{(y)} \) and \( j_{0\mu}^{(z)} \). Here, \( q_{n_\alpha} = \pi n_\alpha / L_\alpha \) for \( \alpha = x, y, z \). Note that an assumed background refractive index \( n_{bg} \) modulates the light velocity to \( c/n_{bg} \). For the calculation, we use the \( k \)-representation. Then,

\[
(c/n_{bg})\tilde{\rho}_{0\mu}(k) = \frac{1}{(2\pi)^{3/2}} \int dx (c/n_{bg})\rho_{0\mu}(x) e^{-ikx} \\
= \frac{(c/n_{bg})e}{8L_x L_y L_z (2\pi)^{3/2} i^3} \left[ \begin{array}{c} 2k_x \\
2k_y \\
2k_z \\
\end{array} \right] \left[ \begin{array}{c} 2k_x \\
2k_y \\
2k_z \\
\end{array} \right] \left[ \begin{array}{c} 2k_x \\
2k_y \\
2k_z \\
\end{array} \right] \\
\times \left( 1 - (-1)^N e^{-ik_L} \right) \left( 1 - (-1)^N e^{-ik_L} \right) \left( 1 - (-1)^N e^{-ik_L} \right), \tag{E5}
\]

\[
j_{0\mu}^{(x)}(k) = \frac{1}{(2\pi)^{3/2}} \int dx j_{0\mu}^{(x)}(x) e^{-ikx} \\
= \frac{e\hbar}{2m_{e}L_x L_y L_z (2\pi)^{3/2} i^3} \left[ \begin{array}{c} 2\Delta_{n_x,\tilde{n}_x} Q_{n_x,\tilde{n}_x} \\
2\Delta_{n_y,\tilde{n}_y} Q_{n_y,\tilde{n}_y} \\
2\Delta_{n_z,\tilde{n}_z} Q_{n_z,\tilde{n}_z} \\
\end{array} \right] \left[ \begin{array}{c} 2\Delta_{n_x,\tilde{n}_x} Q_{n_x,\tilde{n}_x} \\
2\Delta_{n_y,\tilde{n}_y} Q_{n_y,\tilde{n}_y} \\
2\Delta_{n_z,\tilde{n}_z} Q_{n_z,\tilde{n}_z} \\
\end{array} \right] \left[ \begin{array}{c} 2\Delta_{n_x,\tilde{n}_x} Q_{n_x,\tilde{n}_x} \\
2\Delta_{n_y,\tilde{n}_y} Q_{n_y,\tilde{n}_y} \\
2\Delta_{n_z,\tilde{n}_z} Q_{n_z,\tilde{n}_z} \\
\end{array} \right] \\
\times \left( 1 - (-1)^N e^{-ik_L} \right) \left( 1 - (-1)^N e^{-ik_L} \right) \left( 1 - (-1)^N e^{-ik_L} \right), \tag{E6}
\]

with following definitions: \( N_\alpha = \tilde{n}_\alpha + n_\alpha \), \( Q_{n_\alpha,\tilde{n}_\alpha} = q_{n_\alpha} + q_{\tilde{n}_\alpha} \), and \( \Delta_{n_\alpha,\tilde{n}_\alpha} = q_{n_\alpha} - q_{\tilde{n}_\alpha} \). Moreover, we find symmetric relations, \( \tilde{\rho}_{0\mu}(k) = \tilde{\rho}_{0\mu}(k) \) and \( j_{0\mu}(k) = -j_{0\mu}(k) \).

The elements of the radiative correction matrix \( \tilde{K} \) in Eq. (85) is

\[
\tilde{K}_{\mu'0\mu} = A_{\mu'\mu}^{(2)}(\omega) + A_{\mu'\mu}^{(1)}(\omega) + A_{\mu'\mu}^{(0)} 
\tag{E7}
\]
with

\[ A_{\mu',\mu}^{(0)}(k) = \mu_0 \int dk \left( \frac{c}{n_{bg}} \bar{\rho}_{\mu'0}(-k) \left( \frac{1}{k^2} \right) \left( \frac{c}{n_{bg}} \bar{\rho}_{\mu0}(k) \right) \right. \]
\[ = \mu_0 \left( \frac{L_0^3}{L_s L_y L_z} \right)^2 \left( \frac{2}{\pi} \right)^3 \frac{c^2 e^2}{\pi^3 L_0} \cdot \int dX \int dY \int dZ \]
\[ \times \left( X^2 \tilde{F}_{\mu'\mu'0,\mu,\mu}(X) \right) \left( Y^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(Y) \right) \left( Z^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(Z) \right) \]
\[ \times \frac{1}{X^2 + Y^2 + Z^2} \frac{1}{n_{bg}^2} \]  

(E8)

\[ A_{\mu',\mu}^{(1)}(\omega) = \mu_0 \int dk \left( \tilde{j}_{\mu'0}(-k) \right) \right) \left( \frac{1}{k^2} \right) \left( \frac{c}{n_{bg}} \right) \bar{\rho}_{\mu0}(k) \]
\[ = \eta_\omega \mu_0 \left( \frac{L_0^3}{L_s L_y L_z} \right)^2 \left( \frac{2}{\pi} \right)^3 \frac{c^2 e^2}{\pi^3 L_0} \cdot \int dX \int dY \int dZ \]
\[ \times \left( \tilde{Q}_{\mu'\mu',\mu,\mu}(X) \tilde{A}_{\mu'\mu',\mu,\mu}(Y) \tilde{A}_{\mu'\mu',\mu,\mu}(Z) \right) \]
\[ \times \left( X^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(X) \right) \left( Y^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(Y) \right) \left( Z^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(Z) \right) \]
\[ \times \frac{1}{X^2 + Y^2 + Z^2} \frac{1}{(X^2 + Y^2 + Z^2) - n_{bg}^2 \omega^2} \]  

(E9)

\[ A_{\mu',\mu}^{(2)}(\omega) = \mu_0 \int dk \left( \tilde{j}_{\mu'0}(-k) \right) \right) \left( \frac{1}{k^2} \right) \left( \frac{c}{n_{bg}} \right) \bar{\rho}_{\mu0}(k) \]
\[ = -\frac{n_\omega^2}{\omega^2} \mu_0 \left( \frac{L_0^3}{L_s L_y L_z} \right)^2 \left( \frac{2}{\pi} \right)^3 \frac{c^2 e^2}{\pi^3 L_0} \cdot \int dX \int dY \int dZ \]
\[ \times \left[ \tilde{\Pi}_{\mu'\mu',\mu,\mu}(X) \tilde{\Pi}_{\mu'\mu',\mu,\mu}(Y) \tilde{\Pi}_{\mu'\mu',\mu,\mu}(Z) \right] \]
\[ \times \left( X^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(X) \right) \left( Y^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(Y) \right) \left( Z^2 \tilde{F}_{\mu'\mu',\mu'0,\mu}(Z) \right) \]
\[ \times \frac{1}{(X^2 + Y^2 + Z^2) - n_{bg}^2 \omega^2} \]  

(E10)

Here, the functions for the integrands are

\[ \tilde{F}_{\mu'\mu',\mu'0,\mu}(X) = \frac{1}{X^2 - \tilde{A}^2_{\mu'\mu'}} - \frac{1}{X^2 - \tilde{Q}^2_{\mu'\mu'}} \left( \frac{1}{X^2 - \tilde{A}^2_{\mu,\mu}} - \frac{1}{X^2 - \tilde{Q}^2_{\mu,\mu}} \right) \]
\[ \times \frac{1}{4} (1 + (-1)^N_n + N'_{\mu} - (-1)^N_n e^{-inL_x L_0} - (-1)^N_{\mu} e^{inL_x L_0}) \]  

(E11)

\[ \tilde{\Pi}_{\mu'\mu',\mu,\mu}(X) = \tilde{Q}_{\mu'\mu',\mu,\mu} \tilde{\Delta}_{\mu'\mu',\mu,\mu} \tilde{Q}_{\mu,\mu} \tilde{\Delta}_{\mu,\mu}. \]  

(E12)

\( \tilde{F}_{\mu'\mu',\mu'0,\mu}(Y) \) and \( \tilde{F}_{\mu'\mu',\mu'0,\mu}(Z) \) are defined in a similar manner for Eq. (E11). The integral variables and several factors are normalized as dimensionless ones, \( X = k_x L_0 / \pi, \, Y = k_y L_0 / \pi, \, Z = k_z L_0 / \pi, \)
\( \tilde{Q}_{n_{s}, \bar{n}_{s}} = Q_{n_{s}, \bar{n}_{s}} \frac{L_{0}}{\pi}, \tilde{\Delta}_{n_{s}, \bar{n}_{s}} = \Delta_{n_{s}, \bar{n}_{s}} \frac{L_{0}}{\pi}, \) and

\[
\bar{\omega} = \frac{\omega L_{0}}{c \pi}.
\]

(E13)

Here, an introduced factor

\[
\eta_{\omega} = \frac{\pi}{2 m_{c} c L_{0}} \bar{\omega} = \frac{1}{m_{c} / 2 m_{c} c^{2}} \bar{\omega}
\]

(E14)

means a relativistic factor. The elements of the matrices \( \bar{L}, \bar{M}, \) and \( \bar{N} \) are obtained by Eqs. (86), (87), and (88), respectively.

For the matrices related to the vector potential term in the current, the elements of \( \bar{S} \) in Eq. (90) becomes

\[
\bar{S}_{m', \beta, \mu}^{(2)} = B_{m', \beta, \mu}^{(2)} + B_{m', \beta, \mu}^{(1)}
\]

(E15)

with

\[
B_{m', \beta, \mu}^{(1)}(\omega) = \mu_{0} \int d\mathbf{k} \tilde{\phi}_{m'}(-\mathbf{k}) \left( -\frac{1}{k^{2}} - \frac{n_{bg} \omega / c}{k^{2} - n_{bg} \omega / c} \right) \left( c / n_{bg} \right) \tilde{\rho}_{\mu}(\mathbf{k})
\]

\[
= -i \mu_{0} \left( \frac{L_{0}^{3}}{L_{s} C_{L_{c}}} \right)^{\frac{3}{2}} \left( \frac{2}{\pi} \right)^{\frac{3}{2}} \frac{\omega L_{0}^{2}}{c \pi^{2}} \omega L_{0}^{2}
\]

\[
\times \int \frac{1}{X^{2} + Y^{2} + Z^{2}} \left( X^{2} \bar{h}_{m', \alpha, \beta, \bar{i}}(X) \right) \left( Y \bar{h}_{m', \alpha, \beta, \bar{i}}(Y) \right) \left( Z \bar{h}_{m', \alpha, \beta, \bar{i}}(Z) \right)
\]

\[
\times \frac{1}{(X^{2} + Y^{2} + Z^{2}) - n_{bg} \omega^{2}},
\]

(E16)

\[
B_{m', \beta, \mu}^{(2)}(\omega) = \mu_{0} \int d\mathbf{k} \tilde{\phi}_{m'}(-\mathbf{k}) \left( -\frac{1}{k^{2}} + \frac{n_{bg} \omega / c}{k^{2} - n_{bg} \omega / c} \right) \tilde{f}_{0}(\mathbf{k})
\]

\[
= i \left( \frac{\eta_{\omega}}{\bar{\omega}} \right) \mu_{0} \left( \frac{L_{0}^{3}}{L_{s} C_{L_{c}}} \right)^{\frac{3}{2}} \left( \frac{2}{\pi} \right)^{\frac{3}{2}} \frac{\omega L_{0}^{2}}{c \pi^{2}} \omega L_{0}^{2}
\]

\[
\times \int \frac{1}{X^{2} + Y^{2} + Z^{2}} \left( \bar{\pi}_{n_{s}, \alpha, \beta, \bar{i}} \bar{h}_{m', \alpha, \beta, \bar{i}}(X) \right) \left( Y \bar{h}_{m', \alpha, \beta, \bar{i}}(Y) \right) \left( Z \bar{h}_{m', \alpha, \beta, \bar{i}}(Z) \right)
\]

\[
\times \frac{1}{(X^{2} + Y^{2} + Z^{2}) - n_{bg} \omega^{2}},
\]

(E17)

Here, the functions for the integrands are

\[
X \bar{h}_{m', \alpha, \beta, \bar{i}}(X) = \frac{\bar{Q}_{m'}^{\alpha}}{X^{2} - \bar{Q}_{m'}^{\alpha}} \left[ \frac{X}{X^{2} - \bar{\Delta}_{n_{s}, \bar{n}_{s}}} - \frac{X}{X^{2} - \bar{\Delta}_{n_{s}, \bar{n}_{s}}} \right].
\]

\[
\times \frac{1}{4} \left( 1 + (-1)^{N_{s} + m'} - (-1)^{N_{s}} e^{-i \pi L_{s} X / L_{0}} - (-1)^{m'} e^{i \pi L_{s} X / L_{0}} \right),
\]

(E18)

\[
\bar{n}_{n_{s}, \bar{n}_{s}} = \bar{Q}_{n_{s}, \bar{n}_{s}} \bar{\Delta}_{n_{s}, \bar{n}_{s}},
\]

(E19)
with a dimensionless factor $\bar{Q}_{m_\alpha} = q_{m_\alpha} L_0 / \pi$. $B_{m'_{\eta,\mu}}^{(j)}(\omega)$ and $B_{m'_{\varepsilon,\mu}}^{(j)}(\omega)$ are obtained in the similar manner. The elements of $\bar{T}$, $\bar{U}$, and $\bar{V}$ in Eqs. (91)-(93) are also given by them.

Finally, for the matrix $\bar{R}$, Eq. (94) becomes

$$C_{m',m}(\omega) = \left( \frac{\omega p}{c/n_{bg}} \right)^2 \int d^3k \hat{\varphi}_{m'}(-k) \left( \frac{1}{-k^2 + (n_{bg}\omega/c)^2} \right) \hat{\varphi}^*_{m}(k) \delta_{\alpha\beta}$$

$$= - \frac{L_0^3}{L_x L_y L_z} \left( \frac{2}{\pi} \right)^2 \frac{\omega L_0}{c} \int_{-\infty}^{\infty} dX \int_{-\infty}^{\infty} dY \int_{-\infty}^{\infty} dZ \left( f_{m',m}(X) f_{m',m}(Y) f_{m',m}(Z) \right) \frac{1}{(X^2 + Y^2 + Z^2) - n_{bg}^2 \omega^2}$$

(E20)

with

$$f_{m',m}(X) = \frac{\bar{Q}_{m'} X^2 - \bar{Q}_{m'}^2 X^2 - \bar{Q}_{m'}^2 X^2}{X^2 - \bar{Q}_{m'}^2 X^2 - \bar{Q}_{m'}^2 X^2} \times \frac{1}{4} \left( 1 + (-1)^{m_\alpha + m'_\alpha} - (-1)^{m_\alpha} e^{-i \pi L_x / L_0} + (-1)^{m'_\alpha} e^{i \pi L_x / L_0} \right).$$

(E21)

---
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