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Abstract: This article focuses on the output feedback control of single-link flexible-joint robot manipulators (SFJMRs) with matched disturbances and parametric uncertainties. Formally, four sensing elements are required to design the controller for single-link manipulators. We have designed a robust control technique for the semiglobal stabilization problem of the angular position of the link in the SFJRM system, with the availability of only a position sensing device. The sliding mode control (SMC) based output feedback controller is devised for SFJRM dynamics. The nonlinear model of SFJRM is considered to estimate the unknown states utilizing the high-gain observer (HGO). It is shown that the output under SMC using HGO-based estimated states coincides with that using original states when the gains of HGO are sufficiently high. Finally, the results are presented showing that the designed control technique works well when the SFJRM model is uncertain and matched perturbations are expected.
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1. Introduction

For the past several years, there has been extensive on-going research on control of flexible joint robotic manipulators (FJMRs). This is because advanced robotic applications require light-weight robots which could be driven by utilizing less quantity energy. In the modern era, cost-effective robust solutions to engineering problems are highly focused. Robotic manipulator is one of the fundamental parts of many industrial, medical, and agricultural applications. The robotic manipulator is a complex nonlinear system that has been widely exploited in a multitude of industries, for example, the beverage factories, and car-assembly plants, space [1], underwater vehicles [2], agriculture [3], automation [4], and many more. In several industrial applications, the industrial robot’s stiffness properties are very important. The authors in [5], developed an industrial robot’s compliant joint dynamic model, in which an impulsive modal analysis approach is used to experimentally identify the joint stiffness. In addition to industrial applications, it has also been extensively applied in the medical field to manipulate objects and to interact with the dynamic environment [6]. Moreover, it is also being used worldwide in the operating room to reduce the hospital time, cost, patient discomfort, and to improve the surgical procedure by bringing precision and the capability to access surgical areas with miniaturized instruments remotely [7].

To compare the conventional heavy-weight and rigid-link robotic manipulators (RRMs), FJMRs have inherent advantages over the RRs such as lightweight, smaller dimensions, better maneuverability, better transportability, lower power consumptions, less control effort, large work volume, lower cost, fast motion, safer operations, smaller actuators,
and higher operational speed due to reduced inertia [8–13]. With the widespread applications and rapid development of robotic technology, under different types of environments, the requirement for well satisfactory working and flexible control is becoming increasingly demanding.

For designing an efficient and robust control scheme, the essential and primary step is to calculate an accurate dynamic model of FJRM system. The degree of freedom (DOF) of the FJRM systems is greater than its number of actuators which means that’s it is an under-actuated system [14]. For FJRMs, design of controller is intrinsically more complicated as no exclusive control input be present for each DOF independently [15]. Majority of controllers designed for industrial robots are based on rigid-link assumption [16]. To take into account the joint flexibility, for n-link robots, it requires $2^n$ generalized coordinates which define its entire dynamic behavior [17]. Therefore, due to flexibility in joint, the dynamical modelling becomes more complex compared to that of a rigid-link robotic manipulator. Though mathematical modelling is merely the real system’s approximation, therefore system behavior’s simplified representations certainly contain of modelling inaccuracies like parametric and modelling uncertainties, vibrations, and external disturbances. Modelling inaccuracies, chaotic phenomenon, friction, vibrations, extremely uncertain working conditions, inherently high nonlinearities, and change of payload make the controller design challenging [16,18]. In industrial and space applications, we require a controller that is capable of overcome modelling uncertainties and disturbance effects.

To address the aforementioned problems, several engineers and researchers have investigated numerous linear and nonlinear control design topologies for the FJRMs system. For stabilization of flexible-joint robots, proportional integral derivative (PID) controller has been designed by many researchers as being classical and simplest control technique [19–22]. To address trajectory tracking control problems, the authors in [23] designed dynamic feedback control for FJRMs. The work of [23] assumes that the measurement of angular positions of link and motor are available, whereas the desired velocities in controller are estimated by reduced-order observer. A similar approach is used in [24], in which velocity observer is implemented based on a singular perturbation approach where the controller needs sensors for position measurements and elastic force. In another work, the linear matrix inequality techniques were suggested in [25] for the robust observer design and observer-based controller. For FJRMs position control, Tomei in [26] used a simple proportional derivative (PD) control in which a full state measurement was required. The finite-time state feedback controllers are proposed for robotic manipulators by the authors in [27], which guarantees the state convergence for case of both bounded and unbounded control signals. Hu et al. in [28], proposed the output feedback control (OFC) procedures, which have incited rising attention in the tracking control area at current time and brings the feasible routes into designing closed-loop tracking controller for FJRMs system with position sensing only. In [29], the authors designed an adaptive controller to guarantee a high precision position regulation of the flexible joint robots under uncertainties. For a class of FJRM system, by using state-dependent Riccati equations, a finite-time optimal controller was proposed by authors in [30]. Furthermore, by using the full states to sustain the tracking ability, authors in [31] investigated an industrial flexible joint. In [32] an adaptive control method was proposed, without the information of the angular acceleration, the parameter identification techniques were implemented for the flexible-joint robotic systems. To enhance the robustness and guarantee the stability of a class of FJRMs system, authors in [33] designed full state-feedback neural network control. The performance of most of the control strategies described above is appropriate for nominal system, however, to deal with the unmodeled dynamic uncertainties, parameter perturbations, faults and external disturbances is still a challenge.

Some active disturbance rejection control techniques are suggested for robotic manipulator systems to compensate and actively estimate the disturbance [34–36]. To address the effect of mismatched disturbances, authors in [37] proposed a backstepping-based approach in conjunction with disturbance observer by using the disturbance rejection method.
for nonlinear systems. In [38] a generalized momentum based finite time disturbance observer is proposed for robotic manipulators with assumption that sensors for all states are available. For uncertain FJRM system motion control, a robust control technique for trajectory tracking based on the extended-state-observers-based controller was proposed in [39]. However, with both external disturbances and parametric perturbations for the FJRM system, the performance of this method was not acceptable for advanced applications. Furthermore, multiple sensors are needed in these methods, which will not only bring additional noise but also affect joint flexibility. Most of the work presented assumes all states variable availability, thus robustness somewhere guaranteed are depending on modelling.

Generally, control laws via a feedback control need availability of all the states variable, i.e., link positions, acceleration, jerk, and velocity. However, the position might be precisely measured, noise disturbs velocity of the joint. Furthermore, by using numerical differentiation in noisy measurement may lead to difficulties to obtain the unmeasured states. Note that at least measurement of one state using sensor or knowledge of initial conditions of the system is compulsory to design an observer. In practical scenario, it is difficult to measurement all the state variables, or even sometimes not feasible, because of technical or economic reasons as sensors are needed for each state of the systems [40,41]. To address this drawback, OFC can be designed that measures output of the systems whereas for estimation of unknown remaining states an observer is used. In linear system case, states can be estimated by using linear observers, however, the state estimation of the complex nonlinear system is a challenging task and has gained vast consideration in literature [42,43] and the references therein. Moreover, the traditional nonlinear sensorless state estimators like sliding mode observer, backstepping observer, Kalman observer, etc. can be designed only as part of the controller, and hence not only the complexity of design increases but also the reusability of estimated states (with other control technique) is not possible. To overcome this challenge, high-gain observer (HGO) is one of the most useful and powerful techniques to be used for nonlinear OFC.

In the past several years, HGO has been considered as the essential technique used to design OFC of the nonlinear systems and to estimate their unmeasured states [10]. HGO has played an important part in advancement of regulation theory for nonlinear systems. Furthermore, in presence of model uncertainties, HGO is robust and has capability to estimate states of nonlinear systems, presented in normal form [44]. One of the most important properties of HGO is the separation principle. The combination of the globally bounded state feedback controller (SFC) and HGO allow for the separation approach. First, the SFC is designed that stabilizes the systems and meet the requirements. Secondly, the OFC is obtained by replacing the original states with its estimated states, provided by HGO [44,45]. It is essential to affirm that the separation principle is a unique feature in the HGO case which does not happen in other separation-principle results, including linear systems, and that is state trajectories recovery by making the observers sufficiently fast. For a wide class of nonlinear systems, HGO is used and guarantees that for sufficiently high gain of the observer the OFC recovers the performance of SFC.

In this article, robust sliding mode control (SMC) technique is designed in conjunction with a high-gain observer to overcome these challenges. Owing to its outstanding robust nature and computational simplicity, SMC has attained popularity in several scientific applications [46,47]. To deal with bounded external disturbances, perturbations, and uncertainties of nonlinear systems, SMC is one of the most widely used powerful methods. This is because of its fast convergence, strong robustness against perturbations, parameter variations, external disturbances, and model uncertainties [48–51].

It is notable from the aforementioned study, that there is no significant work for output feedback control of SFJRM using nonlinear dynamics. In the work of [39], the linear observer is proposed to resolve the same problem but the performance of the proposed output feedback controller is valid only locally. In this article, a control solution is proposed for semiglobal stabilization problem of the angular position of the link in SFJRM system with the availability of only a position sensing device. It is theoretically
proved and validated in simulations that knowledge of exact parametric values is not required to achieve the same controller performance as in presence of a sensor for each state. Furthermore, the angular rate of the actuating motor is assumed to be distorted by unknown bounded disturbance. The conventional SMC is used in conjunction with HGO to suppress the effects of this distortion upon the systems.

The rest of the article is planned as; Section 2 describes the dynamical modelling of a SFJRM and problem formulation. In Section 3, SMC for the SFJRM is designed, followed by HGO design which is introduced in Section 4. MATLAB/Simulink (MathWorks Inc., Natick, MA, USA) results and discussion are presented in Section 5. Conclusion is presented in the last section.

2. Dynamical Model and Problem Statement

In this section, the mathematical modelling of SFJRM is explained. The working of the system is demonstrated in detail. Finally, the problem statement of this article is given along with basic technical definitions.

2.1. Dynamical Model of SFJRM

The basic schematic diagram of the SFJRM is shown in Figure 1. Its nonlinear dynamical model can be written as [39]:

\[
I \ddot{\theta}_1 + M g L \sin \theta_1 + K (\theta_1 - \theta_2) = 0 \tag{1}
\]

\[
J \ddot{\theta}_2 - K (\theta_1 - \theta_2) = \tau \tag{2}
\]

where \(\theta_1\) and \(\theta_2\) are the angular positions of the link and actuator, respectively, \(I\) and \(J\) are the inertias of link and actuator respectively, \(M\) is the link-mass, \(g\) is the gravitational constant, \(L\) is the distance of the mass from the center, \(K\) denotes the stiffness of linear spring, \(\tau\) is the input torque applied to the actuator shaft while the viscous damping has been neglected [16,39]. For simplification, the nonlinear dynamical model of the SFJRM (1)–(2) can be denoted in state-space form. Defining \(z_1 = \theta_1, z_2 = \dot{\theta}_1, z_3 = \dot{\theta}_2, z_4 = \theta_2\) and \(u = \tau\). Then, the system (1)–(2) takes the form:

\[
\dot{z}_1 = z_2 \tag{3}
\]

\[
\dot{z}_2 = - \frac{M g L}{I} \sin z_1 - \frac{K}{J} (z_1 - z_3) \tag{4}
\]

\[
\dot{z}_3 = z_4 \tag{5}
\]

\[
\dot{z}_4 = \frac{K}{J} (z_1 - z_3) + \frac{u}{J} \tag{6}
\]

Since it is desired to stabilize the angular position of the link, hence the output of the system can be defined by:

\[
y = h(z) = z_1 \tag{7}
\]
2.2. Problem Statement and Preliminaries

Design a controller for stabilization of angular position of the link in SFJRM system (3)–(6) under that the following limitations:

(i) Sensing device is available only to measure the output i.e., position of SFJRM
(ii) The parametric values of the system \((K, \tau, \text{and } M)\) are not exactly known
(iii) The angular rate of the actuator is subjected to unknown bounded disturbances.

Remark 1. In the context of control systems, the goal is to design a robust OFC such that the effect of parametric uncertainties and matched perturbations is diminished.

Definition 1. References ([52,53]) a system is said to be in singularity perturbed form if its dynamics can be represented as:

\[
\dot{x} = \bar{f}(t, x, z, u, \varepsilon)
\]

\[
\varepsilon \dot{z} = g(t, x, z, u, \varepsilon)
\]

where \(\bar{f}\) and \(g\) are continuously differentiable vector fields, \(\varepsilon \in (0, 1)\) is singular perturbation parameter and satisfies \(\varepsilon \ll 1\). The state vectors are defined by \(x \in D_x \subset \mathbb{R}^m\) and \(z \in D_z \subset \mathbb{R}^n\), while \(u \in D_u \subset \mathbb{R}^p\) denotes the input vector. Moreover, the states \(x\) and \(z\) are called slow and fast states, respectively.

Definition 2. Reference ([54]) a single-input single-output (SISO) nonlinear system \(\dot{\zeta} = f(\zeta) + g(\zeta)u\) has a relative degree \(r\) if

(i) \(L_\zeta L_\zeta^r h(\zeta) = 0 \forall \rho < r - 1\) and for \(\forall \zeta\) in the neighborhood of \(\zeta^o\).
(ii) \(L_\zeta L_\zeta^r h(\zeta^o) \neq 0\).

where \(f\) and \(g\) are continuously differential vector fields, \(\zeta^o\) denotes the equilibria of \(\zeta\) and

\[
L_\zeta^r h(\zeta) = \frac{\partial L_\zeta^{r-1} h}{\partial \zeta} f(\zeta)
\]
Furthermore, \( L_f h(\xi) = \frac{\partial h}{\partial \xi} f(\xi) \). The Lie derivatives of the system are given according to definition 2 as; \( L_q h(z) = 0 \), \( L_f h(z) = z_2 \), \( L_g L_f^2 h(z) = 0 \), \( L_f^3 h(z) = z_4 \), \( L_g L_f^3 h(z) = K/IJ \). Since, \( K, I, \) and \( J \) are non-zero, therefore, \( L_g L_f^3 h(z) \neq 0 \). So, the system’s relative degree \( r \) can be calculated as:

\[
L_g L_f^{r-1} h(z^o) = L_g L_f^3 h(z)
\]

By comparing we get; \( r - 1 = 3 \Rightarrow r = 4 \forall z \in \mathbb{R} \) and \( K/IJ \neq 0 \). The system’s relative degree \( r \) is equal to the order of the system i.e., \( n = r = 4 \), which indicates that the system has no zero-dynamics and hence, the system dynamical model is completely linearizable through feedback.

3. Sliding Mode Control Design

SMC is one of the commonly used robust control techniques for a wide class of uncertain nonlinear systems. The design procedure consists of two main steps:

1. Design of sliding surface
2. Design of a discontinuous control to establish the sliding mode

Sliding mode control technique is advantageous because of its invariance to bounded matched uncertainties, finite-time convergence to the sliding surface, and reduced order of sliding equation. However, with these advantages, sliding mode control has some disadvantages for example chattering, unable to tackle mismatched uncertainty, and asymptotic convergence of state variables.

Note that a nonlinear system can be transformed, utilizing an appropriate change of coordinates in the state space, into the “normal form” of special interest, on which numerous significant properties can be elucidated [54]. The nonlinear dynamic system (3)–(7) is not in normal form. To simplify the control design, we will use a nonlinear coordinate transformation so that the system can be represented in normal form. By applying the nonlinear coordinate transformation of the form \( \xi = T(z) \), the original dynamics (3)–(7) can be re-written in terms of the transformed new coordinates as [39]:

\[
T(z) = \begin{bmatrix}
h(z) \\
L_f h(z) \\
L_f^2 h(z) \\
L_f^3 h(z)
\end{bmatrix}
\]  \hspace{1cm} (11)

where \( L_f h(z) = z_2 \), \( L_f^2 h(z) = -\frac{MgL}{I} \sin z_1 - \frac{K}{I} (z_1 - z_3) \), and \( L_f^3 h(z) = -\frac{MgL}{I} \cos(z_1)z_2 - \frac{K}{I} (z_2 - z_4) \). Moreover, the transformation is global transformation since the relative degree of the system is defined for all \( \xi \in \mathbb{R} \), thus by the inverse function theorem, the inverse transformation is also defined for all \( z \in \mathbb{R} \). Then the new coordinates are given by:

\[
\xi_1 = z_1 
\]  \hspace{1cm} (12)
\[
\xi_2 = z_2 
\]  \hspace{1cm} (13)
\[
\xi_3 = -\frac{MgL}{I} \sin z_1 - \frac{K}{I} (z_1 - z_3) 
\]  \hspace{1cm} (14)
\[
\xi_4 = -\frac{MgL}{I} \cos(z_1)z_2 - \frac{K}{I} (z_2 - z_4) 
\]  \hspace{1cm} (15)

Remark 2. Since the transformed coordinates are themselves physically meaningful as can be seen that \( \xi_1, \xi_2, \xi_3, \) and \( \xi_4 \) are the link position, velocity, acceleration, and jerk respectively. As the system model is defined in these coordinates after transformation, thus these are the natural variable to use for control.
The normal form of the dynamical system which is in new coordinates is represented as:

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2 \\
\dot{\xi}_2 &= \xi_3 \\
\dot{\xi}_3 &= \xi_4 \\
\dot{\xi}_4 &= F(\xi) + bu
\end{align*}
\]

(16) \hspace{1cm} (17) \hspace{1cm} (18) \hspace{1cm} (19)

where \( b = \frac{K}{I} \) and

\[
F(\xi) = -\frac{MgL}{I} \sin \frac{\xi_1}{T} \left( \frac{K}{I} - \xi_2^2 \right) - \left( \frac{K}{I} + \frac{MgL}{I} \cos \xi_1 \right) \xi_3
\]

(21)

Re-writing the Equations (16)–(20) in generalized form:

\[
\begin{align*}
\dot{\xi} &= A\xi + B\phi(\xi, u) \\
y &= C\xi
\end{align*}
\]

(22) \hspace{1cm} (23)

where \( \xi \in \mathbb{R}^4 : \xi = [ \xi_1 \quad \xi_2 \quad \xi_3 \quad \xi_4 ]^T \), \( A \) is a 4 \times 4 matrix, \( B \) is 4 \times 1, \( C \) is 1 \times 4, and \( \phi : \mathbb{R}^4 \times \mathbb{R} \rightarrow \mathbb{R} \) is a real-valued map, and \( \phi(\xi, u) \) is the image of \((\xi, u)\) under the map given by:

\[
A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad C = [ 1 \quad 0 \quad 0 \quad 0 ]^T
\]

And \( \phi(\xi, u) = F(\xi) + bu + Y(t) \), where \( Y(t) \) is the matched uncertain term introduced in the system due to external disturbances.

Assumption-1: There exists some positive constant \( L \) such that the uncertain function satisfies

\[
|Y(t)| \leq L
\]

(24)

**Remark 3.** We assume that in the system (16)–(20), the function \( F(\xi) \) is the uncertain function due to parametric variations because of external effects and uncertainties in measuring these parameters. Thus, we know only the upper bound of an uncertain function.

We consider the sliding surface \( s \) such that

\[
s = c_1\xi_1 + c_2\xi_2 + c_3\xi_3 + \xi_4
\]

(25)

where \( c_1, \ldots, c_3 \) are chosen such that the polynomial \( s^3 + c_1s^2 + c_2s + c_3 = 0 \) is Hurwitz.

Consider the Lyapunov function candidate

\[
V(s) = \frac{1}{2}s^2
\]

(26)

Taking the time derivative of \( V(s) \)

\[
\dot{V}(s) = ss = s(c_1\xi_2 + c_2\xi_3 + c_3\xi_4 + F(\xi) + Y(t) + bu)
\]

(27)

Let us consider the control input

\[
u = (-c_1\xi_2 - c_2\xi_3 - c_3\xi_4 - F(\xi) - \beta \text{sgn}(s))/b
\]

(28)
where $\beta$ is the design parameter, positive constant and $\text{sgn}$ is the signum function given by:

$$\text{sgn}(s) = \begin{cases} 
1, & s > 0 \\
0, & s = 0 \\
-1, & s < 0 
\end{cases}$$ (29)

Substituting (28) into (27), we get:

$$V(s) = s(Y(t) - \beta \text{sgn}(s))$$ (30)

$$\dot{V}(s) \leq s(L - \beta |s|)$$ (31)

$$\dot{V}(s) \leq |s|(\beta - L)$$ (32)

Taking $\beta = L + K$

$$\dot{V}(s) \leq -K|s|$$ (34)

Thus $\dot{V}(s)$ is negative definite, which implies that the states reach the sliding manifold in finite-time and stabilize to the origin independent of the uncertain function $Y(t)$, and hence ensuring the robustness property of the SMC.

**Remark 4.** The SMC derived in this section considers signum function as a discontinuous control law that not only introduces chattering in the control input but also makes the control law non-Lipchitz. We will use an approximation of signum function by replacing it with saturation function in control law and by abuse of notation will still call it SMC.

4. High-Gain Observer Design

For the FJSRM, the only state $\xi_1$ is known. The following HGO is proposed that uses the only available state $\hat{\xi}_1$ which is the measured output of the system:

$$\hat{\xi}_1 = \hat{\xi}_2 + h_1(\tilde{\xi}_1 - \hat{\xi}_1)$$ (35)

$$\hat{\xi}_2 = \hat{\xi}_3 + h_2(\tilde{\xi}_1 - \hat{\xi}_1)$$ (36)

$$\hat{\xi}_3 = \hat{\xi}_4 + h_3(\tilde{\xi}_1 - \hat{\xi}_1)$$ (37)

$$\hat{\xi}_4 = F(\hat{\xi}) + bu + h_4(\tilde{\xi}_1 - \hat{\xi}_1)$$ (38)

where $h_1 = a_1/\epsilon$, $h_2 = a_2/\epsilon^2$, $h_3 = a_3/\epsilon^3$ and $h_4 = a_4/\epsilon^4$. Generally, we can write as;

$$\dot{\hat{\xi}} = A\hat{\xi} + B\phi_0(\hat{\xi}, u) + H(y - C\hat{\xi})$$ (39)

where, $\phi_0(\hat{\xi}, u) = F(\hat{\xi}) + bu$, is the nominal model of $\phi = (\hat{\xi}, u)$ and observer gain is defined as;

$$H = [h_1 \ h_2 \ h_3 \ h_4]^T$$

and the constant $a_i$'s are chosen such that the polynomial

$$s^4 + a_1s^3 + a_2s^2 + a_3s + a_4 = 0$$

is Hurwitz, and $0 < \epsilon < 1$ is the small positive constant also called the high-gain parameter.

**Convergence Analysis:**
The estimation error of the observer can be represented as:

$$\hat{\xi} = \begin{bmatrix} \hat{\xi}_1 \\ \hat{\xi}_2 \\ \hat{\xi}_3 \\ \hat{\xi}_4 \end{bmatrix} = \begin{bmatrix} \xi_1 - \hat{\xi}_1 \\ \xi_2 - \hat{\xi}_2 \\ \xi_3 - \hat{\xi}_3 \\ \xi_4 - \hat{\xi}_4 \end{bmatrix}$$  \hspace{1cm} (40)

Taking the derivative of (40) and substituting (16)–(19) and (35)–(38) we obtain as:

$$\begin{bmatrix} \dot{\hat{\xi}}_1 \\ \dot{\hat{\xi}}_2 \\ \dot{\hat{\xi}}_3 \\ \dot{\hat{\xi}}_4 \end{bmatrix} = \begin{bmatrix} \xi_2 - \hat{\xi}_2 - h_1(\xi_1 - \hat{\xi}_1) \\ \xi_3 - \hat{\xi}_3 - h_2(\xi_1 - \hat{\xi}_1) \\ \xi_4 - \hat{\xi}_4 - h_3(\xi_1 - \hat{\xi}_1) \\ F(\xi) - F(\hat{\xi}) - h(\xi_1 - \hat{\xi}_1) \end{bmatrix} = \begin{bmatrix} \xi_2 - \xi_1 \\ \xi_3 - \xi_1 \\ \xi_4 - \xi_1 \\ \Delta(\xi, \hat{\xi}) \end{bmatrix}$$  \hspace{1cm} (41)

where $\Delta(\xi, \hat{\xi}) = F(\xi) - F(\hat{\xi})$. Defining the scaled estimation errors for each state; $\eta_1 = \xi_1 / \epsilon^3$, $\eta_2 = \xi_2 / \epsilon^2$, $\eta_3 = \xi_3 / \epsilon$ and $\eta_4 = \xi_4$. Then the system can be written into singularity perturbed form as follows:

$$\epsilon \eta_1 = -a_1 \eta_1 + \eta_2$$  \hspace{1cm} (42)

$$\epsilon \eta_2 = -a_2 \eta_1 + \eta_3$$  \hspace{1cm} (43)

$$\epsilon \eta_3 = -a_3 \eta_1 + \eta_4$$  \hspace{1cm} (44)

$$\epsilon \eta_4 = -a_4 \eta_1 + \epsilon \Delta(\xi, \hat{\xi})$$  \hspace{1cm} (45)

The scales estimation error can generally be denoted as: $\eta_i = (\xi_i - \hat{\xi}_i) / \epsilon^{n-i}$ for $i = 1, \ldots, 4$. Hence,

$$\eta_1 = \frac{\xi_1 - \hat{\xi}_1}{\epsilon^3}$$  \hspace{1cm} (46)

$$\eta_2 = \frac{\xi_2 - \hat{\xi}_2}{\epsilon^2}$$  \hspace{1cm} (47)

$$\eta_3 = \frac{\xi_3 - \hat{\xi}_3}{\epsilon}$$  \hspace{1cm} (48)

$$\eta_4 = \frac{\xi_4 - \hat{\xi}_4}{\epsilon}$$  \hspace{1cm} (49)

Then by simple algebraic manipulation, the system (46)–(49) can be represented in the following form:

$$\xi_1 = \hat{\xi}_1 + \epsilon^3 \eta_1$$  \hspace{1cm} (50)

$$\xi_2 = \hat{\xi}_2 + \epsilon^2 \eta_2$$  \hspace{1cm} (51)

$$\xi_3 = \hat{\xi}_3 + \epsilon \eta_3$$  \hspace{1cm} (52)

$$\xi_4 = \hat{\xi}_4 + \eta_4$$  \hspace{1cm} (53)

Then, (50)–(53) can be generally written as:

$$\hat{\xi} = \xi + D(\epsilon) \eta$$  \hspace{1cm} (54)

where

$$D(\epsilon) = \begin{bmatrix} \epsilon^3 & 0 & 0 & 0 \\ 0 & \epsilon^2 & 0 & 0 \\ 0 & 0 & \epsilon & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (55)
Re-arranged (54), we obtain:

\[ D(\varepsilon)\eta = \xi - \hat{\xi} \]  

(56)

Taking derivative on both sides of (56), we obtain:

\[ D(\varepsilon)\eta = \dot{\xi} - \dot{\hat{\xi}} \]  

(57)

Furthermore, now substitute (21) and (39) in (57), we obtain:

\[ D(\varepsilon)\eta = A\xi + B\phi(\xi, u) - A\hat{\xi} - B\phi(\hat{\xi}, u) - H(C\xi - C\hat{\xi}) \]  

(58)

Re-arranged (58), we obtain:

\[ D(\varepsilon)\eta = (A - HC)(\xi - \hat{\xi}) + B(\phi(\xi, u) - \phi(\hat{\xi}, u)) \]  

(59)

Further, we can also write (59):

\[ D(\varepsilon)\eta = (A - HC)(\xi - \hat{\xi}) + B\delta(\xi, \gamma(x - D(\varepsilon)\eta)) \]  

(60)

where \( \delta(\xi, \hat{\xi}) = \phi(\xi, u) - \phi(\hat{\xi}, u) \). Moreover, we can also write (60):

\[ \dot{\eta} = D^{-1}(\varepsilon)(A - HC)D(\varepsilon)\eta + D^{-1}(\varepsilon)B\delta(x, z, D(\varepsilon)\eta) \]  

(61)

Further simplifying (64) we get:

\[ A - HC = \begin{bmatrix} -\alpha_1/\varepsilon & 1 & 0 & 0 \\ -\alpha_2/\varepsilon^2 & 0 & 1 & 0 \\ -\alpha_3/\varepsilon^3 & 0 & 0 & 1 \\ -\alpha_4/\varepsilon^4 & 0 & 0 & 0 \end{bmatrix} \]  

(65)

And now (65) and (55) are used to calculate the \((A - HC)D(\varepsilon)\) as:

\[ (A - HC)D(\varepsilon) = \begin{bmatrix} -\alpha_1/\varepsilon & 1 & 0 & 0 \\ -\alpha_2/\varepsilon^2 & 0 & 1 & 0 \\ -\alpha_3/\varepsilon^3 & 0 & 0 & 1 \\ -\alpha_4/\varepsilon^4 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \varepsilon^3 & 0 & 0 & 0 \\ 0 & \varepsilon^2 & 0 & 0 \\ 0 & 0 & \varepsilon & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \]  

(66)

\[ (A - HC)D(\varepsilon) = \begin{bmatrix} -\alpha_1 \varepsilon^2 & \varepsilon^2 & 0 & 0 \\ -\alpha_2 \varepsilon & \varepsilon & 0 & 0 \\ -\alpha_3 & 0 & 0 & 1 \\ -\alpha_4/\varepsilon & 0 & 0 & 0 \end{bmatrix} \]  

(67)
Pre multiplying (67) by $D^{-1}(\varepsilon)$ we obtain:

$$D^{-1}(\varepsilon)(A - HC)D(\varepsilon) = \begin{bmatrix} 1/\varepsilon^3 & 0 & 0 & 0 \\ 0 & 1/\varepsilon^2 & 0 & 0 \\ 0 & 0 & 1/\varepsilon & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} -\alpha_1 \varepsilon^2 & \varepsilon^2 & 0 & 0 \\ -\alpha_2 \varepsilon & 0 & \varepsilon & 0 \\ -\alpha_3 & 0 & 0 & 1 \\ -\alpha_4/\varepsilon & 0 & 0 & 0 \end{bmatrix}$$  \hfill (68)

Further simplifying (69) we get:

$$D^{-1}(\varepsilon)(A - HC)D(\varepsilon) = \frac{1}{\varepsilon} \begin{bmatrix} -\alpha_1 & 1 & 0 & 0 \\ -\alpha_2 & 0 & 1 & 0 \\ -\alpha_3 & 0 & 0 & 1 \\ -\alpha_4 & 0 & 0 & 0 \end{bmatrix}$$ \hfill (69)

$$D^{-1}(\varepsilon)(A - HC)D(\varepsilon) = \frac{1}{\varepsilon} A_0$$ \hfill (70)

where

$$A_0 = \begin{bmatrix} -\alpha_1 & 1 & 0 & 0 \\ -\alpha_2 & 0 & 1 & 0 \\ -\alpha_3 & 0 & 0 & 1 \\ -\alpha_4 & 0 & 0 & 0 \end{bmatrix}$$ \hfill (71)

Now to calculate the $D^{-1}(\varepsilon)B$, by using (63) we obtain as:

$$D^{-1}(\varepsilon)B = \begin{bmatrix} 1/\varepsilon^3 & 0 & 0 & 0 \\ 0 & 1/\varepsilon^2 & 0 & 0 \\ 0 & 0 & 1/\varepsilon & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix} = B$$ \hfill (72)

Finally, substituting (70) and (72) in (62) we obtain as:

$$\dot{\eta} = \frac{1}{\varepsilon} A_0 \eta + B \delta(x, z, D(\varepsilon)\eta)$$ \hfill (73)

$$\varepsilon \dot{\eta} = A_0 \eta + \varepsilon B \delta(x, z, D(\varepsilon)\eta)$$ \hfill (74)

Since $A_0$ is Hurwitz, thus it is clear from the equation as the value of $\varepsilon$ approaches zero, the uncertain term becomes zero and the error converges to zero asymptotically.

5. Simulation Results and Discussion

In this section, the sliding mode control with high-gain observer design results are validated. MATLAB/Simulink (MathWorks Inc., USA) environment is used to achieve the simulation results. The complete block diagram of the SFJRM with the proposed output feedback controller is shown in Figure 2. All the system parameters used in simulations are given in Table 1. The MATLAB/Simulink block diagram of the SFJRM with proposed output feedback controller in conjunction with HGO is shown in Figure 3. This diagram shows that the saturated control effort and system output are fed to HGO and it estimates the remaining sensorless states which are fed to controller. For assessment of observer performance, the error in observer and original states is also measured and discussed in subsequent paragraphs. The readers are directed to the supplementary files for detailed discussion on the working of model of Figure 3. The initial conditions of the system used in simulations are $x_1(0) = 0.1$ and $x_2(0) = x_3(0) = x_4(0) = 0$. The initial values of the high-gain observer are assumed to be $\hat{x}_1(0) = \hat{x}_2(0) = \hat{x}_3(0) = \hat{x}_4(0) = 0$. To evaluate the robustness of the output feedback under parameters variation, and external disturbances, all the parameters are varied up to $\pm 20$ percent whereas time-dependent matched disturbance is incorporated in the system model. In order to make the control globally bounded, the control input is saturated within $\pm 100$. 
Figure 2. Block diagram of the SFJRM with proposed output feedback controller.

Table 1. System parameters.

| Symbol | Description                  | Value (Unit) |
|--------|------------------------------|--------------|
| $M$    | Mass of the link             | 1 kg         |
| $L$    | Length of the mass location  | 1 m          |
| $k$    | Spring stiffness             | 0.3          |
| $I$    | Inertia of the link          | 0.5 kgm$^2$  |
| $J$    | Inertia of the actuator      | 0.008 kgm$^2$|
| $g$    | Gravitational acceleration   | 9.8 m/s$^2$  |

Figure 3. MATLAB/Simulink block diagram of the SFJRM with proposed output feedback controller in conjunction with HGO.
The output $y = x_1$ of SMC under SFC is shown in Figure 4 which is stabilized smoothly. Whereas Figure 5 illustrates the stabilization of the remaining states $x_2$, $x_3$ and $x_4$ under SFC. The results show that the states are perfectly stabilized after few seconds. In Table 2 output feedback control parameters are given which are used in simulations. Figure 6 shows SMC control input with the signum function, which depicts that the control input is suffering from the chattering phenomenon. To overcome the chattering, saturation is used instead of signum function due to which the control input becomes relatively smooth when states are on the sliding manifold. Figure 7 illustrates SMC control input with saturation and the reduction in chattering can be observed.

Figure 4. SMC output under full state feedback control.

Figure 5. SMC state $x_2$, $x_3$ and $x_4$ under full state feedback control.
Table 2. SMC and HGO parameters.

| SMC Parameter | Value | HGO Parameter | Value |
|---------------|-------|---------------|-------|
| \( c_1 \)     | 6     | \( \alpha_1 \) | 4     |
| \( c_2 \)     | 11    | \( \alpha_2 \) | 6     |
| \( c_3 \)     | 6     | \( \alpha_3 \) | 4     |
| \( k \)       | 10    | \( \alpha_4 \) | 1     |

Figure 6. SMC control input with chattering (using signum function).

Figure 7. SMC control input with reduced chattering (using saturation function).
Figure 8 illustrates the output $y = x_1$ stabilizing performance of the closed-loop (CL) system under SFC and OFC (with HGO) without input saturation. The output feedback is simulated for three different values of $\varepsilon = 0.1$, $\varepsilon = 0.01$, and $\varepsilon = 0.005$. The control input is not globally bounded in this case. Peaking is induced by $|x_1(0) - \hat{x}_1(0)|/\varepsilon = 0.1/\varepsilon$.

When $\varepsilon$ is sufficiently small. The results illustrate that the response under output feedback deviates from the response under state feedback as value of high-gain parameters $\varepsilon$ is decreased. This is unanticipated as it is expected that the response under output feedback should approach the response under state feedback as the value of $\varepsilon$ approaches zero. This is the impact of the peaking phenomenon. Since the system and observer initial conditions are different thus peaking induces as the values of high-gain parameters are decreased. If peaking of the state takes it outside the region of attraction, it could destabilize the system.

Fortunately, the peaking phenomenon can be overcome by the saturation of the control input outside the compact region of interest. Figure 9 shows the output $y = x_1$ stabilization performance of the CL system under state feedback control and output feedback control with input saturation output. The control law is made globally bounded by saturating the control input within $-10$ and 10. The output is shown for three different values $\varepsilon = 0.1$, $\varepsilon = 0.01$, and $\varepsilon = 0.001$. The results show that the trajectories response of the CL system under output feedback approaches the trajectories response of the state feedback as the high-gain parameter values approach zero. From the results, it is noted that for a very small value of $\varepsilon = 0.001$, the response under OFC is nearly indistinguishable from the response under SFC. This leads the performance recovery under SFC. Similarly, Figures 10–12 illustrate the remaining states $x_2$, $x_3$ and $x_4$ response under SFC and OFC with input saturation. These states for SFC and OFC are simulated for three different values of $\varepsilon = 0.1$, $\varepsilon = 0.01$, and $\varepsilon = 0.001$. Furthermore, the graph shows that the trajectories response of the CL systems under output feedback control approaches the trajectories result of state feedback control as the values of $\varepsilon$ decreases. This shows that the HGO (with saturated input) recover the performance of state feedback control when the values of $\varepsilon$ approaching zero.
Figure 9. Stabilizing performance of the CL system under SFC and of OFC with SMC based HGO with input saturation for three different values of $\varepsilon = 0.1$, $\varepsilon = 0.01$, and $\varepsilon = 0.001$.

Figure 10. HGO based on SMC state $x_2$ for three different values of $\varepsilon$. 
Figure 11. HGO based on SMC state $x_3$ for three different values of $\varepsilon$.

Figure 12. HGO based on SMC state $x_4$ for three different values of $\varepsilon$.

The estimation error amongst the system states and the estimated states of the HGO are shown in Figures 13–16 for three different values of $\varepsilon$. It illustrates the estimation error $e_1 = x_1 - \hat{x}_1$, $e_2 = x_2 - \hat{x}_2$, $e_3 = x_3 - \hat{x}_3$ and $e_4 = x_4 - \hat{x}_4$ convergence time is inversely related to $\varepsilon$. Moreover, it can be confirmed that once the estimated states become equal to actual states, they never leave the region of attraction for all future time. Moreover, the control technique proposed in this article is realizable and can be implemented practically without any major modification.
Figure 13. Estimation error $e_1$ between system state $x_1$ and the estimated state $\hat{x}_1$ of the HGO for three different values of $\varepsilon$.

Figure 14. Estimation error $e_2$ between system state $x_2$ and the estimated state $\hat{x}_2$ of the HGO for three different values of $\varepsilon$. 
6. Conclusions

This article presents the robust OFC for a SFJRM with matched perturbations and uncertainties. A robust control technique is proposed for the semi-global stabilization problem of the angular position of the link in the SFJRM system, with the availability of only a position sensing device. In this regard, the conventional mathematical model of SFJRM is modified to a form such that the HGO and SMC can be designed for the system. The robustness property of the SMC to matched uncertainties is exploited to design a robust state feedback controller. The robustness characteristic of the HGO is used for state estimation in presence of uncertain parameters. By the virtue of the separation principle, the HGO and SMC can be designed independently, allowing for easier implementation and tuning.

Figure 15. Estimation error $e_3$ between system state $x_3$ and the estimated state $\hat{x}_3$ of the HGO for three different values of $\varepsilon$.

Figure 16. Estimation error $e_4$ between system state $x_4$ and the estimated state $\hat{x}_4$ of the HGO for three different values of $\varepsilon$. 
6. Conclusions

This article presents the robust OFC for a SFJRM with matched perturbations and uncertainties. A robust control technique is proposed for the semi-global stabilization problem of the angular position of the link in the SFJRM system, with the availability of only a position sensing device. In this regard, the conventional mathematical model of SFJRM is modified to a form such that the HGO and SMC can be designed for the system. The robustness property of the SMC to matched uncertainties is exploited to design a robust state feedback controller. The robustness characteristic of the HGO is used for state estimation in presence of uncertain parameters. By the virtue of the separation principle, we have designed an OFC law based on SMC and HGO in the presence of parametric uncertainties and external disturbances. The convergence analysis and numerical simulations show that the performance of the OFC approaches that of the state feedback control as the high-gain parameter is reduced. To say in nutshell, this article deals with the stabilization of SFJRM system in presence of matched perturbations and modeling uncertainties with the availability of only position sensors. The proposed methodology is supported by both theoretical analysis and simulation framework.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/s21093252/s1.

Author Contributions: Conceptualization, H.U. and A.R. supervision and funding acquisition, F.M.M. methodology, H.U., A.S. and N.M. software, H.U., R.K. and A.R., visualization, A.R., N.M., I.A. and A.S., writing—original draft, H.U. and I.A., writing—review and editing, A.R., N.M. and R.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National University of Sciences and Technology, Islamabad, Pakistan.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Acknowledgments: H.U. thanks Rahmat Ullah Safdar, and Muhammad Nabeel Shahid for their continuous support at the time of writing the article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Ulrich, S.; Sasiadek, J.Z.; Barkana, I. Nonlinear adaptive output feedback control of flexible-joint space manipulators with joint stiffness uncertainties. J. Guid. Control Dyn. 2014, 37, 1961–1975. [CrossRef]
2. Qiao, L.; Zhang, W. Adaptive non-singular integral terminal sliding mode tracking control for autonomous underwater vehicles. IET Control Theory Appl. 2017, 11, 1293–1306. [CrossRef]
3. Suprem, A.; Mahalik, N.; Kim, K. A review on application of technology systems, standards and interfaces for agriculture and food sector. Comput. Stand. Interfaces 2013, 35, 355–364. [CrossRef]
4. Yang, C.; Teng, T.; Xu, B.; Li, Z.; Na, J.; Su, C.-Y. Global adaptive tracking control of robot manipulators using neural networks with finite-time learning convergence. Int. J. Control Autom. Syst. 2017, 15, 1916–1924. [CrossRef]
5. Bottin, M.; Cocuzza, S.; Comand, N.; Doria, A. Modeling and identification of an industrial robot with a selective modal approach. Appl. Sci. 2020, 10, 4619. [CrossRef]
6. Yang, C.; Huang, K.; Cheng, H.; Li, Y.; Su, C.-Y. Haptic identification by ELM-controlled uncertain manipulator. IEEE Trans. Syst. Man Cybern. Syst. 2017, 47, 239409. [CrossRef]
7. Burgner-Kahrs, J.; Rucker, D.C.; Choset, H. Continuum robots for medical applications: A survey. IEEE Trans. Robot. 2015, 31, 126280. [CrossRef]
8. Mosayebi, M.; Ghayour, M.; Sadigh, M.J. A nonlinear high gain observer based input-output control of flexible link manipulator. Mech. Res. Commun. 2012, 45, 34–41. [CrossRef]
9. Rahimi, H.; Nazemizadeh, M. Dynamic analysis and intelligent control techniques for flexible manipulators: A review. Adv. Robot. 2014, 28, 63–76. [CrossRef]
10. Chen, Z.; Wang, M.; Zou, Y. Dynamic learning from adaptive neural control for flexible joint robot with tracking error constraints using high-gain observer. Syst. Sci. Control Eng. 2018, 6, 177–190. [CrossRef]
11. Dwivedy, S.K.; Eberhard, P. Dynamic analysis of flexible manipulators, a literature review. Mech. Mach. Theory 2006, 41, 749–777. [CrossRef]
12. Feliu-Talegon, D.; Feliu-Batlle, V.; Tejado, I.; Vinagre, B.M.; HosseinNia, S.H. Stable force control and contact transition of a single link flexible robot using a fractional-order controller. ISA Trans. 2019, 89, 139–157. [CrossRef] [PubMed]
13. Wei, K.; Ren, B. A method on dynamic path planning for robotic manipulator autonomous obstacle avoidance based on an improved RRT algorithm. Sensors 2018, 18, 571. [CrossRef]
14. Meng, Q.-X.; Lai, X.-Z.; Wang, Y.-W.; Wu, M. A fast stable control strategy based on system energy for a planar single-link flexible manipulator. Nonlinear Dyn. 2018, 94, 615–626. [CrossRef]
15. Arteaga, M.A.; Siciliano, B. On tracking control of flexible robot arms. IEEE Trans. Autom. Control 2000, 45, 520–527. [CrossRef]
16. Huang, A.-C.; Chen, Y.-C. Adaptive sliding control for single-link flexible-joint robot with mismatched uncertainties. IEEE Trans. Control Syst. Technol. 2004, 12, 770–775. [CrossRef]
17. Chen, Y.; Guo, B. Sliding mode fault tolerant tracking control for a single-link flexible joint manipulator system. IEEE Access 2019, 7, 83046–83057. [CrossRef]
18. Singh, J.P.; Lochan, K.; Kuznetsov, N.V.; Roy, B. Coexistence of single- and multi-scroll chaotic orbits in a single-link flexible joint robot manipulator with stable spiral and index-4 spiral repellor types of equilibria. Nonlinear Dyn. 2017, 90, 1277–1299. [CrossRef]
19. Pham, M.N.; Ahn, H.-J. Experimental optimization of a hybrid foil–magnetic bearing to support a flexible rotor. Mech. Systems Signal Process. 2014, 46, 361–372. [CrossRef]
20. Nanos, K.; Papadopoulos, E.G. On the dynamics and control of flexible joint space manipulators. Control Eng. Pract. 2015, 45, 230–243. [CrossRef]
21. Castillo-Berrio, C.F.; Feliu-Batlle, V. Vibration-free position control for a two degrees of freedom flexible-beam sensor. Mechatronics 2015, 27, 1–12. [CrossRef]
22. Pan, Y.; Li, X.; Yu, H. Efficient PID tracking control of robotic manipulators driven by compliant actuators. IEEE Trans. Control Syst. Technol. 2018, 27, 915–922. [CrossRef]
23. Chang, Y.-C.; Chen, B.-S.; Lee, T.-C. Tracking control of flexible joint manipulators using only position measurements. Int. J. Control 1996, 64, 567–593. [CrossRef]
24. Hernandez, J.; Barbot, J.-P. Sliding observer-based feedback control for flexible joints manipulator. Automatica 1996, 32, 1243–1254. [CrossRef]
25. Ibrir, S.; Xie, W.F.; Su, C.-Y. Observer-based control of discrete-time Lipschitzian non-linear systems: Application to one-link flexible joint robot. Int. J. Control 2005, 78, 385–395. [CrossRef]
26. Tomei, P. A simple PD controller for robots with elastic joints. IEEE Trans. Autom. Control 1991, 36, 1208–1213. [CrossRef]
27. Cruz-Zavala, E.; Sanchez, T.; Nuño, E.; Moreno, J.A. Lyapunov-based finite-time control of robot manipulators. IEEE Trans. Control Syst. Technol. 2017, 26, 2259–2267. [CrossRef]
28. Hu, J.-L.; Sun, X.-X.; He, L.; Liu, R.; Deng, X.-F. Adaptive output feedback formation tracking for a class of multiagent systems with quantized input signals. Front. Inf. Technol. Electron. Eng. 2018, 19, 1086–1097. [CrossRef]
29. Le-Tien, L.; Albu-Schäffer, A. Robust adaptive tracking control based on state feedback controller with integrator terms for elastic joint robots with uncertain parameters. IEEE Trans. Control Syst. Technol. 2017, 26, 2259–2267. [CrossRef]
30. Korayem, M.H.; Nekoo, S. Finite-time state-dependent Riccati equation for time-varying nonaffine systems: Rigid and flexible joint manipulator control. ISA Trans. 2015, 54, 125–144. [CrossRef] [PubMed]
31. Kim, J.; Croft, E.A. Full-state tracking control for flexible joint robots with singular perturbation techniques. IEEE Trans. Control Syst. Technol. 2017, 25, 63–73. [CrossRef]
32. Jin, H.; Liu, Z.; Zhang, H.; Liu, Y.; Zhao, J. A dynamic parameter identification method for flexible joints based on adaptive control. IEEE/ASME Trans. Mechatron. 2018, 23, 2896–2908. [CrossRef]
33. He, W.; Yan, Z.; Sun, Y.; Ou, Y.; Sun, C. Neural-learning-based control for a constrained robotic manipulator with flexible joints. IEEE Trans. Neural Netw. Learn. Syst. 2018, 29, 5993–6003. [CrossRef]
34. Chen, S.; Xue, W.; Huang, Y. Analytical design of active disturbance rejection control for nonlinear uncertain systems with delay. Control Eng. Pract. 2019, 84, 323–336. [CrossRef]
35. Sun, L.; Zhang, Y.; Li, D.; Lee, K.Y. Tuning of Active Disturbance Rejection Control with application to power plant furnace regulation. Control Eng. Pract. 2019, 92, 104122. [CrossRef]
36. Wei, W.; Xue, W.; Li, D. On disturbance rejection in magnetic levitation. Control Eng. Pract. 2019, 82, 24–35. [CrossRef]
37. Zhang, H.; Wei, X.; Zhang, L.; Tang, M. Disturbance rejection for nonlinear systems with mismatched disturbances based on disturbance observer. J. Franklin. Inst. 2017, 354, 4404–4424. [CrossRef]
38. Cao, P.; Gan, Y.; Dai, X. Finite-time disturbance observer for robotic manipulators. Sensors 2019, 19, 1943. [CrossRef] [PubMed]
39. Talole, S.E.; Kolhe, J.P.; Phadke, S.B. Extended-state-observer-based control of flexible-joint system with experimental validation. IEEE Trans. Ind. Electron. 2009, 57, 1411–1419. [CrossRef]
40. Raza, A.; Malik, F.M.; Mazhar, N.; Khan, R.; Ullah, H. Feedback Linearization using High Gain Observer for Nonlinear Electromechanical Actuator. In Proceedings of the 22nd International Multitopic Conference (INMIC), Islamabad, Pakisan, 29–30 November 2019; IEEE: Piscataway, NJ, USA, 2019; pp. 1–5. [CrossRef]
41. Raza, A.; Malik, F.M.; Khan, R.; Mazhar, N.; Ullah, H. Robust output feedback control of fixed-wing aircraft. Aircr. Eng. Aerosp. Technol. 2020, 92, 1263–1273. [CrossRef]
42. Farza, M.; M’Saad, M.; Triki, M.; Maatoug, T. High gain observer for a class of non-triangular systems. Syst. Control Lett. 2011, 60, 27–35. [CrossRef]
43. Sanfelice, R.G.; Praly, L. Convergence of Nonlinear Observers on $\mathbb{R}^n$ With a Riemannian Metric (Part I). *IEEE Trans. Autom. Control* **2011**, *57*, 1709–1722. [CrossRef]
44. Khalil, H.K.; Praly, L. High-gain observers in nonlinear feedback control. *Int. J. Robust Nonlinear Control* **2014**, *24*, 993–1015. [CrossRef]
45. Khalil, H.K. *High-Gain Observers in Nonlinear Feedback Control*; SIAM: Philadelphia, PA, USA, 2017.
46. Ahmad, I.; Liaquat, M.; Malik, F.M.; Ullah, H.; Ali, U. Variants of the Sliding Mode Control in Presence of External Disturbance for Quadrotor. *IEEE Access* **2020**, *8*, 227810–227824. [CrossRef]
47. Raza, A.; Malik, F.M.; Mazhar, N.; Ullah, H.; Khan, R. Finite-Time Trajectory Tracking Control of Output-Constrained Uncertain Quadrotor. *IEEE Access* **2020**, *8*, 215603–215612. [CrossRef]
48. Zaare, S.; Soltanpour, M.R.; Moattari, M. Voltage based sliding mode control of flexible joint robot manipulators in presence of uncertainties. *Robot. Auton. Syst.* **2019**, *118*, 204–219. [CrossRef]
49. Zhao, H.; Niu, Y. Finite-time sliding mode control of switched systems with one-sided Lipschitz nonlinearity. *J. Frankl. Inst.* **2020**, *357*, 11171–11188. [CrossRef]
50. Zaare, S.; Soltanpour, M.R.; Moattari, M. Adaptive sliding mode control of flexible joint robot manipulators in presence of structured and unstructured uncertainties. *Multibody Syst. Dyn.* **2019**, *47*, 397–434. [CrossRef]
51. Veysi, M.; Soltanpour, M.R.; Khooban, M.H. A novel self-adaptive modified bat fuzzy sliding mode control of robot manipulator in presence of uncertainties in task space. *Robotica* **2015**, *33*, 2045–2064. [CrossRef]
52. Narang-Siddarth, A.; Valasek, J. *Nonlinear Time Scale Systems in Standard and Nonstandard Forms: Analysis and Control*; SIAM: Philadelphia, PA, USA, 2014.
53. Marchetti, D.H.; Conti, W.R. Singular Perturbation of Nonlinear Systems with Regular Singularity. *Discret. Dyn. Nat. Soc.* **2018**, *2018*. [CrossRef]
54. Isidori, A. *Nonlinear Control Systems*; Springer Science & Business Media: Berlin, Germany, 2013.