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Abstract. We establish the global well-posedness of the Landau-Lifshitz-Gilbert equation in $\mathbb{R}^n$ for any initial data $m_0 \in H^1_0(\mathbb{R}^n, S^2)$ whose gradient belongs to the Morrey space $M^{2,2}(\mathbb{R}^n)$ with small norm $\|\nabla m_0\|_{M^{2,2}(\mathbb{R}^n)}$. The method is based on priori estimates of a dissipative Schrödinger equation of Ginzburg-Landau types obtained from the Landau-Lifshitz-Gilbert equation by the moving frame technique.

1. Introduction

The Landau-Lifshitz-Gilbert equation, originally introduced by Landau and Lifshitz [14] [8], serves as the basic evolution equation for the spin fields in the continuum theory of ferromagnetism. Let $m : \mathbb{R}^n \times (0, +\infty) \to S^2$ denote the spin director field with values in the unit sphere $S^2 \subset \mathbb{R}^3$. The Landau-Lifshitz-Gilbert equation (LLG) is given by

$$
\begin{cases}
\partial_t m = -m \times \Delta m - \lambda m \times (m \times \Delta m) & \text{in } \mathbb{R}^n \times (0, +\infty), \\
m = m_0 & \text{in } \mathbb{R}^n \times \{0\},
\end{cases}
$$

(1.1)

where $\lambda > 0$ is a Gilbert damping parameter, $\times$ is the cross product in $\mathbb{R}^3$, and $m_0 : \mathbb{R}^n \to S^2$ is an initial data. Note that $-m \times m \times \Delta m = \nabla m^2 m$ is the tension field of $m : \mathbb{R}^n \to S^2$. Hence LLG (1.1) is a hybrid of the heat flow and the Schrödinger flow of harmonic maps to $S^2$ and is an evolution equation of parabolic types. A Liapunov functional of (1.1) is given by the Dirichlet energy

$$E(m) = \frac{1}{2} \int_{\mathbb{R}^n} |\nabla m|^2 \, dx.$$

Since LLG (1.1) is energy critical when $n = 2$, the global existence of weak solutions with at most finitely many singularities and the uniqueness among energy non-increasing solutions has been established by [9] and [10, 11], which is based on arguments similar to Struwe’s approach to the heat flow of harmonic maps [22]. We would like to point out that the existence of finite time singularity of (1.1) in dimension $n = 2$ has not been shown yet.

When $n \geq 3$, LLG (1.1) is super-critical with respect to the Dirichlet energy. Although one can show the global existence of weak solutions, the question of regularity and uniqueness of weak solutions becomes a delicate issue. In dimensions $n = 3, 4$, partial regularity for suitable weak solutions to (1.1) has been obtained by Moser [17], while the existence of partially regular weak solutions to (1.1) has been established by Melcher [15] and Wang [24]. However, since the arguments in [17, 15, 24] are perturbation methods based on energy monotonicity inequalities and elliptic estimates on generic time slices, they fail to work for $n \geq 5$. It may be worthy to point out that neither the Bochner formula nor Struwe’s parabolic energy monotonicity formula for the heat flow of harmonic maps (or approximated harmonic maps) [23, 4] seems to be available for (1.1). We would also like to point out that the existence of finite time singularity of LLG (1.1) in dimensions $n = 3, 4$ has been shown by [5].

Very recently, Melcher [16] investigated the global well-posedness of LLG (1.1) in dimensions $n \geq 3$ for initial data $m_0$ in the scaling invariant homogeneous $\dot{W}^{1,n}(\mathbb{R}^n)$ space with small $\dot{W}^{1,n}$-norm, see also Seo [19] for related works. The idea in [16] involves a transformation of LLG (1.1) by the technique of moving frame to a dissipative Schrödinger equation of complex Ginzburg-Landau type nonlinearities. It is natural to establish the global well-posedness of (1.1) for initial data $m_0$ in larger classes of function spaces. Indeed,
we are able to prove the global well-posedness of (1.1) for initial data whose gradient is in certain Morrey spaces with small Morry norm.

In order to state our main results, we first recall

**Definition 1.1.** For $1 \leq p < +\infty$, $0 \leq q \leq n$, the Morrey space $M^{p,q}(\mathbb{R}^n)$ is defined by

$$M^{p,q}(\mathbb{R}^n) := \left\{ f \in L^p_{\text{loc}}(\mathbb{R}^n) : \|f\|_{M^{p,q}(\mathbb{R}^n)}^q = \sup_{x \in \mathbb{R}^n, 0 < r < +\infty} r^{n-q} \int_{B_r(x)} |f(y)|^p \, dy < +\infty \right\}. \quad (1.2)$$

Observe that $M^{p,n}(\mathbb{R}^n) = L^p(\mathbb{R}^n)$, and from the point of view of scalings, $M^{p,p}(\mathbb{R}^n)$ behaves like $L^\alpha(\mathbb{R}^n)$. Now we are ready to state our main theorem.

**Theorem 1.2.** For $\lambda > 0$ and $n \geq 2$, there exist $\epsilon_0 > 0$ and $c_0 > 0$ depending only on $n$ and $\lambda$ with the following properties:

(i) (global existence) If $m_0 : \mathbb{R}^n \to \mathbb{S}^2$ satisfies $m_0 - m_\infty \in L^2(\mathbb{R}^n)$ for some $m_\infty \in \mathbb{S}^2$, with $\nabla m_0 \in M^{2,2}(\mathbb{R}^n)$ satisfying

$$\|\nabla m_0\|_{M^{2,2}(\mathbb{R}^n)} \leq \epsilon_0, \quad (1.3)$$

then there exists a global solution $m : \mathbb{R}^n \times [0, +\infty) \to \mathbb{S}_2$ to LLG (1.1) such that

$$\sup_{t \geq 0} \|\nabla m\|_{M^{2,2}(\mathbb{R}^n)} \leq c_0 \|\nabla m_0\|_{M^{2,2}(\mathbb{R}^n)}, \quad (1.4)$$

Moreover, $m \in C^\infty(\mathbb{R}^n \times (0, +\infty), \mathbb{S}^2)$ and satisfies

$$\sup_{t > 0} \left\| \frac{d^k m(t)}{dt^k} \right\|_{L^\infty(\mathbb{R}^n)} \leq c(n, k) \|\nabla m_0\|_{M^{2,2}(\mathbb{R}^n)}, \quad \forall k \geq 1, \quad (1.5)$$

and $m(t) \to m_0$ in $H^1_{\text{loc}}(\mathbb{R}^n, \mathbb{S}^2)$ as $t \to 0^+$.

(ii) (uniqueness) If, in addition, $\nabla m_0 \in L^2(\mathbb{R}^n)$, then the global solution $m$ also satisfies that $m \in C([0, +\infty), H^1(\mathbb{R}^n))$ with $\partial_t m \in L^2([0, +\infty), L^2(\mathbb{R}^n))$, and the energy inequality:

$$E(m(t)) + \frac{\lambda}{1 + \lambda^2} \int_0^t \int_{\mathbb{R}^n} |\partial_t m|^2 \, dx \, dt \leq E(m_0), \quad \forall \, t > 0. \quad (1.6)$$

Moreover, $m$ is unique in its own class.

Before we proceed with the presentation, we would like to make a few remarks concerning Theorem 1.2.

**Remark 1.3.** For LLG (1.1), we have the following comments.

(i) Since Hölder’s inequality implies that $L^\alpha(\mathbb{R}^n) \subset M^{2,2}(\mathbb{R}^n)$, Theorem 1.2 improves the main result of Melcher [10] and Seo [19].

(ii) Without the smallness condition (1.3), the short time smooth solution of (1.1) can develop singularity at finite time for $n \geq 3$. In fact, the initial data $m_0$ in the example of finite time singularity constructed by Ding-Wang [5] has small Dirichlet energy $E(m_0)$ and finite $\|\nabla m_0\|_{M^{2,2}}$.

(iii) Motivated by the well-posedness result on the heat flow of harmonic maps by [24], it seems reasonable to conjecture that LLG (1.1) is globally well-posed for any initial data $m_0 : \mathbb{R}^n \to \mathbb{S}^2$ having small BMO norm $|m_0|_{\text{BMO}(\mathbb{R}^n)}$.

We briefly discuss some of the ideas in the proof. The first crucial step is to utilize a canonical choice of coordinates on the tangent bundle $T\mathbb{S}^2$, called moving frames, to convert (1.1) into a covariant version of LLG, which is a (nonlocal) semilinear complex valued Schrödinger equation with cubic nonlinearity. Then, by choosing a Coulomb gauge frame, one can get the desired control of nonlocal terms. Finally, using estimates of the dissipative Schrödinger semigroup $S = S(t)$, generated by $(\lambda - i)\Delta$, between Morrey spaces, one can get the desired priori bounds for the short time approximate solutions to (1.1) under the smallness assumption (1.3). It seems that the estimates of $S(t)$ between Morrey spaces may have its own interests, with potential applications to other types of equations.

The paper is written as follows. In section 2, we will establish some basic estimates of $S(t)$ between Morrey spaces. In section 3, we review the derivation of covariant complex Ginzburg-Landau type equation. In section 4, we derive all the needed nonlinear estimates of $S(t)$ between Morrey spaces. In section 5, we will prove Theorem 1.2.
2. Linear estimates for Schrödinger semigroup in Morrey spaces

Throughout this paper, let $S(t)$ denote the semigroup generated by the dissipative Schrödinger operator $(\lambda - i)\Delta$. In this section, we will establish some basic estimates of $S(t)f = S_t * f$ in Morrey spaces when $f \in M^{p,q}(\mathbb{R}^n)$.

Recall that the Fourier transform of the associated kernel $S_t$ of $S(t)$ is given by

$$\hat{S}_t(\xi) = e^{(i-\lambda)t}\xi^2, \quad \xi \in \mathbb{R}^n,$$

so that the kernel $S_t$ can be written as

$$S_t(x) = t^{-\frac{n}{2}}S\left(\frac{x}{\sqrt{t}}\right), \quad x \in \mathbb{R}^n,$$

where

$$S(y) = \int_{\mathbb{R}^n} e^{i(|y| - \lambda)|\xi|^2} e^{iy\eta} \, d\eta, \quad y \in \mathbb{R}^n,$$

is a radial Schwartz function in $\mathbb{R}^n$, where

$$\|S(y)\|_{M^{p,q}(\mathbb{R}^n)} \leq \frac{1}{\lambda}, \quad y \in \mathbb{R}^n.$$

For $f \in L_{loc}^{1}(\mathbb{R}^n)$, the Hardy-Littlewood maximal function of $f$ is defined by (see, e.g. [20])

$$M_{HL}(f)(x) := \sup_{r > 0} \frac{1}{|B_r(x)|} \int_{B_r(x)} |f(y)| \, dy, \quad x \in \mathbb{R}^n.$$

We will use $A \lesssim B$ to denote $A \leq CB$ for some universal positive constant $C$. Now we have

**Lemma 2.1.** For $1 < p < +\infty$ and $0 \leq q \leq n$, if $f \in M^{p,q}(\mathbb{R}^n)$, then $S(t)f \in M^{p(n+1),q}(\mathbb{R}^n)$, and

$$\left\|S(t)f\right\|_{M^{p(n+1),q}(\mathbb{R}^n)} \lesssim t^{-\frac{n}{p(1+q/p)}} \left\|f\right\|_{M^{p,q}(\mathbb{R}^n)}, \quad (2.1)$$

**Proof.** It follows from the definition of $S(t)f$ that for any $x \in \mathbb{R}^n$,

$$(S(t)f)(x) = (S_t * f)(x) = \int_{\mathbb{R}^n} t^{-\frac{n}{2}} S\left(\frac{x-y}{\sqrt{t}}\right) f(y) \, dy$$

$$= \left(\int_{B_r(x)} + \int_{B_r^c(x)}\right) t^{-\frac{n}{2}} S\left(\frac{x-y}{\sqrt{t}}\right) f(y) \, dy$$

$$= I(x) + II(x).$$

For $I(x)$, we have

$$|I(x)| \leq e^n (\sqrt{t}\epsilon)^{-n} \int_{B_{\sqrt{t}\epsilon}(x)} |f(y)| \, dy \lesssim e^n M_{HL}(f)(x). \quad (2.2)$$

To estimate $II(x)$, we proceed as follows.

$$|II(x)| \leq \sum_{k=1}^{\infty} t^{-\frac{n}{2}} \int_{B_{(k+1)\epsilon}(x) \setminus B_{k\epsilon}(x)} |S\left(\frac{x-y}{\sqrt{t}}\right)||f(y)| \, dy$$

$$\leq t^{-\frac{n}{2}} \left[ \sum_{k=1}^{\infty} (k\epsilon)^{n-\frac{n}{2}} S^*(k\epsilon) \right] \left[ \sup_{r > 0} r^{-\frac{n}{2}} \int_{B_{r}(x)} |f(y)| \, dy \right],$$

where

$$S^*(k\epsilon) := \max \left\{|S(y)| : \, y \in B_{(k+1)\epsilon} \setminus B_{k\epsilon}\right\}.$$

Since $S$ is a Schwartz function, one sees that

$$\sum_{k=1}^{\infty} (k\epsilon)^{n-\frac{n}{2}} S^*(k\epsilon) \lesssim \frac{1}{\epsilon} \int_{0}^{\infty} t^{n-\frac{n}{2}} |S(t)| \, dt \lesssim \frac{1}{\epsilon}.$$

This implies

$$|II(x)| \lesssim t^{-\frac{n}{2}} \epsilon^{-1} \left\|f\right\|_{M^{p,q}(\mathbb{R}^n)}, \quad (2.3)$$

where we have used in the last step the inequality:

$$\left\|f\right\|_{M^{p,q}(\mathbb{R}^n)} \lesssim \left\|f\right\|_{M^{p,q}(\mathbb{R}^n)},$$

as desired.
Putting (2.2) and (2.3) together yields

\[ \left| (S(t)f)(x) \right| \lesssim \epsilon^n M_{\text{HL}}(f)(x) + t^{-\frac{n}{2p'}} \epsilon^{-1} \| f \|_{M^{p,q}(\mathbb{R}^n)}. \]

Choose \( \epsilon > 0 \) such that

\[ \epsilon^n M_{\text{HL}}(f)(x) = t^{-\frac{n}{2p'}} \epsilon^{-1} \| f \|_{M^{p,q}(\mathbb{R}^n)}, \]

or,

\[ \epsilon = \left\{ \frac{\| f \|_{M^{p,q}(\mathbb{R}^n)}}{t^{\frac{n}{2p'}} M_{\text{HL}}(f)(x)} \right\}^{\frac{1}{n-1}}. \]

Then we have

\[ \left| S(t)f(x) \right| \lesssim t^{-\frac{n}{2p'(n+1)}} \| f \|_{M^{p,q}(\mathbb{R}^n)} \left( M_{\text{HL}}(f)(x) \right)^{\frac{1}{n-1}}, \quad x \in \mathbb{R}^n. \]

Since \( M_{\text{HL}} : M^{p,q}(\mathbb{R}^n) \rightarrow M^{p,q}(\mathbb{R}^n) \) is a bounded linear operator (see [1] and [12]), we have that \( S(t)f \in M^{p(n+1),q}(\mathbb{R}^n) \), and

\[ \left\| S(t)f \right\|_{M^{p(n+1),q}(\mathbb{R}^n)} \lesssim t^{-\frac{n}{2p'(n+1)}} \| f \|_{M^{p,q}(\mathbb{R}^n)} \left\| f \right\|_{M^{p,q}(\mathbb{R}^n)} \]

\[ \lesssim t^{-\frac{n}{2p'(n+1)}} \| f \|_{M^{p,q}(\mathbb{R}^n)}. \]

This completes the proof of Lemma 2.1. \( \Box \)

**Lemma 2.2.** For \( 1 < p < +\infty \) and \( 0 < q < n \), if \( f \in M^{p,q}(\mathbb{R}^n) \), then \( S(t)f \in M^{p,q}(\mathbb{R}^n) \) and

\[ \left\| S(t)f \right\|_{M^{p,q}(\mathbb{R}^n)} \leq \| f \|_{M^{p,q}(\mathbb{R}^n)}. \] (2.4)

**Proof.** This follows from the Young inequality for convolution operators. In fact,

\[ (S(t)f)(z) = \int_{\mathbb{R}^n} S_t(z-y)f(y) \, dy = \int_{\mathbb{R}^n} S_t(y)f(z-y) \, dy, \]

we have

\[ \left\| S(t)f \right\|_{L^p(B_R(x))}^p \leq \left( \int_{\mathbb{R}^n} |S_t(y)| \, dy \right)^p \left\| f \right\|_{L^p(B_R(x))}^p \lesssim \int_{B_R(x)} |f(y)|^p \, dy, \]

so that

\[ \begin{align*}
R^{q-n} \int_{B_R(x)} |S(t)f(z)|^p \, dz & \lesssim R^{q-n} \int_{B_R(x)} |f(z)|^p \, dz. \quad (2.5)
\end{align*} \]

Taking supremum over all \( B_R(x) \subset \mathbb{R}^n \) in (2.5) yields (2.4). Here we have used the fact that

\[ \int_{\mathbb{R}^n} |S_t(y)| \, dy = \int_{\mathbb{R}^n} |S(y)| \, dy \lesssim 1. \]

This completes the proof. \( \Box \)

**Lemma 2.3.** (Interpolation lemma) For \( 1 < p < +\infty \) and \( 0 < q < n \), if \( f \in M^{p,q}(\mathbb{R}^n) \), then \( S(t)f \in M^{p,q}(\mathbb{R}^n) \) for any \( p \leq \bar{p} \leq p(n+1) \), and

\[ \left\| S(t)f \right\|_{M^{p,q}(\mathbb{R}^n)} \lesssim t^{-\frac{n}{2p'(n+1)}} \| f \|_{M^{p,q}(\mathbb{R}^n)}. \] (2.6)

**Proof.** For any \( \bar{p} \in [p,p(n+1)] \), write

\[ \frac{1}{\bar{p}} = \frac{\theta}{p} + \frac{1-\theta}{p(n+1)}. \]

Then by Hölder’s inequality, Lemma 2.1 and Lemma 2.2, we have

\[ \left\| S(t)f \right\|_{M^{p,q}(\mathbb{R}^n)} \lesssim \left\| S(t)f \right\|_{M^{p,q}(\mathbb{R}^n)}^{\theta} \left\| S(t)f \right\|_{M^{p(n+1),q}(\mathbb{R}^n)}^{1-\theta} \]

\[ \lesssim t^{-\frac{nq(1-\theta)}{2p'(n+1)}} \| f \|_{M^{p,q}(\mathbb{R}^n)}^{\theta} \| f \|_{M^{p,q}(\mathbb{R}^n)}^{1-\theta} \]

\[ \lesssim t^{-\frac{nq(1-\theta)}{2p'(n+1)}} \| f \|_{M^{p,q}(\mathbb{R}^n)}. \]
Since \[ 1 - \theta = \frac{1 - \frac{1}{p} - \frac{1}{q}}{\frac{n}{p(n+1)}}, \]
we have \( \frac{n(1-\theta)}{p(n+1)} = \frac{1}{p} - \frac{1}{p} \) and hence
\[ \left\| S(t)f \right\|_{M^{p,q}(\mathbb{R}^n)} \leq t^{-\frac{q}{2}(\frac{1}{p} - \frac{1}{q})} \left\| f \right\|_{M^{p,q}(\mathbb{R}^n)}. \]
This proves Lemma 2.3 \( \square \)

We also need to estimate \( \nabla(S(t)f) \) in Morrey spaces. More precisely, we have

**Lemma 2.4.** If \( f \in M^{p,q}(\mathbb{R}^n) \) then \( \nabla(S(t)f) \in M^{p(n+1),q}(\mathbb{R}^n) \), and
\[ \left\| \nabla(S(t)f) \right\|_{M^{p(n+1),q}(\mathbb{R}^n)} \lesssim t^{-\frac{q}{2(n+1)}} \left\| f \right\|_{M^{p,q}(\mathbb{R}^n)}. \]  
**(Proof.** Since \( \nabla S_t(x) = \nabla \left[ (t^{\frac{1}{2}}S(\frac{x}{\sqrt{t}}) \right] = t^{-\frac{q+n}{2(n+1)}} \nabla S(\frac{x}{\sqrt{t}}), \) and \( \nabla S \) is also a Schwartz function on \( \mathbb{R}^n \), we can apply the same argument as in Lemma 2.1 to get that
\[ t^{\frac{1}{2}} \left\| \nabla(S(t)f)(x) \right\| \lesssim t^{-\frac{q}{2(n+1)}} \left\| f \right\|_{M^{p,q}(\mathbb{R}^n)} \left( M_{HL}(f)(x) \right)^{\frac{1}{n+1}} \]
so that
\[ t^{\frac{1}{2}} \left\| \nabla(S(t)f) \right\|_{M^{p(n+1),q}(\mathbb{R}^n)} \lesssim t^{-\frac{q}{2(n+1)}} \left\| f \right\|_{M^{p,q}(\mathbb{R}^n)}. \]
This yields (2.7). \( \square \)

**Lemma 2.5.** If \( f \in M^{p,q}(\mathbb{R}^n) \) then \( \nabla(S(t)f) \in M^{p,q}(\mathbb{R}^n) \) and
\[ \left\| \nabla(S(t)f) \right\|_{M^{p,q}(\mathbb{R}^n)} \lesssim t^{-\frac{q}{2}} \left\| f \right\|_{M^{p,q}(\mathbb{R}^n)}. \]  
**(Proof.** It is similar to Lemma 2.2. Since \( \nabla(S(t)f)(z) = t^{-\frac{1}{2}} \int_{\mathbb{R}^n} t^{-\frac{q}{2}} (\nabla S)(\frac{y}{\sqrt{t}}) f(z-y) \ dy, \) the Young inequality implies that
\[ \left\| \nabla(S(t)f) \right\|_{L^p(B_t(z))} \leq t^{-\frac{q}{2}} \left( \int_{\mathbb{R}^n} \left| \nabla S(y) \right| \ dy \right)^{\frac{p}{q}} \left\| f \right\|_{L^p(B_t(z))} \lesssim t^{-\frac{q}{2}} \int_{B_t(z)} \left| f(y) \right|^p \ dy, \]
which, after taking supremum over all \( B_t(z) \subset \mathbb{R}^n \), yields (2.8). Here we have used the fact that
\[ \int_{\mathbb{R}^n} \left| \nabla S(y) \right| \ dy \lesssim 1. \]
This completes the proof. \( \square \)

**Lemma 2.6.** (Interpolation lemma) If \( f \in M^{p,q}(\mathbb{R}^n) \), then \( \nabla(S(t)f) \in M^{\tilde{p},q}(\mathbb{R}^n) \) for any \( p \leq \tilde{p} \leq p(n+1), \)
and
\[ \left\| \nabla(S(t)f) \right\|_{M^{\tilde{p},q}(\mathbb{R}^n)} \leq t^{-\frac{q}{2} - \frac{q}{2}(\frac{1}{p} - \frac{1}{\tilde{p}})} \left\| f \right\|_{M^{p,q}(\mathbb{R}^n)}. \]  
**(Proof.** By Lemma 2.5, Lemma 2.6, and Hölder’s inequality, (2.9) can be proved exactly as in Lemma 2.3. We omit the detail here. \( \square \)

### 3. Covariant Landau-Lifshitz-Gilbert Equation

The moving frame technique was first successfully applied to the study of harmonic maps by Hélein [7], and subsequently used in the study of wave maps (see [6] and [21]) and Schrödinger maps (see [2], [3] and [18]). The basic idea is to use orthonormal frames on the tangent bundle of the target manifold under the Coulomb gauge to rewrite the equation. It turns out that such a technique has been used by Melcher [16] to derive another version of LLG ([14]), which was called as the covariant LLG. Now we briefly review such a construction and refer the readers to [16] for more details.
3.1. Moving frames. Fix a point \( \mathbf{m}_\infty \in S^2 \), we define, for \( \sigma \in \mathbb{Z}_+ \), the homogeneous Sobolev space

\[
H^s_\sigma(\mathbb{R}^n, S^2) = \{ \mathbf{m} : \mathbb{R}^n \to S^2 : \mathbf{m} - \mathbf{m}_\infty \in H^s(\mathbb{R}^n, \mathbb{R}^3) \},
\]

and

\[
H^\infty_\sigma(\mathbb{R}^n, S^2) = \bigcap_{\sigma \in \mathbb{Z}_+} H^s_\sigma(\mathbb{R}^n, S^2).
\]

For \( 0 < T < +\infty \), we consider

\[
\mathbf{m} \in C^0([0, T], H^\infty(\mathbb{R}^n, S^2)) \text{ with } \partial_t \mathbf{m} \in C^0([0, T], H^\infty(\mathbb{R}^n, \mathbb{R}^3)).
\]

Since the pull-back tangent bundle \( \mathbf{m}^{-1}T S^2 \) is a trivial bundle on \( \mathbb{R}^n \times [0, T] \), there exists a global orthonormal frame on \( \mathbf{m}^{-1}T S^2 \); there are smooth tangent vector fields \( X, Y \in C^\infty(\mathbb{R}^n \times [0, T], T_m S^2) \) along \( \mathbf{m} \) such that

\[
|X| = |Y| = 1, \quad \langle X, Y \rangle = 0, \quad \text{and } X \times Y = \mathbf{m}.
\]

We use \( \alpha, \beta \in \{0, 1, \ldots, n\} \) to denote the space-time components, where \( \alpha = 0 \) is the time index so that \( \partial_0 = \partial_t \). Let \( \langle \cdot, \cdot \rangle \) be the inner product on \( \mathbb{R}^3 \). Denote the associated connection coefficient

\[
a = (a_0, a_1, \ldots, a_n) = ((\partial_t X, Y), (\partial_t X, Y), \ldots, (\partial_n X, Y)) \in C^\infty(\mathbb{R}^n \times [0, T], \mathbb{R}^{n+1}).
\]

This gives the covariant derivative \( D_\alpha = \partial_\alpha + ia_\alpha \), \( 0 \leq \alpha \leq n \). Write

\[
\mathbf{u} := (u_0, u) = (u_0, (u_1, \ldots, u_n)) = ((\partial_\alpha X, Y) + i(\partial_\alpha X, Y))_{0 \leq \alpha \leq n} : \mathbb{R}^n \times [0, T] \to \mathbb{C}^{n+1}
\]

for the coefficient of space-time gradient of \( \mathbf{m} \) in terms of \( X + iY \). Then we have

\[
\partial_\alpha \mathbf{m} = \text{Re}(u_\alpha) X + \text{Im}(u_\alpha) Y.
\]

By the relations

\[
\partial_0 X = -\text{Re}(u_\alpha) m + a_\alpha Y, \quad \partial_0 Y = -\text{Im}(u_\alpha) \mathbf{m} - a_\alpha X,
\]

we have the zero torsion identity:

\[
D_\alpha u_\beta = D_\beta u_\alpha,
\]

and the curvature identity:

\[
R_{\alpha\beta} := [D_\alpha, D_\beta] = i\text{Im}(u_\alpha u_\beta).
\]

3.2. Covariant LLG. Direct calculations imply

\[
\Delta \mathbf{m} + |\nabla \mathbf{m}|^2 \mathbf{m} = \sum_{k=1}^{n} (\partial_k \text{Re}(u_k) - a_k \text{Im}(u_k)) X + \sum_{k=1}^{n} (\partial_k \text{Im}(u_k) + a_k \text{Re}(u_k)) Y \quad \text{in } \mathbb{R}^n \times [0, T].
\]

By direct calculations, we will have the following result (see [16] Proposition 2).

**Theorem 3.1.** For \( \mathbf{m}_0 \in H^\infty_\sigma(\mathbb{R}^n, S^2) \), let \( \mathbf{m} \in C^0([0, T], H^\infty(\mathbb{R}^n, \mathbb{R}^3)) \), with \( \partial_t \mathbf{m} \in C^0([0, T], H^\infty(\mathbb{R}^n, \mathbb{R}^3)) \), solve the LLG \( (\mathbf{m}) \) with initial data \( \mathbf{m}_0 \), for some \( T > 0 \). Then

\[
(\mathbf{u}, a) \in C^0([0, T], H^\infty(\mathbb{R}^n, \mathbb{C}^{n+1} \times \mathbb{R}^{n+1}))
\]

solves the covariant LLG:

\[
\begin{aligned}
    u_0 &= (\lambda - i) \sum_{k=1}^{n} D_k u_k, \\
    D_\alpha u_\beta &= D_\beta u_\alpha, \quad 0 \leq \alpha, \beta \leq n, \\
    \partial_\alpha a_\beta - \partial_\beta a_\alpha &= \text{Im}(u_\alpha \overline{u_\beta}), \quad 0 \leq \alpha, \beta \leq n.
\end{aligned}
\]

Moreover, \( u = (u_1, \ldots, u_n) \) solves the covariant complex Ginzburg-Landau equation:

\[
\begin{aligned}
    D_t u_l &= (\lambda - i) \sum_{k=1}^{n} (D_k D_l u_k + R_{lk} u_k), \quad 1 \leq l \leq n, \\
    u(0) &= (\nabla \mathbf{m}_0, X) + i (\nabla \mathbf{m}_0, Y).
\end{aligned}
\]
3.3. **Gauge invariance and Coulomb gauges.** Since (3.5) is invariant under the gauge transformation:

\[ u \mapsto \tilde{u} = e^{-i\theta}u \quad \text{and} \quad a_\alpha \mapsto \tilde{a}_\alpha = a_\alpha + \partial_\alpha \theta, \quad 0 \leq \alpha \leq n, \]

for any \( \theta \in C^\infty(\mathbb{R}^n \times [0, T]) \). A canonical choice is the Coulomb gauge which ensures that \( \tilde{a} = (\tilde{a}_1, \ldots, \tilde{a}_n) \) is divergence free:

\[ \text{div} \tilde{a} = \sum_{k=1}^n \partial_k \tilde{a}_k = 0 \quad \text{in} \quad \mathbb{R}^n. \]

This amounts to solve, for \( t \in [0, T] \),

\[ -\Delta \theta(t) = \text{div}(a(t)) \quad \text{in} \quad \mathbb{R}^n, \]

whose solution is given by

\[ \theta(x, t) = (-\Delta)^{-1} (\text{div}(a))(x, t) = c_n \int_{\mathbb{R}^n} \frac{x - y}{|x - y|^n} \cdot a(y, t) \, dy. \]

Thus

\[ \nabla \theta(t) = \nabla (-\Delta)^{-1} \text{div}(a(t)) = \sum_{j=1}^n R_i R_j a_j(t), \quad 1 \leq l \leq n, \]

where \( R_l = \nabla (-\Delta)^l \) is the \( l \)-th Riesz transform (see [20]). Since \( a, \partial_\alpha a \in C^0\left([0, T], H^\infty(\mathbb{R}^n)\right) \), we conclude, by the standard elliptic theory, that \( \nabla \theta, \partial_\alpha \theta \in C^0\left([0, T], H^\infty(\mathbb{R}^n)\right) \).

3.4. **Estimates of \( a \) in Morrey spaces.**

**Lemma 3.2.** For \( p > 2 \) and \( \frac{n}{2} < q \leq n \), if \( u(t) \in M^{p, q}(\mathbb{R}^n) \) and \( \nabla u(t) \in M^{2, 2}(\mathbb{R}^n) \) for \( 0 < t \leq T \), then we have, under the Coulomb gauge, that

\[ \left\| a(t) \right\|_{M^{\tilde{p}, q}(\mathbb{R}^n)} \lesssim \left\| u(t) \right\|_{M^{p, q}(\mathbb{R}^n)}^2, \quad 0 < t \leq T, \]

where \( \tilde{p} = \frac{pq}{2q - p} \). If, in addition, \( q < \frac{2p}{4 - p} \), then there is a decomposition \( a_0(t) = a_{0}^{(1)}(t) + a_{0}^{(2)}(t) \) such that

\[ \left\| a_0^{(1)}(t) \right\|_{M^{\tilde{p}, q}(\mathbb{R}^n)} \lesssim \left\| u(t) \right\|_{M^{p, q}(\mathbb{R}^n)} \left\| \nabla u(t) \right\|_{M^{2, 2}(\mathbb{R}^n)}, \quad 0 < t \leq T, \]

and

\[ \left\| a_0^{(2)}(t) \right\|_{M^{\tilde{p}, q}(\mathbb{R}^n)} \lesssim \left\| u(t) \right\|_{M^{p, q}(\mathbb{R}^n)}^4, \quad 0 < t \leq T. \]

**Proof.** Since \( a \) is a Coulomb gauge and

\[ \partial_\alpha a_\beta(t) - \partial_\beta a_\alpha(t) = \text{Im}(u_\alpha \overline{u}_\beta)(t) \quad \text{in} \quad \mathbb{R}^n, \quad 0 \leq \alpha, \beta \leq n, \]

we have, after taking \( \partial_\alpha \) of the above equation and summing over \( 1 \leq \alpha \leq n \), that

\[ -\Delta a_\beta(t) = \text{div}(\text{Im}(u_\beta \overline{u}))(t) \quad \text{in} \quad \mathbb{R}^n, \quad 0 \leq \beta \leq n. \]

It is readily seen that \( a \) can be represented by

\[ a_\beta(x, t) = \int_{\mathbb{R}^n} G(x - y) \text{div}(\text{Im}(u_\beta \overline{u}))(y, t) \, dy = -\int_{\mathbb{R}^n} \nabla G(x - y) \cdot \text{Im}(u_\beta \overline{u})(y, t) \, dy, \quad x \in \mathbb{R}^n, \]

for \( 0 \leq \beta \leq n \), where \( G \) is the fundamental solution of \((-\Delta)\) in \( \mathbb{R}^n \). Therefore we have

\[ |a(x, t)| \lesssim \int_{\mathbb{R}^n} |x - y|^{1-n} |u(t)|^2(y) \, dy := I_1(|u(t)|^2)(x), \quad x \in \mathbb{R}^n, \]

where

\[ I_1(f)(x) = \int_{\mathbb{R}^n} |x - y|^{1-n} f(y) \, dy, \quad f \in L^1_{\text{loc}}(\mathbb{R}^n), \]

is the Riesz potential of \( f \) of order 1.

Since \( I_1 : M^{\tilde{p}, q}(\mathbb{R}^n) \to M^{\tilde{p}, q}(\mathbb{R}^n) \) is a bounded linear operator (see [12]), we have that \( a(t) \in M^{\tilde{p}, q}(\mathbb{R}^n) \) and

\[ \left\| a(t) \right\|_{M^{\tilde{p}, q}(\mathbb{R}^n)} \lesssim \left\| u(t) \right\|_{M^{p, q}(\mathbb{R}^n)}^2 \leq \left\| u(t) \right\|_{M^{p, q}(\mathbb{R}^n)}^2 \]

This implies (3.10).
For $a_0$, we have, by (3.3),
\[
- \Delta a_0(t) = \text{div} \left( \text{Im}(\overline{a_0}(t)) \right) = \text{div} \left[ \text{Im}((\lambda - i)\overline{\pi D_j u}(t)) \right]
= \text{div} \left[ \text{Im}((\lambda - i)\overline{\pi \text{div} u}(t) + \text{Re}((\lambda - i)(a \cdot u)\overline{\pi})(t)) \right].
\]
(3.14)
We define $a_0^{(1)}$ and $a_0^{(2)}$ by
\[
\begin{cases}
-\Delta a_0^{(1)}(t) = \text{div} \left[ \lambda \text{Im}(\overline{\pi \text{div} u}(t)) - \text{Re}(\overline{\pi \text{div} u}(t)) \right], \\
-\Delta a_0^{(2)}(t) = \text{div} \left[ \lambda \text{Re}((a \cdot u)\overline{\pi})(t) + \text{Im}((a \cdot u)\overline{\pi})(t) \right].
\end{cases}
\]
(3.15)
It is clear that $a_0(t) = a_0^{(1)}(t) + a_0^{(2)}(t)$. Direct calculations give
\[
|a_0^{(1)}(x, t)| \leq I_1(|u|)(\nabla u)(x, t), \quad x \in \mathbb{R}^n,
\]
and
\[
|a_0^{(2)}(x, t)| \leq I_1(|u|^2)(x, t), \quad x \in \mathbb{R}^n.
\]
As above, we can show that $a_0^{(1)}(t) \in M_{\frac{2(p+2)}{p+1}}^{\frac{2(p+2)}{p+1}}(\mathbb{R}^n)$, and
\[
\left\| a_0^{(1)}(t) \right\|_{M_{\frac{2(p+2)}{p+1}}^{\frac{2(p+2)}{p+1}}(\mathbb{R}^n)} \leq \left\| u(t) \right\|_{M^{p,q}(\mathbb{R}^n)} \left\| \nabla u(t) \right\|_{M^{2,2}(\mathbb{R}^n)}.
\]
This yields (3.11). Similarly, we can show that $a_0^{(2)}(t) \in M_{\frac{2(p+2)}{p+1}}^{\frac{2(p+2)}{p+1}}(\mathbb{R}^n)$ and
\[
\left\| a_0^{(2)}(t) \right\|_{M_{\frac{2(p+2)}{p+1}}^{\frac{2(p+2)}{p+1}}(\mathbb{R}^n)} \leq \left\| u(t) \right\|^2_{M^{p,q}(\mathbb{R}^n)} \left\| u(t) \right\|_{M^{p,q}(\mathbb{R}^n)}^{4} \leq \left\| u(t) \right\|_{M^{p,q}(\mathbb{R}^n)}^{4}.
\]
This yields (3.12). This completes the proof. \hfill \Box

4. Estimates in Morrey spaces for the covariant Landau-Lifshitz-Gilbert equation

In this section, we consider a solution $u \in C^0([0, T], H^\infty(\mathbb{R}^n, \mathbb{C}^n))$ of the covariant complex Ginzburg-Landau equation (3.3) under the Coulomb gauge, and derive the necessary estimates in suitable Morrey spaces.

4.1. Nonlinear estimates in Morrey spaces. First recall that under the Coulomb gauge, the equation (3.3) can be written as
\[
\partial_t u = (\lambda - i)\Delta u + F(a, u) \quad \text{in} \quad \mathbb{R}^n \times (0, T],
\]
where the nonlinearity $F = (F_1, \cdots, F_n)$ is given by
\[
F_l(a, u) = (\lambda - i) \left[ i \sum_{k=1}^{n} \left( \text{Im}(u_l \overline{\pi_k}) u_k \right) + 2i(a \cdot \nabla) u_l - |a|^2 u_l \right] - i(a_0^{(1)} + a_0^{(2)}) u_l, \quad 1 \leq l \leq n.
\]
(4.2)
$F$ can be written as
\[
F = f^{(1)} + f^{(2)} + f^{(3)},
\]
where
\[
\begin{cases}
f^{(1)}(u) = (\lambda - i)i \sum_{k=1}^{n} \text{Im}(u \overline{\pi_k}) u_k, \\
f^{(2)}(u) = (\lambda - i)2i(a \cdot \nabla) u_l - ia_0^{(1)} u_l, \\
f^{(3)}(u) = -(\lambda - i)|a|^2 u_l - ia_0^{(2)} u_l.
\end{cases}
\]
(4.3)
For $p > 2$ to be determined later, let $X_T^p$ be the function space defined by
\[
X_T^p := \left\{ u : \mathbb{R}^n \times [0, T) \rightarrow \mathbb{C}^n \mid \|u\|_{X_T^p} = \sup_{0 \leq t < T} \left( t^{\frac{1}{p} - \frac{1}{p}} \|u(t)\|_{M^{p,2}(\mathbb{R}^n)} + t^{\frac{1}{p}} \|\nabla u(t)\|_{M^{2,2}(\mathbb{R}^n)} \right) < +\infty \right\}.
\]
(4.4)
For $u \in X_T^p$ and $0 < \tau \leq T$, set
\[
\mathcal{R}_1(\tau) = \sup_{0 \leq t \leq \tau} t^{\frac{1}{p} - \frac{1}{p}} \|u(t)\|_{M^{p,2}(\mathbb{R}^n)},
\]
\[
\mathcal{R}_2(\tau) = \sup_{0 \leq t \leq \tau} t^{\frac{1}{p}} \|\nabla u(t)\|_{M^{2,2}(\mathbb{R}^n)}.
\]
and
\[ R_3(\tau) = \sup_{0 \leq t \leq \tau} \| u(t) \|_{M^{2,2}(\mathbb{R}^n)}. \]

Then it holds
\[ \| u \|_{X^p_T} = R_1(T) + R_2(T) + R_3(T). \]

For \( \delta_1, \delta_2 > 0 \), set
\[ B[\delta_1, \delta_2] := \int_0^1 (1 - t)^{-\delta_1} t^{-\delta_2} dt. \]

Observe that \( B[\delta_1, \delta_2] < +\infty \) when \( \delta_1, \delta_2 < 1 \).

### 4.1.1. Morrey space estimates related to \( f^{(1)}(u) \)

**Lemma 4.1.** For \( p \in (3, 6) \) and \( u \in X^p_T \), we have that for \( 0 \leq t \leq T \),
\[ t^{\frac{1}{p} - \frac{2}{3}} \left\| \int_0^t S(t-s)f^{(1)}(u(s))\,ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim R_3^3(t). \]  
(4.5)

**Proof.** Since \( |f^{(1)}(u)| \lesssim |u|^3 \), by Minkowski’s inequality and Lemma 2.3 we have
\[
\left\| \int_0^t S(t-s)f^{(1)}(u(s))\,ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim \int_0^t \left\| S(t-s)f^{(1)}(u(s)) \right\|_{M^{p,2}(\mathbb{R}^n)} ds \\
\lesssim \left( \int_0^t (t-s)^{-\frac{1}{p} - \frac{3}{p} - \frac{1}{3}} |u(s)|^3 \right) R_3^3(t) \\
\lesssim B\left[ \frac{2}{p}, \frac{3}{2}\left(1 - \frac{2}{p}\right) \right] t^{1 - \frac{1}{p} - \frac{3}{p}(1 - \frac{2}{p})} R_3^3(t) \\
\lesssim t^{\frac{1}{p} - \frac{2}{3}} R_3^3(t),
\]

since \( B\left[ \frac{2}{p}, \frac{3}{2}\left(1 - \frac{2}{p}\right) \right] < +\infty \) when \( p \in (3, 6) \). Hence Lemma 4.1 is proved. \( \square \)

**Lemma 4.2.** For \( p \in (3, 6) \) and \( u \in X^p_T \), we have that for \( 0 \leq t \leq T \),
\[ t^{\frac{1}{p}} \left\| \nabla \int_0^t S(t-s)f^{(1)}(u(s))\,ds \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim R_3^3(t). \]  
(4.6)

**Proof.** By Minkowski’s inequality and Lemma 2.6, we have
\[
\left\| \nabla \int_0^t S(t-s)f^{(1)}(u(s))\,ds \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim \int_0^t \left\| \nabla S(t-s)f^{(1)}(u(s)) \right\|_{M^{2,2}(\mathbb{R}^n)} ds \\
\lesssim \int_0^t (t-s)^{-\frac{1}{p} - \frac{3}{p} - \frac{1}{2}} \left\| u(s) \right\|_{M^{3,2}(\mathbb{R}^n)} ds \\
\lesssim \int_0^t (t-s)^{-\frac{1}{p}} \left\| u(s) \right\|_{M^{3,2}(\mathbb{R}^n)}^3 ds \\
\lesssim R_3^3(t) \int_0^t (t-s)^{-\frac{1}{p} - \frac{3}{p}(1 - \frac{2}{p})} ds \\
\lesssim B\left[ \frac{2}{p}, \frac{3}{2}\left(1 - \frac{2}{p}\right) \right] t^{-\frac{1}{2}} R_3^3(t) \\
\lesssim t^{-\frac{1}{p}} R_3^3(t),
\]

since \( B\left[ \frac{2}{p}, \frac{3}{2}\left(1 - \frac{2}{p}\right) \right] < +\infty \) when \( 3 < p < 6 \). This implies (4.6). Hence Lemma 4.2 is proved. \( \square \)

**Lemma 4.3.** For \( p \in (3, 6) \) and \( u \in X^p_T \), we have that for \( 0 \leq t \leq T \),
\[ \left\| \int_0^t S(t-s)f^{(1)}(u(s))\,ds \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim R_3^3(t). \]  
(4.7)
\textbf{Proof.} By Minkowski’s inequality and Lemma 2.3, we have
\[
\left\| \int_0^t S(t-s)f^{(1)}(u(s))\, ds \right\|_{M^{2,2}(\mathbb{R}^n)} \leq \int_0^t \left\| S(t-s)f^{(1)}(u(s)) \right\|_{M^{2,2}(\mathbb{R}^n)}\, ds \\
\leq \int_0^t (t-s)^{-\frac{n}{2p}} \left\| u(s) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds \\
\leq \int_0^t (t-s)^{-\frac{n}{2p}} \left\| u(s) \right\|_{M^{p,2}(\mathbb{R}^n)} \, ds \\
\lesssim B \left[ \frac{3}{p} - \frac{3}{2}(1 - \frac{2}{p}) \right] \mathcal{R}_1^2(t) \\
\lesssim \mathcal{R}_1^2(t),
\]
since \( B \left[ \frac{3}{p} - \frac{3}{2}(1 - \frac{2}{p}) \right] < +\infty \) when \( 3 < p < 6 \). Hence Lemma 4.3 is proved. \hfill \Box

\subsection{Morrey space estimates related to \( f^{(2)}(u) \).}

Observe that
\[
\left\| f^{(2)}(u) \right\| \lesssim |a| \left\| \nabla u \right\| + |a_0^{(1)}| \left\| u \right\|.
\]
Now we have

\textbf{Lemma 4.4.} For \( p \in (2,4) \) and \( u \in X_T^p \), we have that for \( 0 \leq t \leq T \),
\[
\left\| \int_0^t S(t-s)f^{(2)}(u(s))\, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \leq t^{-\frac{n}{4} - \frac{1}{p}} \mathcal{R}_1^2(t) \mathcal{R}_2(t). \tag{4.8}
\]

\textbf{Proof.} It follows from Lemma 5.2 that \( a(t) \in M^{2p,2}(\mathbb{R}^n) \) and \( a^{(1)}_0(t) \in M^{p,2}(\mathbb{R}^n) \). Moreover,
\[
\left\| a(t) \right\|_{M^{2p,2}(\mathbb{R}^n)} \lesssim \left\| u(t) \right\|_{M^{p,2}(\mathbb{R}^n)},
\]
and
\[
\left\| a^{(1)}_0(t) \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim \left\| u(t) \right\|_{M^{p,2}(\mathbb{R}^n)} \left\| \nabla u(t) \right\|_{M^{2,2}(\mathbb{R}^n)}.
\]

By Hölder’s inequality, we have that \( f^{(2)}(u)(t) \in M^{2,2}(\mathbb{R}^n) \) and
\[
\left\| f^{(2)}(u)(t) \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim \left\| a(t) \right\|_{M^{2p,2}(\mathbb{R}^n)} \left\| \nabla u(t) \right\|_{M^{2,2}(\mathbb{R}^n)} + \left\| a^{(1)}_0(t) \right\|_{M^{p,2}(\mathbb{R}^n)} \left\| u(t) \right\|_{M^{p,2}(\mathbb{R}^n)} \\
\lesssim \left\| u(t) \right\|_{M^{p,2}(\mathbb{R}^n)} \left\| \nabla u(t) \right\|_{M^{2,2}(\mathbb{R}^n)}. \tag{4.9}
\]

Applying Minkowski’s inequality and Lemma 2.3, we then have
\[
\left\| \int_0^t S(t-s)f^{(2)}(u(s))\, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \leq \int_0^t \left\| S(t-s)f^{(2)}(u(s)) \right\|_{M^{p,2}(\mathbb{R}^n)}\, ds \\
\leq \int_0^t (t-s)^{-\frac{n}{2p}} \left\| f^{(2)}(u(s)) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds \\
\leq \int_0^t (t-s)^{-\frac{n}{2p}} \left\| u(s) \right\|_{M^{p,2}(\mathbb{R}^n)}^2 \left\| \nabla u(s) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds \\
\lesssim \mathcal{R}_1^2(t) \mathcal{R}_2(t) \int_0^t (t-s)^{-\frac{n}{2} - \frac{1}{p} - \frac{1}{2}} \, ds \\
\lesssim B \left[ \frac{1}{p} - \frac{3}{2} \right] t^{-\frac{n}{4} - \frac{1}{p}} \mathcal{R}_1^2(t) \mathcal{R}_2(t) \\
\lesssim t^{-\frac{n}{4} - \frac{1}{p}} \mathcal{R}_1^2(t),
\]
since \( B \left[ \frac{1}{p} - \frac{3}{2} \right] < +\infty \) when \( 2 < p < 4 \). This implies (4.8). Hence Lemma 4.4 is proved. \hfill \Box
Lemma 4.5. For $p \in (2, 4)$ and $u \in X^p_T$, we have that for any $0 \leq t \leq T$,
\[
t^{\frac{1}{2}} \left\| \nabla \int_{0}^{t} S(t-s) f^{(2)}(u(s)) \, ds \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim R_1^2(t) R_2(t). \tag{4.10}
\]

Proof. Applying Minkowski’s inequality, (4.9), and Lemma 2.6, we have
\[
\left\| \nabla \int_{0}^{t} S(t-s) f^{(2)}(u(s)) \, ds \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim \int_{0}^{t} \left\| \nabla (S(t-s) f^{(2)}(u(s))) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_{0}^{t} (t-s)^{-\frac{1}{2} - \left(\frac{1}{p} - \frac{1}{2}\right)} \left\| f^{(2)}(u(s)) \right\|_{M^{p,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_{0}^{t} (t-s)^{-\frac{1}{2}} \left\| u(s) \right\|_{M^{p,2}(\mathbb{R}^n)}^2 \left\| \nabla u(s) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim R_1^2(t) R_2(t) \int_{0}^{t} (t-s)^{-\frac{1}{2} - \frac{3}{p} s^{-2}\left(\frac{1}{2} - \frac{1}{p}\right) - \frac{1}{2}} \, ds
\]
\[
\lesssim \mathbb{E} \left[ \frac{2}{p} - \frac{3}{2} - \frac{2}{p} \right] t^{-\frac{1}{2}} R_1^2(t) R_2(t)
\]
\[
\lesssim t^{-\frac{1}{2}} R_1^2(t) R_2(t),
\]
since $\mathbb{E} \left[ \frac{2}{p} - \frac{3}{2} - \frac{2}{p} \right] < +\infty$ when $2 < p < 4$. This proves Lemma 4.5. \(\square\)

Lemma 4.6. For $p \in (2, 4)$ and $u \in X^p_T$, we have that for $0 \leq t \leq T$,
\[
\left\| \int_{0}^{t} S(t-s) f^{(2)}(u(s)) \, ds \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim R_1^2(t) R_2(t). \tag{4.11}
\]

Proof. Applying Minkowski’s inequality, (4.9), and Lemma 2.6, we have
\[
\left\| \int_{0}^{t} S(t-s) f^{(2)}(u(s)) \, ds \right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim \int_{0}^{t} \left\| S(t-s) f^{(2)}(u(s)) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_{0}^{t} (t-s)^{-\left(\frac{3}{2} - \frac{1}{2}\right)} \left\| f^{(2)}(u(s)) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_{0}^{t} (t-s)^{-\left(\frac{3}{2} - \frac{1}{2}\right)} \left\| u(s) \right\|_{M^{p,2}(\mathbb{R}^n)}^2 \left\| \nabla u(s) \right\|_{M^{2,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_{0}^{t} (t-s)^{-\left(\frac{3}{2} - \frac{1}{2}\right) s^{-2}\left(\frac{1}{2} - \frac{1}{p}\right) - \frac{1}{2}} \, ds = \mathbb{E} \left[ \frac{2}{p} - \frac{1}{2} - \frac{3}{2} - \frac{2}{p} \right] R_1^2(t) R_2(t)
\]
\[
\lesssim R_1^2(t) R_2(t),
\]
since $\mathbb{E} \left[ \frac{2}{p} - \frac{3}{2} - \frac{2}{p} \right] < +\infty$ when $2 < p < 4$. This proves Lemma 4.6. \(\square\)

4.1.3. Morrey space estimates related to $f^{(3)}(u)$. Observe that
\[
\left| f^{(3)}(u) \right| \lesssim |a|^2 |u| + |a_0^{(2)}| |u|.
\]
Now we have

Lemma 4.7. For $p \in (2, \frac{10}{3})$ and $u \in X^p_T$, we have that for $0 \leq t \leq T$,
\[
t^{\frac{1}{2} - \frac{1}{p}} \left\| \int_{0}^{t} S(t-s) f^{(3)}(u(s)) \, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim R_1^5(t). \tag{4.12}
\]

Proof. By Lemma 3.2, we know that $a(t) \in M^{\frac{2p}{3p-2}}(\mathbb{R}^n)$ and $a_0^{(2)}(t) \in M^{\frac{p}{3p-2}}(\mathbb{R}^n)$ and
\[
\left\| a(t) \right\|_{M^{\frac{2p}{3p-2}}(\mathbb{R}^n)} \lesssim \left\| u(t) \right\|_{M^{\frac{p}{3p-2}}(\mathbb{R}^n)}^2,
\]

\[
\|u_0^{(2)}(t)\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)} \lesssim \|u(t)\|_{M^{p,2}(\mathbb{R}^n)}^4.
\]
Thus by Hölder’s inequality we obtain that \(f^{(3)}(u) \in M^{\frac{3}{p}-2}(\mathbb{R}^n)\) and
\[
\|f^{(3)}(u(t))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)} \lesssim \left(\|a(t)^2\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)} + \|u_0^{(2)}(t)\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)}\right)\|u(t)\|_{M^{p,2}(\mathbb{R}^n)}
\]
\[
\lesssim \|u(t)\|_{M^{p,2}(\mathbb{R}^n)}^5.
\]

(4.13)

Applying Minkowski’s inequality, (4.13), and Lemma 2.3, we have
\[
\left\| \int_0^t S(t-s)f^{(3)}(u(s)) \, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim \int_0^t \left\| S(t-s)f^{(3)}(u(s)) \right\|_{M^{p,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_0^t (t-s)^{-\frac{2}{p}} \left\| f^{(3)}(u(s)) \right\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)} \, ds \lesssim \int_0^t (t-s)^{-\frac{2}{p}} \|u\|_{M^{p,2}(\mathbb{R}^n)}^5 \, ds
\]
\[
\lesssim R_1^5(t) \int_0^t (t-s)^{-\frac{2}{p}} \|S(t-s)f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \mathbb{B} \left[ \frac{5-p}{p}, \frac{5}{2} - \frac{5}{p} \right] t^{-\frac{2}{p}} R_1^5(t)
\]
\[
\lesssim t^{-\frac{2}{p}} R_1^5(t),
\]
since \(\mathbb{B} \left[ \frac{5-p}{p}, \frac{5}{2} - \frac{5}{p} \right] < +\infty\) when \(2 < p < \frac{10}{3}\). This completes the proof. \(\square\)

**Lemma 4.8.** For \(p \in \left(\frac{5}{2}, \frac{10}{3}\right)\) and \(u \in X_T^p\), we have that for \(0 \leq t \leq T\),
\[
\frac{1}{t^\frac{2}{p}} \left\| \nabla \int_0^t S(t-s)f^{(3)}(u(s)) \, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim R_1^5(t).
\]
(4.14)

**Proof.** Applying Minkowski’s inequality, (4.13), and Lemma 2.6, we have
\[
\left\| \nabla \int_0^t S(t-s)f^{(3)}(u(s)) \, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim \int_0^t \left\| \nabla S(t-s)f^{(3)}(u(s)) \right\|_{M^{p,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_0^t (t-s)^{-\frac{2}{p}} \frac{\|f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)}}{\|\nabla f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)}} \, ds
\]
\[
\lesssim \int_0^t (t-s)^{-\frac{2}{p}} \|f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \mathbb{B} \left[ \frac{5-p}{p}, \frac{5}{2} - \frac{5}{p} \right] t^{-\frac{2}{p}} R_1^5(t)
\]
\[
\lesssim t^{-\frac{2}{p}} R_1^5(t),
\]
since \(\mathbb{B} \left[ \frac{5-p}{p}, \frac{5}{2} - \frac{5}{p} \right] < +\infty\) when \(\frac{5}{2} < p < \frac{10}{3}\). Hence Lemma 4.8 is proved. \(\square\)

**Lemma 4.9.** For \(p \in \left(\frac{10}{3}, \frac{16}{5}\right)\) and \(u \in X_T^p\), we have that for \(0 \leq t \leq T\),
\[
\left\| \int_0^t S(t-s)f^{(3)}(u(s)) \, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim R_1^5(t).
\]
(4.15)

**Proof.** Applying Minkowski’s inequality, (4.13), and Lemma 2.6, we have
\[
\left\| \int_0^t S(t-s)f^{(3)}(u(s)) \, ds \right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim \int_0^t \left\| S(t-s)f^{(3)}(u(s)) \right\|_{M^{p,2}(\mathbb{R}^n)} \, ds
\]
\[
\lesssim \int_0^t (t-s)^{-\frac{2}{p}} \frac{\|f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)}}{\|\nabla f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)}} \, ds
\]
\[
\lesssim \int_0^t (t-s)^{-\frac{2}{p}} \frac{\|f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)}}{\|\nabla f^{(3)}(u(s))\|_{M^{\frac{3}{p}-2}(\mathbb{R}^n)}} \, ds
\]
\[
\lesssim \mathbb{B} \left[ \frac{5-p}{p}, \frac{5}{2} - \frac{5}{p} \right] t^{-\frac{2}{p}} R_1^5(t)
\]
\[
\lesssim R_1^5(t),
\]
since $\mathbb{B}\left[\frac{5}{p} - \frac{2}{3}, \frac{5}{p} - \frac{5}{3}\right] < +\infty$ when $2 < p < \frac{10}{3}$. This proves Lemma 4.9.

### 4.2. Duhamel’s principle and Morrey space estimates of solutions to (3.6)

Assume that $u \in C^0\left([0, T], H^\infty(\mathbb{R}^n, \mathbb{C}^n)\right)$ solves the covariant complex Ginzburg-Landau equation (3.6). By Duhamel’s formula, we have that for $0 \leq t \leq T$,

$$u(t) = S(t)u_0 + \sum_{l=1}^{3} (S * f^{(l)}(u))(t),$$

where

$$S(t)u_0 = S_t * u_0 := \tilde{u}_0(t)$$

is, as before, the convolution in space, and

$$(S * f^{(l)}(u))(t) = \int_0^t S(t-s)(f^{(l)}(u(s)))ds := u^{(l)}(t), \ 1 \leq l \leq 3.\quad(4.18)$$

For $\tilde{u}_0$, we can apply Lemma 2.2, Lemma 2.3 and Lemma 2.6 to get

**Lemma 4.10.** For any $2 < p < +\infty$, there exists $C > 0$ depending only on $n, p, \lambda$ such that for any $0 \leq t < +\infty$,

$$\left\|\tilde{u}_0\right\|_{X^p_t} \leq C \left\|u_0\right\|_{M^{2,2}(\mathbb{R}^n)}.\quad(4.19)$$

**Proof.** By Lemma 2.3, we have that for $0 \leq t \leq T$,

$$\left\|\tilde{u}_0(t)\right\|_{M^{p,2}(\mathbb{R}^n)} = \left\|S(t)u_0\right\|_{M^{p,2}(\mathbb{R}^n)} \lesssim t^{-\left(\frac{1}{p} - \frac{2}{3}\right)} \left\|u_0\right\|_{M^{2,2}(\mathbb{R}^n)}.$$

By Lemma 2.6, we have that for $0 \leq t \leq T$,

$$\left\|\nabla \tilde{u}_0(t)\right\|_{M^{2,2}(\mathbb{R}^n)} = \left\|\nabla (S(t)u_0)\right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim t^{-\frac{1}{2}} \left\|u_0\right\|_{M^{2,2}(\mathbb{R}^n)}.$$

By Lemma 2.2, we have that for $0 \leq t \leq T$,

$$\left\|s\tilde{u}_0(t)\right\|_{M^{2,2}(\mathbb{R}^n)} = \left\|S(t)u_0\right\|_{M^{2,2}(\mathbb{R}^n)} \lesssim \left\|u_0\right\|_{M^{2,2}(\mathbb{R}^n)}.$$

Combining these estimates together yields

$$\left\|\tilde{u}_0\right\|_{X^p_t} = \sup_{0 \leq \tau \leq t} \left\{ t^{\frac{1}{2} - \frac{1}{p}} \left\|\tilde{u}_0\right\|_{M^{p,2}(\mathbb{R}^n)} + t^{\frac{1}{2}} \left\|\nabla \tilde{u}_0\right\|_{M^{2,2}(\mathbb{R}^n)} \right\}$$

$$\lesssim \left\|u_0\right\|_{M^{2,2}(\mathbb{R}^n)}.$$

This proves (4.19).

We also introduce another norm of $u \in X^p_t$:

$$\left\|u\right\|_{Y^p_t} := \sup_{0 \leq \tau < t} \left( t^{\frac{1}{2} - \frac{1}{p}} \left\|u\right\|_{M^{p,2}(\mathbb{R}^n)} + t^{\frac{1}{2}} \left\|\nabla u\right\|_{M^{2,2}(\mathbb{R}^n)} \right), \ 0 \leq t \leq T.$$

Note that

$$\left\|u\right\|_{Y^p_t} = R_1(t) + R_2(t), \quad \left\|u\right\|_{X^p_t} = \left\|u\right\|_{Y^p_t} + R_3(t), \quad \left\|u\right\|_{Y^p_t} \geq \left\|u\right\|_{Y^p_t}, \ 0 \leq t \leq T.$$

Now we can combine all these Lemmas together to obtain the following key estimate.

**Theorem 4.11.** For any $p \in (3, \frac{10}{3})$ and $0 < T \leq +\infty$, there exists a constant $C > 0$ depending only on $n, p, \lambda$ such that if $u \in C^0\left([0, T], H^\infty(\mathbb{R}^n, \mathbb{C}^n)\right)$ solves the covariant Ginzburg-Landau equation (5.6). Then

$$\left\|u\right\|_{X^p_t} \leq \left\|u_0\right\|_{X^p_t} + C \left( \left\|u\right\|_{Y^p_t} + \left\|u\right\|_{Y^p_t} \right), \forall \ 0 \leq t \leq T.\quad(4.20)$$

Furthermore, there exists $\epsilon_0 > 0$ depending on $n, p, \lambda$ such that if

$$\left\|u_0\right\|_{M^{2,2}(\mathbb{R}^n)} \leq \epsilon_0,\quad(4.21)$$
then for any $0 \leq t \leq T$,

\[ \| u \|_{X^p_T} \leq 2 \| \tilde{u}_0 \|_{X^p_T} \leq C \| w_0 \|_{M^{2,2}(\mathbb{R}^n)}. \] (4.22)

**Proof.** By the Duhamel formula (4.16), we have

\[ \| u \|_{X^p_T} \leq \| \tilde{u}_0 \|_{X^p_T} + \sum_{i=1}^3 \| u^{(i)} \|_{X^p_T}. \]

For $u^{(1)}$, since Lemma 4.1, Lemma 4.2, and Lemma 4.3 hold for $p \in (3, \frac{10}{3})$, we have

\[ \| u^{(1)} \|_{X^p_T} \leq C R(t) \leq C \| u \|_{Y^p_T}. \]

For $u^{(2)}$, since Lemma 4.4, Lemma 4.5, and Lemma 4.6 hold for $p \in (3, \frac{10}{3})$, we have

\[ \| u^{(2)} \|_{X^p_T} \leq C R(t) R(t) \leq C \| u \|_{Y^p_T}. \]

For $u^{(3)}$, since Lemma 4.7, Lemma 4.8, and Lemma 4.9 hold for $p \in (3, \frac{10}{3})$, we have

\[ \| u^{(3)} \|_{X^p_T} \leq C R(t) \leq C \| u \|_{Y^p_T}. \]

Putting these estimates together yields (4.20).

To show (4.22), first observe that

\[ \lim_{t \to 0^+} \| u \|_{Y^p_T} = 0. \] (4.23)

In fact, by Sobolev’s embedding theorem we have the following estimates: For some large $\sigma \in \mathbb{Z}^+$,

\[ \| u(t) \|_{M^{s,2}(\mathbb{R}^n)} \leq \sup_{x \in \mathbb{R}^n} \| u(t) \|_{L^s(B_1(x))} + \sup_{x \in \mathbb{R}^n, R > 1} \left( R^{2-n} \int_{B_R(x)} |u(t)|^p \right)^{\frac{1}{2}} \leq \| u(t) \|_{H^s(\mathbb{R}^n)}, \]

and

\[ \| \nabla u(t) \|_{M^{s,2}(\mathbb{R}^n)} \leq \sup_{x \in \mathbb{R}^n} \| \nabla u(t) \|_{L^s(B_1(x))} + \sup_{x \in \mathbb{R}^n, R > 1} \left( R^{2-n} \int_{B_R(x)} |\nabla u(t)|^2 \right)^{\frac{1}{2}} \leq \| u(t) \|_{H^s(\mathbb{R}^n)}. \]

This, combined with $u \in C^0([0, T], H^\infty(\mathbb{R}^n, C^n))$, implies (4.23).

It follows from (4.23) and (4.21) that $\| u \|_{X^p_T} < 2 \| \tilde{u}_0 \|_{X^p_T}$ for sufficiently small $t > 0$. Now, assume that there exists $t_* \in (0, T)$ such that $\| u \|_{X^p_{t_*}} = 2 \| \tilde{u}_0 \|_{X^p_{t_*}} \neq 0$. This, combined with $\| u \|_{Y^p_{t_*}} \leq \| u \|_{X^p_{t_*}}$ and (4.20), implies that

\[ 2 \| \tilde{u}_0 \|_{X^p_{t_*}} = \| u \|_{X^p_{t_*}} \leq \| \tilde{u}_0 \|_{X^p_{t_*}} + C \left( \| u \|_{Y^p_{t_*}}^3 + \| u \|_{Y^p_{t_*}}^5 \right) \]

\[ = \| \tilde{u}_0 \|_{X^p_{t_*}} + C \left( 8 \| \tilde{u}_0 \|_{X^p_{t_*}}^2 + 32 \| \tilde{u}_0 \|_{X^p_{t_*}}^4 \right) \| \tilde{u}_0 \|_{X^p_{t_*}}. \]

Hence we obtain

\[ 1 \leq 8C \| \tilde{u}_0 \|_{X^p_{t_*}}^2 + 32C \| \tilde{u}_0 \|_{X^p_{t_*}}^4. \]

This and Lemma 4.10 imply

\[ 1 \leq 8C^2 \| u_0 \|_{M^{2,2}(\mathbb{R}^n)}^2 + 32C^5 \| u_0 \|_{M^{2,2}(\mathbb{R}^n)}^4 \leq 8C^2 \epsilon_0^2 + 32C^5 \epsilon_0^4, \]

which is impossible, provided that $\epsilon_0 > 0$ is chosen sufficiently small. Hence (4.22) holds and the proof is complete.
5. Global well-posedness of LLG (1.1) and proof of Theorem 1.2

In this section, we will give a proof of Theorem 1.2. The rough idea is to (i) approximate the initial data \( m_0 \) by \( m_0^k \) in \( H^\infty(\mathbb{R}^n, \mathbb{S}^2) \) and consider the local smooth solutions \( m^k : \mathbb{R}^n \times [0, T^k] \to \mathbb{S}^2 \) of (1.1) with initial data \( m_0^k \); (ii) apply Theorem 3.1 and Theorem 4.1.1 to obtain uniform bounds on \( \| \nabla m^k \|_{L^p(\mathbb{R}^n \times [\delta, +\infty))} \); (iii) employ the \( \epsilon \)-regularity theory of LLG (1.1) to obtain \( T^k = +\infty \) and uniform upper bounds on \( \| m^k \|_{C^l(\mathbb{R}^n \times [\delta, +\infty))} \) for all \( l \in \mathbb{Z}_+ \) and \( \delta > 0 \); and (iv) show that the limit map \( m \) of \( m^k \) is the desired solution.

5.1. Approximation of initial data. For an initial data \( m_0 \) given by Theorem 1.2, we have

Lemma 5.1. There exists \( \epsilon_0 > 0 \) such that if \( m_0 : \mathbb{R}^n \to \mathbb{S}^2 \) satisfies \( m_0 - m_\infty \in L^2(\mathbb{R}^n) \) for some \( m_\infty \in \mathbb{S}^2 \), and

\[
\| \nabla m_0 \|_{M^{2,2}(\mathbb{R}^n)} \leq \epsilon_0, \tag{5.1}
\]

then there exist a sequence of maps \( \{ m_0^k \} \subset H^\infty(\mathbb{R}^n, \mathbb{S}^2) \) such that

\[
\sup_{k \geq 1} \| \nabla m_0^k \|_{M^{2,2}(\mathbb{R}^n)} \leq C \| \nabla m_0 \|_{M^{2,2}(\mathbb{R}^n)} \leq C \epsilon_0, \tag{5.2}
\]

and

\[
\lim_{k \to \infty} \left( \| m_0^k - m_0 \|_{L^2(\mathbb{R}^n)} + \| \nabla (m_0^k - m_0) \|_{L^2(\mathbb{R}^n)} \right) = 0, \forall R > 0. \tag{5.3}
\]

If, in addition, \( \nabla m_0 \in L^2(\mathbb{R}^n) \), then

\[
\lim_{k \to \infty} \| \nabla (m_0^k - m_0) \|_{L^2(\mathbb{R}^n)} = 0. \tag{5.4}
\]

Proof. Let \( \phi \in C^\infty(\mathbb{R}^n, \mathbb{R}^+) \) be a standard mollifier, with \( \text{supp} (\phi) \subset B_1 \) and \( \int_{\mathbb{R}^n} \phi(y) \, dy = 1 \). Set \( \phi_k(x) = k^n \phi(kx) \) and define

\[
m_0^k(x) = (\phi_k * m_0)(x) = \int_{\mathbb{R}^n} \phi_k(x-y)m_0(y) \, dy = \int_{\mathbb{R}^n} \phi(y)m_0(x - \frac{1}{k} y) \, dy, \quad x \in \mathbb{R}^n.
\]

Applying a modified Poincaré inequality, we have that for any \( x \in \mathbb{R}^n \) and \( k \geq 1 \),

\[
\int_{B_1(x)} \left| m_0^k(x) - m_0(x - \frac{1}{k} y) \right|^2 \, dy \leq \int_{B_1(x)} \left| \nabla m_0^k \right|^2 \leq 2^{-n} \int_{B_2(x)} \left| \nabla m_0 \right|^2 \leq C \| \nabla m_0 \|_{M^{2,2}(\mathbb{R}^n)}^2.
\]

Therefore we have that for any \( x \in \mathbb{R}^n \) and \( k \geq 1 \),

\[
\text{dist}^2(m_0^k(x), \mathbb{S}^2) \leq C \int_{B_1(x)} \left| m_0^k(x) - m_0(x - \frac{1}{k} y) \right|^2 \, dy \leq C \| \nabla m_0 \|_{M^{2,2}(\mathbb{R}^n)}^2 \leq C \epsilon_0^2.
\]

By choosing \( \epsilon_0 > 0 \) sufficiently small, we have that

\[
\frac{3}{4} \leq |m_0^k(x)| \leq 1, \quad \forall x \in \mathbb{R}^n.
\]

Since \( m_0^k - m_\infty = \phi_k * (m_0 - m_\infty) \), it is not hard to see that

\[
\lim_{k \to +\infty} \| m_0^k - m_0 \|_{L^2(\mathbb{R}^n)} = \lim_{k \to +\infty} \| \phi_k * (m_0 - m_\infty) - (m_0 - m_\infty) \|_{L^2(\mathbb{R}^n)} = 0.
\]

It is easy to check that for any \( k \geq 1 \),

\[
R^{2-n} \int_{B_R(x)} \left| \nabla m_0^k \right|^2 \leq R^{2-n} \int_{B_{R+1}(x)} \left| \nabla m_0 \right|^2, \quad \forall B_R(x) \subset \mathbb{R}^n,
\]

so that

\[
\| \nabla m_0^k \|_{M^{2,2}(\mathbb{R}^n)} \leq C \| \nabla m_0 \|_{M^{2,2}(\mathbb{R}^n)}.
\]

Set

\[
\Pi(y) = \frac{y}{|y|} : \{ y \in \mathbb{R}^3 \mid \frac{3}{4} \leq |y| \leq 1 \} \to \mathbb{S}^2,
\]
and define
\[ m^k_0(x) := \Pi(\tilde{m}^k_0(x)) = \frac{\tilde{m}^k_0(x)}{||\tilde{m}^k_0(x)||}, \quad \forall x \in \mathbb{R}^n. \]
Since
\[ \left\| \nabla \Pi \right\|_{L^\infty(\{y \in \mathbb{R}^3 \mid \frac{1}{2} \leq |y| \leq 1\})} \leq 4, \]
it is easy to check that \( m^k_0 \in C^\infty(\mathbb{R}^n, S^2) \) satisfies (5.2). Since
\[ m^k_0(x) - m_0(x) = \Pi(\tilde{m}^k_0(x)) - \Pi(m_0(x)), \quad \forall x \in \mathbb{R}^n, \]
it is also easy to see that
\[ \lim_{k \to \infty} \left\| m^k_0 - m_0 \right\|_{L^2(\mathbb{R}^n)} = 0, \]
and
\[ \lim_{k \to \infty} \left\| \nabla(m^k_0 - m_0) \right\|_{L^2(B_R)} = 0 \]
for any \( 0 < R < +\infty \). In particular, we have that \( m^k_0 \in L^2(\mathbb{R}^n) \). For any \( \ell \geq 1 \), since \( \nabla^\ell \tilde{m}^k_0 = \nabla^\ell(\tilde{m}^k_\infty - \tilde{m}^k_\infty) = \nabla^\ell(\varphi_k \ast (m_0 - \tilde{m}^k_\infty)) \in L^2(\mathbb{R}^n) \) and \( \nabla^\ell m^k_0 = \nabla^\ell(\Pi(\tilde{m}^k_0)) \), we conclude that \( \nabla^\ell m^k_0 \in L^2(\mathbb{R}^n) \). Thus \( m^k_0 \in H^\infty(\mathbb{R}^n, S^2) \).

It is clear that when \( \nabla m_0 \in L^2(\mathbb{R}^n) \), \( \nabla(m^k_0 - m_0) \to 0 \) in \( L^2(\mathbb{R}^n) \). The proof is complete. \( \square \)

5.2. Uniform estimates of approximate solutions of (1.1). For \( m_0 \) given by Theorem 1.2 let \( m^k_0 \) be the approximated initial data given by Lemma 5.1. Then it is known (see Proposition 1) that there exist a maximal time interval \( T^k > 0 \) and a solution
\[ m^k \in C^0([0, T^k], H^\infty(\mathbb{R}^n, S^2)), \quad \partial_t m^k \in C^0([0, T^k], H(\mathbb{R}^n)), \]
to the LLG (1.1), with initial data \( m^k_0 \). Now let \( (a^k, u^k) \in C^0([0, T^k], H^\infty(\mathbb{R}^n, \mathbb{R}^{n+1} \times \mathbb{R}^{n+1})) \) be the corresponding solution of the covariant LLG equation and the covariant Ginzburg-Landau equation given by Theorem 3.1, under the Coulomb gauge. Since
\[ \left\| u^k_0 \right\|_{M^{2, 2}(\mathbb{R}^n)} \approx \left\| \nabla m^k_0 \right\|_{M^{2, 2}(\mathbb{R}^n)} \leq \epsilon_0, \]
we can apply Theorem 4.11 to conclude that for \( p \in (3, \frac{10}{3}) \), \( u^k \in X^p_{T^k} \) and satisfies
\[ \left\| u^k \right\|_{X^p_{T^k}} \leq C \left\| u^k_0 \right\|_{M^{2, 2}(\mathbb{R}^n)} \leq C \epsilon_0. \] (5.5)
By virtue of the relation between \( u^k \) and \( m^k \), this implies
\[ \sup_{0 \leq t \leq T^k} \left\| \nabla m^k(t) \right\|_{M^{2, 2}(\mathbb{R}^n)} \leq \left\| u^k \right\|_{X^p_{T^k}} \leq C \left\| u^k_0 \right\|_{M^{2, 2}(\mathbb{n})} \leq C \epsilon_0. \] (5.6)

5.3. \( \epsilon_0 \)-regularity of LLG (1.1). To show that (5.6) yields \( T^k = +\infty \) and \( m^k \in C^\infty(\mathbb{R}^n \times (0, +\infty)) \) with uniformly bounded \( C^l \)-norms in \( \mathbb{R}^n \times [\delta, +\infty) \) for any \( \delta > 0 \), we need the following regularity theorem for LLG (1.1). For \( z_0 = (x_0, t_0) \in \mathbb{R}^n \times (0, +\infty) \) and \( 0 < r_0 < \sqrt{t_0} \), let \( P_{r_0}(z_0) = B_r(x_0) \times [t_0 - r_0^2, t_0] \) denote the parabolic ball with center \( z_0 \) and radius \( r_0 \). Set
\[ H^1(P_{r_0}(z_0), S^2) = \left\{ m : P_{r_0}(z_0) \to S^2 \mid \nabla m \in L^2(P_{r_0}(z_0)), \partial \Theta m \in L^2(P_{r_0}(z_0)) \right\}. \]

Lemma 5.2. There exists \( \epsilon_0 > 0 \) depending only on \( \lambda \) and \( n \) with the following property: If \( m \in H^1(P_{r_0}(z_0), S^2) \), with \( \nabla^2 m \in L^2(P_{r_0}(z_0)) \), is a weak solution of the LLG (1.1) satisfying
\[ \left\| \nabla m \right\|_{M^{2, 2}(P_{r_0}(z_0))} := \sup_{P_{r_0}(z_0) \subset P_{r_0}(z_0)} \left( t^{2-(n+2)} \int_{P_{r_0}(z_0)} |\nabla m(y, s)|^2 \, dy \, ds \right)^{\frac{1}{2}} \leq \epsilon_0, \] (5.7)
then \( m \in C^\infty(P_{r_0}(z_0), S^2) \), and for all \( l \geq 0 \),
\[ \left\| m \right\|_{C^l(P_{r_0}(z_0))} \leq C(\lambda, l, \epsilon_0, r_0). \] (5.8)

\( \text{m} \) satisfies (1.1) in the sense of distributions, if, for any \( \Phi \in C_0^\infty(P_{r_0}(z_0), S^2) \), the following holds:
\[ \int_{P_{r_0}(z_0)} [\partial_t m, \Phi] + \lambda(\nabla m, \nabla \Phi) - (m \times \nabla m, \nabla \Phi) - \lambda(\nabla^2 m, \Phi) \, dy \, ds = 0. \]
Proof. By rescaling, we may assume \( r_0 = 2 \) and \( z_0 = (0, 4) \). Since \( \nabla^2 m \in L^2(P_2(0, 4)) \), it is known that (1.1) is equivalent to

\[
\lambda \partial_t m + m \times \partial_t m = (1 + \lambda^2)(\Delta m + |\nabla m|^2 m). \tag{5.9}
\]

For any \( \phi \in C^0_0(B_2) \), we can multiply (5.9) by \( \partial_t m \phi^2 \) and integrate the resulting equation over \( B_2 \times [t_1, t_2] \), \( 0 < t_1 < t_2 \leq 4 \), to obtain the following local energy inequality:

\[
\lambda \int_{t_1}^{t_2} \int_{B_2} |\partial_t m|^2 \phi^2 + (1 + \lambda^2) \int_{B_2} |\nabla m(t_2)|^2 \phi^2 \leq (1 + \lambda^2) \int_{B_2} |\nabla m(t_1)|^2 \phi^2 + C(\lambda) \int_{t_1}^{t_2} \int_{B_2} |\nabla m|^2 |\nabla \phi|^2. \tag{5.10}
\]

By choosing suitable \( \phi \) and applying Fubini’s theorem, (5.10) implies that

\[
\int_{P_2(r)} |\partial_t m|^2 \leq C(\lambda) r^{-2} \int_{P_2(\frac{r}{2})} |m|^2, \quad \forall P_r(z) \subset P_2(0, 4). \tag{5.11}
\]

This, combined with (5.7), implies the smallness of renormalized total energy of \( m \):

\[
r^{-n} \int_{P_2(\frac{r}{2})} (|m|^2 + r^2 |\partial_t m|^2) \leq C\epsilon_0^2, \quad \forall P_r(z) \subset P_2(0, 4). \tag{5.12}
\]

Now we can perform a blow-up argument, similar to that by Moser [17], Melcher [15], and Ding-Wang [5], to conclude that there exists \( \theta_0 \in (0, \frac{1}{2}) \) such that

\[
(\theta_0 r)^{-n} \int_{P_{\theta_0}(r)} (|m|^2 + (\theta_0 r)^2 |\partial_t m|^2) \leq \frac{1}{2} r^{-n} \int_{P_2(\frac{r}{2})} (|m|^2 + r^2 |\partial_t m|^2), \quad \forall P_r(z) \subset P_2(0, 4). \tag{5.13}
\]

It is standard that by iterations, (5.13) implies that there exists \( \alpha_0 \in (0, 1) \) depending only on \( n, \lambda \) such that

\[
r^{-n} \int_{P_2(\frac{r}{2})} (|m|^2 + r^2 |\partial_t m|^2) \leq C(\lambda) r^{2\alpha_0} \int_{P_2(0, 4)} |m|^2 \leq C(\lambda) \epsilon_0^{2\alpha_0}, \quad \forall P_r(z) \subset P_2(0, 4). \tag{5.14}
\]

This, combined with Morrey’s decay lemma, yields that \( m \in C^{\alpha_0}(P_2(0, 4), \mathbb{S}^2) \) and

\[
\left[ m \right]_{C^{\alpha_0}(P_2(0, 4))} \leq C(\lambda) \left\| \nabla m \right\|_{M^{2, 2}(P_2(0, 4))}. \tag{5.15}
\]

By higher order regularity theorem of LLG [1.3] and (5.15), we conclude that \( m \in C^\infty(P_2(0, 4)) \) and satisfies the estimate (5.8). This completes the proof.

Now we return to the proof of Theorem 1.2. By Lemma 5.2 and the estimate (5.6), we want to show

Claim. \( T^k = +\infty \), and \( \sup_{k \geq 1} \left\| m^k \right\|_{C^l(\mathbb{R}^n \times [\delta, +\infty))} \) is uniformly bounded for all \( l \geq 1 \) and \( \delta > 0 \).

For, otherwise, \( T^k < +\infty \). Then we must have that

\[
\lim_{t \uparrow T_k} \left\| \nabla m^k(t) \right\|_{L^\infty(\mathbb{R}^n)} = +\infty.
\]

On the other hand, by (5.9), we have

\[
\sup_{t \in [\frac{T_k}{2}, T_k]} \left\| \nabla m^k \right\|_{M^{2, 2}(\mathbb{R}^n)} \leq C\epsilon_0. \tag{5.16}
\]

This clearly implies that for any \( x_0 \in \mathbb{R}^n \),

\[
\left\| \nabla m^k \right\|_{M^{2, 2}(\mathbb{R}^n)} \leq C\epsilon_0. \tag{5.17}
\]

Since \( m^k \in C^0([0, T^k], H^\infty(\mathbb{R}^n)) \), \( \nabla^2 m^k \in L^2_{loc}(\mathbb{R}^n \times \left[ \frac{T_k}{2}, T_k \right]) \). Thus we can apply Lemma 5.2 to conclude that for any \( k \), \( \left\| \nabla m^k(t) \right\|_{L^\infty(\mathbb{R}^n)} \) remains to be bounded, as \( t \) tends to \( T_k \). We reach a contradiction. Thus \( T_k = +\infty \). Now by applying Lemma 5.2 again, we would conclude that \( m^k \in C^\infty(\mathbb{R}^n \times (0, +\infty)) \). Moreover, for any \( \delta > 0 \),

\[
\sup_{k \geq 1} \left\| m^k \right\|_{C^l(\mathbb{R}^n \times [\delta, +\infty))} \leq C(l, \delta, \epsilon_0). \tag{5.18}
\]

This proves the claim.
After taking possible subsequences, we may assume that there exists a \( m \in C^\infty(\mathbb{R}^n \times (0, +\infty), \mathbb{S}^2) \) such that \( m^k \) converges to \( m \) in \( C^1_{\text{loc}}(\mathbb{R}^n \times (0, +\infty)) \). It is not hard to see that \( m_{t=0} = m_0 \) in the sense of trace. By the lower semicontinuity and (5.4), we also have

\[
\sup_{t \geq 0} \| \nabla m \|_{M^{2,2}(\mathbb{R}^n)} \leq \lim_{K \to \infty} \| u(m) \|_{L^\infty(\mathbb{R}^n \times [0, K])} \leq C \| \nabla m_0 \|_{M^{2,2}(\mathbb{R}^n)} \leq C_0.
\]

Moreover, by the \( \epsilon \)-regularity Lemma 5.2 we conclude that \( m \) also satisfies the derivative estimates (1.3).

Finally, if \( m_0 \in H^1(\mathbb{R}^n, \mathbb{S}^2) \), then we have

\[
\lim_{k \to \infty} \int_{\mathbb{R}^n} |(\nabla (m^k_0 - m_0))|^2 \, dx = 0.
\]

Since \( m^k \in C^\infty(\mathbb{R}^n \times (0, +\infty)) \) satisfies the equation (5.9) in \( \mathbb{R}^n \times (0, +\infty) \), we can multiply (5.9) by \( \partial_t m^k \) and integrate the resulting equation on \( \mathbb{R}^n \) to get the global energy equality:

\[
\frac{d}{dt} \int_{\mathbb{R}^n} |\nabla m^k(t)|^2 \, dx = -\frac{\lambda}{1 + \lambda^2} \int_{\mathbb{R}^n} |\partial_t m^k(t)|^2 \, dx.
\]

Integrating (5.19) over \([0, t]\) yields

\[
\int_{\mathbb{R}^n} |\nabla m^k(t)|^2 \, dx + \frac{\lambda}{1 + \lambda^2} \int_{0}^{t} \int_{\mathbb{R}^n} |\partial_t m^k|^2 \, dx \, dt = \int_{\mathbb{R}^n} |\nabla m^k_0|^2 \, dx.
\]

Sending \( k \) to \( \infty \) in (5.20) and applying the lower semicontinuity, we conclude that \( m \) satisfies the energy inequality (1.4).

Thus the proof of Theorem 1.2 would be complete, if we have shown the uniqueness of \( m \) in its class when \( \nabla m_0 \in L^2(\mathbb{R}^n) \). This part follows from the lemma below.

5.4. Uniqueness of LLG (1.1). Motivated by the uniqueness theorem on the heat flow of harmonic maps established by Huang-Wang [13], we will establish that LLG (1.1) enjoys the following uniqueness property for initial data in \( M^{2,2}(\mathbb{R}^n) \).

Lemma 5.3. There exist \( c_0 > 0 \) and \( c_0 > 0 \) depending on \( n, \lambda \) such that for \( m_0 \in H^1(\mathbb{R}^n, \mathbb{S}^2) \) and \( i = 1, 2 \), if \( m^{(i)} : \mathbb{R}^n \times [0, +\infty) \to \mathbb{S}^2 \) are weak solutions of LLG (1.1), under the initial data \( m_0 \), satisfying

(i) \( m^{(i)} \in C^0([0, +\infty), H^1(\mathbb{R}^n, \mathbb{S}^2)) \), \( \partial_t m^{(i)} \in L^2(\mathbb{R}^n, \mathbb{S}^2) \), \( \nabla^2 m^{(i)} \in L^2(\mathbb{R}^n, \mathbb{S}^2) \), and \( \nabla^2 m^{(i)} \in L^2(\mathbb{R}^n, \mathbb{S}^2) \) for \( \delta > 0 \); and

(ii) \( \sup_{t \geq 0} \| \nabla m^{(i)}(t) \|_{M^{2,2}(\mathbb{R}^n)} \leq c_0 \epsilon_0 \),

then \( m^{(1)} \equiv m^{(2)} \) in \( \mathbb{R}^n \times [0, +\infty) \).

Proof. The idea is originally due to Huang-Wang [13] on the heat flow of harmonic maps. Here we adapt it to LLG (1.1). Applying Lemma 5.2 to \( m^{(i)} \), we see that \( m^{(i)} \in C^\infty(\mathbb{R}^n \times (0, +\infty)) \) and

\[
\sup_{t \geq 0} \| \nabla m^{(i)}(t) \|_{M^{2,2}(\mathbb{R}^n)} \leq c_0 \epsilon_0, \quad \forall t > 0.
\]

Set \( m = m^{(1)} - m^{(2)} \). Then we have

\[
\partial_t m = \lambda \Delta m + \lambda (|\nabla m^{(1)}|^2 m^{(1)} - |\nabla m^{(2)}|^2 m^{(2)}) - (m \times \Delta m^{(1)} + m^{(2)} \times \Delta m).
\]

Since \( \Delta m^{(i)}(t), \Delta m(t) \in L^2(\mathbb{R}^n) \) for a.e. \( t > 0 \) and \( m \in L^2(\mathbb{R}^n) \), we can multiply (5.23) by \( m \) and integrate the resulting equation over \( \mathbb{R}^n \) to obtain

\[
\frac{d}{dt} \int_{\mathbb{R}^n} |m|^2 + 2\lambda \int_{\mathbb{R}^n} |\nabla m|^2 = 2\lambda \int_{\mathbb{R}^n} (|\nabla m^{(1)}|^2 m^{(1)} - |\nabla m^{(2)}|^2 m^{(2)}) \cdot m + 2 \int_{\mathbb{R}^n} (\nabla m^{(2)} \times \nabla m) \cdot m = I + II.
\]

Observe that

\[
m^1 \cdot m = \frac{1}{2} |m|^2, \quad m^2 \cdot m = -\frac{1}{2} |m|^2.
\]

This and (5.22) imply

\[
I = \lambda \int_{\mathbb{R}^n} (|\nabla m^{(1)}|^2 + |\nabla m^{(2)}|^2) |m|^2 \leq \frac{C \epsilon_0^2}{t} \int_{\mathbb{R}^n} |m|^2.
\]
By Hölder’s inequality and (5.22), we have
\[ |II| \leq \lambda \int_{\mathbb{R}^n} |\nabla m|^2 + \lambda^{-1} \int_{\mathbb{R}^n} |\nabla m^{(2)}|^2 |m|^2 \leq \lambda \int_{\mathbb{R}^n} |\nabla m|^2 + \frac{C_0^2}{t} \int_{\mathbb{R}^n} |m|^2. \]
Putting these estimates into (5.24) yields
\[ \frac{d}{dt} \int_{\mathbb{R}^n} |m(t)|^2 \leq \frac{C_0^2}{t} \int_{\mathbb{R}^n} |m(t)|^2. \]
Hence we have
\[ \frac{d}{dt} \left( t^{-\frac{1}{2}} \int_{\mathbb{R}^n} |m(t)|^2 \right) \leq \frac{C_0^2}{t^2} t^{-\frac{1}{2}} \int_{\mathbb{R}^n} |m(t)|^2 \leq 0. \]
This yields
\[ t^{-\frac{1}{2}} \int_{\mathbb{R}^n} |m(t)|^2 \leq \lim_{s \downarrow 0} s^{-\frac{1}{2}} \int_{\mathbb{R}^n} |m(s)|^2. \]
On the other hand, since \( m(0) = 0 \), we have that \( m(x, \tau) = \int_0^\tau \partial_t m(x, t) \, dt \), a.e. \( x \in \mathbb{R}^n, \tau > 0 \). By Hölder’s inequality, we have
\[ s^{-\frac{1}{2}} \int_{\mathbb{R}^n} |m(x, s)|^2 \, dx \leq s^\frac{1}{2} \int_{\mathbb{R}^n} |\partial_t m(x, t)|^2 \, dx \, dt \leq C s^\frac{1}{2} \to 0, \text{ as } s \downarrow 0. \]
Therefore \( m(x, t) = 0 \) for a.e. \( (x, t) \in \mathbb{R}^n \times [0, +\infty) \). This completes the proof. \( \square \)

It is clear that the global solution \( m \) obtained in Theorem 1.2 satisfies all the conditions in Lemma 5.3. Hence \( m \) is unique in its own class. The proof of Theorem 1.2 is now complete.

5.5. Stability of the covariant LLG (3.5) and the covariant GL (3.6). In this final section, we will show that the covariant LLG equation (3.5) and (3.6), under the Coulomb gauge, enjoy the following stability property in the space \( X_{\infty}^p \). This may have its own interest.

**Lemma 5.4.** There exist \( \epsilon_0 > 0 \) and \( c_0, c_1 > 0 \) depending only on \( n, \lambda, p \) with the following property: For \( i = 1, 2 \), if \( v_0^{(i)} \in M^{2,2}(\mathbb{R}^n) \) satisfies
\[ \|\epsilon_0^{(i)}\|_{M^{2,2}(\mathbb{R}^n)} \leq \epsilon_0, \quad (5.25) \]
and \( u^{(i)} = (u_0^{(i)}, u^{(i)}): \mathbb{R}^n \times [0, +\infty) \to \mathbb{C}^{n+1} \) is a solution of (3.5) and (3.6) given by the Duhamel formula (4.16), with initial data \( v_0^{(i)} \) and the Coulomb gauge \( a^{(i)} \), that satisfies
\[ \|u^{(i)}\|_{X_{\infty}^p} \leq c_0 \epsilon_0, \quad (5.26) \]
for some \( p \in (3, \frac{11}{2}) \). Then
\[ \|u^{(1)} - u^{(2)}\|_{X_{\infty}^p} \leq c_1 \|v_0^{(1)} - v_0^{(2)}\|_{M^{2,2}(\mathbb{R}^n)}. \quad (5.27) \]

**Proof.** To emphasize the dependence of the Coulomb gauge \( a^{(i)} \) on \( u^{(i)} \), set \( a(u^i) = a^{(i)} \) as the Coulomb gauge associated with \( u^{(i)} \). Also set \( a(u) = a(u^{(1)}) - a(u^{(2)}) \), \( a_0^{(1)}(u) = a_0^{(1)}(u^{(1)}) - a_0^{(1)}(u^{(2)}) \), \( a_0^{(2)}(u) = a_0^{(2)}(u^{(1)}) - a_0^{(2)}(u^{(2)}) \), \( u = u^{(1)} - u^{(2)} \), and \( v_0 = v_0^{(1)} - v_0^{(2)} \). By Duhamel’s formula (4.16), we have
\[ u(t) = S(t)v_0 + \sum_{i=1}^{3} S \ast (f^{(i)}(u^{(1)}) - f^{(i)}(u^{(2)}))(t). \quad (5.28) \]
It is clear that Lemma 3.2 yields
\[ \|S(t)v_0\|_{X_{\infty}^p} \leq c_1 \|v_0\|_{M^{2,2}(\mathbb{R}^n)}. \quad (5.29) \]
Observe that
\[ \left| f^{(1)}(u^{(1)}) - f^{(1)}(u^{(2)}) \right| \lesssim \left| (|u^{(1)}|^2 + |u^{(2)}|^2)|u|, \right. \]
so that we can apply Lemma 4.1, Lemma 4.2, and Lemma 4.3, and (5.26) to get
\[ \|S \ast (f^{(i)}(u^{(1)}) - f^{(i)}(u^{(2)}))\|_{X_{\infty}^p} \lesssim \left( \|u^{(1)}\|_{X_{\infty}^p}^2 + \|u^{(2)}\|_{X_{\infty}^p}^2 \right) \|u\|_{X_{\infty}^p} \lesssim \epsilon_0^2 \|u\|_{X_{\infty}^p}. \quad (5.30) \]
Observe
\[ |f^{(2)}(u^{(1)}) - f^{(2)}(u^{(2)})| \lesssim |a(u^{(1)})||\nabla u| + |a(u)||\nabla u^{(2)}| + |a_0^{(1)}(u^{(1)})||u| + |a_0^{(1)}(u)||u^{(2)}|.\]
Applying Lemma 3.2, we find that
\[
a(u^{(1)}), a(u) \in M^{2p-2}(\mathbb{R}^n), a_0^{(1)}(u^{(1)}), a_0^{(1)}(u) \in M^{p-2}(\mathbb{R}^n), \text{ and } a_0^{(2)}(u^{(1)}), a_0^{(2)}(u) \in M^{2p-2}(\mathbb{R}^n),
\]
along with the estimates:
\[
\|a(u^{(i)})\|_{M^{2p-2}(\mathbb{R}^n)} \lesssim \|u^{(i)}\|_{M^{p-2}(\mathbb{R}^n)}^2, \quad i = 1, 2,
\]
\[
\|a(u)\|_{M^{2p-2}(\mathbb{R}^n)} \lesssim \left(\|u^{(1)}\|_{M^{p-2}(\mathbb{R}^n)} + \|u^{(2)}\|_{M^{p-2}(\mathbb{R}^n)}\right)\|u\|_{M^{p-2}(\mathbb{R}^n)},
\]
\[
\|a_0^{(1)}(u^{(1)})\|_{M^{p-2}(\mathbb{R}^n)} \lesssim \|u^{(1)}\|_{M^{p-2}(\mathbb{R}^n)}\|\nabla u^{(1)}\|_{M^{2p-2}(\mathbb{R}^n)},
\]
\[
\|a_0^{(2)}(u^{(1)})\|_{M^{2p-2}(\mathbb{R}^n)} \lesssim \|u^{(1)}\|_{M^{p-2}(\mathbb{R}^n)}^4\|\nabla u^{(1)}\|_{M^{2p-2}(\mathbb{R}^n)},
\]
and
\[
\|a_0^{(2)}(u)\|_{M^{2p-2}(\mathbb{R}^n)} \lesssim \left(\|u^{(1)}\|_{M^{p-2}(\mathbb{R}^n)}^3 + \|u^{(2)}\|_{M^{p-2}(\mathbb{R}^n)}^3\right)\|u\|_{M^{p-2}(\mathbb{R}^n)}.
\]
Thus by Lemma 4.4, Lemma 4.5, and Lemma 4.6 we have
\[
\|S * (f^{(2)}(u^{(1)}) - f^{(2)}(u^{(2)}))\|_{X^p_{\infty}} \lesssim \left(\|u^{(1)}\|_{X^p_{\infty}}^2 + \|u^{(2)}\|_{X^p_{\infty}}^2\right)\|u\|_{X^p_{\infty}} \leq Cc_0^2\|u\|_{X^p_{\infty}}. \tag{5.31}
\]
Observe
\[
|f^{(3)}(u^{(1)}) - f^{(3)}(u^{(2)})| \lesssim |a(u^{(1)})|^2|u| + |a(u)||a(u^{(1)}) + a(u^{(2)})||u^{(2)}| + |a_0^{(2)}(u^{(1)})||u| + |a_0^{(2)}(u)||u^{(2)}|.
\]
Thus by Lemma 4.7, Lemma 4.8, and Lemma 4.9 we have
\[
\|S * (f^{(3)}(u^{(1)}) - f^{(3)}(u^{(2)}))\|_{X^p_{\infty}} \lesssim \left(\|u^{(1)}\|_{X^p_{\infty}}^4 + \|u^{(2)}\|_{X^p_{\infty}}^4\right)\|u\|_{X^p_{\infty}} \leq Cc_0^4\|u\|_{X^p_{\infty}}. \tag{5.32}
\]
Substituting \((5.30), (5.31), \) and \((5.32)\) into \((5.28), \) we arrive at
\[
\|u\|_{X^p_{\infty}} \leq \frac{c_1}{2}\|v_0\|_{M^{2p-2}(\mathbb{R}^n)} + C(c_0^2 + c_0^4)\|v_0\|_{X^p_{\infty}}. \tag{5.33}
\]
This implies \((5.27), \) provided that \(c_0 > 0\) is chosen to be sufficiently small. The proof is complete. \qed
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