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Classic results show that the Hawkes self-exciting point process can be viewed as a collection of temporal clusters, where exogenously generated initial events give rise to endogenously driven descendant events. This perspective provides the distribution of a cluster’s size through a natural connection to branching processes, but this is irrespective of time. Insight into the chronology of a Hawkes process cluster has been much more elusive. Here, we employ this cluster perspective and a novel adaptation of the random time change theorem to establish an analog of the conditional uniformity property enjoyed by Poisson processes. Conditional on the number of epochs in a cluster, we show that the transformed times are jointly uniform within a particular convex polytope. Furthermore, we find that this polytope leads to a surprising connection between these continuous state clusters and parking functions, discrete objects central in enumerative combinatorics and closely related to Dyck paths on the lattice. In particular, we show that uniformly random parking functions constitute hidden spines within Hawkes process clusters. This yields a decomposition that is valuable both methodologically and practically, which we demonstrate through application to the popular Markovian Hawkes model and through proposal of a flexible and efficient simulation algorithm.
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1. Introduction
The hallmark of the Hawkes self-exciting point process is that each event generates its own stream of offspring events, so that the history of the process becomes an endogenous driver of its own future activity (Hawkes 1971). In this way, the model can be viewed as a collection of clusters of events, where each cluster is initiated by some exogenous activity and then filled by the progeny descending from that original event. This structure appears throughout the many applications of the Hawkes process, observed in the virality of social media and the contagion of financial risk, and employed in the prediction of seismological activity and the spread of COVID-19 (e.g. Ogata 1998, Aït-Sahalia et al. 2015, Bertozzi et al. 2020, Nickel and Le 2020).¹ This cluster-based perspective was first provided by Hawkes and Oakes (1974), and it has served as a cornerstone for analysis of the stochastic process. A particularly useful consequence is that, through a connection to Poisson branching processes, we are granted comprehensive time-agnostic insight into the model. That is, the distribution of the size of the cluster, meaning the number of events it contains, is well

¹ See also: https://ai.facebook.com/blog/using-ai-to-help-health-experts-address-the-covid-19-pandemic/
understood and available in closed form. In this paper, we address a question that is elementary, related, yet evasive: how long will a cluster last?

The duration of a Hawkes process cluster, meaning the time elapsed from the first epoch to the last, must be at least as important in application as the cluster size; examples of longing to know when an endogenously driven activity will cease surely cannot be far from mind. However, despite the ease of access to the distribution of the cluster size, this answer has remained elusive. While formalizing the cluster-based definition, Hawkes and Oakes (1974) bounded the mean cluster duration and obtained an integral equation that must be satisfied by its cumulative distribution function (CDF), but acknowledged that it would only “be solved in principle by repeated numerical integration.” Møller and Rasmussen (2005) tightened the bound on the mean of the duration and showed that the duration itself could be stochastically dominated by an exponential random variable under some tail conditions on the excitation function, but the authors also remarked that the duration distribution is “unknown even for the simplest examples of Hawkes processes.” They too develop a numerical approximation of the CDF, and this informs their approach for introducing a perfect simulation procedure for the Hawkes process, which is the primary focus of that work. Chen (2021) is also devoted to perfect simulation of the Hawkes process, particularly in steady-state, and applies this to a single server queue driven by Hawkes arrivals. By comparison to Møller and Rasmussen (2005), Chen (2021) leverages exponential tilting to produce a more efficient algorithm. Because exponential tilting with respect to the cluster duration is challenging, the author instead constructs an upper bound of the duration that is almost surely longer than the duration itself. It is important that we note that simulation of Hawkes process clusters is actually a subroutine of the Chen (2021) algorithm (and likewise for Møller and Rasmussen 2005), and this is explicitly described in the extension to multivariate Hawkes processes in Chen and Wang (2020). In fact, all of these works simulate the cluster through the structure provided by the Hawkes and Oakes (1974) definition.

Several other works have sought headway into the cluster duration outside the context of simulation. Graham (2021) also bounds the duration of the cluster, invoking the tail conditions from Møller and Rasmussen (2005) to provide inequalities for the mean and for the CDF. Here, the author uses the bounds to prove regenerative properties for the Hawkes process as a whole. Relatedly, Costa et al. (2020) also shows renewal results, but only for excitation functions with a bounded support condition. Additionally, Reynaud-Bouret and Roy (2007) provides non-asymptotic tail bounds of the cluster duration, and Brémaud et al. (2002) bounds the tail of the duration in order to bound the rate of convergence to equilibrium in the Hawkes process overall. However, none of these prior works characterize the mean duration explicitly, let alone its distribution.
Here, we address the fundamental pursuit of the cluster duration through a surprising connection from Hawkes processes to parking functions, a family of random objects that are rooted in enumerative combinatorics. In a comprehensive survey of combinatorial results, Yan (2015) remarked that the parking function lies “in the center of combinatorics and appear[s] in many discrete and algebraic structures.” In this paper, we find that parking functions are also the hidden spines of Hawkes process clusters. While this bridge from discrete to continuous space may be unexpected, the parking function itself is truly not a lonely concept. Originally introduced in Konheim and Weiss (1966), the classic context is an ordered vector of preferences over a row of $k$ parking spaces such that, if $k$ drivers proceed left to right and take only their preferred space or the next available to the right of it, all cars will be able to park. In enumerative combinatorics, this simple concept has been connected to many other interesting objects. For example, Riordan (1969) linked parking functions and labeled trees, while Stanley (1997) connected parking functions and non-crossing partitions. Stanley and Pitman (2002) then extended this to plane trees and to the associahedron, as well as to a family of polytopes closely related to the one that arises here. Parking functions have also been of use in the analysis of polynomials, such as in Carlsson and Mellit (2018).

Highly relevant to our following study is the bijection between parking functions and labeled Dyck paths, or, equivalently, between sorted parking functions and Dyck paths (see e.g. Section 13.6 in Yan 2015). Many other combinatorial relationships are available in great detail from Yan (2015). Quite recently, the parking function has received considerable attention as a random object; for example by Diaconis and Hicks (2017) and Kenyon and Yin (2021). Motivated by the idea of a uniformly random parking function (from the collection of all those considering the same number of spaces), Diaconis and Hicks (2017) explores the joint distribution of the full vector of preferences and the marginal distribution of the first preference. Additionally, the authors also conduct an asymptotic study of parking functions as the number of cars (or, equivalently, spaces) grows large, yielding a connection to Brownian excursion processes in the limit. In the combinatorics literature, there are many generalizations of the parking function in which the cardinality of spaces exceeds the cardinality of preferences, and Kenyon and Yin (2021) adapts this generalization to the stochastic model. These generalized parking functions are again uniformly random within each combination of space and preference sizes, and Kenyon and Yin (2021) studies both the marginal distribution of a single coordinate for the generalized parking function and the covariance between two coordinates for the classical notion.

Our connection between Hawkes processes and parking functions joins a family of work descending from the random time change theorem for point processes. The classical random time change theorem (e.g. Theorem 7.4.I of Daley and Vere-Jones 2003) provides that if the integral of the process intensity is evaluated at the arrival epochs of a simple, adapted (not necessarily Poisson)
point process, these transformed points will form a unit-rate Poisson process. This integral of the intensity is called the compensator. This beautiful result can be traced back to Meyer (1971), with the corresponding characterization of the Poisson on the half-line originating with Watanabe (1964). There is a deep theory surrounding this transformation, such as the elegant martingale proofs given in Brémaud (1975) or Brown and Nair (1988). A rich collection of these ideas is available in Brémaud (1981), as are many demonstrations of the potency of martingales for point process models. However, it has since been seen that this result need not require the most advanced of techniques, as Brown et al. (2002) showed that this attractive idea can be explained with elementary arguments, essentially reducing the proof to calculus. We will make use of this simplicity here.

In addition to its elegance, the random time change theorem also holds great value. For example, in the simulation of point processes, if one can compute and invert the compensator function, Algorithm 7.4.III of Daley and Vere-Jones (2003) shows that one can obtain a point process with the corresponding intensity function by transforming arrival epochs of a unit-rate Poisson process according to the inverse of the compensator. For the Hawkes process, the application of this idea can be traced to Ozaki (1979), and inverting the compensator is essentially the idea behind the exact simulation procedure in Dassios and Zhao (2013), even if it is not described as such. As we will see, our focus on the Hawkes cluster sets us apart. The simulation method that arises from our analysis differs from these Hawkes compensator inversion methods by sampling the points collectively from a polytope, rather than iteratively in the sample path. In statistics, the random time change theorem leads to methods for evaluating the fit of point process models on data (see, e.g., Ogata 1988, Brown et al. 2005, Kim and Whitt 2014). The idea of these techniques is that, by transforming a complicated, possibly time-varying and/or path-dependent point process to a unit-rate Poisson process, one can more easily observe and quantify exceedances from confidence intervals for the model. Both the simulation and statistical techniques are perhaps most often used for non-stationary Poisson processes, where one can immediately petition to the classical Poissonian idea of conditional uniformity. Here, parking functions will allow us to extend this notion to the clusters within Hawkes processes.

Our nearest predecessors in random time change theory are likely Giesecke and Tomecek (2005) and Ding et al. (2009). Both of these papers are interested in using this concept to build stochastic models. Giesecke and Tomecek (2005) offers somewhat of a converse to the random time change theorem, inverting from unit-rate Poisson epochs to construct a more general point process. Ding et al. (2009) uses a similar idea to construct point processes for financial contexts by converting from a pure birth process. By comparison, in this work we will not construct a point process generally, but rather uncover structure specific to the Hawkes process that becomes visible only
when the process is transformed akin to the random time change theorem. Furthermore, it is fundamental to our approach that we are inspecting the cluster while conditioning on its size. Our pursuit of the times within a Hawkes cluster is framed by the (conditional) knowledge of how many times there will be, and thus our methodology is indebted conceptually to both the random time change theorem and the conditional uniformity property enjoyed by the Poisson process. This size-conditioning actually constitutes a departure from the typical random time change theorem assumptions in subtle yet important ways, as we will discuss in detail.

This brings us to our contributions and to the organization of the remainder of the paper. Our methodological goal in this work is to use one of the most important results for the Hawkes process, Hawkes and Oakes (1974)’s cluster definition, and one of the most important results for point processes in general, the random time change theorem, to create an analog of one of the most powerful tools for the Poisson process, conditional uniformity (Lemma 2). This is powered by an unexpected connection between two notable stochastic models, Hawkes process clusters and random parking functions. In linking the continuous time point process to this discrete random vector, we will find that parking functions uncover the full chronology of Hawkes clusters (Theorem 1). Through this, we are brought back to our original goal, which is to understand the cluster duration. We organize this analysis as follows. In Section 2, we review the key background concepts, providing precise definitions and summarizing important results from the literature. Then, in Section 3, we invoke the compensator transform of the Hawkes process and adapt the random time change theorem for our setting. Our primary result, in which we formalize the Hawkes-process-parking-function connection, is shown in Section 4. To demonstrate its usefulness, we apply the techniques to the popular Markovian Hawkes process in Section 5, where we use conditional uniformity and parking functions to prove an explicit equivalence between the cluster duration and a random sum of conditionally independent exponential random variables (Theorem 2). In a second application of the parking function decomposition, in Section 6 we describe the resulting simulation algorithm, which may be of importance to applications in rare event simulation thanks to its ability to explicitly condition on the cluster size (Algorithm 1). Finally, in Section 7 we conclude.

2. Model, Scope, and Background Fundamentals

To begin, let us briefly review the definitions and prior results that set the stage for our analysis. In particular, we will provide formal definitions of the two focal objects in this work, the Hawkes process cluster and the parking function, while also touching on related topics like branching processes, the Borel distribution, Poisson conditional uniformity, and Dyck paths.
2.1. Hawkes Processes, Branching Processes, and Poisson Conditional Uniformity

Originally introduced by Hawkes (1971), the Hawkes point process \( N_t \) and intensity \( \lambda_t \) are defined such that

\[
P(N_{t+\delta} - N_t = n | \mathcal{F}_t) = \begin{cases} 
\lambda_t \delta + o(\delta) & n = 1 \\
1 - \lambda_t \delta + o(\delta) & n = 0 \\
o(\delta) & n > 1
\end{cases}
\]

(1)

where \( \mathcal{F}_t \) is the natural filtration on the underlying probability space \((\Omega, \mathcal{F}, \mathbb{P})\) generated by the point process \( N_t \), and where the conditional intensity function \( \lambda_t \) is given by

\[
\lambda_t = \lambda + \int_{-\infty}^{t} g(t-u)dN_u = \lambda + \sum_{A_i < t} g(t-A_i),
\]

(2)

with \( \{A_i | i \in \mathbb{Z}\} \) as the increasing sequence of arrival epochs in the point process \( N_t \). The function \( g: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) governs the excitement generated upon each arrival epoch, and thus is often referred to as the excitation kernel or excitation function. On the other hand, \( \lambda \geq 0 \) is commonly called the baseline intensity, as it drives an underlying stream of exogenous arrivals. By construction in (2), every event epoch increases the intensity upon its occurrence by \( g(0) \) and then generally \( s \) time units later by \( g(s) \), hence earning the process its hallmark trait of “self-excitement.” For this reason, it is the history of the process that drives its future activity.

One of the most powerful tools for analysis of Hawkes processes has been an alternate definition of the model, originally provided and proved to equivalent to (1) and (2) in Hawkes and Oakes (1974). This formulation, frequently referred to as the cluster-based definition, bears a style similar to branching process. In a first-level stream, initial events are generated according to a Poisson process at rate \( \lambda \). Then, in a secondary stream for each initial event, a progeny cluster is generated independently of all other clusters and arrivals. Starting with the initial event and for each successive arrival in the cluster, direct offspring of that event are generated according to an inhomogeneous Poisson process with rate \( g(t) \) for \( t \) time units elapsed since the given arrival epoch. This repeats with generating descendants of the offspring themselves until no further arrivals occur in the cluster, and extinction is guaranteed if \( \rho = \int_0^\infty g(t)dt < 1 \).

One of the foremost benefits of this alternate definition of the Hawkes process is that it makes very clear the two types of arrivals: the baseline-generated stream and the excitement-generated clusters that spawn off of it. Because the baseline-generated stream is a Poisson process, its behavior is well understood, and so the cluster-based definition allows us to focus on the impact of the self-excitement. This is where the focus of this paper will lie. To dedicate our attention to the structure of the self-excitement, we will narrow the primary definition and isolate the clusters. That is, let us essentially mirror Equations (1) and (2) but with a time 0 initial arrival \( (A_0 = 0) \) and no baseline stream \( (\lambda = 0) \).
**Definition 1 (Hawkes Process Cluster).** For \( t \geq 0 \), we will henceforward take \((\lambda_t, N_t)\) as the cluster-specific intensity-and-point-process pair with \( N_t \) functioning as in Equation (1) and with the intensity being simply

\[
\lambda_t = \int_0^t g(t-u) \, dN_u = \sum_{i=0}^{N_t-1} g(t-A_i),
\]

where \( A_0 = 0 \) without loss of generality. Supposing \( \rho = \int_0^\infty g(t) \, dt < 1 \), the cluster can be fully characterized by its arrival epochs \( 0 = A_0 < A_1 < \cdots < A_{N-1} \), where \( N = \lim_{t \to \infty} N_t \) is the cluster size and \( \tau = A_{N-1} \) the cluster duration.

One can think of the cluster initializing with a time zero arrival from the exogenous baseline stream, and thus the above definition focuses only on the endogenously driven activity. The stability assumption \( \rho < 1 \) traces back to Hawkes’ original work, and it provides that the size \( N \) is finite almost surely and that the intensity \( \lim_{t \to \infty} \lambda_t = 0 \) almost surely (Hawkes 1971). The Hawkes and Oakes (1974) alternate definition of the model already provides a perspective of the cluster’s descendant structure irrespective of time, and this describes the cluster’s size with clarity. Because each event spawns its own offspring Poisson process with time-varying rate \( g(t) \), its expected total number of offspring events is \( \rho \), and moreover the total number of direct offspring of any one event is \( \text{Pois}(\rho) \) distributed. This means that the family tree becomes a Poisson branching process and thus the total progeny will be Borel distributed (Feller 2008). That is, the size \( N \sim \text{Borel}(\rho) \) has probability mass function

\[
P(N = k) = \frac{e^{-\rho k}}{k!} (\rho k)^{k-1},
\]

for all \( k \in \mathbb{Z}_+ \).

While this clear understanding of the cluster size is helpful, on the surface it only tells us a limited part of the story. However, we will see here that this time-agnostic quantity provides a key to the chronology as well. Our approach to unlocking these epochs is rooted in the concept of conditional uniformity property for Poisson processes. The classical notion of conditional uniformity states that for a Poisson process with a homogeneous arrival rate, the joint distribution of the epochs \( A_1 < A_2 < \cdots < A_k \) given that there were \( k \) arrivals in the interval \( [0,t) \) is equivalent to the joint distribution of the order statistics of \( k \) i.i.d. uniform random variables on \( [0,t) \). Alternately stated, as a random vector, \([A_1, A_2, \ldots, A_k]\) is conditionally uniform on the polytope \( \mathcal{U} = \{ x \in [0,t)^k \mid x_i < x_{i+1} \ \forall \ i \leq k-1 \} \). The volume of \( \mathcal{U} \) is \( t^k / k! \), and hence the joint density of this random vector is \( k! / t^k \) for all \( x \in \mathcal{U} \), as the generalized uniform distribution on a polytope means that all points in that polytope have density given by the inverse of the volume. It is of course straightforward to sample from \( \mathcal{U} \), as one can simply generate \( k \) i.i.d. \( \text{Uni}(0,1) \) random variables, sort them, and
multiply by $t$. This creates a handy way of sampling Poisson processes, and the idea extends to time inhomogeneous Poisson processes as well. For a Poisson process with time-varying arrival rate given by $f : \mathbb{R} \to \mathbb{R}^+$ with $F(t) = \int_0^t f(s)ds$, it can be simulated on an interval $[0, t)$ where $f(t) > 0$ by generating the number of epochs according to $\text{Pois}(F(t))$, sampling the yielded number of standard uniform random variables, sorting them, and returning each arrival epoch as $A_i = F^{-1}(U_i F(t))$, where $U_i$ is the $i$th smallest. This idea can be seen to follow simply from the inverse transform sampling method and the likelihood function of the time-varying Poisson process, but it can also be seen as a consequence of the random time change theorem, as we will discuss in Section 3.

2.2. Dyck Paths and Parking Functions

Well-known in combinatorics, a $k$-step Dyck path is a non-decreasing trail of points on the lattice from $(0,1)$ to $(k,k)$ such that the height of the path never exceeds the right-most value of its $x$-coordinate integer interval. Here, “$k$-step” means that there are $k$ horizontal moves across the lattice in total. For reference and intuition’s sake, Figure 1 shows all 3-step Dyck paths. Dyck paths have myriad connections to other combinatorial objects, and many of these connections follow from the fact that they are enumerated by the Catalan numbers (e.g. Stanley 1999). We will let $D_k$ be the set of all $k$-step Dyck paths. For convenience downstream, our convention will be to record the Dyck path as the vector containing the integer values that are the largest $y$-coordinate attained at each $x$-coordinate in the lattice path, omitting the terminus. That is, the 2-step path $(0,1) \to (1,1) \to (2,1) \to (2,2)$ would be recorded $[1,1]$ and likewise $(0,1) \to (1,1) \to (1,2) \to (2,2)$ would be $[1,2]$.

![Figure 1](image.png)

**Figure 1** The collection of all 3-step Dyck paths.

Closely related to Dyck paths are parking functions, which will serve as a focal point throughout this paper. These can be defined through a parsimonious condition.

**Definition 2 (Parking Function).** For $k \in \mathbb{Z}_+$, $\pi \in \mathbb{Z}_+^k$ is a parking function of length $k$ if and only if it is such that, when sorted such that $\pi_{(1)} \leq \cdots \leq \pi_{(k)}$, $\pi_{(i)} \leq i$ for each $i \in \{1, \ldots, k\}$.

Parking functions earn their name from the following intuitive context. Suppose $k$ cars arrive in successive fashion to a strip of $k$ parking spaces, labeled 1 through $k$. Each car $i$ has a preferred
space $\pi_i$. If spot $\pi_i$ is available, then the car will park there, otherwise they will take the next available space after $\pi_i$, meaning greater than $\pi_i$. Hence, the constraints $\pi_i(i) \leq i \forall 1 \leq i \leq k$ ensure that all cars will be able to park. For our context, perhaps the most valuable property of parking functions will be that they can be viewed as labeled Dyck paths, or, equivalently, that a sorted parking function is a Dyck path (see, e.g., Section 13.6 of Yan 2015). That is, every $k$-step Dyck path is also a parking function of length $k$, and every parking function of length $k$ can be seen to be a permutation of a $k$-step Dyck path. We will let $\mathcal{PF}_k$ for each $k \in \mathbb{Z}_+$ be the set of all length-$k$ parking functions, and it will be valuable for us to both enumerate these and review an elegant proof of this enumeration. The proof is due to Pollak, but it was recorded and published by contemporaries (e.g. Riordan 1969, Foata and Riordan 1974), and it is also available on p. 836 in Yan (2015).

**Lemma 1.** There are $(k + 1)^{k-1}$ parking functions of length $k \in \mathbb{Z}_+$.

**Proof (Pollak’s Circle Argument).** Suppose that there are instead $k + 1$ parking spaces, and let $\tilde{\pi} \in \{1, \ldots, k + 1\}^k$ be any $k$-length preference vector for these spaces. Let the cars progress one-by-one so that the $i^{th}$ car is the $i^{th}$ to pick and suppose, as before, that each car attempts to park in their preferred spot $\tilde{\pi}_i$ and, if unavailable, takes the next space open after it. However, suppose now that the spaces are arranged in a circle, so that if a car has made it to space $k + 1$ without parking, it will start again at space 1. Hence, one can instead think of $\tilde{\pi}$ as an element of $(\mathbb{Z}/(k + 1)\mathbb{Z})^k$. By the pigeonhole principle, all $k$ cars will be able to park and there will be exactly one space remaining, some $\ell \in (\mathbb{Z}/(k + 1)\mathbb{Z})$. If $\ell = k + 1$, then $\tilde{\pi}$ is a parking function, and if not, it can be converted to one by defining $\pi = (\tilde{\pi} - \ell) \mod (k + 1)$, effectively rotating the empty spot to align with space $k + 1$. Since there are $k + 1$ possible rotations that would convert to the same parking function, the cardinality of the set of parking functions is $1/(k + 1)$ of the cardinality of the set of preference vectors, which is $(k + 1)^k$. □

A demonstration of this argument and the concept of rotating the empty space is shown in Figure 2. This construction along the circle leads to a group theoretic sampling of uniformly random parking functions that is used in both Diaconis and Hicks (2017) and Kenyon and Yin (2021), and we will employ this idea later for our proposed Hawkes cluster simulation algorithm in Section 6.

### 3. Conditional Uniformity through Random Time Change

To connect conditional uniformity and Hawkes processes and to begin understanding this relationship, we first need to define the **compensator** of the process, a transformation of the stochastic process. Let $G(t) = \int_0^t g(u)du$. Then, the continuous time compensator of the Hawkes cluster intensity is given by

$$
\Lambda(t) = \int_0^t \lambda_s ds = \sum_{i=0}^{N_t-1} \int_{A_i}^t g(s - A_i)ds = \sum_{i=0}^{N_t-1} G(t - A_i).
$$

(5)
By construction, $\Lambda(t)$ is a continuous and increasing function. In general, the difference of a point process and its compensator, $N_i - \Lambda(t)$, is a martingale, which can be seen from the Doob-Meyer decomposition (see, e.g., Lemma 7.2.V in Daley and Vere-Jones 2003), and this hints at some of the elegant martingale approaches to the random time change theorem. In the case of the Hawkes process, we can see that the process is deterministic between its arrival epochs, and so we can capture the full information of the sample path through the discrete time compensator process evaluated only at these points in time:

$$\Lambda_k = \Lambda(A_k) = \sum_{i=0}^{k-1} G(A_k - A_i), \quad (6)$$

for $k \in \mathbb{Z}^+$, where $\Lambda_k$ is only defined for clusters of size at least $k+1$, so that $A_k < \infty$. Here, we can see that not only is the sequence increasing by definition since $\lambda_t > 0$ for any finite $t$, we can also recall that $\lim_{t \to \infty} G(t) = \rho = \int_0^\infty g(u) du$, and so $\Lambda_{k-1} < \Lambda_k < k\rho$. The compensator sets the stage for us to invoke and extend the classical random time change theorem.

**Lemma 2.** Given that there are $N = k + 1$ events in the cluster in total including the initial time 0 event, the conditional joint density of the transformed epochs is

$$f(\Lambda_1, \Lambda_2, \ldots, \Lambda_k \mid N = k + 1) = \left(\frac{1}{\rho}\right)^k \frac{(k + 1)!}{(k + 1)^k}, \quad (7)$$

for all $k \in \mathbb{N}$ and all $0 < \Lambda_1 < \cdots < \Lambda_k < k\rho$ with $\Lambda_i < i\rho$ for all $i \in \{1, \ldots, k\}$. Hence, $\Lambda \mid N \sim \text{Uni}(\mathcal{P}_{N-1})$ for $\Lambda$ as the vector of the compensator points and the polytope $\mathcal{P}_k = \{x \in \mathbb{R}_+^k \mid x_i < i\rho \forall 1 \leq i \leq k, x_i < x_{i+1} \forall 1 \leq i \leq k - 1\}$.

**Proof.** From the classical random time change theorem, e.g. Equation (2.14) of Brown et al. (2002), the unconditioned joint density of the first $k$ compensator points is

$$f(\Lambda_1, \Lambda_2, \ldots, \Lambda_k) = e^{-\Lambda_k},$$
where \( \Lambda_i < i \rho \) for all \( 1 \leq i \leq k \) is both implied and required whenever there are at least \( k \) offspring events. Then, the conditional density can be expressed

\[
f(\Lambda_1, \Lambda_2, \ldots, \Lambda_k | N = k + 1) = P(N = k + 1 | \Lambda_1, \Lambda_2, \ldots, \Lambda_k) \frac{e^{-\Lambda_k}}{P(N = k + 1)}.
\]

Now, given that there have been \( k \) epochs (excluding the initial time 0 arrival) so far up to time \( A_k \), the event that there will be exactly \( k \) epochs in the cluster in total is equivalent to the event that there will be no epochs after time \( A_k \), i.e. \( N_{[A_k, \infty)} = N - N_{A_k} = 0 \). Given the history of the process up to time \( A_k \) (as contained in the natural filtration \( \mathcal{F}_{A_k} \)), the probability that \( N_{[A_k, \infty)} = 0 \) is given by

\[
P \left( N_{[A_k, \infty)} = 0 \mid \mathcal{F}_{A_k} \right) = e^{-\int_{A_k}^{\infty} \lambda(t) dt} = e^{-\sum_{i=0}^{k} \int_{A_k}^{\infty} g(t-A_i) dt},
\]

since Equation (1) shows that the Hawkes process is conditionally non-stationary Poisson given its history. Because the intensity \( \lambda_i \) must be strictly positive on \([0, A_k]\), there is a unique and deterministic bijection between \((A_1, A_2, \ldots, A_k)\) and \((\Lambda_1, \Lambda_2, \ldots, \Lambda_k)\). Hence, because the collection of arrival epochs completely specifies the sample path of the process, so does the collection of compensator points. Therefore, we have

\[
P \left( N = k + 1 \mid \Lambda_1, \Lambda_2, \ldots, \Lambda_k \right) = P \left( N_{[A_k, \infty)} = 0 \mid \mathcal{F}_{A_k} \right) = e^{-\sum_{i=0}^{k} \int_{A_k}^{\infty} g(t-A_i) dt},
\]

which by the definition of the compensator further implies that

\[
P \left( N = k + 1 \mid \Lambda_1, \Lambda_2, \ldots, \Lambda_k \right) e^{-\Lambda_k} = e^{-\sum_{i=0}^{k} \int_{A_k}^{\infty} g(t-A_i) dt - \sum_{i=0}^{k} \int_{0}^{A_k} g(t-A_i) dt} = e^{-(k+1) \rho}.
\]

Recalling that \( N \sim \text{Borel}(\rho) \), we can substitute this probability mass function for \( P(N = k + 1) \) and achieve the stated result. \( \square \)

Let us briefly contrast Lemma 2 with the classical version of the random time change theorem. It is well-established that the seminal result holds for any simple, adapted point process, and that of course includes the Hawkes process we study here. So, it is not that we are newly extending to self-exciting processes; rather, the novelty is in the use of conditioning. Specifically, in this lemma we obtain the conditional joint density of the compensator points given the size of the cluster. Because this conditioning is on a tally collected at the end of time, we depart from some of the common assumptions of the classical random time change theorem. That is, the statement of the theorem typically contains an assumption that \( \Lambda(t) \) is not bounded almost surely (such as in Theorem 7.4.I in Daley and Vere-Jones 2003), but here we have discussed that each \( \Lambda_i \) is strictly less than \( i \rho \). In fact, \( P(\lim_{t \to \infty} \Lambda(t) = (k + 1) \rho \mid N = k + 1) = 1 \).\(^2\) By direct consequence, we also do not require

\(^2\) This observation can actually be used to construct an alternate proof of Lemma 2 through a limit of the results in Brown et al. (2002), arising out of Equations (2.5) and (2.14) therein.
an infinite sequence of epochs on the positive real half-line (as in Proposition 7.4.IV or Theorem T16 in, respectively, Daley and Vere-Jones 2003, Brémaud 1981). Similarly, there is also often an assumption that $\lambda_t > 0$ for all $t$ in the time interval of the transform (as in Brown et al. 2002), but here we are explicitly assuming that the intensity converges to 0: $P(\lim_{t \to \infty} \lambda_t = 0 \mid N = k + 1) = 1$.

These changes are subtle in assumption but important in consequence, as it shifts the connection’s end result from the Poisson to the uniform distribution instead. The key takeaway from Lemma 2 is that the conditional density is constant: it has no dependence on the values of the compensator points. Thus, for a cluster with $k$ post-initial events ($N = k + 1$), any collection of compensator points satisfying $0 < \Lambda_1 < \Lambda_2 < \cdots < \Lambda_k < k\rho$ is equally likely to occur. As used in the proof of Lemma 2, the compensator vector entirely characterizes the cluster, so we now have access to the full sample path through these conditionally uniform points. This also shows that any two Hawkes processes with the same $\rho$ will have equivalent distributions of compensator points; neither the size of the cluster nor the conditional joint density of the compensators depend on $g(\cdot)$ outside of $\rho$.

Still, the establishment of conditional uniformity is not out of the blue. Setting aside the departure from typical random time change theorem assumptions, the conditional uniformity in Lemma 2 is not overly surprising given the well known transformation to a unit-rate Poisson process. However, what is special for this result is the polytope on which the transformed points lie uniformly distributed. Recalling the review of Poisson conditional uniformity in Section 2, we know that the only constraints on the Poisson arrival epochs are that each point is less than the next. However, Lemma 2 shows that in addition to that, each compensator point in the Hawkes cluster is constrained to be less than the product of its index and $\rho$. Hence, the interesting piece of this conditional uniformity that remains to be understood is determining what exactly it means to be uniformly random on this convex polytope $\mathcal{P}_k$.

4. Decomposing Clusters through Conditional Uniformity

This leads us to our first main result. Lemma 2 gave us the family of polytopes $\{\mathcal{P}_k \mid k \in \mathbb{N}\}$ upon which the cluster’s compensator points are conditionally uniform. What we will find now is that this implies that parking functions provide a hidden spine in these transformed arrival epochs. Theorem 1 shows that uniformly random parking functions actually provide a partition for these polytopes from which the compensators can be drawn directly through standard uniforms. Hence, this decomposition elucidates the structure within self-excitement and unites Hawkes processes with parking functions.

**Theorem 1.** Let $k \in \mathbb{N}$. Given that the Hawkes process cluster is comprised of $N = k + 1$ events, the compensator transformed arrival epochs $\Lambda_1, \ldots, \Lambda_k$ are such that

$$\Lambda_i \overset{D}{=} \rho \cdot (\pi - U)_{(i)} \quad \forall i \in \{1, \ldots, k\},$$

(8)
where \((\pi - U)_{(1)} < \cdots < (\pi - U)_{(k)}\), with \(\pi \in \text{PF}_k\) as a k-step parking function drawn uniformly at random and \(U \in (0,1)^k\) as k i.i.d. standard uniform random variables.

We will prove Theorem 1 across a series of subsidiary statements. For simplicity and without loss of generality, let us consider the unit polytope \(\bar{P}_k = \{ x \in \mathbb{R}_+^k \mid x_i < i \forall 1 \leq i \leq k, x_i < x_{i+1} \forall 1 \leq i \leq k - 1 \}\), which maps to \(P_k\) through the bijection \(x \mapsto \rho x\) for all \(k\). To begin to establish our methodology of sampling from \(\bar{P}_k\), we will first view \(\bar{P}_k\) as a union over sub-polytopes with measure 0 intersections. Specifically, let us distill each point in \(\bar{P}_k\) into \(|\pi|\) steps in each coordinate direction. Then, any point in \(\bar{P}_k\) is straightforward, but it will be of use in structuring the uniform sampling from the polytope.

Section 2: Dyck paths. In Proposition 1, we use the collection of k-step Dyck paths to partition \(\bar{P}_k\) into \(|D_k| = C_k = (2^k)/(k + 1)\) disjoint subspaces. As the brief proof demonstrates, the result itself is straightforward, but it will be of use in structuring the uniform sampling from the polytope.

**Proposition 1.** For each \(k \in \mathbb{Z}_+\), the unit polytope \(\bar{P}_k\) can be decomposed through the set of k-step Dyck paths, i.e.

\[
\bar{P}_k = \bigcup_{d \in D_k} \bar{P}_{k,d},
\]

where

\[
\bar{P}_{k,d} = \{ x \in \mathbb{R}_+^k \mid d_i - 1 \leq x_i < d_i \forall 1 \leq i \leq k, x_i < x_{i+1} \forall 1 \leq i \leq k - 1 \},
\]

for each Dyck path \(d \in D_k\).

**Proof.** By definition, the sets \(\bar{P}_{k,d}\) are mutually disjoint across all paths \(d\). Because the ordering constraint \(x_i < x_{i+1}\) is shared by every set in the Dyck path union and by \(\bar{P}_k\), we only must check that the space constraints agree. Here, we can quickly observe that \(1 \leq d_i \leq i\) for each \(i \in \{1, \ldots, k\}\), hence \(\bigcup_{d \in D_k} \{ x_i \in \mathbb{R}_+ \mid d_i - 1 \leq x_i < d_i \} = \{ x_i \in \mathbb{R}_+ \mid 0 \leq x_i < i \}\). \(\square\)

The three dimensional polytope, \(\bar{P}_3\), and its Dyck path decomposition are shown in Figure 3. In some sets in the Dyck path partition, the ordering constraints will be superfluous given the integer ranges on which each coordinate lives. For example, at any dimension \(k\) the largest volume subset will be the hypercube \(\bar{P}_{k,[1,2,\ldots,k]} = \{ x \in \mathbb{R}_+^k \mid i - 1 \leq x_i < i \forall 1 \leq i \leq k \}\), in which the ordering constraints are not needed. By comparison, the smallest volume subset will correspond to the “lowest” Dyck path \([1,1,\ldots,1]\), which yields \(\bar{P}_{k,[1,1,\ldots,1]} = \{ x \in [0,1]^k \mid x_i < x_{i+1} \forall 1 \leq i \leq k - 1 \}\). This structure is also intimately linked to the value of the decomposition. The benefit of

---

3 In fact, \(\bar{P}_{k,[1,1,\ldots,1]}\) is equivalent (up to scaling) to the polytope on which homogeneous Poisson arrival epochs lie, \(\mathcal{U}\). The self-exciting patterns of the Hawkes create the added regions and their corresponding constraints.
Proposition 1 is that it is simple and intuitive to sample uniformly within a given subspace from the Dyck path partition. That is, a uniform sample from the hypercube is simply $U_i \sim \text{Uni}(i-1, i)$, drawn independently for each $i$. On the other hand, a uniform sample from the $[1, 1, \ldots, 1]$ subspace is given by the order statistics of $k$ independent $\text{Uni}(0, 1)$ random variables. This generalizes cleanly. To sample uniformly from the region given by the Dyck path $d \in D_k$, draw $k$ independent $\text{Uni}(0, 1)$ random variables, say $U_1, \ldots, U_k$, and return the order statistics of $d_1 - U_1, \ldots, d_k - U_k$ as the sample. This is again straightforward to show.

**Proposition 2.** For $k \in \mathbb{Z}_+$ and $d \in D_k$, let $X_d \in \mathbb{R}_+^k$ be equivalent in distribution to the order statistics of $d - U$, where $U \in (0, 1)^k$ is such that $U_i \overset{\text{id}}{\sim} \text{Uni}(0, 1)$. Then, $X_d \sim \text{Uni}(\bar{P}_{k,d})$.

**Proof.** The two distributions share a sample space by definition. Because the elements of $U$ are independent, distinct values of $d$ yield independent elements of $X_d$. When values are repeated in $d$, the corresponding elements of $X_d$ are equivalent to shifted standard uniform order statistics. Hence, for $\kappa_i(d) = |\{j \mid d_j = i\}|$, the density of $X_d$ is $f(x_1, \ldots, x_k) = \prod_{i=1}^k \kappa_i(d)!$, which is precisely the inverse of the volume of $\bar{P}_{k,d}$.

Hence, we see that the Dyck path indexing provides a way of encoding which points share an interval and which do not. To use this decomposition to uniformly sample from $\bar{P}_k$, it remains to
find a distribution over the Dyck paths, so that we draw from $\bar{P}(\bar{\pi})$ functions of length $k$. Consider the space of parking functions with length $k$. We know that there will be $C_k = \frac{2^k}{k+1}$ sets within the partition of $\bar{P}_k$. However, each set should not be equally likely; rather, the likelihood of each set should be proportional to its volume. This is clear at $k = 2$. $\bar{P}_{2,[1,2]}$, a square comprised of $0 \leq x_1 < 1$ and $1 \leq x_2 < 2$, should be twice as likely as $\bar{P}_{2,[1,1]}$, the half-square given by $0 \leq x_1 < x_2 < 1$. At $k = 3$, there is one cube ($\bar{P}_{3,[1,2,3]}$), three half-cubes ($\bar{P}_{3,[1,1,2]}$, $\bar{P}_{3,[1,1,3]}$, and $\bar{P}_{3,[1,2,2]}$), and one sixth-cube ($\bar{P}_{3,[1,1,1]}$), as shown in Figure 3. Since the total volume of $\bar{P}_3$ is $8/3$, the respective probabilities for each of the five regions should be $3/8, 3/16, 3/16, 3/16$, and $1/16$.

In what is of beautiful consequence for our problem, parking functions yield precisely the correct weighting of Dyck paths. Recalling from Section 2 that there is a bijection between sorted parking functions and Dyck paths, the suite of proportions of length-$k$ parking functions and Dyck paths, the suite of proportions of length-$k$ parking functions, or, even more directly, we can merely draw a parking function uniformly at random, sort it, and select the corresponding subset of the partition subset from which to sample in $\bar{P}_k$. Hence, to properly select the partition subset from which to sample in $\bar{P}_k$, we can simply sample the Dyck paths according to the fractions of equivalent parking functions, or, even more directly, we can merely draw a parking function uniformly at random, sort it, and select the corresponding subset of the polytope. We prove this now in Proposition 3.

**Proposition 3.** For $k \in \mathbb{Z}_+$, let $\pi \in \text{PF}_k$ be a uniformly random parking function of length $k$, and let $\bar{\pi}$ be the parking function sorted increasingly. Likewise, let $\Lambda \in \mathbb{R}^k_+$ be selected uniformly at random from $\bar{P}_k$. Then, for any Dyck path $d \in D_k$,

$$P(\Lambda \in \bar{P}_{k,d}) = P(\bar{\pi} = d) = \frac{k!}{(k+1)^{k-1}\prod_{i=1}^{k} \kappa_i(d)!},$$

(11)

where $\kappa_i(d) = |\{j \mid d_j = i\}|$ counts the number of occurrences of $i$ within a Dyck path $d$.

**Proof.** Let $d \in D_k$ be arbitrary. We will prove the result by showing that $P(\Lambda \in \bar{P}_{k,d})$ and $P(\bar{\pi} = d)$ are both equal to the right-most side of Equation (11). Starting with $P(\bar{\pi} = d)$, let us consider the space of parking functions with length $k$. From Lemma 1, there are $(k+1)^{k-1}$ parking functions of length $k$. Then, accounting for repeated values, there are $k!/(\prod_{i=1}^{k} \kappa_i(d)!)$ ways to permute the $k$ values in $d$, with each one being a possible draw from the space of parking functions. Hence, Equation (11) shows the true distribution of $\bar{\pi}$.

Now, for $P(\Lambda \in \bar{P}_{k,d})$, let us recall that Lemma 2 implies that the density of $\Lambda$ on $\bar{P}_k$ is $k!/(k+1)^{k-1}$. Hence, the probability that $\Lambda$ lies in $d$’s partition set is

$$P(\Lambda \in \bar{P}_{k,d}) = \int_0^1 \int_{(d_2-1)v_{x_1}}^{d_2} \cdots \int_{(d_{k-1}v_{x_{k-1}}-1)}^{d_{k-1}} \frac{k!}{(k+1)^{k-1}} dx_k \cdots dx_2 dx_1,$$

(12)
If $d_{i-1} < d_i < d_{i+1}$, then neither the range of integration nor the integrand of the integral with respect to $x_i$ will depend on any of the other variables of integration, hence this integration is separable. Moreover, the integrals over $x_i$ and $x_j$ are not separable if and only if $d_i = d_j$. That is, for any Dyck path $d$, this separability allows us to decompose the integral in Equation (12) into a product over smaller integrals, each of which contains only the variables that share a corresponding $d$ value. Ignoring the $k!(k+1)^{k-1}$ coefficient temporarily for brevity’s sake, we can re-express the integral as

$$
\int_0^1 \int_{(d_2-1\vee x_1)}^{d_2} \cdots \int_{(d_k-1\vee x_{k-1})}^{d_k} 1 \cdot dx_k \cdots dx_2 dx_1 = \prod_{i=1}^k \int_{\xi_1}^{\xi_i} \cdots \int_{\xi_{n_i(d)-1}}^{\xi_i} 1 \cdot d\xi_{n_i(d)} \cdots d\xi_2 d\xi_1,
$$

where an empty integral is taken to equal 1 by convention. In this simple form we can quickly see that

$$
\prod_{i=1}^k \int_{\xi_1}^{\xi_i} \cdots \int_{\xi_{n_i(d)-1}}^{\xi_i} 1 \cdot d\xi_{n_i(d)} \cdots d\xi_2 d\xi_1 = \prod_{i=1}^k \frac{1}{\kappa_i(d)!},
$$

which yields the stated result for $P\left(\Lambda \in \bar{P}_{k,d}\right)$.

Theorem 1 now follows directly.

Proof of Theorem 1. By Lemma 2, we have that the vector of transformed epochs $\Lambda = [\Lambda_1, \ldots, \Lambda_k]$ is jointly uniform over the polytope $P_k$, i.e. $\Lambda \sim \text{Uni}(P_k)$. Equivalently, $\Lambda/\rho \sim \text{Uni}(\bar{P}_k)$. Then, by the decomposition into disjoint subsets in Proposition 1, for $d \in D_k$ we further have that $\Lambda/\rho \mid (\Lambda/\rho \in \bar{P}_{k,d}) \sim \text{Uni}(\bar{P}_{k,d})$. By Proposition 2, the order statistics of $d - U$ are also uniform within $\bar{P}_{k,d}$. Now, Proposition 3 establishes that the probability $P\left(\Lambda/\rho \in \bar{P}_{k,d}\right) = P\left(\bar{\pi} = d\right)$ for a uniformly random parking function $\pi$, and thus the order statistics of $\pi - U$ and $\Lambda/\rho$ are equivalent in their uniform distribution on $\bar{P}_k$.

5. Application to the Markovian Hawkes Process

In the remainder of this paper, we will demonstrate some of the advantages of the parking function decomposition of the Hawkes process clusters. We start by showcasing the analytical value of the conditional uniformity through application to what is perhaps the most widely used Hawkes excitation kernel. Within this section, let us now assume that $g(x) = \alpha e^{-\beta x}$ for $0 < \alpha < \beta$. Under this kernel, the intensity becomes a Markov process (Oakes 1975). Much of the popularity of the exponential kernel follows from its frequent tractability, as we will see here.

Let us start by expressing the compensator for the exponential kernel. Given $g(x) = \alpha e^{-\beta x}$, we see that $G(x) = \rho(1 - e^{-\beta x})$ for $\rho = \alpha/\beta$, and thus

$$
\Lambda(t) = \sum_{i=0}^{N_t-1} \rho \left(1 - e^{-\beta(t-A_i)}\right) \quad \text{and} \quad \Lambda_k = \sum_{i=0}^{k-1} \rho \left(1 - e^{-\beta(A_k-A_i)}\right).
$$
There is a great deal of information hidden in this expression. For example, if we let $\lambda_k = \lambda_{A_k} = \sum_{i=0}^{k-1} \alpha e^{-\beta(A_k - A_i)}$ be the value of the intensity immediately before the cluster’s $k^{th}$ event, then we can observe that this quantity is merely an affine transformation of the corresponding compensator point $\Lambda_k$. That is,

$$\Lambda_k = \rho k - \frac{1}{\beta} \sum_{i=0}^{k-1} \alpha e^{-\beta(A_k - A_i)} = \rho k - \frac{1}{\beta} \lambda_k \rightarrow \lambda_k = \alpha k - \beta \Lambda_k.$$  \hspace{1cm} (13)

An interesting consequence of this relationship is that, after shifting and normalizing, the pre-event intensity values will satisfy the same distributional properties seen in Lemma 2 and Theorem 1. Hence, the conditional uniformity property is even stronger for this kernel. Given the number of events in the cluster, here we find the stronger and even more surprising implication that the intensity sample paths are conditionally uniform. This is an immediate corollary of Lemma 2.

The connection to parking functions also carries over naturally, as Equation (13) implies $\lambda_k D \equiv \alpha \left( k - (\pi - U)(k) \right)$.

This tractability also allows us direct access to the distribution of the cluster’s duration, as the arrival epochs and inter-arrival times can be easily obtained from the compensator points. Letting $S_k = A_k - A_{k-1}$ be the inter-arrival times of the cluster, we can see that

$$\Lambda_k = \sum_{i=0}^{k-1} \rho (1 - e^{-\beta(S_k + A_{k-1} - A_i)}) = k\rho - e^{-\beta S_k} (k\rho - \Lambda_{k-1}),$$

and thus each inter-arrival time is given by

$$S_k = -\frac{1}{\beta} \log \left( \frac{k\rho - \Lambda_k}{k\rho - \Lambda_{k-1}} \right).$$  \hspace{1cm} (14)

Hence, we also immediately have that the $k^{th}$ arrival epoch can be written

$$A_k = -\frac{1}{\beta} \log \left( \prod_{i=1}^{k} \frac{i\rho - \Lambda_i}{i\rho - \Lambda_{i-1}} \right),$$  \hspace{1cm} (15)

for all $k \in \mathbb{Z}^+$. This convenient form enables us to analyze this paper’s most sought after single quantity: the cluster duration $\tau = A_{N-1}$. This brings us to our second main result, in which we provide a parsimonious characterization of the duration distribution, showing that $\tau$ is equivalent to a sum of conditionally independent exponential random variables. Again, a uniformly random parking function appears as a hidden spine of the Hawkes process cluster.

**Theorem 2.** Let $N \sim \text{Borel}(\rho)$ for $\rho = \alpha / \beta$, and, given $N$, let $\pi$ be a uniformly random parking function of length $N - 1$. Then, the duration of a cluster in the Markovian Hawkes process satisfies

$$\tau \equiv \frac{1}{\beta} \sum_{i=1}^{N-1} T_{\pi,i},$$  \hspace{1cm} (16)

where $T_{\pi,i} \sim \text{Exp}(i + 1 - \sum_{j=N-i}^{N-1} \kappa_j(\pi))$ are conditionally independent given $\pi$, with $\kappa_i(\pi) = |\{j \mid \pi_j = i\}|$. 
**Proof.** Let us first find an expression for the conditional Laplace-Stieltjes transform (LST) directly from Lemma 2, and then interpret it through the lens of Theorem 1. If \( N = 1 \), then the cluster contains only the initial time-0 event. Thus, \( P(\tau = 0 \mid N = 1) = 1 \) and \( E[e^{\theta \tau} \mid N = 1] = 1 \). Then, for \( k \geq 1 \), we can see through applying Equation (15) that the conditional LST can be found through the integral

\[
E[e^{-\theta \tau} \mid N = k + 1] = \frac{1}{\rho^k} \frac{(k + 1)!}{(k + 1)^k} \int_0^\rho \int_0^{2^\rho} \cdots \int_0^{k^\rho} \left( \prod_{i=1}^k i \rho - x_i \right)^{\theta} dx_1 \cdots dx_2 dx_1.
\]

Now, for reference, let us note that for \( a > 0, b \geq 0, c \geq 0, \) and \( m \in \mathbb{N} \), we can obtain the following expression for a soon-to-be relevant definite integral directly from the binomial theorem:

\[
\int_0^{1+c} x^m \left( \frac{ax}{1+c} \right)^b dx = \frac{(1+c)^{m+1} a^b}{m+b+1} = \sum_{\ell=0}^{m+1} \binom{m+1}{\ell} \frac{a^b c^\ell}{m+b+1}.
\] (17)

To make use of this for the conditional LST, let us substitute \( y_i = i - x_i / \rho \) for each index of integration \( x_i \). After iterative application of (17), the exponent on the next index of integration will depend on the exponent of the previous. This leaves us with

\[
E[e^{-\theta \tau} \mid N = k + 1] = \frac{(k + 1)!}{(k + 1)^k} \int_0^1 \int_0^{1+y_1} \cdots \int_0^{1+y_{k-1}} \left( \prod_{i=1}^k \frac{y_i}{1+y_i} \right)^{\theta} dy_k \cdots dy_2 dy_1.
\]

\[
E[e^{-\theta \tau} \mid N = k + 1] = \frac{(k + 1)!}{(k + 1)^k} \sum_{\ell_1=0}^1 \frac{1}{\ell_1 + 1} \frac{\ell_1 + 1}{\ell_2 + 1} \frac{\ell_2 + 1}{\ell_3 + 1} \cdots \frac{\ell_{k-2} + 1}{\ell_{k-1} + 1} \int_0^1 y_1^{\ell_{k-1}} dy_1
\]

where now the bounds of summation, rather than the bounds of integration, depend on the magnitude of the prior term. Combining like terms into a product, this can be re-expressed

\[
E[e^{-\theta \tau} \mid N = k + 1] = \frac{(k + 1)!}{(k + 1)^k} \sum_{\ell_1=0}^1 \frac{1}{\ell_1 + 1} \frac{\ell_1 + 1}{\ell_2 + 1} \frac{\ell_2 + 1}{\ell_3 + 1} \cdots \frac{\ell_{k-2} + 1}{\ell_{k-1} + 1} \frac{1}{\ell_{k-1} + 1} \prod_{i=1}^{k-1} \frac{1}{\ell_i + 1}.
\]

By decomposing the binomial coefficients into the underlying factorial terms, cancelling numerators with preceding denominators, and moving the remaining pieces to the product, we can pull
(k − 1)! from the leading \((k + 1)\)! and recognize a resulting multinomial coefficient. That is, after cancellation, the remaining denominators contain factorials of terms that will sum to \(k − 1\), and thus with the leading \((k + 1)\)! the multinomial arises:

\[
\mathbb{E}[e^{-\theta x} \mid N = k + 1] = \frac{(k + 1)!}{(k + 1)^k} \sum_{\ell_1=0}^{1} \frac{1!}{\ell_1!(1 - \ell_1)!} \cdots \sum_{\ell_k=0}^{1} \frac{(\ell_k - 2)!}{\ell_k-1!(1 - \ell_k+1)!} \frac{1}{\frac{a}{\beta} + 1} \prod_{i=1}^{k-1} \frac{\ell_i + 1}{\frac{a}{\beta} + \ell_i + 1} 
\]

where \(\mathcal{L}_{k-1} = \{\ell \in \mathbb{N}^{k-1} \mid 0 \leq \ell_1 \leq 1, 0 \leq \ell_i \leq \ell_{i-1} + 1 \forall 2 \leq i \leq k - 1\}\). To simplify further, we can now multiply and divide by \(\ell_{k-1} + 1\), allowing us to re-index the product and absorb the leading \(k\) into the multinomial, yielding a form which we can now interpret:

\[
\mathbb{E}[e^{-\theta x} \mid N = k + 1] = \frac{1}{(k + 1)^{k-1}} \sum_{\ell \in \mathcal{L}_{k-1}} \left(1 - \ell_1, \ldots, \ell_{k-2} + 1 - \ell_{k-1}, \ell_{k-1} + 1\right) \frac{1}{\frac{a}{\beta} + 1} \prod_{i=1}^{k-1} \frac{\ell_i + 1}{\frac{a}{\beta} + \ell_i + 1}.
\]

First, let us observe that \(\mathcal{L}_{k-1}\) can be viewed as the set of differences between each given \(k\)-step Dyck path and the diagonal \(y = x\) line. Hence, an isomorphism with \(D_k\) is implied directly from the constraints that define \(\mathcal{L}_{k-1}\). Following this, the multinomial coefficient can then be viewed as counting the number of length-\(k\) parking functions that can be formed using each given \(\ell\), as we can recall that the parking functions of length \(k\) are all the possible orderings of the \(k\)-step Dyck paths (e.g., Yan 2015). That is, the multinomial coefficient counts the number of parking functions with \(1 - \ell_1\) \(k\)'s, \(\ell_1 + 1 - \ell_2\) \((k − 1)\)'s, and so on. Using the \(\kappa_i(\pi)\) notation, we can then re-express the conditional Laplace-Stieltjes transform as a sum over all parking functions:

\[
\mathbb{E}[e^{-\theta x} \mid N = k + 1] = \frac{1}{(k + 1)^{k-1}} \sum_{\pi \in \Pi_k} \frac{1}{\frac{a}{\beta} + 1} \prod_{i=1}^{k-1} \frac{i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)}{\frac{a}{\beta} + i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)}.
\]

Here, we have used the pattern above to substitute \(i - \sum_{j=k+1-i}^{k} \kappa_j(\pi)\) for \(\ell_i\). Because there are \((k + 1)^{k-1}\) parking functions of length \(k\), this can also be viewed as an expectation over a uniformly sampled parking function. That is,

\[
\frac{1}{(k + 1)^{k-1}} \sum_{\pi \in \Pi_k} \frac{1}{\frac{a}{\beta} + 1} \prod_{i=1}^{k-1} \frac{i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)}{\frac{a}{\beta} + i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)} = \mathbb{E} \left[ \frac{1}{\frac{a}{\beta} + 1} \prod_{i=1}^{k-1} \frac{i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)}{\frac{a}{\beta} + i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)} \right],
\]

where the expectation is taken relative to \(\pi\). By recognizing that the Laplace-Stieltjes transform of \(X \sim \text{Exp}(\lambda)\) is \(\mathbb{E}[e^{-\theta x}] = \lambda/(\theta + \lambda)\), we can further reduce to

\[
\mathbb{E} \left[ \frac{1}{\frac{a}{\beta} + 1} \prod_{i=1}^{k-1} \frac{i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)}{\frac{a}{\beta} + i + 1 - \sum_{j=k+1-i}^{k} \kappa_j(\pi)} \right] = \mathbb{E} \left[ e^{-\frac{a}{\beta} \sum_{i=1}^{k} X_{i,j}} \right].
\]
where now the expectation is taken relative to both $\pi$ and the random variables $T_{\pi,i}$. Hence, removing the conditioning on $N = k + 1$, we achieve the stated equivalence.

As direct corollaries of this result, we can see how the distribution of objects like the duration, the intensities, and the full arrival epoch sequence depend on the parameters $\alpha$ and $\beta$. For example, by consequence of Theorem 2, if $0 < \alpha_1 < \beta_1$ and $0 < \alpha_2 < \beta_2$ with $\alpha_1/\beta_1 = \alpha_2/\beta_2$ are parameter pairs defining two UHP models with respective duration random variables $\tau_1$ and $\tau_2$, then $\beta_1\tau_1$ and $\beta_2\tau_2$ are equivalent in distribution. Similarly said, for $\rho = \alpha/\beta$ held fixed, Theorem 2 shows that the only dependence $\tau$ has on $\beta$ is through the $1/\beta$ coefficient. This realization can actually be traced back to Lemma 2, implying that this same proportionality can be extended to any arrival epoch, not only the final one. Conditioning yields similar insights even when comparing different values of $\rho$. For example, the conditional LST found in the proof shows that $\beta_1\tau_1|N_1 = k$ is equivalent to $\beta_1\tau_2|N_2 = k$ for all $k \in \mathbb{N}$ even if $\alpha_1/\beta_1 \neq \alpha_2/\beta_2$.

6. A Modular Simulation Algorithm for General Hawkes Processes

In addition to analytic results, the conditional uniformity and parking function decomposition also enable us to propose a novel simulation algorithm for Hawkes process clusters. This new procedure draws upon the combinatorial structure and group theoretic perspectives of parking functions, mirroring what we have reviewed in Section 2. As we will see, this new algorithm offers competitive efficiency relative to widely used procedures in the literature. However, like in the preceding demonstration of analysis, the most important implication of this methodology again lies in the conditioning. The method we propose first generates the size of the cluster and then generates the arrival epochs accordingly, and we will discuss how this leads to natural applications for rare event simulation and importance sampling.

We present the pseudo-code for our procedure now in Algorithm 1. Let us walk through the idea of this method. The algorithm terminates for any Hawkes process with $\rho < 1$, and it uses $G(\cdot)$ and $\rho$ as arguments. In the first step, the size of the cluster $N$ is sampled from the Borel distribution described in Equation (4). All of the remaining steps will then use $N$ as if it was a parameter. Steps 2 and 3 presume that $N > 1$; whenever Step 1 yields $N = 1$, the simulation trivially completes with $A_0 = 0$. The second step uses Theorem 1 to generate the vector of compensator transformed arrival epochs, $\Lambda$, by generating a uniformly random parking function, $\pi$. Specifically, Steps 2(a)-(d) employ a group theoretic sampling of $\pi$ that follows directly from Pollak’s circle argument from the proof of Lemma 1. Like what is shown in Figure 2, Step 2(a) generates the preference vector on spaces 1 through $N$, and Steps 2(b) and (c) “park” the preferences on the circle, as recorded in the vector $\sigma$. Then, Step 2(d) identifies the empty space on the circle and rotates it so that the open spot becomes space $N$, yielding $\pi$ as a parking function of length $N - 1$. Step 2(e) then
Algorithm 1: Simulation of a Hawkes Process Cluster

**Input:** Integrated excitation kernel $G(x) = \int_0^x g(u) \, du$, with $\rho = \int_0^\infty g(u) \, du$

**Output:** Cluster of $N$ self-excited arrival epochs $0 = A_0 < A_1 < \cdots < A_{N-1}$.

1. Generate the total number of events, $N \sim \text{Borel}(\rho)$.
2. Generate the conditionally uniform compensator points, $\Lambda \in \mathbb{R}_+^{N-1}$:
   - (a) Draw $\pi_i \sim \text{Uni}(1,N)$ for $i \in \{1, \ldots, N-1\}$, define $\sigma \in \{0,1\}^N$ s.t. $\sigma = [0 \ldots 0]$.
   - (b) for $i \in \{1, \ldots, N-1\}$:
     - (c) if $\sigma_{\pi_i} = 0$, set $\sigma_{\pi_i} = 1$; else set $\sigma_{j^* \mod N} = 1$, where $j^* = \min\{j > \pi_i \mid \sigma_j \mod N = 0\}$.
     - (d) Set $\pi = (\pi - \ell) \mod N$ where $\ell$ is s.t. $\sigma_\ell = 0$.
     - (e) Draw $U_i \sim \text{Uni}(0,1)$ for $i \in \{1, \ldots, N-1\}$ and set $\Lambda = \rho \cdot \text{sort}(\pi - U)$.
3. return $A_1, \ldots, A_{N-1}$ as the unique solution to the system of equations,
   
   $A_i = \sum_{j=0}^{i-1} G(A_i - A_j)$ for each $i \in \{1, \ldots, N-1\}$.

implements Theorem 1, and Step 3 returns the unique vector of arrival epochs associated with this vector of compensator points. This brings us to our third main result.

**Proposition 4.** The output of Algorithm 1 exactly follows the joint distribution of the times and size of a Hawkes process cluster.

The proof of Proposition 4 follows directly from Theorem 1 and the proof of Lemma 1. One of the benefits of this algorithm is that it is modular, in the sense of the word as it might be used by enthusiasts of high fidelity audio equipment or designers of building construction. That is, it can be built from the pieces one prefers. Each of the three primary steps can be conducted through one’s selected method, swapping a style of one component out for another approach as desired. For example, our Step 2 uses Pollak’s circular parking argument to generate $\pi$, which aligns with Kenyon and Yin (2021). However, one could just as readily use a similar idea described in Diaconis and Hicks (2017), where the preference vector is simply iteratively increased by 1 modulo $N$ until it is a valid parking function. Similarly, one could forgo Theorem 1 and instead sample from the polytope $\mathcal{P}_k$ in Step 2 through use of Markov Chain Monte Carlo (MCMC) methods like Metropolis-Hastings or hit-and-run algorithms (see, e.g., Chen et al. 2018, and references therein). Likewise, our implementations of Algorithm 1 have generated $N$ in Step 1 directly through the probability mass function in (4), but one could, for example, instead simulate a Poisson branching process to yield the same distribution.

This speaks to another advantage to which we have already alluded: the potential for application in rare event simulation and importance sampling. Algorithm 1 untangles the cluster distribution and the cluster size. That is, this method allows one to specify a particular value or, more generally,
a target distribution of the cluster size in Step 1 and then generates a collection of cluster arrival
epochs matching this desired cardinality in Steps 2 and 3. We expect this to be of particular
practical value, as the Borel distribution might be called nearly or asymptotically heavy tailed. As
\( \rho \to 1 \), Equation (4) yields a valid probability distribution on the positive integers with no finite
moments. Hence, it is quite natural for a Hawkes process with \( \rho \) near 1 to experience clusters
of extreme size, and Algorithm 1 provides a controlled way of simulating and evaluating these
scenarios. To the best of our knowledge, no prior Hawkes process simulation algorithm allowed for
user selection of the cluster size, as this is a direct consequence of the conditional uniformity we
have explored throughout this paper.

Table 1 Observed run times (seconds) of Hawkes process cluster simulation algorithms across various choices
of excitation kernels (\( 2^{20} \) replications).

| Excitation Kernel \( g(x) \) | Simulation Procedure |
|-----------------------------|---------------------|
| \( 3e^{-4x} \) | Algorithm 1 | 5.6 |
| \( 15e^{-16x} \) | | 11.4 |
| \( 63e^{-64x} \) | | 30.6 |
| \( 255e^{-256x} \) | | 94.4 |
| \( 1/(1+x)^{2} \) | | 7.4 |
| \( 3/(4+x)^2 \) | | 15.2 |
| \( 7/(8+x)^2 \) | | 39.1 |
| \( 15/(10+x)^2 \) | | 143.6 |

To measure the efficiency and performance of Algorithm 1 relative to the literature, in Table 1 we
compare the observed run times of this procedure against the literature. Specifically, we consider
two prior algorithms: the classical non-stationary Poisson clustering process perspective provided
by Hawkes and Oakes (1974) and the exact simulation method by Dassios and Zhao (2013). Let
us note that other well known Hawkes process simulation methods, such as the thinning procedure
from Lewis and Shedler (1979), Ogata (1981) or Algorithm 7.4.III from Daley and Vere-Jones
(2003), cannot be applied to the generation of clusters alone, as they implicitly rely on the presence
of a continual baseline stream. Hawkes and Oakes (1974)’s method is essentially exactly like
the corresponding definition: for each arrival, simulate its own descendants according to a non-
stationary Poisson process with rate given by the kernel \( g(\cdot) \), and repeat this process until there are
no more descendants. The generality of this procedure has made it quite popular; it is a backbone
subroutine of the perfect Hawkes process simulation algorithms in Møller and Rasmussen (2005),
Chen (2021), and Chen and Wang (2020). The Dassios and Zhao (2013) procedure (Algorithm 3.1
in that paper) only applies to the exponential kernel case and it relies on that Markov assumption.
At each step, a weighted coin is flipped to decide if there will be another arrival given the current
value of the intensity. If there will be another, then the time and intensity are updated accordingly,
and otherwise the simulation terminates.

\(^{4}\) The observed KS statistics between the empirical distributions of \( \tau \) and \( N \) from Algorithm 1 and those from the
literature are no more than 0.001 in the exponential kernel experiment, and not more than 0.006 for the power law.
We conduct the simulation in Table 1 with two families of excitation kernels, the Markovian exponential decay kernel and the heavy-tailed power law kernel, which is often called “Omori’s law” in seismology (Ogata 1998). Specifically, we consider a series of kernels in each family with increasing mean cluster size: $g(x) = (4^m - 1)e^{-4^mx}$ for the exponential, which will have mean cluster size $4^m$, and $g(x) = (2^m - 1)/(2^m + x)^2$ for the power law, which will have mean cluster size $2^m$. All three algorithms can be used to simulate clusters under the exponential kernel, but only Hawkes and Oakes (1974) can be compared to Algorithm 1 outside of the Markovian setting. Table 1 shows that the speed of Algorithm 1 is broadly competitive with the literature and superior in many cases. In particular, in the case of the exponential kernel, the parking function simulation of the Hawkes process proves to be more efficient than either alternative as the clusters grow large. Here, Section 5 shows how Step 3 can be solved in closed form, and so the efficiency of generating one Borel distributed random variable and one random parking function outpaces the performance of either simulating a non-stationary Poisson process many times in Hawkes and Oakes (1974) or performing many iterative computations of the intensity and the next event epoch in Dassios and Zhao (2013). When the clusters are mostly small though, the set-up of the circular parking function sampling is likely less efficient than Dassios and Zhao (2013)’s simple steps, and so Algorithm 1 only outperforms Hawkes and Oakes (1974) in such settings. For general decay kernels, closed form solutions to Step 3 may not be available and one might instead turn to root-finding methods, like what we have done here for the power law kernel. Here we make relatively naive use of Newton’s method and, while the efficiency of the Borel and parking function generations helps Algorithm 1, it is clear that its performance is bottlenecked by the Newton calculations. Thus, as the cluster size increases our method should eventually be outpaced by the Hawkes and Oakes (1974) approach. Hence, careful design of Step 3 of Algorithm 1 is an interesting future direction for this work, and it seems likely that more efficient approaches are available when tailoring to a particular kernel. As we have discussed, though, we anticipate the primary benefit of this algorithm to lie in the conditioning on $N$, since the size distribution’s propensity for large values creates an opportunity for rare event simulation.

7. Discussion and Conclusion

In this paper, we have seen that uniformly random parking functions constitute hidden spines in Hawkes process clusters, providing a decomposition structure for the conditionally uniform compensator transform of the cluster’s arrival epochs. Hence, from the cluster size and a random parking function, we can faithfully reconstruct the full sequence of events in the cluster. We have also demonstrated the impact of this connection on both analysis and simulation. For the former, we have found a surprising distributional equivalence between the duration of the Markovian Hawkes
cluster and a random sum of conditionally independent exponential random variables. For the latter, we have demonstrated that the resulting sampling methodology offers both efficiency and, perhaps more importantly, fine control over the experiment through cluster-size-conditioning.

Much of our discussion of the connection between Hawkes clusters and parking functions has centered around what the discrete object can do for the continuous, but we can also see that there is some partial reciprocity available. That is, it is an immediate consequence of Theorem 1 that, for the arrival epochs drawn from any Hawkes process cluster, the shuffled ceiling of the compensator points will be a parking function, where only the length of the parking function will be dependent on the parameters of the Hawkes process. This underscores a point that we have mentioned only briefly, which is that Lemma 2 shows how one Hawkes process cluster can readily be transformed to another cluster driven by an entirely different excitation kernel so long as the values of $\rho$ match. Hence, one could replace Steps 1 and 2 in Algorithm 1 with simulating the cluster according to some efficient Hawkes process procedure, such as Dassios and Zhao (2013), and then transform to the true targeted excitation function in Step 3. In a similar notion, one could also petition to the classical random time change theorem in place of Lemma 2 and replace Steps 1 and 2 with a unit-rate Poisson process. That is, one could run a unit-rate Poisson process until the first index $i \geq 1$ such that the Poisson arrival epoch $T_i$ exceeds $i\rho$, and then return times 1 through $i - 1$ as the compensator points and proceed to Step 3. Analogously by the closure of the exponential distribution when multiplying by a constant, one could also run a Poisson process at rate $\rho$ and then compare $T_i$ just to the index $i$. This is close to the idea of Algorithm 7.4.III from Daley and Vere-Jones (2003), but the above proposal would terminate with an absorption event for the end of the cluster. By comparison, it is inherent to Algorithm 7.4.III that the point process continues indefinitely and that the compensator grows without bound, as otherwise “the final interval is then infinite and so cannot belong to a unit-rate Poisson process” (Daley and Vere-Jones 2003). In numerical experiments, we found that the speed of this alternate method is essentially identical to the Dassios and Zhao (2013) algorithm. This makes sense, because they are mostly doing the same thing: generating exponentials until an absorption event occurs. Hence, there could be some efficiency gains over our algorithm when $\rho$ is small enough, but regardless, like Dassios and Zhao (2013), this approach does not offer the control over the support and distribution of $N$ like Algorithm 1 does.

In the broader perspective of the Hawkes process literature, we have studied the same model as contemporary works like Chen (2021), Graham (2021), which is a linear (relative to the non-linear generalization introduced by Brémaud and Massoulié 1996) univariate (relative to the mutually-exciting version actually dating back to Hawkes 1971) Hawkes process with general excitation kernel (relative to kernel-specific works like Dassios and Zhao 2013). For generalizations of these
results, our initial suspicion is that multiple dimensions is the most promising next step, as there are analogs of much of the background fundamentals from which we have drawn. In particular, the random time change does still hold in higher dimensions, where we can build from both results for general processes (e.g. Brown and Nair 1988) and for Hawkes processes specifically (e.g. Embrechts et al. 2011). One can also leverage similar time-agnostic multi-type branching process perspectives for the cluster size distribution (e.g. Good 1960). In fact, a very similar proof to Lemma 2 can create conditionally uniform analogs of the two styles of multivariate random time change in Embrechts et al. (2011). The remaining challenge arises while converting from conditionally uniform compensator points to the arrival epochs in each sub-stream, as it may be possible that there are multiple solutions to the compensator system of equations. Hence, we are quite interested in this future direction, particularly given the variety of recent interest in these models, such as in works like Aït-Sahalia et al. (2015), Nickel and Le (2020), Daw et al. (2021), Karim et al. (2021).

Another intriguing open problem arises in trying to transport these results from conditioning on the long-run total size of the cluster to instead conditioning on the number of events by some given time $T$. A transient result like this would likely be of broad interest. Arguments similar to that of Lemma 2 should produce a transient result like

$$f(\Lambda_1, \Lambda_2, \ldots, \Lambda_k \mid N_T = k + 1) = \frac{e^{-\Lambda(T)}}{P(N_T = k + 1)},$$

however this expression may be deceptively simple. Setting aside the fact that the distribution of $N_T$ may not be as accessible as that of $N$, what this form of the density hides is the dependence of $\Lambda(T)$ on $\Lambda_1$ through $\Lambda_k$. That is, $\Lambda(T) = \sum_{i=0}^{k} G(T - A_i)$, and the epochs, $A_1, \ldots, A_k$, are deterministic functions of the compensator points, $\Lambda_1, \ldots, \Lambda_k$. All this is to say, the conditional density is no longer uniform. While each $\Lambda_i$ will continue to satisfy the constraints $\Lambda_{i-1} < \Lambda_i < i\rho$ (as well as the added constraint $\Lambda_i < \Lambda(T)$), changes to the values of these points will change $\Lambda(T)$ and thus change the density. This suggests a direction that may offer more immediate tractability. Rather than fixing the ending time $T$, one can instead fix the ending compensator value $\Lambda(T)$. In this case, the conditional density should again be uniform, and the compensator points should lie on a polytope that is the intersection of $\mathcal{P}_k$ and the hypercube where every coordinate is between 0 and $\Lambda(T)$. While this result would leverage the transience in the transformed compensator space, it is of course more desirable to analyze true transience in time. Bridging these perspectives stands as a highly interesting direction of future work.

Finally, to that end, let us emphasize that this paper’s analysis has not been a purely theoretical exercise. Our original motivation was to study Hawkes process clusters in an operational context inspired by the data and application in Daw et al. (2021), but we found the methodological cupboard not yet full enough for the questions we sought to answer. Hence, we are quite interested
in returning to these problems with the ability to address the cluster duration and chronology now in hand. Building from the model of Daw et al. (2021), the Hawkes cluster duration can be seen as the length of a co-produced service exchange, and, more specifically, the cluster epochs mark the contributions and points of interactions between the customer and service agent. In the context of Daw et al. (2021), these epochs are the timestamps of messages exchanged within a text-based contact center’s conversational service. Understanding these distributions allows us to evaluate how the history-dependent service process will impact the service system overall, leading to new possibilities in the analysis of natural queueing theoretic questions like staffing and routing decisions. The service time distribution is a cornerstone of any queueing model, and a myriad, if not virtually all, queueing formulas depend on the mean of this distribution (at the very least). In services modeled as a Hawkes cluster like in Daw et al. (2021), both this mean and this distribution have been out of reach even for the simplest forms of this process, like Møller and Rasmussen (2005) described. Thanks to the parking function structure uncovered in Theorems 1 and 2, this is no longer the case. Leveraging this hidden spine is of foremost intrigue to us as a direction of future research, and we anticipate that the conditional uniformity property and parking function decomposition can provide valuable insight into these classic service-side queueing problems.

Of course, the Hawkes process finds many an application in operations research models beyond service durations and customer-agent interactions. In fact, well-known examples of the Hawkes show that clusters are both quantities of operational interest in their own right and key components embedded within any use of the point process. In addition to our original motivating application, this stochastic model can be found among representations of financial contagion and risk, product management, customer arrivals, leadership and communication patterns, digital marketing conversions, and – lest we forget – outbreaks in pandemics. By the very nature of the Hawkes process and its self-excited epochs, clusters lie at the core of each of these applications. Let us detail them.

For example, Azizpour et al. (2018) uses the Hawkes events to model corporate defaults. Here, a cluster contains the collection of firms that fail as a downstream result of one initial default; likewise, the duration captures how long the contagion lasts from first default to last related casualty. Similarly, Mukherjee et al. (2022) models the timing of product recalls, and thus each cluster contains those customers who return their purchases because of the influence of returns by their peers. Elsewhere in the transaction timeline, Xu et al. (2014) uses the Hawkes process as a model of customers’ online shopping activity under digital marketing campaigns, with the cluster marking the clicks on the path of conversion from advertisement to purchase. Similarly, on the arrival side of queueing, the Hawkes has served as the arrival stream to both single (Chen 2021) and infinite server queueing models (Gao and Zhu 2018, Daw and Pender 2018, Koops et al. 2018), and in these cases a cluster represents the lineage of customers who choose to patron the service
because they saw others do it first. Fox et al. (2016) models the communication (and, within this, leadership) structure in an organization through Hawkes processes, and here clusters arise in the response threads and email chains. Finally, when modeling the spread of COVID-19 and other infectious diseases, like what is done in Bertozzi et al. (2020), the Hawkes clusters naturally capture the trace of contacts who pass the sickness on to one another throughout time.

While these and many other Hawkes process applications may feature both self-excited arrivals and exogenously driven baseline events, let us recall that the Hawkes and Oakes (1974) representation shows us how the cluster perspective persists. That is, the baseline stream can be thought of as the arrival process of clusters. Hence, the model studied in this paper descends off from each of these initial points, and these initial points themselves form a Poisson process that is independent from the subsequent activity within the clusters. So, the distribution of the cluster epochs and durations constitute the nature of the offsets from the well-understood Poisson stream.

From what we have seen, a parking function or Dyck path may not have a direct interpretation for these applications. However, it does provide a structure through which the Hawkes cluster becomes easier to understand, and thus easier to use. Through another level of conditioning, one can apply both traditional Poisson conditional uniformity and the Hawkes variant which we have seen here to analyze, say, customer purchasing patterns or COVID-19 outbreaks and glean insight into the distributions, relationships, and dependencies within. These hidden spines simplify the hallmark self-exciting structure of the Hawkes process, offering answers to fundamental questions about the model. Returning now to the service operations domains from which this question originally sprung, we look forward to leveraging our new knowledge and exploring what more we can learn once we know how long a cluster will last.
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