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Abstract. Extensions of the notions of polynomial and rational hull are introduced. Using these notions, a generalization of a result of Duval and Levenberg on polynomial hulls containing no analytic discs is presented. As a consequence it is shown that there exists a Cantor set in \( \mathbb{C}^3 \) with a nontrivial polynomial hull that contains no analytic discs. Using this Cantor set, it is shown that there exist arcs and simple closed curves in \( \mathbb{C}^4 \) with nontrivial polynomial hulls that contain no analytic discs. This answers a question raised by Bercovici in 2014 and can be regarded as a partial answer to a question raised by Wermer over 60 years ago. More generally, it is shown that every uncountable, compact subspace of a Euclidean space can be embedded as a subspace \( X \) of \( \mathbb{C}^N \), for some \( N \), in such a way as to have a nontrivial polynomial hull that contains no analytic discs. In the case when the topological dimension of the space is at most one, \( X \) can be chosen so as to have the stronger property that \( P(X) \) has a dense set of invertible elements.

1. Introduction

It was once conjectured that whenever the polynomial hull \( \hat{X} \) of a compact set \( X \) in \( \mathbb{C}^N \) is strictly larger than \( X \), the complementary set \( \hat{X} \setminus X \) must contain an analytic disc. This conjecture was disproved by Gabriel Stolzenberg \[27\]. However, when \( X \) is a smooth one-dimensional manifold, the set \( \hat{X} \setminus X \), if nonempty, is a one-dimensional analytic variety as was also shown by Stolzenberg \[28\] (strengthening earlier results of several mathematicians). In contrast, recent work of the author, Håkan Samuelsson Kalm, and Erlend Fornæss Wold \[19\] and of the author and Lee Stout \[20\] shows that every smooth manifold of dimension strictly greater than one smoothly embeds in some \( \mathbb{C}^N \) as a subspace \( X \) such that \( \hat{X} \setminus X \) is nonempty but contains no analytic discs.
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In response to a talk on the above results given by the author, Hari Bercovici raised the question of whether a nonsmooth one-dimensional manifold can have polynomial hull containing no analytic discs. This question was the motivation for the present paper and will be answered affirmatively. In fact, it will be shown, in Theorem 1.1 below, that every uncountable, compact subspace of a Euclidean space can be embedded in some $\mathbb{C}^N$ so as to have polynomial hull containing no analytic discs. It is pleasure to thank Bercovici for his question which had a very stimulating effect on the author’s research.

A similar question was in fact raised by John Wermer more than 60 years ago. Wermer observed that for $\phi_1$ and $\phi_2$ continuous complex-valued functions separating points on the unit circle $\partial D$, a necessary condition for the polynomials in the complex coordinate functions to be uniformly dense in the continuous functions on the simple closed curve $J = \{(\phi_1(z), \phi_2(z)) : z \in \partial D\}$ is that $J$ not bound a piece of an analytic variety, and he proved that the condition is also sufficient when either $\phi_1(z) = z$ or $\phi_1(z) = z^2$. He conjectured that the condition is always sufficient. While this conjecture is still open, Theorem 1.7 below establishes that the conjecture becomes false if the pair of continuous functions $(\phi_1, \phi_2)$ is replaced by a quadruplet $(\phi_1, \ldots, \phi_4)$.

In stating our results, it will be convenient to say that a hull $X_H$ of a set $X \subset \mathbb{C}^N$ is nontrivial if the set $X_H \setminus X$ is nonempty.

**Theorem 1.1.** Let $K$ be an arbitrary uncountable, compact subspace of $\mathbb{R}^n$. Then there exists a subspace $X$ of $\mathbb{C}^{n+4}$ homeomorphic to $K$ such that the polynomial hull $\hat{X}$ of $X$ is nontrivial but contains no analytic discs.

Since the compact metrizable spaces of Euclidean spaces are precisely the compact metrizable spaces of finite topological dimension [16, Theorem V.2], the above theorem says, in particular, that every uncountable, compact metrizable space of finite topological dimension embeds in some $\mathbb{C}^N$ so as to have nontrivial polynomial hull containing no analytic discs. More precisely we have the following corollary. (By topological dimension, we mean the usual Lebesgue covering dimension.)

**Corollary 1.2.** If $K$ is an uncountable, compact metrizable space of topological dimension $m$, then there exists a subspace $X$ of $\mathbb{C}^{2m+5}$ homeomorphic to $K$ such that the polynomial hull $\hat{X}$ of $X$ is nontrivial but contains no analytic discs.

The key to proving Theorem 1.1 is to obtain a Cantor set whose polynomial hull is nontrivial but contains no analytic discs. Once this
is done, all other desired spaces can be handled by a devise used repeatedly in the author’s joint work with Samuelsson Kalm, Wold, and Stout [19, 20]. The first example of a Cantor set with nontrivial polynomial hull was constructed by Walter Rudin [24] using a modification of an argument of Wermer [34] who produced the first example of an arc with nontrivial polynomial hull. A Cantor set in $\mathbb{C}^4$ whose polynomial hull is nontrivial but contains no analytic discs is given in the paper [18] of the present author and Norman Levenberg. In the present paper, a different construction is given that yields an example in $\mathbb{C}^3$.

**Theorem 1.3.** There exists a Cantor set in $\mathbb{C}^3$ whose polynomial hull is nontrivial but contains no analytic discs.

In addition to being simpler than the construction in [18] and lowering the dimension of the ambient space, the construction to be presented here has the advantage of being very flexible and making possible the introduction of various additional properties. One of these concerns density of invertible elements. Garth Dales and Joel Feinstein [11] constructed a compact set $X$ in $\mathbb{C}^2$ with nontrivial polynomial hull and such that the uniform algebra $P(X)$ has a dense set of invertible elements. As noted in [11] the condition that $P(X)$ has a dense set of invertible elements is strictly stronger than the condition that $\hat{X}$ contains no analytic disc. Following Dales and Feinstein, we will say that a uniform algebra $A$ has dense invertibles if the invertible elements of $A$ are dense in $A$. We will prove the following result which contains Theorem 1.3.

**Theorem 1.4.** There exists a Cantor set $X$ in $\mathbb{C}^3$ with nontrivial polynomial hull such that $P(X)$ has dense invertibles.

Using this Cantor set, we will show that every uncountable, compact metrizable space of topological dimension at most 1 can be embedded in some $\mathbb{C}^N$ so as to have nontrivial polynomial hull and a polynomial algebra with dense invertibles.

**Theorem 1.5.** Let $K$ be an uncountable, compact subspace of $\mathbb{R}^n$ of topological dimension at most 1. Then there exists a subspace $X$ of $\mathbb{C}^{n+4}$ homeomorphic to $K$ such that the polynomial hull $\hat{X}$ of $X$ is nontrivial and the uniform algebra $P(X)$ has dense invertibles.

**Corollary 1.6.** If $K$ is an uncountable, compact metrizable space of topological dimension at most 1, then there exists a subspace $X$ of $\mathbb{C}^7$ homeomorphic to $K$ such that the polynomial hull $\hat{X}$ of $X$ is nontrivial and the uniform algebra $P(X)$ has dense invertibles.
By an *arc* we shall mean a space homeomorphic to the closed unit interval and by a *simple closed curve*, a space homeomorphic to the unit circle. Thus the arcs and simple closed curves are the compact, connected, one-dimensional manifolds. It follows immediately from Theorem 1.1 that there is an arc in $\mathbb{C}^5$ with nontrivial polynomial hull containing no analytic discs and a simple closed curve in $\mathbb{C}^6$ with the same property. However, by applying Theorem 1.3 more directly, we will obtain examples in $\mathbb{C}^4$.

**Theorem 1.7.** There exists an arc $X$ in $\mathbb{C}^4$ whose polynomial hull is nontrivial but contains no analytic discs. The same statement holds with “arc” replaced by “simple closed curve”. Furthermore, the arc or curve $X$ can be chosen so that $P(X)$ has dense invertibles.

Given that a nontrivial hull need not in general contain an analytic disc, it is natural to ask whether weaker semblances of analyticity must be present such as nontrivial Gleason parts or nonzero bounded point derivations. It is shown in the paper [10] of Brian Cole, Swarup Ghosh, and the present author that even these weaker forms of analyticity need not be present in nontrivial hulls. On the other hand, as shown in the paper [17] of the present author, there are also examples of hulls without analytic discs that have large Gleason parts and an abundance of nonzero bounded point derivations. (The first result concerning Gleason parts in hulls without analytic discs is due to Richard Basener [4].) By combining the methods of the present paper with those of [10] and [17], these results of [10] and [17] will be sharpened by showing that the set in question can be taken to be a Cantor set.

In spite of the example in [10] of a compact set $X$ in $\mathbb{C}^3$ with a nontrivial polynomial hull containing no nontrivial Gleason parts, it remained unknown whether for $X$ a compact set in $\mathbb{C}^2$, the set $\hat{X} \setminus X$ could contain even a single one-point Gleason part. We will construct an example showing that this can happen.

The construction of Cantor sets with nontrivial hulls without analytic discs to be given here involves an extension of the notions of polynomial and rational hull to be presented in Section 3. We will define, for a compact set $X$ in $\mathbb{C}^N$ and each $k = 1, \ldots, N$, sets $\hat{X}^k$ and $h^k_r(X)$, which we call the $k$-polynomial and $k$-rational hulls of $X$, respectively. It will be immediate from the definitions that
\[ \hat{X} = \hat{X}^1 \supset h_r(X) = h^1_r(X) \supset \hat{X}^2 \supset h^2_r(X) \supset \cdots \supset \hat{X}^N \supset h^N_r(X) = X. \]

Using these new hulls, a generalization of the construction of Julien Duval and Levenberg [13] of hulls without analytic discs will be given that brings out the fundamental principle behind the construction and
yields a very flexible method of obtaining hulls without analytic discs (Theorem 5.1). In particular, it will be shown that every compact set $X$ having nontrivial 2-polynomial hull contains a subset having polynomial hull without analytic discs (Corollary 5.4). This was the key observation that led the author to the results of the present paper. The existence, for each $N \geq 2$, of a Cantor set in $\mathbb{C}^N$ whose $(N-1)$-rational hull has interior will be proven (Theorem 6.1). The existence of the desired Cantor set with polynomial hull without analytic discs then follows. Another consequence is the existence of a totally disconnected, perfect subset of $\mathbb{C}^N$ that intersects every analytic subvariety of $\mathbb{C}^N$ of positive dimension (Theorem 6.2).

In response to a question raised by Rudin [7], Vitushkin [32] constructed a Cantor set in $\mathbb{C}^2$ whose polynomial hull has interior. Later Henkin [15] constructed a Cantor set in $\mathbb{C}^2$ whose rational hull has interior. Theorem 6.1 generalizes Henkin’s result to $\mathbb{C}^N$, $N > 2$, in a particularly strong form. It was the problem of suitably generalizing Henkin’s result that originally motivated the author to consider the new hulls introduced in this paper.

By moving to an abstract uniform algebra context, one can consider removing the restriction in Theorem 1.1 that $K$ be a subspace of a Euclidean space. In the case of compact Hausdorff spaces that contain a Cantor set, one obtains the following result.

**Theorem 1.8.** Let $K$ be a compact Hausdorff space that contains a Cantor set as a subspace. Then there exists a uniform algebra $A$ on $K$ such that $\mathfrak{M}_A \setminus K$ is nonempty but $\mathfrak{M}_A$ contains no analytic discs. (Here $\mathfrak{M}_A$ denotes the maximal ideal space of $A$.)

This theorem applies to every uncountable, compact metrizable space since these spaces always contain a Cantor set. When one moves beyond metrizable spaces, there are uncountable, compact Hausdorff spaces on which there are no nontrivial uniform algebras (i.e., uniform algebras other than the algebra of all continuous complex-valued functions on the given space), and obviously no theorem along the lines of Theorem 1.8 can apply to such spaces. Indeed a theorem of Walter Rudin [25] asserts that there are no nontrivial uniform algebras on a scattered space. (A space $X$ is said to be scattered if it contains no nonempty perfect subsets, or equivalently, if every nonempty subset of $X$ has an isolated point.) Note that this implies, in particular, that there are never nontrivial uniform algebras on countable spaces. There are nonscattered, compact Hausdorff spaces that contain no Cantor set, and on some of these spaces (for instance the Stone-Čech compactification of the positive integers) there do exist nontrivial uniform algebras,
and on some others (for instance the double arrow space of Aleksandrov
and Urysohn) there are no nontrivial uniform algebras. We refer the
reader to the paper [22] of Kenneth Kunen and the references therein.
These remarks lead to the following two questions, which in the case
of nonmetrizable spaces, seem to be open. While these questions are
clearly related to the subject of the present paper, they are of a quite
different character and will not be addressed here.

**Question 1.9.** If \( X \) is a compact Hausdorff space on which there exists
a nontrivial uniform algebra, must there exist a uniform algebra on \( X \)
whose maximal ideal space is strictly larger than \( X \)?

**Question 1.10.** If \( X \) is a compact Hausdorff space on which there
exists a uniform algebra whose maximal ideal space is strictly larger
than \( X \), must there exist a uniform algebra on \( X \) whose maximal ideal
space is strictly larger than \( X \) but contains no analytic discs?

In the next section we make explicit some standard definitions and
notations already used above. In Section 8 we introduce the extensions
of the notions of polynomial and rational hull upon which our
constructions rely. Some useful lemmas are proved in Section 4. The
generalization of the construction of Duval and Levenberg and some
variations are given in Section 5. The Cantor set in \( \mathbb{C}^N \) whose \((N-1)\)-
rational hull contains interior and the totally disconnected perfect set
that intersects every analytic variety are constructed in Section 6. The
Cantor sets with nontrivial polynomial hulls containing no analytic
discs are given in Section 7. The example of a compact set \( X \) in \( \mathbb{C}^2 \)
such that \( \hat{X} \setminus X \) contains a one-point Gleason part for \( P(X) \) is given in
Section 8 along with some related examples. Finally, the results about
arcs, curves, and general spaces with hulls without analytic discs are
proved in Section 9.

The author would like to thank Lee Stout for helpful correspondence
related to this paper.

It is with a mixture of joy and sorrow that I dedicate this paper
to the memory of my doctoral advisor, Donald Sarason. Sorrow, of
course, that he is no longer with us; joy that I had the privilege of
studying under him and benefiting from his guidance. Sarason had an
amazing ability to impart his wisdom and inspire his students while
encouraging them to find their own way. Without his guidance, my
path would surely have been very different.

2. Preliminaries

For \( X \) a compact Hausdorff space, we denote by \( C(X) \) the algebra
of all continuous complex-valued functions on \( X \) with the supremum
norm $\|f\|_X = \sup\{|f(x)| : x \in X\}$. A uniform algebra on $X$ is a closed subalgebra of $C(X)$ that contains the constant functions and separates the points of $X$.

For a compact set $X$ in $\mathbb{C}^N$, the polynomial hull $\hat{X}$ of $X$ is defined by

$$\hat{X} = \{z \in \mathbb{C}^N : |p(z)| \leq \max_{x \in X} |p(x)| \text{ for all polynomials } p\},$$

and the rational hull $h_r(X)$ of $X$ is defined by

$$h_r(X) = \{z \in \mathbb{C}^N : p(z) \in p(X) \text{ for all polynomials } p\}.$$

An equivalent formulation of the definition of $h_r(X)$ is that $h_r(X)$ consists precisely of those points $z \in \mathbb{C}^N$ such that every polynomial that vanishes at $z$ also has a zero on $X$.

We denote by $P(X)$ the uniform closure on $X \subset \mathbb{C}^N$ of the polynomials in the complex coordinate functions $z_1, \ldots, z_N$, and we denote by $R(X)$ the uniform closure of the rational functions holomorphic on (a neighborhood of) $X$. Both $P(X)$ and $R(X)$ are uniform algebras, and it is well known that the maximal ideal space of $P(X)$ can be naturally identified with $\hat{X}$, and the maximal ideal space of $R(X)$ can be naturally identified with $h_r(X)$.

We denote the open unit disc in the complex plane by $D$. By an analytic disc in $\mathbb{C}^N$, we mean an injective holomorphic map $\sigma : D \to \mathbb{C}^N$. By the statement that a subset $S$ of $\mathbb{C}^N$ contains no analytic discs, we mean that there is no analytic disc in $\mathbb{C}^N$ whose image is contained in $S$. An analytic disc in the maximal ideal space $\mathfrak{M}_A$ of a uniform algebra $A$ is, by definition, an injective map $\sigma : D \to \mathfrak{M}_A$ such that the function $f \circ \sigma$ is analytic on $D$ for every $f$ in $A$.

Let $A$ be a uniform algebra on a compact space $X$. The Gleason parts for the uniform algebra $A$ are the equivalence classes in the maximal ideal space of $A$ under the equivalence relation $\varphi \sim \psi$ if $\|\varphi - \psi\| < 2$ in the norm on the dual space $A^*$. (That this really is an equivalence relation is well-known but not obvious!) An alternative formulation of the definition of Gleason part is that two points $\varphi$ and $\psi$ lie in the same Gleason part if and only if there exists a constant $c > 0$ such that

$$1/c < u(\varphi)/u(\psi) < c$$

for every function $u > 0$ that is the real part of a function in $A$. See [14, Theorem VI.2.1] for the equivalence of these two formulations. It is easily seen that in the second formulation, the condition $u > 0$ can be relaxed by $u \geq 0$, and it is obvious that $u \geq 0$ can be replaced by $u \leq 0$. We say that a Gleason part is nontrivial if it contains more than one point.
For $\phi$ a multiplicative linear functional on $A$, a *point derivation* on $A$ at $\phi$ is a linear functional $\psi$ on $A$ satisfying the identity

$$\psi(fg) = \psi(f)\phi(g) + \phi(f)\psi(g) \quad \text{for all } f, g \in A.$$ 

A point derivation is said to be *bounded* if it is bounded (continuous) as a linear functional. It is immediate that the presence of an analytic disc in the maximal ideal space of $A$ implies the existence of a nontrivial Gleason part and nonzero bounded point derivations.

The real part of a complex number (or function) $z$ will be denoted by $\Re z$. The Euclidean norm of a point $z \in \mathbb{C}^N$ will be denoted by $\|z\|$.

3. **Generalizations of polynomial and rational hulls**

As mentioned in the introduction, in this section we define extensions of the notions of polynomial and rational hull that are key to the construction of the new examples of hulls without analytic discs presented in this paper. Throughout the section, $X$ denotes a compact subset of $\mathbb{C}^N$.

Recall that Henkin [15] constructed a Cantor set in $\mathbb{C}^2$ whose rational hull has interior. A direct generalization of Henkin’s result to $\mathbb{C}^N$, $N > 2$, is not completely satisfying because while when $N = 2$, the statement $z \in h_r(X)$ means that every analytic subvariety of $\mathbb{C}^N$ (of pure positive dimension) passing through $z$ intersects $X$, when $N > 2$, the statement $z \in h_r(X)$ means only that every pure codimension 1 analytic subvariety of $\mathbb{C}^N$ passing through $z$ intersects $X$. This observation suggests the following extension of the notion of rational hull. (Here and throughout the paper, by an analytic subvariety of $\mathbb{C}^N$ of pure codimension $m$, we mean a pure dimensional analytic subvariety of $\mathbb{C}^N$ of pure dimension $N - m$.)

**Definition 3.1.** For $1 \leq k \leq N$, the *$k$-rational hull* $h_r^k(X)$ of $X$ is the set

$$h_r^k(X) = \{ z \in \mathbb{C}^N : \text{every analytic subvariety of } \mathbb{C}^N \text{ of pure codimension } \leq k \text{ that passes through } z \text{ intersects } X \}.$$ 

*We say that $X$ is $k$-rationally convex if $h_r^k(X) = X$. We define an analogous extension of the notion of polynomial hull as follows.*
Definition 3.2. For $2 \leq k \leq N$, the $k$-polynomial hull $\hat{X}^k$ of $X$ is the set

$$\hat{X}^k = \{ z \in \mathbb{C}^N : z \in h_r^{k-1}(X) \text{ and } z \in \hat{X} \cap V \text{ for every analytic subvariety } V \text{ of } \mathbb{C}^N \text{ of pure codimension } \leq k - 1 \text{ that passes through } z \}. $$

The 1-polynomial hull $\hat{X}^1$ of $X$ is the usual polynomial hull $\hat{X}$. We say that $X$ is $k$-polynomially convex if $\hat{X}^k = X$.

It is immediate from the definitions that

$$\hat{X} = \hat{X}^1 \supset h_r(X) = h_r^1(X) \supset \hat{X}^2 \supset h_r^2(X) \supset \cdots \supset \hat{X}^N \supset h_r^N(X) = X.$$ 

Also it is easily verified that the $k$-polynomial hull of a compact set is $k$-polynomially convex and the $k$-rational hull is $k$-rationally convex.

One could also consider modifications of the above definitions.

Definition 3.3. For $1 \leq k \leq N$, the quasi-$k$-rational hull $k h_r(X)$ of $X$ is the set

$$k h_r(X) = \{ z \in \mathbb{C}^N : \text{if } p_1, \ldots, p_k \text{ are polynomials such that } p_1(z) = 0, \ldots, p_k(z) = 0, \text{ then } p_1, \ldots, p_k \text{ have a common zero on } X \}. $$

We say that $X$ is quasi-$k$-rationally convex if $k h_r(X) = X$.

Definition 3.4. For $2 \leq k \leq N$, the quasi-$k$-polynomial hull $\hat{k} \hat{X}$ of $X$ is the set

$$\hat{k} \hat{X} = \{ z \in \mathbb{C}^N : z \in k^{-1} h_r(X) \text{ and if } p_1, \ldots, p_{k-1} \text{ are polynomials such that } p_1(z) = 0, \ldots, p_{k-1}(z) = 0, \text{ then } z \in (X \cap \{ p_1 = 0, \ldots, p_{k-1} = 0 \}) \hat{X} \}. $$

The quasi-1-polynomial hull $\hat{1} \hat{X}$ of $X$ is the usual polynomial hull $\hat{X}$. We say that $X$ is quasi-$k$-polynomially convex if $\hat{k} \hat{X} = X$.

For rational hulls, there is yet another variation that could be considered.

Definition 3.5. For $1 \leq k \leq N$, the pseudo-$k$-rational hull $k h_r(X)$ of $X$ is the set

$$k h_r(X) = \{ z \in \mathbb{C}^N : p(z) \in p(X \cap V) \text{ for every polynomial } p \text{ and every analytic subvariety } V \text{ of } \mathbb{C}^N \text{ of pure codimension } \leq k - 1 \text{ that passes through } z \}. $$

We say that $X$ is pseudo-$k$-rationally convex if $k h_r(X) = X$. 
Note that the $k$-hulls are ostensibly smaller than the corresponding quasi-$k$-hulls or pseudo-$k$-hulls. Thus the assertion that a set has a nontrivial $k$-hull is stronger than the assertion that the corresponding quasi-$k$-hull or pseudo-$k$-hull is nontrivial. Therefore, in this paper, we will use exclusively the $k$-hulls. However, the quasi-$k$-hulls are perhaps more intuitive than the $k$-hulls, and the reader who wishes to do so, may replace the $k$-hulls by the quasi-$k$-hulls (or pseudo-$k$-hulls) throughout. Everything will go through essentially unchanged except that Theorem 6.2 will no longer be obtained and will have to be replaced by an ostensibly weaker statement.

When $P(X)$ has dense invertibles, the polynomial and rational hulls of $X$ coincide, as noted by Dales and Feinstein [11] (and implicitly noted by Stolzenberg [27]). One advantage of the quasi-$k$-hulls and pseudo-$k$-hulls is that it then follows easily that $k \hat{X} = kh_r(X)$ and $\hat{X}^k = \hat{k}h_r(X)$ for all $k$.

Another potential advantage of the quasi-$k$-hulls over the $k$-hulls is that it is evident how to generalize them to the context of abstract uniform algebras. However, the $k$-hulls can also be generalized to that context using the abstract function theory of Rickart [23]. None of these abstract generalizations will be used in the present paper though.

The above hulls seem not to have been considered previously in the literature. However, the notions of convexity corresponding the $k$-rational hulls were introduced by Evgeni Chirka and Stout in [8]. In addition, the above extensions of the notion of polynomial hull are related to work of Basener [5] and Nessim Sibony [26] on generalized boundaries and multidimensional analytic structure: Applied to the uniform algebra $P(X)$ with $X$ polynomially convex, Basener’s generalized Shilov boundary $\partial_k P(X)$ is the smallest closed subset of $\hat{X}$ whose quasi-$(k + 1)$-polynomial hull is equal to $X$.

4. SOME PRELIMINARY LEMMAS

In this section we prove some useful, elementary lemmas regarding $k$-hulls.

**Lemma 4.1.** Let ${\mathcal{K}}$ be a collection of compact sets in $\mathbb{C}^N$ totally ordered by inclusion. Let $K_\infty = \bigcap_{K \in {\mathcal{K}}} K$. Then $\hat{K}^k_\infty = \bigcap_{K \in {\mathcal{K}}} \hat{K}^k$ and $h_r^k(K_\infty) = \bigcap_{K \in {\mathcal{K}}} h_r^k(K)$.

**Proof.** The inclusions $\hat{K}^k_\infty \subset \bigcap_{K \in {\mathcal{K}}} \hat{K}^k$ and $h_r^k(K_\infty) \subset \bigcap_{K \in {\mathcal{K}}} h_r^k(K)$ are obvious.

To establish the reverse inclusion for $k$-rational hulls, suppose $x \notin h_r^k(K_\infty)$. Then there exists a subvariety $V$ of $\mathbb{C}^N$ of pure codimension
known characterization of Cantor sets as the compact, totally disconnected spaces without isolated points. The need to verify that our constructions produce sets without isolated points will be avoided by use of the following lemma. Recall that a subset of a space that our constructions produce sets without isolated points will be perfect if it is closed and has no isolated points. Therefore, we may assume that $x \in h_r^{k-1}(K)$. Then for some subvariety $V$ of $\mathbb{C}^2$ of pure codimension $\leq k - 1$ passing through $x$, there exists a polynomial $p$ such that $|p(x)| > \|p\|_{K \cap V}$. Thus the set $U = \{ w \in V : |p(w)| < |p(x)| \}$ is a neighborhood of $K$ in $V$. Consequently, $U$ contains $K \cap V$ for some $K \in \mathcal{H}$, and then $x \notin \hat{K}^k$. 

In obtaining our Cantors sets we will make repeated use of the well known characterization of Cantor sets as the compact, totally disconnected, metrizable spaces without isolated points. The need to verify that our constructions produce sets without isolated points will be avoided by use of the following lemma. Recall that a subset of a space is said to be perfect if it is closed and has no isolated points. Every space contains a unique largest perfect subset (which can be empty). To see this, simply note that the closure of the union of all perfect subsets of a space $X$ is itself a perfect subset of $X$.

**Lemma 4.2.** Let $X \subset \mathbb{C}^2$ be a compact set and let $E$ be the largest perfect subset of $X$. Then $\hat{E}^k \supset E \supset \hat{X}^k \setminus X$ and $h_r^k(E) \supset h_r^k(X) \setminus X$.

**Proof.** We first prove the inclusion $\hat{E} \setminus E \supset \hat{X} \setminus X$. Let $\mathcal{C}$ denote the collection of all closed subsets $C$ of $X$ such that $\hat{C} \setminus C \supset \hat{X} \setminus X$. Clearly $\mathcal{C}$ is nonempty since $X \in \mathcal{C}$. If $\mathcal{C}'$ is a chain in $\mathcal{C}$, and if $C_\infty = \bigcap_{C \in \mathcal{C}'} C$, then by the above lemma, $\hat{C}_\infty \supset \hat{X} \setminus X$, and hence, $\hat{C}_\infty \setminus C_\infty \supset \hat{X} \setminus X$. Thus by Zorn’s lemma, $\mathcal{C}$ has a minimal element $F$. We claim that $F$ has no isolated points. Assume to the contrary that $F$ has an isolated point, i.e., $F = G \cup \{ p \}$ for some closed set $G$ and point $p \notin G$. It is easily shown that adjoining a single point to a polynomially convex set yields another polynomially convex set [2, Lemma 2.2], so the set $\hat{G} \cup \{ p \}$ is polynomially convex. Thus $\hat{F} = \hat{G} \cup \{ p \}$. Hence $\hat{G} \setminus G \supset \hat{F} \setminus F$, so $\hat{G} \setminus G \supset \hat{X} \setminus X$, contradicting the minimality of $F$. Thus $F$ is a perfect set. Consequently, as the largest perfect subset of $X$, the set $E$ contains $F$. Consequently, $\hat{E} \supset \hat{F} \setminus F$, and hence $\hat{E} \setminus E \supset \hat{X} \setminus X$, as desired.

Now to prove the general case of the inclusion $\hat{E}^k \setminus E \supset \hat{X}^k \setminus X$, fix $x \in \hat{X}^k \setminus X$ and let $V$ be a subvariety of $\mathbb{C}^2$ of pure codimension $\leq k - 1$ passing through $x$. Then $x \in \hat{X} \cap V$. By the result of the
preceding paragraph, there is a perfect subset $J$ of $X \cap V$ such that $x \in \hat{J}$. Then $J \subset E$, and hence, $J \subset E \cap V$. Therefore, $x \in \hat{E} \cap V$. We conclude that $x \in \hat{E}^k$, and hence, $x \in \hat{E}^k \setminus E$, as desired.

The statement for $k$-rational hulls is proved similarly except that in place of [2, Lemma 2.2] we must use the following analogue for rational convexity.

□

**Lemma 4.3.** If $K \subset \mathbb{C}^N$ is rationally convex and $z_0 \in \mathbb{C}^N$, then $K \cup \{z_0\}$ is also rationally convex.

**Proof.** Assume $z_0 \notin K$, since otherwise there is nothing to prove. Suppose $z \notin K \cup \{z_0\}$. Then by the rational convexity of $K$, there is a polynomial $p$ such that $p(z) = 0$ but $p$ has no zeros on $K$. If $p(z_0) \neq 0$, we conclude at once that $z \notin h_r(K \cup \{z_0\})$. Otherwise choose a polynomial $q$ such that $q(z) = 0$ but $q(z_0) = 1$. Then for $\varepsilon > 0$ small enough, the polynomial $p + \varepsilon q$ has no zeros on $K$, and of course $(p + \varepsilon q)(z_0) = \varepsilon \neq 0$ and $(p + \varepsilon q)(z) = 0$. Thus $z \notin h_r(K \cup \{z_0\})$. □

5. **Generalization of the construction of Duval and Levenberg**

In this section we use the $k$-hulls defined above to generalize the construction of a polynomial hull without analytic discs due to Duval and Levenberg [13] and to generalize related constructions given by the present author in [17]. Throughout the section we make the tacit hypothesis that $N \geq 2$.

As explained in [17], the construction of Duval and Levenberg is closely related to the construction of a rational hull with no analytic discs due to Wermer [35] (or see [1, Chapter 24]). In both the construction of Duval and Levenberg and the construction of Wermer, the set having hull without analytic discs is obtained from the boundary of a domain by removing a sequence of subsets, and the presence of nontrivial hull arises because a point of the domain lies in the rational hull of the set that remains if it does not lie in the polynomial hull of the set removed. Furthermore, the reason for this is that each point of the domain lies in the 2-polynomial hull of the boundary of the domain. This observation is the motivation for the proofs of the main results in this section.

We first state the results, and then turn to their proofs. We begin with the generalization of the result of Duval and Levenberg.

**Theorem 5.1.** Let $\Sigma \subset \mathbb{C}^N$ be a compact set, and let $k \geq 2$ be an integer. If $K \subset \hat{\Sigma}^k$ is a compact polynomially convex set, then there is
a compact subset $X$ of $\Sigma$ such that $h^{-1}_r(X) \supset K$ and the set $\widehat{X} \setminus K$ contains no analytic discs.

The next result is a modification yielding a stronger conclusion from a stronger hypothesis. This generalizes [17, Theorem 4.1].

**Theorem 5.2.** Let $\Sigma \subset \mathbb{C}^N$ be a compact set, and let $k \geq 2$ be an integer. If $K \subset \widehat{\Sigma}^k$ is a compact polynomially convex set, and if the set of polynomials that are zero-free on $K$ is dense in $P(\Sigma)$, then there is a compact subset $X$ of $\Sigma$ such that $h^{-1}_r(X) \supset K$ and $P(X)$ has dense invertibles.

Taking for $K$ a one-point set yields immediately the following.

**Corollary 5.3.** Let $\Sigma \subset \mathbb{C}^N$ be any compact set with nontrivial $k$-polynomial hull with $k \geq 2$. Then $\Sigma$ contains a compact subset $X$ with nontrivial $(k - 1)$-rational hull and such that $P(X)$ has dense invertibles.

The following special case is the case of greatest interest.

**Corollary 5.4.** Let $\Sigma \subset \mathbb{C}^N$ be any compact set with nontrivial 2-polynomial hull. Then $\Sigma$ contains a compact subset $X$ such that $\widehat{X}$ is nontrivial and $P(X)$ has dense invertibles.

We also have analogues of Theorems 5.1 and 5.2 with the polynomially convex set $K$ replaced by a rationally convex set. These generalize [17, Theorems 1.8 and 4.5]

**Theorem 5.5.** Let $\Sigma \subset \mathbb{C}^N$ be a compact set, and let $k \geq 2$ be an integer. If $K \subset \widehat{\Sigma}^k$ is a compact rationally convex set, then there is a compact subset $X$ of $\Sigma$ such that $h^{-1}_r(X) \supset K$ and the set $h^{-1}_r(X) \setminus K$ contains no analytic discs.

**Theorem 5.6.** Let $\Sigma \subset \mathbb{C}^N$ be a compact set, and let $k \geq 2$ be an integer. If $K \subset \widehat{\Sigma}^k$ is a compact rationally convex set, and if the set of polynomials that are zero-free on $K$ is dense in $P(\Sigma)$, then there is a compact subset $X$ of $\Sigma$ such that $h^{-1}_r(X) \supset K$, such that $R(X)$ has dense invertibles, and such that there is a dense subset of $P(X)$ consisting of polynomials each of which is zero-free on $X$.

**Remark 5.7.** Theorems 5.1, 5.2, 5.5, and 5.6 can be generalized by requiring $K$ only to be $l$-polynomially convex (or $l$-rationally convex, as appropriate) for some $1 \leq l \leq k$ and weakening the conclusion to the assertion that $\widehat{X}^l \setminus K$ (or $h^{-1}_l(X) \setminus K$) contains no analytic discs. The interested reader is invited to verify this while reading the proofs of the theorems.
Lemma 5.8. Let $X$ be a $k$-polynomially convex set in $\mathbb{C}^N$, let $Y$ be a polynomially convex set in the plane, and let $f$ be a polynomial on $\mathbb{C}^N$. Then $f^{-1}(Y) \cap X$ is $k$-polynomially convex in $\mathbb{C}^N$.

Proof. Let $x_0 \in \mathbb{C}^N \setminus (f^{-1}(Y) \cap X)$ be arbitrary. We are to show that $x_0 \notin (f^{-1}(Y) \cap X)^{\sim,k}$. Since the desired conclusion is obvious when $x_0 \notin \hat{X}^k$, we may assume that $x_0 \in X$. Then $x_0 \notin f^{-1}(Y)$. Since $Y$ is polynomially convex, there is then a polynomial $p$ on $\mathbb{C}$ such that $|p(f(x_0))| > \|p\|_Y$. But then $|(p \circ f)(x_0)| > \|p \circ f\|_{f^{-1}(Y)}$. Since $p \circ f$ is a polynomial on $\mathbb{C}^N$, this shows that $x_0 \notin (f^{-1}(Y) \cap X)^{\sim} \supset (f^{-1}(Y) \cap X)^{\sim,k}$. □

The next result is the foundation for the proofs of Theorems 5.1 and 5.2.

Lemma 5.9. Let $\Sigma \subset \mathbb{C}^N$ be a compact set, let $p$ be a polynomial on $\mathbb{C}^N$, and let $X = \{\Re p \leq 0\} \cap \Sigma$. Let $k \geq 2$ be an integer. Then $\{\Re p \leq 0\} \cap \hat{\Sigma}^{k-1} \supset \hat{X}^{k-1} \supset h^{-1}_r(X) \supset \{\Re p \leq 0\} \cap \hat{\Sigma}^k$.

Proof. First note that for every real number $\alpha$, the sets $\{\Re p \leq \alpha\} \cap \hat{\Sigma}^{k-1}$ and $\{\Re p \geq \alpha\} \cap \hat{\Sigma}^{k-1}$ are $(k - 1)$-polynomially convex by the preceding lemma. Therefore,

$$\{\Re p \leq 0\} \cap \hat{\Sigma}^{k-1} \supset \hat{X}^{k-1} \supset h^{-1}_r(X).$$

To show that $h^{-1}_r(X) \supset \{\Re p \leq 0\} \cap \hat{\Sigma}^k$, suppose $z_0$ is a point of $\hat{\Sigma}^k$ such that $z_0 \notin h^{-1}_r(X)$. Then there is an analytic subvariety $V$ of $\mathbb{C}^N$ of pure codimension $\leq k - 1$ passing through $z_0$ and disjoint from $X$. Then $\Re p > 0$ everywhere on the set $V \cap \Sigma$. Hence there is an $\alpha > 0$ such that $V \cap \Sigma \subset \{\Re p \geq \alpha\} \cap \Sigma$. Because $z_0$ is in $\hat{\Sigma}^k$, it follows immediately that $z_0$ is in the polynomial hull of $\{\Re p \geq \alpha\} \cap \Sigma$ and hence lies in $\{\Re p \geq \alpha\} \cap \hat{\Sigma}^k$. Thus $z_0 \notin \{\Re p \leq 0\} \cap \hat{\Sigma}^k$. □

Note that if $\hat{\Sigma}^{k-1} = \hat{\Sigma}^k$, then all the inclusions in the conclusion of the lemma are equalities.

For a short proof of the next lemma see [30, Lemma 1.7.4].

Lemma 5.10. If $X \subset \mathbb{C}^N$ is a polynomially convex set, and if $E \subset X$ is polynomially convex, then for every holomorphic function $f$ defined on a neighborhood of $X$, the set $E \cup (X \cap f^{-1}(0))$ is polynomially convex.

The proof of the next lemma is based on the original argument of Duval and Levenberg [13] as presented in [30, Lemma 1.7.5] and contains the main technical construction for the proofs of Theorems 5.1 and 5.2.
**Lemma 5.11.** Let $\Sigma \subset \mathbb{C}^N$ be a compact set, and let $k \geq 2$ be an integer. If $K \subset \mathbb{C}^k$ is a compact polynomially convex set, and if $\{p_j\}_{j=1}^\infty$ is a sequence of polynomials such that each of the sets $Z_j = \hat{\Sigma} \cap p_j^{-1}(0)$ is disjoint from $K$, then there is a compact subset $X$ of $\Sigma$ such that $h_r^{k-1}(X) \supset K$ and $\hat{X} \cap Z_j = \emptyset$ for every $j$.

**Proof.** We will construct a sequence of polynomials $\{f_j\}_{j=1}^\infty$ such that for each $j$ we have $\Re f_j < -1$ on $K$ and $\Re f_j > 1$ on $Z_j$ and such that the sets

$$X_j = \{\Re f_j \leq 0\} \cap \Sigma$$

form a decreasing sequence. The set $X = \bigcap_{j=1}^\infty X_j$ then has the required properties by Lemmas 4.1 and 5.9.

We construct the $f_j$ inductively. First note that the set $K \cup Z_1$ is polynomially convex by Lemma 5.10, so there is a polynomial $f_1$ such that $\Re f_1 < -1$ on $K$ and $\Re f_1 > 1$ on $Z_1$.

Define $X_1 = \{\Re f_1 \leq 0\} \cap \Sigma$.

For the inductive step, assume that polynomials $f_1, \ldots, f_n$ have been chosen such that the sets $X_1, \ldots, X_n$ defined as in (5) for $j = 1, \ldots, n$ form a decreasing sequence, and for each $j$ we have $K \subset \{\Re f_j < -1\}$ and $Z_j \subset \{\Re f_j > 1\}$. Let $L_n = \{\Re f_n \geq 0\} \cap \hat{\Sigma}$. This set is polynomially convex. Because the sets $f_n(K)$ and $f_n(L_n)$ lie in disjoint half-planes, their polynomial hulls are disjoint. Therefore, $K \cup L_n$ is polynomially convex by Kallin’s lemma [21] (or see [30, Theorem 1.6.19]). Now another application of Lemma 5.10 yields that the set $K \cup L_n \cup Z_{n+1}$ is polynomially convex. Consequently, there is a polynomial $f_{n+1}$ such that $\Re f_{n+1} < -1$ on $K$ and $\Re f_{n+1} > 1$ on $L_n \cup Z_{n+1}$. Now define $X_{n+1}$ as in (5) with $j = n + 1$ and observe that the sets $X_1, \ldots, X_{n+1}$ then have the required properties for the induction to continue. \qed

With the lemmas in hand, we now conclude the proofs of Theorems 5.1 and 5.2.

**Proof of Theorem 5.1.** The collection of all polynomials on $\mathbb{C}^N$ having no zeros on $K$, viewed as a subset of $P(\Sigma)$, has a countable dense subset. Choosing such a subset $\{p_j\}$ and applying the lemma just proven yields a compact subset $X$ of $\Sigma$ such that $h_r^{k-1}(X) \supset K$ and each $p_j$ is zero-free on $\hat{X}$. Assume to get a contradiction that $\hat{X} \setminus K$ contains an analytic disc $\sigma : D \to \hat{X} \setminus K$. Since $K$ is polynomially convex, and hence rationally convex, there is a polynomial $p$ such that $p(\sigma(0)) = 0$ and $p$ has no zeros on $K$. Because $\sigma$ is injective, we may assume, by adding to $p$ a small multiple of a suitable first degree
polynomial if necessary, that \( (\partial (p \circ \sigma) / \partial z)(0) \neq 0 \). Then Rouche's theorem shows that every polynomial that is uniformly close to \( p \) on \( \sigma(D) \) also has a zero on \( \sigma(D) \). But then some \( p_j \) must have a zero on \( \sigma(D) \subset \hat{X} \), a contradiction. \[ \square \]

**Proof of Theorem 5.2.** The hypotheses enable us to choose a countable dense subset \( \{p_j\} \) of \( P(\Sigma) \) consisting of polynomials each of which is zero-free on \( \Sigma \). The result then follows immediately from Lemma 5.11. \[ \square \]

For the proofs of Theorems 5.5 and 5.6 we need analogues of some of the lemmas above.

**Lemma 5.12.** Let \( \Sigma \subset \mathbb{C}^N \) be a compact set, and let \( k \geq 2 \) be an integer. Suppose \( \{p_j\} \) is a sequence of polynomials and \( \{r_j\} \) is a sequence of strictly positive numbers. Define

\[
X = \Sigma \setminus \bigcup_{j=1}^{\infty} \{ z \in \Sigma : |p_j(z)| < r_j \}
\]

and for each \( j \),

\[
H_j = \{ z \in \Sigma : |p_j(z)| < r_j \}.
\]

For \( z_0 \in \hat{\Sigma}^k \), if \( z_0 \notin h_r^{k-1}(X) \), then for some \( n \), we have \( z_0 \in [\cup_{j=1}^{n} \overline{P}_j \setminus X] \).

**Proof.** Suppose \( z_0 \notin h_r^{k-1}(X) \). Then there is a subvariety \( V \subset \mathbb{C}^N \) of pure codimension \( k - 1 \) passing through \( z_0 \) and disjoint from \( X \). Then \( V \cap \Sigma \subset \cup_{j=1}^{\infty} H_j \). Since \( V \cap \Sigma \) is compact, there is an \( n \) such that \( V \cap \Sigma \subset \cup_{j=1}^{n} H_j \). Because \( z_0 \) is in \( \hat{\Sigma}^k \), it follows immediately that \( z_0 \) is in the polynomial hull of \( \cup_{j=1}^{n} \overline{P}_j \). \[ \square \]

**Lemma 5.13.** Let \( \Sigma \subset \mathbb{C}^N \) be a compact set, and let \( k \geq 2 \) be an integer. If \( K \subset \hat{\Sigma}^k \) is a rationally convex set, and if \( \{p_j\} \) is a sequence of polynomials such that each of the sets \( Z_j = \hat{\Sigma} \cap p_j^{-1}(0) \) is disjoint from \( K \), then there is a compact subset \( X \) of \( \Sigma \) such that \( h_r^{k-1}(X) \supset K \) and \( h_r(X) \cap Z_j = \emptyset \) for all \( j \).

**Proof.** The proof is the same as the proof of [17, Lemma 3.5] with [17, Lemma 3.4] replaced by Lemma 5.12. For completeness we repeat the argument.

We will show that for a suitable choice of strictly positive numbers \( r_1, r_2, \ldots, \) the set \( X \) defined as in Lemma 5.12 satisfies \( h_r^{k-1}(X) \supset K \). Since it is obvious that each \( p_j \) is zero-free on \( X \), this will prove the lemma.
We will choose the $r_j$ inductively so that the following statement holds: for each $n = 1, 2, \ldots$, there exists a polynomial $q_n$ so that, with $H_j$ defined as in Lemma 5.12,

$$\sup_{z \in \bigcup_j H_j} |q_n(z)| < \inf_{z \in K} |q_n(z)|.$$  

Then $h_r^{-1}(X) \supset K$ by Lemma 5.12.

Since $p_1$ has no zeros on $K$, there is an $r_1 > 0$ such that $|p_1| > r_1$ on $K$. Set $q_1 = p_1$. Then (2) holds with $n = 1$. Now assume that strictly positive numbers $r_1, \ldots, r_n$ and polynomials $q_1, \ldots, q_n$ have been found so that (2) holds. Note that by multiplying $q_n$ by a suitable constant, we may assume that

$$\inf_{z \in K} |q_n(z)| = 1.$$  

Since then $\sup_{z \in K} |q_n| < 1$, and $\inf_K |p_{n+1}| > 0$, choosing $l$ large enough, we get

$$\left(\sup_{z \in K} |q'_n|\right) \left(\sup_{z \in K} |p_{n+1}|\right) < \inf_K |p_{n+1}|.$$  

Choose $r_{n+1} > 0$ small enough that, with $H_{n+1}$ defined as in Lemma 5.12,

$$\left(\sup_{H_{n+1}} |q'_n|\right) r_{n+1} < \inf_K |p_{n+1}|.$$  

Now defined the polynomial $q_{n+1}$ by $q_{n+1} = q'_n \cdot p_{n+1}$. Then (2) holds with $n$ replaced by $n + 1$. This completes the induction and the proof.

**Proof of Theorem 5.5.** This follows from Lemma 5.13 by exactly the same argument that was used above to obtain Theorem 5.1 from Lemma 5.13.

**Proof of Theorem 5.6.** The proof is similar to the proof of Theorem 5.2. The hypotheses enable us to choose a countable dense subset $\{p_j\}$ of $P(\Sigma)$ consisting of polynomials each of which is zero-free on $K$. The result then follows immediately from Lemma 5.13 and the following lemma whose easy proof is given in [17, Lemma 4.6].

**Lemma 5.14.** Let $X \subset \mathbb{C}^N$ be compact. Suppose there is a dense subset of $P(X)$ consisting of polynomials each of which is zero-free on $X$. Then $R(X)$ has dense invertibles.
6. A Cantor set in $\mathbb{C}^N$ with large $(N - 1)$-rational hull

In this section we prove the existence of a Cantor set in $\mathbb{C}^N$ whose $(N - 1)$-rational hull has interior. Note that, in the context of the hulls considered in this paper, this is the strongest possible statement about Cantor sets having large hulls, for since every Cantor set in the complex plane is polynomially convex, every Cantor set in $\mathbb{C}^N$ is $N$-polynomially convex.

**Theorem 6.1.** For $N \geq 2$, there exists a Cantor set $X$ in $\mathbb{C}^N$ such that $h_{N-1}(X)$ contains the closed unit ball of $\mathbb{C}^N$. Furthermore, for any $\rho > 1$, the set $X$ can be taken to lie in the spherical shell $\{z \in \mathbb{C}^N : 1 < \|z\| < \rho\}$.

Before proving this theorem, we establish the following easy corollary.

**Theorem 6.2.** For $N \geq 2$, there exists a totally disconnected, perfect set in $\mathbb{C}^N$ that intersects every analytic subvariety of $\mathbb{C}^N$ of positive dimension.

**Proof.** Theorem 6.1 gives that for each positive integer $n$ there exists a Cantor set $X_n$ contained in the spherical shell $\{z \in \mathbb{C}^N : n < |z| < n + \frac{1}{2}\}$ such that $h_{N-1}(X_n)$ contains the closed ball of radius $n$ centered at the origin. Let $X = \bigcup_{n=1}^{\infty} X_n$. Then $X$ is easily seen to be a totally disconnected, perfect set in $\mathbb{C}^N$ that intersects every analytic subvariety of $\mathbb{C}^N$ of positive dimension. \[\Box\]

The proof of Theorem 6.1 was inspired by Vitushkin’s construction of a Cantor set in $\mathbb{C}^2$ whose polynomial hull has interior [32] and Henkin’s construction of a Cantor set in $\mathbb{C}^2$ whose rational hull has interior [15]. In outline, the presentation given here follows the exposition of Vitushkin’s construction given in [36, Chapter 21], while the details are more closely related to Henkin’s construction.

The boundary of the open unit ball $B = \{z : \|z\| < 1\}$ in $\mathbb{C}^N$ will be denoted by $\partial B$.

The following lemma is a consequence of Lemma [5,9] because $\widehat{\partial B} = \widehat{\partial B^N} = \overline{B}$, but we include a direct proof.

**Lemma 6.3.** Let $N \geq 2$. Let $p$ be a polynomial on $\mathbb{C}^N$, and let $X = \{\Re p \leq 0\} \cap \partial B$. Then $\widehat{X} = h_{N-1}(X) = \{\Re p \leq 0\} \cap \overline{B}$.

**Proof.** First note that for every real number $\alpha$, the sets $\{\Re p \leq \alpha\} \cap \overline{B}$ and $\{\Re p \geq \alpha\} \cap \overline{B}$ are polynomially convex by Lemma [5,8]. Therefore,

$$\{\Re p \leq 0\} \cap \overline{B} \supset \widehat{X} \supset h_{N-1}(X).$$
To see that the reverse inclusions hold, suppose that $z_0$ is a point of $\overline{B}$ such that $z_0 \notin h_r^{N-1}(X)$. Then there is an irreducible analytic subvariety $V$ of $\mathbb{C}^N$ of positive dimension passing through $z_0$ and disjoint from $X$. Then $\Re p > 0$ everywhere on the set $V \cap \partial B$. Hence there is an $\alpha > 0$ such that $V \cap \partial B \subset \{\Re p \geq \alpha\} \cap \partial B$. Now the maximum principle on $V$ gives that $z_0$ lies in the polynomial hull of $\{\Re p \geq \alpha\} \cap \partial B$ and hence lies in $\{\Re p \geq \alpha\} \cap \overline{B}$. Thus $z_0 \notin \{\Re p \leq 0\} \cap \overline{B}$. \hfill $\Box$

We will denote by $S_R$ the sphere in $\mathbb{C}^N$ of radius $R$ centered at the origin: $S_R = \{z \in \mathbb{C}^N : \|z\| = R\}$. By a spherical cap on the sphere $S_R$ we mean a set of the form $E = \{z \in S_R : \Re \langle z, \zeta \rangle \geq t\}$ for some $\zeta \in \partial B = S_1$ and $t < R$. (Here $\langle z, \zeta \rangle$ denotes the usual Hermitian inner product on $\mathbb{C}^N$.) We require $t < R$ so that every spherical cap on $S_R$ has nonempty interior in $S_R$. Note that when $t \leq -R$, the spherical cap $E$ above is $S_R$ itself.

**Lemma 6.4.** Let $N \geq 2$. Let $0 < R < \rho$ be given, let $E$ be a spherical cap on the sphere $S_R$ in $\mathbb{C}^N$, let $\Omega$ be a neighborhood of $E$ in $\mathbb{C}^N$, and fix $\varepsilon > 0$. Then there exists a finite set of pairwise disjoint spherical caps $E^1, \ldots, E^s$ with each $E^j$ on a sphere $S_{R_j}$ with $R < R_j < \rho$ such that

(i) $E^j \subset \Omega, \ j = 1, \ldots, s$

(ii) diam($E^j$) $< \varepsilon$, $j = 1, \ldots, s$

(iii) $h_r^{N-1}(\bigcup_{k=1}^s E^j) \supset h_r^{N-1}(E)$.

**Proof.** By compactness of $E$, there is a finite collection of spherical caps $G^1, \ldots, G^s$ on $S_R$ that cover $E$ each having diameter less than $\varepsilon$ and contained in $\Omega$. Let $\zeta_1, \ldots, \zeta_s \in \partial B$ and $t_1, \ldots, t_s \in \mathbb{R}$ be such that

$$G^j = \{z \in S_R : \Re \langle z, \zeta_j \rangle \geq t_j\}.$$

Then there exists an $R'$ with $R < R' < \rho$ such that for each $j = 1, \ldots, s$ the set

$$H^j = \{z : R \leq \|z\| \leq R' \text{ and } \Re \langle z, \zeta_j \rangle \geq t_j\}$$

has diameter less than $\varepsilon$ and is contained in $\Omega$. Choose distinct numbers $R_1, \ldots, R_s$ such that $R < R_j < R'$ for each $j = 1, \ldots, s$, and set

$$E^j = \{z \in S_{R_j} : \Re \langle z, \zeta_j \rangle \geq t_j\}.$$

Then $E^j \subset H^j$, so conditions (i) and (ii) hold. Condition (iii) holds also since an application of Lemma 6.3 shows that $h_r^{N-1}(E^j) \supset G^j$, and
hence,
\[ h_r^{N-1} \left( \bigcup_{k=1}^{s} E_j^k \right) \supset h_r^{N-1} \left( \bigcup_{k=1}^{s} G_j^k \right) \supset h_r^{N-1}(E). \]

\[ \square \]

**Lemma 6.5.** Let \( N \geq 2 \). Given \( \rho > 1 \), there exists a sequence of compact subsets \((K_n)\) of \( \mathbb{C}^N \) each contained in the spherical shell \( \{ z \in \mathbb{C}^N : 1 < \|z\| < \rho \} \) such that

(i) \( K_n \subset K_{n-1} \) for each \( n > 1 \)

(ii) \( h_r^{N-1}(K_n) \supset \overline{B} \) for each \( n \geq 1 \)

(iii) For each \( n > 1 \), there exist disjoint closed sets \( K_1^n, \ldots, K_{s^n} \) such that \( \text{diam} K_j^n < 1/n \) for each \( j \) and \( \bigcup_{j=1}^{s^n} K_j^n = K_n \).

**Proof.** Throughout the proof, all spherical caps are to be chosen to lie on spheres centered at the origin.

Choose \( R_1 \) such that \( 1 < R_1 < \rho \). Let \( E_1 \) be the sphere \( S_{R_1} \), and let \( K_1 \) be a compact neighborhood of \( E_1 \). Then \( h_r^{N-1}(K_1) \supset \overline{B} \).

By Lemma 6.4, we can choose disjoint spherical caps \( E_1^1, \ldots, E_s^1 \) such that each \( E_j^1 \) is contained in the interior of \( K_1 \) and \( \text{diam}(E_2^1) < 1/2 \), and

\[ h_r^{N-1} \left( \bigcup_{j=1}^{s_2} E_2^1 \right) \supset h_r^{N-1}(E_1) \supset \overline{B}. \]

Next choose disjoint compact neighborhoods \( K_2^j \) of \( E_2^j \), for each \( j \), so that \( K_2^j \subset K_1 \) and \( \text{diam} K_2^j < 1/2 \). Set \( K_2 = \bigcup_{j=1}^{s_2} K_2^j \). Then \( K_2 \subset K_1 \).

Also \( h_r^{N-1}(K_2) \supset h_r^{N-1}(\bigcup_{j=1}^{s_2} E_2^j) \supset \overline{B} \). Thus (i), (ii), and (iii) hold for \( n = 2 \).

Now fix \( j \) with \( 1 \leq j \leq s_2 \). By Lemma 6.4 we can choose disjoint spherical caps \( E_3^1, \ldots, E_3^{t_j} \) such that \( E_3^{t_j} \) is contained in the interior of \( K_2^j \) and \( \text{diam} E_3^{t_j} < 1/3 \) for each \( k \), and

\[ h_r^{N-1} \left( \bigcup_{k=1}^{t_j} E_3^{t_j} \right) \supset E_2^j. \]

Next choose disjoint compact neighborhoods \( K_3^{j,k} \) of \( E_3^{t_j} \) such that \( K_3^{j,k} \subset K_2^j \) and \( \text{diam} K_3^{j,k} < 1/3 \) for all \( k \). Set

\[ K_3 = \bigcup_{j=1}^{s_2} \bigcup_{k=1}^{t_j} K_3^{j,k}. \]

Then \( K_3 \subset K_2 \). Also \( h_r^{N-1}(K_3) \supset E_2^j \) for each \( j \) by (1), and hence

\[ h_r^{N-1}(K_3) \supset h_r^{N-1} \left( \bigcup_{j=1}^{s_2} E_2^j \right) \supset \overline{B}. \]
by (3). Thus (i), (ii), and (iii) hold for \( n = 3 \).

By continuing, one obtains the desired sequence \( (K_n) \).

Proof of Theorem 6.1. Let \( (K_n) \) be a sequence of sets as in the preceding lemma, and set \( K_\infty = \bigcap_{n=1}^\infty K_n \). Then \( K_\infty \) is a compact subset of the spherical shell \( \{ z \in \mathbb{C}^N : 1 < ||z|| < \rho \} \), and \( h_r^{-1}(K_\infty) \supset \overline{B} \) by Lemma 4.1. Now let \( Y \) be a connected subset of \( K_\infty \). Then for each \( n > 1 \), we have \( Y \subset K_j^n \) for some \( j \), and hence \( \text{diam} \ Y < 1/n \). Consequently, \( Y \) is a single point. Thus \( K_\infty \) is totally disconnected.

Now let \( X \) be the largest perfect subset of \( K_\infty \). Then by Lemma 4.2, \( h_r^{-2}(X) \setminus X \supset h_r^{-2}(K_\infty) \setminus K_\infty \supset \overline{B} \), and finally, \( X \) is a Cantor set by the well known characterization of Cantor sets as the compact, totally disconnected, metrizable spaces without isolated points.

7. Cantor sets with hulls that contain no analytic discs

In this section we prove the existence of Cantor sets with nontrivial hulls without analytic discs and show that we can impose various additional conditions on these Cantor sets.

We begin with the following result which contains Theorems 1.3 and 1.4 stated in the introduction.

**Theorem 7.1.** For \( N \geq 3 \), there exists a Cantor set \( X \) in \( \mathbb{C}^N \) such that \( h_r^{-2}(X) \setminus X \) is nonempty and \( P(X) \) has dense invertibles.

**Proof.** By Theorem 6.1, there exists a Cantor set \( \Sigma \) in \( \mathbb{C}^N \) such that \( h_r^{-1}(\Sigma) \) contains the closed unit ball of \( \mathbb{C}^N \). Let \( K \) be a one-point subset of \( h_r^{-1}(\Sigma) \setminus \Sigma \), and apply Theorem 5.2 to get the existence of a compact subset \( Y \) of \( \Sigma \) such that \( h_r^{-2}(Y) \supset K \) and \( P(Y) \) has dense invertibles. Now let \( X \) be the largest perfect subset of \( Y \). Then \( h_r^{-2}(X) \setminus X \supset h_r^{-2}(Y) \setminus Y \neq \emptyset \) by Lemma 1.2. The set \( X \) is a Cantor set since it is a perfect subset of the Cantor set \( \Sigma \). Finally, an easy argument shows that the condition that \( P(Y) \) has dense invertibles implies that \( P(X) \) has dense invertibles as well. \( \square \)

As discussed in the introduction, we can also handle the question of the existence of nontrivial Gleason parts and nonzero bounded point derivations in hulls of Cantor sets. The next result shows these hulls can have no nontrivial Gleason parts and no nonzero bounded point derivations, while the results presented after it show that these hulls can also have large Gleason parts and an abundance of nonzero bounded point derivations.

**Theorem 7.2.** There exists a Cantor set \( X \) in \( \mathbb{C}^4 \) such that

(i) \( \widehat{X} \setminus X \) is nonempty

(ii) $P(X)$ has dense invertibles
(iii) every point of $\hat{X}$ is a one-point Gleason part for $P(X)$
(iv) there are no nonzero bounded point derivations for $P(X)$.

**Theorem 7.3.** For each integer $N \geq 3$, there exists a Cantor set $X$ in $\mathbb{C}^N$ such that
(i) $h^{N-2}_c(X) \setminus X$ has positive $2N$-dimensional measure
(ii) $P(X)$ has dense invertibles
(iii) there is a set $P \subset h^{N-2}_c(X) \setminus X$ of positive $2$-dimensional Hausdorff measure contained in a single Gleason part for $P(X)$
(iv) at each point of $P$ there is a nonzero bounded point derivation for $P(X)$.

In the case $N \geq 4$ we can obtain a larger Gleason part and more bounded point derivations, but at the expense of giving up assurance that $\hat{X} \setminus X$ has positive $2N$-dimensional measure.

**Theorem 7.4.** For each integer $N \geq 4$, there exists a Cantor set $X$ in $\mathbb{C}^N$ such that
(i) $P(X)$ has dense invertibles
(ii) there is a set $P \subset h^{N-2}_c(X) \setminus X$ of positive $2(N-1)$-dimensional Hausdorff measure contained in a single Gleason part for $P(X)$
(iii) at each point of $P$ the space of bounded point derivations for $P(X)$ has dimension at least $N-1$.

For rational hulls we have the following.

**Theorem 7.5.** For each integer $N \geq 3$, there exists a Cantor set $X$ in $\mathbb{C}^N$ such that
(i) $R(X)$ has dense invertibles
(ii) there is a set $P \subset h^{N-2}_c(X) \setminus X$ of positive $2N$-dimensional measure contained in a single Gleason part for $R(X)$
(iii) at each point of $P$ the space of bounded point derivations for $R(X)$ has dimension $N$.

Using the Cantor set of Theorem 6.1 as in the proof of Theorem 7.1, one can prove Theorems 7.3 and 7.5 in essentially the same manner as [17, Theorems 1.1 and 1.3], with [17, Theorems 4.1 and 4.5] replaced by Theorems 5.2 and 5.6. The details are left to the reader. Theorem 7.3 follows from Theorem 7.5 by a standard method for translating statements about rational hulls in $\mathbb{C}^N$ into statements about polynomial hulls in $\mathbb{C}^{N+1}$. See the end of Section 2 of [17].

To establish Theorem 7.2 on the existence of a Cantor set $X$ with polynomial hull such that $P(X)$ has no nontrivial Gleason parts and no
nonzero bounded point derivations, we will prove the following general result using the methods in [10].

Theorem 7.6. Let $Y$ be a compact set in $\mathbb{C}^N$ such that $\hat{Y} \setminus Y$ is nonempty and $P(Y)$ has dense invertibles. Then there exists a compact set $X$ in $\mathbb{C}^{N+1}$ such that, letting $\pi$ denote the restriction to $\hat{X}$ of the projection $\mathbb{C}^{N+1} \to \mathbb{C}^N$ onto the first $N$ coordinates, the following conditions hold:

(i) $\pi(X) = Y$
(ii) $\pi(\hat{X} \setminus X) = \hat{Y} \setminus Y$
(iii) $P(X)$ has dense invertibles
(iv) every point of $\hat{X}$ is a one-point Gleason part for $P(X)$ and there are no nonzero bounded point derivations for $P(X)$
(v) each fiber $\pi^{-1}(z)$ for $z \in \hat{Y}$ is a Cantor set.

Before proving Theorem 7.6 we note that Theorem 7.2 follows as a special case.

Proof of Theorem 7.2. By Theorem 7.1, there is a Cantor set $Y$ in $\mathbb{C}^3$ such that $\hat{Y} \setminus Y$ is nonempty and $P(Y)$ has dense invertibles. Let $X$ be the set in $\mathbb{C}^4$ obtained from $Y$ as in Theorem 7.6. Conditions (i) and (v) then give that $X$ is totally disconnected and has no isolated points, so $X$ is a Cantor set. Conditions (ii), (iii) and (iv) give the other properties required of $X$. □

Proof of Theorem 7.6. Much of the argument is a repetition of the proof of [10, Theorem 1.1]. We will give most of the details. Set $X_0 = \hat{Y}$ and $A_0 = P(X_0)$. Following the iterative procedure used by Cole [9, Theorem 2.5] (and also described in [30, p. 201]) to obtain uniform algebras with only trivial Gleason parts on metrizable spaces, we will define a sequence of uniform algebras $\{A_m\}_{m=0}^{\infty}$. First let $\mathcal{F}_0 = \{f_{0,n}\}_{n=1}^{\infty}$ be a countable dense set of invertible functions in $A_0$. Let $p : X_0 \times \mathbb{C}^\omega \to X_0$ and $p_n : X_0 \times \mathbb{C}^\omega \to \mathbb{C}$ denote the projections given by $p(x, (y_k)_{k=1}^{\infty}) = x$ and $p_n(x, (y_k)_{k=1}^{\infty}) = y_n$. Define $X_1 \subset X_0 \times \mathbb{C}^\omega$ by

$$X_1 = \{z \in X_0 \times \mathbb{C}^\omega : p_n^2(z) = (f_{0,n} \circ p)(z) \text{ for all } n = 1, 2, \ldots\},$$

and let $A_1$ be the uniform algebra on $X_1$ generated by the functions $\{p_n\}_{n=1}^{\infty}$. Note that since $p_n^2 = f_{0,n} \circ p$ on $X_1$, the functions $f_{0,n} \circ p$ belong to $A_1$. Thus by identifying each function $f \in A_0$ with $f \circ p$, we can regard $A_0$ as a subalgebra of $A_1$. Then $p_n^2 = f_{0,n}$, so we will denote $p_n$ by $\sqrt{f_{0,n}}$. By [12, Theorem 2.1] the algebra $A_1$ has dense invertibles. The collection $\mathcal{C}$ of polynomials in the members of $\{\sqrt{f_{0,n}}\}_{n=1}^{\infty}$ with
coefficients whose real and imaginary parts are rational is a countable dense subset of $A_1$. Moreover, because the group of invertibles in $A_1$ is a dense, open subset of $A_1$, the intersection of $\mathcal{C}$ with the group of invertibles is also dense in $A_1$. Let $\mathcal{F}_1 = \{f_{1,1}, f_{1,2}, \ldots\}$ be this intersection. Note that each $\sqrt{f_{0,n}}$ lies in $\mathcal{F}_1$. We now iterate this construction to obtain a sequence of uniform algebras $A_m$ on compact metrizable spaces $\{X_m\}_{m=0}^{\infty}$ and for each $m$ a countable dense set $\mathcal{F}_m = \{f_{m,1}, f_{m,2}, \ldots\}$ of invertible functions in $A_m$. Each $A_m$ can be regarded as a subalgebra of $A_{m+1}$. Each function in $\mathcal{F}_{m+1}$ is a polynomial in the members of $\{\sqrt{f_{m,n}}\}_{n=1}^{\infty}$. In addition, each $\sqrt{f_{m,n}}$ lies in $\mathcal{F}_{m+1}$.

We now take the direct limit of the system of uniform algebras $\{A_m\}$ to obtain a uniform algebra $A_\omega$ on some compact metrizable space $X_\omega$. If we regard each $A_n$ as a subset of $A_\omega$ in the natural way, and set $\mathcal{F} = \bigcup \mathcal{F}_m$, then $\mathcal{F}$ is a dense set of invertibles in $A_\omega$, and every member of $\mathcal{F}$ has a square root in $\mathcal{F}$. It follows (by [9, Lemma 1.1]) that every Gleason part for $A_\omega$ consists of a single point and that there are no nonzero bounded point derivations on $A_\omega$.

By [9, Theorem 2.5], the maximal ideal space of $A_\omega$ is $X_\omega$, and there is a surjective map $\tilde{\pi} : X_\omega \to X_0$ that sends the Shilov boundary for $A_\omega$ into the Shilov boundary for $A_0 = P(\hat{Y})$. The arguments in [10] show that there is a function $b$ such that the functions $z_1 \circ \tilde{\pi}, \ldots, z_N \circ \tilde{\pi}, b$ generate $A_\omega$ as a uniform algebra. (To see this, note that in [10, Lemma 2.1] the $N + 1$ generators obtained can be chosen to include the functions $f_1, \ldots, f_N$ of the lemma, as stated in the opening sentence of the proof.) Setting $f_1 = z_1 \circ \tilde{\pi}, \ldots, f_N = z_N \circ \tilde{\pi}, f_{N+1} = b$, and setting $X = \{(f_1(x), \ldots, f_{N+1}(x)) : x \in \tilde{\pi}^{-1}(Y)\}$, we have that $P(X)$ is isomorphic to a uniform algebra to $A_\omega$. Consequently, $\hat{X} = \{(f_1(x), \ldots, f_{N+1}(x)) : x \in X_\omega\}$, and (i) and (ii) hold. That condition (iv) holds follows from the corresponding statement for $A_\omega$.

It remains to establish condition (v). We have the inverse system of compact spaces

$$
\cdots \xrightarrow{\tau_{m+2}} X_{m+1} \xrightarrow{\tau_{m+1}} X_m \xrightarrow{\tau_m} \cdots \xrightarrow{\tau_2} X_1 \xrightarrow{\tau_1} X_0,
$$

where

$$X_{m+1} = \{z \in X_m \times \mathbb{C}^\omega : p_n^2(z) = (f_{m,n} \circ p)(z) \text{ for all } n = 1, 2, \ldots\},$$

and $\tau_{m+1}(x, (y_k))_{k=1}^{\infty} = x$. The space $X_\omega$ is the inverse limit of this inverse system:

$$X_\omega = \{(z_k)_{k=0}^{\infty} \in \prod_{k=0}^{\infty} X_k : \tau_{m+1}(z_{m+1}) = z_m \text{ for all } m = 0, 1, 2, \ldots\}.$$
Because each function $f_{m,n}$ is zero-free, it is immediate that each fiber of each $\tau_m$ is a countable product of two-point spaces and hence is a Cantor set. Condition (v) is equivalent to the statement that each fiber of $\tilde{\pi}$ is a Cantor set. Furthermore, letting $\pi_m : \prod_{k=0}^{\infty} X_k \to X_m$ denote the usual projection, the map $\tilde{\pi}$ is the restriction of $\pi_0$ to $X_\omega$.

Let $x_0 \in X_0$ be arbitrary. Because $X_\omega$ is compact and metrizable, to show that $\tilde{\pi}^{-1}(x_0)$ is a Cantor set, it suffices to show that $\tilde{\pi}^{-1}(x_0)$ is totally disconnected and has no isolated points.

Consider an arbitrary connected subset $C$ of $\tilde{\pi}^{-1}(x_0)$. We show by induction that $\pi_m(C)$ is a singleton for each $m$, and hence $C$ itself is a singleton. First note that of course $\pi_0(C) = \tilde{\pi}(C) = \{x_0\}$. Now assume that $\pi_m(C)$ is a singleton $\{x_m\}$. Then $\pi_{m+1}(C)$ is contained in the set $\tilde{\pi}^{-1}_{m+1}(x_m)$. Since each fiber of $\tilde{\pi}^{-1}_{m+1}$ is a Cantor set and $\pi_{m+1}(C)$ is connected, we conclude that $\pi_{m+1}(C)$ is a singleton, as desired.

To show that $\tilde{\pi}^{-1}(x_0)$ has no isolated points, consider a point $a = (a_k)_{k=0}^{\infty}$ in $\tilde{\pi}^{-1}(x_0)$ and a neighborhood $U$ of $a$ in $\prod X_k$ having the form $U = U_1 \times \cdots \times U_m \times X_{m+1} \times X_{m+2} \times \cdots$ with each $U_k$ open in $X_k$. We are to show that there exists a point $b \neq a$ in $\tilde{\pi}^{-1}(x_0) \cap U$. Set $b_k = a_k$ for $k = 0, \ldots, m$. Choose a point $b_{m+1}$ in $\tilde{\pi}^{-1}_{m+1}(b_m)$ distinct from $a_{m+1}$. Because each $\tau_k$ is surjective, there exist points $b_k$, $k = m+2, m+3, \ldots$, such that setting $b = (b_k)_{k=0}^{\infty}$, the point $b$ is in $X_\omega$. Of course $b$ is distinct from $a$ and lies in $\tilde{\pi}^{-1}(x_0) \cap U$, as desired.

\[ \square \]

8. A SET IN $\mathbb{C}^2$ WHOSE HULL CONTAINS A ONE-POINT PART

Examples of uniform algebras $A$ with a one-point Gleason part lying off the Shilov boundary for $A$ have long been known. (See for instance [29, p. 187] for a well-known example defined on the 2-torus and known as the big disc algebra.) A construction of Cole [9] used above in the proof of Theorem 7.6 yields uniform algebras with nontrivial Shilov boundary such that every point is a one-point Gleason part. As mentioned in the introduction, Cole, Ghosh, and the present author [10] recently gave a triply generated example, i.e., a compact set $X$ in $\mathbb{C}^3$ with a nontrivial polynomial hull containing no nontrivial Gleason parts. This left open the question of whether for $X$ a compact set in $\mathbb{C}^2$, the set $\bar{X} \setminus X$ can contain even a single one-point Gleason part. In the present section, we will show that this can indeed happen. Furthermore, $X$ can be chosen so that $P(X)$ has dense invertibles, and hence in particular, so that $\bar{X} \setminus X$ contains no analytic discs. Since for $X$ a set in $\mathbb{C}^1$, there can never be a one-point Gleason part for $P(X)$ lying in $\bar{X} \setminus X$, this result is, in a certain sense, optimal. Whether
the result can be strengthened to obtain a set $X$ in $\mathbb{C}^2$ such that every point of $\mathring{X} \setminus X \neq \emptyset$ is a one-point Gleason part remains open.

Recall that we denote the open unit ball in $\mathbb{C}^N$ by $B$ and that the boundary of an open set $\Omega$ in $\mathbb{C}^N$ is denoted by $\partial \Omega$.

**Theorem 8.1.** There exists a compact set $X \subset \partial B \subset \mathbb{C}^2$ such that the origin is in $\mathring{X} \setminus X$ and is a one-point Gleason part for $P(X)$.

As alluded to above, the set $X$ in this theorem can be chosen so that $P(X)$ has a dense invertibles. Given the results about $k$-hulls that we have developed, it is no more difficult to establish the following more general result.

**Theorem 8.2.** Let $\Sigma \subset \mathbb{C}^N$ be any compact set with nontrivial $k$-polynomial hull with $k \geq 2$, and let $x_0 \in h^{-1}_r(X) \setminus X \subset \mathring{X} \setminus X$ and is a one-point Gleason part for $P(X)$, and $P(X)$ has dense invertibles.

The following corollary is an almost immediate consequence.

**Corollary 8.3.** Let $\Omega \subset \mathbb{C}^N (N \geq 2)$ be any bounded open set, and let $x_0 \in \Omega$. Then there exists a compact set $X \subset \partial \Omega$ such that $x_0$ is in $\mathring{X} \setminus X$ and is a one-point Gleason part for $P(X)$, and $P(X)$ has dense invertibles.

As another corollary we will obtain the following.

**Corollary 8.4.** There exists a Cantor set $X$ in $\mathbb{C}^3$ such that $\mathring{X} \setminus X$ is nonempty, some point of $\mathring{X} \setminus X$ is a one-point Gleason part for $P(X)$, and $P(X)$ has dense invertibles.

This corollary should be compared with Theorem 7.2. We also remind the reader that, as mentioned in Section 3, $\mathring{X} = h_r(X)$ whenever $P(X)$ has dense invertibles.

Theorem 8.1 is of course contained in Corollary 8.3. However, we will give a direct proof so as to present the construction giving the one-point Gleason part in its simplest form without the additional complications involved in obtaining dense invertibles.

**Proof of Theorem 8.1.** Choose a sequence $\{E_j\}_{j=1}^\infty$ of compact polynomially convex subsets of $\overline{B} \setminus \{0\}$ such that every point of $\overline{B} \setminus \{0\}$ lies in $E_j$ for infinitely many values of $j$. We will construct a sequence of polynomials $\{f_j\}_{j=1}^\infty$ such that the sets

$$X_j = \{\Re f_j \leq 0\} \cap \partial B$$

(5)
form a decreasing sequence and such that for each \( j \) we have

\[
f_j(0) = -1 \quad \text{and} \quad \Re f_j > -1/j \text{ on } E_j \cap \mathring{X}_{j+1}.
\]

Then letting \( X = \bigcap_{j=1}^{\infty} X_j \) we have \( \mathring{X} = \bigcap_{j=1}^{\infty} \mathring{X}_j = \bigcap_{j=1}^{\infty} (\{\Re f_j \leq 0\} \cap \overline{B}) \) by Lemmas 4.1 and 6.3. In particular, \( 0 \in \mathring{X} \). Furthermore, since each point of \( \mathring{X} \setminus \{0\} \) lies in \( E_j \) for infinitely many \( j \), for each point \( x \in \mathring{X} \setminus \{0\} \) there are infinitely many \( j \) such that \( \Re f_j(x) > -1/j \), and hence such that \( 0 \leq \Re f_j(x)/\Re f_j(0) < 1/j \). Since \( \Re f_j \leq 0 \) on \( \mathring{X} \) for each \( j \), this gives that \( \{0\} \) is a one-point Gleason part for \( P(X) \) by the remarks in Section 2.

We construct the \( f_j \) inductively. To begin, set \( f_1 \) identically equal to \(-1\). Then assume for the purpose of induction that polynomials \( f_1, \ldots, f_n \) have been chosen such that the sets \( X_1, \ldots, X_n \) defined as in (5) for \( j = 1, \ldots, n \) form a decreasing sequence, for each \( j = 1, \ldots, n \) we have \( f_j(0) = -1 \), and for each \( j = 1, \ldots, n-1 \) we have \( \Re f_j > -1/j \) on \( E_j \cap \mathring{X}_{j+1} \). Let \( L_n = \{\Re f_n \geq 0\} \cap B \) and \( C_n = E_n \cap \{\Re f_n \leq -1/n\} \). The sets \( L_n \) and \( C_n \) are each polynomially convex. Because the sets \( f_n(L_n) \) and \( f_n(C_n) \) lie in disjoint half-planes, their polynomial hulls are disjoint. Therefore, \( L_n \cup C_n \) is polynomially convex by Kalin’s lemma [21] (or see [30] Theorem 1.6.19). Adjoining a single point to a polynomially convex set yields another polynomially convex set [22, Lemma 2.2], so \( L_n \cup C_n \cup \{0\} \) is also polynomially convex. Therefore, there exists a polynomial \( f_{n+1} \) such that \( f_{n+1}(0) = -1 \) and \( \Re f_{n+1} > 0 \) on \( L_n \cup C_n \). Now define \( X_{n+1} \) as in (3) with \( j = n+1 \) and observe that then \( X_n \supseteq X_{n+1} \) and \( \Re f_n > -1/n \) on \( E_n \cap \mathring{X}_{n+1} \), so the induction can continue. \( \square \)

**Proof of Theorem 8.2.** Choose a sequence \( \{E_j\}_{j=1}^{\infty} \) of compact polynomially convex subsets of \( \hat{\Sigma} \setminus \{x_0\} \) such that every point of \( \hat{\Sigma} \setminus \{x_0\} \) lies in \( E_j \) for infinitely many values of \( j \). Also choose a sequence of polynomials \( \{p_j\}_{j=1}^{\infty} \) that is dense in \( P(\Sigma) \) and such that \( p_j(x_0) \neq 0 \) for each \( j \). Let \( Z_j = \hat{\Sigma} \cap p_j^{-1}(0) \) for each \( j \). We will construct a sequence of polynomials \( \{f_j\}_{j=1}^{\infty} \) such that the sets

\[
X_j = \{\Re f_j \leq 0\} \cap \Sigma
\]

form a decreasing sequence and such that for each \( j \) we have

\[
f_j(x_0) = -1, \quad \Re f_j > 0 \text{ on } Z_j, \quad \text{and} \quad \Re f_j > -1/j \text{ on } E_j \cap \mathring{X}_{j+1}.
\]

Then letting \( X = \bigcap_{j=1}^{\infty} X_j \), we have by Lemmas 4.1 and 5.9 that \( h^{k-1}_{r}(X) = \bigcap_{j=1}^{\infty} h^{k-1}_{r}(X_j) \supseteq \bigcap_{j=1}^{\infty} (\{\Re f_j \leq 0\} \cap \hat{\Sigma}^k) \). In particular,
\( x_0 \in h_n^{k-1}(X) \). Also \( \widehat{X} = \bigcap_{j=1}^{\infty} \widehat{X}_j \subset \bigcap_{j=1}^{\infty} \{\Re f_j \leq 0\} \cap \widehat{\Sigma} \), again by Lemmas 4.1 and 5.9. Thus \( \widehat{X} \) is disjoint from each \( Z_j \). Consequently, each \( p_j \) is invertible in \( P(X) \), and hence \( P(X) \) has dense invertibles. Furthermore, since each point of \( \widehat{\Sigma} \setminus \{x_0\} \) lies in \( E_j \) for infinitely many \( j \), for each point \( x \in \widehat{\Sigma} \setminus \{x_0\} \) there are infinitely many \( j \) such that \( \Re f_j(x) > -1/j \), and hence such that \( 0 \leq \Re f_j(x)/\Re f_j(x_0) < 1/j \). Since \( \Re f_j \leq 0 \) on \( \widehat{X} \) for each \( j \), this gives that \( \{x_0\} \) is a one-point Gleason part for \( P(X) \) by the remarks in Section 2.

We construct the \( f_j \) inductively. The set \( Z_1 \) is polynomially convex, and hence \( Z_1 \cup \{x_0\} \) is also polynomially convex (by [2] Lemma 2.2)), so there is a polynomial \( f_1 \) such that

\[
\text{for } j = 1, \ldots, n \text{ form a decreasing sequence, for each } j = 1, \ldots, n \text{ we have } \Re f_j(x_0) = -1 \text{ and } \Re f_j > 0 \text{ on } Z_j, \text{ and for each } j = 1, \ldots, n - 1 \text{ we have } \Re f_j > -1/j \text{ on } E_j \cap \widehat{X}_{j+1}. \]

Let \( L_n = \{\Re f_n \geq 0\} \cap \widehat{\Sigma} \) and \( C_n = E_n \cap \{\Re f_n \leq -1/n\} \). The sets \( L_n \) and \( C_n \) are each polynomially convex. Because the sets \( f_n(L_n) \) and \( f_n(C_n) \) lie in disjoint half-planes, their polynomial hulls are disjoint. Therefore, \( L_n \cup C_n \) is polynomially convex by Kallin’s lemma [21] (or see [30], Theorem 1.6.19]). Applying Lemma 5.10 now gives that \( L_n \cup C_n \cup Z_{n+1} \) is polynomially convex. Consequently, \( L_n \cup C_n \cup Z_{n+1} \cup \{x_0\} \) is also polynomially convex (by [2], Lemma 2.2). Therefore, there exists a polynomial \( f_{n+1} \) such that \( f_{n+1}(x_0) = -1 \) and \( \Re f_{n+1} > 0 \) on \( L_n \cup C_n \cup Z_{n+1} \). Now set \( X_{n+1} = \{\Re f_{n+1} \leq 0\} \cap \Sigma \). Because \( \Re f_{n+1} > 0 \) on \( L_n \), we have \( X_n \supset X_{n+1} \), and because \( \Re f_{n+1} > 0 \) on \( C_n \), we have \( \Re f_n > -1/n \) on \( E_n \cap \widehat{X}_{n+1} \). Thus the induction can continue.

**Proof of Corollary S.3.** Let \( x \in \Omega \) be arbitrary. Then every analytic subvariety \( V \) of \( C^N \) of pure positive dimension passing through \( x \) intersects \( \partial \Omega \). Consequently, \( x \) lies in \( h_{n+1}(\partial \Omega) \), and applying the maximum principle to the irreducible component of \( V \) through \( x \) shows that \( x \) is in \( \partial \widehat{\Omega} \cap V \). Thus \( \Omega \subset \partial \widehat{\Omega} \). The corollary now follows immediately from Theorem S.2.

**Proof of Corollary S.4.** By Theorem 6.1 there exists a Cantor set \( \Sigma \) in \( C^3 \) such that \( \widehat{\Sigma}^2 \) contains the closed unit ball of \( C^3 \). Let \( x_0 \) be a point of \( \widehat{\Sigma}^2 \setminus \Sigma \). Theorem S.2 gives that \( \Sigma \) contains a compact set \( K \) such that \( x_0 \in \widehat{K} \setminus K \) and is a one point Gleason part for \( P(K) \), and \( P(K) \)
has dense invertibles. Let $X$ be the largest perfect subset of $K$. Then $\hat{X} \setminus X \supset \hat{K} \setminus K$ by Lemma 4.2, so $x_0$ is in $\hat{X} \setminus X$, and the condition that $x_0$ is a one-point Gleason part for $P(K)$ implies that $x_0$ is also a one-point Gleason part for $P(X)$. The set $X$ is a Cantor set since it is a perfect subset of the Cantor set $\Sigma$. Finally density of the invertibles in $P(K)$ implies density of the invertibles in $P(X)$. □

9. Spaces with hulls that contain no analytic discs

In this section we prove the results stated in the introduction about arcs, curves, and general spaces with hulls without analytic discs in the following order: Theorem 1.8, Theorems 1.1 and 1.5, Corollaries 1.2 and 1.6, Theorem 1.7. We denote the maximal ideal space of a uniform algebra $A$ by $\mathcal{M}_A$.

Proof of Theorem 1.8. Let $J$ be a Cantor set contained in $K$. By Theorem 1.3, there exists a uniform algebra $B$ on $J$ such that $\mathcal{M}_B \setminus J$ is nonempty but $\mathcal{M}_B$ contains no analytic discs. Let $A$ be the uniform algebra on $K$ defined by $A = \{ f \in C(K) : f|J \in B \}$. Each of $K$ and $\mathcal{M}_B$ can be regarded as subsets of $\mathcal{M}_A$ in standard ways. Then $\mathcal{M}_B$ is the $A$-convex hull of $J$ in $\mathcal{M}_A$ [14, Theorem II.6.1], and it follows that $K \cap \mathcal{M}_B = J$. Let $\Sigma = K \cup \mathcal{M}_B$. We claim that $\Sigma = \mathcal{M}_A$. To see this, let $\tilde{B}$ denote the uniform algebra on $\mathcal{M}_B$ obtained from $B$ via the Gelfand transform, and let $\tilde{A} = \{ f \in C(\Sigma) : f|\mathcal{M}_B \in \tilde{B} \}$. Then by [6, Theorem 4], $\Sigma = \mathcal{M}_{\tilde{A}}$. Since the map $\tilde{A} \to A$ given by restriction ($f \mapsto f|K$) is an isometric isomorphism, this gives that $\Sigma = \mathcal{M}_A$.

We conclude that if $\mathcal{M}_A$ contains an analytic disc, then either $\mathcal{M}_B$ or $\mathcal{M}_A \setminus \mathcal{M}_B = K \setminus J$ must contain an analytic disc. But $\mathcal{M}_B$ contains no analytic discs by our choice of $B$, and $K \setminus J$ contains no analytic discs because the real-valued functions in $A$ separate points on $K \setminus J$.

Finally note that $\mathcal{M}_A \setminus K = \mathcal{M}_B \setminus J \neq \emptyset$. □

Proof of Theorems 1.1 and 1.5. As in the proof of Theorem 1.8, let $J$ be a Cantor set in $K$, let $B$ be a uniform algebra on $J$ such that $\mathcal{M}_B \setminus J$ is nonempty but $\mathcal{M}_B$ contains no analytic discs, and let $A = \{ f \in C(K) : f|J \in B \}$. Note that by Theorem 1.3 the uniform algebra $B$ can be chosen so as to be generated by three functions $f_1, f_2, f_3$.

Extend each of $f_1, f_2, f_3$ to continuous complex-valued functions $\tilde{f}_1, \tilde{f}_2, \tilde{f}_3$ on $K$. Let $x_1, \ldots, x_n$ denote the real coordinate functions on $\mathbb{R}^n$. Choose a continuous real-valued function $\rho$ on $K$ whose zero set is precisely $J$. Then the $n+4$ functions $\tilde{f}_1, \tilde{f}_2, \tilde{f}_3, \rho, \rho x_1, \ldots, \rho x_n$ generate the uniform algebra $A$ by [19, Lemma 3.8].
Let $F : K \to \mathbb{C}^{n+4}$ be the mapping whose components are the functions $\tilde{f}_1, \tilde{f}_2, \tilde{f}_3, \rho, \rho x_1, \ldots, \rho x_n$, and let $X = F(K)$. Then $P(X)$ is isomorphic to $A$ as a uniform algebra and $\mathcal{M}_{P(X)}$ can be identified with $\hat{X}$. Since the proof of Theorem 1.8 shows that $\mathcal{M}_A \setminus K$ is nonempty while $\mathcal{M}_A$ contains no analytic disc, Theorem 1.1 follows.

An alternative approach which avoids the argument in the proof of Theorem 1.8 is to apply [19, Proposition 3.1(i)] to show directly that, with $G : J \to \mathbb{C}^3$ given by $G(x) = (f_1(x), f_2(x), f_3(x))$, we get

$$\hat{X} \setminus X = \left( \overline{G(J)} \setminus G(J) \right) \times \left\{ 0 \right\}^{n+1}$$

Since $G(J)$ is the Cantor set of Corollary 1.3, this also yields the result. Details are left to the reader.

To establish Theorem 1.5 it suffices to show that the uniform algebra $A$ can be taken to have dense invertibles when $K$ has topological dimension at most 1, and, in view of Theorem 1.4 this is so by the following lemma.

**Lemma 9.1.** Let $K$ be a compact metrizable space of topological dimension 1, and let $J$ be a compact subset of $K$. Let $B$ be a uniform algebra on $J$ with dense invertibles, and let $A$ be the uniform algebra on $K$ defined by $A = \{ f \in C(K) : f|_J \in B \}$. Then $A$ has dense invertibles.

**Proof.** Let $f \in A$ and $\varepsilon > 0$ be arbitrary. We are to show that there is an invertible element $g$ of $A$ such that $\|f - g\|_K < \varepsilon$.

Since $B$ has dense invertibles, there is a function $h$ on $J$ with $h$ invertible in $B$ and with $\|(f|_J) - h\|_J < \varepsilon/2$. It suffices to show that $h$ has a continuous extension $g$ to $K$ with no zeros on $K \setminus J$ and such that $\|f - g\|_K < \varepsilon$, for then $1/g$ is a continuous function on $K$ and $(1/g)|_J$ is in $B$, and hence $1/g$ is in $A$.

By the Tietze extension theorem, the function $(f|J) - h$ has a continuous extension $\alpha$ to $K$ with $\|\alpha\|_K < \varepsilon/2$. Let $\tilde{h} = f - \alpha$. Then $\tilde{h}$ is a continuous function on $K$ such that $\tilde{h}|J = h$ and $\|f - \tilde{h}\|_K = \|\alpha\|_K < \varepsilon/2$. We must now modify $\tilde{h}$ to obtain a function with no zeros.

We can write $K \setminus J$ as an increasing union of compact sets $K_1 \subset K_2 \subset \cdots$. Roughly, the desired modification $g$ of $\tilde{h}$ will be obtained by successively adding small functions $\tilde{\alpha}_1, \tilde{\alpha}_2, \ldots$ to $\tilde{h}$ in such a way that the addition of the $m$th function eliminates zeros on $K_m$, and the addition of all the subsequent functions does not reintroduce zeros on $K_m$. More precisely, we argue as follows.

As a subset of the at most 1-dimensional space $K$, each $K_n$ has dimension at most 1 [16, Theorem III 1]. Consequently each of the
Proof of Corollaries 1.2 and 1.6. Since every compact metrizable space $\mathcal{X}$ of topological dimension $m$ satisfies $\|\alpha_1\|_{\mathcal{X}} < \epsilon/2^2$ and $(\tilde{h}|_{\mathcal{X}}) + \alpha_1$ has no zeros on $\mathcal{X}$, By the Tietze extension theorem, we can extend $\alpha_1$ to a continuous function $\tilde{\alpha}_1$ on $\mathcal{X}$ that is identically zero on $J$ and satisfies $\|\tilde{\alpha}_1\|_{\mathcal{X}} < \epsilon/2^2$.

Now suppose for the purpose of induction that we have chosen functions $\tilde{\alpha}_1, \ldots, \tilde{\alpha}_n \in C(\mathcal{X})$ such that each $\tilde{\alpha}_j$ is identically zero on $J$, the function $\tilde{h} + \tilde{\alpha}_1 + \cdots + \tilde{\alpha}_n$ has no zeros on $\mathcal{X}$, the norm $\|\tilde{\alpha}_j\|_{\mathcal{X}}$ is bounded above by $\epsilon/2^{j+1}$, and in addition, for each $j = 2, \ldots, n$, the norm $\|\tilde{\alpha}_j\|_{\mathcal{X}}$ is bounded above by each of the numbers

$$\min_{K_m}(\tilde{h} + \tilde{\alpha}_1 + \cdots + \tilde{\alpha}_m)/2^j \quad \text{for } m = 1, \ldots, j - 1.$$ 

Then in the same manner as was used to obtain the function $\tilde{\alpha}_1$, we can get a function $\tilde{\alpha}_{n+1} \in C(\mathcal{X})$ such that $\tilde{\alpha}_{n+1}$ is identically zero on $J$, the function $\tilde{h} + \tilde{\alpha}_1 + \cdots + \tilde{\alpha}_{n+1}$ has no zeros on $\mathcal{X}$, and the norm of $\|\tilde{\alpha}_{n+1}\|_{\mathcal{X}}$ is bounded above by $\epsilon/2^{n+2}$ and by each of the numbers

$$\min_{K_m}(\tilde{h} + \tilde{\alpha}_1 + \cdots + \tilde{\alpha}_m)/2^{n+1} \quad \text{for } m = 1, \ldots, n.$$ 

Thus the induction can proceed.

Now the series $\sum_{j=1}^{\infty} \tilde{\alpha}_j$ converges uniformly to a continuous function on $\mathcal{X}$ and $\|\sum_{j=1}^{\infty} \tilde{\alpha}_j\|_{\mathcal{X}} < \epsilon/2$. Thus setting $g = \tilde{h} + \sum_{j=1}^{\infty} \tilde{\alpha}_j$, we have

$$\|f - g\|_{\mathcal{X}} \leq \|f - \tilde{h}\| + \left\|\sum_{j=1}^{\infty} \tilde{\alpha}_j\right\| < \epsilon.$$ 

Also $g|J = \tilde{h}|J = h$. In addition, given a positive integer $m$, because

$$\left\|\sum_{j=m+1}^{\infty} \tilde{\alpha}_j\right\| \leq \sum_{j=m+1}^{\infty} \|\tilde{\alpha}_j\| < \min_{K_m}(\tilde{h} + \tilde{\alpha}_1 + \cdots \tilde{\alpha}_m)/2^m,$$

the function $g$ has no zeros on $\mathcal{X}$. Thus $g$ has no zeros on $\mathcal{X}$. We conclude that $g$ is the required invertible element of $A$. \hfill $\square$

Proof of Corollaries 1.2 and 1.6. Since every compact metrizable space of topological dimension $m$ can be embedded in $\mathbb{R}^{2m+1}$ [16, Theorem V 2], Corollaries 1.2 and 1.6 are immediate consequences of Theorems 1.4 and 1.5, respectively. \hfill $\square$

Proof of Theorem 1.7. Let $J$ be the Cantor set in $\mathbb{C}^3$ given by Theorem 1.4. By Antoine’s theorem [3] (or see [37] where a more general result is given), there is an arc $I$ in $\mathbb{C}^3$ containing $J$. We may choose $I$ such that the end points of $I$ lie in $J$. Then $I \setminus J$ is topologically a countable union of open intervals $I_1, I_2, \ldots$. Denote the end points of $I_n$ in $I$ by $a_n$ and $b_n$, and let $s_n$ be a point in the open interval
For each \( n = 1, 2, \ldots \), choose a continuous real-valued function \( \rho_n \) on \( I \) such that \( \rho_n \) is identically zero on \( I \setminus I_n \), \( \rho_n(s_n) = 1/2^n \), and \( \rho_n \) is strictly increasing on the interval \( (a_n, s_n) \) and strictly decreasing on the interval \( (s_n, b_n) \). Then the series \( \sum_{n=1}^{\infty} \rho_n \) defines a continuous real-valued function \( \rho \) on \( I \) whose zero set is \( J \) and each of whose other level sets is finite.

Let \( X \) denote the graph of \( \rho \). Then \( X \) is an arc in \( \mathbb{C}^4 \) and applying [19, Proposition 3.1(i)] (taking the mapping \( F \) there to be the last coordinate function \( z_4 \)) shows that

\[
\hat{X} = X \cup (\hat{J} \times \{0\})
\]

so \( \hat{X} \setminus X = (\hat{J} \setminus J) \times \{0\} \). Thus the polynomial hull of \( X \) is nontrivial but contains no analytic discs. Furthermore, note that because each level set of \( \rho \), other than the zero set \( J \), is a finite set, the Bishop antisymmetric decomposition shows that \( P(X) = \{ f \in C(X) : f|(J \times \{0\}) \in P(J \times \{0\}) \} \). Thus \( P(X) \) has dense invertibles by Lemma 9.1.

The proof with “arc” replaced by “simple closed curve” is essentially the same.

\[ \square \]

\textbf{Remark 9.2.} One can also prove, along the same lines as the proof of Theorems 1.1 and 1.5, results about the existence of large Gleason parts and nonzero bounded point derivations in hulls of arbitrary uncountable, compact metrizable spaces of finite topological dimension similar to Theorems 7.3–7.5 for Cantor sets. This is left to the interested reader.
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