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Abstract

We formulate a Boolean algebra in the set of idempotents of Clifford algebra $\mathcal{C}\ell(\mathbb{R}^{n,n})$ and within this frame we examine different formulations of the Boolean Satisfiability Problem in Clifford algebra. Exploiting the isomorphism between null subspaces of $\mathbb{R}^{n,n}$ associated to simple spinors and the orthogonal group $O(n)$ we ultimately give a continuous formulation of the Boolean Satisfiability Problem within this group that opens unexplored perspectives.
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1 Introduction

Clifford algebra is a remarkably powerful tool initially developed to deal with automorphisms of quadratic spaces [14] that was subsequently successfully applied to many other fields e.g. to deal with combinatorial problems [15, 4].

On the other hand the Boolean Satisfiability Problem (SAT) is the progenitor of many combinatorial problems and surprisingly fits neatly in the Clifford algebra of $\mathbb{R}^{n,n}$, $\mathcal{C}\ell(\mathbb{R}^{n,n})$. It is not the only case in which methods used in physics meet with SAT: also statistical mechanics applied to SAT have obtained considerable successes [1].

Since Clifford algebra epitomizes geometric properties of its linear space SAT formulation in $\mathcal{C}\ell(\mathbb{R}^{n,n})$ grants it also a geometric meaning.

In this paper we introduce first a solid foundation of Boolean algebra within $\mathcal{C}\ell(\mathbb{R}^{n,n})$ and in this frame we examine different formulations of SAT from a unified standpoint. Being SAT central to the $P \equiv NP$ millennium problem [9] it is legitimate to ask whether this formulation can foster computational efficiency. Although only future will tell the neatness of this
encoding adds a geometric meaning to Boolean expressions and conversely attach a Boolean significance to Clifford algebra idempotents.

In sections 2 and 3 we succinctly recall the Boolean Satisfiability problem and the Clifford algebra $\mathcal{C}(\mathbb{R}^{n,n})$. Section 4 provides a sturdy formulation of Boolean algebra with idempotents of $\mathcal{C}(\mathbb{R}^{n,n})$ tailored to our needs while in section 5 we apply these results to give a neat encoding of SAT in $\mathcal{C}(\mathbb{R}^{n,n})$ together with an unsatisfiability condition. To prepare the SAT formulation in a more geometric setting in section 6 we present in simple formalism the isomorphism between the set of all totally null subspaces of maximal dimension $n$ of $\mathbb{R}^{n,n}$ and the group $O(n)$ that ultimately in section 7 transforms a SAT problem into the problem of forming a cover for the continuous group $O(n)$ that gives a continuous formulation of SAT that seems to be new and that could also offer advantages to calculate solutions.

For the convenience of the reader we tried to make this paper as elementary and self-contained as possible.

## 2 The Boolean Satisfiability problem

The Boolean Satisfiability Problem [12, Section 7.2.2.2] seeks an assignment of $n$ Boolean variables $\rho_i \in \{T, F\}$ (true, false), that makes $S$ satisfies, a given Boolean formula $S$ put in Conjunctive Normal Form (CNF) e.g.

$$S \equiv (\rho_1 \lor \rho_2) \land (\rho_2 \lor \rho_3) \land (\overline{\rho}_1 \lor \overline{\rho}_3) \land (\overline{\rho}_1 \lor \overline{\rho}_2 \lor \rho_3) \land (\rho_1 \lor \rho_2 \lor \overline{\rho}_3)$$  \hspace{1cm} (1)

as a logical AND ($\land$) of $m$ clauses $\mathcal{C}_j$, the expressions in parenthesis, each clause being composed by the logical OR ($\lor$) of $k$ or less Boolean variables possibly preceded by logical NOT ($\neg \rho_i, \overline{\rho}_i$ for short). In (1) $n = 3, m = 5$ and $k = 3$. To underline the difference with algebraic equality $=$ in what follows we use $\equiv$ to represent logical equivalence, namely that for all possible values taken by the Boolean variables the two expressions are equal. A solution is either an assignment of $\rho_i$ that gives $S \equiv T$ or a proof that such an assignment does not exist and $S \equiv F$.

SAT was the first combinatorial problem proven to be NP-complete [8]; in particular while the case of $k = 3$, 3SAT, can be solved only in a time that grows exponentially with $n$, 2SAT and 1SAT problems can be solved in polynomial time, that is fast.

Using the distributive properties of the logical operators $\lor, \land$ any given $k$SAT $S$ expands in a logical OR of up to $k^m$ terms each term being a 1SAT problem namely a logical AND of $m$ Boolean variables. Since $\rho_i \land \overline{\rho}_i \equiv F$ the presence of a variable together with its logical complement is a necessary and sufficient condition for making a 1SAT formula $F$, namely unsatisfiable, and thus these terms can be omitted and so $k^m$ is just an upper bound to the number of terms. Conversely a satisfiable 1SAT formula has only one assignment of its Boolean variables that makes it $T$ and that can be read
scanning the formula; thus in the sequel we will freely use 1SAT formulas for assignments.

The final expanded expression can be further simplified and reordered exploiting the commutativity of the logical operators \( \lor, \land \) and the properties \( \rho_i \land \rho_i \equiv \rho_i \lor \rho_i \equiv \rho_i \). All “surviving” terms of this expansion, the Disjunctive Normal Form (DNF), are 1SAT terms, each of them representing an assignment that satisfies the problem. On the contrary if the DNF is empty, as happens for (1), this is a proof that there are no assignments that make the formula \( T \): the problem is unsatisfiable.

Expansion to DNF is a dreadful algorithm for solving SAT: first of all the method is an overkill since it produces all possible solutions whereas one would be enough; in second place this brute force approach gives a running time proportional to the number of expansion terms \( O \left( (k^n)^m \right) \) whereas the present best SAT solvers \([13]\) run in \( O(1.307^n) \). Nevertheless DNF plays a central role in the formulation of SAT in Clifford algebra.

3 \( \mathbb{R}^{n,n} \) and its Clifford algebra

We review some properties of \( \mathbb{R}^{n,n} \) and of its Clifford algebra \( \mathcal{Cl}(\mathbb{R}^{n,n}) \) that are at the heart of the following results.

\( \mathcal{Cl}(\mathbb{R}^{n,n}) \) is isomorphic to the algebra of real matrices \( \mathbb{R}(2^n) \) \([14]\) and this algebra is more easily manipulated exploiting the properties of its Extended Fock Basis (EFB, see \([2]\) and references therein) with which any algebra element is a linear superposition of simple spinors. The \( 2^n \) generators of the algebra \( e_i \) form an orthonormal basis of the linear space \( \mathbb{R}^{n,n} \)

\[
e_i e_j + e_j e_i := \{e_i, e_j\} = 2 \begin{cases} \delta_{ij} & \text{for } i \leq n \\ -\delta_{ij} & \text{for } i > n \end{cases} \quad i, j = 1, 2, \ldots, 2n \quad (2)
\]

and we define the Witt, or null, basis of \( \mathbb{R}^{n,n} \):

\[
\begin{cases}
p_i &= \frac{1}{2} (e_i + e_{i+n}) \\
q_i &= \frac{1}{2} (e_i - e_{i+n})
\end{cases} \quad i = 1, 2, \ldots, n \quad (3)
\]

that, with \( e_i e_j = -e_j e_i \) for \( i \neq j \), gives

\[
\{p_i, p_j\} = \{q_i, q_j\} = 0 \quad \{p_i, q_j\} = \delta_{ij} \quad (4)
\]

showing that all \( p_i, q_i \) are mutually orthogonal, also to themselves, that implies \( p_i^2 = q_i^2 = 0 \) and are thus null vectors. Defining

\[
\begin{cases}
P = \text{Span } (p_1, p_2, \ldots, p_n) \\
Q = \text{Span } (q_1, q_2, \ldots, q_n)
\end{cases} \quad (5)
\]

\( P \) and \( Q \) are two totally null subspaces of maximum dimension \( n \) and form a Witt decomposition \([14]\) of \( \mathbb{R}^{n,n} \) since \( P \cap Q = \{0\} \) and \( P \oplus Q = \mathbb{R}^{n,n} \).
The $2^n$ simple spinors forming EFB are given by all possible sequences
\[ \psi = \psi_1 \psi_2 \cdots \psi_i \cdots \psi_n \quad \psi_i \in \{ q_i p_i, p_i q_i, p_i, q_i \} \quad i = 1, 2, \ldots, n \] (6)
where each $\psi_i$ takes one of its 4 possible values and each $\psi_i$ is uniquely identified by two “bits” $h_i, g_i = \pm 1$: $h_i = 1$ if the leftmost vector of $\psi_i$ is $q_i$, $-1$ otherwise; $g_i = 1$ if $\psi_i$ is even, $-1$ if odd. The $h$ and $g$ signatures of $\psi$ are respectively the vectors $(h_1, h_2, \ldots, h_n)$ and $(g_1, g_2, \ldots, g_n)$.

Since $e_i e_{i+n} = q_i p_i - p_i q_i := [q_i, p_i]$ in EFB the identity $1$ and the volume element $\omega$ (scalar and pseudoscalar) assume similar expressions:
\[ 1 := \{ q_1, p_1 \} \{ q_2, p_2 \} \cdots \{ q_n, p_n \} \]
\[ \omega := e_1 e_2 \cdots e_{2n} = (-1)^{n(n-1)/2} [q_1, p_1] [q_2, p_2] \cdots [q_n, p_n] \] (7)
and since $\mathcal{C}(\mathbb{R}^{n,n})$ is a simple algebra, the algebra identity is also the sum of its $2^n$ primitive (indecomposable) idempotents $p_i$ we gather in set $\mathcal{P}$
\[ 1 = \sum_{i=1}^{2^n} p_i \quad p_i \in \mathcal{P} \] (8)
Comparing the two expressions of $1$ we observe that the full expansion of the anticommutators of (7) contains $2^n$ terms each term being one of the primitive idempotents and a simple spinor. $\mathcal{P}$ is thus a proper subset of EFB (6) and its elements are
\[ p = \psi_1 \psi_2 \cdots \psi_i \cdots \psi_n \quad \psi_i \in \{ q_i p_i, p_i q_i \} \quad i = 1, 2, \ldots, n \] (9)
We recall the standard properties of primitive idempotents
\[ p_i^2 = p_i \quad (1 - p_i)^2 = 1 - p_i \quad p_i(1 - p_i) = 0 \quad p_i p_j = \delta_{ij} p_i \] (10)
and define the set
\[ \mathcal{I} := \left\{ \sum_{i=1}^{2^n} \delta_i p_i : \delta_i \in \{0,1\}, p_i \in \mathcal{P} \right\} \] (11)
in one to one correspondence with the power set of $\mathcal{P}$. $\mathcal{I}$ is closed under Clifford product but not under addition and is thus not even a subspace. With (10) we easily prove

**Proposition 1.** For any $s \in \mathcal{I}$ then $s^2 = s$.

$\mathcal{I}$ is thus the set of the idempotents, in general not primitive; a simple consequence is that for any $s \in \mathcal{I}$ also $(1 - s) \in \mathcal{I}$.

Any EFB element of (6) is a simple spinor, uniquely identified in EFB by its $h$ signature, while the minimal left ideal, or spinor space $\mathcal{S}$, to which
it belongs is identified by its $h \circ g = (h_1 g_1, h_2 g_2, \ldots, h_n g_n)$ signature [2]. The algebra, as a linear space, is the direct sum of these $2^n$ spinor spaces that, in isomorphic matrix algebra $\mathbb{R}(2^n)$, are usually associated to linear spaces of matrix columns.

For each of these $2^n$ spinor spaces $\mathcal{S}$ its $2^n$ simple spinors (6) [2] form a Fock basis $\mathcal{F}$ and any spinor $\Psi \in \mathcal{S}$ is a linear combination of the simple spinors that give the binary form of the integer matrix indexes; its EFB matrix is

$$
\begin{pmatrix}
+ & - \\
+ & (qp 
q) \\
- & (p 
pq)
\end{pmatrix}
$$

and, as anticipated, we can write the generic element $\mu \in \mathcal{C}(\mathbb{R}^{1,1})$ in EFB

$$
\mu = \xi_{++} qp_{++} + \xi_{--} pq_{--} + \xi_{+} p_{--} + \xi_{+} q_{--} \quad \xi \in \mathbb{R}.
$$

The two columns are two minimal left ideals namely two (equivalent) spinor spaces $\mathcal{S}_+$ and $\mathcal{S}_-$. The two elements of each column are the simple spinors of Fock basis $\mathcal{F}$ while $qp$ and $pq$ are the primitive idempotents and $qp + pq = 1$.

In turn simple spinors of a Fock basis $\mathcal{F}$ are in one to one correspondence with null subspaces of maximal dimension $n$ of $\mathbb{R}^{n,n}$. For any $\psi \in \mathcal{F}$ we define its associated maximal null subspace $M(\psi)$ as

$$
M(\psi) = \text{Span} (x_1, x_2, \ldots, x_n) \quad x_i = \begin{cases} 
p_i & \text{iff } \psi_i = p_i, p_i q_i \\
q_i & \text{iff } \psi_i = q_i, q_i p_i 
\end{cases} \quad i = 1, 2, \ldots, n
$$

and $x_i$ is determined by the $h$ signature of $\psi$ in EFB [6, 2]. For example in $\mathcal{C}(\mathbb{R}^{3,3})$ given the simple spinor $\psi = p_1 q_1 q_2 p_2 q_3 p_3$

$$
\psi = p_1 q_1 q_2 p_2 q_3 p_3 \quad \implies \quad M(\psi) = \text{Span} (p_1, q_2, q_3)
$$

and with (4) we see that for any $v \in M(\psi)$ then $v \psi = 0$.

We gather these $2^n$ maximal null subspaces of $\mathbb{R}^{n,n}$ in set $\mathcal{M}_n$ each of its elements being the span of the $n$ null vectors obtained choosing one null vector from each couple $(p_i, q_i)$ (3). The set $\mathcal{M}_n$ is the same for all the $2^n$ different possible spinor spaces being identified by the $h$ signatures of $\psi$ in EFB and so it can be defined also starting from primitive idempotents (9) and in summary we have three equivalent definitions for $\mathcal{M}_n$

$$
\mathcal{M}_n = \begin{cases}
\{ M(\psi) : \psi \in \mathcal{F} \} \\
\{ \text{Span} (x_1, x_2, \ldots, x_n) : x_i \in \{ p_i, q_i \} \} \\
\{ M(p) : p \in \mathcal{F} \}
\end{cases}
$$
4 The Boolean algebra of $\mathcal{C}\ell(\mathbb{R}^{n,n})$

We exploit the known fact that in any associative, unital, algebra every family of commuting, orthogonal, idempotents generates a Boolean algebra to prove that the $2^{2^n}$ idempotents of $\mathcal{I}$ (11) form a Boolean algebra.

A finite Boolean algebra is a set equipped with the inner operations of logical AND, OR and NOT that satisfy well known properties but we will use an axiomatic definition [11, 10] that needs only a binary and a unary inner operations satisfying three simple axioms to prove:

**Proposition 2.** The set $\mathcal{I}$ equipped with the two inner operations

\[
\begin{align*}
\mathcal{I} \times \mathcal{I} &\to \mathcal{I} \\
{\mathcal{I}} &\to \mathcal{I}
\end{align*}
\]

\[s_1, s_2 \to s_1 s_2 \quad s \to \mathbb{1} - s\]  

is a finite Boolean algebra.

**Proof.** We already observed that $\mathcal{I}$ is closed under operations (14) that moreover satisfy Boolean algebra axiomatic definition [11]: the binary operation is associative since Clifford product is and commutative because all $\mathcal{I}$ elements commute. The third (Huntington’s) axiom requires that for any $s_1, s_2 \in \mathcal{I}$

\[(\mathbb{1} - (\mathbb{1} - s_1)s_2)(\mathbb{1} - (\mathbb{1} - s_1)(\mathbb{1} - s_2)) = s_1\]

that is easily verified. $\square$

We remark that $\mathcal{I}$ is not a subalgebra of $\mathcal{C}\ell(\mathbb{R}^{n,n})$ since it is not closed under addition. Any finite Boolean algebra is isomorphic to the power set of its Boolean atoms [10]. In this case $\mathcal{I}$ elements are in one to one correspondence with the power set of $\mathbb{P}$ and we thus identify the Boolean atoms with the $2^n$ primitive idempotents (9).

With simple manipulations we get all Boolean expressions in $\mathcal{C}\ell(\mathbb{R}^{n,n})$: in the unary operation of (14) we recognize the logical NOT and associating the logical AND to Clifford product from $s(\mathbb{1} - s) = 0 \in \mathcal{I}$ we deduce that $0$ stands for $\mathbb{F}$ and consequently that $\mathbb{1}$ stands for $\mathbb{T}$. For the logical OR we use De Morgan’s relations

\[\rho_i \lor \rho_j \equiv \overline{\overline{\rho_i} \land \rho_j} \to \mathbb{1} - (\mathbb{1} - s_1)(\mathbb{1} - s_2) = s_1 + s_2 - s_1 s_2\]

and we can easily verify that $\mathcal{I}$ is closed also under this binary operation.

We formulate Boolean expressions in $\mathcal{C}\ell(\mathbb{R}^{n,n})$ associating Boolean variables $\rho_i$ to idempotents and we gather associations in this table where $p_i$ and $q_i$ are vectors of the Witt basis (3)

\[
\begin{align*}
\mathbb{F} &\to 0 \\
\mathbb{T} &\to \mathbb{1} \\
\rho_i &\to q_i p_i \\
\overline{\rho_i} &\to \mathbb{1} - q_i p_i = p_i q_i \\
\rho_i \land \rho_j &\to q_i p_i q_j p_j \\
\rho_i \lor \rho_j &\to q_i p_i + q_j p_j - q_i p_i q_j p_j
\end{align*}
\]
For example given some simple Boolean expressions with (4) we easily verify
\[
\rho_i \land \rho_i \equiv \rho_i \quad \Rightarrow \quad q_i p_i q_i p_i = q_i p_i \\
\overline{\rho}_i \land \overline{\rho}_i \equiv \overline{\rho}_i \quad \Rightarrow \quad p_i q_i p_i q_i = p_i q_i \\
\rho_i \land \overline{\rho}_i \equiv \overline{\rho}_i \land \rho_i \equiv F \quad \Rightarrow \quad q_i p_i q_i p_i = 0 \\
\rho_i \land \rho_j \equiv \rho_j \land \rho_i \quad \Rightarrow \quad q_i p_i q_j p_j = q_j p_j q_i p_i 
\]
and from now on we will use \( \rho_i \) and \( \overline{\rho}_i \) also in \( C_\ell(R_{n,n}) \) meaning respectively \( q_i p_i \) and \( p_i q_i \) and Clifford product will stand for logical AND \( \land \) and in full generality we can prove [4]

**Proposition 3.** Any Boolean expression \( S \) with \( n \) Boolean variables is represented in \( C\ell(R_{n,n}) \) by \( S \in I \) obtained with substitutions (15) moreover \( \overline{S} \) is represented by \( 1 - S \) both being idempotents of \( C\ell(R_{n,n}) \). Given another Boolean expression \( Q \) the logical equivalence \( S \equiv Q \) holds if and only if \( S = Q \) for their respective idempotents in \( C\ell(R_{n,n}) \).

In summary with substitutions (15) we can safely encode any Boolean expression, and thus SAT problems, in Clifford algebra.

## 5 SAT in Clifford algebra \( C\ell(R_{n,n}) \)

The straightest way of encoding a SAT problem in CNF (1) in Clifford algebra is exploiting De Morgan relations to rewrite its clauses as
\[
C_j \equiv (\rho_{j_1} \lor \rho_{j_2} \lor \cdots \lor \rho_{j_k}) \equiv \overline{\rho}_{j_1} \overline{\rho}_{j_2} \cdots \overline{\rho}_{j_k}
\]
and thus the expression of a clause in Clifford algebra is
\[
C_j \rightarrow 1 - \overline{\rho}_{j_1} \overline{\rho}_{j_2} \cdots \overline{\rho}_{j_k} := 1 - z_j
\]
and the expression of a SAT problem in CNF with \( m \) clauses is
\[
S = \prod_{j=1}^{m} (1 - z_j)
\]
and from Proposition 3 easily descends

**Proposition 4.** Given a SAT problem \( S \) then \( S \equiv F \) if and only if, for the corresponding algebraic expression in \( C\ell(R_{n,n}) \) (17) \( S = 0 \)

that transforms a Boolean problem in an algebraic one. To master the implications of (17) we need the full expression of a 1SAT formula e.g. \( \rho_1 \overline{\rho}_2 \) namely \( q_1 p_1 p_2 q_2 \) with (7), (8) and (9)
\[
q_1 p_1 p_2 q_2 = q_1 p_1 p_2 q_2 = q_1 p_1 p_2 q_2 \prod_{j=3}^{n} \{q_j, p_j\}
\]
since \( q_1 p_1 \{ q_1, p_1 \} = q_1 p_1 \) and \( p_2 q_2 \{ q_2, p_2 \} = p_2 q_2 \) and the full expansion of this expression is the sum of \( 2^{n-2} \) primitive idempotents \( p \) (9) and thus \( q_1 p_1 p_2 q_2 \) is an idempotent of \( I \). From the Boolean standpoint this can be interpreted as the property that given the 1SAT formula \( \rho_1 \overline{\rho}_2 \) the other, unspecified, \( n - 2 \) Boolean variables \( \rho_3, \ldots, \rho_n \) can take all possible \( 2^{n-2} \) values or, more technically, that \( \rho_1 \overline{\rho}_2 \) has a full DNF made of \( 2^{n-2} \) Boolean atoms.

More in general any 1SAT formula with \( m \) Boolean variables is a sum of \( 2^{n-m} \) primitive idempotents, namely Boolean atoms. With (15) we can rewrite (9) as

\[
\rho = \psi_1 \psi_2 \cdots \psi_i \cdots \psi_n \quad \psi_i \in \{ \rho_i, \overline{\rho}_i \} \quad i = 1, 2, \ldots, n
\]

showing that the \( 2^n \) primitive idempotents \( \rho \) are just the possible \( 2^n \) 1SAT formulas with \( n \) Boolean variables, the Boolean atoms, for example:

\[
\rho_1 \overline{\rho}_2 \rho_3 \cdots \rho_n \to q_1 p_1 p_2 q_2 q_3 p_3 \cdots q_n p_n \in \mathcal{P}.
\]

By Proposition 3 \( S \in I \) (11) and is thus the sum of primitive idempotents (9) that now we know represent Boolean atoms and ultimately (17) gives the full DNF expansion of the SAT problem \( S \) each term being one assignment that makes the problem T while if the expansion is empty the problem is unsatisfiable and thus expansion of the CNF \( S \) of (17) reproduces faithfully the Boolean expansion to DNF outlined in section 2.

From the computational side Proposition 4 is not a big deal since the expansion of (17) corresponds to the DNF expansion that in section 2 we named a “dreadful” algorithm. But porting SAT to Clifford algebra offers other advantages since we can exploit algebra properties. For example the unsatisfiability condition \( S = 0 \) makes \( S \) a scalar whereas if satisfiable \( S \) is not a scalar. Exploiting scalar properties in Clifford algebra we proved [4]

**Theorem 1.** A given nonempty SAT problem in \( \mathcal{C}(\mathbb{R}^{n,n}) \) (17) is unsatisfiable \( (S = 0) \) if and only if, for all generators (2) of \( \mathcal{C}(\mathbb{R}^{n,n}) \)

\[
e_i S e_i^{-1} = S \quad \forall \ 1 \leq i \leq 2n.
\]

This result gives an unsatisfiability test based on the symmetry properties of its CNF expression \( S \) (17). We remark that as far as computational performances are concerned an efficient unsatisfiability test would bring along also an efficient solution algorithm. Suppose the test (20) fails and thus that \( S \) is satisfiable, to get an actual solution we choose a Boolean variable, e.g. \( \rho_i \), and replace it with T and apply again the test to the derived problem \( S_i \). If the test on \( S_i \) fails as well this means that \( \rho_i \equiv T \) otherwise, necessarily, \( \rho_i \equiv F \) and repeating this procedure \( n \) times for all Boolean variables we obtain an assignment that satisfies \( S \). The algorithmic properties of unsatisfiability test (20) have been preliminarily explored in [4].
\( \mathcal{C}l(\mathbb{R}^{n,n}) \) epitomizes the geometry of linear space \( \mathbb{R}^{n,n} \) and thus SAT encoding (17) brings along also a geometric interpretation that is at the root of further encodings of SAT in Clifford algebra.

\( S \) (17) is ultimately a sum of primitive idempotents (9) that are in one to one correspondence with the null maximal subspaces of \( \mathcal{M}_n \) (13).

It follows that \( S \), and more in general any \( I \) element, induces a subset of \( \mathcal{M}_n \), the empty subset if \( S = 0 \). More precisely the elements of this subset are all and only those maximal totally null subspaces (13) corresponding to the Boolean atoms making \( S \). For any \( s \in I \) (11) let \( I_s \) such that

\[
s = \sum_{i \in I_s} p_i \quad I_s \subseteq \{1, 2, \ldots, 2^n\}
\]

and so all \( s \in I \) induce a subset of \( \mathcal{M}_n \)

\[
\mathcal{T}'_s := \{ M(p_i) : i \in I_s \} \subseteq \mathcal{M}_n
\]

and we see immediately that

\[
\mathcal{T}'_{1-s} = \mathcal{M}_n - \mathcal{T}'_s.
\]

With these definitions Proposition 4 takes a different form:

**Proposition 5.** Given a SAT problem \( S \) in \( \mathcal{C}l(\mathbb{R}^{n,n}) \) (17) then the problem is unsatisfiable (\( S = 0 \)) if and only if

\[
\bigcup_{j=1}^{2^n} \mathcal{T}'_{z_j} = \mathcal{M}_n.
\]

*Proof.* For any \( s_1, s_2 \in I \) from \( I \) definition (11) we easily get

\[
\mathcal{T}'_{s_1s_2} = \mathcal{T}'_{s_1} \cap \mathcal{T}'_{s_2}
\]

and in this setting Proposition 4 \( S \) states that \( S = 0 \) if and only if

\[
\mathcal{T}'_S = \bigcap_{j=1}^{2^n} \mathcal{T}'_{1-z_j} = \emptyset.
\]

The thesis follows by (23) and by elementary set properties. \( \square \)

The SAT problem has now the form of a problem of subsets of \( \mathcal{M}_n \) that provides also an interpretation of (17). Since \( z_j \) is the unique assignment of the \( k \) Boolean variables of \( C_j \) that give \( C_j \equiv F \), and thus \( S = 0 \), then if the union of all these cases (24) covers \( \mathcal{M}_n \) the problem is unsatisfiable. This in turn implies that any \( M(p) \notin \bigcup_{j=1}^{2^n} \mathcal{T}'_{z_j} \) is a solution of \( S \).

To proceed further we review the isomorphism between the set of all totally null subspaces of maximal dimension of \( \mathbb{R}^{n,n} \) and the group \( O(n) \).
6 The orthogonal group $O(n)$ and the set $\mathcal{N}_n$

Let $\mathcal{N}_n$ be the set of all totally null subspaces of maximal dimension $n$ of $\mathbb{R}^{n,n}$, a quadric Grassmannian for Ian Porteous [14, Chapter 12]. $\mathcal{N}_n$ is isomorphic to subgroup $O(n)$ of $O(n,n)$ and $O(n)$ acts transitively on $\mathcal{N}_n$.

We review these relations: seeing the linear space $\mathbb{R}^{n,n}$ as $\mathbb{R}^n \times \mathbb{R}^n$ we can write its generic element as $(x, y)$ and $(x, y)^2 = x^2 - y^2$. Any $n$ dimensional subspace of $\mathbb{R}^n \times \mathbb{R}^n$ may be represented as the image of an injective map $\mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^n; x \to (u(x), s(x))$ for $u, s \in \text{GL}(n)$. This subspace is made by all pairs $(u(x), s(x))$ and we denote it with $(u, s) \in \text{GL}(n) \times \text{GL}(n)$.

By same mechanism for any $x \in \mathbb{R}^n \times \{0\}$ and $t \in O(n)$ $(x, t(x))$ is a null vector of $\mathbb{R}^{n,n}$ since $(x, t(x))^2 = x^2 - t(x)^2 = 0$ and it belongs to the $n$ dimensional null subspace $(\mathbb{1}, t)$. Isometries $t \in O(n)$ establish the quoted isomorphism since any subspace $(\mathbb{1}, t) \subset \mathbb{R}^{n,n}$ is in $\mathcal{N}_n$ and conversely any element of $\mathcal{N}_n$ can be written as $(\mathbb{1}, t)$ [14, Corollary 12.15] and thus

$$\mathcal{N}_n = \{(\mathbb{1}, t) : t \in O(n)\} \quad (26)$$

and the isomorphism between $\mathcal{N}_n$ and $O(n)$ is realized by map

$$\mathcal{N}_n \to O(n); (\mathbb{1}, t) \to t. \quad (27)$$

For example assuming that the map $(\mathbb{1}, \mathbb{1}) : \mathbb{R}^n \times \{0\} \to \mathbb{R}^n \times \mathbb{R}^n$ is such that $e_i \to (e_i, e_{i+n})$ than two generic null vectors of $P$ and $Q$ (5) are respectively $(x, x)$ and $(y, -y)$ and in this notation $P$ and $Q$ are thus

$$\begin{cases} P = (\mathbb{1}, \mathbb{1}) \\ Q = (\mathbb{1}, -1) \end{cases}. \quad (28)$$

The action of $O(n)$ is transitive on $\mathcal{N}_n$ since for any $t, u \in O(n)$, $(\mathbb{1}, ut) \in \mathcal{N}_n$ and the action of $O(n)$ is trivially transitive on $O(n)$.

We examine isomorphism (27) when restricted to subset $\mathcal{M}_n \subset \mathcal{N}_n$ (13) and we take $P = (\mathbb{1}, \mathbb{1})$ as our “reference” element of $\mathcal{M}_n$.

Let $\lambda_i$ be the hyperplane reflection inverting timelike vector $e_{i+n}$, namely

$$\lambda_i(e_j) = \begin{cases} -e_j & \text{for } j = i + n \\ e_j & \text{otherwise} \end{cases} \quad i = 1, 2, \ldots, n \quad j = 1, 2, \ldots, 2n$$

its action on the Witt basis (3) exchanges the null vectors $p_i$ and $q_i$. Starting from $P$ (5) we can get any other $\mathcal{M}_n$ element inverting a subset of the $n$ timelike vectors $e_{i+n}$. Each isometry $\lambda_i$ acts on the (timelike) subspace $\{0\} \times \mathbb{R}^n$ of $\mathbb{R}^{n,n}$ and is represented, in the vectorial representation of $O(n)$, by a diagonal matrix $\lambda \in \mathbb{R}(n)$ with $\pm 1$ on the diagonal and these matrices form the group

$$O(1) \times O(1) \cdots \times O(1) = \mathcal{O}^n = O(n)$$
immediate to get since \( O(1) = \{ \pm 1 \} \). \( O^n(1) \) is a discrete, abelian, subgroup of involutions of \( O(n) \), namely linear maps \( t \) such that \( t^2 = 1 \). It is thus clear that since \( P = (1, 1) \) for any \( M(p) \in \mathcal{M}_n \) there exists a unique \( \lambda \in O^n(1) \) such that
\[
M(p) = (1, \lambda)
\]
and thus we proved constructively

**Proposition 6.** Isomorphism (27) restricted to \( \mathcal{M}_n \subset \mathcal{N}_n \) has for image subgroup \( O^n(1) \) of \( O(n) \)
\[
\mathcal{M}_n = \{ (1, \lambda) : \lambda \in O^n(1) \} \implies \mathcal{M}_n \to O^n(1); (1, \lambda) \to \lambda. \tag{29}
\]

Given reference \( P \) and simple spinor \( \psi_P = \prod_{i=1}^{n} p_i q_i \), such that \( M(\psi_P) = P \), the vacuum spinor of physics, we resume concisely the action of \( \lambda \in O^n(1) \) on spinors and vectors with (see e.g. [6, 2] for more extensive treatments)
\[
M(\lambda(\psi_P)) := M(\psi) = (1, \lambda) \tag{30}
\]
and by the action of \( \lambda \) we get respectively from \( \psi_P \) all spinors of the Fock basis \( \mathbb{F} \) and from null subspace \( P \) all \( \mathcal{M}_n \) elements. We resume all this in a commutative diagram in which numbers refer to formulas
\[
\begin{array}{ccc}
\mathbb{P} \in \mathbb{P} & \xrightarrow{(13)} & \mathcal{M}_n \xleftarrow{(29)} \lambda \in O^n(1) \\
M(p) \in \mathcal{M}_n & \xrightarrow{(30)} & (31)
\end{array}
\]

7 **SAT in orthogonal group \( O(n) \)**

Isomorphism (29) adds a fourth definition of \( \mathcal{M}_n \) (13) with which we can port SAT in group \( O(n) \). We redefine \( \mathcal{T}'_s \) (22) as a subset of \( O^n(1) \)
\[
\mathcal{T}'_s := \{ \lambda \in O^n(1) : (1, \lambda) = M([\mathbb{P}_i]), i \in I_s \} \tag{31}
\]
and with this definition we can transform Proposition 5 to

**Proposition 7.** Given a SAT problem \( S \in \mathcal{C}(\mathbb{R}^{n,n}) \) (17) then the problem is unsatisfiable \( (S = 0) \) if and only if
\[
\bigcup_{j=1}^{m} \mathcal{T}'_{z_j} = O^n(1) \tag{32}
\]
that gives the first formulation of SAT problems in group language. From the computational point of view of there are no improvements since \( O^n(1) \) is a discrete group and checking if subsets \( \mathcal{T}'_{z_j} \) form a cover essentially requires testing all \( 2^n \) group elements, just the same as testing all \( 2^n \) Boolean atoms to see if any solves SAT.
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In the last step we show that, when problem $S$ is unsatisfiable, subsets induced by clauses not only form a cover of $O^n(1)$ (32) but also of its parent group $O(n)$ that opens interesting computational perspectives.

We start showing that the same null subspace of $\mathcal{N}_n$ may assume different forms $(\mathbb{1}, t)$, for example by a change of basis [5]. We introduce the arguments with two lemmas proving basic properties of $\mathcal{N}_n$:

**Lemma 1.** Given any $u, s \in GL(n)$ such that $su^{-1} \in O(n)$ then $(u, s)$ and $(\mathbb{1}, su^{-1})$ represent the same null subspace.

**Proof.** Since $u, s \in GL(n)$ any $(u(a), s(a)) := (x, y)$ may be written as $(x, su^{-1}(x))$, namely an element of $(\mathbb{1}, su^{-1}) \in \mathcal{N}_n$ (26). □

In vectorial representations matrix $\mathbb{1}_n$ may be thought as the standard basis of $\mathbb{R}^n \times \{0\}$ and the column vectors of matrix $su^{-1} \in O(n)$ are the action of $su^{-1}$ on the standard basis since $su^{-1}\mathbb{1}_n = su^{-1}$. Subspace $(\mathbb{1}, su^{-1})$ is thus the space spanned by $n$ column vectors \( \begin{pmatrix} \frac{1}{su^{-1}} \end{pmatrix} \) and we will switch freely between the two representations. In this view column vectors $\begin{pmatrix} u \\ s \end{pmatrix}$ are just a linear combination of $\begin{pmatrix} \frac{1}{su^{-1}} \end{pmatrix}$ by $u \in GL(n)$ and this explains Lemma 1 and allows us to define $(u, s)$ and $(\mathbb{1}, su^{-1})$ as two equivalent forms representing the same subspace and we denote this with $(u, s) \simeq (\mathbb{1}, su^{-1})$.

**Lemma 2.** Given $(\mathbb{1}, t_1), (\mathbb{1}, t_2) \in \mathcal{N}_n$ represented with $2n$ column vectors $W = \begin{pmatrix} \mathbb{1} \\ t_1 \\ t_2 \end{pmatrix}$ it is always possible to find an orthogonal basis of $\mathbb{R}^{n,n}$ in which $W$ becomes $W' = \begin{pmatrix} \mathbb{1} \\ \mathbb{1} \\ u^T t_1 t_2 \end{pmatrix}$ with $t = t_1^T t_2$ and for any $u \in O(n)$.

**Proof.** In an orthogonal basis of $\mathbb{R}^{n,n}$ with column vectors $B = \begin{pmatrix} u & 0 \\ 0 & t_1 u \end{pmatrix}$, with $u \in O(n)$, $W$ becomes $W' = B^{-1} W = \begin{pmatrix} u^T \\ u^T \\ u^T t_1^T t_2 \end{pmatrix}$ and the thesis follows with Lemma 1. □

This proves two facts: the first is that any $(\mathbb{1}, t_1) \in \mathcal{N}_n$ may be chosen as the reference element $P = (\mathbb{1}, \mathbb{1})$ corresponding to the freedom of choosing an arbitrary vacuum spinor.

The second is that together with $P$ any other $(\mathbb{1}, t) \in \mathcal{N}_n$ can take all the forms $(1, u^T t u)$ for any $u \in O(n)$, in particular it could be diagonal; we can extend our notation to $(\mathbb{1}, t) \simeq (\mathbb{1}, u^T t u)$ while $P$ remains $(\mathbb{1}, \mathbb{1})$ in all orthogonal bases. This confirms the intuition that whatever form takes
$t \in O(n)$ in an orthogonal basis $(1,t)$ always represents the same subspace. Orthogonal similarity is an equivalence relation in $O(n)$ and each equivalence class represents one maximal totally null subspace. The elements of one class are different forms the same subspace assumes in different orthogonal bases.

We continue proving that $N_n$ contains only $2^n$ different subspaces.

**Proposition 8.** The set $N_n$ of $\mathbb{R}^{n,n}$ contains only $2^n$ different subspaces corresponding, via bijection (29), to the elements of $O^n(1)$; all other $t \in O(n)$ being just another form of one of these subspaces.

**Proof.** We proceed by induction on $n$, for $n = 1$ the proposition is true since $O(1) = \{\pm 1\}$ and bijection (27) proves the thesis. Let the proposition be true for $n - 1$, moving to $n$ for any null vector $(x,y) \in \mathbb{R}^{n,n}$ then also $(x,-y)$ is a null vector and seeing $\mathbb{R}^{n,n}$ as $\mathbb{R}^n \times \mathbb{R}^n$ we can split respectively $\mathbb{R}^n \times \{0\} = \{x\} \oplus \{x\}^\perp$ and $\{0\} \times \mathbb{R}^n = \{y\} \oplus \{y\}^\perp$ and clearly $\{x\}^\perp \oplus \{y\}^\perp \cong \mathbb{R}^{n-1,n-1}$ that by hypothesis contains $2^{n-1}$ null subspaces and any of this subspaces can be completed with either of the two null subspaces $(x,y), (x,-y) \in \{x\} \oplus \{y\} = \mathbb{R}^{1,1}$ that proves the thesis. \[\square\]

This property of $N_n$ appeared, albeit in different form, in the book of Élie Cartan [7] but, after that, rarely surfaced again in the literature an exception being [6]. It establishes another equivalence relation on $O(n)$ [5]

**Proposition 9.** The binary relation on $O(n)$ $u \sim t$ if and only if both $(1,u)$ and $(1,t)$ represent the same null subspace $(1,\lambda)$, with $\lambda \in O^n(1)$, defines an equivalence relation and its $2^n$ equivalence classes are

$$C_\lambda := \{ t \in O(n) : (1,t) \simeq (1,\lambda), \lambda \in O^n(1) \} \quad . \quad (33)$$

We can thus associate to a $M_n$ element (29) not only $\lambda \in O^n(1)$ but its whole equivalence class $C_\lambda$ representing it in all possible forms. Consequently we pass from $T'_{z_j}$ of (31) to superset $T_{z_j} \supset T'_{z_j}$ that widens the definition of the set of isometries induced by $z_j$. Since $T'_{z_j}$ contains in general $2^{n-k}$ isometries of $O^n(1)$ the corresponding superset $T_{z_j}$ will contain $2^{n-k}$ equivalence classes, namely with (33)

$$T_{z_j} = \bigcup_{\lambda \in T'_{z_j}} \mathbb{C}_\lambda \subset O(n) \quad . \quad (34)$$

and with this definition we can prove:

**Theorem 2.** A given SAT problem in $\mathcal{C}(\mathbb{R}^{n,n})$ (17) is unsatisfiable ($S = 0$) if and only if the isometries induced by its clauses (34) form a cover for $O(n)$:

$$\cup_{j=1}^m \mathcal{T}_{z_j} = O(n) \quad . \quad (35)$$

**Proof.** Let (35) hold, by (34) and elementary properties of equivalence classes $\cup_{j=1}^m \mathcal{T}'_{z_j} = O^n(1)$ and $S$ is unsatisfiable by Proposition 7. Conversely let $S$ be unsatisfiable, the thesis follows from Proposition 7 and (34). \[\square\]
This result gives an unsatisfiability test that verifies if the clauses $z_j$ induce a cover of $O(n)$. We just recall that $O(n)$ is a continuous group that form a compact, disconnected real manifold of dimension $n(n - 1)/2$ and that the two connected components are respectively $SO(n)$, with 1, and its coset given by $O(n)$ elements with determinant $-1$ [14].

An algorithm could test unsatisfiability checking if there are $O(n)$ elements not contained in $\bigcup_{j=1}^{m} T_{z_j}$ but now the continuity of $O(n)$ makes the situation more interesting with respect to the case of $O(n)(1)$ (32).

We give an argument that supports this claim: exploiting a parametrization of $O(n)$ elements we can transform the sets $\mathcal{T}$ (34) induced by clauses into subsets of the parameter space (for example to subsets of $[0, 2\pi)^{n(n-1)/2}$ in the case of decomposition in Givens rotations, bivectors in Clifford algebra) and search after $O(n)$ elements not contained in $\bigcup_{j=1}^{m} T_{z_j}$ in this parameter space. Any outcome of this search would become, with (33) [5], an element of $O^n(1)$ and a solution of the given SAT problem. This hints a path to follow that, even if challenging, appears to be a non beaten track heading to unexplored territories and a worthy subject for future research.

8 Conclusions

We have shown how neatly Boolean algebra can fit in Clifford algebra and this allows to look at Boolean problems, and at SAT in particular, from a different standpoint. A SAT problem in CNF (1) is easily ported in Clifford algebra by (17) and its algebraic expansion is a sum of primitive idempotents corresponding to DNF, a sum of Boolean atoms. The algebraic expansion reproduces faithfully the corresponding Boolean one that exploits the distributive properties of logical AND and OR and, if on one hand validates the perfect fit of Boolean algebra in $C\ell(R^{n,n})$, on the other hand has no significant computational advantages to offer.

Nevertheless once a problem is firmly expressed in Clifford algebra we can exploit algebra properties and Theorem 1 essentially says that a problem $S$ is unsatisfiable if and only if it has the maximally symmetric form of the scalars of the algebra. This yields a solution algorithm that is essentially a refinement of the well known Davis Putnam algorithm for SAT [4]. This result encourages to pursue further these studies at least since it provides a radically different interpretation of the Davis Putnam algorithm in term of projections in spinor spaces.

Successively we exploited the amazing one to one correspondence between seven apparently different topics, namely:

- the $2^n$ Boolean atoms of $n$ Boolean variables,
- the $2^n$ primitive idempotents of $C\ell(R^{n,n})$,
- the $2^n$ simple spinors of the Fock basis $\mathcal{F}$,
• the $2^n$ $h$ signatures of simple spinors in EFB (6) [2],
• the $2^n$ totally null subspaces of maximal dimension of $\mathbb{R}^{n,n}$,
• the $2^n$ elements of the abelian group $O^\mathbb{R}(1)$,
• the $2^n$ the equivalence classes (33) of the orthogonal group $O(n)$

to transform SAT problem between any of these forms in the unifying setting of $Ct(\mathbb{R}^{n,n})$, with the hope that they can shed some light in the intriguing relations occurring between them.

Subsequent Theorem 2 exploits pivotal Proposition 8, a peculiar property of null subspaces of $\mathbb{R}^{n,n}$ thoroughly discussed in [5], showing that an unsatisfiable SAT problem induces a cover of the continuous group $O(n)$ porting the arena to the real manifold of dimension $n(n-1)/2$ of the group.

We conclude recalling that any $t \in O(n)$ is represented by either an orthogonal matrix of $\mathbb{R}(n)$ or by a matrix of $\mathbb{R}(2^n)$ corresponding respectively to its vectorial and spinorial representations. We introduced a SAT encoding that refers naturally to matrices of the spinorial representation but that could also be transferred to the, much more manageable, matrices of the vectorial representation this being another topic for future investigations.
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