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Abstract—This paper proposes a rate-profile construction method for polarization-adjusted convolutional (PAC) codes of any code length and rate, which is capable of maintaining trade-off between the error-correction performance and decoding complexity of PAC code. The proposed method can improve the error-correction performance of PAC codes while guaranteeing a low mean sequential decoding complexity for signal-to-noise ratio (SNR) values beyond a target SNR value.
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I. INTRODUCTION

Polarization-adjusted convolutional (PAC) codes are a new class of linear codes that combine polar and convolutional coding [1]. Benefiting from channel polarization and convolutional coding, PAC codes outperform both polar codes and convolutional codes (CCs) for short block lengths and certain code rates [2].

The first step of encoding of PAC codes is to insert a source data of length $K$ into a data carrier word of length $N$ in accordance with a data index set $A$. The data index set $A$ is also known as the rate profile of PAC codes with a code rate of $R = K/N$. We refer to the selection of $K$ indices out of $N$ possible indices as the rate-profile construction.

The rate-profile construction plays an important role on error-correction performance and computational complexity of PAC codes. Two well known rate profiles for PAC codes are polar and Reed-Muller (RM) rate profiles [1]. Under sequential decoding, when using polar rate profile, PAC codes have low computational complexity, but suffer from poor error-correction performance, whereas using RM rate profile, improves the error-correction performance of PAC codes, but increases its computational complexity [1].

Sequential decoding [3] is a depth-first tree search algorithm. Two well known sequential algorithms are Fano [4] and stack algorithms [5], [6]. During a decoding session, stack algorithm visits each node at most once, but requires relatively large storage capacity, whereas the Fano algorithm may have repeated visits for nodes, but requires lower memory. Due to its low memory requirement, the Fano decoding is more favorable for practical hardware implementations of PAC codes [7]. Since both algorithms eventually choose the same paths on the decoding tree, the set of nodes visited by Fano and stack algorithms are identical [8]. In this paper, we use Fano algorithm in our simulations.

One drawback of sequential decoding is its variable search complexity which heavily depends on the channel cutoff rate $R_0$. For CC codes with code rates above channel cutoff rate ($R > R_0$), the search complexity of sequential decoder increases exponentially, whereas for $R < R_0$, sequential decoder has a finite search complexity. Similar to the sequential decoding of conventional CCs, sequential decoding of PAC codes has a variable computational complexity and suffers from a cutoff rate phenomenon [2].

Taking advantage of cutoff rate phenomenon, we introduce a Monte-Carlo based rate-profile construction method for PAC codes for which the mean computational complexity of sequential decoder is guaranteed to be finite for SNR values above a target SNR. The simulation results confirm this statement and show an error-correction performance improvement for PAC codes constructed with our proposed method.

In this paper, vectors are denoted by boldface letters. We use $u^i$ to indicate subvector $(u_1, \ldots, u_i)$. For any subset $A$ of indices $\{1, 2, \ldots, N\}$ its cardinality is denoted by $|A|$ and its complement is expressed by $A^c$. The subvector $u_A$ represents $(u_i : i \in A)$. We define a 1-bit quantization function $q(x, \delta)$ as

$$q(x, \delta) := \begin{cases} 1, & \text{if } x \geq \delta, \\ 0, & \text{otherwise}, \end{cases}$$

where $0 < \delta < 1$.

The remainder of this paper is organized as follows. Section II briefly reviews the channel polarization phenomenon. Section III gives an overview of PAC coding scheme. In section IV, a rate-profile construction method for PAC codes is introduced. Section V provides simulation results. Finally, section VI concludes this paper.

II. CHANNEL POLARIZATION

Channel polarization is the operation of receiving $N$ independent copies of a binary-input discrete memoryless channel (B-DMC) and producing $N$ new channels that show polarization effect such that the individual capacities of new (polarized) channels approach either 0 or 1, asymptotically [9]. Let $W : \mathcal{X} \rightarrow \mathcal{Y}$ denote a B-DMC with an arbitrary output alphabet $\mathcal{Y}$. The channel transition probability is defined by $W(y|x)$, where $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. The polarized bit-channels $W_N^{(i)}$ are defined as $W_N^{(i)} : \mathcal{X} \rightarrow \mathcal{Y} \times \mathcal{X}^{i-1}$ for $1 \leq i \leq N$. 
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One important parameter of bit-channel $W_N^{(i)}$ is the Bhattacharyya parameter which is defined as

$$Z(W_N^{(i)}) = \sum_{y \in \mathbb{F}_2} \sum_{u^{-1} \in \mathbb{F}_2^{K-1}} \sqrt{W_N^{(i)}(y, u^{-1}, |0|)W_N(y, u^{-1}, |1|)},$$

from which the bit-channel cutoff rate $E_0(1, W_N^{(i)})$ can be obtained by

$$E_0(1, W_N^{(i)}) = 1 - \log_2 \left( 1 + Z(W_N^{(i)}) \right).$$

For AWGN channel, bit-channel Bhattacharyya parameters can be obtained using methods such as Gaussian approximation [10].

III. PAC CODING SCHEME

Fig. 1 shows a block diagram of PAC coding scheme. For a $(N, K, A, T)$ PAC code, the parameters $N$ and $K$ are codeword and message lengths, respectively, $A$ is the rate profile, and $T$ is an upper-triangular Toeplitz matrix constructed with a connection polynomial $g$. $d$ is the message generated uniformly at random over all possible source data of length $K$ in a binary field $\mathbb{F}_2$. The data insertion block maps these $K$ bits into a data carrier vector $v$ in accordance with the data set $A$, thus inducing a code rate of $R = K/N$. More precisely, $v$ is obtained by $v_A = d$ and $v_{A^c} = 0$. The bits that are fixed to zero are called frozen bits, and the rest are called information bits. Then $v$ is sent to the convolutional encoder and encoded as $u = vT$. Then $u$ is transformed into $x$ with standard polar transformation $x = uF_{\otimes n}$, where $F_{\otimes n}$ is the $n$th kroneker power of $F = [1 \ 0 \ 1]$ with $n = \log_2 N$. After polar transformation, $x$ is sent through the channel. Polar demapper receives channel output $y$ and previously decoded bits and calculates the log-likelihood ratio (LLR) value of current bit $z_i$. Finally, the sequential decoder outputs an estimate of carrier word $\hat{v}$, from which the $K$-bits data can be extracted according to $A$ [1].

IV. MONTE CARLO CONSTRUCTION OF PAC CODES

The mean computational complexity of sequential decoding of CCs is finite for the code rates below the channel cutoff rate (i.e. $R < E_0(1, W)$) [11, p. 279]. Note that the CC of PAC codes sees a polarized channel with bit-channel cutoff rate $E_0(1, W_N^{(i)})$ and has a time-varying code rate. For this reason, the condition of having finite mean computational complexity of CCs may be extended to PAC codes as

$$lR_l < \sum_{i=1}^l E_0(1, W_N^{(i)})$$

for all $1 \leq l \leq N$, where $R_l = \frac{\lambda_l}{\lambda}$ with $\lambda_l$ being the number of information bits in the first $l$ bits of $v$ [12].

Due to the existence of memory in CCs, for a CC of memory size $m$ and rate $1/b$, each bit of message can affect up to $b(m+1)$ bits of output vector and an error in a bit may introduce burst errors of length up to $b(m+1)$ [3, p. 416]. Similarly, due to the existence of polarized channel with memory of $N$, the occurrence of burst errors up to length $N$ are possible for PAC codes. For this reason, if the first bit error (FBE) occurs at index $i$, the following bits from $i+1$ to $N$ will be decoded wrongly with a high probability. Fig. 2 shows the average fraction of the subsequent bits after FBE that are decoded wrongly for a PAC(256, 128) code. These values are extracted from $10^4$ decoding failures of PAC(256, 128) code with polar and RM-Polar rate profiles. The polar rate profile is obtained by choosing the $K$ most reliable indices evaluated at $E_b/N_0 = 2.5$ dB [9]. To form the RM-Polar rate profile, first, all 93 row indices of matrix $F_{8,8}$ with Hamming weights more than or equal to 32 are selected. Then, out of the 70 rows of $F_{8,8}$ with weights equal to 16, 35 row indices with the highest reliabilities are selected [13]. As this figure illustrates, at all the simulated SNR values, more than half of the subsequent bits of FBE are decoded wrongly for both of the rate profiles.

Considering the condition (3) and the results of Fig. 2, it is possible to construct a rate profile $A$ that results in a relatively good error-correction performance while guaranteeing low mean decoding complexity for SNR values beyond a desired SNR value. To achieve this goal, we propose the following Monte Carlo (MC) procedure for a PAC code of length $N$, code rate $R$, and quantization level $\delta$.

1) Choose a target SNR value which satisfies $NR < \sum_{i=1}^N q(E_0(1, W_N^{(i)}), \delta)$. 

![Fig. 1. Block diagram of PAC coding scheme.](image1)

![Fig. 2. Error frequency of subsequent bits of FBE for PAC(256, 128) code.](image2)
TABLE I
RATE PROFILES.

| \( (N, K) \) | \( E_b/N_0 \) (dB) | Rate profile \( \alpha \) (hexadecimal) |
|-----------|----------------|---------------------------------|
| (256, 128) | 1.5            | 00000000000001170001013F037F2FF000107F7FF17F7FFFFFFF |
|           | 2.5            | 0000001001011F0001037F077F7FF001037F177F7FFFFFFF |
|           | 3              | 000001001013F0001037F077F7FF001077F177F7FFFFFF |
| (64, 32)  | 3              | 0001017F017F7FF |
|           | 5              | 000707F031F17FF |

Fig. 3. PAC(256, 128) code rate profiles.

2) Construct a rate profile \( \mathcal{A} \) such that \( i \in \mathcal{A} \) if \( q(E(1, W^{(i)}_N), \delta) = 1 \) for \( i = 1, \ldots, N \).

3) Construct an all-zero vector \( \mathbf{h} = (h_1, \ldots, h_N) \) to store FBE index frequencies.

4) Run Monte Carlo simulation for a PAC\( (N, |\mathcal{A}|, \mathcal{A}, \mathbf{T}) \) code. At the end of each iteration of Monte Carlo simulation, find \( j \) such that \( j = \min(i) : v_i \neq \hat{v}_i \) and update \( \mathbf{h} \) by \( h_j \leftarrow h_j + 1 \).

5) Find the index \( j \) of maximum element of \( \mathbf{h} \) and remove \( j \) from \( \mathcal{A} \).

6) If \( |\mathcal{A}| > K \), go to step 3.

7) Return \( \mathcal{A} \).

Step 1 follows (3) and guarantees a low mean computational complexity for the sequential decoder of the PAC code for the SNR values beyond the target SNR. Step 4 is inspired from the results of Fig. 2 and aims to obtain a good error-correction performance by avoiding the assignment of message to those indices of data carrier vector \( \mathbf{v} \) that are highly probable to be FBE (hence, reduces the burst error occurrence frequency).

V. SIMULATION RESULTS

This section provides simulation results for PAC\( (256, 128) \) and PAC\( (64, 32) \) codes with the rate profiles obtained by our proposed method. These results are obtained using Fano decoder with connection polynomial \( g = 3211 \), threshold spacing \( \Delta = 2 \), and metric function of [12] over binary-input additive white Gaussian noise channel.

We compare the decoding complexity of Fano decoder with different rate profiles by a random variable \( \Theta \), which counts the number of times each bit is visited by the decoder during a decoding session [3, p. 444]. We are primarily interested in the expectation of \( \Theta \) per bit (i.e. \( E(\Theta)/N \)), which we call average number of visits (ANV) and estimate it by computing the empirical mean of \( \Theta \) over a sufficiently large number of simulation runs and dividing the result by code length \( N \).

For PAC\( (256, 128) \) code, three different rate profiles are obtained using our proposed construction method with \( \delta = 0.5 \) and \( E_b/N_0 = 1.5, 2.5 \) and 3 dB. For these SNR values, at step 2 of algorithm, \( |\mathcal{A}| \) is 144, 165 and 176, and to obtain the final rate profile the algorithm runs for 16, 37 and 48 iterations, respectively. Table IV provides the obtained rate profiles. For compact representation of the rate profiles, we use a binary vector \( \alpha \) of length \( N \) such that \( \alpha_i = 1 \) if \( i \in \mathcal{A} \) and \( \alpha_i = 0 \), otherwise, for \( 1 \leq i \leq N \).

Fig. 3 compares the obtained rate profiles (labeled with MC-) with the rate profiles of bit-channel cutoff rates at \( E_b/N_0 = 1 \) and 2 dB. As shown in this figure, due to step 1 of algorithm, the resulting rate profile always lies below the cutoff-rate profile at the target SNR. However, due to step 5, depending on the value of \( N \) and \( K \), the final rate profile may fall below the cutoff-rate profiles at even smaller SNR values. For example, because of the removal of 48 indices from the cutoff-rate
profile at 3 dB. MC-3dB profile falls below the cutoff-rate profile at 2 dB. This figure also plots RM-Polar rate profile constructed at $E_b/N_0 = 2.5$ dB which lies on the cutoff-rate profile at 1 dB.

Fig. 4 compares the FER and ANV performances of PAC(256, 128) codes constructed at $E_b/N_0 = 1.5, 2.5$ and 3 dB. Also plotted is the random-coding union (RCU) bound [14]. The MC-1.5dB rate profile results in a FER performance similar to the one of RM-Polar rate profile. As the construction SNR increases, the number of candidate indices in step 2 increases as well, which provides a wider range of indices for step 4 to evaluate. Hence, increasing the construction SNR can increase the error correction performance of PAC code. For this reason, MC-2.5dB performs better than MC-1.5dB and MC-3dB performs better than other both. The MC-3dB rate profile has approximately 0.5 dB gain at FER $= 10^{-3}$ compared to RM-Polar rate profile.

Obviously, increasing the construction SNR may shift the low mean computational decoding region to higher SNR values. This effect is illustrated by ANV curves in Fig. 4. Since RM-Polar and MC-1.5dB both lie on cutoff-rate profile at 1 dB (Fig. 3), they both result in a low mean computational complexity beyond $E_b/N_0 = 1$ dB. On the other hand, MC-2.5dB and MC-3dB lie below cutoff-rate profile at 2 dB (Fig. 3) and thus have low ANV for SNR values beyond $E_b/N_o = 2$ dB.

For PAC(64, 32) code, two different rate profiles are obtained using MC construction method with $\delta = 0.5$ and $E_b/N_0 = 3$ and 5 dB. At step 2 of algorithm, $|A|$ is 42 and 53, and to obtain the final rate profile the algorithm runs for 10 and 21 iterations, respectively. Table IV provides the obtained rate profiles.

Fig. 5 plots the obtained rate profiles and compares them with the rate profiles of bit-channel cutoff rates at $E_b/N_0 = 1.1$ and 3 dB. Similar to PAC(256, 128), even though MC-5dB is constructed at $E_b/N_0 = 5$, the final rate profile falls below the cutoff-rate profile at 3 dB because of the removal of 21 indices from initial rate profile. The RM-Polar and MC-3dB rate profiles lie below the cutoff rate profile at $E_b/N_0 = 1.1$ dB.

Fig. 6 compares the FER and ANV performances of PAC(64, 32) codes constructed at $E_b/N_0 = 3$ and 5 dB. The MC-3dB and RM-Polar rate profile have similar FER and ANV performances. Since they both lie on cutoff-rate profile at 1.1 dB (Fig. 5), they both result in a low mean computational complexity beyond $E_b/N_0 = 1.1$ dB. Compared to MC-3dB, the FER performance of MC-5dB is closer to RCU bound but this improvement of FER performance comes at a cost of increased decoding complexity. The MC-5dB lies below cutoff-rate profile at 3 dB (Fig. 5) and thus has a low ANV for SNR values beyond $E_b/N_o = 3$ dB.

Notice that compared to PAC(256, 128), the ANV values of PAC(64, 32) are significantly smaller. For this reason, list decoding of PAC(64, 32) code with a small list size is feasible. The FER performance of list decoding of PAC(64, 32) code with MC and RM-Polar rate profiles and list sizes of 16 and 32 is plotted in Fig. 6. To implement the list decoder for PAC codes we used the algorithm introduced in [15]. As the list size increases, the FER performance of list decoding of PAC(64, 32) code converges to the one of Fano decoding of PAC(64, 32) code for both MC-5dB and RM-Polar rate profiles. Similar to Fano decoding, the list decoding of PAC(64, 32) code has approximately 0.5 dB gain at FER $= 10^{-3}$ when using MC-5dB.

VI. CONCLUSION

In this paper, we proposed a rate-profile construction method for PAC codes, which is capable of maintaining tradeoff between the error-correction performance and decoding complexity. This method aims to improve the FER performance of PAC codes while guaranteeing a low mean sequential decoding complexity for SNR values beyond a target SNR.
Compared to RM-Polar rate profiles, simulation results showed 0.5 dB coding gain at FER = 10^{-3} for PAC(256, 128) and PAC(64, 32) codes constructed with our proposed rate profiles. Our proposed rate-profile construction method can be applied to any pre-transformed polar code by replacing the generator (Toeplitz) matrix of the CC with a desired matrix. Also, by replacing the generator matrix of CC by an identity matrix, this method can be applied to conventional polar codes.
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