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Abstract—For data communications over long distances, optical wireless satellite networks (OWSNs) can offer lower latency than optical fiber terrestrial networks (OFTNs). However, when is it beneficial to switch or crossover from an OFTN to an OWSN for lower latency data communications? In this work, we introduce a crossover function that enables to find the crossover distance, i.e., a distance between two points on the surface of the Earth beyond which switching or crossing over from an OFTN to an OWSN for data communications between these points is useful in terms of latency. Numerical results reveal that a higher refractive index of optical fiber (or i) in an OFTN and a lower altitude of satellites (or h) in an OWSN result in a shorter crossover distance. To account for the variation in the end-to-end propagation distance that occurs over the OWSN, we examine the crossover function in four different scenarios. Numerical results indicate that the crossover distance varies with the end-to-end propagation distance over an OWSN and is different for different scenarios. We calculate the average crossover distance over all scenarios for different h and i and use it to evaluate the simulation results. Furthermore, for a comparative analysis of OFTNs and OWSNs in terms of latency, we study three different OFTNs having different refractive indices and three different OWSNs having different satellite altitudes in three different scenarios for long-distance inter-continental data communications, including connections between New York and Dublin, Sao Paulo and London, and Toronto and Sydney. All three OWSNs offer better latency than OFTN2 (with \(i_2 = 1.3\)) and OFTN3 (with \(i_3 = 1.4675\)) in all scenarios. For example, for Toronto–Sydney connection, OWSN1 (with \(h_1 = 300\) km), OWSN2 (with \(h_2 = 550\) km) and OWSN3 (with \(h_3 = 1,100\) km) perform better than OFTN2 by 18.11%, 16.08%, and 10.30%, respectively, while they provide an improvement in latency of 27.46%, 25.67%, and 20.54%, respectively, compared to OFTN3. The OWSN1 performs better than OFTN1 (with \(i_1 = 1.1\)) for Sao Paulo–London and Toronto–Sydney connections by 2.23% and 3.22%, respectively, while OWSN2 outperforms OFTN1 for Toronto–Sydney connection by 0.82%. For New York–Dublin connection, all OWSNs while for Sao Paulo–London connection, OWSN2 and OWSN3 exhibit higher latency than OFTN1 as the corresponding average crossover distances are greater than the shortest terrestrial distances between cities in these scenarios. Multiple satellites (or laser inter-satellite links) on its shortest paths drive up the propagation distance to the extent that OWSN3 ends up with a higher latency than OFTN1 for the Toronto–Sydney inter-continental connection scenario although the related average crossover distance is less than the shortest terrestrial distance between Toronto and Sydney. The challenges related to OWSNs and OFTNs that may arise from this work in future are also highlighted.

Index Terms—Crossover distance, crossover function, LEO, network latency, optical fiber terrestrial networks, optical wireless satellite networks, satellite constellations.

I. INTRODUCTION

OPTICAL wireless satellite networks (OWSNs), also known as free-space optical satellite networks, will be created in space by employing laser inter-satellite links (LISLs) between satellites in upcoming low Earth orbit (LEO) or very low Earth orbit (VLEO) satellite constellations, like SpaceX’s Starlink [1] and Telesat’s Lightspeed [2]. The LISLs [3], also known as optical inter-satellite links, will be essential in ensuring low-latency paths (or routes) within the OWSN [4], [5]. Without LISLs, a long-distance inter-continental data communications connection between two cities, such as New York and Dublin, will have to bounce up and down between ground stations and satellites, and this will negatively affect latency of the satellite network.

The provision of long-distance low-latency data communications could be the primary use case of an OWSN that is created by using LISLs in an upcoming LEO/VLEO satellite constellation like Phase I of Starlink [6]. An OWSN can offer such type of communications as a premium service to the financial hubs around the globe, and such a use-case can be beneficial in recovering the cost of deploying and sustaining such satellite networks. In high-frequency trading (HFT) of stocks at the stock exchange, a one millisecond advantage can translate into $100 million a year in revenues for a major brokerage firm [7]. An advantage of a few milliseconds in HFT could mean billions of dollars of revenues for these firms. Technological solutions in the form of communications networks that can provide lower latency data communications are being highly coveted by such firms, and a low-latency OWSN could be the ideal solution.

Unlike optical fiber terrestrial networks (OFTNs) where data is sent using a laser beam over a guided medium, i.e., optical fiber, data communications in OWSNs takes places over LISLs by using laser beams between satellites over an unguided medium, i.e., vacuum of space. The refractive index of a medium indicates the speed of light through that medium, and a higher refractive index means a slower transmission of light [8]. Optical fibers typically have a refractive index of approximately 1.5. This means that the speed of light in an optical fiber is approximately \(c/1.5\), where \(c\) is the speed of light in vacuum [9]. This translates into speed of light in vacuum being approximately 50% higher than the speed of light in optical fiber. This has significant implications, and the higher speed of light in OWSNs operating in the vacuum of space gives them a critical advantage over OFTNs in terms of latency for long-distance data communications.

The delay from source to destination in the network is
composed of transmission delay, processing delay, queueing delay, and propagation delay [10]. For optical communications in OFTNs or OWSNs over optical fiber or vacuum of space, propagation delay is the delay arising from the transmission of the optical signal along the medium. It is directly proportional to the distance between the source and the destination and becomes very significant in long-distance data communications [11]. In this work, we study the latency of OWSNs and OFTNs, and we define latency (or end-to-end network latency) as the propagation delay from the source to the destination.

Firstly, we propose a crossover function for data communications between two points on the surface of the Earth over an OFTN and an OWSN. The crossover function is then used to calculate the crossover distance that indicates when switching or crossing over from an OFTN to an OWSN can be beneficial for data communications in terms of latency. The crossover function and thereby the crossover distance depend upon the refractive index of the optical fiber in an OFTN and the altitude of satellites in an OWSN. From numerical results, we observe that a higher optical fiber refractive index and a lower altitude of satellites result in a shorter crossover distance.

We examine crossover function in four different scenarios to account for the different end-to-end propagation distances that occur over the OWSN due to the orbital movement of satellites with time. The end-to-end propagation distance over an OWSN is smallest in Scenario 3, increases in Scenario 1, increases further in Scenario 4, and is largest in Scenario 2. The numerical results show that the crossover distance varies with the end-to-end propagation distance over an OWSN; it is minimum for Scenario 3, it is higher for Scenario 1 as compared to that for Scenario 3, it is more for Scenario 4 than that for Scenario 1, and it is maximum for Scenario 2. We calculate the average crossover distance over all scenarios for different altitudes of satellites and different refractive indices. We later use the average crossover distance to evaluate the simulation results.

Next, we investigate the impact on latency of different optical fiber refractive indices in OFTNs and different altitudes of satellites in OWSNs and conduct a comparative analysis of these networks. To this end, we consider three different OFTNs with different refractive indices and three different OWSNs having different satellite altitudes, and compare them in terms of latency under three different scenarios for long-distance inter-continental data communications, including connections between New York and Dublin, Sao Paulo and London, and Toronto and Sydney. For this comparison, we use Starlink’s Phase I constellation and LISLs between satellites to simulate an OWSN. Using three different altitudes of satellites for this constellation including 300 km, 550 km, and 1,100 km, we simulate the three different OWSNs. We consider 1.1, 1.3, and 1.4675 as the refractive indices for the three different OFTNs. Note that 1.4675 [12] is assumed as the refractive index for one of these OFTNs since it is the refractive index of existing long-haul submarine optical fiber cables that provide inter-continental connectivity. Optical fiber refractive indices may be reduced in future due to advancements in the optical fiber technology and thereby we consider OFTNs with lower refractive indices of 1.3 and 1.1 as well.

For each scenario, we find minimum-latency paths between cities over these six different networks. From the results, we observe that all three OWSNs outperform the OFTN with a realistic refractive index of 1.4675 as well as the OFTN with a refractive index of 1.3 in terms of latency in all scenarios. The OWSN operating at 300 km altitude performs closely to the OFTN with a refractive index of 1.1 for the New York–Dublin connection and outperforms it for the Sao Paulo–London and Toronto–Sydney connections while the OWSN at 550 km altitude offers lower latency than this OFTN for the Toronto–Sydney connection. Within all scenarios, it is observed that the lower the refractive index of an OFTN or the lower the altitude of satellites in an OWSN, the lower the latency of a network. For data communications in different scenarios over a network, it is seen that the greater the inter-continental distance between cities, the higher the latency of a network. Preliminary work in this regard has appeared in [13].

Unlike LISLs that are established between satellites in the vacuum of space, laser uplink (i.e., laser link between a ground station and a satellite) and laser downlink (i.e., laser link between a satellite and a ground station) communication suffers from atmospheric attenuation, such as Mie scattering and geometrical scattering [14], as the laser beam propagates through Earth’s atmosphere. This attenuation affects the performance of uplink and downlink communication and can even disrupt this communication on days when the line-of-sight between a ground station and the overhead satellite is blocked by cloudy weather. A possible solution to deal with link outage caused by adverse weather conditions is site diversity, which involves selecting the best ground station that provides the best channel conditions [15]. Another possible solution, referred to as hybrid radio frequency and free-space optical communication, consists of using radio frequency link in combination with free-space optical (or laser) link and selecting one of them for uplink and downlink communication depending on the weather conditions [16]. Note that the focus of the work in our paper is on latency in OFTNs and OWSNs and investigating link outage in laser uplink and laser downlink communication and its possible solutions are out of the scope of this work.

The rest of the paper is organized as follows. The related work along with some use cases and the motivation of this work are discussed in Section II. Section III presents crossover functions for the different scenarios and the related numerical results. Our methodology for calculating latency of an inter-continental connection between cities over an OFTN and an OWSN is given in Section IV. Section V presents results for the comparison of different OFTNs and different OWSNs in terms of latency. Conclusions are summarized in Section VI. Section VII highlights future challenges.

II. Motivation

In addition to providing an ideal solution for low-latency long-distance inter-continental data communications for HFT between stock exchanges around the globe, OWSNs can also be beneficial in other scenarios. In one such use case, an OWSN can help in extending broadband Internet to rural
and remote areas when integrated as a backbone with the existing 4G/5G networks. The OWSN can provide a backhaul network to connect the 4G/5G access networks in rural and remote areas to their core network. By providing the ability to connect any two points on Earth over the OWSN arising from employing LISLs between satellites in their upcoming satellite constellation Lightspeed, Telstar plans to enable the provision of broadband Internet to underserved and unserved communities and individuals in rural and remote areas. Telstar has already successfully demonstrated this use case for Internet backhauling with TIM Brasil – an Internet Service Provider – in their 4G network where a Lightspeed’s Phase I satellite was used to connect remote communities in Brazil to the Internet by linking TIM Brasil’s access network to its core [17].

In another use case for OWNS, the European Space Agency’s High thRoughput Optical Network (HydRON) project is targeting a “Fiber in the Sky” network in space [18]. The goal of this project is to enable an all-optical transport network in space. It will utilize all-optical payloads interconnected via Tbps optical inter-satellite links to realize a true “Fiber in the Sky” network. The HydRON system is expected to have the following main functionalities: bidirectional very high-capacity laser inter-satellite links and reliable very high-capacity optical feeder links; interface compatibility with RF/optical customer payloads for traffic distribution/collection to/from these payloads; on-board fast transparent optical switching and on-board fast regenerative electrical switching; and network optimization using artificial intelligence [19].

Developing a better understanding of latency in satellite networks arising from upcoming LEO/VLEO satellite constellations has been the focus of the research community [4], [5], [13], [20]–[27]. A study has investigated the use of ground-based relays as a substitute of inter-satellite links to provide low-latency communications over satellite networks [4]. It is concluded that lower latency is achieved when inter-satellite links are used between satellites in a satellite constellation at 550 km altitude than using ground stations as relays. It is reported in a study that inter-satellite links substantially reduce latency variations in the satellite network [5]. A simulator for studying different parameters, including latency, of satellite networks arising from upcoming LEO/VLEO satellite constellations has been developed [20]. It is stated in [21] that a satellite network using inter-satellite links within a satellite constellation can provide lower latency than an OFTN for data communications over long distances greater than 3,000 km.

It is mentioned that a dense small satellite network (i.e., a satellite network arising from a satellite constellation consisting of hundreds of satellites, such as Starlink and Lightspeed) has the potential to provide lower latency than any terrestrial network of comparable length due to the higher speed of light in free space than in optical fiber [22]. It is further stated that although the target latency of 1 ms for 5G cellular systems cannot be directly attained with the help of a dense small satellite network, it may indirectly support 5G networks in decreasing latency by offering alternate backhaul. Considering the very narrow beam divergence of optical communications between satellites, the architecture of two different satellite networks consisting of 120 and 1,600 satellites, respectively, is evaluated with respect to satellite antenna steering capability and satellite visibility [23]. Guidelines are given for designing a visibility matrix for the time-varying satellite topology. The proposed approach shows better performance than the classical approach of pre-assigned links in terms of end-to-end link distance.

It is noted that the low altitude of LEO satellites compared to medium Earth orbit and geostationary Earth orbit satellites enables users to experience a round-trip delay that is similar to the one on terrestrial links [24]. It is also mentioned that due to the ultra-dense topology of a LEO satellite network, a terrestrial satellite terminal has multiple LEO satellites to choose from and tends to select the shortest terrestrial satellite terminal-to-satellite link to reduce the propagation delay for the access part of the satellite network. The network delay has been analyzed in a multihop satellite network, where the satellites are modelled as a queue network connected in series [25]. The network delay is modelled as a function of the system utilization load, and it is observed that the network delay increases with the system utilization load. Insights are provided for designing multihop satellite networks for latency-sensitive applications.

A study considers a hypothetical constellation of 1,600 LEO satellites in 40 orbital planes with 40 satellites in each orbital plane at 550 km altitude and 53º inclination, and shows a median round trip time improvement of 70% with the satellite network based on this constellation when comparing with Internet latency [26]. However, this cannot be considered a fair comparison as it overly favors the satellite network. Delays due to sub-optimal routing, congestion, queueing, and forward error correction are not considered in the satellite network while such delays are counted in measuring Internet latency. In our work, a comparison of an OWNS and an OFTN may be favorable to the OFTN. We consider the shortest distance between two cities over an OFTN along the Earth’s surface, which is not the case in reality. An OFTN cannot provide the closest point path along surface of the Earth between cities in different continents. Note that long-haul submarine optical fiber cables are laid along paths that avoid earthquake prone areas and difficult seabed terrains with high slopes instead of following the shortest path to connect two points on Earth’s surface [28].

In an earlier work on the use of free-space optics for next-generation satellite networks, we investigate a use case that checks the suitability of OWNS for providing low-latency communications over long distances as their primary service [27]. It is shown that an OWNS operating at 550 km altitude can outperform an OFTN in terms of latency when data communications takes place over distances that are greater than 3,000 km. In preliminary work [13], we built on our work in [27] and studied the latency of OWNS versus OFTNs in realistic scenarios. Unlike any previous work in the literature, we introduce a novel crossover function in this work and subsequently use it to calculate the crossover distance, i.e., a parameter which indicates when to crossover from an OFTN on Earth to an OWNS in space for lower latency data communications. Furthermore, we study the impact on latency...
of different optical fiber refractive indices in OFTNs and different altitudes of satellites in OWSNs in different scenarios for long-distance inter-continental data communications and conduct a comparative analysis of these networks in terms of latency. To the best of our knowledge, such a study does not exist in the literature.

III. CROSSOVER FUNCTION

The crossover function can be defined as a function that can be used towards deciding whether to send the data traffic over the OFTN or the OWSN, i.e., when switching or crossing over from one network to the other is beneficial for data communications in terms of latency. In the following, we present this crossover function in four different scenarios.

A. Scenario 1

Let us consider the first scenario (i.e., Scenario 1) shown in Fig. 1, where the Earth is shown in blue color, two points A and B on the surface of the Earth are shown in green color and two LEO satellites X and Y at altitude h are shown in yellow color. Let us assume that A and B can communicate over optical fiber along the Earth’s surface in the OFTN and these points also have the option to communicate using satellites X and Y in the OWSN.

![Fig. 1. Scenario 1 illustrating end-to-end propagation distance between A and B over the OFTN and the OWSN. Earth is shown in blue color, points A and B (which can be optical fiber relay stations in the OFTN or ground stations in the OWSN) on the surface of the Earth are shown in green, and LEO satellites X and Y in space are shown in yellow. The dashed circle indicates the orbit of the satellites and the point O represents the center of the Earth.](image)

Let \( \theta \) be the angular spacing in degrees between A and B and between X and Y. The distance between O and A is equal to the radius of the Earth and is denoted as \( R \). The distance between O and X is equal to \( R + h \) and is denoted as \( r \).

For the OFTN, the end-to-end propagation distance between A and B on this network is equal to the length of the optical fiber along the surface of the Earth between A and B. This is equal to the length of the arc \( AB \) and is given by

\[
d_{AB,OFTN} = 2\pi R \left( \frac{\theta}{360} \right).
\]

Note that a LISL between two satellites in the OWSN propagates in a straight line between these satellites and not along an arc.

Unlike the OFTN where the propagation distance is calculated along an arc, the propagation distance between X and Y on the OWSN is length of the straight line between these satellites. This is equal to the length of the chord XY and is given by

\[
d_{XY,OWSN} = 2\sin \left( \frac{\theta}{2} \left( \frac{\pi}{180} \right) \right).
\]

Substituting \( r = R + h \) in (2), we get

\[
d_{XY,OWSN} = 2 (R + h) \sin \left( \frac{\theta}{2} \left( \frac{\pi}{180} \right) \right).
\]

When the data communications between A and B takes place over the OWSN, this incurs an extra propagation distance \( h \) for uplink (i.e., the distance between A and satellite X) as well as an extra propagation distance \( h \) for downlink (i.e., the distance between satellite Y and B). Now the end-to-end propagation distance between A and B for data communications over the OWSN in Scenario 1 can be calculated as

\[
d_{AB,OWSN} = 2h + 2(R + h) \sin \left( \frac{\theta}{2} \left( \frac{\pi}{180} \right) \right).
\]

Let \( i \) be the refractive index of optical fiber in the OFTN and \( c \) be the speed of light in vacuum. Then, the end-to-end latency (or propagation delay) for the end-to-end propagation distance \( d_{AB,OFTN} \) over the OFTN is given by

\[
t_{AB,OFTN} = d_{AB,OFTN} \left( \frac{i}{c} \right).
\]

Substituting \( d_{AB,OFTN} \) in (5), we get

\[
t_{AB,OFTN} = 2\pi R \left( \frac{\theta}{360} \right) \left( \frac{i}{c} \right).
\]

Similarly, the end-to-end latency for the end-to-end propagation distance \( d_{AB,OWSN} \) over the OWSN is given by

\[
t_{AB,OWSN} = \frac{d_{AB,OWSN}}{c}.
\]

Substituting \( d_{AB,OWSN} \) in (7), we get

\[
t_{AB,OWSN} = \frac{2h + 2(R + h) \sin \left( \frac{\theta}{2} \left( \frac{\pi}{180} \right) \right)}{c}.
\]

Crossover function is the ratio of the end-to-end latencies over the two networks and is given by

\[
f_{crossover}(\theta) = \frac{t_{AB,OFTN}}{t_{AB,OWSN}}.
\]

Substituting \( t_{AB,OFTN} \) and \( t_{AB,OWSN} \) in (9) and after cancelling \( c \) in the numerator and the denominator, we get crossover function for Scenario 1 as

\[
f_{1,crossover}(\theta) = \frac{\frac{2h + 2(R + h) \sin \left( \frac{\theta}{2} \left( \frac{\pi}{180} \right) \right)}{2\pi R \left( \frac{\theta}{360} \right) (i)}}{2\pi R \left( \frac{\theta}{360} \right) (i)}.
\]
Let $r_{gs}$ denote the range of ground stations at points $A$ and $B$ and $\varepsilon$ represent the elevation angle between $A$ and satellite $X$ or $B$ and satellite $Y$. For a given elevation angle $\varepsilon$, the range of a ground station (also known as slant range between a ground station and a satellite) can be calculated using [29]

$$
    r_{gs} = R \left[ \sqrt{\left( \frac{R + h}{R} \right)^2 - \cos^2(\varepsilon) - \sin(\varepsilon)} \right],
$$

(11)

where $R$ is the radius of the Earth and $h$ is the altitude of the satellites in the constellation. The crossover function in (10) can then be written as

$$
    f_{i, \text{crossover}}(\theta) = \frac{2r_{gs} + 2(R + h) \sin \left( \left( \frac{\theta}{2} \right) \left( \frac{\pi}{180} \right) \right)}{2\pi (\frac{\theta}{360})(i)}.
$$

(12)

Substituting $r_{gs}$ in (12), we get (13). In this scenario, the satellites are assumed to be exactly over the ground stations in space, which means that $\varepsilon = 90^\circ$, $r_{gs} = h$, and the crossover functions in (10) and (13) yield the same result.

The crossover function decreases monotonically with increase in $\theta$. Using (10), we calculate the value of $\theta$ where the crossover function is equal to 1. We call this value of $\theta$ as crossover $\theta$ or $\theta_{\text{crossover}}$. Putting the value of crossover $\theta$ in (1) gives us the value of the crossover distance or $d_{\text{crossover}}$. If the distance between $A$ and $B$ is greater than the crossover distance, then the latency of data communications between $A$ and $B$ over the OWSN will be less than 1.2 that over the OFTN. This means that crossing over or switching to OWSN from OFTN is beneficial in terms of latency for data communications between two points on Earth when the distance between them is greater than the crossover distance.

Note that the value of crossover $\theta$ from (10) and hence the crossover distance from (1) depend upon the following two parameters:

- the altitude of the satellites in the OWSN or $h$, and
- the refractive index of the optical fiber in the OFTN or $i$.

Let us consider an example where we assume $h = 550$ km and $i = 1.5$. The radius of the Earth or $R$ is considered as 6,378 km. Using these values in (10), we get crossover $\theta$ or $\theta_{\text{crossover}}$ equal to 23.4533° and a plot of crossover function versus $\theta$ for this case is shown in Fig. 2. Substituting this value of $\theta_{\text{crossover}}$ in (1), we obtain the value of crossover distance equal to 2611 km for this scenario when $h = 550$ km and $i = 1.5$. This means that the OWSN operating at 550 km altitude with ingress and egress satellites at an elevation angle of 90° will have an advantage over the OFTN (consisting of optical fiber having a refractive index of 1.5) in terms of latency (or propagation delay) when data communications takes place between two points on Earth that are separated by a distance that is more than 2,611 km.

We calculate results for $\theta_{\text{crossover}}$ and $d_{\text{crossover}}$ for different values of $h$ and $i$ and these are given in Table 1. Note that $h$ and $r_{gs}$ are same in this scenario as shown in this table. We can see from these results that as the value of optical fiber refractive index $i$ decreases for some value of $h$, the values of the crossover parameters $\theta_{\text{crossover}}$ and $d_{\text{crossover}}$ increase. For example, at $h = 550$ km in Table 1, $d_{\text{crossover}}$ is 2,611 km, 2,820 km, 3,371 km, 4,632 km, 6,730 km, and 9,636 km at $i = 1.5$, 1.4675, 1.4, 1.3, 1.2, and 1.1, respectively. The same trend is evident from Fig. 3 where crossover distance is plotted against $i$ at different values of $h$. This means that the smaller the $i$, the larger the crossover distance and the higher the distance between two points on Earth when data communications between them over an OWSN is more beneficial compared to an OFTN in terms of latency.

On the other hand, as the altitude of satellites or $h$ increases for some $i$, we can see from Table 1 that the crossover parameters increase indicating that the higher the $h$, the larger the crossover distance. For example, at $i = 1.4675$ in Table 1, $d_{\text{crossover}}$ is 1,420 km, 2,525 km, 2,820 km, 3,747 km, 5,055 km, and 6,402 km at $h = 300$ km, 500 km, 550 km, 700 km, 900 km, and 1,100 km, respectively. A plot of crossover distance against $h$ at different values of $i$ in Fig. 4 clearly illustrates this trend. In summary, we can say that a higher value of $i$ and a lower value of $h$ will result in a smaller value of the crossover distance which will be favorable to an OWSN in making it more efficient than an OFTN in terms of latency.

On the other hand, a lower $i$ and a higher $h$ will favor the OFTN.

### B. Scenario 2

This scenario is illustrated in Fig. 5, where points $X'$ and $Y'$ indicate the positions of the satellites in Scenario 1, and yellow circles represent the positions of the satellites $X$ and $Y$ in this scenario. When assuming an anti-clockwise orbital movement of satellites, note that the LEO satellites $X$ and $Y$ are located before $X'$ and after $Y'$, respectively, in this scenario.

The end-to-end propagation distance over the OWSN in this scenario is equal to
TABLE 1
Scenario 1 – Crossover θ and Crossover Distance for Different Values of \( h \) and \( i \); \( \epsilon = 90^\circ \).

| \( h \) (km) | \( i \) | \( r_{gs} \) (km) | \( \theta_{crossover} \) (degrees) | \( d_{crossover} \) (km) |
|------------|------|----------------|-------------------|------------------|
| 300        | 1.5  | 300            | 13.8502           | 1.319            |
|            | 1.4  |                | 15.1409           | 1.685            |
|            | 1.3  |                | 20.8331           | 2.319            |
|            | 1.2  |                | 32.3167           | 3.597            |
|            | 1.1  |                | 36.6803           | 6.308            |
| 500        | 1.5  | 500            | 21.0861           | 2.338            |
|            | 1.4  |                | 22.6813           | 2.525            |
|            | 1.3  |                | 27.0982           | 3.016            |
|            | 1.2  |                | 37.3391           | 4.157            |
|            | 1.1  |                | 55.1800           | 6.143            |
| 700        | 1.5  | 700            | 23.4533           | 2.611            |
|            | 1.4  |                | 25.3295           | 2.820            |
|            | 1.3  |                | 30.2780           | 3.371            |
|            | 1.2  |                | 41.6112           | 4.632            |
|            | 1.1  |                | 60.4330           | 6.730            |
| 900        | 1.5  | 900            | 42.0708           | 4.683            |
|            | 1.4  |                | 45.4115           | 5.055            |
|            | 1.3  |                | 53.8200           | 5.992            |
|            | 1.2  |                | 70.4866           | 7.844            |
|            | 1.1  |                | 91.5861           | 10.195           |
| 1,100      | 1.5  | 1,100          | 53.4698           | 5.952            |
|            | 1.4  |                | 57.3088           | 6.402            |
|            | 1.3  |                | 67.2808           | 7.490            |
|            | 1.2  |                | 105.7243          | 11.769           |
|            | 1.1  |                | 127.1217          | 14.195           |

\[
d_{AB\_OWSN} = d_{AX} + d_{XX'} + d_{X'Y'} + d_{YY'} + d_{YB}, \tag{14}
\]

where \( d_{AX} = d_{YB} = r_{gs} \). The length of the chord \( X'Y' \) in this scenario is the same as the length of the chord \( XY \) in Scenario 1, i.e.,

\[
d_{X'Y'} = 2(R + h) \sin \left( \frac{\theta}{2} \right) \left( \frac{\pi}{180} \right). \tag{15}\]

Also, \( d_{XX'} = d_{Y'Y} \) and can be calculated using the Law of Cosines as

\[
d_{XX'} = d_{Y'Y} = \sqrt{h^2 + r_{gs}^2 - 2hr_{gs}\cos \left( \frac{\pi}{180} \right)}, \tag{16}\]

where \( \alpha = 90^\circ - \epsilon \). Here, note that \( d_{XX'} = d_{Y'Y} \ll d_{X'Y'} \) and we assume the length of the chord \( XY \) in this scenario to be equal to \( d_{XY} = d_{XX'} + d_{X'Y'} + d_{Y'Y} \).

Substituting values of different distances in (14), we get (17). Finally, the crossover function for this scenario can be calculated as in (18). Substituting \( r_{gs} \) in (18), we get (19).

C. Scenario 3

In this scenario, which is depicted in Fig. 6, the satellite \( X \) lies after \( X' \) and satellite \( Y \) lies before \( Y' \), and the end-to-end propagation distance over the OWSN in this scenario is equal to

\[
d_{AB\_OWSN} = d_{AX} + d_{XX'} - d_{X'Y'} - d_{YY'} + d_{YB}, \tag{20}\]

where

\[
d_{X'X} = d_{YY'} = \sqrt{h^2 + r_{gs}^2 - 2hr_{gs}\cos \left( \frac{\pi}{180} \right)}. \tag{21}\]

Substituting values of different distances in (20), we get (22). The crossover function for this scenario is given by (23).
D. Scenario 4

In this scenario, shown in Fig. 7, the LEO satellite \( X \) is present after \( X' \) while the LEO satellite \( Y \) is present after \( Y' \), and the end-to-end propagation distance over the OWSN in this scenario is

\[
d_{AB_{\text{OWSN}}} = d_{AX} + d_{XY'} - d_{X'X} + d_{Y'Y} + d_{YB}.
\] (24)

Since \( d_{XX'} = d_{YY} \), (24) simplifies to

\[
d_{AB_{\text{OWSN}}} = d_{AX} + d_{XY'} + d_{YB}.
\] (25)

Substituting values of different distances in (25), we get

\[
d_{AB_{\text{OWSN}}} = 2r_{gs} + 2(R + h) \sin\left(\frac{\theta}{2}\right) \left(\frac{\pi}{180}\right).
\] (26)

The crossover function for this scenario is given by (27). Note the similarity between the crossover functions of Scenario 1 and Scenario 4 in (13) and (27), respectively. However, in (13) in Scenario 1, \( \varepsilon = 90^\circ \) which means that \( r_{gs} \) is equal to \( h \) in this scenario whereas in (27) in Scenario 4, \( \varepsilon \) is assumed equal to the minimum elevation angle for satellites in a constellation.
\[ f_{1,\text{crossover}}(\theta) = \frac{2 \left( R \left[ \sqrt{\left( \frac{R+h}{R} \right)^2 - \cos^2(\varepsilon) - \sin(\varepsilon)} \right] + 2(R+h) \sin\left(\frac{\theta}{2} \left( \frac{\pi}{180} \right)\right) \right)}{2\pi R \left( \frac{\theta}{360} \right)} \]  

(13)

\[ d_{AB,\text{OWSN}} = 2r_{gs} + 2(R + h) \sin\left(\frac{\theta}{2} \left( \frac{\pi}{180} \right)\right) + 2 \sqrt{h^2 + r_{gs}^2 - 2hr_{gs} \cos \left( \alpha \left( \frac{\pi}{180} \right) \right)} \]  

(17)

\[ f_{2,\text{crossover}}(\theta) = \]  

\[ \frac{2r_{gs} + 2(R + h) \sin\left(\frac{\theta}{2} \left( \frac{\pi}{180} \right)\right) + 2 \sqrt{h^2 + r_{gs}^2 - 2hr_{gs} \cos \left( \alpha \left( \frac{\pi}{180} \right) \right)} \}}{2\pi R \left( \frac{\theta}{360} \right)} \]  

(18)

\[ d_{AB,\text{OWSN}} = 2r_{gs} + 2(R + h) \sin\left(\frac{\theta}{2} \left( \frac{\pi}{180} \right)\right) + 2 \sqrt{h^2 + r_{gs}^2 - 2hr_{gs} \cos \left( \alpha \left( \frac{\pi}{180} \right) \right)} \]  

(19)

\[ f_{3,\text{crossover}}(\theta) = \]  

\[ \frac{2r_{gs} + 2(R + h) \sin\left(\frac{\theta}{2} \left( \frac{\pi}{180} \right)\right) + 2 \sqrt{h^2 + r_{gs}^2 - 2hr_{gs} \cos \left( \alpha \left( \frac{\pi}{180} \right) \right)} \}}{2\pi R \left( \frac{\theta}{360} \right)} \]  

(22)

\[ f_{4,\text{crossover}}(\theta) = \]  

\[ \frac{2r_{gs} + 2(R + h) \sin\left(\frac{\theta}{2} \left( \frac{\pi}{180} \right)\right) + 2 \sqrt{h^2 + r_{gs}^2 - 2hr_{gs} \cos \left( \alpha \left( \frac{\pi}{180} \right) \right)} \}}{2\pi R \left( \frac{\theta}{360} \right)} \]  

(27)
table is the average crossover distance, which is the average of the crossover distances of all four scenarios. For example, for $h = 550$ km and $i = 1.1$ in this table, the corresponding average crossover distance is $10,733$ km and it is the average of $9,636$ km, $15,809$ km, $4,981$ km, and $12,507$ km, which are the crossover distances for Scenario 1, Scenario 2, Scenario 3, and Scenario 4, respectively, at this $h$ and $i$ in Tables 1 and 2. While simulating an OWSN (as described later in Sections IV and V), we calculate shortest paths over the OWSN at all time slots. We use the average crossover distance over all scenarios in Table 3 to evaluate and explain the simulation results for the latency comparison of OFTNs and OWSNs in Section V. We consider this a reasonable approach since the end-to-end latency of a simulated OWSN is the average of the end-to-end latencies of the shortest paths over the OWSN at all time slots. An illustration of the crossover distance in different scenarios as well as the average crossover distance vs. $i$ is provided in Fig. 8 when $h = 550$ km.

### IV. Methodology for Calculating Latency of an OFTN and an OWSN

In this section, we describe in detail the different steps of our methodology for calculating the latency in an OFTN and an OWSN. The values used in this study of the different parameters for the three different OFTNs and the three different OWSNs are listed in Table 4.

#### A. Optical Fiber Terrestrial Network

For the three OFTNs, we use three different refractive indices, $i_1$ for the first OFTN (or OFTN1), $i_2$ for the second OFTN (or OFTN2), and $i_3$ for the third OFTN (or OFTN3). We consider different refractive indices for OFTN1, OFTN2, and OFTN3 to study the impact of optical fiber refractive index on latency in OFTNs as well as for comparative analysis of latency between OFTNs and OWSNs. For example, we use $1.4675$ as the value for $i_3$, which is the refractive index of a single-mode optical fiber (manufactured by Corning®) that is suitable for long-distance communications at $1,310$ nm operating wavelength [12]. Technological developments may lead to a reduction of optical fiber refractive index in future and we assume lower values for $i_2$ and $i_1$ accordingly. The speed of light in optical fiber with a refractive index $i$ can be calculated using $c/i$, where the value of the speed of light in vacuum or $c$ is $299,792,458$ m/s [30]. For example, we consider the speed of light in OFTN3 to be $c/i_3 = 204,287,876$ m/s.

We calculate the latency of an inter-continental long-distance connection between two cities over an OFTN by
TABLE 3
AVERAGE CROSSOVER DISTANCE.

| $h$ (km) | $i$   | Average $d_{crossover}$ (km) |
|---------|-------|-----------------------------|
| 300     | 1.5   | 2,384                       |
|         | 1.4   | 2,959                       |
|         | 1.3   | 3,822                       |
|         | 1.2   | 5,178                       |
|         | 1.1   | 7,430                       |
|         | 1.3   | 3,839                       |
|         | 1.4   | 4,105                       |
|         | 1.3   | 5,876                       |
|         | 1.2   | 7,555                       |
|         | 1.1   | 10,156                      |
|         | 1.5   | 4,211                       |
|         | 1.4   | 4,472                       |
|         | 1.3   | 5,107                       |
|         | 1.2   | 8,073                       |
|         | 1.1   | 10,733                      |
|         | 1.5   | 5,208                       |
|         | 1.4   | 5,529                       |
|         | 1.3   | 6,257                       |
|         | 1.2   | 7,631                       |
|         | 1.1   | 9,509                       |
|         | 1.3   | 12,265                      |
|         | 1.2   | 16,488                      |
|         | 1.3   | 20,843                      |
|         | 1.2   | 25,092                      |
|         | 1.1   | 30,441                      |
|         | 1.5   | 8,090                       |
|         | 1.4   | 8,944                       |
|         | 1.3   | 10,563                      |
|         | 1.2   | 12,782                      |
|         | 1.1   | 15,372                      |
| 700     | 1.5   | 2,230                       |
|         | 1.4   | 2,732                       |
|         | 1.3   | 3,475                       |
|         | 1.2   | 4,341                       |
|         | 1.1   | 5,370                       |
|         | 1.3   | 8,488                       |
|         | 1.2   | 11,231                      |
|         | 1.1   | 13,956                      |
| 900     | 1.5   | 2,162                       |
|         | 1.4   | 2,662                       |
|         | 1.3   | 3,371                       |
|         | 1.2   | 4,262                       |
|         | 1.1   | 5,121                       |
|         | 1.3   | 7,665                       |
| 1,100   | 1.5   | 2,049                       |
|         | 1.4   | 2,631                       |
|         | 1.3   | 3,400                       |
|         | 1.2   | 4,262                       |
|         | 1.1   | 5,121                       |

TABLE 4
VALUES AND DESCRIPTIONS OF PARAMETERS FOR OFTNs AND OWSNs.

| Parameter | Value | Description |
|-----------|-------|-------------|
| $i_1$     | 1.1   | Refractive index of optical fiber in OFTN1 |
| $i_2$     | 1.3   | Refractive index of optical fiber in OFTN2 |
| $i_3$     | 1.4675| Refractive index of optical fiber in OFTN3 |
| $h_1$     | 300 km| Altitude of satellites in OWSN1 |
| $h_2$     | 550 km| Altitude of satellites in OWSN2 |
| $h_3$     | 1,100 km| Altitude of satellites in OWSN3 |
| $r_1$     | 3,400 km| LISL range of satellites in OWSN1 |
| $r_2$     | 5,016 km| LISL range of satellites in OWSN2 |
| $r_3$     | 7,540 km| LISL range of satellites in OWSN3 |
| $\epsilon_{\text{min}}$ | 25º | Minimum elevation angle |
| $r_{gs1}$ | 649 km | Range of ground stations in OWSN1 |
| $r_{gs2}$ | 1,123 km | Range of ground stations in OWSN2 |
| $r_{gs3}$ | 2,049 km | Range of ground stations in OWSN3 |

B. Optical Wireless Satellite Network

To simulate an OWSN, we employ the satellite constellation for Phase I of Starlink and assume LISLs between satellites in this constellation. This constellation will consist of 1,584 LEO satellites in 24 orbital planes with 66 satellites per plane. The inclination of this constellation will be 53º and its altitude will be 550 km. We assume this constellation to be uniform, which means an equal spacing between orbital planes and an equal spacing between satellites within an orbital plane is assumed.

To study the impact of altitude of satellites on the latency of OWSNs as well as for the comparative analysis with OFTNs, we consider three different OWSNs based on this constellation at different altitudes. For the first OWSN (or OWSN1), $h_1$ is the altitude of its satellites and it is 300 km; for the second OWSN (or OWSN2), $h_2$ is the altitude of its satellites and it is 550 km; and for the third OWSN (or OWSN3), $h_3$ is the altitude of its satellites and it is 1,100 km. Note that $h_2$ is equal to the altitude of satellites in Starlink’s Phase I constellation. We also consider OWSNs at a lower and a higher altitude as numerous upcoming satellite constellations are being planned at various VLEO and LEO altitudes.

The LISL range of a satellite is the distance over which it can establish LISLs with other satellites that are within its
range. We consider the maximum LISL range for all satellites in an OWSN. The maximum LISL range of a satellite is a range that is only constrained by visibility. As described in [3], the maximum LISL range of satellites at 550 km altitude can be calculated as 5,016 km. Similarly, we calculate the maximum LISL range for satellites at 300 km and 1,100 km altitudes as 3,400 km and 7,540 km, respectively. We denote $r_1$, $r_2$, and $r_3$ as LISL ranges for satellites in OWSN1, OWSN2, and OWSN3, and set them to 3,400 km, 5,016 km, and 7,540 km, respectively. Using $\varepsilon = 25^\circ$ (i.e., the minimum elevation angle specified for Phase I of Starlink in SpaceX’s FCC filings [6]), $R = 6,378$ km, and $h = 300$ km, 550 km, and 1,100 km in (11), we set the range of ground stations in OWSN1, OWSN2, and OWSN3, i.e., $r_{gs1}$, $r_{gs2}$, and $r_{gs3}$ as 649 km, 1,123 km, and 2,049 km, respectively.

To calculate latency in an OWSN, we consider the speed of light in vacuum for LISLs and for laser links between ground stations and satellites. We identify all possible links in an OWSN, find their lengths, and calculate the latency of each link by dividing the length of a link by the speed of light in vacuum. Using Dijkstra’s algorithm [31], we find the shortest path between two cities over an OWSN in terms of link latency; this is in fact the minimum-latency route between cities over that OWSN. The latency (or end-to-end latency) of the shortest path over an OWSN includes the latency of the laser link from the ground station in the source city on Earth to the ingress satellite of the OWSN in space, the latencies of the laser inter-satellite links in this path, and the latency of the laser link from the egress satellite of the OWSN in space to the ground station in the destination city on Earth.

We divide the time into time slots of one second duration, where a time slot represents a snapshot of an OWSN at that second. We find a shortest path (i.e., a route with minimum latency) at each time slot for an OWSN. We calculate the latency (or end-to-end latency) of an inter-continental connection over an OWSN by taking the average of the end-to-end latencies of all shortest paths at all time slots over the entire simulation duration. We run the simulation for a duration of one hour, i.e., 3,600 seconds or time slots. For example, the latency (or end-to-end latency) of OWSN1 for the New York–Dublin inter-continental connection is calculated as 18.84 ms, which is the average of the end-to-end latencies of the shortest paths at all 3,600 time slots.

V. LATENCY COMPARISON – OFTNs VS. OWSNs

To study the impact on latency of optical fiber refractive index in OFTNs and altitude of satellites in OWSNs, we consider three different OFTNs and three different OWSNs as specified in Table 4. To compare these OFTNs and OWSNs in terms of latency, we examine them in three different inter-continental connection scenarios, including New York–Dublin, Sao Paulo–London, and Toronto–Sydney. We simulate the three different OWSNs using the well-known satellite constellation simulator STK Version 12.1 [32], the satellite constellation for Phase I of Starlink, and the parameters given in Table 4 and described in Section IV-B. For example, to simulate the OWSN1, we generate Starlink’s Phase I constellation using $h_1$ as the altitude of satellites, $r_1$ as the LISL range of satellites, and $r_{gs1}$ as the range of ground stations; and we generate distinct IDs for the 1,584 satellites within the constellation.

After generating the satellite constellation corresponding to an OWSN and ground stations at locations of stock exchanges in various cities in STK, we extract the data of the OWSN from STK into Python, such as positions of satellites and ground stations, links between satellites, links between satellites and ground stations, and duration of the existence of these links. This data that is obtained from the STK simulator is discretized into time slots in Python. The discretized data includes all links that exist at a time slot as well as the positions of satellites at that time slot. Using this discretized data, we calculate the length and the latency for all links that exist at a time slot. Finally, we use the NetworkX library in Python [33] to find the shortest (or minimum-latency) path between ground stations in different cities over the OWSN at each time slot.

The orbital velocity $v_o$ of a satellite orbiting the Earth can be calculated using [34]

$$v_o = \sqrt{\frac{GM_E}{R + h}},$$

where $G$ is the gravitational constant, $M_E$ is the mass of the Earth, $R$ is Earth’s radius, and $h$ is the altitude of the satellite. Using $G = 6.673 \times 10^{-11}$ Nm$^2$/kg$^2$, $M_E = 5.98 \times 10^{24}$ kg, and $R = 6,378 \times 10^6$ m in (28), one can determine that the satellites in OWSN1 at 300 km altitude, OWSN2 at 550 km altitude, and OWSN3 at 1,100 km altitude travel at speeds of approximately 7.7 km/s, 7.6 km/s, and 7.3 km/s, respectively. Due to this high orbital speed of satellites in an OWSN, the ground station-to- ingress satellite link, satellite-to-satellite links, and egress satellite-to-ground station link or the latencies of these links change constantly. Consequently, the shortest path of an inter-continental connection over an OWSN between ground stations in two cities and/or its latency change at every time slot. As also stated earlier, we run the simulation of an OWSN for one hour or 3,600 time slots and find the shortest (or minimum-latency) path between ground stations in two cities over the OWSN at every time slot. For example, the shortest path calculated at the first time slot over OWSN3 for the Toronto–Sydney inter-continental connection is shown in Fig. 9. The shortest path is shown in yellow color in this figure while the satellites on this shortest path are shown in pink. This shortest path consists of the ground station at Toronto (located at the Toronto Stock Exchange), satellites $x12112$ (ingress), $x10203$ (intermediate hop), and $x10161$ (egress) in the OWSN, and the ground station at Sydney (located at the Sydney Stock Exchange). In addition, the shortest distance path over an OFTN for the Toronto–Sydney inter-continental connection along Earth’s surface is illustrated in this figure in green color.

Table 5 shows the latency (i.e., the end-to-end latency between source and destination points in two cities) of the three OFTNs and the three OWSNs for the three different inter-continental connection scenarios. Note that the latency of an inter-continental connection over an OWSN shown in this table is the average of the end-to-end latencies of the shortest paths that are found at all time slots. It is observed that the
Fig. 9. The shortest path at first time slot for Toronto–Sydney inter-continental connection over OWSN3 is shown in yellow color and the satellites on this path are shown in pink. It consists of the ground station at Toronto Stock Exchange, satellites x12112 (ingress), x10203 (intermediate hop), and x10101 (egress) in the OWSN, and the ground station at Sydney Stock Exchange. It’s length is 18,201 km, and it’s latency over OWSN3 having an altitude of 1,100 km is 60.71 ms. Furthermore, the shortest distance path for Toronto–Sydney inter-continental connection over an OFTN is shown in green color. This is the shortest path between Toronto and Sydney along the surface of the Earth, its length is 15,585 km, and it’s latency over OFTN3 having a refractive index of 1.4675 is 76.29 ms.

The latency of OFTNs increases with the increase in the optical fiber refractive index in all scenarios. For example, the latency of OFTN1, OFTN2, and OFTN3 is 18.79 ms, 22.21 ms, and 25.07 ms, respectively, for the New York–Dublin connection. Recall that \( i_1 \) or the optical fiber refractive index for OFTN1, \( i_2 \) or the optical fiber refractive index for OFTN2, and \( i_3 \) or the optical fiber refractive index for OFTN3 are 1.1, 1.3, and 1.4675, respectively. The higher the optical fiber refractive index, the slower the speed of light through an OFTN, and the higher the latency.

We also observe that the latency (or average latency) of OWSNs increases with the increase in the altitude of satellites in all scenarios. For example, the latency for the Sao Paulo–London connection is 34.13 ms, 35.31 ms, and 37.84 ms for OWSN1, OWSN2, and OWSN3, respectively. It should be noted that \( h_1 \), i.e., the altitude of satellites in OWSN1, \( h_2 \), i.e., the altitude of satellites in OWSN2, and \( h_3 \), i.e., the altitude of satellites in OWSN3 are 300 km, 550 km, and 1,100 km respectively. A higher altitude of satellites in an OWSN translates into longer uplink (i.e., the link between source ground station and ingress satellite), longer satellite-to-satellite links, and longer downlink (i.e., the link between egress satellite and destination ground station), which in turn translate into higher latency.

The results in Table 5 indicate that the latency of an OFTN or an OWSN is lowest for the New York–Dublin connection, increases for the Sao Paulo–London connection, and is highest for the Toronto–Sydney connection. For example, the latency of OFTN2 is 22.21 ms, 41.26 ms, and 67.58 ms, and the latency of OWSN2 is 19.58 ms, 35.31 ms, and 56.71 ms for the New York–Dublin, Sao Paulo–London, and Toronto–Sydney connections, respectively. One may recall that the shortest distance for New York–Dublin, Sao Paulo–London, and Toronto–Sydney connections along the Earth’s surface is 5,121 km, 9,514 km, and 15,585 km, respectively. The longer the distance between two cities of an inter-continental connection, the higher the latency over an OFTN or an OWSN.

It is clearly seen from the results in Table 5 that all three OWSNs outperform OFTN2 and OFTN3 in terms of latency in all scenarios. For example, OWSN3 provides a latency improvement of 2.66%, 8.29%, and 10.30% for the New York–Dublin, Sao Paulo–London, and Toronto–Sydney connections, respectively, compared to OFTN2. The longer the inter-continental connection between a pair of cities, the greater the gain due to the higher speed of light over laser links in vacuum of space in OWSN3 compared to the speed of light over laser links in optical fiber in OFTN2, and the better the latency improvement offered by OWSN3 compared to OFTN2. The OWSN1 performs closely to OFTN1 for the New York–Dublin connection and outperforms it for Sao Paulo–London and Toronto–Sydney connections; OFTN2 performs better than OWSN1 for the Toronto–Sydney connection; and OWSN3 shows higher latency than OFTN1 in all scenarios.

As per Table 3, the average crossover distance is 7,430 km at \( i = 1.1 \) and \( h = 300 \) km, it is 10,733 km at \( i = 1.1 \) and \( h = 550 \) km, and it is 15,372 km at \( i = 1.1 \) and \( h = 1,100 \) km. These average crossover distances correspond to OFTN1 and OWSN1, OFTN1 and OWSN2, and OFTN1 and OWSN3, respectively. An OWSN can outperform an OFTN in terms of latency if the shortest terrestrial distance between two points on Earth is greater than the average crossover distance. For example, OWSN1 can outperform OFTN1 for communication between two points on Earth if the shortest distance between them is greater than 7,430 km. Note that the shortest distance between New York and Dublin along Earth’s surface is 5,121 km. Since this distance is less than these three average crossover distances, OWSN1, OWSN2, and OWSN3 are not able to outperform OFTN1 for this connection. Similarly, the shortest terrestrial distance between Sao Paulo and London is 9,514 km, which is less than the average crossover distance of 10,733 km and 15,372 km. Hence, OWSN2 and OWSN3 cannot perform better than OFTN1 for the Sao Paulo–London connection.

Recall that the shortest terrestrial distance between Toronto and Sydney is 15,585 km, which is more than the average crossover distance of 15,372 km. However, OWSN3 exhibits a higher latency than OFTN1 for the Toronto–Sydney connection. Note that the average crossover distance of 15,372 km is calculated based on an OFTN having a refractive index of 1.1 and an OWSN at 1,100 km altitude where two satellites communicate directly without any intermediate hops or satellites. However, as discussed in Section IV-B, the LISR range of satellites (i.e., the maximum distance for any two satellites to communicate directly without any intermediate hops) is limited to 7,540 km in OWSN3. This LISR range
leads to three hops or satellites on the first shortest path (i.e., the shortest path at first time slot) for the Toronto–Sydney connection over OWSN3 as shown in Fig. 9. Instead of a direct LISL between satellites $x12112$ and $x10161$, the two satellites are connected through an intermediate hop or satellite $x10203$ (resulting in two LISLs) due to the limitation on their LISL range, and this drives up the propagation distance to 18,201 km over this shortest path producing a latency of 60.71 ms for this shortest path over OWSN3 – a latency that is higher than that of OFTN1 for this connection. Similar to first shortest path over OWSN3 for the Toronto–Sydney connection, 3,500 shortest paths over this OWSN for this connection have three satellites or hops (or two LISLs) while 100 have four (or three LISLs), which translates into a higher average latency for OWSN3 compared to OFTN1 for this connection.

## VI. CONCLUSIONS

A crossover function is proposed to enable the determination of the crossover distance for switching from an OFTN on Earth to an OWSN in space for lower latency data communications. The crossover distance depends upon the optical fiber refractive index $i$ in an OFTN and the altitude of satellites $h$ in an OWSN. The numerical results indicate that a higher $i$ and a lower $h$ result in a shorter crossover distance. The crossover function is examined in four different scenarios to account for the different end-to-end propagation distances that occur over the OWSN due to the orbital movement of satellites with time. It is observed from the numerical results that the crossover distance varies with the end-to-end propagation distance over an OWSN. It is minimum for Scenario 3 and maximum for Scenario 2 since the end-to-end propagation distance over an OWSN is smallest in Scenario 3 and largest in Scenario 2. The average crossover distance, which is the average of the crossover distances of all four scenarios, is calculated for different $h$ and $i$, and is used to evaluate the simulation results.

Furthermore, three different OFTNs having different $is$ and three different OWSNs with different $hs$ are compared in terms of latency under three different scenarios for long-distance inter-continental data communications. The simulation results indicate that OWSN1 (i.e., the first OWSN with $h_1 = 300$ km), OWSN2 (i.e., the second OWSN with $h_2 = 550$ km) and OWSN3 (i.e., the third OWSN with $h_3 = 1,100$ km) outperform OFTN2 (i.e., the second OFTN with $i_2 = 1.3$) and OFTN3 (i.e., the third OFTN with $i_3 = 1.4675$) in all scenarios. For New York–Dublin connection, OWSN1, OWSN2, and OWSN3 perform better than OFTN2 by 15.17%, 11.84%, and 2.66%, respectively, while they provide an improvement in latency of 24.85%, 21.90%, and 13.76%, respectively, compared to OFTN3. For Sao Paulo–London connection, they perform better than OFTN2 by 17.28%, 14.42%, and 8.29%, respectively, and better than OFTN3 by 26.71%, 24.18%, and 18.75%, respectively. For Toronto–Sydney connection, they show an improvement of 18.11%, 16.08%, and 10.30%, respectively, compared to OFTN2 and an improvement of 27.46%, 25.67%, and 20.54%, respectively, compared to OFTN3.

Compared to OFTN1 (i.e., the first OFTN with $i_1 = 1.1$), OWSN1 performs better for the Sao Paulo–London and Toronto–Sydney connections by 2.33% and 3.22%, respectively, and OWSN2 performs better for the Toronto–Sydney connection by 0.82%. For the New York–Dublin connection, the corresponding average crossover distances are greater than the shortest terrestrial distance between New York and Dublin, and the three OWSNs are not able to offer lower latency than OFTN1 for this connection. Similarly, the corresponding average crossover distances are greater than the shortest terrestrial distance between Sao Paulo and London, and consequently OWSN2 and OWSN3 underperform for this connection compared to OFTN1. The OWSN3 shows a higher latency than OFTN1 for the Toronto–Sydney connection although the corresponding average crossover distance is smaller than the shortest terrestrial distance between Toronto and Sydney. The shortest or minimum-latency paths over OWSN3 for this connection mostly require three satellites (i.e., two LISLs) and sometimes four (i.e., three LISLs) resulting in a higher latency (or average latency) than OFTN1.

Furthermore, we observe for all scenarios that the latency of OWSNs increases as the altitude of satellites increases from 300 km to 1,100 km. Similarly, the latency of OFTNs increases with the increase in optical fiber refractive index from 1.1 to 1.4675. We also notice that the latency of an OFTN or an OWSN increases with the increase in length of the inter-continental connection from New York–Dublin to Toronto–Sydney. Compared to current OFTN comprising long-distance submarine optical fiber cables having a refractive index of 1.4675, OWSNs at all three altitudes show a significant improvement in latency. They can also offer better latency than a future OFTN with a refractive index of 1.3 in all scenarios. An OWSN at a lower altitude can even outperform a future OFTN with a refractive index of 1.1 for longer inter-continental connections. These findings identify OWSNs as a promising solution for HFT firms seeking revenue gains via improvement in latency of data communications among financial stock markets around the globe.

## VII. FUTURE CHALLENGES

In the following, we highlight some future challenges related to OWSNs and OFTNs that can arise from this work.

| Inter-Continental Connection         | OFTN1 | OFTN2 | OFTN3 | OWSN1 | OWSN2 | OWSN3 |
|--------------------------------------|-------|-------|-------|-------|-------|-------|
| New York–Dublin                      | 18.79 | 22.21 | 25.07 | 18.84 | 19.58 | 21.02 |
| Sao Paulo–London                     | 34.91 | 41.26 | 46.57 | 34.13 | 35.31 | 37.84 |
| Toronto–Sydney                       | 57.18 | 67.58 | 76.29 | 55.34 | 56.71 | 60.62 |

### TABLE 5

Latency – OFTNs vs. OWSNs.
A. Incorporating Processing Delay in the End-to-End Latency of OFTNs and OWSNs:

For congestion-free OFTNs and OWSNs with very high data rate links, the queueing and transmission delays can be considered as negligible, and the end-to-end latency consists of processing and propagation delays. Therefore, in addition to the propagation delay, processing delay is an important part of the end-to-end latency that needs to be considered in both OWSN and OFTN. It is the delay that is incurred by a hop/node (i.e., an optical fiber relay station or a satellite) to process a packet, such as the time used to read the packet header to make appropriate routing and switching decisions, before sending the packet to the appropriate next hop. It depends upon the number of hops between the source and destination points (i.e., optical fiber relay stations or satellite ground stations) on the Earth’s surface and becomes significant when the data communications has to go through several intermediate hops. The crossover function could be extended to incorporate this delay. It would also be interesting to study the effect of this delay on the end-to-end latency in OWSN and OFTN and to compare these two networks after incorporating this delay in the simulations.

B. Making the Crossover Decision at Each Time Slot Based on Current Ingress and Egress Elevation Angles in the OWSN:

Instead of comparing the average crossover distance and the shortest terrestrial distance, another approach to switch from the OFTN to the OWSN for long-distance lower latency data communications can be based on checking the elevation angles of the ingress and egress satellites at every time slot, calculating the corresponding crossover distance at a time slot, and comparing it with the shortest terrestrial distance between cities to make the crossover decision at that time slot. For instance, the crossover function for Scenario 2 in this case can be written as in (29). It would be interesting to evaluate such an approach in future.

C. Incorporating Extra Distance to Account for the Zig-Zag Path of OFTNs:

In this work, we consider the shortest distance between two cities over the OFTN along the Earth’s surface. In reality, long-haul submarine optical fiber cables do not adhere to the shortest path to connect two points on Earth’s surface and are installed along paths that avoid earthquake prone areas and difficult seabed terrains with high slopes. Another approach to model the shortest distance between cities over the OFTN can be to add an extra distance to account for the extra length of the long-haul submarine optical fiber cables due to the zig-zag nature of their path. This extra distance can be added to the shortest distance as a percentage of the shortest distance. For example, the crossover function for Scenario 2 in (29) can be calculated in this case as in (30). Such an approach could be investigated in future.

D. Incorporating LISR Setup Delay in the End-to-End Latency of OWSNs:

Due to pointing and acquisition during the formation of a LISR between a pair of satellites equipped with laser communication terminals, the delay to set up a LISR (which can also be referred to as the LISR setup delay) can be another significant component of the end-to-end latency in OWSNs. This delay is incurred whenever new LISLS are required to be established between pairs of satellites when there is a change in the shortest path between source and destination ground stations and one or more new satellites are introduced in the path requiring creation of new LISLS. Currently, this delay can vary from a few seconds to tens of seconds, e.g., Mynaric’s CONDOR laser communication terminal needs approximately 30 seconds to establish LISLS between pairs of satellites in the OWSN for the first time but once the position and altitude of the satellites are exchanged, this delay reduces to 2 seconds [35]. This delay could be incorporated in the end-to-end latency of the shortest paths over the OWSN for a more accurate comparison of OWSN and OFTN in terms of latency. The current LISR setup times are prohibitive and in next-generation OWSNs (that may become fully operational by mid to late 2020s), a satellite will be limited to set up only permanent LISLS [3] with neighboring satellites that are always within its LISR range. Our work aims at next-next-generation OWSNs that may come into existence in early to mid-2030s where we envisage LISR setup times in milliseconds due to advancements in satellite laser communication terminal’s pointing, acquisition, and tracking technology, which will enable a satellite to instantaneously set up an LISR with any neighboring satellite that is currently within its LISR range.

E. Investigating the Effect of Different LISL Ranges on the End-to-End Latency of OWSNs:

In this work, we consider the maximum LISR range for all satellites in an OWSN, where the maximum LISR range of a satellite is a range that is only constrained by visibility. Different LISR ranges are likely to impact latency of an OWSN differently. It has been concluded that the number of neighbors of a satellite increases with the increase in LISR range of satellites [3]. The LISR range may affect the connectivity of satellites within the OWSN. This may impact the shortest paths over the OWSN for long-distance intercontinental data communications between ground stations in different cities, and this may influence the latency of the OWSN. It would be interesting to investigate the effect of different LISR ranges on the latency (or end-to-end latency) of an OWSN.

ACKNOWLEDGMENT

This work has been supported by the National Research Council Canada’s (NRC) High Throughput Secure Networks program (CSTIP Grant #CH-HTSN-625) within the Optical Satellite Communications Consortium Canada (OSC) framework. The authors would like to thank AGI for the STK platform.
\[ f_{2, \text{crossover}}(\theta) = \]
\[
\begin{align*}
&\left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_1) - \sin(\epsilon_1)} \right) + R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_2) - \sin(\epsilon_2)} + 2 (R + h) \sin \left( \left( \frac{\theta}{2} \right) \left( \frac{\pi}{180} \right) \right), \\
&\left( h^2 + \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_1) - \sin(\epsilon_1)} \right)^2 - 2 h \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_1) - \sin(\epsilon_1)} \right) \cos(\alpha_1 \left( \frac{\pi}{180} \right)) \right) + \\
&\left( h^2 + \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_2) - \sin(\epsilon_2)} \right)^2 - 2 h \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_2) - \sin(\epsilon_2)} \right) \cos(\alpha_2 \left( \frac{\pi}{180} \right)) \right),
\end{align*}
\]

where \( \epsilon_1 \) and \( \epsilon_2 \) are the elevation angles for satellites \( X \) and \( Y \), respectively, \( \alpha_1 = 90^\circ - \epsilon_1 \), and \( \alpha_2 = 90^\circ - \epsilon_2 \).

\[
\begin{align*}
&\left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_1) - \sin(\epsilon_1)} \right) + R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_2) - \sin(\epsilon_2)} + 2 (R + h) \sin \left( \left( \frac{\theta}{2} \right) \left( \frac{\pi}{180} \right) \right), \\
&\left( h^2 + \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_1) - \sin(\epsilon_1)} \right)^2 - 2 h \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_1) - \sin(\epsilon_1)} \right) \cos(\alpha_1 \left( \frac{\pi}{180} \right)) \right) + \\
&\left( h^2 + \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_2) - \sin(\epsilon_2)} \right)^2 - 2 h \left( R \sqrt{\left( \frac{R_h}{R} \right)^2 - \cos^2(\epsilon_2) - \sin(\epsilon_2)} \right) \cos(\alpha_2 \left( \frac{\pi}{180} \right)) \right),
\end{align*}
\]

where \( \Delta \) can be assumed as 0.1, for instance, to account for 10% extra distance due to the zig-zag path of long-haul submarine optical fiber cables.
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