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Abstract

Grids with blocked and unblocked cells are often used to represent terrain in computer games and robotics. However, paths formed by grid edges can be sub-optimal and unrealistic looking, since the possible headings are artificially constrained. We present Theta*, a variant of A*, that propagates information along grid edges without constraining the paths to grid edges. Theta* is simple, fast and finds short and realistic looking paths. We compare Theta* against both Field D*, the only other variant of A* that propagates information along grid edges without constraining the paths to grid edges, and A* with post-smoothed paths. Although neither path planning method is guaranteed to find shortest paths, we show experimentally that Theta* finds shorter and more realistic looking paths than either of these existing techniques.

Introduction

We are interested in path planning for computer games and robotics, where a two-dimensional continuous terrain is discretized into square cells that are either blocked (grey) or unblocked (white). Our goal is to find a short and realistic looking path from the start location to the goal location (both at the corners of cells) that does not pass through blocked cells, as shown in Figure 1. We assume for ease of description that the path can pass through diagonally touching blocked cells. Many methods for discretizing continuous terrain have been investigated in computer science (Choset et al. 2005), all of which attempt to balance the inherent tradeoff between two conflicting criteria, namely the path planning runtime and the length of the resulting path:

- Visibility Graphs: Visibility graphs contain the start vertex, the goal vertex and the corners of all blocked cells (Lozano-Pérez & Wesley 1979). A vertex is connected via a straight line to another vertex if and only if it has line-of-sight to the other vertex, that is, the straight line from it to the other vertex does not pass through a blocked cell. The shortest paths on visibility graphs are also shortest paths in the continuous terrain, as shown in Figure 1 (left). However, path planning is slow on large visibility graphs since the number of edges can be quadratic in the number of cells. More sophisticated path planning methods can find shortest paths faster. Their runtime complexity, however, remains super-linear in the number of cells (Mitchell & Papadimitriou 1991).

- Grids: Path planning is faster on grids than visibility graphs, since the number of edges is linear in the number of cells. However, paths formed by grid edges can be sub-optimal and unrealistic looking since the possible headings are artificially constrained (Yap 2002), as shown in Figure 1 (right).

We present Theta*, a variant of A*, which compromises between these two extremes. Theta* propagates information along grid edges (to achieve a short runtime) without constraining the paths to grid edges (to find “any-angle” paths). We show that Theta* is simple, fast and finds short and realistic looking paths.

Notation

We assume an eight-neighbor grid throughout this paper, where $S$ is the set of all grid vertices, $s_{start} \in S$ is the start vertex of the search, and $s_{goal} \in S$ is the goal vertex of the search. $\text{succ}(s) \subseteq S$ is the set of neighbors of $s \in S$ that have line-of-sight to $s$. $c(s, s')$ is the straight-line distance between $s$ and $s'$ (both not necessarily vertices), and $\text{lineof sight}(s, s')$ is true if and only if they have line-of-sight.

A*

All path planning methods discussed in this paper build upon A* (Hart, Nilsson, & Raphael 1968), shown in Algorithm 1.1 [Statements in square brackets are to be ignored for
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To focus its search, A* uses $h$-values to smooth the path found by A* in a post-processing step. A* with Post-Smoothing (A* PS) first runs A* to find a path $s_0, s_1, \ldots, s_n$, formed by grid edges, and then smoothing the path as follows (Botea, Müller, & Schaeffer 2004): A* PS uses the first vertex on the path $(s_0)$ as the current vertex. A* PS checks whether the current vertex $(s_0)$ has line-of-sight to the parent of its parent on the path $(s_2)$. If so, A* PS removes the parent $(s_1)$ of the current vertex from the path and repeats the procedure by checking again whether the current vertex $(s_0)$ has line-of-sight to the parent of its parent on the path $(s_3)$, and so on. If not, A* PS uses the parent $(s_1)$ of the current vertex as the current vertex and repeats the procedure by checking whether the current vertex $(s_1)$ has line-of-sight to the parent of its parent on the path $(s_3)$, and so on. To focus its search, we use the consistent straight-line distances $h(s) = c(s, s_{goal})$ in the experiments since the octile distances find paths that are less effectively shortened by this post smoothing technique. A* PS finds significantly shorter paths than A* but is not guaranteed to find shortest paths, as shown in Figure 2. A* finds the path shown in the figure (since it is a shortest path formed by grid edges), and the smoothing method cannot shorten this path. However, the shortest path is $A_7$, $C_3$ and $D_1$. We therefore develop smarter path planning methods, called Basic and Angle-Propagation Theta*, that consider paths that are not constrained to grid edges during the search and can thus make more informed decisions during the search.

### Basic Theta*

The key difference between Theta* and A* is that Theta* allows the parent of a vertex to be any vertex, unlike A* where the parent must be a successor. We first introduce a basic variant of Theta* (Basic Theta*), shown in Algorithm 2. Procedure Main is identical to that of Algorithm 1 and thus is not shown. [Statements in square brackets are still to be ignored.] To focus its search, we use the consistent straight-line distances $h(s) = c(s, s_{goal})$ in the experiments since the octile distances can overestimate the goal distances when paths are not constrained to grid edges. Figure 3 shows a trace of Basic Theta*. The vertices are labeled with their $g$-values and their parents. The hollow circle indicates which vertex is currently being expanded, and the solid circles indicate vertices that have already been expanded. The start vertex $A_4$ is expanded first (left) and $B_3$ is expanded next (right).

**Algorithm 1: A**

```plaintext
1  Main()
2    g(s_{start}) := 0;
3    parent(s_{start}) := s_{start};
4    open := Ø;
5    open.Insert(s_{start}, g(s_{start}) + h(s_{start}));
6    closed := Ø;
7    while open ≠ Ø do
8      s := open.Pop();
9          if s = s_{goal} then
10             return "path found";
11       closed := closed ∪ {s};
12       [UpdateBounds(s)];
13       foreach s′ ∈ succ(s) do
14          if s′ ∈ closed then
15             UpdateVertex(s, s′);
16          else if s′ ∉ closed then
17             g(s′) := ∞;
18             parent(s′) := NULL;
19             UpdateVertex(s, s′);
20       return "no path found";
21  end
22  UpdateVertex(s,s′)
23    if g(s) + c(s, s′) < g(s′) then
24       g(s′) := g(s) + c(s, s′);
25       parent(s′) := s;
26          if s′ ∈ open then
27             open.Remove(s′);
28             open.Insert(s′, g(s′) + h(s′));
29  end
```

**Figure 2: Sub-Optimality of A** with Post-Smoothing

Paths formed by grid edges can be sub-optimal and unrealistic looking. A simple approach to improving the paths is to smooth the path found by A* in a post-processing step. A* with Post-Smoothing (A* PS) first runs A* to find a path now.] To focus its search, $A^*$ uses $h$-values $h(s)$ that approximate the goal distances of the vertices $s \in S$. We use the consistent octile distances in the experiments, that is, the shortest distance on an eight-neighbor grid without blocked cells. $A^*$ maintains two values for every vertex $s$: (1) The $g$-value $g(s)$, which is the length of the shortest path from the start vertex to $s$ found so far. (2) The parent $parent(s)$, which is used to extract the path after the search halts. Path extraction is done by repeatedly following the parent pointers from the goal vertex to the start vertex. $A^*$ also maintains two global data structures: (1) The open list, a priority queue that contains vertices to be considered for expansion. (2) The closed list, which contains vertices that have already been expanded and ensures that each vertex is expanded only once. $A^*$ updates the $g$-value and parent of an unexpanded successor $s'$ of vertex $s$ (procedure UpdateVertex) by considering the path from the start vertex to $s$ [$= g(s)$] and from $s$ to $s'$ in a straight line [$= c(s, s')$], resulting in a length of $g(s) + c(s, s')$. It updates the $g$-value and parent of $s'$ if this new path is shorter than the shortest path from the start vertex to $s'$ found so far [$= g(s')$].
following two paths:

- **Path 1:** As done by A*, Basic Theta* considers the path from the start vertex to \( s = g(s) \) and from \( s \) to \( s' \) in a straight line \( = c(s,s') \), resulting in a length of \( g(s) + c(s,s') \) (line 40).

- **Path 2:** To allow any-angle paths, Basic Theta* also considers the path from the start vertex to \( \text{parent}(s) = g(\text{parent}(s)) \) and from \( \text{parent}(s) \) to \( s' \) in a straight line \( = c(\text{parent}(s),s') \), resulting in a length of \( g(\text{parent}(s)) + c(\text{parent}(s),s') \) if \( s' \) has line-of-sight to \( \text{parent}(s) \) (line 32). The idea behind considering Path 2 is that Path 2 is no longer than Path 1 due to the triangle inequality if \( s' \) has line-of-sight to \( \text{parent}(s) \).

Basic Theta* updates the \( g \)-value and parent of \( s' \) if either path is shorter than the shortest path from the start vertex to \( s' \) found so far \( = g(s') \). For example, consider Figure 3 (right) where \( B3 \) (with parent \( A4 \)) gets expanded. \( B2 \) is an unexpanded successor of \( B3 \) which does not have line-of-sight to \( A4 \) and thus is updated according to Path 1. \( C3 \) is an unexpanded successor of \( B3 \) which does have line-of-sight to \( A4 \) and thus is updated according to Path 2.

Basic Theta* (without a closed list) can re-expand vertices even if the \( h \)-values are consistent because the \( f \)-values of the expanded vertices are not guaranteed to be monotoni-

the expanded vertices are not guaranteed to be monotoni-

cally non-decreasing over time. The closed list prevents Basic Theta* from re-expanding vertices, which makes it faster but the path slightly longer.

Basic Theta* is simple, fast and finds short and realistic looking paths, but is not guaranteed to find shortest paths (even if it re-expands vertices), as shown in Figure 4. Basic Theta* does not find shortest paths from the start vertex \( E1 \) to the two vertices marked with an X (but even these paths are less than 0.2 percent longer than minimal). The reason for this is that a vertex \( p \) can only become the parent of another vertex \( s \) if either \( p \) is a successor of \( s \) (Path 1) or \( p \) is the parent of a successor of \( s \) (Path 2). \( D8 \) should be the parent of \( C10 \) since this results in a shortest path from the start vertex \( E1 \) to \( C10 \). However, none of the successors of \( C10 \) have \( D8 \) as a parent since the shortest paths from the start vertex \( E1 \) to them move around the blocked cell in different ways. For example, \( C7 \) is correctly the parent of \( C9 \), and \( E1 \) is correctly the parent of \( D9 \). Similarly, \( E1 \) should be the parent of \( B9 \) but none of the successors of \( B9 \) have it as a parent because none of them have line-of-sight to \( E1 \) through the small gap formed by the two blocked cells.

**Angle-Propagation Theta***

Basic Theta* needs to perform many line-of-sight checks, whose runtime per vertex expansion can be linear in the number of cells, which can potentially degrade its runtime. Angle-Propagation Theta* (AP Theta*) performs the line-of-sight checks in constant time per vertex expansion by calculating and maintaining angle ranges incrementally prior to expanding vertices, as shown in Algorithm 3. Procedure Main is identical to that of Algorithm 1 and thus is not shown. [Statements in square brackets are now to be ex-
Figure 5: Example Trace of Angle-Propagation Theta* (AP Theta*)

executed.] Figure 5 shows a trace of AP Theta*, where the vertices are now also labeled with the angle ranges.

**Angle Ranges**

AP Theta* maintains two additional values for each vertex $s$: a lower angle bound $lb(s)$ and an upper angle bound $ub(s)$ that together form the angle range $[lb(s), ub(s)]$. To explain their meaning, we need to define $\Theta(s, p, s')$, which gives Theta* its name. $\Theta(s, p, s')$ denotes the angle $\angle{(s, p, s')}$ in the range $[-180^\circ, 180^\circ)$. This angle is positive if the ray from $p$ through $s'$ is strictly counterclockwise of the ray from $p$ through $s$. Now consider a vertex $s$ with successor $s'$. By constraining the angle range of $s$ appropriately, AP Theta* maintains the following invariant: If $lb(s) \leq \Theta(s, \text{parent}(s), s') \leq ub(s)$ then $s'$ is guaranteed to have line-of-sight to $\text{parent}(s)$ (line 48).

For example, in Figure 5 (left), $lb(B_3) = 0^\circ$ and $ub(B_3) = 45^\circ$. $\Theta(B_3, A_4, C_3) = 18^\circ$ and thus $C_3$ is guaranteed to have line-of-sight to $A_4$. On the other hand, $\Theta(B_3, A_4, B_2) = -18^\circ$ and thus $B_2$ is not guaranteed to have line-of-sight to $A_4$. AP Theta* thus assumes that $B_2$ does not have line-of-sight to $A_4$.

**Maintaining Angle Ranges**

AP Theta* constrains the angle range of a vertex $s$ before it expands the vertex, based on its adjacent cells and successor vertices if $s \neq s_{\text{start}}$.

First, AP Theta* uses any blocked cells $c$ adjacent to vertex $s$ to constrain the angle range of the vertex $s$ being expanded (line 68). If each corner $s'$ of $c$ satisfies the following condition (Condition 1): (1) $\text{parent}(s) = s'$ or (2) $\Theta(s, \text{parent}(s), s') < 0^\circ$ or (3) $\Theta(s, \text{parent}(s), s') = 0^\circ$ AND $c(\text{parent}(s), s') \leq c(\text{parent}(s), s)$, then AP Theta* assumes that vertices do not have line-of-sight to $\text{parent}(s)$ if the rays from $\text{parent}(s)$ through them are clockwise of the ray from $\text{parent}(s)$ through $s$. It therefore sets $lb(s) = 0^\circ$. Likewise, if each corner $c'$ of $c$ satisfies the following condition: (1) $\text{parent}(s) = s'$ or (2) $\Theta(s, \text{parent}(s), s') > 0^\circ$ or (3) $\Theta(s, \text{parent}(s), s') = 0^\circ$ AND $c(\text{parent}(s), s') \leq c(\text{parent}(s), s)$, then AP Theta* assumes that vertices do not have line-of-sight to $\text{parent}(s)$ if the rays from $\text{parent}(s)$ through them are counterclockwise of the ray from $\text{parent}(s)$ through $s$. It therefore sets $ub(s) = 0^\circ$.

For example, in Figure 5 (left), AP Theta* constrains the lower angle bound of $B_3$ using this property. All corners of the blocked cell that $B_3$ is adjacent to satisfy Condition 1. AP Theta* thus assumes that vertices do not have line-of-sight to $A_4$ if the rays from $A_4$ through them are clockwise of the ray from $A_4$ through $B_3$. It therefore sets $lb(B_3) = 0^\circ$.

Second, AP Theta* uses any successor $s'$ of vertex $s$ to constrain the angle range of the vertex $s$ being expanded, if $s'$ satisfies the following condition (Condition 2): (1) $s'$ is unexpanded or has a parent other than $\text{parent}(s)$ and (2) $s'$ is closer to $\text{parent}(s)$ than $s$ itself and (3) $s'$ is not equal to $\text{parent}(s)$ (line 73). Such vertices have no line-of-sight information regarding $\text{parent}(s)$, yet it would be important to propagate such information from them to $s$. AP Theta* therefore assumes conservatively that $s'$ barely has line-of-sight to $\text{parent}(s)$. This assumption might over constrain the angle range, but avoids paths that pass through blocked cells.

For example, in Figure 5 (left), AP Theta* constrains the upper angle bound of $B_3$ using this property. $B_4$ is a successor of $B_3$, that is unexpanded, closer to $A_4$ than $B_3$ and not equal to $A_4$. Thus it satisfies Condition 2. AP Theta* therefore assumes that $B_4$ barely has line-of-sight to $A_4$, and sets $ub(B_3) = \Theta(B_3, A_4, B_4) = 45^\circ$.

Third, AP Theta* uses any successor $s'$ of vertex $s$ to constrain the angle range of the vertex $s$ being expanded, if $s'$ satisfies the following condition (Condition 3): (1) $s'$ is expanded and (2) $s'$ has parent $\text{parent}(s)$ and (3) $s \neq s_{\text{start}}$ (line 79). Such vertices have line-of-sight information regarding $\text{parent}(s)$, and it is important to propagate such information from them to $s$. AP Theta* therefore tightens the angle range of $s$ by intersecting it with the angle range of $s'$. For example, in Figure 5 (right), AP Theta* constrains the lower angle bound of $C_2$ using this property. $B_3$ is a successor of $C_2$, that is expanded, has the same parent as $C_2$ and is not equal to $A_4$. Thus it satisfies Condition 3. AP Theta* therefore intersects their angle ranges and sets $lb(C_2) = 0^\circ$.

**Updating $g$-values and Parents**

AP Theta* updates the $g$-value and parent of an unexpanded successor $s'$ of vertex $s$ by considering the following two cases:

- **Path 2:** First, AP Theta* considers Path 2 (line 50) as defined for Basic Theta* and updates the $g$-value and parent of $s'$ in the same way. In Figure 5 (left), $C_3$ is updated this way.

- **Path 1:** Otherwise, AP Theta* considers Path 1 (line 58) as defined for Basic Theta* and $A^*$ and updates the $g$-
value and parent of vertex $s'$ in the same way. In Figure 5 (left), $B2$ is updated this way.

**Properties**

We can prove that AP Theta* finds a path from the start vertex to the goal vertex if such a path exists, simply because it considers all grid edges. Furthermore, this path indeed does not pass through blocked cells. (We omit the proof due to space limitations.) AP Theta* tends to find slightly longer paths than Basic Theta* because it can over constrain the angle ranges, which incorrectly rules out some paths.

**Algorithm 3: Angle-Propagation Theta* (AP Theta*)**

```plaintext
47 UpdateVertex(s', s)
48 if $s \neq s_{start} AND b(s) \leq \theta(s, parent(s), s') \leq u(b(s))$ then
49     /* Path 2 */
50     if $g(parent(s)) + c(parent(s), s') < g(s')$ then
51         $g(s') := g(parent(s)) + c(parent(s), s')$;
52         parent(s') := parent(s);
53     if $s' \in$ open then
54         open.Remove(s');
55         open.Insert(s', $g(s') + b(s')$);
56     else
57         /* Path 1 */
58         if $g(s) + c(s, s') < g(s')$ then
59             $g(s') := g(s) + c(s, s')$;
60             parent(s') := s;
61         if $s' \in$ open then
62             open.Remove(s');
63             open.Insert(s', $g(s') + b(s')$);
64 end
65 UpdateBounds(s)
66     $b(s) := \infty; ab(s) := \infty;
67     if $s \neq s_{start}$ then
68         foreach blocked cell $b$ adjacent to $s$ do
69             /* Condition 1 */
70             update $b(s)$ and $ab(s)$ (see main text);
71         foreach $s' \in$ succ($s$) do
72             /* Condition 2 */
73             if $(s' \notin closed OR parent(s) \neq parent(s')) AND
74                 $c(parent(s), s') < c(parent(s), s) AND parent(s) \neq s'$
75                 then
76                     if $\theta(s, parent(s), s') < 0$ then
77                         $b(s) := \max(b(s), \theta(s, parent(s), s'))$;
78                     if $\theta(s, parent(s), s') > 0$ then
79                         $ab(s) := \min(ab(s), \theta(s, parent(s), s'))$;
80             /* Condition 3 */
81             if $(s' \in closed AND parent(s) = parent(s')) AND
82                 $s' \neq s_{start}$ then
83                 if $\theta(s', parent(s), s') \leq 0$ then
84                     $b(s) := \max(b(s), b(s') + \theta(s, parent(s), s'))$;
85                 if $0 \leq ab(s') + \theta(s, parent(s), s')$ then
86                     $ab(s) := \min(ab(s), ab(s') + \theta(s, parent(s), s'))$;
```
Figure 7: Path Length and Run Time (Random Grids 500 × 500)

Figure 8: Vertex Expansions (Random Grids 500 × 500)

Table 1: Experimental Results: Path Lengths (in Parenthesis: Run Times)

|               | FD* Time | Basic Theta* Time | AP Theta* Time | Shortest Paths Time | A* Time | A* PS Time |
|---------------|----------|------------------|----------------|---------------------|---------|-----------|
| 100 × 100     |          |                  |                |                     |         |           |
| Game Maps     | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 0%     | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 5%     | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 10%    | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 20%    | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 30%    | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| 500 × 500     | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Game Maps     | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 0%     | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 5%     | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 10%    | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 20%    | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |
| Random 30%    | 47.84    | 47.92            | 47.88          | 47.88               | 47.88   | 47.88     |

Basic Theta*, Shortest Paths (computed with A* on visibility graphs), A* (on an eight-neighbor grid), and A* with Post-Smoothing (on an eight-neighbor grid, A* PS) run on the same path planning problems. The path planning problems are characterized by two different grid sizes and six different kinds of grids, namely grids with a given percentage of randomly blocked cells (random grids) and scaled maps from the real-time strategy game Baldur’s Gate II (game maps) (Bulitko, Sturtevant, & Kazakevich 2005). Table 1 summarizes our results, averaged over either 500 path planning problems for random grids of size 100 × 100, 500 path planning problems for random grids of size 500 × 500 or 118 path planning problems on game maps, with randomly chosen start and goal vertices in all cases. The path lengths are given outside of the parentheses, and the runtimes (measured in seconds) are given inside of the parentheses. All path planning methods were implemented in C# and executed on a 3.7 GHz Core 2 Duo with 2 GByte of RAM. Our implementations are not optimized for performance and can possibly be improved. We break ties among vertices with the same f-values for all path planning methods in favor of larger g-values (as usual), but in the opposite direction for AP Theta* and Basic Theta* because this tie-breaking scheme found shorter paths. It took too long to find the shortest paths on grids of size 500 × 500, which is why these results are omitted from the table. We graphically depict some relationships for random grids of size 500 × 500 with different percentages of randomly blocked cells. Figure 7 shows the path lengths and runtimes (from the table), Figure 8 shows the number of vertex expansions, and Figure 9 shows the number of heading changes on the paths.

We found that Basic Theta* and AP Theta* find much shorter paths than A* and shorter paths than both FD* and A* PS on random grids, as expected, and Basic Theta* finds slightly shorter paths than AP Theta*. For example, on random grids of size 500 × 500 with 20 percent randomly blocked cells, Basic Theta* finds shorter paths than A* PS 95 percent of the time, shorter paths than FD* 93 percent of the time, and shorter paths than AP Theta* 57 percent of the time (and paths with the same length as AP Theta* 17 percent of the time). Overall, Basic Theta* has the best
In this paper, we introduced Theta*, a path planning method that propagates information along grid edges without constraining the paths to grid edges. Theta* is simple, fast and finds short and realistic looking paths. A* with Post-Smoothing and Field D* are more general than Theta*. For example, they can be applied to grids whose cells have different sizes and traversal costs. However, Basic Theta* found shorter paths for our path planning problems faster than both A* with Post-Smoothing and Field D*, without complicated path extraction or smoothing methods. As opposed to A* and A* with Post-Smoothing, Theta* considers paths that are not constrained to grid edges during the search and can thus make more informed decisions during the search. As opposed to Field D*, Theta* exploits the fact that shortest paths for our path planning problems have heading changes only at the corners of blocked cells, which allows it to eliminate long and unrealistic looking paths from consideration.

Future research will be directed towards reducing the length of the paths Theta* finds, by exploiting our understanding of the causes for its sub-optimality. In addition, future research will also be directed towards introducing an incremental variant of Theta* to support re-planning and extending Theta* to grids whose cells have non-uniform sizes and traversal costs.

Conclusions

In this paper, we introduced Theta*, a path planning method that propagates information along grid edges without constraining the paths to grid edges. Theta* is simple, fast and finds short and realistic looking paths. A* with Post-Smoothing and Field D* are more general than Theta*. For example, they can be applied to grids whose cells have different sizes and traversal costs. However, Basic Theta* found shorter paths for our path planning problems faster than both A* with Post-Smoothing and Field D*, without complicated path extraction or smoothing methods. As opposed to A* and A* with Post-Smoothing, Theta* considers paths that are not constrained to grid edges during the search and can thus make more informed decisions during the search. As opposed to Field D*, Theta* exploits the fact that shortest paths for our path planning problems have heading changes only at the corners of blocked cells, which allows it to eliminate long and unrealistic looking paths from consideration.

Future research will be directed towards reducing the length of the paths Theta* finds, by exploiting our understanding of the causes for its sub-optimality. In addition, future research will also be directed towards introducing an incremental variant of Theta* to support re-planning and extending Theta* to grids whose cells have non-uniform sizes and traversal costs.
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