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ABSTRACT. By considering the parity of the degrees and levels of nodes in increasing
trees, a new combinatorial interpretation for the coefficients of the Taylor expansions of
the Jacobi elliptic functions is found. As one application of this new interpretation, a
conjecture of Ma–Mansour–Wang–Yeh is solved. Unifying the concepts of increasing trees
and plane trees, Lin–Ma–Ma–Zhou introduced weakly increasing trees on a multiset. A
symmetry joint distribution of “even-degree nodes on odd levels” and “odd-degree nodes”
on weakly increasing trees is found, extending the Schett polynomials, a generalization of
the Jacobi elliptic functions introduced by Schett, to multisets. A combinatorial proof and
an algebraic proof of this symmetry are provided, as well as several relevant interesting
consequences. Moreover, via introducing a group action on trees, we prove the partial
γ-positivity of the multiset Schett polynomials, a result implies both the symmetry and
the unimodality of these polynomials.

1. INTRODUCTION

As unified generalization of increasing trees and plane trees, the weakly increasing trees
on a multiset were introduced recently in the joint work of the two authors with Ma and
Zhou [24]. The objective of this article is to prove both bijectively and algebraically the
symmetry of the joint distribution of “even-degree nodes on odd levels” and “odd-degree
nodes” on weakly increasing trees. The discovery of this symmetric distribution was inspired
by Dumont’s combinatorial interpretation of the Jacobi elliptic functions [15,16], Deutsch’s
combinatorial bijection on plane trees [11] and Liu’s recursive involution on increasing
trees [28].

Let us begin with the definition of weakly increasing trees on a multiset. A plane tree $P$
can be defined recursively as follows: a node $v$ is one designated vertex, which is called the
root of $P$. Then either $P$ contains only one node $v$, or it has a sequence $(P_1, P_2, \ldots, P_k)$
of $k$ subtrees $P_i$, each of which is a plane tree. So, the subtrees of each node are linearly
ordered. We write these subtrees in the order left to right when we draw such trees. We
also write the root $v$ on the top and draw an edge from $v$ to the root of each of its subtrees.
Let $(p_1, p_2, \ldots, p_n)$ be a sequence of positive integers. Denote by $M = M(p_1, p_2, \ldots, p_n)$
the multiset $\{1^{p_1}, 2^{p_2}, \ldots, n^{p_n}\}$ and let $p = \sum_{i=1}^{n} p_i$.

Definition 1.1 (Weakly increasing trees [24]). A weakly increasing tree on $M$ is a plane
tree such that
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(i) it contains $p + 1$ nodes that are labeled by elements from the multiset $M \cup \{0\}$, 
(ii) each sequence of labels along a path from the root to any leaf is weakly increasing, and 
(iii) for each node $j$ in the tree, labels of the roots of subtrees of $j$ are weakly increasing 
from left to right.

Denote by $\mathcal{T}_M$ the set of weakly increasing trees on $M$. See Fig. 1 for all the weakly 
ingcreasing trees on $M = \{1^2, 2^2\}$.

Note that weakly increasing trees on $[n] := \{1, 2, \ldots, n\}$ are exactly increasing trees on 
$[n]$, while weakly increasing trees on $\{1^n\}$ are in obvious bijection with plane trees with $n$ 
edges. This enables us to study the unity between plane trees and increasing trees in the 
framework of weakly increasing trees. The enumerative results obtained in [24] reflect that 
weakly increasing trees is a natural and nice generalization of plane trees and increasing 
trees:

- The number of weakly increasing trees on $M(p_1, \ldots, p_n)$ has a compact product 
  formula

$$|\mathcal{T}_M| = \frac{1}{1 + N_n} \prod_{i=1}^{n} \left( \frac{N_i + p_i}{p_i} \right),$$

where $N_i := p_1 + \cdots + p_i$ for each $i \in [n]$.

- The $M$-Eulerian–Narayana polynomial, which interpolates between the Eulerian 
polynomial (when $M = [n]$) and the Narayana polynomial (when $M = \{1^n\}$), was 
defined by

$$(1.1) \quad A_M(t) = \sum_{T \in \mathcal{T}_M} t^{\text{leaf}(T)},$$

where $\text{leaf}(T)$ denotes the number of leaves of $T$. The $\gamma$-positivity of $A_M(t)$ has an 
unified group action proof which possesses an unexpected application in interpreting 
the $\gamma$-coefficients of the $k$-multiset Eulerian polynomials (see [24] for $k = 2$ and [26] 
for general $k$).
There are connections between $M$-Eulerian–Narayana polynomials for the multiset $M = \{1^2, 2^2, \ldots, n^2\}$ (resp. $M = \{1^2, 2^2, \ldots, (n-1)^2, n\}$) and Savage and Schuster’s $s$-Eulerian polynomials for the sequence $s = (1, 1, 3, 2, 5, 3, \ldots, 2n - 1, n, n + 1)$ (resp. $s = (1, 1, 3, 2, 5, 3, \ldots, 2n - 1, n)$).

In this paper, we continue to investigate the weakly increasing trees by considering several classical tree statistics related to the degrees and levels of nodes. The *degree* (also called *out-degree*) of a node in a tree is the number of its children and the *level* of a node is measured by the number of edges lying on the unique path from the root to it. So the root lies at level 0. For $T \in \mathcal{T}_M$, the six tree statistics on $T$ that we consider are:

- The number of nodes of degree $q$ in $T$, denoted by $\text{deg}_q(T)$. In particular, $\text{deg}_0(T) = \text{leaf}(T)$.
- The number of nodes of degree $q$ in odd levels of $T$, denoted by $\text{od}_q(T)$.
- The number of nodes in even levels of $T$, denoted by $\text{el}(T)$.
- The number of odd-degree nodes in $T$, denoted by $\text{odd}(T)$.
- The number of even-degree nodes in odd (resp. even) levels of $T$, denoted by $\text{oe}(T)$ (resp. $\text{ee}(T)$).

The above six tree statistics have been extensively studied in the literature for plane trees in [6, 9–11, 18, 32] and for increasing trees in [3, 8, 23, 28]. Particularly, Deutsch [11] introduced a bijection $\hat{\cdot}$ from the set $\mathcal{P}_n$ of plane trees with $n$ edges to itself such that for each $T \in \mathcal{P}_n$

$$\text{deg}_q(T) = \begin{cases} \text{od}_{q-1}(\hat{T}) & \text{if } q \geq 1, \\ \text{el}(\hat{T}) & \text{if } q = 0. \end{cases}$$

Inspired by Deutsch’s result, a natural problem arises: is the above equidistribution still holds on increasing trees or even on weakly increasing trees? The answer to this question is affirmative and it turns out that Deutsch’s bijection $\hat{\cdot}$ can be extended$^1$ to weakly increasing trees.

In fact, Deutsch’s bijection $\hat{\cdot}$ can be generalized directly to $\hat{\cdot}_M : \mathcal{T}_M \to \mathcal{T}_M$ by taking the labels of trees into account as follows. The mapping $\hat{\cdot}_M$ is defined inductively. Firstly, set $\hat{\emptyset} = \emptyset$. Let $T$ be a nonempty weakly increasing tree in $\mathcal{T}_M$. For any node $v$ of $T$ let $T_v$ denote the subtree of $T$ induced by $v$ and its descendants. Clearly, the leftmost

$^1$We learn that Shishuo Fu and his master student have also observed such extension independently.
child of the root 0 in $T$ must be a node of label 1 and let $H$ denote the subtree of $T$ induced by this 1 and its descendants. Suppose that $u_1, \ldots, u_s$ are all children of the root 0 other than the leftmost child in $T$ from left to right. We construct the weakly increasing tree $\hat{T}$ as follows:

- Change the label 1 of the root of $\hat{H}$ to 0 and denote by $\hat{H}^*$ the resulting tree;
- Attach an isolate node 1 to the root 0 of $\hat{H}^*$ such that it is the leftmost child of 0;
- Make $\hat{T}_{u_1}, \ldots, \hat{T}_{u_s}$ the branches of the above new node 1 from left to right.

See Fig. 2 for graphical descriptions of $\hat{T}$. By induction on the number of edges of the tree, we obtain the following generalization of Deutsch’s result.

**Theorem 1.2.** Let $M = \{1^{p_1}, 2^{p_2}, \ldots, n^{p_n}\}$. The mapping $\hat{()} : \mathcal{T}_M \to \mathcal{T}_M$ is a bijection satisfying

$$\deg_q(T) = \begin{cases} \text{od}_{q-1}(\hat{T}) & \text{if } q \geq 1 \\ \text{el}(T) & \text{if } q = 0 \end{cases}$$

for any $T \in \mathcal{T}_M$.

Theorem 1.2 is new even for increasing trees, i.e., when $M = [n]$. It reflects again the wonderful unity between plane trees and increasing trees. One interesting consequence of Theorem 1.2 is

$$\sum_{T \in \mathcal{T}_M} \ell^{\text{leaf}}(T) = \sum_{T \in \mathcal{T}_M} \ell^{\text{el}}(T),$$

which provides a new interpretation of the $M$-Eulerian–Narayana polynomial $A_M(t)$ defined by (1.1). This interpretation for the classical Eulerian polynomials in terms of increasing trees was known in [1]. Noticing

$$\text{odd}(T) = \sum_{q \text{ odd}} \deg_q(T) \quad \text{and} \quad \text{oe}(T) = \sum_{q \text{ even}} \deg_q(T),$$

another interesting corollary of Theorem 1.2 is the following equidistribution.

**Corollary 1.3.** Fix a multiset $M$. For any $T \in \mathcal{T}_M$, $\text{odd}(T) = \text{oe}(\hat{T})$.

On the other hand, Liu [28] constructed recursively an involution on $\mathcal{T}_n$, the set of increasing trees on $[n]$, which proves a refined symmetry extension of Corollary 1.3 for $M = [n]$.

**Theorem 1.4 (Liu [28]).** There exists an involution $\phi$ on $\mathcal{T}_n$ such that

$$(\text{odd, oe, ee})(T) = (\text{oe, odd, ee})(\phi(T)) \quad \text{for each } T \in \mathcal{T}_n.$$  

It is Corollary 1.3 and Theorem 1.4 that motivates the following refined symmetry distribution for weakly increasing trees.

**Theorem 1.5.** Let $M = \{1^{p_1}, 2^{p_2}, \ldots, n^{p_n}\}$. There exists an involution $\hat{()} : \mathcal{T}_M \to \mathcal{T}_M$ such that

$$(\text{odd, oe, ee})(T) = (\text{oe, odd, ee})(\hat{T}) \quad \text{for each } T \in \mathcal{T}_M.$$
Consequently,
\[
\sum_{T \in T_M} x^{ee(T)} y^{oe(T)} z^{odd(T)} = \sum_{T \in T_M} x^{ee(T)} y^{odd(T)} z^{oe(T)}.
\]  

The main result of Schett [33] was to prove that Deutsch’s bijection (\(\tilde{\phi}\)), is essentially different with Liu’s involution \(\phi\) on increasing trees. We have no idea how Liu’s involution can be extended to weakly increasing trees. The Taylor expansions of the coefficient of \(\tilde{\phi}\) are:

\[\text{sn}(u, \alpha) = u - (1 + \alpha^2) \frac{u^3}{3!} + (1 + 14 \alpha^2 + \alpha^4) \frac{u^5}{5!} - (1 + 135 \alpha^2 + 135 \alpha^4 + \alpha^6) \frac{u^7}{7!} + \cdots,\]
\[\text{cn}(z, \alpha) = 1 - \frac{u^2}{2!} + (1 + 4 \alpha^2) \frac{u^4}{4!} - (1 + 44 \alpha^2 + 16 \alpha^4) \frac{u^6}{6!} + \cdots,\]
\[\text{dn}(z, \alpha) = 1 - \frac{\alpha^2 u^2}{2!} + (4 + \alpha^2) \frac{u^4}{4!} - (16 + 44 \alpha^2 + \alpha^4) \frac{u^6}{6!} + \cdots.\]

Consider the derivative operator on the polynomials in three variables defined by
\[D(x) = yz, \quad D(y) = xz \quad \text{and} \quad D(z) = xy.\]

The polynomial \(S_n(x, y, z) := D^n(x)\) is known as the \(n\)-th Schett polynomial (according to Dumont [15]) which has the form:
\[
S_{2m}(x, y, z) = \sum_{i,j \geq 0} s_{2m,i,j} x^{2i+1} y^{2j} z^{2m-2i-2j},
\]
\[
S_{2m+1}(x, y, z) = \sum_{i,j \geq 0} s_{2m+1,i,j} x^{2i} y^{2j+1} z^{2m+1-2i-2j}.
\]

The first values of \(S_n(x, y, z)\) are:
\[
S_0 = x, \quad S_1 = yz, \quad S_2 = xy^2 + xz^2, \quad S_3 = y^3 z + yz^3 + 4x^2 yz, \quad S_4 = xy^4 + 14 x y^2 z^2 + xz^4 + 4x^3 y^2 + 4x^3 z^2.
\]

The main result of Schett [33] was to prove that
\[\textbullet \quad \text{the coefficient of } (-1)^n \alpha^{2i} u^{2n+1}/(2n + 1)\text{! in the Taylor expansion of } \text{sn}(u, \alpha) \text{ equals } s_{2n,0,0} \text{ or } s_{2n+1,0,0};\]
\[\textbullet \quad \text{the coefficient of } (-1)^n \alpha^{2i} u^{2n}/(2n)\text{! (resp. } (-1)^n \alpha^{2n-2i} u^{2n}/(2n))\text{! in the Taylor expansion of } \text{cn}(u, \alpha) \text{ (resp. } \text{dn}(u, \alpha)) \text{ equals } s_{2n-1,i,0} \text{ or } s_{2n,i,0}.\]
This indicates that Schett polynomials is a generalization of the Jacobi elliptic functions. Schett also noticed that \( S_m(1,1,1) = \sum_{i,j \geq 0} s_{m,i,j} = m! \), which inspired Dumont [15, 16] to find the first interpretation of the Schett polynomials in terms of the parity of cycle peaks in permutations. Our consideration of the parity of the degrees and levels of nodes in increasing trees leads to a new interpretation of the Schett polynomials \( S_n(x, y, z) \).

**Theorem 1.6.** The coefficient \( s_{m,i,j} \) of the Schett polynomials \( S_m(x, y, z) \) counts the number of trees \( T \in T_m \) such that \(|\text{ee}(T)/2| = i \) and \(|\text{oe}(T)/2| = j \), namely,

\[
S_m(x, y, z) = \sum_{T \in T_m} x^{\text{ee}(T)/2} y^{\text{oe}(T)/2} z^{\text{odd}(T)}.
\]

In view of Theorem 1.6, the joint distribution in (1.2)

\[
S_M(x, y, z) := \sum_{T \in T_M} x^{\text{ee}(T)/2} y^{\text{oe}(T)/2} z^{\text{odd}(T)}
\]

is named the multiset Schett polynomial for the multiset \( M \), extending the Jacobi elliptic functions from sets to multisets. In particular, we connect the Jacobi elliptic functions for plane trees to fighting fish with a marked tail originally studied by Duchi, Guerrini, Rinaldi and Schaeffer [14].

Gamma-positive polynomials arise frequently in enumerative combinatorics and have recent impetus coming from enumerative geometry; see the two recent surveys by Brändén [5] and by Athanasiadis [2]. A univariate polynomial \( f(x) \) of degree \( n \) is said to be \( \gamma \)-positive if it can be expanded as

\[
f(x) = \sum_{k=0}^{\lfloor n/2 \rfloor} \gamma_k x^k (1 + x)^{n-k}
\]

with \( \gamma_k \geq 0 \). If such an expansion exists, then \( f(x) \) is also palindromic (or symmetric) and unimodal. Moreover, the \( \gamma \)-coefficients \( \gamma_k \) usually (but not always) have nice combinatorial interpretations, which makes this theme even more charming. The classical Eulerian polynomials, as well as their various generalizations [3, 21, 27], are some of the typical examples arising from permutation statistics.

A bivariate polynomial \( h(x, y) \) is said to be homogeneous \( \gamma \)-positive, if \( h(x, y) \) is homogeneous and \( h(x, 1) = \gamma \)-positive. A trivariate polynomial \( p(x, y, z) = \sum_i x^i s_i(y, z) \) is partial \( \gamma \)-positive if every \( s_i(y, z) \) is homogeneous \( \gamma \)-positive. There has been recent interest in investigating partial \( \gamma \)-positive polynomials with combinatorial meanings [25, 29, 30]. Generalizing the symmetry in (1.2), we aim to prove the partial \( \gamma \)-positivity of the reduced multiset Schett polynomial

\[
\hat{S}_M(x, y, z) := \sum_{T \in T_M} x^{\lfloor \text{ee}(T)/2 \rfloor} y^{\lfloor \text{oe}(T)/2 \rfloor} z^{\text{odd}(T)/2}.
\]

Noticing the relationships

\[
\# \{ \text{nodes in } T \} = \text{ee}(T) \pmod{2} \quad \text{and} \quad \# \{ \text{nodes in } T \} = \text{ee}(T) + \text{oe}(T) + \text{odd}(T),
\]

we see that the reduced multiset Schett polynomial \( \hat{S}_M(x, y, z) \) encodes essentially the same information as \( S_M(x, y, z) \).
Theorem 1.7. Let $M = \{1^{p_1}, 2^{p_2}, \ldots, n^{p_n}\}$ be a multiset with $p = \sum_{i=1}^{n} p_i$. The reduced multiset Schützenberger polynomial $\hat{S}_M(x, y, z)$ has the partial $\gamma$-positivity expansion
\begin{equation}
\hat{S}_M(x, y, z) = \sum_{T \in \mathcal{T}_M} x^{(\text{lev}(T))} y^{(\text{act}(T))} z^{(\text{odd}(T))} = \sum_{i} x^{i} \sum_{j} \hat{\gamma}_{M,i,j}(yz)^{i}(y+z)|\frac{x}{y}|^{-i-2j},
\end{equation}
where $\hat{\gamma}_{M,i,j}$ enumerates weakly increasing trees $T$ on $M$ with $\text{act}(T) = i$, $\text{act}(T) = \lfloor \frac{p}{2} \rfloor - i - 2j$ and $\text{act}(T) = 0$. Consequently,
\begin{itemize}
  \item the polynomial $\hat{S}_M(x, y, z)$ is symmetric in $y$ and $z$, which is equivalent to the symmetry in (1.2);
  \item if $\hat{S}_M(x, y, z) = \sum_{i} x^{i} \hat{S}_M,i(y, z)$, then $\hat{S}_M,i(y, 1) = \hat{S}_M,i(1, y)$ is palindromic and unimodal.
\end{itemize}

The two statistics $\text{act}$ and $\text{eact}$ concerned are defined as follows.

Definition 1.8. Let $T \in \mathcal{T}_M$ and let $u$ be a node of $T$. Suppose that $y$ (possibly empty) is the first brother to the right of $u$. The node $u$ is active if it satisfies the following three conditions:
\begin{itemize}
  \item the level of $u$ is odd;
  \item $u$ is the $k$-th child (from left to right) of its parent with $k$ being odd;
  \item either (i) $y$ is not empty and the degrees of $u$ and $y$ have the same parity, or (ii) $y$ is empty and the degree of $u$ is odd.
\end{itemize}
Furthermore, $u$ is said to be active odd or active even according to the parity of the degree of $u$. Let $\text{act}(T)$ (resp. $\text{eact}(T)$, $\text{oact}(T)$) be the number of active (resp. active even, active odd) nodes of $T$.

Example 1.9. Take $M = \{1^2, 2^2\}$ for an example of expansion (1.5), there are 18 trees as displayed in Fig. 1, which gives
\[
\hat{S}_M(x, y, z) = 3x(y + z) + (y + z)^2 + 8yz.
\]
The $\gamma$-coefficients 3 counts the trees $T_4$, $T_{10}$ and $T_{17}$; 1 counts $T_7$; 8 counts the trees $T_3$, $T_8$, $T_9$ and the trees from $T_{12}$ to $T_{16}$.

The purpose of this paper is threefold. One is to construct the involution $\hat{\phi} : \mathcal{T}_M \to \mathcal{T}_M$ to prove combinatorially the refined symmetry (1.2), which is provided in Section 2 as well as several relevant interesting consequences. The second is to study the algebraic aspect of the refined symmetry (1.2), including proofs of Theorem 1.6 and a conjecture of Ma–Mansour–Wang–Yeh [31] via Chen’s context-free grammar and a generating function proof of (1.2), which are fulfilled in Section 3. The last is to develop a group action on weakly increasing binary trees to prove Theorem 1.7, which forms the content of Section 4. This paper reflects appropriately again (cf. [21]) the deep ideas of our great master, M.P. Schützenberger: every algebraic relation is to be given a combinatorial counterpart and vice versa.
2. Combinatorics of the symmetry (1.2)

In this section, we construct the involution \( \tilde{\phi} : \mathcal{T}_M \to \mathcal{T}_M \) for Theorem 1.5. It will be defined recursively.

For \( M = \emptyset \) and \( \{1\} \), we let \( \tilde{T} = T \) for any \( T \in \mathcal{T}_M \). If \( M = [2] \) and \( \{1^2\} \), we let

\[
\begin{array}{c|c|c|c}
T & T & \tilde{T} & \tilde{T} \\
\hline
\end{array}
\]

For a general fixed multiset \( M \) and \( T \in \mathcal{T}_M \), we have the decomposition of \( T \) (see the left graph of Fig. 3) as:

- The leftmost child of the root 0 is a node with label 1. Let \( x \) and \( y \) be the leftmost child and the closest sibling of this special 1 in \( T \). It is possible that \( x \) or \( y \) may not exist, which does not affect our construction.
- Let \( v_1, \ldots, v_s \) be all the siblings of \( x \) from left to right. Denote \( F = T_x \) the subtree of \( T \) induced by \( x \) and its descendants.
- Let \( u_1, \ldots, u_t \) be all the children of \( y \) from left to right. Denote \( H \) the subtree of \( T \) induced by the root and its children to the right of \( y \) together with their descendants.

\[ \text{The main idea underlying the construction is to exchange the role of } x \text{ and } y \text{ and further exchange their siblings with their children. Let us define } \tilde{T} \text{ recursively by the following steps (see again Fig. 3 for nice visualization of our involution):} \]

i) Change the label \( x \) of the root of \( F \) to 0 and denote by \( \hat{F}^* \) the resulting tree;
ii) Attach a node 1 and a node \( x \) at the root 0 of \( \hat{F}^* \) as its first and second children, respectively;
iii) Change the label 0 of the root of \( H \) to \( y \) and attach the resulting tree, denoted \( \hat{H}^* \), at the node 1 as its leftmost branch; further attach the subtrees \( \tilde{T}_{u_1}, \ldots, \tilde{T}_{u_t} \) at the node 1 as its branches from left to right;
iv) Finally, attach the subtrees $\tilde{T}_{v_1}, \ldots, \tilde{T}_{v_s}$ at the node $x$ as its branches from left to right and let the resulting tree be $\tilde{T}$ (see the right graph in Fig. 3).

For example, for $M = \{1^2, 2^2\}$ in Fig. 1 the mapping $\tilde{\cdot}$ works as $\tilde{T}_1 = T_7$, $\tilde{T}_2 = T_{18}$, $\tilde{T}_3 = T_8$, $\tilde{T}_4 = T_{11}$, $\tilde{T}_5 = T_{10}$, $\tilde{T}_6 = T_{17}$, $\tilde{T}_9 = T_{15}$, $\tilde{T}_{12} = T_{11}$, and $\tilde{T}_{13} = T_{16}$. It is clearly from the above construction that $\tilde{T}$ is a weakly increasing trees in $\mathcal{T}_M$ and so the mapping $\tilde{\cdot} : \mathcal{T}_M \to \mathcal{T}_M$ is well-defined. Moreover, this mapping is an involution, as evident from the construction by induction on the size of $M$.

It remains to verify that

\[ (\text{odd, oe, ee})(T) = (\text{oe, odd, ee})(\tilde{T}). \]

Let us first consider the number of odd-degree nodes. We need to distinguish three cases:

1. If both $x$ and $y$ exist, then

\[
\text{odd}(T) = \text{odd}(H) + \text{odd}(F) + \sum_{i=0}^{s} \text{odd}(T_{v_i}) + \sum_{i=0}^{t} \text{odd}(T_{u_i}) + \chi(s \text{ even}) + \chi(t \text{ odd})
\]

\[
= \text{oe}(\tilde{H}^*) + \text{oe}(\tilde{F}^*) + \sum_{i=0}^{s} \text{oe}(\tilde{T}_{v_i}) + \sum_{i=0}^{t} \text{oe}(\tilde{T}_{u_i}) + \chi(s \text{ even}) + \chi(t \text{ odd}) = \text{oe}(\tilde{T}),
\]

where $\chi(S)$ equals 1, if the statement $S$ is true; and 0, otherwise.

2. If $x$ does not exist, then

\[
\text{odd}(T) = \text{odd}(H) + \sum_{i=0}^{s} \text{odd}(T_{v_i}) + \chi(t \text{ odd})
\]

\[
= \text{oe}(\tilde{H}^*) + \sum_{i=0}^{t} \text{oe}(\tilde{T}_{u_i}) + \chi(t \text{ odd}) = \text{oe}(\tilde{T}).
\]

3. If $x$ does not exist, then

\[
\text{odd}(T) = 1 + \text{odd}(F) + \sum_{i=0}^{s} \text{odd}(T_{v_i}) + \chi(s \text{ even})
\]

\[
= 1 + \text{oe}(\tilde{F}^*) + \sum_{i=0}^{s} \text{oe}(\tilde{T}_{v_i}) + \chi(s \text{ even}) = \text{oe}(\tilde{T}).
\]

In either case, we have

\[ \text{odd}(T) = \text{oe}(\tilde{T}). \]

Since $\tilde{\cdot}$ is an involution, it follows that

\[ \text{oe}(T) = \text{odd}(\tilde{T}). \]
also holds. Finally, we need to consider the number of even-degree nodes on even levels:

\[ ee(T) = ee(H) + ee(F) + \sum_{i=0}^{s} ee(T_{v_i}) + \sum_{i=0}^{t} ee(T_{u_i}) \]

\[ = ee(\hat{H}^*) + ee(\hat{F}^*) + \sum_{i=0}^{s} ee(\hat{T}_{v_i}) + \sum_{i=0}^{t} ee(\hat{T}_{u_i}) = ee(\hat{T}). \]

This finishes the proof that the involution \( \hat{()} : \mathcal{T}_M \to \mathcal{T}_M \) has the feature \( (2.1) \) and provides the combinatorial proof of symmetry \( (1.2) \).

2.1. Relevant consequences. Our construction of \( \hat{()} \) is more intuitive than Liu’s involution on \( \mathcal{T}_n \) and provides an alternative approach to his refined symmetry on increasing trees

\[ (2.2) \sum_{T \in \mathcal{T}_n} x^{\text{odd}(T)} y^{\text{oe}(T)} z^{ee(T)} = \sum_{T \in \mathcal{T}_n} x^{\text{oe}(T)} y^{\text{odd}(T)} z^{ee(T)}. \]

On the other hand, our involution \( \hat{()} \) for \( M = \{1^n\} \) provides a combinatorial proof of the following refined symmetry for plane trees, which seems new to the best of our knowledge.

**Corollary 2.1.** For \( n \geq 1 \), we have the refined symmetry

\[ (2.3) \sum_{T \in \mathcal{P}_n} x^{\text{odd}(T)} y^{\text{oe}(T)} z^{ee(T)} = \sum_{T \in \mathcal{P}_n} x^{\text{oe}(T)} y^{\text{odd}(T)} z^{ee(T)}. \]

For a tree \( T \in \mathcal{T}_M \), let \( \text{even}(T) \) and \( \text{oo}(T) \) be the number of even-degree nodes and the number of odd-degree nodes in odd levels in \( T \), respectively. We are interested in the symmetry of the parameter \( \text{even}(T) \) compared with \( \text{odd}(T) \) in Theorem \( (1.5) \). Note that

\[ \text{even}(T) = \sum_{q \text{ even}} \deg_q(T) \quad \text{and} \quad \text{oo}(T) = \sum_{q \text{ odd}} \deg_q(T). \]

It then follows from Theorem \( (1.2) \) that

\[ (2.4) \sum_{T \in \mathcal{T}_M} x^{\text{even}(T)} = \sum_{T \in \mathcal{T}_M} x^{\text{oo}(T) + \text{el}(T)}. \]

In fact, replacing \( z \) with \( xyz \) in identity \( (1.2) \) and noticing \( \text{odd}(T) + ee(T) = oo(T) + el(T) \) and \( oe(T) + ee(T) = even(T) \), we immediately obtain the following interesting corollary.

**Corollary 2.2.** Let \( M = \{1^{p_1}, 2^{p_2}, \ldots, n^{p_n}\} \). Then

\[ \sum_{T \in \mathcal{T}_M} x^{\text{even}(T)} y^{\text{oo}(T) + \text{el}(T)} z^{ee(T)} = \sum_{T \in \mathcal{T}_M} x^{\text{oo}(T) + \text{el}(T)} y^{\text{even}(T)} z^{ee(T)}. \]

For a tree \( T \in \mathcal{T}_M \), we are also interested in some variations of the three statistics ‘odd’, ‘oe’ and ‘ee’ where the root of \( T \) is not taken into account.

- The number of odd-degree nodes other than the root in \( T \), denoted \( \text{odd}^*(T) \).
- The number of even-degree nodes other than the root in odd (resp. even) level of \( T \), denoted by \( \text{oe}^*(T) \) (resp. \( \text{ee}^*(T) \)). Note that \( \text{oe}^*(T) = \text{oe}(T) \).
Surprisingly, we still have the following refined symmetry for ‘odd’, ‘oe’ and ‘ee’, as a variation of (1.2).

**Corollary 2.3.** Let \( M = \{1^{p_1}, 2^{p_2}, \ldots, n^{p_n}\} \). Then

\[
\sum_{T \in \mathcal{T}_M} x^{\text{odd}^*}(T)y^{\text{oe}^*}(T)z^{\text{ee}^*}(T) = \sum_{T \in \mathcal{T}_M} x^{\text{ee}^*}(T)y^{\text{oe}^*}(T)z^{\text{odd}^*}(T).
\]

**Proof.** For any weakly increasing tree \( T \in \mathcal{T}_M \), suppose that \( u_1, \ldots, u_s \) are all children of the root 0 of \( T \). We construct a weakly increasing tree, denoted \( \psi(T) \), by attaching \( \tilde{T}_{u_1}, \ldots, \tilde{T}_{u_s} \) as subtrees of a new root 0 from left to right. See Fig. 4 for the graphical description of \( \psi(T) \). By Theorem 1.5, the mapping \( \psi : \mathcal{T}_M \to \mathcal{T}_M \) is an involution satisfying

\[
\text{odd}^*(T) = \text{ee}^*(\psi(T)), \quad \text{oe}^*(T) = \text{oe}^*(\psi(T)) \quad \text{and} \quad \text{ee}^*(T) = \text{odd}^*(\psi(T)),
\]

which completes the proof. \( \square \)

**Remark 2.4.** Corollaries 2.2 and 2.3 are new even for plane trees or increasing trees.

The Euler numbers \( \{E_n\}_{n \geq 0} \) can be defined as the coefficients of the Taylor expansion

\[
\text{sec}(x) + \tan(x) = \sum_{n \geq 0} E_n \frac{x^n}{n!}.
\]

It was André [1] in 1879 that first discovered the interpretation of \( E_n \) as the number of alternating (down-up) permutations of length \( n \). Since then, the combinatorics of the Euler numbers has been investigated extensively; see the work [20] of Foata and Han and the references therein. Kuznetsov, Pak and Postnikov [23, Theorem 3] showed that increasing trees \( T \in \mathcal{T}_n \) with \( \text{odd}^*(T) = 0 \) is enumerated by \( E_n \). Combining this with the increasing tree case of Corollary 2.3 results in the following new interpretation of \( E_n \).

**Corollary 2.5.** The number of increasing trees \( T \in \mathcal{T}_n \) with \( \text{ee}^*(T) = 0 \) is the \( n \)th Euler number \( E_n \).

For \( T \in \mathcal{T}_M \) and \( v \) a node of \( T \), the full-degree of \( v \) is the number of nodes in \( T \) to which \( v \) is adjacent. Thus, the full-degree of \( v \) equals the degree of \( v \) plus one, unless \( v \) is the root. Deutsch and Shapiro [12, p. 259] asked for a direct two-to-one correspondence for proving combinatorially the following known property.

**Proposition 2.6** (See [12, p. 259]). Over all plane trees with \( n \) edges, the total number of nodes with odd full-degree is twice the total number of nodes with odd degree.
Response to the problem raised by Deutsch and Shapiro, Eu, Liu and Yeh \cite{18} constructed such a two-to-one correspondence. As an application of the two involutions $\bar{r}$ and $\psi$, we have been able to obtain a new two-to-one correspondence proof of Proposition 2.6 which admits extension to weakly increasing trees perfectly.

**Proposition 2.7.** Fix a multiset $M$. Over all weakly increasing trees in $\mathcal{T}_M$, the total number of nodes with odd full-degree is twice the total number of nodes with odd degree.

*Proof.* Let $\text{oddf}(T)$ denote the number of nodes with odd full-degree in $T$. Notice that

$$\text{oddf}(T) = \text{oe}(T) + \text{ee}^*(T) + \chi(\text{Root degree of } T \text{ is odd}).$$

On the one hand, the involution $\bar{r}: \mathcal{T}_M \rightarrow \mathcal{T}_M$ satisfies

$$\text{odd}(T) = \text{oe}(\bar{T}).$$

On the other hand, the involution $\psi: \mathcal{T}_M \rightarrow \mathcal{T}_M$ satisfies

$$\text{odd}(T) = \text{odd}^*(T) + \chi(\text{Root degree of } T \text{ is odd})$$

$$= \text{ee}^*(\psi(T)) + \chi(\text{Root degree of } \psi(T) \text{ is odd}).$$

Combining the above observations, the two involutions $\bar{r}$ and $\psi$ severe as a two-to-one correspondence proof of the desired property for all weakly increasing trees in $\mathcal{T}_M$. \hfill \qed

**Remark 2.8.** We could not extend Eu, Liu and Yeh’s two-to-one correspondence \cite{18} from plane trees to weakly increasing trees to prove Proposition 2.7. To the best of our knowledge, Proposition 2.7 is new even for increasing trees.

We can refine Proposition 2.7 by constructing another two-to-one correspondence in the same spirit as that in Proposition 2.7, but with the bijection $\bar{r}$ replacing the involution $\bar{r}$.

**Theorem 2.9.** Fix a multiset $M$ and a nonnegative integer $d$. Over all weakly increasing trees in $\mathcal{T}_M$, the total number of nodes with full-degree $2d + 1$ is twice the total number of nodes with degree $2d + 1$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{thetaT.pdf}
\caption{The construction of $\theta(T)$.}
\end{figure}

*Proof.* Recall that $\text{od}_d(T)$ is the number of nodes of degree $d$ in odd levels of a tree $T$. For our purpose, let $\text{ed}_d^*(T)$ be the number of nodes, other than the root, of degree $d$ in even levels of $T$. Then, the number of nodes in $T$ with full-degree $2d + 1$ is

$$\text{od}_{2d}(T) + \text{ed}_{2d}^*(T) + \chi(\text{Root degree of } T \text{ is } 2d + 1).$$
On the one hand, the bijection \( \hat{\phi} : T_M \to T_M \) defined in the introduction satisfies
\[
\deg_{2d+1}(T) = \text{od}_{2d}(\hat{T}).
\]
On the other hand, we aim to define a bijection \( \theta : T_M \to T_M \) satisfies
\[
\deg_{2d+1}(T) = \text{ed}_{2d}^*(\theta(T)) + \chi(\text{Root degree of } \theta(T) \text{ is } 2d+1),
\]
which together with \( \hat{\phi} \) would serve as a two-to-one correspondence proof of the desired result.

It remains to construct the required bijection \( \theta \). For a tree \( T \in T_M \), suppose that \( u_1, \ldots, u_s \) are all children of the root 0 of \( T \). We construct the weakly increasing tree \( \theta(T) \), by attaching \( \hat{T}_{u_1}, \ldots, \hat{T}_{u_s} \) as subtrees of a new root 0 from left to right. See Fig. 5 for the graphical description of \( \theta(T) \). By Theorem 1.2, the mapping \( \theta : T_M \to T_M \) is a bijection satisfying
\[
\deg_{2d+1}(T) = \chi(s = 2d+1) + \sum_{i=1}^{s} \deg_{2d+1}(T_{u_i})
\]
\[
= \chi(s = 2d+1) + \sum_{i=1}^{s} \text{od}_{2d}(\hat{T}_{u_i})
\]
\[
= \chi(\text{Root degree of } \theta(T) \text{ is } 2d+1) + \text{ed}_{2d}^*(\theta(T)),
\]
as desired. \qed

3. Algebraic aspect of the symmetry (1.2)

In this section, we study the algebraic aspect of the symmetry (1.2). We will show Theorem 1.6 by employing Chen’s context-free grammar. As an application, a conjecture posed at the end of [31] is solved. In addition, we manage to extend a regular generating function proof of (1.2) for plane trees to weakly increasing trees.

3.1. Increasing trees and Jacobi elliptic functions. The context-free grammar was introduced by Chen in [7] and has been found useful in studying various combinatorial structures [7, 8, 17, 31], including permutations, increasing trees, labeled rooted trees and set partitions.

Let \( V = \{x, y, z, \ldots\} \) be a set of commutative variables. A context-free grammar \( G \) over \( V \) is a set of substitution rules that replace a variable in \( V \) by a Laurent polynomial with variables in \( V \). The formal derivative \( D \) associated with a context-free grammar \( G \) is defined by \( D(x) = G(x) \) for any \( x \in V \) and obeys the relations:
\[
D(u + v) = D(u) + D(v) \quad \text{and} \quad D(uv) = D(u)v + uD(v),
\]
where \( u \) and \( v \) are two Laurent polynomials of variables in \( V \). For example, if \( V = \{x, y\} \) and
\[
G = \{x \to xy, y \to xy\},
\]
(3.1)
then $D(x) = xy$, $D^2(x) = xy(x + y)$ and $D^3(x) = D(xy)(x + y) + D(x + y)xy = x^3y + 4x^2y^2 + xy^3$. This is the grammar introduced by Dumont [17] to generate the bivariate Eulerian polynomials.

**Theorem 3.1.** Let $D$ be the formal derivative associated with the grammar

(3.2) \[ G = \{x \rightarrow yz, y \rightarrow xz, z \rightarrow xy\}. \]

Then

(3.3) \[ D^n(x) = \sum_{T \in \mathcal{T}_n} x^{ee(T)} y^{oe(T)} z^{odd(T)}. \]

Consequently, Theorem [17] is true.

**Proof.** For an increasing tree $T \in \mathcal{T}_m$, we introduce a grammatical labeling of all nodes in $T$ by variables from $V = \{x, y, z\}$ as follows:

(L1) If $v$ is an even-degree node on even level, then label $v$ by $x$;
(L2) If $v$ is an even-degree node on odd level, then label $v$ by $y$;
(L3) If $v$ is an odd-degree node, then label $v$ by $z$.

See Fig. 6 for a labeling of an increasing tree. It is clear that the weight $x^{ee(T)} y^{oe(T)} z^{odd(T)}$ for the tree $T$ equals the product of all the labeling in $T$.

We proceed to show (3.3) by induction on $n$. The identity is obviously true for the initial case $n = 0$, as $\mathcal{T}_0$ contains only one tree with a single node. Note that any increasing tree in $\mathcal{T}_n$ can be constructed from a unique tree from $\mathcal{T}_{n-1}$ by attaching the new node $n$. For a tree $T \in \mathcal{T}_{n-1}$ and a node $v$ of $T$, let $T'$ be the tree obtained from $T$ by attaching the new node $n$ to $v$. We have the following three cases according to the weight of $v$:

- If the node $v$ is weighted $x$ in $T$, then the weight of $v$ in $T'$ becomes $z$, while the weight of node $n$ is $y$. This corresponds to applying the rule $x \rightarrow yz$ to the label $x$ associated with $v$.
- If the node $v$ is weighted $y$ in $T$, then the weight of $v$ in $T'$ becomes $z$, while the weight of node $n$ is $x$. This corresponds to applying the rule $y \rightarrow xz$ to the label $y$ associated with $v$. 
If the node \( v \) is weighted \( z \) in \( T \) and on odd level (resp. even level), then the weight of \( v \) in \( T' \) becomes \( x \) (resp. \( y \)), while the weight of node \( n \) is \( y \) (resp. \( x \)). This corresponds to applying the rule \( z \rightarrow xy \) to the label \( z \) associated with \( v \).

Hence the action of the formal derivative \( D \) on the set of weights of trees in \( T_{n-1} \) gives the set of weights of trees in \( T_{n} \). This proves (3.3) by induction.

**Remark 3.2.** As the grammar \( G \) in (3.2) is symmetry in \( y \) and \( z \), the polynomial \( D^n(x) \) is symmetry in \( y \) and \( z \). In view of (3.3), this provides a context-free grammar approach to Liu’s refined symmetry

\[
\sum_{T \in T_n} x^{ee(T)} y^{oe(T)} z^{\text{odd}(T)} = \sum_{T \in T_n} x^{ee(T)} y^{oe(T)} z^{\text{oe}(T)}.
\]

**Theorem 3.3.** Let \( D \) be the formal derivative associated with the grammar

\[
G = \{ w \rightarrow wy, x \rightarrow yz, y \rightarrow zx, z \rightarrow xy \}.
\]

Then

\[
D^n(w) = w \sum_{T \in T_n} x^{ee^*(T)} y^{oe^*(T)} z^{\text{odd}^*(T)}.
\]

**Proof.** The proof is almost identical to that of Theorem 3.1 but using a slightly different labeling of trees: the root is labeled \( w \) and other nodes are labeled according to (L1), (L2) and (L3) as in the proof of Theorem 3.1. The straightforward details of the discussions are omitted due to the similarity.

**Remark 3.4.** Since the grammar \( G \) in (3.4) is symmetry in \( x \) and \( z \), Theorem 3.3 provides a context-free grammar approach to the refined symmetry for increasing trees in Corollary 2.3.

As another application of Theorems 3.3 and 3.1, we can confirm affirmatively a conjecture posed by Ma–Mansour–Wang–Yeh [31]. Actually, the context-free grammar \( G \) in (3.4) was first considered in [31], as a conjunction of the two grammars in (3.1) and (3.2). Define the integer sequences \( t_{n,i,j} \) by

\[
D^{2m}(w) = w \sum_{i,j \geq 0} t_{2m,i,j} x^i y^{2j} z^{2m-2i-j},
\]

\[
D^{2m+1}(w) = w \sum_{i,j \geq 0} t_{2m+1,i,j} x^i y^{2j+1} z^{2m-2i-j}.
\]

By (3.5), we have the interpretation for \( t_{m,i,j} \) as

\[
t_{n,i,j} = | \{ T \in T_n : ee^*(T) = i, oe(T)/2 = j \} |. \tag{3.6}
\]

On the other side, it follows from (3.3) that

\[
s_{n,i,j} = | \{ T \in T_n : ee(T)/2 = i, oe(T)/2 = j \} |. \tag{3.7}
\]

In addition, observe that for \( m \geq 1 \):
an increasing tree \( T \in \mathcal{T}_{2m-1} \) with \( \text{ee}(T) \) being even (resp. odd) must have odd-degree (resp. even-degree) root;
- an increasing tree \( T \in \mathcal{T}_{2m} \) with \( \text{ee}(T) \) being even (resp. odd) must have even-degree (resp. odd-degree) root.

This observation can be checked easily by induction on \( m \). Therefore, comparing (3.6) with (3.7) leads to the relationships:

\[
\begin{align*}
    s_{2m-1,i,j} &= t_{2m-1,2i-1,j} + t_{2m-1,2i,j}, \\
    s_{2m,i,j} &= t_{2m,2i+1,j} + t_{2m,2i,j}
\end{align*}
\]

for \( m \geq 1 \) and \( i, j \geq 0 \). This confirms a conjecture posed at the end of [31].

3.2. Plane trees and a generating function proof of (1.2). The rest of this section is mainly devoted to a generating function proof of (1.2).

For a weakly increasing tree \( T \), the number of odd-degree nodes in even (resp. odd) levels of \( T \) is denoted by \( \text{eo}(T) \) (resp. \( \text{oo}(T) \)). We begin with the case of plane trees. Let

\[
N = N(x, y, z, w; t) := \sum_{n \geq 0} \sum_{T \in \mathcal{P}_n} x^{\text{eo}(T)} y^{\text{ee}(T)} z^{\text{oo}(T)} w^{\text{eo}(T)}
\]

\[
= y + w x t + (w y z + x^2 y) t^2 + (w^2 x z + w x y^2 + 2 x y^2 z) t^3 + \cdots
\]

and let

\[
N^* = N^*(x, y, z, w; t) := N(y, x, w, z; t).
\]

Using the first decomposition of plane trees in Fig. 7 we obtain the system of functional equations

\[
N = \frac{y + w t N^*}{1 - (t N^*)^2};
\]

\[
N^* = \frac{x + z t N}{1 - (t N)^2}.
\]

Eliminating \( N^* \) we get

\[
4 N^5 - 4 y N^4 + 2 t^2 N^3 + 2 t^2 y N^2 + N - y - t w x + t^4 (w x - 2 x z) N^2 - t^2 (w z + x^2) N = 0.
\]
Setting $w = z$ we have (with $N = N(x, y, z, z; t)$)

$$
(3.13) \quad t^4 N^5 - t^4 y N^4 - 2t^2 N^3 + (2t^2 y - t^3 xz) N^2 + N - t^2 (z^2 + x^2) N - y - tzx = 0.
$$

It follows from the above functional equation that $N(x, y, z, z; t)$ is symmetric in $x$ and $z$, which proves algebraically the refined symmetry (1.2) for plane trees.

Next we consider the symmetry for weakly increasing trees on two letters, i.e., on the multiset $\{1^{p_1}, 2^{p_2}\}$. Let

$$
N^{(2)} = N(x, y, z, w; t_1, t_2) := \sum_{p_1, p_2 \geq 0} t_1^{p_1} t_2^{p_2} \sum_{T \in T(1^{p_1}, 2^{p_2})} x^{oe(T)} y^{ee(T)} z^{oo(T)} w^{eo(T)}.
$$

Since every weakly increasing trees on $\{1^{p_1}, 2^{p_2}\}$ can be obtained from a unique weakly increasing trees on $\{1^{p_1}\}$ (i.e., plane trees with $p_1$ nodes labeled by 1) by attaching to each node a certain plane tree (with nodes labeled by 2), which in terms of generating functions (taking the four statistics into account) asserts that $N(x, y, z, w; t_1, t_2)$ can be obtained from $N(x, y, z, w; t_1)$ by performing the following substitutions:

$$
\begin{align*}
(3.14) \quad & x \leftarrow \frac{x + zt_2 N}{1 - (t_2 N)^2} = N^*, \\
(3.15) \quad & y \leftarrow \frac{y + w t_2 N^*}{1 - (t_2 N^*)^2} = N, \\
(3.16) \quad & z \leftarrow \frac{z + x t_2 N}{1 - (t_2 N)^2} = \frac{N^* - x}{t_2 N}, \\
(3.17) \quad & w \leftarrow \frac{w + y t_2 N^*}{1 - (t_2 N^*)^2} = \frac{N - y}{t_2 N^*},
\end{align*}
$$

where $N = N(x, y, z, w; t_2)$ and $N^* = N(y, x, w, z; t_2)$. Note that the equalities (3.14) and (3.15) follows from (3.11) and (3.10), respectively. To see the equality in (3.17), notice that every plane trees with at least one edge has the decomposition depicted in Fig. 7 (right side), which in terms of generating functions asserts that $N - y$ can be obtained from $w x t_2$ by performing the substitutions $x \leftarrow N^*$ and $w \leftarrow \frac{w + y t_2 N^*}{1 - (t_2 N^*)^2}$. Thus

$$
\frac{t_2 N^* (w + y t_2 N^*)}{1 - (t_2 N^*)^2} = N - y,
$$

which proves the equality in (3.17). The equality in (3.16) then follows from that in (3.17) by exchanging the variables $x \leftarrow y$ and $z \leftarrow w$. Now the key observation is that $w - z$ after the substitutions (3.16) and (3.17) becomes

$$
(3.18) \quad \frac{N - y}{t_2 N^*} - \frac{N^* - x}{t_2 N} = \frac{N - y}{t_2 N^*} - \frac{N^* - x}{t_2 N} + \frac{F(t_2)}{t_2 (1 - t_2 N)(1 + t_2 N)(x + t_2 zN)} = w - z,
$$

where $F(t)$ (must vanish) denotes the right-hand side of (3.12) and the last equality follows from relationship (3.11) by calculations (using Maple). That is, $w - z$ is invariant under the substitutions (3.16) and (3.17), magically. Moreover, after the substitutions (3.14)
and (3.16), \(xz\) becomes

\[
N^* (N^* - x) = \frac{(1 + (t_2N)^2)xz + t_2N(x^2 + z^2)}{(1 - t_2N)^2(1 + t_2N)^2},
\]

while \(x + z\) becomes

\[
N^* + \frac{N^* - x}{t_2N} = \frac{x + z}{1 - t_2N}.
\]

Since

\[ wz - z^2 = (w - z)z, \quad wx - 2xz = (w - z)x - xz \quad \text{and} \quad wz + x^2 = (w - z)z + (z^2 + x^2), \]

it follows from (3.14), (3.18), (3.19) and (3.20) that \(N^{(2)}\) satisfies the functional equation

\[
F(N^{(2)}, N^*, yxz, x + z) + (w - z)F = 0,
\]

where \(F\) is a polynomial in five variables with coefficients in \(\mathbb{Z}[t_1, t_2]\) and \(F\) is a formal power series in \(\mathbb{Z}[x, y, z, w][[t_1, t_2]]\). This proves that \(N^{(2)}|_{w=z}\) is symmetric in \(x\) and \(z\), as \(N|_{w=z}\) is.

In general, set

\[
N^{(n)} = N(x, y, z, w; t_1, \ldots, t_n) := \sum_{p_1, \ldots, p_n \geq 0} \sum_{T \in T_{p_1, \ldots, p_n}} x^{\text{oe}(T)} y^{\text{ee}(T)} z^{\text{oo}(T)} w^{\text{eo}(T)}.
\]

As every weakly increasing trees on \(\{1^{p_1}, \ldots, n^{p_n}\}\) can be obtained from a unique weakly increasing trees on \(\{1^{p_1}, \ldots, (n - 1)^{p_{n-1}}\}\) by attaching to each node a certain plane tree (with nodes labeled by \(n\), the generating function \(N^{(n)}\) can be obtained from \(N^{(n-1)}\) by performing the substitutions in (3.14), (3.15), (3.16) and (3.17) in which the variable \(t_2\) is replaced by \(t_n\). Thus, by induction on \(n\) and exactly the same discussions as in the case \(n = 2\) above, we can prove that \(N^{(n)}\) satisfies the functional equation

\[
F(N^{(n)}, N^{(n-1)}, \ldots, N^{(1)}, y, xz, x + z) + (w - z)F = 0,
\]

where \(N^{(n-k)} = N^{(n-k)}(x, y, z, w; t_{k+1}, \ldots, t_n)\) for \(1 \leq k \leq n - 1\), \(F\) is a polynomial in \(n + 3\) variables with coefficients in \(\mathbb{Z}[t_1, \ldots, t_n]\) and \(F\) is a formal power series in \(\mathbb{Z}[x, y, z, w][[t_1, \ldots, t_n]]\). This implies that \(N^{(n)}|_{w=z}\) is symmetric in \(x\) and \(z\), as by induction the formal series \(N^{(1)}|_{w=z}, \ldots, N^{(n-1)}|_{w=z}\) are symmetric in \(x\) and \(z\). This provides a generating function proof of (1.2).

3.3. The Schett polynomials for plane trees. We will report a connection between plane trees and fighting fish with marked tail studied in [14]. The following version of the Multivariable Lagrange Inversion Formula will be used, which is reproduced from [22], for the sake of completeness.

**Theorem 3.5** (See [22, Theorem 4]). Let \(g_i(t), i = 1, \ldots, m,\) be formal power series in \(m\) indeterminates \(t_1, \ldots, t_m\). Then there exists a unique solution \(F_1, \ldots, F_m\) to the system of equations

\[
F_i = g_i(F_1, \ldots, F_m), \quad i = 1, \ldots, m,
\]
and for all Laurent series $\Phi(t)$ we have

$$\Phi(F_1, \ldots, F_m) = \sum_n [t^n] |K(t)| \Phi(t) g^n(t),$$

where $|K(t)|$ is the determinant of the $m \times m$ matrix

$$K(t) = \left( \delta_{ij} - \frac{t_i}{g_i(t)} \frac{\partial g_i(t)}{\partial t_j} \right).$$

Recall the definitions of $N$ and $N^*$ from (3.8) and (3.9), respectively. By the functional equations (3.10) and (3.11), we have

$$N = N(tN^*)^2 + twN^* + y \quad \text{and} \quad N^* = N^*(tN)^2 + tzN + x.$$

Applying the Multivariable Lagrange Inversion Formula in Theorem 3.5 then results in the Proposition 3.6.

**Proposition 3.6.** Let $N = N(x, y, z, w; t)$ be defined in (3.8). Then

$$N = \sum_{n,m \geq 0} \left[ a^{n} b^{m+1} \right] K(t^2 ab^2 + twb + y)(t^2 ba^2 + tz a + x)^n,$$

where

$$K = xy + atyz + btxw - 2a^2b^2t^3 z - 2a^2b^2t^3 w - 4a^3b^3t^4.$$

Consequently, the number of plane trees $T$ with $oe(T) = i$, $ee(T) = j$, $oo(T) = k$ and $eo(T) = l$ equals

$$N = \frac{(i+k+l+j-1)!}{i!j!k!l!} \frac{(i+k+l-1)!}{(i+k-l-1)!}.$$

if both $\frac{i+k-l}{2}$ and $\frac{i+k-l}{2}$ are non-negative integers; and 0, otherwise.

**Proof.** Setting $t = 1$ in the expression (3.22) for $N$, we have

$$[x^i y^j z^k w^l] N_{i=1} = \left( \frac{1}{2} (i+k-l) + l + j - 1 \right) \left( \frac{1}{2} (j+l-k-1) + k + i - 1 \right)$$

$$+ \left( \frac{1}{2} (i+k-l) + l + j - 1 \right) \left( \frac{1}{2} (j+l-k-1) + k + i - 1 \right)$$

$$+ \left( \frac{1}{2} (i+k-l) + l - 1, j \right) \left( \frac{1}{2} (j+l-k-1) + k + i - 1 \right)$$

$$- 2 \left( \frac{1}{2} (i+k-l-2) + j + l \right) \left( \frac{1}{2} (j+l-k-1) + k + i - 1 \right)$$

$$- 2 \left( \frac{1}{2} (i+k-l-2), j \right) \left( \frac{1}{2} (j+l-k-1), k + i - 1 \right)$$

which is simplified to (3.23).
Proof. Setting $t = 1$, $z = w = 0$ in the expression (3.22) for $N$, we have

$$N(x, y, 0, 0; 1) = \sum_{n,m \geq 0} [a^n b^{m+1}] K(ab^2 + y)^n(ba^2 + x)^m,$$

where $K = xy - 4a^3b^3$. Extracting the coefficients of $x^{2i}y^{2j+1}$ gives

$$[x^{2i}y^{2j+1}]N(x, y, 0, 0; 1) = \binom{2i + j}{2j} \binom{2i + j - 1}{2i - 1} - 4 \binom{2i + j}{2j + 1} \binom{2i + j - 1}{2i},$$

which is simplified to (3.24). The combinatorial identity (3.25) then follows from the fact (see [13]) that the number of plane trees $T$ with $2n$ edges and $\text{odd}(T) = 0$ is $1/(2n + 1)\binom{3n}{n}$, a number that also enumerates ternary trees with $n$ internal nodes.

Corollary 3.8 (Jacobi elliptic functions for plane trees – analog of $s_{2n+1,0,j}$). The number of plane trees $T$ with $\text{ee}(T) = 0$, $\text{oe}(T) = 2i + 1$ and $\text{odd}(T) = 2j + 1$ is

$$\frac{2i + 2j + 1}{(2i + 1)(2j + 1)} \binom{2i + j}{2j} \binom{2i + j + 1}{i}.$$
In view of Corollary 3.8 we have the following result.

**Theorem 3.9.** The number of plane trees $T$ with $\text{ee}(T) = 0$, $\text{oe}(T) = 2i + 1$ and $\text{odd}(T) = 2j + 1$ equals the number of fighting fish with $i + 1$ left lower free edges and $j + 1$ right lower free edges with a marked tail.

It would be interesting to find a bijective proof of Theorem 3.9.

4. A GROUP ACTION ON WEAKLY INCREASING BINARY TREES

This section is devoted to construct a $\mathbb{Z}_p^2$-action on trees, called *triangle group action* (see Fig. 11), to prove Theorem 1.7. We will define this group action on a class of trees, called weakly increasing binary trees which are in natural bijection with weakly increasing trees, rather than on weakly increasing trees directly, for convenience’s sake.

**Definition 4.1** (Weakly increasing binary trees). A weakly increasing binary tree on $M$ is a binary tree such that

(i) it contains $p + 1$ nodes that are labeled by elements from the multiset $M \cup \{0\}$,

(ii) the node 0 has exactly one left child, and

(iii) each sequence of labels along a path from the root to any leaf is weakly increasing.

Denote by $\mathcal{B}_M$ the set of weakly increasing binary trees on $M$. See Fig. 8 for all weakly increasing binary trees on $M = \{1^2, 2^2\}$.

There is a natural bijection $\rho : \mathcal{T}_M \to \mathcal{B}_M$ that transforms a tree $T \in \mathcal{T}_M$ to the binary tree $\rho(T)$ by requiring

1. if the node $y$ is the leftmost child of its parent $x$ in $T$, then $y$ becomes the left child of $x$ in $\rho(T)$;

2. if the node $y$ is the first brother to the right of $x$ in $T$, then $y$ becomes the right child of $x$ in $\rho(T)$. 

![Figure 8. All 18 weakly increasing binary trees on $\{1^2, 2^2\}$.](image)
Figure 9. A weakly increasing binary tree and its active nodes.

Under this bijection, all trees in Fig. 1 are in one-to-one correspondence with the trees with the same names in Fig. 8.

In order to translate the concerned statistics for weakly increasing trees to weakly increasing binary trees, we need to introduce some terminologies. Fix a tree $B \in \mathcal{B}_M$. For any node $u$, suppose that the node $v$ is the parent of $u$ in $B$. If $u$ is the left child of $v$, then the edge $uv$ connecting $u$ to $v$ is called a left edge; otherwise, we say that $uv$ is a right edge. Note that there exists a unique path $v_0v_1 \ldots v_s$ from the root 0 to $u$ in $B$, where $v_0 = 0$ and $v_s = u$. The node $u$ is in left-level $k$ if the path contains $k$ left edges. Let $j$ be the (unique) index in the path such that $v_jv_{j+1}$ is a left edge and $v_hv_{h+1}$ (if any) is a right edge for any $j + 1 \leq h \leq s - 1$. We say that $v_s = u$ is a right grandson of $v_j$, and $v_j$ is the ancestor of $u$. Thus, the right-degree of a node in $B$ is the number of its right grandsons. Let us introduce the following six tree statistics:

- The number of nodes of right-degree $q$ in $B$, denoted by $r\deg_q(B)$.
- The number of nodes of right-degree $q$ in odd left-levels of $B$, denoted by $ro\ell_q(B)$.
- The number of nodes in even left-levels of $B$, denoted by $ell(B)$.
- The number of odd right-degree nodes in $B$, denoted by $ord(B)$.
- The number of even right-degree nodes in odd (resp. even) left-levels of $B$, denoted by $oler(B)$ (resp. $eler(B)$).

Since the degree (resp. level) of a node $u$ in $T$ equals the right-degree (resp. left-level) of $u$ in $\rho(T)$, we have the following result.

Lemma 4.2. For any multiset $M$,

$$(deg_q, od_q, el, odd, oe, ee)(T) = (r\deg_q, ro\ell_q, ell, ord, oler, eler)(\rho(T))$$

for each $T \in \mathcal{T}_M$.

We shall call a node $u$ in a binary tree $B \in \mathcal{B}_M$ active if $u$ is active in $\rho^{-1}(B)$. Alternatively, active nodes in binary trees have the following direct description.

Definition 4.3 (Active nodes in binary trees). Let $B \in \mathcal{T}_M$ and let $u$ be a node of $B$. Suppose that $y$ (possibly empty) is the right child of $u$. The node $u$ is active if it satisfies the following three conditions:

(a) the left-level of $u$ is odd;
Figure 10. An example of the modified preorder.

(b) the unique path from \( u \) to the ancestor of \( u \) has odd number of edges;
(c) either (i) \( y \) is not empty and the right-degrees of \( u \) and \( y \) have the same parity, or (ii) \( y \) is empty and the right-degree of \( u \) is odd.

Furthermore, \( u \) is said to be active odd or active even according to the parity of the right-degree of \( u \). Let \( \text{act}(T) \) (resp. \( \text{eact}(T), \text{oact}(T) \)) be the number of active (resp. active even, active odd) nodes of \( T \).

Example 4.4. Consider the weakly increasing binary tree in Fig. 9. All the active nodes are drawn in red. We have \( \text{act}(B) = 4 \) and \( \text{oact}(B) = \text{eact}(B) = 2 \).

In order to define a group action on \( \mathcal{B}_M \), we need a specified order, which is a variation of the depth-first order (or preorder), for the nodes of a weakly increasing binary tree. This specified order is called modified preorder and will be defined according to the following algorithm (here \( v_i \) denotes the label of the node which is visited at the time \( i \)):

- Initialization: Start from the root of a given binary tree \( B \in \mathcal{B}_M \), i.e., set \( v_0 = 0 \).
- At the time \( i \geq 1 \), suppose that the sequence \( v_0, v_1, \ldots, v_{i-1} \) of nodes are visited. Let \( k \) be the largest index such that at least one child of the node \( v_k \) has not been visited. If \( v_k \) has exactly one child \( u \) that has not been visited, then we set \( v_i = u \). Otherwise, the left child \( x \) and the right child \( y \) of \( v_k \) have not been visited. We need to choose \( x \) or \( y \) for the next visit according to the following three cases:
  1. \( v_k \) is active. Then set
     \[
     v_i = \begin{cases} 
     y, & \text{if the right-degree of } v_k \text{ is even;} \\
     x, & \text{otherwise.}
     \end{cases}
     \]
  2. \( v_k \) is not active, but its parent \( w \) is active. Then set
     \[
     v_i = \begin{cases} 
     y, & \text{if } v_k \text{ is the right child of } w; \\
     x, & \text{otherwise.}
     \end{cases}
     \]
  3. neither \( v_k \) nor its parent is active. Then set \( v_i = x \).
Figure 11. The transformation $B \mapsto \Lambda_i(B)$.

- Iterating step 2 above until $i = p$, we obtain the desired order $v_0, v_1, \ldots, v_p$ of nodes in $B$.

Moreover, if $u$ is the $i$-th node in the above modified preorder, we simply say that $u$ is the $i$-th node of the tree and can relabel this node with a pair $(u, i)$. For example, the modified preorder for the tree in Fig. 9 is drawn in Fig. 10.

Now we can define our fundamental transformation on weakly increasing binary trees. For $B \in \mathcal{B}_M$ and $i \in [p]$, suppose that the $i$-th node of $B$ is $u$. Then we define a weakly increasing binary tree $\Lambda_i(B)$ as follows:

- If $u$ is not active, then $\Lambda_i(B) = B$.
- If $u$ is active, then suppose that the nodes $x$ and $y$ are the left and right child of $u$, $F$ and $A$ are the subtrees rooted at the left and right children of $x$, $D$ and $H$ are the subtrees rooted at the left and right children of $y$, respectively. Note that the nodes $x, y$ and the subtrees $F, A, D, H$ may be empty. Delete the edges $ux$ and $uy$, remove the edges between $x$ (resp. $y$) and its children. Attach $x$ to be the right child of $u$, $y$ to be the left child $u$, $F$ (resp. $A$) to be the right (resp. left) subtree of $x$, $H$ (resp. $D$) to be the left (resp. right) subtree of $x$. Denote by $\Lambda_i(B)$ the resulting weakly increasing binary tree. Equivalently, $\Lambda_i(B)$ is obtained from $B$ by switching the left and right branches at the three nodes: $u$, $x$ and $y$. The construction of $\Lambda_i(B)$ has a nice visualization as depicted in Fig. 11, where $u$ is the left child of its parent.

The transformation $\Lambda_i$ has the following properties. The first two can be verified from the construction of $\Lambda_i$ directly.

**Lemma 4.5.** Let $B \in \mathcal{B}_M$ and $i \in [p]$. Then for any $j \in [p]$, $u$ is the $j$-th node of $B$ if and only if $u$ is the $j$-th node of $\Lambda_i(B)$. In other words, the modified preorder is invariant under the transformation $\Lambda_i$.

**Lemma 4.6.** Let $B \in \mathcal{B}_M$ and $i \in [p]$. If $u$ is the $i$-th node of $B$, then $u$ is an active even (resp. odd) node of $B$ if and only if $u$ is an active odd (resp. even) node of $\Lambda_i(B)$. Moreover, $\Lambda_i$ is an involution on $\mathcal{B}_M$.

**Lemma 4.7.** Let $B \in \mathcal{B}_M$ and $i \in [p]$. Then $eler(B) = eler(\Lambda_i(B))$. 
Proof. If the \( i \)-th node \( u \) in \( B \) is not active, then \( \Lambda_i(B) = B \) and so \( \text{eler}(B) = \text{eler}(\Lambda_i(B)) \). Suppose that \( u \) is active in \( B \) with ancestor \( w \), left child \( x \) and right child \( y \) (possibly empty). Since \( \Lambda_i \) preserves the parity of left-level and right-degree of all other nodes except for the four ones \( u, w, x \) and \( y \), we only need to focus on the properties of these four nodes. As \( x \) or \( y \) may be empty, we distinguish the following three cases:

1. Neither \( x \) nor \( y \) is empty in \( B \). As \( u \) is active, \( u \) and \( y \) are in odd left-level of \( B \), and also \( u \) and \( x \) are in odd left-level of \( \Lambda_i(B) \). Moreover, the left-level and right-degree of \( y \) (resp. \( x \)) have the same parity as those of node \( y \) (resp. \( w \)) in \( \Lambda_i(B) \). This implies that \( \text{eler}(B) = \text{eler}(\Lambda_i(B)) \).

2. Only \( x \) is not empty in \( B \). As \( u \) is active, \( u \) is in odd left-level of \( B \), and also \( u \) and \( x \) are in odd left-level of \( \Lambda_i(B) \). Moreover, \( w \) has right-degree odd, and the left-level and right-degree of the node \( x \) in \( B \) have the same parity as those of node \( w \) in \( \Lambda_i(B) \). Hence, \( \text{eler}(B) = \text{eler}(\Lambda_i(B)) \).

3. Only \( y \) is not empty in \( B \). As \( u \) is active, \( u \) and \( y \) are in odd left-level of \( B \), and also \( u \) is in odd left-level of \( \Lambda_i(B) \) and \( w \) has right-degree one in \( \Lambda_i(B) \). Moreover, the left-level and right-degree of the node \( w \) in \( B \) have the same parity as those of node \( y \) in \( \Lambda_i(B) \). Hence, \( \text{eler}(B) = \text{eler}(\Lambda_i(B)) \).

In either case, we have \( \text{eler}(B) = \text{eler}(\Lambda_i(B)) \). \( \square \)

**Definition 4.8.** Let \( u \) be an active node in a binary tree \( B \). If \( u \) has the right child \( y \) and \( u \) is active even (resp. odd), then the nodes \( u \) and \( y \) are said to be **dynamic even (resp. odd) nodes**. If \( u \) has only left child, then the nodes \( u \) and its ancestor are said to be **dynamic odd nodes**. Denote by \( \text{dme}(B) \) (resp. \( \text{dmo}(B) \)) the number of dynamic even (resp. odd) nodes in \( B \). Clearly,

\[
(4.1) \quad \text{dme}(B) = 2 \cdot \text{eact}(B) \quad \text{and} \quad \text{dmo}(B) = 2 \cdot \text{oact}(B).
\]

The following property of \( \Lambda_i \) is clear from its construction, which justifies the name dynamic even or odd nodes.

**Lemma 4.9.** Let \( B \in \mathcal{B}_M \) and \( i \in [p] \). Suppose that the \( i \)-th node \( u \) of \( B \) is active and the ancestor of \( u \) is \( w \).

(a) If \( u \) has the left child \( x \) and the right child \( y \) in \( B \), then \( u \) and \( y \) are dynamic even (resp. odd) in \( B \) if and only if \( u \) and \( x \) are dynamic odd (resp. even) in \( \Lambda_i(B) \).

(b) If \( u \) has only the left child \( x \) in \( B \), then \( u \) and its ancestor \( w \) are dynamic odd in \( B \) if and only if \( u \) and \( x \) are dynamic even in \( \Lambda_i(B) \).

(c) If \( u \) has only the right child \( y \) in \( B \), then \( u \) and \( y \) are dynamic even in \( B \) if and only if \( u \) and its ancestor \( w \) are dynamic odd in \( \Lambda_i(B) \).

Moreover, the parity of left-levels and right-degrees of all other nodes other than \( u, w, x \) and \( y \) remain unchanged under \( \Lambda_i \).

For a binary tree \( B \in \mathcal{B}_M \), let \( \text{ndoler}(B) \) be the number of **even** right-degree nodes in odd left-levels of \( B \) that are **non-dynamic** even and let \( \text{ndord}(B) \) be the number of **odd** right-degree nodes of \( B \) that are **non-dynamic** odd. For example, in the weakly increasing binary tree in Fig. 10, the two non-dynamic even right-degree nodes are (1, 3) and (6, 8).
and the two non-dynamic odd right-degree nodes are (0, 0) and (2, 4). As dynamic even nodes are in odd left-levels, we have the relationships

\[(4.2) \quad \text{dme}(B) + \text{ndoler}(B) = \text{oler}(B) \quad \text{and} \quad \text{dmo}(B) + \text{ndord}(B) = \text{ord}(B).\]

Moreover, we have the following crucial equality.

**Lemma 4.10.** For any \(B \in B_M\), \(\text{ndoler}(B) = \text{ndord}(B)\).

**Proof.** We will prove the identity by induction on \(p\). Clearly, the equality is true for \(p = 1\), as \(\text{ndoler}(B) = \text{ndord}(B) = 1\). For \(p \geq 2\), let \(B'\) be the tree obtained from \(B\) by removing the \(p\)-th node \(v\), which must be a leaf, from \(B\). Suppose that the parent (resp. ancestor) of \(v\) is \(u\) (resp. \(w\)). We discuss the following two cases:

- **Case 1:** \(v\) is the left child of \(u\). We further distinguish two cases:
  
  a) \(v\) is in odd left-level of \(B\). Since \(v\) is the last node, \(u\) has no right child in \(B\). This implies that \(\text{ndoler}(B) = \text{ndoler}(B') + 1 = \text{ndord}(B') + 1 = \text{ndord}(B)\).
  
  b) \(v\) is in even left-level of \(B\).
   
   i) If \(u\) is active, then \(v\) is the unique child of \(u\). By the definition of dynamic odd nodes, \(u\) and \(w\) are both dynamic odd nodes in \(B\), while in \(B'\), \(u\) is non-active even right-degree node in odd left-level and \(w\) is non-dynamic odd right-degree node. Hence, \(\text{ndoler}(B) = \text{ndoler}(B') - 1\) and \(\text{ndord}(B) = \text{ndord}(B') - 1\).
   
   ii) If \(u\) is not active, but the parent \(u'\) of \(u\) is active, then \(u'\) and \(u\) are both dynamic odd in \(B\). But in \(B'\), \(u'\) is non-dynamic odd right-degree node and \(u\) is non-dynamic even right-degree node in odd left-level. Hence, \(\text{ndoler}(B) = \text{ndoler}(B') - 1\) and \(\text{ndord}(B) = \text{ndord}(B') - 1\).
   
   iii) If \(u\) and its parent \(u'\) both are not active, then \(u\) is the right child of \(u'\) and \(v\) is the unique child of \(u\). So in \(B\), \(u'\) is non-dynamic even right-degree node in odd left-level and \(u\) is non-dynamic odd right-degree node. But in \(B'\), \(u'\) and \(u\) are both dynamic. Thus, \(\text{ndoler}(B) = \text{ndoler}(B') + 1\) and \(\text{ndord}(B) = \text{ndord}(B') + 1\).

- **Case 2:** \(v\) is the right child of \(u\). Suppose that \(u\) is the \(k\)-th right grandson of \(w\). We further distinguish two cases:
  
  a) \(v\) is in odd left-level of \(B\).
   
   i) If \(u\) is active, then \(v\) is the unique child of \(u\) and \(k\) is odd. So in \(B\), \(w\) is even right-degree node in even left-level, and \(u\) and \(v\) are dynamic even. But in \(B'\), \(w\) is non-dynamic odd right-degree node and \(u\) is non-dynamic even right-degree node in odd left-level. Thus, we have \(\text{ndoler}(B) = \text{ndoler}(B') - 1\) and \(\text{ndord}(B) = \text{ndord}(B') - 1\).
   
   ii) If \(u\) is not active and \(k\) is odd, then \(u\) has odd right-degree. In \(B\), \(w\) is even right-degree node in even left-level, \(u\) is non-dynamic odd right-degree node, \(v\) is non-dynamic even right-degree node in odd left-level. In \(B'\), \(u\) and \(w\) are dynamic odd. Thus, \(\text{ndoler}(B) = \text{ndoler}(B') + 1\) and \(\text{ndord}(B) = \text{ndord}(B') + 1\). If \(k\) is even, then in \(B\), \(w\) is non-dynamic odd right-degree node and \(v\) is non-dynamic even right-degree node in
odd left-level. But in $B'$, $w$ is even right-degree node in even left-level. Hence, $\text{ndoler}(B) = \text{ndoler}(B') + 1$ and $\text{ndord}(B) = \text{ndord}(B') + 1$.

b) $v$ is in even left-level of $B$.

(i) If $w$ is active in $B$, then no matter $w$ is active even or active odd we have $\text{ndoler}(B) = \text{ndoler}(B') - 1$ and $\text{ndord}(B) = \text{ndord}(B') - 1$.

(ii) If $w$ is not active and has right child in $B$, then the parent of $w$ must be active (as $v$ is the last node). In this case, $\text{ndoler}(B) = \text{ndoler}(B') - 1$ and $\text{ndord}(B) = \text{ndord}(B') - 1$.

(iii) If $w$ is not active and has no right child in $B$, then we distinguish two cases according to $w$ is dynamic or not, i.e., the parent $w'$ of $w$ is active or not. If $w$ is dynamic in $B$, then $w'$ is active. Thus, $w$ and $w'$ are dynamic in $B$, while in $B'$, $w$ and $w'$ are no longer dynamic and have different parities of right-degrees. Therefore, no matter $w$ has odd or even right-degree, we have $\text{ndoler}(B) = \text{ndoler}(B') - 1$ and $\text{ndord}(B) = \text{ndord}(B') - 1$.

Otherwise, $w$ is non-dynamic and its parent $w'$ is non-active in $B$. Since the parities of the right-degrees of $w$ and $w'$ are different (as $w'$ is non-active) in $B$, we see that $w'$ is active in $B'$. Thus, $w$ and $w'$ becomes dynamic in $B'$, which forces $\text{ndoler}(B) = \text{ndoler}(B') + 1$ and $\text{ndord}(B) = \text{ndord}(B') + 1$, no matter $w$ has odd or even right-degree.

In conclusion, the above discussions prove the equality by induction. □

Now we are in position to prove Theorem 1.7.

**Proof of Theorem 1.7.** In view of (1.4), the partial $\gamma$-positivity expansion (1.5) of the reduced Schett polynomial $\hat{S}_M(x, y, z)$ is equivalent to

$$
\sum_{T \in \mathcal{T}_M} x^{\text{ee}(T)} y^{\text{oe}(T)} z^{\text{odd}(T)} = \sum_i x^i \sum_{j=0}^{\gamma_{M,i,j}^{i+1}} \gamma_{M,i,j}^{i+1} (yz)^{\gamma_{M,i,j}^{i+1}} - j (y^2 + z^2)^j,
$$

where $\gamma_{M,i,j}^{i+1}$ is the number of weakly increasing trees $T \in \mathcal{T}_M$ with $\text{ee}(T) = i$, $\text{eact}(T) = 0$, and $\text{act}(T) = j$. By Lemma 4.2 and the definition of active nodes in weakly increasing binary trees, expansion (4.3) is transformed by $\rho$ into

$$
\sum_{B \in \mathcal{B}_M} x^{\text{eler}(B)} y^{\text{oler}(B)} z^{\text{ord}(B)} = \sum_i x^i \sum_{j=0}^{\gamma_{M,i,j}^{i+1} - j} \gamma_{M,i,j}^{i+1} (yz)^{\gamma_{M,i,j}^{i+1} - j} (y^2 + z^2)^j,
$$

where $\gamma_{M,i,j}^{i+1}$ is the number of weakly increasing binary trees $B \in \mathcal{B}_M$ with $\text{eler}(B) = i$, $\text{eact}(B) = 0$, and $\text{act}(B) = j$. We aim to prove expansion (1.4) by introducing a $\mathbb{Z}_2^r$-action on weakly increasing binary trees based on the fundamental transformation $\Lambda_i$.

For any $B \in \mathcal{B}_M$, note that if $u$ is active, then neither its parent nor its children are active. Thus, the transformations $\Lambda_i$ are commutative, i.e., $\Lambda_i \circ \Lambda_j = \Lambda_j \circ \Lambda_i$. Moreover, by Lemma 4.6, the transformations $\Lambda_i$ are also involutions. Therefore, for any subset $S \subseteq [p]$ we can then define the function $\Lambda_S : \mathcal{B}_M \rightarrow \mathcal{B}_M$ by

$$
\Lambda_S(T) = \prod_{i \in S} \Lambda_i(B).
$$
Hence the group \( \mathbb{Z}_p^2 \) acts on \( \mathcal{B}_M \) via the functions \( \Lambda_S, S \subseteq [p] \). We call this action the **triangle action** on weakly increasing binary trees.

For any tree \( B \in \mathcal{B}_M \), let \([B] = \{g(B) : g \in \mathbb{Z}_p^2\}\) be the orbit of \( B \) under the triangle action. The triangle action divides the set \( \mathcal{B}_M \) into disjoint orbits. Let us introduce

\[
\Gamma_M := \{B \in \mathcal{B}_M : \text{eact}(B) = 0\},
\]

\[
\Gamma_{M,i,j} := \{B \in \Gamma_M : \text{eler}(B) = i \text{ and } \text{act}(B) = j\}.
\]

Because of Lemma 4.6, each orbit \([B]\) contains a unique tree from \( \Gamma_M \) that we denote \( \tilde{B} \).
Moreover, for each \( \tilde{B} \in \Gamma_M \), we have

\[
\sum_{[B] \in \Gamma_M} x^{\text{eler}(\tilde{B})} y^{\text{oler}(\tilde{B})} z^{\text{ord}(\tilde{B})} = \sum_{[B] \in \Gamma_M} \sum_{B \in [B]} x^{\text{eler}(B)} y^{\text{dme}(B)} z^{\text{dmo}(B)} \text{ndord}(B) \quad \text{(by (4.2))}
\]

\[
= \sum_{[B] \in \Gamma_M} x^{\text{eler}(B)} y^{\text{dme}(B)} z^{\text{dmo}(B)} (y z)^{\text{ndord}(B)} \quad \text{(by Lemma 4.10)}
\]

\[
= x^{\text{eler}(\tilde{B})} (y z)^{\text{ndord}(\tilde{B})} (y^2 + z^2)^{\text{act}(\tilde{B})}, \quad \text{(by (4.1) and Lemmas 4.7 and 4.9)}
\]

Summing over all orbits gives

\[
\sum_{B \in \mathcal{B}_M} x^{\text{eler}(B)} y^{\text{oler}(B)} z^{\text{ord}(B)} = \sum_{\tilde{B} \in \Gamma_M} \sum_{[B] \in [\tilde{B}]} x^{\text{eler}(B)} y^{\text{oler}(B)} z^{\text{ord}(B)}
\]

\[
= \sum_{\tilde{B} \in \Gamma_M} x^{\text{eler}(\tilde{B})} (y z)^{\text{ndord}(\tilde{B})} (y^2 + z^2)^{\text{act}(\tilde{B})}
\]

\[
= \sum_{i} x^{i} \sum_{j=0}^{p+1-i} |\Gamma_{M,i,j}| (y z)^{\frac{p+1-i}{2}-j} (y^2 + z^2)^{j},
\]

where the last equality follows from \( p+1 = 2(\text{ndord}(\tilde{B}) + \text{act}(\tilde{B})) + \text{eler}(\tilde{B}) \), a consequence of \( p+1 = \text{oler}(\tilde{B}) + \text{ord}(\tilde{B}) + \text{eler}(\tilde{B}) \), relationships in (4.2) and Lemma 4.10. The above expansion is exactly (1.4), which completes the proof of the theorem.

5. **Final remarks**

In this paper, we find the symmetry (1.2) on weakly increasing trees on a multiset and provide three proof of it: an involution proof, a generating function proof and a group action proof, each of which has its own merit. At this point, we would like to pose a challenging conjecture regarding the reduced Schett polynomials \( \hat{S}_M(x, y, z) \) defined in (1.3).

**Conjecture 5.1.** Let

\[
\hat{S}_{M,i}(t) := \sum_{\substack{T \in \mathcal{T}_M \cap \text{le}([T]/2) = i}} t^{\frac{\text{ele}(T)}{2}}.
\]

Then the polynomial \( \hat{S}_{M,i}(t) \) has only real roots for any \( M \) and \( i \).
Brändén [5, Remark 7.3.1] observed that if a polynomial $h(t) \in \mathbb{R}[t]$ is palindromic and has only real roots, then $h(t)$ is $\gamma$-positive. Since Theorem 1.7 implies the $\gamma$-positivity of $\hat{S}_{M,i}(t)$, it provides partial evidence for the above real-rootedness conjecture. Moreover, we have verified the conjecture for plane trees and increasing trees of nodes less than eleven.
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