Abstract. Denote by $C^\alpha(D)$ the space of the functions $f$ on the unit disk $D$ which are Hölder continuous with the exponent $\alpha$, and denote by $C^{1,\alpha}(D)$ the space which consists of differentiable functions $f$ such that their derivatives are in the space $C^\alpha(D)$. Let $C$ be the Cauchy transform of Dirichlet problem. In this paper, we obtain the norm estimates of $\|C\|_{L^p \to L^q}$, where $3/2 < p < 2$ and $q = p/(p-1)$. As an application, we show that if $3/2 < p < 2$, then $u \in C^\mu(D)$, where $\mu = 2/p - 1$. We also show that if $2 < p < \infty$, then $u \in C^{1,\nu}(D)$, where $\nu = 1 - 2/p$. Finally, for the case $p = \infty$, we show that $u$ is not necessarily in $C^{1,1}(D)$, but its gradient, i.e., $|\nabla u|$ is Lipschitz continuous with respect to the pseudo-hyperbolic metric. This paper is inspired by [2, Chapter 4] and [10].

1. Introduction

The space $L^p(\Omega)$. Throughout this paper, we use $\mathbb{D}$ denote by the unit disk, and $\mathbb{T}$ the unit circle. Suppose $\Omega$ is a domain in the complex plane $\mathbb{C}$. Denote by $L^p(\Omega)$ the space of the complex-valued measurable functions on $\Omega$ with a finite integral

$$
\|f\|_p = \left( \int_\Omega |f(z)|^p dA(z) \right)^{1/p}, \quad 1 \leq p < \infty,
$$

where $dA(z)$ is the normalized area measure on $\Omega$ (cf. [7, Page 1]). For the case $p = \infty$, we let $L^\infty(\Omega)$ denote the space of (essentially) bounded functions on $\Omega$. For $f \in L^\infty(\Omega)$, we define

$$
\|f\|_\infty = \text{ess sup}\{|f(z)| : z \in \Omega\}.
$$

It is known that the space $L^\infty(\mathbb{D})$ is a Banach space with the above norm (cf. [7, Page 2]).

The Sobolev space $W^{1,p}(\Omega)$. For $k \geq 0$ and $p \geq 1$, the Sobolev space $W^{1,p}(\Omega)$ is the Banach space of $k$-times weak differentiable $p$-integrable functions. The norm in $W^{1,p}(\Omega)$ is defined by

$$
\|u\|_{W^{1,p}} = \left( \int_\Omega \sum_{|\alpha| \leq k} |D^\alpha u|^p dA \right)^{1/p}.
$$
The space $W^{1,p}_0(\Omega)$ is obtained by taking the closure of $C^0_0(\Omega)$ in $W^{k,p}(\Omega)$, where $C^k_0(\Omega)$ is the space of $k$ times continuously differentiable functions with a compact support in $\Omega$ (cf. [6, Pages 153–154]).

**The Cauchy transform of a solution to the Dirichlet problem.** The Poisson equation is given as follows:

\[
\begin{cases}
  u_{zz} = g(z), & z \in \Omega, \\
  u \in W^{1,p}_0,
\end{cases}
\]

where $\Delta u = 4u_{zz}$ is the Laplacian of $u$ and $g \in L^p(\Omega)$. It is known that if $\Omega = \mathbb{D}$ and $g \in L^p(\mathbb{D})$, where $1 \leq p < \infty$, then the weak solution of the Poisson equation is

\[
u(z) = G[g](z) = \int_{\mathbb{D}} \log \left| \frac{z - \tau}{1 - \bar{z}\tau} \right|^2 g(\tau) dA(\tau),
\]

where $z, \tau \in \mathbb{D}$, and

\[G(z, \tau) = \log \left| \frac{z - \tau}{1 - \bar{z}\tau} \right|^2\]

is the Green function.

Suppose $u = G[g]$ is a solution to (1.1), where $g \in L^p(\mathbb{D})$ and $1 < p < \infty$. We may define the **Cauchy transform of the solution to the Dirichlet problem** as follows:

\[
C[g](z) = \frac{\partial}{\partial z} u = \int_{\mathbb{D}} \left( \frac{1}{z - \tau} + \frac{\bar{\tau}}{1 - z\bar{\tau}} \right) g(\tau) dA(\tau).
\]

The operator $C$ is then induced by the complex partial $z$-derivative of the Green’s function (cf. [2, Page 155]).

Let $C$ be the **Cauchy integral operator** (the Cauchy transform) which is defined as follows:

\[
C[g](z) = \int_{\mathbb{D}} g(\tau) \frac{1}{\tau - z} dA(\tau).
\]

The following integral operator $J^*_0$ was introduced in [3, Page 12] and is given as follows:

\[
J^*_0[g](z) = \int_{\mathbb{D}} \frac{\bar{\tau}}{1 - z\bar{\tau}} g(\tau) dA(\tau).
\]

Now, it is easy to see that $C = J^*_0 - C$ (cf. [2, 3, 10]). Moreover, elementary calculations show that (cf. [10, (1.4) and (1.5)])

\[
C[g](z) = \frac{\partial}{\partial z} u = \int_{\mathbb{D}} \frac{1 - |\tau|^2}{(z - \tau)(1 - z\bar{\tau})} g(\tau) dA(\tau),
\]

and

\[
\bar{C}[g](z) = \frac{\partial}{\partial \bar{z}} u = \int_{\mathbb{D}} \frac{1 - |\tau|^2}{(\bar{z} - \tau)(1 - \bar{z}\tau)} g(\tau) dA(\tau).
\]

Recall that the standard operator norm of an operator $T : X \to Y$ between normed spaces $X$ and $Y$ is defined by

\[\|T\|_{X \to Y} = \sup \{\|Tx\|_Y : \|x\|_X = 1\}.\]
For simplicity, if $X = Y = L^p(\mathbb{D})$, then we write $\|T\|_p$ instead of $\|T\|_{L^p \to L^p}$ for the $L^p$ norm of the operator $T$.

For $p > 2$, it was shown in [2, Page 155] that $C[g](z)$ is a continuous function on the closed disk $\overline{\mathbb{D}}$. In 2012, Kalaj proved in [10, Theorem B] that there exists a constant $M_p$ depending only on $p$, such that $\|C\|_{L^p(\mathbb{D}) \to L^{\infty}(\mathbb{D})} = M_p$. Moreover, he obtained norm estimates for $\|C\|_p$, and showed that the results are sharp for $p = 1, 2$ and $\infty$ (cf. [10, Theorem A]).

**The pseudo-hyperbolic distance on $\mathbb{D}$.** For each $z \in \mathbb{D}$, let $\varphi_w$ denote the Möbius transform of the form

$$
\varphi_w(z) = \frac{w - z}{1 - wz},
$$

where $w \in \mathbb{D}$. The *pseudo-hyperbolic distance* on $\mathbb{D}$ is defined as follows (cf. [5]):

$$
\rho(z, w) = |\varphi_w(z)|, \quad z, w \in \mathbb{D}.
$$

We note that the pseudo-hyperbolic distance is invariant under Möbius transformations, that is,

$$
\rho(f(z), f(w)) = \rho(z, w),
$$

for any $f \in \text{Aut}(\mathbb{D})$, the Möbius automorphism of $\mathbb{D}$, where $z, w \in \mathbb{D}$ (cf. [5]). Moreover, it has the following useful property:

$$
1 - \rho(z, w)^2 = \frac{(1 - |z|^2)(1 - |w|^2)}{|1 - \bar{z}w|^2}.
$$

**Definition 1.1.** (cf. [2, Page 115]) The Hölder spaces $C^\mu(\mathbb{C})$, $0 < \mu \leq 1$, consist of continuous functions $f : \mathbb{C} \to \mathbb{C}$ that satisfy the Hölder condition

$$
\|f\|_{C^\mu(\mathbb{C})} = \sup_{z \neq w} \frac{|f(z) - f(w)|}{|z - w|^\mu} < \infty.
$$

The space $C^{1,\nu}(\mathbb{C})$, $0 < \nu \leq 1$, consists of $C^1$ functions $f : \mathbb{C} \to \mathbb{C}$ that satisfy the following condition:

$$
\|f\|_{C^{1,\nu}(\mathbb{C})} = \sup_{z \neq w} \frac{\|\nabla f(z) - \nabla f(w)\|}{|z - w|^{\nu}} < \infty.
$$

**Main results.** In this paper, we show that if $g \in L^p(\mathbb{D})$, where $3/2 < p < 2$, then the operator $C$ will map $L^p(\mathbb{D})$ to $L^q(\mathbb{D})$, where $q = p/(p - 1)$ is the conjugate exponent of $p$. This result partly improves the corresponding results in [10, Theorem A]. As an application, by using Morrey’s inequality (cf. [8, 12]), we have $G[g] \in C^\mu(\mathbb{D})$ is Hölder continuous with the exponent $\mu = 1 - 2/q$. Moreover, we prove that if $2 < p < \infty$ and $g \in L^p(\mathbb{D})$, then $G[g] \in C^{1,\nu}(\mathbb{D})$, where $\nu = 1 - 2/p$. For the case $p = \infty$, we give Example 1.2 which shows that $C$ is not of $C^1(\mathbb{D})$ space or even the space of Lipschitz continuous functions. This implies that when $g \in L^{\infty}(\mathbb{D})$, its Green potential $G[g]$ is not in the space $C^{1,1}(\mathbb{D})$, or even in $C^{1,\text{Lip}}(\mathbb{D})$, the space of the functions with Lipschitz continuous derivatives. However, by applying the pseudo-hyperbolic distance, we show that $|\nabla G[g]|$ is Lipschitz continuous with respect to the pseudo-hyperbolic metric.

More precisely, our results are as follows:
Theorem 1.1. Suppose \( g \in L^p(\mathbb{D}) \), where \( 3/2 < p < 2 \), and \( q = p/(p-1) \). Then \( C \) is an operator of \( L^p(\mathbb{D}) \) to \( L^q(\mathbb{D}) \). Moreover, we have
\[
\|C\|_{L^p \to L^q} \leq 2^{3/2} \left( \frac{2}{2 - q/p} + \frac{1}{\Gamma(2 - q/p)} \right).
\]

The following example shows that for the case \( p_0 = 3/2 \) and \( q_0 = 3 \), there exists a function \( u = G[g] \), such that \( g \in L^{p_0}(\mathbb{D}) \), but \( C[g](z) = \frac{\partial}{\partial z} u(z) \notin L^{q_0}(\mathbb{D}) \).

Example 1.1. Let \( u(z) = z^{\frac{1}{2}}(1 - |z|^{2\alpha}) \), where \( z \in \mathbb{D} \) and \( \alpha > \frac{1}{6} \). Then \( u(\zeta) = 0 \), for any \( \zeta = e^{i\theta} \in \mathbb{T} \), and \( g(z) = \Delta u = -4\alpha (\alpha + \frac{1}{2}) z^{\frac{3}{2}} |z|^{2\alpha - 2} \). Elementary calculations show that \( g \in L^2(\mathbb{D}) \) and \( \frac{\partial}{\partial z} u(z) = z^{-\frac{3}{4}} (\frac{1}{3} + \alpha) |z|^{2\alpha} \notin L^2(\mathbb{D}) \). See Figure 1.

As an application of Theorem 1.1, we have the following results:

Theorem 1.2. Suppose \( g \in L^p(\mathbb{D}) \), where \( 3/2 < p < \infty \), and \( G[g] \) is the Green potential of \( g \). Then:

1. for \( 3/2 < p < 2 \), \( G[g] \in C^\mu(\mathbb{D}) \), where \( \mu = 2/p - 1 \);
2. for \( 2 < p < \infty \), \( G[g] \in C^{1,\nu}(\mathbb{D}) \), where \( \nu = 1 - 2/p \).

For the case \( p = \infty \), the following example shows that \( G[g] \) does not necessarily belong to the space \( C^{1,1}(\mathbb{D}) \) or even to \( C^{1,Lip}(\mathbb{D}) \).

Example 1.2. (cf. [2, Page 116]) Let \( g(z) = z/\bar{z} \in L^\infty(\mathbb{D}) \). Then \( \mathfrak{C}[g](z) = -z \log |z|^2 \) and \( 3^*_0[g](z) = z/2 \). This shows that \( C = 3^*_0 - \mathfrak{C} \) does not take \( L^\infty(\mathbb{D}) \) to the space \( C^1(\mathbb{D}) \) or even the space of Lipschitz continuous functions. See Figure 2.

Next, we show that \( |\nabla G[g]| \) is Lipschitz continuous with respect to the pseudo-hyperbolic metric. Suppose that \( g \in L^\infty(\mathbb{D}) \) and that \( u(z) = G[g](z) \) is the Green potential of \( g \). Then the gradient of \( u \) is defined by
\[
\Lambda u(z) = |u_\bar{z}(z)| + |u_z(z)| = |C[g](z)| + |\mathfrak{C}[g](z)|.
\]
We have the following result:

**Theorem 1.3.** Let $u = G[g]$ be the Green potential of $g$, where $g \in L^\infty(\mathbb{D})$. Then

\[
|{(1 - |z|^2)} \Lambda_u(z) - (1 - |w|^2) \Lambda_u(w)| \leq 2 \|g\|_\infty \rho(z, w),
\]

holds for all $z, w \in \mathbb{D}$.

The rest of this paper is organized as follows: In Section 2, we recall some known results and prove two lemmas which will be used in proving Theorem 1.1. In Section 2, we prove Theorems 1.1 to 1.3. In Section 3, we provide some additional insights related to the constant $C_q$, which occurs in Theorem 1.2.

## 2. Auxiliary results

In this section, we recall some known results and prove two lemmas which will be used in proving our main theorems. We start with the following Morrey’s inequality (cf. [8, 12]).

**Theorem A. (Morrey’s inequality)** Assume that $n < p < \infty$, and let $u \in D^{1,p}(\mathbb{R}^n)$ (i.e., the derivative of $u$ exists and of $L^p(\mathbb{R}^n)$ space). Then there exists a constant $C > 0$ such that

\[
\sup_{x \neq y} \left\{ \frac{|u(x) - u(y)|}{|x - y|^{1-n/p}} \right\} \leq C \left( \int_{\mathbb{R}^n} |Du|^p \, dx \right)^{1/p}.
\]

The following equality (2.1) and Lemma B will be applied in the proofs of Lemmas 2.1, 2.2, and Theorem 1.1.

For $\beta > 0$, $z \in \mathbb{D}$ and $\zeta = e^{i\theta} \in \mathbb{T}$, we have

\[
\frac{1}{(1 - z\zeta)^\beta} = \sum_{n=0}^{\infty} \frac{\Gamma(n + \beta)}{n! \Gamma(\beta)} z^n \zeta^n.
\]
By using Parseval’s theorem, one gets the identity:

\[
\frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{|1 - ze^{i\theta}|^{2\beta}} = \sum_{n=0}^{\infty} \left( \frac{\Gamma(n + \beta)}{n!\Gamma(\beta)} \right)^2 |z|^{2n}.
\]

(2.1)

Recall the following estimate:

**Lemma B.** (cf. [4, (7)]) For \(0 \leq a \leq 1\) and \(n = 1, 2, \ldots\),

\[
\frac{1}{(n + 1)^{1-a}} \leq \frac{\Gamma(n + a)}{n!} \leq \frac{1}{n^{1-a}}.
\]

Next, we prove two lemmas which will be used in proving our Theorem 1.1.

**Lemma 2.1.** For \(1 \leq \beta < 2\), let

\[
I_\beta = \int_D \left( \frac{1 - |w|^2}{|z - w||1 - \bar{z}w|} \right)^\beta |w|^2 dA(w),
\]

where \(z \in \mathbb{D}\). Then

\[
I_\beta \leq 2^{1+\beta/2} \Gamma(1 + \beta) \Gamma(2 - \beta).
\]

(2.3)

**Proof.** By using the Möbius transformation \(\eta = \frac{z-w}{1-\bar{z}w}\), we obtain

\[
I_\beta = (1 - |z|^2)^{2-\beta} \int_D \left( \frac{1 - |\eta|^2}{|\eta|} \right)^\beta \frac{1}{|1 - \bar{z}\eta|^4} \frac{1}{|1 - |z||^2} dA(\eta).
\]

Suppose that \(\eta = re^{it} \in \mathbb{D}\). By applying (2.1) and the following equality:

\[
\int_0^1 r^{2n+1-\beta}(1 - r^2)^{\beta} dr = \frac{\Gamma(1 + \beta)\Gamma(n + 1 - \beta/2)}{2\Gamma(n + 2 + \beta/2)}, \quad n = 0, 1, \ldots,
\]

we have

\[
I_\beta = \frac{(1 - |z|^2)^{2-\beta}}{\pi} \int_0^1 r^{1-\beta}(1 - r^2)^{\beta} dr \int_0^{2\pi} \frac{1}{|1 - \bar{z}re^{it}|^4} d\theta
\]

\[
= (1 - |z|^2)^{2-\beta} \Gamma(1 + \beta) \sum_{n=0}^{\infty} \frac{n!\Gamma(n + 1 + \beta/2)}{\Gamma(n + 2 + \beta/2)} |z|^{2n}.
\]

Note that for \(0 < a < 1\), the formula

\[
\frac{1}{(1 - z)^a} = \sum_{n=0}^{\infty} \frac{\Gamma(n + a)}{n!\Gamma(a)} z^n
\]

holds for every \(z \in \mathbb{D}\). Moreover, according to Lemma B, one obtains the following inequality:

\[
(n + 1)^{2} \frac{\Gamma(n + 1 - \beta/2)}{\Gamma(n + 2 + \beta/2)} \leq 2^{1+\beta/2} \frac{\Gamma(n + 2 - \beta)}{n!}, \quad n = 1, 2, \ldots.
\]

(2.6)

It is easy to see that when \(n = 0\), the above inequality (2.6) still holds. Combining (2.4), (2.5) and (2.6), we see that (2.3) holds, which completing the proof. \(\Box\)
Lemma 2.2. For $1 \leq \beta < 2$, let

$$J_{\beta} = \int_{\mathbb{D}} \left( \frac{1 - |w|^2}{|z - w||1 - \bar{z}w|} \right)^{\beta} dA(z),$$

where $w \in \mathbb{D}$. Then

$$J_{\beta} \leq \frac{2}{2 - \beta} + \frac{1}{\Gamma(2 - \beta)}.$$  

Proof. Following the proof of Lemma 2.1, by letting $z = \frac{w - \eta}{1 - \bar{w}\eta}$ and applying (2.1), one has

$$J_{\beta} = (1 - |w|^2)^{2 - \beta} \int_{\mathbb{D}} \frac{1}{|\eta|^\beta} \frac{1}{|1 - \bar{w}\eta|^{4 - 2\beta}} dA(\eta)$$

$$= 2(1 - |w|^2)^{2 - \beta} \sum_{n=0}^{\infty} \left( \frac{\Gamma(n + 2 - \beta)}{n!\Gamma(2 - \beta)} \right)^2 \frac{|w|^{2n}}{2n + 2 - \beta}$$

$$= 2(1 - |w|^2)^{2 - \beta} \left( \frac{1}{2 - \beta} + \sum_{n=1}^{\infty} \left( \frac{\Gamma(n + 2 - \beta)}{n!\Gamma(2 - \beta)} \right)^2 \frac{|w|^{2n}}{2n + 2 - \beta} \right).$$

Since $1 \leq \beta < 2$, by using Lemma B we see that

$$\frac{\Gamma(n + 2 - \beta)}{n!(2n + 2 - \beta)} < \frac{1}{2n^\beta} \leq \frac{1}{2}, \quad n = 1, 2, \ldots.$$  

Thus

$$J_{\beta} \leq 2(1 - |w|^2)^{2 - \beta} \left( \frac{1}{2 - \beta} + \frac{1}{2\Gamma(2 - \beta)} \sum_{n=1}^{\infty} \frac{\Gamma(n + 2 - \beta)}{n!\Gamma(2 - \beta)} |w|^{2n} \right).$$

Again, by (2.5), we have

$$J_{\beta} \leq 2(1 - |w|^2)^{2 - \beta} \left[ \frac{1}{2 - \beta} + \frac{1}{2\Gamma(2 - \beta)} \left( \frac{1}{(1 - |w|^2)^{2 - \beta}} - 1 \right) \right]$$

$$\leq \frac{2}{2 - \beta} + \frac{1}{\Gamma(2 - \beta)}.$$  

Therefore, the desired inequality (2.7) follows.  

3. PROOFS OF THE MAIN RESULTS

Proof of Theorem 1.1. Recall that

$$C[g](z) = \int_{\mathbb{D}} \frac{1 - |\tau|^2}{(z - \tau)(1 - z\bar{\tau})^p} g(\tau) dA(\tau).$$

By using Lemma 2.1 and the Hölder’s inequality for integrals, we have

$$|C[g](z)| \leq L_{1/q}' \left( \int_{\mathbb{D}} \frac{1 - |\tau|^2}{|z - \tau||1 - \bar{z}\tau|^p} |g(\tau)|^p dA(\tau) \right)^{1/p}.$$
where \( q = \frac{p}{p-1} \). The assumption \( g \in L^p(\mathbb{D}) \) ensures that
\[
\int_{\mathbb{D}} |g(\tau)|^p dA(\tau) = \|g\|_p^p < \infty,
\]
and thus,
\[
|g(\tau)|^p dA(\tau) = \frac{|g(\tau)|^p dA(\tau)}{\|g\|_p^p}
\]
is a probability measure in \( \mathbb{D} \).

Observe that under the assumption of \( 3/2 < p < 2 \), we have \( 1 < q/p < 2 \). Applying Jensen’s inequality (cf. [10, Page 231]), we obtain
\[
|C[g](\tau)|^q \leq I_1 \|g\|_p^q \left( \int_{\mathbb{D}} \frac{1 - |\tau|^2}{|\bar{z} - \tau||1 - \bar{\tau}|} |g(\tau)|^p dA(\tau) \right)^{q/p}
\]
\[
\leq I_1 \|g\|_p^{q-1} \int_{\mathbb{D}} \left( \frac{1 - |\tau|^2}{|\bar{z} - \tau||1 - \bar{\tau}|} \right)^{q/p} |g(\tau)|^p dA(\tau).
\]
It follows from Lemma 2.1 and the assumption \( g \in L^p(\mathbb{D}) \) that
\[
\left( \frac{1 - |\tau|^2}{|\bar{z} - \tau||1 - \bar{\tau}|} \right)^{q/p} |g(\tau)|^p \in L^1(\mathbb{D} \times \mathbb{D}).
\]
By using Lemma 2.2 and (3.1), one obtains
\[
\int_{\mathbb{D}} |C[g](\tau)|^q dA(z) \leq I_1 \|g\|_p^{q-1} \left( \int_{\mathbb{D}} |g(\tau)|^p dA(\tau) \right) \int_{\mathbb{D}} \left( \frac{1 - |\tau|^2}{|\bar{z} - \tau||1 - \bar{\tau}|} \right)^{q/p} dA(z)
\]
\[
\leq \|g\|_p^{q-1+p} I_1 J_{q/p} < \infty.
\]
This shows that \( C[g] \in L^q(\mathbb{D}) \), where \( q = p/(p-1) \). Moreover, we have
\[
\|C\|_{L^p \to L^q} = \sup\|C[g]\|_q : \|g\|_p = 1 \leq 2^{3/2} \left( \frac{2}{2 - q/p} + \frac{1}{\Gamma(2 - q/p)} \right).
\]
The proof is complete. \( \square \)

**Proof of Theorem 1.2.** (1) The assumption \( 3/2 < p < 2 \) ensures that \( 2 < q = p/(p-1) < 2p \). According to Theorem 1.1, we see that \( C[g] \in L^q(\mathbb{D}) \). Similarly, we may prove that \( \overline{C}[g] \in L^q(\mathbb{D}) \). Then, by Theorem A, we see that \( G[g] \in C^\mu(\mathbb{D}) \) is Hölder continuous with the exponent \( \mu = 1 - 2/q = 2/p - 1 \).

(2) Suppose \( g \in L^p(\mathbb{D}) \), where \( 2 < p < \infty \). Then, for \( z, w \in \mathbb{D} \) satisfying \( z \neq w \), we have
\[
C[g](z) - C[g](w) = \mathfrak{J}_0^*[g](z) - \mathfrak{J}_0^*[g](w) - [C[g](z) - C[g](w)]
\]
\[
= \int_{\mathbb{D}} \left[ \frac{(z - w)^2 \bar{\tau}^2}{(1 - z\bar{\tau})(1 - w\bar{\tau})} + \frac{w - z}{(z - \tau)(w - \tau)} \right] g(\tau) dA(\tau).
\]
We first estimate $J_0^f[g](z) - J_0^f[g](w)$ as follows:

$$|J_0^f[g](z) - J_0^f[g](w)| \leq |z - w| \int_{\partial \Omega} \frac{|g(\tau)|}{|z - 1/\tau||w - 1/\tau|} dA(\tau)$$

$$\leq |z - w| \int_{\partial \Omega} \frac{|g(1/\eta)|}{|z - \eta||w - \eta|} dA(\eta),$$

where the last inequality holds because $1/|\eta|^4 \leq 1$, for any $\eta \in \mathbb{C} \setminus \Omega$. Because $g \in L^p(\Omega)$ ($2 < p < \infty$), by using Hölder inequality for integrals, we have

$$|J_0^f[g](z) - J_0^f[g](w)| \leq \|g\|_p |z - w| \left( \int_{\partial \Omega} \frac{dA(\eta)}{|z - \eta|^q|w - \eta|^q} \right)^{1/q} \leq |z - w|^{2/q - 1} \|g\|_p \left( \int_{\partial \Omega} \frac{dA(\xi)}{|\xi|^q|1 - \xi|^q} \right)^{1/q} = C_q \|g\|_p |z - w|^{1 - 2/p},$$

where $q = p/(p - 1) \in (1, 2)$, and

$$C_q = \left( \int_{\partial \Omega} \frac{dA(\xi)}{|\xi|^q|1 - \xi|^q} \right)^{1/q}$$

is a constant depending only on $q$ (see Section 4 for more details).

Next, we estimate $C[g](z) - C[g](w)$ as follows (cf. [2, Theorem 4.3.13]):

$$|C[g](z) - C[g](w)| \leq \|g\|_p |z - w| \left( \int_{\partial \Omega} \frac{1}{|z - \tau|^q|w - \tau|^q} dA(\tau) \right)^{1/q} \leq \|g\|_p |z - w|^{2/q - 1} \left( \int_{\partial \Omega} \frac{1}{|\eta|^q|1 - \eta|^q} dA(\eta) \right)^{1/q} = C_q \|g\|_p |z - w|^{1 - 2/p}.$$

Then

$$|C[g](z) - C[g](w)| \leq 2C_q \|g\|_p |z - w|^{1 - 2/p}.$$

Similarly, we obtain the following estimate:

$$|\overline{C}[g](z) - \overline{C}[g](w)| \leq 2C_q \|g\|_p |z - w|^{1 - 2/p}.$$

Because $C[g](z) = \frac{\partial}{\partial \tau} G[g](z)$ and $\overline{C}[g](z) = \frac{\partial}{\partial \bar{\tau}} G[g](z)$, we see that $G[g] \in C^{1,\nu}(\Omega)$, where $\nu = 1 - 2/p$. The proof of Theorem 1.2 is complete. 

**Proof of Theorem 1.3.** For every $z, w \in \Omega$, set $\lambda = \varphi_w(z) = (w - z)/(1 - \bar{w}z)$ and let $\psi = u \circ \varphi_w$. Then

$$(3.2) \quad (1 - |w|^2)\Lambda_u(w) = |\psi_z(0)| + |\psi_{\bar{z}}(0)| = \Lambda_\psi(0).$$

On the other hand, as $z = (w - \lambda)/(1 - \bar{w}\lambda) = \varphi_w(\lambda)$, it follows from (1.3) that

$$\begin{align*}
(1 - |z|^2)\Lambda_u(z) &= (1 - |\varphi_w(\lambda)|^2)\Lambda_u(\varphi_w(\lambda)) \\
&= (1 - |\lambda|^2)|\varphi_w'(\lambda)|\Lambda_u(\varphi_w(\lambda)) \\
&= (1 - |\lambda|^2)\Lambda_\psi(\lambda).
\end{align*}$$
Therefore,
\[(1 - |z|^2) \Lambda_u(z) - (1 - |w|^2) \Lambda_u(w) = |(1 - |\lambda|^2) \Lambda_\psi(\lambda) - \Lambda_\psi(0)| \leq |\lambda|^2 \Lambda_\psi(0) + (1 - |\lambda|^2) |\Lambda_\psi(\lambda) - \Lambda_\psi(0)|.\]
(3.3)

It follows from [9, Lemma 2.7] that for any \(g \in L^\infty(\mathbb{D})\), we have \(\Lambda_u(z) \leq 2/3\|g\|_\infty\).

By using (3.2), we see that
\[\Lambda_\psi(0) \leq 2/3\|g\|_\infty.\]
(3.4)

Next, we estimate \(|\Lambda_\psi(\lambda) - \Lambda_\psi(0)|\) as follows: Let \(\Gamma\) be the line segment joining 0 and \(\lambda\), i.e., \(\Gamma\) has the parametric equation \(z(t) = t\lambda\), where \(0 \leq t \leq 1\). Then
\[|\Lambda_\psi(\lambda) - \Lambda_\psi(0)| \leq \int_\Gamma \Lambda_u(\varphi_w(t\lambda))|\varphi_w'(t\lambda)||d(t\lambda)| \leq \frac{2}{3}\|g\|_\infty|\lambda| \int_0^1 \frac{1 - t\lambda^2}{(1 - |t\lambda|^2)^2} dt = \frac{2}{3}\|g\|_\infty|\lambda| \left(\frac{2}{|\lambda|} \log \frac{1}{1 - |\lambda|} - 1\right).\]
(3.5)

By combining (3.3), (3.4) and (3.5), we obtain
\[|(1 - |z|^2) \Lambda_u(z) - (1 - |w|^2) \Lambda_u(w)| \leq 2\|g\|_\infty|\lambda|,\]
because
\[(1 - |\lambda|^2) \left(\frac{2}{|\lambda|} \log \frac{1}{1 - |\lambda|} - 1\right) < 2\]
for any \(|\lambda| < 1\). This completes the proof. □

4. Appendix

In this section, we calculate the precise value of \(C_q\),
\[C_q = \left(\int_C \frac{dA(\xi)}{|\xi|^q|1 - \xi|^q}\right)^{1/q},\]
where \(1 < q < 2\). Note that in the proof of Theorem 1.2, it was only required that this quantity is bounded.

Recall that the hypergeometric function \(F_q\) is defined for \(|z| < 1\) by the power series (cf. [11, (2.1.2)])
\[F_q[a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z] = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n z^n}{(b_1)_n \cdots (b_q)_n n!}.\]
(4.1)

Here \((a)_n\) is the Pochhammer symbol and given as follows \((a)_n = \frac{\Gamma(n+a)}{\Gamma(a)}\).

**Lemma C.** (cf. [11, Theorem 2.1.2]) The series \(q+1F_q(a_1, \ldots, a_{q+1}; b_1, \ldots, b_q; x)\) converges absolutely for \(|x| = 1\) and \(\text{Re}(\sum_{m=1}^{q+1} b_m - \sum_{n=1}^{q+1} a_n) > 0\). This series converges conditionally for \(x = e^{i\theta} \neq 1\) and \(0 \geq \text{Re}(\sum_{m=1}^{q+1} b_m - \sum_{n=1}^{q+1} a_n) > -1\). This series diverges for \(\text{Re}(\sum_{m=1}^{q+1} b_m - \sum_{n=1}^{q+1} a_n) \leq -1\).
For $\eta = re^{it} \in \mathbb{D}$, by using (2.1) and Lemma C, we have
\[
\int_{\mathbb{D}} \frac{dA(\eta)}{|\eta|^q |1-\eta|^q} = 2 \sum_{n=0}^{\infty} \left( \frac{\Gamma(n+q/2)}{n!\Gamma(q/2)} \right)^2 \int_0^1 r^{2n+1-q} dr
= \frac{3F_2[1 - \frac{q}{2}, \frac{q}{2}; \frac{q}{2}; 1, 2 - \frac{q}{2}; 1]}{1 - \frac{q}{2}} < \infty.
\]

For $\eta = re^{it} \in \mathbb{C} \setminus \mathbb{D}$, again by (2.1) and Lemma C, we have
\[
\int_{\mathbb{C} \setminus \mathbb{D}} \frac{dA(\eta)}{|\eta|^q |1-\eta|^q} = \int_{\mathbb{D}} \frac{|\eta|^{2q-4} dA(\eta)}{|1-\eta|^q}
= \frac{3F_2[1 - \frac{q}{2}, \frac{q}{2}; \frac{q}{2}; 1, q; 1]}{q-1} < \infty.
\]

By combining the above two identities, we obtain the constant $C_q$. Numerical values of $C_q$ for $q \in (1, 2)$ are illustrated in Figure 3.
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