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Abstract

The molecular mechanisms and functions in complex biological systems currently remain elusive. Recent high-throughput techniques, such as next-generation sequencing, have generated a wide variety of multiomics datasets that enable the identification of biological functions and mechanisms via multiple facets. However, integrating these large-scale multiomics data and discovering functional insights are, nevertheless, challenging tasks. To address these challenges, machine learning has been broadly applied to analyze multiomics. This review introduces multiview learning—an emerging machine learning field—and envisions its potentially powerful applications to multiomics. In particular, multiview learning is more effective than previous integrative methods for learning data’s heterogeneity and revealing cross-talk patterns. Although it has been applied to various contexts, such as computer vision and speech recognition, multiview learning has not yet been widely applied to biological data—specifically, multiomics data. Therefore, this paper firstly reviews recent multiview learning methods and unifies them in a framework called multiview empirical risk minimization (MV-ERM). We further discuss the potential applications of each method to multiomics, including genomics, transcriptomics, and epigenomics, in an aim to discover the functional and mechanistic interpretations across omics. Secondly, we explore possible applications to different biological systems, including human diseases (e.g., brain disorders and cancers), plants, and single-cell analysis, and discuss both the benefits and caveats of using multiview learning to discover the molecular mechanisms and functions of these systems.

Introduction

Hierarchical complexity is the nature of all biological phenomena and processes. Although made of physical entities (e.g., atoms), the phenomena and interaction of biological entities such as DNA and proteins—among others—possess emergent properties that cannot be reduced to or explained by physical laws, which have kept biological sciences more descriptive than predictive for a long time. There exists no deterministic law in biology apart from the central dogma, which has actually been questioned and adjusted many times [1, 2]. The flow of
genetic information in the central dogma is inherently complex and involves many levels of molecules and interactions (e.g., transcription, translation, alternative splicing, various kinds of regulation mechanisms). To understand a biological phenomenon, we thus need a holistic approach that integrates all the facets and interactions of a biological system as well as collects and analyzes these hierarchical complex data as thoroughly as possible. For this reason, the biological sciences have solely made considerable progress since the era of omics and big data.

High-throughput technologies and next-generation sequencing (NGS) data enable modeling biological systems for understanding underlying complex molecular mechanisms. As corresponding to levels of information flow in central dogma, biological big data are also multileveled and often referred to as multiomics data (i.e., genomics, transcriptomics, epigenomics, proteomics, metabolomics). By combining these “omics,” the complex big biological data can be tackled to disclose relationships between biological entities and identify biomarkers characterizing biological systems. However, a significant challenge involves having access to a set of computational methods powerful enough to shed light on these big data. Accompanied by the strides made in high-throughput biology, machine learning is prospering in biomedical applications, although making sense of multiomics data with traditional machine learning methods nevertheless remains elusive.

The obstacles to doing so are the heterogeneous and implicitly noisy nature of biological data. In fact, omics data are found in many forms, such as sequences (e.g., RNA-Seq, Assay for Transposase-Accessible Chromatin using sequencing [ATAC-Seq]), graphs (e.g., metabolic pathways, regulatory networks), geometric information (e.g., binding site, protein folding), and spatial components (e.g., cell compartment). Biological variables can be continuously or discretely measurable or categorical and may originate from various sources that render them multimodal (rather than Gaussian). These data are often noisy or inconsistent because of the technical problems associated with biological assays, such as background effects and hybridization noise, among others. Furthermore, high-dimensional data (e.g., gene expression profiles with tens of thousands of genes across a limited number of experimental conditions) often suffer from the “curse of dimensionality,” which may lead to overfitting.

These challenges are not effectively addressed by traditional machine learning methods; relying on one single data type may lead to either an incomplete understanding of complex processes or overfitting. To address these problems, multiview machine learning offers a solution by integrating different modes or views of data such that learning from this integration leads to greater accuracy and effectiveness. This method is also effective because each mode (or view) is an aspect of the whole complex phenomenon or process that is often compatible and complementary to other modes (or views). Each view can regularize the hypothesis associated with or infer missing data and reduce noise from other data views. Multiview learning has a long history and is used to fuse various data types, such as video, voice, and text. As multiomics big data is thriving, a comprehensive survey for different methods of multiview learning and their applications to multiomics or biomedical data analysis is necessary, especially for discovering functional omics. For example, a recent paper reviewed the multiview clustering methods with applications to cancer omics. To extend the generality of multiview learning in terms of both modeling and applications, in this review, we formulate multiview learning in a unified mathematical framework called multiview empirical risk minimization (MV-ERM), an extension of empirical risk minimization (ERM) originally introduced by Vapnik. In particular, we firstly introduce the concept of multiview learning, build the 2 formal alignment-based and factorization-based ERM frameworks, and categorize state-of-the-art multiview methods into these 2 categories. Finally, we review some recent biomedical applications of these methods for understanding functional omics and discuss some related problems and conclusions.
**Fig 1. Multiview learning deciphers mechanisms across functional omics.** Molecular mechanisms (Center) are resulted from the interactions within and across multiomics, e.g., shown by green, orange, and blue color. The interactions within each omics are illustrated by colored links that matches with the color of that omics; the interactions across different omics are demonstrated by black links. Directed edges represent causal relationships. Edge weights represent relationships strengths. The single-view learning methods (Right) can only learn the within-view interactions separately for each omics via the functions $f^{(3)}$, where $p_{i,j}^{(k)} = [\Omega_{co}(f^{(k)}(X^{k}), f^{(0)}(X^{0}))]_{i,j}$. The multiview learning methods (Left) can reveal the cross-talk patterns among various omics, providing complete mechanistic insights on biological functions, e.g., by regularization terms $\Omega_{co}$. These cross-talk patterns are contributed by each facet of learning in either alignment-based methods or factorization-based methods. For example, gene regulatory mechanism can relate to genomics (e.g., regulatory variants), transcriptomics (e.g., gene expression), and proteomics (e.g., TFs). Then $\Omega_{co}(f^{(2)}, f^{(3)})$ represents that variants (e.g., SNPs) break the TFBSs (e.g., $p_{i,j}^{(2)} = [\Omega_{co}(f^{(2)}(X^{2}), f^{(3)}(X^{3}))]_{i,j}$). The multiview learning can thus predict gene regulatory mechanisms across omics on how variants break TFBSs to affect gene expression. eQTL, expression quantitative trait loci; SNP, single-nucleotide polymorphism; TF, transcription factor; TFB, transcription factor binding site.
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**Single-view versus multiview learning**

The advancement of high-throughput technologies, which has resulted in tremendous amounts of biological data, has transformed biology from a descriptive science into a predictive science in which machine learning plays an important role. Although biological data are different from visual or speech data, all machine learning algorithms share a common mathematical background that can be described as the ERM principle [6]. In the following sections, we provide the formal descriptions of supervised and unsupervised learning alongside their corresponding ERM estimators.

**Single-view learning.** Biological data are represented by feature vectors, as is the case in other domains, wherein the $i$-th datapoint in a data set $X = \{x_1, \ldots, x_n\} \subset \mathcal{X}$ is a vector $x_i$ of measured values (e.g., gene or protein expression levels) across different samples (e.g., time-points, experimental replicates). Each datapoint might be labeled or associated with a particular phenotype $y_i \in Y$ (i.e., tumor or normal). In a supervised setting, when given an unlabeled datapoint (i.e., a gene expression), we can predict the phenotype (disease or controlled) associated with that datapoint; this prediction is often encoded by function $f: \mathcal{X} \rightarrow Y$. In an unsupervised setting, we can discover a latent structure from unlabeled data, such as a clustering structure of gene expression profiles in which genes with similar expression levels are grouped together driven by particular molecular functions. In general, the formal definitions of supervised and unsupervised learning are presented next.

**Supervised learning.** In supervised setting, we have $n$ labeled examples $S = \{(x_i, y_i)\}_{i=1}^n$ where $y_i \in Y$ (the label set) and $x_i \in \mathcal{X}$ (the domain), sampled from an unknown underlying joint distribution over $\mathcal{X} \times Y$. The goal is to find a function $f: \mathcal{X} \rightarrow Y$ in a hypothesis space $\mathcal{F}$ that predicts the output associated to any new pattern $x \in \mathcal{X}$ by $f(x)$, as measured with respect to a known loss function $\ell(f(x), y)$. Note that function $f$ stands for any transformation, ranging from linear projection to deep neural network and kernel function. For a candidate
function $f \in \mathcal{F}$, its empirical risk \([6]\) is

$$
\mathcal{R}(f) = \frac{1}{|\mathcal{S}|} \sum_{(x_i, y_i) \in \mathcal{S}} \ell(f(x_i), y_i)
$$

(1)

and the regularizer controlling its smoothness is $\Omega(f)$ where $\Omega : \mathcal{F} \rightarrow \mathbb{R}_+$ is a penalty function ($\mathbb{R}_+$ is the set of nonnegative real numbers). The penalized ERM estimator is

$$
f^\star \in \text{arg min}_f \mathcal{R}(f) + \lambda \Omega(f)
$$

(2)

where $\lambda$ is regularization parameter. For example, support vector machine (SVM) is the combination of hinge loss and $\ell_2$-regularizer, whereas ordinary least squares makes use of squared loss, etc. The basic idea of supervised learning is demonstrated in Fig 2A.

**Unsupervised learning**

In unsupervised setting \([7]\), we have $n$ unlabeled examples $\mathcal{S} = \{x_i\}_{i=1}^n$ where $x_i \in \mathcal{X}$ sampled from an unknown underlying distribution over $\mathcal{X}$. The goal is to find a latent structure $\mathcal{Y}$ (low-dimensional or clustering representation, latent factors, etc.) from $\mathcal{X}$ encoded by function $f : \mathcal{X} \rightarrow \mathcal{Y}$ in hypothesis space $\mathcal{F}$ and decoded by function $g : \mathcal{Y} \rightarrow \mathcal{X}$ in hypothesis space $\mathcal{G}$, as measured with respect to a reconstruction error $\ell([g, f], x) = \|x - g \circ f(x)\|_2^2$. For
a pair of candidate functions \( \{g,f\} \in \mathcal{G} \times \mathcal{F} \), its empirical risk is

\[
R(g,f) = \frac{1}{|S|} \sum_{x_i \in S} f(\{g,f\}, x_i)
\]

The ERM estimator is

\[
\{g^*, f^*\} \in \arg\min_{g,f} R(g,f)
\]

Using a reconstruction error, this framework is general enough to encompass a variety of algorithms, such as principal component analysis (PCA), \( k \)-means, nonnegative Matrix factorization (NMF), autoencoder, etc. In fact, the equivalence of NMF and spectral and \( k \)-means clustering was investigated [8]. Both \( k \)-means and PCA methods can be considered as special cases of autoencoders [9]. Several studies have been explored the additional constraints for an autoencoder to perform NMF [10, 11, 12, 13]. Also, NMF has a good interpretability because, for example, it factorizes a gene expression profiles into 2 matrices, one of which describes the structure between genes while the other describes the structure between samples [14]. It also has good performances, especially in single-cell studies [15]. Because of the equivalence of NMF and other unsupervised methods, we represent here the formal settings of NMF as a typical case of unsupervised learning without loss of generality:

Given a data set represented by a nonnegative matrix \( X \), NMF decomposes \( X \) into the production of nonnegative matrices \( G \) and \( F \), i.e., \( X = GF^T \). The ERM estimator of NMF can be formulated as follows:

\[
\{G^*, F^*\} \in \arg\min_{G,F \geq 0} \|X - GF^T\|_F^2
\]

Note that the objective function (5) takes the matrix form of unsupervised ERM estimator (4) where all \( x_i \) from \( S \) are column vectors of matrix \( X \), \( f(X) = F \), and \( G \) is the matrix representation of the linear operator \( g(\cdot) \).

**Pitfalls of single-view learning**

Through the formal definitions of machine learning identified previously, its applications in biological domains can be regarded as abstracting out a representation \( f(\mathcal{X}) \) of a single data type \( \mathcal{X} \), where \( \mathcal{X} \) can be, for example, a gene expression profile. This representation captures the interactions of elements (i.e., genes) within \( \mathcal{X} \) and the phenotypic manifestation \( \mathcal{Y} \) (e.g., cancer) resulting from those interactions. However, to understand complex traits in which the genotype—phenotype interactions manifest over multiple levels of information flows, relying on merely one single omics data type is limited and prohibits our knowledge from uncovering the comprehensive mechanism that underlies complex biological processes.

Even with the availability of more than one data type (e.g., \( \mathcal{X}^{(1)} \) for gene expression, \( \mathcal{X}^{(2)} \) for methylation level), because they originate from different distributions, applying machine learning algorithms on these data independently may solely assemble some pieces of the puzzle of a complex phenomenon; many additional pieces associated with the interactions across different data types remain unknown. Therefore, a learning method that exploits not only information captured in each omic but also that infers from the associations between different omics is needed to understand complex traits. Multiview machine learning is such a method.
Multiview learning

Many real-life datasets comprise diverse views or modalities; for example, a website can contain both images and texts that refer to the same content. In multimedia applications, for instance, both the speech and lip motions of a character are often simultaneously accessible. These views or modalities are often compatible, which helps the learning model be more robust as well as complementary and thereby reveal further information that cannot be fully uncovered when depending on only one view.

In biology, the need for multiview data is quite trivial; on one hand, we have homogeneous biological data assayed from the same molecular level (e.g., gene or protein expression), yet these homogeneous data may be measured across different conditions, phenotypes, or species. In this context, comparative analysis is important to, for example, find a conserved gene set that functions in the same pathway between 2 different species. On the other hand, multiomics is heterogeneous data in which we have different omics (e.g., genomics, proteomics, epigenomics) assayed from the same tissue or cell. These various omics are encoded by different data views, such as \( X^{(1)} \) for transcriptomic abundance or \( X^{(2)} \) for protein concentration. The goal of multiview learning is to exploit multiple representations of the input data and improve the learning performance. Herein, we set up 2 formal frameworks of multiview learning: one based on the ERM principle of supervised learning (Eq 2) and the other based on the ERM principle of unsupervised learning (Eqs 4 and 5). We also analyze the following 2 characteristics of multiview data that underlie those frameworks: consensus and complementary.

Consensus and complementary principles

The consensus principle seeks to maximize the agreement among multiple distinctive representations of the data. In short, given an example \( x = (x^{(1)}, x^{(2)}) \in X^{(1)} \times X^{(2)} \) being seen in 2 views with its label \( y \in Y \), the goal is to maximize the probability:

\[
\text{max}(Pr[f^{(1)}(x^{(1)}) - f^{(2)}(x^{(2)}) = 0])
\]

The complementary principle demonstrates that in a multiview learning problem, each representation or view may contain information that does not exist in other views. Therefore, combining different views makes the predictor more accurate, or in other words, improves the learning performance [16, 17]. The 2 principles are demonstrated in Fig 2B.

MV-ERM

In multiview setting, we have \( n \) labeled examples \( S = \{ (x_i, y_i) \}_{i=1}^n \) and \( m \) unlabeled examples \( U = \{ x_i \}_{i=n+1}^{n+m} \), where \( y_i \in Y \) and each example \( x = (x^{(1)}, x^{(2)}, \ldots, x^{(v)}) \) is seen in \( v \) views with \( x^{(i)} \in X^{(i)} \) for \( i = 1, 2, \ldots, v \). \( S \) and \( U \) are both sampled from an unknown underlying joint distribution over \( X^{(1)} \times X^{(2)} \times \ldots \times X^{(v)} \times Y \). The goal is to find \( v \) functions in \( v \) hypothesis spaces \( \{ f^{(1)}, \ldots, f^{(v)} \} \in \mathcal{F}^{(1)} \times \ldots \times \mathcal{F}^{(v)} \) where \( f^{(i)} : X^{(i)} \rightarrow Y \), predicting the output associated to any new pattern \( x \in X^{(i)} \) by \( f^{(i)}(x) \), as measured with respect to a known loss function \( \ell^{(i)}(f^{(i)}(x), y) \). For a candidate function \( f^{(i)} \in \mathcal{F}^{(i)} \), its empirical risk is

\[
\mathcal{R}(f^{(i)}) = \frac{1}{|S|} \sum_{(x^{(i)}, y^{(i)})} \ell^{(i)}(f^{(i)}(x^{(i)}), y^{(i)})
\]

And the regularizer controlling its smoothness is \( \Omega(f^{(i)}) \), where \( \Omega : \bigcup \mathcal{F}^{(i)} \rightarrow \mathbb{R}_+ \) is a penalty function. Also, to impose a penalty on the complexity of each pair \( (f^{(i)}, f^{(j)}) \) in a cross-product
of 2 hypotheses in order to utilize unlabeled data in different views, we define the co-regularizer

$$\Omega_{\omega}(f^{(i)}, f^{(j)}) = \frac{1}{|U|} \sum_{x^{(i)}, x^{(j)} \in U} \Omega_{\omega}(f^{(i)}(x^{(i)}), f^{(j)}(x^{(j)}))$$  \hspace{1cm} (8)

The penalized MV-ERM estimator is

$$\left(f^{(i)}\right)_{i=1}^v \in \arg\min_{f^{(i)}} \left\{ \sum_{i=1}^v \mathcal{R}(f^{(i)}) + \lambda \sum_{i=1}^v \Omega(f^{(i)}) + \lambda_{co} \sum_{i=1, i \neq j}^{v} \Omega_{co}(f^{(i)}, f^{(j)}) \right\}$$  \hspace{1cm} (9)

In Eq 9, the last term, co-regularizer $\Omega_{co}(\cdot)$, preserves the consensus principle for multiview learning. Note that if $\lambda_{co} = 0$, this problem reduces to solving 2 independent problems, meaning only the complementary principle is used. In the following, we present 2 frameworks, i.e., alignment-based and factorization-based, for multiview learning that covers most of the recent methods. The basic idea of multiview learning is demonstrated in Fig 2B.

**Alignment-based framework.** In the Eq (9) of MV-ERM estimator, if there is no labeled data, i.e., $n = 0$ (or $S = \emptyset$), the problem is then

$$\left(f^{(i)}\right)_{i=1}^v \in \arg\min_{f^{(i)}} \left\{ \sum_{i=1}^v \Omega(f^{(i)}) + \lambda_{co} \sum_{i=1, i \neq j}^{v} \Omega_{co}(f^{(i)}, f^{(j)}) \right\}$$  \hspace{1cm} (10)

which can be seen as an alignment problem finding a set of embeddings $(f^{(1)}, \ldots, f^{(v)})$ that transform the original multiview data into a new common space by identifying an alignment strategy denoted by the co-regularizer $\Omega_{co}(\cdot)$. This co-regularizer serves as a pairwise symmetric alignment function across all different views to coordinate the information among them.

This multiview framework is based on supervised setting of single-view machine learning in Eq (2) where the loss function is optional, so the learning algorithm will try to uncover the $v$ functions not by comparing with a ground truth (i.e., $y_i$) but by comparing to each other (in a pairwise fashion), depicted by the co-regularization term $\Omega_{co}(f^{(i)}, f^{(j)})$. The co-regularization term can be correlation-based, in which the 2 embeddings $f^{(i)}(x^{(i)}) f^{(j)}(x^{(j)})$ are maximally correlated, or distance-based, in which the Euclidean distance between the 2 embeddings is minimized. This kind of multiview learning can be regarded as self-supervision in which the $v$ learners try to learn from each other’s data.

**Factorization-based framework.** The second framework for multiview learning is based on single-view unsupervised learning (Eq 4), trying to seek a common latent representation for multiple different views. In terms of NMF (Eq 5), given a multiview nonnegative data set consisting of $v$ different views as $X^{(1)}, \ldots, X^{(v)}$, for each view $X^{(i)}$, multiview NMF factorizes $X^{(i)} \approx G^{(i)} F^{(i)T}$, where $F^{(i)} = f^{(i)}(X^{(i)})$, and learns a common latent representation $\tilde{F}$ across all the views via the following MV-ERM estimator:

$$\left(\{G^{(i)}, F^{(i)}\}, \tilde{F}\right)_{i=1}^v \in \arg\min_{G^{(i)}, F^{(i)}, \tilde{F}} \sum_{i=1}^v \left\{ \|X^{(i)} - G^{(i)} F^{(i)T}\|^2_F + \lambda \|F^{(i)} - \tilde{F}\|^2_F \right\}$$  \hspace{1cm} (11)

where $\lambda$ is the regularization parameter, trying to balance the importance of different views and the reconstruction error. The latent representations $F^{(i)}$ in different views are forced to be close to the consensus one $\tilde{F}$ [18]. In any deep learning architecture, the joint latent representation can be achieved by a joint layer preceded by separated layers corresponding to separated multiple view inputs.
Both 2 aforementioned frameworks can be regarded as representation learning approaches. Whereas in the alignment-based framework, data representations from each pairs of views are forced to be coordinated, the representation of all views in the factorization-based framework are forced to be the same. The consensus principle is demonstrated by the co-regularizer $\Omega_{co}(f^{(i)}(X^{(i)})f^{(j)}(X^{(j)}))$ in the alignment method and by common latent representation (or sometimes called dictionary) $\hat{F}$ in the factorization method; the complementary principle is demonstrated by the regularizer $\Omega(f^{(i)})$ in alignment methods and by expansion coefficients $G^{(i)}$ in factorization methods.

**Multiomics interpretation of multiview learning**

In terms of functional omics, each view of multiview data $X^{(i)}$ can be a gene expression profile, DNA methylation level, or protein abundance. Multiview learning algorithms applied to these data aim to infer the interactions within each omic, represented by $f^{(i)}(X^{(i)})$ or $G^{(i)}$, as well as the interactions across all omics, represented by $\Omega_{co}(f^{(i)}(X^{(i)}), f^{(j)}(X^{(j)}))$ or $\hat{F}$. In other words, multiview machine learning attempts to recover a common abstract space wherein the several types of omics data are comparable such that the cross-talk patterns may easily be revealed. For example, in single-view machine learning, gene expression profile clustering is one method of revealing functional modules in which a group of genes collaborate to deliver a biological function. However, the insights of many complex biological processes cannot be understood in terms of these functional modules at the transcriptomic level. On the contrary, multiview learning can find a way to represent both gene expression $X^{(i)}$ and protein expression $X^{(j)}$ together such that the interactions of genes as well as the interactions between genes and gene products (e.g., proteins) can be captured for a holistic understanding of complex biological phenomena. For example, if gene expression, chromatin accessibility, and protein expression are represented in a common space, they can be simultaneously clustered not only such that a group of genes or a group of proteins that function together can be identified but also—and more importantly—such that the functional linkage between genes, regulatory elements, and proteins can be revealed (e.g., protein $\alpha$ binds to region $\beta$ to regulate the expression of gene $\gamma$). Fig 3 illustrates this example using a factorization method. With a closely related machine learning technique called transfer learning, we can even infer information of an omic level from another omic level. As for homogeneous data across different species, multiview learning can be applied to infer and transfer knowledge from one species to another species [19].

**Multiview learning methods**

We categorized all recent state-of-the-art methods of multiview learning into 2 groups according to the frameworks explained in the previous sections: the alignment-based framework, which seeks a pairwise alignment among views, and a factorization-based framework, which seeks a common representation across all views. Each framework contains elements of either consensus principle or complementary principle or both. All the methods described in this review are summarized in Table 1.

**Alignment-based methods.** The consensus principle is realized in alignment-based methods by the co-regularization terms $\Omega_{co}()$ that coordinate any 2 embeddings $f^{(i)}(X^{(i)})$ and $f^{(j)}(X^{(j)})$, whereas the complementary principle is realized by the separately regularized feature learning of the different views (i.e., the terms $\Omega()$).

Canonical correlation analysis (CCA) [20] is one of the first and most popular methods to achieve a consensus between 2 views. Formally, for the 2 datasets $X^{(1)}$ and $X^{(2)}$, CCA computes
2 linear projections, $F^{(1)}$ and $F^{(2)}$, such that the cross correlation across 2 views is maximized:

$$
(F^{(1)}, F^{(2)}) \in \arg \min_{F^{(1)}, F^{(2)}} -\text{tr}(F^{(1)T} X^{(1)} X^{(2)T} F^{(2)})
$$

(12)
Table 1. Multiview learning methods.

| Method          | Multiview Principles | Biological Applications | Data Types                                         | Refs. |
|-----------------|----------------------|--------------------------|----------------------------------------------------|-------|
| Alignment-based |                      |                          |                                                   |       |
| CCA             | Consensus            | Cancer, Alzheimer        | CSF, MRI, FDG-PET; gene expression, miRNA expression, DNA methylation | [5,20,21] |
| KCCA/TCCA/SVM-2K | Consensus            | Cancer                   |                                                   | [22–24] |
| DCCA            | Consensus            | Cancer                   | gene expression, miRNA expression, DNA methylation | [5,25] |
| DCCAE           | Both                 |                          |                                                   | [26]   |
| MULPP           | Both                 |                          |                                                   | [27]   |
| MCCA            | Consensus            | Cancer                   | gene expression, miRNA expression, DNA methylation | [5,28] |
| RGCCA/SGCCCA    | Consensus            | Spinocerebellar Ataxia   | metabolomics, lipidomics, magnetic resonance spectroscopy | [29] |
| PLS             | Consensus            | Cancer                   | gene expression, miRNA expression, DNA methylation | [5,30,31] |
| MvDA/MvDN       | Consensus            |                          |                                                   | [32,33] |
| Manifold Alignment | Both                |                          |                                                   | [34,35] |
| Manifold Warping | Both                 |                          |                                                   | [36]   |
| MATCHER         | Both                 | Single-cell              | transcriptomic levels, epigenomic levels           | [37]   |
| ManiNetCluster  | Both                 | Plants                   | gene expression                                   | [19]   |
| MKL             | Complementary        | Mild cognitive impairment | CSF, APOE genotype, MRI, FDG-PET                   | [21,38,39] |
| rMKL-LPP        | Complementary        | Cancer                   | gene expression, miRNA expression, DNA methylation | [5,40] |
| SNF             | Complementary        | Cancer                   | gene expression, miRNA expression, DNA methylation | [5,41,42] |
| NEMO            | Complementary        | Cancer                   | gene expression, miRNA expression, DNA methylation | [43]   |
| coupleNMF       | Both                 | Single-cell              | gene expression, chromatin accessibility          | [44]   |
| Factorization-based |                  |                          |                                                   |       |
| MultiNMF        | Both                 | Cancer, Alzheimer        | gene expression, copy number variation, DNA methylation | [5,18,21,45] |
| GMvNMF          | Both                 | Cancer                   | gene expression, miRNA expression, DNA methylation | [46]   |
| Multiview Spectral Clustering | Both | Cancer | gene expression, miRNA expression, DNA methylation | [5,47,48] |
| Multiview k-means | Both                | Cancer                   | gene expression, miRNA expression, DNA methylation | [5,49] |
| MOFA            | Both                 | Single-cell              | RNA expression, DNA methylation, ex vivo drug responses | [50] |
| iClusterBayes   | Both                 | Cancer                   | gene expression, miRNA expression, DNA methylation | [5,51] |
| rMV-spc         | Consensus            | Cancer                   | gene expression, PPI network                      | [52]   |
| Multimodal DNN  | Consensus            | Mild cognitive impairment | SNP, MRI, PET                                     | [53,54] |
| Bimodal Deep Autoencode | Consensus       |                          |                                                   | [53]   |
| Multimodal DBM  | Consensus            |                          |                                                   | [55]   |

(Continued)
Table 1. (Continued)

| Method          | Multiview Principles | Biological Applications | Data Types             | Refs. |
|-----------------|----------------------|-------------------------|------------------------|-------|
| Multiview CRF   | Both                 |                         |                        | [56]  |

Compared with the general form of the alignment-based method in Eq (10), CCA only support the consensus principle, denoted by $\Omega_{\alpha}(\cdot) = -\text{tr}(F^{(1)T}X^{(1)}X^{(2)T}F^{(2)})$. Note that in Eq (12), the transformation $f^{(i)}(\cdot)$ takes the form of a linear projection, represented by matrix $F^{(i)}$.

Many extensions of CCA support nonlinear embeddings, such as kernel CCA (KCCA) [22], by using the kernel trick to produce a nonlinear version of CCA by implicitly looking for functions $f^{(1)}$ and $f^{(2)}$ through correspondent kernel functions such that $f^{(1)}(X^{(1)})$ and $f^{(2)}(X^{(2)})$ are maximally correlated. KCCA is also an effective preprocessing step for classification algorithms like the SVM; e.g., SVM-2K [24]. TCCA [23] is a tensor-based extension of CCA capable of handling multiple data views by analyzing the covariance tensor of those views. Deep CCA (DCCA) [25] is a deep learning–based extension of CCA that can be regarded as a parametric alternative to the instance-based method of KCCA to learn correlated nonlinear deep embeddings. Unlike KCCA, DCCA does not require an inner product and does not restrict its hypothesis to a reproducing kernel Hilbert space (RKHS); DCCA also has scalability advantages according to data size. A more recent approach is deep canonically correlated autoencoder (DCCAE) [26], which combines the advantages of both DCCA and deep autoencoder. DCCAE’s architecture is formed by 2 different autoencoders correspondent to 2 views, and although it preserves the autoencoders’ reconstruction errors, it also optimizes the canonical correlation between their bottleneck representations. Because of this simultaneous optimization strategy, a trade-off occurs between information learned within each view and information learned across different views. Traditionally, CCA-based approaches implemented only the consensus principle (except for DCCAEs, which have the $\Omega(\cdot)$ for learning the compact representation of each view). Yet a recent method, multiview uncorrelated locality preserving projection (MULPP) [27], also implemented the complementary principle by preserving the local structures of all the views.

Similar to CCA-based methods that determine the directions of maximum correlation between each view, partial least squares (PLS) finds the directions of maximum covariance. In fact, a correlation can be considered a normalized covariance, and CCA-based methods therefore have close connections with PLS-based methods in several facets [30, 31]. Formally, given a pair of datasets $\{X^{(1)} = [x^{(1)}_1, \ldots, x^{(1)}_n], X^{(2)} = [x^{(2)}_1, \ldots, x^{(2)}_n]\}$, the PLS problem can be expressed as:

$$
(F^{(1)*}, F^{(2)*}) \in \arg \min_{F^{(1)}, F^{(2)}} -\text{tr}(F^{(1)T}E[X^{(1)}X^{(2)T}]F^{(2)})
$$

$$
F^{(1)*}F^{(1)} = F^{(2)*}F^{(2)} = I
$$

We may observe that, similar to CCA, in PLS, the consensus principle is exclusively...
implemented: $\Omega_{\text{co}}(\cdot) = -\text{tr}(F^{(1)\top} \Sigma^{(1)} F^{(2)})$. Multiview discriminant analysis (MvDA) [32] can be perceived as the extension of PLS wherein both the between-view and within-view information are considered: $\Omega_{\text{co}}(\cdot) = \text{tr}(\Sigma^{(1)} F^{(1\top)} F^{(2\top)} F^{(2)} \Sigma^{(1)} F^{(1)})$, where $F = [F^{(1)}, \ldots, F^{(v\top)}]$, $F^{\top} \Sigma^{(1)} F$ is the within-class scatter matrix, and $F^{\top} \Sigma^{(1)} F$ is the between-class scatter matrix. Employing a deep architecture, Kan and colleagues [33] also proposed a multiview deep network (MvDN), which aims to achieve a consensus representation of discriminant features across all views. In particular, MvDN consists of 2 subarchitectures—one involving view-specific components $f^{(i)}(\cdot)$ for the reduction of view-specific variations and the other involving a common component $g(\cdot)$ for the shared representation across all views. Finally, the loss function of MvDA (i.e., a Fisher-like loss) is applied on the top layer of the network to learn the network’s parameters through backpropagation and gradient descent: $\Omega_{\text{co}}(\cdot) = \text{tr}(\Sigma^{(1)} F^{(1\top)} F^{(2\top)} F^{(2\top)} \Sigma^{(1)} F^{(1)})$.

Whereas most of CCA-based methods solely utilize the consensus principle, manifold alignment can be perceived as an advanced alternative in which both consensus and complementary principles are applied. Manifold alignment is based on the manifold hypothesis, which states that the distribution of real-world high-dimensional data is concentrated near a lower dimensional manifold embedded in the ambient space of the original data. A family of machine learning algorithms (i.e., manifold learning) attempts to capture these data’s manifold structures through nonlinear projections. The idea behind manifold alignment is the aim to capture a low-dimensional common manifold shared by 2 high-dimensional datasets. This aim can be achieved by (1) utilizing 2 nonlinear embeddings ($f^{(1)}(\cdot)$ and $f^{(2)}(\cdot)$), which transform the 2 original datasets to minimize the distance between them as well as by (2) preserving the geometric structure of each data set. Specifically, given 2 input datasets $\{X^{(1)} = [x^{(1)}_1, \ldots, x^{(1)}_n], X^{(2)} = [x^{(2)}_1, \ldots, x^{(2)}_m]\}$, we want to determine the 2 transforms $f^{(1)}(\cdot)$ and $f^{(2)}(\cdot)$ as solutions to this minimization problem:

$$
(f^{(1)}, f^{(2)}) \in \arg\min_{f^{(1)}, f^{(2)}} \sum_{i,j} \|f^{(1)}(x^{(1)}_i) - f^{(2)}(x^{(2)}_j)\|_2^2 W + f^{(1)} \Sigma^{(1)} f^{(1\top)} + f^{(2)} \Sigma^{(2)} f^{(2\top)}
$$

where $f^{(1)}$ and $f^{(2)}$ are functions defined on the respective datasets $X^{(1)}$ and $X^{(2)}$, and $\Sigma^{(1)}$ and $\Sigma^{(2)}$ are the graph Laplacian of $X^{(1)}$ and $X^{(2)}$, respectively; $W$ is the matrix that encodes the correspondence between $X^{(1)}$ and $X^{(2)}$ such that $W_{ij} = 1$ iff $x^{(1)}_i$ corresponds to $x^{(2)}_j$ (e.g., protein $x^{(2)}_j$ is coded by gene $x^{(1)}_i$) [19]. The first term preserves the correspondence (or minimizes the differences) between the 2 views, whereas the second and third terms preserve the local geometric structure of the 2 original datasets by imposing a graph regularization on $f^{(1)}$ and $f^{(2)}$ [34]. In manifold alignment, $\Omega_{\text{co}}(\cdot) = \lambda_{\text{co}} \|f^{(1)}(X^{(1)}) - f^{(2)}(X^{(2)})\|_2^2$ and $\Omega(\cdot) = f^{(1\top)} \Sigma^{(1)} f^{(1)} + f^{(2\top)} \Sigma^{(2)} f^{(2)}$. Wang and Mahadevan [35] generalized manifold alignment to deal with more than 2 views. To deal with sequence and time series data, Vu and colleagues [36] combined manifold alignment and dynamic time warping [57]. The idea behind graph regularization for multiview learning—as in manifold alignment—is thriving in biomedical applications, for biological networks are pervasive in every level of the analysis.

As the function $f^{(0)}$ in the alignment-based equation represent any transformation, including the implicit transformation in an RKHS $\mathcal{H}$—because a kernel function $k^{(i)}(x, x') = \langle f^{(i)}(x), f^{(i)}(x') \rangle_n$—a broad range of multiple kernel learning (MKL) methods [38, 39] can be considered to be alignment-based methods. The basic idea of MKL aims to combine (in a linear or nonlinear way) various kernels that present different notions of similarity from multiple datasets into one additive kernel. In particular, given $v$ datasets $X^{(i)}$ with $v$ corresponding kernel matrices $K^{(i)}$ (for $i = \{1, 2, \ldots, v\}$) denoting the similarity over pairs of data points in $X^{(i)}$, we
introduce a new kernel \( K' = \sum \beta_i K_i \), where \( \beta \) is a vector of coefficients for each kernel. Because of a kernel’s additivity—a property of RKHS—this new function \( K' \) is still a kernel. However, the MKL methods solely support the complementary principle (i.e., \( \Omega() = K_i \)) because we learn merely the appropriate combination of kernels rather than a specific kernel that works most efficiently.

**Factorization-based methods.** In factorization-based methods, the consensus principle is illustrated by the common latent representations \( \hat{F} \) (called the dictionary matrices), whereas the complementary principle is illustrated by the terms \( G_i \) (called the expansion coefficients matrices).

Many extensions exist for the multiview NMF; for example, multiview clustering via deep matrix factorization [45] employs a seminonnegative matrix factorization to learn the hierarchical semantics of multiview data in a layer-wise fashion. The ERM estimator is:

\[
\begin{align*}
\left( G_i^{(v)}, \ldots, G_m^{(v)}, \hat{F}, \alpha^{(v)} \right)_{v=1}^v & \in \\
& \arg \min_{G_i^{(v)}, \ldots, G_m^{(v)}, \hat{F}, \alpha^{(v)}} \sum_{i=1}^v \left[ \left\| X^{(v)} - G_1^{(v)} G_2^{(v)} \ldots G_m^{(v)} \hat{F} \right\|^2_F + \beta \text{tr}(\hat{F} L^{(v)} \hat{F}^T) \right] \\
\hat{F} & \geq 0, \sum_{i=1}^v \alpha^{(v)} = 1
\end{align*}
\]

The first term is the decomposition on all views through \( m \) layers in which the representations on the last layer are forced to be the same \( \hat{F} \). The learning procedure depends on 2 parameters—\( \alpha^{(v)} \), which controls the weight for the \( i \)th view, and \( \gamma \), which controls the distribution of weights such that the important views have high weights. The second term, including \( L^{(v)} \), the graph Laplacian of the \( k \)-nearest neighbor graph constructed from data view \( i \), maintains the geometric structure of each view. The nonnegativity constraint on the hidden representation \( \hat{F} \) makes the model easy to interpret.

As spectral clustering has been proven to be equivalent to NMF [8], multiview spectral clustering is also related to multiview NMF. The idea behind multiview spectral clustering is the aim to achieve a common eigenvector matrix from different views. In particular, the method regularizes all distinct eigenvector matrices towards a consensus matrix by solving the following optimization problem [47]:

\[
\begin{align*}
(F^{(0)}^{(v)}, \hat{F}^{(v)})_{v=1}^v & \in \\
& \arg \min_{F^{(0)}, \hat{F}} \left( -\sum_{i=1}^v F^{(0)}^{(v)} L^{(0)} F^{(0)} + \lambda \sum_{i=1}^v \text{tr}(F^{(0)}^{(v)} T \hat{F} \hat{F}^T) \right) \\
F^{(0)}^{T} F^{(0)} &= \hat{F}^T \hat{F} = I
\end{align*}
\]

Another way to establish the common eigenvector matrix is presented by Cai and colleagues [48], whose optimization problem is formulated as

\[
\begin{align*}
(F^{(0)}^{(v)}, \hat{F}^{(v)})_{v=1}^v & \in \\
& \arg \min_{F^{(0)}, \hat{F}} \left( -\sum_{i=1}^v F^{(0)}^{(v)} L^{(0)} F^{(0)} + \lambda \sum_{i=1}^v \text{tr}[(\hat{F} - F^{(0)})^T (\hat{F} - F^{(0)})] \right) \\
\hat{F} & \geq 0, \hat{F}^T \hat{F} = I
\end{align*}
\]

where \( \hat{F} \geq 0 \) makes \( \hat{F} \) become the final clustering indicator matrix. The main difference between the 2 methods is that the first uses \( \text{tr}(F^{(0)} F^{(0)}^T \hat{F} \hat{F}^T) \), and the second adopts \( \text{tr}[(\hat{F} - F^{(0)})^T (\hat{F} - F^{(0)})] \) as 2 different terms that measure the lack of consensus between views that must be minimized.

As shown by Ding and colleagues [8], k-means clustering can also be formulated as an NMF problem by using an indicator matrix \( \hat{F} \). To deal with large-scale multiview data, Cai and colleagues [49] proposed a multiview k-means clustering method that adopts a common
indicator matrix across different views. The optimization problem is formulated as follows:

$$\left(G^{(i)}, x^{(i)}, F^{(i)} \right) = \arg \min_{G^{(i)}, x^{(i)}, F^{(i)}} \sum_{i=1}^{z} x^{(i)} ||X^{(i)^T} - \hat{F} G^{(i)^T}||_F^2$$

(18)

The learning procedure depends on 2 parameters—$$\alpha^{(i)}$$, which controls the weight for the $$i$$-th view, and $$\gamma$$, which controls the distribution of weights—such that the important views acquire significant weight during multiview clustering.

As a multiview deep learning extension for autoencoder model, Ngiam and colleagues [53] introduce a bimodal deep autoencoder to extract the shared representation of the bottleneck layer, which is the concatenation of 2 views’ code. This fusion forces the compact representations of 2 views to be comparable. Many different network architectures implement the similar idea of a shared top (or bottleneck) layer of various networks associated with different views [58, 59, 60, 61]. Multimodal deep Boltzmann machine [55] is a similar method derived from a probabilistic graphical model approach. In these deep learning methods, the shared layer serves as the consensus principle, whereas layers that belong to different networks serve as the diversity principle. Currently, most of these multiview deep learning methods are merely applied for multimedia data (i.e., sounds and visions), not for biomedical data yet.

Another multiview extension for deep probability model is multiview conditional random fields (multiview CRF) [56], which is used to label sequential data. To implement the consensus principle, the authors used a joint representation for features extracted from different neural networks and then minimize the distance between the 2 views. To implement the complementary principle, they integrated features of multiple views into the framework of CRF. Variational dependent multioutput Gaussian process [62] is also a multiview method for sequential data modeling, which utilizes the Gaussian process.

Applications
Cancers

Cancer is a complex disease whose phenotypic manifestation might be related to many different levels of molecular signatures, such as gene expression and DNA methylation. In other words, cancer types and subtypes can be defined based on, for example, both genetic mutations and epigenetic landscapes. Therefore, any causal analysis based on solely one aspect or single omics will be a causal reductionism that might lead to insufficient results. Multiomics approaches in oncology research is thriving [63], and many applications of such approaches have been recently pursued.

Rappoport and Shamir [5] performed an extensive review and benchmark that compare 9 multiview methods on 10 cancer types using cancer datasets from The Cancer Genome Atlas (TCGA) spanning 3 omics—that is, gene expression, microRNA (miRNA) expression, and DNA methylation. Among the 9 algorithms chosen, LRAcluster [64], k-means, and spectral clustering are clustering methods that performs on the concatenation of various omics into a single matrix, which is a method often referred to in the literature as early integration [16]. The other 7 methods are similarity network fusion (SNF), regularized multiple kernel learning-locality preserving projections (rMKL-LPP), multiway canonical correlation analysis (MCCA), multiview NMF (MultiNMF), iClusterBayes, and PINS. These methods are chosen
to reflect their categorization which, as stated therein, is overlapped; nevertheless, these practically available tools are widely used. The \(k\)-means, spectral clustering, and multiNMF methods are mentioned in the previous section. iClusterBayes \([51]\) is also a factorization method belonging to the subspace clustering family that shares an objective function similar to that of NMF and \(k\)-means. MCCA \([28]\) is a generalization of CCA wherein pairwise correlations between embeddings are maximally summed up. The rMKL-LPP method \([40]\) is a case of MKL specifically developed for multiomics data. SNF \([41, 42]\) is a graph-based approach that aims to fuse different graphs that represent various omics and may also be regarded as an MKL method on graph structure. The PINS method \([65]\), belonging to the approach sometimes called late integration \([16]\), is the averaging of all clustering results from different omics. In their paper, Rappoport and Shamir \([5]\) demonstrate that rMKL-LPP performs most efficiently in terms of clinical enrichment, whereas MCCA and MultiNMF perform most efficiently with respect to survival. It is worth noting that rMKL-LPP is a specialized multiomic method, whereas MCCA and MultiNMF are general multiview learning methods.

Rappoport and Shamir \([43]\) also developed a new method for multomics clustering, neighborhood-based multi-omics clustering (NEMO), which can be applied to partial datasets in which patients’ omic data are missing without performing data imputation. The authors also compared NEMO with the benchmark on a previous study \([5]\) and demonstrated an improvement of their method on partial data. The idea behind NEMO is similar to those behind SNF and rMKL-LPP; all 3 methods are MKL approaches. Firstly, the similarity matrix of each omic is built based on a radial basis function kernel. Secondly, these matrices are integrated into one average relative similarity matrix. Finally, spectral clustering is applied on this unified matrix wherein a modified eigenmap method is employed. The ability of NEMO to handle a partial data set is based on a local neighborhood approach. Experiments revealed that NEMO is faster and simpler than existing multomics clustering algorithms.

Multiview NMF is also used for the selection of common codifferential genes \([46]\). In this paper, the authors implemented a graph-regularized version of multiview NMF (GMvNMF) to encode the data manifold of genomic data. Manifold regularization for multiview learning was first introduced in the form of manifold alignment. This kind of geometric information embedding can be applied to any multiview machine learning method, including GMvNMF. This method’s validity was tested in 4 cancer multiomics data from TCGA, and each of these cancer types comprises 3 omics (i.e., gene expression, copy number variation, and DNA methylation). GMvNMF was demonstrated to perform more efficiently than other NMF methods, including plain multiview NMF.

Also using graph regularization, Zhang and Ma \([52]\) proposed a regularized multiview subspace clustering (rMV-spc) method to discover common co-expressed modules. These modules serve as biomarkers across various cancer stages that might lead to the revealing of mechanisms that underlie the development of cancers. The graph regularization employed therein is the protein—protein interaction (PPI) network; their optimization procedure is based on interior point algorithm. They performed their method on breast cancer data from TCGA and reached a more favorable result compared with that of an artificial network benchmark. Yet while claiming the method’s extensibility to heterogeneous multiomics data, in this study, the authors exclusively included gene expression data. Although the PPI network was also used, it is regarded as prior information in the form of regularization rather than a different source of data view.

Yu and colleagues \([66]\) proposed a method for simultaneous clustering of multiview cancer data using a multiview spectral clustering method. However, their computational method substantially differs from other spectral clustering approaches in that, rather than calculating eigenvectors, the optimization procedure therein involves of a line-search algorithm on Stiefel
manifold. In this gradient descent method, the gradient calculated from a Euclidean space in each iteration is projected onto an embedded matrix manifold. The authors applied this method to both simulation and real data, which also originate from TCGA. In both cases, the method performed favorably. In the real data set composed of gene expression, miRNA expression, and DNA methylation across 12 cancer subtypes, their method identified more clusters that are enriched by gene ontology and KEGG pathways, which could be used to explain the different mechanisms for each subtype of cancer development.

**Brain diseases**

The nature of mental disorders and neurodegenerative diseases, of which Alzheimer’s disease (AD) is the most common one, remains a puzzle. Although many psychiatry diagnoses are currently based on neuroimaging and, hence, multiview learning from different types of neuroimages (e.g., MRI, fMRI, positron emission tomography [PET], computerized tomography [CT]), a study of AD [67, 68] suggests that memory impairment and dementia are the results of nonlinear interactions involving multiple brain cell types (e.g., neurons, microglia), pathogenic forms of $\tau$ proteins and amyloid-$\beta$ as the brain ages. Whereas these interactions are preserved in a healthy brain, they are dysfunctional in an unhealthy brain, thereby leading to mild cognitive impairment (MCI) and giving rise to AD. Also, each cell type is affected by unhealthy aging at multiple levels, such as transcriptomic, epigenomic, proteomic, metabolomic, and lipidomic. Therefore, a holistic approach that combines these omic data on blood, cerebrospinal fluid (CSF), brain samples, and also neuroimages as phenotypic traits is essential for revealing the complex mechanism underlying the disease. The combination of omics studies and medical imaging (sometimes called radiogenomics) advances our understanding of AD and neurodegenerative disorders in general at multiple levels through the identification of biomarkers for diagnosis and through association studies that reveal the interaction mechanism among genetic and phenotypic data.

Xu and colleagues [69] developed a Bayesian multiview learning method for association studies and diagnosis of AD through 2 data views: genetic variations (i.e., single-nucleotide polymorphism [SNP]) (discrete ordinal data) and MRI features (continuous data). By using sparse linear projections to factorize common latent features, the method aims to (1) simultaneously discover the interactions between genetic variations and MRI features and (2) select biomarkers associated with the disease. The authors also incorporated the linkage disequilibrium as a prior knowledge for the SNP data.

As also a radiogenomics approach, Zhou and colleagues [54] utilized both MRI and PET images as well as SNP to identify AD’s prodromal status—MCI—and to classify MCI subjects into 2 groups of either progressive MCI (pMCI) or stable MCI (sMCI); these groups are categorized based on who will develop AD and who will remain stable. For diagnostic predicting and for dealing with the heterogeneity and high-dimension, low-sample-size problem of the multiview data, the authors developed a deep multiview network that slowly fuses 3 different datasets into a common representation after a stage-wise training using the “maximum number of available samples”; specifically, the architecture makes use of a “three-stage deep feature learning and fusion framework.” In the first stage, latent representations of each view (MRI, PET, SNP) are learned separately, whereas in the second stage, the joint pairwise representations are learned by using the features in the first stage. In the third stage, diagnostic labels are learned by integrating all features from the second stage. The analysis is made on the AD neuroimaging initiative (ADNI) data set and achieves a favorable performance. The multiview deep learning approach taken therein can be regarded as a slow fusion architecture [70]. Another approach of discriminating MCI subgroups is presented by Young and colleagues
[71], wherein the authors made use of Gaussian process as an MKL method to integrate volumetric MRI, fluorodeoxyglucose positron emission tomography (FDG-PET), CSF, and apolipoprotein E (APOE) genotype for a binary classification. This combination of neuroimaging, genomic, and metabolomic data delivered an accuracy of 74%, higher than any results achieved using a single modality. The combination of structural MRI, FDG-PET, and CSF are also used in an experimental study [21] in which 3 different multiview learning methods—namely CCA, MKL, and matrix factorization—are compared on the ADNI data.

For late-onset AD (LOAD), Mukherjee and colleagues [72] proposed a general multiview framework for feature learning of 27 previously known driver genes of LOAD, which may then be used to identify other potential driver genes. The authors also proposed a ranking method for these genes by aggregating the predictions associated with each feature set with genome-wide association study (GWAS) statistics. While claiming the framework’s generality for any data modalities, the authors demonstrated the analysis via 3 modes of data: differentially expressed genes between AD cases and controls, global gene co-expression network features, and 42 tissue-specific co-expression modules. These transcriptomic data are collected from postmortem brain tissue across 3 different studies that are assumed to possess independently predictive information. To tackle sparsely labeled data (of only 27 known genes), they developed a multiview classification based on a co-training scheme. For feature learning, they indicated that topological features (e.g., node degree) are more predictive than are differential expression features; for ranking, they identified previously known and also potentially new LOAD driver genes that are significantly enriched for both SNPs and pathways associated with AD.

Another degenerative genetic disease is spinocerebellar ataxia (SCA), which is responsible for severe movement disorders. This complex disease, which possesses more than 40 genetically different types, must also be studied from an integrative approach that makes use of omics data, neuroimaging data, and clinical data, among others. Garali and colleagues [29] analyzed 4 subtypes of SCA, which are SCA1, SCA2, SCA3—the 3 most common subtypes—and SCA7, by employing component-based methods known as regularized generalized CCA (RGCCA) and sparse generalized CCA (SGCCA). These methods generalize CCA to analyze data sets structured in blocks, each of which represents a unique view of data. This kind of analysis aims to reveal information between and within blocks. Because SCA is characterized by the volume of a brain region called the pons, the authors performed RGCCA and SGCCA as block-based multimodal biomarkers approaches to discover the relationships between the pons volume, metabolomics, lipidomics, and metabolic imaging resulting from magnetic resonance spectroscopy.

Single-cell omics

Cellular populations are heterogeneous in nature. Although cells in a particular tissue are of the same type (e.g., neuron, muscle), they are nevertheless varied in terms of their states (e.g., mitotic, migratory) and behaviors according to the transcriptomic, proteomic, and other measurement levels in a spatiotemporal pattern. Research based on bulk sample of cells from a specific tissue undermines these variations across cells so that the emerged single-cell technologies flourish and thereby enable the exploration of cellular heterogeneity in complex diseases and stem cell differentiation. Single-cell multiomics provide diverse views for each individual cell (e.g., genomic, epigenomic, transcriptomic) that suggest how these different molecular levels interact to result in a phenotypic heterogeneity of cellular types, states, and fates (e.g., the effects of DNA methylation in the cell population on gene expression [73, 74, 75]). Integrating these multiomics remains a challenge, especially when sparseness and high
dimensionality are the 2 pervasive characteristics of single-cell multiomics data [76, 77]. Sparseness is caused by dropout events wherein the gene expression is very high in some cells but very low or almost zero in other cells due to the stochastic nature of gene expression at the resolution of single-cell. The mixing of these false zeros with true zeros of nonexpressed genes makes the analysis difficult. Thus, to impute missing values from an omic, we need information from other omics. Also, the high dimensionality caused by the large number of genes in each cell would make any approach for discrimination between cells be very hard because, in this high-dimensional space, the distance between cells is indistinguishable.

Few imputation methods in single-cell analysis make use of multiview learning from multiomics data. Lin and colleagues [78] developed an ensemble regression imputation method that combines the self-imputation from a single omics (e.g., miRNA) as well as cross-imputation from other correlated omics (e.g., mRNA, DNA methylation). When comparing 5 other single-view imputation methods, the method presented therein was demonstrated to be advanced and efficient in terms of imputation accuracy and the recovery of mRNA-miRNA interactions. Multiomics factor analysis (MOFA) [50] is another multiomics integrative method that can efficiently identify outlier samples and accurately impute missing values. The method learns a set of hidden factors responsible for biological and technical variability from different omics and clearly identifies the consensus information shared across multiple omics as well as the diversity of specific information that belongs to individual omics. The inferred factors enable the identification of sample subgroups, data imputation, and sample outliers. When applied to a data set of chronic lymphocytic leukaemia on 200 patient samples, including somatic mutations, RNA expression, DNA methylation, and ex vivo drug responses, MOFA identified many sources of disease heterogeneity, such as immunoglobulin heavy-chain variable region status, trisomy of chromosome 12, and response to oxidative stress. When applied to single-cell multiomics data, MOFA identified coordinated transcriptional and epigenetic changes along cell differentiation. The ensemble method used by Lin and colleagues [78] can be regarded as an alignment-based method because it makes use of correlations between omics, whereas MOFA is a factorization-based method that attempts to reveal common latent factors.

The high dimensionality of single-cell multiomics requires any integration method to consider dimension reduction one of its goals. This requirement is naturally implemented in factorization-based methods because they attempt to reveal a common latent structure that often resides in a low-dimensional space. The desired result may also be accomplished if the embeddings $f(i)$ in alignment-based methods transform the original data to a linear or nonlinear manifold. Welch and colleagues [37] developed MATCHER to perform manifold alignment between transcriptomic and epigenomic levels from different cells. The method firstly uses a Gaussian process latent variable model to obtain pseudotime values for every cell by independently clustering them in every omics and secondly aligns the quantiles of the pseudotime distribution and those of a uniform distribution to make them directly comparable. As far as we understand, very few computational methods in bioinformatics—especially in multiomic integration—utilize the method of manifold alignment even though manifold structure is a suitable representation for gene regulatory networks because it preserves the locality of regulons [79]. Similar to MATCHER, ManiNetCluster [19] is another method for multiview learning that attempts to identify conserved or specific gene modules across species via manifold alignment. Although the data used in their studies are merely transcriptomic profiled from bulk samples, the method is general sufficient to apply to single-cell multiomics data to identify cell types, cell states, and even the functional linkage between various omics. It is worth noting that not all NMF methods used in single-cell multiomic integration are factorization-based approaches. Duren and colleagues [44] developed a method called coupleNMF to cluster cells
using both gene expressions (scRNA-seq) and chromatin accessibility (scATAC-seq). This method does not recover a common dictionary matrix that captures the consensus across different views, as is the case in other multiview NMF methods; rather, it identifies the association between genes and regulatory elements and is thus a co-regularized method.

Plants

Multiomics and machine learning may be applied in plant science, especially to understand the mechanisms of photosynthesis and hydrogen metabolism that are valuable for biofuel research. *Chlamydomonas reinhardtii* is a microalgae often used as a premier reference organism to study biohydrogen production because of its high hydrogenase activity [80]. For example, a study applied both transcriptomic and proteomic levels to reveal a majority of the algal genomes being differentially expressed over the course of the light condition and the timing of specific genes being determined by their biological functions [81]. Another study implemented of genomics, transcriptomic, proteomics, and metabolomics to identify critical genes in hydrogen metabolism [80]. The combination of transcriptomic, proteomic, metabolite, and lipid profiling was also used to investigate the regulation of photosynthetic process during nitrogen deprivation in *C. reinhardtii* [82]. However, these studies exclusively applied basic statistical techniques in their analysis and as such, lacked a systematic method for integrating and inferring from different types of omics.

As far as we understand, ManiNetCluster [19] is the only multiview learning method that has been used in plant science. In general settings, the method takes 2 different data sets as inputs, transforms them into a common latent subspace where they can be aligned with each other, then simultaneously clusters the aligned network for the discovery of conserved modules and functional linkages between 2 data types. In their study [19], a gene expression profile of *C. reinhardtii* between light and dark conditions was employed, and the 2 conditions were treated as 2 views of a multiview data set. ManiNetCluster was subsequently applied on these 2 inputs, which led to the discovery of conserved modules in which a group of genes retain their functions during both the daytime and nighttime. Some critical genes that serve as functional linkages to bridge and regulate daytime and nighttime functions were specifically identified.

Summary and discussions

Multiview learning has a long history [4], and many literature reviews have been produced on this topic, including the following: Li and colleagues [83] focus on multiview representation learning methods; Zhao and colleagues [84], Sun [85, 86], Sun and colleagues [87] focus on some theoretical aspects—that is, generalization bounds—of some old paradigms of multiview learning (e.g., co-training); one of the first reviews discussing extensively on the consensus and complementary principles of multiview learning is made by Xu and colleagues [16]; Chao and colleagues [88] focus on and categorize multiview clustering methods into generative and discriminative methods; and Baltrušaitis and colleagues [89] conducted a comprehensive survey that categorizes multiview learning methods into 5 technical challenges—representation, translation, alignment, fusion, and co-learning. Most methods surveyed by Baltrušaitis and colleagues [89] are general or specialized for multimedia applications. The applications of multiview learning in biomedical data are just recently investigated [90, 91], and there are also surveys investigating the methods to integrate heterogeneous biological and multiomics data [92, 93, 94, 91]. However, they did not discuss the underlying machine learning principles (e.g., ERM) for multiview learning and how to use these principles for modeling multiomics data and revealing functional omics.
Different from these reviews, we focused on the basic principle underlying all machine learning algorithms (i.e., ERM) and built the alignment-based and factorization-based frameworks for multiview learning based on that principle. We can categorize nearly all the multiview learning methods into those 2 framework by demonstrating which components of their objective functions are responsible for the consensus or the complementary principles of multiview learning. These 2 forms of MV-ERM may also be employed in a future theoretical analysis to derive the generalization bounds of a learning algorithm. We have demonstrated that, with the general settings, our multiview learning framework may be either supervised or unsupervised. In fact, the alignment-based methods are based on supervised settings of single-view machine learning, whereas factorization-based methods are based on the reconstruction error of single-view unsupervised learning. The alignment-based methods are always performed in pairwise fashion and therefore not scalable, as is the factorization-based method; however, in parallel to data integration, alignment-based methods may be applied for an association or comparative analysis.

Current machine learning methods based on ERM have some potential pitfalls, e.g., for understanding causal relationships between variables. When minimizing empirical error, the learning algorithm tries to absorb all the association relationships (e.g., correlation) found in the data. To tackle this association-versus-causation dilemma, Arjovsky and colleagues [95] proposed a theoretical framework, invariant risk minimization (IRM), to learn causations by inferring invariances across conditions (e.g., different omics in biological context). This opens up the possibility to generalize IRM to multiview settings (i.e., multiview IRM) for learning the directed links among variables across omics, implying potential causal relationships.

There are also a few caveats in multiview learning applications, especially in terms of time and space complexities. First, given that its input is typically multomic data, multiview learning is computationally costly and demands high data memory usage. For example, alignment-based methods proceed in a pairwise fashion, which probably results in a 2-fold increase of data memory. Moreover, factorization-based methods can result in a higher degree of polynomial space complexity in that they simultaneously process all available datasets. Second, a number of hyperparameters may be used to define a multiview learning model [96]. Tuning various hyperparameters is still challenging. In particular, searching an optimal set of hyperparameters is likely computationally intensive. For example, DCCA [25], a multiview deep learning method, has to simultaneously optimize 2 deep neural networks, creating additional computational burden in training.

Many topics were not covered in this paper. To identify and categorize various kinds of multiview learning methods, we exclusively focused on the algorithms’ objective functions but did not discuss the details of their optimization procedures. In fact, many learning methods share similar objective functions but nevertheless differ from optimization methods. Most of the NMF-based methods are based on an alternating optimization technique, whereas spectral methods (e.g., spectral clustering) are based on solving a generalized eigenproblem. Spectral clustering can also be solved by an optimization procedure on a matrix manifold, such as Stiefel manifold [66]. Most deep learning approaches are solved by backpropagation and stochastic gradient descent methods, whereas many other solvers are based on a convex relaxation [64, 97, 98, 76]. There are additional topics that are closely related to multiview learning, such as domain adaptation and transfer learning, that we were unable to dig into in this paper despite their biological application; in our outlook, we find the inferring of the information from an omic to another omic more promising. Also, biological interpretability is still a challenge for machine learning applications. To address this, previous work embedded biological knowledge to the machine learning model for underlying mechanisms; e.g., interpretable deep neural network modeling [99, 15]. Thus, how to make multiview learning interpretable will be
an interesting topic in near future. For biological applications, we herein focused on the cutting edge of cancer, neurodegenerative diseases, and single-cell multiomics. The many other applications we were unable to cover include epigenomic variation, gene regulation, and computational pharmacology (e.g., drug repositioning, patient subtyping), among others. These applications can be identified in other surveys, such as [76]. As for benchmark datasets, in addition to cancers [5], we also summarized additional multiomic benchmark datasets for additional contexts (S1 Table).

We also acknowledge that many multiview learning models (especially deep learning models), although popular in domains such as computer vision and speech recognition, are not currently applied in the biological domain. To move forward, we may take example of other domains. For example, a multiview clustering based on deep matrix factorization [45] learns features via a hierarchical model with multiple layers. Each layer learns a feature representing specific data attributes; e.g., a portrait photo has attributes of pose, facial expression, and facial identity. Clustering photos based on this multiview learning model enables the simultaneous identification of the features and the relationships among photo attributes. Similarly, the idea of identifying hierarchical features in this model can be potentially applied to single-cell data for understanding cell-type-specific gene expression and identity. For example, we can input single-cell gene expression matrices (genes by cells) [100] and learn the features representing (1) cell identity (e.g., cell type) and (2) cell activity (e.g., gene expression) as well as the feature relationships (e.g., cell type interactions).

Another research that has a great influence in healthcare in recent years is the study of the microbiome community inhabiting the host or an environmental niche. For example, metagenomics studies of the gut microbiome have shown the changes of community structures under the changes of diet [101]. However, metagenomics constitute merely another one view for the whole understanding of complex phenotypic traits; to understand the whole microbial traits, we need to integrate metagenomics with other omics and meta-omics (e.g., metatranscriptomics, metaproteomics) in a multiview framework. Among various multiomics integration, combining metabolomics with metagenomics is a promising way to understanding functions and interactions between microbial community and the host [102].

In short, we have provided the formal framework for categorizing current multiview learning methods; it can also serve as a guideline for developing many new methods. We demonstrated that the biological applications of these methods are thriving and promising, especially in the fields of brain diseases (e.g., neurodegenerative and neurodevelopmental diseases) and single-cell analysis because of the growing use of multiomics data. Biological problems always involve of many diverse facets, and multiview learning is an efficient strategy for tackling those problems. We expect that, through this review, additional applications and issues in multiview learning research shall emerge and benefit the community.

Supporting information

S1 Table. Multiomics benchmark datasets.
(XLSX)

References

1. Koonin EV. Does the central dogma still stand? Biol Direct. 2012; 7(1):27.
2. Bussard AE. A scientific revolution? EMBO reports. 2005; 6(8):691–694. https://doi.org/10.1038/sj.embor.7400497 PMID: 16065057
3. Trunk GV. A problem of dimensionality: A simple example. IEEE Trans Pattern Anal Mach Intell. 1979; (3):306–307. https://doi.org/10.1109/tpami.1979.4766926 PMID: 21868861
4. de Sa VR. Learning classification with unlabeled data. In: Advances in neural information processing systems. [Internet]. NIPS 1993. 1994 [cited 2020 Mar 17]. p. 112–119. Available from: https://papers.nips.cc/paper/831-learning-classification-with-unlabeled-data.pdf

5. Rappoport N, Shamir R. Multi-omic and multi-view clustering algorithms: review and cancer benchmark. Nucleic Acids Res. 2018; 46(20):10546–10562. https://doi.org/10.1093/nar/gky889 PMID: 30295871

6. Vapnik VN. An overview of statistical learning theory. IEEE Trans Neural Netw. 1999; 10(5):988–999. https://doi.org/10.1109/72.788640 PMID: 18252602

7. Hazan E, Ma T. A non-generative framework and convex relaxations for unsupervised learning. In: Lee DD, Sugiyama M, Luxburg UV, Guyon I, Garnett R, editors. Advances in Neural Information Processing Systems [Internet]. Curran Associates, Inc.; 2016 [cited 2020 Mar 17]. p. 3306–3314. Available from: http://papers.nips.cc/paper/6533-a-non-generative-framework-and-convex-relaxations-for-unsupervised-learning.pdf

8. Ding C, He X, Simon HD. On the equivalence of nonnegative matrix factorization and spectral clustering. In: Proceedings of the 2005 SIAM international conference on data mining; 2005 Apr 21–23; Newport Beach, CA. SIAM; 2005. p. 606–610.

9. Shalev-Shwartz S, Ben-David S. Understanding machine learning: From theory to algorithms. Cambridge: Cambridge University Press; 2014.

10. Lemme A, Reinhart RF, Steil JJ. Online learning and generalization of parts-based image representations by non-negative sparse autoencoders. Neural Netw. 2012; 33:194–203. https://doi.org/10.1016/j.neunet.2012.05.003 PMID: 22706093

11. Ayinde BO, Hosseini-Asl E, Zurada JM. Visualizing and understanding nonnegativity constrained sparse autoencoder in deep learning. In: Proceedings of the International Conference on Artificial Intelligence and Soft Computing; 2016 June 12–16; Zakopane, Poland. Springer; 2016. p. 3–14.

12. Hosseini-Asl E, Zurada JM, Nasraoui O. Deep learning of part-based representation of data using sparse autoencoders with nonnegativity constraints. IEEE Trans Neural Netw Learn Syst. 2015; 27(12):2486–2498. https://doi.org/10.1109/TNNLS.2015.2479223 PMID: 26529786

13. Smaragdis P, Venkataraman S. A neural network alternative to non-negative audio models. In: Proceedings of the 2017 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP); 2017 Mar 5–9; New Orleans, LA. IEEE; 2017. p. 86–90.

14. Stein-O’Brien GL, Arora R, Culhane AC, Favorov AV, Garmire LX, Greene CS, et al. Enter the matrix: factorization uncovers knowledge from omics. Trends Genet. 2018; 34(10):790–805. https://doi.org/10.1016/j.tig.2018.07.003 PMID: 30143323

15. Wang D, Liu S, Warrell J, Won H, Shi X, Navarro FC, et al. Comprehensive functional genomic resource and integrative model for the human brain. Science. 2018; 362(6420):eaat8464. https://doi.org/10.1126/science.aat8464 PMID: 30545857

16. Xu C, Tao D, Xu C. A survey on multi-view learning. arXiv:13045634 [Preprint]. 2013 [cited 2020 Mar 17]. Available from: https://arxiv.org/pdf/1304.5634.pdf

17. Goyal A. Learning a Multiview Weighted Majority Vote Classifier: Using PAC-Bayesian Theory and Boosting [dissertation]. Université de Lyon; 2018 [cited 2020 Mar 17]. 127 p. Available from: https://hal.archives-ouvertes.fr/tel-01881069/document

18. Liu J, Wang C, Gao J, Han J. Multi-view clustering via joint nonnegative matrix factorization. In: Proceedings of the 2013 SIAM International Conference on Data Mining; 2013 May 2–4; Austin, Texas. SIAM; 2013. p. 252–260.

19. Nguyen ND, Blaby IK, Wang D. ManiNetCluster: a novel manifold learning approach to reveal the functional links between gene networks. BMC Genomics. 2019; 20(12):1–14.

20. Hotelling H. Relations between two sets of variates. In: Kotz S, Johnson N, editors. Breakthroughs in statistics. New York, NY: Springer; 1992. p. 162–190.

21. Pillai PS, Leong TY. Fusing Heterogeneous Data for Alzheimer’s Disease Classification. In: Proceedings of Studies in Health Technology and Informatics 216; 2015 Aug 19–23; São Paulo, Brazil. IOS Press; 2015. p. 731–735.

22. Hardoon DR, Szedmak S, Shawe-Taylor J. Canonical correlation analysis: An overview with application to learning methods. Neural Comput. 2004; 16(12):2639–2664. https://doi.org/10.1162/0899766042321814 PMID: 15516276

23. Luo Y, Tao D, Ramamohanarao K, Xu C, Wen Y. Tensor canonical correlation analysis for multi-view dimension reduction. IEEE Trans Knowl Data Eng. 2015; 27(11):3111–3124.

24. Farquhar J, Hardoon D, Meng H, Shawe-Taylor JS, Szedmak S. Two view learning: SVM-2K, theory and practice. In: Weiss Y, Schölkopf B, Platt JC, editors. Advances in neural information processing...
systems 18 [Internet]. MIT Press; 2006. p. 355–362. Available from: http://papers.nips.cc/paper/2829-two-view-learning-svm-2k-theory-and-practice.pdf

25. Andrew G, Arora R, Bilmes J, Livescu K. Deep canonical correlation analysis. In: Proceedings of the International conference on machine learning; 2013 June 16–21; Atlanta, GA. JMLR.org; 2013. p. 1247–1255.

26. Wang W, Arora R, Livescu K, Bilmes J. On deep multi-view representation learning. In: Proceedings of the International Conference on Machine Learning; 2015 Jul 6–11; Lille, France. JMLR.org; 2015. p. 1083–1092.

27. Yin J, Sun S. Multiview Uncorrelated Locality Preserving Projection. IEEE Trans Neural Netw Learn Syst. 2019;1–14. https://doi.org/10.1109/TNNLS.2019.2944664 PMID: 31670682

28. Witten DM, Tibshirani RJ. Extensions of sparse canonical correlation analysis with applications to genomic data. Stat Appl Genet Mol Bio. 2009; 8(1):1–27.

29. Garali I, Adanyeguh IM, Ichou F, Perlberg V, Seyer A, Colsch B, et al. A strategy for multimodal data integration: application to biomarkers identification in spinocerebellar ataxia. Brief Bioinform. 2017; 19 (6):1356–1369.

30. Rosipal R, Kramer N. Subspace, latent structure and feature selection techniques. Lect Notes Comput Sci Chap Overview and Recent Advances in Partial Least Squares. 2006; 2940:34–51.

31. Barker M, Rayens W. Partial least squares for discrimination. J Chemom. 2003; 17(3):166–173.

32. Kan M, Shan S, Zhang H, Lao S, Chen X. Multi-view discriminant analysis. IEEE Trans Pattern Anal Mach Intell. 2015; 38(1):188–194.

33. Kan M, Shan S, Chen X. Multi-view deep network for cross-view classification. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition; 2016 Jun 27–30; Las Vegas, NV. IEEE; 2016. p. 4847–4855.

34. Ham J, Lee DD, Saul LK. Semisupervised alignment of manifolds. In: Cowell R, Ghahramani Z, editors. AISTATS 2005: Proceedings of the Tenth International Workshop on Artificial Intelligence and Statistics; 2005 Jan 6–8; Barbados. NJ: The Society for Artificial Intelligence and Statistics. p. 120–127.

35. Wang C, Mahadevan S. A general framework for manifold alignment. In: 2009 AAAI Fall Symposium Series; 2009.

36. Vu HT, Carey C, Mahadevan S. Manifold warping: Manifold alignment over time. In: Hoffmann J, Selman B, editors. Proceedings of the Twenty-Sixth AAAI Conference on Artificial Intelligence; 2012 Jul 22–26; Toronto, Ontario, Canada. AAAI Press; 2012.

37. Welch JD, Hartemink AJ, Prins JF. MATCHER: manifold alignment reveals correspondence between single cell transcriptome and epigenome dynamics. Genome Biol. 2017; 18(1):138. https://doi.org/10.1186/s13059-017-1269-0 PMID: 28738873

38. Gönen M, Alpaydın E. Multiple kernel learning algorithms. Journal of machine learning research. 2011; 12:2211–2268.

39. Wilson CM, Li K, Yu X, Kuan PF, Wang X. Multiple-kernel learning for genomic data mining and prediction. BMC bioinformatics. 2019; 20(1):1–7. https://doi.org/10.1186/s12859-018-2565-8

40. Speicher NK, Pfeifer N. Integrating different data types by regularized unsupervised multiple kernel learning with application to cancer subtype discovery. Bioinformatics. 2015; 31(12):i268–i275. https://doi.org/10.1093/bioinformatics/btv244 PMID: 26072491

41. Wang B, Jiang J, Wang W, Zhou ZH, Tu Z. Unsupervised metric fusion by cross diffusion. In: Proceedings of the 2012 IEEE Conference on Computer Vision and Pattern Recognition; 2012 Jun 16–21; Providence, RI. IEEE; 2012. p. 2997–3004.

42. Wang B, Mezliji AM, Demir F, Fiume M, Tu Z, Brudno M, et al. Similarity network fusion for aggregating data types on a genomic scale. Nature Methods. 2014; 11(3):333. https://doi.org/10.1038/nmeth.2810 PMID: 24464287

43. Rappoport N, Shamir R. NEMO: Cancer subtyping by integration of partial multi-omic data. Bioinformatics. 2019; 35(18):3348–3356. https://doi.org/10.1093/bioinformatics/btz558 PMID: 30698637

44. Duren Z, Chen X, Zamanihomi M, Zeng W, Satpathy AT, Chang HY, et al. Integrative analysis of single-cell genomics data by coupled nonnegative matrix factorizations. Proc Natl Acad Sci. 2018; 115 (30):7723–7728. https://doi.org/10.1073/pnas.1805681115 PMID: 29987051

45. Zhao H, Ding Z, Fu Y. Multi-view clustering via deep matrix factorization. In: Singh SP, Markovitch S, editors. Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence; 2017 Feb 4–9; San Francisco, CA. AAAI Press; 2017.

46. Yu N, Gao YL, Liu JX, Shang J, Zhu R, Dai LY. Co-differential gene selection and clustering based on graph regularized multi-view NMF in cancer genomic data. Genes. 2018; 9(12):586.
47. Kumar A, Rai P, Daume H. Co-regularized multi-view spectral clustering. In: Advances in neural information processing systems; 2011. p. 1413–1421.

48. Cai X, Nie F, Huang H, Kamangar F. Heterogeneous image feature integration via multi-modal spectral clustering. Proceedings of CVPR 2011; 2011 Jun 20–25; Colorado Springs, CO. IEEE; 2011. p. 1977–1984.

49. Cai X, Nie F, Huang H, Kamangar F. Heterogeneous image feature integration via multi-modal spectral clustering. Proceedings of CVPR 2011; 2011 Jun 20–25; Colorado Springs, CO. IEEE; 2011. p. 1977–1984.

50. Argelaguet R, Velten B, Armol D, Dietrich S, Zenz T, Marioni JC, et al. Multi-Omics Factor Analysis—a framework for unsupervised integration of multi-omics data sets. Mol Syst Biol. 2018; 14(6):e8124. https://doi.org/10.15252/msb.20178124 PMID: 29925568

51. Mo Q, Shen R, Guo C, Vannucci M, Chan KS, Hilsenbeck SG. A fully Bayesian latent variable model for integrative clustering analysis of multi-type omics data. Biostatistics. 2017; 19(1):71–86.

52. Zhang E, Ma X. Regularized multi-view subspace clustering for common modules across cancer stages. Molecules. 2018; 23(5):1016.

53. Ngiam J, Khosla A, Kim M, Nam J, Lee H, Ng AY. Multimodal deep learning. In: Getoor L, Scheffer T, editors. ICML 2011: Proceedings of the 28th international conference on machine learning; 2011 Jun 28 –Jul 2; Bellevue, WA. Omnipress; 2011. p. 689–696.

54. Zhou T, Thung KH, Zhu X, Shen D. Effective feature learning and fusion of multimodality data using stage-wise deep neural network for dementia diagnosis. Human brain mapping. 2019; 40(3):1001–1016. https://doi.org/10.1002/hbm.24428 PMID: 30381863

55. Srivastava N, Salakhutdinov RR. Multimodal learning with deep boltzmann machines. J Mach Learn Res. 2014; 15(1):2949 –2980.

56. Berndt DJ, Clifford J. Using dynamic time warping to find patterns in time series. In: Fayyad UM, Uthurusamy R, editors. Proceedings of the KDD workshop; Seattle, WA. AAAI Press; 1994. p. 359–370.

57. Ha JW, Pyo H, Kim J. Large-scale item categorization in e-commerce using multiple recurrent neural networks. In: Krishnapuram B, Shah M, Panconesi A, editors. Proceedings of the 24th International Conference on World Wide Web; 2015 May 19–22; Florence, Italy. International World Wide Web Conferences Steering Committee; 2015. p. 278–288.

58. Hu W, Wang J, Zhang X. Combining hidden Markov model and fuzzy neural network for continuous recognition of complex dynamic gestures. The Visual Computer. 2017; 33(10):1265–1278.

59. Zhao J, Sun S, Yin M, Yang H. Hybrid neural conditional random fields for multi-view sequence labeling. Knowledge-Based Systems. 2019; 189: 105151.

60. Wu H, Wang D, Zhang MQ, Gu J. Fast dimension reduction and integrative clustering of multi-omics data using low-rank approximation: application to cancer molecular classification. BMC genomics. 2015; 16(1):1022.

61. Nguyen T, Tagett R, Diaz D, Draghici S. A novel approach for data integration and disease subtyping. Genome Res. 2017; 27(12):2025–2039. https://doi.org/10.1101/gr.215129.116 PMID: 29066617

62. Yu Y, Zhang LH, Zhang S. Simultaneous clustering of multiview biomedical data using manifold optimization. Bioinformatics. 2019; 35(20): 4029–4037. https://doi.org/10.1093/bioinformatics/btz217 PMID: 30918942

63. Pimplikar SW. Reassessing the amyloid cascade hypothesis of Alzheimer’s disease. Int J Biochem Cell Biol. 2009; 41(6):1261–1268. https://doi.org/10.1016/j.biocell.2008.12.015 PMID: 19124085

64. Pimplikar SW. Multi-omics and Alzheimer’s disease: a slower but surer path to an efficacious therapy? Am J Physiol Cell Physiol. 2017; 313(1):C1–C2. https://doi.org/10.1152/ajpcell.00109.2017 PMID: 28515086

65. Xu Z, Zhe S, Qi Y, Yu P. Association Discovery and Diagnosis of Alzheimer’s Disease with Bayesian Multiview Learning. J Artif Intell Res. 2016; 56:247–268.
70. Karpathy A, Toderici G, Shetty S, Leung T, Sukthankar R, Fei-Fei L. Large-scale video classification with convolutional neural networks. In: Proceedings of the IEEE conference on Computer Vision and Pattern Recognition; 2014 Jun 23–28; Columbus, OH. IEEE; 2014. p. 1725–1732.

71. Young J, Modat M, Cardoso MJ, Mendelson A, Cash D, Ourselin S, et al. Accurate multimodal probabilistic prediction of conversion to Alzheimer’s disease in patients with mild cognitive impairment. Neuroimage Clin. 2013; 2:735–745. https://doi.org/10.1016/j.nicl.2013.05.004 PMID: 24179825

72. Mukherjee S, Perumal T, Daily K, Sieberts S, Omberg L, Preuss C, et al. Identifying and ranking potential driver genes of Alzheimer’s Disease using multi-view evidence aggregation. BioRxiv. 2019:534305.

73. Angermueller C, Clark SJ, Lee HJ, Macaulay IC, Teng MJ, Hu TX, et al. Parallel single-cell sequencing links transcriptional and epigenetic heterogeneity. Nat Methods. 2016; 13(3):229. https://doi.org/10.1038/nmeth.3728 PMID: 26752769

74. Hou Y, Guo H, Cao C, Li X, Hu B, Zhu P, et al. Single-cell triple omics sequencing reveals genetic, epigenetic, and transcriptomic heterogeneity in hepatocellular carcinomas. Cell Res. 2016; 26(3):304. https://doi.org/10.1038/cr.2016.23 PMID: 26902283

75. Hu Y, Huang K, An Q, Du G, Hu G, Xue J, et al. Simultaneous profiling of transcriptome and DNA methylation from a single cell. Genome Biol. 2016; 17(1):88.

76. Zitnik M, Nguyen F, Wang B, Leskovec J, Goldenberg A, Hoffman MM. Machine learning for integrating data in biology and medicine: Principles, practice, and opportunities. Inf Fusion. 2019; 50:71–91. https://doi.org/10.1016/j.inffus.2018.09.012 PMID: 30467459

77. Colomé-Tatché M, Theis FJ. Statistical single cell multi-omics integration. Curr Opin Syst Biol. 2018; 7:54–59.

78. Lin D, Zhang J, Li J, Xu C, Deng HW, Wang YP. An integrative imputation method based on multi-omics datasets. BMC Bioinform. 2016; 17(1):247.

79. Zare H, Kaveh M, Khodursky A. Inferring a transcriptional regulatory network from gene expression data using nonlinear manifold embedding. PloS ONE. 2011; 6(8):e21969. https://doi.org/10.1371/journal.pone.0021969 PMID: 21857910

80. Xu L, Fan J, Wang O. Omics application of bio-hydrogen production through green alga Chlamydomonas reinhardtii. Front Bioeng Biotechnol. 2019; 7:201. https://doi.org/10.3389/fbioe.2019.00201 PMID: 31497598

81. Lin D, Zhang J, Li J, Xu C, Deng HW, Wang YP. An integrative imputation method based on multi-omics datasets. BMC Bioinform. 2016; 17(1):247.

82. Angermueller C, Clark SJ, Lee HJ, Macaulay IC, Teng MJ, Hu TX, et al. Parallel single-cell sequencing links transcriptomic and epigenetic heterogeneity. Nat Methods. 2016; 13(3):229. https://doi.org/10.1038/nmeth.3728 PMID: 26752769

83. Hou Y, Guo H, Cao C, Li X, Hu B, Zhu P, et al. Single-cell triple omics sequencing reveals genetic, epigenetic, and transcriptomic heterogeneity in hepatocellular carcinomas. Cell Res. 2016; 26(3):304. https://doi.org/10.1038/cr.2016.23 PMID: 26902283

84. Hu Y, Huang K, An Q, Du G, Hu G, Xue J, et al. Simultaneous profiling of transcriptome and DNA methylation from a single cell. Genome Biol. 2016; 17(1):88.

85. Zitnik M, Nguyen F, Wang B, Leskovec J, Goldenberg A, Hoffman MM. Machine learning for integrating data in biology and medicine: Principles, practice, and opportunities. Inf Fusion. 2019; 50:71–91. https://doi.org/10.1016/j.inffus.2018.09.012 PMID: 30467459

86. Colomé-Tatché M, Theis FJ. Statistical single cell multi-omics integration. Curr Opin Syst Biol. 2018; 7:54–59.

87. Lin D, Zhang J, Li J, Xu C, Deng HW, Wang YP. An integrative imputation method based on multi-omics datasets. BMC Bioinform. 2016; 17(1):247.

88. Angermueller C, Clark SJ, Lee HJ, Macaulay IC, Teng MJ, Hu TX, et al. Parallel single-cell sequencing links transcriptomic and epigenetic heterogeneity. Nat Methods. 2016; 13(3):229. https://doi.org/10.1038/nmeth.3728 PMID: 26752769

89. Hou Y, Guo H, Cao C, Li X, Hu B, Zhu P, et al. Single-cell triple omics sequencing reveals genetic, epigenetic, and transcriptomic heterogeneity in hepatocellular carcinomas. Cell Res. 2016; 26(3):304. https://doi.org/10.1038/cr.2016.23 PMID: 26902283

90. Xue L, Fan J, Wang O. Omics application of bio-hydrogen production through green alga Chlamydomonas reinhardtii. Front Bioeng Biotechnol. 2019; 7:201. https://doi.org/10.3389/fbioe.2019.00201 PMID: 31497598

91. Zampieri G, Vijayakumar S, Yaneske E, Angione C. Machine and deep learning meet genome-scale metabolic modeling. PLoS Comput Biol. 2019; 15(7):e1007084. https://doi.org/10.1371/journal.pcbi.1007084 PMID: 31295267
92. Li Y, Wu FX, Ngom A. A review on machine learning principles for multi-view biological data integration. Brief Bioinform. 2016; 19(2):325–340.

93. Gligorijevi V, Pržulj N. Methods for biological data integration: perspectives and challenges. J R Soc Interface. 2015; 12(112):20150571. https://doi.org/10.1098/rsif.2015.0571 PMID: 26490630

94. Ritchie MD, Holzinger ER, Li R, Pendergrass SA, Kim D. Methods of integrating data to uncover genotype–phenotype interactions. Nature Rev Genet. 2015; 16(2):85. https://doi.org/10.1038/nrg3868 PMID: 25582081

95. Arjovsky M, Bottou L, Gulrajani I, Lopez-Paz D. Invariant risk minimization. arXiv:190702893 [Preprint]. 2019 [cited 2020 Mar 17]. Available from: https://arxiv.org/pdf/1907.02893.pdf

96. Claesen M, De Moor B. Hyperparameter search in machine learning. arXiv:1502.02127 [Preprint]. 2015 [cited 2020 Mar 17]. Available from: https://arxiv.org/pdf/1502.02127.pdf

97. White M, Zhang X, Schuurmans D, Yu YI. Convex multi-view subspace learning. In: Advances in Neural Information Processing Systems; 2012. p. 1673–1681.

98. Guo Y. Convex subspace representation learning from multi-view data. In: Twenty-Seventh AAAI Conference on Artificial Intelligence; 2013.

99. Ma J, Yu MK, Fong S, Ono K, Sage E, Demchak B, et al. Using deep learning to model the hierarchical structure and function of a cell. Nat Methods. 2018; 15(4):290. https://doi.org/10.1038/nmeth.4627 PMID: 29650529

100. Kotliar D, Veres A, Nagy MA, Tabrizi S, Hodis E, Melton DA, et al. Identifying gene expression programs of cell-type identity and cellular activity with single-cell RNA-Seq. Elife. 2019; 8.

101. Turnbaugh PJ, Ridaura VK, Faith JJ, Rey FE, Knight R, Gordon JI. The effect of diet on the human gut microbiome: a metagenomic analysis in humanized gnotobiotic mice. Sci Transl Med. 2009; 1 (6):6ra14–6ra14. https://doi.org/10.1126/scitranslmed.3000322 PMID: 20368178

102. Chong J, Xia J. Computational approaches for integrative analysis of the metabolome and microbiome. Metabolites. 2017; 7(4):62.