Atrial Fibrillation Detection Using Weight-Pruned, Log-Quantised Convolutional Neural Networks
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Abstract—Deep neural networks (DNN) are a promising tool in medical applications. However, the implementation of complex DNNs on battery-powered devices is challenging due to high energy costs for communication. In this work, a convolutional neural network model is developed for detecting atrial fibrillation from electrocardiogram (ECG) signals. The model demonstrates high performance despite being trained on limited, variable-length input data. Weight pruning and logarithmic quantisation are combined to introduce sparsity and reduce model size, which can be exploited for reduced data movement and lower computational complexity. The final model achieved a 91.1× model compression ratio while maintaining high model accuracy of 91.7% and less than 1% loss.
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I. INTRODUCTION

Deep neural networks (DNN) have proven to be an effective tool in smart healthcare, demonstrating remarkable performance in analysing and performing classification on complex data. One promising application of DNNs is the detection of cardiac arrhythmia from ECG signals, in which DNNs can provide accurate predictions from raw signals without extensive preprocessing and feature extraction [1]–[4]. Atrial fibrillation (AFib) is a form of cardiac arrhythmia associated with coronary artery disease, heart failure, stroke, etc. [5]. A robust DNN implemented in an ECG wearable can serve as a real-time detector to alert someone experiencing AFib to obtain medical assistance promptly.

However, DNN inference is memory intensive and incurs significant energy costs for data transfer and processing [6], presenting a challenge for implementation on a battery-powered wearable. In particular, off-chip communication in such systems (loading from and storing to DRAM) typically consume more energy than computation [7]. In view of these costs, DNN models for power-constrained medical wearables should be optimised for energy savings while maintaining prediction accuracy. Model optimisations such as pruning and quantisation can increase sparsity (number of zeroes) and hence greatly reduce model size when combined, providing an opportunity to reduce both the operations performed and volume of data transferred during prediction, for better energy efficiency.
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In this work, we develop an optimised convolutional neural network (CNN) that classifies AFib from ECG readings. The CNN model is described in section II, followed by the pruning strategy in section III, and quantization details in section IV. Results and conclusions are presented in sections V and VI respectively.

II. CNN MODEL FOR AFib DETECTION

A. Preprocessing of ECG Dataset

The dataset used for the AFib detection in this work is obtained from The PhysioNet Computing in Cardiology Challenge 2017 [8], from which ECG lead recordings are classified into four classes: normal sinus rhythm (N), atrial fibrillation (A), other alternate rhythms (O) and noisy readings (∼). The dataset contained a total of 8,528 labelled ECG signals. The raw ECG data was standardised with zero mean and unit variance. Due to the episodic nature of AFib, a fixed input length of 18,000 (close to maximum signal length) was used to avoid losing key information of longer signals. Shorter data were zero-padded to the standard input length, whereas longer signals were trimmed.

| TABLE I: Distribution of zero-padded data versus total distribution of classes |
| A | N | O | ∼ | Total |
|---|---|---|---|-----|
| Shorter than 18,000 (padded) | 662 | 4665 | 2081 | 272 | 7680 |
| Total in dataset | 758 | 5076 | 2415 | 272 | 8528 |
| Distribution of padded data | 8.62% | 60.7% | 27.1% | 3.54% | 90.06% |
| Total distribution | 8.89% | 59.5% | 28.3% | 3.27% | - |

To evaluate the risk of introducing bias towards predicting certain classes through zero-padding, the distribution of padded data by class was compared to the total distribution of classes. As the two distributions were remarkably similar, the padded data was analysed to have minimal risk in skewing the model towards any particular class. Table I shows the distribution of padded data in terms of classes.

B. CNN Model Architecture

The model architecture designed is pictured in Figure 1. The model comprises four convolution layers with 128 channels and two dense layers. Rectified linear unit (ReLU) was used as the activation function for all the layers excluding the final dense layer (which utilises the softmax function for classification). The use of ReLU sets negative outputs to zero, which increases sparsity in output feature maps. This sparsity can be exploited by data compression algorithms to reduce data transfer energy costs and improve efficiency [7].
Max pooling layers were used to downsize outputs of convolution layers by a factor of 5. Max pooling was intended to select important features within the feature map while also maintaining a smaller model size. The input to the model are long ECG vectors that contains 18,000 samples each, which makes the features extracted by the first convolutional layer less representative. From our experimentation, performing max pooling only after the first two convolutional layers performed better. We deduce that this design allows more filters to be applied and patterns in the input signals are more enhanced and better represented before the inputs are downsized.

C. Model Training

For training, the dataset was divided into 70% training set, 15% validation set, and 15% testing set to evaluate model performance. The validation set was used to avoid overfitting by evaluating both training loss and validation loss during training. A similar distribution of the four classes across all three sets is enforced. Training was performed with a batch size of 128 and a maximum of 100 epochs. Figure 2 indicates variation of model accuracy and loss against training epochs. The CNN’s hyperparameters were decided using grid search for hyperparameter tuning [9]. The tuning was done in conjunction with 5-fold cross validation to ensure robustness, as the model was tested 5 times with 5 different sets of testing data. Weight decay was also implemented to prevent overfitting [10].

D. Model Performance Before Optimisation

The trained model achieved a classification accuracy of 92.2% and a model size (weights and biases) of 16.40 MB. The use of ReLU enabled the model to achieve a high average feature map sparsity of 91.8% (determined using testing data) even before pruning. However, the trained model had no sparsity in weights and biases as all values were non-zero. Details of the initial model performance and size is tabulated in Table II.

### III. MODEL PRUNING

Pruning aims to remove less influential parameters (weights, filters, etc.) by setting these parameters to zero. In doing so, pruning increases the sparsity of a model, potentially reducing computations required for inference and the overall model size [11]. However, pruning the network typically results in a drop in accuracy metrics due to the loss of information from the model. Therefore, the objective of pruning is to minimise the loss and drop in accuracy while achieving the highest compression ratio (highest sparsity) possible for the model [6].

Two pruning methods were explored in this study: magnitude-based weight pruning and filter pruning. Magnitude-based weight pruning is a fine-grained pruning method that approximates the sensitivity of weights by magnitude. Smaller weights are removed first, followed by weights with a greater value, until a set degree of sparsity is reached. After each iteration, the network is fine-tuned...
globally. This method is widely used to optimise and downsize the model quickly [12]. In contrast, filter pruning is a coarse-grained pruning method that removes entire filters if they do not produce any productive outputs. An algorithm by Li et al. [13] uses feature selection by k-means++ for filter pruning. Using the algorithm, filters that perform similar functions (and are hence highly correlated) are consolidated and the redundant filters are removed. An adaptation of the algorithm by Vecsei [14] was applied to our model to study the compression ratio achieved.

A. Results of Model Pruning

We applied magnitude-based weight pruning to our model. The results after magnitude-based weight pruning are detailed in Table III. The sparsity of the model, measured by counting zeroes in weights and biases, increased from 0% to 90%. The model size was reduced from 16.40 MB to 1.08 MB, achieving a compression ratio of 15.2x. The overall accuracy metrics were maintained after pruning, with some metrics even slightly improved (such as sensitivity improvement of 0.7%). The slight improvement could be a result of undesirable weights being removed, which had originally confused the model. There were more than 1.5 million parameters in the original model, which makes it less sensitive to parameter pruning. In this case, a higher final sparsity level could be set for the model pruning process without significant drop in model performance. However, since the model size at a sparsity level of 90% was already suitable for hardware implementation, the pruning process was terminated and this model was taken as the final result of the pruning process. The filter pruning algorithm of [14] did not prune any filters when applied to the model. Hence, there were no changes to the model and no compression was achieved. This suggests that filters in the developed model had little correlation and so was unsuitable for the k-means++ algorithm to be applied. Therefore, the weight-pruned model was used as the final model.

TABLE III: Performance and size of pruned CNN model

| Accuracy | 92.5% |
|----------|-------|
| Precision | 85.0% |
| Specificity | 99.0% |
| Sensitivity | 85.0% |
| F1-Score | 85.0% |
| Model Size (weights and biases)(MB) | 1.08 |
| Model Sparsity (weights and biases) | 90% |

IV. LOGARITHMIC QUANTISATION

Quantisation involves reducing the precision of feature maps and/or filter weights to reduce the size of model data transferred [15]. Quantisation can improve energy efficiency of DNN accelerator systems, as energy costs of computation scale with data bit-width [12]. Furthermore, combining quantisation with other optimisations such as pruning can further reduce model size as well. In this work, logarithmic quantisation is employed. Logarithmic quantisation operates on the notion that non-uniformly distributed weights can be approximated as base-2 logarithmic representations. By limiting the range of weight values to powers of two, only exponent values of weights need to be stored and transferred. These exponents can be represented as integers with much fewer bits. For example, if weight values are limited to exponents of $-7$ to $7$ (meaning the values $2^{-7}, 2^{-6}, \ldots, 2^7$), each weight can be represented by only a 4-bit signed integer value. Furthermore, logarithmic quantisation can also reduce the computation power required for convolution, as multiplication of weights with feature maps can use only shifters for bit-shifting [16].

We implemented logarithmic quantisation with reference to [16] alongside a rounding function as described in [17]. Weight values were limited to $\pm 2^{-E}$, in which $E$ is the magnitude of the exponent. Hence, weight values can be stored as the unsigned integer $E$ and an additional bit for the weight’s sign. For example, $-2^{-3}$ is stored as $-3$ and $2^4$ is stored as $+4$. Two ranges of exponent magnitude $E$ were explored in this study: 2-bit magnitudes (0 to 3) and 3-bit magnitudes (0 to 7). In the example of a 3-bit magnitude, the weight is stored using 4 bits, with one bit for the weight’s sign. Weights were constrained to these values before training. Logarithmically quantised weights that are too low in value are treated as having minimal contribution and are clipped to 0, much like magnitude-based pruning.

A. Results of Logarithmic Quantisation

Logarithmic quantisation using the 3-bit magnitudes demonstrated favourable results, with only a 0.3% decrease in classification accuracy and less than 0.5% loss across all metrics, comparing to the results obtained with the original model in Table II. Model size was reduced from 16.40 MB to 11.30 MB with weights still represented in floating point. Converting the weights and biases to 4-bit values (3-bit magnitude, 1-bit sign) yielded a smaller data size of 0.74 MB, as is shown in Table IV.

However, using 2-bit magnitudes resulted in a drastic drop in accuracy to 52.1% and drop in sensitivity to 4.2%. The model had predicted all data as noisy ($\sim$ class). Hence, 2-bit magnitudes for exponents were considered too aggressive as it would severely limit the range of actual weight values. Sparsity introduced was comparable to that of 3-bit magnitudes, at 33.4%. Results for both magnitude ranges are tabulated in Table IV. Table V shows results obtained in separate runs at greater magnitude ranges. The model hardly benefited from bit-width increment with magnitude range greater than 3-bit. A 3-bit multiplier which has a structure that has been evolved by Vassilev contains 37 total LUTs [18], while a 16-bit floating point RNS multiplier requires 150 logic elements [19]. 3-bit magnitudes for exponents in the quantisation process could maintain good performance with less hardware resource needed. Hence, 3-bit magnitudes for exponents suited most for logarithmic quantisation.

TABLE IV: Performance and size of quantised CNN model

| Model Size (weights and biases)(MB) | 3-bit E | 2-bit E |
|-----------------------------------|--------|--------|
| Accuracy                          | 91.9%  | 52.1%  |
| Precision                         | 85.0%  | 3.2%   |
| Specificity                       | 99.0%  | 68.1%  |
| Sensitivity                       | 85.8%  | 4.2%   |
| F1-Score                          | 85.8%  | 4.2%   |

V. COMBINED OPTIMISATION RESULTS

Combining both magnitude-based weight pruning and logarithmic quantisation with 3-bit magnitudes on the model,
TABLE V: Performance and size of quantised CNN model

| Method                          | Overall F1 Score |
|---------------------------------|------------------|
| SVM [20]                        | 0.66             |
| FNN [21]                        | 0.77             |
| CNN with R-peak Detection [22]  | 0.71             |
| RNN [23]                        | 0.83             |
| Optimised Model                 | 0.84             |

VI. CONCLUSION

A convolutional neural network model was developed to detect atrial fibrillation from ECG signals. The model was trained using a deep learning approach rather than feature-based extraction. A classification accuracy of 92.2% and a 91.8% sparsity in internal feature maps before pruning was achieved. Magnitude-based weight pruning, and logarithmic quantisation were then applied, reducing model size from 16.40 MB to 0.18 MB for a compression ratio of 91.1x with minimal loss of less than 1% across all metrics. The optimised model developed presents opportunities for reducing energy consumption of a hardware implementation when sparsity and reduced precision is appropriately exploited. Achieving energy efficiency while maintaining high prediction accuracy will be essential for implementing DNNs on battery-powered medical devices.
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