Remaining useful lifetime prediction for equipment based on nonlinear implicit degradation modeling
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Abstract: Nonlinearity and implicitness are common degradation features of the stochastic degradation equipment for prognostics. These features have an uncertain effect on the remaining useful life (RUL) prediction of the equipment. The current data-driven RUL prediction method has not systematically studied the nonlinear hidden degradation modeling and the RUL distribution function. This paper uses the nonlinear Wiener process to build a dual nonlinear implicit degradation model. Based on the historical measured data of similar equipment, the maximum likelihood estimation algorithm is used to estimate the fixed coefficients and the prior distribution of a random coefficient. Using the on-site measured data of the target equipment, the posterior distribution of a random coefficient and actual degradation state are step-by-step updated based on Bayesian inference and the extended Kalman filtering algorithm. The analytical form of the RUL distribution function is derived based on the first hitting time distribution. Combined with the two case studies, the proposed method is verified to have certain advantages over the existing methods in the accuracy of prediction.
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1. Introduction

In engineering, the equipment is affected by factors such as its complex composition, workload, operating environment, random impact, etc., and its performance may be degrading, e.g., the fatigue crack increasing of aero-engine blades, the drift increasing of gyroscope in the flight control system, the capacity reducing of lithium battery, etc. We refer to such equipment that is subject to performance degradation due to the combination of internal stress and external environment in actual service, and may eventually evolve into failure as stochastic degradation equipment [1,2].

In the early performance degradation stage, by obtaining various types of degradation characteristic quantity, evaluating the health status of equipment, predicting its remaining useful life (RUL) (that is, the operation time interval from current time to failure time) and taking valid maintenance measures accordingly, it is important to improve the operational safety of the large and important system [3,4].

Professor Pecht [5] of Maryland University divided the RUL prediction methods into three categories: the mechanism-based method, the data-driven method, and a fusion of the first two. Based on the in-depth analysis of the failure mechanism, the mechanism-based method establishes the mechanism model of the equipment and predicts its RUL [6,7]. However, the cost of establishing the mechanism model is too large and it is almost impossible to implement it, which makes the application limited. The data-driven approach uses the monitored performance degradation data of the equipment to predict its RUL, which can be subdivided into the artificial intelligence method and the statistical data-driven method [8]. The artificial intelligence method is to learn the evolution law of the degradation process of the equipment through machine learning, but this method can only push out the expectation value of the equipment’s RUL, which has a certain limitation [9,10]. Considering the random dynamics of the equipment workload and operating environment, it is usually assumed that the remaining life is a conditional random variable. Based on this assumption and the probability theory, the statistical data-driven method can accurately describe the dynamic behavior of the equipment degradation process and quantify the uncertainty of RUL prediction results by using statistical models or stochastic process models, which has become a hot research topic [11].

At present, the statistical data-driven RUL prediction research focuses on the following two aspects.

The first aspect is degradation modeling, which is mainly modeling the dynamic behavior of the equipment degradation process. Tang et al. [12], Son et al. [13] and Li et al. [14] all thought that stochastic processes can better
describe the evolution law of the equipment degradation process. Common stochastic processes include the Wiener process, the Gamma process, and the Markov chain. The latter two mainly describe a strictly monotonic, irreversible degradation process [15], which do not match the nonmonotonic features prevalent in engineering. The linear Wiener process can better describe the non-monotonic degradation process with a linear trend [16], where the drift Wiener process can better describe the non-monotonic features prevalent in engineering. The linear Wiener process can better describe the non-monotonic degradation process with a linear trend [16], where the drift coefficient is a parameter used to describe the degradation rate and the diffusion coefficient is a parameter used to describe the time-varying uncertainty of the degradation process. Due to its good mathematical calculation characteristics, the linear Wiener process and its extended form have been widely used in the research of lots of electronic equipment degradation modeling and RUL prediction, such as laser generator [17], LED [18], lithium battery [19] and Gyro [20].

The operating conditions, loads, and operating environments of equipment may change over time, resulting in different degradation rates, which make the degradation process exhibit a nonlinear feature. For the nonlinear degradation feature, early research mainly uses the data transformation technology [21,22] to convert nonlinear degradation data into linear degradation data, but not all nonlinear data can be linearized [2]. Si et al. [23] first put forward a general nonlinear Wiener process and approximated the first hitting time (FHT) distribution of equipment, which has an important impact on solving the nonlinear degradation modeling problem. Based on his research, Zhang et al. [24,25] further proposed an age- and state-dependent nonlinear prognostic model, which can better characterize the dynamics and nonlinearity of the degradation process. Many similar model extensions and deformations have emerged [26].

Because the equipment is affected by external random impacts during the manufacturing and using stage, there is a certain individual degradation difference between similar equipment. This individual difference will have an uncertain effect on the RUL prediction. Model parameters that generally describe individual difference are called the random coefficient. Peng et al. [20] considered that individual difference was mainly affected by degradation rate parameters. Thus, the drift coefficient in the Wiener process was regarded as a normal random variable and a linear Wiener degradation model considering individual difference was established. The study considers that when describing the specific degradation feature of the target equipment, the random coefficient is a fixed value [27]. Zhai et al. [28] and Huang et al. [29,30] assumed the drift coefficient of the Wiener process as a normal distribution. Wang et al. [31] regarded the drift coefficient as a partial normal random variable, but the scope of application needs further study.

Due to the influence of disturbance and measuring device, the measured degradation state of equipment inevitably carries the measurement error, and its degradation process presents implicitness [32]. This implicitness is featured by a linear or nonlinear random relationship between the equipment’s measured state and its actual degradation state. For the first time, Whitmore [33] considered the measurement error as a standard normal random variable and was independent of the variance term of drift coefficient and standard Brownian motion. Tang et al. [34] and Zheng et al. [35] established a nonlinear Wiener degradation model that considers the individual difference and measurement error simultaneously. Si et al. [36] and Zheng et al. [37] described the three-layer uncertainty of RUL prediction results by the diffusion coefficient, the variance term of drift coefficient and the measurement error, and established the corresponding nonlinear Wiener degradation model. However, these studies assumed linear random relationship between the measured state and its actual degradation state, and did not take into account the nonlinear random relationship that is common in engineering. Although modeling such relationship may increase the computational difficulty, it helps improve the prediction accuracy. Feng et al. [38] studied the nonlinear random relationship of the equipment degradation process, but ignored the influence of individual difference on the uncertainty of the degradation model.

Through analysis, the nonlinear features of the equipment’s degradation process mainly reflect in two aspects. One is the nonlinearity of the equipment’s actual degradation state with time. The other is the nonlinear random relationship between the equipment’s measured state and its actual degradation state. At present, there are not many research institutes in this area.

The other aspect is RUL prediction, which is mainly the implicit state updating and the RUL distribution derivation. Based on the prior estimation results of model parameters, the former uses the target equipment’s on-site measured data to update the implicit state online and obtains the posterior estimate of the hidden state by the Bayesian inference method or random filtering algorithm. Based on the FHT distribution, the latter mainly uses the full probability formula to derive the RUL distribution function considering the uncertainty of the implicit state estimation.

For the RUL prediction model considering implicitness, the implicit state only refers to the actual degradation state. Si et al. [39,40] established the linear state space equation of the target equipment at the current condition monitoring (CM) time, and updated the actual degradation state by the Kalman filtering (KF) algorithm. Feng et al. [38] established a nonlinear state space equation for the target equipment at the current CM time. The extended KF (EKF)
algorithim was used to update the actual degradation state for the RUL distribution.

For the RUL prediction models considering individual difference and implicitness, the implicit state refers to the random coefficient and the actual degradation state. Tang et al. [34] and Cai et al. [41] used the Bayesian inference method to update only the posterior distribution of the random coefficient, but did not accurately estimate the current actual degradation state, which would reduce the prediction accuracy. Si et al. [36] and Zheng et al. [37] used the KF algorithm to update the random coefficient and actual degradation states for the RUL distribution, and the prediction accuracy is higher.

In this paper, the main contribution includes: (i) the proposal of nonlinear implicit degradation model to describe the implicitness and dual nonlinearity of the degradation process; (ii) the proposal step-by-step updating algorithm of implicit state in RUL distribution to obtain its posterior distribution. The remaining sections are organized as follows. Section 2 uses the nonlinear Wiener process to establish a dual nonlinear implicit degradation model of the equipment. Section 3 uses the maximum likelihood estimation (MLE) algorithm to obtain the prior estimates of the model parameters. Section 4 step-by-step updates the implicit state based on Bayesian inference and the EKF algorithm, and obtains the posterior distribution of the random coefficient and the actual degradation state. Section 5 derives the analytical form of the RUL distribution function considering the estimation uncertainty of the implicit state based on the FHT distribution. Section 6 uses two case studies to verify the advantages of the proposed method. Section 7 presents the conclusions.

2. Degradation modeling

Assume that the degradation state of the equipment can be described by a nonlinear Wiener process as follows:

\[ X(t) = X(0) + \lambda A(t; \vartheta) + \sigma B(t) \] (1)

where \( X(0) \) is the initial degradation value, without loss of generality, let \( X(0) = 0 \). \( \lambda \) is the drift coefficient, which describes the individual difference of degradation process in similar equipment. \( \sigma_B \) is the diffusion coefficient. \( B(t) \) is the standard Brownian motion. \( A(t; \vartheta) \) is a nonlinear function of time \( t \) with an unknown parameter vector \( \vartheta \), which describes the degradation nonlinearity itself.

Assume that the equipment’s failure threshold is a fixed value, denoted as \( w \), and its FHT is denoted as \( T \) and can be expressed as

\[ T = \inf \{ t : X(t) \geq w | X(0) < w \} \] (2)

According to (1), the equipment’s FHT approximately obeys the inverse Gaussian distribution, and the probability density function (PDF) of \( T \) under a given \( \lambda \) is approximately deduced as

\[ f_{T|\lambda}(t|\lambda) \approx \frac{1}{\sqrt{2\pi \sigma_B^2 t}} \exp \left[ \frac{(w - \lambda A(t; \vartheta))^2}{2\sigma_B^2 t} \right] \] (3)

where \( \beta(t; \vartheta) = A(t; \vartheta) - tA(t; \vartheta)' \).

In order to describe the individual difference of the degradation process in similar equipment, \( \lambda \) is generally considered to be a normal random variable, i.e., \( \lambda \sim N(\mu_\lambda, \sigma_\lambda^2) \). We first introduce the following Lemma 1 [23].

Lemma 1 If \( \lambda \sim N(\mu_\lambda, \sigma_\lambda^2), w_1, w_2, A, B \in \mathbb{R}, \) and \( C \in \mathbb{R}^+ \), then there is the following formula [23]:

\[ \mathbb{E}_\lambda \left[ (w_1 - A) \exp \left( \frac{(w_2 - B\lambda)^2}{2C} \right) \right] = \sqrt{\frac{C}{B^2 \sigma^2 + C}} \left( w_1 - A \frac{Bw_2 \sigma^2 + \mu_C}{B^2 \sigma^2 + C} \right) \exp \left[ -\frac{(w_2 - B\mu)^2}{2(B^2 \sigma^2 + C)} \right] \] (4)

For \( \lambda \sim N(\mu_\lambda, \sigma_\lambda^2) \), according to (4) and Lemma 1, by using the full probability formula, the deduced PDF approximate expression is as follows:

\[ f_T(t) \approx \frac{1}{\int_0^{+\infty} g_T(t) dt} g_T(t) \] (5)

with

\[ g_T(t) \approx \frac{1}{\sqrt{2\pi \sigma_\lambda^2 A(t; \vartheta)^2 + \sigma_B^2 t}} \exp \left[ \frac{(w - \mu_\lambda A(t; \vartheta))^2}{2(\sigma_\lambda^2 A(t; \vartheta)^2 + \sigma_B^2 t)} \right] \left( w - \mu_\lambda A(t; \vartheta) - \frac{w - \mu_\lambda A(t; \vartheta)}{\sigma_\lambda^2 A(t; \vartheta)^2 + \sigma_B^2 t} \sigma_\lambda^2 A(t; \vartheta) \right) \] (6)

There is a certain error in the direct measurement of the degradation process of the equipment. In order to describe the nonlinear random relationship between the direct measured state and the implicit actual degradation state, let \( Y(t) \) denote the measured state, the actual degradation state is implicit and denoted as \( X(t) \). Then the relationship between \( Y(t) \) and \( X(t) \) can be expressed as

\[ Y(t) = g(X(t); \xi) + \varepsilon \] (7)

where \( \varepsilon \) denotes the measurement error and is independent of \( B(t) \), and assume \( \varepsilon \sim N(0, \sigma_\varepsilon^2) \). \( g(X(t); \xi) \) is a nonlinear function with \( X(t) \) and contains an unknown parameter vector, denoted as \( \xi \).
Therefore, the dual nonlinearity in the above degradation model is mainly reflected in two aspects: one is to use a nonlinear function to describe \( X(t) \) with \( t \). The other is to use a nonlinear function to describe the nonlinear random relationship between \( Y(t) \) and \( X(t) \). The uncertainty in the above degradation model is mainly described by the three variance terms of \( \sigma_B^2, \sigma_\lambda^2 \) and \( \sigma^2 \).

### 3. Prior parameter estimation

The modified EM algorithm was first proposed by Tang [42] in 2015 and applied to the parameters estimation of the linear Wiener degradation model with measurement error. Then, Cai et al. [4] applied this algorithm to the nonlinear Wiener degradation model, but this algorithm may lead to the case of non-converge. Therefore, this paper uses the MLE to estimate the prior parameters.

The unknown parameter set in the above degradation model is denoted as \( \Theta = \{ \vartheta, \xi, \mu_\lambda, \sigma_\lambda^2, \sigma_\xi^2, \sigma^2 \} \). Among them \( \vartheta, \xi \), \( \sigma_\lambda^2 \) and \( \sigma^2 \) are called the fixed coefficients, which describe the common degradation feature among similar equipment; \( \mu_\lambda \) and \( \sigma_\xi^2 \) is called the random coefficient, which describe the personality degradation feature of the target equipment.

It is assumed that the historical measured data of the same type of \( N \) equipment are known. The CM time of the \( i \)-th equipment is denoted as \( t_{1,i}, t_{2,i}, \ldots, t_{m_i,i} \) \( (i = 1, 2, \ldots, N) \); \( m_i \) is the number of CM times of the \( i \)-th equipment. The corresponding measured state is denoted as \( Y_i = \{ Y_i(t_{1,i}), Y_i(t_{2,i}), \ldots, Y_i(t_{m_i,i}) \} \). The corresponding actual degradation state is denoted as \( X_i = \{ X_i(t_{1,i}), X_i(t_{2,i}), \ldots, X_i(t_{m_i,i}) \} \). The measured state of the \( N \) equipment is denoted as \( Y_{1:N} = \{ Y_1, Y_2, \ldots, Y_N \} \) and its corresponding actual degradation state is denoted as \( X_{1:N} = \{ X_1, X_2, \ldots, X_N \} \). The measured data of the \( i \)-th equipment at \( t_{j,i} \) are denoted as \( Y_i(t_{j,i}) \) and the corresponding actual degradation data are denoted as \( X_i(t_{j,i}) \). The measured increment at \( t_{j,i} \) is denoted as \( \Delta Y_i(t_{j,i}) = Y_i(t_{j,i}) - Y_i(t_{j-1,i}) \) and the corresponding actual degradation increment is denoted as \( \Delta X_i(t_{j,i}) = X_i(t_{j,i}) - X_i(t_{j-1,i}) \).

Let \( \mu_\lambda \) and \( \sigma_\xi^2 \) be zero for the construction of the likelihood function, the first-order Taylor development is generally used to approximate the linearization of \( g(X(t); \xi) \) at \( X(0) \) as follows:

\[
g(X(t); \xi) \approx g(X(0); \xi) + (X(t) - X(0))g'(X(0); \xi) \tag{8}
\]

where \( g'(X(0); \xi) \) represents the first derivative of \( g(X(t); \xi) \) at \( X(0) \). Here, the nonlinear function form is assumed to be \( g(X(t); \xi) = \beta \exp(X(t)) \), which is common in engineering and is taken as an example to illustrate the application of the above linearization.

According to (8), the following equation can be obtained.

\[
g(X(t); \xi) \approx \beta + \beta X(t) \tag{9}
\]

According to the property of multivariate Wiener process, \( \Delta y_i \) obeys the multivariate normal, and its expectation and covariance matrix are expressed as follows:

\[
\begin{align*}
E(\Delta y_i) &= \mu_\lambda \Delta T_i \\
\Sigma_i &= \beta^2 \Delta T_i \Delta T_i' + \beta^2 \sigma_B^2 D_i + \sigma^2 P_i
\end{align*} \tag{10}
\]

with

\[
\begin{pmatrix}
1 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & -1 & 2 & -1
\end{pmatrix}_{m_i \times m_i} \tag{11}
\]

\[
P_i = \begin{pmatrix}
\lambda \Delta T_{1,i}' & \lambda \Delta T_{2,i}' & \cdots & \lambda \Delta T_{m_i,i}'
\end{pmatrix}_{1 \times (m_i \times m_i)} \tag{12}
\]

The log likelihood function of \( Y_{1:N} \) is

\[
\ln L(Y_{1:N}) = -\frac{\ln(2\pi)}{2} \sum_{i=1}^{N} m_i - \frac{1}{2} \sum_{i=1}^{N} \ln(|\Sigma_i|) - \sum_{i=1}^{N} (\Delta y_i - \mu_\lambda T_i)' \Sigma_i^{-1} (\Delta y_i - \mu_\lambda T_i) \tag{13}
\]

Let \( \sigma_B^2 = \sigma_B^2/\sigma_\xi^2, \sigma^2 = \sigma^2/\sigma_\xi^2, \Sigma_i = \Sigma_i/\sigma_\xi^2 \) and the above equation can be transformed into

\[
\ln L(Y_{1:N}) = -\frac{\ln(2\pi)}{2} \sum_{i=1}^{N} m_i - \frac{1}{2\sigma_B^2} \sum_{i=1}^{N} m_i - \frac{1}{2\sigma^2} \sum_{i=1}^{N} m_i - \frac{1}{2}[\sum_{i=1}^{N} \ln(|\Sigma_i|)] \tag{14}
\]

The MLE algorithm is used to estimate the parameter set \( \Theta \). First, let \( \ln L(Y_{1:N}) \) be zero for the first-order partial derivatives of \( \mu_\lambda \) and \( \sigma_\xi^2 \), respectively:

\[
\mu_\lambda = \frac{\sum_{i=1}^{N} T_i' \Sigma_i^{-1} \Delta y_i}{\sum_{i=1}^{N} T_i' \Sigma_i^{-1} T_i} \tag{15}
\]
\[
\hat{\sigma}_\lambda^2 = \frac{\sum_{i=1}^{N} (\Delta y_i - \mu_\lambda T_i)' \tilde{\Sigma}_i^{-1} (\Delta y_i - \mu_\lambda T_i)}{\sum_{i=1}^{N} m_i} \tag{16}
\]

It is easy to know that \(\hat{\mu}_\lambda\) and \(\hat{\sigma}_\lambda^2\) still contain implicit variables. To obtain the estimates of the implicit variables, substituting (15) and (16) into (14), the following expression can be obtained:

\[
\ln L(Y) = \frac{-1 + \ln(2\pi) + \frac{1}{2} \ln \hat{\sigma}_\lambda^2 + \frac{1}{2} \sum_{i=1}^{N} m_i - \frac{1}{2} \sum_{i=1}^{N} \ln(|\tilde{\Sigma}_i|)}{2} \tag{17}
\]

Maximizing (17) gives a maximum likelihood estimate for \(\beta, \hat{\sigma}_B^2, \vartheta\) and \(\hat{\sigma}_\lambda^2\). Then, by substituting the estimates into (15) and (16), the priori estimates of \(\mu_\lambda\) and \(\sigma_\lambda^2\) can be obtained.

4. Implicit state updating

The measured state of the target equipment at time \(t_k\) is denoted as \(Y_{1:k} = (Y(t_1), Y(t_2), \ldots, Y(t_k))\), and the corresponding actual degradation state is denoted as \(X_{1:k} = (X(t_1), X(t_2), \ldots, X(t_k))\). Let \(\Delta T_k = \Delta(t_k; \vartheta) - \Delta(t_{k-1}; \vartheta)\) and \(\Delta Y_k = Y(t_k) - Y(t_{k-1})\). At this time, the drift coefficient is denoted as \(\lambda_k\) and the actual degradation state is denoted as \(X(t_k)\). Both of them are the implicit states that need to be estimated from \(Y_{1:k}\).

Considering that the correlation between the posterior estimates of \(\lambda_k\) and \(X(t_k)\) has little effect in engineering practice, it can generally be considered that they are independent of each other. The updating of the implicit states is divided into two steps: firstly, the Bayesian inference method is used to update \(\lambda_k\); then the EKF algorithm is used to update \(X(t_k)\).

(i) \(\lambda_k\)

\((\mu_\lambda, \sigma_\lambda^2)\) is taken as its initial value of \(\lambda_k\). Using the Bayesian inference method [34] to obtain the posterior estimate of \(\lambda_k\) based on \(Y_{1:k}\) as follows:

\[
\mu_{\lambda,k} = \frac{\Delta T_k^T \Gamma^{-1} \Delta Y_k + \mu_\lambda}{1 + \Delta T_k^T \Gamma^{-1} \Delta T_k} \tag{18}
\]

\[
\sigma_{\lambda,k}^2 = \frac{\sigma_\lambda^2}{1 + \Delta T_k^T \Gamma^{-1} \Delta T_k} \tag{19}
\]

with

\[
\Gamma = \beta^2 \sigma_B^2 D_t + \sigma^2 P_t.
\]

Eqs. (18) and (19) can solve the posterior distribution of \(\lambda_k\) at \(t_k\), expressed as \(\lambda_k \mid Y_{1:k} \sim (\mu_{\lambda,k}, \sigma_{\lambda,k}^2)\).

(ii) \(X(t_k)\)

The state space equation is used to describe the measured state of the target equipment at \(t_k\) as follows:

\[
\begin{cases}
X(t_k) = X(t_{k-1}) + \lambda_{k-1} \Delta T_k + \nu_k \\
Y(t_k) = g(X(t_k); \xi) + \varepsilon_k
\end{cases} \tag{20}
\]

where \(\varepsilon_k\) is the measurement error at \(t_k\), \(\nu_k = \sigma_B (B(t_k) - B(t_{k-1}))\), \(\nu_k \sim N(0, \sigma_B^2 \Delta t_k)\), \(\Delta t_k = t_k - t_{k-1}\). \(\{\nu_k\}_{k \geq 1}\) and \(\{\varepsilon_k\}_{k \geq 1}\) are independent of each other.

Since the above state space equation is nonlinear with \(X(t)\), before the EKF algorithm is adopted, the linearization of \(g(X(t_k); \xi)\) at \(\tilde{X}_{k|k-1}\) is performed as follows:

\[
g(X(t_k); \xi) \approx g(\tilde{X}_{k|k-1}) + \tilde{g}_{k|k-1}(X(t_k) - \tilde{X}_{k|k-1}) \tag{21}
\]

where \(\tilde{g}_{k|k-1}\) represents the first derivative of \(g(X(t_k); \xi)\) at \(\tilde{X}_{k|k-1}\).

First, define the estimates of expectation and variance of \(X(t_k)\) based on \(Y_{1:k}\) as:

\[
\begin{cases}
\tilde{X}_{k|k-1} = E(X(t_k) | Y_{1:k-1}) \\
\tilde{P}_{k|k-1} = \text{Var}(X(t_k) | Y_{1:k-1})
\end{cases}
\]

Then, define the expectation and variance of the one-step prediction at this time:

\[
\begin{cases}
\tilde{X}_{k|k-1} = E(X(t_k) | Y_{1:k-1}) \\
\tilde{P}_{k|k-1} = \text{Var}(X(t_k) | Y_{1:k-1})
\end{cases}
\]

Finally, the iterative estimation of \(X(t_k)\) in (20) is divided into two parts: prediction and updating.

**Prediction**

\[
\begin{cases}
\tilde{X}_{k|k-1} = \tilde{X}_{k-1|k-1} + \mu_{\lambda,k-1} \Delta T_k \\
\tilde{P}_{k|k-1} = \tilde{P}_{k-1|k-1} + \mu_{\lambda,k-1}^2 \Delta T_k \tag{24}
\end{cases}
\]

where \(\mu_{\lambda,k-1}\) is obtained by (18).

**Updating**

\[
\tilde{P}_{k|k} = \tilde{P}_{k|k-1} - K(k) \tilde{g}_{k|k-1}^T \tilde{P}_{k|k-1} \quad \text{with} \quad K(k) = \frac{\tilde{P}_{k|k-1} \tilde{g}_{k|k-1}}{\tilde{g}_{k|k-1}^T \tilde{P}_{k|k-1} \tilde{g}_{k|k-1} + \sigma^2 \Delta T_k} \tag{25}
\]

Initial values are \(\tilde{X}_{0|0} = 0, \tilde{P}_{0|0} = 0, \mu_{\lambda,0} = \mu_\lambda\).

By step-by-step performing the above prediction and updating, the posterior distribution of \(X(t_k)\) at \(t_k\) can be solved, which is expressed as \(X(t_k) | Y_{1:k} \sim N(\tilde{X}_{k|k-1}, \tilde{P}_{k|k-1})\).

5. RUL distribution derivation

The equipment’s RUL at \(t_k\) is denoted as \(L_k\). The degradation trend of the equipment at \(t_k\) can be represented by \(Z(l_k) = X(t_k + l_k) - X(t_k)\), then \(L_k\) can be converted to the time when \(Z(l_k), l_k \geq 0\) first hits the new threshold, denoted as \(w_k = w - X(t_k)\). From (3), the approximate expression of PDF of \(L_k\) under the given \(\lambda_k\) and \(X(t_k)\) is deduced as...
\[
f_{L_k|\lambda_k,X(t_k)}(l_k|\lambda_k,X(t_k)) \approx \sqrt{\frac{1}{2\pi \sigma_{B_k}^2}} \exp \left[ -\frac{(w - X(t_k) - \lambda_k\beta(l_k; \varrho))^2}{2\sigma_{B_k}^2} \right]
\]

where \( \varphi(l_k) = A(l_k + t_k; \varrho) - A(t_k; \varrho) \).

The PDF of \( L_k \) under given \( \lambda_k, X(t_k) \) and \( Y_{1:k} \) is denoted as \( f_{L_k|\lambda_k,X(t_k),Y_{1:k}}(l_k|\lambda_k,X(t_k),Y_{1:k}) \). According to the Markov property of the Brownian motion, we can obtain the following equation:

\[
f_{L_k|\lambda_k,X(t_k),Y_{1:k}}(l_k|\lambda_k,X(t_k),Y_{1:k}) = f_{L_k|\lambda_k,X(t_k)}(l_k|\lambda_k,X(t_k)) \cdot E_{X(t_k)}\{E_{\lambda_k|Y_{1:k}}\{f_{L_k|\lambda_k,X(t_k),Y_{1:k}}(l_k|\lambda_k,X(t_k),Y_{1:k})\}\}.
\]

According to (27)–(29), it can be seen that the PDF of \( L_k \) under the given \( Y_{1:k} \) is deduced as

\[
f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) \approx \sqrt{\frac{1}{2\pi \sigma_{B_k}^2}} \exp \left[ -\frac{(w - \hat{X}_{k|k} - \mu_{\lambda,k}\varphi(l_k))^2}{2\sigma_{B_k}^2 + \sigma_{\lambda,k}^2 + \sigma_{\varphi}^2 + C} \right] \cdot \left[ w - \hat{X}_{k|k} - \mu_{\lambda,k}\beta(l_k) - \frac{w - \hat{X}_{k|k} - \lambda_{\lambda,k}\varphi(l_k)}{\sigma_{\lambda,k}^2 + \sigma_{\varphi}^2 + \sigma_{B_k}^2 + \sigma_{\lambda,k}^2} \right].
\]

To solve the complete expression of the above equation, we introduce Lemma 2 [34].

**Lemma 2** If \( Z_1 \sim N(\mu_1, \sigma_1^2) \), \( Z_2 \sim N(\mu_2, \sigma_2^2) \), \( w, A, B \in \mathbb{R} \), and \( C \in \mathbb{R}^+ \), there is the following formula:

\[
E_{Z_1}\{E_{Z_2}\{(w-Z_1-AZ_2)\cdot \exp(-\frac{(w-Z_1-BZ_2)^2}{2C})\}\} = \frac{C}{B^2\sigma_2^4 + \sigma_1^4 + C} \cdot \exp\left(-\frac{(w - \mu_1 - B\mu_2)^2}{2(B^2\sigma_2^4 + \sigma_1^4 + C)}\right) \cdot \left[ w - \mu_1 - A\mu_2 - \frac{w - \mu_1 - B\mu_2}{B^2\sigma_2^4 + \sigma_1^4 + C} \cdot (\sigma_1^2 + AB\sigma_2^2)\right].
\]

The above equation considers the influence of the estimation uncertainty of \( \lambda_k \) and \( X(t_k) \) on the RUL distribution of a class of equipment, and can reflect the personality feature of the RUL prediction of the target equipment. The flowchart of the proposed RUL prediction method in this paper is shown in Fig. 1.

---

**Fig. 1** Flowchart of the proposed RUL prediction method
6. Case studies

6.1 Simulation data study

A numerical simulation example is exhibited by the Monte Carlo method to verify the correctness and advantages of the proposed method.

Without loss of generality, let \( A(t; \vartheta) = t^b \). According to [38, 43], we set the initial values of the simulation parameters as \( b = 1.5, \beta = 0.02, \sigma_{\beta}^2 = 0.04, \sigma^2 = 0.09, \mu_\lambda = 1, \sigma_\lambda^2 = 0.0625 \). Five sets of the simulated measurement data with measurement error are shown in Fig. 2.

The implicit degradation modeling method considering dual nonlinearity proposed in this paper is denoted as M1. The nonlinear implicit degradation modeling method considering only the nonlinearity of the actual degradation state itself (where \( b = 1 \)) is recorded as M2. The implicit degradation modeling method considering only the nonlinearity between the measured state and the actual degradation state proposed by Tang et al. [34] is denoted as M3.

The Akashi information criterion (AIC) is used to evaluate the model fitting accuracy. The mean square error (MSE) and total MSE (TMSE) are used to measure the model estimation accuracy. The specific formula is

\[
\text{AIC} = 2p - 2\ln L(\varTheta) 
\]

where \( p \) is the number of unknown parameters; \( \ln L(\varTheta) \) represents the value of log likelihood function.

\[
\text{MSE} = \int_0^\infty (l_k - l'_k)^2 f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) dl_k
\]

where \( l_k' \) is the actual value of the remaining life at \( t_k \); \( f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) \) is the corresponding estimate values of PDF of the RUL.

\[
\text{TMSE} = \sum_{k=1}^K \int_0^\infty (l_k - l'_k)^2 f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) dl_k
\]

where \( K \) is the CM number.

(i) Prior parameter estimates

The five sets of measured data in Fig. 2 are used as historical measured data of similar equipment. The MLE algorithm is used to obtain the prior parameter estimates in the degradation model. The results are shown in Table 1.

| Model | \( \mu_\lambda \) | \( \sigma_\lambda^2 \) | \( b \) | \( \beta \) | \( \sigma_{\beta}^2 \) | \( \sigma^2 \) | \( -\ln L(\cdot) \) | AIC | TMSE |
|-------|----------------|----------------|------|------|----------------|------|----------------|------|------|
| Actual value | 1 | 0.0625 | 1.5 | 0.02 | 0.04 | 0.09 | / | / | / |
| M1 | 0.945 | 0.0587 | 1.5 | 0.02 | 0.04 | 0.09 | 19.24 | 50.48 | 0.108 |
| M2 | 0.845 | 0.3611 | 1 | 0.025 | 0.106 | 0.139 | 29.07 | 68.14 | 0.890 |
| M3 | 0.921 | 0.1020 | 1.47 | / | 0.056 | 0.154 | 23.76 | 57.52 | 0.318 |

It can be seen from Table 1 that the AICs and TMSEs of M1 are the smallest and the three variance terms are the smallest, which indicates that M1 has the smallest estimation error and the highest model fitting accuracy. This is because M1 simultaneously models the uncertainty of dual nonlinearity on the degradation model, which can better describe the nonlinear evolution of the equipment’s implicit degradation process, while M2 ignores the nonlinearity of the actual degradation state itself, which has the uncertain effect on equipment’s degradation process. M3 ignores the uncertain effect of the nonlinear random relationship between the measured state and the actual degradation state on the equipment’s degradation process. Therefore, the model fitting accuracy of M2 and M3 is relatively lower, which will lead to a large deviation between the proposed implicit degradation model of equipment and its degradation process.

(ii) RUL prediction

Feng et al. [38] also established a dual nonlinear implicit degradation model, but the research background only has single equipment’s on-site measured data without historical measured data, so only the actual degradation state is updated in implicit state updating. Therefore, his research is significantly different from the background of this paper.
In order to further verify the advantages of the proposed synchronous updating of the drift coefficient and the actual degradation state. Based on the dual nonlinear implicit degradation model, the RUL prediction model proposed in this paper is still denoted as M1. The RUL prediction model only updating the actual degradation state proposed by Feng et al. [38] is denoted as M4. The RUL prediction model which only updates the drift coefficient proposed by Cai et al. [4] is denoted as M5.

Fig. 3 shows the measured data of the target equipment and its actual degradation data by simulation. It is known that the target equipment has an actual degradation value of 13.00 at the end of CM time (at 5 h). Assume that the failure threshold for this type of equipment is 12.99, then the equipment is just to be a failure at 5 h.

The PDFs of the RUL under M1, M4 and M5, and the PDFs of the RUL at 4.5 h under M1, M4, and M5 are shown in Fig. 4 and Fig. 5 respectively.

It can be seen that the PDFs of RUL by M1, M4 and M5 can cover the actual values of RUL of the target equipment, but the PDFs by M1 is narrower than those of M4 and M5, which indicates that the model prediction accuracy of M1 is better than those of M4 and M5. This is because M1 uses the on-site measured data of the target equipment to synchronously update the posterior distribution of the drift coefficient and the current actual degradation state, so that the PDFs of the RUL are more in line with the personality features of target equipment.

However, M4 only updates the current actual degradation state, ignoring the uncertainty effect of the drift coefficient estimates on the RUL distribution. M5 only updates the drift coefficient, ignoring the uncertainty effect of the actual degradation state estimates on the RUL distribution. Both M4 and M5 will increase the uncertainty of the RUL prediction results and reduce the prediction accuracy.

At the same time, the 95% confidence interval (CI) of RUL by M1, M4 and M5 at each CM time is shown in Fig. 6.
It can be seen from Fig. 6 that the 95% CI of the RUL by M1, M4 and M5 can cover the actual values of the RUL of the target equipment, but it is clear that the CI of the RUL by M1 is narrower than that of M4 and M5, which helps reduce the uncertainty of RUL prediction results and can better adapt to the personality prediction demand of the target equipment, and further demonstrate that the model prediction accuracy of M1 is better than that of M4 and M5.

Further, the MSEs of M1, M4, and M5 at each CM time are calculated and shown in Fig. 7.

![Fig. 7 Comparison of MSEs of M1, M4 and M5](image)

It can be seen that the MSEs of M1 are always lower than those of M4 and M5, indicating that the RUL estimation error of M1 is less than that of M4 and M5. As the CM time prolongs, the MSEs of M1, M4 and M5 gradually become small. This is because as the on-site measured data of the target equipment increase, the posterior distribution of the implicit states is step-by-step updated, so that the RUL prediction accuracy of the equipment is further improved.

According to Fig. 8, the degradation path of the milling cutter shows obvious nonlinear characteristics. Therefore, we use M1 proposed by this paper to build the implicit degradation model and use MLE to obtain the estimates of the unknown parameters as $u_\lambda = 0.0328, \sigma^2_\lambda = 0.0092, b = 1.26, \beta = 0.0350, \sigma^2_B = 0.0002; \sigma^2 = 0.0016$. Furthermore, the Kolmogorov-Smirnov (K-S) test is used to do distribution hypothesis test for $\Delta y_i$ and the result shows that $\Delta y_i$ obeys the normal distribution where the $P$ value is 0.85, which means the degradation process of the milling cutter obeys the Wiener process approximately. Therefore, the degradation path of the milling cutter shows dual nonlinearity, which matches the proposed model.

Then, we use the milling data of Sample1 to verify the accuracy of the proposed RUL model. It is known that the RUL actual value of Sample1 at 60 times is 12. The PDFs of the RUL at 60 times by M1, M4 and M5 are shown in Fig. 9.
are simple and common, which is in accordance with the values. The accuracy, which would have good engineering application posed by this paper has a certain advantage on prediction cient and the true degradation state simultaneously pro-
degradation features of the speci
will be studied in future research.

First, this paper proposes a dual nonlinear implicit degra-
tion modeling method, which can accurately describe
its prediction accuracy. Finally, combined with two case
studies, by comparing the AICs and TMSEs of different
RUL prediction models, the RUL prediction method
based on Bayesian inference and the simulation data study and further verifies the accuracy
of the proposed RUL model.

7. Conclusions

It can be seen that the PDFs of the RUL at 60 times by
M1, M4 and M5 can cover the actual values of Sample1’s
RUL, but the PDF by M1 is narrower than that of M4 and
M5, which indicates that the model prediction accuracy of
M1 is better than M4 and M5, which is in accordance with the simulation data study and further verifies the accuracy
of the proposed RUL model.
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