Sentiment analysis on Twitter tweets about COVID-19 vaccines using NLP and supervised KNN classification algorithm
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ABSTRACT

The pandemic has taken the world by storm. Almost the entire world went into lockdown to save the people from the deadly COVID-19. Scientists around the around have come up with several vaccines for the virus. Among them, Pfizer, Moderna, and AstraZeneca have become quite famous. General people however have been expressing their feelings about the safety and effectiveness of the vaccines on social media like Twitter. In this study, such tweets are being extracted from Twitter using a Twitter API authentication token. The raw tweets are stored and processed using NLP. The processed data is then classified using a supervised KNN classification algorithm. The algorithm classifies the data into three classes, positive, negative, and neutral. These classes refer to the sentiment of the general people whose Tweets are extracted for analysis. From the analysis it is seen that Pfizer shows 47.29% positive, 37.5% negative, and 15.21% neutral, Moderna shows 46.16% positive, 40.71% negative, and 13.13% neutral, AstraZeneca shows 40.08% positive, 40.06% negative, and 13.86% neutral sentiment.
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1. INTRODUCTION

The planet faced a major coronavirus epidemic by the end of 2019. The virus spreads quickly across different media. Maximum countries lock their citizens to deter the transmission of this lethal virus. People shifted exorbitantly in their minds. Social networking connectivity has been a common location for people to express their emotions. Some 20 firms attempted to create the vaccine. Vaccinations, including Pfizer, AstraZeneca, and Moderna have been endorsed by the world health organization (WHO) [1]. The licensed vaccinations received a mixed assessment of the general public's based on effectiveness. Over time, an extensive amount of sentiments have been shared about the side effects of the approved vaccines on Twitter.

During the Covid-19 timeframe, numerous volumes of research were carried out based on group feelings. And Twitter has become a popular source for data collection for conducting various researches [2], [3]. Jia Xue et al. in [4] used multiple hashtags to extract data from Twitter. Using the LDA machine learning algorithm on this data, sentiment analysis is done. It is found that fear is significant in the discussion about covid-19. In the paper [5], Twitter data is extracted manually by data crawling using Twitter API access.
token with “Vaccine” and “COVID-19” as keywords. Naïve Bayes algorithm is used for sentiment analysis and is found that the majority of the tweets have a negative sentiment. The main purpose of the paper [6] is to extract Twitter data using the keywords “COVID”. The data is preprocessed using NLP. Sentiment classification is done on the data using RNN. The authors in the paper [7] extracted raw tweets from Twitter using a list of keywords. To determine the appropriate keywords a census of two cycles was done. To preprocess the raw data, NLP was used. Topic modeling was used to determine the semantic structure of the processed tweet using an unsupervised LDA algorithm. To determine the positive, negative, and neutral sentiment behind the tweets, valence aware dictionary and sentiment reasoner (VADER) is implemented.

In this research, an analysis based on public sentiments about approved covid-19 vaccines based on Twitter data is showed using natural language processing and supervised KNN classification algorithm. The raw data used in the process is the Tweets extracted from Twitter related to the Covid-19 vaccines, Pfizer, Moderna, and AstraZeneca. These tweets are preprocessed using NLP. The processed text data are then converted to polarity and subjectivity for classification as machine learning algorithms [8] cannot classify text data. For classification, KNN classification is used for sentiment analysis. The algorithm classifies the data into three classes, positive, negative, and neutral. These classes determine the sentiment of the tweets about the three vaccines.

The following section follows the same structure. This section contains the most recent research and studies in this field. The analysis approach for modeling the whole system is defined in Section 2. The third section examines the outcomes of the scheme that has been implemented. Section 4 concludes with a hypothesis, shortcomings, and research ideas.

2. METHODOLOGY

In this paper, a system is proposed to analyze Twitter tweets about the three COVID-19 vaccines (Pfizer, Moderna, and AstraZeneca) and show the positivity or negativity of sentiment in the text using natural language processing (NLP) and a supervised machine learning classification algorithm. To implement the system, first tweet data is fetched from Twitter by Twitter standard search using Tweepy library, and the retrieved data is saved in CSV file format. This data needs preprocessing as it contains special characters, hyperlinks, retweets, emoji, and stickers. Natural language processing is used to preprocess the data and to make it suitable to implement a supervised classification algorithm [9]. After removing the special characters, data is tokenized. For further processing, normalization and lemmatization of the data are done. After the data is preprocessed using NLP, polarity, and subjectivity are calculated. A supervised KNN classifier is used for the classification of the polarity data. Finally, data visualization is done on the classified data and further analyzed for comparison. The complete system diagram is illustrated in Figure 1.

![Figure 1. Proposed system diagram](image)
2.1. Data collection

The implementation worked for the proposed system is done on text data from Twitter tweets specifically the ones that are related to COVID-19 vaccines. To extract tweets [10], a Twitter developer account is mandatory. There Twitter keys/API credentials will be stored in variables and then create the authentication object. Finally, the access token and access token secret are set and is authenticated to Twitter. Figure 2 shows the flow diagram of the process.

![Figure 2. Twitter authentication](image)

To extract the tweets of the three COVID-19 vaccines from Twitter, tweets using vaccine hashtags, i.e. #Pfizer, #Moderna, and #AstraZeneca are targeted. Ten thousand (10,000) tweets for each hashtag are fetched. From the tweets, only the text data are extracted and stored in CSV format as the dataset.

2.2. Preprocessing dataset

To make data suitable for the application of machine learning algorithms, raw data has to go through the preprocessing stage. Natural Language Processing [11] is used in this system for data preprocessing. In this stage, firstly the text data is converted to lower case. From this form, all stop words are removed and contractions are replaced. A list of stop words is defined in the python nltk library that is used in this process and to replace contraction a custom function is created to complete the task. To avoid complexity, a spelling check is done to fix misspelled words. One of the most important steps in preprocessing in this work is to replace emoji with the expression they represent in plain English for instance :) / :-) with the English text “smiley”. Next, the special characters, URLs, and HTML tags are removed from the text. Finally, tokenization [12], normalization, and lemmatization are done on the text data before moving to Object Identification. Figure 3 demonstrates the flow of the process.

![Figure 3. Data preprocessing](image)
Tokenization, normalization, and lemmatization are three major functions in natural language processing for preprocessing text before classification.

1) **Tokenization**: In NLP, tokenization refers to splitting a text document into small units. Each unit is called a token. In this work, each word is converted into a token [13].

2) **Normalization**: Text normalization is to convert any unusual text into its standard form. At times, people write a word in an unusual form to express themselves [14]. This text needs to be converted into its correct form and correct spelling.

3) **Lemmatization**: A word can have different forms based on its tense, gender, and comparison adjective, the base form of each word is called a lemma and the process of converting any word to its base form is referred to as lemmatization.

4) **Object Identification**: The final step of preprocessing is object identification. This function fetches each data column and checks if it is blank [15]. If the column is blank, set the value 0 and else set value 1 and store it in a new identification column.

2.3. **Calculating polarity and subjectivity**

Basically, sentiment analysis depends on polarity and subjectivity. Subjectivity contains facts, opinions, and desires. Polarity contains feelings and emotions. To analyze the sentiment [16], polarity and subjectivity of text have to be calculated. For this python library call TextBlob. To process NLP tasks such as Sentiment Analysis, the TextBlob python library provides an API.

From the polarity and subjectivity data, mean, median, average minimum, average maximum is calculated for each vaccine. Maximum average polarity is calculated per 10 tweets. The equation used in the calculations is illustrated.

\[
\text{mean, } \bar{x} = \frac{\sum x}{n} \quad \text{(1)}
\]

\[
\text{median} = \frac{n+1}{2} \quad \text{(2)}
\]

\[
\text{average Minimum} = \frac{(n-1)\text{min} + \text{max}}{n} \quad \text{(3)}
\]

\[
\text{average maximum} = \frac{\text{min} + (n-1)\text{max}}{n} \quad \text{(4)}
\]

2.4. **Data classification using KNN**

Data classification is done to the polarity score. If a tweet has a polarity score greater than zero (Polarity>0) then it is a positive tweet. If the polarity score is less than zero (Polarity<0), it is a negative tweet. If the polarity score is equal to zero (Tweet Polarity==0), it is neutral.

To obtain the classification result, a supervised k-nearest neighbor (KNN) classification algorithm [17] is used. KNN uses feature similarity where it assigns a data point based on how close it is to its neighbor. The algorithm for the KNN that is shown in algorithm 1 is used for the classification of the data.

Algorithm 1: K-nearest neighbor classification algorithm

Step 1: Load dataset
Step 2: Select the value of K
Step 3: Calculate the distance between each data point using Euclidean distance
Step 4: Sort data point according to the distance calculated
Step 5: Select the top K row
Step 6: Assign data point on the most frequent class
Step 7: END

To calculate the distance of the data point in the KNN algorithm Euclidean distance [18] is calculated using (5).

\[
d(p, q) = \sqrt{\sum_{i=1}^{n}(q_{i} - p_{i})^2} \quad \text{(5)}
\]

The KNN algorithm uses tweet polarity for classification. It classifies the data into a positive, negative, and neutral class. The classification result is stored and analyzed.
3. RESULTS AND DISCUSSION

Visualization of processed tweet is done using word cloud. word cloud shows the most occurred word in the data and is categorized by different sizes for difference score [19], [20]. Figure 4, shows the word cloud of Pfizer, Moderna, and AstraZeneca tweet data.

Using (1) to (4), mean, median, average minimum (amin), average maximum (amax) is calculated for the three vaccines based on the tweet polarity and subjectivity. The result of the calculation is shown in Tables 1 and 2 respectively.

The text polarity scores and subjectivity scores for the three vaccines, Pfizer, Moderna, and AstraZeneca are plotted in bar diagrams for visualization. At the same time, the scatter plot is also demonstrated for a better understanding of the frequency of the scores [21], [22]. Figures 5 and 6 demonstrate the bar diagram of polarity and subjectivity respectively of the three mentioned vaccines. Figure 7 shows the scatter plot of the scores for the same.

The maximum average is calculated from the polarity of 10 tweets [23]. The obtained values are stored and the visualization of the result is shown in the following Figure 8. This diagram shows the results for the Pfizer, Moderna, and AstraZeneca vaccines separately.

Table 1. Polarity calculation of the three vaccine tweets

| Name    | Polarity | mean  | amax | amin | median |
|---------|----------|-------|------|------|--------|
| Pfizer  | 0.133202 | 1.0   | -1.0 | 0.0  | 0.0    |
| Moderna | 0.114308 | 1.0   | -1.0 | 0.0  | 0.0    |
| AstraZeneca | 0.078346 | 1.0   | -1.0 | 0.0  | 0.0    |

Table 2. Subjectivity calculation of the three vaccine tweets

| Name    | Subjectivity | mean  | amax | amin | median |
|---------|--------------|-------|------|------|--------|
| Pfizer  | 0.340111     | 1.0   | 0.0  | 0.333333 |
| Moderna | 0.348156     | 1.0   | 0.0  | 0.375  |
| AstraZeneca | 0.304983 | 1.0   | 0.0  | 0.3    |

Figure 4. Word cloud visualization of the three vaccines tweet data

Figure 5. Tweet Polarity bar diagram of the three vaccines
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Figure 6. Tweet Subjectivity bar plots of the three vaccines

Figure 7. Polarity and subjectivity scatter plots of the three vaccines

Figure 8. Maximum average tweet polarity per 10 tweets
The text data are converted into polarity scores. This score is used in the classification process as the KNN classification algorithm cannot process text data [24], [25]. Furthermore, polarity shows the emotion or sentiment behind text data.

In the proposed system, a supervised KNN classification algorithm is implemented. This algorithm classifies the polarity score into three classes, positive, negative, and neutral. Classification is done on the data of all three vaccines in the discussion. The final result of the classification is stated in Table 3.

| Name       | Positive | Negative | Neutral |
|------------|----------|----------|---------|
| Pfizer     | 47.29    | 37.5     | 15.21   |
| Moderna    | 46.16    | 40.71    | 13.13   |
| AstraZeneca| 40.08    | 40.06    | 13.86   |

It can be seen that there are positive, negative, and neutral sentiments in the tweet data about the three different vaccines. For better understanding, visualization of the numbers is shown in Figure 9. Here we can see compared to Pfizer and Moderna vaccine, general people have much less positive sentiment towards AstraZeneca vaccine and higher negative sentiment as well.

![Figure 9. Sentiment comparison about Pfizer, Moderna, and astraZeneca vaccines](image)

## 4. CONCLUSION

This study illustrates general peoples’ sentiment towards the Pfizer, Moderna, and AstraZeneca vaccines made to fight COVID-19. During the pandemic, people under lockdown have been expressing their feeling on social media like Twitter about COVID-19 and its vaccines. Therefore Twitter has become an important source of information. Extracting such tweets, authors analyzed the sentiments of general people towards the vaccines. Using NLP to preprocess the raw tweets and KNN Classification Algorithm to classify the processed data, it is seen that general people have higher positive sentiment towards Pfizer and Moderna vaccine with the rate of 47.29 and 46.16 respectively compared to AstraZeneca vaccine with a rate of 40.08. This analysis can help the authority interact with the people and provide them the vaccine they trust and peacefully control the pandemic.
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