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Abstract
Reversible solid oxide cells can provide efficient and cost-effective scheme for electrical-energy storage applications. However, this technology faces many challenges from material development to system-level operational parameters, which should be tackle for practical purposes. Accordingly, this study focuses on developing novel robust artificial intelligence-based black-box models to optimize operational variables of the system. A genetic-programming algorithm is used for Pareto modeling of reversible solid oxide cells in a multi-objective fashion based on experimental input–output data. The robustness of the obtained optimal model evaluated using Monte Carlo simulations technique. An optimization study adopted to optimize the operating parameters, such as temperature and fuel composition using a differential evolution algorithm. The objective functions that have been considered for Pareto multi-objective modeling process are training error and model complexity. In addition, the discrepancy between maximum and minimum output voltage in the whole operation of the system is chosen as the optimization process objective function. The robustness of the optimal trade-off model is shown in terms of statistical indices for varied uncertainty levels from 1 to 10%. The optimized operational condition based on the suggested model reveals optimal intermediate temperature of 762 °C and fuel mixture of about 29% H2, 25% H2O, and 14% CO.
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Introduction
As part of the efforts to develop new energy conversion systems, there is great interest of using standalone or hybrid renewable energy systems that can help meeting the future demand [1]. In this regard, reversible solid oxide cells receiving increasing scientific and industrial interest. Reversible solid oxide cells (RSOCs) are single-unit, all-solid-state, electrochemical devices that can operate in both the fuel cell (SOFC) and electrolysis (SOEC) mode, thus acting as flexible energy conversion and storage systems, particularly to store intermittent renewable energy, such as wind or solar [2–4]. A reversible fuel cell can take advantage of excess electrical grid capacity during off-peak hours to produce hydrogen fuel, to be utilized later during periods of high electrical demand [5, 6].

Artificial intelligence (AI) techniques, such as artificial neural networks (ANNs), support vector machines (SVM),...
and genetic programming (GP), are useful methods for black-box modeling of electrochemical systems [7–11]. GP uses the concept of evolutionary computing based on Darwinian theory and natural selection to search over complex space of models to find the global optimum one [12]. There are just few studies on fuel cell system modeling using GP, while there is not any paper on RSOCs using AI techniques. Chakraborty [13] used GP for static and dynamic modeling of solid oxide fuel cells. He well showed the superiority of GP compared to radial basis function neural networks in various modeling approaches. Chakraborty [14] also applied GP for modeling and simulation of SOFC output voltage versus fuel utilization behavior. Nazari [15] utilized GP for output voltage prediction of PEM fuel cells. In his study, variety of input parameters, such as current density, fuel cell temperature, anode and cathode humidification temperature, operating pressure, fuel cell type, and oxidant flow rate, are considered.

There are also various optimization studies on SOFCs from various operational and microstructural aspects based on mathematical and artificial intelligence models. Bozorgmehri and Hamedi [16] proposed a neural network model of anode-supported SOFC. They used a genetic algorithm to optimize the neural network model to improve the performance of SOFC. Behzadi and Roshandel [17] implemented multi-objective optimization of SOFC stack by considering the effects of fuel utilization and hydrogen cost. Qudus et al. [18] implemented multi-objective optimization for oxidative coupling of methane using genetic algorithms by considering maximization of power and C2 selectivity and also minimization of the production of undesired side products (CO2). Borji et al. [19] optimized the performance of an anode-supported methane fed SOFC by obtaining a trade-off between system efficiency and output power considering pre-reforming rate, fuel utilization, air ratio, average current density, and steam-to-carbon ratio as design variables. More recently, Gholaminezhad et al. [20] applied a multi-objective optimization and uncertainty analysis of methane fed SOFCs for maximum power density and efficiency performance achievement.

This is while, there is not any work regarding optimization of reversible solid oxide cells in the literature. In this work, a differential evolution algorithm is used to optimize a developed genetic-programming-based RSOC model for maximum performance.

Uncertainty analysis of the obtained optimum design also is important for practical purposes due to various sources of uncertainties in real operation of the system. Such uncertainty analysis can be accomplished by sensitivity analysis tools and sampling methods such as Monte Carlo simulations (MCSs) [21, 22] and Latin hypercube sampling (LHS) [23]. MCS is a direct and simple numerical method for uncertainty quantification and is used in this research for stochastic analysis of obtained optimum design solutions [21]. It generates random samples considering pre-defined probabilistic distributions for uncertain parameters.

In this study, a multi-objective genetic-programming algorithm is deployed for modeling reversible solid oxide cells considering various operational parameters. The objective functions that have been considered for multi-objective modeling process are training error and model complexity. The obtained modeling results presented in terms of Pareto fronts of non-dominated solutions and the compromise solutions depicted among them. The robustness of the obtained models evaluated using a Monte Carlo simulation approach for different uncertainty levels. Statistical indices such as cumulative distribution functions (CDFs) and probability density functions (PDFs) are used to show the robustness of the optimum GP-based mathematical model. An optimization procedure is also performed using a differential evolution algorithm based on the obtained models. The discrepancy between maximum and minimum output voltage in the whole operation of the system is chosen as the optimization process objective function which sought to be minimized.

**Modeling and optimization method**

Genetic programming is one of the optimization methods based on evolutionary computation which known by its tree-base structure. GP imitates the fundamental laws of Darwinian theory and natural selection. It has the ability to express a complex structure in a symbolic fashion. Each tree is a combination of some nodes and branches constituted various structures. These nodes consist of functions and terminals that should be chosen according to the problem. The set of functions includes operators, mathematical functions, condition expressions, and so on. The set of terminals includes variables and constants. To GP explores the searching space for better fitted solutions, the principles of evolutionary operations like crossover and mutation should be applied on the initial population [12].

In this work, previously developed multi-objective uniform-diversity genetic-programming code is used for Pareto modeling of RSOCs. Further details of this algorithm can be found in [24, 25]. Experimental data of reversible operation with Ni–YSZ anode and LSM–YSZ cathode materials are gathered from the literature [26, 27]. The input parameters are temperature, current density, and fuel composition, while output voltage is considered as the output of the system. Training error and structure complexity of the evolved mathematical models by GP are assumed as objective functions of multi-objective procedure. The obtained results of multi-objective modeling are expressed as the first Pareto front of non-dominated solutions, which the trade-off optimum model depicted among them. Such data-driven models
should be robust and reliable to be used for practical system design and optimization purposes due to various sources of uncertainties. For this reason, a stochastic approach based on Monte Carlo simulations is used to show the robustness of the obtained model for various uncertainty levels. Statistical indices such as cumulative distribution functions and probability density functions are used to evaluate the robustness performance of obtained trade-off model.

Finally, an optimization process applied based on the obtained optimum model to optimize the input parameters using a differential evolution (DE) algorithm. DE is an efficient stochastic population-based method which uses real parameters in the entire cycle of convergence for searching over design space [28]. Because of its simplicity and excellent convergence characteristics, DE has been successfully applied to the wide range of problems which are nonlinear and constrained. The flowchart of the whole methodology is depicted in Fig. 1.

**Stochastic analysis method**

There are commonly two types of uncertainties: aleatory and epistemic [29, 30]. Aleatory uncertainties are associated with physical variability (e.g., material properties, operating condition manufacturing, and tolerance) in the system and environment which are typically handled using probabilistic methods. Epistemic uncertainties are referring to those that are due to the lack of knowledge (e.g., model assumptions) and can be reduced by increasing our knowledge of the system, for example, by performing more experiments. In this study, we have just considered aleatoric uncertainty.

MCS is a direct and simple numerical method for uncertainty quantification and is used in this research for stochastic analysis of obtained optimum design solutions [21]. It generates random samples considering pre-defined probabilistic distributions for uncertain parameters. Such analysis determines robustness of the system output indices when the input variables subjected to some degrees of uncertainties. To analyze the robustness of a system, statistical methods should be employed to reflect the probabilistic nature of uncertain variables of the system.

In this study, a Monte Carlo Simulation approach has been used to perform a random sampling process assuming a pre-defined probabilistic distribution for unsure design variables. A random number drawn out from a normal distribution over the interval [0, 1] is used to generate samples from the inverse cumulative distribution function.

Let $X$ be a random variable, then the common model for uncertainties in stochastic randomness is the probability density function (PDF), $f_X(x)$ or equivalently the cumulative distribution function (CDF), $F_X(x)$, where the subscript $X$ refers to the random variable. This can be presented by Eq. (1):

$$F_X(x) = \Pr(X \leq x) = \int_{-\infty}^{x} f_X(x) \, dx$$  \hspace{1cm} (1)

where $\Pr(.)$ is the probability that an event $(X \leq x)$ will occur. Some statistical moments such as the first and second
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**Fig. 1 Flowchart of proposed approach**

---
moments, generally known as mean value denoted by \( \mu(X) \) and variance denoted by \( \sigma^2(X) \), respectively, are of the most important ones. In the case of discrete sampling, these functions can be shown in Eqs. (2) and (3):

\[
\mu(X) \cong \frac{1}{N} \sum_{i=1}^{N} x_i
\]

(2)

\[
\sigma^2(X) = \text{Var}(X) \cong \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu(x))^2
\]

(3)

where \( x_i \) is the \( i \)th sample and \( N \) is the total number of samples. In addition, Gaussian distribution expressed in Eq. (4) is used for generating random samples:

\[
f(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{1}{2} \left( \frac{x - \mu}{\sigma} \right)^2 \right], \quad -\infty < x < \infty.
\]

(4)

Results and discussion

Multi-objective modeling using genetic programming

A multi-objective genetic-programming code developed in Matlab is used for Pareto modeling of solid oxide cells in reversible operation. The used parameters of GP algorithm are given in Table 1. A total number of 248 experimental input–output data of Ni–YSZ and LSM–YSZ cells in reversible operation collected from [26, 27] are used for the modeling. 65% of the whole data are used as the training set for modeling and the rest are used as unseen testing data set. The range of used input data are given in Table 2.

After the optimization process, just nine points remained non-dominated to each other. The Pareto front of obtained non-dominated solutions and the critical points are shown in Fig. 2. Point A has the minimum training error, point B has the simplest structure, and point C chosen as the trade-off design solution. It should be noted that the trade-off point can be selected from the non-dominated solutions based on the designer preferences. The objective functions and design variables of points A–C are given in Table 3. The mathematical expression corresponded to point C is also given in Eq. (5). It can be seen from this equation that the depicted optimum model corresponds to tree length of 6 has a simple structure:

\[
V_{out} = \left[ \frac{\exp \left( I + x_{H_2O}x_{CO_2} \right)}{\cos(x_{CO})} \right] \left( \frac{x_{H_2O}}{x_{CO}} + \frac{x_{CO_2}}{x_{CO}} + \log_{10} \left( \frac{x_{H_2O}}{x_{CO_2}} \right) \right) \left\{ \log_{10} \left( \frac{x_{H_2O}}{x_{CO_2}} \right) + \frac{x_{H_2O}}{x_{CO_2}} \right\}.
\]

Comparison of the suggested model outputs and actual values of RSOC voltage are shown in Fig. 3 for both training and prediction data. As can be seen from this figure, the square of the correlation coefficient (R2) of 0.97 and 0.95 is obtained for training and prediction sets, respectively.

Table 1 Multi-objective genetic-programming parameters

| Parameter                        | Value                  |
|----------------------------------|------------------------|
| Population size                  | 500                    |
| Number of iterations             | 200                    |
| Maximum tree length              | 15                     |
| Maximum initial tree length      | 6                      |
| Probability of crossover         | 0.9                    |
| Probability of mutation          | 0.1                    |
| Probability of integer alteration operator | 0.6                  |
| Fitness selection method         | Binary tournament selection |
| Tournament size                   | 4                      |
| Stopping criteria                | Maximum generation     |
| Original population              | Half Full tree, Half Grow tree |
| \( \varepsilon \)-elimination threshold value | 0.01                  |
| Function set                     | PLUS, MULTIPLE, MINUS, DIVIDE, TAN, ATAN, POWER, ABS, SIN, COS, RADICAL, EXPONENTIAL, Ln |
| Terminal set                     | \{ X1, X2, X3, X4, X5, X6, RAND \} |
To better show the performance of the proposed model on the training and prediction data, the experimental and modeling data of $I-V$ curves for some experiments are illustrated in Fig. 4. Various experimental data with different temperature and fuel compositions are used to verify the obtained GP model for training and prediction sets in Fig. 4a, b, respectively. The fuel mixture is balanced with Argon in all cases for verification and parametric analysis through this work. It should be noted that the testing data (Fig. 4b) are unseen data from different experiments. From Fig. 4, good prediction capability of the model can be seen for both data sets. However, the model has some limitations to track the experimental data at high current densities, where the mass transport effects are dominant. This is while it was well discussed in the literature that the best performance of RSOCs system in terms of efficiency is obtained at low current densities near the OCV region, where the overpotential is in the linear region. Hence, in this study, the parametric analysis and optimization works performed at low current densities.

Table 3  Critical points of multi-objective modeling using GP

|          | Point A | Point B | Point C |
|----------|---------|---------|---------|
| RMSE     | 0.024   | 0.20    | 0.043   |
| Tree length | 12      | 3       | 6       |

Fig. 2  Pareto front of non-dominated solutions in the plane of RMSE and tree length

Fig. 3  Comparison of the actual values versus the evolved optimum GP model for both training and prediction sets
Uncertainty analysis of the optimum trade-off model

In this section, a Monte Carlo simulation-based approach defined in “Stochastic analysis method” section is used to show the robustness performance of optimum GP model. Based on the normal distribution, 5000 samples generated around the experimental input data (\(I, T, x_i\)), with a pre-defined uncertainty interval (1–10%). In this way, instead of one data set table, 5000 data set tables produced. Second, the output of all 5000 table data sets measured based on the obtained model (Eq. 5). Finally, based on the obtained output voltages from Eq. 5, the system statistical characteristics are calculated using Eqs. 1–3.

The CDF plots of RMSE are depicted in Fig. 5a. In this figure, different uncertainty levels (1, 3, 5, 7, and 10%) are assumed for the robustness analysis. Such CDF plots are useful for understanding the system output sensitivity to different levels of uncertainty in input parameters. Furthermore, the necessity of using robust modeling methods for the system can also be analyzed. It can be seen from Fig. 5a that the proposed model has robust performance for uncertainty levels around 5%, which is a typical value in practice. The exact values of mean RMSE and standard deviation of RMSE for various uncertainties are given in Table 4.

Moreover, deviation from the mean values can be well illustrated by PDF plots. In this way, the PDF plots of the suggested optimum model have been demonstrated for 3 and 7% uncertainties in Fig. 5b, c, respectively.
Parametric analysis

In this section, the proposed optimum robust model given in Eq. (5) is used to show the effect of various input parameters on the output variables of interest such as power density and voltage. The effect of temperature for two different fuel compositions at 750 and 850 °C is depicted in Fig. 6. Figure 6a shows output voltage and power density variations for different current densities from –1 to 1 A/cm² at 750 and 850 °C. The fuel mixture is considered as 25% H₂, 25% CO, 25% CO₂, and 25% H₂O. In this case, power density (P) is improved by about 0.13 W/cm² by increasing temperature from 750 to 850 °C reaching at 0.72 W/cm² in the fuel cell operation. In the opposite trend, in the electrolyser mode of operation, power density is increased about 0.13 W/cm² by decreasing temperature from 850 to 750 °C reaching at −1.47 W/cm² at the current density of −1 A/cm².

The same variation trend can be seen from Fig. 6b for the inlet composition of 25% H₂, 25% CO, and 50% H₂O. In this case, power density (P) is improved by about 0.13 W/cm² by increasing temperature from 750 to 850 °C reaching at 0.72 W/cm² in the fuel cell operation. In the opposite trend, in the electrolyser mode of operation, power density is increased about 0.13 W/cm² by decreasing temperature from 850 to 750 °C reaching at −1.47 W/cm² at the current density of −1 A/cm².

Optimization of optimum GP model based on differential evolution algorithm

In this section, a differential evolution algorithm proposed by Gholaminezhad and Jamali [31] is used for optimization.
of operational variables of RSOC based on the obtained optimum model by genetic programming. Temperature, H2, CO, H2O, and CO2 mol fractions are considered as design variables. The ranges of design parameters are tabulated in Table 2. Equation (6) gives the considered objective function, which is the total overpotential in the fuel cell and electrolyser modes of operation. This objective function sought to be minimized for maximum extracted power in the fuel cell mode and minimum consumed power in the electrolyser mode. The optimization procedure implemented for current densities from −1 to 1 A/cm²:

\[
\text{Obj fun} = \eta_{\text{tot, Fuel Cell}} + \eta_{\text{tot, Electrolyser}}
\]  

(6)

The differential evolution parameters used for optimization study are given in Table 4. After the optimization performed, an optimum solution with total reversible overpotential of 0.35 V is obtained. From the total overpotential (0.35 V), 0.16 V corresponds to fuel cell overpotential and 0.19 V corresponds to electrolyser mode. The design variables and objective functions of this optimum point are given in Table 5.

Figure 8 depicts the characteristic curves of the obtained optimum design for current densities in the considered range. The optimal condition occurred in the temperature of 762 °C and mole fractions of about 0.29, 0.25, 0, and 0.14 for H2, H2O, CO2, and CO, respectively. The maximum power density at this condition in the fuel cell mode is about 0.84 W/cm² and the minimum power density in the electrolyser mode is approximately −1.18 W/cm². In addition, the obtained optimum design has the open circuit of 0.99 V at 762 °C.

Table 5 Design variables and objective functions of optimum design solution by differential evolution algorithm

| Design variable     | Value  |
|---------------------|--------|
| Temperature (°C)    | 762    |
| H2 mole fraction    | 0.287  |
| H2O mole fraction   | 0.253  |
| CO mole fraction    | 0.148  |
| CO2 mole fraction   | 1.0e−7 |
| Obj func (V)        | 0.35   |
Conclusion

In this work, a multi-objective modeling approach based on genetic-programming algorithm is used for modeling of reversible solid oxide cells based on experimental input–output data. Temperature, current density, and fuel mixture are considered as input data and system voltage as the output. A Monte Carlo simulation and a differential evolution algorithm also used for uncertainty analysis and optimization of the obtained optimal model.

Correlation coefficient ($R^2$) of about 0.96 is obtained for both training and prediction data sets in modeling using genetic-programming algorithm. The obtained results show that in the fuel cell mode of operation, power density improves by increase of temperature, while the opposite trend is seen for the electrolyzer mode for a constant fuel mixture. Furthermore, analysis of the effect of fuel composition showed that decreasing the amount of CO and H$_2$ species will increase the overpotential of the cell in both operating regimes. In addition, the overpotential for CO$_2$ electrolysis is much higher than H$_2$O electrolysis, and in the fuel cell mode, the higher overpotential was for CO oxidation. Finally, optimal condition of the proposed model with total overpotential of 0.35 is occurred in the temperature of 762 °C and mole fractions of about 0.29, 0.25, 0, and 0.14 for H$_2$, H$_2$O, CO$_2$, and CO, respectively.
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