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Alignment control in gravitational-wave detectors has consistently proven to be a difficult problem due to the stringent noise contamination requirement for the gravitational wave readout and the radiation-pressure induced angular instability in Fabry-Perot cavities (Sidles-Sigg instability). We present the analysis of a dual-carrier control scheme which uses radiation pressure to control a suspended mirror, trapping it in the longitudinal degree of freedom and one angular degree of freedom. We show that this scheme can control the Sidles-Sigg angular instability. Its limiting fundamental noise source is the quantum radiation pressure noise, providing an advantage compared to the conventional angular control schemes. In the appendix we also derive an exact expression for the optical spring constant used in the control scheme.
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I. INTRODUCTION

The Laser Interferometer Gravitational-wave Observatory (LIGO) is part of a world-wide effort to detect gravitational waves and use them to study the universe [1]. Construction of LIGO’s advanced detectors is underway. The installation is expected to finish in 2014. The goal of Advanced LIGO (aLIGO) is the first direct detection of gravitational-waves from astrophysical sources such as coalescing compact binaries and core-collapse supernovae. These detections will open a new spectrum for observing the universe and establish the field of gravitational-wave astronomy. These initial observations will also show the potential science gain of further increasing the state-of-the-art sensitivity of gravitational wave detectors [2,4]. Such detectors operate near the Standard Quantum Limit, meaning that the contributions from quantum radiation pressure and shot noise are about equal in the observation band [5,6].

To design a successor to aLIGO, techniques to operate gravitational-wave interferometers below the Standard Quantum Limit need to be developed [7,8]. Dual carrier control systems and angular control using stable optical springs are promising methods for evading quantum-mechanical limitations on detector sensitivity [9,14]. In 2007 Corbitt et al. at the LIGO Laboratory at the Massachusetts Institute of Technology demonstrated a one-dimensional optical trap of a one gram mirror using a novel two-carrier scheme [15]. Their work clearly demonstrated the potential of this technique. Extended to angular degrees of freedom, it has the prospect of opening a completely new approach to the angular control problem in future generation gravitational-wave detectors [16]. Sidles and Sigg have shown that, for a Fabry-Perot cavity with a single resonating laser field, the radiation pressure force will couple the two end mirrors, always creating one soft (unstable) and one hard (stable) mode [17]. This sets a lower limit on the required angular control bandwidth, which inevitably results in higher noise contamination by angular control noise and limits the angular control performance in the first and second generation gravitational-wave interferometers [9,18,20]. As we will show in section IV, angular optical trapping can bypass the Sidles and Sigg instability. Its fundamental noise limit is quantum radiation trapping, making it a promising candidate for low-noise angular control. Additionally, although we will not explore it in this paper, optical trapping of a mirror can be used to cool a mechanical degree of freedom. Depending on the mechanical system it can permit reaching the quantum ground state, enabling the manipulation of macroscopic object at the quantum level [21,24].

In this paper we present a prototype of a position and yaw optical trap for a suspended test mirror using a double dual-carrier control scheme. We propose a system with two longitudinal traps acting on different spots of a single mirror; together, these traps will constrain both the position degree of freedom and one angular degree of freedom of the mirror. This essentially replaces the current magnetic drives with optical traps. The idea is promising and will be easy to apply to the other angular degree of freedom. The model includes two optical cavities with the trapped end-mirror in common. Each cavity is illuminated with two overlapping laser beams at different frequency detunings - one is positive detuned (blue detuning) and the other is negative detuned (red detuning). The two dual-beams form two statically and dynamically stable optical springs with different lever arms and different power, designed such that the DC radiation pressure torques of the two dual beams cancel each other while DC radiation pressure force is canceled by displacing the position pendulum.

As a result, by picking the right parameters, we can obtain a system that is stable in the longitudinal and angular degrees of freedom with a mirror displacement...
range of the order of picometers.

The outline of this paper is as follows: In section II we review the idea of an optical spring. We then couple optical springs to a mechanical system and analyze the stability of the resulting opto-mechanical system. Section III extends the stability analysis to more than one dimension. In section IV we show that such a two dimensional optical spring is necessarily stronger than the Sidles-Sigg instability. In section V we calculate the radiation pressure noise, which is the fundamental limiting noise for radiation pressure control. Finally, in appendix A we derive the approximation-free expression for the optical spring in a Fabry-Perot cavity, which to our knowledge has not been published yet.

II. STABILITY PRINCIPLE

An optically detuned Fabry-Perot cavity naturally leads to a linear coupling between intra-cavity power and mirror position. Depending on the sign of the detuning, this coupling creates an optical spring which is either statically stable or unstable. Due to the time delay in the optical field build-up, the optical spring restoration force is slightly delayed. This leads to a dynamically unstable spring for the statically stable case and a dynamically stable spring for the statically unstable case. Corbitt et. al. [15] demonstrated that by adding a second, frequency-shifted optical field (sub-carrier) with a different detuning and power, a statically and dynamically stable optical spring can be achieved. The dual-carrier scheme has been used to optically trap a gram-scale mirror, controlling its longitudinal degree of freedom. Moreover, the damping of the optical spring can be controlled by adjusting the detuning of both carrier and sub-carrier and their relative amplitudes. This naturally allows for efficient cooling of the degree of freedom seen by the optical spring. In contrast to a mechanical spring, this damping does not introduce intrinsic losses, and thus does not contribute to the thermal noise.

This technique can be extended to alignment degrees of freedom. By duplicating the Corbitt et al. approach for trapping with a second, different, optical axis and a different beam spot on the controlled mirror, it is possible to control the angular degree of freedom with radiation pressure alone.

To be able to understand the stability of multi-dimensional opto-mechanical systems, we first recall the simple driven damped mechanical oscillator. From there we will stepwise increase the complexity by adding optical springs and additional degrees of freedom.

A. Damped mechanical oscillator stability

Although the damped mechanical oscillator is a well known system, we will take it as a starting point to make the reading clearer. Our goal is to describe the mechanical oscillator in the language of control theory, which allows us to understand the stability of the system from a different point of view. This approach can then be naturally extended to include the effect of additional optical springs.

The motion of a harmonic oscillator of mass \( m \), spring constant \( k_m \) and velocity damping \( b \), driven by the external force \( F_{ext} \), can be expressed as [25]:

\[
 m\ddot{x} = -k_m x - b \dot{x} + F_{ext} \tag{1}
\]

\( b \) is also called the viscosity coefficient. Often the damping rate \( \Gamma = b/(2m) \) is used instead. Traditionally the equation of motion [1] is directly used to get the system’s position response \( x \) when applying the external force \( F_{ext} \). The resulting transfer function is

\[
 G = \frac{1}{F_{ext}} = \frac{1}{-m\Omega^2 + k_m + ib\Omega} \tag{2}
\]

with \( \Omega \) being the angular frequency of the motion.

Alternatively we can describe a damped mechanical oscillator as a feedback system, with the plant being just a free-test mass described by the transfer function \( M = x/F_{ext} = -1/m\Omega^2 \), obtained directly from the equation of motion of a free test-mass. The control filter of the feedback loop is the mechanical spring, which takes the mass displacement \( x \) as input and acts on the plant with the control signal, or force, \( F_K \), which is subtracted from the external force \( F_{ext} \). The transfer function of the control filter is \( K_M = F_K/x = k_m + ib\Omega \). In this picture we can now calculate the closed loop transfer function and obtain the same expression as in equation [2]

\[
 G = \frac{M}{1 + K_M M} = \frac{1}{-m\Omega^2 + k_m + ib\Omega} \tag{3}
\]

where \( OL_M = -K_M M = (k_m + ib\Omega)/m\Omega^2 \) describes the open loop transfer function of the system.

Stability

We can now check for the stability of the system in both pictures. We recall from literature that the stability of a system described by its transfer function \( G \) can be evaluated looking at the poles of its transfer function in the s-plane (\( s = i\Omega \) [29]. In particular a system is stable only if its transfer function’s poles have a negative real part, and the multiplicity of poles on imaginary axis is at most 1. The transfer function in equation [2] has the following poles:

\[
 i\Omega = -\frac{b}{2m} \pm \sqrt{\frac{b^2}{4m^2} - \omega_0^2}, \tag{4}
\]

where \( \omega_0^2 = k_m/m \) is the resonant frequency of the pendulum. The value of the damping rate \( \Gamma = b/2m \)
compared to $\omega_0$ determines whether the system is overdamped, under-damped or critically-damped. But since $\Gamma$ (or $b$) is always positive, the real part of the poles is always negative. The system is thus always stable.

From the control theory point of view, the stability can also be evaluated with no loss of generality by considering the open loop transfer function $OLM = (k_m + ib\Omega)/m\Omega^2$ and applying, for example, the Bode stability criterion [27]. The positivity of $b$ guarantees an always positive phase margin and therefore stability. In the reminder of this work, for simplicity, we will test the stability of the control scheme using the Bode graphical method.

B. Optical spring: a classical model

Next, we look at an optical spring. We start with a Fabry-Perot cavity of length $L_0$, frequency detuning $\delta$, amplitude transmittance coefficients $t_1$, $t_2$ and amplitude reflectance coefficients $r_1$, $r_2$ of the input and output cavity mirror respectively. The light field inside the cavity builds up and exerts a radiation pressure force on both mirrors.

We define the propagator $X = r_1r_2e^{-2i\delta \tau}$ and phase factor $Y = e^{-d\tau}$, with $\tau = L_0/c$ the one-way travel time of the photon inside the cavity, $k$ is the wave vector of the light field and $\Omega$ is the mechanical frequency of the pendulum. From this we can obtain an elastic force-law for small displacement values $x$, but potentially large detuning from resonance:

$$F_{rad} = F_0 - K_{OS} \cdot x + O(x^2),$$

(5)

where

$$K_{OS} = K_0 \left[\frac{Y^2}{(1 - Y^2X)(1 - Y^2\bar{X})}\right]$$

(6)

is the optical spring constant and $\bar{X}$ is the complex conjugate of $X$. Here $K_0$ is the (mechanical) frequency-independent part of the spring constant:

$$K_0 = F_0 \cdot 2i k \cdot (X - \bar{X}),$$

with

$$F_0 = P_0 \cdot \frac{2\pi^2}{c} \cdot \frac{t_1^2}{(1 - X)(1 - \bar{X})}$$

(7)

The expression in equations 6 and 7 is the general expression for $K_{OS}$ up to linear order in $x$. While approximations for this formula have been published before [28], we are not aware of a previous publication providing the full expression. We address the complete derivation of the optical spring constant $K_{OS}$ in the Appendix A. There we also show that with the approximations $2\Gamma \tau \ll 1$ and $2\delta \tau \ll 1$ equation 6 is equivalent to the expressions already existing in literature [15] [28].

We note that $K_0$ is a real number. Its sign is determined by the imaginary part of $X$. A positive sign is associated with positive detuning ($\delta > 0$) and a restoring force (statically stable), while a negative sign is due to negative detuning ($\delta < 0$) and leads to an anti-restoring force (statically unstable). Also, for small (positive) frequencies $\Omega \tau \ll 1$, the sign of the imaginary part of equation 6 is opposite to its real part, leading to positive dynamic feedback for the statically stable case and negative dynamic feedback for the statically unstable case.

Our next step is to couple the optical spring to a mechanical pendulum. We can treat this as either a damped mechanical oscillator with transfer function $G$, controlled by an optical spring $K_{OS}$, or as a free mass with transfer function $M$, controlled by the total feedback filter $H = K_M + K_{OS}$, see Fig. 1. In both cases we obtain the same closed-loop transfer function, equivalent to the one we would have obtained by rewriting the equation of motion of a damped mechanical oscillator with an optical spring:

$$G_{CL} = \frac{x}{F_{ext}} = \frac{G}{1 + K_{OS}G} = \frac{M}{1 + HM} = \frac{1}{-m\Omega^2 + K_M + K_{OS}}$$

(8)

The stability of the total system can again be evaluated by either looking at the poles of the closed-loop transfer function $G_{CL}$, or looking at the gain and phase margin of the open loop transfer function $OL_{MH} = H/m\Omega^2$. The latter is generally more convenient. Unless compensated by large mechanical dissipation in $K_M$, the positive dynamic feedback for the statically stable case ($\delta > 0$) leads to a dynamically unstable system. Intuitively this can be understood as a phase delay in the radiation pressure build-up which is caused by the cavity storage time. For $\delta < 0$ the system is statically unstable.

C. Double Carrier Spring

The seemingly intrinsic instability of optical springs can be overcome by a scheme proposed by Corbitt et
The carrier is set at a large positive detuning ($\delta > 0$, large $\delta/\gamma$). This provides a static restoring force, together with a relatively small dynamic instability (anti-damping). Then a sub-carrier is added at lower power and with a small negative detuning ($\delta < 0$, small $|\delta/\gamma|$). The sub-carrier adds sufficient dissipation to stabilize the total optical spring, while leaving the sign of the static restoring force unchanged. For appropriately chosen parameters of carrier ($c$) and sub-carrier ($sc$) (power $P_0^c$ and $P_0^{sc}$, detuning $\delta_c$ and $\delta_{sc}$) the resulting total system thus becomes stable.

The spring constant of the total optical spring is simply the sum of the individual spring constants of the carrier and sub-carrier

$$K_{OS} = K_{OS}^c + K_{OS}^{sc}$$  \hspace{1cm} (9)

where the individual springs $K_{OS}^c$ and $K_{OS}^{sc}$ are given by equation 8.

Conceptually we can think of the dual-carrier optical spring as a physical implementation of a feedback control filter for the mechanical system. With this tool at hand, we can start to analyze the behavior and stability of higher dimensional mechanical systems in the next section.

### III. CONTROL MODEL OF LONGITUDINAL AND ANGULAR DEGREES OF FREEDOM

We will now extend our analysis to additional degrees of freedom. Experimentally, a torsion pendulum suspension is easy to build. Therefore we will focus our attention to controlling the yaw motion of a test mirror, keeping in mind that the method can be applied to any additional degree of freedom. For actively controlling two degrees of freedom (length and yaw), we need a two-dimensional control system. In other words, we will need a second dual-carrier optical spring in a setup that for example looks like Fig 2. We will label the two dual-carrier optical fields as beams A and B. Each beam includes a carrier and a sub-carrier field, i.e.

Beam A = carrier A + sub-carrier A \hspace{1cm} (10)
Beam B = carrier B + sub-carrier B

The two beams have a different optical axis, and each has its own optical spring constant, $K_{OS}^A$ and $K_{OS}^B$, given by equation 9.

If we define $x_A$ and $x_B$ as the longitudinal displacement of the mirror at the contact points of beam A and beam B on the test mirror, and $F_A$ and $F_B$ as the corresponding exerted forces, we can describe the mechanical system with a plant matrix $M$:

$$\begin{pmatrix} x_A \\ x_B \end{pmatrix} = M \begin{pmatrix} F_A \\ F_B \end{pmatrix}$$  \hspace{1cm} (11)

The explicit expression for $M$ for a torsion pendulum is given in appendix B.

The control is provided by the optical springs. In the $x_A$-$x_B$ basis the control matrix $H$ is diagonal and given by (also see Fig 3)

$$\begin{pmatrix} F_A \\ F_B \end{pmatrix} = H \begin{pmatrix} x_A \\ x_B \end{pmatrix} = \begin{pmatrix} K_{OS}^A & 0 \\ 0 & K_{OS}^B \end{pmatrix} \begin{pmatrix} x_A \\ x_B \end{pmatrix}$$  \hspace{1cm} (12)

For a multi-dimensional feedback system to be stable, it is sufficient that each individual (one-dimensional) feedback loop is stable, assuming all remaining control loops are closed. In other words, in our two-dimensional opto-mechanical system, we close the beam B control filter for evaluating the open loop transfer functions $OL_A$ and $OL_B$ we then find:

$$OL_A = e_A^T \left( I - HM(1 - e_Ae_A^T)^{-1} \right) HM e_A$$  \hspace{1cm} (13)
$$OL_B = e_B^T \left( I - HM(1 - e_Be_B^T)^{-1} \right) HM e_B$$

with $e_A^T = (1, 0)$ and $e_B^T = (0, 1)$. The derivation of this expression is given in appendix C.
A. An Example

It is worth considering a specific set of possible values for our model and evaluate the control of angular and longitudinal degrees of freedom of a gram-scale test mirror using the radiation pressure of the light. All the optical fields involved in our analysis are derived from the same wavelength light source through frequency shifting. The model includes two optical cavities (Fig.2), referred to as beam A and B, both with an optical finesse of about 8000 and linewidth $\gamma/(2\pi) = 110 \text{kHz}$. The main cavity (beam A) is pumped with 1 W of carrier light, detuned by $\delta/(2\pi) = 250 \text{kHz}$ (blue detuning, $\delta/\gamma = 2$), and 0.2 W of sub-carrier light, detuned by $\delta/(2\pi) = 60 \text{kHz}$ (red detuning, $\delta/\gamma = -0.5$). This produces a statically and dynamically stable optical spring with a lever arm of 0.8 mm, measured from the payload center of gravity (C.O.G.). A second optical spring (beam B) is pumped with 6 times less power of carrier light, detuned by $186 \text{kHz}$ (blue detuning, $\delta/\gamma = 1.5$), and 40 mW of sub-carrier light, detuned by 60 kHz (red detuning, $\delta/\gamma = -0.5$). This side cavity has a lever arm of 3.3 mm on the payload, such that the DC radiation pressure torques of beam A and B cancel. The DC radiation pressure force can be canceled by displacing the position pendulum.

The stability of the combined two-dimensional system is addressed in Fig [4]. Plotted are the open loop gain functions of the two degrees of freedom (the two optical traps) under the assumption that the other loop is closed. The presence of the second loop introduces a resonance feature in each loop at the unity gain frequency of the other loop. However the open loop gain avoids the critical point -1 (phase at zero), leading to a stable system. The model parameters were intentionally tuned for low damping / high quality factor in order to demonstrate that the system remains stable. Lower quality factors, and therefore stronger cooling is easily achievable.

B. Stability range

We can now estimate the robustness of our feedback control system by changing the microscopic length $\delta x_A$ and $\delta x_B$ of the two cavities. This changes the detuning of the optical springs for both beams. Therefore the propagators $X_A$ and $X_B$ for both beams change according to $X_{A,B} = r_1 r_2 e^{-i\delta_{A,B} \tau_{A,B}} e^{i k \delta x_{A,B}}$. For each position both the static and dynamical stability of the total optical spring system given by equation 13 is reevaluated.

In Fig. 4 the radiation pressure force due to the intracavity power of both beams versus the cavity offset is shown. The green shaded area represents the position range in which the two loops remain stable. The range is $\sim 20 \text{pm}$. The DC force fluctuations that the system can tolerate are given by the y-axis interval that the blue curve spends in the green shaded area.

![FIG. 4. Open loop gain (OLG) for the main and side cavity. The respective other loop is closed, and shows up as a resonance in the OLG. Note that, despite multiple unity gain crossings, both loops are stable because the resonances effectively implement a lead filter and the OLG avoids the critical point -1. Thus the dynamic interplay between multiple trapping beams on one payload does not introduce an instability.](image)

The presence of the second loop introduces a resonance feature in each loop at the unity gain frequency of the other loop. However the open loop gain avoids the critical point -1 (phase at zero), leading to a stable system. The model parameters were intentionally tuned for low damping / high quality factor in order to demonstrate that the system remains stable. Lower quality factors, and therefore stronger cooling is easily achievable.

![FIG. 5. Static carrier and sub-carrier build-up (calibrated in radiation pressure force) as a function of the respective cavity position. Also shown in blue is the total radiation pressure force. Using the stability testing method from section 1113 we find that the trap is both statically and dynamically stable in the green shaded area. With the chosen model parameters those regions are about 20 picometers wide.](image)

IV. ANGULAR INSTABILITY

When operated with high intracavity laser power, suspended Fabry-Perot cavities like the arm cavities of LIGO have a well known angular instability. It arises from coupling the misalignment of the two cavity mirrors to radiation pressure torques. This is known as the Sidles-Sigg instability [17]. In this section we show that the intrinsic strength of an optical trap for alignment degrees of freedom is generally bigger, i.e. has a bigger spring constant than any associated Sidles-Sigg instability.

We start with a cavity of length $L$, with $x_1, x_2$ being the position of the beam spots on mirrors 1 and 2. $\theta_1, \theta_2$...
are the yaw angles of the two mirrors, and $R_1, R_2$ are their radii of curvature. The corresponding $g$-factors are $g_{1,2} = 1 - L/R_{1,2}$. If one or both of the mirrors are slightly misaligned ($\theta_{1,2} \neq 0$), then the radiation pressure force exerts torques $T_1$ and $T_2$ on the two mirrors, given by the following relation (see for instance [17] or [29]):

$$
\begin{pmatrix}
T_1 \\
T_2
\end{pmatrix} = \frac{F_0 L}{1 - g_1 g_2} \begin{pmatrix}
g_2 & -1 \\
-1 & g_1
\end{pmatrix} \begin{pmatrix}
\theta_1 \\
\theta_2
\end{pmatrix}
$$

(14)

with $F_0 = \frac{\lambda^2}{c^2} L R_m$ being the intra-cavity radiation pressure force. Sidles and Sigg first pointed out that, since the determinant of the matrix in this equation is negative, the two eigenvalues have opposite sign. This always leads to one stable and one unstable coupled alignment degree of freedom.

First we note that for a situation in which one mass is sufficiently heavy that we can neglect any radiation pressure effects on it (i.e. $\theta_1 = 0$), it is sufficient to choose a negative branch cavity (i.e. $g_1 < 0$ and $g_2 < 0$) to stabilize the setup. This is for instance the case for the example setup described in Fig. 2.

Next we want to compare the order of magnitude of this effect to the strength of an angular optical spring. If we call $h$ the typical distance of the beam spot from the center of gravity of the mirror, and $x$ the cavity length change at that spot, the order of magnitude of the optical spring torque is:

$$
T \approx \frac{F_0 L}{1 - g_1 g_2} \cdot \frac{x}{\hbar}
$$

(15)

We can express this as the strength of an optical spring located at position $h$. The corresponding spring constant $K_{SS} \approx T/(h x)$. Thus we can see that

$$
K_{SS} \approx \frac{F_0}{1 - g_1 g_2} \cdot \frac{L}{h^2}.
$$

(16)

We now consider the adiabatic optical spring ($\Omega = 0$) in equation [7]. Expressed in terms of $F_0$, $K_{OS}$ becomes

$$
K_{OS} = i F_0 \frac{X - X}{(1 - X)(1 - \bar{X})} 2k
$$

(17)

Since we operate near the maximum of the optical spring, the order of magnitude of the resonance term can be estimated as

$$
\frac{X - X}{(1 - X)(1 - \bar{X})} \approx -i \frac{1}{1 - |X|}
$$

(18)

Thus we can estimate the magnitude of $K_{OS}$ as

$$
K_{OS} \approx F_0 \frac{4\pi}{\lambda} \frac{1}{1 - |X|} \approx F_0 \frac{4\pi}{\lambda} \mathcal{F}
$$

(19)

where $\mathcal{F}$ is the cavity finesse. From equations [16] and [19] we see that the optical spring $K_{OS}$ is much larger than the Sidles-Sigg instability spring $K_{SS}$ if

$$
h^2 >> \frac{\lambda L}{\pi} \frac{1}{1 - g_1 g_2} \frac{\pi}{4\mathcal{F}}
$$

(20)

Now recall that the beam spot size in a Fabry-Perot cavity is given by [30]

$$
w_1^2 = \frac{\lambda L}{\pi} \sqrt{\frac{g_2}{g_1(1 - g_1 g_2)}}
$$

(21)

Assuming a symmetric cavity ($g_1 = g_2$) for simplicity, we thus find that $K_{OS}$ dominates over $K_{SS}$ if

$$
h^2 >> w_1^2 \frac{1}{1 - g_1 g_2} \frac{\pi}{4\mathcal{F}}
$$

(22)

This condition is naturally fulfilled since we need to operate the angular optical spring with separate beams ($h > w_{1,2}$) and a large finesse ($\mathcal{F} >> 1$). Therefore the angular optical spring is indeed strong enough to stabilize the Sidles-Sigg instability.

V. RADIATION PRESSURE NOISE

Another advantage of radiation pressure control, compared to a classical approach based on photo detection and feedback, is its fundamental noise limit. Unlike in the classical approach, the shot noise and other sensing noises never enter a radiation-pressure-based feedback loop. Even though technical laser noise is typically bigger in the simple cavity setup discussed in this paper, the only fundamental noise source of the scheme is quantum radiation pressure noise. In this section we give the full expression for radiation pressure noise in the case of a dual-carrier stable optical spring.

First, we note that as long as we are interested in frequencies much smaller than the any of the features in the detuned cavity transfer function, the radiation pressure noise is relatively simple. If we also assume that the end mirror has a reflectivity of 1, the one-sided ($f \geq 0$) radiation-force amplitude spectral noise density is given by

$$
S_F(f) = \frac{G}{c} \frac{\sqrt{2 \hbar P_{in}}}{\lambda^4} \frac{1}{1 - |X|^2}
$$

(23)

where $G$ is the power gain of the cavity in the detuned configuration, and $P_{in}$ is the power of the shot noise limited beam entering the cavity. Equation [23] is valid for carrier and subcarrier separately. Note that this equation does not hold if the end mirror has a finite transmissivity, as quantum fluctuations entering from that port will also contribute to the intra-cavity shot noise. In the case of a critically coupled cavity, this will result in an increase of the intra-cavity radiation-force amplitude spectral noise density by exactly a factor of 2.

To calculate the exact expression for the radiation pressure noise induced cavity fluctuations, we first realize that we can calculate the radiation-force amplitude spectral noise for a static cavity, and then compute the response of the dual-carrier optical spring system to that driving force. This yields the correct answer up to first order in the size of the quantum fluctuations. For the
calculation we track the quantum vacuum fluctuations entering at both ports of the cavity. It is useful to introduce a function $F$:

$$F(f) = F\left(\frac{\Omega + \delta + \omega_{res}}{2\pi}\right) = \frac{1}{1 - \chi \xi}$$

(24)

$$= \frac{1}{1 - \tau_1 \tau_2 e^{-\pi \Omega / \Omega_{res}}}$$

(25)

The amplitude build-up factors for fluctuations at frequency $f$ entering through the input coupler (1) and the end mirror (2) thus are

$$t_1 F(f) \text{ and } r_1 t_2 F(f),$$

(26)

where we already dropped the one-way propagation factor because it drops out in the radiation force noise calculation below. We can now introduce the notation $F_0 = F(f_0), F_+ = F(f_0 + f)$ and $F_- = F(f_0 - f)$. We then get the following expression for the one-sided radiation-force power spectral density for either carrier or sub-carrier.

$$S_F(f) = \frac{2 c}{c} S_{Sp}(f) \quad \text{and}$$

$$|S_{Sp}(f)|^2 = \hbar \omega P_0 \tau_1^2 |F_0|^2 (t_1^2 + r_1^2 t_2^2) (|F_+|^2 + |F_-|^2)$$

(27)

Here $P_0$ is the entering carrier power, and $f_0$ is its frequency. We can see that we recover equation (23) in the limit $t_2 \to 0$ and $G/t_1^2 = |F_0|^2 = |F_+|^2 = |F_-|^2$. The resulting force noise from carrier and sub-carrier for the cavity $A$ in the example above is plotted in Fig.6 (top).

Next we calculate the response of the coupled opto-mechanical system to this driving force, using the following closed loop transfer function obtained from equations (11) and (12)

$$x = M(1 - HM)^{-1} F$$

(29)

Above the optical spring resonances this leads to a $1/f^2$ fall-off of the displacement noise, as expected for radiation pressure noise. Meanwhile below the resonance, due to the closed loop suppression, we will have a flat displacement noise. Fig.6 (bottom) illustrates this in the case of the two-dimensional angular trap discussed above.

Finally we compare the resulting displacement noise to a classical photo-detection feedback control scheme with similar control bandwidth and control loop shape. If such a system is able to detect all available power and has no other dominating sensing noise sources, it can at best achieve a shot noise sensitivity of

$$S_x \sim \frac{l}{P_0} \sqrt{2 \hbar \omega P_0}$$

(30)

where $l$ is the cavity line width in meters. To have the same control bandwidth and loop shape the system needs a controller transfer function equal to the optical spring, $H = K_{OS} \sim \frac{2G P_0}{c}$, and hence it will have a noise performance similar to equation (23) $H S_x = S_F$. Thus we find that the traditional control scheme can only achieve similar noise if all the power from the cavity is detected, and there are no other relevant sensing noise sources.

VI. CONCLUSIONS

In conclusion, we investigated the use of the radiation pressure of the laser light as an alternative to a conventional feedback system for controlling the longitudinal and angular degree of freedom of a mirror. The method is based on a double dual-carrier scheme, using a total of four detuned laser fields in two cavities. The two dual-carrier beams hit the mirror in separate spots, forming two stable optical springs. This constrains both the longitudinal and the angular degrees of freedom of the mirror, replacing completely the commonly used electronic feedback system. We showed that this setup allows a stable control of the two degrees of freedom, within a displacement range of the test mirror of $\sim 20$ pm. This promising idea can be extended to the other angular degree of freedom. We found that such a method creates an angular optical spring stronger than the angular Sidles-Sigg instability, which drives the requirement for angular control in the high power arm cavities of gravitational wave detectors. We also showed that the fundamental limit
of this scheme is the quantum radiation pressure noise, resulting in a reduction in control noise compared to a conventional active feedback approach. We are working towards the experimental demonstration of this effect for a gram-scale mirror and beginning to explore its extension to large-scale gravitational wave detectors.

ACKNOWLEDGMENTS

We would like to thank Peter Saulson, Prayush Kumar, Riccardo Penco and Matt West for the many fruitful discussions. This work was supported by the National Science Foundation grant PHY-1068809. This document has been assigned the LIGO Laboratory document number ligo-p1300224

Appendix A: Optical spring constant derivation

In this section we consider the effect of light stored in a detuned Fabry-Perot cavity using a classical approach. The intra-cavity power generates radiation pressure that exerts on the cavity mirror a force $F_{rad} = -K_{OS} \cdot x$, where $x$ is the mirror displacement and $K_{OS}$ is the optical spring constant. Here we show the full derivation of the optical spring constant $K_{OS}$.

We consider a suspended Fabry-Perot cavity of length $L_0$ with an incident beam of wavelength $\lambda$ and power $P_0$. First we calculate a general expression of the intra-cavity power and then its radiation pressure force exerted on the end mirror.

![Fabry-Perot cavity](image)

FIG. 7. A Fabry-Perot cavity of length $L_0$ and coefficients $r_1, t_1$ and $r_2, t_2$ for the input and end mirrors respectively. The input mirror is stationary while the end mirror is affected by harmonic motion. The incoming field $E$ at each round-trip adds up a phase shift due to the displacement $d_i$

The field $E = A_0 e^{i\omega t}$ enters the cavity through the input mirror of coefficient $t_1 = t$ and $r_1$ and the field inside the cavity at the input mirror can be seen as following

$$E_{tot} = E_0 + E_1 + E_2 + E_3 + ... + E_n + ...$$  \hspace{1cm} (A1)

We consider in our model the following definitions, with $d_n$ being the displacement of the mirror,

$$L_1 = 2(L_0 + d_1)$$
$$L_2 = 2(2L_0 + d_1 + d_2)$$
$$L_3 = 2(3L_0 + d_1 + d_2 + d_3)$$
$$...$$

with

$$d_n = d(t - [(2n-1)\tau + \alpha_n]) \quad \text{and} \quad (A3)$$
$$\alpha_n = 2 \sum_{i=1}^{n-1} \frac{d_i}{c} - \frac{d_n}{c}$$  \hspace{1cm} (A4)

where $\tau = L_0/c$. With the round trip length $L = 2L_0$ we obtain

$$E_{tot} = tE(1+r_1 r_2 e^{-ikL_1} + (r_1 r_2)^2 e^{-i2kL_2} + (r_1 r_2)^3 e^{-i3kL_3} ...)$$
$$= tE(1+r_1 r_2 e^{-ikd_1} + (r_1 r_2)^2 e^{-2ikL_1 + 2ikd_1} + (r_1 r_2)^3 e^{-3ikL_1 + 2ikd_1 + 3ikd_3} ...)$$

If we define $X = r_1 r_2 e^{-ikL_1}$ we have

$$E_{tot} = tE(1 + X e^{-2ikd_1} + X^2 e^{-2ik(d_1 + d_2)} + X^3 e^{-2ik(d_1 + d_2 + d_3)} ...)$$

Since by definition the optical spring $K_{OS}$ is the linear term in the expansion $F = F_0 + K_{OS} d + O(d^2)$, we now expand the exponential in $d_n$. We group $d_n$ terms:

$$E_{tot} = tE(1 + X(1 - 2ikd_1) + X^2(1 - 2ik(d_1 + d_2)) + X^3(1 - 2ik(d_1 + d_2 + d_3)) ...)$$
$$= tE(1 + X + X^2 + X^3 + ... - 2ikd_1(1 + X^2 + X^3 ...) - 2ikd_2(1 + X^2 + X^3 ...) - 2ik^3d_3(1 + X^2 + X^3 ...) ...)$$

$$= \frac{tE}{1 - X}(1 - 2ikd_1X - 2ikd_2X^2 - 2ik^3d_3X^3 ...)$$

Since any correction from $\alpha_n$ (equation [A4]) is quadratic in $d(t)$, we can again neglect it by definition, and find for the harmonic mirror motion (i.e. in the Fourier domain)

$$d_n = x_0 e^{i\Omega(t - (2n-1)\tau)} = x_0 e^{i\Omega t} e^{-i\Omega(2n-1)\tau}$$
$$= x_0 e^{i\Omega t} \frac{Y^{2n-1}}{Y} = Y^{2n-2} d_1$$  \hspace{1cm} (A5)

where $Y = e^{-i\Omega \tau}$. Thus we can write
\[
E_{\text{tot}} = \frac{t E}{1 - X} \left( 1 - 2 i k d_1 X - 2 i k d_1 Y^2 X^2 - 2 i k d_1 Y^4 X^3 - 2 i k d_1 Y^6 X^4 \ldots \right)
\]

(6)

\[
= \frac{t E}{1 - X} \times \left[ 1 - 2 i k d_1 X(1 + Y^2 X + Y^4 X^2 + Y^6 X^3 \ldots) \right]
\]

(7)

where \( d_1 \) is a complex number. Since we have to take its real part \( Re(d_k) = \frac{d_k + d_k^*}{2} \), we consider the field inside the cavity with \( d_k \) conjugate of \( d_k \):

\[
E_{\text{tot}} = \frac{t E}{1 - X} \left[ 1 - 2 i k d_1 X \right]
\]

(A8)

and we obtain as total field \( E \)

\[
E_{\text{tot}} = t E \left[ \frac{1}{1 - X} - \frac{2 i k X}{2(1 - X)} \left( \frac{d_1}{1 - Y^2 X} + \frac{d_1^*}{1 - Y^2 X} \right) \right]
\]

and its complex conjugate

\[
\bar{E}_{\text{tot}} = t E \left[ \frac{1}{1 - \overline{X}} + \frac{2 i k \overline{X}}{2(1 - \overline{X})} \left( \frac{\overline{d}_1}{1 - \overline{Y}^2 \overline{X}} + \frac{\overline{d}_1^*}{1 - \overline{Y}^2 \overline{X}} \right) \right]
\]

Using the following expression

\[
d_1 = \chi_0 e^{i\Omega(t - \tau)} = \chi_0 e^{i\Omega} e^{-i\tau} = x Y
\]

(A9)

we can now obtain the intra-cavity power expression by multiplying \( E_{\text{tot}} \) by its conjugate and considering only the linear terms of \( x \)

\[
P = P_0 t^2 \left[ \frac{1}{(1 - X)(1 - \overline{X})} \right]
\]

(10)

\[
- \frac{ikX x Y}{(1 - X)(1 - X)(1 - Y^2 X)} - \frac{ikX xY}{(1 - Y^2 X)(1 - Y^2 X)} + \frac{ikX xY}{(1 - X)(1 - X)(1 - Y^2 X)} + \frac{ikX xY}{(1 - Y^2 X)(1 - Y^2 X)}
\]

\[
\bar{P} = P_0 t^2 \left[ \frac{-ikY}{(1 - \overline{X})(1 - \overline{X})} \right]
\]

\[
+ \frac{ikY}{(1 - \overline{X})(1 - \overline{X})} \left( \frac{X}{1 - Y^2 X} - \frac{\overline{X}}{1 - \overline{Y}^2 \overline{X}} \right) x
\]

\[
- \frac{ikY}{(1 - \overline{X})(1 - \overline{X})} \left( \frac{X}{1 - \overline{Y}^2 \overline{X}} - \frac{\overline{X}}{1 - Y^2 X} \right) \bar{x} =
\]

(A11)

\[
P = -P_0 t^2 \left[ \frac{-ikY}{(1 - X)(1 - X)} \left( \frac{X}{1 - Y^2 X} - \frac{\overline{X}}{1 - \overline{Y}^2 \overline{X}} \right) x
\]

\[
+ \frac{ikY}{(1 - X)(1 - X)} \left( \frac{X}{1 - \overline{Y}^2 \overline{X}} - \frac{\overline{X}}{1 - Y^2 X} \right) \bar{x} \right] =
\]

\[
= -P_0 t^2 \left[ \frac{-ikY}{(1 - X)(1 - X)} \left( \frac{X}{1 - \overline{Y}^2 \overline{X}} - \frac{\overline{X}}{1 - Y^2 X} \right) x + cc \right]
\]

Once we have calculated the power we can obtain the radiation pressure force on the end mirror by \( F_{\text{rad}} = \frac{2r_2}{c} P \). Furthermore we can also notice the similarity of the expression with the elastic force. Thus we recall that in frequency domain and complex notation \( K \) is defined by \( F = -K x \), the real form is thus

\[
F' = Re[F] = -\frac{1}{2}(K x + \overline{K} \bar{x}) = -\frac{1}{2}(K x + cc)
\]

Taking into account that we are calculating the radiation pressure on the end mirror, we need to consider an extra delay factor \( Y \) for the calculation of the power which appears in the expression of \( K \). The complex spring is then given by

\[
K = \frac{2r_2}{c} P_0 t^2 \left[ \frac{2 i k Y^2}{(1 - X)(1 - X)} \left( \frac{X}{1 - Y^2 X} - \frac{\overline{X}}{1 - \overline{Y}^2 \overline{X}} \right) \right]
\]

which can be rewritten in the form of equations 6 and 7.

**Detuning**

Given the frequency detuning is \( \delta = \omega - \omega_{res} \) and \( \Omega = \omega - \omega_0 \), where \( \omega_0 \) is the carrier (sub-carrier) frequency and \( \omega_{res} \) is the resonant frequency, we get the following expressions:

**Resonance**

\[
\lambda_{\text{res}} = L/n, \quad k_{\text{res}} = \frac{2\pi n}{\lambda},
\]

\[
\omega_{\text{res}} = k_{\text{res}} \cdot c = \frac{2\pi n}{\lambda} \cdot c
\]

(A12)

**Carrier**

\[
\lambda_0 = \lambda, \quad k_0 = \frac{2\pi}{\lambda} = k,
\]

\[
\omega_0 = k_0 \cdot c = \frac{2\pi c}{\lambda} = \omega_{\text{res}} + \delta
\]

(A13)

**Sideband**

\[
\omega = \Omega + \omega_0 = \Omega + \delta + \omega_{\text{res}}
\]

(A14)

Thus we find
\[ e^{-ikL} = e^{-i\omega_0 \frac{L}{c}} = e^{-i(\omega_{ext} + \delta) \frac{L}{c}} = e^{-i\omega_{ext} \frac{L}{c}} e^{-i\delta \frac{L}{c}} \] (A15)

Recalling that \( \tau = L_0 = \frac{L}{c} \), we can write
\[ e^{-ikL} = e^{-i2\tau} \] (A16)

If we now replace \( X \) and \( Y \) we obtain the exact expression for \( K \):
\[ K_{OS} = -P_0 t^2 r_2^2 \frac{4ik e^{-2i\Omega T}}{c(1-r_1^2e^{2i\Omega T})(1-r_2^2e^{-2i\Omega T})} \times \frac{1 - i2\delta}{1 + i2i\delta} \frac{1 + i2\delta}{1 + i\delta - i\frac{\delta}{2}} \] (A17)

To compare to existing literature we now expand the exponentials to linear order in \( \Omega \) and \( \delta \), \( e^{-i2\tau} \approx 1 - i\delta2\tau \) and \( e^{-i2i\tau} \approx 1 - i2\Omega\tau \):
\[ K = -P_0 t^2 r_2^2 \frac{4ik(1-2i\Omega T)r_1 r_2}{c(1-r_1^2e^{2i\Omega T})(1-r_2^2e^{-2i\Omega T})} \times \frac{1 - i2\delta}{1 + i2i\delta} \frac{1 + i2\delta}{1 + i\delta - i\frac{\delta}{2}} \] (A18)

Considering the \( \text{Finesse} \approx \pi \text{r}_1 \text{r}_2 \approx \pi FSR/\gamma \), the cavity bandwidth \( \gamma \), and the free spectral range \( FSR = 1/2\tau \), we obtain:
\[ K_{OS} \approx -P_0 t^2 r_2^2 \frac{8kr_1 r_2}{c(1-r_1^2)^3} \frac{\delta}{\gamma} \left[ \frac{1}{1 + \frac{\delta^2}{\gamma} - \frac{i2\delta}{\gamma}} \right] \] (A19)

Finally, since they correspond to a simple time delay, we neglect the \( i\delta\Omega, i\delta2\tau \) terms in the numerator and obtain
\[ K_{OS} \approx P_0 t^2 r_2^2 \frac{8kr_1 r_2}{c(1-r_1^2)^3} \frac{\delta}{\gamma} \left[ \frac{1}{1 + \frac{\delta^2}{\gamma} - \frac{i2\delta}{\gamma}} \right] \] (A20)

### a. Overcoupled cavity

In the particular case of perfectly over-coupled cavity \((r_2 = 1) Finesse/\pi = 2/T_1\) and \((1-r_1 r_2)^2 = T_1^2/2\) and the optical spring constant becomes:
\[ K_{OS} \approx 128P_0 t^2 \frac{\pi}{c\lambda T_1} \frac{\delta}{\gamma} \left[ \frac{1}{1 + \frac{\delta^2}{\gamma} - \frac{i2\delta}{\gamma} + i2\frac{\delta}{\gamma}} \right] \] (A21)

### b. Matched cavity

In this case of a matched cavity \((r_1 = r_2) Finesse/\pi = 1/T_1\) and \((1-r_1 r_2)^2 = T_1^2\) and the optical spring constant remains the same as in Eq. [A21] except for the the factor 128 which has to be replaced with 16.

### Appendix B: Torsion pendulum mechanical plant

Here we transform the basis of coordinates \( \{x_G, \Theta\} \) formed by the position of the center of gravity \( x_G \) of the mirror and its rotation angle \( \Theta \) with respect to the vertical axis passing from \( x_G \) into a basis \( \{x_A, x_B\} \) formed by the length of the cavities relative to beam A and beam B respectively. Thus the longitudinal and angular control of the mirror can be treated as the longitudinal control of the two above mentioned cavities. The basis can be expressed as
\[ (x_A \ x_B) = \begin{pmatrix} 1 & r_A \ 1 & r_B \end{pmatrix} (x_G \ \Theta) = B (x_G \ \Theta) \] (B1)

with \( r_A \) and \( r_B \) being the lever arms of the two beams with respect to \( x_G \).

The equation of motion for the mirror is
\[ -\omega^2 m \left( \begin{array}{c} x_G \\ \Theta \end{array} \right) = \frac{F_{tot}}{T_{tot}} \] (B2)

with \( I \) being the moment of inertia of the mirror of mass \( m \). We now express the total force and the total torque exerted on the mirror as function of the individual forces \( F_A \) and \( F_B \):
\[ \begin{pmatrix} F_{tot} \\ T_{tot} \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ r_A & r_B \end{pmatrix} \begin{pmatrix} F_A \\ F_B \end{pmatrix} = B^T \begin{pmatrix} F_A \\ F_B \end{pmatrix} \] (B3)

Using equations [B3] and [B1] in equation [B2] we obtain the equation of motion in the \( x_A, x_B \) basis:
\[ -\omega^2 \left[ B^{-1} \begin{pmatrix} m \\ I \end{pmatrix} B^{-1} \right] \begin{pmatrix} x_A \\ x_B \end{pmatrix} = \begin{pmatrix} F_A \\ F_B \end{pmatrix} \] (B4)

### Appendix C: Stability in two dimensions

The control loop stability in multiple dimensions can be evaluated by considering the one-dimensional open-loop transfer function of every control filter (i.e. optical spring) while all other loops stays closed. Here we calculate these open-loop transfer functions for the two-dimensional case.

Refering to figure 3 we inject a signal \( F_{xa} = F_{ext} \) into port A. The output at port A is \( F_{ya} = F_A \). We close the
loop from output B to input B by feeding back the force $F_B$. We obtain the following expression:

$$HM \begin{pmatrix} 0 \\ F_B \end{pmatrix} + HM \begin{pmatrix} F_{xa} \\ 0 \end{pmatrix} = \begin{pmatrix} F_ya \\ F_B \end{pmatrix}$$  \hspace{1cm} (C1)

If we introduce the $2 \times 2$ matrix $S$:

$$S_A = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$  \hspace{1cm} (C2)

we can write

$$HMS_A \begin{pmatrix} F_{ya} \\ F_B \end{pmatrix} + HM \begin{pmatrix} F_{xa} \\ 0 \end{pmatrix} = \begin{pmatrix} F_ya \\ F_B \end{pmatrix}$$  \hspace{1cm} (C3)

Using the vector $e_T^A = (1, 0)$ we are able to extract the following open loop transfer function related to cavity A:

$$OL_A = \frac{F_{ya}}{F_{xa}} = e_T^A(\mathbb{I} - HMS_A)^{-1}HM e_B$$  \hspace{1cm} (C4)

The same open loop transfer function can be obtained considering an external signal injected into the loop of the beam B while the loop of beam A remains closed.

$$OL_B = \frac{F_{yb}}{F_{xb}} = e_T^B(\mathbb{I} - HMS_B)^{-1}HM e_B$$  \hspace{1cm} (C5)

with $e_T^B = (0, 1)$ and

$$S_B = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$$  \hspace{1cm} (C6)