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ABSTRACT

We study the problem of word-level confidence estimation in subword-based end-to-end (E2E) models for automatic speech recognition (ASR). Although prior works have proposed training auxiliary confidence models for ASR systems, they do not extend naturally to systems that operate on word-pieces (WP) as their vocabulary. In particular, ground truth WP correctness labels are needed for training confidence models, but the non-unique tokenization from word to WP causes inaccurate labels to be generated. This paper proposes and studies two confidence models of increasing complexity to solve this problem. The final model uses self-attention to directly learn word-level confidence without needing subword tokenization, and exploits full context features from multiple hypotheses to improve confidence accuracy. Experiments on Voice Search and long-tail test sets show standard metrics (e.g., NCE, AUC, RMSE) improving substantially.

1. INTRODUCTION

Confidence scores are an important feature of automatic speech recognition (ASR) systems that supports many downstream applications to mitigate ASR errors [1–3]. For example, unlabelled utterances with high confidence on the ASR output can be included for semi-supervised learning [3–6]. Words with low word-level confidence can be sent for user correction in spoken dialog systems [5]. An utterance that has low confidence can be further processed by a different recognizer for improvement. System combination also commonly relies on confidence as an indication of uncertainty [7, 8].

In conventional HMM-based hybrid systems, confidence scores are estimated for each output word in the hypotheses. An utterance-level confidence is typically aggregated from the word-level confidence when needed. In such systems, word-level confidence scores can be easily estimated from word posterior probabilities computed from lattices or confusion networks [9, 10]. The estimation can be further improved by model-based approaches to combine word posterior probabilities with optional acoustic, linguistic and duration features using a linear regression model [2, 9], or more recently, using conditional random fields [11], recurrent neural networks [12–14] or graph neural networks [15].

Recently, end-to-end (E2E) ASR models such as the recurrent neural network transducer (RNN-T) [16–18], transformer or convolutional transducer [19–21], attention-based encoder-decoder models [22] inter alia have gained popularity and achieved state-of-the-art performance in accuracy and latency [17, 18, 23]. In contrast to conventional hybrid systems, they jointly learn acoustic and language modeling in a single neural network that is E2E trained from data. However, deep neural networks tend to exhibit overconfidence in the prediction [24, 25]. Changes to teacher-forcing maximum likelihood training such as label smoothing [26] and scheduled sampling [27] can make the output probabilities less peaky, but the values still do not correlate with word accuracy well. In our recent work [28], we quantified the impact of these methods and proposed a confidence estimation module (CEM) that directly learns the correctness label for each hypothesized subword using a binary cross-entropy loss with features from the encoder and decoder of the E2E model. Although the CEM is simple and effective, it learns subword confidence scores (word-pieces in [28]) by using a fixed subword tokenization for each word in the reference sequence, while the hypothesis may contain other valid tokenizations (see Table 1). This leads to incorrect ground truth labels for training the CEM.

This paper makes the following contributions: 1) propose using self-attention in the CEM to learn the word-level confidence directly for a subword ASR without needing subword tokenization, and 2) leverage cross-attention that attends to both acoustic and linguistic context from multiple hypotheses [29] for additional gains. Experiments show confidence metrics improving substantially from the baseline CEM that learns subword-level confidence [28] to 1) to 2). For application, we test a confidence-based model selection approach: Each utterance is first recognized by an E2E ASR with the proposed word-level CEM on mobile devices for latency and reliability purposes. If the utterance confidence estimated by the CEM is lower than a pre-set threshold, the utterance is sent to the server to be recognized by a conventional hybrid ASR with a large language model (LM) instead for potential quality improvement.

The on-device E2E model is more accurate overall on a Voice Search test set than the server hybrid model (5.2% vs. 6.4% word error rate (WER)), its lack of LM training data and lexicon causes it to suffer on a rare word test set (17.9% vs. 9.7% WER). The model selection approach achieves the best WER on both sets by applying the same threshold on the CEM output (5.2% on VS and 9.6% on rare word).

2. CONFIDENCE FOR TWO-PASS ASR

The base ASR model uses a state-of-the-art two-pass E2E architecture [17] introduced in [23], where the first pass RNN-T generates four candidates for the second pass transformer decoder [30] to rerank. Such architecture is proven to achieve low latency and high accuracy streaming recognition on mobile devices. We aim to add a light-weight CEM while maintaining the efficiency of the model.

For the second pass, the RNN-T is treated as a black box that
generates the sequences of acoustic encodings $e \triangleq e_{1:T}$ and the hypothesized subword sequence $y_{1:M}$. Fig. 1 shows the overall architecture. The rescorer scores each subword using

$$p(y_i|e, y_{1:i-1}) = \text{Softmax}(\phi(i|e, y_{1:i-1})))$$

where $\phi$ is the rescorer’s penultimate layer activations. The sequence with the highest second pass log probability $\sum_{i=1}^{M} \log(p(y_i|e, y_{1:i-1}))$ is output as the transcription. $p(y_i|e, y_{1:i-1})$ serves as a naive estimate of subword confidence. Until the end of Sec. 2.2, the dependence on $(e, y_{1:i-1})$ is active even when unwritten.

A dedicated confidence output $c$ can be computed as

$$\text{top-}K(i) := K \text{ largest log probabilities at decoder index } i$$

$$b(y_i) = [\text{Emb}(y_i); \phi(i|e, y_{1:i-1}); \log(p(y_i)); \text{top-}K(i)]$$

$$c(y_i) = \sigma(\text{MLP}(b(y_i)))$$

For CEM proposed in [28], a fully-connected multilayer perceptron (MLP) is used. “Emb” is the input subword and position embedding. The CEM can be trained jointly or separately with the ASR, using a binary cross-entropy loss: $L = -\sum_{i=1}^{M} d(y_i) \log(c(y_i)) + (1 - d(y_i)) \log(1 - c(y_i))$, where $d(y_i) = 1$ if the edit distance between hypothesized and reference subword sequences outputs “correct” for $y_i$ and $d(y_i) = 0$ if it outputs “insertion” or “substitution”.

It is worth noting that the features above that are related to the posterior probability are also commonly used in confidence models for conventional ASR [9, 11]. We use them as the baseline for the E2E ASR, but also integrate acoustic and linguistic context with self-attention (Sec. 2.2) and deliberation (Sec. 2.3) in a unified network, which dramatically improves the performance over the baseline.

### 2.1. Simple Word Confidence From Word-pieces

To decrease the size of the softmax layer and to improve generalization, the subword vocabulary is typically small compared to the word vocabulary. This can be accomplished with graphemes, word-pieces (WP), etc. In this paper, we focus on WP and use it synonymously with “subword”.

To compute the WER, the hypothesized WP sequence $y_{1:M}$ first needs to be converted to its corresponding word sequence $w_{1:L}$. This procedure is uniquely determined since each word’s first WP starts with a word boundary indicator (‘.’), e.g. “go”, “od”, “mor”, “ning” → “good”, “morning”. Similarly for confidence, for a word $w_j$ consisting of $Q_j$ WP’s, let $y_{1:Q_j}$ denote the $q$-th WP of the $j$-th word; a simple way to compute word confidence is $c_w(w_j) = \text{agg}(c(y_{1:1}), \ldots, c(y_{1:Q_j}))$, where agg can be the arithmetic mean, minimum, product, or a neural network, etc. In this paper, we experiment with the arithmetic mean aggregator only.

### 2.2. E2E Word Confidence From Word-pieces

The drawback of the approach in Sec. 2.1 lies in the mismatch between WP correctness and word correctness. Even though WP sequences uniquely determine word sequences, the reverse does not hold. Each reference word can be divided into WPs in multiple valid ways. Table 1 shows an example where the word “morning” is correctly transcribed, but results in two substitutions in the WP edit distance output. Searching over all possible reference tokenizations for the one with the fewest WP edits creates an undesirable computational burden during training, and we do not investigate that solution in this paper. Stochastic methods such as BPE-dropout [31] also do not help here, since they assume that any segmentation is equally valid, which does not hold when computing edit distance.

Using word edit distance output as the ground truth training labels would bypass the multiple tokenization problem. However, because ASR / CEM output at the WP level, two design choices need to be made: at which WP to output the word confidence, and how to incorporate information from every WP that makes up the word. We choose to use the confidence output at the final WP of every word as its word confidence, and change the MLP in (4) to a transformer:

$$\text{top-}K(i) := K \text{ largest log probabilities at decoder index } i$$

$$b(y_i) = [\text{Emb}(y_i); \phi(i|e, y_{1:i-1}); \log(p(y_i)); \text{top-}K(i)]$$

$$c(y_i) = \sigma(\text{Transformer}(\text{CA}(e), \text{SA}(b)))$$

$$c_w(w_j) = c(y_{1:Q_j})$$

where CA and SA denote the cross-attention and self-attention mechanisms [30], respectively, and $b(y_i)$ is defined in (3). This allows the model to learn how to attend to the features of earlier WPs in the same word in a true E2E fashion. The cross-attention also improves the confidence estimation using the acoustic context.

The word-level loss function becomes

$$L = -\sum_{j=1}^{L} d(w_j) \log(c_w(w_j)) + (1 - d(w_j)) \log(1 - c_w(w_j))$$

Similar to $d(y_i)$, the value of $d(w_j)$ depends on the word edit distance output. The loss, in a WP-based ASR model, can be easily implemented with an end-of-word masked loss (see Table 1).

### 2.3. Multi-hypotheses Deliberation

Works such as [32] have shown that statistics from multiple beam search decoded hypotheses further improve confidence accuracy. In general, words shared across more hypotheses tend to have higher confidence. Information from multiple hypotheses is even more relevant to the model introduced in Sec. 2.2. In the example from Table 1, having two hypotheses [go, od, _mor, ning, _mom] and [go, od, _mor, ing, _mom] attend to each other would inform the model that they concatenate to the same word sequence, and that they should be mapped to similar confidence scores. Additionally, the goal of confidence prediction is to score a known hypothesis. This is different from auto-regressive decoding, where knowing the full hypothesis trivializes the problem. Thus, the CEM can make use of the future context of the hypothesis to score the current word.
Fig. 2: Architecture and Training Setup: The RNN-T architecture follows [17] exactly, with 8 LSTM layers in the encoder and 2 LSTM layers in the prediction network. Each LSTM layer is unidirectional, with 2,048 units and a projection layer with 640 units. The transformer rescorer architecture is the same as in [23]. Its encoder consists of the shared encoder from RNN-T and additional 2 LSTM layers, and the decoder consists of 4 self-attention layers, 2 of which contain the cross-attention over the encoder. The deliberation rescorer architecture is described in [29]; for consistency, we replace its LAS decoder with the same 4 layers transformer decoder. We feed up to eight RNN-T beam search results into the linguistic cross-attention mechanism. All internal dimensions in the rescorers are 640. The size of the WP vocabulary is 4,096. The ASR model is frozen during CEM training to not affect the WER.

For the top-K feature in (2), we observe diminishing returns beyond K = 4, and use this setting for all experiments. Thus, the input features introduced in (3) are 640, 640, 1, 4 dimensional, respectively. “WP MLP” denotes the CEM in (4) with confidence averaged at the word level (Sec. 2.1); we use 3 layers that result in hidden activation with dimensions of 640, 320, 1, respectively. We also replace the second layer with one transformer decoder block and call this setup “WP Xformer”. “E2E Xformer” denotes the CEM in Sec. 2.2. All confidence models are trained in TensorFlow with the Lingvo [33] toolkit using four hypotheses from the frozen RNN-T, and evaluated on only the top reranked hypothesis. The optimizer is Adam [34] with learning rate 0.0005, and the global batch size is 4,096 across 8 x 8 TPU.

**Training Set**: The models are trained on the multi-domain training set used in [17], which spans domains of search, telephony, and YouTube. All datasets are anonymized and hand-transcribed; the transcription for YouTube utterances is done in a semi-supervised fashion [35]. Multi-condition training (MTR) [36] and random data downsampling to 8kHz [37] are used to further increase data diversity.

**Test Sets**: The main test set includes ~14K Voice Search (VS) utterances extracted from Google traffic, which is anonymized and hand-transcribed. To test the generalizability of the CEM, we use an in-house named entity tagger to identify a list of proper nouns that are common in the LM training data for conventional ASR but rare in the audio-text paired multi-domain training data for E2E ASR models. We select 10,000 sentences from the LM test data for the maps domain, each of which contains at least one of these rare proper nouns, then synthesize audio for these sentences with a TTS system (as in [38]) to create the Long-tail Maps test set.

**Evaluation Metrics**: We evaluate on standard metrics found in prior works in confidence [13]. To measure per-word confidence accuracy, we use normalized cross-entropy (NCE) [39]. To measure whether the confidence score is highly correlated with word correctness, we use area under the receiver operating characteristic curve (AUC-ROC) and the precision recall curve (AUC-PR). Because the ASR model achieves high word correct ratio \( WCR = \frac{\#	ext{(correctly hypothesized words)}}{\#	ext{(all hypothesized words)}} \) on all datasets, we compute AUC-PR with the PR curve for the less frequent incorrect class (wrongly hypothesized words). Higher is better for these metrics.

Utterance-level confidence is computed by averaging word-level confidence: \( \sum_{i=1}^{M_H} c_h(w_i) \). To measure its accuracy, we use the root mean squared error (RMSE) between the utterance confidence and either the ground truth WCR or (1 − WER). Although WER is the gold standard, because this version of the CEM does not explicitly predict deletions, WCR RMSE is a better indicator of the CEM’s quality. Lower is better for these metrics.

4. RESULTS

4.1. Simple vs E2E Word Confidence from Word-pieces

This section compares the performance of the naive confidence from the ASR softmax, WP CEM (Sec. 2.1), and E2E CEM (Sec. 2.2). Table 2 shows the results of the representative models on VS and Maps. Except AUC-PR on Maps, all other metrics improve going from softmax to WP to E2E, showing the effectiveness of our proposed technique. Deep neural networks usually exhibits overconfidence on long-tail data, and Fig. 3 shows the improved calibration curve [24] on Maps arising from E2E word confidence training.

4.2. Effects of Input Features

To determine the effects of input embedding in (3), we compare using the ASR input embedding against training a new embedding layer for confidence (“Conf emb”). To quantify the usefulness of the ASR softmax posteriors, we compare using the full set of features in (3), removing the top-K \( K = 4 \) feature, and further removing the log posterior \( \log(p(y_i)) \). Table 3 reports the metrics from the input feature ablation study. Having a dedicated confidence embedding layer improves all metrics, at the cost of 4096 x 640 extra parameters. The model degrades when it does not use the log probability
4.3. Multi-hypotheses Deliberation Results

This section examines adding multi-hypotheses deliberation to further improve the E2E Xformer CEM. The Delib 1-Hyp model uses a BLSTM to encode the current hypothesis and changes every transformer layer in the ASR and CEM to use multi-source attention that attends to both the acoustic and the BLSTM hypothesis encodings. This allows the CEM to see future context in the hypothesis. The Delib 8-Hyp model uses the RNN-T to generate eight hypotheses to attend to both the acoustic and the BLSTM hypothesis encodings. The deliberation layer in the ASR and CEM to use multi-source attention that attends to both the acoustic and the BLSTM hypothesis encodings. The deliberation layer in the ASR and CEM to use multi-source attention that attends to both the acoustic and the BLSTM hypothesis encodings.

Table 3 shows that using full context on the single hypothesis (Delib 1-Hyp) slightly improves some of the metrics. However, consensus from multiple hypotheses (Delib 8-Hyp) greatly improves most metrics over the basic E2E Xformer model. Fig. 4 demonstrates that in a ROC curve, where E2E CEM is clearly better than WP CEM, and adding deliberation improves further.

4.4. Long-tail Utterances Filtering for Model Selection

For application, we experiment with a confidence-based model selection approach to combine 1) an on-device two-pass E2E ASR with deliberation rescoring and an E2E Delib 8-Hyp confidence module (5.2% VS WER), and 2) a conventional hybrid ASR on the server [40] with a large LM (6.4% VS WER). Despite the lower WER on VS, the E2E model’s lack of large-scale LM training data and lexicon causes it to suffer on long-tail utterances (17.9% on Maps compared to 9.7% with server). Thus, the objective is to send all utterances with the confidence score below a pre-set threshold to the server, while keeping the majority of utterances on-device to gain quality, latency, and reliability. Fig. 5 shows the WER of the overall system with different confidence thresholds. When the threshold is set to 0.85, 87% of the VS utterances are processed on-device, and the overall WER is equal to on-device only (5.2%). With the same threshold, only 53% of the Maps utterances are processed on-device, and the overall WER of 9.6% is better than either individual system.

5. CONCLUSION

We propose an extension to a light-weight confidence estimation module for E2E ASR models to directly estimate word-level confidence with self-attention and deliberation, by learning from the full acoustic and linguistic context of subword sequence and multiple hypotheses. Experimental results show the proposed approach is critical to improving confidence metrics substantially when applied to a state-of-the-art two-pass E2E system. It also enables a confidence-based model selection approach to address the rare word recognition problem for the E2E system.
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