Gaussian dispersion analysis in the time domain: efficient conversion with Padé approximants
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Abstract

We present an approach for adapting the Gaussian dispersion analysis (GDA) of optical materials to time-domain simulations. Within a GDA model, the imaginary part of a measured dielectric function is presented as a sum of Gaussian absorption terms. Such a simple model is valid for materials where inhomogeneous broadening is substantially larger than the homogeneous linewidth. The GDA model is the essential broadband approximation for the dielectric function of many glasses, polymers, and other natural and artificial materials with disorder. However, efficient implementation of this model in time-domain full-wave electromagnetic solvers has never been fully achieved. We start with a causal form of an isolated oscillator with Gaussian-type absorption — \textit{Causal Dawson-Gauss oscillator}. Then, we derive explicit analytical formulas to implement the Gaussian oscillator in a finite-difference time-domain (FDTD) solver with minimal use of memory and floating point operations. The derivation and FDTD implementation employ our generalized dispersive material (GDM) model — a universal, modular approach to describing optical dispersion with Padé approximants. We share the FDTD prototype codes that include automated generation of the approximants and a universal FDTD dispersion implementation that employs various second-order accurate numerical schemes. The codes can be used with non-commercial solvers and commercial software for time-domain simulations of light propagation in dispersive media, which are experimentally characterized with GDA models.
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1. Introduction

Realistic numerical modeling of light-matter interaction requires accurate broadband approximations of the dispersive dielectric functions. The dispersion models used in the frequency domain for characterizing optical materials are very diverse. Models that substitute the tabulated experiment-based descriptions of the dielectric function are commonly used in variable angle spectroscopic ellipsometry (VASE) and frequency-domain (FD) simulations. However, only a limited subset of these frequency-domain models are directly applicable to time-domain simulations. To be efficient in the time domain (TD), the dielectric function must be computed recursively in time through a numerical approximation of either the auxiliary differential equations or a convolution integral. This requirement significantly limits the classes of available approximants. This is why standard methods of computational
electromagnetics in the time domain (e.g. [1]) are utilized only for classical models, such as the Lorentz damped oscillator, Debye relaxation, and Drude plasma models.

The classical models are most appropriate for crystalline solids, where all oscillators of a given class are immersed in the same local environment. In contrast to crystalline solids, the local environment in amorphous materials is not uniform; its variations create inhomogeneous broadening of the resonant line-shape. A convolution model of such broadening was initially proposed by Efimov et al. [2, 3] and later by Brendel and Bormann [4]. This model treats absorption bands as a set of Gaussian distributions of homogeneously broadened Lorentz oscillators. To satisfy causality the approach was initially amended by De Sousa Meneses [5]. Recently, a new, fully-causal and asymptotically consistent fix of the Efimov convolution has been proposed by Orosco et al. and used to approximate the dielectric functions of metals [6, 7].

If the inhomogeneous broadening is much larger than the homogeneous linewidth, then the absorption bands can be approximated by isolated Gaussian distribution peaks, providing a simple, experiment-based approximation to the convolution models. This approach — Gaussian dispersion analysis (GDA), proposed by McDonald et al. [8] and improved by Kefee [9] — is one of the most application-critical approximations commonly used to characterize the broadband dielectric function of polycrystalline and amorphous materials with disorder including oxides [10–12], polymers [13–17], metals [18–19], and as an additional term to fit the complicated dispersive behavior of other disordered solids, such as, for example, phase change materials [20–22]. With this approach, the imaginary part of a dispersive dielectric function, \( \Im \epsilon(\omega) = \epsilon''(\omega) \), is presented as a sum of Gaussian absorption terms \( \chi''_G(\omega, i) \) that may correspond to separate oscillations in the phonon density of states and disordered light-matter interactions in the ultra-violet bands

\[
\epsilon''(\omega) = \sum_i \chi''_G(\omega, i). \tag{1}
\]

The important problem in employing the Gaussian-based dielectric functions in time-domain Maxwell solvers has not been addressed in the literature. In this paper, we adapt the dielectric function described with causal Dawson-Gauss oscillators for use with time-domain numerical solvers. To enable computationally efficient and accurate conversion from Gaussian absorption terms we use Padé approximants of argument \( s = -i\omega \). Standard numerical
fitting approaches done individually for each set of dispersion parameters are inefficient and important asymptotic properties and symmetries could be lost. Hence, we derive explicit formulas for the approximants, preserving their analytical properties and connection to parameters of the original dispersion formula.

The paper includes all the code prototypes for (i) analytically-derived Padé approximants of different orders, and (ii) coupling of the converted model with a generic TD solver written in a high-level interpreted language (MATLAB) that could be ported to other languages if needed. For simplicity, we use the classical Yee’s Finite Difference Time Domain (FDTD) scheme [23], however the technique can be used with other explicit or implicit TD schemes, including Discontinuous Galerkin Time Domain (DGTD) [24], Finite Volume Time Domain (FVTD) [25], Finite Element Time Domain (FETD) [26], or higher-order FDTD schemes [27]. This paper and codes are intended to allow for seamless integration of Gaussian dispersion analysis derived dielectric functions into commercial software as well as non-commercial Computational Electromagnetics (CEM) and multiphysics codes. For example, the proposed approach was successfully tested with commercial time-domain solvers, ANSYS Lumerical (FDTD) and COMSOL Multiphysics (DGTD).

2. Mathematical Model

In this section, we describe a mathematical model of light propagation in a dispersive medium characterized by a finite set of Gaussian absorption profiles. First in Section 2.1 we introduce the dielectric function for an isolated Dawson-Gaussian oscillator in causal analytical form. Then we introduce a generalized dispersive material (GDM) formulation [28, 29] in terms of the Padé approximants in Section 2.2. The GDM formulation is used later in Section 3.1 to adapt the Gaussian-based models for TD solvers. In the final Section 2.3, the universal TD-compatible GDM dielectric function is coupled with Maxwell equations to model light propagation in a dispersive medium.

2.1. Gaussian Absorption Model

In the Gaussian model, the material absorption is characterized by a Gaussian distribution $Ae^{-(\omega-\Omega)^2/\sigma^2}$ with a given amplitude $A$, center $\Omega$, and width $\sigma$. The causal, parity-consistent formulation of Gaussian absorption [9, 30]
requires adding a second term, since $\chi'$ and $\chi''$ shall be even and odd functions of frequency respectively, $\chi'(-\omega) = \chi'(+\omega)$ and $\chi''(-\omega) = -\chi''(+\omega)$ \[31\]. Thus, we arrive at the causal Dawson-Gaussian oscillator model $\chi''_G(\omega)$ that is broadly used in Gaussian dispersion analysis,

$$\chi''_G(\omega) = A \left[ e^{-(\omega-\Omega)^2/\sigma^2} - e^{-(\omega+\Omega)^2/\sigma^2} \right]. \quad (2)$$

Here we use the orange and blue colors to keep track of the formulas symmetry. The blue term is needed for causality and is mandatory for the correct Fourier transform to the time domain. However, in frequency domain solvers, the blue term can be neglected if its contribution is small. For example, if $\Omega > 3\sigma$, we have $e^{-(\omega+\Omega)^2/\sigma^2} < 2 \cdot 10^{-4}$ for all $\omega > 0$. If the Gaussian width $\sigma$ is larger than the offset of Gaussian center $\Omega$, then the positive (red) and negative (blue) peak of the Gaussian absorption are not isolated from each other, the merged absorption peak becomes asymmetric and does not correspond to an isolated normal distribution. This $\sigma/\Omega$-ratio dependent behavior should be taken into account when permittivity data is fitted with a GDA model and the physical consistency of the fit is assessed.

The real part of the causal Dawson-Gaussian model can be found from the imaginary part (2) using the Kramers-Kronig relation

$$\chi'_G(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\chi''_G(\tilde{\omega})}{\tilde{\omega} - \omega} d\tilde{\omega} = -\mathcal{H}\{\chi''_G\} = \frac{2A}{\sqrt{\pi}} \left[ F\left(\frac{\omega + \Omega}{\sigma}\right) - F\left(\frac{\omega - \Omega}{\sigma}\right) \right], \quad (3)$$

where the crossed integral sign is the Cauchy principal value integral and $F(y)$ is the Dawson function, connected to the Gaussian distribution through the Hilbert transform, $\mathcal{H}\{e^{-x^2}\}(y) = 2\pi^{-1/2}F(y)$ \[32\]. Note that while the Dawson function is an odd function $F(-x) = -F(x)$, the difference of the Dawson pair in (3) is even, in compliance with the analytical properties of the dielectric function. The resulting causal dielectric function term is $\chi_G(\omega) = \chi'_G(\omega) + i\chi''_G(\omega)$. Throughout the paper Gaussian (absorption) model refers to the causal Dawson-Gaussian dispersion model (2)-(3).

Another important relation is the connection of the Gaussian dielectric function to the Faddeeva function $w(z)$ \[33\],

$$\chi_G(\omega) = iA \left[ w\left(\frac{\omega - \Omega}{\sigma}\right) - w\left(\frac{\omega + \Omega}{\sigma}\right) \right]. \quad (4)$$
The derivation can be found in the Appendix. The Faddeeva function is an exponentially scaled complex complementary error function \( w(z) = e^{-z^2}\text{erfc}(\imath z) \) and is related to the Dawson function as \( w(z) = e^{-z^2} + 2\imath \pi^{-1/2}F(z) \). The Faddeeva function is closely related to another known special function — a plasma dispersion function, \( Z(\zeta) = \imath \sqrt{\pi} w(\zeta) \) — commonly used in the theory of linearized waves in hot plasma, with or without a magnetic bias, whenever the velocity distribution is taken to be Gaussian \([34]\).

After substitution, \( z = \imath s \), function \( w_s(s) = w(\imath s) \) becomes a Positive Real Function (PRF) of the complex argument \( s \). This follows from the fact that \( w_s(s) \) is entire and non-negative real for pure imaginary argument \( \Re[w_s(\pm \imath \omega)] = e^{-\omega^2} \geq 0 \), see for example \([35]\). By the definition, PRF is a function \( f(s) \) of a complex variable \( s \), which is (i) real-valued for real \( s \) and (ii) has a non-negative real part whenever the real part of \( s \) is positive, \( \Re[s] > 0 \Rightarrow \Re[f(s)] \geq 0 \), \([36]\). This property is important to guarantee that positive loss \( \Im(\omega) = \Re[s] > 0 \) results in non-negative absorption \( \chi''(\omega) \geq 0 \) in \([4]\), which is important for physical consistency of the dielectric function and stability of time-domain numerical schemes.

If a dielectric function is approximated for time domain modeling with a rational polynomial of order \( n \), \( \varepsilon(\omega) \approx \varepsilon_n(\omega) \), then the approximation \( \varepsilon_n(\omega) \) ideally should also maintain the non-negative absorption property for physical consistency. Testing for sufficient positive-reality (PR) conditions of rational approximation \( [-\imath \varepsilon_n(\imath s)] \) is not always straightforward, but a number of necessary PR conditions are easy to check, including constraints on the polynomial roots and coefficients that are mentioned in the next section \([2.2]\).

**Gaussian model in the time domain.** The inverse Fourier transform of the Gaussian model \((2)-(3)\) may be done by introducing Lorentzian broadening \( \Gamma > 0 \) in a convolution integral and taking the infinitely narrow band limit \( \Gamma \to +0 \),

\[
\chi_{LG}(\omega, \Gamma \to +0) = \frac{2A}{\pi} \int_{-\infty}^{\infty} \frac{xe^{-(x-\Omega)^2/\sigma^2}}{x^2 - (\omega + \imath \Gamma)^2} dx \bigg|_{\Gamma \to +0} = \chi_G(\omega). \tag{5}
\]

Performing the Inverse Fourier Transform (IFT) \( \chi_{LG}(\omega, \Gamma) \xrightarrow{\text{IFT}} \chi_{LG}(t, \Gamma) \) and taking the limit \( \Gamma \to +0 \) yields the time-domain susceptibility for the...
Gaussian model

\[ \chi_{LG}(t, \Gamma \to +0) = \frac{2A\sigma}{\sqrt{\pi}} e^{-t^2\sigma^2/4} \sin(\Omega t) \theta(t) = \chi_G(t), \]  

(6)

here we use the Heaviside step function \( \theta(t) \), the Fourier pair for a Lorentz oscillator \([14]\), and the Gaussian integral \( \int_{\mathbb{R}} e^{-c(x+b)^2} dx = \sqrt{\pi}/c, \) (\( c > 0 \)).

Initially we defined the Gaussian amplitude parameter \( A \) as the maximum absorption in (2). We can also define the time-domain amplitude parameter \( a \) and substitute \( A = a\sqrt{\pi}/(2\sigma) \) in the dielectric function formulas (2-3). Formulation with amplitude \( a \) should be used, when taking the zero-width limit \( \sigma \to +0 \) to obtain a physically consistent result.

Since the classical Lorentz oscillator has straightforward implementations in time-domain solvers, it is commonly used as a rough approximation to the Gaussian model. Figure 1 compares a Gaussian to its Lorentzian approximation with the same center \( \Omega = 4 \) and broadening (FWHM = \( 2\sigma\sqrt{\log(2)} = 1 \)) that correspond to Lorentz parameters \( \sqrt{b_0} = 4.031 \) and \( b_1 = 1.004 \) obtained from \([14]\). As can be seen in Fig. 1(abc) the Lorentz approximation fails to accurately reproduce the highly confined Gaussian absorption profile in both — the frequency and time domains. By contrast, the model derived in this paper is based on the GDM decomposition principle (discussed in Section 2.2); it gives an accurate and TD-compatible representation in terms of Coupled Oscillators (CO) even for the lowest order (\( n = 2 \)), see Section 3.1.

It is important that the time-domain representation (6) shows that the Gaussian model represents a single harmonic oscillator at frequency \( \Omega \). In contrast to the Lorentz damped oscillator with constant homogeneous scattering \( \Gamma \), the Gaussian oscillator has a time dependent scattering function \( \Gamma_G(t) = t\sigma^2/4 \) or inhomogeneous broadening. Fitting Gaussian absorption with multiple Lorentz terms in frequency domain would inevitably produce multiple non-physical oscillations. However, with the analytically constrained coupled oscillator model derived in this paper, we will see that individual phase-relaxed oscillators effectively form a single oscillator model with a slow-varying harmonic modulation that approximates inhomogeneous broadening (Lemma 2).

2.2. The Generalized Dispersive Material Model

Due to the diversity of dispersion laws in the optical range, modular approaches for the numerical implementation of dispersion in the time domain
Figure 1: Approximation of the Gaussian oscillator (solid orange line, Gauss) for $\Omega = 4$, FWHM = 1 with a Lorentzian (dashed blue line, Lorentz) and Coupled Oscillators model (this paper) that uses GDM formalism (black dashed line, CO-GDM): (a,b) the real and imaginary parts of susceptibility in the frequency domain, (c) relative error of the susceptibility approximated with a Lorentz oscillator and Coupled Oscillators, (d) susceptibility in the time domain. The lowest-order CO-GDM approximation ($n = 2$) is used in all plots.

are more efficient compared with individual implementations for each dispersion model. In modular approaches, any dielectric function can be decomposed into a sum of generic terms with a known recursive TD implementation. For example, in the TD CEM literature, dielectric functions are often approximated with multi-pole Debye relaxation models, or with a combination of Lorentz oscillator terms.

A known danger of such modular approaches is overfitting the experimentally measured dielectric function with too many parameters, producing nonphysical oscillations or relaxations. An interesting approach for evaluating model quality based on information criteria is proposed in [37]. In the method outlined in this paper, to avoid overfitting and resulting nonphysical terms, we use our prior approach [28] of building a physically-constrained rational approximation of argument $s = -i\omega$ based on general analytic properties of the dielectric function. It will be shown that the Gaussian dispersion
is approximated best by employing a number of coupled oscillator pairs with non-zero phase and possibly one Lorentzian term (not multiple Lorentzian terms as a simple model-fitting approach might suggest).

In time-domain modeling, the dielectric function is assumed to be causal ($\varepsilon(t) = 0$ for $t < 0$), and thus $\varepsilon(\omega)$ is analytic in the complex upper half-plane ($\Im[\omega] > 0$), with the real and imaginary parts connected via Kramers-Kronig relations (Hilbert transform). By substituting $\omega = \imath s$, $s \geq 0$, the Fourier transform of a causal dielectric function, $\varepsilon(\omega) = \int_{\mathbb{R}} \varepsilon(t)e^{\imath \omega t} dt$, becomes a real integral transform of a real-valued function which converges for a wide class of non-growing functions $\varepsilon(t)$. Thus, the dielectric function $\varepsilon(\omega)$ can always be represented as a rational approximation with real coefficients $p_i, q_i$ on the positive imaginary axis $\omega = \imath s$, $s \geq 0$,

$$
\varepsilon(\omega) = \varepsilon_n(\omega) \approx \frac{P_n(s)}{Q_n(s)} = \frac{p_0 + p_1 s + \ldots + p_n s^n}{q_0 + q_1 s + \ldots + q_n}, \quad s = -\imath \omega, \; p_i \in \mathbb{R}, \; q_i \in \mathbb{R}^+, \quad (7)
$$

and the domain of this definition can be analytically continued to the entire upper half-plane $\Im[\omega] \geq 0$, as long as all the poles are located in the lower half-plane. Here $n$ is the order of denominator (or number of poles). The order of the numerator is smaller or equal to $n$ due to the finite permittivity limit at infinity.

Basic properties of the linear causal dielectric function $\varepsilon(\omega)$ that should be inherited by the approximation $\varepsilon_n(\omega)$ and thus constrain coefficients $p_i, q_i$ include:

(i) **Poles property:** $\varepsilon_n(\omega)$ is analytic in the upper half-plane (causality principle). Therefore, $Q_n(s)$ is a Hurwitz polynomial, and thus its coefficients must be nonnegative, $q_i \geq 0, \; i \in \{0, n - 1\}$.

(ii) **Zeros property:** $\varepsilon_n(\omega)$ should not have zeros in the upper half-plane. Therefore $P_n(s)$ is a Hurwitz polynomial and hence its coefficients must be nonnegative, $p_i \geq 0, \; i \in \overline{0, n}$. (i.e. $\varepsilon_n^{-1}(\omega)$ is analytic in the upper half-plane).

(iii) **Non-negative absorption:** $\varepsilon_n(\omega)$ should have non-negative total absorption in the upper half-plane, i.e. $\varepsilon_n''(\omega) \geq 0$ for $\Im(\omega) > 0$.

Statements (i)-(ii) are corollaries of property (iii), which is in turn equivalent to the function $-\imath \varepsilon(\imath s)$ being a PRF of argument $s$, e.g. see criterion in [38].
Non-negativity of absorption (iii) for the classical Lorentzian with $\Gamma \geq 0$ is satisfied naturally. For non-Lorentzian dispersions, it may not be possible to achieve condition (iii) with a rational approximation, but the asymptotic version of (iii) will always follow from the approximation convergence: $\min(\varepsilon''_n(\omega)) \to 0$ as $n \to \infty$, which can be made exponentially fast with a proper approximation technique.

For cases when (iii) is not satisfied exactly, testing for properties (i)-(ii) is necessary for stable time-domain modeling. Testing for ‘positive realness’ is not always straightforward, a recent review of the PRF criteria, sufficient and necessary conditions, is presented in [35]. In general, PRF properties are long and well studied in the context of network synthesis [36, 39], and can be utilized for physical consistency and stability analysis of approximated dielectric functions in time-domain CEM.

The poles property (i) should always be tested, since it does not depend on the presence of other dispersion terms in the dielectric function (unless poles cancel during the summation of terms); therefore, the constraint on $q_i$ is mandatory. However, the zeros property (ii) and absorption property (iii) depend on other dispersion terms in the sum: selected terms and partial sums could have zeros in the upper half-plane and negative absorption that are not present in the total sum.

For example, the well known physically consistent Drude model with loss $\Gamma$ and plasma frequency $\Omega$, can be decomposed into two terms as

$$
\varepsilon_{\text{Drude}}(\omega) = \frac{\Omega^2}{s^2 + s\Gamma} = \frac{\Omega^2}{s\Gamma} - \frac{\Omega^2}{\Gamma^2 + s\Gamma}, \quad s = -i\omega.
$$

(8)

Here, condition (ii) holds for the combined fraction since $p_0 = \Omega^2 \geq 0$, but fails for the second term $p_0^{(2)} = -\Omega^2\Gamma^{-1} \leq 0$, after the conductivity pole is detached. In other words, after such decomposition, we obtain a Debye term with negative absorption, although the total Drude model does not have gain.

Similarly, when a sum of oscillators approximates the Gaussian dispersion, individual terms can have significant negative absorption, as it can be seen in Fig. 5 that cancels in the total sum. It can be shown that for a coupled oscillator pair approximating Gaussian dispersion, the properties (i)-(ii) hold as long as $\Omega > \sigma$, which is in agreement with the initial assumptions of the Gaussian model in Section 2.1.

From these examples we observe that constraints (ii)-(iii) should be applied only to each physically independent and spectrally isolated dispersion term in its complete rational representation [7].
For the time-domain implementation, we perform partial fraction decomposition of (7) assuming simple poles only (with multiplicity 1), where properties (ii)-(iii) for each individual term in the sum are relaxed for the reasons explained above. The dielectric function is represented as a unique combination of nonzero real poles $\chi^D_i(\omega)$ and conjugate pole pairs $\chi^L_{ij}(\omega)$,

$$
\varepsilon(\omega) = \varepsilon_\infty - \frac{\sigma}{i\omega\varepsilon_0} + \sum_{i=1}^{M} \chi^D_i(\omega) + \sum_{i=M+1}^{N} \chi^L_{ij}(\omega).
$$

This universal TD-compatible description of material dispersion (9) is called the generalized dispersive material (GDM) model [28]. Constants $\varepsilon_\infty$ and $\sigma$ are the high-frequency relative permittivity and conductivity parameters, respectively, and $\varepsilon_0$ is the permittivity of vacuum. Every $i^{th}$ real pole is a Debye relaxation, and its IFT in the time domain is

$$
\chi^D_{(i)}(\omega) = \frac{a_1}{b_1 - i\omega} \quad \overset{\text{IFT}}{\rightarrow} \quad a_1 e^{-b_1 t} \theta(t) = \chi^D_{(i)}(t),
$$

where $a_1 \in \mathbb{R}$ and $b_1 > 0$ are amplitude and decay parameters of the $i^{th}$ Debye term, and $\theta(t)$ is the Heaviside step function. Note, for simplicity of notation we omit the sum indices $i$ when discussing individual terms. Finally, every $i^{th}$ pole pair in the second sum is a phase-relaxed Lorentz oscillator,

$$
\chi^L_{(ij)}(\omega) = \frac{a_0 - i\omega a_1}{b_0 - i\omega b_1 - \omega^2} \quad \overset{\text{IFT}}{\rightarrow} \quad a e^{-\Gamma t} \sin(\Omega t - \varphi(t)) \theta(t) = \chi^L_{(ij)}(t),
$$

with real polynomial coefficients $a_0, a_1 \in \mathbb{R}$ and $b_0, b_1 \geq 0$. The time domain parameters of the phase-relaxed oscillator (amplitude $a$, broadening $\Gamma$, carrier frequency $\Omega$, and phase $\varphi$) may be derived from the FD coefficients as

$$
a = \frac{\sqrt{a_0^2 - a_0 a_1 b_1 + a_1^2 b_0} - a_0 - a_1 \Gamma + i a_1 \Omega}{\Omega},
$$

$$
\Gamma = b_1/2,
$$

$$
\Omega = \sqrt{b_0 - \Gamma^2},
$$

$$
\varphi = \begin{cases} 
\text{atan2}(-a_1 \Omega, a_0 - a_1 \Gamma), & \text{if } b_1^2/4 < b_0 \\
-\log \frac{a_0 - a_1 (\Gamma + i \Omega)}{a \Omega}, & \text{otherwise}
\end{cases}
$$

(12)
Note if $b_0 < b_0^2/4$, then parameters $\Omega$, $a$, $\varphi$ are purely imaginary and the time-domain response $\chi^{\varphi}(t)$ consists of two decaying exponential relaxations (10):

$$\pm 0.5 a \exp\{(-\Gamma \mp i \Omega)t \pm i \varphi\}.$$  

This case is usually referred to as an over-damped oscillator. Conversely, if $b_0 > b_0^2/4$, then all the TD parameters are real and nonnegative, $a, \Gamma, \Omega \geq 0$, and the angle $\varphi \in [0, 2\pi)$ can be uniquely defined in the code with the two-argument function $\text{atan2}(y,x)$ or alternatively with complex argument function $\text{angle}(x+1i*y)$. The backward conversion from TD parameters (12) to FD coefficients is straightforward

$$
\begin{align*}
    a_0 &= a \Omega \cos \varphi - a \Gamma \sin \varphi, \\
    a_1 &= -a \sin \varphi, \\
    b_0 &= \Omega^2 + \Gamma^2, \\
    b_1 &= 2 \Gamma.
\end{align*}
$$

If phase $\varphi$ is zero, then $a_0 = a \Omega$ and $a_1 = 0$, and thus the oscillator degenerates into a classical Lorentz oscillator

$$
\chi^L_{(j)}(\omega) = \frac{a_0}{b_0 - i \omega b_1 - \omega^2} \xrightarrow{\text{IFT}} ae^{-\Gamma t} \sin(\Omega t) \theta(t) = \chi^L_{(j)}(t). \quad (14)
$$

The phase-relaxed Lorentz model (11) can be written using TD parameters

$$
\begin{align*}
    \chi^{L\varphi}_{(j)}(\omega) &= \frac{a_0 - i \omega a_1}{b_0 - i \omega b_1 - \omega^2} = a \frac{\Omega \cos \varphi + i (\omega + i \Gamma) \sin \varphi}{\Omega^2 - (\omega + i \Gamma)^2}, \\
    \text{(15)}
\end{align*}
$$

and can be decomposed into a pair of conjugate poles

$$
\chi^{L\varphi}_{(j)}(\omega) = \frac{a}{2} \left[ \frac{e^{-i \varphi}}{\omega + i \Gamma + \Omega} - \frac{e^{i \varphi}}{\omega + i \Gamma - \Omega} \right]. \quad (16)
$$

This form, also referred to as critical points (CP) model of order $\nu = -1$, was initially used to approximate the dielectric functions of semiconductors [40, 42]. Beyond semiconductors, (16) has been successfully employed to approximate the optical properties of metals [43, 45] and gain materials [46]. The asymptotic behavior of the CP model was improved by Leng et al. [47].

The algebraic decomposition (9) indicates that with a modular GDM approach, a non-zero phase should be added to the Lorentz oscillator, making the absorption peak of the oscillator asymmetric. Using one (as in Fig. 1) or more symmetric Lorentz terms (14) to approximate Gaussian absorption results in poor accuracy and generates non-physical behavior. However, as we show in Section 3.1, a combination of just two coupled CP terms (11)
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with non-zero phase, approximates a Gaussian oscillator with a few percent of relative error. This accuracy level is sufficient for approximating most experimental data.

Summarizing Sections 2.1–2.2, we conclude that a combination of Gaussian absorption terms enables the compact, physics-driven, and accurate FD characterization of optical materials with disorder. By utilizing a GDM decomposition approach FD Gaussian models can be adapted for TD numerical schemes with acceptable accuracy. In particular this approach is physically-constrained, and computationally efficient in TD as outlined in detail in Section 3.

2.3. Dispersive Maxwell Equations

To model light propagation in dispersive media, we couple the previously discussed dispersive dielectric function \( \chi(t) \) with the time domain Maxwell equations (17). These equations connect the inducing fields — the electric and magnetic field vectors, \( \mathbf{E}(\mathbf{x},t) \) and \( \mathbf{H}(\mathbf{x},t) \), with the induced fields — the magnetic flux density \( \mathbf{B}(\mathbf{x},t) \) and electric displacement \( \mathbf{D}(\mathbf{x},t) \), where all quantities are functions of \( \mathbf{x} \) and time \( t \),

\[
\begin{align*}
\partial_t \mathbf{D} &= \nabla \times \mathbf{H}, & \mathbf{D} &= \varepsilon_0 \varepsilon \star \mathbf{E}, \\
\partial_t \mathbf{B} &= -\nabla \times \mathbf{E}, & \mathbf{B} &= \mu_0 \mathbf{H},
\end{align*}
\]  

(17)

Here \( \varepsilon_0 \) and \( \mu_0 \) are the electric permittivity and magnetic permeability in vacuum respectively. They are connected to the speed of light in vacuum via \( c_0 = 1/\sqrt{\mu_0 \varepsilon_0} \). The expression \( \varepsilon \star \mathbf{E} \) in (17) denotes a convolution in time, i.e.

\[
\mathbf{D}(\mathbf{x}, t) = \varepsilon_0 \varepsilon \star \mathbf{E} = \varepsilon_0 \int_{-\infty}^{\infty} \varepsilon(\tau) \mathbf{E}(\mathbf{x}, t - \tau) \, d\tau,
\]  

(18)

where \( \varepsilon(t) \) is a causal dielectric function, requiring that \( \varepsilon(t) = 0 \) for all \( t < 0 \). For simplicity, we assume isotropic non-magnetic optical materials (\( \mu = 1 \)), however the exact same GDM model (21) is applicable for arbitrary dispersive magnetic permeability, including magnetic Gaussian terms. GDM can also be generalized to the anisotropic and bi-anisotropic cases.

In the frequency domain, the system of equations in (17) becomes

\[
\begin{align*}
-t \omega \mathbf{D}(\omega) &= \nabla \times \mathbf{H}(\omega), & \mathbf{D}(\omega) &= \varepsilon_0 \varepsilon(\omega) \mathbf{E}(\omega), \\
-t \omega \mathbf{B}(\omega) &= -\nabla \times \mathbf{E}(\omega), & \mathbf{B}(\omega) &= \mu_0 \mathbf{H}(\omega),
\end{align*}
\]  

(19)
where the frequency domain functions are obtained through the Fourier transform of their corresponding quantities in the TD. For example, \( E(x, \omega) \) corresponds to \( E(x, t) \) via the transform pair

\[
E(x, \omega) = \int_{-\infty}^{\infty} e^{i\omega t} E(x, t) \, dt, \quad E(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega t} E(x, \omega) \, d\omega.
\] (20)

The dielectric function is usually given in the frequency domain, \( \varepsilon = \varepsilon(\omega) \), and it defines the dispersion characteristics of the material. In this paper we assume that the dispersion properties of the material are given in GDM form \( [9] \), i.e.

\[
\varepsilon(\omega) = \varepsilon_\infty - \frac{\sigma}{i\omega\varepsilon_0} + \sum_{i=1}^{N} \frac{a_{0,i} - i\omega a_{1,i}}{b_{0,i} - i\omega b_{1,i} - \omega^2} \chi_i(\omega),
\] (21)

where \( a_{0,i}, a_{1,i} \in \mathbb{R} \) and \( b_{0,i}, b_{1,i} \geq 0 \). The first-order GDM terms (i.e. Debye terms) are accounted for in the sum as a special case of \( \chi_i(\omega) \), where \( a_{0,i} = \chi_i(0) = 0 \). The conductivity term is added separately, so the case of zero pole \( a_{0,i} = b_{0,i} = b_{1,i} = 0 \) is forbidden in the sum. In the codes, conductivity and first-order GDM terms are implemented separately from the second-order GDM terms for optimized performance. The conductivity term can be implemented in Yee’s scheme without any additional storage. The first-order terms require only one additional vector storage per term, while each second-order term requires two.

The corresponding constitutive relations for electromagnetic fields in the time and frequency domains are

\[
D(t) = \varepsilon_0 \varepsilon_\infty E(t) + \sigma \int_0^t E(\tau) \, d\tau + \sum_{i=1}^{N} P_i(t),
\] (22)

\[
D(\omega) = \varepsilon_0 \varepsilon_\infty E(\omega) - \frac{\sigma}{i\omega} E(\omega) + \sum_{i=1}^{N} P_i(\omega),
\] (23)

where the partial polarization terms are \( P_i(\omega) = \varepsilon_0 \chi_i(\omega) E(\omega) \).

The FDTD-GDM method described in the next Section offers a universal second-order accurate numerical solution to the TD Maxwell equations [17][21] for light propagation in dispersive media. This FDTD-GDM method works for the dispersion models introduced through GDM decomposition.
(or approximation), including the GDM approximation of the Gaussian absorption model derived in this paper. In the FDTD-GDM method, different second-order ADE and RC numerical schemes are implemented in a universal and compact form [28, 29], including the conventional ADE, bilinear ADE, TRC, quasi-TRC, PCRC, PLRC methods.

3. Numerical implementation

The numerical implementation section contains two subsections. In Section 3.1 we derive the analytical GDM approximation of Gaussian absorption with controlled accuracy. In Section 3.2 we implement the GDM model into Yee’s FDTD scheme using a compact universal formalism applicable to various second-order-accurate ADE and RC schemes.

3.1. GDM approximation of the Gaussian absorption model

The goal of this section is to present a GDM approximation for the Gaussian absorption model to enable accurate time-domain simulations. One possible approach for generating a GDM approximation is to use optimization algorithms and fit the Gaussian data with a GDM sum. This would require solving an optimization problem for each and every combination of parameters and given materials. Also, important analytic properties and symmetries of the original Gaussian absorption may be lost. Instead of curve fitting, we analytically derive an explicit GDM formula with coefficients that are explicit functions of the Gaussian parameters \([A, \Omega, \sigma]\). This derivation consists of two steps. (1) finding a constrained minimax rational approximation of the real Dawson function \(F(x)\) with real argument \(x\), see Section 3.1.1; (2) analytical derivation of the GDM approximation for the complex Gaussian susceptibility as a function of 4 variables \(\chi_G(\omega; A, \Omega, \sigma)\) and its Fourier transform in TD, see Section 3.1.2.

In step 1, we can use known rational approximations for (i) the Dawson function \(F(x)\), and the relation \([3]\) to \(\chi'_G(\omega)\); (ii) the Gaussian function \(G(x) = e^{-x^2}\), and the relation \([2]\) to \(\chi''_G(\omega)\); or (iii) the Faddeeva function \(w(x)\) (or a closely related plasma dispersion function, \(Z(x) = i\sqrt{\pi}w(x)\)), along with the susceptibility formula \([4]\). Since the imaginary and real parts of the permittivity are connected through the Hilbert transform (Kramers-Kronig relations), it is sufficient to approximate any of the functions (i)-(iii) and then derive the complex multi-parametric susceptibility formula analytically. However, known approximations are often built for high-precision
computation of special functions with guaranteed double-precision accuracy $(10^{-15} - 10^{-13})$. Furthermore, almost all known computational algorithms use different formulas for separate segments of the complex plane where their convergence is fastest. The maximum error across the entire half-plane of a specific low-order approximation is usually unacceptably large for most known algorithms, unless a minimax optimization method is used across the entire domain.

In this paper, we focus on the lowest-order polynomials that provide a relative error at practically acceptable levels (starting from few percent). Every increase in polynomial order causes substantial increases in storage and floating point operations in TD Maxwell solvers. Worse, using higher-order polynomials can result in over-fitting and nonphysical oscillations in the time domain. The "optimal" rational approximant for a given number of poles $n$ can be found by solving a constrained minimax optimization problem. This method gives a solution with uniform and controlled exponentially converging error across the entire spectral domain, while maintaining analytical properties (such as asymptotic behaviour at infinity). The error of the $n$-th order minimax approximation (Fig. 3(a)) has a typical profile with uniform $(2n - 1)$ alternating peaks, according to the Chebyshev alternation theorem and the Remez algorithm.

To show the benefit of minimax versus non-minimax rational approximations in the literature, we compare their relative errors, for both the Dawson and Faddeeva functions. In Figure 2(b,d) the green line shows the typical error behaviour of a non-minimax method, in this case, an asymptotic 2-point Padé approximation method [48]. In this method, the coefficients for the plasma dispersion function are found by matching the asymptotic expansions at 0 and infinity. The convergence at infinity is better than the minimax method by many orders of magnitude, but the maximum error is unacceptably large. Similar behaviour is observed for other non-minimax methods: for example, the widely used McCabe’s continued fractions method [49] and Abrarov’s sampling methodology [50] require 24-25 poles to reach the same maximum error as the minimax solution with 8-9 poles. Generally, non-minimax rational approximations demonstrate exceptional performance in limited ranges, making them a good fit for segmented computational algorithms.

We also reviewed known minimax rational approximations. The earliest approximations by Hastings [51] and Cody [52] do not have the required analytical properties and/or have a limited range. Hui [53] built a minimax
approximation for the Faddeeva function on the imaginary axis $w(\imath x)$, but on the real axis its maximum error is too large, as shown in Fig. 2(a,c). Humlícek [54] built an *unconstrained* minimax rational approximation for the Dawson function. The maximum error compared to our approximation is only slightly better, achieved at the cost of constant non-converging error at the infinity, see Fig. 2(c). This is not desirable for time-domain simulations. Finally, both Lether [55] and Sykora [56] solved the same constrained minimax optimization problem for the Dawson function for $2 \leq n \leq 6$. Lether finds a near-minimax constrained solution through the modified Remez algorithm. His approximations have a slight deviation from the true constrained minimax solution presented in this paper, see Fig. 13(a). Sykora attempts to find the constrained minimax optimum numerically, but doesn’t reach the global minimum for orders $4 \leq n \leq 6$, see Fig. 2(b,d).

![Figure 2: Comparison of the Dawson/Faddeeva rational approximation errors using our constrained minimax optimization (Table 9-11) (solid blue line, “this paper”) versus known approximations to Dawson/Gauss/Faddeeva functions for $n = 7$ (Left column: solid red line, Humlíček [54] and solid green line, Hui [53]), and $n = 4$, (Right column: solid red line, Sýkora [56] and solid green line, Martín [48]). Conversion between the approximation coefficients for Dawson/Faddeeva functions is done using Eqs. (27-29). The orders $n = \{7, 4\}$ are chosen to match the published data.](image-url)

As we can see from the comparison of these different approximation ap-
proaches, finding a *constrained minimax rational approximation* to the Dawson function gives the lowest-order approximation for a given maximum error to the Faddeeva function on the real axis with the correct asymptotic behaviour. This approach is used in the next Section 3.1.1.

3.1.1. Rational approximation of the Dawson function

We seek a rational approximation $F_n(x)$ of the Dawson function $F(x)$ that satisfies the following analytical properties of $F(x)$:

(i) odd parity $F(-x) = -F(x)$;

(ii) at $x = 0$ all even derivatives vanish, $F^{(2k)}(0) = 0$ for all $k > 0$;

(iii) at $x = 0$ the first derivative is equal to one, $F'(0) = 1$;

(iv) asymptotic behavior $F(x) \approx 0.5x^{-1}$ as $x \to \infty$.

Such an approximation thus should have the form

$$F(x) \approx F_n(x) = \frac{\sum_{i=0}^{n-1} p_i y^i}{\sum_{i=0}^{n-1} q_i y^i}, \quad y = x^2, \quad n \geq 2,$$

where the coefficients are real positive numbers, $p_i, q_i > 0$, and the properties (iii) and (iv) enforce constraints $p_0/q_0 = 1$ and $q_n = 2p_{n-1}$, respectively. The approximation order $n$ defines the order of the denominator and thus the number of poles. Since $p_i, q_i > 0$, $F_n(x)$ does not have real positive zeros nor does it have real positive poles (in the general case, the number of zeros/poles satisfies Descartes’ rule of signs).

The lowest order we consider is $n = 2$. We skip the first-order polynomial $F_1 = x/(1 + 2x^2)$, since it gives a 40% error when the coefficients are constrained by (iii)-(iv), and 25% unconstrained. The rational polynomial $F_1(x)$ corresponds to approximating the dielectric function with one Lorentz oscillator. As we have seen earlier in Fig. [1] it can not reproduce the Gaussian lineshape accurately.

Note that the initial problem of approximating a multi-parametric complex dielectric function $\chi(\omega; A, \Omega, \sigma)$ in (2-3) is reduced to approximating a real function of one real variable (24). As discussed earlier, instead of the minimizing root mean square deviation ($l_2$-norm), standard for curve fitting,
we formulate the minimax optimization problem to minimize the maximum relative approximation error ($l_\infty$-norm) to find coefficients $p_i, q_i$:

$$[p_1, \ldots, p_{n-1}, q_1, \ldots, q_{n-1}] = \arg\min_{p_1, \ldots, p_{n-1}, q_1, \ldots, q_{n-1} > 0} \max_{x \geq 0} |1 - F_n(x)/F(x)|.$$ (25)

This general constrained optimization problem is then solved numerically, using the MATLAB function \texttt{fminimax} over a finite range of arguments $x=\text{linspace}(0,20,1000)$. The function is based on a goal attainment algorithm [57]. The obtained approximations (Table 9) for $2 \leq n \leq 8$ give an ideal uniform minimax profile for the error (Fig. 3(a)) that converges exponentially for both the Dawson and Faddeeva functions (Fig. 3(d)). The approximation error goes to zero for large $x$ (Fig. 2(c,d)) because of the constraint $q_n = 2p_{n-1}$ which matches the Dawson asymptote. The solutions found are a slight improvement over Lether’s published data, $n \leq 6$ [55] with his constrained near-minimax formulation (see Fig. 13(a)) and are a significant improvement over Sykora’s published data for $n \leq 6$ [56] (see Fig. 2(b)). Also the solutions are found for an extended range of orders $2 \leq n \leq 8$ (vs. $2 \leq n \leq 6$ in [55, 56]).

The first two approximations for $n = 2, 3$ are the most important for its application in TD Maxwell solvers, and so we write them here for reference,

$$F_2(x) = x \sum_{i=1}^{n} \frac{b_i}{x^2 - a_i} = x \left( \frac{b_0}{x^2 - a_0} + 2\Re \left[ \sum_{i=1}^{\lfloor n/2 \rfloor} \frac{b_i}{x^2 - a_i} \right] \right),$$

$$F_3(x) = x \sum_{i=1}^{n} \frac{b_i}{x^2 - a_i} = x \left( \frac{b_0}{x^2 - a_0} + 2\Re \left[ \sum_{i=1}^{\lfloor n/2 \rfloor} \frac{b_i}{x^2 - a_i} \right] \right).$$ (26)

After coefficients $p_i, q_i$ are found numerically with the correct constraints, we perform partial fraction decomposition of $F_n(x)$ to $n$ individual poles, and obtain Eq. (27) (complex coefficients $a_i, b_i$ are listed in Table 9). This pole expansion is used to restore the complex function via the Hilbert transform. However, using this form directly in the optimization problem (25) would make the constraints complicated.

$$F(x) \approx F_n(x) = x \sum_{i=1}^{n} \frac{b_i}{x^2 - a_i} = x \left( \frac{b_0}{x^2 - a_0} + 2\Re \left[ \sum_{i=1}^{\lfloor n/2 \rfloor} \frac{b_i}{x^2 - a_i} \right] \right).$$ (27)

If the order of $n$ is odd then the decomposition consists of complex conjugate pole pairs ($\Re[a_i], \Im[a_i], \Re[b_i], \Im[b_i] \neq 0$) with $a_{i+[n/2]} = \overline{a_i}$ and $b_{i+[n/2]} = \overline{b_i}$,
for $i = 1, \ldots, (n-1)/2$, and one real pole $b_n = b_0 > 0$, $a_n = a_0 < 0$. If $n$ is even then the real pole vanishes ($b_0 = 0$) and the sum consists of $n/2$ conjugate pole pairs only. Poles $a_i$, as well as zeros, can be located anywhere in the complex plane except for the positive axis $x > 0$ because of the constraints $p_i, q_i > 0$. The forward and backward conversions between polynomial coefficients $[p_i, q_i]$ and pole expansion coefficients $[a_i, b_i]$ is done numerically with MATLAB functions $[b, a] = \text{residue}(p, q)$ and $[p, q] = \text{residue}(b, a, 0)$, respectively.

The corresponding approximation of the Gauss function is obtained by performing the Hilbert transform for every pole in the decomposition \[e^{-x^2} \approx G_n(x) = -\frac{2}{\sqrt{\pi}} \mathcal{H}\{F_n(x)\} = \frac{2}{\sqrt{\pi}} \sum_{i=1}^{n} \frac{b_i \sqrt{-a_i}}{x^2 - a_i}. \tag{28}\]

We used the Hilbert transform pair $x/(x^2 + c_i^2) \rightarrow -c_i/(x^2 + c_i^2)$, where $c_i = \sqrt{-a_i}$ is a principal branch square root. The transform condition $\Re[c_i] > 0$ is satisfied since the roots of the minimax Dawson solution $a_i$ are either
real and negative or complex with a nonzero imaginary part (see Table 9). The algebraic structure of the Gaussian approximation (28) is the same as the Dawson approximation (27). If \( n \) is odd then the sum has exactly one real negative pole \( a_n < 0 \) with a positive residue \( b_n \sqrt{-a_n} > 0 \) and the rest of the poles are complex conjugate pairs. If \( n \) is even then the sum consists of conjugate pole pairs only (see Table 10). The poles \( a_i \) are the same and can not be real positive numbers. In contrast to the Dawson approximation, the zeros of the Gaussian approximation can not be avoided on the positive real axis in this approach. However, the minimum negative value of the Gaussian approximation converges to zero exponentially with order \( n \). To illustrate this, we plot the logarithm of the additive inverse of the approximation \( \log[-G_n(x)] \), so that only the “criminal” negative values of \( G_n(x) \) show up for each order \( n \) in the plot (while positive values go to NaN and are not displayed), see Fig. 13(b). We can see that even approximation orders \( n \) (without the Lorentzian center) result in infinitely long negative tails, while odd orders \( n \) (with the Lorentzian center) produce finite ranges of negative values.

Summation of (27) and (28) gives the corresponding rational approximation of the Faddeeva function

\[
\begin{align*}
    w(x) \approx w_n(x) &= G_n(x) + \frac{2t}{\sqrt{\pi}} F_n^\prime(x) = \frac{2}{\sqrt{\pi}} \sum_{i=1}^{n} \frac{b_i}{(-tx) + \sqrt{-a_i}}.
\end{align*}
\]  

(29)

During this summation, the opposite pole \( [(-tx) - \sqrt{-a_i}] \) cancels out. As a result, all the poles and zeros of the approximation \( w_n(x) \) are located in the left half-plane (check Table 11). In other words, if we combine the poles back into a single rational polynomial \( w_n(\iota s) = P_n(s)/Q_n(s) \), then the resulting polynomials \( P_n(s), Q_n(s) \) are Hurwitz polynomials. This property is important for the stability of FDTD schemes (and other TD solvers). Even though the necessary positive-realness condition is met, the function \( w_n(\iota s) \) is not a PRF. For real arguments \( s \), the function \( w_n(\iota s) \) is real. But for complex arguments \( s \) with a positive real part \( \Re[s] > 0 \), the real part of the function \( w_n(\iota s) \) can achieve small negative values. It means that the dielectric function \( \varepsilon_n(\omega) \) defined by Eq. (4) can also achieve small negative values. However, the minimum negative value is proportional to the approximation error and goes to zero exponentially as the approximation order \( n \) increases, see Fig. 13(c). In that sense, the derived approximation \( w_n(\iota s) \) can be called asymptotically positive real. Real materials usually have non-zero Lorentzian
broadening ($\Gamma > 0$) in addition to the inhomogeneous broadening ($\sigma > 0$) which provides a shift $\omega \rightarrow \omega + i \Gamma$ in the complex plane and compensates for the small negative absorption values. Also, one can add numerical dissipation in the time-domain scheme, if needed, to cancel out these negligible negative absorption values.

Alternatively, approximations with strictly positive absorption can be built by posing a minimax optimization problem directly on Gaussian function. For example, the first two approximations, $G_2(x) \approx \exp^{-x^2}$ and $G_3(x) \approx \exp^{-x^2}$, in this alternative approach read

$$G_2(x) = \frac{1}{1 + 0.68488x^2 + 1.227526x^4},$$

$$G_3(x) = \frac{1}{1 + 1.121306x^2 + 0.03068x^4 + 0.546042x^6}. \tag{30}$$

These approximations, however, do not converge exponentially and give significantly larger approximation errors than the Dawson constraint minimax approach used in this paper.

The resulting pole expansions for Dawson/Gauss/Faddeeva functions and all final coefficients for TD simulations are summarized in Tables 9-11 for $2 \leq n \leq 8$. These coefficients can be used more broadly for calculating the Dawson/Faddeeva functions with a guaranteed accuracy of $10^{-7} - 10^{-3}$ depending on the order $n$, as indicated in (Fig. 3(d)). The polynomial order $n$ should be chosen depending on the required accuracy and computational complexity. The approximation $n = 2$ gives a relative error on the order of few percent, which in practice is comparable to experimental error much of the time. Higher precision, $<1\%$, is achievable with three poles ($n = 3$). The maximum number of poles calculated was $n = 8$, yielding an approximation with single machine precision, 1e-7.

Note that the constrained minimax solutions were found numerically for relatively low orders $2 \leq n \leq 8$ using standard global optimization techniques within MATLAB. The results demonstrated an ideal minimax error profile with uniform peaks (Fig. 3(a)). An ideal exponential convergence rate of the maximum error with the polynomial order $n$ is verified in Fig. 3(d) and confirms that the minimax solutions were found correctly.

We speculate that finding exponentially converging constrained minimax solutions (either numerically and/or using a modified Remez algorithm) is possible for higher orders ($n > 8$). According to the convergence figure 3(a), double precision accuracy ($10^{-15}$) is expected for $n = 16$ poles, but extended
precision arithmetics and advanced fraction decomposition algorithms may be required. For example, in the derivation of the Faddeeva function approximation, we used numerical partial fraction decomposition (with MATLAB function \texttt{residue}). Numerical partial fraction decomposition is a known ill-posed problem and likely to become inaccurate as the error approaches computer round-off for larger orders and thus special care is needed for larger orders \( n \).

### 3.1.2. GDM formula for Gaussian absorption

Before deriving the GDM formula, we summarize the previous nomenclature. First, we have the Gaussian parameters \([A, \Omega, \sigma] \) — the absorption maximum, center, and width — that define the Gaussian susceptibility function \( \chi_G(\omega) \) according to Eq. (23). From the time-domain formula (6), we see that the absorption amplitude parameter \( A \) can be swapped with the time-domain amplitude parameter \( a \) using a linear relation

\[
a = 2A\sigma/\sqrt{\pi},
\]

(31)

Second, we have fixed approximation constants \( a_i, b_i \) (see Table 9) that define a rational polynomial approximation of the Dawson function for a given number of poles \( n \),

\[
F(x) \approx F_n(x) = x \sum_{i=1}^{n} \frac{b_i}{x^2 - a_i}.
\]

(32)

Substituting the Dawson function with its rational approximation (32) in the CDG model (23), gives the following causal approximation of the susceptibility function suitable for stable FDTD simulations (Lemma 1).

**Lemma 1** (General oscillator formula for Gaussian absorption). The Gaussian absorption model can be approximated with a sum of phase-relaxed damped oscillators in the time domain

\[
\chi_G(t; a, \Omega, \sigma) = ae^{-t^2\sigma^2/4} \sin(\Omega t)\theta(t) \\
\approx \sum_{i=1}^{n} a_i e^{-\Gamma_i t} \sin(\Omega_i t - \varphi_i)\theta(t) = \chi_G^n(t; a, \Omega, \sigma).
\]

(33)
The latter can be equivalently written in the frequency domain

\[
\chi_G(\omega; a, \Omega, \sigma) = \frac{a}{\sigma} \left[ F \left( \frac{\omega + \Omega}{\sigma} \right) - F \left( \frac{\omega - \Omega}{\sigma} \right) \right] + \\
\frac{ia \sqrt{\pi}}{2\sigma} \left[ e^{-(\omega-\Omega)^2/\sigma^2} - e^{-(\omega+\Omega)^2/\sigma^2} \right] \approx \\
\sum_{i=1}^{n} a_i c_i \cos \varphi_i + \epsilon (\omega + i \Gamma_i) \sin \varphi_i \]

\[
\sum_{i=1}^{n} \frac{a_i c_i}{\Omega_i^2 - (\omega + i \Gamma_i)^2} = \chi^n_G(\omega; a, \Omega, \sigma).
\]

(34)

The oscillator parameters \([a_i^c, \Omega_i^c, \Gamma_i^c, \varphi_i^c] \) are explicit functions of Gaussian parameters \([a, \Omega, \sigma]\) and approximation constants \([a_i, b_i]\) from Table 9:

\[
a_i^c = 2 |b_i| a, \quad \text{[amplitude]}
\]

\[
\Gamma_i^c = \Re [\sqrt{-a_i} \sigma], \quad \text{[broadening]}
\]

\[
\Omega_i^c = \Im [\sqrt{-a_i} \sigma + \Omega], \quad \text{[center]}
\]

\[
\varphi_i^c = \text{arg}[b_i]. \quad \text{[phase]}
\]

Here \(\text{arg}[z]\) is an argument function of a complex number \(z\) (can be computed using \(\text{angle}(z)\) or \(\text{atan2}(\text{imag}(z), \text{real}(z))\) in MATLAB). The square root denotes the principal branch \((\Re(\sqrt{z}) \geq 0)\). One way of proving Lemma 1 is to substitute the Faddeeva function with its approximation (29) into the frequency domain susceptibility formula (4), and then use formulas (12) to find the time-domain oscillator parameters.

In Figure 4 we perform an approximation error check for the complex susceptibility function obtained in the Lemma 1. As expected, the error converges exponentially with approximation order \(n\).

Lemma 1 together with Table 9 of coefficients \([a_i, b_i]\) gives a GDM representation (21) of the Gaussian dispersion. More specifically, the GDM parameters \([a_0, a_1, b_0, b_1]\) can be found as simple expressions of the oscillator parameters \([a_i^c, \Gamma_i^c, \Omega_i^c, \varphi_i^c]\) using formulas (13). This GDM model can be seamlessly implemented in TD solvers using either Auxiliary Differential Equation (ADE) or Recursive Convolution (RC) implementations for each oscillator. Numerical implementation of arbitrary dispersion in GDM form is presented in detail in Section 3.2 for the FDTD method. Obtained polarization recursions can be also coupled to other TD Maxwell solvers.
It is important that the parameters of the approximation model are derived analytically. In contrast to models generated via mathematical fitting of multivariate curves containing many Gaussian terms, this analytical approach does not require a new fitting procedure for every set of parameters. This allows us to retain connections with the original physics of the Gaussian profile as well as use Gaussian models already available from VASE measurements in the time domain.

The lowest order approximations, $n = 2$ and $n = 3$, in particular provide an efficient, stable, and accurate technique for simulating Gaussian dispersion in the time domain with just 2 and 3 oscillators respectively. For the reader’s convenience, these cases are formulated as separate corollaries of Lemma 1 with included constants.

**Corollary 1A (Two-oscillator model for Gaussian absorption).** The Gaussian absorption model in Eqs. (2-4) can be approximated within a few percent error with two symmetrically detuned coupled oscillators in the time domain

$$
\chi_G(t; a, \Omega, \sigma) \approx \alpha_1 a e^{-\gamma_1 t} \left[ \sin((\Omega + \omega_1) t - \varphi_1) + \sin((\Omega - \omega_1) t + \varphi_1) \right] \theta(t) = \chi_G^2(t; a, \Omega, \sigma). \quad (36)
$$
The latter can be equivalently written in the frequency domain

\[
\chi_G(\omega; a, \Omega, \sigma) \approx \alpha_1 a \left[ \frac{(\Omega + \omega_1 \sigma) \cos \varphi_1 + i(\omega + i\gamma_1 \sigma) \sin \varphi_1}{(\Omega + \omega_1 \sigma)^2 - (\omega + i\gamma_1 \sigma)^2} + \frac{(\Omega - \omega_1 \sigma) \cos \varphi_1 - i(\omega + i\gamma_1 \sigma) \sin \varphi_1}{(\Omega - \omega_1 \sigma)^2 - (\omega + i\gamma_1 \sigma)^2} \right] = \\
\alpha_1^2 \left[ \frac{e^{-i\varphi_1}}{\omega + i\gamma_1 \sigma + (\Omega + \omega_1 \sigma)} - \frac{e^{i\varphi_1}}{\omega + i\gamma_1 \sigma - (\Omega + \omega_1 \sigma)} + \frac{e^{i\varphi_1}}{\omega + i\gamma_1 \sigma + (\Omega - \omega_1 \sigma)} - \frac{e^{-i\varphi_1}}{\omega + i\gamma_1 \sigma - (\Omega - \omega_1 \sigma)} \right] = \chi^2_G(\omega; a, \Omega, \sigma). \tag{37}
\]

Here the approximation constants are \( \alpha_1 = 2|b_1| = 1.046764, \gamma_1 = \Re[\sqrt{-a_1}] = 0.861192, \Omega_1 = \Im[\sqrt{-a_1}] = 0.550392, \varphi_1 = \arg[b_1] = 1.072804. \)

Note that the initial condition of the envelope \( \chi^2_G(t) \sin^{-1}(\Omega t)|_{t \to 0^+} = a \) is satisfied since \( 4\Re[b_1] = 1. \)

**Corollary 1B** (Three-oscillator model for Gaussian absorption). The Gaussian absorption model in Eqs. (2,3,6) can be approximated with <1% error with a central Lorentz oscillator and two coupled oscillators in the time domain

\[
\chi_G(t; a, \Omega, \sigma) \approx a \left[ \alpha_0 e^{-\gamma_0 \sigma t} \sin(\Omega t) + \right.
\]

\[
\left. \quad \alpha_1 e^{-\gamma_\sigma t} \left( \sin((\Omega + \omega_1 \sigma)t - \varphi_1) + \sin((\Omega - \omega_1 \sigma)t + \varphi_1) \right) \right] \theta(t) = \chi^3_G(t; a, \Omega, \sigma). \tag{38}
\]
The latter can be equivalently written in the frequency domain

\[
\chi_G(\omega; a, \Omega, \sigma) \approx a \left[ \frac{\Omega}{\Omega^2 - (\omega + i\gamma_0 \sigma)^2} \right]^4 + 
\frac{\alpha_1 (\Omega + \omega_1 \sigma) \cos \varphi_1 + i(\omega + i\gamma_1 \sigma) \sin \varphi_1}{(\Omega + \omega_1 \sigma)^2 - (\omega + i\gamma_1 \sigma)^2} + 
\frac{\alpha_1 (\Omega - \omega_1 \sigma) \cos \varphi_1 - i(\omega + i\gamma_1 \sigma) \sin \varphi_1}{(\Omega - \omega_1 \sigma)^2 - (\omega + i\gamma_1 \sigma)^2} \right] = \chi_G^3(\omega; a, \Omega, \sigma).
\]

Here the approximation constants are \( \alpha_0 = 1.7253301, \gamma_0 = 1.0778291, \alpha_1 = 0.6444771, \gamma_1 = 1.0161543, \omega_1 = 1.02283141, \varphi_1 = 2.16847802. \)

As before, the initial condition of the envelope \( \chi_G^2(t)/\sin(\Omega t)|_{t \to 0^+} = a \) is satisfied since \( 2 \sum_{i=1}^{n^2} b_i = 1. \)

Lemma 1 (for arbitrary \( n \)) gives a powerful universal algorithm to adapt any inhomogeneous broadening profile, described by a Lorentz model convoluted with an arbitrary symmetric (with zero skewness) probability density function (PDF) with a given variance \( \sigma \), for time-domain simulations. Oscillator parameters [33] in Lemma 1 can be further analyzed depending if the pole is real or complex.

**Lorentz oscillator.** In case of a real pole, which is present only for odd \( n \) and has the 0-th index by notation, see Eq. (27), \( a_0 < 0, b_0 > 0 \), we obtain a classic damped Lorentz oscillator with zero phase \( \varphi_0^i = 0 \) and aligned to the Gaussian center \( \Omega_0^0 = \Omega. \)

**Pair of Coupled Oscillators (CO).** In case of a complex pole, there exist a matching conjugate pair, (indexed by \( i, i + \lfloor n/2 \rfloor \), as in Eq. (27)): \( a_{i+\lfloor n/2 \rfloor} = \overline{a_i}, b_{i+\lfloor n/2 \rfloor} = \overline{b_i}. \) The parameters of the two coupled oscillators, \( i \) and \( i + \lfloor n/2 \rfloor \), are not independent, both oscillators share:

- identical amplitude, \( a_c^i = a_{c,i+\lfloor n/2 \rfloor} = 2|b_i|a \), defined by the residue constant \( |b_i| \) and scaled by the Gaussian amplitude parameter \( a \);
- identical broadening \( \Gamma_c^i = \Gamma_{c,i+\lfloor n/2 \rfloor} = \Re[\sqrt{-a_i}]\sigma \), defined by the constant real part of the pole and scaled by the Gaussian broadening \( \sigma \);
- symmetric oscillation frequencies, \( \Omega_{c,i+\lfloor n/2 \rfloor} = \Omega \pm \Im[\sqrt{-a_i}]\sigma \), equally offset to the right and to the left from the Gaussian center \( \Omega \) and...
spread apart with Gaussian broadening $\sigma$ normalized by the constant imaginary part of the pole;

- reversed phase, $\varphi_c^i = -\varphi_{c+[n/2]}^i = \arg[b_i]$, defined by the constant residue phase that does not depend on the Gaussian parameters $[a, \Omega, \sigma]$.

From now on, the above system of two oscillators arising from conjugate poles of the Dawson approximation and formulas (35) is called a Coupled Oscillator (CO) pair. We also use the notation CO$^-$ and CO$^+$ to indicate the left-shifted and right-shifted oscillator in the pair.

Using the sum-to-product trigonometric identity, the two coupled oscillators can be combined into one oscillator with a slow varying cosine envelope (typically $|\Im[\sqrt{-a_i}]|\sigma \approx \sigma \ll \Omega$)

$$
\sum_{i\in\{j,j+[n/2]\}} a_i e^{-\Gamma_i t} \sin(\Omega_i t - \varphi_c^i) = 2a_i e^{-\Gamma_i t} \cos \left( \Im[\sqrt{-a_i}]\sigma t - \arg[b_i] \right) \sin(\Omega t) .
$$

(39)

The difference between the two oscillators, the classical Lorentz and CO pair (39), is a slowly-varying cosine modulation factor (shown in red) that is capable of efficiently approximating the Gaussian lineshape even for the smallest order $n = 2$. We can also convert the oscillator (39) into exponential notation. The result of this analysis is formulated as Lemma 2 below.

**Lemma 2** (Single oscillator approximation for Gaussian absorption). Approximation of the Gaussian absorption model from Lemma 1 can be written in the single oscillator form

$$
\chi_G(t; a, \Omega, \sigma) = \left[ e^{-t^2/4} \right] a \sin(\Omega t) \theta(t) \\
n \approx \left[ 2 \sum_{i=1}^{n} b_i e^{-\sigma t \sqrt{-a_i}} \right] a \sin(\Omega t) \theta(t) = \chi_n^{G}(t; a, \Omega, \sigma),
$$

(40)

where constant coefficients $a_i, b_i, i \in \overline{1,n}$ are listed in Table 4.

Here $a_i, b_i$ are either real with $a_i < 0$ or have a conjugate pair and thus the expression in square brackets is always real. Also, because of the minimax constraint $F_n(x)|_{x\to\infty} \approx 0.5x^{-1}$, we have $2 \sum_{i=1}^{n} b_i = 1$, and thus the TD initial condition $\chi_n^{G}(t) \sin^{-1}(\Omega t)|_{t\to0^+} = a$ is always satisfied.
Lemma 2 provides a simple pathway to deriving the time domain compatible approximation that can be applied to any model with inhomogeneous broadening. For example, Gaussian broadening in the time domain is simply substituted with complex exponentials each corresponding to a pole in the minimax approximation of the Dawson function (the Hilbert transform of the Gaussian function).

This relation also proves that the proposed approximation does not generate random, non-physical oscillations in the time domain, even for large approximation orders $n$. In fact, for any approximation order, the model represents a single oscillation with a slow-varying envelope that depends solely on parameter $\sigma$ and approximates the quadratic Gaussian lineshape with a complex exponential series. This is possible because of the correctly derived analytical form of the susceptibility function (as opposed to fitting). Every oscillator in the approximation is either (i) Lorentz at frequency $\Omega$, or (ii) a coupled oscillator pair that effectively behaves as Lorentz at frequency $\Omega$ modulated with a slow cosine envelope ($39$).

Finally, in Figure 5 we plot the contribution of each individual oscillator to the approximation vs. the exact Gaussian susceptibility, and show the changes in the oscillator ensemble vs. increasing approximation order (for $n = 2, 3, 4, 5$). When $n = 2$, the right- and left-shifted oscillators seem to be uniquely defined by the negative and positive peaks (respectively) in the real part, without cancelling each other, and thus the model is unlikely to have overfitting problems. The two asymmetric absorption terms sum up to produce a symmetric profile approximating a nearly-Gaussian absorption distribution. For $n = 3$, the addition of the Lorentz oscillator, exactly aligned to the Gaussian center, tremendously improves the accuracy from slightly noticeable deviation (few percent error) to indiscernible curves ($<1\%$ error). In this case, the central Lorentz oscillator becomes the leading contribution, while the CO pair add missing correction terms for the curve in the peak as well as in the tails. At $n = 4$, the two right-shifted oscillators (as well as the two left-shifted ones) have opposite signs and thus partially balance each other to achieve the required curve as a sum. This overcompensation trend becomes even more pronounced when $n = 5$ — the central Lorentz absorption peak increases in the positive direction while the CO pair grows in the negative direction. For $n > 5$ the amplitude of the largest term grows with the approximation order even further, thus requiring significant compensation from the additional terms.

As we show in the simulation section, the higher-order approximations
provide mathematical representations of the Gaussian absorption lines in the time domain with machine precision and are stable in TD simulations. Nonetheless, these approximations are unnecessary complicated, computationally expensive, and do not correspond to any simple physical models, compared to the simpler \( n = 2 \) and \( n = 3 \) cases. From both the physical and computational point of view, 2- and 3- oscillator models are the most appealing and likely to be used for engineering and characterization of realistic macroscopic optical responses in media with disorder.

![Graphs showing decomposition of Gaussian oscillators into various configurations](image)

Figure 5: Decomposition of the Gaussian oscillator into: (a,e) 2 oscillators — a single CO pair (CO\(_\pm\)); (b,f) 3 oscillators — Lorentz and a CO pair (L, CO\(_\pm\)); (c,g) 4 oscillators — two CO pairs (CO1\(_\pm\), CO2\(_\pm\)); (d,h) 5 oscillators — Lorentz and two CO pairs (L, CO1\(_\pm\), CO2\(_\pm\)). Parameters \( A = 1, \Omega = 4 \) and \( \sigma = 0.6 \) are used for the plots.

For an arbitrary, \( N \)-term Gaussian absorption model with parameters \( A_j, \Omega_j, \sigma_j, (j = 1, N) \), the GDM coefficients, \( a_{0,i}, a_{1,i}, b_{0,i}, b_{1,i}, (i = 1, nN) \) and the resulting dielectric function \( \varepsilon(\omega) = \sum_{i=1}^{nN} (a_{0,i} - \omega a_{1,i})/(b_{0,i} - \omega b_{1,i} - \omega^2) \) for a given approximation order \( n \) can be calculated using the MATLAB function \([\text{Eps},a0,a1,b0,b1] = \text{Gauss}\_n(n,w,A,W,sig)\) included in our software package MADIS.

### 3.2. FDTD-GDM method for light propagation in dispersive media

In this section, we extend Yee’s classical FDTD scheme \([23]\) for solving Maxwell equations \([17]\) to the general dispersive case, where an arbitrary dielectric function is given in the GDM form \([21]\). These dispersive FDTD-GDM schemes were originally published in \([28]\) and \([29]\). In this section we present a brief recap with detailed reference to the codes.
We begin by constructing explicit numerical schemes that recursively calculate the local response \( P_i = \epsilon_0 E(a_{0,i} - i\omega a_{1,i})/(b_{0,i} - i\omega b_{1,i} - \omega^2) \) in the time domain from the known electric field \( E(t) \). Different schemes can be derived with either (a) finite-difference approximation of the differential equation on \( P_i \) – this method is called the Auxiliary Differential Equation (ADE) method, see Section 3.2.1 or (b) numerical integration of the convolution integral – this method is called Recursive Convolution (RC) method, see Section 3.2.2. Here both ADE and RC schemes are implemented with a universal scheme, where a table of coefficients is built for 6 different second-order RC and ADE schemes and can be extended to other schemes. The last step in Section 3.2.3 couples the obtained universal recursion on \( P_i \) to a numerical solution of Maxwell equations through the full polarization vector \( P = \sum_i P_i \) with a compact universal scheme.

In sections 3.2.1–3.2.2, the goal is to write an explicit scheme for the recursive calculation of each \( P_i \) in the GDM sum (21) independently. For simplicity of notation the index \( i \) is omitted in these sections and only one GDM term is assumed,

\[
P = \epsilon_0 E \frac{a_0 - i\omega a_1}{b_0 - i\omega b_1 - \omega^2}.
\]  

(41)

In section 3.2.3, where the full system of numerical equations is derived, we return to the full multi-term notation.

3.2.1. Auxiliary Differential Equation (ADE) schemes

The ADE method of incorporating dispersion can be used when the dielectric function gives an immediate ordinary differential equation (ODE) for the polarization terms. In the case of the single-term GDM model, the polarization equation (41), after substituting \(-i\omega\) with time derivative \( \dot{f}(t,x) = \partial f/\partial t \), gives a second-order ODE

\[
P + b_1 \dot{P} + b_0 P = \epsilon_0 \left( a_1 \dot{E} + a_0 E \right).
\]  

(42)

To solve (42) numerically we introduce the finite time step \( \tau \) and use the discrete function notation \( f^n \approx f(n\tau,x) \) that approximates the solution. We seek a second-order accurate scheme, since \( P^n \) will be coupled to the second-order Yee’s scheme for Maxwell equations.

ADE scheme. The most common second-order ADE scheme for dispersion models (called “ADE” in this paper) is achieved with centered derivat-
tive approximations \( \dot{f}(n\tau) \approx (f^{n+1} - f^{n-1})/(2\tau) \) and \( \ddot{f}(n\tau) \approx (f^{n+1} - 2f^n + f^{n-1})/\tau^2 \) and \( f(n\tau) \approx f^n \) on both sides of Eq. (42).

**ADE2 scheme.** An alternative second-order scheme (called “ADE2” in this paper) can be formed by replacing \( f(n\tau) \approx f^n \) with \( f(n\tau) \approx (f^n + 1 + 2f^n + f^{n-1})/4 \). This second scheme is known as the *bilinear scheme* in the literature, and it corresponds to the consistent approximation of all \( j \)-th derivatives in the GDM model with powers of the same \( z \)-transform \( (-\iota\omega)^j = (2\tau^{-1}(z - 1)/(z + 1))^j \). This way the internal states of the continuous model are followed more closely by the discrete model. Also, the bilinear scheme guarantees stability preservation. For details on the comparison of different ADE approximations and stability analysis see [58].

Both schemes can be written using centered averaging and difference operators,

\[
\mu_t f^n = \left( f^n + f^{n-1} \right)/2 \quad \text{and} \quad \delta_t f^n = (f^n - f^{n-1})/\tau,
\]

\begin{align}
(\delta_t^2 + b_1 \delta_t \mu_t + b_0) P^n &= \varepsilon_0 (a_1 \delta_t \mu_t + a_0) E^n, \quad \text{(ADE)} \quad (43) \\
(\delta_t^2 + b_1 \delta_t \mu_t + b_0 \mu_t^2) P^n &= \varepsilon_0 (a_1 \delta_t \mu_t + a_0 \mu_t^2) E^n. \quad \text{(ADE2)} \quad (44)
\end{align}

**Single pole, \( \chi = \frac{a_1}{b_1 - \iota\omega} \).** The subcase of \( a_0 = b_0 = 0 \) is treated separately from the general case, since it allows for the reduction of (42) to a first-order ODE

\[
\dot{P} + b_1 P = \varepsilon_0 a_1 E,
\]

and thus can be implemented with reduced computational cost. Second-order accuracy can be achieved with the Crank-Nicolson scheme

\[
(\delta_t^- + b_1 \mu_t^-) P^n = \varepsilon_0 a_1 \mu_t^- E^n. \quad (46)
\]

where \( \mu_t^- f^n = (f^n + f^{n-1})/2 \) and \( \delta_t^- f^n = (f^n - f^{n-1})/\tau \) are backward averaging and difference operators.

After substituting operators and factoring similar terms, all three schemes \((43, 44, 46)\) can be written in the same form, as an explicit universal recursion

\[
P^{n+1} = \beta_1 P^n + \beta_2 P^{n-1} + \varepsilon_0 \left( \alpha_0 E^{n+1} + \alpha_1 E^n + \alpha_2 E^{n-1} \right), \quad (47)
\]

where the scheme coefficients \( \alpha_j, \beta_j \) are given in Table 2.

### 3.2.2. Recursive Convolution (RC) schemes

RC schemes are derived from the convolution integral, if the chosen numerical integration quadrature can be written in a recursive way. For a single-term
GDM dispersion model \((41)\), the convolution integral can be written using TD representations \((10)\) and \((11)\) as

\[
P(t) = \varepsilon_0 \int_{-\infty}^{\infty} \chi(\tilde{t}) E(t - \tilde{t}) d\tilde{t},
\]

with

\[
\chi(t) = \begin{cases} 
a_1 e^{-b_1 t} \theta(t), & \text{if } a_0 = b_0 = 0, \\
 ae^{-rt} \sin(\Omega t - \varphi(t)), & \text{otherwise.}
\end{cases}
\]

Parameters \(a, \Gamma, \Omega, \varphi\) are obtained from \(a_0, a_1, b_0, b_1\) using \((12)\). The susceptibility \(\chi(t)\) is a real function that is either one real exponent if \(a_0 = b_0 = 0\), or is a sum of two exponents (possibly complex).

Traditionally, formulation of RC methods (e.g., for Lorentz media) requires that the two exponents are complex conjugate. Here the derivation formulas do not use complex conjugation and work equally for the damped oscillator case \((b_0 > b_1^2/4)\) which gives two complex conjugate exponents and for the overdamped case \((b_0 < b_1^2/4)\) which gives two real decaying exponents. Recursive convolution (RC) schemes are derived regardless of \(b_0 \gtrless b_1^2/4\) for any GDM dispersion for variety of second-order quadratures, including Trapezoidal (TRC), quasi-Trapezoidal (TRC2), Piecewise Constant with second order modification (PCRC2), and Piecewise-Linear (PLRC).

**Single pole, \(\chi = \frac{a_1}{b_1 - i\omega}\).** The subcase \(a_0 = b_0 = 0\) is treated separately since it gives only one exponential term in the susceptibility and can be implemented with less computational cost than the general case.

\[
\chi(t) = Ae^{Bt} \theta(t),
\]

\[
B = -b_1,
\]

\[
A = a_1.
\]

The parameters \(A, B\) are introduced for a unified notation with the general case. For a single exponent \((50)\), the recursion for the convolution integral \((48)\) is based on the identity

\[
P(t + \tau) = e^{B\tau} P(t) + A \varepsilon_0 \int_{0}^{\tau} e^{B(\tau - \tilde{t})} E(t + \tilde{t}) d\tilde{t}.
\]

The derivation can be found in the Appendix. Note that the identity \((51)\) is derived for continuous fields (prior to any approximation). It indicates
that $P(t + \tau)$ is determined from $P(t)$ and a finite time history of $E(t)$ for $t \in [t, t + \tau]$.

Next, we assume that the integral in (51) is approximated with a two-point quadrature, leading to a recursive update formula on $P^{n+1}$

$$P^{n+1} = e^{B\tau}P^n + A\tau e_0 \left[ \theta_0 E^{n+1} + \theta_1 e^{B\tau}E^n \right],$$

(52)

where the weights $\theta_0$ and $\theta_1$ are to be determined by the quadrature rule and may depend on $B$ and $\tau$. For example, three trivial RC schemes can be built immediately using $\theta_0 = 0, \theta_1 = 1$ (left Riemann rule), $\theta_0 = 1, \theta_1 = 0$ (right Riemann rule), and $\theta_0 = \theta_1 = 1/2$ (trapezoidal rule, or TRC). Out of three, only the TRC scheme is second-order accurate. TRC was used in one of the first works on dispersive Yee’s scheme by Bui et al. in 1991, and even earlier in Bui’s master’s thesis from 1990 [59]. This seems to be independent from the first Leubbers et al. work the same year [60]. The left Riemann rule was used in another classic work on dispersive FDTD by Hawkins&Kallman in 1993 [61], where it was referred to as “rectangular quadrature”, but it is only first-order accurate.

Perhaps the most famous works on dispersive FDTD are by Luebbers et al. [60, 62, 63], frequently called “the original RC method”, also referred to as “(FD)$^2$TD” by the authors (Frequency Dependent FDTD). The method name was later established as PCRC (Piecewise Constant RC) or sometimes simply CRC. In PCRC, the electric field in the integral (51) is taken as constant $E(t+\tilde{t}) \approx E(t+\tau)$, while the exponential susceptibility is integrated exactly

$$\int_0^\tau e^{B(\tau-\tilde{t})}E(t+\tilde{t}) d\tilde{t} \approx E(t+\tau)\frac{e^{B\tau} - 1}{B}. \quad (53)$$

This approximation corresponds to $\theta_0 = (B\tau)^{-1}(e^{B\tau} - 1), \theta_1 = 0$ and is also only first-order accurate.

In 1995 Siuchansian&LoVetri followed Luebbers approach and increased the accuracy to second order by using the trapezoidal rule for the electric field $E(t+\tilde{t}) \approx E(t+\tau)/2 + E(t)/2$ in the integral (51) (while still integrating the exponential susceptibility exactly) [64, 66]

$$\int_0^\tau e^{B(\tau-\tilde{t})}E(t+\tilde{t}) d\tilde{t} \approx \frac{e^{B\tau} - 1}{2B} \left[ E(t+\tau) + E(t) \right]. \quad (54)$$

To avoid confusion with the pure trapezoidal (TRC) rule ($\theta_0 = \theta_1 = 1/2$), the approximation (54) is sometimes called the quasi-trapezoidal (quasi-TRC) and corresponds to ($\theta_0 = (B\tau)^{-1}(e^{B\tau} - 1)/2, \theta_1 = \theta_0 e^{-B\tau}$).
In 1996 and 1998 two second-order RC schemes were published by Luebbers & co-authors based on his original first-order RC scheme. In [67] they used a piecewise linear approximation of the electric field $E(t + \tilde{t}) \approx E(t) + \tilde{t} (E(t + \tau) - E(t)) / \tau$ in the integral (51). Integration gives

$$\int_{0}^{\tau} e^{B(\tau - \tilde{t})} E(t + \tilde{t}) \, d\tilde{t} \approx \frac{e^{B\tau} - 1 - B\tau}{B^{2\tau}} E(t + \tau) + e^{B\tau} \frac{e^{-B\tau} - 1 + B\tau}{B^{2\tau}} E(t).$$

(55)

This RC approximation is called Piecewise Linear (PLRC). In the second scheme [68] authors used the same piecewise constant approximation of the electric field as in original PCRC, but shifted the quadrature points to half steps, which corresponds to $\theta_{0,1} = (B\tau)^{-1} (\pm e^{\pm B\tau/2} \mp 1)$. This recursive approximation is called PCRC2.

Table I provides a universal list of weights calculated for all the mentioned quadrature rules conventionally used in the literature for RC-FDTD schemes, mainly for Debye and Lorentz media. Using such parameterization through coefficients $\theta_0, \theta_1$, we will implement all the different second-order RC schemes for a general GDM model with the same algorithm and computational cost. Despite the existing discussions in the FDTD literature on the differences in computational cost of different RC and ADE schemes (e.g. [66]) we will show that all these approximations can be implemented in the exact same scheme with different coefficients and thus are computationally equal. Note that in the case of a zero pole, e.g. Drude model ($b_0 = a_1 = 0$) the limiting value of the weights $\theta_{0,1}$ with $\beta \to 0$ should be used for proper numerical integration.

In this manuscript, the polarization equation is coupled to the second-order Yee’s FDTD scheme. To maintain the order of accuracy it is best to use second-order RC schemes, for example, TRC, TRC2, PCRC2, and PLRC. This enables global second-order accuracy in the coupled RC-FDTD Yee’s scheme.

**General case**, $\chi = \frac{a_0 - i\omega a_1}{b_0 - i\omega b_1 - \omega^2}$. In this case, the susceptibility is a sum
Table 1: Weights for first and second order RC schemes (52). Note that if $B = 0$ then the expressions should be treated as limit $B \to 0$.

| $\theta_0$ | $\theta_1$ | Order | Method                        |
|------------|------------|-------|-------------------------------|
| 1          | 0          | 1     | Right Riemann                 |
| 0          | 1          | 1     | Left Riemann (or “Rectangular” [61]) |
| $e^{B\tau} - 1 \approx 1$ | 0 | 1 | PCRC (Piecewise Constant [60, 62, 63]) |
| $1/2$      | $1/2$      | 2     | TRC (Trapezoidal [59])        |
| $e^{B\tau} - 1/2 \approx 1$ | $1/2$ | 2 | quasi-TRC (quasi-Trapezoidal [64-66]) |
| $e^{B\tau/2} - 1 \approx 1$ | $1/2$ | 2 | PCRC2 (Piecewise Constant [65]) |
| $e^{B\tau} - 1 - B\tau/(B\tau)^2 \approx 1$ | $1/2$ | 2 | PLRC (Piecewise Linear [67]) |

of two exponents, see (49)

$$\chi(t) = A^+ e^{B^+ t} \theta(t) + A^- e^{B^- t} \theta(t),$$

$$B^\pm = -b_1/2 \pm i \sqrt{b_0 - b_1^2/4},$$

$$A^\pm = \pm a_0 + a_1 B^\pm / 2i \sqrt{b_0 - b_1^2/4}.$$  \hfill (56)

where the two terms are not necessarily complex conjugate to each other and could be both real. This generality allows for overdamped cases ($b_1^2/4 > b_0$), including the Drude term ($a_1 = b_0 = 0$).

Applying the recurrence (51) for each complex exponential term in (56), and then combining them into a single real-valued recurrence gives the same form of the numerical scheme as ADE methods (47). Full derivation of this RC recurrence is presented in the Appendix. The resulting $\theta_{0,1}$-dependent real coefficients $\alpha_i, \beta_i$ for all RC schemes are summarized in Table 2. Here the weights $\theta_{0,1}^+$ and $\theta_{0,1}^-$ are taken according to the chosen RC quadrature using Table 1 where $\theta_{0,1}^+ = \theta(B = B^+)$ and $\theta_{0,1}^- = \theta(B = B^-)$ respectively.
Note that all the coefficients $\alpha_j, \beta_j$ in the table are real since $A^\pm, B^\pm$ are either real or complex conjugate $A^+ = \overline{A^+}, B^+ = \overline{B^+}$.

Thus we unified the ADE and RC schemes into a universal stencil with real recursive accumulators and coefficients, so that switching between schemes in the program does not change data types or memory requirements.

In general, an RC scheme can be constructed if the convolution kernel is expressed as a sum of exponents with a linear argument. The non-linear (quadratic) argument in the Gaussian model (6) significantly complicates its RC (and ADE) realization. Instead of finding a way of direct implementation of (6) we use our oscillator approximation model in Section 3.1 that is accurate and computationally cheap.

3.2.3. Compact universal GDM-FDTD scheme

The universal ADE and RC formulation (47) with coefficients in Table 2 can now be coupled to the classic second-order Yee’s scheme for Maxwell equations (e.g. [1]) through the polarization vector $P = \sum_{i=1}^{N} P_i$. Thus we obtain the following universal scheme for solving Maxwell’s equation with GDM dispersion (17,21)

$$
\begin{align*}
\mu_0 \delta_t H^{n+1} & = -\nabla_h \times E^{n+1}, \\
\varepsilon_0 \varepsilon_{\infty} \delta_t E^{n+1/2} & = \nabla_h \times H^{n+1/2} - \sigma \mu_t E^{n+1/2} - \delta_t \sum_{i=1}^{N} P_i^{n+1/2}, \\
P_i^{n+1} & = \beta_{1,i} P_i^n + \beta_{2,i} P_i^{n-1} \\
& \quad + \varepsilon_0 (\alpha_{0,i} E^{n+1} + \alpha_{1,i} E^n + \alpha_{2,i} E^{n-1}), \quad i \in \overline{1,N}.
\end{align*}
$$

Here the numerical operators as before are $\delta_t f^n = (f^{n+1/2} - f^{n-1/2})/\tau$ and $\mu_t f^n = (f^{n+1/2} + f^{n-1/2})/2$, and coefficients $\alpha_{i,j}, \beta_{j,i} \in \mathbb{R}$ depend on the particular choice of ADE or RC approximation, and are shown in Table 2.

We choose to keep the contracted notation for the approximation operator $\nabla_h$ of the gradient ($h$ — spatial step) without explicitly writing the spatial indices. We assume the classic leap-frog Yee’s scheme is used for space. The formulas (57) only show the modification of the time stencil required for the dispersion implementation. The full spatio-temporal implementation in 1D can be found in the MADIS codes and can easily be extended to the full 3D case.

In contrast with conventional approaches, where each scheme requires a separate implementation, the generalized form (57) offers a convenient route
to implement various ADE and RC schemes within the same core code with a conditional operator that sets the values of $\alpha_{j,i}$ and $\beta_{j,i}$ for the specific scheme desired.

Also, while conventional RC implementation relies on complex conjugation and does not support the over-damped case with real poles ($b_1 \leq b_0^2/4$), the universal implementation (57) operates with real coefficients and functions and thus works for any generic second-order GDM term without this restriction. In both cases, ($b_1 > b_0^2/4$) and ($b_1 < b_0^2/4$), Table 2 produces correct real coefficients for a universal scheme without restrictions on $b_0, b_1$.

Table 2: Coefficients $\alpha_j$ and $\beta_j$ for the universal implementation of ADE and RC schemes $P^{n+1} = \beta_1 P^n + \beta_2 P^{n-1} + \varepsilon_0 (\alpha_0 E^{n+1} + \alpha_1 E^n + \alpha_2 E^{n-1})$

|   | ADE | ADE2 | RC |
|---|-----|------|----|
| $\beta_0$ | $2 + b_1 \tau$ | $2 + b_1 \tau$ | - |
| $\beta_1$ | $\frac{2 - b_1 \tau}{\beta_0} e^{B \tau}$ | $\frac{4 - 2b_0 \tau^2}{\beta_0} - \frac{8 - 2b_0 \tau^2}{\beta_0}$ | $2 e^{-\Gamma \tau} \cos \Omega \tau$ |
| $\beta_2$ | $0$ | $-2 + b_1 \tau$ | $-4 + 2b_1 \tau - b_0 \tau^2$ |
| $\alpha_0$ | $\frac{a_1 \tau}{\beta_0} A \tau \theta_0$ | $\frac{a_1 \tau}{\beta_0}$ | $\frac{2a_1 \tau + a_0 \tau^2}{\beta_0}$ |
| $\alpha_1$ | $\frac{a_1 \tau}{\beta_0} A \tau \theta_1 e^{B \tau}$ | $\frac{2a_0 \tau^2}{\beta_0}$ | $\frac{2a_0 \tau^2}{\beta_0}$ |
| $\alpha_2$ | $0$ | $\frac{a_1 \tau}{\beta_0}$ | $\frac{-2a_1 \tau + a_0 \tau^2}{\beta_0}$ |

Furthermore, as shown in [28], the universal implementation (57) can be written in a compact form to calculate $E^n$ with two real recursive accumulators $\Psi_i$ and $\Phi_i$ and therefore requires fewer floating-point operations
The resulting compact universal scheme is shown below

\[
\begin{align*}
E^{n+1} &= \xi_0^{-1} \left[ \xi_1 E^n + \varepsilon_0^{-1} \tau \nabla h \times H^{n+1/2} - \sum_{i=1}^{N} \Psi_i^n \right], \\
\Psi_i^{n+1} &= \beta_{1,i} \Psi_i^n + \Phi_i^n + \{\eta_{2,i} + (\beta_{1,i} - 1)\eta_{1,i}\} E^n, \\
\Phi_i^{n+1} &= \beta_{2,i} \Psi_i^n - \{\eta_{2,i} - \beta_{2,i}\eta_{1,i}\} E^n,
\end{align*}
\]

with \( \xi_0 = \varepsilon_{\infty} + \frac{\sigma}{2\varepsilon_0} + \sum_{i=1}^{N} \alpha_{0,i}, \ \xi_1 = \xi_0 - \frac{\sigma}{\varepsilon_0} - \sum_{i=1}^{N} \eta_{1,i}, \ \eta_{k,i} = \alpha_{k,i} + \alpha_{0,i}\beta_{k,i}, \ k = 1, 2 \).

Note that for the single pole case \( a_0 = b_0 = 0 \) we have \( \alpha_{2,i} = \beta_{2,i} = \eta_{2,i} = \Phi_i = 0 \), and only one recursive accumulator \( \Psi_i \) can be used for calculations.

The compact scheme (58) is used in MADIS codes to demonstrate an efficient universal dispersion implementation in a variety of time-domain solvers.

Comparison of the three implementations — standard complex RC, universal (57), and compact universal [28] — is summarized in Table 3 for one GDM term. First, we count the number of elementary operations, assuming that complex multiplication and addition take 6 and 2 FLOPs, respectively, with the universal scheme taking 30% more FLOPs and the complex RC formulation taking twice as many FLOPs as the compact version. In terms of storage, all three implementations require storing two numerical arrays, polarization terms (either the real and imaginary parts of \( Q^n \) or two time levels of the real-valued polarization \( P^n_i \) and \( P^{n-1}_i \), or two real-valued accumulators \( \Psi^n_i \) and \( \Phi^n_i \)). But organizing computation in the compact universal formulation without additional storage is more convenient since the update formulas involve only one time-step of the electric field, \( E^n \).

4. Simulation examples

Besides amorphous and polycrystalline materials such as glasses [8, 9], semiconductors, oxides [10, 12, 69], and polymers [13, 17] the effective media approximations built on Gaussian models retrieved from VASE are also broadly used to characterize materials with structural and phase disorder, induced either during fabrication or phase transition. Examples of such media with structural and phase disorder include irradiated glasses, electroplated metals, island metal films (see, e.g. [18, 19, 70]), and phase change materials [20, 22]. The Gaussian time-domain approximation technique outlined here has been
Table 3: Comparison of the GDM implementations (complex numbers are in bold face).

| Scheme                     | FLOPs | Storage                  | Notes                      |
|----------------------------|-------|--------------------------|----------------------------|
| Complex RC:                | 14    | $\Re(Q^n), \Im(Q^n)$    | RC methods only            |
| $Q^{n+1} = aQ^n + bE^{n+1} + cE^n$ |       | $E^{n+1}, E^n$           | must be $b_0 > b_1^2/4$    |
| Universal, Eq. (57):       | 9     | $P^n, P^{n-1}$           | ADE and RC                 |
| $P^{n+1} = aP^n + bP^{n-1} + cE^{n+1} + dE^n + eE^{n-1}$ |       | $E^{n+1}, E^n, E^{n-1}$  | any $b_0, b_1$              |
| Compact Universal, Eq. (58)| 7     | $\Psi^n, \Phi^n$        | ADE and RC                 |
| $\Psi^{n+1} = a\Psi^n + bE^n + \Phi^n$ |       | $E^n$                    | any $b_0, b_1$              |
| $\Phi^{n+1} = c\Psi^n + dE^n$ |       |                          |                            |

verified on different classes of optical materials including glasses, polymers, and semi-continuous metal films.

Here, we demonstrate examples for three representative cases, silica, gold island films, and polymers. The first example can be found in the included code package. We show using our GDM approximation that broadband Gaussian models retrieved with VASE can be directly implemented in a time-domain solver. The approximation accuracy and convergence of the dispersive FDTD solver are verified for all cases with 1D film simulation tests.

4.1. Glasses — SiO$_2$

Gaussian dispersion analysis was primarily developed for modeling the broadband dispersion of glasses, e.g. [8]. Native silicon oxide (SiO$_2$) films are among the optical material elements that require accurate broadband dispersion characterization for many photonic applications. The actual values of the refractive index can vary due to the manufacturing process and presence of defects in samples (e.g., see the 3-Gaussian and 8-Gaussian models in Fig. 6 fitted to different data sets). The general absorption bands are caused by OH groups and are relatively consistent at: 2.8, 3.5, and 4.3 µm. The 9, 12.5 and 22 µm absorption bands are due to vibration modes. An impressive literature review of silica experimental data and models for wavelengths spanning from 30 nm to 1000 µm is done in [71]. As a result of this extensive review, the authors developed a dispersion model for silica with 8 Gaussian oscillators that covers extremely broadband range from 5 to 50 µm.
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Figure 6: Broadband Gaussian dispersion models for silica and their Lorentz and CO time-domain approximations \((n = 2)\): (a-b) 8-Gaussian oscillator (8-Gauss) model \([71]\) for the experimental data for fused silica \([72]\), (d-e) 1-Sellmeier and 3-Gaussian (3-Gauss) model for the multi-sample native SiO\(_2\). Vertical lines in (b,e) indicate locations of the Gaussian absorption peaks. (c,f) Approximation errors for CO models of different orders \(n = 2, ..., 8\).

In some photonic applications, it is possible to neglect minor spectral features in favour of more computationally-efficient models. These models include fewer additional oscillators, but cover more general cases or the average response of multiple samples. Many practical multi-sample dispersion models that contain Gaussian terms are obtained using VASE characterization techniques. For example, a compact model was extracted by J. A. Woollam Co. from multi-sample VASE analysis of native SiO\(_2\) as discussed in \([73]\). This example covers a broad spectral range \((0.19 – 33 \, \mu m)\), contains a Sellmeier pole in the UV \((\text{at } \sim 0.11 \, \mu m)\), and a set of three Gaussian terms in the IR \((\text{at } \sim 8.86 \, \mu m, \sim 9.54 \, \mu m, \text{and } \sim 21.3 \, \mu m, \text{respectively})\). Thus, the lowest-order CO approximation \((n = 2)\) for this model consists of only 7 oscillators total — 1 Sellmeier and 6 coupled oscillators \(2 \text{ per Gaussian}\).

To demonstrate the accuracy and efficacy of our CO approximations on real Gaussian data we used an extreme wideband 8-Gaussian model \(8\text{-Gauss}\) of fused silica. In Fig. 6 we compare our Gaussian approximation to a simplified Lorentzian fit \(\text{with full-width-half-maximum matched to the Gaussian peaks}\). The absorption centers are shown with vertical lines. The
figure indicates that CO approximation catches the finest features of the spectrum even with the lowest approximation order $n = 2$, however, the simple Lorentz substitution of the Gaussian terms with the same FWHM is far off. We also tested our model against a more compact 1-Sellmeier 3-Gaussian model (3-Gauss) of native, thermally grown SiO$_2$ within a narrower range. We once again found that the CO approximation performs very well in this case while a simple Lorentz substitution of Gaussian terms performs quite poorly. The lowest order CO approximation parameters for both the full case and the compact model case can be found in Table 12.

The question remains whether the higher-order approximations give valid FDTD-compatible models that could potentially be used if higher accuracy Gaussian absorption simulations in the time domain are required. In figure 6(ef) we plotted the approximation errors for all approximations ($n = 2,...,8$). These plots demonstrate that the error scales nicely on real Gaussian data with approximation order as $10^{-n}$. This scaling is in good agreement with the approximation errors of the Dawson function analyzed earlier (Fig. 3). The maximum error starts at roughly a few percent for $n = 2$, and almost reaches single floating point precision $1e-7$ for $n = 8$. In practical cases, measurement deviations for material characterization is often several percent (comparable to $n = 2$ approximation), and thus usage of orders $n = 4$ and above CO approximations that double ($n = 4$) and triple ($n = 6$) the number of additional oscillators may be computationally impractical and unneeded for time-domain implementation.

To implement the native SiO$_2$ material model discussed previously (1 Sellmeier, 3 Gaussian Terms) in a time-domain solver we again use the $n = 2,...,8$ order CO approximations for each of the Gaussian terms. These approximations will require 7, up to 25 oscillators, respectively. The higher-order approximations are used to demonstrate accuracy convergence and may not be practical for actual simulations due to additional computational costs. However, they provide the possibility of extremely precise simulation if needed. The Sellmeier pole in the model is yet another special case of a second-order GDM term [11] with $b_1^i = 0$ [29]. All the approximation parameters can be generated using the included MADIS codes and imported into external time-domain Maxwell solvers.

The approximation models are tested with our FDTD-GDM solver to verify the convergence and stability of the dispersive FDTD simulation. We use a simple one-dimensional formulation of wave propagation through a 100-nm film of silica. To probe the dispersive response of the material numerically
we assume an ultra short pulsed plane-wave incident field with a Gaussian TD profile. This test pulse allows us to numerically retrieve a broadband range from 5 to 50 microns with a single time domain simulation,

$$E_{\text{inc}}(t) = \exp \left[ -\frac{(t - t_0)^2}{\sigma_0^2} \right] \sin \frac{2\pi c_0}{\lambda_0} t, \quad (59)$$

with a center offset of $t_0 = 11$ fs, width $\sigma_0 = 2$ fs, and a carrier wavelength $\lambda_0 = 1 \, \mu\text{m}$ ($c_0$ is the speed of light in vacuum).

To compute the numerical error of light propagating through a single film in vacuum, we use analytical expressions for reflection and transmission coefficients programmed in the RT.m function supplied with MADIS. For normal incidence, the complex coefficients $r, t$ are given by the classical Drude
equation (Eq. (44), [74])

\[
\begin{cases}
  t(\omega) = \frac{2}{2 \cos \beta + \iota (n + n^{-1}) \sin \beta}, \\
  r(\omega) = \frac{(n - n^{-1}) \sin \beta}{2\iota} t(\omega)
\end{cases}
\] (60)

where \( n = \sqrt{\varepsilon} \) is the film’s refractive index, \( \beta = -\omega h n / c_0 \), \( h \) is the thickness, and \( \omega \) is the illumination frequency in rad/s.

The numerical computation of \( r \) and \( t \) from the FDTD simulation field probe data is done in RTnum.m. To convert the probe data to \( r, t \) we first perform the Fourier transform to FD

\[
\tilde{E}_r = \text{FFT}(E_r), \quad \tilde{E}_i = \text{FFT}(E_i), \quad \tilde{E}_t = \text{FFT}(E_t),
\] (61)

and then perform phase correction according to the exact location of the probes

\[
\begin{cases}
  r_{\text{num}}(\omega) = \frac{\tilde{E}_r \exp \left( \iota \omega (x_a - x_r) / c_0 \right)}{\tilde{E}_i \exp \left( \iota \omega (x_i - x_a) / c_0 \right)}, \\
  t_{\text{num}}(\omega) = \frac{\tilde{E}_t \exp \left( \iota \omega (x_t - x_b) / c_0 \right)}{\tilde{E}_i \exp \left( \iota \omega (x_i - x_a) / c_0 \right)},
\end{cases}
\] (62)

where \( E_r, E_i, \) and \( E_t \) are the FDTD computed electric fields, \( \omega \) is the frequency in rad/s, and \( x_i, x_a, x_b, x_t \) are the positions of the incident/reflected electrical measurement probe, the front and back of the film, and the transmission electrical measurement probe, respectively.

The results of the simulations, shown in Fig. 7, demonstrate that all of the proposed approximation models coupled with the time-domain solver, using any of RC/ADE schemes derived in Section 3.2, converge with second order. In the figure the numerical error of the bilinear ADE ("ADE2") scheme is shown as an example. The demonstration codes are available for download and can be used to generate and export the approximation coefficients to other time-domain solvers.

4.2. Metals — Gold Island Films

In plasmonics, the dispersion of metals is traditionally modeled in the time domain with a Drude term along with several Lorentz terms (DL-model) [75]. Recent works demonstrated that using a combination of a Drude term and critical points (DCP-model) instead of DL-models provides an improvement...
in the fitting accuracy and computational efficiency due to a reduction in the number of oscillators required [43, 44, 76]. These recent reports argue that classical Drude–Lorentz theory is incapable of reproducing in detail the profiles empirically observed for many real metallic materials without the addition of nonphysical oscillators. This effect is especially evident when multiple Lorentz oscillators are used to mimic a sharp Gaussian absorption band [6]. To avoid this issue in our approach we derived a physically meaningful analytic representation of the inhomogeneous broadening, with two coupled critical points oscillators for each Gaussian term, rather than fitting the entire ensemble with multiple separate free terms.

For demonstration, we tested our approach for a case when metallic material dispersion is combined with geometric structural disorder. Semi-continuous and island metal films are an area of active research. The dispersion characterization of these films is challenging due to the random nature of the material. It is usually performed as a combination of advanced effective medium theory and fitting to extensive amounts of experimental data. It has been shown that the optical constants of island metal films can be successfully obtained by VASE characterization and fitting with a multipole oscillator model that includes Gaussian-type absorption bands. In such applications, Gaussian-based material models significantly outperform conventional Lorentzian fits in terms of residual error. They are also capable of providing meaningful physical insights into the origin or morphology of disorder [18].

As a first step, we build CO approximations of orders $2 \leq n \leq 8$ of the 4-Gauss oscillator model derived for the 7-nm island gold film in [18].
The parameters for the $n = 2$ TD approximation are given in Table 12. To showcase the strength of the CO approximation, we also plot a Lorentz approximation with a matched FWHM as a comparison. As before, the Lorentz approximation does not provide acceptable accuracy. However, even a single CO pair ($n = 2$) almost completely overlaps with the initial 4-Gauss model, as can be seen in Fig. 8. The error analysis in Fig. 8(c) is consistent with the previous examples, showing approximation errors ranging from a few percent ($n = 2$) down to single precision ($1e-7$) for $n = 8$.

Next, we verified the CO models in the time-domain for all orders $2 \leq n \leq 8$. FDTD-GDM simulations of a thin 7-nm semi-continuous film illuminated with an incident Gaussian pulse were used to test the model. The pulse parameters are the same as in Section 4.1, except that the carrier is now $\lambda_0 = 500$ nm. All the CO approximations showed ideal 2nd order numerical convergence across the entire spectrum for all ADE/RC schemes, as shown in Fig. 9.

4.3. Polymers — DPS-DMS

Polymers are yet another important class of materials with disorder. Gaussian dispersion analysis is widely used for characterizing their optical constants. Here we explore the modeling of diphenylsiloxane-dimethylsiloxane (DPS-DMS) copolymers, which are commonly used as lubricants and adhesives, along with uses in the semiconductor industry and chromatography. The DPS-DMS sample was characterized with 2 Sellmeier and 6 Gaussian poles in [17].

As before, we first build the CO approximations of all orders $n$, 2 to 8, and check its accuracy vs the exact Gaussian dielectric function, see Fig. 10. The vertical lines show the locations of the Gaussian peaks. One can clearly see that the Lorentz approximation performs particularly poorly. The CO approximations on the other hand have similarly low error values and trends as the previous examples, along with fast exponential error convergence.

All the TD approximation models, $2 \leq n \leq 8$, were tested with one-dimensional Yee-based FDTD codes and follow the theoretical second-order convergence for a light wave propagating through a thin 20-nm film of DPS-DMS. The results can be seen in Fig. 11. The incident Gaussian probe pulse, depicted in Fig. 11(b), is 2-fs long with an offset of 11 fs and a carrier wavelength of 30 nm.

One thing to note is that a full theoretical study regarding the numerical stability of the CO approximations for Gaussian dispersion in FDTD has
Figure 9: FDTD simulation of a 7-nm gold island film using the CO approximation of a 4-Gauss model. Parameter points per film (ppf) indicates the mesh sizes, $\Delta x = (7 \text{ nm})/2, (7 \text{ nm})/4, (7 \text{ nm})/8, \text{ and } (7 \text{ nm})/16$. (a) Comparison of the simulated reflectance (R) and transmittance (T) vs. the exact reflectance and transmittance calculated analytically. (b) Incident Gaussian pulse used to probe the broadband dispersive response. (c,d) The numerical error of the complex reflection and transmission coefficients ($r, t$).

Figure 10: Broadband dispersion models for a DPS-DMS copolymer: (a-b) a 2-Sellmeir, 6-Gaussian oscillator (6-Gauss) experimental data fit \[17\] and two TD compatible approximations: Lorentz and CO of order $n = 1$. (c,f) Approximation error for CO models of different orders $n = 1, n = 3, \text{ and } n = 5$.

not been performed in this paper and remains to be explored. Preliminary spectral analysis for the $n = 2$ case revealed two constraints: (i) on phase,
Figure 11: FDTD simulations of a 20-nm DPS-DMS film using CO approximations of a 6-Gauss model. Parameter points per film (ppf) indicates the mesh sizes, $\Delta x = (20 \text{ nm})/4$, (20 nm)/8, (20 nm)/16, and (20 nm)/32. (a) Comparison of simulated reflectance (R) and transmittance (T), vs. the analytically computed R, T. (b) The incident Gaussian pulse used to probe the broadband dispersive response. (c,d) The numerical error for the complex reflection and transmission coefficients ($r, t$).

$-\pi/2 \leq \varphi \leq 0$, and (ii) on the center/broadening, $\Omega \geq \sigma$. Constraint (i) is satisfied since the phase $\varphi = -1.0728$ is an approximation constant that does not depend on the input Gaussian parameters $[A, \Omega, \sigma]$. Constraint (ii) is in agreement with the general limitations of GDA analysis previously discussed in Section 2.1.

To summarize: we have numerically verified that the proposed Gaussian approximations of order $2 \leq n \leq 8$ enable efficient TD simulations with controllable accuracy. This technique works stably and equally well for three different groups of materials: glasses, metals, and polymers, with similar approximation and simulation errors. This method works even for models with large numbers of Gaussian terms across extremely broadband spectral ranges. Furthermore, besides the conventional Yee’s FDTD scheme demonstrated here, our approximations can be coupled with other in-house and commercial time-domain solvers to simulate broadband Gaussian material models. This approach enables quick conversion of a significant compendium
of the previously characterized and published FD Gaussian-based dielectric functions into a high-performance TD-compatible format.

5. Program Description

This section provides a description of the files included in the program package MADIS — MAterial DIspersion Simulator. Input and output parameters are listed in the tables below for each m-file in the package. For installation unzip the files into your program folder. The package does not have any library dependencies and should work in any version of MATLAB. The package was prepared in version 2020b, but was also tested in older versions including: 2017a, 2018a, and 2019a. A usage example and test run are included in the m-script TestRun.m. This script demonstrates a full simulation workflow — from the construction of the time-domain Gaussian approximation models to the FDTD simulation and reflection/transmission post-processing.

5.1. Exact Gaussian Model (Gauss.m)

Function Gauss.m calculates the total permittivity consisting of one or more Gaussian terms \( \varepsilon_G(\omega) = \sum_i \chi_G(\omega, i) \), where

\[
\chi_G'(\omega, i) = \frac{2A_i}{\sqrt{\pi}} \left[ F\left(\frac{\omega + \Omega_i}{\sigma_i}\right) - F\left(\frac{\omega - \Omega_i}{\sigma_i}\right) \right],
\]

\[
\chi_G''(\omega, i) = A_i \left[ e^{-\frac{(\omega-\Omega_i)^2}{\sigma_i^2}} - e^{-\frac{(\omega+\Omega_i)^2}{\sigma_i^2}} \right],
\]

and \( \chi_G(\omega, i) = \chi_G'(\omega, i) + i\chi_G''(\omega, i) \), see Section 2.1 for more details. Exact calculation of the Dawson function is performed using the McCabe algorithm [49]. Alternatively, the Dawson function may also be computed with a much slower built-in MATLAB function dawson(x) (introduced in R2014a).

A summary of the parameters and outputs of the function Gauss.m is given in Table 4. Parameters \([w, W, sig]\) should be in the same units (e.g. all in eV, all in rad/s, etc).

5.2. Approximate Gaussian Model (Gauss_n.m)

Function Gauss_n.m is a time-domain compatible \( n \)-th order approximation of the total Gaussian permittivity: \( \varepsilon^n_G(\omega) = \sum_i \chi^n_G(\omega, i) \approx \varepsilon_G(\omega) \). For each \( i \)-th Gaussian term, \( \chi^n_G(\omega, i) \), it uses a constrained minimax rational approximation of order \( n \) from 2 to 8 for the Dawson function, Eqns. 49.
Table 4: Gaussian model (Gauss.m)

| Parameter | Type        | Units | I/O | Description                  | Eqs. |
|-----------|-------------|-------|-----|-------------------------------|------|
| w (ω)     | double array| eV    | Input| Frequency range               | 2.3  |
| A (A)     | double array| -     | Input| Gaussian amplitudes           | 2.3  |
| W (Ω)     | double array| eV    | Input| Gaussian offsets              | 2.4  |
| sig (σ)   | double array| eV    | Input| Gaussian widths               | 2.4  |
| Eps (ε_G(ω)) | complex array | - | Output | Gaussian relative permittivity | 1.3  |

Table 5: Approximation of Gaussian model (Gauss.m)

| Parameter | Type        | Units | I/O | Description                  | Eqs. |
|-----------|-------------|-------|-----|-------------------------------|------|
| n (n)     | integer     | ∈ 2, 8 | Input| Model approximation order    | 24, 27|
| w (ω)     | double array| eV    | Input| Frequency range               | 2.3  |
| A (A)     | double array| -     | Input| Gaussian amplitudes           | 2.3  |
| W (Ω)     | double array| eV    | Input| Gaussian offsets              | 2.4  |
| sig (σ)   | double array| eV    | Input| Gaussian widths               | 2.4  |
| Eps (ε_n^G(ω)) | complex array | - | Output | Gaussian relative permittivity | 1.3  |
| a0 (a_0,i) | double array| eV²   | Output| a_0 GDM coefficients         | 35, 13|
| a1 (a_1,i) | double array| eV²   | Output| a_1 GDM coefficients         | 35, 13|
| b0 (b_0,i) | double array| eV²   | Output| b_0 GDM coefficients         | 35, 13|
| b1 (b_1,i) | double array| eV    | Output| b_1 GDM coefficients         | 35, 13|

25), rather than the exact Dawson function used in Gauss.m. The full causal approximate complex function ε^G_0(ω) is restored via Hilbert transform, as described in Section 3.1, with the resulting approximation coefficients summarized in Tables 9-11. As shown in Section 4, the lowest order, n = 2, gives an accuracy around a few percent and is sufficient for most applications. Higher accuracy, < 1% and down to machine single precision (1e-7), can be achieved with 3 ≤ n ≤ 8 if needed. Along with the approximate relative permittivity ε^G_n(ω) ≈ ε_G(ω), the function returns the real coefficients [a_0,i, a_1,i, b_0,i, b_1,i] representing its GDM representation, ε^G_n(ω) = \sum (a_0,i - iωa_1,i) / (b_0,i - iωb_1,i - ω²), see Section 2.2 and Eq. (21) for more details. Using this representation, the multi-term Gaussian model can be efficiently implemented in time domain solvers.

A summary of the parameters and outputs of the function Gauss_n.m is given in Table 5. As before, parameters [w, W, sig] should be in the same consistent units (e.g. all in eV, all in rad/s, etc), which will define the units of the output parameters [a_0, a_1, b_0, b_1].
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5.3. Prototype of an FDTD Implementation (FDTD1D.m)

Function FDTD1D.m is an FDTD-GDM Maxwell solver implemented in 1D for simplicity of demonstration. This function is designed as a prototypical example of how our GDM time-domain Gaussian model may be implemented in a TD Maxwell solver. It is also used to test the convergence and stability of the generated material models. These models can consist of a large number of oscillator terms (e.g. an extreme test with a high approximation order \( n = 8 \) and 8 Gauss terms produces 64 oscillators) and requires direct testing in a TD solver. The FDTD-GDM implementation is described in detail in Section 3.2.

In particular, this code is built to simulate propagation of a normally incident Gaussian pulse (50) defined in struct S. The pulse is incident on a film of material with thickness \( F_{\text{thick}} \) with dispersive relative permittivity in GDM format (21) defined in struct D. The parameter \( \text{ppf} \) refers to the points per film and defines the spatial discretization step as \( F_{\text{thick}} / \text{ppf} \). Finally, the solver parameter may be set to “ADE”, “ADE2”, “TRC”, “TRC2”, “PCRC2”, or “PLRC”, as described in Section 3.2.

This function returns three simulated electric field probes, \( E_r \), \( E_t \), and \( E_i \) as arrays over time — the array index represents the time step from the beginning of the simulation. Probe \( E_r \) is the sum of reflected and incident electric field collected in front of the film. Probe \( E_t \) is the transmitted electric field collected behind the film. Probe \( E_i \) is the incident electric field in front of the film. The returned values also include exact locations (adjusted to the numerical mesh) where each probe was recorded and the location of the film — this is needed for the second-order accurate post-processing with phase correction (62). A typical mistake often committed during post-processing is to not take into account half-cell or several-cell phase shifts and thus have only first-order convergence in the resulting reflection/transmission coefficients. Parameter \( X_f = [X_f(1), X_f(2)] \) returns the exact location of the beginning and end of the film in the simulation. Parameter \( X_p = [X_p(1), X_p(2), X_p(3)] \) returns the exact locations where probes \( E_r \), \( E_t \), and \( E_i \) were recorded, respectively. By default, \( E_r \) and \( E_i \) are set to be 2 cells before the film and \( E_t \) is 2 cells after the film, while the source is located 5 cells away from the front of the film. Finally, \( dt \) refers to the time step used for the simulation. The time step is computed assuming a default maximum Courant number of 1 that can be changed in the function as needed.

A summary of the parameters and outputs of this function is given in Table 6.
Table 6: GDM-FDTD 1D Implementation (FDTD1D.m)

| Parameter | Type     | Units | I/O | Description                           | Eqs. |
|-----------|----------|-------|-----|---------------------------------------|------|
| Fthick    | double   | m     | In  | Thickness of the material slab       |      |
| ppf       | integer  |       | In  | Points per film                       |      |
| solver    | string   | -     | In  | Solver: ADE, ADE2, TRC, TRC2, PRCR2, PLRC | (58) |

\[ S \]

| Struct    | -       | In    | Incident pulse parameters struct    |
|-----------|---------|-------|-------------------------------------|
| S.lam(λ₀) | double  | m     | Input Carrier wavelength (59)       |
| S.sig(σ₀) | double  | s     | Input Pulse width                   |
| S.t₀(t₀)  | double  | s     | Input Pulse center offset           |
| S.tmax(tₘₐₓ) | double | s     | Input Simulation runtime            |

\[ D \]

| Struct    | -       | In    | Film dispersion parameters struct   |
|-----------|---------|-------|-------------------------------------|
| D.ε₀(ε∞) | double  | S/m   | Input High-frequency permittivity   |
| D.σ₀(σ₀) | double  | eV²   | Input Conductivity                  |
| D.a₀(a₀,i) | double  | eV   | Input GDM a₀ coefficients           |
| D.a₁(a₁,i) | double  | eV   | Input GDM a₁ coefficients           |
| D.b₀(b₀,i) | double  | eV²  | Input GDM b₀ coefficients           |
| D.b₁(b₁,i) | double  | eV   | Input GDM b₁ coefficients           |

\[ Eri(E_i + E_i) \]

| double array | a.u. | Output Reflected+incident electric field probe (62) |
|--------------|-----|-----------------------------------------------------|
| Et(Eₜ)       | double array | a.u. | Output Transmitted electric field probe (62) |
| Ei(Eᵢ)      | double array | a.u. | Output Incident electric field probe (62) |
| Xf([xₐ,xₜ]) | double array(2) | m | Output Film location: start and end (62) |
| Xp([xₐ,xᵢ]) | double array(3) | m | Output Probe locations for Eri, Et, and Ei (62) |
| dt(t)       | double array | s  | Output Time step of the simulation (62) |

5.4. Analytic RT Calculation (RT.m)

Function RT.m analytically computes the reflection and transmission coefficients of a film at normal incidence (60). This function is included for numerical error analysis and to check the convergence order. Numerical error is calculated based on the functions RT.m and RTnum.m. The RT function requires the input frequencies \( ω \) in rad/s, the film thickness \( h \) in meters, and the relative permittivity of the film \( ε \) at frequencies \( ω \). This function returns a reflection and transmission coefficient for each \( ω \) inputted. A summary of the parameters and outputs of this function is found in Table 7.

Table 7: Analytical calculation of reflection and transmission coefficients (RT.m)

| Parameter | Type     | Units | I/O | Description              | Eqs. |
|-----------|----------|-------|-----|--------------------------|------|
| w(ω)     | double   | rad/s | In  | Frequency range         | (60) |
| h(h)      | double   | m     | In  | Film thickness           | (60) |
| Eps(ε)   | complex array | -   | In  | Film relative permittivity | (60) |
| r(τ)      | complex array | -   | Out | Reflection coefficient   | (60) |
| t(t)      | complex array | -   | Out | Transmission coefficient | (60) |
5.5. Numerical (FDTD) RT Calculation (RTnum.m)

Function **RTnum.m** computes the reflection and transmission coefficient of a film at normal incidence based on numerical simulation in time-domain, as in Eq. (62). As compared with **RT.m**, this function takes in the electric field probes simulated by FDTD solver, \((E_r, E_t, E_i)\) and the position of the probes and the film \((X_p, X_f)\) returned by **FDTD1D.m** along with the simulation time step \(dt\). The returned arrays of reflection and transmission coefficients correspond to the returned \(\omega\) frequency array. A summary of the parameters and outputs of this function is found in Table 8.

Table 8: Numerical reflection and transmission coefficients calculated from field probes returned by a FDTD simulation (**RTnum.m**)

| Parameter | Type       | Units | I/O | Description                        | Eqs. |
|-----------|------------|-------|-----|------------------------------------|------|
| \(E_r\)   | double array | a.u.  | Input | Reflected electric field           | (62) |
| \(E_t\)   | double array | a.u.  | Input | Transmitted electric field         | (62) |
| \(E_i\)   | double array | a.u.  | Input | Incident electric field            | (62) |
| \(X_f\) \([x_a, x_b]\) | double array(2) | m   | Output | Film location: start and end       | (62) |
| \(X_p\) \([x_r, x_t, x_i]\) | double array(3) | m   | Output | Probe locations for \(E_r, E_t, E_i\) | (62) |
| \(dt\) \((\tau)\) | double       | s     | Input | Time step for probe fields         | (62) |
| \(\omega\) | double array | rad/s | Output | Frequency array                    | (62) |
| \(r\) \((r_{num})\) | complex array | -     | Output | Reflection coefficient              | (62) |
| \(t\) \((t_{num})\) | complex array | -     | Output | Transmission coefficient            | (62) |

5.6. Example Simulation Script (TestRun.m)

Script **TestRun.m** is the example program replicating the Silica example from Section 4. A successful run will reproduce Figures 6, 7. The logical program flow of simulation with MADIS is shown in Figure 12. First the frequency domain Gaussian models must be inputted. These are usually obtained from fitting Gaussian profiles to the experimental ellipsometry data. Once the frequency domain model has been constructed the parameters are fed into **Gauss.n.m** for conversion of the Gaussian parameters into time-domain solver compatible GDM form defined by parameters \((a_0, a_1, b_0, b_1)\). At this point, the GDM model obtained can be adapted for use in other TD solvers, commercial or custom. Once the GDM TD parameters are found, the included FDTD-GDM implementation (**FDTD1D.m**) is used to simulate a Gaussian pulse passing through a thin film of the modelled material. Function **FDTD1D.m** returns the simulated electric field probes which are then post processed by **RTnum.m** into the reflection and transmission spectral curves.
6. Conclusions

Over the last several decades, active research has revealed the advantages of employing Gaussian distributions in the approximation of diverse optical material systems with disorder. Recent theoretical and experimental studies have improved the causality foundations and real-life validity of dielectric functions utilizing the difference of two (i) shifted Gaussian absorption peaks and (ii) matching, Hilbert-transformed, Dawson functions. Thus far, the Dawson-Gaussian oscillator model has been obtained solely in the frequency domain. There is no direct analog for time-domain multiphysics computing schemes which severely limits time-domain simulations of many common materials.

This work builds upon existing work by adapting the frequency-domain Dawson-Gaussian material model to the time-domain. This is done via approximations described by auxiliary differential equations or recursive convolutions. Our time-domain compatible approximations for materials with Gaussian absorption bands is developed within our generalized dispersive material (GDM) model framework. This approach uses constrained minimax rational approximations that minimize the number of oscillators needed...
for a given accuracy. This resulting models involve sums of paired phase-relaxed harmonic oscillators with matching amplitudes, phases, and a shared damping parameter with or without a Lorentzian center. The coefficients of the approximation models are explicit functions of the Gaussian parameters — amplitude, offset, and broadening of the original Gaussian peak. This model’s time-domain implementation requires only two second-order auxiliary differential equations per Gaussian peak and is accurate to within several percent error. The accuracy can be increased exponentially by adding more oscillators — up to 8 per Gaussian peak.

In addition to time-domain applications, the proposed conversion also makes the approximation of the Dawson-Gaussian model extremely efficient in the frequency domain. The approximation of the Dawson function with a rational polynomial, enables ultra-fast optimization of spectral FD approximations. Such optimization is employed in a variety of practical problems of applied spectroscopy and spectroscopic ellipsometry.

Note that this paper considers isotropic nonmagnetic media for explanatory simplicity and its application to optics. However, the proposed concept can be employed to model more general materials with dispersive permittivity and permeability or materials with each component of their anisotropic and bi-anisotropic tensor described as a finite GDM sum (including the GDM representation of Gaussian terms).

The supplied codes named: MADIS (MAterial DIspersion Simulator) contain all necessary MATLAB functions to convert a Gaussian-based model into a time-domain compatible form. These codes also include a one-dimensional Maxwell FDTD solver for the post-conversion time-domain testing of the dispersion model. The package enables seamless implementation of Gaussian-based models normally retrieved from VASE fitting tools into custom and commercial time-domain solvers such as Lumerical FDTD.

Our new TD approximation of Gaussian absorption also provides insight into the physics of Gaussian broadened Lorentzian lineshapes. Equation (40) explicitly demonstrates that the transition of a classical TD Lorentzian response into an approximate Gaussian profile is achieved as a first-order correction, employing an additional, slowly-varying modulation factor. It is this factor that effectively enables the transition from Gaussian-like inhomogeneously broadened profile to a Lorentzian lineshape homogeneously broadened ($\omega \to \omega + i\Gamma$). In the frequency domain, a different smooth transition between the Gaussian and Lorentzian profiles was implemented by Kim et al. [40], but it has no time-domain conversion.
Furthermore, the suggested approximation algorithm with minimax optimization and analytically derived modulated oscillators can be applied to other types of inhomogeneous broadening, with other broadening distributions, e.g. Fermi or Boltzmann distributions.

In conclusion, approximating a Gaussian-based dielectric function with pairs of phase-relaxed harmonic oscillators, allows for the implementation of several FDTD-based numerical schemes with controllable accuracy. Experiment-based real-life material examples including glasses, metals, and polymers were presented to demonstrate our techniques efficacy. As such we believe that the proposed method has immediate applicability for broadband time-domain modeling in a variety of photonic systems including conventional and doped glasses, polymers, semiconductors, metals, and composite materials with structural disorder. Essentially, if the model has Gaussian terms caused by molecular, structural, or geometric disorder this method provides a computationally efficient, stable, and physically consistent method of simulation in the time-domain.
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8. APPENDIX

1. Derivation of integral solution in terms of Faddeeva functions Eq. (4).

For this derivation it is convenient to use the convolution integral formulation of Gaussian absorption, [5], with the further assumption of the infinitely narrow band limit \( \Gamma \to +0 \). After expanding the Lorentz term
into individual poles we obtain two integrals

\[
\chi_{LG}(\omega) = \frac{2A}{\pi} \int_{-\infty}^{\infty} \frac{xe^{-(x-\Omega)^2/\sigma^2}}{x^2 - (\omega + i\Gamma)^2} \, dx
\]

\[
= \frac{A}{\pi} \left( \int_{-\infty}^{\infty} \frac{e^{-(x-\Omega)^2/\sigma^2}}{x - \omega - i\Gamma} \, dx + \int_{-\infty}^{\infty} \frac{e^{-(x-\Omega)^2/\sigma^2}}{x + \omega + i\Gamma} \, dx \right) \tag{65}
\]

Using integral substitutions \(y = \pm(x - \Omega)/\sigma\) respectively in both integrals gives

\[
= \frac{A}{\pi} \left( \int_{-\infty}^{\infty} \frac{e^{-y^2}}{(\omega + i\Gamma - \Omega)/\sigma - y} \, dy + \int_{-\infty}^{\infty} \frac{e^{-y^2}}{(\omega + i\Gamma + \Omega)/\sigma - y} \, dy \right). \tag{66}
\]

Finally, using integral representation of the Faddeeva function \(w(z) = \frac{i}{\pi} \int_{-\infty}^{\infty} \frac{e^{-y^2}}{z - y} \, dy, (\Im z > 0)\) we obtain the solution

\[
= iA \left[ w \left( \frac{\omega + i\Gamma - \Omega}{\sigma} \right) - w \left( \frac{\omega + i\Gamma + \Omega}{\sigma} \right) \right], \tag{67}
\]

where taking the infinitely narrow band limit \(\Gamma \to +0\) gives Eq. (4).

2. Rational approximations of Dawson, Gauss and Faddeeva functions for \(2 \leq n \leq 8\).
Table 9: Approximations of the Dawson function $F(x)$ for $2 \leq n \leq 8$.

Connection to Tables 10, 11 is $a_i^F = -(a_i^w)^2 = a_i^G$, $b_i^F = 0.5 \sqrt{n} b_i^w = 0.5 \sqrt{n} b_i^G / \sqrt{-a_i^G}$.

| $n$  | $a_i^F$               | $b_i^F$               |
|------|------------------------|------------------------|
| 2    | -0.438720659681±0.947986782234 | 0.250000000000±0.459813598153 |
| 3    | 0.013614545833±2.078709047946    | 0.181332513723±0.266376043977   |
|      | -1.161751610647            | 0.86266502744              |
| 4    | 0.635686878634±3.281080390081   | 0.160133721409±0.34566921471  |
|      | -1.3061999587943±1.072802083773 | 0.410133721409±0.83496843474  |
| 5    | 1.348394039593±4.521430655277    | 0.099436874683±0.076036075096  |
|      | -1.66813517030±2.203849309396    | 0.485156399539±0.598453455023  |
|      | -1.890744864893              | 1.489186548085              |
| 6    | 2.121135136803±5.783242962604   | 0.030882411871±0.14298788740  |
|      | -0.856509045978±3.7275180665   | -0.51972321294±0.14942601348  |
|      | -2.115483252571±1.113518955038 | 0.7388840899423±1.584957007127 |
| 7    | 2.937914928185±7.05919538495    | 0.099689437231±0.01971348474  |
|      | -0.431490105749±4.567903347384 | -0.032289608828±0.33816038054  |
|      | -2.118546668731±2.25625843118   | -1.098611297036±1.26326216343  |
|      | -2.643176099245              | 2.742425115265              |
| 8    | 3.78824291711±8.345896945624   | -0.003216401840±0.005130486745 |
|      | 0.076302555784±5.782565813697  | 0.178494380378±0.086186866489  |
|      | -1.9698760104±3.421844448443  | -1.319863092697±0.43011295024  |
|      | -2.910052425999±1.134132616220 | 1.394585114158±3.095210298333  |
Table 10: Approximations of the Gauss function for $2 \leq n \leq 8$. Connection to Tables 9, 11 is $a_i^G = -(a_i^F)^2 = a_i^F$, $b_i^G = -a_i^F b_i^F = -2\pi^{-1/2}\sqrt{-a_i^F b_i^F}$.

| $n$ | $a_i^G$ | $b_i^G$ |
|-----|---------|---------|
| 2   | -0.438720659681±0.947986782234 | -0.042629823391±0.602087244131 |
| 3   | 0.013614545833±3.2187009047946 | -1.161715610647±1.049171340845 |
| 4   | 0.635686878634±3.039180603681 | -1.306199587943±1.072802083773 | 0.153569026608±1.356074937212 |
| 5   | 1.343840395934±3.521430655277 | -1.166813517030±2.038493093996 | -1.290638448567±0.46769057034 | 2.310577971961±0.323543015836 |
| 6   | 2.121195316803±5.83242962604 | 0.082350596335±0.04798444387 | 0.67041374274±0.91994534612 | 0.588024394058±2.993709110109 |
| 7   | 2.937914928185±7.05919538495 | -0.014441526266±0.043972817677 | -0.34340158336±0.654198981159 | -2.997471989316±1.43526143401 | -2.643176099245±5.030983420934 |
| 8   | 3.788242917171±8.34586946524 | 0.026084014919±0.009225907351 | 0.976302555784±5.782565813607 | 0.566678633976±0.180461958065 | -1.969817601104±3.421842448443 | -2.078845443907±2.316719699157 | -2.910052245999±1.13413261220 | 1.592850135499±6.579845944721 |
Table 11: Approximations of the Faddeeva function for \(2 \leq n \leq 8\).

Connection to Tables 9, 10 is

\[
aw = -\sqrt{-a_i^2} = -\sqrt{-d_i^2}, \quad bw = 2\pi^{-1/2}b_i = b_i^G / \sqrt{-a_i^G}.
\]

| \(n\) | \(a_i^w\) | \(b_i^w\) |
|------|-----------|-----------|
| 2    | -0.861192252709 ± 0.550392075202 | 0.282094791774 ± 0.518844084903 |
| 3    | -1.016154290943 ± 1.022831407826 | -0.204611830803 ± 0.300573178637 |
|      | -1.67782919410                        | 0.973413245153                      |
| 4    | -1.163272588017 ± 1.410280111420 | -0.180691555188 ± 0.039003578517 |
|      | -1.224026977455 ± 0.438226486643 | 0.462786346961 ± 0.942193042766 |
| 5    | -1.298039972818 ± 1.741637680641 | -0.010648372795 ± 0.085797523086 |
|      | -1.352864853473 ± 0.814511997906 | -0.347440373820 ± 0.673282388557 |
|      | -1.375043586543                   | 1.680367076778                      |
| 6    | -1.421053466936 ± 2.034843549331 | 0.034847070185 ± 0.01674432762 |
|      | -1.472464956917 ± 1.45270445484 | -0.586444855563 ± 0.168611457355 |
|      | -1.501021472283 ± 0.370920388415 | 0.834692577712 ± 1.78443267585 |
| 7    | -1.534301687008 ± 2.300434001431 | 0.010933359112 ± 0.012267044209 |
|      | -1.584254990907 ± 1.441566660292 | -0.36436150720 ± 0.38206236838 |
|      | -1.614549260818 ± 0.698729325757 | -1.239601003311 ± 1.425338707583 |
|      | -1.625784764120                   | 3.094495367385                      |
| 8    | -1.639690405623 ± 2.544961206672 | -0.003629320829 ± 0.005789134360 |
|      | -1.689196059176 ± 1.711632519590 | 0.201469340263 ± 0.097251405030 |
|      | -1.720193603530 ± 0.99460968532  | -1.48936017217 ± 0.485667138588 |
|      | -1.736850287092 ± 0.326491184833 | 1.573620789558 ± 3.492570818419 |
3. Additional pictures.

Figure 13: (a) Comparison of relative errors of Lether’s near-minimax approximation and our minimax approximation for the Dawson function $F(x)$. Lether’s approximation obtained by the modified Remez algorithm gives a slight deviation from our perfect minimax profile found numerically and results in larger maximum error. (b) In order to build a causal approximation, we take Hilbert transform of the Dawson’s minimax approximation $G_n(x) = -\frac{2}{\sqrt{\pi}} \mathcal{H} \{ F_n(x) \} \approx e^{-x^2}$ which approximates Gaussian function. By plotting the additive inverse of $G_n(x)$ in log scale, we analyze the “criminal” negative values in the approximation, which are not present in the exact Gaussian function $G(x) = e^{-x^2} > 0$. In the picture positive values of $G_n(x)$ go to NaN and cause blank segments in the curves, so only negative values are plotted. Although segments of negative values do exist in the approximation curves $G_n(x)$ (and are infinitely long for even $n$ approximations without Lorentzian center), they go to zero exponentially fast with order $n$. (c) Same behaviour is inherited in the absorption of the approximated dielectric function $\varepsilon''_n(\omega) = G_n(\omega - \Omega) - G_n(\omega + \Omega)$ — small negative absorption exists but goes to zero exponentially fast.

4. Derivation of the RC recursion [51] for a single pole, $\chi(t) = A e^{Bt} \theta(t)$.

We start from convolution integral [48] for $P(t + \tau)$ with $\chi(t) = A e^{Bt} \theta(t)$

$$P(t + \tau) = A\varepsilon_0 \int_0^\infty e^{Bt} E(t + \tau - \tilde{t}) d\tilde{t},$$

replace $\tilde{t}$ by $\tilde{t} + \tau$,

$$P(t + \tau) = A\varepsilon_0 \int_{-\tau}^\infty e^{B(\tilde{t} + \tau)} E(t - \tilde{t}) d\tilde{t},$$

then split the integral into two parts,

$$P(t + \tau) = e^{B\tau} A\varepsilon_0 \int_0^\infty e^{B\tilde{t}} E(t - \tilde{t}) d\tilde{t} + A\varepsilon_0 \int_{-\tau}^0 e^{B(\tilde{t} + \tau)} E(t - \tilde{t}) d\tilde{t}.$$
Then, replacing $\tilde{t}$ with $-\tilde{t}$ in the second integral, gives the exact two-level recursion (51)

$$P(t + \tau) = e^{B\tau}P(t) + A\varepsilon_0 \int_0^\tau e^{B(\tau - \tilde{t})}E(t + \tilde{t}) d\tilde{t}.$$

5. Derivation of the RC recursion (52) for a pole pair, $\chi(t) = A^+e^{B^+t}\theta(t) + A^-e^{B^-t}\theta(t)$.

We start by writing the recurrence (52) for each of the two poles, $P_{\pm}(t) = A^\pm e^{B^\pm t}\theta(t) * \varepsilon_0E(t)$

$$P_{n+1}^\pm = e^{B^\pm \tau}P_n^\pm + A^\pm \varepsilon_0 \left[ \theta^+_0 E^{n+1} + \theta^-_0 e^{B^\pm \tau}E^n \right],$$

(68)

Here expressions for $\theta^\pm_0, \theta^\pm_1$ are given in Table 1 as functions of $B$ for different quadratures, e.g. $\theta^+_0 = \theta_0(B = B^+)$. Now we make linear transform from complex functions $[P_+, P_-]$ to functions $P = P_+ + P_- \in \mathbb{R}$ and $Q = P_+ - P_-$

$$P_{n+1}^+ \pm P_{n+1}^- = \left[ \frac{e^{B^+\tau} \pm e^{B^-\tau}}{2} \right] P^n + \left[ \frac{e^{B^+\tau} \mp e^{B^-\tau}}{2} \right] Q^n + \tau \left[ A^+\theta^+_0 \pm A^-\theta^-_0 \right] \varepsilon_0E^{n+1} + \tau \left[ A^+e^{B^+\tau}\theta^+_1 \pm A^-e^{B^-\tau}\theta^-_1 \right] \varepsilon_0E^n.$$

(69)

To exclude $Q^n$ from the $P$-equation in (69) we multiply both sides of (69) by $(e^{B^+\tau} \pm e^{B^-\tau})/2$ and then subtract the $P$-equation from the $Q$-equation

$$\left[ \frac{e^{B^+\tau} - e^{B^-\tau}}{2} \right] Q^{n+1} - \left[ \frac{e^{B^+\tau} + e^{B^-\tau}}{2} \right] P^{n+1} = - \left[ e^{B^+\tau} e^{B^-\tau} \right] P^n - \tau \left[ A^+\theta^+_0 e^{B^-\tau} + A^-\theta^-_0 e^{B^+}\tau \right] \varepsilon_0E^{n+1} - \tau \left[ A^+\theta^+_1 + A^-\theta^-_1 \right] \left( e^{B^+\tau} e^{B^-\tau} \right) \varepsilon_0E^n,$$

(70)

Lastly, in Eq. (70) we reduce index $n$ by one and use it to substitute $Q^n$
in the $\mathbf{P}$-equation of (69)

\[
\begin{align*}
\mathbf{P}^{n+1} &= \left[ e^{\beta_+ \tau} + e^{\beta_- \tau} \right] \mathbf{P}^n + \\
&\quad \left[ -e^{-2\Gamma \tau} \cos \Omega \tau \right] \mathbf{P}^{n-1} + \\
&\quad \tau \left[ A^+ \theta_0^+ + A^- \theta_0^- \right] \varepsilon_0 \mathbf{E}^{n+1} + \\
&\quad \tau \left[ A^+ e^{\beta_+ \tau} \theta_1^+ + A^- e^{\beta_- \tau} \theta_1^- \right] \varepsilon_0 \mathbf{E}^n + \\
&\quad \tau \left[ A^+ e^{\beta_+ \tau} \theta_1^+ + A^- e^{\beta_- \tau} \theta_1^- \right] \varepsilon_0 \mathbf{E}^{n-1}.
\end{align*}
\]

(71)

Here we used $-2\Gamma = B^+ + B^-$, since $B^\pm = -\Gamma \pm i\Omega$.

6. Derivation of the universal compact FDTD scheme (58) for RC/ADE methods.

We start from the universal formulation (57) for which the coefficients $\alpha_{i,j}, \beta_{i,j}$ were derived in Sections 3.2.1-3.2.2 for different ADE and RC methods and summarized in Table 2. In this formulation we will assume the case of one second-order term $\mathbf{P} = \mathbf{P}_1$, since the case of single pole ($a_0 = b_0 = 0$) and generalization to the full sum are obvious,

\[
\begin{align*}
\varepsilon_\infty \frac{\mathbf{E}^{n+1} - \mathbf{E}^n}{\tau} &= \varepsilon_0^{-1} \nabla_h \times \mathbf{H}^{n+1/2} - \frac{\sigma}{\varepsilon_0} \frac{\mathbf{E}^{n+1} + \mathbf{E}^n}{2} - \varepsilon_0^{-1} \frac{\mathbf{P}^{n+1} - \mathbf{P}^n}{\tau}, \\
\mathbf{P}^{n+1} &= \beta_1 \mathbf{P}^n + \beta_2 \mathbf{P}^{n-1} + \varepsilon_0 \left( \alpha_0 \mathbf{E}^{n+1} + \alpha_1 \mathbf{E}^n + \alpha_2 \mathbf{E}^{n-1} \right).
\end{align*}
\]

(72)

First, we introduce the substitute $\mathbf{Q}^n = \varepsilon_0^{-1} (\mathbf{P}^{n+1} - \mathbf{P}^n) - \alpha_2 (\mathbf{E}^{n+1} - \mathbf{E}^n)$, which represents the finite difference of polarization minus the instantaneous response. The curl equation and the $\mathbf{Q}$-recurrence become

\[
\begin{align*}
\varepsilon_\infty + \frac{\sigma \tau}{2\varepsilon_0} + \alpha_0 \mathbf{E}^{n+1} &= \left[ \varepsilon_\infty - \frac{\sigma \tau}{2\varepsilon_0} + \alpha_0 \right] \mathbf{E}^n - \mathbf{Q}^n + \tau \varepsilon_0^{-1} \nabla_h \times \mathbf{H}^{n+1/2}, \\
\mathbf{Q}^{n+1} &= \beta_1 \mathbf{Q}^n + \beta_2 \mathbf{Q}^{n-1} + \eta_1 \mathbf{E}^{n+1} + (\eta_2 - \eta_1) \mathbf{E}^n - \eta_2 \mathbf{E}^{n-1}.
\end{align*}
\]

(73)
where \( \eta_k = \alpha_k + \alpha_0 \beta_k, \ k = 1, 2 \). After introducing the final recursive accumulator \( \Psi^n = Q^n - \eta_1 E^n \) we obtain equations

\[
\begin{cases}
\left[ \varepsilon_\infty + \frac{\sigma \tau}{2 \varepsilon_0} + \alpha_0 \right] E^{n+1} = \left[ \varepsilon_\infty - \frac{\sigma \tau}{2 \varepsilon_0} + \alpha_0 - \eta_1 \right] E^n - \Psi^n \\
+ \tau \varepsilon_0^{-1} \nabla_h \times H^{n+1/2},
\Psi^{n+1} = \beta_1 \Psi^n + \beta_2 \Psi^{n-1} + (\eta_2 + (\beta_1 - 1) \eta_1) E^n - (\eta_2 - \beta_2 \eta_1) E^{n-1},
\end{cases}
\]

in which introduction of an additional recursive accumulator \( \Phi^n = \beta_2 \Psi^{n-1} - (\eta_2 - \beta_2 \eta_1) E^{n-1} \) leads to (58).

7. Oscillator parameters obtained for different Gaussian models in Section 4.

Table 12: CO approximation parameters for thermal (th.) silica, fused (f.) silica and gold island films (IF) (in eV).

| Offset | 3-Gauss (Th. Silica) | 8-Gauss (F. Silica) | 4-Gauss (Gold IF) |
|--------|----------------------|---------------------|------------------|
| \( \varepsilon_\infty \) | 2.321 | 2.1232 | 2.21 |
| \( \frac{\alpha_{3S}}{\Omega_3} \) | 81.154 | 11.042 | |
| \( \eta_1 \) | 0.126288 ± 0.003680 | 0.133817 ± 0.001289 | 1.762008 ± 0.158992 |
| \( \eta_2 \) | 0.055757 | 0.002017 | 0.248772 |
| \( \eta_3 \) | 0.005560 | 0.004417 | 1.04910 |
| \( \eta_4 \) | 0.053711 ± 0.005560 | 0.013197 ± 0.004117 | 1.808934 ± 0.671006 |
| \( \eta_5 \) | 0.0008512 | 0.004072 | 4.319633 |
| \( \eta_6 \) | 0.0008699 | 0.006442 | 1.049910 |
| \( \eta_7 \) | 0.052771 ± 0.005560 | 0.143139 ± 0.004117 | 1.808934 ± 0.671006 |
| \( \eta_8 \) | 0.030018 | 0.005874 | 1.655031 |
| \( \eta_9 \) | 0.011089 | 0.0000587 | 1.655031 |
| \( \eta_{10} \) | 0.013287 ± 0.007087 | 0.095158 ± 0.003754 | 3.772257 ± 1.057743 |
| \( \eta_{11} \) | 0.043040 | 0.004050 | 3.772257 ± 1.057743 |
| \( \eta_{12} \) | 0.011089 | 0.006442 | 1.049910 |
| \( \eta_{13} \) | 0.030018 | 0.005874 | 1.655031 |
| \( \eta_{14} \) | 0.011089 | 0.006442 | 1.049910 |
| \( \eta_{15} \) | 0.030018 | 0.005874 | 1.655031 |
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