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Abstract

Deep neural networks (DNNs) are typically optimized using various forms of mini-batch gradient descent algorithm. A major motivation for mini-batch gradient descent is that with a suitably chosen batch size, available computing resources can be optimally utilized (including parallelization) for fast model training. However, many works report the progressive loss of model generalization when the training batch size is increased beyond some limits. This is a scenario commonly referred to as generalization gap. Although several works have proposed different methods for alleviating the generalization gap problem, a unanimous account for understanding generalization gap is still lacking in the literature. This is especially important given that recent works have observed that several proposed solutions for generalization gap problem such as learning rate scaling and increased training budget do not indeed resolve it. As such, our main exposition in this paper is to investigate and provide new perspectives for the source of generalization loss for DNNs trained with a large batch size. Our analysis suggests that large training batch size results in increased near-rank loss of units’ activation (i.e. output) tensors, which consequently impacts model optimization and generalization. Extensive experiments are performed for validation on popular DNN models such as VGG-16, residual network (ResNet-56) and LeNet-5 using CIFAR-10, CIFAR-100, Fashion-MNIST and MNIST datasets.
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1 Introduction

Small neural network models typically contain 2 to 4 hidden layers with a moderate number of hidden units per layer [1–3]. Hence, small DNN models can be trained by standard gradient descent [4], where all the available training samples are used for model updates. However, there has been a consistent increase in the difficulty of learning problems tackled over time; recent benchmarking datasets typically contain thousands or several millions of training samples, e.g., Places [5], ImageNet [6] and UMD faces [7] datasets. Thus, there has been a consistent increase in the depth and number of DNN model parameters ever since. Subsequently, mini-batch gradient descent, which uses a specified portion of available training samples for model updates every iteration, has been favoured for training large DNN models, in view of fast training time and effective utilization of available computing resources. Therefore, fast training of large DNNs have become an important research problem.

One simple approach for speeding up DNN training is employing large batch sizes to fit the capacity of available Graphics Processing Unit (GPU) memory; with the parallelization of recent high-end GPU, batch sizes up to several thousands have been reported [8, 9]. Unfortunately, it has also been observed that increasing the training batch size beyond some certain limits results in the degradation
of the generalization of models; this performance loss with increase in batch size is commonly referred to as \textit{generalization gap} [10]. Consequently, most works [11, 12] have been dedicated to proposing various approaches for reducing the generalization gap of models trained with large batch sizes; only a few works [13–15] have studied the cause of such performance degradation. As such, in this paper, our high-level exposition is investigating the source of generalization loss observed in DNN models trained with large batch sizes. Specifically, our major contributions are as follows:

1. A novel explanation and interesting insights for why DNN models trained with large batch sizes incur generalization loss based on near/rank loss of hidden units’ activation tensors. This perspective on generalization gap is the first in the literature to the best of our knowledge.

2. Extensive experimental results on standard datasets (i.e. CIFAR-10, CIFAR-100, Fashion-MNIST and MNIST) and popular DNN models (i.e. VGG-16, ResNet-56 and LeNet-5) are reported for the validation of the positions given.

The remainder of this paper is organized as follows. Related works are discussed in Section 2. In Section 3, the background and problem statement are presented. Section 4 presents our proposed analysis of the generalization gap problem. Section 5 reports the supporting experimental results. Main insights from formal and experimental results are given in Section 6. The paper is concluded in Section 7.

2 Related work

It is well-known that DNNs trained with large data batches have lesser generalization capacity than those trained with small batches, i.e. the \textit{generalization gap} problem. In [13], the concept of sharp and flat minimizers is studied in relation to the generalization gap; it notes that increasing the number of training iterations does not alleviate the problem. It is further observed that DNNs trained with large data batches converge to sharp minima, while DNNs trained with small data batches converge to flat minima. Interestingly, sharp and flat minima have been shown to lead to poor and good model generalizations, respectively [16, 17]. An additional explanation [13] is that noisy gradient estimation from small training data batches allow optimization to escape basins of sharp minima that the model would be stuck in for large data batches with lesser gradients stochasticity.

The work in [10] explores DNN optimization as high dimensional particles with random walk of random potentials; it posits diffusion rates concept for different training batch sizes. It suggests that DNNs trained with large data batches have slower diffusion rates, and thus require an exponential number of model updates to reach the flat minima regime. In [14], it is shown that the landscape of robust optimization is flat minima and less susceptible to adversarial attacks; this training regime is easily reached using small data batches. Further analysis shows that large training data batches resulted in models converging to solutions with a larger Hessian spectrum [14]. It is tempting to suppose that the problem of generalization gap seen in models trained with large batch sizes is related to the smaller number of parameters’ updates they employ relative to models trained with small batch sizes; this direction of explanation was presented in [10, 12]. Subsequently, it may be expected that training models with large batch sizes for more epochs will indeed resolve the generalization gap problem. Unfortunately, it has been observed in [13, 18] that the generalization gap persists with an unlimited training budget. The work [18] as well observed that learning rate scaling that has been proposed as a solution do not resolve generalization gap, when the batch size is very large. Subsequently, it is natural to pursue new and interesting explanations for generalization gap, which can result in the formulation of better solutions for the problem. The addition of noise to computed gradients for alleviating the problem of generalization gap is seen in [19]. Therein, covariance noise was computed and added to the original gradients, and it was subsequently shown to mitigate the loss of model generalization. Another work in [20], it was observed that gradient noise can be decomposed as the multiplication of gradient matrix and sampling noise related to how data batches are sampled. Importantly, specially computed noises were used for regularizing gradient descent and therefore model generalization. In the work [21], for smoothing gradients computed from large-batch distributed training, local extragradient was proposed for improved model optimization for model trained with large batch sizes. The approach showed interesting results on different DNN architectures such as ResNet, LSTM and transformers. Furthermore, the work in [22], it was reported that the ratio of batch size to learning negatively correlates to model generalization. As such, for good model generalization, it was advocated that the batch size should be kept as small as possible, and the learning rate keep as large a possible. It is shown in [23] that contrary to earlier claims, both SGD and second-order approximation for gradient descent, Kronecker-Factored Approximate Curvature (K-
FAC), reflect generalization loss for DNNs trained with large batch sizes.

### 3 Background and Problem Statement

This section discusses the background of the work that reflects the setting under which we investigate the generalization gap problem. Subsequently, the problem statement that specifically shows the generalization gap problem is presented.

#### 3.1 Background on batch size impact for DNN

This section discusses preliminaries for the impact of batch size on DNN generalization. Given an arbitrary dataset $D = \{(x^n, y^n)\}_{n=1}^N$ with input $x \in \mathbb{R}^{h_0}$, target output $y \in \mathbb{R}^c$ and sample index $n$, the pair $(x^n, y^n)$ is typically fed in batches as in $X \in \mathbb{R}^{h_0 \times bs}$ and $Y \in \mathbb{R}^{c \times bs}$ during DNN training; where $h_0^n$ and $bs$ are the input dimension and batch size, respectively. For multilayer perceptron (MLP) models, the batch output at layer $l$ is of the form $H(X)^l \in \mathbb{R}^{h_l^l \times bs}$, where $h_l^l$ is the number of units in hidden layer $l$. Given the input, $H(X)^{l-1} \in \mathbb{R}^{h_{l-1}^l \times bs}$, to an arbitrary DNN layer $l$ parameterized by the weight $W^l \in \mathbb{R}^{h_{l-1}^l \times bs}$, we can write the transformation, $H(X)^l$, learned as

$$H(X)^l = \varphi(W^l H(X)^{l-1}),$$

where $\varphi$ is the element-wise activation function; the bias term is omitted. Assuming the DNN has $L$ layers with output layer weight $W^L \in \mathbb{R}^{h_{L-1}^L \times bs}$, the final output, $Y$, is

$$Y = \varphi(W^L \varphi(W^{L-1} \cdots \varphi(W^1 H(X)^0))),$$

where $H(X)^0$ is the input, $X$, to the DNN.

#### 3.2 Problem statement

Consider a DNN model denoted $M$ with specific architecture, parameters initialization scheme and hyperparameters settings except for batch size. Let the classification test error of $M$ be $M_{\text{err}}^{\text{test}}$. Our main exposition in this paper is understanding why in practice, we observe the relation

$$M_{\text{err}}^{\text{test}} \propto b_s : \ b_s \gg 1,$$

as seen in the work [10, 13, 14, 18]. Increasing $b_s$ generally leads to an increase in the model error rate. How the increase in $b_s$ changes the generalization dynamics of trained DNNs has remained a challenging research question with different directions of investigation. Most of the works that have attempted to unravel the origin of generalization approached it from perspectives that decoupled model optimization and generalization performance. In contrast to earlier works, the problem of generalization gap is investigated simultaneously from both optimization and generalization perspectives.

### 4 Proposed analysis of the generalization gap problem

Herein, the proposed analysis for generalization gap in relation to the rank loss of hidden representations, information loss and optimization success are presented. However, the relevance of studying linear DNNs and basic concepts are first introduced.

#### 4.1 Relevance of studying linear DNNs

The theoretical analysis of practical DNNs is generally complicated, and thus the linear activation (no nonlinearities) function along with other necessary assumptions are often made for tractability. Our formal analysis in this paper assume the linear activation (i.e. linear DNNs) as well. As such, following existing literature, we first emphasize the relevance of studying linear DNNs, including their usefulness for understanding DNNs with non-linear activation functions (non-linear DNNs). In [24], it was observed that analytically results obtained using linear DNNs conform with results from non-linear DNNs. This is expected given that the loss function of a linear multilayer DNN is non-convex with respect to the model parameters, similar to non-linear DNNs. Furthermore, the relevance of linear DNNs for analytical study is seen in the work [25]. Interestingly, we note that much stronger assumptions are common in the literature. For example, the assumption of no nonlinearities and no batch-norm can be found in [26]. In [27], the assumptions of (i) no nonlinearities, (ii) no batch-norm, (iii) the number of units in the different layers are more than the number of units in the input or output layers, and (iv) data is whitened. The assumptions of (i) no batch-norm, (ii) infinite number of hidden units, and (iii) infinite number of training samples can be found in [28]. In [29], the assumptions of (i) no nonlinearities, (ii) no batch-norm, (iii) the thinnest layer is either the input layer or the output layer, and (iv) arbitrary convex differentiable loss can be found. Nonetheless, the results from the aforementioned works have proven quite useful in practice. We show later on in our experiments that both non-linear and linear DNNs exhibit similar training characteristics for the generalization gap problem, which is not surprising.

#### 4.2 Preliminaries

For analytical simplicity, we consider MLP networks that represent hidden layer units’ activations with matrices.
However, we show later on that the extension of analytical results to Convolutional Neural Networks (CNNs) that represents hidden layer units’ activations as 4-dimensional tensors is straightforward. The rank of hidden layer units’ activations, $H(X)^l \in \mathbb{R}^{b_l \times b_s} : h^1_l \geq b_s$, describes the maximum number of linearly independent columns of $H(X)^l$. The rank of $H(X)^l$ can be obtained as its number of non-zero singular values, $S^l_\text{ncs}$, via singular value decomposition (SVD). Specifically, a matrix with full rank means that all its singular values are non-zero. Conversely, the number of zero singular values, $S^l_z$, shows the degree of rank loss.

**Definition 1** Near-rank loss in this paper is taken to mean a scenario where the singular values denoted by $\sigma$ are very small (i.e. $\sigma \ll 1$).

Our main analytical observations for the problem of generalization gap are summarized as follows in Section 4.3.

### 4.3 Units’ activation near-rank loss and optimization

In this section, the limits of the singular values of random matrices are related to their dimensions. For stating the first proposition, we consider that the hidden layer representations, $H(X)^l \in \mathbb{R}^{b_l \times b_s}$, are samples of some unknown distribution, $p(H(X)^l)$, and then characterize the behaviour of the maximum and minimum singular values for $b_s \rightarrow \infty$. In the second proposition, we assume that the entries in $H(X)^l \in \mathbb{R}^{b_l \times b_s}$ follow a Gaussian distribution. Subsequently, we characterize the limits of the singular values of $H(X)^l$ for $b_s \in \mathbb{R}$.

**Proposition 1** (The asymptotic behaviour of the singular values of matrix with increase in dimension): For a matrix $A \in \mathbb{R}^{m \times n} : m \geq n$, from Marchenko-Pastur law, the singular values, $\sigma$, concentrate in the range $[\sigma_{\text{min}}(A) \sim \sqrt{m} - \sqrt{n}, \sigma_{\text{max}}(A) \sim \sqrt{m} + \sqrt{n}]$ as $m, n \rightarrow \infty$; where $\sigma_{\text{max}}(A)$ and $\sigma_{\text{min}}(A)$ are the maximum and minimum singular values of $A$, respectively.

**Proof** See Rudelson-Vershynin [30] for proof.

**Remark 1** In fact, [30] notes that Proposition 1 holds for general distributions. As such, we can conclude from Proposition 1 that $H(X)^l \in \mathbb{R}^{b_l \times b_s} : b_s \rightarrow \infty$ results in small and large distribution ranges, which are admissible for $\sigma_{\text{min}}(H(X)^l)$ and $\sigma_{\text{max}}(H(X)^l)$, respectively. Accordingly, as $b_s$ increases, we have the following scenarios (i) higher probability for $H(X)^l$ to have a small $\sigma_{\text{min}}(H(X)^l)$; and (ii) higher probability for $H(X)^l$ to have a larger condition number.

**Proposition 2** (The non-asymptotic behaviour of the singular values of matrix with increase in dimension): For a Gaussian random matrix $A \in \mathbb{R}^{m \times n} : m \geq n$, the expected minimum and maximum singular values are given as

$$\sqrt{m} - \sqrt{n} \leq E\sigma_{\text{min}}(A) \leq E\sigma_{\text{max}}(A) \leq \sqrt{m} + \sqrt{n} \quad (4)$$

**Proof** See Theorem 2.6 in Rudelson-Vershynin [30].

In Section A1.1 and Section A1.2 of the supplementary material, we empirically study the distributions of singular values and expected values of the minimum singular values for random matrices, respectively, where the entries are drawn from popular distributions including the Gaussian, uniform and lognormal. Subsequently, for the aforementioned distributions, in Section A1.2 of the supplementary material, we show that for a fixed $m$, $E\sigma_{\text{min}}(A) \rightarrow 0$, as $n$ becomes large. This observation is akin to that in (4), so that it is applicable for other popular distributions.

**Remark 2** Given $H(X)^l_1 \in \mathbb{R}^{b_l \times b_{s1}} : h^1_l > b_{s1}$ and $H(X)^l_2 \in \mathbb{R}^{b_l \times b_{s2}} : h^1_l > b_{s2}$ with $b_{s2} > b_{s1}$, then $E\sigma_{\text{min}}(H(X)^l_1) > E\sigma_{\text{min}}(H(X)^l_2)$ using Proposition 2. Importantly, given that $h^l_l$ is fixed as it is typical for DNNs, Proposition 2 shows that for $H(X)^l \in \mathbb{R}^{b_l \times b_s} : b_s \gg 1$, we have $E\sigma_{\text{min}}(H(X)^l_1) \ll 1$; that is, near-rank loss.

Proposition 1 and 2 show the asymptotic and non-asymptotic behaviours of the extreme singular values of matrices with respect to their dimensions, respectively. In both cases, it is observed that the characteristic of $\sigma_{\text{min}}(H(X)^l)$ is similar. That is, as $b_s$ increases, $\sigma_{\text{min}}(H(X)^l)$ decreases.

**Proposition 3** Assuming an $L$-layer linear DNN is parameterized by $\theta = \{W^l\}_{l=1}^L$ (where $\theta$ is invertible), and its input data is $X \in \mathbb{R}^{b_0 \times b_{s0}}$ so that the output at hidden layer $l$ is $H(X)^l \in \mathbb{R}^{b_l \times b_{s_l}}$. A small $\Delta H(X)^l$ translates to the small solution change, $\|\Delta \theta\|$, so that $\|\Delta \theta\|/\|\theta\|$ is given as

$$\frac{\|\Delta \theta\|}{\|\theta\|} \leq \sum_{i=1}^r \frac{1}{\sigma_i} \|\Delta H(X)^l\| \|v_iu_i^{LT}\| : 0 \leq l \leq L, \quad (5)$$

where $H(X)^0 = X$ for $l = 0$, $u_i^{LT} \in \mathbb{R}^{1 \times b_l}$ and $v_i \in \mathbb{R}^{b_s \times 1}$ are the left and right singular vectors of $H(X)^l$, respectively; $\sigma^l_i$ is the singular value for $H(X)^l$, and $T$ denotes transpose.

**Proof** Considering the simple problem $Y = \theta X$, where the objective is to estimate the solution $\theta \in \mathbb{R}^{b_0 \times b_0}$ with
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\(X \in \mathbb{R}^{h_0 \times b} \) and \(Y \in \mathbb{R}^{h_0 \times b} \); where \(X \) is of rank \(r \). Let a small change \(\Delta X \) result in the small solution change \(\Delta \theta \). Thus, we can write
\[
Y = (\theta + \Delta \theta)(X + \Delta X), \tag{6}
\]
\[
Y = (\theta X + \theta \Delta X + \Delta \theta X + \Delta \theta \Delta X). \tag{7}
\]
Noting that \(Y = \theta X \) and \(\Delta \theta \Delta X = 0 \) in (7), and taking \(X^\dagger\) as the pseudoinverse of \(X\), we obtain
\[
\Delta \theta X = -\theta \Delta X, \tag{8}
\]
\[
\theta^{-1} \Delta \theta = -\Delta XX^\dagger. \tag{9}
\]
Employing Cauchy-Schwarz inequality for (9) gives
\[
\frac{\|\Delta \theta\|}{\|\theta\|} \leq \|\Delta X\| \|X^\dagger\|. \tag{10}
\]
Finally, using \(X^\dagger = \Sigma_{i=1}^r \frac{1}{\sigma_i} u_i^T \) (since \(X = \Sigma_{i=1}^r \sigma_i u_i v_i^T \)) from SVD in (10) completes the proof. \(\square\)

**Remark 3** From Proposition 3, it is seen that \(\sigma_i^l \ll 1\) (i.e. near-rank loss) magnifies small \(\Theta H(X)^l\) so that the bound on \(\|\Delta \theta\|/\|\theta\|\) increases unreasonably. Importantly, it is seen from (4) that the impact of \(\sigma_i^l\) on \(\|\Delta \theta\|/\|\theta\|\) is additive, and can be very pronounced based on the number of \(\sigma_i^l \ll 1\). i.e. \(S^l\). The implication of this during the training of a \(L\)-layer DNN parameterized by \(\theta\) is that \(\|\Delta \theta\|/\|\theta\|\) fluctuates drastically for small \(\Delta H(X)^l\), so that optimization may not reach one of the best minima in the parameter space, \(\theta\); that is, many \(S^l\) (i.e. \(\sigma_i^l \ll 1\)) results in worse optimization. Ideally, we would like \(\sigma_i^l \approx 1\), so that a small change \(\Delta H(X)^l\) results in a reasonably small relative change in the solution, \(\|\Delta \theta\|/\|\theta\|\). We show via experiments that the degree of near-rank loss of hidden representations, measured by \(S^l\), is correlated with batch size and achievable training loss.

### 4.4 Computing singular values for hidden representations

For multilayer perceptron (MLP) networks, where the hidden representations, \(H(X)^l \in \mathbb{R}^{b^l \times b}\), are matrices, the conventional Singular Value Decomposition (SVD) can be used to determine the singular values of the hidden representations in the different layers of the model. Interestingly, most computer vision tasks rely on CNNs, where the hidden representations are tensors that can be expressed in the form \(H(X)^l \in \mathbb{R}^{d^l_1 \times d^l_2 \times n^l_1 \times b}\), where \(d^l_1\), \(d^l_2\) and \(n^l_1\) are the channel height, channel width and number of channels in layer \(l\), respectively.\(^1\) In order to determine the singular values of the hidden representations of CNNs, we employ the Higher Order SVD (HOSVD)\(^2\) [31, 32], which generalizes SVD for matrices to \(n\)-dimensional tensors. Specifically, given the CNN hidden representation in layer \(l\), \(H(X)^l\), that is a tensor, HOSVD is used for determining the singular values. For determining the degree of near-rank loss, we count the number of singular values, \(S^l\), that below a specified threshold, \(t_{th}\). In the experiments, we consider \(t_{th} = 10^{-4}\) and \(t_{th} = 10^{-5}\). Algorithm 1 summarizes the evaluation of the degree of near-rank loss of the DNNs used for experiments in this paper.

#### 4.5 Batch size in relation to the dimension of the layer weights and hidden representations

In Section 4.4, it is seen that the dimensions of the hidden representations in both MLPs and CNNs depend on the chosen batch size. In this section, we emphasize that the dimensions of the weights in both MLPs and CNNs are unaffected by the batch size hyperparameter. This clarification is important for the interpretation of the experimental results reported in Section 5. Let the weight in layer \(l\) of a MLP network be \(W^l_{MLP} \in \mathbb{R}^{h^l_1 \times h^l_2}\), and the weight in the layer \(l\) of a CNN be \(W^l_{CNN} \in \mathbb{R}^{d^l_1 \times d^l_2 \times n^l_{i-1} \times n^l_i}\), where \(n^l_{i-1}\) is the number of channels in layer \(l - 1\). It is observed from \(W^l_{MLP}\) and \(W^l_{CNN}\) that

\(^1\)Setting \(d^h = 1\) and \(d^w = 1\) transforms the CNN into the MLP model
\(^2\)Otherwise known in the literature as multilinear SVD
the chosen batch size, \( b_s \), does not affect the dimension of the parameter space irrespective of the model architecture; instead, the dimension of the hidden (i.e. latent space) representation is affected; see Section 4.4.

5 Experiments

In this section, the different datasets, DNN architectures, training settings and experimental results that can be used for understanding the generalization problem are presented.

5.1 Datasets

CIFAR-10 [33], CIFAR-100 [33], Fashion-MNIST [34] and MNIST [35] datasets are used for experiments. CIFAR-10 and CIFAR-100 both have 50,000 training and testing images; CIFAR-10 and CIFAR-100 have 10 and 100 classes, respectively. Fashion-MNIST and MNIST datasets both have 60,000 and 10,000 training and testing images, respectively. In addition, both datasets have 10 different classes. We observe that similar datasets have been used in [13, 14] for studying the generalization gap problem.

5.2 DNN architectures and hyperparameters settings

Four benchmarking datasets with three popular DNN architectures are used to generalize our findings. We perform experiments using VGG-16 [36] on CIFAR-10 and CIFAR-100 datasets, ResNet-56 [36] on CIFAR-10 and CIFAR-100 datasets and LeNet-5 [36] on Fashion-MNIST and MNIST datasets. VGG-16 and ResNet-56 are trained on the CIFAR datasets, since they are harder datasets as compared to Fashion-MNIST and MNIST datasets. We note that the claim that “simply scaling the initial base learning rates in relation to the chosen batch size generally resolves the generalization problem” has been refuted in [15, 37]. In fact, the work in [37] further argues that there is no standard rule for hyperparameters setting that works for all datasets and models in mitigating the generalization gap problem. Equipped with these observations, our experiments are thus tailored toward studying the rank loss of hidden representations of models trained with small and large batch sizes under similar hyperparameter settings. All models are trained using mini-batch gradient descent with a momentum rate of 0.9. The initial learning rate of all DNNs are set to 0.1, and are annealed to \( 10^{-4} \) during training. All the experiments use batch normalization [38]. A weight decay penalty of \( 1 \times 10^{-4} \) is used for regularizing models trained on the CIFAR datasets; a weight decay penalty of \( 5 \times 10^{-4} \) is used for Fashion-MNIST and MNIST datasets. Models for the CIFAR datasets are trained for 200 epochs, while models for Fashion-MNIST and MNIST datasets are trained for 60 epochs. For studying how batch size impacts optimization and generalization, we experiment with batch sizes of 64, 128, 512, 1024 and 2048 for the CIFAR datasets; and batch sizes of 128, 512, 1024, 2048, 4096 and 8192 for Fashion-MNIST and MNIST datasets. Note that batch sizes smaller than 64 are not considered for study, since they are of little practical interest (i.e. inefficient) for training modern DNNs that are typically very large and deep. For determining the near-rank loss of hidden layer units’ activations tensors, a small threshold value of \( t_{\text{th}} = 10^{-4} \) for singular values is used in the main experiments. Specifically, we compute the number of singular values, \( S_{\text{total}}^L = \Sigma_{l=1}^L S_l^L \), that are below the threshold value for every layer in a model, and report the sum on a log-scale; see Algorithm 1.

5.3 Main results and discussion

Experimental results for VGG-16, ResNet-56 and LeNet-5 models on the different datasets based on various training batch sizes are given in Tables 1, 2, 3, 4, 5 & 6. In these tables, the error rate and loss on the training set are reported as ‘train error’ and ‘train loss’; while the error rate and loss on the test set are given as ‘test error’ and ‘test loss’. It is observed that for all models and datasets, the train errors, test errors, train loss and test loss all increase with increase in training batch size; train error and loss increase show optimization problem. Importantly, it is noted that though similar train errors can be obtained with an increase in training batch size, the ‘train loss’ typically increases; see Tables 1, 2, 3, 4, 5 & 6.

In Figs. 1, 2 & 3, the degree of near-rank loss of hidden units’ activations for the different models with various batch sizes are shown as the number of singular values that are less or equal to the threshold value, \( t_{\text{th}} = 10^{-4} \). Note that Fig. 1 corresponds to results given in Tables 1 & 2; Fig. 2 corresponds to results given in Tables 3 & 4; and Fig. 3 corresponds to results given in Tables 5 & 6. As such, it is seen that as the training batch size increases, so does the near-rank loss of hidden units’ activations and training loss. Further experimental results reveal that the generalization gap for models trained with large batches reported in Tables 1, 2, 3, 4, 5 & 6 can be eliminated by simply switching to small batch sizes during training. That is, final test errors obtained are similar to those from models trained scratch using small batch sizes.

5.4 Ablation studies

5.4.1 The degree of near-rank loss and with different singular value threshold

Given the interesting results reported in Section 5.3 based on the cumulative near-rank loss of hidden representations.
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### Table 1  VGG-16 results on CIFAR-10 dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 64         | 0.01%       | 6.26%      | 0.1675     | 0.4914    |
| 128        | 0.02%       | 6.57%      | 0.1694     | 0.4964    |
| 512        | 0.02%       | 6.73%      | 0.2198     | 0.5597    |
| 1024       | 0.03%       | 7.81%      | 0.3495     | 0.7221    |
| 2048       | 0.05%       | 9.12%      | 0.5210     | 0.9157    |

### Table 2  VGG-16 results on CIFAR-100 dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 64         | 0.02%       | 26.97%     | 0.4635     | 1.9880    |
| 128        | 0.04%       | 27.54%     | 0.4763     | 1.9901    |
| 512        | 0.05%       | 30.12%     | 0.5737     | 2.2200    |
| 1024       | 0.05%       | 32.05%     | 0.6086     | 2.3345    |
| 2048       | 0.07%       | 35.29%     | 0.6743     | 2.4935    |

### Table 3  ResNet-56 results on CIFAR-10 dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 64         | 0.05%       | 6.02%      | 0.1173     | 0.4195    |
| 128        | 0.13%       | 6.63%      | 0.1426     | 0.4586    |
| 512        | 0.20%       | 8.10%      | 0.1621     | 0.5551    |
| 1024       | 0.24%       | 9.27%      | 0.1959     | 0.6275    |
| 2048       | 0.66%       | 10.68%     | 0.2677     | 0.7070    |

### Table 4  ResNet-56 results on CIFAR-100 dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 64         | 0.56%       | 27.97%     | 0.3608     | 1.7605    |
| 128        | 1.25%       | 29.29%     | 0.4312     | 1.8740    |
| 512        | 1.86%       | 32.37%     | 0.4769     | 2.0374    |
| 1024       | 3.00%       | 35.92%     | 0.4892     | 2.0679    |
| 2048       | 7.08%       | 39.19%     | 0.6052     | 2.1461    |

### Table 5  LeNet-5 results on Fashion-MNIST dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 128        | 0.00%       | 7.74%      | 0.0733     | 0.3895    |
| 512        | 0.00%       | 8.07%      | 0.0940     | 0.3940    |
| 1024       | 0.00%       | 8.23%      | 0.1076     | 0.4011    |
| 2048       | 0.23%       | 8.57%      | 0.1596     | 0.4142    |
| 4096       | 1.48%       | 9.60%      | 0.2258     | 0.4395    |
| 8192       | 5.81%       | 10.45%     | 0.3700     | 0.4786    |

### Table 6  LeNet-5 results on MNIST dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 128        | 0.00%       | 0.44%      | 0.0156     | 0.0299    |
| 512        | 0.00%       | 0.62%      | 0.0256     | 0.0418    |
| 1024       | 0.00%       | 0.64%      | 0.0508     | 0.0701    |
| 2048       | 0.01%       | 0.76%      | 0.1111     | 0.1316    |
| 4096       | 0.16%       | 0.86%      | 0.1795     | 0.1961    |
| 8192       | 0.66%       | 0.99%      | 0.2358     | 0.2428    |
with respect to different training batch sizes, we perform ablation studies to observe the impact of the chosen singular value threshold, \( t_{th} \). For additional experiments, results for the singular value threshold of \( t_{th} = 10^{-5} \) are reported in Fig. 4. Using a smaller value of \( t_{th} \) further emphasizes the degree of near-rank loss of the hidden representations in the models. For instance, compare Figs. 3 and 4. Note that ideally, we would like the singular value threshold to be zero, so that we can observe the exact rank loss of hidden representations. However, in practice, singular values may not be exactly zero, but extremely small so that near-rank loss that similarly plagues model training ensues. This scenario is similar to the concept of condition number that does not have to be infinite (i.e. the smallest singular value is zero), but be extremely large (i.e. the smallest singular value is very small) for the problem being solved to become chaotic.

5.4.2 The degree of near-rank loss and batch normalization

The influence of batch normalization [13] on the degree of the near-rank loss of the hidden representations is studied. Tables 7 and 8 report the results of the LeNet-5 models trained without batch normalization on the Fashion-MNIST and MNIST datasets using different batch sizes. It is seen from Tables 7 and 8 that without batch normalization,
the training loss of the models increases with batch size increase. This observation is similar to the models trained with batch normalization; compare Tables 5, 6, 7 and 8. Finally, Fig. 5 shows the degree of near-rank loss of the models given in Tables 7 and 8 (i.e. trained without batch normalization). Again, it is seen that the degree of near-rank loss for the models overall increases with batch size increase.

5.5 Results for linear DNN models

In Section 5.3, results for non-linear DNNs (i.e. with non-linear activation functions) are discussed. In this Section, additional experiments are performed to show that similar results are obtained for linear DNNs (i.e. with linear activation functions). The results for linear LeNet-5 trained on Fashion-MNIST and MNIST datasets are given in
LeNet-5 without batch normalization results on Fashion-MNIST dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 128        | 0.02%       | 8.91%      | 0.0785     | 0.4784    |
| 512        | 1.16%       | 9.13%      | 1.1031     | 0.3651    |
| 1024       | 3.27%       | 9.54%      | 0.1561     | 0.3371    |
| 2048       | 5.36%       | 10.02%     | 0.2087     | 0.3385    |
| 4096       | 7.76%       | 11.02%     | 0.2691     | 0.3560    |
| 8192       | 9.87%       | 11.94%     | 0.3301     | 0.3873    |

Tables 9 and 10, respectively. It is seen that as the batch size is increased, the achieved training losses increase, along with the test error rates. Furthermore, the number of singular values that equal or smaller than the threshold value $10^{-4}$ are shown in Fig. 6. Again, it is observed from Fig. 6 that as the batch size is increased, the number of singular values greater than $10^{-4}$ consistently increases.

### 6 The generalization gap problem in hindsight

Following the results reported and discussed in Section 5, the different inferences that can be drawn for the generalization gap problem are presented in this section.

#### 6.1 Main insights into generalization gap

**6.1.1 Training accuracy can be misleading**

Contrary to [13], we find based on our investigation that the optimization evolutions are different for DNNs trained with different batch sizes. Thus, observing only the final training accuracies or error rates as in [10, 13] can be misleading for studying generalization gap; rather, *training loss is more appropriate for study*. Models trained with small batch size generally reached smaller training losses than those trained with large batch sizes; see Tables 1, 2, 3, 4, 5, 6, 7 and 8.

**6.1.2 Generalization is tied to optimization**

DNNs trained with large batch sizes converge to higher training losses, suggesting that overfitting is not the problem. *Rather, insufficient optimization that subsequently reflects in generalization gap is the problem*. Our argument aligns with the observation in the work [10] that DNNs trained with large batch sizes have parameters that are closer\(^3\) to the initialized values than models trained with small batch sizes.

**6.1.3 Generalization gap problem is not inherent**

*Generalization loss with batch size increase is not an inherent problem in the parameters space*, since we observe in this paper that switching from a large batch size to a small batch size during training allows optimization to proceed as if a small training batch size was used from the start of model training. Using Fashion-MNIST dataset, and taking the model trained with a batch size of 128 as the baseline for comparison, we observe the effect of switching from any arbitrary large batch size to 128 during training. The results are given in Table 11, where is seen that the final training losses are particularly similar such that we can conclude that there are no optimization problems. The testing errors are similar as well, which reflects that there is no generalization gap problem. Note that in Table 5, appreciable generalization loss is seen starting from a batch size of 4096. Our position that the optimization problem lies in the feature representation space, and not in the parameters space is corroborated by [14], which observed no saddles points in the parameters space for large batch sizes. Hence, we argue that generalization gap is simply a result of an unsuitable selection of the batch size hyperparameter, just as convolution filters of small sizes (e.g. $3 \times 3$) are favoured for generalization performance [39] over filters of large sizes.

**6.1.4 Increasing model width alleviates generalization gap**

The work in [40] posits that increasing DNN width (i.e. $h^n_l$ for the hidden layer output, $H(x)^l \in \mathbb{R}^{h^n_l \times b_s}$) alleviates the generalization gap problem. Interestingly, our analysis in Section 4.3 can be used to explain this phenomenon in that increasing $h^n_l$ causes the admissible distribution range for $\sigma_{\min}(H(x)^l)$ to increase as in Proposition 2; that is, $P(\sigma_{\min}(H(x)^l)) > 10^{-4}$ increases. Subsequently, near-rank loss of $H(x)^l$ is reduced, and optimization condition is improved so that the model generalizes better. An additional explanation is that increasing $h^n_l$ increases the number of parameters of the DNN so that the representational capacity of the model is increased, and thus may compensate for near-rank loss of hidden layer units and associated information loss. In contrast, increasing $b_s$ does not impact

\(^3\)Closer parameters after training corresponds to weaker optimization
Table 8  LeNet-5 without batch normalization results on MNIST dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 128        | 0.00%       | 0.68%      | 0.0190     | 0.0416    |
| 512        | 0.00%       | 0.80%      | 0.0386     | 0.0646    |
| 1024       | 0.02%       | 0.86%      | 0.0473     | 0.0741    |
| 2048       | 0.14%       | 0.98%      | 0.0565     | 0.0786    |
| 4096       | 0.56%       | 1.21%      | 0.0723     | 0.0889    |
| 8192       | 1.47%       | 1.77%      | 0.0999     | 0.1057    |

Fig. 5 Near-rank loss of hidden representations with batch size for LeNet-5 trained without batch normalization, where $\nu_h = 10^{-4}$

Table 9  Linear LeNet-5 results on Fashion-MNIST dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 128        | 4.46%       | 9.69%      | 0.1782     | 0.3467    |
| 512        | 4.83%       | 10.26%     | 0.1946     | 0.3656    |
| 1024       | 5.32%       | 10.36%     | 0.2428     | 0.3946    |
| 2048       | 6.88%       | 10.51%     | 0.3594     | 0.4610    |
| 4096       | 8.83%       | 10.78%     | 0.4994     | 0.5609    |
| 8192       | 10.89%      | 12.08%     | 0.6187     | 0.6592    |

Table 10  Linear LeNet-5 results on MNIST dataset with different batch sizes

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 128        | 0.03%       | 1.03%      | 0.0269     | 0.0512    |
| 512        | 0.04%       | 1.07%      | 0.0357     | 0.0644    |
| 1024       | 0.10%       | 1.10%      | 0.0746     | 0.1008    |
| 2048       | 0.40%       | 1.15%      | 0.1571     | 0.1758    |
| 4096       | 1.01%       | 1.43%      | 0.2539     | 0.2606    |
| 8192       | 1.72%       | 1.73%      | 0.3293     | 0.3270    |
Fig. 6 Near-rank loss of hidden representations with batch size for linear LeNet-5, where \( t_{th} = 10^{-4} \)

the number of model parameters, and thus, information loss due to the increased near-rank loss of hidden units (as observed in our analysis) cannot be compensated.

6.1.5 Generalization gap and near-rank loss of units’ activations

A positive correlation is found between the near-rank loss of the hidden layer units’ activations and batch size, i.e. Figs. 1 to 5. The near-rank loss of hidden representations results in numerical instability [41], and subsequently explains the optimization problem observed for large training batch sizes.

6.2 Is the generalization gap problem really solved?

The careful evaluation of methods that claim to have solved the generalization gap is advocated in this paper. Many training techniques such as ghost batch normalization [10] and RMSProp [42] in [43] are claimed to resolve the generalization gap of models trained with large batch size. Importantly, the drawback of these works [10, 12, 43] and others that claim to have solved the generalization gap problem is their failure to apply the same training techniques to the models trained with small batch sizes for fair comparison. Particularly, we argue that these training methods essentially improve model optimization, which subsequently reflects in better generalization. As such, models trained with small batch sizes can equally benefit from such training techniques. For example, the work [44] has already shown that ghost batch normalization improves the generalization performance of models trained with small batch sizes as well. Furthermore, the work in [15] has shown that the popular linear scaling of learning rates with batch size and gradual warm-up employed in [12] both improve the generalization performance of models trained with small batch size. Consequently, the claims in [10, 12, 43] and similar works are questionable and inconclusive, considering the simultaneous improvement for similar models trained using both small and large batch sizes. Furthermore, we note an interesting recent work [18] with extensive experiments that contradicts the claim presented in [10] that training longer can resolve the generalization gap problem. In [18], it was noted that

| Batch size | Train error | Test error | Train loss | Test loss |
|------------|-------------|------------|------------|-----------|
| 128        | 0.00%       | 7.74%      | 0.0733     | 0.3895    |
| 4096 → 128 | 0.00%       | 7.85%      | 0.0736     | 0.3908    |
| 8192 → 128 | 0.00%       | 7.50%      | 0.0736     | 0.3903    |
| 16384 → 128| 0.00%       | 7.56%      | 0.0754     | 0.3835    |
| 24576 → 128| 0.00%       | 7.64%      | 0.0742     | 0.3915    |
using popular tricks such as learning warmup, learning rate scaling schemes, various optimizers and even exponentially longer training, the testing accuracy obtained using a small batch size could not be achieved when the batch size is increased beyond some certain limits. For MNIST, CIFAR-10 and Imagenet datasets, the batch size limits are 16000, 25000 and 128000, respectively [18]. Using a batch size of 819200 for Imagenet dataset on ResNet-50, and training for 10000 epochs, the best testing accuracy obtained was 71.8% [18]. Interestingly, a testing accuracy of 76.1% can be obtained using a batch size of 256 with less than 100 epochs as seen in the work [45]. Subsequently, all the evidence in this paper suggests that the generalization gap problem has not been indeed solved as claimed in the discussed papers. We particularly argue that a true solution would be one, where (i) applying similar training tricks does not improve the testing accuracy obtained using a small batch size, and (ii) using the full batch (all data samples) for training leads to no significant reduction in model testing accuracy.

7 Conclusion

For the optimal utilization of computing resources and fast training, DNNs usually employ mini-batch gradient descent for training. However, an obstacle is the progressive generalization loss that ensues with training batch size increase. In this paper, we investigate from a random matrix perspective, the source of the aforementioned generalization loss. Our results reveal the correlation between the near-rank loss of hidden units’ activations (that plagues optimization) and batch size increase. We posit that the generalization loss stems from an underlying difficulty of optimization that is associated with the near-rank loss of hidden units’ activations tensors, which can be observed via singular value decomposition. Finally, our findings in conjunction with other recent works suggest that the claims of resolving the generalization gap problem by simply scaling the learning rate with batch size or applying ghost batch normalization are problematic and inconclusive. Following the results of our analysis in the paper, an interesting direction for truly alleviating the generalization gap problem can involve tackling the increased near-rank loss of hidden representations with batch size increase. For instance, the addition of a calculated amount of noise to the different components of DNNs trained with large batch size. The randomness should generally reduce the degree of collinearity of hidden representations, and therefore reduce near-rank loss that is associated with generalization gap. Different ways of injecting various types of suitable noises in the hidden layers can be a promising and simpler approach for exploration.

Appendix A

A1 Singular values for random matrices

A1.1 Distribution of the singular values of random matrices

In this section, we empirically investigate the expected singular values for random matrices, which entries are drawn from Gaussian, uniform and lognormal distributions. Namely, we show that given a random matrix \( A \in \mathbb{R}^{m \times n} : m \geq n \), many of the singular values of \( A \) becomes increasingly small as \( n \) is increased. Figure 7 shows the distributions of the singular values of random matrices with entries drawn from the standard normal distribution. For reinforcing the results, we experiment with \( m = 1000, m = 2000 \) and \( m = 4000 \) for different values of \( n \). Furthermore, each experiments are repeated 100 times. Given a specific value for \( m \), it is seen that the number of small singular values increases as \( n \) is increased. Similarly, Fig. 8 shows the distributions of the singular values of random matrices with entries drawn from uniform distributions. Again, it is observed that for a given \( m \) value, the many singular values become small as the value of \( n \) is increased. For instance, for \( m = 1000 \) and \( n = 10 \) (i.e. \( 1000 \times 10 \) matrix), some singular values are larger than 40. However, for \( m = 1000 \) and \( n = 1000 \) (i.e. \( 1000 \times 1000 \) matrix), all the singular values are less than 40. Again, the distributions of the singular values of random matrices, which entries are sampled from lognormal distributions are shown in Fig. 9. Finally, note that the singular values of \( A \) are the same as those of \( A^T \) (i.e. \( A \) transpose).

A1.2 Expected minimum singular values for random matrices

The expected minimum singular values of random matrices, which entries are drawn from Gaussian, uniform and lognormal distribution are investigated. First, we give the popular strong law of large numbers that relates the expected value of random variables to the sample mean as follows

**Lemma 1** (Strong law of large numbers): Let a sequence of \( t \) independently and identically distributed random variables be \( \{ X_i \}_{i=1}^{t} \), the sample mean be \( M_t \), and the expected value be \( \mathbb{E} X \). We have the following relation

\[
P(\lim_{t \to \infty} M_t = \mathbb{E} X) = 1 \tag{11}
\]

**Proof** See [46, 47] for derivations and detailed discussion.
Fig. 7 The singular values of random matrices with entries sampled from the standard normal distribution. One of the dimensions is fixed, while the other is varied. Each experiment is repeated 100 times. Top row: The maximum dimension of the matrices is 1000. Middle row: The maximum dimension of the matrices is 2000. Bottom row: The maximum dimension of the matrices is 4000.

Basically, Proposition 1 shows that the sample mean approximates the expected value, as $t$ is increased. In this paper, we use $t = 100$. Consequently, going forward, the sample mean of the minimum singular values of random matrices, which can be easily computed, is used to approximate the expected value of minimum singular values of random matrices.

Again, given a random matrix $A \in \mathbb{R}^{m \times n} : m \geq n$, using a fixed $m$, the expected value of the minimum singular values of $A$, $E\sigma_{\min}(A)$, is studied. Specifically, we report

Fig. 8 The singular values of random matrices with entries sampled from uniform distribution. One of the dimensions is fixed, while the other is varied. Each experiment is repeated 100 times. Top row: The maximum dimension of the matrices is 1000. Middle row: The maximum dimension of the matrices is 2000. Bottom row: The maximum dimension of the matrices is 4000.
The singular values of random matrices with entries sampled from lognormal distribution of a mean value of zero and standard deviation of one. One of the dimensions is fixed, while the other is varied. Each experiment is repeated 100 times. Top row: The maximum dimension of the matrices is 1000. Middle row: The maximum dimension of the matrices is 2000. Bottom row: The maximum dimension of the matrices is 4000.

It will be seen from Tables 11, 12 & 13 that as the variable dimension (i.e. $n$) of the matrix increases, the expected value of minimum singular values decreases. This reflects that $\mathbb{E}\sigma_{\min}(A) \to 0$, as $n$ becomes large.

### Table 12
Expected value of the minimum singular values for Gaussian random matrix. This corresponds to the matrices in Fig. 7.

| Matrix size   | $\mathbb{E}\sigma_{\min}(A)$ |
|--------------|-------------------------------|
| 1000 × 10    | 29.9333                       |
| 1000 × 50    | 24.9032                       |
| 1000 × 200   | 17.6944                       |
| 1000 × 500   | 9.3842                        |
| 1000 × 1000  | 0.0214                        |
| 2000 × 10    | 42.0237                       |
| 2000 × 50    | 22.5139                       |
| 2000 × 1000  | 13.2249                       |
| 2000 × 1500  | 6.0893                        |
| 2000 × 2000  | 0.0142                        |
| 4000 × 50    | 60.5933                       |
| 4000 × 500   | 41.0717                       |
| 4000 × 2000  | 18.6311                       |
| 4000 × 3000  | 8.5605                        |
| 4000 × 4000  | 0.0103                        |

### Table 13
Expected value of the minimum singular values for uniform random matrix. This corresponds to the matrices in Fig. 8.

| Matrix size   | $\mathbb{E}\sigma_{\min}(A)$ |
|--------------|-------------------------------|
| 1000 × 10    | 8.4324                        |
| 1000 × 50    | 7.2078                        |
| 1000 × 200   | 5.1265                        |
| 1000 × 500   | 2.7250                        |
| 1000 × 1000  | 0.0052                        |
| 2000 × 10    | 12.2200                       |
| 2000 × 50    | 6.5203                        |
| 2000 × 1000  | 3.8219                        |
| 2000 × 1500  | 1.7592                        |
| 2000 × 2000  | 0.0041                        |
| 4000 × 50    | 17.5597                       |
| 4000 × 500   | 11.8805                       |
| 4000 × 2000  | 5.3796                        |
| 4000 × 3000  | 2.4693                        |
| 4000 × 4000  | 0.0030                        |
Table 14  Expected value of the minimum singular values for lognormal random matrix. This corresponds to the matrices in Fig. 9

| Matrix size | $E\sigma_{\text{min}}(A)$ |
|-------------|--------------------------|
| 1000 $\times$ 10 | 56.1322 |
| 1000 $\times$ 50 | 48.7673 |
| 1000 $\times$ 200 | 36.0231 |
| 1000 $\times$ 500 | 19.4127 |
| 1000 $\times$ 1000 | 0.0422 |
| 2000 $\times$ 10 | 84.1329 |
| 2000 $\times$ 50 | 47.0961 |
| 2000 $\times$ 1000 | 27.8701 |
| 2000 $\times$ 1500 | 12.8825 |
| 2000 $\times$ 2000 | 0.0307 |
| 4000 $\times$ 50 | 17.5597 |
| 4000 $\times$ 500 | 11.8805 |
| 4000 $\times$ 2000 | 5.3796 |
| 4000 $\times$ 3000 | 2.4693 |
| 4000 $\times$ 4000 | 0.0227 |
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