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We explore the feasibility of a fiber clock, a compact high-precision optical lattice atomic clock based on atoms trapped inside a hollow core optical fiber. Such a setup offers an intriguing potential both for substantially increased number of interrogated atoms (and thereby an improved clock stability) and for miniaturization. We evaluate the sensitivity of the $^1S_0^+ - ^3P_0$ clock transition in Hg and other divalent atoms to the fiber inner core surface at non-zero temperatures. The Casimir-Polder interaction induced $^1S_0^+ - ^3P_0$ transition frequency shift is calculated for the atom inside the hollow capillary as a function of atomic position, capillary material, and geometric parameters. For Hg atoms on the axis of a silica capillary with inner radius $\geq 15 \mu m$ and optimally chosen thickness $d \sim 1 \mu m$, the atom-surface interaction induced $^1S_0^+ - ^3P_0$ clock transition frequency shift can be kept on the level $\delta \nu / \nu_{\text{Hg}} \sim 10^{-19}$. We also estimate the atom loss and heating due to collisions with the buffer gas, lattice intensity noise induced heating, spontaneous photon scattering heating, and residual birefringence induced frequency shifts.

I. INTRODUCTION
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\caption{(Color online) (a) Cold atoms optically trapped in the ground vibrational state inside the hollow core dielectric cylinder. (b) Energy level diagram for Hg atoms: the clock transition is shown with the dashed straight arrow and dashed lines show the virtual transitions contributing to the resonant part of the Casimir-Polder interaction potential.}
\end{figure}

The rapid progress in micro- and nano-fabrication technologies and advances in material science together with the growing demand for precision metrology and quantum information processing gave rise to a new branch of research engineering aiming to develop miniaturized quantum devices. Examples include atomic clocks \cite{1-4}, atomic sensors, interferometers \cite{5-9}, and quantum logic gates \cite{10}. In particular, development of miniaturized atomic clocks is anticipated to enable important applications requiring portability and low power consumption, such as secure telecommunications \cite{11,12}, mobile timing, navigation \cite{13-15}, and deep space atomic clocks \cite{16}.

The main platforms for compact quantum devices are micro-electromechanical systems \cite{17,18}, miniaturized wire traps \cite{19}, and, more recently, hollow core optical fibers \cite{20,21}. Here we analyze the feasibility of a “fiber clock”—a device that holds interrogated clock atoms inside a hollow core optical fiber. The atoms are optically trapped, avoiding collisions with the wall surface \cite{21}. The “fiber clock” is a natural extension of optical lattice clocks \cite{22}, which recently reached record levels of estimated fractional inaccuracy at the $\approx 6 \times 10^{-18}$ level \cite{23,24}. The clock transition is the narrow $^1S_0^+ - ^3P_0$ transition present in divalent atoms (e.g. Sr, Yb, Ca, Mg, and Hg). Unlike in the free space configuration, where the maximum interaction length does not exceed the Rayleigh length $z_R = \pi w_0^2 / \lambda$ (here $w_0$ is the characteristic Gaussian beam waist radius and $\lambda$ is the wavelength of the laser field), the fiber clock setup does not suffer from this limitation \cite{21}. Large ensembles of cold atoms trapped in a 1D optical lattice can be realized within the compact transverse region $\sim 5 - 100 \mu m$, avoiding high atomic density per lattice site. The increase in the number of interrogated atoms enables further advances in clock stability. Improved stability, i.e. the ability to average down statistical noise in shorter time intervals, is beneficial in many applications. In particular, searches for short transient variation of fundamental constants induced by “clumpy” dark matter \cite{25,26} would benefit from the improved clock stability.

In pursuing a super-precise miniature clock one also needs to keep in mind the miniaturization of other clock elements. In this context, it is important to note that the
“fiber clock” can be integrated into the all-fiber framework. Moreover, one could envision the enhanced superradiance [27] of the 1D trapped atomic ensemble into the fiber guided laser mode. Optical trapping of large ensembles of cold divalent atoms uniformly distributed over the length $L \sim N_o \lambda_l / 2$ (where $N_o \gg 1$ is the number of trapped atoms and $\lambda_l$ is the lattice wavelength) inside the hollow core fiber and suppressing the associated sources of atomic dipole relaxation (other than the radiative decay) will be the next step towards an ultranarrow linewidth laser source at the $^1S_0-^3P_0$ clock transition frequency. Super-radiant lasing on the clock transition [28, 29] is a potential alternative to space-consuming bulky reference cavities used in optical clocks.

Here we theoretically evaluate the feasibility of the optical lattice clock based on the narrow $^1S_0-^3P_0$ transition in Hg and other alkaline-earth-like atoms (Cd, Mg, Yb, Sr) optically trapped inside a hollow core fiber. One of the first experimental efforts towards compact optical clocks involved the 3D trapping of an ensemble of Sr atoms inside a micron-sized structure [18]. More recently, a precision spectroscopy of the $^1S_0-^3P_0$ transition of Sr atoms optically trapped inside a Kagome fiber has been demonstrated [21]. To the best of our knowledge, no $^1S_0-^3P_0$ transition based optical lattice clock has been realized so far with cold atoms inside a hollow core fiber. A mercury clock [30–34] is of particular interest in applications to probing physics beyond the standard model due to the large value of the Hg nuclear charge. The relatively low static polarizability of Hg and Cd [30] makes them less sensitive to black body radiation (BBR), as compared to Sr, Yb and Ca. This peculiarity makes Hg and Cd good candidates for optical clock applications where the ambient temperature is difficult to control, making the BBR shift the main constraint on the clock accuracy [35].

As a platform for the Hg and Cd clocks, one could consider recently developed UV guiding hollow core fibers [36, 37]. In [37], a single mode photonic crystal fiber with inner core diameter $\approx 20 \mu m$ and loss $\approx 0.8 \, dB/m$ at the wavelength 280 nm was demonstrated. In [36], a multi-mode hollow core fiber with the inner core diameter $\approx 25 \mu m$ and loss $\approx 2 \, dB/m$ at wavelength 355 nm and a loss of $\approx 0.4 \, dB/m$ at the wavelength 250 nm was designed. The ability to design similar waveguides for the UV range has been announced [36].

The development of a fiber-based atomic clock requires detailed understanding of the effects of the surrounding surface on the clock transition frequency. The previous evaluation of the surface-induced clock frequency shifts for divalent atoms was carried out for planar geometry [38]. Here we take into account the cylindrical fiber geometry and its material properties. The atom-surface interaction generally depends on the geometry and the fiber material. In [39], the Casimir-Polder (CP) interaction of Rydberg atoms with a cylindrical cavity was analyzed. It was shown that at certain cavity radii an enhancement of modes resonant with atomic transitions may occur, leading to an increase of the resonant part of CP interaction potential and to the modification of the atomic radiative decay rate [39, 40].

Considering the high precision required for the optical clock, we study these resonant effects for the ground $^1S_0$ and the metastable $^3P_0$ clock states of alkaline-earth-like atoms. We present the general form of the long range atom-surface interaction potential at non-zero temperatures for the hollow core cylindrical geometry and analyze the resulting $^1S_0-^3P_0$ clock frequency shift as a function of the fiber parameters. We find that for an ensemble of Hg atoms optically trapped near the axis of a hollow silica capillary waveguide with inner radius $R_m \geq 15 \mu m$, the CP interaction-induced fractional frequency shift can be suppressed down to the level of $\delta \nu / \nu \sim 10^{-19}$. The frequency shift due to the nonresonant part of the CP interaction in this case is dominant compared to the resonant contribution. For the atoms trapped near the capillary axis, the CP interaction decreases with the growth of the inner core radius. At high relative permittivity of the inner core surface material $\varepsilon_r > 1$ the contribution of resonant atom-surface interaction as well as the radiative decay rate enhancement (Purcell effect) may become dominant at certain choices of the geometric parameters of the waveguide. Both the clock transition frequency shift caused by the resonant part of CP interaction potential and the Purcell effect can be suppressed by slightly adjusting the thickness $d$ at a given inner core radius $R_m$. The adjustment has to be done in order to avoid the resonant waveguide modes at the frequencies of the decay channels. For more complex waveguide geometries the resonances of the atom-surface interaction as a function of the waveguide parameters can be more difficult to predict.

The paper is organized as follows: In Sec. II we evaluate the CP-induced clock frequency shifts and in Sec. III we consider other effects, such as the atomic loss and heating inside the fiber. The summary is given in Sec. IV. In Secs. II and III, theoretical expressions are given in the Gaussian units, while in Sec. IV, we also use the atomic units, as indicated.

II. $^1S_0-^3P_0$ CLOCK TRANSITION INSIDE THE HOLLOW CORE FIBER

The probability of BBR induced transitions from the clock levels to the other atomic states is negligibly small over the typical clock operation time and the clock atoms are not in thermal equilibrium with the BBR bath [41]. The CP interaction induced shift of the clock frequency has to be found as the difference of free energy shifts of
the clock levels [39, 41]:

\[ \delta F_{a}(r) = \frac{4\pi}{3} \sum_{j} \left( n(\omega_{ja}) - \Theta(\omega_{ja}) [1 + 2n(\omega_{ja})] \right) |\mu_{aj}|^{2} \]

\[ \times \text{Tr} \left[ \text{Re} G(r, r, \omega_{ja}) \right] - k_{B} T \sum_{k=0}^{\infty} \text{Tr} \left[ G(r, r, i\xi_{k}) \right] \alpha_{a}(i\xi_{k}), \]  

(1)

where \( \xi_{k} = 2\pi k T \cdot k/h \) is the \( k \)-th Matsubara frequency, \( T \) is the temperature, \( \mu_{aj} \) is the dipole matrix element of transition \( a \rightarrow j \) with transition frequency \( \omega_{ja} \), \( G(r, r, \omega) \) is the classical Green tensor [42–44] for a given waveguide geometry, \( \alpha_{a} \) is the atomic polarizability, the prime on the Matsubara sum indicates that the \( k = 0 \) term is to be taken with half weight, and \( \Theta \) is the Heaviside step function. We do not present the details of the full theoretical framework used in these calculations as it was previously done by other authors, see Refs. [39, 41] and references therein [45]. We approximate the geometry of the fiber inner interface by as that of a cylindrical dielectric capillary of a given thickness \( d = R_{\text{out}} - R_{\text{in}} \), see Fig. 1(a), where \( R_{\text{in}} \) and \( R_{\text{out}} \) are the inner and outer radii of the capillary and \( \rho \) is the radial coordinate of the atom inside the cylinder. We consider the surface to be in thermal equilibrium with the BBR at given temperature \( T = T_{S} \). The mean occupation number \( n \) of photons with energy \( h\omega_{ja} \) is given by the Bose-Einstein distribution, \( n(\omega_{ja}) = (e^{h\omega_{ja}/k_{B}T_{S}} - 1)^{-1} \). Cold atoms prepared in a given state (either \( ^{1}S_{0} \) or \( ^{3}P_{0} \)) are trapped by the red-detuned standing wave forming the 1D optical lattice inside the fiber, see Fig. 1. The “magic” wavelength of the laser field forming the lattice is chosen in order to cancel the differential ac Stark shift for the clock transition, \( \lambda_{L} = 360 \text{ nm} \) [30]. The atomic ensemble temperature can be reduced down to a few nK [30], decreasing the trapping potential depth to \( U \sim 10 E_{R} \), where \( E_{R} \) is the recoil energy. We also assume that the atoms are trapped in the ground vibrational motional state and are located near the lattice nodes, corresponding to the maxima of the lattice field intensity, along the axis of a cylinder (\( \rho = 0 \)), where they are most distant from the dielectric walls.

### A. Resonant atom-surface interaction

We start our analysis of the \( ^{1}S_{0} - ^{3}P_{0} \) clock transition frequency shift with the first term in Eq. (1), corresponding to the virtual dipole absorption and emission of thermal photons. In the presence of surface polaritons [41] or waveguide modes at the atomic transitions frequencies \( \omega_{ja} \) these terms may become resonant [39]. The dashed lines in Fig. 1(b) indicate the virtual transitions contributing to the resonant part of the CP interaction potential. The term arising from the virtual emission \( ^{3}P_{0} \rightarrow ^{1}S_{0} \) remains finite even at zero temperature, although it is strongly suppressed due to the small values of the corresponding dipole matrix elements for non-zero nuclear spin isotopes (these vanish for the nuclear spin-zero isotopes). Other contributions come from the virtual absorption of thermal photons via the \( ^{3}P_{0} - ^{3}S_{1} \), \( ^{3}P_{0} - ^{3}D_{1} \), \( ^{1}S_{0} - ^{1}P_{1} \), and \( ^{3}S_{0} - ^{3}P_{1,0} \) pathways. Their amplitudes are suppressed exponentially with decreasing surface temperature.

Fig. 2 shows our computed fractional frequency shift of the \( ^{1}S_{0} - ^{3}P_{0} \) clock transition for atoms on the capillary axis (\( \rho = 0 \)) caused by the resonant part of the CP interaction potential at the surface temperature \( T_{S} = 293 \text{ K} \). One can see the resonant structure in its dependence on the capillary thickness parameter \( d \) and the inner radius \( R_{\text{in}} \). The effect ceases (on the capillary axis) as the capillary inner radius grows. For the vacuum-silica-air interface [46] the cavity effect is small compared to the case of highly reflective capillary material, Fig. 4. Also, there are no resonances in the relative permittivity \( \varepsilon_{\text{silica}} \) corresponding to transitions from the \( ^{1}S_{0} \) or \( ^{3}P_{0} \) clock states.
in divalent atoms. The upper limit on the resonant CP interaction-induced clock transition frequency shift for Hg atoms on the capillary axis (\(\rho = 0\)) at surface temperature \(T_S = 293\) K and inner core radius \(R_{in} = 15\) \(\mu m\) is \(|\delta\nu/\nu_{Hg}| \sim 3 \times 10^{-18}\). It can be reduced further by choosing the optimal values of waveguide inner radius and thickness. For \(^{87}\)Sr atoms the rate of the \(^3P_0 - ^1S_0\) transition, contributing the most to the resonant CP interaction at the room temperature of the surface, is much lower than for \(^{199}\)Hg. Therefore we do not consider here the resonant CP interaction induced frequency shifts in Sr atom.

\[
\delta\nu/\nu \propto |\delta\nu/\nu_{Hg}| \sim 3 \times 10^{-18}
\]

\[
\delta\nu(\rho = 11\) \(\mu m\)) \times (11\) \(\mu m\)/\(15\) \(\mu m\)^4 expected for CP interaction in the planar geometry.

The second term in Eq. (1) corresponds to nonresonant quantum fluctuations of the atomic dipole. Away from resonances and at low surface temperatures this term is the primary contributor to the \(^1S_0 - ^3P_0\) transition frequency shift in divalent atoms.

\[
\delta\nu(\rho = 11\) \(\mu m\)) \times (11\) \(\mu m\)/\(15\) \(\mu m\)^4 expected for CP interaction in the planar geometry.

**FIG. 3.** (Color online) The \(^{199}\)Hg \(^1S_0 - ^3P_0\) clock transition frequency shift due to the resonant part of the atomic interaction with the inner surface of a silica capillary as a function of its thickness \(d\) at the fixed value of the inner radius \(R_{in} = 15\) \(\mu m\). The atoms are on the capillary axis \(\rho = 0\), at two different values of relative permittivity of capillary material: \(\epsilon_r = 2.45\) (blue dashed) and \(\epsilon_r = 11\) (red solid).

The dependence of the resonant CP interaction on the waveguide geometry can be derived from the Green function. The Green function is given by [44]:

\[
\text{Tr}[\text{ReG}(r, r, \omega)] = \frac{i\omega^2}{2\pi\epsilon_0} \int_0^\infty dq \sum_{m=0}^\infty \left\{ \left( r_M + r_N \frac{q^2}{k^2} \right) \right. \\
\left. \times \left[ \frac{m^2}{q^2} \frac{J_m^2(\eta q)}{\rho^m} + J_m^2(\eta q) \right] + r_N \frac{\eta^2}{k^2} J_m^2(\eta q) \right\} (2)
\]

where \(r_{M,N}(m, q)\) are functions of the frequency \(\omega\) and the surface parameters: \(R_{in}, d\) and \(\epsilon, \eta = \sqrt{k^2 - q^2}\), \(k\) is the wavevector and \(J_m\) are the Bessel functions. The resonances in the \(r_{M,N}\) coefficients at \(q = 0\) determine the true resonances of the Green function. On the axis (\(\rho = 0\)) the resonant waveguide mode at the given frequency \(\omega\) can be suppressed when minimizing the corresponding sum \(\text{Im}[r_N(0, 0) + r_M(1, 0)/2]\).

**FIG. 4.** (Color online) (a) Frequency shift of the \(^1S_0 - ^3P_0\) clock transitions in Hg (blue long-dashed), Cd (green medium-dashed), Mg (orange short-dashed) and in Sr (red solid) atoms due to the (dominant) non-resonant part of the Casimir-Polder interaction potential. The clock atoms are assumed to be located on the capillary axis. The capillary of thickness \(d = 1\) \(\mu m\) has temperature \(T_S = 77\) K. (b) Frequency shift of the \(^1S_0 - ^3P_0\) clock transition in Hg atom as a function of the distance \(R_{in} - \rho\) between the atom and the capillary inner surface. The capillary has the same parameters as in (a) with the fixed inner radius \(R_{in} = 15\) \(\mu m\). The green dashed line shows the value \(\delta\nu(\rho = 11\) \(\mu m\)) \times (11\) \(\mu m\)/\(15\) \(\mu m\)^4 expected for CP interaction in the planar geometry.
Fig. 4 (b) shows the calculated CP-induced clock transition frequency shift for Hg as a function of the distance $R_m - \rho$ between the atom and waveguide surface at the fixed value of the inner waveguide radius $R_m = 15\mu m$. $\rho$ is the atomic position in cylindrical coordinates with $z$-axis placed at the waveguide symmetry axis. For a finite-size distribution of atomic motional wavefunction over the radial trapping potential, this dependence will lead to broadening of the clock transition line.

Fig. 5 (a) illustrates the Hg $^1S_0-^3P_0$ transition frequency shift as a function of capillary inner radius at different values of the thickness parameter $d$. The gray dashed line shows the CP frequency shift for an atom interacting with the plane dielectric interface at the distance $z = R_{in}$, $\delta\nu_{CP}(z) = -(3/8\pi)\alpha_{ab}(0)z^{-4}$ [49], where $\alpha_{ab}(0)$ is the differential static polarizability of the atomic levels $a$ and $b$. As the thickness of the capillary grows, the atoms on the axis are subject to stronger perturbation of their energy levels compared to the case of an atom near the flat dielectric interface. So, for example, at the thickness $d = 0.5\mu m$ and the inner radius $15\mu m$ the atomic transition frequency shift is about 2.17 times smaller than the corresponding value for the flat interface. At the same inner radius value but increased thickness $d = 2.5\mu m$, the atomic transition frequency shift is about 1.92 times larger than for the flat interface. As a comparison, in [50] the electrostatic approach was used to determine the van der Waals interaction of the atom with the inner surface of dielectric cylinder ($d \to \infty$). The interaction potential, as a function of the atom distance $x$ from the surface, was parametrized there as $U(x) = -\mu C_6/x^3$, with the factor $\mu(\rho)$ depending on the distance $\rho$ of the atom from the center of a cylinder. It was found that on the axis of a cylinder the interaction potential felt by the atom is 4 times stronger ($\mu(0) = 4$) than for the atom near the dielectric plane surface at the distance equal to the cylinder radii.

Fig. 5 (b) shows the nonresonant CP interaction induced $^1S_0-^3P_0$ clock transition frequency shift in $^{199}$Hg atoms as a function of the capillary inner radius and its thickness. One can see the steady frequency shift growth (absolute value) when increasing the capillary thickness and reducing the inner radius of the waveguide.

III. LIFETIME OF TRAPPED ATOMS AND OTHER SYSTEMATIC EFFECTS

In this section, we discuss the systematic effects limiting the lifetime of atoms in the optical lattice formed inside the fiber and, therefore, the stability of the fiber clock. We also compare various frequency shifts for the $^{199}$Hg atom, which is the main focus of this paper, with those for the Sr, used in the most accurate to this date optical lattice clock [23].

One of the detrimental effects comes from the atomic collisions with the residual buffer gas molecules. Compared to the macroscopic vacuum chamber, achieving high vacuum in the hollow core fiber is more challenging due to the smallness of the inner core. Collisions of cold atoms with the background gas molecules inside the fiber lead to their heating and eventual escape from the trapping lattice. Considering that the average kinetic energy of the incident buffer gas molecule $E_{bg}$ is much larger than that of the trapped atoms and that the scattering process (inside the shallow optical lattice) happens at relatively large internuclear distances $R$ (so that $|V_{col}(R)| \sim C_6/R^6 \ll E_{bg}$, where $C_6$ is the van der Waals coefficient), one can consider the energy exchange between the two particles using the impulse approximation [51]. The resulting loss rate is given by $\gamma_{\text{loss}} = 2\sqrt{\pi}n \cdot \left(\frac{2k_BT_b}{M}\right)^{1/3} \left(\frac{15\sqrt{\pi}C_6}{8\sqrt{2}mU}\right)^{1/3} \Gamma \left(\frac{11}{6}\right)$, where $n$ is the buffer gas number density, $M$ and $m$ are, respectively, the masses of the buffer gas molecule and trapped atom, $U$ is the trapping potential depth, and $T_b$ is the temperature of the buffer gas. The residual buffer gas pressure in the experiments with cold atoms inside the hollow core fiber [21, 52] is $P_{bg} \sim 10^{-10}$ Pa. The collisions of cold Hg atoms with molecular nitrogen $N_2$ at buffer
gas pressure $P_{N_2} = 10^{-6}$ Pa, temperature $T_{N_2} = 293$ K and trapping potential depth $U = 180$ $\mu$K results in a Hg loss rate $\gamma_{loss} = 0.53$ $1/s$. This translates to half of the atoms escaping the optical lattice trap over 1 s. In our calculations, we used the van der Waals interaction constants $C_6$ given in [53]. The atom loss limits the interrogation time of the atomic ensemble $\tau_{int} \sim 1/\gamma_{loss}$, and the maximum number of atoms which can be loaded into the optical lattice inside the waveguide. Stronger lattice field intensities can be used during the guiding of the atoms along the fiber. After the atoms are distributed over the fiber length they can be decelerated and cooled further. The intensity of the lattice field then can be reduced. Lower residual gas pressure is required for further improvement of the clock effective operational time and accuracy. After interrogating the atomic ensemble over the time $\tau \sim 1/\gamma_{loss}$, the lost atoms need to be evacuated from the fiber and the loading process to be repeated. The residual buffer gas density inside the fiber can be further reduced using light induced desorption [54] together with ultra high vacuum pumping techniques.

The collisional heating of the trapped atoms can be estimated as $\frac{dT_{class}}{dt} = 2\pi \frac{M^2}{k_B(T + m)} v_r^3 n \int_0^\infty \overline{\sigma}(\chi) \cos \frac{\pi}{\tau} d\chi$, where $v_r$ is the most probable speed of the buffer gas molecule, $\overline{\sigma}(\chi)$ is the differential collision cross section, $\chi = \pi - 2\theta$, $\theta_{\text{min}} = \cos^{-1}(1 - U_m / \mu v_r)$ is the minimum scattering angle corresponding to the escape of the initially trapped atom from the optical lattice, and $\mu = m_B + m$ is the reduced mass. Using the impulse approximation [51] one can obtain: $\overline{\sigma}(\chi) = \frac{1}{\tau} \left( \frac{5m_B(m_B + m)}{4m_B + 2m} \right)^{\frac{1}{2}} \left( 1 - \left( 1 - \frac{m}{m_B + m} \right)^{\frac{1}{2}} \right).$ At the previously specified buffer gas parameters, the calculated collisional heating rate is $\frac{dT_{class}}{dt} = 5.6$ $\mu$K/s. To calculate the heating and loss rates for Sr atom we estimated the van der Waals coefficient as $C_{6,\text{Sr}} = \frac{3}{2} \beta_{\text{Sr}} \overline{\sigma}_{\text{Sr}} h_{\text{Sr,Sr}} h_{\text{Sr,ng}}$, where $\overline{\sigma}_{\text{Sr}}$ and $I_{\text{Sr,ng}}$ are the polarizabilities and ionization potentials of the collisioning Sr atom and buffer gas molecule. The ionization energy of molecular nitrogen is $I_{N_2} = 1503$ $\text{kJ} \text{mol}^{-1}$. The polarizability [55] $\alpha_{N_2} = 11.74$ a.u. The corresponding Sr loss rate is $\gamma_{\text{loss,Sr}} = 1.03$ $1/s$, $\frac{dT_{class}}{dt} = 9.87$ $\mu$K/s. An additional laser field could be used to cool the atoms during the “dark periods” between the subsequent interrogations.

The rate of spontaneous photon scattering from the lattice field ($\lambda_{p} = 360$ nm) by Hg atoms trapped in the ground $^1S_0$ state is given by $\gamma_{\text{scat}} \sim \frac{m_B^2}{\lambda_{p}^3} [56]$, where $\Omega_{\text{Rabi}}$ is the Rabi frequency of the $^1S_0,^3P_1$ transition, and the detuning from the $^1S_0,^3P_1$ transition frequency $\Delta = \omega_{res} - \omega_p$. Considering the large detuning between the frequencies of the lattice field and the resonant frequency of the $^1S_0,^3P_1$ transition, such that $\Delta \gg \Omega_{\text{Rabi}}$, the heating due to the spontaneous scattering can be neglected.

Another source of heating comes from the lattice intensity noise [57]. Corresponding heating rate is given by $\frac{dT_{int}}{dt} = \sum_{N} P_N (N + \frac{1}{2}) h \Omega_{\text{trap}} \times \delta \nu_{\text{trap}} \times S_v(2\nu_{\text{trap}})$, where $S_v(2\nu_{\text{trap}})$ is the fractional laser intensity noise power spectrum, evaluated at the twice the trapping frequency $\nu_{\text{trap}}$, $N$ is the vibrational state of the trapped atom inside the lattice, and $P_N$ is the population of the given vibrational state $N$. Using the polarizability values given in [58] the corresponding heating rate of Hg atoms in the ground vibrational state can be estimated as: $\frac{dT_{int}}{dt} = \frac{534}{\text{KHz}} \nu_0 (2 \times 13.1 \sqrt{\frac{\nu_0}{\text{KHz}}}) S_v(2 \times 25.05 \sqrt{\frac{\nu_0}{\text{KHz}}} \text{Ks}^{-1})$, where $\nu_0$ is the lattice field intensity. For the lattice potential depth $U \sim 10E_{R,Hg} = 3.67$ $\mu$K, the corresponding heating rate is $\frac{dT_{int}}{dt} \approx 2.59 \times 10^4$ $(94 \text{kHz}) \text{Ks}^{-1}$. As an example, we take the fractional intensity noise power spectrum of an argon ion laser [57] often used to pump the Tisapphire and dye lasers [59]. The resulting upper limit on the heating rate is $\frac{dT_{int}}{dt} \approx 25.9$ $\text{nKs}^{-1}$. For Sr atoms the estimates are: $\frac{dT_{int}}{dt} = 3724 \nu_0 (2 \times 25.05 \sqrt{\frac{\nu_0}{\text{KHz}}} \text{Ks}^{-1})$, For the same fractional intensity noise spectrum and the potential depth $U \sim 10E_{R,Sr} = 1.65$ $\mu$K, one has $\frac{dT_{int}}{dt} \approx 180$ $\text{nKs}^{-1}$.

The residual birefringence of the fiber causes the non-uniformity of the polarization along the lattice. This results in additional clock transition frequency uncertainty. The $^{87}$Sr clock transition frequency shift due to contribution of the vector and tensor polarizabilities was parametrized in [60] as $\Delta \nu_{v,t} = (0.22 \text{Hz} \cdot m_F \xi (\mathbf{e}_k \cdot \mathbf{e}_B) - 0.0577 \text{mHz} \cdot \beta) U / E_R$, where $U$ is the lattice potential depth, $E_R$ is the recoil energy, $\mathbf{e}_k, \mathbf{e}_B$ are the unitary vectors along the lattice wave vector and the quantization axis, $\beta = (3|\mathbf{e}_k \cdot \mathbf{e}_B|^2 - 1)|m_F| F (F + 1)$, $\xi$ is the complex lattice laser polarization vector, and $\xi$ is the degree of the ellipticity of the lattice field. Taking $(\mathbf{e}_k \cdot \mathbf{e}_B) = 1$, $\Delta \xi / E_R \sim \frac{2\Delta \xi}{E_R} \sim L \ll 1$, where $\Delta \xi$ is the difference in the refractive indexes for two orthogonal polarizations and $L$ is the length of the atomic cloud inside the fiber, one can estimate the vector polarizability induced frequency shift uncertainty as $\delta \nu_{v,m_f} \sim \frac{\Delta \xi}{E_R} m_f L \times 0.22$ $\text{Hz}$. For $m_f = 9/2$, $\Delta \xi \sim 10^{-7}$ [21], $\delta \nu_{v,2} = 3.1 \text{Hz} \times \sqrt{\frac{\lambda_{p}^3}{2 m_f}} \times 10^{-7}$. For $L = 8.13$ $\text{cm}$, $U = 10 E_R$, $\delta \nu_{v,2} = 0.3$ $\text{Hz}$. The vector light-shifts of the components $m_F = \pm \frac{1}{2}$ have the opposite signs and can be eliminated. Indeed the Zeeman shift and vector-light shift cancellation techniques have been developed in [61] based on the averaging of frequency measurements for two transitions $(^1S_0, F = \frac{1}{2}, m_F = \pm \frac{1}{2}) - (^3P_0, F = \frac{3}{2}, m_F = \pm \frac{3}{2})$. For the same parameters $\Delta n, L, U$, $(\mathbf{e}_k \cdot \mathbf{e}_B) = 0$, $\delta \nu_{v,2} = 41.5$ $\text{mHz}$. The dipole polarizabilities of the $^{199}$Hg at the magic wavelength $\lambda_p = 360$ nm are lower than the corresponding values for Sr atom [58].
Therefore, the vector and tensor frequency shift are not exceeding those for the $^{87}$Sr atom. Although for bosonic isotopes there are neither tensor nor vector shifts, the polarization instability along the axis may lead to multipolar frequency shifts [62, 63], which are, however, much weaker than those due to the electric-dipole interaction [58]. To mitigate such shifts, one could consider using the circularly polarized optical lattice for the atomic clocks with bosonic isotopes.

IV. SUMMARY

We have studied the feasibility of an optical lattice clock based on the ultra narrow $^1S_0-^3P_0$ transition in Hg and other divalent atoms optically trapped inside the micron-scale hollow core waveguide. The effect of the atom-surface interaction on the clock transition frequency inaccuracy at non-zero surface temperature has been evaluated. For an ensemble of cold atoms, with the temperature $T_A \sim \mu K$, optically trapped on the axis of a silica capillary (with surface temperature $T_S = 293$ K), the main contribution to the surface induced $^1S_0-^3P_0$ transition frequency shift comes from the nonresonant part of Casimir-Polder interaction potential. This contribution is substantially suppressed for Hg and Cd atoms compared to the other divalent atoms due to their relatively low differential static polarizability. For example, at the inner capillary radius $R_{in} = 15 \mu m$ and the capillary thickness $d = 1 \mu m$, the CP interaction induced $^1S_0-^3P_0$ transition frequency shift is $\delta \nu_{\text{Hg}}/\nu_{\text{Hg}} = 0.03 \delta \nu_{\text{Sr}}/\nu_{\text{Sr}} = 0.27 \times 10^{-18}$. For the silica capillary waveguide $\epsilon_r = 2.45$, the calculated upper limits on the $^1S_0-^3P_0$ transition frequency shift caused by the resonant atom-waveguide coupling effects are below $3 \cdot 10^{-18}$. In general, this shift and the natural linewidth broadening (Purcell effect) can be controlled by a proper choice of the geometric parameters of the waveguide. One could consider the possibility of compensating the nonresonant part of Casimir-Polder interaction on the core axis in combination with its resonant part at certain geometries of the waveguide. Additional effects may appear in the case of the resonances in dielectric constants of waveguide material.

We also estimated the atom loss and heating due to the collisions with the buffer gas particles, lattice intensity noise induced heating, heating due to spontaneous photon scattering and the residual birefringence induced frequency shifts. To fully realize the intriguing potential of the fiber clock, one needs to solve the problem of the residual buffer gas pressure limiting the interrogation time of the atomic ensemble and the number of atoms which can be loaded into the fiber before they escape the trapping potential.
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