Abstract—In this study, we present a pragmatic lightweight pose estimation model. Our model can achieve real-time predictions using low-power embedded devices. This system was found to be very accurate and achieved a 94.5% accuracy of SOTA HRNet 256×192 using a computational cost of only 3.8% on COCO test dataset. Our model adopts an encoder-decoder architecture and is carefully downsized to improve its efficiency. We especially focused on optimizing the deconvolution layers and observed that the channel reduction of the deconvolution layers contributes significantly to reducing computational resource consumption without degrading the accuracy of this system. We also incorporated recent model agnostic techniques such as DarkPose and distillation training to maximize the efficiency of our model. Furthermore, we applied model quantization to exploit multi/mixed precision features. Our FP16’ed model (COCO AP 70.0) operates at ~60-fps on NVIDIA Jetson AGX Xavier and ~200 fps on NVIDIA Quadro RTX6000.

I. INTRODUCTION

Most visual recognition tasks have advanced significantly owing to the recent evolution of CNNs. Human pose estimation is one such task, which has a wide range of practical applications. Specifically, pose estimation is a vital technique for human activity analysis. It is used not only for 2D and 3D key-point coordinate estimation (i.e., skeleton estimation), but also for action and gesture recognition, as well as person re-identification.

Pose estimation methods are categorized into two groups: bottom-up and top-down. Top-down methods adopt a two-step approach. They first detect person bounding boxes in an image using a person detector and then conduct pose estimation for every detected bounding box. The top-down approach has advantages in terms of accuracy, but it has computational challenges when multiple persons are detected because it requires repeated pose estimation processes. This is a critical issue considering edge and cloud computing, wherein the absolute computational resources are limited or the requirement for additional resources leads to increased costs.

Let us consider passenger monitoring for the 10-fps use-case. Here, a system is required to monitor in-vehicle passengers every 100 ms. If five passengers are on the vehicle, one-person detection and five pose estimations must be completed in a 100 ms window. This is a practical example in which a highly efficient pose estimation system is required. Another use-case is the consolidation of multi-camera image analyses, as found in building and shuttle bus surveillance systems. They must process many human activities in parallel.

Table I. 2D Pose Estimation Methods Tested on COCO Test2017 Dataset. Our Model has Exceeded 0.56 GFLOPs, AP 70.1.

| Method               | Input size | GFLOPs | Accuracy | AP 50 | AP 75 | AP 90 | AR 2017 |
|----------------------|------------|--------|----------|-------|-------|-------|---------|
| OpenPose [2]         |            | -      | 61.8     | 84.9  | 57.1  | 66.5  |         |
| HRNet-W48 [3]        | 384×288    | 32.9   | 75.3     | 92.5  | 71.9  | 80.5  |         |
| HRNet-W48+DARK [4]   | 384×288    | 32.9   | 76.2     | 92.5  | 72.5  | 81.1  |         |
| HRNet-W48 [3]        | 256×192    | 14.61  | 74.2     | 92.4  | 70.9  | 79.5  |         |
| Simple Baseline [5]  | 256×192    | 8.9    | 70.0     | 90.9  | 66.8  | 75.6  |         |
| Simple Baseline+DARK [4] | 256×192    | 9.7    | 63.1     | 86.2  | 61.3  | 70.0  |         |
| IKDnet [6]           | 256×128    | 3.2    | 70.3     | -     | -    | 74.1  |         |
| EfficientPose-C [7]  | 256×192    | 1.6    | 70.9     | 91.3  | 67.7  | 76.5  |         |
| LPN-101[8]           | 256×192    | 1.4    | 70.0     | 90.8  | 66.8  | 75.6  |         |
| EfficientPose-B [7]  | 256×192    | 1.1    | 70.5     | 91.1  | 67.3  | 76.1  |         |
| LPN-50 [8]           | 256×192    | 1.0    | 70.7     | 88.9  | 67.9  | 76.7  |         |
| Our model            | 256×192    | 0.56   | 70.1     | 90.9  | 66.9  | 81.2  |         |

Table II. 2D Pose Estimation Methods Tested on COCO Val2017 Dataset. Our Model has Exceeded 0.56 GFLOPs, AP 70.5.

| Method               | Input size | GFLOPs | Accuracy | AP 50 | AP 75 | AP 90 | AR 2017 |
|----------------------|------------|--------|----------|-------|-------|-------|---------|
| HRNet-W48 [3]        | 256×192    | 14.61  | 75.1     | 90.6  | 71.2  | 80.3  |         |
| Simple Baseline [5]  | 256×192    | 8.9    | 70.4     | 88.6  | 67.1  | 76.3  |         |
| HRNet-W32+DARK [4]   | 128×96     | 1.8    | 70.7     | 88.9  | 67.9  | 76.7  |         |
| EfficientPose-C [7]  | 256×192    | 1.6    | 71.3     | -     | -    | -     |         |
| LPN-101[8]           | 256×192    | 1.4    | 70.4     | 88.6  | 67.2  | 76.2  |         |
| EfficientPose-B [7]  | 256×192    | 1.1    | 71.1     | -     | -    | -     |         |
| LPN-50 [8]           | 256×192    | 1.0    | 69.1     | 88.1  | 65.9  | 74.9  |         |
| EfficientPose-A [7]  | 256×192    | 0.5    | 66.5     | -     | -    | -     |         |
| Our model            | 256×192    | 0.56   | 70.5     | 88.8  | 66.8  | 77.3  |         |
The main purpose of our study is to design a pragmatic pose estimation process that can process 5 to 10 persons in real time using common embedded hardware while maintaining SOTA comparable accuracy.

HRNet [3] is a SOTA method that adopts a top-down approach. It is widely used in many competitions and applications because of its high accuracy and flexibility to accommodate further algorithms such as action recognition. However, HRNet has a multilevel hierarchical structure and complex multi-connections. This method consumes a large amount of computational resources associated with its deconvolution layers. Therefore, it is difficult to make it portable and operate in real-time on low-power hardware.

In this study, we propose a lightweight pose estimation model that we downsize with careful consideration of the deconvolution layers. Our model is portable to deploy on hardware with limited computational resources when operated in real-time while retaining a high accuracy. We adopt recent model-agnostic techniques including DarkPose [4] and distillation training [9]. It can help improve the accuracy of extremely small models such as ours.

II. RELATED RESEARCH

OpenPose [2] is the most widely used bottom-up-based pose estimation method. It first detects all candidate parts belonging to all people in an entire image and then estimates the probable connection of various parts to construct skeletons. The bottom-up approach operates faster than top-down approach because the bottom-up approach processes an entire image at once, even when multiple people exist within the image. However, estimating the correct connections of multi-person parts is not easy, and it is much worse than that of SOTA top-down approaches. Several downsized variants of OpenPose, such as Lightweight OpenPose [10] and TF-pose [11] have much lower accuracies.

In contrast, the top-down approach first detects person-bounding boxes in an image using a person detector and then conduct pose estimation for every detected bounding box. HRNet and Simple baseline [3] are representative of the top-down approach. The top-down approaches have an advantage over bottom-up approaches in terms of accuracy because it can assume that there is only one person in a bounding box and focus on estimating the key points composing a single person. However, the top-down approach encounters computational challenges when multiple people are detected because pose estimation must be conducted repeatedly on all bounding boxes. HRNet and Simple Baseline adopt the encoder–decoder model, which is composed of down-sampling followed by up-sampling processes. This structure is known as an effective architecture for pose estimation. However, the up-sampling layers require tensor scaling or deconvolution, which usually consumes large amounts of computing resources and becomes a major performance bottleneck. In addition, several high-performing top-down models use uncommon layers, computationally demanding additional mechanism and hierarchical skip connections, which make them unsuitable to embed on cheap and low-power consumption hardware.

BlazePose [12] is a lightweight top-down approach that realizes real-time pose estimation using a mobile phone CPU. Although it is lightweight, its accuracy is comparable to OpenPose. EfficientPose [7] incorporates EfficientNet [13], which is based on the feature extractors generated by network architecture search (NAS). Zhang et al. [4] indicated that key-point mapping from the model output to a final target resolution has a significant impact on the accuracy of these methods. They proposed a principal method to reflect the model output distribution (heat map) to the final resolution using Taylor expansion, which they referred to as DarkPose. In general, the most common method to reduce the computational burden of the top-down approach such that they may be applied towards embedded applications is to reduce the input image size in exchange for significant accuracy degradation.

III. PROPOSED METHOD

Our proposed method is composed of a simple encoder–decoder architecture, which results in an architecture that is suitable for embed in common edge computers such as NVIDIA Jetson AGX Xavier and Xilinx FPGA. We ensured between-hardware portability using only common layers and parameters. We adopted a top-down approach based on Simple Baseline and incorporated EfficientNet, DarkPose, and applied distillation training to design the lightweight model while minimizing the accuracy degradation.

To date, the optimal design of deconvolution layers has not yet been thoroughly studied. We investigated the deconvolution layer composition in great detail to identify the most efficient design and found that the channel reduction of the deconvolution layers contributes significantly to reducing resource consumption without degrading the accuracy.

A. Designed Model

As shown in Fig. 1, we adopted an encoder–decoder model similar to that of Simple Baseline as our base model and fine-tuned this model such that it may be utilized with embedded hardware with scarce resources. It is common to use a downsized resolution as an input to these models to reduce the required amount of computation. Pose estimation models typically use resolutions such as H256×W192, and the feature extractor down-samples these resolutions to H8×W6. Next, the input is up-sampled (i.e., to H64×W48) using deconvolution layers. The model output must then be mapped to the original resolution, and we used DarkPose to calculate the output of our model. For training, we used HRNet+DarkPose as the teacher model for distillation training. The mean squared error is used to determine the distillation loss and supervised loss. We designed a number of channels to possess multiples of eight in all layers to ensure hardware computation efficiency.

B. Feature Extractor

We adopted EfficientNet which originally has the optimal combination of network width, depth, and input resolution. However, we needed to adjust the combination to fit the model on resource limited embedded hardware.
C. Shrinking Deconvolution Layers

The number of channels in the deconvolution layers greatly affects the computational costs. We attempted to utilize model configurations with varying numbers of channels. The layer number of the deconvolution layers is another important factor that affects both computational cost and accuracy. Xiao et al. [5] identified that the use of three layers produced good results, and we restudied the model configuration with different layer numbers to embed it into the selected hardware.

IV. EXPERIMENTS

As shown in Tables I and II, our method achieved very good accuracy with an extremely low calculation cost. Our best model achieved an AP of 70.5 on COCO val2017 dataset [1] with 0.56 GFLOPs. It is also quantization-ready, and the FP16'ed model is implementable on NVIDIA Jetson AGX Xavier. The accuracy degradation of our model from SOTA HRNet-W48 256×192 (AP 74.2%) on the COCO test2017 dataset was suppressed to 4.1 pt (5.5%) while the number of calculations was reduced to 3.8%. In comparison, OpenPose has an AP of only 61.8. In the top-down approach, 8-stage Hourglass [14] and HRNet achieved higher accuracies, but these methods are hindered by their high computational complexity. EfficientPose-A is nearly the size of our model, but its accuracy is significantly worse. In the following sections, we report upon the fine-tuning of our optimal results.

### TABLE III. BENCHMARK INPUT SIZE ON COCO val2017 DATASET

| Input size | GFLOPs | Accuracy (AP) |
|------------|--------|---------------|
| 128×96     | 0.14   | 54.8          |
| 160×128    | 0.24   | 61.4          |
| 192×160    | 0.35   | 65.2          |
| 224×160    | 0.41   | 67.3          |
| 256×192    | 0.56   | 69.7          |
| 384×288    | 1.27   | 72.9          |

### TABLE IV. BENCHMARK ARCHITECTURE ON COCO val2017 DATASET

| Feature Extractor | Deconvolution [channel] | GFLOPs | Accuracy (AP) |
|-------------------|-------------------------|--------|---------------|
| Input size 256×192| 1st 16 16 16 | 1.69   | 48.3          |
|                   | 2nd 32 32 32 | 1.76   | 66.9          |
| ResNet-18         | 32 64 64 64 | 1.99   | 67.1          |
| ResNet-18         | 128 128 128 | 2.79   | 67.7          |
| ResNet-18         | 256 256 256 | 5.79   | 67.4          |
| ResNet-34         | 32 32 32 32 | 3.45   | 70.7          |
| ResNet-50         | 32 32 32 32 | 3.98   | 71.2          |
| ResNet-50         | 256 256 256 | 8.99   | 71.6          |
| EfficientNet-B0   | 32 32 32 32 | 0.40   | 67.2          |
| EfficientNet-B1   | 32 32 32 32 | 0.56   | 69.7          |
| EfficientNet-B2   | 32 32 32 32 | 0.64   | 69.8          |
| EfficientNet-B3   | 32 32 32 32 | 0.92   | 71.1          |
| EfficientNet-B4   | 32 32 32 32 | 1.40   | 71.3          |
| EfficientNet-B5   | 32 32 32 32 | 2.17   | 71.8          |
| EfficientNet-B6   | 32 32 32 32 | 3.07   | 72.5          |

A. Tuning Parameters

We trained our model using COCO train2017 dataset with data augmentation involving random image rotation and scaling. The batch size was 64 for each GPU. We used the Adam optimizer and trained it for a total of 140 epochs. We used 1e-3 as the initial learning rate, which was then decreased to 1e-4 for 90 to 139 epochs, and finally to 1e-5 for 120 to 140 epochs. Our model has 12.26 M weight parameters.

B. Input Resolution

Table III lists the accuracy and computational cost variations for various input resolutions. Input resolution is a typical trade-off parameter between the accuracy and computational cost of these systems. The input resolution should be selected based on the specific application requirements. We selected the H256×W192 resolution for our representative model.

C. Feature Extractor

Table IV shows the evaluation process using different sizes of EfficientNet and ResNet [15]. We confirmed the advantages of using EfficientNet as a feature extractor compared to ResNet. Although the selection of the model size among the EfficientNet family represents another trade-off between the accuracy and computational cost, we found that the accuracy benefit is not large and smaller sizes may be acceptable depending on the application. We selected EfficientNet-B1.

D. Deconvolution Layers

As shown in Table V, we found that the number of channel reduction of the deconvolution layers contributes significantly to reducing the amount of required computation, while it does not appear to linearly degrade the accuracy. As shown in Table VI, adding more than three layers did not improve the system accuracy. We selected a three-level hierarchical architecture composed of three deconvolution layers and 40 channels for an extractor head, as well as 32-32-32 channels for deconvolution layers because of the accuracy of this architecture. U-Net [16] shows that a attention connection improves the accuracy of the encoder–decoder model, but we found that the skip connection does not significantly improve the accuracy of the pose estimation, as shown in Table VII.

E. Distillation Training

Distillation learning is also effective for pose estimation. We trained our model (EfficientNet-B1, three-level hierarchical architecture, 40-channel head, and 32-32-32 channels for the deconvolution layers) using HRNet-W48-DarkPose (AP 75.0, 15.77 GFLOPs, 256×192) as the teacher for distillation training. The distillation training improved the accuracy of AP +0.8 pt from AP 69.7 to AP 70.5 on COCO val2017 dataset.

V. PERFORMANCE ON HARDWARE

Model portability among various hardware platforms is crucial for practical applications. We carefully designed our model to use only selected common layers so that it could be...
integrated into the target hardware without any changes or with small modifications. We assumed the use of NVIDIA Jetson AGX Xavier and Xilinx FPGA as the common hardware and embedded our model into these systems.

A. Embedding into NVIDIA Jetson AGX Xavier

We quantized the model precision from FP32 to FP16/INT8 with NVIDIA TensorRT (latest version 7.2) optimization tool to embed our model and studied its effect on the accuracy of our model. Table VIII shows the accuracy and inference time of the optimization results FP32 precision of our baseline model (AP 70.5, 115.56 ms) was quantized to FP16 precision (AP 70.0, 15.57 ms) and INT8 precision (AP 66.2, 22.57 ms). INT8 precision has a relatively large accuracy loss.

Regarding the inference time, the FP16’ed model is faster benefit from Tensor Core acceleration, which is faster than CUDA Core. However, FP32 and INT8’ed models could not leverage Tensor Core according to the Tensor RT optimization outputs, and these inference times are therefore longer. Regarding the accuracy, INT8 quantization decreases AP -4.3 pt from FP32 precision, which is larger than the decrease achieved via FP16 quantization. For applications that depend on computation time, the FP16’ed model is a practical solution.

B. Embedding into Xilinx FPGA

As shown in Fig. 2, we used the ReLU activation layer instead of the Swish activation layer and removed the SE-block to achieve hardware portability. While the original EfficientNet adopts the optimized combination of input resolution, layer number, width, and depth, we further reduced each parameter of the layers to fit the more restrictive Xilinx FPGA specifications compared to those of NVIDIA Jetson AGX Xavier. As shown in Fig. 3, we defined the specifications of the model to achieve efficient computing by referring to Xilinx FPGA (DP U B1024). The developed model exhibited AP 66.7 and 0.46 GOPs on COCO val2017 dataset. A degraded accuracy was observed as the number of channels was reduced. The accuracy was 14.12 ms for the FP16’ed model on Xilinx DPU B2304 in the Avnet Ultra96-V2 FPGA board and 19.83 ms on B1024, which has half the computing power of B2304. The Ultra96-V2 system can possess two B1024s and process 5 to 10 people in real time.

VI. CONCLUSION

We present a high accuracy lightweight pose estimation model. We assumed that the use of Taylor interpolation during post-processing enabled our model to utilize a reduced number of channels without severe accuracy degradation. We also applied distillation training, which are less dependent on the model structure, to improve the overall accuracy of an estimation model. As a result, we reduced the weight of the developed model to 0.56 GFLOPs while achieving nearly the same accuracy as other methods that are more than twice the size (1.6 GFLOPs) of the proposed method. Our report will benefit the further efficient optimization of encoder-decoder methods and multi-level structures such as HRNet, which is often used for pose estimation and action/gesture recognition.
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