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The dynamic response of an interacting electron system is determined by an extension of the relaxation-time approximation forced to obey local conservation laws for number, momentum, and energy. A consequence of these imposed constraints is that the local electron equilibrium distribution must have a space- and time-dependent chemical potential, drift velocity and temperature. Both quantum kinetic and semi-classical arguments are given, and we calculate and analyze the corresponding analytical $d$-dimensional dielectric function. Dynamical correlation, arising from relaxation effects, is shown to soften the plasmon dispersion of both two- and three-dimensional systems. Finally, we consider the consequences for a hydrodynamic theory of a $d$-dimensional interacting electron gas, and by incorporating the competition between relaxation and inertial effects we derive generalised hydrodynamic equations applicable to arbitrary frequencies.

I. INTRODUCTION

The dynamic response of correlated and/or damped electron systems has both received and stimulated considerable theoretical work and continues to present challenges. The dynamic dielectric function (DF) of an undamped quantum electron gas was first calculated in the random phase approximation (RPA) by Lindhard\cite{Lindhard75}. His approach assumed an infinite electron relaxation time, $\tau \to \infty$, and it was suggested that the effects of phenomenological damping could be incorporated by assuming a finite relaxation time. However it is well known that this single relaxation-time approximation fails to locally conserve the basic conservation laws for electron number, momentum and energy. This results in a number of incorrect experimental predictions such as alteration of the static DF even though damping is but a dynamic phenomenon.

The first corrective step taken to rectify this situation was carried out by Mermin\cite{Mermin67} who was able to derive a DF which conserved electron number during collisions. This was achieved by using a relaxation-time approximation in which the collisions relax the driven electron distribution not to its global equilibrium distribution, but to a local equilibrium distribution specified by a local chemical potential, $\mu(\mathbf{r}, t)$. This number-conserving approximation has since been widely used to study the effects of scattering in several different systems such as periodic crystal potentials, small metallic particles and interacting storage ring plasmas. Nevertheless, the Mermin DF violates the two remaining conservation laws and, in a one-component system of electrons, any mechanism which induces relaxation of a non-equilibrium electron distribution may not violate any of the three laws. Even if, in the presence of external sources, momentum loss does occur then energy conservation may not necessarily be affected as in the case of non-magnetic static impurities. In this paper we show how satisfaction of all three conservation laws, and various combinations thereof, may be achieved in determining the dynamic response of an electron gas. The proposed key to the solution is that the local equilibrium distribution must not only exhibit spatial and temporal variations in $\mu$ but also in the drift velocity, $v$ (to conserve momentum), and temperature, $T$ (to conserve energy). This idea has, independently, also been recently introduced, and implemented in the context of generalised quantum liquids\cite{Pankratov21}.

We begin by explicitly deriving the full conserving dielectric function (FCD) as appropriate for a one-component, $d$-dimensional, quantum system of electrons. In this context the relaxation time approximation can be viewed as a way of incorporating, at least approximately, dynamical correlation effects within the response of an interacting electron gas. The corrections to the non-collisional DF, arising from the conserving (relaxation-time) approximation\cite{Atwal99}, thus serve the same purpose as the much sought-after dynamical local field corrections of the DF of an interacting electron gas. Other straightforward applications of the conserving approximation, that will be discussed, include to the plasmon dispersion and conductivity of the electron system.

We will also demonstrate that a correct accounting of relaxation effects is of considerable importance in providing an accurate hydrodynamic description of an electron gas. Though hydrodynamic models of an electron gas are popular by virtue of their simplicity, there remains a long-standing problem in that they may predict physically incorrect plasmon dispersion relationships in both two and three dimensions. The difficulties can be traced back to the assumption of adiabacity, valid only at low frequencies, where there is an overcompensation of relaxation effects. Inertial effects become important at higher frequencies and thus a stress tensor is required, in contrast to specification of the sole scalar pressure term used in traditional adiabatic hydrodynamics. This is particularly important in the case of three-dimensional plasmons where the strong Coulomb potential is responsible for a large frequency gap at zero wavevector. In contrast, relaxation effects from electron-electron scattering compete more strongly at lower frequencies to maintain local stress isotropy. It follows that a hydrodynamic model of an electron gas, generalised to arbitrary frequency, must successfully incorporate competition between both effects. Tokatly and Pankratov\cite{Tokatly21} have also recently succeeded in deriving such a model for a three-dimensional electron gas based on the Boltzmann transport equation, and have gone on to show how such generalised hydrodynamics can be applied to the Landau theory of Fermi liquids. Here we present a derivation of the model for a $d$-dimensional electron gas starting from the microscopic quantum dynamics but with the relaxation-time approximation forced to conserve all three laws, and by way of example, demonstrate the manner in which plasmon dispersions are then correctly deduced.
The plan of this paper is as follows: in Sec. II we introduce a relaxation-time approximation within a formalism of quantum transport theory which allows for local chemical potential, drift velocity and temperature variations. In Sec. III we develop applications of the conserving relaxation-time approximation by, firstly, deriving the new DF and comparing its properties, including plasmon dispersion, with previous models, and secondly, considering the conductivity. In Sec. IV we show how an analogous semi-classical derivation can be made, and in Sec. V we derive a hydrodynamic model of an electron gas generalised to arbitrary frequencies.

II. QUANTUM KINETICS

A. Model

The model we consider, primarily, is a system of charged electrons embedded in a neutralizing background (jellium model), whereby electrons are only scattered by other electrons, and the dynamics of such scattering events are constrained by all the conservation laws. In any realistic setting there will also be phonons and impurities giving rise to additional scattering mechanisms with fewer conservation constraints, and indeed the loss of momentum and energy is important in a discussion of the conductivity and dissipation of the system under the influence of an external field. If all possible scattering processes are treated at the same phenomenological level we need only to discuss in detail the more constrained problem of a one-component system (i.e. electron-electron scattering only) to understand how conservation constraints may be applied in general to the other scattering mechanisms. The one-component model has the additional virtue of allowing us to calculate dynamical local field corrections of the DF arising entirely from electron-electron correlation effects.

The treatment of a $d$-dimensional many-electron system is simplified by reduction to an underlying single particle description. In practice this means tracing out all the degrees of freedom associated with the other remaining electrons and embedding the many-body interaction term in the dynamics of a single electron. In this way, the dynamics of a single electron is governed by two terms: i) an effective single particle Hamiltonian, and ii) a term describing interactions with the other particles.

B. Relaxation-Time Approximation

Hence, we begin by considering the dynamics of the quantum one-electron statistical operator operator $\hat{\rho}$. The fermionic single electron equilibrium statistical operator is given by ($\hbar = 1$)

$$\hat{\rho}_0 = \frac{1}{e^{(\hat{H}_0 - \hat{k} \cdot \hat{\mu}) / k_B T} + 1},$$

where $\hat{H}_0$ and $\hat{k}$ are the Hamiltonian and the momentum operator for an independent and non-interacting electron. Henceforth we shall refer to $\hat{\rho}_0$ as the global equilibrium statistical operator. The distribution of a moving gas differs from that at rest by a Galilean transformation of the drift velocity $\mathbf{v} = (\mathbf{k})/m$, which is assumed to be much smaller than the Fermi velocity. With a view to future simplification we set the global equilibrium drift velocity, $\mathbf{v}_{eq}$, equal to zero (i.e. the change from equilibrium and the magnitude of the drift velocity is due to an applied field). Note also that in a crystalline lattice the mass of an electron, $m$, which enters the calculations is taken to be the effective mass thereby incorporating, at least approximately, band structure. For any eigenstate $|i\rangle$ of $\hat{H}_0$,

$$\hat{\rho}_0|i\rangle = \frac{1}{e^{(\epsilon_i - \mathbf{k} \cdot \hat{\mu}) / k_B T} + 1}|i\rangle = f_i|i\rangle,$$

where $f_i$ is the Fermi-Dirac occupation function for that state. Upon application of an external perturbation, $\hat{U}_{ext}$, and ensuing internal response, $\hat{U}_{int}$, the dynamics of the total single particle statistical operator, $\hat{\rho}$, is governed by the quantum Liouville equation

$$\frac{\partial \hat{\rho}}{\partial t} + i[\hat{H}, \hat{\rho}] = \left(\frac{\partial \rho}{\partial t}\right)_{\text{coll}},$$

where $\hat{H}$ is now the effective Hamiltonian, i.e.

$$\hat{H} = \hat{H}_0 + \hat{U},$$

$$\hat{U} = \hat{U}_{ext} + \hat{U}_{int},$$

and the term on the right of Eq. (3) is the collision term. Note that $\hat{H}$ is not the full Hamiltonian since it represents mean-field (Hartree-like) dynamics containing only one-body operators, whereas the two-body terms are subsumed in the collision term. The standard relaxation-time approximation is now invoked, namely

$$\left(\frac{\partial \rho}{\partial t}\right)_{\text{coll}} = -\frac{\rho - \hat{\rho}_{eq}}{\tau}.$$
The usual interpretation of the approximation is as follows: the electron ensemble evolves in time as determined by the left-hand side of the Liouville equation, Eq. (3), but in a time interval \( \delta t \) a fraction, \( \delta t / \tau \), of them collide and are redistributed according to a local equilibrium statistical operator, \( \hat{\rho}_{\text{loc}} \). The energy dependence of \( \tau \) can be ignored if we assume that the electron levels involved in the collision processes lie close to the Fermi energy.

However, the familiar approximation of setting \( \hat{\rho}_{\text{loc}} \) equal to \( \hat{\rho}_0 \) leads to a violation of conservation laws. To determine the correct (dynamical) local equilibrium state we observe from classical thermodynamics that any state of an ensemble of particles can be specified by five parameters (in three dimensions), two coming from the thermodynamic variables \( \mu \) and \( T \), and three from \( \mathbf{v} \). These parameters are well defined quantities (constants) in a global equilibrium state, as specified by \( \hat{\rho}_0 \). If we now allow these thermodynamic parameters to become functions of space and time, such that there is no entropy production, then the entire electron gas is said to be near-equilibrium and locally the electron distribution is given by the form of the global equilibrium distribution, \( \hat{\rho}_0 \), but now with local parameters. These parameters must be constrained, and hence determined by, conservation laws for average particle number, momentum and energy. In other words, by allowing local fluctuations of \( \mu \), \( \mathbf{v} \) and \( T \) we gain the necessary degrees of freedom to satisfy the conservation laws. The thermodynamics of the local equilibrium state and the physical meaning of thermodynamic quantities in a near-equilibrium gas is further elaborated in Appendix A.

As appropriate for linear response theory we treat the variations of the local equilibrium state as small, and thus the local Hamiltonian specifying the local distribution, can be expanded as

\[
\hat{\rho}_{\text{loc}}(\hat{H}_{\text{loc}}) = \hat{\rho}_0(\hat{H}_0) + \lambda \hat{\rho}_1 + O(\lambda^2),
\]

and

\[
\hat{H}_{\text{loc}} = \hat{H}_0 + \lambda \left[ -\delta \mu - \mathbf{k} \cdot \delta \mathbf{v} - \frac{(\hat{H}_0 - \mu) \delta T}{T} \right] + O(\lambda^2),
\]

where \( \lambda \) is linked to the order of the expansion. By definition, the local equilibrium density operator must commute with the local Hamiltonian and thus we obtain the following matrix element to first order (after setting \( \lambda = 1 \)),

\[
\langle \mathbf{k} | \hat{\rho}_{\text{loc}} | \mathbf{k}' \rangle = f_{\mathbf{k}} \delta_{\mathbf{k}\mathbf{k}'} - \left( \frac{f_{\mathbf{k}} - f_{\mathbf{k}'}}{\epsilon_{\mathbf{k}} - \epsilon_{\mathbf{k}'}} \right) \left[ \delta \mu(\mathbf{k} - \mathbf{k}') + \frac{\mathbf{k} + \mathbf{k}'}{2} \cdot \delta \mathbf{v}(\mathbf{k} - \mathbf{k}') + \frac{\epsilon_{\mathbf{k}} + \epsilon_{\mathbf{k}'} - 2\mu}{2T} \delta T(\mathbf{k} - \mathbf{k}') \right].
\]

Note that we have implicitly assumed the electron state distribution to be isotropic and homogeneous in \( \mathbf{k} \)-space. To determine the response we assume that the perturbing potential, and hence other dynamic quantities, varies as \( e^{i(\mathbf{q} \cdot \mathbf{r} - \omega t)} \). We restrict our analysis to a longitudinal response such that \( \nabla U_{\text{ext}} \times \mathbf{q} = 0 \). The dynamics of the first order density matrix, \( \delta \rho \), is then determined by Eq. (3) and Eq. (6) giving

\[
\omega(\mathbf{k}|\delta \rho|\mathbf{k}') - \epsilon_{\mathbf{k}}(\mathbf{k}|\delta \rho|\mathbf{k}') - (f_{\mathbf{k}'} - f_{\mathbf{k}})U(\mathbf{k} - \mathbf{k}') = \frac{\hbar}{\tau} \left\{ \langle \mathbf{k} | \delta \rho | \mathbf{k} \rangle + f_{\mathbf{k}} - f_{\mathbf{k}'} \left[ \delta \mu(\mathbf{k} - \mathbf{k}') + \frac{\mathbf{k} + \mathbf{k}'}{2} \cdot \delta \mathbf{v}(\mathbf{k} - \mathbf{k}') + \frac{\epsilon_{\mathbf{k}} + \epsilon_{\mathbf{k}'} - 2\mu}{2T} \delta T(\mathbf{k} - \mathbf{k}') \right] \right\}.
\]

It is convenient to change variables, \( \mathbf{k} \to \mathbf{p} + \frac{1}{2} \mathbf{q} \) and \( \mathbf{k}' \to \mathbf{p} - \frac{1}{2} \mathbf{q} \), thereby making apparent the disturbance wavevector, \( \mathbf{q} \), i.e.

\[
(\omega - \Delta \epsilon) \left( \mathbf{p} + \frac{1}{2} \mathbf{q} | \delta \rho | \mathbf{p} - \frac{1}{2} \mathbf{q} \right) + \Delta f U(\mathbf{q}) = \frac{i}{\tau} \left\{ \langle \mathbf{p} + \frac{1}{2} \mathbf{q} | \delta \rho | \mathbf{p} - \frac{1}{2} \mathbf{q} \rangle + \frac{\Delta \epsilon}{\Delta \omega} \left[ \delta \mu(\mathbf{q}) + \mathbf{p} \cdot \delta \mathbf{v}(\mathbf{q}) + \left( \frac{\Delta \epsilon}{2} + \epsilon_{\mathbf{p} + \frac{1}{2} \mathbf{q}} - \mu \right) \frac{\delta T(\mathbf{q})}{T} \right] \right\},
\]

where \( \Delta \epsilon \equiv \epsilon_{\mathbf{p} + \frac{1}{2} \mathbf{q}} - \epsilon_{\mathbf{p} - \frac{1}{2} \mathbf{q}} \) and \( \Delta f \equiv f_{\mathbf{p} + \frac{1}{2} \mathbf{q}} - f_{\mathbf{p} - \frac{1}{2} \mathbf{q}} \) are the single-particle changes in the energy and distribution function respectively.

C. Conservation Laws

The expectation values for the conserved quantities (number, momentum and energy), in a particular distribution, are obtained by taking the appropriate moments of the distribution in momentum-space. In general, momentum and energy will not be fully conserved in the presence of other degrees of freedom, e.g. phonons and magnetic impurities. In fact, loss of momentum is necessary to render a finite conductivity and this will be discussed later in Sec. III C. Here we will concentrate on a full-conserving model and to ensure that all these quantities are collision invariants we must obtain the same expectation values before and after each collision. The formal representation of this statement is

\[
\frac{2}{(2\pi)^3} \int d^3p \left( \mathbf{p} + \frac{1}{2} \mathbf{q} \right) \hat{\rho} - \hat{\rho}_{\text{loc}} | \mathbf{p} - \frac{1}{2} \mathbf{q} \rangle \left( \begin{array}{c} 1 \\ \mathbf{p} \\ \epsilon_p \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right).
\]

Note that the quantities being conserved by Eq. (11) are statistically-averaged, i.e. it is the expectation values of the density, momentum-density and energy-density which are being conserved. Of course, angular momentum is also conserved, but in
a non-rotating system of point particles we will not obtain an additional constraint from this conservation law. This can be seen from the fact that the angular momentum operator is merely derived from a bilinear combination of the position and momentum operators, and thus conservation of angular momentum is automatically enforced.

It follows that the taking of moments of either side of the linearised equation of motion, Eq. (1), must necessarily give zero. We now proceed to describe the dynamical response of an interacting electron gas where the free part has an energy dispersion given by i.e. $\hat{H}_0|\mathbf{p}\rangle = \epsilon_p|\mathbf{p}\rangle = \frac{p^2}{2m}|\mathbf{p}\rangle$. Enforcement of the conservation constraints on the right-hand side of Eq. (10) gives

$$\vec{x} = \mathbf{M}\vec{f},$$

where $\vec{x}$ is a column vector of the small changes in number density, momentum density and energy density, i.e.

$$\vec{x} = \left(\begin{array}{c} \frac{\delta n}{\delta \mathbf{f}} \\ \frac{\delta \mathbf{f}}{\delta \mathbf{E}} \end{array}\right) = \left[\frac{2}{(2\pi)^d} \int d^d\mathbf{p} |\mathbf{p}+\frac{1}{2}\mathbf{q}|\mathbf{\hat{\rho}}|\mathbf{p}+\frac{1}{2}\mathbf{q}\rangle \left\{ \frac{1}{\epsilon_p} \right\} \right].$$

Further,

$$\mathbf{M} = \left(\begin{array}{cc} -B_0 & 0 \\ 0 & n_0 \end{array}\right) \left(\begin{array}{cc} (B_0\mu - B_2/2m - B_0q^2/8m)/T \\ (B_2/2m - B_4/4m^2 - B_2q^2/16m^2)/T \end{array}\right),$$

and

$$\vec{f} = \left(\begin{array}{c} \frac{\delta \mu}{\delta \mathbf{f}} \\ \frac{\delta \mathbf{v}}{\delta \mathbf{T}} \end{array}\right).$$

For brevity we have also introduced a function, $B_n$, the $n$th momentum moment of the integrand of the static Lindhard (free-electron) polarizability function, namely

$$B_n(\mathbf{q}) = \frac{2}{(2\pi)^d} \int d^d\mathbf{p} |\mathbf{p}|^n \frac{\Delta f}{\Delta \epsilon}.$$  

It will also be useful, in the ensuing analysis, to introduce the following related dynamic functions, namely

$$C_n(\mathbf{q}, \omega) = \frac{2}{(2\pi)^d} \int d^d\mathbf{p} |\mathbf{p}|^n \frac{\Delta f}{\omega - \Delta \epsilon},$$

and

$$D_n(\mathbf{q}, \omega) = \frac{iC_n - \omega\tau B_n}{\omega\tau},$$

where $\omega = \omega + i/\tau$. Analytic expressions for moments of the dynamic $d$-dimensional Lindhard polarizability function in the limit $|\mathbf{q}| \ll k_f$ are evaluated in Appendix $3$.

To solve for $\vec{f}$ we must obtain a second set of equations, obeyed by $\vec{x}$, Eq. (14), by taking the relevant moments of Eq. (13). We can proceed in either of two related ways. The first, is to solve for $\langle \mathbf{f} + \hat{\mathbf{q}} \mathbf{\hat{\rho}}|\mathbf{p}+\frac{1}{2}\mathbf{q}\rangle$ in Eq. (13) and then take moments, but this results in rather long and cumbersome intermediate expressions. We outline such a generalized formalism in Appendix $3$. Second, as will be seen below, we can partially ease the task by noting that the eventual outcome of all these calculations is to obtain a self-consistent expression for $\delta n$. In view of this we need only be concerned with the task of finding alternative expressions for the last two components of $\vec{x}$. By imposing conservation of number on the left-hand side of Eq. (10) we obtain an equation of continuity, from which we have

$$\delta j = \frac{m\omega}{q^2} \mathbf{q}.$$  

However there exists no similar strategy for obtaining a simple expression for $\delta \mathbf{E}$ as a function of $\delta n$ and we must resort to the more formal first method, as outlined in Appendix $3$. This leads to

$$\delta \mathbf{E} = -U(\mathbf{q}) \frac{C_2}{2m} + \frac{B_2 + C_2}{2m\omega^2} \delta \mathbf{E} + \mathbf{B} + \left(\frac{q^2}{8m} - \mu\right) \frac{B_2 + C_2}{8m} \delta \mathbf{f}.$$  

After eliminating the elements of $\vec{x}$ the local thermodynamic variations are then found to be

$$\delta \mu(\mathbf{q}, \omega) = \frac{(B_02m\mu - B_2 - B_0q^2/4)\frac{i\omega C_2}{\tau q^2 n_0}\delta n + U C_2}{D_4 B_0 - D_2 B_2} \delta n \left(\frac{D_2 2m\mu - D_4 q^2/4 - D_4}{2mD_4 B_0 - D_2 B_2}\right) \delta \mathbf{f},$$

and

$$\delta \mathbf{v}(\mathbf{q}, \omega) = \frac{\omega}{n_0 q^2} \mathbf{q}.$$  

These are among the primary results of this paper; they have immediate application in the determination of the dynamic DF for a relaxing (correlated) electron system.
III. APPLICATIONS

A. Dielectric Function

By substituting the expressions for the thermodynamic fluctuations, Eq. (21), Eq. (22) and Eq. (23), in the linearized transport equation, Eq. (18), we can solve for the density perturbation, δn. To obtain a self-consistent expression for the response we specify a Hartree potential for the internal response, i.e. \( U_{\text{int}}(q) = -\delta n(q) V(q) \) where \( V(q) \) is the Fourier-transformed Coulomb potential,

\[
V(q) = 2^{d-1} \pi^{(d-1)/2} \Gamma(1/2) q^{1-d}, \tag{24}
\]

\[
V(q) = \begin{cases} 
4\pi e^2/q^2, & (d=3), \\
2\pi e^2/q, & (d=2).
\end{cases}
\]

The longitudinal dielectric function follows immediately from linear response theory, namely

\[
\epsilon(q, \omega) = 1 + V(q) \frac{\delta n(q, \omega)}{U(q)}. \tag{25}
\]

The expression for the fully conserving dielectric function (FCDF) is then found to be

\[
\epsilon^c(q, \omega) = 1 + V(q) C_0 + E \frac{C_0 + E}{1 + F}, \tag{26}
\]

where

\[
E = \left( \frac{C_2}{\omega \tau} \right) \frac{C_2 B_0 - C_0 B_2}{D_1 B_0 - D_2 B_2} \tag{27}
\]

and

\[
F = \frac{i}{\omega \tau} \left[ \frac{D_2 C_2 - D_4 C_0 + i \omega C_2}{\tau q^2 n_0} \frac{C_2 B_0 - C_0 B_2}{D_1 B_0 - D_2 B_2} - 1 \right] + \frac{i \omega C_0}{\tau q^2 n_0} \tag{28}
\]

are the conserving damping corrections. Though cumbersome, some important properties of the degenerate electron gas are fairly easy to deduce from Eq. (26), Eq. (27) and Eq. (28) with the aid of analytical expressions for certain integrals (Appendix B). First, by taking the limit \( \tau \to \infty \) in the FCDF we reassuringly recover the celebrated Lindhard dielectric function in the absence of damping, i.e.

\[
\epsilon^0(q, \omega) = 1 + V(q) \frac{2}{(2\pi)^d} \int d^d p \frac{f_p + \frac{1}{2} q - f_p - \frac{1}{2} q}{\omega - p \cdot q/m + i0^+}. \tag{29}
\]

Second, by taking the static limit \( \omega \to 0 \) we find

\[
\epsilon^c(q, 0) = \epsilon^0(q, 0), \tag{30}
\]

as expected since relaxation processes ought to have no bearing on the static properties of the electron gas. Hence we also obtain the correct Thomas-Fermi screening result at low \( q \), i.e.

\[
q_{TF} = \frac{d 2^{d-2} \pi^{(d-1)/2} \Gamma((d-1)/2) n_0 e^2}{E_F} \left[ \Gamma(1/(d-1)) \right]^{1/(d-1)}, \tag{31}
\]

where \( E_F = m^{-1/2} 2^{-2/d} \pi [1 + d/2]^{2/d} n_2/d \) is the \( d \)-dimensional Fermi energy. Third, in the long wavelength limit, \( q \to 0 \), we retrieve the same form for \( \epsilon^c \) as that obtained in the absence of damping, namely

\[
\lim_{q \to 0} \epsilon^c(q, \omega) = 1 - \frac{\omega_p^2}{\omega^2}, \tag{32}
\]

where

\[
\omega_p^2 = \frac{n_0 e^2}{m} V(q), \tag{33}
\]

as required by the sum rules for an electron liquid [2].

Using the general form of the dielectric function as given by Eq. (26), we may immediately make comparisons with other prominent models proposed in the literature: (a) the undamped Lindhard DF (RPA) corresponding to the choices \( E = 0, F = 0 \) and \( \tau \to \infty \), (b) the damped Lindhard DF: \( E = 0, F = 0 \) and finite \( \tau \), (c) the Mermin DF: \( E = 0, F = i/(\omega \tau) [1 + C_0/B_0] \) and finite \( \tau \), and finally (d) the FCDF given by Eq. (25), Eq. (26) and finite \( \tau \). The real and imaginary parts of the various dielectric functions are shown for comparison in three dimensions (Fig. 1 and Fig. 2) and two dimensions (Fig. 3 and Fig. 4). It is not surprising that in all cases the behavior of the FCDF most closely resembles the RPA as it is only in these models that all the conservation laws are enforced.
B. Plasmon Dispersion

A simple application of any proposed DF is to determine the dispersion relationship, \( \omega(q) \), of bulk longitudinal plasmons by imposing the condition: \( \epsilon(q, \omega) = 0 \). Plasmon dispersion data can be obtained by scattering experiments involving X-rays or electrons. The measured quantity in these experiments is the energy loss of the scatterer which is directly related to the imaginary part of the DF. For the FCDF in the long wavelength limit it can be shown that

\[
\lim_{q \to 0} \text{Im}(\epsilon^{-1}) = \frac{\pi}{2} \omega_p \delta(\omega - \omega_p).
\]

Here plasmons are the only energy loss at \( q = 0 \) and we have exact fulfillment of the long wavelength "perfect screening" sum rule.\(^{[4]}\)

We analyze the solutions for plasmon dispersions arising from the various dielectric models as listed in the previous section. For three dimensions the differing models are compared in Fig. 3. As expected, the softening of the plasmon frequency from both the FCDF (at finite \( q \)) and the Mermin DF increases with \( r_s \) and \( 1/\tau \). The salient differences between the models are exhibited in the limit \( q \to 0 \). The FCDF gives rise to the same plasmon energy gap, \( \omega_p \), as the undamped Lindhard DF, as required from the sum rules for an electron liquid.\(^{[3]}\) In Ref. \(^{[3]}\), the Mermin DF was apparently deduced to obey the perfect screening sum rule. However this claim can only be true in the limit \( \omega \to \infty \) (or \( \tau \to \infty \)) and it must fail at finite \( \omega \) as the 3D plasmon dispersion indicates. In fact, after a little algebra, it is possible to show that the Mermin DF gives rise to a Lorentzian spread in the energy loss,

\[
\lim_{q \to 0} \text{Im}(\epsilon^{-1}_{\text{Mermin}}) = \frac{\omega_p^2 \omega^2 / \tau}{(\omega^2 - \omega_p^2)^2 + (\omega / \tau)^2}.
\]

The plasmon dispersion for two-dimensional systems is plotted in Fig. 4 where it should be noted that \( \tau \) is assumed to be large enough such that localisation effects are negligible. As in the three-dimensional case, the plasma excitations from the Mermin DF and the FCDF are slightly softened with respect to the plasmon from RPA. Interestingly, the Mermin DF predicts a wavevector cutoff below which a plasma mode cannot exist. This cutoff, which increases with \( r_s \) and \( 1/\tau \), has also been previously noted via the summation of ladder diagrams in the disordered polarizability function. The \( q \to 0 \) limit of the FCDF matches that of the RPA DF in agreement with the aforementioned sum rule. For comparable values of \( r_s \) and \( \tau \) the FCDF shows a greater deviation away from the RPA DF in two dimensions than in three. Clearly, scattering processes are less important for the three-dimensional plasmon because of the large frequency gap.

The damping of the two-dimensional plasmon, either from the presence of external impurities (Mermin DF) or electron-electron scattering (FCCDF), occurs before the onset of Landau damping (not shown in figure) and thus may be amenable to experimental verification. In fact it has already been appreciated that experimental studies of two-dimensional electron systems are an important test of theoretical treatments of many-body effects (beyond RPA) which have been shown to be more important in two dimensions than in three.\(^{[3]}\)

C. Conductivity

In a one-component system, and in an approximation where momentum is rigorously conserved, we expect a steady state D.C. current to increase indefinitely upon application of a constant external field. It can easily be shown that the conductivity, \( \sigma \), as determined by the FCDF, is indeed infinite for the full-conserving model. To accommodate loss of momentum, thus rendering a finite conductivity, we return to the equation of motion

\[
\langle p + \frac{1}{2} q \hat{\delta} \rho | p - \frac{1}{2} q \rangle (\omega - p \cdot q / m) + \Delta f U(q) = -\frac{i}{\tau} \langle p + \frac{1}{2} q | \hat{\rho} - \hat{\rho}_\text{loc} | p - \frac{1}{2} q \rangle.
\]

and impose static (\( \omega \to 0 \)) and homogeneous (\( q \to 0 \)) conditions, giving (in real space),

\[
\hat{\delta} j = \hat{\delta} j_{\text{loc}} = -n_0 \tau \nabla U,
\]

where

\[
\hat{\delta} j_{\text{loc}} = \frac{2}{(2\pi)^d} \int d^d p e^{i(q \cdot r - \omega t)} \langle p + \frac{1}{2} q | \hat{\rho}_\text{loc} - \hat{\rho} | p - \frac{1}{2} q \rangle p.
\]

If a fraction, \( \lambda \), of the momentum density is conserved during collisions, i.e.

\[
\hat{\delta} j_{\text{loc}} = \lambda \delta j,
\]

then, using \( e^2 \delta j / m = -\sigma \nabla U \), we obtain the familiar Drude conductivity

\[
\sigma = n_0 e^2 \tau_0 / m,
\]
where we have defined an effective momentum-relaxation time,
\[ \tau_m = \tau / (1 - \lambda). \]  

As expected, the conductivity diverges in the conserving limit, \( \lambda \to 1 \). In the presence of external scatterers (e.g., fixed impurities or Umklapp scattering), the other limit, \( \lambda \to 0 \), corresponds to isotropic scattering whereby the net momentum density is totally destroyed during collisions, and intermediate values of \( \lambda \) reflect the degree of anisotropic scattering.

We may also include a second contribution to the collision integral stemming from additional scattering processes. These may include inelastic processes which we have up until now ignored. In other words, the relevant conductivity relaxation time, \( \tau_{\text{cond}} \), may contain a contribution from both \( \tau \) and an often larger energy relaxation time \( \tau' \). To demonstrate this we assume, but without any strict justification, a (decoupled) relaxation time approximation for the inelastic contribution to the collision integral,
\[ \left( \frac{\partial \rho}{\partial t} \right)_{\text{coll}} = \left( \frac{\hat{\rho} - \hat{\rho}_{\text{loc}}}{\tau} - \frac{\hat{\rho} - \hat{\rho}_{\text{loc}}}{\tau'} \right). \]

where \( \hat{\rho}_{\text{loc}} \) describes a state of local equilibrium where all energy and momentum from the motion of particles has been lost. The expression for the conductivity then becomes,
\[ \sigma = n_0 e^2 \tau_{\text{cond}} / m, \]
where \( \tau_{\text{cond}}^{-1} = \tau_m^{-1} + \tau_m'^{-1} \) (i.e. Matthiessen’s rule).

IV. SEMI-CLASSICAL LIMIT

We will now derive the dielectric function in a fully classical formalism except that at the end of the calculations we will still be free to employ a distribution appropriate for either a classical or a fermionic gas. The emerging result for the degenerate fermionic electron gas, whose equilibrium distribution is governed by quantum statistics, will be what we call the semi-classical Boltzmann equation. In the presence of an electric field, \( E \) limit. be free to employ a distribution appropriate for either a classical or a fermionic gas. The emerging result for the degenerate density is totally destroyed during collisions, and intermediate values of \( \lambda \) reflect the degree of anisotropic scattering.

As in Sec. II C we now examine the consequences of applying the conservation laws. The terms \( \delta \mu, \delta v \), and \( \delta T \) are independent of the electron momentum and must be determined by the local conservation laws for the collision invariants: average number, momentum and energy, i.e.
\begin{equation}
\int d^3p(f - f_{\text{eq}}) \left\{ \frac{1}{p^2/2m} \right\} = \left\{ \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right\} .
\end{equation}

Proceeding in a manner similar to that described in section I we find the solutions are,

\begin{equation}
\delta \mu(q, \omega) = \frac{B_0(2m\mu + B_2')}{D_0B_0' - D_2B_2'},
\end{equation}

\begin{equation}
\delta \nu(q, \omega) = \frac{\omega}{n_0q^2},
\end{equation}

and

\begin{equation}
\delta T(q, \omega) = \frac{2mT}{D_0B_0' - D_2B_2'}
\end{equation}

We have introduced the classical versions of the integral functions defined in section I, i.e.

\begin{equation}
B_n' = \frac{2}{(2\pi)^d} \int d^d p |p|^n \frac{\partial f_0}{\partial \epsilon},
\end{equation}

\begin{equation}
C_n' = \frac{2}{(2\pi)^d} \int d^d p |p|^n \frac{\partial f_0}{\partial \epsilon} \cdot \frac{q}{\omega} \cdot \frac{1}{\omega} \cdot \frac{1}{m},
\end{equation}

and

\begin{equation}
D_n' = \frac{C_n'}{i\omega \tau}.
\end{equation}

Note that the expressions for the thermodynamic variations also differ from their quantum counterparts in that terms of order \( q^2 \) are absent.

We can now obtain the dielectric response of the system with a treatment similar to that given above. The DF that follows from solving for \( \delta n \) in the transport equation is identical to Eq. (3) except that the integral functions, \( B_n, C_n \) and \( D_n \) are replaced by their classical counterparts, \( B_n', C_n' \) and \( D_n' \). The interesting point here is that functional form is therefore preserved in both the quantum result and in the classical approximation. Interestingly, an early attempt to "guess" a quantum number-conserving response from the classical response led to erroneous results. However the work presented in this paper suggests that the correct response may be correctly guessed from the classical response but only if the classical response can be written in terms of macroscopic moments of the Lindhard polarizability function.

The semi-classical result follows by taking \( f_0 \) to be the equilibrium fermionic distribution. In this case the integral functions, \( B_n', C_n' \) and \( D_n' \), and hence the semi-classical DF, represent the low \( q \) expansion of their quantum (unprimed) counterparts in Sec. IIA and Sec. IIIA, respectively.

\section{V. HYDRODYNAMICS OF A DEGENERATE ELECTRON GAS}

A hydrodynamic description is obtained by coarse-graining over the microscopic degrees of freedom in such a way that the dynamical equations are expressed in terms of macroscopic quantities only. The hydrodynamic equations are traditionally derived from the classical Boltzmann equation Eq. (4) and this indeed is the approach employed by Tokatly and Pankratov who also recently formulated the hydrodynamic theory of an electron gas to arbitrary frequencies. Here we provide a derivation from the quantum description of the microscopic dynamics and begin by writing the macroscopic quantities in terms of the one-particle statistical operator,

\begin{equation}
n(r, t) = \langle r | \hat{\rho} | r \rangle,
\end{equation}

\begin{equation}
j(r, t) = mn(r, t)v(r, t) = \frac{1}{2} \langle r | \{ \hat{p}, \hat{p} \} | r \rangle,
\end{equation}

\begin{equation}
U(r, t) = \langle r | \hat{U} | r \rangle,
\end{equation}

and

\begin{equation}
P_{ij}(r, t) = \frac{1}{2m} \langle r | \{ \hat{p}_i, \hat{p}_j - mv_i \} | r \rangle,
\end{equation}

where \( \{ , \} \) denotes symmetrization (i.e. anticommutation), \( n \) and \( j \) can be shown to be equivalent to the definitions in Eq. (4), and \( P_{ij} \) is the local stress tensor in the comoving frame. Higher momentum moments can be neglected in a second order theory of a degenerate electron gas, i.e. thermal effects are negligible since \( k_B T \ll E_F \). The conserving constraints can also be expressed in a similar manner, namely
\begin{align}
(r|\hat{\rho} - \hat{\rho}_{\text{loc}}|r) &= 0, \\
\langle r|(\hat{\rho} - \hat{\rho}_{\text{loc}}), \hat{p}\rangle |r\rangle &= 0, \\
\langle r|(\hat{\rho} - \hat{\rho}_{\text{loc}}), \hat{\Pi}_{ij}\rangle |r\rangle &= 0.
\end{align}

The hydrodynamic equations follow by taking diagonal elements (in position representation) of the quantum dynamical equation, which we repeat here,

\begin{equation}
\frac{\partial \hat{\rho}}{\partial t} + i \left[ \left( \frac{\hat{p}^2}{2m} + \hat{U} \right), \hat{\rho} \right] = \hat{\rho}_{\text{loc}} - \hat{\rho},
\end{equation}

but symmetrized with the relevant operators from each conservation law. Before proceeding we note an alternative approach to deriving the equations of motion of thermodynamic coordinates from the quantum Liouville equation, but not necessarily close to equilibrium, has been discussed via the time-dependent projection operator technique.

The first hydrodynamic equation, the equation of continuity, is simply obtained by taking the diagonal element of Eq. (65), eventually giving

\begin{equation}
\frac{Dn}{Dt} + n \nabla_i v_i = 0,
\end{equation}

where \(D_t = \partial_t + v_i \nabla_i\) is the covariant derivative. The derivation requires use of the fact that for a one-body potential, \((r|\hat{U}, \hat{\rho}|r) = 0\) and that \((r|\hat{p}, \hat{A}|r) = i \nabla \langle r|\hat{A}|r\rangle\) for any operator \(\hat{A}\). The next hydrodynamic equation follows by anticommuting Eq. (65) with \(\hat{p}\) and then taking the diagonal element, culminating in

\begin{equation}
mn D_{ij} \frac{Dv_i}{Dt} + \nabla_i p + \nabla_j \pi_{ij} - n \nabla_i U = 0,
\end{equation}

where the symmetric stress tensor, \(P_{ij}\), has been decomposed into scalar and traceless parts, i.e.

\begin{equation}
P_{ij} = p \delta_{ij} + \pi_{ij}
\end{equation}

and

\begin{equation}
\text{Tr} \pi_{ij} = 0.
\end{equation}

The scalar \(d\)-dimensional pressure of the gas in local equilibrium is given by

\begin{equation}
p = \frac{1}{d} \text{Tr} P_{ij}
\end{equation}

which for an ideal and degenerate Fermi gas, of spin degeneracy 2, can be calculated to be

\begin{equation}
p \equiv \frac{k_B T}{V} \ln \mathcal{Z} = \frac{2^{d-2/4} \pi \Gamma(1 + d/2)^{d/2}}{d + 2 + \frac{1 + 2/d}{m}} + O \left( \left( \frac{k_B T}{E_F} \right)^2 \right),
\end{equation}

where \(\mathcal{Z}\) is the grand canonical partition function. The third hydrodynamic equation, obtained by anticommuting Eq. (65) with \(\hat{p}, \hat{p}_{ij}\), is given to second order by

\begin{equation}
\frac{DP_{ij}}{Dt} + P_{ij} \nabla_k v_k + P_{ik} \nabla_j v_j + P_{kj} \nabla_i v_i = -\frac{\pi_{ij}}{\tau}.
\end{equation}

By decomposing \(P_{ij}\) into \(p\), Eq. (68), and \(\pi_{ij}\), we actually get two equations from Eq. (72), namely

\begin{equation}
\pi_{ik} \nabla_j v_i = 0
\end{equation}

and

\begin{equation}
\frac{DP_{ij}}{Dt} + \pi_{ij} \nabla_k v_k + \pi_{ik} \nabla_j v_j + \pi_{kj} \nabla_i v_i - \frac{2}{d} \delta_{ij} \pi_{kk} \nabla_i v_i + p \left( \nabla_i v_j + \nabla_j v_i - \frac{2}{d} \delta_{ij} \nabla_k v_k \right) = -\frac{\pi_{ij}}{\tau}.
\end{equation}

The complete set of hydrodynamical equations is then specified by Eq. (62), Eq. (67), Eq. (71), Eq. (72) and Eq. (74). Traditional Bloch (adiabatic) hydrodynamics is recovered by setting \(\pi_{ij} = 0\). The presence of \(\pi_{ij}\) stems from the anisotropy of the stress tensor, i.e. the inability of the dynamic electron gas to achieve local equilibrium. The content of Eq. (74) shows that the extent of anisotropic dynamics are tempered by relaxation effects which drive the system back to an isotropic state of local equilibrium.

We now demonstrate the efficacy of these equations in correcting the shortcomings of the traditional adiabatic hydrodynamics in predicting the longitudinal plasmon dispersion. The simplest route to calculating the dispersion of the collective mode, in say the \(x\) direction, is to first linearize the hydrodynamic equations, giving

\begin{equation}
\frac{\partial \delta n}{\partial t} + n_0 \nabla_x v_x = 0,
\end{equation}
\[
\begin{align*}
\langle \mathbf{r} | \hat{\rho}_{\text{loc}} | \mathbf{r} \rangle &= 0, \\
\pi_{ij} &= 0,
\end{align*}
\]
and
\[
\langle \mathbf{r} | (\hat{\rho}_{\text{loc}} \cdot \hat{\mathbf{p}}) | \mathbf{r} \rangle = 0.
\]
VI. CONCLUSION

The relaxation-time approximation has been applied to the quantum dynamics of a $d$-dimensional electron gas where (average) number, momentum and energy are conserved during collisions. It has been shown that the requirement of conservation of all collision invariants necessitates a state of local equilibrium, to which the electrons relax, with a space- and time-dependent chemical potential, drift velocity and temperature. The ensuing dielectric response has been determined and compared with others in the literature, revealing that, in general, that imposition of the conservation laws tends to make the dielectric response in the relaxation-time approximation more akin to the RPA dielectric response than without them. The FCDF attains the correct static limit and obeys the perfect screening sum rule.

The resultant plasmon dispersion has been compared with others and relaxation has been shown to induce softening of the plasmon with increasing $r_S$ and $1/\tau$. In both three and two dimensions and in the long wavelength limit, the plasmon dispersion from FCDF is in good agreement with that derived from the RPA. In general, correlation effects are more pronounced in two dimensions than in three and thus further experimental study of two-dimensional plasmons ought to provide a significant test of models of dynamical correlation.

The derivation of the conserving response has been repeated but in a semi-classical formalism using the Boltzmann transport equation. The functional form of the ensuing response is then identical to that obtained by quantum kinetic arguments.

The hydrodynamic equations of a degenerate electron gas are derived from the quantum microscopic equation of motion using the relaxation time approximation and fulfillment of all the conservation laws. The departure of the stress tensor from a scalar is due to inertial effects but counteracted by relaxation effects. The competition between these two effects gives rise to a generalization of the hydrodynamics applicable to all frequencies and thus correctly reproduces the collision-dominated adiabatic limit ($\omega \tau \ll 1$) and the collisionless limit ($\omega \tau \gg 1$).

Given that the FCDF aims to incorporate dynamic electron correlation effects via a phenomenological $\tau$ it is interesting to compare this with dielectric functions which include correlation effects via a many-body field-theoretic approach giving rise to dynamic local field factors. In principle the two different approaches ought to exhibit the same qualitative behavior (with respect to differences from the RPA) and indeed this is what we observe. In this context we can view the relaxation-time approximation as a crude way of including Feynman diagrams beyond the RPA in the proper polarizability of an electron liquid. To extend the comparisons in a more quantitative and direct manner further work is required, i.e. calculation of an expression for $\tau$ and inclusion of exchange in the FCDF.

Finally, we repeat here that the analysis in this paper explicitly calculates the response function only when all the conservation laws are obeyed, as required for a one-component system; but, using the results of Appendix A the response functions can be calculated which obey fewer and in different combinations. This is the case required in, for example, two-component systems or when crystalline effects are incorporated by way of Umklapp scattering.
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APPENDIX A: THERMODYNAMICS OF A LOCAL EQUILIBRIUM STATE

In this appendix we elaborate on what is meant by local values of $\mu$, $v$ and $T$, in the thermodynamic sense.

We first recall how temperature and chemical potential are defined for a large (macroscopic) system, $A$, lying in contact with a heat reservoir, $B$, with which it can exchange particles and energy. Thermodynamic equilibrium of the system+reservoir setup is achieved when the entire entropy of the system+reservoir is maximized,

$$\left( \frac{\partial S_{A+B}}{\partial U_A} \right)_{N,V} = 0 \quad (A1)$$

From the conservation of total particle number, energy and volume we arrive at the equality of three thermodynamic variables which we identify as the temperature ($T_A = T_B$) and the chemical potential ($\mu_A = \mu_B$). Throughout the system $\mu$ and $T$ are constants independent of space and time. By appealing to the strong Coulomb attraction between the electrons and the positive background we can infer that the velocity field, $v_A$, and hence the pressure, is also constant throughout. The constant nature of the thermodynamic variables is due to the effect of relaxation processes which drive the system towards equilibrium. Now, if the system is perturbed slightly, these variables may attain a spatial variation and will still remain thermodynamically well-defined if the subsection of the system over which they vary slightly is much greater than the average distance between collisions. Thus we require that

$$|q| l_{mf} \ll 1 \quad (A2)$$

where $q$ is the wavevector of the spatial fluctuations of $\mu$, $v$ and $T$, and $l_{mf}$ is the mean free path which can be approximated as $v F \tau$. In addition the time variation of the thermodynamic variables must be slower than the relaxation time scale in order
for the relaxation processes to maintain the state of local equilibrium, i.e.
\[ \omega \tau \ll 1. \]  
(A3)

This constraint is consistent with the fact that the scattering term, and hence the presence of \( f_{\text{loc}} \) only becomes important in the limit that \( \tau \) is small.

These considerations suggest that the local equilibrium state may be an adiabatic one and indeed we can show that \( f_{\text{loc}} \) is a small perturbation away from \( f_0 \) such that there is no entropy production. We begin by recalling the Von Neumann definition of entropy,
\[ S = -k_B \text{Tr}(\hat{\rho}_{\text{loc}} \ln \hat{\rho}_{\text{loc}}), \]
where the trace is carried out over all possible microstates in the grand canonical ensemble and \( \rho_{\text{gc}} \) is the statistical operator of the grand canonical ensemble. This expression can be written in terms of the one-particle fermionic statistical operator, \( \hat{\rho} \),
\[ S = -k_B \text{tr}[\hat{\rho} \ln \hat{\rho} + (1 - \hat{\rho}) \ln(1 - \hat{\rho})], \]
where \( \text{tr} \) denotes the trace over one-particle states. In a non-equilibrium distribution the occupation and distribution of states acquire both a spatial and time dependence and thus, in general, the entropy will be a function of time. The time variation of \( \hat{\rho}_{\text{loc}} \) is determined by substitution into Eq. (65) giving
\[ \frac{\partial \hat{\rho}_{\text{loc}}}{\partial t} = -i[\hat{H}, \hat{\rho}_{\text{loc}}], \]
and it follows that when \( \hat{\rho} = \hat{\rho}_{\text{loc}} \)
\[ \frac{\partial S}{\partial t} = 0. \]  
(A7)

We note that this derivation is essentially the quantum analogue of Boltzmann’s \( \Theta \) (or \( \mathcal{H} \))-theorem. Thus the variations of \( \mu, \mathbf{v} \) and \( T \), that characterize the local equilibrium state, are constrained to prevent the production of entropy in the system.

The situation is identical to the propagation of sound in an Euler fluid or first sound in superfluid Helium II (to lowest order in \( (\delta n/\delta T)_P \)): a linearized disturbance away from equilibrium gives rise to an isentropic (constant entropy density) longitudinal traveling wave with local variations in density, pressure and temperature.

**APPENDIX B: USEFUL INTEGRALS**

The integrals defined in this paper can be expressed as moments of the polarizability function, \( \chi \), in the Lindhard dielectric constant. The Lindhard polarizability, in \( d \) dimensions, is given by
\[ \chi(\mathbf{q}, \omega) = \frac{2}{(2\pi)^d} \int d^d p \frac{f_p + \frac{1}{2} \mathbf{q} - f_p - \frac{1}{2} \mathbf{q}}{\omega - \mathbf{p} \cdot \mathbf{q}/m + i0^+}. \]  
(B1)

We now define the \( n \)-th momentum moment of the polarizability function as
\[ \chi_n(\mathbf{q}, \omega) = \frac{2}{(2\pi)^d} \int d^d p |\mathbf{p}|^n \frac{f_p + \frac{1}{2} \mathbf{q} - f_p - \frac{1}{2} \mathbf{q}}{\omega - \mathbf{p} \cdot \mathbf{q}/m + i0^+}. \]  
(B2)

Here we demonstrate how analytical expressions may be obtained in the low \( \mathbf{q} \) limit for a degenerate electron gas. In this limit,
\[ \text{Re}\chi_n(\mathbf{q}, \omega) = \frac{2}{(2\pi)^d} \int d^d p \frac{\partial f}{\partial \varepsilon} |\mathbf{p}|^n \mathbf{p} \cdot \mathbf{q}, \]  
\[ \text{Im}\chi(\mathbf{q}, \omega) = \frac{1}{(2\pi)^d} \int d^d p \frac{\partial f}{\partial \varepsilon} |\mathbf{p}|^n \mathbf{p} \cdot \mathbf{q} \delta(\omega m - \mathbf{p} \cdot \mathbf{q}). \]  
(B4)

In spherical coordinates the real part becomes,
\[ \text{Re}\chi_n(\mathbf{q}, \omega) = \frac{2m\Omega_{d-1}}{q(2\pi)^d} \int dp \frac{\partial f}{\partial \varepsilon} p^{d-2+n} \int_0^\pi d\phi \left( \omega I[\phi, p] - \frac{pq}{m} \sin^{d-2} \phi \right), \]  
(B5)

\[ I[\phi, p] = \frac{\sin^{d-2} \phi}{\sin \phi - \cos \phi}, \]
where \( \Omega_d = 2\pi^{d/2}/\Gamma(d/2) \) is the surface area of a unit \( d \)-dimensional sphere. Upon elementary transformations and exploiting the integral representation of the hypergeometric function,
\[ F(a, b, c; z) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 dt \, t^{b-1}(1-t)^{c-b-1}(1-tz)^{-a}, \quad (c > b > 0), \]  \hspace{1cm} (B6)

it is possible to obtain

\[ \int_0^\pi d\phi I[\phi, p] = \frac{\sqrt{\pi} \Gamma(d/2)}{\Gamma(d/2)} \left( \frac{pq}{\omega_m} \right)^{d/2} F\left[ 1 + \frac{1}{2}, \frac{1}{2}, \left( \frac{pq}{\omega_m} \right)^2 \right] \quad (\omega m > p q) \]
\[ \int_0^\pi d\phi \sin^{d-2}\phi = \frac{\sqrt{\pi} \Gamma(d/2)}{\Gamma(d/2)}. \] (B8)

If we assume, as is the case for a degenerate electron gas, that \( k_B T \) is much lower than the Fermi energy then the momentum integral can be simplified by the substitution \( \delta T = -\delta(\epsilon - \epsilon_F) \). The final expressions, at this low temperature, are then,

\[ \text{Re} \chi_n(q, \omega) = \left\{ \begin{array}{ll}
\frac{m^2 - d}{\pi^{d/2} \Gamma(d/2)} \frac{1}{1 - F\left[ 1 + \frac{1}{2}, \frac{1}{2}, \left( \frac{pq}{\omega_m} \right)^2 \right]} & (\omega m > p q) \\
\frac{m^2 - d}{\pi^{d/2} \Gamma(d/2)} \frac{1}{1 - 2^{d/2} \left( \frac{pq}{\omega m} \right)^2} F\left[ 1 + \frac{1}{2}, \frac{3}{2}, \left( \frac{\omega_m}{pq} \right)^2 \right] & (p q > \omega m).
\end{array} \right. \] (B9)

The static limit of \( \text{Re} \chi_n \) is thus identified with the function, \( B_n(q) \), for a highly degenerate electron gas.

**APPENDIX C: GENERALISED SOLUTION FOR THERMODYNAMIC FLUCTUATIONS**

The macroscopic fluctuations of \( \delta n, \delta J \) and \( \delta E \), as defined by Eq. (12), can be obtained by taking the relevant momentum moments of the microscopic equation of motion which we rewrite here in terms of \( q \),

\[ (\omega - \Delta \epsilon)(p + \frac{1}{2} q \delta \rho | p - \frac{1}{2} q) + \Delta f U(q) = -\frac{i}{\tau} \left( \left( p + \frac{1}{2} q \delta \rho | p - \frac{1}{2} q \right) + \frac{\Delta f}{\Delta \epsilon} \left[ \delta \mu(q) + p \cdot \delta v(q) + \left( \frac{\delta}{m} + \frac{q^2}{2m} - \mu \frac{\delta T(q)}{T} \right) \right] \right). \] (C1)

However, since we assert that the macroscopic quantities are conserved before and after each collision, we must obtain two sets of expressions for each term. The first set, determined by the dynamics after each collision process (i.e. right-hand side of Eq. (11)) is given by Eq. (12). The second set follows from solving the entire microscopic equation, Eq. (11), for \( (p + \frac{1}{2} q \delta \rho | p - \frac{1}{2} q) \) and then taking moments, i.e.

\[ \left( \begin{array}{c}
\delta n \\
\delta J \\
\delta E
\end{array} \right) = -U(q) \left( \begin{array}{c}
P[\Delta \epsilon] \\
P[\Delta \epsilon] \\
P[\Delta \epsilon]
\end{array} \right) - \left( \begin{array}{c}
P[\delta \mu(q) + p \cdot \delta v(q) + \left( \frac{\delta}{m} + \frac{q^2}{2m} - \mu \frac{\delta T(q)}{T} \right)] \\
P[p \delta \mu(q) + p \cdot \delta v(q) + \left( \frac{\delta}{m} + \frac{q^2}{2m} - \mu \frac{\delta T(q)}{T} \right)] \\
P[\frac{\delta}{m} \delta \mu(q) + p \cdot \delta v(q) + \left( \frac{\delta}{m} + \frac{q^2}{2m} - \mu \frac{\delta T(q)}{T} \right)]
\end{array} \right), \] (C2)

where

\[ \left( \begin{array}{c}
P[\Delta \epsilon] \\
P[\Delta \epsilon] \\
P[\Delta \epsilon]
\end{array} \right) = \frac{2}{(2\pi)^d} \int dq d^2 \Delta \epsilon \omega - \Delta \epsilon. \] (C3)

Upon expansion of partial fractions we can obtain

\[ \left( \begin{array}{c}
\delta n \\
\delta J \\
\delta E
\end{array} \right) = -U(q) \left( \begin{array}{c}
\frac{C_0}{\omega C_0} \\
\frac{C_0}{\omega C_0} \\
\frac{C_0}{\omega C_0}
\end{array} \right) + \left( \begin{array}{c}
B_0 + C_0 \frac{\delta}{m} + \frac{q^2}{2m} + \mu \frac{\delta T(q)}{T} \\
C_0 \frac{\delta}{m} + \frac{q^2}{2m} + \mu \frac{\delta T(q)}{T} \\
C_0 \frac{\delta}{m} + \frac{q^2}{2m} + \mu \frac{\delta T(q)}{T}
\end{array} \right) \left( \begin{array}{c}
\delta \mu \\
\delta \mu \\
\delta \mu
\end{array} \right), \] (C4)

where we have, for convenience, taken the component of momentum density along \( q \). In addition we have assumed that the direction of the momentum density lies entirely in the \( q \) direction, a property that fails for Non-Newtonian fluids. With this expression, together with Eq. (12), it is possible to eliminate the conserved quantities to solve for the thermodynamic variations,

\[ \left( \begin{array}{c}
D_0 \\
D_0 \\
D_0
\end{array} \right) = \left( \begin{array}{c}
\frac{C_0}{\omega C_0} - \frac{\delta}{m} - n_0 \frac{\delta}{m} + \frac{q^2}{2m} + \mu \frac{\delta T(q)}{T} \left( \begin{array}{c}
\delta \mu \\
\delta \mu \\
\delta \mu
\end{array} \right)
\end{array} \right) \left( \begin{array}{c}
\delta \mu \\
\delta \mu \\
\delta \mu
\end{array} \right) \] (C5)
The oft-used statement that RPA is valid only in the collisionless regime is strictly inaccurate since, of course, the RPA does incorporate correlation effects via the mean-field potential (one-body operator) from Poisson’s equation. By collisionless we thus mean that the two-body operator term describing scattering process, the right-hand side of Eq. (3), is negligible.
FIG. 1: Plot of $\text{Re}(\epsilon)$ against $\omega/E_F$ for a three-dimensional system. The parameters are $r_s = 3$, $q = (0.2)k_F^{(3d)}$, $\tau = 16/E_F^{(3d)}$ and $T = 0.01E_F/k_B$.

FIG. 2: Plot of $\text{Im}(\epsilon)$ against $\omega/E_F$ for a three-dimensional system. The parameters are the same as in Fig. 1.

FIG. 3: Plot of $\text{Re}(\epsilon)$ against $\omega/E_F$ for a two-dimensional system. The parameters are $r_s = 3$, $q = (0.2)k_F^{(2d)}$, $\tau = 10/E_F^{(2d)}$ and $T = 0.01E_F/k_B$. 
FIG. 4: Plot of Im(ε) against ω/E_F for a two-dimensional system. The parameters are the same as in Fig. [1].

FIG. 5: Three-dimensional plasmon dispersion. The parameters are r_s = 3, τ = 3/E_F^{(3d)} and T = 0.01E_F/k_B. The arrow indicates the plasmon frequency, ω_p^2 = 4πe^2n_0/m.

FIG. 6: Two-dimensional plasmon dispersion. The parameters are r_s = 3, τ = 5/E_F^{(2d)} and T = 0.01E_F/k_B.