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The Particle-Particle-Particle-Mesh algorithm elegantly extends the standard Particle-In-Cell scheme by direct summation of interaction that happens over distances below or around mesh size. Generally, this allows for a more accurate description of Coulomb interactions and improves precision in the prediction of key observables. Nevertheless, most implementations neglect electrostatic boundary conditions for the short-ranged interaction that are directly summed. In this paper a variational description of the Particle-Particle-Particle-Mesh algorithm will be developed for the first time and subsequently used to derive temporally and spatially discrete equations of motion. We show that the error committed by neglecting boundary conditions on the short scale is directly tied to the discretization error induced by the computational grid.

I. INTRODUCTION

Coulomb interactions, also known as space-charge effects, have a tangible influence on charged particle dynamics, which manifests itself in effects such as emittance growth, particle loss or halo formation. The emittance is a measure of the volume of particles in phase space and with halo we refer to particles which are spatially several sigmas away from the center of charge. Especially for low-emittance particle sources it is crucial to have an accurate and precise model for space-charge effects in order to make accurate predictions for potential applications.

One of the challenge, in resolving the dynamics of charged \( N \)-body systems, is the efficient and accurate computation of the Coulomb interaction. The computational cost of summing up the Coulomb interaction pair-wise in an \( N \)-body system scales with \( \mathcal{O}(N^2) \). A large number of beam particles inevitably necessitates a trade-off between accuracy and computational speed, which has brought forth a multitude of techniques and schemes.

The Particle-In-Cell (PIC) scheme is a well-known method to include space-charge effects self-consistently. It relies on computational grids to discretize the charge density resulting from a finite number of particles. The electric potential is obtained by solving Poisson’s equation on the grid for each time step, from which the forces can be obtained via finite differences. The PIC scheme scales, at best, linearly with \( \mathcal{O}(N) \) and is the method of choice for many simulations. The lower computational cost comes at the price of errors in the forces that are a consequence of the interpolation to and from the computational grid. The spatial resolution of the potential is ultimately restricted by the smallest grid length, which is problematic when the particles are closer and leads to numerical errors.

The Particle-Particle-Particle-Mesh (P3M) algorithm overcomes the discretization error in the force by computing the potential for close particles through direct summation and through PIC for particles that are farther apart. In other words the interaction that happens on a scale smaller than the mesh size is reintroduced by direct summation. Conceptually, the P3M scheme can be understood as an Ewald summation on a grid that uses discrete Fourier transformation for efficient evaluation.

In most models the short-ranged part is computed by directly summing the interaction using Coulomb’s law, which is then added to the particle equation of motion. Formally, the short-ranged potential, as seen by the \( i \)-th particle, reads,

\[
\phi_i = \sum_{j: \text{close to } i} q_j^2 \frac{1}{4\pi\varepsilon_0 \| \mathbf{r}_i - \mathbf{r}_j \|}, \tag{1}
\]

where it was used that the Coulomb potential \( \phi \) in between two particles with distance \( r \) and charge \( q \) is given as \( \phi(r) = \frac{q^2}{4\pi\varepsilon_0 r} \). This formula for the potential comes from solving Poisson’s equation, where the term \( \frac{1}{r} \) is Green’s function. However, it is only viable in the absence of
\[ \phi_i = \sum_{j \text{ close to } i} \frac{\varepsilon^2}{4\pi\varepsilon_0 |r_i - r_j|} \]

Figure 1. The interaction with close neighbouring particles is summed directly. The interaction with farther away particles is computed on the computational grid via PIC.

electrostatic boundary conditions, which would require a different Green’s function. In other words, by direct summation using this formula, the influence of electrostatic boundary conditions is neglected for close particle interaction, especially in the presence of conductors, such as beam tubes or cathodes. Up to now, it is unclear to which degree this assumption can be made.

This paper serves the purpose of investigating this error.

II. EQUATIONS OF MOTION

In order to quantify the error we require a solid theoretical formulation of the P3M procedure, that properly accounts for spatial and temporal discretization. In the following section we will introduce a Lagrangian description, which allows to derive fully discrete Poisson’s equation, including the short and long range potentials. This will allow to properly introduce boundary conditions into eq (1) and examine their impact in detail.

A. Lagrangian Beam Dynamics

The Lagrangian approach has established itself as the method of choice to derive equations of motion in nearly all fields of physics. In beam dynamics in particular it is routinely employed to derive phase space maps for beam line elements. The main advantage next to assured physical validity is the symplectic nature of the equations derived, which is beneficially related to conservation laws of e.g. energy and momentum. A widely known Lagrangian description stems from Low and Chandrasekhar, whose derivation (but not result) was later corrected by Galloway and Kim. It is not the only possibility for a Lagrangian but reproduces the physical equations of motions nevertheless, as shown by Evstatiev and Shadwick, whose notation will be used in the following.

The aforementioned Lagrangians are all conceptually related to Vlasov’s equation in the sense that they assume implicitly a small value (below 0.1) of the plasma coupling factor \( \Gamma = \frac{E_C}{(k_B T)} \), where \( E_C \) is the electrostatic energy. Our main goal is to derive a Lagrangian that incorporates the summation procedure of the P3M algorithm and thus circumvents this shortcoming.

To establish the formalism we denote the 6-dimensional phase space distribution as \( f(x, v, t) = f(x(t), v(t), t) \). The quantities \( x, v \) are themselves solutions to the equations of motion and only dependent on time \( t \) and on initial conditions \( x_0, v_0 \). If Liouville’s theorem holds, we can express the distribution at time \( t \) through an initial distribution \( f_0 \) as

\[
\int d^3x d^3v f_0(x_0, v_0) \left[ \frac{1}{2} m v^2(x_0, v_0) - g\phi(x_0, v_0) \right] + \frac{\varepsilon_0}{2} \int d^3x (\nabla\phi)^2(x_0, v_0) = f(x(t), v(t), t) = f_0(x_0, v_0), \quad \text{i.e. \ there is no time dependence. With this in mind, Low’s Lagrangian reads as follows,}
\]

\[
\mathcal{L}(x, v, \phi) = \int d^3x_0 d^3v_0 f_0(x_0, v_0) \left[ \frac{1}{2} m v^2(x_0, v_0) - g\phi(x_0, v_0) \right] + \frac{\varepsilon_0}{2} \int d^3x (\nabla\phi)^2(x_0, v_0)
\]

where the first and last term represent particle and field energy respectively and \( q \) represents
the charge. The interaction term can be simplified considering that after integrating \( f \) over velocity we are left with the spatial charge distribution,

\[
\int d^3x \: \rho(x) = \int d^3x_0 \int d^3v_0 \: q f_0(x_0, v_0) = \int d^3x \int d^3v \: q f(x, v),
\]

where it was used, that,

\[
f_0(x_0, v_0) d^3x_0 d^3v_0 = f(x, v) d^3x d^3v,
\]

which corresponds to particle number conservation, where the interaction potential contributions, where the former is summed directly between short- and long-ranged potential contributions, where the latter is computed via PIC. This splitting is conceptually rooted in Ewald’s summation technique and can be represented by splitting the interaction potential of Coulomb’s law,

\[
\frac{1}{r} = \frac{1 - f(r)}{r} + \frac{f(r)}{r}.
\]

In the context of electromagnetic interaction, one usually chooses \( f \) as the error function,

\[
f(r) = \text{Erf}(\alpha r) = \frac{1}{2\sqrt{\pi}} \int_0^\infty dt \: e^{-t^2},
\]

which gives,

\[
\frac{1}{|r_i - r_j|} = \frac{\text{Erf}(\alpha|r_i - r_j|)}{|r_i - r_j|} + \frac{\text{Erf}(\alpha|r_i - r_j|)}{|r_i - r_j|}. \tag{6}
\]

by using \( \text{Erf}(x) = 1 - \text{Erf}(x) \). One can see that the first term of eq 6 is short-ranged and singular, whereas the second term is long-ranged and regular. The Ewald parameter \( \alpha \) serves to control the size of the Ewald sphere, outside of which the short-ranged term vanishes. Since the long-ranged interaction is regularized to the size of the Ewald sphere it can be solved using a computational mesh without the errors that the singularity would normally cause in a discrete computation. The singularity in the short-ranged interaction can be handled by omitting the self-energy in the summation.

Albeit very straightforward, this way of splitting becomes non-trivial in the presence of boundary conditions, where the interaction potential is not given by \( \frac{1}{r} \). In other words the splitting procedure also means that Green’s function is no longer a fundamental solution to Laplace’s operator as appearing in Poisson’s equation. Since we are primarily interested in the role boundary conditions play, we will entertain an alternative approach. Instead of splitting the interaction potential (or more precisely: Green’s function), one can equivalently split the charge distribution\textsuperscript{10,11}. Through the subtraction and subsequent superposition of a screened charge distribution, we obtain the same result. Let \( \gamma \) be the screening function, we can write the charge distribution \( \rho \) as follows,

\[
\rho = \rho - \rho \otimes \gamma + \rho \otimes \gamma,
\]

\[
\rho^S = \rho - \rho \otimes \gamma, \tag{7}
\]

\[
\rho^L = \rho \otimes \gamma,
\]

where the short-hand notations \( \rho^S, \rho^L \) were introduced to succinctly denote screened charge
and the screening charge, respectively. In terms of the potential this is equivalent, because it is given as the convolution between Green’s function and charge distribution as in eq ($\text{(3)}$).

$$\phi = G \otimes \rho$$

$$= G \otimes (\rho - \rho \otimes \gamma + \rho \otimes \gamma)$$

$$= G \otimes \rho - G \otimes \gamma \otimes \rho + G \otimes \gamma \otimes \rho$$

$$= (G - G \otimes \gamma + G \otimes \gamma) \otimes \rho.$$ 

If $\gamma$ is chosen in the form of a Gaussian ($\text{10}$),

$$\gamma = \frac{\alpha^3}{\sqrt{\pi}} e^{-\alpha^2 r^2},$$

and $G$ is taken as in eq ($\text{1}$) we obtain the same splitting with the error function as in eq ($\text{6}$).

Since Poisson’s equation is linear, we may write the potential as a sum of two potentials originating from two charge distributions,

$$\phi = \phi_{p - \rho \otimes \gamma} + \phi_{\rho \otimes \gamma},$$

$$\phi^S = \phi_{p - \rho \otimes \gamma},$$

$$\phi^L = \phi_{\rho \otimes \gamma},$$

where the short-hand notations $\phi^S, \phi^L$ were introduced to succinctly denote short-ranged and long-ranged potentials.

Since the entire splitting is contained in the charge distribution, Green’s function does not require modifications with the error function as in eq ($\text{6}$). Instead Green’s function is still a fundamental solution to the Laplacian, and one can use whatever form is appropriate for the boundary conditions at hand.

C. Lagrangian Formulation of P3M

Starting again from eq ($\text{2}$), Low’s Lagrangian, we make the following Ansatz using eq ($\text{8}$).

$$\mathcal{L}(x, \dot{x}, \phi^S, \phi^L)$$

$$= \int d^3{x_0} d^3{v_0} f(x_0, v_0) m \frac{\dot{x}}{2}^2 (x_0, v_0, t)$$

$$\int d^3{x} \left[ -\rho^S(x) \phi^S(x) - \rho^L(x) \phi^L(x) \right]$$

$$+ \frac{\varepsilon_0}{2} \int d^3{x} (\nabla \phi^S)^2 + \frac{\varepsilon_0}{2} \int d^3{x} (\nabla \phi^L)^2.$$ 

The main idea of this Ansatz is to treat both potentials as two distinct functions, which is required since P3M computes each in a different way. At first glance this might seem inconsistent as we cannot obtain eq ($\text{9}$) simply by inserting the splitting ($\text{8}$) into Low’s Lagrangian ($\text{2}$), due to the quadratic field energy terms. However, this Lagrangian will also yield two distinct Poisson’s equations in the form of the Euler-Lagrange equations for $\phi^S$ and $\phi^L$. In order to motivate the Ansatz, we can anticipate that the solutions to these equations, i.e. the potentials, will fulfill eq ($\text{8}$) again.

D. Spatial and Temporal Discretization

Equation ($\text{9}$) contains the phase space probability density function and the electric potentials, which are both treated as continuous fields. However, the P3M algorithm prescribes that the long-ranged interaction $\phi^L$ is obtained via PIC on a mesh, which must be accommodated by introducing a spatial discretisation. In addition both potentials are computed at discrete times. In the following it will be shown how the Lagrangian can be discretized to yield practical equations of motion.

1. Macro-particles

In case of a continuous distribution it may be necessary to decompose the distribution function $f$ into $N$ macro-particles $f_\alpha$, where $\alpha = 1...N$. The $\alpha$-th macro-particle has a finite spatial shape $S_\alpha$, a finite velocity shape $S_v$, a weight $\omega_\alpha$ and is located at the position $\xi_\alpha$,

$$f(x, v) = \sum_\alpha f_\alpha(x, v, t)$$

$$= \sum_\alpha \omega_\alpha S_x(\mathbf{x} - \xi_\alpha) S_v(\mathbf{v} - \xi_\alpha).$$

(10)

Usually, the $\omega_\alpha$ are chosen as the amount of physical particles per macroparticle, $S_x$ is a $\delta$-function and $S_v$ is a B-spline function of order 0 or 1. In the limit of small particle numbers this is not necessary and we can replace $S_x$, $S_v$ with $\delta$ functions accordingly. There are only a few conditions that the shape functions must fulfill. Additionally to being symmetric and compact, they should be normalized to 1,

$$\int_{-\infty}^{\infty} S_x(\mathbf{x} - \xi) d^3{x} = 1 = \int_{-\infty}^{\infty} S_v(\mathbf{v} - \xi) d^3{v}.$$
The charge distribution $\rho(x)$ is now given as the charge contribution of every particle $\xi_\alpha$ to the point $x$. Formally, this reads,

$$\rho(x) = \sum_\alpha \omega_\alpha S_x(x - \xi_\alpha),$$

$$\rho^S(x) = \sum_\alpha \omega_\alpha [S_x - S_x \otimes \gamma](x - \xi_\alpha),$$

$$\rho^L(x) = \sum_\alpha \omega_\alpha [S_x \otimes \gamma](x - \xi_\alpha).$$

2. Spatial Discretization

For the introduction of a computational spatial grid, let us assume an euclidean coordinate space $[0, L_x] \times [0, L_y] \times [0, L_z]$ that is discretized as $L_x = N_x h_x$, $L_y = N_y h_y$, $L_z = N_z h_z$, where $N$ and $h$ give the amount of steps and the step-size in the respective direction. The coordinates can then be denoted as $x_k = k \cdot h_x$, $y_l = l \cdot h_y$, $z_m = m \cdot h_z$ and likewise the electromagnetic potential $\phi(x, y, z)$ is given only at a discrete set of mesh-points $\phi_{klm} = \phi(x_k, y_l, z_m) = \phi(k \cdot h_x, l \cdot h_y, m \cdot h_z)$. To reconcile this with the continuous Lagrangian description, we can use functions $I_i(x)$ to interpolate in between grid points.

$$\phi^L(x) = \sum_{klm} (\phi^L)_{klm} I_k \left( \frac{x_k - x}{h_x} \right) I_l \left( \frac{y_l - y}{h_y} \right) I_m \left( \frac{z_m - z}{h_z} \right).$$

In the sequel, multi-index notation $i = (k, l, m)$ is used, to write more succinctly as,

$$\phi^L(x) = \sum_i (\phi^L)_i I_i \left( \frac{x_i - x}{\Delta x} \right).$$

The simplest choice for $I_i$ are B-splines of 0th order, which essentially corresponds to assume a constant charge distribution over a computational cell. This can be seen from the definition,

$$I_i \left( \frac{x_i - x}{\Delta x} \right) = h_0 \left( \frac{x_i - x}{\Delta x} \right)$$

$$= \begin{cases} 1 & \text{if } \frac{x_i - x}{\Delta x} < \frac{1}{2}, \\ 0 & \text{otherwise}. \end{cases}$$

Additionally, the derivatives in the field energy term of (8) must be approximated using finite differences. An $x$-directed finite difference operator of second order $D_x$ acting on a discrete 3-dim potential $\phi_{ijm}$ can be defined as

$$(D_x \phi)_{ijm} = \sum_j (D_x)_{kj} \phi_{ijm}$$

$$= \phi_{(k+1)jm} + \phi_{(k-1)jm} - 2\phi_{km}$$

$$(D_x)_{ji} = \delta_{j(i+1)} + \delta_{j(i-1)} - 2\delta_{ji}.$$
Using (11) we can define the interpolation function,
\[ W^L(x_i - \xi_\alpha) = \int d^3x \left[ S^\alpha \otimes \gamma \right] (x - \xi_\alpha) I_i \left( \frac{x_i - x}{\Delta x} \right) \]
(16)
between particles in continuous space and the grid. If we choose \( S_x = b_0, \ I_i = b_0 \) we regain cloud-in-cell interpolation via the recursion relation for splines,
\[ W \left( \frac{x_i - \xi_\alpha}{\Delta x} \right) = \int d^3x \ b_0 \left( \frac{x - \xi_\alpha}{\Delta x} \right) b_0 \left( \frac{x_i - x}{\Delta x} \right) = b_1 \left( \frac{x_i - \xi_\alpha}{\Delta x} \right). \]
(17)
For the sake of consistency and ease of notation we can also define a short-range "interpolation" function,
\[ W_S(x - \xi_\alpha) = [S_x - S_x \otimes \gamma](x - \xi_\alpha), \]
(18)
which does not actually contain interpolation, since the short-ranged potential is not computed on the grid.

3. Temporal Discretization

Every numerical scheme that solves a differential equation of motion presumes a discrete stepping in time. In the following, it will be shown how discrete time stepping can be woven into the Lagrangian by using variational integrators. The basic idea is that the optimal trajectory - which minimizes the action as described by Hamilton’s principle - is approximated via a discrete set of patches \( \mathcal{L}_d \). The action functional is approximated by a sum over \( M \) intervals with size \( \Delta t \),
\[ S = \int dt \mathcal{L}(\xi(t), \dot{\xi}(t), \phi(\xi(t), t)) \]
\[ \approx \sum_{n=0}^{M-1} \int_{t_n}^{t_{n+1}} dt \mathcal{L}(\xi(t), \dot{\xi}(t), \phi(\xi(t), t)) \]
\[ \approx \sum_{n=0}^{M-1} \mathcal{L}_d(\xi^n, \xi^{n+1}, \phi^n, \phi^{n+1}, \Delta t), \]
where,
\[ \xi^n = \xi(n \cdot \Delta t), \]
\[ \phi^n = \phi(\xi(n \cdot \Delta t), n \cdot \Delta t) \]
and
\[ \mathcal{L}_d(..., \Delta t) = \int_{t_n}^{t_{n+1}} dt \mathcal{L}(\xi(t), \dot{\xi}(t), \phi(\xi(t), t), t). \]

For ease of notation we have omitted the macro-particle index \( \alpha \) from \( \xi_\alpha \) for this section. To reproduce the equations of motion, it is enough to consider the Lagrangian at three points and vary with respect to the middle point. Essentially, this works because discrete equations of motion propagate solutions time step by time step. One can discretize the Lagrangian in the following way,
\[ \mathcal{L} \to \mathcal{L}_d(\xi^{n-1}, \xi^n, \phi^{n-1}, \phi^n, \Delta t) \]
(19)
\[ + \mathcal{L}_d(\xi^n, \xi^{n+1}, \phi^n, \phi^{n+1}, \Delta t). \]

The equations of motion are then given through the discrete Euler-Lagrange equations. For example in the coordinate \( \xi \), this looks as follows,
\[ \frac{d}{d\xi^n} \mathcal{L}_d(\xi^{n-1}, \xi^n, \phi^{n-1}, \phi^n) \]
\[ - \frac{d}{d\xi^n} \mathcal{L}_d(\xi^n, \xi^{n+1}, \phi^n, \phi^{n+1}) = 0. \]
(20)

For the most commonly used symplectic integrator - the leap-frog method - one chooses the piecewise Lagrangian in the following way,
\[ \mathcal{L}_d(\xi^n, \xi^{n+1}, \phi^n, \phi^{n+1}) \]
\[ = \mathcal{L} \left( \xi^n, \frac{\xi^{n+1} - \xi^n}{\Delta t}, \phi(\xi) \right), \]
(21)

where \( \mathcal{L} \) is the time-continuous Lagrangian. Insertion into eq (19) leads to the fully discretized three-point Lagrangian, from which the equations of motion can be obtained using the discrete Euler-Lagrange equations defined in eq (20).

E. Final Lagrangian

The step that remains is to combine the Ansatz for the P3M Lagrangian (9) with the macroparticle decomposition (10), the spatial stepping formulae (12), (15) and the variational integrators (19), (20) in the Leap-Frog scheme (21). The fully temporally and spatially discrete three-point Lagrangian for the P3M method then reads as follows,
\[ \mathcal{L} = \sum_{\alpha} \frac{m}{2} \omega_{\alpha} \left[ \frac{\xi_{\alpha}^n - \xi_{\alpha}^{n-1}}{\Delta t} \right]^2 + \sum_{\alpha} \frac{m}{2} \omega_{\alpha} \left[ \frac{\xi_{\alpha}^{n+1} - \xi_{\alpha}^n}{\Delta t} \right]^2 \]

\[ - \sum_{\alpha} q \omega_{\alpha} \int d^3x \ (\phi^S)^{n-1}(x)W^S(x - \xi_{\alpha}^{n-1}) - \sum_{\alpha} q \omega_{\alpha} \sum_i (\phi^L_i)^{n-1}W^L(x_i - \xi_{\alpha}^{n-1}) \]

\[ - \sum_{\alpha} q \omega_{\alpha} \int d^3x \ (\phi^S)^n(x)W^S(x - \xi_{\alpha}^n) - \sum_{\alpha} q \omega_{\alpha} \sum_i (\phi^L_i)^{n}W^L(x_i - \xi_{\alpha}^n) \]

\[ - \varepsilon_0 \rho h y h z \sum_i (D_{xyz})_{i,j}(\phi^L_j)^{n-1} = - \sum_{\alpha} \omega_{\alpha} q W^L(x_m - \xi_{\alpha}^k) \]

\[ - \varepsilon_0 \nabla^2 (\phi^S)^k(x) = - q \sum_{\alpha} \omega_{\alpha} q W^S(x - \xi_{\alpha}^k) = [\rho^L - \rho^S \otimes \gamma](x). \]

III. BOUNDARY CONDITIONS

The boundary condition enters the computation when Poisson’s equations (23b), (23c) are solved. Since both potentials \( \phi^L, \phi^S \) are solved differently we must distinguish between two Green’s functions \( G^L, G^S \) for both ranges and make use of the finite convolution \( \otimes_d \) for the case of the long range interaction.

From eqns (23b), (23c), we see that \( \rho^L, \rho^S \) can be expressed as,

\[ (\rho^L)^n = - \sum_{\alpha} \omega_{\alpha} q W^L(x_i - \xi_{\alpha}^n), \quad (\rho^S)^n = - q \sum_{\alpha} \omega_{\alpha} q W^S(x - \xi_{\alpha}^n). \]
If we denote Green’s function with $G(x, y)$, as in (27), then $x$ is the location where the field is calculated (field domain) and $y$ is the location of the charges (charge domain). Numerically, the issue with eq (27) is that the location of the mirror image $S(y)$ (mirror charge domain) must be part of the computational domain as well. In other words, the entire distance between charge and image must be resolved as well (see figure 2). This is leads to poorer resolution at higher computational cost.

As demonstrated by Qiang et al.\cite{Qiang}, one can reduce the work load by shifting Green’s function by the centre of the charge domain. This method decouples the location of the image (mirror charge domain) from the location where its field is calculated (charge and field domain). If Green’s function is denoted as $G(x, y)$, then $x$ lies in the field domain and $y$ in the charge domain. If we denote with $r_o$ the location of the original charge, we can shift Green’s function, which reduces the domain needed for $x$. The resulting Green’s function is then given as,

$$G(x, y) = G^F(x, y) - G^F(x, S(y)).$$

1. Short Range Potential Error

Let $\Phi$ be the true potential that is to be approximated. The charges, from which the potential originates, may or may not be in the proximity of conductors, such as a photocathode or beam tubes, which impose electrostatic boundary conditions. Without specifying the geometry of the conductors, let us denote the corresponding Green’s function as $R$, assuming we know its true form. For example in the ab-
sence of conductors $R := G^F$ would be the true form. Given this notation, $\Phi$ can be written as the convolution between the true Green’s function $R$ for the chosen geometry and the total continuous charge distribution,

$$\Phi(x) = R \otimes \rho$$

$$= \frac{q}{\varepsilon_0} \int d^3y \ R(x, y) \sum_\alpha \omega_\alpha S_2(y - \xi_\alpha^n),$$

where eq (11) was used.

The total computed potential using P3M will be denoted as $\phi_{\text{tot}}$. It can be obtained by adding eqns (25a) and (25b) and insert from eqns (24a), (24b). Additionally, the long-range part needs to be re-interpolated, using $W^L$. For a more general picture, we can remove the fixed charge distribution and instead write the dependence on the charge position explicitly. The potentials depend on charge position $\xi_\alpha$ and are evaluated at $x$, i.e. they determine the potential value at $x$ due to one particle at $\xi_\alpha$. For the sake of simplicity, we set $\omega_\alpha = 1$, so the potentials are given as,

$$\Phi(x, \xi_\alpha^n) = \frac{q}{\varepsilon_0} \int d^3y \ R(x, y) S_2(y - \xi_\alpha^n)$$

$$\phi_{\text{tot}}(x, \xi) = \frac{q}{\varepsilon_0} \int d^3y \ G^S(x, y) W^S(y - \xi) + \frac{q}{\varepsilon_0} \sum_{i,j} W^L(x_i - \xi) G^L_{i,j} W^L(x - x_i)$$

(29a)

(29b)

A statement about the overall error of this method is difficult to make, as there are interdependent contributions from discretization, interpolation and finite differences. In addition the difference between $\phi_{\text{tot}}$ and $\Phi$ depends on the position and the amount of charges present. An error measure that captures the overall deviation can be found by integrating, as used by Hockney and Eastwood[10], over both degrees of freedom. Let us denote the error $E$ by,

$$E = \int d^3\xi_\alpha^n \int d^3x \ |\phi_{\text{tot}}(x, \xi_\alpha^n) - \Phi(x, \xi_\alpha^n)|^2$$

(30)

In order to quantify $E$, made by summing the short-range contributions with the free interaction potential, we can assume that the total error is dominated by the short-range error. If the long-range part approximates the continuous case well, then this assumption holds. It will be proven afterwards that there is an expression for $G^L$, such that the deviation is indeed minimized. With this in mind, the error reads,

$$E = \int d^3\xi_\alpha^n \int d^3x \ |\phi^S(x, \xi_\alpha^n) - \Phi^S(x, \xi_\alpha^n)|^2,$$

(31)

where,

$$\phi^S(x, \xi_\alpha^n)$$

$$= \frac{q}{\varepsilon_0} \int d^3y \ R(x, y)(S_2 - S_2 \otimes \gamma)(y - \xi_\alpha^n)$$

$$= q \int d^3y \ G^S(x, y) W^S(y - \xi_\alpha^n),$$

(32)

denotes the true short-range potential. We again assume the case of a planar cathode, which means that $R$ is given by eq (27). Furthermore, we can consider point charges represented by a delta function and get
\[ E = \int d^3x \int d^3\xi^n_\alpha \left| \int d^3y \left[ W^S(y - \xi^n_\alpha) \right] \left( \frac{1}{|x - y|} - R(x, y) \right)^2 \right| \]

\[ = \int d^3x \int d^3\xi^n_\alpha \left| \int d^3y \left[ W^S(y - \xi^n_\alpha) \right] \frac{1}{|x - S(y)|} \right|^2 \]

\[ = \int d^3x \int d^3\xi^n_\alpha \left| \int d^3y \left[ S_x(y - \xi^n_\alpha) - (S_x \otimes \gamma)(y - \xi^n_\alpha) \right] \frac{1}{|x - S(y)|} \right|^2 \]

\[ = \int d^3x \int d^3\xi^n_\alpha \left| \int d^3y \left[ \delta(y - \xi^n_\alpha) - \gamma(y - \xi^n_\alpha) \right] \frac{1}{|x - S(y)|} \right|^2 \]

\[ = \int d^3x \int d^3\xi^n_\alpha \frac{1}{|x - S(\xi^n_\alpha)|} - \int d^3y \frac{\gamma(y - \xi^n_\alpha)}{|x - S(y)|} \]

The action of the mirror charge onto the original charge location is equivalent to the action of the charge to the mirror charge domain. Hence, we can rewrite the expression for the error as

\[ E = \int d^3x \int d^3\xi^n_\alpha \left| \frac{1}{|S(x) - \xi^n_\alpha|} - \int d^3y \frac{\gamma(y - \xi^n_\alpha)}{|S(x) - y|} \right|^2 \]

\[ = \int d^3x \int d^3\xi^n_\alpha \left| \frac{1}{|S(x) - \xi^n_\alpha|} - \int d^3y \frac{\gamma(y)}{|(S(x) - \xi^n_\alpha) - y|} \right|^2 \]

\[ = \int d^3x \int d^3\xi^n_\alpha \frac{\text{Erfc}(\alpha|S(x) - \xi^n_\alpha|)}{|S(x) - \xi^n_\alpha|} \right|^2 \]

\[ = \int d^3x \int d^3\xi^n_\alpha \frac{\text{Erfc}(\alpha|x - S(\xi^n_\alpha)|)}{|x - S(\xi^n_\alpha)|} \right|^2 \]

As a consequence, the error is equal to the integral of the short-range potential from the corresponding mirror charge. Due to the strong decay of the complementary error function, the error is strongly confined. If we restrict the integration to the original charge domain and require that the image charge is sufficiently far away from the original, the error is nil. Consequently, only if a particle is within half the Ewald cut-off length to the cathode, the error (within the computational domain) will be non-vanishing as can be seen in figure 2.

For any other geometry, we may infer that although the Green’s function will be different, the result will be the same, as it arises due to the charge screening, which is independent of the geometry. By solving both Poisson’s equations with the same boundary conditions, we essentially solve the same problem twice, but on different length scales. Instead, one can solve both equations separately, with and without a boundary condition respectively. The error, as has been shown above, is negligible. A visualization of the short-ranged potential can be seen in figure 4, which illustrates that boundary conditions have no impact in the short range. For the long-ranged potential the boundaries do influence the potential.

2. Long Range Potential Error

The following derivation closely follows the derivation of Hockney & Eastwood for the opt-
In the above calculation, it was assumed that the long-range computed potential approximates reality, and that the error was predominantly coming from the short-ranged part, as written in eq (31). The existence of such an approximation will be shown in the following section. With regard to optimizing the long-range part, the calculations become easier if we use \( G^S = R \). The optimization condition reads as follows,

\[
\frac{\delta}{\delta G^L_{k,q}} \int d^3 \xi \int d^3 x \left| \phi^{\text{tot}}(x, \xi^n) - \Phi(x, \xi^n) \right|^2 = 0,
\]

(33)

where \( \delta E/\delta G \) represents a functional derivative, as it appears e.g. in Hamilton’s principle and the expressions \( \Phi \) and \( \phi^{\text{tot}} \) have been defined in eqs (29a) and (29b). Again, \( G^L_{k,q} \) represents Green’s function in the long range, as defined in eq (26a).

The general form of the potentials, the fact that \( \phi^{\text{tot}} \) is partially discrete and the many integrations makes this derivative difficult to evaluate, Luckily one can simplify the calculation tremendously by transforming to Fourier space. For the non-discrete parts of eqs (29a) and (29b), this poses no challenge. If we denote a Fourier space vector with \( k \) the transforms read,

\[
\hat{\Phi}(k) = \frac{1}{\xi_0} \sum_{\alpha} \omega_\alpha \hat{R}(k) \hat{S}_x(k) e^{-ik\xi^n}, \quad \text{(34a)}
\]

\[
\hat{\phi}^S(k) = \frac{1}{\xi_0} \sum_{\alpha} \omega_\alpha \hat{W}^S(k) \hat{R}(k) e^{-ik\xi^n}. \quad \text{(34b)}
\]

The long-range potential eq (25a) is the result of a discrete convolution, which Fourier-transforms to the product of Fourier series coefficients. In order to be able to compare to the continuous transforms, we rewrite the discrete convolution using a Dirac comb,

\[
\mathbf{\Pi}_{h_x}(x) = \sum_{m=-\infty}^{\infty} \delta(x - mh_x).
\]

In three dimensions this generalizes to the corresponding product,

\[
\mathbf{\Pi}(x) = \mathbf{\Pi}_{h_x}(x) \mathbf{\Pi}_{h_y}(y) \mathbf{\Pi}_{h_z}(z).
\]

The corresponding Fourier transform is a Dirac comb with the period of the reciprocal lattice,

\[
\hat{\mathbf{\Pi}}_{2\pi/h_x}(k_x) = \sum_{m=-\infty}^{\infty} \delta(k_x - m2\pi/h_x).
\]

Using this, the discrete convolution in eq (25a) can be written in continuous form, assuming we know the continuous form of \( G^L \) and \( W^L \), which is usually the case but can be readily obtained by making the grid constants infinitely small. The result is a continuous function \((\hat{\phi}^L)^n(x)\) that reproduces the meshed potential at grid points \( x_k \),

\[
(\hat{\phi}^L)^n(x) = \int d^3 y \ W^L(y - \xi^n) \mathbf{\Pi}(y) \cdot G^L(x, y) \cdot (\hat{\phi}^L)^n(y).
\]

(35)

The re-interpolated long-range potential is given as the convolution with the interpolation function \( \mathbf{\Pi} \),

\[
(\phi^L)^n(x) = (W \otimes (\hat{\phi}^L)^n)(x).
\]

The continuous Fourier transform of (35) can then be readily calculated,

\[
(\hat{\phi}^L)^n(k) = (\hat{W}^L \otimes \mathbf{\Pi}_{(2\pi/h)}) (k) \hat{G} e^{-ik\xi^n}.
\]
The convolution can be evaluated directly. Let $\mathbf{m} \in \mathbb{N}^3$ denote a vector of integers,

$$
\tilde{W}^L \otimes \tilde{\Pi}_{(2\pi/h)}(k) \\
= \int d^3 q \sum m \delta(k_x - m_x 2\pi/h_x) \\
\quad \cdot \delta(k_y - m_y 2\pi/h_y) \\
\quad \cdot \delta(k_z - m_z 2\pi/h_z) W(k) \\
= \sum m \left[ k - 2\pi m_x/h_x, m_y/h_y, m_z/h_z \right] \\
=:\sum m \left[ k - \frac{2\pi}{h} \mathbf{m} \right].
$$
The sum can be identified as aliasing sum\(^\text{III}\). It describes the influence of the aliases of the principal harmonic of the charge distribution, i.e. every harmonic that is periodically shifted to the original. Basically, it arises due to the sampling onto the mesh that is done during the charge assignment.

The corresponding continuous Fourier representation of the long-range potential reads as follows,

\[
(\tilde{\phi}^L)^n(k) = \tilde{W}^L(k)(\tilde{\phi}^L)^n(k) = \tilde{W}^L(k)\tilde{G}(k) \sum_m \tilde{W}^L(k - \frac{2\pi}{\hbar} \frac{m}{n}) e^{-i{k\cdot\xi_n}}.
\]

The total potential thus has the following form,

\[
\phi^{\text{tot}}(x) = \sum_\alpha \sum_k \left[\tilde{W}^S(k)\tilde{G}^S(k)e^{ik\xi_n^\alpha} + \tilde{W}^L(k)\tilde{G}(k)\sum_m \tilde{W}^L(k - \frac{2\pi}{\hbar} \frac{m}{n}) e^{-i{k\cdot\xi_n}}\right] e^{-ikx}.
\]

By omitting the the sum over particles \(\alpha\), we can again rewrite this to the potential caused by one particle at position \(\xi_\alpha\).

\[
\phi^{\text{tot}}(x, \xi_\alpha^n) = \sum_k \left[\tilde{W}^S(k)\tilde{G}^S(k)e^{ik\xi_n^\alpha} + \tilde{W}^L(k)\tilde{G}(k)\sum_m \tilde{W}^L(k - \frac{2\pi}{\hbar} \frac{m}{n}) e^{-i{k\cdot\xi_n}}\right] e^{-ikx}.
\]

In addition, potentials depend only on absolute distance values, hence it makes sense to write a dependence on the particle position and the distance from it. We define \(r = x - \xi^n\), which yields,

\[
\phi^{\text{tot}}(r, \xi^n_\alpha) = \sum_k \left[\tilde{W}^S(k)\tilde{G}^S(k)e^{ik\xi_n^\alpha} + \tilde{W}^L(k)\tilde{G}(k)\sum_m \tilde{W}^L(k - \frac{2\pi}{\hbar} \frac{m}{n}) e^{-i{k\cdot\xi_n}} + ik\xi_n^\alpha\right] e^{-ikr}.
\]

The Fourier transform can be read off as

\[
\hat{\phi}^{\text{tot}}(k, \xi^n_\alpha) = \left[\tilde{W}^S(k)\tilde{G}^S(k)e^{ik\xi_n^\alpha} + \tilde{W}^L(k)\tilde{G}(k)\sum_m \tilde{W}^L(k - \frac{2\pi}{\hbar} \frac{m}{n}) e^{-i{k\cdot\xi_n}} + ik\xi_n^\alpha\right].
\]

We can then propose the following minimization condition analogous to the above, while remembering that \(\Phi\) and \(\phi^S\) are independent of \(G^L\):

\[
\hat{E} = \frac{\delta}{\delta(\hat{G}^L)(k)} \int d^3\xi_n^\alpha \left|\hat{\phi}^{\text{tot}}(k, \xi^n_\alpha) - \hat{\Phi}(k)\right|^2 = \int d^3\xi_n^\alpha 2 \left|\hat{\phi}^{\text{tot}}(k, \xi^n_\alpha) - \hat{\Phi}(k)\right| \frac{\delta\hat{\phi}^L(k, \xi^n_\alpha)}{\delta(\hat{G}^L)(k)} = 0.
\]

The integral over \(\xi_n\) can be resolved to obtain \(\delta(k - (2\pi n/h))\) and solve for \(\hat{G}^L\), while keeping in mind that \(\hat{G}^L\) is a periodic function in \(k\)-space. For simplicity, we will set \(\hat{G}^S = \hat{R}\) to get the following,
This equation can be solved for \( \hat{G}^L(k) \), which leads to the following expression,

\[
\hat{G}^L(k) = \frac{\sum_m (\hat{W}^L)^2 \left[ k - \frac{2\pi}{h} m \right] \hat{R} \left[ k - \frac{2\pi}{h} m \right] (\hat{S}_x - \hat{W}^S) \left[ k - \frac{2\pi}{h} m \right]}{\left( \sum_m (\hat{W}^L)^2 \left[ k - \frac{2\pi}{h} m \right] \right)^2}.
\] (37)

This result eq. (36) solves the minimization condition eq. (33) and shows, that the minimum assumed previously exists. In the following we will show a way to simplify the unwieldy expression eq. (36) in order to be more suitable for application. Per definition (16), (18), the Fourier transforms of the interpolation functions, are given as follows,

\[
\hat{W}^S = \hat{S}_x - \hat{S}_x \hat{\gamma},
\]

\[
\hat{W}^L = \hat{S}_x \hat{\gamma} b_0,
\]

therefore all aliasing sums contain a decaying factor \( \hat{\gamma}(k) = e^{-k^2/(4\alpha^2)} \). If mesh-size and Ewald-sphere are chosen sufficiently small\(^{10} \) we can only keep the principal harmonic \( m = 0 \). Equation (37) can then be rewritten as

\[
\hat{G}^L(k) = \frac{\hat{R} \hat{S}_x \hat{\gamma}^2}{(\hat{S}_x \hat{\gamma} b_0)^2} = \frac{\hat{R} b_0^2}{\hat{S}_x b_0^2},
\]

which provides a handy formula for the optimal Green’s function.

IV. CONCLUSIONS

Mesh-based algorithms are commonly employed in the simulation of charged many-body systems, since typically, they allow for reasonably accurate computation of Coulomb interactions at practicable computational costs. The reliance on a computational mesh means that there is a minimal length scale below which interaction cannot be resolved. The P3M algorithm provides a way to reintroduce interactions below the mesh size. This is achieved by computing the potential for close particles using direct summation techniques. In practice most codes rely directly on Coulomb’s law, as given in eq. (1), where boundary conditions are not considered.

In this paper we investigate the error when neglecting electrostatic boundary conditions in the computation of the potential at inter-particle distances smaller than the mesh size.

Commonly, P3M is described using a splitting of the interaction, which is rooted in Ewald’s summation. In our approach we use a mathematically equivalent splitting of the charge distribution through Gaussian charge screening. On the grounds of Low’s Lagrangian (2) this allowed us to propose the Ansatz (9), which lies at the core of this work. The discrete aspects of the computation were introduced by using macro-particles, grid interpolation functions and a leap-frog variational integrator respectively. Since the potential calculation of P3M involves many numerical steps the error is difficult to trace. For the purpose of quantifying the error we relied on a compact error measure (30), based on the one used by Hockney and Eastwood(1). For the first time, a variational description of the P3M algorithm is presented, in the form of the discrete three-point Lagrangian given in eq (22). By applying the discrete Euler-Lagrange equation (20), temporally and spatially discrete equations of motion (23a, 23b, and 23c) are derived. These results allow to obtain eqns (25a, 25b) for the potentials, as computed in the P3M scheme. The error made by neglecting the boundary conditions in the short range interac-
tion is shown to be directly linked to the discretization error in the long range interaction. If the latter is small enough, the effect of boundary conditions in the short range interaction is suppressed, as long as particles are more than half an Ewald cut-off length away from a conductor (see fig [3]). Usually, the Ewald cut-off is below or on the order of the mesh size, so this poses no loss in generality.

In conclusion, it was proven that,

\[ G^L \] minimizes discretization error eq (30)
\[ \iff |G^S - G^F| = 0 \text{ within Ewald sphere.} \]

As a consequence, the dominant error, is the error of the discretization of the long-range potential.
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