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Abstract

\textbf{Background} – Prescriptive Process Monitoring systems aim at recommending, during the execution of a business process, interventions that, if followed, prevent poor performance of the process. Such interventions have to be i) reliable: they have to guarantee the achievement of the desired outcome or performance and ii) flexible: they cannot overturn the normal process execution.

\textbf{Problem} – Most of the Prescriptive Process Monitoring solutions perform well in terms of recommendation reliability but provide the users with recommendations expressed in terms of specific activities that have to be executed without caring about their feasibility.

\textbf{Method} – We propose a new Outcome-Oriented Prescriptive Process Monitoring system recommending temporal relations among activities that have to be guaranteed during the process execution. The proposed system is based on a Machine Learning model that learns the correlations between temporal relations among activities and the (positive) outcome of the process. Then, given the prefix of an ongoing process, the model is queried to return the most promising recommendations.

\textbf{Contribution} – The main contribution is that the proposed system softens the mandatory execution of an activity at a given point in time, thus leaving more freedom to the user in deciding the interventions to put in place. This is achieved by providing recommendations that are expressed as Linear Temporal Logic formulas over activities.

\textbf{Results} – The proposed system has been widely assessed using a pool of
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22 real-life datasets. The results demonstrate the reliability of the provided recommendations by achieving an F1 score higher than 90% on 18 datasets out of 22.
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1. Introduction

One of the main trends in Industry 4.0 refers to predictive monitoring and recommendations based on the data coming from information systems, machines, and IoT sensors. Predictive monitoring allows users to perform cost-effective interventions and determine them ahead of time before a (costly) system failure/process negative outcome occurs. On average, predictive monitoring (and maintenance) increases productivity by 25%, reduces failures by 70% and lowers costs by 25%. The focus of this paper is on Prescriptive Process Monitoring [1, 2], a field that provides a set of techniques that perfectly fit this Industry 4.0 trend.

Prescriptive Process Monitoring is a branch of Process Mining [3] that, leveraging historical process data recorded in an event log, aims at providing users with recommendations that, when followed during the execution of a business process, improve the probability of avoiding negative outcomes, or optimizing performance indicators. For example, a Prescriptive Process Monitoring system might recommend the interventions to carry on, or the activities to execute in order to minimize the likelihood of a patient going to intensive care, or the time required for dismissing a patient from a hospital.

The recommended interventions have to be **reliable**, that is, they have to guarantee that the desired outcome or a good process performance is achieved, but, at the same time, they have to be **flexible** enough to avoid recommending interventions that cannot be realized, for instance because a certain activity cannot be executed at a certain point in time during the process execution, or because it has a cost that cannot be afforded. Most of the existing state-of-the-art approaches in the Prescriptive Process Monitoring field, however, mainly focus on returning reliable predictions, while neglecting the flexibility aspect. Most of them, indeed, do not take into account whether the recommended intervention is feasible or affordable in terms of costs.

In this paper, we propose a new Outcome-Oriented Prescriptive Process Monitoring system that aims at ensuring not only the reliability of the provided recommendations, but also their flexibility. In particular, the proposed system returns different recommendations expressed in terms of temporal relations among activities [4] to be preserved in order to maximize the likelihood

[1] https://www2.deloitte.com/content/dam/Deloitte/de/Documents/deloitte-analytics/Deloitte_Predictive-Maintenance_PositionPaper.pdf

[2] https://www2.deloitte.com/content/dam/Deloitte/de/Documents/deloitte-analytics/Deloitte_Predictive-Maintenance_PositionPaper.pdf
of achieving a desired outcome (e.g., avoiding a negative outcome), or to optimize a performance indicator of interest. The returned recommendations are prioritized based on their predicted impact on the process outcome. Each recommendation is composed of a temporal relation and a corresponding advice, i.e., “it cannot be violated” or “it has to be satisfied”. Recommendations based on temporal relations among activities, differently from recommendations based on activities (or sequences of activities) to be executed (e.g., [5] [6] [7]), provide the user with more flexibility in choosing the interventions that best fit the current circumstances of an ongoing process execution. Furthermore, additional flexibility is provided by the system since users can choose among different prioritized recommendations.

The processes that most can benefit of the proposed system are the ones that are unpredictable, variable and work in changeable environments. Indeed, when the recommendations are based on temporal rules among process activities, the process participants can focus on few relevant constraints that the process should satisfy thus having the flexibility of adapting the process executions to the specific circumstances (if the recommendations are kept underspecified, few rules allow for multiple execution paths). For these reasons, the proposed Prescriptive Process Monitoring approach can be seamlessly applied in the context of healthcare processes, disaster handling processes and of all the so-called knowledge intensive processes [8] that are characterized by a high degree of variability.

The processes that most can benefit of the proposed system are the ones that are unpredictable, variable and work in changeable environments. Indeed, when the recommendations are based on temporal rules among process activities, the process participants can focus on few relevant constraints that the process should satisfy thus having the flexibility of adapting the process executions to the specific circumstances (if the recommendations are kept underspecified, few rules allow for multiple execution paths). For these reasons, the proposed Prescriptive Process Monitoring approach can be seamlessly applied in the context of healthcare processes, disaster handling processes and of all the so-called knowledge intensive processes [8] that are characterized by a high degree of variability.

The approach proposed in this paper consists of two steps. In a first step, an encoding based on temporal relations among activities is used to encode the historical process data recorded in an event log. The encoded log is then used to train a Machine Learning (ML) classifier. In a second step, given an ongoing process case $\sigma_k$, the classifier is inspected in order to extract temporal relations among activities (classification rules) characterizing cases similar to the ongoing execution and leading to the desired outcome. Our assumption is indeed that temporal relations characterizing executions similar to the ongoing case $\sigma_k$ and leading to the desired outcome can convey effective recommendations towards that outcome. The proposed solution has been evaluated on a pool of 22 real-life event logs that have already been used as a benchmark in the Process Mining community [9]. The experiments show that providing flexible recommendations does not affect their reliability. In addition, we also demonstrate the scalability of the approach by computing the execution times when the recommender system is applied to real-life logs. In the evaluation, we also provide a comparison in terms of different characteristics (recommendation target, input features, modeling techniques, type of recommendations) between the proposed system and state-of-the-art Prescriptive Process Monitoring approaches.

The paper is structured as follows: Section 4 introduces the main concepts useful for understanding the paper. Section 5 and Section 6 introduce the proposed approach and its application in a concrete use case. In Section 7 a wide experimentation is presented, while Section 8 concludes the paper and spells out directions for future works.
2. Problem Statement

We define here the problem statement and clarify the research gap we want to fill using an example from the healthcare application domain. In particular, we consider a process for treating patients with hip fractures. If a patient is diagnosed with a hip fracture, the sequence of activities that is recommended as “default” procedure is: (1) bringing the patient into a room where pre-surgery anesthesia is delivered; (2) bringing the patient into an operating room where the surgery is performed; and (3) prescribing the patient with post-surgery physiotherapy for mobilizing the hip.

In some cases, however, this strict sequence of activities is not possible based on the specific conditions of the patient. For example, surgical interventions are avoided or postponed whenever the patient suffers from other conditions that can cause additional complications. For example, if the patient is diagnosed with a chest infection and is treated with an amoxicillin therapy, the general anesthesia required for performing a surgery cannot be performed together with this therapy. Therefore, a more flexible recommendation to “eventually” perform the surgery allow the doctor to decide to postpone the surgery and perform it later on when the chest infection is solved. Similarly, the mobilization therapy should be delayed in case of leg pain after the hip surgery reported during a regular post-operational assessment. In this case, the mobilization cannot occur immediately after the surgery but the patient must be first prescribed with an analgesia therapy for pain relief.

The above example shows that there are situations (especially in unpredictable processes like healthcare treatments) in which recommending a specific sequence of activities is not a viable solution. However, the Prescriptive Process Monitoring systems available in the literature suffer from this rigidity. In the example provided, they would only be able to recommend the most common path that has to be executed if a patient is diagnosed with hip fracture, i.e., pre-surgery anesthesia - surgery - physiotherapy, and do not allow the process participants to adapt the default modes of executing a process to specific contingencies. This is the research gap on which we build our contribution. In particular, in this paper, we show that it is possible to provide “loose” recommendations that are still strongly reliable. In particular, with respect to the existing approaches we:

1. introduce an encoding of traces based on temporal relations among activities;
2. use the encoding to build a new type of recommendations that ensure both reliability and flexibility;
3. provide a mechanism to effectively prioritize the recommendations.

Using the type of recommendations we propose, we can express suggestions like “hip fracture diagnosis must be eventually followed by surgery”, “amoxicillin therapy cannot coexist with pre-surgery anesthesia”, “post-operative leg pain must be immediately followed by analgesia therapy”, and “surgery must be eventually followed by physiotherapy”.
3. Related Work

Prescriptive Process Monitoring methods can be categorized according to whether the recommended interventions focus on the control flow, on the resources, or on other perspectives [10].

The interventions involving the control flow usually prescribe a set of activities to perform next [5, 11, 6, 12, 13, 7, 14, 15]. The next best activity can be prescribed in different domains and to different users, e.g., to employment companies to help customers in finding the most suitable job [6], to business analysts to improve the execution time, the customer satisfaction or the service quality of a process [5], or to doctors in order to identify the most appropriate treatment based on the conditions of a patient [13]. Reinforcement Learning (RL) has recently gained popularity in recommending the next best activity(ies). In [7], an RL approach is used to prescribe the next best activity(ies) to only one of the actors involved in the process, e.g., the bank in a loan request handling process or the police department in a process related to the traffic management. In [13] Prescriptive Process Monitoring is paired with Predictive Process Monitoring for recommending activities to achieve a desired outcome. The activities recommended in [13] are computed with RL and causal inference in order to estimate the effect of a recommendation.

Another group of prescriptions focuses on the resource perspective [16, 17, 18, 19], e.g., which resource should perform the next activity. Also in this case, prescriptions can be applied to different domains. For example, in [16], prescriptions are related to which police officer is best suited for the next task based on their predicted performance in a driving license application process. In [17], recommendations on the repairs to carry out are provided to mechanics to guarantee that they complete their work within a predefined time. The approach presented in [18] recommends the most performing resource (i.e., workers in this case) to be assigned with a pending work item. In [19], the resources are recommended by optimizing the overall resource assignment of a process.

Few works prescribe interventions regarding both control flow and resources [20, 21, 22, 23, 24, 25, 26]. For instance, in [20], an intervention to make an offer to a client together with the specific clerk that is the most suitable one to carry out the task are prescribed. In [21], the next activity and the specialist that should perform it are recommended to resolve open tickets in an IT service management process. In [24, 26], the recommended next activities and resources are extracted from a prototypical trace belonging to the same cluster as the input trace. The approaches presented in [23, 25] focus on interventions that reduce the cycle time of a case. The former uses a Random Forest to predict the effects of triggering a recommendation for reducing the cycle time; the latter extends the former by considering the cycle time and also binary outcomes of a case and by using explainable Machine Learning techniques to select the recommendations.

Finally, a last group of works focus on other types of interventions. For instance, in [1, 2], the authors propose a method in which a cost-model is used to control the creation of alerts in order to reduce the projected cost for a particular
event log. In [27], the trade-off between the earliness and accuracy of the predictions for proactive process adaptation is discussed. The approach presented in [28] uses online reinforcement learning to learn when to initiate proactive process adjustments based on forecasts and their run-time dependability. In [20], the authors tackle the problem of recommending interventions for avoiding an undesired outcome when a limited amount of resources is available. This work is extended in [29] by also considering the effects of triggering a recommendation at a certain time.

The approach proposed in our work focuses on control flow but, differently from existing works, it does not merely prescribe a sequence of activities to perform next but, rather, a set of temporal constraints that have to be satisfied. Temporal relations among activities provide more sophisticated and flexible recommendations (since they do not require the mandatory execution of a certain activity at a given point in time).

4. Background

In this section, we introduce the main concepts needed for understanding the remainder of the paper.

4.1. Events, Traces and Logs

The main basic concept in Process Mining [3] is the event record (or simply event) that represents the occurrence of an activity in a business process. An event is associated with three mandatory attributes: the event class (or activity name) that states the name of the activity the event refers to, the timestamp that specifies when the event occurred and the case id, which is an identifier of the case of the business process in which the event occurred. For example, a hospital might carry out procedures for the treatment of Sepsis, whose executions are logged in the hospital information system. Each treated Sepsis case is labeled with a case id and every event during this treatment (for example, the triage in the emergency room or the administering of particular antibiotics) is associated only with this case. In general, each event represents an activity occurred at a certain point in time in a given case. In addition, events can have other attributes related to the data payload: the so-called event-specific attributes. In our Sepsis case example, an event attribute for the activity related to the administration of particular antibiotics is the dosage attribute. Finally, case attributes refer to the whole case and are shared by all the events in the same case. In our Sepsis case example, case attributes are the age and the sex of a patient affected by Sepsis and the corresponding values will be the same for each event in the case. The value of a case attribute does not change during the case execution, i.e., it is static. The event-specific attributes, instead, are dynamic, as they change their value based on the event.

We now provide some formal definitions.

**Definition 1 (Event).** An event is a tuple \((a, c, time, (d_1, v_1), \ldots, (d_m, v_m))\) where \(a \in \Sigma\) is the activity name, \(c\) is the case id, \(time\) is the timestamp and
Given a log \( L \), the prefix log \( L^* \) of \( L \) is the event log that contains all prefixes of \( L \), i.e., \( L^* = \{ \sigma_k : \sigma \in L, 1 \leq k < |\sigma| \} \).

4.2. DECLARE

As stated above, the recommendations of the proposed Prescriptive Process Monitoring system are given in the form of temporal relations among activities

\[
\sigma_1 = (\text{(ER registration, A, 11:15 AM, (age, 27), (sex, male), (amountPaid, 10), (department, centralDept)}) \ldots
\]

\[
\text{(ER triage, A, 11:35 AM, (age, 27), (sex, male), (amountPaid, 15), (department, NursingWard)})
\]

\[
\sigma_2 = (\text{(order blood, B, 3:20 PM, (age, 69), (sex, female), (department, GeneralLab)}) \ldots
\]

\[
\text{(payment, B, 4:30 PM, (age, 69), (sex, female), (amountPaid, 100), (department, FinancialDept)})
\]

Figure 1: Extract of an event log.
to be performed during the execution of a process. Such recommendations have to be expressed in a clear semantics for users. To this aim, as a formal basis for specifying such temporal relations/patterns, we adopt the customary choice of Linear Temporal Logic over finite traces (LTL$_f$) [30]. This logic is at the basis of the well-known DECLARE [4] constraint-based process modeling language.

LTL$_f$ has exactly the same syntax as standard LTL, but, differently from LTL, it interprets formulae over an unbounded, yet finite linear sequence of states. Given an alphabet Σ of atomic propositions (in our setting, it represents the activity names of events), an LTL$_f$ formula φ is built by extending propositional logic with temporal operators:

\[
φ ::= a | ¬φ | φ_1 \lor φ_2 | Xφ | Gφ | Fφ | φ_1 Uφ_2,
\]

where $a \in Σ$.

The semantics of LTL$_f$ is given in terms of finite traces denoting finite, possibly empty sequences $σ = \langle a_0, \ldots, a_n \rangle$ of elements of $2^Σ$, containing all possible propositional interpretations of the propositional symbols in Σ. In this paper, consistently with the literature on Process Mining, we make the simplifying assumption that in each point of the sequence, one and only one element from Σ holds. Under this assumption, $σ$ becomes a total sequence of activity name occurrences from Σ, matching the standard notion of trace. Table 1 shows the semantics of the LTL$_f$ operators.

Given a trace $σ$, the evaluation of a formula $φ$ is done in a given position of the trace, and the notation $σ, i | φ$ is used to express that $φ$ holds in position $i$ of $σ$. The notation $σ | φ$ is used as a shortcut for $σ, 0 | φ$, that is, to indicate that $φ$ holds over the entire trace $σ$ starting from the very beginning. A formula $φ$ is satisfiable if it admits at least one trace $σ$ such that $σ | φ$. A set of formulae $M = \{φ_0, \ldots, φ_n\}$ is a model for a log $L$, denoted with $L \models M$, if $σ | φ_0 \land \ldots \land φ_n$ for each $σ \in L$. Checking whether $L \models M$ holds is an important task in Process Mining and is called conformance checking [31].

DECLARE [4] is a declarative process modeling language based on LTL$_f$. More specifically, a DECLARE model fixes a set of activities, and a set of constraints over such activities, formalized using LTL$_f$ formulae. The overall model is then formalized as the conjunction of the LTL$_f$ formulae expressing its constraints. Among all possible LTL$_f$ formulae, DECLARE selects some predefined patterns. Each pattern is represented as a DECLARE template, i.e., a formula with placeholders to be replaced by concrete activities to obtain a constraint. We denote placeholders in DECLARE templates with capital letters and concrete activities in

| Operator | LTL$_f$ Semantics |
|----------|-------------------|
| $Xφ$     | $φ$ has to hold in the next position of a sequence. |
| $Gφ$     | $φ$ has to hold always (Globally) in the subsequent positions of a sequence. |
| $Fφ$     | $φ$ has to hold eventually (in the Future) in the subsequent position of a sequence. |
| $φ Uψ$   | $φ$ has to hold in a sequence at least Until $ψ$ holds. $ψ$ must hold in the current or in a future position. |
DECLARE constraints with lower case letters. Table 2 reports the main DECLARE 
templates together with their LTL\textsubscript{f} semantics and a textual description.

For binary constraints (i.e., constraints involving two activities), one of the 
two activities, i.e., the activity triggering the constraint, is called activation, 
and the other one, i.e., the one that satisfies the constraint, is called target. For 
example, for constraint response \((a, b)\), \(a\) is an activation, since the execution 
of \(a\) forces \(b\) to be executed eventually. Event \(b\) is, instead, the target, since 
it guarantees the constraint satisfaction. An activation of a constraint can be 
a fulfillment (if there is a target that satisfies the activation), or a violation 
for such a constraint. When a trace satisfies a constraint, every activation of 
the constraint in the trace leads to a fulfillment. For example, constraint response 
\((a, b)\) is activated and fulfilled twice in trace \(\langle a, a, b, c \rangle\), whereas, in 
trace \(\langle a, b, c, b \rangle\), the same constraint is activated and fulfilled only once. When 
a trace does not satisfy a constraint, an activation of the constraint in the trace 
can lead to a fulfillment, but also to a violation (at least one activation leads to 
a violation). In \(\langle a, b, a, c \rangle\), for example, constraint response \((a, b)\) is activated 
twice and the first activation leads to a fulfillment (\(b\) occurs eventually), but 
the second activation leads to a violation (\(b\) does not occur after the second 
activation). A pending activation is an activation that is not fulfilled in a prefix 
of a trace. For example, given the prefix \(\langle a, a, b, a, c \rangle\) of a certain trace, con-
straint response \((a, b)\) has one pending activation in the last occurrence of \(a\) 
since it is not currently followed by any occurrences of \(b\), but can be satisfied 
in the future considering that the prefix is (by definition) not complete. We 
denote by \(|\text{activations}|\), \(|\text{fulfillments}|\), \(|\text{violations}|\) and \(|\text{pendings}|\) the num-
ber of activations, fulfillments, violations and pending activations in a trace, 
respectively.

When testing a trace for satisfaction over one of the DECLARE constraints, 
the presence of an activation in the trace triggers the clause verification, re-
quiring the (non-)execution of an event containing the target in the same trace. 
The notion of activation is related to the notion of vacuity detection in model 
checking \[32\] \[33\]. For example, in constraint response \((a, b)\), if \(a\) never occurs 
in a trace, then the constraint is “vacuously” satisfied, that is, satisfied without 
showing any form of interaction with the trace.

DECLARE templates can be gathered into four main groups according to their 
semantics \[34\] (see the DECLARE template groups in Table 2):

Existence \(E\): the templates in this group have only one parameter and check 
either the number of its occurrences in a trace or its position in the trace.

Choice \(C\): the templates in this group have two parameters and check if (at 
least) one of them occurs in a trace.

Positive Relations \(PR\): the templates in this group have two parameters and 
check the relative position between the two corresponding activities.

Negative Relations \(NR\): the templates in this group have two parameters 
and check that the two corresponding activities do not occur together or 
do not occur in a certain order.
Hereafter, we denote with \( \mathcal{A} \) the set of DECLARE templates, i.e., \( \mathcal{A} = \mathcal{E} \cup \mathcal{C} \cup \mathcal{PR} \cup \mathcal{NR} \). Furthermore, given a set of activities \( \Sigma \), we denote with \( \mathcal{A}_\Sigma \) the set of DECLARE templates instantiated over activities in \( \Sigma \).

Table 2: LTL\(_f\) semantics and textual description of the DECLARE templates.

| Family | Template | LTL\(_f\) Semantics | Description |
|--------|----------|----------------------|-------------|
| \( \mathcal{E} \) | existence \((a, A)\) | \( \overline{\text{existence}}(n + 1, A) \) | \( A \) has to occur exactly \( n \) times. |
| \( \mathcal{E} \) | absence \((a + 1, A)\) | \( \overline{\text{existence}}(n + 1, A) \) | \( A \) has to occur at most \( n \) times. |
| \( \mathcal{E} \) | init \((A)\) | \( A \) | Each case has to start with \( A \). |
| \( \mathcal{C} \) | choice \((A, B)\) | \( FA \lor FB \) | \( A \) or \( B \) have to occur at least once. |
| \( \mathcal{C} \) | exclusive choice \((A, B)\) | \( (FA \land \neg FB) \lor (\neg FA \land FB) \) | \( A \) or \( B \) have to occur at least once but not both. |
| \( \mathcal{PR} \) | responded existence \((A, B)\) | \( FA \rightarrow FB \) | If \( A \) occurs, \( B \) must occur as well. |
| \( \mathcal{PR} \) | response \((A, B)\) | \( G(A \rightarrow FB) \) | If \( A \) occurs, \( B \) must eventually follow. |
| \( \mathcal{PR} \) | alternate response \((A, B)\) | \( G(A \rightarrow X(\neg AUB)) \) | \( A \) occurs, \( B \) must eventually follow without any other \( A \) in between. |
| \( \mathcal{PR} \) | chain response \((A, B)\) | \( G(A \rightarrow XB) \) | \( A \) occurs, \( B \) must occur next. |
| \( \mathcal{PR} \) | alternate precedence \((A, B)\) | \( \overline{\text{RU}(A \lor XB)} \lor G(B \rightarrow X(\overline{\text{RU}(A \lor XB)})) \) | \( B \) can occur only if \( A \) has occurred before, without any other \( B \) in between. |
| \( \mathcal{PR} \) | chain precedence \((A, B)\) | \( G(XB \rightarrow A) \) | \( B \) can occur only immediately after \( A \). |
| \( \mathcal{NR} \) | not responded existence \((A, B)\) | \( FA \rightarrow \neg FB \) | If \( A \) occurs, \( B \) cannot occur. |
| \( \mathcal{NR} \) | not response \((A, B)\) | \( G(A \rightarrow \neg FB) \) | If \( A \) occurs, \( B \) cannot eventually follow. |
| \( \mathcal{NR} \) | not precedence \((A, B)\) | \( G(FA \rightarrow \neg A) \) | \( A \) cannot occur before \( B \). |
| \( \mathcal{NR} \) | not chain precedence \((A, B)\) | \( G(XB \rightarrow \neg A) \) | \( A \) cannot occur next. |

When a process execution is ongoing, the satisfaction of the corresponding trace prefix against a DECLARE constraint is not boolean. In particular, the Runtime Verification (RV) satisfaction value of a DECLARE constraint \( \varphi \) in a trace prefix \( \sigma \) (indicated as \( [\sigma]_\varphi \)) is defined according to the four-valued semantics introduced in [35]. In particular, a constraint in an ongoing process execution can be:

**Possibly Satisfied:** the constraint is satisfied in the current position of the trace, but might be violated in the future.

**Possibly Violated:** the constraint is violated in the current position of the trace, but might be satisfied in the future.

**Satisfied:** the constraint is permanently satisfied and can no longer become violated in the future positions of the trace.

**Violated:** the constraint is permanently violated and can no longer become satisfied in the future positions of the trace.

The RV satisfaction value of a constraint in a trace depends on the type of constraint. Table 3 shows the criteria to determine the RV satisfaction value of a constraint in a trace for each DECLARE template.

5. Method

Our Outcome-Oriented Prescriptive Process Monitoring system focuses on prescribing interventions on the process control flow (i.e., on the activities to be
Table 3. Criteria for identifying the RV satisfaction values of a constraint in a trace, where 
\( a = |\text{activations}|, f = |\text{fulfillments}|, v = |\text{violations}|, p = |\text{pendings}|, \) and done is a boolean value specifying whether the trace is complete or not.

| Template                        | Posn.viol                               | Posn.sat                               | Viol                      | Sat                      |
|---------------------------------|-----------------------------------------|----------------------------------------|---------------------------|--------------------------|
| RESPONSE                        | done \( \land (p > 0) \)               | done \( \land (p = 0) \)              | done \( \land (p > 0) \)  | done \( \land (p = 0) \) |
| NOT RESPONSE                    | not done \( \land (p < 0) \)           | not done \( \land (p < 0) \)          | not done \( \land (p < 0) \) | not done \( \land (p < 0) \) |
| NOT RESPONSE PRECEDESCE         | -                                       | -                                      | -                         | -                         |
| NOT PRECEDENCE                  | -                                       | -                                      | -                         | -                         |
| ABSENCE (N + 1)                 | -                                       | -                                      | -                         | -                         |
| CHAIN PRECEDENCE                | -                                       | -                                      | -                         | -                         |
| NOT CHAIN PRECEDENCE            | -                                       | -                                      | -                         | -                         |
| ALTERNATE PRECEDENCE            | -                                       | -                                      | -                         | -                         |
| DIT                             | -                                       | -                                      | -                         | -                         |
| EXACTLY (N)                     | not done \( \land (a < n) \)           | not done \( \land (a < n) \)          | not done \( \land (a < n) \) | not done \( \land (a < n) \) |
| NOT RESPONDED EXISTENCE         | -                                       | -                                      | -                         | -                         |
| NOT RESPONDED EXISTENCE         | -                                       | -                                      | -                         | -                         |
| CHAIN RESPONSE                  | -                                       | -                                      | -                         | -                         |
| ALTERNATE RESPONSE              | -                                       | -                                      | -                         | -                         |
| CHOICE                          | Mines \( \land (v < 0) \) \land (p > 0) | Mines \( \land (v = 0) \) \land (p > 0) | Mines \( \land (v > 0) \) \land (p > 0) | Mines \( \land (v = 0) \) \land (p = 0) |
| EXCLUSIVE CHOICE                | Mines \( \land (v < 0) \) \land (p > 0) | Mines \( \land (v = 0) \) \land (p > 0) | Mines \( \land (v > 0) \) \land (p > 0) | Mines \( \land (v = 0) \) \land (p = 0) |

executed) in order to maximize the likelihood of achieving a certain outcome. Specifically, our system prescribes to users temporal relations among activities that have to be preserved or violated in order to achieve a desired outcome. For example, to minimize the likelihood of a patient going to intensive care in a Sepsis case, the prescription (at a certain point in time of the case) could be that activity Antibiotics treatment should be immediately followed by Leucocytes test.

These prescriptions need to be:

**D1: reliable**, to ensure the achievement of the desired outcome;

**D2: flexible**, so as to provide users with enough freedom in the application of the suggested recommendations.

To meet these desiderata, we propose a Prescriptive Process Monitoring system that:

1. encodes the traces of a historical event log with temporal relations among activities **(D2)**;
2. learns with an ML classifier correlations between these temporal relations and case outcomes **(D1)**;
3. generates a prioritized list of prescriptions/recommendations \( \mathcal{R} \) (i.e., an ordered list of temporal relations to satisfy or violate) for an ongoing case **(D2)**.

Given \( A_\Sigma \), the set of DECLARE constraints instantiated over the set \( \Sigma \) of the activities in a log, we define a prescription/recommendation \( r \in \mathcal{R} \) as a pair \( (\varphi, c) \), where \( \varphi \in A_\Sigma \) is a temporal constraint and \( c \) is a condition specifying whether the constraint \( \varphi \) has to be satisfied or violated when the next activities of the process case are performed. These recommendations guide the user to
achieve the desired outcome. More details on these conditions are provided in Section 5.3. For instance, in the example above, \( R = \{ \langle \phi, c \rangle \} \) contains a unique recommendation \( \langle \phi, c \rangle \), where \( \phi \) is constraint \text{CHAIN RESPONSE} (\text{Antibiotics treatment}, \text{Leucocytes test}) and \( c \) is the condition “It should not be violated”.

Figure 2 shows an overview of our proposal. Given a labeled training log \( L_{\text{train}} = \{ \langle \sigma_i, y(\sigma_i) \rangle \}_{i=1}^n \), in which each trace \( \sigma_i \) is associated to a label \( y(\sigma_i) \) (specifying whether a given desired outcome has been achieved or not in that trace), each trace \( \sigma_i \) in \( L_{\text{train}} \) is encoded, using a DECLARE encoder \( e_{\text{DECL}} \), in a feature vector \( x_i \). The feature vector is composed of \( p \) features each representing the grounding on log activities of a DECLARE template, i.e., a DECLARE constraint \( \varphi \in A_\Sigma \) (Section 5.1). Each trace is encoded based on whether the trace satisfies or not the DECLARE constraint associated to each feature. The encoded traces \( \{ \langle x_i, y(\sigma_i) \rangle \}_{i=1}^n \) are then fed into an ML classifier to learn a classification task according to the given labeling (Section 5.2). The learned classifier \( f_\theta \) is then queried by a generator of recommendations using the encoded prefixes of a prefix log \( L_{\text{test}}^* \). The aim of the query is to extract from \( f_\theta \) a set of recommendations \( R \) that maximize the likelihood of a positive outcome for a prefix \( \sigma_k \in L_{\text{test}}^* \) (Section 5.3).

5.1. Encoding Traces Using LTL_\text{f} Temporal Patterns

The proposed approach encodes temporal relations between log activities by using a sequence encoder. Each sequence \( \sigma_i \) in \( L_{\text{train}} \) or \( L_{\text{test}}^* \) is transformed into a vector \( e(\sigma_i) \).

**Definition 5 (Sequence/trace encoder).** A sequence (or trace) encoder \( e : \mathbb{S} \rightarrow \mathcal{X}_1 \times \cdots \times \mathcal{X}_p \) is a function that takes a (partial) trace \( \sigma_i \) and transforms it into a feature vector \( x_i = e(\sigma_i) \) in the \( p \)-dimensional vector space \( \mathcal{X}_1 \times \cdots \times \mathcal{X}_p \), with \( \mathcal{X}_j \subseteq \mathbb{R}, 1 \leq j \leq p \) being the domain of the \( j \)-th feature.
Specifically, we adopt an encoding based on the DECLARE semantics reported in Table 3 so as to obtain, for each (prefix) trace $\sigma_i$, a feature vector $x_i$. The features used to build the feature vector are obtained by instantiating all the DECLARE templates in Table 2 with all the combinations of activities available in $L_{\text{train}} \cup L_{\text{test}}$ (representing the alphabet $\Sigma$). Each element of the feature vector is then a value representing whether each of those DECLARE constraints $\varphi_j \in A_\Sigma$ is (possibly) satisfied or (possibly) violated in $\sigma_i$.

The possible feature values for the $j$-th feature are:

- 0, if the DECLARE constraint $\varphi_j$ is violated in $\sigma_i$;
- 1, if the DECLARE constraint $\varphi_j$ is satisfied in $\sigma_i$;
- 2, if the DECLARE constraint $\varphi_j$ is possibly violated in $\sigma_i$;
- 3, if the DECLARE constraint $\varphi_j$ is possibly satisfied in $\sigma_i$.

After the encoding phase, the event log ($L_{\text{train}}$ or $L_{\text{test}}$) is transformed into a matrix of numerical values, where each row corresponds to a sequence and each column corresponds to a DECLARE constraint. Each entry is the RV satisfaction value of the constraint in the sequence (expressed using an integer value as explained above).

We present now an example of trace encoding, using trace $\sigma_i = \langle a, b, c, a, b, c, a, b \rangle$, alphabet $\Sigma = \{a, b, c\}$, and RESPONSE as the only template used in the encoding, so that we have $A_\Sigma = \{\text{RESPONSE (a, b), RESPONSE (b, a), RESPONSE (a, c), RESPONSE (c, a), RESPONSE (b, c), RESPONSE (c, b)}\}$. The feature values are determined using the semantics reported in Table 3. For example:

- if $\sigma_i$ is a complete trace, constraint RESPONSE (a, c) is violated since the third activation (the third occurrence of a) leads to a violation (it is not eventually followed by c). It is hence encoded with 0;
- if $\sigma_i$ is a complete trace, constraint RESPONSE (a, b) is satisfied. It is hence encoded with 1;
- if $\sigma_i$ is a prefix, constraint RESPONSE (a, b) is possibly satisfied since there are no pending activations for this constraint (but the constraint can still be violated in the future). The constraint is then encoded with 3;
- if $\sigma_i$ is a prefix, constraint RESPONSE (b, c) is possibly violated since the last occurrence of b is a pending activation for this constraint. The constraint is hence encoded with 2.

Assuming that the features used by the encoder are in the order (RESPONSE (a, b), RESPONSE (b, a), RESPONSE (a, c), RESPONSE (c, a), RESPONSE (b, c),...
RESPONSE \((c, b)\), the corresponding feature vector is \(x_i = \langle 1, 0, 0, 1, 0, 1 \rangle\) if \(\sigma_i\) is a complete case, or \(x_i = \langle 3, 2, 2, 3, 2, 3 \rangle\) if \(\sigma_i\) is a prefix. This operation is performed by the DECLARE encoder \(e_{\text{DECL}}\) in Figure 2, leveraging the semantics reported in Table 2, where the parameter \(\text{done} = \text{True}\) when the training log \(\mathcal{L}_{\text{train}}\) is provided as input, \(\text{False}\) when the test prefix log \(\mathcal{L}_{\text{test}}\) is provided as input. It is worth noticing that a missing activity in a trace is treated as a vacuous satisfaction and encoded with a proper numeric value. Therefore, there are no missing values in the encoded data.

Differently from the standard methods for trace encoding [9], this kind of encoding allows for the generation of easily understandable recommendations \(\mathcal{R}\) based on the simple and intuitive DECLARE temporal patterns. These recommendations will be extracted from an ML model \(f_\theta\), trained with the event log \(\mathcal{L}_{\text{train}}\) encoded with the DECLARE encoding just introduced, by using a rule extraction technique. However, this kind of encoding has the drawback of creating very long feature vectors \(x_i\). Indeed, for a set of activities \(\Sigma\) and a given DECLARE constraint involving an activation and a target activity, the number of generated features is \(O(|\Sigma|^2)\). For instance, in a very simple domain where \(|\Sigma| = 10\), the number of features generated using the templates shown in Table 2 is \(4 \times 10 + 14 \times 10^2 = 1440\), where 4 is the number of unary constraints and 14 the number of binary constraints. These large feature vectors have the disadvantage of including irrelevant or redundant features, which are time demanding for the ML algorithm used to train the classifier, and make the classification problem harder. We addressed this problem by adopting a feature selection strategy. In particular, using the Apriori algorithm described in [36], we select the most frequent (pairs of) activities according to a user-defined threshold and we instantiate the DECLARE templates only by using those activities. The obtained features are then ranked according to their mutual information score [37] with the class label. In our experiments, we set the Apriori algorithm threshold to 5% in order to select a sufficiently high number of features to be ranked based on the mutual information score. The number of the top most informative features, instead, was selected through a grid search, as explained in Section 7.3.

5.2. Training a Classifier for Reliable Recommendations

Desideratum D1 requires reliable recommendations, that is, recommendations that, if followed, help achieving the desired process outcome. We therefore need an effective mapping function \(f_\theta\) between the recommendations (expressed in terms of satisfaction or violation of certain DECLARE constraints) and the outcome of a sequence \(\sigma_i\). The following definition formalizes the outcome of a complete trace with a known class label given the set \(\mathcal{S}\) of all possible sequences.

**Definition 6 (Labeling function).** A labeling function \(y : \mathcal{S} \rightarrow \mathcal{Y}\) maps a trace \(\sigma_i\) to its class label \(y(\sigma_i) \in \mathcal{Y}\) with \(\mathcal{Y}\) being the domain of the class labels.

For classification tasks, \(\mathcal{Y}\) is a finite set of categorical outcomes. In this paper, we only consider binary outcomes, i.e., \(\mathcal{Y} = \{0, 1\}\). For instance, in the Sepsis case example, a case \(\sigma_i\) can be labeled as positive \((y(\sigma_i) = 1)\) if the patient does not
need to go to intensive care, or as negative \(y(\sigma_i) = 0\) in the opposite case. For building the mapping function \(f_\theta\) between the feature vectors \(x_i = e_{\text{DECL}}(\sigma_i)\) and their labels \(y(\sigma_i)\), we train an ML classifier.

**Definition 7 (Classifier).** A classifier \(f_\theta: \mathcal{X}_1 \times \cdots \times \mathcal{X}_p \rightarrow \mathcal{Y}\) is a function that takes an encoded vector \(x \in \mathcal{X}_1 \times \cdots \times \mathcal{X}_p\) and estimates its class label.

The variable \(\theta\) is characteristic of the classifier and indicates a set of parameters to be learned to have a reliable estimation of the class label. This set of parameters is learned by training the classifier through a learning algorithm whose input is the training log \(\mathcal{L}_{\text{train}}\).

5.3. Generating Recommendations as LTLf Temporal Patterns

The trained ML classifier \(f_\theta\) is successively used to extract a prioritized list of recommendations \(\mathcal{R}\) for a given prefix \(\sigma_k \in \mathcal{L}_{\text{test}}\). As ML classifiers, we use Decision Trees (DTs) as (i) they have shown good performance in Predictive Process Monitoring \([9]\) (D1); (ii) the most important features are explicitly available in the model and recommendations can be sorted based on their discriminativeness (D2). In particular, in DTs, the features closest to the root are the most discriminative ones. This provides a natural prioritization on the effectiveness of the recommendations. The process of building a decision tree DT from a log with the DECLARE encoding is formalized in Algorithm 1.

**Algorithm 1 DecisionTreeInduction**

**Input:** \(\mathcal{L}, \mathcal{A}_\Sigma\)

**Output:** \(DT\)

1. \(\langle \mathcal{X}, \mathcal{Y} \rangle = e_{\text{DECL}}(\mathcal{L}, \Sigma_k)\) \{DECLARE encoding of the input log\}
2. \(DT = \text{DTInduction}(\mathcal{X}, \mathcal{Y})\) \{Construction of the Decision Tree\}
3. return \(DT\)

A path from the root to a leaf of a DT simply consists of a set of features along with their corresponding values learned during the training process. Each trace is mapped to a path in the DT that can be used to classify it. The paths in the DT are identified using decision points expressed as conditions on the feature values. Therefore, the path itself can be seen as a classification rule for an input trace. In our case, a classification rule for a (complete) trace \(\sigma_i\) has the following form: \(\text{IF } ([\sigma_i \models \varphi_0]_{RV} = \text{val}_0) \land \ldots \land ([\sigma_i \models \varphi_n]_{RV} = \text{val}_n) \text{ THEN } y(\sigma_i)\), where \(\varphi_j \in A_\Sigma\), and, since the classifier is trained over complete traces, \(\text{val}_j\) can be satisfied if \(\sigma_i \models \varphi_j\), or violated otherwise. A good DT contains a set of paths that are able to discriminate, in an effective way, between \(\mathcal{L}_{\text{train}}^+ = \{\sigma_i \in \mathcal{L}_{\text{train}} : y(\sigma) = 1\}\) (the subset of traces of \(\mathcal{L}_{\text{train}}\) with a positive label) and \(\mathcal{L}_{\text{train}}^- = \{\sigma_i \in \mathcal{L}_{\text{train}} : y(\sigma) = 0\}\) (the subset of traces of \(\mathcal{L}_{\text{train}}\) with a negative label). Note that \(\mathcal{L}_{\text{train}}^+\) and \(\mathcal{L}_{\text{train}}^-\) represent a partition of \(\mathcal{L}_{\text{train}}\), i.e., \(\mathcal{L}_{\text{train}} = \mathcal{L}_{\text{train}}^+ \cup \mathcal{L}_{\text{train}}^-\) and \(\mathcal{L}_{\text{train}}^+ \cap \mathcal{L}_{\text{train}}^- = \emptyset\).
Before explaining the details of our method to generate recommendations, we introduce some preliminary notions. Given a DT, let $\mathcal{P} = \{p_0, p_1, \ldots\}$ be the set of its paths from the root to the leaves. A single path $p$ from the root to a leaf is defined as:

$$\langle (\varphi_0, \text{val}_0), (\varphi_1, \text{val}_1), \ldots, \text{polarity}, \text{impurity}, \#\text{PosSamples}, \#\text{NegSamples} \rangle,$$

where $(\varphi_0, \text{val}_0), (\varphi_1, \text{val}_1), \ldots$ are the feature-value pairs belonging to the path, polarity and impurity are the majority class and the impurity value (computed by using either the Gini index or the entropy) of the leaf node of the path, and $\#\text{PosSamples}$ and $\#\text{NegSamples}$ are the number of positive and negative training samples matching the path.

Given a trace prefix $\sigma_k$, our proposal is to derive a set of recommendations $\mathcal{R}$ from $\mathcal{P}$ by finding a positive path $p \in \mathcal{P}^+$ (that is, a path with a positive polarity and hence likely to lead to a positive outcome) with feature-value pairs matching as much as possible the ones appearing in the encoding of $\sigma_k$. Our assumption is that a positive path very similar (according to a similarity score) to $\sigma_k$ can convey effective recommendations for achieving a positive process outcome. However, the similarity between a path and a prefix could be not sufficient to find a unique path providing good recommendations. Indeed, for short prefixes, many paths in $\mathcal{P}$ could have the same similarity score as $\sigma_k$, due to the small number of activities in $\sigma_k$. To better discriminate among the different paths with the same similarity score, we therefore select the path with the lowest impurity and the highest probability. We formalize these ideas with the notion of recommendation score $\rho(\sigma_k, p)$ between a prefix $\sigma_k$ and a path $p$, defined as:

$$\rho(\sigma_k, p) = \lambda_1 \mathcal{F}(\sigma_k, p) + \lambda_2 (1 - \text{impurity}(p)) + \lambda_3 \frac{\#\text{PosSamples}(p)}{\sum_{p_j \in \mathcal{P}^+} \#\text{PosSamples}(p_j)},$$

(1)

where $\mathcal{F}$ is a fitness function measuring the similarity between $\sigma_k$ and path $p$, the term weighted by $\lambda_2$ refers to the purity of the leaf node of $p$ (i.e., the complement of its impurity) and the term weighted by $\lambda_3$ is the probability of path $p$ classifying correctly a positive sample ($\mathcal{P}^+$ is the set of paths leading to a positive outcome). All the weighted terms of Eq. (1) are numbers between 0 and 1, and weights $\lambda_1$, $\lambda_2$ and $\lambda_3$ are hyperparameters of the generation algorithm such that $\lambda_1 + \lambda_2 + \lambda_3 = 1$. The fitness function $\mathcal{F}$ is computed as the average compliance of the learned satisfaction values of the DECLARE constraints in path $p$ and the RV satisfaction values of these constraints in prefix $\sigma_k$. Given a path $p$, let $\text{rule}(p) = ((\varphi_0, \text{val}_0), (\varphi_1, \text{val}_1), \ldots)$ be the sequence of pairs of constraints and their satisfaction values in path $p$. The fitness function $\mathcal{F}$ is then defined as:

$$\mathcal{F}(\sigma_k, p) = \frac{1}{|\text{rule}(p)|} \sum_{(\varphi, \text{val}) \in \text{rule}(p)} \mathcal{C}(\text{val}, [\sigma_k \models \varphi]_{RV}),$$

(2)

where the compliance function $\mathcal{C}$ returns higher values if the learned satisfaction value for $\varphi$ is similar to the RV satisfaction value of $\varphi$ in $\sigma_k$, $[\sigma_k \models \varphi]_{RV}$.
Specifically:

\[
C(val, [\sigma_k | = \varphi]_{RV}) = \begin{cases} 
1 & \text{if } val = \text{violated, and } [\sigma_k | = \varphi]_{RV} = \text{violated/possibly violated} \\
1 & \text{if } val = \text{satisfied, and } [\sigma_k | = \varphi]_{RV} = \text{satisfied/possibly satisfied} \\
0.5 & \text{if } val = \text{violated, and } [\sigma_k | = \varphi]_{RV} = \text{possibly satisfied} \\
0.5 & \text{if } val = \text{satisfied, and } [\sigma_k | = \varphi]_{RV} = \text{possibly violated} \\
0 & \text{otherwise} 
\end{cases}
\]  

(3)

Given a prefix \(\sigma_k\) and a DT with \(P^+\) the set of paths leading to a positive outcome in DT, we define the path \(p^*\) that conveys the best recommendations as the positive path that maximizes the recommendation score \(\rho\) with \(\sigma_k\):

\[
p^* = \arg \max_{p \in P^+} \rho(\sigma_k, p).
\]  

(4)

The extraction of the recommendations \(R\) from \(p^*\) is straightforward. Let \(\text{rule}(p^*)\) be the set of constraints and their satisfaction values encoded in \(p^*\). The recommendation is generated for each pair \((\varphi, val)\) in \(\text{rule}(p^*)\) by comparing again \(val\) with \([\sigma_k | = \varphi]_{RV}\).

Table 4: Recommendation generation from the constraints in path \(p^*\) and prefix \(\sigma_k\).

| val     | \([\sigma_k | = \varphi]_{RV}\) | Rationale                    | Recommendation |
|---------|----------------------------------|-------------------------------|---------------|
| Satisfied | Violated                        | The case cannot be recovered anymore | -             |
| Satisfied | Satisfied                       | No action needs to be taken   |               |
| Satisfied | Possibly Violated                | An action should be taken     | \(\langle \varphi, \text{It should become satisfied}\rangle\) |
| Satisfied | Possibly Satisfied               | An action should be taken     | \(\langle \varphi, \text{It should not be violated}\rangle\) |
| Violated | Satisfied                       | The case cannot be recovered anymore | -             |
| Violated | Violated                        | No action needs to be taken   |               |
| Violated | Possibly Violated                | An action should be taken     | \(\langle \varphi, \text{It should not be satisfied}\rangle\) |
| Violated | Possibly Satisfied               | An action should be taken     | \(\langle \varphi, \text{It should become violated}\rangle\) |

Table 4 shows the rules for generating recommendations from \(val\) and \([\sigma_k | = \varphi]_{RV}\). The idea is to provide a recommendation so that the ongoing trace \(\sigma_k\) becomes compliant with the classification rule. A full compliance between \(val\) and \([\sigma_k | = \varphi]_{RV}\) results in a case completely in line with the positive classification rule of the DT. In this case, no prescription is needed (see rows 2 and 6). On the other hand, if a contradiction occurs between \(val\) and \([\sigma_k | = \varphi]_{RV}\), the case cannot be fixed anymore (see rows 1 and 5). In other situations, a recommendation \(\langle \varphi, c\rangle\) is provided (see rows 3-4 and 7-8). The recommendation suggests the action to take and is composed of a DECLARE constraint \(\varphi\) and a condition \(c\) expressing whether the constraint should be satisfied or not.

Algorithm 2 summarizes the generation of recommendations from a log \(L\) and an input prefix trace \(\sigma_k\) of length \(k\). Figure 3 expands Figure 2 by showing a graphical overview of the recommendations generator step, that is, Algorithm 2. Line 1 of Algorithm 2 performs the extraction of the positive paths (first block of Figure 3) from the DT returned by Algorithm 1 that is, the parametric function \(f_\theta\) in Figure 2. Line 2 of Algorithm 2 selects the best path \(p^*\) according
Algorithm 2 RecommendationGeneration

**Input:** $DT, \sigma_k$

**Output:** $\mathcal{R}$

1: $\mathcal{P}^+ = \text{PositivePaths}(DT)$ \{Extraction of the positive paths\}
2: $p^* = \arg\max_{p \in \mathcal{P}^+} \rho(\sigma_k, p)$ \{Selection of the path with the highest $\rho$, see Eq. 1\}
3: $\mathcal{R} := \{\}$
4: for all $\langle \varphi, \text{val} \rangle \in \text{rule}(p^*)$ do
5: if $\text{val} = \text{Satisfied}$ and $[\sigma_k \models \varphi]_{RV} = \text{PossiblyViolated}$ then
6: $\mathcal{R} := \mathcal{R} \cup \{\langle \varphi, \text{It should become satisfied} \rangle\}$
7: else if $\text{val} = \text{Satisfied}$ and $[\sigma_k \models \varphi]_{RV} = \text{PossiblySatisfied}$ then
8: $\mathcal{R} := \mathcal{R} \cup \{\langle \varphi, \text{It should not be violated} \rangle\}$
9: else if $\text{val} = \text{Violated}$ and $[\sigma_k \models \varphi]_{RV} = \text{PossiblyViolated}$ then
10: $\mathcal{R} := \mathcal{R} \cup \{\langle \varphi, \text{It should become satisfied} \rangle\}$
11: else if $\text{val} = \text{Violated}$ and $[\sigma_k \models \varphi]_{RV} = \text{PossiblySatisfied}$ then
12: $\mathcal{R} := \mathcal{R} \cup \{\langle \varphi, \text{It should become violated} \rangle\}$
13: return $\mathcal{R}$

to the $\rho$ score between the prefix $\sigma_k$ and each path in $\mathcal{P}^+$ (second block of Figure 3). The best path $p^*$, together with the prefix $\sigma_k$, is then used to compose the recommendations in $\mathcal{R}$ (lines 4-13 and third block of Figure 3).

The resulting list of recommendations $\mathcal{R}$ is returned already ordered by importance, considering that the recommendations extracted from the feature-value pairs that, in the DT, are the closest to the root best discriminate between a positive and a negative outcome for $\sigma_k$. Therefore, the corresponding recommendations can be presented to the users with a higher priority to allow them to choose the most important recommendations to adopt in case it is not possible to follow all of them.

We now discuss the computational complexity of our proposal. Algorithm 1 is performed once to induce the decision tree from the log $\mathcal{L}$ and its computational complexity is the sum of the computational complexity of the DECLARE encoding steps (line 1) and the one of the construction of the tree (line 2). The DECLARE encoding requires $O(|\mathcal{L}| \times A_\Sigma \times N)$ steps with $N$ being the length of the longest trace $\sigma$ in $\mathcal{L}$. The decision tree construction requires $O(|\mathcal{L}| \times A_\Sigma \times \log(|\mathcal{L}|))$ steps. Algorithm 2 is called for every prefix $\sigma_k \in \mathcal{L}^*$ and it requires $O(k \times w \times |\mathcal{P}^+|)$ steps, where $k$ is the length of $\sigma_k$ and $w$ is the length of the longest path in $|\mathcal{P}^+|$. Here, the computation is dominated by the computation of the best path $p^*$ at line 2 that requires the checking of $w$ constraints over $\sigma_k$. Each constraint check is linear in the length $k$ of $\sigma_k$. Figure 8 reports the computational times for Algorithm 2 that confirm this analysis.
6. An End-to-End Example for a Sepsis Treatment Use Case

We present now an end-to-end example of how our system works in a real-life Sepsis treatment use case. We consider one of the datasets used in our evaluation (sepsis_case_2) and the existence family of DECLARE templates $\mathcal{E}$. We choose this family as it allows us to provide a simple but concrete description of our Prescriptive Process Monitoring system. As stated in Section 7.1, the sepsis_case_2 dataset contains 782 cases. Among them, the cases with a positive label are the ones related to patients that do not need to go to intensive care. Therefore, our Prescriptive Process Monitoring system will provide recommendations for avoiding the admission of a patient to the intensive care.

6.1. Preprocessing and encoding

The dataset contains 24 activity names representing standard activities being performed during a Sepsis case. During a preprocessing phase, the system discards the activity names that are infrequent in the dataset, based on a user-defined threshold. In our case, we select the activity names that appear in at least 5% of the cases in the dataset. After this step, 12 activity names remain: ER Registration, ER Triage, ER Sepsis Triage, CRP, LacticAcid, Leucocytes, IV Liquid, IV Antibiotics, Admission NC, Release A, Return ER, Release B. These activity names are combined with the existence templates in $\mathcal{E}$ (Table 2), thus obtaining 48 features for the trace encoding.

Assuming that our feature selection algorithm considers the top $h$ features, with $h$ corresponding to half of the number of the original features, after the
feature selection, the resulting features are reduced to 24. The obtained features are in our case: \textsc{existence} (ER \textsc{Registration}), \textsc{existence} (ER \textsc{Triage}), \textsc{existence} (ER \textsc{Sepsis Triage}), \textsc{init} (CRP), \textsc{absence} (Lactic\textsc{Acid}), \textsc{absence} (Leucocytes), \textsc{exactly} (Leucocytes), \textsc{exactly} (IV \textsc{Liquid}), \textsc{existence} (IV \textsc{Antibiotics}), \textsc{existence} (Admission NC), \textsc{absence} (Admission NC), \textsc{existence} (Release A), \textsc{absence} (Release A), \textsc{init} (Release A), \textsc{exactly} (Release A), \textsc{existence} (Return ER), \textsc{absence} (Return ER), \textsc{init} (Return ER), \textsc{exactly} (Return ER), \textsc{existence} (Release B), \textsc{absence} (Release B), \textsc{exactly} (Release B). The dataset has 782 traces that are divided into a training set $L_{\text{train}}$ (625 traces, 80\%) and a test set (157 traces, 20\%) from which the prefix log $L_{\text{test}}$ is extracted. The traces in $L_{\text{train}}$ and $L_{\text{test}}$ are all encoded using the above features.

6.2. The Machine Learning Classifier

The trained DT is shown in Figure 4. The DT is relatively small with only 5 paths and a depth of 5. In spite of this, the DT does not underfit, but discriminates well between positive and negative samples as shown in Table 7 of Section 5.
By looking at the DT, there are 3 paths leading to a positive outcome. The most likely one $node_{#0} \rightarrow node_{#8}$ has maximal purity (1) and 85.2% of the positive samples follow this path (460 out of 540). Also path $node_{#0} \rightarrow node_{#1} \rightarrow node_{#3} \rightarrow node_{#7}$ has maximal purity, although, in this case, only 6.9% of the positive samples follow this path (37 out of 540). Finally, only 6.7% of the positive samples follow the least likely path $node_{#0} \rightarrow node_{#1} \rightarrow node_{#3} \rightarrow node_{#4} \rightarrow node_{#5}$, and this path has also a high entropy (0.874).

6.3. Recommendation Generation

The recommendations are generated using the recommendation score defined in Eq. (1). The hyperparameters $\lambda_1$, $\lambda_2$, $\lambda_3$ that weight fitness, purity and positive sample probability in the definition of the recommendation score are found through grid search and their optimized values are, in our example, 0.4, 0.4 and 0.2. This means that fitness and purity have higher importance with respect to the positive sample probability.

We now show some examples of recommendations generated starting from a given prefix and the above DT. For prefix $\sigma_{15} = \langle ER Sepsis Triage, ER Registration, ER Triage, CRP, LacticAcid, Leucocytes, IV Antibiotics, IV Liquid, Admission NC, CRP, Leucocytes, Admission NC, CRP, Leucocytes, Release B \rangle$, the positive path in the DT matching the prefix with the highest recommendation score is $node_{#0} \rightarrow node_{#1} \rightarrow node_{#3} \rightarrow node_{#7}$. This path has a higher recommendation score with respect to the other positive paths as it has fitness and purity values equal to 1. The high value of the fitness function is due to the full compliance of the feature values in the encoding of $\sigma_{15}$ and the ones in the path. In particular, constraint EXISTENCE (Release A) is violated in the path and possibly violated in $\sigma_{15}$; EXISTENCE (Admission NC) is satisfied in both the path and in $\sigma_{15}$; EXACTLY (Release B) is satisfied in the path and possibly satisfied in $\sigma_{15}$. These high values counterbalance the low probability of the positive samples (1.3%) in the computation of the recommendation score.

The path having the highest positive sample probability ($node_{#0} \rightarrow node_{#8}$) has a lower fitness value (0.5) that leads to a lower recommendation score. The third path has a lower fitness value (0.875), lower purity and lower positive sample probability. Since constraint EXISTENCE (Admission NC) is already satisfied in prefix $\sigma_{15}$, the generated recommendations are $\{\langle \text{EXISTENCE (Release A), It should not be SATISFIED}, \langle \text{EXISTENCE (Release A), It should not be VIOLATED} \rangle \}$. The first recommendation has a higher priority with respect to the second one. This recommendation suggests that in order to avoid the intensive care, in case of hospitalization, activity Release A should not be performed. The second recommendation states, instead, that activity Release B has to be performed exactly once and, since this activity has already been performed in $\sigma_{15}$, it should not be performed again.

As a second example, we consider prefix $\sigma_5 = \langle IV Liquid, ER Registration, ER Triage, ER Sepsis Triage, IV Antibiotics \rangle$. In this case, the path with the highest recommendation score in the DT is $node_{#0} \rightarrow node_{#8}$. This path has high purity and positive sample probability (1 and 85.2%, respectively) that counterbalance a modest fitness value (0.5). This fitness value is due to the low
similarity of prefix $\sigma_5$ with the path (constraint \textsc{existence} (\texttt{Release A}) is satisfied in the path but possibly violated in $\sigma_5$). The other positive paths have, instead, a higher fitness (0.67 for $node_{#0} \rightarrow node_{#1} \rightarrow node_{#3} \rightarrow node_{#7}$, and 0.875 for $node_{#0} \rightarrow node_{#1} \rightarrow node_{#3} \rightarrow node_{#4} \rightarrow node_{#5}$) that, however, is not sufficient to counterbalance the low positive sample probability in the recommendation score. Therefore, in this case, only one recommendation is provided ({$\langle$\textsc{existence} (\texttt{Release A}), It should be SATISFIED} {$\rangle$}), indicating that for a Sepsis case with a clinical history similar to $\sigma_5$, in order to avoid intensive care, activity \texttt{Release A} should occur at least once.

7. Evaluation

To assess the validity of our proposal, we need to answer the following research questions:

RQ1. Are the recommendations extracted from a classifier trained on \texttt{declare} constraints effective for achieving a desired outcome in a business process execution?

RQ2. Are there statistical differences in using different families of \texttt{declare} constraints for extracting effective recommendations for a business process?

To answer these research questions, on the one hand, we check that the adoption of the recommendation set $\mathcal{R}$ brings to a positive outcome for a given trace of a business process. On the other hand, we also show that if the recommendations are not followed, the process is going to achieve a negative outcome.

In particular, we developed the following experiment protocol on a pool of datasets to test the proposed Outcome-Oriented Prescriptive Process Monitoring system. For each event log $\mathcal{L}$ in the pool of datasets:

1. \textbf{[Preprocessing]} divide $\mathcal{L}$ into $\mathcal{L}_{\text{train}}$ and $\mathcal{L}^*_{\text{test}}$;

2. \textbf{[Preprocessing]} for each constraint family in $\{\mathcal{E}, \mathcal{C}, \mathcal{P}_\mathcal{R}, \mathcal{N}_\mathcal{R}, \mathcal{A}\}$, where $\mathcal{C} = \mathcal{E} \cup \mathcal{C}$, $\mathcal{P}_\mathcal{R} = \mathcal{E} \cup \mathcal{P}_\mathcal{R}$ and $\mathcal{N}_\mathcal{R} = \mathcal{E} \cup \mathcal{N}_\mathcal{R}$:
   a. \textbf{[Preprocessing]} use the \texttt{declare} encoder to encode $\mathcal{L}_{\text{train}}$ and $\mathcal{L}^*_{\text{test}}$ according to the chosen constraint family (Section 5.1);
   b. \textbf{[ML Classifier]} use the encoded log $\mathcal{L}_{\text{train}}$ to train a DT $f_{\theta}$ (Section 5.2);
   c. \textbf{[Recommendation Generation]} for each prefix length $k$ in $\mathcal{L}^*_{\text{test}}$:
      i. \textbf{[Recommendation Generation]} generate the recommendations $\mathcal{R}$ from $f_{\theta}$ for each encoded $\sigma_k \in \mathcal{L}^*_{\text{test}}$ (Section 5.3);
      ii. \textbf{[Evaluation]} evaluate the quality of $\mathcal{R}$ on the whole trace $\sigma$ by considering $y(\sigma)$ (Section 7.2).
7.1. Datasets

As a pool of datasets, we adopt the one used in [9] used as a benchmark for Outcome-oriented Predictive Process Monitoring. Such well-known and standard datasets allow us to have a robust and significant evaluation of our Prescriptive Process Monitoring system. Following [9], we used eight real-life event logs publicly available in the 4TU Centre for Research Data and discarded the private Insurance dataset (since it is not publicly available). In most of the datasets, several labeling functions \( y \) have been applied, i.e., different desired outcomes in each dataset are specified. These labelings on the eight initial event logs lead to 22 different prescriptive tasks and datasets. We now provide more details on the original logs, the used labeling functions and the resulting Prescriptive Process Monitoring tasks.

**BPIC 2011.** This event log has been originally published in relation to the Business Process Intelligence Challenge (BPIC) that took place in 2011. This event log refers to cases from the Gynaecology department of a Dutch Academic Hospital. Each case records procedures and treatments (stored as activities) applied to a given patient. There are four different labeling functions based on four LTL formulas [38], that is, the class label for a case \( \sigma \) is defined according to the satisfaction of the LTL formula \( \varphi \) in each trace \( \sigma \):

\[
y(\sigma) = \begin{cases} 
1 & \text{if } \varphi \text{ violated in } \sigma \\
0 & \text{otherwise}
\end{cases}
\]

The four LTL rules used are the following:

- **bpic2011.1:** \( \varphi = F(\text{tumor marker CA-19.9}) \lor F(\text{ca-125 using meia}) \);
- **bpic2011.2:** \( \varphi = G(CEA-\text{tumor marker using meia} \rightarrow F(\text{squamous cell carcinoma using meia})) \);
- **bpic2011.3:** \( \varphi = (\neg \text{histological examination-biopsies nno}) U(\text{squamous cell carcinoma using meia}) \);
- **bpic2011.4:** \( \varphi = F(\text{histological examination-big resectiep}) \).

For example, the labeling for **bpic2011.1** expresses the fact that at least one of the activities tumor marker CA-19.9 or ca-125 using meia must happen eventually during a case. It is trivial to see that when one of these events occur, the class label \( y(\sigma) \) becomes known. Therefore, the evaluation step will be biased due to this phenomenon. To solve this issue, all the cases have been cut exactly before the occurrence of one of these events. The same cut is performed exactly before the occurrence of histological examination-biopsies nno in **bpic2011.3** and before histological examination-big resectiep in **bpic2011.4**. Regarding **bpic2011.2**, no cut is necessary as it is never possible to infer the class label before the end of the case. Indeed, the class label is true if and only if every occurrence of CEA-tumor marker using meia is eventually followed by squamous cell carcinoma using meia and this constraint is never permanently satisfied or violated before the end of the case.

[3] https://data.4tu.nl/repository/collection:event_logs_real
BPIC 2012. This event log refers to the execution history of a loan application process in a Dutch Financial Institution. Each case stores the events related to a particular loan application. The available labelings are based on the final outcome of a loan application, i.e., on whether the application is accepted, rejected, or canceled. This is a multi-class classification problem, but, as in [9], the labelings are considered as three separate binary classification tasks. In the experiments, these tasks are referred to as `bpic2012_accepted`, `bpic2012_cancelled`, and `bpic2012_refused`.

BPIC 2015. This event log refers to the application process of building permits of 5 Dutch Municipalities. Each log comes from a single Municipality and is taken as a single dataset with its own labeling function. This is defined similarly to BPIC 2011, that is, according to the satisfaction/violation of an LTL formula $\varphi$. Each dataset is denoted as `bpic2015_i`, where $i = 1 \ldots 5$ indicates the number of the Municipality. The adopted labeling function is:

- $bpic2015_i: \varphi = G(\text{send confirmation receipt} \rightarrow F(\text{retrieve missing data})).$

Similarly to $bpic2011_2$, no trace cutting has been performed as the satisfaction/violation of $\varphi$ can be evaluated only at the completion of the case.

BPIC 2017. This event log originates from the same Financial Institution as $bpic2012$, but with an improvement of the data collection process, resulting in a richer and cleaner dataset. As for $bpic2012$, the event cases record execution traces of a loan application process and three separate labelings based on the outcome of the application are applied, i.e., `$bpic2017_accepted`, `bpic2017_cancelled`, and `bpic2017_refused`.

Hospital billing. This dataset contains cases regarding a billing procedure for medical services. The cases come from an ERP system of a Hospital and the labelings for this log are:

- $hospital_1$: the billing procedure is not eventually closed;
- $hospital_2$: the billing procedure is reopened.

Production. This event log contains cases of a manufacturing process. Each case stores information about the activities, workers and/or machines involved in the production process of an item. The labeling is based on whether, in a case, there are rejected work orders, or not.

Sepsis cases. This dataset records hospitalizations of patients with symptoms of the life-threatening Sepsis condition in a Dutch Hospital. Each case stores events from the patient’s registration in the Emergency Room (ER registration) to the discharge from the Hospital. Laboratory tests together with their results are also recorded as events. The reasons of the discharge are available in an anonymized format. Three different labelings for this log are available:

- $sepsis_1$: the patient returns to the Emergency Room within 28 days from the discharge;
- $sepsis_2$: the patient is (eventually) admitted to intensive care;
• sepsis, 3: the patient is discharged from the Hospital on the basis of a reason different from Release A (i.e., the most common release type).

Traffic fines. This event log comes from the ERP of an Italian local Police Force. The events in the log refer to the notifications sent about a fine and the (partial) repayments. Additional case/event attributes include, for instance, the reason, the total amount, and the amount of repayments for each fine. The available labeling is based on whether the fine is repaid in full, or is sent for credit collection.

The adopted 22 datasets exhibit different characteristics shown in Table 5. The production log is the smallest one with 220 cases, while the traffic log is the largest one with 129,615 cases. The datasets with the highest case lengths are the bpic2011 datasets where the longest case has 1814 events. On the other hand, the traffic log contains the shortest cases (their length varies from 2 to 20 events). The class labels are the most imbalanced in the hospital_billing_2 dataset, where only 5% of cases are labeled as positive (class label = 1). Conversely, in the bpic2012_accepted, bpic2017_cancelled and traffic datasets, the classes are balanced. Concerning the event classes, traffic_fines_1 has the lowest number of distinct activity names (10). On the other hand, the logs with the highest number of event classes are the bpic2015 logs containing a maximum of 396 event classes.

Table 5: Statistics of the datasets used in the experiments.

| Dataset          | Cases Count | Min Length | Median Length | Max Length | Positive Cases Ratio | Event Classes Count |
|------------------|-------------|------------|---------------|------------|----------------------|---------------------|
| bpic2011_1       | 1140        | 1          | 25.0          | 1814       | 0.40                 | 193                 |
| bpic2011_2       | 1140        | 1          | 54.5          | 1814       | 0.78                 | 251                 |
| bpic2011_3       | 1121        | 1          | 21.0          | 1368       | 0.23                 | 190                 |
| bpic2011_4       | 1140        | 1          | 44.0          | 1432       | 0.28                 | 231                 |
| bpic2012_cancelled | 4685      | 15         | 35.0          | 175        | 0.35                 | 36                  |
| bpic2012_accepted | 4685       | 15         | 35.0          | 175        | 0.48                 | 36                  |
| bpic2012_rejected | 4685       | 15         | 35.0          | 175        | 0.17                 | 36                  |
| bpic2015_1       | 606         | 2          | 42.0          | 101        | 0.23                 | 380                 |
| bpic2015_2       | 753         | 1          | 55.0          | 132        | 0.19                 | 396                 |
| bpic2015_3       | 1328        | 3          | 42.0          | 124        | 0.20                 | 380                 |
| bpic2015_4       | 577         | 1          | 42.0          | 82         | 0.16                 | 319                 |
| bpic2017_accepted | 31413      | 10         | 35.0          | 180        | 0.41                 | 26                  |
| bpic2017_cancelled | 31413     | 10         | 35.0          | 180        | 0.47                 | 26                  |
| bpic2017_rejected | 31413      | 10         | 35.0          | 180        | 0.12                 | 26                  |
| hospital_billing_1 | 77525        | 2          | 6.0           | 217        | 0.10                 | 18                  |
| hospital_billing_2 | 77525        | 2          | 6.0           | 217        | 0.05                 | 17                  |
| production       | 220         | 1          | 9.0           | 78         | 0.53                 | 26                  |
| sepsis_cases_1   | 782         | 5          | 14.0          | 185        | 0.14                 | 24                  |
| sepsis_cases_2   | 782         | 4          | 13.0          | 60         | 0.14                 | 24                  |
| sepsis_cases_3   | 782         | 4          | 13.0          | 185        | 0.86                 | 24                  |
| traffic_fines    | 129615      | 2          | 4.0           | 20         | 0.46                 | 10                  |

These datasets are standard benchmarks that do not require particular cleaning operations as preprocessing. The preprocessing is limited to the DECLARE
encoding of the traces and to the removal of too long traces that could bias the evaluation (see Section 7.3).

7.2. Offline Evaluation of a Prescriptive Process Monitoring System

One of the main challenges when evaluating Prescriptive Process Monitoring systems is dealing with the lack of adoption of those systems by real users [39]. One of the possibilities when testing these systems is, therefore, to resort to an offline evaluation based on the “what-if” simulation [39], in order to evaluate the effectiveness of the set of recommendations \( R \) for a prefix \( \sigma_k \). The idea is evaluating the consequences of (not) following the recommendations \( R \) at step \( k \) on the whole trace \( \sigma \). We hence evaluate the effectiveness of \( R \) for a prefix \( \sigma_k \) by checking whether the recommendations in \( R \) have been followed in \( \sigma \), and by comparing the outcome of \( \sigma \) and its actual label \( y(\sigma) \). We expect that if the recommendations are followed, the outcome will be positive. If they are not followed, the outcome will be negative.

Let \( p^* \) be the path of the DT from which the set \( R \) has been computed. A high similarity between \( \sigma \) and \( p^* \) means that the recommendations have been followed by the execution \( \sigma \) and hence that we expect a positive outcome. The prediction related to trace \( \sigma \) will hence be classified as a true positive (TP) if \( y(\sigma) = 1 \) or as a false positive (FP) if \( y(\sigma) = 0 \). Symmetrically, if there is no similarity between \( \sigma \) and \( p^* \), this means that the recommendations have not been followed by \( \sigma \). We hence expect a negative outcome. The prediction related to trace \( \sigma \) will hence be classified as a true negative (TN) if \( y(\sigma) = 0 \) and as a false negative (FN) if \( y(\sigma) = 1 \).

The similarity between \( \sigma \) and \( p^* \) is computed by leveraging \( F(\sigma, p^*) \) (Eq. (2)). Differently from the general formula, however, in this case the compliance function \( C \) is applied to the whole trace and, therefore, does not need to take into account temporary violations/satisfactions of DECLARE constraints in \( p^* \). Specifically, a fitness threshold \( th_{fit} \) is used to evaluate the similarity between the whole trace \( \sigma \) and the path \( p^* \), that is, if \( F(\sigma, p^*) \) is higher than or equal to \( th_{fit} \), this means that the recommendations in \( R \) are followed. A similarity lower than \( th_{fit} \) means that the trace did not follow the recommendations. Adopting a fitness threshold is necessary as a similarity of exactly 1 between \( \sigma \) and \( p^* \) could be too restrictive and lead to a high number of false negatives. This is totally in line with a realistic situation in which some of the recommendations are not followed by a process manager as they are not strictly necessary for the positive outcome of the process. In our experiments, the optimal fitness thresholds have been selected via grid search. Table 6 summarizes the confusion matrix entries.

To assess the accuracy of our approach, we compute precision, recall and F-score as follows:

\[
\text{prec} = \frac{TP}{TP + FP}; \quad \text{rec} = \frac{TP}{TP + FN}; \quad F - \text{score} = \frac{2 \times \text{prec} \times \text{rec}}{\text{prec} + \text{rec}}.
\]

We use F-score rather than accuracy as many of the datasets used in the
evaluation are imbalanced towards the negative class and the accuracy could be biased by the true negatives leading to non-reliable results.

### 7.3. Experimental Setup

In this section, we provide some details about the experimental setup. All the experiments were carried out using Python 3.6, the DECLARE4Py library \[40\] (for the DECLARE encoding of the traces) and the scikit-learn library 0.24 \[41\] (for building and querying the classifiers). We also provide a link\[^4\] to an online repository containing the source code of the experiments along with the link to the datasets, the trained decision trees and the optimized values of the hyperparameters.

**Preprocessing.** Mimicking real-life situations in which the prediction model is trained on historical data and the recommendation is carried out on ongoing cases, the event logs have been first chronologically ordered and then split in training and test set. Specifically, the cases in the event logs have been ordered according to the start time and the first 80% – i.e., all cases that started before a given date – has been used for the construction of the training and the validation log, while the remaining 20% has been used to create the test event log $L^{*}_{test}$. Since the last cases of the training and validation log could still not be completed when the test period starts, we removed from these cases in the training and validation log the events overlapping with the test period, as in \[9\]. The training and the validation event logs are instead split so that the first 70% of the whole event log ($L_{train}$) is used for training the prediction model, while about 10% of the event log ($L_{val}$) is used for the optimization of the hyperparameters. Another preprocessing operation is the removal of too long traces that could bias the evaluation. This operation is better explained in the following.

**ML Classifier Training.** The training of the DT has been performed with a grid search to tune the hyperparameters with 5-fold cross-validation on $L_{train}$. The range of values used for the hyperparameters are: i) the Gini index or the entropy criterion for the computation of the impurity; ii) $[4, 6, 8, 10, \infty]$ for the maximum depth of the DT; iii) the use of class weights or not during the training to avoid poor performance due to the imbalance of the datasets (see, for example, hospitalbilling2 in Table 5); iv) $[0.1, 0.2, 0.3, 2]$ for the minimum number of

\[^4\]https://github.com/ivanDonadello/LTL-prescriptive-process-monitoring
samples required to split an internal node (float values indicate a percentage of the training data); v) $[1, 10, 16]$ for the minimum number of samples required to consider a node a leaf node; vi) the number of the most informative features to use in the feature selection phase, i.e., 50%, 30% and the square root of the total number of initial features (after ranking them by using the mutual information score).

**Recommendation Generation.** Using the trained DT, the $\lambda$ parameters in Eq. (1) have been optimized through grid search on the prefix log $L_{val}^*$ extracted from the validation log $L_{val}$. The set $P^+$ in the same equation has been filtered to contain only paths with at least 3 training samples.

**Evaluation.** The values $k$ for the prefix lengths range from 1 to a maximum that changes according to the dataset. We adopted the same criteria used in [9] for the maximum value: 9 for the *traffic_fines* dataset, the minimum between 20 and the 90th percentile of the case lengths for the *bpic*2017 datasets, the minimum between 40 and the 90th percentile of the case lengths for the other datasets. This choice is due to the low number of long cases (after the 90th percentile) in the prefix test logs that could produce results with no statistical significance for high values of $k$. The optimal fitness threshold $th_{fit}$ has been found by applying grid search on $L_{val}^*$ and using values 0.55, 0.65, 0.75, 0.85. These values have been chosen considering that values outside this range could bias the system towards a low precision or a low recall.

### 7.4. Results

Since the proposed approach leverages a DT trained on $L_{train}$ to provide recommendations, we first inspect the performance of the DT in the classification of the outcome of (complete) traces in $L_{val}$ and $L_{train}$ as positive or negative. Table 7 shows the average F-score of the DT on $L_{val}$ and $L_{train}$. We notice that the majority of the classifiers have good performance on both the validation and train folds with an absence (or a low degree) of overfitting. However, the *hospital_billing*2 and the *sepsis_cases*1 datasets present low performance on both $L_{val}$ and $L_{train}$. This underfitting is due to the insufficient information carried by the adopted encoding. We checked this aspect by inspecting the traces of these datasets with the Disco tool. We noticed that both positive and negative labeled traces present a very similar control flow. Therefore, any ML classifier taking as input traces encoded with our DECLARE-based encoding does not have sufficient information for discriminating between positive and negative samples. As future work, we aim at enriching our encoding with information regarding the data payloads attached to events and their execution times to overcome this issue. In general, no significant difference between families of DECLARE constraints used for trace encoding is found in these results. Only the

---

5https://fluxicon.com/disco/
Table 7: DTs F-score (validation/train).

| Dataset          | $\varepsilon$ | $\hat{C}$ | $\widehat{PR}$ | $\hat{A}$ | $\hat{A}$ |
|------------------|---------------|-----------|----------------|-----------|-----------|
| bpinc2011_1      | 95.21/95.24   | 95.45/95.52 | 98.1/98.1     | 95.69/95.71 | 98.1/98.1 |
| bpinc2011_2      | 98.74/98.74   | 98.86/99.08 | 99.06/99.06   | 96.95/97.25 | 99.0/99.06 |
| bpinc2011_3      | 90.32/98.29   | 91.69/91.83 | 97.98/98.0    | 90.99/96.53 | 97.98/98.0 |
| bpinc2011_4      | 84.3/94.01    | 83.1/83.89  | 95.42/95.98   | 87.03/97.06 | 94.88/94.92 |
| bpinc2012_accepted| 92.09/93.42   | 92.93/93.44 | 92.67/93.75   | 88.37/91.13 | 88.37/91.16 |
| bpinc2012_cancelled| 92.44/90.74  | 92.4/90.77  | 91.86/91.61   | 92.43/91.60 | 92.43/91.59 |
| bpinc2012_rejected| 86.65/90.22  | 86.65/90.22 | 86.65/90.22   | 86.65/90.06 | 86.65/90.06 |
| bpinc2015_1      | 96.5/98.07    | 96.89/97.74 | 96.5/97.97    | 96.89/97.97 | 96.5/98.38 |
| bpinc2015_2      | 96.04/96.55   | 95.63/97.51 | 97.84/97.89   | 96.98/98.76 | 96.08/97.89 |
| bpinc2015_3      | 98.07/98.49   | 98.07/98.69 | 96.8/98.49    | 98.07/99.22 | 98.07/98.69 |
| bpinc2015_4      | 96.64/98.53   | 97.93/98.69 | 97.28/98.69   | 97.93/98.69 | 97.93/98.69 |
| bpinc2015_5      | 99.06/99.22   | 98.86/99.31 | 99.07/99.4    | 99.06/99.07 | 98.68/99.82 |
| bpinc2017_accepted| 93.36/93.88   | 94.61/95.88 | 96.25/97.68   | 96.24/97.67 | 96.27/97.62 |
| bpinc2017_cancelled| 95.32/96.12  | 95.79/95.69 | 97.3/97.49    | 96.96/97.67 | 97.39/97.51 |
| bpinc2017_rejected| 95.83/96.06   | 95.82/94.23 | 95.92/96.37   | 95.83/96.06 | 95.82/94.23 |
| hospital_billing_1| 91.69/91.82   | 91.65/91.82 | 91.04/91.2    | 91.04/91.2  | 91.04/91.2  |
| hospital_billing_2| 57.13/55.76   | 54.4/53.4   | 57.3/57.88    | 29.19/24.4  | 54.42/53.4 |
| production       | 83.11/89.07   | 83.32/94.89 | 84.94/87.07   | 84.92/84.64 | 82.23/91.52 |
| sepsis_cases_1   | 28.61/31.32   | 28.24/28.92 | 30.58/39.56   | 33.55/34.37 | 30.58/43.05 |
| sepsis_cases_2   | 79.04/79.41   | 79.04/79.41 | 78.5/80.26    | 79.04/80.26 | 90.28/89.91 |
| sepsis_cases_3   | 96.42/96.42   | 96.42/96.42 | 96.42/96.42   | 96.42/96.42 | 96.42/96.42 |
| traffic_fines    | 92.32/94.37   | 93.42/94.37 | 92.92/94.96   | 95.4/96.38  | 92.92/94.96 |
sepsis_cases dataset benefits of a higher number of features provided in the \( A \) family.

We now discuss the results related to the returned recommendations. Figures 5 and 6 show the trend of the F-score for different prefix lengths \( k \) computed on each prefix \( \sigma_k \) in \( \mathcal{L}_{test}^* \). Both figures show the cumulative results, that is, the \( TP \), \( TN \), \( FP \) and \( FN \) at a given prefix length \( k \) are summed to the corresponding ones at prefix \( j \leq k \). This is done to avoid that the results are influenced by the small number of traces that usually characterize long traces \( [9] \). The average over all the prefixes is reported in Table 8. Both the figures and the table show very good results in general, that is, the proposed Prescriptive Process Monitoring system returns recommendations that guarantee a positive outcome in a trace. When the recommendations are not followed, instead, the corresponding traces have, in most of the cases, a negative outcome (\( \text{RQ1} \)).

For some datasets, our system reaches an F-score of 100% along all prefixes. This is due to the encoding with DECLARE patterns that creates a semantically
Table 8: Average F-score over all prefixes for each family of declare constraints. The best results are in bold.

| Dataset                  | $\mathcal{E}$ | $\hat{c}$ | $\hat{R}$ | $\hat{H}$ | $A$  |
|--------------------------|----------------|-----------|-----------|-----------|------|
| bpic2011_1               | 96.46          | 99.04     | 100.0     | 96.15     | 100.0|
| bpic2011_2               | 93.32          | 81.98     | 98.42     | 91.74     | 94.54|
| bpic2011_3               | 98.66          | 99.07     | 100.0     | 98.67     | 100.0|
| bpic2011_4               | 86.53          | 89.81     | 100.0     | 84.54     | 100.0|
| bpic2012_accepted        | 100.0          | 100.0     | 100.0     | 100.0     | 100.0|
| bpic2012_cancelled       | 96.38          | 99.44     | 100.0     | 98.84     | 100.0|
| bpic2012_rejected        | 100.0          | 100.0     | 100.0     | 100.0     | 100.0|
| bpic2015_1               | 99.25          | 99.25     | 100.0     | 99.25     | 99.25|
| bpic2015_2               | 99.77          | 95.65     | 100.0     | 99.77     | 100.0|
| bpic2015_3               | 99.72          | 99.71     | 99.76     | 99.72     | 99.71|
| bpic2015_4               | 99.51          | 56.79     | 100.0     | 99.51     | 100.0|
| bpic2015_5               | 100.0          | 100.0     | 100.0     | 100.0     | 100.0|
| bpic2017_accepted        | 97.6           | 97.46     | 100.0     | 100.0     | 100.0|
| bpic2017_cancelled       | 97.93          | 97.93     | 99.82     | 98.48     | 99.98|
| bpic2017_rejected        | 97.94          | 100.0     | 99.66     | 100.0     | 100.0|
| hospital_billing_1       | 93.46          | 93.46     | 94.53     | 93.46     | 94.53|
| hospital_billing_2       | 68.34          | 67.85     | 74.23     | 40.33     | 74.17|
| production               | 55.25          | 54.26     | 55.84     | 59.76     | 54.55|
| sepsis_cases_1           | 16.85          | 19.76     | 18.16     | 16.17     | 14.66|
| sepsis_cases_2           | 75.03          | 75.03     | 69.82     | 68.69     | 73.35|
| sepsis_cases_3           | 89.43          | 91.94     | 93.37     | 93.8      | 93.37|
| traffic_fines            | 93.33          | 93.33     | 93.01     | 95.53     | 92.58|
rich feature space that allows a crisp discrimination between regions containing only positive and regions containing only negative samples. In addition, the resulting DTs have a depth of maximum 4 with a consequent lower number of temporal relations to satisfy. Therefore, the fitness and the overall performance of the system increase.

Although, in most of the cases, the high discriminating power of the temporal constraints on the control flow obtained with the DECLARE encoding guarantees accurate results, for some logs, the DECLARE encoding does not achieve such a good performance. The production dataset, for instance, has a DT with depth 8 and contains several paths. In this situation, finding the best path is harder, the fitness score that can be achieved is lower and, as a consequence, the overall performance of the Prescriptive Process Monitoring system decreases. Moreover, our system poorly performs on the sepsis\_cases\_1 dataset due to the poor performance obtained by the DT (see Table 7).

We stress the fact that other encodings, like the ones used in [9], are based
on a fine-grained vectorization of the log traces that minimizes the loss of information in each trace. For example, the well-known index encoding [12] assigns at position $i$ of the feature vector the activity name of the event occurring at position $i$ in the trace. Therefore, the inference of high-level relations in the control flow of a trace, such as RESPONSE ($A$, $B$) or EXISTENCE3 ($A$), is left to the ML system. In this case, the semantics inference is limited by the expressive capabilities of the ML system being used. The DECLARE encoding, on the other hand, is less fine grained as it abstracts the temporal order of the events with the constraint families. Since these relations are explicitly defined, the ML system only needs to infer the correlation between such the temporal patterns and the trace labeling. For this reason, using the DECLARE encoding, also simple ML models (like DTs) can easily capture those correlations thus improving their performance.

Since the use of DECLARE patterns as features in Predictive and Prescriptive Process Monitoring is at its early adoption [13], we are interested in studying the effect of the different families of constraints on the quality of the recommendations. We, therefore, performed the Friedman’s test [14, 45] on the columns of Table 8 to understand whether there is a statistically significant difference when using different families of constraints for generating the recommendations. We found a p-value of 0.0007 that rejects the null hypothesis and confirms the different impact of different families of constraints. However, we are also interested in which specific constraint family impacts the most. Figure 7 is derived from Table 8 and shows the critical difference diagram of the DECLARE families by using the Nemenyi test with a significance level of 0.05 (as proposed in [46]). The diagram reports the average ranking of each family according to the F-score results in Table 8. Groups of families that are not significantly different (with $p < 0.05$) are connected. We can observe that the $\mathcal{PR}$ family achieves the best results in most of the datasets. The $\mathcal{PR}$ family achieves the best results for the majority of the datasets. The results obtained with these two families are not significantly different. The $\mathcal{C}$ and $\mathcal{E}$ families have also similar results, while both of them perform worse than $\mathcal{PR}$ (and this difference is statistically significant).

The lower performance of these families are due to the limited expressivity
of their constraints. The performance of the $\overrightarrow{R}$ family is close to the performance of $\overrightarrow{C}$ and $\overrightarrow{E}$ even though $\overrightarrow{R}$ contains relation constraints. This is due to the lower discriminating power of the constraints in $\overrightarrow{R}$ that negate the occurrence of a target activity (when the activation occurs) rather than explicitly constraining the occurrence of a specific target activity (when the activation occurs) as for $\overrightarrow{P}$ constraints. Positive relations (and existential constraints) seem hence to contribute most to the good performance of our Prescriptive Process Monitoring system (RQ2).

The time efficiency and scalability performance are crucial for using the proposed system in a real environment that needs real-time performance. As the underlying DT can be learned offline, the time performance becomes relevant for the recommendation generation part (i.e., Algorithm 2). We therefore measured the time needed for generating the recommendations for prefixes $\sigma_k$ of different lengths. Figure 8 shows the time performance by comparing the case of the event log with the best performance (the sepsis_cases_3 in Figure 8a) with the one with the worst generation time (the bpic2011_4 in Figure 8b). From the plot, we can see that our Prescriptive Process Monitoring system generates the recommendations in few milliseconds for both event logs. Such a high efficiency allows the system to be employed by process stakeholders to take decisions in real-time. The second insight we can draw from this experiment is that the generation time increases as the prefix length increases. This was expected since computing the RV satisfaction $[\sigma_k \models \varphi]_{RV}$ in the fitness function (Equations 2 and 3) linearly grows with the length of $\sigma_k$. The time performance also depends on the number of paths of the DT and on their lengths (see lines 2 and 4 of Algorithm 2). In the case of both the considered event logs, the $\overrightarrow{E}$ DECLARE family in the log encoding produces larger DTs with respect to the other families and, therefore, requires more time for generating the recommendations.
7.5. Impact Analysis

We discuss here the impact analysis (similarly to the one performed in [47]) of the proposed Prescriptive Process Monitoring system. The accuracy, tested on standard benchmarks of the process mining community, is satisfactory as shown in Table 8: in most of the cases, following the prescriptions leads to a positive outcome of the ongoing case. In some cases (production and sepsis_cases_1), our system does not have high performance. This is due to the fact that the DECLARE encoding focuses only on the control flow neglecting the information contained in the payload that could help in a better classification of the outcome and, therefore, in providing better recommendations. Different families of DECLARE constraints can be used for generating the recommendations. $\mathcal{PR}$ and $\mathcal{A}$ perform the best and are statistically better than $\mathcal{E}$ and $\mathcal{C}$ that use less expressive constraints. This is shown in Figure 7. Our system has also good scalability performance (see Figure 8) since, even with long prefixes, the computational times are in the order of milliseconds, thus making the system suitable for real-time applications. By construction, our system returns flexible (based on Linear Temporal Logic) and prioritized recommendations compared to the more static ones provided in other approaches. Table 9 qualitatively compares our system with existing works. A quantitative comparison is not possible since other methods compute different types of recommendations that are not comparable with the ones of our proposal.
Table 9: Comparison between the proposed Prescriptive Process Monitoring system and the approaches prescribing recommendations on the control flow. CF indicates input features extracted from the control flow, T stands for features derived from the timestamps, FE indicates ad-hoc-engineered features, CA features computed from case attributes.

| Reference | Recommendation target | Input features | Modeling technique | Output (type of recommendations) |
|-----------|-----------------------|----------------|--------------------|----------------------------------|
| Our system | Categorical outcome | CF | Decision Trees and Adaptive Querying | Linear Temporal Logic Relationships among activities |
| 5 | Reducing defect rate | CF, FE | LSTM | Next task to perform |
| 11 | Reducing cycle time | CF | Model-less | Next task to perform |
| 6 | Temporal outcome | FE | Random Forest, SVM, Decision Trees | Next task to perform |
| 12 | Reducing cycle time | CF, T, FE | State Machine | Next task to perform |
| 13 | Reducing defect rate | FE, CA | Decision Trees | Set of tasks to perform |
| 7 | KPI maximization | CF, FE | Reinforcement Learning | Set of tasks to perform |
| 14 | Categorical outcome | CF | Reinforcement Learning | Next task to perform |
| 15 | Categorical outcome | FE | Reinforcement Learning and Causal Forest | Next task to perform |
| 18 | Temporal outcome | CF | LSTM | Next task to perform |
The first column of Table 9 indicates the reference in which each approach was presented. The second column shows the goal that is supposed to be achieved with the prescribed recommendations. Our system provides recommendations for increasing the probability that an ongoing case ends with a positive (categorical) outcome. In addition, our system can easily deal with temporal outcomes (i.e., categorical outcomes derived from temporal information such as the violation of a planned cycle time or of a deadline) by simply changing the labeling function (see Definition 6). Our approach does not deal with numerical labelings like the ones used in the approaches aiming at reducing the cycle time or the defect rate. Concerning the target of maximizing a certain KPI, this is tightly related to the concept of reward in Reinforcement Learning and the approach we propose is not (yet) able to work in such learning setting. Table 9 also shows that almost all the other Prescriptive Process Monitoring systems use features coming from the control flow as our system does. As future work, we plan to use also features coming from data payloads. The most important difference between our system and other works is that our system is based on a totally novel type of recommendations. Other approaches, indeed, provide as recommendations a (set of) mandatory action(s) to perform next during an ongoing case, whereas our system provides a set of temporal relations to satisfy or violate in an ongoing case. This ensures flexibility without affecting the reliability of the system as shown in Table 8. The type of recommendations provided by existing systems can be seen as a special case of the temporal relations provided by our system where the DECLARE encoding considers only the CHAIN RESPONSE as DECLARE template and the recommendations prescribe to satisfy the logical relations CHAIN RESPONSE \((A_0, A_1)\), CHAIN RESPONSE \((A_1, A_2)\)...
CHAIN RESPONSE \((A_n, A_{n+1})\), where \(A_0\) is the last activity of the prefix \(\sigma_k\) of the ongoing case.

7.6. Limitations

The main limitation of our work relates to the fact that our Prescriptive Process Monitoring system has been evaluated in an offline scenario. In particular, we evaluated our system by performing a “what-if” analysis. We tried to mitigate this limitation by running our experiments using different real-life datasets. However, for a final deployment in a real organization, our system would require further evaluations with real users employing the system in their worklife. This requires a user-friendly Graphical User Interface (GUI) that allows users to interact with the system. To this aim, in the future, we plan to embed our recommendation system in the Nirdizati tool [49], which is an open-source web-based Predictive Process Monitoring engine. Moreover, in real scenarios, it could happen that users are not familiar with DECLARE constraints. Therefore, a human-understandable rendering of the prescriptions could be more effective. This could be achieved with the use of Natural Language Generation techniques for persuasive messages [50], where recommendations are passed as input. The resulting persuasive natural language sentences contain an effective description of the constraints to satisfy, their importance for the achievement of a positive outcome of the process and some explanations to motivate them.
Another limitation is that the considered encoding is based on standard DECLARE patterns, i.e., on pure control flow features. These features do not take into account the data payloads as, for instance, resources. The data payloads can be injected in the encoding in a principled way since the DECLARE language has already been extended to include data conditions \[51\]. This would improve the system performance in those cases in which the only control flow constraints are not sufficient for an effective outcome-based discrimination of positive and negative cases, such as for the hospital_billing_2 and the sepsis_case_1 datasets (see Section \[7.4\]).

8. Conclusion

**Findings.** The proposed Outcome-Oriented Prescriptive Process Monitoring approach aims at providing recommendations to maximize the likelihood a positive process outcome. Differently from state-of-the-art works, the proposed approach does not recommend specific activities to be executed, but temporal properties among activities that need to be preserved or violated. This type of recommendations avoid forcing the execution of specific activities during the process execution thus providing more flexibility in the ways the process should be executed. The approach has been evaluated on a pool of 22 real-life event logs already used as a benchmark in Predictive Process Monitoring in \[9\]. For most of the datasets (18 out of 22), we achieved an F1 score higher than 90%. Our proposal is efficient as the generation of the recommendations for an ongoing case can be performed in few milliseconds. Therefore, our system can support process stakeholders that need to intervene on an ongoing case to have a positive outcome in real-time.

**Limitations.** The evaluation we proposed is mainly based on a “what-if” analysis, that is, on simulations with real-life event logs. However, to have a system that can be deployed in a real organization, an evaluation with real process stakeholders is necessary. This would test both the reliability of the recommendations in a real working scenario and their intelligibility to real users. The other main limitation of our system is that the features used for encoding an event log are pure control flow DECLARE patterns in which data payloads are neglected. This limits the expressive power of the Machine Learning model used to generate the recommendations. Another limitation is that, in the current implementation, our system provides recommendations to achieve only categorical outcomes neglecting numeric outcomes like, e.g., the cycle time of a case.

**Future work.** The future work will address the above limitations. We plan to extend our current evaluation by deploying the proposed approach in an organization environment and by performing experiments with real users. This would allow us to understand whether the recommendations provided by our system are useful and comprehensible to process analysts as similarly done in \[52\] in the context of model explanations. In addition, we plan i) to use a richer event-log encoding that uses data payloads for building the features, and ii) to extend the current implementation to other type of outcomes/prediction tasks like, for example, the regression-based ones. We are also interested in
investigating more advanced Machine Learning models for learning the correlations between DECLARE constraints and the outcome of a trace, such as Neural Networks paired with Explainable AI techniques. Lastly, future directions will involve the use of causal effect estimations to understand the impact on the ongoing case of respecting or not the prescribed recommendations.
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