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ABSTRACT: In this paper we demonstrate that cyclotrons can be made to have precisely constant betatron tunes over wide energy ranges. In particular, we show that the horizontal tune can be made constant and does not have to follow the Lorentz factor $\gamma$, while still perfectly satisfying the isochronous condition. To make this demonstration we developed a technique based on the calculation of the betatron tunes entirely from the geometry of realistic non-hard-edge closed orbits. We present two particular cyclotron designs, one compact cyclotron and one ring cyclotron. The compact cyclotron design is backed up by a 3-dimensional finite element magnet calculation, that we also present here.
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1 Introduction

The essential property of a cyclotron is the timing of its orbits: they are isochronous. As the charged particles speed up, they circulate taking longer orbits. The static magnetic field that keeps them going around is tuned precisely so that the two effects cancel. Therefore, the orbit period remains constant and the beam can be accelerated continuously, by a fixed-frequency rf system, without pulsing. Historically, this was first capitalized upon by Ernest Lawrence [1].

The orbits must be maintained isochronous with a precision that is rather unforgiving. The integral of the relative error can never exceed the ratio between a quarter of the rf period and the total time of flight from injection: this is on the order of $10^{-4}$ or less, for most cyclotrons. Stray away from this strict condition, and no more beam will come out of the machine. Indeed, if a particle sees its rf phase slip off crest by more than 90 degrees, it will get decelerated all the way back to the energy at which it had been injected, see for instance [2, figure 2].

In addition to the isochronous condition, the static magnetic field must also ensure the transverse confinement of the beam. The transverse betatron tunes can in some cases be roughly estimated using the hard-edge approximation and the concatenation of drift-edge-bend-edge-drift transfer matrices, see for instance refs. [3–6]. But those matrices are a good approximation only in the highly idealized dipole magnets used in beamlines and synchrotrons; they have constant radius of curvature and constant field index on a chosen reference orbit that the beam is intended to follow. Real-life cyclotrons are fundamentally different with both the field and its radial derivative varying at all points along a closed orbit.
In this paper we show how, in a cyclotron with mid-plane symmetry, the transverse tunes are entirely determined by the geometry of its closed orbits. We present a method to calculate tunes and produce isochronous field maps by starting from the geometry of realistic non-hard-edge orbits. The main advantage of the proposed method is that it produces realistic and perfectly isochronous field distributions, and the corresponding transverse tunes, in a split second. We take advantage of this speed to explore the range of possible isochronous fields, which leads us to find solutions with simultaneously constant vertical and horizontal tunes over wide energy ranges. We chose one particular solution, optimized for the case of a 3-sector 200 MeV compact H$_2$ cyclotron, and we present the corresponding 3-dimensional finite element magnet design.

In the last part of this paper, we present the design of a 800 MeV to 2 GeV cyclotron, with long straight sections and tunes constant over the entire energy range.

2 Theory: tunes of isochronous orbits

2.1 Infinitesimal transverse motion

The Hamiltonian that governs the linear transverse motion of particles in a static magnetic field with median plane symmetry is given by [7, 8]:

$$h(x, p_x, y, p_y; s) = \frac{x^2}{2} \frac{1 - n}{\rho^2} + \frac{y^2}{2} \frac{n}{\rho^2} + \frac{p_x^2}{2} + \frac{p_y^2}{2},$$ \hspace{1cm} (2.1)

where $\rho$ is the local curvature of the orbit and $n = -\frac{\rho}{B_0} \frac{\partial B}{\partial x}|_{x=y=0}$ is the local field index. The Frenet-Serret coordinates are $x, y, s$ and the canonically conjugated momenta $p_x, p_y$, and $h$ have all been normalized by the reference particle momentum $P = qB_0\rho$. Note that eq. (2.1) is derived from the more general Courant-Snyder Hamiltonian [7, appendix B] after imposing that the static magnetic field has mid-plane symmetry and satisfies Maxwell’s equations in their homogenous forms. It is no different from the Hamiltonian for separated function synchrotrons; for example in quadrupoles, $\frac{n}{\rho^2}$ is replaced by its limit as $\rho \to \infty$, namely, $\frac{1}{B_0^2} \frac{\partial B}{\partial x}$.

The equations of motion that derive from this Hamiltonian can be written in matrix form:

$$X' = FX,$$ \hspace{1cm} (2.2)

where a prime $'$ denotes a total derivative w.r.t. the independent variable $s$. The matrix $F$:

$$F = \begin{pmatrix}
 0 & 1 & 0 & 0 \\
 \frac{n(s)}{\rho(s)^2} & 0 & 0 & 0 \\
 0 & 0 & 1 & 0 \\
 0 & 0 & \frac{n(s)}{\rho(s)^2} & 0
\end{pmatrix}$$ \hspace{1cm} (2.3)

is the infinitesimal transfer matrix [9], and

$$X = \begin{pmatrix}
x \\
p_x \\
y \\
p_y
\end{pmatrix} = \begin{pmatrix}
x \\
x' \\
y \\
y'
\end{pmatrix}$$ \hspace{1cm} (2.4)
is the particle state vector. Transverse tunes are obtained by numerically integrating:

\[
\frac{dX}{d\theta} = X, \frac{ds}{d\theta} = FX
\]

over one period for two different sets of initial state vectors: \(X = (1, 0, 1, 0)^T\) and \(X = (0, 1, 0, 1)^T\), see for instance ref. [10]. One only needs to know how to calculate the field index \(n\), the radius of curvature \(\rho\), and \(\frac{ds}{d\theta}\) at any point along an orbit to track the linear motion of particles around it, and obtain transverse tunes exact to arbitrary precision. Let us now see how these can be calculated from the geometry of the closed orbits.

### 2.2 Parametrization of the closed orbits

Instead of starting from a magnetic field distribution to compute the properties of the orbits, let’s start from the geometry of the orbits represented by:

\[
r : \mathbb{R}^+ \times \mathbb{R} \rightarrow \mathbb{R}^+
\]

\[\quad (a, \theta) \mapsto r(a, \theta),\]  

where \(r\) is the radius of the closed orbit, \(a\) is the orbit’s average radius, and \(\theta\) is the azimuth. The periodicity of the closed orbits imposes that:

\[
r(a, \theta) = r(a, \theta + 2\pi/N) \text{ with } N \in \mathbb{N}^+, \]  

where \(N\) is the lattice periodicity, i.e. number of sectors. Note that, because of their periodicity, any ensemble of closed orbits can be written in the form of a Fourier series:

\[
r(a, \theta) = aC_0(a) + a \sum_{j=1}^{\infty} C_j(a) \cos(jN\theta) + S_j(a) \sin(jN\theta),\]  

with the Fourier coefficients \(C_j(a)\) and \(S_j(a)\) functions of the average orbit radius \(a\). Although this is not strictly necessary, we impose that:

\[
\frac{\partial r}{\partial a} > 0,
\]  

which guarantees that the closed orbits never cross.\(^1\) The last assumption is that the orbits are isochronous,\(^2\) which leads to the following relation for the particle’s relative speed \(\beta\):

\[
\beta(a) = \frac{\mathcal{R}(a)}{\mathcal{R}_\infty},
\]

where \(\mathcal{R}_\infty\) is a constant, corresponding to the value of \(\mathcal{R}\) in the limit that the particles’ speed is light speed; and \(\mathcal{R}\) is the orbit circumference divided by \(2\pi\):

\[
\mathcal{R}(a) = \frac{1}{2\pi} \int_0^{2\pi} \frac{ds}{d\theta} \, d\theta,
\]  

\(^1\)This can be generalized, so long as the resulting magnetic field is uniquely defined where orbits cross.\(^2\)The more general case of non-isochronous orbits, where \(\beta(a)\) can be arbitrary, is treated here [11].
and:

\[
\frac{dx}{d\theta} = \sqrt{r^2 + \left(\frac{dr}{d\theta}\right)^2}.
\]

The local curvature of the orbit is given by the standard formula for polar coordinates:

\[
\frac{1}{\rho} = \frac{r^2 + 2\left(\frac{dr}{d\theta}\right)^2 - r \frac{d^2r}{d\theta^2}}{\left(r^2 + \left(\frac{dr}{d\theta}\right)^2\right)^{3/2}}.
\]

The field index $n$ is obtained from:

\[
n = -\frac{\rho}{B_0} \frac{\partial B}{\partial x} = \frac{\partial \rho}{\partial x} \frac{\rho}{\beta \gamma} \frac{\partial \beta \gamma}{\partial x},
\]

where $\beta \gamma = \frac{\beta}{\sqrt{1 - \beta^2}}$ and $\beta$ is given by eq. (2.10). As shown in ref. [11] the chain rule and the relations between infinitesimal quantities illustrated in figure 1 yields:

\[
\frac{\partial \rho}{\partial x} = \frac{\partial \rho}{\partial a} \frac{\partial a}{\partial x} + \frac{\partial \rho}{\partial \theta} \frac{\partial \theta}{\partial x} = \frac{1}{r} \left( \frac{\partial \rho}{\partial a} \frac{ds}{d\theta} - \frac{\partial \rho}{\partial \theta} \frac{dr}{d\theta} \frac{ds}{d\theta} \right),
\]

where $\frac{ds}{d\theta}$ is given by eq. (2.12). If one chooses $R_\infty$ to be the unit of length, the numerical integration is done entirely from the knowledge of $r(a, \theta)$ and its partial derivatives. And since the transverse tunes are unitless numbers, their values are not affected by the choice of the unit of length, i.e. independent of $R_\infty$. The transverse tunes derive entirely from the shape of the orbits, and from absolutely nothing else.

Note that, to be able to calculate tunes in this way, the function $r(a, \theta)$ must be sufficiently smooth for the following partial derivatives: $\frac{\partial r}{\partial \theta}$, $\frac{\partial r}{\partial \theta^2}$, $\frac{\partial^2 r}{\partial a \partial \theta}$, $\frac{\partial^2 r}{\partial a^2 \partial \theta}$, $\frac{\partial^3 r}{\partial a^3 \partial \theta}$ to be defined.
2.3 Corresponding isochronous field map

So far we have only needed the knowledge of the shape \( r(a, \theta) \) of the closed orbits to calculate tunes. The question that comes to mind is: what magnetic field distribution produces these closed orbits? The answer will depend on the choice of the particle mass \( m \) and charge \( q \), and the scale of the solution will depend on the value of \( R_{\infty} \). The magnetic field within the median plane is given by:

\[
B(r, \theta) = \frac{\beta(a)}{\sqrt{1 - \beta^2(a)}} \frac{m}{q \rho(a, \theta)},
\]

(2.16)

where \( \rho(a, \theta) \) is given by eq. (2.13), \( \beta(a) \) is given by eq. (2.10), and \( a = a(r, \theta) \) is calculated from \( r(a, \theta) \) using numerical root finding. The magnetic field off the median plane can be obtained from extrapolation using Maxwell’s equations, see for instance ref. [12].

In the examples presented below, the transverse tunes and orbital frequency are crosschecked using particle tracking in 2-dimensional polar field map with the reference code CYCLOPS [13]. The field maps provided to CYCLOPS are generated using eq. (2.16).

3 Compact cyclotron example

3.1 Geometrical design

Let’s consider the following way of parametrizing the shape of the closed orbits:

\[
r(a, \theta) = a \left( 1 + C(a) \cos \left( N(\theta - \phi(a)) \right) \right),
\]

(3.1)

which is equivalent to using eq. (2.8) truncated to order \( j = 1 \). One now needs to find a way to define the two functions \( C(a) \) and \( \phi(a) \) using a finite — and hopefully small — number of degrees of freedom. We do this by constraining the values of \( C(a) \) and \( \phi(a) \) for a few orbits, and we use a cubic spline interpolation for any intermediate value of \( a \).

In the example presented in table 1, we define \( r(a, \theta) \) following eq. (3.1) constraining the values of \( C(a) \) and \( \phi(a) \) for only 5 different orbits. Since we are considering the design of a compact cyclotron, where the radius of the innermost orbit is small compared to the magnetic gap of the cyclotron magnet, the innermost orbit is necessarily very close to a perfect circle [14]. For this reason we choose \( C(0.004 \times R_{\infty}) = 0 \). The initial value of \( \phi(a) \) can be chosen arbitrarily, and so we set \( \phi(0.004 \times R_{\infty}) = 0 \). (We resign ourselves to the fact that this first turn will have radial tune of 1 and vertical tune of zero.) Four more values of \( C \) and \( \phi \) remain to be chosen: the magnetic field of the entire cyclotron is parametrized with only \( 4 \times 2 = 8 \) degrees of freedom.

To setup an optimization problem, one needs to choose an objective: we chose to minimize the RMS variation of the radial and vertical tunes over the acceleration range of the cyclotron. Now it is just a matter of letting some optimization routine (python scipy.optimize.minimize in our case) adjust the 8 degrees of freedom to best satisfy the objective function. Since the calculation of one set of tunes takes under a second, and the number of parameters to adjust in only 8, this process takes on the order of minutes. The result obtained in the case of a 3-sector cyclotron are presented in table 1 and figures 2 to 4. Note that, because of the constraint noted above, the tunes start at \( v_r = 1 \) and \( v_z = 0 \), but rapidly increase to \( v_r \approx 1.3 \) and \( v_z \approx 0.47 \) and remain there for the entire range of the machine (until \( a = 0.425 \times R_{\infty} \)).
Table 1. Orbit shape parameters for the compact cyclotron example.

| $a/R_{\infty}$ | C    | $\phi$/rad |
|----------------|------|-------------|
| 0.004          | 0.0  | 0.0         |
| 0.14           | 0.07297 | 0.5636     |
| 0.24           | 0.08343 | 0.5687     |
| 0.35           | 0.07129 | 0.4080     |
| 0.425          | 0.04683 | 0.2383     |

Figure 2. Tunes obtained using the parameters in table 1. Betatron resonance conditions are presented up to 3rd order, with the structural resonances shown with thick lines and non-structural with thin lines.

3.2 Magnet design: 200 MeV H$^+_2$ cyclotron

To design a magnet that produces the same field distribution as in figure 3, we use a python script which produces OPERA-3D command input files, runs them, processes the solutions, and iterates. This entirely automatic procedure took about 70 iterations to converge to the result presented in figures 5 to 7, each iteration taking on the order of hours.

The tunes presented in figure 7 are in excellent agreement with figure 4. The relative variation of the orbital frequency plotted in figure 7 could still be improved, but is sufficient to allow isochronous acceleration to 200 MeV with as little as 120 kV of rf voltage per turn with a harmonic number of 1. This demonstrates that it is in principle possible to design an isochronous cyclotron with transverse tune constant over a wide momentum range.
Figure 3. Example of isochronous field map produced using from_orbit. The 5 orbits shown in red were used to construct the spline function $r(a, \theta)$, which in turn was used to produce the magnetic field map.

Figure 4. Transverse tunes, and relative variation of the orbital frequency, plotted as a function of the $H_2^+$ beam energy for the example shown in figure 3. Crosses show the results of calculation from from_orbit. Solid lines are results obtained after extracting a magnetic field map from from_orbit, and running it through the standard orbit code CYCLOPS[13].

One can however not build a practical cyclotron based on the magnet design presented in figure 5: the magnet pole valleys are likely too shallow to install rf resonators. This means that we have to
Figure 5. View of the OPERA-3D magnet model.

Figure 6. Difference between the desired and the achieved magnetic field in the magnet mid-plane.

impose additional constraints on the shape of the orbits to obtain a more flat-top field distribution. It will lead us to use more harmonics in the Fourier series of eq. (3.1). This is what we explore in the next section.

4 High-energy ring cyclotron example

Let’s impose some constrains on $r(a, \theta)$ so that the orbits have long straight sections, like in a ring cyclotron with drift spaces between sectors. For this example we chose to use the same basic parameters — number of sectors = 10, $R_c = 28$ m, etc. — of the proposed 0.8 to 2 GeV CIAE ring cyclotron [15, 16].
4.1 Smooth-orbits with straight sections

We cover the area between 0.8 GeV and 2 GeV using again 5 different orbits. Each orbit is defined as a spline, with periodic boundary conditions. The splines are made to pass through a few points that are aligned, forcing each orbit to be straight over some minimum distance. Each spline is parametrized with 4 constraints: the angular width and tilt of the straight section, plus the angular position and radius of the center of the reversed bend. We also introduce for each orbit an angular shift with respect to the innermost one. This sums up to a total of $5 \times 4 + 4 = 24$ parameters. We then calculate the Fourier transform of each of the 5 orbits as in eq. (2.8), truncating at order $j = 9$. Like was done in section 3.1, the values of each harmonics $C_j$ and $S_j$ are interpolated for intermediate values of $a$ using cubic splines.

We let the optimizer adjust these 24 free parameters, with the objective to minimize the RMS tune variation. We found a large number of solutions, and picked one with the tunes away from low-order betatron resonance lines, see figure 9. The corresponding orbit shapes and field distribution are presented in figures 10 and 11.

4.2 Constant-tune 2 GeV cyclotron

Both vertical and horizontal tunes are constant to better than 0.01, and the field is isochronous to a very high precision, see figure 8. Particle tracking using the cyclotron code CYCLOPS[13], shown with solid lines on figure 8, confirms this result. The corresponding magnetic field presents $\sim 9$ degree wide low-field sections, see figures 10 and 11. The entire tune spread is barely visible on the tune diagram around the working point $(2.78, 3.16)$, see figure 9.
Figure 8. Transverse tunes, and relative variation of the orbital frequency, plotted as a function of the proton beam energy. Crosses show the results of calculation from from_orbit. Solid lines are results obtained after extracting a magnetic field map from from_orbit, and running it through the standard orbit code CYCLOPS.

Figure 9. Tunes obtained using the field distribution shown in figure 10 are show in black, and appear as a small dot near the bottom right corner. Betatron resonance lines are shown up to 4th order, with the structural resonances shown with thick lines and non-structural with thin lines.
Figure 10. Magnetic field contours, with corresponding closed orbits, for a 10-sector 0.8 to 2 GeV proton cyclotron. Five closed orbits are shown with thin dotted lines. The radii of the inner orbit and outer orbit are given for scale. Note the regions of low magnetic field are available for installation of rf cavities, injection and extraction systems, etc.

Figure 11. Magnetic field ($B_z$) along the 5 orbits shown in figure 10. The proton energy for each orbit is shown in the legend.
5 Conclusion

We have demonstrated that cyclotron magnetic fields with constant tunes can be designed. Except for the central few orbits in a compact cyclotron, this avoids crossing betatron resonances. In ring cyclotrons, the tunes can be made completely constant, while being isochronous. Future work is required to convert the fields into actual steel and coil configurations.

The source code used to calculate tunes and generate fields maps for all the examples presented in this paper has been developed under a GPL-3 license and is available from: https://gitlab.triumf.ca/tplanche/from-orbit.
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