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Abstract. The generalization of the pinch technique to all orders in the electroweak sector of the Standard Model within the class of the renormalizable 't Hooft gauges, is presented. In particular, both the all-order PT gauge-boson– and scalar–fermions vertices, as well as the diagonal and mixed gauge-boson and scalar self-energies are explicitly constructed. This is achieved through the generalization to the Standard Model of the procedure recently applied to the QCD case, which consist of two steps: (i) the identification of special Green’s functions, which serve as a common kernel to all self-energy and vertex diagrams, and (ii) the study of the (on-shell) Slavnov-Taylor identities they satisfy. It is then shown that the ghost, scalar and scalar–gauge-boson Green’s functions appearing in these identities capture precisely the result of the pinching action at arbitrary order. It turns out that the aforementioned Green’s functions play a crucial role, their net effect being the non-trivial modification of the ghost, scalar and scalar–gauge-boson diagrams of the gauge-boson– or scalar–fermions vertex we have started from, in such a way as to dynamically generate the characteristic ghost and scalar sector of the background field method. The pinch technique gauge-boson and scalar self-energies are also explicitly constructed by resorting to the method of the background-quantum identities.
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1. Introduction

The possibility of defining a consistent perturbative expansion of a non-Abelian gauge theory in the continuum, is intimately connected with the prescription of a gauge fixing procedure; the latter will in fact remove the redundant degrees of freedom originating from gauge invariance, thus allowing for the derivation of a self-consistent set of Feynman rules. At this point however, a new type of redundancy appears, for as the Green’s functions of the theory, which constitutes the building blocks of the perturbative expansion, will carry a great deal of unphysical information, their dependence on the gauge fixing parameter ($\xi$ in $R_\xi$ gauges, $\xi_Q$ in the background field gauge, $n_\mu$ in axial gauges, etc.) being a paradigmatic example. As long as one deals strictly with physical quantities (such as $S$-matrix elements), this gauge fixing parameter dependence is not a problem at all, since it is never to be seen; on its turn, the latter fact suggests therefore that large cancellations, driven by powerful field theoretical mechanisms, take place among the various Green’s functions of the theory.

A tool to unveil such cancellations has been the Pinch Technique (PT) \[1\], a (diagrammatic) technique by which a given physical amplitude is reorganized into sub-amplitudes, which have the same kinematic properties as conventional $n$-point functions (self-energies, vertices and boxes) being in addition endowed with important physical properties, such as the independence of the gauge-fixing scheme and parameters chosen to quantize the theory, gauge-invariance, \[i.e., \] the PT Green’s functions satisfy simple tree-level-like Ward identities (WIs) instead of the usual complicated non linear Slavnov-Taylor identities (STIs) involving ghost fields], the display of only physical thresholds, and, finally, a good behavior at high energies. The aforementioned reorganization has been achieved diagrammatically at the one \[1\] and two \[2\] loops, by recognizing that longitudinal momenta circulating inside vertex and box diagrams can change the topology of the latter by “pinching out” internal fermion lines, generating in this way propagator-like terms; these terms are then reassigned to conventional self-energies graphs in order to give rise to the effective PT Green’s functions, which manifestly possess the properties (generally associated to physical observables) described above.

The conceptual and phenomenological advantages of being able to work with such special Green’s functions in a non-Abelian field theoretical context \[such as the Standard Model (SM)]\], are to be found in those physical circumstances where one has to go beyond the confines of fixed order perturbation theory, to look for a systematic rearrangement/resummation of the perturbative series. An exemplification of this situation, that captures simultaneously the multitude of problems involved, is given by the problem of computing transition amplitudes in the vicinity of resonances, where the tree-level propagator of the particle mediating the interaction, $\Delta = (s - M^2)^{-1}$, becomes singular as the center-of-mass energy $\sqrt{s} \sim M$ \[3\]. The standard way for regulating this physical kinematic singularity is to use a Breit-Wigner type of propagator, which essentially amounts to the replacement $(s - M^2)^{-1} \rightarrow (s - M^2 + i\Gamma)^{-1}$, where $\Gamma$ is the width of the unstable (resonating) particle. The field-theoretical mechanism which
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Enables this replacement is the Dyson resummation of the (one-loop) self-energy $\Pi(s)$ of the unstable particle, which leads to the substitution $(s - M^2)^{-1} \to (s - M^2 + \Pi(s))^{-1}$ [the running width of the particle is then defined as $M\Gamma(s) = \text{Im}\,\Pi(s)$]. This means then that the Breit-Wigner procedure is in fact equivalent to a reorganization of the perturbative series: the Dyson summation of the self-energy $\Pi(s)$ amounts to removing a particular piece from each order of the perturbative expansion, since from all the Feynman graphs contributing to a given order $n$ we only pick the part which contains $n$ self-energy bubbles $\Pi(s)$, and then take $n \to \infty$. Given that non-trivial cancellations involving the various Green’s function is generally taking place at any given order of the conventional perturbative expansion, the act of removing one of them from each order can distort those cancellations, finally introducing spurious gauge fixing parameter dependences in the resummed propagator $\Pi(s)$; this is indeed what happens when constructing non-Abelian running widths in general, and the SM ones in particular. The application of the PT ensures that all unphysical contributions contained inside $\Pi(s)$ have been identified and properly discarded, before $\Pi(s)$ undergoes resummation [4]. Thus, at one-loop order, the resummation formalism based on the PT accomplishes the simultaneous reconciliation of crucial physical requirements such as gauge independence, gauge invariance, renormalization-group invariance, and the optical and equivalence theorems [5].

As a second example, we consider the proper definition of form factors in non-Abelian theories. This definition poses in general many problems, basically related to the gauge independence/invariance of the final answer [6]. The application of the PT in this context, has allowed for an unambiguous definition of such quantities, some representative SM examples being the magnetic dipole and electric quadrupole moments of the $W$ [7], the top-quark magnetic moment [8], and the neutrino charge radius [9]. Most notably, the gauge independent, renormalization group invariant, and target independent SM neutrino charge radius constructed through the PT constitutes a genuine physical observable, since it can be extracted (at least in principle) from experiments [10].

Other interesting applications include the gauge-invariant formulation of the process independent part of the $\rho$ parameter at one- [11] and two-loops [12], various finite temperature calculations [13], the correct definition of non-Abelian effective charges [14], a novel approach to the comparison of electroweak data with theory [15], resonant CP violation [16], the construction of the two-loop PT quark self-energy [17], and, more recently, the issue of (supersymmetric) particle mixings [18] [19], the determination of the gauge independent form factors for Møller scattering and their relation to the running of the weak mixing angle [20], and the discussion of the PT as a physical renormalization scheme for GUTs [21].

One question that has not been answered yet, is the one regarding the possibility of generalizing the PT (and thus many of the aforementioned results) to all orders in the context of spontaneously broken theories in general, and of the electroweak sector of the SM in particular. With respect to the QCD case, two are the main difficulties
of working in the spontaneous symmetry breaking scenario, which makes the all-order generalization of the PT procedure a much more challenging exercise. The first one is related to the proliferation of Feynman diagrams due to the richer particle spectrum of such theories; the second one is related to the complications arising from the presence of Goldstone’s bosons, which implies that the BRST symmetry (and therefore the STIs) will now be realized through them. Nevertheless, by unveiling the intertwining between the PT and the BRST symmetry underlying the theory, we will show that the all-order generalization becomes possible along the same lines put forward in [22] for the QCD case.

To this end, in Section 2 we introduce our notations and conventions together with a brief review of the Batalin-Vilkovisky and Nielsen formalism, which will be later used in deriving and analyzing the PT Green’s functions. Then, in Section 3 we will review the PT in the case of non-conserved currents, and proceed to isolate all the possible sources of pinching momenta, i.e., the tree-level (gauge-bosons) propagators and the trilinear vertices of the type $\mathcal{V}^3$ and $\mathcal{S}^2\mathcal{V}$ (where $\mathcal{V}$ and $\mathcal{S}$ stands for gauge-bosons and scalars respectively, see below).

Each one of these sources is then treated separately in Section 4. We first show how the $R_\xi$ Feynman gauge ($R_\xi$FG) $\xi = 1$ is reached by establishing a connection between the PT and the Nielsen identities formalism; in this way the longitudinal momenta coming from the propagators are eliminated. Then we concentrate on the pinching momenta of the trilinear vertices by reexamining the PT algorithm in the light of the BRST symmetry, and arguing that the original one-loop PT rearrangements are but lower-order manifestations of a fundamental cancellation taking place between graphs of distinct kinematic nature when computing the divergence of a special four-point function that will also be isolated.

Sections 5 and 6 are somewhat more technical and present in great detail the construction of the (all orders) PT gauge-boson– and scalar–fermion-fermion vertices both in the charged as well as in the neutral sector. Once the effective Green’s functions have been constructed, they will be compared to the corresponding Green’s functions obtained in the Feynman gauge of the background field method (BFM) [23]. The latter is a special gauge-fixing procedure, implemented at the level of the generating functional. In particular, it preserves the symmetry of the action under ordinary gauge transformations with respect to the background (classical) gauge field $\hat{V}_\mu$, while the quantum gauge fields $V_\mu$ appearing in the loops transform homogeneously under the gauge group, i.e., as ordinary matter fields which happened to be assigned to the adjoint representation [24]. As a result of the background gauge symmetry, the $n$-point functions $\langle 0 | T \left[ \hat{V}_{\mu_1}(x_1)\hat{V}_{\mu_2}(x_2)\ldots\hat{V}_{\mu_n}(x_n) \right] | 0 \rangle$ are gauge-invariant, in the sense that they satisfy naive, QED-like WIs. Notice however that they are not gauge-independent, because they depend explicitly on the quantum gauge-fixing parameter $\xi_Q$ used to define the tree-level propagators of the quantum gluons. In theories with spontaneous symmetry breaking this dependence on $\xi_Q$ gives rise to unphysical thresholds inside these Green’s functions for $\xi_Q \neq 1$, a fact which limits their usefulness for resummation purposes
Only the case of the background Feynman gauge (BFG) \( i.e., \) BFM with \( \xi_Q = 1 \) is free from unphysical poles, and it has been shown that the results of these Green’s functions collapse to those of the PT, at one loop \([25]\) (full SM) and at two loops \([26]\) (SM with massless fermions). As we will see, this correspondence between the PT Green’s functions and the ones obtained using the BFG persists to all orders in the full SM case, in a complete parallel to the QCD case \([22]\). We would like to stress that in deriving such a correspondence, at no point we will employ an \textit{a priori} knowledge of the BFM. Instead both its special ghost sectors, as well as the different vertices involving one background and two quantum fields, will arise \textit{dynamically} and, at the same time, will be projected out to the special value \( \xi_Q = 1 \). Once this equality between the Green’s functions obtained using either schemes has been established and correctly interpreted (see Section \([5]\)), it will provide a valuable book-keeping scheme, since the BFM Feynman rules in the Feynman gauge can be directly employed in the construction of the effective PT Green’s functions.

In Section \([7]\) we construct explicitly the PT two-point functions using the BQIs together with the results on the vertices previously proved. Finally, the paper ends with our conclusions and two appendices, where the STIs and BQIs used in our proof are listed.

2. Prolegomena

2.1. The electroweak lagrangian

In order to define the relevant quantities and set up the notation used throughout the paper, we begin by writing the classical (gauge invariant) Standard Model (SM) lagrangian as

\[
\mathcal{L}_{\text{SM}}^{cl} = \mathcal{L}_{\text{YM}} + \mathcal{L}_H + \mathcal{L}_F. \tag{2.1}
\]

The gauge invariant \( SU(2)_W \otimes U(1)_Y \) Yang-Mills part \( \mathcal{L}_{\text{YM}} \) consists of an isotriplet \( W^a_{\mu} \) (with \( a = 1, 2, 3 \)) associated with the weak isospin generators \( T^a_W \), and an isosinglet \( W^4_{\mu} \) with weak hypercharge \( Y_W \) associated to the group factor \( U(1)_Y \); it reads

\[
\mathcal{L}_{\text{YM}} = -\frac{1}{4} F^{a}_{\mu \nu} F^{a \mu \nu} = -\frac{1}{4} \left( \partial_{\mu} W^a_{\nu} - \partial_{\nu} W^a_{\mu} + g_f f^{abc} W^b_{\mu} W^c_{\nu} \right)^2 - \frac{1}{4} \left( \partial_{\mu} W^4_{\nu} - \partial_{\nu} W^4_{\mu} \right)^2. \tag{2.2}
\]

The Higgs-boson part \( \mathcal{L}_H \) involves a complex \( SU(2)_W \) scalar doublet field \( \Phi \) and its complex (charge) conjugate \( \tilde{\Phi} \), given by

\[
\Phi = \left( \begin{array}{c} \phi^+ \\ i \sqrt{2} (H + i \chi) \end{array} \right), \quad \tilde{\Phi} \equiv i \tau_2 \Phi^* = \left( \begin{array}{c} \frac{1}{\sqrt{2}} (H - i \chi) \\ \phi^- \end{array} \right). \tag{2.3}
\]

Here \( H \) denotes the physical Higgs field, while \( \phi^\pm \) and \( \chi \) represents respectively the charged and neutral unphysical (Goldstone’s) degrees of freedom. Then \( \mathcal{L}_H \) takes the form

\[
\mathcal{L}_H = (D_{\mu} \Phi)^\dagger (D^\mu \Phi) - V(\Phi), \tag{2.4}
\]
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with the covariant derivative $D_\mu$ defined as

$$D_\mu = \partial_\mu - ig_W T^a_W W^a_\mu + ig_1 \frac{Y_W}{2} W^4_\mu,$$

(2.5)

and the Higgs potential as

$$V(\Phi) = \frac{\lambda}{4} (\Phi^\dagger \Phi)^2 - \mu^2 (\Phi^\dagger \Phi).$$

(2.6)

The SM leptons (we neglect the quark sector in what follows) are grouped into left-handed doublets

$$\Psi^L_i = P_L \Psi_i = \left( \nu^L_i \ell^L_i \right),$$

(2.7)

which transform under the fundamental representation of $SU(2)_W \otimes U(1)_Y$, and right-handed singlets (which comprise only the charged leptons)

$$\psi^R_i = P_R \psi_i = \ell^R_i,$$

(2.8)

transforming with respect to the Abelian subgroup $U(1)_Y$ only. In the previous formulas, $i$ is the generation index, and the projection operators are defined according to

$$P_{L,R} = \frac{1}{2} (1 \mp \gamma^5).$$

(2.9)

The leptonic part of $\mathcal{L}_F$ reads

$$\mathcal{L}_F = \sum_i \left( i\bar{\nu}^L_i \gamma^\mu D_\mu \nu^L_i + i\bar{\ell}^L_i \gamma^\mu D_\mu \ell^L_i - \bar{\Psi}^L_i G^L_i \psi^R_i \Phi + h.c. \right),$$

(2.10)

with $G^L_i$ the Yukawa coupling.

The Higgs field $H$ will give mass to all the Standard Model fields, by acquiring a vacuum expectation value $v$; in particular the masses of the gauge fields are generated after absorbing the massless would-be Goldstone bosons $\phi^\pm$ and $\chi$. The physical massive gauge-bosons $W^\pm$, $Z$ and the (massless) photon $A$ are then obtained by diagonalizing the mass matrix, and reads

$$W^\pm_\mu = \frac{1}{\sqrt{2}} \left( W^1_\mu \mp i W^2_\mu \right), \quad \left( \begin{array}{c} Z_\mu \\ A_\mu \end{array} \right) = \left( \begin{array}{cc} c_w & s_w \\ -s_w & c_w \end{array} \right) \left( \begin{array}{c} W^3_\mu \\ W^4_\mu \end{array} \right),$$

(2.11)

where

$$c_w = \cos \theta_w = \frac{g_W}{\sqrt{g_1^2 + g_W^2}} = \frac{M_W}{M_Z}, \quad s_w = \sin \theta_w = \sqrt{1 - c_w^2},$$

(2.12)

with $\theta_w$ the weak mixing angle.

For quantizing the theory, a gauge fixing term must be added to the classical Lagrangian $\mathcal{L}^{cl}_{\text{SM}}$. To avoid tree-level mixing between gauge and scalar fields, a renormalizable $R_\xi$ gauge of the ’t Hooft type is most commonly chosen; this is specified by one gauge parameter for each gauge-boson, and defined through the linear gauge fixing functions

$$F^\pm = \partial^\mu W^\pm_\mu + i \xi_W M_W \phi^\pm, \quad F^Z = \partial^\mu Z_\mu - \xi_Z M_Z \chi, \quad F^A = \partial^\mu A_\mu,$$

(2.13)
yielding to the $R_\xi$ gauge fixing Lagrangian

\[ \mathcal{L}_{GF} = \xi_w B^+ B^- + B^+ F^- + B^- F^+ + \frac{1}{2} \xi_z (B^Z)^2 + B^Z F^Z + \frac{1}{2} \xi_A (B^A)^2 + B^A F^A. \]  

(2.13)

The fields $B^\pm$, $B^Z$ and $B^A$ represent auxiliary, non-propagating fields: they are the so-called Nakanishy-Lautrup Lagrange multipliers for the gauge condition, and they can be eliminated through their equations of motion

\[ B^\pm = -\frac{1}{\xi_w} F^\pm, \quad B^Z = -\frac{1}{\xi_z} F^Z, \quad B^A = -\frac{1}{\xi_A} F^A, \]  

(2.14)

which lead to the usual gauge fixing Lagrangian

\[ \mathcal{L}_{GF} = -\frac{1}{\xi_w} F^+ F^- - \frac{1}{2 \xi_z} (F^Z)^2 - \frac{1}{2 \xi_A} (F^A)^2. \]  

(2.15)

The Faddeev-Popov ghost sector corresponding to the above gauge fixing Lagrangian reads then

\[ \mathcal{L}_{FPG} = -\bar{u}^+ s F^+ - \bar{u}^- s F^- - \bar{u}^Z s F^Z - \bar{u}^A s F^A, \]  

(2.16)

where $s$ is the BRST operator (see below). The ghost Lagrangian contains kinetic terms for the Faddeev-Popov fields, which allows to introduce them as dynamical fields of the theory.

Summarizing, the complete Standard Model Lagrangian in the $R_\xi$ gauges is given by

\[ \mathcal{L}_{SM} = \mathcal{L}_{SM}^{cl} + \mathcal{L}_F + \mathcal{L}_{GF} + \mathcal{L}_{FPG}. \]  

(2.17)

The full set of Feynman rules derived from this Lagrangian (together with the BFM gauge fixing procedure and the corresponding Feynman rules) can be found in [27], and will be used throughout the paper.

2.2. The Batalin-Vilkovisky formalism

Due to the presence of the gauge fixing and Faddeev-Popov ghost terms, the SM lagrangian of Eq. (2.17), is no longer gauge invariant; however it is invariant under the BRST symmetry, whose transformations for the SM fields read

\[ s W^\pm_\mu = \partial_\mu u^\pm \mp i g_w W^\pm_\mu \sum V C^V u^V \pm i g_w \sum V C^V V^\mu u^\pm, \]

\[ s V_\mu = \partial_\mu u^V + i g_w C^V_\mu (W^+_\mu u^- - W^-_\mu u^+), \]

\[ s \phi^\pm = \pm \frac{ig_w}{2} (H \pm i \chi + v) u^\pm \pm i g_w \phi^\pm \sum V C^V_\mu u^V, \]

\[ s \chi = \frac{g_w}{2} (\phi^+ u^- + \phi^- u^+) - \frac{g_w}{2 c_w} (H + v) u^z, \]

\[ s H = \frac{ig_w}{2} (\phi^+ u^- - \phi^- u^+) + \frac{g_w}{2 c_w} \chi u^z, \]
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\[ s_{\nu_i}^L = \frac{ig_w}{\sqrt{2}} \ell_i^L u^+, \quad s_{\ell_i}^L = \frac{ig_w}{\sqrt{2}} \nu_i^L u^z, \]

\[ s_{\ell_i}^r = ig_w \ell_i^L \sum V \ell_i^V, \quad s_{\ell_i}^R = ig_w \ell_i^R (s_w u^A + \frac{s_w^2}{c_w} u^z), \]

\[ s_{\nu_i}^\pm = \pm ig_w u^\pm \sum V \nu_i^V, \quad s_{\ell_i}^\pm = -ig_w \ell_i^V u^+, \]

\[ s_{\ell_i}^V = -\frac{1}{\xi_w} F^\pm, \quad s_{\ell_i}^V = -\frac{1}{\xi_V} F^V, \]

\[ s^2 \Phi = 0, \quad \Phi = \text{any SM field}, \]

(2.18)

where \( V = A, Z \), and we have defined

\[ C_V = \begin{cases} 
   s_w, & \text{if } V = A, \\
   -c_w, & \text{if } V = Z.
\end{cases} \]

\[ C'_V = \begin{cases} 
   -s_w, & \text{if } V = A, \\
   \frac{c_w^2 - s_w^2}{2c_w}, & \text{if } V = Z.
\end{cases} \]

(2.19)

To take full advantage of the presence of the BRST symmetry, in the Batalin-Vilkovisky formalism [28] one introduces for each SM field \( \Phi \) a corresponding anti-field \( \Phi^* \), and couples them through the Lagrangian (for details see also [29, 30])

\[ \mathcal{L}_{\text{BRST}} = \sum \Phi^* s \Phi. \]

(2.20)

Then the BRST invariance of the SM action, or, that is the same, the unitarity of the \( S \)-matrix and the gauge independence of the physical observables, are encoded into the master equation

\[ \mathcal{G}(\Gamma) = 0, \]

(2.21)

where

\[ \mathcal{G}(\Gamma) = \int d^4 x \sum_{\Phi} \frac{\delta R \Gamma \delta L \Gamma}{\delta \Phi \delta \Phi^*}. \]

(2.22)

In Eq. (2.22), the sum runs over all the SM fields, \( R \) and \( L \) denote the right and left differentiation respectively, and finally \( \Gamma \) represents the effective action [which depends on the antifields through Eq. (2.20)]. This equation can be used to derive the complete set of non-linear STIs to all orders in the perturbative theory, via the repeated application of functional differentiation (see again [29, 30]).

However, the important point here is that the STI functional (2.22) can be written down in the BFM formalism. To this end, one introduces a set of background sources \( \Omega \) associated to each SM field that will be split into its background (\( \hat{\Phi} \)) and quantum (\( \Phi \)) parts. Then the master equation will read [29]

\[ \mathcal{G}'(\Gamma') = 0, \]

(2.23)

where

\[ \mathcal{G}'(\Gamma') = \mathcal{G}(\Gamma') + \int d^4 x \sum_{\Phi} \Omega \left( \frac{\delta R \Gamma}{\delta \Phi} - \frac{\delta R \Gamma}{\delta \Phi^*} \right), \]

(2.24)

and \( \Gamma' \) denotes the effective action depending on the background sources \( \Omega \) (\( \Gamma \equiv \Gamma'|_{\Omega = 0} \)).
Differentiation of the above STI functional with respect to the background sources and background or quantum fields, gives then rise to identities relating 1PI functions involving background fields with the ones involving quantum fields: these background-quantum identities (BQIs) can be then used as a tool to relate the PT answer to the BFM ones [22, 26, 30].

Finally a technical remark. When deriving STIs and BQIs in the Batalin-Vilkovisky formalism, we will always work with the minimal generating functional \( \Gamma \), where all the “trivial pairs” have been removed [31]. In the case of a linear gauge fixing, such as the one at hand, this is equivalent to working with the “reduced” functional \( \Gamma \), defined by subtracting from the complete generating functional \( \Gamma^C \) the local term \( \int d^4 x L_{GF} \) corresponding to the gauge fixing part of the Lagrangian. One should then keep in mind that the Green’s functions generated by the minimal effective action \( \Gamma \), or the complete one \( \Gamma^C \), are not equal [32]. At tree-level, one has for example that

\[
\Gamma^{(0)}_{W^\pm W^\mp}(q) = \Gamma^{C(0)}_{W^\pm W^\mp}(q) + \frac{i}{\xi_W} q_\mu q_\nu \\
= -i \left[ (q^2 - M_W^2) g_{\mu \nu} - q_\mu q_\nu \right],
\]

\[
\Gamma^{(0)}_{\phi^\pm \phi^\mp}(q) = \Gamma^{C(0)}_{\phi^\pm \phi^\mp} + i \xi_W M_W^2, \\
= iq^2.
\]

At higher orders the difference depends only on the renormalization of the \( W \) field and of the gauge parameter. It should also be noticed that, since we have eliminated the classical gauge-fixing fermion from the generating functional \( \Gamma \), we allow for tree-level mixing between the scalar and the gauge-boson sector, with

\[
\Gamma^{(0)}_{W^\pm \phi^\mp}(q) = \pm i M_W q_\mu, \\
\Gamma^{(0)}_{Z^\mu \chi}(q) = -M_Z q_\mu.
\]

### 2.3. Nielsen Identities

By enlarging the BRST symmetry, we can construct a tool to control the dependence of the Green’s functions on the gauge parameter \( \xi_i \) in a completely algebraic way.

We first of all start observing that, according to the fact that terms that are total BRST variation do not contribute between physical states, the sum of the gauge fixing and Faddeev-Popov lagrangians can be rewritten as

\[
L_{GF} + L_{FPG} = s \left( \frac{1}{2} \xi_W (\bar{u}^+ B^+ + \bar{u}^- B^-) + \bar{u}^+ F^+ + \bar{u}^- F^- + \frac{1}{2} \sum V \xi_V \bar{u}^V B^V \\
+ \sum V \bar{u}^V F^V \right).
\]

To gain control over the \( \xi_i \) parameter dependence of the Green’s functions we then promote the latter to be (static) fields and introduce their corresponding BRST sources \( \eta_i \) (with \( i = W, V \)) such that

\[
s \xi_i = \eta_i, \quad s \eta_i = 0.
\]
After doing this, Eq. (2.27) is no longer valid, and to preserve the BRST invariance of the SM Lagrangian one has to add to the sum \( \mathcal{L}_{GF} + \mathcal{L}_{FPG} \) the following term

\[
\mathcal{L}_N = -\frac{1}{2\xi_W} \eta_W \left( \bar{u}^+ F^+ + \bar{u}^- F^- \right) - \sum_V \frac{1}{2\xi_V} \eta_V \left( \bar{u}^V F^V \right),
\]

which will control the couplings of the sources \( \eta_i \) with the SM fields, giving the corresponding Feynman rules. For all practical calculations one can set \( \eta_i = 0 \) thus recovering both the unextended BRST transformations of Eq. (2.18), as well as the master equation of (2.21). However when \( \eta_i \neq 0 \), the master equation reads

\[
\mathcal{S}_{\eta}(\Gamma) = 0,
\]

where

\[
\mathcal{S}_{\eta}(\Gamma) = \mathcal{S}(\Gamma) + \eta_i \partial_{\xi_i} \Gamma.
\]

Thus, after differentiating this new master equation and setting \( \eta_i \) to zero, we get

\[
\partial_{\xi_i} \Gamma \bigg|_{\eta_i=0} = -\left( \int d^4x \partial_{\eta_i} \sum_{\Phi} \frac{\delta^2 \Gamma}{\delta \Phi \delta \Phi^*} \right) \bigg|_{\eta_i=0}.
\]

Establishing the above functional equation, allows (via the repeated application of functional differentiation) to control the gauge parameter dependence of the different Green’s functions appearing in the theory (but, unlike the PT, cannot be used to construct gauge invariant and gauge fixing parameter independent Green’s functions). These relations are known in the literature under the name of Nielsen identities (NIs) \[33\].

Notice, finally, that the extension of the BRST symmetry through Eq. (2.28) is just a technical trick to gain control over the gauge parameter dependence of the various Green’s functions appearing in the theory; thus, unlike the STIs generated from Eq. (2.22), Eq. (2.32) does not have to be preserved in the renormalization process, that will in general deform it (see \[32\] and references therein). We will briefly return to this issue in Section 4.4.3.

3. Electroweak PT

A general S-matrix element of a 2 \( \rightarrow \) 2 process can be written following the standard Feynman rules as

\[
T(s, t, m_i) = T_1(s, \xi) + T_2(s, m_i, \xi) + T_3(s, t, m_i, \xi),
\]

Evidently the Feynman diagrams impose a decomposition of \( T(s, t, m_i) \) into three distinct sub-amplitudes \( T_1, T_2, \) and \( T_3 \), with a very characteristic kinematic structure, \textit{i.e.} a very particular dependence on the the Mandelstam kinematic variables and the masses. Thus, \( T_1 \) is the conventional self-energy contribution, which only depends on the momentum transfer \( s \), \( T_2 \) corresponds to vertex diagrams which in general depend also on the masses of the external particles, whereas \( T_3 \) is a box-contribution, having in addition a non-trivial dependence on the Mandelstam variable \( t \). However, all these
sub-amplitudes, in addition to their dependence of the physical kinematic variables, also display a non-trivial dependence on the unphysical gauge fixing parameter parameter \( \xi \). Of course we know that the BRST symmetry guarantees that the total \( T(s,t,m_i) \) is independent of \( \xi \), i.e. \( dT/d\xi = 0 \); thus, in general, a set of delicate gauge-cancellations will take place. The PT framework provides a very particular realization of this cancellations. Specifically, the transition amplitude above can be decomposed as

\[
T(s,t,m_i) = \widehat{T}_1(s) + \widehat{T}_2(s,m_i) + \widehat{T}_3(s,t,m_i),
\]

i.e., in terms of three individually gauge-invariant and gauge fixing parameter independent quantities: a propagator-like part \( \widehat{T}_1 \), a vertex-like piece \( \widehat{T}_2 \), and a part containing box graphs \( \widehat{T}_3 \). The key observation that allow to reach this important result is that vertex and box graphs contain in general pieces, which are kinematically akin to self-energy graphs of the transition amplitude. The PT is a systematic way of extracting such pieces and appending them to the conventional self-energy graphs. In the same way, effective gauge invariant vertices may be constructed, if after subtracting from the conventional vertices the propagator-like pinch parts we add the vertex-like pieces, if any, coming from boxes. The remaining purely box-like contributions are then also gauge invariant.

In what follows we will consider for concreteness the \( S \)-matrix element for a \( 2 \to 2 \) fermion elastic scattering process

\[
f'(p'_1)\overline{f}'(p'_2) \to f(p_1)\overline{f}(p_2)
\]

with \( s = q^2 \) the square of the momentum transfer. One could equally well study the annihilation channel, in which case \( s \) would be the center-of-mass energy. If not stated explicitly we will always assume that the initial and final fermions are the same (i.e., no mixing will be considered).

In order to identify the pieces which are to be reassigned, in the original PT algorithm all one had to do is to resort to the fundamental WIs of the theory, triggered when the longitudinal momenta \( k_\mu \) appearing inside Feynman diagrams eventually reach the elementary gauge-boson–fermions vertex involving one on-shell fermion carrying momentum \( p_1 \) and one off-shell quark, carrying momentum \( p_1 + k \). In particular, in a theory with conserved currents (QCD or the SM with massless matter content) the WI triggered will be of the form

\[
k_\mu \gamma^\mu = S^{-1}(p_1 + k) + S^{-1}(p_1).
\]

Depending on the order and the topology of the diagram one is looking at, this final WI maybe activated immediately (as always happens at the one loop order), or as the final outcome of a sequential triggering of intermediate WIs (as happens at two and more loops). Of the two terms appearing in the above STI, the first one remove (“pinches” out) the internal bare fermion propagator \( S(p_1 + k) \) (thus generating a propagator-like piece), while the second one will vanish on-shell. The propagator-like pieces obtained in this way are next reassigned to the usual gauge bosons self-energies, giving rise to the corresponding PT self-energies.

In this paper, however, we stay general on the matter content of the SM, allowing for massive fermions, and thus non conserved currents. Now the application of the PT
in such a theory turns out to be rather more involved with respect to what we have just outlined. One of the main differences is that the charged \( W^\pm \) gauge bosons will couple to fermions with different masses, consequently modifying the WI of Eq. (3.3) to

\[
k_{\mu} \gamma^\mu P_L = S^{-1}(p_1 + k)P_L + P_RS^{-1}(p_1) + m_1P_L - mP_R. \tag{3.4}
\]

As before, the first two terms will pinch and vanish on-shell respectively, but the extra terms appearing in Eq. (3.4) give rise to additional propagator- and vertex-like contributions not present in the massless case, which are ultimately related to the presence in the theory of the would-be Goldstone’s bosons \( \phi^\pm \) and \( \chi \).

An important step in the PT procedure is then clearly the identification of all the longitudinal momenta involved, i.e. the momenta which can trigger the elementary WI above. The possible sources of longitudinal momenta are two: the bare tree-level gauge-boson propagators, and some of the trilinear vertices appearing in the theory. As far as the first ones are concerned, one has that the \( R_\xi \) bare tree-level gauge-boson propagator reads (\( \xi_W \equiv \xi_V = \xi \) from now on)

\[
\Delta_{\nu}^{\mu}(k) = -\frac{i}{k^2 - M_V^2} \left[ g^{\mu\nu} - (1 - \xi) \frac{k^\mu k^\nu}{k^2 - M_V^2} \right], \tag{3.5}
\]

and the longitudinal momenta are simply those multiplying the \((1 - \xi)\) term (and thus notice that they are not present in the \( R_\xi \) FG case \( \xi = 1 \)).

For isolating the longitudinal momenta coming from the trilinear vertices instead, one start noticing that the bare tree-level trilinear gauge boson vertex read (all the momenta are taken to be incoming, i.e., \( q + k_1 + k_2 = 0 \))

\[
\Gamma^{(0)}_{\alpha\mu\nu}(q, k_1, k_2) = -ig_\omega C_V \Gamma^{(0)}_{\alpha\mu\nu}(q, k_1, k_2)
\]

where \( \mathcal{V} = \{ W^\pm, Z, A \} \), \( C_V \) is defined in (2.19) and

\[
\Gamma^{(0)}_{\alpha\mu\nu}(q, k_1, k_2) = (q - k_1)_\nu g_{\alpha\mu} + (k_1 - k_2)_\alpha g_{\mu\nu} + (k_2 - q)_\mu g_{\alpha\nu}. \tag{3.6}
\]

The Lorentz structure \( \Gamma^{(0)}_{\alpha\mu\nu}(q, k_1, k_2) \) may be split into two parts \( \Pi \)

\[
\Gamma^{(0)}_{\alpha\mu\nu}(q, k_1, k_2) = \Gamma_F^{(0)}(q, k_1, k_2) + \Gamma_P^{(0)}(q, k_1, k_2), \tag{3.7}
\]

with

\[
\Gamma_F^{(0)}(q, k_1, k_2) = (k_1 - k_2)_\alpha g_{\mu\nu} + 2q_\nu g_{\alpha\mu} - 2q_\mu g_{\alpha\nu},
\]

\[
\Gamma_P^{(0)}(q, k_1, k_2) = k_{2\nu} g_{\alpha\mu} - k_{1\mu} g_{\alpha\nu}. \tag{3.8}
\]

The above decomposition allows \( \Gamma_F^{(0)}_{\alpha\mu\nu} \) to satisfy the WI

\[
q^\alpha \Gamma_F^{(0)}_{\alpha\mu\nu}(q, k_1, k_2) = [(k_2^2 - M_{\mathcal{V}_2}^2) - (k_1^2 - M_{\mathcal{V}_1}^2) + (M_{\mathcal{V}_1}^2 - M_{\mathcal{V}_2}^2)] g_{\mu\nu}, \tag{3.9}
\]
where the first two terms on the right-hand side are the difference of the two-inverse propagators appearing inside the one-loop vertex graphs (in the $R_\xi$ FG), while the last term accounts for the difference in their masses, and is associated to the coupling of the corresponding would-be Goldstone bosons. (A completely analogous, $\xi$-dependent separation of the three–gauge-boson vertex may be carried out, such that the divergence of the non-pinching part will equal to the difference of two inverse tree-level propagators written for arbitrary value of $\xi$. This decomposition appears for the first time in Eq.(4.4) of [34], and has also been employed in [35].)

Equation (3.9) has to be compared with the usual tree level WI

$$ q^\alpha \Gamma^{(0)}_{\alpha \mu \nu}(q, k_1, k_2) = [(k_2^2 - M_{\nu_2}^2) - (k_1^2 - M_{\nu_1}^2)] g_{\mu \nu} + k_{1\mu} k_{1\nu} - k_{2\mu} k_{2\nu}. \quad (3.10) $$

The term $\Gamma_{\alpha \mu \nu}^P$, which in configuration space corresponds to a pure divergence, is the interesting one: in fact, it contains the longitudinal momenta, which will eventually trigger the PT rearrangements.

However, when considering the non-conserved current case, this is not the end of the story, since additional graphs involving the would-be Goldstone’s bosons $\phi^\pm$, $\chi$ and the physical Higgs boson $H$ (which do not couple to massless fermions), must now be included: these diagrams give rise, when considering the scalar sector of the theory, to new pinch contributions as a result of the longitudinal momenta carried by the trilinear vertices of the type $S^2 \nu^\mu$. These bare tree-level vertices read in fact (all momenta incoming)

$$ k_2 \quad S_2 $$

$$ S_1 \quad q \quad - \quad \frac{\Gamma^{(0)}_{\nu \mu \nu}(q, k_1, k_2)}{k_1 \quad \nu} = i g_w C \Gamma^{(0)}_{\nu \mu}(q, k_1, k_2) $$

where $C$ is a coefficient depending on the actual particle content of the vertex, and we have

$$ \Gamma^{(0)}_{\mu}(q, k_1, k_2) = (q - k_2)_\mu. \quad (3.11) $$

From the Lorentz structure above, we can then isolate the longitudinal momentum $k_1$, writing

$$ \Gamma^{(0)}_{\mu}(q, k_1, k_2) = \Gamma^F_{\mu}(q, k_1, k_2) + \Gamma^P_{\mu}(q, k_1, k_2) \quad (3.12) $$

with

$$ \Gamma^F_{\mu}(q, k_1, k_2) = 2 q_{\mu}, \quad \Gamma^P_{\mu}(q, k_1, k_2) = k_{1\mu}. \quad (3.13) $$

and the $\Gamma^P_{\mu}(q, k_1, k_2)$ part will be then the one that trigger the relevant STIs for the scalar case.
Before concluding this section, we would like to comment on an additional subtle point. One of the main obstacles related to the generalization of the PT beyond one-loop has been the issue of whether or not a splitting analogous to that of Eqs. (3.7) and (3.12) should take place for the \textit{internal} three-gauge-boson vertices, \textit{i.e.}, vertices where all the three legs are irrigated by virtual momenta (so that \( q \) never enters \textit{alone} into any of the legs). This issue has been resolved by resorting to the special unitarity properties satisfied by the PT Green’s functions. The final answer (put forward in [2]) is that no splitting should take place for \textit{any} of these internal trilinear vertices; this will also be the strategy adopted in all what follows.

4. The fundamental cancellations

In what follows we will explain in detail how one has to deal with the longitudinal momenta we have been isolating in the previous section. In particular, we will show that on the one hand, as far as the longitudinal momenta coming from the propagators are concerned, one can effectively work without loss of generality in the \( R_\xi \)FG, so that they can be completely neglected; on the other hand for the longitudinal momenta coming from the trilinear vertices (which are present also in the \( R_\xi \)FG), we will explain how the PT rearrangements enforced by the WI of Eq. (3.4), can be collectively captured at any order through the judicious exploitation of the STIs satisfied by some special Green’s functions, which serve as a common kernel to all higher order self-energies and vertex diagrams.

4.1. Gauge-boson propagators: NIs

Has already noticed the longitudinal momenta coming from the gauge-boson propagator vanish in the \( R_\xi \)FG. In fact, provided that one is studying the entire \( S \)-matrix (as we do), one could in principle start directly in the \( R_\xi \)FG, since that the entire \( S \)-matrix written in the \( R_\xi \)FG is equal to the same entire \( S \)-matrix written in any other gauge have been shown long ago. What is less obvious is that all the relevant cancellations of the gauge parameter dependent pieces proceed without the need of carrying out integrations over the virtual loop momenta, thus maintaining the kinematic identity of the various Green’s functions intact. This constitutes in fact a point of central importance within the PT philosophy, and has been shown to indeed the case by explicit calculations at one [1] and two [17] loops.

Here we will show explicitly that this assumption is true to all orders (thus justifying once and for all the PT projection to the \( R_\xi \)FG), by resorting to the NIs, following closely [32]. The only hypothesis we make is that in the renormalization procedure we remove all the tadpoles and fix the parameters of \( \mathcal{L}_{\text{SM}}^{\text{cl}} \) using physical observables: then all the possible deformations of Eq. (2.32) are bound to drop out from the amplitude, and the following proof goes through to all orders (provided the STIs have been restored order by order as we always assume) independently both of the specific choice of
the renormalization of unphysical parameters, as well as of the regularization scheme adopted.

Let then $Z_{f_1 f_2 f_1 f_2}^{tr}$ be the truncated Green’s function associated to our four fermion process, and let us decompose it as

$$Z_{f_1 f_2 f_1 f_2}^{tr} = i \Gamma_{f_1 f_2 f_1 f_2} - \left( \Gamma_{f_1 f_2 f_1 f_2} \Delta_{\Phi \Phi'} \Gamma_{\Phi' f_1 f_2} + \Gamma_{f_1 f_2 f_1 f_2} \Delta_{\Phi \Phi'} \Gamma_{\Phi' f_1 f_2} \right), \quad (4.1)$$

where a sum over repeated fields (running over all the allowed SM combinations) is intended, $\Delta_{\Phi \Phi'}(q)$ indicates a (full) propagator between the SM fields $\Phi$ and $\Phi'$, and we have omitted the momentum dependence of the Green’s functions as well as Lorentz indices. Then,

$$\partial_\xi Z_{f_1 f_2 f_1 f_2}^{tr} = i \partial_\xi \Gamma_{f_1 f_2 f_1 f_2} - \partial_\xi (\Gamma_{f_1 f_2 f_1 f_2} \Delta_{\Phi \Phi'} \Gamma_{\Phi' f_1 f_2}) - \partial_\xi (\Gamma_{f_1 f_2 f_1 f_2} \Delta_{\Phi \Phi'} \Gamma_{\Phi' f_1 f_2}) = 0. \quad (4.2)$$

The NIs allow then to uncover the patterns of the rearrangements needed to get the above equality, and these will reveal to actually be PT patterns. Under our assumptions, the NIs for the various terms that appear in Eq. (4.2) can be derived from the master equation (2.32) and read (neglecting terms that either vanish due to the on-shell conditions of the external fermions or cancel when using the LSZ reduction formula)

$$\partial_\xi \Delta_{\Phi \Phi'} = \Delta_{\Phi \Phi'} \Gamma_{\eta \Phi' \Phi' \Phi} + \Gamma_{\eta \Phi' \Phi' \Phi} \Delta_{\Phi' \Phi' \Phi},$$

$$- \partial_\xi \Gamma_{f_1 f_2 f_1 f_2} = \Gamma_{\eta \Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2} + \Gamma_{\eta \Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2},$$

$$- \partial_\xi \Gamma_{f_1 f_2 f_1 f_2} = \Gamma_{\eta \Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2} + \Gamma_{\eta \Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2} + \Gamma_{\eta \Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2}.$$

Then, we see immediately that the boxes are not needed for removing the gauge fixing parameter dependence of the internal self-energies, since the latter is exactly canceled from the vertices alone, according to the pattern

$$- \Gamma_{f_1 f_2 f_1 f_2} \Delta_{\Phi \Phi'} \Gamma_{\eta \Phi' \Phi' \Phi} + \Gamma_{\eta \Phi' \Phi' \Phi} \Delta_{\Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2} + \Gamma_{\eta \Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2} + \Gamma_{\eta \Phi' \Phi' \Phi} \Gamma_{\Phi' f_1 f_2} = 0. \quad (4.4)$$

Finally, using the relation $\Delta_{\Phi \Phi'} \Gamma_{\eta \Phi' \Phi'} = i \delta_{\Phi \Phi'}$, one can uncover the cancellation happening between the boxes and vertices, according to the rule

$$- i \Gamma_{\eta \Phi' \Phi' f_1 f_2} \Gamma_{\Phi' f_1 f_2} + \Gamma_{\eta \Phi' \Phi' f_1 f_2} \Gamma_{\Phi' f_1 f_2} = 0. \quad (4.5)$$

From the above patterns one conclude that not only the gauge cancellations go through without the need of integration over the virtual momenta, but also that they follow the $s-t$ cancellations characteristic of the PT (which has in a sense to be expected since both the PT cancellations and the NIs are BRST-driven). Actually, it is possible with a bit of work to explicitly identify the auxiliary Green’s functions appearing in the NIs of Eq. (4.3), with the corresponding pieces cancelled in the PT procedure.
We end up observing that the above proof is totally general: it allows for all possible mixings and and does not depend on the fermions being massive or massless. The latter means in turn that the PT algorithm will go through irrespectively of the latter property.

4.2. Trilinear vertices: STIs

From the previous section, we know that we can work without loss of generality in the $R_\xi$ FG, eliminating in this way the bare tree-level gauge-boson propagators as a source of longitudinal momenta. We can then focus our attention on the (all-order) study of the longitudinal momenta coming from the trilinear vertices.

In particular, we now come to the important observation that will allow for the (electroweak) PT generalization to all orders. The key step has been to realize that in the QCD (or conserved current) case the PT rearrangements induced when triggering the elementary WI of Eq. (3.3) are but lower order manifestations of a fundamental cancellation taking place between graph of distinct kinematic nature (the so-called s-t cancellation). As we will show, this will continue to be true also in the SM case, where the elementary WI triggered is that of Eq. (3.3).

Let us concentrate on the gauge boson sector, and see how the aforementioned s-t cancellation is enforced in the charged case. Thus, consider the process $V_\mu W_\nu^+ \to \bar{f}_u f_d$ with the gauge-bosons off-shell and the fermions on-shell, whose tree-level amplitude will be denoted by $\mathcal{T}^{(0)}_{V_\mu W_\nu^+ f_u f_d}$. From now on we will restrict our attention to the case in which the fermions are leptons; moreover we will define the quantities

$$
\Gamma^{(0)}_{A_\mu f_f} = \gamma_\mu \Gamma^{(0)}_{A f_f}, \quad \Gamma^{(0)}_{A f_f} = -i g_w s_w Q_f,
$$

$$
\Gamma^{(0)}_{Z_\mu f_f} = \gamma_\mu \Gamma^{(0)}_{Z f_f}, \quad \Gamma^{(0)}_{Z f_f} = -i \left( \frac{g_w}{c_w} \right) \left[ s_w^2 Q_f - I_{W,f}^3 P_L \right].
$$

In the above formulas, $Q_f$ the electric charge of the fermion $f$ and $I_{W,f}^3$ is the third component of the weak isospin [which is $+(-)1/2$ for up (down) leptons]. As described in Section 3 the amplitude $\mathcal{T}^{(0)}_{V_\mu W_\nu^+ f_u f_d}$ allow for a decomposition into distinct classes: graphs which do not contain information about the kinematic details of the incoming test-quarks are self-energy graphs, whereas those which display a dependence on the test quarks are vertex graphs. Since the former depend only on the variable $s$, whereas the latter on both $s$ and the mass $m$ of the test quarks, we will refer to them as s-channel and t-channel graphs, respectively. For the amplitude at hands, we then have

$$
\mathcal{T}^{(0)}_{V_\mu W_\nu^+ f_u f_d}(k_1, k_2, p_2, p_1) = \mathcal{T}^{(0),s}_{V_\mu W_\nu^+ f_u f_d}(k_1, k_2, p_2, p_1) + \mathcal{T}^{(0),t}_{V_\mu W_\nu^+ f_u f_d}(k_1, k_2, p_2, p_1),
$$

where

$$
\mathcal{T}^{(0),s}_{V_\mu W_\nu^+ f_u f_d}(k_1, k_2, p_2, p_1) = ig_w C_V \Gamma^{(0)}_{\mu \nu \alpha} (-k_1, k_2, -q) \frac{i}{q^2 - M_W^2} J_{W_\nu^+ f_u f_d}(p_2, p_1),
$$

$$
\mathcal{T}^{(0),t}_{V_\mu W_\nu^+ f_u f_d}(k_1, k_2, p_2, p_1) = \frac{ig_w}{\sqrt{2}} \bar{f}_u(p_2) \gamma_\nu P_L S_{f_d}^{(0)}(p_1 - k_1) \frac{i}{\sqrt{2}} \bar{f}_u(p_2) \gamma_\nu P_L S_{f_d}^{(0)}(p_1 + k_1) \gamma_\nu P_L u_d(p_1),
$$

(4.8)
and we have introduced the current
\[ J_{W^\pm f_u f_d} (p_2, p_1) = i \frac{g_W}{\sqrt{2}} \bar{f}_u (p_2) \gamma_\alpha P_L u_{f_d} (p_1). \] (4.9)

Notice that the above \( s-t \) decomposition is ambiguous in the presence of longitudinal momenta, since their action can change the topology of a given Feynman diagram. Let us consider in fact the action of a longitudinal momentum, say \( k_1^\mu \), on the amplitude \( \mathcal{T}_{V_{W^\pm}}^{(0)} f_u f_d \). In this case, the WI of Eq. (3.11) will be triggered in the \( s \)-channel graph, while that of Eq. (3.4) in the \( t \)-channel one. In particular, isolating the “pinched” terms, one has (Fig II)

\[
\begin{align*}
    k_1^{\mu} T_{V_{W^\pm} f_u f_d}^{(0), s} (k_1, k_2, p_2, p_1) &= -g_W C_V J_{W^\pm f_u f_d} (p_2, p_1) + \mathcal{R}_{W^\pm f_u f_d}^{(0) V,s} (k_1, k_2, p_2, p_1), \\
    k_1^{\mu} T_{V_{W^\pm} f_u f_d}^{(0), t} (k_1, k_2, p_2, p_1) &= \frac{g_W}{\sqrt{2}} \bar{f}_u (p_2) \gamma_\nu (P_L \Gamma_{V f_d f_u}^{(0)} - \Gamma_{V f_d f_u}^{(0)} P_L) u_{f_d} (p_1) \\
    &+ \mathcal{R}_{W^\pm f_u f_d}^{(0) V,t} (k_1, k_2, p_2, p_1) = g_W C_V J_{W^\pm f_u f_d} (p_2, p_1) + \mathcal{R}_{W^\pm f_u f_d}^{(0) V,t} (k_1, k_2, p_2, p_1). \quad (4.10)
\end{align*}
\]

Notice that the first term in the first equation above, even if it comes from a \( t \)-channel graph, is in fact propagator-like. Adding by parts the two equations we enforce the PT \( s-t \) cancellation, thus getting the result
\[
[k_1^{\mu} T_{V_{W^\pm} f_u f_d}^{(0)} (k_1, k_2, p_2, p_1)]^{\text{PT}} = \mathcal{R}_{W^\pm f_u f_d}^{(0) V,s} (k_1, k_2, p_2, p_1) + \mathcal{R}_{W^\pm f_u f_d}^{(0) V,t} (k_1, k_2, p_2, p_1). \quad (4.11)
\]

It is interesting to see how the very same cancellation applies also in the neutral gauge-boson sector. Consider in fact the tree-level amplitude \( \mathcal{T}_{W^\pm W^\mp f f}^{(0)} \); once again we can decompose the amplitude into its \( s \)- and \( t \)-channel parts, given by
\[
\mathcal{T}_{W^\pm W^\mp f f}^{(0), s} (k_1, k_2, p_2, p_1) = i g_w \sum_V C_V \Gamma_{\mu \nu \alpha}^{(0)} (-k_1, k_2, -q) \frac{i}{q^2 - M_V^2} J_{V, f f} (p_2, p_1),
\]
\[ k_1^\mu \sum_V \left( \begin{array}{c} W_v \\ k_2 \\ V_\alpha \\ W_\alpha \\ \end{array} \right) \left( \begin{array}{c} f \\ p_2 \\ \end{array} \right) = -g_\omega \sum_V C_V \left( \begin{array}{c} W_v \\ k_2 \\ V_\alpha \\ W_\alpha \\ \end{array} \right) \left( \begin{array}{c} f \\ p_2 \\ \end{array} \right) + R_{W_e,ff}^{(0)}(k_1, k_2, p_2, p_1) \]

\[ k_1^\mu \sum_V \left( \begin{array}{c} W_v \\ k_1 \\ V_\alpha \\ W_\alpha \\ \end{array} \right) \left( \begin{array}{c} f \\ p_1 \\ \end{array} \right) = -g_\omega \sum_V C_V \left( \begin{array}{c} W_v \\ k_1 \\ V_\alpha \\ W_\alpha \\ \end{array} \right) \left( \begin{array}{c} f \\ p_1 \\ \end{array} \right) + R_{W_e,ff}^{(0)}(k_1, k_2, p_2, p_1) \]

**Figure 2.** The fundamental PT (tree-level) s-t cancellation in the neutral case. Despite its appearance, the effective vertex in the s-channel corresponds to the insertion of the current \( J_{V_e,ff} \) of Eq.(4.9), while the t-channel one corresponds to the insertion of the current \( J_{W_e,ff}^{\text{eff}} \) of Eq.(4.14).

\[ T_{W_e,ff}^{(0),s}(k_1, k_2, p_2, p_1) = -\frac{g_\omega^2}{2} \bar{v}_f(p_2) \gamma_\nu P_L S_f(p_1 - k_1) \gamma_\mu P_L u_f(p_1), \quad (4.12) \]

where

\[ J_{V_e,ff}(p_2, p_1) = \bar{v}_f(p_2) \Gamma_{V_e,ff}^{(0)} u_f(p_1). \quad (4.13) \]

When contracted by a longitudinal momentum \( k_1^\mu \) we will then have the results (Fig 2)

\[ k_1^\mu T_{W_e,ff}^{(0),s}(k_1, k_2, p_2, p_1) = -g_\omega \sum_V C_V J_{V_e,ff}(p_2, p_1) + R_{W_e,ff}^{(0)}(k_1, k_2, p_2, p_1), \]

\[ k_1^\mu T_{W_e,ff}^{(0),t}(k_1, k_2, p_2, p_1) = -g_\omega J_{W_e,ff}^{\text{eff}}(p_2, p_1) + R_{W_e,ff}^{(0)}(k_1, k_2, p_2, p_1), \quad (4.14) \]

where we have defined the effective W current as

\[ J_{W_e,ff}^{\text{eff}}(p_2, p_1) = -i \frac{g_\omega}{2} \bar{v}_f(p_2) \gamma_\nu P_L u_f(p_1), \quad (4.15) \]

which should not be confused with the usual W current of Eq. (4.9). Adding by parts Eq.(14.14), we get finally

\[ [k_1^\mu T_{W_e,ff}^{(0)}(k_1, k_2, p_2, p_1)]^{\text{PT}} = -g_\omega \left[ J_{W_e,ff}^{\text{eff}}(p_2, p_1) + \sum_V C_V J_{V_e,ff}(p_1, p_2) \right] \]

\[ + R_{W_e,ff}^{(0),s}(k_1, k_2, p_2, p_1) + R_{W_e,ff}^{(0),t}(k_1, k_2, p_2, p_1). \quad (4.16) \]

The first line of the right-hand side (rhs) of the above equation is always zero, independently on the external (on-shell) leptons, reflecting the well known property of process independence of the PT algorithm. If we choose down leptons, the zero is due to the identity

\[ J_{W_e,ff}^{\text{eff}}(p_2, p_1) = c_w J_{Z_e,ff}(p_2, p_1) - s_w J_{A_e,ff}(p_2, p_1) \]

\[ = -\sum_V C_V J_{V_e,ff}(p_2, p_1). \quad (4.17) \]
In the case we choose right-handed polarized down leptons instead, while there is no $J_{W^\nu f d \bar{f} d}^{\text{eff}}$ term (there are no boxes in such case), the cancellation continue to be true due to the identity

$$\sum_V C_V J_{V f \bar{f} f} (p_2, p_1) = 0. \quad (4.18)$$

Finally, if we consider up leptons there is no coupling with the photon in the $s-$ channel, but still the cancellation goes through since one has that

$$J_{W^\nu f \bar{d} f}^{\text{eff}} (p_2, p_1) = -c_W J_{Z^\nu f \bar{d} f} (p_2, p_1), \quad (4.19)$$

(notice that in this case the contribution of the $s$-channel graph has an extra minus sign due to a permutation of the $W$ gauge bosons in the trilinear vertex).

The reader can easily convince him-/her-self that the very same kind of $s$-$t$ cancellation manifest itself in exactly the same way when considering the SM scalar sector (both in the charged as well as in the neutral case), by calculating the divergence of the corresponding amplitudes $T_{V^\nu \phi f f \bar{f} d}$, $T_{W^\nu S f f \bar{d} d}$, $T_{V^\nu S f f}$ and $T_{W^\nu \phi f f}$.

The (tree-level) $s$-$t$ cancellations outlined above are in fact a consequence of the underlying BRST symmetry, and as such they will continue to occur at higher orders; thus the correct way to look at them is through the use of the STIs. To fix the ideas let us consider the neutral gauge-boson sector, and denote by $\mathcal{P}_{f' f f}^{\bar{f} f}$ the subset of graphs of our $2 \to 2$ process that will receive the action of the longitudinal momenta stemming from the pinching part of the gauge-boson trilinear vertices $\Gamma^{\mu\nu}_{f' f f}(q, k_1, k_2)$. Since the $\Gamma^F + \Gamma^P$ decomposition is carried out only on the external vertices, we have that (see Fig. 3)

$$\mathcal{P}_{f' f f}^{\bar{f} f}(p_2', p_1', p_2, p_1) = -i g_W \sum_V C_V J_{V f f} (p_2', p_1') \int \Gamma^{\mu\nu}_V (q, k - q, -k) \times T_{W^\mu_{\nu} W^\nu_{\mu} f f}(q - k, k, p_2, p_1), \quad (4.20)$$
where we have defined the integral measure
\[ \int \equiv \mu^{2\varepsilon} \int \frac{d^d k}{(2\pi)^d}, \]
with \( d = D - 2\varepsilon \), \( D \) the space-time dimension, and \( \mu \) the 't Hooft mass. Clearly, there is an equal contribution from the \( \Gamma_p \) situated on the right hand-side of \( T \).

Let us focus on the (on-shell) STI satisfied by the amplitude \( T_{W^+ W^- f f} \); the latter is listed in the appendix [Eq.(A.8)] and it is of the form
\[ k_1^\mu T_{W^+ W^- f f}(k_1, k_2, p_2, p_1) = R_{W^+ W^- f f}^{W^+}(k_1, k_2, p_2, p_1), \]
(4.22)

Now, as already discussed in our tree-level examples, in perturbation theory both \( T_{W^+ W^- f f} \) and \( R_{W^+ W^- f f}^{W^+} \) are given by Feynman diagrams, which can be separated into distinct classes, depending on their kinematic dependence and their geometrical properties. In addition to the aforementioned \( s-t \) decomposition, Feynman diagrams can be also separated into one-particle irreducible (1PI) and one-particle reducible (1PR) ones. In particular, 1PR graphs are those which, after cutting one line, get disconnected into two subgraphs none of which is a tree-level graph; if this does not happen, then the graph is 1PI. The crucial point is that the action of the momenta \( k_1^\mu \) or \( k_2^\nu \) on \( T_{ab}^{\mu\nu} \) does not respect, in general, the original \( s-t \) and 1PI-1PR separation furnished by the Feynman diagrams (see third paper of [4]).

In other words, even though Eq.(4.22) holds for the entire amplitude, it is not true for the individual sub-amplitudes, i.e.,
\[ k_1^\mu \left[T_{W^+ W^- f f}(k_1, k_2, p_2, p_1)\right]^x_{x,Y} \neq \left[R_{W^+ W^- f f}^{W^+}(k_1, k_2, p_2, p_1)\right]^x_{x,Y}, \quad x = s, t; \quad Y = I, R, \]
(4.23)

where I (respectively R) indicates the one-particle irreducible (respectively reducible) parts of the amplitude involved. Evidently, whereas the characterization of graphs as propagator- and vertex-like is unambiguous in the absence of longitudinal momenta (e.g., in a scalar theory), their presence tends to mix propagator- and vertex-like graphs. Similarly, 1PR graphs are effectively converted into 1PI ones (the opposite cannot happen). The reason for the inequality of Eq.(4.23) are precisely the propagator-like terms, such as those encountered in our tree-level examples and in the one- and two-loop PT calculations [2]; they have the characteristic feature that, when depicted by means of Feynman diagrams contain unphysical vertices, i.e., vertices which do not exist in the original Lagrangian. All such diagrams cancel diagrammatically against each other. Thus, after the PT cancellations have been enforced, we find that the \( t \)-channel irreducible part satisfies the identity
\[ \left[k_1^\mu T_{W^+ W^- f f}(k_1, k_2, p_2, p_1)\right]^{\text{PT}}_{t, I} = \left[R_{W^+ W^- f f}^{W^+}(k_1, k_2, p_2, p_1)\right]^{\text{PT}}_{t, I}, \]
(4.24)
since, in this case, all the possible mixing due to the presence of the longitudinal momenta, has been taken into account.

Of course these observations apply also to the gauge-boson charged sector case as well as to the scalar sector. The non-trivial step for generalizing the PT to all
orders is then the following: Instead of going through the arduous task of manipulating the left hand-side of Eq. (4.24) in order to determine the pinching parts and explicitly enforce their cancellation, use directly the right-hand side, which already contains the answer! Indeed, the right-hand side involves only conventional (ghost) Green’s functions, expressed in terms of normal Feynman rules, with no reference to unphysical vertices. This algorithm has been successfully implemented in the QCD case; in the next two sections we will see that it gives rise to the PT vertices with the expected properties to all orders.

5. The PT gauge-boson–fermion–fermion vertex

This section contains one of the central result of the present paper, namely the all-order PT construction of the gauge-boson–fermion–fermion vertex, with the gauge-boson off-shell and the fermions on-shell. By virtue of the observations made in the previous section, the derivation presented here turns out to be particularly compact.

Before entering into the detailed calculations, a note on the notation. To avoid notational clutter we will refrain, in what follows, to indicate redundant indices in the Green’s functions. Thus, we will remove from them all the references to the external fermions and their momenta, since the latter are irrelevant for the PT construction (which is independent of the external particle chosen). Thus, for example, the four point amplitudes $T_{V_{\mu}W_{\nu}+f_{\alpha}f_{\beta}}(k_1,k_2,p_2,p_1)$ and $T_{W_{\mu}+\nu W_{\nu}^- f_{f}}(k_1,k_2,p_2,p_1)$, will read $T_{V_{\mu}W_{\nu}+}(k_1,k_2)$ and $T_{W_{\mu}+W_{\nu}^-}(k_1,k_2)$ respectively.

5.1. Charged gauge-boson sector

We begin with the construction of the PT vertex $\Gamma_{W_{\mu}+f_{\alpha}f_{\beta}}(q,p_1,p_2)$ ($\Gamma_{W_{\mu}+}(q,p_i)$ from now on). To achieve this, we classify all the diagrams that contribute to this vertex in the $R_{\xi}FG$, into the following types (Fig.4): (i) those containing an external (tree-level) three-gauge-boson vertex, i.e., those containing a three-gauge-boson vertex where the momentum $q$ is incoming, and (ii) those which do not have such an external vertex. Thus, for example, the four point amplitudes $T_{V_{\mu}W_{\nu}+f_{\alpha}f_{\beta}}(k_1,k_2,p_2,p_1)$ and $T_{W_{\mu}+W_{\nu}^- f_{f}}(k_1,k_2,p_2,p_1)$, will read $T_{V_{\mu}W_{\nu}+}(k_1,k_2)$ and $T_{W_{\mu}+W_{\nu}^-}(k_1,k_2)$ respectively.

\begin{equation}
\Gamma_{W_{\mu}+}(q) = \sum_{\text{class (i)}} \Gamma_{W_{\mu}+}^{(i)}(q) + \sum_{\text{class (ii)}} \Gamma_{W_{\mu}+}^{(ii)}(q),
\end{equation}

where, according to our definitions,

\begin{align}
\sum_{\text{class (i)}} \Gamma_{W_{\mu}+}^{(i)}(q) &= \sum_{V} \Gamma_{V_{\mu}+}^{(i)}(q) \\
\sum_{\text{class (ii)}} \Gamma_{W_{\mu}+}^{(ii)}(q) &= \sum_{V,S,U,f} \left[ \Gamma_{W_{\mu}+}^{S_{\beta}^2}(q) + \Gamma_{W_{\mu}+}^{U_{\beta}^2}(q) + \Gamma_{W_{\mu}+}^{f_{f}}(q) + \Gamma_{W_{\mu}+}^{V_{\beta}S}(q) + \Gamma_{W_{\mu}+}^{V_{\beta}^3}(q) + \Gamma_{W_{\mu}+}^{V_{\beta}S_{\beta}^2}(q) \right].
\end{align}
Figure 4. The gauge-boson sector PT vertex decomposition into class (i) and class (ii) diagrams. In the first term of the latter, the fields $\Phi_1$ and $\Phi_2$ can be any allowed combination of SM fields but the $\Phi_1 = V_1$ and $\Phi_2 = V_2$ one.

In Eq. [5.2] we have $\mathcal{V} = \{W^\pm, A, Z\}, \mathcal{S} = \{\phi^\pm, \chi, H\}, \mathcal{U} = \{u^\pm, u^a, u^z\}$ and $f = \{\ell, \nu\}$, and the sum is over all the allowed permutations and combinations of fields.

As a second step, we next carry out the characteristic PT vertex decomposition of Eq. (5.2) to the external three-gauge-boson vertex appearing in the class (i) diagrams, i.e. we define

$$\sum_\mathcal{V} \Gamma_{W_\alpha}^{\nu^2}(q) = \sum_\mathcal{V} \left[ \Gamma_{W_\alpha}^{\nu^2}(q) + \Gamma_{W_\alpha}^{\nu^2}(q) \right].$$

(5.3)

For the case at hands then

$$\sum_\mathcal{V} \Gamma_{W_\alpha}^{\nu^2}(q) = i g_\mathcal{W} \sum_\mathcal{V} C_\mathcal{V} \int \Gamma_{\mu}^{\nu}(q, k - q, -k) \times$$

$$\times \left\{ [\mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1} - [\mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1} \right\}$$

$$\sum_\mathcal{V} \Gamma_{W_\alpha}^{\nu^2}(q) = i g_\mathcal{W} \sum_\mathcal{V} C_\mathcal{V} \int \left[ (k - q)^\mu \phi_\alpha^\nu + k^\nu \phi_\alpha^\mu \right] \times$$

$$\times \left\{ [\mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1} - [\mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1} \right\},$$

(5.4)

where the integral measure has been defined in [4.21]. Following the discussion presented in the previous section, the pinching action amounts then to using the STIs of Eqs. [A.2] and [A.6] for making the replacements (Fig 5)

$$(q - k)^\mu [\mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1} \rightarrow [(q - k)^\mu \mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1}$$

$$\equiv R_{W^{\nu^2}}^V(q - k, k)]_{t,1},$$

$$k^\nu [\mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1} \rightarrow [k^\nu \mathcal{T}_{W_\alpha}^{\nu^2}(q - k, k)]_{t,1}$$

$$\equiv [R_{W^{\nu^2}}^V(q - k, k)]_{t,1}$$

(5.5)
Electroweak pinch technique to all orders

Figure 5. The pinching action of the external three-gauge-boson vertex of the class (i) diagrams. The arrows indicate the longitudinal momentum responsible for the pinching.

and similarly for the term involving the $T_{W^-V}$ amplitude, or, equivalently,

$$
\sum \Gamma_{W^+}^{P.V}(q) \rightarrow ig_W \sum_V C_V \left\{ \left[ R_{V_{\alpha}}^{W^-}(q-k,k) \right]_{t,1} - \left[ R_{W_{\alpha}}^V(q-k,k) \right]_{t,1} \right\} - \left[ R_{W_{\alpha}}^V(q-k,k) \right]_{t,1} + \left[ R_{V_{\alpha}}^{W^-}(q-k,k) \right]_{t,1} \right\}.
$$

At this point the construction of the effective PT vertex $\hat{\Gamma}_{W_{\alpha}}^+$ has been completed, and we have

$$
\hat{\Gamma}_{W_{\alpha}}^+(q) = \sum_V \Gamma_{W_{\alpha}}^{P.V}(q) + \sum_{\text{class (ii)}} \Gamma_{W_{\alpha}}^{(ii)}(q)
$$

$$
+ ig_W \sum_V C_V \left\{ \left[ R_{V_{\alpha}}^{W^-}(q-k,k) \right]_{t,1} - \left[ R_{W_{\alpha}}^V(q-k,k) \right]_{t,1} \right\} - \left[ R_{W_{\alpha}}^V(q-k,k) \right]_{t,1} + \left[ R_{V_{\alpha}}^{W^-}(q-k,k) \right]_{t,1} \right\}.
$$

We pause here to make a comment about the above result. What we want to stress is that Eq. (5.7) is provided as it is by blindly following the PT prescriptions given in the previous sections. On the other hand, one may now ask if there exists Feynman rules which can be employed as a shortcut to compute PT Green’s functions, such as the vertex function of Eq. (5.7). It turns out that at the one- and two-loop level the answer to this question is positive, and the needed Feynman rules are in fact provided by the BFM ones at the special value $\xi_Q = 1$ [background Feynman gauge (BFG for short)].

In what follows we will show that the effective PT vertex and the gauge-boson–fermion–fermion vertex $\Gamma_{W_{\alpha}}^+(q)$ written in the BFG are in fact equal. For doing this we first of all observe that part of the type (ii) diagrams contained in the original $R_{\xi}\text{FG}$ $\Gamma_{W_{\alpha}}^+(q)$ vertex, carry over to the same sub-groups of BFG graphs. In fact, in the BFM all of the vertices involving fermions have the usual form, so that we have

$$
\sum_f \Gamma_{W_{\alpha}}^{ff}(q) = \sum_f \Gamma_{W_{\alpha}}^{ff}(q).
$$

Moreover, since the BFM gauge-fixing term is quadratic in the quantum fields, apart from vertices involving ghost fields, only vertices containing exactly two quantum fields
can differ from the conventional $R_F$ FG ones. Thus the vertices $\hat{\mathcal{V}}^3$ (respectively $\hat{\mathcal{V}}\mathcal{V}^2$) involving one background gauge-boson and three quantum gauge-boson (respectively one quantum gauge-boson and two quantum scalars) coincide with the $R_F$ FG vertices $\mathcal{V}^3$ (respectively $\mathcal{V}\mathcal{V}^2$), so that

$$\sum_\mathcal{V} \Gamma_{W_\alpha}^{\mathcal{V}^3}(q) \equiv \sum_\mathcal{V} \Gamma_{W_\alpha}^{\mathcal{V}^3}(q), \quad \sum_{\mathcal{V}, S} \Gamma_{W_\alpha}^{\mathcal{V}\mathcal{V}^2}(q) \equiv \sum_{\mathcal{V}, S} \Gamma_{W_\alpha}^{\mathcal{V}\mathcal{V}^2}(q). \quad (5.9)$$

Finally, as far as the vertices involving two quantum fields are concerned, we have that the vertex $\hat{\mathcal{V}}^2$ coincides with the corresponding $R_F$ FG vertex $\mathcal{V}^2$, and that the vertex $\hat{\mathcal{V}}^2$ coincides with the $\mathcal{V}^2$ part of the PT decomposition Eq.(3.7). Thus we have the identities

$$\sum_S \Gamma_{W_\alpha}^{\mathcal{V}^2}(q) \equiv \sum_S \Gamma_{W_\alpha}^{\mathcal{V}^2}(q), \quad \sum_\mathcal{V} \Gamma_{W_\alpha}^{\mathcal{V}^2}(q) \equiv \sum_\mathcal{V} \Gamma_{W_\alpha}^{\mathcal{V}^2}(q). \quad (5.10)$$

The final step is to recognize that the BFG ghost and scalar–gauge-boson sectors will be provided precisely by combining the remaining $R_F$ FG class (ii) diagrams with the $\mathcal{R}$ terms appearing on the right hand-side of Eq.(5.4). Specifically we will reproduce the symmetric $\hat{\mathcal{W}}^+\mathcal{U}^2$ vertex characteristic of the BFG, as well as the $\hat{\mathcal{W}}^+\mathcal{V}\mathcal{S}$ and the $\hat{\mathcal{W}}^+\mathcal{V}\mathcal{U}^2$ vertices (the last vertex being totally absent in the $R_F$ FG).

Now the form of the relevant $\mathcal{R}$ terms appearing in Eq.(5.6), is given in Eqs.(A.5) and (A.7) of the Appendix. In particular the $t$-channel irreducible part of these identities has precisely the same form provided that we replace the $\mathcal{G}$ kernels appearing in the original STIs by the corresponding $t$-channel irreducible kernels $\gamma = [G]_t$. Our analysis of the PT terms starts then from the terms which are of the type $\hat{\mathcal{W}}^+\mathcal{V}\mathcal{U}^2$ and that are absent in the $R_F$ FG formalism. Then, these terms read

$$\sum_{\mathcal{V}, \mathcal{U}} \hat{\Gamma}_{W_\alpha}^{\mathcal{V}\mathcal{U}^2}(q) = ig^2 g_{W_\alpha}^u \int \Delta_{\hat{\alpha}+\Phi}(k) \left[ \gamma_{\{W_\alpha u^-\}}(q-k, k) - \gamma_{\{W_\alpha^- u-\}}(q-k, k) \right]$$

$$+ig^2 g_{W_\alpha}^v \sum_{\mathcal{V}, \mathcal{V}'} C_{\mathcal{V}} C_{\mathcal{V}'.} g_{\alpha}^u \int \Delta_{\hat{\alpha}+\Phi}(k) \left[ \gamma_{\{V_{\mu}^- u-\}}(q-k, k) - \gamma_{\{V_{\nu}^- u-\}}(q-k, k) \right]$$

$$+ig^2 g_{W_\alpha}^v \sum_{\mathcal{V}, \mathcal{V}'} C_{\mathcal{V}} C_{\mathcal{V}'.} g_{\alpha}^u \int \Delta_{\hat{\alpha}+\Phi}(q-k) \left[ \gamma_{\{W_{\mu}^- u-\}}(q-k, k) - \gamma_{\{W_{\nu}^- u-\}}(q-k, k) \right]$$

$$+ig^2 g_{W_\alpha}^v \sum_{\mathcal{V}, \mathcal{V}'} C_{\mathcal{V}} C_{\mathcal{V}'.} g_{\alpha}^u \int \Delta_{\hat{\alpha}+\Phi}(q-k) \left[ \gamma_{\{W_{\mu}^- u-\}}(q-k, k) - \gamma_{\{W_{\nu}^- u-\}}(q-k, k) \right], \quad (5.11)$$

where we have used the fact that $\sum_{\mathcal{V}} C_{\mathcal{V}}^2 = 1$. It is then straightforward to check that the above terms correspond precisely to the BFG $\hat{\mathcal{W}}^+\mathcal{V}\mathcal{U}^2$ sector of the theory, i.e., we have

$$\sum_{\mathcal{V}, \mathcal{U}} \hat{\Gamma}_{W_\alpha}^{\mathcal{V}\mathcal{U}^2}(q) \equiv \sum_{\mathcal{V}, \mathcal{U}} \hat{\Gamma}_{W_\alpha}^{\mathcal{V}\mathcal{U}^2}(q). \quad (5.12)$$

The remaining PT terms mix instead with the corresponding class (ii) contributions. For the ghost sector we have in fact that the class (ii) diagrams amount to the
contribution
\[
\sum_{\mathcal{U}} \Gamma^{\ell^2}_{W^+_\alpha}(q) = ig_W \sum_{V} C_V \int [(k - q)_\alpha \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k, k) \\
- k_{\hat{u}} \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k, k)] \\
- ig_W \sum_{V} C_V \int [(k - q)_\alpha \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k, k) \\
- k_{\hat{u}} \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k, k)].
\]

which, when added to the corresponding PT terms, gives
\[
\sum_{\mathcal{U}} \hat{\Gamma}^{\ell^2}_{W^+_\alpha}(q) + \sum_{\mathcal{U}} \Gamma^{\ell^2}_{W^+_\alpha}(q) = \\
= ig_W \sum_{V} C_V \int (2k - q)_\alpha \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k, k) \\
- \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k)] \\
+ ig_W \sum_{V} C_V \int (2k - q)_\alpha \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k, k) \\
- \Delta_{\hat{u}^{\nu} \Phi}(q - k) \Delta_{\hat{u}^{-\nu} \Phi}(q - k)].
\]

i.e., we have recovered the symmetric BFG ghost sector,
\[
\sum_{\mathcal{U}} \hat{\Gamma}^{\ell^2}_{W^+_\alpha}(q) + \sum_{\mathcal{U}} \Gamma^{\ell^2}_{W^+_\alpha}(q) \equiv \sum_{\mathcal{U}} \Gamma^{\ell^2}_{W^+_\alpha}(q).
\]

Finally, the class (ii) contributions for the gauge-boson–scalar sector, reads
\[
\sum_{V, S} \Gamma^{\ell^2}_{W^+_\alpha}(q) = ig_W \sum_{V} C''_{\alpha} g'_{\alpha} \int \Delta_{\hat{\nu}^{\nu} \Phi}(q - k) \Delta_{\hat{\nu}^{-\nu} \Phi}(q - k, k) \\
+ ig_W \sum_{V} C''_{\alpha} g'_{\alpha} \int \Delta_{\hat{\nu}^{\nu} \Phi}(q - k) \Delta_{\hat{\nu}^{-\nu} \Phi}(q - k, k),
\]
where \( C''_{\alpha} = -M_W s_w \) and \( C''_{\alpha} = -s_w^2 M_W / c_w \). One should notice that there is no \( R_t \) FG \( W^+ W^- \chi \) coupling: the corresponding BFG vertex \( \hat{W}^+ W^- \chi \) must be entirely generated from the PT terms. Adding in fact the PT terms to the above contributions we get the result
\[
\sum_{V, S} \hat{\Gamma}^{\ell^2}_{W^+_\alpha}(q) + \sum_{V, S} \Gamma^{\ell^2}_{W^+_\alpha}(q) = \\
= ig_W (-i M_W) g'_{\alpha} \int \Delta_{\hat{W}^{\nu} \Phi}(q - k) \Delta_{\hat{W}^{-\nu} \Phi}(q - k, k) \\
+ ig_W (-i M_W) g'_{\alpha} \int \Delta_{\hat{\nu}^{\nu} \Phi}(q - k) \Delta_{\hat{\nu}^{-\nu} \Phi}(q - k, k) \\
+ ig_W \sum_{V} 2 M_W C'_{\alpha} \int \Delta_{\hat{\nu}^{\nu} \Phi}(q - k) \Delta_{\hat{\nu}^{-\nu} \Phi}(q - k, k) \\
+ ig_W \sum_{V} 2 M_W C'_{\alpha} \int \Delta_{\hat{\nu}^{\nu} \Phi}(q - k) \Delta_{\hat{\nu}^{-\nu} \Phi}(q - k, k).
\]
Now, the first two terms in the above expression corresponds precisely to the BFG vertex $\hat{\Gamma}^W_{\nu} W^{-}\chi$, while $2M_W C_V$ represents the BFG $\hat{\Gamma}^W_{\nu} V \phi^-$ coupling. Therefore, we find that

$$\sum_{\nu, S} \Gamma^{V S}_{W^\nu}(q) + \sum_{\nu, S} \Gamma^{V S}_{W^\nu}(q) \equiv \sum_{\nu, S} \Gamma^{V S}_{W^\nu}(q).$$

(5.18)

This concludes the proof of the (all-order) identity (putting back the fermionic indices)

$$\hat{\Gamma}_{W^\nu f_{a f_d}}(q, p_1, p_2) \equiv \Gamma_{W^\nu f_{a f_d}}(q, p_1, p_2).$$

(5.19)

We emphasize that the sole ingredient used in the above construction has been the STIs of Eqs. (A.2) and (A.6); in particular at no point have we employed an $a$ priori knowledge of the background field formalism. Instead both its special ghost sectors, as well as the different vertices involving two quantum fields has arisen dynamically, and, at the same time, projected out to the special value $\xi_Q = 1$. As we will see this will be always the case.

5.2. Neutral gauge-boson sector

As in the charged case, we start by defining the class (i) diagrams as

$$\sum_{\text{class } (i)} \Gamma_{V^\nu}^{(i)}(q) \equiv \sum_{\nu} \Gamma_{V^\nu}^{(i)}(q).$$

(5.20)

In the neutral sector there is only one class (i) term, and, after carrying out the usual $\Gamma^F + \Gamma^P$ decomposition, we have

$$\sum_{\nu} \Gamma_{V^\nu}^{F, \nu^2}(q) = -ig_C V \int \Gamma_{\alpha}^{F, \mu \nu}(q, k - q, -k)[T_{W^\mu W^\nu}(q - k, k)]_{l,1},$$

$$\sum_{\nu} \Gamma_{V^\nu}^{F, \nu^2}(q) = -ig_C V \int [(k - q)^{\mu} g^{\nu}_{\alpha} + k^{\nu} g^{\mu}_{\alpha}][T_{W^\mu W^\nu}(q - k, k)]_{l,1}.\quad (5.21)$$

Using the STIs of Eq. (A.8), we have that the pinching action amounts to the replacement

$$\sum_{\nu} \Gamma_{V^\nu}^{P, \nu^2}(q) \rightarrow -ig_C V \int \left\{ [R_{W^\nu}^{-1}(q - k, k)]_{l,1} - [R_{W^\nu}^{-1}(q - k, k)]_{l,1} \right\},$$

(5.22)

which gives in turn the PT vertex

$$\hat{\Gamma}_{V^\nu}(q) = \sum_{\nu} \Gamma_{V^\nu}^{F, \nu^2}(q) + \sum_{\text{class } (ii)} \Gamma_{V^\nu}^{(ii)}(q)$$

$$- ig_C V \int \left\{ [R_{W^\nu}^{-1}(q - k, k)]_{l,1} - [R_{W^\nu}^{-1}(q - k, k)]_{l,1} \right\}.$$

(5.23)

We can now compare the PT result with the BFG one. For the same reasons discussed in the charged case, we have the following identities

$$\sum_{f} \Gamma_{V^\nu}^{f f}(q) \equiv \sum_{f} \Gamma_{V^\nu}^{f f}(q), \quad \sum_{\nu} \Gamma_{V^\nu}^{V^\nu}(q) \equiv \sum_{\nu} \Gamma_{V^\nu}^{V^\nu}(q),\quad \sum_{\nu, S} \Gamma_{V^\nu}^{V S}(q) \equiv \sum_{\nu, S} \Gamma_{V^\nu}^{V S}(q),$$

$$\sum_{S} \Gamma_{V^\nu}^{S^2}(q) \equiv \sum_{S} \Gamma_{V^\nu}^{S^2}(q), \quad \sum_{\nu, S} \Gamma_{V^\nu}^{V^2}(q) \equiv \sum_{\nu, S} \Gamma_{V^\nu}^{V^2}(q).$$

(5.24)
On the other hand once again the BFG ghost sector and gauge-boson–scalar sector will be dynamically generated through PT terms or the combination of PT terms and class \( ii \) diagrams. The relevant \( \mathcal{R} \) terms appearing in Eq.(5.23) are shown in Eq.(A.9); in particular we find that, as in the previous case, the PT terms of the type \( V\mathcal{U}^2 \) are responsible for the dynamical generation of the corresponding BFG \( \bar{V}\mathcal{U}^2 \) sector, \textit{i.e.}, we have

\[
\sum_{V, \bar{u}} \hat{\Gamma}_{V_{\alpha}}^{\text{PT}}(q) \equiv \sum_{V, \bar{u}} \Gamma_{V_{\alpha}}^{\text{PT}}(q),
\]

where

\[
\sum_{V, \bar{u}} \hat{\Gamma}_{V_{\alpha}}^{\text{PT}}(q) = ig_w^2 C_V \sum_{V'} C_{V'} g_{\alpha}^V \int \Delta_{\bar{a}+\Phi}(k) \left[ \gamma_{\{W_{\mu}^+ u\}'}(q-k) - \gamma_{\{W_{\mu}^- u\}'}(q-k) \right] + ig_w^2 C_V \sum_{V'} C_{V'} g_{\alpha}^V \int \Delta_{\bar{a}+\Phi}(q-k) \left[ \gamma_{\{W_{\mu}^- u\}'}(q-k) - \gamma_{\{W_{\mu}^- u\}'}(q-k) \right].
\]

The remaining PT contributions mixes with the corresponding class \( ii \) diagrams, therefore generating the BFG modified sector of the theory. In fact, the class \( ii \) diagrams contribution to the ghost sector reads

\[
\sum_{u} \Gamma_{V_{\alpha}}^{\text{PT}}(q) = ig_w C_V \int [(q-k)_{\alpha} \Delta_{\bar{a}-\Phi}(q-k) \Delta_{\bar{a}+\Phi}(k) \gamma_{\Phi\Phi'}(q-k, k) + k_{\alpha} \Delta_{\bar{a}+\Phi}(q-k) \Delta_{\bar{a}+\Phi}(k) \gamma_{\Phi\Phi'}(q-k, k)],
\]

so that by adding them to the PT terms, we get

\[
\sum_{u} \hat{\Gamma}_{V_{\alpha}}^{\text{PT}}(q) + \sum_{u} \Gamma_{V_{\alpha}}^{\text{PT}}(q) = ig_w C_V \int (2k - q)_{\alpha} \left[ \Delta_{\bar{a}+\Phi}(q-k) \Delta_{\bar{a}+\Phi}(k) \gamma_{\Phi\Phi'}(q-k, k) - \Delta_{\bar{a}-\Phi}(q-k) \Delta_{\bar{a}-\Phi}(k) \gamma_{\Phi\Phi'}(q-k, k) \right],
\]

which represents the BFG symmetric ghost sector, \textit{i.e.}

\[
\sum_{u} \hat{\Gamma}_{V_{\alpha}}^{\text{PT}}(q) + \sum_{u} \Gamma_{V_{\alpha}}^{\text{PT}}(q) \equiv \sum_{u} \Gamma_{V_{\alpha}}^{\text{PT}}(q).
\]

Finally, the class \( iii \) diagrams contributing to the gauge-boson–scalar sector, can be written as

\[
\sum_{V, S} \Gamma_{V_{\alpha}}^{\text{PS}}(q) = ig_w C_{V} C_{S} g_{\alpha}^V \int \Delta_{W_{\mu}^+ \Phi}(q-k) \Delta_{\phi^{-}\phi'}(k) \gamma_{\Phi\Phi'}(q-k, k) + ig_w C_{V} C_{S} g_{\alpha}^V \int \Delta_{\phi^{-}\phi'}(q-k) \Delta_{W_{\mu}^- \Phi}(k) \gamma_{\Phi\Phi'}(q-k, k).
\]

Notice that in the BFG there is no coupling between the background photon \( \hat{A} \) and the \( W^\pm \phi^\mp \) fields, so that the above terms should precisely cancel (for \( V \equiv A \)) the PT contributions. In fact, adding the two terms we find

\[
\sum_{V, S} \hat{\Gamma}_{V_{\alpha}}^{\text{PS}}(q) + \sum_{V, S} \Gamma_{V_{\alpha}}^{\text{PS}}(q) = ig_w C_{V} C_{S} g_{\alpha}^V \int \Delta_{W_{\mu}^+ \Phi}(q-k) \Delta_{\phi^{-}\phi'}(k) \gamma_{\Phi\Phi'}(q-k, k) + ig_w C_{V} C_{S} g_{\alpha}^V \int \Delta_{\phi^{-}\phi'}(q-k) \Delta_{W_{\mu}^- \Phi}(k) \gamma_{\Phi\Phi'}(q-k, k),
\]
where $\hat{C}_V$ turns out to be the BFG $\hat{V}W^\pm \phi^\pm$ coupling, \textit{i.e.} $\hat{C}_A = 0$ and $\hat{C}_Z = -M_W/c_W$.

Thus we have the identity
\[
\sum_{V,S} \hat{\Gamma}^V_S(q) = \sum_{V,S} \hat{\Gamma}^V_S(q) = \sum_{V,S} \hat{\Gamma}^\nu_S(q),
\] (5.32)

which finally show that, also for the neutral gauge boson sector, the PT result coincides with the BFG ones, \textit{i.e.}, putting back the fermion indices,
\[
\hat{\Gamma}_{V,ff}(q,p_1,p_2) = \hat{\Gamma}_{V,ff}(q,p_1,p_2).
\] (5.33)

6. The PT scalar–fermion–fermion vertex

As explained in the earlier, when dealing with spontaneously broken theories, longitudinal momenta appear also in the vertices involving two scalar fields and one gauge-boson field, and thus must be included in the PT procedure. In the next two subsections we discuss the PT reorganization of the charged and neutral scalar sectors in details, proving once again the correspondence between the PT effective vertices and the BFG ones.

6.1. Charged scalar sector

The procedure to be applied in the scalar sector is very similar to the one used in the gauge-boson sector. One starts by classifying all the diagrams that contribute to this vertex in the $R_\xi$ FG, into the following types (Fig.6): (i) those containing an external (tree-level) scalar–scalar–gauge-boson vertex, \textit{i.e.}, those containing a scalar–scalar–gauge-boson vertex where the momentum $q$ is incoming, and (ii) those which do not have such an external vertex. This latter set contains graphs where the incoming gauge-boson couples to the rest of the diagram with any other type of interaction vertex other than a scalar–scalar–gauge-boson vertex. Thus, in the charged scalar case, we write
\[
\Gamma_{\phi^+}(q) = \sum_{\text{class (i)}} \Gamma^{(i)}_{\phi^+}(q) + \sum_{\text{class (ii)}} \Gamma^{(ii)}_{\phi^+}(q),
\] (6.1)

where, according to our definitions,
\[
\sum_{\text{class (i)}} \Gamma^{(i)}_{\phi^+}(q) = \sum_{V,S} \Gamma^{SV}_\phi(q),
\]
\[
\sum_{\text{class (ii)}} \Gamma^{(ii)}_{\phi^+}(q) = \sum_{V,S,U,f} \left[ \Gamma^{S^2}_{\phi^+}(q) + \Gamma^{U^2}_{\phi^+}(q) + \Gamma^{ff}_{\phi^+}(q) + \Gamma^{S^4}_{\phi^+}(q) + \Gamma^{SV^2}_{\phi^+}(q) \right].
\] (6.2)

As a second step, we next carry out the characteristic PT vertex decomposition of Eq.(5.12) to the external scalar–scalar–gauge-boson vertex appearing in the class (i) diagrams, \textit{i.e.} we define
\[
\sum_{V,S} \Gamma^{SV}_{\phi^+}(q) = \sum_{V,S} \left[ \Gamma^{F,SV}_{\phi^+}(q) + \Gamma^{P,SV}_{\phi^+}(q) \right].
\] (6.3)
In the case at hands then
\[ \sum_{\nu, S} \Gamma_{\phi^+, SV}^F(q) = \]
\[ ig_w \int \Gamma_{\phi^+}^\mu(q, k - q, -k) \left\{ \sum_{V} C'_V [T_{\nu, \phi^-} (q - k, k)]_{t,1} - \frac{i}{2} \sum_{S} C_S [T_{W^- S}(q - k, k)]_{t,1} \right\} \]
\[ + ig_w \int \Gamma_{\phi^+}^\nu(q, k - q, -k) \left\{ \sum_{V} C'_V [T_{\phi^- V} (q - k, k)]_{t,1} - \frac{i}{2} \sum_{S} C_S [T_{SW^-}(q - k, k)]_{t,1} \right\}, \]
\[ \sum_{\nu, S} \Gamma_{\phi^+, SV}^P(q) = \]
\[ ig_w \int (k - q)^\mu \left\{ \sum_{V} C'_V [T_{\nu, \phi^-} (q - k, k)]_{t,1} - \frac{i}{2} \sum_{S} C_S [T_{W^- S}(q - k, k)]_{t,1} \right\} \]
\[ - ig_w \int k^\nu \left\{ \sum_{V} C'_V [T_{\phi^- V} (q - k, k)]_{t,1} - \frac{i}{2} \sum_{S} C_S [T_{SW^-}(q - k, k)]_{t,1} \right\}, \]
(6.4)
where the index S runs over the neutral fields only, i.e. \( S = \{ \chi, H \} \), with \( C_\chi = 1 \) and \( C_H = i \). The pinching action amounts then to using the STIs of Eq.(A.10) for making the replacement (Fig.7)

\[ \sum_{\nu, S} \Gamma_{\phi^+, SV}^P(q) \rightarrow -ig_w \int \left\{ \sum_{V} C'_V [R_{\phi^-} (q - k, k)]_{t,1} - \frac{i}{2} \sum_{S} C_S [R_{W^- S}(q - k, k)]_{t,1} \right\} \]
\[ + \sum_{V} C'_V [R_{\phi^-} (q - k, k)]_{t,1} - \frac{i}{2} \sum_{S} C_S [R_{SW^- S}(q - k, k)]_{t,1} \}, \]
(6.5)
so that the effective PT vertex will be given by
\[
\tilde{\Gamma}^{\phi^+}(q) = \sum_{V,S} \Gamma^{SV}(q) + \sum_{\text{class } (ii)} \tilde{\Gamma}^{(ii)}(q) - ig_{\text{w}} \int \left\{ \sum_{V} C'_V [R_{\phi^+}^V (q - k, k)]_{t,1} \right. \\
\left. - \frac{i}{2} \sum_{S} C_S [R_{S}^{W^-} (q - k, k)]_{t,1} + \sum_{V} C'_V [R_{\phi^+}^{V'} (q - k, k)]_{t,1} - \frac{i}{2} \sum_{S} C_S [R_{S}^{W^-} (q - k, k)]_{t,1} \right\}.
\]

(6.6)

We then can proceed to the comparison with the corresponding BFG vertex \(\Gamma^{\phi^+}(q)\). We start by observing that the vertices \(\tilde{S}S^3\), \(\tilde{S}SV^2\) and \(\tilde{S}V^2\) coincide with the corresponding \(R_{\phi^+}F\) vertices \(SS^3\), \(SSV^2\) and \(SV^2\); moreover, the vertices \(\tilde{S}SV\) coincide with the \(\Gamma^F\) part of the corresponding PT decomposition of Eq.(3.12). Thus we have the following identities
\[
\sum_{f} \Gamma^{f f}_{\phi^+}(q) \equiv \sum_{f} \Gamma^{f f}_{\phi^+}(q), \quad \sum_{S} \Gamma^{S^3}_{\phi^+}(q) \equiv \sum_{S} \Gamma^{S^3}_{\phi^+}(q), \quad \sum_{V,S} \Gamma^{S^2}_{\phi^+}(q) \equiv \sum_{V,S} \Gamma^{S^2}_{\phi^+}(q), \\
\sum_{V} \Gamma^{V^2}_{\phi^+}(q) \equiv \sum_{V} \Gamma^{V^2}_{\phi^+}(q), \quad \sum_{V,S} \Gamma^{F,SV}_{\phi^+}(q) \equiv \sum_{V,S} \Gamma^{F,SV}_{\phi^+}(q).
\]

(6.7)

Let us once again turn our attention on the PT terms given in Eqs.(A.11) and (A.12), and start our analysis from the four particle sector of the \(\phi^+ SU^2\) type. Now, as far as the corresponding BFG \(\phi^+ SU^2\) sector is concerned, one should notice that there is no BFG coupling such as \(\phi^+ \phi^+ u\bar{u}^+\): in fact, there is a perfect cancellation between the PT terms involving the kernel \(\gamma_{(\phi^+ u^-)+}\) appearing in \(R_{\chi}^{W^-}\) and \(R_{H}^{W^-}\) (\(R_{\chi}^{W^-}\) and \(R_{H}^{W^-}\) respectively), while the terms involving the kernel \(\gamma_{(\phi^--u^+)+}\) carry a half of the corresponding BFG coupling and add up. It is then straightforward to check that the PT terms
\[
\sum_{S,U} \tilde{\Gamma}_{\phi^+}^{SU^2}(q) = -ig_{\text{w}}^{2} \left\{ \sum_{V,V'} C_V'C_V' \int \Delta_{\bar{u}^+\Phi}(q - k) \gamma_{\Phi_{(\phi^--u^+)+}}(q - k, k) \right\}.
\]
corresponding class (ii) give rise to the correct BFG four particle ghost sector, i.e., that

\[ \sum_{s,u} \widehat{\Gamma}_{\phi^+}^{SU^2}(q) \equiv \sum_{s,u} \widehat{\Gamma}_{\phi^+}^{SU^2}(q). \]  

For getting the remaining BFG sectors of the theory, one has also to consider the corresponding class (ii) diagrams. The \( R_\xi \) FG contributions to the ghost sector reads in fact

\[ \sum_{u} \Gamma_{\phi^+}^{\xi u^2}(q) = ig_w \sum_{V} \frac{1}{2} \int [M_V \Delta_{\tilde{u}^\nu \phi}(q-k) \Delta_{u^{-\nu} \phi'}(q-k)] \]

\[ + 2M_W C'_V \int \Delta_{u^{-\nu} \phi}(q-k) \Delta_{\tilde{u}^\nu \phi'}(q-k)] \]

\[ - ig_w \sum_{V} \frac{1}{2} \int [M_V \Delta_{u^{-\phi}}(q-k) \Delta_{\tilde{u}^\nu \phi'}(q-k)] \]

\[ + 2M_W C'_V \int \Delta_{u^{-\phi}}(q-k) \Delta_{\tilde{u}^\nu \phi'}(q-k)]. \]  

(6.10)

Now we notice that on the one hand there is no \( R_\xi \) FG \( \phi^+ u^{-\tilde{a}^A} \) coupling, so that the BFG \( \tilde{\phi}^+ u^{-\tilde{a}^A} \) will be generated entirely from the PT terms; on the other hand the PT terms do not involve the kernel \( \gamma_{\tilde{u}^A}, \) which tell us that the \( R_\xi \) FG coupling \( \phi^+ u^A \tilde{a}^+ \) and the BFG one \( \tilde{\phi}^+ u^A \tilde{a}^+ \) should coincide (as indeed happens to be true). Thus adding the two contributions we get

\[ \sum_{\phi^+} \widehat{\Gamma}_{\phi^+}^{\xi u^2}(q) + \sum_{\phi^+} \widehat{\Gamma}_{\phi^+}^{\xi u^2}(q) = ig_w \sum_{V} \widehat{C}'_V \int [\Delta_{\tilde{u}^\nu \phi}(q-k) \Delta_{u^{-\nu} \phi'}(q-k)] \]

\[ - \Delta_{u^{-\nu} \phi}(q-k) \Delta_{\tilde{u}^\nu \phi'}(q-k)] \]

\[ - ig_w \sum_{V} \widehat{C}'_V \int [\Delta_{u^{-\phi}}(q-k) \Delta_{\tilde{u}^\nu \phi'}(q-k)] \]

\[ - \Delta_{u^{-\phi}}(q-k) \Delta_{\tilde{u}^\nu \phi'}(q-k)]. \]  

(6.11)
where $\tilde{C}_V'$ is such that $\tilde{C}_A' = M_W s_w$ and $\tilde{C}_Z' = M_W s_w^2 / c_w$. But the latter couplings are precisely the corresponding BFG ones so that we have the identity

$$\sum_{\nu} \hat{\Gamma}_{\phi^+}^{\mu^2}(q) + \sum_{\nu} \hat{\Gamma}_{\phi^+}^{\mu^2}(q) \equiv \sum_{\nu} \hat{\Gamma}_{\phi^+}^{\mu^2}(q).$$  \hfill (6.12)

The last sector one needs to check is the scalar–scalar one. To this end we start by noticing that the $R_z$ FG contributions to this sector will contain only (external) Higgs fields, and read

$$\sum_{\nu} \Gamma_{\phi^+}^{S^2}(q) = -ig_w \frac{M^2_H}{2M_W} \int \Delta_{H\Phi}(q-k)\Delta_{\phi^-\phi'}(k)\gamma_{\phi\phi'}(q-k,k)$$

$$-ig_w \frac{M^2_H}{2M_W} \int \Delta_{\phi^-\phi}(q-k)\Delta_{H\Phi'}(k)\gamma_{\phi\phi'}(q-k,k).$$  \hfill (6.13)

The BFG coupling $\tilde{\phi}^+\phi^-\chi$ will be thus completely generated from the PT terms, combining the terms proportional to the (external) $\chi$ field kernel appearing in $R_{\phi^-}^V$, $R_{\phi}^V$, $R_{\phi^-}^W$ and $R_{\phi}^W$. Adding all the terms we find in fact

$$\sum_{\nu} \hat{\Gamma}_{\phi^+}^{S^2}(q) + \sum_{\nu} \Gamma_{\phi^+}^{S^2}(q) = ig_w \sum_{\nu} \tilde{C}_\nu \int \Delta_{S\Phi}(q-k)\Delta_{\phi^-\phi'}(k)\gamma_{\phi\phi'}(q-k,k)$$

$$+ ig_w \sum_{\nu} \tilde{C}_\nu \int \Delta_{\phi^-\phi}(q-k)\Delta_{S\Phi'}(k)\gamma_{\phi\phi'}(q-k,k),$$  \hfill (6.14)

where $\tilde{C}_\nu$ represents the corresponding BFG coupling, i.e., $\tilde{C}_\chi = -iM_W s_w^2 / 2c_w \phi$ and $\tilde{C}_H = -M^2_H / 2M_W + M_W / 2$. We thus have that

$$\sum_{\nu} \hat{\Gamma}_{\phi^+}^{S^2}(q) + \sum_{\nu} \Gamma_{\phi^+}^{S^2}(q) \equiv \sum_{\nu} \tilde{\Gamma}_{\phi^+}^{S^2}(q),$$  \hfill (6.15)

which represents the last identity we need for proving that (putting back the fermionic indices)

$$\hat{\Gamma}_{\phi^+ f_s f^a}(q, p_1, p_2) \equiv \Gamma_{\phi^+ f_s f^a}(q, p_1, p_2).$$  \hfill (6.16)

### 6.2. Neutral scalar sector

In the neutral scalar sector case, the class $(i)$ diagrams allow for the following PT decomposition

$$\sum_{\nu, s} \Gamma_{S}^{S_{\nu}}(q) = \sum_{\nu, s} \Gamma_{S}^{F_{\nu} S_{\nu}}(q) + \sum_{\nu, s} \Gamma_{S}^{P_{\nu} S_{\nu}}(q),$$  \hfill (6.17)

with

$$\sum_{\nu, s} \Gamma_{S}^{F_{\nu} S_{\nu}}(q) =$$

$$\frac{g_w}{2} \int \Gamma^{F_{\mu}}(q, k-q, -k)(-1)^{\nu} \left\{ -C_s [T_{W^+_{\mu} \phi^-}(q-k,k)]_{t,1} + \frac{1}{c_w} [T_{Z_{\nu} \phi'}(q-k,k)]_{t,1} \right\}$$

$$+ \frac{g_w}{2} \int \Gamma^{F_{\nu}}(q, k-q, -k) \left\{ C_s [T_{\phi^+ W^-}(q-k,k)]_{t,1} - (-1)^{\nu} \frac{1}{c_w} [T_{\phi^+ Z}(q-k,k)]_{t,1} \right\},$$
\[
\sum_{\nu, S} \Gamma_{S, \nu}^{PV}(q) = \frac{g_w}{2} \int (k - q)^\mu (-1)^S \left\{ -C_S [T_{W_s^+ \phi^-}(q - k, k)]_{t, 1} + \frac{1}{c_w} [T_{Z_{\nu} \nu}(q - k, k)]_{t, 1} \right\} \\
+ \frac{g_w}{2} \int k^\nu \left\{ C_S [T_{\nu + \nu}^+(q - k, k)]_{t, 1} - (-1)^S \frac{1}{c_w} [T_{Z_{\nu} \nu}(q - k, k)]_{t, 1} \right\}.
\]

(6.18)

In the above expressions we have that \((-1)^S\) is 1 (respectively, \(-1\)) when \(S = \chi\) (respectively, \(S = H\)), and that \(\overline{\chi} = H\) (respectively, \(\overline{\chi} = \chi\)) when \(S = \chi\) (respectively, \(S = H\)).

Through the use of the STIs of Eq. (A.113), the pinching action amount in this case to the following replacement

\[
\sum_{\nu, S} \Gamma_{S, \nu}^{PV}(q) \rightarrow (-1)^S \frac{g_w}{2} \int \left\{ C_S [R_{W_s}^{W_s^+}(q - k, k)]_{t, 1} - \frac{1}{c_w} [R_{\chi}^{Z}(q - k, k)]_{t, 1} \right\} \\
+ (-1)^S C_S [R_{\nu + \nu}^{W_s^+}(q - k, k)]_{t, 1} - \frac{1}{c_w} [R_{\nu}^{Z}(q - k, k)]_{t, 1} \right\},
\]

(6.19)

so that the effective PT vertex will be given by

\[
\tilde{\Gamma}_{S}(q) = \sum_{\nu, S} \Gamma_{S, \nu}^{PV}(q) + \sum_{\text{class (ii)}} \Gamma_{S}^{(ii)}(q) \\
+ (-1)^S \frac{g_w}{2} \int \left\{ C_S [R_{W_s}^{W_s^+}(q - k, k)]_{t, 1} - \frac{1}{c_w} [R_{\chi}^{Z}(q - k, k)]_{t, 1} \right\} \\
+ (-1)^S C_S [R_{\nu + \nu}^{W_s^+}(q - k, k)]_{t, 1} - \frac{1}{c_w} [R_{\nu}^{Z}(q - k, k)]_{t, 1} \right\}.
\]

(6.20)

We can now proceed to the comparison with the corresponding BFG \(\tilde{\Gamma}_{S}(q)\) vertex.

We first of all notice that as in the charged scalar case we have the following identities

\[
\sum_{f} \Gamma_{S}^{f\nu}(q) \equiv \sum_{f} \Gamma_{S}^{f\nu}(q), \quad \sum_{S} \Gamma_{S}^{S\nu}(q) \equiv \sum_{S} \Gamma_{S}^{S\nu}(q), \quad \sum_{\nu, S} \Gamma_{S}^{PV}(q) \equiv \sum_{\nu, S} \Gamma_{S}^{PV}(q),
\]

(6.21)

Next, we concentrate on the PT terms [shown in Eqs. (A.114) and (A.115)], starting from the four particle sector of the \(SU(2)^2\) type. It is then a long but straightforward exercise to check that the PT terms

\[
\sum_{S, \nu} \Gamma_{S, \nu}^{PV}(q) = -\frac{g_w^2}{4} \sum_{S, \nu} \left\{ \Delta_{\phi}(q - k)^\nu \gamma_{\nu}(S^{\nu}) \right\} (q - k, k) \\
- \frac{g_w^2}{2} \left\{ \Delta_{\phi}(q - k)^\nu \gamma_{\nu}(\phi^{\nu}) \right\} (q - k, k) \\
- \frac{g_w^2}{4 c_w} \left\{ \Delta_{\phi}(q - k)^\nu \gamma_{\nu}(\phi^{\nu}) \right\} (q - k, k) \\
- \frac{g_w^2}{4 c_w} \left\{ \Delta_{\phi}(q - k)^\nu \gamma_{\nu}(\phi^{\nu}) \right\} (q - k, k) \\
+ \frac{g_w^2}{4} \sum_{S, \nu} \left\{ \Delta_{\phi}(q - k)^\nu \gamma_{\nu}(\phi^{\nu}) \right\} (q - k, k)
\]

(6.22)
particular, as far as the remaining part of the ghost sector is concerned, the 

\begin{equation}
-ig_w^2 i C_S \sum_V C_V' \int \Delta_{u+\phi}(k) \gamma_{(\phi+u')} \phi(q-k,k)
\end{equation}

\begin{equation}
+ig_w^2 (-1)^S \frac{S}{4c_w} \int \Delta_{u^2 \phi}(k) \left[ \gamma_{(\phi+u')} \phi(q-k,k) + (-1) \gamma_{(\phi-u')} \phi(q-k,k) \right]
\end{equation}

\begin{equation}
+ig_w^2 \frac{1}{4c_w^2} \int \Delta_{u^2 \phi}(k) \gamma_{(Su^2)} \phi(q-k,k),
\end{equation}

generate the four particles BFG ghost sector, \textit{i.e.},

\begin{equation}
\sum_{S,\bar{u},\bar{t}} \Gamma_{S}^{\bar{u}\bar{t}}(q) \equiv \sum_{S,\bar{u},\bar{t}} \Gamma_{S}^{\bar{u}\bar{t}}(q).
\end{equation}

The remaining PT terms will mix with the corresponding class \textit{(ii)} diagrams. In particular, as far as the remaining part of the ghost sector is concerned, the $R_{\xi}$FG contributions read

\begin{equation}
\sum_{\bar{u}} \Gamma_{S}^{\bar{u}}(q) = ig_w \frac{i}{2} M_W C_S \int [\Delta_{u-\phi}(q-k) \Delta_{u-\phi'}(q-k) \gamma_{\phi\phi'}(q-k,k)
\end{equation}

\begin{equation}
\Delta_{u^2 \phi}(q-k) \gamma_{u^2 \phi'}(q-k,k)]
\end{equation}

\begin{equation}
-ig_w \frac{M_W}{2c_w^2} \delta_{SH} \int [\Delta_{u^2 \phi}(q-k) \Delta_{u^2 \phi'}(q-k) \gamma_{\phi\phi'}(q-k,k)
\end{equation}

\begin{equation}
\Delta_{u^2 \phi}(q-k) \gamma_{u^2 \phi'}(q-k,k). \quad (6.24)
\end{equation}

At this point we observe that the background field $\tilde{\chi}$ does not couple with (two) ghosts, so that the PT terms must precisely cancel the $R_{\xi}$FG ones. In fact, after adding the two contributions, one can easily check that

\begin{equation}
\sum_{\bar{u}} \tilde{\Gamma}_{S}^{\bar{u}}(q) + \sum_{\bar{u}} \Gamma_{S}^{\bar{u}}(q) = ig_w \frac{i}{2} M_W C_S [1 - (-1)^S] \int [\Delta_{u-\phi}(q-k) \Delta_{u-\phi'}(q-k) \gamma_{\phi\phi'}(q-k,k)
\end{equation}

\begin{equation}
\Delta_{u^2 \phi}(q-k) \gamma_{u^2 \phi'}(q-k,k)]
\end{equation}

\begin{equation}
-ig_w \frac{M_W}{c_w^2} \delta_{SH} \int [\Delta_{u^2 \phi}(q-k) \Delta_{u^2 \phi'}(q-k) \gamma_{\phi\phi'}(q-k,k)
\end{equation}

\begin{equation}
\Delta_{u^2 \phi}(q-k) \gamma_{u^2 \phi'}(q-k,k)], \quad (6.25)
\end{equation}

correctly reproduces the BFG $\mathcal{SU}^2$ sector, \textit{i.e.},

\begin{equation}
\sum_{\bar{u}} \tilde{\Gamma}_{S}^{\bar{u}}(q) + \sum_{\bar{u}} \Gamma_{S}^{\bar{u}}(q) \equiv \sum_{\bar{u}} \Gamma_{S}^{\bar{u}}(q).
\end{equation}

We finally need to consider the scalar–scalar sector. The $R_{\xi}$FG contributions to the latter read

\begin{equation}
\sum_{S} \Gamma_{S}^{SS}(q) = -ig_w \delta_{SH} \frac{3M_H^2}{2M_W} \int \Delta_{H\phi}(q-k) \Delta_{H\phi'}(q-k,k)
\end{equation}

\begin{equation}
-ig_w \frac{M_H^2}{2M_W} \int \Delta_{\phi+\phi}(q-k) \Delta_{\phi-\phi'}(q-k,k)
\end{equation}

\begin{equation}
-ig_w \frac{M_H^2}{2M_W} \int \Delta_{\phi}(q-k) \Delta_{\phi'}(q-k,k)
\end{equation}

\begin{equation}
-ig_w \frac{M_H^2}{2M_W} \int \Delta_{\phi}(q-k) \Delta_{\phi'}(q-k,k). \quad (6.27)
\end{equation}
Now, we first of all notice that the BFG vertex $\hat{\chi}HH$ and the BFG one $HHH$ coincide; moreover since there is no BFG $\hat{\chi}\phi^+\phi^-$ coupling, the PT terms should exactly vanish in this case, since there is no $R_{\xi}FG \chi\phi^+\phi^-$ coupling either. After adding the PT contributions to the above terms, one has the result

$$\sum_{S} \tilde{\Gamma}^{S^2}(q) + \sum_{S} \Gamma^{S^2}(q) =$$

$$-ig_{w} \delta_{SH} \frac{3M_{H}^{2}}{2M_{W}} \int \Delta_{\Phi}(q-k)\Delta_{\Phi'}(k)\gamma_{\Phi\Phi'}(q-k,k)$$

$$ig_{w} \left\{ \frac{i}{2} C_{S} M_{W} [1 - (-1)^{S}] - \delta_{SH} \frac{M_{H}^{2}}{2M_{W}} \right\} \int \Delta_{\phi^+\phi}(q-k)\Delta_{\phi^+\phi'}(k)\gamma_{\phi\phi'}(q-k,k)$$

$$+ig_{w} \left\{ (-1)^{S} \frac{M_{W}}{2c_{w}^{2}} - \frac{M_{H}^{2}}{2M_{W}} \right\} \int \Delta_{\chi\phi}(q-k)\Delta_{\chi\phi'}(k)\gamma_{\chi\phi'}(q-k,k),$$

which precisely coincide with the BFG one, i.e we have

$$\sum_{S} \tilde{\Gamma}^{S^2}(q) + \sum_{S} \Gamma^{S^2}(q) \equiv \sum_{S} \Gamma^{S^2}(q).$$

This concludes the proof that (putting back fermionic indices)

$$\tilde{\Gamma}_{Sff}(q,p_1,p_2) \equiv \tilde{\Gamma}_{Sff}(q,p_1,p_2).$$

7. Reconstruction of the PT terms: two-point functions

Of course at this point one would expect that the two-point functions too coincide with the BFG ones, since both the boxes as well as the vertices coincide with the corresponding quantities in the BFG, and the $S$-matrix is unique. A proof based on the strong induction principle along the same lines of the one carried out in [22] for the QCD case can be easily carried out.

In this section however, we are going to briefly address a slightly different question that is: can one explicitly reconstruct the pinching parts that implicitly cancel in our all-order generalization of the PT procedure? or, equivalently, can one explicitly construct the two-point PT functions? The use of the BQIs of Eq.(B.1) and (B.2) will allow a positive answer to both questions.

To fix the ideas we will hereafter consider the charged electroweak sector, i.e., we choose $\mathcal{V}_{a} \equiv W_{a}^+$ and $\mathcal{S} \equiv \phi^+$, so that the BQIs of Eq.(B.2) read

$$\Gamma_{\bar{\omega}_{a}^{+}f_{a}f_{a}} = \Gamma_{W_{a}^{+}f_{a}f_{a}} + \Gamma_{\bar{\omega}_{a}^{+}W_{a}^{-}f_{a}f_{a}} + \Gamma_{\bar{\omega}_{a}^{+}\phi^{+}f_{a}f_{a}},$$

$$\Gamma_{\phi^{+}f_{a}f_{a}} = \Gamma_{\phi^{+}f_{a}f_{a}} + \Gamma_{\phi^{+}f_{a}f_{a}} + \Gamma_{\phi^{+}W_{a}^{-}f_{a}f_{a}},$$

where we have omitted the momentum dependence of the various Green’s function as for the rest of this section [the latter can be easily reconstructed from the appendix equations (B.1) and (B.2)].

On the other hand, due to our explicit construction, we know that in general $\tilde{\Gamma}_{a,ff} \equiv \tilde{\Gamma}_{\mathcal{V}_{a}ff}$ and $\tilde{\Gamma}_{Sff} \equiv \tilde{\Gamma}_{Sff}$, so that the above BQIs express (to all orders) the
relations between the PT three point Green’s functions and the normal ones, and (upon inversion) vice versa.

To extract the propagator-like pieces from the above BQIs, one has to isolate all the terms proportional to the tree-level vertices \( \Gamma^{(0)}_{W^+ f_u f_d} \) and \( \Gamma^{(0)}_{\phi^+ f_u f_d} \). The complete set of these terms can be found inverting at each perturbative order Eqs. (7.1) thus writing the \( R_\xi \) three points Green’s functions in terms of the PT ones, and observing that at tree-level they coincide. It is clear from the structure of Eq. (7.1) that the propagator-like pieces extracted from the \( \Gamma_{W^+ f_u f_d} \) BQI (respectively, \( \Gamma_{\phi^+ f_u f_d} \)) will contain in general both the two points functions \( \Gamma_{\Omega^+ W^-\mu} \) and \( \Gamma_{\Omega^+ \phi^-} \) (respectively, \( \Gamma_{\Omega^+ \phi^-} \) and \( \Gamma_{\Omega^+ W^-\mu} \)).

After isolating the propagator-like terms one has to decide how to allot them among the available \( R_\xi \) point functions \( \Gamma_{W^+ W^-\mu}, \Gamma_{W^+ \phi^-}, \Gamma_{\phi^+ W^-\mu} \) and \( \Gamma_{\phi^+ \phi^-} \). At a first sight, it is tempting to assign the \( \Gamma_{\Omega^+ W^-\mu} \) (\( \Gamma_{\Omega^+ \phi^-} \)) part entirely to the \( W \) (\( \phi \)) self-energy, while giving the term proportional to \( \Gamma_{\Omega^+ \phi^-} \) (\( \Gamma_{\Omega^+ W^-\mu} \)) to the mixed function \( \Gamma_{W^+ \phi^-} \) (\( \Gamma_{\phi^+ W^-\mu} \)). To see that this is however not the case, we notice that at one-loop \( \Gamma_{\Omega^+ S_S} = 0 \) (respectively, \( \Gamma_{\Omega^+ S_S} = 0 \)), but still the BQIs should provide contribution for both the \( \Gamma_{W^+ W^-\mu} \) as well as the \( \Gamma_{W^+ \phi^-} \) two-point functions (respectively, \( \Gamma_{\phi^+ \phi^-} \) and \( \Gamma_{\phi^+ W^-\mu} \)).

The correct procedure is instead the following [36]:

i) To isolate from the terms proportional to \( \Gamma^{(0)}_{W^+ f_u f_d} \) the corresponding two type of contributions, we insert the identity

\[
g^{(0)}_{\beta} = [\Delta^{(0)}_{W^+ W^-\mu}(q)]^{-1} \Delta^{(0)}_{W^+ W^-\mu}(q)
= - \Gamma^{(0)}_{W^+ W^-\mu}(q) \Delta^{(0)}_{W^+ W^-\mu}(q) - \frac{q_{\beta}}{M_W} \Gamma^{(0)}_{W^+ W^-\mu}(q) \Delta^{(0)}_{W^+ W^-\mu}(q).
\]

(7.2)

When looking at the BQI for \( \hat{\Gamma}_{W^+ f_u f_d} \) (respectively, \( \hat{\Gamma}_{\phi^+ f_u f_d} \)) the first term will contribute to the \( \hat{\Gamma}_{W^+ W^-} \) (respectively, \( \hat{\Gamma}_{\phi^+ W^-} \)) PT two point function, while the second to the \( \hat{\Gamma}_{\phi^+ \phi^-} \) one.

ii) To isolate from the terms proportional to \( \Gamma^{(0)}_{\phi^+ f_u f_d} \) the corresponding two type of contributions, we instead make use of the following relation, holding when contracted with on-shell spinors

\[
\Gamma^{(0)}_{\phi^+ f_u f_d}(q, p_1, p_2) = \frac{q^\mu}{M_W} \Gamma^{(0)}_{W^+ f_u f_d}(q, p_1, p_2)
= - \Gamma^{(0)}_{\phi^+ \phi^-}(q) \Delta^{(0)}_{\phi^+ \phi^-}(q) \Gamma^{(0)}_{\phi^+ f_u f_d}(q, p_1, p_2)
- \Gamma^{(0)}_{\phi^+ W^-\mu}(q) \Delta^{(0)}_{W^+ W^-\mu}(q) \Gamma^{(0)}_{W^+ f_u f_d}(q, p_1, p_2).
\]

(7.3)

When looking at the BQI for \( \hat{\Gamma}_{\phi^+ f_u f_d} \) (respectively, \( \hat{\Gamma}_{W^+ f_u f_d} \)) the first term will contribute to the \( \hat{\Gamma}_{\phi^+ \phi^-} \) (respectively, \( \hat{\Gamma}_{\phi^+ W^-} \)) PT two point function, while the second to the \( \hat{\Gamma}_{\phi^+ W^-} \) (respectively, \( \hat{\Gamma}_{W^+ W^-} \)) one.

At the one-loop level one has for example that

\[
\Gamma^{(1)}_{W^+ f_u f_d} = \hat{\Gamma}^{(1)}_{W^+ f_u f_d} - \Gamma^{(1)}_{\Omega^+ W^-\mu} \Gamma^{(0)}_{W^+ W^-\mu f_u f_d},
\]

\[
\Gamma^{(1)}_{\phi^+ f_u f_d} = \hat{\Gamma}^{(1)}_{\phi^+ f_u f_d} - \Gamma^{(1)}_{\Omega^+ \phi^-} \Gamma^{(0)}_{\phi^+ f_u f_d}.
\]

(7.4)
Making use of Eqs. (7.1) and (7.2), we then find
\[
- \Gamma^{(1)}_{\Omega^+\sigma^-} f_{\sigma} = \hat{\Gamma}^{(1)}_{\Omega^+\sigma^-} f_{\sigma} - \Gamma^{(1)}_{\Omega^+\sigma^-} f_{\sigma} = \left[ \Gamma^{(1)}_{\Omega^+\sigma^-} W_{\mu}^{\alpha} f_{\sigma} \right] \Delta^{(0)}_{\mu+ \nu} - \Gamma^{(0)}_{\Omega^+\sigma^-} f_{\sigma}
\]

Therefore, taking into account the mirror vertices, we end up with the results
\[
\hat{\Gamma}^{(1)}_{\Omega^+\sigma^-} = \Gamma^{(1)}_{\Omega^+\sigma^-} - \Gamma^{(1)}_{\Omega^+\sigma^-} f_{\sigma}.
\]

(7.5)

Inspection of the above expressions shows that they coincide precisely with the one-loop expansion of the BQIs of Eq. (7.1), thus we recover the well known results
\[
\hat{\Gamma}^{(1)}_{\Omega^+\sigma^-} = \Gamma^{(1)}_{\Omega^+\sigma^-}, \quad \hat{\Gamma}^{(1)}_{\omega^+ \omega^-} = \Gamma^{(1)}_{\omega^+ \omega^-}, \quad \hat{\Gamma}^{(1)}_{\omega^+ \omega^-} = \Gamma^{(1)}_{\omega^+ \omega^-}.
\]

(7.6)

More involved is the analysis in the two-loop case, where the BQIs for the vertex functions read
\[
\Gamma^{(2)}_{\omega^+ \omega^-} f_{\omega} = \hat{\Gamma}^{(2)}_{\omega^+ \omega^-} f_{\omega} - \Gamma^{(1)}_{\omega^+ \omega^-} f_{\omega} = \left[ \Gamma^{(1)}_{\omega^+ \omega^-} W_{\mu}^{\alpha} f_{\omega} \right] \Delta^{(0)}_{\mu+ \nu} - \Gamma^{(0)}_{\omega^+ \omega^-} f_{\omega},
\]

(7.7)

To extract the corresponding propagator-like pieces we can make use, as in the previous case, of the identities of Eq. (7.2) and (7.3). However beyond the one-loop level this is not the end of the story: the conversion of the IPR string \( \mathbb{S}^{(2)} \) of (normal) one-loop self-energies into the corresponding string \( \hat{\mathbb{S}}^{(2)} \) of one-loop PT self-energies has to be taken into account. This will generated the IPI contributions \( \mathbb{S}^{(2)} \) that have to be allotted to the corresponding two-loop PT two-point functions.

Therefore, after adding the mirror vertex contributions, we have the results
\[
\hat{\Gamma}^{(2)}_{\omega^+ \omega^-} = \Gamma^{(2)}_{\omega^+ \omega^-} + \mathbb{S}^{(2), \text{IPI}} + \Gamma^{(2)}_{\omega^+ \omega^-} W_{\mu}^{\alpha} f_{\omega} - \Gamma^{(0)}_{\omega^+ \omega^-} W_{\mu}^{\alpha} f_{\omega} - \Gamma^{(1)}_{\omega^+ \omega^-} W_{\mu}^{\alpha} f_{\omega} - \Gamma^{(0)}_{\omega^+ \omega^-} f_{\omega}.
\]

(7.8)
Moreover, following the second paper of [4] we find,

\[ \tilde{\Gamma}^{(2)}_{\phi^+W^-} = \Gamma^{(2)}_{\phi^+W^-} + S^{(2,1PI)}_{\phi^+W^-} + \Gamma^{(2)}_{\phi^-W^-} - \Gamma^{(0)}_{\phi^+W^-} (q) + \Gamma^{(2)}_{\Omega^+W^+\phi^+W^-} + \Gamma^{(2)}_{\Omega^+W^-\phi^+W^-} - \Gamma^{(0)}_{\Omega^+W^-\phi^+W^-}, \]

\[ \tilde{\Gamma}^{(2)}_{\phi^+\phi^-} = \Gamma^{(2)}_{\phi^+\phi^-} + S^{(2,1PI)}_{\phi^+\phi^-} + \Gamma^{(2)}_{\phi^-\phi^-} - \Gamma^{(0)}_{\phi^+\phi^-} (q) + \Gamma^{(2)}_{\Omega^+\phi^+\phi^-} + \Gamma^{(2)}_{\Omega^-\phi^+\phi^-} - \Gamma^{(0)}_{\Omega^-\phi^+\phi^-}. \]

(7.9)

Moreover, following the second paper of [4] we find,

\[ S^{(2,1PI)}_{W^+\phi^-} = \Gamma^{(1)}_{\Omega^+W^+\phi^-} - \Gamma^{(1)}_{\Omega^-W^-\phi^-} + \Gamma^{(1)}_{\Omega^+W^+\phi^-} - \Gamma^{(1)}_{\Omega^-W^-\phi^-} + \Gamma^{(1)}_{\Omega^+W^+\phi^-} - \Gamma^{(0)}_{\Omega^-W^-\phi^-}, \]

\[ S^{(2,1PI)}_{W^+\phi^-} = \Gamma^{(1)}_{\Omega^+W^+\phi^-} - \Gamma^{(1)}_{\Omega^-W^-\phi^-} + \Gamma^{(1)}_{\Omega^+W^+\phi^-} - \Gamma^{(1)}_{\Omega^-W^-\phi^-} + \Gamma^{(1)}_{\Omega^+W^+\phi^-} - \Gamma^{(0)}_{\Omega^-W^-\phi^-}, \]

(7.10)

Adding the above contributions to Eq. (7.9), we see that the resulting expressions coincide precisely with the two-loop expansion of the BQIs of Eq. (7.11), thus providing us with the (expected) result

\[ \tilde{\Gamma}^{(2)}_{W^+\phi^-} = \Gamma^{(2)}_{W^+\phi^-}, \quad \tilde{\Gamma}^{(2)}_{W^+\phi^-} = \Gamma^{(2)}_{W^+\phi^-}, \]

\[ \tilde{\Gamma}^{(2)}_{\phi^+W^-} = \Gamma^{(2)}_{\phi^+W^-}, \quad \tilde{\Gamma}^{(2)}_{\phi^+W^-} = \Gamma^{(2)}_{\phi^+W^-}. \]

(7.11)

which extends to the full SM the one proved in [26] for the case of conserved currents.

8. Conclusions

In the present paper we have extended the algorithm presented in [22] for generalizing the PT to all orders in QCD, to the case of the electroweak sector of the SM. This generalization has been a pending problem, mainly due both to the proliferation of Feynman diagrams as compared to the QCD case, as well as to the complication arising from the presence of Goldstone’s bosons in the theory, which implies that the BRST symmetry (and therefore the STIs) are now realized through them. These problems have been solved by resorting to the recently introduced PT construction by means of the STI satisfied by special four-point functions which serve as a common kernel to all higher order self-energy and vertex diagrams. Thus, instead of manipulating algebraically individual Feynman diagrams, all the pinching action could be simultaneously addressed. In particular, we have shown that without any modification (apart from the obvious one of the inclusion of the vertices of the type $S^2\mathcal{V}$ as sources of pinching momenta in the
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scalar sector), the QCD algorithm goes through in the SM case, allowing for the all-order generalization of the PT.

It should be clear by now that, being valid to all orders, the PT is a procedure intrinsic to any gauge theory (Abelian and non-Abelian), that can be applied to obtain Green’s functions possessing many of the properties of $S$-matrix elements. This is particularly important in the SM case, in which the consistent description of unstable particles necessitates the definition and resummation of off-shell (two-point) Green’s functions, which must respect the crucial physical requirements of resummability, analyticity, unitarity, gauge invariance, multiplicative renormalization and no shifting of the position of the pole \[4\]. This is naturally provided by the PT two-point functions to all orders.

The correspondence between the PT Green’s functions and the BFG ones, that we have shown to persist to all order, has been a source of considerable confusion in the literature; in particular it has been argued that the PT is but a special case of the BFM, representing one out of an infinite number of equivalent choices parametrized by the $\xi_0$ gauge fixing parameter. One should however recall that for a general value of the latter parameter, the BFM Green’s functions shows a residual dependence on it. Thus, from the PT point of view there is no difference between a theory quantized in the BFM or $R_\xi$ gauges: in fact, to eliminate this residual $\xi_0$ dependence of the BFM Green’s functions, one would apply the very same PT algorithm discussed in this paper (but with the STIs written down in this gauge), and arrive at precisely the same vertices and propagators we have described. The BFG has only the special property that pinching contribution vanishes, and thus is the most economical way of obtaining the PT results. In addition, the PT construction goes through unaltered, under circumstances where the BFM Feynman rules cannot even be applied. Specifically, if instead of an $S$-matrix element one were to consider a different observable, such as a current-current correlation function or a Wilson loop, as was in fact done by Cornwall in the original formulation \[11\] (and, more recently, in \[17\]), one could not start out using the BFM Feynman rules, because all fields appearing inside the first non-trivial loop are quantum ones. Instead, by following the PT rearrangement inside these physical amplitudes one would dynamically arrive at the BFM answer.

Notice that the renormalization program will not spoil the PT construction presented here. Of course there is no doubt that if one supplies the correct set of counterterms within the conventional formulation the entire $S$-matrix will continue to be renormalized, even after the PT rearrangements of the (unrenormalized) Feynman graphs. The question is eventually if the new Green’s functions constructed through the PT rearrangements are individually renormalizable (a classic counter example being the unitary gauge of the SM, where the entire $S$-matrix is renormalizable, whereas the individual Green’s functions computed in this gauge are not). The general methodology for dealing with this issue has been established in the second paper of \[2\], where the two-loop QCD case was studied in detail, and consist of two steps: one should first of all start out with the counterterms which are necessary to renormalize individually
the conventional Green’s functions contributing to the $n$-loop $S$-matrix in the RFG; then, one should show that, by simply rearranging these counterterms, following the PT rules, we arrive at the renormalized $n$-loop PT Green’s functions. This analysis was extended to the (QCD) all order case in the second paper of [22], where it was shown that renormalization poses no problems whatsoever to the PT construction. The generalization of the above analysis to the SM case does not present any additional conceptual complication.

The extension of the PT to theories beyond the SM should pose (at least at the one-loop level) no problems at all, and has been recently pursued in the MSSM [19], in the context of finding a scale and gauge independent definition of mixing angles for scalar particles. It remains to be seen what Feynman rules give rise to these super-PT Green’s functions in theories possessing many scalars in the spectrum (such as the MSSM), since in the latter case (contrary to the SM one) one has, in principle, the freedom to include (or not) in the BFM gauge fixing function also scalars that do not posses a vev (such as squarks), therefore symmetrizing (or not) the corresponding $S^2V$ coupling. To the best of our knowledge, it is not yet clear which one (if any) of the above possible choices will constitute the super-BFM gauge of the MSSM. However notice that the PT procedure has no arbitrariness whatsoever (contrary to the claims in [19]), and moreover naturally select a super-BFM gauge fixing function where all the scalars have been put, since we have seen that one should pinch whenever a longitudinal momenta appears in the external tree-level vertex of type $(i)$ diagrams (and this will happen for all the vertices of the type $S^2V$, irrespectively from whether or not the scalar $S$ has a vev). We conjecture that the MSSM super-BFM gauge will coincide with the one dynamically projected out by the super-PT procedure.

Clearly, it would also be very interesting to reach a deeper understanding of why the PT dynamically singles out the BFG value $\xi_Q = 1$. There are several pieces of evidence that the BFG is somehow special; for example, the anomalous one-loop SUSY breaking in Yang-Mills theories with local coupling is uniquely determined by the BFG value of a certain vertex function [37]. One possible direction to explore would be to look for special properties of the BFM action at $\xi_Q = 1$; an interesting 3D example of a field-theory, which, when formulated in the background Landau gauge ($\xi_Q = 0$), displays an additional (non-BRST related) rigid super-symmetry, is given in [38].

Concluding, we think that many of the open questions related to the PT procedure, such as its uniqueness, independence from the test particles and especially its generalization beyond leading order, have been fully addressed and solved, both in theories with, as well as without, spontaneous symmetry breaking. Moreover, a deep connection between the PT and powerful BRST related algebraic formalisms (such as the ones of Batalin-Vilkovisky and Nielsen) has been unveiled, allowing the PT to acquire the status of a well-defined formal tool.
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Appendix A. Slavnov-Taylor identities

In this appendix we briefly discuss the derivation of the (on-shell) STIs needed, by taking as a case study the STI satisfied by the $T_{V^\mu W^-\nu}$ amplitude when hitting from the neutral gauge boson side.

For getting this STI one starts by observing that the BRST transformation of an antighost-field $\bar{u}^V$ starts with the term $\partial_{\mu}V^\mu$ (which is $\sim k_{\mu}V^\mu$ in momentum space). In this particular case we then trade the gauge boson field $V^\mu$ for the anti-ghost field $\bar{u}^V$, and consider the trivial (due to ghost charge conservation) identity

$$\langle T[\bar{u}^V(x)V^{-\nu}(y)f_1(z)f_2(w)] \rangle = 0,$$

leaving the fermionic fields unspecified. By applying the BRST operator $s$ to the above identity, and passing to momentum space, we get the identity

$$k_{\mu}G_{V^\mu W^-\nu}(k_1, k_2) + k_{2\nu}G_{\bar{u}^V u^{-\mu}}(k_1, k_2) + iM_VG_{\chi W^-\mu}(k_1, k_2) + g_{\nu\nu}\sum_{V'}C_{V'}[G_{\bar{u}^V(W^{-\nu}u')}(k_1, k_2) - G_{\bar{u}^V(u^{-\nu})}(k_1, k_2)]$$

$$+ X_\nu(k_1, k_2) = 0,$$

where (FT stands for Fourier transform)

$$X_\nu(k_1, k_2) \overset{\text{FT}}{=} - \langle T\{\bar{u}^V(x)V^{-\nu}(y)s[f_1(z)f_2(w)]\}\rangle,$$

and two fields between brackets are taken to be at the same space-time position. A diagrammatic representation of the Green’s functions appearing above is shown in Fig. (A1).

Now let us concentrate on the $X_\nu$ terms. From the BRST variations of Eq. (2.18), it is clear that independently of the type of fermions appearing in Eq. (A.3), these terms will miss an external fermion propagator, and will thus vanish due to the on-shell condition. At one-loop order, for example, these terms represent simply the ones proportional to the
Figure A1. Diagrammatic representation of the various Green’s function appearing in the STIs. Here the indices $i$ and $j$ run over the four possible values $+,-,A,Z$. The corresponding (on-shell) Green’s functions $G$ appearing in the formulas, are obtained from the above one by truncating the external legs (with the exclusion the ones that end at a common point).
inverse tree-level propagator appearing in the PT calculations. Indeed, we can multiply both sides of the Eq. (A.2) by the product $S_1^{-1}(p_1)S_2^{-1}(p_2)$ of the two inverse propagator of the external fermions, and then sandwich the amplitude between their spinors: due to the on-shell conditions the vanishing of the aforementioned terms follows by virtue of the Dirac equation. One should observe that the vanishing of these on-shell pieces is in fact the reason for the (all order) process independence of the PT algorithm [40, 22].

Thus one arrives at the following (on-shell) STI

$$k_1^\mu T_{V,W^-}(k_1, k_2) = R_{W^-}^V(k_1, k_2),$$

where, omitting the spinors,

$$T_{V,W^-}(k_1, k_2) = \Delta_{V,\phi}(k_1)\Delta_{W^-\phi'}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$R_{W^-}^V(k_1, k_2) = - k_{2\nu}\Delta_{\bar{u}\nu\phi}(k_1)\Delta_{u-\phi'}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$- iM_V\Delta_{\chi\phi}(k_1)\Delta_{W^-\phi'}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$- g_w \sum_{V'\nu} C_{V'}\Delta_{\bar{u}\nu\phi}(k_1) \left[ G_{\phi_{(W^-_{u\nu})}}(k_1, k_2) - G_{\phi_{(V'_{\bar{u}\nu})}}(k_1, k_2) \right].$$

In Eq. (A.5) (as in the rest of these Appendices), a sum over twice repeated fields (running over all the allowed SM combinations) is intended.

In what follows we list all the remaining on-shell STIs used throughout the paper.

**Appendix A.1. Gauge-boson sector**

**Appendix A.1.1. Charged sector** In addition to the STI of Eq. (A.2) we need the following identities

$$k_2^\nu T_{V,W^-}(k_1, k_2) = R_{V,W^-}^W(k_1, k_2),$$

$$k_1^\mu T_{W^-_{\mu\nu}, V}(k_1, k_2) = R_{V,W^-}^W(k_1, k_2),$$

$$k_2^\mu T_{W^-_{\mu\nu}, V}(k_1, k_2) = R_{V,W^-}^W(k_1, k_2),$$

where

$$R_{V,W^-}^W(k_1, k_2) = k_{1\mu}\Delta_{u\nu\phi}(k_1)\Delta_{\bar{u}\nu+\phi'}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$- M_W\Delta_{V,W^-}(k_1)\Delta_{\phi-\phi'}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$+ g_w C_V\Delta_{\bar{u}\nu\phi}(k_2) \left[ G_{\phi_{(W^-_{u\nu})}}(k_1, k_2) - G_{\phi_{(W^-_{\bar{u}\nu})}}(k_1, k_2) \right],$$

$$R_{V,W^-}^W(k_1, k_2) = - k_{2\nu}\Delta_{\bar{u}\nu\phi}(k_1)\Delta_{u-\phi'}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$- M_W\Delta_{\phi-\phi'}(k_1)\Delta_{\bar{u}\nu\phi}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$- g_w C_V\Delta_{\bar{u}\nu\phi}(k_1) \left[ G_{\phi_{(W^-_{u\nu})}}(k_1, k_2) - G_{\phi_{(W^-_{\bar{u}\nu})}}(k_1, k_2) \right],$$

$$R_{W^-_{\mu\nu}, V}(k_1, k_2) = k_{1\mu}\Delta_{u-\phi}(k_1)\Delta_{\bar{u}\nu\phi'}(k_2)G_{\phi\phi'}(q - k, k)$$

$$- iM_V\Delta_{W^-\phi}(k_1)\Delta_{\chi\phi'}(k_2)G_{\phi\phi'}(k_1, k_2)$$

$$+ g_w \sum_{V'} C_{V'}\Delta_{\bar{u}\nu\phi}(k_2) \left[ G_{\phi_{(W^-_{u\nu})}}(k_1, k_2) - G_{\phi_{(V'_{\bar{u}\nu})}}(k_1, k_2) \right].$$
Appendix A.1.2. Neutral sector

In this case the STIs needed are just

\[ k_1^\mu T_{W_\mu W_\mu}^{-}(k_1, k_2) = R_{W_\mu}^{-}(k_1, k_2), \]
\[ k_2^\mu T_{W_\mu W_\mu}^{-}(k_1, k_2) = R_{W_\mu}^{-}(k_1, k_2), \]  

(A.8)

where we have

\[ R_{W_\mu}^{+}(k_1, k_2) = - k_2 \Delta_{u^-}(k_1) \Delta_{u^-}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ + M_W \Delta_{\phi^+}(k_1) \Delta_{W_\mu^-}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ - g_w \sum_V C_V \Delta_{u^-}(k_1)[G_{\Phi\{W_\mu^-u\}'}(k_1, k_2) - G_{\Phi\{u^-u\}'}(k_1, k_2)], \]
\[ R_{W_\mu}^{-}(k_1, k_2) = k_1 \Delta_{u^+}(k_1) \Delta_{u^+}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ - M_W \Delta_{\phi^+}(k_1) \Delta_{W_\mu^-}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ - g_w \sum_V C_V \Delta_{u^+}(k_2)[G_{\Phi\{W_\mu^+u\}'}(k_1, k_2) - G_{\Phi\{u^+u\}'}(k_1, k_2)]. \]  

(A.9)

Appendix A.2. Scalar bosons sector

Appendix A.2.1. Charged sector

The STIs employed in this case reads

\[ k_1^\mu T_{\nu_\mu \phi^-}(k_1, k_2) = R_{\phi^-}^{-}(k_1, k_2), \]
\[ k_2^\mu T_{\phi^- \nu_\mu}(k_1, k_2) = R_{\phi^-}^{-}(k_1, k_2), \]
\[ k_1^\mu T_{W_\mu \nu}(k_1, k_2) = R_{S}^{W^-}(k_1, k_2), \]
\[ k_2^\mu T_{S W_\mu}(k_1, k_2) = R_{S}^{W^-}(k_1, k_2), \]  

(A.10)

where S runs over the neutral would-be Goldstone bosons only, i.e., \( S = \{ \chi, H \} \). In particular we have

\[ R_{\phi^-}^{-}(k_1, k_2) = M_W \Delta_{u^-}(k_1) \Delta_{u^-}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ - i M_V \Delta_{\chi^F}(k_1) \Delta_{\Phi^F}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ - i g_w \sum_V \phi_S \Delta_{u^+}(k_1) G_{\Phi\{\phi^-u\}'}(k_1, k_2) \]
\[ + g_w \sum_V \phi_S \Delta_{u^+}(k_2) G_{\Phi\{\phi^-u\}'}(k_1, k_2), \]
\[ R_{\phi^-}^{-}(k_1, k_2) = - M_W \Delta_{u^-}(k_1) \Delta_{u^-}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ - i M_V \Delta_{\phi^+}(k_1) \Delta_{\phi^+}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ + i g_w \sum_V \phi_S \Delta_{u^+}(k_2) G_{\Phi\{\phi^-u\}'}(k_1, k_2) \]
\[ - g_w \sum_V \phi_S \Delta_{u^+}(k_2) G_{\Phi\{\phi^-u\}'}(k_1, k_2), \]  

(A.11)

with \( C_\chi = 1 \) and \( C_H = i \), and

\[ R_{S}^{W^-}(k_1, k_2) = - i M_Z \delta_{S \chi} \Delta_{u^+}(k_1) \Delta_{u^+}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
\[ - M_W \Delta_{\phi^-}(k_1) \Delta_{S \phi^-}(k_2) G_{\Phi \Phi}(k_1, k_2) \]
Finally, in the neutral scalar sector the following STIs appear

\[
\begin{align*}
\mathcal{R}^W_\phi^+(k_1, k_2) &= M_W \Delta_{\bar{u} \cdot \Phi}(k_1) \Delta_{u \cdot \Phi'}(k_2) G_{\Phi \Phi'}(k_1, k_2) \\
&\quad + M_W \Delta_{\bar{d} \cdot \Phi}(k_1) \Delta_{d \cdot \Phi'}(k_2) G_{\Phi \Phi'}(k_1, k_2) \\
&\quad - i \frac{g_w}{2} \sum_S C_S \Delta_{\bar{u} \cdot \Phi}(k_1) G_{\Phi \{Su} z_{\Phi \}}(k_1, k_2), \\
\mathcal{R}^Z_\phi^-(k_1, k_2) &\quad = - i \delta_{S_H} M_Z \Delta_{\bar{u} \cdot \Phi}(k_1) \Delta_{u \cdot \Phi'}(k_2) G_{\Phi \Phi'}(k_1, k_2) \\
&\quad - i M_Z \Delta_{\chi \Phi}(k_1) \Delta_{S \Phi'}(k_2) G_{\Phi \Phi'}(k_1, k_2) \\
&\quad + i \frac{g_w}{2} C_S \Delta_{\bar{u} \cdot \Phi}(k_1) \left[ G_{\Phi \{\Phi+ u\} \}}(k_1, k_2) + (-1)^S G_{\Phi \{\Phi- u\} \}}(k_1, k_2) \right] \\
&\quad - i (-1)^S \frac{g_w}{2 C_W} \Delta_{\bar{u} \cdot \Phi}(k_1) G_{\Phi \{\bar{S}u \cdot \}}(k_1, k_2), \\
\mathcal{R}'_S^Z(k_1, k_2) &\quad = i \delta_{S_H} M_Z \Delta_{\bar{u} \cdot \Phi}(k_1) \Delta_{u \cdot \Phi'}(k_2) G_{\Phi \Phi'}(k_1, k_2)
\end{align*}
\]

where \((-1)^S\) is 1 (respectively, \(-1\)) when \(S = \chi\) (respectively, \(S = H\), and \(\bar{S} = H\) (respectively, \(\bar{S} = \chi\)) when \(S = \chi\) (respectively, \(S = H\)).
\[ \begin{align*}
- i M_Z \Delta_{S\Phi}(k_1) \Delta_{\chi\Phi^*}(k_2) G_{\Phi\Phi^*}(k_1, k_2) \\
- i g_\omega \Delta_{u\bar{z}\Phi}(k_2) \left[ G_{\{\phi^+u^+\}}(k_1, k_2) + (-1)^S G_{\{\phi^-u^-\}}(k_1, k_2) \right] \\
+ i (-1)^S \frac{g_\omega}{2c_\omega} \Delta_{u\bar{z}\Phi}(k_2) G_{\{\bar{u}z\}}(k_1, k_2). \end{align*} \]  

(A.15)

Appendix B. Background quantum identities

In this appendix we report the BQIs used in the paper. Details on how to derive them can be found in [29, 30].

Appendix B.1. Two-point functions

The BQIs for the two-point functions read

\[ \begin{align*}
\Gamma_{\tilde{V}_\alpha\tilde{V}_\beta}(q) &= \Gamma_{V_\alpha V_\beta}(q) + \Gamma_{\bar{V}_\alpha\bar{V}_\beta}(q) \Gamma_{V^\mu V^\mu}(q) + \Gamma_{S\bar{S}}(q) G_{S\bar{S}}(q) \\
&+ \Gamma_{\alpha\gamma} \Gamma_{\bar{V}_\alpha \bar{V}_\beta}(q) \left[ \Gamma_{V_\alpha V_\beta}(q) + \Gamma_{\bar{V}_\alpha \bar{V}_\beta}(q) \Gamma_{V^\mu V^\mu}(q) + \Gamma_{S\bar{S}}(q) G_{S\bar{S}}(q) \right] \\
&+ \Gamma_{\alpha\gamma} \Gamma_{\bar{V}_\alpha \bar{V}_\beta}(q) \left[ \Gamma_{V_\alpha V_\beta}(q) + \Gamma_{\bar{V}_\alpha \bar{V}_\beta}(q) \Gamma_{V^\mu V^\mu}(q) + \Gamma_{S\bar{S}}(q) G_{S\bar{S}}(q) \right], \\
\Gamma_{\tilde{V}_\alpha \tilde{S}}(q) &= \Gamma_{V_\alpha \bar{S}}(q) + \Gamma_{\bar{V}_\alpha S}(q) \Gamma_{V^\mu S}(q) + \Gamma_{\bar{S}\bar{S}}(q) G_{\bar{S}\bar{S}}(q) \\
&+ \Gamma_{\alpha\gamma} \Gamma_{\bar{V}_\alpha \bar{S}}(q) \left[ \Gamma_{V_\alpha \bar{S}}(q) + \Gamma_{\bar{V}_\alpha \bar{S}}(q) \Gamma_{V^\mu S}(q) + \Gamma_{\bar{S}\bar{S}}(q) G_{\bar{S}\bar{S}}(q) \right], \\
\Gamma_{\tilde{S}_\alpha \tilde{V}_\beta}(q) &= \Gamma_{S\bar{V}_\beta}(q) + \Gamma_{\bar{S}_{\bar{V}}^{\bar{V}_\beta}(q) \Gamma_{V^\mu \bar{S}}(q) + \Gamma_{S\bar{S}}(q) G_{S\bar{S}}(q) \\
&+ \Gamma_{\alpha\gamma} \Gamma_{\bar{S}_{\bar{V}}^{\bar{V}_\beta}(q) \Gamma_{V^\mu \bar{S}}(q) + \Gamma_{S\bar{S}}(q) G_{S\bar{S}}(q) \right], \\
\Gamma_{\tilde{S}_\alpha \tilde{S}}(q) &= \Gamma_{S\bar{S}}(q) + \Gamma_{\bar{S}_{\bar{S}}^{\bar{S}}(q) \Gamma_{V^\mu \bar{S}}(q) + \Gamma_{S\bar{S}}(q) G_{S\bar{S}}(q) \\
&+ \Gamma_{\alpha\gamma} \Gamma_{\bar{S}_{\bar{S}}^{\bar{S}}(q) \Gamma_{V^\mu \bar{S}}(q) + \Gamma_{S\bar{S}}(q) G_{S\bar{S}}(q) \right]. \end{align*} \]  

(B.1)

Appendix B.2. Three-point functions

Neglecting pieces that vanish when considering the external fermions to be on-shell, the BQIs for the three-point functions read

\[ \begin{align*}
\Gamma_{\tilde{V}_\alpha \tilde{f}_f(q, p_1, p_2)} &= \Gamma_{V_\alpha \tilde{f}_f(q, p_1, p_2)} + \Gamma_{\bar{V}_\alpha \bar{f}_f(q, p_1, p_2)} + \Gamma_{\bar{S}_{\bar{f}_f}(q, p_1, p_2)} \\
\Gamma_{\tilde{S}_f(q, p_1, p_2)} &= \Gamma_{\tilde{f}_f(q, p_1, p_2)} + \Gamma_{\bar{S}_{\bar{f}_f}(q, p_1, p_2)} + \Gamma_{\bar{S}_{\bar{f}_f}(q, p_1, p_2)}. \end{align*} \]  

(B.2)

Notice that the Green’s functions that provide the reorganization of the Feynman diagrams for converting the three-point background functions into the corresponding quantum ones are precisely the same that appear in the two-point functions of Eq. (B.1).
Electroweak pinch technique to all orders
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