The Low-redshift Lyman-continuum Survey: [S ii]-deficiency and the leakage of ionizing radiation
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ABSTRACT

The relationship between galaxy characteristics and the reionization of the universe remains elusive, mainly due to the observational difficulty in accessing the Lyman continuum (LyC) at these redshifts. It is thus important to identify low-redshift LyC-leaking galaxies that can be used as laboratories to investigate the physical processes that allow LyC photons to escape. The weakness of the [S ii] nebular emission lines relative to typical star-forming galaxies has been proposed as a LyC predictor. In this paper, we show that the [S ii]-deficiency is an effective method to select LyC-leaking candidates using data from the Low-redshift LyC Survey, which has detected flux below the Lyman edge in 35 out of 66 star-forming galaxies with the Cosmic Origins Spectrograph onboard the Hubble Space Telescope. We show that LyC leakers tend to be more [S ii]-deficient and that the fraction of their detections increases as [S ii]-deficiency becomes more prominent. Correlational studies suggest that [S ii]-deficiency complements other LyC diagnostics (such as strong Lyman-α emission and high [O iii]/[O ii]). Our results verify an additional technique by which reionization-era galaxies could be studied.
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1. INTRODUCTION

The relationship between galaxy characteristics and the reionization of the universe remains elusive, mainly due to the observational difficulty in accessing the Lyman continuum (LyC) at these redshifts. It is thus important to identify low-redshift LyC-leaking galaxies that can be used as laboratories to investigate the physical processes that allow LyC photons to escape. The weakness of the [S ii] nebular emission lines relative to typical star-forming galaxies has been proposed as a LyC predictor. In this paper, we show that the [S ii]-deficiency is an effective method to select LyC-leaking candidates using data from the Low-redshift LyC Survey, which has detected flux below the Lyman edge in 35 out of 66 star-forming galaxies with the Cosmic Origins Spectrograph onboard the Hubble Space Telescope. We show that LyC leakers tend to be more [S ii]-deficient and that the fraction of their detections increases as [S ii]-deficiency becomes more prominent. Correlational studies suggest that [S ii]-deficiency complements other LyC diagnostics (such as strong Lyman-α emission and high [O iii]/[O ii]). Our results verify an additional technique by which reionization-era galaxies could be studied.
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Telescope (HST) indicates that the ultraviolet (UV) luminosity density of early star-forming galaxies is high enough for them to be the best candidates to provide the ionizing photons necessary for reionizing the universe (e.g., Bouwens et al. 2016). Unfortunately, since the universe during the EoR is opaque to ionizing photons, direct observations that access the Lyman continuum (LyC) at these redshifts are impossible.

Identifying LyC emitters (LCEs) at low redshifts thus becomes an important step in the investigation of how
galaxies could reionize the universe. Over the past decade, the community has invested in a huge effort to identify small samples of LCEs. Several proxies for LyC escape have been suggested. Strong Lyα emission is perhaps the most known one, and has been shown to correlate with LyC emission both in individual galaxies at low redshift (Verhamme et al. 2017) and in stacked samples at $z \sim 3$ (Marchi et al. 2018; Steidel et al. 2018). However, the absorption due to the neutral intergalactic medium limits its utility at $z \gtrsim 6$. High \OIII/[\SII] flux ratios, which indicate a high ionization state, have been used to select LyC-emitting Green Pea galaxies (Izotov et al. 2016a; Jaskot et al. 2019). This class of galaxies constitutes the majority of LCEs in the literature so far. LyC predictors based on UV absorption lines and Mg II emission have also been proposed recently (Chisholm et al. 2018; Chisholm et al. 2020).

Among those efforts, Wang et al. (2019) (hereafter W19) tested a new diagnostic for LyC leakage, the relative weakness of \SII nebular emission lines (\Delta[S II]), in a pilot HST program. Significant emerging flux below the Lyman edge was detected in two out of three \SII-deficiency-selected star-forming galaxies at $z \sim 0.3$.

In this paper, we explore the connection between LyC leakage and \SII-deficiency with the expanded data set from the Low-redshift LyC Survey (LzLCS)—a large HST program aiming for a first statistical sample at $z \sim 0.3$. The full sample consists of 66 star-forming galaxies, and is described in Flury et al. (2021a).

The structure of this paper is as follows. In Section 2, we begin by reviewing the physical basis for the \SII-deficiency diagnostic and its definition. In Section 3, we summarize the galaxy samples and the relevant analyses. In Section 4, we assess the robustness of the \SII-deficiency test, and compare it to other proposed LyC diagnostics. In Section 5, we discuss the implications for the physical properties of LCEs at low- and high-$z$. Finally, we summarize our conclusions in Section 6.

2. \SII-deficiency

The relative weakness of the \SII emission lines was first proposed as a signpost to identify galaxies that likely allow the escape of LyC radiation by Alexandroff et al. (2015). This was motivated by a simple physical argument: the ionization potential for producing \SII is only 10.4 eV, which is less than that for ionizing neutral hydrogen. Therefore much of the \SII emission arises in the warm partially ionized region near and just beyond the outer edge of the Strömgren sphere in a classical H II region. This region is weak or even absent when the medium is optically thin to the LyC, resulting in a significant drop in the relative intensity of \SII emission lines (Pellegrini et al. 2012).

We measure the \SII-deficiency in a differential sense: as a quantity relative to the majority of star-forming galaxies in the Sloan Digital Sky Survey (SDSS). To do this, we first use the BPT/VO [N II]/Hα vs. \OIII 5007/Hβ diagnostic diagram (Baldwin et al. 1981; Veilleux & Osterbrock 1987) to exclude AGN and composite objects, based on the criteria in Kewley et al. (2006). We then use this sample of star-forming galaxies and the BPT/VO diagram of \SII 6717, 6731/Hα vs. \OIII 5007/Hβ. We follow the procedure outlined in W19 in this paper, but with the slight modification of including the star-forming galaxies in the Baryon Oscillation Spectroscopic Survey (BOSS) to improve the sampling of high-excitation galaxies. All fluxes are taken from the value added catalog provided by the Portsmouth group (Thomas et al. 2013), and a signal-to-noise (S/N) cut of five is imposed. Both emission-line ratios are dust-extinction corrected based on the observed Balmer lines. Measured values of log([S II]/Hα) are binned in log([O III]/Hβ), and the Gaussian mean (or skewed Gaussian mean when more suitable) of each bin is then calculated. We define the \SII-deficiency as a galaxy’s displacement in log([S II]/Hα) from a polynomial fit to Gaussian means. The fitting formula is

$$y = -0.475 - 0.051\xi - 0.589\xi^2 - 0.360\xi^3,$$  (1)

where $\xi$ is log([O III]/Hβ), and $y$ is log([S II]/Hα).

We note that the uncertainty in Equation 1, which is estimated via bootstrap, becomes significant only at very large values of log([O III]/Hβ) $> 0.8$. Although the difference between the new curve and the one used in W19 or that in Ramambason et al. (2020) is well within 1σ even for log([O III]/Hβ) $> 0.8$, we have tested the result of excluding galaxies lying above this value on the subsequent analysis in the paper, and find that there are no changes to our conclusions.

One other potential issue is that while the ratio of [O III]/Hβ generally increases with decreasing O/H, it reaches its maximum value at $12 + \log O/H \sim 7.9$, below which it slowly falls (Maiolino et al. 2008). For galaxies below this metallicity value, a decrease in [O III]/Hβ could potentially mimic a [S II] deficiency in Figure 1. To check on the potential effects of this we have also tested the result of excluding the 10 sample members with $12 + \log O/H \lesssim 7.9$. We again find that there are no changes to our conclusions.

The samples of galaxies are shown as filled and unfilled circles in the Figure 1 and their relevant analyses are presented in Section 3.
Figure 1. (Left) This BPT/VO diagram drawn from the SDSS DR12 + BOSS DR8 star-forming galaxy sample is used for defining $\Delta[S\,\text{II}]$. The colorbar shows the number of galaxies in each hexbin. The black dotted line is fitted to the locus of the peak density of this distribution. Its uncertainty (gray shade) is negligible except for $\log([\text{O}\,\text{II}]\,6300/\text{H}\beta) > 0.8$, where data becomes sparse. The $[\text{S}\,\text{II}]$-deficiency is defined as a galaxy’s displacement along the x-axis from this ridge line. Also plotted are the galaxy samples considered in this paper: LzLCS, Green Pea galaxies (GP; Izotov et al. 2016a,b, 2018a,b), and $[\text{S}\,\text{II}]$-deficiency-selected galaxies (W19; Wang et al. 2019). (Right) A zoom-in on the upper part of the left figure. Solid colored dots represent strong LCEs, circles represent weak LCEs, and gray dots are nondetections.

3. DATA

3.1. Galaxy samples

LzLCS (HST-GO-15626; PI A. Jaskot) consists of a sample of 66 star-forming galaxies at $z \sim 0.3$, selected to meet at least one of the following three criteria: $[\text{O}\,\text{III}]/[\text{O}\,\text{II}]$ flux ratio $> 3$, UV spectral slope $\beta < -2$, or $\Sigma_{\text{SFR}} > 0.1 M_{\odot}\text{yr}^{-1}\text{kpc}^{-2}$.

We additionally consider the following two samples from the literature. First, three star-forming galaxies were selected based on $[\text{S}\,\text{II}]$-deficiency in a pilot program (HST-GO-15341; PI T. Heckman), two of which have been observed with significant LyC flux in W19. Second, 11 Green Pea galaxies (GPs) are included, which constitute the majority of confirmed low-z LCEs in the existing literature before LzLCS (Izotov et al. 2016a,b, 2018a,b).

3.2. Data analysis

Processing of the Cosmic Origins Spectrograph (COS) spectra in LzLCS is presented in detail in Flury et al. (2021a). UV continuum fitting is discussed in Saldana-Lopez et al. (2021). Here we describe the additional analyses performed for the purpose of this paper.

The fluxes of $[\text{S}\,\text{II}]$ emission lines in SDSS spectra of are remeasured for all sources in LzLCS. This is done out of caution as some LzLCS spectra are found to have low S/N in the $[\text{S}\,\text{II}]$ lines. However, this does not imply that the fluxes of the SDSS reference sample used to draw the curve of $\Delta[S\,\text{II}] = 0$ are subject to a similar error, since only emission lines with S/N $\geq 5$ are selected.

For SDSS spectra of the LzLCS sample, we categorize them into three subgroups based on S/N and each is subjected to a different treatment: 1) both lines of the $[\text{S}\,\text{II}]$ doublet, when detected, are simultaneously fitted with Gaussians, and $1\sigma$ uncertainties as provided in the Appendix. 2) when only one of the $[\text{S}\,\text{II}]$ lines is detected with significance, the undetected line is inferred from the detection; that is, its Gaussian fit is constrained by the line-center shift, amplitude (after taking the typical ratio of the doublets into account), and the full width at half maximum of the detected line; 3) when neither of the $[\text{S}\,\text{II}]$ lines are available, $3\sigma$ upper limits are inferred from uncertainties. We list the measured flux along with $[\text{S}\,\text{II}]$-deficiency in the Appendix.

3.3. Escape fractions

Given the complications in estimating escape fractions ($f_{\text{esc}}$) of the LyC photons, two approaches are considered. First, the ratio between the flux of LyC and of the stellar continuum at $\sim 1100$ Å rest frame ($f_{\text{LyC}}/f_{\text{1100}}$) is used as a proxy of $f_{\text{esc}}$. It has the advantage of being...
Table 1. Correlations between ∆[S II] and $f_{\text{esc}}$ / LCE Fractions

|                              | Kendall’s $\tau$ | p-value |
|------------------------------|------------------|---------|
| $f_{\text{LyC}}/f_{1100}^a$ | $-0.256$         | $0.001$ |
| $f_{\text{esc}}^{\text{UV}}(\text{LyC})^a$ | $-0.229$         | $0.003$ |
| $F(s)^b$                     | $-0.828$         | $0.022$ |
| $F(\text{all})^c$           | $-0.867$         | $0.017$ |

$a$Correlations are calculated from the whole sample (see Figure 5).

$b$Fractions of strong LCEs in bins of ∆[S II] (see Figure 2c).

$c$Fractions of all LCEs in bins of ∆[S II].

less model dependent. Second, it is common to estimate $f_{\text{esc}}$ by comparing the observed ratio of flux density at ∼ 900 Å to that at ∼ 1500 Å ($F_{900}/F_{1500}$) with the intrinsic ratio (Steidel et al. 2001). After accounting for the dust attenuation, we obtain the absolute $f_{\text{esc}}$, denoted as $f_{\text{esc}}^{\text{UV}}(\text{LyC})$ in this paper. Specifically, we derive $f_{\text{esc}}^{\text{UV}}(\text{LyC})$ by finding an intrinsic UV spectrum following the fitting methods of Chisholm et al. (2019) and presented in Saldana-Lopez et al. (2021). We fit the observed stellar continuum as a linear combination of multiple single-age and single-stellar-metallicity bursts. We use 50 possible theoretical Starburst99 models (Leitherer et al. 1999, 2010) that span a range of ages (1 – 40 Myr) and metallicities (0.05 – 2 Z⊙) that are relevant to the young starbursts in the LzLCS. We assume a standard Kroupa initial mass function (Kroupa 2002) and use the Geneva stellar evolution tracks with high-mass-loss rates (Meynet et al. 1994). Finally, we account for dust attenuation using the Reddy et al. (2016) law, which is observationally defined down to 950 Å. We fit to the stellar continuum redward of 950 Å by masking the strong interstellar medium (ISM) absorption features and fitting the best-fit linear coefficients and dust attenuation parameter. We then extend the stellar continuum fit blueward to LyC and take the ratio of the fit to the observations to determine $f_{\text{esc}}^{\text{UV}}(\text{LyC})$.

4. RESULTS

4.1. Statistical tests of the [S II]-deficiency diagnostic

The larger sample size of LzLCS allows for a first statistical study on the reliability of the [S II]-deficiency diagnostic. Before proceeding to present the results, we would first like to reiterate definitions of LCEs in the survey (Flury et al. 2021a). The classification is determined

Figure 2. (a) Histograms and (b) Gaussian KDEs showing distributions of ∆[S II] among the whole sample. The two dotted lines represent ∆[S II] = -0.2 and -0.1 respectively. (c) Fractions of strong and all LCE detections in bins of ∆[S II]. Results from different samples are offset in ∆[S II] for clarity. Correlations are exhibited despite of substantial Poisson uncertainties driven by small number counts (see Table 1).
based on two criteria: the probability \( P(>N|B) \) that the observed or gross counts within the extraction window of the LyC are due to background fluctuations (Worseck et al. 2016), and escape fraction \( f_{\text{esc}} \) or its proxy \( f_{\text{LyC}}/f_{1100} \). First, we define LCEs as having \( P(>N|B) < 0.02275 \). Second, a subset of LCEs having \( P(>N|B) < 2.867 \times 10^{-7} \) and \( f_{\text{esc}} \) or \( f_{\text{LyC}}/f_{1100} > 0.05 \) are defined as “strong” detections. The rest are considered non-LCEs. We note that using different definitions of \( f_{\text{esc}} \) yields qualitatively similar results.

We address the robustness of the \([\text{S \text{II}}]\)-deficiency diagnostic from two perspectives. First, distributions of \( \Delta [\text{S \text{II}}] \) among the different groups are compared. Figure 2(a)-(b) show the histograms and Gaussian kernel density estimates (KDEs) of \( \Delta [\text{S \text{II}}] \), respectively. A preference for the class of LCEs to have more negative \( \Delta [\text{S \text{II}}] \) than that of the non-LCEs is present.

To quantify the above, we calculate an Anderson-Darling statistic for the LCEs (and strong LCEs) of 3.0 (2.3), suggesting that the null hypothesis that the two samples come from the same distribution can be rejected at a 98.0% (96.3%) level.

Second, we calculate fractions of LCE detections in bins of \( \Delta [\text{S \text{II}}] \), as shown in Figure 2(c). Significant correlations are exhibited, despite substantial Poisson uncertainties on fractions which are driven by the small number counts. We list the correlation coefficients in Table 1.

Taken together, those results indicate that a candidate’s likelihood of being an LCE increases as \([\text{S \text{II}}]\)-deficiency becomes more prominent.

4.2. Comparison to other LyC diagnostics

A number of galaxy characteristics have been identified as potential signposts of LyC leakage (e.g., Verhamme et al. 2015; Izotov et al. 2016a; Chisholm et al. 2018; for results from LzLCS, see Flury et al. 2021b). Here we evaluate the \([\text{S \text{II}}]\)-deficiency diagnostic in context of its relationship to other signposts. We note that the velocity separation \( (v_{\text{sep}}) \) of the two Lyα peaks and \( f_{\text{esc}} \) of the LyC has been shown to be tightly correlated (Izotov et al. 2018b; Izotov et al. 2021). However, LzLCS lacks the necessary observations using the low-resolution COS/G140L grating to measure \( v_{\text{sep}} \). We hence neglect a discussion regarding \( v_{\text{sep}} \) in what follows.

Figure 3 shows the galaxy distributions in the plane of \( \Delta [\text{S \text{II}}] \) vs. other signposts, color coded in \( f_{\text{esc}} \) (see Section 5.2 for details on \( f_{\text{esc}} \)). The corresponding Kendall’s \( \tau \) correlation coefficients and their significance \( (p\text{-values}) \) are also shown in the figures. Their uncertainties are estimated via bootstrap. Most of the correlations are rather weak. Among the strongest ones are between \( \Delta [\text{S \text{II}}] \) and the half-light radii \( (r_{50}) \) measured from COS NUV ACQ images and the star formation rate per unit area \( (\Sigma_{\text{SFR}}H_\beta) \). This is consistent with the frequent identification of LCEs as being highly compact. It is then reasonable to speculate that LyC escape can be made possible by the extreme feedback effects produced by a “dominant central object.” These objects are defined to be compact, very massive, and young objects located at or near the galactic nucleus (Heckman et al. 2011; Borthakur et al. 2014). Similar findings have likewise been reported in Wang et al. (2019); Hogarth et al. (2020); Kim et al. (2020, 2021).

Although adopting the standard discriminant of \( p = 0.05 \) means that most of the correlations are not significant, we do see significant additional correlations with \( \text{EW}(H_\beta), M_{\text{FUV}}, M_{\text{NUV}}, [O \text{~II}]/[O \text{~II}], \) and \( \text{SFR}_{\text{UV}}/M_\star \). In all cases, the scatter is substantial. This suggests that \([\text{S \text{II}}]\)-deficiency is providing information on LyC leakage that is largely independent of the other signposts.

To further demonstrate this, we construct pairs of \([\text{S \text{II}}]\)-weak (\( \Delta [\text{S \text{II}}] \leq -0.2 \)) and non-\([\text{S \text{II}}]\)-weak galaxies (“twins”) that share the closest values for each of the other parameters shown in Figure 3 and in the Appendix. For example, in the case of the \( \text{EW}(\text{Ly} \alpha) \) parameter, for each \([\text{S \text{II}}]\)-weak galaxy, we find a non-\([\text{S \text{II}}]\)-weak galaxy that is the closest match in \( \text{EW}(\text{Ly} \alpha) \). When one galaxy has multiple twins, we remove the duplicates from calculations. We then compare LCE fractions between the two subsamples and test the statistical significance of the difference. The results are listed in Table 2. We note that LCE fractions in the \([\text{S \text{II}}]\)-weak sample are greater than those in the twin samples in all cases, although for some parameters the large uncertainties due to the relatively small sample size lead to statistically insignificant results.

5. DISCUSSION

5.1. Implications for photoionization models

Fundamentally, there are two different mechanisms by which LyC leakage can occur from a star-forming region—a density-bounded nebula and a radiation-bounded nebula with holes (Zackrisson et al. 2013). The former refers to a scenario in which regions undergoing intense stellar formation fully ionize their surroundings and have ionizing photons leftover that can escape, while the latter refers to a “picket-fence” scenario in which supernovae or stellar winds clear out low-density channels in the neutral ISM, through which LyC photons escape (Bergvall et al. 2006).

The density-bounded case is the simplest picture explaining the correlation between weak \([\text{S \text{II}}]\) and LyC escape, as the absence of \( \text{H} \text{I} \) near the edge of a Strömgren...
Figure 3. Scatter plots showing correlations between $\Delta$[S II] and other galaxy characteristics. Colors indicate $f_{\text{esc}}$. Triangles indicate that the associated $f_{\text{esc}}$ are upper limits. $\tau$ and $p$ are Kendall’s correlation coefficient and the $p$-value, respectively. All show substantial scatter; the rest of the plots can be found in the Appendix.

5.2. Implications for escape fractions

The relationship between $\Delta$[S II] and $f_{\text{esc}}$ shows substantial scatter, as evident in Figure 5. Generalized Kendall’s $\tau$ correlation coefficients which account for upper limits in $f_{\text{esc}}$ are listed in Table 1 (Isobe et al. 1986). Our finding is in agreement with Ramambason et al. (2020), who find that although [S II]-deficiency can select LCE candidates, it is not obvious how to infer a numerical value for $f_{\text{esc}}$ directly from $\Delta$[S II].

Several factors could contribute to the observed complexity. The simplest explanation is line-of-sight variations caused by porous H II regions. Observations from the Keck Lyman Continuum Spectroscopic Survey (Stiidel et al. 2018) and another sample of galaxies at $z \sim 3$ having high $[\text{O III}]/[\text{O II}]$ but low $f_{\text{esc}}$ (Nakajima et al. 2020) are both consistent with this picture. Using resolved stars to measure $f_{\text{esc}}$ also shows that $f_{\text{esc}}$ can vary significantly both due to the viewing angle and spatial resolution, even for the same galaxy (Choi et al. 2020).

A complication, though, arises from the possibility of anisotropically escaping LyC photons (e.g., Zastrow et al. 2011; Cen & Kimm 2015). This directly leads to ambiguity in the interpretation of non-detections—it is unclear if a galaxy not observed to have LyC escaping is truly a nondetection or if this is due to a particular orientation toward the observer. With a larger sample, we would be able to infer the fraction of LCEs with its proportional relationship to the H I covering fraction.

In short, an intricate interplay among factors dictates $f_{\text{esc}}$. Although unified models for describing different
**Table 2.** LCE Fractions in [S ii]-weak Galaxies vs. Their Twins

| Parameter                  | LCE Fraction \(^a\) | Sig. \(^b\) | Strong LCE Fraction | Sig. |
|----------------------------|----------------------|------------|---------------------|------|
| \(f_{esc}(\text{Ly} \alpha)\) | 0.59 ± 0.09          | 2.34       | 0.18 ± 0.09         | 2.97 |
| [O iii]/[O ii]            | 0.62 ± 0.10          | 2.00       | 0.15 ± 0.10         | 3.02 |
| [O i]/H\beta             | 0.62 ± 0.12          | 1.74       | 0.31 ± 0.12         | 1.78 |
| EW(H\beta)               | 0.50 ± 0.11          | 2.76       | 0.21 ± 0.11         | 2.48 |
| EW(\text{Ly} \alpha)     | 0.71 ± 0.12          | 1.06       | 0.29 ± 0.12         | 1.91 |
| EW(C ii 1334)            | 0.47 ± 0.10          | 3.14       | 0.20 ± 0.10         | 2.66 |
| EW(Si ii 1260)           | 0.35 ± 0.09          | 4.33       | 0.18 ± 0.09         | 2.97 |
| \(M_{FUV}\)              | 0.54 ± 0.10          | 2.62       | 0.15 ± 0.10         | 3.02 |
| \(M_{NUV}\)              | 0.40 ± 0.09          | 4.06       | 0.13 ± 0.09         | 3.35 |
| UV \(\beta\)            | 0.39 ± 0.10          | 3.88       | 0.22 ± 0.10         | 2.57 |
| \(M_\star\)              | 0.53 ± 0.09          | 2.89       | 0.13 ± 0.09         | 3.35 |
| \(r_{50}\)               | 0.56 ± 0.12          | 2.20       | 0.31 ± 0.12         | 1.78 |
| SFR\(H\beta/\text{area}\) | 0.47 ± 0.10          | 3.14       | 0.20 ± 0.10         | 2.66 |
| SFR\(\text{UV}/\text{area}\) | 0.59 ± 0.09        | 2.34       | 0.18 ± 0.09         | 2.97 |
| SFR\(H\beta/\text{M}_\star\) | 0.50 ± 0.11      | 2.78       | 0.25 ± 0.11         | 2.26 |
| SFR\(\text{UV}/\text{M}_\star\) | 0.47 ± 0.09    | 3.47       | 0.13 ± 0.09         | 3.35 |

\(^a\) Pairs of [S ii]-weak (\(\Delta[S \text{ ii}] \leq -0.2\)) and non-[S ii]-weak galaxies sharing similar values of each parameter listed in column 1 are selected, and this column lists the LCE fractions in non-[S ii]-weak samples. These can be compared to the LCE fraction in the [S ii]-weak sample of 0.86 ± 0.07, and to the strong LCE of 0.59 ± 0.10.

\(^b\) Significance in the difference between a LCE fraction in the [S ii]-weak sample and that in the non-[S ii]-weak sample.

**Figure 4.** Schematic diagrams for a LCE (left panel) and a non-LCE (right panel) in the context of a simple wind-blown shell. In the case of a LCE, only the optically thick clouds contribute to [S ii] emission while both the clouds and the optically thin regions between the clouds contribute to emission from Balmer and high ionization metal lines. In the case of a non-LCE, the entire shell contributes to the [S ii] emission. We note that they only represent the simplest cases where isotropy is assumed.
Figure 5. Escape fractions are plotted as functions of \([\text{S} \text{ ii}]\)-deficiency. A linear scale is used for \(f_{\text{esc}} < 0.1\). Colored dots represent strong LCEs, circles represent weak LCEs, and gray dots represent upper limits. Most of the \([\text{S} \text{ ii}]\)-deficit galaxies (\(\Delta[\text{S} \text{ ii}] \lesssim -0.2\)) are LCEs, but only weak (albeit statistically significant) correlations are found with \(f_{\text{esc}}\) (see Table 1).

5.3. Analogs to high-z galaxies

Having discussed what can be learned from low-z LCEs, this final subsection addresses whether they can truly represent the galaxies during the EoR. One question is the degree to which our definition of \([\text{S} \text{ ii}]\)-deficiency is based on galaxies at low \(z\), which differ significantly from EoR galaxies. This can be addressed through spectroscopy using the James Webb Space Telescope (JWST) to construct BPT/VO diagrams like Figure 1 for EoR galaxies. It is promising that galaxies at \((z) \sim 2.3\) do follow the same locus as low-z galaxies in Figure 1 (Strom et al. 2018; Wang et al. 2019).

In a recent analysis of simulated Lyman-break galaxies, Katz et al. (2020) claim that the sample of \(z \sim 3\) LCEs (Nakajima et al. 2020) are good analogs of EoR galaxies, while the \([\text{S} \text{ ii}]\)-deficient galaxies in W19 may not necessarily be so. The argument is largely based on whether the analogs populate the same regions in respective BPT/VO diagnostic diagrams. Katz et al. (2020) find that the LCEs in their simulations have deficits both in \([\text{S} \text{ ii}]\) and \([\text{O} \text{ iii}]\), indicating that the dominant effect is metallicity or mass rather than a property of the ISM.

We agree that metallicity or mass possibly play important roles (Jaskot et al. 2019), especially given that many LCEs fall at the top (metal-poor) end of the BPT/VO diagram as shown in Figure 1. It is also true that galaxies are intrinsically complex systems, and thus it is difficult to disentangle primary and secondary correlations. The issue of whether high-z and local galaxies can be analogs to one another is further complicated by the finding based on the MOSDEF–LRIS Survey that a similarity in the location of high-z and local galaxies in the BPT/VO diagrams may not always be indicative of a similarity in their physical properties (Topping et al. 2020).

In general, while simulations shed light on the study of EoR galaxies, the multiphase nature of the interstellar and circumgalactic media as well as the high spatial resolution needed to explicitly simulate the LyC-escaping process reinforce the need for robust observational evidence. Given the relatively small pool of LCEs, the different physical properties exhibited by some of the \([\text{S} \text{ ii}]\)-deficient LCEs nevertheless offer valuable insights into the possibly different ways in which LyC can escape from galaxies.

6. CONCLUSIONS

We have reported on using the relative weakness of the \([\text{S} \text{ ii}]\) 6717, 6731 nebular emission lines defined with respect to normal star-forming galaxies as an indicator for galaxies that are optically thin to ionizing radiation. This method was proposed in Wang et al. (2019), and
[S II]-deficiency and LyC leakage

Statistically tested in this paper with new HST/COS observations of 66 star-forming galaxies in LzLCS (Flury et al. 2021a). We find that [S II]-deficiency is an effective way to identify candidates for LyC-emitting galaxies, and can complement other proposed LyC predictors.

More specifically, we have shown that the LyC-emitting galaxies are more [S II]-deficient than the other galaxies, that the detection fraction of them increases strongly as a function of [S II]-deficiency, and that the value of the far-UV based escape fractions have statistically significant (but weak) correlations with [S II]-deficiency. In addition, we have also shown that [S II]-deficiency does not show a significant correlation with most of the other proposed indirect signposts of LyC leakage with the exception of the compactness of the starburst. This implies that [S II]-deficiency is an independent indicator of LyC leakage.

We have discussed the photoionizing process in light of the scatter seen in the relationship between [S II]-deficiency and $f_{esc}$. This likely indicates line-of-sight variations in ionization parameters and covering fractions, and/or anisotropically escaping LyC photons, which is in agreement with several other studies at low to intermediate redshifts (Steidel et al. 2018; Ramambaran et al. 2020).

To summarize, the increased sample size of low-z LyC-emitting galaxies from LzLCS allows us to statistically confirm that [S II]-deficiency is a robust technique for finding galaxies leaking a significant amount of the LyC radiation. Although it is yet not obvious how accurately the numerical value of the escape fraction of LyC could be inferred from [S II]-deficiency for individual galaxies, it is very useful in the context of statistical estimates for samples of galaxies. This gives us an additional technique to identify potential LyC-emitting galaxies at low z and during the EoR with future observations with the JWST.
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Here we list the LCE classifications of all galaxies in LzLCS, the remeasured SDSS [S\(\text{II}\)] flux, and [S\(\text{II}\)]-deficiency in Table 3. The scatter plots in Figure 6 show correlations between \(\Delta [\text{S}\text{II}]\) and other galaxy characteristics in the same way as Figure 3. The scattering is substantial in all cases.

**Table 3. Flux Measurements of Galaxies in LzLCS.**

| Galaxy | LCE Type\(^d\) | [S\(\text{II}\)] \((\times 10^{-17}\text{erg cm}^{-2}\text{s}^{-1}\text{Å}^{-1})\) | \(\Delta [\text{S}\text{II}]\) (dex) |
|-------|----------------|---------------------------------|------------------|
| J0036 | ×              | 8.17 ± 4.44                     | -0.60 ± 0.24     |
| J0047 | ○              | 51.06 ± 4.63                    | 0.02 ± 0.04      |
| J0113 | ○              | 45.98 ± 10.24                   | 0.23 ± 0.10      |
| J0122 | ○              | 11.81 ± 3.82                    | -0.34 ± 0.14     |
| J0129 | ×              | 98.92 ± 10.38                   | -0.10 ± 0.05     |
| J0723 | ×              | 54.75 ± 2.56                    | 0.00 ± 0.02      |
| J0804 | •              | 4.33\(^\dagger\)                | -0.67            |
| J0811 | ○              | 1.60\(^\dagger\)               | -0.80            |
| J0814 | ×              | 207.83 ± 7.99                   | -0.03 ± 0.02     |
| J0826 | ×              | 19.14 ± 5.77                    | -0.25 ± 0.13     |
| J0834 | ×              | 104.46 ± 12.70                  | -0.01 ± 0.05     |
| J0909 | •              | 4.30                            | -0.69            |
| J0911 | ○              | 149.60 ± 13.13                  | -0.20 ± 0.04     |
| J091207 | ×            | 124.31 ± 4.79                  | -0.05 ± 0.02     |
| J091208 | ×            | 44.18 ± 4.50                   | -0.08 ± 0.04     |
| J0917 | •              | 79.66 ± 8.61                    | -0.25 ± 0.05     |
| J0925 | ×              | 20.05 ± 29.71                   | -0.08 ± 0.64     |
| J0933 | •              | 11.55 ± 4.00                    | -0.52 ± 0.15     |
| J0940 | ×              | 49.59 ± 5.64                    | 0.03 ± 0.05      |
| J0952 | ○              | 9.64 ± 7.02                     | -0.40 ± 0.32     |
| J0957 | ×              | 302.97 ± 14.10                  | -0.19 ± 0.02     |
| J0958 | ○              | 13.43 ± 10.01                   | -0.38 ± 0.32     |
| J1014 | ×              | 23.52 ± 3.09                    | -0.18 ± 0.06     |
| J1026 | ○              | 23.63                           | 0.14             |
| J1033 | •              | 72.51 ± 11.64                   | -0.05 ± 0.07     |
| J1038 | ○              | 158.05 ± 8.43                   | -0.14 ± 0.02     |
| J1051 | ×              | 45.32 ± 4.46                    | 0.04 ± 0.04      |
| J1053 | ○              | 225.05 ± 15.12                  | -0.08 ± 0.03     |
| J1055 | ×              | 36.27 ± 4.04                    | 0.14 ± 0.05      |
| J1104 | ×              | 32.19 ± 4.98                    | 0.11 ± 0.07      |
| J1122 | ○              | 11.44 ± 5.24                    | 0.00 ± 0.20      |
| J1128 | ○              | 26.65 ± 3.34                    | 0.11 ± 0.06      |
| J1129 | ×              | 15.49 ± 3.67                    | -0.04 ± 0.11     |

**Table 3 continued**
Table 3 (continued)

| Galaxy | LCE Type$^a$ | $\text{[S\ II]}$ | $\Delta \text{[S\ II]}$ |
|--------|--------------|------------------|----------------------|
|        |              | $(\times 10^{-17}\text{erg cm}^{-2}\text{s}^{-1}\text{Å}^{-1})$ | (dex) |
| J1133  | o            | 41.98 ± 8.48     | -0.09 ± 0.09         |
| J1158  | o            | 218.07 ± 12.62   | -0.10 ± 0.03         |
| J1159  | o            | 8.38 ± 2.68      | -0.43 ± 0.14         |
| J1209  | x            | 164.70 ± 6.13    | -0.08 ± 0.02         |
| J1219  | o            | 22.67            | -0.11                |
| J1235  | •            | 29.19 ± 11.95    | -0.19 ± 0.18         |
| J1240  | x            | 21.31            | -0.13                |
| J1244  | x            | 264.26 ± 11.60   | 0.10 ± 0.02          |
| J1246  | o            | 87.90 ± 4.44     | 0.10 ± 0.02          |
| J1248  | o            | 108.88 ± 9.37    | 0.09 ± 0.04          |
| J1249  | x            | 26.51 ± 4.13     | 0.05 ± 0.07          |
| J1255  | x            | 53.52            | 0.24                 |
| J1257  | x            | 46.72 ± 4.23     | -0.02 ± 0.04         |
| J1300  | x            | 6.14             | -0.18                |
| J1301  | o            | 55.34 ± 13.69    | -0.13 ± 0.11         |
| J1305  | •            | 10.05            | -0.20                |
| J1310  | o            | 37.72 ± 8.34     | -0.33 ± 0.10         |
| J1314  | x            | 178.42 ± 11.23   | -0.02 ± 0.03         |
| J1319  | x            | 78.26 ± 7.72     | -0.16 ± 0.04         |
| J1326  | o            | 72.90 ± 5.34     | 0.02 ± 0.03          |
| J1329  | x            | 145.64 ± 15.73   | -0.01 ± 0.05         |
| J1345  | x            | 208.06 ± 11.61   | 0.04 ± 0.02          |
| J1350  | x            | 39.36            | 0.33                 |
| J1403  | o            | 27.32 ± 23.46    | -0.03 ± 0.37         |
| J1410  | •            | 24.62 ± 2.44     | 0.00 ± 0.04          |
| J1440  | o            | 199.28 ± 11.96   | -0.03 ± 0.03         |
| J1517  | •            | 78.45 ± 4.58     | -0.09 ± 0.03         |
| J1540  | x            | 189.29 ± 12.16   | -0.06 ± 0.03         |
| J1559  | x            | 90.14 ± 7.19     | 0.02 ± 0.03          |
| J1604  | x            | 34.26 ± 7.46     | -0.09 ± 0.09         |
| J1646  | o            | 26.62 ± 11.65    | -0.28 ± 0.19         |
| J1648  | o            | 11.68 ± 2.90     | 0.02 ± 0.11          |
| J1720  | o            | 28.40            | -0.05                |

$^a$Classes of LCEs: • strong LCEs, o weak LCEs, x non-LCEs.

$^\dagger$Upper limit inferred from 3σ background.
Figure 6. Same as Figure 3, but with different galaxy characteristics. Colors indicate $f_{\text{esc}}$. Triangles indicate that the associated $f_{\text{esc}}$ are upper limits. $\tau$ and $p$ are Kendall’s correlation coefficient and the $p$-value, respectively.
Figure 6. (Continued.)
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