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Abstract—Despite numerous prior attempts to boost transaction per second (TPS) of blockchain systems, many sacrifice decentralization and security. This paper proposes a bodyless block propagation (BBP) scheme for which the blockbody is not validated and transmitted during block propagation, to increase TPS without compromising security. Nodes in the blockchain network anticipate the transactions and their ordering in the next upcoming block so that these transactions can be pre-executed and pre-validated before the block is born. For a network with \( N \) nodes, our theoretical analysis reveals that BBP can improve TPS scalability from \( O(1/\log(N)) \) to \( O(1) \).

Ensuring consensus on the next block’s transaction content is crucial. We propose a transaction selection, ordering, and synchronization algorithm to drive this consensus. To address the underdetermined Coinbase address issue, we further present an algorithm for such unresolvable transactions, ensuring a consistent and TPS-efficient scheme. With BBP, most transactions require neither validation nor transmission during block propagation, liberating system from transaction-block dependencies and rendering TPS scalable. Both theoretical analysis and experiments underscore BBP’s potential for full TPS scalability. Experimental results reveal a 4x reduction in block propagation time compared to Ethereum blockchain, with TPS performance being limited by node hardware rather than block propagation.
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1 INTRODUCTION

In 2008, Satoshi Nakamoto proposed Bitcoin, a peer-to-peer (P2P) electronic cash system [1]. Bitcoin fundamentally challenged the role of traditional banking systems by enabling decentralized money transfers over a network consisting of untrusted nodes. The underlying enabling technology of Bitcoin came to be known as blockchain. Blockchain is a secure, verifiable, and tamper-proof distributed ledger technology for recording transactions. The design of Bitcoin’s blockchain integrates the advantages of cryptography, distributed systems, and P2P networks. Following this genesis design, many efforts have been dedicated to the investigations and deployments of other blockchain systems. Among them, perhaps the most successful is Ethereum [2, 3]. Ethereum introduces smart contracts to enable the execution of Turing-complete computing tasks, greatly extending the application and usefulness of blockchain. For example, the currently in-vogue Decentralized Finance (DeFi) [4], Non-Fungible Token (NFT) [5], and Metaverse [6] are all built on blockchain, which is becoming a service platform.

A weakness of the present blockchains is their low data processing capability, as measured by transactions per second (TPS). For example, as shown in [2] [8], the TPS of Bitcoin and Ethereum are 7 and 15, respectively, significantly lower than that of centralized systems. The low TPS cannot meet the needs of large-scale applications, imposing a fundamental limit on the blockchain’s utility. Moreover, with the deployment of DeFi and NFT applications, the Ethereum network is increasingly congested. According to the Ethereum block explorer, Etherscan [9], the average number of pending transactions on the network has accumulated to 138,000. Improving blockchain’s TPS is of paramount importance.

An intuitive but naïve way to improve TPS is to enlarge the block size so that each block can carry more transactions. But large blocks decelerate their propagation on the network, thereby compromising the blockchain’s security and integrity [10]. Fig. 1(a) illustrates the time spent in block propagation. In Fig. 1(a), Node 0 is the miner that has mined a block and propagated the block to all other nodes over several communication hops. To fend off invalid blocks, each node must verify the received block before forwarding it to neighbor nodes. Thus, block propagation time consists primarily of block validation time and block transmission time on the network.

Accordingly, we can accelerate block propagation by decreasing i) block transmission time and ii) block validation time. To lower block transmission time, Bitcoin Improvement Proposal (BIP) 152 proposed to propagate compact blocks in place of full blocks. In compact blocks, transaction hashes replace the transactions as in full blocks [11] [12], thereby compressing the block size. If a node receives a compact block and cannot locate some transactions corresponding to the transaction hashes from its local transaction pool,
the node needs to request the missing transactions from other nodes. In situations where the transactions at different nodes’ transaction pools differentiate vastly, there is a high probability of the time-consuming request-response process and retarding block propagation. Notably, while compact block works well in Bitcoin, it performs poorly in Ethereum because the shorter inter-block interval in Ethereum leads to substantial transaction differences among different nodes’ transaction pools. The transactions in a new block may not have time to propagate to all nodes yet by the time the new block is born.

Assuming a similar idea as compact blocks, [13, 14] improved the block propagation efficiency using a Bloom Filter and Invertible Bloom Lookup Tables (IBLT) for quick detection of the missing transactions in the compressed blocks. However, the block size still increases with the number of transaction hashes in these schemes, and nodes still need extra time to synchronize missing transactions in the block. In conclusion, compact blocks may alleviate the block propagation problem under certain conditions, but they fall short in other situations and their TPS scalability is limited.

Besides, another way to speed up block propagation is to reduce block validation time. As pointed out in [15], block validation time cannot be neglected and is the bottleneck of block propagation for large block sizes. To shorten block validation time, [16] proposed to probabilistically validate received new blocks. Not validating all blocks, however, may compromise securities. Also, selective block validation still does not solve the aforementioned missing transaction issue.

This work puts forth a novel bodyless block propagation (BBP) scheme for Ethereum-like blockchains. BBP nails block propagation time to a constant level that does not increase with the number of transactions in a block, thereby allowing many transactions in a block. The key is that BBP only propagates the blockheader, ridding the dependence of block propagation speed on the number of transactions in the blockbody. A block can then pack any number of transactions in the unpropagated blockbody to boost TPS. As shown in our analysis, any blockchain system, with a blockbody proportional to the number of transactions, can only achieve scalability of $O(1/\log(N))$ ($N$ is the number of nodes in the network), while our BBP can achieve the scalability upper bound of $O(1)$.

As shown in Fig. 1(b), the underpinning of BBP is that each node anticipates the transactions in the upcoming next block and pre-packs a blockbody based on the anticipated transactions. The node pre-executes and pre-validates the anticipated transactions before the next block is mined. To the extent that the anticipated transactions of all nodes are the same and that the miner of the next block also embeds the same transactions in the block, then the block validation has already been done by all nodes by the time the next block is mined. Only the blockheader needs to be propagated. As soon as it receives the block header, a node can verify that the validation information in the header is the same as the validation information of the pre-packed blockbody.

It is more challenging to design and implement the basic BBP scheme in a real blockchain system, e.g., Ethereum. This paper puts forth solutions and verifies their effectiveness. The main contributions are as follows: left=0pt

- We put forth the basic idea of BBP, where each node pre-packs and pre-validates the next blockbody so that the miner only needs to broadcast the blockheader. With a theoretical analysis, we prove that BBP can achieve a scalability of $O(1)$, while all the current blockchain schemes can only achieve $O(1/\log(N))$.

- To implement BBP in Ethereum, we put forth a Time-specific transaction Selection and Ordering (TSO) algorithm to disambiguate and align the transaction selection and ordering at all nodes. Although nodes can independently and freely select transactions for blocks, rational nodes would not do so because they can maximize their GAS revenues and save computing costs by executing TSO. In addition, we propose a pre-packed blockbody synchronization protocol with which the nodes exchange pre-packed blockbody information with their neighbors to synchronize their blockbody securely.

- To improve BBP in Ethereum, we put forth a pre-validation algorithm to accelerate block propagation. For block validation in Ethereum and most blockchains that support smart contracts, nodes need to execute the transactions to compute a updated global state. Since the execution order of the transactions matters to the global state, by convention the transactions in a block are executed sequentially. However, the Coinbase transaction information of the block is not available yet before the arrival of the new block. To achieve effective pre-validation, we propose an algorithm to identify the transaction chain that involves the Coinbase transaction. Then, the pre-validation algorithm can pre-validate the block to the largest possible extent, leaving only transactions that depend on Coinbase to be validated during block propagation.

---
1. Section 3.1 of this paper provides experimental evidence to the failure of compact block in Ethereum.
We implemented BBP and conducted experiments over a large-scale blockchain network with many nodes to evaluate its performance. We compare BBP with other block propagation schemes based on the experimental results. The experiment results show that BBP has the least block propagation time. Compared with the current protocol of Ethereum, BBP reduces the block propagation time by 4x. Importantly, our work shows that BBP has a constant-level block propagation time for blocks with modest to large numbers of transactions, thereby demonstrating the full TPS scalability of BBP.

The rest of this paper is organized as follows. Section 2 analyzes the theoretical scalability of our basic BBP scheme. Section 3 discusses the design of a practical BBP scheme based on Ethereum. Section 4 follows by elaborating on the systematic design of BBP. Section 5 analyzes the block propagation delays of different protocols and discusses our experimental results. Section 6 overviews related work. Section 7 concludes this work.

Ethics Statement: This work does not raise any ethical issues.

2 Basic BBP Scheme and Scalability Analysis

2.1 Blockchain TPS Model

Consider a blockchain system consisting of \( N \) peers. In a typical blockchain, there are mainly two procedures. The first procedure is the transaction distribution procedure where each peer randomly generates transactions with the same rate and broadcasts the transactions over the peer-to-peer network with a gossip protocol. Denote the overall transaction generation rate of the system by \( \lambda_1(N) \). The first procedure is an all-to-all broadcasting over the P2P network. Denote the expected time for broadcasting one transaction to most of the peers by \( d_1(N) \). The second procedure is the consensus procedure where the peers will reach an agreement to each new block. Therefore, a new block needs to be broadcast and recognized by most of the \( N \) peers. Denote the overall block generation rate by \( \lambda_2(N) \). The second procedure includes at least a one-to-all broadcast (in the case of forks a few nodes generate and broadcast the new block at the same time), and denotes the expected time for one block to be recognized by most of the nodes by \( d_2(N) \). Suppose there are \( k \) transactions in one block on average in a stable blockchain system. The TPS is \( TPS = \min(\lambda_1(N), k \cdot \lambda_2(N)) \).

2.2 Scalability Analysis for Typical Blockchains

In a P2P network with \( N \) peers adopting a gossip protocol to broadcast messages, Ref. [17] and Ref. [18] demonstrate broadcasting a message to all peers can be finished in \( O(\log(N)) \) time units. Suppose each link bandwidth is one transaction per time unit in a typical blockchain, and the expected time for broadcasting one transaction to \( 1 - \epsilon \) (where \( \epsilon \) is a small value) portion of peers can be rewritten in following lemma.

Lemma 2.1. Broadcasting one transaction to \( 1 - \epsilon \) portion of the nodes can be finished in \( O(\log(N) + \log(1/\epsilon)) \) time units.

For the block broadcasting in the consensus procedure, ignoring the constant overhead in a block, each link can transmit one block within \( k/\epsilon \) time unit, where the constant factor \( c > 1 \) comes from some compression techniques. According to Lemma 2.1, the time for broadcasting one block to most of the nodes is \( d_2(N) = O(k/(\epsilon \cdot \log(N))) \). Then, the block generation rate should be no more than \( \lambda_2(N) = O(c/(\epsilon \cdot \log(N))) \) for stability. At best, \( O(c/(\log(N))) \) transactions can be broadcast along block per time unit, and the blockchain will keep stable with typical consensus algorithms [19].

Ref. [17] and Ref. [20] also demonstrate broadcasting \( N \) messages to \( N \) peers in \( O(N + \log(N)) \) time units, where each peer has a unique message at the beginning. It implies that each link transmission is efficient (useful) for all-to-all broadcasts. Thus, with a sufficient transaction generation rate at blockchain nodes, the expected time for broadcasting \( N \) transactions over a P2P network, as the transaction broadcasting procedure, can be given by the following lemma.

Lemma 2.2. Broadcasting \( N \) transactions over the blockchain nodes can be finished in \( O(N + \log(N)) \) time units.

As a result, the maximum transaction generation rate, only considering the transaction broadcasting procedure, should be no more than \( \lambda_1(N) = O(N/(N + \log(N))) \) for stability.

Theorem 2.3. The largest supportable TPS of the classical blockchain system is \( k \cdot \lambda_2(N) = O(c/(\log(N))) \), which means that the classical blockchain is not scalable and its bottleneck is the block propagation time during the consensus procedure.

2.3 Basic BBP Scheme

According to the analysis in Section 2.2, the only way to increase the TPS in the consensus procedure is to insert more than \( \log(N) \) transactions into one block without increasing broadcasting time (i.e., maintaining block broadcasting time within \( O(\log(N)) \) time units). So we propose bodyless block propagation scheme (BBP), and its basic idea is as follows.

In BBP, when a block is mined, only its blockheader is broadcast, and the blockbody is not broadcast at all. Each peer will pre-assemble the blockbody of the new block. For all peers to assemble the same blockbody, all pending transactions, with a timestamp earlier than \( d_1(N) \), are packed according to the order of their timestamps. When a peer receives a BBP blockheader, its pre-assembled blockbody matches the BBP blockheader with high probability and it can reconstruct the complete block. After verification, the BBP blockheader is continuously forwarded.

Therefore, BBP only broadcasts the blockheader in the consensus procedure. Its broadcasting time is constant with any number of transactions inside one block.
Proof. According to Lemma 2.1, the delay is $d_1(N) = O(\log(N) + \log(1/\epsilon))$ to distribute one message/transaction over $1 - \epsilon$ of the peers. For the continuous all-to-all transaction broadcasting procedure, the delay may be extended to waiting for other transactions in queue to broadcast. With a stable transaction generation rate $\lambda_1$, the average queue length at each peer is bounded by a constant, $c_1$. Then $d_1(N) = O(c_1 \log(N) + c_1 \log(1/\epsilon)) = O(\log(N) + \log(1/\epsilon))$. □

If we set $\epsilon = 1/\log^2(N)$, then the needed transaction broadcasting time is $O(\log(N) + 2\log(\log(N)))$.

**Lemma 2.5.** For the BBP block broadcasting, each block can be distributed to $1 - \delta$ of the peers within $d_2(N) = O(\log(N))$, where the small value $\delta \leq O(1/\log(N))$.

Proof. The BBP blockheader distribution is the same as the traditional scheme, ignoring the peers that do not have the same blockbody. Then, the distribution time is $O(\log(N))$. We now show that the number of peers assembling a different blockbody, i.e., the peers do not have all transactions in the blockbody, is less than $\delta$.

With a stable transaction generation rate $\lambda_1$, the average transactions in one block are $k = O(N \log(N))/(N + \log(N)) = O(\log(N))$.

Since every transaction is distributed to at least $1 - \epsilon$ of the peers, each peer has a probability of $\Lambda = 1 - (1-\epsilon)^k$ that it cannot construct the same blockbody. According to Taylor Series, $\Lambda \leq 1 - (1-k\epsilon)$. By setting $\epsilon = 1/\log^2(N)$, we have

$$\Lambda \leq O(1-(1-1/\log^2(N))^\log(N))$$

$$= O(1-(1-\log(N)/\log^2(N))) = O(1/\log(N))$$

Thus, the block can be broadcasted to at least $1 - \delta$ of the peers within $O(\log(N))$ time units. □

By combining Lemma 2.4 and Lemma 2.5, we obtain the scalability theorem for BBP as follows.

**Theorem 2.6.** The largest supportable TPS of the BBP blockchain system is $\lambda_1(N) = O(N/(N + \log(N))) = O(1)$, which means that the BBP blockchain system is scalable and its bottleneck is the transaction broadcast procedure.

## 3 Apply BBP in Ethereum

While the basic BBP scheme can achieve scalability in theory, its applicability in real blockchain systems, e.g., Ethereum, needs further discussion. This section delves into experiments on block validation and transmission time in Ethereum. The results highlight both the prospects and technical challenges in designing a practical BBP scheme for Ethereum.

### 3.1 Measurement and Observation on Ethereum

#### 3.1.1 Block propagation time on Ethereum TPS

We can write the TPS in the Ethereum blockchain as

$$TPS = \frac{s_b}{s_b t_g} = \frac{n_t}{t_g}$$

where $s_b$ is the average size of a full block, $s_t$ is the average transaction size, $t_g$ is the average time interval between two successive blocks, and $n_t = s_b/s_t$ is the number of transactions in the block. In the current Ethereum, a block contains 200 transactions on average and $t_g$ is around 13-15s, and thus the TPS of Ethereum is less than 15.

From eq. (2), increasing $s_b$ or decreasing $t_g$ is a simple way to improve TPS. However, merely increasing $s_b$ or decreasing $t_g$ does not work. Ensuring security mandates that blocks be propagated to nearly all nodes in the blockchain network, typically 90%. We denote the time to propagate a block from the miner node to the 90% of the nodes in the blockchain network by $t_b$. The probability of the occurrence of stale blocks (uncle blocks in Ethereum) is denoted by $p_f$.

The relationship between $t_b$ and $p_f$ can be approximated as

$$p_f = 1 - e^{-\frac{t_b}{t_g}}$$

In current blockchain block propagation protocols, $t_b$ and $n_t$, exhibit a linear relationship, $t_b \approx k n_t$, where $k$ is a constant. Using this relationship, we can rewrite eq. (3) as

$$p_f = 1 - e^{-\frac{t_b}{t_g}} = 1 - e^{-\frac{k n_t}{t_g}} = 1 - e^{-k \cdot TPS}$$

From eq. (4), we can see that, with a fixed $t_g$, the increase of $n_t$ would increase $t_b$ and $p_f$, weakening the security of the blockchain, since the blockchain system is more vulnerable to various attacks (e.g., double-spend attacks [22]) when $p_f$ is large. In other words, there is always a tradeoff between TPS and security with the current blockchain network, in which the block propagation time increases with the block size.

We are thus led to the following design principle to tackle the TPS scalability problem without sacrificing security:

**Design Principle:** When and only when the block propagation time is independent of the number of transactions in a block, the TPS of blockchain can be scaled without compromising system security.

#### 3.1.2 Measurement on block validation time

In Ethereum, a node must validate a newly received block before fully forwarding it to neighbors to avoid propagating illegal blocks. As such, the block validation time directly impacts the efficiency of the block consensus process.

The specific block validation process in Ethereum includes three steps. Firstly, an Ethereum node will validate the correctness of the blockheader, including the timestamp and the nonce value. If the blockheader is correct, the Ethereum node will secondly check the correctness of the new global state root value by sequentially executing all transactions in the blockbody. Finally, the Ethereum node stores the new global state and the new block in its local database if the second step is passed. The block will be discarded if any step fails in the process of block validation.

As discussed above, the block validation time consists of three components: header validation time, transaction execution time, and data storage time. To measure the three time components in Ethereum, we set up a local node that connects to the Ethereum MainNet during the period of January 23, 2022, to January 25, 2022. When the node received a new block from its neighbor nodes, it performed

2. Although this result is presented under the context of PoW [23], it also applies to other consensus, including PoS, PoA, PBFT, so long as block propagation time increases with the block size in the consensus process.
the block validation process and recorded the three time components.

The measured results are summarized in Fig. 2(a). The block validation time and the three components are averaged over blocks containing different numbers of transactions. As observed, the total block validation time increases with the number of transactions in a block, and transaction execution is the component dominating the block validation time. The analysis in [15] shows that block propagation time is mainly determined by block validation time when the block size is large. Thus, the focal point for speeding up block propagation should be to decrease the transaction execution time.

### 3.1.3 Measurement on matched-blockbody probability

As shown in our analysis, the matched-blockbody probability is important for our BBP and other compact-blocklike protocols to reduce block transmission time. We measured the matched-blockbody probability in Ethereum. The experimental setup is similar to [12]. In Ethereum, when a node receives a new transaction, it selects some of its neighbor nodes to forward the new transaction and selects the remaining neighbor nodes to forward the transaction hash [24]. If its neighbor nodes receive the transaction hash but the transaction is not in their local transaction pools, the neighbor nodes then request the transaction by sending the transaction hash to the node from which they received the transaction hash.

In our experiment, we set up a node called ObserverNode. When ObserverNode received a new block from one of its neighbor nodes, it extracted all transactions in the block and converted all these transactions to a set of hashes. It then pretended to miss these transactions and requested them from all its neighbor nodes except the node from which it received the block using the transactions’ hashes. Once a neighbor received a transaction request, it responded with the corresponding transaction stored in its local transaction pool (i.e., matched transactions). Once a neighbor responded with all transactions in a block, it matched this blockbody.

We saved all responses of all neighbor nodes to ObserverNode and measured the matched-blockbody probability. In particular, we measured two statistics. The first is the matched-transaction rate defined as the ratio of the number of matched transactions to the total number of transactions in all recorded blocks. The second is the matched-blockbody rate defined as the ratio of the number of completely matched blockbodies to the number of all recorded blocks.

The experiment was conducted from December 27, 2021 to January 7, 2022. To ensure good representation and to smooth experimental results, we selected 10 neighbor nodes distributed in different locations around the world. Each of these nodes returned more than 100 responses to ObserverNode. The results, depicted in Fig. 2(b), reveal fluctuating matched-transaction rates between 0.80 and 0.94 among all the neighbor nodes and matched-blockbody rates ranging from 0.10 to 0.20. This means that the Ethereum nodes have already stored around 90% of the transactions of a propagating block into their local transaction pools before they receive the block; but the matched-blockbody probability is only a little more than 10% (i.e., there is a good chance that some transactions in a block are still missing).

We can thereby conclude that the matched-blockbody probability in Ethereum is very low (about 10%) and the compact-block-like protocols do not work in Ethereum. By looking deeper into the missing transactions in each block, we found three types of transactions for this low probability: 1) Late Transaction that is broadcast to nodes before the block that contains it is mined by a miner due to network delay; 2) Local Transaction that is selected in the mined block by miners with high priority even though it may be deleted by other nodes due to the low GAS price; and 3) Withheld Transaction that is not broadcast before included in a block due to high profit or privacy, such as the transaction related to FlashBots [25]. More details are referred to in Appendix A.

### 3.2 Technique Challenges in BBP

As shown in Fig. 1(b), the basic idea of bodyless block propagation (BBP) is that only the blockheader is transmitted between nodes, and a new block is pre-validated so that the in situ block validation during the block propagation is just a simple comparison of the pre-computed global state and the global state embedded in the blockheader.

To implement BBP, we propose to extend the architecture of Ethereum Tx-Pool implementation by introducing a pre-packed blockbody (PPB) module and a pre-validation module, as depicted in Fig. 3. The PPB contains a selected subset of transactions from the Tx-Pool, and it is used to generate the next block by the mining module. Each node pre-executes the transactions in its PPB and pre-computes the global state, and then stores the global state in the pre-validation module.

In the ideal case, the PPBs of all nodes are the same, and this common PPB is the same as the blockbody of the next block mined by the lucky miner. With perfectly synchronized PPBs, only the header of the newly mined block needs to be transmitted. When a node receives the new blockheader, for validation, the node only needs to compare the global state in the blockheader and the global state stored in the pre-validation module. However, the ideal scenario may not arise automatically in practice. We need to overcome several technical challenges for that to happen.

**Challenge 1**: The first challenge is how to ensure all nodes (or the majority of them) pre-pack the same PPB, even...
This section presents the detailed design of BBP in Ethereum. We assume the transaction forwarding and PoW consensus protocols of Ethereum as the building components of the blockchain. BBP is also compatible with other transaction forwarding and consensus protocols. BBP changes the block forwarding protocol. We give the details of the new elements in BBP: pre-packed blockbody (PPB) generation, pre-packed blockbody pre-validation, pre-packed blockbody synchronization, and bodyless block forwarding protocol.

4.1 PPB Generation

In BBP, each node retrieves a subset of transactions from its local Tx-Pool in a specific order to generate a PPB. In the ideal case, all nodes have the same PPB and use the same PPB for pre-validation. In Ethereum, however, the transaction selection and ordering are decided individually by the miners, with preference given to their own transactions and those with high GAS prices. To promote a common PPB across nodes, we propose a Time-specific Transaction Selection and Ordering (TSO) algorithm to disambiguate transactions and their order.

**TSO:** As discussed in Section 3.1.3, late transactions and local transactions are two causes for dissimilar PPB at different nodes. To eliminate these two causes, TSO follows three new rules as described in Algorithm 1. First, only transactions whose timestamp is earlier than a predetermined timestamp threshold $T$ are eligible to be selected. Second, among all the eligible transactions, transactions with a higher GAS price are selected and ordered with a higher priority. Finally, if two or more selected transactions have the same GAS price, their order is determined by their transaction hashes. The detailed TSO algorithm is given in Algorithm 1.

In Ethereum, even if different nodes select the same set of transactions into one block, the transaction orders may be different because varying network latencies may cause different timestamps for the same transaction at different nodes. In TSO, the order is unambiguous once different nodes select the same set of transactions through the timestamp threshold $T$ (once selected, GAS price and TxHash dictate the order of the transactions, not the timestamp). However, varying network latencies may still cause a problem for transaction selection, where the selected transactions with a timestamp around $T$ may be slightly different among nodes. We propose a two-pronged approach to address this issue: time threshold setting and PPB synchronization (see Section 4.3 for details).

**Time Threshold Setting:** As mentioned above, each node only picks the transactions received earlier than $T$. Our first remark on $T$ is that all nodes can easily agree on the same timestamp $T$ for each block. The second point is that a small value of $T$ may help to guarantee that the transactions to be selected will have arrived at all nodes when pre-validation is to be done, but the selection of a small $T$ may cause a larger transaction commit latency. We propose to set $T$ as the timestamp carried in the current block, which is known

![System architecture of BBP by extending TxPool.](image)

Figure 3: System architecture of BBP by extending TxPool.

4.1.2 Challenges:

**Challenge 1:** The first challenge is how to deal with the as-yet unavailable information during the pre-validation process. Even if PPB is perfectly synchronized among all nodes, some required information may not be available yet. For example, some transactions may involve the Coinbase address associated with the miner, but the successful miner is not known yet during the pre-validation process. Our pre-validation algorithm identifies the transaction chains that involve the Coinbase address and only executes transactions that do not involve the Coinbase address. The global state computed during the pre-validation is thus an intermediate global state. Based on the pre-validation result, the re-validation is efficient (if it is needed after the blockheader generated by the successful miner arrives).

**Challenge 2:** The second challenge is how to deal with the different from the “standard” PPB of the honest nodes.

3. Since the implementation aspect of our work is based on Ethereum, we give a brief technical overview of the Ethereum blockchain in Appendix A for readers unfamiliar with the technical details of Ethereum.

4. In Algorithm 1, we need to select the transaction with the smallest nonce for each account, as specified by line 1 and line 11, i.e., the first transaction.
Algorithm 1 TSO algorithm

Require: a timestamp threshold $T$; two empty sets $G$ and $G_c$; the transaction queue $I[i]$ for each account $i$, in which the transactions of account $i$ are sorted in ascending order according their nonces.

Ensure: $G$

1: Copy the first transactions of the all transaction queues $I[i]$ to the candidate set $G_c$.
2: Remove the transactions in $G_c$ with timestamp later than $T$.
3: while The block GAS limit is not reached do
4: Select the transaction in $G_c$ with the highest GAS price.
5: if More than one transaction have the same highest GAS price then
6: Select the transaction in $G_c$ with the highest GAS price and the highest Hash value.
7: end if
8: Append the selected transaction to $G$ and remove it from $G_c$.
9: Remove the selected transaction from its transaction queue $I[k]$.
10: if The first transaction of the transaction queue $I[k]$ has a timestamp earlier than $T$ then
11: Copy this transaction to $G_c$.
12: end if
13: end while

by all the nodes that have received the current block. This way, the commit latency is also acceptable.

4.2 Pre-Validation of PPB

With the help of TSO and the PPB synchronization scheme (Section 4.3), BBP guarantees that the majority of the nodes have the same PPB for the pre-validation process. Our pre-validation module computes tentative validation information consisting of three components. The first component $BodyHash$ is similar to the field of $TXs\cdot Hash$ in the Ethereum block header, which is computed from all the transactions in PPB. The second component $UnexecutableTxs$ is all the transactions that cannot be executed in advance. The last one is the IntermediateState. We explain the second and last component below:

**Un-executable Transactions:** In Ethereum and most emerging blockchains supporting Turing-complete computing tasks with smart contracts, some transactions may involve the Coinbase address and cannot be executed in advance. One example is the MEV transaction that may invoke an instruction of smart contract to privately pay tips to the Coinbase address so that it can be sealed into the block as soon as possible. But for PPB pre-validation, the Coinbase address is not yet known, and therefore Coinbase transactions cannot be executed in advance. Similarly, all other transactions affected by the Coinbase transactions cannot be executed in advance. For PPB, we need to first identify all the un-executable transactions among the selected transactions.

We say that two transactions intersect if there is at least one common accessed account between them. For example, as shown in Fig. 4(a), the accessed accounts of Tx1 are $\{A, B\}$ (Tx1: transfer 2 ether from account A to account B), the accessed accounts of Tx2 are $\{B, C\}$, and the accessed accounts of Tx3 are $\{C, D\}$. Tx1 and Tx2 intersect with the common account $\{B\}$, and Tx1 and Tx3 do not intersect. In general, if two transactions intersect, the global state depends on their execution order (e.g., if both Tx1 and Tx2 are packed in one block, to obtain the same global state, they should be executed in order). If two transactions do not intersect, they can be executed in any order without affecting the final global state (e.g., as shown in Fig. 4(b) and (c), if both Tx1 and Tx3 are packed in one block, they can be executed successfully in any order).

Based on this definition, we can obtain the sequence of all un-executable transactions, sequence $U_g$, from PPB. We first use Ethereum Virtual Machine (EVM) to find the transactions that invoke the related instruction to access the Coinbase address and append them to $U_g$. Then, all the transactions that intersect with any transaction in $U_g$ are append to $U_g$ in order. This process is repeated until all remaining transactions in PPB do not intersect with any transaction in $U_g$.

**Intermediate State:** The transactions in PPB that are not in $U_g$ can be executed independently of the transactions in $U_g$. Thus, we can execute the transactions not in $U_g$ before the next block is mined. Specifically, we first execute the remaining transactions in PPB not in $U_g$ sequentially in the same order as in PPB and store the resulting global state as the intermediate state. The detailed pre-validation algorithm is shown in Algorithm 2.

4.3 PPB Synchronization Protocol

As outlined in Section 4.1, PPBs at different nodes may still differ due to transactions with a timestamp near $T$. We propose a simple and secure PPB synchronization protocol with which neighbors exchange information to align their PPBs.

In the PPB synchronization, Node 1, when assembling or modifying its PPB, sends a checkSync message containing the $BodyHash$ to its neighbors, such as Node 2. If Node 2 detects the received $BodyHash$ is different from its own, it sends back all the transactions in its local PPB to Node 1. In this way, Node 1 and Node 2 can locate those different transactions. Simply combining the eligible transactions, Node 1 and Node 2 add them to both PPBs sorted with TSO. In this way, we can finally obtain a synchronized PPB in theory, which is the union of all the nodes’ initial PPBs.

To deal with the potential of a dishonest node’s attack by inserting ineligible transactions in PPB, we modify the above protocol a little. When a node finds some transactions in its neighbor’s PPB that are not in its own PPB, only the transactions in its local Tx-pool with local timestamps earlier than $T + \Delta$ are added to its own PPB. For transactions not in its local Tx-pool or transactions with a local timestamp later than $T + \Delta$, the node cannot add them to its local

5. Notably, PPB synchronization protocol also needs additional communication. If the nodes reach a consensus about PPB, they need only propagate the block header and use the pre-validation results of PPB to speed up block propagation significantly.

6. The transaction localization may be improved with the algorithms in [13].
Algorithm 2 Pre-validation algorithm

Require: initial state $S_0$, the remaining transaction sequence $Tx = [Tx1, Tx2, ..., Txn]$
Ensure: $S_{j+1}$
1: $i = 0$, $j = 0$
2: while $i < n$ do
3:  if $S_{j+1} = \text{Exec}(S_j, Tx[i])$ is successful then
4:     $j = j + 1$
5:  else
6:     Remove $Tx[i]$ from PPB
7:  end if
8:  $i = i + 1$
9: end while

Figure 5: The nodes distribution and expected link delays in our experiments.

PPB. Therefore, if an attacking node purposely modifies the timestamp of a transaction to be earlier than the threshold $T$, an honest node will reject this invalid transaction since the local timestamp at the honest node is later than $T + \Delta$. Here, $\Delta$ is a predetermined parameter to upper bound the transaction propagation delay. The work in [24] measured that a transaction would take no more than 1 second to propagate to most standard Ethereum nodes, and thus we set $\Delta = 1$ second.

4.4 BBP Forwarding Protocol

When a miner successfully mines a block, it sends the blockheader to its neighbors with the same BodyHash and the full block to its neighbors with different BodyHash. When a node receives the blockheader, it conducts the PPB-validation procedure detailed in the next paragraph. If validation passes, the header is forwarded. In rare cases of different PPBs among a few nodes due to imperfect PPB synchronization, the miner sends the full block to a neighbor with a different BodyHash.

PPB-Validation Procedure: With the pre-validation information, a node can quickly verify the received blockheader. First, it compares the local BodyHash with the $Txs$-Hash in the received blockheader. If the two hashes are different, the blockbodies are different, and the node requests the full block for validation as in Ethereum. If the BodyHash check passes, the node then gets the Coinbase address from the blockheader, with which the node can then execute the transactions in $U_j$ in order, based on the IntermediateState. If the final global state equals the one in the blockheader, this block will be committed to the local database, and the validation is successful.

7. The neighbors’ BodyHash values can be remembered during the PPB synchronization procedure. This broadcasting can be more efficient by attaching those missing transactions in the blockheader for the rare cases of non-synchronized PPBs.

5 EXPERIMENTAL EVALUATION AND PERFORMANCE DISCUSSION

In this section, we implement and evaluate our BBP scheme over a test network. For comparison, we also implement three typical block propagation protocols: the Legacy Block Propagation (LBP) and Compact Block Propagation (CBP) of Bitcoin, and the Block-Hash Propagation (BHP) of Ethereum.

5.1 Typical Block Propagation Protocols

LBP, CBP, and BHP are the mainstream block propagation protocols in the public blockchain systems, and their specific process can be referred to [11, 15, 24].

LBP is the original block propagation protocol used in Bitcoin. When a node receives a block, it first validates the blockheader and blockbody. If the block passes validation, it announces an Inv message to its neighbor nodes. If a neighbor node did not receive this block before, it replies with a GetData message to request the full block.

CBP is the current block propagation protocol adopted in Bitcoin to further reduce the network overload. When a node receives a new block, it validates the block and generates a compact block version. Then it announces this compact block by sending an Inv message to its neighbor nodes. If a neighbor node does not receive the compact block, it only needs to request this compact block and some transactions missed in its local transaction pool.

BHP is a hybrid block propagation protocol adopted in Ethereum. When a node receives a new block, it selects $\sqrt{X}$ neighbor nodes to forward the full block after it simply verifies the blockheader, where $X$ is the number of neighbor nodes that have not received the new block. Then, the node further verifies the full block and forwards the block hash to the remaining $(X - \sqrt{X})$ neighbor nodes. For the neighbor nodes that received the block hash, they will wait for a certain period to fetch the blockheader and blockbody in turn.

5.2 Experiment Setup

Experiment Testbed: The direct deployment of thousands of physical machines over a large blockchain network topology is complicated and expensive, if not impossible. To run our experiments, we built a multi-node network environment based on docker container technology in the Linux server and physically connected 4 servers over a software-defined network. Each server deploys multiple docker containers and allocates its hard resources (e.g., CPU, RAM, and SSD) to them. Each docker container is labeled as a physical machine located somewhere in the world, and the propagation latency between two containers is configured by the geographical label. With this software-configurable semi-physical testbed, we can simulate large-scale distributed networks. We fully implemented the blockchain peers for the above four block-propagation protocols based on the Ethereum software version v1.8 [27]. The blockchain peer software was loaded and run in each docker container. Performance data are recorded in a log file and analyzed with shell/python programs.

Network Parameters and Topology: The critical aspect of our experimental testbed is the network environment and
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topology. We developed a network controller capable of configuring and managing network parameters between any two nodes in the testbed. Following the worldwide nodes’ geographical distribution as in [29], we categorized experimental nodes into four groups representing dominant continents to simulate global node distribution: Asia, Oceania, North America, and Europe. Utilizing ping-measured link propagation latency, we established link latency distributions. Intra-group links exhibit a uniform distribution over [10ms, 40ms] with a mean of 25ms. Inter-group links follow varying uniform distributions: [40ms, 60ms] with a mean of 50ms, [60ms, 90ms] with a mean of 75ms, and [90ms, 110ms] with a mean of 100ms. The detailed mean delays of inter-group links are illustrated in Fig. 5. Additionally, the blockchain’s overlay P2P network is generated using the Ethereum node discovery algorithm, mirroring Ethereum’s approach.

**Experimental Testbed Validation:** In our experiment, we built a testbed network to simulate Ethereum with parameter settings as in Table 1. As noted in Table 1, most parameter settings are drawn from prior work that studied Ethereum.

| Parameter                  | Values                        |
|---------------------------|-------------------------------|
| Number of nodes           | 1000                          |
| Block Interval            | 13-15s [9]                    |
| Network topology          | Power-law distribution and    |
|                           | small-world property [21]     |
| Average bandwidth         | 55Mbps [28]                   |
| Packet loss rate for a link | Randomly distributed over (0%, 1%) |

To validate our testbed, we compare the 90% block propagation delay of our testbed with real Ethereum. We calculated the uncle block probability \( p_f \) (i.e., fork probability) in Ethereum based on the number of daily uncle blocks [9] in four periods respectively: 1) 21/12/2021-31/12/2021; 2) 17/02/2022-26/02/2022; 3) 15/03/2022-24/03/2022; and 4) 11/04/2022-20/04/2022. According to the measurement result, \( p_f \) fluctuated within the range of [0.053, 0.067] with an average value of 0.059. Additionally, the block interval is 13-15s during this period, with an average value of 14s. Using eq. 5, we compute that the 90% block propagation delay on the actual Ethereum network is about 851ms. For our testbed experimental results, as shown in Fig. 5(c), when \( n_t \) is 200, the 90% block propagation delay of Ethereum protocol is 829ms, close to the delay on the actual network. Thus, our testbed is a good tool to simulate the real Ethereum network.

### 5.3 Experiment Results

This subsection presents experimental results about BBP performance in two parts: 1) Basic BBP performance under the network without any malicious nodes; and 2) BBP robustness to defend against various attacks.

#### 5.3.1 Basic BBP performance

This part presents experimental results to validate the efficiency of BBP by comparing its basic performance with LBP, BHP, and CBP under the testbed without any malicious nodes. Specifically, we examine block processing time, block traffic load, memory costs, and block propagation delays of these propagation protocols.

In this testbed, simple transfer transactions are considered, and the transaction generation rate is adjusted according to the practical transaction generation rate (24 per second) and the practical number of transactions in a block (200) in Ethereum MainNet [9]. For example, when the number of transactions in a block in the testbed is 400, the transaction generation rate is set as \( \frac{400}{200} + 24 = 48 \) per second.

**PPB Validation Time:** To demonstrate the efficiency of the pre-validation algorithm, we measure the PPB validation time when a BBP node receives a blockheader, including the validation of the blockheader and execution of transactions in the non-executable sequence. The experiment results are shown in Fig. 5(a), with different block transactions \( n_t \) and different sizes of the non-executable sequence \( n_u \). From Fig. 5(a), we can see that the validation time is minimized when \( n_u = 0 \) and is about 12ms for \( n_t = 2000 \). As \( n_u \) increases, the PPB validation time increases linearly. Based on Ethereum data [9], each block usually contains 1-3 Coinbase transactions, i.e., \( n_u \) is around 1% to ensure efficient PPB validation.

**Block Traffic Load:** We then measure the total network traffic induced by broadcasting blocks among all nodes. The measurement results are shown in Fig. 5(b). Benefiting from the bodyless design, the block traffic load of BBP almost
keeps constant for various $n_t$, while the loads of other three protocols increase linearly with $n_t$. When $n_t = 200$, the block traffic of BBP is only $1/2$ that of CBP, $1/4$ that of LBP, and $1/10$ that of BHP. BHP creates the most traffic load because it broadcasts full blocks to $\sqrt{X}$ neighbors, while CBP and LBP only request one full block when needed. It should be noted that LBP and CBP incur one more round of communication.

**Block Propagation Time:** Fig. 6(c) shows the time for a block to propagate to 90% of nodes in the network versus the number of transactions in a block ($n_t$). Due to the scalability of BBP, its propagation time is almost constant for various $n_t$, while for other protocols, the propagation time linearly increases with $n_t$. Specifically, BBP needs the least amount of time among all protocols, and it only needs $1/4$ time of the BHP protocol when $n_t = 500$. The CBP performs worst in the setting since the block interval $t_g$ (13-15s) is much shorter than that (10 minutes) in Bitcoin. As with our measurement in Section 3.1.3, over 90% nodes need to request the missing transactions with one more round of communications.

**Stale Transaction Number:** When $n_t$ increases, not only the block propagation time increases but also the number of stale transactions. A received transaction is regarded as a stale transaction if it has been committed into a block according to local recording. In this case, the transaction propagation lags the block propagation, and the blockchain network does not work properly anymore. As shown in Fig. 6(d), the number of stale transactions for BBP is near zero while the numbers of stale transactions for other block propagation protocols increase exponentially when $n_t > 300$. The reason is that BBP only packs transactions prior to the current block and leaves more time for the transactions to propagate.

**Memory Cost:** While our BBP achieves a significant benefit on block propagation, additional memory cost is required, since each BBP node needs to generate and store PPB before the next block arrives. We measured the detailed memory costs for four block propagation protocols. The experimental results are shown in Fig. 6(e). As observed, with the increase of $n_t$, memory costs for BBP increase fastest among the four protocols, and BBP always requires a larger memory than BHP. Especially BBP requires around 1.3x memory than BHP when $n_t = 500$. Given the significant advantage of achieving low propagation delay with BBP as shown in Fig. 6(c) and the standard memory requirement (32Gbytes) suggested by Ethereum [27], this additional memory cost is acceptable.

**TPS Limited by Node:** While BBP holds the potential for nearly constant block propagation time, its achievable TPS is mainly constrained by the BBP block processing time at each node, i.e., the EVM limitation. For an ideal case, BBP can finish the network consensus as well as a new block is successfully processed by the nodes. To ensure the maximum TPS of BBP, we measure the specific BBP block processing time for one node in Fig. 6(f), including PPB generation, PPB validation, and data storage. As observed, the BBP block processing time increases linearly with $n_t$ and exceeds 1 second when $n_t > 2,400$. In other words, 2400 is the maximum TPS for one node without propagation time. Thanks to the almost constant and small block propagation time achieved by BBP, we can obtain a TPS of 2335, near the maximum TPS, by adjusting $n_t \approx 18,857$ and block interval $t_g \approx 8$ seconds. More details to obtain $n_t$ and $t_g$ can be referred to in Appendix A.

### 5.3.2 BBP robustness

BBP accelerates block propagation by generating consistent PPB among different nodes, proving advantageous in a network without malicious nodes, as demonstrated in Section 5.3.1. However, in the practical blockchain network, three types of potential attacks may interfere with the PPB generation to offset the benefit: 1) **Attack I** that malicious nodes delay or do not broadcast transactions to prevent the honest nodes from generating the correct PPB; 2) **Attack II** that malicious nodes generate invalid PPBs to infect honest nodes by PPB synchronization; and 3) **Attack III** that malicious nodes delay or do not broadcast transactions while generating invalid PPBs.

To validate the BBP robustness in the network with these attacks, we measure the proportion of non-synchronized PPBs for BBP and compare 90% block propagation times for BBP and BHP under the testbed network with various malicious nodes. Note that 90% block propagation time for BHP is only counted under the network with malicious nodes issuing Attack I since Attack II and III are only related to PPB generation. In this testbed network, we replay transactions from block numbers 11,503,300 to 11,548,969 in Ethereum MainNet, aligning with the range examined in [4], which analyzes transactions that may involve Coinbase Address. Also, both the transaction generation rate and the average number of transactions in a block mirror those observed in the actual Ethereum MainNet [9].

The experimental results are depicted in Fig. 7: (a) the proportion of non-synchronized PPBs and (b) 90% Propagation Time for BBP under Attack I, Attack II or III exceeds 40%, the 90% block propagation time is approximately 3.5%. Since 90% node propagation is good enough, this 96.5% proportion of synchronized PPBs is a good result. Also, BBP exhibits robustness against Attack I when the proportion of malicious nodes is below 0.25. In this scenario, the percentage of non-synchronized PPBs consistently stays below 6%, ensuring the attainment of a 90% block propagation time of less than 350ms. This underscores the efficacy of BBP in effectively mitigating Attack I. However, BBP demonstrates weak robustness against Attacks II and III, as both the proportion of non-synchronized PPBs and 90% block propagation time escalate rapidly with the increasing presence of malicious nodes. Especially when the percentage of malicious nodes issuing Attack II or III exceeds 40%, the 90% block propagation
time of BBP is larger than that of BHP. Thus, in practical scenarios, Attacks II and III would introduce challenges to the seamless implementation of BBP.

**Countermeasure for Attacks II and III:** Attacks II and III prolong the block propagation delay of BBP by violating TSO algorithms to generate invalid PPBs, e.g., selecting transactions with low GAS prices rather than high GAS prices. Fortunately, malicious nodes with attacks II and III can be simply identified by a score function implemented in GossipSub [30]. That is, each BBP node keeps a score for every neighbor node and adds/subtracts this score according to the validity of the PPBs received by the corresponding neighbor node. The BBP node would disconnect the malicious neighbors whose score is lower than a threshold.

6 Related Work

Limited TPS is a fundamental problem for public blockchain, and there are quite a few works on improving TPS, such as DAG, Sharding, new consensus protocols, and layer 2 [31, 32]. DAG is a new data structure that all transactions are directly or indirectly connected and can be validated in parallel [33, 34]. Sharding is a widely applied solution by dividing the nodes and related transactions into different groups for parallel processing [35, 39], the new consensus protocols, such as Proof-of-Stake [40], Practical Byzantine Fault Tolerance [41], Hotstuff [42], Dumbo [43], Hotstuff [44], upgrade PoW adopted by Bitcoin and Ethereum 1.0 [45] to directly speed up block generation and TPS; layer 2 is an off-chain solution that uses separate chains to reduce the number of transactions executed on the main chain, such as Plasma [45], Optimistic Rollup [46, 47], and ZK-Rollup [48].

Speeding up block propagation is a more primary way to improve the blockchain TPS performance since the blockchain is built on the network-wide broadcast of blocks [49]. More importantly, as a networking functionality, these schemes are well-suited for practical systems and compatible with diverse consensus algorithms and other TPS-scaling strategies. As discussed in Section 1, speeding up block propagation falls into three categories: 1) Compressing block sizes; 2) Simplifying block validation; 3) Optimizing network topologies.

**Compressing block sizes:** One way to speed up block propagation is compressing the block size to shorten the block transmission time. Compact block is first adopted in Bitcoin [51], where the complete transactions in the blockbody are replaced with their hash, and the receiver reconstructs the full block based on its transaction pool. As an enhancement of compact block, Xthin block protocol proposed to send all transaction information in the receiver’s transaction pool (as a bloom filter) to the sender to piggyback the missing transactions in the compact block [13]. Graphene combines Bloom Filters and Invertible Bloom Lookup Tables to further compress the block size and quickly reconstruct the full block at the receiver [14]. TiXml ensures optimal transaction hash size by assessing collision probability and incorporating a “salt” during hash calculation to safeguard against potential attacks [50]. The improvement of simply compressing the blockbody is bounded, Dino protocol alternatively transmits a block reconstruction rule to reduce the bandwidth consumption and shorten the block transmission time [51].

Following the idea of compressing the block size, several works introduce network coding to multicast the blocks [52, 53]. Velocity utilizes fountain codes to enable the nodes to receive a full block from multiple neighbor nodes [52]. The authors in [53] design a new compact block protocol with cut-through forwarding and incorporate fountain codes to use the upload bandwidths of all neighbor nodes efficiently.

**Simplifying block validation:** It is shown that block validation is also a bottleneck in block propagation for large block size [15], and several works [16, 54, 55] deal with this problem. The work [16] proposed to probabilistically validate received new blocks rather than to validate all blocks. Some works, e.g., [54, 55], decouple the process of block validation and consensus and further validate the unrelated transactions in the block in parallel to improve the validation efficiency.

**Optimizing network topologies:** Blockchain nodes usually form a complex network and optimizing the network topology can also shorten the block transmission time. A structured network topology that a node broadcast blocks to all nodes efficiently was proposed in [56]. Urocissa [57] maintains multiple broadcasting trees in a distributed way to speed up block propagation and enhance system stability. FRing [58] emphasizes geography-based topology for lower redundancy and latency. Structured networks, while efficient, entail maintenance overhead and weaken robustness compared to unstructured ones. Several works [21, 59, 60] also advocate embedding extra relay networks, which requires new network infrastructure controlled by a central authority.

At first glance, our BBP scheme appears to combine compact blocks and simplified validation. However, BBP fundamentally alters the block transmission and validation workflow by introducing the concept of pre-packed blockbody. As a result, BBP is the first scheme to completely remove blockbody transmission (ignore retransmission probability) and block validation time. Thus, we call it truly scalable since each block duration is independent of the transaction volume in the block. Also, BBP achieves such significant improvement without any sacrifice of security or decentralization.

7 Conclusion

The block propagation time in current blockchain networks, consisting of block validation time and transmission time, is the TPS performance bottleneck. Furthermore, the trade-off between TPS and security is fundamental in today’s blockchains: many solutions that boost TPS come at the expense of lowered security. This paper proposes a bodyless block propagation (BBP) mechanism with pre-validation that can speed up block propagation by 4 times relative to Ethereum without compromising security. More importantly, the block propagation time in BBP is almost independent of the number of transactions in a block. As a result, block propagation no longer limits TPS. Implementing BBP amounts to just inserting a pre-packed blockbody module and a pre-validation module as extensions to the transaction pool. Therefore, BBP is compatible with other lower-layer
and upper-layer blockchain techniques. Both the theoretical analysis and experimental results corroborate the TPS scalability and superior performance of BBP.
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APPENDIX

In the Ethereum blockchain, there are three types of missing transactions to cause the low matched-blockbody probability: left-up

- **Late Transaction**: Usually, a transaction is broadcast to nodes before the block that contains this transaction is mined by a miner. Nevertheless, some transactions may be received and included in a block by one miner early on when the transactions were just created. Due to network congestion, some nodes may not have received these transactions yet when


the block arrives. In other words, these transactions are received later than the blocks that contain them.

- **Local Transaction**: According to the current transaction selecting and ordering algorithm, miners include their locally generated transactions into a mined block with high priority. However, these local transactions may offer a low GAS price, and as a result, other nodes that receive them during their propagation may delete them and not store them in their local pools.

- **Withheld Transaction**: For high profit or privacy, some miners may not broadcast transactions with high GAS price but withhold them for the blocks that they mine [4]. There are also other examples of transaction withholding. For example, in the recent FlashBots project [25], some users privately send their transactions about DeFi contracts to miners without propagating them to other nodes.

Blockchain is essentially a distributed database. Blockchain nodes modify the data stored in the database in a decentralized but mutually consistent manner by running a consensus algorithm. At present, there are two data storage models [61], the Unspent Transaction Outputs (UTxO) model of Bitcoin and the account model of Ethereum. The UTxO model is stateless and only supports the token transfer function. By contrast, the account model is stateful and supports the execution of generic programs on blockchain called smart contracts. Ethereum adopts the account model with smart contract functionality to extend blockchain applications.

There are two types of accounts on Ethereum: **External Account** and **Contract Account**. External Accounts are created by blockchain users to receive, hold, and send ETH, and they may invoke smart contracts to execute complex operations. **Contract accounts** are used by smart contracts to store the contract code and the related data. As shown in Fig. 8, each account has its state and a global state tree organizes and manages the states of all accounts in the blockchain. The leaf nodes of the global state tree, indexed by the account address, record the state of their corresponding accounts. The state of the account consists of four fields: **Nonce**, **Balance**, **CodeHash**, and **StorageRoot** [3][62]. Both the external and contract accounts have the first two fields. Nonce records the total number of transactions issued by the account, and each transaction also contains a nonce value corresponding to the account state. A transaction issued by an account must be executed in ascending order of nonce.

**Balance** is the amount of ETH currently owned by the account. The remaining two fields are only related to contract accounts. **CodeHash** is a 256-bit hash of the corresponding contract code. If a transaction triggers the execution of a contract, it accesses this field to extract the contract code to complete the desired operation. Besides **CodeHash**, there is also a **StorageRoot** field that points to the root state node of the account storage tree, which records all the data related to an account, e.g., the balance of ERC20 token [63].

The global state tree follows the format of the Merkle-Patricia tree [3]. therefore, modifying the state of the leaf node results in a different root value of the tree. The root of the global state tree is recorded in the blockheader as a snapshot of the blockchain when the miner generates the block. As shown in Fig. 9, upon receiving a new block, each blockchain node sequentially executes the transactions in the block using the Ethereum Virtual Machine (EVM) and modifies the global state accordingly. After executing all the transactions, the blockchain node compares the root of the new global state tree with the root in the blockheader. If the two roots match, the block is accepted and inserted into the local blockchain of the node; otherwise, the node discards the block.

In Ethereum, a blockchain node follows the Balance-and-Nonce rules [9] to issue a new transaction and propagate the transaction to other nodes on the network. When a user node receives a new transaction, it validates the transaction based on the local global state tree and the rules of the account model. If the transaction is valid, the user node stores the transaction into its local transaction pool. Before the transaction is packed by a miner node into a new block successfully, it will not be executed. Currently, there are approximately 138,000 pending transactions in the Ethereum MainNet. However, due to the limitation of the block size, each block can only include about 200 transactions, and the blocks exceeding the size limit will be rejected. The miner node selects a batch of transactions from its local transaction pool and packs them into the block. The transactions included in the new block and their order decide the next state of the blockchain.

As shown in Fig. 10 there are three sequential levels of priorities for transaction selection and ordering in the current Ethereum system. For a miner node, the transactions issued by its local account enjoy the highest priority (i.e., called local transactions as discussed in Appendix A). In

8. Assuming the nonce of the account state is \( n \), the nonce of a new transaction issued by this account must be set to \( n + 1 \). If the nonce of the transaction is smaller than \( n \), the transaction is called a stale transaction. If the nonce of a transaction is larger than \( n + 1 \), the transaction is called a future transaction. The stale transactions and future transactions cannot be propagated.

9. Account transfer amount and fees must smaller than the balance recorded on the global state tree, and the transaction nonce must equal to the nonce+1 recorded on the global state tree.
other words, to save transaction fees and accelerate its transactions, the miner node would first package its local transactions into the new block. As for the transactions issued by other nodes, the GAS price is the key factor for transaction selection. To gain more transaction fees, the miner node usually prefers to select the transactions with the higher GAS price first. Finally, if two or more transactions have the same GAS price, the miner node selects the earliest transaction based on the timestamp.

Like Bitcoin, Ethereum also adopts the proof-of-work (PoW) consensus algorithm to synchronize all the blockchain nodes. There are two types of Ethereum nodes: the miner nodes and the user nodes. The miner nodes compete to generate the next new block by solving a PoW puzzle. If a miner node successfully generates a new block, it then propagates the block to the other miner nodes and user nodes via the underlying P2P network. The remaining miner nodes and the user nodes perform the block validation process upon receiving the new block. Overall, the operation of the Ethereum blockchain system is a repeated process of block generation and block validation, as described below.

**Block Generation:** Fig. 11(a) illustrates the block generation process within a miner node. To generate a new block, the miner node first writes the necessary information into the block header, including the current block number, timestamp, miner address, and so on. Then, the miner selects a subset of transactions from its local transaction pool according to the prioritization discussed in the last subsection. Next, the miner node executes these transactions to update the global state tree using EVM. After that, the miner node writes the root node of the new global state tree into the block header; and then enters the mining process to generate a valid consensus proof. Once a valid consensus proof is successfully calculated, a legal and full block is generated. The miner node then propagates this block to other Ethereum nodes and writes the new global state into its local database. Once the miner node receives a new block sent from another node, it suspends its block mining and enters the block validation process.

**Block Validation:** Fig. 11(b) illustrates the sequential process of block validation. The Ethereum node first validates the correctness of the blockheader. For example, it checks whether the timestamp of the new block is later than the timestamp of the parent block and whether the consensus proof is valid. If the blockheader is correct, the node sequentially executes all transactions in the block and obtains the new global state locally. After that, the Ethereum node compares the root node of the local global state tree and the root node in the blockheader. If the two root nodes are the same, it stores the modified state and the new block in its local database. The Ethereum node discards the block if any step fails in the process of block validation.

As shown in Fig. 10, the relationship between the number of transactions \( n_t \) in a block and the BBP block processing time \( t_p \) can be fitted as

\[
 t_p = \frac{0.398n_t + 70.725}{1000} 
\]  

(5)

In the scenario involving a single node without block propagation time, it holds that \( t_g \geq t_p \), where \( t_g \) is the block interval. According to eq. (2) and eq. (5), the maximum TPS of BBP for one node is thereby \((1000 - 70.725)/0.398 \approx 2335\). That is, the maximum TPS in this case can be achieved by setting \( n_t \) as 2,335 and \( t_g \) as 1 second.

In the scenario involving multiple nodes with block propagation time, \( t_g \geq t_p + t_t \), where \( t_t \) is the 90% block propagation time. If we need to achieve this maximum TPS in the case of multiple nodes, the relationship between \( n_t \) and block interval \( t_g \) needs to satisfy

\[
 \frac{n_t}{t_g} = \frac{n_t}{t_p + t_t} = 2335 
\]  

(6)

Combining the almost constant block propagation time as shown in Fig. 1(c) (about 0.5 seconds) and eq. (5), eq. (6) can be rewritten as

\[
 \frac{n_t}{t_g} = \frac{1000n_t}{0.398n_t + 70.725 + 500} = 2335 
\]  

(7)

From eq. (7), we can obtain \( n_t \approx 18,857 \) and \( t_g \approx 8 \) seconds. Therefore, the maximum TPS of BBP can be achieved by setting \( t_g \) as 18,857 and \( t_g \) as 8 seconds.