ON THE CONTINUED FRACTION EXPANSION OF ABSOLUTELY NORMAL NUMBERS
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Abstract. We construct an absolutely normal number whose continued fraction expansion is normal in the sense that it contains all finite patterns of partial quotients with the expected asymptotic frequency as given by the Gauss-Kuzmin measure. The construction is based on ideas of Sierpinski and uses a large deviations theorem for sums of mixing random variables.

1. Introduction

Let $x$ be a real number in the unit interval $[0, 1)$ and let $b \geq 2$ be a positive integer. Consider the maps $T_b : [0, 1) \to [0, 1), x \mapsto bx \mod 1$ and the Gauss map $T_G : [0, 1) \to [0, 1)$ defined by $T_G(x) = \frac{1}{x} \mod 1$ if $x > 0$ and $T_G(0) = 0$. Then $x$ is called normal to base $b$, if for all real numbers $0 \leq \alpha < \beta < 1$,

\begin{equation}
\frac{1}{n} \sum_{i=0}^{n-1} \chi_{[\alpha, \beta)}(T^i_b(x)) \to \beta - \alpha
\end{equation}

holds, as $n$ tends to infinity. Here, $\chi_A$ is the characteristic function of the set $A$. $x$ is called continued fraction normal, if for all $0 \leq \alpha < \beta < 1$,

\begin{equation}
\frac{1}{n} \sum_{i=0}^{n-1} \chi_{[\alpha, \beta)}(T^i_G(x)) \to \mu_G([\alpha, \beta]),
\end{equation}

where $\mu_G$ is the Gauss-Kuzmin measure on $[0, 1)$ given by

\begin{equation}
\mu_G(A) = \frac{1}{\log 2} \int_A \frac{1}{1 + x} dx
\end{equation}

for any Borel set $A$.

It is in fact enough to consider in definitions (1.1) and (1.2) so-called cylinder sets. These are intervals all of whose elements share the same beginning in their base-$b$ expansion or continued fraction expansion, respectively. This way we recover the more familiar definition of normality via the expected behaviour of the asymptotic frequencies of all finite digit patterns.
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The maps $T_b$ are invariant and ergodic with respect to the Lebesgue measure and the Gauss map $T_G$ is invariant and ergodic with respect to $\mu_G$. An application of the point-wise ergodic theorem thus shows that with respect to Lebesgue measure almost all real numbers in the unit-interval are simultaneously normal to all integer bases $b \geq 2$ (such numbers are called \textit{absolutely normal}) and continued fraction normal. The aim of this note is to exhibit an example of such a number by means of describing its binary expansion one digit after the other using a recursive construction.

Our construction is based on ideas of Sierpinski [27] and Becher and Figueira [3] and can be described as follows. We consider a suitable large subset $\Omega$ of $[0, 1)$ as our ambient set. This set contains all real numbers whose partial quotients grow at a controlled rate (see Section 4). We wish to exclude from this set the set of all non-normal numbers and do so by collecting these numbers in a set $E$. This set will in fact have positive but small measure. Part of the proof is showing that this set is in fact ‘small’. The corresponding calculations are carried out in Sections 2 and 3. The main new ingredient is the use of a large deviations theorem for sums of mixing random variables to control deviations in (1.2). In Section 6 we compute the binary expansion of a number $\nu$ in $\Omega \setminus E$. This is done starting with the interval $[0, 1)$ and subsequently considering recursively both halves of the preceding interval and deciding which half is ‘best’, i.e. contains more of $\Omega \setminus E$. To make this construction computable, we actually work with finitary versions of $\Omega$ and $E$ at the cost of a small but controllable error. Finally, in Theorem 6.1 we show that $\nu$ is computable and indeed simultaneously normal to every integer base $b \geq 2$, as well as continued fraction normal. Section 5 contains some ancillary set-theoretic lemmas used in Section 6.

Normal numbers originated in the work of Borel from 1909 [7]. The reader is best advised to consult the books [9, 10, 14] for an introduction and concise treatment of the subject.

Although there exist many constructions of normal numbers (to a single base), no easy construction of a number normal to two multiplicatively independent bases is known. However, recently constructions of absolutely normal numbers via recursively formulated algorithms have received much interest. If ‘easy’ is interpreted from a computational viewpoint, the problem has been solved by Becher, Heiber and Slaman [5], who gave a polynomial time algorithm for computing the digits (to some base) of an absolutely normal number, and very recently by Lutz and Mayordomo [17], who gave a nearly linear time algorithm. Other polynomial time algorithms have been announced in [11] and [19]. Further constructions of absolutely normal numbers include works by Lebesgue [15], Turing [28] (see also [4]), Schmidt [25] (see also [24]) and Levin [16] (see also [2]).

Explicit examples of continued fraction normal numbers have been given by Postnikov and Pyateckii [22], Adler, Keane and Smorodinsky [1], Madritsch and Mance [18] and...
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Vandehey [29] by concatenating suitable strings of partial quotients. It remained an open problem to construct an absolutely normal number that is continued fraction normal (see [9, Ch. 10] and [23]).

Since our approach is based on the construction of Sierpinski [27] and of Becher and Figueira [3], it is expected to have double exponential complexity (see [24]). In view of the above mentioned much faster algorithms, we have thus refrained from analyzing its complexity.

We call a real number computable, if its binary expansion is computable in a naive sense; i.e. if there is a deterministic algorithm, only using addition, substraction, multiplication, division and comparison, that outputs the binary expansion of this number one digit after the other, requiring to carry out only finitely many operations for each digit.

2. Large Deviation Estimates

2.1. Non-normal numbers for integer bases. Let $b \geq 2$ be an integer. A word $\omega = \omega_1 \ldots \omega_n$ of $n$ digits $0 \leq \omega_i \leq b - 1$, $1 \leq i \leq n$, is called $(\varepsilon, 1)$-normal of length $n$, or $\varepsilon$-simply normal, if for each digit $0 \leq d \leq b - 1$,

$$n \frac{1}{b} (1 - \varepsilon) < N(d, \omega) < n \frac{1}{b} (1 + \varepsilon),$$

where $N(d, \omega)$ is the number of $i$, $1 \leq i \leq n$, such that $\omega_i = d$. Let $E_b(\varepsilon, n)$ be the set of all real numbers $x \in [0, 1)$ such that the first $n$ digits of the base-$b$ expansion of $x$ form an $(\varepsilon, 1)$-normal word of length $n$. Denote the complement of $E_b(\varepsilon, n)$ in $[0, 1)$ by $E^c_b(\varepsilon, n)$.

Fix a digit $d$, $0 \leq d \leq b - 1$, and consider the random variables $X_i : [0, 1) \to \mathbb{R}$, for $1 \leq i \leq n$, defined by $X_i(x) = 1$ if the $i$-th digit in the $b$-ary expansion of $x$ equals $d$, and $X_i(x) = 0$ otherwise. The $X_i$ are independent and have expectation $\frac{1}{b}$. Let $S_n = X_1 + \ldots + X_n$. Then Hoeffding’s inequality for the sum of $n$ i.i.d. random variables bounded by 0 and 1 yields

$$\mathbb{P} \left( \left| \frac{S_n}{n} - \mathbb{E} \left( \frac{S_n}{n} \right) \right| \geq t \right) \leq 2 \exp(-2nt^2).$$

In our case, the probability measure is the Lebesgue measure $\lambda$ on the unit interval. With $t = \frac{\varepsilon}{b}$ we obtain

$$\lambda \left( \left\{ x \in [0, 1) : \frac{1}{n} \sum_{1 \leq i \leq n} \mathbb{1}_{X_i(x) = d} - \frac{1}{b} \right\} \geq \frac{\varepsilon}{b} \right) \leq 2 \exp \left( -\frac{2\varepsilon^2}{b^2 n} \right).$$

Hence, for the set of non-$(\varepsilon, 1)$-normal numbers of length $n$,

$$\lambda (E^c_b(\varepsilon, n)) \leq 2b \exp \left( -\frac{2\varepsilon^2}{b^2 n} \right).$$
If one is interested in \((\varepsilon, k)\)-normality as introduced by Besicovitch [6], where one wants to control all combinations of \(k\) digits, it is possible to obtain an analogous result by replacing Hoeffding’s inequality with Theorem 5 in [26].

2.2. Non-normal numbers for continued fractions. Any real number \(x \in [0, 1]\) has a continued fraction expansion, denoted as \(x = [0; a_1(x), a_2(x), \ldots]\) where the \(a_i(x)\) are positive integers. This expansion is finite if and only if \(x\) is rational. For \(i \geq 1\), the \(a_i(x)\) are obtained by \(a_i(x) = \lfloor 1/T_G^{i-1}(x) \rfloor\), unless \(T_G^{i-1}(x)\) is non-zero. If \(x\) is understood, we will simply write \(a_i\).

Let \(A\) be a Borel subset of \([0, 1]\) and denote by \(\mu_G(A)\) its Gauss measure as introduced in [13]. For the Lebesgue measure \(\lambda\) we have

\[
\frac{1}{2 \log 2} \lambda(A) \leq \mu_G(A) \leq \frac{1}{\log 2} \lambda(A).
\]

Note that for a positive integer \(D\), \(\lambda(\{x \in [0, 1] : a_1(x) \leq D\}) = \frac{D}{D+1} \).

Let \(\varepsilon > 0\) and let \(k, D, n\) be positive integers. A word \(\omega = \omega_1 \ldots \omega_n\) of length \(n\) of digits \(\omega_i \in \{1, \ldots, D\}\) will be called \((\varepsilon, k, D, n)\)-continued-fraction-normal, if for all words \(d = d_1 \ldots d_k\) of length \(k\) of digits \(d_j \in \{1, \ldots, D\}\),

\[
(n - k + 1) \mu_G(\Delta_d)(1 - \varepsilon) < N(d, \omega) < (n - k + 1) \mu_G(\Delta_d)(1 + \varepsilon)
\]

holds, where \(N(d, \omega)\) is the number of \(i, 1 \leq i \leq n-k+1\), such that \(\omega_i \ldots \omega_{i+k-1} = d_1 \ldots d_k\) and where \(\Delta_d\) is the set of all real numbers in \([0, 1]\) whose continued fraction expansion coincides on the first \(k\) digits with \(d\).

The set of real numbers \(x \in [0, 1]\) whose first \(n\) partial quotients form a word that is \((\varepsilon, k, D, n)\)-CF-normal will be denoted by \(E_{\text{CF}}(\varepsilon, k, D, n)\). We denote its complement in \([0, 1]\) by \(E_{\text{CF}}^c(\varepsilon, k, D, n)\). We also require a notation for the set of \(x \in [0, 1]\), where the number of occurrences of only one specific \(d\) of length \(k\) of digits in \([1, \ldots, D]\) satisfies (2.1). This set will be denoted by \(E_{\text{CF}}(\varepsilon, d, D, n)\). Similarly, we introduce the sets \(E_{\text{CF}}(\varepsilon, k, n)\) and \(E_{\text{CF}}(\varepsilon, d, n)\) without restriction on the partial quotients. Complements will be relative to \([0, 1]\).

Fix a word \(d\) of length \(k\) composed from positive integers. For \(i \geq 1\) we have the random variables \(a_i : [0, 1] \to \mathbb{R}\) and derived random variables \(X_i : [0, 1] \to \mathbb{R}\). The \(a_i\) are defined by \(a_i(x) = a_i\) when the continued fraction expansion of \(x\) is \(x = [0; a_1, a_2, \ldots, a_i, \ldots]\). The \(X_i\) are defined to be \(1 - \mu_i\) if the string \(d\) appears in the continued fraction expansion of \(x\) starting at \(a_i\), and \(-\mu_i\) if not. The numbers \(\mu_i\) are chosen such that \(E[X_i] = 0\).

A sequence \((X_i)_{i \geq 1}\) of random variables \(X_i : [0, 1] \to \mathbb{R}\) is called strongly mixing, if

\[
\alpha(n) := \sup_{l \geq 1} \alpha(M_l, G_{l+n}) \to 0
\]
as \( n \to \infty \). Here \( M_l = \sigma(X_i, i \leq l) \) and \( G_{l+n} = \sigma(X_i, i \geq l + n) \) are the \( \sigma \)-algebras generated by \( X_i \) for \( i \leq l \), and by \( X_i \) for \( i \geq l + n \). The \( \alpha \)-mixing coefficients \( \alpha(M_l, G_{l+n}) \) are defined as

\[
\alpha(M_l, G_{l+n}) = \sup_{A \in M_l, B \in G_{l+n}} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|.
\]

For an overview of different notions of mixing, see the survey by Bradley [8]. We followed the notation from [20].

We know the following mixing property of \((a_i)_{i \geq 1}\) with respect to the Gauss measure \( \mu_G \) on \([0, 1)\).

**Theorem 2.1** (Philipp [21]). The \( a_i \) are exponentially strongly mixing. In fact we have for some \( 0 \leq \rho < 0.8 \)

\[
(2.3) \quad |\mu_G(A \cap B) - \mu_G(A)\mu_G(B)| \leq \rho^n \mu_G(A)\mu_G(B)
\]

for all \( A \in \sigma(a_i, i \leq l) \) and \( B \in \sigma(a_i, i \geq n + l) \).

The constant \( \rho \) has been subject to later improvements (see e.g. [12, Prop. 2.3.7] and [13]). We work here with \( \rho = 0.8 \).

From Theorem 2.1 we can derive exponential strong mixing for the random variables \( X_i \) with respect to the Gauss measure \( \mu_G \). We look at \( |\mu_G(A \cap B) - \mu_G(A)\mu_G(B)| \) where \( A \in \sigma(X_1, \ldots, X_l) \) and \( B \in \sigma(X_{l+n}, X_{l+n+1}, \ldots) \). Since \( \sigma(X_i) = X_i^{-1}\mathcal{B}(\mathbb{R}) \) is generated by \( \{0, 1\}, T^{-1}_G(d) = a_i^{-1}(\{d_1\}) \cap a_{i+1}^{-1}(\{d_2\}) \cap \ldots \cap a_{l+k-1}^{-1}(\{d_k\}) \), we have that \( \sigma(X_i) \subset \sigma(a_i, \ldots, a_{i+k-1}) \) and hence \( \sigma(X_1, \ldots, X_l) \subset \sigma(a_1, \ldots, a_{l+k-1}) \). Consequently \( \sigma(X_l, X_{l+1}, \ldots) \subset \sigma(a_i, a_{l+1}, \ldots) \). Thus any mixing coefficient \( \alpha(n - k + 1) \) for the \( a_i \) is a valid mixing coefficient \( \alpha(n) \) for the \( X_i \) for \( n \geq k \). For smaller values of \( n \), note that in general \( \alpha(n) \leq \frac{4}{n} \). Hence for all \( n \geq 1 \) the \( X_i \) are strongly mixing with \( \alpha \)-mixing coefficient \( \alpha(n) \leq \exp(-2nc) \) with

\[
(2.4) \quad c = -\frac{\log 0.8}{2k}.
\]

We have thus shown that there is an explicit \( c > 0 \) such that \((X_i)_{i \geq 1}\) is a sequence of strongly mixing centred real-valued bounded random variables with \( \alpha \)-mixing coefficient \( \alpha(n) \) satisfying \( \alpha(n) \leq \exp(-2cn) \). As such, the \( X_i \) satisfy the assumptions of the following large deviation theorem.

**Theorem 2.2** (Merlevède, Peligrad, Rio [20, Cor. 12]). Let \((X_i)_{i \geq 1}\) be a sequence of centered real-valued random variables bounded by a uniform constant \( M \) and with \( \alpha(n) \) satisfying \( \alpha(n) \leq \exp(-2cn) \) for some \( c > 0 \). Then for all \( n \geq 2 \cdot \max(c, 2) \) and \( x \geq 0 \)

\[
(2.5) \quad \mathbb{P}(|S_n| \geq x) \leq \exp \left( -\frac{x^2}{n(\log n)4CM^2 + 4Mx(\min(c, 1))^{-1}} \right),
\]
where \( C = 6.2K + \left( \frac{1}{c} + \frac{8}{K} \right) + \frac{2}{c \log 2}, \) with \( K = 1 + 8\sum_{i \geq 1} \alpha(i). \)

Here \( S_n \) denotes again the sum \( X_1 + X_2 + \ldots + X_n. \)

The following theorem is thus a corollary of Theorem 2.2.

**Theorem 2.3.** Let \( \varepsilon > 0 \) and fix a string \( d \) of length \( k \) of positive integers. There is \( \eta_{CF}(\varepsilon, d) > 0 \) as specified in (2.7) such that for \( N \geq 2(k+1) \)

\[
\mu_G(E^c_{CF}(\varepsilon, d, N)) \leq \exp \left( -\frac{N \eta_{CF}(\varepsilon, d)}{\log N} \right). 
\]

**Proof.** We set \( x = \varepsilon \mu_G(\Delta_d)n, P = \mu_G, n = N - k + 1 \) and \( M = 1. \) Hence \( |S_n| \geq x \) is the same as \( \left| \sum_{i = 1}^{N-k+1} X_i - (N - k + 1) \mu_G(\Delta_d) \right| \geq \varepsilon \mu_G(\Delta_d)(N - k + 1) \) which is equivalent to the defining condition of non-(\( \varepsilon, d, N \))-continued-fraction-normality from (2.1). We have \( 0.09 < -\log 0.8 < 0.1, \) so for any \( k, \max(c, 1) = 1 \) and Theorem 2.2 can be applied provided \( N - k + 1 \geq \frac{1}{2}N, \) valid for \( N \geq 2(k-1). \) The requirement \( N \geq 2(k+2) \) meets both conditions on \( N. \) Thus

\[
\mu_G(E^c_{CF}(\varepsilon, d, N)) \leq \exp \left( -\frac{(\varepsilon \mu_G(\Delta_d))^2}{16(C + (\varepsilon \mu_G(\Delta_d))/c) \log N} \right).
\]

We wish to simplify the exponent by bounding it from below. This can be achieved by straight-forward calculations, noting that \( c \leq 1/20 < 1 \) for any \( k, \) and that \( N \mu_G(\Delta_d)(1 + \varepsilon) \leq N, \) so that \( \mu_G \varepsilon \leq 1 - \mu_G \leq 1. \) We obtain

\[
\eta_{CF}(\varepsilon, d) = \left( \frac{\varepsilon \mu_G(\Delta_d)}{900k} \right)^2 
\]

as admissible value in (2.6). \( \square \)

**Remarks.** The bound obtained in Theorem 2.3 bounds a set of certain real numbers with a priori no restrictions on their partial quotients. However, since \( E^c_{CF}(\varepsilon, d, D, N) \subset E^c_{CF}(\varepsilon, d, N) \) the bound (2.6) is also valid for this smaller set. Note that \( E^c_{CF}(\varepsilon, d, D, N) \) is a union of finitely many intervals with rational endpoints and thus can be computed, as well as its Lebesgue measure (for example by first listing all non-(\( \varepsilon, d, D, N \))-normal words).

Vandehey obtained this result in [29] with linear decay in \( N. \) This is not sufficient to ensure convergence as in our application we sum over the error term for all \( N \) large enough.

The bound from (2.6) is valid for the Lebesgue measure of \( E^c_{CF}(\varepsilon, d, N) \) with an additional factor of \( \frac{1}{\log 2}. \)
3. A set containing all non-normal numbers

Let $\beta > 0$ be a small parameter that we will use to control the measure of a set $E$ which contains all non-normal numbers.

For positive integers $N_b(m)$ and $N_{\text{CF}}(m, d)$ define

$$E = \bigcup_{b \geq 2} \bigcup_{m \geq 1} \bigcup_{N \geq N_b(m)} \tilde{E}_b^c(1/m, N) \cup \bigcup_{d} \bigcup_{m \geq 1} \bigcup_{N \geq N_{\text{CF}}(m, d)+1} \tilde{E}_{\text{CF}}^c(1/m, d, N).$$

The tilde shall indicate that we include for each interval of which the $E_b$ and $E_{\text{CF}}$ consist the two neighbouring intervals of the same lengths. This avoids that numbers starting with a ‘good’ expansion e.g. in base 10 and ending in all 9’s lie outside $E$.

We further introduce a finitary version of $E$. For $f$ from Proposition 4.1 and any positive integer $k$ let

$$E_k = \bigcup_{b=2}^k \bigcup_{m=1}^k \bigcup_{N=N_b(m)} \tilde{E}_b^c(1/m, N) \cup \bigcup_{m=1}^k \bigcup_{d \leq k, d_i \leq k} \bigcup_{N=N_{\text{CF}}(m, d)+1} \tilde{E}_{\text{CF}}^c(1/m, d, f(N), N).$$

Trivial upper bounds for the Lebesgue measure of $E$ and $E_k$ are

$$\lambda(E) \leq 3 \sum_{b \geq 2} \sum_{m \geq 1} \sum_{N \geq N_b(m)} \lambda(E_b^c(1/m, N)) + \sum_{d} \sum_{m \geq 1} \sum_{N \geq N_{\text{CF}}(m, d)+1} \lambda(E_{\text{CF}}^c(1/m, d, f(N), N))$$

and

$$\lambda(E_k) \leq 3 \sum_{b=2}^k \sum_{m=1}^k \sum_{N=N_b(m)} \lambda(E_b^c(1/m, N)) + \sum_{d \leq k, d_i \leq k} \sum_{m=1}^k \sum_{N=N_{\text{CF}}(m, d)+1} \lambda(E_{\text{CF}}^c(1/m, d, f(N), N)).$$

The starting lengths $N_b$ and $N_{\text{CF}}$ are chosen such that $\lambda(E) \leq \beta$. In the integer case, they are allowed to depend on the base $b$ and $\varepsilon = 1/m$ and in the continued fraction case on $\varepsilon = 1/m$ and on the word $d$. The function $f$ ensures computability of the set $E_k$ and its measure. Let $l$ be the length of the word $d$.

Let $r_k = \lambda(E \setminus E_k)$. It is clear that $r_k \to 0$ as $k \to \infty$. However, as the construction in Section 6 depends on choosing suitable values for $k$, we give explicit upper bounds for $r_k$ in order for the construction to be completely deterministic.

**Proposition 3.1.** Choosing $N_b(m)$ and $N_{\text{CF}}(m, d)$ as indicated below, we have

$$\lambda(E) \leq \beta \quad \text{and} \quad r_k = O_\beta \left( \frac{1}{k} \right).$$

The implied constant in the estimate for $r_k$ can be derived explicitly from (3.14) and depends only on $\beta$. 


Proof. We show that for $N_b(m) = \frac{1}{2}C_1b^4m^3$ with $C_1 = \frac{3}{48} \sqrt{\frac{\beta}{3}}$

\[\sum_{b \geq 2} \sum_{m \geq 1} \sum_{N \geq N_b(m)} \lambda(E^c_b(1/m, N)) \leq \frac{\beta}{6},\]  
(3.1)

and that for $N_{\text{CF}}(m, d) = C_2900^8\mu_G(\Delta_d)^{-8}l^8m^6d_1^2 \cdots d_1^2$ with $C_2 = \frac{384}{\beta}$

\[\sum_{d} \sum_{m \geq 1} \sum_{N \geq N_{\text{CF}}(m, d)+1} \lambda(E^c_{\text{CF}}(1/m, d, f(N), N)) \leq \frac{\beta}{6},\]  
(3.2)

We treat sum (3.1) first. We have

\[\sum_{b \geq 2} \sum_{m \geq 1} \sum_{N \geq N_b(m)} 2be^{-\frac{2}{m^2}N} = 2 \sum_{b \geq 2} b \sum_{m \geq 1} e^{-\frac{2}{m^2}N_b(m)} \frac{1}{1-e^{-2/(m^2b^2)}}.\]

Note that $(1 - e^{-2/(m^2b^2)})^{-1} \leq 2m^2b^2$ for all $m \geq 1$, $b \geq 2$. Hence this is

\[\leq 4 \sum_{b \geq 2} b^2 \sum_{m \geq 1} m^2e^{-C_1b^2m}.\]  
(3.3)

Note that for $c > 0$ the function $x^2e^{-cx}$ is strictly decaying for $x \geq \frac{2}{c}$. Thus, for $M_0 \geq \frac{2}{c}$,

\[\sum_{m=M_0+1}^{\infty} m^2e^{-cm} \leq \int_{M_0}^{\infty} x^2e^{-cx}dx.\]

Here we use that $\int_{0}^{\infty} x^2e^{-cx}dx = \frac{2}{c^3}$ and that in our case $c = C_1b^2 \geq 2$, so $\frac{2}{c} \leq 1$. Hence (3.3) is

\[\leq 4 \sum_{b \geq 2} b^2 \sum_{m \geq 1} m^2e^{-C_1b^2m} \leq 4 \sum_{b \geq 2} b^2 \frac{2}{C_1^3b^6} = 8 \frac{1}{C_1^3} \sum_{b \geq 2} \frac{1}{b^6} < \frac{8}{C_1^3}.\]

This is $\leq \frac{\beta}{6}$ for $C_1^3 > \frac{48}{\beta} > 1$.

For continued fractions we use

\[\lambda(E^c_{\text{CF}}(1/m, d, f(N), N)) \leq \lambda(E^c_{\text{CF}}(1/m, d, N)) \leq e^{-\eta N_{\text{CF}}(1/m, d, N)^{1/2}}\]

with $\eta$ from equation (2.7) instead of the better bound $e^{-\eta N_{\text{CF}}(1/m, d, N)^{1/2}}$ which is more difficult to work with.

We have $\frac{N}{\log N} \geq N^{1/2}$ for all $N \geq 1$ and that $e^{-\eta N^{1/2}}$ is strictly decaying for $N \geq 0$. Also note that for any $\eta > 0$,

\[\int_{x_0}^{\infty} e^{-\eta x^{1/2}}dx = \frac{2}{\eta^2} \eta x_0^{1/2} + 1.\]

We have

\[\leq \sum_{d} \sum_{m \geq 1} \sum_{N \geq N_{\text{CF}}(m, d)+1} e^{-\eta(1/m, d)N^{1/2}} \leq \sum_{d} \sum_{m \geq 1} \frac{4}{\eta(1/m, d)} e^{-\frac{1}{\eta}(1/m, d)\sqrt{N_{\text{CF}}(m, d)}},\]  
(3.2)

where we used that $\eta N^{1/2} + 1 \leq 2\eta N^{1/2}$ for $N \geq \frac{1}{\eta^2}$. Put $N_{\text{CF}}(m, d) = N_{\text{CF}}(d)m^6$ and set $\eta(1/m, d) = \eta(d)m^{-2}$ with $\eta(d) = (\mu_G(\Delta_d)/(900l))^2$ independent of $m$. We use again
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\[ \int_0^\infty x^2 e^{-cx} \, dx = \frac{2}{c^3}. \]
Here, \( c = \frac{1}{2} \eta(d) \sqrt{N_{\text{CF}}(d)} \) is larger than 2 if \( N_{\text{CF}}(d) \geq \frac{16}{\eta(d)} = \frac{16 \cdot 900^2}{\mu_G(\Delta_d)^2} \).
This is true by our choice of \( N_{\text{CF}}(m, d) \). Thus

\[ \sum_{m \geq 1} 4m^2 \frac{1}{\eta(d)} e^{-\frac{4}{3} \eta(d) \sqrt{N_{\text{CF}}(d)m}} \leq \sum_{d} \frac{64}{\eta(d)^4 N_{\text{CF}}(d)^{3/2}} \]
\[ \leq 64 \sum_{l \geq 1} \sum_{d_l \geq 1} \cdots \sum_{d_1 \geq 1} \frac{1}{\eta(d)^4 N_{\text{CF}}(d)}, \]

where we split up the sum over all \( d \) into \( \sum_{l \geq 1} \sum_{|d| = l} = \sum_{l \geq 1} \sum_{d_l \geq 1} \cdots \sum_{d_1 \geq 1} \). Since \( N_{\text{CF}}(d) = C_2 \frac{900^\alpha}{\mu_G(\Delta_d)^8} l^8 d_l^2 \cdots d_1^2 \), the previous term is

\[ (3.4) \]
\[ \leq \frac{64}{C_2} \sum_{l \geq 1} \sum_{d_l \geq 1} \cdots \sum_{d_1 \geq 1} \frac{1}{l^2 d_l^2 \cdots d_1^2}. \]

Since \( \sum_{n \geq 1} n^{-2} < 1 \), this is just

\[ \leq \frac{64}{C_2}, \]

which is \( \leq \frac{\beta}{6} \) for \( C_2 \geq \frac{384}{\beta} \).

We continue showing that \( r_k = O_\beta \left( \frac{1}{k} \right) \). Since \( r_k = \lambda(E \setminus E_k) \), \( r_k \) can be bounded above by the sum of an upper bound \( (3.5) \) for the integer part and an upper bound for the continued fraction part \( (3.7) \),

\[ r_k \leq (3.5) + (3.7). \]

We tread the integer-base part first.

\[ (3.5) = \left( \sum_{b=2}^k \sum_{m=1}^k \sum_{N=kN_b(m)}^\infty + \sum_{b=2}^k \sum_{m=k+1}^\infty \sum_{N=N_b(m)}^\infty + \sum_{b=k+1}^\infty \sum_{m=1}^\infty \sum_{N=N_b(m)}^\infty \right) 2be^{-\frac{2}{m^2}N}. \]

Recall \( N_b(m) = \frac{1}{2} C_1 b^4 m^3 \) with \( C_1 = \frac{\sqrt{48}}{\beta} \). We have for the first sum in \( (3.5) \),

\[ \sum_{b=2}^k \sum_{m=1}^k \sum_{N=kN_b(m)+1}^\infty 2be^{-\frac{2}{m^2}N} \leq 4 \sum_{b=2}^k b \sum_{m=1}^k m^2 e^{-\frac{2}{m^2}N_{N_b(m)}} \leq \frac{8 C_1^3}{b} \sum_{b=2}^k b^3 \sum_{k} \frac{1}{b^6 k^3} \leq \frac{8}{C_1^3 k^3}. \]
For the second sum in (3.5),
\[
\sum_{b=2}^{k} \sum_{m=k+1}^{\infty} \sum_{N=N_b(m)}^{\infty} 2be^{-\frac{2}{m^2}N} \leq 4 \sum_{b=2}^{k} b^3 \sum_{m=k+1}^{\infty} m^2e^{-\frac{2}{m^2}N} e^{-C_1b^2k^2}
\]
\[
\leq 20k \sum_{b=2}^{k} e^{-C_1b^2k^2} \leq 40ke^{-C_1k^2},
\]
where we used that \(\int_{x_0}^{\infty} x^2e^{-cx}dx = \left(\frac{x_0^2}{c} + \frac{2}{c^2}x_0^2 + \frac{2}{c^3}\right)e^{-cx_0}\). Here again \(x^2e^{-cx}\) is strictly decreasing for \(x \geq \frac{2}{c}\). In our case \(c = kb^2C_1 \geq 2\) so that \(\frac{2}{c} \leq 1\).

For the third sum in (3.5),
\[
\sum_{b=k+1}^{\infty} \sum_{m=1}^{\infty} \sum_{N=N_b(m)}^{\infty} 2be^{-\frac{2}{m^2}N} \leq 4 \sum_{b=k+1}^{\infty} b^3 \sum_{m=1}^{\infty} m^2e^{-\frac{2}{m^2}N} e^{-C_1b^2k^2}
\]
\[
\leq 4 \sum_{b=k+1}^{\infty} b^3 \frac{2}{C_1^3b^6} < \frac{8}{C_1^3k^2}.
\]

Thus
\[
(3.6) \quad (3.5) \leq \frac{8}{C_1^3k^2} + 40ke^{-C_1k^2} + \frac{8}{C_1^3k^2}.
\]

The continued fraction part of \(r_k\) can be bounded above by
\[
(3.7) \quad = (3.8) + (3.9) + (3.10),
\]
where

\[
(3.8) \quad = \sum_{d,|d| \leq k} \sum_{d_i \leq k,1 \leq i \leq k} \sum_{m=1}^{k} e^{-\frac{1}{2}\eta(1/m,d)\sqrt{N_{CF}(m,d)}},
\]

\[
(3.9) \quad = \sum_{d,|d| \leq k} \sum_{d_i \leq k,1 \leq i \leq k} \sum_{m=k+1}^{\infty} e^{-\frac{1}{2}\eta(1/m,d)\sqrt{N_{CF}(m,d)}},
\]

and

\[
(3.10) \quad = \sum_{d,|d| \leq k} \sum_{d_i \leq k,1 \leq i \leq k} \sum_{m=1}^{\infty} e^{-\frac{1}{2}\eta(1/m,d)\sqrt{N_{CF}(m,d)}},
\]

The sum (3.8) decays linearly in \(k\) with constant \(C_2\) replaced by \(kC_2\).
The sum of (3.9) requires some care. As before, we have

\[
(3.9) \leq \sum_{d \text{ all } m \geq k+1} \sum_{m} 4m^2 e^{-\frac{1}{4} \eta(d) \sqrt{N_{CF}(d)m}}.
\]

For \(x > \frac{16}{c}\), \(x^2 e^{-cx} \leq e^{-cx/2}\). For \(c \geq 8\), \(\frac{2}{c} > \frac{16}{c^2}\) and \(\frac{2}{c} < 1\). Hence for \(c \geq 8\) and all \(M_0\),

\[
(3.11) \sum_{m=M_0+1}^{\infty} m^2 e^{-cm} < \int_{M_0}^{\infty} x^2 e^{-cx} dx \leq \int_{M_0}^{\infty} e^{-\frac{1}{2}x} dx = \frac{2}{c} e^{-\frac{1}{2}M_0}.
\]

Here \(c = \frac{1}{2} \eta(d) \sqrt{N_{CF}(d)} \geq 8\) by the choice of \(N_{CF}(d)\).

Thus

\[
(3.9) \leq 4 \sum_{d} \eta(d)^2 \sqrt{N_{CF}(d)^k}.
\]

Here, \(\eta(d)^2 \sqrt{N_{CF}(d)} = \sqrt{C_2} d_1 \cdots d_1 \geq \sqrt{C_2}\) and \(\frac{1}{4} \eta(d) \sqrt{N_{CF}(d)} = \frac{1}{4} \sqrt{C_2} 900^2 \mu_G(\Delta_d)^2 l^2 d_1 \cdots d_1 \geq \sqrt{C_2} \sum_{1 \leq d_1 \leq k+1} \sum_{1 \leq d_i \leq l-2} \sum_{1 \leq d_i \leq l-1} \sum_{1 \leq d_i \leq l-2} \sum_{2 \leq i \leq l} \frac{1}{l^2 d_1^2 \cdots d_1^2}.
\]

As in (3.4), the sum (3.10) over the restricted range of words \(d\) can be bounded above by

\[
(3.10) \leq (3.12) + (3.13),
\]

where

\[
(3.12) = \frac{64}{C_2} \sum_{l \geq k+1 |d|=l} \sum_{l^2 d_1^2 \cdots d_1^2} \frac{1}{l^2 d_1^2 \cdots d_1^2},
\]

and

\[
(3.13) = \frac{64}{C_2} \sum_{1 \leq l \leq k} \left( \sum_{d_1 \geq k+1} \sum_{d_1 \geq 1} \sum_{1 \leq d_i \leq l-2} \sum_{1 \leq d_i \leq l-1} \sum_{1 \leq d_i \leq l-1} \sum_{2 \leq i \leq l} \sum_{1 \leq d_i \leq k} \sum_{d_1 \geq k+1} \sum_{d_1 \geq 1} \frac{1}{l^2 d_1^2 \cdots d_1^2} \right).
\]
Any sum over an unrestricted range of \( d_i \geq 1 \) gives a convergent term less than 1. The sums over the restricted range \( d_i \geq k + 1 \) are bounded above by \( \frac{1}{k} \). Finally, the restricted ranges \( 1 \leq d_i \leq k \) contribute at most \( \left( \frac{\pi^2}{6} - 1 - \frac{1}{k+1} \right) \) which is less than 0.7. Thus (3.10) can be bounded above by

\[
\leq \frac{64}{C_2} \left( \frac{1}{k} + \frac{1}{k} \sum_{1 \leq l \leq k} \frac{1}{l^2} \left( \sum_{i=0}^{l-1} 0.7^i \right) \right).
\]

This expression converges and is

\[
\leq \frac{214}{C_2 k}.
\]

To conclude, we have shown

(3.11) \( \leq \frac{64}{C_2 k} + \frac{16(2 + e)}{\sqrt{C_2}} e^{-k} + \frac{214}{C_2 k} \),

which together with (3.10) implies

(3.14) \( r_k \leq \frac{8}{C_1 k^3} + 40k e^{-C_1 k^2} + \frac{8}{C_1 k^2} + \frac{64}{C_2 k} + \frac{16(2 + e)}{\sqrt{C_2}} e^{-k} + \frac{214}{C_2 k} \).

\[\square\]

4. Restricting partial quotients

Fix \( f : \mathbb{N} \to \mathbb{N} \) and denote

\[
\Omega_N = \{ x \in [0, 1) \mid a_i(x) \leq f(i), 1 \leq i \leq N \}
\]

\[
\Omega = \bigcap_{N \geq 1} \Omega_N = \{ x \in [0, 1) \mid a_i(x) \leq f(i), i \geq 1 \}.
\]

By appropriately choosing \( f \), \( \Omega \) has measure arbitrarily close to 1.

**Proposition 4.1.** Let \( f(i) = A \cdot 2^i - 2 \) with a positive integer \( A \geq 3 \). Then

\[
\lambda(\Omega) \geq 1 - \frac{2}{A} > 0, \quad \text{and} \quad \lambda(\Omega_N \setminus \Omega) \leq \frac{1}{A 2^{N+1}}.
\]
Proof. Since $\log(2)\mu_G \leq \lambda \leq 2\log(2)\mu_G$ and the invariance of $\mu_G$ under the Gauss map we have

$$\lambda(\Omega) = \lambda\{x \in [0, 1) : a_i(x) \leq f(i), i \geq 1\}$$

$$= 1 - \lambda\left(\bigcup_{i \geq 1}\{x \in [0, 1) : a_i(x) \geq f(i) + 1\}\right)$$

$$\geq 1 - 2\log(2) \sum_{i=1}^{\infty} \mu_G\{x \in [0, 1) : a_i(x) \geq f(i) + 1\}$$

$$= 1 - 2\log(2) \sum_{i=1}^{\infty} \mu_G\{x \in [0, 1) : a_1(x) \geq f(i) + 1\}$$

$$\geq 1 - 2\sum_{i=1}^{\infty} \lambda\{x \in [0, 1) : a_1(x) \geq f(i) + 1\}$$

$$= 1 - 2\sum_{i=1}^{\infty} \frac{1}{f(i) + 2}.$$ 

With $f(i) = A2^i - 2$, $\lambda(\Omega) \geq 1 - \frac{2}{A}$.

For the second assertion,

$$\Omega_N \setminus \Omega = \bigcap_{1 \leq i \leq N} \{x \in [0, 1) : a_i(x) \leq f(i)\} \cap \bigcap_{i \geq N+1} \{x \in [0, 1) : a_i(x) \geq f(i) + 1\}.$$ 

Thus

$$\lambda(\Omega_N \setminus \Omega) \leq \lambda(\{x \in [0, 1) : a_{N+1}(x) \geq f(N + 1) + 1\})$$

$$= \frac{1}{A2^{N+1}},$$ 

since the measure of the intersection of a number of sets can be trivially bounded above by the measure of one of the intersecting sets.

Denote $\omega = \frac{2}{A}$ and $\omega_N = \frac{1}{A2^{N+1}}$ so that $\lambda(\Omega) \geq 1 - \omega$ and $\lambda(\Omega_N \setminus \Omega) \leq \omega_N$. Since $A \geq 3$, $1 - \omega > 0$ and as $N$ tends to infinity, $\omega_N$ tends to zero.

Note that $\Omega_N$ in $[0, 1)$ is a union of cylinder intervals with rational endpoints and is thus computable, as well as its Lebesgue measure $\lambda(\Omega_N)$.

5. Set-theoretic Lemmas

In the following, let $c \subset [0, 1)$ be an interval and $M < N$, $k < l$ positive integers and $\Omega$, $\Omega_N$, $E$, $E_k$, $r_k$, $\omega$ and $\omega_N$ as before.
Lemma 5.1. We have

\begin{align*}
\lambda(E_l \setminus E_k) &\leq r_k, \\
\lambda((\Omega \setminus E) \cap c) &\geq \lambda((\Omega \setminus E_k) \cap c) - r_k, \\
\lambda((\Omega_N \setminus E) \cap c) &\geq \lambda((\Omega_N \setminus E_k) \cap c) - r_k, \\
\lambda((\Omega \setminus E_l) \cap c) &\geq \lambda((\Omega \setminus E_k) \cap c) - r_k, \\
\lambda((\Omega_N \setminus E_l) \cap c) &\geq \lambda((\Omega_N \setminus E_k) \cap c) - r_k.
\end{align*}

Proof. \(\lambda(E_l \setminus E_k) \leq r_k\) follows from \(E_l \setminus E_k \subset E \setminus E_k\).

We have

\[(\Omega \setminus E) \cap c = ((\Omega \setminus E_k) \cap c) \setminus ((E \setminus E_k) \cap c).\]

Hence

\[
\begin{align*}
\lambda((\Omega \setminus E) \cap c) &\geq \lambda((\Omega \setminus E_k) \cap c) - \lambda(E \setminus E_k \cap c) \\
&\geq \lambda((\Omega \setminus E_k) \cap c) - \lambda(E \setminus E_k) \\
&\geq \lambda((\Omega \setminus E_k) \cap c) - r_k.
\end{align*}
\]

The same argument works with \(\Omega\) replaced by \(\Omega_N\) and \(E\) replaced by \(E_l\) which gives the remaining inequalities. \(\square\)

Lemma 5.2. We have

\[
\begin{align*}
\lambda((\Omega \setminus E_k) \cap c) &\geq \lambda((\Omega_N \setminus E_k) \cap c) - \omega_N, \\
\lambda((\Omega_N \setminus E_k) \cap c) &\geq \lambda((\Omega_M \setminus E_k) \cap c) - \omega_M.
\end{align*}
\]

Proof.

\[
\begin{align*}
(\Omega_N \setminus E_k) \cap c &\subseteq ((\Omega \cup (\Omega_N \setminus \Omega)) \setminus E_k) \cap c \\
&= (\Omega \setminus E_k \cup (\Omega_N \setminus \Omega) \setminus E_k) \cap c \\
&= (\Omega \setminus E_k) \cap c \cup (\Omega_N \setminus \Omega) \setminus E_k \cap c.
\end{align*}
\]

Consequently,

\[
\begin{align*}
\lambda((\Omega \setminus E_k) \cap c) &\geq \lambda((\Omega_N \setminus E_k) \cap c) - \lambda((\Omega_N \setminus \Omega) \setminus E_k \cap c) \\
&\geq \lambda((\Omega_N \setminus E_k) \cap c) - \lambda(\Omega_N \setminus \Omega) \\
&\geq \lambda((\Omega_N \setminus E_k) \cap c) - \omega_N.
\end{align*}
\]

The second inequality follows using the same argument applied to \(\Omega_M = \Omega_N \cup \Omega_M \setminus \Omega_N\). \(\square\)
6. Algorithm

Let $\beta > 0$ such that $1 - \omega - \beta > 0$.

6.1. First (binary) digit. We choose $N_1$ and $k_1$ such that

$$\frac{1}{2}(1 - \omega - \beta) - \omega_{N_1} - r_{k_1} \geq \frac{1}{4}(1 - \omega - \beta) > 0$$

This can be achieved for example with $N_1$ and $k_1$ such that $\omega_{N_1} \leq \frac{1}{8}(1 - \omega - \beta)$ and $r_{k_1} \leq \frac{1}{8}(1 - \omega - \beta)$. Suitable values for $N_1$ and $k_1$ are computable using Propositions 4.1 and 3.1.

We have

$$\lambda((\Omega_{N_1} \setminus E_{k_1}) \cap [0, 1/2]) + \lambda((\Omega_{N_1} \setminus E_{k_1}) \cap [1/2, 1]) = \lambda(\Omega_{N_1} \setminus E_{k_1}) \geq \lambda(\Omega_{N_1}) - \lambda(E_{k_1}) \geq 1 - \omega - \beta,$$

which is $> 0$ by assumption on $\beta$. The last lower bound is independent of $N_1$ and $k_1$ because $\lambda(\Omega_N) \geq \lambda(\Omega) \geq 1 - \omega$ for any $N$ and $\lambda(E_k) \leq \lambda(E) < \beta$ for any $k$.

Hence there is an interval $c_1 \in \{[0, 1/2), [1/2, 1)\}$ such that

$$\lambda((\Omega_{N_1} \setminus E_{k_1}) \cap c_1) \geq \frac{1}{2}(1 - \omega - \beta) > 0.$$

Since the Lebesgue measure of $(\Omega_{N_1} \setminus E_{k_1}) \cap c_1$ can be computed, the interval $c_1$ can be computably obtained.

We have

$$\lambda((\Omega \setminus E) \cap c_1) \geq \lambda((\Omega \setminus E_{k_1}) \cap c_1) \geq \lambda((\Omega_{N_1} \setminus E_{k_1}) \cap c_1) - \omega_{N_1} - r_{k_1} \geq \frac{1}{2}(1 - \omega - \beta) - \omega_{N_1} - r_{k_1}.$$

Hence $\lambda((\Omega \setminus E) \cap c_1) > 0$, so there are numbers in $\Omega \cap c_1$ outside $E$, i.e. whose first binary digit is given by $c_1$.

6.2. Second digit. Let $N_2$ and $k_2$ be such that $\varepsilon_{N_2} \leq \frac{1}{32}(1 - \omega - \beta)$ and $r_{k_2} \leq \frac{1}{32}(1 - \omega - \beta)$. 

We have
\[
\lambda((\Omega_{N_2} \setminus E_{k_2}) \cap c_1^1) + \lambda((\Omega_{N_2} \setminus E_{k_2}) \cap c_2^2) = \lambda((\Omega_{N_2} \setminus E_{k_2}) \cap c_1)
\geq \lambda((\Omega_{N_2} \setminus E_{k_1}) \cap c_1) - r_{k_1}
\geq \lambda((\Omega_{N_1} \setminus E_{k_1}) \cap c_1) - \omega_{N_1} - r_{k_1}
\geq \frac{1}{4}(1 - \omega - \beta)
> 0
\]
by the choice of \(N_1\) and \(k_1\) from step 1. Hence one half \(c_2\) of \(c_1\) satisfies
\[
\lambda((\Omega_{N_2} \setminus E_{k_2}) \cap c_2) \geq \frac{1}{8}(1 - \omega - \beta) > 0.
\]
Which half of \(c_1\) to choose can be computed.

Finally, we have
\[
\lambda((\Omega \setminus E) \cap c_2) \geq \lambda((\Omega \setminus E_{k_2}) \cap c_2) - r_{k_2}
\geq \lambda((\Omega_{N_2} \setminus E_{k_2}) \cap c_2) - \omega_{N_2} - r_{k_2}
\geq \frac{1}{8}(1 - \omega - \beta) - \omega_{N_2} - r_{k_2}
\geq \frac{1}{16}(1 - \omega - \beta)
> 0,
\]
hence there are numbers in \(\Omega \cap c_2\) outside \(E\), i.e. whose binary expansion starts with digits given by \(c_1, c_2\).

This algorithm produces the binary digits of a real number \(\nu\).

**Theorem 6.1.** The number \(\nu\) is computable. It is furthermore absolutely normal and continued fraction normal.

**Proof.** All values \(N_i, k_i, \omega_{N_i}, r_{k_i}\) and all appearing measures can be computed, hence \(\nu\) is computable.

Suppose \(\nu\) was not absolutely normal and continued fraction normal. Then \(\nu\) is an element of \(E\), i.e. \(\nu\) is contained in an interval \(I \in E\) of positive measure. Since \(\nu\) by construction lies in all \(c_i\), for some \(i\) we have \(c_i \subset I\), hence \(c_i \subset E\). This implies that \((\Omega \setminus E) \cap c_i = \varnothing\), a contradiction since we chose \(c_i\) to be such that \(\lambda((\Omega \setminus E) \cap c_i) > 0\).

Note that we implicitly used that absolute normality is equivalent to simple normality to all bases \(b \geq 2\) (see e.g. [9, Ch. 4]).
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