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Abstract

Under distribution shift (DS) where the training data distribution differs from the test one, a powerful technique is importance weighting (IW) which handles DS in two separate steps: weight estimation (WE) estimates the test-over-training density ratio and weighted classification (WC) trains the classifier from weighted training data. However, IW cannot work well on complex data, since WE is incompatible with deep learning. In this paper, we rethink IW and theoretically show it suffers from a circular dependency: we need not only WE for WC, but also WC for WE where a trained deep classifier is used as the feature extractor (FE). To cut off the dependency, we try to pretrain FE from unweighted training data, which leads to biased FE. To overcome the bias, we propose an end-to-end solution dynamic IW that iterates between WE and WC and combines them in a seamless manner, and hence our WE can also enjoy deep networks and stochastic optimizers indirectly. Experiments with two representative DSs on Fashion-MNIST and CIFAR-10/100 demonstrate that dynamic IW compares favorably with state-of-the-art methods.

1 Introduction

Supervised deep learning is extremely successful (Goodfellow et al., 2016), while its success relies highly on the fact that training and test data come from the same distribution. A big challenge in this deep learning age is distribution shift or dataset shift where training and test data come from

*Equal contribution.
two different distributions (Quionero-Candela et al., 2009; Sugiyama and Kawanabe, 2012; Pan and Yang, 2009): the training data are drawn from \( p_{\text{tr}}(x, y) \), the test data are drawn from \( p_{\text{te}}(x, y) \), and \( p_{\text{tr}}(x, y) \neq p_{\text{te}}(x, y) \). Under distribution shift, standard supervised deep learning will lead to deep classifiers which are biased to training data and whose performance will drop on test data.

It is usually assumed under distribution shift that \( p_{\text{te}}(x, y) \) is absolutely continuous w.r.t. \( p_{\text{tr}}(x, y) \), i.e., \( p_{\text{tr}}(x, y) = 0 \) implies \( p_{\text{te}}(x, y) = 0 \). Then, there is a function \( w^*(x, y) = p_{\text{te}}(x, y) / p_{\text{tr}}(x, y) \), such that for any function \( f \) of \( x \) and \( y \),

\[
\mathbb{E}_{p_{\text{te}}(x, y)}[f(x, y)] = \mathbb{E}_{p_{\text{tr}}(x, y)}[w^*(x, y)f(x, y)].
\]

Eq. (1) means after taking proper weights into account, the weighted expectation of \( f \) over \( p_{\text{tr}}(x, y) \) becomes unbiased, no matter if \( f \) is a loss to be minimized or a reward to be maximized. Thanks to this property, we can use importance weighting (IW) (Shimodaira, 2000; Sugiyama et al., 2007a; Huang et al., 2007; Sugiyama et al., 2007b, 2008; Kanamori et al., 2009) to handle distribution shift in two separate steps: (i) weight estimation (WE) estimates \( w^* \) from the training data and a tiny set of validation data drawn from \( p_{\text{te}}(x, y) \) or \( p_{\text{te}}(x) \); (ii) weighted classification (WC) approximates \( \mathbb{E}_{p_{\text{tr}}(x,y)}[w^*(x, y)f(x, y)] \) from the training data and then trains our favorite classifiers as if there is no distribution shift (Shimodaira, 2000). IW works very well if the form of data is simple, and has been the common practice of non-deep learning under distribution shift (Sugiyama et al., 2012).

 Nonetheless, IW cannot work well if the form of data is complex. Consider a \( k \)-class classification problem with an input domain \( \mathcal{X} \subset \mathbb{R}^d \) and an output domain \( \mathcal{Y} = \{1, \ldots, k\} \) where \( d \) is the input dimension, and let \( f : \mathcal{X} \rightarrow \mathbb{R}^k \) be the classifier to be trained for this problem. Here, \( w^* \) processes \( (d + 1) \)-dimensional input and \( f \) processes \( d \)-dimensional input, and consequently the WE step is not necessarily easier than the WC step. Thus, more expressive power is definitely needed in WE.

In this paper, we focus on improving IW to make it work for deep learning under distribution shift. We argue that it is difficult to boost the expressive power of WE for three reasons. Firstly, some WE methods are model-free such that they assign weights to data without a model of \( w^* \). Secondly, other...
WE methods are model-based and model-independent, but the optimizations are constrained and incompatible with stochastic optimization solvers, because \( \mathbb{E}_{p_{tr}(x,y)}[w^*(x,y)] = \mathbb{E}_{p_{te}(x,y)}[1] = 1 \). Finally, even if we ignore the constraint or satisfy it in each mini-batch, most powerful deep models nowadays are designed for classification and hard to train with WE objectives. Therefore, it is better to boost the expressive power by an external feature extractor (FE) inside \( f \), a deep classifier (DC) chosen for the classification problem to be solved. Going along this way, we encounter the circular dependency in Figure 1: originally we need \( w^* \) to train \( f \); now we need a trained \( f \) to estimate \( w^* \). This causality dilemma pushes us to ask which should come first: the chicken or the egg?

We think of two possible ways to solve the circular dependency, one pipelined and one end-to-end. The pipelined solution has two steps: (i) pretrain a DC as FE from unweighted training data and perform WE on the data transformed by FE; (ii) perform WC. Since the weights cannot change, we call this method static importance weighting (SIW), as illustrated in the top diagram of Figure 2. The DC as FE is trained without considering distribution shift, and we empirically confirm it is biased to training data. As a result, this naive solution is only a bit better than no DC/FE unfortunately.

On the other hand, the end-to-end solution, called dynamic importance weighting (DIW) and illustrated in the bottom diagram of Figure 2, has a single step: train a DC as FE from weighted training data (i.e., perform WC) and at the same time perform WE on the data transformed by FE in a seamless manner. More specifically, let \( \mathcal{W} \) be the set of importance weights initialized to be all ones and let \( f \) be initialized randomly. Subsequently, we update \( f \) for several epochs to pretrain it a little, and then we update both \( \mathcal{W} \) and \( f \) for the remaining epochs: in each mini-batch, \( \mathcal{W} \) is updated by an objective of WE where \( f \) is fixed and then \( f \) is updated by the objective of WC where \( \mathcal{W} \) is fixed in backpropagation. As a consequence, this more advanced solution gradually reduces the biases of \( \mathcal{W} \) and \( f \), which suggests that IW for deep learning nowadays can perform as well as IW for non-deep learning in the old days hopefully.

The rest of the paper is organized as follows. DIW is proposed in Sec. 2 with its applications given in Sec. 3. We discuss the related works in Sec. 4, and present the experiments in Sec. 5. Some more theoretical and experimental results can be found in the appendices.

## 2 Dynamic importance weighting

As mentioned earlier, under distribution shift, training and test data come from two different distributions \( p_{tr}(x,y) \) and \( p_{te}(x,y) \) (Quionero-Candela et al., 2009; Sugiyama and Kawanabe, 2012). Let \( \{(x_i^{tr},y_i^{tr})\}_{i=1}^{n_{tr}} \) be a set of i.i.d. training data sampled from \( p_{tr}(x,y) \) where \( n_{tr} \) is the training sample size, and \( \{(x_i^{v},y_i^{v})\}_{i=1}^{n_{v}} \) be a set of i.i.d. validation data sampled from \( p_{te}(x,y) \) where \( n_{v} \) is the validation sample size. We assume validation data are much less than training data, namely \( n_{v} \ll n_{tr} \), otherwise we can use validation data for training.

*We can update a weight by convexly combining its old value from the last epoch and its new value from DIW. This can stabilize the weight across epochs, in case that DIW is unstable when the batch size is small.*
Weighted classification From now on, we assume our classifier $f$ to be trained is a deep network parameterized by $\theta$ that is denoted by $f_\theta$. Let $\ell : \mathbb{R}^k \times \mathcal{Y} \to \mathbb{R}_+$ be the surrogate loss function for $k$-class classification, e.g., softmax cross-entropy loss. The classification risk of $f_\theta$ is defined as

$$R(f_\theta) = \mathbb{E}_{p_{\text{te}}(x,y)}[\ell(f_\theta(x), y)],$$

which is the performance measure we would like to optimize. According to Eq. (1), if $w^*(x, y)$ is given or $\mathcal{W}^* = \{w_i^* \mid w_i^* = w^*(x_i^{\text{tr}}, y_i^{\text{tr}})\}_{i=1}^{n_{\text{tr}}}$ is given, $R(f_\theta)$ can be approximated by

$$\hat{R}(f_\theta) = \frac{1}{n_{\text{tr}}} \sum_{i=1}^{n_{\text{tr}}} w_i^* \ell(f_\theta(x_i^{\text{tr}}), y_i^{\text{tr}}),$$

which is the objective of weighted classification. The weighted empirical risk $\hat{R}(f_\theta)$ in Eq. (3) is an unbiased estimator of the risk $R(f_\theta)$ in Eq. (2), and hence the trained classifier as the minimizer of $\hat{R}(f_\theta)$ converges to the minimizer of $R(f_\theta)$ as $n_{\text{tr}}$ goes to infinity (Shimodaira, 2000; Sugiyama et al., 2007a; Huang et al., 2007; Sugiyama et al., 2007b, 2008; Kanamori et al., 2009).

Non-linear transformation of data Now, the issue is how to estimate the function $w^*$ or the set $\mathcal{W}^*$. As discussed earlier, we should boost the expressive power externally but not internally. This means we should apply a non-linear transformation of data rather than directly model $w^*(x, y)$ or $p_{\text{tr}}(x, y)$ and $p_{\text{te}}(x, y)$ by deep networks. Let $\pi : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^{d_{\pi}}$ or $\pi : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^{d_{\pi} - 1} \times \mathcal{Y}$ be a transformation where $d_\pi$ is the reduced dimension and $d_\pi \ll d$; let $z = \pi(x, y)$ be the transformed random variable whose source of randomness is $(x, y)$ exclusively. We expect that weight estimation on $z$ is much easier than on $(x, y)$. The feasibility of applying $\pi$ to transform data is justified below.

**Theorem 1.** For a fixed, deterministic and invertible transformation $\pi : (x, y) \mapsto z$, let $p_{\text{tr}}(z)$ and $p_{\text{te}}(z)$ be the probability density functions (PDFs) induced by $p_{\text{tr}}(x, y)$, $p_{\text{te}}(x, y)$, and $\pi$. Then,

$$w^*(x, y) = \frac{p_{\text{te}}(x, y)}{p_{\text{tr}}(x, y)} = \frac{p_{\text{te}}(z)}{p_{\text{tr}}(z)} = w^*(z).$$

**Proof.** Let $F_{\text{tr}}(x, y)$, $F_{\text{te}}(x, y)$, $F_{\text{tr}}(z)$ as well as $F_{\text{te}}(z)$ be the corresponding cumulative distribution functions (CDFs). By the definition of CDFs, the fundamental theorem of calculus, and three properties of $\pi$ namely $\pi$ is fixed, deterministic and invertible, it holds that

$$p_{\text{tr}}(x, y)dx = dF_{\text{tr}}(x, y) = dF_{\text{tr}}(z) = p_{\text{tr}}(z)dz,$$

$$p_{\text{te}}(x, y)dx = dF_{\text{te}}(x, y) = dF_{\text{te}}(z) = p_{\text{te}}(z)dz,$$

---

1 Here, it is implicitly assumed that PDFs $p_{\text{te}}(x)$ are Riemann-integrable and CDFs $F_{\text{te}}(x)$ are differentiable, and the proof is invalid if $p_{\text{te}}(x)$ are only Lebesgue-integrable and $F_{\text{te}}(x)$ are only absolutely continuous. The more formal proof is given as follows. Since $p_{\text{te}}(x, y)$ are Lebesgue-Stieltjes-integrable, we can use probability measures: for example, let $N_{x,y} \ni (x, y)$ be an arbitrary neighborhood around $(x, y)$, then as $N_{x,y} \rightarrow (x, y)$ where the convergence is w.r.t. the distance metric on $\mathcal{X} \times \mathcal{Y}$, it holds that

$$p_{\text{tr}}(x,y)d|N_{x,y}| = d\mu_{x,y,\text{tr}}(N_{x,y}) = d\mu_{x,y,\text{te}}(\pi(N_{x,y})) = p_{\text{tr}}(z)d|\pi(N_{x,y})|,$$

where $\mu_{x,y,\text{tr}}$ and $\mu_{x,y,\text{te}}$ are the corresponding probability measures, $\pi(N_{x,y}) = \{\pi(x', y') \mid (x', y') \in N_{x,y}\}$, and $\cdot$ denotes the Lebesgue measure of a set. This more formal proof may be more than needed, since $w^*$ is estimable only if $p_{\text{te}}(x)$ are continuous and $F_{\text{te}}(x)$ are continuously differentiable.
where $d$ denotes the differential operator, and
\[
    dF_s(x, y) = \frac{\partial}{\partial x} \left( \sum_{y' \leq y} \int_{x' \leq x} p_s(x', y') \, dx' - \sum_{y' < y} \int_{x' \leq x} p_s(x', y') \, dx' \right) \cdot dx.
\]

For simplicity, the continuous random variable $x$ and the discrete random variable $y$ are considered separately. Dividing Eq. (6) by Eq. (5) proves Eq. (4).

Theorem 1 requires that $\pi$ satisfies three properties: we cannot guarantee $dF_{tr}(z) = p_{te}(z) \, dz$ if $\pi$ is not fixed or $dF_{tr}(x, y) = dF_{tr}(z)$ if $\pi$ is not deterministic or invertible. As a result, when $\mathcal{W}$ is updated in DIW, $f_\theta$ is regarded as fixed, and it should be switched to the evaluation mode from the training mode to avoid the randomness due to dropout (Srivastava et al., 2014) or similar randomized algorithms. The invertibility of $\pi$ is non-trivial: it assumes that $\mathcal{X} \times \mathcal{Y}$ is generated by a manifold $\mathcal{M} \subset \mathbb{R}^d$ with an intrinsic dimension $d_m \leq d_t$, and $\pi^{-1}$ recovers the generating function from $\mathcal{M}$ to $\mathcal{X} \times \mathcal{Y}$. If $\pi$ is from parts of $f_\theta$, $f_\theta$ must be a reasonably good classifier so that $\pi$ compresses $\mathcal{X} \times \mathcal{Y}$ back to $\mathcal{M}$. This finding is the circular dependency in Figure 1 which is the major theoretical contribution.

**Practical choices of the transformation of data**  Let us take a closer look at practical choices of $\pi$. It seems obvious that $\pi$ can be $f_\theta$ as a whole or $f_\theta$ without the topmost layer. However, the latter drops $y$ and corresponds to assuming
\[
    p_{te}(y \mid x) \implies p_{te}(y) \cdot p_{te}(x \mid y) = p_{te}(x) = p_{te}(z) / p_{ti}(x),
\]

which is only possible under covariate shift (Pan and Yang, 2009; Shimodaira, 2000; Sugiyama et al., 2007b, 2008). It is conceptually a bad idea to attach $y$ after the latent representation of $x$, since the distance metric on $\mathcal{Y}$ is completely different. A better idea to take the information of $y$ into account would consist of three steps: first partition $\{(x_i^t, y_i^t)\}_{i=1}^{n_t}$ and $\{(x_i^v, y_i^v)\}_{i=1}^{n_v}$ according to $y$, second estimate $p_{te}(y) / p_{ti}(y)$, and third invoke weight estimation $k$ times on $k$ partitions separately based on the following identity: let $w^*_y = p_{te}(y) / p_{ti}(y)$, then
\[
    \frac{p_{te}(x, y)}{p_{ti}(x, y)} = \frac{p_{te}(y) \cdot p_{te}(x \mid y)}{p_{ti}(y) \cdot p_{ti}(x \mid y)} = \frac{p_{te}(y \mid x)}{p_{ti}(x \mid y)} = w^*_y \cdot \frac{p_{te}(z \mid y)}{p_{ti}(z \mid y)}. \quad (8)
\]

That being said, in a mini-batch, invoking weight estimation $k$ times on $k$ partitions may be remarkably unreliable than invoking it once on the whole mini-batch.

To this end, we propose an alternative choice $\pi : (x, y) \mapsto \ell(f_{\theta}(x), y)$ that is motivated as follows. In practice, we are not sure about the existence of $\mathcal{M}$, we cannot check whether $d_m \leq d_t$ when $\mathcal{M}$ indeed exists, or it is computationally hard to confirm that $\pi$ is invertible. Consequently, Eqs. (7-8) may not hold or only hold approximately. As a matter of fact, Eq. (1) also only hold approximately after replacing the expectations with empirical averages, and it seems alright to go one step further. According to Eq. (1), there exists $w(x, y)$ such that for all possible $f(x, y)$,
\[
    \frac{1}{n_v} \sum_{i=1}^{n_v} f(x_i^v, y_i^v) \approx E_{p_{te}(x, y)}[f(x, y)] \approx E_{p_{te}(x, y)}[w(x, y) f(x, y)] \approx \frac{1}{n_t} \sum_{i=1}^{n_t} w_i f(x_i^t, y_i^t),
\]
with the general goal of IW, the goal of DIW is special and easy to achieve, and then there may be
where the left- and right-hand sides are conditioned on $w$
where $w = w(x_i^t, y_i^t)$ for $i = 1, \ldots, n_{tr}$. This goal, IW for everything, is too general and then its
only solution is $w = w^*_{\pi}$; however, it is more than needed—IW for classification should be enough.

Specifically, the goal of DIW is to find a set of weights $\mathcal{W} = \{w_i\}_{i=1}^{n_{tr}}$ such that for $\ell(f_{\theta}(x), y)$,
\[
\frac{1}{n_v} \sum_{i=1}^{n_v} \ell(f_{\theta}(x_i^v), y_i^v)\big|_{\theta=\theta_t} \approx \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} w_i \ell(f_{\theta}(x_i^t), y_i^t)\big|_{\theta=\theta_t}
\] (9)
where the left- and right-hand sides are conditioned on $\theta = \theta_t$, and $\theta_t$ holds model parameters at a
certain time point of training. After $\mathcal{W}$ is found, $\theta_t$ will be updated to $\theta_{t+1}$, and the current $f_{\theta}$
will move to the next $f_{\theta}$; then, we need to find a new set of weights satisfying Eq. (9) again. Compared
with the general goal of IW, the goal of DIW is special and easy to achieve, and then there may be
many different solutions, any of which can be used to replace $\mathcal{W}^* = \{w_i^*\}_{i=1}^{n_{tr}}$ in $\hat{R}(f_{\theta})$ in Eq. (3).
The above argument elaborates the motivation of $\pi : (x, y) \mapsto \ell(f_{\theta}(x), y)$. This is possible thanks
to the dynamic nature of weights in DIW which is the major methodological contribution.

**Distribution matching** Finally, we perform distribution matching between the set of transformed
training data $\{x_i^t\}_{i=1}^{n_{tr}}$ and the set of transformed validation data $\{z_i^v\}_{i=1}^{n_{tr}}$. Let $\mathcal{H}$ be a Hilbert space
of real-valued functions on $\mathbb{R}^d$, with an inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$, or $\mathcal{H}$ be a reproducing kernel Hilbert space,
where $k : (z, z') \mapsto \langle \phi(z), \phi(z') \rangle_{\mathcal{H}}$ is the reproducing kernel of $\mathcal{H}$ and $\phi : \mathbb{R}^d \to \mathcal{H}$ is the
kernel-induced feature map (Schölkopf and Smola, 2001). We perform distribution matching by
**kernel mean matching** (Huang et al., 2007).

Let $\mu_{tr} = \mathbb{E}_{p_{tr}(x,y) \cdot w(z)}[\phi(z)]$ and $\mu_{te} = \mathbb{E}_{p_{te}(x,y) \cdot w(z)}[\phi(z)]$ be the kernel embeddings of $p_{tr} \cdot w$ and
$p_{te}$ in $\mathcal{H}$, then the **maximum mean discrepancy** (MMD) (Borgwardt et al., 2006; Gretton et al., 2012)
is defined as
\[
\sup_{\|f\|_{\mathcal{H}} \leq 1} \mathbb{E}_{p_{tr}(x,y) \cdot w(z)}[f(z)] - \mathbb{E}_{p_{te}(x,y) \cdot w(z)}[f(z)] = \|\mu_{tr} - \mu_{te}\|_{\mathcal{H}},
\]
and the squared MMD can be approximated by
\[
\left\| \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} w_i \phi(z_i^t) - \frac{1}{n_v} \sum_{i=1}^{n_v} \phi(z_i^v) \right\|_{\mathcal{H}}^2 = \frac{1}{n_{tr}} w^T K w - \frac{2}{n_{tr}} k^T w + \text{Const.},
\] (10)
where \( w \in \mathbb{R}^{n_{tr}} \) is the weight vector, \( K \in \mathbb{R}^{n_{tr} \times n_{tr}} \) is a kernel matrix such that \( K_{ij} = k(z_i^{tr}, z_j^{tr}) \), and \( k \in \mathbb{R}^{n_{tr}} \) is a vector such that \( k_i = \frac{1}{n_{tr}} \sum_{j=1}^{n_{tr}} k(z_i^{tr}, z_j^{tr}) \). In practice, Eq. (10) is minimized subject to \( 0 \leq w_i \leq B \) and \( \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} w_i - 1 \leq \epsilon \) where \( B > 0 \) and \( \epsilon > 0 \) are hyperparameters as the upper bound of weights and the slack variable of \( \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} w_i = 1 \). Eq. (10) is the objective of distribution matching, and the proposed DIW algorithm is presented in Algorithm 1\(^4\), which is our major algorithmic contribution.

3 Applications

We have proposed DIW for deep learning under distribution shift which is almost everywhere in the wild. Here, we introduce some examples: covariate shift, class imbalance, and label noise.

Covariate shift may be the most popular shift whose definition was given in Eq. (7) (Pan and Yang, 2009; Shimodaira, 2000; Sugiyama et al., 2007b, 2008). It is harmful though not change, since the expressive power of \( f_\theta \) is limited so that it will focus more on the regions where \( p_{te}(x) \) is higher but not where \( p_{te}(x) \) is higher.

Class imbalance may be the simplest shift which is defined by plugging \( p_{tr}(x \mid y) = p_{te}(x \mid y) \) in Eq. (8) (Japkowicz and Stephen, 2002; He and Garcia, 2009; Zhang et al., 2013; Huang et al., 2016; Buda et al., 2018; Lipton et al., 2018). The optimal solution is simply \( w^*(x, y) = p_{te}(y) / p_{tr}(y) \), involving counting instead of density ratio estimation (Sugiyama et al., 2012). It is however quite important—otherwise \( f_\theta \) will emphasize over-represented classes and neglect under-represented classes, which is unacceptable in terms of the transferability or fairness (Cao et al., 2019). It can also serve as a unit test to see if an IW method can successfully recover \( w^*(x, y) \) without being told that the shift is indeed class imbalance.

Label noise may be the hardest or already adversarial shift where \( p_{tr}(x) = p_{te}(x) \) and \( p_{tr}(y \mid x) \neq p_{te}(y \mid x) \) which is opposite to covariate shift. There is a label corruption process \( p(\tilde{y} \mid y, x) \) where \( \tilde{y} \) denotes the corrupted label so that \( p_{tr}(\tilde{y} \mid x) = \sum_y p(\tilde{y} \mid y, x) \cdot p_{te}(y \mid x) \), i.e., a label \( y \) may flip to every corrupted label \( \tilde{y} \neq y \) with a probability \( p(\tilde{y} \mid y, x) \). It is extremely detrimental to training, since an over-parameterized \( f_\theta \) is able to fit any training data even if the training labels are random (Zhang et al., 2017). As a result, label noise could significantly mislead \( f_\theta \) to fit \( p_{tr}(\tilde{y} \mid x) \) that is an improper map from \( x \) to \( y \), and this is much more serious than misleading the attention of \( f_\theta \). Note that DIW can estimate \( p(\tilde{y} \mid y, x) \), since our validation data carry the information about \( p_{te}(y \mid x) \); without those validation data, \( p(\tilde{y} \mid y, x) \) is unidentifiable, and then it is usually assumed to be independent of \( x \) and simplified as \( p(\tilde{y} \mid y) \), i.e., the class-conditional noise (CCN) (Natarajan et al., 2013; Patrini et al., 2017; Liu and Tao, 2016; Han et al., 2018b,a; Yu et al., 2019; Xia et al., 2019). DIW can also be applied to the shift where \( p_{tr}(x \mid \tilde{y}) = \sum_y p(\tilde{y} \mid y) \cdot p_{te}(x \mid y) \) (Scott et al., 2013; du Plessis et al., 2013; Menon et al., 2015; Lu et al., 2019, 2020).

\(^4\)For space reasons, we defer convergence analysis of the proposed algorithm to Appendix A.
4 Discussions

Since distribution shift is ubiquitous in the wild, there are many philosophies different from IW for mitigating its negative effects. In what follows, we discuss some very related philosophies: learning to reweight, distributionally robust supervised learning, and domain adaptation.

Learning to reweight iterates between weighted classification on training data for updating \( f_\theta \), and unweighted classification on validation data for updating \( \mathcal{W} \) (Ren et al., 2018). Although this looks like DIW, its philosophy is fairly different from IW: IW has a specific target \( \mathcal{W}^* \) to estimate, while reweighting has a goal to optimize but no target to estimate; its goal is still empirical risk minimization on very limited validation data, and thus it may overfit the validation data. Technically, \( \mathcal{W} \) is hidden in \( \theta_W \) in the objective of unweighted classification, so that (Ren et al., 2018) had to use a series of approximations just to differentiate the objective w.r.t. \( \theta_W \), which is remarkably more difficult than Eq. (10). This reweighting philosophy can also be used to train another deep network for providing \( \mathcal{W} \) (Jiang et al., 2018).

Distributionally robust supervised learning (DRSL) assumes that there is no validation data drawn from \( p_{te}(x,y) \) or \( p_{te}(x) \), and consequently its philosophy is to consider the worst-case distribution shift within a prespecified uncertainty set (Ben-Tal et al., 2013; Wen et al., 2014; Namkoong and Duchi, 2016, 2017). We can clearly see its sufficient difference from IW: IW regards \( p_{te}(x,y) \) as fixed and \( p_{tr}(x,y) \) as shifted from \( p_{te}(x,y) \) while DRSL regards \( p_{tr}(x,y) \) as fixed and \( p_{te}(x,y) \) as shifted from \( p_{tr}(x,y) \). This worst-case philosophy makes DRSL more sensitive to bad training data (e.g., outliers or noisy labels) which leads to less robust \( f_\theta \) (Hu et al., 2018).

Domain adaptation (DA) is also closely related where \( p_{te}(x,y) \) and \( p_{te}(x) \) are called in-domain and out-of-domain distributions (Daume III and Marcu, 2006) or called target and source domain distributions (Ben-David et al., 2007). Although supervised DA is more similar to DIW, this area focuses more on unsupervised DA (UDA), i.e., the validation data come from \( p_{te}(x) \) rather than \( p_{te}(x,y) \). UDA has at least three major philosophies: transfer knowledge from \( p_{tr}(x) \) to \( p_{te}(x) \) by bounding the domain discrepancy (Ghifary et al., 2017) or finding some domain-invariant representations (Ganin et al., 2016), transfer from \( p_{tr}(x \mid y) \) to \( p_{te}(x \mid y) \) by conditional domain-invariant representations (Gong et al., 2016), and transfer from \( p_{tr}(y \mid x) \) to \( p_{te}(y \mid x) \) by pseudo-labeling target domain data (Saito et al., 2017). They all have their own assumptions such as \( p(y \mid x) \) or \( p(x \mid y) \) cannot change too much, and hence none of them can deal with the label-noise application of IW. Technically, the key difference of UDA from IW is that UDA methods do not weight/reweight source domain data.

5 Experiments

In this section, we verify the effectiveness of the proposed DIW for deep learning. First, we compare DIW (the loss-value transformation version in Algorithm 1) with baselines under two representative distribution shift settings: label noise and class imbalance. Second, we discuss which experimental choices (e.g., SIW/DIW, with/without FE, FE fixed/updated, with/without pretraining) contribute the most to the success of DIW in an extensive ablation study.
Figure 3: Experimental results of training deep neural networks on Fashion-MNIST, CIFAR-10 and CIFAR-100 with label noise. Shaded regions present standard deviation over five repeated trials.

Setup  We perform experiments on Fashion-MNIST (Han Xiao, 2017), CIFAR-10 (Krizhevsky and Hinton, 2009) and CIFAR-100 (Krizhevsky and Hinton, 2009). For the tiny validation set, we use 1,000 clean data for label noise experiments and 10 data per class for class imbalance experiments. Note that the validation set is included in the training set for all baseline methods. For Fashion-MNIST and CIFAR, the models are LeNet-5 (LeCun et al., 1998) and ResNet-32 (He et al., 2016) respectively; the optimizer is stochastic gradient descent (Robbins and Monro, 1951). For a fair comparison, we normalize the weights of all examples in a training batch so that they sum up to one, and we do not employ any form of data augmentation for all the methods. More details about the setups and supplementary experimental results can be found in Appendix B and C.

Baselines  (i) Clean, use only the tiny validation dataset for training; (ii) Uniform, assign the same weights to all the training data; (iii) Random, assign random weights according to a rectified Gaussian distribution \( w_i = \max(s_i, 0) \), where \( s_i \sim \mathcal{N}(0, 1) \); (iv) Reweight, proposed by (Ren et al., 2018); (v) IW, apply IW directly on the original data for assigning weights (Huang et al., 2007).
Figure 4: Weight distribution for correctly and wrongly labeled data on CIFAR-10 0.4 symmetric flip.

5.1 Experimental results

Results on label noise  We start with the most challenging distribution shift setting, label noise. Two representative noise settings are considered here: symmetric flip (Van Rooyen et al., 2015) where each label is independently flipped to another class with a certain probability; pair flip (Han et al., 2018b) where the flipping occurs only within similar classes, and the noise rates are \{0.3, 0.4, 0.5\}. The experimental results are reported in Figure 3. We can see that the proposed method performs better than baselines, especially in the symmetric flip case. Moreover, as the noise level increases, the proposed method is still reasonably robust while others tend to overfit to the noisy labels.

To better understand how DIW contributes to learn more robust models, we take a closer look at the learned weights in the final training epoch. As shown in Figure 4, our method can successfully detect the wrongly labeled data and push them to nearly zero weights, and detect the correctly labeled data and upweight them, while others fail to do so. The results corroborate our analysis that DIW can gradually reduce the bias of DC and \(W\) together and learn robustly under the distribution shift.

Results on class imbalance  Then, we test another common distribution shift setting, class imbalance, where we create a multi-class imbalanced dataset from Fashion-MNIST by step imbalance (Buda et al., 2018): the sample sizes within the majority classes, and within the minority classes are the same. Let \(\mu\) be the fraction of minority classes and \(\rho\) be the ratio between sample sizes of the majority classes and minority classes. We test the following two settings: (i) \(\mu = 0.2, \rho = 100\); (ii) \(\mu = 0.2, \rho = 200\). From the results in Table 1, we can see that the proposed method performs favorably than the baselines.

| Method  | \(\rho = 100\)   | \(\rho = 200\)   |
|---------|------------------|------------------|
| Clean   | 67.77 (0.94)     | 67.77 (0.94)     |
| Uniform | 82.39 (0.94)     | 76.87 (1.14)     |
| Random  | 82.85 (0.76)     | 78.48 (0.79)     |
| IW      | 81.58 (0.79)     | 77.01 (1.95)     |
| Reweight| 81.82 (0.95)     | 76.59 (1.11)     |
| Proposed| **83.69 (1.21)** | **81.38 (1.24)** |

Table 1: Mean accuracy (standard deviation) in percentage on imbalanced Fashion-MNIST (5 trials). Best and comparable methods (paired t-test at significance level 5%) are highlighted in bold.
5.2 Ablation study

Since our proposed DIW comprises different options in algorithmic design as illustrated in Figure 2, here we perform an extensive ablation study to better understand the mechanism and provide a guidance for practical use. The options considered are whether to: (i) introduce FE; (ii) update $\mathcal{W}$; (iii) update FE; (iv) pretrain FE. Starting from the original IW: adding (i) to IW yields SIW; adding (ii) to SIW yields DIW1; adding (iii) to DIW1 yields DIW3; adding (iv) to DIW3 yields DIW2.

We conduct thorough experiments to compare the above methods in the label noise setting. The results are reported in Table 2, where method with "-F"/-"L" suffix means using hidden-layer-output/loss-value transformation in Algorithm 1. Our observations in general are: (i) SIWs outperform IW due to the advantages of introducing FE; (ii) DIWs outperform SIWs since they benefit from updating $\mathcal{W}$ on-the-fly in an end-to-end fashion; (iii) for DIWs with pretrained FE (i.e. DIW1 and DIW2), updating FE during training is usually better than fixing it; (iv) for DIWs with updating FE (i.e. DIW2 and DIW3), "-F" methods perform better when FE is pretrained than randomly initialized, while "-L" methods do not necessarily need a pretrained FE to perform well and thus are more recommended.

We further visualize the last layer representations $h(x) \in \mathbb{R}^{64}$ of learned models on CIFAR-10 with 0.4 symmetric label noise by t-distributed stochastic neighbor embedding (t-SNE) (Maaten and Hinton, 2008) in Figure 5. The learned representations of DIWs are in general more concentrated within clusters and therefore easier to be separated for different classes, which shows their superiority over static methods.
Table 2: Mean accuracy (standard deviation) in percentage on Fashion-MNIST (F-MNIST for short), CIFAR-10 and CIFAR-100 with label noise (5 repeated trials). Best and comparable methods (paired t-test at significance level 5%) are highlighted in bold. p/s is short for pair/symmetric flip.

| Data          | Noise | IW       | SIW-F | SIW-L | DIW1-F | DIW2-F | DIW3-F | DIW1-L | DIW2-L | DIW3-L |
|---------------|-------|----------|-------|-------|--------|--------|--------|--------|--------|--------|
|               | 0.3 p | 81.90    | 81.89 | 83.30 | 81.31  | 83.06  | 83.18  | 83.20  | 78.58  | 88.14  |
|               |       | (0.60)   | (0.51)| (0.68)| (1.14) | (0.62) | (0.59) | (1.20) | (3.76) | (0.50) |
| F-MNIST       | 0.4 s | 80.57    | 80.81 | 88.93 | 82.99  | 82.85  | 82.08  | 89.06  | 88.78  | 89.09  |
|               |       | (0.58)   | (0.62)| (0.08)| (0.58) | (0.79) | (0.41) | (0.12) | (0.27) | (0.07) |
|               | 0.5 s | 79.53    | 79.02 | 88.39 | 83.73  | 82.18  | 81.69  | 88.19  | 87.65  | 88.31  |
|               |       | (0.61)   | (0.74)| (0.18)| (0.65) | (0.81) | (0.40) | (0.10) | (0.47) | (0.21) |
|               | 0.3 p | 43.54    | 54.38 | 76.28 | 83.90  | 84.14  | 74.33  | 77.82  | 81.05  | 82.50  |
|               |       | (0.84)   | (0.55)| (0.53)| (0.29) | (0.45) | (1.20) | (0.93) | (0.49) | (0.26) |
| CIFAR-10      | 0.4 s | 43.53    | 43.38 | 71.93 | 81.08  | 72.19  | 73.52  | 78.92  | 79.76  |        |
|               |       | (0.46)   | (0.44)| (0.45)| (0.61) | (0.35) | (1.33) | (0.66) | (0.52) | (0.40) |
|               | 0.5 s | 41.36    | 34.07 | 64.03 | 77.31  | 70.23  | 67.50  | 71.72  | 73.83  |        |
|               |       | (0.84)   | (0.56)| (0.45)| (0.66) | (0.30) | (0.75) | (0.93) | (0.88) | (0.53) |
|               | 0.3 p | 9.24     | 47.49 | 51.27 |        |        |        | 52.96  | 55.94  | 54.03  |
|               |       | (0.26)   | (0.29)| (0.34)|        |        |        | (0.32) | (0.42) | (0.4)  |
| CIFAR-100§    | 0.4 s | 9.07     | 35.40 | 46.74 |        |        |        | 49.27  | 50.70  | 50.53  |
|               |       | (0.19)   | (0.77)| (0.37)|        |        |        | (0.49) | (0.55) | (0.34) |
|               | 0.5 s | 8.97     | 28.19 | 41.10 |        |        |        | 44.54  | 46.63  | 46.62  |
|               |       | (0.30)   | (0.65)| (0.38)|        |        |        | (0.61) | (0.49) | (0.39) |

6 Conclusion

We rethought importance weighting for deep learning under distribution shift and explained that it suffers from a circular dependency conceptually and theoretically. To avoid the issue, we proposed dynamic importance weighting that iterates between deep classifier training and weight estimation, where features for weight estimation can be extracted as either hidden-layer outputs or loss values. Experiments on typical distribution shifts demonstrated the effectiveness of the proposed method.

§Note that “-F” methods for DIW is not applicable on CIFAR-100, since after partitioning the mini-batch data by 100 classes, the data in each partition is too few to conduct weight estimation.
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A Convergence analysis

Let $R_{te}(\theta) = \mathbb{E}_{p_{te}(x,y)}[\ell(f_{\theta}(x), y)]$ be the classification risk which is the objective we would like to optimize, and $R_{tr}(\theta, w) = \mathbb{E}_{p_{tr}(x,y)}[w(z)\ell(f_{\theta}(x), y)]$ be the objective of our weighted classification, where $w(z) = \frac{p_{te}(z)}{p_{tr}(z)}$. In what follows, we theoretically show that our method converges to a critical point of $R_{te}(\theta)$ under mild conditions, and we also give its convergence rate. Before presenting the analysis, we list required assumptions.

**Assumption 1** (Lipschitz continuous gradient). *The learning objective $R_{tr}(\theta, w)$ is twice differentiable and has an $L$-Lipschitz continuous gradient for all $w$, i.e.,

$$-LI \preceq \nabla^2_{\theta} R_{tr}(\theta, w) \preceq LI,$$

where $I$ is the identity matrix.

**Assumption 2** (Bounded variance of noise). *We consider the general stochastic gradient descent scenario. Denote the stochastic gradient by $\tilde{\nabla}_{\theta} R_{tr}(\theta, w)$, and we assume it satisfies:

$$\mathbb{E}[\tilde{\nabla}_{\theta} R_{tr}(\theta, w)] = \mathbb{E}[\nabla_{\theta} R_{tr}(\theta, w)], \quad \mathbb{E}[\mathbb{E}_{\theta} \left( \| \tilde{\nabla}_{\theta} R_{tr}(\theta, w) - \nabla_{\theta} R_{tr}(\theta, w) \|^{2} \right)] \leq \sigma^{2}$$

for some constant $\sigma^{2}$ and all $w$.

**Assumption 3** (Sensitivity). *For any $\theta$ and $\theta'$, we assume the sensitivity of weights with respect to the model parameters satisfy

$$\mathbb{E}_{p_{tr}(x,y)}|w' - w| \leq B\|\theta' - \theta\|^{2},$$

where $w = \frac{p_{te}(\pi_{\theta}(x,y))}{p_{tr}(\pi_{\theta}(x,y))}$ and $w' = \frac{p_{te}(\pi_{\theta'}(x,y))}{p_{tr}(\pi_{\theta'}(x,y))}$ in Theorem 1.

Next, we show the main convergence result.

**Theorem 2.** *Suppose the learning objective $R_{tr}(\theta, w)$, learned weights $w$ and model parameter $\theta$ satisfy the aforementioned assumptions. Let $\ell$ be a bounded loss such that $\ell < M$ and $M > 0$, $T$ be the number of training epochs, and the learning rate $\alpha_t$ satisfies $\alpha_t = \frac{c}{\sqrt{t}}$, where $c$ is a constant and $t \in [T]$. Then, our proposed method given by Algorithm 1 achieves $\mathbb{E}[\| \nabla R_{tr}(\theta_T, w) \|^{2}] \leq \epsilon$ in $O(1/\epsilon^2)$ steps. More specifically, the uniformly randomized output satisfies

$$\mathbb{E}[\| \nabla R_{tr}(\theta_T, w_T) \|^{2}] \leq \frac{\Delta}{\sqrt{T}},$$

(11)

where $\Delta = \frac{2M}{c} + 2cL\sigma^{2} + 4cMB\sigma^{2}$ is a constant independent of the convergence process.
Proof. The update rule for our proposed method given by Algorithm 1 in the population version is as follows:

$$\theta_{t+1} = \theta_t - \alpha_t \nabla_{\theta} R_{te}(\theta_t, w_t).$$

(12)

Given Eq. (1) and Theorem 1, we have

$$R_{te}(\theta)\big|_{\theta=\theta_t} = \mathbb{E}_{p_t(x,y)}[\ell(f_{\theta_t}(x), y)] = \mathbb{E}_{p_t(x,y)} \left[ w(x) \ell(f_{\theta_t}(x), y) \right] = R_{tr}(\theta, w)\big|_{\theta=\theta_t, w=w_t}.\quad (13)$$

Then, the objective at next time step will be

$$R_{te}(\theta_{t+1}) = R_{tr}(\theta_{t+1}, w_{t+1})$$

$$= R_{tr}(\theta_{t+1}, w_t) + R_{tr}(\theta_{t+1}, w_{t+1}) - R_{tr}(\theta_{t+1}, w_t).\quad (14)$$

By Taylor’s theorem and Assumption 1, there exists \( \theta' \) such that

$$R_{tr}(\theta_{t+1}, w_t) = R_{tr} \left( \theta_t - \alpha_t \nabla_{\theta} w_t \right)$$

$$= R_{tr}(\theta_t, w_t) - \alpha_t \nabla_{\theta} R_{tr}(\theta_t, w_t) + \frac{\alpha_t^2}{2} \nabla_{\theta}^2 R_{tr}(\theta', w_t) \nabla_{\theta}$$

$$\leq R_{tr}(\theta_t, w_t) - \alpha_t \nabla_{\theta} R_{tr}(\theta_t, w_t) + \frac{\alpha_t^2 L}{2} \| \nabla_{\theta} \|^2.\quad (15)$$

Given the bounded loss function \( \ell \) and Assumption 3, we have

$$R_{tr}(\theta_{t+1}, w_{t+1}) - R_{tr}(\theta_{t+1}, w_t) = \mathbb{E}_{p_t(x,y)} \left[ w_{t+1} \ell(f_{\theta_{t+1}}(x), y) - w_t \ell(f_{\theta_{t+1}}(x), y) \right]$$

$$= \mathbb{E}_{p_t(x,y)} \left[ (w_{t+1} - w_t) \ell(f_{\theta_{t+1}}(x), y) \right]$$

$$\leq M \mathbb{E}_{p_t(x,y)} |w_{t+1} - w_t|$$

$$\leq MB \| \theta_{t+1} - \theta_t \|^2$$

$$= MB \alpha_t^2 \| \nabla_{\theta} \|^2.\quad (16)$$

Then, we obtain

$$R_{te}(\theta_{t+1}) \leq R_{tr}(\theta_t, w_t) - \alpha_t \nabla_{\theta} R_{tr}(\theta_t, w_t) + \frac{\alpha_t^2 L}{2} + MB \alpha_t^2 \| \nabla_{\theta} \|^2,\quad (17)$$

where \( \nabla_{\theta} \) denotes \( \nabla_{\theta} R_{tr}(\theta_t, w_t) \). Taking the expected value gives us

$$\mathbb{E}[R_{te}(\theta_{t+1})|\theta_t] \leq R_{tr}(\theta_t, w_t) - \alpha_t \mathbb{E} \left[ \nabla_{\theta} R_{tr}(\theta_t, w_t) \right] + \left( \frac{\alpha_t^2 L}{2} + MB \alpha_t^2 \right) \mathbb{E} \left[ \| \nabla_{\theta} \|^2 | \theta_t \right]$$

$$\leq R_{tr}(\theta_t, w_t) - \alpha_t \| \nabla_{\theta} \|^2 + \left( \frac{\alpha_t^2 L}{2} + MB \alpha_t^2 \right) \mathbb{E} \left[ \| \nabla_{\theta} \|^2 | \theta_t \right].\quad (18)$$
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Since
\[
\mathbb{E} \left[ \left\| \tilde{\nabla}_t \right\|^2 \mid \theta_t \right] = \mathbb{E} \left[ \left\| \tilde{\nabla}_t - \nabla_t + \nabla_t \right\|^2 \mid \theta_t \right] \\
= \mathbb{E} \left[ \left\| \tilde{\nabla}_t - \nabla_t \right\|^2 + \left\| \nabla_t \right\|^2 + 2 \left( \tilde{\nabla}_t - \nabla_t \right)^T \nabla_t \mid \theta_t \right] \\
\leq \sigma^2 + \left\| \nabla_t \right\|^2,
\]
where the last inequality Eq. (19) comes from Assumption 2, then we have
\[
\mathbb{E}[R_{te}(\theta_{t+1}) \mid \theta_t] \leq R_{tr}(\theta_t, w_t) - \left( \alpha_t - \frac{\alpha_t^2 L}{2} - MB\alpha_t^2 \right) \left\| \nabla_t \right\|^2 + \left( \frac{\alpha_t^2 L}{2} + MB\alpha_t^2 \right) \sigma^2.
\]
If we set \( \alpha_t \) small enough such that \( \alpha_t < \frac{1}{L + 2MB} \) for all \( t \), then
\[
\mathbb{E}[R_{te}(\theta_{t+1}) \mid \theta_t] \leq R_{tr}(\theta_t, w_t) - \frac{\alpha_t}{2} \left\| \nabla_t \right\|^2 + \left( \frac{\alpha_t^2 L}{2} + MB\alpha_t^2 \right) \sigma^2.
\]
Now taking the full expectation,
\[
\mathbb{E}[R_{te}(\theta_{t+1})] \leq \mathbb{E}[R_{tr}(\theta_t, w_t)] - \frac{\alpha_t}{2} \mathbb{E} \left[ \left\| \nabla_t \right\|^2 \right] + \left( \frac{\alpha_t^2 L}{2} + MB\alpha_t^2 \right) \sigma^2,
\]
and then rearranging the terms,
\[
\frac{1}{2} \mathbb{E} \left[ \left\| \nabla_t \right\|^2 \right] \leq \frac{\mathbb{E}[R_{tr}(\theta_t, w_t)] - \mathbb{E}[R_{te}(\theta_{t+1})]}{\alpha_t} + \left( \frac{\alpha_t L}{2} + MB\alpha_t \right) \sigma^2.
\]
Next summing up Eq. (23) from \( t = 1 \) to \( T \),
\[
\frac{1}{2} \sum_{t=1}^{T} \mathbb{E} \left[ \left\| \nabla_t \right\|^2 \right] \leq \sum_{t=1}^{T} \frac{\mathbb{E}[R_{tr}(\theta_t, w_t)]}{\alpha_t} - \sum_{t=1}^{T} \frac{\mathbb{E}[R_{te}(\theta_{t+1})]}{\alpha_t} + \left( \frac{L}{2} + MB \right) \sigma^2 \sum_{t=1}^{T} \alpha_t \\
= \sum_{t=1}^{T} \frac{\mathbb{E}[R_{te}(\theta_t)]}{\alpha_t} - \sum_{t=2}^{T+1} \frac{\mathbb{E}[R_{te}(\theta_t)]}{\alpha_{t-1}} + \left( \frac{L}{2} + MB \right) \sigma^2 \sum_{t=1}^{T} \alpha_t \\
= \sum_{t=2}^{T} \left( \frac{1}{\alpha_t} - \frac{1}{\alpha_{t-1}} \right) \mathbb{E}[R_{te}(\theta_t)] + \frac{\mathbb{E}[R_{te}(\theta_1)]}{\alpha_1} - \frac{\mathbb{E}[R_{te}(\theta_{T+1})]}{\alpha_T} + \left( \frac{L}{2} + MB \right) \sigma^2 \sum_{t=1}^{T} \alpha_t \\
\leq \sum_{t=2}^{T} \left( \frac{1}{\alpha_t} - \frac{1}{\alpha_{t-1}} \right) M + \frac{M}{\alpha_1} + \left( \frac{L}{2} + MB \right) \sigma^2 \sum_{t=1}^{T} \alpha_t \\
= \frac{M}{\alpha_T} + \left( \frac{L}{2} + MB \right) \sigma^2 \sum_{t=1}^{T} \alpha_t,
\]
and then setting $\alpha_t = \frac{c}{\sqrt{t}}$ (with $\frac{1}{\alpha_0} \triangleq 0$),
\[
\frac{1}{2} \sum_{t=1}^{T} \mathbb{E} [\|\nabla_t\|^2] \leq \frac{M\sqrt{T}}{c} + \left( \frac{L}{2} \sigma^2 + MB\sigma^2 \right) 2c\sqrt{T} \\
= \left( \frac{M}{c} + cL\sigma^2 + 2cMB\sigma^2 \right) \sqrt{T},
\]
(25)
where the last inequality follows since $\sum_{t=1}^{T} \frac{1}{\sqrt{t}} \leq 2\sqrt{T}$.

Therefore, let $m_T = \theta_t$ with probability $\frac{1}{T}$ for all $t \in \{0, \ldots, T-1\}$, and the expected value of gradient at this point is
\[
\mathbb{E}[\|\nabla R_t(m_T, w_t)\|^2] = \sum_{t=1}^{T} \mathbb{E} [\|\nabla_t\|^2] \cdot \mathbb{P} (m_T = \theta_t) \\
= \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} [\|\nabla_t\|^2].
\]
(26)
Substituting this back into Eq. (25) gives us
\[
\mathbb{E}[\|\nabla R_t(m_T, w_t)\|^2] \leq \frac{2}{\sqrt{T}} \left( \frac{M}{c} + cL\sigma^2 + 2cMB\sigma^2 \right),
\]
(27)
which concludes the proof. \hfill \Box

\section*{B Supplementary information on experimental setup}

\subsection*{B.1 Datasets and base models}

**Fashion-MNIST**  Fashion-MNIST Han Xiao (2017) is a 28*28 grayscale image dataset of fashion items in 10 classes. It contains 60,000 training images and 10,000 test images. See https://github.com/zalandoresearch/fashion-mnist for details.

The model for Fashion-MNIST is a LeNet-5 LeCun et al. (1998):

- 0th (input) layer: (32*32)-
- 1st to 2nd layer: C(5*5,6)-S(2*2)-
- 3rd to 4th layer: C(5*5,16)-S(2*2)-
- 5th layer: FC(120)-
- 6th layer: FC(84)-10

where C(5*5,6) means 6 channels of 5*5 convolutions followed by ReLU, S(2*2) means max-pooling layer with a filter size 2*2 and a stride of 2, FC(120) means a fully connected layer with 120 outputs, etc.
CIFAR-10 and CIFAR-100  CIFAR-10 Krizhevsky and Hinton (2009) dataset is a collection of 60,000 real-world object images in 10 classes, 50,000 images for training and 10,000 for testing. Each class has 6,000 32x32 RGB images. CIFAR-100 Krizhevsky and Hinton (2009) is the same dataset as CIFAR-10 but has a total number of 100 classes with 600 images in each class. See https://www.cs.toronto.edu/~kriz/cifar.html for details.

ResNet-32 He et al. (2016) is used as the base model for CIFAR-10 and CIFAR-100:
0th (input) layer: (32*32*3)-
1st to 11th layers: C(3*3, 16)-[C(3*3, 16), C(3*3, 16)]*5-
12th to 21st layers: [C(3*3, 32), C(3*3, 32)]*5-
22nd to 31st layers: [C(3*3, 64), C(3*3, 64)]*5-
32nd layer: Global Average Pooling-10/100
where the input is a 32*32 RGB image, [·, ·] means a building block (He et al., 2016) and [·]*2 means 2 such layers, etc. Batch normalization (Ioffe and Szegedy, 2015) is applied after the 1st layer.

B.2 Label noise experiments
In this work, the noisy labels are generated according to a predefined label noise transition matrix $T$, where $T_{ij} = P(\bar{y} = j | y = i)$. Two types of label noise transition matrices are defined in Figure 6, where $\eta$ is the label noise rate and $n$ is the total number of classes. In pair flip case, the labels in every class only flip to one neighbor class with a probability $\eta$. In symmetric flip label noise, the labels can randomly flip to other $n-1$ classes with equal probability $\eta/n-1$. Note that the label noise transition matrix and label noise rate are unknown to the model.

Figure 6: Label noise transition matrix. Left: Pair flip label noise; Right: Symmetric flip label noise.

B.3 Class imbalance experiments
To create a class imbalance version from Fashion-MNIST, we randomly select 10 data per class for validation set, 4,000 data (including the 10 validation data) per majority class for training set. The number of data per minority class (including the 10 validation data) in training set are computed according to $\rho$ as described in Sec. 5.1. We also randomly select 1,000 data from test set for the test set used in class imbalance experiments.
Table 3: Mean accuracy (standard deviation) in percentage on Fashion-MNIST (F-MNIST for short), CIFAR-10 and CIFAR-100 with label noise corresponding to Figure 3 (5 repeated trials). Best and comparable methods (paired t-test at significance level 5%) are highlighted in bold. p/s is short for pair/symmetric flip.

| Dataset   | Noise | Clean       | Uniform   | Random     | IW         | Reweight   | Proposed   |
|-----------|-------|-------------|-----------|------------|------------|------------|------------|
| F-MNIST   | 0.3 p | 79.11 (0.82)| 71.91 (1.04)| 77.98 (0.99)| 81.90 (0.60)| 86.92 (0.55)| **88.14 (0.50)** |
|           | 0.4 s | 79.11 (0.82)| 80.19 (1.21)| 84.82 (0.90)| 80.57 (0.58)| 80.70 (0.97)| **89.09 (0.07)** |
|           | 0.5 s | 79.11 (0.82)| 77.90 (1.05)| 83.30 (0.83)| 79.53 (0.61)| 77.81 (0.50)| **88.31 (0.21)** |
| CIFAR-10  | 0.3 p | 41.77 (0.78)| 68.40 (0.77)| 79.65 (0.66)| 43.54 (0.84)| 80.26 (0.28)| **82.50 (0.26)** |
|           | 0.4 s | 41.77 (0.78)| 60.70 (0.66)| 68.68 (1.27)| 43.53 (0.46)| 68.06 (0.78)| **79.76 (0.40)** |
|           | 0.5 s | 41.77 (0.78)| 52.27 (1.12)| 61.94 (1.14)| 41.36 (0.84)| 62.85 (0.39)| **73.83 (0.53)** |
| CIFAR-100 | 0.3 p | 10.32 (0.19)| 52.02 (0.54)| 53.00 (0.36)| 9.24 (0.26) | 48.20 (0.52)| **54.03 (0.40)** |
|           | 0.4 s | 10.32 (0.19)| 40.76 (0.51)| 41.82 (0.59)| 9.07 (0.19) | 37.35 (0.98)| **50.53 (0.34)** |
|           | 0.5 s | 10.32 (0.19)| 34.11 (0.41)| 33.42 (0.91)| 8.97 (0.30) | 29.67 (0.94)| **46.62 (0.39)** |

C Supplementary experimental results

Summary of classification accuracy Table 3 presents the mean accuracy and standard deviation on Fashion-MNIST, CIFAR-10 and CIFAR-100 with label noise. This table corresponds to Figure 3 in Sec. 5.1.

Importance weight distribution Figure 7 presents weight distribution for correctly and wrongly labeled data on CIFAR-10 under two label noise settings: 0.3 pair flip and 0.5 symmetric flip. We can see the results here are consistent with that in Figure 4.

Experimental results on ablation study Here we provide supplementary results on ablation study. Figure 8 shows experimental results of methods discussed in in Sec. 5.2, which corresponds to Table 2. Figure 9 is given to present the t-SNE visualization of embeddings, where colors denote noisy labels actually used in training rather than ground-truth labels. By comparing Figure 9 with Figure 5, we can see how the label noise effect is mitigated in classification.
Figure 7: Weight distribution for correctly and wrongly labeled data on CIFAR-10.
Figure 8: Experimental results of training deep neural networks on Fashion-MNIST, CIFAR-10 and CIFAR-100 with label noise.
Figure 9: t-SNE visualization of embeddings for CIFAR-10. Colors denote noisy labels.