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Abstract

In this paper, we consider two fundamental full-duplex (FD) architectures, two-node and three-node, in the context of cellular networks where the terminals employ directional antennas. The simultaneous transmission and reception of data in non-orthogonal channels makes FD radio a potential solution for the currently limited spectrum. However, its implementation generates high levels of interference either in the form of loopback interference (LI) from the output to the input antenna of a transceiver or in the form of co-channel interference in large-scale multicell networks due to the large number of active links. Using a stochastic geometry model, we investigate how directional antennas can control and mitigate the co-channel interference. Furthermore, we provide a model which characterizes the way directional antennas manage the LI in order to passively suppress it. Our results show that both architectures can benefit significantly by the employment of directional antennas. Finally, we consider the case where both architectures are employed in the network and derive the optimal values for the density fraction of each architecture which maximize the success probability and the network throughput.
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I. INTRODUCTION

Interference is a fundamental notion in wireless communications. Its existence is an inevitable outcome of the concurrent use of wireless resources between multiple transmitters, that is frequency, code or time. Conventionally, the concept of orthogonality is applied to reduce it or maybe even eliminate it. For instance, in cellular networks, terminals in the same cell transmit using different carrier frequency or time slot thus restricting the co-channel interference at a receiver to out-of-cell transmitters. Furthermore, the recent Long Term Evolution (LTE) standard, implements Orthogonal Frequency Division Multiplexing (OFDM), which divides the available bandwidth into a large set of sub-carriers which are transmitted in parallel. The division is done in a way such that the frequency space between the sub-carriers is minimized but orthogonality is still achieved. However, even though orthogonality assists in the reduction of co-channel interference, it limits the available spectrum. Towards this direction, full-duplex (FD) is considered as a potential technology for the next generation of communication networks [2], [3].

FD is a well investigated technology which could potentially double the available spectrum and subsequently increase the data rate compared to half-duplex (HD) radio, as it employs simultaneous transmission and reception using non-orthogonal channels [2]. Despite its promising potential, FD radio has been overlooked, especially for large-scale multicell networks due to the high levels of interference it generates. The use of non-orthogonal channels has the critical disadvantage of increasing the interference in a cellular network, which significantly degrades its performance [4]. The existence of more active wireless links results in the escalation of both intra- and out-of-cell co-channel interference. Moreover, the non-orthogonal operation at a transceiver creates a loopback interference (LI) between the input and output antennas [5]-[8]. This aggregate interference at a receiver is why FD has been previously regarded as an unrealistic approach in wireless communications. The main reason in particular, is the LI which was considered to make wireless communications impractical. Consequently, the primary concern towards making FD feasible was how to mitigate the LI and recently with the advancements in signal processing and antennas, many methods now exist to achieve this [2], [3]. These methods can be passive (channel-unaware), e.g. [9]-[11], active (channel aware), e.g. [6], [12], or a combination of the two.
The existence of interference in wireless networks has urged researchers to consider methods to either exploit it in such a way as to achieve power savings [13] or manage it in a manner that would achieve performance gains. In this paper we focus on the latter case and consider a well-known method which is directional transmission and reception [14], [15]. In the omni-directional case, the signal is transmitted in all directions and, as a result, interferes with all other terminals in the network. Therefore, by focusing the signal to a certain direction reduces the number of terminals that are affected by the interfering signal, i.e. the terminals that lie in the transmitted direction. Furthermore, compared to the omni-directional case, the directed transmitted signal can achieve a longer distance with the same power and can also reach the receiver with higher power at the same distance. As the beamwidth decreases, the gain of the signal increases and the possibility of interfering with other terminals decreases. The significance of directional antennas in large-scale multicell networks has been shown before in various contexts. In [16], the authors studied an ad-hoc network’s performance under some spatial diversity methods and showed the achieved gains. The work in [17] developed a model to investigate the impact of beam misdirection on the network’s performance. The impact on the performance of a receiver in a heterogeneous HD cellular network with directional antennas is demonstrated in [18]. Finally, the authors of [19], provide a performance analysis of mmWave cellular networks with blockage where directional antennas are essential.

Apart from the reduction in co-channel interference, the employment of directional antennas in an FD context provides the prospect of passively suppressing the LI with antenna separation techniques [9], [10]. The angle formed between the transmit and receive antennas when they point to different directions reduces the intensity of the LI and thus the final residual LI after active cancellation is minimized. Given these observations, the use of directional antennas in large-scale multicell FD networks seems as a promising solution to manage and control the high levels of interference. Previous works in FD networks using stochastic geometry models were mostly concerned with single antenna scenarios. The works in [20] and [21] consider a hybrid HD/FD ad-hoc and heterogeneous wireless network respectively. Both works however assume a deterministic LI gain in their models which is not realistic. FD cellular networks are investigated in [22] under perfect LI cancellation scenarios which is highly ideal and cannot provide any insight for network design. On the other hand, the works in [4] and [23] investigate FD cellular networks where the terminals make use of active cancellation techniques and the
residual LI is modeled as a Rayleigh fading feedback channel. Finally, a multiple antenna scenario is investigated in [24] where the authors look into FD small-cell multiple-input multiple-output (MIMO) relays.

A. Paper Contributions

In this paper, we study the performance of two FD architectures, two-node and three-node [2], in cellular networks where the terminals employ directional antennas to manage and thus mitigate the high-levels of interference in the network. Specifically, the paper’s contributions are as follows

- We derive analytical expressions for the outage probability of the network for each architecture using stochastic geometry [25], and show that with the employment of directional antennas, the co-channel interference can be regulated in such a way to significantly reduce it at a terminal and thus improve its performance.

- We derive a simple mathematical model which characterizes the behaviour of directional antennas regarding the mitigation of the LI. Our model provides the level of the passive LI suppression at a BS as a function of the angle between the transmit and receive antennas. Our model is based on the experimental results in [10] but we have generalized it for any practical scenario.

- We study the asymptotic cases when the number of employed antennas and the density of the network become large. We show that the performance of the three-node architecture is improved with the employment of more antennas. On the other hand, the performance of the two-node architecture degrades for a large number of antennas due to the high LI power gain as both transmit and receive antenna operate in the same direction. Furthermore, we show that denser networks improve the performance of both architectures and for ultra-dense networks the performance is independent of the LI.

- Finally, we consider the composite architecture case where both architectures are employed in the network and provide analytical expressions for the success probability and network throughput. We derive the optimal values for the density of each architecture in the composite case and show that the three-node architecture is preferred in most scenarios.

Our results show the significant gains that can be achieved by the employment of directional antennas and also show that the three-node architecture performs better due to the passive
suppression of the LI.

The rest of the paper is organized as follows: Section II presents the network model together with the channel, interference and sectorized directional antenna model. Section III provides the main results for the outage probability of both downlink and uplink for both FD architectures together with special cases with closed-form expressions. In Section IV we consider the composite case where both architectures are employed in the network and in Section V the simulation results are provided. Finally, the conclusion of the paper is given in Section VI.

**Notation:** $\mathbb{R}^d$ denotes the $d$-dimensional Euclidean space, $\|x\|$ denotes the Euclidean norm of $x \in \mathbb{R}^d$, $\mathbb{P}(X)$ denotes the probability of the event $X$ and $\mathbb{E}(X)$ represents the expected value of $X$, $1_X$ is the indicator function of $X$ with $1_X = 1$ if $X$ is true and $1_X = 0$ otherwise, $\csc(\theta)$ is the cosecant of angle $\theta$ and $G_{mn}^{pq} \left( x \middle| a_1, \ldots, a_p ; b_1, \ldots, b_q \right)$ denotes the Meijer G-function [26, Eq. (9.301)]. Furthermore, $_2F_1(a, b; c; x)$ is the Gauss hypergeometric function [26, Eq. (9.100)] and we define $F(x, y) = _2F_1 \left( 1, 1 - \frac{2}{x}; 2 - \frac{2}{x}; -y \right)$.

II. **System Model**

FD networks can be categorized into two-node and three-node architectures [2]. The former, referred also as bidirectional, describes the case where both nodes, i.e., the user and the base station (BS), have FD-capabilities. The latter describes the case where only the BS has FD-capabilities and the users operate in HD-mode. In what follows, we consider both architectures

![Fig. 1: Full-duplex architectures.](image-url)
in the case where each node employs a number of directional antennas.

A. Network Model

The network is studied from a large-scale point of view using stochastic geometry [25]. The locations of the BSs follow a homogeneous Poisson point process (PPP) \( \Phi = \{ x_i : i = 1, 2, \ldots \} \) of density \( \lambda \) in the Euclidean plane \( \mathbb{R}^2 \), where \( x_i \in \mathbb{R}^2 \) denotes the location of the \( i^{th} \) BS. Similarly, let \( \Psi = \{ y_i : i = 1, 2, \ldots \} \) be a homogeneous PPP of the same density \( \lambda \) but independent of \( \Phi \) to represent the locations of the users. Assume that all BSs transmit with the same power \( P_b \) and all users with the same power \( P_u \). A user selects to connect to the nearest BS in the plane, that is, BS \( i \) serves user \( j \) if and only if \( \| x_i - y_j \| < \| x_i - y_k \| \) where \( y_k \in \Psi \) and \( k \neq j \). Assuming the user is located at the origin \( o \) and at a distance \( r \) to the nearest BS, the probability density function (pdf) of \( r \) is \( f_r(r) = 2\pi \lambda r e^{-\lambda \pi r^2}, r \geq 0 \) [25]. Note that this distribution is also valid for the nearest distance between two users and between two BSs.

B. Channel Model

All channels in the network are assumed to be subject to both small-scale fading and large-scale path loss. Specifically, the fading between two nodes is Rayleigh distributed and so the power of the channel fading is an exponential random variable with unit mean. The channel fadings are considered to be independent between them. The unbounded path loss model \( \ell(x, y) = \| x - y \|^{-\alpha} \) is used which assumes that the received power decays with the distance between the transmitter \( x \) and the receiver \( y \), where \( \alpha > 2 \) denotes the path loss exponent. Note that even though the bounded path loss model is more practical, we use the unbounded one to simplify our analysis. Furthermore, the effect of both models on the signal-to-interference-plus-noise ratio (SINR) statistics is small [27]. Throughout this paper, we will denote the path loss exponent for the channels between a BS and a user by \( \alpha_1 \). The path loss exponent associated with the interfering signal propagation between two users and between two BSs will be denoted by \( \alpha_2 \). In reality, the path loss exponents for the signals between two BSs and between two users is different but we make this simplification since the interferences between users and between BSs are considered in independent scenarios, Section III-A and Section III-B respectively, and so it does not affect our analytical results and avoids notational overhead. Lastly, we assume all wireless links exhibit additive white Gaussian noise (AWGN) with zero mean and variance \( \sigma_n^2 \).
TABLE I: Densities $\lambda_{i,j,k}$ and power gains $\Gamma_{i,j,k}$ for each thinning process $k \in \{1, 2, 3, 4\}$, $i, j \in \{b, u\}$.

C. Sectorized Directional Antennas

Define as $M_b$ and $M_u$ the number of directional transmit/receive antennas employed at a BS and a user respectively. The main and side lobes of each antenna are approximated by a circular sector as in [16]. Therefore, the beamwidth of the main lobe is $2\pi/M_i$, $i \in \{b, u\}$. We assume that the antenna gain of the main lobe is $G_i = M_i / (1 + \gamma_i (M_i - 1))$ where $\gamma_i$, $i \in \{b, u\}$ is the ratio of the side lobe level to the main lobe level [16]. Therefore, the antenna gain of the side lobe is $H_i = \gamma_i G_i$, $i \in \{b, u\}$. The antenna gain refers to the ability of the directional antenna to focus its energy to the intended direction and the gain is referenced to an omni-directional antenna. It is assumed that the BSs employ highly adaptive directional antennas and so an active link between a user and a BS lies in the boresight direction of the antennas of both nodes [28], i.e., maximum power gain can be achieved. Note that $M_b = M_u = 1$ refers to the omni-directional case [4].

D. Interference

The total co-channel interference at a node is the aggregate sum of the interfering received signals from the BSs of $\Phi$ and the uplink users of $\Psi$. In the two-node architecture, co-channel interference at any node results from both out-of-cell users and BSs. In the three-node architecture, the BS experiences co-channel interference from out-of-cell BSs and users, whereas the receiver experiences additional intra-cell interference from the uplink user. When $M_b > 1$ or $M_u > 1$ the transmitters can interfere with a receiver in four different ways [16]:

1. Transmitting towards a receiver in the main sector,
2. Transmitting away from a receiver in the main sector,

$^{1}$Each terminal is equipped with a set of phase shifts at the antenna elements which provide the appropriate beam pattern [29].
3. Transmitting towards a receiver outside the main sector,
4. Transmitting away from a receiver outside the main sector,

where the main sector is the area covered by the main lobe of the receiver. Consider the interference received at a node $x^i \in \Phi \cup \Psi$ from all other network nodes $y^j \in \Phi \cup \Psi$, $i, j \in \{b, u\}$, $x^i \neq y^j$. To evaluate the interference, each case $k \in \{1, 2, 3, 4\}$ needs to be considered separately. This results in each of the PPPs $\Phi$ and $\Psi$ being split into four thinning processes $\Phi_k$ and $\Psi_k$ with densities $\lambda_{i,j,k}$. Additionally, the power gain $\Gamma_{i,j,k}$ of the link between $x^i$ and $y^j$ is defined as the product of the gains of the antennas associated with the link. Table I provides the density and power gain for each case. Note that $\sum_{k=1}^{4} \lambda_{i,j,k} = \lambda$ and when $M_b = M_u = 1$ the links have no gain, i.e., $\Gamma_{i,j,k} = 1 \ \forall \ i, j, k$.

Regarding the LI, we assume the FD-capable users and the BSs employ imperfect active and/or passive LI cancellation mechanisms. As such, we consider the residual LI channel coefficient to follow a complex Gaussian distribution with zero mean and variance $\sigma^2_\ell$ as each implementation of the cancellation mechanism can be characterized by a specific residual power [7], [30]. We assume that the users employ the same imperfect active LI cancellation mechanisms and so the
LI channel coefficients at the users have the same variance $\sigma^2_\ell$. Likewise, we assume that the BSs employ the same, but different to the users, imperfect active cancellation mechanisms and we further assume that the BSs in the three-node topology have the ability to also passively suppress the LI with antenna separation techniques. We model the effect of the passive suppression in the following way. Let $\theta \in [-\pi, \pi)$ be the angle between the two antennas (Fig. 2a). Observe that passive suppression in the two-node architecture is not possible due to its bidirectional property, i.e., both antennas point to the same direction. Let $f_\ell(\theta, \theta_{\max})$ denote the fraction of the LI that cannot be passively suppressed at an angle $\theta$, e.g., $f_\ell(\theta, \theta_{\max}) = 1$ means zero passive suppression, and we assume it is given by,

$$f_\ell(\theta, \theta_{\max}) = \min \left( 1, \exp \left( \cos (\theta_{\max}) - \cos (|\theta| - \theta_{\max}) \right) \right),$$

where $\theta \in [-\pi, \pi)$, $\theta \equiv 0 \mod \frac{2\pi}{M_b}$ and $\theta_{\max} \in (0, \pi]$ is the angle where the maximum suppression is achieved. Appendix B provides a detailed description of the function’s behaviour and how it was obtained. Note that the level of achievable passive LI suppression, and consequently the value of $\theta_{\max}$, depend on various factors such as the efficiency of antenna directionality and the environment (i.e. reflective or non-reflective) [11], [31]; we assume that $\theta_{\max}$ increases with the antenna efficiency. Fig. 2b depicts the level of passive suppression with respect to the angle $\theta$ for $\theta_{\max} = \frac{2\pi}{3}$ [10] and $\theta_{\max} = \frac{\pi}{3}$.

### III. Performance Analysis

In this section, we derive analytically the outage probability of a cellular network at both the downlink and uplink for both architectures outlined above. For the sake of fairness, user association and high-layer signaling is not taken into account and the performance of both architectures is evaluated at the physical layer in terms of the outage probability. The outage probability describes the probability that the instantaneous achievable rate of the channel is less than a fixed target rate $R$, i.e. $P[\log(1 + \text{SINR}) < R]$. Without loss of generality and following Slivnyak’s Theorem [25], we execute the analysis for a typical node located at the origin but the results hold for all nodes of the same PPP. We denote by $u_o$ the typical receiver and by $b_o$ the typical BS and assume $b_o$ is the nearest BS to $u_o$ at a random distance $r$. We will use the same notation for the typical nodes in the analysis of both downlink and uplink with the node at interest in each case being located at the origin.
The typical user \( u_o \) experiences co-channel interference from the uplink users and the BSs in the network. Let \( I_u \) and \( I_b \) be the aggregate interference received at \( u_o \) from the uplink users and the BSs (apart from \( b_o \)) respectively. Then \( I_u \) and \( I_b \) can be expressed as,

\[
I_b = P_b \sum_{i \in \{1,2,3,4\}} \Gamma_{u,b,i} \sum_{j \in \Phi_i \backslash b_o} |g_j|^2 d_j^{-\alpha_1},
\]

\[
I_u = P_u \sum_{i \in \{1,2,3,4\}} \Gamma_{u,u,i} \sum_{j \in \Psi_i} |k_j|^2 D_j^{-\alpha_2},
\]

where \( |g_i|^2 \) and \( |k_j|^2 \) are the channel gains between \( u_o \) and the \( i^{th} \) BS and \( u_o \) and the \( j^{th} \) uplink user respectively; similarly, \( d_i \) and \( D_j \) are the distances between \( u_o \) and the \( i^{th} \) BS and \( u_o \) and the \( j^{th} \) uplink user respectively. Then, the SINR at the typical user \( u_o \) can be written as,

\[
\text{SINR} = \frac{P_b \Gamma_{u,b,1} |h|^2 r^{-\alpha_1}}{\sigma_n^2 + \mathbb{1}_{\text{FD}} I_\ell + I_b + I_u},
\]

where \( |h|^2 \) is the channel gain between \( u_o \) and \( b_o \); \( \mathbb{1}_{\text{FD}} \) is the indicator function for the event “\( u_o \) is FD-capable”; \( I_\ell \) is the residual interference at the typical node after LI cancellation and is defined as \( I_\ell = P_u \Gamma_{u,u,1} |h_\ell|^2 \), where \( |h_\ell|^2 \sim \exp(1/\sigma_\ell^2) \) is the residual LI channel gain at \( u_0 \).

The co-channel interference experienced at the typical BS \( b_o \) as well as the SINR at \( b_o \) can be derived in an analogous manner to above and therefore we omit their inclusion. Throughout the paper, we will use \( 2N, 2D \) and \( 2U \) as subscripts or superscripts accordingly to refer to the two-node architecture, the two-node downlink case and the two-node uplink case respectively. Similarly, we will use \( 3N, 3D \) and \( 3U \) for the three-node scenario.

### A. Outage Probability at the Downlink

In what follows, we present the theorems that characterize the outage probability of an FD cellular network in the case where the two-node architecture is employed (Theorem 1) and also in the case where the three-node architecture is employed (Theorem 2).

**Theorem 1:** The outage probability of a typical receiver in the two-node architecture is

\[
P_{2D} = 1 - 2\pi \lambda \int_0^\infty r \exp\left(-\lambda \pi r^2 - s \sigma_n^2\right) \mathcal{L}_{I_\ell} (s) \mathcal{L}_{I_b} (s) \mathcal{L}_{I_u} (s) \, dr,
\]

where,

\[
\mathcal{L}_{I_\ell} (s) = \frac{1}{1 + s P_u \Gamma_{u,u,1} G_u^2 \sigma_\ell^2},
\]

\[
\mathcal{L}_{I_b} (s) = \prod_{i \in \{1,2,3,4\}} \exp\left(-\frac{2\pi \lambda \Gamma_{u,b,i}}{\alpha_1 - 2 \Gamma_{u,b,i}} G_u \left(\frac{\alpha_1}{\Gamma_{u,b,i}} r^2 r\right)\right),
\]

\[
\mathcal{L}_{I_u} (s) = \prod_{i \in \{1,2,3,4\}} \exp\left(-\frac{2\pi \lambda \Gamma_{u,b,i}}{\alpha_1 - 2 \Gamma_{u,b,i}} G_u \left(\frac{\alpha_1}{\Gamma_{u,b,i}} r^2 r\right)\right),
\]
$$\mathcal{L}_{2D}^u(s) = 2\pi \lambda \int_0^\infty \rho \exp \left( -\pi \rho^2 \left( \lambda + \sum_{i \in \{1,2,3,4\}} \frac{2\lambda u,u,i}{\alpha_2} - 2 \Gamma_{u,u,i} \frac{F\left( \alpha_2, s \Gamma_{u,u,i} \rho \right)}{\rho^\alpha_2} \right) \right) d\rho,$$

with $s = \frac{\tau r^\alpha_1}{P_b G_b G_u}$ and $\tau = 2^R - 1.$

**Proof:** See Appendix A.

The main difference between the two architectures is that in the three-node case, the receiver is not subject to any LI due to the HD mode operation. Despite that, the receiver is subject to intra-cell interference. Therefore, the SINR of $u_0$ in the three-node architecture is the same as (4) with $1_{FD} = 0.$

**Theorem 2:** The outage probability of a typical receiver in the three-node architecture is

$$P_{3D} = 1 - 2\pi \lambda \int_0^\infty r \exp \left( -\lambda \pi r^2 - s\sigma_n^2 \right) \mathcal{L}_b^3(s) \mathcal{L}_u^3(s) dr,$$

where,

$$\mathcal{L}_b^3(s) = \prod_{i \in \{1,2,3,4\}} \exp \left( -\frac{2\pi \lambda u,b,i}{\alpha_1} \frac{\Gamma_{u,b,i}}{\Gamma_{u,b,1}} \frac{F\left( \alpha_1, \Gamma_{u,b,1} \right)}{r^\alpha_1} \right),$$

$$\mathcal{L}_u^3(s) = \prod_{i \in \{1,2,3,4\}} \exp \left( -\frac{2\pi^2 \lambda u,u,i}{\alpha_2} \csc \left( \frac{2\pi}{\alpha_2} \right) \frac{2\pi}{\alpha_2} \left( s \rho \Gamma_{u,u,i} \right) \right),$$

with $s = \frac{\tau r^\alpha_1}{P_b G_b G_u}$ and $\tau = 2^R - 1.$

**Proof:** The proof follows the same steps as the proof of Theorem 1. The main difference lies in the evaluation of $\mathcal{L}_b^3(s),$ where the limits of the integral are from zero to $\infty$ due to the intra-cell interference and (11) is derived with the help of [26, Eq. (3.194.4)]. Finally, since $\mathcal{L}_b^3(s) = \mathcal{L}_b^2(s)$ and $1_{FD} = 0$ the result follows.

**B. Outage Probability at the Uplink**

The analysis for the outage probability at the uplink follows the same steps to above. We turn our attention to the three-node architecture which is of particular interest. We assume that each BS in the three-node architecture employs antenna separation techniques to passively suppress the LI. The level of achievable passive LI suppression is given by (1) in Section II-D. In this case, the total channel gain $I_\ell$ from the LI at $b_o$ after active cancellation and passive suppression is given by,

$$I_\ell = P_b G_b^2 |h_\ell|^2 f_\ell(\theta, \theta_{max}) (B_0 + \gamma_b (1 - B_0)),$$
where \(|h_\ell|^2 \sim \exp(1/\sigma^2_\ell)\) and \(B_0 \sim \text{Bernoulli}\left(\frac{1}{M_b}\right)\) is a binary random variable with

\[
B_0 = \begin{cases} 
1 & \text{with prob. } \frac{1}{M_b} \quad (\theta = 0), \\
0 & \text{with prob. } \frac{M_b-1}{M_b} \quad (\theta \neq 0),
\end{cases}
\]

(13)
since the power gain of the LI signal is \(G^2_b\) for \(\theta = 0\) and \(G_bH_b\) otherwise. Note that in (12) we consider the active cancellation and passive suppression of the LI separately. However, in reality, the active cancellation mechanism attempts to mitigate the passively suppressed LI and therefore a more “realistic” model would be to express the variance \(\sigma^2_\ell\) as a function of \(f_\ell(\theta, \theta_{\text{max}})\). For the sake of simplicity, we assume that \(f_\ell(\theta, \theta_{\text{max}})\) is a normalization factor of \(|h_\ell|^2\) which makes no difference in the final results. We can now state the following theorem.

**Theorem 3:** The outage probability at the typical BS in the three-node architecture is,

\[
P_{3U} = 1 - 2\pi \lambda \int_0^\infty r \exp\left(-\lambda \pi r^2 - s\sigma^2_\pi\right) L_{3U}^I_\ell(s)L_{3U}^I_b(s)L_{3U}^I_u(s)dr,
\]

(14)

where,

\[
L_{3U}^I_\ell(s) = \frac{1}{M_b} \left[ \frac{1}{1 + sP_bG^2_b\sigma^2_\ell} + \sum_{\theta \in [-\pi, \pi]} \frac{1}{1 + sP_bG_bH_b\sigma^2_\ell \exp\left(\cos(\theta_{\text{max}}) - \cos(|\theta| - \theta_{\text{max}})\right)} \right],
\]

(15)

\[
L_{3U}^I_b(s) = 2\pi \lambda \int_0^\infty \rho \exp\left(-\pi \rho^2 \right) \left( \lambda + \sum_{i \in \{1,2,3,4\}} \frac{2\lambda_{b,i}}{\alpha_2 - 2} \Gamma_{b,i} F\left(\alpha_2, \frac{s\Gamma_{b,i}P_b}{\rho^{\alpha_2}}\right) \right) d\rho,
\]

(16)

\[
L_{3U}^I_u(s) = \prod_{i \in \{1,2,3,4\}} \exp\left( \frac{2\pi \lambda_{b,u,i}}{\alpha_1 - 2} \Gamma_{b,u,i} F\left(\alpha_1, \frac{\Gamma_{b,u,i}}{\Gamma_{b,u,1}}\right) \right) \tau^{2\tau},
\]

(17)

with \(s = \frac{\tau \rho^{\alpha_2}}{P_uG_bH_u}\) and \(\tau = 2^R - 1\).

**Proof:** See Appendix C.

The outage probability \(P_{2U}\) of the typical uplink BS in the two-node architecture can be easily derived from Theorem 1 by a careful change of variables such as the thinned density, the power gain and the transmission power. This equivalence follows from the symmetric property of the two-node architecture. Hence, we exclude its representation for brevity.
C. Special Cases

The derived expressions in Theorems 1, 2 and 3 provide a general result for the outage probability of each scenario under the main assumption of Rayleigh fading. However, due to the complexity of these expressions, it is difficult to gain insight on the behaviour of each scenario. Therefore, in this section, for the sake of reducing notational overhead and deriving closed-form expressions, further assumptions are considered which simplify the model. Specifically, assume that the users and BSs employ the same number of sectorized antennas and let $M = M_b = M_u$. Furthermore, let $\alpha = \alpha_1 = \alpha_2$ and $\gamma = \gamma_b = \gamma_u$ and assume that the BSs and the users transmit with the same power, i.e. $P_b = P_u$. Finally, we consider high power transmissions which result in an interference-limited network, that is $\sigma_n^2 = 0$.

Closed-form expressions for (5) and (14) are difficult to derive due to the extra integral in expressions (8) and (16) respectively and therefore we will consider an approximation in order to facilitate our investigations but also to help us gain insight into the network’s behaviour. To approximate $\mathcal{L}^{2D}_{I_u}(s)$ ($\mathcal{L}^{3U}_{I_b}(s)$), we will assume that the closest interfering user (BS) is located at a distance at least $r$, i.e., the distance to the user’s (BS’s) associated BS (user)$^2$ [21]. This assumption leads to a lower bound for the outage probability when $M > 1$. Based on this section’s assumptions, (5) and (14) only differ in the evaluation of the Laplace transform of $I_\ell$. By letting $\Lambda_i = \left\{ \frac{1}{M^2}, \frac{(M-1)}{M^2}, \frac{(M-1)}{M^2}, \frac{(M-1)^2}{M^2} \right\}$ and $\Gamma_i = \{1, \gamma, \gamma, \gamma^2\}, i \in \{1, 2, 3, 4\}$ we state the following.

**Proposition 1:** For $\sigma_\ell^2 > 0$, the outage probability of a typical FD-mode node is given by,

$$P_x = 1 - 2\pi \lambda \int_0^\infty r \exp \left( -G\lambda\pi r^2 \right) \mathcal{L}_x^\ell(s) \, dr, \ x \in \{2D, 3U\},$$

where,

$$G = 1 + \frac{4\tau}{\alpha - 2} \sum_{i \in \{1,2,3,4\}} \Lambda_i \Gamma_i F(\alpha, \Gamma_i \tau).$$

**Proof:** Let $\mathcal{H} = \mathcal{L}^\ell_{I_b}(s) \mathcal{L}^\ell_{I_u}(s), x \in \{2D, 3U\}$. Due to the assumptions we have considered in this section, we have $\mathcal{L}^{2D}_{I_u}(s) = \mathcal{L}^{3U}_{I_b}(s)$. Then, by setting the limits of the integral in (48)

$^2$An appropriate scheduling mechanism ensures this distance in order to protect the system from strong co-channel interference.
from \( r \) to \( \infty \), we also have \( \mathcal{L}^2_{l_u}(s) = \mathcal{L}^3_{l_u}(s) \) and \( \mathcal{L}^3_{l_u}(s) = \mathcal{L}^3_{l_u}(s) \). Therefore,

\[
\mathcal{H} = 2\mathcal{L}^2_{l_u}(s) = 2\mathcal{L}^3_{l_u}(s) = \exp \left( \frac{-4\tau \lambda \pi r^2}{\alpha - 2} \sum_{i \in \{1,2,3,4\}} \Lambda_i \Gamma_i F(\alpha, \Gamma_i \tau) \right), x \in \{2D, 3U\}.
\]

For the case \( \sigma^2 > 0 \), the result follows from simple algebraic manipulations. For the case \( \sigma^2 = 0 \), we have \( \mathcal{L}^2_{l_u}(s) = 1 \) and the result follows by using the change of variable \( r^2 = v \).

**Proposition 2:** The outage probability of a typical receiver in the three-node architecture is

\[
P_{3D} = 1 - \frac{1}{1 + \sum_{i \in \{1,2,3,4\}} \frac{2\pi}{\alpha - 2} \Lambda_i \Gamma_i F(\alpha, \Gamma_i \tau) + \frac{2\pi}{\alpha} \tau^2 / \csc \left( \frac{2\pi}{\alpha} \right) \Lambda_i \Gamma_i^2 / \alpha}.
\]

**Proof:** By applying the change of variable \( r^2 = v \), the resulting integral gives the result. ■

Note that \( P_{3D} \), \( x \in \{2D, 3U\} \) in the perfect LI cancellation case (\( \sigma^2 = 0 \)) are independent of the density of the BSs and the users and depend only on the path loss exponent \( \alpha \), the spectral efficiency threshold \( \tau \) and the ratio \( \gamma \). This is due to the fact that an increase or decrease in density will have the same effect on the power of the received and interfering signals thus keeping the SINR constant. On the other hand, when \( \sigma^2 > 0 \), \( P_{x}, x \in \{2D, 3U\} \) does depend on the density \( \lambda \) and thus, in this case, the denser the network the better the outage performance is. This is explained by the fact that the denser the network the closest the user will be to its associated BS and consequently the received signal at the user will be better which reduces the LI effects.

Next, we provide the outage probability for specific values of \( \alpha \), namely in the region \((2, 4]\), for the case \( \sigma^2 > 0 \). We omit the inclusion of \( P_{2D} \) when \( \sigma^2 = 0 \) and \( P_{3D} \) since they can be derived by a simple substitution of the value of \( \alpha \) in Propositions 1 and 2 respectively.

**Corollary 1:** Let \( \alpha = \frac{m}{n} \) with \( \gcd(m, n) = 1 \) where \( \gcd(m, n) \) is the greatest common divisor of integers \( m \) and \( n \). Then, the outage probability \( P_{2D} \) for \( 2 < \alpha < 4 \) is given by,

\[
P_{2D} = 1 - \frac{1}{q} \left( \frac{2nm^2}{(2\pi)^2n+\frac{m}{2}} \right) \left( m \left( \frac{m}{\pi \lambda q} \right)^m \left( \frac{\sigma^2 \tau}{2n} \Delta(2n, 0), \Delta(m, 0) \right) \right),
\]

where \( q = 1 + \frac{4\pi}{\alpha} \sum_{i \in \{1,2,3,4\}} \Lambda_i \Gamma_i F(\alpha, \Gamma_i \tau) \) and \( \Delta(a, b) = \frac{b}{a}, \frac{b+1}{a}, \ldots, \frac{b+\alpha-1}{a} \).

**Proof:** By applying the identity \( e^x = G_{01}^{10} \left( -x \left| \begin{array}{c} - \frac{1}{\alpha} \\ 0 \end{array} \right. \right) \) and using [32, Eq. (2.24.2.1)], (18) can be solved to yield (22). ■

**Corollary 2:** The outage probability of a typical FD-mode node when \( \alpha = 4 \) and \( \sigma^2 > 0 \) is given by,

\[
P_{x} = 1 - \frac{T_{x}}{\sqrt{\pi}}, x \in \{2D, 3U\},
\]

(23)
where,

\[ Y = 1 + 2\tau \sum_{i \in \{1, 2, 3, 4\}} \Lambda_i \Gamma_i F(4, \Gamma_i \tau) , \quad (24) \]

\[ \mathcal{I}_{2D} = G_{3,1}^{1,3} \left( \frac{4\sigma^2 \tau}{(\pi \lambda Y)^2} \bigg| 0, \frac{1}{2}, 0 \right) , \quad (25) \]

and,

\[ \mathcal{I}_{3U} = \frac{1}{M} \left[ G_{3,1}^{1,3} \left( \frac{4\sigma^2 \tau}{(\pi \lambda Y)^2} \bigg| 0, \frac{1}{2}, 0 \right) + \sum_{\theta \in [-\pi, \pi] \setminus \{0\}, \theta \equiv 0 \pmod{2\pi}} G_{3,1}^{1,3} \left( \frac{4\sigma^2 \tau \gamma f(\theta, \theta_{\max})}{(\pi \lambda Y)^2} \bigg| 0, \frac{1}{2}, 0 \right) \right] . \quad (26) \]

**Proof:** Using the identity \( \frac{1}{1 + cx^k} = G_{11}^{11} \left( cx^k \bigg| 0 \right) \) and applying the change of variable \( r^2 = v \), the results follow from the integral identity [26, Eq. (7.813.2)].

**D. Asymptotic Analysis**

In this section, we study the asymptotic behaviour of the model for the number of antennas \( M \) and the density \( \lambda \) of the network under the assumptions from Section III-C. We first consider the case where the number of employed antennas goes to infinity. In this case, the sectorized antennas generate very tight beams. Note that when \( M \to \infty \), \( \lambda_{x,y,i} = \lambda \) for \( i = 4 \) and \( \lambda_{x,y,i} = 0 \) otherwise, \( x, y \in \{b, u\} \). In this case, co-channel interference occurs from the side-lobes, i.e. Case 4 in Section II-D, and even though it is reduced significantly it is still present, i.e. not zero.

**Proposition 3:** For \( \sigma_k^2 > 0 \), the outage probability of a typical FD-mode node in the asymptotic case \( M \to \infty \) is given by,

\[ \lim_{M \to \infty} P_x = 1 - 2\pi \lambda \int_0^{\infty} r \exp(-G\lambda\pi r^2) \mathcal{L}_{I_x}(s) \, dr, \quad x \in \{2D, 3U\} , \quad (27) \]

and for \( \sigma_k^2 = 0 \), the outage probability is given by,

\[ \lim_{M \to \infty} P_x = 1 - \frac{1}{G}, \quad x \in \{2D, 3U\} , \quad (28) \]

with,

\[ G = 1 + \frac{4\tau}{\alpha - 2} \gamma^2 F(\alpha, \gamma^2 \tau) , \quad (29) \]

\[ \lim_{M \to \infty} \mathcal{L}_{I_x}^{3U}(s) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{1}{1 + \gamma \sigma_k^2 \tau \alpha f(\theta, \theta_{\max})} \, d\theta , \quad (30) \]
and,
\[ \lim_{M \to \infty} L_{Ie}^{2D} (s) = \frac{1}{1 + \sigma_i^2 \tau r^\alpha} . \] (31)

**Proof:** The proposition is proven in a similar manner to Proposition 1. In this case,
\[ \lim_{M \to \infty} H = \lim_{M \to \infty} \exp \left( - \frac{4 \tau \pi r^2}{\alpha - 2} \sum_{i \in \{1, 2, 3, 4\}} \Lambda_i \Gamma_i F (\alpha, \Gamma_i \tau) \right) = \exp \left( - \frac{4 \tau}{\alpha - 2} \gamma^2 F (\alpha, \gamma^2 \tau) \right) , \]

since for \( M \to \infty \), \( \Lambda_i = 1 \) for \( i = 4 \) and \( \Lambda_i = 0 \) otherwise, \( 1 \leq i \leq 4 \). Furthermore, (30) follows from the fact that the first term of (15) converges to zero for \( M \to \infty \) and the remaining second term is an infinite sum which gives the definite integral. Finally, \( \lim_{M \to \infty} L_{Ie}^{2D} (s) = L_{Ie}^{2D} (s) \) since it is independent of \( M \), and the result follows.

**Proposition 4:** The outage probability of a typical receiver in the three-node architecture when \( M \to \infty \) is given by,
\[ \lim_{M \to \infty} P_{3D} = 1 - \frac{1}{1 + \frac{2 \pi}{\alpha - 2} \gamma^2 F (\alpha, \gamma^2 \tau) + \frac{2 \pi}{\alpha} \tau^2 / \alpha \csc \left( \frac{2 \pi}{\alpha} \right) \gamma^4 / \alpha} . \] (32)

The proof for the outage probability in the three-node downlink case follows similar steps to the proofs of Propositions 2 and 3 and so it is omitted for brevity. The independence from the density \( \lambda \) of the network is also clear here from (28) and (32). Also, observe that the passive suppression of the LI in the three-node architecture is improved since the probability of no passive suppression becomes zero. On the other hand, the residual LI in the two-node architecture is not affected which reduces the potential performance gains. Furthermore, when \( \gamma \to 0 \) then (28) and (32) tend to zero, which is expected since in this case no co-channel interference will exist. On the other hand, when \( \gamma \to 0 \), (27) depends entirely on \( L_{Ie}^{2D} (s), x \in \{2D, 3U\} \). Since \( L_{Ie}^{2D} (s) \) is inversely proportional to \( \sigma_i^2 \) and to \( r \) decreasing either of the two will improve the performance.

Given this observation, we turn our attention to the asymptotic case where the density \( \lambda \) becomes large and focus on the behaviour of \( P_x, x \in \{2D, 3U\} \) for \( \sigma_i^2 > 0 \) since the other cases are independent of \( \lambda \). Since the distance \( r \) is inversely proportional to the density, when \( \lambda \) becomes large, then \( r^\alpha \) converges to 0. It is clear from (30) and (31) that for \( r^\alpha \to 0 \) then \( L_{Ie}^{2D} (s) \to 1, x \in \{2D, 3U\} \). Hence, as \( \lambda \) becomes large, \( P_x, x \in \{2D, 3U\} \) converges to the performance of the perfect LI cancellation.

**IV. Composite Architecture Network**

In this section, we consider the case where the two architectures are employed in the same tier. In other words, we assume that a typical cell employs the two-node architecture with probability
Three-node architecture with probability $p^{3N} = 1 - p^{2N}$. An example of our system model would be the coexistence between FD empowered machine-to-machine (M2M) type users with HD-mode conventional users of cellular/small cell networks forming a heterogeneous network (HetNet) environment such as in 5G [21], [24]. By the thinning theorem [25], the PPP \( \Psi \) is split into two smaller independent PPPs which we denote by \( \Psi^{2N} \) and \( \Psi^{3N} \) with densities \( \lambda^{2N} = p^{2N} \lambda \) and \( \lambda^{3N} = p^{3N} \lambda \), respectively. The same applies for the thinning of the PPP \( \Phi \). In order to model possible traffic asymmetry between uplink and downlink directions, we assume that the FD-mode users operate \( p_u \% \) of the time in bidirectional FD-mode and \( (1 - p_u) \% \) of the time in downlink HD-mode. Therefore, the FD-mode users transmitting in the uplink at each time slot form an independent PPP with density \( p_u p^{2N} \lambda \).

In the next subsections, we will study the performance at both the downlink and uplink of this type of composite network when \( M \to \infty \) together with the assumptions given in Section III-C. Furthermore, we will evaluate the optimal value of \( p^{2N} \) for the success probability of the uplink and downlink but also for the network throughput with respect to \( p_u \) and \( \sigma_r^2 \). Recall that the assumption involving the distance to the closest interfering terminal leads to an upper bound for the success probability when \( M > 1 \).

A. Performance at the Downlink

A typical receiver in the composite architecture scenario will experience the same aggregate interference from the BSs, regardless of whether the user operates in FD or HD mode, since the BSs of both architectures interfere with the user in a similar way. Hence, the Laplace transforms \( \mathcal{L}_{2D(I_b)}(s) \) and \( \mathcal{L}_{3D(I_b)}(s) \) for the BS-interference in a composite architecture downlink scenario are still given by (7) and (10) respectively.

The Laplace transform for the interference experienced at a typical FD-mode user from the other users is given by,

\[
\mathcal{L}_{2D(I_u)}(s) = \exp \left( -\frac{2\pi \lambda \left( p_u p^{2N} + p^{3N} \right)}{2} \frac{\gamma^2}{\alpha - 2} \gamma F \left( \alpha, \gamma^2 \tau \right) r^{2 \tau} \right) \tag{33}
\]

and at a typical HD-mode user,

\[
\mathcal{L}_{3D(I_u)}(s) = \exp \left( -\frac{2\pi^2 \lambda \left( p_u p^{2N} + p^{3N} \right)}{\alpha} \csc \left( \frac{2\pi}{\alpha} \right) r^{2 (\gamma^2 \tau^2)^{2/\alpha}} \right) \tag{34}
\]

In what follows, we provide the outage probability of an FD and an HD-mode user in a composite architecture scenario. We state the results without proof as they are extensions of
Propositions 3 and 4.

**Proposition 5:** The outage probability of a typical FD-mode user in an FD composite architecture scenario is given by Proposition 3 with
\[ G = 1 + \frac{2 \pi \gamma^2}{\alpha - 2} F(\alpha, \gamma^2) \left( p_u p + p^3 + 1 \right). \]
(35)

**Proposition 6:** The outage probability of a typical HD-mode user in an FD composite architecture scenario is given by,
\[ P'_{3D} = 1 - \frac{\alpha(\alpha - 2)}{(\alpha - 2) \left( (\alpha + 2 \pi (\gamma^2)^{\alpha / \alpha} \csc \left( \frac{2 \pi}{\alpha} \right) \left( p_u p^2 + p^3 \right) + 2\alpha \gamma^2 F(\alpha, \gamma^2) \right). \]
(36)

Given the above two propositions, we can now state the following.

**Proposition 7:** The outage probability of a typical receiver in an FD composite architecture scenario is given by,
\[ \Pi_d = p^2 N P'_{2D} + p^3 N P'_{3D}, \]
(37)

where \(P'_{2D}\) and \(P'_{3D}\) are given in Propositions 5 and 6 respectively.

**Proof:** See Appendix D.

Note that when \(p_u = 1\) then (37) becomes \(\Pi_d = p^2 N P_{2D} + p^3 N P_{3D}\) where \(P_{2D}\) and \(P_{3D}\) are given by Propositions 3 and 4 respectively. The cases with specific values of \(\alpha\) can be easily derived in a similar manner as above and so they are excluded.

From Proposition 7 we can see that the outage probability of the typical receiver depends on the HD-mode and FD-mode user densities, FD-mode user traffic, and also the LI cancellation capability of the system. Therefore, the optimal portion of the FD-mode users that maximizes the success probability of the downlink can be obtained as,
\[ p^{2N_*} = \arg \max_{p^2} (1 - \Pi_d) \]
subject to \(0 \leq p^2 \leq 1. \)
(38)

The optimization problem (38) is nonconvex and a globally optimal solution is difficult to obtain. In order to tackle this problem, we can resort to numerical methods, such as the projected gradient algorithm (PGA), to find a locally optimal solution. The advantage of PGA is that it only requires the evaluation of the first-order derivative of the objective function while other approaches for nonlinear programming, such as the sequential quadratic programming and the Gauss-Newton method, also require the evaluation of the second-order derivative [33]. Since (23) contains Meijer G-functions, the complexity of computing the second-order derivative for
solving (38) is very high.

Figs. 3a and 3b show the success probability as a function of $p^{2N}$ and $p_u$ for $\sigma_\ell^2 = -30$ dB and $\sigma_\ell^2 = 0$ dB respectively and with $\alpha = 4$. We see that when the LI cancellation is imperfect and $\sigma_\ell^2 = 0$ dB, the three-node architecture (HD-mode users) is preferred. Nevertheless, when $p_u$ is decreased and particularly for values $p_u < 0.5$, a composite architecture can be used to enhance the success probability and consequently the downlink throughput. On the other hand, when the residual LI gain is negligible, i.e. when $\sigma_\ell^2 = -30$ dB, a composite architecture is preferred again for small values of $p_u$. This is expected since for large values of $p_u$ the residual LI will degrade the overall performance of the network and thus in this case the three-node architecture is preferred.

**B. Performance at the Uplink**

A typical uplink BS from either architecture experiences co-channel interference from outside its cell. Therefore, in this case, the Laplace transforms $\mathcal{L}_{I_b}(s)$ and $\mathcal{L}_{I_u}(s)$ are common with the two-node downlink case, i.e. expressions (7) and (33) respectively. However, what distinguishes the two architectures at the uplink is how each handles the LI, that is, a BS in the two-node topology employs active cancellation mechanisms whereas a BS in the three-node topology employs both active and passive cancellation mechanisms. Hence, similarly to the downlink case,
Proposition 8: The outage probability of a typical uplink BS in an FD composite architecture scenario is given by,

$$\Pi_u = p^{2N} P_{2U}' + p^{3N} P_{3U}' ,$$  \hspace{1cm} (39)

where both $P_{2U}'$ and $P_{3U}'$ are given in Proposition 3 with

$$G = 1 + \frac{2\tau\gamma^2}{\alpha - 2} F \left( \alpha, \frac{\gamma^2}{\tau} \right) \left( p_u p^{2N} + p^{3N} + 1 \right).$$  \hspace{1cm} (40)

The optimal $p^{2N}$, maximizing the uplink success probability, could be obtained by solving the following optimization

$$p^{2N*} = \arg \max_{p^{2N}} (1 - \Pi_u)$$

subject to \hspace{0.5cm} $0 \leq p^{2N} \leq 1.$  \hspace{1cm} (41)

Similarly to the downlink case, given the outage expression in Proposition 8, the optimization problem in (41) does not admit a closed-form solution and therefore the optimal $p^{2N*}$ is efficiently solved via numerical calculation. Figs. 4a and 4b show the success probability as a function of $p^{2N}$ and $p_u$ for $\sigma^2 = -30$ dB and $\sigma^2 = 0$ dB respectively and with $\alpha = 4$. It is clear that uplink transmissions are more susceptible to the residual LI strength than the downlink ones, since all uplink transmissions are almost in outage for $\sigma^2 = 0$ dB. This observation simply means that the LI cancellation mechanism at the BSs should be more effective than that of at the FD-mode users. Furthermore, unlike the downlink case, when $\sigma^2 = -30$ dB a composite architecture is preferred for $p_u > 0.5$. 
C. Network Throughput

The implementation of FD-mode can potentially double the throughput of a network compared to HD-mode and hence it is a key metric for the evaluation of the network’s performance. The network throughput is defined as the product of the success probability and the sum rate per unit area. When uplink and downlink independent data streams are sent on each time slot, the composite architecture throughput is given by

\[
T(\lambda, \tau, p_{2N}, p_{3N}) = \lambda (1 - \Pi_d) \log(1 + \tau) + \lambda (p_u p_{2N} + p_{3N}) (1 - \Pi_u) \log(1 + \tau). \tag{42}
\]

With the assumptions from Section III-C and for \( p_u = 1 \) we obtain the network throughput as follows,

\[
T(\lambda, \tau, p_{2N}) = \lambda \log(1 + \tau) \left( \frac{1 - p_{2N}}{1 + (\tau \gamma^2)^{2/\alpha}} \csc \left( \frac{2\pi}{\alpha} \right) + \frac{c}{2} \right.
\]

\[
+ 2\pi \lambda p_{2N} \int_0^{\infty} r \exp \left( -\pi \lambda (1 + c) r^2 \right) \left( 2L_{t_u}^2 (s) - L_{t_u}^3 (s) \right) \, dr
\]

\[
+ 2\pi \lambda \int_0^{\infty} r \exp \left( -\pi \lambda (1 + c) r^2 \right) L_{t_e}^3 (s) \, dr \bigg), \tag{43}
\]

where \( c = \frac{4\pi^2 \tau}{\alpha - 2} F(\alpha, \gamma^2 \tau) \).

The optimal \( p_{2N} \) could be obtained by solving the following optimization

\[
p_{2N}^{\ast} = \arg \max_{p_{2N}} T(\lambda, \tau, p_{2N})
\]

subject to \( 0 \leq p_{2N} \leq 1 \). \tag{44}
The above optimization can be solved analytically and we have the following key result,

\[
p^{2N^*} = \begin{cases} 
1, & 2\pi\lambda \int_0^\infty r \exp\left(-\pi\lambda(1+c)r^2\right) \left(2\mathcal{L}_{\ell}^{\text{SU}}(s) - \mathcal{L}_{\ell}^{\text{SU}}(s)\right) dr > \frac{1}{1+(\gamma^2/\alpha \left(\frac{\pi}{\alpha}\right) \csc\left(\frac{\pi}{\alpha}\right)) + \frac{c^2}{2}}, \\
0, & \text{otherwise.}
\end{cases}
\]

(45)

\textbf{Proof:} The objective function in (44) is clearly a linear function of \(p^{2N}\) and hence, the optimum solution is located on the boundaries of the region \(C = [0, 1]\), depending on the sign of the first order derivative of the objective function.

Figs. 5a and 5b illustrate the network throughput \(T\) as a function of \(p^{2N}\) and \(p_u\) for \(\lambda = 10^{-2}\) and \(\lambda = 10^{-1}\) respectively and with \(\alpha = 4\) and \(\sigma^2_\ell = -30\) dB. From this figures, we can see that, when \(p_u = 1\), the maximum \(T\) can be achieved by operating all users in FD-mode (for \(\lambda = 10^{-1}\)) and HD-mode (for \(\lambda = 10^{-2}\)) which confirms the correctness of (45).

\section{V. Numerical Results}

In this section, we validate the derived expressions and evaluate the proposed model’s performance. Unless otherwise stated, the results use the main assumptions from Section III-C, together with \(\lambda = 10^{-2}, \alpha = 4\) and \(\gamma = 0.2\). The simulation area has a fixed radius of 1000 km and the numerical results are obtained by averaging over 10 thousand realizations. Moreover, we adopt the results in [10] and assume that the maximum suppression is achieved at \(\theta_{\max} = \frac{2\pi}{3}\). In the figures provided, the analytical results are depicted with dashed or solid lines and the simulations with markers except for the asymptotic cases where only analytical results are given. Note that the case \(M = 1\) in all figures refers to omnidirectional antennas.

Figs. 6a and 6b depict the outage probability at the downlink with \(\sigma^2_\ell = 0\) and \(\sigma^2_\ell = -30\) dB respectively for both architectures where the dashed lines represent the analytical results and the dots the simulation results. As expected, the performance of both architectures improves with the employment of directional antennas. Furthermore, the perfect LI cancellation case clearly illustrates the significant gains that the FD radio can potentially provide. However, it is obvious from the Fig. 6b that the user in the three-node architecture outperforms the one in the two-node when \(M > 1\). This is explained by the fact that the residual LI at the user in the two-node architecture is not affected by the number of directional antennas and so dominates the interference at the user which restrict its performance.

Figs. 7a - 7c depict the outage expressions from Corollary 2 and Proposition 3 for the uplink.
Specifically, Fig. 7a shows the performance under perfect LI cancellation. In this case, the performance is the same for both architectures since the BSs of the two architectures differ only in the way they handle the LI. Figs. 7b and 7c depict the outage with $\sigma_\ell^2 = -10$ dB and $\sigma_\ell^2 = -30$ dB respectively. It is clear that the BS in the two-node architecture finds it hard to keep up with the three-node one. The same reason applies as in the downlink case. Also, note that for the case $\sigma_\ell^2 = -10$ dB the performance of the BS in the two-node architecture achieves nearly zero improvement from $M = 1$ to $M \to \infty$. On the other hand, the BS in the three-node architecture achieves a better performance due to the BS’s ability to passively suppress the LI. In fact, the passive suppression becomes more efficient with the employment of more antennas.

We show the benefits from the passive suppression method in Fig. 8a which illustrates the performance of an FD node in terms of the outage probability, with and without passive suppression, for different values of $\sigma_\ell^2$. When $M \to \infty$, in the two extreme cases, $\sigma_\ell^2 \to -\infty$ dB and $\sigma_\ell^2 \to \infty$ dB, the two methods have the same performance. In the former case, the outage converges to a constant floor and in the latter case the outage converges to 1. However, for moderate values, passive suppression provides significant gains, e.g., for $\sigma_\ell^2 = -20$ dB it achieves about 70% reduction. Furthermore and to verify what we said earlier, when an FD node employs only active cancellation techniques, directional antennas become beneficiary only for small values of $\sigma_\ell^2$. Indeed, for values $\sigma_\ell^2 \geq -5$ dB, the performance of an FD node with any number of antennas is the same. Finally, Fig. 8b shows the effect of the density in the
performance of FD networks. Recall from Section III-D that in the asymptotic case $\lambda \to \infty$ the performance of an FD-node converges to the performance of the perfect LI cancellation case. This is evident from the figure where for the case $\sigma^2_\ell = -10$ dB the BSs in the three-node topology require density $\lambda \approx 0.7$ and the BSs in the two-node topology require density larger than one. Again, the difference lies in the passive suppression ability of the BSs in the three-node topology.

VI. CONCLUSION

In this paper, we have presented the impact of directional antennas on the interference mitigation in FD cellular networks. Despite the fact that the two-node architecture has by definition greater potentials, since both the BS and the user operate in FD mode, good performance is difficult to be achieved due to the inability of the terminals to restrict the residual LI. On the
other hand, the three-node architecture looks more promising since, in this case, the FD-mode BS can passively suppress the LI and the HD-mode user is not affected by it. Indeed, these observations are also clear in the composite network case where we showed that in general the three-node architecture is preferred to have most, if not all, of the density of the network unless the FD-mode users choose to use the uplink for small time periods. Overall, these two characteristics of the three-node architecture, i.e. passive LI suppression at the BSs and HD-mode users, makes it the most preferable architecture and it is generally regarded as the topology to be potentially implemented first in the case of FD employment in cellular networks. The main reason is the high complexity and energy requirements which FD will impose on future devices and thus it would be more practical to implement FD at the BS first. The results of this paper, give insight as to how such an architecture will perform and give the fundamental limits of a cellular network with FD capabilities.

APPENDIX A

PROOF OF THEOREM 1

Starting from the definition of the outage probability and conditioning on the nearest BS being at a distance $r$ we have,

$$P_{2D} = \mathbb{E}_r [\mathbb{P} \left[ \log (1 + \text{SINR}) < R \ | \ r \right]]$$
\[ P[\text{SINR} \geq \tau \mid r] = \mathbb{E}_{I_u, \Phi, \Psi} \left[ \exp \left( -\frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} (\sigma_n^2 + I_{\ell} + I_b + I_u) \right) \right] \]

\[ \geq \mathbb{E}_{I_{\ell}, \Phi} \left[ e^{-\frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} I_{\ell}} \mathbb{E}_{I_b} \left[ e^{-\frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} I_b} \right] \mathbb{E}_{I_u} \left[ e^{-\frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} I_u} \right] \right] \]

\[ \geq \exp \left( -\frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} \sigma_n^2 \right) \mathcal{L}_{I_{\ell}} \left( \frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) \mathcal{L}_{I_b} \left( \frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) \mathcal{L}_{I_u} \left( \frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right), \]

where (a) follows from the fact that \( |h|^2 \sim \exp(1) \) and \( \Phi_\text{FD} = 1 \) since the receiver in the two-node architecture is FD-capable; (b) follows from the independence between \( \Phi_b \) and \( \Phi_u \) (and therefore the independence between \( I_b \) and \( I_u \)); (c) \( \mathcal{L}_I(s) \) denotes the Laplace transform of the random variable \( I \) evaluated at \( s = \frac{\tau r^{\alpha_1}}{P_b \Gamma_{u,b,1}} \). The Laplace transform of \( I_{\ell} \) can be derived from the moment generating function (MGF) of an exponential variable since \( I_{\ell} = P_u \Gamma_{u,u,1} |h_{\ell}|^2 \) and \( |h_{\ell}|^2 \sim \exp(1/\sigma_t^2) \). Therefore,

\[ \mathcal{L}_{I_{\ell}}(s) = \frac{1}{1 + s P_u \Gamma_{u,u,1} \sigma_t^2} \]

As there is no intra-cell interference, \( \mathcal{L}_{I_u}(s) \) needs to be evaluated conditioned on the distance \( \rho \) from \( u_0 \) to the closest uplink user in the neighbouring cells. Since the densities of \( \Phi \) and \( \Psi \) are equal, we can assume that there is on average one user per cell. Therefore, \( \rho \) is distributed according to pdf of the distance to the nearest neighbour as given in Section II and thus the Laplace transform of \( I_u \) is given by,

\[ \mathcal{L}_{I_u}(s) = \mathbb{E}_{I_u}[e^{-sI_u} \mid \rho] = \int_0^\infty \mathbb{E}_{I_u}[e^{-sI_u}] f_\rho(r) dr. \] (47)

The expected value is then evaluated as follows,

\[ \mathbb{E}_{I_u}[e^{-sI_u}] = \prod_{i \in \{1,2,3,4\}} \mathbb{E}_{\Psi_i, |k_j|^2} \left[ \exp(-s P_u \Gamma_{u,u,i} \sum_{j \in \Psi_i} |k_j|^2 D_j^{-\alpha_2}) \right] \]

\[ = \prod_{i \in \{1,2,3,4\}} \mathbb{E}_{\Psi_i} \left[ \prod_{j \in \Psi_i} \mathbb{E}_{k} \left[ \exp \left( -s P_u \Gamma_{u,u,i} |k|^2 D_j^{-\alpha_2} \right) \right] \right] \]

The expected value is then evaluated as follows,
\[
\prod_{i \in \{1,2,3,4\}} \exp \left( -2\pi \lambda_{u,u,i} \int_0^{\infty} \left( 1 - \frac{1}{1 + sP_u \Gamma_{u,u,i} |k|^2 y^{-\alpha_2}} \right) y dy \right) 
\]

\[
\prod_{i \in \{1,2,3,4\}} \exp \left( -2\pi \lambda_{u,u,i} \int_0^{\infty} \left( 1 - \frac{1}{1 + sP_u \Gamma_{u,u,i} y^{-\alpha_2}} \right) y dy \right) 
\]

where \((a)\) follows from the fact that \(|k|^2\) are independent and identically distributed and also independent from the point process \(\Psi\); \((b)\) follows from the probability generating functional (PGFL) of a PPP [25] and the limits are from \(\rho\) to \(\infty\) since the closest interfering uplink user is at least at a distance \(\rho\); \((c)\) follows from the MGF of an exponential random variable and since \(|k|^2 \sim \exp(1)\) and finally \((d)\) is based on [26, Eq. (3.194.2)].

Replacing \(\mathbb{E}_{I_u}[e^{-sI_u}]\) with (49) gives,

\[
\mathcal{L}_{I_u} (s) = 2\pi \lambda \int_0^{\infty} \rho e^{-\lambda \rho^2} \prod_{i \in \{1,2,3,4\}} \exp \left( -\frac{2\pi \lambda_{u,u,i}}{2} \Gamma_{u,u,i} F \left( \alpha_2, \frac{s\Gamma_{u,u,i} P_u}{\rho \alpha_2} \right) sP_u \rho^{2-\alpha_2} \right) d\rho 
\]

\[= 2\pi \lambda \int_0^{\infty} \rho \exp \left( -\pi \rho^2 \left( \lambda + \sum_{i \in \{1,2,3,4\}} \frac{2\lambda_{u,u,i}}{2} \Gamma_{u,u,i} F \left( \alpha_2, \frac{s\Gamma_{u,u,i} P_u}{\rho \alpha_2} \right) sP_u \right) \right) d\rho.\]

The Laplace transform of \(I_b\) can be derived similarly to above and thus we only state the final expression,

\[
\mathcal{L}_{I_b} (s) = \prod_{i \in \{1,2,3,4\}} \exp \left( -\frac{2\pi \lambda_{u,b,i}}{\alpha_1} \Gamma_{u,b,i} F \left( \alpha_1, \frac{\Gamma_{u,b,i}}{\Gamma_{u,b,1}} \right) r_1^2 \right),
\]

and the result follows.

**APPENDIX B**

**PASSIVE SUPPRESSION FUNCTION**

The passive suppression function \(f_\ell(\theta, \theta_{\max})\) has been derived based on the experimental results in [10]. It provides the level of passive suppression that can be achieved at a certain angle \(\theta\) between the transmit and receive antenna; \(\theta_{\max}\) is where the maximum suppression occurs. The smaller the value of \(f_\ell(\theta, \theta_{\max})\) the better, so \(f_\ell(\theta, \theta_{\max}) = 0\) refers to perfect passive suppression and \(f_\ell(\theta, \theta_{\max}) = 1\) refers to no passive suppression, i.e., when the transmit and receive antenna operate in the same sector (\(\theta = 0\)), which is always true for the two-node architecture. The function never actually takes the value of 0 as passive suppression mitigates the loopback interference but cannot erase it completely. The cosine difference \(\cos(\theta_{\max}) -\)
was chosen due to the symmetry obtained around \( \theta = 0 \) and since it provides the lowest value at \( \theta_{\text{max}} \). Note that there are most likely many other functions that can provide a similar behaviour. As \( \theta \) gets smaller the passive suppression ability diminishes since the coupling between the two antennas becomes stronger [10]. This behaviour is captured by the cosine difference. The exponential function was chosen in order to obtain a value of 1 at \( \theta = 0 \) and since it always provides a positive value. Essentially, any exponential function would produce a similar behaviour but the natural exponential function was chosen due to its popularity. We assume that \( \theta_{\text{max}} \) increases with the antenna efficiency and so for small \( \theta_{\text{max}} \) the achievable passive suppression is generally low and for most angles there is no passive suppression. In these cases, \( f_\ell(\theta, \theta_{\text{max}}) \) may take values greater than 1 and thus the \( \min \) operator was used.

**APPENDIX C**

**PROOF OF THEOREM 3**

The proof of Theorem 3 follows the same steps as the proof of Theorem 1. Therefore, we will only focus on the parts where the two proofs differ which is the evaluation of \( \mathcal{L}_{I_\ell}(s) \). Recall that \( \mathcal{L}_{I_\ell}(s) = \mathbb{E} \left[ e^{-s I_\ell} \right] \) where \( s = \frac{\tau r_{\alpha_1}}{P_u G_b G_u} \) and \( I_\ell \) is given by (12). Therefore,

\[
\mathcal{L}_{I_\ell}(s) = \mathbb{E} \left[ \exp \left( -s P_u G_b^2 |h_\ell|^2 f_\ell(\theta, \theta_{\text{max}})(B_0 + \gamma_b(1 - B_0)) \right) \right] 
\]

(50)

\[
= \frac{1}{M_b} \mathbb{E} \left[ \exp \left( -s P_u G_b^2 |h_\ell|^2 \right) \right] + \frac{M_b - 1}{M_b} \mathbb{E} \left[ \exp \left( -s P_u G_b H_b |h_\ell|^2 f_\ell(\theta, \theta_{\text{max}}) \right) \right],
\]

(51)

with \( \theta \neq 0 \). Expression (51) follows from \( f_\ell(0, \theta_{\text{max}}) = 1, \theta_{\text{max}} \in \left[ \frac{\pi}{2}, \pi \right] \) and the Bernoulli random variable \( B_0 \) with parameter \( \frac{1}{M_b} \). Since each angle \( \theta \neq 0 \) between the two sectors occurs with probability \( \frac{1}{M_b} \) and using the MGF of an exponential random variable we have,

\[
\mathcal{L}_{I_\ell}(s) = \frac{1}{M_b} \frac{1}{1 + s P_b G_b^2 \sigma_\ell^2} + \frac{1}{M_b} \sum_{\theta \equiv 0 (\text{mod} \ \frac{2\pi}{M_b})} \frac{1}{1 + s P_b G_b H_b \sigma_\ell^2 f_\ell(\theta, \theta_{\text{max}})}.
\]

By substituting (1) to the above expression we get (15).

**APPENDIX D**

**PROOF OF PROPOSITION 7**

Starting from (46) in Appendix A with \( \sigma_n^2 = 0 \) we have,

\[
\mathbb{P}[\text{SINR} \geq \tau | r] = \mathbb{E}_{I_\ell, \phi, \psi} \left[ \exp \left( -\frac{\tau r_{\alpha_1}}{P_b \Gamma_{u,b,1}} (I_\ell + I_b + I_u) \right) \right]
\]
\[
= p^{2N} E_{I_E, \Phi, \Psi}^{2N} \left[ \exp \left( - \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} (I_E + I_b + I_u) \right) \right] + p^{3N} E_{\Phi, \Psi}^{3N} \left[ \exp \left( - \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} (I_b + I_u) \right) \right]
= p^{2N} L_{I_b} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) L_{I_b}^{2D} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) L_{I_u}^{2D} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) + p^{3N} L_{I_b} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) L_{I_u}^{3D} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right), \tag{52}
\]

where \( L_{I_b} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) \), \( L_{I_b}^{2D} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) \) and \( L_{I_u}^{3D} \left( \frac{\tau^{\alpha_1}}{P_b \Gamma_{u,b,1}} \right) \) are given by (7), (33) and (34) respectively. Since \( \Pi_d = 1 - 2\pi \lambda \int_0^{\infty} P[SINR \geq \tau] r e^{-\lambda \pi r^2} dr \) the result follows.

**REFERENCES**

[1] C. Psomas and I. Krikidis, “Passive loop interference suppression in large-scale full-duplex cellular networks,” in *Proc. 16th IEEE Workshop on Signal Process. Adv. Wireless Commun. (SPAWC)*, Stockholm, Sweden, June 2015, pp. 291–295.

[2] A. Sabharwal, P. Schniter, D. Guo, D. W. Bliss, S. Rangarajan, and R. Wichman, “In-band full-duplex wireless: Challenges and opportunities,” *IEEE J. Select. Areas Commun.*, vol. 32, pp. 1637–1652, Sept. 2014.

[3] H. Alves, R. D. Souza, and M. E. Pellenz, “Brief survey on full-duplex relaying and its applications on 5G,” in *Proc. IEEE Int. Workshop Comput. Aided Modeling Anal. Design Commun. Links Netw. (CAMAD)*, Guildford, UK, Sept. 2015, pp. 17–21.

[4] C. Psomas, and I. Krikidis, “Outage analysis of full-duplex architectures in cellular networks,” in *Proc. IEEE Veh. Tech. Conf. (VTC)*, Glasgow, UK, May 2015, pp. 1–5.

[5] T. Riihonen, S. Werner, R. Wichman, and E. B. Zacarias, “On the feasibility of full-duplex relaying in the presence of loop interference,” in *Proc. 10th IEEE Workshop on Signal Process. Adv. Wireless Commun. (SPAWC 2009)*, Perugia, Italy, June 2009, pp. 275–279.

[6] T. Riihonen, S. Werner, and R. Wichman, “Mitigation of loopback self-interference in full-duplex MIMO relays,” *IEEE Trans. Signal Process.*, vol. 59, pp. 5983–5993, Dec. 2011.

[7] T. Riihonen, S. Werner, and R. Wichman, “Hybrid full-duplex/half-duplex relaying with transmit power adaptation,” *IEEE Trans. Wireless Commun.*, vol. 10, pp. 3074–3085, Sept. 2011.

[8] D. Bharadia, E. McMilin, and S. Katti, “Full duplex radios,” in *Proc. ACM SIGCOMM*, 2013, Hong Kong, China, Aug. 2013, pp. 375–386.

[9] M. Duarte, “Full-duplex wireless: Design, implementation and characterization,” Ph.D. dissertation, Dept. Elect. and Computer Eng., Rice University, Houston, TX, 2012.

[10] E. Everett, M. Duarte, C. Dick, and A. Sabharwal, “Empowering full-duplex wireless communication by exploiting directional diversity,” *Proc. Asilomar Conf. Signals, Systems and Computers*, Pacific Grove, CA, Nov. 2011, pp. 2002–2006.

[11] E. Everett, A. Sahai, and A. Sabharwal, “Passive self-interference suppression for full-duplex infrastructure nodes,” *IEEE Trans. Wireless Commun.*, vol. 13, pp. 680–694, Feb. 2014.

[12] H. Q. Ngo, H. A. Suraweera, M. Matthaiou and E. G. Larsson, “Multipair full-duplex relaying with massive arrays and linear processing,” *IEEE J. Select. Areas Commun.*, vol. 32, pp. 1721–1737, Sept. 2014.

[13] C. Masouros and G. Zheng, “Exploiting known interference as green signal power for downlink beamforming optimization,” *IEEE Trans. Signal Process.*, vol. 63, pp. 3628–3640, May 2015.

[14] R. Ramanathan, J. Redi, C. Santivanez, D. Wiggins, and S. Politi, “Ad hoc networking with directional antennas: A complete system solution,” *IEEE J. Sel. Areas Commun.*, vol. 23, pp. 496–506, Mar. 2005.
[15] G. Zheng, “Joint beamforming optimization and power control for full-duplex MIMO two-way relay channel,” *IEEE Trans. Signal Process.*, vol. 63, pp. 555–566, Feb. 2015.

[16] A. M. Hunter, J. G. Andrews, and S. Weber, “Transmission capacity of ad hoc networks with spatial diversity,” *IEEE Trans. Wireless Commun.*, vol. 7, pp. 5058–5071, Dec. 2008.

[17] J. Wildman, P. H. J. Nardelli, M. Latva-aho, and S. Weber, “On the joint impact of beamwidth and orientation error on throughput in wireless directional Poisson networks,” *IEEE Trans. Wireless Commun.*, vol. 13, pp. 7072–7085, Dec. 2014.

[18] H. Wang and M. C. Reed, “Tractable model for heterogeneous cellular networks with directional antennas,” in *Proc. IEEE Australian Communications Theory Workshop (AusCTW 2012)*, Wellington, New Zealand, Feb. 2012, pp. 61–65.

[19] T. Bai, and R. W. Heath Jr., “Coverage and rate analysis for millimeter wave cellular networks,” *IEEE Trans. Wireless Commun.*, vol. 14, pp. 1100–1114, Feb. 2015.

[20] Z. Tong and M. Haenggi, “Throughput analysis for full-duplex wireless networks with imperfect self-interference cancellation,” *IEEE Trans. Commun.*, vol. 63, pp. 4490–4500, Aug. 2015.

[21] J. Lee and T. Q. S. Quek, “Hybrid full-/half-duplex system analysis in heterogeneous wireless networks,” *IEEE Trans. Wireless Commun.*, vol. 14, pp. 2883–2895, May 2015.

[22] S. Goyal, P. Liu, S. Hua, and S. S. Panwar, “Analyzing a full-duplex cellular system,” in *Proc. Annual Conference in Information Sciences and Systems (CISS)*, Baltimore, MD, Mar. 2013, pp. 1–6.

[23] M. Mohammadi, H. A. Suraweera, Y. Cao, I. Krikidis and C. Tellambura, “Full-duplex radio for uplink/downlink wireless access with spatially random nodes,” *IEEE Trans. Commun.*, vol. 63, pp. 5250–5266, Dec. 2015.

[24] I. Atzeni and M. Kountouris, “Full-duplex MIMO small-cell networks: Performance analysis,” presented at the *IEEE Global Comm. Conf. (GLOBECOM)*, San Diego, CA, Dec. 2015.

[25] M. Haenggi, *Stochastic Geometry for Wireless Networks*, Cambridge Univ. Press, 2013.

[26] I. S. Gradshteyn and I. M. Ryzhik, *Table of Integrals, Series, and Products*, 7th ed. San Diego, CA: Academic Press, 2007.

[27] H. El-Sawy, E. Hossain, and M. Haenggi, “Stochastic geometry for modeling, analysis, and design of multi-tier and cognitive cellular wireless networks: A survey,” *IEEE Commun. Surv. Tut.*, vol. 15, pp. 996–1019, July 2013.

[28] T. S. Rappaport, Y. Qiao, J. I. Tamir, J. N. Murdock, and E. Ben-Dor, “Cellular broadband millimeter wave propagation and angle of arrival for adaptive beam steering systems,” in *Proc. IEEE Radio Wireless Symp.*, Santa Clara, CA, Jan. 2012, pp. 151–154.

[29] S. A. Zekavat, C. R. Nassar, and S. Shattil, “Oscillating-beam smart antenna arrays and multicarrier systems: Achieving transmit diversity, frequency diversity, and directionality,” *IEEE Trans. Veh. Technol.*, vol. 51, pp. 1030–1039, Sept. 2002.

[30] H. A. Suraweera, I. Krikidis, G. Zheng, C. Yuen, and P. J. Smith, “Low-complexity end-to-end performance optimization in MIMO full-duplex relay systems,” *IEEE Trans. Wireless Commun.*, vol. 13, pp. 913–927, Jan. 2014.

[31] M. Duarte, A. Sabharwal, V. Aggarwal, R. Jana, K. K. Ramakrishnan, C. W. Rice, and N. K. Shankaranarayanan, “Design and characterization of a full-duplex multiantenna system for WiFi networks,” *IEEE Trans. Veh. Technol.*, vol. 63, pp. 1160–1177, Nov. 2013.

[32] A. P. Prudnikov, Y. A. Brychkov, and O. I. Marichev, *Integral and Series. Vol. 3: More Special Functions*, Amsterdam: Gordon and Breach Science Publishers, 1986.

[33] D. P. Bertsekas, *Nonlinear Programming*, 2nd ed. Belmont: Athena Scientific, 1995.