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Abstract

In this paper we present MappSent, a textual similarity approach that we applied to the multi-choice question answering in exams shared task. MappSent has initially been proposed for question-to-question similarity (Hazem et al., 2017). In this work, we present the results of two adaptations of MappSent for the question answering task on the English dataset.

1 Introduction

Question-Answering is certainly one of the most challenging area of research of information retrieval (IR) and natural language processing (NLP) domains. If many investigations and countless approaches have been proposed so far, the developed systems still have difficulties to deal with text understanding. Mainly because of the complexity of the language in terms of lexical, semantic and pragmatic representations. However, with the boom of neural networks, various deep learning approaches ranging from a word level embedding representation (Bengio et al., 2003; Collobert and Weston, 2008; Mikolov et al., 2013; Pennington et al., 2014) to a longer textual level embedding representation such as phrases, sentences, paragraphs or documents (Socher et al., 2011; Mikolov et al., 2013; Le and Mikolov, 2014; Kalchbrenner et al., 2014; Kiros et al., 2015; Wieting et al., 2016; Arora et al., 2017) have been proposed and have shown promising results in many applications. Not to mention other more sophisticated approaches like recurrent neural networks (RNN) (Socher et al., 2011, 2014; Kiros et al., 2015), long short-term memory (LSTM) to capture long distance dependency (Tai et al., 2015) or convolutional neural networks (CNNs) (Kalchbrenner et al., 2014) to represent sentences.

Inspired by the new textual embedding representations (Wieting et al., 2016; Arora et al., 2017), we propose in this paper to adapt MappSent (Hazem et al., 2017) an approach that have initially been developed for question pairs similarity, to the task of multi-choice question answering in examinations. Two adaptations are proposed. The first one is a direct application of MappSent to question-answer pairs, while the second one can be seen as a pivot-based approach in which questions and answers are treated separately in two different sub-spaces. Then, the correct candidate is extracted by transitivity thanks to the similarity of test question-answering pairs regarding question-answering pairs of the training corpus. If the shared task provides datasets in two languages: Chinese and English, we only deal with English.

The remainder of this paper is organized as follows. Section 2 presents the multi-choice question answering in examination task and the provided training datasets. Section 3 describes MappSent, the textual similarity approach and its two adaptations to multi-choice question answering. Section 4 is devoted to the evaluation of the different approaches. Section 5 discusses the results and finally, Section 6 presents our conclusion.

2 Task and Resource Description

The task consists of a multi-choice question challenge. Given a question, four answers are provided and the purpose is to find the correct one among all of them. Answers can be words, values, phrases or sentences. The questions and their corresponding answers are of the elementary and middle school level extracted from science and history corpora. Two datasets are proposed: Chinese and English of five domains which are: Biology, Chemistry, Physics, Earth Science and Life Science. The size of the English dataset is 2686 questions for the
training set, 669 questions for the development set and 2012 for the test set. Hereafter an example extracted from the Earth Science domain:

- Most tsunami are caused by:
  1. (A) Earthquakes
  2. (B) Meteorites
  3. (C) Volcanic eruptions
  4. (D) Collisions of ships at sea

3 System Description

In order to understand the principle behind MappSent approach, it is important to introduce the task for which it has been designed. We first introduce the Question-to-Question similarity task of SemEval shared task \(^1\), then we present MappSent, the approach that has been designed for this task and finally, we present its adaptation to the multi-choice question answering in examinations task.

3.1 Question-to-Question Similarity Task

In community question answering, the question-to-question similarity task (Task3, SubtaskB in SemEval) consists of reranking 10 related questions according to their similarity with respect to a given original question. Candidates are labeled as PerfectMatch, Relevant or Irrelevant. The training and development datasets consist of 317 original questions and 3,170 related questions\(^2\). The test sets of 2016 and 2017 respectively consist of 70 original/700 related questions and 88 original/880 related questions. The official evaluation measure towards which all systems were evaluated is the mean average precision (MAP) using the 10 ranked related questions. The experimental results of MappSent (Hazem et al., 2017) have shown the best results on SemEval (2016/2017) question-to-question similarity task over state-of-art approaches.

3.2 MappSent Approach

MappSent approach aims at providing a better representation of pairs of similar sentences, paragraphs and more generally, pieces of texts of any length. A prior condition is to have a training data set of annotated pairs of sentences. The main idea is: given a set of similar sentences, the goal is to build a more discriminant and representative sentence embedding space. We first compute word embeddings of the entire corpus, then, each sentence is represented by an element-wise addition of its word embedding vectors. Finally, a mapping matrix is built using the SVD decomposition to project sentences in a new subspace. Similar sentences are moved closer thanks to a mapping matrix (Artetxe et al., 2016) learned from a training dataset containing annotated similar sentences. Basically, a set of similar sentence pairs is used as seed information to build the mapping matrix. The optimal mapping is computed by minimizing the Euclidean distance between the seed sentence pairs.

MappSent approach consists of the following steps:

1. We train a Skip-Gram\(^3\) model using Gensim (Rehurek and Sojka, 2010)\(^4\) on a lemmatized training dataset.
2. Each training and test sentence is pre-processed. We remove stopwords and only keep nouns, verbs and adjectives while computing sentence embedding vectors and the mapping matrix. This step is not applied when learning word embeddings (cf.Step 1).
3. For each given pre-processed sentence, we build its embedding vector which is the element-wise addition of its words embedding vectors (Mikolov et al., 2013; Wieting et al., 2016; Arora et al., 2017). Unlike Arora et al. (2017) we do not use any weighting procedure while computing vectors embedding sum\(^5\).
4. We build a mapping matrix where test sentences can be projected. We adapted Artetxe et al. (2016) approach in a monolingual scenario as follows:
   - To build the mapping matrix we need a mapping dictionary which contains similar sentence pairs.

\(^{1}\)http://alt.qcri.org/semeval2017/task3/
\(^{2}\)http://alt.qcri.org/semeval2016/task3/index.php?id=data-and-tools
\(^{3}\)CBOW model had also been experienced but it turned out to give lower results while compared to the Skip-Gram model.
\(^{4}\)To ensure the comparability of our experiments, we fixed the python hash function that is used to generate random initialization. By doing so, we are sure to obtain the same embeddings for a given configuration.
\(^{5}\)We explored this direction without success.
The mapping matrix is built by learning a linear transformation which minimizes the sum of squared Euclidean distances for the dictionary entries and using an orthogonality constraint to preserve the length normalization.

While in the bilingual scenario, source words are projected in the target space by using the bilingual mapping matrix, in our case, original and related questions are both projected in a similar subspace using the monolingual sentence mapping matrix. This consists of our adaptation of the bilingual mapping.

5. Test sentences are projected in the new subspace thanks to the mapping matrix.

6. The cosine similarity is then used to measure the similarity between the projected test sentences.

### 3.3 MappSent Adaptation

Two ways of adapting MappSent to the question-answering task can be considered. The first approach illustrated in Figure 1 is to follow the same procedure as the question-to-question similarity task. This would consist on using annotated pairs of questions and their corresponding answers to build the mapping matrix. However, this approach may be counter-intuitive since answers are not similar to questions as opposed to the question-to-question similarity task where the strong hypothesis is the similarity between question pairs. Since the mapping matrix aims at representing sentences in a subspace based on a given criteria. One can assume that mapping pairs of questions and their correct answers in a new subspace as a plausible alternative. We denote this first adaptation by $MappSent_{QA}$.

The second approach illustrated in Figure 2 and denoted $MappSent_{QQAA}$ tends to keep the strong hypothesis of sentence pairs similarity. Hence, instead of building one mapping matrix to represent questions and answers, we built two mapping matrices, one that represent similar question pairs and the other one to represent similar answers pairs. Finally, for a given test question, we extract the most similar question in the training data. Then, we compute a Cosine similarity between its corresponding answer, and the four test candidates. We select as correct answer the test candidate with the highest similarity score.

### 3.4 Baseline

The baseline is a simple retrieval based approach which scores pairs of the question and each of its option as follows:

- concatenate a question with one of the candidate answers as a query
- use Lucene to search and extract relevant documents with the query
• score relevant documents by the similarity between the query and a given extracted document
• choose at most three highest scores to calculate the score of the pair of the question and the option
• output the pair with the highest score as the correct answer

4 Results

| Method               | Dev  | Test |
|----------------------|------|------|
| Baseline             | 29.45| -    |
| MappSentQA           | 33.3 | 29.5 |
| MappSentQQAA         | 34.1 | 30.3 |

Table 1: Results (Accuracy%) on IJCNLP 2017 shared task

Table 1 presents the results on the multi-choice question answering in examination task. We compare the two adaptations of MappSent approach that is: MappSentQA and MappSentQQAA to the baseline. We see that the two adaptations MappSentQA and MappSentQQAA outperform the baseline on the development set. We see also that MappSentQQAA is slightly better than MappSentQA on both the development and the test sets. The best scores are 34.1% of accuracy on the development set and 30.1% of accuracy on the test set using MappSentQQAA approach.

5 Discussion

Several points have to be discussed regarding the obtained results of the two adaptations of MappSent. First, MappSent has been designed for question-to-question similarity. A direct application to question-answering pairs might be inappropriate. If the relations between similar question pairs are mainly lexical, semantics, reformulations, duplicates or near duplicates. Question-answering pairs are of a more complex relation nature, which can be pragmatic, rhetorical, elaboration, explanation, etc. This might explain the difficulties to capture these information and the mitigated results. Second, the task of multi-choice question answering exhibit specific particularities of the candidates. Answers can be words, values, phrases or sentences. In the case of words or values for instance, it is hard, if not impossible to represent the answer by an efficient embedding vector because of the lack of information conveyed by the candidates. Typically, our approach will always fail when answers are very short or contain only values. The third point that should be mentioned here is that MappSent didn’t use any external data. This is of course an important drawback. The training data doesn’t contain all the documents that might provide answers to the test questions. This is one of the clues that we let for future work. Another specificity of the multi-choice question is the fourth answer which can be of the form: "All of these", "all of the above" or "None of the above", etc. Lets see the following example:

• In the process of cell division, the parent cell divides to form the:
  1. Continuation cells
  2. Next generation cells
  3. Daughter cells
  4. None of the above

We do not take into account this particular case in which the fourth answer: "none of the above", should be addressed in a special way. This is also a drawback that we need to deal with to improve our models.

6 Conclusion

In this paper, we have presented MappSent a novel and simple approach for textual similarity and proposed two adaptations for the task of multi-choice question answering. Our approaches allow to map sentences in a joint more representative sub-space. The experimental results have shown interesting results and lend support the idea that a mapping matrix is an appropriate method for textual representation and a promising approach for multi-choice question answering task. Furthermore, no attention has been given to external data and to the particularities of the multi-choice question answering data, drawbacks that we let for future work.
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