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Abstract
The success of minimax learning problems of generative adversarial networks (GANs) has been observed to depend on the minimax optimization algorithm used for their training. This dependence is commonly attributed to the convergence speed and robustness properties of the underlying optimization algorithm. In this paper, we show that the optimization algorithm also plays a key role in the generalization performance of the trained minimax model. To this end, we analyze the generalization properties of standard gradient descent ascent (GDA) and proximal point method (PPM) algorithms through the lens of algorithmic stability under both convex concave and non-convex non-concave minimax settings. While the GDA algorithm is not guaranteed to have a vanishing excess risk in convex concave problems, we show the PPM algorithm enjoys a bounded excess risk in the same setup. For non-convex non-concave problems, we compare the generalization performance of stochastic GDA and GDmax algorithms where the latter fully solves the maximization subproblem at every iteration. Our generalization analysis suggests the superiority of GDA provided that the minimization and maximization subproblems are solved simultaneously with similar learning rates. We discuss several numerical results indicating the role of optimization algorithms in the generalization of the learned minimax models.

1 Introduction
Minimax learning frameworks including generative adversarial networks (GANs) (Goodfellow et al., 2014) and adversarial training (Madry et al., 2017) have recently achieved great success over a wide array of learning tasks. In these frameworks, the learning problem is modeled as a zero-sum game between a "min" and "max" player that is solved by a minimax optimization algorithm. The minimax optimization problem of these learning frameworks is typically formulated using deep neural networks, which greatly complicates the theoretical and numerical analysis of the optimization problem. Current studies in the machine learning literature focus on fundamental understanding of general minimax problems with emphasis on convergence speed and optimality.

The primary focus of optimization-related studies of minimax learning problems has been on the convergence and robustness properties of minimax optimization algorithms. Several recently proposed algorithms have been shown to achieve faster convergence rates and more robust behavior around local solutions. However, training speed and robustness are not the only factors required for the success of a minimax optimization algorithm in a learning task. In this work, our goal is to show that the generalization performance of the learned minimax model is another key property that is influenced by the underlying optimization algorithm. To this end, we present theoretical and numerical results demonstrating that:

Different minimax optimization algorithms can learn models with different generalization properties.
In order to analyze the generalization behavior of minimax optimization algorithms, we use the algorithmic stability framework as defined by Bousquet and Elisseeff (2002) for general learning problems and applied by Hardt et al. (2016) for analyzing stochastic gradient descent. Our extension of (Bousquet and Elisseeff, 2002)'s stability approach to minimax settings allows us to analyze and compare the generalization properties of standard gradient descent ascent (GDA) and proximal point method (PPM) algorithms. Furthermore, we compare the generalization performance between the following two types of minimax optimization algorithms: 1) simultaneous update algorithms such as GDA where the minimization and maximization subproblems are simultaneously solved, and 2) non-simultaneous update algorithms such as GDmax where the maximization variable is fully optimized at every iteration.

In our generalization analysis, we consider both the traditional convex concave and general non-convex non-concave classes of minimax optimization problems. For convex concave minimax problems, our bounds indicate a similar generalization performance for simultaneous and non-simultaneous update methods. Specifically, we show for strongly-convex strongly-concave minimax problems all the mentioned algorithms have a bounded generalization risk on the order of $O(1/n)$ with $n$ denoting the number of training samples. However, in general convex concave problems we show that the GDA algorithm with a constant learning rate is not guaranteed to have a bounded generalization risk. On the other hand, we prove that proximal point methods still achieve a controlled generalization risk, resulting in a vanishing $O(\sqrt{1/n})$ excess risk with respect to the best minimax learner with the optimal performance on the underlying distribution.

For more general minimax problems, our results indicate that models trained by simultaneous and non-simultaneous update algorithms can achieve different generalization performances. Specifically, we consider the class of non-convex strongly-concave problems where we establish stability-based generalization bounds for both stochastic GDA and GDmax algorithms. Our generalization bounds indicate that the stochastic GDA learner is expected to generalize better provided that the min and max players are trained simultaneously with similar learning rates. In addition, we show a generalization bound for the stochastic GDA algorithm in general non-convex non-concave problems, which further supports the simultaneous optimization of the two min and max players in general minimax settings. Our results indicate that simultaneous training of the two players not only can provide faster training, but also can learn a model with better generalization performance. Our generalization analysis, therefore, revisits the notion of implicit competitive regularization introduced by Schäfer et al. (2019) for simultaneous gradient methods in training GANs.

Finally, we discuss the results of our numerical experiments and compare the generalization performance of GDA and PPM algorithms in convex concave settings and single-step and multi-step gradient-based methods in non-convex non-concave GAN problems. Our numerical results also suggest that in general non-convex non-concave problems the models learned by simultaneous optimization algorithms can generalize better than the models learned by non-simultaneous optimization methods. We can summarize the main contributions of this paper as follows:

- Extending the algorithmic stability framework for analyzing generalization in minimax settings,
- Analyzing the generalization properties of minimax models learned by GDA and PPM algorithms in convex concave problems,
- Studying the generalization of stochastic GDA and GDmax learners in non-convex non-concave problems,
- Providing numerical results on the role of optimization algorithms in the generalization performance of learned minimax models.

## 2 Related Work

**Generalization in GANs:** Several related papers have studied the generalization properties of GANs. Arora et al. (2017) study the generalization behavior of GANs’ learned models and prove a uniform convergence generalization bound in terms of the number of the discriminator’s parameters. Wu et al. (2019) connect the algorithmic stability notion to differential privacy in GANs and numerically analyze the generalization behavior.
of GANs. References (Zhang et al., 2017; Bai et al., 2018) show uniform convergence bounds for GANs by analyzing the Rademacher complexity of the players. Feizi et al. (2020) provide a uniform convergence bound for the W2GAN problem. Unlike the mentioned related papers, our work provides algorithm-dependent generalization bounds by analyzing the stability of gradient-based optimization algorithms. Also, the related works (Arora and Zhang, 2017; Thanh-Tung et al., 2019) conduct empirical studies of generalization in GANs using birthday paradox-based and gradient penalty-based approaches, respectively.

**Generalization in adversarial training:** Understanding generalization in the context of adversarial training has recently received great attention. Schmidt et al. (2018) show that in a simplified Gaussian setting generalization in adversarial training requires more training samples than standard non-adversarial learning. Farnia et al. (2018); Yin et al. (2019); Khim and Loh (2018); Wei and Ma (2019); Attias et al. (2019) prove uniform convergence generalization bounds for adversarial training schemes through Pac-Bayes (McAllester, 1999; Neyshabur et al., 2017b), Rademacher analysis, margin-based, and VC analysis approaches. Zhai et al. (2019) study the value of unlabeled samples in obtaining a better generalization performance in adversarial training. We note that unlike our work the generalization analyses in the mentioned papers prove uniform convergence results. In another related work, Rice et al. (2020) empirically study the generalization performance of adversarially-trained models and suggest that the generalization behavior can significantly change during training.

**Stability-based generalization analysis:** Algorithmic stability and its connections to the generalization properties of learning algorithms have been studied in several related works. Shalev-Shwartz et al. (2010) discuss learning problems where learnability is feasible considering algorithmic stability, while it is infeasible with uniform convergence. Hardt et al. (2016) bound the generalization risk of the stochastic gradient descent learner by analyzing its algorithmic stability. Feldman and Vondrak (2018, 2019); Bousquet et al. (2020) provide sharper stability-based generalization bounds for standard learning problems. While the above works focus on standard learning problems with a single learner, we use algorithmic stability to analyze generalization in minimax settings with two players.

**Connections between generalization and optimization in deep learning:** The connections between generalization and optimization in deep learning have been studied in several related works. Analyzing the double descent phenomenon (Belkin et al., 2019; Nakkar et al., 2019; Mei and Montanari, 2019), the effect of overparameterization on generalization (Li and Liang, 2018; Allen-Zhu et al., 2019; Arora et al., 2019; Cao and Gu, 2019; Wei et al., 2019; Bietti and Mairal, 2019; Allen-Zhu and Li, 2019; Ongie et al., 2019; Ji and Telgarsky, 2019; Bai and Lee, 2019), and the sharpness of local minima (Keskar et al., 2016; Dinh et al., 2017; Neyshabur et al., 2017a) have been performed in the literature to understand the implicit regularization of gradient methods in deep learning (Neyshabur et al., 2014; Zhang et al., 2016; Ma et al., 2018; Lyu and Li, 2019; Chatterjee, 2020). Schäfer et al. (2019) extend the notion of implicit regularization to simultaneous gradient methods in GAN settings and discuss an optimization-based perspective to this regularization mechanism. Also, Nagarajan and Kolter (2019) suggest that uniform convergence bounds may be unable to explain generalization in supervised deep learning.

**Analyzing convergence and stability of minimax optimization algorithms:** A large body of related papers (Heusel et al., 2017; Sanjabi et al., 2018; Lin et al., 2019; Schäfer and Anandkumar, 2019; Fiez et al., 2019; Nouiehed et al., 2019; Hsieh et al., 2019; Du and Hu, 2019; Wang et al., 2019; Mazumdar et al., 2019; Thékumparampil et al., 2019; Farnia and Ozdaglar, 2020; Mazumdar et al., 2020; Zhang et al., 2020) study convergence properties of first-order and second-order minimax optimization algorithms. Also, the related works (Daskalakis et al., 2017; Daskalakis and Panageas, 2018; Gidel et al., 2018; Liang and Stokes, 2019; Mokhtari et al., 2020) analyze the convergence behavior of optimistic methods and extra gradient (EG) methods as approximations of the proximal point method. We also note that we use the algorithmic stability notion as defined by Bousquet and Elisseeff (2002), which is different from the local and global stability properties of GDA methods around optimal solutions studied in the related papers (Mescheder et al., 2017; Nagarajan and Kolter, 2017; Mescheder et al., 2018; Feizi et al., 2020).
### 3 Preliminaries

In this paper, we focus on two standard families of minimax optimization algorithms: Gradient Descent Ascent (GDA) and Proximal Point Method (PPM). To review the update rules of these algorithms, consider the following minimax optimization problem for minimax objective $f(w, \theta)$ and feasible sets $W, \Theta$:

$$\min_{w \in W} \max_{\theta \in \Theta} f(w, \theta). \tag{1}$$

Then, for stepsize values $\alpha_w, \alpha_\theta$, the followings are the GDA’s and GDmax’s update rules:

$$G_{\text{GDA}}\left(\begin{bmatrix} w \\ \theta \end{bmatrix}\right) := \begin{bmatrix} w - \alpha_w \nabla_w f(w, \theta) \\ \theta + \alpha_\theta \nabla_\theta f(w, \theta) \end{bmatrix}, \quad G_{\text{GDmax}}\left(\begin{bmatrix} w \\ \theta \end{bmatrix}\right) := \begin{bmatrix} w - \alpha_w \nabla_w f(w, \theta) \\ \arg\max_{\hat{\theta} \in \Theta} f(w, \hat{\theta}) \end{bmatrix} \tag{2}$$

In the above, $\arg\max_{\hat{\theta} \in \Theta} f(w, \hat{\theta})$ is the optimal maximizer for $w$. Also, given stepsize parameter $\eta$ the update rule of PPM is as follows:

$$G_{\text{PPM}}\left(\begin{bmatrix} w \\ \theta \end{bmatrix}\right) := \arg\min_{w \in W} \arg\max_{\hat{\theta} \in \Theta} \left\{ f(w, \hat{\theta}) + \frac{1}{2\eta} \|w - w\|^2 + \frac{1}{2\eta\eta} \|\hat{\theta} - \theta\|^2 \right\}, \tag{3}$$

In the Appendix, we also consider and analyze the PPMax algorithm that is a proximal point method fully solving the maximization subproblem at every iteration. Throughout the paper, we commonly use the following assumptions on the Lipschitzness and smoothness of the minimax objective.

**Assumption 1.** $f(w, \theta)$ is jointly $L$-Lipschitz in $(w, \theta)$ and $L_w$-Lipschitz in $w$ over $W \times \Theta$, i.e., for every $w, w' \in W, \theta, \theta' \in \Theta$ we have

$$\|f(w, \theta) - f(w', \theta')\| \leq L \sqrt{\|w - w'\|^2 + \|\theta - \theta'\|^2},$$

$$\|f(w, \theta) - f(w', \theta)\| \leq L_w \|w - w'\|. \tag{4}$$

**Assumption 2.** $f(w, \theta)$ is continuously differentiable and $\ell$-smooth on $W \times \Theta$, i.e., $[\nabla_w f(w, \theta), \nabla_\theta f(w, \theta)]$ is $\ell$-Lipschitz on $W \times \Theta$ and for every $w, w' \in W, \theta, \theta' \in \Theta$ we have

$$\|\nabla_w f(w, \theta) - \nabla_w f(w', \theta')\|^2_2 + \|\nabla_\theta f(w, \theta) - \nabla_\theta f(w', \theta')\|^2_2 \leq \ell^2 (\|w - w'\|^2 + \|\theta - \theta'\|^2_2). \tag{5}$$

We focus on several classes of minimax optimization problems based on the convexity properties of the objective function. Note that a differentiable function $g(u)$ is called convex in $u$ if it satisfies the following inequality for every $u_1, u_2$:

$$g(u_2) \geq g(u_1) + \nabla g(u_1)^T (u_2 - u_1). \tag{6}$$

Furthermore, $g$ is called $\mu$-strongly-convex if for every $u_1, u_2$ it satisfies

$$g(u_2) \geq g(u_1) + \nabla g(u_1)^T (u_2 - u_1) + \frac{\mu}{2} \|u_2 - u_1\|^2. \tag{7}$$

Also, $g$ is called concave and $\mu$-strongly-concave if $-g$ is convex and $\mu$-strongly-convex, respectively.

**Definition 1.** Consider convex feasible sets $W, \Theta$ in minimax problem (1). Then,

- The problem is called convex concave if $f(\cdot, \theta)$ and $f(w, \cdot)$ are respectively convex and concave functions for every $w, \theta$.
- The problem is called $\mu$-strongly-convex strongly-concave if $f(\cdot, \theta)$ and $f(w, \cdot)$ are respectively $\mu$-strongly-convex and $\mu$-strongly-concave functions for every $w, \theta$.
- The problem is called non-convex $\mu$-strongly-concave if $f(w, \cdot)$ is $\mu$-strongly-concave for every $w$. 

4
4 Stability-based Generalization Analysis in Minimax Settings

Consider the following optimization problem for a minimax learning task:

\[
\min_{w \in W} \max_{\theta \in \Theta} R(w, \theta) := \mathbb{E}_{Z \sim P_{Z}} [f(w, \theta; Z)]
\]

The above minimax objective represents a cost function \( f(w, \theta; Z) \) for minimization and maximization variables \( w, \theta \) and data variable \( Z \) that is averaged under the underlying distribution \( P_{Z} \). We call the objective function \( R(w, \theta) \) the true minimax risk. We also define \( R(w) \) as the worst-case minimax risk over the maximization variable \( \theta \):

\[
R(w) := \max_{\theta \in \Theta} R(w, \theta)
\]

In the context of GANs, the worst-case risk \( R(w) \) represents a divergence measure between the learned and true distributions, and in the context of adversarial training it represents the learner’s risk under adversarial perturbations. Since the learner does not have access to the underlying distribution \( P_{Z} \), we estimate the minimax objective using the empirical samples in dataset \( S = (z_1, \ldots, z_n) \) which are drawn according to \( P_{Z} \).

We define the empirical minimax risk as:

\[
R_S(w, \theta) := \frac{1}{n} \sum_{i=1}^{n} f(w, \theta; z_i).
\]

Then, the worst-case empirical risk over the maximization variable \( \theta \) is defined as

\[
R_S(w) := \max_{\theta \in \Theta} R_S(w, \theta).
\]

We define the minimax generalization risk \( \epsilon_{gen}(w) \) of minimization variable \( w \) as the difference between the worst-case true and empirical risks:

\[
\epsilon_{gen}(w) := R(w) - R_S(w).
\]

The above generalization score measures the difference of empirical and true worst-case minimax risks. For a randomized algorithm \( A \) which outputs random outcome \( A(S) = (A_w(S), A_{\theta}(S)) \) for dataset \( S \) we define \( A \)’s expected generalization risk as

\[
\epsilon_{gen}(A) := \mathbb{E}_{S,A} [R(A_w(S)) - R_S(A_w(S))].
\]

**Definition 2.** A randomized minimax optimization algorithm \( A \) is called \( \epsilon \)-uniformly stable in minimization if for every two datasets \( S, S' \in \mathcal{Z}^n \) which differ in only one sample, for every \( z \in \mathcal{Z}, \theta \in \Theta \) we have

\[
\mathbb{E}_A [f(A_w(S), \theta; z) - f(A_w(S'), \theta; z)] \leq \epsilon.
\]

Considering the above definition, we show the following theorem that connects the definition of uniform stability to the generalization risk of the learned minimax model.

**Theorem 1.** Assume minimax learner \( A \) is \( \epsilon \)-uniformly stable in minimization. Then, \( A \)’s expected generalization risk is bounded as

\[
\epsilon_{gen}(A) \leq \epsilon.
\]

**Proof.** We defer the proof to the Appendix.

In the following sections, we apply the above result to analyze generalization for convex concave and non-convex non-concave minimax learning problems.
5 Generalization Analysis for Convex Concave Minimax Problems

Analyzing convergence rates for convex concave minimax problems is well-explored in the optimization literature. Here, we use the algorithmic stability framework to bound the expected generalization risk in convex concave minimax learning problems. We start by analyzing the generalization risk in strongly-convex strongly-concave problems. The following theorem applies the stability framework to bound the expected generalization risk under this scenario.

**Theorem 2.** Let minimax learning objective $f(\cdot, \cdot; z)$ be $\mu$-strongly-convex strongly-concave and satisfy Assumption 2 for every $z$. Assume that Assumption 1 holds for convex-concave $\tilde{f}(w, \theta; z) := f(w, \theta; z) + \frac{\mu}{2}(\|\theta\|_2^2 - \|w\|_2^2)$ and every $z$. Then, full-batch and stochastic GDA and GDmax algorithms with stepsize $\alpha_w = \alpha_\theta \leq \frac{\mu}{L_w}$ will satisfy the following bounds over $T$ iterations:

$$
\epsilon_{gen}(GDA) \leq \frac{2LL_w}{(\mu - \alpha_w^2/2)n}, \quad \epsilon_{gen}(GDmax) \leq \frac{2P_w^2}{\mu n}.
$$

(16)

**Proof.** We defer the proof to the Appendix. In the Appendix, we also prove similar bounds for full-batch and stochastic proximal point methods.

Note that regarding Assumption 1 in the above theorem, we suppose the assumption holds for the deregularized $\tilde{f}$, because a strongly-convex strongly-concave objective cannot be Lipschitz over an unbounded feasible set. We still note that the theorem’s bounds will hold for the original $f$ if in Assumption 1 we define $f$’s Lipschitz constants over bounded feasible sets $W, \Theta$.

Given sufficiently small stepsizes for GDA, Theorem 2 suggests a similar generalization performance between GDA and GDmax which are different by a factor of $L/L_w$. For general convex concave problems, it is well-known in the minimax optimization literature that the GDA algorithm can diverge from an optimal saddle point solution. As we show in the following remark, the generalization bound suggested by the stability framework will also grow exponentially with the iteration count in this scenario.

**Remark 1.** Consider a convex concave minimax objective $f(\cdot, \cdot; z)$ satisfying Assumptions 1 and 2. Given constant stepsizes $\alpha_w = \alpha_\theta = \alpha$, the GDA’s generalization risk over $T$ iterations will be bounded as:

$$
\epsilon_{gen}(GDA) \leq O\left(\frac{\alpha LL_w(1 + \alpha^2T^2/2)}{n}\right).
$$

(17)

In particular, the bound’s exponential dependence on $T$ is tight for the GDA’s generalization risk in the special case of $f(w, \theta; z) = w^\top(z - \theta)$.

**Proof.** We defer the proof to the Appendix.

On the other hand, proximal point methods have been shown to resolve the convergence issues of GDA methods in convex concave problems (Mokhtari et al., 2019, 2020). Here, we also show that these algorithms enjoy a generalization risk growing at most linearly with $T$.

**Theorem 3.** Consider a convex-concave minimax learning objective $f(\cdot, \cdot; z)$ satisfying Assumptions 1 and 2 for every $z$. Then, full-batch and stochastic PPM with parameter $\eta$ will satisfy the following bound over $T$ iterations:

$$
\epsilon_{gen}(PPM) \leq \frac{2\eta LL_w T}{n}.
$$

(18)

**Proof.** We defer the proof to the Appendix. In the Appendix, we also show a similar bound for the PPmax algorithm.

The above generalization bound allows us to analyze the true worst-case minimax risk of PPM learners in convex concave problems. To this end, we decompose the true worst-case risk into the sum of the stability and empirical worst-case risks and optimize the sum of these two error components’ upper-bounds. Note that
Theorem 3 bounds the generalization risk of PPM in terms of stepsize parameter $\eta$ and number of iterations $T$. Therefore, we only need to bound the iteration complexity of PPM’s convergence to an $\epsilon$-approximate saddle point. To do this, we show the following theorem that extends Mokhtari et al. (2019)’s result for PPM to stochastic PPM.

**Theorem 4.** Given a differentiable minimax objective $f(w, \theta; z)$ the average iterate updates $\bar{w}^{(T)} := \frac{1}{T} \sum_{t=1}^{T} w^{(t)}$, $\bar{\theta}^{(T)} := \frac{1}{T} \sum_{t=1}^{T} \theta^{(t)}$ of stochastic PPM (SPPM) with stepsize parameter $\eta$ will satisfy the following for a saddle point $[w^*_S, \theta^*_S]$ of the empirical risk under dataset $S$:

$$E_S [R_S(\bar{w}^{(T)})] - R_S(w^*_S) \leq \frac{\|w^{(0)}, \theta^{(0)}\|_{2}^2}{2\eta T}. \quad (19)$$

**Proof.** We defer the proof to the Appendix. In the Appendix, we also prove a similar result for stochastic PPmax.

The above convergence result suggests that the expected empirical worst-case risk of applying $T$ iterations of stochastic PPM will be at most $O(1/\eta T)$. In addition, Theorem 3 shows that using that number of iterations the generalization risk will be bounded by $O(\eta T/n)$. Minimizing the sum of these two error components, the following corollary bounds the excess risk suffered by the PPM algorithm.

**Corollary 1.** Consider a convex concave minimax objective and a proximal point method optimizer with constant parameter $\eta$. Given that $\|w^{(0)} - w^*\|^2 + \|\theta^{(0)} - \theta^*\|^2 \leq D^2$ holds with probability 1 for optimal saddle solution $(w^*, \theta^*)$ of the minimax risk, it will take $T_{PPM} = \sqrt{\frac{nD^2}{2\eta^2L_L}}$ iterations for the average iterate $\bar{w}^{(T)} = \frac{1}{T} \sum_{t=1}^{T} w^{(t)}$ of full-batch and stochastic PPM to have the following bounded excess risk:

$$E_{S,A}[R(\bar{w}^{(T_{PPM})})] - R(w^*) \leq \sqrt{\frac{2D^2LL_L}{n}}. \quad (20)$$

**Proof.** We defer the proof to the Appendix. In the Appendix, we prove a similar bound for full-batch and stochastic PPmax as well.

### 6 Generalization Analysis for Non-convex Non-concave Minimax Problems

In the previous section, we showed that in convex-concave minimax problems simultaneous and non-simultaneous optimization algorithms have similar generalization error bounds which are different by a constant factor $L/L_L$. However, we demonstrate that this result does not generalize to general non-convex non-concave problems. We first study the case of non-convex strongly-concave minimax learning problems, where we can analytically characterize the generalization bounds for both stochastic GDA and GDmax algorithms. The following theorem states the results of applying the algorithmic stability framework to bound the generalization risk in such minimax problems.

**Theorem 5.** Let learning objective $f(w, \theta; z)$ be non-convex $\mu$-strongly-concave and satisfy Assumptions 1 and 2. Also, we assume that $f_{\max}(w; z) := \max_{\theta \in \Theta} f(w, \theta; z)$ is bounded as $0 \leq f_{\max}(w; z) \leq 1$ for every $w, z$. Then, defining $\kappa := \ell/\mu$ we have

1. The stochastic GDA (SGDA) algorithm with stepsizes $\alpha_{w,t} = c/t$, $\alpha_{\theta,t} = cr^2/t$ for constants $c > 0, 1 \leq r \leq \kappa$ satisfies the following bound over $T$ iterations:

$$\epsilon_{gen}(SGDA) \leq \frac{1}{n} \frac{1}{T} \left(12(r+1)cLL_L \right)^{\frac{1}{\kappa}} T^{\frac{(r+1)c}{(\kappa + 1)c+\ell}}. \quad (21)$$


2. The stochastic GDmax (SGDmax) algorithm with stepsize \( \alpha_{w,t} = c/t \) for constant \( c > 0 \) satisfies the following bound over \( T \) iterations:

\[
\epsilon_{\text{gen}}(\text{SGDmax}) \leq 1 + \frac{2}{(\kappa+2)c} \left( \frac{2cL_w^2}{(\kappa+2)c+2} T \right)^{\frac{1}{(\kappa+2)c+1}}.
\] (22)

Proof. We defer the proof to the Appendix.

The above result shows that the generalization risks of stochastic GDA and GDmax change with the number of iterations and training set size as:

\[
\epsilon_{\text{gen}}(\text{SGDA}) \approx O\left( \frac{T^{\frac{r+1}{r+1}}}{n} \right),
\]
\[
\epsilon_{\text{gen}}(\text{SGDmax}) \approx O\left( \frac{T^{\frac{\kappa^2+1}{\kappa^2+1}}}{n} \right).
\] (23)

Therefore, considering a maximization to minimization stepsize ratio of \( r^2 < \kappa^2/4 \) will result in a better generalization bound for stochastic GDA compared to stochastic GDmax over a fixed and sufficiently large number of iterations.

Next, we consider general non-convex non-concave minimax problems and apply the algorithmic stability framework to bound the generalization risk of the stochastic GDA algorithm. Note that the maximized value of a non-strongly-concave function is in general non-smooth. Consequently, the stability framework does not result in a bounded generalization risk for the GDmax algorithm in general non-convex non-concave problems.

**Theorem 6.** Let \( 0 \leq f(\cdot, \cdot; z) \leq 1 \) be a bounded non-convex non-concave objective satisfying Assumptions 1 and 2. Then, the SGDA algorithm with stepsizes \( \max\{\alpha_{w,t}, \alpha_{\theta,t}\} \leq c/t \) for constant \( c > 0 \) satisfies the following bound over \( T \) iterations:

\[
\epsilon_{\text{gen}}(\text{SGDA}) \leq 1 + \frac{1}{n} \left( 2cL_w \right)^{\frac{1}{\kappa^2+1}} T^{\frac{1}{\kappa^2+1}}.
\] (24)

Proof. We defer the proof to the Appendix.

**Theorem 6** also shows that the SGDA algorithm with vanishing stepsize values will have a bounded generalization risk of \( O(T^{\frac{1}{\kappa^2}}/n) \) over \( T \) iterations. On the other hand, the stochastic GDmax algorithm does not enjoy a bounded algorithmic stability degree in non-convex non-concave problems, since the optimal maximization value behaves non-smoothly in general.

### 7 Numerical Experiments

Here, we numerically examine the theoretical results of the previous sections. We first focus on a Gaussian setting for analyzing strongly-convex strongly-concave and convex concave minimax problems. Then, we empirically study generative adversarial networks (GANs) as non-convex non-concave minimax learning tasks.

#### 7.1 Convex Concave Minimax Problems

To analyze our generalization results for convex concave minimax settings, we considered an isotropic Gaussian data vector \( Z \sim \mathcal{N}(0, I_{d \times d}) \) with zero mean and identity covariance. In our experiments, we chose \( Z \)'s dimension to be \( d = 50 \). We drew \( n = 1000 \) independent samples from the underlying Gaussian distribution to form a training dataset \( S = (z_1, \ldots, z_n) \). For the \( \mu \)-strongly-convex strongly-concave scenario, we considered the following minimax objective:

\[
f_1(w, \theta; z) = w^T(z - \theta) + \frac{\mu}{2} (\|w\|^2 - \|\theta\|^2).
\] (25)
Figure 1: Numerical results for convex concave minimax problems

In our experiments, we used $\mu = 0.1$ and constrained the optimization variables to satisfy the norm bounds $\|w\|_2, \|\theta\|_2 \leq 100$ which we enforced by projection after every optimization step. Note that for the above minimax objective we have

$$\epsilon_{\text{gen}}(w) = w^T (E[Z] - E_S[Z]),$$

where $E[Z] = 0$ is the underlying mean and $E_S[Z] := \frac{1}{n} \sum_{i=1}^n z_i$ is the empirical mean.

To optimize the empirical minimax risk, we applied stochastic GDA with stepsize parameters $\alpha_w = \alpha_{\theta} = 0.02$ and stochastic PPM with parameter $\eta = 0.02$ each for $T = 20,000$ iterations. Figure 1a shows the generalization risk values over the optimization achieved by the stochastic GDA (top) and PPM (bottom) algorithms. As shown in this figure, the absolute value of generalization risk remained bounded during the optimization for both the learning algorithms. In our experiments, we also observed a similar generalization behavior with full-batch GDA and PPM algorithms. We defer the results of those experiments to the supplementary document. Hence, our experimental results support Theorem 2’s generalization bounds.

Regarding convex concave minimax problems, as suggested by Remark 1 we considered the following bilinear minimax objective in our experiments:

$$f_2(w, \theta; z) = w^T (z - \theta).$$

We constrained the norm of optimization variables as $\|w\|_2, \|\theta\|_2 \leq 100$ which we enforced through projection after every optimization iteration. Similar to the strongly-convex strongly-concave objective (25), for the
above minimax objective we have the generalization risk in (26) with $E[Z]$ and $E_S[Z]$ being the true and empirical mean vectors.

We optimized the minimax objective (27) via stochastic and full-batch GDA and PPM algorithms. Figure 1b demonstrates the generalization risk evaluated at different iterations of applying stochastic GDA and PPM algorithms. As suggested by Remark 1, the generalization risk of stochastic GDA grew exponentially over the first 15,000 iterations before the variables reached the boundary of their feasible sets and then the generalization risk oscillated with a nearly constant amplitude of 6.2. On the other hand, we observed that the generalization risk of the stochastic PPM algorithm stayed bounded and below 0.5 for all the 20,000 iterations (Figure 1b-bottom). Therefore, our numerical experiments also indicate that while in general convex concave problems the stochastic GDA learner can potentially suffer from a poor generalization performance, the PPM algorithm has a bounded generalization risk as shown by Theorem 3.

### 7.2 Non-convex Non-concave Problems

To numerically analyze generalization in general non-convex non-concave minimax problems, we experimented the performance of simultaneous and non-simultaneous optimization algorithms in training GANs. In our GAN experiments, we considered the standard architecture of DC-GANs (Radford et al., 2015) with 4-layer...
convolutional neural net generator and discriminator functions. For the minimax objective, we used the formulation of vanilla GAN (Goodfellow et al., 2014) that is

\[ f(w, \theta; z) = \log(D_w(z)) + \mathbb{E}_\nu \left[ \log(1 - D_w(G_\theta(\nu))) \right]. \] (28)

For computing the above objective, we used Monte-Carlo simulation using 100 fresh latent samples \( \nu_i \sim N(0, I_{r=128}) \) to approximate the expected value over generator’s latent variable \( \nu \) at every optimization step. We followed all the experimental details from Gulrajani et al. (2017)’s standard implementation of DC-GAN. Furthermore, we applied spectral normalization (Miyato et al., 2018) to regularize the discriminator function and assist reaching a near optimal solution for discriminator via boundedly many iterations needed for non-simultaneous optimization methods. We trained the spectrally-normalized GAN (SN-GAN) problem over CIFAR-10 (Krizhevsky et al., 2009) and CelebA (Liu et al., 2018) datasets. We divided the CIFAR-10 and CelebA datasets to 50,000, 160,000 training and 10,000, 40,000 test samples, respectively.

To optimize the minimax risk function, we used the standard Adam algorithm (Kingma and Ba, 2014) with batch-size 100. For simultaneous optimization algorithms we applied 1,1 Adam descent ascent with the parameters \( lr = 10^{-4}, \beta_1 = 0.5, \beta_2 = 0.9 \) for both minimization and maximization updates. To apply a non-simultaneous algorithm, we used 100 Adam maximization steps per minimization step and increased the maximization learning rate to \( 5 \times 10^{-4} \). We ran each GAN experiment for \( T = 100,000 \) iterations.

Figure 2 shows the estimates of the empirical and true minimax risks in the CIFAR-10 and CelebA experiments, respectively. We used 2000 randomly-selected samples from the training and test sets for every estimation task. As seen in Figure 2’s plots, for the experiments applying simultaneous 1,1 Adam optimization the empirical minimax risk generalizes properly from training to test samples (Figure 2-top). In contrast, in both the experiments with non-simultaneous methods after 30,000 iterations the empirical minimax risk suffers from a considerable generalization gap from the true minimax risk (Figure 2-bottom). The gap between the training and test minimax risks grew between iterations 30,000-60,000. The test minimax risk fluctuated over the subsequent iterations, which could be due to the insufficiency of 100 Adam ascent steps to follow the optimal discriminator solution at those iterations.

The numerical results of our GAN experiments suggest that non-simultaneous algorithms which attempt to fully solve the maximization subproblem at every iteration can lead to large generalization errors. On the other hand, standard simultaneous algorithms used for training GANs enjoy a bounded generalization error which can help the training process find a model with nice generalization properties. We defer further experimental results to the supplementary document.
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Appendix A  Additional Numerical Results

A.1 Convex Concave Minimax Settings

Here, we provide the results of the numerical experiments discussed in the main text for full-batch GDA and PPM algorithms as well as stochastic and full-batch GDmax algorithms. Note that in these experiments we use the same minimax objective and hyperparameters mentioned in the main text. Figure 3 shows the generalization risk in our experiments for the GDA algorithm. As seen in Figure 3 (right), the results for full-batch and stochastic GDA algorithms in the bilinear convex concave case look similar, with the only exception that the generalization risk in the full-batch case reached a slightly higher amplitude of 7.8. On the other hand, in the strongly-convex strongly-concave case, full-batch GDA demonstrated a vanishing generalization risk, whereas stochastic GDA could not reach below an amplitude of 0.2.

Figure 4 shows the results of our experiments for full-batch PPM. Observe that the generalization risk in both cases decreases to reach smaller values than those for stochastic PPM. Finally, Figures 5 and 6 include the results for full-batch and stochastic GDmax algorithms. With the exception of the full-batch GDmax case for the bilinear objective (Figure 5-right), in all the other cases the generalization risk did not grow during the optimization, which is comparable to our results in the GDA experiments.

A.2 Non-convex Non-concave Minimax Settings

Here, we provide the image samples generated by the trained GANs discussed in the main text. Figure 7 shows the CIFAR-10 samples generated by the simultaneous 1,1 Adam training (Figure 7-left) and non-simultaneous 1,100-Adam optimization (Figure 7-right). While we observed that the simultaneous training experiment generated qualitatively sharper samples, the non-simultaneous optimization did not lead to any significant training failures. However, as we discussed in the main text the generalization risk in the non-simultaneous training was significantly larger than that of simultaneous training. Figure 8 shows the generated images in the CelebA experiments, which are qualitatively comparable between the two training algorithms. However, as discussed in the text the trained discriminator had a harder task in classifying the training samples from the generated samples than in classifying the test samples from the generated samples, suggesting a potential overfitting of the training samples in the non-simultaneous training experiment.
Appendix B  Proofs

B.1  The Expansivity Lemma for Minimax Problems

We will apply the following lemma to analyze the stability of gradient-based methods. We call an update rule \( G \) \( \gamma \)-expansive if for every \( w, w' \in \mathcal{W}, \theta, \theta' \in \Theta \) we have

\[
\| G(w, \theta) - G(w', \theta') \|_2 \leq \gamma \sqrt{\| w - w' \|_2^2 + \| \theta - \theta' \|_2^2}. \tag{29}
\]

Lemma 1. Consider the GDA and PPM updates for the following minimax problem

\[
\min_{w \in \mathcal{W}} \max_{\theta \in \Theta} f(w, \theta), \tag{30}
\]

where we assume objective \( f(w, \theta) \) satisfies Assumptions 1 and 2. Then,

1. For a non-convex non-concave minimax problem, \( G_{\text{GDA}} \) is \((1 + \ell \max \{\alpha_w, \alpha_\theta\})\)-expansive. Assuming \( \eta < \frac{1}{\ell} \), \( G_{\text{PPM}} \) will be \( 1/(1 - \ell \eta) \)-expansive.
2. For a convex concave minimax problem with $\alpha_w = \alpha_\theta$, $G_{\text{GDA}}$ is $\sqrt{1 + \ell^2 \alpha_w^2}$-expansive and $G_{\text{PPM}}$ will be $1$-expansive.

3. For a $\mu$-strongly-convex strongly-concave minimax problem, given that $\alpha_w = \alpha_\theta \leq \frac{2\mu}{\ell^2}$, $G_{\text{GDA}}$ is $(1 - \alpha_w \mu + \alpha_w^2 (\ell^2/2))$-expansive and $G_{\text{PPM}}$ will be $1/(1 + \mu \eta)$-expansive.

Proof. In Case 1 with non-convex non-concave minimax objective, $f$’s smoothness property implies that for every $(w, \theta)$ and $(w', \theta')$:

$$
\|G_{\text{GDA}}(\begin{bmatrix} w \\ \theta \end{bmatrix}) - G_{\text{GDA}}(\begin{bmatrix} w' \\ \theta' \end{bmatrix})\| = \left\| \begin{bmatrix} w - w' - \alpha_w (\nabla_w f(w, \theta) - \nabla_w f(w', \theta')) \\ \theta - \theta' + \alpha_\theta (\nabla_\theta f(w, \theta) - \nabla_\theta f(w', \theta')) \end{bmatrix} \right\|
$$

$$
\leq \left\| \begin{bmatrix} w - w' \\ \theta - \theta' \end{bmatrix} \right\| + \left\| \begin{bmatrix} \alpha_w (\nabla_w f(w, \theta) - \nabla_w f(w', \theta')) \\ \alpha_\theta (\nabla_\theta f(w, \theta) - \nabla_\theta f(w', \theta')) \end{bmatrix} \right\|
$$

$$
\leq (1 + \ell \max \{\alpha_w, \alpha_\theta\}) \left\| \begin{bmatrix} w \\ \theta \end{bmatrix} - \begin{bmatrix} w' \\ \theta' \end{bmatrix} \right\|,
$$

(31)

which completes the proof for the GDA update. For the proximal operator, note that given $\eta \leq \frac{1}{\ell}$ the proximal optimization reduces to optimizing a strongly-convex strongly-concave minimax problem with a unique saddle solution and therefore at $(w_{\text{PPM}}, \theta_{\text{PPM}}) = G_{\text{PPM}}(w, \theta)$ we have

$$
w_{\text{PPM}} - w = \eta \nabla_w f(w_{\text{PPM}}, \theta_{\text{PPM}}), \quad \theta - \theta_{\text{PPM}} = \eta \nabla_\theta f(w_{\text{PPM}}, \theta_{\text{PPM}}).
$$

(32)
As shown by Rockafellar (1976), the above property implies that the proximal operator for a convex-concave minimization problem will be monotone.

As a result, we have

\[ \| G_{PPM}(\begin{bmatrix} w \\ \theta \end{bmatrix}) - G_{PPM}(\begin{bmatrix} w' \\ \theta' \end{bmatrix}) \| \]
\[ = \| \begin{bmatrix} w - w' + \eta(\nabla_w f(G_{PPM}(w, \theta)) - \nabla_w f(G_{PPM}(w', \theta'))) \\ \theta - \theta' - \eta(\nabla_\theta f(G_{PPM}(w, \theta)) - \nabla_\theta f(G_{PPM}(w', \theta'))) \end{bmatrix} \| \]
\[ \leq \| w - w' \| + \| \eta(\nabla_w f(G_{PPM}(w, \theta)) - \nabla_w f(G_{PPM}(w', \theta'))) \| \]
\[ \leq \| \begin{bmatrix} w \\ \theta \end{bmatrix} - \begin{bmatrix} w' \\ \theta' \end{bmatrix} \| + \frac{\eta}{\ell} \| G_{PPM}(w, \theta) - G_{PPM}(w', \theta') \|, \] (33)

The final result of the above inequalities implies that

\[ (1 - \frac{\eta}{\ell}) \| G_{PPM}(w, \theta) - G_{PPM}(w', \theta') \| \leq \| \begin{bmatrix} w \\ \theta \end{bmatrix} - \begin{bmatrix} w' \\ \theta' \end{bmatrix} \|, \] (34)

which completes the proof for the case of non-convex non-concave case.

For convex-concave objectives, the proof is mainly based on the monotonicity of convex concave objective’s gradients (Rockafellar, 1976), implying that for every \( w, w', \theta, \theta' \):

\[ \begin{bmatrix} w \\ \theta \end{bmatrix} - \begin{bmatrix} w' \\ \theta' \end{bmatrix} \begin{bmatrix} \nabla_w f(w, \theta) \\ \nabla_\theta f(w, \theta) \end{bmatrix} - \begin{bmatrix} \nabla_w f(w', \theta') \\ \nabla_\theta f(w', \theta') \end{bmatrix} \] \[ \geq 0. \] (35)

As shown by Rockafellar (1976), the above property implies that the proximal operator for a convex-concave minimax objective will also be monotone and 1-expansive for any positive choice of \( \eta \). For the GDA update, note that due to the monotonicity property

\[ \| G_{GDA}(\begin{bmatrix} w \\ \theta \end{bmatrix}) - G_{GDA}(\begin{bmatrix} w' \\ \theta' \end{bmatrix}) \|_2 \]
\[ = \| \begin{bmatrix} w - w' \\ \theta - \theta' \end{bmatrix} \|_2^2 - 2\alpha_w \begin{bmatrix} w - w' \\ \theta - \theta' \end{bmatrix}^T \begin{bmatrix} \nabla_w f(w, \theta) - \nabla_w f(w', \theta') \\ -\nabla_\theta f(w, \theta) + \nabla_\theta f(w', \theta') \end{bmatrix} \]
\[ + \alpha_w \| \begin{bmatrix} \nabla_w f(w, \theta) - \nabla_w f(w', \theta') \\ \nabla_\theta f(w, \theta) - \nabla_\theta f(w', \theta') \end{bmatrix} \|_2^2 \]
\[ \leq (1 + \alpha_w \ell^2) \| \begin{bmatrix} w - w' \\ \theta - \theta' \end{bmatrix} \|_2^2, \] (36)
which results in the following inequality and completes the proof for the convex-concave case:

\[
\|G_{\text{GDA}}(w, \theta) - G_{\text{GDA}}(w', \theta')\|_2 \leq \sqrt{1 + \alpha_w^2 \epsilon^2} \|w - w'\|_2. 
\]

(37)

Finally, for the strongly-convex strongly-concave case, note that \(\tilde{f}(w, \theta) = f(w, \theta) + \frac{\eta}{2} (\|\theta\|^2 - \|w\|^2)\) will be convex-concave and hence the proximal update \((w_{PPM}, \theta_{PPM}) = G_{PPM}(w, \theta)\) will satisfy

\[
\frac{1}{1 + \mu \eta} w = w_{PPM} + \frac{\eta}{1 + \mu \eta} \nabla_w \tilde{f}(w_{PPM}, \theta_{PPM}),
\]

\[
\frac{1}{1 + \mu \eta} \theta = \theta_{PPM} - \frac{\eta}{1 + \mu \eta} \nabla_\theta \tilde{f}(w_{PPM}, \theta_{PPM}),
\]

(38)

where the right-hand side follows from the proximal update for \(\tilde{f}\) with stepsize \(\eta/(1 + \mu \eta)\) and hence \((1 + \mu \eta)\)-expansive. Furthermore, for GDA updates note that

\[
\|G_{\text{GDA}}(w, \theta) - G_{\text{GDA}}(w', \theta')\|_2
\]

\[
= (1 - \mu \alpha_w)^2 \|w - w'\|_2^2 - 2(1 - \mu \alpha_w) \alpha_w \|w - w'\|_2 \|\nabla_w \tilde{f}(w, \theta) - \nabla_w \tilde{f}(w', \theta')\|_2^2 + \alpha_w^2 \left[\frac{\|\nabla_w f(w, \theta) - \nabla_w \tilde{f}(w', \theta')\|_2^2}{\|\nabla_{\theta} \tilde{f}(w, \theta) - \nabla_{\theta} \tilde{f}(w', \theta')\|_2^2}\right] \leq ((1 - \mu \alpha_w)^2 + \alpha_w^2 \epsilon^2) \|w - w'\|_2^2 \leq (1 - 2 \mu \alpha_w + \alpha_w^2 \epsilon^2) \|w - w'\|_2^2.
\]

(39)

Note that the above result finishes the proof because \(\sqrt{1 - t} \leq 1 - t/2\) holds for every \(t \leq 1\), which is based on the lemma’s assumption \(\alpha_w \leq 2 \mu / \ell^2\). Also, the last inequality in the above holds since \(\tilde{f}\) will be \(\sqrt{\ell^2 - \mu^2}\)-smooth. This is because \(f\) is assumed to be \(\ell\)-smooth, implying that for every \(w, w', \theta, \theta'\) we have

\[
\ell^2 \|w - w'\|_2 \geq \|\nabla_w f(w, \theta) - \nabla_w \tilde{f}(w', \theta')\|_2 \geq \frac{\|\nabla_w f(w, \theta) - \nabla_w \tilde{f}(w', \theta')\|_2^2}{\frac{\|\nabla_{\theta} \tilde{f}(w, \theta) - \nabla_{\theta} \tilde{f}(w', \theta')\|_2^2}{2}} + \frac{\|\nabla_{\theta} \tilde{f}(w, \theta) - \nabla_{\theta} \tilde{f}(w', \theta')\|_2^2}{2} \geq \mu \|w - w'\|_2^2 + \mu \|\nabla_{\theta} \tilde{f}(w, \theta) - \nabla_{\theta} \tilde{f}(w', \theta')\|_2^2.
\]

(40)

where the inequality uses the monotonicity of the gradient operator. The final inequality shows that \(\tilde{f}\) will be \(\sqrt{\ell^2 - \mu^2}\)-smooth and hence finishes the proof. \(\square\)

### B.2 Proof of Theorem 1

**Theorem.** Assume minimax learner \(A\) is \(\epsilon\)-uniformly stable in minimization. Then, \(A\)’s expected generalization risk is bounded as \(\epsilon_{\text{gen}}(A) \leq \epsilon\).
Proof. Here, we provide a proof based on standard techniques in stability-based generalization theory (Bousquet and Elisseeff, 2002). To show this theorem, consider two independent datasets \( S = (z_1, \ldots, z_n) \) and \( S' = (z_1', \ldots, z_n') \). Using \( S^{(i)} = (z_1, \ldots, z_{i-1}, z_i', z_{i+1}, \ldots, z_n) \) to denote the dataset with the \( i \)th sample replaced with \( z_i' \), we will have

\[
\mathbb{E}_S \mathbb{E}_A[R_S(A_w(S))] = \mathbb{E}_S \mathbb{E}_A \left[ \frac{1}{n} \sum_{i=1}^{n} \max_{\theta \in \Theta} f(A_w(S), \theta; z_i) \right] \\
= \mathbb{E}_S \mathbb{E}_S' \mathbb{E}_A \left[ \frac{1}{n} \sum_{i=1}^{n} \max_{\theta \in \Theta} f(A_w(S^{(i)}), \theta; z_i') \right] \\
= \mathbb{E}_S \mathbb{E}_S' \mathbb{E}_A \left[ \frac{1}{n} \sum_{i=1}^{n} \max_{\theta \in \Theta} f(A_w(S), \theta; z_i') \right] + \zeta \\
= \mathbb{E}_S \mathbb{E}_A[R(A_w(S))] + \zeta. 
\]

In the above, \( \zeta \) is defined as

\[
\zeta := \mathbb{E}_S \mathbb{E}_S' \mathbb{E}_A \left[ \frac{1}{n} \sum_{i=1}^{n} \left( \max_{\theta \in \Theta} f(A_w(S^{(i)}), \theta; z_i') - \max_{\theta' \in \Theta} f(A_w(S), \theta'; z_i') \right) \right].
\]

Note that due to the uniform stability assumption for every data point \( z \) and datasets \( S, S' \) with only one different sample we have

\[
\max_{\theta \in \Theta} f(A_w(S), \theta; z) - \max_{\theta' \in \Theta} f(A_w(S'), \theta'; z) \leq \max_{\theta \in \Theta} \left\{ f(A_w(S), \theta; z) - f(A_w(S'), \theta; z) \right\} \leq \epsilon. 
\]

Therefore, replacing the order of \( S, S' \) in the above inequality we obtain

\[
\left| \max_{\theta \in \Theta} f(A_w(S), \theta; z) - \max_{\theta' \in \Theta} f(A_w(S'), \theta'; z) \right| \leq \epsilon. 
\]

As a result, we conclude that \(|\zeta| \leq \epsilon\) which shows that

\[
|\mathbb{E}_S \mathbb{E}_A[R_S(A_w(S))] - \mathbb{E}_S \mathbb{E}_A[R(A_w(S))]| \leq \epsilon. 
\]

The proof is hence complete. \(\square\)

### B.3 Proof of Theorem 2

Note that in the following discussion we define PPmax as a proximal point method which fully optimizes the maximization variable at every iteration with the following update rule:

\[ G_{PPmax}(\bar{w}, \theta) := \arg\min_{\bar{w} \in W} \arg\max_{\theta \in \Theta} \left\{ f(\bar{w}, \bar{\theta}) + \frac{1}{2\eta}\|\bar{w} - w\|_2^2 \right\}. \]

**Theorem.** Let minimax learning objective \( f(\cdot, \cdot; z) \) be \( \mu \)-strongly convex strongly-concave and satisfy Assumption 2 for every \( z \). Assume that Assumption 1 holds for convex-concave \( \bar{f}(w, \theta; z) := f(w, \theta; z) + \frac{\mu}{2}(\|\theta\|_2^2 - \|w\|_2^2) \) and every \( z \). Then,

1. Full-batch and Stochastic GDA and GDmax with constant stepsize \( \alpha_w = \alpha_{\theta} \leq \frac{2\mu}{L} \) for \( T \) iterations will satisfy

\[
\epsilon_{\text{gen}}(\text{GDA}), \epsilon_{\text{gen}}(\text{SGDA}) \leq \frac{2L\mu}{(\mu - \frac{\alpha_w^2\mu}{2})n}, \quad \epsilon_{\text{gen}}(\text{GDmax}), \epsilon_{\text{gen}}(\text{SGDmax}) \leq \frac{2L^2}{\mu n}. 
\]

2. Full-batch and stochastic PPM and PPmax with constant parameter \( \eta \) for \( T \) iterations will satisfy

\[
\epsilon_{\text{gen}}(\text{PPM}), \epsilon_{\text{gen}}(\text{SPPM}) \leq \frac{2L\mu}{\mu n}, \quad \epsilon_{\text{gen}}(\text{PPmax}), \epsilon_{\text{gen}}(\text{SPPmax}) \leq \frac{2L^2}{\mu n}. 
\]
Proof. We start by proving the following lemmas.

**Lemma 2** (Growth Lemma). *Consider two sequences of updates \( G_1, \ldots, G_T \) and \( G'_1, \ldots, G'_T \) with the same starting point \( w_0 = w'_0, \theta_0 = \theta'_0 \). We define \( \delta_t := \sqrt{\|w_t - w'_t\|^2 + \|\theta_t - \theta'_t\|^2} \). Then, if \( G_T, G'_T \) is \( \xi \)-expansive we have \( \delta_{t+1} \leq \xi \delta_t \) for identical \( G_t = G'_t \), and in general we have
\[
\delta_{t+1} \leq \min\{\xi, 1\} \delta_t + \sup_{w, \theta} \{\|w, \theta\| - G_t([w, \theta])\} + \sup_{w, \theta} \{\|w, \theta\| - G'_t([w, \theta])\}. \tag{48}
\]
Furthermore, for any constant \( r \) we have
\[
\delta_{t+1} \leq \xi \delta_t + \sup_{w, \theta} \{r |w, \theta| - G_t([w, \theta])\} + \sup_{w, \theta} \{r |w, \theta| - G'_t([w, \theta])\}. \tag{49}
\]
Finally, if \( G_t = G + \tilde{G}_t \) and \( G'_t = G + \tilde{G}'_t \) for \( \xi_0 \)-expansive \( G \) and \( \xi_1 \)-expansive \( \tilde{G}_t \) and \( \tilde{G}'_t \), then for any constant \( r \) we have
\[
\delta_{t+1} \leq (\xi_0 + \xi_1) \delta_t + \sup_{w, \theta} \{r |w, \theta| - \tilde{G}_t([w, \theta])\} + \sup_{w, \theta} \{r |w, \theta| - \tilde{G}'_t([w, \theta])\}. \tag{50}
\]

**Proof.** The first part of the theorem is a direct consequence of the definition of the \( \xi \)-expansive operators. For the second part, note that
\[
\delta_{t+1} = \|G_t([w_t, \theta_t]) - G'_t([w'_t, \theta'_t])\|
\]
\[
= \|G_t([w_t, \theta_t]) - [w_t, \theta_t] + [w'_t, \theta'_t] - G'_t([w'_t, \theta'_t])\|
\]
\[
\leq \|G_t([w_t, \theta_t]) - [w_t, \theta_t]\| + \|w'_t, \theta'_t\| + \|w'_t, \theta'_t\| - G'_t([w'_t, \theta'_t])\|
\]
\[
\leq \delta_t + \sup_{w, \theta} \{\|w, \theta\| - G_t([w, \theta])\} + \sup_{w, \theta} \{\|w, \theta\| - G'_t([w, \theta])\}. \tag{51}
\]
In addition, we can bound \( \delta_{t+1} \) as
\[
\delta_{t+1} = \|G_t([w_t, \theta_t]) - G'_t([w'_t, \theta'_t])\|
\]
\[
= \|G_t([w_t, \theta_t]) - G_t([w'_t, \theta'_t]) + G_t([w'_t, \theta'_t]) - G'_t([w'_t, \theta'_t])\|
\]
\[
\leq \|G_t([w_t, \theta_t]) - G_t([w'_t, \theta'_t])\| + \|G_t([w'_t, \theta'_t]) - G'_t([w'_t, \theta'_t])\|
\]
\[
\leq \xi \delta_t + \sup_{w, \theta} \{r |w, \theta| - G_t([w, \theta])\} + \sup_{w, \theta} \{r |w, \theta| - G'_t([w, \theta])\}. \tag{52}
\]
The above result for general constant \( r \) and also combined with the previous result with \( r = 1 \) finishes the proof of the first two parts. For the final segment of the lemma, note that
\[
\delta_{t+1} = \|G_t([w_t, \theta_t]) - G'_t([w'_t, \theta'_t])\|
\]
\[
= \|G([w_t, \theta_t]) + \tilde{G}_t([w_t, \theta_t]) - G([w'_t, \theta'_t]) - \tilde{G}'_t([w'_t, \theta'_t])\|
\]
\[
\leq \|G([w_t, \theta_t]) - G([w'_t, \theta'_t])\| + \|\tilde{G}_t([w_t, \theta_t]) - \tilde{G}'_t([w'_t, \theta'_t])\|
\]
\[
\leq \xi_0 \delta_t + \sup_{w, \theta} \{r |w, \theta| - \tilde{G}_t([w, \theta])\} + \sup_{w, \theta} \{r |w, \theta| - \tilde{G}'_t([w, \theta])\}. \tag{53}
\]
The above equations, the last line follows from the second part of the lemma which finishes the proof. \qed

In order to show the Theorem for SGDA updates, note that given two datasets \( S, S' \) of size \( n \) with only one different sample at every iteration of stochastic GDA the update rule will be the same with probability \( 1 - 1/n \) and with probability \( 1/n \) we have two different \( (1 - \alpha_w \mu + \alpha_w \ell^2/2) \)-expansive operators both of which satisfy
\[
\sup_{w, \theta} \{\|w, \theta\| - G_{SGDA}([w, \theta])\} \leq L \alpha_w. \tag{54}
\]
The above inequality holds, because \( \tilde{f} \) is assumed to be continuously differentiable and \( L \)-Lipschitz. As a result, Lemmas 2.1 together with the law of total probability imply that the expected norm of \( \delta_t^{SGDA} = \sqrt{\|w_t - w'_t\|^2 + \|\theta_t - \theta'_t\|^2} \) for the SGDA updates applied to the two datasets will satisfy

\[
E[\delta_{t+1}^{SGDA}] \leq (1 - \frac{1}{n})(1 - \alpha_w \mu + \frac{\alpha_w^2 \ell^2}{2})E[\delta_t^{SGDA}] + \frac{1}{n}(1 - \alpha_w \mu + \frac{\alpha_w^2 \ell^2}{2})E[\delta_t^{SGDA}] + 2\alpha_w L
\]

\[
= (1 - \alpha_w \mu + \frac{\alpha_w^2 \ell^2}{2})E[\delta_t^{SGDA}] + \frac{2\alpha_w L}{n}.
\]

Note that in the above upper-bound \( 1 - \frac{1}{n} \) is the probability that the stochastic GDA algorithm chooses a shared sample between the two datasets and \( \frac{1}{n} \) is the probability of picking the index of the different sample.

Similarly, the update rule for the full-batch GDA algorithm can be written as the sum of the updates for the shared samples, i.e., \( \sum_{i=1}^{n-1} \frac{1}{\pi} G_{GDA}(\{w, \theta \}; z_i) \), and the different sample \( z_n \)'s update \( \frac{1}{\pi} G_{GDA}(\{w, \theta \}; z_n) \). As a result, the last part of Lemma 2 together with Lemma 1 implies that

\[
\delta_{t+1}^{GDA} \leq (1 - \frac{1}{n})(1 - \alpha_w \mu + \frac{\alpha_w^2 \ell^2}{2})\delta_t^{GDA} + \frac{1}{n}(2\alpha_w L)
\]

\[
= (1 - \alpha_w \mu + \frac{\alpha_w^2 \ell^2}{2})E[\delta_t^{GDA}] + \frac{2\alpha_w L}{n},
\]

which is the same bound we derived for stochastic GDA. Therefore, given that \( \delta_0 = 0 \), for SGDA updates we have

\[
E[\delta_t^{SGDA}] \leq \frac{2\alpha_w L}{n} \sum_{i=0}^{t} (1 - \alpha_w \mu + \frac{\alpha_w^2 \ell^2}{2})^i
\]

\[
\leq \frac{2\alpha_w L}{n} \sum_{i=0}^{\infty} (1 - \alpha_w \mu + \frac{\alpha_w^2 \ell^2}{2})^i
\]

\[
= \frac{2\alpha_w L}{n(\mu - \frac{\alpha_w^2 \ell^2}{2})}
\]

\[
\leq \frac{2L}{n(\mu - \frac{\alpha_w^2 \ell^2}{2})}.
\]

Note that \( \|w_t - w'_t\| \leq \delta_t \) and for every \( \theta, z \), \( \tilde{f}(w, \theta; z) - \frac{\ell}{2}\|w\|_2^2 \) is \( L_w \)-Lipschitz in \( w \). As a result, the SGDA algorithm applied for \( T \) iterations will be \( (2LL_w/n(\mu - \alpha_w \ell^2/2)) \)-uniformly stable in minimization, and the result follows from Theorem 1. The result for the GDA algorithm will follow from the same steps, since it shares the same growth rule with the SGDA algorithm.

Similarly, the SPPM updates will be \( 1/(1 + \mu \eta) \)-expansive due to Lemma 1. Furthermore, they will satisfy

\[
\sup_{w, \theta} \{\frac{1}{1 + \eta \mu} \|w, \theta\| - G_{SPPM}(\|w, \theta\|)\} \leq \frac{L \eta}{1 + \eta \mu}.
\]

The above equation holds, because for a SPPM update \( [w_{SPPM}, \theta_{SPPM}] = G_{SPPM}(\|w, \theta\|) \) at sample \( z \) we have

\[
[w \theta] = \left[ (1 + \eta \mu)w_{SPPM} + \eta \nabla_w \tilde{f}(w_{SPPM}, \theta_{SPPM}; z) \right]
\]

\[
+ \left( 1 + \eta \mu \right) \theta_{SPPM} - \eta \nabla_{\theta} \tilde{f}(w_{SPPM}, \theta_{SPPM}; z)
\]

\[
\Rightarrow \frac{1}{1 + \eta \mu} [w \theta] - [w_{SPPM} \theta_{SPPM}] = \frac{\eta}{1 + \eta \mu} \left[ \nabla_w \tilde{f}(w_{SPPM}, \theta_{SPPM}; z) \right] - \left[ \nabla_{\theta} \tilde{f}(w_{SPPM}, \theta_{SPPM}; z) \right].
\]

Therefore, applying the law of total probability we will have

\[
E[\delta_{t+1}^{SPPM}] \leq (1 - \frac{1}{n}) \frac{1}{1 + \mu \eta} E[\delta_t^{SPPM}] + \frac{1}{n} \left( \frac{1}{1 + \mu \eta} E[\delta_t^{SPPM}] + 2 \frac{L \eta}{1 + \eta \mu} \right).
\]
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iterations will be

Since

\[ \|z\| \leq \frac{1}{1 + \eta - \mu} \]

\[ \frac{1}{1 + \eta - \mu} \]

The above discussion implies the following for SPPM updates:

\[ \sum_{i=1}^{n-1} \nabla w_i \hat{f}(w_{PPM}, \theta_{PPM}; z_i) \]

\[ \frac{1}{n} \sum_{i=1}^{n-1} \nabla \theta_i \hat{f}(w_{PPM}, \theta_{PPM}; z_i) \]

\[ \frac{1}{n} \]

\[ \nabla \theta_i \hat{f}(w_{PPM}, \theta_{PPM}; z_i) \]

\[ \frac{1}{n} \nabla \theta_i \hat{f}(w_{PPM}, \theta_{PPM}; z_i) \]

(61)

In the above, the last line shows the sum of the updates for shared samples between the two datasets, i.e.,

\[ z_1, \ldots, z_{n-1}, \]

and the different sample \( z_n \). Therefore, Lemma 2 together with Lemma 1 implies that

\[ \delta_{t+1}^\text{PPM} \leq (1 - \frac{1}{n} + \frac{1}{n} \frac{1}{1 + \mu \eta}) \delta_t^\text{PPM} + \frac{2L\eta}{n(1 + \mu \eta)} \]

\[ = \frac{1}{1 + \mu \eta} \delta_t^\text{PPM} + \frac{2L\eta}{(1 + \eta \mu)n} \]

(62)

which proves the same growth rule shown for SPPM also applies to the PPM algorithm. Since \( \delta_0 = 0 \), the above discussion implies the following for SPPM updates:

\[ E[\delta_t^\text{SPPM}] \leq \frac{2L\eta}{(1 + \eta \mu)n} \sum_{i=0}^{\infty} \left( \frac{1}{1 + \mu \eta} \right)^i \]

\[ = \frac{2L\eta}{(1 + \eta \mu)n} \frac{1}{0} \]

\[ \delta_t^\text{SPPM} \]

\[ = \frac{2L}{n\mu} \]

(63)

Since \( \|w_t - w_t^*\| \leq \delta_t \) and for every \( \theta, z, \hat{f}(w, \theta; z) \) is \( L_w \)-Lipschitz in \( w \), the SPPM algorithm applied for \( T \) iterations will be \( (2L, W, n\mu) \)-uniformly stable in minimization. Therefore, the theorem’s result is a corollary of Theorem 1. We can prove the result for the PPM algorithm by repeating the same steps we did for SPPM, as the two algorithms were shown to share the same growth rule.

For GDmax and PPM algorithms, note that \( \hat{f}_{\max}(w; z) \) is \( L_w \)-Lipschitz in \( w \). Therefore, summing this function with \( \frac{\eta}{2} \|w\|^2 \) will be \( \mu \)-strongly convex. Since GDmax and SGDmax apply gradient descent to the maximized function, the theorem’s result for GDmax and SGDmax follows from Theorem 3.9 in (Hardt et al., 2016). For SPPmax, we note that similar to Lemma

1 can be seen that the proximal point updates will be \( 1/(1 + \mu \eta) \)-expansive. Moreover for the update \( w_{\text{SPPmax}} = G_{\text{SPPmax}}(w) \), we will have

\[ w = (1 + \eta \mu)w_{\text{SPPmax}} + \eta \nabla w_{\hat{f}_{\max}}(w_{\text{SPPmax}}; z) \]

\[ \Rightarrow w_{\text{SPPmax}} = \frac{1}{1 + \eta \mu} w - \eta \nabla w_{\hat{f}_{\max}}(w_{\text{SPPmax}}; z) \]

(64)

As a result of Lemma 2.5 in (Hardt et al., 2016), defining \( \delta_{\max}^\text{SPPmax} = \|w_t - w_t^*\| \) for datasets \( S, S' \) we will have:

\[ E[\delta_{t+1}^\text{SPPmax}] \leq (1 - \frac{1}{n}) \frac{1}{1 + \mu \eta} E[\delta_t^\text{SPPmax}] + \frac{1}{n} \left( \frac{1}{1 + \mu \eta} E[\delta_t^\text{SPPmax}] + \frac{2L\eta}{1 + \eta \mu} \right) \]
Furthermore for PPmax, we will have the following for $w_{PPM} = G_{PPM}(w)$ when applied to the two datasets different in only the $z_n$ sample:

$$w = (1 + \eta\mu)w_{PPmax} + \frac{\eta}{n} \sum_{i=1}^{n-1} \nabla_w f_{max}(w_{PPmax}; z_i) + \frac{\eta}{n} \nabla_w f_{max}(w_{PPmax}; z_n)$$

$$\Rightarrow \frac{1}{1 + \eta\mu} w - w_{PPM} = \frac{\eta}{1 + \eta\mu} \left( \frac{1}{n} \sum_{i=1}^{n-1} \nabla_w f_{max}(w_{PPmax}; z_i) \right)$$

$$+ \frac{\eta}{1 + \eta\mu} \left( \frac{1}{n} \nabla_w f_{max}(w_{PPmax}; z_n) \right).$$

(66)

Applying Lemma 2.5 from (Hardt et al., 2016) and defining $\delta_{PPmax} = \|w - w'\|$ for datasets $S, S'$ we will have:

$$\delta_{PPmax} \leq (1 - \frac{1}{n} + \frac{1}{n}) \frac{1}{1 + \eta\mu} \delta_{PPmax} + \frac{1}{n} \left( \frac{2L_w \eta}{1 + \eta\mu} \right)$$

$$= \frac{1}{1 + \eta\mu} \delta_{PPmax} + \frac{2L_w \eta}{(1 + \eta\mu)n}.$$

(67)

Note that $\delta_{PPmax} = \delta_{SPPMax} = 0$ which implies that:

$$E[\delta_{SPPMax}^t] \leq \frac{2L_w \eta}{(1 + \eta\mu)n} \sum_{i=0}^{t} \left( \frac{1}{1 + \eta\mu} \right)^i$$

$$\leq \frac{2L_w \eta}{(1 + \eta\mu)n} \sum_{i=0}^{\infty} \left( \frac{1}{1 + \eta\mu} \right)^i$$

$$= \frac{2L_w \eta}{(1 + \eta\mu)n(1 - 1/(1 + \eta\mu))}$$

$$= \frac{2L_w}{\eta\mu}.$$

(68)

Therefore, the SPPMax algorithm applied for $T$ iterations will be $(2L_w^2/n\eta\mu)$-uniformly stable according to (Hardt et al., 2016)’s Definition 2.1. The result is hence a consequence of Theorem 2.2 in (Hardt et al., 2016). We can prove the result for the PPmax algorithm by repeating the same steps.

**B.4 Proof of Remark 1**

**Remark.** Consider a convex concave minimax objective $f(\cdot, \cdot; z)$ satisfying Assumptions 1 and 2. Given constant stepsizes $\alpha_w = \alpha_{\theta} = \alpha$, the GDA’s generalization risk over $T$ iterations will be bounded as:

$$\epsilon_{gen}(GDA) \leq O\left( \frac{\alpha L L_w (1 + \alpha^2 \ell^2) T}{n} \right).$$

(69)

In particular, the bound’s exponential dependence on $T$ is tight for the GDA’s generalization risk in the special case of $f(w, \theta; z) = w^\top(z - \theta)$.

**Proof.** As shown in Lemma 1, the GDA’s update will be $\sqrt{1 + \alpha^2 \ell^2}$-expansive in this case. As a result, in learning over two datasets $S, S'$ which are different in only one sample, Lemma 2 shows the following growth rule for $\delta_t = \sqrt{\|w_t - w'_t\|^2 + \|\theta_t - \theta'_t\|^2}$:

$$\delta_{t+1} \leq \left( \frac{n - 1}{n} + \frac{1}{n} \right) \sqrt{1 + \alpha^2 \ell^2} \delta_t + \frac{2\alpha L}{n}.$$
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As a consequence of the conjugate eigenvalues and the resulting iterative rotations in the complex space, the resulting updates on the two datasets

\[ \delta_T \leq \sum_{t=1}^{T} \frac{1 + \alpha^2 \ell^2}{n} \]

\[ = \frac{2\alpha L}{n} \left( 1 + \frac{(T+1)^{1/2}}{n} - 1 \right) \]

\[ = O\left( \frac{\alpha L}{n} \left( 1 + \frac{\ell^2 T^{1/2}}{n} \right) \right), \tag{71} \]

which considering that \( f(w, \theta; z) \) is \( L_w \)-Lipschitz in \( w \) together with Theorem 1 shows that

\[ \epsilon_{\text{gen}}(\text{GDA}) \leq O\left( \frac{\alpha LL_w (1 + \ell^2 T^{1/2})}{n} \right). \tag{72} \]

Also, note that for the special convex-concave case \( f(w, \theta; z) = w^T (z - \theta) \) given that \( z = \frac{1}{n} \sum_{i=1}^{n} z_i \) the GDA’s update rule will satisfy the following

\[ \begin{bmatrix} w_{t+1} \\ \theta_{t+1} - \bar{z} \end{bmatrix} = \begin{bmatrix} I & \alpha I \\ -\alpha I & I \end{bmatrix} \begin{bmatrix} w_t \\ \theta_t - \bar{z} \end{bmatrix}, \]

\[ \Rightarrow \begin{bmatrix} w_{t+1} \\ \theta_{t+1} - \bar{z} \end{bmatrix} = \begin{bmatrix} I & \alpha I \\ -\alpha I & I \end{bmatrix} \begin{bmatrix} w_t \\ \theta_t - \bar{z} \\ 0 \end{bmatrix}. \tag{73} \]

As a result, for the updates on the two datasets \( S, S' \) with size \( n \) differing in only the sample \( z_n \) we have:

\[ \begin{bmatrix} w_{t+1} - w'_{t+1} \\ \theta_{t+1} - \theta'_{t+1} \end{bmatrix} = \begin{bmatrix} I & \alpha I \\ -\alpha I & I \end{bmatrix} \begin{bmatrix} w_t - w'_t \\ \theta_t - \theta'_t \end{bmatrix} + \begin{bmatrix} \frac{\alpha}{n} (z'_n - z_n) \\ 0 \end{bmatrix}. \tag{74} \]

Hence, knowing that \( w_0 = w'_0, \theta_0 = \theta'_0 \) we have

\[ \begin{bmatrix} w_T - w'_T \\ \theta_T - \theta'_T \end{bmatrix} = \begin{bmatrix} I & \alpha I \\ -\alpha I & I \end{bmatrix} \begin{bmatrix} \frac{\alpha}{n} (z'_n - z_n) \\ 0 \end{bmatrix}. \tag{75} \]

Since the matrix \( \begin{bmatrix} 1 & \alpha \\ -\alpha & 1 \end{bmatrix} \) has the conjugate complex eigenvalues \( 1 \pm \alpha i \), we will have

\[ \left\| \begin{bmatrix} w_T - w'_T \\ \theta_T - \theta'_T \end{bmatrix} \right\|_2 = \left( 1 + \alpha^2 \right)^{T/2} \left\| \begin{bmatrix} \frac{\alpha}{n} (z'_n - z_n) \\ 0 \end{bmatrix} \right\|_2 = \frac{\alpha \left( 1 + \alpha^2 \right)^{T/2}}{n} \left\| z'_n - z_n \right\|_2 \tag{76} \]

As a consequence of the conjugate eigenvalues and the resulting iterative rotations in the complex space, the above equality shows that as long as \( \alpha \neq 0 \) for any constant \( 0 < C < 1 \) there will exist arbitrarily large \( T \) values such that

\[ \left\| w_T - w'_T \right\|_2 \geq \frac{C \alpha \left( 1 + \alpha^2 \right)^{T/2}}{n} \left\| z'_n - z_n \right\|_2. \tag{77} \]

Equivalently, we have

\[ \left\| w_T - w'_T \right\|_2 = \Omega_T \left( \frac{\alpha (1 + \alpha^2)^{T/2}}{n} \left\| z'_n - z_n \right\|_2 \right), \tag{78} \]

which proves the exponential dependence of the expected generalization risk on \( T \) and completes the proof. \( \square \)
B.5 Proof of Theorem 3

Here we prove the following generalized version of Theorem 3 in the text for general time-varying stepsize values.

**Theorem.** Consider a convex-concave minimax learning objective $f(\cdot, \cdot; z)$ satisfying Assumptions 1 and 2 for every $z$. Then, stochastic PPM with stepsizes $\eta_t$ at iteration $t$ over $T$ iterations will satisfy

$$
\epsilon_{\text{gen}}(\text{PPM}), \epsilon_{\text{gen}}(\text{SPPM}) \leq \frac{2L_w}{n} \sum_{t=1}^{T} \eta_t, \quad \epsilon_{\text{gen}}(\text{PPmax}), \epsilon_{\text{gen}}(\text{SPPmax}) \leq \frac{2L_w}{n} \sum_{t=1}^{T} \eta_t. \quad (79)
$$

**Proof.** Consider two datasets $S,S'$ with size $n$ which have only one different sample. As a result of Lemma 1, the proximal point updates will be $1$-expansive. Therefore, according to Lemma 2 and the Law of total probability, defining $\delta_{\text{SPPM}}^t = \sqrt{\|w_t - w'_t\|^2 + \|\theta_t - \theta'_t\|^2}$ we will have

$$
E[\delta_{t+1}^{\text{SPPM}}] \leq (1 - \frac{1}{n})E[\delta_t^{\text{SPPM}}] + \frac{1}{n} (E[\delta_t^{\text{SPPM}}] + 2\eta_t L) = E[\delta_t^{\text{SPPM}}] + \frac{2\eta_t L}{n}. \quad (80)
$$

Given that $\delta_0^{\text{SPPM}} = 0$, we reach the following inequality for every $T$

$$
E[\delta_T^{\text{SPPM}}] \leq \frac{2L}{n} \sum_{t=1}^{T} \eta_t. \quad (81)
$$

Note that for every $\theta, z$, $f(w, \theta; z)$ is $L_w$-Lipschitz, which with the above inequality implies that SPPM will be uniformly-stable in minimization with the following degree

$$
\frac{2L_L}{n} \sum_{t=1}^{T} \eta_t. \quad (82)
$$

The theorem’s result for SPPM then becomes a consequence of Theorem 1. Furthermore, regarding the PPM algorithm applying Lemma 2 and Lemma 1 implies that

$$
deltat_{t+1}^{\text{PPM}} \leq (1 - \frac{1}{n} + \frac{1}{n} deltat_{t}^{\text{PPM}}) + \frac{2\eta_t L}{n} = deltat_{t}^{\text{PPM}} + \frac{2\eta_t L}{n}. \quad (83)
$$

The above equation holds because the update rule of PPM can be written in the following way where $z_n$ denotes the only different sample between the two datasets,

$$
[w, \theta] - [w_{\text{PPM}}, \theta_{\text{PPM}}] = \eta \left( \frac{1}{n} \sum_{i=1}^{n-1} \nabla_w f(w_{\text{PPM}}, \theta_{\text{PPM}}; z_i) \right) + \left( \frac{1}{n} \nabla_w f(w_{\text{PPM}}, \theta_{\text{PPM}}; z_n) \right). \quad (84)
$$

Since $\delta_0^{\text{PPM}} = 0$, at iteration $T$ we have

$$
\delta_T^{\text{PPM}} \leq \frac{2L}{n} \sum_{t=1}^{T} \eta_t. \quad (85)
$$

As a result, we can repeat the last step of our proof for the case of SPPM to complete the proof for the PPM case. For the PPmax and SPPmax algorithms, note that $f_{\text{max}}(w; z) := \max_{\theta} f(w, \theta; z)$ will be convex and $L_w$-Lipschitz in $w$. The result is therefore a corollary of Theorem 3.8 and Lemma 4.6 in (Hardt et al., 2016).
B.6 Proof of Theorem 4

Theorem. Given a differentiable minimax objective \( f(w, \theta; z) \) the average iterate updates \( \bar{w}^{(T)} := \frac{1}{T} \sum_{t=1}^{T} w^{(t)} \), \( \bar{\theta}^{(T)} := \frac{1}{T} \sum_{t=1}^{T} \theta^{(t)} \) of SPPM and SPPmax with setsize parameter \( \eta \) will satisfy the following optimality gaps for a saddle solution \([w^*_S, \theta^*_S]\) of the empirical risk for dataset \( S \):

\[
\text{SPPM: } \mathbb{E} \left[ R_S(\bar{w}^{(T)}) \right] - R_S(w^*_S) \leq \frac{\|w^{(0)} - w^*_S\|^2 + \|\theta^{(0)} - \theta^*_S\|^2}{2\eta T},
\]

\[
\text{SPPmax: } \mathbb{E} \left[ R_S(\bar{w}^{(T)}) \right] - R_S(w^*_S) \leq \frac{\|w^{(0)} - w^*_S\|^2}{2\eta T}. \tag{86}
\]

Proof. Note that for any proximal operator \( F_k \) such that \( v_{k+1} = v_k - \eta F_k(v_{k+1}) \) we will have the following for every \( v \):

\[
\frac{1}{2\eta} \|v_k - v\|^2 - \frac{1}{2\eta} \|v_{k+1} - v\|^2 - \frac{1}{2\eta} \|v_{k+1} - v_k\|^2
\]

\[
= - \frac{1}{\eta} (\|v_{k+1}\|^2 - v_k^T v_{k+1} - v^T v_{k+1} + v^T v_k)
\]

\[
= - \frac{1}{\eta} (v_{k+1} - v_k)^T (v_{k+1} - v)
\]

\[
= F_k(v_{k+1})^T (v_{k+1} - v). \tag{87}
\]

As a result, we have

\[
\frac{1}{T} \sum_{k=0}^{T} F_k(v_k)^T (v_k - v) = \frac{1}{2\eta T} \|v_0 - v\|^2 - \frac{1}{2\eta T} \|v_T - v\|^2 - \frac{1}{T} \sum_{k=0}^{T} \|v_k - v_{k-1}\|^2
\]

\[
\leq \frac{1}{2\eta T} \|v_0 - v\|^2. \tag{88}
\]

Given that every \( F_k \) is a stochastic proximal rule for a uniformly random training sample, the law of iterated expectation conditioned to random update \( v_t \) at iteration \( t \) implies that

\[
\mathbb{E} \left[ \frac{1}{T} \sum_{k=0}^{T} F_k(v_k)^T (v_k - v) \right] = \frac{1}{T} \sum_{k=0}^{T} \mathbb{E} \left[ F_k(v_k)^T (v_k - v) \right]
\]

\[
= \frac{1}{T} \sum_{k=0}^{T} \mathbb{E} \left[ F_k(v_k)^T (v_k - v) | v_k \right]
\]

\[
= \frac{1}{T} \sum_{k=0}^{T} \mathbb{E} \left[ F_k(v_k) | v_k \right]^T (v_k - v)
\]

\[
= \frac{1}{T} \sum_{k=0}^{T} \mathbb{E} \left[ \bar{F}(v_k) | v_k \right]^T (v_k - v)
\]

\[
= \frac{1}{T} \sum_{k=0}^{T} \bar{F}(v_k)^T (v_k - v)
\]

\[
= \mathbb{E} \left[ \frac{1}{T} \sum_{k=0}^{T} \bar{F}(v_k)^T (v_k - v) \right] \tag{89}
\]

where \( \bar{F} \) denotes the gradient update for the averaged loss over the training samples. Therefore, we have

\[
\mathbb{E} \left[ \frac{1}{T} \sum_{k=0}^{T} \bar{F}(v_k)^T (v_k - v) \right] \leq \frac{1}{2\eta T} \|v_0 - v\|^2. \tag{90}
\]
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Considering the optimal saddle solution \( v = [w_S^*, \theta_S^*] \) for the SPPM algorithm, combining the above result with Lemma 2 in (Mokhtari et al., 2019) proves the theorem’s result on the convergence of SPPM’s average iterates. For the convergence result on SPPmax updates, note that given a convex function \( f \) and its gradient \( F \) and minimizer \( v^* \) we have

\[
f(\frac{1}{T} \sum_{t=1}^{T} v(t)) - f(v^*) \leq \frac{1}{T} \sum_{t=1}^{T} [f(v(t)) - f(v^*)] \leq \frac{1}{T} \sum_{t=1}^{T} F(v(t))^T (v(t) - v^*). \tag{91}
\]

The above equation together with the property shown for the stochastic updates of SPPmax completes the theorem’s proof.

\[\square\]

**B.7 Proof of Corollary 1**

**Corollary 1.** Consider a convex concave minimax objective which we optimize via PPM and PPmax with setpsize parameter \( \eta \). Then, given that \( \|w^{(0)} - w_S^*\|^2 + \|\theta^{(0)} - \theta_S^*\|^2 \leq D^2 \) for PPM and \( \|w^{(0)} - w_S^*\| \leq D \) for PPmax holds with probability 1, it will take \( T_{\text{SPPM}} = \sqrt{\frac{nD^2}{2\eta^2\|L\|_w}} \) and \( T_{\text{SPPmax}} = \sqrt{\frac{nD^2}{2\eta^2\|L\|_w}} \) iterations for the average iterates to achieve the following bounded excess risks where \( w^* \) denotes the optimal learner minimizing the true risk \( R(w) \):

\[
\text{PPM, SPPM : } \mathbb{E}[R(\bar{w}(T_{\text{SPPM}}))] - R(w^*) \leq \sqrt{\frac{2D^2\|L\|_w}{n}},
\]

\[
\text{PPmax, SPPmax : } \mathbb{E}[R(\bar{w}(T_{\text{SPPmax}}))] - R(w^*) \leq \sqrt{\frac{2D^2\|L\|^2}{n}}. \tag{92}
\]

**Proof.** First, we show that using a constant stepsize parameter \( \eta \) the average iterates reach 1/2 of the generalization bound for the final iterates in Theorem 3. For the average iterates \((\bar{w}_t, \bar{\theta}_t)\) and \((\hat{w}_t, \hat{\theta}_t)\) we have the following application of Jensen’s inequality on the convex norm function for the difference of average iterates \( \bar{\delta}_t = \sqrt{\|\bar{w}(t) - \bar{w}^*(t)\|^2 + \|\bar{\theta}(t) - \bar{\theta}^*(t)\|^2} \)

\[
\bar{\delta}_t := \sqrt{\|\bar{w}(t) - w(t)\|^2 + \|\bar{\theta}(t) - \theta(t)\|^2} \leq \frac{1}{T} \sum_{k=0}^{t-1} \sqrt{\|w_k - w_k'\|^2 + \|\theta_k - \theta_k'\|^2} 
\]

\[
= \frac{1}{T} \sum_{k=0}^{t-1} \delta_k. \tag{93}
\]

Similarly, one can show that \( \hat{\delta}_{w,t} \leq \frac{1}{T} \sum_{k=1}^{t} \delta_{w,t} \). Therefore, knowing that \( \mathbb{E}[\delta_t] \leq \frac{2LL_{w,t}}{n} \) implies that

\[
\mathbb{E}[\bar{\delta}_t] \leq \frac{1}{T} \sum_{k=1}^{t} \mathbb{E}[\delta_k] \leq \frac{1}{T} \sum_{k=0}^{t-1} \frac{2LL_{w,k}\eta}{n} \leq \frac{LL_{w}\eta T}{n}. \tag{94}
\]

Hence, at the \( T \)th average iterate of PPM and SPPM we will have

\[
\mathbb{E}_{A}[R(\bar{w}(T))] - R_S[\bar{w}(T)] \leq \frac{LL_{w}\eta T}{n}. \tag{95}
\]

which together with (Mokhtari et al., 2019)’s Theorem 1 for the PPM and and our generalization of that theorem to stochastic PPM in Theorem 4 shows that

\[
\mathbb{E}_{A,S}[R(\bar{w}(T))] - R_S[S[\bar{w}(T)]] \leq \frac{LL_{w}\eta T}{n} + \frac{D^2}{2\eta T}. \tag{96}
\]
Note that \( \mathbb{E}_S[R_S(w_S)] \leq \mathbb{E}_S[R_S(w^*)] = R(w^*) \), indicating that
\[
\mathbb{E}_{A,S}[R(\bar{w}^{(T)})] - R(w^*) \leq \frac{LL_w \eta T}{n} + \frac{D^2}{2\eta T}.
\]  
(97)

The above upper-bound will be minimized when \( \eta T = \sqrt{\frac{nD^2}{2LL_w}} \) and the optimized excess risk upper-bound for PPM and SPPM will be
\[
\mathbb{E}_{A,S}[R(\bar{w}^{(T)})] - R(w^*) \leq \sqrt{\frac{2LL_w D^2}{n}}.
\]  
(98)

Similarly, it can be seen that for PPMax and SPPMax the optimal bound will be achieved at \( \eta T = \sqrt{\frac{nD^2}{2LL_w}} \) which suggests the following excess risk bound:
\[
\mathbb{E}_{A,S}[R(\bar{w}^{(T)})] - R(w^*) \leq \sqrt{\frac{2L_w^2D^2}{n}}.
\]  
(99)

The proof is therefore complete.

\[\square\]

### B.8 Proof of Theorem 5

**Theorem.** Let learning objective \( f(w, \theta; z) \) be non-convex \( \mu \)-strongly-concave and satisfy Assumptions 1 and 2. Also, we assume that \( f_{\max}(w; z) := \max_{\theta \in \Theta} f(w, \theta; z) \) is bounded as \( 0 \leq f_{\max}(w; z) \leq 1 \) for every \( w, z \). Then, defining \( \kappa := \ell / \mu \) we have

1. The SGDA algorithm with vanishing stepsizes \( \alpha_{w,t} = c/t, \alpha_{\theta,t} = c \ell^2 / t \) for constants \( c > 0, 1 \leq r \leq \kappa \) satisfies the following bound over \( T \) iterations:
\[
\epsilon_{\text{gen}}(\text{SGDA}) \leq \frac{1}{n} + \frac{1}{n} \left( 12(r+1)c LL_w \right)^{\frac{1}{r+1} + \frac{\ell^2}{\kappa^2} T^{\frac{1}{r+1} + \frac{\ell^2}{\kappa^2}}}. \]
\]  
(100)

2. The SGDmax algorithm with vanishing stepsize \( \alpha_{w,t} = c/t \) for constant \( c > 0 \) satisfies the following bound over \( T \) iterations:
\[
\epsilon_{\text{gen}}(\text{SGDmax}) \leq \frac{1}{n} + \frac{2}{n} \left( 2c LL_w \right)^{\frac{2}{\ell c} T^{\frac{2}{\ell c} + 2}}. \]
\]  
(101)

**Proof.** We start by proving the following lemmas.

**Lemma 3.** Let \( f(w, \theta; z) \) be \( L_w \)-Lipschitz in \( w \) and assume that \( f_{\max}(w; z) := \max_{\theta \in \Theta} f(bw, \theta; z) \) is bounded \( 0 \leq f_{\max}(w; z) \leq 1 \). Then, in applying SGDA for learning over two datasets \( S, S' \) which differ in only one sample the updated variables \( w_t, w'_t \) will satisfy the following inequality for every \( t_0 \in \{1, \ldots, n\} \) where \( \delta_t := \sqrt{\|w_t - w'_t\|^2 + \|\theta - \theta'_t\|^2} \):
\[
\forall z: \quad \mathbb{E}[|f_{\max}(w_t; z) - f_{\max}(w'_t; z)|] \leq \frac{t_0}{n} + L_w \mathbb{E}[\delta_t | \delta_{t_0} = 0]. \]
\]  
(102)

**Proof.** Define the event \( E_{t_0} = \mathbb{I}(\delta_{t_0} = 0) \) as the indicator of the outcome \( \delta_{t_0} = 0 \). Then, due to the law of total probability
\[
\mathbb{E}[|f_{\max}(w_t; z) - f_{\max}(w'_t; z)|] = \mathbb{E}(E_{t_0}) \mathbb{E}[|f_{\max}(w_t; z) - f_{\max}(w'_t; z)| | E_{t_0}] + \mathbb{E}^c(E_{t_0}) \mathbb{E}[|f_{\max}(w_t; z) - f_{\max}(w'_t; z)| | E^c_{t_0}]
\]
\[
\leq \mathbb{E}(E_{t_0}) \mathbb{E}[|f_{\max}(w_t; z) - f_{\max}(w'_t; z)| | E_{t_0}] + \mathbb{E}^c(E_{t_0})
\]
\[
\leq L_w \mathbb{E}[\|w_t - w'_t\| | E_{t_0}] + \mathbb{E}^c(E_{t_0})
\]
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Then, we have
\[
\begin{align*}
(103) \quad \leq & L_w \mathbb{E}[\delta_t | \delta_{t_0} = 0] + \frac{t_0}{n}.
\end{align*}
\]
In the above equations, (a) follows from the boundedness assumption on $f_{\max}$. (b) is the consequence of $L_w$-Lipschitzness of $f$ which also transfers to $f_{\max}$. Finally, (c) holds because $\|w_t - w_t'| \leq \delta_t$ according to the definition. Then, using the union bound on the outcome $I = I_t$ where $I$ is the index of different samples in $S, S'$ and $I_t$ is the index of sample used by SGDA at iteration $t$ we obtain that
\[
\Pr(E_{t_0}^c) = \Pr(\delta_{t_0} > 0) \leq \sum_{i=1}^{t_0} \Pr(I = I_t) = \frac{t_0}{n}.
\]
(104)
The lemma’s proof is therefore complete.

In order to prove the theorem for SGDA updates, we provide an extension of Lemma 1 for non-convex concave minimax objectives.

**Lemma 4.** Consider a non-convex $\mu$-strongly concave objective $f(w, \theta)$ satisfying Assumption 2. Then, for every two pairs $(w, \theta), (w', \theta')$ the GDA updates $[w_{\text{GDA}}, \theta_{\text{GDA}}] = G_{\text{GDA}}([w, \theta]), [w'_{\text{GDA}}, \theta'_{\text{GDA}}] = G_{\text{GDA}}([w', \theta'])$ with stepsizes $\alpha_w, \alpha_\theta \leq \frac{1}{\mu}$ will satisfy the following expansion inequality:
\[
\left\| \frac{w_{\text{GDA}} - w'_{\text{GDA}}}{\| \theta_{\text{GDA}} - \theta'_{\text{GDA}} \|} \right\| \leq \delta(1 + \alpha_w \| w - w' \| + \alpha_w \| \theta - \theta' \|).
\]
(105)

**Proof.** Note that
\[
\left\| w_{\text{GDA}} - w'_{\text{GDA}} \right\| = \| w - \alpha_w \nabla_w f(w, \theta) - w' + \alpha_w \nabla_w f(w', \theta') \| \\
\leq \| w - \alpha_w \nabla_w f(w, \theta) - w' + \alpha_w \nabla_w f(w', \theta) \| \\
+ \| \alpha_w \nabla_w f(w', \theta) - \alpha_w \nabla_w f(w', \theta') \| \\
\leq (1 + \alpha_w \ell) \| w - w' \| + \alpha_w \| \theta - \theta' \|.
\]
(106)
Furthermore, we have
\[
\left\| \theta_{\text{GDA}} - \theta'_{\text{GDA}} \right\| = \left\| \theta + \alpha_\theta \nabla_\theta f(w, \theta) - \theta' - \alpha_\theta \nabla_\theta f(w', \theta') \right\| \\
\leq \left\| \theta + \alpha_\theta \nabla_\theta f(w, \theta) - \theta' - \alpha_\theta \nabla_\theta f(w', \theta) \right\| \\
+ \left\| \alpha_\theta \nabla_\theta f(w', \theta) - \alpha_\theta \nabla_\theta f(w', \theta') \right\| \\
\leq (1 - \frac{\alpha_\theta \ell}{2}) \| \theta - \theta' \| + \alpha_\theta \| w - w' \|,
\]
(107)
where the last inequality follows from Lemma 3.7 in (Hardt et al., 2016) knowing that $\mu \leq \ell$. Therefore, the lemma’s proof is complete.

**Lemma 5.** Consider two sequence of updates $G_1, \ldots, G_T$ and $G'_1, \ldots, G'_T$ for minimax objective $f(w, \theta)$. Define $\delta_{w,t} = \| w_t - w'_t \|$ and $\delta_{\theta,t} = \| \theta_t - \theta'_t \|$. Assume that $G_t$ is $\eta$-expansive for matrix $\eta_{2 \times 2}$, i.e. it satisfies the following inequality for every $[w_{G_t, \theta_{G_t}}] := G_t(w, \theta), [w'_{G_t, \theta'_{G_t}}] := G'_t(w', \theta')$
\[
\left\| \frac{w_{G_t} - w'_{G_t}}{\| \theta_{G_t} - \theta'_{G_t} \|} \right\| \leq \eta \left\| \frac{w - w'}{\| \theta - \theta' \|} \right\|.
\]
(108)

Also, suppose that for every $[w_{G_t, \theta_{G_t}}] := G_t(w, \theta), [w'_{G_t, \theta'_{G_t}}] := G'_t(w, \theta)$ we have
\[
\sup_{w, \theta} \| w_{G_t} - w \| \leq \sigma_w, \quad \sup_{w, \theta} \| \theta_{G_t} - \theta \| \leq \sigma_\theta,
\]
\[
\sup_{w, \theta} \| w'_{G_t} - w \| \leq \sigma_w, \quad \sup_{w, \theta} \| \theta'_{G_t} - \theta \| \leq \sigma_\theta.
\]
(109)

Then, we have
\[
\begin{align*}
\delta_{w,t+1} \leq & \eta \left\| \frac{\delta_{w,t}}{\delta_{\theta,t}} \right\| + 2 \left\| \frac{\sigma_w}{\sigma_\theta} \right\|.
\end{align*}
\]
(110)
Proof. Note that
\[
\begin{bmatrix}
\delta_{w,t+1} \\
\delta_{\theta,t+1}
\end{bmatrix} = 
\begin{bmatrix}
\|G_{t,w}(w_t, \theta_t) - G_{t,w}'(w_t', \theta_t')\| \\
\|G_{t,\theta}(w_t, \theta_t) - G_{t,\theta}'(w_t', \theta_t')\|
\end{bmatrix}
\]
\[
= \begin{bmatrix}
\|G_{t,w}(w_t, \theta_t) - G_{t,w}(w_t', \theta_t') + G_{t,w}(w_t', \theta_t') - G_{t,w}(w_t, \theta_t')\| \\
\|G_{t,\theta}(w_t, \theta_t) - G_{t,\theta}(w_t', \theta_t') + G_{t,\theta}(w_t', \theta_t') - G_{t,\theta}(w_t, \theta_t')\|
\end{bmatrix}
\]
\[
= \begin{bmatrix}
\|G_{t,w}(w_t, \theta_t) - G_{t,w}(w_t', \theta_t')\| + \|G_{t,w}(w_t', \theta_t') - G_{t,w}(w_t, \theta_t')\| \\
\|G_{t,\theta}(w_t, \theta_t) - G_{t,\theta}(w_t', \theta_t')\| + \|G_{t,\theta}(w_t', \theta_t') - G_{t,\theta}(w_t, \theta_t')\|
\end{bmatrix}
\]
\[
+ \begin{bmatrix}
\|w_t' - G_{t,w}(w_t', \theta_t')\| \\
\|\theta_t - G_{t,\theta}(w_t', \theta_t')\|
\end{bmatrix}
\]
\[
\leq \eta \left[ \delta_{w,t} \delta_{\theta,t} + 2 \left( \frac{\sigma_w}{\sigma_{\theta}} \right) \right],
\]  
(111)

which makes the proof complete. \hfill \Box

Lemma 6. Consider a non-convex \( \mu \)-strongly convex minimax objective \( f(w, \theta) \) satisfying Assumption 2 over a convex feasible set \( \Theta \). Then, the maximized objective \( f_{\text{max}}(w) := \max_{\theta \in \Theta} f(w, \theta) \) will be \((\ell + \ell^2/2\mu)\)-smooth, i.e., for every \( w_1, w_2 \in \mathcal{W} \) it satisfies
\[
\| \nabla f_{\text{max}}(w_2) - \nabla f_{\text{max}}(w_1) \|_2 \leq (\ell + \frac{\ell^2}{2\mu}) \| w_2 - w_1 \|_2.
\]  
(112)

Proof. Consider two arbitrary points \( w_1, w_2 \in \mathcal{W} \) and define \( \theta^*(w_1), \theta^*(w_2) \) as the optimal maximizers over \( \Theta \) for \( f(w_1, \cdot), f(w_2, \cdot), \) respectively. Since, \( f(w, \cdot) \) is \( \ell \)-smooth and \( \mu \)-strongly-convex, there exists a unique solution \( \theta^*(w) \) for every \( w \). Then, the \( \mu \)-strongly concavity implies that
\[
\mu \| \theta^*(w_1) - \theta^*(w_2) \|_2^2 \leq \langle \theta^*(w_2) - \theta^*(w_1), \nabla_{\theta^*} f(w_1, \theta^*(w_1)) - \nabla_{\theta^*} f(w_1, \theta^*(w_2)) \rangle.
\]  
(113)

Due to the optimality of \( \theta^*(w_1), \theta^*(w_2) \) over the convex feasible set \( \Theta \) we further have
\[
\begin{aligned}
&\langle \theta^*(w_2) - \theta^*(w_1), \nabla_{\theta^*} f(w_1, \theta^*(w_1)) - \nabla_{\theta^*} f(w_2, \theta^*(w_2)) \rangle \\
= &\langle \theta^*(w_2) - \theta^*(w_1), \nabla_{\theta^*} f(w_1, \theta^*(w_1)) \rangle + \langle \theta^*(w_1) - \theta^*(w_2), \nabla_{\theta^*} f(w_2, \theta^*(w_2)) \rangle \\
\leq &0.
\end{aligned}
\]  
(114)

Combining the above two equations, we obtain
\[
\mu \| \theta^*(w_1) - \theta^*(w_2) \|_2^2 \leq \langle \theta^*(w_2) - \theta^*(w_1), \nabla_{\theta^*} f(w_2, \theta^*(w_2)) - \nabla_{\theta^*} f(w_1, \theta^*(w_2)) \rangle \\
\leq \ell \| \theta^*(w_1) - \theta^*(w_2) \|_2 \| w_2 - w_1 \|_2.
\]  
(115)

The above equation results in
\[
\| \theta^*(w_1) - \theta^*(w_2) \|_2 \leq \frac{\ell}{\mu} \| w_2 - w_1 \|_2.
\]  
(116)

As a result, applying the Danskin’s theorem for smooth objectives with a unique solution (Bernhard and Rapaport, 1995) implies that
\[
\| \nabla f_{\text{max}}(w_2) - \nabla f_{\text{max}}(w_1) \|_2 = \| \nabla_w f(w_2, \theta^*(w_2)) - \nabla_w f(w_1, \theta^*(w_1)) \|_2
\]
Also, notice that we have the following closed-form solution for
\[
\nu = \frac{1}{\lambda - \lambda'}.
\]
Therefore, since we assume
\[
\nu \geq 1
\]
where the last line holds since \(\sqrt{1+t} \leq 1 + t/2\) for every \(t \geq -1\). The proof is hence complete. \(\square\)

To prove the theorem’s result on SGDA note that Lemma 4 suggests that the SGDA update at iteration \(t\) for non-convex non-concave problems will be expansive with the following matrix:
\[
B_t := \begin{bmatrix}
1 + \alpha_{w,t} \ell & \alpha_{w,t} \ell \\
\alpha_{\theta,t} \ell & 1 - \frac{\alpha_{w,t} n t}{\mu}
\end{bmatrix} = I + \alpha_{w,t} \ell \begin{bmatrix}
\frac{1}{\alpha_{w,t}} & -\frac{\mu \alpha_{\theta,t}}{\alpha_{w,t}} \\
0 & 1
\end{bmatrix} = I + \alpha_{w,t} \ell \begin{bmatrix}
\frac{1}{r^2} & 1 \\
0 & -\frac{r^2}{\kappa}
\end{bmatrix}.
\] (117)

For analyzing the powers of the above matrix, we diagonalize it using its eigenvalues \(\lambda_1, \lambda_2\) and corresponding eigenvectors \(\nu_1, \nu_2\). Note that the product of the eigenvalues of \(\begin{bmatrix}
\frac{1}{r^2} & 1 \\
0 & -\frac{r^2}{\kappa}
\end{bmatrix}\), i.e. the matrix’s determinant, is negative and hence the matrix has two different real eigenvalues with opposite signs. This implies that the matrix is diagonalizable and so is a linear combination of the matrix with the identity matrix. As a result, given the invertible matrix \(\nu = [\nu_1, \nu_2]\) we have
\[
B_t = \begin{bmatrix}
1 + \alpha_{w,t} \ell & \alpha_{w,t} \ell \\
\alpha_{\theta,t} \ell & 1 - \frac{\alpha_{w,t} n t}{\mu}
\end{bmatrix} = \nu^{-1} \begin{bmatrix}
1 + \frac{\alpha_{w,t} \ell}{r^2} & 0 \\
0 & 1 + \frac{\alpha_{\theta,t} \ell}{r^2}
\end{bmatrix} \nu.
\] (119)

Also, notice that we have the following closed-form solution for \(\lambda_1, \lambda_2\):
\[
\lambda_1 = \kappa - r^2 + \frac{\sqrt{4\kappa r^2 + (\kappa + r^2)^2}}{2\kappa}, \quad \lambda_2 = \kappa - r^2 - \frac{\sqrt{4\kappa r^2 + (\kappa + r^2)^2}}{2\kappa}.
\] (120)

Therefore, since we assume \(1 \leq r \leq \kappa\),
\[
\max\{\lambda_1, \lambda_2\} \leq 1 - \frac{r^2}{\kappa} + (2r + \frac{r^2}{\kappa} + 1) = \frac{r^2}{\kappa} + 1.
\] (121)

Now, applying the law of total probability as well as Lemma 5 shows that
\[
\begin{bmatrix}
E[\delta_{w,t+1}] \\
E[\delta_{\theta,t+1}]
\end{bmatrix} \leq (1 - \frac{1}{n})B_t \begin{bmatrix}
E[\delta_{w,t}] \\
E[\delta_{\theta,t}]
\end{bmatrix} + \frac{1}{n}(B_t \begin{bmatrix}
E[\delta_{w,t}] \\
E[\delta_{\theta,t}]
\end{bmatrix} + 2 \begin{bmatrix}
\alpha_{w,t} L_w \\
\alpha_{\theta,t} L_{\theta}
\end{bmatrix})
\]
\[
= B_t \begin{bmatrix}
E[\delta_{w,t}] \\
E[\delta_{\theta,t}]
\end{bmatrix} + \begin{bmatrix}
\frac{2cL_w}{2c^2 L_w} \\
\frac{2cL_{\theta}}{2c^2 L_{\theta}}\frac{n^2}{n^t}
\end{bmatrix}.
\] (122)

Therefore, over \(T\) iterations we will have
\[
\begin{bmatrix}
E[\delta_{w,T}] \\
E[\delta_{\theta,T}]
\end{bmatrix} \leq \sum_{t=t_0+1}^T \left\{ \prod_{k=t+1}^T B_k \right\} \begin{bmatrix}
\frac{2cL_w}{2c^2 L_w} \\
\frac{2cL_{\theta}}{2c^2 L_{\theta}}\frac{n^2}{n^t}
\end{bmatrix}
\]
\[
= \sum_{t=t_0+1}^T \nu^{-1} \left\{ \prod_{k=t+1}^T \begin{bmatrix}
1 + \frac{c \lambda_1}{k} \\
0
\end{bmatrix} \begin{bmatrix}
0 \\
1 + \frac{c \lambda_2}{k}
\end{bmatrix} \right\} \nu \begin{bmatrix}
\frac{2cL_w}{2c^2 L_w} \\
\frac{2cL_{\theta}}{2c^2 L_{\theta}}\frac{n^2}{n^t}
\end{bmatrix}.
\] (123)

Hence, denoting the minimum and maximum singular values of \(\nu\) with \(\sigma_{\min}(\nu), \sigma_{\max}(\nu)\) and noting that \(\nu^{-1}\)’s operator norm is equal to \(1/\sigma_{\min}(\nu)\) we will have
\[
\left\|
\begin{bmatrix}
E[\delta_{w,T}] \\
E[\delta_{\theta,T}]
\end{bmatrix}
\right\|_2 \leq \frac{\sigma_{\max}(\nu)}{\sigma_{\min}(\nu)} \sum_{t=t_0+1}^T \left\| \prod_{k=t+1}^T \begin{bmatrix}
1 + \frac{c \lambda_1}{k} \\
0
\end{bmatrix} \begin{bmatrix}
0 \\
1 + \frac{c \lambda_2}{k}
\end{bmatrix} \right\|_2 \frac{2cL_w}{2c^2 L_w} \frac{n^2}{n^t}.
\]
We note that assuming

As a result, we showed that conditioned to

This is because given an eigenvalue

therefore the condition number will be bounded as

Since the above matrix is symmetric, its eigenvalues have the same absolute value as its singular values, and

direction:

number of the following symmetric matrix, because we can consider any vector column along the eigenvector’s

\[ \nu = \begin{pmatrix} 2 \\ -1 \end{pmatrix} \]

and hence the eigenvector aligns with \([1, \lambda - 1]\). Therefore, we can bound the condition number of the following symmetric matrix, because we can consider any vector column along the eigenvector’s direction:

\[
\begin{bmatrix}
1 & \lambda_1 - 1 \\
\lambda_1 - 1 & (\lambda_1 - 1)(\lambda_2 - 1)
\end{bmatrix}
\]

Since the above matrix is symmetric, its eigenvalues have the same absolute value as its singular values, and therefore the condition number will be bounded as

\[
\frac{\sigma_{\text{max}}(\nu)}{\sigma_{\text{min}}(\nu)} \leq \frac{\sqrt{(r - 1)^2 + 4(r + (\lambda_1 - 1)^2) + (r - 1)}}{\sqrt{(r - 1)^2 + 4(r + (\lambda_1 - 1)^2) - (r - 1)}}
\]

\[
\leq \frac{\sqrt{(r - 1)^2 + 4(r + (r - \frac{r+1}{2})^2) + (r - 1)}}{\sqrt{(r - 1)^2 + 4(r + (r - \frac{r+1}{2})^2) - (r - 1)}}
\]

\[
\leq \frac{\sqrt{(r - 1)^2 + 4(r - \frac{r+1}{2})^2 + (r - 1)}}{\sqrt{(r - 1)^2 + 4(r - \frac{r+1}{2})^2 - (r - 1)}}
\]

\[
= \frac{\sqrt{2(r - 1)^2 + (r - 1)}}{\sqrt{2(r - 1)^2 - (r - 1)}}
\]

\[
= \frac{\sqrt{2} + 1}{\sqrt{2} - 1}.
\]

As a result, we showed that conditioned to \(\delta_{t_0} = 0\) we will have

\[
E[\delta_{w,T}|\delta_{t_0} = 0] \leq \frac{12L}{n\ell}\left(\frac{T}{t_0}\right)^{c_2(r+1)}.
\]
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Combining the above equation with Lemma 3, we obtain that
\[ \forall \mathbf{z}, t_0 : \mathbb{E}[|f_{\max}(\mathbf{w}; \mathbf{z}) - f_{\max}(\mathbf{w}', \mathbf{z})|] \leq \frac{t_0}{n} + \frac{12LLw}{n\ell} \left( \frac{T}{t_0} \right)^{\ell(r+1)}. \] (127)

The above bound will be approximately minimized at
\[ t_0 = (12(r + 1)cLLw) \frac{1}{\ell(c + 1)} \frac{T}{\ell(c + 1)} \]
which leads to the following bound
\[ \forall \mathbf{z} : \mathbb{E}[|f_{\max}(\mathbf{w}; \mathbf{z}) - f_{\max}(\mathbf{w}', \mathbf{z})|] \leq \frac{1}{n} + \frac{1}{n} (12(r + 1)cLLw) \frac{1}{\ell(c + 1)} \frac{T}{\ell(c + 1)}. \] (128)

The theorem's bound on SGDA updates is then a consequence of Theorem 2.2 in (Hardt et al., 2016).

For the theorem’s bound on SGDmax updates, note that \( f_{\max}(\mathbf{w}; \mathbf{z}) \) will be \( L \)-Lipschitz. Also, Lemma 6 implies that \( f_{\max}(\mathbf{w}; \mathbf{z}) \) will be \( \ell(\frac{\kappa}{2} + 1) \)-smooth in \( \mathbf{w} \). Therefore, the result directly follows from Theorem 3.12 in (Hardt et al., 2016).

\section*{B.9 Proof of Theorem 6}

\textbf{Theorem.} Let minimax cost \( 0 \leq f(\cdot, \cdot; \mathbf{z}) \leq 1 \) be a bounded non-convex non-concave objective which satisfies Assumptions 1 and 2. Then, the SGDA algorithm with vanishing stepsizes \( \max\{\alpha_{w,t}, \alpha_{\theta,t}\} \leq \frac{c}{t} \) for constant \( c > 0 \) satisfies the following bound over \( T \) iterations:
\[ \epsilon_{\text{gen}}(\text{SGDA}) \leq \frac{1 + \frac{1}{T}}{n} (2cLLw) \frac{1}{\ell(c + 1)} T \frac{c\ell}{\ell(c + 1)}. \] (129)

\textbf{Proof.} To show this result, we apply Lemma 3. Defining \( \delta_t = \sqrt{||\mathbf{w}_t - \mathbf{w}_t'||^2 + ||\mathbf{\theta}_t - \mathbf{\theta}_t'||^2} \) for the norm difference of parameters learned by SGDA over two datasets \( S, S' \) with one different sample, according to the law of total probability we have:
\[ \mathbb{E}[\delta_{t+1}] \leq (1 - \frac{1}{n})(1 + \frac{c\ell}{t})\mathbb{E}[\delta_t] + \frac{1}{n} (1 + \frac{c\ell}{t})\mathbb{E}[\delta_t] + \frac{2cL}{t} \]
\[ = (1 + \frac{c\ell}{t})\mathbb{E}[\delta_t] + \frac{2cL}{nt}. \] (130)

As a result, conditioned on \( \delta_{t_0} = 0 \) we will have
\[ \mathbb{E}[\delta_T | \delta_{t_0} = 0] \leq \sum_{t=t_0+1}^{T} \prod_{k=t+1}^{T} \left\{ 1 + \frac{c\ell}{k} \right\} \frac{2cL}{nt} \]
\[ \leq \sum_{t=t_0+1}^{T} \prod_{k=t+1}^{T} \exp\left( \frac{c\ell}{k} \right) \frac{2cL}{nt} \]
\[ = \sum_{t=t_0+1}^{T} \exp\left( \sum_{k=t+1}^{T} \frac{c\ell}{k} \right) \frac{2cL}{nt} \]
\[ \leq \sum_{t=t_0+1}^{T} \exp(c\ell \log(T/t)) \frac{2cL}{nt} \]
\[ = \frac{2cLTc\ell}{n} \sum_{t=t_0+1}^{T} t^{-c-1} \]
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\[ \leq \frac{2L}{n\ell} \left( \frac{T}{t_0} \right)^{\ell}. \] (131)

Therefore, Lemma 3 shows that for every \( t_0 \) and \( z \):

\[ \mathbb{E}[|f_{\text{max}}(w; z) - f_{\text{max}}^*(w; z)|] \leq \frac{t_0}{n} + \frac{2LLw}{n\ell} \left( \frac{T}{t_0} \right)^{\ell}. \] (132)

The above upper-bound will be approximately minimized at

\[ t_0 = (2cLLw)^{\frac{1}{\ell+1}} T^{\frac{\ell}{\ell+1}}. \] (133)

Plugging in the above \( t_0 \) to the upper-bound we obtain the following bound for every \( z \):

\[ \mathbb{E}[|f_{\text{max}}(w; z) - f_{\text{max}}^*(w; z)|] \leq 1 + \frac{1}{n} \left( \frac{t_0}{n} \right)^{\ell+1} T^{\frac{\ell}{\ell+1}}. \] (134)

The above result combined with Theorem 2.2 from (Hardt et al., 2016) proves the theorem. \qed