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Abstract

Experimental studies of the oxygen reduction reaction (ORR) at nitrogen doped graphene electrodes have reported a remarkably low overpotential, on the order of 0.5 V, similar to Pt based electrodes. Theoretical calculations using density functional theory have lent support for this claim. However, other measurements have indicated that transition metal impurities are actually responsible for the ORR activity, thereby
raising questions about the reliability of both the experiments and the calculations. In order to assess the accuracy of the theoretical calculations, various generalized gradient approximation (GGA), meta-GGA and hybrid functionals are employed here and calibrated against high-level wave function based coupled cluster calculations (CCSD(T)) of the overpotential as well as self-interaction corrected density functional calculations and published quantum Monte Carlo calculations of O adatom binding to graphene. The PBE0 and HSE06 hybrid functionals are found to give more accurate results than the GGA and meta-GGA functionals, as would be expected, and for low dopant concentration, 3.1%, the overpotential is calculated to be 1.0 V. The GGA and meta-GGA functionals give a lower estimate by as much as 0.4 V. When the dopant concentration is doubled, the overpotential calculated with hybrid functionals drops, while it increases in GGA functional calculations. The opposite trends result from different potential determining steps, the *OOH species being of central importance in the hybrid functional calculations while the reduction of *O determines the overpotential obtained in GGA and meta-GGA calculations. The results presented here are mainly based on calculations of periodic representations of the system, but a comparison is also made with molecular flake models which are found to give erratic results due to finite size effects and geometric distortions during energy minimization. The presence of the electrolyte has not been taken into account explicitly in the calculations presented here, but is estimated to be important for definitive calculations of the overpotential.

1 Introduction

Doped graphene has attracted attention over the past decade as a metal-free catalyst and is being explored as a possible replacement for expensive and rare platinum group metals for the oxygen reduction reaction (ORR) in fuel cells. Qu et al. synthesized a few-layer nitrogen-doped graphene (NG) by chemical vapor deposition on a SiO$_2$/Ni substrate and used it as the cathode in ORR experiments. They reported an onset potential similar to commercial platinum catalysts under alkaline conditions and better resistance to methanol
and CO poisoning, as well as good cycling stability.\textsuperscript{5} Since then, several experimental studies have reported on high ORR activity in NG as has been reviewed by Wang \textit{et al.}\textsuperscript{6} and Zhang \textit{et al.}\textsuperscript{11} Generally, NG is reported to catalyze the 4 e\textsuperscript{-} ORR mechanism at similar or slightly lower catalytic activity than Pt under alkaline conditions while having higher durability.

The possible influence of transition metal impurities on the catalytic activity measured for NG is, however, a subject of ongoing debate. Some widely used preparation methods\textsuperscript{7,8} are based on a permanganate oxidant and the Mn atoms can be present in the product even after washing.\textsuperscript{9} Extreme conditions have in some cases been used to reduce the amount of metal residue and this has been found to result in reduced ORR activity.\textsuperscript{10} NG synthesized under explicitly metal-free conditions has been reported to give higher ORR overpotential.\textsuperscript{11}

Theoretical studies of ORR on NG have been conducted using various approaches. Classical dynamics simulations with energy and atomic forces estimated using electron density functional theory (DFT) have been used to study the relative stability of the various intermediates in ORR as well as free energy barriers for the reaction steps.\textsuperscript{12-14} The first theoretical estimate of the overpotential was presented by Studt\textsuperscript{15} using the thermochemical model (TCM).\textsuperscript{16} There, the overpotential, $\eta_{\text{TCM}}$, is estimated from the free energy of the intermediates and the computational hydrogen electrode. Using the BEFF-vdW functional,\textsuperscript{17} which is of the generalized gradient approximation (GGA) functional form, Studt obtained a value of $\eta_{\text{TCM}} = 0.72$ V for NG with a dopant concentration of 6.2\% and identified the potential determining step to involve reduction of $^*O$ adatom, but pointed out that solvation effects need to be taken into account in order to obtain a more reliable estimate.\textsuperscript{13} We note that the TCM also does not include kinetic effects, \textit{i.e.} the free energy barriers of the elementary reaction steps.\textsuperscript{13} Reda \textit{et al.} later carried out an extensive study using the same functional and method to estimate $\eta_{\text{TCM}}$ for a range of dopant concentrations and to assess the effect of solvation by including ice-like layers of water molecules.\textsuperscript{19} Using another functional of the GGA form, the PBE functional,\textsuperscript{20} Li \textit{et al.} reported a lower value for the onset potential, 0.45 V, from an extrapolation of calculated results for N-doped nanoribbon models.\textsuperscript{21} Gísla-
son and Skúlason\textsuperscript{22} obtained a $\eta_{\text{TCM}}$ a value of 0.57 V for the overpotential using the RPBE functional,\textsuperscript{23} a version of the PBE functional adjusted to give adsorption energy in better agreement with experimental measurements. Other calculations using the PBE functional have reported even lower values for the overpotential, such as 0.48 V for a model containing a cluster of three N dopants.\textsuperscript{24}

The above studies were carried out using periodic, infinite-sheet or ribbon models of the system, but some other studies have used calculations of finite, molecular flake models to estimate the overpotential of ORR on NG. These studies have invariably been carried out with hybrid density functionals where some fraction of exact exchange is included in the functional form. These functionals are generally considered to give more accurate results than GGA functionals. Using the B3LYP hybrid functional,\textsuperscript{25,26} Zhang and Xia calculated the overpotential for a flake model with a Stone-Wales defect\textsuperscript{27} and in a combined experimental and theoretical study, Jiao \textit{et al.} reported $\eta_{\text{TCM}}$ values for graphene doped with various types of atoms (N, B, P, S, O).\textsuperscript{28} They found that B-doped graphene exhibits similarly good ORR performance as NG with $\eta_{\text{TCM}}$ values similar to a commercial Pt catalyst.

The theoretical results discussed briefly above essentially fall into two classes, namely calculations of extended, periodic models of the system using energy functionals of the GGA form, or hybrid energy functional calculations of finite, molecular-like models. Apparently, both approaches give similarly good results indicating that NG can have ORR overpotential close to that of Pt catalysts. This could be interpreted as an indication that GGA and hybrid functionals are equally applicable to these studies and that periodic and finite models of the system give equivalent results. This is surprising since benchmark diffusion Monte Carlo simulations of the binding of an O adatom on a periodic model of graphene have shown significant errors in the binding energy obtained from GGA functionals.\textsuperscript{29} Janesko \textit{et al.} expanded on this benchmark study\textsuperscript{30} by testing also meta-GGA and hybrid functionals, showing that hybrid functionals are significantly more accurate for this application, especially the PBE\textsuperscript{0}\textsuperscript{31,32} and HSE06\textsuperscript{33} functionals. In another recent study, Mahler \textit{et al.} presented results on surface
reactions where hybrids fail to improve on GGA functionals which highlights the necessity to re-evaluate the performance of the various DFT rungs for any new material class. The question, therefore, arises how the overpotential for ORR predicted by hybrid functionals for periodic model systems of NG compare with the values previously obtained using GGA functionals, and whether the finite, flake models of NG give similar results as the extended, periodic models.

This article reports on a comprehensive study of various DFT functionals for calculating the overpotential for ORR on NG using both periodic as well as finite models. First, benchmark calculations of oxygen adsorption on undoped graphene are performed with a set of DFT functionals as well as explicitly self-interaction corrected GGA functional and the results compared with the diffusion Monte Carlo results. Secondly, \(\eta_{\text{TCM}}\) values for ORR on NG are reported for the various DFT functionals and both periodic and finite model systems. A remarkably large range of values is obtained, indicating what level of theory is needed to obtain best estimates of the overpotential within the TCM approximation. The effect of solvation remains the largest uncertainty, as discussed in the context of several different estimates.

2 Methodology

The calculations of the periodic representation of the system are carried out using a plane wave basis set with an energy cutoff of 600 eV to represent valence electrons and the projector-augmented wave (PAW) method used to account for the effect of inner electrons. The energy functionals used in this study include the GGA functionals PBE, BEEF-vdw, as well as the meta-GGA functionals TPSS, SCAN, and hybrid functionals PBE0, HSE06, and B3LYP. For BEEF-vdW, the implementation by Klimeš et al. was used. If not stated otherwise, the simulation cell includes a 32-atom representation of the graphene and is constructed using lattice parameters (see Table S1) obtained from a C4 graphite bulk cell.
(P6$_3$/mmc spacegroup) optimized using a converged 11 $\times$ 11 $\times$ 3 $k$-point grid. Wave functions are self-consistently optimized until the energy in subsequent iterations changes by less than 10$^{-6}$ eV. Atomic coordinates are optimized until forces drop below 10$^{-2}$ eV Å$^{-1}$. Gaussian-type finite temperature smearing is used to speed up convergence. The smearing width is chosen so that the electronic entropy remains below 1 meV. Real-space evaluation of the projection operators is used to speed up calculations of larger systems, using a precision of 10$^{-3}$ eV atom$^{-1}$. This scheme is also used with the isolated molecules to ensure consistency. The periodic images are separated by 14 Å of vacuum and a dipole correction is applied perpendicular to the slab. Omnidirectional dipole correction is used in the calculations of isolated molecules. The calculations are performed with the Vienna $ab$ $initio$ simulation package (VASP) version 5.4.4.\cite{VASP}

DFT calculations of the finite model systems, i.e. the flakes, are carried out using the PBE and PBE0 density functionals. Furthermore, a high-level wave function based approach, the coupled-cluster singles doubles and perturbative triples (CCSD(T)) method, is used to test the accuracy. The domain-based local pair natural orbital (DLPNO) approximation\cite{DLPNO} is used to reduce the computational effort of CCSD(T) calculations and a complete basis set extrapolation scheme\cite{BSE} with the cc-pVDZ and cc-pVTZ\cite{cc-pVTZ} basis sets is used to reduce the basis set error. The def2-TZVP triple-$\zeta$ basis set is used in the DFT calculations and the RIJCOSX\cite{RIJCOSX} approximation applied to speed up the exact exchange part in hybrid DFT and DLPNO-CCSD(T) calculations. The def2/J\cite{def2/J} auxiliary basis set is used there. The cc-pVTZ/C\cite{cc-pVTZ} auxiliary basis set is additionally used with DLPNO-CCSD(T) calculations. The calculations are performed using ORCA software version 4.0.1.58,59

The test calculations on oxygen adsorption on undoped graphene are performed using a rhombic 4 $\times$ 4 supercell with 32 atoms (G32), as illustrated in figure 1. Comparison is made with high-level diffusion Monte Carlo (DMC) results reported by Hsing et al. with atomic coordinates provided by the authors. To ensure compatibility with the DMC calculations, calculations are carried out using the $M(0.5, 0)$ special $k$-point, but converged $k$ grid calcu-
lations are also carried out with a $5 \times 5 \times 1\ \Gamma$-centered grid. The lowest energy site for the oxygen adatom is the bridge position and the on-top site is significantly higher in energy. Calculations focus on the energy difference between the two configurations.

![Graphene simulation cell and location of the O-adatom](image)

Figure 1: The 4x4 graphene simulation cell and location of the O-adatom at bridge and on-top sites.

In order to gain further insight into the limitations of the accuracy of the GGA functionals, an explicit self-interaction correction as proposed by Perdew and Zunger\(^6\) (PZ-SIC) is applied to the PBE functional in the calculations of the O-adatom configurations. The calculations make use of a real-space grid representation of the valence electrons and PAW for inner electrons as implemented in the GPAW software version 20.1.0.\(^6\) A grid mesh of 0.15 Å is used and direct minimization over complex orbitals is carried out.\(^6\) As has been established previously from atomization and band gap studies, the PZ-SIC is scaled by a half.\(^7\)

The free energy of reaction intermediates of ORR on NG is calculated using the 32-atom orthogonal simulation cell subject to periodic boundary conditions, with either one (gN1-G32) or two (gN2-G32) graphitic N dopants included, see figures 2 and 3. The resulting dopant concentration is 3.1% and 6.2%. This supercell is found to be large enough to obtain adsorption energy of ORR intermediates $^*\text{O}$, $^*\text{OH}$, and $^*\text{OOH}$ (see figure S1) unaffected by
Figure 2: Simulation cell of the 3.1% N-doped graphene (a) and relaxed structures of the oxygen reduction reaction intermediates: *OOH (b), *O (c), and *OH (d). N atoms blue, O atoms red, H atoms white, C atoms gray.

Figure 3: Simulation cell of the 6.2% N-doped graphene calculated using the HSE06 functional. The system has a small net magnetization moment at this level of theory, but not when a GGA or meta-GGA functional are used. The spin-up and spin-down densities are colored differently and the two N dopant atoms are marked. Periodic images of some of the atoms are shown in addition to those within the simulation cell.

interaction with periodic images at the lower doping level. A $4 \times 4 \times 1$ Monkhorst-Pack\(^{66}\) $k$-point grid and 400 eV energy cutoff are found to give converged results (see table S2 and figure S2). SCAN requires a denser FFT integration grid than the other functionals as has been reported previously.\(^{67}\) To speed up the optimization of the atomic coordinates in the
hybrid functional calculations, a $k$-point reduction scheme for the exact exchange step is used, reducing it to the $\Gamma$ point only. For a representative test system, the adsorption energy error introduced by this approximation is found to be $0.006 - 0.008$ eV (see Table S3). Final total energy results are obtained using the full $k$-point grid.

Zero point energy and vibrational entropy contributions are calculated from $\Gamma$ point phonon calculations within the harmonic approximation using four displacements of 0.015 Å per degree of freedom. The graphene backbone is constrained in these calculations to reduce computational effort. For a representative test system and the PBE functional, the error introduced by this approximation is found to translate to an increase of $\eta_{TCM}$ by 0.04 V (see Tables S4 and S5). For phonon calculations using hybrid functionals, the same exact exchange $k$-point reduction scheme is used as for the energy minimization.

Potential-dependent free energy diagrams at pH 0 are constructed using the TCM. From the free energy for each intermediate $x$, the reaction free energy is calculated as

$$G_{\text{ads}}^x(U) = E_{\text{el}}^x + E_{Z\text{PE}}^x - TS_{\text{vib}}^x + neU,$$

with $E_{\text{el}}^x$ being the total energy of intermediate $x$, $E_{Z\text{PE}}^x$ the zero-point energy correction, $TS_{\text{vib}}^x$ the entropy correction evaluated at $T = 298.15$ K, and $neU$ describing the effect of the potential where $n$ is the number of electrons transferred during step $x$. Adsorption free energy values are calculated using gas-phase H$_2$O and H$_2$ as reference, for which entropy contributions are obtained from the NIST-JANAF Thermochemical Tables. By varying $U$ in $G_{\text{ads}}^x(U)$, an estimate of the onset potential is obtained as the point at which all reaction steps first become downhill. For an ideal ORR catalyst, this point would occur at 1.23 V. Non-ideal systems deviate from this and $\eta_{TCM}$ is obtained as the difference between 1.23 V and the calculated onset potential. See the Supporting Information for more details.
2.1 Test of functionals: O-adatom on graphene

In order to test the accuracy of the various DFT functionals, a comparison is made with the published DMC results of Hsing et al. for the binding of an O adatom to graphene. The results are summarized in figure 4. Here, the difference in total energy at the two sites for the O adatom, on-top and bridge, $\Delta E = E_{\text{tot}}^{\text{top}} - E_{\text{tot}}^{\text{bridge}}$, is reported.

Figure 4: Calculated energy difference $\Delta E = E_{\text{tot}}^{\text{top}} - E_{\text{tot}}^{\text{bridge}}$ between on-top and bridge sites of an O adatom on graphene using various DFT functionals, self-interaction corrected PBE and diffusion Monte Carlo. Purple bars show results obtained from $M(0.5, 0)$ point calculations for atom coordinates provided by Hsing et al. Green bars give $5 \times 5 \times 1$ $k$ grid calculations for the same atom coordinates. Blue bars show results of $5 \times 5 \times 1$ $k$ grid calculations for atom coordinates optimized using the respective density functional. Value obtained from $M(0.5, 0)$ point DMC calculation by Hsing et al.

This measure ensures that the different density functionals are compared exclusively based on their description of the electronic structure of the graphene-oxygen system, eliminating contributions from the O atom reference that can be problematic in DFT calculations. The DMC results of Hsing et al. were obtained for the special $M = (0.5, 0)$ $k$-point only. The dataset "$M$ point" in figure 4 is obtained using this $k$-point and the same atom coordinates as used by Hsing et al.

The hybrid functionals PBE0 and HSE06 give results that are closest to the DMC values, with deviations around 5%. These functionals differ only by the inclusion of screening
in HSE06. A 27% lower value with respect to DMC is obtained with the B3LYP hybrid functional. These results are in agreement with the calculations of Janesko et al.\textsuperscript{30} The GGA functionals PBE (32% error), PW91 (35%), RPBE (36%) and BEEF-vdW (40%) give results that differ significantly from the DMC results and have errors of similar magnitude the meta-GGA functionals, TPSS (29%), SCAN (32%) and M06L (32%). The PBEsol functional produces a slightly smaller error of 23% which is even lower than that of the B3LYP hybrid functional.

The reason for the shortcoming of the GGA and meta-GGA functionals in this calculation can be traced to the self-interaction error that is introduced in Kohn-Sham functionals that only depend on the total electron density. The explicitly self-interaction corrected PBE functional gives an energy difference that is close to but even a bit higher than the DMC results, with 8% deviation.

The BEEF-vdW functional includes van der Waals interaction and several calculations were additionally carried out to assess the importance of this contribution. Results obtained using the SCAN-rVV10\textsuperscript{71} and DFT-D3BJ\textsuperscript{72,73} with PBE and HSE06\textsuperscript{74} are given in table S6. The addition of van der Waals interaction does not change the calculated energy difference significantly. The good performance of the self-interaction corrected PBE as well as the PBE0 and HSE06 hybrid functionals indicates that the dominant source of error in the GGA and meta-GGA calculations is due to the self-interaction.

The DMC calculations are limited to just one $k$-point and do not include structure relaxation. The effect of these two limitations is studied using the DFT functionals. First, the influence of the $k$-point grid is investigated. To this end, $\Delta E$ is recalculated with the previously used density functionals on a $5\times5\times1$ $k$-point grid on the same geometries used by Hsing and co-workers for DMC. While the $\Delta E$ values obtained this way cannot be directly compared to DMC, any changes in the relative sequence of functionals will reveal possible dependencies on the $k$-point sampling. Results of this test are shown in the dataset "5×5×1 grid" in figure\textsuperscript{4} The SIC method is omitted from hereon since the current implementation
only supports single $k$-point calculations. While the obtained $\Delta E$ values are overall lower by ca. 0.2 eV compared to the $M$ point results, the relative ordering of results is consistent between $M$ point and full $k$-point grid calculations. The only outlier is SCAN, which, using the $5 \times 5 \times 1$ $k$-point grid, produces a significantly higher $\Delta E$ value than all other meta-GGA and GGA functionals as well as B3LYP. Note however that SCAN requires a denser FFT grid than the other functionals for convergence of the $M$ point calculation. The numerical sensitivity of SCAN has been reported on in the past. The PBE result is identical to the value published by Hsing and et al. and the overall trend is in agreement with the sequence published by Janesko and co-workers. Note that the values Janesko et al. report are overall larger by 0.2–0.3 eV, which the group attributes to the use of an LCAO instead of a plane-wave basis set.

Secondly, the influence of the relaxation of the atomic configuration on the binding energy difference is investigated. So far, all $\Delta E$ calculations were performed using atomic configurations provided by Hsing and co-workers used for DMC calculations. Since different density functionals will produce different equilibrium lattice parameters, it is possible that this approach could introduce a form of lattice strain, leading to biased results. For this test, the atomic configurations and cell parameters of each system are therefore relaxed with each density functional using a $5 \times 5 \times 1$ $k$-point grid. Optimal graphite lattice parameters are obtained for each functional and are listed in table S1. The $\Delta E$ values obtained in this test are shown in the "optimized" dataset in figure [4]. The M06L functional is omitted from hereon due to convergence issues when relaxing the atomic configurations. No significant differences are found compared to column "$5 \times 5 \times 1$ grid", with only a small discrepancy observed for SCAN. These results suggest that using the same geometry throughout the $M$ point benchmark is inconsequential to the benchmark results. This conclusion also implies that for this material class, it is a suitable simulation approach to relax geometries at the GGA level and obtain accurate total energy values using a higher-level method.

The BEEF-vdW functional has an error estimate built in to indicate what range of values
can be expected from any reasonable parametrization of the GGA functional form. The one standard deviation error bar obtained with an ensemble size of 2000 for the binding energy difference is quite large, 0.2 eV, corresponding to ± 30 %.

3 Results

Results obtained for periodic models of doped graphene are presented first and then results obtained using finite, flake-like models.

3.1 A. Periodic with 3.1% and 6.2% doping

The ORR overpotential for the periodic models of NG are calculated with the same set of density functionals used in the test against the DMC results for the O adatom on graphene. Given the good performance there, HSE06 is herein used as the best estimate for the overpotential and as the baseline for comparison. The periodic model systems of NG contain 32 atoms in the simulation cell and a dopant concentration of 3.1% (gN1-G32p) as illustrated in figure 2 and 6.2% (gN2-G32p) as illustrated in figure 3. These concentration values are within the 1 to 10% range reported for experimentally studied materials.[6] The calculated values of the adsorption energy for the various ORR intermediates are converged with respect to system size in the low concentration model (see figure S1).

The calculated free energy of the intermediates in the 4e– ORR reaction path is shown in figure S3 for the lower dopant concentration and in figure 5 for the higher dopant concentration. The onset potential, U₀, that makes the potential determining step flat in free energy is determined for each case, and from that the overpotential is estimated as η_{TCM} = 1.23 V - U₀. For the lower dopant concentration, a large range of values is obtained and a correlation between the value of the estimated overpotential and the binding energy difference of the O adatom is noted. This is illustrated in figure 6 which shows the calculated η_{TCM} values for each functional as a function of the ΔE values from the ‘optimized’ dataset shown in figure.
Figure 5: Calculated free energy for the oxygen reduction reaction on graphene with 6.2% N-dopant concentration. Left: at zero voltage. Right: at voltage giving as flat free energy profile as possible without any step being uphill. For the BEEF-vdW this voltage is 0.52 V corresponding to $\eta_{\text{TCM}} = 0.71$ V and the reduction of $^*\text{O}$ is the potential determining step (as for the other GGA functionals), while for the HSE06 this voltage is 0.51 V corresponding to $\eta_{\text{TCM}} = 0.72$ V and the reduction of $\text{O}_2$ to form $^*\text{OOH}$ is the potential determining step.

Figure 6: Thermochemical overpotentials $\eta_{\text{TCM}}$ for 3.1% N-doped graphene calculated using various DFT functionals vs. the binding energy difference for the O adatom, $\Delta E$, from the "optimized" dataset shown in figure 4. The general trend is that functionals giving a more accurate estimate of $\Delta E$ give higher values of the onset potential $\eta_{\text{TCM}}$. GGA: squares; meta-GGA: circles; hybrid functionals: diamonds.

The onset potential is limited by the formation of $^*\text{OOH}$ in all cases for the lower dopant concentration. The hybrid functionals, PBE0 and HSE06, produce the highest $\eta_{\text{TCM}}$ values.
of ca. 1.0 V. B3LYP produces a \( \eta_{\text{TCM}} \) similar to the HSE06 reference value despite showing larger deviations from the DMC results on the calculations of the *O binding energy difference. This is a result of B3LYP producing *OH and *OOH free energy values similar to PBE0 and HSE06 while a larger deviation is observed for the free energy of the *O intermediate. Since ORR onset potential on this particular model system is limited by the *OOH formation step, the \( \eta_{\text{TCM}} \) obtained with B3LYP is in good agreement with PBE0 and HSE06.

The results obtained with PBE, RPBE, PW91, TPSS, and SCAN functionals are found to be similar, analogous to the calculations of the *O binding energy difference. Compared to PBE0/HSE06, they underestimate \( \eta_{\text{TCM}} \) by 0.2–0.4 V. The PBEsol functional underestimates \( \eta_{\text{TCM}} \) in a similar way despite better performance in the benchmark compared to the other (meta-)GGA functional. PBEsol is not optimized for surface adsorption calculations and its poor performance in this regard is well documented. The BEEF-vdW functional underestimates \( \eta_{\text{TCM}} \) by ca. 0.4 V. The vertical error bars for BEEF-vdW in figure 6 indicate the uncertainty of \( \eta_{\text{TCM}} \) based on the standard deviation of the free energy values used to calculate \( \eta_{\text{TCM}} \), obtained from an ensemble size of 2000 functionals. The error bars span a wide range of values, between 0.2–1.0 V. Note that PBE-D3 gives an almost identical \( \eta_{\text{TCM}} \) value as BEEF-vdW, indicating that the observed difference between BEEF-vdW and PBE is likely due to the added dispersion energy. Based on these results and the earlier benchmark, inclusion of exact exchange in hybrid functionals appears to be necessary to obtain accurate TCM results for graphene-based materials. Care should be taken in the choice of functional if correct description of the *O intermediate is crucial; there, the B3LYP functional is less accurate. The \( \eta_{\text{TCM}} \) value of ca. 1.0 V obtained with the HSE06 functional is significantly higher than values published previously, as discussed above in the introduction.

When the dopant concentration is doubled to 6.2% the electronic structure of NG calculated with HSE06 shows interesting features. The calculated spin density is illustrated in figure 3 and shows non-zero net magnetization as well. This is in agreement with experiments
which show that certain dopant cluster arrangements lead to a ferromagnetic ground state with non-zero magnetization. However, in the GGA calculations, no net magnetic moment is obtained. This result indicates that GGA functionals fail to describe some fundamental aspects of the electronic structure of this material.

Using the HSE06 functional, the binding strength of all ORR intermediates increases when the dopant concentration is doubled, with the largest increase obtained for *O. This leads to a decrease of $\eta_{TCM}$ to 0.72 V, with *OOH reduction still remaining the potential determining step. In the calculations using PBE and BEEF-vdW, the potential determining step is the reduction of *O. The hybrid functionals and GGA functionals, therefore, give quite different trends for ORR when the dopant concentration is 6.2% even though the estimated overpotential is quite similar.

### 3.2 B. Finite flake models

Calculated $\eta_{TCM}$ for finite model systems similar to those used in several previous studies are shown in figure 6. In particular, the calculations are performed for a 54-atomic NG flake akin to the model used by Jiao and co-workers (see figure S6) where the dopant concentration is 2.4%. Using the PBE0 functional, a $\eta_{TCM}$ value of 0.62 V is obtained. These results are noteworthy because the $\eta_{TCM}$ values obtained this way are significantly lower than results for the periodic model systems at 3.1% dopant concentration (0.62 V vs. 0.94 V with PBE0). Results from the periodic and molecular flake models are, therefore, not consistent since in the periodic case, a trend was established relating increasing dopant concentration to lower $\eta_{TCM}$ values. Furthermore, the size of the periodic model is shown to be converged with regards to the adsorption energy values of ORR intermediates as shown in the figure S1. Reducing the dopant concentration of the periodic model system does not change the obtained $\eta_{TCM}$ value. In the following, two potential causes of this deviation between molecular and periodic model systems are investigated in more detail, finite size effects and geometric distortion of the flake models.
To study the influence of finite size effects in more detail, adsorption energy calculations of ORR intermediates are performed using the PBE and PBE0 functionals on a set of hydrogen-terminated models generated from the periodic size convergence study shown in figure 6. These models therefore retain the atomic configurations of the periodic structures. Only the hydrogen atoms are allowed to relax during the calculations. Figure 7a shows the obtained adsorption energy trends as a function of the flake size. Since all the flake models contain one N atom, the dopant concentration decreases as a function of the flake size. In order to test the accuracy of the DFT functionals, high level wave function based calculations are performed and treated as benchmark results. DLPNO-CCSD(T) calculations are performed for flakes of up to 32 atoms. The results confirm the PBE0 functional to be most accurate for this application. The flakes in this set show similar convergence behavior to the periodic models but admolecules are overall less strongly bound compared to the periodic calculations with HSE06. This decreased binding strength results in a very high $\eta_{\text{TCM}}$ value of ca. 1.7 V in case of the converged 32-atomic model. It is suggested that this deviation is a result
of finite size effects modifying the adsorption energetics. Note that the different choice of basis set can influence this comparison as well but the difference between LCAO and PW showcased by Janesko and co-workers\textsuperscript{30} is not large enough to fully account for the ca. 1 eV increase in adsorption energy of the *OOH intermediate on the flake model compared to the periodic calculation.

The second set of calculations is performed on round and diamond-shaped molecular flakes of increasing size. They are not generated from periodic models and the atomic coordinates are not constrained in any way. These models also contain only one dopant atom. Strong deformation of the flakes is observed during energy minimization, see figure S. Adsorption energy values as a function of the flake size are shown in figure 7b. Unlike for the flake models derived from periodic configurations of the atoms, no obvious convergence trend is observed with regards to the flake size. Adsorption energy values fluctuate by as much as 0.8 eV up to a flake size of 70 C & N atoms, at which point hybrid calculations start to become too computationally demanding. Notably, the 54 atom flake, which was used to calculate the $\eta_{\text{TCM}}$ values at the start of this section, shows strong binding of ORR intermediates compared to the flakes derived from periodic models and therefore produces a small $\eta_{\text{TCM}}$. Overall, the results show that geometric distortions of the flakes affect the calculated adsorption energy in unpredictable ways. Free energy diagrams are shown in figures S7 and S8. For this comparison, only the electronic ground state energy values are considered since ZPE and entropic contributions do not change the trends. The $\eta_{\text{TCM}}$ trends in figure 9 directly correspond to changes of the *OOH adsorption energy values in figure 7. This relationship is a result of *OOH formation being the potential determining step in all
the models. It is noteworthy that for the round and diamond-shaped systems, which are not generated from periodic systems, the flakes with 24 and 54 C and N atoms give rise to the lowest $\eta_{TCM}$. These two models are round whereas the others are diamond shaped, see figure S6. The shape of the model therefore seems to influence its thermochemistry significantly. This does not appear to be the case for the models generated from periodic models, even though the periodic models presented in the size convergence study (see figure S1) also vary in their aspect ratio.

Lastly, $\eta_{TCM}$ values are calculated for these two sets of finite NG models and the results are shown in Figure 9. Free energy diagrams are shown in figures S7 and S8. For this comparison, only the electronic ground state energy values are considered since ZPE and entropic contributions do not change the trends. The $\eta_{TCM}$ trends in figure 9 directly correspond to changes of the *OOH adsorption energy values in figure 7. This relationship is a result of *OOH formation being the potential determining step in all the models. It is noteworthy that for the round and diamond-shaped systems, which are not generated from periodic systems, the flakes with 24 and 54 C and N atoms give rise to the lowest $\eta_{TCM}$. These two models are round whereas the others are diamond shaped, see figure S6. The shape of the model therefore seems to influence its thermochemistry significantly. This does not appear to be the case for the models generated from periodic models, even though the periodic models presented in the size convergence study (see figure S1) also vary in their aspect ratio.
not appear to be the case for the models generated from periodic models, even though the periodic models presented in the size convergence study (see figure S1) also vary in their aspect ratio.

4 Discussion

In this study, the accuracy of various density functionals is assessed for adsorption of oxygen-containing adspecies on graphene-based materials. The thermochemical overpotentials $\eta_{TCM}$ for the associative 4e$^-$ ORR mechanism on a periodic NG model system are calculated with GGA, meta-GGA and hybrid density functionals. Results indicate that GGA functionals underestimate $\eta_{TCM}$ by up to 0.4 V when the dopant concentration is low, 3.1%. The hybrid PBE0 and HSE06 functionals which have been shown to give more accurate estimates of the binding of an O adatom on pure graphene as compared to DMC results, give a larger estimate of the overpotential, of 1.0 V. The meta-GGA functionals, TPSS and SCAN, give values of the overpotential that are similar to the ones obtained from GGA functionals. Bayesian error estimation with the BEEF-vdW functional produces a large uncertainty of $\Delta\eta_{TCM} \approx 0.8$ V indicating that the GGA functional form is unreliable. It should be noted, however, that this error estimate does not take into account systematic errors in the GGA functional form, such as the self-interaction error, which is shown here to be responsible for the shortcomings of GGA in calculations of the O adatom binding on graphene. The *OOH intermediate can be further stabilized by increasing the dopant concentration, which decreases $\eta_{TCM}$ obtained by HSE06 to 0.72 V. This trend is opposite to the GGA results where the reduction of *O becomes the potential determining step. The trends obtained with GGA functionals can therefore be quite different from the trends obtained with hybrid functionals for this reaction.

It is clear from these studies that hybrid functionals give more accurate results than GGA or meta-GGA functionals. The main uncertainty that remains is the effect of solvation,
i.e. the presence of the aqueous electrolyte and in particular hydrogen bonding of the admolecules with water molecules. Various different estimates of the shift in free energy of ORR intermediates due to the presence of water have been presented in the literature. The classical dynamics simulations of Yu et al.\cite{Yu2014} give a lowering of the binding free energy of all the intermediates by about 0.5 eV, but the calculations of Reda et al.\cite{Reda2015} using ice layers indicate a lowering of 0.18 eV for *OOH and *OH and about twice as much for *O. Such contributions from solvation can change the estimated $\eta_{\text{TCM}}$ significantly. If the free energy of *OOH is lowered by 0.2 eV, the $\eta_{\text{TCM}}$ obtained from calculations where the formation of *OOH is the potential determining step is reduced by 0.2 V. For example, the $\eta_{\text{TCM}}$ obtained from the HSE06 functional becomes ca. 0.8 V for the 3.1% doping concentration.

Similarly, for the higher dopant concentration of 6.2 %, the $\eta_{\text{TCM}}$ value obtained with HSE06 is reduced from 0.72 V to 0.54 V, which is in the same range as commercial Pt catalysts. Figure S4 shows free energy diagrams with and without solvation contributions for the lower dopant concentration, where the solvation effect estimated by Reda et al. is applied.

Ultimately, extensive sampling of solvent configurations around the adsorbate taking into account the electrochemical environment is required to refine the calculated estimates of the overpotential in ORR. Furthermore, the effect of free energy barriers in the elementary steps may need to be taken into account instead of just the thermodynamics of the intermediates. The simulations of electrochemical systems is a challenging but rapidly advancing field and further development of the simulation methodology will in the future make more accurate estimates of the electrochemical overpotential possible.

Lastly, doped molecular flakes are investigated. The $\eta_{\text{TCM}}$ from flake models which retain the atomic configuration of a periodic model system is larger than 1.0 V, indicating that quantum size effects strongly decrease adsorption strength for all ORR intermediates. However, for a set of typical round and diamond-shaped flakes, strong geometric distortion during relaxation is observed. This leads to erratic jumps in the adsorption energetics of
ORR intermediates for different flake sizes and shapes.

Further research using hybrid DFT functionals is required to explore the debated adsorption mode of O₂ and kinetic aspects of ORR on NG. Edge-effects, the influence of geometric distortions like the Stone-Wales defect, and the activity of B-doped graphene models should be re-investigated using periodic model systems and the HSE06 functional to confirm or correct previously published trends. Finally, solvation contributions, which are found to affect adsorption free energy values significantly, need to be obtained using rigorous sampling of solvent configurations and the explicit electrode potential needs to be taken into account.
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Table 1: C–C distances ($d_{C-C}$) and interlayer distances $d_{\text{layers}}$ of P6$_3$/mmc graphite bulk cells optimized at the respective level of theory compared to experimental values.

| Position        | $d_{C-C}$ / Å | $d_{\text{layers}}$ / Å |
|-----------------|---------------|-------------------------|
| Experimental$^{1,2}$ | 1.420         | 3.335                   |
| PBE             | 1.424         | 3.929                   |
| PBE-D3          | 1.423         | 3.343                   |
| BEEF-vdW        | 1.423         | 3.630                   |
| TPSS            | 1.423         | 4.380                   |
| SCAN            | 1.416         | 3.441                   |
| SCAN-rVV10      | 1.416         | 3.343                   |
| PBE0            | 1.414         | 4.520                   |
| HSE06           | 1.415         | 3.766                   |
| HSE06-D3        | 1.414         | 3.351                   |
| B3LYP           | 1.419         | 3.922                   |

1 Optimized cell parameters

2 Supercell size convergence study

Supercell size convergence for Nitrogen-doped graphene (NG, Figure 1). Supercells always included one graphitic dopant; the dopant concentration therefore is not static. All supercells were converged with respect to the $k$ grid before evaluation. Note that HSE06 values are obtained using the $k$ grid reduction scheme for the exact exchange (EE) step outlined in the main manuscript. Also, adsorption energy values given here may vary from the final reported values since they were obtained with less strict precision parameters. The NG model seems to require a 32 atomic cell in particular for converged *OH results.
Figure 1: Supercell size convergence study for cells containing 1 graphitic Nitrogen atom at the PBE and HSE06 level, with the latter using the $k$ point reduction scheme outlined in main MS.

3 Grid convergence of $\eta_{\text{TCM}}$

We investigate the dependence of the thermodynamic reaction overpotentials $\eta_{\text{TCM}}$ with respect to the $k$ point grid for the PBE, SCAN, and HSE06 density functional approximations. The calculation parameters are the same as for the final reported values in the main manuscript. HSE06 values reported here used the full $k$ grid for the HF step. Table 2 reports values for NG. Note that $k$ grid convergence with SCAN difficult, showing decreasing $\eta_{\text{TCM}}$

Table 2: $k$ grid convergence study for thermodynamic reaction overpotentials $\eta_{\text{TCM}}$ on gN1-G32 in V.

| Functional | $3 \times 3 \times 1$ | $4 \times 4 \times 1$ | $5 \times 5 \times 1$ | $7 \times 7 \times 1$ |
|------------|-----------------|-----------------|-----------------|-----------------|
| PBE        | 0.84            | —               | 0.80            | 0.81            |
| SCAN       | 0.64            | —               | 0.63            | 0.54            |
| HSE06      | 1.03            | 0.98            | 0.97            | —               |
up to the dense $7 \times 7 \times 1$ grid.

4 Plane wave energy cutoff convergence

The plane wave energy cutoff criterion is governed by the ENCUT tag in VASP input files. Figure 2 reports convergence of the total energy of the gN1-G32 model at the full HSE06 level.

![Figure 2: ENCUT convergence for the total energy of adsorbate-free gN1-G32 at the HSE06 level, using single-point calculations on relaxed geometry and a $5 \times 5 \times 1$ $k$ grid.](image)

5 Error estimation: exact exchange $k$ point reduction scheme for hybrid DFT geometries

We evaluate the error introduced by the EE $k$ point reduction scheme for hybrid calculations presented in and used throughout the main manuscript. Table 3 compares (purely electronic) adsorption energy values for HSE06 obtained by a) geometry optimization using the $k$ reduction scheme and final single-point energy evaluation on the full grid (denoted HSE06*) and b) both geometry relaxation and final single-point energies on the full grid. We used
Table 3: Comparison of total electronic energy values obtained via the HF $k$ point reduction scheme for geometry optimizations (HSE06*) and by full optimization at the HSE06 level (HSE06).

| System          | $E_{\text{tot}}^{\text{HSE06}*}$ / eV | $E_{\text{tot}}^{\text{HSE06}}$ / eV | $\Delta E_{\text{tot}}$ / eV |
|-----------------|--------------------------------------|-------------------------------------|------------------------------|
| clean NG sheet  | -334.8969                            | -334.9058                           | -0.0089                      |
| *O              | -342.3237                            | -342.3298                           | -0.0062                      |
| *OH             | -347.3367                            | -347.3434                           | -0.0067                      |
| *OOH            | -353.4844                            | -353.4927                           | -0.0083                      |

a $4 \times 4 \times 1$ $k$ grid and an energy cutoff of 500 eV for this comparison. Note that the full optimization is extremely computationally demanding, making denser $k$ grids unreasonable to use. The introduced error is ca. 0.01 eV, which is noticeable but overall one magnitude lower than that introduced by other factors such as the choice of functional.

6 Error estimation: constrained geometry vs. full phonon calculation

Tables 4 and 5 list the electronic energy values, free energy corrections and final adsorption free energy values obtained using constrained phonon calculations (backbone constrained, considered only contributions from the adsorbate) and a full phonon calculation (including contributions from the backbone) at the PBE level. Calculation of the adsorption free

Table 4: Thermodynamic corrections from constrained phonon calculation.

| System    | $E_{\text{tot}}$ / eV | $E_{\text{ZPE}}$ / eV | $T \cdot \Delta S$ / eV | $G_{\text{tot}}$ / eV | $G_{\text{ads}}$ / eV |
|-----------|-----------------------|------------------------|-------------------------|------------------------|----------------------|
| gN1-G32   | -293.464              | —                      | —                       | —                      | —                    |
| *O        | -298.163              | 0.083                  | 0.049                   | -298.129               | 2.499                |
| *OH       | -303.274              | 0.392                  | 0.062                   | -302.944               | 0.936                |
| *OOH      | -307.427              | 0.466                  | 0.149                   | -307.110               | 3.933                |

energies used $\text{H}_2\text{O}$ (-13.669 eV) and $\text{H}_2$ (-6.506 eV) as reference in both cases. When $\text{OP}_T$
Table 5: Thermodynamic corrections from full phonon calculation.

| System  | \(E_{\text{tot}}\) / eV | \(E_{\text{ZPE}}\) / eV | \(T \cdot \Delta S\) / eV | \(G_{\text{tot}}\) / eV | \(G_{\text{ads}}\) / eV |
|---------|--------------------------|--------------------------|----------------------------|--------------------------|--------------------------|
| gN1-G32 | -293.464                 | 5.288                    | 0.394                      | -288.570                 | —                        |
| *O      | -298.163                 | 5.392                    | 0.442                      | -293.213                 | 2.521                    |
| *OH     | -303.274                 | 5.734                    | 0.438                      | -297.978                 | 1.008                    |
| *OOH    | -307.427                 | 5.811                    | 0.509                      | -302.125                 | 4.024                    |

is calculated from these values, the disparity amounts to 0.04 V (0.29 V for the constrained vs. 0.33 V for the unconstrained calculation). We therefore suggest that the reported overpotentials are slightly underestimated throughout the manuscript as a result of this approximation.

7 Calculation of potential-dependent free energy diagrams

Free energy diagrams were constructed according to the method by Nørskov and co-workers.\(^3\)\(^-\)\(^5\)

The Standard Hydrogen Electrode (SHE) is defined so that

\[
\text{H}_2(\text{g}) \leftrightarrow 2(\text{H}^+_{\text{(aq)}}, \text{e}^-) \tag{1}
\]

holds true, which corresponds to reaction conditions of pH 0 in solution, \(\text{H}_2\) pressure of 1 bar, and room temperature (298.15 K). This allows to define the following reactions (2)–(4) to be in equilibrium at an electrode potential of \(U = 0\),

\[
\begin{align*}
2\text{H}_2\text{O} + * & \leftrightarrow *\text{OOH} + \frac{3}{2}\text{H}_2 \tag{2} \\
\text{H}_2\text{O} + * & \leftrightarrow *\text{OH} + \frac{1}{2}\text{H}_2 \tag{3} \\
\text{H}_2\text{O} + * & \leftrightarrow *\text{O} + \text{H}_2, \tag{4}
\end{align*}
\]
whereby * denotes the lowest-energy adsorption position on the NG backbone. Within this approximation, the references are defined with respect to gas phase H$_2$ and H$_2$O, thus avoiding calculation of the notoriously difficult $^3$O$_2$ molecule or the radical ·OH and ·OOH species in isolation.

Assuming the associative pathway, the individual steps of the catalytic 4e$^-$ ORR pathway on NG can therefore be defined, given in Equations (5) to (8), as

\[
\begin{align*}
O_2 + * + H^+ + e^- &\rightarrow *\text{OOH} \\
*\text{OOH} + H^+ + e^- &\rightarrow *\text{O} + H_2O \\
*\text{O} + H^+ + e^- &\rightarrow *\text{OH} \\
*\text{OH} + H^+ + e^- &\rightarrow H_2O + *
\end{align*}
\]

Thus, the following equations for the potential-dependent adsorption Gibbs free energies $\Delta G(U)$ of each reaction step$^3$ can be derived:

\[
\begin{align*}
\Delta G_{\text{OOH}}(U) &= (G_{\text{OOH}} + 2G_{\text{H}_2\text{O}}) - (G_{\text{clean}} + 3G_{\text{H}^+}) - 3eU \\
\Delta G_{\text{O}}(U) &= (G_{\text{O}} + G_{\text{H}_2\text{O}}) - (G_{\text{clean}} + 2G_{\text{H}^+}) - 2eU \\
\Delta G_{\text{OH}}(U) &= (G_{\text{OH}} + G_{\text{H}_2\text{O}}) - (G_{\text{clean}} + G_{\text{H}^+}) - eU
\end{align*}
\]

Gibbs free energy results are calculated as $G_x(U_0) = E_x + E_{\text{ZPE}} + T \cdot S_x$, with the total SCF energy from DFT calculations $E_x$, zero-point energy $E_{\text{ZPE}}$ and the entropic correction $T \cdot S_x$ at room temperature $T = 298.15K$ and pH 0 calculated from harmonic vibrational frequency analysis.
Free energy diagrams at 0 V and at the onset and at the ORR onset potential are constructed for the PBE, BEEF-vdW, TPSS, SCAN, PBE0, HSE06, and B3LYP functionals, see Figure 3.

Figure 3: Free energy diagrams for gN1-G32 at 0 V (left) and at the onset electrode potential (right) obtained using GGA and meta-GGA functionals (top) as well as PBE and hybrid functionals (bottom). The ideal ORR catalyst with a free energy change of 1.23 V at each reaction step is shown as a dashed line.
9 Influence of dispersion correction

Table 6: Calculated total energy difference $\Delta E = E_{\text{top}}^{\text{tot}} - E_{\text{bridge}}^{\text{tot}}$ of graphene sheets with top- and bridge-bound adatoms, using various DFT functionals, SIC, and DMC. For $M$ point results, the relative deviation with respect to DMC is given in brackets. This table contains additional values for dispersion-corrected functionals not given in the main manuscript. Dispersion correction is found to play an insignificant role.

| Method     | $\Delta E_D / \text{eV}$ | $M$ point$^b$ | full $k$ grid$^c$ | opt. + full $k$ grid$^d$ | Janesko$^7,e$ |
|------------|-------------------------|---------------|--------------------|---------------------------|--------------|
| DMC        | 1.360                   | -             | -                  | -                         | -            |
| SIC        | - 1.47 (+8 %)           | -             | -                  | -                         | -            |
| PBE0       | - 1.29 (-5 %)           | 1.10          | 1.09               | -                         | -            |
| HSE06      | - 1.28 (-6 %)           | 1.10          | 1.10               | 1.31                      | -            |
| HSE06-D3   | - 1.26 (-7 %)           | 1.26          | 1.05               | -                         | -            |
| B3LYP      | - 0.99 (-27 %)          | 0.80          | 0.80               | 1.10                      | -            |
| TPSS       | - 0.97 (-29 %)          | 0.78          | 0.79               | 0.93                      | -            |
| SCAN-rVV10 | - 0.941 (-31 %)         | 0.959         | 0.923              | -                         | -            |
| SCAN       | - 0.92 (-32 %)          | 0.96          | 0.92               | -                         | -            |
| PBE        | 0.74 0.92 (-32 %)       | 0.75          | 0.75               | 0.91                      | -            |
| PBE-D3     | - 0.91 (-33 %)          | 0.72          | 0.72               | -                         | -            |
| BEEF-vdW   | - 0.82 (-40 %)          | 0.65          | 0.63 ± 0.20$^f$    | -                         | -            |

$^a$ $M$ point evaluated for geometries provided by Hsing et al.$^6$

$^b$ $5 \times 5 \times 1$ $k$ grid evaluated for geometries provided by Hsing et al.$^6$

$^c$ $5 \times 5 \times 1$ $k$ grid evaluated for geometries optimized using the respective density functional.

$^d$ Value obtained from $M(0.5, 0)$ point DMC calculation.

$^e$ Standard deviation based on an ensemble size of 2000.
To complete the thermodynamic description of the models presented in this study, the influence of solvation on the stability of the ORR intermediates is considered. To this end, the influence of a single layer of 8 H$_2$O molecules (corresponds to $\theta = \frac{2}{3}$ monolayer) on the binding energy of the adsorbate is assessed. A single layer of water was recently found to give converged solvation energy results in a study by Reda et al. on a similar NG model system. The solvation stabilizations obtained from the HSE06 functional in these calculations are summarized in Table 7. Figure 4 compares the resulting free energy diagrams to Table 7: Solvation stabilization by 8 explicit H$_2$O molecules for ORR intermediates on NG. Negative values indicate stabilization.

| Intermediate | $\Delta E_{\text{solv}}$ / eV |
|--------------|--------------------------------|
| *O           | -0.38                          |
| *OH          | -0.12                          |
| *OOH         | -0.14                          |

gas phase results from gN1-G32p. Inclusion of solvation stabilization in the free energy description presented above will lead to a reduction of the thermochemical overpotentials from 0.97 to 0.82 V. This is exclusively due to stabilization of the *OOH intermediate whose free energy governs the onset potential. Note that the *O intermediate experiences significant stabilization as well which could be significant for systems where the *O intermediate is the bottleneck step.

11 Illustrations of flake models
Figure 4: Free energy diagrams for gN1-G32p blue at 0V (left) and the onset electrode potential (right) obtained with HSE06. Gas.: pure gas phase values; solv.: including solvation correction from 8 explicit H$_2$O molecules.

Figure 5: Illustration of unconstrained flake models with a 16, b 24, c 30, d 48, e 54, and f 70 C and N atoms.
Figure 6: Illustration of flake models generated from periodic structures with a 16, b 24, c 32, d 48, e 60, and f 72 C and N atoms.

12 Free energy diagrams for flake models

Figure 7: Free energy diagrams for round and diamond shaped flakes that are allowed to fully relax during the calculations.
Figure 8: Free energy diagrams for flakes generated from periodic models and capped with hydrogen atoms. Only the hydrogen atoms are allowed to relax during the calculation while the C/N backbone is kept rigid in the atomic configuration of the periodic model system.
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