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Abstract

In this paper we are concerned with a new type of backward equations with anticipation which we call neutral backward stochastic functional differential equations. We obtain the existence and uniqueness and prove a comparison theorem. As an application, we discuss the optimal control of neutral stochastic functional differential equations, establish a Pontryagin maximum principle, and give an explicit optimal value for the linear optimal control.
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1 Introduction

Throughout this paper, we fix $\delta > 0$ as a positive constant. Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a complete filtered probability space on which a $d$-dimensional Brownian motion $\{W(t)\}_{t \geq 0}$ is defined with $\{\mathcal{F}_t\}_{t \geq 0}$ being its natural filtration augmented by all the $\mathbb{P}$-null sets in $\mathcal{F}$. Also we define $\mathcal{F}_u := \mathcal{F}_0$ for all $u \in [-\delta, 0]$, then $\mathbb{F} := \{\mathcal{F}_t\}_{t \geq -\delta}$ is a filtration satisfying the usual conditions on $[-\delta, +\infty)$.

In this paper, we investigate the following backward stochastic equation with anticipation,

\begin{equation}
\begin{aligned}
- d[Y(t) - G(t, Y_t, Z_t)] &= f(t, Y_t, Z_t)\, dt - Z(t)\, dW_t, \quad t \in [0, T]; \\
Y(t) &= \xi(t), \quad t \in [T, T + \delta]; \\
Z(t) &= \zeta(t), \quad t \in [T, T + \delta],
\end{aligned}
\end{equation}

where $(Y_t, Z_t)$ denotes the path of the unknown processes $(Y, Z)$ on $[t, t + \delta]$, $G, f : [0, T] \times \Omega \times L^2(0, \delta; \mathbb{R}^n) \times L^2(0, \delta; \mathbb{R}^{n \times d}) \to \mathbb{R}^n$ are given maps, and $(\xi, \zeta)$ are given adapted stochastic processes on $[T, T + \delta]$. We call $(G, f)$ the generator. Equation (1.1) is referred to as a neutral backward stochastic functional differential equation (NBSFDE). It includes many interesting cases.
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When $G = 0$ and $\delta = 0$, (1.1) becomes the well-known backward stochastic differential equation (BSDE):

$$Y(t) = \xi(T) + \int_t^T f(s, Y(s), Z(s)) \, ds + \int_t^T Z(s) \, dW(s), \quad t \in [0, T],$$

which was first introduced by Bismut [2] for the linear case and then extended to the nonlinear case by Pardoux and Peng [11]. It has been extensively applied in mathematical finance and stochastic optimal control. For details, see El Karoui et. al [5, 4], Peng [12], Yong and Zhou [15] and the references therein.

When $G = 0$ and $f(t, \cdot, \cdot)$ only depends on the value of path $(Y, Z)$ at $t$ and $t + \delta$, Eq.(1.1) becomes

$$\begin{cases}
-dY(t) = f(t, Y(t), Y(t+\delta), Z(t), Z(t+\delta)) \, dt - Z(t) \, dW_t, & t \in [0, T]; \\
Y(t) = \xi(t), & t \in [T, T+\delta]; \\
Z(t) = \zeta(t), & t \in [T, T+\delta].
\end{cases}$$

It is the so-called anticipated backward stochastic differential equations introduced by Peng and Yang [13] when they discuss optimal control of delayed stochastic functional differential equations.

By an Itô type neutral stochastic functional differential equation (NSFDE), we mean the following:

$$\begin{cases}
d\left[X(t) - g(t, X^t)\right] = b(t, X^t) \, dt + \sigma(t, X^t) \, dW(t), & t \in [0, T]; \\
X(t) = \varphi(t), & t \in [-\delta, 0],
\end{cases}$$

where $X^t$ denotes the path of $X$ on $[t - \delta, t]$. It is a type of retarded functional equations. This equation was first introduced by Kolmanovskii and Nosov [8] to model the chemical engineering system. Since then, many papers are devoted to the stability of the solutions. See Mao [10], Huang and Mao [3], and Randjelović and Janković [14] and the references therein.

In deterministic case, optimal control of neutral functional equations was discussed in 1960s and 1970s by Kolmanovskii and Khvilon [7], Kent [6] and Banks and Kent [1]. Optimal control of NSFDEs seems to remain to be open. In this paper, via constructing the duality between linear backward and forward stochastic neutral functional differential equations, we discuss a simple optimal control in the stochastic case. The more general one will be discussed elsewhere.

The rest of the paper is organized as follows. In section 2, we prove the existence and uniqueness of adapted solutions and some estimates of NBSFDEs. Section 3 is devoted to a comparison theorem. Finally, as applications, we discuss an optimal control of NSFDEs, construct a Pontryagin maximum principle, and obtain an explicit optimal value of a linear optimal control.

## 2 Existence and Uniqueness Result

In this section, we prove the existence and uniqueness for NBSFDE (1.1), construct some estimates of the solutions, and discuss how $\delta$ affects the solutions in a simple case.
First, let us introduce some spaces. Let $H$ be a finite-dimensional space like $\mathbb{R}^n$, $\mathbb{R}^{n \times d}$, etc., whose norm is denoted by $| \cdot |$. Denote by $\mathcal{B}(D)$ the Borel $\sigma$-algebra of some metric space $D$.

$$
\mathbb{L}^2(s, \tau; H) := \left\{ \psi : [s, \tau] \to H \mid \int_s^\tau |\psi(t)|^2 \, dt < +\infty \right\},
$$

$$
\mathbb{S}^2(s, \tau; H) := \left\{ \psi : [s, \tau] \to H \mid \sup_{s \leq t \leq \tau} |\psi(t)|^2 < +\infty \right\},
$$

$$
\mathbb{L}^2(\mathcal{F}_T; H) := \left\{ \xi : \Omega \to H \mid \mathcal{F}_T$-measurable, $E[|\xi|^2] < +\infty \right\},
$$

$$
\mathcal{L}^2(\mathcal{F}_T; H) := \left\{ X(\cdot) : [s, \tau] \times \Omega \to H \mid \mathcal{F}$-adapted and
$$
E \left[ \int_s^\tau |X(t)|^2 \, dt \right] < +\infty \right\},
$$

$$
\mathcal{J}^2([s, \tau]; H) := \left\{ X(\cdot) : [s, \tau] \times \Omega \to H \mid \mathcal{F}$-adapted and
$$
E \left[ \sup_{s \leq t \leq \tau} |X(t)|^2 \right] < +\infty \right\},
$$

$$
\mathcal{C}^2([s, \tau]; H) := \left\{ X(\cdot) : [s, \tau] \times \Omega \to H \mid \mathcal{F}$-adapted with continuous path, and
$$
E \left[ \sup_{s \leq t \leq \tau} |X(t)|^2 \right] < +\infty \right\}.
$$

For simplicity, define

$$
\mathcal{H}^2(s, \tau) := \mathcal{J}^2([s, \tau]; \mathbb{R}^n) \times \mathcal{J}^2([s, \tau]; \mathbb{R}^{n \times d})
$$

equipped with norm

$$
\| (\theta, \zeta) \|_{\mathcal{H}^2(s, \tau)} := \left\{ E \left[ \sup_{s \leq t \leq \tau} |\theta(t)|^2 + \int_s^\tau |X(t)|^2 \, dt \right] \right\}^{\frac{1}{2}}.
$$

Fix $\delta \geq 0$ to be a constant. For all $(y, z) \in \mathcal{H}^2(0, T + \delta)$, let $(y(t), z(t))$ denote the value of $(y, z)$ at time $t$, and $(y_t, z_t)$ denote the restriction of the path of $(y, z)$ on $[t, t + \delta]$.

We give some conditions on the generator $(G, f)$ of NBSFDE (1.1). Suppose that

- there exist two $\mathcal{B}([0, T] \times \mathbb{S}^2([0, \delta]; \mathbb{R}^n) \times \mathbb{L}^2(0, \delta; \mathbb{R}^{n \times d})) \times \mathcal{F}_T$-measurable functionals $J, F : [0, T] \times \Omega \times \mathbb{S}^2([0, \delta]; \mathbb{R}^n) \times \mathbb{L}^2(0, \delta; \mathbb{R}^{n \times d}) \to \mathbb{R}^n$, such that $J(\cdot, \varphi, \psi)$ and $F(\cdot, \varphi, \psi)$ are $\mathcal{F}$-progressively measurable, $\forall (\varphi, \psi) \in \mathbb{S}^2([0, \delta]; \mathbb{R}^n) \times \mathbb{L}^2(0, \delta; \mathbb{R}^{n \times d})$.
- for all $(y, z) \in \mathcal{H}^2(0, T + \delta)$,

$$
G(t, y_t, z_t) := E_t [J(t, y_t, z_t), \mathcal{F}_t] = E_t [J(t, y_t, z_t)],
$$

$$
f(t, y_t, z_t) := E_t [F(t, y_t, z_t), \mathcal{F}_t] = E_t [F(t, y_t, z_t)].
$$

Consider the following standing assumptions on $(G, f)$.

(H1) There exist $\kappa \in (0, 1)$ and a probability measure $\lambda_1$ on $[0, \delta)$, such that for all $(y, z), (\bar{y}, \bar{z}) \in \mathcal{H}^2(0, T + \delta)$ and all $(t, \omega) \in [0, T] \times \Omega$,

$$
|G(t, y_t, z_t) - G(t, \bar{y}_t, \bar{z}_t)|^2
\leq \kappa E_t \left[ \int_0^\delta |y(t + u) - \bar{y}(t + u)|^2 \lambda_1(du) + \int_0^\delta |z(t + u) - \bar{z}(t + u)|^2 \lambda_1(du) \right].
$$

(H2) There exist $L > 0$ and two probability measures $\lambda_2, \lambda_3$ on $[0, \delta)$, such that for all $(y, z), (\bar{y}, \bar{z}) \in \mathcal{H}^2(0, T + \delta)$ and all $(t, \omega) \in [0, T] \times \Omega$,

$$
|f(t, y_t, z_t) - f(t, \bar{y}_t, \bar{z}_t)|^2
\leq L E_t \left[ \int_0^\delta |y(t + u) - \bar{y}(t + u)|^2 \lambda_2(du) + \int_0^\delta |z(t + u) - \bar{z}(t + u)|^2 \lambda_3(du) \right].
$$

(2.2)
(H3) $E \left[ \sup_{0 \leq t \leq T} |G(t,0,0)|^2 \right] < +\infty$ and

$E \left[ \int_0^T |f(t,0,0)|^2 \, dt \right] < +\infty,$

where $0$ is the path of $0 \in \mathbb{S}^2([0,\delta]; \mathbb{R}^n)$ or $0 \in \mathbb{L}^2(0,\delta; \mathbb{R}^n)$.

**Remark 2.1.** The dependence of $G$ and $f$ on the path of $z$ requires in (2.2) and (2.1) in different ways. In particular, such a form $G(t,y_t,z(t))$ is not included in (2.1).

Probability measures $\lambda_i$ ($i = 1, 2, 3$) in the generator allow us to incorporate many interesting cases, such as

$$G(t,y_t,z_t) = \frac{1}{2\delta} E_t \left[ \int_0^\delta y(t+u) \, du \right],$$

$$f(t,y_t,z_t) = E_t \left[ \int_0^\delta y(t+u) \lambda(du) + \int_0^\delta z(t+u) \lambda(du) \right],$$

and

$$G(t,y_t,z_t) = E_t \left[ g(t,y(t),y(t+\theta_1), \int_0^\delta z(t+u) \, du \right],$$

$$f(t,y_t,z_t) = E_t \left[ h(t,y(t),z(t),y(t+\theta_2),z(t+\theta_3)) \right],$$

where $\theta_i > 0$, $i = 1, 2, 3$ are constants.

Let us introduce the definition of an adapted solution to NBSFDE (1.1):

**Definition 2.1.** A pair of processes $(Y,Z) \in \mathcal{H}^2(0,T+\delta)$ is called an adapted $\mathbb{L}^2$-solution to NBSFDE (1.1) if they satisfy (1.1) in Itô’s sense.

The following theorem is devoted to the existence and uniqueness of the adapted $\mathbb{L}^2$-solution to NBSFDE (1.1):

**Theorem 2.1.** Let (H1)-(H3) hold. Then for any pair $(\xi,\zeta) \in \mathcal{H}^2(T,T+\delta)$, NBSFDE (1.1) admits a unique adapted $\mathbb{L}^2$-solution $(Y,Z) \in \mathcal{H}^2(0,T+\delta)$.

Moreover, the following estimate holds:

$$E \left[ \sup_{0 \leq t \leq T} |Y(t)|^2 + \int_0^T |Z(t)|^2 \, dt \right] \leq C E \left[ \sup_{T \leq t \leq T+\delta} |\xi(t)|^2 + \int_T^{T+\delta} |\zeta(t)|^2 \, ds + \sup_{0 \leq t \leq T} |G(t,0,0)|^2 + \int_0^T |f(t,0,0)|^2 \, ds \right],$$

where $C$ only depends on $n,d,L,$ and $\kappa$.

**Proof.** **Step 1.** Define a subset of $\mathcal{H}^2(0,T+\delta)$,

$$\mathcal{H}^2(0,T;\xi,\zeta) := \left\{ (y,z) \in \mathcal{H}^2(0,T+\delta) \mid y(t) = \xi(t), z(t) = \zeta(t), \forall t \in [T,T+\delta] \right\},$$

equipped with norm

$$\| (y,z) \|^2 = E \left[ \sup_{0 \leq t \leq T} e^{\beta t} |y(t)|^2 + \int_0^T e^{\beta t} |z(t)|^2 \, dt \right],$$

where $\beta > 0$ is a constant waiting to be determined. It is obvious that $\mathcal{H}^2(0,T;\xi,\zeta)$ is a closed subset of $\mathcal{H}^2(0,T+\delta)$. 
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For \((y, z) \in \mathcal{H}^2(0, T; \xi, \zeta)\), consider the equation
\[
\begin{aligned}
\begin{cases}
-d[Y(t) - G(t, y_t, z_t)] = f(t, y_t, z_t) \, dt - Z(t) \, dW_t, & t \in [0, T]; \\
Y(t) = \xi(t), & t \in [T, T + \delta]; \\
Z(t) = \zeta(t), & t \in [T, T + \delta].
\end{cases}
\end{aligned}
\tag{2.3}
\]

Denote \(\bar{Y}(t) := Y(t) - G(t, y_t, z_t)\), then
\[
\bar{Y}(t) = \xi(T) - G(T, y_T, z_T) + \int_t^T f(s, y_s, z_s) \, ds - \int_t^T Z(s) \, dW_s, \quad t \in [0, T].
\tag{2.4}
\]

From (H1)-(H3), we have
\[
E \left[|\xi(T) - G(T, y_T, z_T)|^2\right] 
\leq C E \left[|\xi(T)|^2 + |G(T, 0, 0)|^2 + \int_0^\delta |\xi(T + u)|^2 \lambda_1(du) + \int_0^\delta |\zeta(T + u)|^2 \, du\right]
\leq C E \left[\sup_{T \leq t \leq T + \delta} |\xi(t)|^2 + \int_T^{T + \delta} |\zeta(t)|^2 \, dt\right] < +\infty
\]

and
\[
E \left[\int_0^T |f(t, y_t, z_t)|^2 \, dt\right] 
\leq C E \left[\int_0^T \left(|f(t, 0, 0)|^2 + \int_0^\delta |y(t + u)|^2 \lambda_2(du) + \int_0^\delta |z(t + u)|^2 \lambda_3(du)\right) \, dt\right]
\leq C E \left[\int_0^T |f(t, 0, 0)|^2 \, dt + \sup_{0 \leq t \leq T + \delta} |y(t)| + \int_0^{T + \delta} |z(t)|^2 \, dt\right] < +\infty.
\]

In view of the theory of BSDEs, Eq.(2.4) admits a unique solution \((\bar{Y}, Z) \in \mathcal{H}^2(0, T)\). Then define
\[
Y(t) := \begin{cases}
\bar{Y}(t) - G(t, y_t, z_t), & t \in [0, T]; \\
\xi(t), & t \in [T, T + \delta],
\end{cases}
\]

and \(Z(t) := \zeta(t), \quad t \in [T, T + \delta]\).

From (H1) and (H3) on \(G\), we have
\[
E \left[\sup_{0 \leq t \leq T} |Y(t)|^2\right] \leq C E \left[\sup_{0 \leq t \leq T} |\bar{Y}(t)|^2 + \sup_{0 \leq t \leq T + \delta} |y(t)| + \int_0^{T + \delta} |z(t)|^2 \, dt\right] < \infty.
\]

Then \((Y, Z) \in \mathcal{H}^2(0, T; \xi, \zeta)\) is the solution of Eq.(2.3).

**Step 2.** Define a map \(\Psi\) from \(\mathcal{H}^2(0, T; \xi, \zeta)\) onto itself. That is,
\[
\Psi : (y, z) \mapsto (Y, Z)
\]

with \((Y, Z)\) being the solution of (2.3) in Step 1. We prove \(\Psi\) is a contraction.

Take another pair of process \((\bar{y}, \bar{z}) \in \mathcal{H}^2(0, T; \xi, \zeta)\), and denote \((\bar{Y}, \bar{Z}) := \Psi(\bar{y}, \bar{z})\). Let \(\Delta Y(t) := Y(t) - \bar{Y}(t), \Delta Z(t) := Z(t) - \bar{Z}(t), \Delta y(t) := y(t) - \bar{y}(t), \Delta z(t) := z(t) - \bar{z}(t)\) and \(\Delta G(t) := G(t, y_t, z_t) - G(t, \bar{y}_t, \bar{z}_t)\). Then
\[
\Delta Y(t) - \Delta G(t) = \int_t^T \left[ f(s, y_s, z_s) - f(s, \bar{y}_s, \bar{z}_s) \right] \, ds + \int_t^T \Delta Z(t) \, dW(t), \quad t \in [0, T].
\]
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Applying the Itô’s formula for $e^{\beta t}|\Delta Y(t) - \Delta G(t)|^2$, we have

$$e^{\beta t}|\Delta Y(t) - \Delta G(t)|^2 + \int_t^T \beta e^{\beta s}|\Delta Y(s) - \Delta G(s)|^2 ds + \int_t^T e^{\beta s}|\Delta Z(s)|^2 ds$$

$$= 2 \int_t^T e^{\beta s}\langle \Delta Y(s) - \Delta G(s), f(s, y_s, z_s) - f(s, \bar{y}_s, \bar{z}_s) \rangle dt$$

$$- 2 \int_t^T e^{\beta s}\langle \Delta Y(s) - \Delta G(s), \Delta Z(s) \rangle dW(s).$$

(2.5)

In view of (H2) and the Schwartz inequality,

$$E \left[ \int_0^T \beta e^{\beta s}|\Delta Y(s) - \Delta G(s)|^2 ds + \int_0^T e^{\beta s}|\Delta Z(s)|^2 ds \right]$$

$$= 2 E \left[ \int_0^T e^{\beta s}\langle \Delta Y(s) - \Delta G(s), f(s, y_s, z_s) - f(s, \bar{y}_s, \bar{z}_s) \rangle ds \right]$$

$$\leq E\left[ \int_0^T LC e^{\beta s}|\Delta Y(s) - \Delta G(s)|^2 ds + \frac{1}{C} \int_0^T e^{\beta s}\left( \int_0^s |\Delta y(s+u)|^2 \lambda_2(du) \right) \right]$$

$$+ \int_0^s |\Delta z(s+u)|^2 \lambda_3(du) \right) ds \right].$$

Consequently, choosing $\beta > LC$, we have

$$E \left[ \int_0^T e^{\beta s}|\Delta Z(s)|^2 ds \right]$$

$$\leq \frac{1}{C} E \left[ \int_0^T e^{\beta s}\left( \int_0^s |\Delta y(s+u)|^2 \lambda_2(du) + \int_0^s |\Delta z(s+u)|^2 \lambda_3(du) \right) ds \right].$$

(2.6)

From (2.5), we have

$$E \left[ \sup_{0 \leq s \leq T} e^{\beta t}|\Delta Y(t) - \Delta G(t)|^2 + \int_0^T \beta e^{\beta s}|\Delta Y(s) - \Delta G(s)|^2 ds + \int_0^T e^{\beta s}|\Delta Z(s)|^2 ds \right]$$

$$\leq 2 E \left[ \int_0^T e^{\beta s}|\Delta Y(s) - \Delta G(s)||f(s, y_s, z_s) - f(s, \bar{y}_s, \bar{z}_s)| ds \right]$$

$$+ \frac{1}{C} \int_0^T e^{\beta s}\left( \int_0^s |\Delta y(s+u)|^2 \lambda_2(du) + \int_0^s |\Delta z(s+u)|^2 \lambda_3(du) \right) ds \right]$$

$$+ E \left[ \frac{1}{K} \sup_{0 \leq s \leq T} e^{\beta t}|\Delta Y(t) - \Delta G(t)|^2 + K \int_0^T e^{\beta s}|\Delta Z(s)|^2 ds \right].$$

In view of (2.6),

$$(1 - \frac{1}{K})E \left[ \sup_{0 \leq s \leq T} e^{\beta t}|\Delta Y(t) - \Delta G(t)|^2 \right] + E \left[ \int_0^T e^{\beta s}|\Delta Z(s)|^2 ds \right]$$

$$\leq \frac{K+1}{C} E \left[ \int_0^T e^{\beta s}\left( \int_0^s |\Delta y(u+u)|^2 \lambda_2(du) + \int_0^s |\Delta z(u+u)|^2 \lambda_3(du) \right) ds \right].$$
Then we obtain
\[
E \left[ \sup_{0 \leq t \leq T} e^{\beta t}|\Delta Y(t) - \Delta G(t)|^2 \right] + E \left[ \int_0^T e^{\beta s}|\Delta Z(s)|^2 ds \right] \\
\leq \theta E \left[ \int_0^T e^{\beta s} \left( \int_0^\delta |\Delta y(s+u)|^2 \lambda_2(du) + \int_0^\delta |\Delta z(s+u)|^2 \lambda_3(du) \right) ds \right],
\]
(2.7)
where \( \theta = \frac{K+1}{K} \) can be any positive constant by a proper choice of \( K \) and \( C \).

Since for all \( a, \ b \in \mathbb{R}^n \) and \( \forall \alpha \in (0, 1) \),
\[
(a - b)^2 \geq (|a| - |b|)^2 \geq (1 - \alpha)a^2 - \left( \frac{1}{\alpha} - 1 \right)b^2,
\]
then
\[
\sup_{0 \leq t \leq T} e^{\beta t}|\Delta Y(t) - \Delta G(t)|^2 \\
\geq \sup_{0 \leq t \leq T} e^{\beta t}(1 - \alpha)|\Delta Y(t)|^2 - \left( \frac{1}{\alpha} - 1 \right)|\Delta G(t)|^2 \\
\geq (1 - \alpha) \sup_{0 \leq t \leq T} e^{\beta t}|\Delta Y(t)|^2 - \left( \frac{1}{\alpha} - 1 \right) \sup_{0 \leq t \leq T} e^{\beta t}|\Delta G(t)|^2.
\]

(2.7) becomes
\[
(1 - \alpha) E \left[ \sup_{0 \leq t \leq T} e^{\beta t}|\Delta Y(t)|^2 \right] + E \left[ \int_0^T e^{\beta s}|\Delta Z(s)|^2 ds \right] 
\leq (\frac{1}{\alpha} - 1) E \left[ \sup_{0 \leq t \leq T} e^{\beta t}|G(t, y_t, z_t) - G(t, \bar{y}_t, \bar{z}_t)|^2 \right] \\
+ \theta E \left[ \int_0^T e^{\beta s} \left( \int_0^\delta |\Delta y(s+u)|^2 \lambda_2(du) + \int_0^\delta |\Delta z(s+u)|^2 \lambda_3(du) \right) ds \right] \\
\leq (\frac{1}{\alpha} - 1) \kappa E \left[ \sup_{0 \leq t \leq T} e^{\beta t} \left( \int_0^\delta |\Delta y(t+u)|^2 \lambda_1(du) + \int_0^\delta |\Delta z(t+u)|^2 \lambda_3(du) \right) \right] \\
+ \theta E \left[ \int_0^T e^{\beta s} \left( \int_0^\delta |\Delta y(s+u)|^2 \lambda_2(du) + \int_0^\delta |\Delta z(s+u)|^2 \lambda_3(du) \right) ds \right] \\
\leq [(\frac{1}{\alpha} - 1)\kappa + \theta T] E \left[ \sup_{0 \leq t \leq T} e^{\beta t}|\Delta y(t)|^2 \right] + [(\frac{1}{\alpha} - 1)\kappa + \theta] E \left[ \int_0^T e^{\beta t}|\Delta z(t)|^2 dt \right].
\]

To show that \( \Psi \) is a contraction, it suffices to prove: for any \( \kappa \in (0, 1) \), \( \exists \alpha \in (0, 1) \), \( \theta > 0 \), such that
\[
(\frac{1}{\alpha} - 1)\kappa + \theta T < 1 - \alpha \quad \text{and} \quad (\frac{1}{\alpha} - 1)\kappa + \theta < 1.
\]
Indeed, for any \( \kappa \in (0, 1) \), choose \( \alpha \in (\kappa, 1) \) and \( \theta \) small sufficiently, the above two inequalities is easy to hold.

Therefore, \( \Psi \) admits a unique fixed point. That is, (2.3) admits a unique solution \( (Y, Z) \in \mathcal{H}^2(0, T; \xi, \zeta) \). In view of the definition of \( \mathcal{H}^2(0, T; \xi, \zeta) \), \( (Y, Z) \in \mathcal{H}^2(0, T + \delta) \) and it is the unique adapted \( L^2 \)-solution of NBSFDE (1.1).

**Step 3.** The estimation.
Let \( (Y, Z) \in \mathcal{H}^{2}(0, T + \delta) \) be the solution of Eq. [1.1], then

\[
e^{\beta t}|Y(t) - G(t, Y_t, Z_t)|^2 + \int_0^T e^{\beta s}|Y(s) - G(s, Y_t, Z_t)|^2\,ds + \int_0^T e^{\beta s}|Z(s)|^2\,ds
\]

\[
= e^{\beta T}|\xi(T) - G(T, Y_T, Z_T)|^2 + 2 \int_0^T e^{\beta s} \langle Y(s) - G(s, Y_s, Z_s), f(s, Y_s, Z_s) \rangle \,ds
\]

\[- 2 \int_0^T e^{\beta s} \langle Y(s) - G(s, Y_s, Z_s), Z(s) \rangle \,dW(s)
\]

Similar to the method in step 2, for all \( \alpha \in (0, 1) \) and \( M > 0 \),

\[
(1 - \alpha) E\left[ \sup_{0 \leq t \leq T} e^{\beta t}|Y(t)|^2 \right] + E\left[ \int_0^T e^{\beta s}|Z(s)|^2\,ds \right]
\]

\[
\leq E\left[ e^{\beta T}|\xi(T) - G(T, Y_T, Z_T)|^2 + \int_0^T e^{\beta s}|f(t, 0, 0)|^2\,dt \right] + (\frac{1}{\alpha} - 1) E\left[ \sup_{0 \leq t \leq T} e^{\beta t}|G(t, Y_t, Z_t)|^2 \right]
\]

\[
+ \theta E\left[ \int_0^T e^{\beta s}\left( \int_0^\delta |Y(s+u)|^2 \lambda_2(du) + \int_0^\delta |Z(s+u)|^2 \lambda_3(du) \right)\,ds \right]
\]

\[
\leq C E\left[ e^{\beta T}\left( \sup_{T \leq t \leq T+\delta} |\xi(t)|^2 + \int_T^{T+\delta} |\zeta(t)|^2\,dt \right) + \int_0^T e^{\beta s}|f(t, 0, 0)|^2\,dt + \sup_{0 \leq t \leq T} e^{\beta t}|G(t, 0, 0)|^2 \right]
\]

\[
+ \left[(1 + \frac{1}{M})(\frac{1}{\alpha} - 1)\kappa + \theta\right] E\left[ \sup_{0 \leq t \leq T+\delta} e^{\beta t}|Y(t)|^2 \right] + \left[(1 + \frac{1}{M})(\frac{1}{\alpha} - 1)\kappa + \theta\right] E\left[ \int_0^{T+\delta} e^{\beta t}|Z(t)|^2\,dt \right].
\]

Then,

\[
[(1 - \alpha) - (1 + \frac{1}{M})(\frac{1}{\alpha} - 1)\kappa - \theta T] E\left[ \sup_{0 \leq t \leq T} e^{\beta t}|Y(t)|^2 \right]
\]

\[
+ [1 - (1 + \frac{1}{M})(\frac{1}{\alpha} - 1)\kappa - \theta] E\left[ \int_0^T e^{\beta s}|Z(s)|^2\,ds \right]
\]

\[
\leq C E\left[ \sup_{T \leq t \leq T+\delta} |\xi(t)|^2 + \int_T^{T+\delta} |\zeta(t)|^2\,dt + \int_0^T e^{\beta s}|f(t, 0, 0)|^2\,dt + \sup_{0 \leq t \leq T} |G(t, 0, 0)|^2 \right].
\]

Similar to the argument in step 2, for any \( \kappa \in (0, 1) \), there exist \( \alpha \in (0, 1) \) and \( M > 0 \), such that

\[
(1 - \alpha) - (1 + \frac{1}{M})(\frac{1}{\alpha} - 1)\kappa - \theta T > 0;
\]

\[
1 - (1 + \frac{1}{M})(\frac{1}{\alpha} - 1)\kappa - \theta > 0.
\]
Therefore,

\[ E \left[ \sup_{0 \leq t \leq T} |Y(t)|^2 + \int_0^T |Z(s)|^2 ds \right] \leq C E \left[ \sup_{T \leq t \leq T + \delta} |\xi(t)|^2 + \int_T^{T + \delta} |\zeta(t)|^2 dt + \int_0^T |f(t, 0, 0)|^2 dt + \sup_{0 \leq t \leq T} |G(t, 0, 0)|^2 \right]. \]

\[ \square \]

**Remark 2.2.** In (2.1), \( \kappa \in (0, 1) \) is essential for the existence and uniqueness. It is difficult to prove that \( \Psi \) is a contraction for \( \kappa \geq 1 \), since (2.8) does not hold for any \( \alpha \in (0, 1) \) in this case.

**Remark 2.3.** The value of \( Z \) on \([0, T] \) is endogenous, just like BSDEs. The terminal condition of \( Z \) is needed for the well-posedness only on \([T, T + \delta']\), where \( \delta' \) is the forward length of the anticipation on \( Z \) of the generator \((G, f)\).

For example, if \( G(t, \cdot, \cdot) \) and \( f(t, \cdot, \cdot) \) only depend on \( Z(t) \), then the terminal condition of \( Z \) is not necessary. In this case, the solution \( Z \) only makes sense on \([0, T] \). But for the uniqueness of the solution in \( \mathcal{H}(0, T + \delta) \), we define \( Z = 0 \) on \([T, T + \delta] \), and omit it in the equation for simplicity.

**Remark 2.4.** (i) Since \( Y(t) + G(t, Y_t, Z_t) \) is path-continuous, the continuity of \( Y(\cdot) \) depends on \( G(t, \cdot, \cdot) \). If \( G(t, \cdot, \cdot) \) is continuous in \( t \), for example,

\[ G(t, Y_t, Z_t) = \frac{1}{2\delta} E_t \left[ \int_t^{t+\delta} Y(s) ds \right], \]

then \( Y(\cdot) \) is also path-continuous.

(ii) \( Y(t) + G(t, Y_t, Z_t) \) is a semi-martingale with diffusion \( \int_0^t Z(s) dW(s) \). However, we do not know whether \( Y(\cdot) \) is semi-martingale or not.

Similar to the proof of the former theorem, we have the following corollary:

**Corollary 2.2.** Suppose that \((G_i, f_i)\) satisfies (H1)-(H3), and \((\xi^i, \zeta^i) \in \mathcal{H}(T, T + \delta), i = 1, 2\). Consider the following NBSFDE:

\[ \begin{cases} 
- d[Y(t) - G_i(t, Y_t, Z_t)] = f_i(t, Y_t, Z_t) dt - Z(t) dW_t, & t \in [0, T]; \\
Y(t) = \xi^i(t), & t \in [T, T + \delta]; \\
Z(t) = \zeta^i(t), & t \in [T, T + \delta]. 
\end{cases} \]

Let \((Y^i, Z^i) \in \mathcal{H}(0, T + \delta)\) be the solution for \( i = 1, 2 \), respectively. Then the following estimate holds:

\[ E \left[ \sup_{0 \leq t \leq T} |Y^1(t) - Y^2(t)|^2 + \int_0^T |Z^1(t) - Z^2(t)|^2 dt \right] \leq C E \left[ \sup_{T \leq t \leq T + \delta} |\xi^1(t) - \xi^2(t)|^2 + \int_T^{T + \delta} |\zeta^1(t) - \zeta^2(t)|^2 dt \right] \]

\[ + \sup_{0 \leq t \leq T} |G_1(t, Y^1_t, Z^1_t) - G_2(t, Y^1_t, Z^1_t)|^2 + \int_0^T |f_1(t, Y^1_t, Z^1_t) - f_2(t, Y^1_t, Z^1_t)|^2 dt \right], \]

where \( C \) only depends on \( n, d, L \) and \( \kappa \).
This corollary states the dependence of solutions on the generator \((G, f)\) and the terminal conditions. In the following, we will discuss how the solution depends on \(\delta\) in a simple case.

Let \(\delta_1\) and \(\delta_2\) be two nonnegative constant, and \(\delta_1 > \delta_2\). Consider the following two equations:

\[
\begin{aligned}
- d \left[ Y(t) - E_t [g(t, Y(t + \delta_i)) - E_t [h(t, Y(t), Z(t), Y(t + \delta_i)))] \right] &= E_t [h(t, Y(t), Z(t), Y(t + \delta_i)) - Z(t) dW(t); \\
Y(t) &= \xi(t), \quad t \in [T, T + \delta_1].
\end{aligned}
\]  

(2.10)

where \(g : [0, T] \times \Omega \times \mathbb{R}^n \to \mathbb{R}^n\), and \(h : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^{n \times d} \times \mathbb{R}^n \to \mathbb{R}^n\) are both adapted processes.

Since both \(g\) and \(h\) are independent of the anticipation of \(Z(\cdot)\), by Remark 2.4, it is sufficient for the well-posedness to give the terminal value of \(Y\) on \([T, T + \delta]\).

Similar to assumptions \((H1)\) and \((H2)\), consider the assumption

\((H4)\) There are \(\kappa \in (0, 1)\) and \(L > 0\), such that for all \(y, \bar{y}, v, \bar{v} \in \mathbb{R}^n\) and \(z, \bar{z} \in \mathbb{R}^{n \times d}\),

\[
|g(t, y) - g(t, \bar{y})| \leq \kappa |y - \bar{y}|;
\]

\[
|h(t, y, z, v) - h(t, \bar{y}, \bar{z}, \bar{v})| \leq L (|y - \bar{y}| + |z - \bar{z}| + |v - \bar{v}|).
\]

Then we give the following proposition about the dependence of solution on \(\delta\):

**Proposition 2.3.** Suppose that \((H4)\) holds, and assume there are \(C > 0\) and \(\alpha > 0\), such that

\[
|g(t, y) - g(t', y)| \leq C |t - t'|^\alpha, \quad \forall y \in \mathbb{R}^n,
\]

and for any \(\varphi, \bar{\varphi} \in L^2(\mathcal{F}_T; \mathbb{R}^n),\)

\[
|g(t, \varphi) - g(t, \bar{\varphi})| \leq \kappa |\varphi - \bar{\varphi}|;
\]

\[
|h(t, y, z, \varphi) - h(t, y, z, \bar{\varphi})| \leq L |\varphi - \bar{\varphi}|.
\]

Then for any \(\xi \in \mathcal{S}_T^2([T, T + \delta_1]; \mathbb{R}^n),\) the following estimate holds

\[
E \left[ \sup_{0 \leq t \leq T} |\Delta Y(t)|^2 + \int_0^T |\Delta Z(t)|^2 dt \right] \leq C \left( |\delta_1 - \delta_2|^{2\alpha} + |\delta_1 - \delta_2| + E \left[ \sup_{t \in [T, T + \delta]} |E_T[\xi(t) - \xi(t)]|^2 \right] \right).
\]

**Proof.** It is obvious that \((2.10)\) admits a unique pair of solution \((Y^i, Z^i)\) for \(i = 1, 2\) respectively. Let \(\Delta Y := Y_1 - Y_2\) and \(\Delta Z := Z_1 - Z_2\). In view of \((2.9)\), we have the following estimate:

\[
E \left[ \sup_{0 \leq t \leq T} |\Delta Y(t)|^2 + \int_0^T |\Delta Z(t)|^2 dt \right] \leq C \left( |\delta_1 - \delta_2|^{\alpha} + |\delta_1 - \delta_2| \right).
\]

(2.11)
If $t + \delta_1 \geq T$, $t + \delta_2 \geq T$, then
\[
|E_t[Y_1(t + \delta_1) - Y_1(t + \delta_2)|^2 = |E_t[\xi(t + \delta_1) - \xi(t + \delta_2)]|^2
\]
\[
\leq E_t|E_T[\xi(t + \delta_1) - \xi(t + \delta_2)]|^2
\]
\[
\leq E_t\left[\sup_{s, \tilde{s} \in [T, T + \delta]} |E_T[\xi(s) - \xi(\tilde{s})]|^2\right].
\]

If $t + \delta_1 \geq T$, $t + \delta_2 < T$, then $T - (t + \delta_2) \leq (t + \delta_1) - (t + \delta_2) = \delta_1 - \delta_2$,
\[
E_t[Y_1(t + \delta_1) - Y_1(t + \delta_2)] = E_t[\xi(t + \delta_1) - Y_1(t + \delta_2)]
\]
\[
= E_t[\xi(t + \delta_1) - \xi(T) + [g(T, \xi(T + \delta_1)) - g(t + \delta_2, \xi(t + \delta_2 + \delta_1))] - \int_{t+\delta_2}^{T} h(s, Y_1(s), Z_1(s), Y_1(s + \delta_1)) ds].
\]
Then
\[
|E_t[Y_1(t + \delta_1) - Y_1(t + \delta_2)|^2
\]
\[
\leq C \left( |E_t[\xi(t + \delta_1) - \xi(T)]^2| + |E_t[g(T, \xi(T + \delta_1)) - g(t + \delta_2, \xi(t + \delta_2 + \delta_1)]|^2
\]
\[
+ (T - t - \delta_2)E_t\left[\int_{t+\delta_2}^{T} |h(s, Y_1(s), Z_1(s), Y_1(s + \delta_1)|^2 ds\right]\right)
\]
\[
\leq C \left( E_t\left[|E_T[\xi(t + \delta_1) - \xi(T)]|^2 + |E_T[\xi(T + \delta_1) - \xi(t + \delta_1 + \delta_2)]|^2\right]
\]
\[
+ |\delta_1 - \delta_2|^{2\alpha} + |\delta_1 - \delta_2|\right)
\]
\[
\leq C \left( E_t\left[\sup_{s, \tilde{s} \in [T, T + \delta]} |E_T[\xi(s) - \xi(\tilde{s})]|^2\right] + |\delta_1 - \delta_2|^{2\alpha} + |\delta_1 - \delta_2|\right).
\]

If $t + \delta_1 \leq T$, then
\[
E_t[Y_1(t + \delta_1) - Y_1(t + \delta_2)]
\]
\[
= E_t [g(t + \delta_1, Y_1(t + 2\delta_1)) - g(t + \delta_2, Y_1(t + \delta_2 + \delta_1))]
\]
\[
+ E_t\left[\int_{t+\delta_2}^{\delta_1+\delta_1} h(s, Y_1(s), Z_1(s), Y_1(s + \delta_1)) ds\right],
\]
and
\[
|E_t[Y_1(t + \delta_1) - Y_1(t + \delta_2)|^2
\]
\[
\leq |E_t [g(t + \delta_1, Y_1(t + 2\delta_1)) - g(t + \delta_2, Y_1(t + \delta_2 + \delta_1))]|^2
\]
\[
+ |\delta_1 - \delta_2|E_t\left[\int_{t+\delta_2}^{\delta_1+\delta_1} |h(s, Y_1(s), Z_1(s), Y_1(s + \delta_1))|^2 ds\right]
\]
\[
\leq C\left(|\delta_1 - \delta_2|^{2\alpha} + |E_t[Y_1(t + 2\delta_1) - Y_1(t + \delta_1 + \delta_2)]|^2 + |\delta_1 - \delta_2|\right)
\]
\[
\leq \cdots \leq C\left(|\delta_1 - \delta_2|^{2\alpha} + |\delta_1 - \delta_2| + E_t\left[\sup_{s, \tilde{s} \in [T, T + \delta]} |E_T[\xi(s) - \xi(\tilde{s})]|^2\right]\right).
\]
So we obtain
\[
E\left[\sup_{0 \leq \xi \leq T} |E_t[Y_1(t + \delta_1) - Y_1(t + \delta_2)|^2\right]
\]
\[
\leq C\left(|\delta_1 - \delta_2|^{2\alpha} + |\delta_1 - \delta_2| + E_t\left[\sup_{s, \tilde{s} \in [T, T + \delta]} |E_T[\xi(s) - \xi(\tilde{s})]|^2\right]\right), \; \forall t \in [0, T].
\]
Applying (2.11), then
\[
E\left[\sup_{0 \leq t \leq T} |\Delta Y(t)|^2 + \int_0^T |\Delta Z(t)|^2 dt\right] \\
\leq C\left(|\delta_1 - \delta_2|^{2\alpha} + |\delta_1 - \delta_2| + E_t\left[\sup_{s, \delta \in [T, T+\delta]} |E_T[\xi(s) - \xi(s)]|^2\right]\right).
\]

If \(\xi(\cdot)\) is a martingale, then \(E_T[\xi(t)] = \xi(T)\),
\[
E\left[\sup_{0 \leq t \leq T} |\Delta Y(t)|^2 + \int_0^T |\Delta Z(t)|^2 dt\right] \\
\leq C\left(|\delta_1 - \delta_2|^{\alpha} + |\delta_1 - \delta_2|\right).
\]

\[\square\]

3 Comparison Theorem

In this section, we are going to establish a comparison theorem for the adapted solution of NBSFDEs when \(G\) is independent of \(Z\) and \(f\) depends on \(Z\) without anticipation, i.e.
\[
\begin{cases}
- d[Y(t) - G(t, Y_t)] = f(t, Y_t, Z(t)) dt - Z(t) dW(t), & t \in [0, T]; \\
Y(t) = \xi(t), & t \in [T, T + \delta].
\end{cases}
\]

(3.1)

In view of Remark 2.3, we omit the terminal condition on \(Z\), and treat \(Z = 0\) on \([T, T + \delta]\). Here we suppose that \(n = 1, d \geq 1\).

Both assumptions \((H1)\) and \((H2)\) on \((G, f)\) are reduced to the following:

(H5) For any \((y, z), (\bar{y}, \bar{z}) \in \mathcal{H}^2(0, T + \delta),\)
\[
|G(t, y_t) - G(t, \bar{y}_t)|^2 \leq \kappa E_t \int_0^\delta |y(t + u) - \bar{y}(t + u)|^2 \lambda_1(du),
\]
\[
|f(t, y_t, z(t)) - f(t, \bar{y}_t, \bar{z}(t))|^2 \leq L E_t \left[\int_0^\delta |y(t + u) - \bar{y}(t + u)|^2 \lambda_2(du) + |z(t) - \bar{z}(t)|^2\right],
\]

where \(\kappa, L, \lambda_1\) and \(\lambda_2\) are the same as in \((H1)\) and \((H2)\).

Let us first consider the simple case:
\[
\begin{cases}
- d[y(t) - g(t)] = [f(t) + \beta(t)z(t)] dt - z(t) dW(t), & t \in [0, T], \\
Y(T) = Q \in \mathcal{L}^2_\mathbb{F}(\mathcal{F}_T; \mathbb{R}).
\end{cases}
\]

(3.2)

We have the following lemma:

Lemma 3.1. Suppose that \(Q \geq 0, g(T) = 0\). Then for any \(\beta \in \mathcal{L}_\mathbb{F}^\infty(0, T; \mathbb{R})\), and nonnegative \(g \in \mathcal{H}_\mathbb{F}^2(0, T; \mathbb{R})\) and \(f \in \mathcal{H}_\mathbb{F}^2(0, T; \mathbb{R})\), we have almost surely \(y(t) \geq 0, \forall t \in [0, T]\).

Proof. Define \(\overline{y}(t) = y(t) - g(t)\). Then
\[
\overline{y}(t) = Q + \int_t^T [f(s) + \beta(s)z(s)] ds - \int_t^T z(s) dW(s).
\]

Since \(Q \geq 0\) and \(f(s) \geq 0\), In view of the comparison theorem of BSDEs, we have \(\overline{y}(t) = y(t) - g(t) \geq 0, \text{i.e. } y(t) \geq g(t) \geq 0\). \[\square\]
Now, we have the following comparison theorem.

**Theorem 3.2.** Suppose that (H3) and (H5) hold for \((f_i, G_i)\), and \(\xi^i \in \mathcal{S}^2_\mathbb{F}([T, T + \delta]; \mathbb{R}^n)\), \(i = 1, 2\). Let \((Y^i, Z^2)\) be the solution of the following NBSFDE, \(i = 1, 2\) respectively:

\[
\begin{align*}
- d [Y^i(t) - G_i(t, Y^i_t)] &= f_i(t, Y^i_t, Z^i(t)) dt - Z^i(t) dW(t), \quad t \leq T; \\
Y^i(t) &= \xi^i(t), \quad t \in [T, T + \delta].
\end{align*}
\]

(3.3)

Suppose that \(G_i(T, \xi^i_T) = 0\) \((i, j = 1, 2)\), and both \(f_2\) and \(G_2\) are nondecreasing in the path of \(Y\). If \(\xi^1(T) \geq \xi^2(T)\),

\[
G_1(t, Y^1_t) \geq G_2(t, Y^1_t) \quad \text{and} \quad f_1(t, Y^1_t, Z^1(t)) \geq f_2(t, Y^1_t, Z^1(t)),
\]

then we have almost surely \(Y^1(t) \geq Y^2(t)\) for all \(t \in [0, T]\).

**Proof.** In view of Step 1 in Theorem 2.1, the following equation

\[
\begin{align*}
- d [Y^3(t) - G_2(t, Y^1_t)] &= f_2(t, Y^1_t, Z^3(t)) dt - Z^3(t) dW(t), \quad t \leq T; \\
Y^3(t) &= \xi^2(t), \quad t \in [T, T + \delta]
\end{align*}
\]

admits a unique pair of solution \((Y^3, Z^3)\). Define \(\Delta_3 Y := Y^1 - Y^3\), \(\Delta_3 Z := Z^1 - Z^3\), \(\Delta G(t) := G_1(t, Y^1_t) - G_2(t, Y^1_t)\),

\[
\Delta f(t) := f_1(t, Y^1_t, Z^1(t)) - f_2(t, Y^1_t, Z^1(t)) \geq 0,
\]

and

\[
\beta(t) := \frac{[f_2(t, Y^1_t, Z^1(t)) - f_2(t, Y^1_t, Z^3(t))] \Delta_3 Z^1(t)}{|\Delta_3 Z^1(t)|^2} \mathbb{1}_{\{|\Delta_3 Z^1(t)| \neq 0\}}.
\]

We have \(\Delta G(t) \geq 0\), \(\Delta f(t) \geq 0\), \(\beta \in \mathcal{L}_\mathbb{F}^{\infty}(0, T; \mathbb{R}^d)\), and

\[
\Delta_3 Y(t) - \Delta G(t) = \Delta \xi(T) + \int_t^T [f_1(s, Y^1_s, Z^1(s)) - f_2(s, Y^1_s, Z^3(s))] ds - \int_t^T \Delta_3 Z(s) dW(s)
\]

\[
= \Delta \xi(T) + \int_t^T [\Delta f(s) + \beta^T(s) \Delta_3 Z(s)] ds - \int_t^T \Delta_3 Z(s) dW(s).
\]

In view of Lemma 3.1, we have almost surely \(\Delta_3 Y(t) = Y^1(t) - Y^3(t) \geq 0\), \(\forall t \in [0, T]\). Since both \(G_2\) and \(f_2\) are nondecreasing in the path of \(Y\), then

\(G_2(t, Y^1_t) \geq G_2(t, Y^3_t)\) and \(f_2(t, Y^1_t, \cdot) \geq f_2(t, Y^3_t, \cdot)\).

The following equation

\[
\begin{align*}
- d [Y^4(t) - G_2(t, Y^1_t)] &= f_2(t, Y^1_t, Z^4(t)) dt - Z^4(t) dW(t), \quad t \leq T; \\
Y^4(t) &= \xi^2(t), \quad t \in [T, T + \delta]
\end{align*}
\]

has a unique pair of solution \((Y^4, Z^4)\). Define \(\Delta_4 Y := Y^3 - Y^4\), \(\Delta_4 Z := Z^3 - Z^4\), then

\[
\Delta_4 Y(t) - [G_2(t, Y^1_t) - G_2(t, Y^4_t)] = \int_t^T \left( f_2(s, Y^1_s, Z^3(s)) - f_2(s, Y^3_s, Z^4(s)) \right) ds - \int_t^T \Delta_4 Z(s) dW(s)
\]

\[
= \int_t^T \left( f_2(s, Y^1_s, Z^3(s)) - f_2(s, Y^3_s, Z^3(s)) + f_2(s, Y^3_s, Z^3(s)) - f_2(s, Y^3_s, Z^4(s)) \right) ds
\]

\[
- \int_t^T \Delta_4 Z(s) dW(s).
\]
Similarly as in the preceding paragraph, we have almost surely \( \Delta_4 Y(t) = Y_3(t) - Y_4(t) \geq 0, \forall t \in [0, T] \).

For any integer \( n \), the following equation
\[
\begin{align*}
\left\{ \begin{array}{l}
-d \left[ Y^n(t) - G_2(t, Y^n_{t-1}) \right] = f_2(t, Y^n_{t-1}, Z^n(t)) \, dt - Z^n(t) \, dW(t), \quad t \leq T; \\
Y^n(t) = \xi^2(t), \quad t \in [T, T + \delta]
\end{array} \right.
\end{align*}
\tag{3.4}
\]
admits a unique pair of solution \((Y^n, Z^n)\). Similarly, we deduce almost surely
\[
Y^1(t) \geq Y^3(t) \geq Y^4(t) \geq \cdots \geq Y^n(t) \geq \cdots, \forall t \in [0, T].
\]

In view of Steps 2 and 3 of Theorem 2.1, there exists \( \mu \in (0, 1) \) such that
\[
\begin{align*}
&\mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta t} |\Delta_n Y(t)|^2 + \int_0^T e^{\beta t} |\Delta_n Z(t)|^2 \, dt \right] \\
&\leq \mu \mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta t} |\Delta_{n-1} Y(t)|^2 + \int_0^T e^{\beta t} |\Delta_{n-1} Z(t)|^2 \, dt \right] \\
&\leq \cdots \leq \mu^{n-2} \mathbb{E} \left[ \sup_{0 \leq t \leq T} e^{\beta t} |\Delta_3 Y(t)|^2 + \int_0^T e^{\beta t} |\Delta_3 Z(t)|^2 \, dt \right] \\
&\leq \mu^{n-2} C \mathbb{E} \left[ |\xi^1 - \xi^2|^2 + \sup_{0 \leq t \leq T} e^{\beta t} |\Delta g(t)|^2 + \int_0^T e^{\beta t} |\Delta f(s)|^2 \, ds \right] \rightarrow 0.
\end{align*}
\]
That is, \((Y^n, Z^n)_{n \geq 1}\) is a Cauchy sequence in \( \mathcal{H}^2(0, T + \delta) \).

Let \( n \) go to infinity in Eq. (3.4) and compare it to Eq. (3.3), we have
\[
(Y^n, Z^n) \to (Y^2, Z^2), \quad \text{in} \quad \mathcal{H}^2(0, T + \delta).
\]
Then we have almost surely \( Y^1(t) \geq Y^2(t), \forall t \in [0, T] \).

\hfill \Box

4 Application in Optimal Stochastic Control

As an application of the previous result, we discuss optimal control of simple neutral stochastic functional differential equations (NSFDEs) in this section.

Here we only discuss the optimal control of NSFDEs with a special form as follow. The more general one will be discussed in the future. Let \( n = 1 \) and \( d \geq 1 \) for simplicity,
\[
\begin{align*}
\left\{ \begin{array}{l}
d \left[ X(t) - \kappa \int_0^\delta X(t-r) \mu_1(dr) \right] = b(t, X(t), \int_0^\delta X(t-r) \mu_2(dr), u(t)) \, dt \\
+ \left[ c(t, u(t)) X(t) - \kappa \int_0^\delta c(t-r, u(t-r)) X(t-r) \mu_1(dr) \right] \, dW(t), \quad t \in [0, T]; \\
X(t) = \varphi(t), \quad t \in [-\delta, 0],
\end{array} \right.
\end{align*}
\tag{4.1}
\]
where \( \mu_1 \) and \( \mu_2 \) are two probability measures in \((0, \delta), \kappa \in (-1, 1)\) is a constant, and
\[
b : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^m \to \mathbb{R}, \quad \text{and} \quad c : [0, T] \times \Omega \times \mathbb{R}^m \to \mathbb{R}^d
\]
are jointly measurable, and \( b(\cdot, x, y, u) \) and \( c(\cdot, u) \) are \( \mathbb{F} \)-progressively measurable for all \((x, y, u) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m\).

The cost functional is defined as follow:

\[
J(u(\cdot)) := E \left[ \int_0^T l(t, X(t), u(t)) \, dt + M(X(T)) \right],
\]

where \( l : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^m \to \mathbb{R} \) and \( M : \Omega \times \mathbb{R} \to \mathbb{R} \) are jointly measurable, and \( l(\cdot, x, u) \) is \( \mathbb{F} \)-progressively measurable for all \((x, u) \in \mathbb{R}^n \times \mathbb{R}^m\).

We introduce the following assumptions:

(H6) \( b(t, \cdot, \cdot, \cdot), c(t, \cdot) \), \( l(t, \cdot, \cdot) \) and \( M(\cdot) \) are continuously differentiable in \((x, y, u)\) with bounded derivatives.

Let \( U \subseteq \mathbb{R}^m \) be a nonempty bounded subset. Define the admissible control set

\[
\mathcal{U} := \left\{ u : [-\delta, T] \times \Omega \to U, \text{\( \mathbb{F} \)-progressively measurable} \mid u(t) = 0, \quad \forall t \in [-\delta, 0) \right\}.
\]

In view of the conclusions in [9], Eq. (4.1) admits an unique solution \( X(\cdot) \in \mathcal{F}^2_\mathbb{F}([-\delta, T]; \mathbb{R}) \) for all \( u(\cdot) \in \mathcal{U} \) and \( \varphi(\cdot) \in \mathcal{S}([-\delta, 0]; \mathbb{R}) \). Thus the cost functional is well-defined.

Our optimal control problem can be stated as follow:

**Problem (C):** Find a control process \( \bar{u}(\cdot) \in \mathcal{U} \) such that

\[
J(\bar{u}(\cdot)) = \sup_{u(\cdot) \in \mathcal{U}} J(u(\cdot)).
\]

Then \( \bar{u}(\cdot) \) is called the optimal control, and \((\bar{X}(\cdot), \bar{u}(\cdot))\) is called the optimal pair with \( \bar{X}(\cdot) \) being the solution of Eq. (4.1) corresponding to \( \bar{u}(\cdot) \).

### 4.1 The Pontryagin maximum principle

In this subsection, we construct the Pontryagin maximum principle for the former optimal control problem (C).

At first, we establish the duality between linear NSFDEs and linear NBSFDEs, which is crucial in the solution of optimal control problem.

For all \( t \in [0, T] \), consider the following linear NSFDE:

\[
\begin{align*}
\frac{d}{ds} \left[ X(s) - \kappa \int_0^s X(s-r) \mu_1(dr) \right] &= \left[ p(s)X(s) + q(s) \int_0^s X(s-r) \mu_2(dr) + f(s) \right] \, ds \\
&\quad + \left[ v(s)X(s) + \rho(s) - \kappa \int_0^s (v(s-r)X(s-r)+\rho(s-r)) \mu_1(dr) \right] \, dW(s), \quad s \in [t, T]; \\
X(t) &= x; \\
X(s) &= 0, \quad s \in [t - \delta, t),
\end{align*}
\]

and the linear NBSFDE

\[
\begin{align*}
- \frac{d}{ds} \left[ Y(s) - \kappa E_s \int_0^s Y(s+r) \mu_1(dr) \right] &= \left[ p(s)Y(s) + E_s \int_0^s q(s+r) Y(s+r) \mu_2(dr) \right] \\
&\quad + \left[ v(s)Z(s) + h(s) \right] \, ds - Z(s) \, dW(s), \quad s \in [t, T]; \\
Y(T) &= \xi; \\
Y(s) &= 0, \quad s \in (T, T + \delta],
\end{align*}
\]
where $x \in \mathbb{R}$, $\xi \in L^2(\mathcal{F}_T; \mathbb{R})$, $p, q \in L^\infty(0, T; \mathbb{R})$, $v \in L^\infty(-\delta, T; \mathbb{R}^d)$, $f, h \in L^2_T(0, T; \mathbb{R})$, and $\rho \in L^2_T(-\delta, T; \mathbb{R})$.

Then we have the following lemma.

**Lemma 4.1.** Suppose that $\rho(s) = 0$ for all $s < t$. Let $X$ and $Y$ be solution of Eq. (4.2) and Eq. (4.3), respectively. Then

$$E_t \left[ X(T) + \int_t^T h(s)X(s) \, ds \right] = xY(t) + E_t \left[ \int_t^T f(s)Y(s) + \rho(s)Z(s) \, ds \right].$$

**Proof.**

$$E_t \int_t^T d \left\{ \left[ X(s) - \kappa \int_0^\delta X(s-r)\mu_1(\,dr\,) \right] Y(s) \right\}$$

$$= E_t \left\{ \int_t^T Y(s) d \left[ \left[ X(s) - \kappa \int_0^\delta X(s-r)\mu_1(\,dr\,) \right] + \int_t^T X(s) - \kappa \int_0^\delta X(s-r)\mu_1(\,dr\,) \right] \right\}$$

$$+ \int_t^T d \left[ X(s) - \kappa \int_0^\delta X(s-r)\mu_1(\,dr\,) \right] Y(s)$$

$$= E_t \left[ \int_t^T \left( (p(s)X(s) + q(s) \int_0^\delta X(s-r)\mu_2(\,dr\,))Y(s) + f(s)Y(s) \right) ds \right]$$

$$+ E_t \left[ \int_t^T X(s) dY(s) - \int_t^T \kappa \int_0^\delta X(s-r)\mu_1(\,dr\,) dY(s) \right]$$

$$+ E_t \left[ \int_t^T (v(s)X(s) + \rho(s) - \kappa \int_0^\delta \left[ v(s-r)X(s-r) + \rho(s-r) \right] \mu_1(\,dr\,) \right) dW(s) dY(s) \right]$$

$$= E_t \left\{ \int_t^T X(t) \left[ q(s)Y(s) + E_s \int_0^\delta q(s+r)Y(s+r)\mu_2(\,dr\,) \right] ds \right\}$$

$$+ \int_t^T X(s) d \left[ Y(s) - \kappa \int_0^\delta Y(s+r)\mu_1(\,dr\,) \right] + \int_t^T \kappa \int_0^\delta Y(s+r)\mu_1(\,du\,)$$

$$+ \int_t^T \left( v(s)X(s) + \rho(s) \right) dW(s) d \left[ Y(s) - \kappa \int_0^\delta Y(s+r)\mu_1(\,dr\,) \right] + \int_t^T f(s)Y(s) ds \right\}$$

$$= E_t \left[ - \int_t^T X(s)h(s) \, ds - \kappa \int_0^\delta X(T-r)\mu_1(\,dr\,) \xi + \int_t^T f(s)Y(s) + \rho(s)Z(s) \, ds \right].$$

And also

$$E_t \int_t^T d \left\{ \left[ X(s) - \kappa \int_0^\delta X(s-r)\mu_1(\,dr\,) \right] Y(s) \right\}$$

$$= E_t \left[ \left( X(T) - \kappa \int_0^\delta X(T-r)\mu_1(\,dr\,) \right) \xi \right] - xY(t),$$

In view of (4.4), we obtain the conclusion. □

Then we introduce the Pontryagin maximum principle of the optimal control Problem (C).

**Theorem 4.2.** Suppose that (H6) holds and $U$ is convex. Let $(\bar{X}(\cdot), \bar{u}(\cdot))$ be the optimal pair. Define

$$\bar{b}_x(t) := b_x(t, \bar{X}(t), \int_0^\delta \bar{X}(t-r)\mu_2(\,dr\,), \bar{u}(t)), \quad \bar{b}_u(t) := b_u(t, \bar{X}(t), \int_0^\delta \bar{X}(t-r)\mu_2(\,dr\,), \bar{u}(t)).$$
\[ \bar{b}_y(t) := b_y(t, \bar{X}(t), \int_0^\delta \bar{X}(t-r)\mu_2(dr, \bar{u}(t)), \]
\[ \bar{b}_u(t) := b_u(t, \bar{X}(t), \int_0^\delta \bar{X}(t-r)\mu_2(dr, \bar{u}(t)), \]
\[ \bar{l}_x(t) := l_x(t, \bar{X}(t), \bar{u}(t)), \quad \bar{l}_u(t) := l_u(t, \bar{X}(t), \bar{u}(t)). \]

where \( b_y \) denotes the derivative of \( b \) on the third variable. Let \( Y(\cdot) \) satisfy the following equation:

\[
\begin{align*}
- \frac{d}{dt}[Y(t) - \kappa E_t \int_0^\delta Y(t+r)\mu_1(dr)] &= \left[ \bar{b}_x(t)Y(t) + E_t \int_0^\delta \bar{b}_y(t+r)Y(t+r)\mu_2(dr) \\
&\quad + c(t, \bar{u}(t))Z(t) + \bar{l}_x(t) \right] dt - Z(t) dW(t), \quad t \in [0, T]; \\
Y(T) &= M_x(\bar{X}(T)); \\
Y(t) &= 0, \quad t \in (T, T + \delta].
\end{align*}
\]

Then we have almost surely

\[
[\bar{b}_u(t)Y(t) + c_u(t, \bar{u}(t))\bar{X}(t)Z(t) + \bar{l}_u(t)](u - \bar{u}(t)) \leq 0, \quad \forall u \in U.
\]

**Proof.** Since \( U \) is convex, for all \( u(\cdot) \in \mathcal{U} \)

\[ u^\varepsilon(\cdot) = \varepsilon u(\cdot) + (1 - \varepsilon)\bar{u}(\cdot) \in \mathcal{U}. \]

Let \( X^\varepsilon \) and \( \bar{X} \) be solutions of Eq. (4.1) corresponding to \( u^\varepsilon(\cdot) \) and \( \bar{u}(\cdot) \), respectively.

Define

\[ \Delta X^\varepsilon(t) := \frac{X^\varepsilon(t) - \bar{X}(t)}{\varepsilon}, \quad \Delta u(t) := u(t) - \bar{u}(t), \]

then \( \Delta X^\varepsilon \) converges to \( \chi \) in \( \mathcal{S}^2([-\delta, 0], \mathbb{R}) \), where \( \chi \) satisfying

\[
\begin{align*}
\frac{d}{dt}\left[ \chi(t) - \kappa \int_0^\delta \chi(t-r)\mu_1(dr) \right] &= \left[ \bar{b}_x(t)\chi(t) + \bar{b}_y(t) \int_0^\delta \chi(t-r)\mu_2(dr) + \bar{b}_u(t)\Delta u(t) \right] dt \\
&\quad + \left[ c(t, \bar{u}(t))\chi(t) + \theta(t) - \kappa \int_0^\delta \left( c(t-r, \bar{u}(t-r))\chi(t-r) + \theta(t-r) \right) \mu_2(dr) \right] dW(t), \quad t \in [0, T]; \\
\chi(t) &= 0, \quad t \in [-\delta, 0]
\end{align*}
\]

with \( \theta(t) := c_u(t, \bar{u}(t))\bar{X}(t)\Delta u(t) \).

From the preceding lemma, we have

\[
0 \geq \frac{J(u(\cdot)) - J(\bar{u}(\cdot))}{\varepsilon} \\
= E \left[ \int_0^T \frac{l(t, X^\varepsilon(t), u^\varepsilon(t)) - l(t, \bar{X}(t), \bar{u}(t))}{\varepsilon} dt + \frac{M(T, X^\varepsilon(T)) - M(T, \bar{X}(T))}{\varepsilon} \right] \\
\rightarrow E \left[ \int_0^T \left( \bar{l}_x(t)\chi(t) + \bar{l}_u(t)\Delta u(t) \right) dt + \bar{M}_x\chi(T) \right] \\
= E \left[ \int_0^T \left( \bar{b}_u(t)\Delta u(t)Y(t) + \theta(t)Z(t) + \bar{l}_u(t)\Delta u(t) \right) dt \right].
\]

So we have almost surely

\[
[\bar{b}_u(t)Y(t) + c_u(t, \bar{u}(t))\bar{X}(t)Z(t) + \bar{l}_u(t)](u - \bar{u}(t)) \leq 0, \quad \forall u \in U.
\]

\[ \square \]
4.2 The optimal value

In this subsection, we discuss the state-linear case, and construct an explicit expression of its optimal value via the comparison theorem.

Let \( U \) be any nonempty subset of \( \mathbb{R}^m \). For all \( t \in [0, T] \), consider the following linear controlled system:

\[
\begin{align*}
\left\{ \begin{array}{l}
d\left[ X(s) - \kappa \int_0^\delta X(s-r)\mu_1(dr) \right] = [a(s, u(s))X(s) + b(s, u(s)) \int_0^\delta X(s-r)\mu_2(dr)] ds \\
+ [c(s, u(s))X(s) - \kappa \int_0^\delta c(s-r, u(s-r))X(s-r)\mu_1(dr)] dW(s), \quad s \in [t, T]; \\
X(t) = 1; \\
X(s) = 0, \quad s \in [t - \delta, t),
\end{array} \right.
\end{align*}
\]

where \( \kappa \in [0, 1) \) is a constant, \( a(\cdot, u), b(\cdot, u) \in L^\infty(0, T; \mathbb{R}^+) \) and \( c(\cdot, u) \in L^\infty(-\delta, T; \mathbb{R}^d) \), \( \forall u \in U \).

The cost functional is also linear:

\[
J(u(\cdot))(t) = E_t \left[ \int_t^T l(s, u(s))X(s) ds + MX(T) \right],
\]

where \( M \in L^2(\mathcal{F}_T; \mathbb{R}) \), and \( l(\cdot, u) \in L^2(0, T; \mathbb{R}) \), \( \forall u \in U \).

For all \( t \in [0, T] \), the dynamic optimal control problem is the following:

**Problem (C1)** Find a control process \( \bar{u}(\cdot) \in \Upsilon \) such that

\[
J(\bar{u}(\cdot))(t) = \text{ess sup}_{u(\cdot) \in \Upsilon} J(u(\cdot))(t).
\]

\( V(t) := J(\bar{u}(\cdot))(t) \) is the optimal value of Problem (C1).

In view of Lemma 4.1 if \( Y^u \) is the solution of the following linear NBSFDE:

\[
\begin{align*}
\left\{ \begin{array}{l}
d\left[ Y^u(s) - \kappa E_s \int_0^\delta Y^u(s+r)\mu_1(dr) \right] = [a(s, u(s))Y^u(s) + c(s, u(s))Z^u(s) + l(s, u(s)) \\
+ E_s \int_0^\delta b(s+r, u(s+r))Y^u(s+r)\mu_2(dr) \right] ds - Z(s) dW(s), \quad s \in [t, T]; \\
Y^u(T) = M; \\
Y(s) = 0, \quad s \in (T, T + \delta],
\end{array} \right.
\end{align*}
\]

then \( Y^u(t) = J(u(\cdot))(t) \).

For all \( u \in \Upsilon \), define

\[
f^u(s, Y(s), Y_s, Z(s)) := a(s, u(s))Y(s) + c(s, u(s))Z(s) + l(s, u(s))
+ E_s \left[ \int_0^\delta b(s+r, u(s+r))Y(s+r)\mu_2(dr) \right].
\]

Then we have the following proposition which gives an explicit expression of the optimal value of problem (C1).
Proposition 4.3. For all \((y, z) \in H^2(0, T + \delta)\), set

\[
\tilde{f}(t, y(t), y_t, z(t)) = \text{ess sup}_{u(\cdot) \in \mathcal{U}} f^u(t, y(t), y_t, z(t)),
\]

Then the NBSFDE

\[
\begin{cases}
- d[Y(s) - \kappa E_s \int_0^\delta Y(s+r)\mu_1(dr)] = \tilde{f}(s, Y(s), Y_s, Z(s)) ds - Z(s) dW(s), & s \in [t, T]; \\
Y(T) = M; \\
Y(s) = 0, & s \in (T, T + \delta)
\end{cases}
\]  

(4.7)

admits a unique adapted solution \((\bar{Y}, \bar{Z}) \in H^2(0, T + \delta)\), and \(\bar{Y}(t) = V(t)\).

Proof. Applying Theorem 2.1, it is obvious that Eq. (4.7) admits a unique pair of solution \((\bar{Y}, \bar{Z}) \in H^2(0, T + \delta)\).

For all \(u(\cdot) \in \mathcal{U}\),

\[
\tilde{f}(t, \bar{Y}(t), \bar{Y}_t, \bar{Z}(t)) \geq f^u(t, \bar{Y}(t), \bar{Y}_t, \bar{Z}(t)).
\]

In view of Theorem 3.2, for all \(u(\cdot) \in \mathcal{U}\), we have almost surely

\[
\bar{Y}(t) \geq Y^u(t), \quad \forall t \in [0, T].
\]

For all \(\varepsilon > 0\), choose an admissible control \(u^\varepsilon(\cdot) \in \mathcal{U}\), such that

\[
\tilde{f}(t, \bar{Y}(t), \bar{Y}_t, \bar{Z}(t)) \leq f^{u^\varepsilon}(t, \bar{Y}(t), \bar{Y}_t, \bar{Z}(t)) + \varepsilon.
\]

Applying Corollary 2.2 we have

\[
E\left[ \sup_{0 \leq t \leq T} |Y^{u^\varepsilon}(t) - \bar{Y}(t)|^2 \right] \to 0, \quad \text{as } \varepsilon \to 0
\]

Therefore,

\[
\bar{Y}(t) = \text{ess sup}_{u(\cdot) \in \mathcal{U}} J(u(\cdot))(t) = V(t).
\]

\[\square\]

Remark 4.1. The controlled NSFDEs we consider here is of a special form in which the diffusion has a similar form as the left side of the equation. The limitation is due to the duality representation of Lemma 4.1. The optimal control of more general NSFDEs is still open which will be discussed in the future.
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