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Abstract
Individualized treatment rules (ITRs) are considered a promising recipe to deliver better policy interventions. One key ingredient in optimal ITR estimation problems is to estimate the average treatment effect conditional on a subject’s covariate information, which is often challenging in observational studies due to the universal concern of unmeasured confounding. Instrumental variables (IVs) are widely used tools to infer the treatment effect when there is unmeasured confounding between the treatment and outcome. In this work, we propose a general framework of approaching the optimal ITR estimation problem when a valid IV is allowed to only partially identify the treatment effect. We introduce a novel notion of optimality called ‘IV-optimality’. A treatment rule is said to be IV-optimal if it minimizes the maximum risk with respect to the putative IV and the set of IV identification assumptions. We derive a bound on the risk of an IV-optimal rule that illuminates when an IV-optimal rule has favourable generalization performance. We propose a classification-based statistical learning method that estimates such an IV-optimal rule, design computationally efficient algorithms, and prove theoretical guarantees. We contrast our proposed method to the popular outcome weighted learning (OWL) approach via extensive simulations, and apply our method to study which mothers would benefit from travelling to deliver their premature babies at hospitals with high-level
INTRODUCTION

1.1 Estimating individualized treatment rules with a valid instrumental variable

Individualized treatment rules (ITRs) are now recognized as a general recipe for leveraging vast amount of clinical, prognostic and socioeconomic status data to deliver the best possible healthcare or other policy interventions. Researchers across many disciplines have responded to this trend by developing novel data-driven strategies that estimate ITRs. Some seminal works include Murphy (2003), Robins (2004), Qian and Murphy (2011), Zhang et al. (2012a, b) and Zhao et al. (2012), among others. See Kosorok and Laber (2019) and Tsiatis (2019) for comprehensive and up-to-date surveys. One key ingredient in ITR estimation problems is to estimate the average treatment effect conditional on patients’ clinical and prognostic features. However, estimation of the conditional average treatment effect (CATE) can be challenging in randomized control trials (RCTs) with high-dimensional covariates, limited sample size and individual non-compliance, and observational studies due to the universal concern of unmeasured confounding (Cui & Tchetgen Tchetgen, 2020; Kallus & Zhou, 2018; Kallus et al., 2019; Qiu et al., 2020; Zhang et al., 2020).

In non-ITR settings, instrumental variables (IVs) are commonly used tools to infer treatment effects in observational studies where observed covariates cannot adequately adjust for confounding between the treatment and outcome. However, few works have explored using an IV to estimate optimal ITRs. Two exceptions are Cui and Tchetgen Tchetgen (2020) and Qiu et al. (2020), both of which studied ITR estimation problems when an IV can be used to point identify the conditional average treatment effect under assumptions introduced in Wang and Tchetgen Tchetgen (2018). However, one limitation of their approaches is that assumptions that allow a valid IV to point identify the CATE may be quite stringent in some scenarios and do not necessarily hold, especially in ITR estimation settings where treatment effect heterogeneity is expected.

This article takes a distinct perspective. Although a valid IV in general cannot point identify the average treatment effect (ATE) and similarly the CATE, it can partially identify them, in the sense that a lower and upper bound of ATE and CATE can be obtained with a valid IV. Depending on the quality of the putative IV and various identification assumptions, lengths of partial identification intervals may vary, and in the extreme case the intervals collapse to points, that is, the ATE or CATE (Angrist et al., 1996; Balke & Pearl, 1997; Manski, 2003; Robins & Greenland, 1996). See Swanson et al. (2018) for an up-to-date literature review on partial identification of ATE using an IV. It is worth pointing out that a partial identification interval is fundamentally different from a confidence interval, in that a confidence interval shrinks to a point as sample size goes to infinity, while a partial identification interval remains, in the limit, an interval, and represents the intrinsic uncertainty of an IV analysis.
A popular approach to ITR estimation problems in non-IV settings is to transform the problem into a weighted classification problem, where the sign of the CATE constitutes a subject’s label \{-1, +1\}, and the magnitude the weight. In an IV setting, the point identified CATE is replaced with an interval \(I\). When such an interval avoids 0, say \(I = [1, 3]\), it is clear that the subject benefits from receiving the treatment and should be labelled as such. However, the situation becomes complicated when the interval covers 0, say \(I = [-1, 3]\), in which case the true CATE can be anything between −1 and 3, and such a subject can no longer be labelled as benefiting or not benefiting from the treatment. In this way, partial identification of the CATE in an IV analysis poses a fundamental challenge to optimal ITR estimation.

We have three objectives in this article. First, we propose a general classification-based (Zhang et al., 2012a; Zhao et al., 2012) framework for optimal ITR estimation problems with an IV. The putative IV is allowed to only partially identify the conditional average treatment effect. Second, we introduce a novel notion of optimality called IV-optimality: a treatment rule is said to be IV-optimal if it minimizes the maximum risk that could incur given a putative IV and a set of IV identification assumptions. One remarkable feature of ‘IV-optimality’ is that it is amenable to different IVs and identification assumptions, and allows empirical researchers to weigh estimation precision against credibility. We also derive bounds on the risk of an IV-optimal rule, which illuminates when an IV-optimal ITR has favourable generalization performance. Finally, we derive an estimator of such an IV-optimal rule which we call the IV-PILE estimator, develop computationally efficient algorithms, and prove theoretical guarantees. The worst-case risk of the IV-PILE estimator can be estimated and gives practitioners important guidance on the applicability of their estimated ITRs. Via extensive simulations, we demonstrate that our proposed method has favourable performance compared to applying the outcome weighted learning (OWL) (Zhao et al., 2012) to observational data in the presence of unmeasured confounding. Finally, we apply our developed method to study the differential impact of delivery hospital on neonatal health outcomes. R package ivitr implements the proposed methodology.

1.2 A motivating example: differential impact of delivery hospital on premature babies’ health outcomes

We consider a concrete example to carry forward our discussion. Lorch et al. (2012) constructed a cohort-based retrospective study out of all hospital-delivered premature babies in Pennsylvania and California between 1995 and 2005 and Missouri between 1995 and 2003. Using the differential travel time as an instrumental variable, Lorch et al. (2012) find that there is benefit to neonatal outcomes when premature babies are delivered at hospitals with high-level neonatal intensive care units (NICUs) compared to hospitals without high-level NICUs.

An IV analysis is crucial in this study and similar studies based on observational data. Studies that directly use the treatment, for example delivery hospitals in the NICU study, to infer the treatment effect often cannot sufficiently adjust for unmeasured and unrecorded factors, such as the severity of comorbidities or laboratory results (Lorch et al., 2012). Although Lorch et al. (2012) have found evidence supporting a positive treatment effect of mothers delivering premature infants at high-level NICUs, some important questions remain. First, it is of great scientific interest to understand which mothers had better be sent to hospitals with high-level NICUs as compared to which mothers are just as well off at low level NICUs. Given the current limited capacity of high-level NICUs, an answer to this question would facilitate our understanding of which mothers and their premature babies are most in need of high-level NICUs, and provide insight into how to construct optimal perinatal regionalization systems, systems that designate hospitals by the scope of perinatal service provided and designate
where infants are born or transferred according to the level of care they need at birth (Kroeling et al., 2018; Lasswell et al., 2010). Such scientific inquiries elicit estimating individualized treatment rules using observational data consisting of mothers’ observed characteristics, treatment received, outcome of interest, and a valid instrumental variable. We will revisit this example and apply our developed methodology to it near the end of the article.

2 | ITR ESTIMATION WITH AN IV: FROM POINT TO PARTIAL IDENTIFICATION

We briefly review the problem of estimating ITRs from a classification perspective, and discuss the key impediment to generalizing the estimation strategy from RCTs to observational data in Section 2.1. Section 2.2 discusses how to leverage a valid IV to partially identify the conditional average treatment effect, and Section 2.3 proposes a general framework of approaching the ITR estimation problem with a valid IV.

2.1 | ITR estimation from a classification perspective: from randomized control trials to observational studies

Suppose that the data \{ (X_i, A_i, Y_i), \ i = 1, \ldots, n \} are collected from a two-arm randomized trial. The \(d\)-dimensional vector \(X_i \in \mathcal{X}\) encodes subject \(i\)'s prognostic characteristics, \(A_i \in \mathcal{A} = \{-1, +1\}\) a binary treatment, and \(Y_i \in \mathbb{R}\) an outcome of interest. Let \(f(\cdot): \mathcal{X} \mapsto \mathbb{R}\) be a discriminant function such that the sign of \(f(\cdot)\) yields the desired treatment rule. Let \(\mu(1, X) = \mathbb{E}[Y(1)|X] = \mathbb{E}[Y|A=1, X]\) and \(\mu(-1, X) = \mathbb{E}[Y(-1)|X] = \mathbb{E}[Y|A=-1, X]\) denote the average potential outcomes conditional on \(X\) in each arm, and \(C(X) = \mu(1, X) - \mu(-1, X)\) the conditional average treatment effect, or CATE, following the notation in Zhang et al. (2012a).

The value function of a particular rule \(f(\cdot)\) is defined to be \(V(f) = \mathbb{E}[\text{sgn}(f(X))]\). An optimal rule is the one that maximizes \(V(f)\) among a class of functions \(\mathcal{F}\), or equivalently minimizes the following risk:

\[
R(f) = \mathbb{E} \left[ |C(X)| \cdot 1 \{ \text{sgn}(C(X)) \neq \text{sgn}(f(X)) \} \right],
\]

where \(\text{sgn}(x) = 1, \forall x > 0\) and \(-1\) otherwise.

Let \(B_i = \text{sgn}\{ C(X_i) \}\) be a latent class label that assigns \(+1\) to subject \(i\) if she would benefit from the treatment and \(-1\) otherwise. If a correct treatment decision is made, that is, \(\text{sgn}(f(X_i)) = \text{sgn}\{ C(X_i) \}\), there is no loss incurred; otherwise, the decision is not optimal and the corresponding loss has magnitude \(W_i = |C(X_i)|\). In this way, the optimal ITR estimation problem is recast as a weighted classification problem whose expected weighted misclassification error is specified in Equation (1). In a typical classification problem, the training data contain class labels and weights. In the context of ITR estimation problems, the contrast function \(C(X_i)\) for subject \(i\) is first estimated from data, say as \(\hat{C}(X_i)\), and the associated label and weight are then constructed accordingly: \(\hat{B}_i = \text{sgn}\{ \hat{C}(X_i) \}\) and \(\hat{W}_i = |\hat{C}(X_i)|\). To summarize, the original data \{ (X_i, A_i, Y_i), \ i = 1, \ldots, n \} are transformed into \{ (X_i, \hat{B}_i, \hat{W}_i), \ i = 1, \ldots, n \}, and a standard classification routine is then applied to this derived data set in order to estimate a function \(f(\cdot) \in \mathcal{F}\) that minimizes \(R(f)\). This framework, as discussed in more detail in Zhang et al. (2012a), covers many popular ITR methodologies. Notably, the popular outcome weighted learning (OWL) approach (Zhao et al., 2012) is a particular instance of this general
framework, where $C(X)$ is estimated via an inverse probability weighted estimator (IPWE) and a support vector machine (SVM) is used to perform classification.

One critical task in estimating optimal ITRs from this classification perspective is to estimate well the contrast $C(X)$. With a known propensity score as in a randomized control trial, an IPWE can be used to unbiasedly estimate $C(X)$. However, this task becomes much more challenging when data come from observational studies. A key assumption in drawing causal inference from observational data is the so-called treatment ignorability assumption (Rosenbaum & Rubin, 1983), also known as the no unmeasured confounding assumption (henceforth NUCA) (Robins, 1992), or treatment exogeneity (Imbens, 2004). A version of the no unmeasured confounding assumption states that

$$F(Y(1), Y(-1)|A=a, X=x) = F(Y(1), Y(-1)|X=x), \forall (a, x),$$

where $F(\cdot)$ denotes the cumulative distribution function. In words, the treatment assignment is effectively randomized within strata formed by observed covariates. However, when the NUCA fails, the conditional average treatment effect may not be unbiasedly estimated from observed data as $\mathbb{E}[Y(1)|X]$ is not necessarily equal to $\mathbb{E}[Y|A=1, X]$.

### 2.2 Instrumental variables: assumptions and partial identification

An instrumental variable is a useful tool to estimate the treatment effect when the treatment and outcome are believed to be confounded by unmeasured confounders. We consider the potential outcome framework that formalizes an IV as in Angrist et al. (1996). Let $Z_i \in \{-1, +1\}$ be a binary IV associated with subject $i$, and $Z$ a length-$n$ vector containing all IV assignments. Let $A_i(Z)$ be the indicator of whether subject $i$ would receive the treatment or not under IV assignment $Z$, $A$ a length-$n$ vector of treatment assignment status with $A_i(Z)$ being the $i$th entry, and $Y_i(Z, A)$ the outcome of subject $i$ under IV assignment $Z$ and treatment assignment $A$. We assume that the following core IV assumptions hold (Angrist et al., 1996):

1. Stable Unit Treatment Value Assumption (SUTVA): $Z_i = Z_i'$ implies $A_i(Z) = A_i(Z')$; $Z_i = Z_i'$ and $A_i = A_i'$ together imply $Y_i(Z, A) = Y_i(Z', A')$.
2. Positive correlation between IV and treatment: $P(A=1|Z=1, X=x) > P(A=1|Z=-1, X=x)$ for all $x$.
3. Exclusion restriction (ER): $Y_i(Z', A) = Y_i(Z', A)$ for all $Z, Z', A$.
4. IV unconfoundedness conditional on $X$: $Z \perp A(z), Y(z, a) | X$ for $z \in \{-1, +1\}$ and $a \in \{-1, +1\}$.

These four core IV assumptions do not allow point identification of the average treatment effect (ATE); however, they lead to the well-known Balke–Pearl bound on the ATE (Balke & Pearl, 1997). See Swanson et al. (2018) for other (possibly weaker) versions of assumptions that lead to the same Balke–Pearl bound. For a continuous but bounded outcome, Manski and Pepper (2000) derived a non-parametric bound under the monotone instrumental variable assumption. Additional assumptions are typically needed to tighten these bounds or to identify the treatment effect in an identifiable subgroup or the entire population.

In a binary IV analysis, a subject belongs to one of the four compliance classes: (1) an always-taker if $\{A(1), A(-1)\}=(1, 1)$; (2) a complier if $\{A(1), A(-1)\}=(1, -1)$; (3) a never-taker if $\{A(1), A(-1)\}=(-1, -1)$; (4) a defier if $\{A(1), A(-1)\}=(-1, 1)$. When the outcome is binary and the proportion of defiers is known, Richardson and Robins (2010) discussed how to bound the ATE.
among all four compliance classes as a function of the defier proportion. An important instance is when there is no defiers and a valid IV can be used to identify the local average treatment effect, that is, the average treatment effect among compliers, as shown in the seminal work by Angrist et al. (1996).

The fundamental limitation of an IV analysis is that even a valid IV provides no information regarding the counterfactual outcomes of always-takers and never-takers: we simply do not have information about what would happen had always-takers been forced to forgo the treatment, and never-takers had they been forced to accept the treatment. This suggests another strategy to further bound the population average treatment effect by setting bounds to $Y(−1)$ and $Y(1)$ always-takers and never-takers. Swanson et al. (2018) contains a detailed account of various proposals on how to set these bounds. Some versions of IV identification assumptions, for instance those established in Wang and Tchetgen Tchetgen (2018), would allow a valid IV to point identify the population average treatment effect. Estimating optimal treatment rules when the CATE can be point identified using a valid IV has been carefully studied in Cui and Tchetgen Tchetgen (2020) and Qiu et al. (2020), and is not the focus of the current paper, although it is a special case of our general framework. The rest of this article focuses on how to estimate useful individualized treatment rules when an IV only partially identifies the CATE, possibly under various IV-specific identification assumptions.

2.3 Estimating optimal ITR with an IV from a partial identification perspective

We now describe a general framework of approaching the problem of estimating optimal treatment rules using a valid IV in observational studies. Suppose that we have i.i.d data \{(X_i, Z_i, A_i, Y_i) \; | \; i = 1, \ldots, n\} with a binary IV $Z_i$, binary treatment $A_i$, observed covariates $X_i \in \mathbb{R}^d$, and outcome of interest $Y_i \in \mathbb{R}$. Let $C$ denote a set of IV identification assumptions and $I_i = [L(X_i), U(X_i)] \ni C(X_i)$ a partial identification interval of the conditional average treatment effect $C(X_i)$ associated with subject $i$ under $C$. We view each subject as belonging to one of the following three latent classes (with class label $B_i$):

1. $B_i = +1$ if $I_i > \Delta$ in the sense that $x > \Delta, \forall x \in I_i$;
2. $B_i = −1$ if $I_i < \Delta$ in the sense that $x < \Delta, \forall x \in I_i$;
3. $B_i = NA$ if $\Delta \in I_i$.

In words, the class $B = +1$ consists of those who would benefit at least $\Delta$ from the treatment, $B = −1$ those who would not benefit more than $\Delta$, and $B = NA$ those for whom the putative IV and the set of identification assumptions $C$ together cannot assert that subject $i$ would benefit at least $\Delta$ from the treatment or not. We will refer to subjects with $B_i \in \{-1, +1\}$ as labelled subjects and $B_i = NA$ unlabelled.

Remark 1 We let $\Delta$ denote a margin of practical relevance. In many ITR settings, the treatment may only do harm (or good), and we would recommend taking/not taking the treatment only when the margin is large. In our application, a high-level NICU might never do harm to mothers and preemies compared to a low-level NICU; however, given the limited capacity of high-level NICUs and long travel times for some mothers to a high-level NICUs, it may be more reasonable for mothers and their newborns to be sent to the nearest NICU, unless a high-level NICU is significantly better in reducing the mortality. This trade-off is reflected by the margin $\Delta$ set according to expert knowledge. One can always let $\Delta = 0$ and the problem is reduced to the more familiar setting.
In practice, \( I_i \) is estimated from the observed data, say as \( \hat{I}_i \), and \( B_i \) is constructed accordingly, say as \( \hat{B}_i \). Consider the derived data set \( D = \{ (X_i, \hat{I}_i, \hat{B}_i), \ i = 1, \ldots, n \} \). Write
\[
D = D_l \cup D_{ul} = \{ (X_i, \hat{I}_i, \hat{B}_i), \ i = 1, \ldots, l \} \cup \{ (X_i, \hat{I}_i), \ i = l + 1, \ldots, n \},
\]
where \( l \) subjects in \( D_l \) have labels \( \hat{B}_i \in \{-1, \ +1\} \) and \( u = n−l \) subjects in \( D_{ul} \) are unlabelled. Our goal is to still learn an ‘optimal’ treatment rule \( f(\cdot) \) such that some properly defined misclassification error is minimized.

## 3 | EXAMPLES OF PARTIAL IDENTIFICATION BOUNDS FOR A BINARY OUTCOME

### 3.1 | Balke–Pearl bound

Assume that the four core IV assumptions (IV.A1–IV.A4) stated in Section 2.2 hold within strata formed by observed covariates, that is,
\[
C_{BP} = \{ \text{IV.A1 - IV.A4 hold within strata of } X \}.
\]
The Balke–Pearl bounds state that the conditional average treatment effect \( C(X) \) is lower bounded by (Balke & Pearl, 1997; Cui & Tchetgen Tchetgen, 2020):
\[
L(X) = \max \begin{cases}
\frac{p_{-1,-1|1}X + p_{1,1|1}X - 1}{p_{-1,-1|1}X + p_{1,1|1}X - 1} \\
p_{1,1|1}X + p_{-1,-1|1}X - 1 \\
p_{-1,-1|1}X + p_{1,1|1}X - 1 \\
2p_{-1,-1|1}X + p_{1,1|1}X + p_{-1,-1|1}X - 2 \\
p_{-1,-1|1}X + 2p_{1,1|1}X + p_{-1,-1|1}X - 2 \\
p_{1,1|1}X + 2p_{-1,-1|1}X + p_{1,1|1}X - 2 \\
p_{-1,-1|1}X + p_{1,1|1}X + p_{-1,-1|1}X + 2p_{1,1|1}X - 2
\end{cases},
\]
and upper bounded by
\[
U(X) = \min \begin{cases}
1 - p_{-1,-1|1}X - p_{1,1|1}X \\
1 - p_{1,-1|1}X - p_{-1,-1|1}X \\
1 - p_{1,1|1}X - p_{-1,-1|1}X \\
2 - 2p_{-1,-1|1}X - p_{1,1|1}X - p_{-1,-1|1}X - p_{1,1|1}X \\
2 - p_{-1,-1|1}X - 2p_{1,1|1}X - p_{-1,-1|1}X - p_{1,1|1}X \\
2 - p_{1,1|1}X - 2p_{-1,-1|1}X - p_{1,1|1}X - p_{1,1|1}X \\
2 - p_{-1,-1|1}X - p_{-1,-1|1}X - p_{1,1|1}X - 2p_{1,1|1}X
\end{cases},
\]
where \( p_{y,a|X} \) is a shorthand for \( P(Y = y, A = a; Z = z, X) \). Note that all conditional probabilities \( \{ P(Y = y, A = a; Z = z, X = x) \}, y = ±1, a = ±1, z = ±1 \) can in principle be non-parametrically identified. In practice, we may estimate them by re-coding \( 2 \times 2 = 4 \) combinations of \( Y \in \{-1, +1\} \) and \( A \in \{-1, +1\} \) as
four categories and fitting a flexible and expressive multi-class classification routine, for example random forests (Breiman, 2001).

3.2 Bounds as in Siddique (2013)

Siddique (2013) considers an assumption (in addition to four core IV assumptions) that limits treatment heterogeneity in the following way:

1. Correct Non-Compliant Decision:

\[
E[Y(1)|A = 1, Z = -1] - E[Y(-1)|A = -1, Z = -1] \geq 0,
\]

\[
E[Y(-1)|A = -1, Z = 1] - E[Y(1)|A = -1, Z = 1] \geq 0.
\]

In words, this assumption states that for those who take a treatment different from the encouragement (i.e. \(A \neq Z\)), their decisions are on average favourable. Under the four core IV assumptions and this extra assumption, the bound on ATE can be further tightened. Let

\[C_{Sid} = \{ IV.A1 - IV.A4 plus IV.A5 hold within strata of X \}.
\]

Under IV identification set \(C_{Sid}\), the conditional average treatment effect is lower bounded by Siddique (2013) and Swanson et al. (2018):

\[
L(X) = \max \left\{ \frac{p_{1,1|x} + p_{1,-1|x}}{p_{1,1|x}}, \frac{p_{1,-1|x} + p_{1,1|x}}{p_{1,1|x}} \right\} - \min \left\{ \frac{p_{1,-1|x} + p_{1,1|x}}{p_{1,-1|x}}, \frac{p_{1,1|x} + p_{1,-1|x}}{p_{1,1|x}} \right\}, \tag{4}
\]

and upper bounded by

\[
U(X) = \min \left\{ \frac{p_{1,1|x} + p_{1,-1|x}}{p_{1,1|x}}, \frac{p_{1,-1|x} + p_{1,1|x}}{p_{1,1|x}} \right\} - \max \left\{ \frac{p_{1,-1|x} + p_{1,1|x}}{p_{1,-1|x}}, \frac{p_{1,1|x} + p_{1,-1|x}}{p_{1,1|x}} \right\}, \tag{5}
\]

where \(p_{y,a|z,x}\) again stands for \(P(Y = y, A = a|Z = z, X)\), and \(p_{a|z,x}\) is a shorthand for \(P(A = a|Z = z, X)\). Observe that \(P(A = a|Z = z, X) = \sum_{y \in \{0,1\}} P(Y = y, A = a|Z = z, X)\), and we can again estimate the lower bound and upper bound by estimating \(\{P(Y = y, A = a|Z = z, X = x), y = \pm 1, a = \pm 1, z = \pm 1\}\).

Remark 2 (Assumption set \(C\)) There are many other IV identification assumptions that help reduce the length of partial identification intervals in one way or another. Again, we would refer readers to Baiocchi et al. (2014) and Swanson et al. (2018) for bounds other than those considered above. We would like to point out that IV identification assumptions are typically not verifiable (although they might lead to testable implications), and depend largely on expert knowledge. Moreover, certain assumptions may be inappropriate in the context of ITR estimation problems, for example assumptions that largely restrict treatment heterogeneity, and should be made with caution.

Remark 3 (Continuous but bounded \(Y\)) When \(Y\) is continuous, partial identification bounds on \(Y\) require additional assumptions that bound the support of \(Y\). In Supplementary Material A, we
further review assumptions and partial identification results that allow a valid IV to partially identify the counterfactual mean (and hence the ATE and CATE) of a continuous but bounded outcome.

4 AN IV-PARTIAL IDENTIFICATION LEARNING (IV-PILE) APPROACH TO ESTIMATING OPTIMAL ITRS: IV-OPTIMALITY, RISK AND OPTIMIZATION

4.1 IV-optimality

Without loss of generality, we assume $\Delta = 0$. Let $f(\cdot) : \mathcal{X} \mapsto \mathbb{R}$ be a discriminant function and $\text{sgn}(f(\cdot))$ a decision rule to be learned. Recall that the risk function to be minimized in an ITR estimation problem is

$$R(f) = \mathbb{E} \left[ |C(X)| \cdot 1 \{ \text{sgn}(f(X)) \neq \text{sgn}(C(X)) \} \right].$$

As has been argued extensively, this optimal rule is in general not identifiable when the collected observed covariates $X$ cannot adequately address the confounding between the treatment and outcome.

To proceed, we define a new notion of optimality and a new estimand to target.

**Definition 1** IV-optimality A treatment rule $f(\cdot) \in \mathcal{F}$ is said to be IV-optimal if it is optimal with respect to the putative IV and assumption set $\mathcal{C}$ in the following sense:

$$f = \arg\min_{f \in \mathcal{F}} R_{\text{upper}}(f; L(\cdot), U(\cdot))$$

$$= \arg\min_{f \in \mathcal{F}} \mathbb{E} \left[ \sup_{C'(X) : L(X) \leq C' \leq U(X)} |C'(X)| \cdot 1 \{ \text{sgn}(f(X)) \neq \text{sgn}(C'(X)) \} \right],$$

where $[L(X), U(X)]$ is the partial identification interval under the putative IV and identification assumption set $\mathcal{C}$.

Proposition 1 asserts that $\mathbb{E}[\cdot]$ and sup operators in Definition 1 are exchangeable.

**Proposition 1**

$$f = \arg\min_{f \in \mathcal{F}} \mathbb{E} \left[ \sup_{C'(X) : L(X) \leq C' \leq U(X)} |C'(X)| \cdot 1 \{ \text{sgn}(f(X)) \neq \text{sgn}(C'(X)) \} \right]$$

$$= \arg\min_{f \in \mathcal{F}} \sup_{C'(\cdot) : L(\cdot) \leq C' \leq U(\cdot)} R(f; C'(\cdot)),$$

where $f_1 \leq f_2$ denotes $f_1(x) \leq f_2(x)$ for all $x$.

**Proof** All proofs in the article are in Supplementary Materials C, D and E.

**Remark 4** The risk function $R_{\text{upper}}(f; L(\cdot), U(\cdot))$ considered in Definition 1 represents the expected worst-case weighted misclassification error among all $C'(X)$ compatible with $L(X)$ and $U(X)$ informed by the putative IV and IV identification assumptions. $R_{\text{upper}}(f; L(\cdot), U(\cdot))$ is a natural upper bound on the risk $R(f)$. Proposition 1 further shows that $f$ in Definition 1 can
be understood as a min-max estimate.

**Remark 5** When \( C(\cdot) = L(\cdot) = U(\cdot) \), \( R_{\text{upper}}(f) \) would reduce to \( R(f) \), and IV-optimality reduces to the usual notation of optimality considered in Zhang et al. (2012a), Zhao et al. (2012), Cui and Tchetgen Tchetgen (2020), and Qiu et al. (2020).

This new optimality criterion has at least three desirable features. First, it is always well-defined for any valid IV and under minimal IV identification assumptions. Second, it facilitates using IV identification assumptions as ‘leading cases, not truths’ (Tukey, 1986, p. 72). According to Tukey, a statistical procedure is ‘safe’ if it is valid in a wide range of scenarios. The statistical procedure targeting the ‘IV-optimal’ rule is therefore ‘safe’ in the sense that the estimand is well-defined and can be learned under a wide range of IV identification assumptions and mild modelling assumptions. In sharp contrast, Cui and Tchetgen Tchetgen (2020) and Qiu et al. (2020) aimed at learning the optimal ITR with an IV; though the optimal ITR is always well-defined, it cannot be learned even with a valid IV unless some often stringent IV identification assumptions are met. Third and perhaps most importantly, the notion of ‘IV-optimality’ leaves to IV identification assumptions ‘the task of stringency’ (Tukey, 1986, p. 72), and captures the intuition that the quality of the estimated ITR should depend on the quality of the instrumental variable. According to Definition 1 and Proposition 1, an ‘IV-optimal’ ITR is more stringent, in the sense that it is ‘closer’ to the true underlying optimal ITR and has smaller risk and better generalization performance if the putative IV together with IV identification assumptions help narrow down the partial identification intervals. This is the case, for instance, when the putative IV is a very strong one and the compliance rate is very high, or when assumptions in addition to the core IV assumptions, for example the correct non-compliant decision assumption (IV.A5), apply to the putative IV. We study more closely the risk of an IV-optimal ITR in Section 4.2.

**Remark 6** Multiple IVs and weak IVs In many empirical studies, researchers have multiple putative IVs, for example excess tuition and excess distance in a study of the effect of community college on educational attainment (Rouse, 1995), and it is often unclear which one of these IVs, or if any of them, satisfies the point identification assumptions in order to identify the optimal ITR. However, these multiple IVs can be used to estimate their respective ‘IV-optimal’ ITRs, possibly under different, IV-specific, identification assumptions and the quality of each resulting ‘IV-optimal’ ITR depends on how much each of these multiple IVs can narrow down the partial identification intervals and pinpoint the CATE. Multiple IVs can even be combined into a single stronger IV, and this stronger IV is likely to yield an ‘IV-optimal’ ITR that is more stringent and has better generalization performance compared to using any of the multiple IVs alone. On the other hand, if researchers only have a very weak IV, the corresponding partial identification intervals may be excessively long and non-informative, and as a result, the ‘IV-optimal’ ITR may be far from the optimal ITR in its generalization performance. Indeed, with a weak IV, researchers should expect little information to be learned about the treatment effect and perhaps the wisest thing to do is switching to a stronger IV.

**Remark 7** Although not the primary focus of this paper, one can directly minimize the expectation in Definition 1 in a pointwise manner by estimating \( L(X) \) and \( U(X) \), just like one can estimate \( C(X) \) and then take \( \text{sgn} \{ \hat{C}(X) \} \) to be the estimated optimal ITR in non-IV settings. These methods are called *indirect methods* in the literature as they indirectly specify the form of the optimal ITR through postulated models for various aspects of \( C(X) \) in non-IV settings (Zhao et al., 2019), and \( L(X) \) and \( U(X) \) in our setting. In Supplementary Material G, we construct simple plug-in estimators for an IV-optimal ITR based on this idea, and prove that this straightforward plug-in estimator is in fact minimax optimal. We pursue a classification perspective as in Zhang et al.
(2012a) and Zhao et al. (2012) here rather than the indirect methods because of the following consideration. In many practical scenarios, we would like to have control over the complexity of the estimated ITR. This in general cannot be fulfilled by indirect methods unless we specify some simple models to estimate $L(\mathbf{X})$ and $U(\mathbf{X})$ in the first place; however, $L(\mathbf{X})$ and $U(\mathbf{X})$ are unlikely to admit simple parametric forms in our settings as they are complicated combinations of maxima and/or minima of many conditional probabilities (see Section 3). On the other hand, if we use flexible machine learning tools to estimate conditional probabilities involved in $L(\mathbf{X})$ and $U(\mathbf{X})$, the corresponding ITR is often complicated and lacks interpretability. It may also suffer from the problem of overfitting (Wang et al., 2016; Zhao et al., 2012; Zhao et al., 2019). These considerations motivate us to adopt the classification perspective as in Zhang et al. (2012a) and Zhao et al. (2012). A great appeal of the classification perspective is that by decoupling the task of estimating $L(\mathbf{X})$ and $U(\mathbf{X})$ from that of estimating the IV-optimal rule, the estimated ITR no longer suffers from the aforementioned problems. In principle, one can leverage flexible machine learning tools to estimate relevant conditional probabilities and hence $L(\mathbf{X})$ and $U(\mathbf{X})$, while still learning a parsimonious IV-optimal ITR within a pre-specified function class, for example the class of linear functions.

### 4.2 Bayes decision rule and Bayes risk

Define the Bayes risk $R_{\text{upper}}^* = \inf f R_{\text{upper}}(f)$, where infimum is taken over all measurable functions. A decision rule $f$ is called a Bayes decision rule if it attains the Bayes risk, that is, $R_{\text{upper}}(f^*) = R_{\text{upper}}^*$. Proposition 2 gives a representation of the Bayes decision rule.

**Proposition 2** Consider the risk function $R_{\text{upper}}(f)$ defined in Definition 1. Let

$$
\eta(\mathbf{x}) = |U(\mathbf{x})| \cdot I\{L(\mathbf{x}) > 0\} - |L(\mathbf{x})| \cdot I\{U(\mathbf{x}) < 0\} + (|U(\mathbf{x})| - |L(\mathbf{x})|) \cdot I\{|L(\mathbf{x}), U(\mathbf{x})| \geq 0\}.
$$

Consider a decision rule $f^*(\mathbf{x})$ such that

$$
\text{sgn}\{f^*(\mathbf{x})\} = \text{sgn}\{\eta(\mathbf{x})\} = \begin{cases} +1, & \text{if } \eta(\mathbf{x}) \geq 0, \\ -1, & \text{if } \eta(\mathbf{x}) < 0. \end{cases}
$$

Let $R_{\text{upper}}^* = R_{\text{upper}}(f^*)$. $f^*$ is the Bayes decision rule and $R_{\text{upper}}^*$ is the Bayes risk such that $R_{\text{upper}}(f) \geq R_{\text{upper}}^*$, \forall f measurable.

Proposition 3 further derives the excess risk of a measurable decision rule $f$.

**Proposition 3** For any measurable decision rule $f$, its excess risk is

$$
R_{\text{upper}}(f) - R_{\text{upper}}^* = \mathbb{E}\left[ I\{\text{sgn}\{f(\mathbf{X})\} \neq \text{sgn}\{f^*(\mathbf{X})\}\} \cdot |\eta(\mathbf{X})| \right],
$$

where $\eta(\mathbf{x})$ is defined in Proposition 2.
4.3 Risk of IV-optimal rules

An IV-optimal rule targets $R_{\text{upper}}$. What can be said about the risk of an IV-optimal rule? Proposition 4 provides insight into this important question.

Proposition 4 Risk of IV-optimal rules

1. For any measurable $f$, we have

$$0 \leq R_{\text{upper}}(f) - R(f) \leq \mathbb{E} \left[ U(X) - L(X) \right].$$

2. Let $f^*$ be the Bayes decision rule targeting $R_{\text{upper}}$ in Proposition 2 such that $R_{\text{upper}}^* = R_{\text{upper}}(f^*)$. The risk of $f^*$ satisfies

$$R(f^*) = \mathbb{E} \left[ |C(X)| \cdot 1 \{ \text{sgn}(C(X)) \neq \text{sgn}(f^*(X)) \} \right]$$

$$\leq \mathbb{E} \left[ 1 \{ L(X) < 0 < U(X) \} \cdot \left\{ U(X) - L(X) \right\} \cdot \left\{ \frac{1 - \rho(X; U, L)}{2} \right\} \cdot 1 \{ \rho'(X; U, L, C) > \rho(X; U, L) \} \right],$$

where $\rho(x; U, L) = \frac{|U(x) + L(x)|}{2}$ and $\rho'(x; U, L, C) = \frac{|C(x) - (U(x) + L(x))/2|}{|U(x) - L(x)|/2}$.

The first part of Proposition 4 states that for any decision rule $f$, $R_{\text{upper}}(f)$ is no larger than the risk $R(f)$ by a margin of $\mathbb{E} \left[ U(X) - L(X) \right]$. From this result, it is transparent that as $U(x)$ converges uniformly to $L(x)$, the gap between $R_{\text{upper}}(f)$ and $R(f)$ goes to 0 uniformly in $f$.

The second part of the proposition further states that if $f^*$ is a Bayes decision rule for $R_{\text{upper}}$ that attains the Bayes risk $R_{\text{upper}}^*$, its generalization error $R(f^*)$ is upper bounded by the expectation of the product of four terms, each of which bears its own meaning. Fix $x \in X$ and the partial identification interval $[L(x), U(x)]$. The first term $I = 1 \{ L(x) < 0 < U(x) \}$ measures if the interval $[L(x), U(x)]$ covers 0. If $L(x), U(x)$ does not cover 0, such an $x$ would not contribute to the risk of $f^*$. The second term $II=U(x)−L(x)$ measures the length of the interval. Not surprisingly, if the interval $[L(x), U(x)]$ covers 0, the narrower it is, the less it would contribute to the risk of $f^*$. The third term $III=1−\rho(x; U, L)/2$ measures how symmetric $[L(x), U(x)]$ is about 0. Suppose that $[L(x), U(x)]$ is such that $L(x) < 0 < U(x)$, that is, $[L(x), U(x)]$ covers 0 (the first term I is 1) and has a non-trivial interval length (the second term II is not 0). If $[L(x), U(x)]$ is symmetric about 0, that is, $L(x)=-U(x)$, $\rho(x; U, L)$ would attain its minimum at 0; on the other hand, $\rho(x; U, L)$ could be arbitrarily close to 1 if either $L(x)$ is arbitrarily close to 0 from the left, or $U(x)$ is arbitrarily close to 0 from the right. In other words, $\rho(x; U, L)$ (and hence the third term III) measures the skewness of the interval $[L(x), U(x)]$ with respect to 0. The fourth term IV measures how symmetric $[L(x), U(x)]$ is about $C(x)$, relative to how symmetric the interval is around 0. Observe that $\rho^c(x; U, L, C)$ is analogous to $\rho(x; U, L)$, except that $\rho^c(x; U, L, C)$ measures the skewness of the interval $[L(x), U(x)]$ with respect to $C(x)$. $\rho^c(x; U, L, C)$ would attain its minimum at 0 if the interval is symmetric about $C(x)$, and its maximum at 1 if the interval barely covers $C(x)$, that is, $L(x)=C(x)$ or $U(x)=C(x)$. Therefore, if the interval is more symmetric about $C(x)$ than it is about 0, the fourth term IV is 0; otherwise, it is 1. To conclude, the risk of $f^*$ is small if with high probability, the partial identification interval does not cover 0, is short in length,
is asymmetric about 0, and is more symmetric about \( C(\mathbf{x}) \) than about 0. This upper bound on the risk of \( f^* \) can also be understood as the maximum gap between the generalization performance of \( f^* \) and an optimal ITR. Figure 1 summarizes the above discussion with a graphical illustration.

### 4.4 Risk decomposition, structural risk minimization and surrogate loss

The risk function \( R_{\text{upper}}(f) \) can be decomposed into two parts: \( R_{\text{label, upper}}(f) \), corresponding to the risk associated with the labelled part, and \( R_{\text{unlabel, upper}}(f) \), corresponding to that associated with the unlabelled part:

\[
R_{\text{upper}}(f) = E \left[ \max_{C'(\mathbf{X}) \in [L(\mathbf{X}), U(\mathbf{X})]} |C'(\mathbf{X})| \cdot 1\{\sgn\{f(\mathbf{X})\} \neq \sgn\{C'(\mathbf{X})\}\} \right] = E \left[ |U(\mathbf{X})| \cdot 1\{\sgn\{f(\mathbf{X})\} \neq 1\} \cdot 1\{L(\mathbf{X}) > 0\} \right] + E \left[ |L(\mathbf{X})| \cdot 1\{\sgn\{f(\mathbf{X})\} 
eq -1\} \cdot 1\{U(\mathbf{X}) < 0\} \right] + E \left[ \max \left\{ |U(\mathbf{X})| \cdot 1\{\sgn\{f(\mathbf{X})\} \neq 1\}, |L(\mathbf{X})| \cdot 1\{\sgn\{f(\mathbf{X})\} \neq -1\} \right\} \cdot 1\{[L(\mathbf{X}), U(\mathbf{X})] \ni 0\} \right]
\]

\[
R_{\text{label, upper}}(f) + R_{\text{unlabel, upper}}(f)
\]

= \( R_{\text{label, upper}}(f) + R_{\text{unlabel, upper}}(f) \).

**Remark 8** It may be tempting to replace \( \max_{C'(\mathbf{X}) \in [L(\mathbf{X}), U(\mathbf{X})]} \) with \( \min_{C'(\mathbf{X}) \in [L(\mathbf{X}), U(\mathbf{X})]} \) in Definition 1; however, the definition would then become vacuous as is easily seen from Equation (6). Fix \( \mathbf{x} \in \mathcal{X} \) such that \( [L(\mathbf{x}), U(\mathbf{x})] \ni 0 \). The risk conditional on \( \mathbf{x} \) is always minimized by letting \( \sgn\{f(\mathbf{x})\} = \sgn\{C'(\mathbf{x})\} \); however, since \( [L(\mathbf{x}), U(\mathbf{x})] \ni 0 \) and \( C'(\mathbf{x}) \in [L(\mathbf{x}), U(\mathbf{x})] \), \( \sgn\{C'(\mathbf{x})\} \) can be either +1 or −1, suggesting that the risk conditional on \( \mathbf{x} \) is always 0 no matter what value \( f(\mathbf{x}) \) takes on. In other words, \( R_{\text{unlabel, upper}}(f) = 0 \ \forall f \), with max replaced with min in Equation (6), and unlabelled data become superfluous.
Decomposition (6) motivates estimating \( f(\cdot) \in \mathcal{F} \) using the following structural risk minimization approach (Vapnik, 1992):

\[
\hat{f}(\cdot) = \arg\min_{f \in \mathcal{F}} \sum_{i=1}^{l} \hat{U}(X_i) \cdot \mathbb{1}\{\sgn(f(X_i)) \neq 1\} \cdot \mathbb{1}\{\hat{L}(X_i) > 0\} \\
+ \mathbb{1}\{-\hat{L}(X_i)\} \cdot \mathbb{1}\{\sgn(f(X_i)) = -1\} \cdot \mathbb{1}\{\hat{U}(X_i) < 0\} \\
+ \sum_{i=l+1}^{n} \max \left[ \hat{U}(X_i) \cdot \mathbb{1}\{\sgn(f(X_i)) \neq 1\}, -\hat{L}(X_i) \cdot \mathbb{1}\{\sgn(f(X_i)) = -1\} \right] \\
+ \frac{n \lambda_n}{2} \|f\|^2,
\]

where \([\hat{L}(X_i), \hat{U}(X_i)]\) is an estimated partial identification interval of \([L(X_i), U(X_i)]\). \(\|\cdot\|\) denotes some norm of \(f(\cdot)\), and \(\lambda_n\) is a possibly data-dependent tuning parameter that penalizes the norm of \(f(\cdot)\) to reduce overfitting. For instance, if we assume that \(f(\cdot)\) resides in a reproducing kernel Hilbert space (RKHS) \(\mathcal{H}_K\), then \(\|\cdot\|\) corresponds to the norm associated with \(\mathcal{H}_K\). The complexity of \(f(\cdot)\) is restricted by penalizing its norm.

It is well known in machine learning and optimization literature that directly minimizing the empirical risk as above is difficult due to the non-continuity and non-convexity of the indicator function, and it is customary to rewrite the loss function by replacing the 0-1-based loss with a convex upper bound. Table 1 summarizes the original 0-1-based loss and our choice of surrogate loss corresponding to each \([L(x), U(x)]\) configuration. Supplementary Material B.1 further plots the original loss and the corresponding surrogate loss in each case. Observe that the surrogate loss is indeed a continuous convex upper bound of the original discontinuous loss function in all cases. Moreover, it can be shown that our designed surrogate loss function is continuous in both \(L\) and \(U\) values.

Remark 9 When \([L(x), U(x)] > 0\) or \([L(x), U(x)] < 0\), the surrogate loss is a scaled hinge loss. When \([L(x), U(x)] \ni 0\), the surrogate loss is a lifted and scaled hinge loss.

Let \(\phi(x) = (1-x)^+\). Under the surrogate loss, the objective function (7) becomes:

\[
\hat{f}(\cdot) = \arg\min_{f \in \mathcal{F}} \sum_{i=1}^{l} \left[ \hat{U}(X_i) \cdot \phi(f(X_i)) \cdot \mathbb{1}\{\hat{L}(X_i) > 0\} \right. \\
+ \left. \mathbb{1}\{-\hat{L}(X_i)\} \cdot \phi(-f(X_i)) \cdot \mathbb{1}\{\hat{U}(X_i) < 0\} \right] \\
+ \sum_{i=l+1}^{n} \left[ \left\{ \hat{U}(X_i) \right\} + \left\{ (\hat{L}(X_i) - |\hat{L}(X_i)|) \cdot \phi(f(X_i)) \right\} \right] \\
\cdot \mathbb{1}\{|\hat{L}(X_i)| > |\hat{U}(X_i)|\} \\
+ \left[ \hat{U}(X_i) + (|\hat{L}(X_i)| - |\hat{U}(X_i)|) \cdot \phi(-f(X_i)) \right] \\
\cdot \mathbb{1}\{|\hat{L}(X_i)| > |\hat{U}(X_i)|\} \\
\left. + \frac{n \lambda_n}{2} \|f\|^2 \right].
\]

| \([L(x), U(x)]\) | Original loss | Surrogate loss |
|-----------------|-------------|---------------|
| \([L(x), U(x)] > 0\) | \(L(x) \cdot \mathbb{1}\{\sgn(f(x)) \neq 1\}\) | \(L(x) \cdot (1-f(x))^+\) |
| \([L(x), U(x)] < 0\) | \(L(x) \cdot \mathbb{1}\{\sgn(f(x)) = -1\}\) | \(L(x) \cdot (1+f(x))^+\) |
| \([L(x), U(x)] \ni 0\), \(|L(x)| \geq |U(x)|\) | \(\max(L(x) \cdot \mathbb{1}\{\sgn(f(x)) \neq 1\}, -L(x) \cdot \mathbb{1}\{\sgn(f(x)) = -1\})\) | \(L(x) + (|L(x)| - |U(x)|) \cdot (1-f(x))^+\) |
| \([L(x), U(x)] \ni 0\), \(|L(x)| < |U(x)|\) | \(\max(L(x) \cdot \mathbb{1}\{\sgn(f(x)) \neq 1\}, -L(x) \cdot \mathbb{1}\{\sgn(f(x)) = -1\})\) | \(L(x) + (|L(x)| - |U(x)|) \cdot (1+f(x))^+\) |
Let $R_{\text{upper}}(f)$ denote the risk associated with the surrogate loss, $f^*_h$ the Bayes decision rule that minimizes $R_{\text{upper}}^h(f)$, and $R_{\text{upper}}^{h,*}(f)$ the corresponding Bayes risk. Theorem 1 establishes a relationship between $R_{\text{upper}}(f) - R_{\text{upper}}^*$ and $R_{\text{upper}}^h(f) - R_{\text{upper}}^{h,*}$, so that we can transfer assessments of statistical error in terms of the excess risk $R_{\text{upper}}^h(f) - R_{\text{upper}}^{h,*}$ into assessments of error in terms of $R_{\text{upper}}(f) - R_{\text{upper}}^*$, the excess risk of genuine interest (Bartlett et al., 2006).

**Theorem 1** For any measurable function $f$, we have

$$R_{\text{upper}}(f) - R_{\text{upper}}^* \leq R_{\text{upper}}^h(f) - R_{\text{upper}}^{h,*}. \quad (9)$$

Theorem 1 reassures us that using the surrogate loss displayed in Table 1 does not hinder the search for a function that achieves the optimal Bayes risk $R_{\text{upper}}^*$, and it is appropriate to employ surrogate-loss-based computationally efficient algorithms. In Supplementary Materials B.2 and B.3, we derive linear/non-linear $\hat{f}$ when $f(\cdot)$ is in a reproducing kernel Hilbert space and show that the associated optimization problem can be transformed into a particular instance of weighted SVM (Vapnik, 2013) and readily solved using standard solvers.

4.5 | IV-PILE algorithm

Before delving into theoretical properties, we summarize the IV-PILE algorithm in Algorithm 1.

| Algorithm 1: Pseudo Algorithm for IV-PILE |
|-------------------------------------------------|
| **Input:** $\{(X_i, Z_i, A_i, Y_i), i = 1, \cdots, n\}$ and IV identification assumption set $C$; |
| o Obtain appropriate estimates of $L(X_i)$ and $U(X_i)$, denoted as $\hat{L}_i$ and $\hat{U}_i$, under IV identification assumption set $C$. Parametric models or more flexible and expressive estimators like random forests can be used. |
| o Compute the label $\hat{\varepsilon}_i \in \{-1, +1\}$ associated with each observation: |
| $\hat{\varepsilon}_i = 1\{\hat{U}_i < 0\} - 1\{\hat{L}_i > 0\} - \text{sgn}(|\hat{U}_i| - |\hat{L}_i|) \cdot 1\{[\hat{L}_i, \hat{U}_i] \ni 0\}$, |
| for $i = 1, \cdots, n$; |
| o Compute the weight $\hat{\omega}_i$ associated with each observation: |
| $\hat{\omega}_i = |\hat{U}_i| \cdot 1\{\hat{L}_i > 0\} + |\hat{L}_i| \cdot 1\{\hat{U}_i < 0\} + ||\hat{U}_i| - |\hat{L}_i|| \cdot 1\{[\hat{L}_i, \hat{U}_i] \ni 0\}$, |
| for $i = 1, \cdots, n$; |
| o Solve a weighted SVM problem with labels and weights computed in Step 2 and 3 using a Gaussian kernel. Let $\hat{f}$ be the solution; |
| o Return $\hat{f}$. |

5 | THEORETICAL RESULTS

5.1 | IV-PILE estimator via sample splitting

To facilitate theoretical analysis of the IV-PILE estimator, we study an alternative sample-splitting estimator that is very close to the IV-PILE estimator. Let $I_1$, $I_2$ denote an equal-size mutually exclusive
random partition of indices \( \{1, \ldots, n\} \) such that \( |I_1| > |I_2| > n/2 \). Samples with indices in \( I_1 \) are used to construct estimates \( \widehat{L}(x) \) and \( \widehat{U}(x) \) for functions \( L(x) \) and \( U(x) \). We then plug \( \widehat{L} \) and \( \widehat{U} \) into expressions for the weight \( w \) and label \( e \) (see Algorithm 1 and Supplementary Material B.2) to construct \( \widehat{w}(\cdot) \) and \( \widehat{\epsilon}(\cdot) \), and use the other half of samples to obtain the following IV-PILE estimator:

\[
\widehat{f}^h_n = \arg\min_{f \in \mathcal{F}} \frac{1}{|I_2|} \sum_{i \in I_2} \left\{ 1 + \widehat{\epsilon}(x_i) \cdot f(x_i) \right\}^+ + \frac{\lambda_n}{2} \|f\|^2.
\]

Sample splitting here helps remove the dependence between estimating \( \widehat{w} \) and \( \widehat{\epsilon} \) and constructing the IV-PILE estimator, which in turn helps weaken the assumptions needed to establish convergence rate results by getting rid of the entropy conditions on \( L(x) \) and \( U(x) \)’s function classes. Similar sample splitting technique can be also found in Bickel (1982), Zheng and van der Laan (2011), Chernozhukov et al. (2018), Robins et al. (2017), and Zhao et al. (2019), among many others.

### 5.2 Theoretical properties

Let \( \inf_{f \in \mathcal{F}} R_{\text{upper}}^h(f) \) denote the minimal risk among rules in \( \mathcal{F} \) and define the approximation error incurred by optimizing over \( \mathcal{F} \) as \( A(\mathcal{F}) = \inf_{f \in \mathcal{F}} R_{\text{upper}}^h(f) - R_{\text{upper}}^h(f) \). In this section we establish the convergence rate properties of \( R_{\text{upper}}(\hat{f}^h_n) - \inf_{f \in \mathcal{F}} R_{\text{upper}}^h(f) \). We consider the following assumptions.

**Assumption 1** Existence of a finite minimizer

\[
\exists f^*_h \in \mathcal{F} \text{ s.t. } R_{\text{upper}}^h(f^*_h) = \inf_{f \in \mathcal{F}} R_{\text{upper}}^h(f).
\]

**Assumption 2** Boundedness conditions I

\[
\exists M_1 > 0 \text{ s.t. } |L(X)|, |U(X)|, |Y| \leq M_1 \text{ with probability 1,}
\]

\[
\exists M_2 \text{ s.t. } \forall i, |X[i]| \leq M_2 \text{ with probability 1.}
\]

**Assumption 3** Boundedness conditions II

Assume that the estimates of \( L \) and \( U \), that is, \( \hat{L} \) and \( \hat{U} \), satisfy

\[
\exists M_3 \text{ s.t. } |\hat{L}(X)|, |\hat{U}(X)| \leq M_3 \text{ with probability 1.}
\]

For any \( \epsilon > 0 \), let \( N(\epsilon, \mathcal{F}, L_2(P)) \) denote the covering number of \( \mathcal{F} \), that is \( N(\epsilon, \mathcal{F}, L_2(P)) \) is the minimal number of closed \( L_2(P) \)-balls of radius \( \epsilon \) that is required to cover \( \mathcal{F} \). We consider the following assumption on entropy condition:

**Assumption 4** Entropy condition

There exists a subclass \( \mathcal{F}_0 \) of \( \mathcal{F} \) and constants \( C_0 > 0, 0 < \nu < 2 \) such that \( \mathcal{F} = \{ a \cdot f \in \mathcal{F}_0, a \in \mathbb{R} \} \), the minimizer \( \hat{f}^h_n \) is in \( (C_0 / \lambda_n) \cdot \mathcal{F}_0 = \{ a \cdot f \in \mathcal{F}_0, a \in \mathbb{R}, |a| \leq C_0 \cdot \lambda_n^{-1} \} \) with probability 1, and the \( \sup_{P} \log N(\epsilon, \mathcal{F}_0, L_2(P)) \leq O(\epsilon^{-\nu}) \) for all \( 0 < \epsilon < 1 \), where the supremum is taken over all probability measures \( P \).
Assumption 1 says that there exists an $f$ with finite norm that minimizes the risk over $P$. This is a standard assumption made in the statistical learning literature. Assumption 2 requires that $L$, $U$, and $Y$ are bounded, and coordinates of observed covariates $X$ are bounded with probability 1. When $Y$ is a binary outcome, for example mortality as in the NICU study, $L$ and $U$ obtained via the Balke–Pearl bound and the Siddique bound are trivially bounded. When $Y$ is continuous, the partial identification literature typically requires $Y$ to be bounded (Swanson et al., 2018), and the partial identification interval endpoints $L$ and $U$ are therefore also bounded. Boundedness of $Y$ is reasonable for many health outcomes, for example length of stay in hospital, the cholesterol level, etc. Assumption 3 says that estimates $\hat{L}$ and $\hat{U}$ are bounded when $L$ and $U$ are bounded. This holds for any reasonable estimates of $L$ and $U$. Finally, the assumption on entropy condition is satisfied for many popular RKHS, for example the RKHS induced by the Gaussian kernel $k(x, x') := \exp(-\|x - x'\|^2 / \sigma^2)$, where we take $P_0$ to be the convex hull of $\{f_0(x) = k(x, x'), x' \in \mathcal{X}\}$, the minimizer $f_n$ takes an explicit form that satisfies the specified condition (see Supplementary Material B), and the covering number condition follows from Kosorok (2007) Corollary 9.5).

**Assumption 5** Rate of convergence of $L$ and $U$

Assume that $\hat{L}$ and $\hat{U}$ converge to $L$ and $U$ at the following rates:

$$
\mathbb{E}\left[|\hat{L}(X) - L(X)|\right] = O(n^{-\alpha}),
$$

$$
\mathbb{E}\left[|\hat{U}(X) - U(X)|\right] = O(n^{-\beta}).
$$

Consider a binary outcome and the associated Balke–Pearl bound. To obtain estimates $\hat{L}$ and $\hat{U}$ that satisfy Assumption 5, we first estimate $\{p_{y,a|z,X}: y = \pm 1, a = \pm 1, z = \pm 1\}$ (let the estimates be $\{\hat{p}_{y,a|z,X}: y = \pm 1, a = \pm 1, z = \pm 1\}$) and then plug these estimates into Equations (2) and (3) to obtain $\hat{U}$ and $\hat{L}$. In Supplementary Material D.2, we show that if $K$ functions are all $n^{-\theta}$ estimable then their linear combinations, maximum, and minimum are also $n^{-\theta}$ estimable. $L(X)$ and $U(X)$ in the Balke–Pearl bound are both maximum/minimum of a series of linear combinations of $p_{y,a|z,X}$; hence, if we have the following condition hold

**Condition 1** Convergence of conditional probabilities

$$\exists \theta, \mathbb{E}\left[|\hat{p}_{y,a|z,X} - p_{y,a|z,X}|\right] = O(n^{-\theta}), \quad y = \pm 1, a = \pm 1, z = \pm 1,$$

then we can deduce that Assumption 5 holds for $\alpha = \beta = \theta$. Condition 1 holds in many scenarios. For instance, if we fit parametric models to estimate $p_{y,a|z,X}: y = \pm 1, a = \pm 1, z = \pm 1$, and models are correctly specified, then this condition holds for $\theta = \frac{1}{2}$. We can also use flexible and expressive non-parametric regression methods to estimate functions $p_{y,a|z,X}$. Assuming that functions $\{p_{y,a|z,X}: y = \pm 1, a = \pm 1, z = \pm 1\}$ are in a H"older ball with smoothness parameter $\alpha$ and a constant radius, then Condition 1 holds for $\theta = -\frac{\alpha}{d + 2\alpha}$, where $d$ is the dimension of $X$, when $\{p_{y,a|z,X}: y = \pm 1, a = \pm 1, z = \pm 1\}$ are estimated via wavelets (Donoho et al., 1998; Cai et al., 2012) or a variant of the random forests algorithm known as Mondrian forests (Mourtada et al., 2018). Similar results hold when we use Siddique bounds for a binary outcome and Manski–Pepper bounds for a continuous but bounded outcome; see Supplementary Material D.2 for details.

**Assumption 6** Norm condition

There exists a constant $M_4$ s.t. for any $f \in P$: 
\[ \|f\| \geq M_4 \|f\|_\infty. \]

Assumption 6 guarantees that the sup-norm of the minimizer \( \hat{f}_n \) can be controlled by penalizing \( f \).

Under Assumption 1–6, it can be shown that \( \|\hat{f}_n\|_\infty \leq \frac{2\sqrt{M_2 \sqrt{M_3}}}{M_2 \sqrt{M_3}} \). Define \( B_n \) to be the set of functions \( f \in \mathcal{F} \) and \( \|f\|_\infty \leq \frac{2\sqrt{M_2 \sqrt{M_3}}}{M_2 \sqrt{M_3}} \), and \( B^* \) to be the intersection of \( B_n \) and \( (C_0 / \lambda_n) \cdot \mathcal{F}_0 \). Lemmas 1 and 2 below develop properties of functions in \( B_n \) and \( B^*_n \), respectively. From now on, we consider \( \lambda_n = o(1) \). We use \( \mathbb{E}_Z \) to denote expectation with respect to the random variable \( Z \), and \( \mathbb{E} \) with respect to all random variables.

**Lemma 1** Let

\[
\begin{align*}
    w_i &= |U_i| \cdot \mathbb{1} \{ L_i > 0 \} + |L_i| \cdot \mathbb{1} \{ U_i < 0 \} + |L_i| \cdot \mathbb{1} \{ L_i \leq 0 \} \cdot \mathbb{1} \{ L_i, U_i \in B \}, \\
    e_i &= \mathbb{1} \{ U_i < 0 \} - \mathbb{1} \{ L_i > 0 \} - \text{sgn} \{ |U_i| - |L_i| \} \cdot \mathbb{1} \{ L_i, U_i \in B \}, \\
\end{align*}
\]

and

\[
    l(x; w, e, f) = w(x) \{ 1 + e(x)f(x) \}^+, \]

where \( L_i = L(X_i) \), and \( U_i = U(X_i) \), and \( \hat{w} \) and \( \hat{e} \) be defined in Algorithm 1. We have

\[
    \mathbb{E}_{X_{(i_1)}} \sup_{f \in B_n} \left| \mathbb{E}_{X_{(i_2)}} \left\{ \frac{1}{|I_2|} \sum_{i \in I_2} l(X_i; w, e, f) - \frac{1}{|I_2|} \sum_{i \in I_2} l(X_i; \hat{w}, \hat{e}, f) \right\} \right| \leq O \left( n^{-(a + \beta) / \sqrt{\lambda_n}} \right). \tag{10}
\]

where \( X_{(i_1)} \) and \( X_{(i_2)} \) denote \( \{ X_i, i \in I_2 \} \) and \( \{ X_i, i \in I_1 \} \), respectively.

Function \( l(\cdot; w, e, f) \) in Lemma 1 denotes the loss function where \( w \) and \( e \) are set at truth, and \( l(\cdot; \hat{w}, \hat{e}, f) \) the loss function where \( w \) and \( e \) are estimated. Lemma 1 effectively bounds the risk induced by estimating \( w(\cdot) \) and \( e(\cdot) \). Lemma 2 below further quantifies the risk induced by estimating the risk function using its empirical analogue.

**Lemma 2** Let \( w(\cdot) \) and \( e(\cdot) \) be defined as in Lemma 1. We have

\[
    \mathbb{E}_{X_{(i_1)}} \left| \mathbb{E}_{X_{(i_2)}} \left| \mathbb{E} l(X; w, e, f) - \sum_{i \in I_2} \frac{1}{|I_2|} l(X_i; w, e, f) \right| \right| \leq O \left( \frac{1}{\sqrt{n} \cdot \lambda_n} \right). \tag{11}
\]

Lemmas 1 and 2 facilitate the derivation of the convergence rate of \( R_{\text{upper}}^{\hat{f}_n} \), as is formally stated in Theorem 2.

**Theorem 2** Assume that Assumption 1 to 6 hold. We have

\[
    R_{\text{upper}}^{\hat{f}_n} - \inf_{f \in \mathcal{F}} R_{\text{upper}}^{f} \leq O(\lambda_n + n^{-\frac{1}{2}} \lambda_n^{-1} + \lambda_n^{-\frac{3}{2}} (n^{-a} + n^{-\beta})). \tag{12}
\]
Theorem 2 gives concrete upper bounds of $R_{upper}^{b} (\hat{f}_{n}^{\lambda}) - \inf_{f \in \mathcal{F}} R_{upper}^{b} (f)$, which implies that for a wide range of $\lambda_{n}$ satisfying $\frac{1}{n^{\frac{1}{2} + 2a + 2b}} \leq \lambda_{n} \leq \frac{1}{\ln(\ln(n))}$, as $n$ goes to infinity, $R_{upper}^{b} (\hat{f}_{n}^{\lambda})$ converges to $\inf_{f \in \mathcal{F}} R_{upper}^{b} (f)$, the minimal risk over $\mathcal{F}$, and $R_{upper}^{b} (\hat{f}_{n}^{\lambda}) - R_{upper}^{b} (f)$ converges to approximation error $\mathcal{A} (\mathcal{F})$. Combining Theorem 1 with Theorem 2, we have the following proposition that establishes the convergence rate of $R_{upper}^{b} (\hat{f}_{n}^{\lambda}) - R_{upper}^{*} - \mathcal{A} (\mathcal{F})$, that is, the excess risk minus approximation error under the true 0-1-based loss.

**Proposition 5** Under Assumption 1–6, we have

$$R_{upper}^{b} (\hat{f}_{n}^{\lambda}) \leq R_{upper}^{*} + \mathcal{A} (\mathcal{F}) + O (\lambda_{n} + n^{-\frac{1}{2}} \lambda_{n}^{-1} + \lambda_{n}^{-\frac{1}{2}} (n^{-a} + n^{-b})) .$$

(13)

Proposition 5 shows that $\hat{f}_{n}^{\lambda}$ is a consistent estimator in the sense that its risk converges to the Bayes risk plus the approximation error of the chosen function class $\mathcal{F}$, as long as $\lambda_{n}$ is selected from $\left[ \frac{1}{n^{\frac{1}{2} + 2a + 2b}} , \frac{1}{\ln(\ln(n))} \right]$. In other words, $\hat{f}_{n}^{\lambda}$ converges in its risk to the best IV-optimal ITR in the function class $\mathcal{F}$ for a wide range of $\lambda_{n}$ choices.

6 | SIMULATION STUDIES

In Section 6.1, we define the benchmark of our experiments. In Section 6.2, we demonstrate that outcome weighted learning (OWL) may have performance in the presence of unmeasured confounding. In Sections 6.3 and 6.4, we investigate the performance of our proposed IV-PILE estimator and contrast it to OWL. Section 6.5 summarizes results from additional simulations, details of which can be found in Supplementary Material F.2 through F.7.

6.1 | Experiment benchmark

There are at least two relevant benchmarks against which we can evaluate the performance of a candidate ITR in the presence of unmeasured confounding. Let $f_{opt}$ be an ITR that only has access to the observed covariates $X$, assigns $A=+1$ when $\text{CATE}(X) = \mathbb{E} [Y(1) - Y(0) | X] \geq 0$, and assigns $A=-1$ otherwise. Let $V(f_{opt})$ denote the value of $f_{opt}$. One may compare a candidate ITR $f$ to the benchmark $f_{opt}$ by calculating:

$$R (f; f_{opt}) : = V(f_{opt}) - V(f) = \mathbb{E} [||\text{CATE}(X)|| \cdot \mathbb{1} \{ \text{sgn} \{ \text{CATE}(X) \} \neq \text{sgn} \{ f(X) \} \}] .$$

Another relevant benchmark ITR is an ‘omniscient’ ITR $f_{omni}$ that has access to both observed covariate $X$ and the unmeasured confounder $U$, assigns $A=+1$ when $\text{CATE}(X, U) = \mathbb{E} [Y(1) - Y(0) | X, U] \geq 0$, and assigns $A=-1$ otherwise. One may compare a candidate ITR $f$ to the benchmark $f_{omni}$ by calculating:

$$R (f; f_{omni}) : = V(f_{omni}) - V(f) = \mathbb{E} [||\text{CATE}(X, U)|| \cdot \mathbb{1} \{ \text{sgn} \{ \text{CATE}(X, U) \} \neq \text{sgn} \{ f(X) \} \}] .$$
The value functions of the two benchmarks \( f_{\text{opt}} \) and \( f_{\text{omni}} \) differ by a constant that depends only on the data-generating process and encodes the loss of information due to not observing the unmeasured confounder, that is,

\[
V(f_{\text{omni}}) = V(f_{\text{opt}}) + C_{\text{DGP}}
\]

for some constant \( C_{\text{DGP}} \geq 0 \). We then immediately have

\[
\mathcal{R}(f, f_{\text{opt}}) + C_{\text{DGP}} = \mathcal{R}(f, f_{\text{omni}}).
\]

We note that neither \( f_{\text{opt}} \) nor \( f_{\text{omni}} \) is identified from observed data under our general partial identification framework, and an IV-optimal ITR neither converges to \( f_{\text{opt}} \) nor \( f_{\text{omni}} \). Moreover, for the purpose of comparing two or more candidate ITRs, it is equivalent to report \( \mathcal{R}(f, f_{\text{opt}}) \) or \( \mathcal{R}(f, f_{\text{omni}}) \) as they differ only by a constant \( C_{\text{DGP}} \), that is, \( \mathcal{R}(f_1, f_{\text{omni}}) \leq \mathcal{R}(f_2, f_{\text{omni}}) \) implies \( \mathcal{R}(f_1, f_{\text{opt}}) \leq \mathcal{R}(f_2, f_{\text{opt}}) \) and vice versa for two candidate ITRs \( f_1 \) and \( f_2 \) and a fixed data-generating process.

If we further assume identification assumptions that enable us to point identify \( \text{CATE}(X) \) as in Cui and Tchetgen Tchetgen (2020) and Qiu et al. (2020), then \( f_{\text{opt}} \) becomes identified from observed data, the estimated IV-optimal ITR would converge to \( f_{\text{opt}} \), and \( \mathcal{R}(f, f_{\text{opt}}) \) may be of greater importance; however, we would like to point out that even in this special case, \( \mathcal{R}(f, f_{\text{omni}}) \) is still of interest as \( C_{\text{DGP}} \) illuminates the gains from collecting more covariates.

In the simulation studies, we will estimate and report \( \mathcal{R}(f, f_{\text{omni}}) \) for each candidate ITR \( f \) and data-generating process. Weighted misclassification error rate refers to \( \mathcal{R}(f, f_{\text{omni}}) \). We also calculate \( C_{\text{DGP}} \) for each data-generating process. Readers can then immediately deduce \( \mathcal{R}(f, f_{\text{opt}}) \) from \( \mathcal{R}(f, f_{\text{omni}}) \) and \( C_{\text{DGP}} \).

### 6.2 Failure of the outcome weighted learning in the presence of unmeasured confounding

We illustrate how ITR-estimation methods could dramatically fail in the presence of unmeasured confounding. We consider the following simple data-generating process of covariates and treatment:

\[
X_1, X_2, U \sim \text{Unif} \{-1, 1\},
\]

\[
P(A = 1|X_1, X_2, U) = \expit(1 + X_1 - X_2 + \lambda U),
\]

where \((X_1, X_2)\) are observed covariates and \(U\) an unmeasured covariate. We consider two outcomes, one continuous \((Y_1)\) and the other binary \((Y_2)\):

\[
Y_1 = 1 + X_1 + X_2 + \xi U + 0.442(1 - X_1 - X_2 + \delta U) \cdot A + \epsilon, \quad \epsilon \sim \mathcal{N}(0, 1),
\]

\[
P(Y_2 = 1|X_1, X_2, U, A) = \expit\{1 - X_1 + X_2 + \xi U + 0.442(1 - X_1 + X_2 + \delta U) \cdot A\}.
\]

Observed data consists only of \((X_1, X_2, A, Y_1)\) (or \((X_1, X_2, A, Y_2)\)) since \(U\) is not observed. Parameters \((\lambda, \xi, \delta)\) control the degree of unmeasured confounding, and \((\lambda, \xi, \delta) = (0, 0, 0)\) corresponds to no unmeasured confounding. We adapted the strategy proposed in Zhao et al. (2012) and Zhang et al. (2012a) to the setting of observational studies by fitting a propensity score model \(\hat{f}(a)\) based on \(X_1\) and \(X_2\) alone and estimating the conditional average treatment effect \(C(X)\) using an IPW estimator based on \(\hat{f}(a)\) in a training data set consisting of \(n_{\text{train}} = 300\) subjects. We then labelled each subject as +1 or −1 based on
\[ \text{sgn}\{ \hat{C}(\mathbf{X}) \} \] and attached to her a weight of magnitude \(| \hat{C}(\mathbf{X}) |\). A support vector machine with Gaussian RBF kernel was then applied to this derived data set. For various \((\lambda, \xi, \delta)\) combinations, we repeated the experiment 500 times and reported the average weighted misclassification error rate evaluated on a testing data set of size 100,000, for both outcomes. For the binary outcome \(Y_2\), the average weighted misclassification error is 0.02 when NUCA holds, suggesting a favourable performance of OWL when NUCA holds. However, the error rate jumps to 0.06 when \((\lambda, \xi, \delta)=(4, 0, 4)\). To get a sense of how poor the performance is, note that a classifier based on random coin flips yields an average error of 0.07. Similar qualitatively results hold for the continuous outcome \(Y_1\), and when we use \(R(f, f_{\text{opt}})\) in place of \(R(f, f_{\text{omni}})\). Supplementary Material F.1 summarizes the results.

### 6.3 | Comparing IV-PILE to OWL: experiment setup

#### 6.3.1 | Data generating process

We considered the following data-generating process with a binary IV \(Z\), a binary treatment \(A\), a binary outcome \(Y\), a 10-dimensional observed covariates \(\mathbf{X}\), and an unmeasured confounder \(U\):

\[
Z \sim \text{Bern}(0.5), \; X_1, \ldots, X_{10} \sim \text{Unif} \, [-1, 1], \; U \sim \text{Unif} \, [-1, 1],
\]

\[
P(A=1|\mathbf{X}, U, Z) = \expit\{8Z + X_1 - 7X_2 + \lambda(1 + X_1)U\},
\]

\[
P(Y=1|A, \mathbf{X}, U) = \expit\{g_1(\mathbf{X}, U) + g_2(\mathbf{X}, U, A)\},
\]

with the following choices of \(g_1(\mathbf{X}, U)\):

**Model (1):** \(g_1(\mathbf{X}, U) = 1 - X_1 + X_2 + \xi U\),

**Model (2):** \(g_1(\mathbf{X}, U) = 1 - X_1^2 + X_2^2 + \xi X_1 X_2 U\),

and \(g_2(\mathbf{X}, U)\):

**Model (1):** \(g_2(\mathbf{X}, U, A) = 0.442(1 - X_1 + X_2 + \delta U)A\),

**Model (2):** \(g_2(\mathbf{X}, U, A) = (X_2 - 0.25X_1^2 - 1 + \delta U)A\).

In the above specifications, \(\lambda\) controls the level of interaction between \(U\) and \(\mathbf{X}\) on \(P(A=1)\), and \(\delta\) controls the level of interaction between \(U\) and \(A\) on the outcome. Assumptions underpinning naive methods (OWL, EARL, etc) hold when \((\lambda, \xi, \delta) = (0, 0, 0)\). Moreover, the data-generating process considered here does not necessarily satisfy the IV identification assumptions in Cui and Tchetgen Tchetgen (2020) and Qiu et al. (2020). We direct interested readers to Supplementary Material F.1 for more details.

#### 6.3.2 | IV identification assumptions and estimators of \(L(\mathbf{x})\) and \(U(\mathbf{x})\)

We considered the IV identification set \(C_{BP}\) discussed in Section 3.1. Note that \(Z \sim \text{Bern}(0.5)\) trivially satisfies \(C_{BP}\). Under \(C_{BP}\), \(L(\mathbf{X})\) and \(U(\mathbf{X})\) are calculated as in Equations (2) and (3), and require estimating conditional probabilities \(P(Y=y, A=a|Z=z, \mathbf{X} = \mathbf{x})\) for \(2 \times 2 \times 2 = 8 \) \((y = \pm 1, \; a = \pm 1, \; z = \pm 1)\) different \((y, a, z)\) combinations. These conditional probabilities do not involve \(U\) and are identified from the observed data. In general, these conditional probabilities may not admit simple and familiar parametric
form, and researchers are advised to use some flexible estimation routines, for example random forest (Breiman, 2001), to fit the data. We fit all conditional probabilities using random forest models with default settings as implemented in the R package randomForest (Liaw & Wiener, 2002). We also considered estimating these conditional probabilities using simple (but misspecified) multinomial logistic regression models. Likewise, when implementing a naive OWL method, we estimated the propensity score model using a random forest and a logistic regression model.

### 6.3.3 Training and testing data set

Our training data set consisted of \( n_{\text{train}} = 300 \) or 500 independent samples of \((Z, X, A, Y)\). Although the true data-generating process involved the unmeasured confounder \( U \), we did not observe or make use of \( U \) throughout the training process. The testing data set consisted of \( n_{\text{test}} = 100,000 \) independently drawn copies of \((X, U)\). Their true conditional average treatment effects were calculated (since we had both \( X \) and \( U \) information). We reported estimated \( \mathcal{R}(f, f_{\text{omni}}) \) of various candidate ITRs on this testing data set. We also calculated and reported \( C_{\text{DGP}} \) for each data-generating process so that \( \mathcal{R}(f, f_{\text{opt}}) = \mathcal{R}(f, f_{\text{omni}}) - C_{\text{DGP}} \) can be immediately inferred.

### 6.4 Numerical results

We report simulation results in this section. We considered three classifiers:

1. IV-PILE-RF: IV-PILE with relevant conditional probabilities in \( L(X) \) and \( U(X) \) estimated via random forests and classification performed with a Gaussian kernel;
2. OWL-RF: OWL with the propensity score estimated via random forests and classification performed with a Gaussian kernel;
3. COIN-FLIP: Classifier based on random coin flips.

Table 2 reports the estimated weighted misclassification error rate \( \hat{\mathcal{R}}(f, f_{\text{omni}}) \) of IV-PILE-RF, OWL-RF and COIN-FLIP for different \((\lambda, \xi, \delta, g_1(X, U))\) and \( n_{\text{train}} \) combinations when \( g_2(X, U, A) \) is taken to be Model (1). Supplementary Material F.1 reports the same numerical results when \( g_2(X, U, A) \) is taken to be Model (2).

Table 2 suggests two consistent trends that align well with our theory and intuition. First, we would expect that neither \( \hat{\mathcal{R}}(\text{IV-PILE-RF}, f_{\text{omni}}) \) nor \( \hat{\mathcal{R}}(\text{IV-PILE-RF}, f_{\text{opt}}) \) would go to 0 when \( n_{\text{train}} \to \infty \). This is verified by noting that increasing \( n_{\text{train}} \) does not drive either error on the testing data set to 0 (See Supplementary Material F.3 for results when \( n_{\text{train}} \) is larger than 500). Moreover, we observe that \( \hat{\mathcal{R}}(\text{OWL-RF}, f_{\text{omni}}) \) and \( \hat{\mathcal{R}}(\text{OWL-RF}, f_{\text{opt}}) \) also remain large as \( n_{\text{train}} \) grows, which reflects that the problem of unmeasured confounding is fundamental, and does not go away as the training sample size grows.

Second, the IV-PILE estimator seems to be robust and outperforms the naive OWL estimator in all simulation settings considered here. However, we would like to point out that this is not suggesting that our approach always outperforms OWL or similar methods. When the assumptions underpinning these methods are not met, it is difficult to predict what would happen to these methods in practice.
We conducted abundant additional simulations and reported results in Supplementary Material F.2 through F.7. In particular, in Supplementary Material F.2, we compared the performance of IV-PILE and OWL when relevant conditional probabilities in $L(X)$ and $U(X)$ were fit via a misspecified multinomial logistic regression model, and with random forest models with node sizes equal to 5 or 10. Qualitative behaviours described in Section 6.4 still held, and the IV-PILE algorithm seemed to be robust against misspecification of models used to fit relevant probabilities in $L(X)$ and $U(X)$. We also observed that using a larger node size in a random forest model seemed to largely improve the performance in some scenarios. In Supplementary Material F.3, we reported simulation results with larger training sample size $n_{\text{train}}$. In Supplementary Material F.4, we repeated a subset of simulation studies with a sample-splitting version of the IV-PILE algorithm, whose theoretical properties were studied in Section 5. We found that the sample-splitting version of the IV-PILE had slightly inferior finite-sample performance compared to the non-splitting version when $n_{\text{train}}$ is small; however, the sample-splitting version still largely outperformed the non-sample-splitting OWL estimator in simulation settings considered here.

**Table 2** Estimated weighted misclassification error rate for different $(\lambda, \delta, \xi)$ and $g_1(X, U)$ combinations. We take $g_2(X, U, A)$ to be Model (1) throughout. Training data sample size $n_{\text{train}} = 300$ or 500. Each number in the cell is averaged over 500 simulations. Standard errors are in parentheses.

| $\xi = 0$, $g_1 = \text{Model (1)}$ | IV-PILE-RF | OWL-RF | COIN-FLIP | $C_{\text{DGP}}$ |
|---|---|---|---|---|
| $(\lambda, \delta) = (0.5, 0.5)$ | 0.005 (0.000) | 0.005 (0.000) | 0.014 (0.004) | 0.015 (0.003) | 0.031 (0.000) | 0.001 |
| $(\lambda, \delta) = (1.0, 1.0)$ | 0.008 (0.000) | 0.008 (0.000) | 0.018 (0.004) | 0.018 (0.003) | 0.033 (0.000) | 0.005 |
| $(\lambda, \delta) = (1.5, 1.5)$ | 0.014 (0.001) | 0.013 (0.000) | 0.022 (0.004) | 0.023 (0.003) | 0.037 (0.000) | 0.010 |
| $(\lambda, \delta) = (2.0, 2.0)$ | 0.020 (0.000) | 0.020 (0.000) | 0.029 (0.003) | 0.029 (0.003) | 0.043 (0.000) | 0.016 |

| $\xi = 1$, $g_1 = \text{Model (1)}$ | IV-PILE-RF | OWL-RF | COIN-FLIP | $C_{\text{DGP}}$ |
|---|---|---|---|---|
| $(\lambda, \delta) = (0.5, 0.5)$ | 0.005 (0.000) | 0.004 (0.000) | 0.013 (0.004) | 0.014 (0.003) | 0.029 (0.000) | 0.001 |
| $(\lambda, \delta) = (1.0, 1.0)$ | 0.007 (0.000) | 0.007 (0.000) | 0.016 (0.003) | 0.016 (0.003) | 0.029 (0.000) | 0.005 |
| $(\lambda, \delta) = (1.5, 1.5)$ | 0.012 (0.000) | 0.012 (0.000) | 0.019 (0.003) | 0.020 (0.002) | 0.031 (0.000) | 0.009 |
| $(\lambda, \delta) = (2.0, 2.0)$ | 0.018 (0.000) | 0.018 (0.000) | 0.025 (0.003) | 0.025 (0.002) | 0.035 (0.000) | 0.016 |

| $\xi = 0$, $g_1 = \text{Model (2)}$ | IV-PILE-RF | OWL-RF | COIN-FLIP | $C_{\text{DGP}}$ |
|---|---|---|---|---|
| $(\lambda, \delta) = (0.5, 0.5)$ | 0.005 (0.000) | 0.005 (0.000) | 0.017 (0.006) | 0.018 (0.005) | 0.040 (0.000) | 0.001 |
| $(\lambda, \delta) = (1.0, 1.0)$ | 0.007 (0.000) | 0.007 (0.000) | 0.020 (0.006) | 0.021 (0.005) | 0.042 (0.000) | 0.004 |
| $(\lambda, \delta) = (1.5, 1.5)$ | 0.012 (0.000) | 0.012 (0.000) | 0.024 (0.006) | 0.025 (0.005) | 0.045 (0.000) | 0.008 |
| $(\lambda, \delta) = (2.0, 2.0)$ | 0.019 (0.000) | 0.019 (0.000) | 0.031 (0.006) | 0.031 (0.005) | 0.050 (0.000) | 0.014 |

| $\xi = 1$, $g_1 = \text{Model (2)}$ | IV-PILE-RF | OWL-RF | COIN-FLIP | $C_{\text{DGP}}$ |
|---|---|---|---|---|
| $(\lambda, \delta) = (0.5, 0.5)$ | 0.004 (0.000) | 0.004 (0.000) | 0.017 (0.004) | 0.017 (0.005) | 0.040 (0.000) | 0.001 |
| $(\lambda, \delta) = (1.0, 1.0)$ | 0.007 (0.000) | 0.007 (0.000) | 0.019 (0.006) | 0.020 (0.005) | 0.042 (0.000) | 0.004 |
| $(\lambda, \delta) = (1.5, 1.5)$ | 0.012 (0.000) | 0.012 (0.000) | 0.024 (0.006) | 0.025 (0.005) | 0.045 (0.000) | 0.009 |
| $(\lambda, \delta) = (2.0, 2.0)$ | 0.019 (0.000) | 0.019 (0.000) | 0.030 (0.005) | 0.031 (0.005) | 0.049 (0.000) | 0.015 |
In Supplementary Material F.5, we varied the association between the IV Z and the treatment A. We found that the performance of IV-PILE became worse when the association between the IV and the treatment became smaller. This observation aligns very well with Proposition 4 and our intuition because a weaker IV corresponds to wider and less informative partial identification intervals. In Supplementary Material F.6, we allowed the IV to violate the exclusion restriction assumption and have a direct effect on the outcome. We found that the IV-PILE estimator seemed to be robust to slight violation of the exclusion restriction assumption. Finally, in Supplementary Material F.7, we considered settings where the outcome was continuous but bounded, and estimated the partial identification interval using the Manski–Pepper bounds. We found that the qualitative conclusions that held for a binary outcome still held for the continuous but bounded outcome.

7 | DIFFERENTIAL IMPACT OF DELIVERY HOSPITAL ON PREEMIES’ OUTCOMES REVISITED

We now revisit the NICU data and apply our developed method to it. We considered data describing all premature babies in the Commonwealth of Pennsylvania from the year 1995 to 2005, with the following observed covariates describing mothers and their preemies: birth weight, gestational age in weeks, age of mother, insurance type of mother (fee for service, HMO, federal/state, other, uninsured), mother’s race (white, African American, Hispanic, other), prenatal care, mother’s education level, mother’s parity, and the following covariates describing the zip code the mother lives in: median income, median home value, percentage of people who rent, percentage below poverty, percentage with high school degree, percentage with college degree. The treatment is 1 if the baby is delivered at a hospital with high-level NICUs and 0 otherwise. The treatment is believed to be still confounded because there are other important covariates not accounted for, for example the severity of mother’s comorbidities. Mothers with severe comorbidities are more likely to be sent to high-level NICUs and their babies are at higher risk.

To resolve this concern, we followed Lorch et al. (2012) and used the differential travel time, defined as mother’s travel time to the nearest high-level NICU minus time to the nearest low-level NICU, as an instrumental variable. We constructed a binary IV Z out of the excess travel time as follows: \( Z = 1 \) if excess travel time in its highest 10 percentile, and \( Z = -1 \) if in its lowest 10 percentile. The outcome of interest is premature infant mortality, including both fetal and non-fetal death. Our goal is to estimate an individualized treatment rule that recommends whether to send mothers to hospitals with high-level NICUs based on her observed covariates. In the case of having a premature baby, mothers should be directed to a hospital with high-level NICUs instead of the closest hospital only when a high-level NICU is significantly better for preemie mortality. As has been discussed in Section 2.3, we let \( \Delta \) control for what margin is significant. In practice, \( \Delta \) should be informed based on some

| Assumption set            | \( \Delta = 0 \) | \( \Delta = 0.02 \) | \( \Delta = 0.05 \) |
|---------------------------|-----------------|-----------------|-----------------|
| \( |D_l| \)  | \( |D_{ul}| \)  | \( |D_l| \)  | \( |D_{ul}| \)  | \( |D_l| \)  | \( |D_{ul}| \)  |
| \( C_{BP}: \) Balke–Pearl bound | 2132            | 23,617           | 4926            | 20,776           | 7463            | 18,239           |
| \( C_{Sid}: \) Siddique bound   | 23,253          | 2449            | 25,549          | 153              | 25,535          | 167              |
practical knowledge of the situation, for example how far the hospital with high-level NICUs is, and how urgent the situation is.

Before proceeding to estimation, we saved 5000 data points as testing data and used the rest 25,702 as training data. We considered two IV assumption sets: \( C_{BP} \) that underpins the Balke–Pearl bound and \( C_{Sid} \) that underpins the Siddique bound (see Section 3). Table 3 summarizes the sizes of the labelled and unlabelled parts of the training data, that is, \(|D_l|\) and \(|D_{ul}|\) under assumption sets \( C_{BP} \) and \( C_{Sid} \) and for assorted \( \Delta \) values. We observed that the additional ‘Correct Non-Compliant Decision’ assumption in \( C_{Sid} \) helped significantly reduce the length of the partial identification intervals for our data, and therefore largely reduced \(|D_{ul}|\). Nevertheless, \(|D_{ul}| > 0\) in all cases for both \( C_{BP} \) and \( C_{Sid} \).

We applied the developed IV-PILE approach to the training data, and used a 5-fold cross validation to select the tuning parameters \( \lambda_u \) (controlling the model complexity) and \( \sigma \) (Gaussian kernel parameter) on a logarithmic grid from \( 10^{-3} \) to \( 10^{3} \). Let \( \hat{f}_{BP} \) denote the estimated ITR with optimal tuning parameters under the assumption set \( C_{BP} \) and \( \hat{f}_{Sid} \) under \( C_{Sid} \). We then applied \( \hat{f}_{BP} \) and \( \hat{f}_{Sid} \) on the 5000 testing data and estimated \( R_{upper} \). When \( \Delta = 0 \), we had \( \hat{R}_{upper}(\hat{f}_{BP}) = 0.149 \) and \( \hat{R}_{upper}(\hat{f}_{Sid}) = 0.020 \). This suggests that \( \hat{f}_{BP} \) would incur a weighted misclassification error at most as large as 0.149 under the four core IV assumptions. If we further assumed the ‘Correct Non-Compliant Decision’ assumption as in \( C_{Sid} \), the estimated ITR \( \hat{f}_{Sid} \) would incur a weighted misclassification error at most as large as 0.020. It is not surprising that the expected worst-case loss is much smaller under \( C_{Sid} \) given that the additional assumption in \( C_{Sid} \) largely reduced the length of \([L(X),U(X)]\). Importantly, although the optimal rule is not identifiable under \( C_{upper} \) or \( C_{Sid} \), we can estimate the worst-case risk associated with the IV-PILE estimator, and this gives practitioners important guidance: the learned treatment rule is potentially useful and beneficial when the identification assumption set is agreed upon by experts, and the worst-case risk is deemed reasonable.

\section{Discussion}

We study in detail the problem of estimating individualized treatment rules with a valid instrumental variable in this article. We have two major contributions. First, we point out the connection and a fundamental distinction between ITR estimation problems with and without an IV: both problems can be viewed as a classification task; however, the partial identification nature of an IV analysis creates a third latent class, those for whom we cannot assert if the treatment is beneficial or harmful, in addition to those who would ‘benefit’ or ‘not benefit’ from the treatment. This perspective provides a unifying framework that facilitates thinking and framing the problem under distinct and problem-specific IV identification assumptions.

Second, we approach this unique classification problem by defining a new notion of ‘IV-optimality’: an IV-optimal rule minimizes the worst-case weighted misclassification error with respect to the putative IV and under the set of IV identification assumptions. IV-optimality is a sensible criterion that is always well-defined, and an IV-optimal rule can be estimated even under minimal IV identification assumptions and mild modelling assumptions. Our proposed IV-PILE estimator estimates such an IV-optimal rule, and may be advantageous compared to naively applying OWL or similar methods to observational data when NUCA fails, or when the putative IV does not allow point identifying the conditional average treatment effect. Although the focus of the article is estimating ITRs using observational data, the method developed here also applies to randomized control trials with individual non-compliance, as is commonly seen in clinical decision support systems.

Works most related to our proposed approach are Kallus and Zhou (2018) and Kallus et al. (2019), both of which consider the problem of improving a baseline policy when a \( \Gamma \)-sensitivity
analysis model is used to control the degree of unmeasured confounding. Both Kallus and Zhou (2018) and Kallus et al. (2019) consider minimizing the maximum risk relative to the baseline policy, and the CATE is also partially identified under the prescribed sensitivity analysis model. There are two main differences between their approach and ours. First, their approach necessarily requires a baseline policy/ITR and their derived policy/ITR is only guaranteed to do no worse than this baseline under their prescribed sensitivity analysis model. On the other hand, our approach does not require a baseline, and our method can be thought of as delivering a reasonably ‘good’ baseline policy/ITR. Second, their ‘improved policy’ always mimics the baseline when the CATE under the sensitivity analysis model covers 0. On the other hand, our IV-PILE estimator has a very different target, that is, ‘IV-optimality’, and would recommend a treatment based on the partial identification region alone. One promising research direction is to study how to improve a baseline policy/ITR using one or several valid instrumental variables, instead of relying on a sensitivity analysis model.

Finally, we outline several broad future directions. First, it is of great interest to develop alternative optimality criteria when an IV only partially identifies the conditional average treatment effect, and compare these alternative criteria with IV-optimality. Second, it is of great importance to restrict the function class under consideration to some parsimonious and scientifically meaningful classes, for example the class of decision trees as considered in Laber and Zhao (2015), and the decision lists as considered in Zhang et al. (2015) and Zhang et al. (2018), and develop more interpretable treatment rules under the IV setting. The ‘IV-optimality’ developed in this article is still a relevant criterion for such an interpretable decision rule. Third, the ‘min-max’ approach as developed in this article can be made less conservative in some settings. One possibility is to consider additional structural assumptions on C(x). For instance, it is conceivable that C(x), subject to L(x) ≤ C(x) ≤ U(x), is smooth in x. Lastly, instead of the single-decision setting considered in this article, it is interesting to consider multi-stage problems, that is, dynamic treatment rules (Moodie et al., 2007; Murphy, 2003; Murphy et al., 2001; Robins, 2004; Zhao et al., 2011), and investigate learning optimal dynamic treatment rules with a potentially time-varying instrumental variable.
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