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Abstract—Non-orthogonal multiple access (NOMA) and millimeter-wave (mmWave) communication are two promising techniques to increase the system capacity in the fifth-generation (5G) mobile network. The former can achieve high spectral efficiency by modulating the information in power domain and the latter can provide extremely large spectrum resources. Fluctuating two-ray (FTR) channel model has already been proved to accurately agree with the small-scale fading effects in mmWave communications in experiments. In this paper, the performance of NOMA-based communications over FTR channels in mmWave communication systems is investigated in terms of outage probability (OP) and ergodic capacity (EC). Specifically, we consider the scenario that one base station (BS) transmits signals to two users simultaneously under NOMA scheme. The BS and users are all equipped with a single antenna. Two power allocation strategies are considered: the first one is a general (fixed) power allocation scheme under which we derive the OP and EC of NOMA users in closed form; the other one is an optimal power allocation scheme that can achieve the maximum sum rate for the whole system. Under the second scheme, not only the closed-form OP and EC but also the upper and lower bounds of EC are derived. Furthermore, we also derive the asymptotic expression for the OP in high average SNR region to investigate the diversity order under these two schemes. Finally, we show the correctness and accuracy of our derived expressions by Monte-Carlo simulation.

Index Terms—Non-orthogonal multiple access, fluctuating two-ray fading channel, mmWave communication, ergodic capacity, outage probability.

I. INTRODUCTION

Non-orthogonal multipath access (NOMA) and mmWave communication are two popular techniques in the fifth-generation (5G) mobile networks to solve the serious issues of explosively increasing bandwidth demands in current communication systems [11], [12]. Under NOMA scheme, the transmitted signals are modulated in the power domain along with the time, frequency, and code domains, which will significantly improve the spectrum efficiency. MmWave communication operates from 30 to 300 GHz, which occupies a very large bandwidth, and thus it can efficiently increase the system capacity.

NOMA scheme implements power modulation via allocating higher power to the signals transmitted to the users with worse channel conditions. At the users’ side, the receivers with better channel conditions decode the signals through a technique called successive interference cancellation (SIC) while these receivers with worse conditions decode their information directly. As NOMA adds another freedom of power modulation, it can significantly improve the spectrum efficiency, user fairness, and flexibility compared with traditional orthogonal multiple access. Many works have been conducted to analyze the performance of NOMA schemes in various communication systems. In [8] and [9], connection outage probability (OP), secrecy OP, and effective secrecy throughput were investigated in hybrid automatic repeat request-assisted NOMA networks and cognitive radio inspired NOMA networks. To improve the system performance, a relay was introduced in the cooperative NOMA network and the OP was studied in [10]. In [11], a multiple-input multiple-output (MIMO) NOMA network was considered and secrecy performance was studied under a maximum transmit antenna selection strategy. In [12], 1-bit feedback was utilized in NOMA systems and the outage performance of the downlink was investigated.

Due to the outstanding benefits offered by mmWave communications, some other researchers have investigated on the performance of NOMA-based mmWave communication systems. In [11], capacity analysis was conducted for integrated NOMA mmWave-massive-MIMO systems over a uniform random single-path mmWave channel model extended by the angle of arrival. In [12], the OP of downlink NOMA in multi-cell mmWave networks was studied over Nakagami-$m$ fading. In [3], coverage probability and sum rate of agile-beam NOMA were investigated in mmWave networks over single-path channels. In [4], the coverage probability, the average number of served users, and the sum rate of NOMA were studied for the cooperative multicast mmWave wireless networks over Nakagami-$m$ fading channels. In [5], the OP and the ergodic capacity (EC) were investigated in downlink MIMO-NOMA mmWave cellular networks with D2D communications over Nakagami-$m$ fading channels. However, the small-scale fading effects in these considered mmWave communication scenarios were modeled by using Nakagami-$m$ fading or some other simplified fadings.

On the other hand, fluctuating two-ray (FTR) fading distribution has been proposed and proved that it can provide a better fit for the small-scale fading characteristics in mmWave communications [13], [14]. Compared with other fading models, including generalized two-ray model proposed in [15], it introduces the fluctuating amplitudes of specular components to replace the constant ones in previous small-scale fading models. Therefore, it can well capture the wide heterogeneity of random amplitude fluctuations caused by multiple scatters in mmWave device-to-device propagation environments and holds a wide generality. It has been experimentally verified that FTR model can perform better in mmWave frequency range than Rician, Rayleigh, and Nakagami-$m$ fading models, which are the special cases of FTR fading. Moreover, it can also well generalize the two-wave with diffuse power (TWDP)
model and address the issue that TWDP model does not have the closed-form expression [16], [17], [18] improve the expressions in [14] and give more generalized probability density function (PDF) and cumulative distribution function (CDF) which are easier for calculation and suitable for any positive real parameter \( m \). In [16], [18–20], the authors worked on the performance of several power adaption methods, cognitive radio networks, UAV relay communications, and QAM modulation over FTR channels. However, so far, the performance of NOMA scheme in mmWave communications over FTR channels has not been studied yet.

Motivated by this observation, in this work, a downlink NOMA system over FTR channels is considered, where a base station (BS) sends data to two users. Especially, one user is closer to the BS than the other one. The BS and two users are all equipped with a single antenna.

The main contributions of this paper are summarized as follows:

1) We derive the closed-form expressions for the OP of these two users and EC of the considered system under a general (fixed) power allocation (GPA) scheme, as well as the asymptotic expressions for OP which reveal the diversity orders of these two users;
2) We investigate the EC and OP of the considered system under an optimal power allocation (OPA) scheme by deriving the closed-form and asymptotic expressions for OP, and the closed-form expression, upper bound, and lower bound for EC;
3) We systematically study and summarize the impacts of the parameters of FTR channels on the OP and EC of the considered system under both GPA and OPA schemes.

The rest of this paper is organized as follows. Section II describes the considered NOMA-based wireless communication system over FTR channels. Section III conducts the analysis of the OP and EC of the considered system under GPA scheme by deriving the closed-form and asymptotic expressions of OP, and the closed-form expression, upper bound, and lower bound of EC under OPA scheme. Section IV gives some discussions on GPA and OPA schemes, and some remarks are given. Section V studies the impacts of FTR channel parameters on OP and EC. Also, numerical results are presented and discussed. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

In this work, we consider the scenario that two users (\( p \) and \( q \)) are served by a BS but have different distances from it, while user \( p \) is closer to the BS than user \( q \). According to NOMA scheme, the BS simultaneously broadcasts the superposed signal \( x \) containing the information for both \( p \) and \( q \) with different transmitted powers. Supposing that the fraction of the transmit power allocated to user \( p \) is \( a \), user \( q \) will occupy \( 1 - a \) fraction of the power. The signal received by user \( t \) (\( t \in \{ p, q \} \)) is defined as
\[
y_t = \sqrt{h_t Q_t} x + n_t, \tag{1}\n\]
where \( h_t \) is the FTR channel power gain, \( Q_t \) is the multiplica-
tion of other channel gains (antenna gains and path loss, etc.), and \( n_t \) is the additive white Gaussian noise with variance \( N_0 \).

As user \( p \) is closer to the BS than user \( q \), \( Q_p > Q_q \) (usually \( Q_p \gg Q_q \)) can be obtained. According to NOMA scheme, the transmitted signal for the further user \( q \) occupies more fraction of the power, which means \( a < 0.5 \). At the receiver, user \( q \) decodes its information directly. According to SIC, user \( p \) firstly decodes user \( q \)’s information, then decodes its own information after subtracting these already decoded. Therefore, the signal-to-interference-plus-noise ratios (SINRs) of users \( p \) and \( q \) are shown as
\[
\gamma_p = a \gamma Q_p h_p \tag{2}\n\]
and
\[
\gamma_q = \frac{(1 - a) \gamma Q_q h_q}{a \gamma Q_p h_q + 1} \tag{3}\n\]
where \( \gamma \) is the average SNR of the signal broadcast by the BS.

The FTR channel model is composed of a diffuse component and two specular components with random phases which cause fluctuating amplitudes [14]. Assuming that user \( p \) and \( q \) experience independent FTR fading, the PDF of \( h_t \) (\( t \in \{ p, q \} \)) is given by [16]
\[
f_{h_t} = \sum_{j_t=0}^{\infty} H_t \frac{x^{j_t}}{j_t!(2\sigma_t^2)^{j_t+1}} \exp \left(-\frac{x}{2\sigma_t^2}\right), \tag{4}\n\]
where \( H_t = \frac{m_t + K_t^2}{\Gamma(m_t)} d_{j_t} \), \( \Gamma(\cdot) \) represents Gamma function, \( m_t \) is one parameter in the PDF of Gamma distribution with unit mean, \( K_t \) is the ratio of the average power of the dominant waves and that of other diffuse multipath waves, \( \sigma_t \) is the variance of the real part of the diffuse signal, \( d_{j_t} \) is defined as
\[
d_{j_t} = \sum_{k=0}^{j_t} \binom{j_t}{k} \left(\Delta_t\over 2\right)^k \sum_{l=0}^{k} \binom{k}{l} \Gamma(j_t + m_t + 2l - k) \times \exp \left(\frac{\pi(2l-k)\Delta_t}{2}\right) \frac{m_t + K_t}{(m_t + K_t^2)^{2j_t + m_t + 1}} \frac{1}{\left(\sqrt{m_t + K_t^2} - (K_t\Delta_t)^2\right)^{j_t + m_t}}. \tag{5}\n\]
where \( \binom{k}{l} \) defines the binomial coefficient, \( i \) is the imaginary unit, \( \Delta_t \) characterizes two dominant wave powers’ relations, and \( \Gamma(\cdot) \) represents the first kind Legendre function [22]. Accordingly, the CDF of \( h_t \) can be given as
\[
F_{h_t}(x) = 1 - \sum_{j_t=0}^{\infty} H_t \exp \left(-\frac{x}{2\sigma_t^2}\right) \sum_{m_t=0}^{j_t} \frac{x^{j_t/(2\sigma_t^2)}}{n_t!}. \tag{6}\n\]

III. PERFORMANCE ANALYSIS UNDER GPA SCHEME

A. Outage Analysis

OP is the probability that the SINR of the user \( t \), \( \gamma_t \) (\( t \in \{ p, q \} \)), falls below a given SINR threshold \( \gamma_{th} \) [23], which can be given as
\[
OP_t(\gamma_{th}) = \Pr\{\gamma_t \leq \gamma_{th}\}, \tag{7}\n\]
1) **The OP of User $p$:** Substituting (2) and (6) into (7), the OP of user $p$ is calculated as

$$
OP_p(\gamma_{th}) = \Pr \left\{ h_p \leq \frac{\gamma_{th}}{\alpha \gamma Q_p} \right\} = F_{h_p} \left( \frac{\gamma_{th}}{\alpha \gamma Q_p} \right) = 1 - \sum_{j_p=0}^{\infty} H_{p} \exp \left( - \frac{\alpha \gamma_{th}}{a} \right) \\
\times \sum_{n_p=0}^{j_p} \frac{1}{n_p!} \left( \frac{\alpha \gamma_{th}}{a} \right)^{n_p},
$$

where $\alpha = \frac{1}{a \gamma Q_p}$.

2) **The OP of User $q$:** Employing (3), (6) and (7), the OP of user $q$ is presented as

$$
OP_q(\gamma_{th}) = \Pr \left\{ a_{th} h_q \leq \frac{\gamma_{th}}{\gamma Q_q} \right\} = \begin{cases} 
\Pr \left\{ h_q \leq \frac{\gamma_{th}}{a_{th} \gamma Q_q} \right\}, & \text{if } a_{th} > 0; \\
1, & \text{if } a_{th} = 0; \\
\Pr \left\{ h_q \geq \frac{\gamma_{th}}{a_{th} \gamma Q_q} \right\}, & \text{otherwise}
\end{cases}
\approx \begin{cases} 
F_{h_q} \left( \frac{\gamma_{th}}{a_{th} \gamma Q_q} \right), & \text{otherwise}
\end{cases}

= \begin{cases} 
1, & \text{if } 0 \geq a_{th}; \\
1 - \sum_{j_q=0}^{\infty} H_{q} \exp \left( - \frac{\beta \gamma_{th}}{a_{th}} \right) \\
\times \sum_{n_q=0}^{j_q} \frac{1}{n_q!} \left( \frac{\beta \gamma_{th}}{a_{th}} \right)^{n_q}
\end{cases}
\times \begin{cases} 
\gamma_{th}, & \text{if } 0 \geq a_{th}; \\
\frac{\gamma_{th}}{a_{th}} h_q, & \text{otherwise}
\end{cases}
\times \begin{cases} 
1, & \text{if } 0 \geq a_{th}; \\
1 - \sum_{j_q=0}^{\infty} H_{q} \exp \left( - \frac{\beta \gamma_{th}}{a_{th}} \right) \\
\times \sum_{n_q=0}^{j_q} \frac{1}{n_q!} \left( \frac{\beta \gamma_{th}}{a_{th}} \right)^{n_q}
\end{cases}
$$

where $\beta = \frac{1}{\sigma_{Q_q}^2(\gamma_{th})}$, $a_{th} = 1 - a - a \gamma_{th}$, and $h_q$ always has non-negative values.

3) **Asymptotic OP at High SNR:** When $\gamma \gg 0$, the asymptotic CDF of $h_1$ is given by [16 Eq. (18)] as

$$
F_{h_1}^{\infty}(x) \approx \frac{m_{d_{j_1}=0}}{2 \sigma_{h_1}^2 \Gamma(m_{d_{j_1}})},
$$

where $d_{j_1}$ denotes the value of $d_{j_1}$ when $j_1 = 0$.

According to (8) and (10), user $p$’s asymptotic OP is expressed as

$$
OP_p^{\infty}(\gamma_{th}) = F_{h_p}^{\infty} \left( \frac{\gamma_{th}}{\alpha \gamma Q_p} \right) = \frac{m_p m_{d_{j_p}=0} \gamma_{th}}{2 \sigma_{h_p}^2 \Gamma(m_p)} \gamma_{th}^{-1},
$$

which shows that the diversity order of user $p$ is 1.

Similarly, user $q$’s asymptotic OP is defined as

$$
OP_q^{\infty}(\gamma_{th}) = \begin{cases} 
F_{h_q}^{\infty} \left( \frac{\gamma_{th}}{a_{th} \gamma Q_q} \right), & \text{if } a_{th} > 0; \\
1, & \text{otherwise}
\end{cases}
\approx \begin{cases} 
\frac{m_q m_{d_{j_q}=0} \gamma_{th}}{2 \alpha_{th} \sigma_{h_q}^2 \Gamma(m_q)} \gamma_{th}^{-1}, & \text{if } a_{th} > 0; \\
m_q \gamma_{th}, & \text{otherwise}
\end{cases}
$$

which implies that the diversity order of user $q$ has two values: 1 when $a + a \gamma_{th} < 1$ and 0 when $a + a \gamma_{th} \geq 1$.

**B. Ergodic Capacity**

The EC considered in this paper is defined as $C_{\text{erg}} = \mathbb{E}[\log_2(1 + g_p) + \mathbb{E}[\log_2(1 + g_q)]]$ and gives the average information transmission rate of the whole NOMA system [23]. Exploiting (2) and (3), we can get $C_{\text{erg}}$ in (13), demonstrated on the top of next page.

From (13), we can see that $I_0$, $I_1$ and $I_2$ have the same form, which is

$$
\Lambda(b, t) = \int_0^{\infty} \log_2 (1 + bx) f_{h_i}(x) dx,
$$

where $b \in \{a \gamma Q_p, \gamma Q_q, \alpha \gamma Q_q\}$ and $t \in \{p, q\}$.

To make integral in (14) tractable, we first represent $\log_2(1 + bx)$ as $\log_2(1 + bx) = \frac{1}{\ln 2} G_{2,2} \left( (1,1) \mid bx \right)$ according to [24] Eq. (11), where $G_{m,n}^{p,q}(\cdot)$ is the Meijer-G function.

Employing (4) and [25 Eq. (2.6.2)], (14) can be written as

$$
\Lambda(b, t) = \frac{1}{\ln 2} \sum_{j_i=0}^{\infty} H_i \times \frac{1}{2 \sigma_{h_i}^2} \exp \left( - \frac{x \sigma}{2 \sigma_{h_i}^2} \right) x^j G_{2,2} \left( (1,1) \mid 2bx \right).
$$

Based on (15), one can get $C_{\text{erg}}$ in (16), presented on the top of next page.

**IV. PERFORMANCE ANALYSIS UNDER OPA SCHEME**

According to (6) and (3), the sum rate of the considered system can be calculated as

$$
R_{\text{sum}} = R_{p}^{\text{NOMA}} + R_{q}^{\text{NOMA}} = \log_2 \left( 1 + a \gamma Q_p h_p \right) + \log_2 \left( 1 + \frac{1 - a}{\gamma Q_q h_q} \right).
$$

As pointed out in [25], NOMA can be regarded as a special case of cognitive radio systems. To guarantee that both users $p$ and $q$ can be considered as a primary user, the transmission rates of these two users under NOMA scheme should be always greater than those under time division multiple access (TDMA) scheme [27]. The range of $a$ can be constrained as

$$
\frac{1}{\sqrt{1 + \gamma Q_p h_p + 1}} \leq a \leq \frac{1}{\sqrt{1 + \gamma Q_q h_q + 1}}.
$$

The derivation of the range of $a$ is shown in Appendix I.

In Appendix I, we also prove that the first derivative of $R_{\text{sum}}$ in (17) with respect to $a$ is almost strictly positive. Therefore, the maximum sum rate for the whole system can be achieved when $a = \frac{1}{\sqrt{1 + \gamma Q_q h_q + 1}}$.

Thus, the received SINRs at user $p$ and $q$ are given by

$$
\gamma_p = \frac{\pi Q_p}{\sqrt{1 + \gamma Q_p h_p}},
$$

and

$$
\gamma_q = \sqrt{1 + \gamma Q_q h_q}.
$$
Moreover, by observing that the transmit power allocation for each user under OPA scheme is different from that under GPA scheme, we have also demonstrated the feasibility of the SIC at user \( p \) under OPA scheme in Appendix II. 

\[ C_{\text{erg}} = I_0 + I_1 - I_2 = \frac{1}{\ln 2} \sum_{j_p=0}^{\infty} H_p G_{3.2}^{1.3} \left( \frac{\alpha}{\beta} \right) + \frac{1}{\ln 2} \sum_{j_q=0}^{\infty} H_q G_{3.2}^{1.3} \left( \frac{\alpha}{\beta} \right) \] 

where \( D_{\nu} (\cdot) \) is the parabolic-cylinder function and \( \nu = m + n + 1 \). 

By setting \( z = 2t - 1 \) and using Chebyshev-Gauss quadrature in the first case [28], which is given as \( \int_{-1}^{1} \frac{f(x) dx}{1-x^2} \approx \sum_{k=1}^{l} f(x_k) \pi / I \) with \( x_k = \cos \left( \frac{2k-1}{2I} \pi \right) \), \( I \) can be expressed as 

\[ I_T = 2^{-\nu-1} \exp \left( -\frac{\alpha \gamma_{\text{th}}}{2} - \beta \right) \frac{1}{2} \int_{-1}^{1} \exp \left( -\frac{\alpha \gamma_{\text{th}} + \beta}{2} \right) (1 + t)^\nu dt \]

\[ = 2^{-\nu-1} \exp \left( -\frac{\alpha \gamma_{\text{th}} + \beta}{2} \right) \sum_{k=1}^{\infty} \frac{\pi}{\sqrt{1 - \phi_k^2}} \exp \left( -\frac{\alpha \gamma_{\text{th}} + \beta}{2} \phi_k - \frac{\beta \phi_k^2}{2} \right)(1 + \phi_k)^\nu, \] 

where \( \phi_k = \cos \left( \frac{2k-1}{2I} \pi \right) \).

Using (22), (23), (24), (25), and (28), we can have the closed-form expression of \( O_{\nu}^p (\gamma_{\text{th}}) \) in (29), shown on the top of next page.

2) The OP of user \( q \): Substituting (6) and (20) into (7), the OP of user \( q \) can be given as 

\[ O_{\nu}^q (\gamma_{\text{th}}) = \text{Pr} \left\{ h_q \leq \frac{\gamma_{\text{th}}^2 + 2 \gamma_{\text{th}}}{\gamma_{Q_q}} \right\} \] 

\[ = F_{h_q} \left( \frac{\gamma_{\text{th}}^2 + 2 \gamma_{\text{th}}}{\gamma_{Q_q}} \right) \] 

\[ = 1 - \sum_{j_q=0}^{\infty} H_q \exp \left( -\beta \gamma_{\text{th}}^2 + 2 \gamma_{\text{th}} \right) \] 

\[ \times \sum_{n_q=0}^{\infty} \frac{\left( \beta \gamma_{\text{th}}^2 + 2 \gamma_{\text{th}} \right)^{n_q}}{n_q!}. \] 

3) Asymptotic OP at High SNR: 

a) Asymptotic OP of user \( p \): When \( \gamma \gg 0 \), 

\[ \sqrt{1 + \gamma_{Q_q} h_p + 1} \approx \sqrt{Q_{Q_q} h_p}. \] 

According to (19), we have 

\[ \gamma_{\text{th}}^\infty \approx \sqrt{Q_{Q_q} h_p}. \] 

Substituting (31), (19), and (4) into (7) and (21) and then using (22) Eq. (3.71)], we can get the asymptotic OP of user \( p \) as
\[
OP_p(\gamma_{th}) = \Pr \left\{ h_p \leq \frac{\gamma_{th} \left( \sqrt{1 + \gamma Q_y h_q} + 1 \right)}{\gamma Q_y} \right\} \\
= \int_0^\infty F_{h_p} \left( \frac{\gamma_{th} \left( \sqrt{1 + \gamma Q_y y} + 1 \right)}{\gamma Q_y} \right) f_{h_q}(y) \, dy \\
= \int_0^\infty f_{h_q}(y) \, dy - \int_0^\infty \sum_{j_p=0}^{\infty} H_{p \left( \gamma_{th} \alpha \gamma Q_y y \right)} \sum_{n_p=0}^{j_p} \frac{H_q^{\frac{j_p}{n_p}}}{n_p!} \sum_{j_q=0}^{\infty} \frac{1}{j_q!} \left( 2\sigma_q^2 y_{\gamma} \right)^{j_q+1} \int_0^\infty e^{-\gamma_{th} \alpha \gamma Q_q y} \frac{y^{j_q}}{j_q!} \left( \sqrt{1 + \gamma Q_q y} + 1 \right)^{n_p} \, dy \\
= 1 - \sum_{j_p=0}^{\infty} H_{p \left( \gamma_{th} \alpha \gamma Q_y y \right)} \sum_{n_p=0}^{j_p} \frac{H_q^{\frac{j_p}{n_p}}}{n_p!} \sum_{j_q=0}^{\infty} \frac{1}{j_q!} \left( 2\sigma_q^2 y_{\gamma} \right)^{j_q+1} \int_0^\infty e^{-\gamma_{th} \alpha \gamma Q_q y} \frac{y^{j_q}}{j_q!} \left( \sqrt{1 + \gamma Q_q y} + 1 \right)^{n_p} \, dy \\
(21)
\]

\[
OP_p(\gamma_{th}) = 1 - 2 \exp \left( -\gamma_{th} \alpha + \beta \right) \sum_{j_p=0}^{\infty} H_{p \left( \gamma_{th} \alpha \gamma Q_y y \right)} \sum_{n_p=0}^{j_p} \frac{H_q^{\frac{j_p}{n_p}}}{n_p!} \sum_{j_q=0}^{\infty} \frac{1}{j_q!} \left( 2\sigma_q^2 y_{\gamma} \right)^{j_q+1} \int_0^\infty e^{-\gamma_{th} \alpha \gamma Q_q y} \frac{y^{j_q}}{j_q!} \left( \sqrt{1 + \gamma Q_q y} + 1 \right)^{n_p} \, dy \\
\times \left\{ \nu(2\beta) e^{\frac{\gamma_{th} \alpha \gamma Q_y y}{2\sigma_q^2}} D_{\nu-1} \left( \frac{\gamma_{th} \alpha \gamma Q_y y}{2\sigma_q^2} \right) - 2^{-\nu-1} e^{\frac{\gamma_{th} \alpha \gamma Q_y y}{\sigma_q^2}} \sum_{k=0}^{\infty} \pi \int_1 \left( 1 - \phi_k^2 \right)^{\nu/2} e^{-\frac{\gamma_{th} \alpha \gamma Q_y y}{\sigma_q^2}} \phi_k^2 \right\} \\
(29)
\]

\[
OP_p^\infty(\gamma_{th}) \approx \int_0^\infty F_{h_p} \left( \frac{\gamma_{th} \sqrt{Q_y y}}{\sqrt{\gamma Q_y}} \right) f_{h_q}(y) \, dy \\
= \sum_{j_p=0}^{\infty} H_{p \left( \gamma_{th} \alpha \gamma Q_y y \right)} \frac{H_q^{\frac{j_p}{n_p}}}{n_p!} \sum_{j_q=0}^{\infty} \frac{1}{j_q!} \left( 2\sigma_q^2 y_{\gamma} \right)^{j_q+1} \int_0^\infty e^{-\gamma_{th} \alpha \gamma Q_q y} \frac{y^{j_q}}{j_q!} \left( \sqrt{1 + \gamma Q_q y} + 1 \right)^{n_p} \, dy \\
= \sum_{j_p=0}^{\infty} H_{p \left( \gamma_{th} \alpha \gamma Q_y y \right)} \frac{H_q^{\frac{j_p}{n_p}}}{n_p!} \sum_{j_q=0}^{\infty} \frac{1}{j_q!} \left( 2\sigma_q^2 y_{\gamma} \right)^{j_q+1} \int_0^\infty e^{-\gamma_{th} \alpha \gamma Q_q y} \frac{y^{j_q}}{j_q!} \left( \sqrt{1 + \gamma Q_q y} + 1 \right)^{n_p} \, dy \\
(32)
\]

where \((2j_q + 1)!! = 1 \times 3 \times 5 \times \cdots \times (2j_q + 1)\). It shows that the diversity order of user \(p\) is 0.5.

b) Asymptotic OP of user \(q\): Similarly, substituting (10) into (30), we can obtain the asymptotic OP of user \(q\) as

\[
OP_q^\infty(\gamma_{th}) = \sum_{j_p=0}^{\infty} H_{p \left( \gamma_{th} \alpha \gamma Q_y y \right)} \frac{H_q^{\frac{j_p}{n_p}}}{n_p!} \sum_{j_q=0}^{\infty} \frac{1}{j_q!} \left( 2\sigma_q^2 y_{\gamma} \right)^{j_q+1} \int_0^\infty e^{-\gamma_{th} \alpha \gamma Q_q y} \frac{y^{j_q}}{j_q!} \left( \sqrt{1 + \gamma Q_q y} + 1 \right)^{n_p} \, dy \\
= \sum_{j_p=0}^{\infty} H_{p \left( \gamma_{th} \alpha \gamma Q_y y \right)} \frac{H_q^{\frac{j_p}{n_p}}}{n_p!} \sum_{j_q=0}^{\infty} \frac{1}{j_q!} \left( 2\sigma_q^2 y_{\gamma} \right)^{j_q+1} \int_0^\infty e^{-\gamma_{th} \alpha \gamma Q_q y} \frac{y^{j_q}}{j_q!} \left( \sqrt{1 + \gamma Q_q y} + 1 \right)^{n_p} \, dy \\
(33)
\]

which shows that the diversity order of user \(q\) is 1.

B. Ergodic Capacity

Exploiting (19) and (20), we can get \(C_{erg}\) as

\[
C_{erg} = E \left[ \log_2 \left( 1 + \gamma Q_p h_p + \sqrt{1 + \gamma Q_q h_q} \right) \right]_I - E \left[ \log_2 \left( 1 + \sqrt{1 + \gamma Q_q h_q} \right) \right]_I \\
(34)
\]

In the following, we will calculate \(I_8\) and \(I_9\), separately.

1) Result for \(I_8\): Resorting to the Taylor’s expansion of \(\log_2(1 + x)\) with the mean of \(x\) (29), \(I_8\) in (34) can be approximated as

\[
I_8 \approx e_0 \cdot \left[ \ln(1 + E[I_{10}]) - \frac{E[I_{10}^2] - E^2[I_{10}]}{2(1 + E[I_{10}])^2} \right], \\
(35)
\]

where \(I_{10} = \sqrt{1 + \gamma Q_q h_q} + \gamma Q_p h_p\) and \(e_0 = \log_2 e\). As \(h_p\) and \(h_q\) are independent, we can obtain

\[
E[I_{10}] = E \left[ \sqrt{1 + \gamma Q_q h_q} + \gamma Q_p h_p \right] \\
(36)
\]

and

\[
E[I_{10}^2] = 1 + E[\gamma Q_q h_q] + E[\gamma Q_p^2 h_p^2] \\
+ 2E \left[ \sqrt{1 + \gamma Q_q h_q} \right] E[\gamma Q_p h_p] \\
(37)
\]

To evaluate (36) and (37), we need to calculate two terms: \(E[(\gamma Q_q h_q)^n] (t \in \{p, q\})\) and \(E[\sqrt{1 + \gamma Q_q h_q}]\).

a) The calculation of \(E[(\gamma Q_q h_q)^n] (t \in \{p, q\})\): Here, we first start with \(E[(\gamma Q_p h_p)^n]\). Using (4) and (22), Eq. (3.351-3), one can achieve

\[
E[(\gamma Q_p h_p)^n] = \gamma^n Q_p^n \int_0^\infty x^n f_{h_p}(x) \, dx \\
= \gamma^n Q_p^n \sum_{j_p=0}^{\infty} \frac{H_p}{j_p! (2\sigma_p^2)^{j_p+1}} \int_0^\infty x^{j_p+1} e^{-\frac{x}{2\sigma_p^2}} \, dx \\
= \alpha^{-n} \sum_{j_p=0}^{\infty} \frac{H_p}{j_p! (j_p + n)!}. \\
(38)
\]
As $h_p$ and $h_q$ follow a same distribution, we can easily have
\[
E[(\gamma Q_p h_q)^n] = \beta^{-n} \sum_{j_q=0}^{\infty} \frac{H_q}{J_q}(j_q + n)!
\]  
(39)

b) The calculation of $E\left[\sqrt{1+\gamma Q_p h_q}\right]$: Using (4) and [30, Eq. (2.3.6-9)], it deduces
\[
E\left[\sqrt{1+\gamma Q_p h_q}\right] = \sum_{j_q=0}^{\infty} \frac{H_q}{J_q!(2\sigma_q^2)^{j_q+1}} \\
\times \int_0^{\infty} y^{j_q} \sqrt{1+\gamma Q_q y} \exp\left(-\frac{y}{2\sigma_q^2}\right) dx
\]
\[
= \sum_{j_q=0}^{\infty} H_q \beta^{j_q+1} \Psi(j_q + 1, j_q + 2.5; \beta),
\]  
(40)

where $\Psi(\cdot)$ is the confluent hypergeometric function.

Substituting (38) ($n = 1$) and (40) into (36), we have
\[
E[I_{10}] = \sum_{j_q=0}^{\infty} H_q \beta^{j_q+1} \Psi(j_q + 1, j_q + 2.5; \beta)
\]
\[+ \alpha^{-1} \sum_{j_p=0}^{\infty} H_p(j_p + 1). \]  
(41)

Substituting (38) ($n = 2$), (39) ($n = 1$) and (40) into (37), $E[I_{10}^2]$ can be given in (42), shown on the top of next page.

Inserting (41) and (42) into (35), we will get the closed-form expression for $I_8$ as
\[
I_8 \approx \log_2 \left(1 + W + l_p\right) - \frac{e_0}{2} \cdot (1 + W + l_p)^{-2}
\times \left[\alpha^{-1}l_p(j_p + 2) + 1 + l_q - W^2 - l_p^2\right],
\]  
(43)

where $W = \sum_{j_q=0}^{\infty} H_q \beta^{j_q+1} \Psi(j_q + 1, j_q + 2.5; \beta)$, $l_p = \alpha^{-1} \sum_{j_p=0}^{\infty} H_p(j_p + 1)$, and $l_q = \beta^{-1} \sum_{j_q=0}^{\infty} H_q(j_q + 1)$.

2) Lower Bound of $I_8$: Since $f(x_1, x_2) = \log_2 (1 + \exp(x_1) + \exp(x_2))$ is a convex function with respect to $x_1$ and $x_2$, by using Jensen’s inequality, the lower bound of $I_8$ can be written as
\[
I_8 \geq \log_2 \left(1 + \exp\left(E\left[\ln\left(\sqrt{1+\gamma Q_p h_q}\right)\right]\right) + \exp\left(E\left[\ln\left(\gamma Q_p h_q\right)\right]\right)\right).
\]  
(44)

According to [24, Eq. (11)], $\ln\left(\sqrt{1+\gamma Q_p h_q}\right)$ can be represented as $\ln(1 + \gamma Q_q h_q) = \frac{1}{2} G_2^{1,2}_{1,1}(1,0,0,0,\gamma Q_q h_q)$.

Utilizing (4) and [23, Eq. (2.6.2)], one can have
\[
E\left[\ln\left(\sqrt{1+\gamma Q_p h_q}\right)\right] = \sum_{j_q=0}^{\infty} H_q \frac{1}{2j_q!(2\sigma_q^2)^{j_q+1}}
\times \int_0^{\infty} \exp\left(-\frac{y}{2\sigma_q^2}\right) y^{j_q} G_{0,1}^{1,0}(1,0,0,0,\frac{y}{2\sigma_q^2}) dy
\]
\[
= \frac{1}{2} \sum_{j_q=0}^{\infty} \frac{H_q}{j_q!} G_{1,3}^{1,1}(1,0,0,0,\frac{-y}{1,0,0,0,\beta})
\]  
(45)

Employing (4) and [22, Eq. (4.352-1)], we can get
\[
E\left[\ln\left(\gamma Q_p h_q\right)\right] = \ln(\gamma) + E\left[\ln(\gamma Q_p)\right]
\]
\[
= \ln(\gamma Q_p) + \sum_{j_p=0}^{\infty} \frac{H_p}{j_p! (2\sigma_p^2)^{j_p+1}}
\times \int_0^{\infty} x^{j_p} \ln(x) e^{-\frac{x}{2\sigma_p^2}} dx
\]
\[
= -\ln \alpha + \sum_{j_p=0}^{\infty} H_p \psi(j_p + 1),
\]  
(46)

where $\psi(\cdot)$ is the Euler psi function.

Substituting (45) and (46) into (44), the lower bound of $I_8$ can be expressed as
\[
I_8 \geq \log_2 \left(\exp \left(\frac{1}{2} \sum_{j_q=0}^{\infty} \frac{H_q}{j_q!} G_{1,3}^{1,1}(1,0,0,0,\gamma Q_q \sigma_q^2) \right)
\times \sum_{j_p=0}^{\infty} \frac{H_p \psi(j_p + 1)}{j_p! (2\sigma_p^2)^{j_p+1}} \right).
\]  
(47)

3) Upper Bound of $I_8$: As $f(x_1, x_2) = \log_2 (1 + \exp(x_1) + \exp(x_2))$ is a concave function with respect to $x_1$ and $x_2$, by using Jensen’s inequality, (35), and (41), we can obtain the upper bound of $I_8$ as
\[
I_8 \leq \log_2 \left(1 + E\left[\gamma Q_p h_p\right] + E\left[\sqrt{1+\gamma Q_q h_q}\right]\right)
\]
\[
= \log_2 \left(1 + E[I_{10}]\right)
\]
\[
= \log_2 \left(1 + \alpha^{-1} \sum_{j_p=0}^{\infty} H_p(j_p + 1)
\right.
\]
\[+ \sum_{j_q=0}^{\infty} H_q \beta^{j_q+1} \Psi(j_q + 1, j_q + 2.5; \beta) \bigg). \]  
(48)

4) Result for $I_9$: Substituting (4) into $I_9$ in (34), we can get
\[
I_9 = e_0 \sum_{j_q=0}^{\infty} \frac{H_q}{j_q!(2\sigma_q^2)^{j_q+1}} \cdot I_{11}, \]  
(49)

where $I_{11} = \int_0^{\infty} y^{j_q} \ln(1 + (1 + \gamma Q_q y)^{-0.5}) \exp\left(-\frac{y}{2\sigma_q^2}\right) dy$.

Let $t = (1 + \gamma Q_q y)^{-0.5}$, then $y = \frac{1}{\sqrt{1-t}} (1 - t)$. $I_{11}$ in (49) can be written as
\[
I_{11} = \frac{2 \exp(\beta)}{(\gamma Q_q)^{j_q+1}}
\times \int_0^{\frac{1}{2} (1 - t)^{j_q}} \ln(1 + t) \exp\left(-\frac{\beta}{t^2}\right) dt.
\]  
(50)

Similar to (28), by setting $z = 2t - 1$ and using Chebyshev-Gauss quadrature in the first case, we can obtain
\[
I_{12} = 4 \int_{-1}^{1} \frac{(z + 3)(1 - z)^{j_q}}{(z + 1)^{2j_q+3}} \ln\left(\frac{z + 3}{2}\right)
\]
\[
\mathbb{E}[I_{10}^2] = \alpha^2 \sum_{j_p=0}^{\infty} H_p(j_p + 1)(j_p + 2) + 1 + \beta^{-1} \sum_{j_q=0}^{\infty} H_q(j_q + 1) + 2\alpha^{-1} \sum_{j_p=0}^{\infty} H_p(j_p + 1) \sum_{j_q=0}^{\infty} H_q^{\beta j_p + 1} J(j_q + 1, j_q + 2.5; \beta)
\]

(42)

\[
\times \exp \left( -\frac{4\beta}{(z + 1)^2} \right) dz = 4 \sum_{j=1}^{J} \sqrt{1 - \frac{1}{\phi_k^2} (\phi_k + 3)(1 - \phi_k)^j} \times \ln \left( \frac{\phi_k + 3}{\phi_k + 1} \right) \exp \left( -\frac{4\beta}{(\phi_k + 1)^2} \right),
\]

(51)

where \( \phi_k = \cos \left( \frac{2k\pi}{2J - 1} \right) \).

Using (49), (50) and (51), \( I_0 \) can be expressed in (52), shown on the top of next page.

Then, subtracting (52) separately from (43), (47) and (48), we can get the closed-form expression, lower and upper bounds of \( C_{\text{erg}} \).

V. DISCUSSIONS ON GPA AND OPA SCHEMES

A. The OP of User \( p \)

(8) and (21) show that user \( q \)'s OP under GPA and OPA schemes is the probabilities of \( h_p = \frac{\gamma_{\text{th}}}{\sqrt{1 + \gamma_{\text{th}}Q_{\text{th}}}} \) and \( h_p = \frac{\gamma_{\text{th}}}{\gamma_{Q_{\text{th}}}} \), respectively.

When the OP under GPA scheme is greater than that under OPA scheme, \( \frac{\gamma_{\text{th}}}{\sqrt{1 + \gamma_{\text{th}}Q_{\text{th}}}} > \frac{\gamma_{\text{th}}}{\gamma_{Q_{\text{th}}}} \) should be satisfied.

Thus, we can obtain

\[
\gamma > \frac{1}{Q_{\text{th}}h_qa} \cdot \left( \frac{1}{a} - 2 \right).
\]

(53)

Thus, it is easy to obtain that the OP under GPA scheme outperforms that under OPA scheme when \( \gamma > \frac{1}{Q_{\text{th}}h_qa} \cdot \left( \frac{1}{a} - 2 \right) \).

If \( \gamma \gg 0 \), (10) and (32) show that \( O_{\text{P}}^\infty(\gamma_{\text{th}}) \propto \gamma^{-1/2} \) under GPA scheme and \( O_{\text{P}}^\infty(\gamma_{\text{th}}) \propto \gamma^{-1} \) under OPA scheme, respectively, which means that the OP under GPA scheme will decrease faster than that under OPA scheme when \( \gamma \) increases. In other words, GPA scheme outperforms OPA scheme in terms of OP in large \( \gamma \) region.

Therefore, some remarks can be drawn for the outage performance of user \( p \) under the two considered power allocation schemes as follows:

1) The relationship between the OP of user \( p \) under these two schemes is determined by \( \gamma \) and independent of \( \gamma_{\text{th}} \), as suggested by (53);

2) When \( \gamma \) is small, the outage performance under GPA scheme is worse than that under OPA scheme, but not \textit{vice versa} in large \( \gamma \) region.

B. The OP of User \( q \)

(8) and (30) show that probabilities of \( h_q = \frac{\gamma_{\text{th}}}{(1 - a - a\gamma_{\text{th}})Q_{\text{th}}q} \) and \( h_q = \frac{\gamma_{\text{th}}}{\gamma_{Q_{\text{th}}}} \) are the outage performance of user \( q \) under GPA and OPA schemes, respectively.

If the outage performance under GPA scheme is worse than that under OPA scheme, \( \frac{\gamma_{\text{th}}}{(1 - a - a\gamma_{\text{th}})Q_{\text{th}}q} > \frac{\gamma_{\text{th}}}{\gamma_{Q_{\text{th}}}} \) with \( 1 - a - a\gamma_{\text{th}} > 0 \) should be satisfied. Then, we can acquire

\[
\gamma_{\text{th}} > \frac{1}{a} - 2.
\]

(54)

Similarly, when \( \gamma_{\text{th}} < \frac{1}{a} - 2 \), the outage performance under GPA scheme outperforms that under OPA scheme.

When \( 1 - a - a\gamma_{\text{th}} \leq 0 \) which satisfies (54), (9) shows that the OP under GPA scheme is always equal to 1 which is greater than or equal to that under OPA scheme.

When \( \gamma \gg 0 \) and \( 1 - a - a\gamma_{\text{th}} > 0 \), (12) and (33) indicate that \( O_{\text{P}}^\infty(\gamma_{\text{th}}) \propto \gamma^{-1} \) under GPA scheme and \( O_{\text{P}}^\infty(\gamma_{\text{th}}) \propto \gamma^{-1/2} \) under OPA scheme, respectively, which means that \( \gamma \) exhibits the same effect on the outage performance under these two schemes.

Finally, some remarks can be concluded for the outage performance of user \( q \) under the two considered power allocation schemes as follows:

1) In large \( \gamma \) region, \( \gamma \) exhibits the same impact on the OP under these two schemes;

2) The relationship between the OP of user \( q \) under these two schemes is determined by \( \gamma_{\text{th}} \) and has nothing to do with \( \gamma \), as suggested by (54).

3) When \( \gamma_{\text{th}} \) is large, the outage performance under OPA scheme outperforms that under GPA scheme, but not \textit{vice versa} in small \( \gamma_{\text{th}} \) region.

C. Discussions on EC

Obviously, one can easily obtain that the EC under OPA scheme is always better than that under GPA scheme since the purpose of OPA scheme is to achieve the optimal EC for the considered system, the rigorous proof of which is presented in Appendix I.

VI. NUMERICAL RESULTS

In this section, we conduct extensive numerical experiments to: 1) Compare the sum rates of two users under TDMA, GPA and OPA schemes; 2) Investigate the impacts of FTR channel parameters on outage and capacity performance under GPA and OPA schemes; 3) Validate our derived closed-form expressions; 4) Compare the outage and capacity performance in single-input single-output (SISO) and MIMO systems.

A. The Comparison of Sum Rates under GPA, OPA, and TDMA Schemes

Fig. 1 shows the sum rates of the considered system under GPA, OPA, and TDMA schemes with three sets of FTR parameters and \( Q_p/Q_q = 10 \). One can see that the transmitted average SNR \( \gamma \) shows a positive effect on sum rates. The
\[ I_0 = 8e_0 \cdot \exp (\beta) \sum_{j=0}^{\infty} \frac{H_j}{j!} \sum_{k=1}^{J} \pi \sqrt{1 - \phi_k} \frac{(\phi_k + 3)(1 - \phi_k)}{(\phi_k + 1)^{2j+4}} \ln \left( \frac{\phi_k + 3}{2} \right) \exp \left( -\frac{4\beta}{(\phi_k + 1)^2} \right) \] (52)

sum rate under OPA scheme is always better than these under the two other schemes, which shows the correctness of our derivation of (19) and (20) in Appendix I. The sum rate under TDMA scheme is greater than that under GPA scheme when \( \bar{\gamma} \) is small and the opposite conclusion can be drawn when \( \bar{\gamma} \) is large. At high \( \bar{\gamma} \), the sum rates under OPA and GPA are very close.

B. The Impact of FTR Channel Parameters

In this subsection, we explore the impacts of two users’ FTR channel parameters on the OP and EC of considered systems. Observing the PDF and CDF of the FTR channel in (4) and (6), one can get that \( K_t, m_t, \Delta_t, \sigma_t \) are the four main parameters. For convenience, we set \( \kappa_t = [K_t, m_t, \Delta_t, \sigma_t] \ (t \in \{p, q\}) \) and \( a = 0.2 \) for all the simulations under GPA scheme.

![Fig. 1. Sum rates of two users under GPA, OPA, and TDMA schemes for case 2, case 4, and case 5 in Table I (in Appendix I) with \( a = 0.2 \) for GPA scheme and \( Q_p/Q_q = 10 \)](image)

![Fig. 2. The OP of user \( p \) with different FTR channel parameters under GPA scheme with \( Q_p = 1.5 \) and \( \gamma_{th} = 10 \)](image)

![Fig. 3. The OP of user \( q \) with different FTR channel parameters under GPA scheme with \( Q_q = 0.5 \) and \( \gamma_{th} = 2 \)](image)

![Fig. 4. The OP of user \( p \) with different FTR channel parameters of user \( p \) under OPA scheme with \( Q_p = 1.5 \) and \( \gamma_{th} = 10 \)](image)

\[ (19) \] and (20) shows that the SINR of the two users under GPA scheme is only affected by their own channel fading. Figs. 2 and 3 depict the impacts of the four main FTR channel parameters on the OP of users \( p \) and \( q \) under GPA scheme. The two users’ OP increases as \( \Delta_t \ (t \in \{p, q\}) \) increases or the three other parameters decrease.

Fig. 6 depicts the impact of user \( q \)’s channel parameters on its own OP which gets worse with increasing \( \Delta_q \) or decreasing the
Fig. 5. The OP of user $p$ with different FTR channel parameters of user $q$ under OPA scheme with $Q_p = 1.5$ and $\gamma_{th} = 10$

Fig. 6. The OP of user $q$ with different FTR channel parameters under OPA scheme with $Q_q = 0.5$ and $\gamma_{th} = 2$.

three other parameters.

Fig. 7. The EC with different FTR channel parameters of user $p$ under GPA scheme with $Q_p = 2, Q_q = 0.1, K_q = 5, m_q = 15.5, \Delta_q = 0.5$, and $\sigma_q = 0.3162$

Figs. 7 and 8 show the impact of FTR channel parameters of one user under GPA scheme on the EC of the considered system with a fixed channel of the other user. Both these two users’ channels exhibit the same impacts on the capacity performance which deteriorates with increasing $\Delta_t$ and is enhanced with rising $K_t, m_t$ and $\sigma_t$ ($t \in \{p, q\}$).

In summary, $\Delta_t$ ($t \in \{p, q\}$) exhibits a negative effect on user $t$’s OP and the EC of the considered system while $K_t, m_t$ and $\sigma_t$ show positive effects under both GPA and OPA schemes. Under OPA scheme, large $\Delta_q$ leads to enhanced user $p$’s OP while large $K_q, m_q$, and $\sigma_q$ cause the degraded outage performance.

C. Validation of Derived Expressions and Comparisons between SISO and MIMO Cases

In previous subsections, the considered system in SISO cases were studied. In this subsection, we conduct extensive
Fig. 10. The EC with different FTR channel parameters of user $q$ under OPA scheme with $Q_q = 0.1$, $Q_p = 2$, $K_p = 8$, $m_p = 5.5$, $\Delta_p = 0.35$, and $\sigma_p = 0.2357$.

Fig. 11. The OP of user $p$ versus $\gamma$ with $K_q = 5$, $m_q = 5.5$, $\Delta_q = 10.8$, $\sigma_q = 0.2887$, and $Q_q = 0.15$.

Fig. 12. The OP of user $q$ versus $\gamma$ with $K_q = 5$, $m_q = 5.5$, $\Delta_q = 10.8$, $\sigma_q = 0.2887$, and $Q_q = 0.5$.

Numerical experiments to validate these derived expressions and compare the considered system in both SISO and MIMO cases to show the impacts of the diversity gains achieved via MIMO. Numerical results are obtained by MATLAB and PYTHON programming to validate the theoretical analysis. In the MIMO $t \times r$ system with $t$ transmit antennas and $r$ receiving antennas, selection combining method is utilized to choose the channel link with the best channel condition. During computing the PDF and CDF of $h_t (t \in \{p,q\})$, we use the finite terms instead of the infinite summation terms, which is shown feasible in [17], [32]. In this section, we adopt the first 80 terms of the summation which can also achieve a very high precision [16], and $10^7$ channel state realizations are generated to conduct Monte-Carlo simulations.

Figs. 11 and 12 present the OP of user $p$ and $q$ versus $\gamma$ in SISO and MIMO cases under GPA and OPA schemes. The SISO’s analysis curves under these two schemes match their simulation ones well, which confirms the correctness of our derived closed-form expression. Generally, when $\gamma$ increases, OP decreases, which means increasing $\gamma$ can improve the outage performance. Given a same $\gamma$, a high $\gamma_{th}$ leads to the high OP, which means the degradation of outage performance. At the same time, the analysis curves converge to the asymptotic ones in the high SNR region, which verifies our asymptotic expression. Notably, when $a = 0.2$ and $\gamma_{th} = 5$ satisfy $a_{th} = 1 - a - a\gamma_{th} \leq 0$ in (9), simulation, analytical, and
asymptotic OP of user \( q \) under GPA scheme are all equal to 1 at any \( \gamma \) which can be seen from Fig. 12(a). Moreover, we can also easily see that the slopes of the asymptotic curves in Figs. 11(a), 12(a), 11(b) and 12(b) agree well with the behaviors of simulation and analysis results in high \( \gamma \) region, which implies the correctness of the derived diversity order. From Fig. 11 we can see that the outage performance of user \( p \) under GPA scheme is worse than that under OPA scheme when \( \gamma \) is small and the opposite conclusion can be obtained when \( \gamma \) is large, which verifies the remarks in Section V-A. From Fig. 12 we can observe that the OP of user \( q \) under GPA scheme is smaller than that under OPA scheme at when \( \gamma_{th} \) is small and the former is larger than the latter when \( \gamma_{th} \) is large, which shows the correctness of the remarks in Section V-B.

Finally, one can also easily observe from Figs. 11-13 that the EC and OP for MIMO cases outperform those for SISO and more antennas can provide better outage and capacity performance, because of the diversity gain brought by multiple transmissions and receiving under MIMO cases.

VII. Conclusion

In this paper, we have studied the OP and EC of NOMA over FTR channels in mmWave communication under GPA and OPA schemes. Under the former scheme, the closed-form expressions for OP and EC, as well as asymptotic expressions for OP were derived. Under the other scheme, the closed-form and asymptotic expressions for OP, and the closed-form, upper bound and lower bound expressions for the EC were also derived. Monte-Carlo simulation was conducted to verify these proposed expressions. We also investigated the effects of the number of antennas on EC and OP.

Some useful remarks are reached as follows:

- The relationship between the OP of user \( p \) under GPA and OPA schemes is determined by \( \gamma \) and independent of \( \gamma_{th} \), as suggested by (53);
- When \( \gamma \) is small, the outage performance of user \( p \) under GPA scheme is worse than that under OPA scheme, but not \textit{vice versa} in large \( \gamma \) region;
- In large \( \gamma \) region, \( \gamma \) exhibits the same impact on the OP of user \( q \) under GPA and OPA schemes;
- The relationship between the OP of user \( q \) under GPA and OPA schemes is determined by \( \gamma_{th} \) and has nothing to do with \( \gamma \); as suggested by (54);
- When \( \gamma_{th} \) is large, the outage performance of user \( q \) under OPA scheme outperforms that under GPA scheme, but not \textit{vice versa} in small \( \gamma_{th} \) region;
- OPA scheme exhibits a better performance of the sum rate than GPA and TDMA.
- Generally, FTR channel parameter \( \Delta_q \) \((t \in \{p, q\})\) has a negative effect on the OP and EC of user \( t \) while \( K_t, m_t \) and \( \sigma_t \) show positive effects. Notably, \( \Delta_q \) exhibits positive impacts, and the three other parameters show negative effects on user \( p \)'s OP under OPA scheme.
- Under GPA scheme, the diversity orders of user \( p \) and \( q \) are both 1. Under OPA scheme, the diversity order of user \( p \) is 0.5 and that of user \( q \) is 1.
- More antennas can provide better outage and capacity performance, because of the achieved diversity gains.

APPENDIX I: THE DERIVATION OF SINRS UNDER OPA SCHEME

Under TDMA scheme, the capacity of user \( p \) and \( q \) in the same time slots can be written as

\[
R_p^{TDMA} = 0.5 \log_2(1 + \gamma Q_{hp})
\]
and

\[ R_q^{TDMA} = 0.5 \log_2(1 + \tau Q_q h_q). \tag{56} \]

According to \cite{18}, to guarantee that both of these two users can be regarded as a primary user, their capacities under NOMA scheme are always better than those under TDMA scheme. For user \( p \), we have

\[ \log_2(1 + a \tau Q_p h_p) \geq 0.5 \log_2(1 + \tau Q_p h_p), \]

so that,

\[ a \geq \frac{1}{\sqrt{1 + \tau Q_p h_p} + 1}. \tag{57} \]

Similarly, for user \( q \), we get

\[ \log_2 \left( 1 + \frac{(1 - \alpha) \tau Q_q h_q}{\alpha \tau Q_q h_q + 1} \right) \geq 0.5 \log_2(1 + \tau Q_q h_q), \]

that is

\[ \tau Q_q h_q - \sqrt{1 + \tau Q_q h_q} + 1 \geq a \tau Q_q h_q \sqrt{1 + \tau Q_q h_q}, \]

hence

\[ \frac{1}{\sqrt{1 + \tau Q_q h_q} + 1} \geq a. \tag{58} \]

So we can get the desired range of \( a \) as

\[ a \leq \frac{1}{\sqrt{1 + \tau Q_q h_q} + 1}. \]

The first derivative of \( R_{sum} \) in \cite{18} with respect to \( a \) is

\[
\frac{\partial R_{sum}}{\partial a} = \frac{1}{\ln 2} \left( \frac{P_s Q_p h_p}{\alpha P_s Q_p h_p + N_0} - \frac{P_s Q_q h_q}{\alpha P_s Q_q h_q + N_0} \right) = \frac{1}{\ln 2} \frac{N_0 - (\alpha P_s Q_p h_p - Q_q h_q)}{N_0 (\alpha P_s Q_p h_p + N_0)(\alpha P_s Q_q h_q + N_0)}. \tag{59}
\]

is equivalent to \( Q_p \gg Q_q \). Therefore, we can get that \( \frac{\partial R_{sum}}{\partial a} \) is strictly positive, which implies that \( R_{sum} \) is monotonically increasing in the range of \( \frac{1}{\sqrt{1 + \tau Q_q h_q} + 1} \leq a \leq \frac{1}{\sqrt{1 + \tau Q_q h_q} + 1} \). The maximum sum rate can be achieved at \( a_{opt} = \frac{1}{\sqrt{1 + \tau Q_q h_q} + 1} \). Substituting \( a_{opt} \) into \cite{20} and \cite{3}, we can obtain new SINRs of users \( p \) and \( q \) shown in \cite{19} and \cite{20}.

**APPENDIX II: THE FEASIBILITY OF SIC AT USER P UNDER OPA SCHEME**

![Fig. 14. Probability of \( Q_p h_p > Q_q h_q \) for 6 cases in Table I.](image.png)

We randomly select 6 sets of parameters from the parameter settings in \cite{16, 17, 18} shown in Table I.

Under the setting of these parameters, the probabilities of \( Q_p h_p > Q_q h_q \) versus \( Q_p/Q_q \) are depicted in Fig. \cite{14} One can see that when \( Q_p \gg Q_q \) (\( Q_p/Q_q > 10 \)), \( \Pr\{Q_p h_p > Q_q h_q\} \approx 0.96 \) which means that \( Q_p h_p > Q_q h_q \)

![Fig. 15. \( \frac{1}{\alpha_{opt}} \) versus \( \tau \) with different \( Q_q \) and \( \mathbb{E}\{h_q\} = 1 \)](image.png)

In this subsection, we will explain that the feasibility of the SIC at user \( p \) under OPA scheme.

According to the key idea of the NOMA scheme, the received signals of the two users can be distinguished at user \( p \) when the difference between their received power is large enough. Therefore, considering the fact that all received signals at user \( p \) experience the same fading and path-loss, the SIC at user \( p \) is feasible when the difference between their allocated transmit power is large enough.
Generally, the transmit power of mmWave systems varies from 16 to 40 dBm [33, 35, 37]. If the bandwidth of the transmitted signal is from 0.5 to 2 GHz, the received power of the thermal noise will be from −80 to −74 dBm. So the range of $\Gamma$ normally ranges from 90 to 120 dB, which has been fully covered by the settings adopted in Figs. 15 and 16.

As presented in Figs. 15 and 16 one can clearly observe that $\frac{1}{a_{\text{opt}}}$ is larger than 10 under numerical cases of $Q_q$ and $E\{h_p\}$ when $\Gamma$ ranges from 90 to 120 dB.

Hence, we can conclude that the SIC at user $p$ is feasible under OPA scheme.

Obviously, the larger the difference between the allocated transmit power of the two users is, the larger the ratio of the allocated transmit power of users $q$ and $p$, $\frac{1}{a_{\text{opt}}}$, achieves. Then, a conclusion can be reached as: the larger $\frac{1}{a_{\text{opt}}}$ is, the larger feasibility of SIC is.

In the following, some numerical results with practical settings of mmWave systems will be given to show the typical range of $\frac{1}{a_{\text{opt}}}$ versus $\Gamma$ with the expectation of $h_q$, $E\{h_q\} = 1$, and $Q_q = \{1, 10^{-1}, 10^{-3}, 10^{-5}, 10^{-6}, 10^{-7}\}$. Fig. 16 presents $\frac{1}{a_{\text{opt}}}$ versus $\Gamma$ with $Q_q = 0.01$ and $E\{h_p\} = \{1.7, 1.4, 1.07, 0.4, 0.1\}$.

In the following, we first demonstrate the reasonableness and practicality of the settings of $Q_q$ and $\Gamma$ adopted in Figs. 15 and 16.

Let’s consider an mmWave communication system operating at 28 GHz and the distance between the base station and user $q$ ranges from 10 to 200 meters. Thus, we can have the line-of-sight path-loss from 81 to 108 dB. The transmit antenna gain of the base station varies from 23 to 29 dBi [33]. The gain of mmWave receiver ranges from 14 to 45.5 dB [34]. Therefore, $Q_q$, which contains the path loss, transmit and receive antenna gains, etc., can range from $10^{-7}$ to 1. Hence, the setting of $Q_q$ considered in Figs. 15 and 16 $Q_q = \{1, 10^{-1}, 10^{-3}, 10^{-5}, 10^{-6}, 10^{-7}\}$, is reasonable.

The transmit power of mmWave systems varies from 16 to 40 dBm [33, 35, 37]. If the bandwidth of the transmitted signal is from 0.5 to 2 GHz, the received power of the thermal noise will be from −80 to −74 dBm. So the range of $\Gamma$ normally ranges from 90 to 120 dB, which has been fully covered by the settings adopted in Figs. 15 and 16.

Fig. 16 $\frac{1}{a_{\text{opt}}}$ versus $\Gamma$ with different $E\{h_q\}$ and $Q_q = 0.01$.
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