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Abstract—The problem of designing efficient feedback-based scheduling policies for chunked codes (CC) over packet networks with delay and loss is considered. For networks with feedback, two scheduling policies, referred to as random push (RP) and local-rarest-first (LRF), already exist. We propose a new scheduling policy, referred to as minimum-distance-first (MDF), based on the expected number of innovative successful packet transmissions at each node of the network prior to the “next” transmission time, given the feedback information from the downstream node(s) about the received packets. Unlike the existing policies, the MDF policy incorporates loss and delay models of the link in the selection process of the chunk to be transmitted. Our simulations show that MDF significantly reduces the expected time required for all the chunks (or equivalently, all the message packets) to be decodable compared to the existing scheduling policies for line networks with feedback. The improvements are particularly profound (up to about 46% for the tested cases) for smaller chunks and larger networks which are of more practical interest. The improvement in the performance of the proposed scheduling policy comes at the cost of more computations, and a slight increase in the amount of feedback. We also propose a low-complexity version of MDF with a rather small loss in the performance, referred to as minimum-current-metric-first (MCMF). The MCMF policy is based on the expected number of innovative packet transmissions prior to the “current” transmission time, as opposed to the next transmission time, used in MDF. Our simulations (over line networks) demonstrate that MCMF is always superior to RP and LRF policies, and the superiority becomes more pronounced for smaller chunks and larger networks. We also compare the performances of the existing RP and LRF policies, and show that their relative performance (including which one performs better) depends on delay and loss models, the network length and the chunk size.

I. INTRODUCTION

There has recently been a surge of interest in the application of coding schemes over packet networks, e.g., for large-scale file sharing [11]–[14]. In particular, random linear network codes (dense codes) are known to reduce the expected delivery time in comparison to routing protocols over networks with arbitrary link delays and erasures [15]. This, however, comes at the cost of large computational complexity of the coding algorithms. To reduce the coding cost of dense codes, chunked codes (CC) and overlapped chunked codes (OCC) were proposed in [5]–[8]. These codes operate by dividing the original message at the source node into non-overlapping or overlapping chunks, respectively, and each non-sink network node schedules the transmission of the chunks at random by using a dense code. The coding cost of these codes are linear in the size of the chunks, smaller than that of dense codes in general. This however comes at the expense of larger expected delivery time.

Originally, CC and OCC were designed for and analyzed over arbitrary network realizations, i.e., (worst-case analysis) in the absence of feedback [5]–[8]. In real-world scenarios, however, feedback is often available. One thus expects to reduce the expected delivery time when the feedback is properly used. In other words, the scheduling of chunks uniformly at random, referred to as the random scheduling policy, might result in wasting a large number of transmission opportunities. The reason is that, such a scheme treats those chunks which are already decodable or are short of only a few more packets to be decodable, similar to those chunks which need a much larger number of packets to be decodable. The problem is therefore how to use feedback and devise a scheduling policy (for CC) which outperforms the random scheduling policy.

In earlier related works [9], [10], two general policies, which utilize the feedback information to schedule the chunks, were proposed. These scheduling policies were referred to as random push (RP) and local-rarest-first (LRF), respectively. Both RP and LRF scheduling policies, employed by the transmitting node over a link, use the number of innovative packets which have been received by the receiving node of the link till the current transmission time. In RP [9], the node transmitting over a link chooses a chunk uniformly at random.
from the set of chunks that still need more innovative packets to be decodable at the receiving node of the link. In LRF [10], however, the transmitting node chooses a chunk which needs the largest number of innovative packets at the receiving node.

In both RP and LRF policies, at each time instant, a transmitting node makes a decision based on the set of received packets at the receiving node up to that point in time. In the presence of delay, however, such a decision fails to take into account the contribution of the (successful) packets that were transmitted earlier to the receiving node (over the same link or the other links with different transmitting nodes but with the same receiving node as the underlying one) but have not still been received due to the delay. One thus expects to be able to improve these scheduling polices over the networks with delay. Related to this, one should note that both RP and LRF policies utilize the feedback information in order to count the number of innovative packets delivered to the receiving node. This, however, disregards the packets which have been (successfully) transmitted but still have not been received. Nevertheless, the more are such transmissions corresponding to a chunk, the larger is the probability of delivering more useful information about the underlying chunk. In addition, thanks to the literature on modeling the packet loss and the packet delay over networks with feedback (e.g., see [11, 12] and references therein), such probabilities can be computed with a reasonably high accuracy. This however comes at the cost of more computation at the network nodes. In this paper, we do not focus on the problem of modeling the loss and the delay of the network links, the estimation of the model parameters, and the tradeoff between the accuracy and the computational complexity. Throughout this paper, we assume that the models of the packet loss and the packet delay of each link are known at the transmitting/receiving nodes of the link. The question then is how to properly use (i) the knowledge about the sets of transmitted and received packets over a link, (ii) the knowledge about the sets of received packets over the rest of the links with the same receiving node (as that of the underlying link), and (iii) the knowledge about the link model parameters, in order to decrease the expected delivery time. In an attempt to answer this question, the main contributions of this work are as follows:

- We propose a new scheduling policy for chunked codes, referred to as minimum-distance-first (MDF), devised based on a new metric, i.e., the expected number of innovative packets transmitted prior to the next transmission time.
- Aiming at the design of a low-complexity version of MDF, we also propose another scheduling policy for chunked codes, referred to as minimum-current-metric-first (MCMF), which works based on the expected number of innovative packets transmitted prior to the current transmission time.
- We show through extensive simulations over line networks (as the simplest non-trivial network topology for the unicast problem\(^4\)) that (i) the MDF scheduling policy performs (near) optimal in the sense of minimizing the expected delivery time; (ii) both MDF and MCMF are always superior to LRF and RP with respect to the expected delivery time, and that the improvements are particularly large for smaller chunks and larger networks as well as delays with smaller mean and variance; (iii) MCMF is always inferior to MDF, but the performance loss becomes smaller for larger chunks, smaller networks and delays with smaller mean and variance; (iv) the relative performance of MDF or MCMF compared to the random scheduling policy depends on the delay distribution. In particular, the advantage of the proposed scheduling policies becomes more profound for smaller chunks, larger networks and delays with smaller mean and variance; (v) for sufficiently small chunks and sufficiently large networks, RP is superior to LRF, and the advantage is more evident for smaller chunks, larger networks, and for delays with larger mean and variance.

II. Model and Assumptions

A. Network Topology

We consider a unicast problem over a network with \(L\) (directed) links with any arbitrary topology, where one source node (which is not the receiving node of any link) which possesses \(k\) message packets, each a string of bits, and one sink node (which is not the transmitting node of any link) which demands the message packets, are connected through the rest of the network nodes, called internal nodes.

We also consider an arbitrary ordering of the \(L\) links in the network, and associate a label (i.e., a unique integer in \(\{1, \ldots, L\}\)) to each link. For every \(1 \leq i \leq L\), let \(\mathcal{I}_i\) (or \(\mathcal{I}_{(i)}\)) be the set of labels of the links whose receiving nodes (or transmitting nodes) are the same as the receiving node (or the transmitting node) of the \(i\)th link.

B. Loss and Delay Models

In the following, we describe the loss and the delay models used in this work. One, however, should note that the application of the scheduling policies discussed in this paper is not restricted to a specific model of delay or loss.

Each link is modeled by a memoryless erasure channel with a constant probability of erasure, i.e., for every \(1 \leq i \leq L\), the \(i\)th link has a probability of erasure \(p_e^{(i)}\), for some \(0 \leq p_e^{(i)} \leq 1\) (each packet transmitted over the \(i\)th link is either erased with probability \(p_e^{(i)}\), or is successfully received with probability \(1 − p_e^{(i)}\)). We also assume that the links are affected by erasures independently. The special case with no erasure (i.e., \(p_e^{(i)} = 0\), for all \(i\)) is referred to as the lossless case.

Each successful (not erased) packet transmitted at time \(n\) over the \(i\)th link is assumed to experience a delay \(Z_n^{(i)} \in \mathbb{Z}^+ \setminus \{0\}\), i.e., the packet arrives at time \(n + Z_n^{(i)}\), where \(Z_n^{(i)}\) is a random variable with the probability mass function

\[
P_{Z_n^{(i)}}[z] = \int_{r=1}^{z} f_{R_n^{(i)}(r)} dr, \tag{1}
\]

\(^4\)In a practical scenario, the line network topology would be the right model for an overlay network where the sequence of nodes are determined by an underlying routing protocol.
for every \( z \in \mathbb{Z}^+ \setminus \{0\} \), where \( f_{R_n^i}(r) \), \( r \in \mathbb{R}^+ \), is a probability density function. Note that \( Z_n^i \) is a discrete version of the continuous random variable \( R_n^i \). For all \( n \), \( Z_n^i \)'s are assumed to be independent and identically distributed. The special case with all the delays equal to 1 (i.e., \( Z_n^i = 1 \), for all \( i \) and \( n \)) is also referred to as the unit-delay model.

### C. Information Available at Network Nodes

Each node is assumed to: (i) know the loss and delay models (called the link model) of each link over which it transmits a packet, and (ii) store all the packets it transmits/receives along with their departure/arrival times. In particular, each node keeps the record of all the packets it transmits. Moreover, right after the reception of a new packet, each node stores the packet if the packet is innovative to the set of all its previously received innovative packets, or discards the packet, otherwise. Note that, in the case of transmitted packets, it suffices that each node stores the global encoding vector of each packet included in the packet header (which is often much smaller than the packet payload), instead of storing both the packet header and the packet payload. In the case of the received packets, both the packet header and the packet payload need to be stored. This is not however a burden when the internal nodes also demand all the message packets (e.g., in the application of peer-to-peer file sharing).

### III. Problem Statement

In CC, the \( k \) message packets, at the source node, are divided into \( q \) disjoint subsets, called chunks, each of size \( k/q \). Each non-sink node, at each time \( n \), chooses a chunk, say \( \omega \in [q] := \{1, \ldots, q\} \), based on a scheduling policy, and by applying a specific coding algorithm to its previously received packets pertaining to chunk \( \omega \) (\( \omega \)-packet) generates/transmits a new \( \omega \)-packet. The sink node is able to decode the chunk \( \omega \) so long as it receives \( k/q \) innovative \( \omega \)-packets.

Let \( T_n^i \) and \( R_n^i \) be the set of packets transmitted and received over the \( i \)th link till time \( n \), respectively, and \( T_n^i(\omega) \) and \( R_n^i(\omega) \) be the set of the \( \omega \)-packets in \( T_n^i \) and \( R_n^i \), respectively. Note that, by the assumption made in Section II-C, all the \( \omega \)-packets in \( R_n^i(\omega) \) are innovative, and none of the \( \omega \)-packets in \( T_n^i(\omega) \setminus R_n^i(\omega) \) is received yet.

Based on the presence or absence of feedback in the network, one can devise different scheduling policies. If no feedback is available, for all \( 1 \leq i \leq L \), at time \( n \), the transmitting node of the \( i \)th link knows \( \bigcup_{j \in I_n^i} T_n^j \), but has no information about \( R_n^j \), for any \( j \in I_n^i \). However, in the presence of feedback, whenever a packet arrives, the receiving node sends a delay-free and error/erasure-free acknowledgment to the transmitting node, along with a message containing information about the departure time of the arrived packet. The receiving node will also send messages to all the transmitters of the links in \( I_n^i \) to convey information about the received packet. In addition to being delay-free, the feedback channels are assumed to have no error/erasure. Thus, in the presence of feedback, the transmitting node has full knowledge of \( \bigcup_{j \in I_n^i} T_n^j \) and \( \bigcup_{j \in I_n^i} R_n^j \).

The problem, at the transmitting node of the \( i \)th link, for every \( i \), at every time \( n \), is how to select a chunk and to code it over the \( i \)th link, given the link model, in order to minimize the expected delivery time (where the expectation is taken over all the realizations of the code and the network), i.e., the expected time required for all the chunks to be decodable, when only \( \bigcup_{j \in I_n^i} T_n^j \), or both \( \bigcup_{j \in I_n^i} T_n^j \) and \( \bigcup_{j \in I_n^i} R_n^j \) are known.

### IV. Existing Solutions

#### A. Random Scheduling Policy

Originally, CC were designed for networks with no feedback. In this scenario, one possible strategy for a transmitting node is to use a fully random scheduling policy, specified as follows: The node chooses a chunk, say \( \omega \), uniformly at random; if the node is source, it generates/transmits a random linear combination of all the packets belonging to the chunk \( \omega \), and if it is internal, it generates/transmits a random linear combination of all its previously received \( \omega \)-packets. Note that, when there is no information about \( \bigcup_{j \in I_n^i} R_n^j \) at the transmitting node of the \( i \)th link at time \( n \), it is not clear how to use the information about \( \bigcup_{j \in I_n^i} T_n^j \).

To speed up the transmission of information over packet networks with feedback, CC were adopted in [9] and [10] with feedback-based scheduling policies. The idea behind such scheduling policies is that in the random scheduling policy, a transmitting node might misuse a number of transmission opportunities by transmitting some information which is not useful at the receiving node as it might be contained in previously received packets. This, therefore, increases the expected delivery time. The feedback, however, can inform the transmitting node about the set of innovative packets previously received at the receiving node, and hence the transmitting node can, in turn, avoid transmitting packets which are not innovative (with respect to the set of packets available at the receiving node) at the time of transmission.

#### B. RP and LRF Scheduling Policies

In [9], Wang and Li proposed a priority-based randomized scheduling policy, referred to as random push (RP), based on the number of innovative packets at the receiving node. In RP, for every \( 1 \leq i \leq L \), the node transmitting over the \( i \)th link, at each time \( n \), randomly chooses a chunk, say \( \omega \), from the set of chunks satisfying the condition

\[
\bigcup_{j \in I_n^i} R_n^j(\omega) > \bigcup_{j \in I_n^i} R_n^j(\omega),
\]

It should be noted that the assumptions of delay-free and error/erasure-free feedback are reasonable because the data rate over the channel used for feedback is often very low compared to that of the channels used for forward packet transmission.

---

1. Here, without loss of generality, we have assumed that the time unit is equal to the inverse of the packet transmission rate at each network node.
2. For every \( \omega \in [q] \), a packet is called an "\( \omega \)-packet" if it can be written as a linear combination of the message packets belonging to the chunk \( \omega \).
where \( i \) is the label of some link whose receiving node is the transmitting node of the \( i \)th link. The transmitting node, then, generates/transmits an innovative \( \omega \)-packet with respect to the set \( \bigcup_{j \in I^{(i)}} \mathcal{R}_{n}^{(j)}(\omega) \), by random\(^{10}\) linear combination of its previously received innovative \( \omega \)-packets. Further, if there is no \( \omega \), such that condition\(^{2}\) holds, the transmitting node does not transmit a packet, since, in this case, all the information available at the transmitting node is already available at the receiving node.

More recently, in \([10]\), Xu et al. introduced a deterministic scheduling policy, referred to as local-rarest-first (LRF), by prioritizing the chunks based on the same metric as in \([9]\).

In LRF, for every \( 1 \leq i \leq L \), the node transmitting over the \( i \)th link, at each time \( n \), selects a chunk, say \( \omega \), such that (i) \( \omega \) satisfies condition\(^{2}\) and (ii) the size of the set \( \bigcup_{j \in I^{(i)}} \mathcal{R}_{n}^{(j)}(\omega) \) is the minimum; and generates/transmits an \( \omega \)-packet innovative to the set \( \bigcup_{j \in I^{(i)}} \mathcal{R}_{n}^{(j)}(\omega) \). If there exist multiple chunks satisfying both conditions (i) and (ii), one of these chunks will be selected (uniformly) at random.

V. PROPOSED SCHEDULING POLICIES

A. Motivation

The existing scheduling policies based on feedback, as discussed in Section XV, prioritize the chunks according to the number of innovative packets at the receiving nodes at the time of transmission. In networks with delay, however, there is no guarantee that a packet which is innovative with respect to the set of packets at a receiving node at the time of transmission, would still stay innovative at the time of reception. There might be packets transmitted earlier that arrive at the receiving node at some point in time later than the time of the current transmission, but before the reception of the current transmission. Thus the set of received packets at the time of the reception of the currently transmitted packet might differ from the set at the time of the current transmission, and at that point, the currently transmitted packet might no longer be innovative.

This event particularly depends on the set of packets that are transmitted earlier but have not been received yet. The earlier a packet is transmitted, the more likely it generally is for that packet to arrive sooner, but the less likely is for that packet to deliver some useful information if it arrives.

In this work, given the link model, and the information about the set of packets transmitted by the transmitting node of a given link and the set of packets received by the receiving node of that link until a given time,\(^{12}\) we calculate the probabilities of the above mentioned events.\(^{3}\) We then use these probabilities in the proposed scheduling policies. In particular, we use the expected number of innovative packets “transmitted” prior to the next or the current transmission time, as the metric. One should note that this is in contrast to the number of innovative packets “received” prior to the current transmission time, used in both \([9]\) and \([10]\). The proposed scheduling policies are referred to as minimum-distance-first (MDF) and minimum-current-metric-first (MCMF), respectively.

B. MDF Scheduling Policy

For every \( \nu, \nu' \in [q] \), let \( x^{(i)}_{n}(\nu|\omega) \) represent the expected number of innovative \( \nu \)-packets transmitted over the \( i \)th link prior to the next transmission time \((n+1)\), given that, at the current transmission time \((n)\), an innovative \( \omega \)-packet (with respect to the packets in the set \( \bigcup_{j \in I^{(i)}} \mathcal{R}_{n}^{(j)}(\nu) \) is transmitted over the \( i \)th link.\(^{13}\) The calculation of \( x^{(i)}_{n}(\nu|\omega) \) is deferred to Section XV-2. For every \( \nu \), let \( x^{(i)}_{n}(\nu) \) represent the vector \( [x^{(i)}_{n}(\nu|1), \ldots, x^{(i)}_{n}(\nu|q)] \). Let \( d^{(i)}_{n}(\nu) \) denote the Euclidean distance between the vector \( x^{(i)}_{n}(\omega) \) and the \((q\text{-dimensional})\) vector \([k/q, \ldots, k/q] \).

In MDF, the node transmitting over the \( i \)th link, at each time \( n \), selects the chunk \( \omega \) such that (i) \( \omega \) satisfies condition\(^{2}\) and (ii) \( d^{(i)}_{n}(\omega) \) is minimized.

That is, the transmitting node chooses a chunk whose transmission at the present time minimizes the distance between the vector of the “expected” number of innovative packets transmitted (over the \( i \)th link) prior to the next transmission time and the vector \([k/q, \ldots, k/q] \). Note that reaching the latter vector is the goal of the network coding solution (i.e., all the chunks can be successfully decoded so long as there are \( k/q \) innovative packets pertaining to each chunk). Therefore, the MDF scheduling policy is devised to achieve this goal in a greedy fashion by taking the largest possible step towards (by obtaining the smallest distance from) the target. Despite the fact that the MDF scheduling policy is heuristic, in Section XV-C, we present some experimental results that indicate the (near) optimality of this scheme over line networks (where the source node and the sink node are connected through the internal nodes connected in tandem) in the sense of minimizing the expected delivery time.\(^{14}\) Similar to LRF and RP, in MDF, if chunk \( \omega \) is chosen, the transmitting node randomly generates/transmits an \( \omega \)-packet innovative to the packets at the receiving node.

C. MCMF Scheduling Policy

For every \( \nu \in [q] \), let \( y^{(i)}_{n}(\nu) \) represent the expected number of innovative \( \nu \)-packets transmitted over the \( i \)th link prior to the current transmission time \( n \). It should be clear that, by the

\(^{10}\)The transmitting node keeps generating random linear combinations till it generates an innovative packet with respect to the set of the packets at the receiving node.

\(^{11}\)Note that if the information about the packets that were transmitted over the other links connected to the receiving node and still not received was also available at the transmitting node, a more accurate decision could be made about which chunk to choose and what packet to transmit. However, attaining such information might not be possible due to the network topology. We thus assume that such information is not available in the rest of the paper. One should also note that in the case of line networks simulated in this work, since every receiving node only receives information from one node, such situations do not apply.

\(^{12}\)In earlier works \([9]\) and \([10]\), no assumption has been made about the link model, and hence such probabilities could not be calculated.

\(^{13}\)Note that, in the definition of the metric \( x^{(i)}_{n}(\nu|\omega) \), the expectation is taken based on the feedback information available at time \( n \).

\(^{14}\)It should be noted that, currently, no analytical result on the proposed or the existing scheduling policies, for a given link model, is available. The difficulty of such analysis stems from the high-level of dependency between the large number of random variables involved in the process.
definition, \( y_n^{(i)}(\nu) = x_n^{(i)}(\nu, \omega) \), for any \( \omega \neq \nu \). In MCMF, the node transmitting over the \( j^{th} \) link, at each time \( n \), selects the chunk \( \omega \) such that (i) \( \omega \) satisfies condition (2) and (ii) \( y_n^{(i)}(\omega) \) is minimized.

**Lemma 1:** For networks with unit-delay links (defined in Section II-B), MDF policy reduces to MCMF policy.

**Proof:** Since the delay values are all one, at the current transmission time, there is no randomness in the number of innovative packet transmissions pertaining to any chunk prior to this time. Thus, by transmitting a given chunk at the current transmission time, the expected number of innovative packet transmissions (prior to the next transmission time) pertaining to that chunk increases, yet, this number does not change for the rest of the chunks. The amount of this increase by transmitting any chunk is the same as that by transmitting any other chunk, and hence, in such a case, MDF reduces to MCMF, which operates by choosing a chunk which has the smallest (expected) number of innovative packets transmitted prior to the current transmission.

For a network with a general delay model, MDF outperforms MCMF in terms of the expected delivery time. The performance advantage is more profound for random delays with larger mean and variance, for larger networks and for smaller chunks. The performance improvement for MDF policy however, comes at the expense of higher computational complexity.

**D. Metric Calculation**

For every \( \omega, \nu \in [q] \), we need to calculate the metric \( x_n^{(i)}(\nu, \omega) \) for the MDF policy. Note that, by the definition, in order to calculate \( x_n^{(i)}(\nu, \omega) \), we focus on the sets \( \bigcup_{j \in I_n^{\nu,\omega}} R_n^{(j)}(\nu) \) and \( T_n^{(j)}(\nu) \), and assume that, at the current time \( n \), an innovative \( \omega \)-packet with respect to the set \( \bigcup_{j \in I_n^{\nu,\omega}} R_n^{(j)}(\nu) \) is transmitted over the \( i^{th} \) link.

For every chunk \( \nu \), every link \( i \), and every time \( n \), let \( \rho_n^{(i)}(\nu) = |\bigcup_{j \in I_n^{\nu,\omega}} R_n^{(j)}(\nu) \rangle \) and \( \tau_n^{(i)}(\nu) = |T_n^{(j)}(\nu) \rangle \). Furthermore, let \( U_n^{(i)}(\nu) \) denote the set \( \bigcup_{j \in I_n^{\nu,\omega}} R_n^{(j)}(\nu) \rangle \). For the ease of notation, hereafter, we often drop the argument \( \nu \), the subscript \( n \), and superscript \( i \), unless there is a possibility for confusion. For example, we use the notations \( \rho \) and \( \tau \), instead of \( \rho_n^{(i)}(\nu) \) and \( \tau_n^{(i)}(\nu) \), respectively.

Let \( N_r \) and \( N_t \) be the set of the time indices that the \( \nu \)-packets in \( U \) and \( T \setminus U \) are received and transmitted, respectively, in an increasing order, i.e., \( N_r = \{ r_1, \ldots , r_{\rho} \} \), and \( N_t = \{ t_1, \ldots , t_{\tau} \} \), so that \( r_1 \leq \cdots \leq r_{\rho} \) and \( t_1 \leq \cdots \leq t_{\tau} \). To lower the computational complexity of the scheduling policy, for some constant integer \( m \leq \tau \), we focus on the set of \( m \) packets in \( T \setminus U \), transmitted at the time indices \( N_{r_m} = \{ t_{m+1}, \ldots , t_{\tau} \} \), i.e., the last \( m \) packets transmitted but not received up to time \( n \). Taking into account only \( m \) out of \( \tau \) delayed packets, however, results in an approximation of \( x_n^{(i)}(\nu, \omega) \).

Let \( \tau^* = \tau - m + 1 \). For the case of \( \omega = \nu \), we define \( z = \{ z_{t_1}, \ldots , z_{t_{\tau}} \} \) as the sequence of the delays that the packets transmitted at time indices \( \{ N_{r_m}, n \} \) experience, assuming that all these \( m + 1 \) packets arrive (the last packet is the one that, we assume, is transmitted at the time \( n \)), i.e., for every \( \tau^* \leq j \leq \tau \), the packet transmitted at time \( t_j \) arrives at time \( t_j + z_{t_j} \), and the packet transmitted at time \( n \) arrives at time \( n + z_n \). For the reason that none of these packets has been received till time \( n \), for every \( j \), the delay \( z_{t_j} \) is bounded from below by \( n - t_j \), for every possible delay sequence \( z \).

For the other cases of \( \omega \neq \nu \), due to the fact that the packet which is assumed to be transmitted at time \( n \) is an \( \omega \)-packet, the sequence \( z \) excludes the term \( z_n \). In such cases, we denote the truncated sequence \( z \) by \( z_T \).

The delays are, however, random variables that can sometimes take very large values, and it is thus not practical to consider the set of all possible delay sequences \( z \). To lower the computational complexity of the scheduling policy, we introduce a constant integer \( \Delta \), so that if a packet transmitted prior to time \( n \) (or transmitted at time \( n \)) is assumed to arrive later than \( \Delta \) time units after the time \( n \) (or \( n + 1 \)), it will be treated as an erased packet in our calculations. We, thus, focus on a subset of all possible delay sequences, referred to as the desirable sequences, so that at time \( n \), for every \( \omega \neq \nu \), the delay of the \( j^{th} \) packet \( (\tau^* \leq j \leq \tau) \) is bounded above by \( n - t_j - \Delta \), and for \( \omega = \nu \), the delay of the last packet (assumed to be transmitted at time \( n \)) is bounded above by \( \Delta \). For the desirable sequences, we thus have: for every \( \tau^* \leq j \leq \tau \), \( n - t_j < z_{t_j} \leq n - t_j + \Delta \), and \( 0 < z_n \leq \Delta \).

For the sake of brevity, hereafter, we focus on the case with \( \omega = \nu \). Clearly, by removing the terms related to the packet transmission at time \( n \) and its delay value \( z_n \), the other cases with \( \omega \neq \nu \) will be covered.

Let \( t_{\tau+1} \triangleq n \). For every desirable \( z \), suppose that its elements are reordered as follows: let the sequence \( \{ t_{\tau+1}, z_{t_{\tau+1}}, \ldots , t_{\tau+1} + z_{t_{\tau+1}} \} \) represent the sequence \( \{ t_{\tau}, z_{t_{\tau}}, \ldots , t_{\tau+1} + z_{t_{\tau+1}} \} \) sorted in an increasing order, i.e., \( t_{\tau+1} + z_{t_{\tau+1}} \leq \cdots \leq t_{\tau+1} + z_{t_{\tau+1}} + z_{t_{\tau+1}} \). For every \( \tau^* \leq i \leq \tau + 1 \), there exists a unique \( \tau^* \leq j \leq \tau + 1 \), such that \( t_i = t_j \). For every sequence \( z \), hereafter, we use its corresponding reordered sequence based on the reception time indices, and adopt the same notation \( z \) to represent it.

For every desirable \( z \), the probability that a packet, which is transmitted over the \( i^{th} \) link at time \( t_i \), but not received till time \( n \), arrives after a delay \( n - t_j \leq z_{t_j} \leq n - t_j + \Delta \), for

16The smaller is the value of \( m \), the lower is the complexity of the scheduling policy (and the smaller is the memory requirement at the network nodes). This is at the expense of larger approximation error.

17The smaller is the choice of \( \Delta \), the smaller is the number of desirable delay sequences to be taken into account and hence the lower is the computational complexity of the scheduling policy. This however comes at the expense of larger approximation error.

18One should note that, for a fixed chunk \( \nu \), the metrics \( x_n^{(i)}(\nu, \omega) \), for all \( \omega \neq \nu \), are the same (independent of \( \omega \)), and hence need to be calculated only once.
where $p$ is or is not successful and is erased), if be late (i.e., either is successful but does not arrive on-time, and the on-time packets might not arrive in the same transmission time indices. For every $\tau$, the packet transmitted at the time $t_\tau$ is given by (1), and $p_e^{(i)}$ is the probability of erasure over the $i$th link.

The packets which will (not) arrive at the receiving node next the $\Delta$ time units are referred to as on-time (late). One should note that some late packets might be erased (not be successful) and will never arrive at the receiving node. By the definition, however, all the on-time packets are successful. It should be clear that some of the $m+1$ packets might not be on-time, and the on-time packets might not arrive in the same order that they were transmitted (any possible subset of the $m+1$ packets might be on-time with any possible ordering). The innovation of a packet at the time of reception, however, is dependent on the set of packets that arrived earlier along with the order in which they arrive. We thus need to differentiate between the two partitions of on-time and late packets.

For every possible subset of on-time packets, let us consider a binary sequence (of $m+1$ elements) $b = \{b_{\tau}, \ldots, b_{\tau+m}\}$, such that, for all $\tau^* \leq j \leq \tau + 1$, $b_{\tau_j}$ is 1, if the packet transmitted at the time $t_\tau$ is assumed to be on-time, and $b_j$ is 0, otherwise. In particular, for every $z = \{z_{\tau}, \ldots, z_{\tau+m}\}$, the packet transmitted at the time $t_\tau$ is assumed to be on-time and to experience a delay $z_{\tau}_j$, and $b_{\tau_j}$ is 1, and the packet will be late (i.e., either is successful but does not arrive on-time, or is not successful and is erased), if $b_j$ is 0. Thus the (joint) probability that all the packets whose corresponding binary elements are 1 arrive on-time with their corresponding delays, and that the rest of the packets are late (regardless of their corresponding delay values), is

$$p_{b,z} = \prod_{\tau^* \leq j \leq \tau + 1} \left( b_{\tau_j} p[z_{\tau_j}] + (1 - b_{\tau_j}) \left( 1 - \sum_{n-t_\tau < z_\ell \leq n-t_\tau + \Delta} p[z_\ell] + p_e^{(i)} \right) \right),$$

for every $b \in \{0,1\}^{m+1}$, and every desirable sequence $z$, where $p[z_{\tau_j}]$ is given in (3) and (4), for every $\tau^* \leq j \leq \tau$, and $j = \tau + 1$, respectively. (For the cases of $\omega \neq \nu$, the sequence $b$ excludes the term $b_{\tau_{\nu}+1}$, and we denote the truncated sequence $b$ with $b_{\nu} \in \{0,1\}^{m-1}$.)

For every $b$, let $m^*$ denote the number of 1’s in $b$. Now, consider the subset $\{z_{i_1}, \ldots, z_{i_{m^*}}\}$ of the elements of $z$ whose corresponding elements in the sequence $b$ are 1. Correspondingly, let $\{i_1, \ldots, i_{m^*}\}$ denote the associated sequence of the transmission time indices. For every $\nu \leq \ell \leq m^*$, let us define $N_{b,z|\ell}$ as the subset of all the reception time indices $\{t_{i_1} + z_{i_1}, \ldots, t_{\nu} + z_{i_{\nu}}\}$ whose corresponding packets are innovative to the set of packets with the reception time indices $N_{b,z|\ell-1} \cup N_{b,z|\ell}$. Note that, $N_{b,z|0}$ is the empty set.

To indicate whether the $\ell$th packet is innovative at the time of reception, we introduce an indicator variable $I_{b,z|\ell}$ defined as follows: $I_{b,z|\ell}$ is 1, if the packet with the reception time $t_{\nu} + z_{i_{\nu}}$ is innovative to the set of packets with the reception time indices $N_{b,z|\ell-1} \cup N_{b,z|\ell}$, and $I_{b,z|\ell}$ is 0, otherwise. Thus, for every $\nu$, at time $n$, the expected number of innovative $\nu$-packets transmitted over the $i$th link prior to the next transmission time, given that an innovative $\nu$-packet is transmitted over the $i$th link at time $n$, can be calculated as

$$x_n^{(i)}(\nu|\nu) = \sum_{b_{t_T}} \sum_{z_{T}} p_{b,z} \cdot (\rho + \sum_{1 \leq \ell \leq m^*} I_{b,z|\ell}),$$

Similarly, for every $\omega \neq \nu$, $x_n^{(i)}(\nu|\omega)$ can be calculated by (5), where $b$ and $z$ are replaced with $b_{t_T}$ and $z_{T}$, respectively, i.e.,

$$x_n^{(i)}(\nu|\omega) = \sum_{b_{t_T}} \sum_{z_{T}} p_{b,z_{T}} \cdot (\rho + \sum_{1 \leq \ell \leq m^*} I_{b,z_{T}|\ell}),$$

where $m^*$ denotes the number of 1’s in $b$. It is not necessary for the node only requires the set of innovative packets at the receiving node. It however does not require the departure/arrival time of such packets. Such information, on the other hand, is required to calculate the metrics in MDF and MCMF policies.

To indicate whether the $\ell$th packet is innovative at the time of reception, we introduce an indicator variable $I_{b,z|\ell}$ defined as follows: $I_{b,z|\ell}$ is 1, if the packet with the reception time $t_{\nu} + z_{i_{\nu}}$ is innovative to the set of packets with the reception time indices $N_{b,z|\ell-1} \cup N_{b,z|\ell}$, and $I_{b,z|\ell}$ is 0, otherwise. Thus, for every $\nu$, at time $n$, the expected number of innovative $\nu$-packets transmitted over the $i$th link prior to the next transmission time, given that an innovative $\nu$-packet is transmitted over the $i$th link at time $n$, can be calculated as

$$x_n^{(i)}(\nu|\nu) = \sum_{b_{t_T}} \sum_{z_{T}} p_{b,z} \cdot (\rho + \sum_{1 \leq \ell \leq m^*} I_{b,z|\ell}),$$

Similarly, for every $\omega \neq \nu$, $x_n^{(i)}(\nu|\omega)$ can be calculated by (5), where $b$ and $z$ are replaced with $b_{t_T}$ and $z_{T}$, respectively, i.e.,

$$x_n^{(i)}(\nu|\omega) = \sum_{b_{t_T}} \sum_{z_{T}} p_{b,z_{T}} \cdot (\rho + \sum_{1 \leq \ell \leq m^*} I_{b,z_{T}|\ell}),$$

where $m^*$ denotes the number of 1’s in $b$. It is not necessary for the node only requires the set of innovative packets at the receiving node. It however does not require the departure/arrival time of such packets. Such information, on the other hand, is required to calculate the metrics in MDF and MCMF policies.

E. On the Amount of Feedback and the Computational Complexity of the Proposed Scheduling Policies

It is worth noting that both MDF and MCMF require more feedback and more computations compared to RP and LRF. Part of the feedback in MDF and MCMF is required to transmit the link parameters, estimated at the receiver, to the transmitter. This however is not needed for RP and LRF policies. Moreover, in RP and LRF policies, the transmitting node only requires the set of innovative packets at the receiving node. It however does not require the departure/arrival time of such packets. Such information, on the other hand, is required to calculate the metrics in MDF and MCMF policies.

Unlike RP and LRF policies, MDF and MCMF policies need to estimate the link parameters (for erasure and delay). This increases the computational complexity and transmission overhead of the proposed policies\(^{\text{I}}\). The main part of the computational complexity of MDF and MCMF policies is however dedicated to the calculation of $x_n^{(i)}(\nu|\omega)$, for every $\omega, \nu \in [q]$. This complexity corresponds to the calculation of the double-summations in (4) and/or (5) over all the desirable delay sequences $z$ and/or $z_{T}$, and the binary sequences $b$ and/or $b_{T}$. Part of the computations of the argument of the double-summations can be carried out offline, and the results can be stored for online use. (This part is the calculation of the values of $p_{b,z}$ and $p_{b_{T},z_{T}}$.) The values of $I_{b,z|\ell}$ and $I_{b_{T},z_{T}|\ell}$ however need to be computed online, as they depend on the actual set of innovative received packets. To determine each value of $I_{b,z|\ell}$ or $I_{b_{T},z_{T}|\ell}$, one needs to find the rank of a matrix formed by the global encoding vectors of the packets under consideration. It should however be noted that such operations are performed in the field associated with the linear coding scheme, and are in general negligible in

\(^{\text{I}}\)Efficient techniques for link estimation can be found in \([11, 12]\), and are beyond the scope of this paper.
comparison with packet operations required for encoding, particularly for larger packet sizes (see, e.g., [3]). In addition, for coding schemes operating over finite fields of large size, the summations \( \sum_{1 \leq t \leq m} I_{b_i z_t} \) and \( \sum_{1 \leq t \leq m} I_{b_T z_T} \) in [3] and [6] can be simply approximated based on the number and the ordering of the on-time packets depending on the sequences \( b \) and \( z \), or \( b_T \) and \( z_T \), respectively.

Finally, as mentioned earlier, the computational complexity of MCMF is smaller than that of MDF. This arises from the following facts: (i) in MCMF, for every link \( i \) and every time instant \( n \), the metric \( y_{n}^{(i)}(\nu | \nu) \) (which is equal to \( x_{n}^{(i)}(\nu | \omega) \), for any \( \omega \neq \nu \), for every chunk \( \nu \), needs to be calculated. However, in MDF, the two metrics \( x_n^{(i)}(\nu | \nu) \) and \( x_n^{(i)}(\nu | \omega) \), for some \( \omega \neq \nu \) need to be calculated. This implies that the computational complexity of MDF is at least twice the computational complexity of MCMF; (ii) in MDF, in order to calculate the metric \( x_n^{(i)}(\nu | \nu) \), the sequences \( b \) and \( z \) are each of length \( m + 1 \). However, in MCMF, in order to calculate the metric \( y_n^{(i)}(\nu | \nu) \), the sequences \( b_T \) and \( z_T \) each of length \( m \), and hence the calculation of the double-summation in [6] requires less computations compared to that in [3]; and (iii) In MDF, having the metric \( x_n^{(i)}(\omega) \) for all chunks \( \omega \), the Euclidean distances \( d_n^{(i)}(\omega) \) need to be calculated, and then the chunk with minimum distance will be chosen. However, in MCMF, having the metrics \( y_n^{(i)}(\nu) \), for all chunks \( \nu \), the chunk with minimum metric will be chosen, and there is no need for further computation.

VI. SIMULATION RESULTS

We compare random, RP, LRF and MDF scheduling policies over line networks with one source node, one sink node and \( L - 1 \) internal nodes connected in tandem. The comparisons are in terms of the expected delivery time (i.e., the expected time it takes for all the chunks to be decodable). The variables involved in the comparisons are the size of the chunks, the length of the network and the parameters of the delay and the loss models. We present the simulation results in two parts: lossless links with (random) delays, and lossy links with unit delays. By combining these results, one can easily generalize the results to the case of the links with both loss and delay. In each part, we consider two cases: identical links and non-identical links.

A. Lossless Links with Delay

We consider line networks of lengths 2 and 8 (i.e., \( L \in \{ 2, 8 \} \)). The links are assumed to be lossless, and for every \( 1 \leq i \leq L \), the delay model of the \( i \)th link is specified as follows:

The (continuous delay) probability distribution \( f_{R(\nu)}(r) \), used in [11], is assumed to be log-normal with the location and scale parameters \((\mu, \sigma)\), i.e.,

\[
f_{R(\nu)}(r) = \frac{1}{r \sigma \sqrt{2\pi}} e^{- \frac{(ln r - \mu)^2}{2\sigma^2}},
\]

where \( \{(\mu_i, \sigma_i)\} \) are specified in Table I. The mean and the variance of a log-normal random variable with the location and scale parameters \((\mu, \sigma)\) are \( e^{\mu+\sigma^2/2} \) and \((e^{\sigma^2}-1)e^{2\mu+\sigma^2} \), respectively. In the case of identical links, we consider three delay models, labeled as delay models I, II and III; and in the case of non-identical links, we consider two delay models, labeled as delay models IV and V.

The message size is assumed to be 64. We consider two sizes of chunks: 8 and 32. For each set of chunk size, delay model and network length, 100 network realizations are simulated, and the chunked coding scheme (over the binary field) along with each scheduling policy is applied to each network realization for 100 trials. For the MDF and MCMF scheduling policies, the parameters \( m \) and \( \Delta \) are set to 4 and 4, respectively. It should be noted that the selected values of \( m \) and \( \Delta \) strike a good balance between the complexity of simulations and the accuracy of the results for the purpose of the comparisons in this paper. To determine the expected delivery time, for each case, the expectation is taken over the 100 network realizations and the 100 trials of the coding scheme.

Tables II and III list the expected delivery time for each scheduling policy in the case of identical and non-identical lossless links with delay, respectively. Each table quickly reveals that all the scheduling policies significantly outperform the random scheduling policy. The last two rows of each table present the relative performance of the proposed scheduling policies compared to the existing feedback-based scheduling policies. Parameters \( I_1 \) and \( I_2 \) are defined as \( I_1 = \frac{\min(\text{RP}, \text{LRF}) - \text{MDF}}{\min(\text{RP}, \text{LRF})} \) and \( I_2 = \frac{\min(\text{RP}, \text{LRF}) - \text{MCMF}}{\min(\text{RP}, \text{LRF})} \), respectively, where, e.g., \( \text{LRF} \) denotes the expected delivery time of the LRF scheduling policy.

As it can be seen in Table II both MDF and MCMF policies outperform RP and LRF policies. The largest improvement in this table is 46.07\% and corresponds to the MDF scheduling policy over a network of length 8 with delay model I where the chunk size is 8. The improvement of MDF/MCMF policies over RP/LRF policies is larger for delays with smaller mean

---

20It has been recently shown that, in a variety of real-world packet networks, the delay can be modeled by a heavy-tailed distribution (i.e., the right, or left, or both tails of the probability distribution function are not exponentially bounded), see, e.g., [13]. Examples of such distributions are log-normal, Pareto, and Lévy.
TABLE II
EXPECTED DELIVERY TIME FOR VARIOUS SCHEDULING POLICIES OVER IDENTICAL LOSSLESS LINKS WITH DELAY

| Delay Model | Network Length
|-------------|----------------|
|             | 2   | 8   | 2   | 8   | 2   | 8   |
| Chunk Size  | 8   | 32  | 8   | 32  | 8   | 32  |
| Random      | 156.45 | 89.46 | 331.78 | 150.56 | 162.80 | 91.66 | 345.86 | 158.49 | 167.66 | 94.14 | 351.62 | 168.38 |
| LF         | 102.12 | 81.82 | 170.25 | 135.08 | 106.01 | 85.19 | 193.51 | 139.30 | 111.64 | 88.59 | 199.53 | 153.91 |
| MDF      | 103.00 | 79.81 | 152.16 | 189.21 | 107.71 | 83.64 | 205.14 | 163.21 | 111.92 | 86.15 | 215.78 | 171.56 |
| MCMF    | 76.41 | 76.19 | 111.12 | 104.59 | 91.15 | 81.33 | 142.42 | 124.54 | 107.73 | 86.10 | 153.48 | 131.85 |
| $I_1$ (%) | 31.84 | 11.33 | 46.07 | 26.07 | 31.12 | 9.04 | 45.74 | 13.04 | 26.37 | 0.10 | 34.72 | 13.80 |
| $I_2$ (%) | 25.08 | 4.53 | 34.72 | 19.67 | 14.01 | 2.75 | 20.69 | 13.04 | 3.50 | 0.05 | 23.07 | 13.00 |

and variance. For example, considering the MDF scheduling policy, for the case of the chunk size 8 and the network length 8, it can be observed that $I_1 = 46.07\%$ for the delay model I. It is then reduced to $I_1 = 45.74\%$, for the delay model II (with larger mean and variance), and is further reduced to 34.72\% for the delay model III. Furthermore, the advantage of MDF/MCMF over RP/LRF becomes more for smaller chunks and larger networks. For example, in the case of MDF over the delay model I and the network length 8, for the (larger) chunk size 32, one can see that $I_1 = 26.07\%$, which is smaller than that for the (smaller) chunk size 8 (i.e., $I_1 = 45.74\%$); or in the case of MDF over the delay model I and the chunk size 8, for the (smaller) network length 2, it can be seen that $I_1 = 31.84\%$, which is smaller than that for the (larger) network length 8 (i.e., $I_1 = 46.07\%$). Similar trends can also be observed for the MCMF scheduling policy. Furthermore, comparing the advantages of MDF and MCMF over RP/LRF (by comparing the values of $I_1$ and $I_2$), it can be easily seen that MDF always outperforms MCMF (i.e., for each case, $I_1 \geq I_2$).

Similarly, in Table III for the case of non-identical links, one can observe similar trends as in the case of identical links, for a given delay model, i.e., the advantage of MDF/MCMF over RP/LRF is more pronounced for smaller chunks and larger networks.

Table on line networks demonstrate that the relative performance of these policies highly depends on the link model.

TABLE III
EXPECTED DELIVERY TIME FOR VARIOUS SCHEDULING POLICIES OVER NON-IDENTICAL LOSSLESS LINKS WITH DELAY

| Delay Model | Network Length
|-------------|----------------|
|             | 2   | 8   | 2   | 8   | 2   | 8   |
| Chunk Size  | 8   | 32  | 8   | 32  | 8   | 32  |
| Random      | 101.80 | 91.89 | 340.02 | 159.40 | 162.38 | 91.74 | 341.96 | 159.45 |
| LF         | 107.39 | 86.00 | 187.55 | 145.37 | 103.49 | 84.84 | 182.85 | 144.87 |
| MDF      | 107.12 | 83.69 | 205.01 | 141.70 | 106.21 | 85.96 | 194.70 | 140.89 |
| MCMF    | 76.23 | 76.04 | 111.29 | 100.84 | 74.25 | 74.81 | 118.78 | 119.58 |
| $I_1$ (%) | 28.05 | 4.61 | 34.78 | 16.17 | 25.64 | 7.60 | 38.94 | 16.85 |
| $I_2$ (%) | 19.02 | 3.48 | 20.60 | 8.34 | 8.59 | 5.27 | 24.82 | 15.11 |

Based on the results in Tables II and III, the relative performance of LRF and RP (or MDF and MCMF) compared to each other and compared to the random scheduling policy, are listed in Tables IV and V. For each scheduling policy, e.g., LRF, $I_R$ is defined as $I_R = \frac{R_{LRF} - R_{RP}}{R_{RP}}$, where $R$ denotes the expected delivery time of the random scheduling policy. For the pair of scheduling policies RP and LRF (or MDF and MCMF), the parameter $I_{LP}$ (or $I_P$) is defined as $I_E = \frac{LRF - RP}{LRF}$ (or $I_P = \frac{MCMF - MDF}{MCMF}$).

We first focus on the existing scheduling policies RP and LRF and their relative performance (the rows related to $I_R$ for RP and LRF, and $I_E$, in both Tables IV and V). In the case of identical links (Table IV), for RP or LRF, as the mean and the variance of the delay become larger (i.e., moving from delay model I, with the smallest mean and variance, towards the delay model III, with the largest mean and variance), the parameter $I_R$ decreases, i.e., RP or LRF is more advantageous over the random scheduling policy for networks with delays with smaller mean and variance. For example, focusing on the results for RP, in the case with the chunk size 8 and the network length 8, for the delay model I, $I_R = 48.69\%$, and for the delay models II and III, $I_R$ is reduced to 44.61\% and 43.25\%, respectively. It is also worth noting that, for a given delay model, as the size of the chunks is decreased or the length of the network is increased, the parameter $I_R$ increases. More interestingly, the results of the second last row of the table (I_E) demonstrates that the relative performance of RP and LRF compared to each other also depends on the delay model. In particular, as the mean and the variance of the delay are increased, or the size of the chunks is decreased, or the length of the network is increased, the relative performance of RP and LRF changes to the benefit of RP. In particular, for a given delay model and network length, RP outperforms LRF for a sufficiently small chunk size. For example, considering the case for the chunk size 8 and the network length 8, and focusing on the comparison between LRF and RP over identical links (in Table V), one can see that for the delay model I, RP is superior ($I_E = +6.54\%$). For the delay model II, the advantage of RP becomes more ($I_E = +6.91\%$), and for the delay model III with the largest mean and variance, RP is even more advantageous ($I_E = +7.53\%$). Similar trends
can also be observed for the larger chunk size 32. However, a closer look reveals that, for larger chunk sizes, the transition between the relative superiority of LRF over RP occurs at delays with larger mean and variance. For example, for the network length 8 and the delay model II, RP is superior to LRF for the chunk size 8 ($I_E = +6.92\%$), but for the larger chunk size 32, LRF is still superior ($I_E = -4.25\%$). For delays with smaller mean and variance, LRF is superior to RP, since, in this case, there is a higher chance for a smaller difference between the set of packets at the receiving node at the time of transmission and at the time of reception. Thus by giving the opportunity of transmission to a chunk with the smallest number of packets at the receiving node, there is a higher chance in balancing the number of packets for all the chunks. For delays with larger mean and variance, however, there is a higher chance for a bigger difference between the underlying sets, and hence, distributing the transmission opportunities over a larger set of chunks yields more balance.

In the case of non-identical links (Table V), for a given delay model, similar to the case of identical links, the performance improvement of RP and LRF over random scheduling improves as the chunk size is reduced or the network length is increased. Also, as it can be seen for sufficiently small chunks and sufficiently large networks, RP outperforms LRF (i.e., $I_E$ is positive). For larger chunks or smaller networks, $I_E$ becomes smaller and for sufficiently large chunks and sufficiently small networks, $I_E$ crosses zero and becomes negative (i.e., LRF outperforms RP).

Similarly, by comparing MDF and MCMF, for fixed parameters $m$ and $\Delta$, and their relative performance compared to the random scheduling (the rows representing $I_R$ for MDF and MCMF, and $I_P$, in both Tables IV and V), one can conclude that (i) for each scheduling policy, $I_R$ is decreased for delays with larger mean and variance, and for a given delay model, $I_R$ is increased for smaller chunks and larger networks; (ii) for (a given delay model with) delays with sufficiently small mean and variance, $I_P$ is increased (i.e., the performance gap between MDF and MCMF is increased) as the size of the chunks decreases or the length of the network increases. (Similarly, for sufficiently small chunks and sufficiently large networks, as the mean and the variance of the delay decrease, $I_P$ is decreased.) For example, for the delay model I, considering the chunk size 8, for (smaller) network of length 2, $I_P = 9.01\%$, and for (larger) network of length 8, $I_P$ is increased to 17.37%. Similarly, considering the network of length 2, for the smaller chunk size of 8, $I_P = 9.01\%$, and for the larger chunk size of 32, $I_P = 7.11\%$. Similar comparison results hold true for the delay model II. One should however note that for the delay model III, with the largest mean and variance, similar trends do not seem to hold true. For example, considering the chunk size 8, for the networks of length 2, $I_P = 23.69\%$, and it is reduced down to 15.12% for the (larger) network of length 8.

To justify the different trend for the delay model III, we note that the results of Tables IV and V are based on fixed parameters $m$ and $\Delta$, and as a consequence, for delays with larger mean and variance, the approximation error in the calculation of the metrics is increased. In other words, for sufficiently large $m$ and $\Delta$ (and fixed chunk size and fixed network length), the (monotonically improving) trend of the relative performance of MDF compared to MCMF indeed does not change as the mean and the variance of delays are increased. To verify this claim, we have performed another experiment described below.

Consider the transmission of a message of size 8 over a line network of length 2 with CC where the chunk size is 4 (two chunks). In this experiment, we only consider the delay models II and III. For both MDF and MCMF policies, the parameters $m$ and $\Delta$ vary between 2 and 5, i.e., $2 \leq m \leq 5$, and $2 \leq \Delta \leq 5$. For each delay model, 100 network realizations are simulated, and for each pair of choices of $m$ and $\Delta$, CC with MDF or MCMF scheduling policy is applied to each network realization for 100 trials. The expected delivery time, for each case, is the average of the delivery time over all the simulated realizations in a chunk.
realizations of the code and the network realization. These results are presented in Table VII. The corresponding relative performances, $I_R$ (for each policy) and $I_P$, are also listed in Table VII. The results in Table VII demonstrate that, for MDF or MCMF, the expected delivery time reaches a limit as $m$ and $\Delta$ grow large (i.e., the approximation error in the metrics can be made sufficiently small by choosing $m$ and $\Delta$ sufficiently large). In the case of delay model II, for MDF and MCMF, this limit is equal to $14.97$ and $15.33$, respectively; and in the case of delay model III, it is equal to $18.65$ and $19.12$, respectively. It can be seen that the limit of the expected delivery time itself does change with the delay model. For each scheduling policy, MDF or MCMF, with sufficiently large $m$ and $\Delta$, as can be seen in Table VII $I_R$ decreases (and it is not constant) as the mean and the variance of the delay increases. Furthermore, MDF becomes more advantageous compared to MCMF for delays with larger mean and variance (i.e., $I_P$ becomes larger as the mean and the variance of the delay are increased).

B. Lossy Links with Unit Delays

The scenarios considered in this part are very similar to those in Section VII-A except that the links are lossy and their loss model is specified in Table VIII and that the delay model of each link is the unit-delay model. (In particular, the loss model I considers a case with identical links with erasure probability $\frac{1}{2}$, and the two loss models II and III represent two cases with non-identical links.)

Table IX and X list the expected delivery time for each scheduling policy in the case of identical and non-identical lossy links with unit delay, respectively. Based on the results in these tables, the relative performance of LRF and RP (or MDF and MCMF) compared to each other and compared to the random scheduling policy, are also listed in Tables XI and XII.

Based on the results in the tables, we observe the followings:

(i) MDF and MCMF are always superior to RP and LRF ($I_1 = I_2 > 0$); (ii) The advantage of MDF/MCMF over RP/LRF is larger for smaller chunks and larger networks (i.e., $I_1 (= I_2)$ increases, as the size of the chunks is decreased, or as the length of the network is increased); (iii) The relative performance of RP vs. LRF depends on the chunk size and network length. For sufficiently small chunk sizes and sufficiently large networks, the relative performance of RP with respect to LRF improves (i.e., $I_E$ is increased) as the chunk size is reduced or as the network length is increased.

### Table VI

| Network Length | 2 | 4 |
|----------------|---|---|
| Chunk Size | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Delay Model | II | III | IV | V | VI | VII | VIII | IX | X |
| MDF | 14.97 | 15.33 | 15.65 | 15.97 | 17.58 | 19.09 | 20.60 | 22.11 | 23.62 |
| MCMF | 12.34 | 13.75 | 15.16 | 16.57 | 17.98 | 19.40 | 20.81 | 22.23 | 23.65 |

### Table VII

| Network Length | 2 | 4 |
|----------------|---|---|
| Chunk Size | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Delay Model | II | III | IV | V | VI | VII | VIII | IX | X |
| MDF | 14.97 | 15.33 | 15.65 | 15.97 | 17.58 | 19.09 | 20.60 | 22.11 | 23.62 |
| MCMF | 12.34 | 13.75 | 15.16 | 16.57 | 17.98 | 19.40 | 20.81 | 22.23 | 23.65 |

### Table VIII

| Network Length | 2 | 4 |
|----------------|---|---|
| Chunk Size | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Delay Model | II | III | IV | V | VI | VII | VIII | IX | X |
| MDF | 14.97 | 15.33 | 15.65 | 15.97 | 17.58 | 19.09 | 20.60 | 22.11 | 23.62 |
| MCMF | 12.34 | 13.75 | 15.16 | 16.57 | 17.98 | 19.40 | 20.81 | 22.23 | 23.65 |

### Table IX

| Loss Model | 1 | 2 |
|------------|---|---|
| Network Length | 2 | 4 |
| Chunk Size | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Delay Model | II | III | IV | V | VI | VII | VIII | IX | X |
| MDF | 14.97 | 15.33 | 15.65 | 15.97 | 17.58 | 19.09 | 20.60 | 22.11 | 23.62 |
| MCMF | 12.34 | 13.75 | 15.16 | 16.57 | 17.98 | 19.40 | 20.81 | 22.23 | 23.65 |

### Table X

| Loss Model | 1 | 2 |
|------------|---|---|
| Network Length | 2 | 4 |
| Chunk Size | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Delay Model | II | III | IV | V | VI | VII | VIII | IX | X |
| MDF | 14.97 | 15.33 | 15.65 | 15.97 | 17.58 | 19.09 | 20.60 | 22.11 | 23.62 |
| MCMF | 12.34 | 13.75 | 15.16 | 16.57 | 17.98 | 19.40 | 20.81 | 22.23 | 23.65 |

### Table XI

| Loss Model | 1 | 2 |
|------------|---|---|
| Network Length | 2 | 4 |
| Chunk Size | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Delay Model | II | III | IV | V | VI | VII | VIII | IX | X |
| MDF | 14.97 | 15.33 | 15.65 | 15.97 | 17.58 | 19.09 | 20.60 | 22.11 | 23.62 |
| MCMF | 12.34 | 13.75 | 15.16 | 16.57 | 17.98 | 19.40 | 20.81 | 22.23 | 23.65 |

### Table XII

| Loss Model | 1 | 2 |
|------------|---|---|
| Network Length | 2 | 4 |
| Chunk Size | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Delay Model | II | III | IV | V | VI | VII | VIII | IX | X |
| MDF | 14.97 | 15.33 | 15.65 | 15.97 | 17.58 | 19.09 | 20.60 | 22.11 | 23.62 |
| MCMF | 12.34 | 13.75 | 15.16 | 16.57 | 17.98 | 19.40 | 20.81 | 22.23 | 23.65 |
This trend however reverses for sufficiently large chunks or sufficiently small networks; (iv) In all lossy scenarios with unit delay, MDF and MCMF perform the same \((I_P = 0)\). This is expected based on Lemma 1.

C. On the (Near) Optimality of the MDF Scheduling Policy over Line Networks

To verify the fact that the MDF scheduling policy is (near) optimal in the sense of minimizing the expected delivery time over line networks, we have performed the following experiment.

Consider a simple line network of length 1 (one transmitting node and one receiving node). The link is assumed to be lossless, and two cases with two different delay models I and II are considered. The message size is 8, and we consider chunks of size 4 (i.e., the case of CC with two chunks). The parameters \(m\) and \(\Delta\) vary between 2 and 4, i.e., \(2 \leq m \leq 4\), and \(2 \leq \Delta \leq 4\). For each delay model, 100 network realizations are simulated, and for each choice of parameters \(m\) and \(\Delta\), CC with the MDF scheduling policy is applied to each network realization. For each case (i.e., a given network realization), we consider all the possible choices of chunks (to be selected) at each transmission time, and set the maximum transmission time equal to \(N_{\text{max}}\), for some \(N_{\text{max}} \in \{16,32\}\) (i.e., we consider all the possible sequences of the chunk indices till the time \(N_{\text{max}}\)). We further focus on those sequences for which the (decoding) success occurs (i.e., for each chunk, among all the packets transmitted till the time \(N_{\text{max}}\) by the transmitting node, 4 innovative packets pertaining to that chunk are received at the receiving node). For each such successful sequence, we record the choice (index) of the chunk selected (to be transmitted) at the time \(N_0\), for some \(N_0 \in \{4,8\}\) (we only pick two values of \(N_0\) as considering all the possible values between 1 and \(N_{\text{max}}\) is too complex). For each chunk \(\omega \in \{1,2\}\), we calculate the average of delivery times over all those (successful) sequences in which the chunk \(\omega\) is selected at the time \(N_0\), and denote it by \(E(\omega)\). We also calculate (approximate) the two distances \(d_{1}(\omega)\) and \(d_{2}(\omega)\) between the two metrics vectors \(x_{N_0}(1)\) and \(x_{N_0}(2)\) (defined in Section VB), and the target vector \([4,4]\), respectively. Let \(\omega_{E} = \arg \min_{\omega} E(\omega)\), and \(\omega_{d} = \arg \min_{\omega} d(\omega)\). Let us define an indicator variable \(I\) such that \(I = 1\), if \(\omega_{E} = \omega_{d}\); and \(I = 0\), otherwise. Note that \(\omega_{d}\) is the chunk which will be selected based on the MDF scheduling policy at the transmission time \(N_0\), and \(\omega_{E}\) is the chunk whose selection at the transmission time minimizes the expected delivery time. Therefore, if \(I = 1\), then both events coincide, and in other words, the MDF policy minimizes the expected delivery time.

Table X lists the average of the indicator variables \(I\) (in percentage) for all the 100 network realizations, for each delay model and each pair of parameters \(m\) and \(\Delta\). The closer is the expected value of \(I\) to 100\%, the closer the MDF policy would be to minimizing the expected delivery time. As can be seen in the table, for each delay model, for sufficiently large values of \(m\) and \(\Delta\) (and for sufficiently large choice of \(N_{\text{max}}\)), \(I\) is equal to 100\%. This is particularly the case for sufficiently large \(N_{\text{max}}\), and for sufficiently small \(N_0\) in comparison with \(N_{\text{max}}\). This would indicate that the MDF policy with sufficiently large \(m\) and \(\Delta\) (depending on the delay model parameters, the chunk size and the network length) achieves the minimum expected delivery time in each case.

VII. Conclusion

We proposed two feedback-based policies, called minimum-distance-first (MDF) and minimum current metric first (MCMF), for scheduling the chunks in chunked codes over networks with delay and loss, where MCMF is a low-complexity version of MDF with a rather small loss in the performance. In contrast with the existing scheduling policies, random push (RP) and local-rarest-first (LRF), that prioritize the chunks based on the number of innovative received packets over the links (by using the feedback information) up to the

---

**TABLE X**

| Loss Model | Network Length | II  | 8  | 2  | 8  |
|------------|----------------|-----|----|----|----|
| Chunk Size |                | 8   | 32 | 8  | 32 |
| Random     | 269.87         | 159.19 | 478.79 | 225.47 | 280.45 | 157.52 | 394.84 | 224.17 |
| RP         | 169.15         | 144.21 | 239.13 | 195.80 | 161.30 | 141.35 | 227.17 | 190.32 |
| LRF        | 171.92         | 142.74 | 248.04 | 193.79 | 163.56 | 140.72 | 233.04 | 191.44 |
| MDF        | 141.91         | 141.91 | 158.85 | 136.85 | 141.40 | 131.40 | 157.20 | 157.20 |
| MCMF       | 131.91         | 131.91 | 158.85 | 158.85 | 131.40 | 131.40 | 157.26 | 157.26 |

| \(I_1\) (%) | \(I_2\) (%) |
|-------------|-------------|
| 22.29       | 7.58        |
| 33.57       | 18.02       |
| 18.63       | 6.62        |
| 30.95       | 17.37       |

**TABLE XII**

| Loss Model | Network Length | II  | 8  | 2  | 8  |
|------------|----------------|-----|----|----|----|
| Chunk Size |                | 8   | 32 | 8  | 32 |
| Random     | 37.09          | 9.37 | 60.05 | 13.15 | 42.34 | 10.26 | 53.97 | 15.10 |
| RP         | 36.29          | 10.54 | 48.19 | 14.10 | 41.68 | 10.60 | 53.10 | 14.60 |
| LRF        | 31.12          | 11.14 | 60.82 | 29.54 | 36.13 | 16.95 | 58.22 | 29.94 |
| MDF        | 31.12          | 11.14 | 60.82 | 29.54 | 35.13 | 16.95 | 58.22 | 29.94 |
| MCMF       | 31.12          | 11.14 | 60.82 | 29.54 | 35.13 | 16.95 | 58.22 | 29.94 |
| \(I_R\) (%) | \(I_P\) (%)   |
|-------------|---------------|
| 0.00        | 0.00          |
| 0.00        | 0.00          |
| 0.00        | 0.00          |
| 0.00        | 0.00          |
time of the new transmission, MDF and MCMF incorporate the loss and delay models in the scheduling process, and operate based on the expected number of innovative successful packet transmissions at each node of the network prior to the next and current transmission time, respectively. To study the performance of the proposed scheduling policies in comparison with the existing ones, we used the log-normal and the unit delay models as well as the lossless and the Bernoulli loss model, over line networks. Our simulations showed that MDF and MCMF significantly outperform (by up to about 46% and 34.72%, respectively, for the tested cases) the existing policies of RP and LRF in terms of the expected time required for all the chunks to be decodable. The performance improvements are specially larger for smaller chunks and larger networks. Such scenarios are of particular practical interest as smaller chunks translate to lower coding costs, and larger networks are just a fact of life with the continuous increase in the number of communication devices. The improvements come at the cost of more computations, and a slight increase in the amount of feedback. Our results also indicate that the relative performance of RP vs. LRF changes depending on the delay and loss models, the length of network and the size of chunks.

The performance comparison of the proposed and the existing scheduling policies over more general network topologies is also an interesting problem that requires more investigation. While such an investigation was not performed in this work, we expect that the proposed policies still outperform RP and LRF policies over more general network topologies. This would be particularly the case, if the network topology allows for the inclusion of the transmission times of the delayed packets of all the adjacent transmitter neighbors of a receiving node in the decision making process at each such transmitting neighbor.
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TABLE XIII
ON THE OPTIMALITY OF THE MDF SCHEDULING POLICY

| Network Length | Chunk Size | 1 | 4 |
|----------------|------------|---|---|
| Chunk Size     | 16         | 4 | 4 |
| \( \Delta m \) |            |   |   |
| 2              | 0.955      | 0.95 | 0.95 |
| 3              | 1.000      | 1.00 | 1.00 |
| 4              | 1.000      | 1.00 | 1.00 |

\( \Delta m \) is the percentage change in the performance of the proposed scheduling policies in comparison with the existing policies of RP and LRF. The improvements come at the cost of more computations, and a slight increase in the amount of feedback. Our results also indicate that the relative performance of RP vs. LRF changes depending on the delay and loss models, the length of network and the size of chunks.