A BIJECTIVE PROOF OF THE CAUCHY IDENTITY FOR GROTHENDIECK POLYNOMIALS

NUMATA, YASUHIDE

Abstract. We consider pairs of a set-valued column-strict tableau and a reverse plane partition of the same shape. We introduce algorithms for them, which implies a bijective proof for the finite sum Cauchy identity for Grothendieck polynomials and dual Grothendieck polynomials.

1. Introduction

In this paper, we consider the stable Grothendieck polynomials $G_\lambda$ and the dual Grothendieck polynomials $g_\lambda$. They are $K$-theoretic analogues of Schur functions $s_\lambda$. Grothendieck polynomials introduced in Lascoux–Schützenberger [8] are the representatives of $K$-theory classes of structure sheaves of Schubert varieties. Fomin and Kirillov introduced the stable Grothendieck polynomial in their combinatorial study of the Grothendieck polynomials [4]. The stable Grothendieck polynomial is a limit of the Grothendieck polynomial. Buch [3] showed stable Grothendieck polynomials can be written as weighted generating functions of a kind of tableaux. The dual Grothendieck polynomials is a dual basis of the stable Grothendieck polynomial, and can be written as weighted generating functions of another kind of tableaux. See also [1], [2] and [6]. Schur functions $s_\lambda$ satisfy the Cauchy identity

$$\sum_\lambda s_\lambda(x) \cdot s_\lambda(y) = \prod_{i,j} \frac{1}{1-x_i y_j}.$$  

In [6], Lam and Pylyavskyy showed an analogue of the classical Cauchy identity for products of the stable Grothendieck polynomial and the dual Grothendieck polynomial. In [7], Lascoux and Naruse generalized the identity as the finite sum Cauchy identity

$$\sum_\lambda G_\lambda(x_1, \ldots, x_n) \cdot g_\lambda(y_1, \ldots, y_n) = \sum_\lambda s_\lambda(x_1, \ldots, x_n) \cdot s_\lambda(y_1, \ldots, y_n) = \prod_{i=1}^n \prod_{j=1}^n \frac{1}{1-x_i y_j}.$$  
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where the sum is over all \( \lambda \) containing by the rectangle shape \((w^n)\). Since the polynomials \( s_\lambda, G_\lambda \) and \( g_\lambda \) are weighted generating functions of tableaux, the finite sum Cauchy identity means the existence of a weight-preserving bijection between some kinds of tableaux. The main purpose of this paper is to give a bijective proof of the finite sum Cauchy identity for stable Grothendieck polynomials and dual Grothendieck polynomials.

This paper is organized as follows: In Section 2 we define some notion for tableaux and define the weighted generating functions them. We introduce some algorithms to define bijections in Section 3. We use the bumping and the sliding to define our algorithm. In Section 4, we give the main theorem which implies the Cauchy identity. We show the main theorem in Section 5. In Section 6, we consider the case of Young diagram with one column.

2. Three kinds of tableaux

Here we define some notation for Young diagrams and tableaux. Let \( \mathbb{Y} \) be the set of Young diagrams. We write \((\lambda_1, \lambda_2, \ldots)\) to denote the Young diagram consisting of \( \lambda_i \) boxes in the \( i \)-th row. We use so-called English notation. For \( \lambda \in \mathbb{Y} \), we call a box \((i, j)\) a corner if \((i + 1, j) \notin \lambda \) and \((i, j + 1) \notin \lambda \). We call \((i, j) \notin \lambda \) a cocorner if \((i - 1, j) \in \lambda \) and \((i, j - 1) \in \lambda \). For \( \lambda', \lambda \in \mathbb{Y} \) satisfying \( \lambda' \subset \lambda \), we define the skew Young diagram \( \lambda/\lambda' \) to be the subset \( \lambda \setminus \lambda' \) of boxes.

For \( \lambda \in \mathbb{Y} \), \( |\lambda| \) denotes the number of the boxes in \( \lambda \). We call \( T \) an integer-valued column-strict tableau of shape \( \lambda \) if

1. \( T_{i,j} \) is a positive integers;
2. if \((i, j), (i', j') \in \lambda \) satisfy \( i < i' \), then \( T_{i,j} < T_{i',j'} \); and
3. if \((i, j), (i, j') \in \lambda \) satisfy \( j < j' \), then \( T_{i,j} \leq T_{i,j'} \).

We sometimes call integers in a tableau alphabets, to distinguish between them and the other integers, e.g., coordinates of boxes. For a skew Young diagram \( \lambda/\lambda' \), we define an integer-valued column-strict skew tableau of shape \( \lambda/\lambda' \) in the same manner. We define \( S_\lambda \) to be the set of integer-valued column-strict tableaux of shape \( \lambda \). For \( T \in S_\lambda \), define \( \mu(T) \) to be the sequence \((\mu_1, \mu_2, \ldots)\) such that \( \mu_k = |\{ (i, j) \in \lambda | T_{i,j} = k \}| \). In other words, \( \mu_k \) is the multiplicity of the alphabet \( k \) in the tableau \( T \). For a Young diagram \( \lambda \in \mathbb{Y} \), and formal variables \( x = (x_1, x_2, \ldots) \), we define the weighted generating function \( s_\lambda(x) \) by

\[
 s_\lambda(x) = \sum_{T \in S_\lambda} x^{\mu(T)},
\]

where \( x^\alpha \) stands for the monomial \( x_1^{\alpha_1} x_2^{\alpha_2} \cdots \). The generating functions \( s_\lambda(x) \) are called Schur functions. For the Young diagram \((l)\) consisting of one row with \( l \) boxes, \( s_{(l)}(x) \) equals the \( l \)-th homogeneous complete symmetric polynomial \( h_l(x) \). For the Young diagram \((1^l)\) consisting of
one column with $l$ boxes, $s_{(1^l)}(x)$ equals the $l$-th elementary symmetric polynomial $e_l(x)$.

For $\lambda \in \mathbb{Y}$, we call $P$ a set-valued column-strict tableau of shape $\lambda$ if

1. $P_{i,j}$ is a nonempty finite subset of positive integers;
2. if $(i, j), (i', j) \in \lambda$ satisfy $i < i'$, then $\max(P_{i,j}) < \min(P_{i',j})$; and
3. if $(i, j), (i, j') \in \lambda$ satisfy $j < j'$, then $\max(P_{i,j}) \leq \min(P_{i,j'})$.

We define $P_\lambda$ to be the set of set-valued column-strict tableaux of shape $\lambda$. For $P \in P_\lambda$, we define $\varepsilon(P)$ by

$$\varepsilon(P) = \sum_{(i, j) \in \lambda} (|P_{i,j}| - 1).$$

A set-valued column-strict tableau $P \in P_\lambda$ satisfies $\varepsilon(P) = 0$ if and only if $|P_{i,j}| = 1$ for all $(i, j) \in \lambda$. We can identify $P \in P_\lambda$ satisfying $\varepsilon(P) = 0$ with an integer-valued column-strict tableau. For $\lambda \in \mathbb{Y}$, we define $\tilde{S}_\lambda$ and $P^+_\lambda$ by

$$\tilde{S}_\lambda = \{ P \in P_\lambda \mid \varepsilon(P) = 0 \},$$
$$P^+_\lambda = \{ P \in P_\lambda \mid \varepsilon(P) > 0 \} = P_\lambda \setminus \tilde{S}_\lambda.$$

We define $\mu(P)$ to be the sequence of integers $(\mu_1, \mu_2, \ldots)$ such that $\mu_k = |\{(i, j) \in \lambda \mid k \in P_{i,j}\}|$. It is easy to show that

$$|\lambda| = -\varepsilon(P) + \sum_i \mu_i.$$

For a Young diagram $\lambda \in \mathbb{Y}$ and formal variables $\beta$ and $x = (x_1, x_2, \ldots)$, we define a weighted generating function $G_\lambda(\beta, x)$ by

$$G_\lambda(\beta, x) = \sum_{P \in P_\lambda} (-\beta)^{\varepsilon(P)} x^{\mu(P)}.$$

We call $G_\lambda(x) = G_\lambda(1, x)$ a (stable Grassmannian) Grothendieck polynomial. It is easy to show that $G_\lambda(0, x) = s_\lambda(x)$.

For $\lambda \in \mathbb{Y}$, we call $Q$ a reverse plane partition of $\lambda$ if

1. $Q_{i,j}$ is a positive integer;
2. if $(i, j), (i', j) \in \lambda$ satisfy $i < i'$, then $Q_{i,j} \leq Q_{i',j}$; and
3. if $(i, j), (i, j') \in \lambda$ satisfy $j < j'$, then $Q_{i,j} \leq Q_{i,j'}$.

We define $Q_\lambda$ to be the set of reverse plane partitions of $\lambda$. For $Q \in Q_\lambda$, we define $\delta(Q)$ by

$$\delta(Q) = |\{(i, j) \in \lambda \mid Q_{i,j} = Q_{i+1,j}\}|.$$
For $Q \in \mathcal{Q}_\lambda$, it follows from definition that $Q \in S_\lambda$ if and only if $\delta(Q) = 0$. For $\lambda \in \mathcal{Y}$, we define $\mathcal{Q}_\lambda^+$ by

$$\mathcal{Q}_\lambda^+ = \{ Q \in \mathcal{Q}_\lambda \mid \delta(Q) > 0 \} = \mathcal{Q}_\lambda \setminus S_\lambda.$$ 

We also define $\nu(Q)$ to be the sequence $(\nu_1, \nu_2, \ldots)$ such that

$$\nu_k = \left| \{ j \mid \text{There exists } (i, j) \in \lambda \text{ such that } Q_{i,j} = k \} \right|.$$ 

It is easy to show that

$$|\lambda| = \delta(Q) + \sum_{i} \nu_i.$$

For a Young diagram $\lambda \in \mathcal{Y}$ and formal variables $\beta$ and $y = (y_1, y_2, \ldots)$, we define a weighted generating function $g_\lambda(\beta, y)$ by

$$g_\lambda(\beta, y) = \sum_{Q \in \mathcal{Q}_\lambda} \beta^{\delta(Q)} y^{\nu(Q)}.$$ 

We call $g_\lambda(y) = g_\lambda(1, y)$ a dual Grothendieck polynomial. It is easy to show that $g_\lambda(0, y) = s_\lambda(y)$. 

3. **Our algorithm**

3.1. **The row insertions and the jeu de taquin.** Here we recall some well-know algorithms for integer-valued column-strict tableaux.

**Algorithm 3.1** (Row bumping). Let $T_{i,1}, \ldots, T_{i,\lambda_i}$ be the $i$-th row of an integer-valued column-strict tableau $T \in S_\lambda$, and $x$ an alphabet. We define $T'$ and $y$ in the following manner:

1. Find $j$ satisfying the following:
   (a) if $j' < j$ and $x' = T_{i,j'}$, then $x' \leq x$; and
   (b) if $j \leq j''$ and $x'' = T_{i,j''}$, then $x < x''$.
2. If $T$ has a box at $(i, j)$, then define $y$ to be $T_{i,j}$ and define $T'$ to be the tableau obtained from $T$ by putting the alphabet $x$ at the box $(i, j)$.
3. If $T$ has no box at $(i, j)$, then define $y$ to be null and define $T'$ to be the tableau obtained from $T$ by adding the new box $(i, j)$ with the alphabet $x$.

If we repeat inserting the integer bumped out from the $i$-th row into the $(i+1)$-th row by the row bumping until the null is bumped out, then we obtain an integer-valued column-strict tableau. We call the whole process the **row-insertion**. The row-insertion stops when an integer is inserted into a corner as a new box. We call the set of boxes where an integer is inserted in the process of the row-insertion the **bumping route**. If an integer is inserted into the box $(1, j_1)$ by the first bumping of the row-insertion, then the bumping route is a subset of $\{ (i, j) \mid j \leq j_1 \}$. 
Algorithm 3.2 (Reverse row bumping). Let $T_{i_1}, \ldots, T_{i_\lambda}$ be the $i$-th row of an integer-valued column-strict tableau $T \in S_\lambda$, and $y$ an alphabet. We define $T'$ and $x$ in the following manner:

1. Find $j$ satisfying the following:
   (a) if $j' \leq j$ and $y' = T_{i,j'}$, then $y' < y$; and
   (b) if $j < j''$ and $y'' = T_{i,j''}$, then $y \leq y''$.

2. Define $x$ to be $T_{i,j}$ and define $T'$ to be the tableau obtained from $T$ by putting the alphabet $y$ at the box $(i, j)$.

Let $T$ be an integer-valued column-strict tableau of shape $\lambda$, $(i_1, j_1)$ a corner of $\lambda$. If we remove a corner $(i_1, j_1)$ from $T$ and insert $T_{i_1,j_1}$ into the $(i_1 - 1)$-th row of $T$ by the reverse row-bumping, then we obtain an integer-valued column-strict tableau and an integer bumped out from the $(i_1 - 1)$-th row. If we repeat inserting the integer bumped out from the $(i_1 + 1)$-th row into the $i$-th row by the reverse row bumping, then we obtain an integer-valued column-strict tableau and an integer bumped out. We call the whole process the reverse row-insertion. The reverse row-insertion is the inverse of the row-insertion. We call the set of boxes where an integer is bumped out in the process of the reverse row-insertion the reverse-bumping route.

Next we recall another kind of algorithms.

Algorithm 3.3 (Sliding). Let $T^{(0)}$ be an integer-valued column-strict tableau with a null box $(i_0, j_0)$. We define $T$ in the following manner:

1. If $T^{(0)}_{i_0+1,j_0} > T^{(0)}_{i_0,j_0+1}$ or $T^{(0)}$ has no box at $(i_0 + 1, j_0)$, then let $T$ be the tableau obtained from $T^{(0)}$ by swapping the entries of boxes $(i_0, j_0)$ and $(i_0, j_0 + 1)$.
2. If $T^{(0)}_{i_0+1,j_0} \leq T^{(0)}_{i_0,j_0+1}$ or $T^{(0)}$ has no box at $(i_0, j_0 + 1)$, then let $T$ be the tableau obtained from $T^{(0)}$ by swapping the entries of boxes $(i_0, j_0)$ and $(i_0 + 1, j_0)$.

Let $T$ be an integer-valued column-strict skew tableau of shape $\lambda/(1)$. We regard the box $(1, 1)$ as a null box. Repeat the sliding until the null box reaches a corner of $\lambda$, and then remove the null box. Then we obtain an integer-valued column-strict tableau. We call the whole process the jeu de taquin. We call the boxes where the null box passed in the process of the jeu de taquin the sliding route.

Algorithm 3.4 (Reverse sliding). Let $T^{(1)}$ be an integer-valued column-strict tableau with a null box $(i_1, j_1)$. We define $T$ in the following manner:

1. If $i_1 = 1$ or $T^{(1)}_{i_1-1,j_1} < T^{(1)}_{i_1,j_1-1}$, then let $T$ be the tableau obtained from $T^{(1)}$ by swapping the entries of boxes $(i_1, j_1)$ and $(i_1, j_1-1)$.
2. If $j_1 = 1$ or $T^{(1)}_{i_1-1,j_1} \geq T^{(1)}_{i_1,j_1-1}$, then let $T$ be the tableau obtained from $T^{(1)}$ by swapping the entries of boxes $(i_1, j_1)$ and $(i_1 - 1, j_1)$. 
Let $T$ be an integer-valued column-strict tableau of shape $\lambda$, and $(i, \lambda_i + 1)$ a cocorner of $\lambda$. Append a null box to the cocorner $(i, \lambda_i + 1)$ of $T$. Repeat the reverse sliding until the null box reaches $(1,1)$. Then we obtain an integer-valued column-strict skew tableau of shape $(\lambda_1, \ldots, \lambda_{i-1}, \lambda_i + 1, \lambda_{i+1}, \ldots)/(1,1)$. We call the whole process the reverse jeu de taquin. The reverse jeu de taquin is the inverse of the jeu de taquin. We call the boxes where the null box passed in the process of the reverse jeu de taquin the reverse-sliding route.

3.2. Operation for tableaux. If $P \in \mathcal{P}_x^{+}$, then $P$ has a box containing more than one alphabets. We define notation for the end of such boxes.

**Definition 3.5.** For $P \in \mathcal{P}_x^{+}$ define $r_1(P)$ and $r'_1(P)$ by

$$r_1(P) = \max \{ i \mid |P_{i,j}| > 1 \text{ for some } j \},$$
$$r'_1(P) = \max \{ j \mid |P_{r_1(P),j}| > 0 \}.$$  

For $P \in \bar{\mathcal{S}}_\lambda$, we define $r_1(P) = 0$.

We can regard $P \in \mathcal{P}_x^{+}$ as an integer-valued column-strict (skew) tableau, if we consider only the set

$$\{ (i, j) \in \lambda \mid i > r_1(P) \}$$

of boxes. Hence we define $r_2(P)$, $r'_2(P)$ and $R(P)$ by the row bumping algorithm for integer-valued column-strict tableaux.

**Algorithm 3.6.** For $P \in \mathcal{P}_x^{+}$, we define the cocorner $(r_2(P), r'_2(P))$ of $\lambda$ and the set-valued column-strict tableau $R(P)$ in the following manner:

1. Let $x = \max(P_{r_1(P), r'_1(P)})$.
2. Remove the alphabet $x$ from the box $(r_1(P), r'_1(P))$ of $P$.
3. Insert the alphabet $x$ into the tableau by the row insertion from the $(r_1(P) + 1)$-th row. As the result of insertion, we obtain a new tableau $P^{(1)}$ of shape $\lambda^{(1)}$.
4. Define $R(P) \in \mathcal{P}_{\lambda^{(1)}}$ to be $P^{(1)}$.
5. Define $(r_2(P), r'_2(P))$ to be the new box, i.e., the box in $\lambda^{(1)}$ but not in $\lambda$. 
Example 3.7. Define set-valued column-strict tableaux $P$ and $P'$ by

$$
P = \begin{array}{cccccc}
1 & 12 & 2 & 34 & 4 & 6 \\
23 & 3 & 34 & 5 & 6 & 8 \\
3 & 4 & 5 & 6 & 7 \\
4 & 6 & 7 & 8 \\
6 \\
\end{array}
$$

In this case, $(r_1(P), r'_1(P)) = (2, 3)$ and $(r_1(P'), r'_1(P')) = (2, 5)$. To calculate $R(P)$ (resp. $R(P')$) we insert the alphabet $4 = \max \{3, 4\}$ (resp. $7 = \max \{6, 7\}$) from the third row of $P$ by the row-bumping. Hence we obtain

$$
R(P) = \begin{array}{cccccc}
1 & 12 & 2 & 34 & 4 & 6 \\
23 & 3 & 3 & 5 & 6 & 8 \\
3 & 4 & 4 & 6 & 7 \\
4 & 5 & 7 & 8 \\
6 & \text{empty} \\
\end{array}
$$

Therefore $(r_2(P), r'_2(P)) = (5, 2)$ and $(r_2(P'), r'_2(P')) = (4, 5)$.

A reverse plane partition $Q \in Q^+_\lambda$ contains a box $(i, j)$ such that $Q_{i,j} = Q_{i+1,j}$. We define notation for the end of such boxes.
Definition 3.8. For $Q \in \mathcal{Q}_\lambda^+$, we define $f_1(Q)$ and $f'_1(Q)$ by
\[
 f_1(Q) = \max \{ i \mid Q_{i,j} = Q_{i+1,j} \text{ for some } j \}, \\
 f'_1(Q) = \max \{ j \mid Q_{f_1(Q),j} = Q_{f_1(Q)+1,j} \}.
\]
For $Q \in \mathcal{S}_\lambda$, we define $f_1(Q) = 0$.

We can regard $Q \in \mathcal{Q}_\lambda^+$ as an integer-valued column-strict tableau if we consider only the set
\[
 \{(i, j) \in \lambda \mid i \geq f_1(Q) \text{ and } j \geq f'_1(Q)\} \setminus \{(f_1(Q), f'_1(Q))\}
\]
of boxes. Hence we define $f_2(Q)$, $f'_2(Q)$ and $F(Q)$ by the jeu de taquin for integer-valued column-strict tableaux.

Algorithm 3.9. For $Q \in \mathcal{Q}_\lambda^+$, we define the corner $(f_2(Q), f'_2(Q))$ of $\lambda$ and the reverse plane partition $F(Q)$ in the following manner:

1. Let the box $(f_1(Q), f'_1(Q))$ in $Q$ be null.
2. Slide the null box to outside by the jeu de taquin.
3. As the result of sliding, we obtain a new tableau $Q^{(1)}$ of shape $\lambda^{(1)}$.
4. Define $F(Q) \in \mathcal{Q}_{\lambda^{(1)}}$ to be $Q^{(1)}$.
5. Define $(f_2(P), f'_2(P))$ to be the removed box $\lambda/\lambda^{(1)}$.

Example 3.10. Define reverse plane partition $Q$ by
\[
 F(Q) = \begin{array}{cccccc}
 1 & 1 & 2 & 4 & 5 & 5 \\
 1 & 2 & 3 & 4 & 4 & 6 \\
 2 & 2 & 6 & 6 & 7 \\
 3 & 4 & 7 & 9 \\
 5 \\
\end{array}
\]

In this case, $(f_1(Q), f'_1(Q)) = (2, 2)$. To calculate $F(Q)$, we put a null box at $(2, 2)$. Then we obtain the following by the jeu de taquin:
\[
 F(Q) = \begin{array}{cccccc}
 1 & 1 & 2 & 4 & 5 & 5 \\
 1 & 2 & 3 & 4 & 4 & 6 \\
 2 & 4 & 6 & 6 & 7 \\
 3 & 7 & 9 \\
 5 \\
\end{array}
\]
Therefore $(f_2(Q), f'_2(Q)) = (4, 4)$.
3.3. Operation for pairs of tableaux. For $\lambda \in \mathbb{Y}$, we define $\mathcal{R}_\lambda$, $\mathcal{R}_\lambda^0$, and $\mathcal{R}_\lambda^+$ by
\[
\mathcal{R}_\lambda = \mathcal{P}_\lambda \times \mathcal{Q}_\lambda,
\mathcal{R}_\lambda^0 = \mathcal{S}_\lambda \times \mathcal{S}_\lambda
\]
\[
\mathcal{R}_\lambda^+ = \mathcal{R}_\lambda \setminus \mathcal{R}_\lambda^0
\]
\[
= \{ (P, Q) \in \mathcal{R}_\lambda \mid \varepsilon(P) = \delta(Q) = 0 \},
\]
\[
= \{ (P, Q) \in \mathcal{R}_\lambda \mid \varepsilon(P) + \delta(Q) > 0 \}.
\]
We decompose $\mathcal{R}_\lambda^+$ into the two subsets $\hat{\mathcal{R}}_\lambda$ and $\check{\mathcal{R}}_\lambda$.

**Definition 3.11.** Define $\hat{\mathcal{R}}_\lambda$ to be the set of pairs $(P, Q)$ of tableaux in $\mathcal{R}_\lambda^+$ satisfying
\begin{enumerate}
  
  \item $r_1(P) > f_1(Q)$; or
  \item $r_1(P) = f_1(Q)$ and $r_2(P) \leq f_2(Q)$.
\end{enumerate}

We also define $\check{\mathcal{R}}_\lambda$ to be the set of pairs $(P, Q)$ of tableaux in $\mathcal{R}_\lambda^+$ satisfying
\begin{enumerate}
  \item $r_1(P) < f_1(Q)$; or
  \item $r_1(P) = f_1(Q)$ and $r_2(P) > f_2(Q)$.
\end{enumerate}

It is easy to show that $\mathcal{R}_\lambda^+ = \hat{\mathcal{R}}_\lambda \sqcup \check{\mathcal{R}}_\lambda$. First we define a map $\hat{\varphi}$ from $\mathcal{R}_\lambda$ to $\mathbb{Z}^+$.

**Algorithm 3.12.** For a $(P, Q) \in \mathcal{R}_\lambda$, we define $\hat{\varphi}(P, Q) \in \mathbb{Q}^+$ in the following manner:
\begin{enumerate}
  \item Let $Q^{(1)}$ be $Q$.
  \item Let $Q^{(2)}$ be the tableau obtained from $Q$ by adding a null box at the cocorner $(r_2(P), r'_2(P))$.
  \item Slide the null box $(r_2(P), r'_2(P))$ of $Q^{(2)}$ into the inside of $Q^{(2)}$ by the reverse jeu de taquin until the null box moves to $r_1(P)$-th row. Let $Q^{(3)}$ be the resulting tableau.
  \item Define $(r_3(P, Q), r'_3(P, Q))$ to be the null box of $Q^{(3)}$.
  \item Define $\check{\varphi}(P, Q)$ to be the tableau obtained from $Q^{(3)}$ by putting the alphabet $Q^{(3)}_{r_3(P, Q), r'_3(P, Q)}$ into the null box $(r_3(P, Q), r'_3(P, Q))$ of $Q^{(3)}$.
\end{enumerate}

**Remark 3.13.** In the case where $r_1(P) > f_1(Q)$, $Q$ is column-strict if we consider only boxes from $r_1(P)$-th row to $r_2(P)$-th row. Hence Step 3 is well-defined. In the case where $r_1(P) = f_1(Q)$ and $r_2(P) \leq f_2(Q)$, $Q$ is column-strict if we consider only the boxes
\[
\{ (i, j) \in \lambda \mid i \geq f_1(Q) \text{ and } j \geq f'_1(Q) \} \setminus \{ (f_1(Q), f'_1(Q)) \}.
\]
Since $r_2(P) \leq f_2(Q)$, it follows from Lemma 5.4 that the null box reaches a box in $\{ (r_1(P), j) \mid j > f_2(Q) \}$. Hence Step 3 is also well-defined in this case.
Remark 3.14. The reverse jeu de taquin in Step 3 stops if the null box arrives at the $r_1(P)$-th row. Hence $Q^{(3)}_{r_3(P,Q), r'_3(P,Q)} = Q^{(1)}_{r_3(P,Q), r'_3(P,Q)}$. Moreover, if $(r_3(P,Q), r'_3(P,Q) + 1) \in \lambda$, then

$$Q^{(3)}_{r_3(P,Q), r'_3(P,Q)+1} = Q^{(1)}_{r_3(P,Q), r'_3(P,Q)+1} \geq Q^{(1)}_{r_3(P(Q), r'_3(P,Q)}.$$  

Since we put the alphabet $Q^{(1)}_{r_3(P,Q), r'_3(P,Q)}$ on the box $(r_3(P,Q), r'_3(P,Q))$ of $Q^{(3)}$ in Step 3, $\varphi(P,Q)$ is in $Q^+$ and the shape of $\varphi(P,Q)$ is $\lambda \cup \{(r_2(P), r'_2(P))\}$.

Example 3.15. Consider $P'$ and $Q$ in Examples 3.7 and 3.10. Since $r_1(P') = f_1(Q) = 2$ and $r_2(P') = f_2(Q) = 4$, the pair $(P', Q)$ is in $\tilde{R}_\lambda$. To calculate $\tilde{\varphi}(P', Q)$, we add a null box to the cocorner $(f_2(Q), f'_2(Q)) = (4, 5)$ of $Q$. Then we obtain the following tableau by the reverse jeu de taquin:

\[
\begin{array}{cccccc}
1 & 1 & 2 & 4 & 5 & 5 \\
1 & 2 & 3 & 4 & 4 & 6 \\
2 & 2 & 3 & 6 & 7 & . \\
3 & 4 & 6 & 7 & 9 & . \\
5 & & & & & \\
\end{array}
\]

Finally we put the alphabet 3, which lies below the null box, into the null box to obtain

\[
\begin{array}{cccccc}
1 & 1 & 2 & 4 & 5 & 5 \\
1 & 2 & 3 & 4 & 4 & 6 \\
2 & 2 & 3 & 6 & 7 & . \\
3 & 4 & 6 & 7 & 9 & . \\
5 & & & & & \\
\end{array}
\]

Definition 3.16. For $(P, Q) \in \tilde{R}_\lambda$, we define $\tilde{\Phi}(P, Q)$ by $\tilde{\Phi}(P, Q) = (R(P), \varphi(P,Q)).$

Next we define a map $\varphi$ from $\tilde{R}_\lambda$ to $\mathcal{P}^+$.

Algorithm 3.17. For $(P, Q) \in \tilde{R}_\lambda$, we define $\varphi(P, Q) \in \mathcal{P}^+$ in the following manner:

1. Let $x$ be the alphabet in $P_{f_2(Q), f'_2(Q)}$.
2. Let $P^{(2)}$ be the tableau obtained from $P$ by removing the corner $(f_2(Q), f'_2(Q))$.
3. Insert the alphabet $x$ into $P^{(2)}$ by the reverse row insertion from the $(f_2(Q) - 1)$-th row until some number $y$ is bumped out from the $(f_1(Q) + 1)$-th row. Let $P^{(3)}$ be the resulting tableau.
(4) Find \( j \) satisfying the following:
(a) if \( j' \leq j \) and \( y' \in P_{f_1(Q),j'}^{(3)} \), then \( y' < y \); and
(b) if \( j < j'' \) and \( y'' \in P_{f_1(Q),j''}^{(3)} \), then \( y \leq y'' \).

(5) Define \((f_3(P, Q), f'_3(P, Q))\) to be the box \((f_1(Q), j)\).
(6) Define \( \hat{\varphi}(P, Q) \) to be the tableau obtained from \( P^{(3)} \) by appending the alphabet \( y \) into the box \((f_3(P, Q), f'_3(P, Q))\).

**Remark 3.18.** For \((P, Q) \in \hat{R}_\lambda\), the box \((f_2(Q), f'_2(Q))\) is a corner of \( \lambda \) and \(|P_{f_2(Q),f'_2(Q)}|\) equals one. Hence \( x \) in Step 4 is unique.

**Remark 3.19.** Since \( r_1(P) \leq f_1(Q) \), we can regard \( P \) as an integer-valued column-strict tableau if we consider only the boxes from the \((f_1(Q) + 1)\)-th row to the \((f_2(Q) - 1)\)-th row. Hence Step 3 is well-defined.

**Remark 3.20.** Roughly speaking, \((f_3(P, Q), f'_3(P, Q)) = (f_1(Q), j)\) is the unique box in the \( f_1(Q) \)-th row such that

1. \( y \) will be the maximum in the box; and
2. the resulting tableaux will be column-strict if we insert \( y \) into the box.

If \(|P_{f_1(Q),j'}| = 1\) for all \( j' \), then we can find \( j \) in Step 4 similarly to the case of the reverse bumping algorithm for integer-valued column-strict tableaux. In the case where \( r_1(P) < f_1(Q) \), \(|P_{f_1(Q),j'}| = 1\) for all \( j' \). Hence we can find \( j \) in Step 4. On the other hand, in the case where \( r_1(P) = f_1(Q) \) and \( r_2(P) > f_2(Q) \), there exists \( j \) such that \(|P_{f_1(Q),j}| > 1\). Since \( r_2(P) > f_2(Q) \), it follows from Lemma 5.2 that \( \max(P_{f_1(Q),j}) < y \). Since \(|P_{f_1(Q),j'}| = 1\) for all \( j' > f_1(Q) \), we can find \( j \) in Step 4.

**Example 3.21.** Consider \( P \) and \( Q \) in Examples 3.7 and 3.10. Since \( r_1(P) = f_1(Q) = 2 \) and \( r_2(P) = 5 > 4 = f_2(Q) \), the pair \((P, Q)\) is in \( \hat{R}_\lambda \). To calculate \( \hat{\varphi}(P, Q) \), we remove the corner \((f_2(Q), f'_2(Q)) = (4, 4)\) of \( P \) by the reverse row insertion until \((f_1(Q) + 1)\)-th row. Then we obtain

\[
\begin{array}{cccccccc}
1 & 12 & 2 & 34 & 4 & 6 \\
23 & 3 & 34 & 5 & 6 & 8 \\
3 & 4 & 5 & 6 & 8 \\
4 & 6 & 7 & & & & & & \hline \\
6 & & & & & & & & \\
\end{array}
\]
and the alphabet 7 bumped out from \((f_1(Q) + 1)\)-th row. Moreover, by inserting the alphabet 7 into \(f_1(Q)\)-th row, we obtain
\[
\hat{\phi}(P, Q) = \begin{pmatrix}
1 & 12 & 2 & 34 & 4 & 6 \\
23 & 3 & 34 & 5 & 67 & 8 \\
3 & 4 & 5 & 6 & 8 \\
4 & 6 & 7 \\
6 & 
\end{pmatrix}.
\]

**Definition 3.22.** For \((P, Q) \in \hat{\mathcal{R}}_{\lambda}\), we define \(\hat{\Phi}(P, Q)\) by \(\hat{\Phi}(P, Q) = (\hat{\phi}(P, Q), F(Q))\).

### 4. Main Results

For a nonnegative integer \(w\), we define \(\hat{\mathcal{R}}(w), \hat{\mathcal{R}}(w), \mathcal{R}(w)\) and \(\hat{\mathcal{R}}(w)\) by
\[
\begin{align*}
\hat{\mathcal{R}}(w) &= \bigcup_{\lambda \in \mathcal{Y} : \lambda_1 = w} \hat{\mathcal{R}}_{\lambda}, \\
\hat{\mathcal{R}}(w) &= \bigcup_{\lambda \in \mathcal{Y} : \lambda_1 = w} \hat{\mathcal{R}}_{\lambda}, \\
\mathcal{R}(w) &= \bigcup_{\lambda \in \mathcal{Y} : \lambda_1 = w} \mathcal{R}_{\lambda}, \\
\hat{\mathcal{R}}(w) &= \bigcup_{\lambda \in \mathcal{Y} : \lambda_1 = w} \hat{\mathcal{R}}_{\lambda}.
\end{align*}
\]

Then we have the following theorems.

**Theorem 4.1** (Main theorem). For \((P, Q) \in \hat{\mathcal{R}}(w)\), define \(\hat{\Phi}_w(P, Q)\) to be \(\hat{\Phi}(P, Q)\). Then \(\hat{\Phi}_w\) is a bijection from \(\mathcal{R}(w)\) to \(\hat{\mathcal{R}}(w)\) satisfying
\[
\mu(P) = \mu(\hat{P}), \quad \nu(Q) = \nu(\hat{Q}), \quad \varepsilon(P) - 1 = \varepsilon(\hat{P}), \quad \delta(Q) + 1 = \delta(\hat{Q})
\]
for \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\). The inverse of \(\hat{\Phi}_w\) is defined by \(\hat{\Phi}_w^{-1}(P, Q) = \hat{\Phi}(P, Q)\).

We can obtain the finite sum Cauchy identity for Grothendieck polynomials as a corollary to the main results. Let \((P, Q) \in \mathcal{R}_{\lambda}\) and \((\hat{P}, \hat{Q}) \in \hat{\mathcal{R}}_{\lambda}\) satisfy \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\). If follows from the equations that
\[
(-\beta)^{\varepsilon(P)}x^{\mu(P)} \cdot \beta^{\delta(Q)}y^{\nu(Q)} = -1 \cdot (-\beta)^{\varepsilon(P)}x^{\mu(P)} \cdot \beta^{\delta(Q)}y^{\nu(Q)}.
\]
Since $\mathcal{R}_\lambda = \mathcal{R}_\lambda \cap \mathcal{R}_\lambda$, we have the following equation
\[
\sum_{(P,Q) \in \mathcal{R}(w)} (-\beta)^{\varepsilon(P)} x^\mu(P) \cdot \beta^\delta(Q) y^\nu(Q)
\]
\[= - \sum_{(P,Q) \in \mathcal{R}_w} (-\beta)^{\varepsilon(P)} x^\mu(P) \cdot \beta^\delta(Q) y^\nu(Q),
\]
which implies
\[
\sum_{(P,Q) \in \mathcal{R}^+(w)} (-\beta)^{\varepsilon(P)} x^\mu(P) \cdot \beta^\delta(Q) y^\nu(Q) = 0.
\]
Since $(P, Q) \in \mathcal{R}_0^\lambda$ satisfies $\varepsilon(P) = 0$ and $\delta(Q) = 0$, we can identified $\mathcal{R}_0^\lambda$ with $\mathcal{S}_\lambda \times \mathcal{S}_\lambda$. Therefore it follows that
\[
\sum_{\lambda \in \mathcal{Y}, \lambda_1 = w} G_\lambda(\beta, x) \cdot g_\lambda(\beta, y) = \sum_{(P,Q) \in \mathcal{R}(w)} (-\beta)^{\varepsilon(P)} x^\mu(P) \cdot \beta^\delta(Q) y^\nu(Q)
\]
\[= \sum_{(P,Q) \in \mathcal{R}^0(w)} (-\beta)^{\varepsilon(P)} x^\mu(P) \cdot \beta^\delta(Q) y^\nu(Q)
\]
\[= \sum_{(P,Q) \in \mathcal{R}^0(w)} x^\mu(P) \cdot y^\nu(Q) = \sum_{\lambda \in \mathcal{Y}, \lambda_1 = w} s_\lambda(x) \cdot s_\lambda(y).
\]

5. Proof

Here we show the main theorem. First we recall a lemma for a bumping route. See e.g. Fulton [5, p. 9, the Row Bumping Lemma] for the detail.

**Lemma 5.1.** Let $T$ be an integer-valued column-strict tableau of shape $\lambda$. First insert an alphabet $x$ into $T$ by the row bumping algorithm. Let $T'$ be the resulting tableau, and $(i', j')$ a new box. Next insert an alphabet $y$ into $T'$ from by the row bumping algorithm. Let $(i'', j'')$ a new box.

1. If $x \leq y$, then $i' \geq i''$ and $j' < j''$.
2. If $x > y$, then $i' < i''$ and $j' \geq j''$.

This lemma implies following:

**Lemma 5.2.** Let $T$ be an integer-valued column-strict tableau of shape $\lambda$. First insert an alphabet $x$ into $T$ from the $i$-th row by the row bumping algorithm. Let $(i', j')$ be the new box of the resulting tableau. Next remove a corner $(i'', j'')$ of the original tableau $T$, insert the alphabet $T_{i''}^{j''}$ into it from the $(i'' - 1)$-th row by the reverse bumping algorithm, repeat the reverse bumping algorithm until an alphabet is bumped out from the $i$-th row. Let $y$ be the alphabet bumped out from the $i$-th row. If $i'' < i'$, then $x < y$. 
Proof. Let $T'$ be the tableaux obtained from $T$ by inserting the alphabet $x$ by the row bumping algorithm, and $T''$ the tableaux obtained from $T$ by removing the alphabet $y$ by the reverse bumping algorithm. If we consider only rows from the $i$-th to $i'$-th row, then we can regard the tableaux $T''$, $T$ and $T'$ as resulting tableaux of two successive row bumping. Hence we have the lemma by Lemma 5.1.

We also show lemmas for a sliding route. The following lemma follows from the definition of the sliding and the reverse sliding.

**Lemma 5.3.** Let $T$ be an integer-valued column-strict tableau. The following are equivalent:

1. If we put a null box at $(i, j)$ of $T$ and slide it by the jeu de taquin, then the null box moves to the box $(i + 1, j)$. 
2. If we put a null box at $(i+1, j+1)$ of $T$ and slide it by the reverse jeu de taquin, then the null box moves to the box $(i, j + 1)$.

This lemma implies the following lemmas for a sliding route.

**Lemma 5.4.** Let $T$ be an integer-valued column-strict tableau of shape $\lambda$. First put a null box at $(i, j)$ in $T$, and slide the null box to outside by the jeu de taquin. Let $(i', j')$ be the null box after sliding. Next put a null box at a cocorner $(i'', j'')$ of the original tableau $T$, and slide the null box to inside by the reverse jeu de taquin until the null box moves into the $j$-th row. Let $(i'', j)$ be the null box after sliding. If $j'' \leq j'$, then $i'' > i'$.

Proof. The box $(i', j')$ is a corner of $\lambda$ and $(i'', j'')$ is a cocorner of $\lambda$. Hence, if $j'' \leq j'$, then $i' < i''$. Therefore, applying Lemma 5.3, we have the lemma.

**Lemma 5.5.** Let $T$ be an integer-valued column-strict tableau of shape $\lambda$. First put a null box at $(i, j)$ in $T$, and slide the null box to outside by the jeu de taquin. Let $T'$ be a resulting tableau, and $(i_1, j_1)$ be the null box. Next put a null box at $(i', j')$ in $T'$, and slide the null box to outside by the jeu de taquin. Let $T''$ be a resulting tableau, and $(i_2, j_2)$ be the null box. If $j' < j$, then $i_1 \leq i_2$ and $j_1 > j_2$.

Proof. We can obtain $T$ from $T'$ by putting a null box at $(i_1, j_1)$ and slide the null box by the reverse jeu de taquin. Hence we have the lemma by Lemma 5.4.

Next we show some lemma for algorithms in Section 3.2. Consider Algorithm 3.6. Since the row insertion of Algorithm 3.6 starts from the $(r_1(P) + 1)$-th row, we have the following:

**Lemma 5.6.** For $P \in \mathcal{P}_\lambda^+$, then $\lambda_1^{(1)} = \lambda_1$, where $\lambda^{(1)}$ is the shape of $\mathcal{R}(P)$.

Algorithm 3.6 does not change boxes containing more than one alphabet except the box $(r_1(P), r'_1(P))$. Hence we have the following:
Lemma 5.7. For \( P \in \mathcal{P}_\lambda^+ \), \( r_1(R(P)) \leq r_1(P) \). Moreover, if \( r_1(P) = r_1(R(P)) \), then \( r'_1(R(P)) \leq r'_1(P) \).

Since all alphabets in \( P \) are preserved, we have the following:

Lemma 5.8. For \( P \in \mathcal{P}_\lambda^+ \), \( \mu(P) = \mu(R(P)) \).

Since Algorithm 3.3 adds only one box, Equation (1) implies the following:

Lemma 5.9. For \( P \in \mathcal{P}_\lambda^+ \), \( \varepsilon(P) = \varepsilon(R(P)) + 1 \).

Consider Algorithm 3.3. The null box \((f_1(Q), f'_1(Q))\) always move to \((f_1(Q) + 1, f'_1(Q))\) at the first step of the jeu de taquin. Hence we have the following:

Lemma 5.10. For \( Q \in \mathcal{Q}_\lambda^+ \), \( \lambda^{(1)}_1 = \lambda_1 \), where \( \lambda^{(1)} \) is the shape of \( F(Q) \).

Algorithm 3.3 changes only the boxes in
\[
\{ (i, j) \mid i \geq f_1(Q) \text{ and } j \geq f'_1(Q) \}.
\]
Moreover the jeu de taquin preserves column-strictness. Hence we have the following:

Lemma 5.11. For \( Q \in \mathcal{Q}_\lambda^+ \), we have \( f_1(F(Q)) \leq f_1(Q) \). Moreover, if \( f_1(F(Q)) = f_1(Q) \), then \( f'_1(F(Q)) < f'_1(Q) \).

Next we show some lemma for algorithms in Section 3.3. Consider Algorithm 3.12.

Lemma 5.12. For \((P, Q) \in \hat{\mathcal{R}}_\lambda\), we have
\[
\begin{align*}
f_1(\hat{\varphi}(P, Q)) &= r_3(P, Q) = r_1(P), \\
F_1'(\hat{\varphi}(P, Q)) &= r'_3(P, Q).
\end{align*}
\]

Proof. It follows from the definition of Algorithm 3.12 that \( r_3(P, Q) = r_1(P) \). Let \( \hat{Q} = \hat{\varphi}(P, Q) \). Since the jeu de taquin preserves column-strictness, we have
\[
\begin{align*}
\{ (i, j) \mid \hat{Q}_{i,j} = \hat{Q}_{i+1,j} \text{ for some } j \} \\
= \{ (i, j) \mid Q_{i,j} = Q_{i+1,j} \text{ for some } j \} \cup \{ (r_3(P, Q), r'_3(P, Q)) \}.
\end{align*}
\]
Since \((P, Q) \in \hat{\mathcal{R}}_\lambda\), we have
\[
\begin{align*}
(1) & \quad r_1(P) > f_1(Q); \text{ or} \\
(2) & \quad r_1(P) = f_1(Q) \text{ and } r_2(P) \leq f_2(Q).
\end{align*}
\]
First assume that \( r_1(P) > f_1(Q) \). Since \( r_3(P, Q) = r_1(P) \), it follows that \( r_3(P, Q) > f_1(Q) \), which implies \( f_1(Q) = r_3(P, Q) \) and \( F_1'(\hat{Q}) = r'_3(P, Q) \). Next assume that \( r_1(P) = f_1(Q) \) and that \( r_2(P) \leq f_2(Q) \). In this case, we have \( f_1(Q) = r_1(P) = r_3(P, Q) \), which implies \( F_1'(\hat{Q}) = r'_3(P, Q) \). Moreover, since \( r_2(P) \leq f_2(Q) \), it follows from Lemma 5.4 that \( r'_3(P, Q) > f'_1(Q) \). Hence we have \( F_1'(\hat{Q}) = r'_3(P, Q) \). \( \square \)
Since the jeu de taquin is the inverse of the reverse jeu de taquin, we have the following:

**Lemma 5.13.** For \((P, Q) \in \hat{R}_\lambda\), we have

\[
\begin{align*}
f_2(\hat{\varphi}(P, Q)) &= r_2(P) \\
f_2'(\hat{\varphi}(P, Q)) &= r_2'(P).
\end{align*}
\]

We obtain \(\hat{\varphi}(P, Q)\) from \(Q\) by the jeu de taquin. Since the jeu de taquin preserves column-strictness, we have the following:

**Lemma 5.14.** For \((P, Q) \in \hat{R}_\lambda\), \(\nu(Q) = \nu(\hat{\varphi}(P, Q))\).

Since Algorithm 3.12 adds only one new box, Equation (2) implies the following:

**Lemma 5.15.** For \((P, Q) \in \hat{R}_\lambda\), \(\delta(Q) = \delta(\hat{\varphi}(P, Q)) - 1\).

Consider Algorithm 3.17.

**Lemma 5.16.** For \((P, Q) \in \hat{R}_\lambda\), we have

\[
\begin{align*}
r_1(\hat{\varphi}(P, Q)) &= f_3(P, Q) = f_1(Q), \\
r_1'(\hat{\varphi}(P, Q)) &= f_3'(P, Q).
\end{align*}
\]

**Proof.** It follows from the definition of Algorithm 3.17 that \(f_3(P, Q) = f_1(Q)\). Let \(\hat{P} = \hat{\varphi}(P, Q)\). It follows that

\[
\{ (i, j) \mid |\hat{P}_{i,j}| > 1 \text{ for some } j \} = \{ (i, j) \mid |P_{i,j}| > 1 \text{ for some } j \} \cup \{ (f_3(P, Q), f_3'(P, Q)) \}.
\]

Since \((P, Q) \in \hat{R}_\lambda\), we have

1. \(r_1(P) < f_1(Q)\); or
2. \(r_1(P) = f_1(Q)\) and \(r_2(P) > f_2(Q)\).

If \(r_1(P) < f_1(Q)\), then it is easy to show that \(r_1(\hat{P}) = f_3(P, Q)\) and that \(r_1'(\hat{P}) = f_3'(P, Q)\). Assume that \(r_1(P) = f_1(Q)\) and that \(r_2(P) > f_2(Q)\).

In this case, we have \(r_1(P) = f_1(Q) = f_3(P, Q)\). Hence \(r_1(\hat{P}) = f_3(P, Q)\). Moreover, since \(r_2(P) > f_2(Q)\), it follows from Lemma 5.2 that \(\max(P_{f_1(Q), f_1'(Q)}) < y\), which implies \(f_3'(P, Q) \geq f_1'(Q)\). Hence we have \(r_1'(\hat{P}) = f_3'(P, Q)\). \(\square\)

Since the row insertion is the inverse of the reverse row insertion, we have the following:

**Lemma 5.17.** For \((P, Q) \in \hat{R}_\lambda\), we have

\[
\begin{align*}
r_2(\hat{\varphi}(P, Q)) &= f_2(Q) \\
r_2'(\hat{\varphi}(P, Q)) &= f_2'(Q).
\end{align*}
\]

Finally we consider \(\hat{\Phi}\) and \(\hat{\Phi}\).
Lemma 5.18. Let \((P, Q) \in \mathfrak{R}_\lambda\). If \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\), then \((\hat{P}, \hat{Q})\) is in \(\bar{\mathfrak{R}}_\lambda\), where \(\bar{\lambda}\) is the shape of \(\hat{P}\).

Proof. Since \(\hat{Q} = \hat{\varphi}(P, Q)\), we have \(f_1(\hat{Q}) = r_1(P)\) by Lemma 5.12. Since \(\hat{P} = R(P)\), we have \(r_1(\hat{P}) \leq r_1(P)\) by Lemma 5.7. Hence \(r_1(\hat{P}) \leq f_1(\hat{Q})\). If \(r_1(\hat{P}) < f_1(\hat{Q})\), then \((\hat{P}, \hat{Q}) \in \bar{\mathfrak{R}}_\lambda\). Assume that \(r_1(\hat{P}) = f_1(\hat{Q})\). Let

\[
x = \max(P_{r_1(P)}, r'_1(P))
\]

\[
\hat{x} = \max(\hat{P}_{r_1(P)}, r'_1(P)).
\]

Since \(f_1(\hat{Q}) = r_1(P)\), we have \(r_1(\hat{P}) = r_1(P)\). By Lemma 5.7, we have \(r'_1(\hat{P}) \leq r'_1(P)\). Hence \(\hat{x} \leq x\). Consider only the rows strictly below the \(r_1(P)\)-th row. Since we obtain \(\hat{P}\) from \(P\) by the row insertion with \(x\), it follows from Lemma 5.4 that \(r_2(P) < r_2(\hat{P})\). By Lemma 5.13, we have \(r_2(P) = f_2(\hat{Q})\). Hence \(f_2(\hat{Q}) < f_2(\hat{P})\) and \((\hat{P}, \hat{Q}) \in \bar{\mathfrak{R}}_\lambda\). \(\square\)

Lemma 5.19. Let \((P, Q) \in \mathfrak{R}_\lambda\). If \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\), then \((\hat{P}, \hat{Q})\) is in \(\mathfrak{R}_\lambda\), where \(\bar{\lambda}\) is the shape of \(\hat{P}\).

Proof. Since \(\hat{P} = \hat{\varphi}(P, Q)\), we have \(f_1(Q) = r_1(\hat{P})\) by Lemma 5.16. Since \(\hat{Q} = F(Q)\), we have \(f_1(\hat{Q}) \leq f_1(Q)\) by Lemma 5.11. Hence \(f_1(\hat{Q}) \leq r_1(\hat{P})\). If \(f_1(\hat{Q}) < r_1(\hat{P})\), then \((\hat{P}, \hat{Q}) \in \mathfrak{R}_\lambda\). Assume that \(f_1(\hat{Q}) = r_1(\hat{P})\). Since \(f_1(Q) = r_1(\hat{P})\), we have \(f_1(\hat{P}) = f_1(P)\). By Lemma 5.11, we have \(f'_1(\hat{Q}) < f'_1(Q)\). Hence, by Lemma 5.5, we have \(f_2(Q) \leq f_2(\hat{Q})\). By Lemma 5.17, we have \(f_1(\hat{Q}) = r_2(\hat{P})\). Hence \(r_2(P) \leq f_2(\hat{Q})\) and \((\hat{P}, \hat{Q}) \in \mathfrak{R}_\lambda\). \(\square\)

Lemma 5.20. Let \((P, Q) \in \mathfrak{R}_\lambda\) and \((\hat{P}, \hat{Q}) \in \bar{\mathfrak{R}}_\lambda\). If \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\), then \(\hat{\Phi}(\hat{P}, \hat{Q}) = (P, Q)\).

Proof. Let \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\). Since \(\hat{Q} = \hat{\varphi}(P, Q)\), we have

\[
f_1(\hat{Q}) = r_3(P, Q)
\]

\[
f'_1(\hat{Q}) = r'_3(P, Q)
\]

by Lemma 5.12. Hence the box \((f_1(\hat{Q}), f'_1(\hat{Q}))\) is the box where the reverse jeu de taquin stops in Algorithm 3.12. Since the jeu de taquin is the inverse of the reverse jeu de taquin, we have \(F(\hat{Q}) = Q\). We also have

\[
f_2(\hat{Q}) = r_2(P)
\]

\[
f'_2(\hat{Q}) = r'_2(P)
\]

by Lemma 5.13. Hence the box \((f_2(\hat{Q}), f'_2(\hat{Q}))\) is the new box added by Algorithm 5.6. Since the reverse row insertion is the inverse of the row insertion, we have \(\hat{\varphi}(\hat{P}, \hat{Q}) = P\). \(\square\)
Lemma 5.21. Let \((\hat{P}, \hat{Q}) \in \mathcal{R}_\lambda\) and \((P, Q) \in \mathcal{R}_\lambda\). If \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\), then \(\Phi(P, Q) = (P, Q)\).

Proof. Let \((\hat{P}, \hat{Q}) = \hat{\Phi}(P, Q)\). Since \(\hat{P} = \hat{\phi}(P, Q)\), we have
\[
\begin{align*}
r_1(\hat{P}) &= f_3(P, Q) \\
r_1'(\hat{P}) &= f_3'(P, Q)
\end{align*}
\]
by Lemma 5.16. Hence the box \((r_1(\hat{Q}), r_1'(\hat{Q}))\) is the box where Algorithm 3.17 appends an alphabet. Since the row insertion is the inverse of the row insertion, we have \(R(\hat{P}) = P\). We also have
\[
\begin{align*}
r_2(\hat{P}) &= f_2(Q) \\
r_2'(\hat{P}) &= f_2'(Q)
\end{align*}
\]
by Lemma 5.17. Hence the box \((r_2(\hat{P}), r_2'(\hat{P}))\) is the box where the jeu de taquin stops in Algorithm 3.9. Since the reverse jeu de taquin is the inverse of jeu de taquin, we have \(\hat{\phi}(\hat{P}, \hat{Q}) = Q\).

Since we have Lemmas 5.6 and 5.18, we can define the map \(\hat{\Phi}^w\) from \(\mathfrak{R}(w)\) to \(\mathfrak{R}(w)\) by \(\hat{\Phi}^w(P, Q) = \hat{\Phi}(P, Q)\). Since we also have Lemmas 5.10 and 5.19, we can define the map \(\hat{\Phi}^w\) from \(\mathfrak{R}(w)\) to \(\mathfrak{R}(w)\) by \(\hat{\Phi}^w(P, Q) = \hat{\Phi}(P, Q)\). It follows from Lemmas 5.20 and 5.21 that \(\hat{\Phi}^w\) is the inverse of \(\hat{\Phi}^w\). Hence \(\hat{\Phi}^w\) and \(\hat{\Phi}^w\) are bijections. Since we also have Lemmas 5.8, 5.9, 5.14 and 5.15, we obtain Theorem 4.1.

6. THE CASE OF YOUNG DIAGRAMS WITH ONE COLUMN

Here we consider only Young diagrams with one column. In this case, we describe our bijection explicitly. Let \((P, Q) \in \mathcal{R}_{(1^l)}^+\). In this case, \((P, Q) \in \mathcal{R}_{(1^l)}^+\) if and only if \(r_1(P) > f_1(Q)\). For \((P, Q)\) with \(r_1(P) > f_1(Q)\), it follows that \((P', Q') = \hat{\Phi}(P, Q)\), where \((P', Q') \in \mathcal{R}_{(1^{l+1})}^+\) is a pair of tableaux obtained by expand their \(r_1(P)\)-th rows, i.e., a pair of tableaux defined by
\[
P_{r_1,1}' = \begin{cases}
P_{r_1,1} & \text{(if } 1 \leq i < r_1(P)\text{)} \\
P_{r_1,1} \setminus \{ \max(P_{r_1,1}) \} & \text{(if } i = r_1(P)\text{)} \\
\max(P_{r_1,1}) & \text{(if } r_1(P) + 1 < i \leq l + 1\text{)}
\end{cases}
\]
\[
Q_{r_1,1}' = \begin{cases}
Q_{r_1,1} & \text{(if } 1 \leq i \leq r_1(P)\text{)} \\
Q_{r_1,1} & \text{(if } r_1(P) + 1 \leq i \leq l + 1\text{)}
\end{cases}
\]
For \((P, Q)\) with \(r_1(P) \leq f_1(Q)\), it follows that \((P', Q') = \hat{\Phi}(P, Q)\), where \((P', Q') \in \mathcal{R}_{(1^{l+1})}^+\) is the pair of tableaux obtained by folding
their $f_1(Q)$-th rows, i.e., the pair of tableaux defined by

$$
P'_{i,1} = \begin{cases} 
P_{i,1} & \text{(if } 1 \leq i < f_1(Q)) \\
P_{f_1(Q),1} \cup P_{f_1(Q)+1,1} & \text{(if } i = f_1(Q)) \\
P_{i+1,1} & \text{(if } r_1(Q) + 1 < i \leq l - 1) 
\end{cases}$$

$$
Q'_{i,1} = \begin{cases} 
Q_{i,1} & \text{(if } 1 \leq i < f_1(Q)) \\
Q_{f_1(Q),1} = Q_{f_1(Q)+1,1} & \text{(if } i = f_1(Q)) \\
Q_{i+1,1} & \text{(if } f_1(Q) < i \leq l - 1). 
\end{cases}$$
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