Nekrasov prepotential with fundamental matter from the quantum spin chain
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Abstract

Nekrasov functions were conjectured in [1] to be related to exact Bohr-Sommerfeld periods of quantum integrable systems. This statement was thoroughly checked for the case of the pure SU($N_c$) gauge theory in [2] and [3]. Here we successfully perform a set of checks in the case of gauge group SU($N_c$) with additional $N_f$ fundamental hypermultiplets. We show that the Baxter equation for the spin chain gives the same quantum periods as the one for the Gaudin system in this case.

1 Introduction

Nekrasov functions are non-trivial generalizations of hypergeometric series originally introduced to regularize the integrals over instanton moduli space [5]. Recently they appeared in various contexts in theoretical physics and mathematics most importantly in the famous AGT conjecture [6].

Here we are concerned with the conjecture [4] suggesting a connection between quantum integrable systems and Nekrasov prepotential. A concrete statement was formulated in [1]. It relates quantum deformed periods on the Seiberg-Witten spectral curve to the Nekrasov prepotential with only one $\epsilon$-parameter turned on. The conjecture has been tested extensively for the pure SU($N$) gauge theory in [2] and [3]. Here we consider this theory with additional $N_f$ matter hypermultiplets in fundamental representation. Some checks for SU(2) theory with $N_f = 4$ flavours were performed in [7] and [8] employing the Baxter equation for the Gaudin magnet as the quantum version of the spectral curve equation. Here we perform a thorough set of checks for various $N_c$ and $N_f$ using instead the Baxter equation for the XXX spin chain. We show that the two approaches give the same answers, at least for lower orders in $\hbar$. Additionally we show that the conjecture holds to all orders in $\hbar$ for the perturbative part of the prepotential in the case of $N_c = 2$ with up to four hypermultiplets. Let us note that the equivalence of the Gaudin systems and spin chains is not trivial even in the classical limit, so it is remarkable that the two systems do give the same quantum periods.

Our general claim is as follows. One starts with the equation for the Seiberg-Witten spectral curve, which in our case reads [9]

$$K(p) - \frac{\Lambda}{2} \left( K_+(p)e^{ix} + K_-(p)e^{-ix} \right) = 0,$$

(1)

where $\Lambda = \Lambda^{N_c - \frac{N_f}{2}}$ and

$$K(p) = u_N \prod_{j=1}^{N_c} (p - \lambda_j) = \sum_{j=1}^{N_c} u_j p^j,$$

$$K_+(p) = \prod_{j=1}^{N_c} (p + m_j), \quad K_-(p) = \prod_{j=N_c+1}^{N_f} (p + m_j), \quad K_+(p)K_-(p) = \prod_{j=1}^{N_f} (p + m_j) = \sum_{j=1}^{N_f} v_j p^j.$$
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The distribution of masses between "+" and "−" polynomials does not affect the periods of $p$. The periods of the differential $p\,dx$ found using (1) define the Seiberg-Witten prepotential $F_{SW}(a)$ (which we call the "classical" one):

\[ a_i = \Pi^0_{A_i}(\lambda, m, \Lambda) = \oint_{A_i} p\,dx, \]

\[ \frac{\partial F_{SW}}{\partial a_i} = \Pi^0_{B_i}(\lambda, m, \Lambda) = \oint_{B_i} p\,dx. \]

One obtains the "quantum deformed" prepotential by quantization of Eq. (1). This means that Eq. (1) is understood as the semiclassical limit of Schrödinger-like equation (which is in fact the Fourier transform of the Baxter equation for the XXX spin chain) and $p(x)$ is just the classical momentum [10]. The periods of $p\,dx$ are the same as the periods used in the Bohr-Sommerfeld quantization conditions in ordinary quantum mechanics. They are therefore subject to quantum corrections: the differential $p\,dx$ is replaced by $Pdx = \sum_n \hbar^n p_n dx$. These exact quantum periods determine the deformed prepotential by the formulas similar to (2), (3):

\[ a_i = \Pi^0_{A_i}(\lambda, m, \Lambda) = \oint_{A_i} P\,dx, \]

\[ \frac{\partial F_{Nek}}{\partial a_i} = \Pi^0_{B_i}(\lambda, m, \Lambda) = \oint_{B_i} P\,dx. \]

The prepotential defined in this way turns out to coincide with the Nekrasov function with only one $\epsilon$-parameter turned on, $F_{Nek}(a|\epsilon_1 = \hbar, \epsilon_2 = 0)$.

When one tries to quantize Eq. (1) — that is write $-i\hbar \partial/\partial x$ instead of $p$ — one encounters the operator ordering problem. This is in fact a minor obstacle because different orderings are related by the shift in masses of the hypermultiplets:

\[ e^{ix}(-i\hbar \partial + m_f)e^{i(1-t)x} = (-i\hbar \partial + m_f - \hbar t)e^{ix}. \]

Having this in mind one writes out the Baxter equation corresponding to Eq. (1):

\[ \left( K(-i\hbar \partial) - \frac{\Lambda}{2} \left( e^{ix}K_+(-i\hbar \partial)e^{ix} + e^{-ix}K_-(-i\hbar \partial)e^{-ix} \right) \right) \exp \left( \frac{i}{\hbar} \int^x P(y)\,dy \right) = 0. \]

Here $P(y)$ is understood as a series $P = \sum_n (-i\hbar)^n P_n$, and $p_0 = p$. We used our freedom to choose the ordering in Eq. (7) (or equivalently to choose what we call the mass of the hypermultiplet) so as to make all the odd powers of $\hbar$ in periods vanish. This was automatic in the pure $SU(N)$ case but requires fixing the particular (symmetric) ordering in our case.

Let us briefly recall the idea of perturbative checks analogous to [2]. The algorithm is as follows:

- Solve the quantum Baxter equation perturbatively in $\hbar$ to find several first $p_n$. They will depend on the parameters $\lambda_i, m_f, \Lambda$.

- Rewrite $p_n$ as a differential operator in $\lambda_i, m_f, \Lambda$ acting on $p_0$:

\[ p_n = \hat{O}_nP_0 \]

\[ P = \sum_n (-i\hbar)^n \hat{O}_np_0 = \hat{O}p_0 \]

- Act on the known classical periods $\Pi^0_{A_i}(\lambda, m, \Lambda)$ with the operator $\hat{O}$ to obtain $\Pi^0_{A_i}(\lambda, m, \Lambda)$ and substitute it into the known derivatives of the Nekrasov prepotential $\frac{\partial F_{Nek}}{\partial a_i} |_{a_i = \Pi^0_{A_i}(\lambda, m, \Lambda)}$.

- Act on the known classical periods $\Pi^0_{B_i}(\lambda, m, \Lambda)$ with $\hat{O}$ to obtain $\Pi^0_{B_i}(\lambda, m, \Lambda)$. 

\[ \]
• Compare \( \frac{\partial F_{\text{Nek}}}{\partial a_i} \bigg|_{a_i = \hat{O} \Pi^0_{\lambda_i}(\lambda, m, \Lambda)} \) with \( \hat{O} \frac{\partial F_{\text{SW}}}{\partial a_i} \bigg|_{a_i = \Pi^0_{\lambda_i}(\lambda, m, \Lambda)} \).

In Section 2 we solve the quantum Baxter equation and find the differential operator \( \hat{O} \) perturbatively for the first orders in \( \hbar \). In Section 3 we remind the Nekrasov functions relevant for our case. In Section 4 we perform the checks for lower orders in \( \hbar \).

This prescription is of use to check the conjecture to any desired order both in \( \hbar \) and \( \Lambda \), but the general order cannot be approached in such a manner. However there exists a way to check the conjecture for 1-loop part of the Nekrasov function to all orders in \( \hbar \) [11].

The 1-loop part of \( F_{\text{Nek}} \) is dominant for small \( \Lambda \), when all the instanton corrections are suppressed. Our objective is therefore to investigate the corresponding case \( \bar{\Lambda} \to 0 \) in the quantum Baxter equation (7). There are no instanton corrections to \( \Pi^0_{\lambda_i} \), so \( \Pi^0_{\lambda_i} = \lambda_i \) in this regime. Moreover, \( \Pi^0_{\lambda_i} \) does not receive \( \hbar \) corrections and therefore \( \Pi^1_{\lambda_i} = \Pi^0_{\lambda_i} = \lambda_i \). This can be inferred from the following argument. In gauge theory the Seiberg-Witten prepotential is defined up to addition of a function quadratic in \( a_i \), thus to the classical B-periods one can add a term linear in \( a_i \) (in zero instanton approximation just \( \lambda_i \)). As we have mentioned, periods of the Nekrasov prepotential can be generated by acting on classical periods with certain differential operator \( \hat{O} \). Higher orders of \( \hat{O} \Pi^0_{\lambda_i} \) in \( \hbar \) should not change if we consider \( \Pi^0_{\lambda_i} + \xi \lambda_i \) instead of \( \Pi^0_{\lambda_i} \) as a classical period. Thus the differential \( \hat{O} \) does not change \( \lambda_i \) and hence the \( A \)-periods in the zero instanton approximation.

To find the B-periods one observes that \( P(x) \) can be rewritten as
\[
P(x) = -i\hbar \partial \ln \psi(x),
\]
where
\[
\psi(x) = \exp \left( \frac{i}{\hbar} \int^x P(y) dy \right).
\]
The B-periods are thus rewritten using \( \psi(x) \):
\[
\Pi^0_{B_i}(\lambda, m, \Lambda) = \ln \psi(a) - \ln \psi(b),
\]
where \( a \) and \( b \) lie on different sides of the cut\(^1\). Solving the Baxter equation (7) in the limit \( \bar{\Lambda} \to 0 \) one finds agreement with perturbative part of the Nekrasov prepotential. We carry out this checks in the case of pure \( SU(2) \) gauge theory with up to four hypermultiplets in Section 5. The conclusions are presented in Section 6.

### 2 Solving the Baxter equation

Let us remind that the exact momentum \( P \) is understood as a perturbative series \( P = \sum p_n(-i\hbar)^n \). Therefore, one needs to rewrite Eq. (7) in terms of \( p_n \). For this task it is convenient to define the generating function
\[
G(\alpha) = \sum_{n \geq 0} \exp \left( -\frac{i}{\hbar} \int^x P(y) dy \right) (-i\hbar)^n \exp \left( \frac{i}{\hbar} \int^x P(y) dy \right) \frac{\alpha^n}{n!} = \exp \left( -\frac{i}{\hbar} \int^x P(y) dy \right) \exp (-i\hbar \partial) \exp \left( \frac{i}{\hbar} \int^x P(y) dy \right) = \exp \left( -\frac{i}{\hbar} \int^x P(y) dy \right) = \exp \left( \sum_{k \geq 0} \frac{(-i\hbar)^k \alpha^{k+1}}{(k+1)!} \partial^k P(x) \right).
\]
\(^1\)Somewhat similar approach was used in [12] to calculate first orders in \( \hbar \) expansion of the periods. Here we provide an exact result for \( \bar{\Lambda} \to 0 \).
Substituting the expansion for $P$ into Eq. (13) and expanding the exponent in terms of $(-ih)$ one obtains

$$G(\alpha) = \exp \left( \sum_{k \geq 0} \sum_{i \geq 0} \frac{(-ih)^{k+i} \alpha^{k+1}}{(k+1)!} \partial^k p_i(x) \right) =$$

$$= e^{\alpha p_0} \sum_{N \geq 0} (-ih)^N \sum_{n \geq 0} \sum_{l_j \geq 1} \sum_{i_1 + \ldots + i_n = M} \frac{1}{n!} \prod_{j=1}^{n} (l_j - i_j + 1)! \alpha^{N-M+n} =$$

$$= \sum_{N \geq 0} (-ih)^N \sum_{n \geq 0} \sum_{l_j \geq 1} \sum_{i_1 + \ldots + i_n = M} 1 \prod_{j=1}^{n} \frac{\partial^{l_j - i_j} p_i}{(l_j - i_j + 1)!} \left( \frac{d}{dp_0} \right)^{N-M+n} e^{\alpha p_0} \cdot (14)$$

Expanding $G(\alpha)$ in terms of $\alpha$ one gets

$$\exp \left( -\frac{i}{\hbar} \int^x P(y) \, dy \right) (-ih) \alpha \exp \left( \frac{i}{\hbar} \int^x P(y) \, dy \right) =$$

$$= \sum_{N \geq 0} (-ih)^N \sum_{n \geq 0} \sum_{l_j \geq 1} \sum_{i_1 + \ldots + i_n = M} \frac{1}{n!} \prod_{j=1}^{n} (l_j - i_j + 1)! \left( \frac{d}{dp_0} \right)^{N-M+n} p_i^0 \cdot (15)$$

and finally

$$\exp \left( -\frac{i}{\hbar} \int^x P(y) \, dy \right) K(-ih) \alpha \exp \left( \frac{i}{\hbar} \int^x P(y) \, dy \right) =$$

$$= \sum_{N \geq 0} (-ih)^N \sum_{n \geq 0} \sum_{l_j \geq 1} \sum_{i_1 + \ldots + i_n = M} \frac{1}{n!} \prod_{j=1}^{n} (l_j - i_j + 1)! \left( \frac{d}{dp_0} \right)^{N-M+n} K(p_0) \cdot (16)$$

Now having the expression (16) we can proceed to solve Eq. (7). One notices that the system of equations is “triangular” (though nonlinear) — meaning that $p_N$ appears linearly in order $(-ih)^N$ and is expressed through the lower $p_m$. Thus for any given $N$ one can solve the equation iteratively.

The first correction $p_1$ turns out to be total derivative:

$$p_1 = -\frac{1}{2} \frac{\partial}{\partial x} \ln(K' + V') \cdot (17)$$

where $V = V(x, p_0(x)) = -\frac{\hbar}{2}(K_+ e^{ix} + K_- e^{-ix})$, $V' = \frac{\partial V}{\partial p_0}$ and $K' = \frac{\partial K}{\partial p_0}$. As explained in the introduction, this was exactly our aim when we chose operator ordering on Eq. (7). The non-trivial correction appears only in the second order:

$$p_2 = -\frac{\partial V' \partial V''}{12(K' + V')^2} + \frac{\partial V'^2(K'' + V'')}{24(K' + V')^3} + \frac{(K'' + V'')^2 V}{24(K' + V')^3} - \frac{(K''' + V''')V}{24(K' + V')^2} - \frac{(K'' + V'')V'}{24(K' + V')^2} \cdot (18)$$
The third order is again total derivative as required, though less simple:

\[ p_3 = \frac{\partial}{\partial x} \left( -\frac{\partial V' \partial V''}{24(K'+V')^2} - \frac{\partial V' \partial V'''}{24(K'+V')^2} + \frac{\partial V' \partial V'''}{(K'+V')^3} + \right. \]

\[ \frac{\partial V \partial V''(K''+V'')}{6(K'+V')^3} - \frac{3\partial V''(K''+V'')^2}{16(K'+V')^4} - \frac{3\partial V \partial V''(K''+V'')^2}{8(K'+V')^4} + \]

\[ \frac{5\partial V \partial V''(K''+V'')^3}{8(K'+V')^5} - \frac{5\partial V'^2(K''+V'')^4}{16(K'+V')^6} + \frac{5\partial V'^2(K''+V'')^4}{48(K'+V')^8} + \]

\[ \frac{\partial V \partial V''(K''+V'')}{6(K'+V')^3} - \frac{2\partial V \partial V''(K''+V'')(K'''+V''')}{48(K'+V')^5} + \]

\[ \frac{25\partial V^2(K''+V'')^2(K'''+V''')}{48(K'+V')^5} - \frac{\partial V^2(K'''+V''')^2}{12(K'+V')^4} + \]

\[ \frac{\partial V \partial V''(K^{(4)}+V^{(4)})}{8(K'+V')^3} - \frac{7\partial V^2(K'''+V''') (K^{(4)}+V^{(4)})}{48(K'+V')^4} + \frac{\partial V^2(K^{(5)}+V^{(5)})}{48(K'+V')^5} + \]

\[ \frac{(K''+V'')^2V'}{8(K'+V')^3} + \frac{(K'''+V''')V''}{12(K'+V')^2} + \frac{(K'''+V''')V''}{16(K'+V')^2} - \frac{V'''}{48(K'+V')} \]. \hspace{1cm} (19)

This conforms with our intention of eliminating all the odd orders of \( \hbar \) in the quantum periods.

### 2.1 The differential operator

It is instructive to see that the classical periods \( \Pi^0 \) do not depend on the particular partition of \( m_j \) into the “+” and “−” groups. Moving \( m_k \) from one group to another is equivalent to shifting \( x \mapsto x - i \ln(p_0 + m_k) \).

Then the change in \( \Pi^0 \) is

\[ \Pi^0 = \oint p_0 \, dx \mapsto \oint p_0 \, dx - i \oint \frac{p_0 \, dp_0}{p_0 + m_k} = \Pi_0 - i \oint \frac{p_0 \, dp_0}{p_0 + m_k}. \hspace{1cm} (20) \]

Because the contours can be chosen not to encircle the \( -m_k \) point, the period is left unchanged. If analogously to [3] one considers a more general form of Eq. (7) with two different constants (instead of single one \( -\bar{\Lambda} \)) in front of the two exponents then the classical periods \( \Pi_0 \) will depend only on the product of these constants.

Having these two facts in mind one can consider only the case \( K_− = 1 \) and thus replace \( \partial V^{(j)} \) by \( iV^{(j)} \) for \( j \geq 1 \). We introduce differential operators

\[ D_i = \sum_{j=1}^{N_{\pi}} \frac{j!}{(j-i)!} \frac{\partial}{\partial u_{j-i}} \], \hspace{1cm} (21) \]

\[ \tilde{D}_i = \sum_{j=1}^{N_{\pi}} \frac{j!}{(j-i)!} \frac{\partial}{\partial u_{j-i}} \text{ for } i \geq 1, \hspace{1cm} (22) \]

\[ \tilde{D}_0 = -\bar{\Lambda} \frac{\partial}{\partial \bar{\Lambda}}. \hspace{1cm} (23) \]

It can be checked then that

\[ p_2 = -\frac{1}{24} (D_2 \tilde{D}_0 + \tilde{D}_2 D_0 - \tilde{D}_1 D_1)p_0. \hspace{1cm} (24) \]
2.2 A-periods to the order $\Lambda^{2N_c - N_f}$

The classical $A$ periods were calculated in [13]

$$
\Pi^0_{A_k} \equiv a_k = \lambda_k + \sum_{m \geq 1} \frac{\hat{\Lambda}^{2m}}{2m(m!)^2} \left( \frac{\partial}{\partial \lambda_k} \right)^{2m-1} \left( \prod_{j=1}^{N_f} \frac{(\lambda_k + m_f)^m}{\lambda_{kj}^{2m}} \right) = \\
= \lambda_k + \frac{\hat{\Lambda}^2}{4} \sum_{j=1}^{N_f} \frac{1}{\lambda_{kj}} \left( \sum_{g=1}^{N_f} \frac{1}{(\lambda_k + m_g) - 2 \sum_{l \neq k} \frac{1}{\lambda_{kl}}} \right) + O(\hat{\Lambda}^4). \tag{25}
$$

3 Nekrasov functions

The Nekrasov function for the $SU(N_c)$ theory with $N_f$ fundamentals is given by $[6]^2$

$$
\mathcal{F}_{Nek} = \mathcal{F}_{pert}^{Nek} + \mathcal{F}_{inst}^{Nek}. \tag{26}
$$

The perturbative periods are

$$
- \frac{1}{4} \frac{\partial \mathcal{F}_{pert}^{Nek}}{\partial a_i} = - (N_c - \frac{N_f}{2}) a_i \ln \Lambda + \frac{\epsilon_1}{2} \sum_{j \neq i} \ln \left( \frac{\Gamma \left( \frac{1 + a_{ij}}{\epsilon_1} \right)}{\Gamma \left( 1 - \frac{a_{ij}}{\epsilon_1} \right)} \right) - \frac{\epsilon_1}{4} \sum_n \ln \left( \frac{\Gamma \left( 1 + \frac{a_i + m_n - \epsilon_1/2}{\epsilon_1} \right)}{\Gamma \left( 1 - \frac{a_i + m_n - \epsilon_1/2}{\epsilon_1} \right)} \right) = \\
= \sum_{j \neq i} a_{ij} \left( \ln \frac{a_{ij}}{\Lambda} - 1 + \sum_{m \geq 1} \frac{B_{2m}}{2m(2m-1)} \left( \frac{\epsilon_1}{a_{ij}} \right)^{2m} \right) - \\
- \frac{1}{2} \sum_n (a_i + m_n) \left( \ln \frac{a_i + m_n}{\Lambda} - 1 + \sum_{m \geq 1} \frac{B_{2m} (2^{2m-1} - 1)}{2m(2m-1)} \left( \frac{\epsilon_1}{a_i + m_n} \right)^{2m} \right). \tag{27}
$$

For our purposes we need only 1-instanton part of the Nekrasov prepotential which is given by

$$
\mathcal{F}_{Nek}^{1-inst} = \frac{\Lambda^{2N_c - N_f}}{2} \sum_{i=1}^{N_c} \prod_{j \neq i}^{N_f} \frac{1}{\lambda_{ij}(\lambda_{ij} + \epsilon_1)}. \tag{28}
$$

4 Checks up to $\hbar^2$

4.1 Zero instanton approximation

As was already mentioned in the introduction (and can be seen from the form of the operator (24)), $A$-periods do not receive any corrections in zero instanton approximation and thus

$$
\Pi^0_{A_k} = \Pi^0_{A_k} = \lambda_k. \tag{29}
$$

What we are going to check is that

$$
\hat{\partial} \Pi^0_{B_k}(\Pi^0_{A_k}) = \Pi^0_{B_k}(\hat{\partial} \Pi^0_{A_k}), \tag{30}
$$

where

$$
\Pi^0_{B_k} = - \frac{1}{4} \frac{\partial \mathcal{F}_{SW}}{\partial a_k}, \quad \Pi^0_{B_k} = - \frac{1}{4} \frac{\partial \mathcal{F}_{Nek}}{\partial a_k}. \tag{31}
$$

^2 Notice that one must use the shifted masses $m_f - \frac{\epsilon_1}{2}$. 
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It is useful to rewrite the differential operators $D_i$, $\tilde{D}_i$ in terms of $\lambda_i$ and $m_n$:

$$D_i = -\sum_{m=1}^{N_c} \frac{K^{(i)}(\lambda_m)}{K'(\lambda_m)} \frac{\partial}{\partial \lambda_m}, \quad \tilde{D}_i = \sum_{n=1}^{N_f} \frac{\tilde{K}^{(i)}(-m_n)}{\tilde{K}'(-m_n)} \frac{\partial}{\partial m_n},$$

(32)

where $\tilde{K} = K_+ K_-.$

Then to the order $\hbar^2$ (or $\epsilon_1^2$) one has

$$-\frac{1}{4} \frac{\partial \mathcal{F}_{\text{pert}}}{\partial a_i} = \sum_{j \neq i} \left[ a_{ij} \left( \ln \frac{a_{ij}}{\Lambda} - 1 \right) + \frac{1}{12} \epsilon_1^2 \right] - \frac{1}{2} \sum_n \left[ (a_i + m_n) \left( \ln \frac{a_i + m_n}{\Lambda} - 1 \right) - \frac{1}{24} \frac{\epsilon_1^2}{a_i + m_n} \right] + o(\epsilon_1^2), \quad (33)$$

$$\Pi_{\Omega_0}^0(\Pi_{\Omega_0}^0) = \sum_{j \neq i} \lambda_{ij} \left( \ln \frac{\lambda_{ij}}{\Lambda} - 1 \right) - \frac{1}{2} \sum_n (\lambda_i + m_n) \left( \ln \frac{\lambda_i + m_n}{\Lambda} - 1 \right). \quad (34)$$

Acting by $\hat{O}$ on (34) and using the identities

$$\tilde{D}_0 \ln \Lambda = \frac{1}{N_c - \frac{N_f}{2}}, \quad (35)$$

$$D_2 \lambda_i = -2 \sum_{k \neq i} \frac{1}{\lambda_{ik}}, \quad (36)$$

$$\tilde{D}_2 m_n = -2 \sum_{m \neq n} \frac{1}{m_n - m_m}, \quad (37)$$

$$\tilde{D}_1 m_n = 1, \quad (38)$$

$$\sum_n \sum_{m \neq n} \frac{1}{m_n - m_m} = 0 \quad (39)$$

one gets

$$\hat{O} \Pi_{\Omega_0}^0(\Pi_{\Omega_0}^0) = \Pi_{\Omega_0}^0(\Pi_{\Omega_0}^0) - \frac{(\hbar)^2}{24} \left( D_2 \tilde{D}_0 + \tilde{D}_2 D_0 - \tilde{D}_1 \tilde{D}_1 \right) =$$

$$= p_0 + \frac{\epsilon_1^2}{24} \left[ (D_2 + \tilde{D}_2) \left( -\frac{1}{N_c - \frac{N_f}{2}} \left( \sum_{j \neq i} \lambda_{ij} - \frac{1}{2} \sum_n (\lambda_i + m_n) \right) - \frac{1}{2} \sum_n \ln \frac{\lambda_i + m_n}{\Lambda} \right) \right] =$$

$$= p_0 + \frac{\epsilon_1^2}{24} \left[ (D_2 + \tilde{D}_2) \left( -\lambda_i + \frac{1}{2N_c - N_f} \left( \sum_n m_n + \sum_j \lambda_j \right) \right) + \frac{1}{2} \sum_n \frac{1}{\lambda_i + m_n} \right] =$$

$$= p_0 + \frac{\epsilon_1^2}{24} \left( \sum_{j \neq i} \frac{2}{\lambda_{ij}} + \frac{1}{2} \sum_n \frac{1}{\lambda_i + m_n} \right) + O(\epsilon_1^2), \quad (40)$$

in agreement with (33). We thus check the conjecture for general $N_c$ and $N_f$ up to the order $\hbar^2 \ln \Lambda$. Note also that we did not expand the periods in $m_f$.

### 4.2 One instanton approximation

The general statement of the conjecture

$$\left. \frac{\partial \mathcal{F}_{\text{Nek}}}{\partial a_i} \right|_{a_i = \hat{O} \Pi_{\Omega_0}^0(\lambda, m, \Lambda)} \equiv \hat{O} \left. \frac{\partial \mathcal{F}_{\text{SW}}}{\partial a_i} \right|_{a_i = \Pi_{\Omega_0}^0(\lambda, m, \Lambda)} \quad (41)$$
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in the order \( h^2 \Lambda^{2N_c-N_f} \) reduces to

\[
\frac{\partial \mathcal{F}_{\text{Nek}}^{\text{inst}}}{\partial \lambda_i} + \sum_{j=1}^{N_c} \frac{\partial^2 \mathcal{F}_{\text{Nek}}^{\text{pert}}}{\partial \lambda_j \partial \lambda_i} \delta \lambda_j \equiv \sum_{j=1}^{N_c} \left[ \dot{\mathcal{O}}_2 \left( \delta \lambda_j \frac{\partial^2 \mathcal{F}_{\text{pert}}^{\text{SW}}}{\partial \lambda_j \partial \lambda_i} \right) - \delta \lambda_j \dot{\mathcal{O}}_2 \frac{\partial^2 \mathcal{F}_{\text{pert}}^{\text{SW}}}{\partial \lambda_j \partial \lambda_i} \right] + \dot{\mathcal{O}}_2 \frac{\partial^2 \mathcal{F}_{\text{SW}}^{\text{inst}}}{\partial \lambda_i}. \tag{42}
\]

Here \( \dot{\mathcal{O}}_2 = -\frac{1}{\hbar} \left( \partial \mathcal{D}_0 + \partial \mathcal{D}_0 - \partial \mathcal{D}_1 \right) \), \( \delta \lambda \) is the 1-instanton correction to the classical A-periods (25) and double prime denotes the second derivative in \( h \) at \( h = 0 \). We performed a computerized check of this statement for the 1-instanton part of the Nekrasov prepotential up to the \( h^2 \) order for lower \( N_c \) and \( N_f \):

- \( N_c = 2 \) for \( N_f = 1, 2, 3, \)
- \( N_c = 3 \) for \( N_f = 1, 2, 3, \)
- \( N_c = 4 \) for \( N_f = 1, 2, \)

Here we present as an example relevant formulas only for the case of \( N_c = 2, N_f = 2. \)

\[
\frac{\partial \mathcal{F}_{\text{Nek}}^{\text{inst}}}{\partial \lambda_1} = -\frac{\Lambda^2}{2 (\lambda_1 - \lambda_2)^3} \left( 8 m_1 m_2 + 3 m_1 \lambda_1 + 5 m_1 \lambda_2 + 4 \lambda_1 \lambda_2 + 3 m_2 \lambda_1 + \lambda_1^2 + 5 m_2 \lambda_2 + 3 \lambda_2^2 \right) \tag{43}
\]

\[
\sum_{j=1}^{2} \frac{\partial^2 \mathcal{F}_{\text{Nek}}^{\text{inst}}}{\partial \lambda_j \partial \lambda_1} \delta \lambda_j = \frac{\Lambda^2}{4} \left( \frac{1}{2 (\lambda_1 - \lambda_2)^2} + \frac{1}{12 (\lambda_1 + m_1)^2} + \frac{1}{12 (\lambda_1 + m_2)^2} \right) \times \left( \frac{\lambda_1 + m_2}{(\lambda_1 - \lambda_2)^2} + \frac{\lambda_1 + m_1}{(\lambda_1 - \lambda_2)^2} - \frac{(\lambda_1 + m_1)(\lambda_1 + m_2)}{(\lambda_1 - \lambda_2)^4} \right) - \frac{1}{12 (\lambda_1 - \lambda_2)^2} \left( \frac{\lambda_2 + m_2}{(\lambda_2 - \lambda_1)^2} + \frac{\lambda_2 + m_1}{(\lambda_2 - \lambda_1)^2} - \frac{(\lambda_2 + m_1)(\lambda_2 + m_2)}{(\lambda_2 - \lambda_1)^4} \right) \tag{44}
\]

\[
\sum_{j=1}^{2} \left[ \dot{\mathcal{O}}_2 \left( \delta \lambda_j \frac{\partial^2 \mathcal{F}_{\text{pert}}^{\text{SW}}}{\partial \lambda_j \partial \lambda_i} \right) - \delta \lambda_j \dot{\mathcal{O}}_2 \frac{\partial^2 \mathcal{F}_{\text{pert}}^{\text{SW}}}{\partial \lambda_j \partial \lambda_i} \right] = \frac{\Lambda^2}{48 (\lambda_1 + m_1)^2 (\lambda_1 + m_2)^2 (\lambda_2 - \lambda_1)^3} (124 m_2^3 \lambda_2 \lambda_1 m_1 + 51 m_2 \lambda_2^2 m_1^2 \lambda_1 + 124 m_1^3 \lambda_2 \lambda_1 m_2 + \right.
\]

\[
+ 4 m_2 \lambda_2^2 m_1 \lambda_1 + 336 \lambda_1 \lambda_2 m_1^2 m_2 + 471 \lambda_1^2 \lambda_2 m_1^2 m_2 + 564 \lambda_1^3 \lambda_2 m_1 m_2 + 96 \lambda_1^2 \lambda_2^2 m_1 + + 471 \lambda_1^2 \lambda_2 m_1 m_2 + 18 m_1^2 \lambda_1^2 \lambda_2 + 277 m_1^3 \lambda_1^2 \lambda_2 m_1 + 210 m_1^3 \lambda_2^2 m_1 + 485 m_1^3 \lambda_1^3 m_2 + + 272 m_1^3 m_2 \lambda_1 - m_1^3 \lambda_2 m_1 + 2 m_1^3 \lambda_2 m_2 + 38 \lambda_1^3 \lambda_2^2 m_1 + 18 \lambda_1^2 \lambda_2^2 m_2 + 226 \lambda_1^4 \lambda_2 m_2 + + 208 \lambda_1^3 \lambda_2^2 m_2 + 226 \lambda_1^4 \lambda_2 m_1 + 208 \lambda_1^3 \lambda_2 m_1 + 63 m_2 \lambda_2 \lambda_1^2 + 24 m_2 \lambda_2^2 m_1 + 64 m_2 \lambda_2 m_1^2 + + 344 m_2 \lambda_4 m_1 + 485 m_2 \lambda_3 m_1 + 648 m_2 \lambda_2^2 m_1 + 63 m_3 \lambda_2 \lambda_1 + + 64 m_1 \lambda_3 \lambda_2 m_2 + 38 \lambda_1^3 \lambda_2^2 m_1 - m_2^3 \lambda_2 \lambda_1 + 2 m_2^3 \lambda_2 m_1 + 210 m_2 \lambda_1^3 m_1 + 6 \lambda_1^2 \lambda_2^3 m_1 + 4 \lambda_1 \lambda_2^3 m_1 + 6 m_2 \lambda_2^3 \lambda_1^2 + m_2 \lambda_2^3 m_1 + + 4 m_2 \lambda_2^3 \lambda_1 + m_2 \lambda_2^3 m_1 + 16 \lambda_1^4 \lambda_2 + 106 m_2 \lambda_1^4 + + 49 m_2 \lambda_1^3 \lambda_2 + 106 m_2 \lambda_4 \lambda_1^4 + + 49 m_1 \lambda_3 \lambda_2 + 84 \lambda_1 \lambda_2 + 66 m_2 \lambda_1 + 4 \lambda_1 \lambda_2^3 m_1 + + 4 \lambda_1 \lambda_2^3 + m_3 \lambda_2^3 + + m_2^3 \lambda_2^3 + 8 \lambda_1 \lambda_2^3 m_2^2 m_1 + 112 m_3 \lambda_2^3 m_2^2 \) \tag{45}
\]

\[
\dot{\mathcal{O}}_2 \frac{\partial^2 \mathcal{F}_{\text{SW}}^{\text{inst}}}{\partial \lambda_i} = \frac{\Lambda^2 \left( 4 m_1 \lambda_2 + 2 m_1 \lambda_1 + 6 m_1 m_2 + 3 \lambda_2^2 + \lambda_1^2 + 2 \lambda_1 \lambda_2 + 4 m_2 \lambda_2 + 2 m_2 \lambda_1 \right)}{3 (\lambda_2 - \lambda_1)^5} \tag{46}
\]

Here double prime denotes the second derivative in \( \epsilon_1 \) at \( \epsilon_1 = 0 \). Summing up all the contributions one can see that the left hand side of Eq. (42) indeed equals the right hand side in this case.
5 Exact one-loop part in the $SU(2)$ case

In this section we reproduce the one-loop part of the Nekrasov prepotential exactly to all orders in $\hbar$. The periods in this case are expressed through the Harish-Chandra functions as was noted in [11]. Additionally we show directly that moving the hypermultiplets from $K_+$ to $K_-$ polynomials in the Baxter equation (7) does not affect quantum periods in the perturbative limit.

5.1 Pure gauge theory

Let us consider first the pure $SU(2)$ case. The Baxter equation in this case reads

$$(-i\hbar \partial_\xi)^2 \psi + \lambda^2 \psi + \frac{\bar{\Lambda}}{2} (e^\xi + e^{-\xi}) \psi = 0.$$  \hspace{1cm} (47)

where $\xi = ix$. This equation is just the Schrödinger equation describing the motion of a particle in the potential well $V(\xi) = \bar{\Lambda} \text{ch}\xi$ with energy $E = -\lambda^2$ (\lambda is assumed to be pure imaginary with $\text{Im} \lambda > 0$). The classically allowed motion is confined between the turning points $\Lambda \text{ch}\xi_{\pm} = -\lambda^2$. The B-periods featuring in the Bohr-Sommerfeld quantization conditions are calculated along the contour $C$ encircling the turning points $\xi_{\pm}$ (see Figure 1).

The value of the B-period is equal to the phase acquired by the particle moving around one period of oscillations. Let us consider the particle starting from $\xi = 0$ in the leftwards direction, reflecting from the potential wall on the left and returning to $\xi = 0$ point. The phase $\phi_1$ acquired in such a process is given by the ratio of the coefficients in front of the incoming and outgoing waves in the particle’s wavefunction $\psi$:

$$\psi(\xi \to 0) = c_+ e^{\frac{\bar{\Lambda}}{2} \xi} + c_- e^{-\frac{\bar{\Lambda}}{2} \xi},$$  \hspace{1cm} (48)

$$\phi_1 = \frac{i}{\hbar} \int_{\xi_1} \mathcal{P}(\xi) \, d\xi = \ln \frac{c_+}{c_-}. $$  \hspace{1cm} (49)

The same phase shift $\phi_2$ is acquired while traveling the other half of the period

$$\phi_2 = \frac{i}{\hbar} \int_{\xi_2} \mathcal{P}(\xi) \, d\xi = \ln \frac{c_+}{c_-}. $$  \hspace{1cm} (50)

Should the energy $E_n = -\lambda^2$ be a true energy level of the system, the wavefunction will be single-valued and thus the phase shift will be $2\pi n$ with $n \in \mathbb{Z}$. For general $\lambda$ this is not the case, the wave function is multivalued and the phase shift (or monodromy) gives the B-periods:

$$\Pi_B = \int_{\mathcal{C}} \mathcal{P}(x) \, dx = -i \int_{\xi_1} \mathcal{P}(\xi) \, d\xi = -i \int_{\xi_1} \mathcal{P}(\xi) \, d\xi - i \int_{\xi_2} \mathcal{P}(\xi) \, d\xi = -2\hbar \ln \frac{c_+}{c_-}. $$  \hspace{1cm} (51)
In the perturbative limit $\bar{\Lambda} \to 0$ the turning points $\xi_{\pm}$ move to $\pm \infty$ and thus the particle moves freely most of the time, but encounters the exponential potential walls on the left and right. To determine the wavefunction in this case one must solve the equation (47) separately in the regions $A$ and $B$ close to the turning points $\xi_{\pm}$ respectively.

On the left:
$$\xi \simeq \xi_- \simeq \ln \frac{\Lambda}{2},$$
$$\xi = \xi_- - \ln \frac{\Lambda}{2},$$
$$(-i\hbar \partial_\xi)^2 \psi_A + \lambda^2 \psi_A + e^{-\xi} \psi_A = 0,$$
$$\psi_A(\xi \to -\infty) = 0.$$

On the right:
$$\xi \simeq \xi_+ \simeq -\ln \frac{\Lambda}{2},$$
$$\xi = \xi_+ + \ln \frac{\Lambda}{2},$$
$$(-i\hbar \partial_\xi)^2 \psi_B + \lambda^2 \psi_B + e^{\xi} \psi_B = 0,$$
$$\psi_B(\xi \to \infty) = 0.$$

The solutions are given by
$$\psi_A = f_0(\lambda; -\xi) \overset{\text{def}}{=} K_{\frac{\lambda}{2\hbar}} \left( \sqrt{\frac{\lambda}{\hbar}} \frac{2^{\xi/\hbar}}{\hbar} \right), \quad \psi_B = f_0(\lambda; \xi).$$

The asymptotics for $\xi \to 0$ are
$$f_0(\lambda; \xi \to 0) = \frac{1}{\Gamma(1 - \frac{\lambda}{2\hbar})} \left( \frac{\bar{\Lambda}}{2\hbar^2} \right)^{-\frac{\lambda}{2\hbar}} e^{\frac{\lambda}{2\hbar} \xi} - \frac{1}{\Gamma(1 + \frac{\lambda}{2\hbar})} \left( \frac{\bar{\Lambda}}{2\hbar^2} \right)^{\frac{\lambda}{2\hbar}} e^{-\frac{\lambda}{2\hbar} \xi}, \quad (52)$$
and according to Eq. (51) the B-periods are given by
$$\Pi_B^{\hbar} = -2\hbar \ln \left[ -\left( \frac{\bar{\Lambda}}{2\hbar^2} \right)^{-\frac{\lambda}{2\hbar}} \frac{\Gamma(1 + \frac{\lambda}{2\hbar})}{\Gamma(1 - \frac{\lambda}{2\hbar})} \right]. \quad (53)$$

Up to the terms linear in $\lambda$ this coincides with the (relative) perturbative period determined by the Nekrasov function Eq. (27):
$$\Pi_B^{\hbar} = \frac{1}{2} \left[ \frac{\partial F_{\text{Nek}}}{\partial a_2} - \frac{\partial F_{\text{Nek}}}{\partial a_1} \right] \bigg|_{a_1 = -\lambda; a_2 = \lambda} \quad (54)$$

5.2 One hypermultiplet

Analysis of the $SU(2)$ gauge theory with fundamental hypermultiplets runs parallel with the previous subsection. The equation now is

$$(-i\hbar \partial_\xi)^2 \psi + \lambda^2 \psi + \frac{\bar{\Lambda}}{2} \left( e^{\xi} \left( \hbar \partial_\xi + m + \frac{\hbar}{2} \right) + e^{-\xi} \right) \psi = 0. \quad (55)$$

We have put the hypermultiplet in front of the first exponent. We will see that the other choice gives the same period. Again in the limit $\bar{\Lambda} \to 0$ one must solve the equation separately in two regions $A$ and $B$.

On the left:
$$\xi \simeq \xi_- \simeq \ln \frac{\Lambda}{\hbar},$$
$$\xi = \xi_- - \ln \frac{\Lambda}{\hbar},$$
$$(-i\hbar \partial_\xi)^2 \psi_A + \lambda^2 \psi_A + e^{-\xi} \psi_A = 0,$$
$$\psi_A(\xi \to -\infty) = 0.$$

On the right:
$$\xi \simeq \xi_+ \simeq -\ln \frac{\Lambda}{\hbar},$$
$$\xi = \xi_+ + \ln \frac{\Lambda}{\hbar},$$
$$(-i\hbar \partial_\xi)^2 \psi_B + \lambda^2 \psi_B + e^{\xi} \psi_B = 0,$$
$$\psi_B(\xi \to \infty) = 0.$$

The solutions are
$$\psi_A = f_1(\lambda; m; \xi) \overset{\text{def}}{=} \left( \frac{\Lambda}{2\hbar} \right)^{\frac{\lambda}{2\hbar}} e^{\frac{\lambda}{2\hbar} \xi} \Phi \left( \frac{\lambda + m}{\hbar} + \frac{1}{2}, 1 + \frac{\lambda}{\hbar}; \frac{\bar{\Lambda}}{2\hbar} e^{\xi} \right) -$$
$$- \left( \frac{\Lambda}{2\hbar} \right)^{-\frac{\lambda}{2\hbar}} e^{-\frac{\lambda}{2\hbar} \xi} \frac{\Gamma(1 + \frac{\lambda}{2\hbar})}{\Gamma(1 - \frac{\lambda}{2\hbar})} \Phi \left( \frac{m - \lambda}{\hbar} + \frac{1}{2}, 1 - \frac{2\lambda}{\hbar}; \frac{\bar{\Lambda}}{2\hbar} e^{\xi} \right), \quad (58)$$

$$\psi_B = f_1(\lambda; m; \xi) \overset{\text{def}}{=} \left( \frac{\Lambda}{2\hbar} \right)^{\frac{\lambda}{2\hbar}} e^{\frac{\lambda}{2\hbar} \xi} \Phi \left( \frac{\lambda + m}{\hbar} + \frac{1}{2}, 1 + \frac{\lambda}{\hbar}; \frac{\bar{\Lambda}}{2\hbar} e^{\xi} \right) -$$
$$- \left( \frac{\Lambda}{2\hbar} \right)^{-\frac{\lambda}{2\hbar}} e^{-\frac{\lambda}{2\hbar} \xi} \frac{\Gamma(1 + \frac{\lambda}{2\hbar})}{\Gamma(1 - \frac{\lambda}{2\hbar})} \Phi \left( \frac{m - \lambda}{\hbar} + \frac{1}{2}, 1 - \frac{2\lambda}{\hbar}; \frac{\bar{\Lambda}}{2\hbar} e^{\xi} \right), \quad (58)$$
The solutions in the regions $A$ and $B$ are related to the solutions with different placement of the multiplet:

$$\psi_A(x) = \exp\left(-\frac{\tilde{A} e^{-\xi}}{2\hbar}\right) f_1(\lambda, m; -\xi),$$

$$\psi_B(x) = f_0(\lambda; \xi).$$

Clearly the B-periods remain the same in this case.

### 5.3 Two hypermultiplets

There are four ways to place the hypermultiplets in the Baxter equation: both can stick either to the first or the second exponents. We first examine the “symmetric” case with one hypermultiplet on the right and one on the left:

$$(-i\hbar \partial_\xi)^2 \psi + \lambda^2 \psi + \frac{\tilde{A}}{2} \left( e^\xi \left( \hbar \partial_\xi + m_1 + \frac{\hbar}{2} \right) + e^{-\xi} \left( \hbar \partial_\xi + m_2 - \frac{\hbar}{2} \right) \right) \psi = 0.$$  \hspace{1cm} (66)

The solutions in the regions $A$ and $B$ are related to the solution (58) from the previous subsection

$$\psi_A(\xi) = \exp\left(-\frac{\tilde{A} e^{-\xi}}{2\hbar}\right) f_1(\lambda, m_2; -\xi),$$

$$\psi_B(\xi) = f_1(\lambda, m_1; \xi).$$

According to Eq. (61) the period is

$$\Pi_B^h = -\hbar \ln \left[ \frac{\lambda}{2\hbar} \right]^{-\frac{\tilde{A}}{2\hbar}} \left( \frac{\Gamma(1 + \frac{m_1}{\hbar})}{\Gamma(1 - \frac{m_2}{\hbar})} \right)^2 \frac{\Gamma\left(\frac{1}{2} + \frac{m_1 - \lambda}{\hbar}\right)}{\Gamma\left(\frac{1}{2} + \frac{m_2 - \lambda}{\hbar}\right)} \frac{\Gamma\left(\frac{1}{2} + \frac{m_2 - \lambda}{\hbar}\right)}{\Gamma\left(\frac{1}{2} + \frac{m_2 + \lambda}{\hbar}\right)}.$$

which is in agreement with Eq. (27). The answer is clearly symmetric in the masses of the multiplets. Therefore exchanging them in Eq. (66) does not affect the period.

Now we try out the “asymmetric” form of the Baxter equation:

$$(-i\hbar \partial_\xi)^2 \psi + \lambda^2 \psi + \frac{\tilde{A}}{2} \left( e^\xi \left( \hbar \partial_\xi + m_1 + \frac{\hbar}{2} \right) \left( \hbar \partial_\xi + m_2 + \frac{\hbar}{2} \right) + e^{-\xi}\right) \psi = 0.$$  \hspace{1cm} (70)
The solution in the $A$ region is the same as in the pure gauge theory: $\psi_A = f_0(\lambda; -\xi)$; in the $B$ region Eq. (70) becomes

\begin{equation}
(-ih\partial)^2 \psi_B + \lambda^2 \psi_B + e^{\tilde{\xi}} \left( h\partial + m_1 + \frac{h}{2} \right) \left( h\partial + m_2 + \frac{h}{2} \right) \psi_B = 0 , \tag{71}
\end{equation}

with $\tilde{\xi} = \xi + \ln \bar{\Lambda}/2$. The solution is chosen so as to be regular at the point $e^{\tilde{\xi}} = 1$:

$$
\psi_B = f_2(m_1, m_2, \lambda; \xi) \equiv \frac{\Gamma \left( \frac{1}{2} + \frac{m_1 - \lambda}{h} + 1 \right) \Gamma \left( 1 - \frac{m_1 - \lambda}{h} \right)}{\Gamma \left( \frac{m_1 + \lambda}{h} + 1 \right)} \cdot \left( \frac{\bar{\Lambda}}{2} \right)^{\lambda} e^{\frac{1}{2} \xi} F_1 \left( \frac{m_1 - \lambda}{h} + 1, -\frac{m_1 - \lambda}{h}; 2; \left( \frac{\bar{\Lambda}}{2} \right)^2 e^{\xi} \right) - \frac{\Gamma \left( \frac{1}{2} + \frac{m_2 + \lambda}{h} + 1 \right) \Gamma \left( 1 - \frac{m_2 + \lambda}{h} \right)}{\Gamma \left( \frac{m_2 - \lambda}{h} + 1 \right)} \cdot \left( \frac{\bar{\Lambda}}{2} \right)^{-\lambda} e^{-\frac{1}{2} \xi} F_1 \left( \frac{m_2 - \lambda}{h} + 1, -\frac{m_2 - \lambda}{h}; 2; 1 - \frac{2\lambda}{h} \cdot \frac{\bar{\Lambda}}{2} e^{\xi} \right) . \tag{72}
$$

Here $2F_1(a, b; c; z)$ is the hypergeometric function. The period determined by the asymptotics of the solutions $\psi_A, \psi_B$ coincides with the one obtained in the "symmetric" form of the Baxter equation. One also obtains the same result with yet another placement of the multiplets:

$$
(-ih\partial)^2 \psi + \lambda^2 \psi + \bar{\Lambda} \left( e^{\xi} + e^{-\xi} \left( h\partial + m_1 - \frac{h}{2} \right) \left( h\partial + m_2 - \frac{h}{2} \right) \right) \psi = 0 . \tag{73}
$$

The solutions are

$$
\psi_A(\xi) = f_2(\lambda, -m_1, -m_2; -\xi) , \tag{74}
$$

$$
\psi_B(\xi) = f_0(\lambda, \xi) . \tag{75}
$$

Thus the periods are the same in this case. Summing up, we see that shuffling the hypermultiplets between the two terms of the Baxter equation indeed does not affect the periods.

### 5.4 Three hypermultiplets

Two of the three hypermultiplets must be placed in front of one of the exponents. Otherwise the resulting equation will be higher than second order and therefore not tractable. Following the same steps as in the previous subsection one gets the solutions and the period for this case:

$$
\psi_A(\xi) = \exp \left( -\frac{\bar{\Lambda} e^{-\xi}}{2h} \right) f_1(\lambda, m_3; -\xi) , \tag{76}
$$

$$
\psi_B(\xi) = f_2(\lambda, m_1, m_2; \xi) . \tag{77}
$$

$$
\Pi_B^h = -h \ln \left[ \left( \frac{\bar{\Lambda}}{2\sqrt{h}} \right)^{-\lambda} \left( \frac{\Gamma \left( \frac{1}{2} + \frac{m_1 - \lambda}{h} \right)}{\Gamma \left( \frac{1}{2} + \frac{m_2 - \lambda}{h} \right)} \right)^2 \cdot \prod_{f=1}^{3} \Gamma \left( \frac{1}{2} + \frac{m_r - \lambda}{h} \right) \right] . \tag{78}
$$

### 5.5 Four hypermultiplets

For the case of four hypermultiplets instead of $\bar{\Lambda}$ one has $q_{UV} = \exp(2\pi i \tau_{UV})$ with $\tau_{UV}$ being the microscopic coupling, well defined in this situation. Otherwise this case is in complete analogy with the previous ones and the periods are found to be

$$
\Pi_B^h = -h \ln \left[ \left( \frac{q_{UV}}{2} \right)^{-\lambda} \left( \frac{\Gamma \left( \frac{1}{2} + \frac{m_1 - \lambda}{h} \right)}{\Gamma \left( \frac{1}{2} + \frac{m_2 - \lambda}{h} \right)} \right)^2 \cdot \prod_{f=1}^{4} \Gamma \left( \frac{1}{2} + \frac{m_r - \lambda}{h} \right) \right] . \tag{79}
$$
6 Conclusions

We have presented evidence that Nekrasov prepotential for $SU(N)$ theory with hypermultiplets in fundamental representation arises when one considers the quantization of the corresponding Seiberg-Witten curve. We have checked this conjecture:

- For perturbative part of the prepotential for general $N_c$ and $N_f$ to the order $\hbar^3$.
- For 1-instanton part for $N_c = 1, 2$, $N_f = 1, 2, 3$ and $N_c = 4$, $N_f = 1, 2$ to the order $\hbar^3$.
- For perturbative part of the prepotential for $N_c = 2$ and $N_f = 0, 1, 2, 4$ to all orders in $\hbar$.

What is important, these checks were exact in masses of the hypermultiplets. Thus we have also checked that the Baxter equation for the XXX spin chain and Gaudin magnet give the same quantum deformed periods in the listed cases. This statement requires further investigation because for the Gaudin system only lowest correction in $\hbar$ for the case of $SU(2)$ was obtained in [7].
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