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Abstract

Function layout, also known as function reordering or function placement, is one of the most effective profile-guided compiler optimizations. By reordering functions in a binary, compilers can improve the performance of large-scale applications or reduce the compressed size of mobile applications. Although the technique has been extensively studied in the context of large-scale binaries, no study has thoroughly investigated function layout algorithms on mobile applications.

In this paper we develop the first principled solution for optimizing function layouts in the mobile space. To this end, we identify two key optimization goals: reducing the compressed code size and improving the cold start-up time of a mobile application. Then we propose a formal model for the layout problem, whose objective closely matches our goals. Our novel algorithm for optimizing the layout is inspired by the classic balanced graph partitioning problem. We have carefully engineered and implemented the algorithm in an open-source compiler, LLVM. An extensive evaluation of the new method on large commercial mobile applications demonstrates significant improvements in start-up time and compressed size compared to the state-of-the-art approach.

CCS Concepts: • Software and its engineering → Compilers; • Theory of computation → Graph algorithms analysis.
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1 Introduction

As mobile applications become an essential part of everyday life, it becomes crucial to improve their speed, size, and reliability. Profile-guided optimization (PGO) is a critical component in modern compilers for improving the performance and size of applications; it enables the development and delivery of new app features for mobile devices that have limited storage and low memory. The technique, also known as feedback-driven optimization (FDO), leverages the program’s dynamic behavior to generate optimized applications. PGO is now a standard feature in most commercial and open-source compilers.

Modern PGO has been successful in speeding up server workloads [7, 17, 36] by providing a double-digit percentage boost in performance. This is accomplished through a combination of several compiler optimizations, such as function inlining and code layout. PGO relies on execution profiles of a program, such as the execution frequencies of basic blocks and function invocations, to guide compilers in selectively and efficiently optimizing critical paths of a program. Typically, server-side PGO aims to improve CPU and cache utilization during the steady state of program execution, resulting in higher server throughput. However, applying PGO for mobile applications poses a unique challenge, as mobile applications are largely I/O bound and lack a well-defined steady-state performance due to their user-interactive nature [27]. Instead, the download speed and launch time of an app are crucial to its success, as they directly impact user experience, and therefore, user retention [5, 30].
In this paper we revisit a classic PGO technique, function layout, and show how to successfully apply it in the context of mobile applications. We emphasize that most of the earlier compiler optimizations focus on a single objective, such as the performance or the size of a binary. However, function layout might impact multiple key metrics of a mobile application. We show how to place functions in a binary to simultaneously improve its (compressed) size and start-up performance. The former objective is directly related to the app download speed and has been extensively discussed in recent works on compiler optimizations for mobile applications [5, 27, 28, 30, 40, 42]. The latter receives considerably less attention but nevertheless is of prime importance in the mobile space [10, 18, 19, 32].

Function layout, along with basic block reordering and inlining, is one of the most impactful PGOs. The seminal work of Pettis and Hansen [37] introduced a heuristic for function placement that reduces I-TLB (translation lookaside buffer) cache misses, improving the steady-state performance of large-scale binaries. The follow up work of Ottolini and Maher [35] further improved this placement scheme by considering the performance of the processor instruction cache (I-cache). The two heuristics are utilized in the majority of modern compilers and binary optimizers [25, 35, 36, 44]. However, these optimizations have not been widely used in mobile development and the corresponding layout algorithms have not thorough studied. To the best of our knowledge, the recent work of Lee, Hoag, and Tillmann [27] is the only known study that describes a technique for function placement in native mobile applications. With this in mind, we provide the first comprehensive investigation of function layout algorithms in the context of mobile applications. In Section 1.1 we explain how function layout impacts the compressed app size, which eventually affects download speed. Then in Section 1.2 we describe how an optimized function placement can improve the start-up time. Finally, Section 1.3 highlights our main contributions, a unified optimization model to tackle these two seemingly unrelated objectives and a novel algorithm for the problem based on the recursive balanced graph partitioning.

1.1 Function Layout for App Download Speed

As mobile apps continue to grow rapidly, reducing the binary size is crucial for application developers [21, 27, 30]. Smaller apps can be downloaded faster, which directly impacts user experience [39]. For example, a recent study in [5] establishes a strong correlation between the app size and the user engagement. Furthermore, mobile app distribution platforms may impose size limitations for downloads that use cellular data [5]. For example, in the Apple App Store, users will not receive timely updates that include critical security improvements if an app’s size exceeds a certain threshold, unless they are connected to a Wi-Fi network.

Mobile apps are distributed to users in a compressed form via mobile app platforms. Typically, application developers do not have control over the compression technique used by the platforms. However, Lee et al. [27] observe that modifying the content of a binary can improve its compressed size. Specifically, co-locating “similar” functions in the binary can improve the compression ratio achieved by popular compression algorithms such as ZSTD or LZFSE. A similar technique is used in a bytecode Android optimizer, Redex [20].

Why does function layout affect compression ratios? Most modern lossless compression tools rely on the Lempel-Ziv (LZ) scheme [48]. Such algorithms try to identify long repeated sequences in the data and substitute them with pointers to their previous occurrences. If the pointer is represented using fewer bits than the actual data, then the substitution results in a compressed-size win. That is, the shorter the distance between the repeated sequences, the higher the compression ratio. To make the computation effective, LZ-based algorithms search for common sequences inside a sliding window, which is typically much shorter than the actual data. Therefore, function layouts in which repeated instructions are grouped together, lead to smaller (compressed) mobile apps; see Figure 1 for an example.

1.2 Function Layout for App Launch Time

Start-up time is one of the key metrics for mobile applications since a quick launch ensures users have a good first impression [47]. According to a study in [32], 20% of users abandon an app after one use, and 80% of users give poorly performing apps at most three chances before uninstalling them. Start-up time is the time between a user clicking on an application icon and the display of the first frame after rendering. There are several start-up scenarios: cold start, warm start, and hot start [10, 18, 19]. Switching back and forth between different apps leads to a hot/warm start and typically does not incur significant delays. In contrast, starting an app from scratch or resuming it after a memory intensive process is referred to as cold start. Our focus is to improve this cold start scenario, which is usually the key performance metric.

Unlike server workloads, where code layout algorithms optimize the cache utilization [34, 35, 36], start-up performance is mostly dictated by memory page faults [12]. When an app
is launched, its code is transferred from the disk to the main memory. Function layout can affect the performance because the transfer happens at the granularity of memory pages. As illustrated in Figure 2, interleaving cold functions that are never executed with hot functions results in more memory pages being fetched from disk. While simply grouping hot functions in the binary is an attractive solution, we note that some mobile apps have a user base of billions of daily active users across a wide range of devices and platforms. As a result, optimizing the layout for a particular usage scenario could lead to a suboptimal performance for other scenarios. The challenge is to produce a single function layout that optimizes the start-up performance across all use cases.

1.3 Contributions

We model the problem of computing an optimized function layout for mobile apps as the balanced graph partitioning problem [14]. This approach enables a single algorithm to enhance both app start-up time (which impacts user experience) and app size (which impacts download speed). However, while the layout algorithm is the same for both objectives, it operates with different datasets collected during profiling. For the sake of clarity, we call the optimizations Balanced Partitioning for Start-up Optimization (bps) and Balanced Partitioning for Compression Optimization (bpc). Algorithm 1 outlines our implementation.

The former optimization, bps, is applied to hot functions in the binary that are executed during app start-up, while the latter optimization, bpc, is applied to all the remaining cold functions. In our experiments, we found that approximately 15% of functions are hot, allowing us to improve the overall start-up performance while simultaneously reordering most of the functions in a “compression-friendly” manner. Compared to the prior work [27], we achieved an average start-up time improvement of 4% and a compressed size reduction of up 1%, while speeding up the function layout phase by 30 times faster for SocialApp, one of the largest mobile apps in the world. The contributions of the paper are summarized as follows.

- We formally define the function layout problem in the context of mobile applications. To this end, we identify and formalize two optimization objectives, based on the application startup time and the compressed size.
- Next, we present the Balanced Partitioning algorithm, which takes as input a bipartite graph between function and utility vertices, and outputs an order of the function vertices. We also demonstrate how to reduce the objectives of bpc and bps to an instance of the balanced graph partitioning problem.
- Finally, we extensively evaluate the compressed size, the start-up performance, and the runtime of the new algorithms with two large commercial iOS applications, SocialApp and ChatApp, and experiment with app size on Android native binaries.

The rest of the paper is organized as follows. Section 2 builds an optimization model for compression and start-up performance, respectively. Then Section 3 introduces the recursive balanced graph partitioning algorithm, which forms the foundation for effectively solving the two optimization problems. Next in Section 4, we describe our implementation of the technique in an open-source compiler, LLVM. Section 5 presents an evaluation on real-world mobile applications. We conclude the paper with a discussion of related works in Section 6 and possible future directions in Section 7.

2 Building an Optimization Model

We model the function layout problem with a bipartite graph, denoted $G = (F \cup U, E)$, where $F$ and $U$ are disjoint sets of vertices and $E$ are the edges between the sets. The set $F$ is a collection of all functions in a binary, and the goal is to find a permutation (also called an order or a layout) of $F$. The set $U$ represents auxiliary utility vertices that are used to define an objective for optimization. Every utility vertex $u \in U$ is adjacent with a subset of functions, $f_1, \ldots, f_k \in F$ so that $(u, f_1), \ldots, (u, f_k) \in E$ for some integer $k \geq 2$. Intuitively, the goal of the layout algorithm is to place all functions so that $f_1, \ldots, f_k$ are nearby in the resulting order, for each utility vertex $u$. That is, the utility vertex encodes a locality preference for the adjacent functions. Next, we formalize the intuition for each of the two objectives.

2.1 Compression

As explained in Section 1.1, the compression ratio of a Lempel-Ziv-based algorithm can be improved if similar functions are placed nearby in the binary. This observation is based on earlier theoretical studies [38] and has been confirmed empirically [13, 29] in the context of lossless data compression. These studies define (sometimes, implicitly) a proxy metric that correlates an order of functions with the compression achieved by an LZ scheme. Suppose we are given some data to compress, e.g., a sequence of bytes that represents the instructions in a binary. We define a $k$-mer to
Figure 3. The correlation between the number of distinct k-mers \( (k = 8) \) in a sliding window of size \( w = 64 \)KB for ChatApp and its compressed size after applying a Lempel-Ziv-based (LZ4) compression algorithm.

be a contiguous substring in the data of length \( k \), which is a small constant. Let \( w \) be the size of the sliding window utilized by the compression algorithm; typically, \( w \) is much smaller than the length of the data. Then the compression ratio attained by an LZ-based data compression algorithm is determined by the number of distinct k-mers in the data within each sliding window of size \( w \). In other words, the compressed size of the data is minimized when each k-mer occurs in as few windows of size \( w \) as possible.

To validate the intuition, we computed and plotted the number of distinct 8-mers within 64KB-windows on a set of functions from ChatApp; see Figure 3. To obtain a data point for the plot, we fixed a specific layout of functions in the binary and extracted its .text section to a string, by concatenating their instructions. Then for every (contiguous) substring of length \( w \), we counted the number of distinct k-mers in the substring. This number serves as the proxy metric for predicting the compressed size of the data. We then applied a compression algorithm to the entire string and measured the compressed size. To get multiple points on Figure 3, we repeated the process by starting with a different function layout, which was achieved by randomly permuting some of the functions. The results in Figure 3 reveal a strong correlation between the actual compression ratio achieved on the data and the predicted value based on k-mers. We recorded a Pearson correlation coefficient of \( \rho > 0.95 \) between the two quantities. Interestingly, the high correlation was observed for various values of \( k \) (in our evaluation, \( 4 \leq k \leq 12 \)), different window sizes \( (4\text{KB} \leq w \leq 128\text{KB}) \), and various compression tools, including ZSTD (which combines a dictionary-matching stage with a fast entropy-coding stage), LZ4 (which belongs to the LZ77 family of byte-oriented compression schemes), and LZMA (which uses dictionary compression within the xz tool).

Given the remarkable predictive power of the simple proxy metric, we suggest optimizing the layout of functions in a binary based on the metric since it can be easily extracted and computed from the data. To achieve this, we represent each function, \( f \in F \), as a sequence of instructions. For each instruction in the binary that occurs in at least two functions, we create a utility vertex \( u \in U \). The bipartite graph, \( G = (F \cup U, E) \), contains an edge \((f, u) \in E\) if function \( f \) contains instruction \( u \); refer to Figure 4 for an illustration of the process. The goal is to co-locate functions that share many utility vertices so that the compression algorithm can efficiently encode the corresponding instructions.

2.2 Start-up

To optimize cold start, we develop a simplified memory model. Initially, we assume that the application code is not present in the main memory. When the application starts, the code needs to be fetched from the disk to the main memory at the granularity of memory pages. We assume that the pages are never evicted from the memory. That is, when a function is executed for the first time, its page should be present in the memory to avoid a start-up delay caused by page faults. The goal is to find a function layout that results in the fewest number of page faults possible.

In this model, the start-up performance is affected only by the first execution of a function; all subsequent executions do not result in page faults. Hence, we record the timestamp when each function \( f \in F \) was first executed, and collect the sequence, called the trace, of functions ordered by the timestamps. The traces vary depending on the user or usage scenario of the application. We assume that we have a representative collection of traces, \( S \).

Given an order of functions, we can determine which memory page each function belongs to, given their sizes and assuming a certain page size. Then for every start-up trace, \( \sigma \in S \), and an index \( t \leq |\sigma| \), we define \( p_\sigma(t) \) to be the number of page faults during the execution of the first \( t \) functions in \( \sigma \). Similarly, for a set of traces \( S \), we define the evaluation curve as the average number of page faults for each \( \sigma \in S \), that is, \( p(t) := \sum_{\sigma \in S} p_\sigma(t)/|S| \).

To gain an intuition, consider what happens when there is only one trace \( \sigma \in S \). In this case, the optimal layout is to use the order induced by \( \sigma \), which results in an evaluation curve that is linear in \( t \). On the other hand, a random permutation
functions and utilities, respectively, and \( E \) are the edges between them; see Figure 6a. The goal of the algorithm is to find a permutation of \( F \) that optimizes a specific objective.

For a high-level overview of our method, refer to Algorithm 1. The algorithm combines recursive graph bisection with a local search optimization at each step. Given an input graph \( G \) with \( |F| = n \), we apply the bisection algorithm to obtain two disjoint sets of (approximately) equal cardinality, \( F_1, F_2 \subseteq F \), where \( |F_1| = \lfloor n/2 \rfloor \) and \( |F_2| = \lfloor n/2 \rfloor \). We layout \( F_1 \) on the set \( \{1, \ldots, \lfloor n/2 \rfloor \} \) and \( F_2 \) on the set \( \{\lceil n/2 \rceil, \ldots, n\} \). By doing so, we divide the problem into two sub-problems, each with half the size, and recursively compute orders for the two subgraphs induced by vertices \( F_1 \) and \( F_2 \), adjacent utility vertices, and incident edges. Naturally, when the graph contains only one function, the order is trivial; see Figure 6b.

Every bisection step of Algorithm 1 is a variant of the local search optimization inspired by the popular Kernighan-Lin heuristic \([23]\) for the graph bisection problem. We start by splitting \( F \) into two sets, \( F_1 \) and \( F_2 \), of roughly equal size. Then, we iteratively exchange pairs of vertices between \( F_1 \) and \( F_2 \) to improve a certain cost. To this end, we compute, for every function \( f \in F \), the move gain, that is, the difference of the cost after moving \( f \) from its current set to another one. Then the vertices of \( F_1 \) (\( F_2 \)) are sorted in the decreasing order of the gains to produce list \( S_1 \) (\( S_2 \)). Finally, the lists \( S_1 \) and \( S_2 \) are traversed in the order, exchanging the pairs of vertices when the sum of the move gains is positive. The process is repeated until a convergence criterion is met or the maximum number of iterations is reached. The final order of the functions is obtained by concatenating the two recursively computed orders for \( F_1 \) and \( F_2 \).

**Optimization objective.** An important aspect of our algorithm is the objective to optimize at each bisection step. The goal is to find a layout in which functions sharing many utility vertices are co-located in the order. We capture this with the cost of a given partition of \( F \) into \( F_1 \) and \( F_2 \):

\[
\text{cost}(F_1, F_2) := \sum_{u \in U} \text{cost}(L(u), R(u)),
\]

where \( L(u) \) and \( R(u) \) are the numbers of functions adjacent to utility vertex \( u \) in parts \( F_1 \) and \( F_2 \), respectively; see Figure 6a. Observe that \( L(u) + R(u) \) is the degree of vertex \( u \), and thus, it is independent of the split. The objective, which we try to 
**minimize**, is the summation of the individual contributions to the cost over the utilities. The contribution of one utility vertex, \( \text{cost}(L(u), R(u)) \), is minimized when \( L(u) = 0 \) or \( R(u) = 0 \), that is, when all functions of \( u \) belong to the same part; in that case, the algorithm might be able to group the functions in the final order. In contrast, when \( L(u) \approx R(u) \), the cost takes its highest value, as the functions will likely be spread out in the order. Of course, it is easy to minimize the cost for one utility vertex (by placing its functions to one of the parts). However, minimizing \( \text{cost}(F_1, F_2) \)

### 3 Recursive Balanced Graph Partitioning

Our algorithm utilizes the recursive balanced graph partitioning scheme. Recall that the input is an undirected bipartite graph \( G = (F \cup U, E) \), where \( F \) and \( U \) are disjoint sets of utility vertices, \( U \):

\[
F = \{f : \sigma \in S \text{ and } 1 \leq i \leq k\},
\]

and edge set

\[
E = \{(f, (\sigma, t_i)) : \sigma^{-1}(f) \leq t_i\},
\]

where \( \sigma^{-1}(f) \) is the index of function \( f \) in \( \sigma \). That way, the algorithm builds an order of \( F \) in which the first \( t_i \) positions of every \( \sigma \in S \) occur, as much as possible, consecutively.

![Bipartite graph construction with a single threshold](image)

**Figure 5.** Modeling start-up-aware function layout (bps) of functions causes most pages to be fetched early in the execution, resulting in an evaluation curve that looks like a step function. Figure 5b provides a concrete example of how different layouts lead to different evaluation curves.

We remark that while traces have the same length if all functions are executed eventually, the length of the prefix of each trace corresponding to the start-up phase of the execution may vary due to diverging execution paths specific to the device and the user. Hence, instead of optimizing the value of \( p(t) \) for a particular \( t \), we aim to minimize the area under the curve \( p(t) \) by selecting a discrete set of threshold values \( t_1, t_2, \ldots, t_k \), and use the bipartite graph \( G = (F \cup U, E) \) with utility vertices

\[
U = \{(\sigma, t_i) : \sigma \in S \text{ and } 1 \leq i \leq k\},
\]

and edge set

\[
E = \{(f, (\sigma, t_i)) : \sigma^{-1}(f) \leq t_i\},
\]

where \( \sigma^{-1}(f) \) is the index of function \( f \) in \( \sigma \). That way, the algorithm builds an order of \( F \) in which the first \( t_i \) positions of every \( \sigma \in S \) occur, as much as possible, consecutively.
There are multiple ways of defining $\text{cost}(L(u), R(u))$ that satisfy the conditions above. After an extensive evaluation of various candidates, we identified the following objective:

$$\text{cost} := -L(u) \log (L(u) + 1) - R(u) \log (R(u) + 1),$$  

which is inspired by the so-called uniform log-gap cost utilized in the context of index compression [8, 11].

---

**Algorithm 1: Recursive Balanced Graph Partitioning**

**Input**: graph $G = (F \cup U, E)$

**Output**: order of $F$ vertices

**Function** ReorderBP

```plaintext
/* Initial splitting of the functions into two halves. */
for $f \in F$ do
  if random(0,1) < 0.5 then $F_1 \leftarrow F_1 \cup \{f\}$
  else $F_2 \leftarrow F_2 \cup \{f\}$
/* Refinement of the split. */
repeat
  for $f \in F$ do
    gains[$f$] ← ComputeMoveGain($f$)
  $S_1$ ← sorted $F_1$ in descending order of gains;
  $S_2$ ← sorted $F_2$ in descending order of gains;
  for $v \in S_1$, $u \in S_2$ do
    if gains[$v$] + gains[$u$] > 0 then
      exchange $v$ and $u$ in the sets;
    else break;
until converged or iteration limit exceeded;
/* Recursively reorder the two parts and concatenate the results. */
Order$_1$ ← ReorderBP(Graph induced by $F_1 \cup U$);
Order$_2$ ← ReorderBP(Graph induced by $F_2 \cup U$);
return concatenation of Order$_1$ and Order$_2$
```

**Function** ComputeMoveGain($f$)

```plaintext
/* Calculate cost improvement after moving $f$ to another part. */
$gain = 0$;
for $(u, f) \in E$ do
  if $f \in F_1$ then
    $gain \leftarrow gain + cost(L(u), R(u)) - cost(L(u) - 1, R(u) + 1)$;
  else
    $gain \leftarrow gain + cost(L(u), R(u)) - cost(L(u) + 1, R(u) - 1)$;
return gain
```

for all utilities simultaneously is a challenging task, due to the constraint on the sizes of $F_1$ and $F_2$.

There are multiple ways of defining $\text{cost}(L(u), R(u))$ that satisfy the conditions above. After an extensive evaluation of various candidates, we identified the following objective:

$$\text{cost} := -L(u) \log (L(u) + 1) - R(u) \log (R(u) + 1),$$  

which is inspired by the so-called uniform log-gap cost utilized in the context of index compression [8, 11].
processor data cache. That way, we replaced most of the algorithm evaluations with a table lookup, saving approximately 10% of the total runtime.

**Optimizing the quality.** An interesting aspect of Algorithm 1 is the way for exchanging functions between the two sets. Recall that we pair the functions in $F_1$ with functions in $F_2$ based on the computed move gains, which are positive when a function should be moved to another set or negative when a function should stay in its current set. We observed that it is beneficial to skip some of the moves. To this end, we introduce a fixed probability ($0.1$ in our implementation) of skipping the move for a vertex that would otherwise have been moved to a new set. Intuitively, this adjustment prevents the optimization from becoming stuck at a local minimum. It is also helpful in avoiding redundant swapping cycles, which might occur in the algorithm; refer to [31, 46] for a discussion in the context of graph reordering.

**Reducing the space complexity.** One potential downside to our start-up function layout algorithm is the need to collect full traces during profiling. If too many executions are profiled, then the storage requirements may become impractical. To address the issue, we cap the number of stored traces by a fixed integer $\ell$. If the profiling process generates more than $\ell$ traces, we select a representative random sample of size $\ell$ using reservoir sampling [45]: When the $i$th trace arrives, if $i \leq \ell$ we keep the trace; otherwise, with probability $1 - \ell/i$ we ignore the trace, and with complementary probability, we pick uniformly at random one of the stored traces and swap it out with the new one. The process yields a sample of $\ell$ traces chosen uniformly at random from the stream of traces. We use $\ell = 300$ in our implementation.

## 4 Implementation in LLVM

Both *bpc* and *bps* use profile data to guide function layout. Ideally, profile data should accurately represent common real-world scenarios. The current instrumentation in LLVM [24] produces an instrumented binary with large size and performance overhead due to added instrumentation instructions, added metadata sections, and changes in optimization passes. This can be particularly problematic for mobile devices, where increased code size can lead to performance regressions and alter the behavior of the application. Profiles collected from these instrumented binaries might not accurately represent our target scenarios. To address these issues, Machine IR Profile (MIP) [27] aims to minimize binary size and performance overhead for instrumented binaries. This is achieved by extracting instrumentation metadata from the binary and using it to post-process the profiles offline.

MIP collects profile data that are relevant for optimizing mobile apps. It records function call counts used to identify functions as either hot or cold. Within each function, MIP can derive coverage data for each basic block. MIP has an optional mode, called return address sampling, which adds probes to callees to collect a sample of their callsites. This can be used to construct a dynamic call graph that includes dynamically dispatched calls. Furthermore, MIP collects function timestamps by recording and incrementing a global timestamp for each function when it is called for the first time. We sort the functions by their initial call timestamp to construct a function trace. To collect raw profiles at runtime, we run instrumented apps under normal usage, and dump raw profiles to the disk, which is uploaded to a database. These raw profiles are later merged offline into a single optimization profile.

### 4.1 Overview of the Build Pipeline

Figure 7 shows an overview of our build pipeline. We collect thousands of raw profile data files from various uses and periodically perform offline post-processing to generate a single optimization profile. During post-processing, *bps* determines the optimized order of hot functions that were profiled, including both start-up and non-start-up functions. Our apps are built with link-time optimization (LTO or ThinLTO). At the end of LTO, *bpc* orders cold functions to achieve a highly compressed binary size. These two orders of functions are concatenated and passed to the linker which finalizes the function layout in the binary. We have chosen to use two separate optimization passes for *bps* and *bpc*, since applying them jointly at the end of LTO would require carrying large amounts of traces through the build pipeline.

### 4.2 Hot Function Layout

As shown in Figure 7, we first merge the raw profiles into the optimization profile with instrumentation metadata during post-processing. For the block coverage and dynamic call graph data, we simply accumulate them into the optimization profile as we go along. However, to run *bps*, we need to keep the function timestamps from each raw profile. We encode the sequence of indices to the functions participating in the cold start-up and append them to a separate section of the optimization profile.

The *bps* algorithm, described in Section 2.2, uses function traces with thresholds, to set utility vertices, and produces an optimized order for start-up functions. Once *bps* is completed, the embedded function traces are no longer needed, and can be removed from the optimization profile.

Third-party library functions and outlined functions that appear later than instrumentation in the compilation pass, might not be instrumented. To order such functions, we first check if their call sites are profiled using block coverage data. If so, these functions inherit the order of their first caller. For example, if an uninstrumented outlined function, $f_{\text{outlined}}$, is called from the profiled functions, $f_A$ and $f_B$, and *bps* orders $f_A$ followed by $f_B$, then we insert $f_{\text{outlined}}$ after $f_A$; this results in the layout $f_A, f_{\text{outlined}}, f_B$.
4.3 Cold Function Layout

We execute \texttt{bpc} after optimization and code generation are finished, without using an intermediate representation (IR), as shown in Figure 7. During code generation, each function publishes a set of hashes that represent its contents, which are meaningful across modules. We use one 64-bit stable hash for each instruction by combining hashes of its opcode and operands, resulting in an 8-mer, a substring of length 8, for every instruction. When computing stable hashes, we omit hashes of pointers and instead use hashes of the contents of their targets. Unlike outliners that need to match instruction sequences, we do not consider the order or duplicates of the hashes. We only keep track of the unique stable hashes per function as the input to \texttt{bpc}.

Since hot functions are already ordered, we filter them out before applying \texttt{bpc}. It is worth noting that outliners can optimistically produce many identical functions, which will eventually be folded by the linker. To efficiently handle deduplication, \texttt{bpc} groups functions that have identical sets of hashes, and runs with the set of unique cold functions.

5 Evaluation

We evaluated our approach on two commercial iOS applications and one commercial Android application; refer to Table 1 for basic properties of the apps. SocialApp is one of the largest mobile applications in the world, with a total size of over 250MB, and provides a variety of usage scenarios, making it an attractive target for compiler optimizations. ChatApp is a medium sized mobile app with a total size of over 50MB. AndroidNative consists of around 400 shared natives binaries. Unlike the two iOS binaries that are built with ThinLTO, each Android native binary is relatively small, and can be compiled with (Full)LTO without a significant increase in build time. Since there is no fully automated MIP pipeline for building AndroidNative, we use the app only to evaluate the compressed binary size.

5.1 Start-up Performance

Here we present the impact of function layout on start-up performance. Our proposed algorithm, referred to as \texttt{bps}, is compared with the following alternatives:

- \texttt{baseline} is the original ordering of functions as dictated by the compiler; the function layout follows the order of object files that are passed into the linker;
- \texttt{random} is the result of randomly permuting the hot functions;
- \texttt{order-avg} is a natural heuristic for ordering hot functions suggested in [27] based on the average timestamp of a function during start-up computed across all traces.

To evaluate the impact of function layout in a production environment, we compared the current \texttt{order-avg} algorithm with the new \texttt{bps} algorithm for two different release versions, release N and release N + 1, and recorded the number of page faults during start-up. Table 2 presents the detailed results for the average and 99th percentile number of page faults observed in millions of samples published in production. Since in the production environment for iOS apps, only a single binary can be shipped, and less effective algorithms (such as \texttt{baseline} or \texttt{random}) cannot be utilized without regressing performance, we acknowledge that the improvements observed may result from multiple optimizations shipped simultaneously with \texttt{bps}. To account for this, we repeated the alternations three times in consecutive releases, and recorded the overall reduction in page faults. On average, \texttt{bps} reduced the number of major page faults by 6.9% and 16.9% for SocialApp and ChatApp, respectively. The improvement translates into 4.2% (average) and 2.9% (p99) reductions of the cold start-up time for SocialApp.

Table 3 presents the results of a similar evaluation of the start-up performance with different function layouts on a specific device, \textit{iPhone12 Pro}, during the first 10s of the cold start-up. We repeat the experiment three times and calculated the mean number of page faults in (i) the .text segment and (ii) the entire binary, which additionally includes other data.

\begin{table}
\centering
\caption{Basic properties of evaluated applications}
\begin{tabular}{|l|c|c|c|c|c|c|c|}
\hline
 & text size & binary size & total & hot & blocks per func. \\
 & (MB) & (MB) & func. & func. & p50 & p95 & p99 \\
\hline
SocialApp & 119 & 259 & 856\textsuperscript{K} & 154\textsuperscript{K} & 1 & 11 & 29 \\
ChatApp & 35 & 58 & 202\textsuperscript{K} & 44\textsuperscript{K} & 3 & 24 & 70 \\
AndroidNative & 38 & 62 & 186\textsuperscript{K} & N/A & 3 & 36 & 113 \\
\hline
\end{tabular}
\end{table}
Table 2. The number of major page faults measured for order-avg and bps shipped in consecutive releases. The relative improvement of bps over order-avg is shown in parentheses.

|            | average | p99  |
|------------|---------|------|
| SocialApp  |         |      |
| order-avg  | release N | 3.4K | 7.6K |
| bps        | release N + 1 | 3.1K (6.9%) | 7.2K (4.6%) |
| ChatApp    |         |      |
| order-avg  | release N | 1.7K | 10.3K |
| bps        | release N + 1 | 1.4K (16.9%) | 9.3K (9.1%) |

Table 3. The relative improvements of major page faults of various function layout algorithms over baseline measured on iPhone12 Pro during the first 10s of the cold start-ups; negative values indicate regressions.

|            | Text | Binary |
|------------|------|--------|
| SocialApp  |      |        |
| random     | -4.7% | -3.3% |
| order-avg  | 14.1% | 3.2%   |
| bps        | 19.9% | 6.8%   |
| ChatApp    |      |        |
| random     | -144.4% | -65.7% |
| order-avg  | 34.9% | 15.9%  |
| bps        | 36.6% | 18.3%  |

segments. Overall, bps reduces the total number of major page faults in the binary by 6.8% and 18.3% for SocialApp and ChatApp, respectively, while order-avg reduces them by 3.2% and 15.9%, respectively. On the other hand, random significantly increases the number of page faults, negatively impacting the start-up performance.

An interesting observation from Tables 2 and 3 is that function layout has a greater impact on the start-up performance of ChatApp than that of SocialApp. This could be due to that SocialApp consists of dozens of native binaries, while function layout is effective within each binary. Therefore, optimizing the function layout across different binaries has a more limited impact on the overall start-up performance of SocialApp. In contrast, ChatApp is composed of only a few native binaries and only one large binary is responsible for the start-up; thus, an optimized function layout can directly impact the performance.

5.2 Compressed Binary Size

We now present the results of size optimizations on the selected applications. In addition to the baseline and random function layout algorithms, we compare bpc with the following heuristic:

- greedy is an approach for ordering cold functions discussed in [27]. It is a procedure that iteratively builds an order by appending one function at a time. On each step, the most recently placed function is compared (based on the instructions) with not yet selected functions, and the one with the highest similarity score is appended to the order. To avoid an expensive \(O(n^2)\)-computation of the scores, several pruning rules are applied to reduce the set of candidates; see [27] for details.

Table 4 summarizes the app size reduction from each function layout algorithm, where the improvements are computed on top of baseline (that is, the original order of functions generated by the compiler). The compressed size reduction is measured in three modes: the size of the .text section of the binary directly impacted by our optimization, the size of the executables excluding resource files such as images and videos, and the total app size in a compressed package. We observe that bpc reduces the size of .text by 3% and 1.8% for SocialApp and ChatApp, respectively. Since this section is the largest in the binary (responsible for 2/3 of the compressed ipa size), this translates into overall 1.9% and 1.3% improvements. At the same time, the impact of all the tested algorithm on the uncompressed size of a binary is minimal (within 0.1%), which is mainly due to differences in code alignment. We stress that while the absolute savings may feel insignificant, this is a result of applying a single compiler optimization on top of the heavily tuned state-of-the-art techniques; the gains are comparable to those reported by other recent works in the area [9, 27, 28, 30, 40].

An interesting observation is the behavior of random on the dataset, which worsen the compression ratios by approximately 5% in comparison to baseline. The explanation is that similar functions are naturally clustered in the source code. For example, functions within the same object file tend to have many local calls, making the corresponding call instructions good candidates for a compact LZ-based encoding. Yet bpc can significantly improve the instruction locality by reordering functions across different object files.

Additionally, we assess the reduction in compressed size for AndroidNative. It is important to note that the total app size is measured using Android package kit (apk) which includes not only native binaries, but also Android Dex bytecode. Unlike the aforementioned two iOS apps, the .text size of the native binaries is only 1/4 of the total app size. Therefore, the overall app compressed size win is smaller than for the .text or the executable sections. We observe that these compressed sizes for AndroidNative are more sensitive to different layouts. This is due to AndroidNative being a traditional C/C++ binary, where the number of blocks per function is significantly higher than that of the iOS apps, as illustrated in Table 1. Function call instructions encode their call targets with relative offsets whose values differ for each call-site. Unlike the iOS apps written in Objective-C having many dynamic calls, AndroidNative has fewer call-sites, making it more compression-sensitive.
Table 4. Compressed size improvements of various function layout algorithms over baseline; negative values indicate regressions.

|                | Text | Executables | App Size |
|----------------|------|-------------|----------|
| SocialApp      |      |             |          |
| random         | −5.3%| −4.6%       | −3.7%    |
| greedy         | 1.6% | 1.3%        | 1.1%     |
| bpc            | 3.0% | 2.3%        | 1.9%     |
| ChatApp        |      |             |          |
| random         | −4.9%| −4.4%       | −3.8%    |
| greedy         | 1.3% | 1.0%        | 0.8%     |
| bpc            | 1.8% | 1.6%        | 1.3%     |
| AndroidNative  |      |             |          |
| random         | −10.0%| −8.2%    | −3.2%    |
| greedy         | 3.5% | 1.9%        | 0.9%     |
| bpc            | 5.2% | 3.0%        | 1.3%     |

Finally, we discuss the impact of function layout on the build time of the applications. The time overhead by running bpc is minimal: it takes less than 20 seconds for the larger SocialApp and almost 1 second for the smaller ChatApp. In contrast, using the greedy approach leads to a noticeable slowdown, increasing the overall build of SocialApp by around 10 minutes, accounting for more than 10% of the total build time of approximately 100 minutes.

6 Related Work

Most compiler optimizations for mobile applications are aimed at reducing the code size. Such techniques include algorithms for function inlining and outlining [9, 28], merging similar functions [41, 42], loop optimization [40], unreachable code elimination, and many others. In addition, some works describe performance improvements for mobiles, by improving their responsiveness, memory management, and start-up time [27, 47]. The optimizations can be applied at the compile time, link time [30], or post-link time [36, 44]. Our approach is complimentary to the works and can be applied in combination with the existing optimizations.

The work by Pettis and Hansen [37] serves as the basis for most modern code reordering techniques for server workloads. The goal of their basic block reordering is to create chains of blocks that are frequently executed together. Many variants of the technique were suggested in the literature and implemented in various tools [25, 33, 34, 35, 36, 43, 44]. Alternative models have been studied in several papers [15, 16, 22, 26], where a temporal-relation graph is considered.

Code reordering at the function-level is also initiated by Pettis and Hansen [37] whose algorithm is implemented in many compilers and binary optimization tools [36, 44]. This approach greedily merges chains of functions and is designed to primarily reduce I-TLB misses. An improvement is proposed by Ottoni and Maher [35], who propose working with a directed call graph to reduce I-cache misses. As discussed in Section 1, the approaches are designed to improve the steady-state performance of server workloads and cannot be applied to mobile apps. The very recent work of Lee, Hoag, and Tillmann [27] is the only study discussing heuristics for function layout in the mobile space; our novel algorithm significantly outperforms their heuristics.

Our model for function layout is based on the balanced graph partitioning problem [2, 14, 23]. There exists a rich literature on the topic from both theoretical and practical points of view [3, 4]. The most closely related work to our study is on graph reordering [11, 31], which utilizes recursive graph bisection for creating "compression-friendly" inverted indices. While our algorithm shares some similarities with these works, our objectives and application area are different.

7 Discussion

In this paper we have presented and evaluated the first function layout algorithm designed for mobile compiler optimizations. The algorithm was carefully designed, making it easy to implement and scalable to process even the largest instances within a matter of seconds. We have successfully applied this optimization to several large commercial mobile applications, resulting in significant improvements in start-up performance and reductions in app size.

An important contribution of the work is a formal model for function layout optimizations. We believe that the model utilizing the bipartite graph with utility vertices is general enough to be applicable in various contexts. In our current implementation, each function is either optimized for start-up or for size, but not for both at the same time. However, it might be possible to relax the constraint and design an approach that unifies the two objectives. Our early experiments show that reordering all functions with bpc could result in up to 0.3% size reduction, but this may come at the cost of a longer start-up time. Unifying the optimizations is a promising direction for future work.

From a theoretical point of view, our work is related to a computationally hard problem of balanced graph partitioning [2]. While the problem is hard in theory, real-world instances obey certain characteristics, which may simplify the analysis of algorithms. For example, control-flow and call graphs arising from modern programming languages have constant treewidth, which is a standard notion to measure how close a graph is to a tree [1, 6, 33]. Many NP-hard optimization problems can be solved efficiently on graphs with a small treewidth, and therefore, exploring function layout algorithms parameterized by the treewidth is of interest.
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