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Abstract—With the development of artificial intelligence (AI) techniques and the increasing popularity of camera-equipped devices, many edge video analytics applications are emerging, calling for the deployment of computation-intensive AI models at the network edge. Edge inference is a promising solution to move computation-intensive workloads from low-end devices to a powerful edge server for video analytics, but device-server communications will remain a bottleneck due to limited bandwidth. This paper proposes a task-oriented communication framework for edge video analytics, where multiple devices collect the visual sensory data and transmit the informative features to an edge server for processing. To enable low-latency inference, this framework removes video redundancy in spatial and temporal domains and transmits minimal information that is essential for the downstream task, rather than reconstructing the videos on the edge server. Specifically, it extracts compact task-relevant features based on the deterministic information bottleneck (IB) principle, which characterizes a tradeoff between the informativeness of the features and the communication cost. As the features of consecutive frames are temporally correlated, we propose a temporal entropy model (TEM) to reduce the bitrate by taking the previous features as side information in feature encoding. To further improve the inference performance, we build a spatial-temporal fusion module on the server to integrate features of the current and previous frames for joint inference. Extensive experiments on video analytics tasks evidence that the proposed framework effectively encodes task-relevant information of video data and achieves a better rate-performance tradeoff than existing methods.

Index Terms—Task-oriented communication, edge video analytics, deterministic information bottleneck, temporal entropy model.

I. INTRODUCTION

VIDEO analytics has grown substantially from practical needs in the past decade, driven by the revival of artificial intelligence (AI) and the advancement of deep learning. AI-enabled video analytics applications are being widely deployed across different fields such as smart transportation [1], security surveillance systems [2], and online healthcare [3]. The main goal is to automatically recognize temporal-spatial events in videos and gain valuable insights. At the core of these applications lie powerful deep learning models performing tasks including image classification, object detection, and semantic segmentation.

As edge devices equipped with camera sensors (e.g., drones, mobile phones, and monitoring cameras) are becoming increasingly widespread, the industry has shown strong interest in deploying video analytics at the network edge to support ubiquitous AI-enabled services, which gives rise to a new research area named edge video analytics [4]. As the deep learning models demand intensive computation, leading to a long delay when running on resource-constrained edge devices, typical edge systems forward all the input data from the edge devices to a proximate edge server (e.g., a base station) to perform inference. However, when devices are connected wirelessly, such as wearable devices and autonomous cars, the available uplink bandwidth is very limited and the communication channel is highly dynamic. The enormous volume of the collected videos leads to prohibitive communication overhead if directly transmitting them to the edge server. Meanwhile, many video analytics applications have stringent response time requirements, the high communication latency hinders user experience. This tension between the communication overhead and the latency requirement brings the main design challenge of edge video analytics systems.

To reduce the bandwidth consumption and response time in edge video analytics, a cooperative edge inference framework stands out as a promising solution [5], [6]. With multiple devices at the network edge that capture video data, each device first extracts compact features from input frames that preserve the task-relevant information and then forwards them to be processed by an edge server. This exemplifies a recent shift in communication system design to support intelligence applications at the edge, named task-oriented communication [6], [7], [8], [9], [10], [11], [12], which optimizes communication strategies for the downstream task, rather than for recovering data at the server as in traditional data-oriented communication. Many existing works have led to efficient communication strategies for edge inference. For example, the VFE method proposed in [7] formalized a tradeoff between the communication rate and accuracy based on the information bottleneck (IB) principle [13] for single-device edge inference. Later, the authors of [6] considered the task-oriented communication framework for multi-view computer vision tasks in edge inference. They developed a distributed feature encoding
method to reduce the communication volumes, which squeezes the spatial redundancy among the extracted features of multi-view images.

While cooperative edge inference with task-oriented communication has enabled low-latency edge applications in previous works, directly applying these methods to edge video analytics may lose their effectiveness due to two main reasons. First, identifying the task-relevant features from videos requires a high-complexity extractor, which needs to process a sequence of frames by either recurrent neural networks [14] or attention-based transformer blocks [15]. These two AI models demand much higher computation and memory resources than convolutional neural networks [16] adopted in previous studies on image-related tasks [6], [7]. Second, previous works neglected the copious temporal information during the feature encoding process, which resulted in high redundancy for video data. In many applications such as pedestrian tracking [17] and vehicle re-identification [18], it is intuitive that motion estimation [19] can help to exploit the temporal correlation among adjacent frames to substantially reduce the communication cost since the backgrounds of consecutive frames are visually similar. This observation motivates us to develop a task-oriented communication framework to tackle the aforementioned problems and accelerate video analytics at the network edge. Particularly, we leverage the deterministic information bottleneck principle [20] to extract the task-relevant feature from each frame independently and develop a spatial-temporal fusion module at the server to jointly leverage the current received features as well as the previous features to perform inference. The temporal entropy model helps to reduce the encoded feature size by using the previously transmitted features as side information.

A. Related Works

The recent investigation of task-oriented communication [6], [21], [22], [23], [24], [25], [26], as well as similar ideas such as semantic communication [27], [28], has motivated a paradigm shift in communication system design. The conventional data-oriented communication aims to guarantee the reliable transmission of every single bit of the raw data, while oblivious to the message semantics or the downstream task. For edge video analytics, it will incur excessive delay if the high-volume video data is directly transmitted with the limited communication resources at the network edge. The task-oriented communication principle is promising to alleviate this challenge. Specifically, it discards information of the input frames (e.g., image noise and background) that is irrelevant to the given task, and transmits only the task-relevant feature (e.g., region of interest) that could influence the inference result. In this way, it has the potential to achieve orders of magnitude reduction in the communication overhead, thus significantly reducing the transmission latency.

There have been several recent studies taking advantage of deep learning to develop effective feature extraction and encoding methods following the task-oriented design principle [6], [7], [29], [30], [31], [32]. In particular, an end-to-end architecture for image classification was proposed in [33], which leverages a JPEG compressor to encode the internal features for the downstream task. The proposed method was directly trained with the loss function specified by the task and did not take the feature recovery quality into consideration. The same idea was utilized in other intelligence edge applications including image retrieval [34], point cloud processing [35], and semantic communication [27]. Besides, the authors of [7] formalized a tradeoff between the communication rate and the inference performance in task-oriented communication based on the information bottleneck (IB) principle [13]. Notably, the IB principle provides the insight that a good feature should be sufficient for the inference task while retaining minimal information from the input data. This is consistent with the design objective in cooperative edge inference. Meanwhile, the IB principle is also adopted in [21] to identify the relevant semantic information to accomplish a specific goal. The most recent work [6] extended this task-oriented communication framework to multi-device edge inference systems, which developed a distributed feature coding method to squeeze the spatial redundancy among the extracted features of multiple devices.

Although the aforementioned works proposed several task-oriented communication strategies to reduce the communication overhead at the network edge, they mainly considered simple tasks with a single instance as the input data (e.g., image classification). Directly applying them to tasks with sequential data (e.g., edge video analytics systems) is not efficient. This is because the methods designed for single-frame processing cannot exploit the temporal correlation among a sequence of frames. Traditional video compression algorithms [36], [37] adopt a predictive coding architecture to achieve a high compression ratio. Particularly, these methods apply a motion-compensation loop at the encoder to explicitly investigate the inter-frame redundancy. Recently, deep learning-based video compression methods have been developed [38], [39], [40], [41], [42], [43], [44], [45], which enable end-to-end optimization to further improve the compression performance. However, both the traditional and learning-based video codecs require a heavy encoder to exploit the statistical redundancy in the pixel domain, aiming at recovering the video with high resolution under a bitrate constraint. This kind of data-oriented objective does not fit well with video analytics applications at the edge, which motivates us to develop a task-oriented communication framework to exploit the temporal-spatial correlation of videos in the feature domain. Meanwhile, we will also take inspiration from deep learning-based compression methods.

B. Contributions

In this paper, we develop a task-oriented communication framework for edge video analytics, which effectively extracts task-relevant features and reduces both the spatial and temporal redundancy in the feature domain. The major contributions are summarized as follows:

- This work formulates three design problems of task-oriented communication for edge video analytics, namely, task-relevant feature extraction, feature encoding,
and joint inference. We propose a task-oriented communication (TOCOM) framework with a temporal entropy model (TEM) for edge video analytics, which is named TOCOM-TEM.

- First, we leverage the deterministic information bottleneck to design the local feature extractor, which aims at maximizing the mutual information between the extracted feature and the desired output while minimizing the entropy of the feature. Thus, it addresses the objective of reducing communication overhead by discarding task-irrelevant information. As the mutual information and entropy terms in the deterministic information bottleneck are computationally prohibitive for high-dimensional data, we resort to variational approximations to devise tractable upper bounds.
- Second, to further compress the size of the extracted feature and reduce the joint bitrate, we perform entropy coding to encode the current feature by adopting the previous feature as side information. We proposed a temporal entropy model to exploit the dependence among features by estimating the conditional probability distribution of the current feature given the previous ones.
- Third, to better exploit both spatial and temporal correlation of video data collected from multiple devices, we construct a spatial-temporal fusion module at the server to integrate the current received features and the previous features to predict the desired output.
- The effectiveness of the proposed framework is validated in two edge video analytics tasks, i.e., a multi-camera pedestrian occupancy prediction task and a multi-camera object detection task. Extensive simulation results show that our TOCOM-TEM method achieves a substantial reduction in the communication overhead compared with the image compression and video coding methods. Our study demonstrates that the task-oriented design principle is promising to enable low-latency edge video analytics applications.

C. Organization

The rest of this paper is organized as follows. Section II introduces the system model and formulates the design problems of task-oriented communication for edge video analytics, and Section III proposes the TOCOM-TEM method. In Section IV, we provide extensive simulation results to evaluate the performance of the proposed methods. Finally, Section V concludes the paper.

D. General Notations

Throughout this paper, upper-case letters (e.g., X, Y) and lower-case letters (e.g., x, y) stand for random variables and their realizations, respectively. We abbreviate a sequence \( \{X_1, \ldots, X_N\} \) of \( N \) random variables by \( X_{1:N} \) and similarly use \( X^{(1:K)} \) to represent the set of random variables \( \{X^{(1)}, \ldots, X^{(K)}\} \). The entropy of \( Y \), the conditional entropy of \( Y \) given \( X \), and the joint entropy of \( X, Y \) are denoted as \( H(Y) \), \( H(Y|X) \), and \( H(X, Y) \), respectively. The mutual information between \( X \) and \( Y \) is represented as \( I(X, Y) \). The Kullback-Leibler (KL) divergence between two probability distributions \( p(x) \) and \( q(x) \) is denoted as \( D_{KL}(p||q) \), and the cross entropy between \( p(x) \) and \( q(x) \) is represented as \( H(p, q) \). The statistical expectation of \( X \) is denoted as \( E(X) \).

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider an edge video analytics system, where multiple devices collect video sensing data from the environment and forward them to an edge server to output the inference result. Such edge video analytics can effectively overcome the limitations of resource-constrained devices, as the server has abundant computational resources to efficiently execute the inference task. Besides, leveraging the spatial-temporal cues from multi-view videos overcomes the limited sensing capability of a single device, captures the dynamic patterns among consecutive frames, and improves inference performance. Related application scenarios include multi-camera tracking [46] and vehicle re-identification [18]. A sample system for pedestrian occupancy prediction [47] is shown in Fig. 1.

The main challenge of edge inference systems is the limited communication bandwidth, which makes it infeasible to transmit high-volume raw videos to the edge server. Besides, minimizing the communication overhead is also desirable to save device energy. Thus, we will adopt the task-oriented communication principle [48] that only transmits the information that is essential to the downstream tasks to the edge server for inference. Compared with image-based tasks investigated in [6] and [7], video analytics tasks are more challenging since the input data are temporally correlated. The following subsections first present a probabilistic modeling of the edge video analytics system and then formulate the design problems for task-oriented communication.

B. Probabilistic Modeling

We consider an edge video analytics system comprising \( K \) devices as shown in Fig. 2. The consecutive frames of each device \( k \in 1:K \) with length \( N \) are denoted as \( x^{(k)}_{1:N} := \{x^{(k)}_1, \ldots, x^{(k)}_N\} \). At each time step \( t \in 1:N \), the input views captured by different devices are denoted by \( x^{(1:K)}_t := \{x^{(1)}_t, \ldots, x^{(K)}_t\} \), which is deemed as realizations of random variables \( X^{(1:K)}_t := \{X^{(1)}_t, \ldots, X^{(K)}_t\} \).

The edge server aims to predict the desired output \( y_{1:N} := \{y_1, \ldots, y_N\} \) based on the frames collected by the devices. In particular, we define the random variables of the output as \( Y_{1:N} := \{Y_1, \ldots, Y_N\} \). As not every part of the input data \( x^{(k)}_t \) is relevant to the inference task, the devices should identify the useful information \( z^{(k)}_t \) and discard the redundancy to reduce the communication overhead. At each time step \( t \), the device \( k \) extracts the task-relevant feature \( z^{(k)}_t \) from its
Fig. 1. An example of edge video analytics for pedestrian occupancy prediction. The edge server takes consecutive video frames from multiple cameras as inputs to estimate the position of pedestrians.

Fig. 2. Probabilistic modeling for edge video analytics systems. At each time step $t$, edge devices extract the task-relevant features $z_{(k)}^t$ from their inputs $x_{(k)}^t$, adopt the temporal entropy model to encode the quantized feature $\hat{z}_{(k)}^t$, and forward them to an edge server for further processing. A spatial-temporal fusion module is deployed at the edge server that jointly leverages the current received features $\hat{z}_{(1:K)}^t$ as well as the previous features $\{\hat{z}_{(1:K)}^{t-1}, \ldots , \hat{z}_{(1:K)}^{t-\tau_1}\}$ to predict the target variable $\hat{y}_t$.

input data $x_{(k)}^t$ and then rounds the feature to $\hat{z}_{(k)}^t = \lfloor z_{(k)}^t \rfloor$. Particularly, the extracted features $z_{1:N}^{(k)} := \{z_{1}^{(k)}, \ldots , z_{N}^{(k)}\}$ and the discrete features $\hat{z}_{1:N}^{(k)} := \{\hat{z}_{1}^{(k)}, \ldots , \hat{z}_{N}^{(k)}\}$ are regarded as the instantiations of random variables $Z_{1:N}^{(k)} := \{Z_{1}^{(k)}, \ldots , Z_{N}^{(k)}\}$ and $\hat{Z}_{1:N}^{(k)} := \{\hat{Z}_{1}^{(k)}, \ldots , \hat{Z}_{N}^{(k)}\}$, respectively. At the network edge, the server receives the features from the devices to predict the target variables. The key design objective is to minimize the communication overhead in feature transmission while providing satisfactory inference performance.

C. Problem Formulation

Learning a task-oriented communication framework for edge video analytics can be decomposed into three subproblems, including feature extraction, feature encoding, and joint inference.

1) Feature Extraction: At each time slot $t$, the extracted feature $\hat{z}_{(k)}^t$ at device $k$ is transmitted to the edge server. By extracting more task-relevant information from the input frame, the edge server holds the potential to improve the inference performance. However, this comes at the cost of increased communication overhead. So the extracted features should be maximally informative about the target variable $y_t$ (i.e., to promote inference performance), subject to a constraint on its representation complexity (i.e., to control the communication overhead). In this work, we resort to the deterministic information bottleneck to characterize the inherent tradeoff between the rate and inference performance. Particularly, the mutual information $I(Y_t; \hat{Z}_{1:N}^{(k)})$ is adopted to measure the informativeness between the target $Y_t$ and the
feature \( \hat{Z}_t^{(k)} \). The entropy \( H(\hat{Z}_t^{(k)}) \) is utilized to represent the complexity of \( \hat{Z}_t^{(k)} \). In edge video analytics, the ideal feature \( \hat{Z}_t^{(k)} \) should satisfy \( I(Y_t; \hat{Z}_t^{(k)}) = I(Y_t; X_{\leq t}^{(k)}), \) where \( X_{\leq t}^{(k)} := \{ X_1^{(k)}, \ldots, X_t^{(k)} \} \). This implies that the feature extractor needs to identify the task-relevant information from both the current frame as well as the previous frames.

However, given the limited resources at the devices, taking all the frames \( x_{t}^{(k)} \) as inputs for feature extraction is computationally prohibitive and will also induce excessive memory consumption. To alleviate this problem, we simplify the feature extraction process. Each device \( k \in 1:K \) extracts the feature \( z_t^{(k)} \) only from the current frame \( x_t^{(k)} \) using the function \( z_t^{(k)} = f(x_t^{(k)}; \theta^{(k)}) \) with parameters \( \theta^{(k)} \). The discrete feature \( \hat{z}_t^{(k)} \) is expected to discard the task-irrelevant redundancy and preserve the information about the current target variable \( y_t \) as well as the temporal clues that help to predict the next \( \tau_1 \) variables \( \{ y_{t+1}, \ldots, y_{t+\tau_1} \} \). This suggests the objective:

\[
\min_{\theta^{(1:K)}} \sum_{t=1}^{N} I(Y_t, \ldots, Y_{t+\tau_1}; \hat{Z}_t^{(1:K)}) + \beta \sum_{t=1}^{N} \sum_{k=1}^{K} H(\hat{Z}_t^{(k)}),
\]

(1)

where the parameter \( \beta > 0 \) trades off between the inference performance and the entropies of features, and \( \theta^{(1:K)} \) denotes the parameters \{\( \theta^{(1)}, \ldots, \theta^{(K)} \)\}. The first term represents the inference performance, and the second term denotes the amount of information preserved by the features. As minimizing the objective function in (1) requires high computation cost to estimate the distributions \( p(y_t | \hat{Z}_t^{(1:K)}) \) and \( p(\hat{Z}_t^{(k)}) \), we adopt variational approximation [49] to reformulate it into an amenable form in Section III-A.

2) Feature Encoding: After the feature extraction process, the second step is to encode the resulting discrete features for efficient transmission. To losslessly reconstruct the features at the server, we adopt the entropy coding that relies on a probability model (i.e., an entropy model) of the discrete variable to estimate the marginal distribution of the features. Denote the probability distribution of \( \hat{z}_t^{(k)} \) as \( p(\hat{z}_t^{(k)}) \) and the estimated distribution of the entropy model as \( q(\hat{z}_t^{(k)}) \). Entropy coding is able to encode \( \hat{z}_t^{(k)} \) at the bitrate of the cross-entropy \( H(p(\hat{z}_t^{(k)}), q(\hat{z}_t^{(k)})) \) with negligible overhead. The better the entropy model predicts the distribution, the fewer bits are required to represent the discrete feature. To effectively reduce the communication overhead in feature transmission, an intuitive method is to encode every subsequent feature \( \hat{z}_t^{(k)} \) depending on the previous features \( \hat{z}_{t-1}^{(k)} \) to exploit the temporal dependence. Therefore, we develop a temporal entropy model to estimate the conditional distribution of the current features given the previous ones. To reduce the modeling complexity, we make a \( \tau_2 \)-th order Markov assumption such that each feature \( \hat{z}_t^{(k)} \) for \( k \in 1:K \) only depends on the previous \( \tau_2 \) features \( \{ \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)} \} \), i.e., \( p(\hat{z}_t^{(k)} | \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)}) \). Define \( p(\hat{z}_t^{(k)} | \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)}) \) and \( q(\hat{z}_t^{(k)} | \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)}; \psi_p^{(k)}) \) as the true and estimated conditional distributions of \( \hat{z}_t^{(k)} \). In particular, the temporal entropy model of device \( k \) is parameterized by \( \psi_p^{(k)} \).

The conditional cross-entropy

\[
H(p(\hat{z}_t^{(k)} | \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)}); q(\hat{z}_t^{(k)} | \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)}; \psi_p^{(k)}))
\]

is expected to achieve a lower bitrate compared with the independent coding schemes. In our framework, each device \( k \) minimizes the conditional cross-entropy over the parameters \( \psi_p^{(k)} \) to reduce the communication overhead. More details about the training process have been deferred to Section III-B.

3) Joint Inference: Once the edge server has received the extracted features from devices, it can output the inference result based on the conditional distribution of the target variable given these features. As they are temporally correlated, it is expected that jointly leveraging both the current received features \( \hat{z}_t^{(1:K)} \) as well as \( \tau_1 \) previous features \( \{ \hat{z}_{t-\tau_1}^{(1:K)} \} \) reduces

| Notation | Description |
| --- | --- |
| \( x_t^{(k)} \) | Video frame of device \( k \) at time step \( t \). |
| \( f(x_t^{(k)}, \theta^{(k)}) \) | Feature extractor at device \( k \) with parameters \( \theta^{(k)} \). |
| \( z_t^{(k)} \) | Extracted feature and quantized feature. |
| \( h_u(z_t^{(k)}, \psi_u^{(k)}) \) | Hyper encoder at device \( k \) with parameters \( \psi_u^{(k)} \). |
| \( \psi_y^{(k)} \) | Hyper latent variable and quantized variable. |
| \( g(v_t^{(k)}, \psi_y^{(k)}) \) | Factorized entropy model parameterized by \( \psi_y^{(k)} \). |
| \( h_d(v_t^{(k)}, \psi_d^{(k)}) \) | Hyper decoder at device \( k \) with parameters \( \psi_d^{(k)} \). |
| \( g(z_t^{(k)}, \psi_d^{(k)}) \) | Variational approximation to \( p(z_t^{(k)} | v_t^{(k)}) \). |
| \( R_m \) | Bit constraint in loss \( Z_1 \). |
| \( \tau_1 \) | Temporal parameter of the feature extractor and the temporal-spatial fusion module. |
| \( \tau_2 \) | Temporal parameter of the entropy model. |
| \( g(z_t^{(1:K)}, \psi_r) \) | The \( \tau \)-th auxiliary predictor with parameters \( \varphi_r \). |
| \( g(y_{t+1}, \ldots, y_{t+\tau_1} | z_t^{(1:K)}, \psi_{y0:1}) \) | Variational approximation to \( p(y_{t+1}, \ldots, y_{t+\tau_1} | z_t^{(1:K)}) \). |
| \( h_p(z_t^{(1:K)}, \psi_p^{(k)}) \) | Parametric transform with parameters \( \psi_p^{(k)} \) in the temporal entropy model. |
| \( g(\hat{z}_t^{(k)} | \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)}; \psi_p^{(k)}) \) | Variational approximation to \( p(\hat{z}_t^{(k)} | \hat{z}_{t-1}^{(k)}, \ldots, \hat{z}_{t-\tau_2}^{(k)}) \). |
| \( g(z_t^{(1:K)}, \ldots, z_t^{(1:K)}; \psi_p^{(k)}) \) | Spatial-temporal fusion module with parameters \( \phi \). |
the uncertainty in inference. However, the distribution \( p(y_1 | z_{t-1}^{(1:K)}, \ldots, z_t^{(1:K)}) \) is difficult to compute due to the high-dimensional integral. We apply approximate inference methods by setting up a spatial-temporal fusion module \( y_t = g(z_t^{(1:K)}, \ldots, z_{t-1}^{(1:K)}; \phi) \) with parameters \( \phi \), which takes the features \( \{z_1^{(1:K)}, \ldots, z_{t-1}^{(1:K)}\} \) as input to output the inference result \( \hat{y}_t \). Let \( d(y_t, \hat{y}_t; \phi) \) represent a metric to measure the distortion between the predicted output \( \hat{y}_t \) and the target \( y_t \). The parameters \( \phi \) are optimized by minimizing this distortion function. The detailed training process is illustrated in Section III-C.

III. TASK-ORIENTED COMMUNICATION WITH TEMPORAL ENTROPY CODING

We propose a task-oriented communication framework with a temporal entropy model (TOCOM-TEM) for edge video analytics. It contains three components including task-relevant feature extraction, temporal entropy model, and spatial-temporal fusion module. First, each device \( k \in 1 : K \) extracts the task-relevant feature \( \hat{z}_t(k) \) from the current input \( x_t(k) \), and then applies entropy coding to compress the quantized feature \( \hat{z}_t(k) \) to a bitstream before transmitting it to the edge server. As the entropy coding relies on a probability model of the discrete variable, our method constructs a temporal entropy model that approximates the conditional distribution \( p(\hat{z}_t(k) | \hat{z}_{t-1}(1:K), \ldots, \hat{z}_{t-\tau}(1:K)) \) to reduce the bitrate by exploiting the relationships among features \( \{\hat{z}_1(k), \ldots, \hat{z}_{t-\tau}(k)\} \). Finally, a spatial-temporal fusion module at the edge server jointly leverages the current received features \( \hat{z}_t(k) \) as well as the previous features \( \{\hat{z}_{t-1}(1:K), \ldots, \hat{z}_{t-\tau}(1:K)\} \) to predict the target variable \( \hat{y}_t \). This section elaborates on the details of these three components.

A. Task-Relevant Feature Extraction

The first step is to extract the task-relevant features from the video frames. The loss function in (1) aims at maximizing the informativeness of the extracted features, while minimizing its communication overhead. However, directly optimizing the feature extractors based on this loss faces two challenges. One is that the gradients with respect to the parameters \( \theta^{(1:K)} \) are zero almost everywhere due to the quantization. The other is that taking the derivatives of the mutual information and the entropy is generally intractable since estimating the distributions \( p(y_1, \ldots, y_{t+1} | \hat{z}_t^{(1:K)}) \) and \( p(\hat{z}_t^{(1:K)}) \) are computationally prohibitive. In the following, we adopt continuous relaxation and variational approximation to alleviate these two problems, respectively.

1) Continuous Relaxation: To allow optimization via gradient descent type algorithms in the presence of quantization, we follow the noise-based relaxation in [50] to enable backpropagation. The main idea is replacing the quantization operation with additive uniform noise \( U(-0.5, 0.5) \). Denote the \( i \)-th element of the extracted feature \( z_t(k) \) as \( \hat{z}_{t,i}(k) \). The probability density function of \( \hat{z}_{t,i}(k) = \hat{z}_{t,i}(k) + U(-0.5, 0.5) \) is a continuous relaxation of the probability mass function of \( \hat{z}_{t,i}(k) = \hat{z}_{t,i}(k) \) such that \( p(\hat{z}_{t,i}(k) = \hat{z}) = p(\hat{z}_{t,i}(k) = \hat{z}) \) for integer \( \hat{z} \in \mathbb{Z} \). This implies that the probability density function of \( \hat{z}_{t,i}(k) \) can be used to accurately calculate the entropy of \( \hat{z}_{t,i}(k) \), and the differential entropy of variable \( z \) is a continuous proxy for the entropy of \( \hat{z}_{t,i}(k) \) in the training process.

2) Variational Approximation: Given the parameters \( \theta^{(1:K)} \), the distributions \( p(y_1, \ldots, y_{t+1} | \hat{z}_t^{(1:K)}) \) and \( p(\hat{z}_t^{(1:K)}) \) are fully determined by the data distribution \( p(x_1:N, y_1:N) \) and the feature extraction function \( f(x_t(k), \theta^{(k)}) \). In cases where the data distribution is neither known perfectly nor can be estimated to high accuracy, minimizing the objective function in (1) is nearly intractable. In this situation, we resort to the variational approximation method to formulate a tractable lower bound. The key idea is to posit a family of distributions and find a member of that family which is close to the target distribution.

To approximate the distribution \( p(y_1, \ldots, y_{t+1} | \hat{z}_t^{(1:K)}) \), we construct \( \tau_1 + 1 \) auxiliary predictors \( g(z_1^{(1:K)}; \varphi_1) \) for \( \tau \in \{0, \ldots, \tau_1\} \). As shown in Fig. 3, these predictors infer the future output \( y_{t+\tau} \) and \( y_{t+\tau+1} \). We formulate the variational distribution as \( q(y_1, \ldots, y_{t+\tau+1} | \hat{z}_t^{(1:K)}; \varphi_0, \ldots, \varphi_{\tau_1}) \propto \exp(-\sum_{\tau=0}^{\tau_1} w_{\tau}d(y_{t+\tau}, y_{t+\tau+1}; \varphi_{\tau})) \), where the scalars \( \{w_0, \ldots, w_{\tau_1}\} \) are weighting coefficients. Note that the joint entropy \( H(Y_1, \ldots, Y_{t+\tau}; \hat{Z}_t^{(1:K)}) \) is a constant. Minimizing the cross entropy between the true and variational distributions is equivalent to minimizing the upper bound of \(-I(Y_1, \ldots, Y_{t+\tau}; \hat{Z}_t^{(1:K)})\) in (1).

Besides, we construct \( K \) entropy models as variational approximations of the distributions \( p(\hat{z}_t^{(k)}) \) for \( k \in 1 : K \). These models are built over the hierarchical entropy model [50], which introduces a hyperprior to better capture the correlation among the elements in the extracted feature. As shown in Fig. 3, hyper encoder \( h_e^{(k)}(\hat{z}_t^{(k)}; \psi^{(k)}) \) transforms the extracted feature \( \hat{z}_t^{(k)} \) to a hyper-latent \( \hat{v}_t^{(k)} \), where \( \psi^{(k)} \) represents the neural network parameters. Then, the device adopts entropy coding to encode the quantized hyper latent \( \hat{v}_t^{(k)} \) and transmits the compressed bitstream to the server. Following [49], [51], we adopt a fully factorized entropy model \( q(\hat{v}_t^{(k)}; \psi^{(k)}) \) to approximate the marginal distribution \( p(\hat{v}_t^{(k)}) \), where the parameters \( \psi^{(k)} \) correspond to the univariate non-parametric density model [49]. From the perspective of data compression, the hyperprior is the side information that allows the server to compress the feature \( \hat{z}_t^{(k)} \) based on a conditional entropy model \( q(\hat{z}_t^{(k)} | \hat{v}_t^{(k)}; \psi^{d}(k)) \). To ensure a good match between the quantized feature \( \hat{z}_t^{(k)} \) and the continuous-valued feature \( \hat{z}_t^{(k)} \), we model each element \( \hat{z}_{t,i}^{(k)} \) in feature \( \hat{z}_t^{(k)} \) as a Gaussian convolved with a unit uniform distribution \( U(-0.5, 0.5) \) as follows:

\[
q(\hat{z}_{t,i}^{(k)} | \hat{v}_{t,i}^{(k)}; \psi^{d}(k)) := \left( \mathcal{N}(\mu_{i}^{(k)}, \sigma_{i}^{(k)}) + U(-0.5, 0.5) \right)(\hat{z}_{t,i}^{(k)}),
\]

with \( \mu_{i}^{(k)}, \sigma_{i}^{(k)} = h_d(\hat{v}_{t,i}^{(k)}; \psi^{d}(k)) \), where the parameters \( \mu_{i}^{(k)} \) and \( \sigma_{i}^{(k)} \) correspond to the \( i \)-th element in \( \mu^{(k)} \) and \( \sigma^{(k)} \), respectively. The function \( h_d(\hat{v}_{t,i}^{(k)}; \psi^{d}(k)) \) is a hyper decoder parameterized by \( \psi^{d}(k) \).
which transforms the quantized latent \( \hat{v}_t^{(k)} \) to the mean and scale parameters \( (\mu^{(k)}, \sigma^{(k)}) \) of the Gaussian distribution. As both the quantized feature \( z_t^{(k)} \) and the latent \( \hat{v}_t^{(k)} \) should be transmitted from the device to the server, the minimum communication cost is the joint entropy \( H(\hat{z}_t^{(k)}, \hat{v}_t^{(k)}) \). With the conditional entropy model \( q(\hat{z}_t^{(k)}|v_t^{(k)}; \psi_d^{(k)}) \) and the factorized entropy model \( q(v_t^{(k)}; \psi_f^{(k)}) \), we formulate a tractable upper bound of the joint entropy \( H(\hat{z}_t^{(k)}, \hat{v}_t^{(k)}) \) as follows:

\[
H(\hat{z}_t^{(k)}, \hat{v}_t^{(k)}) = H(\hat{z}_t^{(k)}|\hat{v}_t^{(k)}) + H(\hat{v}_t^{(k)}),
\]

\[
\leq E[- \log q(\hat{z}_t^{(k)}|v_t^{(k)}; \psi_d^{(k)})]
+ E[- \log q(v_t^{(k)}; \psi_f^{(k)})].
\]  

The first term on the right-hand side of the inequality represents the cost of transmitting \( \hat{z}_t^{(k)} \) by utilizing \( \hat{v}_t^{(k)} \) as the side information. The second term corresponds to the overhead for transmitting the hyper latent \( \hat{v}_t^{(k)} \). To control the communication cost in edge inference, we introduce an extra parameter \( R_{\text{bit}} \) representing the bit constraint. Our objective is to penalize the communication cost when it is larger than the given \( R_{\text{bit}} \). With the above preparation, we formulate a tractable loss function \( L_1 \) in (3), shown at the bottom of the next page. Minimizing it is equivalent to minimizing an upper bound of (1). The details of derivations are deferred to Appendix A.

Remark 1: The parameter \( R_{\text{bit}} \) serves as a constraint on communication overhead. The loss \( L_1 \) will penalize the cost \( \sum_{k=1}^{K} \left[ - \log q(\hat{z}_t^{(k)}|v_t^{(k)}; \psi_d^{(k)}) - \log q(v_t^{(k)}; \psi_f^{(k)}) \right] \) only when it is larger than the given \( R_{\text{bit}} \). Otherwise, the second term of \( L_1 \) will not affect the optimization. Therefore, the training process is less sensitive to the choice of coefficient \( \beta \). In Section III-B, we will develop a temporal entropy model to further minimize the communication overhead by reducing the redundancy among consecutive features.

B. Temporal Entropy Model

Considering the temporal correlation in video frames, it is expected that encoding every extracted feature by using the previous ones as side information achieves a lower bitrate. As shown in Fig. 4, we develop temporal entropy models to exploit the temporal redundancy. Let \( q(\hat{z}_{t-1}^{(k)}; \hat{z}_{t-2}^{(k)}; \psi_p^{(k)}) \) be a variational approximation to the true conditional distribution. We model it using a Gaussian distribution:

\[
q(\hat{z}_{t-1}^{(k)}; \hat{z}_{t-2}^{(k)}; \psi_p^{(k)}) = \mathcal{N}(\mu_t^{(k)}, \sigma_t^{(k)}) * \mathcal{U}(-0.5, 0.5) \left( \hat{z}_{t-1}^{(k)} \right),
\]

where we apply a parametric transform \( \mu^{(k)}, \sigma^{(k)} = h_p(\hat{z}_{t-1}^{(k)}, \hat{z}_{t-2}^{(k)}; \psi_p^{(k)}) \) to predict the mean and variance of the Gaussian distribution. The parameters \( \psi_p^{(k)} \) correspond to the weights of neural network layers. Encoding the features

1With slight abuse of notations, we reuse \( \mu^{(k)}, \sigma^{(k)} \) as the output of the parametric transform.
Algorithm 1 Training Procedures of the Proposed Method

**Input:** Training dataset, initialized parameters $\theta^{(k)}$, $\psi_e^{(k)}$, $\psi_d^{(k)}$, $\psi_f^{(k)}$, $\psi_p^{(k)}$ for $k \in 1:K$, and $\varphi_{0:\tau_1}$, $\phi$.

**Output:** The optimized parameters $\theta^{(k)}$, $\psi_p^{(k)}$ for $k \in 1:K$, and $\phi$.

1: repeat # Train the feature extractors along with hierarchical entropy models and auxiliary predictors.
2: Randomly select a minibatch from the training dataset.
3: while $k = 1$ to $K$ do
4: Extract the features by the feature extractor of device $k$ with parameter $\theta^{(k)}$.
5: Compress the features based on the hierarchical entropy model with parameters $\{\psi_e^{(k)}, \psi_d^{(k)}, \psi_f^{(k)}\}$.
6: end while
7: Output the inference results by the auxiliary predictors with parameters $\varphi_{0:\tau_1}$.
8: Compute the empirical estimation of the loss function $\mathcal{L}_1$ in (3).
9: Update parameters $\theta^{(k)}$, $\psi_e^{(k)}$, $\psi_d^{(k)}$, $\psi_f^{(k)}$ for $k \in 1:K$, and $\varphi_{0:\tau_1}$ through backpropagation.
10: until Convergence of parameters $\theta^{(k)}$, $\psi_e^{(k)}$, $\psi_d^{(k)}$, $\psi_f^{(k)}$ for $k \in 1:K$ and $\varphi_{0:\tau_1}$.
11: repeat # Train the entropy temporal models and the spatial-temporal fusion model in parallel.
12: Randomly select a minibatch from the training dataset.
13: while $k = 1$ to $K$ do
14: Extract the features by the feature extractor of device $k$ with parameter $\theta^{(k)}$.
15: Compress the features based on the temporal entropy model with parameters $\psi_p^{(k)}$.
16: Compute the empirical estimation of the loss function $\mathcal{L}_2^{(k)}$ in (4).
17: Update parameters $\psi_p^{(k)}$ through backpropagation.
18: end while
19: Output the inference results by the spatial-temporal fusion module with parameters $\phi$.
20: Compute the empirical estimation of the loss function $\mathcal{L}_3$ in (4).
21: Update parameters $\phi$ through backpropagation.
22: until Convergence of parameters $\psi_p^{(k)}$ for $k \in 1:K$ and $\phi$.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the task-oriented communication framework on two edge video analytics tasks, namely, multi-camera pedestrian occupancy prediction and multi-camera object detection.\(^2\)

A. Experimental Setup

1) Tasks and Datasets: We conduct the multi-camera pedestrian occupancy prediction on the Wildtrack dataset [52]. This dataset includes 400 synchronized frames from 7 cameras with overlapping field-of-view, covering a 12 meters by 36 meters ground plane. The objective of this task is to estimate the probabilities of occupancy on the ground plane by exploiting the geometrical constraints from multiple views. For annotation, the ground plane is quantized into a $480 \times 1440$ grid, where each grid cell is a 2.5-centimeter square. Besides, we select the EPFL MVMC Detection dataset [53] to conduct the multi-camera object detection, which contains 6 sequences of frames including 1297 persons, 3553 cars, and 56 buses. The task objective is to assign bounding boxes to describe the spatial location of semantic objects. In the following experiments, we consider that each camera is deployed on

\(^2\)The code is available at https://github.com/shaojiawei07/TOCOM-TEM
an NVIDIA Jetson Orin NX board, and the edge server is equipped with an adequate number of NVIDIA A5000 Tensor Core GPUs.

2) Metric: We mainly investigate the rate-performance tradeoff. The rate refers to the upload overhead, which is calculated by multiplying the average communication cost per frame by the number of cameras. For the multi-camera pedestrian occupancy prediction task, we report the multiple object detection accuracy (MODA) as the performance indicator [54]. This metric accounts for the normalized missed detections and false detections. To evaluate the performance of multi-camera object detection, we adopt the COCO-style mean average precision (mAP)3 to measure the quality of the estimated bounding boxes [55].

3) Proposed Methods: We evaluate the TOCOM-TEM method in the experiments. Particularly, when the parameter $\tau_2$ is set to zero, we adopt the hierarchical entropy model for feature compression, i.e., encoding the current feature independently without leveraging other features as side information. Besides, when setting the parameter $\tau_2 \geq 1$, we adopt the temporal entropy model to compress the extracted features. In the multi-view pedestrian occupancy prediction task, the bit constraint $R_{\text{bit}}$ varies between $10^5$ and $5 \times 10^6$ to control the tradeoff between the communication cost and the performance. For the multi-view object detection task, we set the bit constraint $R_{\text{bit}}$ in the range of $5 \times 10^4$ to $10^6$. The parameter $\beta$ in these two tasks is set to $10^{-5}$.

4) Baselines: In this study, we compare the proposed methods against six different data-oriented communication methods. The deep learning models are trained on the raw images and tested on the compressed data.

- Image compression: We select two conventional image compression methods, JPEG and WebP [56], and two deep image compression (DIC) methods with a factorized prior model [50] and a scale hyperprior model [49] as baselines. The two learning-based methods use neural networks to learn an encoder-decoder pair for image compression and decompression. The encoder outputs a quantized feature as a compact representation of the input image. An entropy model is learned in an end-to-end manner to reduce the bitrate of the quantized feature by entropy coding. In the experiments, the two DIC methods are implemented based on the CompressAI package [57]. The compression ratios achieved by these methods are controlled by adjusting the value assigned to the corresponding quality parameter.

- Video compression: As video frames usually contain abundant amounts of spatial and temporal redundancy, video compression algorithms attempt to store information more compactly. We adopt two well-known video compression algorithms, Advanced Video Coding (AVC) [58] and High Efficiency Video Coding (HEVC) [37], as baselines for comparison. The constant rate factor controls the compression level of video files.

![Fig. 5. The rate-performance curves of different methods for multi-camera pedestrian occupancy prediction task.](image)

We evaluate these baseline methods in terms of the rate-performance curve by setting different quality values.

5) Neural Network Architecture: In the multi-camera pedestrian occupancy prediction task, we adopt the MVDet model [47] as the backbone to estimate the pedestrian position by incorporating multiple camera views. The MVDet model is composed of two main components: a feature extractor and a spatial aggregator. The feature extractor is similar to ResNet-18 [16], but the last two layers are removed and the last three strided convolutions are replaced by dilated convolutions. The spatial aggregator consists of three convolutional layers to exploit the spatial neighbor information of multiple views. Besides, the hierarchical entropy model adopts five convolutional layers and five deconvolutional layers as a hyper encoder and a hyper decoder, respectively. The temporal entropy model employs three convolutional layers as the parametric transform.

For the multi-camera detection task, we select the fully convolutional one-stage object detector (FCOS) [59] to solve object detection in an anchor-free manner. The FCOS framework utilizes a ResNet-50 model and a feature pyramid network (FPN) [60] for feature extraction. An anchor-free detector outputs the bounding boxes based on the multi-level features. Besides, we construct a residual building block consisting of three convolutional layers to fuse the feature maps from different cameras to exploit the spatial correlation. To effectively compress the multi-scale features, the hierarchical entropy model contains four convolutional layers and four deconvolutional layers, and the temporal entropy model consists of five convolutional layers.

B. Multi-Camera Pedestrian Occupancy Prediction

This task aims at incorporating multiple camera views to predict pedestrian occupancy. The multi-camera system alleviates the impact of occlusions in crowded scenes, but it induces much higher communication overhead compared with the single-camera system. Fig. 5 presents the rate-performance curves of different methods for multi-camera pedestrian occupancy prediction.
occupancy prediction, where the horizontal axis shows the communication cost, and the vertical axis corresponds to the inference performance. For data-oriented communication, the result shows that video compression methods, i.e., AVC and HEVC, consistently outperform the image compression methods. This is because video compression methods can reduce the redundancy among consecutive frames to achieve a higher compression ratio. Among all the configurations in the figure, our TOCOM-TEM method performs the best. This demonstrates the effectiveness of the task-oriented communication framework that discards irrelevant information while maintaining inference performance. Particularly, setting the parameters $\tau_1, \tau_2$ to 1 in TOCOM-TEM achieves a better rate-performance tradeoff compared with setting them to 0. This is attributed to the ability of the entropy model and spatial-temporal fusion module to exploit the temporal correlation among features. When encoding feature $\hat{z}_t^{(k)}$, the temporal entropy model adopts the previous feature $\hat{z}_{t-1}^{(k)}$ as side information to reduce the bitrate. Besides, the spatial-temporal fusion module reduces the uncertainty in prediction by jointly utilizing the current received features $\hat{z}_t^{(1:K)}$ and the previous features $\hat{z}_{t-1}^{(1:K)}$.

Next, we conduct a comparison of the latency across different methods, where the overall latency in edge inference comprises on-device computation time, transmission latency, and server-side computation time. In order to prevent over-compression of input data, we adjust the compression ratio of each method to ensure that the MODA score is approximately 87%. Fig. 6 depicts the inference latency at various communication rates. In many cases, the transmission process is the main bottleneck causing delays in edge inference, especially when the communication rate is low. The extra feature extraction step in our method increases the complexity on the device side, but it effectively removes the task-irrelevant information and largely reduces the communication overhead. Therefore, the proposed TOCOM-TEM method consistently exhibits the smallest latency at various communication rates.
C. Multi-Camera Object Detection

The object detection task in a multi-camera environment enjoys the benefit of the images taken from different angles, which helps to take into account occlusions between objects for better bounding box regression. We compare the rate-performance tradeoff of different methods, and the results are shown in Fig. 7. The data-oriented communication methods (i.e., image compression and video compression) lead to higher communication cost compared with the task-oriented communication method. This is attributed to the fact that data-oriented communication simply guarantees the correct reception of every single transmitted bit without optimizing the communication strategy for the downstream task, so a large amount of the transmitted data may be irrelevant to the inference task. In our TOCOM-TEM method, using the temporal entropy model (τ2 = 1) achieves a better rate-performance tradeoff compared with the hierarchical entropy model (τ2 = 0). This is because using the previous features as the side information in entropy coding further reduces the encoded data size. Besides, Fig. 8 displays the overall latency of various methods that achieve approximately 60% mAP. While our method introduces additional complexity on the device side due to the complex feature extraction process, the proposed TOCOM-TEM method still enables low-latency inference. This is because the increase in computation latency is significantly outweighed by the reduction in transmission latency.

D. Ablation Study

In this subsection, we evaluate the impact of the feature fusion module and the parameters τ1, τ2 of the proposed TOCOM-TEM method on the edge video analytics systems. Besides, we discuss the bit allocation of the transmitted features in data-oriented communication and task-oriented communication.

1) Impact of the Feature Fusion Module: To evaluate the effectiveness of the feature fusion module in our method, we consider a baseline denoted as (TOCOM-TEM w/o feature fusion), which does not exploit the correlation among multi-camera features in the inference and is in essence a method for single-camera inference. We compare the rate-performance curves of the TOCOM-TEM method with and without the feature fusion module in the multi-camera object detection task. In this experiment, the parameters τ1 and τ2 are set to 0 and 1, respectively. As shown in Fig. 9, the proposed TOCOM-TEM method achieves a better rate-performance tradeoff. This is due to the feature fusion module that improves performance under occlusion by leveraging the spatial dependency among multiple cameras.

2) Impact of the Parameter τ1: We investigate the performance of the TOCOM-TEM method with different values of τ1 in the multi-camera pedestrian occupancy prediction task. The bit constraint Rbit is set to 2.5 × 10^5 in this experiment. As shown in Fig. 10, increasing the value of the parameter τ1 improves the MODA score. This result is consistent with the analysis in Section II-C.3 that leveraging both the current received features as well as τ1 previous features reduces the uncertainty in the prediction.

3) Impact of the Parameter τ2: To investigate the performance of the temporal entropy model in the proposed task-oriented communication framework, we evaluate the communication cost of our method by varying the value of parameter τ2. Particularly, we set the bit constraint Rbit to 10^6 and 2 × 10^5 in the multi-camera pedestrian occupancy task and the multi-camera object detection task, respectively. The temporal entropy model encodes the current feature Zt(k) conditional on the previous τ2 features {Zt−1(k), Zt−2(k)}. As shown in Fig. 11, increasing the value of τ2 leads to a reduction in communication costs. These results align with the information theory that the conditional entropy H(Zt(k)|Zt−1(k), . . . , Zt−τ2(k)) decreases monotonically as τ2 increases.

4) Bit Allocation in Feature Transmission: This part discusses the difference between the extracted features in the DIC (scale hyperprior model) method and our TOCOM-TEM method. To achieve the same MODA of around 85% in the multi-camera pedestrian occupancy task, the DIC method costs around 130 KB in communication overhead. In comparison, the communication cost of our TOCOM-TEM method with parameter τ2 = 0 and τ2 = 1 are 50 KB and 20 KB, respectively. Fig. 12 shows visualizations of the normalized bitrate allocations for the input frames. The second row of the figure corresponds to the extracted features of the DIC method. It appears that its entropy model allocates many bits to some unique areas in an image to preserve all its characteristics in the reconstructed image. However, this data-oriented communication scheme leads to high communication overhead, and a large part of the information is irrelevant to the downstream task. On the contrary, the features of our method shown in the third and fourth rows mainly focus on task-relevant areas.

![Graphs showing communication cost comparison](image-url)
(e.g., the foot points of pedestrians) that are useful to predict occupancy. This is because the task-oriented communication framework is optimized for a specific task, rather than for reliable video transmission. Besides, setting $\tau_2 = 1$ allows the temporal entropy model to utilize the previous feature as side information in entropy coding, which further reduces the communication overhead.

V. CONCLUSION

This paper investigated task-oriented communication for device edge analytics, where multiple devices transmit the task-relevant features to an edge server for inference. Our proposed communication framework is built upon the deterministic IB principle and the temporal entropy model for feature extraction and encoding, respectively. Besides, a spatial-temporal fusion module was proposed to integrate both the current received features and the previous features at the server to improve the performance of the edge video analytics system. Compared with the data-oriented communication strategies, our proposed TOCOM-TEM method consistently outperforms the baselines in terms of the rate-performance tradeoff.

This study demonstrated the effectiveness of task-oriented communication for edge video analytics, which serves for video analytics applications rather than for video reconstruction. Besides, the temporal entropy model proposed in this work showed the potential to reduce the communication overhead by exploiting the correlation among features of consecutive frames. For future research, it is interesting to further exploit the spatial-temporal correlation of multiple devices in edge video analytics systems, and formalize the optimal rate-performance tradeoff in task-oriented communication. This would have a broad impact on the intelligent video analytics applications that necessitate cooperation among multiple cameras.

APPENDIX A

DERIVATION OF THE UPPER BOUND OF (1)

Recall that the objective function in (1) includes the term 

$$-I(Y_t, \ldots, Y_{t+\tau_1}; Z_t^{(1:K)}) = H(Y_t, \ldots, Y_{t+\tau_1}|\hat{Z}_t^{(1:K)}) - H(Y_t, \ldots, Y_{t+\tau_1})$. Writing the conditional entropy with the variational distribution, it becomes:

$$H(Y_t, \ldots, Y_{t+\tau_1}|\hat{Z}_t^{(1:K)}) = \mathbb{E}\left\{ -\log q(y_y, \ldots, y_{t+\tau_1}|\hat{z}_t^{(1:K)}; \varphi_0; \tau_1) \right\}$$

$$- \mathbb{E}\left\{ -\log \frac{p(y_y, \ldots, y_{t+\tau_1}|\hat{z}_t^{(1:K)})}{q(y_y, \ldots, y_{t+\tau_1}|\hat{z}_t^{(1:K)}; \varphi_0; \tau_1)} \right\}.$$

As the KL-divergence is not negative, we have

$$H(Y_t, \ldots, Y_{t+\tau_1}|\hat{Z}_t^{(1:K)}) \leq \mathbb{E}\left\{ -\log q(y_y, \ldots, y_{t+\tau_1}|\hat{z}_t^{(1:K)}) \right\}. \quad (5)$$

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
As the joint entropy $H(Y_1, \ldots, Y_{t+\tau})$ is a constant, minimizing $\mathbb{E}\{-\log q(y_1, \ldots, y_{t+\tau}; z_{t}^{1:K})\}$ is equivalent to minimizing an upper bound of $-I(Y_1, \ldots, Y_{t+\tau}; \hat{Z}_t^{1:K})$.

The entropy $H(\hat{Z}_t^{(k)})$ in (1) represents the communication cost. In the proposed method, we introduce a latent variable $\hat{v}_t^{(k)}$ as side information to encode $\hat{z}_t^{(k)}$. Both the quantized feature $\hat{z}_t^{(k)}$ and the latent $\hat{v}_t^{(k)}$ should be transmitted from the device to the server. Therefore, the minimum communication cost is the joint entropy $H(\hat{z}_t^{(k)}, \hat{v}_t^{(k)})$. Write the joint entropy term in full with the variational distributions $q(\hat{z}_t^{(k)} | \hat{v}_t^{(k)}; \psi_d^{(k)})$ and $q(\hat{v}_t^{(k)}; \psi_p^{(k)})$. It is as follows:

$$H(\hat{z}_t^{(k)}, \hat{v}_t^{(k)}) = \mathbb{E}\{-\log q(\hat{z}_t^{(k)} | \hat{v}_t^{(k)}; \psi_d^{(k)})q(\hat{v}_t^{(k)}; \psi_p^{(k)})\} - \mathbb{E}\{-\log q(\hat{z}_t^{(k)} | \hat{v}_t^{(k)}; \psi_d^{(k)})q(\hat{v}_t^{(k)}; \psi_p^{(k)})\}.$$  

As the KL-divergence is larger than zero, we have

$$H(\hat{z}_t^{(k)}, \hat{v}_t^{(k)}) \leq \mathbb{E}\{-\log q(\hat{z}_t^{(k)} | \hat{v}_t^{(k)}; \psi_d^{(k)})q(\hat{v}_t^{(k)}; \psi_p^{(k)})\}.$$  

(6)

By combining (5) and (6), we can find that minimizing the $L_1$ loss in (3) is equivalent to minimizing an upper bound of (1).
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