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Abstract—As a power and bandwidth efficient modulation scheme, the optical spatial modulation (SM) technique has recently drawn increased attention in the field of visible light communications (VLC). To guarantee the number of bits mapped by the transmitter’s index at each timeslot is an integer, the number of transmitters (i.e., light-emitting diodes) in the SM based VLC system is often set be a power of two. To break the limitation on the required number of transmitters and provide more design flexibility, this paper investigates the SM based VLC with an arbitrary number of transmitters. Initially, a channel adaptive bit mapping (CABM) scheme is proposed, which includes three steps: bit mapping in space domain, bit mapping in signal domain, and the channel adaptive mapping. The proposed CABM scheme allows operation with an arbitrary number of transmitters, and is verified to be an efficient scheme through numerical results. Based on the CABM scheme, the information-theoretical aspects of the SM based VLC are analyzed. The theoretical expression of the mutual information is first analyzed. However, it is very hard to evaluate system performance. To obtain more insights, a lower bound of the mutual information is derived, which is in closed-form. Both theoretical analysis and numerical results show that the gap between the mutual information and its lower bound is small. Finally, to further improve the system performance, the precoding scheme is proposed for the SM based VLC. Numerical results show that the system performance improves dramatically when using the proposed precoding scheme.
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I. INTRODUCTION

Multi-input multi-output (MIMO) technique can significantly increase the transmission rate and link reliability of the system without occupying additional system bandwidth, and is a promising candidate for future 5G wireless communications [1]. However, the MIMO technique suffers from inter-channel interference and synchronization problems [2]. Moreover, multiple radio frequency (RF) chains in MIMO systems result in an increase in computational complexity and cost. Against this background, spatial modulation (SM) technique has been proposed as a solution with low complexity [3].

For SM based communication system, multiple antennas are deployed at the transmitter, but only one of them is active at each timeslot to transmit information and the others are silent. The source data bits are divided into two parts, one part is mapped onto the conventional constellation points in signal domain, and the other part is used to determine the index of the active antenna in space domain [4]. Therefore, the index of the antenna is utilized as an additional dimension to transfer information, which helps to improve the data rate. Moreover, only one RF chain is employed in SM based system, which can effectively reduce the system complexity.

Recently, the SM technique has been extended to the optical wireless communication (OWC) field for both the outdoor and indoor scenarios. For outdoor OWC (also named as free-space optical (FSO) communications), the performance for the SM based system has been investigated. In [5], an analytical framework was provided for both uncoded and coded outdoor SM in FSO communication channels. In [6], the average bit error probability (ABEP) was analyzed for SM based FSO system over H-K turbulence channels. In [7], the constrained capacity was maximized for power-imbalanced optimal SM MIMO system. For the indoor environment, the OWC can be applied to the visible light communications (VLC). The optical SM in VLC was first proposed in [8] and then extended to many scenarios. In [9], the ABEP of SM combining pulse amplitude modulation (PAM) and space shift keying (SSK) in VLC was investigated. In [10], the mutual information of the SM based VLC system was derived. Moreover, ref. [11] proposed an enhancement in SM performance by aligning the light-emitting diodes (LEDs) and the photodiodes (PDs). In [12], the performance of SM was compared with that of optical spatial multiplexing and optical repetition coding. The effect of synchronization error on optical SM was investigated in [13]. In [14], an active-space, collaborative constellation-based generalized SM MIMO encoding scheme was proposed. In [15], a constellation optimization scheme was proposed for indoor SM based VLC. For a complete discussion about the concept of SM and its variants, the readers can refer to [16]. It should be emphasized that the design flexibility in [5], [10] is limited by the fact that the number of LEDs must be a power of two to guarantee that the number of bits mapped by the transmit LED index at each timeslot is an integer. That is, when the number of LEDs is not a power of two, the design...
methods in [5]–[16] are not available.

In conventional RF wireless communications, some bit mapping schemes have been proposed when the number of transmit antennas is not a power of two. A fractional bit encoded spatial modulation (FBE-SM) was proposed in [17]. Unfortunately, the FBE-SM scheme suffers from the error propagation problem. In [18], a joint mapped spatial modulation scheme was proposed. However, the number of transmit antennas must satisfy an equality constraint. In addition, the bit mapping schemes with an arbitrary number of transmit antennas were also analyzed in [19] and [20]. However, the channel state information at the transmitter (CSIT) was not considered in [17]–[20]. By considering the CSIT, link adaptive mapper designs were proposed in [21] and [22]. In [21], the CSIT was employed to design the SSK modulated system. Note that the SSK modulation is a special case of SM, where only antenna index is used to convey information. Therefore, the bit mapping in signal domain was not considered in [21]. In [22], an adaptive brute forth mapper (BFM) was proposed for SM with lightweight feedback overhead. However, the number of transmit antennas must be a power of two.

Motivated by the above literature, this paper investigates the channel adaptive SM for indoor VLC to break the limitation on the required number of LEDs. That is, the CSIT is utilized for bit mapping, and the number of LEDs can be an arbitrary positive number larger than one. The main contributions of this paper are listed as follows:

• With an arbitrary number of LEDs, a channel adaptive bit mapping (CABM) scheme for SM based VLC is proposed. The proposed CABM scheme is a modification of the schemes in [19] and [20] by using the CSIT, which includes three steps. The first two steps are the bit mappings in space domain and signal domain, respectively. At last, by using CSIT, a constellation optimization is formulated to obtain better modulation combinations. In the CABM scheme, when the number of LEDs is not a power of two, space domain symbols are mapped with different numbers of bits. To keep the same number of transmit bits at each timeslot, the constellations in signal domain are also mapped with different modulation orders.

• After performing the proposed CABM scheme, the mutual information is analyzed for SM based VLC with an arbitrary number of LEDs. In the system, the finite alphabet and input-dependent noise are employed. According to Shannon’s information theory, the theoretical expression of the mutual information is derived, but is with an integral expression and cannot be easily used in practice. To reduce the complexity, a closed-form expression of the lower bound on the mutual information is obtained.

• To further improve the system performance, a precoding scheme is proposed for the SM based VLC. The purpose of the precoding is to maximize the minimum distance between any two constellation points in the received signal space. The optimization problem is non-convex and non-differentiable, which is very hard to obtain the optimal solution. Alternatively, an approximation is employed for the minimum function, and the optimization problem is then solved by using the interior point algorithm.

The rest of the paper is organized as follows. In Section II, the system model is described. In Section III, the CABM scheme is proposed. Section IV analyzes the mutual information and its lower bound. A precoding scheme is proposed in Section V. Numerical results are shown in Section VI. Section VII draws conclusions of this paper.

Notations: Throughout this paper, italicized symbols denote scalar values, and bold symbols denote vectors/matrices/sets. We use \( \mathbb{N}^+ \) for positive integer, \( \langle \cdot \rangle \) for the inner product, \( E(\cdot) \) for the expect operator, \( \| \cdot \|_F \) for the Frobenius norm, \( Pr(\cdot) \) for the probability of an event. We use \( \mathcal{N}(0, \sigma^2) \) for a Gaussian distribution with zero mean and variance \( \sigma^2 \). \( \#(\cdot) \) for the number of \( a \) in set \( \Delta \), and \( p(\cdot) \) for the probability density function (PDF) of a random variable. We use \( \log_2(\cdot) \) for the logarithm with base 2, and \( \ln(\cdot) \) for the natural logarithm. We use \( I(\cdot; \cdot) \) for the mutual information, \( H(\cdot) \) for the entropy, and \( Q(\cdot; \cdot) \) for the Gaussian-Q function.

II. SYSTEM MODEL

Consider an SM based indoor VLC system with \( M \) transmitters (i.e., LEDs) and one receiver (i.e., PD), as illustrated in Fig. 1. In the system, \( M \) is an arbitrary positive number larger than one. With finite alphabet (\( K \) bits), the source data is divided into two parts by using optical SM. One part is mapped onto the indexes of the LEDs in space domain, and the other part is mapped onto the constellation points in signal domain.

By employing SM, only one LED is active at each timeslot. We assume that the \( m \)-th LED is selected at the current timeslot to transmit the \( i \)-th symbol. According to (23), the received signal at the PD is given by

\[
y = h_m x_i + \sqrt{h_m} x_i z_1 + z_0, \tag{1}
\]

where \( x_i \) denotes the \( i \)-th transmitted optical intensity signal in signal domain. The average power of \( x_i \) is denoted as \( P_i \). \( z_0 \) and \( z_1 \) are independent of each other, where \( z_0 \sim \mathcal{N}(0, \sigma^2) \) is the input-independent Gaussian noise, and \( z_1 \sim \mathcal{N}(0, \varsigma^2 \sigma^2) \) is the input-dependent Gaussian noise. \( \varsigma^2 > 0 \) denotes the ratio of the input-dependent noise variance to the input-independent noise variance. Moreover, \( h_m \in \mathbf{H} = \{h_1, h_2, \ldots, h_M\} \)
represents the real-valued channel gain between the \( m \)-th LED and the PD, which is given by \([24, 25]\)
\[
h_m = \frac{(l+1)E}{2\pi d_m^2} \cos(\phi_m) \cos(\varphi_m), \quad \text{if } 0 \leq \varphi_m \leq \Psi_c,
\]
\[
0, \quad \text{if } \varphi_m > \Psi_c,
\]
where \( E \) is the physical area of the PD. \( l = -\ln 2/\ln(\cos \Phi_{1/2}) \) is the Lambertian emission order, and \( \Phi_{1/2} \) is the semi-angle at half-power of the LED. \( d_m \) is the distance between the \( m \)-th LED and the PD. \( \phi_m \) and \( \varphi_m \) are the emission angle and the incidence angle from the \( m \)-th LED to the PD, respectively. \( \Psi_c \) denotes the field of view (FOV) of the PD. By using SM, only one element in \( H \) is non-zero at each timeslot.

III. CHANNEL ADAPTIVE BIT MAPPING

In this paper, the number of LEDs \( M \) is arbitrary. When \( M = 2^p \), \( p \in \mathbb{N}^+ \), \( p \) bits can be mapped onto the LEDs’ indexes at each timeslot using the traditional bit mapping scheme \([26]\). However, when \( M \neq 2^p \), \( p \in \mathbb{N}^+ \), the traditional bit mapping scheme is not available. In this section, a CABM scheme is provided for bitting mapping.

The principle of the CABM scheme is presented in Fig. 2. The CABM scheme includes three steps. The first two steps are the bit mapping in space domain and the bit mapping in signal domain, respectively. Because the number of the LEDs is not a power of two, the LEDs’ indexes in space domain are mapped with different numbers of bits. To keep the same total bit length at each timeslot (i.e., \( K \) bits), different modulation modes are employed in signal domain. Assuming that the CSIT is known, the last step is to adaptively select the best modulation order combination in signal domain to get the optimal bit mapping. To facilitate the understanding, the detailed descriptions about the CABM scheme are given in the following three subsections.

A. Bit Mapping in Space Domain

When the number of LEDs \( M \) is not a power of two, an integer \( p \) can be found such that \( 2^p < M < 2^{p+1} \). After that, some information bits transmitted by LEDs with a length of \( p \) bits and the others with a length of \( p+1 \) bits. Referring to \([19]\) and \([20]\), the bit mapping in space domain can be implemented by using the following procedures.

1) Choose \( q = K - p \).
2) When the LEDs with the index in sets \( \Psi \) and \( \Phi \) are activated, \( 2^q \)-ary PAM is employed to transmit information.
3) When the LEDs with the index in set \( \Xi \) are activated, \( 2^p \)-ary PAM is employed to transmit information.

B. Bit Mapping in Signal Domain

After performing the bit mapping in space domain, the bit lengths mapped on each LED are not the same. To ensure the total number of bits transmitted at each timeslot remains the same (i.e., \( K \) bits), different modulation modes should be employed in signal domain. Without loss of generality, the PAM is employed for the VLC system. Therefore, the signals with higher-order \((2^n, \ldots , \text{ary}) \) PAM are transmitted from the LEDs pertaining to \( p \) bits and those with lower-order \((2^{n-1}, \ldots , \text{ary}) \) PAM are transmitted from the LEDs pertaining to \( p+1 \) bits. Briefly, the bit mapping in signal domain is performed by using the following procedures.

1) Choose \( q = K - p \).
2) When the LEDs with the index in sets \( \Psi \) and \( \Phi \) are activated, \( 2^q \)-ary PAM is employed to transmit information.
3) When the LEDs with the index in set \( \Xi \) are activated, \( 2^p \)-ary PAM is employed to transmit information.

C. Channel Adaptive Mapping

In \([19]\) and \([20]\), the CSIT is not considered for bit mapping. In this case, LED with bad channel state may employ high-order signal modulation, which will degrade system performance. To improve system performance, the channel adaptive mapping is employed.

In VLC, typical indoor illumination environments offer very high signal-to-noise ratio (SNR) \([27]\). For the channel in \([1]\), when the \( m \)-th LED is activated to transmit the symbol \( x_i \), the conditional pairwise error probability (PEP) at high SNR is given by \([23]\)
\[
\text{PEP} (x_i \rightarrow x_j| h_m) = \text{Pr} \left\{ (\sqrt{h_m x_i z_1} + z_0) \cdot (h_m x_i - h_m x_j) > d_{ij}^2/2 \right\},
\]
where \( d_{ij} = ||h_m x_i - h_m x_j||_2 \). Note that \( z \sim \mathcal{N}(0, (h_m x_i s^2 + 1) \sigma^2) \) for a given \( h_m \), and thus \( z \cdot (h_m x_i - h_m x_j) \sim \mathcal{N}(0, (h_m x_i s^2 + 1) \sigma^2 d_{ij}^2) \). Therefore, the conditional PEP is given by
\[
\text{PEP} (x_i \rightarrow x_j| h_m) = Q \left( \frac{d_{ij}}{2\sqrt{1 + h_m x_i s^2 \sigma^2}} \right).
\]

Remark 1: It can be observed from \([4]\) that the conditional PEP \( \text{PEP} (x_i \rightarrow x_j| h_m) \) is a monotonically decreasing function with respect to \( h_m \). Moreover, it can be seen from \([1]\)
that $h_m$ is a monotonicity decreasing function with respect to the angle of emission $\phi_m$. This indicates that the system error performance degrades with the increase of $\phi_m$.

To verify Remark [7] the BER performance in the receive plane of the PD is provided in Fig. 3 when $P_t = 25$ dBm, $M = 1$, $K = 5$ and the coordinates of the LED and the PD are (2.5m, 2m, 3m) and (xm, ym, 0.8m). It can be found that when the PD is located at (2.5m, 2m, 0.8m), the angle of emission $\phi_m$ is zero, the best BER performance achieves. When the PD moves far away from (2.5m, 2m, 0.8m), the angle of emission $\phi_m$ increases, and the value of the BER increases, which verifies the conclusion in Remark [7].

Moreover, it can be observed from (4) that the system error performance is dominated by the term $d_{i,j}' = d_{i,j}/\sqrt{1+h_m x_i y_j}$ among constellation points. The minimum value of $d_{i,j}'$, is given by

$$d_{\min}'(H) = \min_{x_i, y_j \in A} \frac{\|H(x_i - x_j)\|_F}{\sqrt{1+h_m x_i y_j}}, \quad (5)$$

where $A$ denotes the set of all possible transmit signals. To improve the system performance, the minimum term $d_{\min}'(H)$ should be maximized. Consequently, the modulation order optimization problem can be formulated as

$$[\tilde{N}_1, \tilde{N}_2, \ldots, \tilde{N}_M] = \arg \max_{N_m \in G} d_{\min}'(H)$$

s.t.

$$N_m \in \Delta = \{2^{q-1}, 2^q\}, \quad \Delta = \{2^{q-1}, 2^q\},$$

where $\tilde{N}_1, \tilde{N}_2, \ldots, \tilde{N}_M$ are the optimal modulation orders in signal domain on all LEDs. $\#\Delta (2^{q-1})$ and $\#\Delta (2^q)$ denotes the total numbers of $2^{q-1}$ and $2^q$ in set $\Delta$, respectively.

In the optimization problem (6), the corresponding modulation orders are the optimal solution. However, the problem (6) is an integer optimization problem, which is non-convex and very hard to obtain the optimal solution. From the viewpoint of implementation, computationally efficient algorithms are more preferred. Here, Algorithm 1 is proposed to solve problem (6), which is shown in Fig. 4.

**Algorithm 1 (Modulation order optimization algorithm)**

**Step 1:** Given the positions of LEDs and the PD, calculate the channel gains by using (2).

**Step 2:** Find all possible modulation order combinations $D = \{\Pi_1, \Pi_2, \ldots, \Pi_L\}$, where $L$ is the total number of possible combinations, $\Pi_i = [N_{i1}, N_{i2}, \ldots, N_{iM}]$ denotes the $i$-th modulation order combination, and $N_{im}$ denotes the modulation order of the $m$-th LED in the $i$-th modulation order combination.

**Step 3:** Compute $d_{\min}'(H)$ by using (5) for all combinations in $D$.

**Step 4:** Select the combination with the maximum $d_{\min}'(H)$ as the output $\Pi_{\text{optimal}}$.

By using Algorithm 1, the best modulation order combination $\Pi_{\text{optimal}}$ is obtained, and the corresponding set of the LEDs’ indexes is $\Gamma = \{1, 2, \ldots, M\}$. Sorting the elements in $\Pi_{\text{optimal}}$ by using decreasing order, and the corresponding new set of the LEDs’s indexes becomes $\Gamma'$. Then, replace $\Gamma$ with $\Gamma'$ in Step 2) of Section III-A and perform the bit mapping in the space and signal domains again, the performance of the bit mapping can be improved.

**D. Case Study**

To facilitate the understanding, an example is provided in Fig. 5 to compare the proposed CABM scheme with previous schemes in [19] and [20]. In Fig. 5, the number of LEDs is set to be $M = 6$. Assume that the indexes of the LEDs are 1, 2, 3, 4, 5 and 6, and the corresponding channel gains are 0.08, 0.15, 0.13, 0.25, 0.01, 0.22, respectively. For Fig. 5(a), the bit mappings in space and signal domains are performed according to Sections III-A and III-B. In the figure, “**” represents the 2 bits mapped by 4-ary PAM modulation, which can be 00, 01, 10 or 11, and “x” stands for the single bit mapped by 2-ary PAM, which can be 0 or 1. However, if the CSIT is considered as in Fig. 5(b), set $\Gamma$ is first changed to $\Gamma'$, and then Sections III-A and III-B are performed. Because LED 4 and LED 6 have good channel states, 4-PAM is employed in signal domain. The other LEDs with not so good channel states are using 2-PAM. To show the improvement of system performance, some results will be shown in Section VI-A.
IV. MUTUAL INFORMATION ANALYSIS

In the above section, the CABM scheme is proposed. Based on the CABM scheme, the theoretical expression of the mutual information and its lower bound will be derived. In addition, some remarks and insights are also provided.

According to the CABM scheme and the system model, the system diagram can be illustrated as Fig. 6. In Fig. 6, the total number of the source data bits is \( K = p + q \) bits. The source data is divided into two groups by using SM. One group is with \( p \) (or \( p + 1 \)) bits to selective the LED (i.e., select the channels) in space domain, while the other one is with \( q \) (or \( q - 1 \)) bits to select the constellation point in signal domain. Consequently, the total number of bits transmitted at any timeslot is a constant.

Assume that the \( m \)-th LED is selected to transmit signal, and then \( p(h = h_m) \) can be expressed as

\[
p(h = h_m) = \begin{cases} 
\frac{1}{2^p}, & \text{if } m \in \Psi \cup \Phi \\
0, & \text{if } m \in \Xi 
\end{cases},
\]

where the total number of elements in sets \( \Psi \cup \Phi \) is \( 2(M - 2^p) \), and the number of elements in set \( \Xi \) is \( 2^{p+1} - M \).

When \( m \in \Psi \cup \Phi \), the space domain includes \( p + 1 \) bits, and the signal domain must include \( q - 1 \) bits to guarantee the total number of transmit bits invariant at each timeslot. In this case, the symbol set in signal domain is denoted as \( A = \{ \alpha_1, \alpha_2, \cdots, \alpha_{2q-1} \} \). Similarly, when \( m \in \Xi \), the space domain uses \( p \) bits, and the signal domain must use \( q \) bits. On this occasion, the symbol set in signal domain is denoted as \( B = \{ \beta_1, \beta_2, \cdots, \beta_{2q} \} \). Therefore, we have

\[
p(x = \alpha_i | h = h_m) = \begin{cases} 
\frac{1}{2^p}, & \text{if } m \in \Psi \cup \Phi \\
0, & \text{if } m \in \Xi 
\end{cases},
\]

and

\[
p(x = \beta_j | h = h_m) = \begin{cases} 
\frac{1}{2^q}, & \text{if } m \in \Xi \\
0, & \text{if } m \in \Psi \cup \Phi 
\end{cases}.
\]

Moreover, \( p(x = \alpha_i) \) and \( p(x = \beta_j) \) can be written, respectively, as

\[
p(x = \alpha_i) = \frac{M - 2^p}{2^{p+q-1}},
\]

and

\[
p(x = \beta_j) = \frac{2^{p+1} - M}{2^{p+q}}.
\]

Then, a unified expression for (10) and (11) can be written as

\[
p(x = x_i) = \begin{cases} 
\frac{M - 2^p}{2^{p+q-1}}, & x_i \in A \\
\frac{2^{p+1} - M}{2^{p+q}}, & x_i \in B 
\end{cases}.
\]

According to (1), if \( m \in \Psi \cup \Phi \), \( x_i \in A \) (or \( m \in \Xi \), \( x_i \in B \)), the following conditional PDF is derived by

\[
p(y | h = h_m, x = x_i) = \frac{\exp \left\{ -\frac{(y - h_m x_i)^2}{2(1 + h_m x_i^2)\sigma^2} \right\}}{\sqrt{2\pi(1 + h_m x_i^2)\sigma^2}}.
\]

Furthermore, we have

\[
p(y | x = x_i) = \begin{cases} 
\frac{1}{2^p} \sum_{m \in \Psi \cup \Phi} \exp \left\{ -\frac{(y - h_m x_i)^2}{2(1 + h_m x_i^2)\sigma^2} \right\}, & \text{if } x_i \in A \\
\frac{1}{2^q} \sum_{m \in \Xi} \exp \left\{ -\frac{(y - h_m x_i)^2}{2(1 + h_m x_i^2)\sigma^2} \right\}, & \text{if } x_i \in B
\end{cases}.
\]

According to (12) and (14), the output PDF is given by

\[
p(y) = \frac{M - 2^p}{2^{2p+q}} \sum_{x_i \in A} \sum_{m \in \Psi \cup \Phi} \frac{\exp \left\{ -\frac{(y - h_m x_i)^2}{2(1 + h_m x_i^2)\sigma^2} \right\}}{\sqrt{2\pi(1 + h_m x_i^2)\sigma^2}} + \frac{2^{p+1} - M}{2^{2p+q}} \sum_{x_i \in B} \sum_{m \in \Xi} \frac{\exp \left\{ -\frac{(y - h_m x_i)^2}{2(1 + h_m x_i^2)\sigma^2} \right\}}{\sqrt{2\pi(1 + h_m x_i^2)\sigma^2}}.
\]

A. Mutual Information

From (29), the mutual information between the input and the output can be expressed as

\[
\mathcal{I}(x, h; y) = \mathcal{I}(h; y|x) + \mathcal{I}(x; y),
\]

where \( \mathcal{I}(h; y|x) \) denotes the conditional mutual information between \( h \) and \( y \) when given \( x \), \( \mathcal{I}(x; y) \) is the mutual information between \( x \) and \( y \).

According to the channel model in (11), and using the probability theory, the mutual information is analyzed in the following theorem.

Theorem 1: For the SM based VLC, the theoretical expression of the mutual information is given by (17) as shown at the top of the next page, where \( d_{\text{m},i}^2 = h_m x_i - h_{m+1} x_i \), and \( z \sim \mathcal{N}(0, (1 + h_m x_i^2)\sigma^2) \) holds when given \( h_m \) and \( x_i \).

Proof: See Appendix A.

Remark 2: Define the SNR as \( \gamma = P_i / \sigma^2 \). It can be easily proved that \( \mathcal{I}(x, h; y) \) in (17) is a monotonic increasing function with \( \gamma \). Moreover, when \( \gamma \to \infty \), we have

\[
\lim_{\gamma \to \infty} \mathcal{I}(x, h; y) = \frac{(M - 2^p)^2}{2^{2p}} \left( \frac{p}{2^p} + \frac{2^{p+1} - M}{2^{p+q}} + \frac{2^{p+1} - M}{2^{p+q}} \log_2 \frac{2^{p+q} - 1}{M - 2^p} \right).
\]

Moreover, when \( \gamma \to 0 \), we can get (19) as shown at the top of the next page.
for the mutual information. To reduce computational complex-

B. Lower bound on Mutual Information

Note that the results in (20)-(22) are consistent with the

Remark 3: When M is a power of 2 (i.e., $M = 2^p$) and $N = 2^q$, the mutual information $\mathcal{I}(x, h; y)$ in (17) becomes

\[
\mathcal{I}(x, h; y) = \log_2(MN) - \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} \log_2 \left( \frac{\sqrt{1 + h_m x_i^2}}{\sqrt{1 + h_m x_i^2}} \right) \left( \frac{(z + d_{m,i,j}^2)^2}{2(1+h_m x_i^2)\sigma^2} - \frac{z^2}{2(1+h_m x_i^2)\sigma^2} \right),
\]

(20)

Furthermore, when $M = 2^p$ and $N = 2^q$, (18) and (19) become

\[
\lim_{\gamma \to \infty} \mathcal{I}(x, h; y) = \log_2(MN),
\]

(21)

and

\[
\lim_{\gamma \to 0} \mathcal{I}(x, h; y) = \log_2(MN) - \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} \log_2 \left( \frac{\sqrt{1 + h_m x_i^2}}{\sqrt{1 + h_m x_i^2}} \right). \tag{22}
\]

Note that the results in (20)-(22) are consistent with the conclusions in [10].

B. Lower bound on Mutual Information

In (17), it is very difficult to derive a closed-form expression for the mutual information. To reduce computational complex-

Remark 5: When $\gamma \to \infty$ and $\gamma \to 0$, the performance gap between (24) and (25) can be written, respectively, as

\[
\lim_{\gamma \to \infty} \left[ \mathcal{I}(x, h; y) - \mathcal{I}_{\text{Low}}(x, h; y) \right] = \frac{(M - 2^p)^2 + (2^p + 1 - M)^2}{2^{2p+1}} (\log_2 e - 1), \tag{26}
\]

(26)
and

\[
\lim_{\gamma \to 0} [I(x, h; y) - I_{\text{Low}}(x, h; y)] = \frac{(M - 2^p)^2 + (2^{p+1} - M)^2}{2^{2p+1}} (\log_2 e - 1). \tag{27}
\]

From (26) and (27), it can be concluded that, in the low and high SNR regimes, a constant performance gap exists between \(I(x, h; y)\) and \(I_{\text{Low}}(x, h; y)\).

**Remark 6:** When \(M\) is a power of 2 (i.e., \(M = 2^p\)) and \(N = 2^q\), the lower bound of the mutual information \(I_{\text{Low}}(x, h; y)\) in (23) becomes

\[
I_{\text{Low}}(x, h; y) = \log_2 MN + \frac{1}{2} (1 - \log_2 e) - \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} \log_2 \frac{\sqrt{1 + h_{m,x_i}^2}}{1 + h_{m,x_i}^2} \exp \left[ - \frac{(d_{m,i}^{m_{1,i}})^2}{4 (1 + h_{m,x_i}^2) \sigma^2} \right]. \tag{28}
\]

Furthermore, when \(M = 2^p\) and \(N = 2^q\), (24) and (25) become

\[
\lim_{\gamma \to \infty} I_{\text{Low}}(x, h; y) = \log_2 (MN) - \frac{1}{2} (\log_2 e - 1), \tag{29}
\]

and

\[
\lim_{\gamma \to 0} I_{\text{Low}}(x, h; y) = \log_2 (MN) - \frac{1}{2} (\log_2 e - 1)
- \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} \log_2 \left( \frac{\sqrt{1 + h_{m,x_i}^2}}{1 + h_{m,x_i}^2} \right). \tag{30}
\]

Furthermore, when \(M = 2^p\) and \(N = 2^q\), the gap between (21) and (29) is given by

\[
\lim_{\gamma \to \infty} [I(x, h; y) - I_{\text{Low}}(x, h; y)] = \frac{1}{2} (\log_2 e - 1). \tag{31}
\]

Similarly, the gap between (22) and (30) is given by

\[
\lim_{\gamma \to 0} [I(x, h; y) - I_{\text{Low}}(x, h; y)] = \frac{1}{2} (\log_2 e - 1). \tag{32}
\]

It can be seen from (31) and (32) that, when \(M\) is a power of 2, the performance gap between \(I(x, h; y)\) and \(I_{\text{Low}}(x, h; y)\) is a constant for both low and high SNR regimes, which is the same as that in [10]. Moreover, (31) and (32) can also be derived by letting \(M = 2^p\) in Remark 5.

**V. Precoding Design**

It can be known from (21) that the upper bound of the mutual information is \(\log_2 MN\). However, such an upper bound may not be achievable in some cases. To further improve the system performance, a precoding scheme is proposed in
this section. By employing the preceding, the i-th symbol transmitted by the m-th LED is multiplied by a coefficient \( w_{m,i} \), so the precoding process can be regarded as a mapping

\[
\eta : \mathbf{H} \times \mathbf{X} \rightarrow \mathbf{R}, \quad \text{where} \quad \mathbf{R} = \{ w_{m,i} h_{m,x} | \forall m, i \},
\]  

(33)

where \( \mathbf{R} \) denotes the received signal space for non-noise channel.

When using precoding, the lower bound of the mutual information [25] can be reformulated as [34] as shown at the top of the next page, where \( d_{m,i}^{m_2,i_2} = |w_{m,i} h_{m,x} - w_{m_2,i_2} h_{m_2,x_2}| \) denotes the distance between any two points in the received signal space \( \mathbf{R} \).

In [34], the minimum distance

\[
\min_{(m,i) \neq (m_2,i_2)} \left\{ \frac{d_{m,i}^{m_2,i_2}}{\sqrt{1 + w_{m_2,i_2} h_{m_2,x_2}^2}} \right\}
\]

dominates the total performance of the system, and thus the purpose of the precoding in this paper is to maximize the minimum distance. To facilitate the comparison, the average optical intensity without precoding is set to be the same as that with precoding. Mathematically, the optimization problem for precoding is formulated as

\[
\max_{w_{m,i}} \min_{(m,i) \neq (m_2,i_2)} \left\{ \frac{d_{m,i}^{m_2,i_2}}{\sqrt{1 + w_{m_2,i_2} h_{m_2,x_2}^2}} \right\}
\]

s.t.

\[
\sum_{m \in \Phi} \sum_{x_i \in \Xi} w_{m,i} h_{m,x_i} + \sum_{m_2 \in \Xi} \sum_{x_i \in \Xi} w_{m_2,i_2} h_{m_2,x_2} = \sum_{m \in \Phi} \sum_{x_i \in \Xi} h_{m,x_i}.
\]

(35)

Note that the optimization problem (35) is non-convex and non-differentiable, which is difficult to solve. Let \( L = d_{m,i}^{m_2,i_2} / \sqrt{1 + w_{m_2,i_2} h_{m_2,x_2}^2} \), a continuous approximation is provided for the inner minimum function [30]

\[
\min_{(m,i) \neq (m_2,i_2)} \{ L \} \approx \frac{1}{\rho} \ln \left( \sum_{m \in \Phi} \sum_{x_i \in \Xi} \left( \sum_{m_2 \in \Phi} \sum_{x_i \in \Xi} e^{-\rho L} \right) + \sum_{m_2 \in \Xi} \sum_{x_i \in \Xi} e^{-\rho L} \right),
\]

(36)

where \( \rho \) is positive and can be arbitrarily increased to improve model accuracy.

Submitting (36) into (35), both the objective and the constraint become differentiable, and the problem can be solved by using the interior point method [31]. However, the employed approximation (36) may be not very good in some cases. For example, when the interior point method approaches a local optima, the smallest distances between all points approach the same value. This will cause (36) to produce poor results for small value of \( \rho \). In this case, the value of \( \rho \) should be enlarged to improve the accuracy of the approximation.

To facilitate the descriptions, the stepwise procedures of the interior point method based iteration algorithm are listed as Algorithm 2 in Fig. [7]

Furthermore, the computational complexity of the proposed algorithm is analyzed. As is known, the inner-point method is a computational efficient algorithm [31]. Assume that the complexity of the inner-point method for each iteration is \( O(T) \). The number of iterations for updating \( \rho \) is upper bounded by \( \lceil \log_2(\rho_{\text{stop}} / \rho) \rceil + 1 \), where \( \lceil \cdot \rceil \) denotes the ceiling function. Therefore, the total complexity of the proposed algorithm is on the order of \( O(T \lceil \log_2(\rho_{\text{stop}} / \rho) \rceil) \), which can be solved within polynomial time.
Algorithm 2 (Interior point method based iteration algorithm)

Step 1): Given a feasible initial \( w_{m,i}, \forall m, i \). Initialize \( \rho \) and \( \rho_{\text{stop}} \).

Step 2): Solve the problem by using the interior point method.

Step 3): While \( \rho < \rho_{\text{stop}} \) do

Let \( \rho \leftarrow 2\rho \);

Solve the problem by using the interior point method;

EndWhile

Step 4): Output the derived \( w_{m,i}, \forall m, i \).

VI. NUMERICAL RESULTS

In this section, an indoor VLC system with multiple LEDs and one PD is considered, which is deployed in a \( 5 \times 4 \times 3 \) m room. The LEDs are installed on the ceiling of the room, while the PD is placed on a receiver plane with a height of 0.8 m. The other simulation parameters are listed in Table I.

| Table I
| Main simulation parameters. |
|-----------------------------|
| Parameter                        | Symbol | Value |
|----------------------------------|--------|-------|
| Physical area of the PD         |        | \( E \) | 1 cm² |
| Semi-angle at half-power of the LED | \( \Phi_{1/2} \) | 35° |
| Noise variance                  | \( \sigma^2 \) | -104 dBm |
| FOV of the PD                   | \( \Psi_c \) | 72° |

A. BER Results

In this subsection, the BER performance of the proposed CABM scheme will be shown. To facilitate the comparison, the MV-IGCH scheme in [20] is also shown as a benchmark.

Fig. 8 shows BER comparisons between the proposed CABM scheme and the MV-IGCH scheme when \( M \) varies from 2 to 8 and \( K = 5 \) bits. In this simulation, when \( M = 2, 4 \) and 8, the conventional bit mapping scheme is utilized, and 16-ary PAM and 8-ary PAM and 4-ary PAM are used, respectively. When \( M = 3 \), 16-ary PAM and 8-ary PAM are randomly switched for signal domain symbols. When \( M = 5, 6 \) and 7, 8-ary PAM and 4-ary PAM are randomly employed for each case. Obviously, the values of BER for all curves decrease rapidly with the increase of \( P_t \). Moreover, generally the BER performance improves with the increase of \( M \). For large \( M \), more information can be transmitted in space domain, and lower-order constellations can be used in signal domain to reach the same performance as higher-order constellations used with a small \( M \). This conclusion coincides with that in [20]. Moreover, the performance of the proposed CABM scheme always outperforms that of the MV-IGCH scheme, which verifies the efficiency of the proposed scheme.

The total bit number of source data (i.e., \( K \) bits) can be regarded as the transmission rate per timeslot. To demonstrate the transmission rate on system performance, Fig. 9 shows BER comparisons between the proposed CABM scheme and the MV-IGCH scheme when \( K = 5, 6, 7 \) bits and \( M = 5 \). As is observed, the BER performance improves with \( P_t \), which is consist with that in Fig. 8. Moreover, for a fixed number of LEDs, the BER performance degrades with the increase of transmission rate \( K \). This indicates there is a tradeoff between efficiency and reliability for information transmission. Once again, it can be seen that the performance of the proposed CABM scheme is always better than that of the MV-IGCH scheme. Specifically, when BER is \( 10^{-2} \), the proposed CABM scheme gives about 1 dB performance gain compared to the MV-IGCH scheme. Moreover, the smaller the BER is, the larger the performance gain becomes. This validates the advantage of the channel adaptive scheme.

To further demonstrate the effect of input-dependent noise on system performance, Fig. 10 shows BER comparisons between the proposed CABM scheme and the MV-IGCH scheme when \( \varsigma = 0.5, 1.0, 100 \), \( M = 3 \) and \( K = 5 \) bits. Similar to Figs. 8 and 9, the BER performance improves with \( P_t \). Moreover, in the low SNR regime, the difference among curves is not apparent. However, at high SNR, the performance gap becomes large among different curves. It can be seen that the BER performance degrades with the increase of \( \varsigma \). This indicates that the input-dependent noise has a strong impact on system performance at high SNR. Furthermore, compared
with the MV-IGCH scheme, the proposed CABM scheme can always achieve the better performance.

B. Mutual Information Results

In this subsection, the performance of the mutual information and its lower bound for the SM based VLC system will be shown. Also, the results for the systems with precoding and without precoding will also be presented.

Fig. 11 shows the mutual information versus SNR for different $M$ when $q = 3$ bits. Note that when $M \neq 2^p$ and $M = 2^p$, the mutual information results are derived by using (17) and (20), respectively; and the lower bounds of the mutual information are derived by using (25) and (28), respectively. Obviously, the mutual information increases with the increase of SNR. The gap between the mutual information and its lower bound is very small in the moderate SNR regime. In the low and high SNR regimes, small constant gaps between the mutual information and its lower bound are shown, which coincides with that in (26) and (27). Moreover, in low SNR regime, the systems with small $M = 3$ and 5 achieve bigger mutual information than that with large $M = 2$ and 8. However, in the high SNR regime, the mutual information increases with the increase of $M$.

Fig. 12 shows the mutual information versus $\varsigma$ for $q = 1, 2, 3$ bits when $M = 3$ and SNR=20 dB. It can be seen that the mutual information and its lower bound decrease with the increase of $\varsigma$. When $\varsigma = 0$, only the input-independent noise is considered, the maximum mutual information is achieved. This indicates that the variance of the input-dependent noise has an important impact on system performance. Moreover, with the increase of $q$, the data bits transmitted in each time slot become larger, and thus the mutual information also increases.

To show the efficiency of the precoding scheme, Fig. 13 shows the mutual information for schemes with and without precoding when $M = 5, 8$ and $q = 3$ bits. As can be observed, in the low SNR regime, the system with small $M$ achieves bigger mutual information than that with large $M$. Moreover, with the increase of SNR, the gap between the systems with small $M$ and with large $M$ becomes smaller and smaller. In the high SNR regime, the system with large $M$ achieves better
performance than that with small $M$. Furthermore, the system with precoding scheme always achieves better performance than that without using precoding scheme. This indicates that the proposed precoding scheme is efficient.

VII. CONCLUSIONS

This paper has investigated the CABM scheme for VLC with an arbitrary number of LEDs. The main conclusions are summarized as follows:

1) A CABM scheme is proposed, which utilizes the CSIT and allows an arbitrary number of LEDs. In traditional bit mapping scheme, the design flexibility is limited by the fact that the number of transmitters must be a power of two. The proposed scheme breaks the limitation on the required number of transmitters. Numerical results show that the proposed CABM scheme outperforms the existing MV-IGCH scheme.

2) Based on the CABM scheme, the theoretical expression of mutual information for VLC is derived. However, it is with an integral expression, which is very hard to evaluate the system performance. Alternatively, a lower bound of the mutual information is derived. Some insights on the system performance are provided, such as the system performance in the high/low SNR regimes, the system performance with $2^p$ LEDs, and the gap between mutual information and its lower bound.

3) A precoding scheme is proposed to maximize the minimum distance between any two constellation points in the received signal space. The optimization problem is transformed by using an approximation and then solved by using the interior point method. As shown in numerical results, the performance of mutual information is improved by using the precoding scheme.

APPENDIX A

PROOF OF Theorem 7

By using (7), (12), (13) and (14), $I(h; y|x)$ in (16) can be derived as

$$I(h; y|x) = \frac{(M-2p)^2 + (2p+1-M)^2}{2^{2p}} (p+1)$$

$$+ \sum_{m \in \Psi \cup \Phi, x_i \in A} \left\{ \log_2 \left( \frac{\exp \left[-\frac{(z_m h_m x_i^2)}{1+h_m x_i^2}\right]}{\sqrt{1+h_m x_i^2}} \right) \right\} + \sum_{m \in \Sigma, x_i \in B} \left\{ \log_2 \left( \frac{\exp \left[-\frac{(z_m h_m x_i^2)}{1+h_m x_i^2}\right]}{\sqrt{1+h_m x_i^2}} \right) \right\}$$

where $z = y - h_m x_i$ and $d_m^{n_2} = h_m x_i - h_m x_i$.

Furthermore, $I(x; y)$ in (16) can be derived as

$$I(x; y) = \mathcal{H}(x) - \mathcal{H}(x | y)$$

$$= \frac{M-2p}{2^{2p}} \log_2 \left( \frac{2p+q-1}{M-2p} \right) + \sum_{m \in \Psi \cup \Phi} \left\{ \log_2 \left[ \frac{\exp \left[-\frac{(x_m h_m x_i^2)}{1+h_m x_i^2}\right]}{\sqrt{1+h_m x_i^2}} \right] \right\}$$

$$+ \sum_{m \in \Sigma, x_i \in B} \left\{ \log_2 \left[ \frac{\exp \left[-\frac{(x_m h_m x_i^2)}{1+h_m x_i^2}\right]}{\sqrt{1+h_m x_i^2}} \right] \right\}$$

where $I_1$ and $I_2$ are given by (39) and (40) as shown at the top of the next page.

Let $y_m^{m_2} = h_m x_i - h_m x_i$ and $d_m^{n_2} = h_m x_i - h_m x_i$. $I_1$ and $I_2$ can be further written, respectively, as

$$I_1 = \mathbb{E}_z \left\{ \log_2 \left( \frac{(M-2p)^2 \sum_{x_i \in A} \exp \left[-\frac{(z + d_m^{n_2})^2}{2(1+h_m x_i^2)\sigma^2} \right]}{2^{2p+q}} \right) \right\}$$

$$+ \frac{(2p+1-M)}{2^{2p+q}} \sum_{m \in \Sigma, x_i \in B} \left\{ \log_2 \left[ \frac{\exp \left[-\frac{(z + d_m^{n_2})^2}{2(1+h_m x_i^2)\sigma^2} \right]}{2 \sqrt{1+h_m x_i^2}} \right] \right\}$$

and

$$I_2 = \mathbb{E}_z \left\{ \log_2 \left( \frac{(M-2p)^2 \sum_{x_i \in A} \exp \left[-\frac{(z + d_m^{n_2})^2}{2(1+h_m x_i^2)\sigma^2} \right]}{2^{2p+q}} \right) \right\}$$

$$+ \frac{(2p+1-M)}{2^{2p+q}} \sum_{m \in \Sigma, x_i \in B} \left\{ \log_2 \left[ \frac{\exp \left[-\frac{(z + d_m^{n_2})^2}{2(1+h_m x_i^2)\sigma^2} \right]}{2 \sqrt{1+h_m x_i^2}} \right] \right\}$$

Substitute (41) and (42) into (38), $I(x; y)$ can be finally written as (43) as shown at the top of the next page. Furthermore, substitute (37) and (43) into (16), (17) can be derived.

APPENDIX B

PROOF OF Theorem 2

To facilitate the analysis, (17) can be rewritten as

$$I(x; h; y) = \frac{(M-2p)^2 + (2p+1-M)^2}{2^{2p}} (p+1)$$

$$+ \sum_{m \in \Psi \cup \Phi, x_i \in A} \left\{ \log_2 \left( \frac{\exp \left[-\frac{(z_m h_m x_i^2)}{1+h_m x_i^2}\right]}{\sqrt{1+h_m x_i^2}} \right) \right\} + \sum_{m \in \Sigma, x_i \in B} \left\{ \log_2 \left( \frac{\exp \left[-\frac{(z_m h_m x_i^2)}{1+h_m x_i^2}\right]}{\sqrt{1+h_m x_i^2}} \right) \right\}$$

where $z = y - h_m x_i$ and $d_m^{n_2} = h_m x_i - h_m x_i$. (44)
\[ I_1 = \int_{-\infty}^{+\infty} \frac{\exp\left( -\frac{(y-h_n x_i)^2}{2(1+h_n x_i \xi^2)\sigma^2} \right)}{\sqrt{2\pi(1+h_n x_i \xi^2)\sigma^2}} \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(y-h_m x_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) dy. \] (39)

\[ I_2 = \int_{-\infty}^{+\infty} \frac{\exp\left( -\frac{(y-h_n x_i)^2}{2(1+h_n x_i \xi^2)\sigma^2} \right)}{\sqrt{2\pi(1+h_n x_i \xi^2)\sigma^2}} \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(y-h_m x_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) dy. \] (40)

\[ I(x; y) = \frac{M-2^p}{2^p-1} \log_2 \frac{M-2^p}{2^p-1} \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(y-z^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) \]

\[ - \frac{M-2^p}{2^p+q} \sum_{x_i \in A} \sum_{m \in \Psi \cup \Phi} \exp\left( \frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \]

\[ \left( \frac{M-2^p}{2^p+1} \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) \right) \]

\[ - \frac{2^p+1-M}{2^p+q} \sum_{x_i \in B} \sum_{m \in \Xi} \exp\left( \frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \]

\[ \frac{M-2^p}{2^p+1} \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) \]

\[ \frac{M-2^p}{2^p+1} \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) \]

\[ \sum_{m_2 \in \Xi} \exp\left( -\frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \]\n
where \(I_4\) and \(I_5\) are given, respectively, as

\[ I_4 = \mathbb{E}_z \left[ \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) \right] \] \]

and

\[ I_5 = \mathbb{E}_z \left[ \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \exp\left( -\frac{(z+d^m_{i_2})^2}{2(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) \right] \]

For \(I_3\) in (44), we have

\[ I_3 = \frac{1}{2} \log_2 e. \] (47)

For \(I_4\) in (45), an upper bound can be derived as

\[ I_4 \leq \log_2 \left( \sum_{x_{i_2} \in A} \sum_{m_2 \in \Psi \cup \Phi} \frac{\sqrt{1+h_m x_{i_2} \xi^2}}{\sqrt{2}} \exp\left( -\frac{(d^m_{i_2})^2}{4(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \right) \]

\[ + \frac{2^p+1-M}{2^p} \sum_{x_{i_2} \in B} \sum_{m \in \Xi} \frac{\sqrt{1+h_m x_{i_2} \xi^2}}{\sqrt{2}} \exp\left( -\frac{(d^m_{i_2})^2}{4(1+h_m x_{i_2} \xi^2)\sigma^2} \right) \] \] (48)
Similarly, for $I_5$ in (46), an upper bound is given by

$$I_5 \leq \log_2 \left[ \frac{M - 2^p \sum_{x_1 \in \mathcal{X}} \sum_{x_2 \in \mathcal{X}} \sqrt{2 \left( 1 + h_m x_1 x_2^2 \right) \left( d_{m,i}^2 \right)^2}}{4 \left( 1 + h_m x_1 x_2^2 \right)^2 \sigma^2} + \sum_{x_2 \in \mathcal{X}} \sum_{m \in \mathcal{M}} \sqrt{2 \left( 1 + h_m x_1 x_2^2 \right) \left( d_{m,i}^2 \right)^2} \exp \left[ - \frac{d_{m,i}^2}{4 \left( 1 + h_m x_1 x_2^2 \right)^2 \sigma^2} \right] \right].$$

(49)

Substituting (47)-(49) into (44), (23) is obtained.
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