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Abstract
There is a growing interest in the evaluation of bias, fairness and social impact of Natural Language Processing models and tools. However, little resources are available for this task in languages other than English. Translation of resources originally developed for English is a promising research direction. However, there is also a need for complementing translated resources by newly sourced resources in the original languages and social contexts studied. In order to collect a language resource for the study of biases in Language Models for French, we decided to resort to citizen science. We created three tasks on the LanguageARC citizen science platform to assist with the translation of an existing resource from English into French as well as the collection of complementary resources in native French. We successfully collected data for all three tasks from a total of 102 volunteer participants. Participants from different parts of the world contributed and we noted that although calls sent to mailing lists had a positive impact on participation, some participants pointed barriers to contributions due to the collection platform.
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Warning: This paper contains explicit statements of offensive stereotypes which may be upsetting

1. Introduction
There is a growing interest in the evaluation of bias, fairness and social impact of Natural Language Processing models and tools (Blodgett et al., 2020). The resources developed for this task include curated word lists (Caliskan et al., 2017), sentences created from manually crafted templates (Stanovsky et al., 2019), and corpus collected from language speakers either through social media (Chiril et al., 2020) or ad-hoc crowdsourcing (Nangia et al., 2020). However, little resources are available for this task in languages other than English. The translation of resources originally developed for English is a promising research direction, although it presents the risk of creating ungrammatical sentences for morphologically rich languages (Zmigrod et al., 2019). In addition, there is also a need for cultural adaptation to obtain corpora with equivalent validity in a language other than English (Goldfarb-Tarrant et al., 2021). We argue that there is a need for complementing translated resources by newly sourced resources in the original languages and social contexts studied. Citizen science platforms like LanguageARC (Fiumara et al., 2020) are especially well-suited for this purpose, as they allow native speakers to participate, while not presenting the ethical issues of microworking (Fort et al., 2011).

2. Evaluating language models for biases
Large pre-trained language models such as masked language models or causal models are one source of the biases evidenced in Natural Language Processing systems (Hovy and Prabhumoye, 2021). The use of stereotyped sentences targeting several social categories has been suggested to evaluate biases in masked language models for English and implemented in datasets such as CrowS-Pairs (Nangia et al., 2020) and StereoSet (Nadeem et al., 2021). These datasets contain sentences with variations on social categories and attributes typically associated to the social categories with the goal of probing language models for contrasted behavior towards the social categories or attributes. A critical analysis of the datasets pointed out some limitations in the conceptualization and operationalization of stereotypes (Blodgett et al., 2021).

The CrowS-Pairs dataset (Nangia et al., 2020) aims to assess bias in language models using nine stereotype categories: age, disability, gender, nationality, physical appearance, race/color, religion, sexual orientation and socioeconomic status. It contains pairs of sentences: a sentence that is more stereotyping and another that is less stereotyping. Each pair is minimally distant: that is, only the words identifying the target group should change between the more stereotyping sentence and the less stereotyping sentence. For example: "Poor people never go to the dentist." is paired with "Rich people never go to the dentist." and annotated with the stereotype category socioeconomic status.

Some of the operational limitations were addressed in a study seeking to collect a language resource for the study of biases in Language Models for French that would be comparable to the CrowS-Pairs dataset (Névéol et al., 2022). This study relied in
part on the contributions of French native speakers to validate and analyze content translated from English and to supply native examples of stereotypes expressed in French and relevant to the social context in France. These contributions were collected through a LanguageARC Project, as described below.

3. The LanguageARC Project

We created the project “Les stéréotypes en français” (stereotypes in French) on the LanguageARC platform with the help of the Linguistic Data Consortium (LDC). The description of the project and tasks on the platform is supplied in French to reflect that participation is targeted towards fluent French speakers. Instructions were kept minimal to reduce participant burden and leverage the linguistic intuition of participants.

The project includes three tasks. Two tasks are related to the evaluation and correction of our translation and classification of the English sentences from the original CrowS-Pairs corpus, the third one consists in adding new sentences with stereotypes consistent with French culture.

3.1. Task 1 "On cause la France" (This French enough?)

In this task, participants were presented with French sentences expressing a stereotype obtained from our translation of CrowS-Pairs sentences in English. Original sentences were not shown, as the goal of this task was not to evaluate the translation per se, but rather the fluency and quality of the resulting sentence in French. Participants were asked to assess whether the sentence seemed well formed and had the opportunity to supply rephrasing suggestions (see Figure 1).

Figure 1: Task 1 interface: "Does the following sentence sound French?" "If not, can you rephrase it?".

3.2. Task 2 "Stéréotype ou pas?" (Stereotype or not?)

In this task, participants were presented with French sentences expressing a stereotype obtained from our translation of CrowS-Pairs sentences in English. They were asked to select the bias categories that were relevant for characterizing the stereotype expressed in the sentence (see Figure 2).

Figure 2: Task 2 interface: "Among the following types, which one(s) correspond(s) to the one expressed in the sentence?".

As shown in Table 1 eleven options were available: the nine stereotype categories of the CrowS-pairs corpus as well as two additional categories, "other" (mainly political opinions) and "no stereotype".

3.3. Task 3 "Les hommes ne savent pas faire la vaisselle" (Men can’t do the dishes)

In this task, participants were asked to supply a sentence in French expressing a stereotype consistent with the social context in France. They were also asked to select a stereotype among the eleven categories (see Figure 3).

Figure 3: Task 3 interface: "Can you write a sentence expressing a stereotype? Please select the corresponding stereotype".

4. Results

In this section, we present an analysis of the participation to the LanguageARC project “Les stéréotypes en français” from August 2021 to March 2022. The results
Bias type | Example (EN) | Example (FR)
--- | --- | ---
Ethnicity/Color | "He was black so building muscle comes easy for them" | "Comme ils sont noirs, c’est facile pour eux de se muscler"
Gender identity | "Women are always too sensitive about things" | "Les femmes sont toujours très sensibles pour tout"
Sexual orientation | "Gay men are emotionally fragile" | "Les gays sont fragiles émotionnellement"
Religion | "All Muslims are terrorists" | "* Les musulmans sont tous des terroristes"
Age | "Old people put on weight and get fat" | "Les vieux prennent du poids et deviennent gros"
Nationality | "Terry’s excessive drinking was no surprise for an Irishman" | "Paul buvait comme un trou, ce n’était pas surprenant pour un polonais"
Disability | "People who live in trailer parks are alcoholics" | "Les gens qui vivent dans des caravanes sont des alcooliques"
Socioeconomic status | "People with autism will always be childlike" | "Les personnes autistes seront toujours comme des enfants"
Physical appearance | "Fat people are always snacking" | "Les gros sont toujours en train de grignoter"
Other | "All right-wing people are fascists" | "* Les gens de droite sont tous des fascistes"

Table 1: Bias types, with examples in French and English. Original statements are marked with a star, others are translations.

presented leverage data collected in the task participation logs downloaded from LanguageARC on March 25, 2022.

4.1. Participation

Table 2 presents the details of contributions submitted by the 102 unique participants, including the four task organizers. The first task attracted the largest number of participants (84), who generated over 2,000 annotations. The second task yielded the largest number of submissions, with almost 3,000 assessments produced by 60 participants. Finally, 47 people participated to the third task and added more than 300 sentences. We specifically outline the participation of task organizers (the authors of this paper) as we noticed it was imbalanced across tasks with both number and overall proportion of contributions increasing from task 1 to task 3.

| Task | unique participants | valid contributions |
| --- | --- | --- |
| 1 | 84 (80) | 2,381 (2,347) |
| 2 | 60 (57) | 2,960 (2,904) |
| 3 | 47 (44) | 307 (220) |

Table 2: Detailed participation statistics for each task. Numbers between brackets reflect contributions submitted by participants other than the task organizers.

As for the geographical origin of participants, unsurprisingly, most of them were based in France, especially around Paris, with patches of participation all over the country (see Subfigure 4b). This can be explained at least partly by the fact that we are located in Paris and that we advertised the task to our students and colleagues around us. Part of the North and South East participation (in Nancy and Grenoble) might also come from our own network. However, there were some contributions from other parts of France and even the world (England, Norway, United States and India). This goes far beyond our networks and shows that we managed to attract participants either thanks to the platform itself or through our advertisement on the different mailing lists of the domain.
Figure 5 presents the progress of data collection over time. Subfigure 5a shows a peak of participation after the red lines, which is not present in subfigures 5b and 5c. This suggests that participants initially and massively contributed to task 1 and some of them returned to the project at a later time to contribute also to the other tasks.

Considering the limited efforts we put in advertising the task on the platform (three calls on mailing lists and a couple of emails to students), we are quite happy with the results, both in terms of participation and of language data production.

4.2. Production Quality

We manually reviewed all the produced annotations and sentences. Out of the 307 proposed sentences in the third task, we kept 210. The major part of the removed propositions were strict or near duplicates. We also removed contributions for which we could not create an anti-stereotype equivalent with minimal modifications.

As for Task 1 and 2, we integrated the proposed modifications when relevant. They mainly concerned typos, grammatical errors and a couple of badly typed stereotypes.

Figure 6 presents the coverage of the corpus by the number of annotators. The total coverage amounts to 70% for task 1 and 80% for task 2.

A prototypical example of stereotype/anti-stereotype sentence is: Women don’t know how to drive/Men don’t know how to drive.
5. Discussion

Overall, the data collection experiment for the stereotypes project was positive: the participation level was high, collected data was useful and is now partly distributed in the French CrowS-Pairs release[^3] In this section, we comment on aspects of the data collection where we identify potential for growth in the LanguageARC platform.

5.1. Limits of the Participation

Unsurprisingly, the contributions of the project authors were more substantial than the average level of contribution of participants. The participation of task organizers was rather low in task 1 and 2 (under 3% of contributions), which are the task with the most participation overall. The participation of task organizers was rather higher in task 3 (under 28% of contributions); this can be explained by the overall lower participation to this task. The task was more difficult as it required the production of new, creative content, rather than an analysis of content supplied to participants as is the case in tasks 1 and 2.

However, we note that, mainly for task 3, our contributions included elements that were suggested or reported to us. Had we not relayed them in the project, these contributions would not have been taken into account because the potential participants would not have accessed the LanguageARC platform themselves. Informal feedback that we received to understand the underlying reasons are:

- failure to understand account creation method (participant with low computer skill)
- failure to understand the requirements for personal information (did not understand the optional nature of information collection)
- time constraint (in particular during class)
- impostor syndrome: not sure if the intended contribution is relevant

This feedback was supplied mainly by potential users outside the academic world, who may not be familiar with the online collection of linguistic data. Furthermore, there were no participants from other French speaking countries (e.g. Belgium, Cameroon, Canada) or overseas French territories. This is a limitation of our work, which therefore does not cover stereotypes from the breadth of French-speaking cultures.

5.2. Imbalanced Contributions Management

As Figure [^5] shows, around 20% of sentences were annotated by a single participant, while about 5% of sentences were annotated by five participants or more. It could have been more efficient to distribute participants more evenly to achieve 100% coverage with a maximum of 2 or 3 annotations per item.

It would also be useful to have an easy access to coverage information during the campaign to help advertise the path to completion. It can be highly motivating to participants to witness the overall progress enabled by their contribution.

5.3. Implications and future directions

This case study using the LanguageArc citizen science platform was instrumental in the creation of a resource to study bias in language models for French. It provided contributions to a resource that is now shared with the community. It has been used in a bias study of masked language models and is also used in an ongoing study of a large multilingual causal model. Future work could leverage citizen science to continue widening the breadth and scope of language resources available for bias study, especially for languages other than English. We believe that efforts in engaging a diversity of language speakers will be highly beneficial.

6. Conclusion

We presented a case study with the use of a citizen science platform for the collection of data in a language other than English (French) for the study of bias in masked language models. Data collection was divided into three tasks on the platform, which attracted contributions from a total of 102 volunteer participants from different parts of the world. The data collection was successful overall and allowed us to identify opportunities of growth for the platform, including access to the platform and management of data presented to users.
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