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Abstract

PID control has been the dominant control strategy in the process industry due to its simplicity in design and effectiveness in controlling a wide range of processes. However, most traditional PID tuning methods rely on trial and error for complex processes where insights about the system is limited and may not yield the optimal PID parameters. To address the issue, this work proposes an automatic PID tuning framework based on reinforcement learning (RL), particularly the deterministic policy gradient (DPG) method. Different from existing studies on using RL for PID tuning, in this work, we explicitly consider the closed-loop stability throughout the RL-based tuning process. In particular, we propose a novel episodic tuning framework that allows for an episodic closed-loop operation under selected PID parameters where the actor and critic networks are updated once at the end of each episode. To ensure the closed-loop stability during the tuning, we initialize the training with a conservative but stable baseline PID controller and the resultant reward is used as a benchmark score. A supervisor mechanism is used to monitor the running reward (e.g., tracking error) at each step in the episode. As soon as the running reward exceeds the benchmark score, the underlying controller is replaced by the baseline controller as an early correction to prevent instability. Moreover, we use layer normalization to standardize the input to each layer in actor and critic networks to overcome the issue of policy saturation at action bounds, to ensure the convergence to the optimum. The developed methods are validated through setpoint tracking experiments on a second-order plus dead-time system. Simulation results show that with our scheme, the closed-loop stability can be maintained throughout RL explorations and the explored PID parameters by the RL agent converge quickly to the optimum. Moreover, through simulation verification, the developed RL-based PID tuning method can adapt the PID parameters to changes in the process model automatically without requiring any knowledge about the underlying operating condition, in contrast to other adaptive methods such as the gain scheduling control.
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1. INTRODUCTION

Proportional-Integral-Derivative (PID) controllers have been the dominant type of controller for the process industry accounting for more than 80% of industrial process control [11]. Such a popularity arises from their simplicity in the structure for design and effectiveness for controlling practical systems [2,3]. However, some roadblocks still exist for PID design to enable a higher level of automation and adaptivity for controlling complex processes. First, the control performance of PID strictly relies on the setting of its parameters. Despite the fact that some empirical guidelines are available for tuning PID control even for complex systems, the resultant PID parameters may not be the optimal values [4]. As reported in [5], most conventional methods use trial and error to tune PID for complex systems where insights about the system may be limited. Therefore, how to automate the search of optimal PID parameters becomes an interesting topic [6]. Second, the parameters of traditional PID controllers generally remain fixed after tuning. As a result, they are mainly applicable for controlling time-invariant systems. For time-varying systems, as frequently encountered in practice such as robotics and vehicles, the lack of adaptivity of traditional fixed-parameter PID controllers makes them unable to maintain high control performance under such scenarios [7].

Traditional PID tuning methods can be roughly classified into three categories: heuristic tuning, rule-based tuning, and optimization-based (or model-based) tuning [8]. Heuristic tuning often relies extensively on trial and error based on the understanding of the role of each PID parameter. This method is easy to implement, however, it can be time-consuming and cannot guarantee to reach a robust or optimal solution [8]. Rule-based tuning establishes simple models (often first-order plus dead-time model) to approximate the process based on the step test, including methods such as Ziegler-Nichols, Cohen-Coon, Kappa-Tau, and Lambda tuning [9]. These methods are widely used, however, they are sensitive to the discrepancies between the true process and the approximation model. Optimization-based methods can find the optimal PID parameters given the availability of an accurate process model along with the desirable engineering specification. However, a sufficiently accurate model is required for such methods [10], which can be difficult in practice.

Adaptive PID has been proposed in the literature to mitigate the above non-adaptivity issue. These control strategies can be classified into model-based approaches [11,12], evolution optimization-based approaches [13], and neural network-based approaches [14]. Model-based approaches assume the presence of an accurate model that can represent the true dynamics exactly to allow for the adaptivity of PID controllers, which does not hold in practice due to the difficulty in accessing such high-quality models for complex dynamical systems [15]. Evolution optimization-based approach is hard to reach real-time and online adaptation due to the slow computation speed [16]. Adaptive PID based on neural networks employs supervised learning to optimize network parameters for enabling adaptivity. This is limited by the fact that the teaching signal is hard to acquire [6]. To this end, more advanced machine learning techniques have been adopted to promote the user-free automatic tuning and adaptivity of traditional PID controllers.

Among emerging machine learning techniques for further empowering PID control, reinforcement learning (RL) has shown unique advantages to address the above issues. As a sequential decision-making method, RL can iteratively optimize an objective, usually black-box, via guided trial-and-error exploration [17]. First, due to the data-driven nature, automatic tuning of PID parameters can be achieved where expert knowledge is not needed. Second, RL can learn the optimal strategy in real-time and online by interacting with the environment. PID tuning is essentially a black-box optimization problem where the relation between tuning parameters and control performance is unknown. Optimal PID parameters shall be the ones that optimize the control performance. In light of this observation, RL has been preliminarily employed to facilitate the PID tuning [18]. Typical model-free RL algorithms can be broadly grouped into value-based methods (e.g., Q-learning [19], SARSA [20], and temporal difference (TD) learning [17]), and policy-based algorithms (e.g., policy gradient [21]). Value-based methods learn an action or state value function, from which the optimal policy can be derived. In contrast, policy-based methods directly learn the optimal policy from the experience, therefore, they have better convergence and are effective for continuous action space. In particular, the deterministic policy gradient (DPG) method, proposed by DeepMind [22], receives wide attention due to its sample efficiency by considering deterministic rather than stochastic policies. As a result, the usage of off-policy actor-critic-based DPG algorithm has shown attractive prospects for addressing the PID tuning problem [23].

Treating the PID tuning as an RL problem has been reported in the literature where different RL algorithms have been employed [4,24]. Actor-critic learning based on a single RBF network is proposed in [16] to enable an adaptive self-tuning PID control, which is later implemented to wind turbine control [25]. The combination of fuzzy PID and RL is reported in [1,26]. Applications of RL-based self-tuning PID include soccer robot [27], multicopter [28], and human-in-the-loop physical assistive control [15]. For process control, reports in [23,29] consider the PID tuning in
We employ the

\[ u(t) = K_p \left( e(t) + \frac{1}{\tau_i} \int_0^t e(\tau) d\tau + \tau_D \frac{de(t)}{dt} \right), \]

where \( e(t) = r^sP(t) - y(t) \) represents the tracking error between setpoint \( r^sP(t) \) and controlled variable (CV) \( y(t) \) at time \( t \), and \( u(t) \) is the manipulated variable (MV). The digital version to implement (1) is shown to be:

\[ u(t_n) = K_p \left[ e(t_n) + \frac{1}{\tau_i} I(t_n) + \tau_D D(t_n) \right], \tag{2} \]

where \( I(t_n) = \sum_{i=1}^n e(t_i) \) and \( D(t_n) = \frac{e(t_n) - e(t_{n-1})}{\Delta t} \) are, respectively, the integrated and differentiated errors. In this work, we consider the following actuator saturation

\[ \text{sat}(u) = \begin{cases} u_{\text{min}}, & \text{if } u < u_{\text{min}}, \\ u, & \text{if } u_{\text{min}} \leq u \leq u_{\text{max}}, \\ u_{\text{max}}, & \text{if } u > u_{\text{max}}. \end{cases} \tag{3} \]

We employ the \textit{anti-windup compensation} \cite{31} to address the issue that the integral action continues to increase or decrease if the saturation persists. The presence of windup of the integral action can trigger the nonlinearity of the closed-loop system \cite{23}. With the anti-windup compensation, the integral term does not accumulate once the control action reaches the upper or lower bound. Further, to avoid the sudden jump of the derivative of the error when the setpoint is adjusted, the \textit{derivative kick} will be overcome by using the differentiated output \( \frac{y(t_n) - y(t_{n-1})}{\Delta t} \) to replace the differentiated error \( \frac{e(t_n) - e(t_{n-1})}{\Delta t} \).

The main contribution of this work is to develop a stability-preserving automatic PID tuning approach based on RL, particularly the DPG algorithm. The majority of the literature in this direction so far has focused on establishing an adaptive auto-tuning framework with RL approaches. However, how to maintain the closed-loop stability during the exploration of the PID parameter space by the RL agent has not been well studied. For instance, as one of the few reports that briefly discuss the stability issue, the authors in \cite{29} use an anti-windup strategy to force the input to be within the bound so as to maintain the boundedness of the output in the presence of unstable PID controller during RL search. However, this paper does not directly tackle the stability issue in a rigorous way. In contrast to existing work, our approach explicitly accounts for the closed-loop stability issue during RL exploration. For the proposed framework, we use a conservative but stable PID controller as a baseline. A supervisor mechanism monitors the closed-loop behavior of process variables at every time step throughout a training episode (i.e., one complete step test). Once the running reward (e.g., cumulative tracking error) exceeds a threshold, the employed PID controller will be replaced by the baseline controller to correct the process variables and prevent instability. In this work, we primarily focus on the automatic tuning aspect of RL-based PID tuning with stability preservation. The majority of the literature in this direction so far has focused on establishing an operating conditions with stability preservation will be tackled in our future work.

This paper is outlined as follows. In Section 2, we introduce the fundamentals about the form of PID control used in this work and the DPG algorithm that will be adapted in our proposed method. Section 3 is devoted to the introduction of the proposed episodic RL-based PID auto-tuning method, where the closed-loop stability can be maintained throughout the RL training. In Section 4, simulation examples are provided to demonstrate the effectiveness and adaptivity of the proposed techniques. This paper concludes in Section 5.

2. PRELIMINARIES

PID Control

We consider the standard position form of PID control \cite{9}:

\[ u(t) = K_p \left[ e(t) + \frac{1}{\tau_i} \int_0^t e(\tau) d\tau + \tau_D \frac{de(t)}{dt} \right], \]

where \( e(t) = r^sP(t) - y(t) \) represents the tracking error between setpoint \( r^sP(t) \) and controlled variable (CV) \( y(t) \) at time \( t \), and \( u(t) \) is the manipulated variable (MV). The digital version to implement (1) is shown to be:

\[ u(t_n) = K_p \left[ e(t_n) + \frac{1}{\tau_i} I(t_n) + \tau_D D(t_n) \right], \tag{2} \]

where \( I(t_n) = \sum_{i=1}^n e(t_i) \) and \( D(t_n) = \frac{e(t_n) - e(t_{n-1})}{\Delta t} \) are, respectively, the integrated and differentiated errors. In this work, we consider the following actuator saturation

\[ \text{sat}(u) = \begin{cases} u_{\text{min}}, & \text{if } u < u_{\text{min}}, \\ u, & \text{if } u_{\text{min}} \leq u \leq u_{\text{max}}, \\ u_{\text{max}}, & \text{if } u > u_{\text{max}}. \end{cases} \tag{3} \]

We employ the \textit{anti-windup compensation} \cite{31} to address the issue that the integral action continues to increase or decrease if the saturation persists. The presence of windup of the integral action can trigger the nonlinearity of the controller that may lead to instability of the closed-loop system \cite{23}. With the anti-windup compensation, the integral term does not accumulate once the control action reaches the upper or lower bound. Further, to avoid the sudden jump of the derivative of the error when the setpoint is adjusted, the \textit{derivative kick} will be overcome by using the differentiated output \( \frac{y(t_n) - y(t_{n-1})}{\Delta t} \) to replace the differentiated error \( \frac{e(t_n) - e(t_{n-1})}{\Delta t} \).
With the Markov property, the recursive relation (Bellman expectation equation) between the state value functions can be formulated as:

\[ Q^\pi(s_k, a_k) = \mathbb{E}_{s_{k+1} \sim p(\cdot|s_k, a_k)} \left[ r_k(s_k, a_k) + \gamma \mathbb{E}_{a_{k+1} \sim \pi(\cdot|s_{k+1})} (Q^\pi(s_{k+1}, a_{k+1})) \right], \tag{7} \]

where \( p(\cdot|s_k, a_k) \) is the transition probability between consecutive states of the environment given \( s_k \) and \( a_k \), and \( \pi(\cdot|s_{k+1}) \) is the control policy. The RL problem can be formulated as finding the optimal policy \( \pi^* \) such that the associated state and action value functions outperform those from the other policies across all states and actions. Under the optimal policy, the Bellman optimality equation is formulated as:

\[ Q^\pi(s_k, a_k) = \mathbb{E}_{s_{k+1} \sim p(\cdot|s_k, a_k)} \left[ r_k(s_k, a_k) + \gamma \max_{a' \in A} Q^\pi(s_{k+1}, a') \right]. \tag{8} \]
The advantage of using $Q$ value functions is that once $Q^*$ is obtained, the corresponding optimal policy $\pi^*$ can be easily recovered as

$$\pi^* (a|s_k) = \arg \max_{a \in \mathcal{A}} Q^*(s_k, a).$$  \hspace{1cm} (9)$$

Value-based methods have been well developed to solve the Bellman expectation or optimality equations. Among these methods, Q-learning has been the most widely used due to its off-policy nature and ability to discover the global optimum$^{[19,33]}$. Q-learning solves the Bellman optimality equation (8) via temporal difference (TD):

$$Q(s_k, a_k) \leftarrow Q(s_k, a_k) + \alpha \delta,$$  \hspace{1cm} (10)

where $\delta = r(s_k, a_k) + \gamma \max_{a' \in \mathcal{A}} Q(s_{k+1}, a') - Q(s_k, a_k)$ is the TD error. TD method is model-free (in contrast to model-based methods such as dynamic programming) and does not require the complete trajectory of an episode. Therefore, TD method is widely used for continuous tasks without a terminal state. Despite these advantages, value-based methods often assume that states and actions are discrete and the value functions can be stored in a table to sweep through. However, many practical problems, including process control, have continuous states and actions. Therefore, policy-based methods and functional approximators (FAs) are developed to address these issues, as described below.

To generalize Q-learning to continuous state and action spaces, neural networks have been extensively used as FAs to represent $Q$ values. In particular, a neural network $Q(s_k, a_k, w)$, parameterized by $w$, is often used to approximate $Q(s_k, a_k)$. In other words, the objective is to choose the optimal $w$ to minimize

$$J(w) = \mathbb{E}_\pi [Q(s_k, a_k) - Q(s_k, a_k, w)]^2.$$  \hspace{1cm} (11)$$

Note that the objective above is a supervised learning problem with $Q(s_k, a_k)$ being the target whose value is unknown during Q-learning. Therefore, similar to the TD method for Q-learning (10), the incurred reward and next-step parameterized $Q(s_{k+1}, w)$ are often used together to approximate $Q(s_k, a_k)$, i.e., assuming that $r(s_k, a_k) + \gamma \max_{a' \in \mathcal{A}} Q(s_{k+1}, a') \approx Q(s_k, a_k)$. With this approximation, stochastic gradient descent (SGD) can be used to solve (11) where the update of parameter $w$ is shown to be

$$w_{k+1} = w_k + \Delta w,$$  \hspace{1cm} (12)

where $\Delta w = \alpha [r(s_k, a_k) + \gamma \max_{a' \in \mathcal{A}} Q(s_{k+1}, a', w) - Q(s_k, a_k, w)] \nabla_w Q(s_k, a_k, w)$. The above combination of Q-learning and neural-network-based FAs is known as deep Q-network (DQN).

**Deterministic Policy Gradient**

In contrast to value-based methods where action or state value functions must be obtained before acquiring the optimal policy, policy-based methods directly search for the best policy to optimize the RL objective:

$$J(\theta) = \mathbb{E}_{\pi^*_\theta, s_0} [R_1 | s_0],$$  \hspace{1cm} (13)$$

where $s_0$ is the starting state of the task and $\pi^*_\theta$ is a neural network, known as *actor network*, parameterized by $\theta$, to approximate the continuous action space $\pi^*_\theta : \mathbb{S} \rightarrow \mathcal{A}$. The policy gradient algorithm uses SGD to update $\theta$ to maximize the objective in (13), such that

$$\theta_{k+1} \leftarrow \theta_k + \alpha_k \nabla \theta J(\theta)|_{\theta=\theta_k},$$  \hspace{1cm} (14)

where $\alpha_k$ is the learning rate, and the gradient of $J(\theta)$, using the policy-gradient theorem$^{[21]}$, turns out to be

$$\nabla \theta J(\theta) = \mathbb{E}_{\pi^*_\theta, s_k} [Q^\pi(s_k, a_k) \nabla \theta \log \pi^*_\theta (a_k | s_k)],$$  \hspace{1cm} (15)$$

which is in terms of the $Q$ value function. Note that in the implementation of the policy gradient above, the expectation is replaced by samples (i.e., using SGD) for updating the parameter $\theta$. Moreover, the $Q$ value in (15) is replaced by its neural network FA $Q^\pi(s_k, a_k, w)$ to accommodate continuous state and action spaces, known as the critic network. The parameters of actor and critic networks can be updated sequentially using (12) and (14). This forms the well-known actor-critic architecture$^{[34]}$. The actor aims to find the optimal policy and the critic serves as a judge to assess the current policy prescribed by the actor.

Stochastic policies often demand a large number of samples for evaluating the policy gradient (15), especially for high-dimensional action space. As an extension of DQN, *deterministic policy gradient* (DPG) is proposed by Silver
et al.\cite{22} where the deterministic policy is given as $\mu_\theta : \mathbb{S} \rightarrow \mathbb{A}$. That is, for a given state $s_k$, the actor returns $a_k = \mu_\theta(s_k)$ with probability one. Then the gradient of $J(\theta)$ becomes

$$\nabla_\theta J(\theta) = \mathbb{E}_{s_k} \left[ \nabla_a Q^H(s_k, a) | a = \mu_\theta(s_k) \right] \nabla_\theta \mu_\theta(s_k).$$

Compared with the stochastic counterpart (15), the gradient of the deterministic policy above has expectation with respect to only the state transition probability, thereby the required number of data samples can be significantly reduced.

As an extension of DQN, the DPG algorithm inherits some techniques adopted by DQN. (i): As shown in (8), the target of Q-learning problem with FA can be represented as $r(s_k, a_k) + \gamma \max_{a' \in \mathbb{A}} Q(s_{k+1}, a', w)$, which depends on the parameter $w$ that is to be optimized. That is, the target is varying and this causes significant difficulty for the supervised learning. Fixed $Q$ target is one solution to alleviate this issue, in which a critic target network $Q(s_{k+1}, a', w')$ with the same architecture as the critic network is used but its parameter $w'$ does not change rapidly; (ii): The target in (8) contains the maximization over $a' \in \mathbb{A}$ that can be expensive since the $Q$ value function is a complex network with continuous inputs. To address this problem, a target actor network $\mu_{\theta'}(s_{k+1})$ is used to approximate the optimal policy that maximizes $Q(s_{k+1}, a', w')$. That is, the target becomes $r(s_k, a_k) + Q(s_{k+1}, \mu_{\theta'}(s_{k+1}), w')$. In summary, there are four networks involved in the DPG framework: (1) actor network $\mu_\theta(s_k)$ for selecting action based on the current state; (2) critic network $Q(s_k, a_k, w)$ for evaluating the current $Q$ value function; (3) actor target network $\mu_{\theta'}(s_{k+1})$ for selecting the best action for maximizing the next-step $Q$ value; and (4) critic target network $Q(s_{k+1}, \mu_{\theta'}(s_{k+1}), w')$ for evaluating the optimal $Q$ value for next state. To alleviate the dynamic correlations between samples, the replay buffer is often used to store a large number of past transition pairs $\{s_k, a_k, r_k, s_{k+1}\}$. When updating the parameters in DPG, a batch $B$ of past experience from the replay buffer is randomly selected, and they are used to formulate two supervised learning problems for the critic and actor, respectively. The detailed DPG algorithm can be found in\cite{22,35}.

3. STABILITY-PRESERVING PID TUNING WITH DPG

In this section, we demonstrate the procedures of adapting the above DPG algorithm to the PID tuning problem with stability guarantee.
The overall structure of the proposed DPG-based PID tuning with stability guarantee is shown in Fig. 2. The proposed scheme is multi-scale in time for RL training and closed-loop operation. For clarity, we define the update step as the step that the parameters of RL agent are updated once, or equivalently, the parameters in the PID controller are changed once. We use $k \in \{0, 1, \ldots, K\}$ to denote the $k$-th update step, where $K$ represents the maximum number of training episodes. In contrast, the operation step is defined as one time step in a closed-loop operation, denoted as $t \in \{0, 1, \ldots, T\}$, where $T$ is the length of the episode. Each closed-loop operation gives one sample of state and action transition of the environment. The parameters of the four networks in the DPG algorithm are updated once as soon as one episodic closed-loop operation is complete. Note that the PID parameters remain unchanged throughout one episode. One motivation for this setup is that by overseeing the entire closed-loop trajectories of process variables in an episode, the performance of the underlying PID parameters can be more comprehensively assessed by considering both point-based metrics such as overshoot, rise time, etc., and trajectory-based metrics such as integrated square error (ISE). Moreover, as stated in [23], if the RL agent and PID parameters are updated at every operation step, as has been done by many works, the fast switching of controller parameters may lead to instability [36]. The details of each block in Fig. 2 are provided below.

Environment, State and Action
In the proposed scheme, the closed-loop system with PID control is viewed as the environment. The outputs of the environment are the trajectories of process variables, such as MVs, CVs, and setpoint, throughout an episodic closed-loop operation. Specifically, after the $k$-th closed-loop operation, the trajectories of process variables are

$$y_k = [y_{0,k}^0, y_{1,k}^1, \ldots, y_{T,k}^T]^T, \quad u_k = [u_{0,k}^0, u_{1,k}^1, \ldots, u_{T,k}^T]^T,$$

where $y_k$ and $u_k$ are the CV and MV trajectories, respectively. Existing literature [18,32] generally stacks the entire input and output trajectories, possibly with setpoint and other information, into a tuple as the environment state. However, this can lead to the issue of overly high-dimensional input to the DPG networks, especially for slow processes that require a large episode length $T$ to reflect the overall response trend. As a result, the networks involved in DPG will be large in scale and this makes the training extremely challenging. In this work, to reduce the input dimension, we propose to use a subset of these trajectories as the environment state. To be specific, we select a subset of CVs and MVs at an equally-spaced interval over $y_k$ and $u_k$. The environment state is defined as

$$s_k = [\bar{y}_k, \bar{u}_k, \bar{r}^{kp}_k]^T, \quad \bar{y}_k = [y_{0,k}^0, y_{i,k}^i, y_{2i,k}^i, \ldots]^T, \quad \bar{u}_k = [u_{0,k}^0, u_{i,k}^i, u_{2i,k}^i, \ldots]^T, \quad \bar{r}^{kp}_k = [r_{0,k}^{kp}, r_{i,k}^{kp}, r_{2i,k}^{kp}, \ldots]^T,$$

where $i$ represents the interval over which a subset of process variable is selected. In (18), the setpoint information $\bar{r}^{kp}_k$ is included to inform the RL agent of the tracking target information. This becomes important if an episode contains setpoint changes, a common scenario often met for online controller tuning with RL. In our work, for simplicity, we will only consider the situation where the setpoint is a constant. Scenarios with varying setpoints and online tuning will be tackled in our future work. The action $a_k$ of the RL agent consists of the PID parameters:

$$a_k = [K_p, \tau_r, \tau_D].$$

At the end of each episode, the RL agent receives information from the environment, updates its parameters, and then delivers one set of PID parameters to the controller. The closed-loop system then operates under the new PID controller for the next episode.

Reward
The proposed method will use the reward $r$ to assess the control performance of PID by monitoring closed-loop trajectories of CVs and MVs. Instead of relying on point-based metrics such as overshoot, settling time, etc., we will utilize trajectory-based metrics, particularly the ISE as the primary assessment method:

$$r = -\sum_{t=0}^{T} e_t^2,$$

where $e_t = r_t^{kp} - y_t, t = 0, 1, \ldots, T$, represents the tracking error. Note that more comprehensive assessment metrics consisting of both trajectories- and point-based metrics can easily be constructed as above. In addition, the amplitude of the MV can also be incorporated into the performance criterion with a weight reflecting its importance relative to the CV. In our scheme, the reward (20) is computed using the entire closed-loop trajectories (17), rather than the subset of them selected for defining the state as in (18).
Agent

As discussed in Section 2, our RL will utilize the DPG algorithm for training the agent. At the end of each closed-loop operation episode, the setpoint, MV, and CV trajectories will be consumed to extract the environment state, action (PID parameters used for this episode), and reward, as shown in Fig. 2. Such information is saved into the replay buffer. A batch of $B$ samples of past transition data $(s_k, a_k, r_k, s_{k+1})$ is then randomly sampled to be used as the dataset for updating network parameters in the agent. Fig. 3 shows the structures of actor network $\mu_{\theta}(s_k)$, critic network $Q(s_k, a_k, w)$, and their target networks $\mu_{\theta^\tau}(s_k+1), Q(s_{k+1}, \mu_{\theta^\tau}(s_{k+1}), w')$ used by the agent in this work. During RL exploration, it is likely that the agent will attempt some PID parameters that are close to the unstable region of the parameter space. This could lead to closed-loop responses where CV and MV have overly large amplitudes, which has been observed in our simulation study. Without normalization, it is likely that such a large-amplitude input to the actor network will drive the output of the actor network to the saturation zone of the ‘tanh’ function\(^{[37]}\). As a result, the returned action $a_k$ always stays at the upper or lower bounds. Such a behavior prevents the agent from learning meaningful policies\(^{[35]}\). In this work, we use layer normalization\(^{[38]}\) to mitigate this issue. For the actor network, in order to encourage the agent’s exploration of PID parameter space at the beginning, we add a Gaussian noise after the ‘tanh’ function. However, the variance of the noise decays over episodes so that the agent will focus more on exploitation at the later stage of the training. Note that the architectures (e.g., the number of layers and nodes for each layer) of these networks in Fig. 3 provide specific problems need fine tuning to optimize the performance of the trained RL agent. As shown in Fig. 2, the output (action) of the RL agent is the next set of PID parameters to be deployed to the closed-loop system. However, some PID parameters, if implemented, may give rise to unstable closed-loop responses that can cause disastrous consequences in practice. To preserve the stability and thus ensure safety, a novel mechanism is proposed to correct those poorly selected PID parameters before causing instability, as discussed in the next subsection.

Stability-preserving PID tuning with Baseline Controller

Ensuring the stability of the closed-loop system during RL exploration of PID parameters is critical for practical implementation. However, algorithms such as DPG employed by RL agent focus solely on maximizing the return \((13)\) that does not directly relate to the closed-loop stability, especially when the training episode has a short duration where the unstable behavior cannot be clearly manifested. Moreover, constrained RL algorithms\(^{[39]}\) that restrict the searchable action space to ensure safety may not be applicable since the stability region of the PID parameter space is usually extremely difficult to obtain and be formulated as explicit constraints. Reward modification methods such as Lagrangian relaxation\(^{[40,41]}\) only add some soft penalty on constraint violation or unstable response to discourage such explorations to a certain extent, that is, they cannot strictly ensure that the recommended PID parameters by RL agent for subsequent trials are within the stable region. In this work, we propose a novel idea that is based on a baseline PID controller for ensuring the stability for RL-based PID tuning.

The proposed method utilizes a conservative but stable PID controller as a baseline. The corresponding PID parameters are denoted as $K_p^0$, $T_i^0$, and $T_d^0$, respectively. Conservative controllers enable better tolerance of model uncertainties and disturbances, thereby better capability to maintain the closed-loop stability. The baseline controller can be selected based on prior knowledge of the system and classical tuning guidelines (e.g., Ziegler-Nichols) but with a de-tuned setup (thus possibly poor performance). Prior to the training of RL agent, the baseline controller is deployed to the system to observe the closed-loop response over an episode. The tracking error in \((20)\) then can be computed based on the acquired response profiles, and this is used as the benchmark reward $R_{\text{bmk}} > 0$ for the...
Figure 4. The flow chart for the proposed stability-preserving RL-based PID tuning approach. The running reward is denoted as ‘RR’.

At time \( t \), if the running reward exceeds the benchmark reward: \( RR(t) > \lambda R_{bmk} \) where \( \lambda \geq 1 \), it indicates that the underlying PID controller gives a worse performance even than the baseline controller. This occurs with a high chance due to an unstable controller. Upon such observations, the supervisor will replace the underlying parameters by the baseline parameters \( K_p^0, \tau_i^0, \tau_D^0 \) to correct the closed-loop response in advance before actual instability happens. The remaining closed-loop operation will be under the baseline controller. Due to the transients afterwards, the eventual total reward will be a much worse value than the benchmark. This final reward will be used as the associated reward for the deployed PID parameters. The obtained poor reward value can inform the RL agent of avoiding exploring nearby regions for subsequent trials, so as to discourage exploring unstable regions. In the subsequent sections, the deployed PID parameters at the beginning of the episode is defined as explored parameters, whereas the actually utilized parameters until the end of the episode is defined as implemented parameters. For an unstable PID controller, the implemented parameters are indeed the same as the baseline parameters. The conservativeness of the baseline controller can, to the maximum extent, prevent the process variables from divergence and drive them to the steady-state. The developed stability-preserving DPG-based PID tuning algorithm is shown in Table 1. The theoretical proof of the closed-loop stability of our method can be found in the Appendix.

Remark 1. Similar to the definition of reward (20), the running reward defined in (21) can be flexible by including other performance metrics, e.g., penalty on the inputs and even the input change rate. However, the form of the running reward shall be consistent with that of the reward in (20). The underlying principle of using the performance metric as the reward for the RL agent to learn stays the same. The selection of \( \lambda \) can be properly determined based on the conservativeness of the baseline controller or other practical considerations.
Another potential limitation is the determination of hyper-parameters for the proposed algorithm (e.g., learning rate, the large time-delay, PID control is the preferred mode. The ranges for the three parameters are respectively 0 < \rho < 1 but close to 1): w' \leftarrow \rho w' + (1 - \rho) w, \ \ \theta' \leftarrow \rho \theta' + (1 - \rho) \theta \end{align*}

14: Until Convergence then End Repeat

Table 1. Pseudo code for stability-preserving DPG-based PID tuning

| Algorithm: Stability-preserving DPG-based PID Tuning |
|---------------------------------------------------|
| 1: Input: initial policy parameter \( \theta \), Q-function parameter \( w \), and empty replay buffer \( D \) |
| 2: Initialize target networks \( \theta' \leftarrow \theta \), \( w' \leftarrow w \). Choose the baseline controller \( (K_p^0, \tau_1^0, \tau_D^0) \) |
| 3: Repeat |
| 4: Set running reward \( R_R = 0 \). Observe state \( s \) and select action \( a = clip(\rho \theta(s) + r, a_{low}, a_{high}) \) where \( r \) is random noise. The action is the PID parameters \( a = (K_p, \tau_1, \tau_D) \) |
| 5: Perform closed-loop operation under \( (K_p, \tau_1, \tau_D) \) for \( t = 0, 1, \ldots, T \):
| - If \( R_R(t) > 3R_{monk} \): |
| | PID \leftarrow (K_p^0, \tau_1^0, \tau_D^0) |
| | One-step simulation forward, update \( R_R(t) \), append CV, MV, and setpoint values |
| 6: Observe the next state \( s' \) and compute the episodic reward \( r \) using the closed-loop data |
| 7: Store the transition \( (s, a, r, s') \) into the replay buffer \( D \) |
| 8: Update RL agent parameters: |
| 9: Randomly select a batch of transitions \( B = \{(s, a, r, s')\} \) from \( D \) with the number of transitions as \( |B| \) |
| 10: Compute the target for each sample in \( B \): \( y = r + \gamma Q(s', \mu_{\theta'}(s'), w') \in \mathbb{R}^{|B|} \) |
| 11: Update the Q-function by one step of gradient descent using cost function w.r.t. \( w \):
| \[ \sum_{(s',a',r',s') \in B} \left( Q(s, a, w) - y \right)^2 \] |
| 12: Update the policy by one step of gradient descent using cost function w.r.t. \( \theta \):
| \[ \sum_{(s,a,r,s') \in B} \nabla_{\theta} Q(s, \mu_{\theta}(s)) \] |
| 13: Update the parameters \( w' \) and \( \theta' \) in the target networks \( (0 < \rho < 1 \text{ but close to 1}) \):
| \( w' \leftarrow \rho w' + (1 - \rho) w, \ \ \theta' \leftarrow \rho \theta' + (1 - \rho) \theta \) |
| 14: Until Convergence then End Repeat

Connection to Gain Scheduling

RL-based PID auto-tuning as proposed in this work inherits similarities with gain scheduling \cite{42}. Both strategies seek an ultimate goal of achieving online adaptivity of controllers to varying operating conditions. However, they also have important differences. For gain scheduling, a set of scheduling parameters that indicate current operating condition must be measured online. The deployed controller under current scheduling parameters is updated in real-time by, for example, linearly combining baseline controller parameters that were designed beforehand at prescribed operating conditions. For the RL-based PID tuning, the optimal PID parameters are obtained through the online interactions between RL agent and closed-loop system, and thus it does not need to measure any scheduling parameter. In the literature, two strategies have been reported: PID parameters can be updated in real-time at every time step \cite{29} or in an episodic mode as in our work. For the former approach, since the PID parameters are changed instantaneously instead of waiting the closed-loop response to evolve for a duration, it is hard to define a reasonable metric to assess the control performance (e.g., overshoot, integrated squared error, etc.) under given parameters. Moreover, the overly fast abrupt switching of PID parameters during RL search may lead to closed-loop instability \cite{29}. For our episodic approach, these two issues can be well addressed and one potential issue is the large number of time steps required to complete the training. In fact, one of our future research topics is exactly on how to accelerate the training of RL agent using sample efficient RL techniques to significantly reduce the number of data samples required for the training. In this way, this potential issue can be mitigated.

Remark 2. Despite the stability-preserving feature of the proposed approach, some potential limitations may exist for its practical applications. One of the main difficulties, as mentioned above, is the relatively low sample efficiency of not only our method but also general RL approaches. We will tackle this problem in our future work using employing sample efficient RL methods to accelerate the training by reducing the number of required samples. Another potential limitation is the determination of hyper-parameters for the proposed algorithm (e.g., learning rate, actor/critic network structures, etc.) that could affect the convergence and sample efficiency. One solution could be to employ existing well-developed RL models as a starting point (similar to the idea of transfer learning) to facilitate the selection of hyper-parameters.

4. SIMULATION EXAMPLE

In this section, we study the PID tuning for a second-order plus dead-time (SOPDT) process with model as

\[ G(s) = \frac{0.3}{25s^2 + 10s + 1} e^{-10s}, \]

with time-delay as 10 seconds. For simulating this process, the sampling time is selected as 1 second. Due to the large time-delay, PID control is the preferred mode. The ranges for the three parameters are respectively

\[ 0 < \rho < 1 \text{ but close to 1} \]
Figure 5. Stability-preserving automatic PID tuning results with Algorithm 1 with two tunable parameters $K_p$ and $\tau_I$.

$K_p \in [0, 10]$, $\tau_I \in [0, 15]$, $\tau_D \in [0, 10]$. The bound for the MV is chosen to be $u \in [0, 100]$. If the computed MV is outside these bounds, the anti-windup technique will be used (cf. Section 2). The episodic length for closed-loop operation (step test) is $T = 200$ steps. We use the setpoint-tracking performance as the reward for a given setpoint $r^{SP} = 7.5$. The baseline controller is chosen as $K_p^0 = 4.50$, $\tau_I^0 = 8.85$, $\tau_D^0 = 5.90$. In the following case studies, we use numerical methods to separate the stable and unstable regions in the PID parameter space. Specifically, we grid the range of each PID parameter with an interval of 0.2. For each mesh grid of the PID parameter space, we conduct a step test with reference value 7.5 and compute the tracking error. If the tracking error exceeds a threshold (selected as 15 in our work based on our analysis of the tracking errors over several marginally stable PID controllers) and at the same time there is an overshoot, then we claim that the underlying PID parameter combination is unstable. Note that we use overshoot to distinguish the large tracking errors caused by sluggish and unstable controllers. Such an analysis is conducted over all grid points and this gives us the stable and unstable regions.

Table 2. List of key hyper-parameters used by our RL-based PID tuning algorithm

| Parameters                               | Values       | Parameters                               | Values       |
|------------------------------------------|--------------|------------------------------------------|--------------|
| Learning rate $\alpha$ for actors        | 0.0002       | Learning rate $\beta$ for critics        | 0.0002       |
| Memory size $N$ for replay buffer        | 1000         | Batch size $B$                           | 32           |
| Episode length $T$                       | 200          | Environment state dimension $n_s$        | 30           |
| Discount factor $\gamma$ in the return   | 0.99         | Polyak averaging coefficient $\rho$ for DPG | 0.999       |
| Structure for actor and its target networks | [40,30,1] | Structure for critic and its target networks | [40,30,1] |
| Reward threshold $R_{share}$ to baseline controller | 15          | Scaling parameter $\lambda$ for reward threshold | 1           |
| Initial noise variance $\sigma^2$ for exploration | 0.05         | Noise decay factor                       | 0.001        |

Table 2 lists the key parameters adopted by our algorithm for the following simulations. In determining some parameters such as learning rates, noise level, replay buffer, and batch size, we referred to benchmark DPG models$^{[22]}$ and did slight tuning on top of those benchmark values. Other parameters such as actor and critic network structure and noise level are determined based on our insight into the specific problem along with some trial and error. Through this process, we discover that the algorithm outcome is sensitive some parameters such as the learning rate and network structure, but not sensitive to parameters such as the buffer size, batch size, etc. Our interpretation is
Figure 6. PID tuning results with Algorithm 1 with three tunable parameters $K_p$, $\tau_I$, and $\tau_D$.

Case 1: For the first case, PID control is used but only two free parameters $K_p$ and $\tau_I$ are available for tuning. The derivative parameter $\tau_D$ is chosen to be dependent on $\tau_I$, i.e., $\tau_D = 2\tau_I / 3$. In other words, the space of tunable parameters only consists of $K_p$ and $\tau_I$. With the developed DPG-based safety-preserving PID tuning Algorithm 1, the simulation results are shown in Fig. 5. The top left plot shows the learning curve of the RL agent during training, where the red curve shows the moving-averaged reward value over episodes and the blue noisy curve shows the raw reward values. It shows that with the proposed method, after initial exploration, the RL agent is able to quickly concentrate on exploitation to converge to the optimum. The top right plot shows the unstable (red) and stable (white) regions of the 2D parameter space. The green dots are the explored parameters by the RL agent during the training, whereas the purple dots show the distribution of the actually implemented parameters. One can see that all implemented parameters are located within the stable region, despite that some explored parameters are in the unstable region. This observation clearly shows the effectiveness of our proposed technique in that it can force the implemented parameters to be always in the stable region to maintain closed-loop stability. The red star shows the true optimum, which is surrounded by purple dots. This indicates that our algorithm is able to find the global optimum during training. The bottom left plot shows the trajectory of explored and implemented $K_p$ and $\tau_I$ over episodes. At the beginning, the agent explores many unstable parameters but our algorithm can always replace them with the baseline stable controller. The bottom right plot shows the tracking performance under the worst-case episode and the last episode during RL training. It is clear that the PID parameters from the last episode can give a satisfactory tracking performance. For the worst-case episode, due to the presence of early correction from our stability-preserving algorithm, the CV and MV can still be maintained to be convergent. This observation certifies the effectiveness of the proposed method in preserving closed-loop stability during RL exploration.

Case 2: For the second case, we consider the full-scale setup of PID tuning with three tunable parameters. We use the
same baseline controller as the previous case. However, to better clarify the difference between stability-preserving and traditional RL-based PID tuning without stability preservation, in this example, we choose the bounds of MV to be \([-20, 100]\) to allow unstable behavior to evolve to certain extent. Note that the presence of MV bounds can make the CV diverge to an upper bound instead of infinity for the unstable response. Fig. 6 illustrates the test results with our proposed stability-preserving method (red curves) and traditional method without preserving stability (green curves). The top left plot shows the learning curves (i.e., episodic reward) under these two scenarios. It can be seen that within 2000 episodes, both learning curves converge to a stable value. For the case without stability-preserving, the rewards can be as low as -40 over quite a few number of episodes, whereas for our method with stability-preserving, the lowest reward never exceeds -20. This indicates that our method can avoid exploring some poor regions (possibly unstable regions) during RL search. The top right plot shows the scatter of implemented PID parameter values under these two methods. The light blue surface is the separation between stable and unstable regions in the parameters space, where the volume behind the surface is the unstable region. As shown in this plot, all red points, i.e., the implemented PID parameters with our method, are strictly located in the stable region, whereas some green points (implemented parameters without stability preservation) are behind the surface in the unstable region. The bottom left plot compares the CV and MV of the respective worst-case episode of these two methods during the RL training. It is clear that for our method, even for the worst-case episode, the CV (red) still converges to a steady-state, thanks to the early correction mechanism in our algorithm. In contrast, for the traditional method without considering stability-preserving, the worst-case CV (green) demonstrates oscillation behaviors, which is a clear sign of unstable response. Note that this behavior is indeed strictly unstable since the presence of MV bound prevents the CV to diverge exponentially. The bottom right plot presents the CV and MV of the last episode. Both methods are able to discover a combination of PID parameters with high control performance. As note in [23], the MV bound can ensure bounded unstable response so as to give a meaningful reward value to RL agent. Without such a bound, the presence of a portion of divergent responses will significantly deteriorate the data quality in the replay buffer, which will disable the RL agent to learn a useful policy. These results again clearly verify the effectiveness of our stability-preserving RL-based PID automatic tuning framework.

**Comparison with existing PID tuning methods.** There are numerous methods available in the literature for PID tuning such as Ziegler-Nichols method [43], direct synthesis method, internal model control (IMC) tuning, IMC-Maclaurin closed-loop tuning [44] and so on. In this work, we specifically select the following three classical methods for comparison with our method: IMC-PID tuning, IMC-Maclaurin tuning, and closed-loop specified tuning. Prior to using the IMC-PID tuning method, a first-order plus dead-time (FOPDT) model has to be developed to approximate the SOPDT model. To this end, the following relations are used to obtain the FOPDT approximation model [44]:

\[
K_m = K_c, \quad \tau_m = 1.641\tau, \quad D_m = 0.505\tau + D,
\]

![Figure 7. Comparison of the of RL-based PID auto-tuning (our approach), closed-loop specified, IMC-MAC, IMC-PID tuning method](image-url)
where $K_m$, $D_m$, and $\tau_m$ are the gain, dead time, and time constant of the approximated FOPDT model, respectively. $K_c$, $D$, and $\tau$ denote the gain, dead time, and time constant of the original SOPDT system. The tuning parameters are then obtained by the first row of Table 3, where $A = \max(0.25D_m, 0.2\tau_m)$ is a hyper-parameter. IMC-MAC and closed-loop specified tuning methods can handle the SOPDT system directly. The specific formula for determining the PID parameters can be seen in Table 3. The tuning parameters calculated from the IMC-PID, IMC-MAC and closed-loop specified PID tuning methods are $[3.08, 14.47, 3.55]$, $[2.87, 12.92, 3.99]$, and $[0.833, 5, 5]$, respectively.

Fig. 7 compares the setpoint tracking performance between our method and the other three selected tuning guidelines. Among these step response curves of the output, our method tracks the setpoint quickly despite the presence of a secondary peak. The closed-loop specified tuning gives the worst performance. The embedded bar plot shows that our method yields the minimum tracking error among others. The reason is that our RL-based PID tuning aims at finding the optimum in the PID parameter space to maximize the reward. However, the other classical tuning methods are more empirical and their purpose is to quickly provide a good set of PID parameters without explicitly optimizing a specific objective.

### Table 3. The selected classical PID tuning methods for SOPDT model

| Method                  | PID Parameter Determination                                      |
|-------------------------|------------------------------------------------------------------|
| IMC-PID tuning[44]      | $K_P = \frac{1}{2τ_m + τ}, \quad T_I = τ_m + 0.5D_m, \quad T_D = \frac{τ_m D_m}{2τ_m + τ}$ |
| IMC-MAC tuning[45]      | $K_P = \frac{τ_1}{K_c(2τ_1T_1)}, \quad T_I = T_1 - 2τ + \frac{τ^2 - τ^2}{r_1}, \quad T_D = \frac{D_m - \tau}{τ_1}$ |
| Closed-loop specified tuning[46] | $K_P = \frac{τ_1}{T_1}, \quad T_I = T_1, \quad T_D = τ$ |

**Adaptivity to changes in system model.** In this subsection, we extend the previous results from Case 2 to study the adaptivity of our stability-preserving RL-based PID tuning. To this end, after the initial RL training, we purposely introduce a change in the system gain. We then examine whether the RL agent is able to adapt to the new system via interactions with the closed-loop system. Specially, this simulation experiment starts after the episodic reward in the top left plot of Fig. 6 settles down, e.g., after 2000 episodes. With the trained RL agent, we operate the closed-loop system in an episodic mode and gradually change the process gain from 0.3 to 0.5 in 1000 episodes. Such a slow transition in the system parameter is analogous to practical situations when the process operation condition slowly drifts over time. If a scheduling parameter is measurable (e.g., if the process gain is measurable for our case) to indicate the current operating condition in real-time, gain scheduling control will be a variable approach to enable the adaptivity of controllers[42]. In this subsection, we compare our RL-based PID auto-tuning approach with gain-scheduling PID by assuming that the process gain (i.e., the scheduling parameter) is measurable in real-time. Note that our RL-based PID tuning does not require any measurable scheduling parameters, in contrast to gain scheduling. For the gain-scheduling PID control, several benchmark controllers under prescribed operating conditions shall be designed in advance. Then, the real-time PID controllers can be obtained by linearly interpolating those baseline controllers based on the current value of the scheduling parameter. For simplicity, we pre-designed two PID controllers under two prescribed conditions where the process gains are 0.3 and 0.6, respectively. We used the guideline provided by[41] for SOPDT to design two benchmark PID controllers as $[2.87, 12.92, 3.99]$ and $[1.44, 12.92, 3.99]$, respectively. The real-time PID controller parameters are obtained by interpolating these two benchmark controllers based on the current process gain value. The left plot in Fig. 8 shows the control performance (the reward is the negative of the mean-squared tracking error) under different adaptive PID strategies. For our approach shown in blue, the reward initially drops after the change of the process gain, however, through a number of interactions, the RL agent is able to learn the best PID parameters and recovers the control performance under the new operating condition. The gain-scheduling PID presents consistent control performance in the presence of process gain change (the embedded subplot is a microscopic view), which gives the best performance among the three methods. However, this observation is based on the assumption that we have a measurable scheduling parameter in real-time, which does not always hold in practical situations. As another comparative method, we consider using the previous baseline controller from Case 2 with fixed PID parameters throughout the entire experiment. As shown in green, this fixed controller is not able to adapt to the system change, thus giving a degraded control performance which never recovers. The right plot of Fig. 8 presents the final CV profiles from these adaptive PID strategies after adaptation. Our approach even gives a slightly better control performance than the gain-scheduling PID, as indicated by the bar plot. The fixed baseline PID controller presents the worst performance. To visualize the adaptation process of the RL-based PID auto-tuning, we plot the evolution of the CV profiles before and after introducing the process gain change, as shown in Fig. 9. From this figure, after the system change, the control performance starts to deteriorate, since the previous well-tuned PID parameters may not perform well under the new operating condition. The RL starts to gain experience from the degraded rewards, after a number of interactions, eventually, the RL agent
Figure 8. Comparison of the adaptivity of RL-based PID auto-tuning (our approach), gain-scheduling PID, and the fixed baseline PID controller to the process gain change. Left: episodic rewards (the negative of mean squared tracking error) for these methods; Right: The ultimate CV profiles after the PID adapts to the new process gain based on these methods. Note that the green color shows the results where a fixed baseline PID from Case 2 is used throughout the entire experiment.

is able to generate good PID parameters to adapt to the new operating condition and recover the control performance (see episode # 3000).

Remark 3. Similar to other RL-based methods as well as shown by the results from this simulation section, the major computation burden of the proposed algorithm lies in the training of the RL agent. For a large and complex PID parameter space, the exploration of the space and discovering the optimum can take a large number of training samples. Indeed, there are a number of factors that can directly affect the training time, such as the learning rate, episode length, and action noise level. If the learning rate is overly small together with a long episode, the RL agent would take more time to obtain the state and reward from the closed-loop system and require more iterations to converge to the optimum, thus can considerable increase the training time. In addition, if the action noise level is too large, then RL’s exploration of the PID space can consume much more time. Therefore, a good trade-off between exploration and exploitation is also an important factor that affects the computation complexity of the proposed method.

Remark 4. In this section, we used a linear second-order system as an example to implement and validate our algorithms. Although the selected system is simple, our main objective here is to verify that the proposed stability-preserving approach can ensure closed-loop stability during the search of optimal PID parameters, as indicated in the results above. However, our ultimate long-term objective is to achieve a fully online automatic PID tuning framework for generic nonlinear systems (e.g., CSTR) based on RL methods to enable the online adaptivity, optimality, and stability throughout varying operating conditions. As part of our future work, the proposed stability-preserving method will be applied to nonlinear systems where online auto-tuning will also be achieved. The determination of closed-loop stability can be conducted via monitoring the running reward, instead of relying on theoretical approaches that can be nontrivial for nonlinear systems.

5. CONCLUSIONS

We presented a novel stability-preserving framework for RL-based automatic PID tuning. This work is motivated by the observation that although methods exist for the PID tuning for complex systems, many conventional PID tuning methods rely on trial and error. The obtained PID parameters from such empirical methods may not be optimal. Moreover, existing RL-based tuning methods cannot ensure the closed-loop stability during policy search. To this end, we propose a novel multi-scale episodic PID automatic tuning framework based on the DPG algorithm. For this method, the RL agent receives the reward and updates the network parameters once after each entire closed-loop operation. To preserve the closed-loop stability, we employ a stable PID controller as a baseline whose reward is used as a benchmark. A supervisor mechanism monitors the running reward for any explored PID parameter. Once the running reward exceeds the benchmark, the supervisor mechanism replaces the underlying PID controller with the baseline controller to prevent unstable response. Simulation examples are provided to show that our method can not
only discover the optimal tuning parameters efficiently but also preserve the closed-loop stability for all explored PID parameters, compared with the standard RL-based PID tuning without considering stability preservation. Moreover, the proposed method is able to adapt to system changes without requiring any knowledge about the underlying operating condition. Future work includes enabling the online and efficient PID tuning with RL-based methods for nonlinear systems while ensuring stability during the policy search.

**APPENDIX**

This appendix is devoted to the proof of the overall closed-loop stability of our stability-preserving method. We consider a generic nonlinear system

\[
\dot{y} = f(y(t), u(t)),
\]

where \( y(t) \) and \( u(t) \) are, respectively, the CV and MV at time \( t \). Assume that the initial unstable controller delivered from RL is expressed as \( u(t) = k_u(y(t)) \), and the baseline stable PID controller is \( u(t) = k_s(y(t)) \). Then the closed-loop system can be formulated as

\[
\dot{y} = \begin{cases} 
  f(y(t), k_u(y(t))) = g_u(y(t)), & \text{if } t < t_1 \\
  f(y(t), k_s(y(t))) = g_s(y(t)), & \text{if } t \geq t_1,
\end{cases}
\]

where \( t_1 \) the instant when the running reward exceeds the threshold for the first time. To prove the overall closed-loop stability with a switching from unstable to stable PID controller, we assume that the baseline PID controller is exponentially stable, which is introduced as below.

**Definition (Exponential stability)**. Consider a generic autonomous nonlinear closed-loop system \( \dot{y} = g(y(t)) \). The equilibrium \( y = 0 \) (i.e., \( g(0)=0 \)) is exponentially stable if there exist constants \( m \geq 0 \), \( \alpha > 0 \), and \( \epsilon > 0 \) such that

\[
\| y(t) \| \leq m e^{-\alpha (t-t_0)} \| y(t_0) \|,
\]

for all \( \| y(t_0) \| \leq \epsilon \) and \( t \geq t_0 \).

For the proposed stability-preserving strategy, define the reward threshold for switching into the baseline controller as \( \delta > 0 \). Due to the finite threshold \( \delta \), the output at time \( t_1 \) is bounded, i.e., \( y_1 = y(t_1), 0 < \delta \leq \| y_1 \| \leq \tilde{y} \). Notice that for any \( t > t_1 \), the stable PID controller is employed, and thus the definition of exponential stability applies: there exist constants \( m > 0 \) and \( \alpha > 0 \) such that

\[
\| y(t) \| \leq m e^{-\alpha (t-t_1)} \| y_1 \| \leq m \tilde{y} e^{-\alpha (t-t_1)}, \quad \forall t > t_1.
\]

Note that the switching time \( t_1 \) differs depending on the initial value \( y(t_0) \) and the specific unstable controller \( u(t) = k_u(y(t)) \) delivered from the RL. However, as long as the initial value \( \| y(t_0) \| < \delta \), the stable baseline controller will replace the unstable controller and thus maintain the above exponential bound to be valid. This exponential bound converges to zero over time and this ensures the overall closed-loop exponential stability.
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