A Software Reliability Model Considering the Syntax Error in Uncertainty Environment, Optimal Release Time, and Sensitivity Analysis

Da Hye Lee¹, In Hong Chang¹*, Hoang Pham²*, and Kwang Yoon Song¹

¹ Department of Computer Science and Statistics, Chosun University, 309 Pilmun-daero, Dong-gu, Gwangju 61452, Korea; is_hye@chosun.kr (D.H.L.); csssig84@gmail.com (K.Y.S.)
² Department of Industrial and Systems Engineering, Rutgers University, 96 Frelinghuysen Road, Piscataway, NJ 08855-8018, USA
* Correspondence: ihchang@chosun.ac.kr (I.H.C.); hopham@rci.rutgers.edu (H.P.)

Received: 27 July 2018; Accepted: 25 August 2018; Published: 28 August 2018

Abstract: The goal set by software developers is to develop high quality and reliable software products. During the past decades, software has become complex, and thus, it is difficult to develop stable software products. Software failures often cause serious social or economic losses, and therefore, software reliability is considered important. Software reliability growth models (SRGMs) have been used to estimate software reliability. In this work, we introduce a new software reliability model and compare it with several non-homogeneous Poisson process (NHPP) models. In addition, we compare the goodness of fit for existing SRGMs using actual data sets based on eight criteria. The results allow us to determine which model is optimal.
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1. Introduction

The basic goal set by software developers is to develop high quality software products that are stable and reliable. As technology has advanced, consumers demand more functions. For this reason, the software structure has become more complex during the last few decades, which makes it difficult to produce software with high quality and stable reliability [1]. Software reliability growth models (SRGMs) have been used by researchers to estimate software reliability. The goodness of fit is decided by common criteria, which will be discussed in Section 3. Many SRGMs have been developed during the past decades. Most SRGMs are based on a non-homogeneous Poisson process (NHPP). These models assume that the total number of failures follows m(t), which is a mean value function based on a NHPP. SRGMs are distinguished by its unique function, m(t). This m(t) reflects various environments through the assumptions of the parameters. After developing a software reliability model, we fit the model to the actual data and estimate its goodness of fit. If the model that best fits the actual data is determined, it is possible to estimate the optimal release time and the minimum expected cost of development, thereby establishing a release policy. Thus, it is crucial to consider not only the development of a model that reflects diverse environmental factors but also one that presents the best goodness of fit for actual data sets.

Goel–Okumoto [2] developed an exponential model that has been extended to develop SRGMs as a basic framework. Yamada [3,4] proposed the inflection S-shaped NHPP model and the delayed S-shaped NHPP model, which incorporates the testing effort. Quadri et al. [5] and Ahmad et al. [6] extended the SRGM with the exponentiated Weibull to consider testing efforts. Pham et al. [7] proposed the Pham–Zhang Model that has the Inflection S-shaped model as fault detection function. Pham and Zhang [8] proposed a generalized NHPP software testing coverage model. Several studies have focused
on the factors of the development environment. Teng et al. [9] dealt with software reliability models with parameters that indicated the random field environments. Pham [10] discussed a new model that incorporates the uncertainty of the system fault detection rate per unit of time subjected to operating environments. Inoue et al. [11] conducted software reliability modeling considering the uncertainty of the testing environment. Li et al. [12] performed new testing coverage modeling that considers not only the error generation but also the fault removal efficiency based on NHPP. Song et al. [13–15] considered operating environments. They applied random variable to the software reliability model, which represent the uncertainty in the operating environment. Zhu et al. [16] defined two type of software faults for considering software fault dependency and imperfect fault removal. Zhu et al. [17] described a theoretic software reliability model follows gamma distribution incorporating the fault detection process is a stochastic process due to the randomness caused by the environmental factors. As shown above, many software reliability models have been proposed. In addition, several papers have been suggested from the statistical method perspective. Zeephongsekul et al. [18] applied the maximum-likelihood estimation of parameters. Candini et al. [19] referred to a Bayesian Monte Carlo method to estimate small failure probabilities with uncertainties. Meta learning and deep learning have been brought to attention recently. Caiuta et al. [20] applied meta-learning algorithms in software reliability models. Tamura et al. [21] performed simulations to select the optimal software reliability model based on deep learning. Tamura et al. [22] and Wang et al. [23] studied the prediction of the number of software failures based on a deep learning model. Kim et al. [24] explained application of the software reliability model to increase the software reliability, and introduced not only some analytical methods but also the prediction and estimation results.

In this paper, we propose a new NHPP SRGM based on the Weibull distribution, which considers testing time with syntax error. Then, we discuss optimal release time and sensitivity analysis using the proposed model. In Section 2, the proposed model mean value function with common NHPP SRGMs is presented. We show eight criteria to estimate the goodness of fit in Section 3. Section 4 discusses the best model by various criteria using actual data sets. Section 5 examines software release policy and Section 6 deals with sensitivity analysis of parameters affecting the release policy. Finally, conclusions are presented in Section 7 and future research topics are suggested in Section 8.

2. Proposed Software Reliability Model

2.1. Non Homogeneous Poisson Process Model

General software reliability models follow the NHPP as follows;

$$\Pr\{N(t) = n\} = \frac{[m(t)]^n}{n!}e^{-m(t)},\ n = 0, 1, 2, \ldots$$  \hspace{1cm} (1)

where m(t) is mean value function, which is expected number of failures detected by testing time t.

It can be written as:

$$m(t) = \int_0^t \lambda(s)ds$$  \hspace{1cm} (2)

where $\lambda(t)$ is intensity function of failure.

Most of NHPP SRGM is expressed using the differential equation as:

$$\frac{dm(t)}{dt} = b(t)[a(t) - m(t)]$$  \hspace{1cm} (3)

Through solution of Equation (3), that make to find unique m(t) using a(t) and b(t). Also, this process can be applied to assume for software testing.
2.2. Proposed Software Reliability Model

The proposed model is also based on the NHPP. The mean value functions of the proposed model and the testing coverage model are similar, but there are some differences.

The important point is the proposed model consider uncertainty environment. The actual testing environment and the theoretical test environment of the software are very different. In an actual testing environment, the developer may have unexpected variables like syntax error, which is considered in proposed model.

Figure 1 shows infrastructure of time testing. Generalized testing time of the SRGMs is 0 < t. However, if the software that will perform the test has a syntax error, it cannot be compiled and tested. To continue testing it, the code must be modified to remove the syntax errors. Thus, the actual testing time differs from the theoretical testing time. This is a point that the proposed model considered. Testing time of proposed model considers the syntax error, which is an error in the syntax or tokens written in a programming language. So, the testing time of proposed model is t₀ < t.

![Figure 1. Testing time infrastructure.](image)

The mean value function m(t) of the proposed model is based on the Weibull distribution model [14], which is the expected number of software failures by time t and is defined as follows:

\[
\frac{dm(t)}{dt} = \eta b(t) [N - m(t)]
\]  \hspace{1cm} (4)

where \( b(t) \) is the failure detection rate function, \( N \) is the expected number of failures which exists in the software before testing phase. \( \eta \) is a random variable that represents the uncertainty of the system fault detection rate in the operating environments with a probability density function:

\[
m(t) = N \left( 1 - e^{-\int_{t_0}^{t} b(s) ds} \right), \quad t > t_0 > 0
\]  \hspace{1cm} (5)

\[
m(t) = N \left( 1 - \frac{\beta}{\beta + \int_{t_0}^{t} b(s) ds} \right) ^{\alpha}
\]  \hspace{1cm} (6)

where \( t_0 \) is the time when debugging starts after modifying the code causing syntax errors.

\( b(t) \) of proposed model follows a Weibull failure detection rate function, that can be written as:

\[
b(t) = a b t^{b-1}, \quad a, b > 0
\]  \hspace{1cm} (7)

where \( a \) is a scale parameter and \( b \) is a shape parameter, that are known.

Then, we find solution of \( m(t) \) for proposed model with syntax error by substituting \( b(t) \) above into Equation (6). Finally, the mean value function is defined by:

\[
m(t) = N \left( 1 - \frac{\beta}{\beta + a(t - t_0)^b} \right) ^{\alpha}
\]  \hspace{1cm} (8)

Table 1 shows the mean value function \( m(t) \) of using NHPP SRGMs for existing and well-known software reliability models.
Table 1. Mean value functions for SRGMs.

| No. | MODEL | m(t) |
|-----|-------|------|
| 1   | Goel Okumoto [25] | m(t) = a\left(1 - e^{-bt}\right) |
| 2   | Delayed S-shaped [3] | m(t) = a\left(1 - (1 + bt)e^{-bt}\right) |
| 3   | Inflection S-shaped [26] | m(t) = \frac{a(1 - e^{-bt})^2}{1 + \beta e^{-bt}} |
| 4   | Yamada Imperfect [27] | m(t) = a\left(1 - e^{-bt}\right)^2(1 - \frac{\beta}{a} e^{-bt}) + \alpha at |
| 5   | Pham–Nordmann–Zhang (PNZ) [28] | m(t) = \frac{a(1 - e^{-bt})}{(c + \alpha)(1 - e^{-bt}) + \alpha at} |
| 6   | Pham–Zhang (PZ) [7] | m(t) = m_0\left(\frac{\gamma t + 1}{\gamma t + 1}ight)e^{-\gamma(t-t_0)} + \alpha(\gamma t + 1) |
| 7   | Dependent Parameter 2 [29] | m(t) = N\left[1 - \left(\frac{\beta}{\beta + a(t-t_0)^2}\right)^\alpha\right] |
| 8   | Testing Coverage [30] | m(t) = N\left[1 - \left(\frac{\beta}{\beta + a(t-t_0)^2}\right)^\alpha\right] |
| 9   | New model | m(t) = N\left[1 - \left(\frac{\beta}{\beta + a(t-t_0)^2}\right)^\alpha\right] |

3. Numerical Example

To assess whether the proposed model well, we can compare with other NHPP SRGMs through estimation of criteria using actual data sets.

3.1. Criteria

In this section, we compare the NHPP SRGMs using the two data sets (in Section 3.2) and discuss the goodness of fit of the models. Eight criteria—MSE, PRR, PP, R^2, AIC, SAE, PRV, and RMSPE—are used for the comparison of goodness of fit.

The first criterion is the mean squared error (MSE), which measures the distance of the model estimates from the actual data considering the number of observations and number N of parameters in the models. It is defined as follows:

$$MSE = \frac{\sum_{i=1}^{n} (m(t_i) - y_i)^2}{n - N}, \quad \text{(9)}$$

where $y_i$ is the total number of failures observed at time $t_i$ according to the real data and $M(t_i)$ is the estimated cumulative number of failures at time $t_i$ for $i = 1, 2, \ldots, n$.

The second criterion, the predictive ratio risk (PRR) [31], measures the distance of the model estimates from the actual data against the model estimate. It is defined by:

$$PRR = \sum_{i=1}^{n} \left( \frac{\hat{m}(t_i) - y_i}{\hat{m}(t_i)} \right)^2. \quad \text{(10)}$$

The third criterion, the predictive power (PP) [31], measures the distance of model actual data from the estimates against the actual data. It is defined by:

$$PP = \sum_{i=1}^{n} \left( \frac{\hat{m}(t_i) - y_i}{y_i} \right)^2. \quad \text{(11)}$$
The fourth criterion is R-square ($R^2$) [32], which is used to examine the fitting power of the SRGMs, and it is the correlation index of the regression curve equation, which is expressed as follows:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{m}(t_i))^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}. \quad (12)$$

The fifth criterion is Akaike’s information criteria (AIC) [33], which is used to compare maximization of the likelihood function. It can be considered as an approximate distance from the true probability model:

$$AIC = -2\log L + 2N, \quad (13)$$

where $N$ is the degree of freedom. $L$ and $\ln L$ are given as follows:

$$L = \prod_{i=1}^{n} \frac{(m(t_i) - m(t_{i-1}))^{y_i-y_{i-1}}(m(t_i) - m(t_{i-1}))}{(y_i - y_{i-1})!}e^{-(m(t_i) - m(t_{i-1}))}. \quad (14)$$

$$\ln L = \sum_{i=1}^{n} \left\{ (y_i - y_{i-1}) \ln(m(t_i) - m(t_{i-1})) - (m(t_i) - m(t_{i-1})) - \ln((y_i - y_{i-1})!) \right\}. \quad (15)$$

The sixth criterion is the sum of absolute error (SAE) [14], which measures the distance between the prediction for the number of failures and the observed data. SAE is defined by:

$$SAE = \sum_{i=0}^{n} |m(t_i) - y_i|. \quad (16)$$

The seventh criterion is the predicted relative variation (PRV), which is called variance [34–36]. It means the standard deviation of the prediction bias and is defined as:

$$PRV = \sqrt{\frac{\sum_{i=1}^{n} ((m(t_i) - y_i) - Bias)^2}{n - 1}}, \quad (17)$$

where bias is given as follows:

$$Bias = \sum_{i=1}^{n} \left[ \frac{m(t_i) - y_i}{n} \right]. \quad (18)$$

The last criterion is the root mean square prediction error (RMSPE). It can estimate the closeness with which the model predicts the observation [34–36]:

$$RMSPE = \sqrt{PRV^2 + Bias^2} \quad (19)$$

For all these criteria, excluding $R^2$, a smaller value means better goodness of fit of the model. On the contrary, the larger the value $R^2$ is, the better the goodness of fit that it indicates.

### 3.2. Data Sets Information

Tables 2 and 3 present the cumulative failures of each data set [37]. Data set 1, which was collected from software based on code from a product with enhancements provided with a new hardware platform, was observed during 13 months in the field. The total failures were collected for 58,633 system-days. In this work, $t_i$ is used as cumulative real time, and thus, $t_1, t_2, \ldots, t_{13} = \{1249, 4721, \ldots, 58,633\}$. Data set 2 includes test data that was collected from a product that has a high rate of wireless data service, during a combination of feature testing and load testing. When $t_i = \{1, 2, \ldots, 19\}$, it shows 19 observations of the field failure process and 22 total failures. Detailed information can be seen in [37].
Table 2. Data set 1.

| Index | Time | Failure | Cum. Failure | Index | Time | Failure | Cum. Failure |
|-------|------|---------|-------------|-------|------|---------|-------------|
| 1     | 1249 | 4       | 4           | 8     | 40,594| 4       | 30          |
| 2     | 4721 | 6       | 10          | 9     | 49,476| 1       | 31          |
| 3     | 8786 | 4       | 14          | 10    | 55,596| 0       | 31          |
| 4     | 13,669| 3       | 17          | 11    | 58,061| 1       | 32          |
| 5     | 19,094| 6       | 23          | 12    | 58,588| 1       | 33          |
| 6     | 24,750| 1       | 24          | 13    | 58,633| 0       | 33          |
| 7     | 32,299| 2       | 26          | -     | -    | -       | -           |

Table 3. Data set 2.

| Time | Failure | Cum. Failure | Time | Failure | Cum. Failure |
|------|---------|-------------|------|---------|-------------|
| 1    | 1       | 1           | 11   | 2       | 14          |
| 2    | 1       | 2           | 12   | 1       | 15          |
| 3    | 2       | 4           | 13   | 1       | 16          |
| 4    | 1       | 5           | 14   | 2       | 18          |
| 5    | 1       | 6           | 15   | 2       | 20          |
| 6    | 1       | 7           | 16   | 1       | 21          |
| 7    | 2       | 9           | 17   | 1       | 22          |
| 8    | 1       | 10          | 18   | 0       | 22          |
| 9    | 1       | 11          | 19   | 0       | 22          |
| 10   | 1       | 12          | -    | -       | -           |

4. Results

4.1. Comparison of Goodness of Fit

We estimate the parameter of all nine models at $t_1, t_2, \ldots, t_{13} = \{1249, 4721, \ldots, 58,633\}$ from data set 1. The parameters of all nine models were also estimated at $t_1, t_2, \ldots, t_{19} = \{1, 2, \ldots, 19\}$ from data set 2. Then, we use the least squares estimation (LSE) method with Matlab and R. Table 4 summarizes the parameters estimated for all the SRGMs in Table 1. Tables 5 and 6 compare all the models using the criteria presented in Section 2, for both data sets. For the reasons mentioned above, except for $R^2$, to have smaller values in most of the criteria is considered better. On the contrary, the larger the value of $R^2$ is, the better.

Table 4. Estimation of parameters for both data sets.

| Model  | Data Set 1     | Data Set 2     |
|--------|----------------|----------------|
| GO     | $a = 33.01$, $b = 0.000058$ | $a = 104.806$, $b = 0.0131$ |
| DS     | $a = 31.013$, $b = 0.000144$ | $a = 28.34$, $b = 0.156$ |
| IS     | $a = 33.009$, $b = 0.000058$, $\beta = 0.00001$ | $a = 30.71$, $b = 0.137$, $\beta = 3.152$ |
| YID    | $a = 33.009$, $b = 0.000058$, $\alpha = 0.00000001$ | $a = 42.489$, $b = 0.03$, $\alpha = 0.027$ |
| PNZ    | $a = 32.74$, $b = 0.000006$ | $a = 30.589$, $b = 0.138$ |
| PZ     | $\alpha = 0.00000001$, $\beta = 0.002$ | $\alpha = 0.00001$, $\beta = 3.179$ |
| DP2    | $a = 33.008$, $b = 0.000058$ | $a = 0.00001$, $\beta = 0.001$, $c = 0.000001$ |
| TC     | $\alpha = 10.000$, $\beta = 0.000$, $c = 0.001$ | $\alpha = 0.00000001$, $\beta = 3.179$, $c = 30.595$ |
| New model | $\alpha = 623.23$, $\gamma = 0.00000004$ | $\alpha = 867.712$, $\gamma = 0.011$ |
|        | $m_0 = 15.200$, $t_0 = 0.000$ | $m_0 = 4.999$, $t_0 = 0.173$ |
|        | $a = 0.0099$, $b = 0.721$ | $a = 0.071$, $b = 1.218$, $\alpha = 1294.000$, $\beta = 2555.000$, $N = 44.940$ |
|        | $\alpha = 1.001$, $\beta = 61.100$, $N = 52.24$ | $\beta = 75096$, $t_0 = 0.001$, $N = 25.744$ |

\[
\beta = 9125.8, t_0 = 151.304, N = 39.171
\]
Table 5. Comparison of all the criteria for data set 1.

| Model | MSE   | PRR   | PP    | $R^2$ | SAE   | AIC   | PRV   | RMSPE |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| GO    | 1.6260| 0.6277| 0.2425| 0.9839| 12.9385| 49.4088| 1.1979| 1.2191|
| DS    | 7.3713| 65.1778| 1.1664| 0.9269| 25.6464| 72.2377| 2.5922| 2.3315|
| IS    | 1.7887| 0.6279| 0.2426| 0.9839| 12.9397| 51.4089| 1.2191| 1.2940|
| YID   | 1.7870| 0.6278| 0.2426| 0.9839| 12.9216| 51.3945| 1.2187| 1.2922|
| PNZ   | 2.0232| 0.5604| 0.2266| 0.9839| 12.9766| 53.6534| 1.2307| 1.4418|
| PZ    | 2.2359| 0.6280| 0.2426| 0.9839| 12.9400| 55.4091| 1.2192| 1.6175|
| DP2   | 33.5928| 1.0252| 8.3639| 0.7273| 50.9805| 131.6861| 5.0194| 5.6645|
| TC    | 1.3975| 0.0547| 0.0696| 0.9894| 10.6421| 52.2273| 0.9640| 1.3303|
| New model | 1.0029| 0.0165| 0.0152| 0.9922| 8.1965| 54.1355| 0.7760| 0.8417|

Table 6. Comparison of all the criteria for data set 2.

| Model | MSE   | PRR   | PP    | $R^2$ | SAE   | AIC   | PRV   | RMSPE |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| GO    | 0.5472| 0.1919| 0.3174| 0.9898| 10.9960| 48.9315| 0.7004| 0.7179|
| DS    | 0.7472| 6.2594| 0.9673| 0.9858| 13.6902| 48.5178| 0.8226| 0.8492|
| IS    | 0.3395| 0.0715| 0.0605| 0.9941| 8.1437| 49.3896| 0.5489| 0.5493|
| YID   | 0.4886| 0.1210| 0.1786| 0.9915| 9.2881| 50.5397| 0.6564| 0.6589|
| PNZ   | 0.3621| 0.0721| 0.0606| 0.9941| 8.1484| 51.3791| 0.5488| 0.5493|
| PZ    | 0.3880| 0.0722| 0.0606| 0.9941| 8.1485| 53.3790| 0.5488| 0.5493|
| DP2   | 5.2747| 1.3468| 19.3541| 0.9135| 32.4992| 70.1656| 2.0966| 2.0966|
| TC    | 0.4558| 0.0797| 0.0648| 0.9930| 8.5831| 53.8763| 0.5951| 0.5954|
| New model | 0.3481| 0.0621| 0.0522| 0.9951| 7.3657| 54.7293| 0.5011| 0.5014|

In Table 5, the values for the new model of MSE, PRR, PP, SAE, PRV, and RMSPE are the lowest in comparison with those of the other models. Furthermore, the $R^2$ value is 0.9937, which is the largest. Although the value of AIC is not the lowest among the values of all the SRGMs, we can safely say that the proposed model is sufficient to fit better than the other SRGMs for data set 1.

In Table 6, in the values of the new model, it can also be seen that its value of AIC is not the smallest among those of all the SRGMs. However, the values of MSE, PRR, PP, SAE, PRV, and RMSPE for the proposed model are significant. In general, when all the values are considered, the new model proposed in this work is the optimal among all the SRGMs for data set 2.

4.2. Confidence Interval

We also estimate the confidence interval [31] of the new proposed model for the data sets in Table 7, which is defined as:

$$m(t) = m(t) \pm z_{\alpha/2} \sqrt{m(t)},$$

where $z_{\alpha/2}$ is the $100(1 - \alpha)$ percentile of the standard normal distribution. Figures 2 and 3 show the confidence interval of the proposed model for both data sets. Figures 4 and 5 show the mean value functions of all the SRGMs for both data sets.
Table 7. Confidence interval of the new proposed model for both data sets ($\alpha = 0.05$).

| Data Set 1 | Data Set 2 |
|------------|------------|
| **Time**   | **LC**     | **UC**     | **Time**   | **LC**     | **UC**     |
| 1249       | 0.076714   | 7.910112   | 1          | 0.95994    | 2.962066   |
| 4721       | 3.510316   | 7.910112   | 2          | 0.072276   | 5.029449   |
| 8786       | 6.608054   | 6.608054   | 3          | 0.22797    | 6.608054   |
| 13,669     | 9.550651   | 9.550651   | 4          | 0.413007   | 8.848266   |
| 19,094     | 12.13476   | 12.13476   | 5          | 1.153972   | 10.6953    |
| 24,750     | 14.27082   | 14.27082   | 6          | 1.969788   | 12.52126   |
| 32,299     | 16.47781   | 16.47781   | 7          | 2.844421   | 14.33204   |
| 40,594     | 18.29813   | 18.29813   | 8          | 3.766162   | 16.12977   |
| 49,476     | 19.76057   | 19.76057   | 9          | 4.725129   | 17.91337   |
| 55,596     | 20.55722   | 20.55722   | 10         | 5.71162    | 19.67833   |
| 58,061     | 20.83969   | 20.83969   | 11         | 6.71484    | 21.41613   |
| 58,588     | 20.89753   | 20.89753   | 12         | 7.721905   | 23.1137    |
| 58,633     | 20.90243   | 20.90243   | 13         | 8.717243   | 24.75315   |
| -          | -          | -          | 14         | 9.682677   | 26.31238   |
| -          | -          | -          | 15         | 10.59846   | 27.66999   |
| -          | -          | -          | 16         | 11.44533   | 29.09345   |
| -          | -          | -          | 17         | 12.20722   | 30.27298   |
| -          | -          | -          | 18         | 12.87369   | 31.29499   |
| -          | -          | -          | 19         | 13.44132   | 32.15873   |

Figure 2. Confidence interval of the new proposed model for data set 1.
Figure 3. Confidence interval of the new proposed model for data set 2.

Figure 4. m(t) of all SRGMs for data set 1.

Figure 5. m(t) of all SRGMs for data set 2.
5. Software Release Policy

5.1. Optimal Release Time and Cost

In this section, we address the optimal release policy from the point of view of time and cost. It can be helpful to find the optimal software release time \( T^* \) that has the minimum expected total software development cost. Although the optimal release policy has been studied for decades, it is still a sensitive problem. For example, if the testing period is long, the software can be reliable, but the software development cost is increased. On the contrary, if the testing period is short, the product can be unreliable. Moreover, risk costs, such as the follow-up service cost, can be increased. Thus, it is crucial to find a balanced time point between release time and minimum cost.

Figure 6 shows the system development lifecycle considered in the following cost model, which includes the testing phase before release time \( T \), the testing environment period, the warranty period, and the operational life in the actual field environment (that is usually quite different from the testing environment) [33].

![System development lifecycle.](image-url)

The expected total software development cost \( C(T) \) depends on various factors and it can be expressed as:

\[
C(T) = C_0 + C_1 T + C_2 m(T)\mu_y + C_3 (1 - R(x|T)) + C_4 [m(T + T_W) - m(T)]\mu_w, \tag{21}
\]

where \( C_0 \) is the set-up cost for the test, \( C_1 T \) is the cost of test, \( C_2 m(T)\mu_y \) is the expected cost to remove all failures detected by time \( T \) during the testing period, \( C_3 (1 - R(x|T)) \) is the penalty cost of removing failures that occur after the system release time \( T \), and \( C_4 [m(T + T_W) - m(T)]\mu_w \) is the expected cost to remove all of the failures that are detected during the warranty period \([T, T + T_W]\). Furthermore, it requires the assumption that the cost required to remove errors during the operating period is higher than that during the testing period and the time that is needed is much longer.

Finally, the expected total software development cost can be calculated using the \( m(t) \) function consisting of the estimated parameters. The primary purpose of the equation is to find the optimal software release time \( T^* \) minimizing the expected total cost.

5.2. Results of Optimal Release Time and Cost

We apply the mean value function \( m(t) \) obtained in Section 4 to the defined cost model \( C(T) \) and consider coefficients in the cost model for the baseline case. The coefficients of the baseline case are listed in Table 8.

|   | \( C_0 \) | \( C_1 \) | \( C_2 \) | \( C_3 \) | \( C_4 \) | \( x \) | \( \mu_x \) | \( \mu_w \) | \( T_w \) |
|---|---|---|---|---|---|---|---|---|---|
|   | 500 | 10 | 50 | 5000 | 500 | 10 | 0.1 | 0.1 | 10 |

Table 9 presents the values of release time and expected total cost under certain conditions derived from variation of the cost coefficients and warranty period \( T_w \). Similarly, in Tables 10–13 appear the
values for change of parameters of the C(T) function. Figures 7–11 illustrate Tables 9–13 when T_w is 10. In addition, the baseline case is drawn as a red line.

In Table 9, T^* and C(T) increase when the warranty period T_w increases. Further, C(T) increases when C_0 increases in Table 10. In Tables 11–13, T^* and C(T) increase when C_1, C_3, and C_4 increase. As a result, C_0 does not affect T^*, but it affects C(T). C_1 affects T^*, and has some effect on C(T). C_3 and C_4 have a significant effect on T^* and C(T).

### Table 9. Optimal release time T^* and total cost C(T) for T_w (Case 1).

| T_w | T^* C(T) | T^* C(T) | T^* C(T) | T^* C(T) |
|------|----------|----------|----------|----------|
| 5    | New      | 46.6     | 1166.8328| 47       | 1172.8471| 47.2     | 1176.2287| 47.4     | 1178.2435|
| 10   |          |          |          |          |          |          |          |          |          |
| 15   |          |          |          |          |          |          |          |          |          |
| 20   |          |          |          |          |          |          |          |          |          |

### Table 10. Optimal release time T^* and total cost C(T) for C_0 (Case 2).

| C_0 | T_w = 5  | T^* C(T) | T^* C(T) | T^* C(T) | T^* C(T) |
|-----|----------|----------|----------|----------|----------|
| 200 |          | 46.6     | 766.8328 | 47       | 772.8471 | 47.2     | 776.2287 | 47.4     | 778.2435 |
| 500 |          | 46.6     | 866.8328 | 47       | 872.8471 | 47.2     | 876.2287 | 47.4     | 878.2435 |
| 700 |          | 46.6     | 1366.8328| 47       | 1372.8471| 47.2     | 1376.2287| 47.4     | 1378.2435|

### Table 11. Optimal release time T^* and total cost C(T) for C_2 (Case 3).

| C_2 | T_w = 5  | T^* C(T) | T^* C(T) | T^* C(T) | T^* C(T) |
|-----|----------|----------|----------|----------|----------|
| 20  | 46.6     | 1089.6537| 47       | 1095.6652| 47.2     | 1099.0456| 47.4     | 1101.0591|
| 50  | 46.6     | 1166.8328| 47       | 1172.8471| 47.2     | 1176.2287| 47.4     | 1178.2435|
| 700 | 46.6     | 1424.0966| 47       | 1430.1199| 47.2     | 1433.5059| 47.3     | 1435.5233 |

### Table 12. Optimal release time T^* and total cost C(T) for C_3 (Case 4).

| C_3 | T_w = 5  | T^* C(T) | T^* C(T) | T^* C(T) | T^* C(T) |
|-----|----------|----------|----------|----------|----------|
| 3000| 43.4     | 1131.1875| 43.8     | 1136.4696| 44       | 1139.3614| 44.1     | 1141.0439|
| 4000| 45.2     | 1150.9796| 45.6     | 1156.6584| 45.8     | 1159.8148| 45.9     | 1161.6762 |
| 5000| 46.6     | 1166.8328| 47       | 1172.8471| 47.2     | 1176.2287| 47.4     | 1178.2435|
| 7000| 48.7     | 1191.5935| 49.2     | 1198.1598| 49.5     | 1201.9114| 49.6     | 1204.1773 |

### Table 13. Optimal release time T^* and total cost C(T) for C_4 (Case 5).

| C_4 | T_w = 5  | T^* C(T) | T^* C(T) | T^* C(T) | T^* C(T) |
|-----|----------|----------|----------|----------|----------|
| 100 | 46.5     | 1166.5033| 47       | 1172.3822| 47.2     | 1175.6963| 47.3     | 1177.6743|
| 300 | 46.6     | 1166.6685| 47       | 1172.6146| 47.2     | 1175.9625| 47.3     | 1177.9591|
| 500 | 46.6     | 1166.8328| 47       | 1172.8471| 47.2     | 1176.2287| 47.4     | 1178.2435|
| 1000| 46.6     | 1167.2435| 47.1     | 1173.4273| 47.3     | 1176.8886| 47.4     | 1178.9461 |
Figure 7. $T^*$ and $C(T)$ for $T_w = 10$ (Table 9).

Figure 8. $T^*$ and $C(T)$ for $T_w = 10$ (Table 10).

Figure 9. $T^*$ and $C(T)$ for $T_w = 10$ (Table 11).
6. Sensitivity Analysis

6.1. Sensitivity Analysis of Parameters

We conduct a sensitivity analysis of the parameters for the optimal release time $T^\ast$ [38]. $S_T$ is defined as the relative change of release time when $\theta$ is changed by $100p\%$, where $\theta$ is a parameter of the mean value function, $m(t)$. $S_T$ can be expressed as:

$$S_T = \frac{T((1 + \theta)P) - T(P)}{T(P)}.$$  \hspace{1cm} (22)

6.2. Results of Sensitivity Analysis

Table 14 and Figure 12 reveal how much each parameter is changed for release time $T$. From Table 14, $b$ is the most sensitive parameter and $T_0$ is the most insensitive parameter. Moreover, the values in the sensitivity analysis of parameters $\alpha$ and $\beta$ are almost equal because the software reliability function has the same amount of variation when parameters $\alpha$ and $\beta$ vary. In brief, the optimal release time ($T^\ast$) increases with the decrease in $a$ and $b$. Furthermore, $T^\ast$ decreases with the increase in $\alpha$, $\beta$, $T_0$, and $N$.

If the software is released too early, more resources will be required, such as risk cost, update cost, and human resources from the users and the development company. On the contrary, if the software is released too late, it will be necessary to assume higher cost of development. Therefore, the overestimation of $\alpha$, $\beta$, $T_0$, and $N$ and the underestimation of $a$ and $b$, which can lead to misestimations, such as underestimation of the optimal release time ($T^\ast$), should be avoided.
Table 14. Sensitivity analysis for parameters of the optimal release time.

| Parameter | -30%   | -20%   | -10%   | 0      | 10%    | 20%    | 30%    |
|-----------|--------|--------|--------|--------|--------|--------|--------|
| a         | 1.739638 | 0.498721 | 0.187518 | 0      | 0.006012 | 0.011565 | 0.016728 |
| b         | -0.021859 | -0.013792 | -0.006561 | 0      | 0.006123 | 0.015543 | 0.016696 |
| α         | -0.021811 | -0.013763 | -0.006547 | 0      | 0.006000 | 0.011543 | 0.016696 |
| β         | -0.000003 | -0.000002 | -0.000001 | 0      | 0.000001 | 0.000002 | 0.000003 |
| T₀        | -0.054793 | -0.035748 | -0.017538 | 0      | 0.016989 | 0.033519 | 0.049658 |

Figure 12. Sensitivity analysis for parameters of the optimal release time.

7. Conclusions

We suggested a new SRGM considering the start of actual debugging time for software affected by syntax errors. To compare it with several existing NHPP SRGMs, we applied two real data sets. Parameters for all models were estimated by the LSE method. In addition, common criteria were used to compare the goodness of fit in order to discuss the optimal model (Tables 5 and 6). The values of the criteria of the proposed model are better than those of the other SRGMs, as listed in Table 1. The values of AIC for both data sets were not the lowest compared to those of the other models, but the proposed model, from the point of view of the other criteria, was the most significant. Then, we applied a cost model to the new proposed SRGM, and found out how much each parameter is changed regarding coefficients, release time, and cost.

In summary, the proposed model fits better than all the other models for both data sets. Through in Section 5, we found out variance of C3 and C4 affecting the field environment are greater than other coefficients. In order to establish the optimal release policy, it is necessary to subdivide the coefficients related to the field environment. As discussed in Section 6, b is the most sensitive parameter and T₀ is the most insensitive parameter (in Table 14). Overestimation of α, β, T₀, and N and underestimation of a and b have to be avoided because they can lead to misestimation of the optimal release time.

Recently, many researchers have studied software reliability model considering software development environment. Likewise, we studied software reliability model considering uncertainty of software development environment like syntax error. Then, we provided optimal release policies having minimized the total development cost for various environments. Therefore, when the other data sets and various environments are given, the proposed model is beneficial.
8. Future Research

A further direction of this study will be to find diverse and more recent data sets to prove clearly the goodness of fit of the new model. In addition, we estimated parameters using LSE method. Therefore, we need to apply MLE or Bayesian inference to estimate parameters, and also need to consider the change-point.
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Acronyms

| Acronym | Definition |
|---------|------------|
| SRGM    | Software Reliability Growth Model |
| NHPP    | Non Homogenous Poisson Process |
| LSE     | Least Squares Estimation |
| MLE     | Maximum Likelihood Estimation |
| MSE     | Mean Squared Error |
| PRR     | Predictive Ratio Risk |
| PP      | Predictive Power |
| $R^2$   | R-square |
| AIC     | Akaike’s Information Criteria |
| SAE     | Sum of Absolute Error |
| PRV     | Predicted Relative Variation |
| RMSPE   | Root Mean Square Prediction Error |
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