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Abstract—In this paper, we consider the multi-user scheduling problem in millimeter wave (mmWave) video streaming networks, which comprises a streaming server and several users, each requesting a video stream with a different resolution. The main objective is to optimize the long-term average quality of experience (QoE) for all users. We tackle this problem by considering the physical layer characteristics of the mmWave network, including the beam alignment overhead due to pencil-beams. To develop an efficient scheduling policy, we leverage the contextual multi-armed bandit (MAB) models to propose a beam alignment overhead and buffer predictive streaming solution, dubbed B2P-Stream. The proposed B2P-Stream algorithm optimally balances the trade-off between the overhead and users’ buffer levels, and improves the QoE by reducing the beam alignment overhead for users of higher resolutions. We also provide a theoretical guarantee for our proposed method and prove that it guarantees a sub-linear regret bound. Finally, we examine our proposed framework through extensive simulations. We provide a detailed comparison of the B2P-Stream against a uniformly random and Round-robin (RR) policies and show that it outperforms both of them in providing a better QoE and fairness. We also analyze the scalability and robustness of the B2P-Stream algorithm with different network configurations.
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I. INTRODUCTION

3GPP broadband wireless standards such as LTE-Advanced and fifth generation (5G) technologies and IEEE wireless standards such as 802.11ad and 802.11ay have enabled high data transfer and data-intensive applications, and are moving towards all-connected small-cell networks. The annual data traffic generated is expected to reach one Zettabyte by 2022, and is estimated that more than 75% of the world’s mobile data traffic will correspond to mobile video streaming [1, 2]. This deluge of data traffic, especially demands for high resolution video streaming on portable mobile devices, will pose significant challenges for the wireless and cellular network providers to meet the quality of experience (QoE) requirements. In contrast to the quality of service (QoS) that is usually quantified in terms of achieved rate and latency, video streaming QoE depends on several factors such as the resolution of video frames, playback buffer level for each user, number of re-buffering events, and frequency of resolution switches.

In terms of required infrastructure, millimeter wave (mmWave) networks are capable of providing multi-Gbps data rates, which makes them suitable to meet the ever-increasing demand for video streaming applications [3, 4]. However, unlike omni-directional communications in sub-6 GHz, high data rates in mmWave systems come at the price of large coordination overhead due to highly directional communications needed to compensate for large channel losses [5, 6, 7]. Although there are extensive works on providing more efficient beam alignment solutions [8, 9, 10, 11], this process still consumes resources that otherwise could have been utilized for high-bit-rate data transfer.

1In this paper, beam alignment, collectively, refers to initial beam search, beam tracking, beam refinement, and beam switching.
In mmWave networks, it is true that small wavelengths allow for large antenna arrays to be packed into small chip areas. However, due to power consumption and hardware complexity, the number of RF chains remains limited at the mmWave transceivers, which constrains the number of users that can be served concurrently. A base station, equipped with multiple RF chains ($K$), can serve up to $K$ users at the same time. As such, multi-user management plays a central role to guarantee low-latency and high QoE for all users [10, 11]. The key point, however, is that due to beam alignment overhead, switching from one mobile user to another one incurs a \textit{switching cost}, as denoted by $\tau(.)$ in Figure 1.

Assuming that the QoE is a function of the playback buffer level and resolution of the video frames stored in the buffer, the system needs to balance between users’ buffer levels vs. beam alignment overhead to optimize the QoE across all the users in the network. For instance, in the extreme situation, the system could serve only a limited at the mmWave transceivers, which constrains the number of users that can be served concurrently. A base station, equipped with multiple RF chains ($K$), can serve up to $K$ users at the same time. As such, multi-user management plays a central role to guarantee low-latency and high QoE for all users [10, 11]. The key point, however, is that due to beam alignment overhead, switching from one mobile user to another one incurs a \textit{switching cost}, as denoted by $\tau(.)$ in Figure 1.

Assuming that the QoE is a function of the playback buffer level and resolution of the video frames stored in the buffer, the system needs to balance between users’ buffer levels vs. beam alignment overhead to optimize the QoE across all the users in the network. For instance, in the extreme situation, the system could serve only a limited subset of $K$ users, with the objective of reducing the beam alignment overhead. While this minimizes the risk of zero playback buffer for those $K$ users, the other under-served users would exhaust their playback buffers, which leads to significant QoE degradation. On the other hand, quickly switching between users results in significant beam alignment overheads that is a relatively very slow process vis-à-vis data transfer.

In this paper, we consider the interplay between beam alignment overhead (i.e., switching cost) and multi-user scheduling in order to enhance the QoE across all users. On one hand, the optimal scheduling should take the switching cost into account, and on the other hand, switching cost is a function of the scheduling algorithm that determines the beam quality. This is in contrast to the classical scheduling problems, where the scheduling overhead is traditionally assumed to be negligible compared to the service time [12]. Indeed, the switching cost and overhead in the mmWave networks becomes critical due to abundant mmWave capacity that would be wasted during the beam alignment phase.

Within this context, and given that beam alignment overhead is a function of the previous schedules, we develop a multi-user scheduling algorithm that works based on predicting the beam alignment overhead and buffer. We refer to this algorithm as \textit{B2P-Stream} that is built upon the contextual multi-armed bandit (MAB) models to optimally balance the trade-offs between buffer levels and beam alignment overhead. To maximize the average QoE for all users, the streaming server estimates the beam alignment overhead as well as the playback buffer level at each user, and selects $K$ users out of $N$ users at each time slot. There are several studies, such as [10, 13, 14, 15], that have considered the scheduling task under different scenarios. However, our work aims to integrate the unique characteristics of the mmWave communication (i.e., beam alignment overhead) into a QoE-centric multi-user scheduling framework. In summary, the main contributions of this paper are as follows:

- We model the beam alignment overhead of individual users based on the last time we served that particular user, and we propose a dynamic model for the users’ buffer level prediction.
- Given the playback buffer level, we model the QoE for each user and formulate an optimization problem to improve the long-term average QoE for all the users.
- We develop a MAB-based scheduling policy, called \textit{B2P-Stream}, which provides a sub-linear regret bound, to solve the defined optimization problem. This algorithm incorporates estimated buffer level of each user and schedule users with the help of a heuristic trend function on the beam alignment overhead.

The rest of this paper is organized as follows. In Section II, we provide a detailed review of the previous related works. In Section III, we present the system model and formulate a dynamic model of users’ playback buffer level. Section IV presents the \textit{B2P-Stream} algorithm followed by its regret bound analysis. We continue by providing an experimental evaluation of our proposed method in Section V. Finally, Section VI concludes the paper.

II. RELATED WORKS

In this section, we review two classes of most related works on user scheduling and QoE optimization.

\textbf{Related Works on User Scheduling:} Jiang et al. [16] proposed a multi-task deep learning scheme for user scheduling and beamforming. They modeled both beamforming and user scheduling as two classification tasks and used a parameter sharing technique to train a multi-task deep neural network. Wu et al. [17] proposed a two-stage scheduling scheme, based on the inter-user channel correlation and the channel energy, to maximize the sum rate achievable and minimize the overall computational complexity. Although this method maximizes the overall achievable rate, it may provide a poor performance in terms of fairness, since those users...
with low orthogonality are vulnerable to starvation (e.g., zero buffer size, in our proposed streaming model). For uplink scheduling scenarios, Pérez-Adán et al. in [18] improved their previous work in [19] by developing a distributed quantizer linear coding to cluster the users into different groups such that the number of groups would be as close as to the number of RF chains. Then, they proposed different scheduling schemes based on the users’ group. The authors in [10, 11] develop a policy such that under user mobility, the selected users remain the same unless an abrupt change in the beam direction happens. While this work is close to our model, it does not consider the QoE, users’ buffer level, and impact of frame resolutions for multi-user scheduling in video streaming applications.

Xu et al. [20] proposed a multi-agent reinforcement learning framework for user scheduling and beam selection that minimizes the long-term average network delay while guaranteeing QoS requirements. While they have considered the beam alignment task and QoS satisfaction, there could be discontinuity between the QoS and QoE in multi-user video streaming scenarios. Wang et al. [21] proposed a scheduling and resource allocation framework in which they use Lyapunov optimization to maximize a utility function. Any utility measure that is a non-decreasing concave function of transmission rate, such as proportional-fairness and long-term sum-rate, can be utilized for the scheduling. Similar to the previous works, this method does not consider the QoE requirements, and it is specific to analog beamforming with a single RF chain.

**Related Works on QoE Optimization:** On a different note, there is a multitude of prior works for QoE monitoring, approximation, and prediction. Adarsh et al. [14] proposes a predictive model of QoE based on low-cost QoS measurements like reference signal received power (RSRP) and throughput; They claim that their model accurately predicts re-buffering events and resolution switches more than 80% of the time. The authors in [22] obtain the QoS parameters, such as packet loss, jitter, and delay using a mmWave NS-3 simulator and devise a non-linear regression method to predict and monitor the QoE of a video streaming service. In [23], a specific type of recurrent neural networks called LSTM is used to design a QoE predictive model based on features such as playback status, time elapsed since last re-buffering event, and a short term subjective video quality measure. A different work in this category is provided by Nightingale et al. [24]. They propose a predictive model of the QoE for an ultra-high-definition (UHD) live video streaming application based on congestion indicators of a 5G network. However, all these predictive models need to be incorporated into a decision-making scheduler to prevent the re-buffering, resolution switches, and other undesirable events that degenerate the QoE.

There exist many other works in the literature that approached the QoE requirement satisfaction in different ways. For example, Li et al. [25] proposed an optimal cache placement algorithm to maintain a high QoE in an adaptive streaming application; Tuysuz and Aydin [26] designed a mobility-aware collaborative video streaming client application in which a group of users with different characteristic can stream a high quality video, while maintaining the required QoE; and many other works that are less relevant to our work [27, 28, 29].

Compared with the previous works, our QoE optimization framework at the application layer (i.e., video streaming) takes into account the physical layer characteristics of the mmWave networks and transceiver hardware limitations expressed in terms of the number of RF chains. Indeed, signal directionality is the most distinguished feature for mmWave systems, and thus our multi-user scheduler considers the beam alignment overhead and its impacts on QoE. Overall, our developed solution is tailored for mmWave systems that will be one of the key enablers in the Next-G era.

### III. System Model and Problem Formulation

We consider a mmWave network that consists of \( N \) users and a single base station (BS) or access point (AP), referred to as the streaming server. At each time slot, the streaming server selects \( K \) users out of \( N \) users to serve simultaneously. The \( K \) beams generated by the server are used to stream different video frames to each of the \( K \) users. Different resolution of each video is available at the server side, and each user may ask for a different resolution based on the channel condition.

#### A. Beam Alignment Model and Assumptions

As shown in Figure 1, each time slot is divided into two phases: beam alignment and data transmission. In this paper, we normalize the duration of each time slot to be equal to 1 unit of time. Thus, given that beam alignment takes \( \tau(\cdot) \) units, \( 1 - \tau(\cdot) \) is the amount of time left for the data transfer phase. In the extreme, this overhead can occupy up to 45% of the time slot duration in the cellular networks [30]. However, in a more general sense, the function \( \tau(\cdot) \) can be expressed in terms of the time interval between two consecutive
schedules of a user, i.e., the beam alignment overhead for a user at a specific time depends on how long ago that user was served by the server. This model captures the “freshness” of the beam for the user. We can model this characteristic using a non-decreasing function of the last time a user has been served. Thus, the beam alignment overhead of user \( i \) at time \( t \) is denoted by \( \tau_i(x_t^i) \), where \( x_t^i \) is the amount of time that has been passed since the last schedule of user \( i \) at time \( t \). For instance, Figure 2 demonstrates such a function for \( \tau \). The value of the function \( \tau_i(.) \) increases as the \( x_t^i \) increases. A full beam search, which consumes 45% of the time slot, is required if it has been passed more than 100 time steps since the last time the user has been served, which is an assumption that can be determined based on the system requirements as suggested in [10].

B. Playback Buffer Dynamics

Each user \( i \) has a finite playback buffer of size \( s^i \) bytes to store video frames. Considering the resolution of the video \( v_{res}^i \) that the user is playing and its bit rate \( v_{rate}^i \), the user has at most \( s^i/v_{rate}^i \) seconds of video to play. We denote \( b_t^i \) as the buffer level of user \( i \) at time \( t \) in seconds. When the proper beam has been created, the server can start streaming to the user at a specific rate \( R \). As such, the amount of data transferred to the user at a time \( t \) is obtained as follows:

\[
d_t^i = (1 - \tau_i(x_t^i))R/v_{rate}^i,
\]

where \( \tau_i(x_t^i) \) is the beam alignment overhead, and \( d_t^i \) determines the amount of data, in seconds, that the server sends to the user. Due to a blockage and other environmental issues, the user may not receive all the data that has been sent by the server. For the sake of exposition, we assume that the probability of successful reception is given by \( P_t^i \). Therefore, the amount of received data is given by \( y_t^i = d_t^iP_t^i \). The probability value \( P_t^i \) depends on the several factors such as user mobility, blockage, and propagation environment.

Now that we know how much data a user receives, the dynamics of the playback buffer level is given as follows:

\[
b_{t+1}^i = \max\{b_t^i - 1, 0\} + u_t^i y_t^i,
\]

where \( u_t^i \) is a binary control variable that determines whether the user \( i \) is scheduled at time \( t \) or not. Therefore, \( u_t^i y_t^i \) determines the amount of seconds of the video that would be successfully transmitted to the user, if it is scheduled. We consider that each time slot is one second, and thus we subtract a second from the previous buffer level of user \( i \), and then add the amounts of seconds that the user would receive in case of selection and reception.

C. Quality of Experience

The QoE for each user depends on the playback buffer level and the resolution of the video frames stored in the buffer. To characterize the QoE, we consider three factors. (1) Any interruption in the streaming is undesirable, and it happens whenever the playback buffer becomes empty. We call this event “zero-hit”. (2) The QoE increases as the buffer level increases, but it has a diminishing return modeled as a logarithmic function. (3) The resolution of the video frames impacts the QoE. For two different users with the same amount of data in their playback buffers, the QoE of the user who plays a higher resolution is higher. We denote the QoE of user \( i \) at time \( t \) by \( q_t^i \), and putting together these factors, the overall QoE can be expressed as:

\[
q_t^i = (1 - \mathbbm{1}_0(b_t^i))\lambda(v_{res}^i) + \alpha \log(1 + b_t^i) - \gamma \mathbbm{1}_0(b_t^i).
\]

The first term is an offset, which only depends on the resolution of the video the user is playing. The second term captures the diminishing return of the playback buffer, and the third term accounts for the zero-hit events that penalizes the QoE by a factor of \( \gamma \).

D. QoE-Centric Optimization Problem

The objective of the server is to maximize the long-term average QoE for all users, given that switching to a new user (a user that was not scheduled in the previous time slot) incurs a beam alignment overhead \( \tau(.) \). The decision variable is \( \mathbf{u} \in \{0, 1\}^N \), which is a binary vector of size \( N \). At each time step, only \( K \) elements of
we can formulate the following optimization problem:

\[
\begin{align*}
\max_u & \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{N} q_t^i \\
\text{s.t.} & \quad \sum_{i=1}^{N} u_t^i \leq K \quad \forall t = 1..T \\
& \quad b_{t+1}^i = \max\{b_t^i - 1, 0\} + u_t^i d_t^i \quad \forall t = 1..N, t = 1..T
\end{align*}
\]

(4)

The first constraint addresses the hardware limitations in terms of the number of RF chains, and the second constraint captures the playback buffer dynamics. The size of the decision space in Eq. 4 scales with the number of users in the network. In the next section, we establish an efficient scheduling framework based on contextual multi-armed bandits.

IV. BEAM AND BUFFER PREDICTIVE STREAMING: B2P-STREAM

In this section, we first provide a brief introduction on multi-armed bandit models. Then, we develop a solution for the problem defined in Eq. 4 and present the B2P-Stream algorithm. Finally, we derive an upper-bound on the regret for the proposed algorithm.

A. Multi-Armed Bandit Models: An Overview

A MAB problem is an interactive game between a learner and an environment [31]. The game repeats for a finite number of times. In each round of the game, the learner chooses an action (i.e., plays an arm) \( u \), and receives a reward \( r \), that is revealed by the environment. The reward can come from a stochastic distribution or chosen by the environment itself. The learner tries to find an optimal policy using the history of played actions and received rewards. To this end, the Upper Confidence Bound (UCB) method [32, 33] handles the exploration and exploitation trade-off by providing an upper bound for the estimation of the expected reward of each arm. The upper bound decreases as the number of reward samples from one arm increases, which means that we are more certain about the estimation of the expected value. There are other classes of MAB algorithms that are specified to different cases, such as the case that the learner can choose more than one arm at a time [34, 35], called combinatorial bandit problem; or another case where there are some contextual information available [32].

The performance of bandit models is usually measured in terms of regret that quantifies the gap with respect to the optimal solution. Let \( \mu^i \) be the expected value of the rewards achieved by playing arm \( i \) (i.e., \( \mu^i = E(r^i) \)), and \( \mu^* = \max_i \mu^i \) be the expected value of the reward of the optimal arm. In this case, the immediate regret is defined as \( \Delta_i^t = \mu^* - \mu^i \), and the accumulated stochastic regret is defined over \( T \) rounds of playing the game, which is given by [31]:

\[
R(T) = T \mu^* - E \left[ \sum_{t=1}^{T} r_t \right] = \sum_i \Delta_i E(n_i(T)),
\]

in which \( n_i(T) \) is the number of times that arm \( i \) has been played over the time interval \( T \).

B. B2P-Stream Policy

In order to solve the optimization problem defined in Eq. 4, we model this problem as an instance of the contextual multi-armed bandit formulation. We designate \( r_t^i \) as the measurement of the QoE at time \( t \) for user \( i \), and \( \bar{\mu}^i_t \) denotes the average of these measurements. In addition, the action set in this model is \( U \subseteq \{u \in \{0,1\}^N : \|u\|_1 \leq K\} \), which tells us that we have a \( N \) dimensional binary action vector that has at most \( K \) active elements.

The contextual bandit model stems from the fact that the scheduler can estimate the playback buffer level at each user as follows:

\[
\tilde{b}_{t+1}^i = \max\{\tilde{b}_t^i - 1, 0\} + u_t^i d_t^i.
\]

(5)

Note that the state of each user changes over time according to Eq. 2, but the scheduler can only estimate the buffer level since there are unknown parameters such as the probability of successful frame reception by the user. This estimated playback buffer level along with the knowledge on beam alignment overhead function \( \tau^i(.) \), which is a non-decreasing function as a function of the last time served, provide contextual information for the server. For the sake of presentation, we combine these two factors into a single trend function \( f(\tilde{b}^i) \) that captures the estimated QoE for a user \( i \). The trend function is then added to the average reward measurements received by the algorithm. In fact, MAB models with trend functions are finding applications in different domains [33].

The complete process is shown in Algorithm 1 in which first we select \( K \) users that provide the maximum outcome, and add them to a set \( A_t \) (lines 2 to 6). Then, in line 7, we create a \( N \) dimensional binary vector using \( A_t \), and based on this vector, we create \( K \) beams and stream to the selected users, and measure the QoE \( r_t \). Then using Eq. 5, we update the playback buffer level estimation in line 11, for all the users. Next, we update the vector \( \tilde{\mu} \) using the new measurements in line 12.
Algorithm 1 B2P-Stream

Inputs:
- \( N \): Number of connected users
- \( K \): Maximum number of allowed users at each timestamp
- \( T \): Total number of timestamps
- \( R \): The network data transfer rate
- \( \eta_0 \): Initial learning rate

Algorithm:

1: for \( t = 0 \) to \( T \) do
2: \( A_t = \emptyset \)
3: for \( k = 1 \) to \( K \) do
4: \( x_t = \text{one_hot}(A_t, N) \)
5: \( A_t = A_t \cup \{x_t\} \)
6: end for
7: perform \( u_t \) and observe QoE vector \( r_t \)
8: for \( i = 1 \) to \( N \) do
9: \( d_t = (1 - \tau_i(x_t^i))R \)
10: \( \tilde{b}_t = \max\{\tilde{b}_t - 1, 0\} + u_t d_t \)
11: \( \tilde{\mu}_t = \tilde{\mu}_t + \eta(r_t - \tilde{\mu}_t) \)
12: if \( u_t = 1 \) then
13: \( x_t = 0 \)
14: end if
15: \( x_{t+1} = x_t + 1 \)
16: end for
17: \( \eta_{t+1} = \eta_0 e^{-t/T} \)
18: end for

Finally, from line 13 to 17, we either set the last time served to zero if we scheduled the user in the current time stamp or increase it if we did not schedule the user. Finally, the learning rate \( \eta \) is decreasing exponentially at each iteration.

C. Regret Analysis of B2P-Stream

In this section, we provide an analysis of our algorithm and find an upper bound for the regret. In Theorem 1, we show that using a \( L_f \)-Lipschitz trend function, we achieve a sub-linear regret bound for the B2P-Stream algorithm.

Theorem 1: Given an \( L_f \)-Lipschitz trend function, \( b_{\text{max}} \) as the maximum playback buffer level, and an \( \alpha > 0 \), the regret for B2P-Stream algorithm is upper-bounded by

\[
R(T) \leq \sum_{i \neq i^*} \frac{2\alpha \log(T)}{\Delta_i - L_f b_{\text{max}}} + \frac{2\alpha}{\alpha - 1} (\Delta_i + L_f b_{\text{max}}).
\]

where \( \Delta_i = \mu^{i^*} - \mu^i \).

Proof: During the learning process, we either underestimate the value of all the sub-optimal actions, event \( G_t \), overestimated the value of the optimal action, event \( H_t \), or complement of these two events.

\[
\begin{align*}
G_t & : \tilde{\mu}_t^{i^*} + f(\tilde{b}^i) \leq \mu^i + f(\tilde{b}^i) + c^i; \\
H_t & : \tilde{\mu}_t^{i^*} + f(\tilde{b}^i) \geq \mu^i + f(\tilde{b}^i) - c^i,
\end{align*}
\]

where \( c^i = \sqrt{\frac{\alpha \log(t)\mu}{2n_i}} \). Superscript \( i^* \) corresponds to sub-optimal actions and \( i^* \) corresponds to the optimal action. We know \( G_t \) fails when, \( \tilde{\mu}_t^{i^*} + f(\tilde{b}^i) > \mu^i + f(\tilde{b}^i) + c^i \).

By using Hoeffding’s inequality, we have

\[
P(G_t) = \mathbb{P}(\tilde{\mu}_t^{i^*} + f(\tilde{b}^i) - (\mu^i + f(\tilde{b}^i)) > c^i) \leq \exp(-2t(c^i)^2) = \exp(-2t\frac{\alpha \log(t)}{2n_i})
\]

\[
\leq \exp(-2t\frac{\alpha \log(t)}{2t}) = \exp(-\alpha \log(t)) = t^{-\alpha}.
\]

We achieve the same result for the event \( H_t^c \). This result illustrates that as the time passes, the probability of underestimating the optimal action or overestimating all other actions decreases.

Now, let us assume that both \( G_t \) and \( H_t \) hold. We bound the number of sub-optimal arm pulls. In this case, the sub-optimal arm \( i \) is pulled because of insufficient sampling up to this point, which means:

\[
\tilde{\mu}_t^{i^*} + f(\tilde{b}^i) + \sqrt{\frac{\alpha \log(t)}{2n_i}} \geq \mu^{i^*} + f(b^{i^*}) + \sqrt{\frac{\alpha \log(t)}{2n_i}}.
\]

(6)

Since \( G_t \) and \( H_t \) are assumed to be true, by adding \( c^i \) and \( c^{i^*} \) to both sides of \( G_t \) and \( H_t \), respectively, we have:

\[
\mu^i + f(b^i) + 2\sqrt{\frac{\alpha \log(t)}{2n_i}} \geq \tilde{\mu}_t^{i^*} + f(b^{i^*}) + 2\sqrt{\frac{\alpha \log(t)}{2n_i}}.
\]

(7)

\[
\tilde{\mu}_t^{i^*} + f(\tilde{b}^{i^*}) + \sqrt{\frac{\alpha \log(t)}{2n_i}} \geq \mu^{i^*} + f(b^{i^*})
\]

(8)

Now, by chaining equations 6, 7, 8, we have:

\[
\mu^i + f(b^i) + 2\sqrt{\frac{\alpha \log(t)}{2n_i}} \geq \tilde{\mu}_t^{i^*} + f(b^{i^*})
\]

\[
\Rightarrow \sqrt{\frac{\alpha \log(t)}{2n_i}} \geq \mu^i + f(b^i) - (\mu^{i^*} + f(b^{i^*}))
\]

\[
\Rightarrow \alpha \log(t) \geq (\mu^{i^*} - \mu^i + f(b^{i^*}) - f(b^i))^2.
\]
Let $\Delta_i = \mu^* - \mu^i$ and $\delta_i = f(b^*) - f(b^i)$, we have:

$$n_i \leq \frac{2\alpha \log(t)}{(\mu^* - \mu^i + f(b^*) - f(b^i))^2} = \frac{2\alpha \log(t)}{\Delta_i + \delta_i^2}.$$ 

Recall that arm $i$ can be pulled when it has been sampled insufficiently (fewer than $2\alpha \log(t)$) or either event $G_i$ or $H_i$ fails. Hence, the expected number of times that it has been played is given by:

$$E[n_i] = \sum_{t=1}^{T} E[I(I_i = i)] \leq \frac{2\alpha \log(T)}{(\Delta_i + \delta_i)^2} + \sum_{t=1}^{T} E[I\{G_i \cup H_i\}]$$

$$\leq \frac{2\alpha \log(T)}{(\Delta_i + \delta_i)^2} + \sum_{t=1}^{T} (t^{-\alpha} + t^{-\alpha}) \leq \frac{2\alpha \log(T)}{(\Delta_i + \delta_i)^2} + \frac{2\alpha}{\alpha - 1}.$$

Thus, we can bound the regret by

$$R(T) = \sum_{i \neq i^*} (\Delta_i + \delta_i)E[n_i] \leq \sum_{i \neq i^*} \frac{2\alpha \log(T)}{\Delta_i + \delta_i} + \frac{2\alpha}{\alpha - 1}(\Delta_i + \delta_i)$$

$$\leq \sum_{i \neq i^*} \frac{2\alpha \log(T)}{\Delta_i + \delta_i} + \frac{2\alpha}{\alpha - 1}(\Delta_i + \delta_i)$$

$$\leq \sum_{i \neq i^*} \frac{2\alpha \log(T)}{\Delta_i - L_f b_{max}} + \frac{2\alpha}{\alpha - 1}(\Delta_i + L_f b_{max}).$$

Let $f$ be a $L_f$-Lipschitz function then we can upper bound $|\delta_i| = |f(b^*) - f(b^i)| \leq L_f |b^* - b^i| \leq L_f b_{max}$, where $b_{max}$ is the maximum level of buffer.

\section{V. Numerical Results}

In this section, we present the simulation results to demonstrate the efficacy of our algorithm compared to two other baselines.

| Resolution     | Bit Rate (Mbps) | Portion of Users |
|----------------|-----------------|------------------|
| 2160p (4K)     | 40              | 0.05             |
| 1440p (2K)     | 16              | 0.1              |
| 1080p          | 8               | 0.4              |
| 720p           | 5               | 0.3              |
| 480p           | 2.5             | 0.1              |
| 360p           | 1               | 0.05             |

\section{A. Simulation Setting}

We evaluate the B2P-Stream’s performance under different conditions to make sure about the robustness of the method. We compare the B2P-Stream with two different baselines, namely the Uniform and the RR scheduling algorithms. In our simulations, all the users are initialized with zero buffer level. The zero buffer level is considered a highly unsatisfying situation for all the users. Also, the users experience a lower QoE as their playback buffer level approaches zero. Thus, we define two critical situations to be able to compare the performance of different algorithms. We call the first critical situation “critical region,” that corresponds to the case when a user has less than fifteen seconds of data in the playback buffer. The other one is named “highly critical region,” which corresponds to the case when the user has less than five seconds of data in the playback buffer. For instance, the dark grey and slate grey, in Figure 3 and Figure 5, correspond to the critical and highly critical region, respectively. Since we are initializing all the users with zero buffer levels, it is desirable that the scheduling algorithm avoid these two critical regions.

Each experiment has been run 10 times and for 500 time steps. At the beginning of each run, the video resolution requested by each user is selected randomly from the list of resolutions reported in Table I. The
We consider the mean and standard deviation of the observed performance. Since we initialize all the users with a highly critical state, the beginning steps in a simulation are more informative and can reveal more about the underlying events.

**B. QoE Comparison**

Figure 3 shows the average QoE for 200 users connected to the network. The BS is equipped with 4 RF chains and users play videos with different resolutions. Each of the columns corresponds to a different group of users with different video resolutions: low resolution (480p), medium resolution (1080p), and high resolution (4K), respectively. In this set of results, we ignore the impact of resolution on the QoE (i.e., the first term in Eq. 3) to provide a fair comparison across different resolutions. Also, the dark grey and slate grey, in Figure 3, correspond to the critical and highly critical region, respectively. The users scheduled by B2P-Stream exit the critical regions much earlier than the users scheduled with Uniform or RR policy. Even though only 5% of the users in the simulation are playing a 4K video, both RR and Uniform policies cannot provide a satisfying experience. The situation is the same for users who are playing a 2K video.

Although the B2P-Stream provides a better zero-hit statistics compared to two other baselines, there is some cost needs to be paid. This cost is lower QoE for users of lower resolution. From the results, we note that the B2P-Stream algorithm maintains a lower QoE for users of lower resolution to compensate for the users of higher resolutions, as they need to be served more often because of the higher bit rate requirements. This does not mean that users with lower video quality would experience a significantly lower QoE because the QoE has a diminishing effect and there is not much of QoE difference as long as they are out of critical regions.

**C. Zero-hit Performance**

Next, we compare the average fraction of simulation time that each user experiences a zero-hit when the streaming server is equipped with 4, 8, or 16 RF chains. The number of RF chains determines the maximum number of users that can be scheduled simultaneously at each time slot. Figure 4 compares the performance of B2P-Stream with respect to other baselines, as the number of RF chains and total number of users increase. From the results, B2P-Stream achieves a smaller zero-hit compared with the RR and Uniform scheduler, as the number of RF chains is equal to 4, 8, or 16.

**D. Scalability Analysis**

Figure 5 reveals more about the scalability and reliability of B2P-Stream. This figure reports the average and standard deviation of the measured QoE, but it is specific to the users who are streaming a 4K video, since they are more prone to unsatisfying QoE. Figure 5 demonstrates how the QoE behaves for these users as the total number of connected users increases. From the results, we note that even with $N = 650$ connected users and $K = 4$ RF chains, it takes less than 25 time steps for B2P-Stream to push all the high quality users out of the critical regions and provide an improved QoE performance.

**E. Beam Alignment Overhead Results**

Figure 6 shows the average of beam alignment overhead of B2P-Stream compared to other algorithms. A moving average with window size of 50 has been applied to these curves to make them smoother and more...
Fig. 5: The average and standard deviation of the measured QoE achieved by \textit{B2P-Stream}, as the total number of connected users \((N)\) is changing.

Fig. 6: Average beam alignment overhead when 4 users are allowed to be scheduled at a time. The shaded area shows the standard deviation.

Fig. 7: Empirical distribution of the scheduled users with respect to the last time they have been served. The first peak corresponds to the users with a lower beam alignment cost, and the second peak corresponds to the users with an exhausted buffer level.

F. Intuitions Behind B2P-Stream

To balance the trade-off between beam alignment overhead and playback buffer levels and optimize the QoE metric, we can intuitively distinguish two groups of users. The first group corresponds to those users who were served recently, thus the beam alignment overhead would be small for them (small \(\tau_i\)), and we can stream more data to this group. The second group are those users that their buffer levels are approaching zero, meaning that it has been a long time since the last time we served them (large \(x_i\)). Figure 7 demonstrates the empirical distribution of scheduled users with respect to the last time those users were served, i.e., \(x_i\). From the results, we can identify these two groups that correspond to the two peaks in Figure 7, respectively.

Figure 8 illustrates the time interval between two consecutive schedules of different groups of users in the simulation. The \textit{B2P-Stream} may allocate more resources to the users with higher resolution, which means they would be scheduled more frequently, due to the fact that the video bit rate for them is higher, and they would need more data to play a video for a specific period of time compared with users with lower video quality. We can again see that even though only 5\% of the users play a 4K video, they would be scheduled almost every 17 time steps on average, because their QoE requirement are higher than other users. On the other hand, users with a medium video quality of 1080p, which applies to 40\% of the users, would be scheduled every 62 time steps.

VI. Conclusion

In this paper, we considered the problem of multi-user mmWave scheduling \((K\) users out of \(N)\) who are streaming videos with different resolutions. The overall objective is to optimize the QoE across all the users. Leveraging the contextual MAB models, we developed a
QoE-centric scheduling policy that considers the physical layer characteristics of the mmWave networks. The proposed B2P-Stream algorithm is able to optimally balance the trade-off between the beam alignment overhead and the users’ playback buffer level. In particular, B2P-Stream uses an estimated buffer level as an input for a trend function that biases the scheduling policy towards those users with exhausted buffer levels. We provided theoretical analysis to prove that the B2P-Stream guarantees a sub-linear regret bound, and through simulations, we showed that the proposed algorithm outperforms both Uniform and RR policies. Overall, mmWave networks are considered as one of the key enablers for data-intensive applications such as high quality video streaming. As such, developing efficient and reliable multi-user management algorithms that guarantee high QoE for all the users, is of utmost importance to enable ubiquitous mmWave technologies.
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