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Abstract

A key step in understanding the spatial organization of cells and tissues is the ability to construct generative models that accurately reflect that organization. In this paper, we focus on building generative models of electron microscope (EM) images in which the positions of cell membranes and mitochondria have been densely annotated, and propose a two-stage procedure that produces realistic images using Generative Adversarial Networks (or GANs) in a supervised way. In the first stage, we synthesize a label “image” given a noise “image” as input, which then provides supervision for EM image synthesis in the second stage. The full model naturally generates label-image pairs. We show that accurate synthetic EM images are produced using assessment via (1) shape features and global statistics, (2) segmentation accuracies, and (3) user studies. We also demonstrate further improvements by enforcing a reconstruction loss on intermediate synthetic labels and thus unifying the two stages into one single end-to-end framework.

1. Introduction

Much research in the life sciences is now driven by large amounts of biological data acquired through high-resolution imaging [7,19]. Such data represents an important application domain for automated machine vision analysis. Most past work has been discriminative in nature, focusing on trying to determine whether imaged samples differ between different patients, tissues, cell types or treatments [3, 5]. A more recent focus has been on constructing generative models, especially of cells or tissues [31, 26]. Such generative approaches are required in order to be able to combine spatial information on different cell types or cell organelles learned from separate images (and potentially different imaging modalities) into a single model. This is needed because of the difficulty of visualizing all components in a single image. Images can be used to perform spatially-accurate simulations of cell or tissue biochemistry [16], and synthetic images that combine many compo-
ments can dramatically enhance the accuracy and usefulness of such simulations.

**Microscopy imaging:** At the cellular scale, the dominant modes of imaging used are fluorescence microscopy (FM) and electron microscopy (EM). From the machine vision perspective, these methods differ dramatically in their resolution, noise, and the availability of labels for particular structures. FM works by tagging particular molecules or structures with fluorescence probes, adding a powerful form of sparse biological supervision to the captured images (which does not require human intervention). However, the spatial resolution of FM ranges from a limit of approximately 250 nm for traditional methods to 20-50 nm for super-resolution methods. By contrast, EM allows for significantly higher resolution (0.1-1 nm per pixel), but ability to automatically produce labels is limited and manual annotation can be very time-consuming. Analysis of EM images is also challenging because they contain lower signal-to-noise ratios than FM.

**Our goal:** We wish to build holistic generative models of cellular structures visible in high-resolution microscopy images. In the following, we point out several unique aspects of our approach, compared to related work from both biology and machine learning.

**Data:** We focus on EM images that contain enough resolution to view structures of interest. This in turns means that supervised labels (e.g., organelle segmentation masks) will be difficult to acquire. Indeed, it is quite common for standard EM benchmark datasets to contain only tens of images, illustrating the difficulty of acquiring human-annotated labels [1]. Most work has focused on segmentation of individual cells or organelles within such images [13]. In contrast, we wish to build models of multiple cells and their internal organelles, which is particular challenging for brain tissue due to the overlapping meshwork of neuronal cells.

**Generative models:** Past work on EM image analysis has focused on discriminative membrane detection [8][15]. Here we seek a high-resolution generative model of cells and the spatial organization of their component structures. Generative models of cell organization have been a long sought-after goal [31][27], because at some level, such models are a required component of any behavioral cell model that depends on constituent proteins within organelles.

**GANs:** First and foremost, we show that generative adversarial networks (GANs) [11] can be applied to build remarkably-accurate generative models of multiple cells and their structures, significantly outperforming prior models designed for FM images. To do so, we add three innovations to GANs: First, in order to synthesize large high-resolution images (similar to actual recorded EM images), we introduce **fully-convolutional** variants of GANs that exploit the spatial stationarity of cellular images. Note that such stationarity may not present in typical natural imagery (which might contain, for example, a characteristic horizon line that breaks translation invariance). Secondly, in order to synthesize natural geometric structures across a variety of scales, we add **multi-scale discriminators** to guide the generator to produce images with realistic multi-scale statistics. Thirdly, and most crucially, we make use of **supervision** to guide the generative process to produce semantic structures (such as cell organelles) with realistic spatial layouts. Much of the recent interest in generative models (at least with respect to GANs) has focused on unsupervised learning. But in some respect, synthesis and supervision are orthogonal issues. We find that standard GANs do quite a good job of generating texture, but sometimes fail to capture global geometric structures. We demonstrate that by adding supervised structural labels into the generative process, one can synthesize considerably more accurate images than an unsupervised GAN.

**Evaluation:** A well-known difficulty of GANs is their evaluation. By far, the most common approach is qualitative evaluation of the generated images. Quantitative evaluation based on perplexity (the log likelihood of a validation set under the generative distribution) is notoriously difficult for GANs, since it requires approximate optimization techniques that are sensitive to regularization hyper-parameters [20]. Other work has proposed statistical classifier tests that are sensitive to the choice of classifier [17]. In our work, we use our supervised GANs to generate image-labels pairs that can be used to train discriminative classifiers, yielding quantitative improvements in prediction accuracy. Moreover, we consider the literature on generative cell models and use previously proposed metrics for evaluating generative models, including the consistency of various shape feature statistics across real vs generated images, as well as the stability of discriminative classifiers (for semantic labeling) across real vs generated data [31]. We also perform user studies to measure a user’s ability to distinguish real versus generated images. Crucially, we compare to strong baselines for generative models, including established parametric shape-based models as well as non-parametric generative models that memorize the data.

### 2. Related Work

There is a large body of work on GANs. We review the most relevant work here.

**GANs:** Our network architecture is based on DCGAN [23], which introduces convolutional network connections. We make several modifications suited for processing biological data, which tends to be high-resolution and encode spatial structures at multiple scales. As originally defined, the first layer is not convolutional since it processes an input noise “vector”. We show that by making all network connections convolutional (by converting the noise vector to a noise “image”), the entire generative model is convolu-
tional. This in turns allows for efficient training (through learning on small convolutional crops) and high-quality image synthesis (through generation of larger noise images). We find that multi-scale modeling is crucial to synthesizing accurate spatial structures across varying scales. While past work has incorporated multi-scale cues into the generative process [9], we show that multiscale discriminators help further produce images with realistic multi-scale statistics.

**Supervision:** Most GANs work with unsupervised data, but there are variants that employ some form of auxiliary labels. Conditional GANs make use of labels to learn a GAN that synthesizes pixels conditioned on an label image [12] or image class label [21], but we use supervision to learn an end-to-end generative model that synthesizes pixels given a noise sample. Similarly, methods for semi-supervised learning with GANs [30] tend to factorize generative process into disentangled factors similar to our labels. However, such factors tend to be global (such as an image class label), which are easier to synthesize than spatially-structured labels. From this perspective, our approach is similar to [28], who factorizes image synthesis into separate geometry and style stages. In our case, we make use of semantic labels rather than metric geometry as supervision. Finally, most supervised GANs, as illustrated in Fig. 2 b,c:

\[
V(G, D) = V_g(G_y, D_y) + V_x(G_x, D_x)
\]

where

\[
V_g(G_y, D_y) = E_{y \sim p_y} \log(D_y(y)) + E_{z \sim p_z} \log(1 - D_y(G_y(z)))
\]

and

\[
V_x(G_x, D_x) = E_{x,y \sim p_{xy}} \log(D_x(x, y)) + E_{z \sim p_z} \log(1 - D_x(G_x(y, z))].
\]

**Factorization:** Rather than learning a generative model for the joint distribution over \(x, y\), we can factorize it into \(p(x, y) = p(y)p(x|y)\) and learn generative models for each factor. This factorization makes intuitive sense since it implicitly imposes a causal relation [14]: first geometric labels are generated with \(G_y: z \mapsto y\), and then image pixels are generated conditioned on the generated labels, \(G_x: y \mapsto x\).

We refer to this approach as **SGAN** (supervised GANs), as introduced in Fig. 2 b,c:

\[
V(G, D) = V_g(G_y, D_y) + V_x(G_x, D_x)
\]

where

\[
V_g(G_y, D_y) = E_{y \sim p_y} \log(D_y(y)) + E_{z \sim p_z} \log(1 - D_y(G_y(z)))
\]

and

\[
V_x(G_x, D_x) = E_{x,y \sim p_{xy}} \log(D_x(x, y)) + E_{z \sim p_z} \log(1 - D_x(G_x(y, z))].
\]

**Optimization:** Because value function \(V(G, D)\) decouples, one can train \(\{G_y, G_x\}\) and \(\{D_y, D_x\}\) independently:

\[
\min_G \max_D V(G, D) = \min_{G_y} \max_{D_y} V_{g}(G_y, D_y) + \min_{G_x} \max_{D_x} V_{x}(G_x, D_x)
\]

Using arguments similar to those from [11], one can show that SGAN can recover true data distribution where the discriminator \(D\) and generators \(G\) are optimally trained:

**Theorem 3.1.** The global minimum of \(C(G) = \max_D V(G, D)\) is achieved if and only if \(q(y) = p(y)\) and \(q(x|y) = p(x|y)\), where \(p\)'s are true data distributions and \(q\)'s are distributions induced by \(G\).

**Proof.** Given in Supplementary 1.

**End-to-end learning:** The above theorem demonstrates that SGANs will capture the true joint distribution over labels and data if trained optimally. However, when not optimally trained (because of optimization challenges or limited capacity in the networks), one may obtain better results through end-to-end training. Intuitively, end-to-end training optimizes \(G_x(y)\) on samples of labels \(y\) produced by the initial generator \(G_y(z)\), rather than ground-truth labels \(y\). To formalize this, one can regard \(G_y\) and \(G_x\) as sub-networks of a single larger generator which is provided deep supervision at early layers:

\[
V_x(G_x, D_x) = E_{x,y \sim p_{xy}} \log(D_x(x, y)) + E_{z \sim p_z} \log(1 - D_x(G_x(y, z)))
\]
Figure 2: We compare different GAN architectures for injecting supervision (provided with labels $y$) into a generative model of $x$. (a) A standard unsupervised GAN for generating $x$. (b) A GAN defined over a joint variable $x' = (x, y)$. (c) SGAN, which is a supervised GAN that is composed of an initial GAN $\{G_y, D_y\}$ that generates labels $y$ followed by a conditional GAN $\{G_z, D_z\}$ that generates images $x$ from $y$. (d) A Deeply supervised GAN (DSGAN), equivalent to a single GAN that is provided deep supervision for generating labels at an intermediate stage. Performance is further improved by adding a reconstructor $F_y$ that ensures that generated images can be used to predict labels with low reconstruction error (Eq. 6).

However in practice, samples from an imperfect $G_y$ makes it even harder to train $G_x$. Indeed, we observe that $G_x$ produces poor results when synthetic training labels are introduced. One possible reason is that discriminator $D_x$ will be focused on the differences between the real and predicted labels rather than correlations between labels and images.

### Conditional label synthesis

We can further split labels into $y = (y_1, y_2)$. This allows us to learn explicit conditions that might be useful for simulation (e.g., synthesizing mitochondria given real cell membranes). This may be suggestive of interventions in a causal model (Causal-GAN [14]).

### 4. Network Architectures

In this section we outline our GAN network architectures, focusing on modifications that allow them to scale to high-resolution multi-scale biological images. Specifically, we first propose a fully-convolutional label generator which allows arbitrary output sizes; then we describe a novel multi-scale patch-discriminator to guide the generators to produce images with realistic multi-scale statistics. The fully-convolutional generator and multi-scale discriminators define a fully-convolutional GAN (FCGAN).

#### Fully-convolutional generator

Since the shape of both membrane and mitochondria are invariant to spatial location, a fully convolutional network is desirable to model the generators. Generators in previous works such as DCGAN take a noise vector as input. As a result, the size of their output images is predefined by their network architecture, thus unable to produce arbitrarily sized images at test time. We therefore propose to feed a noise “image” instead of a vector into the generator. The noise “image” is essentially a 3D tensor with the first two dimensions corresponding to the spatial positions. As illustrated in Fig. 3, to synthesize arbitrarily large labels, we only need to modify the spatial size of the input noise. Fully-convolutional generator is an instantiation of the label generator in Fig. 1a.

#### Multi-scale discriminator

We initially experiment with the patch-based discriminator network as in [12], and find that the quality of synthesized labels relates to the patch size chosen for the discriminator. On the one hand, if we use a small patch size, the synthesized label has locally realistic patterns, but the global structure is wrong as it contains repetitive patterns (see Fig. 4 top-right). On the other hand,
Conditional generator: Inspired by cascaded refinement networks (CRN) from [6], we design architecturally similar generators for both conditional image synthesis ($y \rightarrow x$) and conditional label synthesis ($y_1 \rightarrow y_2$). Compared to U-Net [24] which is originally adopted in pix2pix, CRN is less prone to mode collapse. Please see more discussions in Supplementary 2.

5. Experiments

As illustrated in Fig. 4-a, the proposed generative process contains two parts: (1) noise $\rightarrow$ label, (2) label $\rightarrow$ image. Thus our generative models output both labels and images that are paired. In this paper, we also evaluate our methods on these two levels: (1) labels, and (2) images. Particularly, on the label level we locally compare the shape features of single cells with real ones, and globally we compute statistics of multiple cells. On labels, we also evaluate the model capacity. On the image level, we measure image qualities by segmentation accuracy. Also, user studies are conducted on both levels.

5.1. Metrics and Baselines

Shape features: Following past work [31], we evaluate the accuracy of synthetic images by (1) training a real/fake classifier, and (2) counting the portion of synthetic samples that fool the classifier. We train SVM classifiers on a set of 89 features [31] that have been demonstrated to very accurately distinguish cell patterns in FM images, and which are extracted from label images of single cells with mitochondria. Example statistics include 49 Zernike moment features, 8 morphological features, 5 edge features, 3 convex hull features etc.

Global statistics: Such shape-based features used above are typically defined for a single cell. We therefore also extracted global statistics across multiple cells, including distributions of cell size, mitochondria size and mitochondria roundness [32] etc.

User studies: We design an interface similar to that in [25], where generated images are presented with a prior of 50%. Intermediate labels are edited for better visual quality (samples shown in Fig. 6 cropped to 512 × 512).

Dataset: We used a publicly available VNC dataset [10] that contains a stack of 20 annotated sections of the Drosophila melanogaster third instar larva ventral nerve cord (VNC) captured by serial section Transmission Electron Microscopy (ssTEM). The spatial resolution is 4.6 × 4.6 × 50 nm/pixel. It provides segmentation annotations for cell membranes, glia, mitochondria and synapse. Through out experiments, the first 10 sections are used for training and the remaining 10 sections are used for validation.

Parametric baseline: To construct baselines for our proposed methods, we compare to a well-established parametric model from [31] for synthesizing fluorescent images of...
Figure 5: Conditional image synthesis. Given true label \( y \), we sample image \( G_x(y) \), compared to real image \( x \).

Figure 6: Samples of our full model. (a) We first sample synthetic label \( \hat{y} = G_y(z) \) from noise \( z \), then generate image \( G_x(\hat{y}) \). We perform label editing (remove discontinuous membranes and concave mitochondria) on synthetic labels. (b) Label-image pairs directly synthesized by FCGAN. (c) Images are first generated by FCGAN then labels are inferred by an off-the-shelf segmentation network. Some pixels are labeled in yellow because because we use two separate segmentation networks for membranes and mitochondria.

single cells, which is trained by substituting nuclei with mitochondria. One noticeable disadvantage of this approach is that it lacks the capability to synthesize multiple cells. It also leverages supervision since the shape model is trained on labels.

**Non-parametric baseline:** We also consider a non-parametric baseline that generates samples by simple selecting a random image from the training set. We know that, by construction, such a “trivial” generative model will produce perfectly realistic samples, but importantly, those samples will not generalize beyond the training set. We demonstrate that such a generative model, while quite straightforward, presents a challenging baseline according to many evaluation measures.

5.2. Results

First, we present evaluation results on labels. For shape classifiers, example single cell labels are shown in Fig. 7 (more in Supplementary 5). From Fig. 8a, we conclude that SGAN/DSGAN and JointGAN outperform the parametric and unsupervised baselines, which is confirmed by user studies shown in Fig. 9a. A qualitative visualization of the shape features is shown in Fig. 10a. Moreover, SGAN and DSGAN can recover the global statistics of cells as well (Table 1). Not surprisingly, shape features and global statistics extracted from the trivial non-parametric baseline model look perfect, however, the total number of different images that can be generated (which is also referred to as the support size of the generated distribution) is largely confined by the size of the dataset.

**Support size:** To address this limitation, we estimate the support size of the generated distribution induced by our model by computing the number of samples that need to be generated before encountering duplicates (the “Birthday Paradox” test, as proposed in past work [2]). Our model is able to produce much more diverse samples (please see
Table 1: Global statistics of multiple cells. We report the numbers of average cell size, average mitochondria size, average mitochondria roundness, average number of mitochondria per cell, and chi-squared distances of their distributions between ground-truth and synthetic data. Numbers suggest SGAN/DSGAN captures global statistics of cellular structures.

![Sample images](image1.png)

Figure 7: Samples of single cell labels, from on which biological markers are extracted. More samples for other baselines are given in Supplementary 5. Quantitative results can be found in Fig. 8 (a) (b).

![Sample images](image2.png)

Figure 8: Evaluating realism with image classifiers. SVM classifiers are trained to distinguish real and synthetic single-cell labels based on shape features as described in section 5.1. Bar plot shows percentage of synthetic labels being classified as real ones, higher is better.

![Sample images](image3.png)

Figure 9: Evaluating realism with user studies. Bar plot shows percentage of synthetic images being classified by users as real ones, higher is better. (a) Users are shown mixtures of real and synthetic labels of single cells. (b) Users are shown mixtures of real and synthetic full images.

![Sample images](image4.png)

Figure 10: 2-D t-SNE visualization of the 89-dimensional shape features. (a) Features of DSGAN, SGAN and JointGAN well overlap with real ones (Non-Parametric baseline), while features of UnsupervisedGAN or parametric baseline are easily separable. (b) Non-FC and Non-MS only covers parts of the real (projected) feature distribution.

Supplement 4 for details.

**Network ablation study:** As discussed, our proposed methods can produce accurate labels, which is achieved by two architectural modifications: (1) fully-convolutional generation, and (2) multi-scale discrimination. To verify their effectiveness, we conduct ablation studies, and particularly, compare FCGAN with three baselines: Non-FC, where $G_y$ is not fully-convolutional; Non-MS, where $D_y$ only contains a single discriminator; vanilla DCGAN, whose results are not shown because of poor qualities (cannot extract single cells from synthesized labels). Quantitatively, Fig. 8b illustrates that FCGAN outperforms base-
Figure 11: Label synthesis, raw output without label editing. Non-FC, Non-MS and DCGAN all suffer from mode collapse: Non-FC, patterns at four sides are the same across samples, inner patterns are also repetitive; Non-MS, repetitive patterns show at different locations; DCGAN, samples are blurry and almost identical.

Table 2: Segmentation accuracies for SGAN/DSGAN and baselines. The mean IU and NLL of SGAN/DSGAN both match those of real cell images. Non-FC and Non-MS have high segmentation accuracy due to mode collapse. UnsupervisedGAN is not shown because it does not provide “ground-truth” label automatically.

| Dataset     | mean IU | NLL   |
|-------------|---------|-------|
| Non-Param   | 88.3%   | 0.112 ± 0.006 |
| DSGAN       | 89.3%   | 0.108 ± 0.006 |
| SGAN        | 87.2%   | 0.132 ± 0.006 |
| Joint       | 81.8%   | 0.177 ± 0.013 |

Figure 12: Synthetic image samples and segmentation accuracies of different training approaches. We take \( G_x \)’s and evaluate segmentation accuracies on a same set of generated labels. \( G_x \) of DSGAN yields higher segmentation accuracy but does not show obvious advantage visually. DSGAN with a pre-trained reconstructor achieves the highest score but not in terms of visual inspection.

6. Discussion

In this work, we explore methods towards supervised GAN training, where the generative process is factorized and guided by structural labels. New modifications for both generators and discriminators are also proposed to alleviate mode collapse and allow fully-convolutional generation. Finally, we demonstrate by extensive evaluation that our supervised GANs can synthesize considerably more accurate images than unsupervised baselines.
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We get the optimal discriminator \( D \)
\[ \text{JSD} \geq \text{JSD}_{\text{Plug}} \]
Proof. A.1. Optimality Condition for SGAN

Proof. Denote true data probability density function by \( p \) and that induced by generator \( G_y \) by \( q \). The proof is same as the proof for the optimal discriminator in [11]. Rewrite the value function \( V_y \) as an integral form,

\[
V_y(G_y, D_y) = \mathbb{E}_{x \sim p_x} [\log(D_y(y))]+
\mathbb{E}_{z \sim p_z} [\log(1 - D_y(G_y(z)))]
= \int p(y) \log(D_y(y)) +
q(y) \log(1 - D_y(y))dy. \tag{8}
\]
We get the optimal discriminator \( D_y^* \) by applying the Euler-Lagrange equation,
\[
D_y^*(y) = \frac{p(y)}{p(y) + q(y)}. \tag{9}
\]
Plug \( D_y^* \) in \( V_y \), yields,
\[
C_y(G_y) = V_y(G_y, D_y^*)
= -2 \log(2) + 2 \cdot \text{JSD}(p(y)||q(y)), \tag{10}
\]
where \( \text{JSD} \) is the Jensen-Shannon divergence. Since \( \text{JSD} \geq 0 \) and reaches its minimum if and only if \( p(y) = q(y) \), \( q(y) \) recovers the true label distribution \( p(y) \) when \( G_y \)
and \( D_y \) are trained optimally.

Proof. A.2. Optimality Condition for DSGAN

Proof. DSGAN in equation [5] Apply the same tricks to \( V_x \),
\[
V_x(G_x, F_y, D_x) = \int \int p(x, y) \log(D_x(x, y)) +
q(y)q(x|y) \log(1 - D_x(x, y))dxdy \tag{13}
\]
and the optimal \( D_x^* = \frac{p(y)p(x|y)}{p(y)p(x|y) + q(y)q(x|y)} \). Then we have
\[
C_x(G_x) = V_x(G_x, D_x^*)
= -2 \log(2) + 2 \cdot \text{JSD}(p(y)p(x|y)||q(y)q(x|y)), \tag{14}
\]
and when trained optimally, \( q(y)q(x|y) = p(y)p(x|y) \). Given \( q(y) = p(y) \), we have \( q(x|y) = p(x|y) \).

**DSGAN in equation [6]** When \( F_y \) is trained optimally, i.e. \( F_y^* \) perfectly reconstructs true label \( y \) and synthetic label \( G_y(z) \), the cross-entropy terms (cycle losses) in equation [6] are zero. Then follow the same proof for optimality condition of cGAN,
\[
C_x(G_x) = V_x(G_x, F_y^*, D_x^*)
= -2 \log(2) + 2 \int p(y) \text{JSD}(p(x|y)||q(x|y))dy, \tag{15}
\]
we have \( q(x|y) = p(x|y) \).

**B. Conditional Synthesis**

The architecture of our conditional generator is given in Fig. [13]. As discussed in main text, under some cases such as conditional label synthesis, CRN alleviates mode collapse as compared to using U-Net [24] as generator. Examples in Fig. [14] show that when training a cGAN synthesizing mitochondria given membrane layouts, CRN gives much more diverse outputs than U-Net.
Figure 13: Cascaded refinement network for conditional label synthesis. The noise image and down-sampled label go through several similar modules. The modules sequentially refine these intermediate feature $h_i$’s. Down-sampled labels go through a conv layer of which the weights are shared across all modules (this is to reduce number of parameters as this conv layer only serves the purpose of enlarging dimension of labels to match the dimension of $h_i$’s to prevent the network from ignoring the labels).

Figure 14: Samples for conditional label synthesis. The generators generate different mitochondria (green) given the same membrane layout (red). When using U-Net as generator, the outputs are almost identical. While CRN as generator can generate diverse mitochondria layouts conditioned on the same membrane label.

C. SGAN v.s. DSGAN

Here we analyze the importance of introducing a reconstructor in DSGAN by a case study. As mentioned before, training $G_x$ on fake label-image pairs using cGAN, i.e. training $D_x$ to discriminate $(G_y(z), G_x(G_y(z)))$ pairs from $(y, x)$ pairs ($x$ and $y$ are real samples), yields poor results. We hypothesize that the discriminator $D_x$ will then focus on the differences between real and synthetic labels rather than correlations between label and images. To verify, as gradients give clue to what neural nets are looking at, we visualize the gradient of True node with respect to image after $D_x$ finishing its inference. We compare the magnitudes of gradients in each channels (membrane $y_1$, mitochondria $y_2$ and image $x$). As shown in Fig. 16(b), $D_x$’s attention is focused on membrane labels rather than images. Thus, for DSGAN, we introduce a reconstructor.

D. Support Size

To evaluate the support size of the generated distribution, we use a technique proposed in [2]. Basically, if we find duplicates in a batch of generated samples of size $s$, the support size is approximately $s^2$. For SGAN, DSGAN and JointGAN, we test samples from a label generator with noise “images” of spatial size $2 \times 2$ (an “atom” noise image, the output labels are of size $128 \times 128$). The reason is that by enlarging the size of the input noise, the outputs will be the Cartesian product of each “atom” output set. The same logic applies to having both membranes and mitochondria. For parametric and non-parametric baseline, we test samples of single cell labels. Particularly, we pick a batch of size $s$ and measure image similarity using the intersection
over union (IU) of the binarized labels after a 2-time down-sampling (IU greater than 0.9 is considered as similar). We increase batch-size $s$ from 100 to 5000, and run 10 times for each value of $s$. The visualization of minimum pairwise distances and most similar pairs are shown in Fig. 15.
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(a) SGAN with cGAN
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(b) DSGAN with cGAN

Figure 16: Gradients of loss of $D_x$ w.r.t. input label-image pairs, when training SGAN/DSGAN with cGAN after 200 epochs. Real label and generated image are shown in a single image in RGB channels, gradient w.r.t. three channels are shown separately. The bar plots show the mean of absolute value of the gradients. For (a), the gradient w.r.t. image channel is larger than gradients w.r.t. labels, suggesting the discriminator learns to focus on translating label to image. For (b), the gradients for labels dominate, suggesting the discriminator is misled by the differences between real and synthetic labels.