Tagged particle in single-file diffusion with arbitrary initial conditions
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Abstract. We compute the full probability distribution of the positions of a tagged particle exactly for the given arbitrary initial positions of the particles, and for general single-particle propagators. We consider the thermodynamic limit of our exact expressions in quenched and annealed settings. For a particular class of single-particle propagators, the exact formula is expressed in a simple integral form in the quenched case whereas in the annealed case, it is expressed as a simple combination of Bessel functions. In particular, we focus on the step and the power-law initial configurations. In the former case, a drift is induced even when the one-particle propagators are symmetric. On the other hand, in the latter case the scaling of the cumulants of the position of the tracer differs from the uniform case. We provide numerical verifications of our results.
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1. Introduction

Determining the effective motion of a single particle in presence of other interacting particles is a well-known fundamental problem in statistical physics. Such problems appear in various situations starting from the motion of pollen grains in water, motion of colloidal particles in solutions, movements of molecules inside cell, traffic flows, inertial particle motions in turbulence, to active particle motions like collective motion in a flock of birds or school of fish. When the time scales of the different particles are well separated, one usually considers a simple phenomenological description of the system e.g. Langevin description. On the other hand, if the time scales are comparable, then such phenomenology does not provide good descriptions and one needs to consider the full interacting many particle problem. In case of passive particles (this paper deals with only these kinds of particles), since the interaction among the particles is usually strongly repulsive at short distances and weakly attractive at large distances,
any substantial displacement of a particle creates a density modulation in the vicinity of it, which in turn affects the motion of the surrounding particles. As a result the effective motion of a single particle becomes quite different to its free motion and also becomes highly correlated with the motion of other particles. For example, a free single Brownian particle exhibits diffusive behaviour: its mean-square displacement grows linearly with time. However, the effective motion of the same Brownian particle in presence of other impenetrable diffusing particles changes: its ‘mobility’ is reduced. In two and three dimensions, this effect may be significant in high density situations. But in one dimension this effect is the strongest, as the particles can not overtake each other and the motion of a particle is hemmed in by the presence of other particles. This makes the transport anomalously slow. The effective motion of a Brownian particle in a pool of other hard-core Brownian particles in one dimension becomes sub-diffusive, i.e. the mean squared displacement grows as $\sim \sqrt{t}$ with time instead of increasing linearly as $t$. Such motion of non-overtaking particles in one dimension, or more realistically in narrow channels, is known as single-file diffusion, where one is usually interested in the motion of a tagged particle (TP) which undergoes the same dynamics as the host particles. The only difference is that it carries a mark.

Single file diffusion appears in various practical situations, for example, in ions passing through narrow pores in cell membrane [1], in transport in ionic conductors [3], in protein sliding along DNA sequences [2], and also in the motion of molecules inside a porous medium [4] or inside carbon nano-tubes [5]. Theoretical study of such restricted motion of particles was started long back by Harris [6] and Jepsen [7]. They showed that, the mean squared displacement (MSD) of a tagged particle grows diffusively when the individual particles evolve according to Hamiltonian dynamics, whereas for Brownian particles the MSD of a TP grows sub-diffusively as stated earlier. Since then there have been many theoretical analyses on single file diffusion which, in addition to the anomalous behaviour, also suggests that the typical fluctuation of the displacement of the TP becomes Gaussian at later times [6, 8–10]. Later, in 1998, this fact was established in a more detailed calculation of the probability distribution of the TP displacement in single file systems with hardcore Brownian particles, which is also valid at finite times. While there are many results available for hard-core inter-particle interaction, fewer theoretical results are available for more general interactions. These include: the simple exclusion process where the MSD and the fourth cumulant is known [11, 12], and the colloidal systems where the MSD is known in terms of isothermal compressibility [13].

Several experiments have recently been able to observe TP diffusion, for example, in passive micromechology in zeolites, transport of colloidal particles or charged spheres in narrow circular channels [14–20]. Such experimental evidence has re-generated a great interest in tagged particle diffusion. Consequently, many different results on mean position, the MSD and also the large deviation functions (LDF) associated to the probability distribution functions (PDF) of the displacement of the TP [11, 21–26], have very recently been reported for several systems with different multiparticle dynamics [10, 11, 13, 21–23]. Other studies include for example hard finite-size Brownian particles inside a finite box [23] or in heterogeneous systems [37–39], see [40] for a recent review.

In all these studies it was noted that the MSD, as well as the form of the LDF, depend on the choice of the initial configurations (IC) in the thermodynamic limit.
Until now, two types of initial states have mainly been studied which we call uniform quenched and uniform annealed ICs. In the uniform annealed case, the initial position of the particles is drawn randomly from a distribution with average uniform density $\rho_0$. On the other hand, in the uniform quenched case, initially particles are placed at a uniform separation $\rho_0^{-1}$, where $\rho_0$ is the density. In the context of the random average process, Rajesh and Majumdar have first shown that the $\sqrt{t}$ scaling of the MSD is same, but the pre-factors are different in the two settings [41]. Later a similar result was also obtained in the context of hard-core Brownian particles [22, 27]. In the last few years it has also been shown that the forms of the LDF associated to the distribution of the displacement of the TP are different in the above mentioned two cases: uniform quenched and uniform annealed ICs. For hard-core Brownian particles, these LDFs are derived using a hydrodynamic description called the macroscopic fluctuation theory [11, 12] as well as from the microscopic point of view using mapping to non-interacting Brownian particles [42]. Another microscopic derivation of the LDF considers general individual single particle propagators, but only for the uniform annealed ICs [25].

In this paper, we provide microscopic derivations of the full distribution of the TP displacement for arbitrary initial configurations and general propagators. This allows us to compute the distribution for arbitrary inhomogeneous initial density profiles in the thermodynamic limit. In particular, we provide explicit exact expressions of this distribution for the step initial configuration as well as for power law initial configurations (explained later), both in the quenched and the annealed case. In addition to providing alternate expressions of the distributions, we also show that our results are consistent with the existing results in the uniform/flat case. Especially, for power law ICs we show that not only the form of the LDF changes, but also the scaling with respect to time changes.

We consider $2N+1$ identical hard-core particles moving on the real line where each individual particle is described by a free propagator $g(y, t|x, 0)$. The quantity $g(y, t|x, 0)$ represents the transition probability that the particle reaches the position $y$ at time $t$, starting from $x$. Because of the hard-core interaction among the particles, they cannot cross each other and thus keep their initial order maintained. Hence the many particle propagator $G_{2N+1}(y, t|x, 0)$ representing the transition probability that the $2N+1$ particles, starting from positions $x = (x_{-N}, x_{-N+1}, ..., x_0, ..., x_{N-1}, x_N)$ with $x_i \leq x_{i+1}$ reach the positions $y = (y_{-N}, y_{-N+1}, ..., y_0, ..., y_{N-1}, y_N)$ with $y_i \leq y_{i+1}$ at time $t$, is given explicitly by [32]

$$G_{2N+1}(y, t|x, 0) = \sum_{\tau \in \mathcal{S}_{2N+1}} \prod_{k=-N}^{N} g(y_k, t|x_{\tau(k)}, 0),$$

where the sum is over the set $\mathcal{S}_{2N+1}$ of all possible permutations of $2N+1$ distinct elements. By definition the $(2N+1)$-particle propagator is normalised,

$$\int_{-\infty < y_{-N} \leq ... \leq y_N < \infty} G_{2N+1}(y, t|x, 0)dy = 1.$$ 

Initial positions of the particles are chosen within the ranges $-L_- \leq x_{-N} < x_{-N+1} < ... < x_0 < ... < x_{N-1} < x_N \leq L_+$ and in the computation, we will take the thermodynamic limit $N \rightarrow \infty$ and $L_\pm \rightarrow \infty$ keeping the density finite. These initial configurations (ICs) are usually chosen in the following two ways:
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• **Quenched:** The initial positions of the particles at \( t = 0 \) are exactly fixed. The superscript \( \mathcal{Q} \) will be used for this setup.

• **Annealed:** The initial positions of the particles are drawn randomly from a distribution. The superscript \( \mathcal{A} \) will be used for this setup.

Note that the final positions \( y \) can be anywhere on the infinite line. The multi-particle propagator (1) contains all the information about the system. Since at each collision between two identical and interacting hard-point particles one particle is acting as a reflecting hard wall for the other particle, one can effectively treat the whole interacting system as non-interacting by exchanging their identities \([7, 25, 42]\). Hence, in the non-interacting picture, one can think that the particles just pass through each other when they collide and each particle executes an independent motion which is described by the propagator in equation (8).

We are interested in the distribution \( P(y_0, t|\mathbf{x}) \) of the displacement made by the tagged particle (0th particle) in time \( t \) for given initial positions \( \mathbf{x} \) of all the particles. This is done by first performing the ordered \( \cdots < y_i < y_{i+1} < \cdots \) integrals over \( y_s \) except \( y_0 \) and then taking the thermodynamic limit for both, the quenched and annealed case.

The paper is organised as follows: In section 2 we derive an exact expression (6) of the TP propagator \( P(y_0, t|\mathbf{x}) \) for arbitrary initial positions of the other particles. Starting from this expression we, in the next section, take the thermodynamic limit for arbitrary initial density profiles in both the quenched and the annealed setup separately. We then focus on particular cases in sections 4 and 5 where we consider the step and the power-law ICs, respectively. In the step case, the initial densities are different on the right and left of the tagged particle whereas in the power law ICs the initial density are symmetric but inhomogeneous. In both cases, exact formulas are obtained for the full distribution of the tagged particle displacements, from which one can easily get the corresponding LDFs. This generalises the previously known results for the LDF in the uniform initial density profile case \([25, 26, 42]\). In particular for power-law initial density profiles, we show that the scaling of the cumulants with respect to time becomes different than the same in the uniform case. In section 7 we conclude the paper.

### 2. TP propagator for arbitrary initial positions of the particles

To derive the TP propagator \( P(y_0, t|\mathbf{x}) \) for arbitrary initial positions of the particles \((x_{-N}, x_{-N+1}, \ldots, x_{-1}, x_0, x_1, \ldots, x_{N-1}, x_N)\). We start with the multi-particle propagator in (1) and integrate over all the final positions except the TP final position:

\[
P(y_0, t|\mathbf{x}) = \int_{-\infty}^{y_{1-N}} dy_{-N} \int_{-\infty}^{y_{2-N}} dy_{1-N} \cdots \int_{-\infty}^{y_{0}} dy_{-1} \int_{y_0}^{y_{2}} dy_{1} \int_{y_0}^{y_{3}} dy_{2} \cdots \int_{y_0}^{\infty} dy_{N} \times \sum_{\sigma \in \mathcal{S}_{2N+1}} \prod_{k=-N}^{N} g(y_k, t|\mathbf{x}_{\sigma(k)}, 0),
\]

We first decompose the sum over permutations in \( \mathcal{S}_{2N+1} \) into two parts. In the first part we sum over the choices of unordered sets \( S^- = \{\sigma(-N), \ldots, \sigma(-1)\}, \{\sigma(0)\} \) and \( S^+ = \{\sigma(1), \ldots, \sigma(N)\} \) and in the second part, for each such choices we sum over the
permutations $\tau^{-}$ and $\tau^{+}$ of $N$ elements in sets $S^{-}$ and $S^{+}$, respectively. As a result we have

$$
P(y_{0}, t|x) = \sum_{S^{+},m,S^{-}} g(y_{0}, t|x_{m}, 0) \sum_{\tau \in \Phi_{N}} \int_{-\infty}^{y_{0}} dy_{-N} \int_{-\infty}^{y_{0}} dy_{1-N} \cdots \int_{-\infty}^{y_{0}} dy_{N-1} \prod_{k=N}^{-1} g(y_{k}, t|x_{S^{-}[\tau^{-}(k)]}, 0),
$$

\begin{equation}
\times \sum_{\tau^{+} \in \Phi_{N}} \int_{0}^{y_{0}} dy_{N} \prod_{k=1}^{N} g(y_{k}, t|x_{S^{+}[\tau^{+}(k)]}, 0). \tag{3}
\end{equation}

Clearly the sets $S^{-}, \{\sigma(0)\}$ and $S^{+}$ contain the starting positions of those particles that have arrived at positions $y_{k} < y_{0}$, $y_{0}$ and $y_{k} > y_{0}$, respectively, while the permutations $\tau^{+}$ and $\tau^{-}$ represent their precise order. Now using the following facts

$$
\begin{align*}
\sum_{\tau \in \Phi_{N}} \int_{-\infty}^{y_{0}} dy_{-N} \int_{-\infty}^{y_{0}} dy_{1-N} \cdots \int_{-\infty}^{y_{0}} dy_{N-1} & \prod_{k=1}^{N} g(y_{k}, t|x_{S^{-}[\tau^{-}(k)]}, 0) = \prod_{k=1}^{N} \int_{y_{0}}^{y_{0}} g(y_{k}, t|x_{S^{-}[\tau^{-}(k)]}, 0) dy_{k}, \\
\sum_{\tau^{+} \in \Phi_{N}} \int_{0}^{y_{0}} dy_{N} & \prod_{k=1}^{N} g(y_{k}, t|x_{S^{+}[\tau^{+}(k)]}, 0) = \prod_{k=1}^{N} \int_{y_{0}}^{y_{0}} g(y_{k}, t|x_{S^{+}[\tau^{+}(k)]}, 0) dy_{k},
\end{align*}
$$

in (3) and defining the functions $g_{+}(x, y, t) = \int_{y}^{\infty} dy' g(y', t|x, 0)$ and $g_{-}(x, y, t) = g_{-}(x, y, t) = \int_{-\infty}^{y} dy' g(y', t|x, 0)$, we have

$$
P(y_{0}, t|x) = \sum_{m=-N}^{N} g(y_{0}, t|x_{m}, 0) \prod_{k=N}^{-1} g_{-}(x_{S^{-}[k]}, y_{0}, t) \prod_{k=1}^{N} g_{+}(x_{S^{+}[k]}, y_{0}, t), \tag{5}
$$

where we are left with the sums over choices of the sets $\{S_{+}, x_{m}, S_{-}\}$. The above expression has the following interpretation in the non-interacting picture: the term $g(y_{0}, t|x_{m}, 0)$ is present due to the fact that, the particle with initial position $x_{m}$ (i.e. the initial $m$th particle) now has become the middle particle i.e. 0th particle at time $t$. Given this fact, among the rest of the $2N$ particles with initial positions $(x_{-N}, \ldots, x_{m-1}, x_{m+1}, \ldots, x_{N})$, we choose $N$ of them which go to the left of $y_{0}$ and the remaining $N$ go to the right of $y_{0}$ at time $t$. Thus both the sets $S_{+}$ and $S_{-}$ contains exactly $N$ elements and the sum over $\{S^{+}, S^{-}\}$ is exactly over these choices. Each of the terms of this sum looks like

$$
\prod_{k=-N, \neq m}^{N} g_{\epsilon_{k}}(x_{k}; y_{0}, t) \text{ with } \epsilon_{k} = \pm 1 \text{ and there are exactly } N \text{ terms whose } \epsilon \text{ values are } -1 \text{ and the remaining terms have } \epsilon = 1.
$$

Note that, $g_{1}(x_{k}; y_{0}, t)$ and $g_{-1}(x_{k}; y_{0}, t)$ represent the probability of finding the particle at positions greater than and less than $y_{0}$ at time $t$ given that it had started at position $x_{k}$. Introducing the delta function $\delta_{\sum_{k=-N, \neq m}^{N} \epsilon_{k}, 0}$ which ensures that there are exactly $N$ particles in each set, we can write [42],

\begin{equation}
P(y_{0}, t|x) = \sum_{m=-N}^{N} g(y_{0}, t|x_{m}, 0) \prod_{k=N}^{-1} \delta_{\sum_{k=-N, \neq m}^{N} \epsilon_{k}, 0} \prod_{k=-N, \neq m}^{N} g_{\epsilon_{k}}(x_{k}; y_{0}, t)
\end{equation}

\begin{equation}
= \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta \prod_{k=-N}^{N} (e^{i\theta} g_{+}(x_{k}; y_{0}, t) + e^{-i\theta} g_{-}(x_{k}; y_{0}, t)) \sum_{m=-N}^{N} \frac{g(y_{0}, t|x_{m}, 0)}{e^{i\theta} g_{+}(x_{m}; y_{0}, t) + e^{-i\theta} g_{-}(x_{m}; y_{0}, t)}.
\end{equation}

\begin{equation}
= \frac{\sin(\theta/2)}{4\pi i} \int_{-\pi}^{\pi} d\theta \prod_{k=-N}^{N} (e^{i\theta} g_{+}(x_{k}; y_{0}, t) + e^{-i\theta} g_{-}(x_{k}; y_{0}, t)), \tag{6}
\end{equation}

\begin{equation}
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\end{equation}
where we have used \( \delta_{n,0} = (1/2\pi) \int_{-\pi}^{\pi} e^{i n \theta} d\theta \). The last line of the above equation is our first result. Starting from this equation one can easily check that this distribution is normalised as follows: Integrating both sides of (6), we have

\[
\int_{-\infty}^{\infty} dy_0 \, P(y_0, t|x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta \, \frac{\sin \left((2N + 1)\frac{\theta}{2}\right)}{\sin \left(\frac{\theta}{2}\right)} = 1.
\]  

(7)

3. Thermodynamic limit

In the previous section we have obtained an explicit expression for the TP displacement distribution in (6) for given arbitrary initial positions of the \((2N + 1)\) particles. In this section we will take thermodynamic limit i.e. \(N \to \infty\) and \(L_{\pm} \to \infty\) limit of (6) for both the quenched and annealed case while keeping the densities finite. From now onwards we will consider the following general class of the propagators

\[
g(y, t|x, 0) = \frac{1}{\sigma_t} G \left( \frac{y - x}{\sigma_t} \right),
\]

(8)

with a characteristic time-dependent length scale \(\sigma_t\) (see [25, 26]) where \(\sigma_t\) is a monotonically increasing function of \(t\). In addition we assume \(G(u) \to G(-u)\). Normalisation \(\int_{y=-\infty}^{\infty} g(y, t|x, 0)dy = 1\) implies \(\int_{u=-\infty}^{\infty} G(u)du = 1\). One example of this form of propagators is the Brownian propagator with \(G(u) = \exp(-u^2/2)/\sqrt{2\pi}\) and \(\sigma_t = \sqrt{2t}\). Another example would be for Hamiltonian dynamics where initial velocities chosen independently from Gaussian distribution with zero mean and variance \(\bar{v}^2\). In this case one also has a Gaussian propagator with mean zero and variance \(\sigma_t = \bar{v}^2 t\).

Let us start with the quenched case.

3.1. Quenched case

In this case particles are started at positions \(x_k\) given by some well defined functions \(x_k = f_-(k, L_{-}, N)\) for \(k = -N, \ldots, -1\), \(x_k = f_+(k, L_{-}, N)\) for \(k = 1, \ldots, N\) and \(x_0 = 0\). For example, in step ICs, \(f_{\pm}(k, L_{\pm}, N) = k \frac{2L_{\pm}}{2N+1}\). Let us first look at the thermodynamic limit of the product term inside the \(\theta\) integral :

\[
\prod_{k=-N}^{N} \left( e^{\frac{i}{2} g_+(x_k; y_0, t)} + e^{-\frac{i}{2} g_-(x_k; y_0, t)} \right) = (1 - g_+(x_0; y_0, t)(1 - e^{i\theta}))^{1/2} \prod_{k=-N}^{N} \left( 1 - g_+(x_k; y_0, t)(1 - e^{i\theta}) \right) \times (1 - g_-(x_0; y_0, t)(1 - e^{-i\theta}))^{1/2} \prod_{k=1}^{N} \left( 1 - g_-(x_k; y_0, t)(1 - e^{-i\theta}) \right) 
\]

Taking the thermodynamic limit in the above equation we have

(9)
RHS = \exp \left[ \sum_{k=-\infty}^{-1} \log \left( 1 - g_{+}(x_k; y_0, t)(1 - e^{i\theta}) \right) + \frac{1}{2} \log \left( 1 - g_{+}(x_0; y_0, t)(1 - e^{i\theta}) \right) \right] \\
+ \frac{1}{2} \log \left( 1 - g_{-}(x_0; y_0, t)(1 - e^{-i\theta}) \right) + \sum_{k=1}^{\infty} \log \left( 1 - g_{-}(x_k; y_0, t)(1 - e^{-i\theta}) \right) \right] \\
= \exp \left[ \int_{0}^{\infty} dx \ g_{+}(x) \log \left( 1 - g_{+}(x; y_0, t)(1 - e^{i\theta}) \right) + \sum_{k=1}^{\infty} \log \left( 1 - g_{+}(x_k; y_0, t)(1 - e^{i\theta}) \right) \right]

where \( g_{+}(x) = \sum_{k=1}^{\infty} \delta(x - f_{+}(k, L_+, N)) + \delta(x)/2 \) and \( g_{-}(x) = \sum_{k=-\infty}^{-1} \delta(x - f_{-}(k, L_-, N)) + \delta(x)/2 \). The scaling form of \( g(y, t|x, 0) \) in (8), implies that \( g_{\pm}(x; y, t) \) also has the following form \( g_{\pm}(x; y, t) = G_{\pm} \left( \frac{y - x}{\sigma_t} \right) \), where \( G_{+}(X) = \int_{X}^{\infty} G(Z) dZ \) and \( G_{-}(X) = \int_{-\infty}^{X} G(Z) dZ \). Using these scaling functions in (6) and performing some manipulations we obtain

\( P_{\theta}^{Q}(y_0, t) = \frac{d}{dy_0} \left[ -\frac{1}{4\pi i} \int_{-\pi}^{\pi} \frac{d\theta}{\sin \left( \frac{\theta}{2} \right)} \exp \left( \sigma_t \ M_{t}^{Q} \left( \frac{y_0}{\sigma_t}, \theta \right) \right) \right] \), up to \( \mathcal{O}(\sigma_t^{-1}) \), where,

\[
M_{t}^{Q}(Y, \theta) = \int_{-\infty}^{\infty} dZ \left[ \Theta(-Z) g_{-}(\sigma_t Z) \log \left( 1 + (e^{i\theta} - 1)G_{+}(Y - Z) \right) \right]
\]

with \( \Theta(Z) \) as the Heaviside theta function. Note that the quantity within brackets in (10) is the cumulative distribution of \( y_0 \). One can easily check that this distribution is normalised as follows. Integrating both sides of (10), we have

\[
\int_{-\infty}^{\infty} dy_0 \ P_{\theta}^{Q}(y_0, t) = -\frac{1}{4\pi i} \int_{-\pi}^{\pi} \frac{d\theta}{\sin \left( \frac{\theta}{2} \right)} \left[ \exp \left( \sigma_t \ M_{t}^{Q} \left( \frac{y_0}{\sigma_t}, \theta \right) \right) \right]_{y_0 \to -\infty} - \exp \left( \sigma_t \ M_{t}^{Q} \left( \frac{y_0}{\sigma_t}, \theta \right) \right)_{y_0 \to \infty}.
\]

Using the definitions of \( G_{\pm}(Z) \) given before (11), one can easily see that \( \sigma_t M_{t,\theta}^{Q} (y_0/\sigma_t, \theta) \to \pm i\theta N \). As a result we have

\[
\int_{-\infty}^{\infty} dy_0 \ P_{\theta}^{Q}(y_0, t) = -\frac{1}{4\pi i} \int_{-\pi}^{\pi} \frac{d\theta}{\sin \left( \frac{\theta}{2} \right)} \left[ \exp(-i\theta N) - \exp(i\theta N) \right]_{N \to -\infty} \]

\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta \left( \frac{\sin(N\theta)}{\sin(\theta/2)} \right)_{N \to -\infty} = \frac{1}{\pi} \int_{-\infty}^{\infty} d\psi \frac{\sin(\psi)}{\psi} = 1.
\]

The calculation presented here gives an exact expression of the full probability distribution of the TP displacement for arbitrary initial density profiles in the quenched setting.

To get the expressions for the uniform annealed case, one has to use \( g_{\pm}(x) = \rho \) in (10) and (11). As a result, the expression of the probability distribution \( P_{\rho}^{\text{Uni},Q}(y_0, t) \) becomes simpler and after further simplification reads as

\[
P_{\rho}^{\text{Uni},Q}(y_0, t) = \rho \frac{\theta}{2\pi} \int_{\theta = -\pi}^{\pi} d\theta \frac{\theta}{2\sin \left( \frac{\theta}{2} \right)} e^{\sigma_t M_{t,\theta}^{\text{Uni},Q}(Y, \theta)}
\]
where $\mathcal{M}_{\rho}^{\text{Uni}, Q}(Y, \theta)$ given in (11). Many results have been obtained for this case using various methods [12, 42]. One can show that our results indeed reduce to those previously known results as follows. Let us start with the exponential term inside the $\theta$ integral in (10). As shown in appendix A, we have

$$
\rho^{-1} \mathcal{M}_{\rho}^{\text{Uni}, Q}(Y, \theta) = -i\theta Y + \frac{1}{2} \int_{U=-\infty}^{\infty} \log \left[ 1 + \sin \left( \frac{\theta}{2} \right)^2 (2G_+(U) - 1)^2 - 1 \right] dU \\
+ i \int_{U=-\infty}^{\infty} \arctan \left[ \tan \left( \frac{\theta}{2} \right) (2G_+(U) - 1) \right] dU
$$

Since $G(U)$ is an even function, the last integral vanishes by symmetry. This gives the very simple result

$$
\mathcal{M}_{\rho}^{Q}(Y, \theta) = \frac{\rho}{2} \int_{U=-\infty}^{\infty} \log \left( 1 + 4 \sin^2 \left( \frac{\theta}{2} \right) G_+(U) G_-(-U) \right) dU - i\rho \theta Y,
$$

(14)

where we see that the real part is completely independent of $Y$, while the imaginary part does not depend on the process considered and has a very simple form. The result is the same as the one obtained in [12, 42], which is expressed as a function of $B = i \theta$. From equation (14) the large deviation function can be obtained in an implicit form : $F_{\rho}^{\text{Uni}, Q}(Y) = \min_\theta [\mathcal{M}_{\rho}^{\text{Uni}, Q}(Y, \theta)]$

3.2. Annealed case

In the annealed case, one chooses the initial positions of the $(2N+1)$ particles randomly from a distribution. In this paper we first put the tagged particle at the origin i.e. $x_0 = 0$. Next we randomly draw the positions of $N$ particles between $-L_-$ and 0 on the left of TP (0th particle) and the positions of the remaining $N$ particles are drawn between 0 and $L_+$ on the right of TP such that the average initial density becomes $\varrho_-(x)$ and $\varrho_+(x)$ on left and right side respectively. In fact this is obtained by placing $N$ particles randomly on the negative half-axis with probability density $\varrho_-(x)/N$ and placing the remaining $N$ particles are placed on the positive half-axis with probability density $\varrho_+(x)/N$. After choosing $N$ positions, we label them according to their order on both sides.

For example, on the right side the particles labelled as $k = 1, \ldots, N$ have positions $0 < x_k < x_{k+1} < \cdots < L_+$. Similarly on left side we label the particles as $-1, \ldots, -N$.

For each realisation of the initial positions $x = (x_{-N}, \ldots, x_{-1}, 0, x_1, \ldots, x_N)$, we have the propagator $P(y_0, t|x)$. Averaging over initial positions, the probability of the TP displacement can be expressed as (see appendix B)

$$
P^A_{\rho}(y_0, t) = \frac{d}{dy_0} \left[ \frac{1}{2} - \frac{1}{4\pi i} \int_{-\pi}^{\pi} d\theta \left( \frac{\cos(\theta/2)}{\sin(\theta/2)} + i(g_+(0; y_0, t) - g_-(0; y_0, t)) \right) \right. \\
\times \left( \int_{-L_-}^{0} dx \frac{\varrho_-(x)}{N} (e^{i\frac{\theta}{2}} g_+(x; y_0, t) + e^{-i\frac{\theta}{2}} g_-(-x; y_0, t)) \right)^N \\
\times \left( \int_{0}^{L_+} dx \frac{\varrho_+(x)}{N} (e^{i\frac{\theta}{2}} g_+(x; y_0, t) + e^{-i\frac{\theta}{2}} g_-(x; y_0, t)) \right)^N \right].
$$
Taking the $N \to \infty$ and $L_\pm \to \infty$ limit while keeping the density finite, one has

\[
P^A_e(y, t) = \frac{d}{dy_0} \left[ -\frac{1}{4\pi i} \int_{-\pi}^{\pi} d\theta \left( \frac{\cos (\theta/2)}{\sin (\theta/2)} + i(g_+(0; y_0, t) - g_-(0; y_0, t)) \right) \right.
\]
\[
\times \exp \left( \sigma t \mathcal{M}_e^A \left( \frac{y_0}{\sigma t}, \theta \right) \right) \right], \quad \text{up to } \mathcal{O}(\sigma t^{-1}),
\]

(15)

where, \( \mathcal{M}_e^A(Y, \theta) = (e^{i\theta} - 1) \int_{-\infty}^{0} dZ G_+(Y - Z) \varrho_-(\sigma t Z) + (e^{-i\theta} - 1) \int_{0}^{\infty} dZ G_-(Y - Z) \varrho_+(\sigma t Z). \)

(16)

These two equations together provide the distribution of the TP displacements in annealed setup with arbitrary initial average density. To check the normalisation we follow the same route as in the quenched case in the previous section. Integrating both sides of (15) with respect to \( y_0 \) and performing some manipulations, we have

\[
\int_{-\infty}^{\infty} dy_0 P^A_e(y_0, t) = \frac{e^{-N}}{2\pi} \int_{-\pi}^{\pi} d\theta \left[ 1 - i \frac{\cos (\theta/2)}{\sin (\theta/2)} \right] \exp \left( Ne^{i\theta} \right) = \frac{e^{-N}}{\pi i} \oint dz \frac{e^{Nz}}{z - 1} = 1
\]

(17)

where we have used the definitions of \( G_{\pm}(Z) \) given before (11) and \( \int_{0}^{\infty} dx \varrho_+(x) = \int_{-\infty}^{0} dx \varrho_-(x) = N \). In the last part of (17) we used the transformation \( z = e^{i\theta} \). As a result, the integral over \( \theta \) in (17) gets converted to an integral on the complex plane along an unit circle (centred around the origin) counterclockwise. This integral on the complex plane can easily be performed using the contour integral technique to find the value one.

Furthermore, one can perform the \( \theta \) integral in (15) using modified Bessel functions \( I_n(q) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta e^{q \cos \theta} e^{\pm i n \theta} \) as follows: Let us define \( A(y_0, t) \) and \( B(y_0, t) \) as

\[
A(y_0, t) = \sigma t \int_{-\infty}^{0} dZ G_+(Y - Z) \varrho_-(\sigma t Z), \quad B(y_0, t) = \sigma t \int_{0}^{\infty} dZ G_-(Y - Z) \varrho_+(\sigma t Z),
\]

(18)

such that \( \sigma t \mathcal{M}_e^A(Y, \theta) = (\cos \theta - 1)(A + B) + i \sin \theta (A - B) \). In the second term [proportional to \( (g_+ - g_-) \)] in (15), we can use the identity

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} e^{(A + B) \cos \theta + i(A - B) \sin \theta} d\theta = I_0(2\sqrt{AB}).
\]

Now to simplify the term proportional to \( \frac{\cos(\theta/2)}{\sin(\theta/2)} \) one can first take the \( y_0 \) derivative, which produces \( (\cos \theta - 1) \) and \( \sin \theta \) factors. These can be simplified further and eventually be expressed as derivatives of \( \exp[\sigma t \mathcal{M}_e^A(Y, \theta)] = \exp[(\cos \theta - 1)(A + B) + i \sin \theta (A - B)] \) with respect to \( A \) and \( B \), which can again be expressed as a function of \( I_0 \). After some simplifications, we finally find

\[
P^A_e(y_0, t) = \frac{e^{-A - B}}{\sigma t} \left[ G + \sigma t (G_+B' - G_-A') \right] I_0(2\sqrt{AB}) + \sigma t \left( G_+ \sqrt{\frac{A}{B}} B' - G_- \sqrt{\frac{B}{A}} A' \right) I_1(2\sqrt{AB}).
\]

(19)
where the $A$, $B$ functions are evaluated at $(y_0,t)$ and the $G$, $G_\pm$ functions at $\frac{y_0}{\sigma}$. The derivatives of $A$ and $B$ with respect to $y_0$ are denoted by $A'$ and $B'$, respectively and $I_n(q) = \frac{dI_n(q)}{dq}$. The expression in (19) provides an exact and explicit expression for the distribution of the displacement made by the TP in the annealed case for arbitrary initial average density. As long as the initial density profile is such that $2\sqrt{AB} \rightarrow \infty$ for large times, one can use the asymptotic form $I_n(q) \sim \frac{e^{-q^2}}{\sqrt{\pi q}}(1 + \mathcal{O}(q^{-1}))$ for large $q$. Hence, for large times in the annealed case the large deviation function is essentially given by

$$\log P^A_{y_0}(y_0,t) \simeq -\left[\sqrt{A(y_0,t)} - \sqrt{B(y_0,t)}\right]^2,$$

where the functions $A(y_0,t)$ and $B(y_0,t)$ are given in (18).

For the uniform annealed case where the average densities are $\rho_\pm(x) = \rho$, the large deviation function associated to this probability density function for Brownian particles has been obtained earlier using macroscopic fluctuation theory [12, 42]. For general propagators of the form (8), the full probability distribution has also been derived in [25, 26] for this case. One can easily check that our expression for $P^A_{y_0}(y_0,t)$ in (19) for arbitrary initial average density, reduces to these previous results for uniform annealed case. To do that, one should use the following simplified expressions: $A(y_0,t) = \sigma_1 \rho (Q(Y) - \frac{Y}{2})$, $B(y_0,t) = \sigma_1 \rho (Q(Y) + \frac{Y}{2})$ with $Q(Y)$ as in [25, 26],

$$Q(Y) = Y \int_{Z=0}^{Y} G(Z)dZ + \int_{Z=Y}^{\infty} ZG(Z)dZ,$$

and $\frac{dA}{dy_0} = -\rho G_+(y_0/\sigma_1)$ and $\frac{dB}{dy_0} = \rho G_-(y_0/\sigma_1)$ for $\rho_\pm(x) = \rho$.

4. Step initial condition

Here we consider the step initial condition, where the starting densities are constant, but different on the right and left of the tagged particle. We fix the initial position of the TP at $x_0 = 0$ and impose two different densities on each side in both the quenched and annealed case. Even though the single-particle propagator $G(U)$ is symmetric in space, the density difference, as we will see, induces a drift of the TP. We are interested in computing this drift as well as the distribution of TP displacement $y_0$. Let us again start with the quenched case.

4.1. Quenched case

The initial positions of the particles, in this case are $x_k = k\frac{2L}{2N+1}$ for $k = -N, \ldots, -1$, $x_k = k\frac{2L}{2N+1}$ for $k = 1, \ldots, N$ and $x_0 = 0$. We are interested in the $N \rightarrow \infty$ and $L \rightarrow \infty$ limit of (6) while keeping $\rho_- = \frac{N}{L}$ and $\rho_+ = \frac{N}{L}$ fixed. As a result the density profile is $\varrho(x) = \rho_+ \Theta(x) + \rho_- \Theta(-x)$. Using this density in (10) and (11) we have
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\[ P_{\rho-\rho+}^{\text{Step,Q}}(\sigma_t Y, t) = \frac{d}{dy_0} \left[ \frac{-1}{4\pi i} \int_{\theta=-\pi}^{\pi} \frac{d\theta}{\sin \left( \frac{\theta}{2} \right)} \exp \left( \sigma_t \mathcal{M}_{\rho-\rho+}^{\text{Step,Q}} \left( \frac{y_0}{\sigma_t}, \theta \right) \right) \right], \]  

where, 

\[ \mathcal{M}_{\rho-\rho+}^{\text{Step,Q}}(Y, \theta) = \rho_- \int_{Z=-\infty}^{0} \log \left( 1 + (e^{i\theta} - 1)G_+(Y - Z) \right) dZ + \rho_+ \int_{Z=0}^{\infty} \log \left( 1 + (e^{-i\theta} - 1)G_-(Y - Z) \right) dZ. \]

From these expressions one can easily compute the large deviation function through Legendre transform. For large times, the \( \theta \) integral could in principle be carried out by saddle-point approximation, however, the solution can be written only in an implicit way which is neither simple nor illuminating. However, it is evident from (23) that the LDF for this case matches with the same as obtained in [11, 12]. For smaller times the integrals in (22) can be evaluated numerically. In figure 1 we compare the numerical evaluation of the theoretical expression of \( P_{\rho-\rho+}^{\text{Step,Q}}(\sigma_t Y, t) \) for Brownian particles with the same obtained by simulating the microscopic dynamics for two times \( t = 10 \) and \( t = 40 \). In both cases, we observe nice agreements even for quite small values of the probabilities (of the order of \( \sim 10^{-6} \) for \( t = 10 \) and \( \sim 10^{-8} \) for \( t = 40 \)).

### 4.2. Annealed case

In this case, keeping \( x_0 = 0 \), we draw the positions of \( N \) particles \(-N, \ldots, -1\) uniformly between \(-L_-, 0\) and \(0\) and the positions of \( N \) other particles \(1, \ldots, N\) between \(0\) and \(L_+\) in such a way that the average density, on the left becomes \( \rho_- \) and on the right becomes \( \rho_+ \). This implies \( \varrho_+(x) = \rho_+ \), inserting which in (18) we obtain \( A(y_0, t) = \sigma_t \rho_- (Q(Y) - \frac{Y}{2}) \), \( B(y_0, t) = \sigma_t \rho_+ (Q(Y) + \frac{Y}{2}) \), \( A'(y_0, t) = -\rho_- G_+(Y) \) and \( B'(y_0, t) = \rho_+ G_-(Y) \). Using these expressions in (19) yields

\[ P_{\rho-\rho+}^{\text{Step,A}}(y_0, t) = \frac{e^{-\sigma_t (\rho_+(\rho_+ + \rho_-)Q_+ + \rho_-^2) - \rho_-(\rho_+ + \rho_-)G_+G_-}}{\sigma_t} \left[ (G + \sigma_t (\rho_+ + \rho_-)G_+G_-) I_0 \left( \sigma_t \sqrt{\rho_+ \rho_-} \sqrt{4Q^2 - Y^2} \right) \right. \]

\[ + \sigma_t \left. \rho_+ G_-^2 \sqrt{\frac{2Q - Y}{2Q + Y}} + \rho_- G_+^2 \sqrt{\frac{2Q + Y}{2Q - Y}} \right] I_1 \left( \sigma_t \sqrt{\rho_+ \rho_-} \sqrt{4Q^2 - Y^2} \right). \]

For Brownian particles, the distribution (24) is compared to simulations for two different times \( (t = 10 \) and \( t = 40 \)) in figure 2. Like in the quenched case, the agreement is very good even for very small probabilities.

In the very large time limit, one can get a slightly simpler expression for \( P_{\rho-\rho+}^{\text{Step,A}}(y_0, t) \) with \( \varrho_+(x) = \rho_+ \), by performing the \( \theta \) integral in (15) using the saddle point method. We look for a saddle point \( \theta^* \) such that \( \partial_{\theta} \mathcal{M}_{\rho-\rho+}^A(\theta^*) = 0 \). This gives

\[ e^{2\theta^*} = \frac{\rho_+ (Q(Y) + \frac{Y}{2})}{\rho_- (Q(Y) - \frac{Y}{2})}, \]

using which we, after some simplifications, get
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Step,\ \rho^{-},\rho^{+}(y_0, t) = \left( \rho^{-} + \rho^{+} \right) G^{+} G^{-} \sqrt{4Q^2 - Y^2} + \rho^{+} G^{2}_{+}(2Q - Y) + \rho^{-} G^{2}_{-}(2Q + Y) \\
G(X) = \frac{\exp(-X^2/2)}{\sqrt{2\pi}}.

\begin{equation}
F_{\rho^{-},\rho^{+}}^{\text{Step,}\ A}(y_0, t) = \frac{(\rho^{+} + \rho^{-})G^{+} G^{-} \sqrt{4Q^2 - Y^2} + \rho^{+} G^{2}_{+}(2Q - Y) + \rho^{-} G^{2}_{-}(2Q + Y)}{\sqrt{2\pi} \sigma_t (\rho^{+} + \rho^{-})^{1/4}(4Q^2 - Y^2)^{3/4}} \\
\times e^{-\sigma_t F_{\rho^{-},\rho^{+}}^{\text{Step,}\ A}(Y)} \quad \text{where,}
\end{equation}

\begin{equation}
F_{\rho^{-},\rho^{+}}^{\text{Step,}\ A}(Y) = -M_{\rho^{-},\rho^{+}}^{A}(Y, \theta^*) = \left( \sqrt{\rho^{+} \left( \frac{Q + Y}{2} \right)} - \sqrt{\rho^{-} \left( \frac{Q - Y}{2} \right)} \right)^2.
\end{equation}

The same result can be obtained by using the known large-argument behaviour of the Bessel functions.

5. Power law initial condition

We consider an initial density profile different from the uniform and step cases. For both the quenched and annealed settings, we consider here that the density of particles decreases as a power of the distance measured from the position of the initial middle particle or the TP. Interestingly in this case, as we will see, the scaling with respect to time is different from \( \sigma_t \) but depends continuously on this power.

5.1. Quenched case

In the quenched case, power law initial density profiles can be obtained by placing the particle on both sides of the middle particle symmetrically but inhomogeneously. In particular we start with the following configuration \( x_k = \text{Asign}(k)|k|^\alpha, \alpha > 0 \) of the
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\[ \rho(x) = \frac{2}{A(|k+1| - |k-1|)} \approx \frac{1}{A\alpha} |k|^{1-\alpha} = \frac{1}{A\alpha} \sigma_t^{\frac{1}{\alpha}-1} |Z|^\frac{1}{\alpha}-1, \text{ where, } Z = \frac{|x|}{\sigma_t}. \]

Using this form of \( \rho(Z) \) in (10) and (11) we get

\[ P^{\rho,L,Q}(y_0,t) = \frac{d}{dy_0} \left[ -\frac{1}{4\pi^3} \int_\pi^0 \frac{d\theta}{\sin \left( \frac{\theta}{2} \right)} \exp \left( \sigma_t^{1/\alpha} \mathcal{M}^{PL,Q}_\theta \left( \frac{y_0}{\sigma_t}, \theta \right) \right) \right], \text{ up to } O(\sigma_t^{-1}), \text{ where,} \]

\[ \mathcal{M}^{PL,Q}_\theta(Y, \theta) = \frac{1}{A^{\frac{1}{\alpha}}} \int_0^\infty dZ \frac{1}{Z^{\frac{1}{\alpha}-1}} \left[ \log \left( 1 + (e^{i\theta} - 1)G_+(Y + Z) \right) + \log \left( 1 + (e^{-i\theta} - 1)G_-(Y - Z) \right) \right]. \]

This exact expression of the distribution of the displacement of the tagged particle for the power law initial densities is compared with numerical simulation in figure 3(a). From this distribution one can obtain the scaling of various moments with respect to time (through \( \sigma_t \)) as follows. Assuming that the \( \theta \) integral may be performed by the saddle-point method, up to subexponential factors we have \( P^{\rho}_e(y,t) \sim \exp[\sigma_t^{\frac{1}{\alpha}} \mathcal{M}^{PL,Q}_\theta(y/\sigma_t, \theta^*)] \) for some saddle point \( \theta^* \). The cumulants of \( y \) are given by the generating function

\[ \log \langle e^{\lambda y} \rangle \sim \log \left( \int dy \exp \left[ \lambda y + \sigma_t^{\frac{1}{\alpha}} \mathcal{M}^{PL,Q}_\theta(Y, \theta^*) \right] \right) = \log \left( \int dy \exp \left[ \sigma_t^{\frac{1}{\alpha}} \left( \lambda Y + \mathcal{M}^{PL,Q}_\theta(Y, \theta^*) \right) \right] \right) = \sigma_t^{\frac{1}{\alpha}} \mu(\lambda), \]

Figure 2. Tagged particle position probability in the annealed case with a step initial condition for densities \( \rho_- = 2 \) and \( \rho_+ = 1 \) for two different times \( t = 10 \) (left) and \( t = 40 \) (right). For each figure the main plot is in linear scale while the vertical scale in the inset is logarithmic. The particles are Brownian: \( \sigma_t = \sqrt{2t} \), \( G(X) = \frac{\exp(-X^2/2)}{\sqrt{2\pi}} \).
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\[ \tilde{\lambda} = \sigma t^{1 - \frac{1}{\alpha}}. \]

In the last equality \( \mu \) is the cumulant generating function, which is also the Legendre transform of \( M_{PL}^{P} A(\theta, Y) \). The cumulants \( \kappa_n \) are obtained by taking derivatives of \( \mu \),

\[ \kappa_n \propto \sigma t^{n - \frac{n}{\alpha}}. \]

For larger and larger \( \alpha \) one gets closer and closer to the free particle, as the surroundings are less and less crowded, while for small \( \alpha \) the cumulants are very small. The uniform case \( \alpha = 1 \) is intermediate. The prediction on the scaling with respect to \( t \) is verified in figure 3(b) where we plot the variance of the displacement of a Brownian TP (moving inside the pool of other hardcore Brownian particles) for power law quenched initial position configurations with \( \alpha = 2 \) from simulation. We observe that the variance grows as \( \sim t^{3/4} \) as expected because \( \sigma t = \sqrt{2t} \) for Brownian propagators.

5.2. Annealed case

In the annealed case the analysis is similar to the step annealed case. From the expression for the density in (28), it is clear that \( A(y_0, t) \) and \( B(y_0, t) \) are proportional to \( \sigma_t^{1/\alpha} \). Hence the large deviation function also has the same scaling \( \log P_{PL}^{P} A(y_0, t) \sim -\sigma_t^{1/\alpha} \mathcal{F}_{PL}^{P} A(Y) \) with respect to \( \sigma_t \). Inserting (28) in (20), we get the following explicit form of the large deviation function

\[ \mathcal{F}_{PL}^{P} A(Y) = \frac{1}{A^{1/\alpha}} \left[ \int_{Z=-\infty}^{0} dZ |Z|^{1/\alpha - 1} G_+ (Y - Z) - \int_{Z=0}^{\infty} dZ |Z|^{1/\alpha - 1} G_- (Y - Z) \right]^2. \]

Since the scaling of the large deviation function is the same as in the quenched case, we therefore expect the cumulants to have the same scaling as well, \( \kappa_n \propto \sigma_t^{n - \frac{2}{\alpha}}. \)

Figure 3. (a) the tagged particle position probability at time \( t = 40 \) for quadratic starting positions \( \alpha = 2, A = 1 \) and Brownian particles \( \sigma_t = \sqrt{2t} \). (b) Log-log plot of the variance \( \kappa_2 \) of the tagged particle position as a function of time and the theoretical straight line has a slope \( 3/4 \).
6. Exact joint distribution of displacements of two tagged particles

Until now we have looked at the position distribution of a single tagged particle in a single file motion. In this section we derive the joint distribution of the positions of two tagged particles. More precisely, we provide an explicit exact expression of the joint propagator $P_2(y_0, y_\ell, t|x, 0)$ of the positions $y_0$ and $y_\ell$ of, respectively, the initial 0th and the $\ell$th particles, given the initial positions of all the particles $-\infty < x_{-N} \leq x_{-N+1} \leq \ldots \leq x_0 \leq \ldots \leq x_{N-1} \leq x_N < \infty$. The procedure for the single TP as done in sec. 2, can be easily extended for two TP case as follows: Since the particles are identical and hard-core interacting, one can use the non-interacting mapping [42]. In this equivalent non-interacting picture, starting from the initial positions $x = (x_{-N}, x_{-N+1}, \ldots, x_0, \ldots, x_{N-1}, x_N)$, any two particle say $n$th and $m$th particle reach $y_0$ and $y_\ell$ and rest of the $2N-1$ particles go in one of the following three regions: (I) $(-\infty, y_0)$, (II) $(y_0, y_\ell)$ and (III) $(y_\ell, \infty)$ in such a way that the number of particles in regions (I), (II) and (III) are, respectively, $N$, $\ell-1$ and $N-\ell$. Here, without any loss of generality, we have assumed $\ell > 0$. As a result the particle at $y_0$ and $y_\ell$ becomes, respectively, the 0th and $\ell$th particle at time $t$. Hence the propagator can be written as:

$$
P_2(y_0, y_\ell, t|x) = \sum_{m=-N}^{N} \sum_{n=-N}^{N} \sum_{\substack{\epsilon_n=\pm 1 \quad \epsilon_{-n}=\mp 1}} g(y_0, t|x_m, 0) g(y_\ell, t|x_n, 0) \sum_{\epsilon_{-\ell}=(1,0,1)} \sum_{\epsilon_{-N+1}=(1,0,1)} \sum_{\epsilon_{N-1}=(1,0,1)} \sum_{\epsilon_N=(1,0,1)} \delta(N-k-M) \times \delta(\epsilon_1, \epsilon_2) \times \delta(\epsilon_{2N-\ell}) \prod_{k=-N}^{N} \prod_{k_{\neq m}, k_{\neq n}} g_{\epsilon_k}(y_0, y_\ell, x_k, t), $$

(34)

Replacing the Kronecker deltas by their integral representations and performing some manipulations (See appendix C) we get the following exact expression for $y_\ell \geq y_0$:

$$
P_2(y_0, y_\ell, t|x) = \frac{\partial^2}{\partial y_0 \partial y_\ell} \left[ \frac{1}{16\pi^2} \int_{-\pi}^{\pi} d\phi \int_{-\pi}^{\pi} d\phi' \frac{e^{i(\phi-\phi')/2}}{\sin[(\phi-\phi)/2] \sin[(\phi+\phi)/2]} D_N(y_0, y_\ell, \theta, \phi, t|x) \right], $$

(35)

$$
D_N(y_0, y_\ell, \theta, \phi, t|x) = \prod_{k=-N}^{N} \left( e^{-i(\phi-\phi')} g_1(y_0, y_\ell, x_k, t) + g_0(y_0, y_\ell, x_k, t) + e^{-i(\phi+\phi')} g_{-1}(y_0, y_\ell, x_k, t) \right). $$

This is our fourth main result. This expression provides the exact joint propagator of 0th and $\ell$th ($\ell > 0$) tagged particles whose normalisation properties can be easily checked using the identity
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similar to what is done in sec. 2. The $l < 0$ case can be obtained analogously. From (35) one can easily obtain the thermodynamic limit as well as the large deviation functions similar to the single TP case in sec. 3.

7. Conclusion

In this work we have presented very general calculations of the propagator of a tagged particle in single-file system for arbitrary initial position configurations. This leads us to widely applicable exact expressions for the propagator in the thermodynamic limit for a particular class of single particle propagators with arbitrary initial density profiles both in the quenched and the annealed settings. In the quenched case the propagator is expressed in terms of an finite integral over $\theta$, while in the annealed systems it can be expressed as a very simple combination of Bessel functions. In particular we have found that, in the annealed case the large deviation function for arbitrary initial density profile is a simple generalisation of the one obtained for flat/uniform initial density profile [12, 25, 42], whereas in the quenched case it is expressed implicitly. We particularly have focused on the step and the power law initial density profiles. We have shown that an average drift is generated in the step case, and in the power-law case the scaling with respect to time changes from what one observes in the flat case.

The procedure presented here is simpler than earlier hydrodynamic and microscopic methods [11, 12, 25, 26, 42]. This method relies on the following three important facts: (i) all the particles are identical, (ii) it is possible to describe the system on the single particle level through some well defined propagator and (iii) the inter-particle interactions are hardcore repulsive so that one can use the mapping to non-interacting particles. Moreover our method can be easily generalised to the case of multiple tagged particles as shown in sec. 6 for two tagged particles. We also claim that it can be extended to compute joint unequal time distributions as well as various multi-point correlations and cumulants exactly.

There are several other directions in which our work can be extended. For example, how to compute the TP displacement distribution in cases where there is no single-particle description, e.g. in random average process [43, 44]? It would also be interesting to compute this distribution in situations where inter-particle interactions are more complicated than hardcore repulsion, for example, symmetric simple exclusion process. A more ambitious challenge would be to obtain such exact results in the presence of a locally driven tracer.
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Appendix A. Simplification of $M_P^{\text{Uni}, Q}(Y, \theta)$ in (13)

\[
\rho^{-1} M_P^{\text{Uni}, Q}(Y, \theta) = \int_{U=-\infty}^{\infty} \log (1 + (e^{i\theta} - 1)G_+(U)) \, dU + \int_{U=-\infty}^{Y} \log (1 + (e^{-i\theta} - 1)G_-(U)) \, dU
\]

\[
= \int_{U=-\infty}^{\infty} \log \left[ e^{i\theta} \left( e^{-i\theta} + 2i \sin \left( \frac{\theta}{2} \right) G_+(U) \right) \right] \, dU
\]

\[
+ \int_{U=-\infty}^{\infty} \log \left[ e^{i\theta} \left( e^{-i\theta} + 2i \sin \left( \frac{\theta}{2} \right) G_+(U) \right) \right] \, dU
\]

\[
= -i\theta Y + \int_{U=-\infty}^{\infty} \log \left[ 1 + \sin \left( \frac{\theta}{2} \right)^2 ((2G_+(U) - 1)^2 - 1) \right] \, dU
\]

\[
+ i \int_{U=-\infty}^{\infty} \arctan \left[ \tan \left( \frac{\theta}{2} \right) (2G_+(U) - 1) \right] \, dU
\]

(App. 1)

Appendix B. Averaging over the initial conditions and thermodynamic limit in the uniform annealed case

\[
P^A_y(y_0, t) = N! \int_{-L}^{L} dx_1 \frac{\theta^1(x_1)}{N} \int_{-L}^{x_1} dx_2 \frac{\theta^2(x_2)}{N} \ldots \int_{-L}^{x_{N-1}} dx_{N} \frac{\theta^N(x_N)}{N} \]

\[
\times \int_{0}^{L} dx_1 \frac{\theta^1(x_1)}{N} \int_{0}^{L} dx_2 \frac{\theta^2(x_2)}{N} \ldots \int_{0}^{L} dx_{N} \frac{\theta^N(x_N)}{N} P(y_0, t | x),
\]

\[
= \frac{d}{dy_0} \left[ -\frac{1}{4\pi i} \int_{-\pi}^{\pi} d\theta \frac{1}{\sin (\theta/2)} \left( \int_{-L}^{0} dx \frac{\theta(x)}{N} (e^{i\theta}g_+(x; y_0, t) + e^{-i\theta}g_-(x; y_0, t)) \right)^N \right.
\]

\[
\times (e^{i\theta}g_+(0; y_0, t) + e^{-i\theta}g_-(0; y_0, t)) \times \left( \int_{0}^{L} dx \frac{\theta(x)}{N} (e^{i\theta}g_+(x; y_0, t) + e^{-i\theta}g_-(x; y_0, t)) \right)^N + \frac{1}{2}
\]

\[
= \frac{d}{dy_0} \left[ \frac{1}{2} - \frac{1}{4\pi i} \int_{-\pi}^{\pi} d\theta \left( \cos (\theta/2) + i(g_+(0; y_0, t) - g_-(0; y_0, t)) \right) \right.
\]

\[
\times \left( \int_{-L}^{0} dx \frac{\theta(x)}{N} (e^{i\theta}g_+(x; y_0, t) + e^{-i\theta}g_-(x; y_0, t)) \right)^N
\]

\[
\times \left( \int_{0}^{L} dx \frac{\theta(x)}{N} (e^{i\theta}g_+(x; y_0, t) + e^{-i\theta}g_-(x; y_0, t)) \right)^N \right].
\]
Appendix C. Simplifications of the expression of $P_2(y_0, y_\ell, t|x)$ in (34)

\[
P_2(y_0, y_\ell, t|x) = \frac{1}{4\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} d\phi \, d\theta \, e^{i\phi(2N-\ell)} \times \sum_{m=-N}^{N} \sum_{n=-N}^{n \neq m} g(y_0, t|x_m, 0)g(y_\ell, t|x_n, 0) \\
\times \left( \prod_{k=-N}^{N} \sum_{k \neq m, k \neq n} e^{-i(\epsilon_k \theta + \epsilon_k^2 \phi)} g_{\epsilon_k}(y_0, y, x_k, t) \right) ,
\]

\[
= \frac{1}{4\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} d\phi \, d\theta \, e^{i\phi(2N-\ell)} \times \sum_{m=-N}^{N} \sum_{n=-N}^{n \neq m} g(y_0, t|x_m, 0)g(y_\ell, t|x_n, 0) \\
\times \prod_{k=-N}^{N} \left( e^{-i(\phi-\theta)} g_1(y_0, y, x_k, t) + g_0(y_0, y, x_k, t) + e^{-i(\phi+\theta)} g_{-1}(y_0, y, x_k, t) \right) ,
\]

After some further manipulations we finally get the following exact expression for $y_\ell \geq y_0$:

\[
P_2(y_0, y_\ell, t|x) = \frac{\partial^2}{\partial y_0 \partial y_\ell} \left[ \frac{1}{16\ell^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} d\phi \, d\theta \, e^{i(\phi-\theta)\ell(2N+1)/2} \frac{\sin[(\theta - \phi)/2] \sin[(\theta + \phi)/2]}{\sin[(\theta - \phi)/2] \sin[(\theta + \phi)/2]} D_N(y_0, y, \theta, \phi, t|x) \right] ,
\]

where,

\[
D_N(y_0, y_\ell, \theta, \phi, t|x) = \prod_{k=-N}^{N} \left( e^{-i(\phi-\theta)} g_1(y_0, y, x_k, t) + g_0(y_0, y, x_k, t) + e^{-i(\phi+\theta)} g_{-1}(y_0, y, x_k, t) \right) .
\]

(C.1)
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