Interpretable Reinforcement Learning via Differentiable Decision Trees
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Abstract—Decision trees are ubiquitous in machine learning for their ease of use and interpretability; however, they are not typically implemented in reinforcement learning because they cannot be updated via stochastic gradient descent. Traditional applications of decision trees for reinforcement learning have focused instead on making commitments to decision boundaries as the tree is grown one layer at a time. We overcome this critical limitation by allowing for a gradient update over the entire tree structure that improves sample complexity when a tree is fuzzy and interpretability when sharp. We offer three key contributions towards this goal. First, we motivate the need for policy gradient-based learning by examining the theoretical properties of gradient descent over differentiable decision trees. Second, we introduce a regularization framework that yields interpretability via sparsity in the tree structure. Third, we demonstrate the ability to construct a decision tree via policy gradient in canonical reinforcement learning domains and supervised learning benchmarks.

I. INTRODUCTION

Reinforcement learning (RL) with neural network function approximators, known as “Deep RL,” has achieved tremendous results in recent years [1]. Deep RL uses multi-layered neural networks to represent policies that are trained to maximize an agent’s expected future reward. However, these neural-network-based approaches are largely uninterpretable due to the millions of parameters involved.

In safety-critical domains, such as healthcare, aviation, and military operations, interpretability is of utmost importance. Human operators must be able to interpret and follow step-by-step procedures and checklists [10] [11] [5]. Of the class of machine learning methods that can generate such a set of procedures, decision tree algorithms are perhaps the most highly developed [26]. While interpretable machine learning methods offer the promise of revolutionizing safety-critical domains [14], they are generally unable to match the singular performance seen in Deep RL [21] [8]. Decision trees have often been viewed as the de facto technique for interpretable machine learning [13] [14] as they can learn compact representations of underlying relationships within data [5]. In prior work, decision trees have been applied to RL problems where they served as function approximators: compactly representing information about which action to take in which state [7] [8] [20] [17].

The challenge with applying decision trees as function approximators in RL lies in the online nature of the learning problem. As such, the decision tree model (or any model) must be able to adapt to handle the non-stationary distribution of the observed data. The two primary techniques for RL function approximation are Q-learning [25] and policy gradient (PG) [24]. Underlying these learning mechanisms are variants of stochastic gradient descent (SGD); at each time-step, the RL agent takes an action based on the prediction of the approximated policy, receives a reward from the environment, and computes how to update the setting of each of the policy’s parameters [2] [9]. Decision trees are not typically amenable to gradient descent due to their Boolean nature; they are a collection of nested if-then rules. Therefore, researchers have used heuristic, non-gradient-descent-based methods for training decision trees [7] [8] [17]. A common approach when applying decision trees to RL is to perform online state aggregation using heuristics to update or expand a decision tree’s terminal (i.e., leaf) nodes rather than seeking to update the entire model with respect to a global loss function [17]. Researchers have also attempted to use decision trees for RL by training them in batch mode, completely re-learning the tree from scratch to account for the non-stationarity introduced by an improving policy [7]. While effective, this approach is inefficient when seeking algorithms that scale to realistic situations. Despite these attempts, success comparable to that of modern deep learning approaches has been elusive [8].

Seeking to develop a decision tree formulation amenable to gradient descent, Suárez and Lutsko formulated a continuous and fully differentiable decision tree (DDT), in which they adopted a sigmoidal representation of each decision node’s splitting criterion [22]. Suárez and Lutsko applied their approach to offline, supervised learning but not to RL. Researchers have continued to explore continuous decision tree formulations [15] [12], while there has been limited success in applying such fuzzy trees to RL (e.g., [20]).

In this paper, we develop and demonstrate an end-to-end framework for RL with function approximation via DDTs. We provide three key contributions: first, we examine the theoretical properties for gradient descent over DDTs, motivating the need for PG based learning. To the best of our knowledge, this is the first investigation of the optimization surfaces of Q-learning and PGs for DDTs. Second, we introduce a regularization formulation to ensure interpretability via sparsity in the tree
structure. Third, we demonstrate the novel ability to seamlessly update an entire decision tree via PG in canonical RL domains to produce an interpretable, sharp policy.

II. PRELIMINARIES

In this section, we highlight the traditional decision tree and describe how Suárez and Lutsko augmented this model to be fully differentiable for gradient descent. We also review RL, Q-Learning, and PG.

A. Decision Trees

A decision tree is a directed, acyclic graph, with nodes and edges, that takes as input an example, \( x \), performs a forward recursion, and returns a label \( \hat{y} \) as shown in Equations 1\[16\].

There are two types of nodes: decision nodes and leaf nodes. Decision and leaf nodes have an outdegree of two and zero, respectively. All nodes, \( \eta \), have an indegree of one except for the root node, \( \eta_0 \), which has an indegree of zero. Each decision node \( \eta \) is represented as a Boolean expression, \( \mu_\eta \) (Equation 3), where \( x_j \) and \( \phi_\eta \) are the selected feature and splitting threshold, respectively, for decision node \( \eta \). For each decision node, the left outgoing edge is labeled “true” and the right outgoing edge is labeled “false.” If \( \mu_\eta \) is evaluated true (or false) for an example, then the left child node, \( \eta \leftarrow \), (or right child node, \( \eta \rightarrow \)) is considered next. If the child node is a decision node, the process is repeated until a leaf node is reached. Once a leaf node is reached, the tree returns the label represented by that leaf node. The problem of finding the optimal decision tree is to determine, \( j^*_\eta \), the best feature and splitting criterion, for each decision node the label, \( y_\eta \), for each leaf node; and the structure of the tree (i.e., whether, for each node \( \eta \), there exists a corresponding child node).

\[
\begin{align*}
\hat{y}(x) & := T_{\eta_0}(x) \\
T_{\eta}(x) & := \begin{cases} 
 y_\eta, & \text{if } \mu_\eta \leftarrow \\
 \mu_\eta(x)T_{\eta \leftarrow}(x) + (1 - \mu_\eta(x))T_{\eta \rightarrow}(x), & \text{otherwise}
\end{cases} \\
\mu_\eta(x) & := 1, \text{ if } x_j < \phi_\eta \\
& := 0, \text{ otherwise}
\end{align*}
\]

B. DDTs

Suárez and Lutsko provide one of the first DDT models. In their approach, they employ a sigmoid formulation for Equation 3 with a linear combination of \( m \) features, \( x_j \), weighted by \( \beta_\eta \), and a steepness parameter \( a_\eta \). Suárez and Lutsko demonstrate that one can then compute the gradient of the tree with respect to the tree’s parameters, \( \phi_\eta, \beta_\eta, \) and \( a_\eta \), for all nodes, \( \eta \) to approximately solve classification and regression problems [23].

\[
\mu_\eta(x) := \frac{1}{1 + e^{-(\phi_\eta x_j + \phi_\eta)}}
\]

While there are limitations to this approach (i.e., whether a weighted, linear combination of many features is interpretable), we believe this model is at least a strong building block towards developing interpretable, machine learning models amenable to gradient descent.

C. Reinforcement Learning

RL is an approach within machine learning where an agent is tasked with learning the optimal sequence of actions that will lead to the maximal expected future reward [23]. The actions and observations of the agent are traditionally abstracted as a Markov Decision Process (MDP). Formally, an MDP is a five-tuple \((S, A, P, \gamma, R)\) defined as follows: \( S \) is the set of states; \( A \) is the set of actions; \( P : S \times A \times S \rightarrow [0, 1] \) is the transition matrix describing the probability that taking action \( a \in A \) in state \( s \in S \) will result in state \( s' \in S \); \( \gamma \in [0,1] \) is the discount factor which states how important it is to receive a reward in the current state versus a future state; and \( R : S \times A \rightarrow \mathbb{R} \) is the function dictating the reward an agent receives by taking action \( a \in A \) in state \( s \in S \). In RL, the goal is to learn a policy, \( \pi : S \rightarrow A \), that prescribes which action to take in each state in order to maximize the agent’s future expected reward, as defined in Equation 5.

\[
\pi^*(s) := \arg \max_{\pi} V^\pi(s) := \arg \max_{\pi} E \left[ \sum_{t=0}^{\infty} \gamma^t r_t | s_0 = s \right]
\]

Here, \( \pi^* \) is the optimal policy and \( V^\pi(s) \) is the value of policy \( \pi \) when starting in state \( s = s_0 \). There are two widely practiced approaches to learn such a policy: Q-learning and PG.

1) Q-learning: In Q-learning, one seeks to learn a Q-function, \( Q^\pi : S \times A \rightarrow \mathbb{R}, \) which returns the expected future reward when taking a given action \( a \) in a given state \( s \) following policy \( \pi(s) = \arg \max_{a \in A} Q^\pi(s,a) \). Since enumerating the state space is intractable for problems of a realistic nature, the Q-function is typically approximated by some parameterization \( \theta \) (e.g., a linear combination of features describing the states weighted by \( \theta \)), as denoted by \( Q^\theta \).

To learn these parameters and in turn, an approximation for the Q-function one seeks to minimize the Bellman residual by applying the update rule in Equation 6 where \( Q \Delta \theta \) indicates the change in \( \theta \) with time-step under Q-learning, \( s' \) is the state the agent arrives in after applying action \( a' \) in state \( s \), and \( \alpha \) is the step size.

\[
Q \Delta \theta := \alpha \left( R(s,a) + \gamma \max_{a'' \in A} Q^\theta(s',a') - Q^\theta(s,a) \right) \nabla_{\theta} Q^\theta(s,a)
\]

2) Policy Gradient: In PG, the objective is to directly learn a policy, \( \pi_\theta(s) \), parameterized by \( \theta \) as opposed to Q-learning. The update rule seeks to maximize the expected reward of a policy, as shown in Equation 7, where \( \mu^\theta \Delta \theta \) indicates the change in \( \theta \) with time-step under PG, \( s_t \) and \( a_t \) are the state
We note that the Q-learning and PG updates do not explicitly consider transition probabilities (i.e., Equations 6 and 7). We optimistically assume $p = 1$; despite this hopeful assumption, we show unfavorable results for Q-learning and PG based methods using DDTs as function approximators. Further, we note that the Q-learning and PG updates do not explicitly consider transition probabilities (i.e., Equations 6 and 7). We assume the agent operating on this MDP learns episodically, meaning that the agent takes a sequence of actions until either time expires or a terminal node is reached. The agent begins in state $s_1$ when the time, $t$, is $t = 0$ (i.e., $s_0 = s_3$) and takes at most four actions (i.e., $T = 3$, where $T$ is the final time step).

Given these assumptions, one can see by inspection that the optimal policy, $\pi^*$, is to apply action $a_1$ in state $s_2$ and action $a_2$ in state $s_3$. Thus, the optimal policy, $\pi^*$, is to apply action $a_1$ in state $s_2$ and action $a_2$ in state $s_3$.

\[
P(s'|s,a) = \begin{cases} 
0, & \text{if } s' = 1, 4 \\
p, & \text{if } s' = s + 1, a = a_1 \\
p, & \text{if } s' = s - 1, a = a_2 \\
1-p, & \text{otherwise}
\end{cases}
\] (8)

**Remark 1** (Analogy to Cart Pole). We note that this MDP determines that when the agent is in one portion of the state space, one action should be applied; when the agent is in a different portion of the state space, a different action should be applied. This behavior is analogous to many canonical RL problems, such as Cart Pole (Figure 2). In the Cart Pole problem, there is a point mass located at the end of a pole, connected to a cart through an un-actuated joint. Gravity causes the pole to fall to the left when the pole is leaning left and right when leaning right. The RL agent must provide a counteracting force to balance the pole.

**B. Decision Trees as Function Approximators**

We aim to learn a decision tree that can serve as a function approximator for Q-learning or PG. For simplicity, we consider a decision tree with one decision node and two leaf nodes, as shown in Figure 3 and defined in Equation 9. This decision tree bifurcates the state space into two: states with an index less than or equal to $\phi$ and those greater than $\phi$.

\[
\pi_T(s,a) = \mu(s)\hat{y}^\text{TRUE}_{a_1} + (1 - \mu(s))\hat{y}^\text{FALSE}_{a_2} (9)
\]

Under Q-learning, the leaf nodes return an estimate of the expected future reward (i.e., the Q-value) for applying each action when in the portion of the state space dictated by the decision node’s criteria. For example, if $\phi = 2$ and the agent is in $s_3$ (i.e., parameter $s$ in $T(s,a)$ is 3), the Q-values for taking actions $a_1$ and $a_2$ are $\hat{y}^\text{TRUE}_{a_1}$ and $\hat{y}^\text{TRUE}_{a_2}$, respectively. Under PG, the leaves represent an estimate of the optimal probability distribution over actions the RL agent should take to maximize its future expected reward. Therefore, the values at these leaves represent the probability of selecting the corresponding action.

We note here that one would impose the constraint $\hat{y}^\text{TRUE}_{a_1} + \hat{y}^\text{TRUE}_{a_2} = 1$.

For our investigation, we assume that the decision tree’s parameters are initialized to the optimal setting. As noted previously and regardless of using Q-learning or PG the optimal policy, $\pi^*$, is to apply action $a_1$ in state 2 and action $a_2$ in state 3, assuming $p = 1$. As such, for Q-learning, we set $\hat{y}^\text{TRUE}_{a_1} = \hat{y}^\text{TRUE}_{a_2} = r^+(1 + \gamma + \gamma^2 + \gamma^3)$ and $\hat{y}^\text{FALSE}_{a_1} = \hat{y}^\text{FALSE}_{a_2} = r^+ + \gamma r^{-}$. Derivation withheld due to space constraints.
which correspond to the Q-values of taking action $a_1$ and $a_2$

in states $s_2$ and $s_3$ when otherwise following the optimal policy starting in a non-terminal node. When generating results in Section V for PG, we set $y_{TRUE}^{T} = 0.99$ and $y_{FALSE}^{T} = 0.01$. These settings correspond to a decision tree that focuses on exploiting the current (optimal if $\phi = 2$) policy. While varying the setting of leaf node values using PG is outside of the scope of this paper due to space considerations, we note that the results generalize to other settings of these parameters.

C. Decision Tree Function Approximator Policies

There can be five qualitatively unique policies using a Boolean tree (i.e., Equation 3). These policies correspond to $\phi = 0, 1, 2, 3, 4$. For each policy, we can generate the sequence of states and the associated rewards the agent would receive, shown in Table II assuming the agent starts in $s_3$. Based on this information, we compute in Table III the value function $V_{\pi_\phi}(s = 2)$ (Equation 5) for each setting $\phi$. For simplicity, we assume $p = 1$.

| $\phi$ | $t = 0$ | $t = 1$ | $t = 2$ | $t = 3$ |
|--------|---------|---------|---------|---------|
| 0      | (3, $r^+$, 2) | (2, $r^+$, 2) | (1, $r^-$, 2) | |
| 1      | (3, $r^+$, 2) | (2, $r^+$, 2) | (1, $r^-$, 2) | |
| 2      | (3, $r^+$, 2) | (2, $r^+$, 1) | (3, $r^+$, 2) | (2, $r^+$, 1) |
| 3      | (3, $r^+$, 1) | (4, $r^-$, 2) | | |
| 4      | (3, $r^+$, 1) | (4, $r^-$, 1) | | |

TABLE I: The set of execution traces for a Boolean decision tree with varying $\phi$, assuming $s_0 = 3$. Columns indicate increasing time, rows indicate settings for $\phi$, and entries indicate $(s_t, R(s_t, a_t), a_t)$.

| $\phi$ | $t = 0$ | $t = 1$ | $t = 2$ | $t = 3$ |
|--------|---------|---------|---------|---------|
| 0      | $r^+$  | $r^+$  | $r^+$  | $r^+$  |
| 1      | $r^+$  | $r^+$  | $r^+$  | $r^+$  |
| 2      | $r^+$  | $r^+$  | $r^-$  | $r^+$  |
| 3      | $r^+$  | $r^-$  | $r^+$  | $r^+$  |
| 4      | $r^+$  | $r^-$  | $r^+$  | $r^+$  |

TABLE II: Derived from Table I the values $V_{\pi_\phi}$ of Boolean decision tree policies $\pi_\phi$ with varying $\phi$ and assuming $s_0 = 3$.

Remark 2 (Boolean vs. Continuous Decision Trees). A key difference between a Boolean and differentiable decision tree is that the output of the differentiable tree is a weighted, nonlinear combination of the leaves (Equation 9). Using PG, one samples actions probabilistically from $\pi_T(s, a)$. The probability of applying the “wrong” action (i.e., one resulting in a negative reward) is $\pi_T(s_3, a_1)$ in state $s_3$ and $\pi_T(s_2, a_2)$ in state $s_2$. Assuming it equally likely to be in states $s_2$ and $s_3$, the overall probability is $\frac{1}{2} (\pi_T(s_2, a_2) + \pi_T(s_3, a_1))$. These probabilities are depicted in Figure 4 which shows how the optimal setting, $\phi^*$, for $\phi$ should be $\phi^* = 2.5$ using PG.

D. Computing Critical Points

To apply Q-learning and PG updates, we must compute the gradient of the DDT formulation from Equations 2 and 4. As we focus primarily on the splitting criterion, $\phi$, we need only consider $\partial_T/\partial_\phi$ as shown in Equation 10.

$$\frac{\partial \pi_T(s, a)}{\partial \phi} = -a \mu(s) (1 - \mu(s)) (y_{TRUE}^{T} - y_{FALSE}^{T})$$

The full Q-learning and PG updates, $Q \phi^{\Delta T}(t)$ and $PG \Delta \phi^{\Delta T}(t)$, respectively, are then given by Equations 11 and 12 where the $(t)$ indicates the updates are dependent on a specific time step with an associated state-action pair.

$$Q \Delta \phi(t) = a \left(R(s, a) + \gamma \max_{a' \in A} Q_{\phi}(s', a') - Q_{\phi}(s, a)\right) \nabla \phi Q_{\phi}(s, a)$$

$$= a \left(R(s, a) + \gamma \max_{a' \in A} \left(\mu(s') y_{TRUE}^{T} - (1 - \mu(s')) y_{FALSE}^{T}\right) \right.$$

$$\left. - \left(\mu(s) y_{TRUE}^{T} - (1 - \mu(s)) y_{FALSE}^{T}\right)\right) \nabla \phi Q_{\phi}(s, a)$$

$$PG \Delta \phi(t) = a \mu(s) \log (T(s, a))$$

Recall the agent experiences episodes with four time steps $(t = 0, 1, 2, 3)$. Each step generates its own update, which are combined to give the overall update $\Delta \phi$ in Equation 13.

$$\Delta \phi = \sum_{t=0}^{T} \Delta \phi(t)$$

E. Inferring the Optimality Curve

By integrating $\Delta \phi$ (Equation 14) with respect to $\phi$ from 0 to $\phi$, we infer the “optimality curve,” which should equal the value of the policy, $V^*_\phi$, implied by Q-learning and PG. We
numercially integrate using Riemann’s method as shown in Figure 6, normalized to be in [0, 1].

Optimality (\(\phi\)) = \(\int_{\phi' = 0}^{\phi} \Delta \phi' d\phi'\)  

(14)

F. Evaluation of Gradient-Based Methods

Figures 5a and 5b depict the Q-learning and PG updates, respectively. We can see that the Q-learning update introduces multiple critical points as a function of the splitting criterion, \(\phi\), whereas the PG update includes only a single critical point for finite values of the splitting criterion, \(\phi\).

Figure 6a depicts the value of the DDT policy when trained using Q-learning and PG. This Figure shows the expected behavior with a maximum at \(\phi = 2.5\) for both training methods. However, Figure 6b, derived using Equation 13 from the curves in Figure 5, stands in contradiction.

One would expect that the respective curves for the policy value and integrated gradient updates (i.e., Equation 13) would be identical; however, this does not hold for Q-learning. As we saw in Figure 5a, Q-learning with DDTs introduces undesired extrema (critical points in 5a), depicted by the blue curve in Figure 6b. PG, on the other hand, maintains a single maximum, coinciding with the expected \(\phi = 2.5\).

The conclusion of this finding is that PG is not always superior to Q-learning as a training method for DDTs. However, this analysis does provide evidence that, even for toy problems, Q-learning exhibits weaknesses. As such, we conclude that PG serves as a more promising approach for training DDTs. Based on this evidence, the results reported below are for DDTs trained with PG.

IV. INTERPRETABILITY IN FULL-GRADIENT LEARNING

Given a training algorithm (i.e., PG as per Section III’s conclusion), we now seek to address the two key drawbacks of the original DDT formulation in [22] in making the tree interpretable. First, the operation \(\beta_\eta^\top x\) at each node produces a linear combination of the features (rather than a single feature) and there is a smooth transition on the feature space between the 1 and 0 states of a node (rather than a step function transition occurring at the splitting criterion). To overcome these limitations, we propose a regularizing \(\beta_\eta\) to generate decisions on a single feature and tune \(\eta\) to encourage steepness (i.e., “crispness”) of the tree.

A. Modification and Regularization for Interpretability

To achieve our goal of interpretability while maintaining competitive performance, we applied three modifications to the original [22]: 1) sparsity-inducing regularization, 2) unbiased (i.e., uniform) tree initialization, and 3) discretization of the tree (i.e., to obtain the interpretable, classical version of a decision tree) at each time step to assess model performance.

1) Sparsity-inducing Regularization: During online RL via stochastic gradient descent, we added a regularization term to the loss that encouraged sparse feature representation in \(\beta_\eta^\top x\). Although regularization is often applied at the beginning of a training episode and increased according to some schedule, we found that allowing the model to converge in performance and then beginning the regularization procedure improved results in our tests.

\[ \mathcal{L}_{reg}(\beta) = ||\text{nonmax}(\beta_\eta)||_1 - ||\text{max}(\beta_\eta)||_1 \]  

(15)

Although equation 15 improves sparsity, if used alone, it likely multiplies the chosen feature by some amount other than the unit (i.e., \(\beta_\eta^j = 1\) for a single feature \(j\) and \(\beta_\eta^i = 0\) otherwise). To mitigate this problem, we applied a Softmax operator, \(\zeta(\beta_\eta)\), to the learned beta parameter, \(\beta_\eta\), such that the resulting
decision node was governed by Equation 16 and 17. This modeling choice encouraged emphasis on a single feature.

\[
\mu_{\eta}(x) := \frac{1}{1 + e^{-\left(\eta \left(\sum_{a \in A} \beta_{a} x_{a} + \phi_{\eta}\right)\right)}} \tag{16}
\]

\[
\zeta(\beta)_{j} = \frac{e^{\beta_{j}}}{\sum_{i=1}^{3} e^{\beta_{i}}} \tag{17}
\]

2) Tree Initialization: By employing a sparsity-inducing regularization term, we sought to improve the tree’s interpretability; however, this regularization can result in undesired under-fitting of the model by overpowering the reward signal. Through experimentation, we found that a random tree initialization introduced bias into the training process from which the tree could not recover even when allowed to converge before regularizing. To avoid this, we uniformly initialized \(\beta_{\eta}\) at each node such that \(\beta_{\eta}^{i} = |\eta|^{-\frac{1}{3}}, \forall \eta, j\).

3) Decision Sharpening: Due to the nature of the sigmoid function, even a sparse \(\beta_{\eta}\) was not sufficient to guarantee a discrete decision at each node. Thus, to obtain a truly discrete tree, we converted the fuzzy tree into a discrete tree at each iteration by employing an \(\arg \max_{\eta}(\beta_{\eta}^{j})\) to obtain the index of the feature of \(j\) that the node will use as in Equation 18.

\[
\mu_{\eta}(x) := \begin{cases} 1 & \text{if } x_{\arg \max_{\eta}(\beta_{\eta}^{j})} \geq \phi_{\eta} \\ 0 & \text{otherwise} \end{cases} \tag{18}
\]

A. Supervised Learning

Next, as a proof of concept, we evaluated our algorithm using the Tic-Tac-Toe Endgame, the Breast Cancer Wisconsin (Diagnostic) and the Caesarian Section Classification data sets from the UCI repository.\[16\] For comparison we used a decision tree trained with C4.5 using the gini coefficient as the splitting criterion. For evaluation, we computed the Precision Recall Curve’s AUC over three-fold cross-validation using 30% of the data for validation on each fold. The goal of this validation was not to achieve on-par performance with traditional decision-tree-learning mechanisms, which have the advantage of offline learning; rather, the goal of this intermediate investigation was to confirm that the model could learn competent mappings from input to outputs. Given such confirmation, we confidently move to demonstrate on our target task: RL.

For this intermediate supervised-learning task, we initialized the DDT to be a full binary tree of depth equal to the maximum depth of the tree generated by C4.5. Namely, for Tic-Tac-Toe a depth of 13, for Cancer a depth of 8, and for Cesarean a depth of 11.

| Dataset | Cesarean | Tic-Tac-Toe | Cancer |
|---------|----------|-------------|--------|
| Tree AUC | 0.6077    | 0.7693      | 0.6923 |
| Sharp DDT AUC | 0.6141    | 0.6577      | 0.7948 |
| DDT AUC  | 0.6077    | 0.7693      | 0.6923 |

TABLE III: The Precision Recall Curve’s AUC for a tree trained with C4.5. A differentiable decision tree and a discretized differentiable decision tree.

\[\text{Fig. 7: Training curves for the CartPole environment. We show results for DDTs of depth 4 and 6 with regularization applied when the reward of the policy converges. The training curves above show the mean performance of each model for a particular number of samples over 5 seeds. The shaded region corresponds to one standard deviation of the performance.}\]

B. Reinforcement Learning

Our ultimate goal is in showing DDTs can learn competent, interpretable policies online for RL tasks. To show this, we evaluated our DDT algorithm using the CartPole, LunarLander and Acrobot OpenAI Gym environments \[4\] using PPO \[19\] \[13\] as our chosen optimization algorithm. Since our interest is interpretability, the policies are trained on the observed environment states. For comparison, we used an MLP with one hidden layer of 256 × 512 hidden units. We compared the performance of full binary trees of depth 4 and depth 6. To show the variance of the policy being trained, we ran 5 seeds for each policy-environment combination. Finally, to assess the performance of each sharp tree, we computed an average performance of each model for a particular number of samples over 5 seeds. The shaded region corresponds to one standard deviation of the performance.

After training, we retained the best performing seeds for the MLP and the crisp DDTs as measured on the evaluation dataset. The performance achieved by these policies for each environment is reported in Figure 8.

1) Resulting Trees: For our most challenging domain for learning (Acrobot), we were still able to find a good, crisp policy as depicted in Figure 9. Due to space limitations, we were unable to report the crisp version of each DDT we learned.

C. Implementation

These results were gathered on decision trees implemented with PyTorch \[16\]. Our code is open-source and available here: https://github.com/ivandariojr/ddt.

VI. DISCUSSION

In this paper, we provide a theoretical argument in favor of PG as a training method for DDTs over Q-learning in
Fig. 8: The peak sharp DDT performance with the peak MLP performance for comparison. Results for the DDT are for the interpretable version of the tree. Specifically, our method provides a performance advantage compared to a regular MLP of $+33.2\%$, $+0\%$ and $-2.4\%$ for the LunarLander, CartPole and Acrobot respectively.

Fig. 9: This is the best performing decision tree for the Acrobot environment. For reference the Acrobot environment’s state consists of a state $S = (\cos(\theta_1), \sin(\theta_1), \cos(\theta_2), \sin(\theta_2), \dot{\theta}_1, \dot{\theta}_2)$ where $\theta_1$ and $\theta_2$ correspond to the angles of the first and second joints respectively. The actions correspond to the discrete torques of $(+1, 0, 1)$ applied to the second joint.

Given the flexibility of MLPs and their large number of parameters, we anticipated an advantage in raw performance. After all, our DDT’s have a much smaller number of parameters, were regularized to encourage sparsity, and were constrained even further through discretization. We provide promising results that even after converting the trained DDT into a discretized (i.e., interpretable) tree the training process would yield tree policies that outperformed even the best MLP. Before triggering regularization, DDTs would even manage to improve on MLP’s sample efficiency as is the case with the CartPole and the LunarLander. Similarly, in supervised learning, we found that discretized DDTs sometimes outperformed traditional decision trees.

Choosing monte-carlo sampling of seeds to explore better trees was a potential limitation, although ubiquitous in the field of RL. By effect of sampling policies every certain number of epochs, one policy could have happened to perform well on the evaluation environments, a possibility considering the high variance DDTs exhibited across seeds during training. Although possible for a very expressive policy class such as MLPs, it is exceedingly unlikely in the case of DDTs as they are designed to underfit in achieving interpretability. Further, we evaluated each discretized tree across 10 random episodes.

A hypothesis for future work, we suspect DDTs perform better in the Acrobot and CartPole scenarios because, in part, we believe Bang Bang Controllers would likely also perform well in those scenarios. Although MLPs are more expressive in a continuous domain of policies, they may be poor approximators for discrete decision boundaries. In the future, we would also like to explore ways of pruning DDTs. As seen in Figure 9 there are redundant nodes in the policy that could be removed. Finally, we aim to further analyze the convergence and performance of DDT policies.

VII. Conclusion

Ultimately, we show how differentiable decision trees can be used in the context of reinforcement learning to generate interpretable policies. We provide a motivating example for why PG should be used to train this particular policy class and demonstrate results in both classification and reinforcement learning settings.
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APPENDIX

APPENDIX A: DERIVATION OF THE OPTIMAL POLICY

In this section, we provide a derivation of the optimal policy for the MDP in Figure 1. For this derivation, we use the definition of the Q-function described in Equation 19 where \( s' \) is the state resulting from applying action \( a \) in state \( s \). In keeping with the investigation in this paper, we assume deterministic transitions between states (i.e., \( p = 1 \) from Equation 8). As such, we can ignore \( P(s'|s,a) \) and simply apply Equation 20

\[
Q(s,a) := R(s,a) + \gamma \max_{a'} \sum_{s'} P(s'|s,a) Q(s',a')
\]

(19)

\[
Q(s,a) := R(s,a) + \gamma \max Q(s',a')
\]

(20)

**Theorem 1.** The optimal policy for the MDP in Figure 7 is to apply action \( a_1 \) in state \( s_2 \) and action \( a_2 \) in state \( s_3 \) if \( s_3 \) assumes deterministic transitions between states (i.e., \( p = 1 \) from Equation 8).

**Proof.** We begin by asserting in Equation 21 that the Q-values for \( Q(s,a) \) are \( r^\pi \) given \( s \in \{1,4\} \) and for any action \( a \in \{a_1,a_2\} \). This result is due to the definition that states \( s_1 \) and \( s_4 \) are terminal states and the reward for those states is \( r^- \) regardless of the action applied.

\[
Q(s_1,a_1) = Q(s_1,a_2) = Q(s_4,a_1) = Q(s_4,a_2) = r^-
\]

(21)

Next, we must compute the Q-values for the remaining state-action pairs, as shown in Equations 22–25.

\[
Q(s_2,a_1) = R(s_2,a_1) + \gamma \max \{Q(s_3,a_1),Q(s_3,a_2)\}
\]

(22)

\[
Q(s_2,a_2) = R(s_2,a_1) + \gamma \max \{Q(s_3,a_1),Q(s_3,a_2)\}
\]

(23)

\[
Q(s_3,a_1) = R(s_3,a_1) + \gamma \max \{Q(s_4,a_1),Q(s_4,a_2)\}
\]

(24)

\[
Q(s_3,a_2) = R(s_3,a_2) + \gamma \max \{Q(s_2,a_1),Q(s_2,a_2)\}
\]

(25)

By the definition of the MDP in Figure 1, we substitute in for \( R(s_2,a_1) = R(s_2,a_2) = R(s_3,a_1) = R(s_3,a_2) = r^+ \) as shown in Equations 26–29.

\[
Q(s_2,a_1) = r^+ + \gamma \max \{Q(s_3,a_1),Q(s_3,a_2)\}
\]

(26)

\[
Q(s_2,a_2) = r^+ + \gamma r^-
\]

(27)

\[
Q(s_3,a_1) = r^+ + \gamma r^-
\]

(28)

\[
Q(s_3,a_2) = r^+ + \gamma \max \{Q(s_2,a_1),Q(s_2,a_2)\}
\]

(29)

We can substitute in for \( Q(s_3,a_1) \) and \( Q(s_2,a_2) \) given Equations 26 and 29.

\[
Q(s_2,a_1) = r^+ + \gamma \max \{r^+ + \gamma r^-,Q(s_3,a_2)\}
\]

(30)

\[
Q(s_3,a_2) = r^+ + \gamma \max \{Q(s_2,a_1),r^+ + \gamma r^-\}
\]

(31)

For the Q-value of state-action pair, \( Q(s_2,a_1) \), we must determine whether \( r^+ + \gamma r^- \) is less than or equal to \( Q(s_3,a_2) \). If the agent were to apply action \( a_2 \) in state \( s_3 \), we can see from Equation 31 that the agent would receive at a minimum \( Q(s_3,a_2) \gtrless r^+ + \gamma r^- \), because \( r^+ + \gamma r^- > r^+ + \gamma r^- \). \( Q(s_3,a_2) \) must be the maximum from Equation 30. We can make a symmetric argument for \( Q(s_3,a_2) \) in Equation 31. Given this relation, we arrive at Equations 32 and 33.

\[
Q(s_2,a_1) = r^+ + \gamma Q(s_3,a_2)
\]

(32)

\[
Q(s_3,a_2) = r^+ + \gamma Q(s_2,a_1)
\]

(33)

Equations 32 and 33 represent a recursive, infinite geometric series, as depicted in Equation 35.

\[
Q(s_2,a_1) = Q(s_3,a_2) = r^+ + \gamma r^+ + \gamma^2 r^+ + \ldots
\]

(34)

\[
= r^+ \frac{\gamma^0 + \gamma + \gamma^2 + \ldots}{1 - \gamma}
\]

(35)

In the case that \( T = \infty \), Equation 35 represents an infinite geometric series, the solution to which is \( \frac{r^+}{1-\gamma} \). In our case however, \( T = 3 \) (i.e., four-time steps). As such, \( Q(s_2,a_1) = Q(s_3,a_2) = r^+ (1 + \gamma + \gamma^2 + \gamma^3) \), as shown in Equation 36.

\[
Q(s_2,a_1) = Q(s_3,a_2) = r^+ (1 + \gamma + \gamma^2 + \gamma^3)
\]

(36)

Recall that \( r^- < 0 \) given our definition of the MDP in Figure 1. Therefore, \( Q(s_2,a_1) = Q(s_3,a_2) = \frac{r^+}{1-\gamma} \geq Q(s_2,a_2) = Q(s_3,a_1) = r^+ + \gamma r^- \). If the RL agent is non-myopic, i.e., \( \gamma \in (0,1) \), then we have the strict inequality \( Q(s_2,a_1) = Q(s_3,a_2) > Q(s_2,a_2) = Q(s_3,a_1) \). For these non-trivial settings of \( \gamma \), we can see that the optimal policy for the RL agent is to apply action \( a_1 \) in state \( s_2 \) and action \( a_2 \) in state \( s_3 \). Lastly, because \( s_1 \) and \( s_4 \) are terminal states, the choice of action is irrelevant, as seen in Equation 21.

The optimal policy is then given by Equation 37.

\[
\pi^*(s,a) = \begin{cases} 1, & \text{if } s = 2, a_1 \text{ or } s = 3, a_2 \\ 0, & \text{if } s = 2, a_2 \text{ or } s = 3, a_1 \\ 1/2, & \text{otherwise} \end{cases}
\]

(37)

APPENDIX B: Q-LEARNING LEAF VALUES

For the decision tree in Figure 1, there are four leaf values: \( y_{s_2}^{\text{TRUE}} \), \( y_{s_3}^{\text{TRUE}} \), \( y_{s_2}^{\text{FALSE}} \), and \( y_{s_3}^{\text{FALSE}} \). Table IV contains the settings of those parameters. In Table IV, the first column depicts the leaf parameters; the second column depicts the Q-function state-action pair; the third column contains the equation reference to Appendix A, where the Q-value is calculated; and the fourth column contains the corresponding Q-value. These Q-values assume that the agent begins in a non-terminal state (i.e., \( s_2 \) or \( s_3 \)) and follows the optimal policy represented by Equation 37.

| Leaf         | Q-function | Equation | Q-value               |
|--------------|------------|----------|-----------------------|
| \( y_{s_2}^{\text{TRUE}} \) | \( Q(s_2,a_2) \) | Equation 27 | \( r^+ + \gamma r^- \) |
| \( y_{s_3}^{\text{TRUE}} \) | \( Q(s_3,a_1) \) | Equation 28 | \( r^+ + \gamma r^- \) |
| \( y_{s_2}^{\text{FALSE}} \) | \( Q(s_2,a_1) \) | Equation 30 | \( r^+ (1 + \gamma + \gamma^2 + \gamma^3) \) |
| \( y_{s_3}^{\text{FALSE}} \) | \( Q(s_3,a_2) \) | Equation 36 | \( r^+ (1 + \gamma + \gamma^2 + \gamma^3) \) |

TABLE IV: Derived from Table I the values \( V_\pi^o \) of Boolean decision tree policies \( \pi_o \) with varying \( \phi \) and assuming \( s_0 = 3 \).