Molecular-frame (e, 2e) ionization dynamics of H₂ at high impact-energy
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Abstract. We report a combined experimental and theoretical study on the electron-impact ionization dynamics of H₂ at an impact-energy of 520 eV. The molecular-frame fivefold-differential cross sections were measured for electron emission in the plane perpendicular to the incoming projectile beam. An (e, 2e + ion) triple coincidence method was used covering projectile scattering angles of 6.5°, 10.0° and 20.0° and ejected energies of 20 eV and 30 eV. The experimental cross sections are compared with results from the multi-center distorted-wave (MCDW) as well as the molecular three-body distorted wave (M3DW) approaches. M3DW is in overall better agreement with the measured data in the binary lobes than MCDW, while the intensity of recoil lobes are underestimated by both theories. Furthermore, we examine the presence of two-center interference patterns by comparing the experimental cross section ratios between mutually perpendicular alignment angles of the molecular axis with that predicated by the interference model. Agreement with the interference model is found only for Bethe ridge kinematics, i.e. in the binary peak region and with the ejected electron momentum being roughly equal to the momentum transfer. Finally, we suggest a modified interference formula for the recoil peak which takes into account the backscattering of the ejected electron in the ionic potential.

1 Introduction

Collisions of electrons with atoms and molecules are of critical importance for a wide range of scientific and practical applications, e.g. for the understanding of quantum many-body dynamics and the modeling of plasma, astrophysical processes, as well as ionizing radiation in biological systems [1,2]. Single ionization of the target is one of the most important types of collisions and the best way to study this process is through the so-called (e, 2e) experiment which comprehensively characterizes the outcome of the many-body dynamics. This is a kinematically complete experiment, in which the linear momentum vectors of all final-state particles are determined [3,4].

In recent years, theory has made tremendous progress in describing the ionization dynamics, e.g. the basic three-body problem was claimed to be numerically solved in electron-impact ionization of atomic hydrogen (H) by non-perturbative theories [5–7]. It is also considered to be well understood for ionization of lighter atoms beyond H, like helium and neon while for heavier systems like argon, agreement is still not quantitative [8–14].

For molecules, it becomes even more challenging to understand the collision dynamics due to the multi-center nature, the more complex electronic structure and the difficulty of determining the molecular orientation experimentally [15–18]. Here, electron scattering on the smallest molecules like H₂ is of fundamental importance to benchmark theory, see e.g. references [19,20]. An interesting aspect of electron collisions with targets containing several scattering centers are interference effects. For molecular hydrogen, a number of existing studies for ion and electron impact ionization have identified interference patterns in the ejected electron energy distribution or angular distribution which can be described in analogy with the Young’s double-slit experiment performed with light (see e.g. [21–29]).
The close relation of particle impact ionization to the interference pattern observed for emission from two coherent light sources (double-slit) is seen if some approximations are made for the description of impact ionization. These are, firstly, the treatment of the incoming and scattered projectile as plane waves and, secondly, the description of the ionized electron as a superposition of spherically symmetric Coulomb waves emitted from each atomic center within the molecule. As result the (e, 2e) fivefold-differential cross section (5DCS) for diatomic molecules like $\text{H}_2$ can be expressed as [30]:

$$
\sigma_{\text{H}_2} = \frac{d\sigma_{\text{H}_2}}{d\theta_m d\phi_m d\Omega_1 d\Omega_2 dE_2} = 2\sigma_\text{H} \cdot \left[ 1 + \cos \left( \vec{k}_2 \cdot \vec{R} - \vec{q} \cdot \vec{R} \right) \right],
$$

(1)

where $\theta_m$ and $\phi_m$ represent the direction of molecular alignment, $\Omega_1$ and $\Omega_2$ represent the solid angles of the scattered projectile and ejected electron, respectively [31]. $\sigma_\text{H}$ is the atomic (one-center) differential cross section. $1 + \cos \left( \vec{k}_2 - \vec{q} \right) \cdot \vec{R}$ is referred to as the interference factor. $\vec{k}_2$, $\vec{q}$ and $\vec{R}$ are the ejected electron momentum, the momentum transferred by the scattered projectile and the internuclear vector of $\text{H}_2$, respectively. In equation (1), the phase $\vec{k}_2 \cdot \vec{R}$ is due to the path difference of the waves emitted from the two centers. $\vec{q} \cdot \vec{R}$ is the phase difference of the incoming and outgoing projectile waves relative to the two centers and $\vec{k}_2 - \vec{q}$ coincides with the recoil ion momentum.

Most of the existing (e, 2e) studies concerning Young-type interference for diatomic molecules were obtained without knowing the molecular spatial alignment and, therefore, they represent an average over all angles $\Omega_m$, see e.g. [29,32–35]. Molecular-frame (e, 2e) experiments where this averaging is not done and which can give better insight into observed cross section oscillations are well suited to verifying the two-center interference in electron-impact ionization of molecules [29]. Using the coincident detection of protons from molecular hydrogen dissociation, we were able to obtain molecular frame (e, 2e) data [31]. In a recent study for $E_0 = 520$ eV, we found strong molecular alignment dependent cross sections for low-energy electron emission of $E_2 = 10$ eV [36]. Since the electron emission pattern was in strong disagreement with the predictions of the interference model, we concluded that the underlying approximations are not applicable at low energy. In particular, it appears that the treatment of the ejected electron as the superposition of undisturbed spherical waves neglecting the two-center character of the ionic potential is not valid.

In the present work, we extend our molecular-frame (e, 2e) study for $E_0 = 520$ eV to higher energies of the ejected electron of $E_2 = 20$ eV and 30 eV. Consequently, the influence of the ionic multi-center potential on the outgoing wave should be reduced compared to the earlier studied $E_2 = 10$ eV. It is also to be noted that ionized electron energies of 20 eV and higher can be produced only by direct impact ionization while, for lower energies, contributions from doubly excited autoionizing states cannot be fully excluded [17,37]. Additionally, we introduce a new way to analyze the data by studying the 5DCS ratio for two mutually perpendicular alignment angles of the molecular axis. This will be elucidated in the following.

According to the interference model in equation (1), the 5DCS of $\text{H}_2$ is proportional to the atomic cross section $\sigma_\text{H}$ multiplied by the interference factor $1 + \cos \left( \vec{k}_2 - \vec{q} \right) \cdot \vec{R}$. Thereby, if we take a cross section ratio between two different molecular alignments, the atomic cross section cancels completely. This removes any possible ambiguity or uncertainty related to the determination of the atomic cross section and leads to a pure ratio of interference factors for the (e, 2e) reaction:

$$
\hat{R} = \frac{\sigma_{\text{H}_2}(\phi_m = 0^\circ)}{\sigma_{\text{H}_2}(\phi_m = 90^\circ)} = \frac{1 + \cos \left( \vec{k}_2 - \vec{q} \right) \cdot \vec{R}_{\phi_m=0^\circ}}{1 + \cos \left( \vec{k}_2 - \vec{q} \right) \cdot \vec{R}_{\phi_m=90^\circ}}.
$$

(2)

Comparing this ratio with the respective experimental result clearly reveals if Young’s double slit interference can be observed for the present system.

2 Experimental method

The experiment was performed using a reaction microscope designed for electron impact studies which was described in detail elsewhere [31,38,39]. Briefly, a well-focused pulsed electron beam intersects a supersonic cold $\text{H}_2$ gas jet. Using uniform electric and magnetic fields, the final-state charged particles (electrons and ions) were extracted into opposite directions and projected onto two position- and time-sensitive multi-hit detectors. From the positions of the hits and their times-of-flights, the initial momentum vectors of the particles can be reconstructed. The molecular alignment was determined from ground state dissociation (GSD) of the $\text{H}_2^+$ cation where the molecular ion in its electronic ground state dissociates into a hydrogen atom and a proton [40]. While ionization of $\text{H}_2$ most likely leads to the vibrational excited electronic ground state of $\text{H}_2^+$ a small initial internuclear separation around $R = 1.1$ a.u. can lead to the vibrational continuum of the same electronic state followed by dissociation. Based on the axial recoil approximation (ARA) [41], the alignment of the molecular axis can be determined from the momentum vector of the proton. In fact, the lab frame momentum vector of the proton includes two parts: (i) the momentum from dissociation, and (ii) the collisional recoil momentum. The latter one was subtracted and only the momentum from dissociation was used to determine the molecular orientation as described by Senftleben et al. [31]. To fulfill the preconditions of the ARA, small proton momenta were excluded and a momentum range from 3 to 10 a.u. was used for the analysis. The perpendicular plane geometry was selected by requesting the ejected electron emission within $90^\circ \pm 15^\circ$ with respect to the incoming beam direction. The molecular axis is also within the same plane. For a particular orientation angle, the apex angle of the allowance cone was $\pm 20^\circ$. The acceptance region of scattering angles and slow electron energies
are: $\theta_1 = 6.5 \pm 1^\circ$, $10 \pm 2^\circ$ and $20 \pm 3^\circ$, and $E_2 = 20 \pm 3$ eV and $30 \pm 3.5$ eV.

3 Theoretical method

The multi-center distorted-wave (MCDW) as well as the molecular three-body distorted wave (M3DW) calculations were performed at a fixed internuclear separation of $R = 1.1$ a.u. to precisely consider the GSD condition of $H_2^+$. The details about theoretical methods have been described previously in references [42,43] for MCDW and references [44–46] for M3DW. Briefly, the MCDW method is developed within the framework of the first Born approximation (FBA) in which the continuum wave function of the slow ejected electron is calculated in the spatially fixed multi-center potential of the residual ion under the sudden approximation and plane waves are adopted to describe the incident and scattered projectile. In the scattering theory, the transition amplitude for a given molecular orientation in the laboratory can be expressed as:

$$T_{f1}(\Omega) = \left\langle k_1 | \psi_f^-(k_2; R^-_\Omega(r)) \right| V | k_0 \psi_i (R^-_\Omega(r)) \right\rangle$$

where $|k_0\rangle$ and $|k_1\rangle$ describe the plane waves of the incident and scattered electrons with momentum $k_0$ and $k_1$, respectively. $k_2$ is the momentum vector of the ejected electron. $|\psi_i\rangle$ and $|\psi_f^-(\cdot)\rangle$ represent the initial bound wave function and the final state in which the ionized orbital is substituted by the continuum wave function of the ejected electron. A specific spatial alignment of the molecular axis within the coordinate system chosen to represent the collision kinematics is achieved by rotating the molecular wave function with the operator $R^-_\Omega$. Here, $\Omega = (\alpha, \beta, \gamma)$ are the Euler angles and $\mathbf{r}$ refers to the set of electronic coordinates with respect to the center of mass of molecule.

$$V = \sum_i \frac{1}{|r_i - r_0|} - \sum_n \frac{Z_n}{|R_n - r_0|}$$

is the interaction potential of incident electron and the molecular target where $r_i$ and $r_0$ are the position vectors of the $i$th bound electron of the molecular target and incident electron, respectively and $R_n$ represents the position of the $n$th nucleus and $Z_n$ is the corresponding nuclear charge. With the help of Bethe integral [47,48] integration over the projectile coordinate $r_0$ is carried out and equation (3) can be simplified as an one electron problem. Under the frozen core approximation in which the wave function of the remaining bound electron is the same in the initial and final states one obtains:

$$T_{f1}(\Omega) \approx \left\langle \mathcal{F}^-(k_2; R^-_\Omega(r)) \right| e^{i\mathbf{q} \cdot \mathbf{r}} - \sum_{n=a,b} \frac{e^{i\mathbf{q} \cdot \mathbf{r}_n}}{2} \phi(r_a)$$

$$+ \phi(r_b) \right\rangle$$

where $\mathcal{F}^-$ is the continuum wave function of the ejected electron which is solved under the two-center field of the $H_2^+$ ion. The term $e^{i\mathbf{q} \cdot \mathbf{r}}$ represents the scattering from the active electron in the target and the term $\sum_{n=a,b} e^{i\mathbf{q} \cdot \mathbf{r}_n}/2$ represents the scattering from the nuclei. $\mathbf{q} = \mathbf{k}_0 - \mathbf{k}_1$ is the projectile momentum transfer to the target. In the above expression, we use the linear combination of atomic orbitals (LCAO) approximation in writing the wave function of the initial bound molecular orbital, $\phi(r_a) + \phi(r_b)$. In the actual calculation, the atomic orbital is expanded by basis sets and the coefficients of the basis functions for molecular orbital are determined by a self-consistent field calculation performed by quantum chemistry software, i.e. Gaussian package [49]. The transition amplitude can thus be written as the sum of two one-center amplitudes:

$$T(\Omega) \sim A_a e^{i\theta_a} + A_b e^{i\theta_b},$$

where

$$A_a e^{i\theta_a} \sim \left\langle \mathcal{F}^-(k_2; R^-_\Omega(r)) \right| e^{i\mathbf{q} \cdot \mathbf{r}} - \sum_{n=a,b} \frac{e^{i\mathbf{q} \cdot \mathbf{r}_n}}{2} \phi(r_a) \right\rangle$$

$$A_b e^{i\theta_b} \sim \left\langle \mathcal{F}^-(k_2; R^-_\Omega(r)) \right| e^{i\mathbf{q} \cdot \mathbf{r}} - \sum_{n=a,b} \frac{e^{i\mathbf{q} \cdot \mathbf{r}_n}}{2} \phi(r_b) \right\rangle.$$

Here $A_a$ and $A_b$ represent the magnitudes of the one-center amplitudes, and $\theta_a$ and $\theta_b$ are their phases. The transition amplitude equation (5) is related to the differential cross section by

$$\sigma = |T|^2 = A_a^2 + A_b^2 + 2 A_a A_b \cos(\theta_a - \theta_b).$$

There are two direct terms, $A_a^2$ and $A_b^2$, which correspond to the cross section of the individual atoms, and a cross term $2 A_a A_b \cos(\theta_a - \theta_b)$. As mentioned in earlier works [42,43], the diagonal terms in the potential matrix are considered to be dominant. Thus, in computations we will ignore the off-diagonal elements and solve the decoupled partial wave equations.

For the M3DW calculation, all continuum waves are described by distorted waves. The distorted waves are a solution of the Schrödinger equation using a spherically symmetric distorting potential for the neutral $H_2$ molecule (incident channel) or singly ionized $H_2^+$ molecular ion (final channel). This distorting potential is a spherical averaged multi-center potential which is a sum of the contributions from the electronic part and the nuclear part. The electronic part is calculated using the numerical charge density obtained from the orbitals calculated using density functional theory. For the nuclear part, a spherical average of two protons located a distance of 0.55 a.u. from the center-of-mass places a charge of +2 on a thin spherical shell which has a radius of 0.55 a.u. This potential is multi-center in the sense that it takes the proper charge density and location of the nuclei into account, but, in the averaging process, it does not depend on the exact orientation of the molecule. In
the M3DW, the orientation of the molecule is contained in the initial bound state wave function. One of the primary strengths of the M3DW approach lies in the fact that it treats the final state Coulomb interaction between the scattered and ejected electrons exactly (normally called post-collision interaction PCI) while the MCDW method does not contain PCI. PCI should be important when the scattered and ejected electrons have similar energies (speeds). However, for the kinematics of this experiment, there is a large difference between the energies of the scattered and ejected electrons so PCI is probably not very important.

4 Results and discussion

As illustrated in Figures 1a and 1b, we measured electron emission in a plane perpendicular to the projectile beam axis. The incoming projectile ($\vec{k}_0$) enters from the bottom and after the collision, it will most likely be the fast outgoing electron which we define to be scattered to the left ($\vec{k}_1$) with scattering angle $\theta_1$. The projectile momentum transfer to the target is indicated by $\vec{q} = \vec{k}_0 - \vec{k}_1$. The projectile scattering angles are $\theta_1 = 6.5^\circ$, $10^\circ$ and $20^\circ$ giving rise to momentum transfer values $|\vec{q}|$ of approximately 0.7 a.u., 1.1 a.u. and 2.1 a.u., respectively. The ionized electron energies were $E_2 = 20$ eV and 30 eV corresponding to electron momentum values of 1.2 a.u. and 1.5 a.u. This includes kinematics where the momentum transfer is smaller, roughly equal to, and larger than the ejected electron momentum. Thus, different regions of the bound state momentum profile are probed in the experiment. (e, 2e) cross sections of H$_2$ are obtained for two different orientations of the molecular axis within the perpendicular plane. In Figures 1a and 1b, the H$_2$ molecular alignment is indicated by the (blue) spheres in the plots. Panels (a) and (b) show the results for molecular alignments ($\theta_m = 90^\circ$, $\phi_m = 0^\circ$) and ($\theta_m = 90^\circ$, $\phi_m = 90^\circ$). Here $\theta_m$ and $\phi_m$ are the polar angle of the molecular axis and the azimuthal angle with respect to the $x$-axis, respectively. The $x$-axis is defined as the intersection line of the projectile scattering plane and the perpendicular plane (see Fig. 1).

The cross section data in Figures 1a and 1b obtained for $\theta_1 = 6.5^\circ$, $E_2 = 20$ eV display the principal features of the electron emission pattern: it is governed by the well-known binary and recoil lobes. The binary lobe in the +x direction ($\phi_2 \sim 0^\circ$) is oriented roughly along the direction of the momentum transfer $\vec{q}$, as schematically shown in Figure 1c. This corresponds to electrons emitted after a single binary collision with the projectile. In the opposite direction ($\phi_2 \sim \pm 180^\circ$), the much weaker recoil lobe is found, which is attributed to a binary collision followed by backscattering in the nuclear potential resulting in emission roughly in the direction of $-\vec{q}$, as schematically shown in Figure 1d.
Fig. 2. Measured molecular-frame (e, 2e) cross sections of H$_2$ in the perpendicular plane in comparison with M3DW (top row) and MCDW (middle row) and the cross section ratios $\sigma_{H_2}(\phi_m = 0^\circ)/\sigma_{H_2}(\phi_m = 90^\circ)$ in the bottom row. The scattering angle is $\theta_1 = 6.5^\circ$ and ejected energies are $E_2 = 20$ eV (left column) and $E_2 = 30$ eV (right column). The emission patterns at $\phi_2 \sim 0^\circ$ and $\phi_2 \sim 180^\circ$ correspond to the binary and recoil lobes, respectively. In (f), abbreviations IF and M-IF indicate interference model and modified interference model, respectively. The data for the M-IF model are only shown for angles $\phi_2 \sim 180^\circ$ (for details see text).

In the following the 5DCSs as a function of the emission angle $\phi_2$ are shown as Cartesian plots for better quantitative comparison. Figures 2–4 show results for the scattering angles of $\theta_1 = 6.5^\circ$, $10^\circ$ and $20^\circ$, respectively. Each figure displays data for $E_2 = 20$ eV (left columns) and $E_2 = 30$ eV (right columns). Since these perpendicular geometries show mirror symmetry with respect to the x–z planes, the experimental data were also mirrored with respect to $\phi_2 = 0^\circ$. In the figures, the same experimental 5DCS are compared to the M3DW theory (top rows) and the MCDW theory (center rows), respectively for both molecular axis angles. Finally, the bottom rows are focused on the Young-type interference effect by comparing the cross section ratios between two molecular alignments ($\phi_m = 0^\circ$ and $\phi_m = 90^\circ$) with the interference model. While the experimental cross section data are not absolute, the different kinematics are measured in the same experimental run and, thus, are internormalized. Therefore, a single common factor is sufficient for normalization which was chosen by scaling the experimental data at $\theta_1 = 6.5^\circ$, $E_2 = 20$ eV in the binary region to the M3DW calculation.

The 5DCSs exhibit a single binary peak at $0^\circ$ and a small or even flat recoil lobe at $180^\circ$ for all measured scattering angles and ejected energies. Comparing with the MCDW and the M3DW calculations, both qualitatively reproduce the binary peak in shape while the cross section in the recoil region is strongly underestimated. Since the
Fig. 3. Same as Figure 2 but for $\theta_1 = 10^\circ$.

Experimental data are internormalized the relative magnitudes of the 5DCSs can be compared between experiment and theories. The experimental data show similar magnitudes of the binary peaks for the scattering angles $\theta_1 = 6.5^\circ$ and $10^\circ$ and a significant decrease for $20^\circ$ which is fairly well reproduced by both models for $E_2 = 20$ eV. For $E_2 = 30$ eV on the other hand the experimental cross sections decrease faster for increasing scattering angle $\theta_1$ than predicted by theories.

In our previous studies for lower ejected electron energies of $E_2 = 10$ eV [36] and $18$ eV [18] we observed significant higher cross section if the molecular axis was parallel to the emission direction $\phi_m = \phi_2$ as compared to perpendicular alignment. This was interpreted as deflection of the emitted electron in the anisotropic potential of the molecular ion and preferred emission along the molecular axis. In the present experimental data for $E_2 = 20$ eV we find qualitatively the same behavior although the molecular alignment dependence of the cross section is rather small.

The cross sections in the vicinity of the binary and recoil peaks ($\phi_2 = 0^\circ$, $180^\circ$) are slightly higher for $\phi_m = 0^\circ$ compared to $\phi_m = 90^\circ$. Consequently for $\phi_2 = 90^\circ$ the cross section is higher around $\phi_m = 90^\circ$ compared to $\phi_m = 0^\circ$. For $30$ eV these differences become even smaller and the data do not show persistently a significant alignment dependence outside the statistical error bars. This indicates a reduced distortion effect on the ejected electron if it has higher energy. The magnitude of the alignment dependence is roughly reproduced by the M3DW results while MCDW overestimates the differences in the binary peak region.

The experimental cross section ratios between two distinct molecular alignments are shown in the third row of the figures. This aims to verify Young-type interference effect in the electron emission patterns of aligned H$_2$ molecule. The cross section ratio $\tilde{R}$ based on the two-center interference (IF) model of equation (2) is presented as a black solid curve in the figures. As discussed above,
Fig. 4. Same as Figure 2 but for $\theta_1 = 20^\circ$.

The atomic cross section cancels out in the ratio and the Young-type interference effects should be directly observable. It can be seen from Figures 2–4 that the experimental, and the IF ratios show more or less pronounced variations around the ratio 1. The behavior of the IF ratio $\tilde{R}$ can be understood from the cosine functions in equation (2). In the binary peak region $\phi_2 \approx 0$, the vector $\vec{k}_2 - \vec{q}$ is smallest in magnitude and it has a component parallel to $\vec{R}_{\phi = 90^\circ}$ while it is perpendicular to $\vec{R}_{\phi = 0^\circ}$. Therefore, in equation (2) the cosine in the numerator it is close to but smaller than 1 resulting in the ratio $\tilde{R}$ being slightly smaller than 1. For increasing $\phi_2$ the vector $\vec{k}_2 - \vec{q}$ rises in magnitude and quickly turns from being inside the $x$–$z$ plane to angles roughly parallel to $\vec{R}_{\phi = 90^\circ}$ such that the cosine in the denominator is smaller than 1 and $\tilde{R}$ becomes larger than 1. Finally for $\phi_2$ around 180° the vector $\vec{k}_2 - \vec{q}$ is large and roughly parallel to $\vec{R}_{\phi = 0^\circ}$ such that the argument of the cosine in the numerator of equation (2) may approach or exceed $\pi/2$. As a result $\tilde{R}$ is close to zero.

Here we suggest a modification of the interference formula in the recoil region since it does not account for the physical mechanism underlying the recoil peak. As mentioned above, the recoil peak originates from backscattering of the outgoing ejected electron wave in the ionic potential. On the other hand the interference formula only considers direct electron emission into a particular direction. If backscattering occurs in the molecular ion potential as a whole then there is a sign change of the $\vec{k}_2 \cdot \vec{R}$ phase in formula equation (1) as illustrated in Figure 1d and elucidated in the following. $\vec{k}_2 \cdot \vec{R}$ is the phase difference of the emitted waves for direct emission of an electron with momentum $\vec{k}_2$. In case an electron observed in direction of $\vec{k}_2$ stems from backscattering it was initially emitted along $-\vec{k}_2$ with relative phase $-\vec{k}_2 \cdot \vec{R}$. For a subsequent backscattering in the molecular ion potential as a whole this phase persists such that it has opposite sign.

the atomic cross section cancels out in the ratio and the Young-type interference effects should be directly observable. It can be seen from Figures 2–4 that the experimental, and the IF ratios show more or less pronounced variations around the ratio 1. The behavior of the IF ratio $\tilde{R}$ can be understood from the cosine functions in equation (2). In the binary peak region $\phi_2 \approx 0$, the vector $\vec{k}_2 - \vec{q}$ is smallest in magnitude and it has a component parallel to $\vec{R}_{\phi = 90^\circ}$ while it is perpendicular to $\vec{R}_{\phi = 0^\circ}$. Therefore, in equation (2) the cosine in the numerator it is close to but smaller than 1 resulting in the ratio $\tilde{R}$ being slightly smaller than 1. For increasing $\phi_2$ the vector $\vec{k}_2 - \vec{q}$ rises in magnitude and quickly turns from being inside the $x$–$z$ plane to angles roughly parallel to $\vec{R}_{\phi = 90^\circ}$ such that the cosine in the denominator is smaller than 1 and $\tilde{R}$ becomes larger than 1. Finally for $\phi_2$ around 180° the vector $\vec{k}_2 - \vec{q}$ is large and roughly parallel to $\vec{R}_{\phi = 0^\circ}$ such that the argument of the cosine in the numerator of equation (2) may approach or exceed $\pi/2$. As a result $\tilde{R}$ is close to zero.

Here we suggest a modification of the interference formula in the recoil region since it does not account for the physical mechanism underlying the recoil peak. As mentioned above, the recoil peak originates from backscattering of the outgoing ejected electron wave in the ionic potential. On the other hand the interference formula only considers direct electron emission into a particular direction. If backscattering occurs in the molecular ion potential as a whole then there is a sign change of the $\vec{k}_2 \cdot \vec{R}$ phase in formula equation (1) as illustrated in Figure 1d and elucidated in the following. $\vec{k}_2 \cdot \vec{R}$ is the phase difference of the emitted waves for direct emission of an electron with momentum $\vec{k}_2$. In case an electron observed in direction of $\vec{k}_2$ stems from backscattering it was initially emitted along $-\vec{k}_2$ with relative phase $-\vec{k}_2 \cdot \vec{R}$. For a subsequent backscattering in the molecular ion potential as a whole this phase persists such that it has opposite sign.
compared to the waves directly emitted along the $\vec{k}_2$ direction. Therefore, in order to account for the backscattering in the interference formula of equation (1) for the recoil peak angular region around $\phi_2 \sim 180^\circ$, we invert the outgoing electron momentum $\vec{k}_2 \rightarrow -\vec{k}_2$ such that the sign of the phase contribution $k_2 \cdot \vec{R}$ changes while $q \cdot \vec{R}$ is unchanged. In this way it is possible to illustrate how the final state electron-ion interaction can modify the interference pattern. Here the recoil peak is very small, not well separated from the binary peak and it is unclear how the transition from the regular to the modified interference model has to be described. Therefore, the resulting $R$ values of the modified IF are shown in the figures only for a small angular range $160^\circ \leq \phi_2 \leq 180^\circ$ (open circles labeled as M-IF).

From the results in the bottom rows of Figures 2–4, it is obvious that the $\bar{R}$ predictions from the IF model are generally not a good description of the experimental data except in the binary peak where both show $\bar{R}$ values close to 1. For the $E_2 = 20$ eV data there is a statistical significant oscillation around $\bar{R} = 1$. Here for $\theta_1 = 10^\circ$ (Fig. 3c) there is the best agreement in the angular range from $\phi_2 = 0^\circ$ to $\sim 100^\circ$ with a minimum at the binary peak and a maximum at $\phi_2 \sim 70^\circ$. Nevertheless, for the recoil region the IF model strongly deviates from experiment. For $\theta_1 = 6.5^\circ$ the maximum in the IF model is shifted to $80^\circ$ while the experimental data show a maximum around $60^\circ$ in Figure 2c. For $\theta_1 = 20^\circ$ the agreement worsens concerning the magnitude of the cross section ratio (Fig. 4c).

For all kinematics there is strong disagreement with the IF formula in the angular range of the recoil peak while the agreement with our modified IF model is improved. For higher energy $E_2 = 30$ eV the amplitude of the $\bar{R}$ oscillations is larger for the IF model while experimentally they rather decrease (Figs. 2 and 4) or stay roughly unchanged (Fig. 3). These observations indicate that the experimental oscillations in the cross section ratios are rather not dominated by the two-wave interference which underlies the IF formula but are likely due to the scattering of the ejected electron in the two-center ionic potential. Here we do not discuss the cross-section ratios for the two theoretical models since they obtain very small cross sections outside the binary peak region. As a consequence the ratios $\bar{R}$ show oscillations with large amplitude and a comparison with experiment is not meaningful.

5 Conclusion

In summary, we performed a molecular-frame $(e, 2e)$ experiment of $\text{H}_2$ at 520 eV impact-energy. The fivefold differential cross sections (5DCS) were obtained in the perpendicular plane for two molecular alignments of $\text{H}_2$ perpendicular to each other. The experimental data were internormalized across all measured scattering angles and ejected energies. The 5DCSs were compared to predictions from the multi-center distorted-wave (MCDW) as well as the molecular three-body distorted wave (M3DW) approaches. These methods use rather accurate molecular-frame bound state wave functions. On the other hand both models apply different approximations to describe propagation of the continuum waves in the molecular potential. The M3DW model uses spherically symmetrised potentials for obtaining the distorted waves in the initial and final states. The ejected electron in the MCDW model is described utilizing a multi-center potential of the molecular ion which principally can give rise to coupling between different angular momenta of the ejected electron. Yet the respective non-diagonal matrix elements are neglected in order to make the calculation feasible [42,43].

Both models consider the molecule as an effective one electron system neglecting, e.g. interchannel coupling and partially ground state correlation. If normalized to the experimental binary peak the theoretical 5DCS strongly underestimate the cross section in the remaining angular range and in particular in the recoil peak region where distortion and backscattering effects are important. Concerning the alignment dependent variations of the 5DCS, these are found to be fairly small for $E_2 = 20$ eV and close to statistically insignificant at 30 eV. Here, M3DW is in better agreement with experiment than MCDW which overestimates the alignment dependent differences in the binary peak region. It is to be noted that the present calculations are far from satisfactory for reproducing the experimental results. Possible reasons are the spherically symmetric distortion potential in M3DW and the above mentioned missing non-diagonal matrix elements in MCDW [42,43]. Therefore, both models do not account for angular momentum exchange between the ejected electron and the molecular ion. In order to enhance its accuracy and to overcome part of its shortcomings the MCDW theory is presently extended to include coupling of different partial waves of the ionized electron.

In order to investigate possible interference patterns, we presented 5DCS ratios $\bar{R}$ between two different orthogonal molecular alignments. In this way, the atomic cross section cancels out and if present the pure two-center molecular effects in the $(e, 2e)$ reaction should become visible. It was found that the ratios are close to the predicted two-center interference pattern only in the binary region and for the $|\varrho| \approx |k_2|$ kinematics, i.e. in the direct binary-collision processes. For the recoil peak we suggested a modified interference factor which takes into account the backscattering process leading to the recoil peak which gives better agreement with the experimental value at $\phi_2 \approx 180^\circ$.

One has to conclude that the present kinematics are not appropriate to fully reveal the two-center interference for the $(e, 2e)$ reaction on $\text{H}_2$ which requires undisturbed electron emission from the two atomic centers. While the projectile energy of 520 eV should be sufficiently high to prevent significant mutual interaction of the ionized and scattered electrons (post collision interaction) the ionized electron energy is rather low such that the respective outgoing wave is distorted by the ionic two-center potential. Clearly still higher energies $E_2$ (above 100 eV) are required to come closer to an undistorted outgoing wave for the ionized electron [50]. In the present experiment we could not obtain 5DCS for higher energy $E_2$ due to the strongly dropping cross section for increasing $E_2$ while the projectile beam current was limited by the total detector count rate which is mainly determined by the abundant
low energy electrons. In future we aim to overcome this limitation by implementing additional electron detectors which are only reached by the faster ionized electrons.
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