Derivation of Optimized Equations for Estimation of Dispersion Coefficient in Natural Streams Using Hybridized ANN With PSO and CSO Algorithms
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ABSTRACT In this paper, a new hybrid model is developed to improve the accuracy in the prediction of the longitudinal dispersion coefficient (Kx) and the derivation of novel optimized explicit equations for natural streams. For this purpose, an artificial neural network (ANN) is hybridized with particle swarm optimization (PSO) and cat swarm optimization (CSO) algorithms. The CSO and PSO are used to find the optimum values of biases and weights in ANN structure and formulate the results as novel explicit predictive equations than the classical black-box methods. The hydraulic parameters of the natural stream and some geometric parameters were utilized for the model developments. Eight different input combinations are used as the input vectors to ANN, ANN-PSO, and ANN-CSO models, whereas the dispersion coefficient (Kx) is the target model output. The developed models are trained and tested by a comprehensive reference data sets measured on streams in the United States, that were used previously by Tayfur and Singh (2005) in ANN models. The main aims, novelty, and contributions of the present study are 1) improving the accuracy of classical ANN-based Kx predictions by hybridizing with CSO and PSO. 2) Performing sensitive analysis of ANN, ANN-CSO, and ANN-PSO based on input combinations 3) derivation of novel explicit optimized ANN-CSO, ANN-PSO, equations for predicting Kx rather than the classical ANN black-box methods. The results depicted that the highest accuracy and superiority were attained by the ANN-PSO model, with input variables of B, H, U, U*, followed by ANN-CSO and ANN. By using the optimized trained black box ANN models, two novel explicit predictive equations are derived, and their results are compared with the empirical equations. Comparative assessments confirmed significant improvements in the hybrid equations’ results than the classical ANN and previously published equations. The developed novel equations can be used to estimate the Kx in one-dimensional pollutant transfer models that are essential for the pollution studies in environmental river engineering practices.

INDEX TERMS Longitudinal dispersion coefficient, PSO, CSO, ANN, natural rivers, explicit equation derivation, streamflow, optimization.

I. INTRODUCTION The study of pollutant and contaminant transport in the natural streams is important in several aspects such as quality
management, pollution control of the chemical and biological processes, hydro-ecological studies and environmental impact assessments [1], [2]. Hazardous pollutants and effluents, when discharged to the streams, in the mixing process, dispersed transversely, vertically, and longitudinally by advective and dispersive processes. At a distance downstream from the source injection, the longitudinal dispersion becomes the essential mechanism and quantified by the longitudinal dispersion coefficient (Kx) [3]. Kx is a crucial factor in studying the environmental hydraulics of water quality in rivers [4], [5]. In applied aspects of river engineering such as pollutant transport, the dominant process is one-dimensional [6], and the longitudinal dispersion acts as the most crucial parameter in modeling the fate of contaminants such as nutrients, sediments and river water quality [1], [7]–[9]. The longitudinal dispersion process as the primary mechanism in applied river quality studies is simulated by the conventional advection-dispersion equation [10]:

$$\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} = K_x \frac{\partial^2 C}{\partial x^2}$$  \hspace{1cm} (1)

where C is the average of mass concentration (mg/l) in cross-section, t is the time (s) in unsteady modeling, u is the longitudinal velocity (m/s), x is the longitudinal coordinate (m), and Kx is the longitudinal dispersion coefficient (m²/s) [11]–[13]. It is possible to obtain Kx by solving the advection-dispersion equation [9]. Therefore, the development of the empirical-based formulas for the Kx in terms of the basic features of the rivers has been considered [14], [15]. For complex case studies such as the natural rivers with large transverse velocity shear, the dispersion coefficient estimation is time-consuming with a high level of uncertainties [10], [16]. According to the previous studies, the flow depth (H), section width (B), mean flow velocity (U), bed shear velocity (U*), river shape parameter (b), channel sinuosity (s) in river sections and the combinations of them (e.g., the flow discharge, Q) are the most influential parameters for determination of the Kx [17]–[21]. Based on these hydraulic and hydrodynamic parameters, several researches were carried out to develop a formula for estimation of the Kx based on the following representation [5]:

$$K_x = f (H, B, U, U*, b, s, Q)$$  \hspace{1cm} (2)

For this purpose, several methods including empirical/mathematical based equations [22]–[25], statistical and regression-based equations [14], [17], [26], [27] and in recent years different models of soft computing such as adaptive neuro fuzzy inference system (ANFIS), support vector machine (SVM), Gene expression programming (GEP) and ANN [3], [6], [9], [11], [12], [28]–[31] were used to predict and develop a formula that can be used in the estimation of Kx in natural rivers. Most of the recent studies discussed that new flexible structure-based models such as ANN outperformed the older rigid structure but simple models [11]–[13], [15]. Although artificial intelligence-based models showed superiorities in Kx estimation, yet, the main challenging problem that limited their applicability is their black-box nature. Soft computing techniques work as a black-box model in which the process of a phenomenon is not considered in modeling, and the governing relationship is just based on the input-output data without providing explicit estimation equation [32], [33]. The ANN is the most widely used method in water resources modeling [4], [20], [34]–[36]. Multilayer perceptron (MLP) with a feed-forward back-propagation algorithm is one of the most popular types of ANN, which was used for forecasting hydrological variables such as drought, streamflow, evaporation, etc. [37]–[42]. The capability of ANN-based models in fast learning and using noisy data made them accessible during the past decades [43]. However, the same as other methods it has some shortcomings. Among all, as the procedure of training is based on finding the optimum solution as the best fit, it may trap in local instead of the global optimum. Another drawback in ANN models is operating at much slower speeds compared to the acceptable level and slow training algorithms such as gradient methods [20], [43]. The meta-heuristic optimization algorithms showed considerable achievements in previous studies and the literature reported great enhancement in model performances. Moreover, their hybridization with the ANN aimed to overcome the problem of local optimum and avoid local minima that convergence rates of heuristic methods to the global minimum can be faster than back propagation.

To remedy these problems, several optimization algorithms have been developed during the past decades. In recent years, nature-inspired optimization algorithms are proposed to find the global optimum in optimization problems. For estimation of the Kx, different optimization algorithms, including genetic algorithm (GA) [20], [28], [44]–[46], PSO [6], Differential Evolution (DE) [30], [44], and Genetic Programming (GP) [9], [31], [48], [11] were used. All of these studies come in with major drawbacks. The main drawback is their inapplicability for explicit future estimation of the Kx, without providing explicit equation based on the results. Nearly all of these studies are based on a black-box framework and based on the knowledge of the authors, there is no explicit optimized ANN-based equation for Kx estimation. On the other hand, in natural streams, the need and emphasis is on explicit estimation for the Kx, not on the black box models. Thus, further attempts are still vital to hybridize ANN models with more robust recent optimization techniques in order to result in an accurate, explicit equation for the estimation of longitudinal dispersion coefficient, especially for future use in one-dimensional water quality studies.

There is a need to develop objective procedures for the explicit derivation of new predictive equations based on optimized black-box models of ANN for longitudinal pollutant dispersion coefficient using multiple variables that affect the Kx values. This will be accomplished by the establishment of a hybridizing scheme that requests evidence from multiple sources of hydraulic, geometry, and sheer force and will, therefore, empower better estimation of the Kx based on the inherent knowledge. This study directed to
deal with the complex dependent interactions between various dispersion related parameters and generation of explicit prediction equations. To achieve this aim, CSO and PSO are used to train the ANN and derivation and amplifying of dependence structure of the Kx in equation-based forms. This will extend our knowledge into the applicability and white box status of ANN-based results than the black box results and improve our ability to illustrate them.

In this paper, motivated by the satisfactory performance of PSO and CSO algorithms, and to overcome the previously mentioned shortcomings, the ANN hybridized with CSO and PSO algorithms. Another main contribution of the present study is that for the first time, an explicit optimized-based equation for accurate determination of the longitudinal dispersion coefficient was developed. In this study, the authors proposed a new methodological framework for the derivation of explicit equations for the longitudinal pollutant dispersion coefficient using black-box models of hybrid ANN that empowers us to compute an intelligence-based Kx. Also, the traditional ANN was used for modeling, and the improvements in the results are compared with the hybrid models and previous results of ANN in Tayfur and Singh (2005) study and previous empirical equations. The database used in this research is a worldwide-accepted real dataset in studies of Kx over natural rivers provided in Tayfur and Singh (2005). Training and testing of models are accomplished using this dataset, and the obtained results of different models with various input parameters are evaluated by virtue of several graphical and statistical indices. In the final step of the current study, two explicit predictive equations are provided, and a comparison is drawn between developed equations with some well-known empirical equation of Kx.

The major contributions and novelty of the developed framework in this study are summarized as follows:

- In the current study, a novel hybrid algorithm for training ANN entitled ANN-CSO, is developed and its performance is evaluated with ANN-PSO and standalone ANN.
- The developed hybrid models of ANN-PSO, ANN-CSO are used to provide two explicit predictive equations for Kx via an optimal solution.
- Development of a new methodological framework for equation derivation based on ANN optimized models that empower us to use the results of ANN-based models in other studies.

The remainder of the paper is organized as follows. At first, an overview of the ANN, PSO, CSO are presented. After that, an explanation of the collected data and train-test subsets are provided and previously published equations for Kx estimation are presented. Then modeling hybridization framework also included with evaluation criteria, and finally, the application results, discussion, and conclusions of the study with recommendations for future are provided.

II. MATERIAL AND METHODS

A. ARTIFICIAL NEURAL NETWORKS

Artificial neural network (ANN) widely used in water resources researches during the past decades. The multi-layer perceptron (MLP) has three or more layers, including input, one or more hidden, and one output layers. The output is generated from the summation of the weights from the preceding layer in a node, adding bias and deriving the output through a transfer function [40]. ANN as a black-box model, with a non-linear relationship between the input and output parameters as displayed in Figure 1 was utilized for the Kx predictions. Figure 1 displays an MLP network with four input variables of (B, H, U, U*) one hidden layer with arbitrary neurons, and one output parameter, Kx. The input-output formulation of neurons in the hidden layer is calculated by the action of the nonlinear transfer
function as [34]:

\[
f(Y_{net}) = f \left( \sum_{i=1}^{N} w_{i,j}X_{i,j} + a_{i} \right)
\]

(3)

In which, \(X_{i,j}\) is the input vector, \(Y_{net}\) is the output of the network, \(w_{i,j}\) is the connection weights from the input node to hidden nodes, \(a_{i}\) are the bias values of nodes, and \(N\) is equal to the number of input parameters. \(f()\) is the nonlinear activation function which in this study is the ‘tansig’ function:

\[
y_{j} = \frac{2}{1 + e^{ex(-2y_{j})}} - 1
\]

(4)

In which, \(X_{j}\) is the input, and \(Y_{j}\) is the output of the activation function. The \(w_{i,j}\) and \(b_{i}\) are the unknown constants that should be determined by the training scheme and in the current study are decision variables in the optimization space. The output of the model is \(K_{x}\) and calculated as:

\[
K_{x} = f_{0} \left[ \sum_{j} w_{m1j} \left( \sum_{i} w_{l,i}X_{i,j} + b_{i} \right) + b_{m} \right]
\]

(5)

Here, \(w_{m,1}\) is the connection weights of the hidden node to the output node, and \(b_{m}\) is the bias for output node. Therefore, we have used one hidden layer ANN hybridized with PSO, CSO learning schemes, and the best explicit equation is derived finally. For this purpose, the weights and biases are used as the decision parameters to minimize the mean squared error (MSE) as the goal function:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (K_{x_o} - K_{x_p})^2
\]

(6)

where \(K_{x_o}\) and \(K_{x_p}\) are observed and predicted values of the \(K_{x}\) and \(N\) is the number of training sets.

**B. CAT SWARM OPTIMIZATION ALGORITHM**

One of the nature-inspired meta-heuristic optimization algorithms is Cat Swarm Optimization (CSO), which was proposed in 2007 by Guo et al. [50] and improved in 2015 by Bozorg-Haddad [51]. The CSO is inspired by the cats’ behavior. For this purpose, two modes, including seeking mode and tracing mode are proposed. Seeking and tracing modes are related to resting the cats and chasing the prey, respectively. The mixture of these two modes will result in a global solution. Based on Chu and Tsai (2007) and Bozorg-Haddad, (2017), the hybridized framework is provided in Figure 2, in which five steps are considered for CSO algorithm as follows:

1. **Initialization**: in this step, cats are generated and distributed randomly into M-dimensional solution space \((X_{i,d})\), and a random velocity assigns to each cat \((v_{i,d})\).
2. **Based on the mixture ratio (MR)**, the population of the cats divides into two subgroups (seeking and tracing modes).
3. **Evaluation**: evaluate the fitness function of each cat.
   If the current position of the cat leads to a better fitness function, then save the position of the cat as the best solution \((X_{best})\).
4. **Movement**: moving the cats based on the seeking and tracing modes according to the decision made up in step 1 [52].
5. **If the stopping criteria are satisfied, the algorithm will be terminated. Otherwise, steps 2 to 5 will be repeated.**

**C. PARTICLE SWARM OPTIMIZATION ALGORITHM**

PSO is a meta-heuristic method, which was inspired by the swarming habits of animals such as birds or fish. It combines two methodologies: artificial life and evolutionary computation [53]. Based on this algorithm, a group of particles is distributed in the N-dimensional space that \(N\) shows the number of variables, which must be optimized [54]. Each particle in the search space maintains the position, velocity, and individual best position.

Suppose an N-dimensional search space. The PSO algorithm starts with a position of \(i\)-th particles of the swarms \(P_{i} = (p_{i1}, \ldots p_{iN})\) and the velocity \(V_{i} = (v_{i1}, \ldots v_{iN})\) which moves them to a new location \(X_{i} = (x_{i1}, \ldots x_{iN})\) [55]. In each iteration, the particles are updated by the two best values, the personal best position (Pbest) and the best value among all personal bests (Gbest). Each particle’s velocity is updated based on the following equation:

\[
v_{i}(t + 1) = \omega v_{i}(t) + c_{1} r_{1} \left[ \hat{x}_{i}(t) - x_{i}(t) \right] + c_{2} r_{2} \left[ g(t) - x_{i}(t) \right]
\]

(7)

where \(\omega\) is the inertial coefficient, \(c_{1}\) and \(c_{2}\) are the acceleration coefficients in the range of [0,2], \(r_{1}\) and \(r_{2}\) are random values \((0 < r_{1}, r_{2} < 1)\) which regenerated in every update with uniform distribution, \(v_{i}(t)\) and \(x_{i}(t)\) are the particle’s velocity and position at time \(t\), respectively and \(\hat{x}_{i}(t)\) is the particle’s individual best solution at time \(t\). Also, the location of particle \(i\) can be calculated according to the following equation:

\[
x_{i}(t + 1) = x_{i}(t) + v_{i}(t + 1)
\]

(8)

This algorithm is repeated until the stopping criteria satisfy. The flowchart of the PSO algorithm and its calculation procedure hybridized with the ANN in the \(K_{x}\) estimation is presented in Figure 3.

**D. HYBRIDIZATION FRAMEWORK AND EVALUATION CRITERIA**

As stated, we hybridized the PSO and CSO algorithms to train the ANN model and find the unknown values of weights and biases in equations 3, 4, and 5 by minimizing the objective function in equation 6. The model development framework and the flowchart of the study presented in Figures 2 and 3. As these figures show at first, we used train sets to find the best values of weights and biases in ANN by the minimization of the objective function by using the PSO and CSO algorithms. In iterative ANN-PSO and ANN-CSO algorithms, the optimized values of ANN weights and biases are derived.
and associated with the final network of models compared to the classical ANN structure to simulate the test data set. Moreover, the optimized weights and biases are implemented in the model structure to derive optimal explicit equations for the $K_x$. In order to evaluate the improvements of developed hybrid, the same train and test sets and the corresponding
input parameter combination with the study in 2005 by Tayfur and Singh [3] are used. The primary input vector includes B, H, U, and U* parameters. Additional seven combinations of inputs used as a sensitivity analysis in the model evaluations and are presented in Table 1. Overall, 36 different models (three training schemes: PSO, CSO, classical
back-propagation with eight input combinations; eight models of Tayfur and Singh [3]; four empirical equations) are used. The results are compared with the results of eight models in Tayfur and Singh [3] and four empirical equations of the Kx as provided in Table 1. Researchers have developed several empirical equations for prediction of Kx based on classical regression methods that are presented in Table 1. These equations calculate the Kx values using parameters based on the average conditions of river flow including average depth, average velocity, shear velocity and width of river. In the current study, the presented empirical equations in Table 1 are compared with the results of explicit optimized equations. The results of all 36 models are evaluated by the use of the RMSE, mean absolute error (MAE), Nash-Sutcliffe Efficiency (NSE), coefficient of determination (R2), index of agreement (d), persistence index (PI), confidence index (CI), and relative absolute error (RAE). The formulation and detailed description of these statistical indices are presented elsewhere [37], [56]–[60]. Furthermore, scatter plots, trend comparisons, box plot of errors, Taylor diagrams and error frequency distributions were used for graphical verification of model results. The accuracy of predictive models in training and testing steps is evaluated. The preference is to the R2, NSE followed by RMSE and RAE for validation of the models results over unseen data in the testing stage.

\[
\frac{K}{HU^*/S} = 0.15 \frac{U}{U^*/S} \left( \frac{B}{H} \right)^{1.67}
\]

Deng et al. (2001) [25]

\[
\varepsilon_t = 0.145 + \left( \frac{U}{U^*/S} \right)^{1.38} \left( \frac{B}{H} \right)^{2} \left( \frac{B}{H} \right)^{2} \frac{1}{3520}
\]

Fischer (1975) [6]

\[
\frac{K}{HU^*/S} = 0.011 \left( \frac{U}{U^*/S} \right)^{2} \left( \frac{B}{H} \right)^{2}
\]

Seo and Cheong (1998)[17]

\[
\frac{K}{HU^*/S} = 5.92 \left( \frac{U}{U^*/S} \right)^{1.43} \left( \frac{B}{H} \right)^{.62}
\]

Kashefipour and Falconer (2002) [14]

\[
\frac{K}{HU^*/S} = \left[ 7.428 + 1.775 \left( \frac{B}{H} \right)^{.62} \left( \frac{U}{U^*/S} \right)^{.572} \right] \times \left( \frac{U}{U^*/S} \right)^{2} \frac{B}{H} < 50
\]

E. FIELD DATABASE OF KX

As stated previously, geometric and hydrodynamic parameters, including H, U, U* and B affect the longitudinal dispersion. In this study, the data provided in 2005 by Tayfur and Singh [3] are used to predict the longitudinal dispersion coefficient due to their general acceptability in different studies over the Kx predictions. These field data have measured Kx on different rivers over 29 rivers in the United States. The database obtained from Tayfur and Singh [3], and the train and test sets are the same as used by them. The plots of distribution and variations of Kx in the train and test steps versus the other input parameters are shown in Figure 4. The statistical characteristics of the data in the train, test and all of the data are presented in Table 2. It is apparent that all parameters have nearly equal distribution over train and test subsets and this database covers an extensive range of Kx ranged from 1.9 to 892 m2/s in all and 1.9 to 837 m2/s in the train set and 2.9 to 892 m2/s in the test set. Furthermore, the standard deviation of the Kx values of the training subset is higher than the test subset and it indicates that using this dataset, the developed models will provide reliable predictions for unseen data and this will eliminate the overfitting of models in the training sets.

III. RESULTS AND DISCUSSIONS

A. ALGORITHMS COMPARISONS: ANN-PSO, ANN-CSO AND ANN

To evaluate the efficiency of developed algorithms, we compare the CSO, PSO algorithm results with the standalone ANN training algorithm and the best model results are compared with the results of Tayfur and Singh [3]. As presented in Table 1, we used the main model with input vector of B, H, U, U* and in this section, the comparison of algorithms is based on this structure. The results of ANN, ANN-PSO, ANN-CSO and the ANN of Tayfur and Singh [3] in the base model are listed in Table 3 in the training stage. It can be detected that the developed ANN-PSO model in the training stage has the highest R2, NSE and PI values equal to 0.96, 0.96 and 0.94, respectively with the lowest values of RMSE, MAE and RAE equal to 29.12, 21.74 and 0.24, respectively. These statistical indices confirm the superiority of the PSO.
FIGURE 4. The plot of the distribution of field Kx data in the train and test sets according to the different input parameters.

algorithm in the training stage in terms of agreement, persistence, confidence and accuracy. Hence, in the training stage of the basic model, it ranks the first among all other training methods. In addition, results in ANN, ANN-CSO and ANN-Tayfur and Singh [3] are so close to each other. It confirms that hybridizing with PSO would be satisfying for improving the accuracy of the data-driven model.

To have a clear sight of performances of the developed models, in Fig. 5a the predicted versus observed values of Kx in the training stage are plotted. It is clear that the ANN-PSO model acts significantly better than the previous standalone ANN models, and the ANN-CSO also has better performance than the standalone ANN models, especially over peak values of the Kx. These results support the idea of applying...
TABLE 2. Statistical criteria for the train, test and over all of the datasets.

| Parameter | Mean  | Mode | SD   | Min. | First Quart | Median | Third Quart | Max.  | Skew | Kurt. |
|-----------|-------|------|------|------|-------------|--------|-------------|-------|------|-------|
| **Total data** | | | | | | | | | | |
| B (m)     | 82.96 | 13.00 | 122.50 | 11.90 | 20.00 | 42.20 | 83.98 | 711.20 | 3.42 | 15.55 |
| H (m)     | 1.71  | 0.81  | 2.60  | 0.22  | 0.52  | 0.91  | 2.33  | 19.94  | 5.27 | 35.92 |
| U (m/s)   | 0.54  | 0.23  | 0.39  | 0.03  | 0.28  | 0.42  | 0.67  | 1.74   | 1.34 | 4.18  |
| u-(m/s)   | 0.09  | 0.07  | 0.09  | 0.00  | 0.05  | 0.07  | 0.10  | 0.55   | 3.93 | 20.20 |
| B/H       | 51.68 | 23.90 | 31.72 | 13.80 | 29.25 | 41.80 | 67.23 | 156.50 | 1.43 | 4.77  |
| U/U*      | 7.62  | 2.50  | 4.56  | 1.29  | 4.56  | 6.32  | 9.23  | 19.63  | 1.04 | 3.26  |
| b         | 3.79  | 3.58  | 0.57  | 2.62  | 3.37  | 3.74  | 4.21  | 5.05   | 0.18 | 2.51  |
| s         | 1.51  | 1.30  | 0.42  | 1.08  | 1.26  | 1.35  | 1.57  | 2.54   | 1.34 | 3.48  |
| Ks(m2/s)  | 107.71| 13.90 | 170.25| 1.90  | 20.73 | 39.50 | 127.83| 892.00 | 2.95 | 12.40 |
| **Train data** | | | | | | | | | | |
| B (m)     | 62.93 | 13.00 | 58.83 | 12.80 | 19.28 | 42.00 | 81.33 | 253.60 | 1.54 | 4.62  |
| H (m)     | 1.34  | 0.81  | 1.06  | 0.22  | 0.48  | 0.91  | 2.20  | 3.96   | 1.02 | 2.95  |
| U (m/s)   | 0.49  | 0.29  | 0.35  | 0.03  | 0.27  | 0.39  | 0.60  | 1.74   | 1.84 | 6.34  |
| u-(m/s)   | 0.08  | 0.07  | 0.08  | 0.00  | 0.05  | 0.07  | 0.10  | 0.53   | 4.10 | 23.02 |
| B/H       | 51.36 | 29.20 | 31.31 | 16.00 | 29.70 | 41.60 | 65.08 | 156.50 | 1.68 | 5.80  |
| U/U*      | 7.13  | 2.50  | 4.02  | 1.29  | 4.48  | 6.09  | 9.05  | 19.06  | 1.00 | 3.41  |
| b         | 3.79  | 3.37  | 0.53  | 2.77  | 3.39  | 3.73  | 4.18  | 5.05   | 0.35 | 2.75  |
| s         | 1.53  | 1.30  | 0.42  | 1.09  | 1.28  | 1.35  | 1.58  | 2.54   | 1.37 | 3.52  |
| Ks(m2/s)  | 98.43 | 13.90 | 148.27| 1.90  | 20.78 | 39.50 | 130.70| 837.00 | 3.21 | 14.77 |
| **Test data** | | | | | | | | | | |
| B (m)     | 127.59| 11.90 | 197.71| 11.90 | 25.00 | 45.85 | 93.00 | 711.20 | 2.02 | 5.64  |
| H (m)     | 2.55  | 0.40  | 4.35  | 0.40  | 0.59  | 0.90  | 2.41  | 19.94  | 3.23 | 13.03 |
| U (m/s)   | 0.66  | 0.13  | 0.44  | 0.13  | 0.34  | 0.60  | 1.01  | 1.53   | 0.60 | 2.27  |
| u-(m/s)   | 0.10  | 0.05  | 0.11  | 0.02  | 0.04  | 0.07  | 0.11  | 0.55   | 3.45 | 14.90 |
| B/H       | 52.40 | 13.80 | 33.34 | 13.80 | 23.90 | 42.70 | 69.10 | 131.00 | 0.92 | 2.90  |
| U/U*      | 8.72  | 2.33  | 5.52  | 2.33  | 5.00  | 7.30  | 13.66 | 19.63  | 0.81 | 2.33  |
| b         | 3.77  | 2.62  | 0.65  | 2.62  | 3.17  | 3.75  | 4.24  | 4.88   | -0.03| 2.06  |
| s         | 1.48  | 1.08  | 0.42  | 1.08  | 1.18  | 1.33  | 1.47  | 2.53   | 1.27 | 3.33  |
| Ks(m2/s)  | 128.40| 2.90  | 213.82| 2.90  | 15.50 | 39.60 | 88.90 | 892.00 | 2.42 | 8.55  |

Optimization algorithms for the longitudinal dispersion equation finding. It is apparent that the results predicted by the ANN-PSO model are superior to the others. The scatter plot of the training stage is also presented in Fig. 5b that reveals the superiority of ANN-PSO to the other methods. As described in the previous sections, the main strategy for improving the accuracy of the ANN models is using the benefits of hybrid training methods. Among the different strategies that are
used, the standalone ANN method shows the weakest results (Fig. 5) and indicates that hybrid models play an effective role.

A three-aspect comparison based on correlation coefficient, standard deviation and centered root mean square difference (RMSD) for each of the models when compared with each of the observed Kx data sets (shows with the actual label in the horizontal axis), is shown in Figure 6a as Taylor diagram. Taylor diagram is a single diagram that summarizes multiple indices of assessment results, the RMSE, correlation coefficient, and standard deviation. In Taylor diagrams, the performance of models is highlighted by comparing the observed and estimated values by visualizing a series of points on a polar diagram. The reference point is the observed values located by standard deviation that here is 150 and 205 m²/s in the train and test sets, respectively. The azimuth angle of the plot displays the correlation coefficient of observed and estimated Kx values, and the radial distance from the reference point shows the ratio of normalized standard deviation of the simulation from the measured values. Each point in this plot displays the accuracy of each model, and models with more accurate estimations are closer to the reference point. The values of the RMSD are shown using the observed Kx data set as a reference of actual values. The lowest value for RMSD in the training set is 30 for the ANN-PSO with the highest value of correlation coefficient, 0.98 in Figure 6a. In addition, the empirical cumulative probability of absolute error of models in the training stage is presented in Figure 6b. Based on the results in Figure 6b, for absolute error of 5 m²/s, the highest probability is 0.9 in ANN-PSO model and shows that with the probability of 90%, the absolute error of ANN-PSO is lower than 50 m²/s, while for ANN-CSO, it is equal to 140, in Tayfur and Singh is equal to 115 and in ANN is equal to 150 m²/s. As this figure shows, the ANN-PSO estimated the Kx values with smaller error, and the probability of the estimated Kx via the ANN-PSO with a given absolute error in the train stage is higher than the other models. These results show the accurate performance of ANN-PSO in the training stage and the other models, including ANN, and ANN-CSO have similar accuracy in the training stage. However, the efficiency of models in the testing stage as an application of the intelligence model is crucial and in the next section is discussed.

**TABLE 3. Comparison of models results in the train and test stages.**

|            | Train          | Test          |
|------------|----------------|--------------|
|            | Tayfour and Singh (2005) | PSO | CSO | ANN | Tayfour and Singh (2005) | PSO | CSO | ANN |
| R²         | 0.89           | 0.96         | 0.83 | 0.85 | 0.70           | 0.94 | 0.81 | 0.67 |
| RMSE       | 49.75          | 29.12        | 63.43 | 62.73 | 184.04         | 81.47 | 137.39 | 224.57 |
| MAE        | 33.19          | 21.74        | 44.67 | 42.73 | 85.90          | 51.72 | 73.56 | 123.98 |
| PI         | 0.84           | 0.94         | 0.73 | 0.73 | 0.34           | 0.87 | 0.75 | 0.54 |
| RAE        | 0.36           | 0.24         | 0.48 | 0.46 | 0.58           | 0.35 | 0.50 | 0.84 |
| d          | 0.97           | 0.99         | 0.95 | 0.95 | 0.86           | 0.97 | 0.92 | 0.82 |
| NSE        | 0.89           | 0.96         | 0.81 | 0.82 | 0.22           | 0.85 | 0.57 | -0.16 |
| CL         | 0.86           | 0.95         | 0.77 | 0.78 | 0.19           | 0.82 | 0.52 | -0.13 |

**B. ANALYSIS OF THE RESULTS**

The results of developed models in the test stage of the main model with four inputs of B, H, U, U∗ are presented in Table 3. According to the presented results in this table, the hybridized models of ANN-PSO and ANN-CSO have the best performances than the ANN and previous ANN by Tayfur and Singh [3]. This table shows that the CSO and PSO training algorithms provide more reliable and accurate predictions for Kx than the standalone models. For example, the R² values of ANN-PSO and ANN-CSO models are 0.94 and 0.81, respectively, while the R² of the ANN model is less than 0.7. The higher values of R² in the hybrid models in the testing stage demonstrates a relatively high correlation between the observed and estimated values of Kx. Table 3 also confirms that the hybridizing schemes of training improve the performance of the standalone ANN model in the test stage about 34% and 18 % in terms of R² for PSO and CSO, respectively. The hybridization of the ANN model also reduces the RMSE by 55% for PSO and 26% for CSO. In Figure 7, the observed and predicted values of Kx in different models at the test stage are presented. The ANN-PSO model provides estimations closer to the observed values for both large and small values and its predictions in...
peak values are useful. Moreover, the ANN-CSO model has better predictions in the test step than the stand-alone ANN models.

In Figure 8, the Taylor diagram and cumulative probability of prediction errors in the test step are presented. As Taylor diagram in Figure 8a shows, the best model and closer to the reference point is ANN-PSO with standard deviation of 235 m$^2$/s close to the 200 m$^2$/s in observed values. This parameter in ANN-CSO is 275 m$^2$/s, in ANN is 325 m$^2$/s and in ANN-Tayfur and Singh (2005) is 300 m$^2$/s. The RMSD values in the train step of ANN-PSO is the lowest and equal to 60, in ANN-CSO is 120, in Tayfur and Singh (2005) is 170 and in ANN is 190 which confirms the superiority and great improvements in the ANN-PSO and ANN-CSO models than the others. Also, Figure 8b shows that with probability of 90%, the absolute error in ANN-PSO and ANN-CSO are nearly less than 100 m$^2$/s, while these values for ANN and Tayfur and Singh (2005) are 300 and 350 m$^2$/s, respectively.
Again, these values confirm the higher reduction of error predictions in test stage of ANN-PSO and ANN-CSO in comparison versus standalone ANN models. The result of models in the test stage in Figures 7 and 8 and Table 4 show that using PSO and CSO algorithms to train ANN strongly improves the model accuracy, persistence, reliability and performance. In the test stage, both PSO and CSO optimization algorithms are superior to the classical algorithms in the training ANN. These findings indicate that the proposed hybrid models are able to provide an accurate estimation of Kx values with a great performance over various ranges of Kx values in the current study. The results in Figure 8 evidently confirm the improvements in Kx predictions by ANN-CSO and ANN-PSO versus the previous models of ANN. It is proven that the developed hybrid models can be used effectively to predict the Kx coefficient in natural river flows. Higher values of $R^2$, NSE and $\Delta$ are associated with small values of RMSE, MAE and RAE in the testing stage of the hybrid models.

C. SENSITIVITY ANALYSIS TO THE INPUT FEATURES

In order to investigate the effects of different input combinations and evaluate the sensitivity of the hybrid model results with input parameters, the sensitivity analysis of the developed ANN-based models were carried out by estimating the observed Kx values in seven cases (Table 1). These seven M1 to M7 models are trained and tested using the same data as those used by Tayfur and Singh (2005) and the results of them are presented here in the testing stages. These seven cases...
are based on the physically meaning of hydraulic flow and pollutant dispersion as suggested by Tayfur and Singh (2005). In the M1 model, the input parameters are only U, H, B as the main hydraulic effective parameters. As the results of models in Table 4 show, in M1 model, the best results are derived by the ANN-PSO and ANN-CSO models with $R^2$ values of 0.91 and 0.93 and RMSE values of 83.42 and 81.42, respectively that confirm 32% and 35% improvements in $R^2$ and 57% and 58% reduction in RMSE values, respectively than the classical ANN model. In the M2 model, the input parameter is only flow discharge (Q), indeed it is a product of three parameters of U, H, B in case M1. In the M2 model, the best results are those predicted by ANN-PSO and ANN-CSO with 32% and 8% improvements in $R^2$ values and 75% and 15% reductions in RMSE values, respectively compared to the classical ANN model.

In M3, the input vector is only U. The velocity and its gradients are crucial in the magnitude and strength of longitudinal dispersion in river flows [5]. As the results in this case show, the accuracy of models reduced, and the $R^2$ values are near 0.4, which show that the geometry parameters are also needed for a suitable prediction. The M4 uses the velocity U and the shape parameter ($b$) as input variables to predict $K_x$. The results of the M4 models show that using the shape parameter improves the model accuracy and in this case the $R^2$ values increased from 0.4 in the M3 model to 0.7 in M4 model. Also, PSO and CSO based models were superior to the others. In the M5, the input parameters are velocity U along with the
shape factor b and the sinuosity s. This input combination resulted in the reduction of RMSE from 119.17 to 99.35 for the ANN-PSO model as the most accurate model in this class. As M4 and M5 show, the addition of shape factor and sinuosity to the input vectors increased the accuracy of model than the M3 model with U input. However, in comparison with the case M2, using U and B is more effective than using b and s. In the M6 model, the only input parameter is the relative shear velocity \( U/U^* \) that is usually used in empirical equations of \( K_x \), such as equation 9-12. In the M6 model, the \( R^2 \) values are in the range of 0.52-0.61 and relatively smaller than the values in M1, M2, M4 and M5 models. Finally, the case M7 uses \( U/U^* \) with b and s as input values and shows somewhat improvements compared to the M6 model but less accuracy than the M1, M2, M4 and M5 cases. A comparison of different input combinations shows that appropriate selection of the input parameters for prediction of \( K_x \) plays a crucial role in model accuracy.

Figure 9 demonstrates the results of the different models in the sensitivity analysis of input parameters in terms of the Taylor diagram. As it can be inferred, the hybridizing of the ANN with the PSO and CSO algorithms significantly outperforms the classical ANN results. Overall comparison of the sensitivity analysis in Figure 9 reveals that the ANN-PSO2 model that uses Q as input, ANN-CSO1 and ANN-PSO1 models that use U, H, B as input are more accurate and superior than the others. The reason for differences of the model performances in Figure 9 is related to the training method and input vectors of each model that could be disclosed with a look to Table 1. Therefore, it is concluded

**FIGURE 8.** a) Taylor diagrams the correlation, RMSD, standard deviation of models versus actual values in test stage, b) probability of absolute errors.
### TABLE 4. The results of different models in the sensitivity analysis.

| Model           | $R^2$  | RMSE   | MAE   | PI   | RAE  | $d$  | NSE  | CL  |
|-----------------|--------|--------|-------|------|------|------|------|-----|
| Tyfur / Singh(2005) | 0.69   | 192.89 | 93.24 | 0.34 | 0.59 | 0.86 | 0.20 | 0.17|
| M1              |        |        |       |      |      |      |      |     |
| PSO             | 0.91   | 83.42  | 50.82 | 0.88 | 0.32 | 0.97 | 0.85 | 0.82|
| CSO             | 0.93   | 81.42  | 47.50 | 0.91 | 0.30 | 0.97 | 0.86 | 0.83|
| ANN             | 0.62   | 145.09 | 81.94 | 0.68 | 0.52 | 0.88 | 0.55 | 0.48|
| Tyfur / Singh(2005) | 0.41   | 169.56 | 111.65| 0.49 | 0.71 | 0.76 | 0.38 | 0.29|
| M2              |        |        |       |      |      |      |      |     |
| PSO             | 0.41   | 169.14 | 109.90| 0.50 | 0.70 | 0.76 | 0.39 | 0.29|
| CSO             | 0.45   | 162.11 | 108.45| -0.03| 0.69 | 0.76 | 0.44 | 0.33|
| ANN             | 0.42   | 167.26 | 110.89| -0.01| 0.70 | 0.76 | 0.40 | 0.30|
| Tyfur / Singh(2005) | 0.72   | 116.34 | 71.24 | 0.76 | 0.45 | 0.90 | 0.71 | 0.64|
| M3              |        |        |       |      |      |      |      |     |
| PSO             | 0.79   | 99.35  | 61.23 | 0.83 | 0.39 | 0.93 | 0.79 | 0.74|
| CSO             | 0.74   | 115.16 | 85.94 | 0.68 | 0.55 | 0.92 | 0.72 | 0.66|
| ANN             | 0.70   | 122.56 | 86.51 | 0.64 | 0.55 | 0.91 | 0.68 | 0.62|
| Tyfur / Singh(2005) | 0.73   | 190.63 | 94.65 | 0.36 | 0.60 | 0.86 | 0.22 | 0.19|
| M4              |        |        |       |      |      |      |      |     |
| PSO             | 0.96   | 47.15  | 32.10 | 0.96 | 0.20 | 0.99 | 0.95 | 0.94|
| CSO             | 0.79   | 161.09 | 80.23 | 0.73 | 0.51 | 0.90 | 0.44 | 0.40|
| ANN             | 0.60   | 199.03 | 93.37 | 0.58 | 0.59 | 0.84 | 0.15 | 0.13|
| Tyfur / Singh(2005) | 0.47   | 160.61 | 98.24 | 0.54 | 0.62 | 0.81 | 0.45 | 0.36|
| M5              |        |        |       |      |      |      |      |     |
| PSO             | 0.73   | 119.17 | 88.10 | 0.75 | 0.56 | 0.91 | 0.70 | 0.63|
| CSO             | 0.74   | 115.82 | 81.96 | 0.61 | 0.52 | 0.91 | 0.71 | 0.65|
| ANN             | 0.71   | 119.02 | 77.76 | 0.47 | 0.49 | 0.90 | 0.70 | 0.62|
| Tyfur / Singh(2005) | 0.54   | 158.78 | 86.91 | 0.56 | 0.55 | 0.72 | 0.46 | 0.33|
| M6              |        |        |       |      |      |      |      |     |
| PSO             | 0.61   | 150.41 | 84.32 | 0.60 | 0.54 | 0.76 | 0.52 | 0.39|
| CSO             | 0.58   | 160.23 | 86.88 | -0.17| 0.55 | 0.70 | 0.45 | 0.32|
| ANN             | 0.52   | 179.71 | 106.49| -0.34| 0.68 | 0.63 | 0.31 | 0.19|
| Tyfur / Singh(2005) | 0.60   | 138.66 | 81.49 | 0.66 | 0.52 | 0.84 | 0.59 | 0.49|
| M7              |        |        |       |      |      |      |      |     |
| PSO             | 0.61   | 150.41 | 84.32 | 0.60 | 0.54 | 0.76 | 0.52 | 0.39|
| CSO             | 0.61   | 136.80 | 71.95 | 0.46 | 0.46 | 0.85 | 0.60 | 0.51|
| ANN             | 0.55   | 152.44 | 104.24| 0.60 | 0.66 | 0.86 | 0.50 | 0.43|
TABLE 5. Comparison of statistical indicators in hybrid versus empirical equations.

| Statistical criteria | Kashefpour and Falconer (2002) | Deng et al. (2001) | Seo and Cheong (1998) | Fischer (1975) | PSO-Eq | CSO-Eq |
|----------------------|---------------------------------|-------------------|-----------------------|----------------|--------|--------|
| R²                   | 0.42                            | 0.43              | 0.45                  | 0.37           | 0.94   | 0.81   |
| RMSE                 | 282.98                          | 327.40            | 436.68                | 1708.37        | 81.47  | 137.39 |
| MAE                  | 88.29                           | 94.58             | 134.65                | 529.70         | 51.72  | 73.56  |
| PI                   | 0.20                            | 0.19              | 0.15                  | 0.04           | 0.87   | 0.75   |
| RAE                  | 0.81                            | 0.87              | 1.24                  | 4.88           | 0.35   | 0.50   |
| d                    | 0.66                            | 0.63              | 0.55                  | 0.20           | 0.97   | 0.92   |
| NSE                  | -1.80                           | -2.75             | -5.67                 | -101.13        | 0.85   | 0.57   |
| CL                   | -1.20                           | -1.72             | -3.12                 | -19.92         | 0.82   | 0.52   |

that applying hybrid ANN-based models will be suitable if an appropriate set of inputs is used.

D. OPTIMIZED EQUATIONS

As mentioned, another aim of the current study is to derive predictive equations for $k_x$ based on optimized ANN models. The black-box form of the traditional ANN models is very complicated and maybe less applicable in future studies for estimation of $k_x$. Therefore, here we have used the optimized values of weights in ANN-based structures to find an explicit equation. The equation-based form of ANN is one of the advantages of the developed hybrid models in this study, which is commonly used in pollutant transport models. As stated in previous sections, the best models in the test stage were ANN-PSO and ANN-CSO models that use four input parameters of $B$, $H$, $U$ and $U^*$.

Here the optimized equation of each hybrid model is presented as an explicit equation. The ANN-PSO based equation is derived as:

$$A_1 = 1 + e^{-0.02B+0.39H+3.52U+11.37u^*-3.72}$$
$$B_1 = 1 + e^{0.02B-0.48H+0.69U+11.37u^*+2.37}$$
$$C_1 = 1 + e^{0.02B+0.87H-3.52U-2.04u^*-4.48}$$
$$D_1 = 1 + e^{0.03B+1.60H+3.52U-4.94u^*-11.6}$$
$$K_x = \frac{A_1}{B_1} - \frac{517.15}{C_1} - \frac{636.76}{D_1} + 227.59$$

It should be noted that the results of this equation are equal to the results of the developed ANN-PSO model that is presented in Figures 5 to 8 and Tables 3 and 4. In the same way, the explicit optimized equation for $k_x$ based on the results of ANN-CSO model is derived as follows and is equal to the black-box structure of the ANN-CSO model:

$$A_1 = 1 + e^{-0.04B-0.62H-2.71U+23.26u^*-9.21}$$
$$B_1 = 1 + e^{-0.02B+1.31H+0.54U+10.18u^*+1.91}$$
$$C_1 = 1 + e^{0.02B+0.11H+2.04U-3.60u^*-7.25}$$
$$D_1 = 1 + e^{0.01B+1.07H+2.14U+0.335u^*-7.20}$$
$$E_1 = 1 + e^{-0.01B-0.24H+7.94U+1.49u^*+2.33}$$
$$K_x = \frac{471.22}{A_1} + \frac{315.96}{B_1} - \frac{306.77}{C_1} - \frac{818.23}{D_1} - \frac{583.71}{E_1} + 688.54$$

It should be noted that the developed explicit equations for $k_x$, based on the hybrid ANN models presented above are valid only for the ranges of data that are given in Table 2. The accuracy and performance of two newly developed equations are verified against the empirical equations from previous studies. In Table 5, the results of equations 13 and 14...
are compared with the results of equations 9-12. As the results in this table shows, the best accurate equation is equation 13 and, after that, the ANN-CSO equation. The statistical indices show that the superiority of developed equations (13, 14) is confirmed and the previous equations have low accuracy in this regard and one can easily conclude that these equations (9-12) do not give acceptable estimations of Kx. The optimized equations outperformed in terms of accuracy (R², RMSE, NSE), persistence index (PI), confidence index (CI), remarkably. Consequently, the ANN-PSO, ANN-CSO equations derived in the current study have noticeable improvements in terms of accuracy and correlation than the previous ones.

The previous studies on the longitudinal dispersion declared that black-box methods such as ANFIS, GEP, SVM and ANN models are more accurate and superior than the empirical equations [11]–[13], [20]. The black-box methods because of their capability in inferring the nonlinear problems, outperforms than the regression-based models and the results of the current study show that by employing meta-heuristic optimization algorithms in ANN training, the equations accuracy improved significantly and expected to have higher accuracy than the previous studies.

IV. SUMMARY AND CONCLUSION

In the current study, two new prediction equations for one-dimensional longitudinal dispersion coefficient were developed using hybrid models of ANN-CSO and ANN-PSO. The performances of these models in different combinations of input variables are evaluated in standalone form of ANN and in combination with the meta-heuristic optimization algorithms. The developed models are trained and tested using the data sets measured on 29 streams in the United States, that were previously used by Tayfur and Singh (2005) for the ANN model. Results revealed that the performances of newly developed hybrid models are highly satisfying and persistence and they were superior to the classical ANN and empirical equations in the previous studies. The result obtained by the hybrid ANN models of PSO and CSO were close to each other, support the idea of utilizing the meta-heuristic optimizations in training ANN. The sensitivity analysis over input parameters used to determine the effects of hydraulic and geometric parameters in the estimation of Kx. The results of sensitivity analysis showed that in all of the input combinations, the ANN-PSO and ANN-CSO models were superior to the stand-alone ANN models and improve the performance of the models significantly. As a new contribution and an application of the current study, two explicit equations are derived for prediction of Kx in terms of B, H, U and U+ parameters as input variables. The new equations are compared with the previous empirical equations and found to be more accurate and persistent than the previous equations and in good agreement with observed field values of Kx.

The developed equations are robust techniques and tools than the classical studies over the black-box ANN-based models. These new equations can be used to estimate the Kx in one-dimensional pollutant transfer models that is essential for the pollution studies in environmental river engineering practice. As the results of the developed explicit equations based on ANN-PSO, ANN-CSO models were superior to the others, it is recommended to apply this technique in other problems to derive explicit predictive equations.
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