THE GLM REPRESENTATION OF THE GLOBAL RELATION FOR THE TWO-COMPONENT NONLINEAR SCHRÖDINGER EQUATION ON THE INTERVAL
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Abstract. In a previous work, we show that the solution of the initial-boundary value problem for the two-component nonlinear Schrödinger equation on the finite interval can be expressed in terms of the solution of a $3 \times 3$ Riemann-Hilbert problem. The relevant jump matrices are explicitly given in terms of the three matrix-value spectral functions $s(k)$, $S(k)$ and $S_L(k)$, which in turn are defined in terms of the initial values, boundary values at $x = 0$ and boundary values at $x = L$, respectively. However, for a well-posed problem, only part of the boundary values can be prescribed, the remaining boundary data cannot be independently specified, but are determined by the so-called global relation. Here, we use a Gelfand-Levitan-Marchenko representation to derive an expression for the generalized Dirichlet-to-Neumann map to characterize the unknown boundary values in physical domain, which is different from the approach, in fact it analyzed the global relation in spectral domain, used in the previous work. And, we can show that these two representations are equivalent.

1. Introduction

The two-component nonlinear Schrödinger equation

\[
\begin{aligned}
    i q_{1t} + q_{1xx} - 2\sigma(|q_1|^2 + |q_2|^2)q_1 &= 0, \\
    i q_{2t} + q_{2xx} - 2\sigma(|q_1|^2 + |q_2|^2)q_2 &= 0.
\end{aligned}
\]

\[
\sigma = \pm 1. \quad (1.1)
\]
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where \( q_1(x,t) \) and \( q_2(x,t) \) are complex-valued functions. Here, \( \sigma = 1 \) means defocusing case and \( \sigma = -1 \) means focusing case. It was first introduced by Manakov to describe the propagation of an optical pulse in a birefringent optical fiber [1], so it is usually called Manakov equation or Manakov system. Subsequently, this system also arises in the context of multicomponent Bose-Einstein condensates [2]. It is an integrable equation and the initial value problem on the line can be analyzed by means of the Inverse Scattering Transform (IST) as demonstrated by Manakov in [1]. However, in many (perhaps most) laboratory and field situations, the solution is generated by what corresponds to the imposition of boundary conditions rather than initial conditions. Thus, we need analyze these equations with boundary value problems (BVPs), or initial-boundary value problems (IBVPs), instead of pure initial-value problems. In the last eighteen years, a generalization of the IST developed by Fokas and his collaborators, has made it possible to analyze IBVPs for integrable equations [3–14]. Initially, these developments were all carried out for equations with Lax pairs involving \( 2 \times 2 \) matrices. However, in [15] the methodology was further developed to include the case of equations with \( 3 \times 3 \) Lax pairs. Since the work of [15], in which IBVPs were considered on the half-line, it has been a natural problem to extend the Fokas methodology to the case of initial-boundary value problems on an interval.

In a previous work [16], the authors show that the solution of the IBVPs on an interval \( \Omega = \{(x,t) | 0 \leq x \leq L, 0 \leq t \leq T \} \), here \( L > 0 \) is a positive fixed constant and \( T > 0 \) being a fixed final time, for the two-component nonlinear Schrödinger equation can be recovered in terms of the solution of a \( 3 \times 3 \) matrix Riemann-Hilbert problem. The relevant jump matrices are explicitly given in terms of the three matrix-value spectral functions \( s(k), S(k) \) and \( S_L(k) \). The matrix function \( s(k) \) is defined in terms of the initial data \( q_{10}(x) = q_1(x,t = 0), q_{20}(x) = q_2(x,t = 0) \) via a system of linear Volterra integral equations; the matrix functions \( \{S(k), S_L(k)\} \) are defined in terms of the boundary data
at \( x = 0 \) and boundary values at \( x = L \), respectively, also via systems of linear Volterra integral equations. However, the integral equations defining \( \{ S(k), S_L(k) \} \) involve all boundary values, whereas for a well-posed problem, only part of the boundary values can be prescribed, the remaining boundary data cannot be independently specified. Thus, the complete solution of a concrete IBVPs requires the characterization of \( \{ S(k), S_L(k) \} \) in terms of the given initial and boundary conditions. Since these three matrix functions \( \{ s(k), S(k), S_L(k) \} \) are determined by the so-called global relation, it makes the characterization possible. Thus, before the functions \( \{ S(k), S_L(k) \} \) can be constructed from the above linear integral equations, the global relation must first be used to eliminate the unknown boundary data.

The analysis of the global relation can take place in two different domains: in the physical domain or in the spectral domain. Although these two domains are related by a transform, each viewpoint has its own advantages. In the previous work \[16\], we did the analysis in the spectral domain. In this paper, we do the analysis in the physical domain. And we also show that the expression for the generalized Dirichlet-to-Neumann map (i.e. the map which determines the unknown boundary values from the known ones) in this paper is equivalent to the expression obtained in section 4 in \[16\].

**Organization of the paper:** In section 2 we recall the Lax pair formulation and the global relation associated with the two-component nonlinear Schrödinger equation. In section 3, we derive a GLM representation for an appropriate eigenfunction of the Lax pair. In section 4, we analyze both the Dirichlet and Neumann problems of the two-component nonlinear Schrödinger equation on the finite interval with zero initial conditions. Furthermore, in section 4 we establish the equivalence of the formulas obtained in \[16\] with the formulas obtained via the GLM representations.
2. The global relation

2.1. Lax pair and spectral analysis. The 2-NLS equation admits a $3 \times 3$ Lax pair,

$$
\Psi_x = U\Psi, \quad \Psi = \begin{pmatrix} \Psi_1 \\ \Psi_2 \\ \Psi_3 \end{pmatrix}.
$$

(2.1a)

$$
\Psi_t = V\Psi.
$$

(2.1b)

where

$$
U = ik\Lambda + V_1.
$$

(2.2)

and

$$
V = 2ik^2\Lambda + V_2
$$

(2.3)

here

$$
\Lambda = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, V_1 = \begin{pmatrix} 0 & q_1 & q_2 \\ \sigma\bar{q}_1 & 0 & 0 \\ \sigma\bar{q}_2 & 0 & 0 \end{pmatrix}, V_2 = 2kV_2^{(1)} + V_2^{(0)}.
$$

(2.4)

where

$$
V_2^{(1)} = V_1, \quad V_2^{(0)} = i\Lambda(V_1^2 - V_{1x}).
$$

(2.5)

Following [16], we introduce a new eigenfunction $\mu(x, t, k)$ by

$$
\Psi = \mu e^{i\Lambda k x + 2i\Lambda k^2 t}.
$$

(2.6)

then we find the Lax pair equations

$$
\begin{cases}
\mu_x - [ik\Lambda, \mu] = V_1\mu, \\
\mu_t - [2ik^2\Lambda, \mu] = V_2\mu.
\end{cases}
$$

(2.7)

Letting $\hat{A}$ denotes the operators which acts on a $3 \times 3$ matrix $X$ by

$$
\hat{A}X = [A, X],
$$

then the equations in (2.7) can be written in differential form as

$$
d(e^{-(ikx+2ik^2t)}\hat{A}\mu) = W,
$$

(2.8)

where $W(x, t, k)$ is the closed one-form defined by

$$
W = e^{-(ikx+2ik^2t)}(V_1 dx + V_2 dt)\mu.
$$

(2.9)
We introduce four solutions \( \{ \mu_j(x, t, k) \}_{i=1}^4 \) of (2.7) by the Volterra integral equations

\[
\mu_j(x, t, k) = \mathbb{I} + \int_{\gamma_j} e^{(ikx + 2ik^2t)} \Lambda W_j(x', t', k) \Lambda^* \mu_j(x', t', k) \, dt',
\]

where \( \mathbb{I} \) denote the identity matrix, \( W_j \) is given by (2.9) with \( \mu \) replaced with \( \mu_j \), and the contours \( \{ \gamma_j \}_{j=1}^4 \) are showed in Figure 1.

![Figure 1. The four contours γ₁, γ₂, γ₃, and γ₄ in the (x, t) - domain.](image)

The solutions \( \{ \mu_j(x, t, k) \}_{i=1}^4 \) satisfy the symmetry

\[
\mu_j^{-1}(x, t, k) = A \mu_j(x, t, k)^T A,
\]

where

\[
A = \begin{pmatrix}
1 & 0 & 0 \\
0 & -\sigma & 0 \\
0 & 0 & -\sigma
\end{pmatrix}, \quad \sigma^2 = 1. \tag{2.12}
\]

Here, the superscript \( T \) denotes a matrix transpose.

Then, we can define the 3 \( \times \) 3 matrix value spectral functions \( s(k) \), \( S(k) \) and \( S_L(k) \) by

\[
s(k) = \mu_3(0, 0, k), \tag{2.13a}
\]

\[
S(k) = \mu_1(0, 0, k) = e^{-2ik^2T} \mu_2^{-1}(0, T, k), \tag{2.13b}
\]

\[
S_L(k) = \mu_4(L, 0, k) = e^{-2ik^2T} \mu_3^{-1}(L, T, k). \tag{2.13c}
\]

We also introduce the functions \( \{ \Phi_{ij}(t, k), \phi_{ij}(t, k) \}_{i,j=1}^3 \) as follows

\[
\mu_2(0, t, k) = \begin{pmatrix}
\Phi_{11}(t, k) & \Phi_{12}(t, k) & \Phi_{13}(t, k) \\
\Phi_{21}(t, k) & \Phi_{22}(t, k) & \Phi_{23}(t, k) \\
\Phi_{31}(t, k) & \Phi_{32}(t, k) & \Phi_{33}(t, k)
\end{pmatrix}, \tag{2.14a}
\]
\[ \mu_3(L, t, k) = \begin{pmatrix} \phi_{11}(t, k) & \phi_{12}(t, k) & \phi_{13}(t, k) \\ \phi_{21}(t, k) & \phi_{22}(t, k) & \phi_{23}(t, k) \\ \phi_{31}(t, k) & \phi_{32}(t, k) & \phi_{33}(t, k) \end{pmatrix}. \] (2.14b)

Denoting the sets \( \{D_j\}_{j=1}^4 \) by (see Figure 2),
\[ D_j = \left\{ \frac{j}{2} - \frac{1}{2} < \arg k < \frac{j}{2} \pi \right\}, \]
it follows from (2.10) and (2.13), the functions \( \{s(k), S(k), S_L(k)\} \) have
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\caption{The sets \( D_n, n = 1, \ldots, 4 \), which decompose the complex \( k \)-plane.}
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the following boundedness properties:
\[ s(k) : \ (D_3 \cup D_4, D_1 \cup D_2, D_1 \cup D_2), \]
\[ S(k) : \ (D_2 \cup D_4, D_1 \cup D_3, D_1 \cup D_3), \]
\[ S_L(k) : \ (D_2 \cup D_4, D_1 \cup D_3, D_1 \cup D_3) \]

2.2. The global relation. The spectral functions \( S(k), S_L(k) \) and \( s(k) \) are not independent but satisfy an important relation. Indeed, it follows from (2.13) that
\[ \mu_1(x, t, k) e^{(ikx+2ik^2t)\Lambda} \left\{ S^{-1}(k)s(k)e^{-ikL\Lambda}S_L(k) \right\} = \mu_4(x, t, k). \] (2.15)
GLM REPRESENTATION FOR THE 2-NLS EQUATION ON THE INTERVAL

Since \( \mu_1(0,T,k) = I \), evaluation at \((0,T)\) yields the following global relation:

\[
S^{-1}(k) s(k) e^{-ikL_{\Lambda}S_L(k)} = e^{-2ik^{2T_{\Lambda}}c(T,k)},
\]

(2.16)

where \( c(T,k) = \mu_4(0,T,k) \). It imposes a relation between the Dirichlet and Neumann boundary values of \( q_1(x,t) \) and \( q_2(x,t) \). The Dirichlet-to-Neumann map is determined by solving this relation for the unknown boundary values.

3. The GLM approach

In this section, we derive Gelfand-Levitan-Marchenko (GLM) representations for the eigenfunctions \( \Phi_{ij} \) and \( \phi_{ij} \).

**Theorem 3.1.** The eigenfunctions \( \{\Phi_{ij}\}_{i,j=1}^3 \) admit the following GLM representations,

\[
\begin{aligned}
\Phi_{11}(t,k) &= 1 + \int_t^T \left[ \tilde{L}_{11}(t,s) - \frac{1}{2} (g_0(t) M_{21}(t,s) + g_0(t) M_{31}(t,s)) + k M_{11}(t,s) \right] e^{-2ik^2(s-t)} ds \\
\Phi_{21}(t,k) &= \int_t^T \left[ \tilde{L}_{21}(t,s) + \frac{1}{2} \sigma \tilde{g}_0(t) M_{11}(t,s) + k M_{21}(t,s) \right] e^{-2ik^2(s-t)} ds \\
\Phi_{31}(t,k) &= \int_t^T \left[ \tilde{L}_{31}(t,s) + \frac{1}{2} \sigma \tilde{g}_0(t) M_{11}(t,s) + k M_{31}(t,s) \right] e^{-2ik^2(s-t)} ds.
\end{aligned}
\]

(3.1a)

\[
\begin{aligned}
\Phi_{12}(t,k) &= \int_t^T \left[ \tilde{L}_{12}(t,s) - \frac{1}{2} (g_0(t) M_{22}(t,s) + g_0(t) M_{32}(t,s)) + k M_{12}(t,s) \right] e^{2ik^2(s-t)} ds \\
\Phi_{22}(t,k) &= 1 + \int_t^T \left[ \tilde{L}_{22}(t,s) + \frac{1}{2} \sigma \tilde{g}_0(t) M_{12}(t,s) + k M_{22}(t,s) \right] e^{2ik^2(s-t)} ds \\
\Phi_{32}(t,k) &= \int_t^T \left[ \tilde{L}_{32}(t,s) + \frac{1}{2} \sigma \tilde{g}_0(t) M_{12}(t,s) + k M_{32}(t,s) \right] e^{2ik^2(s-t)} ds.
\end{aligned}
\]

(3.1b)

\[
\begin{aligned}
\Phi_{13}(t,k) &= \int_t^T \left[ \tilde{L}_{13}(t,s) - \frac{1}{2} (g_0(t) M_{23}(t,s) + g_0(t) M_{33}(t,s)) + k M_{13}(t,s) \right] e^{2ik^2(s-t)} ds \\
\Phi_{23}(t,k) &= \int_t^T \left[ \tilde{L}_{23}(t,s) + \frac{1}{2} \sigma \tilde{g}_0(t) M_{13}(t,s) + k M_{23}(t,s) \right] e^{2ik^2(s-t)} ds \\
\Phi_{33}(t,k) &= 1 + \int_t^T \left[ \tilde{L}_{33}(t,s) + \frac{1}{2} \sigma \tilde{g}_0(t) M_{13}(t,s) + k M_{33}(t,s) \right] e^{2ik^2(s-t)} ds.
\end{aligned}
\]

(3.1c)

Here the functions \( \{M_{ij}(t,s), \tilde{L}_{ij}(t,s)\}_{i,j=1}^3 \) are the elements of the \( 3 \times 3 \) matrix \( \tilde{L}(t,s) \) and \( M(t,s) \). And they satisfy the initial conditions

\[
\begin{aligned}
M_{11}(t,-t) &= M_{22}(t,-t) = M_{33}(t,-t) = M_{33}(t,-t) = 0 \\
\tilde{L}_{11}(t,-t) &= \tilde{L}_{22}(t,-t) = \tilde{L}_{23}(t,-t) = \tilde{L}_{32}(t,-t) = \tilde{L}_{33}(t,-t) = 0.
\end{aligned}
\]

(3.2a)

\[
\begin{aligned}
M_{12}(t,t) &= g_0(t) \\
M_{13}(t,t) &= g_0(t) \\
M_{21}(t,t) &= \sigma \tilde{g}_0(t) \\
M_{31}(t,t) &= \sigma \tilde{g}_0(t) \\
\tilde{L}_{12}(t,t) &= \frac{1}{2} g_{11}(t) \\
\tilde{L}_{13}(t,t) &= \frac{1}{2} g_{12}(t) \\
\tilde{L}_{21}(t,t) &= -\frac{1}{2} \sigma \tilde{g}_{11}(t) \\
\tilde{L}_{31}(t,t) &= -\frac{1}{2} \sigma \tilde{g}_{12}(t)
\end{aligned}
\]

(3.2b)
and an ODE systems

\[
\begin{align*}
M_{11,t}(t,s) + M_{11,s}(t,s) &= 2(g_{01}(t)\bar{L}_{21}(t,s) + g_{02}(t)\bar{L}_{31}(t,s)) + i(g_{11}(t)M_{21}(t,s) + g_{12}(t)M_{31}(t,s)) \\
M_{21,t}(t,s) - M_{21,s}(t,s) &= 2\sigma\bar{g}_{01}(t)\bar{L}_{11}(t,s) - i\sigma\bar{g}_{01}(t)M_{11}(t,s) \\
M_{31,t}(t,s) - M_{31,s}(t,s) &= 2\sigma\bar{g}_{02}(t)\bar{L}_{11}(t,s) - i\sigma\bar{g}_{02}(t)M_{11}(t,s) \\
(M.3a)
\end{align*}
\]

\[
\begin{align*}
M_{12,t}(t,s) - M_{12,s}(t,s) &= 2(g_{01}(t)\bar{L}_{22}(t,s) + g_{02}(t)\bar{L}_{32}(t,s)) + i(g_{11}(t)M_{22}(t,s) + g_{12}(t)M_{32}(t,s)) \\
M_{22,t}(t,s) + M_{22,s}(t,s) &= 2\sigma\bar{g}_{01}(t)\bar{L}_{12}(t,s) - i\sigma\bar{g}_{01}(t)M_{12}(t,s) \\
M_{32,t}(t,s) + M_{32,s}(t,s) &= 2\sigma\bar{g}_{02}(t)\bar{L}_{12}(t,s) - i\sigma\bar{g}_{02}(t)M_{12}(t,s) \\
(M.3b)
\end{align*}
\]

\[
\begin{align*}
M_{13,t}(t,s) - M_{13,s}(t,s) &= 2(g_{01}(t)\bar{L}_{23}(t,s) + g_{02}(t)\bar{L}_{33}(t,s)) + i(g_{11}(t)M_{23}(t,s) + g_{12}(t)M_{33}(t,s)) \\
M_{23,t}(t,s) + M_{23,s}(t,s) &= 2\sigma\bar{g}_{01}(t)\bar{L}_{13}(t,s) - i\sigma\bar{g}_{01}(t)M_{13}(t,s) \\
M_{33,t}(t,s) + M_{33,s}(t,s) &= 2\sigma\bar{g}_{02}(t)\bar{L}_{13}(t,s) - i\sigma\bar{g}_{02}(t)M_{13}(t,s) \\
(M.3c)
\end{align*}
\]

\[
\begin{align*}
\bar{L}_{11,t}(t,s) + \bar{L}_{11,s}(t,s) &= i(g_{11}(t)\bar{L}_{21}(t,s) + g_{12}(t)\bar{L}_{31}(t,s)) + \frac{\sigma}{2}(g_{01}\bar{g}_{11} + g_{02}\bar{g}_{12} - \bar{g}_{01}g_{11} - \bar{g}_{02}g_{12})(t)M_{11}(t,s) \\
&+ \frac{1}{2} \{i\bar{g}_{01} - \sigma[(g_{01})^2 + (g_{02})^2]g_{01}(t)M_{21}(t,s) + [i\bar{g}_{02} - \sigma[(g_{01})^2 + (g_{02})^2]g_{02}(t)M_{31}(t,s)\} \\
\bar{L}_{21,t}(t,s) - \bar{L}_{21,s}(t,s) &= -i\bar{g}_{11}(t)\bar{L}_{11}(t,s) + \frac{\sigma}{2}(\bar{g}_{01}g_{11} - g_{01}\bar{g}_{11})(t)M_{21}(t,s) + \frac{\sigma}{2}(\bar{g}_{01}g_{12} - g_{01}\bar{g}_{12})(t)M_{31}(t,s) \\
&+ \frac{\sigma}{2}[-i\bar{g}_{01} - \sigma(g_{01}^2 + g_{02}^2)\bar{g}_{01}](t)M_{11}(t,s) \\
\bar{L}_{31,t}(t,s) - \bar{L}_{31,s}(t,s) &= -i\bar{g}_{12}(t)\bar{L}_{11}(t,s) + \frac{\sigma}{2}(\bar{g}_{02}g_{11} - g_{02}\bar{g}_{11})(t)M_{21}(t,s) + \frac{\sigma}{2}(\bar{g}_{02}g_{12} - g_{02}\bar{g}_{12})(t)M_{31}(t,s) \\
&+ \frac{\sigma}{2}[-i\bar{g}_{02} - \sigma(g_{01}^2 + g_{02}^2)\bar{g}_{02}](t)M_{11}(t,s) \\
(M.3a)
\end{align*}
\]

\[
\begin{align*}
\bar{L}_{12,t}(t,s) - \bar{L}_{12,s}(t,s) &= i(g_{11}(t)\bar{L}_{22}(t,s) + g_{12}(t)\bar{L}_{32}(t,s)) + \frac{\sigma}{2}(g_{01}\bar{g}_{11} + g_{02}\bar{g}_{12} - \bar{g}_{01}g_{11} - \bar{g}_{02}g_{12})(t)M_{12}(t,s) \\
&+ \frac{1}{2} \{i\bar{g}_{01} - \sigma[(g_{01})^2 + (g_{02})^2]g_{01}(t)M_{22}(t,s) + [i\bar{g}_{02} - \sigma[(g_{01})^2 + (g_{02})^2]g_{02}(t)M_{32}(t,s)\} \\
\bar{L}_{22,t}(t,s) + \bar{L}_{22,s}(t,s) &= -i\bar{g}_{11}(t)\bar{L}_{12}(t,s) + \frac{\sigma}{2}(\bar{g}_{01}g_{11} - g_{01}\bar{g}_{11})(t)M_{22}(t,s) + \frac{\sigma}{2}(\bar{g}_{01}g_{12} - g_{01}\bar{g}_{12})(t)M_{32}(t,s) \\
&+ \frac{\sigma}{2}[-i\bar{g}_{01} - \sigma(g_{01}^2 + g_{02}^2)\bar{g}_{01}](t)M_{12}(t,s) \\
\bar{L}_{32,t}(t,s) + \bar{L}_{32,s}(t,s) &= -i\bar{g}_{12}(t)\bar{L}_{12}(t,s) + \frac{\sigma}{2}(\bar{g}_{02}g_{11} - g_{02}\bar{g}_{11})(t)M_{22}(t,s) + \frac{\sigma}{2}(\bar{g}_{02}g_{12} - g_{02}\bar{g}_{12})(t)M_{32}(t,s) \\
&+ \frac{\sigma}{2}[-i\bar{g}_{02} - \sigma(g_{01}^2 + g_{02}^2)\bar{g}_{02}](t)M_{12}(t,s) \\
(M.3b)
\end{align*}
\]

\[
\begin{align*}
\bar{L}_{13,t}(t,s) - \bar{L}_{13,s}(t,s) &= i(g_{11}(t)\bar{L}_{23}(t,s) + g_{12}(t)\bar{L}_{33}(t,s)) + \frac{\sigma}{2}(g_{01}\bar{g}_{11} + g_{02}\bar{g}_{12} - \bar{g}_{01}g_{11} - \bar{g}_{02}g_{12})(t)M_{13}(t,s) \\
&+ \frac{1}{2} \{i\bar{g}_{01} - \sigma[(g_{01})^2 + (g_{02})^2]g_{01}(t)M_{23}(t,s) + [i\bar{g}_{02} - \sigma[(g_{01})^2 + (g_{02})^2]g_{02}(t)M_{33}(t,s)\} \\
\bar{L}_{23,t}(t,s) + \bar{L}_{23,s}(t,s) &= -i\bar{g}_{11}(t)\bar{L}_{13}(t,s) + \frac{\sigma}{2}(\bar{g}_{01}g_{11} - g_{01}\bar{g}_{11})(t)M_{23}(t,s) + \frac{\sigma}{2}(\bar{g}_{01}g_{12} - g_{01}\bar{g}_{12})(t)M_{33}(t,s) \\
&+ \frac{\sigma}{2}[-i\bar{g}_{01} - \sigma(g_{01}^2 + g_{02}^2)\bar{g}_{01}](t)M_{13}(t,s) \\
\bar{L}_{33,t}(t,s) + \bar{L}_{33,s}(t,s) &= -i\bar{g}_{12}(t)\bar{L}_{13}(t,s) + \frac{\sigma}{2}(\bar{g}_{02}g_{11} - g_{02}\bar{g}_{11})(t)M_{23}(t,s) + \frac{\sigma}{2}(\bar{g}_{02}g_{12} - g_{02}\bar{g}_{12})(t)M_{33}3(t,s) \\
&+ \frac{\sigma}{2}[-i\bar{g}_{02} - \sigma(g_{01}^2 + g_{02}^2)\bar{g}_{02}](t)M_{13}(t,s) \\
(M.3c)
\end{align*}
\]

The GLM representations of \( \{\phi_{ij}\}_{i,j=1}^{3} \) are similar to equations (3.3).

There are two differences. First, replacing the boundary data \( \{g_{01}(t), g_{02}(t), g_{11}(t), g_{12}(t)\} \)
by \(\{f_0(t), f_1(t), f_1(t), f_1(t)\}\). Second, replacing the functions \(M_{ij}(t, s), \tilde{L}_{ij}(t, s)\) by \(M_{ij}(t, s), \tilde{L}_{ij}(t, s)\). And the functions \(M_{ij}(t, s), \tilde{L}_{ij}(t, s)\) satisfy the similar systems of equations (3.3) and (3.4) with \(\{g_0(t), g_0(t), g_1(t), g_1(t)\}\) replaced by \(\{f_0(t), f_0(t), f_1(t), f_1(t)\}\), too.

**Proof.** Assume that

\[
\Psi(t, k) = e^{2ik^2\Lambda t} + \int_{-t}^{t} (L(t, s) + kM(t, s)) e^{2ik^2s\Lambda} ds, \tag{3.5}
\]

where \(L\) and \(M\) are \(3 \times 3\) matrices. Substituting the above equation (3.5) into the \(t\)-part of the Lax pair (2.1) with the boundary condition \(\Psi(0, k) = I\), and noticing that the identity

\[
2ik^2 \int_{-t}^{t} F(t, s) e^{2ik^2s\Lambda} ds = \left( F(t, t) e^{2ik^2t\Lambda} - F(t, -t) e^{-2ik^2t\Lambda} - \int_{-t}^{t} F_s(t, s) e^{2ik^2s\Lambda} ds \right) \Lambda \tag{3.6}
\]

where \(F(t, s)\) is a \(3 \times 3\)-matrix-value function (this identity is derived directly by using integration by parts), we find the following equations:

\[
M(t, -t) + \Lambda M(t, -t)\Lambda = 0. \tag{3.7a}
\]
\[
L(t, -t) + \Lambda L(t, -t)\Lambda - iV^{(1)}_2 M(t, -t)\Lambda = 0. \tag{3.7b}
\]

\[
M(t, t) - \Lambda M(t, t)\Lambda = 2V^{(1)}_2. \tag{3.8a}
\]
\[
L(t, t) - \Lambda L(t, t)\Lambda + iV^{(1)}_2 M(t, t)\Lambda = V^{(0)}_2. \tag{3.8b}
\]

\[
M(t, s) + \Lambda M_s(t, s)\Lambda = 2V^{(1)}_2 L(t, s) + V^{(0)}_2 M(t, s). \tag{3.9a}
\]
\[
L(t, s) + \Lambda L_s(t, s)\Lambda = iV^{(1)}_2 M_s(t, s)\Lambda + V^{(0)}_2 L(t, s). \tag{3.9b}
\]

Set

\[
L(t, s) = \tilde{L}(t, s) - \frac{i}{2} V^{(1)}_2 M(t, s). \tag{3.10}
\]

Then, we find

\[
M(t, -t) + \Lambda M(t, -t)\Lambda = 0. \tag{3.11a}
\]
\[
\tilde{L}(t, -t) + \Lambda \tilde{L}(t, -t)\Lambda = 0. \tag{3.11b}
\]
\[ M(t, t) - \Lambda M(t, t) \Lambda = 2V_2^{(1)}. \] (3.12a)

\[ \tilde{L}(t, t) - \Lambda \tilde{L}(t, t) \Lambda = -i\Lambda V_2^{(1)}. \] (3.12b)

\[ M_l(t, s) + \Lambda M_s(t, s) \Lambda = 2V_2^{(1)} \tilde{L}(t, s) - (i(V_2^{(1)})^2 \Lambda - V_2^{(0)})M(t, s). \] (3.13a)

\[ \tilde{L}_t(t, s) + \Lambda \tilde{L}_s(t, s) \Lambda = \left( V_2^{(0)} + iV_2^{(1)} \Lambda V_2^{(1)} \right) \tilde{L}(t, s) \]
\[ + \frac{i}{2} (V_2^{(1)} \Lambda - iV_2^{(1)} \Lambda (V_2^{(1)})^2 \Lambda + V_2^{(1)} \Lambda V_2^{(0)} - V_2^{(0)} V_2^{(1)} \Lambda)M(t, s). \] (3.13b)

where the \( \dot{f} \) denotes that \( \frac{df}{dt} \).

Recalling that the definition of \( V_2^{(0)} = i\Lambda((V_2^{(1)})^2 - V_2^{(1)}) \), we can write the equation (3.13) as

\[ M_l(t, s) + \Lambda M_s(t, s) \Lambda = 2V_2^{(1)} \tilde{L}(t, s) - i\Lambda V_2^{(1)} M(t, s). \] (3.14a)

\[ \tilde{L}_t(t, s) + \Lambda \tilde{L}_s(t, s) \Lambda = -i\Lambda V_2^{(1)} \tilde{L}(t, s) \]
\[ + \frac{i}{2} (V_2^{(1)} \Lambda - iV_2^{(1)} \Lambda (V_2^{(1)})^3 + iV_2^{(1)} V_2^{(1)} - iV_2^{(1)} V_2^{(1)})M(t, s). \] (3.14b)

If we denote the matrices \( M(t, s) \) and \( \tilde{L}(t, s) \) by

\[
M(t) = \begin{pmatrix}
M_{11}(t, s) & M_{12}(t, s) & M_{13}(t, s) \\
M_{21}(t, s) & M_{22}(t, s) & M_{23}(t, s) \\
M_{31}(t, s) & M_{32}(t, s) & M_{33}(t, s)
\end{pmatrix}, \quad \tilde{L}(t) = \begin{pmatrix}
\tilde{L}_{11}(t, s) & \tilde{L}_{12}(t, s) & \tilde{L}_{13}(t, s) \\
\tilde{L}_{21}(t, s) & \tilde{L}_{22}(t, s) & \tilde{L}_{23}(t, s) \\
\tilde{L}_{31}(t, s) & \tilde{L}_{32}(t, s) & \tilde{L}_{33}(t, s)
\end{pmatrix}
\] (3.15)

By the equations (3.11), (3.12) and (3.14), we can get the initial conditions (3.2) and the ODE systems (3.3), (3.4), respectively.

Finally, noticing that the relation \( \mu(0, t, k) = \Psi(t, k)e^{2ik^2t\Lambda} \) and the definition (2.14a) of \( \{ \Phi_{ij}(t, k) \}_{i,j=1}^3 \), we can get the GLM representations (3.1) from the equations (3.5) and (3.10). Similarly to prove the results for \( \{ \phi_{ij}(t, k) \}_{i,j=1}^3 \).
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4. The solution of the global relation

In this section, we consider the solution of the global relation. Theorems 4.1 below leads to expressions for the Dirichlet-to-Neumann map in terms of the GLM representations.

4.1. The Dirichlet-to-Neumann Map. In order to simplify our formulas, we use some notations as following:

- For a function \( f(t, s) \), we let \( \hat{f}(t, k) \) denote the transform
  \[
  \hat{f}(t, k) = \int_{-t}^{t} f(t, s) e^{2ik(s-t)} ds. \tag{4.1}
  \]

- The functions \( f_+(k) \) and \( f_-(k) \) denote the following even and odd combinations of the function \( f(k) \) :
  \[
  f_+(k) = f(k) + f(-k), \quad f_-(k) = f(k) - f(-k), \quad k \in \mathbb{C}.
  \]

- \( \Delta(k) \) and \( \Sigma(k) \) are defined by
  \[
  \Delta(k) = e^{2ikL} - e^{-2ikL}, \quad \Sigma(k) = e^{2ikL} + e^{-2ikL}.
  \]

If we partition the 3×3 matrix \( A = (A_{ij})_{i,j=1}^{3} \) by \( A = \begin{pmatrix} A_{11} & A_{1j} \\ A_{j1} & A_{2\times2} \end{pmatrix}, j = 2, 3 \), and denote \( g_0 \) and \( f_0 \) as two component row vectors by \( g_0 = \begin{pmatrix} g_{01}(t) \\ g_{02}(t) \end{pmatrix} \) and \( f_0 = \begin{pmatrix} f_{01}(t) \\ f_{02}(t) \end{pmatrix} \), respectively, then the GLM representations of \( \{\Phi_{ij}, \phi_{ij}\} \) can be written as

\[
\begin{align*}
\Phi_{11} &= 1 + \frac{\hat{\Delta}(t)}{\hat{M}_{11}} - \frac{i}{2}g_0\hat{M}_{2\times2} + k\hat{M}_{1j}, \quad \Phi_{1j} = \hat{\Delta}(t) - \frac{i}{2}g_0\hat{M}_{2\times2} + k\hat{M}_{1j}, \\
\phi_{j1} &= \hat{\Delta}(t) + \frac{i}{2}\sigma\hat{g}_0^T\hat{M}_{11} + k\hat{M}_{j1}, \quad \phi_{1\times2} = \mathbb{I} + \hat{\Delta}(t) + \frac{i}{2}\sigma\hat{g}_0^T\hat{M}_{1j} + k\hat{M}_{2\times2}. \tag{4.2a}
\end{align*}
\]

\[
\begin{align*}
\phi_{11} &= 1 + \frac{\hat{\Delta}(t)}{\hat{M}_{11}} - \frac{i}{2}f_0\hat{M}_{2\times2} + k\hat{M}_{1j}, \quad \phi_{1j} = \hat{\Delta}(t) - \frac{i}{2}f_0\hat{M}_{2\times2} + k\hat{M}_{1j}, \\
\phi_{j1} &= \hat{\Delta}(t) + \frac{i}{2}\sigma\hat{f}_0^T\hat{M}_{11} + k\hat{M}_{j1}, \quad \phi_{2\times2} = \mathbb{I} + \hat{\Delta}(t) + \frac{i}{2}\sigma\hat{f}_0^T\hat{M}_{1j} + k\hat{M}_{2\times2}. \tag{4.2b}
\end{align*}
\]

where \( \hat{M} \) is short-hand notation for \( \hat{M}(t, k) \) etc.
Theorem 4.1. Let $T < \infty$. Let $q_{10}(x) = q_{20}(x) = 0$, $0 \leq x \leq L$, be two vanishing initial data.

For the Dirichlet problem it is assumed that the functions $\{g_{01}(t), g_{02}(t)\}$, $0 \leq t < T$, have sufficient smoothness and are compatible with $\{q_{10}(x), q_{20}(x)\}$ at $x = t = 0$, that is

$$q_{10}(0) = g_{01}(0), \quad q_{20}(0) = g_{02}(0).$$

The functions $\{f_{01}(t), f_{02}(t)\}$, $0 \leq t < T$, have sufficient smoothness and are compatible with $\{q_{10}(x), q_{20}(x)\}$ at $x = L$, that is,

$$q_{10}(L) = f_{01}(0), \quad q_{20}(L) = f_{02}(0).$$

For the Neumann problem it is assumed that the functions $\{g_{11}(t), g_{12}(t)\}$, $0 \leq t < T$, have sufficient smoothness and are compatible with $\{q_{10}(x), q_{20}(x)\}$ at $x = t = 0$; the functions $\{f_{11}(t), f_{12}(t)\}$, $0 \leq t < T$, have sufficient smoothness and are compatible with $\{q_{10}(x), q_{20}(x)\}$ at $x = L$.

Then the spectral functions $\{S(k), S_L(k)\}$ are given by

$$S(k) = \begin{pmatrix}
\overline{\Phi_{11}(k)} & -\sigma \overline{\Phi_{21}(k)} e^{4ik^2T} & -\sigma \overline{\Phi_{31}(k)} e^{4ik^2T} \\
-\sigma \Phi_{12}(k) e^{-4ik^2T} & \Phi_{22}(k) & \Phi_{23}(k) \\
-\sigma \Phi_{13}(k) e^{-4ik^2T} & \Phi_{23}(k) & \Phi_{33}(k)
\end{pmatrix}$$

(4.3a)

$$S_L(k) = \begin{pmatrix}
\overline{\phi_{11}(k)} & -\sigma \overline{\phi_{21}(k)} e^{4ik^2T} & -\sigma \overline{\phi_{31}(k)} e^{4ik^2T} \\
-\sigma \phi_{12}(k) e^{-4ik^2T} & \phi_{22}(k) & \phi_{23}(k) \\
-\sigma \phi_{13}(k) e^{-4ik^2T} & \phi_{23}(k) & \phi_{33}(k)
\end{pmatrix}$$

(4.3b)

and the complex-value functions $\{\Phi_{ij}(t,k)\}_{i,j=1}^{3}$ satisfy the GLM representations defined as (3.1), the complex-value functions $\phi_{ij}(t,k)\}_{i,j=1}^{3}$ satisfy the similar GLM representations as (3.1).
Define the functions \( \{ F_{ij}(t, k), \mathcal{F}_{ij}(t, k) \} \), \( j = 2, 3 \) by

\[
F_{ij} = -\frac{i}{2} g_0 \hat{M}_{2 \times 2} + \frac{i}{2} f_0 \hat{\mathcal{M}}_{11} e^{2ikL} + \left( \hat{L}_{1j} - \frac{i}{2} g_0 \hat{M}_{2 \times 2} + k \hat{M}_{1j} \right) \left( \tilde{\mathcal{L}}^T_{2 \times 2} - \frac{i}{2} \sigma \hat{\mathcal{M}}_{1j} f_0 + k \hat{\mathcal{M}}_{2 \times 2} \right)
- \sigma \left( \tilde{\mathcal{L}}_{11} - \frac{i}{2} g_0 \hat{M}_{j1} + k \hat{M}_{11} \right) \left( \tilde{\mathcal{L}}^T_{j1} - \frac{i}{2} \sigma \hat{M}_{j1} + k \hat{\mathcal{M}}_{j1} \right)
\]

\[
\mathcal{F}_{ij} = \frac{i}{2} f_0 \hat{\mathcal{M}}_{2 \times 2} - \frac{i}{2} g_0 \hat{M}_{11} e^{-2ikL} - \left( \hat{L}_{1j} - \frac{i}{2} f_0 \hat{M}_{2 \times 2} + k \hat{M}_{1j} \right) \left( \tilde{\mathcal{L}}^T_{2 \times 2} - \frac{i}{2} \sigma \hat{M}_{1j} g_0 + k \hat{M}_{2 \times 2} \right)
+ \sigma \left( \tilde{\mathcal{L}}_{11} - \frac{i}{2} f_0 \hat{M}_{j1} + k \hat{M}_{11} \right) \left( \tilde{\mathcal{L}}^T_{j1} - \frac{i}{2} \sigma g_0 \hat{M}_{11} + k \hat{\mathcal{M}}_{j1} \right) e^{-2ikL}
\]

Under the vanishing initial value assumption, the following formulas are valid:

(i) For the Dirichlet problem, the unknown boundary values \( g_1 = (g_{11}(t), g_{12}(t)) \) and \( f_1 = (f_{11}(t), f_{12}(t)) \) are given by

\[
g_1 = \frac{1}{i \pi} \int_{\partial D^0_1} \left\{ \frac{k^2 \sigma}{\Delta} \left[ \hat{M}_{1j} - \frac{g_0}{2ik^2} \right] - \frac{2k^2 \sigma}{\Delta} \left[ \hat{\mathcal{M}}^T_{1j} - \frac{\sigma g_0}{2ik^2} \right] + \frac{ikg_0}{2} \hat{M}_{2 \times 2}
+ \frac{k^2 g_0}{2} \hat{\mathcal{M}}_{11}^T + \frac{k}{\Delta} \left( e^{-2ikL} F_{ij} \right)_- \right\} dk
\]

\[
f_1 = \frac{1}{i \pi} \int_{\partial D^0_1} \left\{ \frac{-k^2 \sigma}{2} \left[ \hat{\mathcal{M}}_{1j} - \frac{f_0}{2ik^2} \right] + \frac{2k^2 \sigma}{\Delta} \left[ \hat{M}_{j1}^T - \frac{\sigma f_0}{2ik^2} \right] + \frac{ikf_0}{2} \hat{M}_{2 \times 2}
+ \frac{k^2 f_0}{2} \hat{\mathcal{M}}_{2 \times 2}^T + \frac{k}{\Delta} \left( e^{2ikL} \mathcal{F}_{ij} \right)_- \right\} dk
\]

(ii) For the Neumann problem, the unknown boundary values \( g_0 = (g_{01}(t), g_{02}(t)) \) and \( f_0 = (f_{01}(t), f_{02}(t)) \) are given by

\[
g_0 = \frac{2}{\pi} \int_{\partial D^0_1} \frac{1}{\Delta} \left\{ \Sigma \hat{L}_{1j} - 2 \hat{\mathcal{L}}_{1j} + (e^{-2ikL} F_{ij})_+ \right\} dk
\]

\[
f_0 = \frac{2}{\pi} \int_{\partial D^0_1} \frac{1}{\Delta} \left\{ -\Sigma \hat{L}_{1j} + 2 \sigma \hat{L}_{1j} + (e^{2ikL} \mathcal{F}_{ij})_+ \right\} dk
\]
Proof. The expressions \([4.3]\) of \(S(k)\) and \(S_L(k)\) are similarly proved as \([16]\). Let us first consider the Dirichlet problem to prove the equation \((4.5a)\). Noticing that the global relation \((2.16)\) under the vanishing initial value assumption can be written as
\[
c_{1j}(t, k) = \Phi_{1j}(t, k)\phi_{2x2}(t, k) - \sigma \Phi_{11}(t, k)\phi_{j1}(t, k)^T e^{2ikL}, \quad (4.7a)
\]
\[
c_{j1}(t, k) = \Phi_{j1}(t, k)\phi_{11}(t, k) - \sigma \Phi_{2x2}(t, k)\phi_{j1}(t, k)^T e^{-2ikL}. \quad (4.7b)
\]
In view of the GLM representations \((4.2)\), the global relation \((4.7a)\) can be written as
\[
-\hat{\tilde{L}}_{1j} + \sigma \hat{\tilde{L}}_{j1} e^{2ikL} = k\hat{\tilde{M}}_{1j} - k\sigma \hat{\tilde{M}}_{j1} e^{2ikL} + F_{1j}(k) - c_{1j}(k), \quad (4.8)
\]
where
\[
F_{1j} = -\frac{i}{2}g_0 \hat{\tilde{M}}_{2x2} + \frac{i}{2}f_0 \hat{\tilde{M}}_{11} e^{2ikL} + \Phi_{1j}(\hat{\phi}_{2x2}^T - \mathbb{I}) - \sigma(\Phi_{11} - 1)\hat{\phi}_{j1}^T e^{2ikL}. \quad (4.9)
\]
The expression of \(F_{1j}\) can be expressed as in \([4.4a]\). Letting \(k \to -k\) in \((4.8)\), we find
\[
-\hat{\tilde{L}}_{1j} + \sigma \hat{\tilde{L}}_{j1} e^{-2ikL} = -k\hat{\tilde{M}}_{1j} + k\sigma \hat{\tilde{M}}_{j1} e^{-2ikL} + F_{1j}(-k) - c_{1j}(-k). \quad (4.10)
\]
Solving \((4.8)\) and \((4.10)\) for \(\hat{\tilde{L}}_{1j}\), we find
\[
-\hat{\tilde{L}}_{1j} = \frac{2k\sigma}{\Delta} \hat{\tilde{M}}_{j1} - \frac{k\Sigma}{\Delta} \hat{\tilde{M}}_{1j} - \frac{1}{\Delta} \left(e^{-2ikL}(F_{1j} - c_{1j})\right). \quad (4.11)
\]
Multiplying this equation by \(ke^{2ik^2(t-t')}\), \(0 < t' < t\), and integrating along \(\partial D_1^0\) with respect to \(dk\), we obtain
\[
-\int_{\partial D_1^0} ke^{2ik^2(t-t')} \hat{\tilde{L}}_{1j} dk = \int_{\partial D_1^0} \frac{2k^2\sigma}{\Delta} e^{2ik^2(t-t')} \hat{\tilde{M}}_{j1} dk - \int_{\partial D_1^0} \frac{k^2\Sigma}{\Delta} e^{4ik^2(t-t')} \hat{\tilde{M}}_{1j} dk
- \int_{\partial D_1^0} \frac{k}{\Delta} \left(e^{-2ikL}F_{1j}\right) dk \quad (4.12)
\]
where we have used that the function \(\frac{k}{\Delta} (e^{-2ikL}c_{1j})\) is bounded and analytic in \(D_1^0\) so that its contributions vanish by Jordan’s lemma.
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The next is to take limit $t' \uparrow t$ in (4.12). This can be achieved by using the identities

$$\int_{\partial D} k e^{4ik^2(t-t')} \hat{f}(t,k) dk = \begin{cases} \frac{\pi}{2} f(t, 2t' - t), & 0 < t' < t, \\ \frac{\pi}{4} f(t, t), & 0 < t' = t, \end{cases} \quad (4.13)$$

and

$$\int_{\partial D} k^2 e^{Aik^2(t-t')} \hat{f}(t,k) dk = 2 \int_{\partial D} k^2 \left[ \int_0^{t'} e^{4ik^2(\tau-t')} f(t, 2\tau - t) d\tau - \frac{f(t,2t'-t)}{4ik^2} \right] dk, \quad 0 < t' < t. \quad (4.14)$$

The identity (4.14) is also valid if $k^2$ is replaced by $\frac{k^2 \Sigma}{\Delta}$ or $\frac{k^2 \Sigma}{\Delta}^2$ or $k^3$.

Utilizing these identities in (4.12), we find

$$-\frac{\pi}{2} \hat{\tilde{L}}_{1j}(t, 2t' - t) = 4 \int_{\partial D} k^2 \frac{\Sigma}{\Delta} \left[ \int_0^{t'} \Xi_j^T(t, 2\tau - t) e^{4ik^2(\tau-t')} d\tau - \frac{\Xi_j^T(t,2t'-t)}{4ik^2} \right] dk$$

$$-2 \int_{\partial D} k^2 \frac{\Sigma}{\Delta} \left[ \int_0^{t'} M_{1j}(t, 2\tau - t) e^{4ik^2(\tau-t')} d\tau - \frac{M_{1j}(t,2t'-t)}{4ik^2} \right] dk$$

$$- \int_{\partial D} k^2 e^{4ik^2(t-t')} (e^{-2ikL} F_{1j})_{-} dk \quad (4.15)$$

Letting $t' \uparrow t$ in this equation and using the initial conditions (3.2) as well as the following lemma, we find the representation in (4.5a).

To prove the equation (4.5b), we use the global relation (4.7b). Noticing that it can be written as

$$\hat{\tilde{L}}_{1j} - \sigma \hat{\tilde{L}}_{1j} T e^{-2ikL} = -k \hat{\tilde{M}}_{1j} + k \sigma \hat{\tilde{M}}_{1j} T e^{-2ikL} + F_{1j} - \sigma \hat{\tilde{M}}_{1j} T e^{-2ikL}. \quad (4.16)$$

Letting $k \rightarrow -k$ in (4.16) we can get a new equation and solving these two equations for $\hat{\tilde{L}}_{1j}$.

$$\hat{\tilde{L}}_{1j} = \frac{2k \Sigma}{\Delta} \hat{\tilde{M}}_{1j} T - \frac{k \Sigma}{\Delta} \hat{\tilde{M}}_{1j} + \frac{1}{\Delta} (e^{2ikL}(F_{1j} - \sigma \hat{\tilde{M}}_{1j} T e^{-2ikL}))_{-} \quad (4.17)$$

Similar to the process of the proof of (4.5a), we find that we also need the following lemma to get the representation (4.5b).

**Lemma 4.2.**

$$\lim_{t' \uparrow t} \int_{\partial D} k \frac{\Sigma}{\Delta} e^{4ik^2(t-t')} (e^{-2ikL} F_{1j})_{-} dk = \int_{\partial D} k \frac{\Sigma}{\Delta} (e^{-2ikL} F_{1j})_{-} dk$$

$$+ \frac{1}{2} \int_{\partial D} k \hat{\tilde{M}}_{2x2} dk + \frac{g_\sigma}{2} \int_{\partial D} k \hat{\tilde{M}}_{2x2} T dk \quad (4.18a)$$
\[
\lim_{t' \uparrow t} \int_{\partial D_1^0} \frac{k}{\Delta} e^{i k^2 (t-t') (e^{2i k L} F_{1j})} dk = \int_{\partial D_1^0} \frac{k}{\Delta} (e^{2i k L} F_{1j}) dk \\
+ \frac{i g_0}{2} \int_{\partial D_1^0} k \hat{M}_{2 \times 2} dk + \frac{f_0}{2i} \int_{\partial D_1^0} k \hat{M}_{2 \times 2}^T dk
\]

(4.18b)

**Proof.** The proof is similar to \[17\]. And we prove (4.18a), the proof of (4.18b) is similar. We write

\[
\int_{\partial D_1^0} \frac{k}{\Delta} e^{i k^2 (t-t') (e^{-2i k L} F_{1j})} dk = \int_{\partial D_1^0} \frac{k}{\Delta} e^{i k^2 (t-t')} \left( \hat{L}_{1j} - \frac{i g_0}{2} \hat{M}_{2 \times 2} \right) \left( \frac{\pi}{L_{2 \times 2}} - \frac{i g_0}{2} \hat{M}_{1j} f_0 \right) dk \\
- \int_{\partial D_1^0} \frac{k^2 \Sigma}{\Delta} e^{i k^2 (t-t')} \left[ \hat{M}_{1j} \left( \frac{\pi}{L_{2 \times 2}} - \frac{i g_0}{2} \hat{M}_{1j} f_0 \right) + \left( \hat{L}_{1j} - \frac{i g_0}{2} \hat{M}_{2 \times 2} \right) \hat{M}_{2 \times 2} \right] dk \\
+ \int_{\partial D_1^0} \frac{k^2 \Sigma}{\Delta} e^{i k^2 (t-t')} \left[ \hat{M}_{1j} \left( \frac{\pi}{L_{2 \times 2}} - \frac{i g_0}{2} \hat{M}_{1j} f_0 \right) + \left( \hat{L}_{1j} - \frac{i g_0}{2} \hat{M}_{2 \times 2} \right) \hat{M}_{2 \times 2} \right] dk \\
- \int_{\partial D_1^0} \frac{k^3}{\Delta} e^{i k^2 (t-t')} \left[ \hat{M}_{1j} \left( \frac{\pi}{L_{2 \times 2}} - \frac{i g_0}{2} \hat{M}_{1j} f_0 \right) + \left( \hat{L}_{1j} - \frac{i g_0}{2} \hat{M}_{2 \times 2} \right) \hat{M}_{2 \times 2} \right] dk
\]

(4.19)

The first integral on the right hand side of (4.19) yields the following contribution in the limit \( t' \uparrow t \):

\[
\lim_{t' \uparrow t} \frac{i g_0}{2} \int_{\partial D_1^0} k e^{i k^2 (t-t')} \hat{M}_{2 \times 2} dk = \lim_{t' \uparrow t} \frac{i g_0}{2} \frac{\pi}{2} M_{2 \times 2} (t, 2t'-t) = \frac{i \pi g_0(t)}{4} M_{2 \times 2} (t, t).
\]

On the other hand, utilizing the second row of (4.13),

\[
\frac{i g_0}{2} \int_{\partial D_1^0} k \hat{M}_{2 \times 2} dk = \frac{i \pi g_0(t)}{8} M_{2 \times 2} (t, t).
\]

Therefore,

\[
\lim_{t' \uparrow t} \frac{i g_0}{2} \int_{\partial D_1^0} k e^{i k^2 (t-t')} \hat{M}_{2 \times 2} dk = \frac{i g_0}{2} \int_{\partial D_1^0} k \hat{M}_{2 \times 2} dk + \frac{i g_0}{2} \int_{\partial D_1^0} k \hat{M}_{2 \times 2}^T dk
\]

(4.20)

The first term on the right hand side of (4.20) is the contribution obtained by taking the limit inside the integral; this term is included in the first term on the right hand side of (4.19). In addition to this term, there is also an additional term arising from the interchange of the limit and the integration; this is the second term on the right hand side of (4.19).
We now consider the last integral on the right hand side of (4.19), which can be written as

\[-\int_{\partial D_1^0} k^3 e^{4ik^2(t-t')} \hat{M}_{1j} \hat{M}_{2x2} dk = -2 \int_{\partial D_1^0} k^3 \left( \int_0^t e^{4i k^2(\tau-t')} M_{1j}(t, 2\tau - t) d\tau \right) \hat{M}_{2x2}^T dk \]

(4.21)

The right hand side of (4.21) equals

\[-2 \int_{\partial D_1^0} k^3 \left( \int_0^{t'} e^{4i k^2(\tau-t')} M_{1j}(t, 2\tau - t) d\tau - \frac{M_{1j}(t, 2t' - t)}{4ik^2} \right) \hat{M}_{2x2}^T dk \]

(4.22)

Then taking the limit \( t' \uparrow t \) in (4.21) and noticing the initial conditions (3.2), we find

\[-\lim_{t' \uparrow t} \int_{\partial D_1^0} k^3 e^{4ik^2(t-t')} \hat{M}_{1j} \hat{M}_{2x2} dk = - \int_{\partial D_1^0} k^3 \hat{M}_{1j} \hat{M}_{2x2} dk + \frac{g_0(t)}{2t} \int_{\partial D_1^0} k \hat{M}_{2x2} dk \]

(4.23)

The first term on the right hand side is the contribution obtained by taking the limit inside the integral. In addition to this term, there is also an additional term arising from the interchange of the limit and the integration; this is the third term on the right hand side of (4.19).

Finally, we claim that the limits of the second, third, and fourth integrals on the right hand side of (4.19) can be computed by simply taking the limit inside the integral, i.e. in these cases no additional terms arise. In fact, the second integral is the direct result by taking the limit inside the integral. We show the claim for the term

\[ I = \int_{\partial D_1^0} k^2 \sum_{\Delta} e^{4ik^2(t-t')} \hat{M}_{1j} \left( \hat{L}_{2x2}^T - \frac{i\sigma}{2} \hat{M}_{1j} \hat{f}_0 \right) dk \]

the proofs for the other terms are similar. We have

\[ I = 2 \int_{\partial D_1^0} k^2 \sum_{\Delta} \left( \int_0^t e^{4i k^2(\tau-t')} M_{1j}(t, 2\tau - t) d\tau \right) \left( \hat{L}_{2x2}^T - \frac{i\sigma}{2} \hat{M}_{1j} \hat{f}_0 \right) dk \]

This can be written as

\[ I = 2 \int_{\partial D_1^0} k^2 \sum_{\Delta} \left( \int_0^{t'} e^{4i k^2(\tau-t')} M_{1j}(t, 2\tau - t) d\tau - \frac{M_{1j}(t, 2t' - t)}{4ik^2} \right) \left( \hat{L}_{2x2}^T - \frac{i\sigma}{2} \hat{M}_{1j} \hat{f}_0 \right) dk \]
Taking the limit \( t' \uparrow t \), we find

\[
\lim_{t' \uparrow t} \int_{\partial D_1^0} \frac{k^2 \Sigma}{\Delta} e^{4i k^2 (t-t')} \hat{M}_{1j} \left( \hat{\mathcal{L}}_{2\times 2}^T - \frac{i \sigma}{2} \hat{\mathcal{M}}_{1j}^T f_0 \right) \, dk = \\
\int_{\partial D_1^0} \frac{k^2 \Sigma}{\Delta} \left( \hat{M}_{1j}(t, k) - \frac{g_0(t)}{2ik^2} \right) \left( \hat{\mathcal{L}}_{2\times 2}^T - \frac{i \sigma}{2} \hat{\mathcal{M}}_{1j}^T f_0 \right) \, dk
\]

However, in this case the additional term

\[
- \int_{\partial D_1^0} \frac{k^2 \Sigma}{\Delta} \frac{g_0(t)}{2ik^2} \left( \hat{\mathcal{L}}_{2\times 2}^T - \frac{i \sigma}{2} \hat{\mathcal{M}}_{1j}^T f_0 \right) \, dk
\]

vanishes because the integrand is analytic and goes to zero as \( k \to \infty \) in \( D_1 \).

\[
\square
\]

Return to prove theorem 4.1. We now consider the Neumann problem. Solving (4.8) and (4.10) for \( \hat{M}_{1j} \), we find

\[
k \hat{M}_{1j} = \frac{\Sigma}{\Delta} \hat{\mathcal{L}}_{1j} - \frac{2 \sigma}{\Delta} \hat{\mathcal{L}}_{j1}^T + \frac{1}{\Delta} \left( e^{-2ikL} (F_{1j} - c_{1j}) \right)_+.
\]

Similar to solve (4.16) and related equation for \( \hat{M}_{1j} \), we find

\[
k \hat{M}_{1j} = -\frac{\Sigma}{\Delta} \hat{\mathcal{L}}_{1j} + \frac{2 \sigma}{\Delta} \hat{\mathcal{L}}_{j1}^T + \frac{1}{\Delta} \left( e^{2ikL} (F_{1j} - \sigma \bar{c}_{j1} e^{-2ikL}) \right)_+.
\]

Multiplying this equation by \( e^{4i k^2 (t-t')} \), \( 0 < t' < t \), and integrating along \( \partial D_1^0 \) with respect to \( dk \), we obtain

\[
\frac{\pi}{2} M_{1j}(t, 2t'-t) = \int_{\partial D_1^0} e^{4i k^2 (t-t')} \left\{ \frac{\Sigma}{\Delta} \hat{\mathcal{L}}_{1j} - \frac{2 \sigma}{\Delta} \hat{\mathcal{L}}_{j1}^T + \frac{1}{\Delta} \left( e^{-2ikL} (F_{1j} - c_{1j}) \right)_+ \right\} \, dk
\]

(4.26a)

\[
\frac{\pi}{2} M_{1j}(t, 2t'-t) = \int_{\partial D_1^0} e^{4i k^2 (t-t')} \left\{ -\frac{\Sigma}{\Delta} \hat{\mathcal{L}}_{1j} + \frac{2 \sigma}{\Delta} \hat{\mathcal{L}}_{j1}^T + \frac{1}{\Delta} \left( e^{2ikL} (F_{1j} - \sigma \bar{c}_{j1} e^{-2ikL}) \right)_+ \right\} \, dk
\]

(4.26b)

where we used that the functions

\[
\frac{1}{\Delta} \left( e^{-2ikL} c_{1j} \right)_+, \quad \frac{1}{\Delta} \left( c_{j1}^T \right)_+
\]

are bounded and analytic in \( D_1^0 \) so that its contributions vanish by Jordan’s lemma. Letting \( t' \uparrow t \) in this equation and using the initial conditions (3.2) as well as the following lemma, we find the representation in (4.6).
Lemma 4.3.
\[
\lim_{t' \uparrow t} \int_{\partial D_i^0} \frac{1}{\Delta} e^{4ik^2(t-t')} \left( e^{-2ikL} F_{1j} \right) + dk = \int_{\partial D_i^0} \frac{1}{\Delta} \left( e^{-2ikL} F_{1j} \right) + dk
\]

\( (4.27a) \)

\[
\lim_{t' \uparrow t} \int_{\partial D_i^0} \frac{1}{\Delta} e^{4ik^2(t-t')} \left( e^{2ikL} F_{1j} \right) + = \int_{\partial D_i^0} \frac{1}{\Delta} \left( e^{2ikL} F_{1j} \right) + \quad (4.27b)
\]

Proof. The proof of this lemma is similar to the proof of Lemma 4.2 □

Hence, we complete the proof of theorem □

4.2. Equivalence of the two representations. We will show that the representations derived using the GLM approach in theorem 4.1 coincide with those of theorem 4.3 in [16].

- **The Dirichlet Problem**, i.e., the representations for \( g_1(t) \) and \( f_1(t) \).
  Using the expression (4.9) for \( F_{1j} \) as well as the formulas

  \[
  \hat{M}_{ij} = \frac{1}{2k} \Phi_{ij,-}, \quad \overline{M}_{ij} = \frac{1}{2k} \phi_{ij,-}, \quad i,j = 1,2,3,
  \]

  we can write the representation of (4.5a) as

  \[
  g_1(t) = \frac{4}{i\pi} \int_{\partial D_i^0} \left\{ \frac{\sigma}{\Delta} \left[ k \Phi_{1j,-} + ig_0(t) \right] - \frac{\sigma}{\Delta} \left[ k \phi_{j1,-} + i\sigma f_0(t) \right] \\
  + \frac{ig_0(t)}{4} \Phi_{2x2,-} + \frac{g_0(t)}{4i} \phi_{T2x2,-} - \frac{k}{\Delta} \left[ \frac{ig_0(t)}{4k} \Phi_{2x2,-} e^{-2ikL} \right] \\
  - \frac{k\sigma}{\Delta} \left[ (\Phi_{11} - 1) \phi_{j1}^T \right] + \frac{k}{\Delta} \left[ \Phi_{1j} (\phi_{2x2}^T - I) e^{-2ikL} \right] \right\} dk.
  \]

  (4.28)

  In view of the identity

  \[
  -\frac{k}{\Delta} \left[ \frac{ig_0(t)}{4k} \Phi_{2x2,-} e^{-2ikL} \right] + \frac{ig_0(t)}{4} \Phi_{2x2,-} = \frac{ig_0(t)}{2} \Phi_{2x2,-},
  \]

  and recalling the definition of the \( 3 \times 3 \) partition matrix, we can obtain the same results (4.30) in [16]. Similar computations show that the representations for \( f_1 \) are also equivalent.

- **The Neumann Problem**, i.e., the representations for \( g_0(t) \) and \( f_0(t) \).
  Using the expression (4.9) for \( F_{1j} \) as well as
the formulas
\[
\Phi_{1j,+} = 2\hat{L}_{1j} - ig_0(t)\hat{M}_{2\times 2}, \quad \phi_{1j,+} = 2\hat{\sigma}_f\hat{M}_{2\times 2},
\]
a straightforward computation shows that the representations of (4.6) and the equations (4.31) in [16] are equivalent.
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