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ABSTRACT

We present a new generation of substellar atmosphere and evolution models, appropriate for application to studies of L, T, and Y-type brown dwarfs and self-luminous extrasolar planets. The atmosphere models describe the expected temperature-pressure profiles and emergent spectra of atmospheres in radiative-convective equilibrium with effective temperatures and gravities within the ranges $200 \leq T_{\text{eff}} \leq 2400$ K and $2.5 \leq \log g \leq 5.5$. These ranges encompass masses from about 0.5 to 85 Jupiter masses for a set of metallicities ($[\text{M}/\text{H}] = -0.5$ to $+0.5$), C/O ratios (from 0.5 to 1.5 times that of solar), and ages. The evolution tables describe the cooling of these substellar objects through time. These models expand the diversity of model atmospheres currently available, notably to cooler effective temperatures and greater ranges in C/O. Notable improvements from past such models include updated opacities and atmospheric chemistry. Here we describe our modeling approach and present our initial tranche of models for cloudless, chemical equilibrium atmospheres. We compare the modeled spectra, photometry, and evolution to various datasets.
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1. INTRODUCTION

The twenty-five years following the discovery of the first indisputable brown dwarf, Gliese 229 B (Oppenheimer et al. 1995), have seen a flowering of this field. Thousands of brown dwarfs have been discovered and characterized by spectroscopy and photometry (Jörgensen 2014). Dynamical masses and parallaxes have been measured for many objects and a wealth of trends uncovered (e.g., Dupuy & Liu 2017; Best et al. 2020). In addition young, self-luminous planets have been discovered and characterized (e.g., Marois et al. 2008).

Most of these objects have been characterized with the help of forward modeling in which modelers construct hundreds to thousands of ‘grid models’. The models, relying upon fundamental physical processes, predict spectral and evolutionary characteristics of brown dwarfs for given choices of intrinsic parameters, such as mass, age, and bulk composition. This approach typically relies upon both one dimensional radiative-convective equilibrium atmosphere models and coupled interior and evolution models. The atmosphere models aim to capture the key influences on substellar atmospheres, including chemistry, dynamics, and cloud processes, in order to compute the vertical structure of an atmosphere which conservatively transports energy upwards from the deep interior. Evolution models apply the rate of energy loss
through the atmosphere as a boundary condition, in order to compute the rate of internal energy loss through the atmosphere and consequently the evolution of radius and luminosity through time.

Such a forward modeling approach provides a self-consistent solution for the coupled problem of understanding both atmospheric and interior physical processes. By making predictions, models inform observers of interesting observational tests and connect observable properties, including luminosity and the spectral energy distribution, to the physical properties of the object, including mass and age. Grids of models are also essential for motivating and planning new observations. A non-exhaustive list of forward model grids includes those of Burrows et al. (1997); Baraffe et al. (2003); Saumon & Marley (2008); Allard et al. (2014); Baraffe et al. (2015); Phillips et al. (2020); Malik et al. (2017).

The older models in the literature are generally out of date as our knowledge of molecular opacities, most notably water and methane which are important absorbers in substellar atmospheres, has progressed substantially over the intervening years. Several of the more recent grid models use updated opacities but are generally not coupled with self-consistent evolution calculations, and thus do not provide a self consistent evolutionary-atmospheric modeling framework, a notable exception being Phillips et al. (2020) and the ATMO2020 grid. Here we also provide such a framework, presenting coupled atmospheric structure and evolution models for a variety of atmospheric chemical assumptions. This effort is the first in an expected series of papers, each looking at additional model complexities, including disequilibrium chemistry, clouds, and so on. Independent modeling efforts, such as our own and Phillips et al. (2020), are crucial for cross checking the importance of various physical and chemical assumptions and for overall self consistency. Thus we view the Sonora and ATMO2020 model sets to be highly complementary. Further comparisons to some of the other model sets are discussed in Section 2.6.

In the past few years ‘retrieval methods’, originally developed to study planetary atmospheres, have been applied to brown dwarfs (e.g., Line et al. 2015, 2017; Piette & Madhusudhan 2020; Burningham et al. 2021; Kitzmann et al. 2020) in order to understand the constraints on mass, luminosity, composition, radius, and other characteristics which are evident in the spectra alone, without resorting to underlying assumptions, such as solar abundance ratios, chemical equilibrium, and a radiative-convective structure. Retrievals excel at testing theoretical predictions by comparing a host of models to data, while accounting for various dataset uncertainties. Retrieval methods are of greatest utility when judged in the context of grid model predictions as such comparisons test our understanding of underlying processes. By utilizing retrieval techniques Line et al. (2017) and Zalesky et al. (2019), for example, unambiguously confirmed that rainout, not pure equilibrium, chemistry acts in substellar atmospheres (see further discussion in Section 2.5).

Both types of models are needed to motivate and interpret observations. In order to provide a new, systematic survey of brown dwarf atmospheric structure, emergent spectra, and evolution, we have constructed a new grid of brown dwarf model atmospheres. We ultimately aim for our grid to span broad ranges of atmospheric metallicity, C/O ratios, cloud properties, atmospheric mixing, and other parameters. Spectra predicted by our modeling grid can be compared to both observations and retrieval results to aid in the interpretation and planning of future telescopic observations.

For simplicity we divide the presentation of our new models into parts. Here, in Paper I we present our overall modeling approach, describing our atmosphere and evolution models, as well as various model inputs, including opacities, and present results for cloudless models. In forthcoming papers in this series we will investigate disequilibrium chemistry and cloudy atmospheres. We break with previous tradition of our team by naming the models to provide clarity as to model generations. These and future models from our group are given the moniker ‘Sonora’, after the desert spanning the southwestern United States and northern Mexico. Individual model generations (e.g., with a given set of opacities) will be denoted by names of flora and fauna of that desert. Models herein, cloudless, rainout chemical equilibrium, are thus ‘Sonora Bobcat’.

This paper describes our radiative-convective forward model for calculating the atmospheric structure of substellar objects and our evolution calculation for computing their trajectory through time. Section 2 describes the modeling details, Section 3 model results, and Section 4 highlights a few comparisons of model predictions to various datasets.

2. MODEL DESCRIPTION

We begin with a description of the atmospheric forward modeling approach. Here we term a forward model as a description of the variation of atmospheric temperature, \( T \), and composition as a function of pressure, \( P \), for a specified gravity, \( g \), and effective temperature, \( T_{\text{eff}} \). In addition we specify the atmospheric metallicity and carbon to oxygen ratio. In future work we will describe
additional constraints, including cloud treatments and vertical mixing.

Ultimately the selection of parameters and numerical approach employed in forward model grids depends on a series of judgment calls that balance the need for as precise as possible modeling of physical processes with numerical expediency. In this section we describe our approach to atmospheric modeling and briefly compare our choices to those of some other well known modeling schools. For a broader overview and literature survey of the substellar and planetary atmosphere modeling process see the review by Marley & Robinson (2015).

2.1. Overview

Each model case is described by a limited set of specific parameters for 1D, plane parallel atmospheres. For the initial model set presented here these are gravity, g (presumed constant with height as the thickness of the atmosphere is much less than the body’s radius), effective temperature, $T_{\text{eff}}$, cloud treatment, metallicity [M/H], and carbon-to-oxygen (C/O) ratio. A crucial detail is that the abundance measures refer to the bulk chemistry of the gas from which the atmosphere forms. Various condensation processes can alter the atmosphere at any arbitrary pressure and temperature away from the bulk values by the removal of elements from the gas phase. For example, the condensation of magnesium silicates can sequester up to $\sim 20\%$ of the atmospheric oxygen inventory (in a solar-composition gas). This may yield a C/O ratio in the observable atmosphere of an object that is greater than its bulk C/O ratio, if some oxygen has been removed by condensation processes deeper in its atmosphere (and if carbon has not likewise been removed by condensation processes of its own).

We have selected a range of model parameters, shown in Table I, to span that expected for the evolution of solar neighborhood ultracool dwarfs. Not all model combinations, particularly high-$g$, low-$T_{\text{eff}}$, are meaningful as the most massive, high gravity objects will not have cooled to the lowest temperatures in the age of the universe.

While we account for the effect of condensation on the atmospheric composition and chemistry, here we set all condensate opacity equal to zero; cloudy models will be presented in an upcoming paper. In the future we will add additional standard parameters, such as cloud coverage fraction, or eddy mixing coefficient. For each combination of specific parameters we iteratively compute a single radiative-convective equilibrium atmosphere model. Such a model describes the variation in atmospheric temperature $T$ as a function of pressure $P$. Given this $T(P)$ profile and the abundances of all atmospheric constituents we can post-process emergent spectra at any needed spectral resolution.

2.2. Radiative-Convective Equilibrium Model

Because the dominant sources of atmospheric opacity, such as H$_2$O, vary strongly with wavelength—particularly in cloud free models such as these—the opacity of a gas column from a given depth in the atmosphere to infinity varies strongly with wavelength. A parcel of gas of a given temperature in the deep atmosphere can first radiate to space only over a narrow wavelength range, typically in the low opacity windows within $Y$ or $J$ bands. The atmosphere begins to emit strongly if the local Planck function overlaps these opacity windows. If sufficient energy can be radiated away, the local temperature lapse rate will transition from essentially adiabatic to the local radiative lapse rate. However, at higher, cooler levels in the atmosphere, the Planck function shifts to longer wavelengths where it can again encounter a high optical depth to infinity and the radiative lapse rate steepens as a result, in some cases enough to once more trigger convection. In very cool models ($T_{\text{eff}} < 500\, \text{K}$) this process can repeat once more, leading to a stacked structure of up to three convective zones separated by radiative zones (Marley et al. 1996; Burrows et al. 1997; Morley et al. 2012; Marley & Robinson 2015; Morley et al. 2014b). Any substellar atmosphere model must be able to capture this behavior as it alters the atmospheric temperature-pressure profile and the boundary condition for thermal evolution.

Our radiative-convective equilibrium model solves for a hydrostatic and radiative-convective equilibrium temperature structure by starting with a first guess profile that is convective only in the greatest depths of the atmosphere and in radiative equilibrium elsewhere. Given this initial guess temperature profile and a radiative-convective boundary pressure, the model adjusts the temperature in the radiative regions using a straightforward Newton-Raphson scheme (see Marley & Robinson (2015)) until the fractional difference between the net thermal flux and $\sigma T_{\text{eff}}^4$ is everywhere less than a specified value, typically $10^{-5}$.

Convective adjustment begins once a converged radiative profile has been found for a given specification of the top of the convection zone. The local temperature gradient $\nabla = d\log T/d\log P$ is compared to that $^{1}$

---

1 For irradiated models, not considered here, the net thermal flux must also carry the net incident radiation absorbed below each atmospheric level.
of an adiabat, $\nabla_{\text{rd}}$ as tabulated employing the equation of state (§2.7). If the radiative-equilibrium lapse rate $\nabla_{\text{rd}} > \nabla_{\text{ad}}$ then that layer is deemed convective and $\nabla$ is set equal to $\nabla_{\text{ad}}$ for that layer. Baraffe et al. (2002) have shown that for substellar, H$_2$-dominated atmospheres convection is essentially adiabatic and that mixing length theory predicts $\nabla = \nabla_{\text{ad}}$ in convective regions, regardless of the choice of the mixing length. Thus for the cases studied here setting $\nabla \equiv \nabla_{\text{ad}}$ in regions where $\nabla_{\text{rd}} > \nabla_{\text{ad}}$ is warranted. To find a properly converged structure, we specifically do not attempt to adjust the entire model region where $\nabla_{\text{rd}} > \nabla_{\text{ad}}$ to the adiabat all at once as changes in the deep temperature profile can and do impact the thermal energy balance and temperature profile above. Instead we re-compute a radiative-equilibrium solution for the new convection zone boundary and repeat the procedure. This iterative approach follows McKay et al. (1989) as adapted to giant planet and brown dwarf atmospheres by Marley et al. (1996, 1999); Burrows et al. (1997).

The model now employs 90 vertical layers which have 91 pressure–temperature boundaries, or levels. The top model pressure is typically $\sim 10^{-4}$ bar and the bottom pressure varies with model gravity and $T_{\text{eff}}$, ranging from tens of bar to 1,000 bar or more. The highest pressures are needed to capture the radiative-convective boundary in some high gravity models. The line broadening treatment, and thus the gas opacities, at such high pressures is very uncertain, which adds a source of uncertainty to the radiative-convective boundary location in such situations.

Once there is a converged solution for the top of the deepest convection zone the radiative equilibrium profile in the remainder of the atmosphere is compared to the local adiabat. Convective layers are inserted, one at a time, as necessary. Examples of converged radiative-convective equilibrium models with one, two and three convection zones are shown in Figure 1 for a selection of model gravities and metallicities.

For most cases the lowermost radiative-convective boundary falls around 2000 K at which temperature the peak of the Planck function falls near the $H$ band spectral window in water opacity, permitting cooling to space. As expected from stellar atmosphere theory, the higher overall opacity of higher metallicity models shifts the entire structure to lower pressures for the same effective temperature and gravity.

### 2.3. Opacities

We consider the opacity of 20 molecules and five atoms (see Table II). Details on how line widths are applied to a given line list and the opacity calculation in general are presented in Freedman et al. (2008, 2014); Lupu et al. (2014). Since those publications we have updated several notable sources of opacity including H$_2$O, CH$_4$, the alkali metals, and FeH. Below we discuss our opacity sources for these species as well as our construction of opacity tables for use in the radiative-convective model and for the calculation of high spectral resolution spectra. We note that opacity line lists are constantly being updated and it is necessary to freeze the choice of line lists in order to produce a model set. Future versions of the Sonora models will include updated opacities as warranted.

#### 2.3.1. Neutral Alkali Metals and Atoms

We use a new calculation of atomic line absorption from the neutral alkali metals (Li, Na, K, Rb and Cs). These are now included using the VALD3 line list$^2$ (Ryabchikova et al. 2015). Atomic line profiles, with the exception of the Na I and K I D lines, are assumed to be Voigt profiles without applying a line cutoff in strength or frequency. The line width is calculated from the Van der Waals broadening theory for collisions with H$_2$ molecules using the coefficient tabulated in the VALD3 data base when available or from the codes of P. Barklem (https://github.com/barklem) otherwise. In all cases the classical Unsöld width (e.g., Kurucz & Avrett 1981) is corrected for a background gas

---

2 http://vald.astro.univie.ac.at/~vald3/php/vald.php

---

**Table 1. Model Parameters**

| Parameter          | Range                        | Step   |
|--------------------|------------------------------|--------|
| gravity            | $3 \leq \log g \leq 5.5$    | 0.25   |
| effective temperature | $200 \leq T_{\text{eff}} \leq 2400\text{ K}$ | 25 ($\leq 600$), 50 ($\leq 1000$), 100 ($> 1000\text{ K}$) |
| metallicity        | $-0.5 \leq [M/\text{H}] \leq +0.50$ | 0.25   |
| carbon to oxygen ratio | $0.25 \leq (\text{C}/\text{O})/(\text{C}/\text{O})_\odot \leq 1.50$ | 0.25   |
Figure 1. Converged radiative-convective equilibrium temperature profiles computed by our modeling approach for various parameters as noted in each panel. In all panels models are shown every 200 K from $T_{\text{eff}} = 200$ to 1200 K and then every 300 K to 2400 K. Thick lines show convective regions of the atmospheres. Note how at higher effective temperatures the boundary lies near 2000 K, then with falling $T_{\text{eff}}$, convection turns on in some portions of the radiative region, until finally these isolated zones merge and the boundary moves up to near 1 bar in the coolest models. Dashed curves show cloudless, chemical equilibrium profiles from Phillips et al. (2020) for log $g = 5$ and $T_{\text{eff}}$ 600, 1200, and 2100 K.

of H$_2$ and He rather than atomic H, accounting for the differences in polarization and reduced mass. The choice of line cutoff for the atomic species, with the exception of the D lines, has no material effect on the models.

The D resonance doublets of Na I ($\sim 0.59$ µm) and K I ($\sim 0.77$ µm) can become extremely strong in brown dwarf spectra and their line profiles can be detected as far as $\sim 3000$ cm$^{-1}$ from the line center in T dwarfs (Burrows et al. 2000a; Liebert et al. 2000; Marley et al. 2002). Under these circumstances, a Lorentzian line profile becomes grossly inadequate in the line wings and a detailed calculation is required.

For these two doublets, we have implemented line wing profiles based on the unified line shape theory (Allard et al. 2007a,b; Rossi & Pascale 1985). The tabulated profiles (Allard N., private communication) are calculated for the D1 and D2 lines of Na I and K I broadened by collisions with H$_2$ and He, for temperatures ranging between 500 and 3000 K and at a reference perturber (H$_2$ or He) number density of $n_{\text{pert}} = 10^{19}$ (K–H$_2$ profiles) or $10^{20}$ cm$^{-3}$ (Na–H$_2$, Na–He and K–He profiles). Two collisional geometries are considered for broadening by H$_2$ and averaged to obtain the final profile. The line core is described with a symmetric Lorentz profile with a width calculated from the same theory, with coefficients given in Allard et al. (2007b).

The line profiles are provided as a set of coefficients in a density expansion that allows their evaluation at a range of densities other than the reference density of the tabulation. The third order expansion is considered suitable up to perturber densities of $10^{20}$ cm$^{-3}$ (Allard, N., priv. communication) and the Lorentzian line width is linear in perturber density (Allard et al. 2016). Using those expressions and by interpolating in temperature, we produce a set of profiles covering 500 - 3000 K and $15 \leq \log n_{\text{pert}} \leq 20$ on a uniform grid. In atmosphere
### Table 2. Molecular Opacity Sources

| Molecule | Opacity Source(s) | Line widths |
|----------|-------------------|-------------|
| C$_2$H$_2$ | H12 | W16 |
| C$_2$H$_4$ | H12 | air |
| C$_2$H$_6$ | H12 | air |
| CH$_4$ | Yurchenko et al. (2013); Yurchenko & Tennyson (2014) | 12$_{12}^1$CH$_4$ STDS |
| CO | HT10; isotopologues Li et al. (2015) | L15 |
| CO$_2$ | Huang et al. (2014) | scale |
| CrH | Burrows et al. (2002) | lin. |
| FeH | Dulick et al. (2003); Hargreaves et al. (2010) | lin. |
| H$_2$O | Tennyson & Yurchenko (2018); isotopologues (HDO not included) Barber et al. (2006) | UCL |
| H$_2$S | ExoMol; Azzam et al. (2015); isotopologues H12 | K02 |
| HCN | Harris et al. (2006); Harris et al. (2008); isotopologues GEISA | lin. |
| LiCl | Weck et al. (2004) | lin. |
| MgH | Weck et al. (2003) | lin. |
| N$_2$ | H12 | air |
| NH$_3$ | Yurchenko et al. (2011) | W16 |
| OCS | H12 | W16 |
| PH$_3$ | Sousa-Silva et al. (2015) | S04 |
| SiO | Barton et al. (2013); Kurucz (2011) | lin. |
| TiO | Schwenke (1998); Allard et al. (2000) | lin. |
| VO | McKemmish et al. (2016); ExoMol | lin. |

---

$^a$H12 = HITRAN 2012 (Rothman et al. 2013); http://www.cfa.harvard.edu/hitran/updates.html; HT10 = HITEMP 2010 (Rothman et al. 2010); http://www.cfa.harvard.edu/hitran/HITEMP.html

$^b$lin. = linear estimate for $\gamma$, see text; air = air widths from H12; scale = 1.85x self broadening; K02 = Kissel et al. (2002); L15 = Li et al. (2015); P92 = Pine (1992); S04 = Salem et al. (2004); W16 = Wilzewski et al. (2016); UCL = ExoMol web page

$^c$http://www.physast.uga.edu/ugamop/

$^d$http://www.exomol.com (Tennyson & Yurchenko 2012)

$^e$http://ether.ipsl.jussieu.fr/etherTypo/?id=950

$^f$http://kurucz.harvard.edu/molecules.html

---

**2.3.2. FeH**

For FeH we use the line list of Dulick et al. (2003) which was our opacity source in previous models. However this list did not include the E-A band at 1.6 $\mu$m which is prominent in M and L dwarfs. Here we include this rovibrational $E^4\Pi_i - A^4\Pi_i$ electronic transition, employing a line list from Hargreaves et al. (2010). This list was constructed by fitting to empirical spectra of cool M dwarfs and to laboratory measurements. As a consequence there are multiple uncertainties in the line list, including the lower energy level of many of the lines, which are set to a constant value. Hargreaves et al. (2010) ultimately applied an enhancement factor of 2.5.
to their initial line strengths in stellar atmosphere models in order to match observations. In our own initial test models employing this line list we found that the predicted band strength as seen in our models was far in excess of that observed in early L dwarfs. After discussions with Hargreaves (priv. comm.) on various sources of uncertainty we decided to reduce the line strengths, for this band only, by a factor of 1/3, slightly over correcting to remove the correction factor of 2.5 to better match observations. This is the only absorption band in our entire model set for which we have applied such an empirical correction.

2.3.3. Line Profiles

The proper choice of line widths to apply to each individual molecular line is a difficult problem as there is often little to no theoretical or laboratory guidance, particularly for higher quantum number transitions that are important at higher temperatures. For each molecule we have applied the best information available at the time our opacity database was constructed although in many cases we have had to estimate the broadening with limited information. Table II summarizes our choices for line widths, including cases in which we used literature values or widths appropriate to air, rather than H$_2$–He mixtures.

In most molecular line lists, the maximum $J$ quantum number is above 100. However, Lorentz broadening coefficients are typically only available up to $J \sim 50$, which we term $J_{\text{low}}$. In such cases where data is lacking, we extrapolate the broadening parameter $\gamma$ by assuming a value, $\sim 0.075 \text{ cm}^{-1} \text{ atm}^{-1}$, for the lowest $J$ value in any set then adjusting the broadening at any $J$ by a linear expression in $J - J_{\text{low}}$ up to some maximum $J$. Above that $J$, $\gamma$ is held fixed at $\sim 0.04 \text{ cm}^{-1} \text{ atm}^{-1}$. A similar approach has been followed by the UCL group (Tennyson, pers. comm.).

2.3.4. Opacity Tables

Opacities are computed at each of 1060 distinct pressure-temperature points covering the range $75 \leq T \leq 4000 \text{ K}$ and $10^{-6} \leq P \leq 300 \text{ bar}$ on a wavenumber grid constructed such that there are about 3 points per Doppler width for the H$_2$O molecule. This typically amounts to roughly $2 \times 10^6$ individual points for intermediate $T$ and $P$ with up to $10^7$ points at the lowest pressures at which we compute the opacity from up to $10^{10}$ individual spectral lines (for example in the case of CH$_4$). This tabulated opacity is used both in post-processing to construct high resolution spectra for individual models and also to compute $k$-coefficients which are used in the atmospheric structure calculation.

For the $k$-coefficient calculation we sum the contribution of every molecule to the total molecular opacity by weighting by their relative equilibrium abundances (see next section). Within each of 190 spectral bins covering the wavelength range 0.4 to 320 $\mu$m, we then compute the $k$-coefficients using the summed opacity. We note that this is more accurate than later combining $k$-coefficients computed for individuals gasses (e.g., Lacis & Oinas 1991; Amundsen et al. 2017). This approach, however, removes flexibility in adjusting local gaseous mixing ratios, for example to account for disequilibrium chemistry effects (see Amundsen et al. (2017) for a recent discussion). We use 8 Gauss points for the $k$-coefficients, following a double Gaussian scheme in which 4 points cover the range 0 to 0.95 of the cumulative distribution and 4 additional points cover the range 0.95 to 1.00. This permits more precise resolution of the strongest few percent of the molecular lines within any given spectral bin. Tests (M. Line, pers. comm.) have shown that this double-Gauss approach yields essentially identical thermal profiles computed with 20 Gauss points covering the full distribution range of 0 to 1.0 and the same opacities. The $k$-coefficients for all of the model cases presented here are available for download here.

In addition to these opacity sources we also account for several other continuum opacity sources. Pressure-induced opacity from H$_2$–H$_2$, H–H, H–He, H$_2$–N$_2$, and H$_2$–CH$_4$ is accounted for as described in Saumon et al. (2012). We also include bound-free and free-free opacity from H$^-$ and H$_2^+$ and free-free opacity from H$_2^+$ and He$^-$ as well as electron scattering. Rayleigh scattering from H$_2$, H, and He is also included. We note in passing that, despite the recent ‘discovery’ of the importance of H$^-$ opacity in transiting planet atmospheres, H$^-$ has long been recognized as an important source of continuum opacity in cool stars (Chandrasekhar & Münch 1946). Our models have always included this opacity source, since Marley et al. (1996). The models in this paper do not include cloud opacity, our method for accounting for such opacity will be presented in a future paper in the series.

2.4. Radiative Transfer

In the radiative-convective model we compute radiative fluxes through each model layer using the ‘two-stream source function method’ outlined in Toon et al. (1989). This scheme first computes a two stream (up and down) solution to the flux and then uses the two...
stream function for scattering in the second calculation step that computes the flux in six discrete beams. Following Toon et al., within each model layer \( n \), with optical depth ranging from \( \tau = 0 \) at the top to \( \tau = \tau_{\text{bot}} \) at the bottom, the source function is linearized as \( B_n(\tau) = B_{0n} + B_{1n}\tau \) where \( B_{0n} \) is the Planck function at the temperature of the top of the layer and \( B_{1n} = [B(T(\tau_{\text{bot}})) + B_{0n}] / \tau_n \). The final upwards and downwards fluxes are computed by integration over the multiple streams. The method is exact for pure absorption and provides an acceptable balance between accuracy and speed for cases with particle scattering. Toon et al. (1989) provide tables of the size of the error in various cases. The lower and upper boundary conditions are those commonly used in the stellar atmospheres problem for semi-infinite atmospheres (Hubeny & Mihalas 2014). Recently Heng & Kitzmann (2017) have extended the Toon et al. method for greater accuracy in strongly scattering atmospheres, a limit we do not reach in the cloudless models presented here.

Once we have a converged \( T(P) \) model we compute high resolution spectra by solving the radiative transfer equation for nearly 362,000 monochromatic frequency points between 0.4 and 50 \( \mu \)m. The monochromatic opacities are calculated from the same opacity data base, line broadening, and chemistry tables as the \( k \)-coefficients and are pre-tabulated on the same \( (T, P) \) grid. In these cloudless models, the radiative transfer equation is solved with the Rybicky solution (Hubeny & Mihalas 2014) assuming that Rayleigh scattering is isotropic. The resulting spectral energy distributions are in excellent agreement with those obtained from the lower resolution \( k \)-coefficients method with their respective integrated fluxes differing by less than 2% in nearly all cases.

2.5. Chemical Equilibrium

Chemical equilibrium abundances at the grid \( (P, T) \) points were calculated using a modified version of the NASA CEA Gibbs minimization code (see Gordon & McBride 1994), based upon prior thermochemical models of substellar atmospheres (Fegley & Lodders 1994, 1996; Lodders 1999; Lodders & Fegley 2002; Lodders 2002; Visscher et al. 2006, 2010; Visscher 2012) and recently used to explore gas and condensate chemistry over a range of atmospheric conditions (Morley et al. 2012, 2013; Moses et al. 2013; Kataria et al. 2016; Skemer et al. 2016; Wakeford et al. 2017; Burningham et al. 2017).

Equilibrium abundances (with a focus on key constituents that are included in the opacity calculations: \( \text{H}_2, \text{H}, \text{H}^+, \text{H}^-, \text{H}_3^+, \text{H}_3^-, \text{He}, \text{H}_2\text{O}, \text{CH}_4, \text{CO}, \text{CO}_2, \text{OCS}, \text{HCN}, \text{C}_2\text{H}_2, \text{C}_2\text{H}_4, \text{C}_2\text{H}_6, \text{NH}_3, \text{N}_2, \text{PH}_3, \text{H}_2\text{S}, \text{SiO}, \text{TiO}, \text{VO}, \text{Fe}, \text{FeH}, \text{MgH}, \text{CrH}, \text{Na}, \text{K}, \text{Rb}, \text{Cs}, \text{Li}, \text{LiOH}, \text{LiH}, \text{LiCl}, \text{and e}^- \) were calculated over a wide range of atmospheric pressures (1 \( \mu \)bar to 300 bar) and temperatures (75 to 4000 K), and over a range of metallicities (-1.0 dex to +2.0 dex relative to solar abundances, assuming uniform heavy element enrichment), and \( \text{C}/\text{O} \) element abundance ratios (0.25 to 2.5 times the solar \( \text{C}/\text{O} \) abundance ratio of \( \text{C}/\text{O} = 0.458 \)) using protosolar abundances from Lodders (2010) which represent the bulk solar system composition and provides continuity with earlier iterations of the chemical models. Other \( \text{C}/\text{O} \) ratios can be adopted (e.g., 1.25 \times \text{C}/\text{O}, corresponding to \( \text{C}/\text{O} = 0.57 \)) for consistency with more recent determinations of the photospheric \( \text{C}/\text{O} \) ratio (e.g., Asplund et al. 2009; Caffau et al. 2011; Lodders 2020; Asplund et al. 2021).

For a given metallicity, variations in the \( \text{C}/\text{O} \) ratio were computed while holding the \( \text{C}+\text{O} \) abundance constant, so that the total heavy element abundance relative to hydrogen \( (Z/X) \), characterized by \([M/H]\), remains constant. For example, to achieve \( \text{C}/\text{O} \) ratios greater than the solar value (e.g., 1.25 \times or 1.5 \times the adopted solar ratio of \( \text{C}/\text{O} = 0.458 \)), the oxygen abundance is slightly diminished while the carbon abundance is slightly enhanced. For most species, we utilized the thermochemical data of Chase (1998) with additional thermochemical data from Gurvich et al. (1989, 1991, 1994); Burcat & Ruscic (2005) and Robie & Hemingway (1995) for several mineral phases.

Condensation from the gas phase is included with the “rainout” approach of Lodders & Fegley, wherein condensates are removed from the gas mixture lying above the condensation level. This prevents further gas-condensate chemical reactions from occurring higher up in the atmosphere, above the condensation point. Rainout has been validated for alkali species by the sequence of the disappearance of Na and K spectral features (Marley et al. 2002; Line et al. 2017; Zalesky et al. 2019).

As in previous thermochemical models, the equilibrium abundance of any condensate-forming species at higher altitudes is determined by its vapor pressure above the condensate cloud (e.g., see Visscher et al. 2010). The detailed equilibria models of Lodders (2002) show that several elements (such as Ca, Al, Ti) may be distributed over a number of different condensed phases depending upon pressure and temperature conditions. For simplicity, here we consider the vapor pressure behavior of TiO and VO in equilibrium with \( \text{Ti}_2\text{O}_3, \text{Ti}_3\text{O}_5 \), or \( \text{Ti}_4\text{O}_7 \), and \( \text{V}_2\text{O}_3, \text{V}_2\text{O}_4 \), and \( \text{V}_2\text{O}_5 \) respectively as we are primarily interested in the behavior of Ti and V above the cloud deck and the current grid lacks the resolution for detailed Ca-Ti equilibria as a function of
temperature. The behavior of Mg-, Si-, and Fe-bearing gases was calculated following the approach of Visscher et al. (2010) and included the equilibrium condensation of forsterite (Mg$_2$SiO$_4$), enstatite (MgSiO$_3$), and Fe metal. As in Lodders (1999), major condensates for the alkali elements included LiCl, LiF, Na$_2$S (see also Visscher et al. 2006), KCl (see also Morley et al. 2012) RbCl, and CsCl.

2.6. Comparison to Other Approaches

As mentioned above, the construction of any forward model involves numerous choices and trade offs. When comparing models from different groups, it is worth keeping in mind the various approximations and assumptions behind the models. Here we highlight a few such differences.

Our modeling scheme, with roots in solar system atmospheres, was first applied to a brown dwarf (Gl 229 B) in Marley et al. (1996). That same year Allard et al. (1996) likewise applied the PHOENIX modeling scheme, with roots in stellar atmospheres, to the same object. Both models developed over time with the PHOENIX model ultimately producing the widely cited COND and DUSTY model sets (Allard et al. 2001). In contrast to our approach of using pre-tabulated chemistry and opacities, the PHOENIX model computes chemistry and opacities on the fly. COND also employs full equilibrium chemistry rather than rainout chemistry to compute molecular abundances. As we note above, recent retrieval studies have validated rainout chemistry in the context of the T dwarfs. To compute fluxes PHOENIX uses the sampling method in which the radiative transfer is only computed at a finite number (~ $10^4$, T. Barman, pers. comm.) of wavelength points. Our method accounts for the opacity and uses the information at many more ($10^9$ to $10^{17}$) points, but only in a statistical sense as the opacity distribution within wavelength bins is described by $k$-coefficients.

A more recent version of the PHOENIX models is known at BT-Settl (Allard et al. 2014), where the BT denotes the source of the water opacity employed (Barber et al. 2006) and the Settl denotes the handling of condensate opacity. These models have not been as thoroughly described and a more detailed discussion is not yet possible.

Recent studies of radiative transfer for transiting planets have found that the $k$-coefficient method more closely reproduces calculations performed at very high spectral resolution that the sampling method, since the entire range of both low and high opacity wavelengths is considered (Garland & Irwin 2019). In practice for most of the atmospheres considered here this is unlikely to be a major difference. However our own tests of fluxes computed with opacity sampling find that at low temperatures, where there are relatively few opacity sources and the opacity can vary wildly with wavelength, sampling can produce large errors unless many more points are employed than typically used. A systematic comparison between the approaches would be informative. Differences between the approaches in the context of cloud opacity will be discussed in a future paper.

Another widely cited model set is that of the Adam Burrows group which consists of two different approaches. The models presented in Burrows et al. (1997, 2001) were computed using the Marley et al. (1996, 1999) radiative-convective model described above. After 2001 the Burrows group transitioned to a modeling framework based on a widely used stellar atmospheres code TLUSTY (Hubeny 1988; Hubeny & Lanz 1995) adapted for use in brown dwarfs (e.g., Burrows et al. 2002, 2004, 2006). This work uses the sampling method to handle the opacities, like PHOENIX, but with the ability to handle rainout and quenching (Hubeny & Burrows 2007) rather than relying on pure equilibrium chemistry. There are also differences in the treatment of radiative transfer and the global numerical method used to solve the set of structural equations. Hubeny (2017) provides a thorough, critical comparison of various approaches employed in substellar models.

Recently Malik et al. (2017) have released the open-source atmosphere radiative-equilibrium modeling framework HELIOS. As of this date the model structures are strictly in radiative equilibrium. HELIOS computes atmospheric structure assuming true chemical equilibrium, not rainout chemistry, using a fast analytic approximation of the C, N, O chemistry (Heng et al. 2016). The model uses $k$-coefficients of individual molecules which they combine on the fly using ‘random overlap’ approximation rather than the pre-mixed opacity tables employed here or the ‘re-bin and re-sort’ method usually used to combine $k$-coefficients (see Amundsen et al. (2017)). While fast, this approximation can produce large flux errors in certain cases because in fact the opacities are not random but are vertically correlated through the atmosphere (Amundsen et al. 2017). There has not yet been a systematic comparison of model atmospheres computed by HELIOS with other models using more traditional methods for computing non-irradiated substellar atmospheres.

As noted in the introduction, the model set most similar to our own is Phillips et al. (2020). Those authors made generally similar modeling choices, including rainout equilibrium, although for the opacities they mix single gas $k$-coefficients following Amundsen et al. (2017)
rather than pre-computing them for the mixture, as we do here. They do not discuss whether their models produce multiple layer convection zones, although it appears from their posted structures that they in fact do, with generally similar structure as our Figure 4. Their models are only for solar metallicity and those authors advise users to only trust models below $T_{\text{eff}} = 2000$ K, despite the grid going to higher temperatures as they neglect some important opacity sources. Where they can be compared, the Phillips $T(P)$ profiles are very similar to our own, as seen in Figure 1, except above 2000 K where they are slightly cooler, as expected given their neglect of some opacities.

When comparing atmospheric abundances computed by our approach and other methods it is crucial to consider the impact of our rainout chemistry assumption (see, e.g., Lodders & Fegley 2006). Because of rainout, certain species which can potentially be significant sinks of atoms of interest, do not form. For example under rainout conditions Fe$_2$O$_3$, does not form as the Fe-condensate is removed from the atmosphere. Rainout atmospheres cooler than the iron oxide condensation temperature will appear to have larger O abundances than other treatments with the same initial O abundance. Likewise, rainout causes the removal of condensed aluminum oxide Al$_2$O$_3$ from the atmosphere, preventing the formation of albite (NaAlSi$_3$O$_8$) which would otherwise remove atomic sodium from the atmosphere at about 1000 K. Retrieval studies have shown (Zalesky et al. 2019) that the rainout chemistry prediction is most consistent with the observed spectra of T dwarfs.

The rainout chemical equilibrium abundance tables used to compute the models presented here are available along with the models at our model page$^4$.  

$^4$ https://doi.org/10.5281/zenodo.5063476
Figure 3. Red optical spectral sequence ($R \sim 2,000$) of models for solar metallicity and C/O ratio at log $g = 5$, shifted vertically for clarity. Notable absorption features are labeled. Models are shifted for clarity.

The model for the interior and the evolution is discussed in detail in Saumon & Marley (2008) (hereafter, SM08). Briefly, the interior is modeled as fully convective and adiabatic and uses the atmosphere models described herein as the surface boundary condition. We generate sequences for the three metallicities of the atmosphere models ([M/H] = −0.5, 0 and 0.5). The models are started with a large initial entropy (“hot start”) and include fusion of the initial deuterium content.

We incorporate three significant improvements over the models of SM08. First, we now account for metals in the equation of state by using an effective helium mass fraction (Chabrier & Baraffe 1997)

$$Y' = Y + Z$$

where $Y = 0.2735$ is the primordial He mass fraction and $Z$ the mass fraction of metals ($Z = 0.00484$, 0.0153 and 0.0484, corresponding to $[M/H] = −0.5$, 0, and +0.5, respectively). The hydrogen and helium equations of state are from the tables of Saumon et al. (1995), as in SM08. Second, we use the improved nuclear reaction screening factors of Potekhin & Chabrier (2012). Third, the new surface boundary condition is provided by the atmospheres presented here which are defined over a finer ($T_{\text{eff}}$, log $g$) mesh and extend to lower gravity (log $g = 3$) and lower $T_{\text{eff}} = 200$ K. This allows modeling of lower mass objects, down to $0.5 M_J$.

2.8. Previous Applications

Our group has applied the same basic modeling approach described here to a number of topics related to ultracool dwarfs and extrasolar giant planets. This work is generally summarized in Marley & Robinson (2015). Notable applications have included computation of the evolution tracks presented in Burrows et al. (1997), characterization of L and T dwarfs from their near-infrared spectra in Cushing et al. (2008); Stephens et al. (2009), calculation of atmospheric thermal profiles of irradiated giant planets (Fortney et al. 2005), and modeling of young directly imaged planets in (Marley et al. 2012).

Our prediction that the clearing of clouds at the L/T transition would result in an excess of transition brown dwarfs (Saumon & Marley 2008) was recently validated with the 20 pc brown dwarf census of Kirkpatrick et al. (2020).

In addition Fortney et al. (2008) investigated the atmospheric structure and spectra of cloud-free gas giants from 1–10 Jupiter masses, for models with $T_{\text{eff}} < 1400$K. The role of enhanced atmospheric metallicity, an outcome expected from the core-accretion model of planet
Radiative-convective equilibrium thermal profiles are shown for a selection of model parameters in Figure 1 for two gravities at solar metallicity and two metallicities at fixed gravity. The general behavior of the extent of the convection zones apparent in previous work is also seen here. At the highest effective temperatures the single radiative-convective boundary lies near 2000 K and at pressures in the range of 1 to 0.01 bar, depending on gravity. As the effective temperature falls the top of this convection zone stays near 2000 K but moves to progressively higher pressures. Finally, for effective temperatures below 1000 K, the denser regions of the atmosphere begin to be cooler than about 1000 K, resulting in the peak of the local Planck function lying not in the relatively clear, low opacity regions from 1 to 2 µm but rather in the higher gas opacity region between 2 and 4 µm. Consequently a second detached convection zone forms around 1000 K.

The second transition from convective to radiative transport occurs when sufficient flux can emerge through the spectral window at 4 to 5 µm. In some cases a third small convection zone briefly develops higher in the atmosphere. Finally, with falling effective temperature, these detached zones merge and the atmosphere is finally fully, or almost fully, convective all the way up to about 0.1 to 1 bar, depending on gravity. The un-
versatility of $\sim 0.1$ bar radiative-convective boundaries at low $T_{\text{eff}}$ and $g$ has been explored by Robinson & Catling (2014).

Correctly mapping the detached convection zones is important for the evolution calculation as they change the atmospheric temperature gradient away from that of pure radiative equilibrium. This in turn alters the temperature and pressure—and thus atmospheric entropy—of the deep radiative convective boundary, which ultimately controls the thermal evolution of the entire object.

Likewise this behavior of the radiative regions rapidly merging, raising the radiative convective boundary to pressures near 1 bar at cooler effective temperatures is likely the explanation for the rapid rise in the eddy mixing coefficient, as inferred from observed disequilibrium chemistry below 400 K (Miles et al. 2020).

### 3.2. Model Spectra

All of the model spectra described in this paper are available online\(^5\). Here we briefly describe the characteristics of the model set.

Spectra for a selection of model cases and wavelength ranges are shown in Figures 2 through 7. While these cloudless models are of course less relevant to observed spectra through much of the L dwarf regime, they are nevertheless instructive for illustrating how the atmospheric chemistry evolves as effective temperature falls through the M, L, T, and Y spectral types.

As the atmosphere cools, molecular features become more prominent and the roughly blackbody spectra apparent at 2400 K is nearly unrecognizable by 400 K (Figure 2). The universality of the M-band flux excess, first noted in Marley et al. (1996) is apparent as are the familiar excesses in Y, J, H, and K bands. All of these arise from opacity windows allowing flux to escape from deep seated regions of the atmospheres where the local temperature often exceeds $T_{\text{eff}}$. The folly, for most purposes, of attempting to describe the thermal emission of brown dwarfs or self-luminous planets as being blackbody-like is evident from casual inspection of Figure 2.

Spectral sequences for limited spectral ranges are shown in Figures 3 through 7. The red optical (Figure 3) is primarily sculpted by the K I resonance doublet centered around 0.77 $\mu$m (Burrows et al. 2000b). Because this spectral region otherwise has low gas opacity, the

\(^5\) https://doi.org/10.5281/zenodo.5063476
influence of the K absorption lingers in these cloudless models well below the \( T_{\text{eff}} \) at which potassium condensates form (around 700 K). Including the effects of the Na and K condensates changes the opacity as shown by Morley et al. (2012), but in the present cloudless models deep seated K still influences the spectra down to \( T_{\text{eff}} \sim 400 \text{K} \). Finally at the lowest effective temperatures the signatures of water and methane appear, strikingly altering the predicted optical spectra redward of 0.80 \( \mu\text{m} \).

Figure 4 depicts the crucial near-infrared region. With falling \( T_{\text{eff}} \) the familiar gradual departure of the refractory species and the alkalis, as well as the appearance of methane are apparent. The cloudless models are cooler than models that account for condensate opacity, thus methane appears around \( T_{\text{eff}} = 1600 \text{K} \) in \textit{H} band, which is warmer than it is seen to do so in nature (Kirkpatrick 2005). The progressive loss of flux in \textit{K} band, attributable to the increasing influence of pressure-induced opacity of molecular hydrogen, continues through the entire sequence. The flux peaks are progressively squeezed between stronger and stronger molecular absorption until, by 300 K, they become sharp and well separated. As in the previous figure, the coldest model shown, at 300 K, has a notably different morphology as ammonia features are apparent near 1 \( \mu\text{m} \). This interesting small spectral region is further expanded in Figure 5.

The wavelength range to be explored in fresh detail by \textit{James Webb Space Telescope}, beyond 3 \( \mu\text{m} \) is explored in Figures 6 and 7. This is a region broadly sculpted by water opacity with important contributions from methane and ammonia at lower effective temperature. The five micron spectral window allows deep seated flux to emerge, as in familiar images of Jupiter (e.g., Orton et al. 1996). The long pathlengths through the atmosphere, as in the near-infrared permit rare molecules to be detected (Morley et al. 2019). In an upcoming paper (Gharib-Nezhad et al. in prep.) we will look at the detectability of lithium-bearing molecules in this region.

Figure 8 explores the influence of the C/O ratio in the near-infrared among the coolest models where differences in methane abundance are most notable. Although these are pure chemical equilibrium models, the influence of disequilibrium chemistry is less notable in this spectral region at these cool effective temperatures, thus providing better tracers of the atmospheric C/O ratio, with the usual caveat of accounting for loss of O into condensates at higher temperatures.
Figure 7. Same as Figure 3 but for mid-IR spectral range with $R \sim 1,000$. Note how the arrival of NH$_3$ dramatically transforms this region below about 1200 K in these equilibrium chemistry models.

Finally, 9 compares the model spectra presented here to our earlier generation of models (Saumon et al. 2012) through the effective temperature range of the T and Y dwarfs. Most notable differences arise from changes in the alkali D line treatment and updated ammonia and methane opacity (§2.3). We have found that more recent updates to the molecular line lists generally are not similarly apparent at the illustrated spectral resolution $R \sim 1,000$, but do appear at much higher spectral resolution $R > 10,000$.

3.3. Evolution

The newly computed evolution tracks are shown in Figures 10 and 11. The extension of the surface boundary condition to lower $T_{\text{eff}}$ illuminates an interesting feature of Y dwarf evolution. The SM08 models were based on atmospheres that extended only to 500 K and the corresponding boundary condition was extended to lower $T_{\text{eff}}$ with a plausible, constrained extrapolation. That extrapolation was inaccurate because it did not account for the condensation of water, which is the new low temperature atmosphere models include. As water is the dominant absorber in low $T_{\text{eff}}$ Y dwarfs, its disappearance below $T_{\text{eff}} < 400$ K results in more transparent atmospheres, which affects the evolution.

The impact of this accounting for water condensation can be seen in Figure 10 as a divergence in the respective cooling tracks of low-mass objects ($< 0.01 M_{\odot}$) below $T_{\text{eff}} \sim 400$ K. The new models have slightly higher gravity and luminosity (Figure 11). Qualitatively, this is similar to the hybrid model of SM08 for the L/T transition where the disappearance of cloud opacity causes a pile up of brown dwarfs at the transition (Kirkpatrick et al. 2020), although the effect appears to be weaker.

This result should not be taken at face value, however. The present cloudless model atmospheres include condensation of water but not the resulting cloud opacity. Unlike magnesium-silicate clouds, that have considerable opacity but whose gas phase precursors (e.g., MgH) have barely been detected in spectra (see, e.g., Kirkpatrick 2005) and thus have negligible opacity, water is the dominant gas phase absorber throughout the LTY sequence. Thus, water condensation transforms the opacity from a series of strong molecular bands throughout the near- and mid-IR to a continuum of condensate opacity. Until Y dwarf models with a reliable description of water clouds are produced, the net effect of water condensation on very cool brown dwarf evolution will remain uncertain.
The effect of metallicity on the coolings tracks is shown in Figure 12 for the luminosity and Figure 13 for \( T_{\text{eff}} \). Generally, the higher metallicity models are slightly more luminous at a given age because the higher opacity of the atmosphere slows their cooling. All masses show the same trend with \( \Delta \log L/\Delta [\text{M/H}] \lesssim 0.15 \). Deuterium burning causes the apparent anomalies in the 0.01 and 0.02 M\(_\odot\) tracks. The 0.07 M\(_\odot\) tracks are just below the hydrogen burning minimum mass (HBMM). Since the HBMM decreases with increasing metallicity, the \([\text{M/H}] = +0.5\) model approaches a main sequence equilibrium state while the other do not produce enough nuclear energy to prevent further cooling. The evolution of \( T_{\text{eff}} \) is very similar to that of \( L_{\text{bol}} \).

Because of the systematic differences that persist between forward model spectra and data, determinations of \( T_{\text{eff}} \) and especially the gravity by fitting observed spectra remain rather uncertain. Atmospheric parameters determined from models from different groups often disagree (e.g., Patience et al. 2012). On the other hand, the modeled bolometric luminosity, because it integrates over all wavelengths, is much less sensitive to such model errors and can also be determined fairly reliably from observations. Benchmark brown dwarfs, either bound in a binary system with a more easily characterized primary star or members of a moving group also have well determined metallicities and fairly well constrained ages. Equipped with \( L_{\text{bol}} \), \([\text{M/H}]\) and the age, the mass (e.g. Figure 12), \( T_{\text{eff}} \), radius, and gravity follow from evolution sequences with a good degree of confidence.

The evolution sequences are available for all three metallicities\(^6\). The tables provide mass, age, radius, luminosity, gravity and \( T_{\text{eff}} \) along cooling tracks at constant mass and, for convenience, along isochrones, along constant luminosity curves and for a given pair of \((T_{\text{eff}}, \log g)\). The moment of inertia \( I \) is also provided for each mass as a function of time. For a spherically symmetric body of radius \( R \),

\[
I = \frac{8\pi}{3} \int_0^R \rho(r)r^4 \, dr
\]

\(^6\) https://doi.org/10.5281/zenodo.5063476
which is a useful quantity for studies of the angular momentum of brown dwarfs and their deformation under rotation (Barnes & Fortney 2003; Sengupta & Marley 2010; Jensen-Clem et al. 2020).

4. COMPARISONS TO SELECTED DATASETS

4.1. Spectra

Spectra from the Sonora Bobcat model set have already been used in a number of comparisons to various spectral datasets. The most systematic application has been in Zhang et al. (2020) and Zhang et al. (2021) who employed the Bayesian inference tool Starfish to near-infrared spectra ($R \sim 80 - 250$) of 55 late T dwarfs, including three benchmark (T7.5 and T8) objects. While good spectral fits could be found between model library and observed spectra, there were certain consistent discrepancies across most all objects. Most notably, the peak of $J$-band in the best fit spectra was too bright for most objects while the peak of $H$-band was too dim. In both cases the discrepancy increases with falling $T_{\text{eff}}$ and later spectral types. Zhang et al. (2021) attributed these discrepancies to deep clouds and disequilibrium chemistry, respectively, although further modeling is needed to understand in detail.

Zhang et al. (submitted) also used this model set to quantify the well known degeneracy between metallicity and gravity by considering all of the model spectra. They found that the gravity-metallicity degeneracy can be described with $\Delta \log g \sim 3.42 \Delta [\text{M/H}]$. In other words a change of +0.1 in [M/H] has nearly the same effect as a change in $\log g$ of about 0.34.

At higher spectral resolution the models generally reproduce the finer spectral structure of cloudless objects fairly well. Comparing among three model sets, for example, Tannock et al. (2021) found Sonora-Bobcat models had the lowest $\chi^2$ in $J$, $H$, and $K$-bands when compared to $R \sim 6,000$ spectra of a T7 dwarf, this is likely due to our choice of recent molecular opacity tables (Table 2) and illustrates the value of considerable effort that underlies the calculation of these tables.

4.2. Colors

The online tables contain model photometry in a selection of photometric passbands, including the MKO, WISE, SDSS, 2MASS, Spitzer/IRAC, and JWST systems. Model absolute magnitudes are computed using radii from the evolution model. Figure 14 shows our predicted Sonora Bobcat model photometry on the familiar ultracool dwarf $J$ vs. $J - K$ color magnitude diagram along with a sample of field dwarfs and subdwarfs selected from Best et al. (2020) for having well constrained
Figure 10. Low temperature end of the cooling tracks of brown dwarfs in $T_{\text{eff}}$ and gravity for the sequence based on cloudless atmospheres of solar metallicity. The evolution proceeds from right to left along the heavy black lines, which are labeled with the mass in $M_{\odot}$ (the unlabeled track at the bottom has $M = 0.001 M_{\odot}$). Light gray cooling tracks are from Saumon & Marley (2008). Isochrones are shown by the blue dotted lines: (from right to left) 0.01, 0.02, 0.04, 0.1, 0.2, 0.4, 1, 2, 4, and 10 Gyr. The nearly vertical red lines are curves of constant luminosity: (from left to right): $\log L/L_{\odot} = -8$, to $-5$ in steps of 0.5. Curves of constant radius are shown in green: (from top to bottom) 0.08 to 0.13 $R_{\odot}$ in steps of 0.01. The phase of deuterium burning is revealed by the kink in the isochrones for objects with masses between 0.01 and 0.015 $M_{\odot}$.

Figure 11. Late evolution of the luminosity of low-mass ultracool dwarfs. The present Sonora models (solid lines), include water condensation and remain more luminous (cool more slowly) below $T_{\text{eff}} \sim 400$ K than the Saumon & Marley (2008) models (SM08, dotted lines). Each curve is labeled by the mass. The more massive dwarfs are not affected as they remain hotter than 400 K over the age of the Galaxy (See Figure 10).

Figure 12. Comparison of brown dwarfs luminosity cooling tracks for three different metallicities. Each triplet of tracks is labeled with the mass in solar masses. For a given mass and age, a higher metallicity results in a slightly higher luminosity. The 0.07 $M_{\odot}$ models are just below the hydrogen burning minimum mass and their fates diverge after 2 Gyr, depending on the metallicity. The $[\text{M/H}]=+0.5$ track approaches a stable equilibrium on the main sequence while the lower metallicity tracks for that mass fail to do so.
photometry and distances. Model colors are shown for three gravities and three metallicities.

The models well reproduce the photometry of the latest M dwarfs and earliest L dwarfs, including the spread in $J-K$ color. This is a substantial improvement over older evolution sets, which sometimes struggled over the same phase space, likely due to older H$_2$O opacities that lacked ‘hot’ lines. By $J \sim 12$ the cloudless models turn to the blue instead of continuing to slide to the red as observed in the field L dwarf population, a consequence of the lack of dust opacity in these models. The $[\text{M/H}] = +0.5$ models are redder and make the turn about half a magnitude later. Conversely the $[\text{M/H}] = -0.5$ are bluer in $J-K$ from even brighter magnitudes, although this models of this metallicity are still not as blue as the majority of the M and L subdwarfs.

The best agreement with observed photometry is among the mid-T dwarfs, about T3 to T7, which are generally known to be well matched by cloudless model spectra (e.g., Marley et al. 1996). At still later spectral types the observed colors are again redder, likely a consequence of the formation of alkali clouds (Morley et al. 2012).

While there is a fair amount of structure in the individual tracks for each gravity and metallicity, generally speaking lower metallicity models are always bluer than those with higher metallicity. This is a consequence of the $J$ spectral bandpass being very sensitive to the total column gas opacity. At lower metallicities flux from deep atmospheric layers emerges, keeping $J$ magnitudes bright and $J-K$ blue. As metallicity increases the $J$ window closes as H$_2$O and other gas opacity squeeze in from the sides and the $J-K$ contrast is reduced.

The dependence on gravity is generally more complex. Gravity affects the thermal profile, including the location and spacing of convection zones. The interaction of the changing thermal profile structure and the atmospheric opacity and chemistry alters the individual tracks for each gravity. Generally speaking lower gravity tracks are redder in $J-K$ at all three metallicities.

Two additional color-magnitude diagrams in three JWST filters are shown in Figure 15. In this case individual models are shown to better illustrate sensitivity to model parameters. F444W and F560W are commonly considered for stellar substellar companion searches as they capture the five micron excess flux seen in Figure 6. The color difference with F1000W both show a turn as the flux progressively moves redward with falling ef-
Figure 15. Color-magnitude diagrams in a selection of JWST mid-infrared filters, including two filters, F444W and F540W, commonly considered for searches for low mass companions. Each individual point represents one solar metallicity model. Ranges of effective temperature are denoted by point color from yellow (> 2000 K) to red (2000 to 1000 K) to blue (1000 to 500 K) to purple (< 500 K). Models are shown every 0.25 dex step in log g to illustrate sensitivity to parameters. Slight clumping among low g models near 1700 K arises from numerical noise in those model temperature-pressure profiles.

4.3. Mass-Radius Relationship

Intensive searches for transiting exoplanets over the past decade have uncovered many transiting brown dwarfs and giant planets, providing valuable determinations of the radius of each object. In favorable cases, follow up has led to the determination of the mass of the substellar companion. In addition, the characterization of the primary star of a system can constrain its age and its metallicity giving a lower limit on the metal content of the companion. Combined with the orbital parameters, the degree of insolation in these relatively close binaries and any corresponding increases in radii can be estimated.

The mass-radius relation \(R(M)\) of very-low mass stars, brown dwarfs and giant planets has been extensively discussed and its main features were recognized early on (Burrows et al. 1989; Saumon et al. 1996). More recently, Stempels (2009) discuss the physics that drives its characteristic shape in details and Burrows et al. (2011) explore the role of the helium abundance, metallicity and clouds. Briefly, for ages greater than \(\sim 1\) Gyr, the \(R(M)\) relation first rises in the Jupiter mass range as the interior consists mostly of atomic/molecular fluid in the outer envelope and, deeper, a plasma where the electrons are moderately degenerate. Qualitatively, this corresponds to the regime of "normal matter" where the volume of an object increases with its mass. The radius peaks at \(\sim 4\) \(M_J\) beyond which it declines steadily as most of the mass becomes a degenerate plasma and the \(R(M)\) relation behaves very much like that of white dwarfs (but with a hydrogen composition). When hydrogen fusion starts to contribute to the energy balance of the brown dwarfs, the star is partially supported by thermal pressure and the radius begins to rise again. For hydrogen burning stars on the main sequence, the radius rises steadily with mass. Thus, the substellar \(R(M)\) relation of gaseous substellar objects has a local maximum around \(4\) \(M_J\) and a minimum at \(60-70\) \(M_J\). It is remarkable that the radius of substellar objects remains within \(\sim 15\%\) of \(1R_J\) for masses spanning two orders of magnitude (0.5 - 70 \(M_J\)).

Figure 16 summarizes the mass-radius relation of our new models. Since brown dwarfs and exoplanets cool
and contract with time, the $R(M)$ relation is a function of time. The top panel of Figure 16 shows four isochrones of the $R(M,t)$ relation for three different metallicities. While the older isochrones (1 - 10 Gyr) display the behavior just discussed, the $R(M)$ relation at 100 Myr is different. In particular, it does not show the inverse relation between radius and mass. The radius keeps rising with mass because the young, relatively hot objects are not supported by the pressure of degenerate electrons. There is also a prominent peak at $\sim 12 M_\odot$ due to the short-lived phase of deuterium burning. This peaks has almost vanished after 1 Gyr. The metallicity affects the radius in several ways. There are two dominant effects. A higher metallicity increases the opacity of the atmosphere and slows down the cooling and the contraction, so at a given $M$ and age, the radius is larger. This matters primarily in the early evolution where the thermal content of the brown dwarf largely determines its radius. Another effect of the increased atmospheric opacity is that once nuclear fusion turns on, the flow of this additional energy to space is impeded, which is compensated by a larger radius. This is significant for $M \gtrsim 0.06 M_\odot$ and ages of $\sim 1$ Gyr or more. Smaller effects include the change on the equation of state (see below), where increasing metallicity decreases the radius, primarily at late times of $\sim 5$ Gyr or more, and the effect of the increased condensation of water in the atmosphere which decreases the radius of these cloudless models (see §2.7), an effect that grows with the metallicity.

The middle panel of Figure 16 compares the present models with the cloudless, solar metallicity models of SM08 for the same isochrones. The Sonora models are systematically smaller by $\sim 1 - 3\%$. This is due to the inclusion of metals in the equation of state (Equation 1). The more massive objects shown eventually settle on the main sequence. The HBMM is indicated by the open circles for the 5 and 10 Gyr isochrones. Here, we define a main sequence star as an object for which $> 99.9\%$ of the luminosity is provided by nuclear fusion. Lower mass objects take a longer time to reach that limit if they are massive enough to reach it at all. Thus the HBMM decreases with time, as seen in the figure. Note that the HBMM is well above the location of the minimum radius of the isochrones. Objects that fall between the $R(M,t)$ minimum and the HBMM are only partially supported by nuclear fusion ($L_{\text{nuclear}} < L_{\text{bol}}$).

The lower panel of Figure 16 compares the solar metallicity Sonora models to data. The data points are colored according to the estimated age of each object, and matched to the plotted isochrones (see caption for details). Although there are considerable uncertainties for several objects and the scatter is significant, the agreement is generally quite good. In most cases, outliers have larger radii than predicted by the models, which can be qualitatively explained by the role of stellar insolation as many of these objects are in very small orbits around their primary star, with periods of just a few days. This radius increase can be compensated by increasing the metallicity. A detailed comparison with the data, which would have to account for the metallicity and the effect of insolation of each object during its evolution is beyond the scope of the present discussion. There remain a few problematic objects that have radii smaller than predicted by the 10 Gyr isochrone. The most straightforward way to shrink an old brown dwarf or planet is to increase its metallicity, with the heavy elements dispersed throughout the body or concentrated in a core. Our models predict that a 0.05 $M_\odot$ brown dwarf with 10 times the solar metallicity will see its radius decrease by $\sim 0.008 R_\odot$ at 5 and 10 Gyr, which is sufficient to reach even the smallest object shown in Figure 3. It is challenging to explain how a such a massive object could acquire a metallicity that is well above that of its parent star.

The characteristics of the HBMM of the solar metallicity Sonora models are nearly identical to those of the solar metallicity cloudless SM08 models. For instance, the HBMM mass is 0.074 $M_\odot$ (Sonora) compared to 0.075 $M_\odot$ (SM08). As in SM08, we define the minimum mass for deuterium burning (DBMM) as the mass of an object that burns 90\% of its initial deuterium content by the age of 10 Gyr. Again, we find a DBMM of 12.9 $M_\odot$, which is nearly identical to the SM08 value of 13.1 $M_\odot$. At the DBMM, deuterium fusion can linger to $T_{\text{eff}} \lesssim 800$ K but most of the deuterium is burned at higher temperatures ($T_{\text{eff}} \gtrsim 1200$ K) where clouds largely control the evolution. Deuterium fusion is likely to be affected by the process of cloud clearing at the L/T transition that occurs around 1200 – 1400 K (e.g. the hybrid model of SM08). The dependence on metallicity of the DBMM and HBMM of these cloudless models is of rather academic interests since it is well established that the HBMM occurs at $T_{\text{eff}} \sim 1500$ K and that the bulk of deuterium is burned at $T_{\text{eff}} \gtrsim 1200$ K with clouds playing an important role in both cases.

The characteristics of the models near the HBMM and DBMM are quite sensitive to the input physics of the models, mainly because of the extreme dependence of the nuclear fusion rates with temperature at these low temperatures where nuclear fusion reactions are marginal. This is illustrated by the evolution models of Fernandes et al. (2019) and Phillips et al. (2020) who make slightly different choices for the EOS. The former uses EOS tables of carbon and oxygen as surrogates.
for all metals instead of an increased He mass fraction, and the latter uses new EOS tables for H and He with an increased He mass fraction to represent the metals. In both studies, the models are very close to those of SM08, with small differences noticeable only near the HBMM and DBMM.

5. CONCLUSIONS
present new sets models that explicitly explore disequilibrium chemistry and cloud processes.

The Sonora Bobcat models provide a comprehensive set of properties of cloudless models, including atmospheric ($T, P$) profiles, high resolution spectra tailored to the capabilities of JWST, absolute magnitudes in all the bandpasses of key ground-based and space telescopes, and evolutionary tracks consistent with the model atmospheres. The models cover an expanded set of parameter space, most notably considering non-solar C/O and down to $T_{\text{eff}} = 200$ K. The new models reach well into the $T_{\text{eff}}$ range of spectral class Y and anticipates JWST discoveries of new objects nearly as cool as Jupiter.

The next sets of models, by allowing for clouds and disequilibrium chemistry, will be better matched to the observed MLT sequence and will provide new insights into the L/T transition and L and T subdwarfs. A refined hybrid evolution model that accounts for the cloud clearing at the L/T transition will become possible. The number of well-characterized brown dwarfs is now large enough that comparisons with such a hybrid model will provide fresh insights into the L/T transition.

Further progress in the field will hinge on detailed, systematic comparisons of all available model sets to the wealth of observational data already available and soon to come from JWST. The combination of retrieval and forward model fitting studies will illuminate where the atmosphere and evolution models excel and still fall short and provide essential clues as to the yet to be discovered physics that is missing in forward models.
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