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Solid-state single-photon emitters (SPE) are a basis for emerging technologies such as quantum communication and quantum sensing. SPE based on fluorescent point defects are ubiquitous in semiconductors and insulators, and new systems with desirable properties for quantum information science may exist amongst the vast number of unexplored defects. However, the characterization of new SPE typically relies on time-consuming techniques for identifying point source emitters by eye in photoluminescence (PL) images. This manual strategy is a bottleneck for discovering new SPE, motivating a more efficient method for characterizing emitters in PL images. Here we present a quantitative method using image analysis and regression fitting to automatically identify Gaussian emitters in PL images and classify them according to their stability, shape, and intensity relative to the background. We demonstrate efficient emitter classification for SPEs in nanodiamond arrays and hexagonal boron nitride flakes. Adaptive criteria detect SPE in both samples despite variation in emitter intensity, stability, and background features. The detection criteria can be tuned for specific material systems and experimental setups to accommodate the diverse properties of SPE.

I. INTRODUCTION

Solid-state single-photon emitters (SPE) are a promising basis for future quantum technologies such as quantum computing and sensing, memory and communication. Notable solid-state SPE systems include quantum dots and fluorescent atomic defects within wide band-gap semiconductors such as diamond and silicon carbide. More recently, interest has focused on two-dimensional (2D) materials such as hexagonal boron nitride (h-BN) and transition-metal dichalcogenides. There is no known ideal SPE system for all quantum applications, and even those that are suited for particular applications still come with trade-offs in their optical or material properties.

Improved SPE may emerge from the engineering of known systems or the discovery of new defects predicted by machine learning and ab initio calculations. Many materials are mostly unexplored for SPE or in the initial stages of SPE investigation, including zinc sulfide, zinc oxide, titanium dioxide, gallium nitride, and colloidal quantum dots.

Solid-state SPE are usually identified and characterized using confocal microscopy, which facilitates the isolation of optical-diffraction-limited features from background fluorescence in a three-dimensional sample. Typically, confocal microscopy images are analyzed by eye for features of interest. This manual procedure is sufficient for the study of a few emitters, but efforts to screen engineered defects or bulk crystals to study the SPE’s formation or statistical properties underscore the need for an automatic detection method. Analyzing engineered defects created through ion implantation, electron irradiation, annealing, or specialized growth schemes often requires detecting hundreds of potential SPE. It is especially time-consuming to investigate randomly-located and often sparse emitters throughout three-dimensional (3D) bulk crystals, and thorough evaluation of all potential emitters is crucial for characterizing a novel material with unknown defect populations.

Existing methods to characterize emitters in large-area PL images are primarily ensemble studies meant to assist manual detection. For instance, varying the excitation polarization of the PL image or applying a magnetic field highlights emitters with specific characteristics like potential spin states. Similar methods have been used to probe non-linear excitation by comparing two-photon and continuous wave PL images or by combining spectra and spatial intensity. For materials with heterogeneous emitters, statistical modeling of the spatial distribution of emitter ensembles identifies defect families based on their intensity. However, these methods do not yield quantitative information regarding the optical properties of individual SPEs that can be used to classify or prioritize them for deeper investigation. Once individual SPE of interest are identified, well-established methods exist to characterize their spatial, spectral, and temporal emission characteristics. Examples of efficient characterization methods include wide-angle energy-momentum spectroscopy and photon emission correlation spectroscopy. Other methods to...
streamline the characterization of single emitters on an individual level include machine learning to reduce the time measuring the second-order autocorrelation function [48]. However, still missing from the literature is a flexible emitter screening step to evaluate individual emitters while also maintaining a broad view of emitter properties.

All defect-based SPE appear as point sources in confocal PL images, the shape of which is determined by the microscope’s point spread function. Ideally, the point spread function is a diffraction-limited Airy disk, but a 2D Gaussian function is typically an excellent approximation. The Gaussian width depends on the numerical aperture of the confocal microscope setup and the emission wavelength. However, SPE are not identical across material systems. Brightness and stability vary according to the characteristics of the defect and its host environment, with some emitters like those found in h-BN showing intermittent emission known as blinking [49–53]. Promising emitters may bleach temporarily or permanently with continued laser exposure. Varying spatial distributions also create challenges for automatic detection. SPE can partially or completely overlap within the diffraction limit to yield a bright emitter that is indistinguishable by eye from true SPE [54–57]. While overlap is naturally expected for spatially inhomogeneous emitter distributions created by focused ion beams or contained in dispersed nanoparticles, emitters can cluster in apparently homogeneous samples due to invisible spatial variations in strain, composition, or extended structural defects. Hence, an apparently isolated emitter is not guaranteed to be a single emitter. Finally, experimental factors such as image resolution, dwell time, and background signal intensity can all affect the ability to detect emitters. Thus, the heterogeneity of SPE systems warrants a highly flexible image processing method to accommodate the wide range of single emitter properties in PL images.

Here, we describe an automatic method that leverages the known optical properties of SPE to realize a widely-applicable screening criteria that emphasizes Gaussian shape, diffraction-limited size, and sufficient signal-to-noise ratio. The method accounts for the common features found in experimental PL images such as Figure 1, which includes point-sources, single-emitters, background signals, and debris. Our method analyzes the entire image in Figure 1 in just 45 seconds, gathering quantitative information on each emitter’s size, signal-to-noise, and shape to classify emitters according to their stability and intensity. The expected emitter characteristics, where known, inform which emitter group to prioritize for detailed studies, such as measurement of the second-order photon autocorrelation function to confirm single emission. Because the method groups similar emitters, the properties of confirmed SPE help to further refine the search. The result is a method that minimizes human input and reduces the time spent in the object detection and second-order autocorrelation stages of SPE exploration. In addition to the array of nanodiamonds containing nitrogen-vacancy (NV) centers [58] shown in Figure 1, we apply the method to characterize SPE in exfoliated flakes of single-crystal h-BN. The two samples are characterized by markedly different SPE properties, in terms of their spatial distribution, brightness, stability, and signal-to-noise ratio, and yet the method succeeds in rapidly classifying emitters in both cases.
II. METHODS

A. Experimental

We use two custom-built confocal microscopes to image nanodiamond arrays containing NV centers and exfoliated flakes of h-BN containing SPE. The microscopes feature continuous-wave excitation lasers operating at 532 nm and 592 nm laser, respectively. The nanodiamond PL image resolution is 100 nm to 150 nm with 400 Hz scan rate, while the h-BN PL image resolution is 50 nm with 100 Hz scan rate. Emitters dominated by single-photon emission (hereafter called SPE) are confirmed by measuring the second-order photon autocorrelation function and determining a zero-delay value $g^{(2)}(\tau = 0) < 0.5$ without any background correction. This metric may overestimate the number of single emitters, but it serves as a threshold for emitters worthy of more detailed investigation. Nanodiamonds are arranged in a grid with 2.6 µm spacing over Si/SiO$_2$ substrate. 25 µm by 25 µm PL images of two nanodiamond arrays yield 192 emitters, 46 of which are deemed SPE. Bulk, single-crystal h-BN (acquired from HQ graphene) is mechanically exfoliated into thin (<100 nm) flakes placed over Si/SiO$_2$ substrate fabricated with 6 µm to 8 µm circular depressions recessed to a depth of 5 µm. Emitters in h-BN are found around and within the recessed areas, and there are 10 verified SPE among two flakes.

B. Image Analysis

The method we describe is related to established spectroscopic techniques such as single-particle tracking and super-resolution microscopy, which fit emitters with a Gaussian function. To start, 2D photoluminescence images are converted into binary images using an adaptive background threshold. The binary image is constructed by setting all pixels above or equal to the threshold to 1, while all pixels that are less than the threshold are set to 0. As opposed to a universal threshold, an adaptive threshold accounts for spatial variation in background intensity by calculating the local mean intensity for each pixel of the PL image. Interconnected regions of foreground pixels that share at least an edge or corner are identified as individual objects. Overlapping emitters within one interconnected region are separated by local maximum detection, and any objects smaller than the diffraction-limited spot-size are discarded. Regions centered on each object are cropped from the full PL image into at least 15 by 15 pixel regions of interest (ROI). Each detected object within the ROI is assigned a 2D Gaussian function within a simultaneous fit for all emitters plus a constant background. The 2D symmetric Gaussian function is given by

$$I(x, y) = A \cdot \exp \left( -\frac{(x-x_0)^2 + (y-y_0)^2}{2\sigma^2} \right),$$  \hspace{1cm} (1)

where $A$ is the peak intensity of the emitter, $(x_0, y_0)$ are the emitter coordinates, and $\sigma$ is the emitter width, corresponding to the Gaussian standard deviation. The Gaussian fit provides the width, signal-to-noise ratio, and goodness-of-fit for each emitter, which serve as the primary detection criteria.

III. DETECTION CRITERIA

A. Width

Objects are filtered based on their best-fit Gaussian width. For a diffraction-limited point-source emitter, the expected width is

$$\sigma_{\text{diff}} = 0.21 \frac{\lambda}{\text{NA}},$$  \hspace{1cm} (2)

where $\lambda$ is the defect’s emission wavelength and NA is the numerical aperture of the microscope objective. If the emission wavelength is unknown, a width range can be estimated by substituting the microscope’s detection range for $\lambda$. Typically, the detection range will be bound by the laser excitation wavelength and the upper limit of the photon detector’s range. In practice, optical aberrations or nonideal confocal conditions may distort the microscope’s point spread function, increasing the apparent width. This adjustment can often be calibrated using a multiplicative factor determined by comparison between the Gaussian function and the microscope’s PSF, measured using a known sample with a bright, stable point source. We constrain the best-fit width to a range, $\sigma \in [\sigma_{\text{min}}, \sigma_{\text{max}}]$, where $\sigma_{\text{min}}$ and $\sigma_{\text{max}}$ are set based on estimates for the expected Gaussian width corresponding to the wavelength range of interest and adjustments based on the microscope’s point spread function.

B. 2D Gaussian Fit

The symmetric 2D Gaussian fit filters the detected objects according to their shape, selecting for Gaussian point-sources over misshapen and extended objects. The width constraint from the previous section is applied in this step as the range of allowed width for each peak in the fit. The emitter position is also tightly constrained to within 2 pixels of the weighted center of the detected object to ensure partially overlapping emitters are fit separately. We perform a least-squares regression fit where the free parameters include the position, width, and amplitude of each emitter plus a constant background.
The goodness-of-fit parameter is defined as reduced chi-squared ($\chi^2_R$), given by

$$\chi^2_R = \frac{1}{\text{DoF}} \sum_{i=1}^{N} \frac{(O_i - M_i)^2}{\sigma_i^2}, \quad (3)$$

in which $M_i$ is the fitted counts, $O_i$ is the measured counts, $\sigma_i = \sqrt{O_i}$ is the Poisson noise of the measured counts, and DoF is the number of degrees of freedom in the fit.

For an ideal fit with many degrees of freedom, $\chi^2_R$ equal to one means the model fits the data within the expected variance, $\chi^2_R$ less than one indicates the data is over-fitted by the model, and $\chi^2_R$ greater than one indicates a poor fit or a model that does not fully capture the data. The statistical expectation for a good fit depends on DoF, with bounds at $\chi^2_R = 1 \pm \frac{\sqrt{2\text{DoF}}}{\text{DoF}}$. For ROIs containing 15x15 pixels and one emitter, the expected $\chi^2_R$ range based only on the degrees of freedom in the fit is 0.9 to 1.1. However, we have found that extending the allowed values on an empirical basis to 0.8 and 1.5 is necessary to account for other sources of error. The upper limit accounts for slight under-fitting due to the systematic error between our microscope’s PSF and the 2D Gaussian function. The lower limit reflects over-fitted emitters with low signal-to-noise ratio, which occurs when dim single emitters are close to the background level. A $\chi^2_R$ value less than 0.8 indicates objects that are usually background fluctuations and should be discarded. However, we find that a $\chi^2_R$ value much greater than 1.5 is possible for bright single emitters affected by blinking and uneven PL image background. These emitters appear Gaussian and symmetric by eye except for a small number of dark pixels. An uneven background or bright background object can also produce a large $\chi^2_R$ value. Dim emitters are less affected by these factors due to their lower contrast with the background.

Without an alternative measure, these bright, blinking emitters would be excluded on the basis of their high $\chi^2_R$ value. For materials with emitters frequently affected by these issues, we find that emitter shape — specifically, elliptical eccentricity — is an effective means to filter point sources from extended objects. The elliptical 2D Gaussian function is defined as

$$I(x, y) = A \cdot \exp \left(-\left(a\hat{x}^2 + 2b\hat{x}\hat{y} + c\hat{y}^2\right)\right), \quad (4)$$

where $\hat{x}, \hat{y} = (x - x_0, y - y_0)$ are relative coordinates, and

$$a = \frac{\cos^2 \theta}{2\sigma_1^2} + \frac{\sin^2 \theta}{2\sigma_2^2}, \quad (5a)$$
$$b = -\frac{\sin \theta \cos \theta}{\sigma_1^2} + \frac{\sin \theta \cos \theta}{\sigma_2^2}, \quad (5b)$$
$$c = \frac{\sin^2 \theta}{2\sigma_1^2} + \frac{\cos^2 \theta}{2\sigma_2^2}, \quad (5c)$$

where $\sigma_1$ and $\sigma_2$ are the Gaussian widths of the elliptical axes, and $\theta$ is the rotation angle. The emitter eccentricity is defined as

$$e = \sqrt{1 - \frac{\min\{\sigma_1, \sigma_2\}^2}{\max\{\sigma_1, \sigma_2\}^2}}. \quad (6)$$

Possible eccentricity values range from 0 for a circle to 1 for a line. We set the allowed range of eccentricity for SPE detection to any value between 0 and 0.66, corresponding to at least a 3:4 ratio between the minor and major widths. For bright emitters in materials known to have uneven background and frequent blinking, eccentricity overrides $\chi^2_R$ in classifying SPE.

C. **Signal-to-Noise Ratio**

The signal-to-noise ratio (SNR) is incorporated into the detection criteria to avoid the selection of dim, under-fitted emitters that are likely to be fluctuations in the background rather than single emitters. The SNR is given by

$$\text{SNR} = \frac{A}{\sqrt{B}} \quad (7)$$

where $A$ is the best-fit emitter intensity and $B$ is the best-fit background value. The SNR depends on both the emitter brightness and the acquisition settings (particularly the dwell time per pixel). An alternative approach could use the signal-to-background ratio, which is less dependent on the acquisition settings, however we find that SNR is more robust in identifying SPE by incorporating both the emitter intensity and its statistical significance as an emitter defined above the background level. We set a lower limit of SNR $> 2$ for emitter detection, and a threshold of SNR $= 10$ to divide bright (SNR $> 10$) and dim (SNR $< 10$) emitters.

IV. **EMITTER CLASSIFICATION**

The detection criteria described in the previous section define four groups of emitters exhibiting qualitatively different characteristics. Table I lists the SNR, $\chi^2_R$, and width criteria corresponding to each emitter group, along with representative example images. All emitters classified in groups A-D are consistent with Gaussian point-sources. The groups are designed to capture similar emitters, reflecting common factors that affect PL images of single emitters like emitter instability and uneven background. Group A describes well-isolated, stable, bright objects, representing the ideal case for single emitter discovery. Group B emitters are identical to group A, except they are dim. Group C describes emitters with a good Gaussian fit but unexpectedly large or small width, which often occurs for dim and blinking emitters. Group D
TABLE I. Emitter groups and representative single emitters observed in PL images of nanodiamond and h-BN. The examples shown for A and D are single emitters in h-BN, while those shown for C and B are single emitters from the nanodiamond array. PL counts are normalized to the maximum intensity of each image. Scale bars are 0.5 μm.

V. RESULTS

The automatic detection method was developed and tested using nanodiamonds and h-BN to span the range of emitter and background properties for SPE in PL images. The nanodiamond array features regularly-spaced emitters placed at approximately the same depth. The NV centers contained in the nanodiamonds are stable, homogeneous, well-known SPE, and they provide a baseline for the ideal case of stable, well-isolated emitters over even background. However stochastic distribution of NV centers within the nanodiamonds means that most spots contain multiple emitters. In contrast, emitters in h-BN are more uniformly spatially distributed, whereas they are frequently unstable, heterogeneous, and the flake itself may vary in thickness over the imaging area. The method accommodates both extremes.

Figure 2 depicts the application of this method to the nanodiamond array. Figure 2A demonstrates the efficacy of the chosen $\chi^2_R$ range in identifying SPE, and it further highlights how many objects in this sample are similarly well-shaped point-sources but not single emitters. Figure 2B demonstrates how almost all emitters in the nanodiamond array fall well within the chosen width limits, set as 100 nm to 300 nm to accommodate noise and systematic errors in the confocal setup. A few single emitters reach the limits and fall into group C (dim, unstable). Figure 2B also clarifies the extent of systematic error in our confocal setup. The approximate Gaussian width for a single NV center should be 152 nm, calculated using Eq. (2) for 690 nm peak emission with 532 nm excitation [63] and NA equal to 0.95. However, the average Gaussian width in figure 2B for NV centers in our confocal setup is 203 nm, with ~95% of emitters falling within

FIG. 2. Emitter detection applied to 2D photoluminescence images of nanodiamond arrays. A) $\chi^2_R$ distribution and B) Gaussian width distribution for SPE and non-SPE demonstrate how most non-SPE are Gaussian point-sources for this sample. C) SNR distribution showing intensity difference between SPE and non-SPE. D) Object detection and classification of emitters according to Table II for a portion of a nanodiamond array. Scale bar is 2 μm.
FIG. 3. Emitter detection for hexagonal boron nitride flake. Scale bar is 2.5 µm. A) PL image acquired under 592 nm excitation at 245 µW. B) Object detection with adaptive thresholding. C) Distribution of eccentricity according to the elliptical Gaussian fit for SPE and other emitters found in two h-BN flakes, including the flake pictured in A. D) Emitter classification of the objects detected in B according to groups outlined in Table I.

±60 nm of the mean. This error reflects the discrepancy between our microscope’s PSF and the ideal diffraction limit and motivates the extended width range. The final step, shown in Figure 4A, is to differentiate stable emitters based on intensity into groups A (bright, stable) and B (dim, stable). Due to the stability of the NV centers in this sample and the low, uniform background of the silicon substrate, these images do not benefit from the elliptical Gaussian fit, which is designed to gauge symmetry for blinking emitters or emitters over uneven background. Therefore, group D (bright, blinking) is not required.

Figure 4 displays the image analysis and emitter classification for an h-BN flake imaged with a 592 nm laser. The PL scan in Figure 4A shows overlapping and blinking emitters with an uneven background. In Figure 4B, the object detection step identifies possible emitters despite these nonidealities. The prevalence of blinking emitters in this sample motivates the use of shape analysis to capture symmetric but unstable emitters. In Figure 4C, we show the eccentricity distribution for the emitters detected in this sample along with the threshold, $e < 0.66$. Notably, the majority of detected emitters fall outside this range and are excluded on the basis of likely being emitter clusters or extended objects. Figure 4D labels each emitter retained by the analysis with its classification type; the image shows a dominance of group D, demonstrating the utility of including eccentricity as a secondary shape measure for capturing unstable emitters that would otherwise be excluded.

The fluorescent defects in h-BN are generally heterogeneous in structure and feature a range of emission wavelengths [64]. Thus, the emission wavelength cannot be estimated consistently to give the expected size of a diffraction-limited spot. Width limits are set instead according to the detection range of the setup, determined by the 645 nm long wave pass (LWP) filter in the setup and the decline of the photon detector efficiency at ~1000 nm. This range corresponds to 150 nm to 233 nm emitter width using Eq. (2), and the width limits are set from 100 nm to 350 nm to reflect the empirically broadened distribution revealed in the nanodiamond data (Figure 2B).

Figure 4 summarizes the performance of the method for the nanodiamond and h-BN data. For each sample, we plot the distribution of emitters grouped in each classification (including those that were excluded), and indicate the number of SPE. The emitter groups substantially improve the probability of finding SPE compared to random sampling of all potential emitters. Furthermore, the emitters discarded or cut by the method show a very low likelihood of being SPE. The uncertainty in the predicted concentration of SPE within each group is given by the Wilson interval [65] to reflect the statistical uncertainty based on the number of emitters within each
group.

For the nanodiamond arrays, 22% of all emitters are SPE, but group B contains 54% SPE. Indeed, SPE are expected to be relatively dim and stable (group B) in this sample since most nanodiamonds contain more than one NV center. For the h-BN sample, only 7% of all potential emitters are SPE, but groups A and D each contain over 30% SPE. Notably, many bright and stable emitters (group A) in h-BN are not single emitters, suggesting a higher degree of emitter clustering than would be expected for randomly distributed defects. Group C is least common for both the nanodiamonds and h-BN samples, which is reflected in the large uncertainty range in Figure 4.

VI. DISCUSSION

A. Accounting for Sample, Emitter, and Setup Variation

The detection criteria we describe are rooted in the fundamental optical properties of fluorescent defects, but in practice there are several systematic and random sources of error that cause the measured PL of the emitter to stray from the theoretical ideal. It is necessary to understand and anticipate error to tailor the method to unique materials and setups.

Systematic error sources include the microscope’s point-spread function, position-dependent optical aberrations, and material-specific properties like high or uneven background and blinking emitters. Random error originates from the Poisson noise of the measured counts and is exacerbated by low PL image acquisition time and resolution. The method accounts for these errors by expanding the limits of the detection criteria and tolerating false positives to ensure that very few SPE are missed. The specific error implications for the width, Gaussian fit, and SNR criteria are discussed in this section.

1. Width

The width criterion is strongly affected by setup-dependent factors that create a discrepancy between the fitted Gaussian width and the expected size of a diffraction-limited spot. In the nanodiamond sample, for example, the expected spot size in our confocal setup is between 117 nm to 233 nm, as calculated from Eq. (2), with λ bounded by the laser excitation (532 nm) and the upper limit of the photon detector (1000 nm). However, confirmed SPE in the nanodiamond arrays display widths between 100 nm to 300 nm (Figure 2B). Systematic broadening can be quantified by comparing a known point source like the NV center with the Gaussian PSF, providing a scaling factor for the expected width. However, without time-consuming, high-resolution PL images, the large width variance due to random error still prevents a strict width limit. In practice, it is also likely that emission wavelength of each emitter will initially be unknown. In this case, the most effective strategy is to screen for emitters that are reasonably within the diffraction limit given the error of the setup. The broad width limits applied for the nanodiamond and h-BN samples ensured that no SPE were missed and successfully filtered small background fluctuations and large, extended objects.

Any emitters that comply with the SNR and $\chi^2_R$ criteria but reach the imposed width limits require special consideration. These emitters are typically dim and blinking, presenting as just a few bright pixels or a partial 2D Gaussian PSF. Blinking SPE may still be well-fit by the 2D Gaussian PSF if the emitter is close to the background level, but the width may not accurately reflect the emitter. Thus, low SNR emitters with unusual widths are isolated into group C to prioritize emitter stability and acknowledge that in rare cases, the width-limited fit may not fully describe the emitter. A small number of SPE in the nanodiamond arrays fall into group C.

2. Goodness of Fit

The inherent discrepancy between the microscope’s PSF and the 2D Gaussian fitting function will shift the expected $\chi^2_R$, even for a perfect point-source emitter. In our confocal setup, we account for this discrepancy by moving the upper limit of $\chi^2_R$ to 1.5, which is higher than the limit predicted on purely statistical grounds. This limit of 1.5 is likely applicable to other setups with similar acquisition settings unless there is a high degree of shape distortion visible by eye. The precise upper limit may be adjusted once a sample of known SPE are acquired and fit. Similarly, while the 0 to 0.66 eccentricity range used to define group D reflects the properties of our confocal microscope, this range will likely be reasonable for another well-aligned setup. It is also possible to reduce the allowed range of eccentricity to define a more selective group D.

The selectivity of the Gaussian fit is strongly impacted by material characteristics such as poor background, low signal-to-noise (2<SNR<5), and blinking. Blinking points and uneven background bias the Gaussian fit because each point’s contribution to $\chi^2_R$ is weighted by the inverse of the variance of the measured photon counts. Therefore, a poor fit among dim background or blinking points disproportionately worsens $\chi^2_R$, with blinking SPE in h-BN sometimes showing $\chi^2_R$ up to 30. Group D captures bright and symmetric emitters that would be otherwise missed by the method because of background or blinking effects.
3. Signal-to-Noise Ratio

The SNR criterion is least affected by both setup and material sources of error, however they do depend somewhat on the acquisition settings. The SNR computation relies on the Gaussian fit for the peak intensity of the emitter and background level, but these parameters are accurate if the fit is constrained to the emitter and the initial background condition is reasonable. In our images, the definitions of bright (SNR > 10) and dim (2 < SNR < 10) successfully separate most point-source emitters from single emitters in the nanodiamond sample as shown in Figure 2C. These limits also distinguish bright, blinking emitters in h-BN (Figure 3) for classification as group D. Similar limits are likely applicable to any material system, as they describe the emitter's relation to the background as it pertains to the detection criteria. For example, any bright emitter over locally uneven background will benefit from the width ratio calculation to double-check the circularity. If needed, the precise thresholds can be adjusted to reflect the overall confocal image SNR as determined by its resolution and dwell time.

B. Practical Use Considerations

When applying the method to a particular sample, the objective is to determine which group will be the best to prioritize for SPE search. Systems with stable, isolated, and high intensity emitters, including color centers in diamond and quantum dots, will tend to exhibit SPE in the stable and bright group A. For ion-implanted samples or fabricated nanoparticle arrays, defects are naturally clustered within diffraction-limited spots. Thus, single emitters are likely to be found in the dim C and B groups. Samples of this type include the nanodiamond arrays, etched arrays of nanopillars and nanopyramids, and ion-implanted arrays. A high occurrence of emitter blinking should guides user to implement the group D categorization based on shape, especially if there are very few emitters categorized as the bright and stable group A. H-BN is a prominent example of blinking emitters, but other examples include nanocrystals and certain quantum dots.

For lesser-known or entirely new samples, it is more difficult to predict the expected characteristics of SPE. However, basic knowledge of the sample can provide some guidance to prioritize autocorrelation measurements for certain groups. First, the user should determine the applicability of group D, as the elliptical Gaussian fit approximately doubles the time to apply the method. Group D should be used only if initial large-area PL images show a high frequency of blinking, or if the method discards most emitters with only groups A-C. Even if group D is engaged, group A emitters should probably take precedence for measurements because their stability and high signal-to-noise will enable shorter acquisition times. Group D emitters could be investigated next, since these emitters also exhibit high signal-to-noise ratios. However, if the user expects emitter overlap within the diffraction limit, the dim and stable group B should be prioritized for potential SPE instead of groups A or D. Group C should likely be investigated last, as dim and blinking emitters do not generally possess favorable properties for SPE. For samples with no expectation of overlapping emitters, the dim groups B and C will contain emitters that are close to the background and require long autocorrelation acquisition times.

This method is designed to identify diffraction-limited point-sources, and thus a high prevalence of false positives is largely dependent on emitter spatial clustering. For instance, the high rate of nanodiamond false positives shown in Figure 4 is expected because the NV centers are naturally confined within sub-diffraction (~40 nm-diameter) particles. Acquisition settings are also important in the method’s efficacy, and a certain amount of trial-and-error can help to optimize the performance. Low PL image resolution can lead false positives that are only background fluctuations. In general, the PL image resolution should be no larger than the mean of the expected width range. Resolution at half the mean of the expected width or below is recommended for samples with unstable, crowded emitters over inconsistent background. Photo-bleaching the sample can also help reduce the the background and the occurrence of false positives.

VII. CONCLUSION

The method presented in this paper provides a general, flexible framework for efficiently screening new materials for SPE. Compared to manual searching, the ability to detect and classify individual fluorescent emitters through quick image processing greatly improves the speed of exploratory experiments. While we have demonstrated the utility of this method for commonly studied defect hosts like h-BN and diamond, it can also be applied to promising yet largely unexplored materials. Potential new hosts include compound semiconductors like magnesium and strontium oxides, group II-VI materials like zinc sulfide, complex metal oxides like yttrium orthosilicate, and perovskites. While we consider two-dimensional confocal images of planar samples, the method can be readily adapted to detect emitters distributed within three-dimensional samples. This can be accomplished by automating acquisition of PL maps through different planes and performing sequential or simultaneous analysis of each image. In addition to investigating new SPE, the emitter detection and characterization method can also generally enhance knowledge of the defect and material system, by providing quantitative information about the emitter spatial locations, brightness, and shape. For instance, the correlation of defects’ optical properties and positions can establish relationships.
between the existence and properties of SPE with grain boundaries, growth sectors, or other material features. The process to optimize ion-implantation dose and energy for single defect creation is also improved by efficient detection and characterization of large emitter arrays. The method could also be adapted to classify emitters based on additional spectral, temporal, or polarization-dependent information that is acquired through more advanced imaging techniques. In summary, this method for rapid characterization of emitters in PL images will advance the discovery and study of new defects for quantum technology applications, and it can help to expand the collective knowledge of quantum defects and the material factors that influence their properties.

VIII. ACKNOWLEDGEMENTS

This work was supported by the National Science Foundation under Award DMR-1922278. We thank Tzu-Yung Huang for helpful discussions about optical aberrations and image processing. L.R.N. acknowledges support from the University Scholars Program at the University of Pennsylvania. H.J.S. and L.C.B. acknowledge support from NSF through the University of Pennsylvania Materials Research Science and Engineering Center (MRSEC) (DMR-1720530) to develop the nanodiamond arrays used in this study.

[1] L. Childress and R. Hanson, Diamond NV centers for quantum computing and quantum networks, MRS Bulletin 38, 134 (2013)
[2] X. Liu and M. C. Hersam, 2D materials for quantum information science, Nature Reviews Materials 4, 669 (2019)
[3] L. Jiang, J. M. Taylor, A. S. Sørensen, and M. D. Lukin, Distributed quantum computation based on small quantum registers, Phys. Rev. A 76, 062323 (2007)
[4] M. Atatüre, D. Englund, N. Vamivakas, S. Y. Lee, and J. Wrachtrup, Material platforms for spin-based photonic quantum technologies, Nature Reviews Materials 3, 38 (2018)
[5] C. L. Degen, F. Reinhard, and P. Cappellaro, Quantum sensing, Reviews of Modern Physics 89, 035005 (2017)
[6] R. Schirhagl, K. Chang, M. Loretz, and C. L. Degen, Nitrogen-vacancy centers in diamond: Nanoscale sensors for physics and biology, Annual Review of Physical Chemistry 65, 83 (2014)
[7] K. Heshami, D. G. Englund, P. C. Humphreys, P. J. Bustard, V. M. Acosta, J. Nunn, and B. J. Sussman, Quantum memories: emerging applications and recent advances, Journal of Modern Optics 63, 2005 (2016)
[8] C. E. Bradley, J. Randall, M. H. Abobeih, R. C. Berrevoets, M. J. Degen, M. A. Bakker, M. Markham, D. J. Twitchen, and T. H. Taminiau, A Ten-Qubit Solid-State Spin Register with Quantum Memory up to One Minute, Physical Review X 9, 031045 (2019)
[9] W. B. Gao, A. Imamoglu, H. Bernien, and R. Hanson, Coherent manipulation, measurement and entanglement of individual solid-state spins using optical fields, Nature Photonics 9, 363 (2015)
[10] S. Wehner, D. Elkouss, and R. Hanson, Quantum internet: A vision for the road ahead, Science 362, 303 (2018)
[11] Y. Arakawa and M. J. Holmes, Progress in quantum-dot single photon sources for quantum information technologies: A broad spectrum overview, Applied Physics Reviews 7, 021309 (2020)
[12] N. Somaschi, V. Giesz, L. De Santis, J. C. Loredo, M. P. Almeida, G. Hornecker, S. L. Portalupi, T. Grange, C. Antón, J. Demory, C. Gómez, I. Sagnes, N. D. Lanzillotti-Kimura, A. Lemaître, A. Afu-
[50] G. Chen, Y. Liu, M. Song, B. Wu, E. Wu, and H. Zeng, Photoluminescence enhancement dependent on the orientations of single NV centers in nanodiamonds on a gold film, IEEE J. Sel. Top. Quantum Electron. 19, 4602404 (2013).

[51] T. Cai, J. H. Kim, Z. Yang, S. Dutta, S. Aghaeimeibodi, and E. Waks, Radiative Enhancement of Single Quantum Emitters in WSe2 Monolayers Using Site-Controlled Metallic Nanopillars, ACS Photonics 5, 3466 (2018).

[52] Y. Liu, G. Chen, Y. Rong, L. P. McGuinness, D. Gatto Monticone, P. Traina, E. Moreva, J. Forneris, C. Manzo and M. F. Garcia-Parajo, A re-

[53] H. J. Shulevitz, T.-Y. Huang, J. Xu, S. Neuhaus, R. N. Patel, L. C. Bassett, and C. R. Kagan, Template-assisted self assembly of fluorescent nanodiamonds for scalable quantum technologies, arXiv preprint arXiv:2111.14921 (2021), https://arxiv.org/abs/2111.14921.

[54] C. Manzo and M. F. Garcia-Parajo, A review of progress in single particle track-