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Abstract

When evaluating and comparing models using leave-one-out cross-validation (LOO-CV), the uncertainty of the estimate is typically assessed using the variance of the sampling distribution. Considering the uncertainty is important, as the variability of the estimate can be high in some cases. An important result by Bengio and Grandvalet (2004) states that no general unbiased variance estimator can be constructed, that would apply for any utility or loss measure and any model. We show that it is possible to construct an unbiased estimator considering a specific predictive performance measure and model. We demonstrate an unbiased sampling distribution variance estimator for the Bayesian normal model with fixed model variance using the expected log pointwise predictive density (elpd) utility score. This example demonstrates that it is possible to obtain improved, problem-specific, unbiased estimators for assessing the uncertainty in LOO-CV estimation.
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1 Introduction

Leave-one-out cross-validation (LOO-CV) is a popular method for estimating the predictive performance of Bayesian models based on new, unseen, data with respect to some utility or loss function. As discussed by Arlot and Celisse (2010, Section 5.2.1), the variability of the LOO-CV estimator can be high in some cases, and it is important to consider the uncertainty of the estimate. In order to assess this uncertainty, one would typically estimate the standard error (see for example Vehtari and Lampinen 2002; Vehtari and Ojanen 2012; Vehtari et al. 2017; Yao et al. 2018; Vehtari et al. 2019). An important result by Bengio and Grandvalet (2004) states that no unbiased estimator exists for the variance of the sampling distribution. While unbiasedness as such is not necessary for a useful estimator, experimental results show that in some typical cases, the current way of estimating the uncertainty can lead to underestimating the variance up to a factor of two or more (Bengio and Grandvalet 2004; Varoquaux et al. 2017; Varoquaux 2018). Furthermore, the bias in this estimator is theoretically unbounded (Bengio and Grandvalet 2004). An alternative approach for assessing the uncertainty of a LOO-CV estimator is to use Bayesian bootstrap (Rubin 1981; Vehtari and Lampinen 2002) but this method shares the same issues as estimating the sampling distribution variance. As demonstrated by Sivula et al. (2020a) in the context of model comparison, problematic situations include comparing models with similar predictions, model misspecification, and small data sets. By improving the estimated uncertainty of the LOO-CV estimate, it could be possible to make a more robust assessment of the predictive performances of models and their differences.

While no unbiased estimator for the variance of a LOO-CV sampling distribution can be constructed in general, we show that it is possible to construct such an estimator by considering the specific problem setting at hand. Previously, the variance estimation has been analysed in a model- and measure agnostic way by considering the problem given the obtained pointwise LOO-CV estimates. However, given the data and the model, one could apply the model structure to the LOO-CV estimator with the selected measure to directly find the variance. We show, as an example, that it is possible to find an unbiased variance estimator for the LOO-CV expected log pointwise predictive density (elpd) under a simple Bayesian normal model with fixed data variance. The results indicate the possibility of deriving other problem-specific estimators that could have a negligible bias or otherwise reduced error compared to the naive approach.
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In the following, we first introduce the problem setting in Section 1.1. In Section 2, as a demonstrational example, we present an improved estimator for the variance of the LOO-CV sampling distribution in the setting of a Bayesian normal model with fixed data variance. Furthermore, in Section 3, we apply the derived improved estimator in a couple of simulated settings to assure it is unbiased and to illustrate the bias in the naive estimator. Finally, Section 4 concludes the work by highlighting the findings and discussing their implications and possibilities for future research.

1.1 Problem setting

Consider data \( y = (y_1, y_2, \ldots, y_n) \) and let \( p_{\text{true}}(y) \) be the distribution representing the data generating mechanism. For evaluating the predictive performance of a model \( M \) conditional on an observed data set \( y^{\text{obs}} \), we apply the expected log pointwise predictive density (elpd) utility score (Vehtari and Ojanen 2012; Vehtari et al. 2017):

\[
\text{elpd}(M \mid y^{\text{obs}}) = \sum_{i=1}^{n} \int p_{\text{true}}(y_i) \log p_M(y_i \mid y^{\text{obs}}) \, dy_i ,
\]

where \( p_M(y_i \mid y^{\text{obs}}) \) is the posterior predictive log density for the model \( M \) fitted for the data set \( y^{\text{obs}} \). The LOO-CV estimate for \( \text{elpd}(M \mid y^{\text{obs}}) \) is

\[
\widehat{\text{elpd}}_{\text{LOO}}(M \mid y^{\text{obs}}) = \sum_{i=1}^{n} \widehat{\text{elpd}}_{\text{LOO},i}(M \mid y^{\text{obs}}) ,
\]

where

\[
\widehat{\text{elpd}}_{\text{LOO},i}(M \mid y^{\text{obs}}) = \log p_M(y_{i}^{\text{obs}} \mid y_{-i}^{\text{obs}}) = \log \int p_M(y_{i}^{\text{obs}} \mid \theta) p_M(\theta \mid y_{-i}^{\text{obs}}) \, d\theta
\]

is the leave-one-out predictive log density for the \( i \)th observation \( y_i^{\text{obs}} \) using model \( M \), given all the other observations denoted with \( y_{-i}^{\text{obs}} \).

For estimating the uncertainty about the estimand in a LOO-CV estimate, the commonly used naive approach is to estimate the variance of the estimator \( \widehat{\text{elpd}}_{\text{LOO}}(M \mid y) \) by (Vehtari et al. 2019)

\[
\text{SE}_{\text{naive}}^2(M \mid y^{\text{obs}}) = \frac{n}{n-1} \sum_{i=1}^{n} \left( \widehat{\text{elpd}}_{\text{LOO},i}(M \mid y^{\text{obs}}) - \frac{1}{n} \sum_{i=1}^{n} \widehat{\text{elpd}}_{\text{LOO},i}(M \mid y^{\text{obs}}) \right)^2 ,
\]

which is based on the incorrect assumption that the terms \( \widehat{\text{elpd}}_{\text{LOO},i}(M \mid y) \) are independent (see Bengio and Grandvalet 2004, for a discussion on the different fold covariance structures). Assuming the observations \( y_i \) are i.i.d., the bias of this estimator is \(-n^2 \gamma\), where \( \gamma = \text{Cov}(\widehat{\text{elpd}}_{\text{LOO},i}(M \mid y), \widehat{\text{elpd}}_{\text{LOO,j}}(M \mid y)) \) for any \( i \neq j \) (Sivula et al. 2020a).

In this work, we seek an unbiased estimator for the variance \( \text{Var}(\widehat{\text{elpd}}_{\text{LOO}}(M \mid y)) \) in the context of one specific model \( M \): the Bayesian normal model with fixed variance. We approach the problem by utilising the model’s known predictive density function \( p_M(\tilde{y} \mid y) \). Instead of the pointwise LOO-CV terms \( \widehat{\text{elpd}}_{\text{LOO},i}(M \mid y) \), we consider the variance directly as a function of the data \( y \) and derive the variance analytically. Based on this, we combine various moment estimators of \( y \) to construct an unbiased estimator for the target variance. We do not need to utilise the inappropriate assumption of the independence of the pointwise LOO-CV terms \( \widehat{\text{elpd}}_{\text{LOO},i}(M \mid y) \). Instead, as discussed in Section 2, only reasonable assumptions for \( y \) suffices for obtaining the unbiased estimator.
2 Unbiased variance estimator for a normal model

In this section, we show that it is possible to construct an unbiased estimator for the variance of the sampling distribution of the LOO-CV estimator in a specific case. We apply the LOO-CV with elpd utility score to estimate the predictive performance of a Bayesian normal model with fixed data variance.

Considering the true data generating mechanism, we assume that the first four moments exist for \( p_{\text{true}}(y) \) and that the observations \( y_i \) are independent. This can be summarized as:

\[
E[y_i] = \mu,
\]
\[
\text{Var}(y_i) = \sigma^2,
\]
\[
E[(y_i - E[y_i])^r] = \mu_r, \quad r = 3, 4, \quad \text{(rth central moment)},
\]
\[
E[f(y_i)g(y_i)] = E[f(y_i)]E[g(y_i)] \quad \text{(independence)}
\]

for \( i, j = 1, 2, \ldots, n, i \neq j \), and for all functions \( f, g : \mathbb{R} \to \mathbb{R} \) for which the expectations \( E[f(y_i)] \) and \( E[g(y_i)] \) exist. In addition, we assume \( n \geq 4 \). We do not assume that the observations are identically distributed.

Considering the applied model, likelihood is

\[
y_i \mid \theta, M \sim N(\theta, \sigma_m^2),
\]

where \( M \) indicates the applied model, \( \theta \) is the sole estimate model parameter, and \( \sigma_m^2 \) is a fixed data variance parameter. The prior distribution for \( \theta \) is

\[
\theta \sim N(0, \sigma_0^2),
\]

where \( \sigma_0^2 \) is a fixed prior variance parameter. The fixed data variance parameter \( \sigma_m^2 \) reflects how the model considers the magnitude of the variability of the data. A fixed \( \sigma_m^2 \) is mainly chosen to simplify derivations. The fixed prior variance parameter \( \sigma_0^2 \) reflects the prior belief of the magnitude of the variability of the unknown mean parameter. The fixed model parameters \( \sigma_m^2 \) and \( \sigma_0^2 \) can be chosen freely.

The model and the true data generating mechanism have different assumptions. The notation \( M \) in the conditional arguments in Equation (6) emphasises that the relation reflects the applied model, not the true data generating mechanism. Considering the analysis of the LOO-CV estimation, the model may be misspecified so that it represents the true data generating mechanism poorly. In particular, in Equation (6), the evaluated model assumes the observations are identically distributed, while such an assumption is not made about the true data generating mechanism \( p_{\text{true}}(y) \).

In the following, we derive the variance of the sampling distribution \( \tilde{\text{elpd}}_{\text{LOO}}(M \mid y) \) in Lemma 2.1 and show that it is possible to estimate the required terms in Lemma 2.2. Finally, in Proposition 2.3, we show that it is possible to construct an unbiased estimator for the variance of the sampling distribution \( \tilde{\text{elpd}}_{\text{LOO}}(M \mid y) \) for the normal model defined in equations (6) and (7).

**Lemma 2.1.** Let the data generating mechanism for \( y = [y_1, y_2, \ldots, y_n] \) be such that Equation (5) holds and let the model \( M \) be as defined in equations (6) and (7). We then have

\[
\text{Var}(\tilde{\text{elpd}}_{\text{LOO}}(M \mid y)) = 4n(a + b + c)^2 \mu^2 \sigma^2
\]
\[
+ \left(-na^2 + \frac{2n}{n - 1} b^2 + \frac{n(2n - 3)(n - 3)}{(n - 1)^3} c^2 - \frac{2n}{n - 1} ac + \frac{4n(n - 2)}{(n - 1)^2} bc\right) \sigma^4
\]
\[
+ \frac{4n(a + b + c)(a(n - 1) + c)}{n - 1} \mu \mu_3
\]
\[
+ \left(na^2 + \frac{n}{(n - 1)^2} c^2 + \frac{2n}{n - 1} ac\right) \mu_4.
\]
where

\[ a = \frac{1}{2} \frac{\sigma_m^2 + (n - 1)\sigma_0^2}{\sigma_m^2 (\sigma_m^2 + n\sigma_0^2)} , \]  

\[ b = \frac{n - 1}{\sigma_m^2 (\sigma_m^2 + n\sigma_0^2)} , \]  

\[ c = \frac{1}{2} \frac{(n - 1)^2\sigma_0^4}{\sigma_m^2 (\sigma_m^2 + (n - 1)\sigma_0^2)(\sigma_m^2 + n\sigma_0^2)} . \]

**Proof.** See Appendix.

**Lemma 2.2.** Let the data generating mechanism for \( y = [y_1, y_2, \ldots, y_n] \) be such that Equation (5) holds. Let

\[ \hat{\alpha}_k = \frac{1}{n} \sum_{i=1}^{n} y_i^k \]  

be the \( k \)th sample raw moment of the data and

\[ \hat{\mu}_4 = \binom{n}{4}^{-1} \sum_{i_1 \neq i_2 \neq i_3 \neq i_4} y_{i_1} y_{i_2} y_{i_3} y_{i_4} , \]

where the summation is over all possible combinations of \( i_1, i_2, i_3, i_4 \in \{1, 2, \ldots, n\} \) without repetition, be an unbiased estimator for the fourth power of the mean. Now

\[ \hat{\mu}_2 \sigma^2 = \frac{-n^3 \hat{\alpha}_1^2 + 2n^3 \hat{\alpha}_2 \hat{\alpha}_1^2 - 4(n - 1)n \hat{\alpha}_3 \hat{\alpha}_1 - (2n^2 - 3n)\hat{\alpha}_2^2 + 2(2n - 3)\hat{\alpha}_4}{2(n - 3)(n - 2)(n - 1)} , \]

\[ \hat{\sigma}^4 = \frac{n^3 \hat{\alpha}_1^2 - 2n^3 \hat{\alpha}_2 \hat{\alpha}_1^2 + (n^3 - 3n^2 + 3n)\hat{\alpha}_2^2 + 4n(n - 1)\hat{\alpha}_3 \hat{\alpha}_1 + n(1 - n)\hat{\alpha}_4}{(n - 3)(n - 2)(n - 1)} , \]

\[ \hat{\mu}_3 = \frac{-2(n^2 + n - 3)\hat{\alpha}_4 - 6n^3 \hat{\alpha}_1^2 \hat{\alpha}_2 + n(6n - 9)\hat{\alpha}_2^3 + 3n^2 \hat{\alpha}_1^4 + 2n^2(1 + \hat{\alpha}_1 \hat{\alpha}_3) + \frac{1}{2}n^4}{2(n - 3)(n - 2)(n - 1)} , \]

and

\[ \hat{\mu}_4 = \frac{-3n^4 \hat{\alpha}_1^4 + 6n^4 \hat{\alpha}_1^2 \hat{\alpha}_2 + (9 - 6n)n^2 \hat{\alpha}_2^3 + (-12 + 8n - 4n^2)n^2 \hat{\alpha}_1 \hat{\alpha}_3 + (3n - 2n^2 + n^3)n \hat{\alpha}_4}{(n - 3)(n - 2)(n - 1)n} \]

are unbiased estimators for the parameters \( \mu^2 \sigma^2, \sigma^4, \mu_3, \) and \( \mu_4 \) respectively.

**Proof.** See Appendix.

**Proposition 2.3.** Let the data generating mechanism for \( y = [y_1, y_2, \ldots, y_n] \) be such that Equation (5) holds and let the model \( M \) be as defined in equations (6) and (7). Then there exist an unbiased estimator for \( \text{Var} \left( \text{elpd}_{\text{LOO}} (M \mid y) \right) \).

**Proof.** The required variance \( \text{Var} \left( \text{elpd}_{\text{LOO}} (M \mid y) \right) \), derived in Equation (8) in Lemma 2.1, is a linear combination of the terms \( \mu^2 \sigma^2, \sigma^4, \mu_3, \) and \( \mu_4 \), for which the multipliers depend on the known sample size \( n \) and fixed parameters \( \sigma_m^2 \) and \( \sigma_0^2 \). Unbiased estimators for each of these terms are presented in Lemma 2.2. Thus, it is possible to construct an unbiased estimator for the required variance \( \text{Var} \left( \text{elpd}_{\text{LOO}} (M \mid y) \right) \) by substituting the terms in Equation (8) with the respective unbiased estimators in Lemma 2.2.

**Remark 1.** The numerical stability of the estimator is dependent on the moment estimators presented in Lemma 2.2. In some settings, the estimator could be modified to consider the data skewness and/or excess kurtosis to be zero in order to reduce the variability caused by estimating them.
3 Simulated experiment

Here we compare the expectations of the naive LOO-CV variance estimator presented in Equation (4) and the unbiased estimator discussed in Proposition 2.3 in a simulated experiment. The motivation of the experiment is two-fold. First, to verify that the presented improved estimator is unbiased, and second, to highlight the bias of the naive estimator. By choosing different parameters, three different problem setting cases are studied:

1. well-matching data,
2. under-dispersed data, and
3. under-dispersed, skewed, and heavy-tailed data.

We utilise Monte Carlo (MC) sampling for analysing the expectations of the variance estimators. We simulate 20000 independent data sets of size \( n = 16 \) under a known data generating mechanism and compute both the naive and the improved LOO-CV variance estimates for each of them. The model is defined in equations (6) and (7). The fixed model parameters are set to \( \sigma_m^2 = 1.2^2, \sigma_0^2 = 2^2 \). Based on the obtained variance estimates, we apply the Bayesian bootstrap (BB, Rubin 1981) to infer the MC uncertainty of the expectations of the estimators. We use bootstrap sample size of 4000 and Dirichlet distribution parameter \( \alpha = 1 \). Compared to using the MC standard error, we use the BB approach to capture any skewness in the MC uncertainty. The expectations are analysed under three different data generating mechanisms:

1. \( y_i \sim N(0, 1.2) \). The model matches the data well. The naive estimator underestimates the variance.
2. \( y_i \sim N(2, 0.1) \). The data is under-dispersed. The naive estimator overestimates the variance.
3. \( y_i \sim \text{skew-N(location} = -2, \text{scale} = 0.16, \text{shape} = 10) \). The data is under-dispersed, skewed, and heavy-tailed. The naive estimator underestimates the variance.

The results of the experiment are illustrated in Figure 1. The analytic target variance and the expectation of the unbiased estimator are obtained using the equations presented in Lemma 2.1. The analytic expectation of the naive estimator is calculated by applying equations (71) and (72) from the appendix, in the following known expectation in a more general setting (Sivula et al. 2020a):

\[
E\left[ \text{SE}_{\text{naive}} (M | y) \right]^2 = n \text{Var}(\hat{\text{elpd}}_{\text{LOO}, i} (M | y)) - n \text{Cov}(\hat{\text{elpd}}_{\text{LOO}, i} (M | y), \hat{\text{elpd}}_{\text{LOO}, j} (M | y)) .
\]  

The simulated results match with the analytic ones in all the experiment settings. As expected, the estimated expectation of the unbiased estimator is around the target variance. Depending on the situation, the naive estimator underestimates or overestimates the variance. The source code of the experiment is available online (Sivula et al. 2020b).

4 Discussion

The current common way of estimating the uncertainty in the LOO-CV model assessment and comparison utilizes a naive biased estimator for the variance of the sampling distribution. The naive approach may result in a significantly underestimated variability (Bengio and Grandvalet 2004; Varoquaux et al. 2017; Varoquaux 2018) and bad calibration of the uncertainty (Sivula et al. 2020a). An important result by Bengio and Grandvalet (2004) states that no unbiased variance estimator can be constructed in general, that would apply for any utility or loss measure and any model. We show that it is possible to construct an unbiased estimator considering a specific predictive performance measure and model.

While the unbiasedness itself is not necessary for a feasible estimator of the variance of the sampling distribution in this context, the presented result serves as an example of the existence of such estimators and as an example of a possibility to improve over the naive approach. We expect that this approach of finding problem-specific estimators would extend to other, more complex models and benefit the data analysis field with a more accurate assessment of the uncertainty in the widely used LOO-CV model comparison. Although deriving the variance of the sampling distribution could be unfeasible in some problem settings, it could be possible to apply some approximative method to obtain an estimator, not necessarily unbiased one,
Figure 1: The expectation of the naive and unbiased LOO-CV variance estimators $\hat{\sigma}_{LOO}^2$ estimated using Bayesian bootstrap (BB, Rubin 1981) in a simulated experiment under three different data generating mechanisms: well-matching, under-dispersed, and under-dispersed skewed heavy-tailed data respectively. The x-axis is transformed to the square root of the ratio to the LOO-CV estimator’s true variance $\sigma_{LOO}^2$. The analytic expectations (blue) match the simulated results (yellow) in all cases. The BB uncertainty is illustrated using a dot and a line corresponding to the mean and 95 % credible interval, respectively. The naive estimator underestimates or overestimates the variance while the improved estimator discussed in Proposition 2.3 is unbiased.

that would result in a better calibration of the uncertainty than with the naive variance estimator. Further research is needed to study the possibility of extending the problem-specific approach to more complex settings.
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5 Appendices

A Proofs for the lemmas

In this appendix, we present proofs for lemmas 2.1 and 2.2 in sections A.1 and A.2 respectively.

A.1 Proof of Lemma 2.1

In this section, we give proof for Lemma 2.1 by deriving the LOO-CV variance estimator as a function of the data given the Normal model. Let us first restate the lemma.
Let the data generating mechanism for \( y = [y_1, y_2, \ldots, y_n] \) be such that Equation (5) holds and let the model \( M \) be as defined in equations (6) and (7). We have

\[
\text{Var}\left( \operatorname{elpd}_{	ext{LOO}}(M \mid y) \right) = 4n(a + b + c)^2 \mu^2 \sigma^2
\]

\[
+ \left( -na^2 + \frac{2n}{n-1} b^2 + \frac{n(2n-3)(n-3)}{(n-1)^3} c^2 - \frac{2n}{n-1} ac + \frac{4n(n-2)}{(n-1)^2} \sigma bc \right) \sigma^4
\]

\[
+ \frac{4n(a + b + c)(a(n-1) + c)}{n-1} \mu \mu_3
\]

\[
+ \left( na^2 + \frac{n}{(n-1)^2} c^2 + \frac{2n}{n-1} ac \right) \mu_4,
\]

where

\[
a = \frac{1}{2} \sigma_n^2 + \frac{(n-1)\sigma_0^2}{\sigma_m(n + n\sigma_0^2)} \tag{20}
\]

\[
b = \frac{(n-1)\sigma_0^2}{\sigma_m^2(n + n\sigma_0^2)} \tag{21}
\]

\[
c = \frac{1}{2} \sigma_0^2 - \frac{(n-1)\sigma_0^2}{\sigma_m^2(n + n\sigma_0^2)} \tag{22}
\]

Proof. Let \( \sum_{i \neq j} \) denote \( \sum_{i \in \{1, 2, \ldots, n\} \setminus j} \) and let \( i, j, h, k \in \{1, 2, \ldots, n\}, i \neq j, i \neq h, i \neq k, j \neq h, j \neq k, h \neq k \), that is \( i, j, h, k \) are all distinct. We make the following assumptions: \( E[y_i] = \mu, \) \( \text{Var}(y_i) = \sigma^2, \) \( E[(y_i - E[y_i])^r] = \mu_r, \) \( r = 3, 4, \) (rth central moment), \( E[f(y_i)g(y_j)] = E[f(y_i)]E[g(y_j)] \) \( (\text{independence}) \) (23)

for all functions \( f, g : \mathbb{R} \to \mathbb{R} \) for which the expectations \( E[f(y_i)] \) and \( E[g(y_i)] \) exists. In addition, we assume \( n \geq 4. \) Let \( \overline{y} = \frac{1}{n} \sum_{p=1}^{n} y_p. \) Given the assumptions, we have

\[
E[y_i^2] = E[y_i]^2 + \text{Var}(y_i) = \mu^2 + \sigma^2, \\
E[y_i^3] = \mu_3 + 3\sigma^2 \mu + \mu^3, \\
E[y_i^4] = \mu_4 + 4\mu_3 \mu + 6\sigma^2 \mu^2 + \mu^4, \\
E[y_i^5] = (\mu^2 + \sigma^2)^2 = \mu^4 + 2\mu^2 \sigma^2 + \sigma^4. \tag{24}
\]

Let

\[
A = \sum_{p \neq \{i, j\}} y_p, \quad B = \sum_{p \neq \{i, j\}} y_p^2, \quad C = \sum_{p \neq \{i, j\}} \sum_{q \neq \{i, j, p\}} y_p y_q. \tag{25}
\]

With these, we have the following expectations:

\[
E[A] = E \left[ \sum_{p \neq \{i, j\}} y_p \right] = (n-2) E[y_i], \tag{26}
\]

\[
E[B] = E \left[ \sum_{p \neq \{i, j\}} y_p^2 \right] = (n-2) E[y_i^2], \tag{27}
\]

\[
E[C] = E \left[ \sum_{p \neq \{i, j\}} \sum_{q \neq \{i, j, p\}} y_p y_q \right] = (n-2)(n-3) E[y_i^2], \tag{28}
\]
Now we can derive the following expectations, which are utilized later on:

\[
E[A^2] = E \left[ \left( \sum_{p \neq (i,j)} y_p \right)^2 \right] = \sum_{p \neq (i,j)} \sum_{q \neq (i,j)} E[y_p y_q] = \sum_{p \neq (i,j)} E[y_p^2] + \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} E[y_p y_q] \\
= (n-2) E[y_i^2] + (n-2)(n-3) E[y_i y_j] \tag{29}
\]

\[
E[B^2] = E \left[ \left( \sum_{p \neq (i,j)} y_p^2 \right)^2 \right] = \sum_{p \neq (i,j)} \sum_{q \neq (i,j)} E[y_p^2 y_q^2] = \sum_{p \neq (i,j)} E[y_p^4] + \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} E[y_p^2 y_q^2] \\
= (n-2) E[y_i^4] + (n-2)(n-3) E[y_i^2 y_j] \tag{30}
\]

\[
E[C^2] = E \left[ \left( \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \right)^2 \right] = E \left[ \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \sum_{r \neq (i,j,p,q)} y_r \right] \\
= \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \left( \sum_{r \neq (i,j,p,q)} y_r \right) + \sum_{r \neq (i,j,p,q)} \left( \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \right) y_r \\
= (n-2)(n-3) \left( 2 \left( E[y_i^2]^2 + 2(n-4) E[y_i^2] E[y_j^2] \right) + (n-4)(n-5) E[y_i y_j]^2 \right) \tag{31}
\]

\[
E[AB] = E \left[ \left( \sum_{p \neq (i,j)} y_p \right) \left( \sum_{p \neq (i,j)} y_p^2 \right) \right] = \sum_{p \neq (i,j)} \sum_{q \neq (i,j)} E[y_p y_q^2] \\
= \sum_{p \neq (i,j)} E[y_p^3] + \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} E[y_p y_q^2] \\
= (n-2) E[y_i^3] + (n-2)(n-3) E[y_i] E[y_j^2] \tag{32}
\]

\[
E[AC] = E \left[ \left( \sum_{p \neq (i,j)} y_p \right) \left( \sum_{p \neq (i,j,p)} \sum_{q \neq (i,j,p)} y_p y_q \right) \right] = E \left[ \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \sum_{r \neq (i,j)} y_r \right] \\
= \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \left( y_p + y_q + \sum_{r \neq (i,j,p,q)} y_r \right) \\
= (n-2)(n-3) \left( 2 E[y_i^2] E[y_j] + (n-4) E[y_j]^3 \right) \tag{33}
\]

\[
E[BC] = E \left[ \left( \sum_{p \neq (i,j)} y_p^2 \right) \left( \sum_{p \neq (i,j,p)} \sum_{q \neq (i,j,p)} y_p y_q \right) \right] = E \left[ \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \sum_{r \neq (i,j)} y_r \right] \\
= \sum_{p \neq (i,j)} \sum_{q \neq (i,j,p)} y_p y_q \left( y_p^2 + y_q^2 + \sum_{r \neq (i,j,p,q)} y_r^2 \right) \\
= (n-2)(n-3) \left( 2 E[y_i^3] E[y_j] + (n-4) E[y_j^2] E[y_j^2] \right) \tag{34}
\]

Now we can derive the following expectations, which are utilized later on:

\[
\bar{y}_i = \frac{1}{n-1} \sum_{p \neq (i)} y_p = \frac{1}{n-1} \left( y_i + \sum_{p \neq (i)} y_p \right) = \frac{1}{n-1} \left( y_i + A \right) \tag{35}
\]

\[
E[\bar{y}_i] = \frac{1}{n-1} (n-1) E[y_i] = \mu \tag{36}
\]
\[ \mathbf{y}_{-i} \cdot \mathbf{y}_{-j} = \left( \frac{1}{n-1} \sum_{p \neq \{i\}} y_p \right) \left( \frac{1}{n-1} \sum_{p \neq \{j\}} y_p \right) \]
\[
= \frac{1}{(n-1)^2} \left( y_i y_j + y_i \sum_{p \neq \{i,j\}} y_p + y_j \sum_{p \neq \{i,j\}} y_p + \sum_{p \neq \{i,j\}} y_p^2 + \sum_{p \neq \{i,j\} \ q \neq \{i,j,p\}} y_p y_q \right) \]
\[
= \frac{1}{(n-1)^2} \left( y_i y_j + y_i A + y_j A + B + C \right) \quad (37) \]

\[ E[\mathbf{y}_{-i} \cdot \mathbf{y}_{-j}] = \frac{1}{(n-1)^2} \left( E[y_i]^2 + 2 E[y_i] E[A] + E[B] + E[C] \right) \]
\[
= \frac{1}{(n-1)^2} \left( E[y_i]^2 + 2 E[y_i](n-2) E[y_i] + (n-2) E[y_i]^2 \right) \]
\[
= \frac{1}{(n-1)^2} \left( (n-2)(n-3) + 2(n-2) + 1 \right) E[y_i]^2 + (n-2) E[y_i]^2 \]
\[
= \mu^2 + \frac{n-2}{(n-1)^2} \sigma^2, \quad (38) \]

\[ E[y_i y_j \cdot \mathbf{y}_{-i} \cdot \mathbf{y}_{-j}] = \frac{1}{(n-1)^2} \left( E[y_i y_j]^2 + 2 E[y_i y_j] E[A] + E[B] + E[C] \right) \]
\[
= \frac{1}{(n-1)^2} \left( E[y_i y_j]^2 + 2 E[y_i y_j] E[y_i] E[A] + E[y_i]^2 E[B] + E[y_i]^2 E[C] \right) \]
\[
= \frac{1}{(n-1)^2} \left( (n-2)(n-3) + 2(n-2) + 1 \right) E[y_i]^2 + (n-2) E[y_i]^2 \]
\[
= \mu^4 + 3\mu^2 \sigma^2 + 3(n-2) \mu^2 + (n-2)(n-3) \mu^4 \]
\[
= \mu^4 + \frac{3n-4}{(n-1)^2} \mu^2 \sigma^2 + \frac{1}{(n-1)^2} \sigma^4, \quad (39) \]

\[ \mathbf{y}^2_{-i} = \left( \frac{1}{n-1} \sum_{p \neq \{i\}} y_p \right)^2 = \frac{1}{(n-1)^2} \sum_{p \neq \{i\}} \sum_{q \neq \{i\}} y_p y_q \]
\[
= \frac{1}{(n-1)^2} \left( y_i^2 + 2 y_j \sum_{p \neq \{i,j\}} y_p + \sum_{p \neq \{i,j\}} y_p^2 + \sum_{p \neq \{i,j\} \ q \neq \{i,j,p\}} y_p y_q \right) \]
\[
= \frac{1}{(n-1)^2} \left( y_i^2 + 2 y_j A + B + C \right), \quad (40) \]

\[ E[\mathbf{y}^2_{-i}] = \frac{1}{(n-1)^2} \left( E[y_i^2] + 2 E[y_i] E[A] + E[B] + E[C] \right) \]
\[
= \frac{1}{(n-1)^2} \left( E[y_i^2] + 2 E[y_i](n-2) E[y_i] + (n-2) E[y_i]^2 \right) \]
\[
= \frac{1}{(n-1)^2} \left( (n-1) E[y_i^2] + (n-1)(n-2) E[y_i]^2 \right) \]
\[
= \frac{1}{(n-1)^2} \left( (n-1)(\mu^2 + \sigma^2) + (n-1)(n-2) \mu^2 \right) \]
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\[\bar{y}_i^2 = \frac{1}{n-1}(y_i^3 + 3y_i A + y_i B + y_i C + 2y_i A^2 + AB + AC),\]

\[E[\bar{y}_i^2] = \frac{1}{(n-1)^3} \left(E[y_i^3] + 3E[y_i^2]E[A] + E[y_i]E[B] + E[y_i]E[C] + 2E[y_i]E[A^2] + E[AB] + E[AC]\right)\]

\[= \frac{1}{(n-1)^3}(E[y_i^3] + 3E[y_i^2](n-2)E[y_i] + E[y_i](n-2)E[y_i^2] + E[y_i](n-2)(n-3)E[y_i]^2 + (n-2)E[y_i^2] + (n-2)(n-3)E[y_i]E[y_i^2] + (n-2)(n-3)(2E[y_i^2]E[y_i] + (n-4)E[y_i]^3))\]

\[= \frac{1}{(n-1)^2}(E[y_i^3] + 3(n-2)E[y_i]E[y_i^2] + (n-2)(n-3)E[y_i]^3)\]

\[= \frac{1}{(n-1)^2}(\mu_3 + 3\sigma^2\mu + \mu^3 + 3(n-2)\mu(\mu^2 + \sigma^2) + (n-2)(n-3)\mu^3)\]

\[= \mu^3 + \frac{1}{(n-1)^2}\mu_3 + \frac{3}{n-1}\mu\sigma^2,\]  

\[
\bar{y}_i^4 = (\bar{y}_i^2)^2 = \left(\frac{1}{(n-1)^2}(y_i^3 + 2y_i A + B + C)\right)^2
\]

\[= \frac{1}{(n-1)^3}(y_i^4 + 4y_i^2 A^2 + B^2 + C^2 + 4y_i^3 A + 2y_i^2 B + 2y_i^2 C + 4y_i A B + 4y_i A C + 2BC),\]  

\[E[\bar{y}_i^4] = \frac{1}{(n-1)^4} \left(E[y_i^4] + 4E[y_i^2]E[A^2] + E[B^2] + E[C^2] + 4E[y_i^2]E[A] + 2E[y_i^2]E[B] + 2E[y_i^2]E[C] + 4E[y_i]E[AB] + 4E[y_i]E[AC] + 2E[BC]\right)\]

\[= \frac{1}{(n-1)^4}\left(E[y_i^4] + 4E[y_i^2](n-2)E[y_i^2] + (n-2)(n-3)E[y_i]^3) + (n-2)E[y_i^2] + (n-2)(n-3)E[y_i]^3\right)\]
\[
+(n - 2)(n - 3) \left( 2 \left( E[y_i^2]^2 + 2(n - 4) E[y_i^2] E[y_j^2] \right) + (n - 4)(n - 5) E[y_i^4] \right)
+ 4 E[y_i^2](n - 2) E[y_i]
+ 2 E[y_i^2](n - 2) E[y_j^2]
+ 2 E[y_i^4](n - 2)(n - 3) E[y_j^2]
+ 4 E[y_i](n - 2) E[y_i^3] + (n - 2)(n - 3) E[y_j] E[y_j^2]
+ 4 E[y_i](n - 2)(n - 3) (2 E[y_i^2] E[y_i] + (n - 4) E[y_i^3])
+ 2(n - 2)(n - 3) (2 E[y_i^2] E[y_i] + (n - 4) E[y_i^2] E[y_j^2]) \right)
= \frac{1}{(n - 1)^3} \left( E[y_i^4] + 3(n - 2) E[y_i^2]^2 + 4(n - 2) E[y_i] E[y_i^2]
+ 6(n - 2)(n - 3) E[y_i^2] E[y_j^2] + (n - 2)(n - 3)(n - 4) E[y_i^4] \right)
= \frac{1}{(n - 1)^3} \left( \mu_4 + 4 \mu_3 \mu + 4 \mu_2 \sigma^2 + \mu^4 \right)
+ 3(n - 2)( \mu_4 + 2 \mu_2 \sigma^2 + \sigma^4 )
+ 4(n - 2)( \mu_3 + 3 \sigma^2 \mu + \mu^3 )
+ 6(n - 2)(n - 3) \mu^2 ( \mu^2 + \sigma^2 )
+ (n - 2)(n - 3)(n - 4) \mu^4 \right)
= \mu^4 + \frac{1}{(n - 1)^3} \mu_4 + \frac{4}{(n - 1)^2} \mu_3 \mu_2 + \frac{6}{n - 1} \mu_2^2 \sigma^2 + \frac{3(n - 2)}{(n - 1)^3} \sigma^4 , \tag{45}
\]

\[
\bar{y}^2, \bar{y}^2_{-j} = \frac{1}{(n - 1)^4} \left( + y_i^2 y_j^2 + y_i^2 2 y_j A + y_i^2 B + y_i^2 C + y_j^2 2 y_i A + 2 y_i A y_j A + 2 y_i A B + 2 y_i A C + y_j^2 B + 2 y_j A B + B^2 + B C + y_j^2 C + 2 y_j A C + B C + C^2 \right) , \tag{46}
\]

\[
E[\bar{y}^2, \bar{y}^2_{-j}] = \frac{1}{(n - 1)^4} \left( E[y_i^2 y_j^2] + E[4 y_i y_j A^2] + E[B^2] + E[C^2]
+ 2 \left( E[2 y_i y_j A] + E[y_i^2 B] + E[y_i^2 C] + E[2 y_i A B] + E[2 y_i A C] + E[B C] \right) \right)
= \frac{1}{(n - 1)^4} \left( E[y_i^2]^2 + 4 E[y_i]^2 E[A^2] + E[B^2] + E[C^2]
+ 2 \left( 2 E[y_i] E[y_i^2] E[A] + E[y_i^2] E[B] + E[y_i^2] E[C]
+ 2 E[y_i] E[A B] + 2 E[y_i] E[A C] + E[B C] \right) \right)
= \frac{1}{(n - 1)^4} \left( \right).
\]
\[
E[y_i] y_j^2 + 4 E[y_i] (n - 2) E[y_i^2] + (n - 2)(n - 3) E[y_i^2] \\
+((n - 2) E[y_i^4] + (n - 2)(n - 3) E[y_i^2]) \\
+(n - 2)(n - 3) \left( 2 E[y_i^2]^2 + 2(n - 4) E[y_i^2] E[y_i] \right) + (n - 4)(n - 5) E[y_i]^4 \\
+2 \left( 2 E[y_i] E[y_i^2] E[y_i^2] \right) + 2 \left( n - 2 \right) (n - 3) E[y_i]^2 E[y_i] \\
+2 \left( n - 2 \right) (n - 2) E[y_i^4] E[y_i] (n - 3) E[y_i] \\
+(n - 2)(n - 3) \left( 2 E[y_i^2] E[y_i] + (n - 4) E[y_i^2] E[y_i^2] \right)
\]

\[= \frac{1}{(n - 1)^4} \left( \\
+4(n - 2)(n - 3) + (n - 2)(n - 3)(n - 4) + 4(n - 2)(n - 3)(n - 4) \right) E[y_i]^4 \\
+4(n - 2)(n - 3) + 2(n - 2)(n - 3) + 2(n - 2) \right) E[y_i]^2 \\
+4(n - 2) + 4(n - 2)(n - 3)(n - 4) + 4(n - 2) + 2(n - 2)(n - 3) \\
+4(n - 2)(n - 3) + 8(n - 2)(n - 3) + 2(n - 2)(n - 3)(n - 4) \right) E[y_i]^2 E[y_i^2] \\
+4(n - 2) + 4(n - 2)(n - 3) \right) E[y_i^2] E[y_i] \\
+(n - 2) E[y_i^2] \right)
\]

\[= \frac{1}{(n - 1)^4} \left( \\
+(n - 2)(n - 3)(n^2 - 5n + 8) \mu^4 \\
+3(n^2 - 13n + 15)(\mu^2 + \sigma^2)^2 \\
+2(n - 2)(3n^2 - 14n + 19) \mu^2 (\mu^2 + \sigma^2) \\
+4(n - 2)^2 \mu (\mu_3 + 3\sigma^2 \mu + \mu^3) \\
+(n - 2) (4\mu_4 + 6\sigma^2 \mu^2 + \mu^4) \right)
\]

\[= \frac{1}{(n - 1)^4} \left( (n - 1)^4 \mu^4 + 2(n - 1)^2 (3n - 5) \sigma^2 \mu^2 + (3n^2 - 13n + 15) \sigma^4 \\
+4(n - 2)(n - 1)^3 \mu_3 \mu + (n - 2) \mu_4 \right)
\]

\[= \mu^4 + 2 \frac{3n - 5}{(n - 1)^2} \sigma^2 \mu^2 + 3n^2 - 13n + 15 \sigma^4 + 4 \frac{n - 2}{(n - 1)^4} \mu_3 \mu + 2 \frac{n - 2}{(n - 1)^4} \mu_4 , \tag{47}
\]

\[y_i \bar{y}_{-i} y_j^2 = y_i \frac{1}{n - 1} (y_j + A) \frac{1}{(n - 1)^2} (y_j^2 + 2y_j A + B + C) \\
= \frac{1}{(n - 1)^3} (y_i^2 y_j + 2y_i y_j A + y_i y_j B + y_i y_j C + y_i^2 A + 2y_i^2 A^2 + y_i AB + y_i AC) , \tag{48}
\]
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\[ E[y_i y_j] = \frac{1}{(n-1)^3} \left( E[y_i^4] E[y_j] + 2 E[y_i^2] E[y] E[A] + E[y_i]^2 E[B] + E[y_i]^2 E[C] \\
\quad + E[y_i^2] E[A] + 2 E[y_i^2] E[A^2] + E[y_i] E[AB] + E[y_i] E[AC] \right) \]
\[ = \frac{1}{(n-1)^3} \left( E[y_i^4] E[y_i] + 2 E[y_i^2] E[y_i](n-2) E[y_i] + E[y_i]^2(n-2) E[y_i]^2 \\
\quad + E[y_i]^2(n-2)(n-3) E[y_i]^2 + E[y_i]^2(n-2) E[y_i] + 2 E[y_i^2]((n-2) E[y_i]^2 + (n-2)(n-3) E[y_i]^2) \\
\quad + E[y_i]((n-2) E[y_i^2] + (n-2)(n-3) E[y_i] E[y_i]^2) \right) \]
\[ = \frac{1}{(n-1)^3} \left( (n-2)(n-3)^2 E[y_i]^4 + 2(n-2) E[y_i]^2 \\
\quad +(n-2)(5n-12) E[y_i]^2 E[y_i] + (2n-3) E[y_i] E[y_i]^3 \right) \]
\[ = \frac{1}{(n-1)^3} \left( (n-2)(n-3)^2 \mu^4 + 2(n-2)(\mu^4 + 2\mu^2 \sigma^2 + \sigma^4) \\
\quad +(n-2)(5n-12)\mu^2(\mu^4 + 2\mu^2 \sigma^2 + \sigma^4) + (2n-3)\mu(\mu_3 + 3\sigma^2 \mu + \mu^3) \right) \]
\[ = \frac{1}{(n-1)^3} \left( (n-1)^2 \mu_4 + (2n-3)\mu_3 + (n-1)(5n-7)\mu^2 \sigma^2 + 2(n-2)\sigma^4 \right) \]
\[ = \mu^4 + \frac{2n-3}{(n-1)^2} \mu_3 + \frac{5n-7}{(n-1)^2} \mu^2 \sigma^2 + \frac{2(n-2)}{(n-1)^2} \sigma^4, \tag{49} \]

\[ y_i^2 y_j = y_i^2 \frac{1}{n-1} (y_i + A) = \frac{1}{n-1} (y_i^3 + y_i^2 A), \tag{50} \]

\[ E[y_i^2 y_j] = \frac{1}{n-1} (E[y_i^4] + E[y_i^2] E[A]) \]
\[ = \frac{1}{n-1} \left( (\mu_4 + 3\sigma^2 \mu + \mu^3) + (\mu^2 + \sigma^2)(n-2)\mu \right) \]
\[ = \mu^4 + \frac{1}{n-1} \mu_3 + \frac{n+1}{n-1} \mu \sigma^2, \tag{51} \]

\[ y_i^2 y_j = y_i^2 \frac{1}{(n-1)^2} (y_i^2 + 2y_i A + B + C) \]
\[ = \frac{1}{(n-1)^2} (y_i^4 + 2y_i^3 A + y_i^2 B + y_i^2 C), \tag{52} \]

\[ E[y_i^2 y_j] = \frac{1}{(n-1)^2} \left( E[y_i^4] + 2 E[y_i^2] E[A] + E[y_i^2] E[B] + E[y_i^2] E[C] \right) \]
\[ = \frac{1}{(n-1)^2} \left( (\mu_4 + 4\mu_3 \mu + 6\sigma^2 \mu^2 + \mu^4) + 2(n-2)\mu(\mu_3 + 3\sigma^2 \mu + \mu^3) \right) \]
\[ + (n-2)(\mu^4 + 2\mu^2 \sigma^2 + \sigma^4) + (n-2)(n-3)(\mu^2 + \sigma^2) \mu^2 \]
\[ = \mu^4 + \frac{1}{(n-1)^2} \mu^4 + \frac{2n}{(n-1)^2} \mu^4 + \frac{n}{n-1} \mu^2 + \frac{n - 2}{(n-1)^2} \sigma^4. \] (53)

Consider Bayesian normal model \( M \) with known variance \( \sigma_m^2 \) and prior \( N(0, \sigma_0^2) \):
\[ y \mid \theta, M \sim N(\theta, \sigma_m^2), \quad \theta \sim N(0, \sigma_0^2). \] (54)

The posterior predictive distribution is (see e.g. Gelman et al. 2013, pp. 39–42)
\[ \tilde{y} \mid y, M \sim N(\mu_{pp}(y), \sigma_{pp}(n)), \] (55)

where
\[ \mu_{pp}(y) = \frac{n}{\sigma_m} \tilde{y}, \quad \sigma_{pp}^2(n) = \sigma_m^2 + \tau(n), \] (56)
\[ \tau(n) = \left( \frac{1}{\sigma_0} + \frac{n}{\sigma_m^2} \right)^{-1}. \] (57)

The log predictive density is
\[
\begin{align*}
\log p(\tilde{y} \mid y) &= -(2\sigma_{pp}^2(n))^{-1} \left( \frac{\tilde{y} - \tau(n)}{\sigma_m} \right)^2 - \frac{1}{2} \log(2\pi \sigma_{pp}^2(n)) \\
&= a(n) \tilde{y}^2 + b(n) \tilde{y} + c(n) \tilde{y}^2 + d(n),
\end{align*}
\] (58)
where
\[
\begin{align*}
a(n) &= -\frac{1}{2\sigma_{pp}^2(n)} \\
&= -\frac{1}{2} \frac{\sigma_m^2 + n\sigma_0^2}{\sigma_m^2 + (n + 1)\sigma_0^2}, \\
b(n) &= \frac{\tau(n)}{\sigma_m^2 \sigma_{pp}(n)} n \\
&= \frac{\sigma_m^2 (\sigma_m^2 + (n + 1)\sigma_0^2)}{\sigma_m^2 + n\sigma_0^2}, \\
c(n) &= -\frac{\tau(n)^2}{2\sigma_m^4 \sigma_{pp}^2(n)} n^2 \\
&= -\frac{1}{2} \frac{\sigma_m^4 + n\sigma_0^2}{\sigma_m^2 + (n + 1)\sigma_0^2}, \\
d(n) &= -\frac{1}{2} \log(2\pi \sigma_{pp}^2(n)) \\
&= -\frac{1}{2} \log \left( \frac{2\pi \sigma_m^2 (\sigma_m^2 + (n + 1)\sigma_0^2)}{\sigma_m^2 + n\sigma_0^2} \right).
\end{align*}
\] (59)

Terms \( a(n), b(n), c(n), d(n), \sigma_{pp}^2(n) \), and \( \tau(n) \) do not depend on the individual observations \( y_i \), but only on the number of observations. The LOO-CV pointwise predictive performance estimate for observation \( i \) using elpd utility measure is
\[ \text{elpd}_{\text{LOO},i}(M \mid y) = \log p(y_i \mid y_{-i}) = a(n-1) y_i^2 + b(n-1) y_i \tilde{y}_{-i} + c(n-1) \tilde{y}_{-i}^2 + d(n-1) \] (63)

In the following, \( a, b, c, \) and, \( d \) are notated without the function argument \( n-1 \) and we use short notation \( L_i \) to make the notation more compact. We have the following expectations:
\[ E[L_i] = a E[y_i^2] + b E[y_i \tilde{y}_{-i}] + c E[\tilde{y}_{-i}^2] + d \]
\[ = a(\mu^2 + \sigma^2) + b \mu \mu + c \left( \mu^2 + \frac{1}{n-1} \sigma^2 \right) + d \]
\[E[L_1] = (a + b + c)\mu^2 + \left(a + \frac{1}{n - 1} c\right)\sigma^2 + d, \tag{64}\]

\[E[L_1]^2 = (a + b + c)^2\mu^4 + \left(a + \frac{1}{n - 1} c\right)^2\sigma^4 + d^2 + 2(a + b + c)\left(a + \frac{1}{n - 1} c\right)\mu^2\sigma^2 + 2d(a + b + c)\mu^2 + 2d\left(a + \frac{1}{n - 1} c\right)\sigma^2, \tag{65}\]

\[L_i^2 = a^2y_i^4 + b^2y_i^2\bar{y}_{i-1} + c^2\bar{y}_{i-1}^4 + d^2 + 2aby_i^2\bar{y}_{i-1} + 2bcy_i^2\bar{y}_{i-1}^3 + 2ady_i^2 + 2cd\bar{y}_{i-1}^2, \tag{66}\]

\[E[L_i^2] = a^2E[y_i^4] + b^2E[y_i^2]E[\bar{y}_{i-1}^2] + c^2E[\bar{y}_{i-1}^4] + d^2 + 2abE[y_i^2]E[\bar{y}_{i-1}] + 2acE[y_i^2]E[\bar{y}_{i-1}^3] + 2adE[y_i^2] + 2bcE[y_i]E[\bar{y}_{i-1}^3] + 2bdE[y_i]E[\bar{y}_{i-1}] + 2cdE[\bar{y}_{i-1}^2].\]

\[
= a^2(\mu_4 + 4\mu_3\mu + 6\sigma^2\mu^2 + \mu^4) + b^2(\mu^2 + \sigma^2)\left(\mu^2 + \frac{1}{n - 1}\sigma^2\right) + c^2\left(\mu^4 + \frac{1}{(n - 1)^2}\mu_4 + \frac{4}{(n - 1)^2}\mu_3 + \frac{6}{n - 1}\mu^2\sigma^2 + \frac{3(n - 2)}{(n - 1)^3}\sigma^4\right) + d^2 + 2ab(\mu_3 + 3\sigma^2\mu + \mu^3)\mu + 2ac(\mu^2 + \sigma^2)\left(\mu^2 + \frac{1}{n - 1}\sigma^2\right) + 2ad(\mu^2 + \sigma^2) + 2bc\mu\left(\mu^3 + \frac{1}{(n - 1)^2}\mu_3 + \frac{3}{n - 1}\mu\sigma^2\right) + 2bd\mu + 2cd\left(\mu^2 + \frac{1}{n - 1}\sigma^2\right) = (a + b + c)^2\mu^4 + 2d(a + b + c)\mu^2 + \left(6a^2 + \frac{n}{n - 1}b^2 + \frac{6}{n - 1}c^2 + 6ab + \frac{2n}{n - 1}ac + \frac{6}{n - 1}bc\right)\mu^2\sigma^2 + \left(\frac{1}{n - 1}b^2 + \frac{3(n - 2)}{(n - 1)^3}\sigma^2 + \frac{2}{n - 1}ac\right)\sigma^4 + 2d\left(a + \frac{1}{n - 1}\right)\sigma^2 + \left(4a^2 + 2ab + \frac{2}{(n - 1)^2}bc + \frac{4}{(n - 1)^2}c^2\right)\mu_3 + \left(a^2 + \frac{1}{(n - 1)^2}c^2\right)\mu_4.\]
\[ L_i L_j = +a^2 y_i^2 y_j^2 + a b y_i y_j \bar{y}_j - y_i \bar{y}_j + a c y_i^2 \bar{y}_j - y_j + a d y_i^2 + a b y_i \bar{y}_j - y_j + b^2 y_i y_j \bar{y}_j - y_i \bar{y}_j + b c y_i \bar{y}_i - \bar{y}_j + b d y_i y_j \bar{y}_j - y_j + b c y_i \bar{y}_i - y_j + c d y_i^2 \bar{y}_j - y_j + c d y_i \bar{y}_i - \bar{y}_j + d^2, \]  

(67)

\[ E[L_i L_j] = +a^2 E[y_i^2 y_j^2] + b^2 E[y_i y_j \bar{y}_j - y_i \bar{y}_j] + c^2 E[\bar{y}_i^2 \bar{y}_j^2] + d^2 + 2 a b E[y_i^2 \bar{y}_j^2] + 2 b c E[y_i \bar{y}_i \bar{y}_j^2] + 2 b d E[y_i \bar{y}_j - y_j] + 2 c d E[\bar{y}_i^2 \bar{y}_j^2], \]  

(68)

\[ = a^2 (\mu^4 + 2\mu^2\sigma^2 + \sigma^4) + b^2 \left( \mu^4 + \frac{3n - 4}{(n - 1)^2} \mu^2 \sigma^2 + \frac{1}{(n - 1)^2} \sigma^4 \right) + c^2 \left( \mu^4 + 2 \frac{3n - 5}{(n - 1)^2} \sigma^2 \mu^2 + \frac{3n^2 - 13n + 15}{(n - 1)^4} \sigma^4 + 4 \frac{n - 2}{(n - 1)^4} \mu_3 \mu + \frac{n - 2}{(n - 1)^4} \mu_4 \right) + d^2 + 2 a b \left( \mu^3 + \frac{1}{n - 1} \mu_3 + \frac{n + 1}{n - 1} \mu\sigma^2 \right) + 2 a c \left( \mu^4 + \frac{1}{(n - 1)^2} \mu_4 + \frac{2n}{(n - 1)^2} \mu\mu_3 + \frac{n + 4}{n - 1} \mu^2 \sigma^2 + \frac{n - 2}{(n - 1)^2} \sigma^4 \right) + 2 a d (\mu^2 + \sigma^2) + 2 b c \left( \mu^4 + \frac{2n - 3}{(n - 1)^2} \mu\mu_3 + \frac{5n - 7}{(n - 1)^2} \mu^2 \sigma^2 + \frac{2(n - 2)}{n - 1} \sigma^4 \right) + 2 b d \mu \mu \bar{a} + 2 c d \left( \mu^2 + \frac{1}{n - 1} \sigma^2 \right) = (a + b + c)^2 \mu^4 + 2 d (a + b + c) \mu^2 \]  

(69)
\[\begin{align*}
&\frac{4(n-2)}{(n-1)^3}c^2 + \frac{2n}{n-1}ab + \frac{4n}{(n-1)^2}ac + \frac{4n}{(n-1)}bc \mu_\theta \\
&+ \left( \frac{n-2}{(n-1)^2}c^2 + \frac{2}{(n-1)^2}ac \right)\mu_4 \\
&+ d^2. \tag{70}
\end{align*}\]

With these expectations, we can derive the variance and covariance of the pointwise LOO-CV estimates:

\[
\text{Var}(L_i) = \mathbb{E}[\hat{L}_i^2] - \mathbb{E}[L_i]^2
\]
\[
= \left( 4a^2 + \frac{n}{n-1}b^2 + \frac{4}{n-1}c^2 + 4ab + \frac{4}{n-1}bc \right)\mu^2 \sigma^2
\]
\[
+ \left( -a^2 + \frac{1}{n-1}b^2 + \frac{2n-5}{(n-1)^3}c^2 \right)\sigma^4
\]
\[
+ \left( 4a^2 + \frac{4}{(n-1)^2}c^2 + 2ab + \frac{2}{(n-1)^2}bc \right)\mu_\theta
\]
\[
+ \left( a^2 + \frac{1}{(n-1)^2}c^2 \right)\mu_4. \tag{71}
\]

\[
\text{Cov}(L_i, L_j) = \mathbb{E}[L_i L_j] - \mathbb{E}[L_i] \mathbb{E}[L_j]
\]
\[
= \mathbb{E}[L_i L_j] - \mathbb{E}[L_i]^2
\]
\[
= \left( \frac{3n-4}{(n-1)^2}b^2 + \frac{4(n-2)}{(n-1)^2}c^2 + \frac{4}{n-1}ab + \frac{8}{n-1}ac + \frac{4(2n-3)}{(n-1)^2}bc \right)\mu^2 \sigma^2
\]
\[
+ \left( \frac{1}{(n-1)^2}b^2 + \frac{(n-2)(2n-7)}{(n-1)^4}c^2 - \frac{2}{(n-1)^2}ac + \frac{4(n-2)}{(n-1)^2}bc \right)\sigma^4
\]
\[
+ \left( \frac{4(n-2)}{(n-1)^3}c^2 + \frac{2}{n-1}ab + \frac{4n}{(n-1)^2}ac + \frac{4n}{(n-1)^2}bc \right)\mu_\theta
\]
\[
+ \left( \frac{n-2}{(n-1)^2}c^2 + \frac{2}{(n-1)^2}ac \right)\mu_4. \tag{72}
\]

The variance of the sum of the pointwise LOO-CV terms \(\bar{\text{elpd}}_{\text{LOO}}(M \mid y) = \sum_{p=1}^{n} L_p\) is (Bengio and Grandvalet 2004)

\[
\text{Var}\left(\bar{\text{elpd}}_{\text{LOO}}(M \mid y)\right) = n \text{Var}(L_i) + n(n-1) \text{Cov}(L_i, L_j). \tag{73}
\]

Combining from equations (71), (72), and (73), we get the desired result:

\[
\text{Var}\left(\bar{\text{elpd}}_{\text{LOO}}(M \mid y)\right)
\]
\[
= 4n(a + b + c)^2 \mu^2 \sigma^2
\]
\[
+ \left( -na^2 + \frac{2n}{n-1}b^2 + \frac{n(2n-3)(n-3)}{(n-1)^3}c^2 - \frac{2n}{n-1}ac + \frac{4n(n-2)}{(n-1)^2}bc \right)\sigma^4
\]
\[
+ \frac{4n(a + b + c)(a(n-1) + c)}{n-1}\mu_\theta
\]
\[
+ \left( na^2 + \frac{n}{(n-1)^2}c^2 + \frac{2n}{n-1}ac \right)\mu_4. \tag{74}
\]
A.2 Proof of Lemma 2.2

In this section, we give a proof for Lemma 2.2 by showing that it is possible to construct sample based estimates for terms $\mu^2\sigma^2$, $\sigma^4$, $\mu\mu_3$, and $\mu_4$ given the data set $y$ of $n$ independent observations, where

$$
\begin{align*}
E[y_i] &= \mu, \\
\text{Var}(y_i) &= \sigma^2, \\
E[(y_i - E[y_i])^r] &= \mu_r \quad (\text{rth central moment}),
\end{align*}
$$

and $n \geq 4$. Let us first restate the lemma.

Let the data generating mechanism for $y = [y_1, y_2, \ldots, y_n]$ be such that Equation (5) holds. Let

$$\hat{\alpha}_k = \frac{1}{n} \sum_{i=1}^{n} y_i^k$$

be the $k$th sample raw moment of the data and

$$\hat{\mu}^4 = \left(\frac{n}{4}\right)^{-1} \sum_{i_1 \neq i_2 \neq i_3 \neq i_4} y_1 y_2 y_3 y_4,$$

where the summation is over all possible combinations of $i_1, i_2, i_3, i_4 \in \{1, 2, \ldots, n\}$ without repetition, be an unbiased estimator for the fourth power of the mean. Now

$$\hat{\mu}^2\sigma^2 = -n^3\hat{\alpha}_4 + 2n^3\hat{\alpha}_2\hat{\alpha}_2^2 - 4(n - 1)n\hat{\alpha}_3\hat{\alpha}_1 - (2n - 3)n\hat{\alpha}_2^2 + 2(2n - 3)\hat{\alpha}_4 - \frac{1}{2}\hat{\mu}^4,$$  

$$\hat{\sigma}^4 = \frac{n^3\hat{\alpha}_4^2 - 2n^3\hat{\alpha}_2\hat{\alpha}_2^3 + (n^3 - 3n^2 + 3n)\hat{\alpha}_2^4 + 4n(n - 1)\hat{\alpha}_3\hat{\alpha}_1 + n(1 - n)\hat{\alpha}_4}{(n - 3)(n - 2)(n - 1)},$$

$$\hat{\mu}\mu_3 = \frac{-2(n^2 + n - 3)\hat{\alpha}_4 - 6n^3\hat{\alpha}_2^2\hat{\alpha}_2 + n(6n - 9)\hat{\alpha}_2^3 + 3n^3\hat{\alpha}_4^2 + 2n^2(n + 1)\hat{\alpha}_1\hat{\alpha}_3}{2(n - 3)(n - 2)(n - 1)} + \frac{1}{2}\hat{\mu}^3,$$

and

$$\hat{\mu}_4 = \frac{-3n^4\hat{\alpha}_4^2 + 6n^4\hat{\alpha}_2^2\hat{\alpha}_2 + (9 - 6n)n^2\hat{\alpha}_2^3 + (-12 + 8n - 4n^2)n\hat{\alpha}_1\hat{\alpha}_3 + (3n - 2n^2 + n^3)n\hat{\alpha}_4}{(n - 3)(n - 2)(n - 1)n},$$

are unbiased estimators for the parameters $\mu^2\sigma^2$, $\sigma^4$, $\mu\mu_3$, and $\mu_4$ respectively.

**Proof.** Glasser (1961) present an unbiased estimator for $\hat{\mu}^4$:

$$\hat{\mu}^4 = \frac{(n - 4)!}{n!} \sum_{i_1 \neq i_2 \neq i_3 \neq i_4} y_1 y_2 y_3 y_4,$$

where the summation is over all possible permutations of all possible sets of $i_1, i_2, i_3, i_4 \in \{1, 2, \ldots, n\}$ without repetition. For efficiency, we suggest using the following form of this estimator:

$$\hat{\mu}^4 = \left(\frac{n}{4}\right)^{-1} \sum_{i_1 \neq i_2 \neq i_3 \neq i_4} y_1 y_2 y_3 y_4,$$

where the summation is over all possible combinations of $i_1, i_2, i_3, i_4 \in \{1, 2, \ldots, n\}$ without repetition. Espejo et al. (2013) directly present an unbiased estimator for the fourth central moment $\hat{\mu}_4$:

$$\hat{\mu}_4 = \frac{-3n^4\hat{\alpha}_4^2 + 6n^4\hat{\alpha}_2^2\hat{\alpha}_2 + (9 - 6n)n^2\hat{\alpha}_2^3 + (-12 + 8n - 4n^2)n\hat{\alpha}_1\hat{\alpha}_3 + (3n - 2n^2 + n^3)n\hat{\alpha}_4}{(n - 3)(n - 2)(n - 1)n},$$
where
\[ \hat{\alpha}_k = \frac{1}{n} \sum_{i=1}^{n} y_i^k \]  

is the \( k \)th sample raw moment of the data. In addition, as an auxiliary result, they present an estimator with an expectation of \( \mu_4 + 3\sigma^4 \) in equations 13 and 15:

\[ t = \frac{n}{n-1} \left( \hat{\alpha}_4 - 4\hat{\alpha}_3\hat{\alpha}_1 + 3\hat{\alpha}_2^2 \right), \]  

\[ E[t] = \mu_4 + 3\sigma^4. \]  

It is possible to construct an unbiased estimator for \( \sigma^4 \) as a linear combination from these two estimators:

\[ \hat{\sigma}^4 = \frac{1}{3} t - \frac{1}{3} \hat{\mu}_4 \]

\[ = \frac{n^3\hat{\alpha}_4^4 - 2n^3\hat{\alpha}_2\hat{\alpha}_1^2 + (n^3 - 3n^2 + 3n)\hat{\alpha}_2^4 + 4n(n-1)\hat{\alpha}_3\hat{\alpha}_1 + n(1-n)\hat{\alpha}_4}{(n-3)(n-2)(n-1)}, \]

\[ E[\hat{\sigma}^4] = \frac{1}{3} (\mu_4 + 3\sigma^4) - \frac{1}{3} \mu_4 = \sigma^4. \]

It is known that

\[ E[\hat{\alpha}_1^4] = \mu_4 + 4\mu_3\mu + 6\sigma^2\mu^2 + \mu^4, \]

\[ E[\hat{\alpha}_1^2] = (\mu^2 + \sigma^2)^2 = \mu^4 + 2\sigma^2\mu^2 + \sigma^4. \]

We have

\[ E[\hat{\alpha}_4] = \frac{1}{n} \sum_{i=1}^{n} E[\hat{\alpha}_4^i] \]

\[ = E[\hat{\alpha}_4^i] \]

\[ = \mu_4 + 4\mu_3\mu + 6\sigma^2\mu^2 + \mu^4, \]  

\[ E[\hat{\alpha}_2] = E \left[ \frac{1}{n^2} \sum_{i} y_i^2 \sum_{j} y_j^2 \right] = \frac{1}{n^2} E \left[ \sum_{i} y_i^4 + \sum_{j=j \neq i} y_i^2 y_j^2 \right] \]

\[ = \frac{1}{n} E[\hat{\alpha}_4^2] + \frac{n-1}{n} E[\hat{\alpha}_2^2], \]

\[ E \left[ \frac{n}{n-1} \hat{\alpha}_2^2 - \frac{1}{n-1} \hat{\alpha}_4 \right] = E[\hat{\alpha}_2^2]^2 \]

\[ = \mu_4^2 + 2\sigma^2\mu^2 + \sigma^4. \]

By linearly combining an unbiased estimator for \( \mu_4 \) and for \( \sigma^4 \) to the estimator presented in Equation (95), it is possible to construct an unbiased estimate for \( \sigma^2\mu^2 \):

\[ \hat{\sigma}^2\mu^2 = \frac{1}{2(n-1)} (n\hat{\alpha}_2^2 - \hat{\alpha}_4) - \frac{1}{2} \mu_4^2 - \frac{1}{2} \sigma^4 \]

\[ = -n^3\hat{\alpha}_4^4 + 2n^3\hat{\alpha}_2\hat{\alpha}_1^2 - 4(n-1)n\hat{\alpha}_3\hat{\alpha}_1 - (2n^2 - 3n)\hat{\alpha}_2^4 + 2(2n-3)\hat{\alpha}_4 \]

\[ = \frac{1}{2(n-3)(n-2)(n-1)} \]

\[ E[\hat{\sigma}^2\mu^2] = \frac{1}{2} (\mu_4^2 + 2\sigma^2\mu^2 + \sigma^4) - \frac{1}{2} \mu_4^2 - \frac{1}{2} \sigma^4 = \sigma^2\mu^2. \]
Further, by combining the unbiased estimators for $\mu_4$, $\mu^4$, and $\sigma^2 \mu^2$ to the estimator presented in Equation (93), it is possible to construct an unbiased estimator for $\mu_3 \mu$:

$$\hat{\mu}_3 \mu = -2(n^2 + n - 3)\hat{\mu}_4 - 6n^3 \hat{\mu}_2^2 + n(6n - 9)\hat{\mu}_2^2 + 3n^3 \hat{\mu}_1^2 + 2n^2(n + 1)\hat{\mu}_1 \hat{\mu}_3 + \frac{1}{2}n^4,$$

(98)

$$E[\hat{\mu}_3 \mu] = \frac{1}{4}(\mu_4 + 4\mu^4 + 6\sigma^2 \mu^2 + \mu^4) - \frac{1}{4}\mu^4 - \frac{1}{4}\mu_4 - \frac{6}{4}\sigma^2 \mu^2 = \mu_3 \mu.$$

(99)

We have show that it is possible to construct an unbiased estimators for all the desired products of moments. The presented estimators serve as an example and other possibly more optimal estimators might be constructed.