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We propose a protocol to simulate the evolution of a non-Markovian open quantum system by considering a collisional process with a many-body system, which plays the role of an environment. As a result of our protocol the environment spatial correlations are mapped into the time correlations of a noise that drives the dynamics of the open system. Considering the weak coupling limit the open system can also be considered as a probe of the environment properties. In this regard, when preparing the environment in its ground state, a measurement of the dynamics of the open system allows to determine the length of the environment spatial correlations and therefore its critical properties. To illustrate our proposal we simulate the full system dynamics with matrix-product-states and compare this with the reduced dynamics obtained with an approximated variational master equation.

PACS numbers:

I. INTRODUCTION

Quantum simulation was envisioned as a promising innovation to expand our computational capacity beyond classical resources\textsuperscript{1}, but several years were to pass before this inception led to the development of the quantum simulation field\textsuperscript{2–3}. The main stream idea is to use a discrete space-time quantum circuit of two-body gates to mimic, as close as possible, the behavior of complex quantum systems that ultimately cannot be efficiently simulated on a classical computer. Experimental developments have brought the notion of a quantum simulator to firmer grounds in different architectures, including trapped-ions\textsuperscript{4–7}, ultra-cold atoms\textsuperscript{9–12}, and superconducting circuits\textsuperscript{13}. The simulation of the nonequilibrium dynamics of quantum systems coupled to complex environments is receiving increasing attention\textsuperscript{15–24, 26}. Several proposals have emerged that include an environment producing a classical noise\textsuperscript{23, 24} or even a quantum noise\textsuperscript{15–22, 25, 26} which may therefore yield to dissipation in the open system\textsuperscript{28}. Based on a space-time discretization, collisional models are a natural route for the simulation of such complex dynamics and to account for non-Markovian effects\textsuperscript{14–29, 33}.

In this theoretical work we propose to simulate the generic dynamics of an open system via a collisional process. We show that a sequence of collisions of the open system with a many-body system containing spatial correlations produces the same reduced dynamics as the one of an open system coupled to a structured environment as described via the usual spin-boson model. The simplicity of the underlying quantum circuit relies on the fact that the effect of the many body environment on the system dynamics is encoded into its spatial correlations. Also, these are mapped into effective noise correlation functions playing the same role as the ones in the standard open system theory\textsuperscript{8, 39}. Thus, our formalism simulates the dynamics of an open quantum system driven by a colored quantum noise containing non-Markovian correlations. The protocol requires: (i) preparing a many-body system in a state that encodes the desired spatial correlations and (ii) performing two body gates between the system of interest and the many-body environment. We restrict our analysis to ground state preparations of a 1D environment, which allow us to efficiently compute the full system-environment dynamics with matrix product states (MPS)\textsuperscript{11, 52}.

We note that we are not necessarily interested in simulating a specific non-markovian equation of motion. Instead, our focus is to simulate a bath with a specific correlation function. The resulting weak coupling master equation has a restricted applicability to simple systems. If the system is itself a complex many-body system, we would in principle have to fully diagonalize its hamiltonian in order to derive the closed form master equation. And this is unfeasible for a many-body system in the sense that the resources needed scale exponentially with system size. Therefore, we find and suggest that quantum simulation would be a powerful strategy to describe the dynamics of complex quantum systems interacting with non-white noise baths and also offer a future venue to explore the strong coupling limit in which most master equation formulations are particularly inaccurate.

In the specific case of weak coupling addressed here,
we show that the proposed protocol allows to probe criticality of a many body system \cite{27,45,46}. This is done by considering that the open system (i.e. the probe) dynamics is governed by a weak coupling ME that is driven by the environment correlations. Thus, by monitoring the dynamics of a single observable of the probe we can extract properties such as the environment correlation length, which is a typical figure of merit for distinguishing quantum many-body phases. This feature is not present in the previous literature \cite{27,143,144}. We also estimate the back-action that the probe induces on the environment and show that such back-action can be reduced for a sufficiently weak coupling yielding accurate estimation of the correlation length.

II. THE MODEL

Let us consider a discrete 1D bosonic chain with Hamiltonian $H_B$, described by annihilation (creation) operators $b_i, (b_i^\dagger)$ located at each site $i$, and prepare it in its ground state. Generically, we define the first order correlations $C^{(1)}(i,j) = \langle b_i b_j \rangle$, $C^{(2)}(i,j) = \langle b_i^\dagger b_j^\dagger b_j b_i \rangle$, $C^{(3)}(i,j) = \langle b_i b_j^\dagger b_j^\dagger \rangle$, $C^{(4)}(i,j) = \langle b_i b_j^\dagger \rangle$, and their corresponding average length,

$$\bar{\xi}^{(n)}(t) = \sqrt{\frac{\sum_j b_j^\dagger C^{(n)}(t,j)}{\sum_j C^{(n)}(t,j)}}.$$

In the thermodynamic limit, the ground state phase diagram of a generic many-body system may have nongeneric phases with exponentially vanishing correlations $C(i,j) \propto e^{-|i-j|/l}$ and critical phases with power-law correlations $C(i,j) \propto |i-j|^{-K}$ \cite{48,49,50,51,52}.

We now consider a collisional protocol in which a quantum system with Hamiltonian $H_S$ quickly sweeps through the 1D system and weakly interacts with each of its sites one at a time (see illustration in Fig. 1). We assume that the sweep and quantum gates are fast enough such that the dynamics of the 1D system induced by $H_B$ can be neglected. This process is described by a sequence of unitary transformations $U_1(\Delta t), U_2(\Delta t), \ldots, U_i(\Delta t), \ldots, U_N(\Delta t)$ corresponding to two-body gates

$$U_i(\Delta t) = e^{-ihS + H_{int}(t_i)}\Delta t,$$

acting at collision-times $t_1, t_2, \ldots, t_i, \ldots, t_N$ and lasting for a short time interval $\Delta t = t_{i+1} - t_i$. Thus, the collisions occur at times $t_i = i\Delta t$, at positions $x_i = i\Delta x$, and at speed $v = \Delta x/\Delta t$. At each collisional time $t_i$ the system-environment coupling is described by an interaction Hamiltonian $H_{int}(t_i) = Jb_i^\dagger \varepsilon + Jb_i \varepsilon$, where $J$ can be identified as a system jump operator, and $\varepsilon$ is the coupling strength. Let us now define the quantum noise $B_{t_i} = b_i \varepsilon$. This noise processes inherits the correlations of the many-body ground-state such that the static spatial correlations of the 1D environment are perceived by the system as time-correlations of the noise process. Explicitly, we have

$$\langle B_i B_j \rangle = \langle b_i b_j \rangle \varepsilon^2 = C^{(1)}(t_i, t_j),$$  

$$\langle B_i^\dagger B_j \rangle = C^{(2)}(t_i, t_j),$$  

$$\langle B_i^\dagger B_j^\dagger \rangle = C^{(3)}(t_i, t_j),$$  

$$\langle B_i B_j^\dagger \rangle = C^{(4)}(t_i, t_j),$$

where we have included the coupling strength in the definition of the correlation functions.

Let us now consider the difference between the system wave function at a time $t + \Delta t$ and the one at a time $t$,

$$|\Psi(t + \Delta t)\rangle - |\Psi(t)\rangle = [U_i(\Delta t) - 1]|\Psi(t)\rangle,$$

and divide such equation by $\Delta t$. In the following, we assume the continuous limit in which $\Delta t \to 0$, such that the discrete time and space coordinates become continuous variables, i.e. $t_i \to t$ and $b_i \to b(t)$, with $t = x/v$ being the continuous limit of the space coordinate and $v$ is the speed of the moving quantum system. Thus, in the continuous limit, the evolution resulting from the repeated application of the gates defined in \cite{2} corresponds to the following quantum stochastic Schrödinger equation \cite{19}

$$\frac{d|\Psi(t)\rangle}{dt} = -i [H_S + H_{int}(t)]|\Psi(t)\rangle,$$

where $H_{int}(t) = Jb_i^\dagger + J^\dagger b_i$, where $B_t = b_i \varepsilon$. In interaction picture with respect to the system, we have

$$d|\Psi(t)\rangle = -iH_{int}(t)|\Psi(t)\rangle dt,$$

with $H_{int}(t) = Jb_i^\dagger \varepsilon + J^\dagger b_i \varepsilon$, and $J_t = e^{iH_S t-j}\frac{d}{dt} e^{-iH_S t}$. Considering the interaction picture, a ME for the reduced state of the system $\rho^{(S)} = \text{tr}_B \{\hat{P}_t\}$, with $\hat{P}_t = |\Psi(t)\rangle \langle \Psi(t)|$ may be derived as

$$\frac{d\rho^{(S)}_t}{dt} = -i\text{tr}_B \left\{ [J_t B_i^\dagger + J_t^\dagger B_i, \hat{P}_t] \right\},$$

FIG. 2: Data for a BH environment of 200 sites with the qubit initialized in the up state. (Left) MPS calculated qubit population as a function of collisions with the corresponding ME fit and the (upper right) corresponding ground-state correlations. (Lower right) We also show the fitted $C^{(2)}(\tau)$ in log scale. The blue curve being orders of magnitude smaller thus largely neglected in the plot.
which requires computing averages such as \( \text{tr}_B \{ B_i \hat{P}_t \} \), \( \text{tr}_B \{ B_i^\dagger \hat{P}_t \} \), \( \text{tr}_B \{ \hat{P}_t B_i \} \) and \( \text{tr}_B \{ \hat{P}_t B_i^\dagger \} \). In order to compute them up to second order in the coupling parameter \( \varepsilon \), we perform a perturbative expansion of the projector \( \hat{P}_t \):

\[
\hat{P}_t = \hat{P}_0 - i \int_0^t dt' [H_{\text{int}}(t'), \hat{P}_0] + \mathcal{O}(\varepsilon^2). \tag{7}
\]

where we consider that \( \hat{P}_0 = \rho_0(0) \), with \( \rho_0(0) \) and \( \rho_B(0) \) the system and environment initial states, respectively. Thus, we find a Novikov-like relation \( \text{tr}_B \{ B_i \hat{P}_t \} = \rho_t^{(S)} \equiv \rho_t \), valid up to second order

\[
\text{tr}_B \{ B_i \hat{P}_t \} = -i \langle B_i \rangle \rho_0(0) - i \int_0^t dt' \left[ \langle B_i B_{i'} \rangle J_{t'}^\dagger \rho_t^{(S)} + \langle B_i B_{i'} \rangle J_{t'} \rho_t^{(S)} - \rho_t^{(S)} \langle B_i B_{i'} \rangle J_{t'}^\dagger - \rho_t^{(S)} \langle B_i B_{i'} \rangle \right], \tag{8}
\]

and a similar equation is found for \( \text{tr}_B \{ B_i^\dagger \hat{P}_t \} \), \( \text{tr}_B \{ \hat{P}_t B_i \} \) and \( \text{tr}_B \{ \hat{P}_t B_i^\dagger \} \). Here, we have defined \( \langle B_i \rangle = \text{tr}_B \{ B_i \rho_B(0) \} \) and \( \langle B_i B_{i'} \rangle = \text{tr}_B \{ B_i B_{i'} \rho_B(0) \} \). Also, consistently to second order we have replaced \( \rho_t^{(S)} \approx \rho_t \), with \( \rho_t^{(S)} = e^{H_{\text{int}}t} \rho_0(0) e^{-H_{\text{int}}t} \), in all the second order terms at the right hand side of the equation \( \text{(8)} \). In addition, the time correlation functions as the continuum limit of their discrete counterparts given by Eqs. \text{(4)}. Considering this, and going back to the Schrödinger equation, we find that the master equation up to second order in the coupling parameter can be written as

\[
\frac{d\rho_t^{(S)}}{dt} = -i[H_S, \rho_t^{(S)}] - i[J\langle B_i \rangle + J^\dagger \langle B_{i'} \rangle, \rho_0^{(S)}]
- \frac{1}{2} \int_0^t dt' \left\{ C^{(1)}(t, t') \left[ J^\dagger J_{t'} - \rho_t^{(S)} J^\dagger - \rho_t^{(S)} J_{t'} + \text{h.c.} \right] + C^{(2)}(t, t') \left[ J_{t'} J^\dagger - \rho_t^{(S)} J_{t'} - \rho_t^{(S)} J^\dagger + \text{h.c.} \right] + C^{(3)}(t, t') \left[ J_{t'} J^\dagger - \rho_t^{(S)} J_{t'} - \rho_t^{(S)} J^\dagger + \text{h.c.} \right] + C^{(4)}(t, t') \left[ J^\dagger J_{t'} - \rho_t^{(S)} J^\dagger - \rho_t^{(S)} J_{t'} + \text{h.c.} \right] \right\}. \tag{9}
\]

As it can be seen, this ME is identical to the one of a standing open system coupled with a strength \( g \) to a set of independent harmonic oscillators (characterized by \( b_k \) and \( b_k^\dagger \) and having eigenfrequencies \( \omega_k \) and a state \( \rho_B \)), as described with the spin-boson model. This model leads to correlations of the form \( C^{(1)}(t, t') = \sum_{k, k'} g_k g_{k'} \langle b_k b_{k'} \rangle \text{tr}_B \{ \rho_B b_k b_{k'}^\dagger \} e^{i\omega_k t - i\omega_{k'} t'} \), for instance.

Moreover, to probe the environment state we shall measure the reduced dynamics of the open system to get \( \rho_t^{(P)} = \text{tr}_B \{ |\Psi_t \rangle \langle \Psi_t | \} \) governed by the eq. \text{(5)}. Further, considering that this quantity is also approximately obtained with the ME \text{(9)} we may employ a variational optimization to determine the parameters in the correlations \( C^{(i)}(t, t') \) that best minimize the distance

\[
\min_{\{C^{(i)}\}} \int_0^t \left| \text{tr}_B \{ |\Psi_t \rangle \langle \Psi_t | \} - \rho_t^{(S)} \right| dt'. \tag{10}
\]

III. DISSIPATION OF A QUBIT

As a first benchmark we show that the proposed protocol allows to simulate decaying dynamics, contrary to proposals based on classical noise [28]. We consider that the system is a qubit having negligible free dynamics for simplicity. We also consider as environment a 1D Bose-Hubbard

\[
H_B = \sum_i \left[ -h(b_i b_{i+1}^\dagger + b_{i+1} b_i^\dagger) + \frac{\mu}{2} b_i^\dagger b_i b_i b_{i+1}^\dagger + \mu b_i b_{i+1}^\dagger \right]. \tag{11}
\]

Here, \( h \) is the hopping rate, \( \mu \) is the on site interaction between bosons and \( \mu \) is a local energy scale or chemical potential. In the thermodynamic limit, the ground state phase diagram of the model has a Mott phase with exponentially vanishing correlations and a critical superfluid phase with power-law correlations [33, 44]. The sys-
tem is coupled to the environment via a jump operator \( J = \sqrt{\gamma} \sigma \), that is, a lowering operator, with \( \gamma \) being the effective coupling strength to the environment. Using SWAP gates and an MPS ansatz we simulate the protocol of the traveling qubit at constant speed as it traverses the 1D environment with \( N = 200 \) oscillators, by integrating eq. (5). The maximal truncation error we have is \( 10^{-11} \), the bond dimension is \( D = 500 \) and the environment local dimension is \( d = 5 \). We also analyze the system dynamics with the approximate ME (6). Given our choice for the environment, at very low densities we may assume that the correlations governing the equation have the form

\[
C^{(2)}(i,j) = A(1 + |i - j|)^{-K} + Be^{-|i-j|/l},
\]

with \( C^{(1)} = C^{(2)} \) and \( C^{(1)}(0) = 1 + C^{(2)}(0) \) and \( C^{(3)} = C^{(4)} = 0 \) as corresponds to Gaussian colored noise. Thus, the resulting ME (6) describes the dissipative decay of an open system coupled to an environment in equilibrium. Further, the effects of temperature could be included by adding collisions with a second lattice, following a thermostatic transformation (10).

In Fig. 2 we show the time evolution of the qubit population and the correlations of the environment ground-state for both MPS and ME results. We observe pure exponential decay for a non-critical environment at \( \mu = 2h \). Changing the chemical potential leads to a transition into the longer-range correlated (superfluid) states. The resulting system dynamics present more structure, as it corresponds to a non-Markovian regime. This is the opposite case of what is observed in Ref. 26 for a standing probe, where the superfluid regime leads to more Markovian dynamics. We also point out that the MPS based system-environment simulation is exact, as it takes into account fine-size effects and the back-action that the system exerts on the environment, while the approximate ME neglects both. Thus, mismatches are expected even though we find very good agreement between the two models. Very close to the phase transition the mentioned back-action seems more dramatic leading to the worst match. Slightly farther away from the phase transition the ME seems to be a very accurate approximation.

IV. A BOSONIC QUANTUM PROBE

We now explore higher density regimes, more specifically a region around the first Mott lobe. In addition, we use a bosonic system having a jump operator \( J = \sqrt{\gamma}a \) with annihilation operator \( a \). The probing aspect of our scheme is shown in Fig. 3 in which we report an overview of the phase diagram around the first Mott lobe. In detail, we show both the correlation length (1) directly calculated from the ground-state and extracted from the probe. The latter result is obtained by using a generic search algorithm [51] to solve a simplified version of the variational problem of Eq. (10).

\[
\min_{\{C^{(n)}\}} \int_0^t \left[ \text{tr} \{O|\Psi_{t'}\rangle\langle\Psi_{t'}|\} - \text{tr} \left\{ O\rho^{(S)}_{t'} \right\} \right] dt', \tag{13}
\]

with \( O = a^\dagger a \). The advantage of this simplification is that Eq. (10) would require the tomography of the probe state in an experimental setting. Eq. (13) relies solely on the dynamics of a single observable. Comparing the top and middle panels of Fig. 3 we can see that the probed correlation length is faithful to the original. There are, however, small fluctuations in the optimization procedure. This is due to the fact the the variational problem has very “shallow” minima such that it is numerically difficult to resolve within a small vicinity around the optimal solution. Interestingly, the bottom panel of Fig. 3 shows that the probe population after the last collision (approaching its steady state) undergoes a transition which resembles the environment phase transition. We shall remark that even though the correspondence between the top and bottom panel is remarkable it is not perfect since the environment size is relatively small, 50 sites, and therefore the probe dynamics approaches but does not reach the steady state of the map that emerges from the collision process.

Next we analyse the dynamics of the probe, its steady state and the system back-action into the environment state. To this aim, we increase the environment size to 200 sites. In the top panel of Fig. 4 we show the dynamics of the probe for a collision strength (given by the rate between the interaction time and the system decay time scale \( \sim 1/\gamma \)), \( \gamma dt = 0.02 \). Lighter colors correspond to larger \( -\mu/\gamma \) and thus fall inside the Mott phase that generates monotonic (exponential) dynamics. Darker colors fall inside the super-fluid phase that generates structured dynamics. The middle panel represents the correlation length \( \xi^{(2)} \) computed from the MPS calculation of the ground state (full colored markers), and the variational ME (empty markers) considering again two values of collision strength \( \gamma dt \). When considering strong collisions, the error in estimating the original correlation length is bigger in the Mott phase than in the super-fluid phase. However, for weaker collisions \( \gamma dt = 0.005 \) we find virtually perfect agreement in all regimes. The dashed rectangle in the middle panel indicates the transition region in which it becomes numerically challenging to converge with MPS to the ground state of such large systems. More specifically, all our variational determinations of the ground states have converged with 5 MPS steps in the variational algorithm except at this region. In the bottom panel of Fig. 4 we show that the asymptotic population of the probe after 200 collisions shows a strong signature of the phase transition that confirms that the ground state phase transition appears to produce a dynamical phase transition on the probe.

Our algorithm could be simulated with ultracold atoms of two types, \( a \) and \( b \), which can be achieved by considering atoms in two different hyperfine ground states. Similar to the proposals in Refs. 54, 55, atoms in \( a \) and \( b \)}
FIG. 4: Bosonic probing of a Bose-Hubbard system of 200 sites for $h = 0.1u$ and probe initialized in vacuum. (Top panel) Population of the probe calculated with MPS (markers) and ME (solid lines) as a function of collisions and considering $\gamma dt = 0.02$. Darker and lighter colors correspond to smaller and larger values of $-\mu/u$ respectively, which are specified in the middle panel of the same figure. (Middle panel) Correlation lengths both for the unperturbed ground-state (full-markers) and probed result as given by the ME (empty markers). (Bottom) Asymptotic population of the probe after 200 collisions, with the symbols having the same interpretation as in the middle panel.

FIG. 5: Possible experimental implementation of the collisional model with ultra-cold atoms.

V. CONCLUSION

We have proposed a collisional model for simulating colored quantum noise, which is based on a simple quantum circuit and does not rely on multiple collisions inside the bath. The formalism allows us to harness the emerging correlations of many-body ground-states to generate non-Markovian dynamics. Conversely, we have shown that the protocol may be used to probe quantum phases with each site $b_i$ at a time, as described by the interaction Hamiltonian $Jb_i^0\varepsilon \Delta t + J^b_i\varepsilon \Delta t$. The interaction strength $\varepsilon$ as well as the interaction time $\Delta t$ can be experimentally tuned.

The nature of the interaction, and therefore the interaction strength depends on the choice of the implementation. For instance, in [53] the interaction is produced by combining a laser that couples the two hyperfine levels $a$ and $b$ with a collisional process. Such a collisional process is described by a contact pseudopotential with coupling parameter $g_{ab} = 4\pi a_{ab}\hbar^2/m$ ($a_{ab}$ the corresponding s-wave scattering length and $m$ is the atomic mass) that determines the coupling strength between the system and the environment. Following the proposal in [55], a second possibility is to consider that atoms in $b$ are coupled to atoms in $a$ only through a two photon Raman transition. In this case, the coupling strength of the interaction Hamiltonian is simply determined by the laser Rabi frequency $\Omega$, i.e. $\varepsilon \sim \Omega$, and therefore is also completely tunable. As an alternative to the above schemes, one may consider an impurity with two internal levels immersed in a three dimensional BEC, as proposed in [56].

We shall remark that in the present protocol the other sites in the lattice $a$ do not come into play, since such atoms are assumed to be in a Mott insulating phase where no tunneling to neighboring sites is allowed. Allowing the tunneling in lattice $a$ (or even shifting such a lattice too) would nevertheless lead to an interesting interplay between the many-body dynamics of atoms in $a$ and the dissipation produced by the sequential coupling with atoms in $b$. 

The two optical lattices are located perpendicular to each other with a single crossing point, where the interaction between the two types of atoms occur, as sketched in Fig. 5. In order to perform the protocol, the lattice that traps $b$ atoms, for instance, is sequentially shifted with respect to the $a$ lattice by dynamically tuning the corresponding lasers. Such lattice shifting was theoretically proposed in [52] and first experimentally realized in [54]. In that way, a single site $a$ sequentially interacts with each site $b_i$ at a time, as described by the interaction Hamiltonian $Jb_i^0\varepsilon \Delta t + J^b_i\varepsilon \Delta t$. The interaction strength $\varepsilon$ as well as the interaction time $\Delta t$ can be experimentally tuned.

The nature of the interaction, and therefore the interaction strength depends on the choice of the implementation. For instance, in [53] the interaction is produced by combining a laser that couples the two hyperfine levels $a$ and $b$ with a collisional process. Such a collisional process is described by a contact pseudopotential with coupling parameter $g_{ab} = 4\pi a_{ab}\hbar^2/m$ ($a_{ab}$ the corresponding s-wave scattering length and $m$ is the atomic mass) that determines the coupling strength between the system and the environment. Following the proposal in [55], a second possibility is to consider that atoms in $b$ are coupled to atoms in $a$ only through a two photon Raman transition. In this case, the coupling strength of the interaction Hamiltonian is simply determined by the laser Rabi frequency $\Omega$, i.e. $\varepsilon \sim \Omega$, and therefore is also completely tunable. As an alternative to the above schemes, one may consider an impurity with two internal levels immersed in a three dimensional BEC, as proposed in [56].
via their correlations also showing that the probe back-action can be made negligible. Ultimately, the protocol can be used as a basis to implement non-Markovian dynamics of many-body open systems also at strong coupling, which may require colliding many-body systems (having arbitrary dimension and structure).
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