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ABSTRACT
Recent advances in dense retrieval techniques have offered the promise of being able not just to re-rank documents using contextualised language models such as BERT, but also to use such models to identify documents from the collection in the first place. However, when using dense retrieval approaches that use multiple embedded representations for each query, a large number of documents can be retrieved for each query, hindering the efficiency of the method. Hence, this work is the first to consider efficiency improvements in the context of a dense retrieval approach (namely ColBERT), by pruning query term embeddings that are estimated not to be useful for retrieving relevant documents. Our proposed query embedding pruning reduces the cost of the dense retrieval operation, as well as reducing the number of documents that are retrieved and hence require to be fully scored. Experiments conducted on the MSMARCO passage ranking corpus demonstrate that, when reducing the number of query embeddings used from 32 to 3 based on the collection frequency of the corresponding tokens, query embedding pruning results in no statistically significant differences in effectiveness, while reducing the number of documents retrieved by 70%. In terms of mean response time for the end-to-end to end system, this results in a 2.65x speedup.
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1 INTRODUCTION
Pretrained contextualised language models such as BERT [2] are able to successfully exploit general language features in order to capture the contextual semantic signals allowing to better estimate the relevance of documents w.r.t. a given query, leading to effective search ranking improvements when re-ranking the documents obtained from a classical inverted index [7]. Recently, representation-focused models have gained attention due to their ability to capture semantic information and because they allow to pre-compute document representations at indexing time, greatly reducing the query processing times [5, 9, 10, 18]. Representation-focused models aim at learning a function mapping a sequence of tokens, e.g., a query or a document, into one or more real-valued vectors called embeddings. These embeddings are then combined to compute a similarity score between the query and the document. Inspired by distributional word embeddings [14], many works have adopted some pooling technique such as max- and mean-pooling to generate a single representation for a sequence of terms. However, the use of a single representation in effect compresses all possible semantic facets of the given text into a single vector. More recently, multiple representations, composed by a list of embeddings, one per term in the sequence, have been investigated [4, 5, 8]. In this case, there is a similarity score between every query term embedding and every document term embedding, and the pooling is performed when all similarity scores have been computed. Most neural ranking approaches have been used to by re-rank the documents identified by a classical inverted index using relevance models such as BM25, in a multi-stage ranking architecture [6, 13], However, lexical matching models relying solely on an inverted index may not identify the contextually related candidate documents that would have been highly scored by an effective neural ranking model. Instead, by utilising documents encoded as vectors at indexing time and queries encoded as vectors at query processing time, dense retrieval approaches [5, 17] are of growing interest. In dense retrieval, the top-ranked documents for a given query are computed by identifying the most similar document embeddings to the given query embeddings, employing a nearest neighbour search procedure. Nearest neighbour search with single representations has been shown to be efficient, but less effective than multiple representations [7]. On the other hand, when multiple representations are exploited, as pioneered by Khattab and Zaharia [5], a multi-stage dense retrieval approach can be executed, where the first stage conducts an approximate but highly efficient nearest neighbour search, retrieving documents to be exactly scored by the second stage.

However, using multiple representations for dense retrieval results in a first-stage that retrieves many documents. These documents are then re-ranked in the second stage, and the time spent in re-ranking is directly proportional to the number of documents retrieved by the first stage. Hence, the time taken to score all retrieved documents can be expensive. Instead, this paper proposes the adaptation of dynamic pruning strategies for dense retrieval. The retrieval of the most similar documents through ANN can be seen as a term-at-a-time (TAAT) set retrieval. TAAT retrieval for classical best match weighting models (such as BM25) involves the processing of all the documents in which a specific query term appears, to compute a query-document score contribution stored in each document’s score accumulator [16]. Dynamic pruning strategies have been proposed to reduce the number of accumulators...
being created or updated. In the case of TAAT Quit dynamic pruning strategies, query processing terminates after a certain number of query terms have been processed and the top k documents are selected from the documents processed thus far. In our query embedding pruning approach, we are inspired by TAAT Quit, by proposing to estimate which multiple query embeddings are useful for dense retrieval. Indeed, by pruning out less useful query embeddings, we can conduct faster approximate nearest neighbour search, reduce the number of documents that are retrieved by the first stage dense retrieval, and obtain a faster second-stage scoring.

In summary, this work contributes (i) a first examination of the usefulness of different query embeddings in multiple representation dense retrieval, and (ii) the novel proposition of dynamic pruning of query embeddings for dense retrieval. In particular, our experiments conducted on the MSMARCO passage ranking corpus demonstrate that, for example, when reducing the number of query embeddings used from 32 to 3, our query embedding pruning approach results in no statistically significant differences in effectiveness, while reducing the number of documents retrieved by 70%.

2 DENSE RETRIEVAL

We assume that queries and documents are sequences of terms from a given vocabulary \( V \). Any term is represented by a real-valued vector of dimension \( d \), called an embedding. More formally, let \( f_Q : V^n \rightarrow \mathbb{R}^{n \times d} \) be a learned function mapping a given query embedding \( \phi_i \), i.e., \( \{\phi_1, \ldots, \phi_n\} = f_Q(t_1, \ldots, t_n) \). Similarly, let \( f_D : V^n \rightarrow \mathbb{R}^{n \times d} \) be a (potentially different) learned function mapping a given document embedding \( \psi_j \), i.e., \( \{\psi_1, \ldots, \psi_n\} = f_D(t_1, \ldots, t_n) \). Hence, a query \( q \) composed by \( |q| \) tokens is represented by \( |q| \) query embeddings \( \{\phi_1, \ldots, \phi_{|q|}\} \). Analogously, a given document \( d \) composed by \( |d| \) tokens is represented by \( |d| \) document embeddings \( \{\psi_1, \ldots, \psi_{|d|}\} \). Given two embeddings, their similarity is computed by the dot product. Hence, for a query \( q \) and a document \( d \), their final similarity score \( s(q, d) \) is obtained by summing up the maximum similarity between the query token embeddings and document token embeddings:

\[
s(q, d) = \sum_{j=1}^{|d|} \max_{i=1,\ldots,|q|} \phi_i^T \psi_j
\]

The document embeddings from all documents in the collection are pre-computed through the application of the \( f_D \) learned function and stored into an index data structure for vectors supporting similarity searches. This can identify the closest vectors to a given input vector leveraging with cosine or dot product vector comparisons. Query token embeddings are computed at runtime leveraging the \( f_Q \) learned function; queries may also be augmented with additional masked tokens to provide a soft, differentiable mechanism for learning to expand queries with new terms or to re-weigh existing terms based on their importance for matching the query" [5].

In order to reduce the time required to compute the similarities between query and document embeddings using Eq. (1), it is possible to shift from an exact to an approximate nearest neighbour (ANN) search. With ANN, the document embeddings are stored in a quantised form, suitable for fast searching. However, the approximate similarity scores between these compressed embeddings are inaccurate, and hence are not used for computing the final top documents. Indeed, ANN search computes, for each query embedding

---

1 In current practice [5], queries are augmented up to 32 query token embeddings.
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Figure 2: TREC 2019 deep learning track effectiveness for various numbers of query embeddings ($k’ = 1000$).

According to Eq. (4), in query embedding pruning, the ANN search does not compute the set of retrieved documents to be re-ranked over all query embeddings, but it only processes the $p$ most important query embeddings, and computes the $k’$ document embeddings most similar to those only. Note that query embeddings are only pruned for the first ANN stage, and are restored for the exact scoring stage. Our approach ignores the less important query embeddings, thus, as a consequence, lesser query embeddings processed in ANN search will generate lesser documents to be re-ranked using all document embeddings. The identification of the most important query tokens requires a concept of ordering among query embeddings. A natural way to rank the query embeddings is to order them by ascending order of frequency in the collection of the corresponding query tokens. This is akin to the ordering of query terms in TAAT by IDF. We denote this ranking of query embeddings as Inverse Collection Frequency (ICF)⁴, and postulate that the frequency in the collection of the query token corresponding to a query embedding is inversely proportional to its importance in identifying relevant documents. Note that special tokens such as CLS and the masked tokens do not correspond to any document token, hence they are placed after the query embeddings corresponding to actual wordpieces, CLS then masked tokens.

4 EXPERIMENTS

Our experiments make use the MSMARCO passage ranking dataset and the PyTerrier IR experimentation platform [11, 12]. We use the ColBERT implementation provided by the authors⁵, which we have extended⁶. We follow [5] for the settings of ColBERT; the resulting document embeddings index is 176 GB. The FAISS ANN index is trained on a randomly selected 5% sample of the document embeddings. The resulting FAISS index is 16 GB. ANN search is performed on the 10 partitions most similar to the given input embeddings. For evaluating effectiveness, we use the available querysets with relevance assessments: the official small version of the MSMARCO Dev set, consisting of 6,980 queries with on average 1.1 judgements per query, as well as the TREC 2019 queryset, which contains 43 queries with an average of 215.3 judgements per query⁷. To measure effectiveness, we employ MRR@10 for the MSMARCO Dev queryset, and the MRR@10, nDCG@10 and MAP for the TREC queryset. We

3 QUERY EMBEDDING PRUNING

As we have shown in Section 2, the query embeddings do not contribute equally to the final effectiveness of the document set. We argue that not every query embedding will bring useful documents for retrieval, even if each query embedding well represents the context of the query term. Hence, we propose to adapt the TAAT Quit dynamic pruning strategy to Equation (3). TAAT query processing, as well as its dynamic pruning strategies, orders the query terms by relative importance, e.g., inverse document frequency, such that the rarest query term was executed first. This is motivated by the fact that in best match weighting models the rarest query terms appearing in a document contribute most to the final document score, compared to more common terms. Similarly, we postulate that the most important query tokens⁸ are more likely to bring relevant documents than non-relevant documents, and therefore we propose to prune (remove) the unimportant query embeddings. Indeed, Formal et al. [3] noted that exact matches and the more important terms contribute more to the overall ColBERT scores; we argue that these terms are those that should be the focus of the ANN search.

We propose the following query embedding pruning strategy to compute the results of the ANN search in conjunction with Eq. (2):

\[
D(k') = \bigcup_{i=1}^{p} D_i(k').
\]  

---

1 While we use the notion of terms and tokens, these could be wordpieces as identified by the BERT tokeniser.
2 Collection frequency is usually correlated with document frequency. Indeed, in our initial experiments we find that ICF and IDF result in almost identical orderings of query terms, and hence only ICF is reported.⁵ https://github.com/stanford-futuredata/ColBERT
3 Additional experiments conducted on TREC 2020 confirmed our results.
compare our results to the default setting of dense retrieval of ColBERT, using all 32 query embeddings, and retrieving \( k' = 1000 \) documents for each query embedding. In conducting our experiments addressing the efficiency, we determine the success of our query embeddings pruning strategy based on ICF\( ^8 \), compared to the baseline approach, called First, by demonstrating that for a fixed number of embeddings, it attains effectiveness that is not significantly different from that of the default setting, while resulting in less documents being retrieved and re-scored by ColBERT’s second-stage.

The red and blue curves in Figure 3 correspond to selecting query embeddings based on their order in the query (denoted First) and based on collection frequency (denoted ICF). In general, from each of the figures, we can see that first (red) curve always exhibits lower effectiveness with a similar number of documents retrieved. For instance, when using one query embedding, on MSMARCO Dev, First retrieves on average 824 documents and achieves an MRR@10 of 0.2165; in contrast, ICF retrieves less documents (724) and achieves a higher MRR@10 (0.3229). Similar trends are observed for nDCG@10 and MAP on the TREC 2019 query set, where effectiveness is always increased by using ICF compared to First, while retrieving a similar number of documents (689 for First vs. 880 for ICF). Moreover, ICF exhibits less statistically significant differences in effectiveness compared to First.

In general, the higher effectiveness of ICF over First is apparent for larger number of query embeddings, and effectiveness saturates at less query embeddings retrieving less documents: for instance, for nDCG@10 and MAP on TREC 2019 (Figures 3(a) and 3(b)), at \( p = 2 \), ICF reaches the same values as the full ColBERT retrieval with 32 query embeddings, but re-ranking 1367 documents only on average, while First needs at least \( p = 8 \) query embeddings and 4441 documents on average. On MSMARCO Dev (Figures 3(c)), MRR@10 reaches the value of the full ColBERT retrieval with just the \( p = 3 \) query embeddings with the highest ICF score. When reducing \( p \) from 32 to 3, we decrease the number of documents retrieved by the first stage by \( 70\% \), e.g., from ~7000 to ~2000. In terms of mean response time for the end-to-end to end system, this results in a 2.65× speedup. The results in this paper give rise to several possible direction of future work. The effectiveness of pruning suggests that adapting static pruning [1] to work on embedding-based document representations before approximate nearest neighbour search may also have potential. Moreover, query embedding pruning can be applied selectively [15], with a different number of embeddings selected for different queries.

5 CONCLUSIONS

In this paper, we identified efficiency challenges concerning the use of multiple embedding representations of queries and documents for dense retrieval. We proposed query embedding pruning, and demonstrated that a subset of the original query embeddings can be used for effective retrieval while reducing the number of document requiring to be exactly scored. For example, when reducing the number of query embeddings used from 32 to 3, our approach results in no statistically significant differences in effectiveness, while reducing the number of documents retrieved and fully scored by 70%. In terms of mean response time for the end-to-end to end system, this results in a 2.65× speedup. The results in this paper give rise to several possible direction of future work. The effectiveness of pruning suggests that adapting static pruning [1] to work on embedding-based document representations before approximate nearest neighbour search may also have potential. Moreover, query embedding pruning can be applied selectively [15], with a different number of embeddings selected for different queries.
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