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Abstract—Although the unscented Kalman filter (UKF) is applicable to nonlinear systems, it turns out that, for linear systems, UKF does not specialize to the classical Kalman filter. This situation suggests that it may be advantageous to modify UKF in such a way that, for linear systems, the Kalman filter is recovered. The ultimate goal is thus to develop modifications of UKF that specialize to the Kalman filter for linear systems and have improved accuracy for nonlinear systems. With this motivation, this paper presents two modifications of UKF that specialize to the Kalman filter for linear systems. The first modification (EUKF-A) requires the Jacobian of the dynamics map, whereas the second modification (EUKF-C) requires the Jacobian of the measurement map. For various nonlinear examples, the accuracy of EUKF-A and EUKF-C is compared to the accuracy of UKF.

I. INTRODUCTION

The Unscented Kalman filter (UKF) is widely applied to nonlinear estimation problems [1]. UKF was introduced in [2], [3] has been applied to attitude estimation [4], navigation [5], battery-charge estimation [6], and state and parameter estimation in atmospheric models [7].

Like the Ensemble Kalman filter (EnKF) [8], UKF propagates an ensemble in order to compute the mean and covariance of the state estimate. However, unlike EnKF, which approximates the covariance using statistics of the propagated ensembles, UKF uses unscented transformations to approximate the covariances, which allows UKF to reduce the size of the ensemble to $2n + 1$, where $n$ is the dimension of the state of the system. Since UKF propagates the ensemble using the nonlinear dynamics map, the accuracy of UKF is expected and is also reported to be better than that of the Extended Kalman filter, which is based on the linearized dynamics [9].

The UKF gain and covariance update are motivated by the corresponding expressions used in the Kalman filter. Hence, it is reasonable to expect that, in the case of a linear system, the UKF gain and the covariance update will coincide with Kalman filter. However, it turns out that UKF does not specialize to the classical Kalman filter when applied to a linear system. This is due to the fact that effect of the process noise does not pass through to the output-error covariance. In fact, UKF output covariances and the propagated state covariance are found to be missing the process noise term when applied to a linear system, as shown in this paper.

This paper presents two extension of UKF that specialize to the Kalman filter for linear systems. The first extension, named Extended UKF-A (EUKF-A), uses the gradient of the dynamics map to account for the missing term, whereas the second extension, named Extended UKF-C (EUKF-A), uses the gradient of the measurement map to account for the missing term. In the case of a linear system, both of these modifications are equivalent and exactly recover the Kalman filter. Note that the names EUKF-A and EUKF-C are motivated by the fact that these modifications use the gradient of the dynamics and the measurement map, similar to EKF. However, unlike EKF, EUKF-A and EUKF-C use a $2n + 1$-member ensemble along with the gradient of the dynamics map and the measurement map to propagate uncertainty. This additional information allows EUKF-A and EUKF-C to improve the accuracy in comparison to UKF.

Since EUKF-A uses the gradient of the dynamics map and requires the computation of its inverse, the improved accuracy might not justify the additional computational cost. In contrast, EUKF-C uses the gradient of the measurement map, which in most applications is linear and constant, or computationally inexpensive to compute since the number of outputs is usually much smaller than the dimension of the state, and thus is potentially a low-cost extension of UKF. Assuming that EnKF gives the true propagated covariance, the nonlinear examples considered in this paper show that both EUKF-A and EUKF-C improve the accuracy of the propagated covariance compared to classical UKF.

This paper is organized as follows. Section II briefly reviews the Kalman filter to introduce the terminology and notation used in this paper. Section III briefly reviews UKF. Section IV applies UKF to a linear system and shows that UKF is suboptimal. Section V proposes two extensions to the classical UKF that special to Kalman filter in the case of linear systems. Section VI applies the proposed extensions to two nonlinear systems and compares the accuracy of uncertainty propagation with EKF, EnKF, and UKF. Finally, the paper concludes with a discussion in Section VII.

II. SUMMARY OF THE KALMAN FILTER

This section briefly reviews the Kalman filter to introduce terminology and notation for later sections. Consider a linear system

$$x_{k+1} = A_k x_k + B_k u_k + w_k, \quad (1)$$
$$y_k = C_k x_k + v_k, \quad (2)$$

where, for all $k \geq 0$, $A_k, B_k, C_k$ are real matrices, $w_k \sim \mathcal{N}(0, Q_k)$ is the disturbance, and $u_k \sim \mathcal{N}(0, R_k)$ is the
sensor noise.

For the system (1), (2), consider the filter

\[ \hat{x}_{k+1|k} = A_k \hat{x}_{k|k} + B_k u_k, \]
\[ \hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + \hat{K}(y_{k+1} - C_k \hat{x}_{k+1|k}), \]
where \( \hat{x}_{k+1|k} \) is the prior estimate at step \( k + 1 \), \( \hat{x}_{k+1|k+1} \) is the posterior estimate at step \( k + 1 \), and the gain \( \hat{K} \in \mathbb{R}^{l_y \times l_y} \) is determined by optimization below.

For all \( k \geq 0 \), define the prior error \( e_{k+1|k} \) and the posterior error \( e_{k|k} \) by

\[ e_{k+1|k} = x_{k+1} - \hat{x}_{k+1|k}, \]
\[ e_{k+1|k+1} = x_{k+1} - \hat{x}_{k+1|k+1}, \]
and the covariances of \( e_{k+1|k} \) and \( e_{k+1|k+1} \) by

\[ P_{k+1|k} = \mathbb{E}[e_{k+1|k} e_{k+1|k}^T], \]
\[ P_{k+1|k+1} = \mathbb{E}[e_{k+1|k+1} e_{k+1|k+1}^T]. \]

Note that, for all \( k \geq 0 \),

\[ P_{k+1|k} = A_k P_{k|k} A_k^T + Q_k, \]
\[ P_{k+1|k+1} = P_{k+1|k} + K \hat{R}_{k+1} K^T \]
\[ - KC_k P_{k+1|k} - P_{k+1|k} C_k^T K^T , \]
where

\[ \hat{R}_{k+1} = C_k P_{k+1|k} C_k^T + R_{k+1}. \]

The Kalman gain \( K_{k+1} \) is given by

\[ K_{k+1} = \arg \min_{K \in \mathbb{R}^{l_y \times l_y}} \text{tr} P_{k+1|k+1}, \]

and the corresponding optimized posterior covariance at step \( k + 1 \) is given by

\[ P_{k+1|k+1} = P_{k+1|k} - P_{k+1|k} C_k^T \hat{R}_{k+1}^{-1} C_k P_{k+1|k}. \]

The Kalman filter is (3), (4) with \( \hat{K} = K_{k+1} \), where \( K_{k+1} \) is given by (9), (13), and (14).

Next, in order to motivate UKF, (10), (13), and (14) are reformulated in terms of covariance matrices. For all \( k \geq 0 \), define prior output error \( z_{k+1|k} \) and the posterior output error \( z_{k+1|k+1} \) by

\[ z_{k+1|k} = C_k e_{k+1|k}, \]
\[ z_{k+1|k+1} = C_k e_{k+1|k+1} + v_{k+1}. \]

Next, define the covariance of \( z_{k+1|k+1} \) and the cross-covariance of \( e_{k+1|k} \) and \( z_{k+1|k} \) by

\[ P_{z_{k+1|k+1}} = \mathbb{E}[z_{k+1|k+1} z_{k+1|k+1}^T], \]
\[ P_{e, z_{k+1|k}} = \mathbb{E}[e_{k+1|k} z_{k+1|k}^T], \]

which, for all \( k \geq 0 \), satisfy

\[ P_{z_{k+1|k+1}} = C_k + P_{k+1|k} C_k^T + R_{k+1}, \]
\[ P_{e, z_{k+1|k}} = P_{k+1|k} C_k^T. \]

Substituting (19) and (20) into (10), the posterior covariance at step \( k + 1 \) can be written as

\[ P_{k+1|k+1} = P_{k+1|k} + \hat{K} P_{z_{k+1|k+1}} \hat{K}^T \]
\[ - \hat{K} P_{e, z_{k+1|k}} \hat{K}^T, \]
and substituting (19) and (20) in (13) and (14), the Kalman gain can be written as

\[ K_{k+1} = P_{e, z_{k+1|k}} P_{k+1|k+1}^{-1}, \]
and the corresponding optimized posterior covariance at step \( k + 1 \) can be written as

\[ P_{k+1|k+1} = P_{k+1|k} - K_{k+1} P_{k+1|k+1} K_{k+1}^T. \]

III. SUMMARY OF UKF

Consider a system

\[ x_{k+1} = f_k(x_k, u_k) + w_k, \]
\[ y_k = g_k(x_k) + v_k, \]
where, for all \( k \geq 0 \), \( f_k, g_k, C_k \) are real-valued vector functions, \( w_k \sim \mathcal{N}(0, Q_k) \) is the disturbance, and \( v_k \sim \mathcal{N}(0, R_k) \) is the sensor noise.

Let \( K_{k+1}^{UKF} \) and \( P_{k+1|k+1}^{UKF} \) denote the filter gain and the posterior covariance computed by UKF. In order to compute \( K_{k+1}^{UKF} \) and \( P_{k+1|k+1}^{UKF} \), UKF approximates the covariance matrices \( P_{k+1|k}^{UKF}, P_{k+1|k+1}^{UKF}, \) and \( P_{e, z_{k+1|k}}^{UKF} \) in (22) and (23) by propagating an ensemble of 2l_x + 1 sigma points. For all \( k \geq 0 \), the ith sigma point \( \tilde{x}_{\sigma_i, k} \) is defined as the ith column of the \( l_x \times (2l_x + 1) \) matrix

\[ X_k \equiv \left[ \tilde{x}_{\sigma_1, k} \tilde{x}_{\sigma_2, k} \cdots \tilde{x}_{\sigma_{2l_x+1}, k} \right] \in \mathbb{R}^{l_x \times 2l_x+1}, \]

where \( \sigma_i \) is the ith column of

\[ P_{\sigma, k} \equiv \alpha \sqrt{l_x \sigma_k^{UKF}}, \]

\[ \alpha \in (0, \infty), \]
and \( \sigma_k^{UKF} \) is the approximation of the posterior covariance given by UKF at step \( k \). Then, for all \( i = 1, \ldots, 2l_x + 1 \), the sigma points are propagated as

\[ \tilde{x}_{\sigma_i, k+1} = f_k(\tilde{x}_{\sigma_i, k}, u_k), \]

and the corresponding outputs are given by

\[ \tilde{y}_{\sigma_i, k+1} = g_k(\tilde{x}_{\sigma_i, k}). \]

Defining

\[ X_{k+1|k} \equiv \left[ \tilde{x}_{\sigma_1, k+1} \cdots \tilde{x}_{\sigma_{2l_x+1}, k+1} \right] \in \mathbb{R}^{l_x \times 2l_x+1}, \]
\[ Y_{k+1} \equiv \left[ \tilde{y}_{\sigma_1, k+1} \cdots \tilde{y}_{\sigma_{2l_x+1}, k+1} \right] \in \mathbb{R}^{l_y \times 2l_x+1}, \]
the covariance matrices in (22) and (23) are then approximated by

\[
P_{k+1|k}^{\text{UKF}} = \tilde{X}_{k+1|k} W_d \tilde{X}_{k+1|k}^T + Q_k,
\]

(32)

\[
P_{k+1|k+1}^{\text{UKF}} = \tilde{Y}_{k+1|k} W_d \tilde{Y}_{k+1|k}^T + R_{k+1},
\]

(33)

\[
P_{\epsilon, 2k+1|k}^{\text{UKF}} = \tilde{X}_{k+1|k} W_d \tilde{Y}_{k+1|k}^T,
\]

(34)

where

\[
\tilde{X}_{k+1|k} = X_{k+1|k} - H(X_{k+1|k} W),
\]

(35)

\[
\tilde{Y}_{k+1|k} = Y_{k+1} - H(Y_{k+1} W),
\]

(36)

where, for \( x \in \mathbb{R}^n \),

\[
H(x) \triangleq 1_{1 \times 2l_x + 1} \otimes x \in \mathbb{R}^{2l_x + 1 \times n},
\]

(37)

and

\[
W \triangleq \frac{1}{2\alpha^2 l_x} \left[ \frac{2(\alpha^2 - 1)l_x}{1_{2l_x + 1}} \right] \in \mathbb{R}^{2l_x + 1}, \quad W_d = \text{diag} W.
\]

(38)

Note that \( X_{k+1|k} W \) is a weighted average of the propagated sigma points. Therefore, the entries of \( \tilde{X}_{k+1|k} \) defined by (35) are perturbations of the weighted average determined by the propagated sigma points, and the entries of \( \tilde{Y}_{k+1|k} \) are the corresponding output perturbations. Finally, UKF filter gain and the corresponding posterior covariance are given by

\[
K_{k+1}^{\text{UKF}} = \tilde{P}_{k+1|k}^{\text{UKF}} \tilde{X}_{k+1|k},
\]

(39)

\[
P_{k+1|k+1}^{\text{UKF}} = \tilde{P}_{k+1|k}^{\text{UKF}} - \tilde{K}_{k+1|k}^{\text{UKF}} \tilde{Y}_{k+1|k},
\]

(40)

and the prior estimate \( \tilde{x}_{k+1|k} \) and posterior estimate \( \hat{x}_{k+1|k} \) are given by

\[
\tilde{x}_{k+1|k} = X_{k+1|k} W,
\]

(41)

\[
\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1|k}^{\text{UKF}} (y_{k+1} - Y_{k+1} W).
\]

(42)

Note that (39) and (40) are similar in form to (22) and (23).

IV. SPECIALIZATION OF UKF TO LINEAR SYSTEMS

The following result shows that UKF does not specialize to the Kalman filter when applied to a linear system.

**Proposition 4.1:** Consider a linear system (1), (2). For all \( k \geq 0 \), let \( P_{k+1|k+1} \) be the posterior covariance given by Kalman filter and let \( P_{k+1|k+1}^{\text{UKF}} \) be the posterior covariance given by UKF. Let \( k \geq 0 \), and assume that

\[
P_{k|k} = P_{k|k}^{\text{UKF}},
\]

(43)

\[
Q_k \neq 0, \quad \text{and} \quad C_k \notin N(Q_k).
\]

Then,

\[
P_{k+1|k+1}^{\text{UKF}} \neq P_{k+1|k+1}.
\]

(44)

Furthermore, denote the posterior covariance at step \( k+1 \) obtained with gain \( K \in \mathbb{R}^{n \times l_y} \) by

\[
P(\hat{K}) = P_{k+1|k} + \hat{K} P_{\epsilon, 2k+1|k} \hat{K}^T - \hat{K} P_{\epsilon, 2k+1|k}^T - P_{\epsilon, 2k+1|k} \hat{K}^T.
\]

(45)

Then,

\[
P_{k+1|k+1}^{\text{UKF}} \neq P(K_{k+1})
\]

(46)

and

\[
\text{tr} P(K_{k+1}) \leq \text{tr} P(K_{k+1}^{\text{UKF}}).
\]

(47)

**Proof:** Note that, for \( i = 1, \ldots, 2l_x + 1 \),

\[
\tilde{x}_{\sigma, k+1} = A_k \tilde{x}_{\sigma, k} + B_k u_k,
\]

\[
\tilde{y}_{\sigma, k+1} = C_k \tilde{x}_{\sigma, k+1},
\]

and thus

\[
X_{k+1|k} = A_k X_k + H(B_k u_k),
\]

\[
Y_{k+1} = C_k + X_{k+1|k}.\]

Next, noting that \( X_k W = \hat{x}_k \) and sum of entries of \( W \) is one, it follows that

\[
X_{k+1|k} W = A_k \hat{x}_k + B_k u_k,
\]

\[
Y_{k+1} = C_k + A_k \hat{x}_k + C_k + 1 B_k u_k,
\]

and thus

\[
\tilde{X}_{k+1} = A_k X_k - H (A_k \hat{x}_k)
\]

(48)

\[
\tilde{Y}_{k+1} = Y_{k+1} - H (Y_{k+1} W)
\]

(49)

Using (9), (43) and (48), it follows from (32) that

\[
P_{k+1|k} = A_k [0 \quad \alpha \sqrt{\text{Tr} P_{k|k}^{\text{UKF}}} - \alpha \sqrt{\text{Tr} P_{k|k}^{\text{UKF}}} ] W_d
\]

\[
\cdot [0 \quad 0 \quad \alpha \sqrt{\text{Tr} P_{k|k}^{\text{UKF}}} - \alpha \sqrt{\text{Tr} P_{k|k}^{\text{UKF}}} ]^T A_k^T + Q_k
\]

(50)

Using (9) and (20), it follows from (34) that

\[
P_{\epsilon, 2k+1|k}^{\text{UKF}} = \tilde{X}_{k+1|k} W_d \tilde{X}_{k+1|k}^T + R_{k+1}
\]

\[
\quad = C_k + A_k P_{k|k} A_k^T C_k + 1 + R_{k+1}
\]

(51)

Using (9) and (20), it follows from (34) that

\[
C_{k+1|k} = \tilde{X}_{k+1|k} W_d \tilde{X}_{k+1|k}^T + R_{k+1}
\]

(51)
To prove (47), note that
\[
K_{k+1}^\text{UKF} = \begin{pmatrix} P_{e,k+1}\hat{z}_k & Q_kC_{k+1}^T \\ C_{k+1}P_{k+1|k+1}^{-1} \end{pmatrix}
\cdot \left( P_{k+1|k+1}^{-1} - C_{k+1}Q_kC_{k+1}^T \right)^{-1},
\]
\[
\ne K_{k+1}^\text{KF}.
\] (52)

Finally, since \( K_{k+1}^\text{KF} \) minimizes \( \text{tr} \ P_{k+1|k+1} \), (52) implies (47).

Note that, in a linear system, the UKF prior and posterior updates given by (41) and (42) reduce to (3) and (4), where \( K = K_{k+1}^\text{KF} \). However, Proposition 4.1 implies that, in a linear system where disturbance is not zero, UKF does not reduce to Kalman filter. That is, the posterior covariance propagated by UKF is not equal to the covariance defined by (8). Finally, note that, in linear systems, the choice of \( \alpha \) does not affect \( K_{k+1}^\text{KF} \) and \( P_{k+1|k+1} \). Further, the covariance corresponding to the gain \( K_{k+1}^\text{KF} \) is, in fact, \( P(K_{k+1}^\text{KF}) \) given by (45), which is not equal to \( P_{k+1|k+1}^\text{UKF} \). As shown in the next example, \( tr \ P_{k+1|k+1}^\text{UKF} \) can be smaller than \( tr \ P(K_{k+1}^\text{KF}) \), which is impossible. This apparent contradiction is due to the fact that UKF uses incorrect equation to update the posterior covariance.

**Example 4.1:** Consider a linear system where, for all \( k \geq 0 \),
\[
A_k = \begin{bmatrix} 2.4 & 2.1 \\ 0 & -0.7 \end{bmatrix}, \quad C_k = \begin{bmatrix} -0.4 & 0.9 \end{bmatrix},
\] (53)
\[
Q_k = 1, \quad R_k = 1. \quad \text{Let } z_0 = [1 \ 1]^T \quad \text{and } P_{0|0} = I_2. \quad \text{Note that } \text{mspec}(A) = \{2.4, -0.7\} \quad \text{and } (A, C) \text{is detectable. In this case,}
\]
\[
\text{tr} \ P_{1|1} = \text{tr} \ P(K_{1}^\text{KF}) = 9.079,,
\]
\[
\text{tr} \ P_{1|1}^\text{UKF} = 8.816,
\]
\[
\text{tr} \ P(K_{1}^\text{UKF}) = 9.730.
\] (54)-(56)

Note that the trace of UKF posterior covariance is smaller than the trace of KF posterior covariance, which is clearly a contradiction, since posterior covariance given by Kalman filter is optimal. The true covariance corresponding to the UKF gain is in fact larger than the KF posterior covariance.

**Example 4.2:** Consider a linear system where, for all \( k \geq 0 \),
\[
A_k = \begin{bmatrix} 1.6 & -1 \\ 1 & 0 \end{bmatrix}, \quad C_k = \begin{bmatrix} 1 & -0.3 \end{bmatrix},
\] (57)
\[
Q_k = 0.1, \quad R_k = 0.1. \quad \text{Let } z_0 = [1 \ 1]^T \quad \text{and } P_{0|0} = I_2. \quad \text{Note that } \text{mspec}(A) = \{0.8 \pm 0.6\}, \quad \text{and } (A, C) \text{is detectable. Figure shows the trace of } \text{tr} \ P_{k|k} = \text{tr} \ P(K_{k}^\text{KF}) \quad \text{and } P_{k|k}^\text{UKF}. \quad \text{Clearly, for } k > 1, \quad P_{k|k} \neq P_{k|k}^\text{UKF}.
\] (58)

**V. TWO MODIFICATIONS TO UKF**

As shown in the previous section, the covariances \( P_{z_{k+1}|k+1} \) and \( P_{e,z_{k+1}|k} \) in (50) and (51) are missing terms that depend on the disturbance statistics \( Q_k \), thus preventing UKF from specializing to the Kalman filter for linear systems. To remedy this omission, this section presents two modifications of the UKF algorithm, namely Extended UKF-A (EUKF-A) and Extended UKF-C (EUKF-C), both of which specialize to the Kalman filter for linear systems. In both of these modifications, the UKF covariance matrices are modified such that they specialize to (9), (19), and (20) in the case of linear systems.

**A. Extended UKF-A**

Assuming, for all \( k \geq 0 \), \( A_k \) is nonsingular, EUKF-A modifies the sigma points to account for the missing terms in (32)-(34) as shown below. Letting \( P_{\text{EUKF}}^k \) denote the posterior covariance at step \( k \), define
\[
P_{\text{EUKF}}^k \triangleq \alpha \sqrt{\text{tr}(P_{\text{EUKF}}^k + A_k^{-1}Q_kA_k^{-1})}.
\] (59)

The sigma points in EUKF-A are then given by (26), where \( p_i \) is the \( i \)th column of \( P_{\text{EUKF}}^k \). With the modified sigma points, define
\[
P_{\text{EUKF}}^{k+1|k} \triangleq \tilde{X}_{k+1|k} W_d \tilde{X}_{k+1|k}^T,
\]
\[
P_{\text{EUKF}}^{z_{k+1|k+1}} \triangleq \tilde{Y}_{k+1|k} W_d \tilde{Y}_{k+1|k}^T + R_{k+1},
\]
\[
P_{\text{EUKF}}^{e,z_{k+1|k}} \triangleq \tilde{X}_{k+1|k} W_d \tilde{Y}_{k+1|k}^T,
\] (60)-(61)

where \( \tilde{X}_{k+1} \) and \( \tilde{Y}_{k+1} \) are given by (35) and (36). The filter gain and the posterior covariance are given by
\[
K_{k+1}^\text{EUKF} = \begin{pmatrix} P_{\text{EUKF}}^{k+1|k} & P_{\text{EUKF}}^{z_{k+1|k+1}} \end{pmatrix}
\cdot \begin{pmatrix} 1 & \tilde{X}_{k+1|k} \end{pmatrix},
\]
\[
P_{\text{EUKF}}^{k+1|k+1} = \begin{pmatrix} P_{\text{EUKF}}^{k+1|k} & P_{\text{EUKF}}^{z_{k+1|k+1}} \end{pmatrix}
\cdot \begin{pmatrix} 1 & \tilde{X}_{k+1|k} \end{pmatrix}.
\] (62)-(63)

Finally, the prior estimate \( \hat{x}_{k+1|k} \) is given by (41) and the posterior estimate \( \hat{x}_{k+1|k+1} \) is given by
\[
\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1}^\text{EUKF} (y_{k+1} - \tilde{Y}_{k+1|k}W_d). \] (64)

The next result shows that EUKF-A reduces to KF in the case of a linear system.

**Proposition 5.1:** Consider a linear system (1), (2). For all \( k \geq 0 \), let \( P_{k+1|k+1} \) be the posterior covariance given by
Kalman filter and let \( p_{k+1|k+1}^{\text{EUKF}} \) be the posterior covariance given by EUKF-A. Let \( k \geq 0 \), and assume that
\[
P_{k|k} = p_{k|k}^{\text{EUKF}}.
\]
Then,
\[
K_{k+1}^{\text{EUKF}} = K_{k+1},
\]
\[
p_{k+1|k+1}^{\text{EUKF}} = p_{k+1|k+1}.
\]

**Proof:** Note that
\[
\hat{X}_{k+1} = A_k \left[ 0 \alpha \sqrt{l_x(p_{k|k}^{\text{EUKF}} + A_k^{\top}Q_kA_k)} - \alpha \sqrt{l_x(p_{k|k}^{\text{EUKF}} + A_k^{\top}Q_kA_k)} \right]
\]
and thus
\[
p_{k+1|k}^{\text{EUKF}} = A_k(p_{k|k}^{\text{EUKF}} + A_k^{\top}Q_kA_k)A_k^{\top} + Q_k,
\]
\[
p_{k+1|k+1}^{\text{EUKF}} = p_{k+1|k+1},
\]
\[
P_{k+1|k+1}^{\text{EUKF}} = C_{k+1}^{\top}X_{k+1} + A_k^{\top}Q_kC_{k+1}^{\top} + R_{k+1}
\]
\[
 = C_{k+1}(A_k^{\top}P_{k|k}^{\text{EUKF}}A_k + Q_k)C_{k+1}^{\top} + R_{k+1}
\]
\[
 = C_{k+1}P_{k+1|k}^{\text{EUKF}}C_{k+1}^{\top} + R_{k+1}
\]
\[
 = P_{k+1|k+1}^{\text{EUKF}}.
\]
Equations (68)-(70) immediately imply (66) and (67).

**B. Extended UKF-C**

Using \( C_k \), EUKF-C adds the missing terms in (33), (34) as shown below. Letting \( p_{k|k}^{\text{EUKFC}} \) denote the posterior covariance at step \( k \), define the sigma points by (26), where \( p_i \) is the \( i \)th column of
\[
p_{\sigma,k}^{\text{EUKFC}} \triangleq \alpha \sqrt{l_x(p_{k|k}^{\text{EUKFC}})}.
\]
Next, define
\[
p_{k|k}^{\text{EUKFC}} \triangleq \hat{X}_{k+1} + W_d^{\top}C_k + Q_k,
\]
\[
p_{k+1|k+1}^{\text{EUKFC}} \triangleq \hat{Y}_{k+1} + C_kX_k + R_{k+1},
\]
\[
p_{k+1|k+1}^{\text{EUKFC}} \triangleq \tilde{X}_{k+1} + W_d\tilde{X}_{k+1} + Q_kC_{k+1}.
\]

| Variable | UKF | EUKF-A | EUKF-C |
|----------|-----|--------|--------|
| \( p_{\sigma,k} \) | \( \alpha \sqrt{l_x(p_{k|k}^{\text{EUKF}})} \) | \( \alpha \sqrt{l_x(p_{k|k}^{\text{EUKFC}} + A_k^{\top}Q_kA_k)} \) | \( \alpha \sqrt{l_x(p_{k|k}^{\text{EUKFC}})} \) |
| \( P_{k+1|k} \) | \( X_{k+1}W_dX_{k+1} + Q_k \) | \( X_{k+1}W_dX_{k+1} + Q_k \) | \( X_{k+1}W_dX_{k+1} + Q_k \) |
| \( P_{k+1|k+1} \) | \( X_{k+1}W_dY_{k+1} + R_{k+1} \) | \( X_{k+1}W_dY_{k+1} + C_kX_k + R_{k+1} \) | \( X_{k+1}W_dY_{k+1} + Q_kC_{k+1} + R_{k+1} \) |
| \( P_{k+1|k+1}^{EUKFC} \) | \( Y_{k+1}^{\top}X_{k+1} + Q_kC_{k+1} \) | \( Y_{k+1}^{\top}X_{k+1} + R_{k+1} \) | \( Y_{k+1}^{\top}X_{k+1} + Q_kC_{k+1} \) |

TABLE I: Covariance matrices used in UKF, EUKF-A, and EUKF-C.

where \( \hat{X}_{k+1} \) and \( \tilde{Y}_{k+1} \) are given by (35) and (36). The filter gain and the posterior covariance are given by
\[
R_{k+1}^{\text{EUKFC}} = P_{k+1|k+1}^{\text{EUKFC}},
\]
\[
P_{k+1|k+1}^{\text{EUKFC}} = P_{k+1|k+1}^{\text{EUKFC}} - P_{k+1|k}^{\text{EUKFC}}P_{k+1|k+1}^{\text{EUKFC}}P_{k+1|k}^{\text{EUKFC}}.
\]

Finally, the prior estimate \( \hat{x}_{k+1|k} \) is given by (41) and the posterior estimate \( \hat{x}_{k+1|k+1} \) is given by
\[
\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1}^{\text{EUKFC}}(y_{k+1} - \hat{y}_{k+1})W.
\]

The next result shows that EUKF-C reduces to KF in the case of a linear system.

**Proposition 5.2:** Consider a linear system (1), (2). For all \( k \geq 0 \), let \( p_{k+1|k+1} \) be the posterior covariance given by Kalman filter and let \( p_{k+1|k+1}^{\text{EUKFC}} \) be the posterior covariance given by EUKF-C. Let \( k \geq 0 \), and assume that
\[
P_{k|k} = p_{k|k}^{\text{EUKFC}}.
\]
Then,
\[
R_{k+1}^{\text{EUKFC}} = K_{k+1},
\]
\[
P_{k|k+1}^{\text{EUKFC}} = P_{k+1|k+1}.
\]

**Proof:** Note that
\[
\hat{X}_{k+1} = A_k \left[ 0 \alpha \sqrt{l_x(p_{k|k}^{\text{EUKFC}} - \alpha \sqrt{l_x(p_{k|k}^{\text{EUKFC}}}) \right]
\]
and thus
\[
\hat{X}_{k+1} = A_k \left[ 0 \alpha \sqrt{l_x(p_{k|k}^{\text{EUKFC}}) \right]
\]
Substituting (81) in (72)-(74) yields
\[
p_{k+1|k}^{\text{EUKFC}} = A_k p_{k|k}^{\text{EUKFC}} A_k^{\top} + Q_k
\]
\[
 = P_{k+1|k},
\]
\[
p_{k+1|k+1}^{\text{EUKFC}} = C_{k+1}^{\top}X_{k+1} + A_k^{\top}Q_kC_{k+1}^{\top} + R_{k+1}
\]
\[
 = C_{k+1}(A_k^{\top}P_{k|k}^{\text{EUKFC}}A_k + Q_k)C_{k+1}^{\top} + R_{k+1}
\]
\[
 = C_{k+1}P_{k+1|k}^{\text{EUKFC}}C_{k+1}^{\top} + R_{k+1}
\]
\[
 = P_{k+1|k+1}^{\text{EUKFC}}.
\]

Equations (82)-(84) immediately imply (79) and (80).
VI. NUMERICAL EXAMPLES

In this section, EUKF-A and EUKF-C are applied to nonlinear systems. In order to compare the performance of EUKF-A and EUKF-C with UKF, EnKF is used to propagate the true posterior covariance. EKF is also used to estimate the posterior covariance since EUKF-A and EUKF-C are expected to recover the performance of EKF.

Let the measurement be given by

$$y_k = C x_k + v_k,$$

where

$$C = \begin{bmatrix} 0 & 1 & 0 \end{bmatrix}.$$  

$$\text{Let the measurement be given by}$$

$$y_k = C x_k + v_k,$$

where $C \triangleq [1 \, 0 \, 0]$. For all $k \geq 0$, let $Q_k = 0.01 I_2$ and $R_k = 10^{-4}$. Furthermore, let $x(0) = [1 \, 1]^T$ and $P_{0|0} = I_3$.

Letting $\alpha = 1.5$ in UKF, EUKF-A, and EUKF-C, Figure 2a) shows the trace of the posterior covariance computed by EnKF, EKF, UKF, EUKF-A, and EUKF-C. The true covariance is assumed to be given by EnKF with 100,000 ensemble members. Note that UKF overestimates the EnKF posterior covariance, whereas EUKF-A and EUKF-C closely track the EnKF posterior covariance and recover the EKF posterior covariance. Figure 2b) shows the error of UKF, EKF, EUKF-A, and EUKF-C posterior covariance relative to EnKF. At the end of the simulation, UKF relative error is approximately 15%, whereas EUKF-A and EUKF-C relative error is less than 2%.

Letting $\alpha = 1.5$ in UKF, EUKF-A, and EUKF-C, Figure 4a) shows the trace of the posterior covariance computed by EnKF, EKF, UKF, EUKF-A, and EUKF-C. The true covariance is assumed to be given by EnKF with 100,000 ensemble members. Note that UKF overestimates the EnKF posterior covariance, whereas EUKF-A and EUKF-C closely track the EnKF posterior covariance and recover the EKF posterior covariance. Figure 4b) shows the error of UKF, EKF, EUKF-A, and EUKF-C posterior covariance relative to EnKF. At the end of the simulation, UKF relative error is approximately 15%, whereas EUKF-A and EUKF-C relative error is less than 1%.

Example 6.1: Van der Pol Oscillator. Consider the discretized Van der Pol Oscillator.

$$x_{k+1} = f(x_k) + w_k,$$

where

$$f(x) = \begin{bmatrix} x_1 + T_s x_2 \\ x_2 + T_s \left(\mu - 1 - x_1^2\right) x_2 - x_1 \end{bmatrix}.$$  

Let the measurement be given by

$$y_k = C x_k + v_k,$$

where $C \triangleq [1 \, 0 \, 0]$. For all $k \geq 0$, let $Q_k = 0.01 I_2$ and $R_k = 10^{-4}$. Furthermore, let $x(0) = [1 \, 1]^T$ and $P_{0|0} = I_3$.

Letting $\alpha = 1.5$ in UKF, EUKF-A, and EUKF-C, Figure 2a) shows the trace of the posterior covariance computed by EnKF, EKF, UKF, EUKF-A, and EUKF-C. The true covariance is assumed to be given by EnKF with 100,000 ensemble members. Note that UKF overestimates the EnKF posterior covariance, whereas EUKF-A and EUKF-C closely track the EnKF posterior covariance and recover the EKF posterior covariance. Figure 2b) shows the error of UKF, EKF, EUKF-A, and EUKF-C posterior covariance relative to EnKF. At the end of the simulation, UKF relative error is approximately 15%, whereas EUKF-A and EUKF-C relative error is less than 2%.

Figure 3 shows the output error $z_{k|k}$ and the norm of the posterior error $e_{k|k}$ computed with all algorithms. Note that the output error and the posterior error are very close to each other. This example shows that the EUKF-A and EUKF-C posterior covariance estimate is more accurate than the UKF posterior covariance and is approximately equal to the EKF posterior covariance, however, the state estimates computed using all algorithms are almost equal.

Example 6.2: Lorenz System. Consider the Lorenz system

$$\begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \end{bmatrix} = \begin{bmatrix} \sigma (x_2 - x_1) \\ x_1 (\rho - x_3) - x_2 \\ x_1 x_2 - \beta x_3 \end{bmatrix},$$

which exhibits a chaotic behaviour for $\sigma = 10$, $\rho = 28$, and $\beta = 8/3$. The Lorenz system (89) is integrated using the forward Euler method with step size $T_s = 0.01$. Let the discrete system be modeled as

$$x_{k+1} = f(x_k) + w_k,$$
posterior covariance, however, the state estimates computed using all algorithms are almost equal.

VII. CONCLUSIONS

This paper presented two modifications of the UKF that specialize to the classical Kalman filter for linear systems. In linear systems, the two extensions are shown to be equivalent to Kalman filter. In nonlinear systems, the two extensions provide more accurate estimate of the propagated posterior covariance in comparison to classical UKF as shown by the two numerical examples. However, the accuracy of the state estimate is similar in all three filters.
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Fig. 5: Example 6.2. Output error and posterior error computed using EnKF, EKF, UKF, EUKF-A, and EUKF-C. a) shows the output error and b) shows the norm of the posterior error. Note that the output error and the posterior error computed by all algorithms are almost equal.