A Meinardus theorem with multiple singularities
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Abstract
Meinardus proved a general theorem about the asymptotics of the number of weighted partitions, when the Dirichlet generating function for weights has a single pole on the positive real axis. Continuing [3], we derive asymptotics for the numbers of three basic types of decomposable combinatorial structures (or, equivalently, ideal gas models in statistical mechanics) of size \( n \), when their Dirichlet generating functions have multiple simple poles on the positive real axis. Examples to which our theorem applies include ones related to vector partitions and quantum field theory. Our asymptotic formula for the number of weighted partitions disproves the belief accepted in the physics literature that the main term in the asymptotics is determined by the rightmost pole.

1 Statement, history and motivation of the main result

The goal of our work is the extension of Meinardus’ theorem to the case when the Dirichlet generating function for weights has more than one simple pole
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on the real axis. For this purpose we combine Meinardus’ approach with the probabilistic method of Khintchine, working in the framework of the unified method of asymptotic enumeration of decomposable combinatorial structures developed in [3].

The paper consists of two sections. In Section 1 we give a mathematical set up of the problem, the description of the probabilistic method used, the statement of our main result and a sketch of the relevant history. Section 2 is devoted to the proofs.

Our starting point is the following formalism. Let $f$ be a generating function of a nonnegative sequence $\{c_n, n \geq 0, \ c_0 = 1\}$:

$$f(z) = \sum_{n \geq 0} c_n z^n. \quad (1)$$

A specific feature of structures considered is that $f$ has the following multiplicative form:

$$f = \prod_{k \geq 1} S_k, \quad (2)$$

where $S_k$ is a generating function for some nonnegative sequence $\{d_k(j), j \geq 0, \ k \geq 1\}$, i.e.

$$S_k(z) = \sum_{j \geq 0} d_k(j) z^{kj}, \ k \geq 1, \quad (3)$$

where the sequence $\{d_k(j)\}$ is such that the infinite product $f$ in (2) has a nonzero radius of convergence. The above setting induces a sequence of probability measures $\mu_n, n \geq 1$ on the sequence of sets $\Omega_n, n \geq 1$ of integer partitions of $n$, such that $c_n$ is a partition function of $\mu_n$. Indeed, denoting by $\eta_n = (j_1, \ldots, j_n) \in \Omega_n$ a partition of $n$ in the sense that $\sum_{k=1}^{n} k j_k = n$, we have from (1)-(3)

$$c_n = \sum_{\eta_n \in \Omega_n} \prod_{k=1}^{n} d_k(j_k).$$

Consequently, the corresponding measures $\mu_n$ are defined by

$$\mu_n(\eta_n) = c_n^{-1} \prod_{k=1}^{n} d_k(j_k).$$

The measures are called multiplicative (Vershik [11]) or Gibbsian (Pitman [10]). To explain the latter name we may view $\mu_n$ as an equilibrium distri-
bution of a physical system, presenting \( \mu_n \) in the form

\[
\mu(\eta_n) = c_n^{-1} \exp \left( \sum_{k=1}^{n} \log d_k(j_k) \right), \quad \eta_n \in \Omega_n,
\]

so that \( \sum_{j=1}^{n} \log d_k(j_k) \) is the total inner energy of the system at the state \( \eta_n \). Since the above expression for the total energy does not include local potentials ascribed to interactions between groups of particles, the Gibbs measures \( \mu_n \) characterize systems without interactions.

The measures \( \mu_n \) are associated with a realm of models in statistical mechanics and in combinatorics. The objective of the present paper is the asymptotics of \( c_n \), as \( n \to \infty \). Our subsequent asymptotic analysis is based on the fundamental representation of \( c_n \) for general multiplicative measures \( \mu_n \):

\[
c_n = e^{n\delta} f_n(e^{-\delta}) \mathbb{P}(U_n = n), \quad n \geq 1,
\]  

where \( \delta > 0 \) is a free parameter,

\[
f_n = \prod_{k=1}^{n} S_k
\]

is the associated truncated generating function and, finally,

\[U_n := \sum_{k=1}^{n} Y_k,
\]

where \( Y_k \) are independent integer-valued random variables distributed in accordance with the given generating function \( f \):

\[
\mathbb{P}(Y_k = jk) = \frac{d_k(j)e^{-\delta kj}}{S_k(e^{-\delta})}, \quad j \geq 0, \quad k \geq 1.
\]

The representation \( 4 \) which was derived in \( 3 \) is an analogue of Khintchine’s representation of partition functions \( c_n \) for particular models of statistical mechanics. In accordance with Khintchine’s probabilistic method, we will choose the free parameter \( \delta = \delta_n \) to be the solution of the equation

\[
\mathbb{E}U_n = n, \quad n \geq 1,
\]
which, by virtue of the above setting, can be written as
\[- \left( \log(f_n(e^{-\delta})) \right)'_{\delta=\delta_n} = n, \quad n \geq 1, \tag{7}\]
where the derivative is taken with respect to \(\delta\). By the laws of thermodynamics, the function \(\Phi(\delta) := \log \left( e^{n\delta} f_n(e^{-\delta}) \right) \) is the entropy of the physical system considered. It is simple to show that \(\Phi''(\delta) > 0, \quad \delta > 0\) which tells us that the solution \(\delta_n\) of (7) is the point of minimum of the entropy \(\Phi(\delta)\).

This important meaning of the aforementioned choice of the free parameter was revealed by Khintchine ([5], Ch.6), for simple models of statistical mechanics, allowing him to provide a probabilistic derivation of the second law of thermodynamics.

Our study is restricted to three classic generating functions \(f^{(i)}, \quad i = 1, 2, 3\) associated with three types of decomposable combinatorial structures, each of which can be interpreted as a model of ideal gas from statistical mechanics. These structures are weighted partitions (Bose Einstein statistics), selections (Fermi-Dirac statistics) and assemblies (Maxwell-Boltzmann statistics), respectively. Defining the functions \(F^{(i)}(\delta) = f^{(i)}(e^{-\delta}), \quad \delta > 0, \quad i = 1, 2, 3\), we have
\[
F^{(1)}(\delta) = \prod_{k \geq 1} (1 - e^{-k\delta})^{-b_k}, \tag{8} \\
F^{(2)}(\delta) = \prod_{k \geq 1} (1 + e^{-k\delta})^{b_k}, \tag{9} \\
F^{(3)}(\delta) = \exp \left( \sum_{k \geq 1} b_k e^{-k\delta} \right). \tag{10}
\]
Clearly, by definition ([5]), the quantities \(f^{(i)}_n(e^{-\delta}), \quad i = 1, 2, 3\) are given by the expressions (8)-(10), with products restricted to the range \(1 \leq k \leq n\). Correspondingly, the distributions for the random variables \(\frac{1}{k} Y_k\) in (4) are of the following three types: Negative Binomial \((b_k; e^{-\delta_k})\), Binomial \((b_k; \frac{e^{-\delta_k}}{1+e^{-\delta_k}}})\),
and Poisson \( (b_k e^{-\delta k}) \), and the equation \( (7) \) takes the forms:

\[
\sum_{k=1}^{n} \frac{kb_k e^{-k\delta_n^{(1)}}}{1 - e^{-k\delta_n^{(1)}}} = n, \tag{11}
\]

\[
\sum_{k=1}^{n} \frac{kb_k e^{-\delta_n^{(2)} k}}{1 + e^{-\delta_n^{(2)} k}} = n, \tag{12}
\]

\[
\sum_{k=1}^{n} kb_k e^{-\delta_n^{(3)} k} = n. \tag{13}
\]

A common feature of the three models considered is that each of them is given by one sequence of parameters, which is \( \{b_k \geq 0, \; k \geq 1\} \). In the context of statistical mechanics \( b_k \) is the weight of the energy level \( k \), while in combinatorics \( b_k \) is the weight prescribed to an indecomposable component of size \( k \).

Following Meinardus’ approach we define two generating functions for the sequence \( \{b_k\} \): the Dirichlet generating function \( D \) and the power generating function \( G \), given by

\[
D(s) = \sum_{k=1}^{\infty} b_k k^{-s}, \quad s = \sigma + it, \tag{14}
\]

\[
G(z) = \sum_{k=1}^{\infty} b_k z^k, \quad |z| < 1. \tag{15}
\]

We assume that \( D \) and \( G \) satisfy the conditions \( (I) - (III) \) below:

**Condition (I).** The Dirichlet generating function \( D(s) \), \( s = \sigma + it \) is analytic in the half-plane \( \sigma > \rho_r > 0 \) and it has \( r \geq 1 \) simple poles at positions \( 0 < \rho_1 < \rho_2 < \ldots < \rho_r \), with positive residues \( A_1, A_2, \ldots, A_r \) respectively. Moreover, there is a constant \( 0 < C_0 \leq 1 \), such that the function \( D(s) \), \( s = \sigma + it \), has a meromorphic continuation to the half-plane

\[
\mathcal{H} = \{s : \sigma \geq -C_0\} \tag{16}
\]

on which it is analytic except for the above \( r \) simple poles.

**Condition (II).** There is a constant \( C_1 > 0 \) such that

\[
D(s) = O \left(|t|^{-C_1}\right), \quad t \to \infty \tag{17}
\]
uniformly for $s = \sigma + it \in \mathcal{H}$.

**Condition (III).** For $\delta > 0$ small enough and any $\epsilon > 0$,

$$2 \sum_{k=1}^{\infty} b_k e^{-k\delta} \sin^2(\pi k\alpha) \geq \left(1 + \frac{\rho_r}{2} + \epsilon\right) \mathcal{M}^{(i)} |\log \delta|,$$

where the constants $\mathcal{M}^{(i)}$ are defined by

$$\mathcal{M}^{(i)} = \begin{cases} \frac{4}{\log 5}, & \text{if } i = 1, \\ 4, & \text{if } i = 2, \\ 1, & \text{if } i = 3. \end{cases}$$

**Remark.** The main difference between conditions (I)–(III) and the conditions used in the original paper of Meinardus [7] is that condition (I) allows $D(s)$ to have multiple poles on the positive real axis. Another difference between our conditions and the conditions used by Meinardus is condition (III), which as was shown in [3], is weaker than the corresponding condition in [7].

To formulate our main result we need some more notations. Define the finite set

$$\tilde{\Upsilon}_r = \left\{ \sum_{k=0}^{r-1} d_k (\rho_r - \rho_k) : d_k \in \mathbb{Z}_+, \sum_{k=0}^{r-1} d_k \geq 2 \right\} \cap (0, \rho_r + 1], \quad (18)$$

where we have set $\rho_0 = 0$ and let $\mathbb{Z}_+$ denote the set of nonnegative integers. Let $0 < \alpha_1 < \alpha_2 < \ldots < \alpha_{|\tilde{\Upsilon}_r|} \leq \rho_r + 1$ be all ordered numbers forming the set $\tilde{\Upsilon}_r$. Clearly, $\alpha_1 = 2(\rho_r - \rho_{r-1})$, if the set $\tilde{\Upsilon}_r$ is not empty. We also define the finite set

$$\Upsilon_r = \tilde{\Upsilon}_r \cup \{\rho_r - \rho_k : k = 0, 1, \ldots, r - 1\}, \quad (19)$$

observing that some of the differences $\rho_r - \rho_k$, $k = 0, \ldots, r - 1$ may fall into the set $\tilde{\Upsilon}_r$. We let $0 < \lambda_1 < \lambda_2 < \ldots < \lambda_{|\Upsilon_r|}$ be all ordered numbers forming the set $\Upsilon_r$. In addition to its appearance in (19), the set $\tilde{\Upsilon}_r$ plays an auxiliary role in the proof of Proposition below.

Now that we have defined the quantities $\lambda_s$, we are ready to state our main result.
Theorem 1 (Meinardus type theorem with multiple singularities).

Suppose that the conditions (I)-(III) hold. Then the following asymptotic formulae for $c_n^{(i)}$, $i = 1, 2, 3$ are valid:

$$c_n^{(i)} \sim H^{(i)} n^{-\frac{2+2D(0)(1-i)}{2(r+1)}} \exp \left( \sum_{l=0}^{r} P_l^{(i)} n^{\frac{\rho_l}{r+1}} + \sum_{l=0}^{r} h_l^{(i)} \frac{K_{s,l}^{(i)} n^{\frac{\rho_l - \lambda_s}{r+1}}}{\rho_l n^{\frac{\rho_l}{r+1}}} \right),$$

$$n \to \infty,$$

(20)

where

$$1(i) = \begin{cases} 1, & i=1; \\ 0, & i=2,3, \end{cases}$$

where the powers $\frac{\rho_l - \lambda_s}{\rho_l + 1}$ do not depend on $n$ and where the coefficients $H^{(i)}, P_l^{(i)}, K_{s,l}^{(i)}, h_l^{(i)}$ that do not depend on $n$ either, are implicitly defined in the course of the proof of the theorem in Section 2 below.

A brief history and motivation. The famous Meinardus’ theorem published in 1954, in \[7\], provided an asymptotic formula for $c_n^{(1)}$, under three assumptions, call them $(I') - (III')$, which are prototypes of our conditions $(I) - (III)$. The assumption $(I')$ differs from $(I)$ in that it requires that $D$ has only one simple positive pole, the assumption $(III')$ is identical to $(III)$, while the technical condition $(III)$ is a weaker form of $(III')$. The asymptotic formula of \[7\] preceded by the great Hardy-Ramanujan exact asymptotic expansion (1918) for the number of integer partitions, was widely discussed in the literature on enumerative combinatorics and statistical mechanics.

A formal motivation for our extension of the original Meinardus’ theorem to the case when $D$ has many poles comes from the basic restriction of the theorem, implied by its condition $(I')$. Due to this condition the theorem being valid for the weight sequences of the form $b_k = ak^{r-1}$, $a, r > 0$, fails for linear combinations of such $b_k$’s, because the induced functions $D$ have many poles.

In modern physics, the need of such extension arises in the counting of BPS operators, a line of research that originated in field theory in the 2000’s (see \[6\]). In the language of combinatorics, problems treated in this context (see \[1, 6\]) belong to weighted partitions with weights of the form $b_k = \binom{k+l}{l}$, for some $l \geq 2$. The Dirichlet generating function of such a weighted partition has $r = l + 1$ simple poles at integer points 1, 2, \ldots, $l + 1$. 
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In the physics literature it has been accepted the belief that in the case of $r > 1$ poles $0 < \rho_1, \ldots, \rho_r$ the number of weighted partitions $c_n^{(i)} = c_n^{(1)}(\rho_1, \ldots, \rho_r)$ is asymptotically equivalent to the number $c_n^{(1)}(\rho_r)$ of partitions corresponding to the model with one rightmost pole $\rho_r$ (see (6.9) in [1] and (5.19) in [6]). Our asymptotic formula (20) for $c_n^{(i)}$, $i = 1, 2, 3$ disproves this belief for all three types of the structures considered. Nevertheless, the basic idea behind this belief is correct, in the sense that

$$\log c_n^{(i)}(\rho_1, \ldots, \rho_r) \sim \log c_n^{(i)}(\rho_r) \sim P_n^{(i)}(\rho_r; C_0), \quad n \to \infty,$$

by virtue of (20). The proof of Theorem 1 shows that

$$P_n^{(i)} > 0, \quad i = 1, 2, 3.$$

Finally, we note that an interesting extension of Meinardus’ theorem in a related but a quite different direction was obtained in [8] and [9]. In both papers it is studied the problem of asymptotic enumeration of the number of unweighted partitions ($b_k = 1$, $k \geq 1$) of $n$ with summands belonging to a given infinite set of positive integers $\Lambda = \{\lambda_1, \ldots, \lambda_k, \ldots\}$ and with associated spectral zeta function $D(s) = \sum_{l \geq 1} \lambda_l^{-s}$. In [8] the set $\Lambda$ represents numbers with missing digits, so that the generating function $D$ has simple equidistant poles $\alpha + 2\pi ik\omega, \ k \in \mathbb{Z}$, for a fixed $\omega > 0$, on the line $\Re(s) = \alpha$ for some $\alpha > 0$, and it is analytic in the half-plane $\Re(s) > \alpha$. In [9] motivated by the enumeration problems in the setting of quantum mechanics, the function $D$ has simple real poles at the integers $n, n - 1, \ldots, 1, -1, \ldots$.

2 Proofs.

The most difficult part of the proof is contained in the Subsection 2.2 in which we establish the asymptotic formulae for the solutions $\delta_n^{(i)}, \ i = 1, 2, 3$ in the case of $r \geq 1$ simple poles.

In what follows we always suppose that conditions (I)–(III) are satisfied.

2.1 Asymptotics of generating functions, as $\delta \to 0^+$.  

Lemma 1 (i) As $\delta \to 0^+$,

$$\mathcal{F}^{(i)}(\delta) = \exp \left( \sum_{l=0}^{r} h_l^{(i)} \delta^{-\rho_l} - (D(0) \log \delta)1(i) + M^{(i)}(\delta; C_0) \right), \quad (22)$$
where
\[ \rho_0 = 0, \quad 1(i) = \begin{cases} 1, & i=1; \\ 0, & i=2,3, \end{cases} \]
\[ h_i^{(i)} = \begin{cases} A_l \Gamma(\rho_l) \zeta(\rho_l + 1), & i=1, l=1, \ldots, r; \\ A_l \Gamma(\rho_l) (1 - 2^{-\rho_l}) \zeta(\rho_l + 1), & i=2, l=1, \ldots, r; \\ A_l \Gamma(\rho_l), & i=3, l=1, \ldots, r, \end{cases} \]
\[ h_0^{(i)} = \begin{cases} \frac{D'(0)}{D(0)} & i=1; \\ \frac{D(0) \log 2}{D(0)}, & i=2; \\ \frac{D(0)}{D(0)}, & i=3 \end{cases} \]

and
\[ M^{(1)}(\delta; C_0) = \frac{1}{2\pi i} \int_{C_0-i\infty}^{C_0+i\infty} \delta^{-s} \Gamma(s) \zeta(s+1) D(s) ds, \quad (23) \]
\[ M^{(2)}(\delta; C_0) = \frac{1}{2\pi i} \int_{C_0-i\infty}^{C_0+i\infty} \delta^{-s} \Gamma(s) (1 - 2^{-s}) \zeta(s+1) D(s) ds, \quad (24) \]
\[ M^{(3)}(\delta; C_0) = \frac{1}{2\pi i} \int_{C_0-i\infty}^{C_0+i\infty} \delta^{-s} \Gamma(s) D(s) ds, \quad (25) \]

with \( M^{(i)}(\delta; C_0) = O(\delta^{C_0}), \quad i = 1, 2, 3. \)

(ii) The asymptotic expressions for the derivatives
\[ \left( \log F^{(i)}(\delta) \right)^{(k)}, \quad i = 1, 2, 3, \quad k = 1, 2, 3 \]
are given by the formal differentiation of the logarithm of (22), with
\( (M^{(i)}(\delta; C_0))^{(k)} = O(\delta^{C_0-k}), \quad i = 1, 2, 3, \quad k = 1, 2, 3. \)

Proof The proof of the claim (i) which we only sketch is similar to the proof of the first part of Lemma 2 in [3]. Following the Meinardus approach, we will use the fact that \( e^{-u}, \ u > 0 \), is the Mellin transform of the Gamma function:
\[ e^{-u} = \frac{1}{2\pi i} \int_{v-i\infty}^{v+i\infty} u^{-s} \Gamma(s) ds, \quad u > 0, \ \Re(s) = v > 0. \quad (26) \]

Expanding \( \log(1 - e^{-\delta k}) \) and \( \log(1 + e^{-\delta k}) \) from (8) and (9), respectively, in terms of \( e^{-\delta k} \) and then substituting (26) in (8) - (10), with \( v = \rho_r + \epsilon, \)
with any $\epsilon > 0$, gives the desired integral representations of the functions $\log F^{(i)}(\delta)$, $i = 1, 2, 3$ for all $\delta > 0$:

\[
\log F^{(1)}(\delta) = \frac{1}{2\pi i} \int_{\epsilon + \rho r + i\infty}^{\epsilon + \rho r - i\infty} \delta^{-s} \Gamma(s) \zeta(s + 1) D(s) ds,
\]

(27)

\[
\log F^{(2)}(\delta) = \frac{1}{2\pi i} \int_{\epsilon + \rho r - i\infty}^{\epsilon + \rho r + i\infty} \delta^{-s} \Gamma(s)(1 - 2^{-s}) \zeta(s + 1) D(s) ds,
\]

(28)

\[
\log F^{(3)}(\delta) = \frac{1}{2\pi i} \int_{\epsilon + \rho r - i\infty}^{\epsilon + \rho r + i\infty} \delta^{-s} \Gamma(s) D(s) ds.
\]

(29)

Next, we apply the residue theorem for the above integrals, in the complex domain $-C_0 \leq \Re(s) \leq \rho_r + \epsilon$, with $0 \leq C_0 < 1, \epsilon > 0$. By virtue of condition (I), the integrands in (27)-(29) have in the aforementioned domain $r$ simple poles at $\rho_l > 0$, $l = 1, \ldots, r$. The corresponding residues at $s = \rho_l$ in the three cases are equal to:

\[
A_l \delta^{-\rho_l} \Gamma(\rho_l) \zeta(\rho_l + 1), \quad l = 1, \ldots, r, \quad \text{for} \quad i = 1,
\]

\[
A_l \delta^{-\rho_l} \Gamma(\rho_l)(1 - 2^{-\rho_l}) \zeta(\rho_l + 1), \quad l = 1, \ldots, r, \quad \text{for} \quad i = 2,
\]

\[
A_l \delta^{-\rho_l} \Gamma(\rho_l), \quad l = 1, \ldots, r, \quad \text{for} \quad i = 3.
\]

Besides, from the Laurent expansions at $s = 0$ of the Riemann Zeta function $\zeta(s + 1) = \frac{1}{s} + \gamma + \ldots$ and the Gamma function $\Gamma(s) = \frac{1}{s} - \gamma + \ldots$, where $\gamma$ is Euler’s constant, the integrands have also a pole at $s = 0$, which is a simple one in the cases $i = 2, 3$ and is of a second order in the case $i = 1$. The residues at $s = 0$ are equal to

\[
D'(0) - D(0) \log \delta \quad \text{for} \quad i = 1,
\]

\[
D(0) \log 2 \quad \text{for} \quad i = 2,
\]

\[
D(0) \quad \text{for} \quad i = 3.
\]

Finally, applying condition (II) shows that in all three cases the integrals of the above integrands, over the horizontal contour $-C_0 \leq \Re(s) \leq \epsilon + \rho_r$, $\Im(s) = t$, tend to zero, as $t \to \infty$, for any fixed $\delta > 0$. This gives the claimed formulae (22) for $i = 1, 2, 3$, where the remainder terms $M^{(i)}$ are integrals of the aforementioned integrands, taken over the vertical contour $-C_0 + it$, $-\infty < t < \infty$. 

The proof of (ii) proceeds as in the proof of Lemma 2 in [3].

The asymptotics of the generating functions for weighted partitions has almost a century long history of its own which is enlightened in the remarkable monograph [4], p.228-229, by Korevaar, (see also [3]).

2.2 Asymptotics of $\delta_n$.

Preliminaries. First we note that for $i = 1, 2, 3$ equations (11) - (13) have unique solutions $\delta_n^{(i)}$, such that $\delta_n^{(i)} \to 0$ as $n \to \infty$. The proof of this is the same as the proof of part (ii) of Lemma 2 in [3]. We call any $\tilde{\delta}_n$, such that

$$( - \log f_n(e^{-\delta}))'_{\delta=\tilde{\delta}_n} - n \to 0, \quad n \to \infty$$

(30)

an asymptotic solution of (7). We demonstrate that in all three cases considered it is sufficient for (30) that $\tilde{\delta}_n$ obeys the condition

$$( - \log F(\delta))'_{\delta=\tilde{\delta}_n} - n \to 0, \quad n \to \infty.$$  \hspace{1cm} (31)

In fact, by Lemma [11]

$$( - \log F^{(i)}(\delta))' \sim h_r^{(i)} \rho_r \delta^{-r \rho_r - 1}, \quad \delta \to 0, \quad i = 1, 2, 3,$$

from which it follows that (31) implies

$$\tilde{\delta}_n^{(i)} \sim (h_r^{(i)} \rho_r)^{\frac{1}{\rho_r+1}} n^{-\frac{1}{\rho_r+1}}, \quad n \to \infty, \quad i = 1, 2, 3.$$  \hspace{1cm} (32)

We have, for an arbitrary multiplicative measure and all $\delta > 0$,\n
$$\log f_n(e^{-\delta}) = \log F(\delta) - \sum_{k=n+1}^{\infty} \log S_k(\delta).$$  \hspace{1cm} (33)

By using the Wiener-Ikehara theorem as in the proof of Theorem 2 of [3], one may show that in our setting $b_k = o(k^\rho)$. (In this connection note that for the application of the theorem only the rightmost pole matters). Using
this fact, we obtain from (8) for the case \(i = 1\):

\[
\sum_{k=n+1}^{\infty} \left( - \log S_k^{(1)}(\tilde{\delta}_n^{(1)}) \right)' = \sum_{k=n+1}^{\infty} \frac{kb_k e^{-k\tilde{\delta}_n^{(1)}}}{1 - e^{-k\tilde{\delta}_n^{(1)}}} = o\left( \int_{n+1}^{\infty} \frac{u^{\rho_r+1} e^{-u\tilde{\delta}_n^{(1)}}}{1 - e^{-u\tilde{\delta}_n^{(1)}}} du \right) = \left( \tilde{\delta}_n^{(1)} \right)^{-\rho_r - 2} o\left( \int_{(n+1)\tilde{\delta}_n^{(1)}}^{\infty} \frac{w^{\rho_r+1} e^{-w}}{1 - e^{-w}} dw \right) = o(1), \quad n \to \infty,
\]

by (32), since \(n\tilde{\delta}_n^{(1)} \to \infty\). This together with (33) say that (30) implies (31) in the case \(i = 1\). For the cases \(i = 2, 3\) the proof of the claim is similar.

As in [3], we will use (31) to derive asymptotic expansions for \(\tilde{\delta}_n^{(i)}\), \(i = 1, 2, 3\) in our setting. It is necessary to establish that the error of approximating the exact solution \(\delta_n^{(i)}\) by the asymptotic solution \(\tilde{\delta}_n^{(i)}\) is of order \(o(n^{-1})\).

By the monotonicity in \(\delta > 0\) (for any fixed \(n \geq 1\)) of the functions \(\log f_n^{(i)}(e^{-\delta})\), \(i = 1, 2, 3\) and their derivatives, it follows from (32) that

\[
\delta_n^{(i)} \sim \tilde{\delta}_n^{(i)}, \quad n \to \infty, \quad i = 1, 2, 3.
\]

(35)

Applying the Mean Value Theorem, we obtain

\[
\left| \left( \log f_n(e^{-\delta_n^{(i)}}) \right)' - \left( \log f_n(e^{-\tilde{\delta}_n^{(i)}}) \right)' \right| = \left| (\delta_n^{(i)} - \tilde{\delta}_n^{(i)}) \left( \log f_n(e^{-u_n}) \right)'' \right|,
\]

where

\[
u_n \in \left[ \min(\delta_n^{(i)}, \tilde{\delta}_n^{(i)}), \max(\delta_n^{(i)}, \tilde{\delta}_n^{(i)}) \right].
\]

By virtue of the definitions (7), (30), the left hand side of (36) tends to 0, as \(n \to \infty\). It follows from the preceding arguments and Lemma 1 that for all three cases,

\[
\left( \log f_n(e^{-u_n}) \right)'' \sim \rho_r (\rho_r + 1) h_n^{(i)}(\delta_n^{(i)})^{-\rho_r - 2} = O(n^{\frac{\rho_r + 2}{\rho_r + 1}}).
\]

(37)

Combining (36) with (37), gives the desired estimate

\[
\left| \delta_n^{(i)} - \tilde{\delta}_n^{(i)} \right| = o(n^{-1}), \quad i = 1, 2, 3.
\]

(38)
The asymptotic solution. Now our efforts will be devoted to derive the asymptotic expansions for \( \tilde{\delta}_n^{(i)} \), \( i = 1, 2, 3 \) which by (38), will provide asymptotic expansions of \( \delta_n^{(i)} \) up to order \( o(n^{-1}) \). For the sake of brevity, we will use in the course of the proof the notations

\[
\hat{h}_l^{(i)} = \rho_l h_l^{(i)}, \quad l = 1, \ldots, r, \quad i = 1, 2, 3,
\]

and

\[
\hat{h}_0^{(i)} = \begin{cases} 
D(0), & i = 1; \\
0, & i = 2, 3.
\end{cases}
\]

Proposition 1 Suppose that the sequence \( b_k \geq 0, \ k \geq 1 \) is such that the associated Dirichlet generating function \( D \) satisfies the conditions (I) and (II) of Theorem 7. Then, the asymptotic expansions of \( \delta_n^{(i)} \) up to terms of order \( o(n^{-1}) \) are given by

\[
\delta_n^{(i)} = \left( \hat{h}_r^{(i)} \right)^{1/\rho_r+1} n^{-1/\rho_r+1} + \sum_{s=1}^{[r_s]} K_s^{(i)} n^{-1/\rho_s+1} + o(n^{-1}), \quad i = 1, 2, 3, \tag{39}
\]

where \( K_s^{(i)} \) and \( \lambda_s \) do not depend on \( n \), and the powers \( \lambda_s \) are as defined in (19).

Proof By (ii) of Lemma 11 we have

\[
\left( -\log \mathcal{F}^{(i)}(\delta) \right)' = \sum_{l=0}^{r} \hat{h}_l^{(i)} \delta^{-\rho_l} + \left( M^{(i)}(\delta; C_0) \right)' , \quad i = 1, 2, 3.
\]

(Here and in what follows \( \left( M^{(i)}(\delta; C_0) \right)' \) denotes the derivative with respect to \( \delta \).) By (32), the condition (31) may be rewritten as

\[
\Delta_n^{(i)} := \frac{n(\tilde{\delta}_n^{(i)})^{\rho_r+1} - \sum_{k=0}^{r} \hat{h}_k^{(i)} (\tilde{\delta}_n^{(i)})^{\rho_r-\rho_k} - (\tilde{\delta}_n^{(i)})^{\rho_r+1} \left( M^{(i)}(\tilde{\delta}_n^{(i)}; C_0) \right)'} {n(\tilde{\delta}_n^{(i)})^{\rho_r+1} - \sum_{k=0}^{r} \hat{h}_k^{(i)} (\tilde{\delta}_n^{(i)})^{\rho_r-\rho_k} - (\tilde{\delta}_n^{(i)})^{\rho_r+1} \left( M^{(i)}(\tilde{\delta}_n^{(i)}; C_0) \right)'} \sim \frac{h_r n^{-1}}{h_r n^{-1}}
\]

\[
= o(1), \quad n \to \infty, \quad i = 1, 2, 3, \tag{40}
\]
which is equivalent to saying that the numerator in (40) is $o(n^{-1})$. In the course of the proof we will set

$$\tilde{\delta}_n^{(i)} = Q_n^{(i)} + u_n^{(i)}, \quad i = 1, 2, 3,$$

(41)

for some $Q_n^{(i)} \sim (\hat{h}_r^{(i)})^{pr+1} n^{-pr+1} \sim \tilde{\delta}_n^{(i)}$ and $u_n^{(i)} = o(\tilde{\delta}_n^{(i)}) = o(Q_n^{(i)}), \quad i = 1, 2, 3$ to be determined. We will then set $Z_n^{(i)} = \frac{\delta_n^{(i)}}{Q_n^{(i)}}$. Since the rest of the proof goes the same way for all three cases considered, we suppress the index $(i)$ in the forthcoming expansions. To motivate the choice of $Q_n^{(i)}$ and $u_n^{(i)}$, we observe that the insertion of $\tilde{\delta}_n^{(i)}$ of the form (41) in (40), and the use the binomial expansion gives

$$\hat{h}_r n^{-1} \Delta_n \sim nQ_n^{pr+1} - \sum_{k=0}^r \hat{h}_k Q_n^{pr-rk}$$

$$+ \sum_{m \geq 1} \binom{pr+1}{m} (nQ_n^{pr+1}) Z_n^m -$$

$$- \sum_{k=0}^{r-1} \hat{h}_k Q_n^{pr-rk} \left( \sum_{m \geq 1} \binom{pr-rk}{m} Z_n^m \right) -$$

$$- \left( M(\tilde{\delta}_n; C_0) \right)' Q_n^{pr+1} \sum_{m \geq 0} \binom{pr+1}{m} Z_n^m$$

(42)

(43)

(44)

$$= nQ_n^{pr+1} - \sum_{k=0}^r \hat{h}_k Q_n^{pr-rk} + L_n,$$

(45)

where $L_n$ denotes (42) + (43) + (44). Observe that if $Q_n$ has been chosen, then $L_n$ depends on $Z_n$ alone.

Our plan for the remainder of the proof consists of the following three steps:

Step 1. Determine a $Q_n \sim \delta_n$ satisfying the condition

$$nQ_n^{pr+1} - \sum_{k=0}^r \hat{h}_k Q_n^{pr-rk} = o(n^{-1}).$$

(46)

Step 2. Show that, under $Q_n$ obeying (46), one may choose $Z_n$, so that $L_n$ defined in (45) satisfies $L_n = o(n^{-1})$.}
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Step 1 and Step 2 construct an asymptotic solution $\tilde{\delta}_n(i)$ of the form (41). By (38), this provides the asymptotic expansion for the solutions $\delta_n(i), i = 1, 2, 3$ up to the of order $o(n^{-1})$. At this point it is convenient to introduce a variable

$$z = z_n = n^{-1/\rho_r+1}.$$

Step 3. Express the obtained asymptotic formulae for $\delta_n(i), i = 1, 2, 3$ as finite linear combinations of powers $z$.

**Step 1.** For the sake of convenience, we introduce another notation. Given a function $Q_n(z)$ of $z$, we define

$$\tilde{Q}(z) = z^{-1}Q_n(z). \quad (47)$$

Then (46) can be written as

$$\tilde{Q}^{\rho_r+1}(z) - \sum_{k=0}^{r} \hat{h}_k \tilde{Q}^{\rho_r-\rho_k}(z)z^{\rho_r-\rho_k} = o(n^{-1}). \quad (48)$$

It follows from (48) that $\tilde{Q}^{\rho_r+1}(0) = \hat{h}_r$, while (47) implies $\tilde{Q}^{\rho_r+1}(z) = O(1)$. We will verify that (48) is satisfied with $\tilde{Q}$ given by

$$\tilde{Q}^{\rho_r+1}(z) = \tilde{Q}^{\rho_r+1}(0) + \sum_{k=0}^{r-1} \hat{h}_k \tilde{Q}^{\rho_r-\rho_k}(0)z^{\rho_r-\rho_k} + V(z), \quad (49)$$

where $V(z) \equiv 0$, if $\tilde{\Upsilon}_r = \emptyset$, but where otherwise $V(z)$ is of the form

$$V(z) = \sum_{m=1}^{|	ilde{\Upsilon}_r|} B_m z^{\alpha_m}, \quad (50)$$

where the coefficients $B_m$ do not depend on $z$, and where the powers $\alpha_1 < \alpha_2 < \cdots < \alpha_{|	ilde{\Upsilon}_r|}$ comprise the set $\tilde{\Upsilon}_r$ defined by (18). Denote

$$P(z) = \sum_{k=0}^{r-1} \hat{h}_k \tilde{Q}^{\rho_r-\rho_k}(0)z^{\rho_r-\rho_k}$$

and assume that $\tilde{Q}(z)$ is defined by (49) for some function $V(z)$ of the form (50) with undetermined coefficients $B_m$. Then the condition (48) can be
written as

$$V(z) = \sum_{k=0}^{r-1} \hat{h}_k z^{\rho_r - \rho_k} \left( \tilde{Q}^{\rho_r - \rho_k}(z) - \tilde{Q}^{\rho_r - \rho_k}(0) \right) = o(n^{-1}).$$  \hspace{1cm} (51)$$

Moreover, we have

$$\tilde{Q}^{\rho_r - \rho_k}(z) - \tilde{Q}^{\rho_r - \rho_k}(0) = \tilde{Q}^{\rho_r - \rho_k}(0) \left( 1 + \frac{P(z) + V(z)}{Q^{\rho_r+1}(0)} \frac{\rho_r - \rho_k}{\rho_r + 1} - 1 \right)$$

$$= O(z^{\rho_r - \rho_r-1}), \quad k = 0, \ldots, r - 1,$$  \hspace{1cm} (52)

where the last asymptotics follows from the definitions of $P(z), V(z)$. Hence (51) implies $V(z) = O(z^{2(\rho_r - \rho_r-1)})$, in accordance with the fact that $\alpha_1 = 2(\rho_r - \rho_r-1)$, provided the set $\tilde{\Upsilon}_r$ is not empty.

It follows from the definition of the set $\tilde{\Upsilon}_r$ that if we can find $V(z)$ of the form (50) such that

$$B_m - [z^{\alpha_m}] \left( \sum_{k=0}^{r-1} \hat{h}_k z^{\rho_r - \rho_k} \left( \tilde{Q}^{\rho_r - \rho_k}(z) - \tilde{Q}^{\rho_r - \rho_k}(0) \right) \right) = 0,$$  \hspace{1cm} (53)

where the second term in (53) is the coefficient of $z^{\alpha_m}$ in the expression in parentheses, then we will have found the required $V(z)$ satisfying (51). Using (52), the equation (53) with $m = 1, \alpha_1 = 2(\rho_r - \rho_r-1)$ can be written as

$$B_1 = \hat{h}_{r-1}^2 \frac{(\rho_r - \rho_r-1)\tilde{Q}^{\rho_r-2\rho_r-1}(0)}{\rho_r + 1}.$$

The crucial fact is that, by virtue of (52), the coefficient of $z^{\alpha_m}$ in (53) does not depend on $B_s$ for $s \geq m$, so that

$$B_m + q_m(B_1, \ldots, B_{m-1}) = 0, \quad m = 2, \ldots, |\tilde{\Upsilon}_r|,$$

where $q_m$ are polynomials of $B_1, \ldots, B_{m-1}$. Thus, the $B_m$ can be defined recursively from (53), resulting in a function $V(z)$ of the form (50) satisfying (51).

Finally, with this choice of $V(z)$, we obtain from (52)

$$\tilde{Q}(z) = \tilde{Q}(0) \left( 1 + \frac{P(z) + V(z)}{Q^{\rho_r+1}(0)} \right)^{1/\rho_r+1}. $$
Recalling (47), this gives

\[ Q_n = \hat{h}_r^{\rho r+1} z \left(1 + \frac{P(z) + V(z)}{\hat{h}_r} \right)^{\frac{1}{\rho r+1}}, \quad (54) \]

which, by our construction, satisfies (46).

**Step 2.** We first need several definitions. Under \( Q_n \) given by (54), define

\[ C_n(m) = \left( \frac{\rho_r + 1}{m} \right) nQ_n^{\rho_r+1} \sim \left( \frac{\rho_r + 1}{m} \right) \hat{h}_r \neq 0, \quad m \geq 1, \quad (55) \]

\[ D_n(m) = \sum_{k=0}^{r-1} \hat{h}_k \left( \frac{\rho_r - \rho_k}{m} \right) Q_n^{\rho_r-\rho_k} = O(Q_n^{\rho_r-\rho_k-1}), \quad m \geq 1, \quad n \to \infty, \quad (56) \]

and

\[ E_n(m) = \left( \frac{\rho_r + 1}{m} \right) \left( M(\tilde{\delta}_n; C_0) \right)' Q_n^{\rho_r+1}, \quad m \geq 0, \quad n \to \infty. \quad (57) \]

In accordance with (55),

\[ L_n = \sum_{m \geq 1} (C_n(m) - D_n(m) - E_n(m)) Z_n^m - E_n(0). \quad (58) \]

We will analyze the factor \( \left( M(\tilde{\delta}_n; C_0) \right)' \) in (57). Suppose that

\[ Z_n = O \left( Q_n^{C_0+\rho_r} \right). \quad (59) \]

Evidently,

\[ (M(\delta; C_0))' = \frac{1}{2\pi i} \int_{-C_0 - i\infty}^{-C_0 + i\infty} \delta^{-s-1} h(s) ds, \]

where \( h(s) \) is determined by the appropriate choice of (23) - (25). Under \( \tilde{\delta}_n = Q_n(1 + Z_n) \), we have

\[ \left( M(\tilde{\delta}_n; C_0) \right)' = Q_n^{C_0-1}(1 + Z_n)^{C_0-1} \left( \int_{-\infty}^{\infty} Q_n^{-i\tau}(1 + Z_n)^{-i\tau} h(-C_0 + i\tau) i d\tau \right) \]

\[ = Q_n^{C_0-1}(1 + Z_n)^{C_0-1} \sum_{l=0}^{\infty} Z_n^l \left( \int_{-\infty}^{\infty} Q_n^{-i\tau} \left( \frac{-i\tau}{l} \right) h(-C_0 + i\tau) i d\tau \right). \]
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For given \(0 < C_0 < 1\), \(\rho_r > 0\) as in the statement of our Theorem 1, define
\[
m_0 = \min\{m \geq 2 : (C_0 + \rho_r)m > \rho_r + 1\},
\]
so that \(Z_n^{m_0} = o(n^{-1})\).

Next we have
\[
E_n(m) = \left(\frac{\rho_r + 1}{m}\right) Q_n^{\rho_r + C_0} (1 + Z_n)^{C_0 - 1} \sum_{l=0}^{m_0 - 2} \eta_l(n) Z_n^l = O(Q_n^{\rho_r + C_0} + o(n^{-1}),
\]
\[
m \geq 0, \quad n \to \infty,
\]
where
\[
\eta_l(n) = \int_{-\infty}^{\infty} Q_n^{-i\tau} \left(-\frac{i\tau}{l}\right) h(-C_0 + i\tau)/d\tau = O(1), \quad l \geq 0, \quad n \to \infty
\]
are known constants. Now the expression for \(E_n(m)\) can be written as
\[
E_n(m) = Q_n^{\rho_r + C_0} \sum_{l=0}^{m_0 - 2} \tilde{\gamma}_l(n, m) Z_n^l + o(n^{-1}),
\]
where we denoted
\[
\tilde{\gamma}_l(n, m) = \left(\frac{\rho_r + 1}{m}\right) \sum_{p+k=l} \left(\frac{C_0 - 1}{p}\right) \eta_k(n).
\]
Consequently,
\[
\sum_{m \geq 0} E_n(m) Z_n^m = \sum_{m=0}^{m_0 - 2} E_n(m) Z_n^m + o(n^{-1})
\]
\[
= Q_n^{\rho_r + C_0} \sum_{k=0}^{m_0 - 2} Z_n^k \left(\sum_{m+l=k} \tilde{\gamma}_l(n, m)\right) + o(n^{-1})
\]
\[
= Q_n^{\rho_r + C_0} \sum_{k=0}^{m_0 - 2} \gamma_k(n) Z_n^k + o(n^{-1}),
\]
\[
(62)
\]
where
\[
\gamma_k(n) = \sum_{m+l=k} \tilde{\gamma}_l(n, m).
\]
Set
\[ W_n(m) = C_n(m) - D_n(m), \quad m \geq 1, \] (63)
Substituting (62) and (63) into (58) produces
\[ L_n = \sum_{m=1}^{m_0-1} W_n(m) Z_n^m - Q_n^{\rho_r+C_0} \sum_{k=0}^{m_0-2} \gamma_k(n) Z_n^k + o(n^{-1}). \] (64)

Our objective will be to show that the condition
\[ L_n = o(n^{-1}) \] (65)
is satisfied by \( Z_n \) which, in agreement with the assumption (59), is a polynomial in \( Q_n^{\rho_r+C_0} \) of degree \((m_0 - 1)\):
\[ Z_n = \sum_{k=1}^{m_0-1} \beta_k(n) Q_n^{k(\rho_r+C_0)}, \] (66)
with coefficients \( \beta_k(n) = O(1) \) that are determined recursively from (65). In fact, under the above form of \( Z_n \), the main term of \( L_n \) becomes a polynomial in \( Q_n^{\rho_r+C_0} \), so that the condition (65) is satisfied if
\[ [Q_n^{k(\rho_r+C_0)}] L_n = 0, \quad k = 1, \ldots, m_0 - 1, \] (67)
where \([Q_n^{k(\rho_r+C_0)}] L_n \) denotes the coefficient of \( Q_n^{k(\rho_r+C_0)} \) in \( L_n \). From (67), (64) we derive
\[ [Q_n^{(\rho_r+C_0)}] L_n = W_n(1) \beta_1(n) - \gamma_0(n) = 0, \]
\[ [Q_n^{2(\rho_r+C_0)}] L_n = W_n(1) \beta_2(n) + W_n(2) \beta_1^2(n) - \gamma_1(n) \beta_1(n) = 0, \ldots, \]
\[ [Q_n^{k(\rho_r+C_0)}] L_n = [Q_n^{k(\rho_r+C_0)}] \left( \sum_{m=1}^{m_0-1} W_n(m) Z_n^m \right) - \]
\[ [Q_n^{(k-1)(\rho_r+C_0)}] \left( \sum_{k=0}^{m_0-2} \gamma_k(n) Z_n^k \right) = \beta_k(n) W_n(1) + R_{k-1}(\beta_1(n), \ldots, \beta_{k-1}(n)), \]
\[ k = 1, \ldots, m_0 - 1, \]
where \( R_{k-1} \) is a polynomial in \( \beta_1(n), \ldots, \beta_{k-1}(n) \). By induction on \( k \), we have \( \beta_k(n) = O(1) \) for all \( k \in [1, m_0 - 1] \). Since \( R_{k-1} \) does not depend on \( \beta_k(n) \)
and since $W_n(1) \sim (\rho_r + 1)\hat{h}_r \neq 0$ as $n \to \infty$, our claim is justified. Thus, with $Z_n$ given by (66),

$$L_n = o(n^{-1}) + \sum_{m \geq m_0} W_n(m)Z_n^m \leq o(n^{-1}) + O(1)\left|Z_n^{m_0}\right| = o(n^{-1}),$$

by virtue of (60), (63) and because $Z_n \to 0$. Consequently, we have $u_n = Z_n Q_n = O(Q_n^{C_0 + \rho_r + 1}) = o(n^{-1})$, as was desired.

**Step 3** The first two steps, combined with (38) produce the following asymptotic formulae for the solutions $\delta^{(i)}_n$:

$$\delta^{(i)}_n = \left(\hat{h}^{(i)}_r\right)^{1/\rho_r+1}n^{-1/\rho_r+1}(1 + \sum_{k=0}^{\rho_r-1} \hat{h}^{(i)}_k \left(\frac{\hat{h}^{(i)}_r n^{-1}}{\rho_r+1} + V(z)\right)\frac{1}{\rho_r+1} + o(n^{-1}),$$

where $V(z)$ is given by (50). We now observe the following fact stemming from the definition of the set $\Upsilon_r$. If $\lambda_s, \lambda_t \in \Upsilon_r$ are such that $\lambda_s + \lambda_t \leq \rho_r + 1$, then $\lambda_s + \lambda_t \in \Upsilon_r$ as well. Hence, the binomial expansion of the right hand side of (68) gives the claimed formulae (39).

The following particular cases of Proposition 1 are of importance.

**Corollaries** We recall that the set $\tilde{\Upsilon}_r$ is not empty if and only if $\alpha_1 = 2(\rho_r - \rho_{r-1}) \leq \rho_r + 1$.

(i) **The case when $\rho_r > 2\rho_{r-1}$**: Though in this case the set $\tilde{\Upsilon}_r$ is not necessary empty, (68) conforms to

$$\delta^{(i)}_n = \left(\hat{h}^{(i)}_r\right)^{1/\rho_r+1}n^{-1/\rho_r+1} + \sum_{k=0}^{\rho_r-1} \hat{h}^{(i)}_k \left(\frac{\hat{h}^{(i)}_r n^{-1}}{\rho_r+1} + V(z)\right)\frac{1}{\rho_r+1} + o(n^{-1}).$$

For the proof recall that if $\tilde{\Upsilon}_r \neq \emptyset$, then $V(z) \sim B_1 z^{2(\rho_r - \rho_{r-1})}$, so that in the expansion (68), $n^{-1/\rho_r+1}V(z) = o(n^{-1})$.

(ii) **The case of a single simple pole**: $r = 1$, $\rho_1 > 0$. Since $\rho_0 = 0$, the condition of Corollary (i) holds and, therefore

$$\delta^{(i)}_n = \left(\hat{h}^{(i)}_1\right)^{1/\rho_1+1}n^{-1/\rho_1+1} + \hat{h}^{(i)}_0 n^{-1} + o(n^{-1}),$$

which recovers the asymptotic formulae for $\delta^{(i)}_n$ in [3]. In this regard we note that in [3] a detailed form of the term $o(n^{-1})$ was derived. The latter is not needed for our subsequent study.
(iii) The case of equidistant simple poles: \( \rho_l = l \omega, \ l = 0, \ldots, r, \ a > 0 \) is a given number. In this case the condition of Corollary (i) holds only if \( r = 1 \). For \( r \geq 2 \), the set \( \Upsilon_r \) consists of multiples of \( a > 0 \):

\[
\Upsilon_r = \{ p = aM : M \in \mathbb{Z}_+, M \leq r + \lfloor a^{-1} \rfloor \}.
\]

The simple structure of \( \Upsilon_r \) allows to write the expression (68) for \( \delta_n^{(i)} \) in the following form

\[
\delta_n^{(i)} = \left( \hat{h}_r^{(i)} \right)^{ar+1} \sum_{\ell=0}^{r+\lfloor a^{-1} \rfloor} \psi_\ell^{(i)} z^{al+1} + o(n^{-1}),
\]

where \( \psi_0^{(i)} = 1, \ i = 1, 2, 3. \) We will demonstrate that the coefficients \( \psi_\ell^{(i)} \) are determined recursively from (46). In view of the above representation of \( \delta_n^{(i)} \), the condition (46) can be written as

\[
\hat{h}_r^{(i)} \left( \sum_{\ell=0}^{\lfloor a^{-1} \rfloor} \psi_\ell^{(i)} z^{al} \right)^{ar+1} - \sum_{k=0}^{r} \hat{h}_k^{(i)} \left( \sum_{\ell=0}^{\lfloor a^{-1} \rfloor} \hat{h}_\ell^{(i)} \right)^{\frac{a(r-k)}{ar+1}} \psi_\ell^{(i)} z^{al+1} a^{(r-k)} = o(n^{-1}),
\]

which is equivalent to

\[
\hat{h}_r^{(i)} [z^{as}] \left( \sum_{\ell=0}^{s} \psi_\ell^{(i)} z^{al} \right)^{ar+1} - [z^{as}] \sum_{k=0}^{r} \hat{h}_k^{(i)} \left( \sum_{\ell=0}^{s} \hat{h}_\ell^{(i)} \right) z^{a(r-k)} \left( \sum_{\ell=0}^{s} \psi_\ell^{(i)} z^{al} \right)^{a(r-k)} = 0,
\]

\( s = 0, \ldots, r + \lfloor a^{-1} \rfloor. \)

This gives

\[
(ar + 1) \hat{h}_r^{(i)} \psi_s^{(i)} + q_s(\psi_0^{(i)}, \psi_1^{(i)}, \ldots, \psi_{s-1}^{(i)}) = 0, \ s = 1, \ldots, r + 1, \quad (71)
\]

where \( q_s \) is a polynomial of \( \psi_1^{(i)}, \ldots, \psi_s^{(i)} \) only.

(iv) The case where \( V(z) \) influences the main term. In all of the previous corollaries the remainder \( V(z) \) does not influence the main terms, i.e. terms of order \( \geq n^{-1} \), in the asymptotics of \( \delta_n \). We give now an example, where the impact of \( V(z) \) is seen. Suppose \( r = 2 \) and \( 2(\rho_2 - \rho_1) < \rho_2 \). Then \( \alpha_1 = 2(\rho_2 - \rho_1) \in \Upsilon_r \), and moreover, \( zV(z) \sim zB_1 z^{\alpha_1} \gg n^{-1} \), as \( n \to \infty \).
2.3 Completion of the proof

It is left to use Lemma 11 and Proposition 11 to find the asymptotics of the logarithms of each of the three factors in the representation (4) when $\delta = \delta_n^{(i)}$, $i = 1, 2, 3$.

(i) 

$$n \delta_n^{(i)} = \left( \hat{h}_r^{(i)} \right)^{1/\rho_r} n^{\rho_r} + \sum_{s: \lambda_s \leq \rho_r} K_s^{(i)} n^{\rho_r - \lambda_s} + \epsilon_n^{(i)}, \quad i = 1, 2, 3,$$

where $\lambda_s \in \Upsilon_r$, $\epsilon_n^{(i)} \to 0$.

(ii) Firstly, by the argument similar to the one for the proof of (34) we conclude that

$$\log f_n^{(i)}(e^{-\delta_n^{(i)}}) = \log F_n^{(i)}(\delta_n^{(i)}) + \epsilon_n^{(i)}, \quad i = 1, 2, 3. \quad \text{(73)}$$

Next, for $l = 0, 1, \ldots, r$

$$\left( \delta_n^{(i)} \right)^{-\rho_l} = \left( \hat{h}_r^{(i)} \right)^{-\rho_l/\rho_r} n^{\rho_l/\rho_r} + \sum_{s: \lambda_s \leq \rho_l} K_s^{(i)} n^{\rho_l - \lambda_s} + \epsilon_n^{(i)}(l),$$

where $\epsilon_n^{(i)}(l) = o(1)$, $i = 1, 2, 3$, $l = 1, 2, \ldots r$ and where the coefficients $K_s^{(i)}$ are obtained from the binomial expansion for $\left( \delta_n^{(i)} \right)^{-\rho_l}$, based on (39) and the definition (19) of the set $\Upsilon_r$. Consequently, substituting $\delta = \delta_n^{(i)}$ into (22) gives

$$\log f_n^{(i)}(e^{-\delta_n^{(i)}}) = \sum_{l=0}^r \hat{h}_l^{(i)} \left( \hat{h}_r^{(i)} \right)^{-\rho_l/\rho_r} n^{\rho_l/\rho_r} + \sum_{l=0}^r \hat{h}_l^{(i)} \sum_{s: \lambda_s \leq \rho_l} K_s^{(i)} n^{\rho_l - \lambda_s} +$$

$$\left( \frac{D(0)}{\rho_r + 1} \log n - \frac{D(0)}{\rho_r + 1} \log \hat{h}_r^{(i)} \right) \mathbf{1}(i) + \epsilon_n^{(i)}, \quad i = 1, 2, 3. \quad \text{(74)}$$

(iii) It turns out that Theorem 4 of [3], which is a local limit theorem, may be adapted to the situation here. We will explain in the proof below that the reason for it is the fact (21), which we pointed in our historical remark.

**Theorem 2 (Local limit theorem).**

*Let the random variable $U_n$ be defined as in Section 1. Then*
\[ \mathbb{P} \left( U_n^{(i)} = n \right) \sim \frac{1}{\sqrt{2\pi \text{Var}(U_n^{(i)})}} \sim \frac{1}{\sqrt{2\pi K_n^{(i)}}} \left( \delta_n^{(i)} \right)^{1+\rho r/2} \]

\[ \sim \frac{1}{\sqrt{2\pi K_n^{(i)}}} \left( \hat{h}_n^{(i)} \right)^{\frac{2+\rho r}{2(\rho r+1)}} n^{-\frac{2+\rho r}{2(\rho r+1)}}, \quad n \to \infty, \quad i = 1, 2, 3, \quad (75) \]

with constants \( K_n^{(i)} \) defined by

\[ K_n^{(1)} = A_r \Gamma(\rho r + 2) \zeta(\rho r + 1), \]

\[ K_n^{(2)} = A_r (1 - 2^{-\rho r}) \Gamma(\rho r + 2) \zeta(\rho r + 1) \]

and

\[ K_n^{(3)} = A_r \Gamma(\rho r + 2). \]

**Proof.** We will sketch the proof that follows the pattern in [3]. Denoting

\[ \phi_n(\alpha) = \mathbb{E} \left( e^{2\pi i \alpha U_n} \right), \quad \alpha \in \mathbb{R} \]

the characteristic function of the random variable \( U_n \) and setting

\[ \alpha_0 = (\delta_n^{(i)})^{\frac{\rho r+2}{2}} \log n, \]

we write

\[ \mathbb{P}(U_n = n) = \int_{-\alpha_0}^{\alpha_0} \phi_n(\alpha) e^{-2\pi i \alpha} d\alpha = I_1 + I_2, \]

where

\[ I_1 = \int_{-\alpha_0}^{\alpha_0} \phi_n(\alpha) e^{-2\pi i \alpha} d\alpha \]

and

\[ I_2 = \int_{-\alpha_0}^{\alpha_0} \phi_n(\alpha) e^{-2\pi i \alpha} d\alpha + \int_{\alpha_0}^{1/2} \phi_n(\alpha) e^{-2\pi i \alpha} d\alpha. \]

(76)

(77)

Defining \( B_n \) and \( T_n \) by

\[ B_n^{2} = \left( \log f_n(e^{-\delta}) \right)^{''} \delta = \delta_n^{(i)} \]

and

\[ T_n = - \left( \log f_n(e^{-\delta}) \right)^{'''\prime} \delta = \delta_n^{(i)} \]

(78)
for $n$ fixed we have the expansion
\[
\phi_n(\alpha)e^{-2\pi i n\alpha} = \exp \left( 2\pi i \alpha (\mathbb{E} U_n - n) - 2\pi^2 \alpha^2 B_n^2 + O(\alpha^3)T_n \right) = \exp \left( -2\pi^2 \alpha^2 B_n^2 + O(\alpha^3)T_n \right), \quad \alpha \to 0. \tag{79}
\]

By virtue of (22) and (73) we derive from (78) that the main terms in the asymptotics for $B_n^2$ and $T_n$ depend on the rightmost pole $\rho_r$ only:
\[
B_n^2 \sim K_2^{(i)}(\delta_n^{(i)})^{-\rho_r - 2},
\]
\[
T_n \sim K_3^{(i)}(\delta_n^{(i)})^{-\rho_r - 3},
\]
where $K_2^{(i)}, K_3^{(i)}$ are as in the statement of the theorem. Therefore, in all three cases,
\[
B_n^2 \alpha_0^2 \to \infty, \quad T_n \alpha_0^3 \to 0, \quad n \to \infty.
\]

Consequently,
\[
I_1 \sim \frac{1}{\sqrt{2\pi B_n^2}}, \quad n \to \infty
\]
and it is left to show that $I_2 = o(I_1), \quad n \to \infty$. Taking into account that for all three models $\alpha_0 = o(\sqrt{\delta_n}),$ we then follow [2] splitting the range $[\alpha_0, 1/2]$ of the integral $I_2$ into three subintervals $[\alpha_0, \delta_n], \quad [\delta_n, \sqrt{\delta_n}], \quad \text{and} \quad [\sqrt{\delta_n}, 1/2]$.

The proof of Lemma 3 in [3] shows that
\[
\phi_n(\alpha) \leq (1 + \varepsilon_n) \exp \left( -\frac{V_n(\alpha)}{\mathcal{M}^{(i)}} \right), \quad \alpha \in \mathbb{R},
\]
where $\varepsilon_n \to 0, \quad \mathcal{M}^{(i)}, \quad i = 1, 2, 3,$ are positive constants defined in condition (iii') of Theorem 3 in [3], and
\[
V_n(\alpha) := \sum_{k=1}^{\infty} e^{-k\delta_n} \sin^2(\pi \alpha k).
\]

In the third subinterval, the condition (III) holds, which allows to derive, in the same way as in [3], that the corresponding part of the integral $I_2$ is $O \left( \delta_n^{-\rho_r + \varepsilon} \right) = o(I_1)$.

Regarding the first subinterval, we are able to derive the desired bound, following the scheme in [2], modified so as to match our setting for the sequence $\left\{ b_k \right\}$. The subsequent analysis uses an inequality (3.70) from [2],
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which we recall in (80) below. Let $[x]$ and $\{x\}$ denote, respectively, the integer and fractional parts of a real number $x$, and let $\|x\|$ denote the distance from $x$ to the nearest integer, so

$$\|x\| = \begin{cases} \{x\} & \text{if } \{x\} \leq 1/2; \\ 1 - \{x\} & \text{if } \{x\} > 1/2. \end{cases}$$

We then have

$$\sin^2(\pi x) \geq 4 \|x\|^2.$$ \hspace{1cm} (80)

For $\alpha \in [\alpha_0, \delta_n]$, we get the estimate, as $n \to \infty$:

$$V_n(\alpha) = \sum_{k=1}^{n} b_k e^{-k\delta_n} \|\alpha j\|^2 \geq \alpha_0^2 \sum_{k=1}^{(1/(2\delta_n))} b_k k^2 e^{-k\delta_n} \geq \alpha_0^2 C_1 \sum_{k=1}^{(1/(2\delta_n))} k^2 b_k \sim \alpha_0^2 C_1 \frac{A_r}{\rho_r + 2} (2\delta_n)^{-\rho_r - 2} = C_2 \log^2 n, \hspace{1cm} (81)$$

In order to show the asymptotic equivalence (81), we used the Wiener-Ikehara theorem (see [4], p.122), which for $\{b_k\}$ in our setting reads as follows:

$$\sum_{k=1}^{n} b_k k^1 - \rho_r \sim A_r n, \hspace{1cm} n \to \infty.$$ 

By writing $\sum_{k=1}^{n} b_k k^s = \sum_{k=1}^{n} (b_k k^{1-\rho_r})(k^{\rho_r+s-1})$, for $s \geq 0$, and using summation-by-parts, we obtain

$$\sum_{k=1}^{n} b_k k^s \sim \frac{A_r}{\rho_r + s} n^{\rho_r + s}, \hspace{1cm} n \to \infty, \hspace{1cm} (82)$$

which, with $s = 2$, implies (81).
For $\alpha \in [\delta_n, \sqrt{\delta_n}]$, define, as in [2],

$$Q(\alpha) = \begin{cases} 1 \leq k \leq n : j + 1/4 \leq \alpha k \leq j + 3/4, & j = 0, 1, \ldots, \left\lfloor \frac{4\alpha n - 3}{4} \right\rfloor \\ \cup_{j=0}^{\frac{4\alpha n - 3}{4}} Q_j(\alpha), \end{cases}$$

where $Q_j(\alpha)$ denotes the set of all integers $k \in [\frac{4j+1}{4\alpha}, \frac{4j+3}{4\alpha}]$. Observe that for any $\alpha \in [\delta_n, \sqrt{\delta_n}]$ and $j \geq 0$, the set $Q_j(\alpha)$ is not empty, since in this case $\frac{4j+3}{4\alpha} - \frac{4j+1}{4\alpha} \geq 1$. Now the aforementioned inequality from [2] yields

$$V_n(\alpha) \geq \frac{1}{16} \sum_{k \in Q(\alpha)} b_k e^{-k\delta_n} = \frac{1}{16} \sum_{j=0}^{\left\lfloor \frac{4\alpha n - 3}{4} \right\rfloor} \sum_{k \in Q_j(\alpha)} b_k e^{-k\delta_n}. \quad (83)$$

Next, using (82) with $s = 0$ and the fact that $\delta_n \alpha^{-1} \leq 1$, $\alpha \in [\delta_n, \sqrt{\delta_n}]$, we estimate the inner sum in (83), for $j \geq 0$:

$$\sum_{k \in Q_j(\alpha)} b_k e^{-k\delta_n} = \sum_{k = \left\lfloor \frac{4j+1}{4\alpha} \right\rfloor}^{\left\lfloor \frac{4j+3}{4\alpha} \right\rfloor} b_k e^{-k\delta_n} \geq \frac{A}{\rho} e^{-\left\lfloor \frac{4j+3}{4\alpha} \right\rfloor \delta_n} \left( \left\lfloor \frac{4j+3}{4\alpha} \right\rfloor^{\rho \alpha} - \left\lfloor \frac{4j+1}{4\alpha} \right\rfloor^{\rho \alpha} + \max\{1, j^{\rho \alpha}\} o((1/\alpha)^{\rho \alpha}) \right) \geq \frac{A}{\rho} (4\alpha)^{-\rho \alpha} e^{-\left(j+3/4\right)} ((4j+3)^{\rho \alpha} - (4j+1)^{\rho \alpha} + o(j^{\rho \alpha})) \geq C \delta_n^{-\rho \alpha/2} e^{-j} ((4j+3)^{\rho \alpha} - (4j+1)^{\rho \alpha} + o(j^{\rho \alpha})),$$

where we denoted $C = \frac{A}{\rho} e^{-3/4 - \rho \alpha}$. Now continuing (83), we get with the help of the Euler integral test

$$V_n(\alpha) \geq \frac{1}{16} C \delta_n^{-\rho \alpha/2} \sum_{j=0}^{\left\lfloor \frac{4\alpha n - 3}{4} \right\rfloor} e^{-j} ((4j+3)^{\rho \alpha} - (4j+1)^{\rho \alpha} + o(j^{\rho \alpha})) \sim \frac{1}{16} C \delta_n^{-\rho \alpha/2} (e^3 - e^{1/4}) \int_0^\infty e^{-x^4} x^{\rho \alpha} dx = C_1 \delta_n^{-\rho \alpha/2}, \quad C_1 > 0, \quad \alpha \in [\delta_n, \sqrt{\delta_n}], \quad n \to \infty.$$

From the preceding analysis it is easily seen that $e^{-V_n(\alpha)} = o(I_n)$, $n \to \infty$, for all $\alpha \in [\alpha_0, \sqrt{\delta_n}]$.
Finally, to completely account for the influence of all $r$ poles $\rho, \ldots, \rho_1$, we present the sum of the expressions (72), (74) obtained for the first two factors (i) and (ii), in the following form:

$$n\delta_n^{(i)} + \log f_n(e^{-\delta_n^{(i)}}) = \sum_{l=0}^{r} P_l^{(i)} n^{\frac{\rho_l}{\rho r + 1}} + \sum_{l=0}^{r} h_l^{(i)} \sum_{s: \lambda_s \leq \rho_l} K_{s,l}^{(i)} n^{\frac{\rho_l - \lambda_s}{\rho r + 1}} + \left(\frac{D(0)}{\rho_r + 1} \log n - \frac{D(0)}{\rho_r + 1} \log \hat{h}_r^{(i)}\right)1(i) + \epsilon_n^{(i)},$$

where $P_l^{(i)}$ denotes the resulting coefficient of $n^{\frac{\rho_l}{\rho r + 1}}$.
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