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Abstract
We consider an open XXX spin chain with two general boundary matrices whose entries obey a relation, which is equivalent to the possibility to put simultaneously the two matrices in an upper-triangular form. We construct Bethe vectors by means of a generalized algebraic Bethe ansatz. As usual, the method uses Bethe equations and provides transfer matrix eigenvalues.

The XXX spin chain \cite{19} is one of the most studied integrable model. When the boundary conditions are periodic, almost everything is known about it, starting from its spectrum up to asymptotics of correlation functions, and all the possible methods (\textit{e.g.} coordinate \cite{8} or algebraic \cite{21, 28, 20, 15} Bethe ansatz,...) have been successfully used. One should, however, note that, as for most of quantum integrable models treated with any type of Bethe ansatz, the question of completeness and simplicity of the spectrum remained unsolved for a long time until \cite{23}.

When the model has open boundary conditions, the situation changes drastically. Indeed, the model is known to be integrable for general boundary matrices \cite{27}, but for a long time only the case of diagonal boundary matrices was well understood, using coordinate \cite{18, 1} or algebraic \cite{27} Bethe ansatz. Recently \cite{22, 11}, a first step toward a resolution of the model, when one boundary matrix is triangular and the other one diagonal, was done, in the framework of algebraic or coordinate Bethe ansatz. In order to tackle this problem, the separation of variables has been also used \cite{16}. The aim of the present letter was to construct an algebraic Bethe ansatz for the open XXX spin chain with two general boundary matrices with one relation among their entries. This relation is equivalent to the possibility to set simultaneously the two matrices in a upper triangular form\textsuperscript{2}.

When the two boundaries are triangular, the main difficulty lies in the fact that the total longitudinal spin is not preserved anymore. To overcome this problem, we allow the ansatz to have states with unfixed total longitudinal spin. The same idea was applied successfully in \cite{11, 12, 13} in the context of coordinate Bethe ansatz.

1 Reflection equation and transfer matrix
The open XXX spin chain Hamiltonian can be constructed from the rational $R$-matrix, satisfying the Yang–Baxter equation \cite{29, 4, 5, 6}, and $K$-matrices, satisfying the reflection equation \cite{10, 27}. In
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\textsuperscript{2}Of course, the method also works when the two matrices can be simultaneously put in a lower triangular form.
this section, we recall the main step of this construction and give the constraints on the parameters to get triangular boundary matrices. We also present its pseudo-vacuum state.

1.1 Reflection equation

The $R$-matrix associated with the XXX spin chain has the well-known form

$$R(u) = \begin{pmatrix} a(u) & 0 & 0 & 0 \\ 0 & b(u) & c & 0 \\ 0 & c & b(u) & 0 \\ 0 & 0 & 0 & a(u) \end{pmatrix},$$

where

$$a(u) = u + \eta ; \quad b(u) = u \quad \text{and} \quad c = \eta .$$

This $R$-matrix, associated with the Yangian $\mathcal{Y}(\mathfrak{sl}_2)$, satisfies the Yang–Baxter equation [29, 4, 5, 6]

$$R_{12}(u-v)R_{13}(u-w)R_{23}(v-w) = R_{23}(v-w)R_{13}(u-w)R_{12}(u-v).$$

As usual, the subscripts of the $R$-matrix indicate the spaces where it acts non-trivially. This $R$-matrix allows one to construct the monodromy matrix

$$T_a(u) = R_{a1}(u-\xi_1) R_{a2}(u-\xi_2) \ldots R_{aL}(u-\xi_L),$$

where $L$ is the number of sites and $\xi_j$ are free parameters, called inhomogeneity parameters. This monodromy matrix is the cornerstone of the study of integrable periodic spin chains.

To construct integrable spin chains with boundaries, we follow the method introduced in [10, 27] based on the reflection equations

$$R_{12}(u-v) B_1(u) R_{12}(u+v) B_2(u) = B_2(u) R_{12}(u+v) B_1(u) R_{12}(u-v),$$

where (·) stands for the transposition. For later convenience, we introduce the following operators:

$$\mathcal{A}(u) = B_{11}(u), \quad \mathcal{B}(u) = B_{12}(u), \quad \mathcal{C}(u) = B_{21}(u), \quad \mathcal{D}(u) = B_{22}(u) - \frac{\eta}{2u+\eta} B_{11}(u),$$

where $B_{ij}(u)$ are the entries of the matrix $B(u)$. The reflection equation (5) provides commutation relations between these operators. This computation is well known [27] (see also [7]) and we report a list of these commutation relations in Appendix A.

To construct an open spin chain, we need scalar solutions of these reflection equations. In the $\mathcal{Y}(\mathfrak{sl}_2)$ case, the most general scalar solutions were classified in [14]. They are given, respectively, for (5) and (6), by

$$K(u) = \begin{pmatrix} u \beta + \alpha & u \gamma \\ u \delta & -u \beta + \alpha \end{pmatrix} \quad \text{and} \quad \overline{K}(u) = \begin{pmatrix} -u - \eta & \bar{\beta} + \bar{\alpha} \\ -u - \eta & \bar{\beta} + \bar{\alpha} \end{pmatrix},$$

where $\alpha, \beta, \gamma, \delta$ and $\bar{\alpha}, \bar{\beta}, \bar{\gamma}, \bar{\delta}$ are free parameters. Using the monodromy matrix $T(u)$ and the scalar solution $K(u)$, we construct another solution of the reflection equation (5) via the dressing procedure

$$B_a(u) = T_a(u) K_a(u) T_a^{-1}(-u).$$

We are now in position to introduce the transfer matrix associated with open XXX spin chain

$$t(u) = tr_a \left( \overline{K}_a(u) B_a(u) \right),$$

where

$$A(u) = \begin{pmatrix} a(u) & 0 & 0 & 0 \\ 0 & b(u) & c & 0 \\ 0 & c & b(u) & 0 \\ 0 & 0 & 0 & a(u) \end{pmatrix},$$

and $\overline{A}(u)$ is its transpose.
which commutes for different spectral parameters (i.e. \([t(u), t(v)] = 0\)). Finally, the integrable open XXX spin chain Hamiltonian is given by (in the case where \(\xi_j = 0\))

\[
H_{XXX\text{open}} = \frac{\eta^2 L^{-1}}{8 \alpha^2} \left. \frac{d}{du} t(u) \right|_{u=0} = \sum_{j=1}^{L-1} P_{j,j+1} + \frac{1}{2\alpha} K_1(0) + \frac{1}{4\eta \alpha} K'_L(0),
\]

(11)

where \('\) denotes the derivation and \(P_{j,j+1}\) is the permutation operator in spaces \(j\) and \(j+1\), e.g.

\[
P = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

(12)

1.2 Triangularization and constraints on the boundary parameters

Although the spin chain with boundaries parameterized by the \(K\)-matrices (8) is related to a transfer matrix (which provides \(L\) independent conserved charges), the construction of its eigenvectors remains an open problem. The main difficulty lies in the construction of a pseudo-vacuum, i.e. the determination of one particular Hamiltonian eigenvector. The case with diagonal boundaries is simpler and has been already treated in [27]. Then, using the \(R\)-matrix invariance \(M_1 M_2 R_{12}(u) = R_{12}(u) M_1 M_2\), valid for any 2 by 2 matrix \(M\), the case where \(K\) and \(\overline{K}\) can be simultaneously diagonalized has been treated in [2, 17]. The most general case treated up to now is when there exists a basis where \(K\) is triangular and \(\overline{K}\) is diagonal [22]. In this paper, we propose a generalization of the algebraic Bethe ansatz (based on the ideas of [12, 11, 13]) to deal with the case where both \(K\)-matrices are triangular.

Obviously [2, 17, 22], if we conjugate both \(K\)-matrices by a constant matrix, the transfer matrix eigenvalues are unchanged. Therefore, we want to find a 2 by 2 matrix \(M\) such as \(M^{-1} K(u) M\) and \(M^{-1} \overline{K}(u) M\) are upper triangular. Unfortunately, it is not always possible. It is a simple algebra exercise to show that one can do it if and only if the following constraint is valid:

\[
(\delta \gamma - \delta \bar{\gamma})^2 - 4(\beta \bar{\gamma} - \bar{\beta} \gamma)(\delta \beta - \delta \bar{\beta}) = 0.
\]

(13)

To our knowledge, it is the less restrictive constraint on the boundary parameters for which the eigenvalues and the eigenvectors of the transfer matrix are known (see Section 2.2). Let us stress that the calculation will be done even if the boundary matrices are not diagonalizable (e.g. when \(\beta^2 + \gamma \delta = 0\) or \(\bar{\beta}^2 + \bar{\gamma} \delta = 0\)). Clearly, we can deal with lower triangular matrices in the same way.

1.3 Pseudo-vacuum

From now on, we assume that the constraint (13) is satisfied. Then, we can triangularize the \(K\)-matrices (8) to get

\[
K(u) = \begin{pmatrix}
u b + a & v c \\
0 & -u b + a
\end{pmatrix} \quad \text{and} \quad \overline{K}(u) = \begin{pmatrix}-(u + \eta) \bar{b} + \bar{a} & -(u + \eta) \bar{c} \\
0 & (u + \eta) \bar{b} + \bar{a}
\end{pmatrix},
\]

(14)

where \(a, b, c\) and \(\bar{a}, \bar{b}, \bar{c}\) are still free parameters. The relations between \(a, b, c, \bar{a}, \bar{b}, \bar{c}\) and the original parameters are given by

\[
a = \alpha, \quad b^2 = \beta^2 + \gamma \delta, \quad c = \gamma + \delta
\]

(15)

and similar relations with “bar” parameters. One possible matrix \(M\) relating (8) and (14) is

\[
M = \begin{pmatrix}b + \beta & \delta \\
\delta & b + \beta\end{pmatrix}.
\]

(16)
The transfer matrix to be diagonalized now reads

\[ t(u) = \kappa_1(u) \mathcal{A}(u) + \kappa_2(u) \mathcal{D}(u) + \kappa_{12}(u) \mathcal{C}(u), \]

where we used the notations

\[ \kappa_1(u) = \frac{2(u + \eta)}{2u + \eta}(\bar{a} - \bar{b}u), \quad \kappa_2(u) = (u + \eta)\bar{b} + \bar{a}, \quad \kappa_{12}(u) = -(u + \eta)\bar{c}. \]

An important point is that for two triangular matrices, there still exists a simple eigenvector, called pseudo-vacuum. Indeed, let us consider the vector \( |\Omega\rangle \) with \( L \) spin up, i.e.

\[ |\Omega\rangle = \left( \begin{array}{c} 1 \\ 0 \\ \vdots \\ 0 \end{array} \right). \]

As explained in [22], when we choose the \( K \)-matrices (14), this vector has the following properties:

\[ \mathcal{A}(u)|\Omega\rangle = \Lambda_1(u)|\Omega\rangle \quad \text{with} \quad \Lambda_1(u) = (a + bu) \prod_{j=1}^{L} \frac{a(u - \xi_j)}{a(-u - \xi_j)}; \]
\[ \mathcal{D}(u)|\Omega\rangle = \Lambda_2(u)|\Omega\rangle \quad \text{with} \quad \Lambda_2(u) = \frac{2u(a - b(u + \eta))}{2u + \eta} \prod_{j=1}^{L} \frac{b(u + \xi_j)b(u - \xi_j)}{a(u + \xi_j)a(-u - \xi_j)}; \]
\[ \mathcal{C}(u)|\Omega\rangle = 0. \]

Using these properties, it is easy to show that \( |\Omega\rangle \) is an eigenvector of \( t(u) \)

\[ t(u)|\Omega\rangle = (\kappa_1(u)\Lambda_1(u) + \kappa_2(u)\Lambda_2(u)) |\Omega\rangle. \]

## 2 Algebraic Bethe ansatz

### 2.1 Bethe vectors

We are now in position to propose an ansatz for all the eigenvectors. Let us remark that if \( \bar{c} \) in (14) vanishes, the ansatz used to study the case with both boundaries diagonal is still working. This trick was used previously in [22]. For the case with non-vanishing \( \bar{c} \), we need to generalize the ansatz. To this aim, we borrow the idea from the papers [12, 11, 13] where, instead of having a fixed number of excitations, we only fix their maximal number \( N \).

Before giving the explicit form of the Bethe eigenvectors, we need some definitions:

\[ \mathcal{I}_\ell^N = \{ \{i_1, i_2, \ldots, i_\ell\} \mid 1 \leq i_1 < \cdots < i_\ell \leq N \}, \quad 0 \leq \ell \leq N, \]
\[ \mathcal{I}^N = \bigcup_{\ell=0}^{N} \mathcal{I}_\ell^N, \]
\[ \mathcal{T} = \{1, 2, \ldots, N\} \setminus I, \quad \forall I \in \mathcal{I}^N. \]

Starting from a set of \( N \) elements \( u = \{u_1, \ldots, u_N\} \), we define \( u_I = \{u_i \mid i \in I\} \) for any \( I \in \mathcal{I}^N \).

We can now define the Bethe vectors which depend on the Bethe parameters \( u = \{u_1, u_2, \ldots u_N\} \):

\[ |\Phi^N(u)\rangle = \sum_{I \in \mathcal{I}^N} W_I(u) |\mathcal{B}(u_I)\rangle. \]

We have used the following vectors:

\[ |\mathcal{B}(u_I)\rangle = \prod_{i \in I} |\mathcal{D}(u_i)|\Omega\rangle, \quad I \in \mathcal{I}^N. \]
and functions
\[ W_I(u) = \prod_{i \in I} \left( \frac{\Lambda_2(u_i) \bar{c}(2u_i + \eta)}{2(bu_i - \bar{a})} \prod_{k=1}^N h(u_i, u_k) \right) \prod_{j, k \in I, j < k} h(u_j, u_k) f(u_j, u_k), \quad I \in \mathcal{I}^N, \tag{29} \]

where \( f \) and \( h \) are defined by
\[
\begin{align*}
f(u, v) &= \frac{(u - v - \eta)(u + v)}{(u + v + \eta)(u - v)} \\
h(u, v) &= \frac{(u - v + \eta)(u + v + 2\eta)}{(u - v)(u + v + \eta)}. \tag{30}
\end{align*}
\]

Before giving the main result of this paper, let us comment the form of the Bethe vectors to clarify notations and conventions. We use the usual convention that a product over an empty set is equal to one, e.g. if \( I \in \mathcal{I}^N \), we get \( I = \emptyset \) and \( W_I = 1 \). We deduce that, for \( \bar{c} = 0 \), we get
\[
|\Phi^N(u)\rangle = \prod_{i=1}^N \mathcal{B}(u_i)|\Omega\rangle. \tag{31}
\]

It corresponds to the usual form taken by the ansatz for a diagonal left boundary, since for \( \bar{c} = 0 \) the left boundary is indeed diagonal and the operator \( \mathcal{C} \) is not present anymore in the transfer matrix (17). For \( N = 0 \) (and any \( \bar{c} \)), the Bethe vector \( |\Phi^0\rangle \) reduces to the pseudo-vacuum \( |\Omega\rangle \).

### 2.2 Eigenvectors and eigenvalues

Let us now present the main result of this paper, whose proof is given in the next section. The Bethe vector (27) is an eigenvector of the transfer matrix \( t(u) \) defined by (17) i.e. we get
\[
t(u)|\Phi^N(u)\rangle = \Lambda(u)|\Phi^N(u)\rangle \tag{32}
\]

with
\[
\Lambda(u) = \kappa_1(u)\Lambda_1(u) \prod_{k=1}^N f(u, u_k) + \kappa_2(u)\Lambda_2(u) \prod_{k=1}^N h(u, u_k) \tag{33}
\]

if the Bethe parameters \( \{u_1, u_2, \ldots, u_N\} \), that are supposed to be all different, satisfy the following Bethe equations
\[
\frac{\Lambda_1(u_k)}{\Lambda_2(u_k)} = \Xi(u_k) \prod_{j \neq k} \frac{h(u_k, u_j)}{f(u_k, u_j)} \tag{34}
\]

with
\[
\Xi(u) = \frac{(2u + \eta)(\bar{b}(u + \eta) + \bar{a})}{2u(\bar{a} - bu)}. \tag{35}
\]

### 3 Proof of relation (32)

#### 3.1 Actions of \( \mathcal{A}(u) \), \( \mathcal{D}(u) \) and \( \mathcal{C}(u) \)

We need the actions of \( \mathcal{A}(u) \), \( \mathcal{D}(u) \) and \( \mathcal{C}(u) \) on vectors of type \( |\mathcal{B}(x)\rangle = \prod_{i=1}^\ell \mathcal{B}(x_i)|\Omega\rangle \) where \( x = \{x_1, \ldots, x_\ell\} \) can be any subset of Bethe parameters. The computation for the first two actions
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is well known [27] and based on the commutation relations of Appendix A. We get

\[ \mathcal{A}(u) |\mathcal{B}(x)\rangle = \Lambda_1^\ell(u, x) |\mathcal{B}(x)\rangle + \sum_{k=1}^\ell M_k(u, x) \mathcal{B}(u) |\mathcal{B}(x_{\neq k})\rangle, \]

(36)

\[ \mathcal{B}(u) |\mathcal{B}(x)\rangle = \Lambda_2^\ell(u, x) |\mathcal{B}(x)\rangle + \sum_{k=1}^\ell N_k(u, x) \mathcal{B}(u) |\mathcal{B}(x_{\neq k})\rangle, \]

(37)

where \( x_{\neq k} = \{x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_\ell\} \) and

\[ \Lambda_1^\ell(u, x) = \Lambda_1(u) \prod_{k=1}^\ell f(u, x_k), \quad \Lambda_2^\ell(u, x) = \Lambda_2(u) \prod_{k=1}^\ell h(u, x_k), \]

(38)

\[ M_k(u, x) = g(u, x_k) \Lambda_1^{\ell-1}(x_k, x_{\neq k}) + w(u, x_k) \Lambda_2^{\ell-1}(x_k, x_{\neq k}), \]

(39)

\[ N_k(u, x) = k(u, x_k) \Lambda_2^{\ell-1}(x_k, x_{\neq k}) + n(u, x_k) \Lambda_1^{\ell-1}(x_k, x_{\neq k}). \]

(40)

The computation of the action of \( \mathcal{C}(u) \) on \( |\mathcal{B}(x)\rangle \) is more involved, but after some algebra, using the commutation relations of Appendix A, we get

\[ \mathcal{C}(u) |\mathcal{B}(x)\rangle = \sum_{i=1}^\ell G_i(u, x) |\mathcal{B}(x_{\neq i})\rangle + \sum_{i<j}^\ell F_{ij}(u, x) \mathcal{B}(u) |\mathcal{B}(x_{\neq i,j})\rangle, \]

(41)

where \( x_{\neq i,j} = \{x_1, x_2, \ldots, x_\ell\} \setminus \{x_i, x_j\} \). The functions \( F \) and \( G \) are given in terms of the functions defined in (60) and by the following relations:

\[ G_i(u, x) = \Lambda_1^{\ell-1}(u, x_{\neq i}) \left( (m(u, x_i) + l(u, x_i)) \Lambda_1^{\ell-1}(x_i, x_{\neq i}) + p(u, x_i) \Lambda_2^{\ell-1}(x_i, x_{\neq i}) \right), \]

(42)

\[ F_{ij}(u, x) = \Lambda_1^{\ell-2}(x_i, x_{\neq i,j}) \left( Z_{11}(u, x_i, x_j) \Lambda_1^{\ell-2}(x_j, x_{\neq i,j}) + Z_{12}(u, x_i, x_j) \Lambda_2^{\ell-2}(x_j, x_{\neq i,j}) \right) + \Lambda_2^{\ell-2}(x_i, x_{\neq i,j}) \left( Z_{21}(u, x_i, x_j) \Lambda_2^{\ell-2}(x_j, x_{\neq i,j}) + Z_{22}(u, x_i, x_j) \Lambda_1^{\ell-2}(x_j, x_{\neq i,j}) \right), \]

(43)

where

\[ Z_{11}(u, x_i, x_j) = \frac{8\eta^2 x_i x_j (x_i + x_j)(u^2 - x_i x_j + \eta u)}{(2x_i + \eta)(2x_j + \eta)(x_i + x_j + \eta)(u + x_i + \eta)(u + x_j + \eta)(u - x_i)(u - x_j)}, \]

(44)

\[ Z_{12}(u, x_i, x_j) = \frac{4\eta^2 x_i x_j (x_i - x_j)(u^2 + \eta u + x_i x_j + \eta x_i)}{(2x_i + \eta)(x_i - x_j)(u + x_i + \eta)(u + x_j + \eta)(u - x_i)(u - x_j)}, \]

(45)

\[ Z_{22}(u, x_i, x_j) = \frac{2\eta^2 (x_i + x_j + 2\eta)(u^2 - x_i + \eta)(x_j + \eta) + \eta u}{(x_i + x_j + \eta)(u + x_i + \eta)(u + x_j + \eta)(u - x_i)(u - x_j)}. \]

(46)

A direct calculation, using relations (36), (37) and (41), shows that

\[ (t(u) - \Lambda(u)) |\Phi_N(u)\rangle = \sum_{\ell=0}^N \sum_{I \in \mathcal{I}_N^\ell} W_I(u) \left\{ \left( \kappa_1(u) \Lambda_1^\ell(u, u_I) + \kappa_2(u) \Lambda_2^\ell(u, u_I) - \Lambda(u) \right) |\mathcal{B}(u_I)\rangle \right\} + \sum_{i \in I} \left\{ \left( \kappa_1(u) M_i(u, u_I) + \kappa_2(u) N_i(u, u_I) \right) \mathcal{B}(u) + \kappa_{12}(u) G_i(u, u_I) \right\} |\mathcal{B}(u_{I\setminus i})\rangle \]

(47)

\[ + \kappa_{12}(u) \sum_{i,j \in I, i < j} F_{ij}(u, u_I) \mathcal{B}(u) |\mathcal{B}(u_{I\setminus i,j})\rangle \].

Then, proving (32) amounts to show that in (47), the coefficients associated with all vectors \( |\mathcal{B}(u_I)\rangle, \)

\( I \in \mathcal{I}_N^0 \), and all vectors \( \mathcal{B}(u) |\mathcal{B}(u_I)\rangle, \)

\( I \in \mathcal{I}_N^0 \) vanish. The following sections deal with these different coefficients.
3.2 Coefficient of $|\mathcal{B}(u)|$

This computation is similar to the one done for diagonal boundaries. Thus, we just sketch the proof. The only contributions to this coefficient come from the first line of (47) for $\ell = N$. Using the explicit expressions (38), it corresponds to the form (33) for the eigenvalue. This makes the coefficient of $|\mathcal{B}(u)|$ in (47) vanish.

3.3 Coefficient of $\mathcal{B}(u)|\mathcal{B}(u_{\neq k})|

This computation is also similar to the usual one with diagonal boundaries. The coefficient takes the following form:

$$
\kappa_1(u)M_k(u, u) + \kappa_2(u)N_k(u, u).
$$

(48)

By applying Bethe equations (34) and using the explicit forms (39) and (40), it follows that (48) is equal to zero.

3.4 Coefficient of $|\mathcal{B}(u_I)|$ for $I \in \mathcal{I}_\ell^N$ and $\ell = 0, 1, \ldots, N - 1$

This type of vector is not present in the usual diagonal boundary case. Therefore, we give here more details. The coefficient that should be zero is

$$
W_I(u) \left( \kappa_1(u)\Lambda_1^I(u, u_I) + \kappa_2(u)\Lambda_2^I(u, u_I) - \Lambda(u) \right) + \kappa_{12}(u) \sum_{j \in \mathcal{I}} W_{I\cup j}(u) G_j(u, u_{I\cup j}),
$$

(49)

where $u_{I\cup j} = \{u_k\}_{k \in I} \cup \{u_j\}$. In fact we are going to prove a stronger statement: the coefficient of $\Lambda_1^I(u, u_I)$ in (49), as well as the coefficient of $\Lambda_2^I(u, u_I)$ in the same equation, both vanish. Indeed, the first coefficient reads

$$
\text{coef}_1(u) = \kappa_1(u)W_I(u) \left( 1 - \prod_{j \in \mathcal{I}} f(u, u_j) \right)
$$

$$
+ \kappa_{12}(u) \sum_{j \in \mathcal{I}} W_{I\cup j}(u) \left( (m(u, u_j) + l(u, u_j))\Lambda_1^I(u_j, u_I) + p(u, u_j)\Lambda_2^I(u_j, u_I) \right),
$$

(50)

while the second one is just $\text{coef}_2(u) = \text{coef}_1(-u - \eta)$. Thus, if one coefficient vanishes for all $u$, so does the other one.

To show that $\text{coef}_1(u)$ vanishes, we follow the technics used in [12, 11]: we prove that $\text{coef}_1(u)$ corresponds to the sum over all residues of some rational function. The function to consider is

$$
F(z, u) = \frac{\partial z - \bar{a}}{2\eta z(z-u)} \prod_{j \in \mathcal{I}} f(z, u_j).
$$

(51)

The poles of $F$ (considered as a rational function of $z$) are located at $z = u_j, \ -u_j - \eta, 0, u$ and $\infty$. It is a simple exercise to show that $\text{coef}_1(u)$ is the sum over all the residues of $F$, and therefore vanishes. To do this calculation, one has to replace the functions $W_I, \Lambda_1^I, \kappa_1, \kappa_12, m, l$ and $p$ by their explicit expression (29), (38), (18) and (60), and to use the Bethe equations (34). This proves that the coefficients of $|\mathcal{B}(u_I)|$ for $I \in \mathcal{I}_\ell^N$ and $\ell = 0, 1, \ldots, N - 1$ in (47) vanish.

3.5 Coefficient of $\mathcal{B}(u)|\mathcal{B}(u_I)|$ for $I \in \mathcal{I}_\ell^N$ and $\ell = 0, 1, \ldots, N - 2$

This term is also new in comparison with the case with diagonal boundaries. The coefficient is

$$
X(u) = \sum_{j \in \mathcal{I}} W_{I\cup j}(u) \left( \kappa_1(u)M_j(u, u_{I\cup j}) + \kappa_2(u)N_j(u, u_{I\cup j}) \right)
$$

$$
+ \kappa_{12}(u) \sum_{j < k \in \mathcal{I}} W_{I\cup(j,k)}(u) F_{ij}(u, u_{I\cup(j,k)}).
$$

(52)
Using the explicit expressions of $W_I$, $M_J$, $N_J$, $F_{ij}$, $\kappa_1$, $\kappa_{12}$ (see relations (29), (39), (40), (43) and (18)) and the Bethe equations (34), we can rewrite $X(u)$ as

$$
X(u) = \sum_{j \in \mathbb{Z}} L(u, u_j) \left( \prod_{k \neq j} h_{jk} - \prod_{k \neq j} f_{jk} \right) + \frac{1}{2} \sum_{j, \ell \in \mathbb{Z}} \left( Q(u, -u_j - \eta, -u_\ell - \eta) \prod_{k \neq j, \ell} f_{jk} f_{\ell k} + \right.
$$

$$
+ \left. Q(u, u_j, u_\ell) \prod_{k \neq j, \ell} h_{jk} h_{\ell k} + Q(u, -u_j - \eta, u_\ell) \prod_{k \neq j, \ell} f_{jk} h_{\ell k} + Q(u, u_j, -u_\ell - \eta) \prod_{k \neq j, \ell} h_{jk} f_{\ell k} \right),
$$

where $h_{jk}$ and $f_{jk}$ stand for $h(u_j, u_k)$ and $f(u_j, u_k)$ and

$$
L(u, u_j) = 2 \left( \kappa_1(u) g(u, u_j) + \kappa_2(u) n(u, u_j) \right) \xi(u_j) \frac{b_{u_j} - \bar{a}}{(2u_j + \eta)(u_j + \eta)}},
$$

$$
Q(u, u_j, u_\ell) = -4 Z_{11}(u, u_j, u_\ell) \xi(u_j) \xi(u_\ell) \frac{(b_{u_j} - \bar{a})(b_{u_\ell} - \bar{a})(u_j + u_\ell + 2\eta)}{(2u_j + \eta)(2u_\ell + \eta)(u_j + u_\ell)}. \tag{55}
$$

It is easy to see that $X(u)$ is a rational function that tends to 0 when $u \to \infty$. We also remark that $X(u)$ can possess poles only at $u = u_j$ and $u = -u_j - \eta$. Then, its residue at $u = u_j$ is equivalent to the sum over all the residues of the following rational function of $z$

$$
\frac{\bar{a} - \bar{b} z}{(z + u_j)(z - u_j - \eta)} \prod_{\ell \in \mathbb{Z}} f(z, u_\ell) \tag{56}
$$

and, by consequence, vanishes. We perform the same type of computation for the pole $u = -u_j - \eta$. This makes $X(u)$ a rational function that vanishes at infinity and has no pole: it is equal to 0. This proves that the coefficient of $\mathcal{B}(u_i)\mathcal{B}(u_{1})$ for $I \in \mathbb{Z}_N$ and $\ell = 0, 1, \ldots, N - 2$ in (47) vanishes, and concludes the proof of relation (32).

4 Conclusion

We have constructed the algebraic Bethe ansatz for the XXX model with open boundary conditions characterized by two general boundary matrices related by one constraint. This constraint means that the two boundary matrices can be triangularized in the same basis. This new method should be put in correspondence with the Vertex-IRF correspondence used in the XXZ model [9] and allowed only when constraints are applied to the boundary matrices. We believe that the present method is much simpler than the one of [9] and can give a better insight into the problem of non-diagonal boundaries. However, the direct comparison between the two approaches is rather difficult at this point, since the one presented here deals with the XXX model, while the Vertex-IRF correspondence is done for the XXZ model: a careful limit of the Vertex-IRF correspondence, or the generalization to the XXZ model of the present approach, should be done to clarify this point.

Several directions of investigation can follow. Keeping the same model, one should compute the scalar products of (off-shell) Bethe vectors to have access to the correlation functions of the model. The same construction for the XXZ model with non-diagonal boundaries should also be done and compared with the previous results [24, 9, 3, 25, 26]. Generalization to different models, such as spin chains based on algebras of higher rank or the Hubbard model, should be also investigated. Finally, the seeking of an algebraic Bethe ansatz for general boundary matrices is a very exciting, but still unresolved, problem.

Acknowledgements: The authors thank the referees for their constructive remarks.
A Commutation relations

Using the reflection equation (5), we can find the exchange relations between the operators $\mathcal{A}$, $\mathcal{B}$, $\mathcal{C}$ and $\mathcal{D}$. For our calculations, we only need the following ones

\begin{align}
[\mathcal{B}(u), \mathcal{B}(v)] &= 0, \\
\mathcal{A}(u)\mathcal{B}(v) &= f(u,v)\mathcal{B}(v)\mathcal{A}(u) + g(u,v)\mathcal{A}(u)\mathcal{B}(u)\mathcal{B}(v), \\
\mathcal{D}(u)\mathcal{B}(v) &= h(u,v)\mathcal{B}(v)\mathcal{D}(u) + k(u,v)\mathcal{D}(u)\mathcal{B}(u)\mathcal{B}(v), \\
[\mathcal{C}(u), \mathcal{D}(v)] &= m(u,v)\mathcal{A}(v)\mathcal{A}(u) + l(u,v)\mathcal{A}(u)\mathcal{A}(v) + q(u,v)\mathcal{D}(v)\mathcal{D}(u) \\
&\quad + p(u,v)\mathcal{A}(u)\mathcal{D}(v) + y(u,v)\mathcal{D}(u)\mathcal{A}(v) + z(u,v)\mathcal{D}(u)\mathcal{D}(v),
\end{align}

with $f$ and $g$ given in (30),

\begin{align}
w(u,v) &= -\frac{\eta}{u+v+\eta}, \quad g(u,v) = \frac{2\eta v}{(2v+\eta)(u-v)}, \\
k(u,v) &= -\frac{2\eta(u+\eta)}{(u-v)(2u+\eta)}, \quad n(u,v) = \frac{4v\eta(u+\eta)}{(u+v+\eta)(2v+\eta)(2u+\eta)},
\end{align}

and

\begin{align}
m(u,v) &= -\frac{2\eta u(u-v+\eta)}{(2u+\eta)(u+v+\eta)(u-v)}, \quad l(u,v) = -\frac{2\eta^2 u}{(2u+\eta)(2v+\eta)(u-v)}, \\
q(u,v) &= -\frac{\eta(u+v)}{(u+v+\eta)(u-v)}, \quad p(u,v) = -\frac{2\eta u}{(2u+\eta)(u-v)}, \\
y(u,v) &= -\frac{\eta^2}{(u+v+\eta)(2v+\eta)}, \quad z(u,v) = -\frac{\eta}{u+v+\eta}.
\end{align}
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