Manipulating Rydberg atoms close to surfaces at cryogenic temperatures
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Helium atoms in Rydberg states have been manipulated coherently with microwave radiation pulses near a gold surface and near a superconducting NbTiN surface at a temperature of 3 K. The experiments were carried out with a skimmed supersonic beam of metastable (1s)\(^2\)S\(_0\) helium atoms excited with laser radiation to np Rydberg levels with principal quantum number \(n\) between 30 and 40. The separation between the cold surface and the center of the collimated beam is adjustable down to 250 \(\mu\)m. Short-lived np Rydberg levels were coherently transferred to the long-lived ns state to avoid radiative decay of the Rydberg atoms between the photoexcitation region and the region above the cold surfaces. Further coherent manipulation of the ns Rydberg levels with pulsed microwave radiation above the surfaces enabled measurements of stray electric fields and allowed us to study the decoherence of the atomic ensemble. Adsorption of residual gas onto the surfaces and the resulting slow build-up of stray fields was minimized by controlling the temperature of the surface and monitoring the partial pressures of \(\text{H}_2\text{O}, \text{N}_2, \text{O}_2\) and \(\text{CO}_2\) in the experimental chamber during the cool-down. Compensation of the stray electric fields to levels below 100 nV/cm was achieved over a region of 6 mm along the beam-propagation direction which, for the 1770 m/s beam velocity, implies the possibility to preserve the coherence of the atomic sample for several microseconds above the cold surfaces.

I. INTRODUCTION

The interest in coherent manipulation of Rydberg atoms has grown in recent years in several fields of physics. For example, coherent collective Rydberg excitations have been demonstrated in ultracold atom clouds (see Refs. \cite{1,2} and references therein), thermal vapor microcells \cite{3}, one-dimensional optical lattices \cite{4}, and on an atom chip \cite{5}. In the field of quantum information processing, Rydberg atoms have been proposed as a medium for quantum computation \cite{6} and quantum simulations \cite{7,8} because of their large dipole moments, their tunable long-range interactions and their strong coupling to microwave fields. In cavity quantum electrodynamics, Rydberg atoms passing through high-quality microwave cavities are at the heart of fundamental quantum optics and quantum information processing experiments \cite{9,10}.

The long coherence times of Rydberg states make them attractive for hybrid systems in combination with solid-state devices operating in the quantum regime, such as circuit QED setups \cite{11,12}. Several approaches have been proposed to couple Rydberg atoms to superconducting circuits \cite{13,14}. Also the interactions between Rydberg atoms and surfaces have been studied experimentally \cite{15,16}. In experiments involving Rydberg atoms close to surfaces, the adsorption of atoms at the surface leads to inhomogeneous stray fields, which impose a severe limitation to the coherent manipulation of Rydberg atoms \cite{17}, as has been described theoretically \cite{18} and observed in experiments with alkali-metal atoms at room temperature \cite{19,20}. These harmful effects may be mitigated using microwave frequency dressing \cite{21}. Such experiments are even more challenging if the surface is held at cryogenic temperatures because adsorption of atoms is enhanced \cite{22} and typical surface cleaning procedures are not easy to implement.

In the experiments presented in this article, we use a supersonic beam of singlet He Rydberg atoms and let the Rydberg atoms pass within 500 \(\mu\)m of a thin-film normal metal or superconducting surface at cryogenic temperatures. Supersonic beams of Rydberg atoms offer advantages for studies of their interactions with surfaces and for experiments aiming at manipulating atoms and molecules near the surface of chips. They can be deflected, decelerated and even trapped using printed circuits \cite{23,24} while still maintaining the flexibility of choosing the atomic species and a well-defined initial state. In our case, the use of metastable helium allows us to mitigate the influence of stray fields originating from atoms from the atomic beam adsorbed onto the surface. Furthermore, we operate a specifically designed cryogenic experimental setup that minimizes adsorption of residual gases in the vacuum chamber onto the chip surface. Both measures allow for coherent manipulation of the Rydberg atoms close to the chip surface with pulses of microwave radiation. From the analysis of the observed patterns of Rabi oscillations, we were able to determine the distribution of stray electric and microwave fields above the sample surfaces.

PACS numbers: 03.65.-w, 32.30.Bv, 32.80.Ee, 32.80.Qk, 34.35.+a
II. EXPERIMENTAL SETUP AND MEASUREMENT PROCEDURE

A. Experimental setup

The experimental setup consists of three differentially pumped vacuum chambers (see Fig. 1): The source chamber in which the atomic beam is generated; the cryogenic chamber holding the pulse-tube cooler; and the ultra-high-vacuum-compatible experimental chamber. The pulse-tube cooler (Cryomech PT415RM) operates in a two-stage configuration. The first stage is held at $\approx 30$ K and separates the cryogenic chamber from the experimental chamber, the inner part of which is held at 3 K by the second cooling stage. Critical aspects of the cooling procedure are illustrated in Section III A and the technical details are provided in Appendix A.

In the source chamber, the supersonic beam of metastable $\text{He}^*$ atoms, called He$^*$ hereafter, is generated by combining a pulsed supersonic expansion (repetition rate: 25 Hz, pulse duration: 190 $\mu$s), with a pulsed electric discharge seceded by electrons emitted from a hot tungsten filament, as described in Refs.\[36,37\]. Each gas pulse contains about $10^{18}$ ground-state helium atoms, as estimated from pressure measurements and pumping rates, and about $10^{10}$ He$^*$ atoms. The steady-state pressure in the source chamber rises from $2 \times 10^{-7}$ mbar to about $10^{-5}$ mbar on average upon operation of the pulsed valve. To ignite the discharge, a 280 V electric-tension pulse is applied for 20 $\mu$s in the 2 mm target region located immediately behind the nozzle orifice.

The source-chamber and the experimental-chamber volumes are connected by the 1-mm-diameter hole of a skimmer which allows for efficient differential pumping and selects the transversally coldest part (0.01% of all atoms) of the supersonic beam. The background pressure in the experimental chamber rises from $10^{-8}$ mbar at room temperature and less than $5 \times 10^{-9}$ mbar at $3$ K (i.e. below the lower limit of the pressure gauge) to $5 \times 10^{-8}$ mbar on average when the valve is pulsed. After the skimmer, the mean velocity of the He$^*$ beam is 1770 m/s. The supersonic beam is further collimated in the $y$ direction (Fig. 1) by two parallel razor blades which are adjusted to the desired He$^*$ beam width, typically 250 $\mu$m, and position in the experimental region (see Appendix A for details of the He$^*$ beam diagnostics).

The experimental region consists of three distinct zones. In the first, roughly 1000 He$^*$ atoms are photoexcited to Rydberg states with a tunable, pulsed uv laser between two parallel disc-shaped metallic electrodes separated by 10 mm (1 and 2 in Fig. 1). These plates have an outer diameter of 80 mm and a diameter of the inner hole of 5 mm. The electrodes can be used to generate a homogeneous electric field at the spot where the atomic beam and the uv laser beam cross at right angles or to compensate stray fields in the zone located between electrodes 2 and 3.

In this second zone, the Rydberg beam propagates at a well-defined distance from the surface of the sample. Two types of samples have been used: a 500-$\mu$m-thick 35 mm $\times$ 13 mm ($x \times z$) sapphire substrate coated with a 200-nm-thick gold film, and a 30 mm $\times$ 12 mm sapphire substrate coated with a 150-nm-thick superconducting NbTiN layer.

The third zone consists of three disc-shaped electrodes, separated by 10 mm (labeled 3, 4 and 5 in Fig. 1), which are identical to those located in the first zone. Electrode 3 is separated from electrode 2 by 15 mm. The Rydberg atoms are field ionized in this zone by applying a pulsed potential difference of 1.2 kV between either electrodes 3 and 4, or 4 and 5. The resulting electrons are accelerated toward a microchannel plate (MCP) detector in a chevron configuration connected to a phosphor screen for imaging. The electron signal is measured by capacitive coupling to the output (back) plate of the chevron stack.

Pulsed microwave radiation emitted from a horn antenna is used to induce Rydberg-Rydberg transitions in the three different zones by choosing an appropriate delay between the laser excitation pulse and the microwave pulse. The microwave radiation penetrates into the setup through the 5-mm-diameter apertures also used for laser irradiation through the heat shields.

![FIG. 1: Schematic view of the experimental setup consisting of the source chamber, the cryogenic chamber and the ultra-high-vacuum-compatible experimental chamber (see text for details).](image-url)
Rydberg states are produced by laser excitation of the (1s)$^3(2s)^1S_0$ metastable state of helium. Optical selection rules restrict transitions to the singlet $np$ Rydberg series that converges to the (1s)$^22S_{1/2}$ ground state of He$^+$. We record laser excitation spectra of this Rydberg series by monitoring the electron signal produced by delayed pulsed field ionization as a function of the frequency of the uv laser. We detect the Rydberg states by field ionization in the third zone after a time of flight of 14 $\mu$s, corresponding to a beam velocity of 1770 m/s and a distance of $\approx 25$ mm between the laser excitation spot between electrodes 1 and 2 and the detection spot between electrode 3 and 4. The lifetime $\tau_p$ of the $np$ series is estimated from $\tau_p^p = \tau_1^p n_s^3 = \tau_1^p (n - \delta_p)^3$ \cite{38} with $\tau_1^p \approx 3.8 \times 10^{-11}$ s determined from the measured lifetime of $\approx 1.4$ $\mu$s of the 34p state and the quantum defect $\delta_p = 0.98875$ of the p series \cite{39}. This lifetime scaling law, when combined with the $(n)^{-3}$ dependence of the photoexcitation cross section, implies that the detection of Rydberg states below $n \approx 40$ ($\tau_p^p \approx 2.5$ $\mu$s) in the third zone is inefficient in the absence of stray electric fields \cite{fig3} in Section II A. However, Rydberg states with $n < 40$ are best suited for coherent manipulation with microwaves to study interactions with the sample \cite{37}; these states are hardly perturbed by stray electric fields, the $np \leftrightarrow ns$ transition frequencies lie in the convenient range between 15 – 42 GHz, and the p and s states can be field-ionized state selectively.

To overcome the detection inefficiency resulting from the short lifetimes of the np Rydberg states, we coherently transferred the Rydberg-state population from the np states to the nearest ns states by applying a 160-ns-long microwave pulse immediately after laser excitation [(ii) in Fig. 2(a)]. The ns states have lifetimes in the range of 65 $\mu$s to 165 $\mu$s for $n$ between 30 and 40, which is long enough to retain more than 80% of the atoms in their excited state during their time of flight from the first to the third zone.

In our experiments, the population in the ns state can be transferred back to the short-lived np state by means of a second microwave pulse [(iii) in Fig. 2(a)] at a variable time delay $t$ ranging from 3 $\mu$s to 17 $\mu$s with respect to the uv laser pulse. The decay of the np states during the remaining flight time to the third zone leads to a depletion of the pulsed field ionization signal.

We have recorded several spectra at room temperature with a single and with two microwave pulses, respectively (see Fig. 5 for $n = 31$), by detecting the pulsed field ionization signal in zone 3 as a function of the microwave frequency. For these measurements no sample and no sample holder were inserted in region 2. The data shown in Fig. 5 is obtained by normalizing the signal to the maximum value and by subtracting a constant background signal which never exceeds 5% of the total signal. The signal after the first pulse [Fig. 5(a)] is therefore approximately equal to the population of the s state, $P_{p\rightarrow ns}$, at the time of field ionization (18 $\mu$s). This population, assuming that all atoms are initially in the p state, is described by the excitation probability

\[
p(\Delta, \Omega, \Delta t) = \frac{\Omega^2}{\Delta^2 + \Omega^2} \sin \left[ \frac{\Delta t}{2} \sqrt{\Delta^2 + \Omega^2} \right]^2 \approx P_{p\rightarrow ns}^s, \tag{1}
\]

with the detuning $\Delta = \nu - \nu_0$ of the microwave frequency pulse, and the Rabi frequency $\Omega$. For a microwave pulse of duration $\Delta t = 160$ ns and $n = 31$, a fit to Eq. (1) results in the Rabi frequency $\Omega/2\pi = 2.958(84)$ MHz and a center frequency $\nu_0 = 37245.775(28)$ MHz. The value $\nu_0$ is shifted by 614 kHz from the field-free transition frequency between the 31s and 31p states of 37245.161 MHz that is obtained by diagonalization of the single-particle Hamiltonian using the energy-dependent quantum defects of the helium atom \cite{39} \cite{40}. This shift results from the Stark effect induced by the stray electric field present in zone 1, as discussed below.

Applying a second microwave pulse with variable frequency $\nu$ $\pm$ 8 $\mu$s after the first pulse of frequency $\nu_0$ transfers parts of the population back to the p state. The remaining population, $P_{s\rightarrow p}^s$, in the s state is modeled by the excitation probability $p$, see Eq. (1), averaged over a Gaussian distribution of transition frequencies $\rho(\Delta) = (\sqrt{2\pi}\sigma_{\text{stray}})^{-1}\exp[-\Delta^2/(2\sigma_{\text{stray}})^2]$ caused by the slightly inhomogeneous stray electric field present at the time of the second microwave pulse,

\[
P_{s\rightarrow p}^s(\Delta') = 1 - \xi \int \rho(\Delta' - \delta) p(\delta, \Omega, \Delta t) d\delta. \tag{2}
\]

![FIG. 2: (a) Schematic of the excitation sequence. The blue arrow indicates the laser-induced transition from the (1s)$^3(2s)^1S_0$ metastable state of He to a specific state of the np Rydberg series. The thick red arrows indicate transitions between np and ns states stimulated by pulsed microwave radiation. (b) Sequence and length of the radiation pulses.](image-url)
For a $\Delta t = 160$ ns long pulse we obtain the Rabi frequency $\Omega/2\pi = 3.18(23)$ MHz and a center frequency $\nu_0' = \nu - \Delta' = 37246.000(54) \text{ MHz}$ for the data shown in Fig. 3(b). The center frequency $\nu_0'$ is shifted by 840 kHz from the field-free frequency, indicating that the stray field is larger at this position than at the positions where the atoms are interacting with the first microwave pulse. We also find an incomplete population transfer probability of the second pulse, $\xi = 90\%$, which can be explained by a non-uniform microwave excitation field across the atomic ensemble. The signal is not zero on resonance, because of the inhomogeneous broadening taken into account by the fit parameter $\sigma_{\text{stray}} = 1.4(1) \text{ MHz}$.

C. Electric field measurements

The resonance frequencies $\nu_0$ and $\nu_0'$ observed in Fig. 3 provide information on the magnitude of the stray electric fields. At an electric field strength $F$ of less than 1 V/cm, the Stark shift

$$\Delta \nu_{\text{Stark}} = \frac{1}{2} \Delta \alpha F^2,$$

of the $np \leftrightarrow ns$ transition frequency is purely quadratic for $n < 40$. For the $34p \leftrightarrow 34s$ transition, the diagonalization of the Hamiltonian including the Stark shift [40] leads to a value of $1078.03 \text{ MHz/(V/cm)}^2$ for the polarizability $\Delta \alpha$. To measure and compensate the stray electric fields, the method described in Ref. [41] was used: the line shifts $\Delta \nu_{\text{Stark}}$ of the $34p \leftrightarrow 34s$ transition were measured for several intentionally applied potential differences between electrodes 1 and 2 (zone 1), 2 and 3 (zone 2), or 3 and 4 (zone 3). In zone 1, the field was estimated from spectra recorded with one microwave pulse, as illustrated in Fig. 3(a), whereas in zones 2 and 3, spectra obtained after applying two microwave pulses similar to the one in Fig. 3(b) were used.

A typical stray-field measurement carried out 10 $\mu$s after the laser excitation in zone 2 (without sample and sample holder) is displayed in Fig. 4(a). In this figure, $\Delta \nu_{\text{Stark}}$ is plotted against the applied potential difference $V$ (bottom horizontal scale). The solid line represents a fit to the measured central frequencies using Eq. (3). The electric field $\vec{F}$ was decomposed into its components perpendicular ($F_{\perp}$) and parallel ($F_{\parallel}$) to the propagation direction ($z$ direction) of the atomic beam, $F^2 = F_{\perp}^2 + F_{\parallel}^2 = F_{\perp,\text{stray}}^2 + (F_{\parallel,\text{stray}} - cV)^2$. The factor $c$ relates the potential difference $V$ between electrodes 2 and 3 to its parallel electric field component at the position of the atoms. With the value of $\Delta \alpha$ given above, one obtains stray-field components $F_{\parallel,\text{stray}} = 65(1) \text{ mV/cm}$ and $F_{\perp,\text{stray}} = 27(5) \text{ mV/cm}$. The extracted value of $c$ (0.601(6) cm$^{-1}$) corresponds closely to the value of 0.615 cm$^{-1}$ obtained from a two-dimensional finite-element calculation of the electric-field strength in zone 2 for our electrode configuration. The 2% discrepancy may originate from the uncertainty of the position of the atom cloud.

The position of the apex of the parabola in Fig. 3(a) represents the potential difference for which the component of the stray field parallel to the beam-propagation axis is compensated, i.e., $F_{\parallel} = 0$. A remaining shift at this position originates from a perpendicular component of the stray electric field, as well as further systematic shifts such as pressure shifts and ac Stark shifts. Because both the pressure shifts and the ac Stark shifts are negligible under our experimental conditions, we consider the perpendicular component of the stray field to be the dominant contribution to the shift of 414(160) kHz of the zero-field resonance frequency.

By carrying out similar measurements for different delays between laser excitation and microwave pulse, we determine the local stray-electric-field strength along the propagation axis if the beam velocity is known. Such a measurement, carried out between electrodes 2 and 3 in zone 2 (without sample and sample holder), is depicted in Fig. 3(b). In this region, the stray field does not exceed 110 mV/cm.

III. RESULTS

A. Adsorption of residual gas, charge build up and adsorption-free sample cooling procedure

The experiments presented here aim at coherently manipulating Rydberg atoms with microwave radiation emanating from superconducting chips at temperatures below 4 K. Initial experiments indicated slow drifts of Rydberg-Rydberg microwave transition frequencies, slowly increasing line widths, and rapid decoherence whenever the Rydberg-atom beam propagated within 1 mm of the sample surface. These effects impede ex-
FIG. 4: (a) Measured transition frequency as a function of applied electric tension $V$ to electrode 3 (bottom horizontal axis) and the corresponding parallel electric field $F_p$ (top horizontal axis). The uncertainties of the transition frequencies are of the order of the size of the dots. The vertical bars correspond to the widths (FWHM) of the lines in MHz and the red line is a quadratic fit of the Stark shift in Eq. (3). (b) Population in the 34s state as a function of the time delay $t$ (bottom axis) and the detuning $\Delta$ from the field-free transition frequency (left axis). The blue areas indicate low 34s state population and the green areas show the positions of the electrodes 2 and 3. This provides a map of the stray electric field strength along the propagation axis (top axis) in the sample region with the right axis indicating the electric field $F_p$, determined from the fitted transition frequencies (white dots).

FIG. 5: Spectra of the [He]$^+$np $\leftrightarrow$ (1s)$^1$(2s)$^1$ $^1$S$_0$ Rydberg series of He recorded when (a) the residual gas adsorbed and charges build up in the matrix of frozen material, and when (b) the adsorption process onto the sample surface was suppressed. (c) Evolution of the field-induced shift of the ionization threshold ($-\Delta E_i$) versus time, with (full, blue circles) and without (open, red circles) suppression of adsorption of residual gas onto the sample surface.

Experiments on a timescale of only a few hours after cooling down the sample. They are caused by the adsorption of residual gas at the cold surface and the accumulation of charges in the matrix of frozen material, resulting in slowly increasing stray electric fields in zone 2 of the experimental chamber (see also Ref. [37]). Similar effects caused by adsorbed dipolar molecules and ions have been reported previously [7, 20, 25, 29, 32].

We have used the spectrum of the [He]$^+$np $\leftrightarrow$ (1s)$^1$(2s)$^1$ $^1$S$_0$ Rydberg series in the vicinity of the ionization threshold to monitor the build up of stray fields near the sample surface. After 10.5 hours of experiments under conditions where charges could accumulate in the matrix of frozen material at the gold sample surface, the spectrum of this series [Fig. 5(a)] markedly differs from the spectrum obtained under conditions where the adsorption of residual gas onto the sample surface was suppressed [Fig. 5(b)] by means of the temperature-feedback procedure described in Appendix A. In both cases, the beam of Rydberg atoms excited in zone 1 passed within 1 mm of the cold sample surface, and the spectra were recorded as explained in Section II B.

In Fig. 5(a), the transitions to np Rydberg states below $n = 50$ are strongly enhanced because the $l$-mixing [13] of the initially prepared short-lived p Rydberg states induced by the stray electric fields increases the lifetimes.
Moreover, the field-ionization signal rapidly decreases at frequencies less than 410 GHz (or ≈ 12.3 cm⁻¹) below the field-free ionization threshold (0 GHz), indicated by the vertical line in Fig. 5(a). Using the well-known classical expression \( \Delta E_1/thc \text{cm}^{-1} = -6.12\sqrt{F/(V/cm)} \), which relates the field-induced shift of the ionization energy \( \Delta E_1 \) to the field strength \( F \), this observation indicates that the stray field along the beam-propagation axis reaches values up to 5 V/cm above the sample surface. In Fig. 5(b), the weakness of the lines corresponding to transitions to \( n \leq 40 \) Rydberg states and the observation of a field-ionization signal up to 200 GHz (6 cm⁻¹) below the field-free ionization threshold indicate that stray fields along the beam-propagation axis do not exceed values of 1.5 V/cm.

By repeatedly recording spectra such as the one displayed in Fig. 5(a) and determining from each spectrum the shift of the ionization threshold \( \Delta E_1 \), we have determined the gradual build-up of stray fields above the surface as the experiment progresses. \( \Delta E_1 \) is determined by fitting an error-function to the field-ionization signal close to the ionization limit and taking its inflection point. The results are depicted in Fig. 5(c) as red open circles. Immediately after cooling the sample surface to 3 K, the field-induced shift of the ionization threshold \( (-\Delta E_1) \) is 250 GHz. It increases to 450 GHz at a rate of 15(1) GHz/hour, revealing that the maximal value of the stray field along the beam-propagation axis has increased to more than 5 V/cm after 11 hours of continuous measurements.

To avoid the adsorption of residual gas on the sample surface while it is cooled down to 3 K, a proportional-integral-derivative (PID) sample-temperature-control procedure was implemented, as described in Appendix A. We monitor the partial pressures of the main components of the residual gas, i.e., \( \text{H}_2\text{O}, \text{N}_2, \text{O}_2 \) and \( \text{CO}_2 \), in the experimental chamber and maintain the temperature of the sample surface above the respective adsorption temperatures until the gases are fully adsorbed on the first cooling stage. In this way, the field-induced shift of the ionization threshold remains constant \( (-0.5(6) \text{ GHz/hour}) \) after cooling the sample surface to 3 K, as shown by the full blue circles in Fig. 5(c) and by the spectrum depicted in Fig. 5(b), which was recorded after a continuous experimental run of 8.5 hours.

**B. Measurement and compensation of stray electric fields above the sample surface**

Stray fields emanating from the surface of the chip represent a major source of decoherence for Rydberg atoms close to the surface and need to be compensated. The measurements of the field-induced shifts of the ionization threshold presented in the previous section are well suited to detect and avoid adsorption onto the surface and the related build-up of stray fields. However, they do not provide enough information about the stray-field distribution above the surface along the beam-propagation axis for effective stray-field compensation.

To measure and minimize the stray fields above the sample surface after adsorption-free cooling to 3 K, the method presented in Section II C was employed [Fig. 4(b)]. The method consists of determining the Stark shifts of microwave transitions between nearby Rydberg states, in the present case the \( 34s \leftrightarrow 34p \) transition of He, using two microwave pulses separated by an adjustable delay. As explained in Section III B the first pulse transfers the initial \( 34p \) population into the long-lived \( 34s \) state in zone 1 of the experimental chamber. The second pulse is then used to determine the transition frequency, and therefore the Stark shift and the field strength, at positions which are uniquely defined by the velocity of the atomic beam and the time delay between the microwave pulses. The beam propagates at a mean distance of 250 µm above the gold-coated chip.

The measured center positions of the spectral line and the extracted stray electric fields above the gold-coated chip along the propagation axis of a beam are displayed in Fig. 6. The lower and upper horizontal axes in Fig. 6(a) represent the time delay between the two microwave pulses and the corresponding distance from electrode 2, respectively. The error of the chip surface is indicated by a yellow box below the data points.

The data points in Fig. 6(a) correspond to the fields extracted from the observed center frequencies of the transitions, and the vertical bars indicate the range of fields accounting for their inhomogeneous widths. Prior to compensation (full circles), these widths range from 20 MHz (≈ 0.25 V/cm) near the center of the chip (6 mm away from electrode 2), to 70 MHz (≈ 0.36 V/cm) near the chip edge (0.5 mm away from electrode 2). The sequential use of a PID-controlled proportional-integral-derivative (PID) temperature controller and a PID-controlled integral-derivative (PID) sample-temperature-control procedure to minimize the field-induced shift of the ionization threshold above the surface.

**FIG. 6:** (a) Measurement of stray fields above the chip surface (yellow horizontal box) using the \( 34s \leftrightarrow 34p \) Stark shifts for atoms moving at a mean distance of 250 µm above the surface. The dots indicate the central positions of the transitions and the vertical bars indicate the corresponding width of the transitions. The data points indicate the measurement performed without (red points) or with (black diamonds) stray-field compensation. Vertical green boxes indicate the position of electrodes 2 and 3. (b) Spectrum of the \( 34s \leftrightarrow 34p \) transition with the stray-field compensation at a delay of 6 µs.
the edge of the chip (12.5 mm from electrode 2). The data reveal a rapid increase of the stray field and field inhomogeneities near the edges of the chip such that no transitions are observed at delay times of less than 5 µs and between 8.5 and 11 µs. At times beyond 11 µs, the Rydberg atoms are located in the field-free region beyond electrode 3, in which the microwave power is above the saturation threshold of the transition such that it contributes to the observed linewidths.

To compensate the measured stray fields above the chip surface, we apply the potentials $V_2$ and $V_3$ (with respect to a common ground) to electrodes 2 and 3, respectively. This results in a dominant component of the electric-field vector pointing in the direction perpendicular to the surface near the center of the chip ($y$ direction) and stray-field inhomogeneities near the edges of the sample surface as calculated in a finite-element simulation. The position along the beam-propagation axis at which the electric field is exactly perpendicular to the surface can be adjusted by applying different potential differences between electrodes 2 and 3.

Optimal stray-field compensation was achieved above the surface over a distance of $\approx 6$ mm along the beam-propagation axis by setting $V_2 = 300$ mV and $V_3 = 255$ mV [Fig. 6(a); black diamonds]. The observed Stark shifts are reduced to less than 1.5 MHz at distances between 5 and 11 mm from electrode 2, corresponding to residual fields of less than 55 mV/cm. These are of the same order of magnitude as the residual fields ($F_{\perp}$) observed after stray-field compensation in the absence of the sample [Fig. 3(b)]. The linewidths of the microwave transitions are in the range of 5 – 6 MHz, limited by the bandwidth of the pulsed microwave radiation [Fig. 6(b)].

Because of the compensation potential $V_3$ applied to electrode 3, the field in zone 3 of the experimental chamber is no longer zero.

By changing the potentials $V_2$ and $V_3$ to 200 mV and 255 mV, respectively, the region in which the stray field is compensated can be increased to almost 9 mm and displaced by $\approx 2$ mm along the beam-propagation axis (not shown) at the cost of optimal compensation. In this case, the observed Stark shifts after stray-field compensation are smaller than 6 MHz. However, it was not possible to compensate the stray fields above the entire chip surface because of the stray-field inhomogeneities near the edges of the surface. Since a similar behaviour is observed for the superconducting NbTiN surface, these results imply the possibility of coherent manipulation of Rydberg atoms near superconducting surfaces for several microseconds.

### C. Coherent Rydberg-Rydberg population transfer as probe of stray electric and microwave fields above chip surfaces

The suppression of adsorption at the sample surface and the compensation of stray electric fields to levels much below 1 V/cm demonstrated in our experiments make it possible to observe coherent population transfer between the 34s and 34p Rydberg states of He induced by microwave radiation pulses at a distance of less than 500 µm from the sample surface. Rabi oscillations were measured in dependence on the detuning $\Delta$ from the field-free resonance frequency of 27965.77 MHz by either varying the microwave power at constant pulse length, or by varying the microwave pulse length at constant power. From the measured s-state population informations about the remaining electric field distribution close to the surface is extracted. The experiments presented in this section were carried out with both the gold-coated surface and the surface coated with a superconducting NbTiN layer, both held at 3 K. In both cases, the atomic beam was confined by the razor blades to a mean distance of 250 µm from the surface with an estimated full width at half maximum of 250 µm.

In the first set of experiments carried out above the gold surface, we apply 160-ns-long microwave pulses at a delay of 6 µs such that the excited atoms were located in zone 2 at a distance of $\approx 8$ mm from electrode 2 [Fig. 6(a)]. To compensate the stray field, we applied electric potentials of $V_2 = 200$ mV and $V_3 = 255$ mV to electrodes 2 and 3, respectively, resulting in a Stark shift of $\approx 6$ MHz corresponding to a residual field of $\approx 110$ mV/cm at the position of the atoms. For detunings $\Delta$ varying between $-5$ MHz and 15 MHz from the field-free resonance frequency, the population transfer was monitored by pulsed field ionization in zone 3 for applied microwave powers $P_\mu$ ranging from 0 to 5 mW. The microwave power was set at the microwave source and corresponds to microwave field amplitudes $F_\mu$ ranging from 0 to 0.4 V/cm. $F_\mu = \hbar \Omega_{\max} / \mu_\sigma$ was determined using the known transition electric-dipole moment $\mu_\sigma$ of the 34s $\leftrightarrow$ 34p transition and the Rabi frequency $\Omega_{\max}$ observed at the maximal amplitude on resonance.

The experimental data in Fig. 7(a) show two regions of parameters $\Delta$ and $P_\mu$ in which the population transfer to the short-lived 34p state is efficient. The first one is for detunings around 6.5 MHz and microwave powers around 0.3 mW, and the second one is for detunings around 4 MHz and microwave powers around 2.5 mW. The experimental data reveal a pronounced asymmetry which is caused by inhomogeneities of the stray electric and microwave fields across the volume of the 34s Rydberg-atom cloud. For the same reason the visibility of the Rabi oscillations is less than unity, as exemplified by the measurement at $\Delta = 5$ MHz [Fig. 7(c)].

To simulate the experimental data, we refine Eq. 2 by introducing a parametrization of the stray electric field and microwave field distribution over the atom cloud in order to derive the distribution $\nu(y)$ of the atomic transition frequencies from the spatial distribution of the atoms $\rho(y)$. The s-state population is then calculated using
FIG. 7: (a) Rabi oscillations measured as a function of microwave power \( P_\mu \) for different detunings \( \Delta \) from the field-free resonance frequency of the 34s ↔ 34p transition of singlet He, for a Rydberg atom cloud moving at a mean distance of 250 \( \mu \text{m} \) above the gold surface. (b) Corresponding simulation as described in the text. \( \eta \) is varied linearly from 0 to 1 when the experimentally set amplitude at the microwave source is varied as the square root of the power between 0 and 5 mW. Eqs. (3), (5) and (6) imply a direct correspondence between the distance \( y \) of an atom from the sample surface, its transition frequency \( \nu(y) \) and the Rabi frequency \( \Omega(\eta, y) \approx \mu_\text{eff}(F_{\text{stray}}(y)) F_\mu(\eta, y) \propto y^2 \), because for the relevant fields \( \mu_\text{eff} \propto F_{\text{stray}} \) and \( F_\mu \) depend linearly on \( y \). Good agreement with the experimental data is obtained for \( F^0_{\text{stray}} = 0.110(5) \ \text{V/cm} \), \( F^{\text{stray}}_1 = -1.52(5) \ \text{V/cm} \), \( F^0_\mu = 0.158(9) \ \text{V/cm} \), and \( F^1_\mu = 1.23(4) \ \text{V/cm} \), see Eqs. (5) and (6). The dc electric field decreases with distance from the gold surface whereas the microwave field increases with distance from the gold surface.

In a second set of experiments, carried out above a superconducting NbTiN surface, the microwave pulse length \( \Delta t \) was varied between 0 and 500 ns at a constant source power (\( \approx 31.6 \) mW) for detunings varying between \( -2 \) and \( 8 \) MHz. The microwave pulses were applied at a delay of 5.5 \( \mu \text{s} \). To compensate the stray field, we applied the potentials \( V_2 = 110 \) mV and \( V_3 = 200 \) mV to electrodes 2 and 3, respectively, resulting in a Stark shift of \( \approx 2 \) MHz at the position of the atoms. As in the first set of experiments the experimental data shown in Fig. 7(a) exhibit an asymmetry in frequency with respect to \( \Delta = 0 \) and a reduced visibility of the Rabi oscillations, as illustrated for the measurement at \( \Delta = -2 \) MHz in Fig. 7(c).

At the velocity of 1770 m/s of the supersonic beam, the atoms move almost 1 mm during the longest pulses (500 ns) used in these experiments. Hence, it was necessary to also consider the gradient of the microwave field strength along the beam-propagation axis in the simulations. This was done by introducing a time-dependent averaged Rabi frequency

\[
\bar{\Omega}(y, \Delta t) \approx \frac{1}{\Delta t} \int_0^\Delta t \Omega(t) dt \approx \Omega(y) (1 + m \Delta t).
\]

The simulated data in Fig. 7(b) correspond to the s state population determined by

\[
P_{s\rightarrow p}(\Delta = \nu - \nu_0, \Delta t) = 1 - \int_0^{500 \ \mu\text{m}} \rho(y) p(\nu - \nu(y), \bar{\Omega}(y, \Delta t), \Delta t) dy,
\]

where \( \rho(y) \) is the spatial distribution of the Rydberg atoms in the \( y \)-direction parallel to the surface by a Gaussian distribution with maximum at \( y_{\text{max}} = 250 \ \mu\text{m} \) and a full width at half maximum of 250 \( \mu\text{m} \). The integration limits are dictated by the positions of the razor blades. We assume \( \nu \) and \( \Omega \) to vary linearly over the atomic ensemble with the distance \( y \) from the surface according to

\[
P_{s\rightarrow p}(\Delta = \nu - \nu_0, \Delta t) = 1 - \int_0^{500 \ \mu\text{m}} \rho(y) p(\nu - \nu(y), \bar{\Omega}(y, \Delta t), \Delta t) dy,
\]

and

\[
\bar{\Omega}(y, \Delta t) \approx \frac{1}{\Delta t} \int_0^\Delta t \Omega(t) dt \approx \Omega(y) (1 + m \Delta t).
\]

respectively. \( \eta \) corresponds to the microwave amplitude varying linearly from 0 to 1 when the experimentally set amplitude at the microwave source is varied as the square root of the power between 0 and 5 mW. Eqs. (3), (5) and (6) imply a direct correspondence between the distance \( y \) of an atom from the sample surface, its transition frequency \( \nu(y) \) and the Rabi frequency \( \Omega(\eta, y) \approx \mu_\text{eff}(F_{\text{stray}}(y)) F_\mu(\eta, y) \propto y^2 \), because for the relevant fields \( \mu_\text{eff} \propto F_{\text{stray}} \) and \( F_\mu \) depend linearly on \( y \). Good agreement with the experimental data is obtained for \( F^0_{\text{stray}} = 0.110(5) \ \text{V/cm} \), \( F^{\text{stray}}_1 = -1.52(5) \ \text{V/cm} \), \( F^0_\mu = 0.158(9) \ \text{V/cm} \), and \( F^1_\mu = 1.23(4) \ \text{V/cm} \), see Eqs. (5) and (6). The dc electric field decreases with distance from the gold surface whereas the microwave field increases with distance from the gold surface.

The good agreement between the experimental and simulated plots in Fig. 7 indicates that the measurement of coherent population transfer provides information not only on the stray-field distribution, but also on the distribution of microwave fields above the sample surface.
FIG. 8: (a) Population \( P_{p}^{n=34} \) as a function of microwave pulse length \( \Delta t \) versus detuning \( \Delta \) from the field-free resonance frequency of the 34s ↔ 34p transition of singlet He. The Rydberg atom cloud is moving with a center of mass position of about 250 \( \mu m \) above the NbTiN surface. (b) Corresponding simulation as described in the text. (c) Observed (black dots) and simulated (red line) Rabi oscillations at a detuning of −2 MHz.

line) are compared. This data set illustrates the good agreement between experimental results and simulation.

In both measurements, the extrapolation of the microwave field to \( y = 0 \) yields a value of \( \approx 0.12 \) V/cm, independent of the chosen material, gold or superconducting NbTiN. In fact, the distribution of the microwave field in the sample region (zone 2) is fully determined by the geometry of the setup. In our experiment the microwave radiation penetrates into zone 2 of the experimental chamber through the 5-mm-diameter holes of electrodes 2 and 3 and has non-zero amplitude in the chip, which is located only 1 mm below the axis of the holes. Whether the microwave field vanishes at the sample surface or not, depends on the field distribution in zone 2 and is independent of the conductivity of the surface in a first approximation.

IV. CONCLUSIONS

An atomic beam of singlet He Rydberg atoms has been manipulated coherently close to gold and superconducting surfaces at cryogenic temperatures (3 K). Collimation of the beam with a skimmer and a pair of razor blades in combination with beam imaging techniques enabled the formation of a narrow beam (full width at half maximum of about 250 \( \mu m \)) with a mean distance that can be adjusted to approximately 250 \( \mu m \) above the cold surface.

Differential pumping between the vacuum chambers and a cooling procedure that holds the temperature of the sample surfaces at set temperatures, chosen to be higher than the adsorption temperatures of residual gases with measurable partial pressures, enabled the suppression of adsorption of residual gas and the build-up of stray electric fields near the surfaces.

To overcome sensitivity losses imposed by the short lifetimes of singlet np Rydberg states of He with \( n \) between 30 and 40 prepared from the \((1s)^1(2s)^1\)S0 metastable level, a microwave pulse of well controlled length and power was used to coherently transfer the population to the neighboring long-lived ns levels immediately after laser excitation. After an adjustable delay, the population was converted back to the original np level by a second microwave pulse which is used to probe the Rydberg atoms as they propagated above the sample surface. With this two-pulse technique, the stray electric fields above the surfaces were mapped out along the beam-propagation axis. The fields emanating from the surface were compensated to a level below 100 mV/cm over a distance of 6 mm directly above the cold surface.

Rabi oscillations between the 34p and the 34s levels, for a He beam propagating 250 \( \mu m \) above a gold and a superconducting NbTiN surface, were recorded by changing the frequency and either the amplitude or the length of microwave radiation pulses. The observed patterns of Rabi oscillations provide information on the distributions of microwave and stray electric fields above the surface.

The coherence times achieved for the Rydberg atom sample in the immediate vicinity of superconducting surfaces, and the ability to manipulate Rydberg atoms with microwave radiation pulses above these surfaces are prerequisite for experiments in which Rydberg states are coupled coherently to superconducting resonators embedded in solid-state devices.
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Appendix A: Avoiding adsorption of residual gas on surfaces in the experimental chamber

In our earlier set of experiments [37], the adsorption of residual gas onto the sample surface led to the build-up of charges in the matrix of adsorbed material which caused rapidly increasing inhomogeneous stray electric fields, line shifts to higher frequencies and line broadenings, as discussed in Section II A. To avoid these effects we had limited the operating temperature to \( T > 100 \) K in these experiments. To minimize the adsorption onto
the sample surface and to reach workable temperatures below 4 K the apparatus and cooling procedure were modified in the present experiments so that the residual gas adsorbed predominantly at the first stage and not at the sample holder and sample surfaces.

First, the cryogenic chamber was designed to avoid gas particle diffusion into the experimental chamber without colliding with a cold surface. Second, the sequence with which the different elements were cooled was optimized and the actual cooling process was monitored by measuring the temperature of the sample holder and the partial pressures of the relevant gaseous species (H$_2$O, CO$_2$, N$_2$ and O$_2$) with a residual gas analyzer (RGA). In fact, most of the residual gas enters the chamber through the viton o-rings of the cryogenic chamber, which reaches a base pressure of $5 \times 10^{-7}$ mbar at room temperature and less than $5 \times 10^{-9}$ mbar (i.e., below the lower limit of the pressure gauge) at 32 K. The key to avoid adsorption on the sample holder is to keep its temperature above the adsorption temperature of the different gaseous components as long as these have measurable partial pressures (i.e., $> 5 \times 10^{-10}$ mbar) in the experimental chamber. This approach leads to the gas adsorbing predominantly onto the first stage.

Before starting the cooling procedure, pairs of reference partial-pressure and temperature values ($p^\text{ref}_i$, $T^\text{ref}_i$) are defined for all relevant gaseous species ($i = 1$ - 4 for H$_2$O, CO$_2$, N$_2$ and O$_2$) as indicated in Table I. While continuously monitoring the partial pressures, the temperature of the sample is maintained with a cartridge heater at the maximal $T_i$ value for which the condition $p^\text{measured}_i > p^\text{ref}_i$ is fulfilled, i.e., $T = 278$ K in the initial phase. Because H$_2$O and N$_2$ are by far the most abundant components of the residual gas, an additional reference pair of partial-pressure and temperature values is defined to decrease the temperature gradient between the two temperature stages, so that, for instance, the maximal temperature becomes 200 K as long as $p_t$ is in the range between $5 \times 10^{-10}$ and $5 \times 10^{-9}$ mbar.

| species (amu) | $T_{\text{adsor.}}$ [K] | $p^\text{ref}_i$ [mbar] | $T^\text{ref}_i$ [K] |
|--------------|-------------------------|------------------------|---------------------|
| H$_2$O (18)  | 160                     | $5 \times 10^{-9}$     | 278                 |
|              |                         | $5 \times 10^{-10}$    | 200                 |
| CO$_2$ (44)  | 125                     | $5 \times 10^{-10}$    | 200                 |
| N$_2$ (28)   | 55                      | $5 \times 10^{-9}$     | 150                 |
|              |                         | $5 \times 10^{-10}$    | 90                  |
| O$_2$ (32)   | 60                      | $5 \times 10^{-10}$    | 90                  |

TABLE I: Adsorption temperatures $T_{\text{adsor.}}$ and reference temperatures $T^\text{ref}_i$ and pressures $p^\text{ref}_i$ of residual gases in the vacuum chamber.

When all partial pressures are below their reference values, the temperature feedback is stopped. The final temperature is then determined by the cooling power of the pulse-tube cooler, which corresponds to 3 K at the sample in our system. At this point, the partial pressures are below the detection limit of the RGA.

Figure 9 illustrates this procedure by showing in panel (a) the temperatures of the sample holder (blue dashed trace) and the first stage (red solid trace) and in panel (b) the partial pressures of H$_2$O (yellow solid trace) and N$_2$ (red dashed trace) and the total pressure in the cryogenic chamber (black dotted trace). The dark green lines indicate the position of the adsorption temperatures estimated from the sublimation points observed by an increase in partial pressure of the respective residual gas when letting the system warm up. The lower panel shows that the partial pressures of each residual gas decrease as soon as the adsorption point is reached. It also shows that, initially, the residual gas in the cryogenic chamber and the experimental chamber is dominated by water vapor.

We interpret four irregularities indicated by the labels a, b, c and d in the lower panel of Fig. 9 as follows: Soon after the cooling procedure is started, the residual pressure in the cryogenic chamber rises (irregularity a) because the temperature of the high-temperature reservoir of the pulse-tube cooler (area shaded in red at the top of Fig. 9) rises. Irregularity b is an artefact of the feedback procedure because of a temporary failure caused by an inadequate time constant, which was then adapted manually. The sudden spike in the nitrogen partial pressure (irregularity c) is likely caused by a sudden release of trapped nitrogen gas (virtual leak). Finally, irregular-
ity d is the result of the last rapid phase of cooling which leads to a temperature increase in a restricted area of the cryogenic chamber that exceeds the adsorption temperature of nitrogen for a short time. The fact that only the pressure in the cryogenic chamber rises, and not in the experimental chamber, demonstrates that gas does not diffuse from one chamber to the other. One sees from the temperature evolution of the sample holder that the main motivation to set the reference points (temperature evolution of the sample holder that the diffuse from one chamber to the other. One sees from the experimental chamber, demonstrates that gas does not pressure in the cryogenic chamber rises, and not in the nature of nitrogen for a short time. The fact that only the cryogenic chamber that exceeds the adsorption temperature d is the result of the last rapid phase of cooling which responding total residual pressures are \(\approx 5 \times 10^{-9} \text{ mbar}\) and \(\approx 10^{-9} \text{ mbar}\), respectively. The main and only measurable residual gas in the experimental chamber at the lowest temperatures is H\(_2\) (\(\approx 6 \times 10^{-10} \text{ mbar}\)).

**Appendix B: Measurement of the He\(^{+}\) beam shape and position above the sample surface**

To measure the size and position of the He\(^{+}\) beam relative to the sample surface beyond the skimmer and the aperture, images of the beam as it collides with the MCP-phosphor-screen detector assembly are recorded with a CCD camera. The MCP front plate is located 16 cm downstream from electrode 5 (see Fig. 1). To convert the image size and position measured at the detector into the size and position of the beam above the sample surface, a slit aperture of 0.8 mm width was placed immediately after the sample, with its lower edge at the sample surface. The beam image [see Fig. 10(a)] was limited in its upper (lower) part by the upper (lower) edge of the aperture and on the sides by a circular hole of 6 mm diameter (not shown in Fig. 1) through which the beam passes when it exits the 3 K heat shield. The shape of the image and the knowledge of the geometric constraints provide a one-to-one correspondence between image pixels and small tubular volumes above the sample surface.

A pair of razor blades is then used to collimate the beam just before the photoexcitation region. The distance between the blades is reduced to typically \(\approx 500 \mu\text{m}\), i.e., less than the laser-beam width with the edge of each razor blade aligned parallel to the surface. The position of the blades are individually adjustable in the direction orthogonal to the surface so that they form an adjustable slit aperture. The cross-section of the beam, see Fig. 10(c), is then constrained in its lower and upper parts by the razor blades. The absolute position of the beam center at 250 \(\mu\text{m}\) above the surface is derived from the image pixels and the previously determined one-to-one correspondence to the tubular volumes. The beam width (full width at half maximum) in the direction normal to the surface (y-direction) can be directly estimated from the detected intensity of the images along the yellow lines in Figures 10(a) and (c). These are 0.8(1) mm and 0.50(6) mm, respectively, in the presented example.

![FIG. 10: Measurement of the position and width of the He\(^{+}\) beam above the chip surface with an imaging MCP. Image obtained without (a) and with (c) collimating adjustable aperture. The intensity profiles along the vertical lines in panels (a) and (c) are displayed in panels (b) and (d), respectively (see text for details).](image-url)
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