Chapter 1
Introduction to Robot Introspection

Abstract In this chapter, we mainly introduce the definition, background, significance, and the start-of-the-art methods of collaborative robot multimodal introspection. The current issues of robot introspection are also introduced, which including the complex task representation, anomaly monitoring, diagnoses and recovery by assessing the quality of multimodal sensory data during robot manipulation. The overall content of this book is presented at the end.

1.1 What is Robot Introspection?

As humans, doubt and understanding our own limitations, failures and shortcomings is a key for improvement and development, such knowledge alters our behaviors e.g. to execute tasks in a more cautious way [1, 2]. Due to the humans can learn and recognize the environment for a long time through the five senses (visual, acoustic, gustatory, osphretic, and tactile) and generate corresponding internal models in the daily execution of operational tasks [3–7]. Correspondingly, equipping robots with a set of skills that allows them to assess the quality of their sensory data, internal models, used methods etc. is correspondingly believed to greatly improve the autonomous operability and safety performance of an autonomous system, e.g. presented in literature [8, 9].

In recent years, the ability of robots to learn intrinsic introspective models like humans has been favored by robotics researchers [10, 11]. With respect to humans, introspection is the process of examining one’s internal state by evaluating the potential patterns of multi-modal sensing data [12, 13, 15], as shown in Fig. 1.1. Its application lies in giving robots three capabilities: “What’s it doing?”, “How to do?”, and “How’s it doing?”. Among them, “What’s doing?” is to solve the problem of continuous state estimation during the robot execution; “How’s it doing?” is to monitor the real-time state during robot execution, such as normal or abnormal; “How to do?” including the robot task planning and decision making on future motion. The development and application of robot introspection can effectively
(1) estimate, monitor and prevent abnormal events; (2) evaluate the internal state of the robot; (3) strengthen the ability to recovery abnormalities; (4) optimize control and motion decisions.

However, robots do not have thoughts neither feelings, only data, hardware and algorithms. Therefore, robots can only assess the quality of sensor data, internal models, representations, information, perception input etc. Such knowledge can later lead to a modification of robots behavior by including the assessed quality score in the planning process. Consequently, robot introspection relates to safety, active perception, mapping and many topics. These topics have a direct impact on a variety of research areas, such as long term autonomy, search and rescue, and many others. Long term autonomy can benefit from autonomous failure recovery and active learning. For search and rescue, estimation of the confidence of the sensor input and used maps is essential for overall risk assessment. Moreover, for a large variety of tasks assessing the quality of sensor data, internal models, representation, information will directly affect mission success. The ability to reason and solve its own failures, and proactively enrich own knowledge is a direct way to improve autonomous behaviours of a robot.

### 1.2 Background and Significance

Traditional industrial robots have played a significant role in standardization and automated production by isolating from human, which is difficult to meet unstructured, personalized, and flexible non-standard complex task requirements in a dynamic environment such as the human robot interactive scenarios that shown in Fig. 1.2. Due to they lack of multi-functional and intelligent capabilities that per-
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Fig. 1.2 Robots are applied in diverse, individualized and flexible non-standard tasks in unstructured dynamic environments

Robots are applied in diverse, individualized and flexible non-standard tasks in unstructured dynamic environments. In addition, with the widespread application and development of collaborative robots [16, 17], robots will gradually move from a traditional closed manufacturing environment to a shared space that coexists and interacts with human [18], from semi-automatic operation tasks to autonomously perform, which inevitably leads to various unpredictable anomalies, such as objects slipping, collisions between end-effector and the environment, human collisions, and system abnormalities. Therefore, in order to give the robot a longer-term autonomy and a safer human-machine collaborative environment, the robot should perform real-time multi-modal fusion modeling to achieve accurate introspection of its own movement behavior (identification of movement behaviors, abnormal monitoring, and abnormal diagnoses), and anomaly recovery are essential in the next generation of intelligent collaborative robots.

Generally speaking, the robot follows the control framework of the Sense-Plan-Act (SPA) in a structured environment. First, the robot observes the surrounding environment and builds an internal model [14]. Then, it formulates a task execution plan, and finally executes this plan. However, the control framework is difficult to meet the increasingly complex robot operation tasks in unstructured dynamic environments [20, 23]. In the recent decades, increasing the robot multi-modal introspection and anomaly recovery policy after the robot execution would be an effective way to address the aforementioned issues. To this end, a novel Sense-Plan-Act-Introspect-Recover (SPAIR) control framework is proposed in this book, which can provide a theoretical framework and solutions for autonomous robot operation, human-computer interaction, and human-machine integration in the future.

1.3 Issues to be Addressed in Robot Introspection

This book intends to provide the reader with a comprehensive overview of the newly developed methods for improving robot introspection. In recent years, with the rapid development of collaborative robots, scholars in the field of robotics and artificial intelligence have carried out explorations on learning from human demonstration, integration with humans, multimodal sensing, and learning methods and theories.
of robots. Although lots of research results and research ideas within those topics are presented, the difficulties and key issues of multi-modal modeling and its application of robots are not fully considered, and effective theoretical frameworks and systematic integration have not yet been formed. The application research of robot multi-modal sensing makes the research in this book more valuable. Therefore, this book develops a theoretical study of robot multi-modal introspection and learning based on non-parametric Bayesian models, aiming to endow robots a longer-term autonomy and a safer human-robot collaboration environment. With respect to the state-of-the-art status of robot introspection, the following five issues need to be addressed urgently:

- **(1) How to assess the quality of internal models, methods and sensor data, used by robots and how to alter their behavior upon this information?**

Humans can accurately perceive the state of the outside world or the objects they need to operate through the five senses based on past experience and internal models, and can self-recognize the advantages and disadvantages to learn and adjust existing experiences and models. However, robots can only sensing the world through sensory data such that how to model and analyze of multi-modal time series is a difficult problem to realize robot introspection.

- **(2) How to represent the complex robot task and generalize to the environmental changes during unstructured scenarios?**

It’s difficult to complete tasks from the beginning to the end with fixed and pre-programmed movements in the case of an unstructured dynamic human-robot collaboration environment. Resulting in encountering fault or abnormality of the task because of the unstructured environment, the changing pose of the operating object, and the unpredictable robot state. Therefore, how to learn and generalize the robot complex tasks from human demonstration for adapting to the changes in the environment is an valuable question.

- **(3) How to implement the anomaly monitoring and diagnoses of multimodal time series during robot execution?**

The robot anomalies usually derived from joint encoders, the environmental changes, and human interference in the human robot interaction scenarios. Assuming that the robot can monitor and classify these anomalies, it will reduce or prevent the robot from being potentially injured and improve the safety of human-robot collaboration. Due to the diversity and complexity of the types of anomalies, it isn’t possible to directly enumerate and model all anomalies, resulting the anomaly monitoring cannot be achieved through supervised learning methods. Generally, the robot anomaly monitoring were implemented by learning the outstanding difference between the normal ones. In other words, anomalies are identified from models of normal robot behavior. Making the robot anomaly monitoring and diagnoses should be critical factor for realizing the robot longer-term autonomy.
• (4) How to learn the recovery policy from human demonstration for specific anomalous event?

Robot anomaly recovery cannot be performed by the traditional robot’s own motion planning algorithm under the human robot interaction scenarios. Whereas human expectations for robot motion should be taken into consideration. The main challenge is how to incrementally learn the robot recovery policy when encounter various abnormal events from unstructured human demonstrations.

• (5) How to develop a stable and extendable software framework for integrating the introspective abilities by modeling the multimodal sensory data?

How to develop a software for robot multimodal introspection that including multi-functional modules for complex task representation, multi-modal fusion, anomaly monitoring, anomaly diagnoses, and anomaly recovery. It’s another common issue to be solved for realizing long-term autonomy and safe human robot collaborative environment.

1.4 System Framework for Robot Multimodal Introspection

1.4.1 Introduction

With the rapid development of collaborative robots, robots are moving from the traditional structured environment of industrial manufacturing to unstructured dynamic shared workspaces that coexist with, collaborate with, and integrate with people. Although the robot has a more robust and stable control algorithm, the algorithm cannot precisely model the unstructured environment, and unexpected events will occur. In order to endow the robot with a longer-term autonomy and a safer human-robot collaborative environment, the robot must implement self-monitoring and recovery capabilities by evaluating multi-modal sensory sensor in real time.

This book aim to propose a theoretical framework and extendable system platform for robot multimodal introspection and learning based on non-parametric Bayesian models. It mainly includes the following four aspects:

• Modeling of multimodal time series, details in Chap. 2;
• Learning and representation of robot complex task, details in Chap. 3;
• Multimodal anomaly monitoring, details in Chap. 4;
• Multimodal anomaly diagnose, details in Chap. 5;
• Heuristic incremental learning robot recovery policies, details in Chap. 6.

The proposed framework divides the complex tasks of the robot into the directed graph, and learns the motion primitive model and realizes the recognition of the motion behavior for the motion behavior between the nodes in the directed graph. The non-parametric Bayesian time series model learns models for anomaly monitoring
and anomaly diagnoses models, and compares and analyzes the performance and results of anomaly monitoring under three different anomaly threshold conditions. A robot anomaly recovery policy is designed at the top of the framework to handle anomalies encountered by external disturbances based on the representation of robot complex task and introspection. We assume the considered recovery policy should be learned incrementally from the context of task. Therefore, the proposed Re-enactment and Adaptation recovery policies correspond to accidental anomalies and persistent anomalies, respectively. Among them, the reenact policy uses a probability model of a polynomial distribution to count the humans decision-making at different anomaly situations for the accidental anomalies. Additionally, the robot learns and stores its recovery policy, while the motion adaptation uses human intuition to teach the recovery of persistent anomalies.

The anomalous event of robot is unpredictable, so that the recovery policy of the robot under different abnormal conditions cannot be planned offline. Therefore, learning the recovery policy incrementally is the key to achieving human-robot safety collaboration. The framework has fast and robust anomaly monitoring and diagnoses capabilities for both initially planned motion primitives and newly learned recovery motion primitives. In addition, by using non-parametric Bayesian models to incrementally learn models from multi-modal sensing data, the stability, reliability and fault tolerance of the framework are well improved.

1.4.2 Modules of Introspective System

To endow robots a longer-term autonomy and a safer human-robot collaboration environment, the robot’s Introspection phase and the Recovery phase were added to the traditional robot control framework SPA. The system framework of the multimodal sensing and learning is shown in Fig. 1.3 and named SPAIR. The framework mainly includes four modules: (1) directed graph representation of complex robot tasks; (2) generalization and identification of robot motion behavior; (3) real-time abnormal monitoring and diagnoses during robot execution; (4) learning recovery policy for recovering from robot abnormal events.

In recent years, the directed graph representation of complex tasks of robots has been investigated by a large number of scholars, such as Kappler et al. [19], Fox et al. [12], Kroemer et al. [21], and Niekum et al. [22]. To address the problem of robot task representation, many scholars tried to represent the complex task by a series of movement primitives, and realized the contact state estimation and task representation of the robot [13, 24–26]. This book assumes that the robot’s tasks are represented by a directed manipulation graph that include a set of movement primitives, and each primitive is composed of nodes: the start node and the target node, and along with the transition between different movement primitives is expressed too. In order to accurately represent the robot complex tasks and the subsequent recovery behavior, the movement primitive is formulated as follows: (1) The behavior of the robot is used to represent a complete movement of the robot, as shown in Fig. 1.3.
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The complete process from the “Home” node to the “Pre-pick” node; (2) The robot task is usually composed of one or more movement primitives, as shown in Fig. 1.3. The “Pick-and-Place” task of the robot consists of four motions: The behavior is composed of five action nodes, among which the movement primitives are “Home → Pre-pick”, “Pre-pick → Pick”, “Pick → Pre-place” and “Pre-place → Place”.

In particular, the directed manipulation graph will be updated when the robot encounter an abnormal event, which including: $N_{ij}$ indicates a recovery node between nodes $N_i$ and $N_j$ and node $N_{ijk}$ denotes a recovery node between nodes $N_{ij}$ and $N_k$. By analogy, nodes for recovery will be generated in the original graph structure, and the connection between the nodes (including the recovery node and the node of the original task) will generate new motion behavior. From the recovery module at the top of Fig. 1.3, it can be known that the manipulation graph $G$ of the robot tasks will gradually robust and stable with the increasing recovery behaviors.
The nodes in the SPAIR framework will include multiple functions performed in parallel, including: the robot movement properties $\mathcal{M}$, the robot introspective properties $\mathcal{I}$, and the robot sensing external environment properties $\mathcal{V}$. The $\mathcal{M}$ in this book refer to the robot movement primitives; $\mathcal{I}$ includes the robot’s movement identification, anomaly monitoring, and anomaly diagnoses; $\mathcal{V}$ represent the visual estimation of the object’s pose in the environment. Among them, the robot’s introspective attributes are mainly responsible for real-time monitoring of robot anomalies. Once anomalies are detected, the system will classify the anomalies, and the system will recovery according to a limited recovery strategy for different types of anomalies. If the recovery strategy does not exist, The system will prompt the need for human recovery demonstration, and learn and update its recovery behavior. According to the diagnoses result, if it is a accidental anomaly, the robot will perform the motion redo recovery behavior, as shown in “anomaly $− i$” and “anomaly $− j$” shown in Fig. 1.3; if it is a persistent anomaly, the robot will execute the motion adaptation recovery behavior, as shown in “anomaly $− k$” and “anomaly $− m$” in Fig. 1.3.

The proposed framework is built on the ROS-Indigo\(^1\) platform, allowing signals of different modalities to communicate in the form of topics, and the sampling frequency of different sensors is fixed to a specific value by synchronous sampling (this book uses 10Hz), and combines multiple open source software and code, such as the description of the robotic task by the finite state machine SMACH\(^2\) and the ar_track_alvar\(^3\) for pose estimation of the object. In addition, the system will automatically collect multi-modal sensor signal data for each motion primitive and the subsequent proposed recovery behaviors during the robot’s movement. So that the robot can learn experience and generalize movement from the generated data. To this end, the relevant code, videos, pictures and usage documents of this book will be all open source,\(^4\) so that others researchers can improve and share it.

1.5 Summary

In this chapter, we mainly introduce the definition and significance of robot introspection in the background of human-robot collaboration. We inspired from human that doubt and understanding our own limitations, failures and shortcomings is a key for improvement and development, such knowledge alters our behaviors e.g.to execute tasks in a more cautious way. To endow robots a longer-term autonomy and a safer human-robot collaboration environment, we referred to the state-of-the-art status of robot introspection, five issues are needed to be addressed urgently. To this end, we proposed an introspective system framework with four modules, named Sense-Plan-

\(^1\)http://wiki.ros.org/indigo.
\(^2\)http://wiki.ros.org/smach.
\(^3\)http://wiki.ros.org/ar_track_alvar.
\(^4\)https://github.com/birlrobotics/smach_based_introspection_framework.
Act-Introspect-Recover (SPAIR) for address the problems including robot complex task graphical representation and execution (skill) identification from unstructured demonstrations, multimodel time series modelling for robot anomaly monitoring and diagnose as well as the recovery policies learning for different anomalies.
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