Elliptic problems on complete non-compact Riemannian manifolds with asymptotically non-negative Ricci curvature
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In this paper we discuss the existence and non–existence of weak solutions to parametric equations involving the Laplace–Beltrami operator $\Delta_g$ in a complete non–compact $d$–dimensional ($d \geq 3$) Riemannian manifold $(\mathcal{M}, g)$ with asymptotically non–negative Ricci curvature and intrinsic metric $d_g$. Namely, our simple model is the following problem

$$\begin{cases}
-\Delta_g w + V(\sigma)w = \lambda \alpha(\sigma)f(w) & \text{in } \mathcal{M} \\
w \geq 0 & \text{in } \mathcal{M}
\end{cases}$$

where $V$ is a positive coercive potential, $\alpha$ is a positive bounded function, $\lambda$ is a real parameter and $f$ is a suitable continuous nonlinear term. The existence of at least two non–trivial bounded weak solutions is established for large value of the parameter $\lambda$ requiring that the nonlinear term $f$ is non–trivial, continuous, superlinear at zero and sublinear at infinity. Our approach is based on variational methods. No assumptions on the sectional curvature, as well as symmetry theoretical arguments, are requested in our approach.
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1 Introduction

It is well-known that sign conditions on the Ricci curvature $\text{Ric}_{(\mathcal{M},g)}$ give topological and diffeomorphic informations on a Riemannian manifold $(\mathcal{M}, g)$. For instance, the Myers theorem affirms that a complete Riemannian manifold whose Ricci curvature satisfies the inequality $\text{Ric}_{(\mathcal{M},g)} \geq k g$, for some positive constant $k$, is compact. In the same spirit the Hamilton’s theorem ensures that a compact simply connected three dimensional Riemannian manifold whose Ricci curvature is positive is diffeomorphic to the three dimensional sphere; see the celebrated books of Hebey [24, 25] for details.

Among these intriguing geometric implications, conditions on the Ricci curvature produce meaningful compact Sobolev embeddings of certain weighted Sobolev space associated to $\mathcal{M}$ into the Lebesgue spaces; see Lemma 2.3 below. The compact embeddings recalled above are used in proving essential properties of the energy functional associated to elliptic problems on $\mathcal{M}$, in order to apply the minimization theorem or the critical point theory. Hence, the aforementioned compact embedding results give rise to applications to differential equations in the non–compact framework.

In this order of ideas, this paper is concerned with the existence of solutions to elliptic problems involving the Laplace–Beltrami operator $\Delta_g$ on a complete, non–compact $d$–dimensional ($d \geq 3$) Riemannian manifold $(\mathcal{M}, g)$ with asymptotically non–negative Ricci curvature $\text{Ric}_{(\mathcal{M},g)}$ with a base point $\bar{\sigma}_0 \in \mathcal{M}$. More precisely, we assume that the following technical condition on $\text{Ric}_{(\mathcal{M},g)}$ holds:
(As$_{R}^{H,g}$) there exists a non–negative bounded function $H \in C^{1}([0, \infty))$ satisfying
\[
\int_{0}^{+\infty} tH(t) \, dt < +\infty,
\]
such that
\[
\text{Ric}(\mathcal{M},g)(\sigma) \geq - (d - 1) H(d_{g}(\bar{\sigma}_{0}, \sigma)),
\]
for every $\sigma \in \mathcal{M}$, where $d_{g}$ is the distance function associated to the Riemannian metric $g$ on $\mathcal{M}$.

Roughly speaking, condition (As$_{R}^{H,g}$) express a control on the Ricci curvature $\text{Ric}(\mathcal{M},g)$ that is governed in any point $\sigma \in \mathcal{M}$ by the value
\[
h(\sigma) := - (d - 1) H(d_{g}(\bar{\sigma}_{0}, \sigma)),
\]
in any direction. See [52] for more details concerning the geometrical meaning of the above condition.

Let $V : \mathcal{M} \to \mathbb{R}$ be a continuous function satisfying the following conditions:

(V₁) $v_{0} := \inf_{\sigma \in \mathcal{M}} V(\sigma) > 0$;

(V₂) there exists $\sigma_{0} \in \mathcal{M}$ such that
\[
\lim_{d_{g}(\sigma_{0}, \sigma) \to +\infty} V(\sigma) = +\infty.
\]

Motivated by a wide interest in the current literature on elliptic problems on manifolds, under the variational viewpoint, we study here the existence and non–existence of weak solutions to the following problem
\[
\begin{cases}
- \Delta_{g} w + V(\sigma) w = \lambda \alpha(\sigma) f(w) & \text{in } \mathcal{M} \\
 w \geq 0 & \text{in } \mathcal{M} \\
 w \to 0 & \text{as } d_{g}(\sigma_{0}, \sigma) \to +\infty,
\end{cases}
\]  
\text{(1.1)}

where $\lambda$ is a positive real parameter and $\alpha : \mathcal{M} \to \mathbb{R}$ is a function belonging to $L^{\infty}(\mathcal{M}) \cap L^{1}(\mathcal{M}) \setminus \{0\}$ and satisfying
\[
\alpha(\sigma) \geq 0 \quad \text{for a.e. } \sigma \in \mathcal{M}.
\]  
\text{(1.2)}

Remark 1.1. We just point out that the potential $V$ has a crucial rôle concerning the existence and behaviour of solutions. For instance, after the seminal paper of Rabinowitz [54], where the potential $V$ is assumed to be coercive, several different assumptions are adopted in order to obtain existence and multiplicity results. For instance, similar assumptions on $V$ have been studied on Euclidean spaces, see [7,10,11,21–23]. More recently in [18, Theorem 1.1] the authors studied a characterization theorem concerning the existence of multiple solutions on complete non–compact Riemannian manifolds under the key assumption of asymptotically non–negative Ricci curvature. The results achieved in the cited paper extend some multiplicity properties recently proved in several different framework (see, for instance, the papers [3,42,45,48]) and mainly inspired by the work [55].
In the first part of the paper, we suppose that \( f : [0, +\infty) \to \mathbb{R} \) is continuous, \textit{superlinear at zero}, i.e.
\[
\lim_{t \to 0^+} \frac{f(t)}{t} = 0, \tag{f_1}
\]
\textit{sublinear at infinity}, i.e.
\[
\lim_{t \to +\infty} \frac{f(t)}{t} = 0, \tag{f_2}
\]
and such that
\[
\sup_{t > 0} F(t) > 0, \tag{f_3}
\]
where
\[
F(t) := \int_0^t f(\tau) d\tau,
\]
for any \( t \in [0, +\infty) \).
Assumptions \((f_1)\) and \((f_2)\) are quite standard in presence of subcritical terms; moreover, together with \((f_3)\), they assure that the number
\[
\epsilon_f := \max_{t > 0} \frac{f(t)}{t}. \tag{1.3}
\]
is well-defined and strictly positive. Further, property \((f_1)\) is a sublinear growth condition at infinity on the nonlinearity \( f \) which complements the classical Ambrosetti–Rabinowitz assumption. In the Euclidean case, problems involving only sublinear terms have been also studied by several authors, see, among others, [14, 60]. Other multiplicity results for elliptic eigenvalue problems involving pure concave nonlinearities on bounded domains can be found in [53].

We emphasize that in this paper we are interested in equations depending on parameters. In many mathematical problems deriving from applications the presence of one parameter is a relevant feature, and the study of the way solutions depend on parameters is an important topic. Most of the results in this direction were obtained through bifurcation theory and variational techniques.

In order to state the main (non)existence theorem in presence of a sublinear term at infinity, let us introduce some notation. Let
\[
B_\sigma(1) := \{ \zeta \in \mathcal{M} : d_g(\sigma, \zeta) < 1 \},
\]
be the open unit geodesic ball of center \( \sigma \in \mathcal{M} \), and denote by
\[
\text{Vol}_g(B_\sigma(1)) := \int_{B_\sigma(1)} dv_g
\]
its volume respect to the intrinsic metric \( g \), that is the \( d \)-dimensional Hausdorff measure \( \mathcal{H}_d \) of \( B_\sigma(1) \subset \mathcal{M} \).

The first main result of the paper is an existence theorem for equations driven by the Laplace–Beltrami operator, as stated below.
\textbf{Theorem 1.2.} Let \((M, g)\) be a complete, non-compact, Riemannian manifold of dimension \(d \geq 3\) such that condition \((A_{R}^{F, g})\) holds, and assume that
\[
\inf_{\sigma \in \mathcal{M}} \text{Vol}_{g}(B_{\sigma}(1)) > 0. \tag{1.4}
\]
Furthermore, let \(V\) be a potential for which hypotheses \((V_{1})\) and \((V_{2})\) are valid. In addition, let \(\alpha \in L^{\infty}(M) \cap L^{1}(M) \setminus \{0\}\) satisfy \((1.2)\) and \(f : [0, +\infty) \to \mathbb{R}\) be a continuous function verifying \((f_{1}) - (f_{3})\). Then, the following conclusions hold:

(i) Problem \((1.1)\) admits only the trivial solution whenever
\[0 \leq \lambda < \frac{\nu_{0}}{c_{f} \|\alpha\|_{\infty}};\]

(ii) there exists \(\lambda^{*} > 0\) such that problem \((1.1)\) admits at least two distinct and non-trivial weak solutions \(w_{1,\lambda}, w_{2,\lambda} \in L^{\infty}(M) \cap H_{V}^{1}(M)\), provided that \(\lambda > \lambda^{*}\).

The symbol \(H_{V}^{1}(M)\) denotes the Sobolev space endowed by the norm
\[\|w\| := \left(\int_{M} |\nabla g w(\sigma)|^{2} dv_{g} + \int_{M} V(\sigma)|w(\sigma)|^{2} dv_{g}\right)^{1/2}, \quad w \in H_{V}^{1}(M)\]
that will be defined in Section 2. Furthermore, let \(a < b\) be two positive constants, and define the following annular domain
\[A_{\rho}(\sigma_{0}) := \{\sigma \in M : b - a < d_{g}(\sigma_{0}, \sigma) < a + b\}.\]

The conclusion of Theorem 1.2 - part (ii) is valid for every
\[\lambda > \frac{m_{V} r_{0}^{2} \left(1 + \frac{1}{(1 - \varepsilon_{0})^{2}}\right) \text{Vol}_{g}(A_{\rho}(\sigma_{0}))}{\alpha_{0} F(t_{0}) \text{Vol}_{g}(A_{\varepsilon_{0} r}(\sigma_{0}))},\]
where \(m_{V} := \max \left\{1, \max_{\sigma \in A_{\rho}(\sigma_{0})} V(\sigma)\right\}\), \(0 < r < \rho\) such that
\[\text{ess inf}_{\sigma \in A_{\sigma}} \alpha(\sigma) \geq \alpha_{0} > 0,\]
\(t_{0} \in (0, +\infty)\) and \(F(t_{0}) > 0\) with
\[\frac{\alpha_{0} F(t_{0})}{\|\alpha\|_{\infty} \max_{t \in (0, t_{0})} |F(t)|} > \frac{\text{Vol}_{g}(A_{\varepsilon_{0} r}(\sigma_{0}))}{\text{Vol}_{g}(A_{\sigma}(\sigma_{0}))},\]
for some \(\varepsilon_{0} \in [1/2, 1]\); see Remarks 3.6 and 3.8 for details.

By a three critical points result stated in [56] one can prove that the number of solutions for problem \((1.1)\) is stable under small nonlinear perturbations of subcritical type for every \(\lambda > \lambda^{*}\). More precisely, the statement of Theorem 1.2 remain valid for the following perturbed problem
\[
\begin{cases}
-\Delta_{g} w + V(\sigma) w = \lambda \alpha(\sigma) f(w) + \beta(\sigma) g(w) & \text{in } M \\
w \geq 0 & \text{in } M \\
w \to 0 & \text{as } d_{g}(\sigma_{0}, \sigma) \to +\infty,
\end{cases}
\]
where the perturbation term \(g : [0, +\infty) \to \mathbb{R}\), with \(g(0) = 0\), satisfies
\[\sup_{t > 0} \frac{|g(t)|}{t + t^{q-1}} < +\infty,\]
for some $q \in (2, 2^*)$, and $\beta \in L^\infty(\mathcal{M}) \cap L^1(\mathcal{M})$ is assumed to be non-negative on $\mathcal{M}$.

Theorem 1.2 will be proved by adapting variational techniques to the non-compact manifold setting. More precisely, with some minimization techniques in addition to the Mountain Pass Theorem, we are able to prove the existence of at least two weak solutions whenever the parameter $\lambda$ is sufficiently large. Furthermore, the boundness of the solutions immediately follows by $[18$, Theorem 3.1].

The methods used may be suitable for other purposes, too. Indeed, we recall that a variational approach has been extensively used in several contexts, in order to prove multiplicity results of different problems, such as elliptic problems on either bounded or unbounded domains of the Euclidean space (see $[29, 34, 35, 37]$), elliptic equations involving the Laplace–Beltrami operator on compact Riemannian manifold without boundary (see $[32]$), and, more recently, elliptic equations on the ball endowed with Funk–type metrics $[36]$. Furthermore in the non-compact setting, Theorem 1.2 has been proved for elliptic problems on Cartan–Hadamard manifolds (i.e. simply connected, complete Riemannian manifolds with non-positive sectional curvature) with poles in $[19$, Theorem 4.1] and, in presence of symmetries, for Schrödinger–Maxwell systems on Hadamard manifolds in $[20$, Theorem 1.3].

More precisely, in $[19$, Theorem 4.1] the authors study the Schrödinger-type equation

$$-\Delta_g w + V(\sigma)w = \lambda \frac{s_{k_0}(d_{12}/2)}{d_1 d_2 s_{k_0}(d_1) s_{k_0}(d_2)} + \mu W(\sigma)f(u)$$

(1.5)

on a Cartan–Hadamard manifold $(\mathcal{M}, g)$ with sectional curvature $K \geq \kappa_0$ (for some $\kappa_0 \leq 0$) and two poles $S := \{x_1, x_2\}$, where the function $s_{k_0} : [0, +\infty) \to \mathbb{R}$ is defined by

$$s_{k_0}(r) := \begin{cases} \sinh(r\sqrt{-k_0}) & \text{if } \kappa_0 < 0 \\ r & \text{if } \kappa_0 = 0, \end{cases}$$

and

$$d_{12} := d_g(x_1, x_2), \quad d_{12} := d_g(x_1, x_2), \quad d_i = d_g(\cdot, x_i), \quad i = 1, 2.$$ 

Furthermore, the potentials $V, W : \mathcal{M} \to \mathbb{R}$ are positive, $f : [0, \infty) \to \mathbb{R}$ is a suitable continuous function sublinear at infinity, $\lambda \in [0, (n-2)^2)$ and $\mu \geq 0$. An analog of Theorem 1.2 for Problem (1.5) has been proved in $[19$, Theorem 4.1] by means of a suitable compact embedding result (see $[19$, Lemma 5]). The proof of this lemma is based on an interpolation inequality and on the Sobolev inequality valid on Cartan–Hadamard manifolds (see $[24$, Chapter 8]).

Again on Hadamard manifolds of dimension $3 \leq d \leq 5$, an interesting counterpart of Theorem 1.2 has been proved in $[20$, Theorem 1.3] for Schrödinger–Maxwell systems of the form

$$\begin{cases} -\Delta_g w + w + \epsilon w \phi = \lambda \alpha(\sigma)f(w) \quad \text{in } \mathcal{M} \\ -\Delta_g \phi + \phi = qw^2 \quad \text{in } \mathcal{M}. \end{cases}$$

A key tool used along this paper is the existence of a suitable topological group $G$ acting on the Sobolev space $H^1_g(\mathcal{M})$, such that the $G$-invariant closed subspace $H^1_{G,T}(\mathcal{M})$ can be compactly embedded in suitable Lebesgue spaces. The classical Palais criticality principle (see $[50]$) produces the multiplicity result.

On the contrary of the cited cases, we do not require here any assumption on the sectional curvature of the ambient manifold. Moreover, no upper restriction on the topological dimension $d$
is necessary, as well as we do not use \(G\)-invariance arguments along our proof. In the main approach the compact embedding of the Sobolev space \(H^1_0(M)\) into Lebesgue spaces \(L^\nu(M)\), with \(\nu \in (2, 2^*)\), is obtained thanks to a Rabinowitz-type result proved recently in \cite[Lemma 2.1]{18}. The structural hypotheses on \(V\) and the curvature hypothesis \((A^H_\theta)\) are sufficient conditions to ensure this compactness embedding property. For the sake of completeness we recall \cite[Lemma 2.1]{18} in Lemma 2.3 below.

We also mention the recent paper \cite{43}, where Theorem 1.2 is exploited when the underlying operator is of (fractional) nonlocal type.

In the Euclidean setting, a meaningful version of Theorem 1.2 can be done requiring different (weaker) assumptions on the potential \(V\) that imply again the compactness of the embedding of \(H^1_0(\mathbb{R}^d)\) into the Lebesgue spaces \(L^\nu(M)\), with \(\nu \in (2, 2^*)\) (see \cite{18} and Remark 2.4). More precisely, the result reads as follows.

**Theorem 1.3.** Let \(\mathbb{R}^d\) be the \(d\)-dimensional \((d \geq 3)\) Euclidean space and let \(V \in C^0(\mathbb{R}^d)\) be a potential such that \(v_0 = \inf_{x \in \mathbb{R}^d} V(x) > 0\), and

\[
\lim_{|x| \to +\infty} \int_{B(x)} \frac{dy}{V(y)} = 0,
\]

where \(B(x)\) denotes the unit ball of center \(x \in \mathbb{R}^d\).

In addition, let \(\alpha \in L^\infty(M) \cap L^1(M) \setminus \{0\}\) satisfy (1.2) and let \(f : [0, +\infty) \to \mathbb{R}\) be a continuous function verifying \((f_1)-(f_3)\). Consider the following problem

\[
\begin{align*}
-\Delta u + V(x)u &= \lambda \alpha(x)f(u) \quad \text{in } \mathbb{R}^d \\
u &\geq 0 \quad \text{in } \mathbb{R}^d \\
u &\to 0 \quad \text{as } |x| \to +\infty.
\end{align*}
\]

Then, the following conclusions hold:

(i) Problem (1.6) admits only the trivial solution whenever

\[0 \leq \lambda < \frac{v_0}{c_f};\]

(ii) there exists \(\lambda^*_E > 0\) such that (1.6) admits at least two distinct and non-trivial weak solutions \(u_{1,\lambda}, u_{2,\lambda} \in L^\infty(\mathbb{R}^d) \cap H^1_0(\mathbb{R}^d)\), provided that \(\lambda > \lambda^*_E\).

We notice that \(\lambda^*_E \leq \lambda^0_E\), where

\[
\lambda^0_E := \frac{m_V t_0^2 \left(1 + \frac{1}{(1 - \varepsilon_0)^2 r^2}\right) \left((r + \rho)^d - (\rho - r)^d\right)}{\lambda_D(t_0, \varepsilon_0, r, \rho, \alpha, f, d)},
\]

and

\[
\lambda_D(t_0, \varepsilon_0, r, \rho, \alpha, f, d) := \alpha_0 F(t_0) \left((\varepsilon_0 r + \rho)^d - (\rho - \varepsilon_0 r)^d\right)
- \|\alpha\|_\infty \max_{t \in (0, t_0]} |F(t)| \left[\left((r + \rho)^d - (\rho - r)^d\right) - \left((\varepsilon_0 r + \rho)^d - (\rho - \varepsilon_0 r)^d\right)\right],
\]

see Remark 3.9 for details.
Of course if $V$ is a strictly positive continuous and coercive function, the above conditions hold true. A different form of Corollary 1.3 has been proved in [31, Theorem 1.1] requiring the radial symmetry of the weights $V$ and $\alpha$. A careful analysis of the natural isometric action of the orthogonal group $O(d)$ on the Sobolev space $H^1_V(\mathbb{R}^d)$ is a meaningful and crucial argument used by the authors of the cited paper. We emphasize that in Corollary 1.3, on the contrary of [31, Theorem 1.1], we do not require any symmetry assumption on the coefficients $V$ and $\alpha$. On the other hand, we point out that Corollary 1.3 can be also obtained as a direct application of [19, Theorem 4.1] modeled to the Euclidean flat case.

Requiring the validity of a special case of the celebrated Ambrosetti–Rabinowitz growth condition (see relation (AR) below), a complementary result (respect to Theorem 1.2) is valid for superlinear problems at infinity. More precisely, it follows that

**Theorem 1.4.** Let $(M, g)$ be a complete, non–compact, Riemannian manifold of dimension $d \geq 3$ such that conditions $(\text{As}_H^g)$ and (1.4) hold. Let $V$ be a potential for which hypotheses $(V_1)$ and $(V_2)$ are valid, $\alpha \in L^\infty(M) \cap L^1(M) \setminus \{0\}$ and let $f : [0, +\infty) \to \mathbb{R}$ be a continuous function verifying condition $(f_1)$, for some $q \in (2, 2^*)$,

$$\sup_{t>0} \frac{|f(t)|}{t + t^{q-1}} < +\infty, \quad (1.7)$$

there exist $\nu > 2$ such that for every $t > 0$ one has $0 < \nu F(t) \leq tf(t). \quad (\text{AR})$

Then, for every $\lambda > 0$, problem (1.1) admits at least one non–trivial weak solution $w \in L^\infty(M) \cap H^1_V(M)$.

The rôle of condition (AR) is to ensure the boundness of Palais–Smale sequences of the Euler–Lagrange functional associated to Problem (1.1). This is crucial in the applications of critical point theory. However, although (AR) is a quite natural condition, it is somewhat restrictive and eliminates many nonlinearities, as for instance the nonlinear terms for which Theorem 1.2 holds.

The last part of the paper is dedicated to subcritical problems with asymptotic superlinear behaviour at zero. More precisely, we prove that there exists a well–localized interval of positive real parameters $(0, \lambda^*)$ such that, for every $\lambda \in (0, \lambda^*)$, problem (1.1) admits at least one non–trivial weak solution in a suitable Sobolev space $H^1_V(M)$.

Set

$$c_\ell := \sup_{u \in H^1_V(M) \setminus \{0\}} \frac{\|u\|}{\|u\|},$$

for every $\ell \in (2, 2^*)$.

With the above notations the main result reads as follows.

**Theorem 1.5.** Let $(M, g)$ be a complete, non–compact, Riemannian manifold of dimension $d \geq 3$ such that conditions $(\text{As}_H^g)$ and (1.4) hold. Let $f : [0, +\infty) \to \mathbb{R}$ be a continuous function with $f(0) = 0$ and satisfying the growth condition

$$\beta_f := \sup_{t>0} \frac{|f(t)|}{1 + t^{q-1}} < +\infty, \quad (1.8)$$
for some \( q \in (2, 2^*) \) as well as

\[
-\infty < \liminf_{t \to 0^+} \frac{F(t)}{t^2} \leq \limsup_{t \to 0^+} \frac{F(t)}{t^2} < +\infty,
\]

where \( F(t) := \int_0^t f(\tau) \, d\tau \).

Furthermore, let \( \alpha \in L^\infty(M) \cap L^p(M) \setminus \{0\} \), where \( p := q/(q - 1) \) is the conjugate Sobolev exponent of \( q \), and such that (1.2) holds. Finally, let \( V \) satisfy (V1) and (V2).

Under these assumptions, there exists a positive number

\[
\lambda_* := \frac{1}{2(q-1)\beta f c_q^2} \left( \frac{q(q-2)q^{-2}}{\|\alpha\|_p^{-2}\|\alpha\|_\infty} \right)^{1/(q-1)},
\]

such that, for every \( \lambda \in (0, \lambda_*) \), the problem

\[
\begin{aligned}
-\Delta w + V(\sigma) w &= \lambda \alpha(\sigma) f(w) \quad \text{in } M \\
w &\geq 0 \quad \text{in } M
\end{aligned}
\]

admits at least one non–trivial weak solution \( w_\lambda \in H^1_V(M) \) such that

\[
\lim_{\lambda \to 0^+} \|w_\lambda\| = 0.
\]

Condition (1.9) is not new in the literature and it has been used in order to study existence and multiplicity results for some classes of elliptic problems on bounded domains of the Euclidean space: see, among others, the papers [26–28] and [49]. An application to Schrödinger equations in presence of either radial or axial symmetry, again on the classical Euclidean space, has been recently proposed in [49, Theorem 6]. To the best of our knowledge no further applications in a non–compact framework have been achieved requiring this hypothesis. We also emphasize that Theorem 1.5 can be proved without any use of the Ambrosetti–Rabinowitz condition.

The existence of weak solutions of the following problem

\[
\begin{aligned}
-\Delta u + V(x)u &= \lambda \alpha(x) f(u) \quad \text{in } \mathbb{R}^d \\
u &\in H^1(\mathbb{R}^d),
\end{aligned}
\]

or some of its variants, has been studied after the paper [8]; see, for instance, the book [59] and papers [30,31]. We also cite the paper [15], and references therein, where the authors prove the existence of multiple weak solutions for suitable Schrödinger equations under some weak one-sided asymptotic estimates on the terms \( V \) and \( \alpha \) (without symmetry assumptions); see, for the sake of completeness, the papers [6,17].

As explicitly claimed in [8,9], an interesting prototype for Problem (1.11) is given by

\[
\begin{aligned}
-\Delta u + V(x)u &= \lambda \alpha(x)(|u|^{r-2}u + |u|^{s-2}u) \quad \text{in } \mathbb{R}^d \\
u &\in H^1(\mathbb{R}^d),
\end{aligned}
\]

where \( 1 < r < 2 < s < 2d/(d-2) \), the potential \( V \) is bounded from below by a positive constant and \( \alpha \in L^\infty(\mathbb{R}^d) \).

In this setting, a simple case of Theorem 1.5 reads as follows.
Corollary 1.6. Let \((M, g)\) be a complete, non-compact, Riemannian manifold of dimension \(d \geq 3\) such that conditions \((A_{R, g}^H)\) and \((1.4)\) hold. Furthermore, let \(1 < r < 2 < s < 2^*\) and let \(\alpha \in L^{\infty}(M) \cap L^{2^* - 1}(M) \setminus \{0\}\) be a non-negative map. Then, for \(\lambda\) sufficiently small, the following problem

\[
\begin{cases}
-\Delta_g w + V(\sigma)w = \lambda \alpha(\sigma)(w^{r-1} + w^{s-1}) & \text{in } M \setminus \{0\} \\
w \geq 0 & \text{in } M,
\end{cases}
\]

admits at least one non-trivial weak solution \(w_\lambda \in H^1_V(M)\) such that

\[
\lim_{\lambda \to 0^+} \|w_\lambda\| = 0.
\]

We notice that Corollary 1.6 is new even in the Euclidean case. For instance, it is easily seen that Theorem 1.1 in [31] cannot be applied to the Euclidean counterpart of Problem \((1.12)\). Thus, as a byproduct of Corollary 1.6, the existence of a non-trivial weak solution to Problem \((1.12)\) is obtained provided that \(\lambda\) is sufficiently small and without any symmetry assumptions on the coefficients. For more results on subelliptic eigenvalue problems on unbounded domains of stratified Lie groups we refer to [41, 51].

The paper is structured as follows. After introducing the functional space related to problem \((1.1)\) together with its basic properties (Section 2), we show through direct computations that for a determined right neighborhood of \(\lambda\), the zero solution is the unique one (Subsection 3.1). In Subsection 3.2 we prove the existence of two weak solutions for \(\lambda\) bigger than some \(\lambda^*\): the first one obtained via direct minimization, the second via the Mountain Pass Theorem. We refer to the book [33] for the abstract variational setting used along the present paper. See also the recent contribution [12] for related topics.

## 2 Abstract framework

In this subsection we briefly recall the definitions of the functional space setting; see [24] and [25] for more details.

### 2.1 Sobolev spaces on Manifolds

Let \((M, g)\) be a \(d\)-dimensional \((d \geq 3)\) Riemannian manifold, and let \(g_{ij}\) be the components of the \((2, 0)\)-metric tensor \(g\). We denote by \(T_\sigma M\) the tangent space at \(\sigma \in M\) and by \(TM := \bigcup_{\sigma \in M} T_\sigma M\) the tangent bundle associated to \(M\). In terms of local coordinates,

\[
g = g_{ij} dx^i \otimes dx^j,
\]

where \(dx^i \otimes dx^j : T_\sigma M \times T_\sigma M \to \mathbb{R}\) is the quadratic form defined by

\[
dx^i \otimes dx^j(u, v) = dx^i(u) dx^j(v), \quad \forall u, v \in T_\sigma M.
\]

Note that, here and in the sequel, Einstein’s summation convention is adopted.

Let \(d_g : M \times M \to [0, +\infty)\) be the natural distance function associated to the Riemannian metric \(g\) and let \(B_g(\sigma, r) := \{\zeta \in M : d_g(\sigma, \zeta) < r\}\) be the open geodesic ball with center \(\sigma\) and radius \(r > 0\). If \(C^\infty(M)\) denotes as usual the space of smooth functions defined on \(M\), we set

\[
\|w\|_g := \left(\int_M |\nabla_g w(\sigma)|^2 dv_g + \int_M |w(\sigma)|^2 dv_g\right)^{1/2},
\]

In this subsection we briefly recall the definitions of the functional space setting; see [24] and [25] for more details.

### 2.1 Sobolev spaces on Manifolds

Let \((M, g)\) be a \(d\)-dimensional \((d \geq 3)\) Riemannian manifold, and let \(g_{ij}\) be the components of the \((2, 0)\)-metric tensor \(g\). We denote by \(T_\sigma M\) the tangent space at \(\sigma \in M\) and by \(TM := \bigcup_{\sigma \in M} T_\sigma M\) the tangent bundle associated to \(M\). In terms of local coordinates,

\[
g = g_{ij} dx^i \otimes dx^j,
\]

where \(dx^i \otimes dx^j : T_\sigma M \times T_\sigma M \to \mathbb{R}\) is the quadratic form defined by

\[
dx^i \otimes dx^j(u, v) = dx^i(u) dx^j(v), \quad \forall u, v \in T_\sigma M.
\]

Note that, here and in the sequel, Einstein’s summation convention is adopted.

Let \(d_g : M \times M \to [0, +\infty)\) be the natural distance function associated to the Riemannian metric \(g\) and let \(B_g(\sigma, r) := \{\zeta \in M : d_g(\sigma, \zeta) < r\}\) be the open geodesic ball with center \(\sigma\) and radius \(r > 0\). If \(C^\infty(M)\) denotes as usual the space of smooth functions defined on \(M\), we set

\[
\|w\|_g := \left(\int_M |\nabla_g w(\sigma)|^2 dv_g + \int_M |w(\sigma)|^2 dv_g\right)^{1/2},
\]
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for every $w \in C^\infty(M)$, where $\nabla w$ is the covariant derivative of $w$ and $dv_g$ is the Riemannian measure on $\mathcal{M}$.

The Riemannian volume element $dv_g$ in (2.1) is given by

$$dv_g := \sqrt{\det(g_{ij})} dx_1 \wedge \ldots \wedge dx_d,$$

where $dx = dx_1 \wedge \ldots \wedge dx_d$ stands for the Lebesgue’s volume element of $\mathbb{R}^d$, and, if $D \subset \mathcal{M}$ is an open bounded set, we denote by

$$\text{Vol}_g(D) := \int_D dv_g,$$

is the $d$–dimensional Hausdorff measure of $D$ with respect to the metric $d_g$. Moreover, it is well–defined the Radon measure $f \mapsto \int_{\mathcal{M}} f dv_g$.

For every $\sigma \in \mathcal{M}$ one has the eikonal equation

$$|\nabla_g d_g(\sigma_0, \cdot)| = 1 \quad \text{a.e. in } \mathcal{M} \setminus \{\sigma_0\} \quad (2.2)$$

and in local coordinates $(x^1, \ldots, x^d)$, $\nabla_g w$ can be represented by

$$(\nabla^2_g w)_{ij} = \frac{\partial^2 w}{\partial x^i \partial x^j} -\Gamma^k_{ij} \frac{\partial w}{\partial x^k},$$

where

$$\Gamma^k_{ij} := \frac{1}{2} \left( \frac{\partial g_{ij}}{\partial x^k} + \frac{\partial g_{ik}}{\partial x^j} - \frac{\partial g_{jk}}{\partial x^i} \right) g^{jk}$$

are the usual Christoffel’s symbols and $g^{jk}$ are the elements of the inverse matrix of $g$. Furthermore, in a local neighborhood, the Laplace–Beltrami operator is the differential operator defined by

$$\Delta_g w := g^{ij} \left( \frac{\partial^2 w}{\partial x^i \partial x^j} - \Gamma^k_{ij} \frac{\partial w}{\partial x^k} \right) = -\frac{1}{\sqrt{\det(g_{ij})}} \frac{\partial}{\partial x^m} \left( \sqrt{\det(g_{ij})} g^{km} \frac{\partial w}{\partial x^k} \right).$$

Now, as is well-known, the notions of curvatures on a manifold $(\mathcal{M}, g)$ are described by the Riemann tensor $R_{(\mathcal{M}, g)}$ that, for each point $\sigma \in \mathcal{M}$, gives a multilinear function

$$R_{(\mathcal{M}, g)} : T_{\sigma} \mathcal{M} \times T_{\sigma} \mathcal{M} \times T_{\sigma} \mathcal{M} \times T_{\sigma} \mathcal{M} \to \mathbb{R}$$

such that the symmetries conditions

$$R_{(\mathcal{M}, g)}(u, v, y, z) = -R_{(\mathcal{M}, g)}(v, u, z, y) = R_{(\mathcal{M}, g)}(z, y, v, u),$$

and the Bianchi identity

$$R_{(\mathcal{M}, g)}(u, v, y, z) + R_{(\mathcal{M}, g)}(v, y, u, z) + R_{(\mathcal{M}, g)}(y, u, v, z) = 0,$$

are verified, for every $u, v, y, z \in T_{\sigma} \mathcal{M}$.

More precisely, $R_{(\mathcal{M}, g)}$ is the $(1,3)$-tensor locally given by

$$R^h_{ijk} = \frac{\partial \Gamma^h_{jk}}{\partial x^i} - \frac{\partial \Gamma^h_{ik}}{\partial x^j} + \Gamma^r_{jk} \Gamma^h_{ir} - \Gamma^r_{ik} \Gamma^h_{jr}.$$
We can define the Ricci tensor \( \text{Ric}(\mathcal{M}, g) \) on a manifold \( \mathcal{M} \) as the trace of the Riemann curvature tensor \( R(\mathcal{M}, g) \). Consequently, in local coordinates, \( \text{Ric}(\mathcal{M}, g) \) has the form

\[
R_{ik} = R^h_{ikh} = \frac{\partial R^h_{ik}}{\partial x^h} - \frac{\partial R^h_{ih}}{\partial x^k} + R^r_{ih} R^r_{kr} - R^r_{ik} R^r_{hr}.
\]

Furthermore, the quadratic form \( \text{Ric}(\mathcal{M}, g) \) associated to the Ricci tensor \( \text{Ric}(\mathcal{M}, g) \) is said to be the Ricci curvature of the manifold \( (\mathcal{M}, g) \).

We say that \( \mathcal{M} \) has Ricci curvature \( \text{Ric}(\mathcal{M}, g) \) bounded from below if there exists \( h \in \mathbb{R} \) such that

\[
\text{Ric}(\mathcal{M}, g)(v, v) \geq h \langle v, v \rangle_g,
\]

for every \( (v, \sigma) \in T_\sigma \mathcal{M} \times \mathcal{M} \). A simple form of our results can be obtained when \( \text{Ric}(\mathcal{M}, g) \geq 0 \). In such a case it suffices to choose the function \( H \) identically zero on the curvature condition \((A_s^g)\).

Although the curvature of a higher dimensional Riemannian manifold is a much more sophisticated object than the Gauss curvature of a surface, it is possible to describe a similar concept in terms a two dimensional plane \( \pi \subset T_\sigma \mathcal{M} \). In this spirit, given any point \( \sigma \in \mathcal{M} \) and any two dimensional plane \( \pi \subset T_\sigma \mathcal{M} \), the sectional curvature of \( \pi \) is defined as follows

\[
\kappa(\pi) := \frac{R(u, v, u, v)}{|u|^2 |v|^2 - \langle u, v \rangle^2_g},
\]

where \{u, v\} is a basis of \( \pi \). Since the above definition is independent of the choice of the vectors \{u, v\}, we can compute \( \kappa(\pi) \) by working with an orthonormal basis of \( \pi \); see the classical book [16] for details.

A smooth curve \( \gamma \) is said to be a geodesic if

\[
\nabla_{\frac{d\gamma}{dt}} \left( \frac{d\gamma}{dt} \right) = 0,
\]

where \( \nabla \) is the Levi–Civita connection on \((\mathcal{M}, g)\). In local coordinates, this means that

\[
\frac{d^2(x^k \circ \gamma(t))}{dt^2} + I^k_{ij} \frac{\partial (x^k \circ \gamma(t))}{\partial x^i} \frac{\partial (x^k \circ \gamma(t))}{\partial x^j} = 0.
\]

The Hopf–Rinow theorem ensures that any geodesic on a complete Riemannian manifold \((\mathcal{M}, g)\) is defined on the whole real line. Given a complete Riemannian manifold \((\mathcal{M}, g)\) and a point \( \sigma \in \mathcal{M} \), the injectivity radius \( \text{inj}_{\mathcal{M}, g}(\sigma) \) is defined as the largest \( r > 0 \) for which any geodesic \( \gamma \) of length less than \( r \) and having \( \sigma \in \mathcal{M} \) as an endpoint is minimizing. One has that \( \text{inj}_{\mathcal{M}, g}(\sigma) > 0 \), for any \( \sigma \in \mathcal{M} \).

The injectivity radius of \((\mathcal{M}, g)\) is then defined as

\[
\text{inj}_{\mathcal{M}, g} := \inf \{ \text{inj}_{\mathcal{M}, g}(\sigma) : \sigma \in \mathcal{M} \} \geq 0.
\]

We notice that one gets bounds on the components of the metric tensor from bounds on the curvature and the injectivity radius; see [24]. Let

\[
H^V_\gamma(\mathcal{M}) := \left\{ w \in H^1_\gamma(\mathcal{M}) : \int_\mathcal{M} |\nabla_g w(\sigma)|^2 dv_g + \int_\mathcal{M} V(\sigma)|w(\sigma)|^2 dv_g < +\infty \right\}
\]
where the Sobolev space \( H^1_g(M) \) is defined as the completion of \( C_0^\infty(M) \) with respect to the norm (2.1). Clearly \( H^1_g(M) \) is a Hilbert space endowed by the inner product

\[
\langle w_1, w_2 \rangle := \int_M \langle \nabla_g w_1(\sigma), \nabla_g w_2(\sigma) \rangle_g \, dv_g + \int_M V(\sigma) w_1(\sigma) w_2(\sigma) \, dv_g
\]

for all \( w_1, w_2 \in H^1_g(M) \) and the induced norm

\[
\| w \| := \left( \int_M |\nabla_g w(\sigma)|^2 \, dv_g + \int_M V(\sigma) |w(\sigma)|^2 \, dv_g \right)^{1/2},
\]

for every \( w \in H^1_g(M) \).

Finally, we introduce a class of functions belonging to \( H^1_g(M) \) which will be useful to prove our main results. Since \( \alpha \in L^\infty(M) \setminus \{0\} \) is a function with \( \alpha \geq 0 \), one can find two real numbers \( \rho > r > 0 \) and \( \alpha_0 > 0 \) such that

\[
\text{ess inf}_{\sigma \in A^c_{\rho r}(\sigma_0)} \alpha(\sigma) \geq \alpha_0 > 0.
\]

(2.3)

Hence, fix \( \varepsilon \in [1/2, 1) \), let \( 0 < r < \rho \) such that (2.3) holds and set \( w_{\rho, r}^\varepsilon \in H^1_g(M) \) given by

\[
w_{\rho, r}^\varepsilon(\sigma) := \begin{cases} 
0 & \text{if } \sigma \in M \setminus A^c_{\rho}(\sigma_0) \\
1 & \text{if } \sigma \in A^c_{\rho, \varepsilon r}(\sigma_0) \\
\frac{r - d_g(\sigma_0, \sigma) - \rho}{(1 - \varepsilon) r} & \text{if } \sigma \in A^c_{\rho}(\sigma_0) \setminus A^c_{\rho, \varepsilon r}(\sigma_0),
\end{cases}
\]

(2.4)

for every \( \sigma \in M \).

With the above notation, we clearly have:

1. \( \text{supp}(w_{\rho, r}^\varepsilon) \subseteq A^c_{\rho}(\sigma_0) \);
2. \( \| w_{\rho, r}^\varepsilon \|_\infty \leq 1 \);
3. \( w_{\rho, r}^\varepsilon(\sigma) = 1 \) for every \( \sigma \in A^c_{\rho, \varepsilon r}(\sigma_0) \).

Moreover, a direct computation shows that the following inequality holds

\[
\| w_{\rho, r}^\varepsilon \|^2 \leq m_V \left( 1 + \frac{1}{(1 - \varepsilon)^{2r^2}} \right) \text{Vol}_g(A^c_{\rho}(\sigma_0)),
\]

(2.5)

where

\[
m_V := \max \left\{ 1, \inf_{\sigma \in A^c_{\rho}(\sigma_0)} V(\sigma) \right\}.
\]

(2.6)

Indeed, one has

\[
\| w_{\rho, r}^\varepsilon \|^2 \leq m_V \left( \int_M |\nabla_g w_{\rho, r}^\varepsilon(\sigma)|^2 \, dv_g + \int_M |w_{\rho, r}^\varepsilon(\sigma)|^2 \, dv_g \right).
\]

Now, thanks to \( i_1 \) – \( i_3 \) and bearing in mind the eikonal equation (2.2), setting

\[
I := \int_M |\nabla_g w_{\rho, r}^\varepsilon(\sigma)|^2 \, dv_g + \int_M |w_{\rho, r}^\varepsilon(\sigma)|^2 \, dv_g,
\]
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we have that
\[ I = \int_{A^e_r(\sigma_0)} |\nabla_g w_{\rho,r}^\varepsilon(\sigma)|^2 dv_g + \int_{A^e_r(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 dv_g \]
\[ = \int_{A^e_r(\sigma_0)} |\nabla_g w_{\rho,r}^\varepsilon(\sigma)|^2 dv_g + \int_{A^e_r(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 dv_g \]
\[ + \int_{A^e_r(\sigma_0)\setminus A^e_r(\sigma_0)} |\nabla_g w_{\rho,r}^\varepsilon(\sigma)|^2 dv_g + \int_{A^e_r(\sigma_0)\setminus A^e_r(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 dv_g \]
\[ \leq \text{Vol}_g(A^e_r(\sigma_0)) + \frac{1}{(1-\varepsilon)^2} \int_{A^e_r(\sigma_0)\setminus A^e_r(\sigma_0)} |\nabla_g (r - |d_g(\sigma_0,\sigma) - \rho|)|^2 dv_g \]
\[ = \text{Vol}_g(A^e_r(\sigma_0)) + \frac{1}{(1-\varepsilon)^2} \int_{A^e_r(\sigma_0)\setminus A^e_r(\sigma_0)} |\nabla_g |d_g(\sigma_0,\sigma) - \rho||^2 dv_g \]
\[ = \text{Vol}_g(A^e_r(\sigma_0)) + \frac{1}{(1-\varepsilon)^2} \text{Vol}_g(A^e_r(\sigma_0) \setminus A^e_r(\sigma_0)) \]
\[ \leq \left(1 + \frac{1}{(1-\varepsilon)^2}\right) \text{Vol}_g(A^e_r(\sigma_0)). \]

Then, the above inequality and (2.6) immediately yields (2.5). We notice that the class of functions given by
\[
w_{\rho,r}^{1/2}(\sigma) := \begin{cases} 
0 & \text{if } \sigma \in M \setminus A^e_r(\sigma_0) \\
1 & \text{if } \sigma \in A^e_r(\sigma_0) \\
\frac{2}{r}(r - |d_g(\sigma_0,\sigma) - \rho|) & \text{if } \sigma \in A^e_r(\sigma_0) \setminus A^e_{r/2}(\sigma_0),
\end{cases} \tag{2.7}
\]
was introduced in [20]. Of course $w_{\rho,r}^{\varepsilon}$, with $\varepsilon \in [1/2, 1)$, is a sort of deformation of $w_{\rho,r}^{1/2}$ whose geometrical shape will be crucial for our goals (see, for instance, Proposition 3.5 and the proof of Theorem 1.5).

### 2.2 Embedding results

For complete manifolds with bounded sectional curvature and positive injectivity radius the embedding $H^1(M) \hookrightarrow L^2(M)$ is continuous, see [4]. The same result holds for manifolds with Ricci curvature bounded from below and positive injectivity radius, see the classical book [24]. Moreover, following again [24], we recall that the next embedding result holds for complete, non–compact $d$–dimensional manifolds with Ricci curvature bounded from below and $\inf_{\sigma \in M} \text{Vol}_g(B_\sigma(1)) > 0$.

**Theorem 2.1.** Let $(M, g)$ be a complete, non–compact Riemannian manifold of dimension $d \geq 3$ such that its Ricci curvature $\text{Ric}_{(M,g)}$ is bounded from below and assume that condition (1.4) holds. Then the embedding $H^1(M) \hookrightarrow L^\nu(M)$ is continuous for $\nu \in [2, 2^*]$, where $2^* = 2d/(d-2)$ is the critical Sobolev exponent.

By using the above result, a sign condition on $V$ and the technical assumption $(A^H_{R,g})$ ensure that the following embedding property for the Sobolev space $H^1_R(M)$ into the Lebesgue spaces holds true.

**Corollary 2.2.** Let $(M, g)$ be a complete, non–compact Riemannian manifold of dimension $d \geq 3$ satisfying condition $(A^H_{R,g})$ and (1.4). Furthermore, assume that $(V_1)$ holds. Then the embedding $H^1_R(M) \hookrightarrow L^\nu(M)$ is continuous for $\nu \in [2, 2^*]$. 
Finally, in order to employ a variational approach we need a Rabinowitz–type compactness result proved recently in [18] and that will be crucial for our purposes.

**Lemma 2.3.** Let \((M, g)\) be a complete, non-compact Riemannian manifold of dimension \(d \geq 3\) such that conditions \((A_{\infty}^H)\) and \((1.4)\) holds. Furthermore, assume that \((V_1)\) and \((V_2)\) are verified. Then the embedding \(H^1(V)(M) \hookrightarrow L^\nu(M)\) is compact for \(\nu \in [2, 2^*)\).

Thus, if \(\nu \in [2, 2^*]\), there exists a positive constant \(c_\nu\) such that
\[
\left( \int_M |w(\sigma)|^\nu \, dv_g \right)^{1/\nu} \leq c_\nu \left( \int_M |\nabla_g w(\sigma)|^2 \, dv_g + \int_M V(\sigma) |w(\sigma)|^2 \, dv_g \right)^{1/2},
\]
for every \(w \in H^1_V(M)\). From now on, for every \(\nu \in [2, 2^*]\), we denote by
\[
\|w\|_\nu := \left( \int_M |w(\sigma)|^\nu \, dv_g \right)^{1/\nu}
\]
denotes the usual norm of the Lebesgue space \(L^\nu(M)\).

**Remark 2.4.** We point out that the embedding result stated in Lemma 2.3 is still true requiring that the potential \(V\) is measurable (instead of continuous) and \((V_1)\) and \((V_2)\) are verified. The same conclusion hold, in the Euclidean case, if \(V \in L^\infty_{\text{loc}}(\mathbb{R}^d)\) and
\[
\lim_{|x| \to +\infty} \int_{B(x)} \frac{dy}{V(y)} = 0,
\]
where \(B(x)\) denotes the unit ball of center \(x \in \mathbb{R}^d\). See [18] for some details.

### 2.3 Weak solutions

**Definition 2.5.** Assume that \(f : \mathbb{R} \to \mathbb{R}\) is a subcritical function and \(\lambda > 0\) is fixed. We say that a function \(w \in H^1_V(M)\) is a weak solution to problem \((1.1)\) if
\[
\int_M \langle \nabla_g w(\sigma), \nabla_g \varphi(\sigma) \rangle_g \, dv_g + \int_M V(\sigma) w(\sigma) \varphi(\sigma) \, dv_g = \lambda \int_M \alpha(\sigma) f(w(\sigma)) \varphi(\sigma) \, dv_g,
\]
for every \(\varphi \in H^1_V(M)\).

By direct computation, equation \((2.9)\) represents the variational formulation of \((1.1)\) and the energy functional \(J_\lambda : H^1_V(M) \to \mathbb{R}\) associated with \((1.1)\) is defined by
\[
J_\lambda(w) := \frac{1}{2} \left( \int_M |\nabla_g w(\sigma)|^2 \, dv_g + \int_M V(\sigma) |w(\sigma)|^2 \, dv_g \right) - \lambda \int_M \alpha F(w(\sigma)) \, dv_g,
\]
for every \(w \in H^1_V(M)\).

Indeed, as it easily seen, under our assumptions on the nonlinear term, the functional \(J_\lambda\) is well defined and of class \(C^1\) in \(H^1_V(M)\). Moreover, its critical points are exactly the weak solutions of the problem \((1.1)\).

For a function \(f : [0, +\infty) \to \mathbb{R}\) with \(f(0) = 0\), we set
\[
F_+(t) := \int_0^t f_+(\tau) \, d\tau,
\]
for every $t \in \mathbb{R}$, where
\[
 f_+(\tau) := \begin{cases} 
 f(\tau) & \text{if } \tau \geq 0 \\
 0 & \text{if } \tau < 0.
\end{cases}
\] (2.10)

Furthermore, let $\mathcal{J}_\lambda : H^1_V(\mathcal{M}) \rightarrow \mathbb{R}$ be the functional given by
\[
\mathcal{J}_\lambda(w) := \frac{1}{2} \left( \int_{\mathcal{M}} |\nabla_g w(\sigma)|^2 dv_g + \int_{\mathcal{M}} V|w(\sigma)|^2 dv_g \right) - \lambda \int_{\mathcal{M}} \alpha(\sigma) F_+(w(\sigma)) dv_g.
\] (2.11)

Our approach to prove existence and multiplicity results to Problem (1.1) consists of applying variational methods to the functional $\mathcal{J}_\lambda$. To this end, we write $\mathcal{J}_\lambda$ as
\[
\mathcal{J}_\lambda(w) = \Phi(w) - \lambda \Psi(w),
\]
where
\[
\Phi(w) := \frac{1}{2} \|w\|^2,
\] (2.12)
while
\[
\Psi(w) := \int_{\mathcal{M}} \alpha(\sigma) F_+(w(\sigma)) dv_g,
\]
for every $w \in H^1_V(\mathcal{M})$. Clearly, the functional $\Phi$ and $\Psi$ are Fréchet differentiable.

### 2.4 The $L^\infty$–boundness of solutions

The next result is an application of the Nash–Moser iteration scheme and follows by a direct consequence of [18, Theorem 3.1].

**Proposition 2.6.** Let $(\mathcal{M}, g)$ be a complete, non–compact, Riemannian manifold of dimension $d \geq 3$ such that conditions $(A_{R}^{H,g})$ and (1.4) hold. Furthermore, let $V$ be a potential for which hypotheses $(V_1)$ and $(V_2)$ are valid. In addition, let $\alpha \in L^\infty(\mathcal{M}) \cap L^1(\mathcal{M})$ satisfying (1.2) and $f : [0, +\infty) \rightarrow \mathbb{R}$ be a continuous function verifying $(f_1)$–$(f_3)$. Then every critical point of the functional $\mathcal{J}_\lambda : H^1_V(\mathcal{M}) \rightarrow \mathbb{R}$ given in (2.11) is non–negative. Moreover, if $w_\lambda \in H^1_V(\mathcal{M})$ is a critical point of $\mathcal{J}_\lambda$ and $\sigma_0 \in \mathcal{M}$, the following facts hold:

1. For every $\varrho > 0$, $w_\lambda \in L^\infty(B_{\varrho}(\varrho))$;
2. $w_\lambda \in L^\infty(\mathcal{M})$ and
   \[
   \lim_{d_g(\sigma_0, \sigma) \rightarrow +\infty} w_\lambda(\sigma) = 0.
   \]

**Proof.** Let $w_\lambda \in H^1_V(\mathcal{M})$ be a critical point of the functional (2.11). We claim that $w_\lambda$ is non-negative on $\mathcal{M}$. Indeed, since $w_\lambda \in H^1_V(\mathcal{M})$, then $(w_\lambda)^- := \max\{-w_\lambda, 0\}$ belongs to $H^1_V(\mathcal{M})$ as well. So, taking also account of the relationship
\[
\langle w_\lambda, (w_\lambda)^- \rangle = \int_{\mathcal{M}} \langle \nabla_g w_\lambda(\sigma), \nabla_g (w_\lambda)^-(\sigma) \rangle_g dv_g
\]
\[
\quad + \int_{\mathcal{M}} \alpha(\sigma) \langle w_\lambda(\sigma), (w_\lambda)^-(\sigma) \rangle_g dv_g
\]
\[
\quad = - \int_{\mathcal{M}} \left( |\nabla_g (w_\lambda)^-(\sigma)|^2 + \alpha(\sigma)(w_\lambda)^-(\sigma)^2 \right) dv_g,
\]

we get
\[
\langle J'_\lambda(w_\lambda),(w_\lambda^-) \rangle = \langle w_\lambda,(w_\lambda^-) \rangle - \lambda \int_M f_+ (w_\lambda) (w_\lambda^-) \sigma dv_g \\
= -\| (w_\lambda^-) \|^2 \\
= 0.
\]
As a result, \( \| (w_\lambda^-) \| = 0 \) and hence \( w_\lambda \geq 0 \) a.e. on \( M \).
Let us prove now that the function \( \varphi : M \times [0, +\infty) \to \mathbb{R} \) given by \( \varphi(\sigma, t) := \alpha(\sigma) f_+ (t) \), for every \( (\sigma, t) \in M \times \mathbb{R} \), satisfy, for some \( k > 0 \) and \( q \in (2, 2^*) \), the growth condition
\[
|\varphi(\sigma, t)| \leq k (|t| + |t|^{q-1}),
\tag{2.13}
\]
for every \( (\sigma, t) \in M \times \mathbb{R} \).
Fix \( \varepsilon > 0 \) and \( q \in (2, 2^*) \). In view of \( (f_1) \) and \( (f_2) \), there exists \( \delta_\varepsilon \in (0, 1) \) such that
\[
|f_+(t)| \leq \varepsilon \frac{\nu_0}{\| \alpha \|_\infty} |t|,
\tag{2.14}
\]
for all \( 0 < |t| \leq \delta_\varepsilon \) and \( |t| \geq \delta_\varepsilon^{-1} \). Since the function
\[
t \mapsto \frac{|f_+(t)|}{|t|^{q-1}}
\]
is bounded on \([\delta_\varepsilon, \delta_\varepsilon^{-1}]\), for some \( m_\varepsilon > 0 \) and for every \( t \in \mathbb{R} \) one has
\[
|f_+(t)| \leq \varepsilon \frac{\nu_0}{\| \alpha \|_\infty} |t| + m_\varepsilon |t|^{q-1}.
\tag{2.15}
\]
By (2.15), bearing in mind that \( \alpha \in L^\infty(M) \), relation (2.13) immediately holds for
\[
k = \max \left\{ \varepsilon \nu_0, m_\varepsilon \| \alpha \|_\infty \right\}.
\]
We can now conclude by applying [18, Theorem 3.1].

3 Proof of Theorem 1.2

As pointed out in the Introduction, the results of this section can be viewed as a counterpart of some recent  contributions obtained by many authors in several different contexts (see, among others, the papers [2, 19, 20, 29, 32] and [34–37]) to the case of elliptic problems defined on non–compact manifolds with asymptotically non–negative Ricci curvature. We emphasize that a key ingredient in our proof is given by Lemma 2.3 and Proposition 3.5. They express peculiar and intrinsic aspects of the problem under consideration.

3.1 Non–existence for \( \lambda \) small

Let us prove (i) of Theorem 1.2.

Arguing by contradiction, suppose that there exists a (non–negative) weak solution \( w_0 \in H^1_g(M) \setminus \{0\} \) to problem (1.1), i.e.
\[
\int_M \langle \nabla g w_0 (\sigma), \nabla g \varphi (\sigma) \rangle_g dv_g + \int_M V(\sigma) w_0 (\sigma) \varphi (\sigma) dv_g = \lambda \int_M \alpha(\sigma) f_+ (w_0(\sigma)) \varphi(\sigma) dv_g,
\tag{3.1}
\]

for every $\varphi \in H^1_0(M)$.

Testing (3.1) with $\varphi := w_0$, we have

$$\|w_0\|^2 = \lambda \int_M \alpha(w_0) f_+(w_0) dv_g,$$

and it follows that

$$\int_M \alpha(w_0) f_+(w_0) dv_g \leq \int_M \alpha(w_0) f_+(w_0) dv_g \leq \|\alpha\|_{L^\infty(M)} \|f_+(w_0)\|_2 dv_g \leq \|\alpha\|_{L^\infty(M)} \|w_0\|^2. \quad (3.3)$$

By using (3.2) and (3.3) and bearing in mind the assumption on $\lambda$ we get

$$\|w_0\|^2 \leq \lambda \|\alpha\|_{L^\infty(M)} \|w_0\|^2 < \|w_0\|^2,$$

which is a contradiction.

**Remark 3.1.** The result stated in Theorem 1.2 - part (i) was proved in the Euclidean case in [31] assuming that the potential $V \in L^\infty(R^d) \cap L^1(R^d) \setminus \{0\}$ is non-negative and radially symmetric.

**Example 3.2.** Let $(M,g)$ be a complete, non-compact, Riemannian manifold (with dimension $d \geq 3$) such that conditions $(As_{H^p})$ and (1.4) hold. Furthermore, let $\alpha \in L^\infty(M) \cap L^1(M)$ satisfying (1.2) and such that $\|\alpha\|_{L^\infty(M)} = 1$. Then, the following problem

$$\begin{cases}
-\Delta_g w + (1 + d_g(\sigma_0, \sigma)) w = \lambda \alpha(\sigma)(\arctan w)^2 & \text{in } M \\
w \geq 0 & \text{in } M
\end{cases}$$

has only the trivial solution, provided that

$$0 \leq \lambda < \left(\max_{t > 0} \frac{(\arctan t)^2}{t}\right)^{-1}.$$

### 3.2 Multiplicity for large $\lambda$

In the present subsection we are going to apply the compact embedding results established above to prove Theorem 1.2. The first preliminary result show the sub-quadraticity of the potential $\Psi$ defined in (2.12).

**Lemma 3.3.** Under our assumptions on the terms $f$ and $\alpha$ stated in Theorem 1.2, one has

$$\lim_{\|w\| \to 0} \frac{\Psi(w)}{\|w\|^2} = 0 \quad \text{and} \quad \lim_{\|w\| \to \infty} \frac{\Psi(w)}{\|w\|^2} = 0. \quad (3.4)$$

**Proof.** Inequality (2.15), in addition to (2.8), yields

$$|\Psi(w)| \leq \int_M \alpha(w) |F_+(w)dv_g|
\leq \int_M \alpha(w) \left(\epsilon \|w\|^2 + \frac{m_c}{q} \|\alpha\|_{L^\infty(M)} \|w\|^q\right) dv_g
\leq \int_M \left(\frac{\epsilon}{2} \|\alpha\|_{L^\infty(M)} \|w\|^2 + \frac{m_c}{q} \|\alpha\|_{L^\infty(M)} \|w\|^q\right) dv_g
\leq \frac{\epsilon}{2} \|w\|^2 + \frac{m_c}{q} \|\alpha\|_{L^\infty(M)} \|w\|^q
\leq \frac{\epsilon}{2} \|w\|^2 + \frac{m_c}{q} \|\alpha\|_{L^\infty(M)} \|w\|^q,$$
for every \( w \in H^1_V(M) \).

Therefore, it follows that, for every \( w \in H^1_V(M) \),
\[
0 \leq \frac{\left| \Psi(w) \right|}{\| w \|^2} \leq \frac{\varepsilon}{2} + \frac{m_s}{q} c_q^r \| \alpha \|_{\infty} \| w \|^{q-2}.
\]

Since \( q > 2 \) and \( \varepsilon \) is arbitrary, the first limit of \((3.4)\) turns out to be zero.

Now, if \( r \in (1, 2) \), due to the continuity of \( f_+ \), there also exists a number \( M_\varepsilon > 0 \) such that
\[
\frac{|f_+(t)|}{|t|^r-1} \leq M_\varepsilon,
\]
for all \( t \in [\delta_\varepsilon, \delta_\varepsilon^{-1}] \), where \( \varepsilon \) and \( \delta_\varepsilon \) are the previously introduced numbers.

The above inequality, together with \((2.14)\), yields
\[
|f_+(t)| \leq \varepsilon \frac{|t|^{2r}}{\| \alpha \|_{\infty}} |t| + M_\varepsilon |t|^{r-1}
\]
for each \( t \in \mathbb{R} \). Now \( \alpha \in L^{\frac{2}{2-r}}(M) \), indeed
\[
\int_M |\alpha(\sigma)|^{\frac{2}{2-r}} dv_g = \int_M \alpha(\sigma) \frac{2r}{2} \alpha(\sigma) dv_g \leq \| \alpha \|_{\infty} \int_M \alpha(\sigma) dv_g < +\infty.
\]

Thus, one has
\[
\left| \Psi(w) \right| \leq \int_M \alpha(\sigma) |F_+(w(\sigma))| dv_g
\leq \int_M \alpha(\sigma) \left( \frac{\varepsilon V_0}{2} |w(\sigma)|^2 + \frac{m_\varepsilon}{r} |w(\sigma)|^r \right) dv_g
\leq \varepsilon \frac{2}{r} \int_M V(\sigma) |w(\sigma)|^2 dv_g + \frac{M_\varepsilon}{r} \| \alpha \|_{\frac{2}{2-r}} \| w \|^r
\leq \varepsilon \frac{2}{r} \| w \|^2 + \frac{M_\varepsilon}{r} c_q^r \| \alpha \|_{\frac{2}{2-r}} \| w \|^r,
\]
for each \( w \in H^1_V(M) \).

Therefore, it follows that
\[
0 \leq \frac{\left| \Psi(w) \right|}{\| w \|^2} \leq \frac{\varepsilon}{2} + \frac{M_\varepsilon}{r} c_q^r \| \alpha \|_{\frac{2}{2-r}} \| w \|^{r-2},
\]
for every \( w \in H^1_V(M) \setminus \{0\} \).

Since \( \varepsilon \) can be chosen as small as we wish and \( r \in (1, 2) \), taking the limit for \( \| w \| \to +\infty \) in \((3.5)\), we have proved the second limit of \((3.4)\). \( \square \)

One of the main tools used along the proof of Theorem 1.2 is the Mountain Pass Theorem. The compactness assumption required by this theorem is the well-known Palais–Smale condition (see, for instance, the classical book \([59]\))

The Palais–Smale condition at level \( \mu \in \mathbb{R} \) (namely \((PS)_\mu\)) if any sequence \( \{w_j\}_{j \in \mathbb{N}} \) in \( H^1_V(M) \) such that \( \mathcal{J}_\lambda(w_j) \to \mu \) and
\[
\sup \left\{ |(\mathcal{J}_\lambda'(w_j), \varphi)| : \varphi \in H^1_V(M), \| \varphi \| = 1 \right\} \to 0
\]
for every \( \mu \in \mathbb{R} \).
as \( j \to +\infty \), admits a subsequence strongly convergent in \( H^1_V(M) \).

In the case when the right–hand side in problem (1.1) satisfies the structural condition stated in Introduction, we will prove that the corresponding energy functional \( J_\lambda \) verifies the Palais–Smale condition. More precisely, the next energy–compactness result holds.

**Lemma 3.4.** Let \( f : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying conditions \((f_1)\) and \((f_2)\). Then for every \( \lambda > 0 \), the functional \( J_\lambda \) is bounded from below and coercive. Moreover, for every \( \mu \in \mathbb{R} \), and every sequence \( \{w_j\}_{j \in \mathbb{N}} \subset H^1_V(M) \) such that

\[
J_\lambda(w_j) \to \mu,
\]

and

\[
\sup \left\{ \langle J'_\lambda(w_j), \varphi \rangle \mid \varphi \in H^1_V(M), \quad \|\varphi\| = 1 \right\} \to 0,
\]

as \( j \to +\infty \), there exists a subsequence that strongly converges in \( H^1_V(M) \).

**Proof.** Fix \( \lambda > 0 \) and \( 0 < \varepsilon < 1/\lambda \). Due to inequality (3.5), it follows that

\[
J_\lambda(w) \geq \frac{1}{2}\|w\|^2 - \lambda \int_M \alpha(\sigma)|F_+^\prime(w(\sigma))|dv_g
\]

\[
\geq \frac{1}{2}\|w\|^2 - \frac{\lambda\varepsilon}{2}\|w\|^2 - \lambda \frac{M_r}{r} c_r^* \|\alpha\|^2 \frac{2}{2-r} \|w\|^r
\]

\[
= \frac{1}{2} (1 - \lambda\varepsilon) \|w\|^2 - \lambda \frac{M_r}{r} c_r^* \|\alpha\|^2 \frac{2}{2-r} \|w\|^r,
\]

for every \( w \in H^1_V(M) \). Consequently, the functional \( J_\lambda \) is bounded from below and coercive. Now, let us prove that the second part of our main result holds. To this end, let \( \{w_j\}_{j \in \mathbb{N}} \subset H^1_V(M) \) be a sequence, such that conditions (3.6) and (3.7) holds and set

\[
\|J'_\lambda(w_j)\| := \sup \left\{ \langle J'_\lambda(w_j), \varphi \rangle \mid \varphi \in H^1_V(M), \quad \|\varphi\| = 1 \right\}.
\]

Taking into account the coercivity of \( J_\lambda \), the sequence \( \{w_j\}_{j \in \mathbb{N}} \) is necessarily bounded in \( H^1_V(M) \). Since \( H^1_V(M) \) is a reflexive space, there exists a subsequence, which for simplicity we still denote \( \{w_j\}_{j \in \mathbb{N}} \), such that \( w_j \rightharpoonup w_\infty \) in \( H^1_V(M) \), i.e.,

\[
\int_M (|\nabla_g w_j(\sigma)|^2 + V(\sigma)|w_j(\sigma)|^2) dv_g \to \int_M (|\nabla_g w_\infty(\sigma)|^2 + V(\sigma)|w_\infty(\sigma)|^2) dv_g,
\]

as \( j \to +\infty \), for any \( \varphi \in H^1_V(M) \).

We will prove that the sequence \( \{w_j\}_{j \in \mathbb{N}} \) strongly converges to \( w_\infty \in H^1_V(M) \). Hence, one has

\[
\langle \Phi'(w_j), w_j - w_\infty \rangle = \langle J'_\lambda(w_j), w_j - w_\infty \rangle + \lambda \int_M \alpha(\sigma)f(w_j(\sigma))(w_j - w_\infty(\sigma)) dv_g,
\]

where

\[
\langle \Phi'(w_j), w_j - w_\infty \rangle = \int_M (|\nabla_g w_j(\sigma)|^2 + V(\sigma)|w_j(\sigma)|^2) dv_g
\]

\[
- \int_M (|\nabla_g w_j(\sigma)|^2 + V(\sigma)|w_\infty(\sigma)|^2 + V(\sigma)w_j(\sigma)w_\infty(\sigma)) dv_g.
\]
Since $\|J'_{\lambda}(w_j)\|_* \to 0$ as $j \to +\infty$, and $\{w_j - w_\infty\}_{j \in \mathbb{N}}$ is bounded in $H^1_t(M)$, owing to $|\langle J'_{\lambda}(w_j), w_j - w_\infty \rangle| \leq \|J'_{\lambda}(w_j)\|_* \|w_j - w_\infty\|$, one has

$$\langle J'_{\lambda}(w_j), w_j - w_\infty \rangle \to 0$$

as $j \to +\infty$.

Next, let us set

$$I := \int_M \alpha(\sigma)|f_+(w_j(\sigma))|(w_j - w_\infty)(\sigma)dv_g.$$

By (2.15) and Hölder’s inequality, it follows that

$$I \leq \varepsilon \nu_0 \int_M |w_j(\sigma)|(w_j - w_\infty)(\sigma)dv_g$$

$$+ m_\varepsilon \|\alpha\|_\infty \int_M |w_j(\sigma)|^{q-1}(w_j - w_\infty)(\sigma)dv_g$$

$$\leq \varepsilon \nu_0 \|w_j\|_2 \|w_j - w_\infty\|_2$$

$$+ m_\varepsilon \|\alpha\|_\infty \|w_j\|_q^{q-1} \|w_j - w_\infty\|_q.$$

Since $\varepsilon$ is arbitrary and the embedding $H^1_t(M) \hookrightarrow L^q(M)$ is compact thanks to Proposition 2.6, we easily have

$$I = \int_M \alpha(\sigma)|f_+(w_j(\sigma))|(w_j - w_\infty)(\sigma)dv_g \to 0,$$

as $j \to +\infty$.

Now, by (3.9), (3.10) and (3.11) we deduce that

$$\langle \Phi'(w_j), w_j - w_\infty \rangle \to 0,$$

as $j \to +\infty$. Hence

$$\int_M \left( |\nabla g w_j(\sigma)|^2 + V(\sigma)|w_j(\sigma)|^2 \right)dv_g - \int_M (\nabla g w_j, \nabla g w_\infty)dv_g$$

$$- \int_M V(\sigma)w_j(\sigma)w_\infty(\sigma)dv_g \to 0,$$

as $j \to +\infty$.

Thus, by (3.12) and (3.8) it follows that

$$\lim_{j \to +\infty} \int_M \left( |\nabla g w_j(\sigma)|^2 + V(\sigma)|w_j(\sigma)|^2 \right)dv_g = \int_M \left( |\nabla g w_\infty(\sigma)|^2 + V(\sigma)|w_\infty(\sigma)|^2 \right)dv_g$$

Thanks to [13, Proposition III.30], $w_j \to w_\infty$ in $H^1_t(M)$. This completes the proof. \qed

The next proposition will be crucial in order to correctly precise the statements of Theorem 1.2; see also Remark 3.6.

**Proposition 3.5.** Under the hypotheses of Theorem 1.2 there exist $t_0 \in (0, +\infty)$, $0 < r < \rho$ and $\varepsilon_0 \in [1/2, 1)$ such that

$$\Psi(t_0 u_{\rho,r}^{\varepsilon_0}) = \int_M \alpha(\sigma)F_+(t_0 u_{\rho,r}^{\varepsilon_0})dv_g > 0,$$

(3.13)

where the function $u_{\rho,r}^{\varepsilon_0} \in H^1_t(M)$ is given in (2.4).
Proof. By $(f_3)$ there exists $t_0 \in (0, +\infty)$ such that $F(t_0) > 0$. Moreover, let $\varepsilon \in [1/2, 1)$ and let $0 < r < \rho$ be such that (2.3) holds. We have

$$\int_M \alpha(\sigma) F_+(t_0 w_{\rho,r}^\varepsilon(\sigma)) \, dv_g = \int_{M\setminus A_{\varepsilon r}(\sigma_0)} \alpha(\sigma) F_+(t_0 w_{\rho,r}^\varepsilon(\sigma)) \, dv_g$$

$$+ \int_{A_{\varepsilon r}(\sigma_0)} \alpha(\sigma) F_+(t_0 w_{\rho,r}^\varepsilon(\sigma)) \, dv_g$$

$$+ \int_{A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)} \alpha(\sigma) F_+(t_0 w_{\rho,r}^\varepsilon(\sigma)) \, dv_g.$$ 

Hence

$$\int_M \alpha(\sigma) F_+(t_0 w_{\rho,r}^\varepsilon(\sigma)) \, dv_g \geq \alpha_0 F(t_0) \text{Vol}_g(A_{\varepsilon r}(\sigma_0))$$

$$- \int_{A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)} \alpha(\sigma) |F_+(t_0 w_{\rho,r}^\varepsilon(\sigma))| \, dv_g.$$ 

Now, setting

$$I := \int_{A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)} \alpha(\sigma) |F_+(t_0 w_{\rho,r}^\varepsilon(\sigma))| \, dv_g,$$

by (2.4) one has

$$I = \int_{A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)} \alpha(\sigma) \left|F_+ \left( \frac{2t_0}{r} (r - |d_g(\sigma_0, \sigma) - \rho|) \right) \right| \, dv_g.$$ 

Moreover, by $(j_2)$, it follows that

$$I \leq \|\alpha\|_{\infty} \max_{t \in (0, t_0)} |F(t)| \text{Vol}_g(A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)). \quad (3.14)$$

Then, inequalities (3.14) and (3.14) yield

$$\int_M \alpha(\sigma) F_+(t_0 w_{\rho,r}^\varepsilon(\sigma)) \, dv_g \geq \alpha_0 F(t_0) \text{Vol}_g(A_{\varepsilon r}(\sigma_0))$$

$$- \|\alpha\|_{\infty} \max_{t \in (0, t_0)} |F(t)| \text{Vol}_g(A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)). \quad (3.15)$$

Since $\text{Vol}_g(A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)) \to 0$, as $\varepsilon \to 1^-$, of course

$$\|\alpha\|_{\infty} \max_{t \in (0, t_0]} |F(t)| \text{Vol}_g(A_{\varepsilon r}(\sigma_0) \setminus A_{\varepsilon r}(\sigma_0)) \to 0,$$

as $\varepsilon \to 1^-$. Moreover,

$$\text{Vol}_g(A_{\varepsilon r}(\sigma_0)) \to \text{Vol}_g(A_{\varepsilon r}(\sigma_0))$$

as $\varepsilon \to 1^-$. Thus, there exists $\varepsilon_0 > 0$ such that

$$\alpha_0 F(t_0) \text{Vol}_g(A_{\varepsilon_0 r}(\sigma_0)) > \|\alpha\|_{\infty} \max_{t \in (0, t_0]} |F(t)| \text{Vol}_g(A_{\varepsilon_0 r}(\sigma_0) \setminus A_{\varepsilon_0 r}(\sigma_0)).$$

Thus the function $w_{\rho,r}^{\varepsilon_0} := t_0 w_{\rho,r}^{\varepsilon_0} \in H^1_V(M)$ verifies inequality (3.13). \qed

We are in position now to prove item $(ii)$ of Theorem 1.2.

First solution via direct minimization - By Proposition 3.5 the number

$$\lambda^* := \inf_{\varphi(w) > 0} \frac{\varphi(w)}{\Phi(w)} \quad (3.16)$$
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is well-defined and, owing to Lemma 3.3, one has that $\lambda^* \in (0, +\infty)$.
Fixing $\lambda > \lambda^*$ and choosing $w_\lambda^* \in H^1_V(M)$ with $\Psi(w_\lambda^*) > 0$ and
\[ \lambda^* \leq \frac{\Phi(w_\lambda^*)}{\Psi(w_\lambda^*)} < \lambda, \]
it follows that
\[ c_{1,\lambda} := \inf_{w \in H^1_V(M)} J_\lambda(w) \leq J_\lambda(w_\lambda^*) < 0. \]
Since $J_\lambda$ is bounded from below and satisfies the Palais–Smale condition (PS)$_{c_{1,\lambda}}$, it follows that $c_{1,\lambda}$ is a critical value of $J_\lambda$. Hence, there exists $w_{1,\lambda} \in H^1_V(M) \setminus \{0\}$ such that
\[ J_\lambda(w_{1,\lambda}) = c_{1,\lambda} < 0 \quad \text{and} \quad J'(\lambda)(w_{1,\lambda}) = 0. \]

Second solution via Mountain Pass Theorem - Fix $\lambda > \lambda^*$, where the parameter $\lambda^*$ is defined in (3.16), and apply (2.15) with $\varepsilon := 1/(2\lambda)$. For each $w \in H^1_V(M)$ one has
\[
J_\lambda(w) = \frac{1}{2} \|w\|^2 - \lambda \Psi(w)
\geq \frac{1}{2} \|w\|^2 - \frac{\lambda}{2} \varepsilon v_0 \|w\|^2_2 - \frac{\lambda}{q} \|\alpha\|_\infty m_\lambda \|w\|^q_q
\geq \frac{1 - \lambda \varepsilon}{2} \|w\|^2 - \frac{\lambda}{q} \|\alpha\|_\infty m_\lambda c_q^q \|w\|^q.
\]
Setting
\[ r_\lambda := \min \left\{ \|w_\lambda^*\|, \left(\frac{q q^{-1}}{4\lambda \|\alpha\|_\infty m_\lambda c_q^q}\right)^{-1/(q-2)} \right\}, \]
since $J_\lambda(0) = 0$, it easily seen that
\[ \inf_{\|w\|=r_\lambda} J_\lambda(w) > J_\lambda(0) > J_\lambda(w_\lambda^*). \]
Then the energy functional possesses the usual structure of the mountain pass geometry.
Therefore, by using Lemma 3.4, we can use the Mountain Pass Theorem to obtain the existence of $w_{2,\lambda} \in H^1_V(M)$ so that $J_\lambda'(w_{2,\lambda}) = 0$ and $J_\lambda(w_{2,\lambda}) = c_{2,\lambda}$, where the level $c_{2,\lambda}$ has the well-known variational characterization:
\[ c_{2,\lambda} := \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} J_\lambda(\gamma(t)), \]
in which
\[ \Gamma := \left\{ \gamma \in C^0([0,1]; H^1_V(M)) : \gamma(0) = 0, \gamma(1) = w_\lambda^* \right\}. \]
Thanks to the fact that
\[ c_{2,\lambda} \geq \inf_{\|w\|=r_\lambda} J_\lambda(w) > 0, \]
the existence of two distinct non-trivial weak solutions to Problem (1.1) is proved.
Furthermore, invoking Proposition 2.6, it follows that $w_{i,\lambda} \in L^\infty(M) \setminus \{0\}$, with $i \in \{1,2\}$. This completes the proof.
Remark 3.6. A natural question arises about the parameter $\lambda^*$ obtained in Theorem 1.2: can we estimate it? Indeed, the proof of Theorem 1.2 gives an exact, but quite involved form of this positive real parameter. We give an upper estimate of it which can be easily calculated by using the test function given in (2.4). This fact can be done in terms of some analytical and geometrical constants. Since

$$\lambda^* := \inf_{w \in H^1_0(M)} \frac{\Phi(w)}{\Psi(w)}$$

bearing in mind that $\Psi(w_0) > 0$, where

$$w_0 = t_0 w_{\rho, r}(\sigma) := \begin{cases} 0 & \text{if } \sigma \in M \setminus A_2^\rho(\sigma_0) \\ t_0 & \text{if } \sigma \in A_3^\rho(\sigma_0) \\ t_0 \left(\frac{r - |g|_{\rho}(\sigma_0, \sigma) - \rho}{1 - \rho} \right) & \text{if } \sigma \in A_2^\rho(\sigma_0) \setminus A_3^\rho(\sigma_0), \end{cases}$$

one has

$$\lambda^* \leq \frac{\Phi(w_0)}{\Psi(w_0)}.$$

Inequalities (2.5) and (3.15) yield $\lambda^* \leq \lambda_0$, where

$$\lambda_0 := \frac{m_V t_0^2 \left(1 + \frac{1}{(1 - \sigma_0)^2} \right) \mathrm{Vol}_g(A_2^\rho(\sigma_0))}{\alpha F(t_0) \mathrm{Vol}_g(A_3^\rho(\sigma_0)) - \|\alpha\|_{\infty} \max_{t \in (0, t_0)} |F(t)| \mathrm{Vol}_g(A_2^\rho(\sigma_0) \setminus A_3^\rho(\sigma_0))}. \quad (3.18)$$

Of course, if the nonlinear term $f$ is non–decreasing the potential $F$ is non–decreasing. In this case $\max_{t \in (0, t_0)} |F(t)| = F(t_0)$ and

$$\lambda_0 := \frac{m_V t_0^2 \left(1 + \frac{1}{(1 - \sigma_0)^2} \right) \mathrm{Vol}_g(A_2^\rho(\sigma_0))}{F(t_0) \alpha_0 \mathrm{Vol}_g(A_3^\rho(\sigma_0)) - \|\alpha\|_{\infty} \mathrm{Vol}_g(A_2^\rho(\sigma_0) \setminus A_3^\rho(\sigma_0))}.$$

Then, the conclusions of Theorem 1.2 are valid for every $\lambda > \lambda_0$. We also notice that

$$\lambda^* := \inf_{w \in H^1_0(M)} \frac{\Phi(w)}{\Psi(w)} \geq \frac{\nu_0}{\|\alpha\|_{\infty}}. \quad (3.19)$$

Indeed, integrating (1.3), one clearly has

$$|F_+(t)| \leq \frac{c_f}{2} t^2, \quad \forall t \in \mathbb{R}. \quad (3.20)$$

Thus, by (3.20), it follows that

$$\Psi(w) \leq \int_M \alpha(\sigma)|F_+(w(\sigma))|dv_g$$

$$\leq \frac{c_f \|\alpha\|_{\infty}}{2 \nu_0} \int_M V(\sigma)|w(\sigma)|^2 dv_g$$

$$\leq \frac{c_f \|\alpha\|_{\infty}}{2 \nu_0} \left(\int_M |\nabla w(\sigma)|^2 dv_g + \int_M V(\sigma)|w(\sigma)|^2 dv_g \right)$$

$$= \frac{c_f \|\alpha\|_{\infty}}{2 \nu_0} \|w\|^2,$$
for every $w \in H^1_V(\mathcal{M})$. The above relation immediately yields

$$
\inf_{\Psi(w) > 0} \frac{\Phi(w)}{\Psi(w)} \geq \frac{1}{2} \inf_{\Psi(w) > 0} \frac{\|w\|^2}{\Psi(w)} \geq \frac{\nu_0}{c_f \|\alpha\|_\infty}.
$$

Hence, inequality (3.19) is verified. We point out that no information is available concerning the number of solutions of problem (1.1) whenever

$$
\lambda \in \left[\frac{\nu_0}{c_f \|\alpha\|_\infty}, \lambda^*\right].
$$

Remark 3.7. For an explicit computation of the parameter $\lambda_0$ whose expression is given in (3.18) it is necessary to compute the volume of certain annulus–type domains on $(\mathcal{M}, g)$. This fact in general presents several difficulties, since the computations are related to the volume of the geodesic balls. For instance, in the Cartan–Hadamard framework investigated in [19], the authors recall some well–known facts on the asymptotic behaviour of the real function given by

$$
\phi(r) := \frac{\operatorname{Vol}_g(B_\sigma(r))}{V_{c,d}(r)}, \quad \text{for every } \sigma \in \mathcal{M}
$$

where $V_{c,d}(r)$ denotes the volume of the ball with radius $r > 0$ in the $d$–dimensional space form that is, either the hyperbolic space with sectional curvature $c$, when $c$ is negative, or the Euclidean space in the case $c = 0$. We notice that, for every $\sigma \in \mathcal{M}$, one has

$$
\lim_{r \to 0^+} \phi(r) = 1,
$$

and by Bishop–Gromov’s result, $h$ is non–decreasing. As a byproduct of the above remarks, it follows that

$$
\operatorname{Vol}_g(B_\sigma(r)) \geq V_{c,d}(r), \quad (3.21)
$$

for every $\sigma \in \mathcal{M}$ and $r > 0$. When equality holds in (3.21), the value of the sectional curvature of the manifold $(\mathcal{M}, g)$ is $c$.

Remark 3.8. Assume that condition $(A_{R}^{H,g})$ holds. Then, if $\sigma \in \mathcal{M}$, by [52, Corollary 2.17], one has

$$
\frac{\operatorname{Vol}_g(B_\sigma(\rho))}{\operatorname{Vol}_g(B_\sigma(\rho))} \leq e^{(d-1)b_0} \left(\frac{\rho}{r}\right)^d,
$$

for every $0 < r < \rho$, where we set

$$
b_0 := \int_0^\infty tH(t)dt.
$$

Moreover, if $\omega_d$ denotes the Euclidean volume of the unit ball in $\mathbb{R}^d$, the following inequality holds

$$
\operatorname{Vol}_g(B_\sigma(\rho)) \leq e^{(d-1)b_0} \omega_d \rho^d, \quad (3.22)
$$

for every $\rho > 0$ and $\sigma \in \mathcal{M}$. Then, inequality (3.22) yields

$$
\operatorname{Vol}_g(A_{\rho}^d(\sigma_0)) \leq e^{(d-1)b_0} \omega_d (\rho + r)^d, \quad (3.23)
$$

25
and
\[ \text{Vol}_g(A^p_\varepsilon(\sigma_0) \setminus A^p_{\varepsilon_0}(\sigma_0)) \leq e^{(d-1)\lambda_0} \omega_d(\rho + r)^d. \]  
(3.24)

Suppose that
\[ \text{Vol}_g(A^p_\varepsilon(\sigma_0)) > \frac{e^{(d-1)\lambda_0} \omega_d(\rho + r)^d}{\alpha_0 F(t_0)} \|\alpha\|_\infty \max_{t \in (0,t_0)} |F(t)|. \]  
(3.25)

By (3.23) and (3.25) we notice that
\[ \alpha_0 F(t_0) \|\alpha\|_\infty \max_{t \in (0,t_0)} |F(t)| > \frac{\text{Vol}_g(A^p_\varepsilon(\sigma_0))}{\text{Vol}_g(A^p_{\varepsilon_0}(\sigma_0))}. \]  
(3.26)

Then (3.24) and (3.26) yield
\[ \lambda_0 \leq \frac{mV t_0^2 \left(1 + \frac{1}{(1-\varepsilon_0)^2}\right) e^{(d-1)\lambda_0} \omega_d(\rho + r)^d}{\alpha_0 F(t_0) \text{Vol}_g(A^p_{\varepsilon_0}(\sigma_0))} - \|\alpha\|_\infty \max_{t \in (0,t_0)} |F(t)| e^{(d-1)\lambda_0} \omega_d(\rho + r)^d, \]  
(3.27)

where \( \lambda_0 \) is given in (3.18). Thus, by (3.27) and (3.26), the conclusion of Theorem 1.2 - part (ii) is valid for every
\[ \lambda > \frac{mV t_0^2 \left(1 + \frac{1}{(1-\varepsilon_0)^2}\right) e^{(d-1)\lambda_0} \omega_d(\rho + r)^d}{\alpha_0 F(t_0) \text{Vol}_g(A^p_{\varepsilon_0}(\sigma_0))} - \|\alpha\|_\infty \max_{t \in (0,t_0)} |F(t)| e^{(d-1)\lambda_0} \omega_d(\rho + r)^d, \]

where \( mV := \max \left\{1, \max_{\sigma \in A^p(\sigma_0)} V(\sigma)\right\} \), \( 0 < r < \rho \) such that
\[ \text{ess inf}_{\sigma \in A^p_\varepsilon(\sigma_0)} \alpha(\sigma) \geq \alpha_0 > 0, \]
\( t_0 \in (0, +\infty) \) and \( F(t_0) > 0 \) with
\[ \frac{\alpha_0 F(t_0)}{\|\alpha\|_\infty \max_{t \in (0,t_0)} |F(t)|} > \frac{e^{(d-1)\lambda_0} \omega_d(\rho + r)^d}{\text{Vol}_g(A^p_{\varepsilon_0}(\sigma_0))}, \]
for some \( \varepsilon_0 \in [1/2, 1) \).

Remark 3.9. A different form of Theorem 1.2 can be obtained in the Euclidean case (see Theorem 1.3). In such a case \( (A^p_{\varepsilon_0}(\sigma_0)) \) holds with \( H = 0 \). A concrete upper bound (namely \( \lambda_0^E \)) for the parameter \( \lambda_0^E \) can be obtained exploiting (3.18) and observing that, in this context, if \( a < b \), one has
\[ \text{Vol}_g(A^p_{\varepsilon_0}(\sigma_0)) = \omega_d((a + b)^d - (b - a)^d), \]
where \( \omega_d \) is the measure of the unit ball in \( \mathbb{R}^d \) and \( \sigma_0 \) is the origin. More precisely, a direct computation ensures that
\[ \lambda_0^E := \frac{mV t_0^2 \left(1 + \frac{1}{(1-\varepsilon_0)^2}\right) ((r + \rho)^d - (\rho - r)^d)}{\lambda_D(t_0, \varepsilon_0, r, \rho, \alpha, f, d)}, \]  
(3.28)
where the expression of \( \lambda_D(t_0, \varepsilon_0, r, \rho, \alpha, f, d) \) has the following form
\[ \lambda_D(t_0, \varepsilon_0, r, \rho, \alpha, f, d) := \alpha_0 F(t_0)((\varepsilon_0 r + \rho)^d - (\rho - \varepsilon_0 r)^d) \]
\[ - \|\alpha\|_\infty \max_{t \in (0,t_0)} |F(t)|[((r + \rho)^d - (\rho - r)^d)) - ((\varepsilon_0 r + \rho)^d - (\rho - \varepsilon_0 r)^d)]. \]
A simple consequence of Theorem 1.3 is the following application in the Euclidean setting.

**Example 3.10.** Let $\mathbb{R}^d$ be the $d$–dimensional ($d \geq 3$) Euclidean space and let $V \in C^0(\mathbb{R}^d)$ be a potential such that $v_0 = \inf_{x \in \mathbb{R}^d} V(x) > 0$, and

$$\lim_{|x| \to +\infty} \int_{B(x)} \frac{dy}{V(y)} = 0,$$

where $B(x)$ denotes the unit ball of center $x \in \mathbb{R}^d$. Then, owing to Corollary 1.3, there exists $\lambda^0_E > 0$ such that the following problem

$$\begin{cases}
-\Delta u + V(x)u = \frac{\lambda}{(1 + |x|^d)^2} \log(1 + u^2) & \text{in } \mathbb{R}^d \\
u \geq 0 & \text{in } \mathbb{R}^d \\
u \to 0 & \text{as } |x| \to +\infty,
\end{cases}$$

admits at least two distinct and non–trivial weak solutions $u_{1,\lambda}, u_{2,\lambda} \in L^\infty(\mathbb{R}^d) \cap H^1_V(\mathbb{R}^d)$, provided that $\lambda > \lambda^0_E$. A concrete value of $\lambda^0_E$ can be computed by using (3.28).

We end this section giving a short and not detailed proof of Theorem 1.4.

**Proof of Theorem 1.4** - Fix $\lambda > 0$. On account of Lemma 2.3 and hypotheses $(f_1)$, as well as (1.7) and (AR), one can apply in a standard manner the Mountain Pass Theorem of Ambrosetti–Rabinowitz obtaining a critical point $u \in H^1_V(\mathcal{M})$ with positive energy–level. For this, we have to check that the functional $\mathcal{J}_{\lambda}$, given in (2.11), has a particular geometric structure (as stated, e.g., in conditions (1°)–(3°) of [58, Theorem 6.1]) and satisfies the Palais–Smale compactness condition (see, for instance, [58, page 70]). Furthermore, by Proposition 2.6, it follows that $u \in L^\infty(\mathcal{M}) \setminus \{0\}$. We notice that the analysis that we perform here in order to use Mountain Pass Theorem is quite general and may be suitable for other goals too. See, for instance, [5, Theorem 1.1 - part (i)].

**4 Proof of Theorem 1.5**

A non–local counterpart of Theorem 1.5 was proved in [49] and the literature is rich of many extensions to elliptic problems defined on bounded Euclidean domains. Moreover, a suitable Euclidean version of Theorem 1.5 was recently performed in [39] for Schrödinger equations in presence of symmetries. In the sequel, we will adapt the methods developed in [39, 49] to our non–compact abstract manifolds setting. Of course, when using direct minimization, we need that the functional is bounded from below and, in this case, we look for its global minima, which are the most natural critical points. In looking for global minima of a functional, the two relevant notions are the weakly lower semicontinuity and the coercivity, as stated in the Weierstrass Theorem. The coercivity of the functional assures that the minimizing sequence is bounded, while the semicontinuity gives the existence of the minimum for the functional. We would emphasize the fact that the result presented here is not be achieved by direct minimization arguments. See [44], for related topics.
4.1 Some preliminary Lemmas

Proposition 4.1. Assume that \( f : [0, +\infty) \to \mathbb{R} \) is a continuous function such that condition (1.8) holds, for some \( q \in [2, 2^*) \). Let \( \Psi : H^1_V(M) \to \mathbb{R} \) defined by

\[
\Psi(w) := \int_M \alpha(\sigma) F_+(w(\sigma)) dv_g, \quad \forall w \in H^1_V(M)
\]

with \( \alpha \in L^\infty(M)_+ \cap L^p(M) \), where \( p := q/(q - 1) \) is the conjugate Sobolev exponent of \( q \), and \( F_+(t) := \int_0^t f_+(t) dt \), for every \( t \in \mathbb{R} \), with \( f_+ \) given in (2.10). Then, the functional \( \Psi \) is continuously Gâteaux differentiable on \( H^1_V(M) \).

Proof. First of all we notice that the functional \( \Psi \) is well–defined. Indeed, owing to (1.8), bearing in mind the assumptions on the weight \( \alpha \) and by using the Hölder inequality one has that

\[
\int_M \alpha(\sigma) F_+(w(\sigma)) dv_g \leq \beta f \int_M \alpha(\sigma)|w(\sigma)| dv_g + \frac{\beta f}{q} \int_M \alpha(\sigma)|w(\sigma)|^q dv_g
\]

\[
\leq \beta f \left( \int_M |\alpha(\sigma)|^p dx \right)^{1/p} \left( \int_M |w(\sigma)|^q dv_g \right)^{1/q} + \frac{\beta f}{q} \|\alpha\|_\infty \int_M |w(\sigma)|^q dv_g,
\]

for every \( w \in H^1_V(M) \).

Since the Sobolev space \( H^1_V(M) \) is continuously embedded in the Lebesgue space \( L^q(M) \), inequality (4.1) yields

\[
\Psi(w) \leq \beta f \left( \|\alpha\|_p \|w\|_q + \frac{1}{q} \|\alpha\|_\infty \|w\|_q \right) < +\infty,
\]

for every \( w \in H^1_V(M) \).

Now, let us compute the Gâteaux derivative \( \Psi' : H^1_V(M) \to (H^1_V(M))^* \) such that \( w \mapsto \langle \Psi'(w), v \rangle \), where

\[
\langle \Psi'(w), v \rangle := \lim_{h \to 0} \frac{\Psi(w + hv) - \Psi(w)}{h}
\]

\[
= \lim_{h \to 0} \int_M \alpha(\sigma)(F_+(w(\sigma) + hv(\sigma)) - F_+(w(\sigma))) dv_g.
\]

We claim that

\[
\lim_{h \to 0^+} \frac{\int_M \alpha(\sigma)(F_+(w(\sigma) + hv(\sigma)) - F_+(w(\sigma))) dv_g}{h} = \int_M \alpha(\sigma)f_+(w(\sigma))v(\sigma) dv_g.
\]

Indeed, for a.e. \( \sigma \in M \), and \( |h| \in (0, 1) \), by the mean value theorem, there exists \( \theta \in (0, 1) \) (depending of \( \sigma \)) such that (up to the constant \( \beta_f \))

\[
\alpha(\sigma)|f(w(\sigma) + \theta hv(\sigma))||v(\sigma)| \leq \alpha(\sigma)(1 + |w(\sigma) + \theta hv(\sigma)|^{q-1})|v(\sigma)|
\]

\[
\leq \alpha(\sigma)|v(\sigma)| + \|\alpha\|_\infty |w(\sigma)| + |v(\sigma)|^{q-1}|v(\sigma)|
\]

\[
\leq \alpha(\sigma)|v(\sigma)| + 2^{q-2}\|\alpha\|_\infty (|w(\sigma)|^{q-1} + |v(\sigma)|^{q-1})|v(\sigma)|.
\]

Let us set

\[
g(\sigma) := \alpha(\sigma)|v(\sigma)| + 2^{q-2}\|\alpha\|_\infty (|w(\sigma)|^{q-1} + |v(\sigma)|^{q-1})|v(\sigma)|,
\]
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for a.e. $\sigma \in \mathcal{M}$. Thanks to $q \in [2,2^*)$, the Hölder inequality yields
\begin{align*}
\int_{\mathcal{M}} g(\sigma) dv_g &\leq \|\alpha\|_p \|v\|_q + 2^{q-2}\|\alpha\|_\infty \|w\|_q^{q-1}\|v\|_q \\
&\quad + 2^{q-2}\|\alpha\|_\infty \|v\|_q^q < +\infty.
\end{align*}
Thus $g \in L^1(\mathcal{M})$ and the Lebesgue’s Dominated Convergence Theorem ensures that (4.2) holds true.

We prove now the continuity of the Gâteaux derivative $\Psi'$. Assume that $w_j \to w$ in $H^1_0(\mathcal{M})$ as $j \to +\infty$ and let us prove that
\[
\lim_{j \to +\infty} \|\Psi'(w_j) - \Psi'(w)\|_{(H^1_0(\mathcal{M}))^*} = 0,
\]
where
\[
\|\Psi'(w_j) - \Psi'(w)\|_{(H^1_0(\mathcal{M}))^*} := \sup_{\|v\|_1} |\langle \Psi'(w_j) - \Psi'(w), v \rangle|.
\]
Now, observe that
\[
\|\Psi'(w_j) - \Psi'(w)\|_{(H^1_0(\mathcal{M}))^*} := \sup_{\|v\|_1} |\langle \Psi'(w_j) - \Psi'(w), v \rangle| \\
\leq \sup_{\|v\|_1} \left| \int_{\mathcal{M}} \alpha(\sigma)(f_+(w_j(\sigma)) - f_+(w(\sigma))) v(\sigma) dv_g \right| \\
\leq \sup_{\|v\|_1} \int_{\mathcal{M}} \alpha(\sigma)(f_+(w_j(\sigma)) - f_+(w(\sigma))) v(\sigma) dv_g.
\]

The Sobolev imbedding result ensures that $w_j \to w$ in $L^q(\mathcal{M})$, for every $q \in [2,2^*)$, and $w_j(\sigma) \to w(\sigma)$ a.e. in $\mathcal{M}$ as $j \to +\infty$. Then, up to a subsequence, $w_j(\sigma) \to w(\sigma)$ a.e. in $\mathcal{M}$ as $j \to +\infty$, and there exists $\eta \in L^q(\mathcal{M})$ such that $|w_j(\sigma)| \leq \eta(\sigma)$ a.e. in $\mathcal{M}$ and $|w(\sigma)| \leq \eta(\sigma)$ a.e. in $\mathcal{M}$ (see [33] for more details). In particular,
\[
f_+(w_j(\sigma)) \to f_+(w(\sigma)), \quad a.e. \quad in \ \mathcal{M}
\]
\[
|f_+(w_j(\sigma))| \leq \beta_f (1 + \eta(\sigma)^{q-1}), \quad a.e. \quad in \ \mathcal{M}.
\]

Note that the function $\mathcal{M} \ni x \mapsto 1 + \eta(\sigma)^{q-1}$ is $p := \frac{q}{q-1}$-summable on every bounded measurable subset of $\mathcal{M}$. Therefore, by the Lebesgue Dominated Convergence Theorem, we infer
\[
f_+(w_j) \to f_+(w), \quad in \ L^p(B_{\sigma_0}(\sigma)),
\]
for every $q > 0$, where $B_{\sigma_0}(\sigma)$ denotes the open geodesic ball of radius $\sigma$ centered at $\sigma_0$.

At this point, set $\ell_q := \sup_{\|v\|_1} \|v\|_q$ and let $\varrho > 0$ be such that
\[
\int_{\mathcal{M}\setminus B_{\sigma_0}(\varrho)} |\alpha(\sigma)|^p dv_g < \left( \frac{\varepsilon}{8\beta_f \ell_q} \right)^p, \quad (4.4)
\]
as well as
\[
\int_{\mathcal{M}\setminus B_{\sigma_0}(\varrho)} |\eta(\sigma)|^p dv_g < \left( \frac{\varepsilon}{8\beta_f \ell_q \|\alpha\|_\infty} \right)^p. \quad (4.5)
\]
Moreover, let \( j_\varepsilon \in \mathbb{N} \) be such that
\[
\|f_+(w_j) - f_+(w)\|_{L^p(B_{\sigma_0}(w))} < \frac{\varepsilon}{4\ell_q\|\alpha\|_\infty},
\] (4.6)
for each \( j \in \mathbb{N} \), with \( j \geq j_\varepsilon \).
Owing to (4.4), (4.5) and (4.6), for \( j \geq j_\varepsilon \), inequality (4.3) yields
\[
\|[\Psi'(w_j) - \Psi'(w)]_{(H^1_V(M))^*}\| \leq \sup_{\|\sigma\| \leq 1} \int_{M\setminus B_{\sigma_0}(w)} \alpha(\sigma) |f_+(w_j(\sigma)) - f_+(w(\sigma))| v(\sigma)|dv_g

\leq 2\beta f \sup_{\|\sigma\| \leq 1} \int_{M\setminus B_{\sigma_0}(w)} \alpha(\sigma)(1 + |\eta(\sigma)|^{q-1})|v(\sigma)|dv_g

+ \|\alpha\|_\infty \sup_{\|\sigma\| \leq 1} \int_{B_{\sigma_0}(w)} |f_+(w_j(\sigma)) - f_+(w(\sigma))| v(\sigma)|dv_g

\leq 2\beta f \ell_q \|\alpha\|_{L^p(M\setminus B_{\sigma_0}(w))} + 2\beta f \ell_q \|\alpha\|_\infty \|\eta\|_{L^p(M\setminus B_{\sigma_0}(w))}

+ \ell_q \|\alpha\|_\infty \|f_+(w_j) - f_+(w)\|_{L^p(B_{\sigma_0}(w))} < \varepsilon,
\] (4.7)
that concludes the proof. \( \square \)

**Lemma 4.2.** Assume that \( f: \mathbb{R} \to \mathbb{R} \) is a continuous function such that condition (1.8) holds for every \( q \in (2,2^*) \). Then, for every \( \lambda > 0 \), the functional \( \mathcal{J}_\lambda \) is sequentially weakly lower semicontinuous on \( H^1_V(M) \).

**Proof.** First, on account of Brezis [13, Corollaire III.8], the functional \( \Phi \) is sequentially weakly lower semicontinuous on \( H^1_V(M) \). In order to prove that \( \Psi \) is weakly continuous, we assume that there exists a sequence \( \{w_j\}_{j \in \mathbb{N}} \subset H^1_V(M) \) which weakly converges to an element \( w_0 \in H^1_V(M) \), and such that
\[
|\Psi(w_j) - \Psi(w_0)| > \delta,
\] (4.8)
for every \( j \in \mathbb{N} \) and some \( \delta > 0 \).
Since \( \{w_j\}_{j \in \mathbb{N}} \) is bounded in \( H^1_V(M) \) and, taking into account that, thanks to Lemma 2.3, \( w_j \to w_0 \) in \( L^q(M) \), the mean value theorem, the growth condition (1.8) and the Hölder inequality, yield
\[
|\Psi(w_j) - \Psi(w_0)| \leq \int_M \alpha(\sigma) |F_+(w_j(\sigma)) - F_+(w_0(\sigma))| dv_g

\leq \beta f \int_M \alpha(\sigma) \left( 2 + |w_j(\sigma)|^{q-1} + |w_0(\sigma)|^{q-1} \right) |w_j(\sigma) - w_0(\sigma)| dv_g

\leq \beta f (2\|\alpha\|_p|w_j - w_0|_q + \|\alpha\|_\infty (|w_j|^{q-1} + |w_0|^{q-1})|w_j - w_0|_q)

\leq \beta f (2\|\alpha\|_2 + \|\alpha\|_\infty (M + \|w_0\|^{q-1}_q)|w_j - w_0|_q),
\] (4.9)
for some \( M > 0 \).
Since the last expression in (4.9) tends to zero, this fact contradicts (4.8). In conclusion, the functional \( \Psi \) is sequentially weakly continuous and this completes the proof.
4.2 A local minimum geometry

In order to find critical points for $J_\lambda$ we will apply the following critical point theorem proved in [57, Theorem 2.1] and recalled here in a more convenient form (see [49] for details).

Theorem 4.3. Let $X$ be a reflexive real Banach space, and let $\Phi, \Psi : X \to \mathbb{R}$ be two Gâteaux differentiable functionals such that $\Phi$ is strongly continuous, sequentially weakly lower semicontinuous and coercive. Further, assume that $\Psi$ is sequentially weakly upper semicontinuous. For every $r > \inf_X \Phi$, put

$$ \varphi(r) := \inf_{u \in \Phi^{-1}((-\infty, r))} \frac{\sup_{v \in \Phi^{-1}((-\infty, r))} \Psi(v) - \Psi(u)}{r - \Phi(u)}. $$

Then, for each $r > \inf_X \Phi$ and each $\lambda \in (0, 1/\varphi(r))$, the restriction of $J_\lambda := \Phi - \lambda \Psi$ to $\Phi^{-1}((-\infty, r))$ admits a global minimum, which is a critical point (local minimum) of $J_\lambda$ in $X$.

For our purposes, we consider the functional $J_\lambda : H^1_V(M) \to \mathbb{R}$ defined by:

$$ J_\lambda (w) = \Phi(w) - \lambda \Psi(w), $$

where

$$ \Phi(w) := \frac{1}{2} \left( \int_M |\nabla g w(\sigma)|^2 dv_g + \int_M V(\sigma)|w(\sigma)|^2 dv_g \right), $$

and

$$ \Psi(w) := \int_M \alpha(\sigma) F(w(\sigma)) dv_g. $$

Let $\chi : (0, +\infty) \to [0, +\infty)$ be the real function given by

$$ \chi(r) := \frac{\sup_{u \in \Phi^{-1}((-\infty, r))} \Psi(w)}{r}, $$

for every $r > 0$. The following result gives an estimate of the function $\chi$.

Proposition 4.4. For every $r > 0$, one has

$$ \chi(r) \leq c_q \beta f \left( \|\alpha\|_p \sqrt{\frac{2}{r}} + \frac{2q/2q-1}{q} \|\alpha\|_\infty r^{q/2-1} \right). \quad (4.10) $$

Proof. Taking into account the growth condition expressed by (1.8) it follows that

$$ \Psi(w) = \int_M \alpha(\sigma) F(w(\sigma)) dv_g \leq \beta f \int_M \alpha(\sigma)|w(\sigma)| dv_g + \frac{\beta f}{q} \int_M \alpha(\sigma)|w(\sigma)|^q dv_g. $$

Moreover, one has

$$ \|w\| < \sqrt{2r}, \quad (4.11) $$

for every $u \in H^1_V(M)$ and $\Phi(u) < r$.

Now, by using (4.11), inequality (2.8) yields

$$ \Psi(w) < c_q \beta f \left( \|\alpha\|_p \sqrt{2r} + \frac{c_q-1}{q} \|\alpha\|_\infty (2r)^{q/2} \right), $$
for every \( w \in H^1_V(\mathcal{M}) \) such that \( \Phi(w) < r \).

Hence

\[
\sup_{w \in \Phi^{-1}((-\infty, r))} \Psi(w) \leq c_q \beta_f \left( \frac{q \| \alpha \|_p \sqrt{2r} + c_q^{q-1} q \| \alpha \|_\infty (2r)^{q/2}}{q} \right).
\]

Then, the above inequality immediately gives (4.10).

Let \( h: [0, +\infty) \to [0, +\infty) \) be the real function defined by

\[
h(\gamma) := \frac{q \beta_f c_q}{q \sqrt{2} \| \alpha \|_p + 2^{q/2} c_q^{q-1} \| \alpha \|_\infty \gamma^{q-1}} \gamma.
\]

Since \( h(0) = 0 \) and \( \lim_{\gamma \to +\infty} h(\gamma) = 0 \) (note that \( q \in (2, 2^*) \)) we set

\[
\lambda_* := \max_{\gamma \geq 0} h(\gamma),
\]

whose explicit expression is given in relation (1.10).

With the above notations the following estimate holds.

**Lemma 4.5.** For every \( \lambda \in (0, \lambda_*), \) there exists \( \bar{\gamma} > 0 \) such that

\[
\chi(\bar{\gamma}^2) < \frac{1}{\lambda}.
\]

**Proof.** Since \( 0 < \lambda < \lambda_* \), bearing in mind (1.10), there exists \( \bar{\gamma} > 0 \) such that

\[
\lambda < \lambda_*(\bar{\gamma}) := \frac{q}{c_q \beta_f} \left( \frac{\bar{\gamma}^{q-1}}{q \sqrt{2} \| \alpha \|_p + 2^{q/2} c_q^{q-1} \| \alpha \|_\infty \bar{\gamma}^{q-1}} \right).
\]

On the other hand, evaluating inequality (4.10) in \( r = \bar{\gamma}^2 \), we also have

\[
\chi(\bar{\gamma}^2) \leq c_q \beta_f \left( \sqrt{2} \frac{\| \alpha \|_p}{\bar{\gamma}} + \frac{2^{q/2} c_q^{q-1}}{q} \| \alpha \|_\infty \bar{\gamma}^{q-2} \right).
\]

Inequalities (4.13) and (4.14) yield (4.12).

**Proof of Theorem 1.5 -** The main idea of the proof consists in applying Theorem 4.3, to the functional \( J_\lambda \). First of all, note that \( H^1_V(\mathcal{M}) \) is a Hilbert space and the functionals \( \Phi \) and \( \Psi \) have the regularity required by Theorem 4.3 (see Lemma 4.2). Moreover, it is clear that the functional \( \Phi \) is strongly continuous, coercive in \( H^1_V(\mathcal{M}) \) and

\[
\inf_{w \in H^1_V(\mathcal{M})} \Phi(w) = 0.
\]

Since \( \lambda \in (0, \lambda_*), \) by Lemma 4.5, there exists \( \bar{\gamma} > 0 \) such that inequality (4.12) holds. Now, it is easy to note that

\[
\varphi(\bar{\gamma}^2) := \inf_{w \in H^1_V(\mathcal{M})} \frac{\sup_{v \in \Phi^{-1}((-\infty, \bar{\gamma}^2))} \Psi(v) - \Psi(w)}{r - \Phi(w)} \leq \chi(\bar{\gamma}^2),
\]

owing to \( w_0 \in \Phi^{-1}((-\infty, \bar{\gamma}^2)) \) and \( \Phi(w_0) = \Psi(w_0) = 0 \), where \( w_0 \in H^1_V(\mathcal{M}) \) is the zero function.
By (4.12), it follows that
\[
\varphi(\tilde{\gamma}^2) \leq \chi(\tilde{\gamma}^2) \leq \beta_f c_q \left( \sqrt{2\|\alpha\|_p} + \frac{2^{q/2}c_q^{q-1}}{q}\|\alpha\|_\infty \tilde{\gamma}^{q-2} \right) < \frac{1}{\lambda}.
\]
(4.15)
Inequalities in (4.15) give
\[
\lambda \in \left( 0, \frac{q}{\beta_f c_q} \left( \frac{2^{q/2}c_q^{q-1}}{q}\|\alpha\|_\infty \tilde{\gamma}^{q-1} \right) \right) \subseteq \left( 0, \frac{1}{\varphi(\tilde{\gamma}^2)} \right).
\]
The variational principle in Theorem 4.3 ensures the existence of \( w_\lambda \in \Phi^{-1}((-\infty, \tilde{\gamma}^2)) \) such that
\[
\Phi'(w_\lambda) - \lambda \Phi'(w_\lambda) = 0.
\]
Moreover, \( w_\lambda \) is a global minimum of the restriction of the functional \( J_\lambda \) to the sublevel \( \Phi^{-1}((-\infty, \tilde{\gamma}^2)) \).
Now, we have to show that the solution \( w_\lambda \) found here above is not the trivial (identically zero) function. Let us fix \( \lambda \in (0, \lambda_*(\tilde{\gamma})) \) for some \( \tilde{\gamma} > 0 \). Finally, let \( w_\lambda \) be such that
\[
J_\lambda(w_\lambda) \leq J_\lambda(w), \quad \text{for any } w \in \Phi^{-1}((-\infty, \tilde{\gamma}^2)),
\]
and
\[
w_\lambda \in \Phi^{-1}((-\infty, \tilde{\gamma}^2)),
\]
and also \( w_\lambda \) is a critical point of \( J_\lambda \) in \( H^1_V(M) \).
In order to prove that \( w_\lambda \not\equiv 0 \) in \( H^1_V(M) \), first we claim that there exists a sequence of functions \( \{w_j\}_{j \in \mathbb{N}} \) in \( H^1_V(M) \) such that
\[
\limsup_{j \to +\infty} \frac{\Psi(w_j)}{\Phi(w_j)} = +\infty.
\]
(4.17)
By the assumption on the limsup in (1.9) there exists a sequence \( \{t_j\}_{j \in \mathbb{N}} \subset (0, +\infty) \) such that \( t_j \to 0^+ \) as \( j \to +\infty \) and
\[
\lim_{j \to +\infty} \frac{F(t_j)}{t_j^2} = +\infty,
\]
namely, we have that for any \( M > 0 \) and \( j \) sufficiently large
\[
F(t_j) \geq M t_j^2.
\]
(4.18)
Now, define \( w_j := t_j w^\varepsilon_{\rho,r} \) for any \( j \in \mathbb{N} \), where the function \( w^\varepsilon_{\rho,r} \) is given in (2.4). Of course one has that \( w_j \in H^1_V(M) \) for any \( j \in \mathbb{N} \). Furthermore, taking into account the algebraic properties of the functions \( w^\varepsilon_{\rho,r} \) stated in \( i_1 \)–\( i_3 \), since \( F_+(0) = 0 \), and by using (4.18) we can write:
\[
\frac{\Psi(w_j)}{\Phi(w_j)} = \int_{\mathcal{A}^r_\varepsilon(\sigma_0)} \alpha(\sigma) F_+(w_j(\sigma)) \, dv_g + \int_{\mathcal{A}^r_\varepsilon(\sigma_0) \setminus \mathcal{A}^\rho_\varepsilon(\sigma_0)} \alpha(\sigma) F_+(w_j(\sigma)) \, dv_g
\]
\[
= \int_{\mathcal{A}^r_\varepsilon(\sigma_0)} \alpha(\sigma) F(t_j) \, dv_g + \int_{\mathcal{A}^r_\varepsilon(\sigma_0) \setminus \mathcal{A}^\rho_\varepsilon(\sigma_0)} \alpha(\sigma) F(t_j w^\varepsilon_{\rho,r}(\sigma)) \, dv_g
\]
\[
\geq 2 \frac{\alpha_0 M t_j^2 \text{Vol}_g(\mathcal{A}^r_\varepsilon(\sigma_0)) + \int_{\mathcal{A}^r_\varepsilon(\sigma_0) \setminus \mathcal{A}^\rho_\varepsilon(\sigma_0)} \alpha(\sigma) F(t_j w^\varepsilon_{\rho,r}(\sigma)) \, dv_g}{t_j^2 \|w^\varepsilon_{\rho,r}\|^2},
\]
(4.19)
Then, there exists $\epsilon > 0$ such that for any $t$ with $0 < t < \rho_M$

$$F(t) \geq Mt^2. \quad (4.20)$$

Since $t_j \to 0^+$ and $0 \leq w_{\rho,r}^\varepsilon(\sigma) \leq 1$ in $M$, then $w_j(\sigma) = t_j w_{\rho,r}^\varepsilon(\sigma) \to 0^+$ as $j \to +\infty$ uniformly in $\sigma \in M$. Hence, $0 \leq w_j(\sigma) < \rho_M$ for $j$ sufficiently large and for any $\sigma \in M$. Hence, as a consequence of (4.19) and (4.20), we have that

$$\Psi(w_j) \geq \frac{\alpha_0 Mt_j^2 \text{Vol}_g(A_{\varepsilon,\sigma}^\rho(\sigma_0)) + \int_{A_{\varepsilon,\sigma}^\rho(\sigma_0) \setminus A_{\varepsilon,\sigma}^\rho(\sigma_0)} \alpha(\sigma) F(t_j w_{\rho,r}^\varepsilon(\sigma)) \, dx}{t_j^2 \|w_{\rho,r}^\varepsilon\|^2} \geq 2\alpha_0 M \frac{\text{Vol}_g(A_{\varepsilon,\sigma}^\rho(\sigma_0)) + \int_{A_{\varepsilon,\sigma}^\rho(\sigma_0) \setminus A_{\varepsilon,\sigma}^\rho(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 \, dv_g}{\|w_{\rho,r}^\varepsilon\|^2},$$

for $j$ sufficiently large. The arbitrariness of $M$ gives (4.17) and so the claim is proved.

**Case 2:** Suppose that $\lim_{t \to +\infty} \frac{F(t)}{t^2} = \ell \in \mathbb{R}$.

Then, for any $\epsilon > 0$ there exists $\rho_\epsilon > 0$ such that for any $t$ with $0 < t < \rho_\epsilon$

$$F(t) \geq (\ell - \epsilon) t^2. \quad (4.21)$$

Arguing as above, we can suppose that $0 \leq w_j(\sigma) = t_j w_{\rho,r}^\varepsilon(\sigma) < \rho_\epsilon$ for $j$ large enough and any $\sigma \in M$. Thus, by (4.19) and (4.21) we get

$$\Psi(w_j) \geq \frac{\alpha_0 Mt_j^2 \text{Vol}_g(A_{\varepsilon,\sigma}^\rho(\sigma_0)) + \int_{A_{\varepsilon,\sigma}^\rho(\sigma_0) \setminus A_{\varepsilon,\sigma}^\rho(\sigma_0)} \alpha(\sigma) F(t_j w_{\rho,r}^\varepsilon(\sigma)) \, dv_g}{t_j^2 \|w_{\rho,r}^\varepsilon\|^2} \geq 2\alpha_0 M \frac{\text{Vol}_g(A_{\varepsilon,\sigma}^\rho(\sigma_0)) + (\ell - \epsilon) \int_{A_{\varepsilon,\sigma}^\rho(\sigma_0) \setminus A_{\varepsilon,\sigma}^\rho(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 \, dv_g}{\|w_{\rho,r}^\varepsilon\|^2}, \quad (4.22)$$

provided $j$ is sufficiently large.

Choosing $M > 0$ large enough, say

$$M > \max \left\{ 0, -\frac{2\ell}{\text{Vol}_g(A_{\varepsilon,\sigma}^\rho(\sigma_0))} \int_{A_{\varepsilon,\sigma}^\rho(\sigma_0) \setminus A_{\varepsilon,\sigma}^\rho(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 \, dv_g \right\},$$

and $\epsilon > 0$ small enough so that

$$\epsilon \int_{A_{\varepsilon,\sigma}^\rho(\sigma_0) \setminus A_{\varepsilon,\sigma}^\rho(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 \, dv_g < M \frac{\text{Vol}_g(A_{\varepsilon,\sigma}^\rho(\sigma_0))}{2} \ell \int_{A_{\varepsilon,\sigma}^\rho(\sigma_0) \setminus A_{\varepsilon,\sigma}^\rho(\sigma_0)} |w_{\rho,r}^\varepsilon(\sigma)|^2 \, dv_g,$$
by (4.22) we get
\[
\frac{\Psi(w_j)}{\Phi(w_j)} \geq \frac{2\alpha_0 M \text{Vol}_g(A^0_{\epsilon r}(\sigma_0))}{\|w^\epsilon_{\rho,r}\|^2} + (\ell - \epsilon) \int_{A^\rho_{\epsilon r}(\sigma_0) \setminus A^0_{\epsilon r}(\sigma_0)} |w^\epsilon_{\rho,r}(\sigma)|^2 dv_g
\]
\[
\geq \frac{2\alpha_0 M \text{Vol}_g(A^0_{\epsilon r}(\sigma_0))}{\|w^\epsilon_{\rho,r}\|^2} \left( M \text{Vol}_g(A^0_{\epsilon r}(\sigma_0)) + \ell \int_{A^\rho_{\epsilon r}(\sigma_0) \setminus A^0_{\epsilon r}(\sigma_0)} |w^\epsilon_{\rho,r}(\sigma)|^2 dv_g \right)
\]
\[
= \frac{\alpha_0 M}{\|w^\epsilon_{\rho,r}\|^2} \text{Vol}_g(A^0_{\epsilon r}(\sigma_0)),
\]
for \(j\) large enough. Also in this case the arbitrariness of \(M\) gives assertion (4.17).

Now, note that
\[\|w_j\| = t_j \|w^\epsilon_{\rho,r}\| \to 0,\]
as \(j \to +\infty\), so that for \(j\) large enough we have \(\|w_j\| < \sqrt{2}\gamma\). Thus
\[w_j \in \Phi^{-1}((-\infty, \gamma^2)), \quad (4.23)\]
provided \(j\) is large enough. Also, by (4.17) and the fact that \(\lambda > 0\)
\[\mathcal{J}_\lambda(w_j) = \Phi(w_j) - \lambda \Psi(w_j) < 0, \quad (4.24)\]
for \(j\) sufficiently large.

Since \(w_\lambda\) is a global minimum of the restriction of \(\mathcal{J}_\lambda\) to \(\Phi^{-1}((-\infty, \gamma^2))\) (see (4.16)), by (4.23) and (4.24) we conclude that
\[\mathcal{J}_\lambda(w_\lambda) \leq \mathcal{J}_\lambda(w_j) < \mathcal{J}_\lambda(0),\]
so that \(w_\lambda \not\equiv 0\) (\(\mathcal{J}_\lambda(0) = 0\)) in \(H^1(M)\).

Thus, \(w_\lambda\) is a non-trivial weak solution of problem (1.1). The arbitrariness of \(\lambda\) gives that \(w_\lambda \not\equiv 0\) for any \(\lambda \in (0, \lambda_*)\).

Now, we claim that \(\lim_{\lambda \to 0^+} \|w_\lambda\| = 0\).

For this, let us fix \(\lambda \in (0, \lambda_*(\tilde{\gamma}))\) for some \(\tilde{\gamma} > 0\). By \(\Phi(w_\lambda) < \tilde{\gamma}^2\) one has that
\[\Phi(w_\lambda) = \frac{1}{2} \|w_\lambda\|^2 < \tilde{\gamma}^2,\]
that is \(\|w_\lambda\| < \sqrt{2}\tilde{\gamma}\). Thus, by using relations (1.8) and (2.8), one has
\[
\left| \int_M \alpha(\sigma) f(w_\lambda(\sigma)) w_\lambda(\sigma) dv_g \right| \leq \beta_f \left( \int_M \alpha(\sigma) |w_\lambda(\sigma)| dv_g + \int_M \alpha(\sigma) |w_\lambda(\sigma)|^q dv_g \right)
\]
\[
\leq \beta_f \left( \|\alpha\|_p \|w_\lambda\|_q + \|\alpha\|_{\infty} \|w_\lambda\|_q^q \right) \quad (4.25)
\]
\[
< c_q \beta_f \left( \sqrt{2} \|\alpha\|_p \tilde{\gamma} + (2q/2) c_q^{-1} \|\alpha\|_{\infty} \tilde{\gamma}^q \right).
\]
Since $w_\lambda$ is a critical point of $J_\lambda$, then $\langle J'_\lambda(w_\lambda), \varphi \rangle = 0$, for any $\varphi \in H^1_V(M)$ and every $\lambda \in (0, \lambda_*(\bar{\gamma}))$. In particular $\langle J'_\lambda(w_\lambda), w_\lambda \rangle = 0$, that is
\[
\langle \Phi'(w_\lambda), w_\lambda \rangle = \lambda \int_M \alpha(\sigma) f(w_\lambda(\sigma)) w_\lambda(\sigma) dv_g
\]  
(4.26)
for every $\lambda \in (0, \lambda_*(\bar{\gamma}))$.

Then, setting $\kappa_{\bar{\gamma}} := c_q \beta \left( \sqrt{2\|\alpha\|_{p}\bar{\gamma}} + 2^{q/2}c_q^{q-1}\|\alpha\|_{\infty}\bar{\gamma}^{q} \right)$, by (4.25) and (4.26), it follows that
\[
0 \leq \|w_\lambda\|^2 = \langle \Phi'(w_\lambda), w_\lambda \rangle = \lambda \int_M \alpha(\sigma) f(w_\lambda(\sigma)) w_\lambda(\sigma) dv_g < \lambda \kappa_{\bar{\gamma}}
\]
for any $\lambda \in (0, \lambda_*(\bar{\gamma}))$. We get $\lim_{\lambda \to 0^+} \|w_\lambda\| = 0$, as claimed. This completes the proof.

**Remark 4.6.** It easily seen that the statements of Theorem 1.5 are valid if $f$ is a nonlinear term such that
\[
\lim_{t \to 0^+} \frac{f(t)}{t} = +\infty.
\]
Moreover, we notice that, along the proof of Theorem 1.5, assumption
\[
\liminf_{t \to 0^+} \frac{F(t)}{t^2} > -\infty,
\]
ensures the existence of a sequence of functions $\{w_j\}_{j \in \mathbb{N}}$ in $H^1_V(M)$ such that
\[
\limsup_{j \to +\infty} \frac{\Phi(w_j)}{\Phi(w_j)} = +\infty.
\]
It is natural to ask if this condition can be removed changing the variational technique. In the Euclidean setting this fact seems to be possible by using the analytic properties of the function $w_0^\alpha$ and the explicit expression of the geodesic volume of the Euclidean balls.

**Remark 4.7.** A direct and meaningful consequence of Theorem 1.5 is given in Corollary 1.6. More precisely, as a simple computation shows, the statement of Corollary 1.6 are valid for every parameter $\lambda \in \left(0, \frac{1}{4(s-1)c^2_s} \left( \frac{s(s-2)s^{-2}}{\|\alpha\|_{s+2}^{-2}\|\alpha\|_{\infty}} \right)^{1/(s-1)} \right)$.

**Example 4.8.** Let $(M, g)$ be a complete, non–compact, three dimensional Riemannian manifold such that conditions (A$^{H,g}_R$) and (1.4) hold. As a model for $f$ we can take the nonlinearity
\[
f(t) = \sqrt{t}, \quad \text{for all } t \geq 0.
\]
Furthermore, let $\alpha \in L^{\infty}(M) \cap L^{3/2}(M) \setminus \{0\}$ and such that (1.2) holds. Set
\[
\beta = \frac{2\sqrt{3}}{3\sqrt{3}},
\]
and
\[
\lambda_* = \frac{1}{4\beta c^2_3} \sqrt{\frac{3}{\|\alpha\|_{3/2}\|\alpha\|_{\infty}}}.
\]
Then, fixing $\theta > 0$, Theorem 1.5 ensures that, for every $\lambda \in (0, \lambda_*)$, the following problem
\begin{equation}
\begin{cases}
-\Delta_g w + (1 + d_g(\sigma_0, \sigma)^\theta)w = \lambda \alpha(\sigma) \sqrt{w} & \text{in } \mathcal{M} \\
w \geq 0 & \text{in } \mathcal{M}
\end{cases}
\end{equation}
(4.27)
admits at least one non–trivial weak solution $w_\lambda \in H^1_V(M)$ such that
\[
\lim_{\lambda \to 0^+} ||w_\lambda|| = 0.
\]
Moreover, Theorem 3.1 of \cite{18} yields $w_\lambda \in L^\infty(M)$ and
\[
\lim_{d_g(\sigma_0, \sigma) \to +\infty} w_\lambda(\sigma) = 0.
\]

Remark 4.9. Since the real function $h: (0, +\infty) \to \mathbb{R}$ defined by
\[
h(t) = \frac{2}{3\sqrt{t}} = \int_0^t \frac{\sqrt{\tau} d\tau}{t^2}
\]
is strictly decreasing, it follows from \cite[Theorem 1.1]{18} that, for each $r > 0$ there exists an open interval $I_r \subseteq (0, +\infty)$ such that, for every $\lambda \in I_r$, the problem (4.27) has a weak solution $w_\lambda \in H^1_V(M)$, satisfying
\[
\int_{\mathcal{M}} \left( |\nabla_g w(\sigma)|^2 + (1 + d_g(\sigma_0, \sigma)^\theta |w(\sigma)|^2 \right) dv_g < r.
\]
However, differently than in Theorem 1.5, in \cite[Theorem 1.1]{18} no explicit form of the interval $I_r$ is given.

Further Perspectives. As it is well–known one of the most famous problems in Differential Geometry is the so–called Yamabe problem. This problem has a PDE formulation which has been extensively studied by many authors (see, for instance, \cite{24, 25, 33}). We intend to study a challenging problem related to Yamabe–type equations on non–compact Riemannian manifolds by using a suitable group-theoretical approach based on the Palais criticality principle (see, for related topics, the papers \cite{39–41}) under the asymptotically condition $(\text{As}_{H, R}^\theta)$ on the Ricci curvature. In particular, motivated by the recent results obtained in \cite{1, 38, 46, 47} we are interested on the existence of multiple solutions for the following critical equation
\begin{equation}
\begin{cases}
-\Delta_g w + V(\sigma)w = \lambda \alpha(\sigma) |u|^{2^*-2}u + g(\sigma, w) & \text{in } \mathcal{M} \\
w \to 0 & \text{as } d_g(\sigma_0, \sigma) \to +\infty,
\end{cases}
\end{equation}
where $g$ is a suitable subcritical term. This problem will be studied in a forthcoming paper.
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