Local convergence of Levenberg–Marquardt methods under Hölder metric subregularity
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Abstract

We describe and analyse Levenberg–Marquardt methods for solving systems of nonlinear equations. More specifically, we first propose an adaptive formula for the Levenberg–Marquardt parameter and analyse the local convergence of the method under Hölder metric subregularity. We then introduce a bounded version of the Levenberg–Marquardt parameter and analyse the local convergence of the modified method under the Łojasiewicz gradient inequality. We finally report encouraging numerical results confirming the theoretical findings for the problem of computing moiety conserved steady states in biochemical reaction networks. This problem can be cast as finding a solution of a system of nonlinear equations, where the associated mapping satisfies the Hölder metric subregularity assumption.

1 Introduction

For a given continuously differentiable mapping \( h : \mathbb{R}^m \to \mathbb{R}^m \), we consider the problem of finding a solution of the system of nonlinear equations

\[ h(x) = 0, \quad x \in \mathbb{R}^m. \tag{1} \]

We denote by \( \Omega \) the set of solutions of this problem, which is assumed to be nonempty. Systems of nonlinear equations of type (1) frequently appear in the mathematical modelling of many real-world applications in the fields of solid-state physics [8], quantum field theory, optics, plasma physics [20], fluid
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mechanics [42], chemical kinetics [1, 2], and applied mathematics including the
discretisation of ordinary and partial differential equations [38].

A classical approach for finding a solution of (1) is to search for a minimiser
of the nonlinear least-squares problem

$$\min_{x \in \mathbb{R}^m} \psi(x), \quad \text{with } \psi : \mathbb{R}^m \to \mathbb{R} \text{ given by } \psi(x) := \frac{1}{2} \|h(x)\|^2, \quad (2)$$

where $\| \cdot \|$ denotes the Euclidean norm. This is a well-studied topic and there
are many iterative schemes with fast local convergence rates (e.g., superlinear or
quadratic) such as Newton, quasi-Newton, Gauss–Newton, adaptive regularised
methods, and Levenberg–Marquardt methods. To guarantee fast local conver-
gence, these methods require an initial point $x_0$ to be sufficiently close to a
solution $x^*$, and the gradient of $h$ at $x^*$, denoted by $\nabla h(x^*)$, to be nonsingular,
cf. [4, 13, 37, 38, 44].

Levenberg–Marquardt methods are standard techniques used to solve non-
linear system (1), each of which is a combination of the gradient descent and the
Gauss–Newton methods. More precisely, in each step, for a positive parameter
$\mu_k$, the convex subproblem

$$\min_{d \in \mathbb{R}^m} \phi_k(d),$$

with $\phi_k : \mathbb{R}^m \to \mathbb{R}$ given by

$$\phi_k(d) := \|\nabla h(x_k)^T d + h(x_k)\|^2 + \mu_k \|d\|^2, \quad (3)$$

is solved to compute a direction $d_k$, which is the unique solution to the system
of linear equations

$$\left(\nabla h(x_k)\nabla h(x_k)^T + \mu_k I\right) d_k = -\nabla h(x_k) h(x_k), \quad (4)$$

where $I \in \mathbb{R}^{m \times m}$ denotes the identity matrix. By choosing a suitable parameter
$\mu_k$, the Levenberg–Marquardt method acts like the gradient descent method
whenever the current iteration is far from a solution $x^*$, and behaves similar
to the Gauss–Newton method if the current iteration is close to $x^*$. The param-
eter $\mu_k$ helps to overcome problematic cases where $\nabla h(x_k)\nabla h(x_k)^T$ is singular,
or nearly singular, and thus ensures the existence of a unique solution to (4),
or avoids very large steps, respectively. The Levenberg–Marquardt method is
known to be quadratically convergent to a solution of (1) if $\nabla h(x^*)$ is nonsin-
gular. In fact, the nonsingularity assumption implies that the solution to the
minimization problem (2) must be locally unique, see [5, 25, 43]. However,
assuming local uniqueness of the solution might be restrictive for many applic-
ations.

The notion of (local) error bound usually plays a key role in establishing the
rate of convergence of the sequence of iterations generated by a given algorithm.
This condition guarantees that the distance from the current iteration $x_k$ to the
solution set $\Omega$, denoted by $\text{dist}(x_k, \Omega) = \inf_{y \in \Omega} \|x_k - y\|$, is less than the value of
a residual function $R : \mathbb{R}^m \to \mathbb{R}_+$ at that point ($R(x_k)$). If one considers
$R(x_k) \leq \epsilon$ as a stopping criterion for an iterative scheme, then $\text{dist}(x_k, \Omega) \leq R(x_k) \leq \epsilon$ implies that $x_k$ is an approximate solution to the problem.
The earliest publication using error bounds for solving a linear inequality system is
due to Hoffman [21], which was followed by many other authors, especially in
optimisation. For more information about error bonds, we recommend the nice survey [39].

For the particular case of nonlinear systems of equations, Yamashita and Fukushima [43] proved the local quadratic convergence of the Levenberg–Marquardt method with $\mu_k = \|h(x_k)\|^2$ assuming a local error bound condition. More precisely, they assumed the existence of some constant $\beta > 0$ such that

$$\beta \ dist(x, \Omega) \leq \|h(x)\|, \quad \forall x \in B(x^*, r), \quad (5)$$

where $B(x^*, r)$ denotes the closed ball centered at $x^*$ with radius $r > 0$. In this case, the residual function is given by $R(x) := \|h(x)\|$. The condition $\|h(x)\| \leq \varepsilon$ can be used as a stopping criterion for an iterative scheme, as it entails that the iterations must be close to a solution of (1).

Let us emphasise that the nonsingularity of $\nabla h(x^*)$ implies that $x^*$ is locally unique, and that the local error bound condition (5) holds [7, 33]. However, the latter does not imply the nonsingularity assumption and allows the solution set $\Omega$ to be locally nonunique (see Section 2), which frequently happens in many applications, e.g., Section 4. This means that the local error bound condition is a weaker assumption than the nonsingularity. The successful use of the local error bound has motivated many researchers to investigate, under this assumption (5), the local convergence of trust-region methods [9], adaptive regularised methods [5], and Levenberg–Marquardt methods [3, 10, 11], among other iterative schemes.

In Example 1, we show that the Powell singular function, which is a classical test function for nonlinear system of equations (cf. [35]), does not satisfy the local error bound condition (5). This motivates our quest to develop an adaptive Levenberg–Marquardt method where the underlying mapping $h$ is Hölder metrically subregular (see Definition 1), which is a weaker assumption than the local error bound condition (5) and is thus satisfied by a broader set of functions. The local convergence of a Levenberg–Marquardt method under Hölder metric subregularity has been recently studied in [17, 45]. As explained in Remark 2, our results broadly encompass those results.

From the definition of the Levenberg–Marquardt direction in (4), we observe that a key factor in the performance of the Levenberg–Marquardt method is the choice of the parameter $\mu_k$, cf. [24, 27]. Several parameters have been proposed to improve the efficiency of the method. For example, Yamashita and Fukushima [43] took $\mu_k = \|h(x_k)\|^2$, Fischer [12] used $\mu_k = \|\nabla h(x_k)h(x_k)\|$, while Fan and Yuan [11] proposed $\mu_k = \|h(x_k)\|^\eta$ with $\eta \in [1, 2]$. Inspired by these works, and assuming that the function $h$ is Hölder metrically subregular of order $\delta \in ]0, 1]$, we define an adaptive parameter

$$\mu_k := \xi_k \|h(x_k)\|^\eta + \omega_k \|\nabla h(x_k)h(x_k)\|^\eta, \quad (6)$$

where $\eta \in ]0, 4\delta[$, $\xi_k \in [\xi_{\min}, \xi_{\max}]$ and $\omega_k \in [0, \omega_{\max}]$, for some positive constants $\xi_{\min}$, $\xi_{\max}$ and $\omega_{\max}$. Thus, if the point $x_k$ is close to a solution, then the parameter $\mu_k$ will be small, in which case the Levenberg–Marquardt method will behave like the Gauss–Newton method, and a fast local convergence can be expected.

The main motivation for this paper comes from a nonlinear system of equations, the solution of which corresponds to a steady state of a given biochemical
reaction network, which plays a crucial role in the modeling of biochemical reaction systems. During our study of the properties of this problem, we were not able to show that the local error bound (5) is satisfied. However, taking standard biochemical assumptions [2], we show that the corresponding mapping is Hölder metrically subregular and that the merit function is real analytic. As a consequence, with the iteration generated by our proposed algorithm, we can ensure local convergence to a solution of (1) for all such networks. To the best of our knowledge, this is the first such algorithm able to reliably handle these nonlinear systems arising in the study of biological networks. We numerically apply the proposed algorithms to nonlinear systems derived from many real biological networks representative of a diverse set of biological species.

The remainder of this paper is organised as follows. In the next section, we particularise the Hölder metric subregularity for nonlinear equations and recall the Lojasiewicz inequalities. In Section 3, we develop a Levenberg–Marquardt method and investigate its local convergence. In Section 4, we report encouraging numerical results where nonlinear systems, arising from biochemical reaction networks, were solved. Finally, we deliver some conclusions in Section 5.

2 Hölder metric subregularity and Lojasiewicz inequalities

Let us begin this section by recalling the notion of Hölder metric subregularity, which can be also defined in a similar manner for set-valued mappings (see, e.g., [29]).

Definition 1. A mapping $h : \mathbb{R}^m \to \mathbb{R}^n$ is said to be Hölder metrically subregular of order $\delta \in [0, 1]$ at $(x, y)$ with $y = h(x)$ if there exist some constants $r > 0$ and $\beta > 0$ such that

$$ \beta \text{dist}(x, h^{-1}(y)) \leq \|y - h(x)\|^{\delta}, \quad \forall x \in B(x, r). $$

For any solution $x^* \in \Omega$ of the system of nonlinear equations (1), the Hölder metric subregularity of $h$ at $(x^*, 0)$ reduces to

$$ \beta \text{dist}(x, \Omega) \leq \|h(x)\|^{\delta}, \quad \forall x \in B(x^*, r). \quad (7) $$

Therefore, this property provides an upper bound for the distance from any point sufficiently close to the solution $x^*$ to the nearest zero of the function.

Hölder metric subregularity at $(x^*, 0)$ is also called Hölderian local error bound [36, 41]. It is known that Hölder metric subregularity is closely related to the Lojasiewicz inequalities, which are defined as follows.

Definition 2. Let $\psi : U \to \mathbb{R}$ be a function defined on an open set $U \subseteq \mathbb{R}^m$, and assume that the set of zeros $\Omega := \{x \in \mathbb{R}^m, \psi(x) = 0\}$ is nonempty.

(i) The function $\psi$ is said to satisfy the Lojasiewicz inequality if for every compact subset $K \subset U$, there exist positive constants $\varrho$ and $\gamma$ such that

$$ \text{dist}(x, \Omega)^{\gamma} \leq \varrho |\psi(x)|, \quad \forall x \in K. $$

(8)
(ii) The function ψ is said to satisfy the Lojasiewicz gradient inequality if for any critical point π, there exist constants κ > 0, ε > 0 and θ ∈ [0, 1) such that

$$|ψ(x) - ψ(π)|^θ ≤ κ∥∇ψ(x)||, \quad ∀x ∈ B(π, ε),$$  \hspace{1cm} (9)

Stanislaw Lojasiewicz proved that every real analytic function satisfies these properties [32]. Recall that a function ψ : \mathbb{R}^m → \mathbb{R} is said to be real analytic if it can be represented by a convergent power series. Fortunately, real analytic functions frequently appear in real world application problems. A relevant example in biochemistry is presented in Section 4.

Fact 1 ([32, pp. 62 and 67]). Every real analytic function ψ : \mathbb{R}^m → \mathbb{R} satisfies both the Lojasiewicz inequality and the Lojasiewicz gradient inequality.

Clearly, if the merit function ψ(·) = \frac{1}{2}∥h(·)∥^2 satisfies the Lojasiewicz inequality (8), then the mapping h satisfies (7) with β := (2/ρ)^{1/θ} and δ := 2/γ; i.e., h is Hölder metrically subregular at (x^*, 0) of order 2/γ. In addition, if ψ(·) satisfies the Lojasiewicz gradient inequality (9), then for any π ∈ Ω and x ∈ B(π, ε), it holds

$$\frac{1}{θ} \text{dist}(x, Ω)^{γ} ≤ |ψ(x)| ≤ κ^{1/θ}∥∇ψ(x)||^{1/θ} = κ^{1/θ}∥∇h(x)h(x)||^{1/θ}.$$

In some cases, for example when ψ is a polynomial with an isolated zero at the origin, the order of the Hölder metric subregularity is known [18, 30, 31].

Fact 2 ([18, Theorem 1.5]). Let ψ : \mathbb{R}^m → \mathbb{R} be a polynomial function with an isolated zero at the origin. Then ψ is Hölder metrically subregular at (0, 0) of order (deg ψ − 1)^m + 1, where deg ψ denotes the degree of the polynomial function ψ.

Let us emphasise that the Hölder metric subregularity property of the function h at (x^*, 0) is weaker than the local error bound assumption (5), which in turns is implied by the nonsingularity of ∇h(x^*). Indeed, by the Lyusternik–Graves theorem (see e.g., [7, Theorem 5D.5] or [33, Theorem 1.57]), the nonsingularity of ∇h(x^*) is equivalent to the metric regularity of h around (x^*, 0), which entails the existence of some positive constants β, r and s such that

$$β \text{dist}(x, h^{-1}(y)) ≤ ∥y - h(x)||, \quad ∀x ∈ B(x^*, r), ∀y ∈ B(0, s).$$

Fixing y = 0, we obtain the metric subregularity condition (5). Furthermore, by making r smaller if needed so that ∥h(x)∥ < 1, we see that (5) implies (7), since δ ∈ (0, 1].

Example 1. The Powell singular function [35], which is the function h : \mathbb{R}^4 → \mathbb{R}^4 given by

$$h(x_1, x_2, x_3, x_4) := \left( x_1 + 10x_2, \sqrt{5}(x_3 - x_4), (x_2 - 2x_3)^2, \sqrt{10}(x_1 - x_4)^2 \right),$$

is Hölder metrically subregular at (x^*, 0) but does not satisfy the local error bound condition (5). We have Ω = {0} and ∇h(0) is singular; thus, h is not metrically
is Hölder metrically subregular if needed so that (7) holds and
\[ \text{dist}(x_k, \Omega) = \|x_k\| = \frac{\sqrt{7}}{k} = O(k^{-1}). \]

Since \( \|h(x_k)\| = \frac{\sqrt{70}}{k} = O(k^{-2}) \), we conclude that (5) does not hold.

Consider the polynomial function \( \psi(x) := \frac{1}{2}\|h(x)\|^2 \) of degree 4, which satisfies \( \psi^{-1}(0) = 0 \). It follows from Fact 2 that there exist some constants \( \beta > 0 \) and \( r > 0 \) such that
\[ \frac{1}{2}\|h(x)\|^2 = \psi(x) \geq \beta\|x\|^{(4-1)\delta+1} = \beta\|x\|^{8\delta}, \quad \forall x \in B(0, r). \]
This implies that \( h \) is Hölder metrically subregular of order \( \delta = \frac{1}{44} \) at \( (0, 0) \).

There are many examples of smooth functions that are Hölder metrically subregular of order \( \delta \) at some zero of the function and whose gradient is singular at that point, cf. [22, 23]. Nonetheless, the following result restricts this set of functions: if \( x^* \) is an isolated solution in \( \Omega \) (i.e., the function is Hölder strongly metrically subregular at \( x^* \), cf. [34]), then one must have \( \delta \in (0, 1/2] \).

**Proposition 1.** Let \( h : \mathbb{R}^m \to \mathbb{R}^m \) be a continuously differentiable function that is Hölder metrically subregular of order \( \delta \) at some isolated solution \( x^* \in \Omega = \{ x \in \mathbb{R}^m : h(x) = 0 \} \). Assume further that \( \nabla h \) is Lipschitz continuous around \( x^* \) and that \( \nabla h(x^*) \) is not full rank. Then, it holds that \( \delta \in (0, 1/2] \).

**Proof.** Because of the Lipschitz continuity assumption (and the mean value theorem), there are some positive constants \( L \) and \( r \) such that
\[ \|h(y) - h(x) - \nabla h(x)^T(y - x)\| \leq L\|y - x\|^2, \quad \forall x, y \in B(x^*, r). \]
By using the fact that \( x^* \) is an isolated solution, it is possible to make \( r \) smaller if needed so that (7) holds and
\[ \|x - x^*\| = \text{dist}(x, \Omega), \quad \forall x \in B(x^*, r). \]
Since \( \nabla h(x^*) \) is not full rank, there exists some \( z \neq 0 \) such that \( \nabla h(x^*)^T z = 0 \). Consider now the points
\[ w_k := x^* + \frac{r}{k\|z\|} z, \quad \text{with } k = 1, 2, \ldots. \]
Observe that
\[ \nabla h(x^*)^T(w_k - x^*) = \frac{r}{k\|z\|} \nabla h(x^*)^T z = 0. \]
As \( w_k \in B(x^*, r) \) for all \( k \), we deduce
\[ \beta\|w_k - x^*\| = \beta\text{dist}(w_k, \Omega) \leq \|h(w_k)\|^{\delta} \]
\[ = \|h(w_k) - h(x^*) - \nabla h(x^*)(w_k - x^*)\|^{\delta} \leq L\|w_k - x^*\|^{2\delta}. \]
Thus, we get
\[ \|w_k - x^*\|^{2\delta - 1} \geq \frac{\beta}{L^{\delta}}, \]
which implies that \( \delta \in (0, 1/2] \), since \( w_k \to x^* \), as claimed. \( \square \) \( \square \)
Locally convergent Levenberg–Marquardt methods

In this section, to solve a nonlinear system of the form (1), we develop adaptive Levenberg–Marquardt methods and investigate their local convergence near a solution under the assumption that the underlying function $h$ is Hölder metrically subregular. Specifically, we consider the following Levenberg–Marquardt algorithm.

Algorithm LLM: (Locally convergent Levenberg–Marquardt)

| Input: $x_0 \in \mathbb{R}^m$, $\eta > 0$, $\xi_0 \in [\xi_{\min}, \xi_{\max}]$, $\omega_0 \in [0, \omega_{\max}]$; |
|---|
| begin |
| $k := 0$; $\mu_0 := \xi_0 \|h(x_0)\|^{\eta} + \omega_0 \|\nabla h(x_0)h(x_0)\|^{\eta}$; |
| while $\|h(x_{k+1})\| > 0$ do |
| solve the linear system (4) to specify the direction $d_k$; |
| $x_{k+1} = x_k + d_k$; update $\xi_k$, $\omega_k$ and $\mu_k$ with (6); |
| end |
| end |

In order to prove the local convergence of algorithm LLM to some solution $x^* \in \Omega$, we assume that the next conditions hold:

(A1) The mapping $h$ is continuously differentiable and Hölder metrically subregular of order $\delta \in [0, 1]$ at $(x^*, 0)$; i.e., there exist some constants $\beta > 0$ and $r > 0$ such that (7) holds. We will assume that $r < 1$.

(A2) $\nabla h$ is Lipschitz continuous on some neighbourhood of $x^* \in \Omega$.

By making $r$ smaller if needed, note that from (A2) and the mean value theorem, there exists a positive constant $L$ such that,

$$\|h(y) - h(x) - \nabla h(x)^T (y - x)\| \leq L \|y - x\|^2, \quad \forall x, y \in B(x^*, r), \quad (11)$$

and

$$\|h(x) - h(y)\| \leq L \|x - y\|, \quad \forall x, y \in B(x^*, r). \quad (12)$$

We begin our study with an analysis inspired by [43] and [17]. The following result provides a bound for the norm of the direction $d_k$ based on the distance of the current iteration $x_k$ to the solution set $\Omega$. This will be useful later for deducing the rate of convergence of LLM.

Proposition 2. Let $x_k \notin \Omega$ be an iteration generated by LLM with $\eta \in [0, 4\delta]$ and such that $x_k \in B(x^*, r/2)$. Then, the direction $d_k$ given by (4) satisfies

$$\|d_k\| \leq \beta_1 \text{dist} (x_k, \Omega)^{\delta_1}, \quad (13)$$

where

$$\beta_1 := \sqrt{L^2 \xi_{\min}^{-1} \beta^{-\frac{\delta}{2}} + 1} \quad \text{and} \quad \delta_1 := \min \left\{ 2 - \frac{\eta}{2\delta}, 1 \right\}.$$
Proof. For all $k$, we will denote by $\mathbf{r}_k$ a vector in $\Omega$ such that $\|x_k - \mathbf{r}_k\| = \text{dist}(x_k, \Omega)$. Since $x_k \in \mathcal{B}(x^*, r/2)$, we have

$$\|\mathbf{r}_k - x^*\| \leq \|\mathbf{r}_k - x_k\| + \|x_k - x^*\| \leq 2\|x^* - x_k\| \leq r,$$

which implies $\mathbf{r}_k \in \mathcal{B}(x^*, r)$. Further,

$$\|\mathbf{r}_k - x^*\| = \text{dist}(x_k, \Omega) \leq \|x_k - x^*\| \leq \frac{r}{2} < 1. \quad (14)$$

Observe that $\phi_k$ is strongly convex and the global minimiser of $\phi_k$ is given by (4). Then, we have

$$\phi_k(d_k) \leq \phi_k(\mathbf{r}_k - x_k). \quad (15)$$

From the definition of $\phi_k$ in (3), by (11), (15) and (A2), we deduce

$$\|d_k\|^2 \leq \frac{1}{\mu_k} \phi_k(d_k) \leq \frac{1}{\mu_k} \phi_k(\mathbf{r}_k - x_k)$$

$$= \frac{1}{\mu_k} \left( \|\nabla h(x_k)^T(\mathbf{r}_k - x_k) + h(x_k)\|^2 + \mu_k \|\mathbf{r}_k - x_k\|^2 \right)$$

$$= \frac{1}{\mu_k} \left( \|\nabla h(x_k)^T(\mathbf{r}_k - x_k) + h(x_k) - h(\mathbf{r}_k)\|^2 + \mu_k \|\mathbf{r}_k - x_k\|^2 \right)$$

$$\leq \frac{1}{\mu_k} \left( L^2 \|\mathbf{r}_k - x_k\|^2 + \mu_k \|\mathbf{r}_k - x_k\|^2 \right). \quad (16)$$

It follows from the definition of $\mu_k$ in (6) and (7) that

$$\mu_k \geq \xi_k \|h(x_k)\|^n \geq \xi_{\text{min}}\|h(x_k)\|^n \geq \xi_{\text{min}} \beta^2 \|x_k - \mathbf{r}_k\|^2 = \xi_{\text{min}} \beta^2 \|\mathbf{r}_k - x_k\|^2,$$

leading to

$$\|d_k\|^2 \leq L^2 \xi_{\text{min}}^{-1} \beta^{-2} \|\mathbf{r}_k - x_k\|^{4 - \frac{2}{\beta}} + \|\mathbf{r}_k - x_k\|^2. \quad (17)$$

Let us consider two cases: (i) $0 < \eta/\delta < 2$; (ii) $2 \leq \eta/\delta < 4$. In Case (i), we have

$$\|d_k\|^2 \leq \left( L^2 \xi_{\text{min}}^{-1} \beta^{-2} + 1 \right) \|\mathbf{r}_k - x_k\|^2. \quad (17)$$

In Case (ii), we have

$$\|d_k\|^2 \leq \left( L^2 \xi_{\text{min}}^{-1} \beta^{-2} + 1 \right) \|\mathbf{r}_k - x_k\|^{4 - \frac{2}{\beta}}. \quad (18)$$

Because of (14), the inequalities (17) and (18) imply (13), and this completes the proof. \qed

The next result provides an upper bound for the distance of $x_{k+1}$ to the solution set $\Omega$ based on the distance of $x_k$ to $\Omega$.

**Proposition 3.** Let $x_k \notin \Omega$ and $x_{k+1}$ be two consecutive iterations generated by LLM with $\eta \in [0, 4\delta]$ and such that $x_k, x_{k+1} \in \mathcal{B}(x^*, r/2)$. Then, we have

$$\text{dist}(x_{k+1}, \Omega) \leq \beta_2 \text{dist}(x_k, \Omega)^{\delta_2}, \quad (19)$$

where $\beta_2$ is a positive constant and $\delta_2 := \min \left\{ \delta + \frac{\delta}{2}, 4\delta - \eta \right\}$. 
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Proof. Let \( \overline{\pi}_k \in \Omega \) be such that \( \|x_k - \overline{\pi}_k\| = \text{dist}(x_k, \Omega) \). From the definition of \( \phi_k \) in (3) and the reasoning in (16), we obtain

\[
\|\nabla h(x_k)^T d_k + h(x_k)\| \leq \phi_k(d_k) \leq L^2\|\overline{\pi}_k - x_k\|^4 + \mu_k\|\overline{\pi}_k - x_k\|^2.
\]

It follows from (A2) that there exists some constant \( \hat{L} \) such that \( \|\nabla h(x)\| \leq \hat{L} \) for all \( x \in B(x^*, r) \). Then, by the definition of \( \mu_k \) in (6) and (12), we have that

\[
\mu_k = \xi_k\|h(x_k)\|^\eta + \omega_k\|\nabla h(x_k)h(x_k)\|^\eta \\
\leq \xi_{\max}\|h(x_k)\|^\eta + \omega_{\max}\hat{L}^\eta\|h(x_k)\|^\eta \\
= \left(\xi_{\max} + \omega_{\max}\hat{L}^\eta\right)\|h(x_k) - h(\overline{\pi}_k)\|^\eta \\
\leq \left(\xi_{\max} + \omega_{\max}\hat{L}^\eta\right)\hat{L}^\eta\|x_k - \overline{\pi}_k\|^\eta,
\]

which implies, thanks to (14),

\[
\|\nabla h(x_k)^T d_k + h(x_k)\|^2 \leq L^2\|\overline{\pi}_k - x_k\|^4 + \left(\xi_{\max} + \omega_{\max}\hat{L}^\eta\right)\hat{L}^\eta\|x_k - \overline{\pi}_k\|^2 + \eta
\]

\[
\leq \left(\xi_{\max} + \omega_{\max}\hat{L}^\eta\right)\hat{L}^\eta\|x_k - \overline{\pi}_k\|^\eta,
\]

where \( \zeta := \min\{4, 2 + \eta\} \). By (7), (11), the latter inequality and Proposition 2, we get

\[
(\beta_{\text{dist}}(x_{k+1}, \Omega))^{\frac{1}{2}} \leq \|x_k + d_k\| \\
\leq \|\nabla h(x_k)^T d_k + h(x_k)\| \\
+ \|h(x_k + d_k) - h(x_k) - \nabla h(x_k)^T d_k\| \\
\leq \|\nabla h(x_k)^T d_k + h(x_k)\| + L\|d_k\|^2 \\
\leq \left(\xi_{\max} + \omega_{\max}\hat{L}^\eta\right)\hat{L}^\eta\|x_k - \overline{\pi}_k\|^\frac{2}{3} \\
+ L\beta_2^2\text{dist}(x_k, \Omega)^{2\delta_1}
\]

\[
\leq \left(\sqrt{L^2 + L^\eta\xi_{\max} + \hat{L}^\eta\omega_{\max}} + L\beta_1^2\right)\text{dist}(x_k, \Omega)^{\delta_1},
\]

where \( \delta_1 := \min\left\{\frac{2}{3}, 2\delta_1\right\} = \min\left\{2, 1 + \frac{2}{3}, 4 - \frac{2}{3}\right\} = \min\left\{1 + \frac{2}{3}, 4 - \frac{2}{3}\right\}. \) Therefore,

\[
\text{dist}(x_{k+1}, \Omega) \leq \beta_2\text{dist}(x_k, \Omega)^{\delta_1} = \beta_2\text{dist}(x_k, \Omega)^{\delta_2},
\]

with \( \beta_2 := \frac{1}{\beta_1^2}\left(\sqrt{L^2 + L^\eta\xi_{\max} + \hat{L}^\eta\omega_{\max}} + L\beta_1^2\right)^{\frac{1}{2}} \), giving the result. \( \square \)

The following proposition is a modification of [17, Lemma 4.4] that gives a different value of the exponent in (19).

**Proposition 4.** Assume \( \delta \geq \frac{1}{2} \), and let \( \tilde{\sigma} := \min\left\{\frac{1}{2}, \left(\frac{\beta_2^2}{\beta_1^2}\right)^{\frac{1}{4+\delta}}\right\} \). Let \( x_k \notin \Omega \) and \( x_{k+1} \) be two consecutive iterations generated by LLM with \( \eta \in [0, 4\delta_1] \) and such that \( x_k, x_{k+1} \in B(x^*, \tilde{\sigma}) \). Then, we have

\[
\text{dist}(x_{k+1}, \Omega) \leq \beta_3\text{dist}(x_k, \Omega)^{\delta_3},
\]

where \( \beta_3 \) is a positive constant and \( \delta_3 := \frac{1}{2+\delta} \min\{4\delta - \eta, (\eta + 1)\delta, 2\delta\} \).
Proof. Let \( \overline{x}_k, \overline{x}_{k+1} \in \Omega \) be such that \( \|x_k - \overline{x}_k\| = \text{dist}(x_k, \Omega) \) and \( \|x_{k+1} - \overline{x}_{k+1}\| = \text{dist}(x_{k+1}, \Omega) \). Assume that \( x_{k+1} \notin \Omega \) (otherwise, the inequality trivially holds). By (11), we have
\[
\|h(x_{k+1}) + \nabla h(x_{k+1})^T (\overline{x}_{k+1} - x_{k+1})\|^2 \leq L^2 \|\overline{x}_{k+1} - x_{k+1}\|^4
= L^2 \text{dist}(x_{k+1}, \Omega)^4.
\]
Thus, by the Cauchy–Schwarz inequality and (7), we get
\[
-\|\nabla h(x_{k+1}) h(x_{k+1})\| \text{dist}(x_{k+1}, \Omega) \leq h(x_{k+1})^T \nabla h(x_{k+1})^T (\overline{x}_{k+1} - x_{k+1})
\leq \frac{L^2}{2} \text{dist}(x_{k+1}, \Omega)^4 - \frac{1}{2} \|h(x_{k+1})\|^2
- \frac{1}{2} \|\nabla h(x_{k+1})^T (\overline{x}_{k+1} - x_{k+1})\|^2
\leq \frac{L^2}{2} \text{dist}(x_{k+1}, \Omega)^4 - \frac{\beta^2}{2} \text{dist}(x_{k+1}, \Omega)^\frac{\beta}{2},
\]
that is,
\[
\frac{\beta^2}{2} \text{dist}(x_{k+1}, \Omega)^\frac{\beta}{2} - \frac{L^2}{2} \text{dist}(x_{k+1}, \Omega)^4 \leq \|\nabla h(x_{k+1}) h(x_{k+1})\| \text{dist}(x_{k+1}, \Omega).
\tag{22}
\]
Now, by (4), we have
\[
\|\nabla h(x_{k+1}) h(x_{k+1})\|
= \|\nabla h(x_{k+1}) h(x_{k+1}) - \nabla h(x_k) (h(x_k) + \nabla h(x_k)^T d_k) - \mu_k d_k\|
\leq \|\nabla h(x_{k+1}) - \nabla h(x_k)\| \|h(x_{k+1})\|
+ \|\nabla h(x_k)\| \|h(x_{k+1}) - h(x_k) - \nabla h(x_k)^T (x_{k+1} - x_k)\| + \mu_k \|d_k\|
\leq L \|d_k\| \|h(x_{k+1})\| + \|\nabla h(x_k)\| L \|d_k\|^2 + \mu_k \|d_k\|.
\tag{23}
\]
By (12) and Proposition 2, it holds,
\[
\|h(x_{k+1})\| = \|h(x_{k+1}) - h(\overline{x}_k)\| \leq L \|x_{k+1} - \overline{x}_k\|
\leq L (\|x_{k+1} - x_k\| + \|x_k - \overline{x}_k\|)
\leq L (\beta_1 \text{dist}(x_k, \Omega)^{\delta_1} + \text{dist}(x_k, \Omega))
\leq L (\beta_1 + 1) \text{dist}(x_k, \Omega)^{\delta_1}.
\]
It follows from (A2) that there exists some constant \( \widehat{L} \) such that \( \|\nabla h(x)\| \leq \widehat{L} \) for all \( x \in \mathbb{B}(x^*, r) \). Then, by the definition of \( \mu_k \) in (6) and (12), we get (20). Hence, by (23) and Proposition 2, we deduce
\[
\|\nabla h(x_{k+1}) h(x_{k+1})\| \leq L^2 \beta_1 (\beta_1 + 1) \text{dist}(x_k, \Omega)^{2\delta_1} + \widehat{L} \beta_1^2 \text{dist}(x_k, \Omega)^{2\delta_1}
+ \left( \xi_{\max} + \omega_{\max} \widehat{L} \right) L^\eta \beta_1 \text{dist}(x_k, \Omega)^{\eta + \delta_1}
\leq \beta_3 \text{dist}(x_k, \Omega)^{\delta_3},
\]
where \( \beta_3 := L^2 \beta_1 (\beta_1 + 1) + \widehat{L} \beta_1^2 + \left( \xi_{\max} + \omega_{\max} \widehat{L} \right) L^\eta \beta_1 \) and \( \delta_3 := \min\{\eta + \delta_1, 2\delta_1\} \). Therefore, by (22),
\[
\frac{\beta_3}{2} \text{dist}(x_{k+1}, \Omega)^{\frac{\beta}{2}} - \frac{L^2}{2} \text{dist}(x_{k+1}, \Omega)^4 \leq \tilde{\beta}_3 \text{dist}(x_k, \Omega)^{\delta_3} \text{dist}(x_{k+1}, \Omega).
\tag{24}
\]
Finally, since $\delta \geq \frac{1}{2}$, we have
\[
L^2_2 \operatorname{dist}(x_{k+1}, \Omega)^{4-\frac{q}{2}} \leq L^2_2 \|x_{k+1} - x^*\|^{4-\frac{q}{2}} \leq \frac{L^2_2}{2} R^{4-\frac{q}{2}} \leq \frac{\beta^2}{4},
\]
where the last inequality follows from the definition of $\beta$. Then, by (24), we deduce
\[
\frac{\beta^2}{4} \operatorname{dist}(x_{k+1}, \Omega)^{\frac{q}{2}-1} \leq \beta_3 \operatorname{dist} (x_k, \Omega)^{\delta_3},
\]
whence,
\[
\operatorname{dist}(x_{k+1}, \Omega) \leq \beta_3 \operatorname{dist} (x_k, \Omega)^{\delta_3},
\]
where $\beta_3 := \frac{2\beta}{\beta^2}$ and $\delta_3 := \frac{\delta + \delta \eta}{2 - \delta} = \frac{1}{2-\delta} \min \{4\delta - \eta, (\eta + 1)\delta, 2\delta\}$. \qed \qed

In Figure 1, we plot the values of $\delta_2$ in Proposition 3 and $\delta_3$ in Proposition 4. The bounds given by (19) and (21) are usually employed to analyse the rate of convergence of the sequence $\{x_k\}$ generated by LLM. A larger value of $\delta_2$ or $\delta_3$ would serve us to derive a better rate of convergence. To deduce a convergence result from Proposition 3, one needs to have $\delta_2 \geq 1$, which holds if and only if $\eta \in \left[\frac{2}{3} - 2, 4\delta - 1\right]$. This imposes the requirement that $\delta \geq \frac{-1 + \sqrt{33}}{8}$. On the other hand, to guarantee that $\delta_3 \geq 1$, a stronger requirement would be needed, namely, $\delta \geq \frac{1}{2}$ and $\eta \in \left[\frac{2}{3} - 2, 5\delta - 2\right] \subset \left[\frac{2}{3} - 2, 4\delta - 1\right]$. Nonetheless, if $\eta \in \left[\frac{2}{3} - 2, \frac{2\delta}{2-\delta}\right]$, it holds that $1 < \delta_2 < \delta_3$. In fact, it is important to emphasise that if $\delta = 1$ and $\eta \in [1, 2]$, then $\delta_3 = 2$, and we can derive from Proposition 4 the quadratic convergence of the sequence, which can only be guaranteed for $\eta = 2$ by Proposition 3.

![Figure 1: Plot of $\delta_2 = \min \left\{ \delta + \frac{\delta \eta}{2}, 4\delta - \eta \right\}$ (in blue) and $\delta_3 = \min \left\{ \frac{4\delta - \eta}{2 - \delta}, \frac{(\eta + 1)\delta}{2 - \delta}, \frac{4\delta}{2 - \delta} \right\}$ (in red) for $\delta \in \left[\frac{1}{2}, 1\right]$ and $\eta \in [0, 4\delta]$.](image)

**Remark 1.** In light of Proposition 1, the extent of the results that can be derived from Propositions 3 and 3 is rather reduced when $\nabla h(x^*)$ is not full rank, since $\delta \geq \frac{-1 + \sqrt{33}}{8} > \frac{1}{2}$. In fact, we have not been able to find any function that satisfies the hypothesis of Proposition 1 with $\delta > \frac{1}{2}$ and such that $\nabla h(x^*)$ is not full rank (remember that, as explained in Section 2, if $\nabla h(x^*)$ is full rank,
one can take $\delta = 1$ in (7)). Note that the function $F_S$ given as example in [17, Section 5] is Hölder metrically subregular of order $\delta = \frac{2}{3} > 0.5$, but $\nabla F_S$ is not Lipschitz continuous around any zero of the function, so it does not satisfy (A2) (and, therefore, it does not satisfy [17, Assumption 4.1] either). However, with an additional assumption that the Lojasiewicz gradient inequality (9) holds, we will obtain other local convergence results for all $\delta \in [0, 1]$, see Subsection 3.1.

In spite of Remark 1, we proceed to derive the main result of this section from Propositions 3 and 4. We show that, as long as $\delta > \frac{1-\sqrt{33}}{8}$, it is possible to choose a parameter $\eta$ such that superlinear convergence is attained.

**Theorem 1.** Assume that $\delta \in \left[\frac{1-\sqrt{33}}{8}, 1\right]$ and $\eta \in \left[\frac{3}{2} - 2, 4\delta - 1\right]$. Then, there exists some $\tau > 0$ such that for every sequence $\{x_k\}$ generated by LLM with $x_0 \in B(x^*, \tau)$, one has that $\{\text{dist}(x_k, \Omega)\}$ converges to 0 at least superlinearly, with order no less than $\delta_2 := \min \left\{\delta + \frac{\delta\eta}{2}, 4\delta - \eta\right\}$. Moreover, the sequence $\{x_k\}$ converges to a solution $x^* \in \Omega \cap B(x^*, r/2)$, and if $\eta \leq 2\delta$, the rate of convergence is also superlinear and no less than $\delta_2$. Furthermore, if $\delta \in \left[\frac{3}{2}, 1\right]$ and $\eta \in \left[\frac{3}{2} - 2, \frac{24}{25}\right]$, all the latter holds with order no less than $\delta_3 := \min \left\{\frac{4\delta - \eta}{2 - \delta}, \frac{(\delta + 1)\delta}{2 - \delta}, \frac{24}{25}\right\} > \delta_2$.

**Proof.** Let $\delta_1, \beta_1, \delta_2$ and $\beta_2$ be defined as in Proposition 2 and in Proposition 3. Since $\delta_2 > 1$, we have that $\delta_1 \delta_2 > i$ for all $i$ sufficiently large. As $\sum_{i=1}^{\infty} (\frac{1}{2})^i = 1$, we deduce that

$$\sigma := \sum_{i=1}^{\infty} \left(\frac{1}{2}\right)^{\delta_i \delta_2^i} < \infty$$

Define

$$\tau := \min \left\{\frac{1}{2} (\beta_2)^{1-\frac{1}{\delta_2^1}}, \left(\frac{r}{2 (1 + \beta_1 + 2\delta_1 \sigma)}\right)^{\frac{1}{\delta_1}}\right\}.$$ 

Note that $\tau \in [0, r/2]$, because $r \in [0, 1]$ and $\delta_1 \leq 1$.

Pick any $x_0 \in B(x^*, \tau)$ and let $\{x_k\}$ be an infinite sequence generated by LLM. First, we will show by induction that $x_k \in B(x^*, r/2)$. It follows from $\tau < 1$ and (13) that

$$\|x_1 - x^*\| = \|x_0 + d_0 - x^*\| \leq \|x_0 - x^*\| + \|d_0\| \leq \tau + \beta_1 \text{dist}(x_0, \Omega)^{\delta_1} \leq \tau^{\delta_1} + \beta_1 \|x_0 - x^*\|^\delta_1 \leq (1 + \beta_1)\tau^{\delta_1} \leq r/2.$$ (26)

Let us assume now that $x_i \in B(x^*, r/2)$ for $i = 1, 2, \ldots, k$. Then, from Proposition 3 and the definition of $\tau$, we have

$$\text{dist}(x_i, \Omega) \leq \beta_2 \text{dist}(x_{i-1}, \Omega)^{\delta_2} \leq \beta_2^{1+\delta_2} \text{dist}(x_{i-2}, \Omega)^{\delta_2} \leq \ldots \leq \beta_2^{\sum_{j=0}^{i-1} \delta_2^j} \text{dist}(x_0, \Omega)^{\delta_2} \leq \beta_2^{\sum_{j=0}^{i-1} \delta_2^j} \|x_0 - x^*\|^{\delta_2} = \beta_2^{\sum_{j=0}^{i-1} \delta_2} \|x_0 - x^*\|^{\delta_2} \leq \left(\frac{1}{2^\tau}\right)^{\delta_2^{\delta_2^{i-1}}} = 2^\tau \left(\frac{1}{2}\right)^{\delta_2^i}.$$
which yields
\[
\text{dist}(x_i, \Omega)^{\delta_i} \leq (2\sigma)^{\delta_i} \left(\frac{1}{2}\right)^{\delta_i}\delta_i^2.
\] (27)

The latter inequality, together with (13), (25) and (26), implies
\[
\|x_{k+1} - x^*\| \leq \|x_i - x^*\| + \sum_{i=1}^{k} \|d_i\| \leq (1 + \beta_1)\sigma^{\delta_i} + \beta_1 \sum_{i=1}^{k} \text{dist}(x_i, \Omega)^{\delta_i}
\]
\[
\leq (1 + \beta_1)\sigma^{\delta_i} + \beta_1 (2\sigma)^{\delta_i} \sum_{i=1}^{k} \left(\frac{1}{2}\right)^{\delta_i}\delta_i^2
\]
\[
\leq (1 + \beta_1)\sigma^{\delta_i} + \beta_1 (2\sigma)^{\delta_i} \sum_{i=1}^{\infty} \left(\frac{1}{2}\right)^{\delta_i}\delta_i^2
\]
\[
= (1 + \beta_1)\sigma^{\delta_i} + \beta_1 (2\sigma)^{\delta_i} \sigma = (1 + \beta_1 + 2\beta_1\sigma) \sigma^{\delta_i} \leq \frac{r}{2},
\]
which completes the induction. Thus, we have \(x_k \in B(x^*, r/2)\) for all \(k\), as claimed.

From Proposition 3, we obtain that \(\{\text{dist}(x_k, \Omega)\}\) converges to 0 at least superlinearly. Further, it follows from (13) and (27) that
\[
\sum_{i=1}^{\infty} \|d_i\| \leq \beta_1 \sum_{i=1}^{\infty} \text{dist}(x_i, \Omega)^{\delta_i} \leq \beta_1 \sigma \sigma^{\delta_i} < +\infty.
\]
Denoting by \(s_k := \sum_{i=1}^{k} \|d_i\|\), we have that \(\{s_k\}\) is a Cauchy sequence. Then, for any \(k, p \in \mathbb{N} \cup \{0\}\), we have
\[
\|x_{k+p} - x_k\| \leq \|d_{k+p-1}\| + \|x_{k+p-1} - x_k\|
\]
\[
\leq \cdots \leq \sum_{i=k}^{k+p-1} \|d_i\| = s_{k+p-1} - s_{k-1},
\] (28)
which implies that \(\{x_k\}\) is also a Cauchy sequence. Thus, the sequence \(\{x_k\}\) converges to some \(\tilde{x}\). Since \(x_k \in B(x^*, r/2)\) for all \(k\) and \(\{\text{dist}(x_k, \Omega)\}\) converges to 0, we have \(\tilde{x} \in \Omega \cap B(x^*, r/2)\).

Further, if \(\eta \leq 2\delta\) we have \(\delta_1 = 1\) in Proposition 2, and by letting \(p \to \infty\) in (28), we deduce
\[
\|\tilde{x} - x_k\| \leq \sum_{i=k}^{\infty} \|d_i\| \leq \beta_1 \sum_{i=k}^{\infty} \text{dist}(x_i, \Omega).
\]
Since \(\text{dist}(x_i, \Omega)\) is superlinearly convergent to zero, for all \(k\) sufficiently large, it holds \(\text{dist}(x_{k+1}, \Omega) \leq \frac{1}{2}\text{dist}(x_k, \Omega)\). Therefore, for \(k\) sufficiently large, we have
\[
\|x_k - \tilde{x}\| \leq \beta_1 \sum_{i=k}^{\infty} \frac{1}{2^{i-k}} \text{dist}(x_k, \Omega) \leq 2\beta_1 \text{dist}(x_k, \Omega) \leq 2\beta_1 \beta_2 \text{dist}(x_{k-1}, \Omega)^{\delta_2}
\]
\[
\leq 2\beta_1 \beta_2 \|x_{k-1} - \tilde{x}\|^2,
\]
which proves the superlinear convergence of \(x_k\) to \(\tilde{x}\) with rate \(\delta_2\).

Finally, the last assertion follows by the same argumentation, using \(\tilde{r}, \delta_3\) and Proposition 4 instead of \(r, \delta_2\) and Proposition 3, respectively. \(\square\)
Remark 2.

(i) Our results above generalise the results in [17, 45], because the parameter $\mu_k$ considered by these authors is equal to $\xi \|h(x_k)\|^\alpha$. Furthermore, in their convergence results, cf. [17, Theorem 4.1 and Theorem 4.2] and [45, Theorem 2.1 and Theorem 2.2], the authors assume $\delta > \max \left\{ \frac{1}{3}, \frac{2+\eta}{3} \right\}$ and $\delta > \max \left\{ \frac{\sqrt{8+4\eta+4}}{8}, \frac{1}{2+\eta} + \frac{\eta+1}{4} \right\} > \sqrt{\frac{5}{2}}$, respectively, which both entail $\delta > \frac{1}{\alpha} + \sqrt{\frac{33}{8}}$, so we have slightly improved the lower bound on $\delta$ for the superlinear convergence in Theorem 1.

(ii) The values of $\delta_2$ and $\delta_3$ are maximised when $\eta = \frac{64}{8+2}$ and $\eta \in [1, 2\delta]$, respectively, in which case $\delta_2 = \frac{4\delta^2+2\delta}{8+2\delta}$ and $\delta_3 = \frac{2\delta}{2-\delta}$, and $\delta_2 \leq \delta_3$.

As a direct consequence of Theorem 1, we can derive quadratic convergence of the sequence generated by LLM whenever $\delta = 1$ and $\eta \in [1, 2]$.

Corollary 1. Assume that $\delta = 1$ and $\eta \in [1, 2]$. Then, there exists $\tau > 0$ such that for every sequence $\{x_k\}$ generated by LLM with $x_0 \in B(x^*, \tau)$, one has that $\{\text{dist}(x_k, \Omega)\}$ converges to 0 at least quadratically. Moreover, the sequence $\{x_k\}$ converges quadratically to a solution $x^* \in \Omega \cap B(x^*, \tau/2)$.

The question of whether the sequence $\{\text{dist}(x_k, \Omega)\}$ converges to 0 when $\delta < \frac{1}{\alpha} + \sqrt{\frac{33}{8}}$ remains open. However, with the additional assumption that $\psi$ satisfies the Lojasiewicz gradient inequality (which holds for real analytic functions) and a slight modification of $\mu_k$, we can prove that the sequences $\{\text{dist}(x_k, \Omega)\}$ and $\{\psi(x_k)\}$ converge to 0 for all $\delta \in (0, 1]$, and we can also provide a rate of convergence that depends on the exponent of the Lojasiewicz gradient inequality. This is the subject of the next subsection.

3.1 Convergence analysis under the Lojasiewicz gradient inequality

In this subsection, under the assumption that the Lojasiewicz gradient inequality holds, we prove that the sequences $\{\text{dist}(x_k, \Omega)\}$ and $\{\psi(x_k)\}$ converge to 0 for all $\delta \in [0, 1]$. To do that, we make use the following two lemmas.

Lemma 1. Let $\{s_k\}$ be a sequence in $\mathbb{R}_+$ and let $\alpha, \nu$ be some nonnegative constants. Suppose that $s_k \to 0$ and that the sequence satisfies

$$s_k^\alpha \leq \nu(s_k - s_{k+1}), \quad \text{for all } k \text{ sufficiently large.} \quad (29)$$

Then

(i) if $\alpha = 0$, the sequence $\{s_k\}$ converges to 0 in a finite number of steps;

(ii) if $\alpha \in [0, 1]$, the sequence $\{s_k\}$ converges linearly to 0 with rate $1 - \frac{1}{\nu}$;

(iii) if $\alpha > 1$, there exists $\varsigma > 0$ such that

$$s_k \leq \varsigma k^{-\frac{\alpha}{\alpha-1}}, \quad \text{for all } k \text{ sufficiently large.}$$

Proof. See [2, Lemma 1].

□ □
Lemma 2. The sequence \( \{x_k\} \) generated by LLM satisfies
\[
\|d_k\| \leq \frac{1}{2\sqrt{\mu_k}}\|h(x_k)\|,
\]
and
\[
\|h(x_{k+1})\|^2 \leq \|h(x_k)\|^2 + \frac{L^2}{4}\|d_k\|^2 + L\|h(x_k)\| - \mu_k. \tag{30}
\]

Proof. See [26, Theorem 2.5 and Lemma 2.3].

In our main result of this subsection, we prove the convergence to 0 of the sequences \( \{\text{dist}(x_k, \Omega)\} \) and \( \{\psi(x_k)\} \) as long as the parameter \( \mu_k \) in LLM is updated in such a way that \( \mu_k \in [\mu_{\text{min}}, \mu_{\text{max}}] \) for all \( k \), where \( \mu_{\text{min}} \) and \( \mu_{\text{max}} \) are some positive constants.

Theorem 2. Suppose that \( \psi \) satisfies the Lojasiewicz gradient inequality (9) with exponent \( \theta \in [0, 1] \). Assume that the updating rule for \( \mu_k \) is defined in such a way that for every bounded sequence \( \{x_k\} \) generated by LLM, there exist some positive constants \( \mu_{\text{min}} \) and \( \mu_{\text{max}} \) such that \( \mu_k \in [\mu_{\text{min}}, \mu_{\text{max}}] \) for all \( k \).

Then, there exist positive constants \( s \) and \( \bar{s} \) such that, for every \( x_0 \in B(x^*, s) \) and every sequence \( \{x_k\} \) generated by LLM, one has \( \{x_k\} \subset B(x^*, \bar{s}) \) and the two sequences \( \{\psi(x_k)\} \) and \( \{\text{dist}(x_k, \Omega)\} \) converge to 0. Moreover, the following holds:

(i) if \( \theta = 0 \), the sequences \( \{\psi(x_k)\} \) and \( \{\text{dist}(x_k, \Omega)\} \) converge to 0 in a finite number of steps;

(ii) if \( \theta \in [0, \frac{1}{2}] \), the sequences \( \{\psi(x_k)\} \) and \( \{\text{dist}(x_k, \Omega)\} \) converge linearly to 0;

(iii) if \( \theta \in \left[\frac{1}{2}, 1\right] \), there exist some positive constants \( \varsigma_1 \) and \( \varsigma_2 \) such that, for all large \( k \),
\[
\psi(x_k) \leq \varsigma_1 k^{-\frac{\theta}{2\theta - 1}} \quad \text{and} \quad \text{dist}(x_k, \Omega) \leq \varsigma_2 k^{-\frac{\theta}{2\theta - 1}}.
\]

Proof. The proof has three key parts.

In the first part of the proof, we will set the values of \( s \) and \( \bar{s} \). Let \( \varepsilon > 0 \) and \( \kappa > 0 \) be such that (9) holds. Let \( \bar{s} := \min\{r, \varepsilon\} > 0 \). Then, by the assumption on the updating rule for \( \mu_k \) and by Assumption (A2), there exist some positive constants \( v_{\text{min}} \) and \( v_{\text{max}} \) such that
\[
\mu_k \geq v_{\text{min}} \quad \text{and} \quad \|
abla h(x_k)\| + \mu_k \leq v_{\text{max}}, \quad \text{whenever} \ x_k \in B(x^*, \bar{s}). \tag{31}
\]

Make \( \bar{s} \) smaller if needed so that
\[
v_{\text{min}} \geq \frac{2 + \sqrt{5}}{4} L\|h(x)\|, \quad \forall x \in B(x^*, \bar{s}). \tag{32}
\]

For all \( x \in B(x^*, \bar{s}) \), one has by (12) that
\[
\psi(x) = \frac{1}{2}\|h(x) - h(x^*)\|^2 \leq \frac{L^2}{2}\|x - x^*\|^2 \leq \frac{L^2}{2}\|x - x^*\|, \tag{33}
\]
since \( \bar{s} \leq r < 1 \). Let
\[
\Delta := \frac{2^{\theta} KL^2 (1-\theta) v_{\max}}{(1-\theta) v_{\min}} \quad \text{and} \quad s := \left( \frac{\bar{s}}{1+\Delta} \right)^{1/\bar{s}}.
\]

Then, since \( \bar{s} < 1 \) and \( \theta \in [0, 1] \), we have \( s \leq \bar{s} \).

Pick any \( x_0 \in \mathbb{B}(x^*, \bar{s}) \) and let \( \{x_k\} \) be the sequence generated by LLM. It follows from Lemma 2 that
\[
\psi(x_{k+1}) \leq \psi(x_k) - \frac{1}{2} d_k^T H_k d_k + \frac{\|d_k\|^2}{2\mu_k} \left( \frac{L^2}{16} \|h(x_k)\|^2 + L\mu_k \|h(x_k)\| - \mu_0^2 \right),
\]
for all \( k \), where \( H_k = \nabla h(x_k) \nabla h(x_k)^T + \mu_k I \), since \( d_k = -H_k^{-1} \nabla h(x_k) h(x_k) \).

In the second part of the proof, we will prove by induction that
\[
x_i \in \mathbb{B}(x^*, \bar{s}) \quad \text{and} \quad \|d_{i-1}\| \leq \frac{2^{\theta} \mu_{\max}}{(1-\theta) v_{\min}} \left( \psi(x_{i-1})^{1-\theta} - \psi(x_i)^{1-\theta} \right)
\]
for all \( i = 1, 2, \ldots \). Since \( x_0 \in \mathbb{B}(x^*, \bar{s}) \), we have by (32) that
\[
\mu_0 \geq v_{\min} \geq \frac{2 + \sqrt{5}}{4} L\|h(x_0)\|,
\]
which implies
\[
\frac{L^2}{16} \|h(x_0)\|^2 + L\mu_0 \|h(x_0)\| - \mu_0^2 \leq 0.
\]
Therefore, from (34), we get
\[
\psi(x_1) \leq \psi(x_0) - \frac{1}{2} d_0^T H_0 d_0 \leq \psi(x_0) - \frac{v_{\min}}{2} \|d_0\|^2.
\]

Observe that the convexity of the function \( \varphi(t) := -t^{1-\theta} \) with \( t > 0 \) yields
\[
\psi(x)^{1-\theta} - \psi(y)^{1-\theta} \geq (1-\theta)(\psi(x)^{\theta} - \psi(y)^{\theta}), \quad \forall x,y \in \mathbb{R}^m \setminus \Omega.
\]

By combining (36) with (37), we deduce
\[
\psi(x_0)^{1-\theta} - \psi(x_1)^{1-\theta} \geq \frac{(1-\theta) v_{\min}}{2} \psi(x_0)^{-\theta} \|d_0\|^2
\]
Since \( x_0 \in \mathbb{B}(x^*, s) \) \( \subseteq \mathbb{B}(x^*, \bar{s}) \), we have by (31) that \( \|H_0\| \leq v_{\max} \). Further, from the Łojasiewicz gradient inequality (9), it holds
\[
\psi(x_0)^{\theta} \leq \kappa \|\nabla \psi(x_0)\| \leq \kappa \|H_0\||d_0\| \leq \kappa v_{\max} ||d_0||.
\]

From the last inequality, together with (38) and then (33), we obtain
\[
\|d_0\| \leq \frac{2^{\theta} \mu_{\max}}{(1-\theta) v_{\min}} \psi(x_0)^{1-\theta} \psi(x_1)^{1-\theta}
\]
Therefore, \( x_1 \in \mathbb{B}(x^*, \overline{\tau}) \). Assume now that (35) holds for all \( i = 1, \ldots, k \). Since \( x_k \in \mathbb{B}(x^*, \overline{\tau}) \), by the assumption on \( \mu_k \) and (32), we have

\[
\mu_k \geq \nu_{\min} \geq \frac{2 + \sqrt{5}}{4} L \|h(x_k)\|,
\]

which implies

\[
\frac{L^2}{16} \|h(x_k)\|^2 + L \mu_k \|h(x_k)\| - \mu_k^2 \leq 0.
\]

Therefore, by (34), we get

\[
\psi(x_{k+1}) \leq \psi(x_k) - \frac{1}{2} d_k^T H_k d_k \leq \psi(x_k) - \frac{\nu_{\min}}{2} \|d_k\|^2.
\]

Combining the latter inequality with (37), we deduce

\[
\psi(x_k)^{1-\theta} - \psi(x_{k+1})^{1-\theta} \geq \frac{(1 - \theta) \nu_{\min}}{2} \|d_k\|^2 \quad (40)
\]

Further, since \( x_k \in \mathbb{B}(x^*, \overline{\tau}) \), from the Łojasiewicz gradient inequality (9) and (31), it holds

\[
\psi(x_k)^{\theta} \leq \kappa \|\nabla \psi(x_k)\| \leq \kappa \|H_k\| \|d_k\| \leq \kappa \nu_{\max} \|d_k\|.
\]

From the last inequality and (40), we deduce

\[
\|d_k\| \leq \frac{2 \kappa \nu_{\max}}{(1 - \theta) \nu_{\min}} (\psi(x_k)^{1-\theta} - \psi(x_{k+1})^{1-\theta}),
\]

which proves the second assertion in (35) for \( i = k + 1 \). Hence, by (33), we have

\[
\|x_{k+1} - x^*\| \leq \|x_0 - x^*\| + \sum_{i=0}^k \|d_i\|
\]

\[
\leq \|x_0 - x^*\| + \frac{2 \kappa \nu_{\max}}{(1 - \theta) \nu_{\min}} \sum_{i=0}^k (\psi(x_i)^{1-\theta} - \psi(x_{i+1})^{1-\theta})
\]

\[
= \|x_0 - x^*\| + \frac{2 \kappa \nu_{\max}}{(1 - \theta) \nu_{\min}} (\psi(x_0)^{1-\theta} - \psi(x_{k+1})^{1-\theta})
\]

\[
\leq \|x_0 - x^*\| + \frac{2 \kappa \nu_{\max}}{(1 - \theta) \nu_{\min}} \psi(x_0)^{1-\theta}
\]

\[
\leq (1 + \Delta) \|x_0 - x^*\|^{1-\theta} \leq (1 + \Delta) s^{1-\theta} = \overline{\tau},
\]

which proves the first assertion in (35) for \( i = k + 1 \). This completes the second part of the proof.

In the third part of the proof, we will finally show the assertions in the statement of the theorem. From the second part of the proof we know that \( x_k \in \mathbb{B}(x^*, \overline{\tau}) \) for all \( k \). This, together with the assumption on \( \mu_k \) and (31), implies that \( \|H_k\| \leq \nu_{\max} \) for all \( k \). Thus,

\[
d_k^T H_k d_k = \nabla \psi(x_k)^T H_k^{-1} \nabla \psi(x_k) \geq \frac{1}{\|H_k\|} \|\nabla \psi(x_k)\|^2 \geq \frac{1}{\nu_{\max}} \|\nabla \psi(x_k)\|^2.
\]

Therefore, by (39), we have

\[
\psi(x_{k+1}) \leq \psi(x_k) - \frac{1}{2 \nu_{\max}} \|\nabla \psi(x_k)\|^2.
\]
It follows from the Łojasiewicz gradient inequality (9) and the last inequality that
\[ \psi(x_{k+1}) \leq \psi(x_k) - \frac{1}{2\kappa^2 \upsilon_{\text{max}}} \psi(x_k)^{2\theta}. \]
This implies that \( \{\psi(x_k)\} \) converges to 0. By applying Lemma 1 with \( s_k := \psi(x_k), \nu := 2\kappa^2 \upsilon_{\text{max}} \) and \( \alpha := 2\theta \), we conclude that the rate of convergence depends on \( \theta \) as claimed in (i)-(iii). Finally, observe that \( \{\text{dist}(x_k, \Omega)\} \) converges to 0 with the rate stated in (i)-(iii) thanks to the Hölder metric subregularity of \( h \).

\[ \square \]

**Remark 3.** Theorem 2 covers many possibilities for updating the parameter \( \mu_k \):

(i) The constant sequence \( \mu_k := \mu > 0 \) for all \( k \) clearly satisfies the updating assumption for \( \mu_k \) in Theorem 2, and thus, LLM with \( \mu_k = \mu \) instead of (6) gives rise to a convergent sequence satisfying Theorem 2.

(ii) If instead of using \( \mu_k \) defined in (6), we use
\[ \mu_k := \max\{\mu_{\text{min}}, \xi_k\|h(x_k)\|^\eta + \omega_k\|\nabla h(x_k)h(x_k)\|^\eta\}, \]
where \( \mu_{\text{min}} \) is a small positive number, then Theorem 2 holds, as (41) satisfies the updating assumption for \( \mu_k \) because of (A2) and the fact that \( \xi_k \leq \xi_{\text{max}} \) and \( \omega_k \leq \omega_{\text{max}} \).

In our second main result of this subsection, for a sequence generated by LLM with \( \mu_k \) updated by (6), we prove the convergence of \( \{\psi(x_k)\} \) and \( \{\text{dist}(x_k, \Omega)\} \) to 0, as long as the entire sequence \( \{x_k\} \) remains sufficiently close to the solution \( x^\ast \).

**Theorem 3.** Suppose that \( \psi \) satisfies the Łojasiewicz gradient inequality (9) with exponent \( \theta \in [0, 1] \). Then, there exists a positive constant \( s \) such that, for every sequence \( \{x_k\} \) generated by LLM with \( \mu_k \) updated by (6), \( \eta \in [0, 1] \) and \( x_k \in B(x^\ast, s) \) for all \( k \), one has that the two sequences \( \{\psi(x_k)\} \) and \( \{\text{dist}(x_k, \Omega)\} \) converge to 0. Moreover, the statements (i)-(iii) in Theorem 2 hold.

**Proof.** Since \( \eta \in [0, 1] \), there exists a positive constant \( s \leq \min\{r, \varepsilon\} \) such that
\[ \xi_{\text{min}}\|h(x)\|^\eta \geq \frac{2 + \sqrt{5}}{4} L\|h(x)\|, \quad \forall x \in B(x^\ast, s). \]
Let \( \{x_k\} \) be a sequence generated by LLM be such that \( x_k \in B(x^\ast, s) \), for all \( k \). It follows from Lemma 2 that (34) holds. By the definition of \( \mu_k \) in (6) and (42), we have
\[ \mu_k \geq \xi_{\text{min}}\|h(x_k)\|^\eta \geq \frac{2 + \sqrt{5}}{4} L\|h(x_k)\|, \]
which implies
\[ \frac{L^2}{16} \|h(x_k)\|^2 + L\mu_k\|h(x_k)\| - \mu_k^2 \leq 0. \]
Therefore,
\[ \psi(x_{k+1}) \leq \psi(x_k) - \frac{1}{2} d_k^2 H_k d_k. \]
Further, since \( x_k \in B(x^\ast, s) \), there exists \( \lambda_{\text{max}} \) such that \( \|H_k\| \leq \lambda_{\text{max}} \) for all \( k \). The rest of the proof is the same as in Theorem 2.

\[ \square \]
Example 2. Let $h : \mathbb{R} \to \mathbb{R}$ be defined by $h(x) := |x|^\alpha$ with $\alpha \in [2, +\infty[$. Then, one has that $h'(x) = \alpha \text{sign}(x)|x|^{\alpha-1}$ is locally Lipschitz continuous around the unique solution $x^* = 0$. Moreover, the Hölder metric subregularity condition (7) holds with $\beta = 1$ and $\delta = \frac{\alpha}{\pi}$, and the Lojasiewicz gradient inequality (9) holds for $\psi(x) = \frac{1}{2}|x|^{2\alpha}$ with exponent $\theta = 1 - \frac{1}{2\alpha}$. Theorem 2 guarantees the local convergence of the sequence $\{x_k\}$ generated by LLM, as long as the starting point $x_0$ is chosen sufficiently close to 0. Nevertheless, as $\theta > \frac{1}{2}$, linear convergence is not guaranteed. The sequence is given by

$$x_{k+1} = x_k - \frac{\alpha \text{sign}(x_k)|x_k|^{2\alpha-1}}{\alpha^2 \text{sign}(x_k)|x_k|^{2\alpha-2} + \mu_k} = \left(1 - \frac{\alpha}{\alpha^2 \text{sign}(x_k)|x_k|^{2\alpha-2} + \mu_k}\right) x_k.$$

Pick any initial point $x_0 > 0$. Then, one has

$$x_{k+1} = \left(1 - \frac{\alpha}{\alpha^2 + \mu_k|x_k|^{2-2\alpha}}\right) x_k \in ]0, x_k[ , \quad \forall k.$$

If $\mu_k > \mu_{\text{min}} > 0$ for all $k$, we deduce from (44) that $\{x_k\}$ is sublinearly convergent to 0, in accordance with Theorem 2.

Consider now $\mu_k$ given by (6) with $\xi_k = \omega_k = \frac{1}{2}$ and $\eta = \frac{6\alpha}{\delta + 2} = \frac{6}{1+2\alpha}$. Then,

$$\mu_k = \frac{1}{2}x_k^{\frac{6\alpha}{1+2\alpha}} + \frac{\alpha^\eta}{2} x_k^{\frac{6(2\alpha-1)}{1+2\alpha}},$$

and we get

$$x_{k+1} = \left(1 - \frac{\alpha}{\alpha^2 + \frac{6\alpha}{1+2\alpha} + \frac{\alpha\eta}{2} x_k^{\frac{6(2\alpha-1)}{1+2\alpha}+2-2\alpha}}\right) x_k,$$

leading to $x_k \to 0$. To analyse the rate of convergence of this sequence, we need to distinguish three different cases, depending on the value of $\alpha$:

(i) If $\alpha \in \left[2, 1 + \frac{\sqrt{5}}{2}\right]$, then $0 < \frac{6\alpha}{1+2\alpha} + 2 - 2\alpha < \frac{6(2\alpha-1)}{1+2\alpha} + 2 - 2\alpha$, i.e.,

$$\lim_{k \to \infty} \frac{x_{k+1}}{x_k} = \lim_{k \to \infty} \left(1 - \frac{\alpha}{\alpha^2 + \frac{1}{2} x_k^{\frac{6\alpha}{1+2\alpha}+2-2\alpha} + \frac{\alpha^\eta}{2} x_k^{\frac{6(2\alpha-1)}{1+2\alpha}+2-2\alpha}}\right) = 1 - \frac{1}{\alpha} < 1,$$

implying that $\{x_k\}$ converges to 0 linearly.

(ii) If $\alpha = 1 + \frac{\sqrt{5}}{2}$, then $0 = \frac{6\alpha}{1+2\alpha} + 2 - 2\alpha < \frac{6(2\alpha-1)}{1+2\alpha} + 2 - 2\alpha$, i.e.,

$$\lim_{k \to \infty} \frac{x_{k+1}}{x_k} = \lim_{k \to \infty} \left(1 - \frac{\alpha}{\alpha^2 + \frac{1}{2} + \frac{\alpha^\eta}{2} x_k^{\frac{6(2\alpha-1)}{1+2\alpha}+2-2\alpha}}\right) = 1 - \frac{\alpha}{\alpha^2 + 1} < 1,$$

implying that $\{x_k\}$ converges to 0 linearly.
(iii) If \( \alpha \in \left[1 + \frac{\sqrt{5}}{2}, +\infty\right] \), then \( \frac{6\alpha}{2 + 2\alpha} + 2 - 2\alpha < 0 \), i.e.,

\[
\lim_{k \to \infty} \frac{x_{k+1}}{x_k} = 1,
\]

which means that \( \{x_k\} \) converges to 0 sublinearly.

Observe that \( \alpha \geq 2 \) corresponds with \( \frac{\sqrt{5}}{2} \leq \frac{1}{\alpha} \leq \frac{1}{2} \). Theorem 1 cannot be applied to the function \( h \) (unless \( \alpha = 1 \)). On one hand, \( h' \) is not locally Lipschitz around the origin when \( \alpha \in [0, 1] \cup [1, 2] \). On the other hand, superlinear convergence is only guaranteed by Theorem 1 for values of \( \delta \) greater than \( \frac{1}{1+\sqrt{33}} \approx 0.5931 \), which correspond with values of \( \alpha \) smaller than \( \frac{8}{1+\sqrt{33}} \approx 1.6861 \).

Example 3. Let us investigate the rate of convergence of the sequence \( \{x_k\} \) generated by LLM for the Powell singular function (10) and the Rosenbrock function \( h : \mathbb{R}^2 \to \mathbb{R}^2 \), which is given by

\[
h(x_1, x_2) = (10(x_2 - x_1^2), 1 - x_1). \]

It is clear that the solutions of the nonlinear system (1) for the Powell singular and the Rosenbrock functions are unique and given by \( x^* = (0, 0, 0, 0) \) and \( x^* = (1, 1) \), respectively. Since the solution for both problems is unique, we have \( \text{dist}(x_k, \Omega) = \|x_k - x^*\| \). We run LLM with \( \eta = 1.2 \) and \( \xi_k = \omega_k = 0.5 \) for both functions, using as starting points \( x_0 = (0.5, -0.5, 1, 0.3) \) and \( x_0 = (0.6, 1.4) \) for the Powell singular and the Rosenbrock functions, respectively. In order to analyse the convergence rate of the sequence \( \{x_k\} \), we consider the ratio

\[
\Delta_q(x_k, x^*) := \frac{\|x_{k+1} - x^*\|}{\|x_k - x^*\|^q}, \quad \text{with } q \in [1, 2].
\]

In Figure 2, we draw \( \Delta_q(x_k, x^*) \) for \( q \in \{1, 1.25, 1.5, 1.75, 2\} \), where \( q = 1 \) stands for the linear convergence, \( q \in \{1.25, 1.5, 1.75\} \) stand for the superlinear convergence, and \( q = 2 \) stands for the quadratic convergence.

(a) Powell singular function

(b) Rosenbrock function

Figure 2: Plots of the ratios \( \Delta_q(x_k, x^*) \) for the Powell singular and Rosenbrock functions, where the Powell singular function attains the linear convergence and the Rosenbrock function obtains the quadratic convergence.
From Figure 2(a), it can be seen that the ratio $\Delta q(x_k, x^*)$ with $q = 1$ is convergent to a point in the interval $[0, 1]$, while the other ratios for $q \neq 1$ are divergent, which occurs when the sequence $\{x_k\}$ generated by LLM is linearly convergent. We can deduce the convergence of $\{\text{dist}(x_k, \Omega)\} = \{|x_k|\}$ to 0 from Theorem 2(iii). Unfortunately, linear convergence cannot be guaranteed because the Lojasiewicz gradient inequality (9) does not hold for $\theta = \frac{1}{2}$. Indeed, for any $\kappa > 0$, one has

$$|\psi(10x_1, -x_1, x_1, x_1) - \psi(0)| - \kappa^2 \|\nabla \psi(10x_1, -x_1, x_1, x_1)\|^2 = 65691x_1^4 - 1700669520\kappa^2 x_1^6,$$

which is positive when $x_1$ is sufficiently small.

Figure 2(b) shows the ratios $\Delta_q(x_k, x^*)$ for the Rosenbrock mapping. One can see that $\Delta_1(x_k, x^*)$ is convergent to 0, which happens when the rate of convergence is superlinear. Since $\Delta_q(x_k, x^*)$ for $q \in \{1.25, 1.5, 1.75, 2\}$ are decreasing and bounded above by 10, the rate of convergence seems to be quadratic. Indeed, this is the case: Corollary 1 guarantees the quadratic convergence for all $\eta \in [1, 2]$, because $\nabla h(0, 0)$ is nonsingular (in which case (7) is valid with $\delta = 1$).

4 Application to biochemical reaction networks

In this section, we introduce first a class of nonlinear equations arising in the study of biochemistry, cf. [14]. After that, we compare the performance of LLM with some state-of-the-art algorithms for finding steady states of nonlinear systems of biochemical networks on 21 different real data biological models.

4.1 Nonlinear systems in biochemical reaction networks

Consider a biochemical network with $m$ molecular species and $n$ reversible elementary reactions\(^1\). We define forward and reverse stoichiometric matrices, $F, R \in \mathbb{Z}_{=}^{m \times n}$, respectively, where $F_{ij}$ denotes the stoichiometry\(^2\) of the $i$th molecular species in the $j$th forward reaction and $R_{ij}$ denotes the stoichiometry of the $i$th molecular species in the $j$th reverse reaction. We assume that every reaction conserves mass, that is, there exists at least one positive vector $l \in \mathbb{R}^m_{++}$ satisfying $(R - F)^T l = 0$, cf. [16]. The matrix $N := R - F$ represents net reaction stoichiometry and may be viewed as the incidence matrix of a directed hypergraph, see [28]. We assume that there are less molecular species than there are net reactions, that is $m < n$. We assume the cardinality of each row of $F$ and $R$ is at least one, and the cardinality of each column of $R - F$ is at least two. The matrices $F$ and $R$ are sparse and the particular sparsity pattern depends on the particular biochemical network being modeled. Moreover, we also assume that rank$([F, R]) = m$, which is a requirement for kinetic consistency, cf. [15].

Let $c \in \mathbb{R}^m_{++}$ denote a variable vector of molecular species concentrations. Assuming constant nonnegative elementary kinetic parameters $k_f, k_r \in \mathbb{R}^n_{+}$, we

\(^1\)An elementary reaction is a chemical reaction for which no intermediate molecular species need to be postulated in order to describe the chemical reaction on a molecular scale.

\(^2\)Reaction stoichiometry is a quantitative relationship between the relative quantities of molecular species involved in a single chemical reaction.
assume elementary reaction kinetics for forward and reverse elementary reaction rates as \( s(k_f, c) := \exp(\ln(k_f) + F^T \ln(c)) \) and \( r(k_r, c) := \exp(\ln(k_r) + R^T \ln(c)) \), respectively, where \( \exp(\cdot) \) and \( \ln(\cdot) \) denote the respective componentwise functions, see, e.g., [2, 15]. Then, the deterministic dynamical equation for time evolution of molecular species concentration is given by

\[
\frac{dc}{dt} \equiv N(s(k_f, c) - r(k_r, c)) = N \left( \exp(\ln(k_f) + F^T \ln(c)) - \exp(\ln(k_r) + R^T \ln(c)) \right) =: -f(c).
\]

A vector \( c^* \) is a steady state if and only if it satisfies

\[
f(c^*) = 0.
\]

Note that a vector \( c^* \) is a steady state of the biochemical system if and only if

\[
s(k_f, c^*) - r(k_r, c^*) \in \mathcal{N}(N),
\]

where \( \mathcal{N}(N) \) denotes the null space of \( N \). Therefore, the set of steady states \( \Omega = \{ c \in \mathbb{R}_m^+, f(c) = 0 \} \) is unchanged if we replace the matrix \( N \) by a matrix \( \tilde{N} \) with the same kernel. Suppose that \( \tilde{N} \in \mathbb{Z}^{r \times n} \) is the submatrix of \( N \) whose rows are linearly independent, then rank \((\tilde{N}) = \text{rank}(N) =: r \). If one replaces \( N \) by \( \tilde{N} \) and transforms (45) to logarithmic scale, by letting \( x := \ln(c) \in \mathbb{R}_m^+ \), \( k := [\ln(k_f)^T, \ln(k_r)^T]^T \in \mathbb{R}^{2n} \), then the right-hand side of (45) is equal to the function

\[
\tilde{f}(x) := [\tilde{N}, -\tilde{N}] \exp \left( k + [F, R]^T x \right),
\]

where \([\cdot, \cdot]\) stands for the horizontal concatenation operator.

Let \( L \in \mathbb{R}^{m-r, m} \) denote a basis for the left nullspace of \( N \), which implies \( LN = 0 \). We have \( \text{rank}(L) = m - r \). We say that the system satisfies moiety conservation if for any initial concentration \( c_0 \in \mathbb{R}_m^+ \), it holds

\[
L c = L \exp(x) = l_0,
\]

where \( l_0 \in \mathbb{R}_m^+ \). It is possible to compute \( L \) such that each corresponds to a structurally identifiable conserved moiety in a biochemical network, cf. [19]. The problem of finding the moiety conserved steady state of a biochemical reaction network is equivalent to solving the nonlinear equation (1) with

\[
h(x) := \begin{pmatrix}
\tilde{f}(x) \\
L \exp(x) - l_0
\end{pmatrix}.
\]
Let \( A := [\bar{N}, -\bar{N}] \) and \( B := [F, R]^T \). Then we can write
\[
\psi(x) = \frac{1}{2} \|h(x)\|^2 = \frac{1}{2} h(x)^T h(x)
\]
\[
= \frac{1}{2} \exp(k + Bx)^T A^T A \exp(k + Bx)
+ \frac{1}{2} (L \exp(x) - l_0)^T (L \exp(x) - l_0)
\]
\[
= \exp(k + Bx)^T Q \exp(k + Bx) + \frac{1}{2} (L \exp(x) - l_0)^T (L \exp(x) - l_0)
\]
\[
= \sum_{p,q=1}^{2n} Q_{p,q} \exp \left( k_p + k_q + \sum_{i=1}^{m} (B_{pi} + B_{qi}) x_i \right)
\]
\[
+ \frac{1}{2} (L \exp(x) - l_0)^T (L \exp(x) - l_0),
\]
where \( Q = A^T A \). Since \( B_{ij} \) are nonnegative integers for all \( i \) and \( j \), we conclude that the function \( \psi \) is real analytic (see Proposition 2.2.2 and Proposition 2.2.8 in [40]). It follows from Fact 1 and the discussion after it in Section 2 that the mapping \( h \) is Hölder metrically subregular at \( (x^*, 0) \).

### 4.2 Computational experiments

In this subsection, we first tune the parameter \( \eta \) for LLM and then compare it with some state-of-the-art Levenberg–Marquard methods for solving the nonlinear system (1) with \( h \) defined by (47).

In our comparison, \( N_f \) and \( T \) denote the total number of function evaluations and the running time, respectively. To illustrate the results, we used the Dolan and Moré performance profile [6] with the performance measures \( N_f \) and \( T \). In this procedure, the performance of each algorithm is measured by the ratio of its computational outcome versus the best numerical outcome of all algorithms. This performance profile offers a tool to statistically compare the performance of algorithms. Let \( S \) be a set of all algorithms and \( \mathcal{P} \) be a set of test problems. For each problem \( p \) and algorithm \( s \), \( t_{p,s} \) denotes the computational outcome with respect to the performance index, which is used in the definition of the performance ratio
\[
r_{p,s} := \min \left\{ t_{p,s} : s \in S \right\}.
\]
If an algorithm \( s \) fails to solve a problem \( p \), the procedure sets \( r_{p,s} := r_{\text{failed}} \), where \( r_{\text{failed}} \) should be strictly larger than any performance ratio (48). Let \( n_p \) be the number of problems in the experiment. For any factor \( \tau \in \mathbb{R} \), the overall performance of an algorithm \( s \) is given by
\[
\rho_s(\tau) := \frac{1}{n_p} \text{size}\{ p \in \mathcal{P} : r_{p,s} \leq \tau \}.
\]
Here, \( \rho_s(\tau) \) is the probability that a performance ratio \( r_{p,s} \) of an algorithm \( s \in S \) is within a factor \( \tau \) of the best possible ratio. The function \( \rho_s(\tau) \) is a distribution function for the performance ratio. In particular, \( \rho_s(1) \) gives the probability that an algorithm \( s \) wins over all other considered algorithms, and \( \lim_{\tau \to r_{\text{failed}}} \rho_s(\tau) \) gives the probability that algorithm \( s \) solves all considered problems. Therefore,
this performance profile can be considered as a measure of efficiency among all considered algorithms. In Figures 3 and 4, the number $\tau$ is represented in the $x$-axis, while $P(r_{p,s} \leq \tau : 1 \leq s \leq n_s)$ is shown in the $y$-axis.

Let us now apply LLM to the system of nonlinear equations (47). In a first step, we tuned the parameter $\eta$ to get the best performance of LLM. To this end, we apply five versions of LLM associated to the parameter $\eta \in \{0.6, 0.8, 1.0, 1.2, 1.4\}$ to the nonlinear system (47) defined by 21 biological models. The results of this comparison are summarised in Table 1 and Figure 3. From Table 1, it can be seen that LLM with $\eta = 1.2$ outperforms the others with respect to the number of function evaluations and the running time. Figure 3 displays the performance profiles for the number of function evaluations and the running time. It shows that best results are attained for $\eta = 1.2$.

We now compare LLM with the following Levenberg–Marquard methods:

- LLM-YF: with $\mu_k = \|h(x_k)\|^2$, given by Yamashita and Fukushima [43];
- LLM-FY: with $\mu_k = \|h(x_k)\|$, given by Fan and Yuan [11];
- LLM-F: with $\mu_k = \|\nabla h(x_k)h(x_k)\|$, given by Fischer [12].

It is clear that all of these three methods are special case of LLM by selecting suitable parameters $\xi_k$, $\omega_k$, and $\eta$. In our implementation, all codes were written in MATLAB and runs were performed on a Dell Precision Tower 7000 Series 7810 (Dual Intel Xeon Processor E5-2620 v4 with 32 GB RAM). The algorithms were stopped whenever either

$$\|h(x_k)\| \leq \max \{10^{-6}, 10^{-12}\|h(x_0)\|\} \quad \text{or} \quad \|\nabla \psi(x_k)\| \leq \max \{10^{-6}, 10^{-12}\|\nabla \psi(x_0)\|\}$$

is satisfied, cf. [4]. On the basis of our experiments with the mapping (47), we set $\omega_k := 1 - \xi_k$ and

$$\xi_k := \begin{cases} 0.95 & \text{if } (0.95)^k > 10^{-2}, \\ \max \{(0.95)^k, 10^{-10}\} & \text{otherwise}. \end{cases}$$

Figure 3: Performance profile the number of function evaluations ($N_f$) and the running time ($T$) of LLM to tune the parameter $\eta$, with $\eta \in \{0.6, 0.8, 1.0, 1.2, 1.4\}$, where the best performance attained by $\eta = 1.2$. 

![Graph showing performance profiles](image.png)
The initial point is set to $x_0 = 0$. We stop the algorithms if either (49) holds or the maximum number of iterations (say 100,000) is reached. The results of our implementation are summarised in Table 2 and Figure 4. In Figures 4(a) and 4(b), we see that LLM attains the most wins, by about 86% and 87%, for the number of function evaluations and the running time, respectively. Moreover, while LLM-F outperforms LLM-YF and LLM-FY, we find that LLM-YF obtains better results than LLM-FY for the considered problems.

![Figure 4: Performance profiles for the number of function evaluations ($N_f$) and the running time ($T$) of LLM-YF, LLM-FY, LLM-F, and LLM on a set of 21 biological models for the mapping (47) in which LLM outperforms the others significantly.](image)

In order to see the evolution of the merit function, we illustrate its value with respect to the number of iterations in Figure 5 for the mapping (47) with the biological models iAF692 and iNJ661. We limit the maximum number of iterations to 1,000. Clearly, LLM attains the best results, followed by LLM-F. Both methods are competitive and seem to be more suited to biological problems than LLM-YF and LLM-FY.
Figure 5: Value of the merit function with respect to the number of iterations for the methods LLM-YF, LLM-FY, LLM-F, and LLM, when applied to the mapping (47) defined by the biological models iAF692 and iNJ661, where LLM performs better than the others.

5 Conclusion and further research

We have presented novel adaptive Levenberg–Marquardt methods for solving systems of nonlinear equations. We have analysed their local convergence under Hölder metric subregularity and the Lojasiewicz gradient inequality of the underlying function. These properties hold in many applied problems, as they are satisfied by any real analytic function. One of these applications is computing a solution to a system of nonlinear equations arising in biochemical reaction networks. We showed that such systems satisfy the Hölder metric subregularity assumption and we obtained superior performance, compared to existing Levenberg–Marquardt methods, for 21 different biological networks.

Several extensions to the present study are possible. It would be desirable to develop some Levenberg–Marquardt methods with faster local convergence under Hölder metric subregularity, as in [10]. A study of the local convergence of adaptive regularisation and trust-region methods [4, 5] would be of particular interest for Hölder metrically subregular mappings. Finally, a globally convergent version of the proposed Levenberg–Marquardt method would be desirable. One approach, which is currently being investigated, would be to combine the scheme with an Armijo-type line search and a trust-region technique. This will be reported in a separate article.
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Appendix

See Tables 1 and 2 for the summary results of the comparisons.
Table 1: The summary results of tuning the parameter $\eta$ for LLM with $\eta \in \{0.6, 0.8, 1.0, 1.2, 1.4\}$ to solve (47) with 21 biological models. For each model, the best number of function evaluations ($N_f$) and the best running time ($T$) are displayed in bold.

| Model                  | $\eta = 0.6$ | $\eta = 0.8$ | $\eta = 1.0$ | $\eta = 1.2$ | $\eta = 1.4$ |
|------------------------|--------------|--------------|--------------|--------------|--------------|
| Ecoli-core             | 402          | 493          | 689          | 689          | 689          |
| Ecoli                    | 1520         | 1193         | 1639         | 1656         | 1700         |
| Escherichia              | 193          | 1167         | 1427         | 1510         | 1577         |
| ImageNet                | 415          | 558          | 237          | 229          | 234          |
| ImageNet2               | 404          | 428          | 295          | 300          | 300          |
| iAF692                  | 614          | 669          | 2669         | 2669         | 2669         |
| iAF1260                 | 1520         | 1193         | 1639         | 1656         | 1700         |
| iBsu1103                | 1654         | 2102         | 2102         | 2102         | 2102         |
| iCB925                  | 524          | 595          | 233          | 220          | 220          |
| iIT341                  | 597          | 757          | 297          | 289          | 289          |
| iJN678                  | 524          | 595          | 233          | 220          | 220          |
| iJN746                  | 597          | 757          | 297          | 289          | 289          |
| iJO1366                 | 524          | 595          | 233          | 220          | 220          |
| iJR904                  | 524          | 595          | 233          | 220          | 220          |
| iMB745                  | 524          | 595          | 233          | 220          | 220          |
| iNJ661                  | 524          | 595          | 233          | 220          | 220          |
| iRsp1095                | 524          | 595          | 233          | 220          | 220          |
| iSB619                  | 524          | 595          | 233          | 220          | 220          |
| iTZ479                  | 524          | 595          | 233          | 220          | 220          |
| iYL1228                 | 524          | 595          | 233          | 220          | 220          |
| Lactococcus MG1363     | 483          | 491          | 228          | 228          | 228          |
| Lactobacillus BioNet    | 483          | 491          | 228          | 228          | 228          |
| Staphylococcus           | 483          | 491          | 228          | 228          | 228          |
| Streptococcus            | 483          | 491          | 228          | 228          | 228          |
| Average                 | 483          | 491          | 228          | 228          | 228          |
Table 2: The summary results of LLM-YF, LLM-FY, LLM-F, and LLM for solving (47) with 21 biological models. For each model, the best number of function evaluations (\(N_f\)) and the best running time (\(T\)) are displayed in bold.

| Model               | \(m\) | \(n\) | \(r\) | LLM-YF   | LLM-FY   | LLM-F   | LLM   |
|---------------------|-------|-------|-------|----------|----------|---------|-------|
|                     | \(N_f\) | \(T\) | \(N_f\) | \(T\)    | \(N_f\) | \(T\)   | \(N_f\) | \(T\)   |
| Ecoli core          | 72     | 73    | 11    | 424      | 0.19     | 4533    | 2.11   | 95      | 0.05     | 128   | 0.05 |
| iAF692              | 462    | 493   | 32    | 1345     | 15.86    | 1449    | 17.10  | 215     | 2.44     | 185   | 2.11 |
| iAF1260             | 1520   | 1193  | 63    | 7325     | 1327.24  | 10729   | 1911.56| 435     | 77.72    | 407   | 73.11|
| iBsu103             | 993    | 1167  | 36    | 2314     | 152.88   | 7864    | 503.77 | 244     | 15.76    | 207   | 12.99|
| iCB925              | 415    | 558   | 29    | 809      | 9.53     | 7693    | 90.06  | 214     | 2.50     | 186   | 2.05 |
| iT341               | 424    | 428   | 32    | 1125     | 9.48     | 12615   | 103.32 | 222     | 1.90     | 178   | 1.45 |
| iJN678              | 641    | 669   | 52    | 1842     | 39.13    | 16123   | 346.28 | 320     | 6.80     | 239   | 4.95 |
| iJN746              | 727    | 797   | 27    | 2822     | 88.19    | 13991   | 419.20 | 260     | 7.91     | 216   | 6.50 |
| iJO1366             | 1654   | 2102  | 72    | 7720     | 1809.60  | 36534   | 8488.88| 359     | 83.59    | 283   | 64.73|
| iJP815              | 524    | 595   | 23    | \(4\)    | 0.05     | 100000  | 1976.03| 100000  | 1984.57  | 100000 | 1594.01|
| iJR904              | 597    | 757   | 33    | 2585     | 59.41    | 30172   | 688.88 | 282     | 6.31     | 212   | 4.82 |
| iMB745              | 525    | 598   | 35    | 640      | 10.86    | 13878   | 237.95 | 199     | 3.10     | 184   | 3.06 |
| iNJ661              | 651    | 764   | 47    | 2327     | 57.20    | 13383   | 329.42 | 331     | 8.17     | 225   | 5.63 |
| iRsp1095            | 966    | 1042  | 45    | 3779     | 232.80   | 25324   | 1531.54| 383     | 23.65    | 305   | 18.90|
| iSB619              | 462    | 508   | 27    | 1657     | 19.49    | 15049   | 166.39 | 201     | 2.24     | 180   | 1.96 |
| iT3466              | 583    | 606   | 54    | 1666     | 30.85    | 15504   | 291.13 | 249     | 4.54     | 200   | 3.71 |
| iTZ479\_v2          | 435    | 476   | 20    | 992      | 10.03    | 217     | 2.22  | 143     | 1.42     | 131   | 1.39 |
| iYL1228             | 1350   | 1695  | 69    | 5325     | 760.99   | 43410   | 6231.59| 422     | 60.86    | 282   | 41.79|
| L_lactis_MG1363     | 483    | 491   | 54    | 1501     | 18.34    | 13442   | 150.58 | 182     | 1.99     | 174   | 2.05 |
| Sc\_thermophilis\_rBioNet | 348    | 365   | 28    | 2559     | 15.73    | 100000  | 619.32 | 286     | 1.71     | 207   | 1.25 |
| T_Maritima          | 434    | 470   | 20    | 775      | 7.99     | 221     | 2.14  | 115     | 1.02     | 119   | 1.06 |
| **Average**         |        |       |       | 2359     | 222.66   | 22959   | 1148.07| 5007    | 109.44   | **4964** | **87.98** |
References

[1] Aragón Artacho, F.J., Fleming, R.: Globally convergent algorithms for finding zeros of duplomonotone mappings. Optimization Letters 9(3), 569–584 (2015). DOI 10.1007/s11590-014-0769-z. URL http://link.springer.com/article/10.1007/s11590-014-0769-z

[2] Aragón Artacho, F.J., Fleming, R., Vuong, P.T.: Accelerating the DC algorithm for smooth functions. arXiv:1507.07375 [math, q-bio] (2015). URL http://arxiv.org/abs/1507.07375. ArXiv: 1507.07375

[3] Behling, R., Iusem, A.: The effect of calmness on the solution set of systems of nonlinear equations. Mathematical Programming 137(1-2), 155–165 (2013). DOI 10.1007/s10107-011-0486-7. URL http://link.springer.com/10.1007/s10107-011-0486-7

[4] Bellavia, S., Cartis, C., Gould, N., Morini, B., Toint, P.L.: Convergence of a regularized euclidean residual algorithm for nonlinear least squares. SIAM Journal on Numerical Analysis 48(1), 1–29 (2010). DOI 10.1137/080732432. URL http://epubs.siam.org/doi/abs/10.1137/080732432

[5] Bellavia, S., Morini, B.: Strong local convergence properties of adaptive regularized methods for nonlinear least squares. IMA Journal of Numerical Analysis 35(2), 947–968 (2015). DOI 10.1093/imanum/dru021. URL http://imanum.oxfordjournals.org/cgi/doi/10.1093/imanum/dru021

[6] Dolan, E.D., Moré, J.J.: Benchmarking optimization software with performance profiles. Mathematical Programming 91(2), 201–213 (2002). DOI 10.1007/s10107-002-0263. URL http://dx.doi.org/10.1007/s10107-002-0263

[7] Dontchev, A.L., Rockafellar, R.T.: Implicit Functions and Solution Mappings, 2. ed. edn. Springer Series in Operations Research and Financial Engineering. Springer, New York, NY [u.a.] (2014). URL http://dx.doi.org/10.1007/978-1-4939-1037-3

[8] Eilenberger, G.: Solitons: mathematical methods for physicists. Springer-Verlag (1983). URL http://www.springer.com/us/book/9783540102236

[9] Fan, J.: Convergence rate of the trust region method for nonlinear equations under local error bound condition. Computational Optimization and Applications 34(2), 215–227 (2006). DOI 10.1007/s10589-005-3078-8. URL http://dx.doi.org/10.1007/s10589-005-3078-8

[10] Fan, J.: The modified Levenberg–Marquardt method for nonlinear equations with cubic convergence. Mathematics of Computation 81(277), 447–466 (2012). DOI 10.1090/S0025-5718-2011-02496-8. URL http://www.ams.org/jourcgi/jour-getitem?pii=S0025-5718-2011-02496-8

[11] Fan, J., Yuan, Y.: On the quadratic convergence of the Levenberg–Marquardt method without nonsingularity assumption. Computing 74(1), 23–39 (2005). DOI 10.1007/s00607-004-0083-1. URL http://link.springer.com/10.1007/s00607-004-0083-1
[12] Fischer, A.: Local behavior of an iterative framework for generalized equations with nonisolated solutions. Mathematical Programming 94(1), 91–124 (2002). DOI 10.1007/s10107-002-0364-4. URL http://dx.doi.org/10.1007/s10107-002-0364-4

[13] Fischer, A., Herrich, M., Izmailov, A.F., Solodov, M.V.: A globally convergent lp–newton method. SIAM Journal on Optimization 26(4), 2012–2033 (2015). DOI 10.1137/15M105241X. URL http://epubs.siam.org/doi/10.1137/15M105241X

[14] Fleming, R., Thiele, I.: Mass conserved elementary kinetics is sufficient for the existence of a non-equilibrium steady state concentration. Journal of Theoretical Biology 314, 173 – 181 (2012). DOI http://dx.doi.org/10.1016/j.jtbi.2012.08.021. URL http://www.sciencedirect.com/science/article/pii/S0022519312004432

[15] Fleming, R.M., Vlassis, N., Thiele, I., Saunders, M.A.: Conditions for duality between fluxes and concentrations in biochemical networks. Journal of Theoretical Biology 409, 1 – 10 (2016). DOI http://dx.doi.org/10.1016/j.jtbi.2016.06.033. URL http://www.sciencedirect.com/science/article/pii/S0022519316301679

[16] Gevorgyan, A., Poolman, M., Fell, D.: Detection of stoichiometric inconsistencies in biomolecular models. Bioinformatics 24(19), 2245–2251 (2008). URL https://www.ncbi.nlm.nih.gov/pubmed/18697772

[17] Guo, L., Lin, G.H., Ye, J.J.: Solving mathematical programs with equilibrium constraints. Journal of Optimization Theory and Applications 166(1), 234–256 (2015). DOI 10.1007/s10957-014-0699-z. URL http://dx.doi.org/10.1007/s10957-014-0699-z

[18] Gwoździewicz, J.: The Łojasiewicz exponent of an analytic function at an isolated zero. Commentarii Mathematici Helvetici 74(3), 364–375 (1999). DOI 10.1007/s000140050094. URL http://link.springer.com/article/10.1007/s000140050094

[19] Haraldsdóttir, H.S., Fleming, R.M.: Identification of conserved moieties in metabolic networks by graph theoretical analysis of atom transition networks. PLoS Comput Biol 12(11), e1004999 (2016). URL http://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1004999

[20] Hasegawa, A.: Plasma Instabilities and Nonlinear Effects. Springer Berlin Heidelberg, Berlin, Heidelberg (1975). URL http://public.eblib.com/choice/publicfullrecord.aspx?p=3089779. OCLC: 858929486

[21] Hoffman, A.: On approximate solutions of systems of linear inequalities. Journal of the Reasearch of the National Bureau of Standards 49, 263–265 (1952). URL http://nvlpubs.nist.gov/nistpubs/jres/049/4/v49.n04.a05.pdf

[22] Izmailov, A.F., Solodov, M.V.: Error bounds for 2-regular mappings with lipschitzian derivatives and their applications. Mathematical Programming
[23] Izmailov, A.F., Solodov, M.V.: The theory of 2-regularity for mappings with lipschitzian derivatives and its applications to optimality conditions. Mathematics of Operations Research 27(3), 614–635 (2002). DOI 10.1287/moor.27.3.614.308. URL http://pubsonline.informs.org/doi/abs/10.1287/moor.27.3.614.308

[24] Izmailov, A.F., Solodov, M.V.: Newton-Type Methods for Optimization and Variational Problems. Springer (2014). DOI 10.1007/978-3-319-04247-3. URL http://link.springer.com/book/10.1007/978-3-319-04247-3

[25] Kanzow, C., Yamashita, N., Fukushima, M.: Levenberg–Marquardt methods with strong local convergence properties for solving nonlinear equations with convex constraints. Journal of Computational and Applied Mathematics 172(2), 375–397 (2004). DOI 10.1016/j.cam.2004.02.013. URL http://www.sciencedirect.com/science/article/pii/S0377042704001256

[26] Karas, E.W., Santos, S.A., Svaiter, B.F.: Algebraic rules for computing the regularization parameter of the Levenberg–Marquardt method. Computational Optimization and Applications pp. 1–29 (2015). DOI 10.1007/s10589-016-9845-x. URL http://link.springer.com/article/10.1007/s10589-016-9845-x

[27] Kelley, C.: Iterative Methods for Optimization. Frontiers Appl. Math. 18, SIAM, Philadelphia (1999)

[28] Klamt, S., Haus, U.U., Theis, F.: Hypergraphs and cellular networks. PLoS Comput Biol 5(5), e1000385 (2009). URL http://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1000385

[29] Kruger, A.: Error bounds and Hölder metric subregularity. Set-Valued and Variational Analysis 23(4), 705–736 (2015). DOI 10.1007/s11228-015-0330-y. URL http://link.springer.com/10.1007/s11228-015-0330-y

[30] Kurdyka, K., Spodzieja, S.: Separation of real algebraic sets and the Łojasiewicz exponent. Proceedings of the American Mathematical Society 142(9), 3089–3102 (2014). URL http://www.ams.org/proc/0000-000-00/S0002-9939-2014-12061-2/

[31] Li, G., Mordukhovich, B.: Hölder metric subregularity with applications to proximal point method. SIAM Journal on Optimization 22(4), 1655–1684 (2012). DOI 10.1137/120864660. URL http://epubs.siam.org/doi/abs/10.1137/120864660

[32] Łojasiewicz, S.: Ensembles semi-analytiques. Université de Gracovie (1965)

[33] Mordukhovich, B.S.: Variational Analysis and Generalized Differentiation I (2006). URL http://dx.doi.org/10.1007/3-540-31247-1. Description based upon print version of record
[34] Mordukhovich, B.S., Ouyang, W.: Higher-order metric subregularity and its applications. Journal of Global Optimization 63(4), 777–795 (2015). DOI 10.1007/s10898-015-0271-x. URL http://dx.doi.org/10.1007/s10898-015-0271-x

[35] Moré, J., Garbow, B., Hillstrom, K.: Testing unconstrained optimization software. ACM Transactions on Mathematical Software 7(1), 17–41 (1981). DOI 10.1145/355934.355936. URL http://portal.acm.org/citation.cfm?doid=355934.355936

[36] Ngai, H.V.: Global error bounds for systems of convex polynomials over polyhedral constraints. SIAM Journal on Optimization 25(1), 521–539 (2015). DOI 10.1137/13090599X. URL http://epubs.siam.org/doi/10.1137/13090599X

[37] Nocedal, J., Wright, S.: Numerical Optimization. Springer, New York (2006). URL http://site.ebrary.com/id/10228772

[38] Ortega, J., Rheinboldt, W.: Iterative Solution of Nonlinear Equations in Several Variables. Society for Industrial and Applied Mathematics (2000). URL http://epubs.siam.org/book/10.1137/1.9780898719468

[39] Pang, J.: Error bounds in mathematical programming. Mathematical Programming 79, 299–332 (1997). DOI 10.1007/BF02614322. URL http://link.springer.com/article/10.1007/BF02614322

[40] Parks, H., Krantz, S.: A Primer of Real Analytic Functions. Birkhäuser Verlag (1992). URL http://www.springer.com/gp/book/9780817642648

[41] Vui, H.: Global Hölderian error bound for nondegenerate polynomials. SIAM Journal on Optimization 23(2), 917–933 (2013). DOI 10.1137/110859889. URL http://epubs.siam.org/doi/abs/10.1137/110859889

[42] Whitham, G.B.: Linear and Nonlinear Waves. Wiley, New York (1974). URL http://onlinelibrary.wiley.com/book/10.1002/9781118032954

[43] Yamashita, N., Fukushima, M.: On the rate of convergence of the Levenberg–Marquardt method. In: G. Alefeld, X. Chen (eds.) Topics in Numerical Analysis, vol. 15, pp. 239–249. Springer Vienna, Vienna (2001). URL http://www.springerlink.com/index/10.1007/978-3-7091-6217-0_18

[44] Yuan, Y.x.: Recent advances in trust region algorithms. Mathematical Programming 151(1), 249–281 (2015). DOI 10.1007/s10107-015-0893-2. URL http://dx.doi.org/10.1007/s10107-015-0893-2

[45] Zhu, X., Lin, G.H.: Improved convergence results for a modified Levenberg–Marquardt method for nonlinear equations and applications in MPCC. Optimization Methods and Software 31(4), 791–804 (2016). DOI 10.1080/10556788.2016.1171863. URL http://dx.doi.org/10.1080/10556788.2016.1171863

33