ABSTRACT

The existence of adversarial examples brings huge concern for people to apply Deep Neural Networks (DNNs) in safety-critical tasks. However, how to generate adversarial examples with categorical data is an important problem but lack of extensive exploration. Previously established methods leverage greedy search method, which can be very time-consuming to conduct successful attack. This also limits the development of adversarial training and potential defenses for categorical data. To tackle this problem, we propose Probabilistic Categorical Adversarial Attack (PCAA), which transfers the discrete optimization problem to a continuous problem that can be solved efficiently by Projected Gradient Descent. In our paper, we theoretically analyze its optimality and time complexity to demonstrate its significant advantage over current greedy based attacks. Moreover, based on our attack, we propose an efficient adversarial training framework. Through a comprehensive empirical study, we justify the effectiveness of our proposed attack and defense algorithms.

1 INTRODUCTION

Adversarial attacks (Goodfellow et al., 2015) have raised great concerns for the applications of Deep Neural Networks (DNNs) in many security-critical domains (Cui et al., 2019; Stringhini et al., 2010; Cao & Tay, 2001). The majority of existing methods focus on differentiable models and continuous input space, where we can apply gradient-based approaches to generate adversarial examples. However, there are many machine learning tasks where the input data are categorical. For example, data in ML-based intrusion detection systems (Khraisat et al., 2019) contains records of system operations; and in financial transaction systems, data includes categorical information such as the types of transactions. Therefore, how to explore potential attacks and corresponding defenses for categorical inputs is also desired. Existing methods introduce search-based approaches for categorical adversarial attacks (Yang et al., 2020b; Lei et al., 2019a). For example, the method in (Yang et al., 2020a) first finds top-K features of a given sample that have the maximal influence on the model output, and then, a greedy search is applied to obtain the optimal combination of perturbation in these K features. However, these search-based methods cannot be guaranteed to find the strongest adversarial examples. Moreover, they can be computationally expensive, especially when data is high dimensional and the number of categories for each feature is large.

In this paper, we propose a novel Probabilistic Categorical Adversarial Attack (PCAA) algorithm to generate categorical adversarial examples by estimating their probabilistic distribution. In detail, given a clean sample, we assume that (each feature of) the adversarial example follows a categorical distribution, and satisfies: (1) the generated samples following this distribution have a high expected loss value and (2) the generated samples only have a few features which are different from the original clean sample. (See Section 3 for more details.) In this way, we transfer the categorical adversarial attack in the discrete space to an optimization problem in a continuous probabilistic space. Thus, we are able to apply gradient-based methods such as (Madry et al., 2017) to find
adversarial examples. On one hand, the distribution of adversarial examples in PCAA is searched in the whole space of allowed perturbations. This can facilitate our method to find stronger adversarial examples (with higher loss value) than the greedy search methods (Yang et al., 2020b). Moreover, when the dimension of input data expands, the increase of computational cost of PCAA will be significantly slower than search-based methods (Section 3.4). Therefore, our method can enjoy good attacking optimality and computational efficiency simultaneously. For example, in our experiments in Section 5.1 our PCAA method is the only attacking method that has the highest (or close to highest) attacking successful rate while maintaining the low computational cost. The advantages of PCAA allow us to further devise an adversarial training method (PAdvT), by repeatedly (by mini-batches) generating adversarial examples using PCAA. Empirically, PAdvT achieves promising robustness on different datasets over various attacks. For example, on AG’s news dataset, we outperform representative baselines with significant margins, approximately 10% improvement in model robustness compared with the best defense baseline; on IMDB dataset, we obtain comparable performance with ASCC-defense (Dong et al., 2021a), which is a SOTA defense method via embedding space adversarial training. However, compared to ASCC, our method does not rely on the assumption that similar words have a close distance in the embedding space. Compared to other defenses, our defense has much better robustness by more than 15%. Our main contributions can be summarized below:

- We propose a time-efficient probabilistic attacking method (PCAA) for models with categorical input.
- Based on PCAA, we devise a probabilistic adversarial training method to defend categorical adversarial attacks.

2 RELATED WORK

Attacks on categorical data. There has been a rise in the importance of the robustness of machine learning in recent years. On the one hand, evasion attack, poison attack, adversarial training, and other robustness problem with continuous input space have been well studied especially in the image domain (Shafahi et al., 2018; Madry et al., 2017; Ilyas et al., 2019). On the other hand, adversarial attacks focusing on discrete input data, like text data, which have categorical features, are also starting to catch the attention of researchers. Kuleshov et al. (2018) discussed the problems of attacking text data and highlighted the importance of investment into discrete input data. Ebrahimi et al. (2017b) proposed to modify the text token based on the gradient of input one-hot vectors. Gao et al. (2018) developed a scoring function to select the most effective attack and a simple character-level transformation to replace projected gradient or multiple linguistic-driven steps on text data. Samanta & Mehta (2017) proposed an algorithm to generate a meaningful adversarial sample that is legitimate in the text domain. Yang et al. (2020a) proposed a two-stage probabilistic framework to attack discrete data. Lei et al. (2019b) and Yang et al. (2020a) improved the greedy search and proposed two different greedy attack methods. Alzantot et al. (2018) proposed a black-box attack to generate syntactically similar adversarial examples. However, the previous methods usually search in a greedy way, which has exponential time complexity.

Defenses on categorical data. There are also a lot of defense methods in the continuous data domain compared with discrete data. For example, the most effective one is adversarial training (Madry et al., 2017), which searches for the worst case by PGD during the training and trains on the worst adversarial examples to increase the robustness of the models. Several works have been proposed for categorical adversarial defenses. Pruthi et al. (2019) used a word recognition model to preprocess the input data and increased the robustness of downstream tasks. Zhou et al. (2020) proposed to use random smoothing to defense substitution-based attacks. Wang et al. (2021) detected adversarial examples to defend synonym substitution attacks based on the fact that word replacement can destroy mutual interaction. Swenor & Kalita (2022) used random noise to increase the model robustness. Xie et al. (2022) used a huge amount of data to detect the adversarial examples. Dong et al. (2021b) combined different attack methods, such as Hot-flip (Ebrahimi et al., 2017a) and l2-attack (Miyato et al., 2017), and adversarial training as the defense method. It also proposed its own adversarial method ASCC which takes the solution space as a convex hull of word vectors and achieves good performance in sentiment analysis and natural language inference. However, the defense methods are mainly focusing on NLP, which may rely on word embeddings.
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Figure 1: The overall framework of Probabilistic Categorical Adversarial Attack. First, a distribution \( \pi \) is used to sample adversarial examples \( x' \). Then, the gradient of loss function will be used to update the probability distribution \( \pi \).

3 Probabilistic Categorical Adversarial Attack (PCAA)

3.1 Problem Setup

Categorical Attack. We first introduce necessary definitions and notations. In detail, we consider a classifier \( f \) that predicts labels \( y \in \mathcal{Y} \) based on categorical inputs \( x \in \mathcal{X} \). Each input sample \( x \) contains \( n \) categorical features, and each feature \( x_i \) takes a value from \( d \) categorical values. In this paper, we consider \( l_0 \)-attack, which restricts the number of perturbed features. In particular, given the budget size \( \epsilon \), we aim to find an adversarial example \( x' \) which solves the following optimization problem:

\[
\max_{L(f(x'), y)} \quad \text{s.t.} \quad \|x' - x\|_0 \leq \epsilon.
\]  

Existing search-based methods. To solve the problem, there are existing search-based methods such as Greedy Search (Yang et al., 2020a) and Gradient-Guided Search (Lei et al., 2019a). In general, they consist of two major steps. First, they search for features in \( x \) whose change can result in the greatest influence on the model output. This can be estimated by either perturbing a feature \( x_i \), or calculating the scale of the model’s gradient to the feature \( x_i \). The second step involves greedy or global searches among all possible combinations of the features identified by the first step. This process is time-consuming if the feature dimension \( n \) or the number of categories \( d \) is large.

3.2 Objective of Probabilistic Categorical Adversarial Attack (PCAA)

Probabilistic Categorical Attack. In this work, we propose an alternative approach to solve the problem in Eq.(1), by transferring it to the continuous probabilistic space. In detail, we assume that each feature of (adversarial) categorical data \( x'_i \) follows a categorical distribution: \( \text{Categorical}(\pi_i) \), where \( \pi_i \in \Pi_i = (0, 1)^d \). And each \( \pi_{i,j} \) represents the probability that the feature \( i \) belongs to the category \( j \). In the remaining of the paper, we will use \( \pi_i \) to denote the categorical distribution \( \text{Categorical}(\pi_i) \) without the loss of generality. Therefore, each input sample \( x \)’s distribution can be represented as an array \( \pi = [\pi_0; \pi_1; ...; \pi_n] \in \Pi \subset \mathbb{R}^{n \times d} \), where the element \( \pi_{i,j} \) represents the probability that the feature \( x_i \) belongs to the category \( j \). Then, we define the following optimization problem to find a probability distribution \( \pi \) in the space of \( \Pi \):

\[
\max_{\pi \in \Pi} \mathbb{E}_{x' \sim \pi} L(f(x'), y), \quad \text{s.t.} \quad \Pr_{x' \sim \pi} (\|x' - x\|_0 \geq \epsilon) \leq \delta
\]  

where \( \epsilon \) denotes the perturbation budget size and \( \delta \) is the tail probability constraint. By solving the problem in Eq.(2), we aim to find a distribution with parameter \( \pi \) such that: (1) on average, the generated samples \( x' \) following distribution \( \pi \) have a high loss value; and (2) with low probability, the sample \( x' \) has an \( l_0 \) distance to the clean sample \( x \) larger than \( \epsilon \). In this way, the generated samples \( x' \) are likely to mislead the model prediction while preserving most features of \( x \).

3.3 An Efficient Algorithm of PCAA

In this subsection, we provide a feasible algorithm to solve our proposed Eq.(2) in practice. First, in order to handle the probability constraint in Eq.(3), we substitute the \( l_0 \) distance between \( x' \) and
\( x \) by calculating the sum of Cross Entropy Loss between \( \pi \) and \( x_i: L_{CE}(\pi_i, x_i) \) for all features \( i \in |x| \). It is because \( L_{CE}(\pi_i, x_i) \) measures the probability that the \( i \)-th feature of the generated samples is different from \( x_i \). Therefore, we use the sum of Cross Entropy \( \sum_{i=0}^{n} L_{CE}(\pi_i, x_i) \) to approximate the number of changed features, which is the \( l_0 \) difference \( ||x'-x||_0 \). In our algorithm, we penalize the searched \( \pi \) when the term \( \sum_{i=0}^{n} L_{CE}(\pi_i, x_i) \) exceeds a positive value \( \zeta \) (as Eq. \[3\]). In this case, we equivalently limit the probability that the generated samples \( x' \) have the number of perturbed features larger than \( \epsilon \).

\[
\Pr_{x' \sim \pi} (||x'-x|| \geq \epsilon) \rightarrow \left[ \sum_{i \in [n]} L_{CE}(x_i, \pi_i) - \zeta \right]^+
\tag{3}
\]

Moreover, since the Cross-Entropy Loss is differentiable in terms of \( \pi \), we further transform the problem to its Lagrangian form:

\[
\max_{\pi} \mathbb{E}_{x' \sim \pi} L(f(x'), y) - \lambda \left[ \sum_{i \in [n]} L_{CE}(x_i, \pi_i) - \zeta \right]^+
\tag{4}
\]

where \( \lambda \) is the penalty coefficient, and \([\cdot]^+ \equiv \max(\cdot, 0) \). Next, we will show how to solve the maximization problem above by applying gradient methods.

**Back propagation through Gumbel-Softmax.** Note that the gradient of the expected loss function with respect to \( \pi \) cannot be directly calculated in Eq. \[4\] so we apply the Gumbel-Softmax estimator \( \text{Jang et al.} \[2017\] \). In practice, to avoid the projection onto probability simplex which hurts the time efficiency and Gumbel-Softmax does not require a normalized probability distribution, we consider an unnormalized categorical distribution \( \pi_i \in (0, C]^d \) where \( C > 0 \) is a large constant guaranteeing that the searching space is sufficiently large. The distribution generates sample vectors \( x'_i \) as follows:

\[
x'_{ij} = \frac{\exp((\log \pi_{ij} + g_j)/\tau)}{\sum_{j=1}^{d} \exp((\log \pi_{ij} + g_j)/\tau)} \quad \text{for} \quad j = 1, \ldots, d
\tag{5}
\]

where \( g_j \) denotes i.i.d samples from the Gumbel(0, 1) distribution, and \( \tau \) denotes the softmax temperature. This re-parameterization process facilitates us to calculate the gradient of the expected loss in terms of \( \pi \). Therefore, we can derive the following estimator of gradients for the expected loss:

\[
\frac{\partial \mathbb{E}_{x' \sim \pi} L(f(x'), y)}{\partial \pi} \approx \frac{\partial}{\partial \pi} \mathbb{E}_g L(f(x'(\pi, g)), y) = \mathbb{E}_g \left[ \frac{\partial L}{\partial x'} \frac{\partial x'}{\partial \pi} \right] \approx \frac{1}{n_g} \sum_{i=1}^{n_g} \left[ \frac{\partial L}{\partial x'} \frac{\partial x'(\pi, g_i)}{\partial \pi} \right]
\tag{6}
\]

where \( n_g \) is the number of i.i.d samples from \( g \). In Eq. \[6\] the first approximation is from the reparameterization of a sample \( x' \); the second equality comes from exchanging the order of expectation and derivative, and the third, we approximate the expectation of gradients by calculating the average of gradients. Finally, we derive the practical solution to solve Eq. \[4\] as demonstrated in Figure \[1\] by leveraging the gradient ascent algorithm, such as \( \text{Madry et al.} \[2018\] \). In Algorithm \[1\] we provide the details of our proposed attack method. Specifically, in each step, we first update the unnormalized distribution \( \pi \) by gradient ascent. Then, we clip \( \pi \) back to its domain \((0, C]^d \).

### 3.4 Time Complexity Analysis

In this subsection, we compare the time complexity of our method with search-based methods to illustrate the efficiency advantage of our proposed attack method. Here, we assume that the whole dataset has \( N \) data points, each data point has \( n \) features, each feature has \( d \) categories and the budget of allowed perturbation is \( \epsilon \). We first introduce the details of four different search-based methods.

- **Greedy Search(GS).** It consists of two stages. The first stage involves traversing all features. For the \( i_{th} \) feature, it replaces the original category with all other \( d-1 \) categories respectively and records the change of the model loss for each category. The largest change is treated as the impact score for the \( i_{th} \) feature. Then it selects the top \( \epsilon \) features with the highest impact scores to perturb. In the second stage, it finds the combination with the greatest loss among all possible combinations of categories for selected features.
The complexity of PCAA is:

\[ \text{number of iterations is } I \]

Then, assume that we sample constrained optimization in Eq. 4. Therefore, the time complexity is only from gradient descent. Further, in practical implementation, we adopt the unconstrained optimization.

**Algorithm 1 Probabilistic Categorical Adversarial Attack (PCAA)**

**Input** Data \( D \), budget \( \epsilon \), number of samples \( n_s \), penalty coefficient \( \lambda \), maximum iteration \( I \), learning rate \( \gamma \)

**Output** Adversarial Distribution \( \pi \)

Initialize distribution \( \pi^0 \)

for \( t \leq I \) do

- Estimate expected gradient using Eq. [6]:
  \[
  \nabla \pi \mathbb{E}_x L \approx \frac{1}{n_s} \sum_{i=1}^{n_s} \left[ \frac{\partial L}{\partial x} \right]_{i}(\pi)_{i}(g_i)
  \]

- Gradient ascent: \( \pi^{t+1} = \pi^t + \gamma \cdot \nabla \pi \mathbb{E}_x L - \lambda \nabla \pi \mathbb{L}_{CE}(\pi, x) - \zeta^t \)

- Clip to \((0, C]^d, \pi^{t+1} = \max(\pi^{t+1}, C)\)

end for

Return distribution \( \pi \)

- **Greedy attack (GA)** [Yang et al., 2020a]. This method is a modified version of Greedy Search. The first stage is similar to that of GS, while the second stage searches for the best perturbation feature by feature. For the \( i_{th} \) selected feature, it replaces the original category with one that results in the largest loss and then searches the next selected feature until all selected features are traversed. Therefore, it only needs to go over each feature once without traversing all combinations in the second stage.

- **Gradient-guided GS (GGS)** [Lei et al., 2019a]. In order to determine which features should be perturbed, this method utilizes gradient information in the first stage. It computes the gradient of the loss function w.r.t the original input and treats the gradient of each feature as the impact score. Those \( \epsilon \) features with the greatest impact scores are selected to be perturbed. In the second stage, it follows the same strategy as that of the second stage in GS, and pursues the combination resulting in the greatest loss among all possible combinations.

- **Gradient-guided greedy attack (GGA)**. On the basis of GGS, it remains the same first stage and modifies the second stage by adopting the same strategy as that in the second stage of GA.

We analyze the time complexity of our PCAA and the aforementioned methods for comparison.

**Probability Categorical Adversarial Attack.** In practical implementation, we adopt the unconstrained optimization in Eq. [3]. Therefore, the time complexity is only from gradient descent. Further, assume that we sample \( n_s \) times when estimating the expected gradient and the maximum number of iterations is \( I \). We need to compute gradient \( n_s \) times during one iteration, thus the time complexity of PCAA is:

\[
N \cdot n_s \cdot \mathcal{O}(nd) \cdot I = C_1 N \mathcal{O}(nd)
\]

where \( C_1 \) is some constant related to \( n_s \) and \( I \).

**Greedy search.** As described above, the Greedy search consists of two stages. In the first stage, it needs to traverse all \( n \) features and compute a loss when plugging in each level. Then \( n \cdot d \) times of calculation are needed. In the second stage, all possible combinations of categories for top \( \epsilon \) features need to be considered and the number of possible combinations is \( d^\epsilon \). Therefore, the time complexity for Greedy Search is

\[
N \cdot [\Omega(\text{stage1}) + \Omega(\text{stage2})] = N \cdot [\mathcal{O}(nd) + \mathcal{O}(d^\epsilon)] = N \cdot \mathcal{O}(nd + d^\epsilon)
\]

**Greedy attack.** In the first stage, it traverses all categories within each feature to find the best \( \epsilon \) features to perturb, which needs \( n \cdot d \) computation. And in the second stage, it searches \( \epsilon \) selected features respectively for the \( d \) categories that lead to the greatest loss. Thus, the time complexity is

\[
N \cdot [\Omega(\text{stage1}) + \Omega(\text{stage2})] = N \cdot [\mathcal{O}(nd) + \mathcal{O}(ed)] = N \cdot \mathcal{O}(nd + ed)
\]

**Gradient guided greedy search.** In the first stage, it computes gradients w.r.t the original input, and in the second stage, it also needs to traverse all possible combinations for selected features. Therefore the time complexity is

\[
N \cdot [\Omega(\text{stage1}) + \Omega(\text{stage2})] = N \cdot [\mathcal{O}(n) + \mathcal{O}(d^\epsilon)] = N \cdot \mathcal{O}(n + d^\epsilon)
\]

**Gradient-guided greedy attack.** This method combines the first stage in GGS and the second stage in GA. Thus its time complexity is

\[
N \cdot [\Omega(\text{stage1}) + \Omega(\text{stage2})] = N \cdot [\mathcal{O}(n) + \mathcal{O}(ed)] = N \cdot \mathcal{O}(n + ed)
\]
From the above analysis, two search-based methods suffer from the exponential increase of time complexity \( O(2^n) \) when the number of feature categories \( d \) and budget size \( \epsilon \) is increasing. Moreover, two greedy-based methods (GA and GGA) accelerate the second stage and achieve better time efficiency, but sacrifice the performance as they greatly narrow down the searching space. However, PCAA is free of these problems, since it achieves great time efficiency to greedy-based methods while remain comparable performance with search-based methods. We will show this with more evidence in the experimental part.

4 Probabilistic Adversarial Training (PAdvT)

Adversarial training [Szegedy et al. (2014)]Goodfellow et al. (2015)Madry et al. (2018) is one of the most effective methods to build robust models. Its training incorporates adversarial examples to improve robustness. However, greedy methods have limited applications in adversarial training when dealing with categorical input models due to their slow speed. The proposed PCAA method significantly improves time efficiency. In this case, we propose Probabilistic Adversarial Training (PAdvT) based on PCAA in order to train robust models on categorical data. Recalling the formulation of PCAA in Eq. 4 and denoting the parameters for classifier \( f \) with \( \theta \), the training objective for PAdvT is formulated as

\[
\min_{\theta} \left[ \max_{\pi} \mathbb{E}_{x' \sim \pi} \left( L(f(x'; \theta), y) - \lambda \left( \sum_{i \in [n]} L_{CE}(x_i, \pi_i) - \zeta \right) \right)^+ \right] \tag{12}
\]

Since our objective involves a penalty coefficient, we adopt the strategy in [Yurochkin et al. (2020)] to update \( \lambda \) during training. We adaptively choose \( \lambda \) according to \( L_{CE}(x, \pi) - \epsilon \) from the last iteration: when the value is large, we increase \( \lambda \) to strengthen the constraints and vice versa.

The implementation of PAdvT is illustrated in Algorithm. 2. It first solves the inner maximization problem by applying algorithm. 1. Then it samples \( n_{adv} \) examples from the adversarial distribution \( \pi \). Finally, it applies Adam [Kingma & Ba (2015)] to solve the outer minimization problem. The process will continue until the maximal number of iterations is reached.

```
Algorithm 2 Probabilistic Adversarial Training (PAdvT)
Input Data \( D \), parameters of clean model \( \theta \), budget \( \epsilon \), parameters of Algorithm 1 \( n_{adv} \), initial penalty coefficient \( \lambda^0 \), penalty coefficient step size \( \alpha \), parameters of Adam optimizer, number of iterations \( I \)
Output parameters \( \theta \) of robust model
repeat
  Sample mini-batch \( B = \{x^1, ..., x^m\} \) from training set
  for \( i = 1, ..., m \) (in parallel) do
    Apply Algorithm 1 to \( x^i \) and obtain adversarial distribution \( \pi^i \)
    Sample \( n_{adv} \) examples \( \{X^i_{n_{adv}}\} \) from \( \pi^i \) using Gumbel Softmax tricks
  end for
  Update \( \theta \) by Adam to minimize the average adversarial loss
  Update \( \lambda = \max\{0, \lambda - \alpha(\zeta - \frac{1}{m} \sum_{i \in [m]} \sum_{j \in [n]} L_{CE}(x^i_j, \pi^i_j))\} \)
until Training converged
Return parameters \( \theta \)
```

5 Experiment

In this section, we conduct experiments to validate the effectiveness and efficiency of PCAA and PAdvT. In Section 5.1 we demonstrate that PCAA achieves a better balance between attack success rate and time efficiency. In Section 5.2 PAdvT achieves competitive or stronger robustness against categorical attacks across different tasks.
5.1 Categorical Adversarial Attacks

**Experimental Setup.** In this evaluation, we focus on three datasets. (1) **Intrusion Prevention System (IPS)** ([Wang et al., 2020](#)). IPS dataset has 242,467 instances, with each input consisting of 20 features and each feature has 1,103 categorical values. The output space has three labels. A standard LSTM based classifier ([Bao et al., 2022](#)) is trained for IPS dataset. (2) **AG's News corpus.** This dataset consists of titles and description fields of news articles. The tokens of each sentence correspond to the categorical features, and the substitution set (of size 70) corresponds to the categorical values. A character-based CNN ([Zhang et al., 2015](#)) is trained on this dataset. (3) **Splice-junction Gene Sequences (Splice)** ([Noordewier et al., 1990](#)). Splice dataset has 3,190 instances. Each one is a gene fragment of 60 features with 5 categorical values. The output space has three labels. The LSTM model is trained for Splice.

**Baseline Attacks.** Our goal is to generate powerful attacks on categorical models directly on input space, without relying on the embedding space. Thus, search-based methods are most suitable in this setting. Therefore, we compare PCAA with the following search-based attacks including Greedy Search(GS), Greedy Attack(GA), Gradient-guided GS (GGS) and Gradient-guided greedy attack(GGA). The details of these baselines can be found in Section 3.4.

For each dataset, we evaluate the performance in terms of the attack success rate (SR.) and the average running time (T.) under various budget sizes $\epsilon$ ranging from 1 to 5. Since PCAA learns the adversarial categorical distribution, the generation of adversarial examples is based on sampling. In the evaluation, we sample 100 examples from the adversarial distribution for each attack instance and dismiss those with more perturbed features than the budget size. We claim a success attack if one out of all samples successfully changes the prediction. The average running time for PCAA includes both the optimization of Eq. [4] and the sampling process.

**Performance Comparison.** The experimental results on IPS, AG’s news, and Splice datasets are demonstrated in Table 1. (1) In IPS dataset, each data contains more than 1000 categories for each feature, and our method has a significant advantage. As the budget size increases, GS and GGS run so long that they are no longer feasible. While GA and GGA remain efficient, our method outperforms them by significant margins, e.g., over 10% higher than GGA in success rate and faster over 7 times than GA in time. (2) In AG’s news data, GS has the highest success rate with small budgets. However, our method PCAA has much better time efficiency than GS under all budgets while maintaining competitive performance and outperforming all the other attacks. (3) In Splice, there are only 5 categories for each feature, which corresponds to the low-dimensional cases. The advantage of our method may not be as great as in other cases (i.e., IPS and AG) as the running time of greedy methods is acceptable. However, PCAA still generates strong attacks with only 6% less than GS in success rate, and remains highly efficient when the budget size increases, so it still provides a practical and competitive attack.

### Table 1: Attacking results on IPS, AG’s news, and Splice datasets. SR. represents the attack success rate; T. represents the average running time in seconds; and "-" indicates the running time over 10 hours.

| Dataset | Attack Method | $\epsilon = 1$ | $\epsilon = 2$ | $\epsilon = 3$ | $\epsilon = 4$ | $\epsilon = 5$ |
|---------|---------------|----------------|----------------|----------------|----------------|----------------|
|         |               | SR. (%)        | T. (s)         | SR. (%)        | T. (s)         | SR. (%)        | T. (s)         |
| IPS     | GS            | 66.1           | 38.5           | 81.2           | 2028           | -              | -              |
|         | GA            | 66.1           | 35.4           | 71.3           | 38.1           | 79.4           | 39.9           | 85.3           | 41.5           | 91.1           | 43.2           |
|         | GGS           | 41.5           | 2.06           | 75.4           | 1022           | -              | -              | -              | -              | -              | -              |
|         | GGA           | 41.5           | 0.98           | 63.7           | 2.01           | 70.8           | 2.94           | 75.9           | 3.74           | 82.4           | 4.56           |
|         | PCAA          | 60.6           | 6.62           | 77.5           | 6.64           | 85.3           | 6.75           | 91.7           | 6.66           | 94.6           | 6.54           |
| AG      | GS            | 41.2           | 15.3           | 67.4           | 21.9           | 75.9           | 356            | 83.1           | 19160          | -              | -              |
|         | GA            | 41.2           | 15.3           | 60.7           | 15.4           | 66.3           | 15.5           | 74.5           | 15.7           | 86.7           | 15.9           |
|         | GGS           | 32.4           | 0.352          | 59.2           | 3.24           | 67.8           | 151            | 79.2           | 7551           | -              | -              |
|         | GGA           | 32.4           | 0.352          | 41.3           | 0.393          | 56.1           | 0.511          | 67.5           | 0.613           | 72.3           | 0.856           |
|         | PCAA          | 47.3           | 9.02           | 61.5           | 8.91           | 70.8           | 9.11           | 79.6           | 9.06           | 87.4           | 8.92           |
| Splice  | GS            | 72.1           | 0.905          | 75.8           | 1.02           | 81.4           | 1.36           | 85.2           | 2.73           | 90.9           | 8.25           |
|         | GA            | 72.1           | 0.905          | 74.4           | 0.911          | 78.2           | 0.915          | 80.6           | 0.922           | 83.7           | 0.928           |
|         | GGS           | 61.7           | 0.028          | 68.3           | 0.083          | 72.8           | 0.251          | 77.1           | 0.917           | 82.5           | 3.56           |
|         | GGA           | 61.7           | 0.028          | 65.3           | 0.031          | 70.3           | 0.0337         | 74.8           | 0.035           | 80.5           | 0.037           |
|         | PCAA          | 64.3           | 1.57           | 71.8           | 1.62           | 79.3           | 1.67           | 82.8           | 1.73           | 84.7           | 1.39           |
Time Efficiency Comparison. It is evident from Table 1 that PCAA’s average running time is unaffected by the size of the budget, whereas greedy methods are clearly more time-consuming as budgets increase. Thus, the proposed PCAA method significantly improves time efficiency. As shown in Table1 when the substitution set is large (e.g., IPS and AG), the running time of GS and GGS will explode even under some moderate budget size such as $\epsilon = 3$. Since the running time is too long for meaningful comparison, we do not record the performance for these budget sizes of those baselines. In small substitution sets, i.e., Splice, the time efficiency gap between PCAA and greedy methods is not large. Due to the small size of the substitution set, greedy methods need much fewer quires than in high-dimensional cases, but PCAA still takes a much shorter time for a budget size of more than 4.

5.2 Categorical Adversarial Defenses

Experimental Setup. For the defense evaluation, we focus on two datasets, AG’s News Corpus and IMDB. It is because IPS and Splice have too few samples (no more than 1000 for each dataset). In particular: (1) AG’s News corpus. is the same dataset used in the attack evaluation and the model is also a character-based CNN. As character swapping does not require embeddings for each character, we can apply attacking methods on input space. Therefore, the robustness of the defense models is evaluated using six attacks,i.e., Hot-Flip (Ebrahimi et al., 2017a), GS, GA, GGS, GGA, and PCAA. (2) IMDB reviews dataset (Maas et al., 2011). Under this dataset, we focus on a word-level classification task and we study two model architectures, namely Bi-LSTM and CNN, are trained for prediction. To evaluate the robustness, four attacks are deployed, including a genetic attack (Alzantot et al., 2018) (which is an attack method proposed to generate adversarial examples in embedding space), as well as GS, GGS, and PCAA.

Baseline Defenses. We compare our PAdvT with following baseline defenses:

- **Standard training.** It minimizes the average cross-entropy loss on clean input.
- **Hot-flip** (Ebrahimi et al., 2017a). It uses the gradient with respect to the one-hot input representation to find out the which individual feature under perturbation has the highest estimated loss. It is initially proposed to model char flip in Char-CNN model, and we also apply it to word-level substitution, as in (Dong et al., 2021a).
- **Adv $l_2$-ball** (Miyato et al., 2017). It uses an $l_2$ PGD adversarial attack inside the word embedding space for adversarial training.
- **ASCC-Defense** (Dong et al., 2021a). A state-of-the-art defense method in text classification. It uses the worst perturbation over a sparse convex hull in the word embedding space for adversarial training.
Performance Comparison. The experimental results on AG’s news dataset are shown in Fig. 2. Our defense method achieves leading robustness on Char-CNN over all attacks with significant margins, surpassing Hot-Flip-defense by 10%. Fig. 3 illustrate the defense results on the IMDB dataset. Our PAdvT shows competitive adversarial robustness as ASCC-defense. Notably, ASCC is a defense method that conducts adversarial training on word-embedding space. It relies on the key assumption that similar words have a close distance in embedding space. However, our method does not rely on this assumption, which may result in the performance being competitive (slightly worse) than ASCC. For all other defenses, it outperforms them across different architectures significantly.

Ablation analysis. In our training objective in Eq. 12, \( \zeta \) controls the budget size used for adversarial training and possibly affects the robustness of the model. We conduct an ablation study on the IMDB dataset to understand the impact of \( \zeta \). The results are demonstrated in Table 2. When \( \zeta \) increases, the success rates of all attacks decreases, meaning that the robustness of models is enhanced. However, large \( \zeta \) will increases the clean error and sacrifice the clean accuracy of models. Thus, \( \zeta \) controls the balance between the clean accuracy and the adversarial robustness of the model. When \( \zeta = 0.4 \), our algorithm reaches a good balance between model accuracy and robustness.

| \( \zeta \) | Clean Err LSTM | Clean Err CNN | Genetic SR LSTM | Genetic SR CNN | GS SR LSTM | GS SR CNN | Gradient Search SR LSTM | Gradient Search SR CNN | PCAA SR LSTM | PCAA SR CNN |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0.1 | 16.1 | 16.9 | 37.5 | 29.6 | 41.3 | 43.5 | 39.5 | 41.4 | 40.2 | 42.2 |
| 0.2 | 17.2 | 17.3 | 34.1 | 32.7 | 39.9 | 41.3 | 38.5 | 39.7 | 39.1 | 40.6 |
| 0.32 | 17.9 | 18.1 | 30.1 | 31.4 | 38.7 | 38.3 | 38.6 | 37.6 | 38.8 | 37.8 |
| 0.4 | 18.4 | 18.6 | 26.3 | 28.5 | 37.8 | 36.2 | 36.4 | 34.9 | 36.9 | 35.7 |

5.3 Ablation Study

To further understand the behavior of our attack algorithm, in this subsection, we ask the question: what is the variance of our optimized probability distribution \( \pi^* \) (from solving Eq. 2)? Intuitively, we desire the distribution \( \pi \) to have smaller variance, so that we don’t need too many times of sampling to obtain the optimal adversarial examples. To confirm this point, we conduct an ablation study based on an experiment on IPS dataset to visualize the distribution \( \pi \), which is optimized via PCAA under various budget sizes. In Fig 4 we choose three budget sizes \( \epsilon = 1, 3, 5 \) and choose 4 features to present the adversarial categorical distributions. Notably, in Fig 4, the left two columns are the features that are not perturbed. The right two columns are features which will be perturbed by PCAA. From the figure, we can see that for each feature (perturbed or unperturbed), there exists one category with a much higher probability compared to other categories. This fact indicates during the sampling process of PCAA, for a certain feature, the samplings are highly likely to have the same category for this feature. As a result, we confirm that our sampled adversarial examples are well-concentrated.

Figure 4: Visualization of Optimized Categorical Distribution for Various Features (IPS)
6 CONCLUSION

In this paper, we propose a novel probabilistic optimization formulation for attacking models with categorical input. Our framework significantly improves the time efficiency compared with greedy methods and shows promising empirical performance across different datasets. Furthermore, we design an adversarial training method based on the proposed probabilistic attack that achieves better robustness.
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