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ABSTRACT. Supervised dictionary learning (SDL) is a classical machine learning method that simultaneously seeks feature extraction and classification tasks, which are not necessarily a priori aligned objectives. The goal of SDL is to learn a class-discriminative dictionary, which is a set of latent feature vectors that can well-explain both the features as well as labels of observed data. In this paper, we provide a systematic study of SDL, including the theory, algorithm, and applications of SDL. First, we provide a novel framework that ‘lifts’ SDL as a convex problem in a combined factor space and propose a low-rank projected gradient descent algorithm that converges exponentially to the global minimizer of the objective. We also formulate generative models of SDL and provide global estimation guarantees of the true parameters depending on the hyperparameter regime. Second, viewed as a nonconvex constrained optimization problem, we provided an efficient block coordinate descent algorithm for SDL that is guaranteed to find an $\varepsilon$-stationary point of the objective in $O(\varepsilon^{-1}(\log \varepsilon^{-1})^2)$ iterations. For the corresponding generative model, we establish a novel non-asymptotic local consistency result for constrained and regularized maximum likelihood estimation problems, which may be of independent interest. Third, we apply SDL for imbalanced document classification by supervised topic modeling and also for pneumonia detection from chest X-ray images. We also provide simulation studies to demonstrate that SDL becomes more effective when there is a discrepancy between the best reconstructive and the best discriminative dictionaries.

1. INTRODUCTION

Classification and feature extraction are arguably the two most fundamental tasks in machine learning and statistical inference problems. In classical classification models such as logistic regression, the conditional class-generating probability distribution is modeled as a simple function of the observed feature with unknown parameters to be trained. However, the raw observed features may be high-dimensional and most of them might be uninformative and hard to interpret (e.g., pixel values of an image), so it would be desirable to extract more informative and interpretable low-dimensional features prior to the classification task. For instance, the multi-layer perception, or the feed-forward neural network in general [B+95, BN06], uses additional feature extraction layers prior to the logistic regression layer so that the model itself learns the most effective feature extraction mechanism as well as the association of the extracted features with class labels at the same time. In this view, one may say that feed-forward neural nets perform supervised feature extraction.

A classical unsupervised feature extraction framework is called dictionary learning (DL), a machine-learning technique that learns latent structures of complex data sets and is applied regularly in the data analysis of text and images [EA06, MES07, Pey09]. Various matrix factorization models provide fundamental tools for DL tasks such as singular value decomposition (SVD), principal component analysis (PCA), and nonnegative matrix factorization (NMF) [GR71, WRR03, AW10, LS99]. In particular, NMF seeks to approximately factorize a data matrix into the product of two nonnegative matrices, a dictionary matrix containing unknown features/basis and a coding matrix that provides a compressed representation of the data over that basis. Such an additive decomposition of data often results in highly interpretable features, which has been one of the main attractions of NMF as a fundamental tool for numerous applications such as topic modeling, image reconstruction, bioinformatics for protein-protein interaction networks, to name a few [SGH02, BB05, BBL+07, CWS+11, TN12, BMB+15, RPZ+18].

There has been extensive research on making dictionary learning models adapted to also perform classification tasks by supervising the dictionary learning process using additional class labels. Note that dictionary learning and classification are not necessarily aligned objectives, so some degree of trade-off is necessary when one seeks to achieve both goals at the same time. Supervised
dictionary learning (SDL) provides systematic approaches for such a multi-objective task. The general framework of SDL was introduced in [MPS+08]. A stochastic formulation of SDL was proposed as ‘task-driven dictionary learning’ in [MBP11]. A similar SDL-type framework of discriminative K-SVD was proposed for face recognition [ZL10]. SDL has also found numerous applications in various other problem domains including speech and emotion recognition [GFG+14], music genre classification [ZHL+15], concurrent brain network inference [ZHL+15], and structure-aware clustering [YE17]. More recently, supervised variants of NMF, as well as PCA, were proposed in [AAG18, LSF+19, RBK+20]. See also the survey [GFGK15] on SDL.

In spite the extensive literature on supervised dictionary learning, to our best knowledge, there is not much work on computational and statistical guarantees of algorithms and models of SDL. This is mainly due to the fact training an SDL model amounts to solving a nonconvex and possibly constrained optimization problem. In this paper, we provide extensive theoretical investigations of various SDL models and algorithms, establishing exponential convergence to global optimum, sublinear convergence to stationary points, and global and local estimation guarantee under the generative model assumption, depending on the hyperparameter regimes and the structure of the model. In addition, we also investigate how to incorporate auxiliary information to the task of SDL, which is not studied in the literature as far as we know. We illustrate our results through various simulation and application experiments. One of our main applications is document classification for fake job postings by learning supervised topics as well as using auxiliary covariates such as the existence of company logos and websites.

1.1. Contribution. In this paper, we provide a systematic study of supervised dictionary learning (SDL), including theories, algorithms, and applications of SDL. In addition, we also consider an extended SDL model where an auxiliary covariate can be used for improving classification accuracy. This extension is practically motivated for the cases where the input data for classification is of mixed-type in the sense that some part of it is high-dimensional and subject to reduced-dimensional feature extraction via dictionary learning, but some other part is already low-dimensional and can be used as a complementary covariate for improved classification performance. We consider two particular classes of such extended SDL models: 1) filter-based SDL models and 2) feature-based SDL models, depending on the type of reduced-dimensional covariates used for classification tasks, categorizing known SDL models in the literature. We provide extensive theoretical analysis for these two classes of extended SDL models, which we summarize below:

1. (Convex approach for weakly constrained SDL.) If the SDL model parameters are unconstrained or weakly constrained (see A1), then we show that we can ‘lift’ the original nonconvex SDL problem into a convex problem in a larger space with low-rank constraints. We further propose a projected gradient descent (PGD) type algorithm for SDL operating in this larger space and establish that it converges exponentially fast to a global minimizer of the objective in an explicit hyperparameter regime (see Theorems 4.4 and 4.5). For the corresponding generative model, we obtain a strong statistical estimation guarantee in this case (see Theorems 4.7 and 4.8).

2. (Nonconvex approach for strongly constrained SDL.) For the cases where the SDL problem cannot be lifted as a convex problem due to strong constraints (e.g., supervised NMF), we propose an efficient block coordinate descent (BCD) algorithm for SDL that is guaranteed to find an \( \varepsilon \)-stationary point (see Section 4.1 for definition) of the objective in \( O(\varepsilon^{-1}(\log \varepsilon^{-1})^2) \) iterations (see Theorem 4.6). For the corresponding generative model, we obtain a non-asymptotic local consistency result (see Theorem 4.9), which may be of an independent interest in other statistical estimation settings.

3. (Comparison between filter-based and feature-based SDL.) We find an interesting difference in theoretical stability of filter-based and feature-based SDL models, which has not been reported before. Namely, filter-based SDL may enjoy exponential convergence to the global optimum.
of the corresponding optimization problem without any additional $L_2$-regularization, but the feature-based SDL requires $L_2$-regularization. In a statistical estimation setting, this implies that the maximum likelihood estimator (MLE) for the generative feature-based SDL model can be computed exponentially fast but it may be a constant order away from the true parameter. However, generative filter-based SDL models admit $\sqrt{n}$-consistent MLE that can be computed exponentially fast.

4. (Applications and simulations) We apply SDL as a supervised topic learning method and demonstrate how it learns topics that are relevant for document classification, where supervision works as a means of auto-correcting imbalance in datasets. Also, we use SDL for chest X-ray image analysis for pneumonia detection by learning latent shapes and their association with pneumonia. We also provide simulation studies to demonstrate that SDL becomes more effective when there is a significant discrepancy between the best reconstructive and the best discriminative dictionaries.

1.2. Related works. It is standard in the literature of SDL to propose an optimization or probabilistic framework of SDL model geared for some particular application, and derive an iterative optimization algorithm (mostly in the form of block coordinate descent, see, e.g., [Wri15]) with some experimental results. However, convergence analysis or statistical estimation bounds often are missing in the existing literature. As we will discuss shortly, training an SDL model amounts to solving a nonconvex optimization problem possibly under some convex constraints on individual factors (parameters) of the model. Moreover, even the special case of matrix factorization does not have a unique global minimizer. Such difficulties partly explain why SDL models and algorithms lack much theoretical analysis while enjoying numerous successful applications [ZL10, GFG+14, ZHL+15, YE17]. However, we remark that Mairal et al. provided a rigorous justification of the differentiability of a feature-based SDL model formulated as a stochastic optimization problem [MBP11], based on a similar analysis used for analyzing an online NMF algorithm [MBPS10].

In this article, we propose both nonconvex and convex types of algorithms for training SDL and provide their convergence analysis and estimation properties. Algorithm 3 of former type is based on block coordinate descent with diminishing radius [Lyu20]. On the other hand, Algorithms 1 and 2 are special instances of the low-rank projected gradient descent in Algorithm 4, which is inspired by the singular value projection for low-rank matrix completion [JMD10]. Our convergence analysis of Algorithm 4 is inspired by the analysis of an initialization algorithm for a low-rank matrix estimation problem in [WZG17].

In establishing Theorems 4.4 and 4.5. We use a ‘double-lifting’ technique that converts a nonconvex SDL problem into a low-rank factored estimation and then into a convex low-rank matrix estimation problem. This is reminiscent of the tight relation between a convex low-rank matrix estimation and a nonconvex factored estimation problem, which has been actively employed in a body of works in statistics and optimization [ANW10, RWRY11, NW11, ZL15, TBS+16, WZG17, PKCS17, PKCS18, TMC21].

One of our main results for non-asymptotic consistency of constrained and regularized MLE (Theorem 4.10), which is a critical ingredient in establishing local consistency of SDL in the general case (Theorem 4.9), is inspired by the seminal work on local consistency guarantee for nonconcave penalized MLE in [FL01].

We consider both the constrained and unconstrained SDL, depending on whether we confine the dictionary matrix into an additional convex constraint set (e.g., nonnegative entries). The original SDL in [MPS+08] in this sense is an unconstrained SDL and the supervised NMF in [AAG18, LSF+19] belongs to a constrained SDL. The supervised PCA in [RBK+20] uses the nonconvex (Grassmannian) constraint on the dictionary, which we do not consider in this present work.

1.3. Notations. Throughout this paper, we denote by $\mathbb{R}^p$ the ambient space for data equipped with standard inner project $\langle \cdot, \cdot \rangle$ that induces the Euclidean norm $\| \cdot \|$. We denote by $\{0, 1, \ldots, \kappa\}$ the space of
class labels with $\kappa + 1$ classes. For a convex subset $\Theta$ in a Euclidean space, we denote $\Pi_{\Theta}$ the projection operator onto $\Theta$. For an integer $r \geq 1$, we denote by $\Pi_r$ the rank-$r$ projection operator for matrices. More precisely, for $x \in \mathbb{R}^p$ and $X \in \mathbb{R}^{m \times n}$,

$$\Pi_{\Theta}(x) \in \arg\min_{x' \in \Theta} \|x' - x\|, \quad \Pi_r(X) \in \arg\min_{X' \in \mathbb{R}^{m \times n} \text{ rank}(X) \leq r} \|X' - X\|_F.$$ 

For a matrix $A = (a_{ij})_{i,j} \in \mathbb{R}^{m \times n}$, we denote its Frobenius, operator (2-), and supremum norm by

$$\|A\|_F := \left( \sum_{1 \leq i \leq m, 1 \leq j \leq n} a_{ij}^2 \right)^{1/2}, \quad \|A\|_2 := \sup_{x \in \mathbb{R}^n, \|x\|=1} \|Ax\|, \quad \|A\|_\infty := \max_{1 \leq i \leq m, 1 \leq j \leq n} |a_{ij}|,$$

respectively. For each $1 \leq i \leq m$ and $1 \leq j \leq n$, we denote $A[i, :]$ and $A[:, j]$ for the $i$th row and the $j$th column of $A$, respectively (adopter python notation). For each integer $n \geq 1$, $I_n$ denotes the $n \times n$ identity matrix. For square symmetric matrices $A, B \in \mathbb{R}^{n \times n}$, we define $A \preceq B$ if $v^T Av \leq v^T Bv$ for all unit vectors $v \in \mathbb{R}^n$. For two elements $Z = [X, \Gamma]$ and $Z' = [X', \Gamma']$ in the product space $\mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4}$, we define their Frobenius distance $\|Z - Z'\|_F$ by

$$\|Z - Z'\|_F^2 := \|\text{vec}(Z) - \text{vec}(Z')\|_2^2 = \|X - X'\|_F^2 + \|\Gamma - \Gamma'\|_F^2,$$

where vec($\cdot$) is a vectorization operator that maps $\mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4}$ to $\mathbb{R}^{d_1 d_2 + d_3 d_4}$ by an arbitrary but fixed ordering of coordinates. We say

$$y \sim \text{Multinomial}(1,(p_0, \ldots, p_\kappa))$$

if $y$ can only take values from $0, 1, \ldots, \kappa$ with $P(Y = j) = p_j, j = 0, \ldots, \kappa$, where $\sum_{j=0}^\kappa p_j = 1$.

2. PROBLEM FORMULATION AND BACKGROUND

2.1. **Supervised Dictionary Learning.** Suppose we are given with $n$ labeled signals $(x_i, y_i)$ for $i = 1, \ldots, n$, where $x_i \in \mathbb{R}^p$ is a $p$-dimensional signal and $y_i \in \{0, 1, \ldots, \kappa\}$ is its label, where $\kappa \geq 1$ is a fixed integer. In the classical dictionary learning (DL) literature [MBPS10, Mai13a, Mai13b], one seeks to find a dictionary $W = [w_1, \ldots, w_r] \in \mathbb{R}^{p \times r}$ ($r \ll p$) that is reconstructive in the sense that the observed signals $x_i$ can be effectively reconstructed as (or approximated by) the linear transform $Wh_i$ of the ‘atoms’ $w_1, \ldots, w_r \in \mathbb{R}^p$ for some suitable (sparse) ‘code’ $h_i \in \mathbb{R}^r$. However, the best reconstructive dictionary $W$ may not be very effective for the classification tasks. In the supervised dictionary learning (SDL) literature [MPS08], one desires a dictionary that is reconstructive as well as discriminative in that such a compressed representation of signals is adapted to predicting the class labels $y_i$.

More precisely, consider the following probability distribution $g(a) = (g_0(a), \ldots, g_\kappa(a))$ on $\{0, 1, \ldots, \kappa\}$ with activation $a = (a_1, \ldots, a_\kappa)$ given by

$$g_0(a) = \frac{1}{1 + \sum_{c=1}^\kappa h(a_c)}, \quad g_j(a) = \frac{h(a_j)}{1 + \sum_{c=1}^\kappa h(a_c)} \quad \text{for} \quad j = 1, \ldots, \kappa,$$

where $h: \mathbb{R} \to [0, \infty)$ is a fixed score function. For instance, taking $h(\cdot) = \exp(\cdot)$ results in multinomial logistic regression (see Section H in the appendix for more details). We then model the given training data $(x_i, y_i)$ as

$$x_i \sim \text{Wh}_i \quad \text{and} \quad y_i | x_i \sim \text{Multinomial}(1, g(a_i)) \quad \text{for} \quad i = 1, \ldots, n,$$

where we allow the activation $a_i$ to depend on the signal $x_i$, latent factors $W$ and $h_i$, and an additional model parameter $\beta$ through some functional relation.

As we seek to balance the tasks of dictionary learning and classification, the objective of SDL can naturally be formulated as a multi-objective optimization problem as below:

$$\min_{W, H, \beta} \quad L(W, H, \beta) := \left( \sum_{i=1}^n \ell(y_i, g(a(x_i, W, h_i, \beta))) \right) + \xi \|X_{\text{data}} - WH\|_F^2$$

subject to: Constraints on $W \in \mathbb{R}^{p \times r}$, $H \in \mathbb{R}^{r \times n}$, and $\beta \in \mathbb{R}^{r \times \kappa}$.
where \( X_{\text{data}} = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n}, \ H = [h_1, \ldots, h_n] \in \mathbb{R}^{r \times n}, \) and \( \ell(\cdot) \) is a classification loss and is usually taken as the negative log likelihood

\[
\ell(y_i, g(a(x_i, W, h_i, \beta))) := -\sum_{j=0}^{K} I(y_i = j) \log \{ g_j(a(x_i, W, h_i, \beta)) \}.
\]  

(3)

Here, the tuning parameter \( \xi \) controls the trade-off between the two objectives of classification and dictionary learning. We allow to put desired constraints on the parameters \( \{W, H, \beta\} \). In particular, we will consider nonnegativity constraints on \( W \) and \( H \) as in the supervised nonnegative matrix factorization (SNMF) model [AAG18, LSF+19] to enjoy the nice interpretability of NMF in the supervised setting.

Various models of the form (2) have been proposed in the past two decades. We divide them into two categories, depending on whether the classification model \( g \) is either ‘feature-based’ or ‘filter-based’. The classification function \( g \) in feature-based SDL (SDL-feat) makes use of the code \( h_i \), which is a \( r \)-dimensional feature of \( x_i \) extracted by the dictionary \( W \). On the other hand, filter-based SDL (SDL-filt) uses the \( r \)-dimensional filtered input \( W^T x_i \) instead of the code \( h_i \) in the classification/prediction step. In this work, we consider the following two types of multinomial prediction models:

(SDL-feat) Feature-based classification: \( a(x_i, W, h_i, \beta) = \beta^T h_i \);

(SDL-filt) Filter-based classification: \( a(x_i, W, h_i, \beta) = \beta^T W^T x_i \).

Feature-based models include the classical ones by Mairal et al. (see, e.g., [MPS+08, MBP11]) as well as the more recent model of Convolutional Matrix Factorization by Kim et al. [KPO+16] for a contextual text recommendation system. One of the downsides of SDL-feat for classification tasks is that for a new test signal \( x \), its correct code representation \( h \) may need to be learned in a supervised fashion by using an unknown true label \( y \) of \( x \). Since \( y \) can assume \( \kappa + 1 \) different class labels, one can solve \( \kappa \) instances of ‘supervised sparse coding’ to make a prediction for test signals.

On the other hand, filter-based models have been studied more recently in the supervised matrix factorization literature, most notably from supervised nonnegative matrix factorization [AAG18, LSF+19] and supervised PCA [RBK+20]. Compared to the prediction step in SDL-feat, the pipeline for the filter-based models is more streamlined, as there is no need to compute supervised sparse code \( h \) as before. This is because the model now learns to predict directly from the feature-extraction filter \( W \), rather than from the extracted and possibly supervised feature \( h \).

2.2. SDL with auxiliary variable. Consider the case where we have additional covariate data \( X_{\text{aux}} = [x_1', \ldots, x_n'] \in \mathbb{R}^{q \times n} \) along with the original data \( X_{\text{data}} = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n} \) (assume \( q \ll p \)) and labels \( Y_{\text{label}} = (y_1, \ldots, y_n) \in \{0,1,\ldots,\kappa\}^n \). While \( X_{\text{data}} \) is subject to a dimension reduction by dictionary learning, \( X_{\text{aux}} \) will only be used as an auxiliary information for the classification task and is usually low
dimensional with possibly discrete variables. In this case, we propose extending the SDL model (2) with the types of multi-class classification model specified:

$$
\min_{W, H, \beta, \Gamma} \quad L(W, H, \beta, \Gamma) := \left( - \sum_{i=1}^{n} \sum_{j=0}^{K} 1(y_i = j) \log g_j(a(x_i, x'_i, W, h_i, \beta, \Gamma)) \right) + \xi \|X_{\text{data}} - WH\|_F^2
$$

(4)

where

$$
a = a(x_i, x'_i, W, h_i, \beta, \Gamma) = \begin{bmatrix} \beta^T h_i + \Gamma^T x'_i \\ \beta^T W^T x_i + \Gamma^T x'_i \end{bmatrix} \quad \in \mathbb{R}^K
$$

subject to: Constraints on $W \in \mathbb{R}^{p \times t}$, $H \in \mathbb{R}^{t \times n}$, $\beta \in \mathbb{R}^{r \times K}$, $\Gamma \in \mathbb{R}^{q \times K}$.

The first term in the bracket in the right hand side of (4) equals the negative log likelihood of observing labels $(y_1, \ldots, y_n)$ given the input $(X_{\text{data}}, X_{\text{aux}})$.

Note that when predicting $y_i$, the auxiliary covariate $x'_i$ together with the corresponding auxiliary coefficient $\Gamma$ is used, but the dictionary learning part is unchanged compared to the existing SDL model. For a vivid context, think of $x_i$ as the X-ray image of a patient and $x'_i$ denoting some biological measurement, gender, smoking status, and body mass index (BMI). While it may be desired to compress the image $x_i$ and extract reconstructive and discriminative dictionary atoms from it, it would be more natural to use the additional covariate $x'_i$ as-is for the prediction purpose.

2.3. Constrained and Augmented Low-rank Estimation. Next, we introduce another problem class that turns out to be very closely related to SDL (4), albeit the connection may not seem obvious at first glance. Fix a function $f : \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4} \rightarrow \mathbb{R}$, which takes the input of a $d_1 \times d_2$ matrix and an augmented variable in $\mathbb{R}^{d_3 \times d_4}$. Consider the following constrained and augmented low-rank estimation (CALE) problem

$$
\begin{align*}
\min_{Z \in \mathbb{R}^{d_1 \times d_2 \times d_3 \times d_4}} & \quad f(Z), \\
\text{subject to} & \quad Z \in \Theta \text{ and rank}(X) \leq r,
\end{align*}
$$

(5)

where $\Theta$ is a convex subset of $\mathbb{R}^{d_1 \times d_2 \times d_3 \times d_4}$. Here, we seek to find a global minimizer $Z^* = [X^*, \Gamma^*]$ of the objective function $f$ over the convex set $\Theta$, consisting of a low-rank matrix component $X^* \in \mathbb{R}^{d_1 \times d_2}$ and an auxiliary variable $\Gamma^* \in \mathbb{R}^{d_3 \times d_4}$. In a statistical inference setting, the loss function $f = f_n$ may be based on $n$ noisy observations according to a probabilistic model, and the true parameter $Z^*$ to be estimated may approximately minimize $f$ over the constraint set $\Theta$, with some statistical error $\epsilon(n)$ depending on the sample size $n$. In this case, a global minimizer $Z^* \in \text{arg min} f$ serves as an estimate of the true parameter $Z^*$. The matrix completion and low-rank matrix estimation problem [MJD09, RFP10] can be considered as special cases of (5) without constraint $\Theta$ and the auxiliary variable $\Gamma$. This problem setting has been one of the most important research topics in the machine learning and statistics literature for the past few decades.

On the other hand, one can reformulate (5) as the following nonconvex problem, where one parameterizes the low-rank matrix variable $X$ with product $UV^T$ of two matrices, which we call the constrained and augmented factored estimation (CAFE) problem:

$$
\begin{align*}
\min_{U \in \mathbb{R}^{d_1 \times r}, V \in \mathbb{R}^{d_2 \times r}, \Gamma \in \mathbb{R}^{d_3 \times d_4}} & \quad f(UV^T, \Gamma), \\
\text{subject to} & \quad [UV^T, \Gamma] \in \Theta.
\end{align*}
$$

(6)

Note that a solution to (6) gives a solution to (5). Conversely, for (5) without constraint on the first matrix component, singular value decomposition of the first matrix component easily shows that a solution to (5) is also a solution to (6). Recently, there has been a surge of progress in global guarantees of solving the factored problem (6) using various nonconvex optimization methods [JMD10, INS13, ZWL15, ZL15, TBS+16, PKCS17, WZG17, PKB+16, PKCS18]. Most of the work considers (6) without the auxiliary variable and constraints, some with a particular type of constraints (e.g., matrix norm bound), but not general convex constraints.

It is common that the non-convex factored problem (6) is introduced as a more efficient formulation of the convex problem (5). Interestingly, in the present work, we will reformulate the four-factor nonconvex problem of SDL in (4) as a three-factor nonconvex CAFE problem in (6) and then realize...
it as a single-factor convex CALE problem in (5). We illustrate this connection briefly in the following section and in more detail in Section 3.1.

2.4. A preliminary connection with CALE and SDL. In this subsection, we give a preliminary discussion on how SDL problems can be formulated as a CALE problem. For simplicity, we consider the following linear regression version of SDL, where we seek to solve matrix factorization and linear regression problems simultaneously for data matrix $X_{\text{data}} \in \mathbb{R}^{p \times n}$ and response variable $Y_{\text{label}} \in \mathbb{R}^{1 \times n}$:

$$
\min_{W \in \mathbb{R}^{p \times r}, \beta \in \mathbb{R}^{r \times 1}, H \in \mathbb{R}^{r \times n}} \|Y_{\text{label}} - \beta^T H\|_F^2 + \xi \|X_{\text{data}} - WH\|_F^2. \tag{7}
$$

As in the SDL problem (2), this is a three-block optimization problem involving three factors $W$, $H$, and $\beta$. However, by suitably stacking the matrices, we can reformulate it as the following single matrix factorization problem, which is an instance of the CAFE problem (6):

$$
\min_{W \in \mathbb{R}^{p \times r}, \beta \in \mathbb{R}^{r \times 1}, H \in \mathbb{R}^{r \times n}} \left[ f\left( \begin{bmatrix} \beta^T \\ W \end{bmatrix} H \right) := \left\| \begin{bmatrix} Y_{\text{label}} \\ \sqrt{\xi} X_{\text{data}} \end{bmatrix} - \begin{bmatrix} \beta^T \\ \sqrt{\xi} W \end{bmatrix} H \right\|_F^2 \right]. \tag{8}
$$

Indeed, we now seek to find two decoupled matrices (instead of three), one for $\beta^T$ and $W$ stacked vertically, and the other for $H$. The same idea of matrix stacking was used in [ZL10] for discriminative K-SVD. Proceeding one step further, another important observation is that it is also equivalent to finding a single matrix $Z := \begin{bmatrix} \beta^T \\ W \end{bmatrix} \in \mathbb{R}^{(1+p) \times n}$ of rank at most $r$ that minimizes the function $f$ in (8).

Thus we can view (7) as a low-rank matrix estimation problem, a special case of CALE (5). This simple yet instructive example illustrates our two-step lifting strategy for analyzing SDL problems.

In view of the discussion in Subsection 2.1, (7) can be regarded as using a feature-based regression model. An analogous filter-based regression model would be the following:

$$
\min_{W \in \mathbb{R}^{p \times r}, \beta \in \mathbb{R}^{r \times 1}, H \in \mathbb{R}^{r \times n}} \left[ f\left( W \begin{bmatrix} \beta \\ H \end{bmatrix} \right) := \|Y_{\text{label}} - \beta^T W^T X_{\text{data}}\|_F^2 + \xi \|X_{\text{data}} - WH\|_F^2 \right]. \tag{9}
$$

Here, matrix stacking as in (8) is not available. However, a simple but important observation we make is that the objective in the right hand side of (9) depends only on the product $W[\beta, H]$ and hence we can still view it as an instance of CALE problem (6). Then we may further lift it as a CALE problem (5), seeking a single matrix $Z := [W[\beta, WH]] \in \mathbb{R}^{p \times (1+n)}$ of rank at most $r$ that solves (9). This observation will be used crucially to double-lifting SDL problems (4) as a CALE problem in section 3.1.

3. Algorithms

3.1. Convex algorithms for weakly constrained SDL. In this subsection, we consider an instance of SDL (4) when it can be converted to the CALE formulation (5), and then propose convex algorithms to effectively find global optimality. Inspired by the observation in Subsection 2.4, we rewrite the objective function of the filter-based aSDL model (4) as the following CAFE (6) problem:

$$
\min_{W, H, F} \left[ f_{\text{SDL-filt}}(W[\beta, H], F) := \left( \sum_{i=1}^n \ell(y_i, g(\beta^T W^T x_i + \Gamma^T x'_i)) \right) + \xi \|X_{\text{data}} - WH\|_F^2 + \nu (\|\beta W^T\|_F^2 + \|\Gamma\|_F^2) \right] \tag{10}
$$

subject to: Constraints on $W \in \mathbb{R}^{p \times r}$, $H \in \mathbb{R}^{r \times n}$, $\beta \in \mathbb{R}^{r \times k}$, $\Gamma \in \mathbb{R}^{q \times k}$.

Note that we have added a $L_2$-regularization term for $W\beta$ and $\Gamma$ with coefficient $\nu \geq 0$. This term will play a crucial role in well-conditioning (10). As before, it is important to notice that the objective function in (10) depends only on the products $W\beta$ and $WH$ as well as the auxiliary variable $\Gamma$. By stacking the matrices $W\beta$ and $WH$ and imposing a low-rank constraint on the stacked matrix, we can reformulate (10) as a CALE problem (5) as below:

$$
\min_{A, B, F} \left[ f_{\text{SDL-filt}}([A, B], F) := \left( \sum_{i=1}^n \ell(y_i, g(A^T x_i + \Gamma^T x'_i)) \right) + \xi \|X_{\text{data}} - B\|_F^2 + \nu (\|A\|_F + \|\Gamma\|_F)^2 \right] \tag{11}
$$

subject to: Constraints on $X := [A, B] \in \mathbb{R}^{p \times (k+n)}$, $\Gamma \in \mathbb{R}^{q \times k}$, and rank$(X) \leq r$. 
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Note that the CALE formulation (11) assumes that the constraints we use in (10) for \( W, H, \beta \) can be translated into a constraint on the low-rank matrix \( X \) in (11). We can such constraints ‘weak constraints’, which we formally introduce below:

**A1. (Weakly constrained SDL)** The constraints on \([W, H, \beta, \Gamma]\) in (10) are ‘weak’ in the sense that it can be written as a convex constraint \( \Theta \subseteq \mathbb{R}^{(k+p)\times n} \times \mathbb{R}^{q\times k} \) on \( (X = [W\beta^T, WH, \Gamma]) \) in (11). Similarly, the constraints on \([W, H, \beta, \Gamma]\) in (12) can be written as a convex constraint \( \Theta \subseteq \mathbb{R}^{(k+p)\times n} \times \mathbb{R}^{q\times k} \) on \( X = [\beta H, WH, \Gamma] \) in (13).

In particular, when \( \Theta \) in A1 equals the whole space, we call the corresponding SDL problem (4) unconstrained. If the constraints on the parameters are not weak in the sense of A1 (e.g., nonnegativity on \( W \) and \( H \)), we call the corresponding SDL problem strongly constrained and will need to directly solve the nonconvex formulation (10) using Algorithm 3.

In order to solve (11), we propose a projected gradient descent (PGD) type algorithm, inspired by the singular value projection in [JMD10] as well as the initialization algorithm in [WZG17]. Namely, we iterate gradient descent followed by projecting onto the convex constraint set of the combined factor \( X = [A, B] \) and then perform rank-\( r \) projection via truncated SVD until convergence. (See (18) and Algorithm 4). Once we have a solution \([X^*, \Gamma^*]\) to (11), we can use SVD of \( X^* \) to obtain a solution to (10). Namely, let \( X^* = Q_U \Sigma Q_V^T \) denote the SVD of \( X \). Since rank\( (X^*) \leq r \), we may assume that \( \Sigma \) is an \( r \times r \) diagonal matrix of singular values of the \( X \). Then \( Q_U \in \mathbb{R}^{m \times r} \) and \( Q_V \in \mathbb{R}^{n \times r} \) are semi-orthonormal matrices, that is, \( Q_U^T Q_U = Q_V^T Q_V = I_r \). Then \( X^* = UV^T \) where \( U := Q_U \Sigma^{1/2} \) and \( V := Q_V \Sigma^{1/2} \). Consequently, we can take \( W^* = U \) and \([\beta^*]^T, \Gamma^*] = V \). Then \([W^*, H^*, \beta^*, \Gamma^*]\) is a solution to (10) under the compatibility of constraints stated in (A1). We summarize this CALE approach of solving (10) in the following algorithm. Below, \( SVD_r \) denotes rank-\( r \) truncated SVD and the projection operators \( \Pi_{\Theta} \) and \( \Pi_r \) are defined in Subsection 1.3.1.3.

**Algorithm 1 SDL-conv-filt**

1: **Input:** \( X_{\text{data}} \in \mathbb{R}^{p \times n} \) (Data matrix); \( X'_{\text{aux}} \in \mathbb{R}^{q \times n} \) (Auxiliary covariate matrix); \( Y_{\text{label}} \in \{0, \ldots, \kappa\}^{1 \times n} \) (Label matrix)

2: **Constraints:** Convex set \( \Theta \subseteq \mathbb{R}^{(k+p) \times n} \times \mathbb{R}^{q \times k} \)

3: **Parameters:** \( \tau > 0 \) (Stepsize parameter); \( N \in \mathbb{N} \) (number of iterations); \( r \geq 1 \) (rank parameter)

4: Initialize \( A_0 \in \mathbb{R}^{p \times k}, B_0 \in \mathbb{R}^{q \times n}, \Gamma_0 \in \mathbb{R}^{q \times k} \)

5: For \( k = 1, 2, \ldots, N \) do:

6: \[ [A_k, B_k, \Gamma_k] := \Pi_{\Theta} \Pi_r \left( [A_{k-1}, B_{k-1}, \Gamma_{k-1}] - \tau V SVD_l\text{-filt} \left( [A_{k-1}, B_{k-1}, \Gamma_{k-1}] \right) \right) \]

7: \[ [A_k, B_k, \Gamma_k] := \Pi_{\Theta} \Pi_r \left( [A_k, B_k, \Gamma_k] \right) \quad \text{(\( \triangleright \) rank-\( r \) projection)} \]

8: End for

9: \( [U, \Sigma, V] \leftarrow SVD_r \left( [A_N, B_N] \right) \quad \text{(\( \triangleright \) rank-\( r \) SVD)} \)

10: \( W_N \leftarrow U \Sigma^{1/2}, \{\beta_N, H_N\} \leftarrow (\Sigma)^{1/2} V^T \)

11: **Output:** \( (W_N, H_N, \beta_N, \Gamma_N) \) and \( (A_N, B_N, \Gamma_N) \)

Similarly, we can write the objective function of the feature-based augmented SDL model (4) as the following CAFE (6) problem:

\[
\min_{W, H, \beta, \Gamma} \left[ f_{\text{SDL-feat}} \left( \begin{bmatrix} \beta^T \\ W \end{bmatrix}, \Gamma \right) := \sum_{i=1}^{n} \ell(y_i, g(\beta^T h_i + \Gamma^T x_i)) + \xi \|X_{\text{data}} - WH\|_F^2 + \nu (\|\beta H\|_F + \|\Gamma\|_F^2) \right],
\]

subject to: Constraints on \( W \in \mathbb{R}^{p \times r}, H \in \mathbb{R}^{q \times r}, \beta \in \mathbb{R}^{r \times x}, \Gamma \in \mathbb{R}^{q \times k} \).

We can reformulate (12) as the following CALE problem:

\[
\min_{A, B, \Gamma} \left[ f_{\text{SDL-feat}} \left( X := \begin{bmatrix} A \\ B \end{bmatrix}, \Gamma \right) := \sum_{i=1}^{n} \ell(y_i, g(A^T \Gamma x_i)) + \xi \|X_{\text{data}} - B\|_F^2 + \nu (\|A\|_F^2 + \|\Gamma\|_F^2) \right]
\]
subject to: Constraints on $X \in \mathbb{R}^{(k+p) \times n}$, $\Gamma \in \mathbb{R}^{q \times k}$, and rank($X$) ≤ $r$.

As before, this CALE formulation assumes the compatibility of constraints in the two settings (see the weak constraints condition A1), and solutions to (13) can be transformed into solutions to (12) by using SVD. The analog of Algorithm 2 is stated in Algorithm 2.

**Algorithm 2 SDL-conv-feat**

1. **Input:** $X_{\text{data}} \in \mathbb{R}^{p \times n}$ (Data matrix); $X'_{\text{aux}} \in \mathbb{R}^{q \times n}$ (Auxiliary covariate matrix); $Y_{\text{label}} \in \{0, \ldots, k\}^{1 \times n}$ (Label matrix)
2. **Constraints:** Convex set $\Theta \subseteq \mathbb{R}^{(p+k) \times n}$
3. **Parameters:** $\tau > 0$ (Stepsize parameter); $T \in \mathbb{N}$ (number of iterations);
4. Initialize $A_0 \in \mathbb{R}^{k \times n}$, $B_0 \in \mathbb{R}^{p \times n}$, $\Gamma_0 \in \mathbb{R}^{q \times k}$
5. **For** $k = 1, 2, \ldots, N$ **do:**
6.  $\begin{bmatrix} A_k, B_k, \Gamma_k \end{bmatrix} \leftarrow \Pi_{\Theta} \left( \begin{bmatrix} A_{k-1}, B_{k-1}, \Gamma_{k-1} \end{bmatrix} - \tau \nabla f_{\text{SDL-feat}} \left( \begin{bmatrix} A_{k-1}, B_{k-1}, \Gamma_{k-1} \end{bmatrix} \right) \right)$
7.  $\begin{bmatrix} A_k, B_k \end{bmatrix} \leftarrow \Pi_f \left( \begin{bmatrix} A_k, B_k \end{bmatrix} \right)$ (> rank-$r$ projection)
8. **End for**
9. $[U, \Sigma, V] \leftarrow \text{SVD}_r \left( \begin{bmatrix} A_T \cr B_T \end{bmatrix} \right)$ (> rank-$r$ SVD)
10. $\begin{bmatrix} (\beta_T)^T \cr W_T \end{bmatrix} \leftarrow U \Sigma^{1/2}$, $H_T \leftarrow \Sigma^{1/2} V^T$
11. **Output:** $(W_T, H_T, \beta_T, \Gamma_T)$

We provide the formulas for the gradients $\nabla f_{\text{SDL-filt}}$ and $\nabla f_{\text{SDL-feat}}$ in the appendix, see (54) and (55), respectively.

### 3.2. Nonconvex algorithm for strongly constrained SDL

In this subsection, we provide an algorithm for iteratively solving the strongly constrained SDL problem. More precisely, here we consider both the filter- and the feature-based SDL models in (4) where the constraints on parameters $W, H, \beta$, and $\Gamma$ do not satisfy the weak constraint assumption in A1. In general, this means that we impose separate convex constraints on each of the four parameters. One primary case of interest is using nonnegativity constraints on both $W$ and $H$, so that the SDL model (4) combines nonnegative matrix factorization (NMF) together with multinomial logistic regression in two different ways.

NMF has been a popular dictionary learning model in the literature for various applications, mainly due to the interpretability of dictionary atoms learned under the nonnegativity constraint [LS99, LS00]. Analogously, we propose a nonnegative variant of the augmented SDL model (4), where we impose nonnegativity constraints on the factor matrices $W$ and $H$. The special case of filter-based SDL without auxiliary covariates has been studied empirically recently in [AAG18, LSF19] under the name of ‘supervised NMF’ but without theoretical guarantee of their algorithms.

In case of strong constraints for the SDL model, we cannot directly use the lifting technique to relate the nonconvex SDL problem to some convex problem in a larger dimensional space as we discussed for the weakly constrained case (see Subsection 3.1). We make a key observation that the SDL loss function $L$ in (4), while being nonconvex, is in fact multiconvex. That is, it is convex in each of the four matrix parameters (blocks) $W, H, \beta$, and $\Gamma$ while the other three are held fixed. This fact can be justified by directly computing the Hessian of the loss function $L$ in (4). (See Lemmas B.1 and B.3 in the appendix.) Hence, in order to solve the strongly constrained SDL problems, we may use coordinate descent (BCD) type algorithms [Ber97]. The idea is simply to iteratively optimize over one block of parameters while all other blocks are fixed, cycling through all blocks. Such algorithms have been widely used for nonnegative matrix and tensor factorization problems recently [LS99, LS01, KB09, KHP14]. Our algorithm for solving the strongly constrained SDL problem (4) uses
a similar idea and is stated in Algorithm 3. Since each of the four factors $W, H, \beta$, and $\Gamma$ is iteratively updated by solving a convex sub-problem, it can handle possible constraints for the individual factors such as nonnegativity over $W$ and $H$.

\textbf{Algorithm 3} BCD-DR for SDL

1: \textbf{Input:} $X_{\text{data}} \in \mathbb{R}^{p \times n}$ (Data); $X_{\text{aux}} \in \mathbb{R}^{q \times n}$ (Auxiliary covariate); $y_{\text{label}} \in \{0, \ldots, k\}^{1 \times n}$
2: \textbf{Constraints:} Convex subsets $\mathcal{C}^{\text{dict}} \subseteq \mathbb{R}^{p \times r}$, $\mathcal{C}^{\text{code}} \subseteq \mathbb{R}^{q \times n}$, $\mathcal{C}^{\beta} \subseteq \mathbb{R}^{r \times k}$, $\mathcal{C}^{\text{aux}} \subseteq \mathbb{R}^{q \times k}$
3: \textbf{Parameters:} $\xi \geq 0$ (Tuning parameter); $T \in \mathbb{N}$ (number of iterations); $(R_k^i)_{k \geq 1}$ radii in $[0, 1]$;
4: Initialize $W_0 \in \mathcal{C}^{\text{dict}}$, $H_0 \in \mathcal{C}^{\text{code}}$, $\beta_0 \in \mathcal{C}^{\beta}$, $\beta_0' \in \mathcal{C}^{\text{aux}}$
5: \textbf{For} $k = 1, 2, \ldots, T$ \textbf{do:}
   \hspace{1cm} $W_k \leftarrow \arg\min_{W \in \mathcal{C}^{\text{dict}}, \|W-W_{k-1}\|_F \leq R_k} L(W, H_{k-1}, \beta_{k-1}, \Gamma_{k-1})$
   \hspace{1cm} $\beta_k \leftarrow \arg\min_{\beta \in \mathcal{C}^{\beta}, \|\beta-\beta_{k-1}\|_F \leq R_k} L(W_k, H_{k-1}, \beta, \Gamma_{k-1})$
   \hspace{1cm} $\Gamma_k \leftarrow \arg\min_{\Gamma \in \mathcal{C}^{\text{aux}}, \|\Gamma-\Gamma_{k-1}\|_F \leq R_k} L(W_k, H_{k-1}, \beta_k, \Gamma)$
   \hspace{1cm} $H_k \leftarrow \arg\min_{H \in \mathcal{C}^{\text{code}}, \|H-H_{k-1}\|_F \leq R_k} L(W_k, H, \beta_k, \Gamma_k)$
6: \textbf{End for}
7: \textbf{Output:} $(W_T, H_T, \beta_T, \Gamma_T)$

For the problems we consider, the radius $R_k = O(1/k)$ seems to work well. In most of the experiments we perform in this paper we choose the convex constraint sets to be $\mathcal{C}^{\text{dict}} = \{W \in \mathbb{R}^{p \times r} \mid \|W\|_F \leq 1\}$, $\mathcal{C}^{\text{code}} = \{H \in \mathbb{R}^{q \times n} \mid \|H\|_F \leq C_1\}$, $\mathcal{C}^{\beta} = \{\beta \in \mathbb{R}^{r \times k} \mid \|\beta\|_F \leq C_2\}$, and $\mathcal{C}^{\text{aux}} = \{\Gamma \in \mathbb{R}^{q \times k} \mid \|\Gamma\|_F \leq C_3\}$, where $C_1, C_2, C_3 > 0$ are large enough constants. For example, we may choose them to be a multiple of $\|X_{\text{data}}\|_F + \|y_{\text{label}}\|_F$.

Each convex optimization sub-problems in Algorithm 3 can be solved by standard projected gradient descent algorithms, where the optimality gap decays sub-exponentially for convex sub-problems and exponentially if the restricted objectives are strongly convex (see, e.g., [Bec17, Thm. 10.29]). In practice, we use only $O(1)$ sub-iterations for solving each convex sub-problems. In fact, the main result in [Lyu20] implies that when each convex sub-problems are strongly convex (which can be enforced by adding an $L_2$-regularization term), then it is enough to iteratively solve it at iteration $k$ to the accuracy of $O(k^{-2})$ (in optimality gap of function values), which is achieved by $O(\log k)$ sub-iterations. We provide theoretical convergence guarantees of Algorithm 3 in Sections 4.4 and 4.5.3.

Here we provide computations for the derivatives of the loss function $L$ in Lemma B.1 which may be useful in executing projected gradient descent algorithm to solve each convex sub-problems in Algorithm 3. Namely, let $L(Z)$ denote the objective of the feature-based SDL in (4). For the filter-based model in (4), recall that the activation $\mathbf{a}_s := \beta^T W^T \mathbf{x}_s + \Gamma^T \mathbf{x}_s'$ for predicting $y_s$ given $\mathbf{x}_s$ and $\mathbf{x}_s'$. Define the vector $\mathbf{h}(y, \mathbf{a}) \in \mathbb{R}^k$ as

$$
\mathbf{h}(y, \mathbf{a}) := (\hat{h}_1, \ldots, \hat{h}_k)^T \in \mathbb{R}^k, \quad \hat{h}_j = \hat{h}_j(y, \mathbf{a}) := \left( \frac{h'(a_j)}{1 + \sum_{c=1}^k h'(a_c)} - 1(y = j) \frac{h'(a_j)}{h(a_j)} \right). \tag{14}
$$

Denote $K := [\mathbf{h}(y_1, \mathbf{a}_1), \ldots, \mathbf{h}(y_1, \mathbf{a}_1)] \in \mathbb{R}^{k \times n}$. Then the gradients of the objective $L(Z)$ can be computed as

\begin{align}
\text{(SDL-filt)} \quad \begin{cases}
\nabla_W L(Z) &= X_{\text{data}}K^T \beta^T + 2\xi(WH - X_{\text{data}})H^T, \\
\nabla_\beta L(Z) &= W^T X_{\text{data}} K^T, \\
\nabla_\Gamma L(Z) &= X_{\text{aux}}K^T, \\
\nabla_H L(Z) &= 2\xi W^T (WH - X_{\text{data}}). \tag{15}
\end{cases}
\end{align}
On the other hand, for the feature-based model in (4), we use the activation \( a_s := \beta^T h_s + r^T x_s \). Then the gradients of the objective \( L(Z) \) is given by

\[
\begin{align*}
\nabla_W L(Z) &= 2\zeta (WH - X_{\text{data}})H^T, \\
\nabla_F L(Z) &= X_{\text{data}}K^T, \\
\nabla_H L(Z) &= \beta K + 2\zeta W^T (WH - X_{\text{data}}).
\end{align*}
\]

(16)

Details for these computations as well as the Hessian computation are given in the appendix, see Lemma B.1 and Remark (B.2).

3.3. Comparison of algorithms. In this subsection, we compare our nonconvex (Alg. 3) and convex (Alg. 1 and 2) algorithms in terms of their types, asymptotic convergence guarantee, rate of convergence, and computational complexity. Justifications and a more detailed discussion of the asymptotic convergence and complexity bounds we briefly state in Table 1 are given in the following section, see Theorems 4.6 and 4.4.

We give some remarks on the computational complexity of the algorithms. For algorithm 3 based on BCD-DR, the per-iteration cost is proportional to the cost of computing gradients of the objective in each block variable (e.g., \( W \)) on BCD-DR, the per-iteration cost is proportional to the cost of computing gradients of the objective.

The per-iteration cost of Algorithm 3 in Table 1, which is \( O \) in the computational complexity means the worst-case number of iterations to achieve an \( \epsilon \)-accurate first-order optimal solution.

Under the hypothesis of Theorems 4.4 and 4.5, first-order optimality for Algorithms 1 and 2 implies global optimality. We assume \( k = O(1) \) in this table.

| Algorithm | Type | Constraints | Asymptotic Convergence | Per-iteration cost | Iteration Complexity |
|-----------|------|-------------|------------------------|-------------------|---------------------|
| Alg. 1 and 2 | GD+rSVD | product of factors | Global minimizer | \( O(\min(pn^2, np^2)) \) | \( O(\log \epsilon^{-1}) \) |
| Alg. 3 | BCD | individual factors | Stationary points | \( O((pr + q)n) \) | \( O(\epsilon^{-1}(\log \epsilon^{-1})) \) |

Table 1. Overview of computational aspects of the various SDL algorithms. ‘GD’ stands for gradient descent, ‘rSVD’ stands for rank-\( r \) SVD, and ‘BCD’ stands for block coordinate descent. Iteration complexity means the worst-case number of iterations to achieve an \( \epsilon \)-accurate first-order optimal solution.

On the other hand, the per-iteration computational cost for Algorithms 1 and 2 are dominated by the cost of computing SVD of \( p \times (k + n) \) and \( (p + q) \times n \) matrix, respectively. Assuming \( q = O(p) \), this is of order \( O(\min(pn^2, np^2)) \). However, since we only need rank-\( r \) truncated SVD, we may employ a much more efficient truncated SVD using random projection [HMT11], which approximately computes rank-\( r \) truncated SVD. Using this heuristic, one can reduce the per-iteration computational cost to \( O((p + q)r n) \), which is essentially the same order for the nonconvex method in Algorithm 3. However, our convergence guarantee in Theorems 4.4 and 4.5 does not apply in this case. Also in practice, we find the convex methods in Algorithms 1 and 2 depend more sensitively on the choice of hyperparameters (e.g., stepsize) than the nonconvex method in Algorithm 3.
4. Statement of Results

4.1. First-order optimality measures. In order to make the notion of approximate solutions, we first recall the definition of stationary points for constrained optimization problems. Namely, consider the problem of minimizing a function \( f : \mathbb{R}^p \to \mathbb{R} \) over a convex set \( \Theta \subset \mathbb{R}^p \). Then \( \theta^* \in \Theta \) is a stationary point of \( f \) over \( \Theta \) if \( \inf_{\theta \in \Theta} \langle \nabla f(\theta^*), \theta - \theta^* \rangle \geq 0 \). This is equivalent to saying that \(-\nabla f(\theta^*)\) is in the normal cone of \( \Theta \) at \( \theta^* \). Every local minimum of \( f \) over \( \Theta \) is a stationary point. Relaxing this notion, for each \( \varepsilon \geq 0 \), we define \( \Theta^* \in \Theta \) to be an \( \varepsilon \)-stationary point of \( f \) over \( \Theta \) if

\[
- \inf_{\theta \in \Theta} \left\langle \nabla f(\theta^*), \frac{\theta - \theta^*}{\|\theta - \theta^*\|_F} \right\rangle \leq \varepsilon. \tag{17}
\]

In order to explain this definition, suppose \( \theta^* \) lies in the interior of \( \Theta \). In this case, (17) is equivalent to \( \|\nabla f(\theta^*)\|_F^2 \leq \epsilon \). When \( f \) is differentiable, \( \theta^* \) is a stationary point of \( f \) over \( \Theta \) if and only if \( \|\nabla f(\theta^*)\|_F = 0 \). Moreover, it is standard that a rate of convergence to stationary points in the interior of the constraint set \( \Theta \) (the whole parameter space for unconstrained problems) is measured in terms of gradient norm squared [SY18, XXY19, WWB19, KW18]. We also remark that the above notion of \( \varepsilon \)-approximate solution is also equivalent to a similar notion in [Nes13, Def. 1], which is stated for non-smooth objectives using subdifferentials instead of gradients as in (17).

4.2. Exponential convergence of Low-rank PGD. In order to solve the CALE problem (5), consider the following Low-rank Projected Gradient Descent (LPGD) algorithm: (See Algorithm 4)

\[
Z_t \leftarrow \Pi_T \left( \Pi_{\Theta} \left( Z_{t-1} - \tau \nabla f(Z_{t-1}) \right) \right), \tag{18}
\]

where \( \tau \) is a stepsize parameter, \( \Pi_{\Theta} \) denotes projection onto the convex constraint set \( \Theta \subseteq \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4} \), and \( \Pi_T \) denotes the projection of the first matrix component onto matrices of rank at most \( r \) in \( \mathbb{R}^{d_1 \times d_2} \). More precisely, let \( Z = [X, \Gamma] \). Then \( \Pi_T(Z) := [\Pi_T(X), \Gamma] \). It is well-known that the rank-\( r \) projection above can be explicitly computed by the singular value decomposition (SVD). Namely, \( \Pi_T(X) = U \Sigma V^T \), where \( \Sigma \) is the \( r \times r \) diagonal matrix of the top \( r \) singular values of \( X \) and \( U \in \mathbb{R}^{d_1 \times r} \), \( V \in \mathbb{R}^{d_2 \times r} \) are semi-orthonormal matrices (i.e., \( U^T U = V^T V = I_r \)).

Algorithm 4 Low-rank Projected Gradient Descent (LPGD)

1. **Input:** \( f : \mathbb{R}^{d_1 \times d_1} \times \mathbb{R}^{d_3 \times d_4} \to \mathbb{R} \) (Objective function); \( \Theta \subseteq \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4} \to \mathbb{R} \) (Convex constraint); \( r \in \mathbb{N} \) (Rank parameter);
2. **Parameters:** \( \tau > 0 \) (Stepsize parameter); \( N \in \mathbb{N} \) (number of iterations);
3. Initialize \( Z_0 \in \Theta \)
4. **For** \( t = 1, 2, \ldots, T \) **do:**
5. \( Z_t \leftarrow \Pi_T \left( \Pi_{\Theta} \left( Z_{t-1} - \tau \nabla f(Z_{t-1}) \right) \right) \)
6. **End for**
7. **Output:** \( Z_T \)

Note that Algorithm 4 resembles the standard projected gradient descent (PGD) in the optimization literature, as a gradient descent step is followed first by projecting onto the convex constraint set \( \Theta \) and then by the rank-\( r \) projection. It is also worth noting the similarity of (18) to the ‘lift-and-project’ algorithm in [CFP03] for structured low-rank approximation problem, which proceeds by alternatively applying the projections \( \Pi_{\Theta} \) and \( \Pi_T \) to a given matrix until convergence.

In Theorem 4.2, we show that the iterate \( Z_T \) of Algorithm 4 converges exponentially to a low-rank approximation of the global minimizer of the objective \( f \) over \( \Theta \), given that the objective \( f \) satisfies the following restricted strong convexity (RSC) and restricted smoothness (RSM) properties in Definition 4.1. These properties were first used in [ANW10, RWRY11, NW11] for a class of matrix estimation problems and have found a number of applications in optimization and machine learning literature [WZG17, PKCS18, TMC21].
**Definition 4.1.** (Restricted Strong Convexity and Smoothness) A function \( f : \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4} \rightarrow \mathbb{R} \) is \( r \)-restricted strongly convex and smooth with parameters \( \mu, L > 0 \) if for all \( X, Y \in \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4} \) whose matrix coordinates are of rank \( \leq r \),
\[
\frac{\mu}{2} \| \text{vec}(X) - \text{vec}(Y) \|_2^2 \leq f(Y) - f(X) - \langle \nabla f(X), Y - X \rangle \leq \frac{L}{2} \| \text{vec}(X) - \text{vec}(Y) \|_2^2.
\]

Recall that the CALE (5) problem considers a constrained optimization problem, where the global minimizer of the objective function \( f \) over the constraint set \( \Theta \) need not be a critical point of \( f \), but only a stationary point when it is at the boundary of \( \Theta \). In order to measure the rate of convergence of an algorithm to a stationary point, we use gradient mapping \([Nes13, Bec17]\) as a measure of the degree at which a point \( Z^* \) in \( \Theta \) fails to be a stationary point, which is particularly well-suited for projected gradient descent type algorithms. Namely, for the CALE problem in (5), we define a map \( G : \Theta \times (0, \infty) \rightarrow \mathbb{R} \) by
\[
G(Z, \tau) := \frac{1}{\tau} (Z - \Pi_\Theta (Z - \tau \nabla f(Z))).
\]

We call \( G \) the gradient mapping associated with problem (5). In the special cases when \( \Theta \) is the whole space or when \( Z \) is in the interior of \( \Theta \), if \( \tau \) is sufficiently small (so that \( Z - \tau \nabla f(Z) \in \Theta \)), then \( \| G(Z, \tau) \|_F = \| \nabla f(Z) \|_F \), which is the standard measure of first-order optimality of \( Z \) for minimizing the objective \( f \). In general, it holds that \( \| G(Z, \tau) \|_F \leq \| \nabla f(Z) \|_F \) (see Lemma G.1).

In order to better motivate the definition, fix \( Z \in \Theta \) and decompose it as
\[
Z = \Pi_\Theta (Z - \tau \nabla f(Z)) + (Z - \Pi_\Theta (Z - \tau \nabla f(Z))) = \Pi_\Theta (Z - \tau \nabla f(Z)) + \tau G(Z, \tau).
\]

Namely, the first term above is a one-step update of a projected gradient descent at \( Z \) over \( \Theta \) with stepsize \( \tau \), and the second term above is the error term. If \( Z \) is a stationary point of \( f \) over \( \Theta \), then \( -\nabla f(Z) \) lies in the normal cone of \( \Theta \) at \( Z \), so \( Z \) is invariant under the projected gradient descent and the error term above is zero. If \( Z \) is only approximately stationary, then the error above is nonzero. In fact, \( G(Z, \tau) = 0 \) if and only if \( Z \) is a stationary point of \( f \) over \( \Theta \) (see [Bec17, Thm. 10.7]). Therefore, we may use the size of \( G(Z, \tau) \) (measured using an appropriate norm) as a measure of first-order optimality of \( Z \) for the problem (5).

Now we state our main result concerning exponential convergence of Algorithm 4 for CALE (5).

**Theorem 4.2.** (Exponential convergence of LPGD) Let \( f : \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4} \rightarrow \mathbb{R} \) be \( r \)-restricted strongly convex and smooth with parameters \( \mu, L \), respectively, with \( L/\mu < 3 \). Let \( \{Z_t\}_{t=0}^\infty \) be the iterates generated by Algorithm 4. Suppose \( \Theta \subset \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_3 \times d_4} \) is a convex subset and fix a stepsize \( \tau \in (\frac{1}{2\mu r}, \frac{3}{4\mu}) \). Then \( \rho := 2 \max\{[1 - \tau \mu], [1 - \tau L]\} \in (0, 1) \) and the followings hold:

(i) Let \( Z^* = [X^*, \Gamma^*] \in \Theta \) be arbitrary with rank\((X^*) \leq r \). Write \( G(Z^*, \tau) = [\Delta X^*, \Delta \Gamma^*] \). Then for \( t \geq 1 \),
\[
\| Z_t - Z^* \|_F \leq \rho^t \| Z_0 - Z^* \|_F + \frac{\tau}{1 - \rho} \left( \sqrt{3r} \| \Delta X^* \|_2^2 + \| \Delta \Gamma^* \|_F^2 \right).
\]

(ii) Suppose \( Z^* = [X^*, \Gamma^*] \) is any stationary point of \( f \) over \( \Theta \) whose matrix factor \( X^* \) has rank \( \leq r \). Then \( \| Z_t - Z^* \|_F \leq \rho^t \| Z_0 - Z^* \|_F \). Furthermore, if \( \nabla f \) is Lipschitz continuous over \( \Theta \), then for \( t \geq 1 \),
\[
f(Z_t) - f(Z^*) \leq \left( \| \nabla f(Z^*) \| + L\rho^t \right) \rho^t \| Z_0 - Z^* \|_F.
\]

In particular, if \( Z^* \) in the above theorem is a stationary point of \( f \) over \( \Theta \), then \( \Delta X^* = 0 \) and \( \Delta \Gamma^* = 0 \), so the above theorem implies that the iterate \( Z_t \) converges to \( Z^* \) at a geometric rate with contraction constant \( \leq \rho \). In particular, it implies that there is a unique global minimizer of \( f \) over \( \Theta \) under the hypothesis of Theorem 4.2. In a statistical estimation setting, the true parameter \( Z^* \) to be estimated may only be approximately stationary. In that case, the second term on the right-hand side of (20)
gives a bound on the statistical error, whereas the first term shows the algorithmic error decays geometrically. See Section 4.5 for implications of Theorem 4.2 in the context of statistical estimation for SDL.

4.3. Exponential convergence of weakly constrained SDL. In Section 3.1, we have discussed that weakly constrained SDL problem (4) can be reformulated as a CAFE problem (6), which itself is a factored reformulation of the CAFE problem (5). Note that CAFE problems (6) in general does not have unique minimizer due to the ‘rotation invariance’. Namely, let $R$ be any $r \times r$ orthonormal (rotation) matrix (i.e., $R^TR = RR^T = I_r$). Then

$$f((UR)(VR)^T, \Gamma) = f((UR)^TV^T, \Gamma) = f(UV^T, \Gamma).$$

(22)

Thus $[U, V, \Gamma]$ and $[UR, VR, \Theta]$ give the same objective value. This implies that the best type of guarantee that we can hope for the CAFE problem (6) is the recovery of a global minimizer $[U, V, \Gamma]$ so that the product $UV^T$ is uniquely determined but not necessarily for the pair $(U, V)$.

In the context of the filter-based SDL problem (10), we may seek to find a global minimizer $[W, H, \beta, \Gamma]$ of the objective such that the products $WH$ and $WH$ are uniquely determined. Similarly, in the context of the feature-based SDL problem (12), we may seek to find a global minimizer $[W, H, \beta, \Gamma]$ of the objective such that the products $\beta H$ and $WH$ are uniquely determined. These goals can be achieved by using Algorithms 1 and 2, respectively, as long as the hypothesis of Theorem 4.2 is satisfied. In such a case, the convergence is exponential and we can also show that the optimality gap (in objective value) shrinks geometrically, as stated in Theorem 4.4.

We first introduce the following technical assumption (A2-A4) that are needed to quantify the restricted strong convexity and smoothness parameters for the SDL loss function in (4). Namely, A2 limits the norm of the activation $a$ as an input for the classification model in (4) is bounded. This is standard in the literature (see, e.g., [NW11]) in order to uniformly bound the eigenvalues of the Hessian of the (multinomial) logistic regression model; A3 introduces uniform bounds on the eigenvalues of the covariance matrix of the input data; A4 introduces uniform bounds on the eigenvalues of the $\kappa \times \kappa$ observed information as well as the first derivative of the predictive probability distribution (see [Böh92] and Appendix H for more details). For A2, we remark that there are a number of known results that bound the eigenvalues of the averaged Gram matrix $n^{-1}\Phi\Phi^T$ with i.i.d. columns (see, e.g., [Yas16, LM17]).

A2. (Bounded activation) The activation $a = a(x_i, x_j', h_i, \beta, \Gamma) \in \mathbb{R}^\kappa$ defined in (4) assume bounded norm, i.e., $\|a\| \leq M$ for some constant $M \in (0, \infty)$.

A3. (Bounded eigenvalues of covariance matrix) Denote $\Phi = [\phi_1, \ldots, \phi_n] \in \mathbb{R}^{(p+q) \times n}$, where $\phi_i = (x_i^T, (x_j')^T)^T \in \mathbb{R}^{p+q}$. In other words, $\Phi = [X_{\text{data}}^T, X_{\text{aux}}^T]^T$. Then there exists constants $c^-, c^+ > 0$ such that for all $n \geq 1$,

$$\delta^- \leq \lambda_{\min}(n^{-1}\Phi\Phi^T) \leq \lambda_{\max}(n^{-1}\Phi\Phi^T) \leq \delta^+.$$  

(23)

A4. (Bounded stiffness and eigenvalues of observed information) The score function $h: \mathbb{R} \to [0, \infty)$ in (1) is twice continuously differentiable. Further, for $y \in [0, 1, \ldots, \kappa]$ and $a = (a_1, \ldots, a_\kappa) \in \mathbb{R}^\kappa$, define the symmetric matrix $\tilde{H}(y, a) \in \mathbb{R}^{\kappa \times \kappa}$ as

$$\tilde{H}(y, a) = \mathbb{R}^{\kappa \times \kappa}, \quad \tilde{H}(y, a)_{ij} := \left( \frac{h''(a_i)1(i=j) - h'(a_i)h'(a_j)}{1 + \sum_{i=1}^\kappa h(a_i)^2} \right) - 1(y = i = j) \left( \frac{h''(a_i)}{h(a_i)^2} - \frac{(h'(a_i))^2}{(h(a_i))^2} \right).$$

Then for the constant $M > 0$ in A2, there exists constants $\gamma_{\max}, \alpha^-, \alpha^+ > 0$ such that

$$\gamma_{\max} := \sup_{\|a\| \leq M} \max_{1 \leq s \leq n} \|\tilde{h}(y_s, a_s)\|_\infty,$$

$$\alpha^- := \inf_{\|a\| \leq M} \min_{1 \leq s \leq n} \lambda_{\min}(\tilde{H}(y_s, a_s)), \quad \alpha^+ := \sup_{\|a\| \leq M} \max_{1 \leq s \leq n} \lambda_{\max}(\tilde{H}(y_s, a_s)),$$

where the vector $\tilde{h}(y, a) \in \mathbb{R}^\kappa$ is defined in (14).
Suppose that is, if the multinomial classification problem is well-conditioned (Lemma H.1, we can take
\(\alpha\) in the above interval, then we can find the global optimum of the SDL problem (4) exactly and get
\[
\begin{aligned}
\tilde{h}_j(y, a) &= g_j(a) - 1(y = j) \\
\tilde{H}(y, a)_{ij} &= g_i(a) \left(1(i = j) - g_j(a)\right)
\end{aligned}
\]
where \(g_j\) is the predictive probability of label \(j\) given activation \(a\) (see (1)). Under A2, according to
Lemma H.1, we can take
\[
\gamma_{\max} = 1 + \frac{e^{M}}{1 + \exp((k-1)e^{-M})} \leq 2, \quad \alpha^{-} = \frac{e^{-M}}{1 + \exp((k-1)e^{-M})}, \quad \alpha^{+} = \frac{e^{M}(1 + 2(\kappa - 1)e^{M})}{(1 + e^{M} + (k-1)e^{M})^2}.
\]

For binary classification, \(\kappa = 1\), it also holds that \(\alpha^{+} \leq 1/4\).

We now state the main result in this section.

**Theorem 4.4.** (Exponential convergence of LPGD for SDL-filt) Let \(Z_t := ([A_t, B_t], \Gamma_t)\) denote the iterates of Algorithm 1 for the filter-based SDL problem (10). Assume A1-A4 hold. Fix any \(\mu^{*} \leq \delta^{-} \alpha^{-} \) and \(L^{*} \geq \delta^{*} \alpha^{*}\). Let \(\mu := \min(2\xi, 2\nu + n\mu^{*})\) and \(L := \max(2\xi, 2\nu + nL^{*})\) and suppose that
\[
\frac{L}{\mu} = \frac{\max(\xi, \nu + \frac{n\mu^{*}}{2})}{\min(\xi, \nu + \frac{n\mu^{*}}{2})} < 3. \tag{24}
\]
Fix any stepsize \(\tau \in \left(\frac{1}{2\mu}, \frac{3}{2\kappa}\right)\) and let \(\rho := \max(|1 - \tau\mu|, |1 - \tau L|) \in (0, 1)\). Let \(Z^{*} := ([A^{*}, B^{*}], \Gamma^{*}) \in \Theta\) denote the unknown target parameters to be estimated such that \(\text{rank}(\{A^{*}, B^{*}\}) \leq r\). Denote \(\rho := 2(1 - \tau\mu)\). Then the followings hold:

(i) Denote \([\Delta X^{*}, \Delta \Gamma^{*}] := \frac{1}{\tau} \left(Z^{*} - \Pi_{\Theta}(Z^{*} - \tau \nabla f_{\text{SDL-filt}}(Z^{*}))\right)\) (see (19)). Then for \(t \geq 1\),
\[
\|Z_t - Z^{*}\|_{F} \leq \rho^{t} \|Z_0 - Z^{*}\|_{F} + \frac{\tau}{1 - \rho} \left(\sqrt{3r}\|\Delta X^{*}\|_{2} + \|\Delta \Gamma^{*}\|_{F}\right).
\]

(ii) Suppose \(Z^{*} = [X^{*}, \Gamma^{*}]\) is any stationary point of \(f_{\text{SDL-filt}}\) over \(\Theta\) such that \(\text{rank}(X^{*}) \leq r\). Then for \(t \geq 1\), we have
\[
\|Z_t - Z^{*}\|_{F} \leq \rho^{t} \|Z_0 - Z^{*}\|_{F}, \tag{25}
\]
\[
\|f_{\text{SDL-filt}}([A_t, B_t, \Gamma_t]) - f_{\text{SDL-filt}}(Z^{*})\| \leq \left(\|\nabla f_{\text{SDL-filt}}(Z^{*})\| + L\rho^{t}\right) \rho^{t} \|Z_0 - Z^{*}\|_{F}.
\]

Note that we may view the ratio \(L/\mu\) that appears in Theorem 4.4 as the condition number of the SDL problem in (4), whereas the ratio \(L^{*}/\mu^{*}\) as the condition number for the multinomial classification problem. These two condition numbers are closely related. First, note that for any given \(\mu^{*}, L^{*}\) and sample size \(n\), we can always make \(L/\mu < 3\) by choosing sufficiently large \(\xi\) and \(\nu\) so that Theorem 4.4 holds. However, using large \(L_{2}\)-regularization coefficient \(\nu\) may perturb the original SDL problem too much that the converged solution may not be close to the optimal solution. Hence we may want to take \(\nu\) as small as possible. For instance, setting \(\nu = 0\), the condition (24) reduces to
\[
0 < L^{*} < 3\mu^{*}, \quad \frac{L^{*}}{\mu^{*}} < \frac{\xi}{n} < \frac{3\mu^{*}}{2}. \tag{26}
\]
That is, if the multinomial classification problem is well-conditioned \((L^{*}/\mu^{*} < 3)\) and the ratio \(\xi/\mu\) is in the above interval, then we can find the global optimum of the SDL problem (4) exactly and exponentially fast by Algorithms 1 and 2 depending on the activation type. In general, denoting \(\xi = \xi'n\) and \(\nu = \nu'n\), (24) reduces to
\[
\frac{L^{*}}{\mu^{*}} < 3 \Rightarrow \left\{ \frac{L^{*}}{\mu^{*}} < \frac{3\mu^{*}}{2}, \quad 0 \leq \nu' < \frac{6\xi' - L^{*}}{2} \right\} \cup \left\{ \xi' > \frac{3\mu^{*}}{2}, \quad \frac{2\xi' - 3\mu^{*}}{6} < \nu' < \frac{6\xi' - L^{*}}{2} \right\}.
\]
Next, we state an analogous result as in Theorem 4.4 for the feature-based SDL problem in (12).

**Theorem 4.5.** (Exponential convergence of LPGD for SDL-feat) Consider the feature-based SDL problem (12). Let \( Z_t := \left[ [A_t^T, B_t^T]^T, \Gamma_t \right] \) denote the iterates of Algorithm 2. Assume A1-A2 and A4 hold. Denote \( \lambda_{\text{max}} := \lambda_{\text{max}}(n^{-1}X_{\text{aux}}X_{\text{aux}}^T) \), \( \mu := \min(2\xi, 2\nu + \alpha^-) \), and \( L := \max(2\xi, 2\nu + \alpha^+ \lambda_{\text{max}} n, \alpha^+ + 2\nu) \). Suppose that

\[
\frac{L}{\mu} \geq 3 \Rightarrow \left( L^* - \mu^* \right) \frac{4}{\xi'} < \frac{3(L^* - \mu^*)}{4}, \quad L^* - 3\mu^* \frac{4}{\xi'} < \nu' < \frac{6\xi' - L^*}{2}
\]

Fix any stepsize \( \tau \in (\frac{1}{2\mu}, \frac{3}{2L}) \) and let \( \rho := 2 \max(|1 - \tau \mu|, |1 - \tau L|) \in (0, 1) \). Let \( Z^* := \left[ [(A^*)^T, (B^*)^T]^T, \Gamma^* \right] \in \Theta \) denote the unknown target parameters to be estimated such that \( \text{rank}((A^*)^T, (B^*)^T)^T \leq r \). Denote \( \rho := 2(1 - \tau \mu) \). Then the following holds:

(i) Denote \( [\Delta X^*, \Delta \Gamma^*] := \frac{1}{\tau} (Z^* - \Gamma^* \nu f_{\text{SDL-feat}}(Z^*)) \) (see (19)). Then for \( t \geq 1 \),

\[
\|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F + \frac{\tau}{1 - \rho} \left( \sqrt{3} \|\Delta X^*\|_2 + \|\Delta \Gamma^*\|_F \right).
\]

(ii) Suppose \( Z^* = [X^*, \Gamma^*] \) is any stationary point of \( f_{\text{SDL-feat}} \) over \( \Theta \) such that \( \text{rank}(X^*) \leq r \). Then for \( t \geq 1 \), we have

\[
\|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F,
\]

\[
\rho \left( \|\nabla f_{\text{SDL-feat}}(Z^*)\| + L \rho^t \right) \|Z_0 - Z^*\|_F.
\]

We give some remark on the parameter regime (27) where Theorem 4.5 holds. First, suppose no auxiliary covariate is used (e.g., \( X_{\text{aux}} = O \)) so that \( \lambda_{\text{max}} = 0 \). Then (27) reduces to

\[
\frac{\max(2\xi, 2\nu + \alpha^+)}{\min(2\xi, 2\nu + \alpha^-)} < 3 \quad \Leftrightarrow \quad \frac{\alpha^+}{4} \left( \frac{\alpha^+ - 6\xi \alpha^-}{4} \right) < \nu < \frac{\xi}{3}.
\]

Note that for any fixed \( \xi > 0 \), the ratio on the left-hand side above blows up as \( n \rightarrow \infty \). This is also the case if we scale \( \xi \) and \( \nu \) to grow linearly in \( n \). Hence it is necessary to have \( L_2 \)-regularization for the feature-based SDL model in order for the low-rank PGD Algorithm 2 converges exponentially fast to the global optimum. This is in contrast to the filter-based SDL model, which allows to have no \( L_2 \)-regularization in some regime (see (26)) and still enjoy exponential convergence of Algorithm 1.

### 4.4. Subexponential convergence of BCD-DR for SDL

In this subsection, we discuss convergence guarantees of Algorithm 3 for the strongly constrained SDL problem. Recall that the algorithm is a direct application of block coordinate descent with diminishing radius (BCD-DR) in [Lyu20], and the theoretical result we present here can be derived based on the main result in the aforementioned reference.

The augmented SDL training problem (4) with general convex constraints on each factor \( W, H, \beta, \Gamma \) is a constrained nonconvex optimization problem, so in general, it is difficult to guarantee to find a globally optimal solution. Indeed, our strong global convergence guarantee of augmented SDL in Theorem 4.4 is not applicable in this case, since the assumption A1 is violated. Previous works on a related model of supervised NMF [AAG18, LSF+19] do not provide any theoretical convergence...
guarantee. However, we can exploit the multi-convexity of the objective function and apply a block coordinate descent (BCD) type algorithm to seek to find a locally optimal solution. We apply BCD with diminishing radius developed in [Lyu20] and establish convergence to local optima. Furthermore, we show that, in order to achieve an $\epsilon$-approximate locally optimal solution to (2), our algorithm needs $O(\epsilon^{-1})$ iterations.

Before we state our result, we give some background on BCD-type algorithms in the optimization literature. It is known that the global convergence of BCD to stationary points is not guaranteed when there are more than two blocks (see, e.g., [KB09]), and such a guarantee is known only with some additional regularity conditions [GS99, GS00, Ber99]. As illustrated in a counterexample of Powel [Pow73], the standard BCD with more than two blocks may result in circulating a set of non-stationary points and may fail to converge to any stationary points even in a subsequential sense. To handle the four-block multi-convex minimization problem in our case (see (4)), we use the recently proposed version of BCD in [Lyu20] that uses an additional 'diminishing radius' (BCD-DR) condition in order to guarantee global convergence to stationary points of the objective function for three-block optimization as well as to obtain a worst-case rate of convergence to stationary points. An advantage of using this version of BCD is that a rate of convergence result is available, which can be directly applied to our case of SDL training problem. See Theorem 4.6 for more details.

As the main theoretical result in this work, we establish that Algorithm 3 converges to the stationary points of the SDL objective $L$ in (4) under a mild assumption. Furthermore, we show that Algorithm 3 converges to an $\epsilon$-approximate solution within $O(\epsilon^{-1})$ iterations.

Now we state our theoretical result that provides a convergence guarantee of Algorithm 3 to first-order optimal (stationary) points as well as a bound on the iteration complexity.

**Theorem 4.6.** Assume A4 and the constraint sets $\mathcal{C}_{\text{dict}}, \mathcal{C}_{\text{code}}, \mathcal{C}_{\beta}, \mathcal{C}_{\text{aux}}$ introduced in Algorithm 3 are convex and compact. Let $Z_t = (W_T, H_T, \beta_T, \Gamma_T)$ denote the output of Algorithm 3, assuming either the filter-based or feature-based model in (4). Write $\Theta = \mathcal{C}_{\text{dict}} \times \mathcal{C}_{\text{code}} \times \mathcal{C}_{\beta} \times \mathcal{C}_{\text{aux}}$. Choose the radii $r_t$ such that $\sum_{t=1}^{\infty} r_t = \infty$ and $\sum_{t=1}^{\infty} r_t^2 < \infty$. Then for every initial estimate $Z_0$ and choice of parameters $\xi$ and $\lambda$, the followings hold:

(i) $Z_t$ converges to the set of stationary points of $L$ over $\Theta$.

(ii) For each $T \geq 1$, we have

$$\min_{1 \leq k \leq T} \left[ -\inf_{Z_k \in \Theta} \frac{\nabla L(Z_k)}{\|Z - Z_k\|_F} \right] = O\left( \left( \sum_{k=1}^{T} r_k \right)^{-1} \right).$$

(iii) Suppose $r_k = 1/(\sqrt{k} \log k)$. Then for each $\epsilon > 0$, an $\epsilon$-stationary point is achieved within iteration $O(\epsilon^{-1}(\log \epsilon)^2)$.

Note that since (2) is for fitting the SDL model on a fixed training data $(X_{\text{data}}, X_{\text{aux}}, Y_{\text{label}})$, restricting the norms of parameters by some large constant does not lose any generality, so the compactness assumption in Theorem 4.6 can be enforced for training unconstrained SDL. Moreover, this assumption allows one to put additional nonnegativity constraints to entail supervised nonnegative matrix factorization models [AAG18, LSF*19]. It does not, however, entail supervised PCA models [RBK*20] or low-rank matrix constraints as the Grassmannian constraint is nonconvex.

**4.5. Statistical estimation guarantees.** In this subsection, we propose generative models for SDL and provide statistical estimation guarantees of the assumed true parameters.

**4.5.1. Statistical estimation for weakly constrained filter-based SDL.** In this section, we assume a generative model for the filter-based SDL (10) and state statistical parameter estimation guarantees. Suppose that the data, auxiliary covariate, and label triples $(x_i, x'_i, y_i)$ are drawn i.i.d. according to the following joint distribution:

$$x_i = B^*[:, i] + \epsilon_i, \quad x'_i = C^*[:, i] + \epsilon'_i, \quad y_i | x_i, x'_i \sim \text{Multinomial}\left(1, g\left((A^*)^T x_i + (\Gamma^*)^T x'_i\right)\right),$$

(30)
where \( A^* \in \mathbb{R}^{p \times k}, B^* \in \mathbb{R}^{p \times n}, C^* \in \mathbb{R}^{q \times n}, \Gamma^* \in \mathbb{R}^{q \times k} \), s.t. \( \text{rank}([A^*, B^*]) \leq r \) and \([A^*, B^*, \Gamma^*] \in \Theta\),

where \( \Theta \subseteq \mathbb{R}^{p \times k} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{q \times n} \) is a convex constraint set. In the above model, each \( \epsilon_i \) (resp., \( \epsilon'_i \)) are \( p \times 1 \) (resp., \( q \times 1 \)) vector of i.i.d. mean zero Gaussian entries with variance \( \sigma^2 \) (resp., \( (\sigma')^2 \)). We call the above the generative filter-based SDL model. In what follows, we will assume that the noise levels \( \sigma, \sigma' \) are known and focus on estimating \( A^*, B^*, \Gamma^* \) with the unknown nuisance parameter \( C^* \).

Denote \( X_{\text{data}} = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n} \), \( X_{\text{aux}} = [x'_1, \ldots, x'_j] \in \mathbb{R}^{p \times n} \), and \( Y_{\text{label}} = [y'_1, \ldots, y'_n] \in \{0, \ldots, k\}^n \). For each particular realization of \((X_{\text{data}}, X_{\text{aux}}, Y_{\text{label}})\), the \((L_2-\text{regularized})\) normalized negative log likelihood of observing it from the model (30) with parameter \([A, B, C, \Gamma]\) and noise level \( \sigma, \sigma' \) can be computed as

\[
\mathcal{L}_n(A, B, C, \Gamma) := \left( -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=0}^{K} \mathbf{1}(y_i = j) g_j(A^T x_i + \Gamma^T x'_i) \right) + \frac{1}{2\sigma^2} \|X_{\text{data}} - B\|_F^2 + \nu \left( \|A\|_F^2 + \|\Gamma\|_F^2 \right) + \frac{p n \log \sigma}{2} + \frac{q n \log (\sigma')}{2} + \frac{1}{(2(\sigma')^2)} \|X_{\text{aux}} - C\|_F^2.
\]

Note that the added \( L_2 \) regularizer above can be understood by using a Gaussian prior for the parameters and interpreting the right-hand side above as the negative logarithm of the posterior distribution function (up to a constant). Then estimating true parameters by minimizing the above amounts to the maximum a posterior estimate.

Note that the problem of estimating \( A \) and \( B \) are coupled due to the low-rank model assumption \( \text{rank}([A, B]) \leq r \), while the problem of estimating \( C \) is separable and is not our interest. The joint estimation problem for \([A, B, C, \Gamma]\) is equivalent to the filter-based SDL problem (11) with tuning parameter \( \xi = (2\sigma^2)^{-1} \) without the \( L_2 \) regularization term for \( A \) and \( \Gamma \). This motivates us to estimate the true ‘SDL parameters’ \( A^*, B^*, \) and \( \Gamma^* \) as follows:

\[
[\hat{A}, \hat{B}, \hat{\Gamma}] \leftarrow \text{Output of Algorithm 1 with } \xi = \frac{1}{(2\sigma^2)^{-1}} \text{ for } T = O(\log n) \text{ iterations.}
\]

The following result gives a confidence region for the true combined parameters \([A^*, B^*, \Gamma^*] \) centered at the above estimate in (32). Roughly speaking, it states that the true parameter \([A^*, B^*, \Gamma^*] \) is within \( O(\log n / \sqrt{n}) \) the estimate given in (32) with high probability, provided that the noise is sufficiently small (that is, \( 2\sigma^2 < \frac{12}{n \mu^2} \)) and the classification problem is well-conditioned (that is, \( L' / \mu^* < 3 \), see Theorem 4.7). The first condition of small noise variance is reasonable since we are trying to estimate a low-rank matrix \( B^* \) of size \( p \times n \) from \( n \) samples. On the other hand, when the latter condition is not satisfied, we can use a sufficiently large \( L_2 \)-regularization coefficient \( \nu \sim \nu' n \) for some constant \( \nu' = O(1) \) to guarantee exponential convergence to the global optimum of (31) (i.e., regularized MLE). In this case, the true parameter is guaranteed to be within \( O(1 / \sqrt{n}) \) the estimate given in (32) plus \( O(1) \) term of regularization cost \( O(\nu' (\|A^*\|_2 + \|\Gamma^*\|_F)) \).

**Theorem 4.7.** (Statistical estimation for weakly constrained SDL-filt) Assume A1-A4 hold. Suppose \((X_{\text{data}}, X_{\text{aux}}, Y_{\text{label}}) \in \mathbb{R}^{p \times n} \times \mathbb{R}^{q \times n} \times \{0, \ldots, k\}^n\) is generated according to the generative model (30) with true parameter \([A^*, B^*, \Gamma^*, C^*] \) such that \( Z^* := [A^*, B^*, \Gamma^*] \in \Theta \) and \( \text{rank}([A^*, B^*]) \) \( \leq r \). Let \( Z_t := \min([A_t, B_t], \Gamma_t) \) denote the iterates of Algorithm 1 for the filter-based SDL problem (11) with tuning parameter \( \hat{\xi} = (2\sigma^2)^{-1} \) and \( L_2 \)-regularization parameter \( \nu \geq 0 \). Fix any \( \mu^* \leq \delta^- \alpha^- \) and \( L^* \geq \delta^+ \alpha^+ \). Let \( \mu := \min(2\xi, 2\nu + \mu^* n) \) and \( L := \max(2\xi, 2\nu + L^* n) \) and suppose that

\[
\frac{L}{\mu} = \max(\xi, \frac{L^* n}{2}) < 3.
\]

Fix any stepsize \( \tau \in (\frac{1}{2\eta}, \frac{3}{2\eta}) \). Denote \( \rho := 2(1 - \tau \mu) \). Then the followings hold:
(i) Suppose \( \mathbf{Z}^* - \tau \nabla_{\mathbf{Z}} \mathcal{L}_n(\mathbf{Z}^*) \in \Theta \). Then for \( \epsilon > 0 \), there exists an explicit constant \( c > 0 \) and an absolute constant \( C > 0 \), such that for all \( t \geq 1 \) and all sufficiently large \( n \geq 1 \),

\[
\mathbb{P}\left( \|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F + \epsilon(p, n) + \frac{3\nu}{(1 - \rho)L^*} \min(p, n) \right) \geq 1 - \frac{1}{n},
\]

where for some

\[
\epsilon(p, n) := \frac{3}{2(1 - \rho)L^*} \left( c \frac{\log n}{\sqrt{n}} + 3C\rho \left( \frac{\sqrt{p}}{n} + \frac{2}{\sqrt{n}} \right) \right).
\]

(ii) Suppose \( \mathbf{Z}^* - \tau \nabla_{\mathbf{Z}} \mathcal{L}_n(\mathbf{Z}^*) \in \Theta \). Then for all \( t \geq 1 \) and all sufficiently large \( n \geq 1 \),

\[
\mathbb{P}\left( \|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F + \epsilon(p, n)\sqrt{\min(p, n)} + \frac{3\nu}{(1 - \rho)L^*} \min(p, n) \right) \geq 1 - \frac{1}{n},
\]

where \( \epsilon(p, n) \) is defined in (33).

Since we consider constrained parameter estimation problem, it is natural to consider two cases depending on whether the true parameter \( \mathbf{Z}^* \) is in the ‘interior’ of the constraint set \( \Theta \). Indeed, Theorem 4.7 is stated for two cases depending on whether the gradient descent update of the true parameter, \( \mathbf{Z}^* - \tau \nabla_{\mathbf{Z}} \mathcal{L}_n(\mathbf{Z}^*) \), still lies inside \( \Theta \). This is in fact the case in the traditional setting of unconstrained parameter space, i.e., \( \Theta \) equals the whole space \( \mathbb{R}^{p \times s} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{q \times k} \). In this case the corresponding gradient mapping, \( G(\mathbf{Z}^*, \tau) \), is defined in (33).

\[ G(\mathbf{Z}^*, \tau) = \frac{1}{\tau} (\mathbf{Z}^* - \Pi_{\Theta} (\mathbf{Z}^* - \tau \nabla_{\mathbf{Z}} \mathcal{L}_n(\mathbf{Z}^*))), \]

which equals the gradient mapping \( \nabla \mathcal{L}_n(\mathbf{Z}^*) \). Otherwise, the gradient mapping \( G(\mathbf{Z}^*, \tau) \) does not need to equal the gradient \( \nabla \mathcal{L}_n(\mathbf{Z}^*) \). In this case, we use the crude bound \( \|G(\mathbf{Z}^*, \tau)\|_F \leq \|\nabla \mathcal{L}_n(\mathbf{Z}^*)\|_F \) to obtain the desired result with additional \( \sqrt{\min(p, n)} \) factor.

4.5.2. Statistical estimation for weakly constrained feature-based SDL. Similarly as in the previous section, here we assume a generative model for the feature-based SDL (12) and state statistical parameter estimation guarantee. Suppose that the data, auxiliary covariate, and label triples \((x_i, x'_i, y_i)\) are independently drawn according to the following joint distribution:

\[
x_i = \mathbf{A}^*[:, i] + \epsilon_i, \quad x'_i = \mathbf{C}^*[:, i] + \epsilon'_i, \quad y_i | x_i, x'_i \sim \text{Multinomial}(1, g(\mathbf{A}^* + (\mathbf{I}^*)^T x'_i)),
\]

where \( \mathbf{A}^* \in \mathbb{R}^{p \times n}, \mathbf{B}^* \in \mathbb{R}^{p \times n}, \mathbf{C}^* \in \mathbb{R}^{q \times n}, \mathbf{I}^* \in \mathbb{R}^{q \times k} \)

\[
\text{s.t. } \text{rank}((\mathbf{A}^*)^T, (\mathbf{B}^*)^T)^T) \leq r \text{ and } [\mathbf{A}^*, \mathbf{B}^*, \mathbf{I}^*] \in \Theta,
\]

where \( \Theta \in \mathbb{R}^{(p + q) \times k} \times \mathbb{R}^{q \times k} \) is a convex constraint set. As before, each \( \epsilon_i \) (resp., \( \epsilon'_i \)) are \( p \times 1 \) (resp., \( q \times 1 \)) vector of i.i.d. mean zero Gaussian entries with variance \( \sigma^2 \) (resp., \( \sigma' \)). We call the above the generative feature-based SDL model. In what follows, we will assume that the noise levels \( \sigma, \sigma' \) are known and focus on estimating the SDL parameters \( \mathbf{A}^*, \mathbf{B}^*, \text{and } \mathbf{I}^* \). Note that the samples \((x_i, x'_i, y_i)\) are assumed to be independent but not necessarily identically distributed, since the means \( \mathbf{B}^*[:, i] \) and \( \mathbf{C}^*[:, i] \) may depend on the sample index \( i \).

For each particular realization of the observed data of size \( n \), the \((L_2\text{-regularized})\) normalized negative log likelihood of observing it from the model (34) with parameter \([\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{I}]\) and noise level \( \sigma, \sigma' \) can be computed as

\[
\mathcal{L}_n(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{I}) := \left( -\sum_{i=1}^{n} \sum_{j=1}^{k} 1(y_i = j) g_j(\mathbf{A} + \mathbf{I}^T x'_i) \right) + \frac{1}{2\sigma^2} \|X_{\text{data}} - \mathbf{B}\|_F^2
\]

\[
+ \nu \left( \|\mathbf{A}\|_F^2 + \|\mathbf{I}\|_F^2 \right) + \frac{pn \log \sigma}{2} + \frac{qn \log \sigma'}{2} + \frac{1}{(2\sigma')^2} \|X_{\text{aux}} - \mathbf{C}\|_F^2.
\]

Similarly as before, we can estimate the true SDL parameters \( \mathbf{A}^*, \mathbf{B}^*, \mathbf{I}^* \) as follows:

\[
[\hat{\mathbf{A}}, \hat{\mathbf{B}}, \hat{\mathbf{I}}] \leftarrow \text{Output of Algorithm 2 with } \xi = \frac{1}{2\sigma^2} \text{ for } T = O(\log n) \text{ iterations.}
\]
The following result gives a confidence region for the true combined parameters \( \{A^*, B^*, \Gamma^*\} \) centered at the above estimate in (38), which is analogous to Theorem 4.7 for the generative filter-based SDL model.

**Theorem 4.8.** (Statistical estimation for weakly constrained SDL-feat) Assume A1-A2 and A4 hold. Suppose \((X_{\text{data}}, X_{\text{aux}}, Y_{\text{label}}) \in \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n} \times \{0, \ldots, k\}^n \) is generated according to (34) with true parameter \( \{A^*, B^*, \Gamma^*\} \) such that \( Z^* := \left( (A^*)^T, (B^*)^T, \Gamma^* \right) \in \Theta \) and \( \text{rank}((A^*)^T, (B^*)^T) \leq \tau \). Let \( Z_t := \left( [A^*_t, B^*_t]^T, \Gamma_t \right) \) denote the iterates of Algorithm 2 with \( \xi = (2\sigma^2)^{-1} \). Denote \( \lambda_{\max} := \lambda_{\max}(n^{-1}X_{\text{aux}}X_{\text{aux}}^T) \).

Let \( \mu := \min(2\xi, 2\nu + \alpha^-) \), \( L := \max(2\xi, 2\nu + \alpha^+ \lambda_{\max} n, \alpha^+ + 2\nu) \) and suppose that

\[
\frac{L}{\mu} = \frac{\max(2\xi, 2\nu + \alpha^+ \lambda_{\max} n, \alpha^+ + 2\nu)}{\min(2\xi, \alpha^- + 2\nu)} < 3.
\]

Fix any stepsize \( \tau \in (\frac{1}{2\mu}, \frac{3}{2\mu}) \). Denote \( \rho := 2(1 - \tau \mu) \). Then the followings hold:

(i) Suppose \( Z^* - \tau \nabla_Z L_n(Z^*) \in \Theta \). Then for \( \epsilon > 0 \), there exists an explicit constant \( c > 0 \) and an absolute constant \( C > 0 \) such that for all \( t \geq 1 \) and all sufficiently large \( n \geq 1 \),

\[
P \left( \|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F + \epsilon(p, n) + \frac{3\nu}{(1 - \rho)L} \left( \|A^*\|_2 + \|\Gamma^*\|_F \right) \right) \geq 1 - \frac{1}{n},
\]

where

\[
\epsilon(p, n) := \frac{3}{2(1 - \rho)L} \left( c \log n + 3C \left( \sigma + \frac{\gamma_{\max}}{\log 2} \right) \sqrt{p + 2\nu} \right).
\]

(ii) Suppose \( Z^* - \tau \nabla_Z L_n(Z^*) \notin \Theta \). Then for all \( t \geq 1 \) and all sufficiently large \( n \geq 1 \),

\[
P \left( \|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F + \epsilon'(p, n) \sqrt{\min(p, n)} + \frac{3\nu}{(1 - \rho)L^* n} \left( \|A^*\|_2 + \|\Gamma^*\|_F \right) \right) \geq 1 - \frac{1}{n},
\]

where for the same constants \( c, C > 0 \) as in (i),

\[
\epsilon'(p, n) := \frac{3}{2(1 - \rho)L} \left( c \log n + 3C \left( \sigma + \frac{\gamma_{\max}}{\log 2} \right) \sqrt{p + 2\nu} \sqrt{\min(p, n)} \right).
\]

The scaling of the statistical error terms \( \epsilon(p, n) \) and \( \epsilon'(p, n) \) for the generative feature-based model in Theorem 4.8 is different from that for the generative filter-based model in Theorem 4.8. For the filter-based model, one has to have \( \xi = (2\sigma^2)^{-1} \) comparable to the linear term \( L^* n \), and depending on whether the prediction model is well-conditioned \((L^*/\mu^* < 3)\), one can have zero or linear \( L^* \)-regularization parameter \( \nu \). On the other hand, for the feature-based model in Theorem 4.8, the requirement for the noise variance could be weaker when no auxiliary covariate is used \((\lambda_{\max} = 0)\). In this case, the hypothesis (27) becomes (29), which reads

\[
\max \left( \frac{\alpha^+}{4}, \frac{\alpha^+ - 12(2\sigma^2)^{-1} \alpha^-}{4} \right) < \nu < \frac{(2\sigma^2)^{-1}}{3}.
\]

Hence \( \xi = (2\sigma^2)^{-1} \) need not grow linearly in \( n \) as in the filter-based case. However, when auxiliary covariate is used \((\lambda_{\max} > 0)\), then \( L \geq \alpha^+ \lambda_{\max} n \), so both \( \xi = (2\sigma^2)^{-1} \) and \( \nu \) should grow linearly in \( n \), which is a similar requirement as for the filter-based case when the classification model is not well-conditioned \((L^*/\mu \geq 3)\), see Theorem 4.7.

4.5.3. **Statistical estimation for strongly constrained filter-based SDL.** In this subsection, we introduce a generative model closely related to the strongly constrained filter-based SDL model in (4), where we seek to estimate individual matrix parameters \( W, H, \beta, \Gamma \), instead of the combined parameters \( A = W\beta, B = WH \), and \( \Gamma \) as we considered in Subsections 4.5.1.
Suppose that the data, auxiliary covariate, and label triples \((x_i, x'_i, y_i)\) are drawn i.i.d. according to the following generative model:

\[
\begin{align*}
    x_i &\sim N(W^* h^*, \sigma^2 I_p), \\
    x'_i &\sim N(\Lambda^*, (\sigma')^2 I_q), \\
    y_i | x_i, x'_i &\sim \text{Multinomial}(1, g((\beta^*)^T(W^*)^T x_i + (\Gamma^*)^T x'_i)),
\end{align*}
\]

where \(W^* \in \mathbb{R}^{p \times r}, \ h^* \in \mathbb{R}^{r \times 1}, \ \beta^* \in \mathbb{R}^{r \times k}, \ \Gamma^* \in \mathbb{R}^{q \times k}, \ \Lambda^* \in \mathbb{R}^{q \times 1}\) s.t. \([W^*, h^*, \beta^*, \Gamma^*] \in \Theta\).

Here \(\Theta = \mathcal{C}^{\text{dict}} \times \mathcal{C}^{\text{code}} \times \mathcal{C}^{\beta} \times \mathcal{C}^{\text{aux}}\) is the product of convex constraint sets on individual factors. We assume \((x_i, x'_i, y_i)\) for \(i = 1, \ldots, n\) are independent and also \(x_i\) and \(x'_i\) are independent for each \(1 \leq i \leq n\).

We call the above the generative filter-based SDL model. Assuming that \(\sigma\) and \(\sigma'\) are known, our goal is to estimate the true factors \(W^*, h^*, \beta^*, \Gamma^*, \) and \(\Lambda^*\) from an observed sample \((x_i, x'_i, y_i), i = 1, \ldots, n\) of size \(n\). Note that unlike the generative model (34) for weakly constrained SDL, here we employ a stronger assumption that the samples \((x_i, x'_i, y_i)\) are identically distributed. This is for a technical reason that analyzing statistical properties of the corresponding MLE for the strongly constrained SDL is more challenging than that for the weakly constrained case.

We consider the maximum likelihood estimation framework with \(L_2\)-regularization of the parameters. Namely, we estimate the true parameter as the minimizer of the following loss function

\[
L(W, h, \beta, \Gamma, \Lambda) := \mathcal{L}_n(W, h, \beta, \Gamma) + \frac{pn \log \sigma}{2} + \frac{qn \log \sigma'}{2} + \frac{1}{2(\sigma')^2} \sum_{i=1}^{n} \|x'_i - \Lambda\|^2,
\]

where we define

\[
\mathcal{L}_n(W, h, \beta, \Gamma) := -\sum_{j=0}^{K} 1(y_i = j) g_j(\beta^T W^T x_i + \Gamma^T x'_i) + \frac{1}{2\sigma^2} \|X_{\text{data}} - W[h, \ldots, h]\|_F^2
\]

\[
+ nv\left(\|W\|_2^2 + \|h\|_2^2 + \|\beta\|_2^2 + \|\Gamma\|_2^2\right).
\]

Similarly as before, we estimate the true parameters \(W^*, h^*, \beta^*, \Gamma^*, \) and \(\Lambda^*\) as follows:

\[
\begin{align*}
\hat{Z} := [\hat{W}, \hat{h}, \hat{\beta}, \hat{\Gamma}] &\quad \text{← Output of Algorithm 3 with the objective } \mathcal{L}_n \text{ in } (37)\text{ for } T = O(\log n^{-1}) \text{ iterations with } r_k = 1/(\sqrt{k} \log k), \\
\hat{\Lambda} &\quad \text{← } \bar{x}' := \frac{1}{n} \sum_{i=1}^{n} x'_i.
\end{align*}
\]

Note that \(\hat{Z}\) above is obtained by approximately minimizing the regularized negative log likelihood \(\mathcal{L}_n\) defined in (37). Our main result in this section considers estimation accuracy of the true parameter \(\hat{Z}^* := [W^*, h^*, \beta^*, \Gamma^*]\) via the approximate regularized MLE \(\hat{Z}\).

Let \(\mathcal{L}(Z) = \mathcal{L}_n(W, h, \beta, \Gamma)\) denote the objective in (37). Define the expected regularized negative log likelihood function as

\[
\hat{\mathcal{L}}(Z) := \mathbb{E}_{(X, x, y)} \mathcal{L}(Z) = \mathbb{E}_{(X, x, y)} \mathcal{L}_n(W, h, \beta, \Gamma).
\]

In the classical local consistency theory of maximum likelihood estimator (e.g., [FL01]), it is crucial to assume that the expected negative log-likelihood function \(\hat{\mathcal{L}}\) without regularization (\(v = 0\)) is strongly convex at the true parameter \(Z^*\). Equivalently, this is to say that the Fisher information, which is the Hessian \(\nabla^2 \hat{\mathcal{L}}\) of the expected negative log likelihood function (still with \(v = 0\)) evaluated at \(Z^*\) is positive definite. However, as we will discuss shortly, this is not the case for the generative filter-based SDL model in (36). This can be seen since the equivalent CALE formulation (11) does not have identifiability in general, see (22).

In order to circumvent this issue, we use additional \(L_2\)-regularizer with coefficient \(v\) in order to make the Fisher information is positive definite after regularization. To be precise, we explicitly compute the Fisher information as follows. According to Lemma C.3 in Section C, it turns out the the
(regularized) Fisher information $\nabla^2 \hat{L}(Z^*)$ has the following $4 \times 4$ symmetric block structure

\[
\nabla^2 \hat{L}(Z^*) = \begin{bmatrix}
\text{vec}(W)^T & h^T & \text{vec}(\beta)^T & \text{vec}(\Gamma)^T \\
\text{vec}(W) & A_{11} & A_{12} & A_{13} & O \\
h & A_{21} & A_{22} & O & O \\
\text{vec}(\beta) & A_{31} & O & A_{33} & A_{34} \\
\text{vec}(\Gamma) & O & O & A_{43} & A_{44}
\end{bmatrix} + 2vI,
\]

where the explicit formulas for the blocks are given in the appendix. Our key observation here is that, if $v$ is large enough so that the ‘$v$-regularized’ Fisher information $\nabla^2 \hat{L}(Z^*)$ is ‘block diagonally dominant’, that is,

$$
\lambda_{\min}(A_{ii}) + 2v > \sum_{j \neq i} \|A_{ij}\|_2 \quad \forall 1 \leq i \leq 4,
$$

then it is indeed positive definite, see [FV62]). An explicit sufficient condition that implies the above is given in (57) in Lemma B.1 in the appendix. We now give the main result in this section below.

**Theorem 4.9.** (Algorithmic and Statistical estimation for strongly constrained SDL-filt) Assume $A4$ hold and that the constraint sets $\mathcal{C}^{\text{dict}}$, $\mathcal{C}^{\text{code}}$, $\mathcal{C}^{\text{beta}}$, $\mathcal{C}^{\text{aux}}$ in (36) are convex and compact. Suppose $(X_{\text{data}}, X_{\text{aux}}, Y_{\text{label}}) \in \mathbb{R}^{p \times n} \times \mathbb{R}^{q \times n} \times \{0, \ldots, \kappa\}^n$ is generated according to (36) with true parameter $[W^*, h^*, \beta^*, \Gamma^*] \in \Theta$. Then the following hold:

(i) (Algorithmic convergence guarantee) Let $Z_t := [W_t, H_t, \Lambda_t, \Gamma_t]$ denote the iterates of Algorithm 3 (BCD-DR) with the objective $L_n$ in (37). Then $Z_t$ converges almost surely to the set of stationary points of $L_n$ over $\Theta$ as $t \to \infty$. Furthermore, an $\epsilon$-stationary point is reached within $O(\epsilon^{-1} \log \epsilon^{-1})^2$ iterations for each $\epsilon > 0$.

(ii) (Regularized local consistency) If $v$ is larger than some explicit constant, then $L_n$ admits a local minimizer $\tilde{Z}$ over $\Theta$ near $\theta^*$ with high probability. More explicitly, there exists constants $M, \lambda_*, c_1, c_2 > 0$ such that whenever

$$
v \geq \lambda_* \quad : \text{sufficient regularization (see (57)); and}
$$

$$
n \geq \frac{4MC}{3v} \quad : \text{sufficient sample size,}
$$

then we have

$$
P \left( \|\tilde{Z} - Z^*\|_F \leq C(n^{-1/2} + 2v\|Z^*\|_F) \right) \geq 1 - c_1 \exp \left( -\frac{(C\lambda_* - 4)^2}{32} \right) - \frac{c_2}{\sqrt{n}}. \quad (41)
$$

The proof of Theorem 4.9 (i) is similar to that of Theorem 4.6. Namely, by an extensive and explicit computation of the Hessian of the loss function $L_n$ in (36) and apply the general convergence result of BCD-DR in [Lyu20]. On the other hand, we recall that the vanilla Fisher information for the generative filter-base SDL model in (36) is not necessarily positive definite, but it is indeed positive definite after adding a large enough $L_2$ regularization term. Hence the classical local consistency theory of MLE does not immediately apply here. Indeed, our proof of Theorem 4.9 (ii) relies on a substantial (non-asymptotic) generalization of such theory that we establish in Section 4.6.

We also remark that it is standard in the literature [FL01] to establish the asymptotic normality of the sequence of $\sqrt{n}$-consistent MLE as the sample size tends to infinity. Indeed, by generalizing the standard argument, we can establish such asymptotic normality of the MLE in the constrained setting either by assuming the true parameter is in the interior of the parameter space or restricting onto the coordinates of the true parameter that lies in the interior of the parameter space. However, it does not seem that such a result can be established for the generative SDL models we consider here. Recall that a premise of such asymptotic normality statement is that we can use vanishing regularization (i.e., $v = o(1)$) so that the consistency bound (41) becomes precise as $n \to \infty$. However, for the generative SDL model we discuss in this work, we saw that the true parameter $Z^*$ does not yield positive definite
Fisher information, so we have to use $L_2$-regularization coefficient $\nu > 0$ that is bounded away from 0 even if we increase the sample size.

Lastly in this section, we remark that an analogous generative approach can be taken for the feature-based SDL model. This model without auxiliary covariate was considered in [MPS+08]. Unlike for the filter-based case, we would need to formulate a latent-variable model where the ‘code matrix’ $H = [h_1, \ldots, h_n]$ is the latent variable, and our general theory of non-asymptotic local consistency of constrained and regularized MLE applies only approximately. In Section 4.6, we give more detailed discussion on this approach and a sketch of proof for a non-asymptotic local consistency result analogous to Theorem 4.9.

4.6. A non-asymptotic local consistency of constrained and regularized MLE. In this section, we provide a general result on the non-asymptotic local consistency of MLE in a general setting, where the unknown true parameter used for a generative model may lie on the boundary of the parameter space and the Fisher information at the true parameter is not necessarily positive definite. The result we present in this section is general and could be of independent interest.

Suppose $\pi_\theta$ is a probability distribution on $\mathbb{R}^d$ parameterized by $\theta \in \Theta \subseteq \mathbb{R}^p$. For a given set of $n$ vectors $x_1, \ldots, x_n \in \mathbb{R}^p$, consider the following regularized maximum likelihood estimation problem:

$$
\hat{\theta}_n := \arg\min_{\theta \in \Theta} \left[ \mathcal{L}(X = [x_1, \ldots, x_n]; \theta) := \left( -\sum_{i=1}^n \log \pi_\theta(x_i) \right) + nR_n(\theta) \right], \quad (42)
$$

where $R_n(\theta)$ is a suitable choice of regularizer for parameter $\theta$.

Now suppose there is true and unknown parameter $\theta^* \in \Theta$ such that we have i.i.d. samples $x_1, \ldots, x_n$ from $\pi_{\theta^*}$. In this case, $\hat{\theta}_n$ in (42) is a minimizer of the random loss function $\mathcal{L}$ over the constraint set $\Theta$, which we call called the constrained and regularized maximum likelihood estimator (MLE) of $\theta^*$. Note that here we consider a general constrained MLE problem, meaning that the constraint set $\Theta$ can be a proper convex subset of the whole space $\mathbb{R}^p$ and $\theta^*$ could be at the boundary of $\Theta$. We also consider a general setting where the loss function $\mathcal{L}$ in (42) may be nonconvex in $\theta$.

In this general setting, we would like to provide a high-probability guarantee that there exists a local minimizer of (42) that is close to the true parameter $\theta^*$. When $\Theta$ is taken to be the full space $\mathbb{R}^p$ or $\theta^*$ is assumed to be in the interior of $\Theta$, this type of result is provided by the classical local consistency theory of MLE [FL01] in an asymptotic setting where the sample size $n$ tends to infinity. Below in Theorem 4.10, we generalize this classical result in the non-asymptotic, constrained, and regularized setting.

**Theorem 4.10** (Non-asymptotic local consistency of constrained and regularized MLE). Consider the constrained and regularized MLE problem (42) with unknown true parameter $\theta^*$ from a convex subset $\Theta \subseteq \mathbb{R}^p$. Assume the following holds:

(a1) (Smoothness) For each realization of the data $X = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n}$, the function $\theta \rightarrow \mathcal{L}(X; \theta)$ is three-times continuously differentiable and $R_n(\theta)$ is differentiable. Furthermore, we have $\mathbb{E}_{\pi_{\theta^*}} [\| \nabla \mathcal{L}(x; \theta^*) \|^3] < \infty$.

(a2) (First-order optimality) The true parameter $\theta^*$ is a stationary point of the expected likelihood function $\mathcal{L}_0(\theta) := \mathbb{E}_{X \sim \pi_{\theta^*}} [-\log \pi_{\theta}(X)]$ over $\Theta$. That is,

$$
\langle \nabla \mathcal{L}_0(\theta^*), \theta - \theta^* \rangle \geq 0 \quad \forall \theta \in \Theta.
$$

(a2) (Approximate second-order optimality) Let $\hat{\mathcal{L}}(\theta) := \mathbb{E}_{X \sim \pi_{\theta}} [-\log \pi_{\theta}(X) + R_n(\theta)]$ denote the expected regularized negative log likelihood function. Then the regularized Fisher information $\nabla^2 \hat{\mathcal{L}}(\theta)$ is positive definite at $\hat{\theta} = \theta^*$ with minimum eigenvalue $\lambda_* > 0$. 

Fix \( n \geq 1 \) and define \( \alpha_n := n^{-1/2} + \| \nabla R_n(\theta^*) \| \) and \( M := \max_{1 \leq i,j,k \leq p} \sup_{\theta \in \Theta, \| \theta - \theta^* \| = \alpha_n} | \partial^2 \mathcal{L}(X, \theta) |. \) Suppose \( n \) is large enough so that \( n/\alpha_n \geq \frac{2MC}{3\lambda_*} \). Then there are constants \( c_1, c_2 > 0 \) such that

\[
\mathbb{P} \left( \inf_{\| \theta - \theta^* \| = \alpha_n} \mathcal{L}(X; \theta) - \mathcal{L}(X; \theta^*) > 0 \right) \geq 1 - c_1 \exp \left( - \frac{(C\lambda_* - 4)^2}{32\sqrt{p}} \right) - \frac{c_2}{\sqrt{n}}. \tag{43}
\]

That is, with high probability explicitly depending on \( C, \lambda_*, \) and \( n \), there exists a local maximizer of \( \theta \to \mathcal{L}(X; \theta) \) within distance \( C\alpha_n \) from \( \theta^* \).

5. Numerical Validation of Convergence Analysis

In this section, we numerically validate our theoretical convergence results of various convex and nonconvex SDL training algorithms as stated in Theorems 4.4, 4.5, and 4.6. For the experiment, we use a semi-synthetic MNIST dataset \((p = 28^2 = 784, q = 0, n = 500 \kappa = 1)\) and fake job postings dataset \((p = 2840, q = 72, n = 17,880 \kappa = 1)\), which will be described in detail in Sections 6 and 7.1.1, respectively.

We first validate our theoretical exponential convergence results of the convex SDL algorithms using Figures 2 and 3 left. Note that the convexity and smoothness parameters \( \mu \) and \( L \) in Theorems 4.4 and 4.4 are difficult to compute exactly in practice, in which case cross-validation of hyperparameters are usually employed. For \( \xi \in [0.1, 1] \) in Figures 2 and 3 left, we indeed observe linear decay of training loss as dictated by our theoretical results both for the filter- and the feature-based convex SDL algorithms. Increasing the tuning parameter \( \xi \) further to 5 and 10, we still observe overall linear convergence but superlinear decay in shorter time scales.
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**Figure 2.** Training loss versus elapsed CPU time for Algorithms 1, 2, and 3 on the semi-synthetic MNIST dataset \( (p = 28^2 = 784, q = 0, n = 500 \kappa = 1) \) for various choices of the nuance parameter \( \xi \) in log scale. For convex SDL algorithms we used \( L_2 \)-regularization coefficient \( v = 2 \) and fixed stepsize \( \tau = 0.01 \). We report the average training loss over five runs and the shades indicate the standard deviation.

Turning our attention to the nonconvex SDL algorithms based on block coordinate descent (see Algorithm 3), we are expected to see at least a polynomial rate of decay as stated in Theorem 4.6, which should appear as asymptotically decreasing concave curves in the log-plot in Figures 2 and 3 right. We observe that this is the case for all instances of SDL-filter with no \( L_2 \)-regularization. For SDL-feature, we verify similar convergence behavior for both datasets.

In addition, we report that SDL-feature may converge faster than SDL-filter, especially with large problem dimension \( p \) (see the discussion in Section 3.3). However, it seems the convergence behavior for SDL-filter is more stable than that of SDL-feature. We observe that SDL-feature with tuning parameter \( \xi = 0.1 \) or smaller on the fake job posting dataset may have increasing training loss at the
beginning but later it settles down for decreasing training loss, which still confirms asymptotic convergence in Theorem 4.6. We observe better convergence of SDL-feature on the real dataset when using nonzero $L_2$-regularization.

**Figure 3.** Training loss versus elapsed CPU time for Algorithms 1 and 2 on the fake job postings dataset ($p = 2840, q = 72, n = 17,880, \kappa = 1$) for various choices of the nuance parameter $\xi$ in log scale. Top row does not use auxiliary covariates and the bottom row does for training. For convex SDL algorithms as well as SDL-feature, we used $L_2$-regularization coefficient $\nu = 2$. We used fixed stepsize of $\tau = 0.01$ for the convex SDL algorithms. We report the average training loss over five runs and the shades indicate the standard deviation.

### 6. Simulation Studies

In this section, we illustrate our methods on a simulated data set based on the MNIST database of handwritten digits. Recall that the MNIST dataset consists of total 70000 black-and-white images of size $28 \times 28 = 784$ pixels, corresponding to one of the 10 digits from $\{0, 1, \ldots, 9\}$. We will synthesize a dataset of labeled images where the best reconstructive and discriminative dictionaries are known and distinct so that the effect of supervising dictionary learning can be seen vividly.

#### 6.1. Experiment set-up.

Roughly speaking we synthesize an image by a random linear combination of digits ‘2’ and ‘5’ and assign the label of 1 if it is ‘more similar’ to digit ‘4’ than to digit ‘7’, and otherwise assign the label 0. The similarity of an image to a given image can be quantified by taking the convolution, the sum of the entry-wise product of pixel values. More precisely, denote $p = 28^2 = 784, n = 500, \bar{r} = 20, r = 2, \text{and } \kappa = 1$. First, we randomly select 10 images each from digits ‘2’ and ‘5’. Vectorizing each image as a column in $p = 784$ dimension, we obtain a true dictionary matrix for features $W_{\text{true}, X} \in \mathbb{R}^{p \times \bar{r}}$. Similarly, we randomly sample 10 images of each from digits ‘4’ and ‘7’ and obtain the true dictionary matrix of labels $W_{\text{true}, Y} \in \mathbb{R}^{p \times \bar{r}}$. Next, we sample a code matrix $H_{\text{true}} \in \mathbb{R}^{\bar{r} \times n}$ whose entries are i.i.d. with the uniform distribution $U(0, 1)$. Then the ‘pre-feature’ matrix $X_0 \in \mathbb{R}^{p \times n}$ of vectorized synthetic images is generated by $W_{\text{true}, X} H_{\text{true}}$. The feature matrix $X_{\text{data}} \in \mathbb{R}^{p \times n}$ is then generated by adding an independent Gaussian noise $\varepsilon_j \sim N(0, \sigma^2 I_p)$ to the $j$th column of $X_0$, for $j = 1, \ldots, n$, with $\sigma = 0.5$. We generate the binary label matrix
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**Figure 4.** (Left) 20 basis images of digits ‘2’ and ‘5’ that comprises the true dictionary matrix of features, \( W_{\text{true},X} \in \mathbb{R}^{784 \times 20} \). (Right) 20 basis images of digits ‘4’ and ‘7’ that comprises the true dictionary matrix of labels, \( W_{\text{true},Y} \in \mathbb{R}^{784 \times 20} \).

\[ Y = [y_1, \ldots, y_n] \in \{0,1\}^{1 \times n} \text{ (recall } k = 1) \text{ as follows: Each entry } y_i \text{ is an independent Bernoulli variable with probability } p_i = \left(1 + \exp(-\beta_{\text{true},Y}^T W_{\text{true},Y}^T X_{\text{data}}[:,i])\right)^{-1}, \text{ where } \beta_{\text{true},Y} = [1,-1]. \]

\[ Y = [y_1, \ldots, y_n] \in \{0,1\}^{1 \times n} \text{ (recall } k = 1) \text{ as follows: Each entry } y_i \text{ is an independent Bernoulli variable with probability } p_i = \left(1 + \exp(-\beta_{\text{true},Y}^T W_{\text{true},Y}^T X_{\text{data}}[:,i])\right)^{-1}, \text{ where } \beta_{\text{true},Y} = [1,-1]. \]

Now that we have generated a data set of labeled synthetic images \((X, Y) \in \mathbb{R}^{p \times n} \times \mathbb{R}^{1 \times n}\), we can evaluate various methods of binary classification models. We use the following six models: (1) the standard logistic regression with 784 variables (LR), (2) logistic regression with 2 basis factors obtained by NMF (NMF - LR), (3) Nonconvex filter-based SDL (Algorithm 3) (dubbed SDL-filt), (4) Nonconvex feature-based SDL (Algorithm 3) (dubbed SDL-feat), (5) Convex filter-based SDL (Algorithm 1) (dubbed SDL-conv-filt), and (6) Convex feature-based SDL (Algorithm 2). For all SDL methods, we learn only \( r = 2 \) dictionary atoms whereas there are total 40 true dictionary atoms in \( W_{\text{true},X} \) and \( W_{\text{true},Y} \) combined. This is to force the algorithms to compute the dictionary of two atoms of ‘best compromise’. For both nonconvex SDL methods, we used nonnegativity constraints on \( W \) and \( H \). For method (2), after learning a dictionary matrix \( \hat{W} \in \mathbb{R}^{p \times r} \) by NMF on \( X_{\text{data}} \), we use logistic regression with 2-dimensional feature vectors, which are the columns of \( \hat{W}^T X_{\text{data}} \in \mathbb{R}^{2 \times n} \). Hence the same atoms in \( \hat{W} \) serves as basis for data reconstruction as well as filters for label prediction.

Using 80% training set and 20% test set, we compared the model performance with respect to the accuracy and the F-score. Separate runs were made with 200 iterations and tuning parameters \( \xi \in \{0.1, 1, 5, 10\} \) for all four SDL methods. The algorithms stopped after 200 iterations and we fitted the models for the same data 5 times to evaluate the performance. For convex algorithms, we used \( L_2 \)-regularization coefficient \( \nu = 2 \) and do not use any \( L_2 \)-regularization for the nonconvex algorithms.

### 6.2. Performance evaluation.

Next, we evaluate the performance of the six methods from the perspective of multi-objective optimization, following the analysis in [RBK+20]. That is, we view SDL algorithms as solving an optimization problem with two possibly non-aligned objectives of minimizing data reconstruction error as well as maximizing label classification performance. Thus, each trained model can be associated with a point \((a, b)\) in a two-dimensional ‘Pareto’ plane, where \( a = \|X_{\text{data}} - \hat{W}H\|_F^2 / \|X_{\text{data}}\|_F^2 \) denotes the normalized reconstruction error and \( b \) denotes the classification performance measured by two metrics of accuracy and F-score. The Pareto plots are shown in Figure 5. An ideal method corresponds to a point in the upper left corner, having zero reconstruction loss and perfect classification.

We observe that NMF-LR achieves the smallest reconstruction error among all methods but suffers for the classification task. This is expected from the construction of the dataset, as the synthetic images are nonnegative linear combinations of images of digits ‘2’ and ‘5’, and the same dictionary
atoms are also used as filters for label prediction. On the other hand, logistic regression on pixels does not compress the data matrix so we assigned a relative reconstruction error of 1. In Figure 5, we observe that, except in a few instances, most SDL models lie between the two extremes of (1) LR and (2) NMF-LR in the sense that achieving significantly better classification accuracies (both in terms of accuracy and F-score) with small reconstruction error. For instance, SDL-filt with $\xi = 10$ achieves a relative reconstruction error of about 0.22 and classification accuracy above 80%, which is more than double the performance of NMF-LR and also about 11% better than LR accuracy. It is interesting to note that SDL-conv-filt with $\xi = 0.1$ achieves the best classification accuracy of about 91% but its reconstruction error is quite large at around 0.7.

For more qualitative analysis, we plot various estimated dictionaries $\hat{W}$ and compare them. Figure 6 shows how the dictionary matrix $\hat{W}$ estimated by SDL-filter changes depending on the level of tuning parameter $\xi \in \{0.01, 0.1, 1\}$. When $\xi = 1$, the combined SDL loss in (4) puts some significant weight on the matrix factorization term, so the learned dictionary $\hat{W}$ should be reconstructive of the synthesized images in $X_{\text{data}}$. Indeed, the learned atoms in Figure 6 left shows shapes of digits ‘5’ and ‘2’. Further, the second atom resembling ‘2’ is associated with a negative regression coefficient, indicating that being close to ‘2’ may be partially aligned with being close to ‘7’, which corresponds to being a negative example. On the other hand, decreasing the value of $\xi$ increases the amount of supervision. The learned atoms in Figure 6 middle and right resembles less of the digits ‘2’ and ‘5’, but it seems that some abstract shape with large positive (for $\xi = 1$) and large negative (for $\xi = 0.01$) are learned and the resulting classification accuracies increase. The other atoms seem to be the shape of ‘8’, which are seemingly learned from superpositions ‘2’ and ‘5’. One can regard the learned dictionary atoms as the ‘best effort’ of SDL-filter in balancing the two partially aligned reconstructions and discrimination taken from the space of images of linear combinations of ‘2’ and ‘5’.

**Figure 5.** Pareto plot of relative reconstruction error vs. classification accuracy (a) and F-score (b) for various models on simulated MNIST dataset. (c) Best average classification results for five values of tuning parameter $\xi \in \{0.01, 0.1, 1, 5, 10\}$. See table 3 for more details.

| Method         | Accuracy | F_score |
|----------------|----------|---------|
| Logistic Regression (LR) | 0.720 | NaN     |
| NMF - LR      | 0.952 | 0.127   |
| SDL - Filter  | 0.802 | 0.075   |
| SDL - Feature | 0.746 | 0.018   |
| SDL - Filter (Convex) | 0.780 | 0.109   |
| SDL - Feature (Convex) | 0.726 | 0.073   |

**Figure 6.** Estimated dictionary matrix $\hat{W}$ from SDL-filter depending on the level of tuning parameter $\xi \in \{1, 0.1, 0.01\}$. The smaller the tuning parameter is the stronger the supervision effect is.
In Figure 7, we plot the estimated dictionaries $\hat{W}$ from all five methods except LR with chosen level of tuning parameter $\xi$. It is interesting that NMF learned almost identical atoms (with inferior classification performance) that resemble the typical shape of nonnegative linear combinations of digits ‘2’ and ‘5’, instead of learning separate atoms of shapes ‘2’ and ‘5’ individually. For convex SDL algorithms, we find that typically a larger tuning parameter is required for fast convergence, which we also observed in Figure 2.

7. Applications

7.1. Supervised Topic Modeling on fake job postings dataset. According to Better Business Bureau, a non-profit organization that monitors and evaluates job postings, there were 3,434 fake job postings reported in 2019. These scam postings result in huge financial loss and the average loss per victim is $3,000 according to the FBI reports [Ban19]. In this section, we use our methods to classify fake job postings on a dataset ‘real-or-fake-job posting-prediction’ in Kaggle [Ban17]. In doing so, the new method can also simultaneously learn topics that are most effective in classifying fake job postings. We compared the performance of classifiers based on multiple indexes such as accuracy, and F-score, and find what factors are highly associated with fake job postings. Identifying the relevant characteristics of scams and building prediction models will help prevent potential financial losses in advance.

7.1.1. Dataset description and preliminary analysis. There are 17,880 postings and 15 variables in the dataset including binary variables, categorical variables, and textual information of job description. Among the 17,880 postings, 17,014 are true job postings (95.1%) and 866 are fraudulent postings (4.84%), which shows a high imbalance between the two classes. This imbalance is the main characteristic of the dataset. We coded fake job postings as positive examples and true job postings as negative examples. Due to the high imbalance, the accuracy of classification can be trivially high (e.g., by classifying everything to be negative), and hence achieving a high F-score is of importance.

In our experiments, we represented each job posting as a $p = 2480$ dimensional word frequency vector computed from its job description and augmented with $q = 72$ auxiliary covariates of binary and categorical variables including indicators of the posting having a company logo or the posted job in the United States or not. For computing the word frequency vectors, we represent the job description variable as a term/document frequency matrix with Term Frequency-Inverse Document
Frequency (TF-IDF) normalization [PVG+11]. TF-IDF measures the relative importance of each term in a collection of documents. If a word is common to all documents, then it is less likely to have an important meaning. The top 2480 most frequent words were used for the analysis.
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As a preliminary analysis, we first apply logistic regression either on the \( p \)-dimensional word frequency vectors or on the \((p + q)\)-dimensional combined feature vectors (Figure 8 right). For the former experiment, Figure 8 left shows 10 words each with positive and negative regression coefficients with the largest absolute values. The results indicate that having a large frequency of words such as 'earn', 'money', and 'link' is positively correlated with being a fake job, whereas postings with a high frequency of words such as 'team', 'client', and 'website' as well as with company logo and jobs outside of the US are more likely to be true job postings.

7.1.2. Supervised Topic Modeling with Auxiliary Covariates. Topic modeling is a classical technique in text data analysis that seeks to find a small number of ‘topics’, which are groups of words that share semantic context. The grounding assumption is that a given text may be built upon such topics as latent variables. Methods such as nonnegative matrix factorization (NMF) [LS99] and latent Dirichlet allocation (LDA) [SG07, BNJ03, JWY+19] have been successfully used to detect or estimate such latent semantic factors. Also, ‘supervised’ topic modeling techniques have been studied, where one seeks to group words not only by their semantic contexts but also using their ‘functional contexts’ that are provided by additional class labels. See, for example, [MB07] for LDA-based approaches and [HKL+20] for NMF combined with linear regression model (see (7)). Here we mainly compare two methods, namely, (1) NMF with logistic regression and (2) SDL-filter with nonnegativity constraints on \( W \) and \( H \). However, we do compare the performance of all four SDL models in Figures 3 and 10. We note that for the purpose of topic modeling, it is crucial to use nonnegativity constraint on the dictionary matrix \( W \) in the SDL model (4) as word frequencies are nonnegative and we would like to decompose a given document’s word frequency as additively rather than subtractively in order for better interpretability (see, e.g., [LS99]).

First consider Figure 9 (a), which shows topics (shown as wordclouds) learned by NMF and their associated regression coefficients. Namely, after learning a dictionary matrix \( W \in \mathbb{R}^{p \times 25} \) by NMF from the job description matrix of shape \( p \times n \) with \( n = 17,780 \), each of the \( r \) columns of \( W \) becomes the topic frequency vector and top 10 words with highest frequencies are shown as wordcloud. NMF was able to find topics that summarize specific job information. More specifically, the upper right and lower left topics correspond to beauty and healthcare-related jobs. However, as can be seen by the
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**Figure 9.** Comparison between (supervised) topics learned by NMF and SDL-filter for the fake job posting data. (a) Four out of 25 topics learned by NMF are shown together with the corresponding logistic regression coefficients. (b) Four out of 20 supervised topics learned by SDL-filter with tuning parameter \( \xi = 5 \) are shown together with the corresponding logistic regression coefficients. (c) Similar as (b) but with tuning parameter \( \xi = 1 \). (d) Nine out of 20 supervised topics (white background) + 72 auxiliary covariates (dark background) learned from SDL-filter with 72 auxiliary covariates are shown with their corresponding logistic regression coefficients. Corresponding classification accuracy and F-scores are also shown in the subtitles with fake job postings being the positive examples. For topic wordclouds (white background), word sizes are proportional to their frequency.

low F-score reported in Figure 9 (a), while the 25 topics learned by NMF give generic job descriptions, they may not be helpful to determine if a job posting is indeed fake. The main reason that we have these topics is that the dataset is highly imbalanced. Since most of the postings are true job postings (95%), when we first conduct dimension reduction based on NMF, the topics that we learned are mainly determined by dominant true job postings, rather than fake job postings.

On the other hand, some selected supervised topics (out of 20 total) learned by SDL-filter with \( \xi = 5 \) and 1 are shown in Figures 9 (b) and (c). In each case, the upper left and lower right topics are the ones with the largest positive and negative regression coefficients, respectively, and the upper right and lower left ones are manually selected for illustration purposes. For \( \xi = 1 \) in Figure 9 (c), notice that the upper left topic with positive regression coefficient consists of words that appear frequently on fake job postings (e.g., ‘money’, ‘earn’, ‘link’), while the lower right topic uses the words from true job postings (e.g., ‘team’, ‘client’, ‘website’), both detected by logistic regression in Figure 8. Topics with neutral regression coefficients are mainly used to reconstruct data matrix rather than for classification purposes. Note that the corresponding F-score of 0.43 is achieved using only 20 variables (topics) and is on par with the F-scores obtained by logistic regression using \( p = 2480 \) or \( p + q = 2552 \) variables in Figure 8.

Increasing the tuning parameter \( \xi \) from 1 to 5 weakens the supervision effect. Accordingly, the two neutral topics in Figure 9 (b) becomes generic job descriptions as found by NMF in Figure 9 (a), but the two extreme ones (upper left and lower right) maintain similar content and large absolute values of their regression coefficients.

We also conduct a similar analysis using SDL-filter with \( \xi = 0.001 \) and \( r = 20 \) topics along with 72 auxiliary covariates after converting categorical variables to one-hot-encoding. In Figure 9 (d), we show the covariates with the largest absolute regression coefficients, which is a mix of supervised topics (white background) and auxiliary variables (dark background). This setting achieves the best F-score of 0.52 by using 20 + 72 variables, which is still significantly less than using all 2552 variables while enjoying better interpretability. We see that SDL-filter automatically combines words that are positively or negatively associated with fake job postings in an ensemble with auxiliary covariates. In
other words, SDL-filter seems to perform simultaneous supervised topic modeling on text data, while incorporating auxiliary covariates for improved performance.

7.1.3. Evaluation of model performance. We provide a summary of classification accuracy and F-score of various settings in Table 2 (see Tables 2 and 4 for the full results). Note that due to the high imbalance in the dataset (only 5% of fake job postings), getting a high classification accuracy is trivial (e.g., by classifying all as true job postings), so getting high F-score is more important. One can see that SDL-filter is overall the method of best classification performance, both in terms of accuracy and F-score, which improves when using auxiliary covariates. In contrast to comparable performance of convex SDL algorithms in the semi-synthetic MNIST data in Figure 2, for fake job postings dataset they show mediocre performance. It seems that for larger datasets in high dimension, one needs more extensive hyperparameter tuning for convex SDL methods than the nonconvex ones.

| Method                        | Mean | Std | Mean | Std |
|-------------------------------|------|-----|------|-----|
| Logistic Regression (LR)      | 0.919| NaN | 0.463| NaN |
| NMF - LR                      | 0.807| 0.052| 0.254| 0.034|
| SDL - Filter                  | 0.938| 0.001| 0.516| 0.002|
| SDL - Feature                 | 0.833| 0.028| 0.292| 0.031|
| SDL - Filter (Convex)         | 0.665| 0.191| 0.163| 0.085|
| SDL - Feature (Convex)        | 0.629| 0.125| 0.130| 0.036|

(a) Best F-score of each method – with auxiliary variables

| Method                        | Mean | Std | Mean | Std |
|-------------------------------|------|-----|------|-----|
| Logistic Regression (LR)      | 0.913| NaN | 0.436| NaN |
| NMF - LR                      | 0.665| 0.051| 0.156| 0.005|
| SDL - Filter                  | 0.928| 0.001| 0.464| 0.004|
| SDL - Feature                 | 0.845| 0.025| 0.295| 0.034|
| SDL - Filter (Convex)         | 0.732| 0.063| 0.156| 0.037|
| SDL - Feature (Convex)        | 0.316| 0.428| 0.087| 0.002|

(b) Best F-score of each method – without auxiliary variables

Table 2. Tables of best average F-score over five runs from each of the six methods for the fake job postings data in Section 7.1.1 with (left) and without (right) the auxiliary covariates for tuning parameter \( \xi \in \{0.01, 0.1, 1, 5, 10\} \). See Tables 4 and 5 in Appendix for more details.

![Figure 10](image-url) Pareto plot of relative reconstruction error vs. classification accuracy/F-score for various models on fake job postings dataset.

As in Figure 5 for the semi-synthetic MNIST dataset, we also provide a Pareto plot in Figure 10 to evaluate the performance of various SDL models on the fake job posting dataset against the benchmark models of logistic regression (LR) and NMF followed by logistic regression (NMF-LR). Recall
that the Pareto plot shows how a model simultaneously performs two objectives of reducing the reconstruction error $\|X_{\text{data}} - WH\|$ as well as increasing the classification accuracy. As before, increasing the tuning parameter $\xi$ in various SDL models seems to interpolate between two extremes of LR and NMF-LR. We observe that SDL-filter performs best overall, in some cases achieving both goals with better classification performance than LR. The inferior performance of convex SDL models on the real dataset in contrast to their superior performance on the semi-synthetic dataset in Figure 5 indicates that, in practice, the convex SDL models require more hyperparameter tuning. For instance, we did not try to fine-tune the stepsize, which we fixed at $\tau = 0.01$ throughout the experiments.

We also report that the topics learned from SDL-feature share similar characteristics with respect to the tuning parameter $\xi$ in figure 9. We also mention that the topics learned from convex SDL algorithms, which cannot be used with a nonnegative constraint on the dictionary matrix $W$, turns out to be uninformative and not very much interpretable. This is expected since the use of non-negativity constraints on $W$ and $H$ (i.e., strong constraints on the SDL model, see A1) is crucial for matrix-factorization-based topic modeling experiments (see [LS99]). We omit figures for the topics of SDL-feature and the convex SDL models.

7.2. **Supervised dictionary learning on chest X-ray images for pneumonia detection.** Pneumonia is an acute respiratory infection that affects the lungs. According to WHO reports, it accounts for 15% of all deaths of children under 5 years old, killing 808,694 children in 2017. Moreover, currently, about 15% of COVID-19 patients suffer from severe pneumonia [Web]. Chest X-ray is one inexpensive way to diagnose pneumonia, but rapid radiological interpretation is not always available. A successful statistical model to classify pneumonia from chest X-ray images will enable rapid pneumonia diagnosis with high accuracy, which will be able to reduce the burden on clinicians and help their decision-making process. In this section, we apply our SDL methods for chest X-ray images for pneumonia detection.

![Normal, Bacterial Pneumonia, Viral Pneumonia](image)

**Figure 11.** The normal chest X-ray (left panel) depicts clear lungs without any areas of abnormal opacification in the image. Bacterial pneumonia (middle) typically exhibits a focal lobar consolidation, in this case in the right upper lobe (white arrows), whereas viral pneumonia (right) manifests with a more diffuse interstitial pattern in both lungs. The figure and the description are excerpted from [KGC+18].

The pneumonia data set was first introduced in [KGC+18]. There is a total of 5,863 chest X-ray images from children, consisting of 4,273 pneumonia patients and 1,583 healthy subjects. The images were collected from pediatric patients one to five years old from Guangzhou Women and Children’s Medical Center, Guangzhou. For the analysis of chest X-ray images, all images were initially screened for quality control and two expert physicians diagnosed the images. In the reference [KGC+18], an extremely accurate image classification system has been developed (with a classification accuracy of 92.8%) using sophisticated deep neural network image classifiers. We intend to demonstrate that our SDL methods yield interesting and promising results for medical image classification tasks while being significantly simpler and easier to train than the deep neural network models.
In order to apply our SDL methods, we resize each chest X-ray image into an $180 \times 180$ pixel image. Vectorizing each image, we obtain the data matrix $X_{\text{data}} \in \mathbb{R}^{32,400 \times 5,863}$. We label pneumonia images with 1 and normal images with 0, obtaining the labeled matrix $Y_{\text{data}} \in \{0,1\}^{1 \times 5,863}$. We used the deterministic test/train split provided by the original references [KGC+18], where the train and the test sets consist of 5,216 and 624 images, respectively. Standard logistic regression with $p = 180^2 = 32,400$ individual pixels as the explanatory variable yields a classification accuracy of 82%. However, it is not entirely reasonable to assume individual pixels in the image to be correlated with pneumonia. Instead, we may associate certain latent shapes with pneumonia by using dictionary learning methods.

![Figure 12](image)

**Figure 12.** 25 dictionary atoms learned from chest X-ray images by NMF and SDL-feature with $\xi = 50$. Corresponding logistic regression coefficients, as well as classification performances, are also shown. For SDL-feature, we used $L_1$ regularization coefficient of 5 for the code matrix $H$ and no $L_2$-regularization. Positive regression coefficients indicate a positive correlation with having pneumonia. There is a clear contrast between the two extreme atoms (upper left and lower right) according to their correlation with pneumonia.

Figure 12 shows 25 dictionary atoms of size $180 \times 180$ learned by NMF (left) and SDL-feature (right) together with their corresponding logistic regression coefficient shown. For SDL-feature, we used tuning parameter $\xi = 50$ and $L_1$-regularization coefficient of 5 on the code matrix $H$. Namely, we used Algorithm 3 for the feature-based SDL model in (4) together with an additional $L_1$ regularization term of $\lambda \|H\|_1$ added to the loss function in (4) with $\lambda = 5$. Using the $L_1$-regularization on the code matrix is standard in dictionary learning literature [MES07, MPS+08, MBPS10] in order to learn sparse representation on an over-complete dictionary. For this particular application, we find such regularization helps improving the classification accuracy better than using $L_2$-regularization on any of the factors. We found the value of $\xi = 50$ and $\lambda = 5$ by using a grid search for $\xi \in \{0.01, 0.1, 1, 10, 50, 100\}$ and $\lambda \in \{0, 1, 5, 10\}$.

Note that the code matrix $H$ is constrained to be nonnegative during optimization. Since the probability of the existence of pneumonia is calculated by the logit transformation of $\beta(1, H^T)^T$, the positive value of $\beta$ indicates that the corresponding atom is more related to pneumonia with the magnitude of the regression coefficient indicates the strength of such association, and the negative value of $\beta$ suggests that the atom is related to normal. Comparing the NMF and SDL-feature dictionaries in Figure 12, we find that the regression coefficients for NMF atoms are quite neutral, but there are three atoms (two upper left and one lower right) with an order of magnitude larger absolute regression coefficient learned by SDL-feature. A closer investigation shows that the atom with regression...
coefficients $-0.066$ has almost no signal (dark) around the lung, whereas the two atoms with regression coefficients $0.052$ and $0.046$ show the opposite contrast, having most signals (bright) around the lung and weak signals elsewhere. Although one should pay extra caution when interpreting machine learning results as a clinical statement, this observation seems to be well-aligned with some basic characteristics of normal or pneumonia chest X-ray images as shown in Figure 11 (see also the caption).

Lastly, we report some additional details of these experiments. First, the training of SDL-feature on the chest X-ray dataset and making predictions is extremely efficient and the entire process of training and testing takes under 2 minutes on an average laptop computer (100 iterations on an Apple M1 chip). Second, we find that SDL-filter achieves higher classification performance with accuracy $84.3\%$ and F-score $87.9\%$ with tuning parameter $\xi = 0.01$, $r = 20$ atoms, and the same $L_1$-regularization coefficient on $H$ of $5$. However, the learned atoms are too noisy and not quite interpretable as the ones learned by SDL-feature in Figure 12 right. Training and testing take about ten minutes on the same machine. Third, convex SDL models, in this case, take a long time (about an hour) with the same number of iterations and we omit the results.

8. CONCLUDING REMARKS

In this paper, we provided a comprehensive treatment of a large class of supervised dictionary learning methods in terms of model construction, optimization algorithms and their convergence properties, and statistical estimation guarantees for the corresponding generative models. SDL models find best balance between two objectives of data modeling by latent factors and label classification while achieving simultaneous dimension reduction and classification, which makes them suitable for coping with high-dimensional data. We demonstrated that our methods show comparable performance with classical models for classifying fake job postings as well as chest X-ray images for pneumonia while learning basis topics or images that are directly associated with fake jobs or pneumonia, respectively. In addition, the new methods achieve such comparable performance with much reduced number of variables and with much more homogeneous and interpretable models.

Our method can potentially be used for a number of high-dimensional classification problems, especially for areas where interpretability is required such as natural language processing and biomedical image processing. While a number of sophisticated deep-learning-based approaches are gaining popularity due to their extreme success in diverse problems including image classification and voice recognition, an inherent downside is the loss of interpretability due to a severe over-parameterization and sophisticated design of such algorithms. In this work, we showed that combining two classical methods of nonnegative matrix factorization and logistic regression could achieve comparable performance while maintaining the transparency of the method and the interpretability of the results.

One of the main techniques we developed in this work is a ‘double lifting procedure’, which transforms the SDL problem into a CAFE problem (6) and then to a CALE problem (5); then we can use globally guaranteed low-rank projected gradient descent (Algorithm 4) to efficiently find the global optimum of the resulting CALE problem, and then we can pull that solution back to the original space. While this approach has proven to be quite powerful in analyzing SDL problems in the present work, it is interesting to note that our double-lifting technique does not immediately apply to the supervised PCA model proposed by Ritchie et al. [RBK+20] for finding low-dimensional subspace that is also effective for a regression task:

$$\min_{W \in \mathbb{R}^{p \times r}, W^T W = I, \beta \in \mathbb{R}^r} \left[ f\left(W \left[ \beta, W^T \right]\right) := \|Y_{\text{label}} - \beta^T W^T X_{\text{data}}\|^2_F + \xi \|X_{\text{data}} - WW^T X_{\text{data}}\|^2_F \right].$$  (44)

Even though we can realize the objective function in the right hand side of (44) as a function depending on the product $W[\beta, W^T]$, the two matrix factors $W$ and $[\beta, W^T]$ are not decoupled as before. It is for a future investigation to devise a lifting technique for SPCA and related problems, and obtain a strong global convergence guarantee.
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Appendix A. Proof of Main Results

A.1. Proof of Theorem 4.2. We first establish Theorem 4.2, which shows exponential convergence of the low-rank projected gradient descent (Algorithm 4) for the CALE problem 5. The proof is similar to the standard argument that shows exponential convergence projected gradient descent with fixed step size for constrained strongly convex problems (see, e.g., [Bec17, Thm. 10.29]). However, when we have a strongly convex minimization problem with low-rank-constrained matrix parameter, then the constraint set of low-rank matrices is not convex, so one cannot use non-expansiveness of convex projection operator. Indeed, the rank-$r$ projection $\Pi_r$ by truncated SVD is not guaranteed to be non-expansive. In order to circumvent this issue, we use the idea of approximating rank-$r$ projection by a suitable linear projection on a carefully chosen linear subspace, an approach used in [WZG17]. Then one can show that rank-$r$ projection is at most 2-Lipschitz in some sense, so if the contraction constant in standard analysis of projected gradient descent for strongly convex objectives is small enough ($< 1/2$), then overall one still retains exponential convergence.

Lemma A.1. (Linear approximation of rank-$r$ projection) Fix $Y \in \mathbb{R}^{d_1 \times d_2}$, $R \geq r \in \mathbb{N}$, and denote $X = \Pi_r(Y)$ and $\bar{X} = \Pi_{a^f}(Y)$, where $a^f \subseteq \mathbb{R}^{d_1 \times d_2}$ is a linear subspace. Let $X = U\Sigma V^T$ denote the SVD of $X$. Suppose there exists $\bar{U} \in \mathbb{R}^{d_1 \times R}$ and $\bar{V} \in \mathbb{R}^{d_2 \times R}$ such that

$$a^f = \left\{ A \in \mathbb{R}^{d_1 \times d_2} \mid \text{col}(A^T) \subseteq \text{col}(\bar{V}), \text{col}(A) \subseteq \text{col}(\bar{U}) \right\}, \quad \text{col}(U) \subseteq \text{col}(\bar{U}), \quad \text{col}(V) \subseteq \text{col}(\bar{V}).$$

Then $X = \Pi_r(\bar{X})$.

Proof. Write $Y - X = \bar{U}\Sigma\bar{V}^T$ for its SVD. Let $d := \text{rank}(Y)$ and let $\sigma_1 \geq \cdots \geq \sigma_d > 0$ denote the nonzero singular values of $Y$. Since $X = \Pi_r(Y) = U\Sigma V^T$ and $Y = \bar{U}\Sigma\bar{V}^T$, we must have that $\Sigma$ consists of the top $r$ singular values of $Y$ and the rest of $d - r$ singular values are contained in $\bar{\Sigma}$. Furthermore, col$(U) \perp \text{col}(\bar{U})$.

Now, since $X \in a^f$ and $\Pi_{a^f}$ is linear, we get

$$\hat{X} = \Pi_{a^f}(X + (Y - X)) = U\Sigma V^T + \Pi_{a^f}(\bar{U}\Sigma\bar{V}^T).$$

Let $Z := \Pi_{a^f}(\bar{U}\Sigma\bar{V}^T)$ and write its SVD as $Z = \bar{U}\bar{\Sigma}\bar{V}^T$. Then note that $(U^T\bar{U}\bar{U}^T)^T = \bar{U}\bar{U}^T U = U$ since $\bar{U}\bar{U}^T : \mathbb{R}^{d_1} \to \mathbb{R}^{d_1}$ is the orthogonal projection onto col$(\bar{U}) \supseteq \text{col}(U)$. Hence $U^T\bar{U}\bar{U}^T = U^T$, so we get

$$U^TZ = \left(U^T\bar{U}\bar{U}^T\right)\bar{U}\bar{\Sigma}\bar{V}^TV = (U^TU)\Sigma\bar{V}^TV = \bar{U}\Sigma\bar{V}^TV = O.$$  

It follows that $U^T\bar{U} = O$, since $U^TU = U^TZ(\Sigma)^{-1} = O$. Therefore, rewriting (45) gives the SVD of $\hat{X}$ as

$$\hat{X} = \begin{bmatrix} U & \bar{U} \end{bmatrix} \begin{bmatrix} \Sigma & \bar{\Sigma} \\ \bar{\Sigma} & \bar{V} \end{bmatrix}.$$  

Furthermore, $\left\| \Pi_{a^f}(U\Sigma\bar{V}) \right\|_2 \leq \|\Sigma\|_2 = \sigma_{d+1}^r$, so $\Sigma$ consists of the top $r$ singular values of $\hat{X}$. It follows that $X = U\Sigma V^T$ is the best rank-$r$ approximation of $\hat{X}$, as desired. 

Proof of Theorem 4.2. Denote $Z^* = [X^*, \Gamma^*] \in \Theta \subseteq \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_1 \times d_2}$. Let $a^f$ denote a linear subspace of $\mathbb{R}^{d_1 \times d_2}$. Let $Z_t = \Pi_{a^f}(\hat{X}_t)$, and denote

$$Z_t = \Pi_{a^f}(\hat{X}_t) \in \arg \min_{X \in \text{rank}(X) = r} \left\| X - X_t \right\|_F, \quad Z^* \in a^f \times \mathbb{R}^{d_1 \times d_2}.$$  

We will choose $a^f$ in such a way that

$$X_t = \Pi_r(\hat{X}_t) \in \arg \min_{X \in \text{rank}(X) = r} \left\| X - X_t \right\|_F, \quad Z^* \in a^f \times \mathbb{R}^{d_1 \times d_2}. \quad (46)$$

For instance, $a^f = \mathbb{R}^{d_1 \times d_2}$ satisfies the above conditions, although this choice does not give optimal control on the variance term (the second term in the right hand side of (20)). We will first derive a general bound with such $a^f$, and at the end of the proof, we will give a specific construction of such $a^f$ to obtain the bound in the assertion.

Denote $\Delta Z^* := Z^* - \Pi_{\Theta}([Z^* - \tau Vf(Z^*)])$. Using $Z^* \in a^f \times \mathbb{R}^{d_1 \times d_2}$ and linearity of the linear projection $\Pi_{a^f \times \mathbb{R}^{d_1 \times d_2}}$, write

$$Z^* = \Pi_{a^f \times \mathbb{R}^{d_1 \times d_2}}(Z^*) = \Pi_{a^f \times \mathbb{R}^{d_1 \times d_2}}\left(\Pi_{\Theta}(Z^* - \tau Vf(Z^*))\right) + \Pi_{a^f \times \mathbb{R}^{d_1 \times d_2}}\left(Z^* - \Pi_{\Theta}(Z^* - \tau Vf(Z^*))\right)$$

$$= \Pi_{a^f \times \mathbb{R}^{d_1 \times d_2}}\left(\Pi_{\Theta}(Z^* - \tau Vf(Z^*))\right) + \Pi_{a^f \times \mathbb{R}^{d_1 \times d_2}}\left(\Delta Z^*\right).$$  
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Namely, the first term above is a one-step update of a projected gradient descent at $Z^*$ over $\Theta$ with stepsize $\tau$, and the second term above is the error term. If $Z^*$ is a stationary point of $f$ over $\Theta$, then $-\nabla f(Z^*)$ lies in the normal cone of $\Theta$ at $Z^*$, so $Z^*$ is invariant under the projected gradient descent and the error term above (the second term in the last expression) is zero. If $Z^*$ is only approximately stationary, then the error above is nonzero.

Now, recall that $\tilde{Z}_t$ is obtained by using the orthogonal projection $\Pi_{\mathcal{A}^f}$ onto the convex subset $\mathcal{A}^f$ instead of the rank-$r$ projection $\Pi_r$ to obtain the matrix coordinate of $\tilde{Z}_t$. Notice that $\Pi_\Theta$ and $\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}}$ are non-expansive being projection onto a convex set, while the rank-$r$ projection $\Pi_r$ is not in general. Also using the linearity of the subspace projection $\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}}$, we get

$$
\|\hat{Z}_t - Z^*\|_F = \|\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Pi_\Theta \left( Z_{t-1} - \tau \nabla f(Z_{t-1}) \right) \right) - \Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Pi_\Theta \left( Z^* - \tau \nabla f(Z^*) \right) \right) + \Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Delta Z^* \right) \|_F 
\leq \|Z_{t-1} - \tau \nabla f(Z_{t-1}) - Z^* + \tau \nabla f(Z^*)\|_F + \|\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Delta Z^* \right) \|_F
\leq \max(\{1 - \tau L\}, |1 - \tau \mu|) \|Z_{t-1} - Z^*\|_F + \|\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Delta Z^* \right) \|_F.
$$

The last inequality follows from the fact that $Z_t$ and $Z^*$ have rank $\leq r$ and the restricted strong convexity and smoothness properties (Definition 4.1). Namely, fix $X, Y \in \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_1 \times d_4}$, whose first matrix components have rank $\leq r$. Assuming $\nabla f$ is continuous,

$$
X - \tau \nabla f(X) - Y + \tau \nabla f(Y) = (X - Y) - \tau (\nabla f(X) - \nabla f(Y))
= \int_0^1 \left( 1 - \tau \nabla^2 f(s(Y - X)) \right) (X - Y) \, ds.
$$

Using the inequality $\|AB\|_F \leq \|A\|_2 \|B\|_F$, this gives

$$
\|X - \tau \nabla f(X) - Y + \tau \nabla f(Y)\|_F \leq \sup_{Z = (Z_1, Z_2) : \text{rank}(Z_1) \leq r} \|I - \tau \nabla^2 f(Z)\|_2 \|X - Y\|_F
\leq \rho \|X - Y\|_F,
$$

where $\eta := \max(\{1 - \tau L\}, |1 - \tau \mu|)$. Indeed, for the second inequality above, note that the eigenvalues of $\nabla^2 f(Z)$ are contained in $[\mu, L]$, so the eigenvalues of $I - \tau \nabla^2 f(Z)$ are between $\min(1 - \tau L, 1 - \tau \mu)$ and $\max(1 - \tau L, 1 - \tau \mu)$. Combining with the previous inequality, it follows that

$$
\|\hat{Z}_t - Z^*\|_F \leq \eta \|Z_{t-1} - Z^*\|_F + \|\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Delta Z^* \right) \|_F.
\tag{47}
$$

Next, recall the notation $Z_t = (X_t, \Gamma_t)$ and $\hat{Z}_t = (\hat{X}_t, \hat{\Gamma}_t)$. By construction, we have $X_t = \Pi_r(\hat{X}_t)$, so $X_t$ is the best rank-$r$ approximation of $\hat{X}_t$ in the sense that $X_t = \arg\min_{\text{rank}(X) \leq r} \|X - X_t\|_F$. Then observe that

$$
\|Z_t - Z^*\|_F \leq \|Z_t - \hat{Z}_t\|_F + \|\hat{Z}_t - Z^*\|_F
= \|X_t - \hat{X}_t\|_F + \|\hat{X}_t - Z^*\|_F
\leq \|X_t - \hat{X}_t\|_F + \|\hat{X}_t - Z^*\|_F \leq 2 \|\hat{Z}_t - Z^*\|_F,
$$

so by combining with (47), we get

$$
\|Z_t - Z^*\|_F \leq 2\eta \|Z_{t-1} - Z^*\|_F + \|\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Delta Z^* \right) \|_F.
$$

Note that $0 \leq \eta < 1/2$ if and only if $\tau \in \left( \frac{1}{2L}, \frac{3}{2\eta} \right)$, and this interval is non-empty if and only if $L/\mu < 3$. Hence for such choice of $\tau$, $0 < 2\eta < 1$, so by a recursive application of the above inequality, we obtain

$$
\|Z_t - Z^*\|_F \leq (2\eta)^t \|Z_0 - Z^*\|_F + \frac{1}{1 - 2\eta} \|\Pi_{\mathcal{A}^f \times \mathbb{R}^{d_1 \times d_4}} \left( \Delta Z^* \right) \|_F.
\tag{48}
$$

Finally, we bound the variance term in the last expression by choosing a suitable linear subspace $\mathcal{A}^f \subseteq \mathbb{R}^{d_1 \times d_2}$ satisfying (46). Note that $\Delta Z^* = \tau[\Delta X^*, \Delta \Gamma^*]$, where the latter is defined in the statement of Theorem 4.2. Recall that $Z^* = [X^*, \Gamma^*]$. Let $X^* = U^* \Sigma^* (V^*)^T$ denote the SVD of $X^*$. For each iteration $t$, denote $Z_t = [X_t, \Gamma_t]$ and let $X_t = U_t \Sigma_t V_t^T$ denote the SVD of $X_t$. Since $X_t$ and $X^*$ have rank at most $r$, all of both $U^*, U_0$, $V^*$, and $V_t$ have at most $r$ columns. Define a matrix $U_{3r}$, so that its columns form a basis for the subspace spanned by the columns of $[U^*, U_{t-1}, U_t]$. Then $U_{3r}$ has at most $3r$ columns. Similarly, let $U_{3r}$ be a matrix so that its columns form a
basis for the subspace spanned by the columns of \([V^*, V_{t-1}, V_t]\). Then \(V_{3r}\) has at most \(3r\) columns. Now, define the subspace

\[
\mathcal{A} := \left\{ \Delta \in \mathbb{R}^{d_1 \times d_2} \mid \text{span}(\Delta^T) \subseteq \text{span}(V_{3r}), \text{span}(\Delta) \subseteq \text{span}(U_{3r}) \right\}.
\]

(49)

Note that \(\mathcal{A}\) is a convex subset of \(\mathbb{R}^{d_1 \times d_2}\). Also note that, by definition, \(X^*, X_t, X_{t-1} \in \mathcal{A}\). Let \(\Pi_{\mathcal{A}}\) denote the projection operator onto \(\mathcal{A}\). More precisely, for each \(X \in \mathbb{R}^{d_1 \times d_2}\), we have

\[
\Pi_{\mathcal{A}}(X) = U_{3r}U_{3r}^T X V_{3r}^T.
\]

Then by Lemma A.1, we have \(X_t = \Pi_{\mathcal{A}}(X_t)\). Hence \(\mathcal{A}\) in (49) satisfies (46). Therefore, (48) holds for the \(\mathcal{A}\) chosen as in (49).

Now, note that \(\Pi_{\mathcal{A}}(X_{S_{\delta}}) (\Delta X^*, \Delta X^*) = (\Pi_{\mathcal{A}}(\Delta X^*), \Delta X^*)\) and \(\text{rank}(\mathcal{A}) \leq 3r\). Thus by triangle inequality,

\[
\|\Pi_{\mathcal{A}}(X_{S_{\delta}}) (\Delta X^*, \Delta X^*)\|_F \leq \|\Pi_{\mathcal{A}}(\Delta X^*)\|_F + \|\Delta X^*\|_F \leq \sqrt{3r}\|\Delta X^*\|_2 + \|\Delta X^*\|_F. \tag{50}
\]

This completes the proof of (i).

Next, we show (ii). Suppose \(Z^*\) is a stationary point of \(f\) over \(\Theta\). Then \(\Delta Z^* = 0\) so the first part of the assertion follows from (i). For the second part, suppose that \(\nabla f\) is \(L^1\)-Lipschitz over \(\Theta\) for some \(L^1 > 0\). Then by Cauchy-Schwarz inequality,

\[
|f(Z_n) - f(Z^*)| = \left|\int_0^1 \langle \nabla f(Z_n + s(Z^* - Z_n)), Z_n - Z^* \rangle \, ds \right|
\leq \int_0^1 \|\nabla f(Z_n + s(Z^* - Z_n))\| \|Z_n - Z^*\| \, ds 
\leq \int_0^1 \left(\|\nabla f(Z^*)\| + s \|Z_n - Z^*\| \right) \|Z_n - Z^*\| \, ds 
\leq \left(\|\nabla f(Z^*)\| + L\|Z_n - Z^*\| \right) \|Z_n - Z^*\|.
\]

Then (28) follows by combining the above inequality with (i). \qed

Remark A.2. Note that in (50), we could have used the following crude bound

\[
\|\Pi_{\mathcal{A}}(X_{S_{\delta}}) (\Delta X^*, \Delta X^*)\|_F \leq \|\Delta X^*\|_2 + \|\Delta X^*\|_F
\leq \sqrt{\text{rank}(\Delta X^*)} \|\Delta X^*\|_2 + \|\Delta X^*\|_F,
\]

which is also the bound we would have obtained if we chose the trivial linear subspace \(\mathcal{A} = \mathbb{R}^{d_1 \times d_2}\) in the proof of Theorem 4.2 above. While we know \(\text{rank}(\Delta X^*) \leq r\), we do not have an a priori bound on \(\text{rank}(\Delta X^*)\), which could be much larger than \(\sqrt{3r}\). A smarter choice of the subspace \(\mathcal{A}\) as we used in the proof of Theorem 4.2 ensures that we only need the factor \(\sqrt{3r}\) in place of the unknown factor \(\sqrt{\text{rank}(\Delta X^*)}\) as in (50).

A.2. Proof of Theorems 4.4 and 4.5. Next, prove Theorems 4.4 and 4.5, which amounts to verify that the hypothesis of Theorem 4.2 holds for the SDL problems in (10) and (12).

We begin with some preliminary computation. Let \(a_s\) denote the activation corresponding to the \(s\)th sample (see (4)). More precisely, \(a_s = A_T x_s + \Gamma^T x'_s\) for the filter-based model with \(A \in \mathbb{R}^{p \times K}\), and \(a_s = A_s(\cdot, s) + \Gamma^T x'_s\) with \(A \in \mathbb{R}^{K \times N}\). In both cases, \(B \in \mathbb{R}^{p \times N}\) and \(\Gamma \in \mathbb{R}^{q \times K}\). Then the objective function \(f\) in (11) can be written as

\[
f(A, B, \Gamma) := \left( -\sum_{s=1}^n \sum_{j=0}^K \mathbf{1}(y_j = j) \log g_j(a_s) \right) + \xi \|X_{\text{data}} - B\|_F^2 + v \left( \|A\|_F^2 + \|\Gamma\|_F^2 \right)
\]

\[
= \sum_{s=1}^n \log \left(1 + \sum_{c=1}^K h(a_s(c))\right) - \sum_{j=1}^K \mathbf{1}(y_j = j) \log h(a_s(j)) \right) + \xi \|X_{\text{data}} - B\|_F^2 + v \left( \|A\|_F^2 + \|\Gamma\|_F^2 \right),
\]

where \(a_s(i) \in \mathbb{R}\) denotes the \(i\)th component of \(a_s \in \mathbb{R}^K\). In the proofs we provided below, we compute the Hessian of \(f\) above explicitly for the filter- and the feature-based cases and use Theorem 4.2 to derive the result. Recall the functions \(h\) and \(\mathbf{1}\) introduced in A4. For each label \(y \in \{0, \ldots, K\}\) and activation \(a \in \mathbb{R}^K\), the negative log likelihood of observing label \(y\) from the probability distribution \(g(a)\) defined in (3) can be written as

\[
\ell_0(y, a) := \log \left( \sum_{c=1}^K h(a(c)) \right) - \sum_{c=1}^K \mathbf{1}(y = c) \log h(a(c)).
\]
Then we have the following relations
\[ \nabla_y \ell_0(y, a) = h(y, a), \quad \nabla_a \nabla_y \ell_0(y, a) = \tilde{h}(y, a). \]

**Proof of Theorem 4.4.** Let \( f = f_{\text{SDL-fit}} \) denote the loss function for the filter-based SDL model in (11). Fix \( Z_1, Z_2 \in \Theta \subseteq \mathbb{R}^{d_1 \times d_2} \times \mathbb{R}^{d_1 \times d_2} \). By A1 \( \Theta \) is convex, so \( tZ_1 + (1-t)Z_2 \in \Theta \) for all \( t \in [0,1] \). Then by the mean value theorem, there exists \( t^* \in [0,1] \) such that for \( Z^* = t^*Z_1 + (1-t^*)Z_2 \),
\[
 f(Z_2) - f(Z_1) - \langle \nabla f(Z_1), Z_2 - Z_1 \rangle = (\text{vec}(Z_2) - \text{vec}(Z_1))^T \nabla_{\text{vec}(Z)} f(Z^*) (\text{vec}(Z_2) - \text{vec}(Z_1)).
\] (52)
Hence, according to Theorem 4.2, it suffices to verify that for some \( \mu, L > 0 \) such that \( L/\mu < 3 \),
\[
 \frac{\mu}{2} I \preceq \nabla_{\text{vec}(Z)} f(Z^*) \preceq \frac{L}{2} I
\]
for all \( Z^* = [X, \Gamma] \) with rank(\( X^* \)) \( \leq r \).

To this end, let \( a_s \) denote the activation corresponding to the \( s \)th sample (see (4)). More precisely, \( a_s = A^T x_s + \Gamma^T x'_s \) for the filter-based model we consider here. We discussed that the objective function \( f \) in (11) can be written as (51).

Denote
\[
a_s = A^T x_s + \Gamma^T x'_s =: \begin{bmatrix} [A](:, j) & [\Gamma](:, j) \\ x_s & x'_s \end{bmatrix}^T; \quad j = 1, \ldots, \kappa \in \mathbb{R}^k,
\]
where we have introduced the notations \( u_j \in \mathbb{R}^{(p+q) \times 1} \) for \( j = 1, \ldots, \kappa \) and \( \phi_j \in \mathbb{R}^{(p+q) \times 1} \) for \( s = 1, \ldots, n \). Denote \( U := [u_1, \ldots, u_\kappa] \subseteq \mathbb{R}^{(p+q) \times \kappa} \), which is a matrix parameter that combines \( A \) and \( \Gamma \). Also denote \( \Phi := [\phi_1, \ldots, \phi_\kappa] \subseteq \mathbb{R}^{(p+q) \times n} \) that combined feature matrix of \( n \) observations. Then we can compute the gradient and the Hessian of \( f \) above as follows:
\[
\nabla_{\text{vec}(U)} f(U, B) = \left( \sum_{i=1}^n \left[ \tilde{h}(y_i, U^T \phi_i) \otimes \phi_i \right] \right) + 2v \text{vec}(U), \quad \nabla_B f(U, B) = 2 \xi (B - X_{\text{data}})
\]
(54)
\[
\nabla_{\text{vec}(U)} \nabla_{\text{vec}(U)^T} f(U, B) = \left( \sum_{i=1}^n \left[ \tilde{h}(y_i, U^T \phi_i) \otimes \phi_i \phi_i^T \right] \right) + 2v I_{(p+q) \times \kappa},
\]
\[
\nabla_{\text{vec}(B)} \nabla_{\text{vec}(U)^T} f(U, B) = 2 \xi I_{p \times n}, \quad \nabla_{\text{vec}(B)} \nabla_{\text{vec}(U)^T} f(U, B) = 0,
\]
where \( \otimes \) above denotes the Kronecker product and the functions \( \tilde{h} \) and \( \tilde{h} \) are defined in (23).

Recall that the eigenvalues of \( A \otimes B \), where \( A \) and \( B \) are two square matrices, are given by \( \lambda \mu_j \) where \( \lambda_j \) and \( \mu_j \) run over all eigenvalues of \( A \) and \( B \), respectively. Hence denoting \( H_{\Phi} := \sum_{j=1}^N \tilde{h}(y_j, U^T \phi_j) \otimes \phi_j \phi_j^T \) and using A2-A3, we can deduce
\[
\lambda_{\min}(H_{\Phi}) \geq n \lambda_{\min} \left( n^{-3} \Phi \Phi^T \right) \min_{1 \leq s \leq N, \Phi} \lambda_{\min}(\tilde{h}(y_s, \phi_s, U)) \geq n \delta^- \alpha^- \geq n \mu^* > 0,
\]
\[
\lambda_{\max}(H_{\Phi}) \leq n \lambda_{\max} \left( n^{-3} \Phi \Phi^T \right) \max_{1 \leq s \leq N, \Phi} \lambda_{\min}(\tilde{h}(y_s, \phi_s, U)) \leq n \delta^+ \alpha^+ \leq n L^*.
\]
This holds for all \( A, B, \Gamma \) such that rank(\( [A, B] \)) \( \leq r \) and under the convex constraint in (A1) (also recall that \( U \) is the vertical stack of \( A \) and \( \Gamma \)). Hence we conclude that the objective function \( f_{\text{SDL-fit}} \) in (11) verifies RSC and RSM properties (Def. 4.1) with parameters \( \mu = \min(2 \xi, 2v + n \mu^*) \) and \( L = \max(2 \xi, 2v + n L^*) \). It is straightforward to verify that \( L/\mu < 3 \) if and only if (24) holds. This verifies (52) for the chosen parameters \( \mu \) and \( L \). Then the rest follows from Theorem 4.2. \( \square \)

Next, we prove Theorem 4.5, the exponential convergence of Algorithm 2 for the feature-based SDL in (12).

**Proof of Theorem 4.5.** We will use the same setup as in the Proof of Theorem 4.4. The main part of the argument is the computation of the Hessian of loss function \( f := f_{\text{SDL-feat}} \) in (13), which is straightforward but a bit more involved than the corresponding computation for the filter-based case in the proof of Theorem 4.4. To this end, let \( a_s \) denote the activation corresponding to the \( s \)th sample (see (4)). More precisely, \( a_s = A + \Gamma^T x'_s \) for the feature-based model we consider here. Recall the objective function \( f \) in (13) re-written in (51). We will compute the gradient and the Hessian of \( f \) below.
Recall that for the feature-based model we consider here, we have \( a_s = A[:, s] + \Gamma^T x_j \), where in this case \( A \in \mathbb{R}^{K \times n} \) (see (13)). Denote

\[
a_s = I_k A[:, s] + \Gamma^T x_j =: \left[ \begin{array}{c|c} I_k [::, j] & [A[:, s]] \\ \hline \Gamma[:, j] & x_j \end{array} \right] \in \mathbb{R}^n.
\]

Note that for the feature-based model here, \( A[:, s] \) is concatenated with the auxiliary covariate \( x_j \), whereas we concatenated \( A[:, j] \) with \( \Gamma[:, j] \) for the filter-based model, (case see (53))\footnote{This is because for the feature-based model, the column \( A[:, s] \in \mathbb{R}^K \) for \( s = 1, \ldots, n \) represent a feature of the \( s \)th sample, whereas for the filter-based model, \( A[:, j] \) for \( j = 1, \ldots, K \) represents the \( j \)th filter that is applied to the feature \( x_j \) of the \( s \)th sample.}.

A straightforward computation shows the following gradient formulas:

\[
\nabla_{\text{vec}(\Gamma)} f(A, B, \Gamma) = \left( \sum_{s=1}^n \hat{h}(y_s, a_s) \otimes x_j \right)^T + 2v \text{vec}(\Gamma),
\]

\[
\nabla_{\text{vec}(A)} f(V, B) = \left[ \begin{array}{c} \hat{h}(y_1, a_1) \\ \vdots \\ \hat{h}(y_n, a_n) \end{array} \right] + 2v \text{vec}(A), \quad \nabla_B f(A, B, \Gamma) = 2\xi (B - X_{\text{data}})
\]

\[
\nabla_{\text{vec}(\Gamma)} \nabla_{\text{vec}(\Gamma)} f(A, B, \Gamma) = \left( \sum_{s=1}^n \hat{H}(y_s, a_s) \otimes x_j x_j^T \right) + 2v I_{K \times n}
\]

\[
\nabla_{\text{vec}(A)} \nabla_{\text{vec}(A)} f(A, B, \Gamma) = \text{diag} \left( \hat{H}(y_1, a_1), \ldots, \hat{H}(y_n, a_n) \right) + 2v I_{K \times n}
\]

\[
\nabla_{\text{vec}(\Gamma)} \nabla_{\text{vec}(\Gamma)} f(A, B, \Gamma) = \left[ \begin{array}{c} \hat{H}(y_1, a_1) \otimes x_j \otimes x_j \end{array} \right],
\]

\[= \begin{bmatrix}
\hat{h}(y_1, a_1) + 2v & 0 & \ldots & 0 & \hat{h}(y_1, a_1) x_j' \\
0 & \hat{h}(y_2, a_2) + 2v & \ldots & 0 & \hat{h}(y_2, a_2) x_j' \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & \hat{h}(y_n, a_n) + 2v & \hat{h}(y_n, a_n) x_j' \\
\hat{h}(y_1, a_1) x_j' & \hat{h}(y_2, a_2) x_j' & \ldots & \hat{h}(y_n, a_n) x_j' & \left( \frac{1}{2} \sum_{s=1}^n \hat{h}(y_s, a_s) (x_j^2) + 2v \right)
\end{bmatrix},
\]

where we denoted \( \hat{h} = \bar{h}_{11} \in \mathbb{R} \) and \( x_j' = x_j \in \mathbb{R} \) for \( s = 1, \ldots, n \). In order to compute the eigenvalues of the above matrix, we will use the following formula for determinant of \( 3 \times 3 \) block matrix: (\( O \) representing matrices of zero entries with appropriate sizes)

\[
\text{det} \left( \begin{bmatrix} A & B & O \\ B^T & C & O \\ O & O & D \end{bmatrix} \right) = \text{det} (C - B^T A^{-1} B) \text{det}(A) \text{det}(D).
\]

This yields the following simple formula for the characteristic polynomial of \( H_{\text{feat}} \):

\[
\text{det}(H_{\text{feat}} - \lambda I) = \sum_{s=1}^n \hat{h}(y_s, a_s) (x_j^2) - \sum_{s=1}^n \left( \frac{\hat{h}(y_s, a_s)}{\hat{h}(y_s, a_s) + 2v} \right)^2 \left( \lambda - \frac{2v}{2v - \lambda} \right) \prod_{s=1}^n \left( \hat{h}(y_s, a_s) + 2v - \lambda \right)
\]

\[
= \left( \sum_{s=1}^n 2 \hat{h}(y_s, a_s) (x_j^2) + 2v - \lambda \right) \left( \frac{2v}{2v - \lambda} \right)^{K \times n} \prod_{s=1}^n \left( \hat{h}(y_s, a_s) + 2v - \lambda \right).
\]

By \( A4 \), we know that \( \hat{h}(y_s, a_s) > 0 \) for all \( s = 1, \ldots, n \), so the first term in the parenthesis in the above display is lower bounded by \( 2v - \lambda \). It follows that

\[
\lambda_{\min}(H_{\text{feat}}) \geq \min(2\xi, \alpha^- + 2v),
\]
Now we generalize the above computation for general \( \kappa, q \geq 1 \) case. First note the general form of the Hessian as below:

\[
H_{\text{feat}} := \nabla_{\text{vec}(A_1, B_1)}^{\top} \nabla_{\text{vec}(A_q, B_q)} f(A, B, \Gamma)
\]

Note that for any square symmetric matrix \( B \) and a column vector \( x \) of matching size,

\[
B \otimes xx^T - (B \otimes x)^T (B + \lambda I)^{-1} (B \otimes x) = (B + \lambda I)^{-1} B \otimes xx^T \leq I \otimes xx^T,
\]

where the last diagonal dominance is due to the Woodbury identity for matrix inverse (e.g., see [HJ12]). Hence by a similar computation as before, we obtain

\[
\det(n H_{\text{feat}} - \lambda I) = \det \left( \sum_{s=1}^{n} 2v \{ \tilde{H}(y_s, a_s) + 2v I_s \} \right) (2v - \lambda) I_n
\]

It follows that

\[
\lambda_{\text{min}}(H_{\text{feat}}) \geq \min(2v, \alpha^+ + v), \quad \lambda_{\text{max}}(H_{\text{feat}}) \leq \max \left( 2v + \alpha^+ n \lambda_{\text{max}} \left( n^{-1}X_{\text{aux}}X_{\text{aux}}^T \right), 2v, \alpha^+ + 2v \right).
\]

Then the rest follows from Theorem 4.5. \( \square \)

### Appendix B. Proof of Theorem 4.6

In this section, we prove Theorem 4.6 only for the case of filter-based SDL in (4). An almost identical argument will show the assertion for the feature-based case.

Recall the filter-based SDL loss function \( f(A, B, \Gamma) \) in (51) in terms of the combined variables \( A, B, \Gamma \), where \( A = WB \) and \( B = WH \). For convenience, recall that \( A \in \mathbb{R}^{m \times p}, W \in \mathbb{R}^{b \times k}, \beta \in \mathbb{R}^{n \times k}, H \in \mathbb{R}^{n \times n} \), and \( \Gamma \in \mathbb{R}^{q \times n} \). In the following computations, we will use the *computation matrix* \( C^{(a,b)} \), which is a special instance of \( ab \times ab \) permutation matrix. Namely, for each integers \( a, b \geq 1 \), there exists a unique matrix \( C^{(a,b)} \in \{0,1\}^{ab \times ab} \) such that for all \( A \in \mathbb{R}^{a \times b} \), we have \( C^{(a,b)} \text{vec}(A) = \text{vec}(A^T) \). Note that \( (C^{(a,b)})^T = C^{(b,a)} \). Furthermore, \( (C^{(a,b)})^T C^{(a,b)} = I_{ab} \) since \( C^{(a,b)} \text{vec}(A) = C^{(b,a)} \text{vec}(A^T) = \text{vec}(A) \). Hence \( C^{(a,b)} \) is positive semi-definite. Throughout this section, we denote \( Z = [W, H, \beta, \Gamma] \) for the combined SDL parameters.

**Lemma B.1** (Derivatives of the filter-based SDL objective in separate variables). Let \( L(Z) \) denote the objective of the filter-based SDL in (4). Suppose A4 holds. Recall \( \mathbf{h} \) and \( \mathbf{H} \) defined in (23). Let \( a_s := \beta^T W^T x_s + \Gamma^T x'_s \) for \( s = 1, \ldots, n \) and \( K := [h(y_1, a_1), \ldots, h(y_n, a_n)] \in \mathbb{R}^{n \times n} \). Then we have

\[
\nabla_W L(Z) = X_{\text{data}} K^T \beta^T + 2\xi (WH - X_{\text{data}}) H^T, \quad \nabla_{\beta} L(Z) = W^T X_{\text{data}} K^T
\]

Furthermore, for diagonal terms in the Hessian, we have

\[
\nabla_{\text{vec}(W)} \nabla_{\text{vec}(W)^T} L(Z) = (\beta \otimes X_{\text{data}}) \text{diag} (\tilde{H}(y_1, a_1), \ldots, \tilde{H}(y_n, a_n)) C^{(n,k)}(\beta \otimes X_{\text{data}})^T + 2\xi (HH^T \otimes I_p),
\]

\[
\nabla_{\text{vec}(H)} \nabla_{\text{vec}(H)^T} L(Z) = 2\xi (I_n \otimes W^T W),
\]
Lastly, for the off-diagonal terms in the Hessian, we have
\[\nabla_{\vec{\beta}} \nabla_{\vec{\beta}}^T L(\mathbf{Z}) = (\mathbf{I}_k \otimes \mathbf{W}^T \mathbf{X}_{data}) \text{diag}(\tilde{\mathbf{H}}(y_1, a_1), \ldots, \tilde{\mathbf{H}}(y_n, a_n)) (\mathbf{I}_k \otimes \mathbf{W}^T \mathbf{X}_{data})^T,\]
\[\nabla_{\vec{\Gamma}} \nabla_{\vec{\Gamma}}^T L(\mathbf{Z}) = (\mathbf{I}_r \otimes \mathbf{X}_{aux}) \text{diag}(\tilde{\mathbf{H}}(y_1, a_1), \ldots, \tilde{\mathbf{H}}(y_n, a_n)) (\mathbf{I}_r \otimes \mathbf{X}_{aux})^T.\]

Proof. Setting \(\nu = 0\) in (51), we have \(L(\mathbf{Z}) = f(A, B, \Gamma)\). Recall the relations for vectorizing product of matrices: for \(A \in \mathbb{R}^{a \times b}, B \in \mathbb{R}^{b \times c}\), and \(C \in \mathbb{R}^{c \times d}\),
\[\nabla f(A, B, \Gamma) = \begin{pmatrix} \mathbf{W} \beta \times\times \end{pmatrix} \mathbf{K}^T, \]
\[\text{vec}(A) = (\mathbf{I}_d \otimes \mathbf{A}) \text{vec}(A), \quad \text{vec}(AB) = (\mathbf{I}_d \otimes \mathbf{A}) \text{vec}(A), \quad \text{vec}(ABC) = (\mathbf{I}_d \otimes \mathbf{A}) \text{vec}(A). \]

From this previous calculation yields
\[\nabla_{\mathbf{W}} f(A, B, \Gamma) = \text{vec}(\mathbf{W}^T \mathbf{X}_{data}) \text{vec}^T(\mathbf{K}^T) + 2\xi \text{vec}(\mathbf{W} \mathbf{H}^T) - 2\xi \text{vec}(\mathbf{X}_{data} \mathbf{H}^T)\]
\[= (\beta \otimes \mathbf{X}_{data}) \text{vec}(\mathbf{K}^T) + 2\xi (\mathbf{H}^T \otimes \mathbf{I}_p) \text{vec}(\mathbf{W}) - 2\xi \text{vec}(\mathbf{X}_{data} \mathbf{H}^T).\]

Note that \(\text{vec}(\mathbf{K}^T) = (\mathbf{C}^{(k,k)}) \text{vec}(\mathbf{K})^T = \text{vec}(\mathbf{K})^T \mathbf{C}^{(k,k)} \mathbf{K}\). Hence we get
\[\nabla_{\mathbf{W}} \nabla_{\mathbf{W}}^T f(A, B, \Gamma) = \nabla_{\mathbf{W}} \text{vec}(\mathbf{K}^T) \text{vec}(\mathbf{C}^{(k,k)} (\beta \otimes \mathbf{X}_{data})^T + 2\xi \text{vec}(\mathbf{W}^T \mathbf{X}_{data}) \mathbf{H}^T - 2\xi \text{vec}(\mathbf{X}_{data} \mathbf{H}^T)\]
\[= (\beta \otimes \mathbf{X}_{data}) \text{diag}(\tilde{\mathbf{H}}(y_1, a_1), \ldots, \tilde{\mathbf{H}}(y_n, a_n)) \mathbf{C}^{(k,k)} (\beta \otimes \mathbf{X}_{data})^T + 2\xi (\mathbf{HH}^T \otimes \mathbf{I}_p).\]

Similarly, we can compute
\[\nabla_{\mathbf{W}} \nabla_{\mathbf{W}}^T f(A, B, \Gamma) = \nabla_{\mathbf{W}} \text{vec}(\mathbf{K}^T) \text{vec}(\mathbf{K})^T + 2\xi \text{vec}(\mathbf{W}^T \mathbf{X}_{data}) \mathbf{H}^T - 2\xi \text{vec}(\mathbf{X}_{data} \mathbf{H}^T)\]
\[= (\beta \otimes \mathbf{X}_{data}) \text{diag}(\tilde{\mathbf{H}}(y_1, a_1), \ldots, \tilde{\mathbf{H}}(y_n, a_n)) (\beta \otimes \mathbf{X}_{data})^T + 2\xi (\mathbf{HH}^T \otimes \mathbf{I}_p).\]

Also note that
\[\nabla_{\mathbf{W}} \nabla_{\mathbf{W}}^T f(A, B, \Gamma) = \nabla_{\mathbf{W}} \text{vec}(\mathbf{X}_{data}) \text{vec}(\mathbf{K}^T) \mathbf{K}^T + 2\xi \text{vec}(\mathbf{W}^T \mathbf{X}_{data}) \mathbf{H}^T - 2\xi \text{vec}(\mathbf{X}_{data} \mathbf{H}^T)\]
\[= (\beta \otimes \mathbf{X}_{data}) \text{diag}(\tilde{\mathbf{H}}(y_1, a_1), \ldots, \tilde{\mathbf{H}}(y_n, a_n)) (\beta \otimes \mathbf{X}_{data})^T + 2\xi (\mathbf{HH}^T \otimes \mathbf{I}_p).\]
Next, we compute the off-diagonal terms in the Hessian of \( f \). First, we compute
\[
\nabla_{\vec{\beta}} \nabla_{\vec{W}} f(\vec{A}, \vec{B}, \vec{\Gamma}) = \nabla_{\vec{\beta}} \nabla_{\vec{W}} (\vec{X}_{data} \vec{K}^T \vec{\beta}^T)^T
\]
\[
= \left( \frac{\partial}{\partial \vec{X}_{data}} \right) (I_r \otimes \vec{K}^T)^T + \left( \frac{\partial}{\partial \vec{X}_{data}} \vec{C}^{(k \times n)} \right) (I_r \otimes \vec{X}_{data})^T
\]
\[
= \vec{C}^{(k \times r)} (I_r \otimes \vec{X}_{data})^T + \vec{C}^{(k \times n)} (I_r \otimes \vec{W}^T \vec{X}_{data}) \text{diag} (\vec{H}(y_1, a_1), \ldots, \vec{H}(y_n, a_n)) (I_r \otimes \vec{X}_{data})^T.
\]

Second, note that \( \nabla_{\vec{\Gamma}} \nabla_{\vec{W}} f(\vec{A}, \vec{B}, \vec{\Gamma}) = 0 \). Third, for the forthcoming computation, we claim that
\[
\nabla_{\vec{\Gamma}} \nabla_{\vec{H}} f(\vec{A}, \vec{B}, \vec{\Gamma}) = (H^T \otimes I_r) + (I_r \otimes H^T).
\]

One can directly verify the above when \( H \) consists of a single column, and the general case can be easily obtained from there. Also note that using the commutation matrix, we can write \( \nabla_{\vec{\Gamma}} \nabla_{\vec{H}} f(\vec{A}, \vec{B}, \vec{\Gamma}) = (C^{(r \times n)} \nabla_{\vec{W}} f(\vec{A}, \vec{B}, \vec{\Gamma})^T = \nabla_{\vec{\Gamma}} (C^{(k \times n)} \vec{X}_{data}) \). Now observe that
\[
\nabla_{\vec{\Gamma}} \nabla_{\vec{W}} f(\vec{A}, \vec{B}, \vec{\Gamma}) = 2 \xi \nabla_{\vec{\Gamma}} \left[ \vec{C}^{(k \times n)} \vec{X}_{data} \vec{H}^T \right] \nabla_{\vec{\Gamma}} \left( \vec{W}^T \vec{X}_{data} \vec{K} \right)^T
\]
\[
= 2 \xi \nabla_{\vec{\Gamma}} \left[ \vec{C}^{(k \times n)} \vec{X}_{data} \vec{H}^T \right] (I_k \otimes \vec{W}^T \vec{X}_{data})^T
\]
\[
= 2 \xi \left[ (H^T \otimes I_r) + (I_r \otimes H^T) \right] (I_r \otimes \vec{W}^T) - C^{(n \times r)} (I_r \otimes \vec{X}_{data})^T.
\]

Then one can use the mixed-product property to further simplify the last expression as in the assertion. Fourth, noting that \( \nabla_{\vec{\Gamma}} \nabla_{\vec{H}} f(\vec{A}, \vec{B}, \vec{\Gamma}) = (C^{(k \times n)} \vec{X}_{aux})^T \), we can compute
\[
\nabla_{\vec{\Gamma}} \nabla_{\vec{B}} f(\vec{A}, \vec{B}, \vec{\Gamma}) = \nabla_{\vec{\Gamma}} \nabla_{\vec{B}} (\vec{K}^T)^T = \nabla_{\vec{\Gamma}} (\vec{K}^T C^{(n \times k)}),
\]
\[
\text{The remaining zero-second derivatives are easy to see.}
\]

**Remark B.2** (Derivatives for the feature-based SDL objective in separate variables). Arguing similarly as in the proof of Lemma B.1, we can compute the derivatives of the feature-based SDL objective in separate variables as follows. Let \( L(Z) \) denote the objective of the feature-based SDL in (4). Suppose \( A4 \) holds. Recall \( h \) defined in (23). Let \( a_i := \beta^T h_i + \Gamma^T x_i \) for \( s = 1, \ldots, n \), where \( H = [h_1, \ldots, h_n] \in \mathbb{R}^{k \times n} \) being the code matrix. Let \( K := [h'(y_1, a_1), \ldots, h'(y_n, a_n)] \in \mathbb{R}^{k \times n} \). Then we
\[
\nabla_{\vec{W}} L(Z) = 2 \xi (\vec{W}^T \vec{X}_{data}) \vec{H}^T, \quad \nabla_{\vec{\beta}} L(Z) = \vec{H}^T \vec{K}^T
\]
\[
\nabla_{\Gamma} L(Z) = \vec{X}_{aux} \vec{K}^T, \quad \nabla_{\vec{H}} L(Z) = \vec{K} + 2 \xi (\vec{W}^T (\vec{H} - \vec{X}_{data})).
\]

**Lemma B.3.** Assume the hypothesis of Theorem 4.6 is true. Then the loss function \( L \) in (4) is convex in each block coordinates \( \vec{W}, \vec{H}, \vec{\beta}, \text{ and } \vec{\Gamma} \). Furthermore, its gradient is continuous and \( M \)-Lipschitz for some constant \( M > 0 \) on the admissible parameter space.

**Proof.** Notice that the diagonal terms in the Hessian given in Lemma B.1 are positive semidefinite. (An explicit lower bound on the eigenvalues can also be computed.) This is enough to conclude that \( L \) is convex in each factor \( \vec{W}, \vec{H}, \vec{\beta}, \text{ and } \vec{\Gamma} \) while all the other three are held fixed (i.e., \( L \) is multiconvex). The second part of the assertion follows easily from the first derivative computations in Lemma B.1 and the compactness assumption in Theorem 4.6.

Now we are ready to derive Theorem 4.6.

**Proof of Theorem 4.6.** The result would immediately follow the main result in [Lyu20]. In order to apply the result, we need to verify that 1) the filter-based SDL loss function \( L \) in (4) is multiconvex and 2) the gradient of \( L \) is \( M \)-Lipschitz for some constant \( M > 0 \). Under the assumption, \( A4 \) and the assumed compactness of the parameter space, both of these hypotheses are verified in Lemma B.3. This shows the assertion.
Throughout this section, let $\mathcal{L}(Z) = \mathcal{L}_n(W, h, \beta, \Gamma)$ denote the objective in (37). Denote

$$\tilde{\mathcal{L}}(Z) := E_{(x', y')} [\mathcal{L}_j(Z)].$$

(56)

**Lemma C.1** (Derivatives of the filter-based SDL objective in separate variables). Let $\tilde{\mathcal{L}}(Z) = \mathcal{L}_n(W, h, \beta, \Gamma)$ denote the objective in (37). Suppose A4 holds. Recall $\bar{h}$ and $\bar{H}$ defined in (23). Let $a_s := \bar{h}^T x_s + \Gamma^T x'_s$ for $s = 1, \ldots, n$ and $K := \bar{H}(y_1, a_1), \ldots, \bar{H}(y_n, a_n) \in \mathbb{R}^{n \times r}$. Also denote $H = [h, \ldots, h] \in \mathbb{R}^{r \times n}$. Then we have

$$\nabla_W \tilde{\mathcal{L}}(Z) = X_{aux} K^T \beta^T + 2\xi(WH - X_{aux})H^T + 2vW, \quad \nabla_\beta \tilde{\mathcal{L}}(Z) = W^T X_{aux} K^T + 2v\beta,$nabla_\Gamma \tilde{\mathcal{L}}(Z) = X_{aux} K^T + 2v\Gamma, \quad \nabla_h \tilde{\mathcal{L}}(Z) = 2\xi(WH - \sum_{s=1}^n x_s) + 2vh.$$

Furthermore, for diagonal terms in the Hessian, we have

$$\nabla_{vec(W)} \nabla_{vec(W)^T} \tilde{\mathcal{L}}(Z) = (\beta \otimes X_{data}) \text{diag}(\bar{H}(y_1, a_1), \ldots, \bar{H}(y_n, a_n)) C^{(n, x)}(\beta \otimes X_{data})^T + 2\xi(HH^T \otimes I_p) + 2vI_{pr},$$

$$\nabla_h \nabla_\Gamma \tilde{\mathcal{L}}(Z) = 2nW^T W + 2vI_r,$nabla_{vec(\beta)} \nabla_{vec(\beta)^T} \tilde{\mathcal{L}}(Z) = (I_k \otimes W^T X_{data}) \text{diag}(\bar{H}(y_1, a_1), \ldots, \bar{H}(y_n, a_n)) (I_k \otimes W^T X_{data})^T + 2vI_{rk},$$

$$\nabla_{vec(\Gamma)} \nabla_{vec(\Gamma)^T} \tilde{\mathcal{L}}(Z) = (I_r \otimes X_{aux}) \text{diag}(\bar{H}(y_1, a_1), \ldots, \bar{H}(y_n, a_n)) (I_r \otimes X_{aux})^T + 2vI_{qx}.$$

Lastly, for the off-diagonal terms in the Hessian, we have

$$\nabla_{vec(W)} \nabla_{vec(W)^T} \tilde{\mathcal{L}}(Z) = (I_k \otimes W^T X_{data}) \text{diag}(\bar{H}(y_1, a_1), \ldots, \bar{H}(y_n, a_n)) (I_k \otimes W^T X_{data})^T + C^{(n, r)}(I_r \otimes X_{data} K^T)^T,$nabla_{vec(\beta)} \nabla_{vec(\beta)^T} \tilde{\mathcal{L}}(Z) = O,$nabla_{vec(\Gamma)} \nabla_{vec(\Gamma)^T} \tilde{\mathcal{L}}(Z) = O.$$

**Proof.** For $H = [h, \ldots, h]$, note that

$$\nabla_h \text{vec}(H)^T = 1_{1 \times n} \otimes I_r, \quad \nabla_h \text{vec}(HH^T)^T = n(h^T \otimes I_r) + n(I_r \otimes h^T).$$

Then the assertion follows from similar computations as in the proof of Lemma B.1. $\square$

**Lemma C.2.** Let $\mathcal{L}_n(Z) = \mathcal{L}_n(W, h, \beta, \Gamma)$ denote the objective in (37). Assume the hypothesis of Theorem 4.9 holds. Then $\mathcal{L}_n$ is convex in each block coordinates $W, h, \beta,$ and $\Gamma$ for all $v \geq 0$. Furthermore, its gradient is continuous and $M$-Lipschitz for some $M > 0$ on the admissible parameter space.

**Proof.** The argument is identical to the proof Lemma B.3 using Lemma C.3 instead of Lemma B.1. For the multi-convexity part, recall that $\bar{H}(y_s, a_s)$’s are positive definite due to A4 and the commutation matrices $C^{(a,b)}$ are also positive definite. $\square$

**Lemma C.3** (Derivatives of the expected filter-based SDL objective). Suppose a single data $(x, x', y)$ is sampled according to the generative model (36) and let $\tilde{\mathcal{L}}$ be as in (56). Assume the hypothesis of Theorem 4.9 holds. Recall $\bar{h}$ and $\bar{H}$ defined in (23). Let $a := \bar{h}^T x'^T + \Gamma^T x'$ and $\xi := (2\sigma^2)^{-1}$. Then we have

$$\nabla_W \tilde{\mathcal{L}}(Z) = E[\bar{x} \bar{h}(y, a)^T] \beta^T + 2\xi(WH - W^* h^*)h^T + 2vW, \quad \nabla_\beta \tilde{\mathcal{L}}(Z) = W^T E[\bar{x} \bar{h}(y, a)^T] + 2v\beta,$nabla_\Gamma \tilde{\mathcal{L}}(Z) = E[\bar{x}' \bar{h}(y, a)^T] + 2v\Gamma, \quad \nabla_h \tilde{\mathcal{L}}(Z) = 2\xi(WH - W^* h^*) + 2vh.$$

Furthermore, for diagonal terms in the Hessian, we have

$$\nabla_{vec(W)} \nabla_{vec(W)^T} \tilde{\mathcal{L}}(Z) = E[(\beta \otimes x) \bar{H}(y, a)(\beta \otimes x)^T] + 2\xi(hh^T \otimes I_p) + 2vI_{pr},$$

$$\nabla_h \nabla_\Gamma \tilde{\mathcal{L}}(Z) = 2W^T W + 2vI_r,$nabla_{vec(\beta)} \nabla_{vec(\beta)^T} \tilde{\mathcal{L}}(Z) = E[(I_k \otimes W^T x)\bar{H}(y, a)(I_k \otimes W^T x)^T] + 2vI_{rk},$$

$$\nabla_{vec(\Gamma)} \nabla_{vec(\Gamma)^T} \tilde{\mathcal{L}}(Z) = E[(I_r \otimes x')\bar{H}(y, a)(I_r \otimes x')^T] + 2vI_{qx}.$$

Lastly, for the off-diagonal terms in the Hessian, we have

$$\nabla_{vec(\beta)} \nabla_{vec(W)^T} \tilde{\mathcal{L}}(Z) = E[(I_k \otimes W^T x)\bar{H}(y, a)(\beta \otimes x)^T + C^{(k \times r)}(I_r \otimes \bar{x} \bar{h}(y, a)^T)^T].$$
\[ \nabla_{\text{vec}(\Gamma)} \nabla_{\text{vec}(\mathbf{W})}^T \hat{L}(\mathbf{Z}) = 0, \]
\[ \nabla_h \nabla_{\text{vec}(\mathbf{W})}^T \hat{L}(\mathbf{Z}) = 2\xi \left[ (\mathbf{h}^T \otimes \mathbf{W}^T) + (\mathbf{I}_r \otimes (\mathbf{W}h^* \mathbf{h}^*)^T) \right], \]
\[ \nabla_{\text{vec}(\beta)} \nabla_h^T \hat{L}(\mathbf{Z}) = \nabla_{\text{vec}(\Gamma)} \nabla_h^T \hat{L}(\mathbf{Z}) = 0, \]
\[ \nabla_{\text{vec}(\Gamma)} \nabla_{\text{vec}(\beta)}^T \hat{L}(\mathbf{Z}) = \mathbb{E} \left[ (\mathbf{I}_r \otimes \mathbf{x}) \hat{\mathbf{H}}(\mathbf{y}, \mathbf{a})/ (\mathbf{I}_k \otimes \mathbf{W}^T \mathbf{x})^T \right]. \]

**Proof.** According to Lemmas C.3 and C.2, \( \mathcal{L} \) is twice continuously differentiable and both \( \nabla \mathcal{L} \) and \( \nabla^2 \mathcal{L} \) are bounded within the (compact) parameter space. Hence by the monotone convergence theorem,
\[ \nabla \mathcal{L} = \mathbb{E} \left[ \nabla \mathcal{L}_1 \right], \quad \nabla^2 \mathcal{L} = \mathbb{E} \left[ \nabla^2 \mathcal{L}_1 \right]. \]

Hence we can simply specialize the derivatives of \( \mathcal{L} \) we computed in Lemma C.3 for the single sample case \( n = 1 \) and then take the expectation. In doing so, we use the fact that \( \mathcal{C}^{[1 \times d]} = \mathbf{I}_d \), where \( \mathcal{C}^{[a, b]} \) denotes the commutation matrix defined above the statement of Lemma B.1.

**Lemma C.4.** Suppose a single data \((\mathbf{x}, \mathbf{x}', \mathbf{y})\) is sampled according to the generative model (36) with true parameters \( \mathbf{Z}^* = [\mathbf{W}^*, \mathbf{H}^*, \beta^*, \Gamma^*] \) and \( \lambda^* \). Let \( \hat{\mathcal{L}} \) be as in (36) and assume the hypothesis of Theorem 4.9 holds. Then the following hold:

(i) \( \hat{\mathcal{L}} \) is convex in each block coordinates \( \mathbf{W}, \mathbf{h}, \beta, \) and \( \Gamma \) for all \( v \geq 0 \).

(ii) \( \nabla \hat{\mathcal{L}} \) continuous and \( M \)-Lipschitz for some \( M > 0 \) on the admissible parameter space.

(iii) \( \nabla^2 \hat{\mathcal{L}}(\mathbf{Z}^*) \) is positive definite if \( v > \lambda^*_+ \), where

\[
\lambda_+ := \frac{1}{2} \max \left\{ \begin{array}{l}
2\xi \|\mathbf{h}^*\|_2 \|\mathbf{W}^*\|_2 + \alpha^+ \|\beta^*\|_2 \|\mathbf{W}^*\|_2 \mathbb{E} \left[ \|\mathbf{x} \mathbf{x}^T\|_2 \right] + \gamma_{\text{max}} \sigma \sqrt{2\pi} - \alpha^- \lambda_{\text{min}} (\beta^* (\beta^*)^T) \mathbb{E} \left[ \lambda_{\text{min}} (\mathbf{x} \mathbf{x}^T) \right] - 2\lambda_{\text{min}} (\mathbf{h}^* (\mathbf{h}^*)^T), \\
2\xi \|\mathbf{h}^*\|_2 \|\mathbf{W}^*\|_2 - 2\xi (\mathbf{W}^*)^T \mathbf{W}^* - 2\lambda_{\text{min}} ((\mathbf{W}^*)^T \mathbf{W}^*), \\
\alpha^+ \|\beta^*\|_2 \|\mathbf{W}^*\|_2 \mathbb{E} \left[ \|\mathbf{x} \mathbf{x}^T\|_2 \right] + \gamma_{\text{max}} \sigma \sqrt{2\pi} + \alpha^+ \mathbb{E} \left[ \|\mathbf{x}' (\mathbf{W}^*)^T \mathbf{x}\|_2 \right] - \alpha^- \mathbb{E} \left[ \lambda_{\text{min}} ((\mathbf{W}^*)^T \mathbf{x} \mathbf{x}^T \mathbf{W}^*) \right], \\
\alpha^+ \mathbb{E} \left[ \|\mathbf{x}' (\mathbf{W}^*)^T \mathbf{x}\|_2 \right] - \lambda_{\text{min}} (\mathbf{x}' (\mathbf{x}')^T) \end{array} \right\}.
\]

\[ (57) \]

**Proof.** Parts (i) and (ii) follow easily from Lemma C.3 as in the proof of Lemma C.4. Now we argue for (iii). Denote \( \xi = (2\sigma^2)^{-1} \) and \( \mathbf{a}^* = (\mathbf{W}^* \beta^*)^T \mathbf{x} + \Gamma^* \mathbf{x}'. \) Recall that according to Lemma C.3, we can write the Hessian of \( \hat{\mathcal{L}} \) at the true parameter \( \mathbf{Z}^* \) as the 4 × 4 block matrix \((A_{ij})_{1 \leq i,j \leq 4} + 2\mathbf{V} \) in (40). Recall A4. The diagonal blocks are given by

\[ A_{11} = \mathbb{E} \left[ (\beta^* \otimes \mathbf{x}) \hat{\mathbf{H}}(\mathbf{y}, \mathbf{a}^*) (\beta^* \otimes \mathbf{x})^T \right] + 2\xi (\mathbf{h}^* (\mathbf{h}^*)^T \otimes \mathbf{I}_p), \]
\[ \geq (\alpha^- \lambda_{\text{min}} (\beta^* (\beta^*)^T) \mathbb{E} \left[ \lambda_{\text{min}} (\mathbf{x} \mathbf{x}^T) \right] + 2\lambda_{\text{min}} (\mathbf{h}^* (\mathbf{h}^*)^T) \mathbf{I}_{pr}), \]
\[ A_{22} = 2\xi (\mathbf{W}^*)^T \mathbf{W}^* \geq 2\lambda_{\text{min}} ((\mathbf{W}^*)^T \mathbf{W}^*) \mathbf{I}_r, \]
\[ A_{33} = \mathbb{E} \left[ (\mathbf{I}_k \otimes (\mathbf{W}^*)^T) \hat{\mathbf{H}}(\mathbf{y}, \mathbf{a}^*) (\mathbf{I}_k \otimes (\mathbf{W}^*)^T)^T \right] \geq \alpha^- \mathbb{E} \left[ \lambda_{\text{min}} ((\mathbf{W}^*)^T \mathbf{x} \mathbf{x}^T \mathbf{W}^*) \right] \mathbf{I}_{\mathbf{r}k}, \]
\[ A_{44} = \mathbb{E} \left[ (\mathbf{I}_k \otimes \mathbf{x}') \hat{\mathbf{H}}(\mathbf{y}, \mathbf{a}^*) (\mathbf{I}_k \otimes \mathbf{x}')^T \right] \geq \alpha^- \lambda_{\text{min}} (\mathbf{x}' (\mathbf{x}')^T) \mathbf{I}_{\mathbf{r}q}, \]

where the off-diagonal blocks are given by

\[ A_{21} = 2\xi (\mathbf{h}^* (\mathbf{h}^*)^T \otimes \mathbf{W}^T)^T, \]
\[ A_{31} = \mathbb{E} \left[ (\mathbf{I}_k \otimes \mathbf{W}^T \mathbf{x}) \hat{\mathbf{H}}(\mathbf{y}, \mathbf{a}^*) (\beta \otimes \mathbf{x})^T + \mathcal{C}^{[x \times r]} (\mathbf{I}_r \otimes \mathbf{x} \hat{\mathbf{H}}(\mathbf{y}, \mathbf{a}^*) (\mathbf{I}_k \otimes \mathbf{W}^T \mathbf{x})^T \right], \]
\[ A_{43} = \mathbb{E} \left[ (\mathbf{I}_k \otimes \mathbf{x}') \hat{\mathbf{H}}(\mathbf{y}, \mathbf{a}^*) (\mathbf{I}_k \otimes \mathbf{W}^T \mathbf{x})^T \right]. \]

If \( v \) is large enough so that the following condition is satisfied
\[ \lambda_{\text{min}} (A_{ii}) + 2v > \sum_{j \neq i} \|A_{ij}\|_2 \quad \forall 1 \leq i \leq 4, \]
then the Hessian \( \nabla^2 \hat{\mathcal{L}} \) is block diagonally dominant and is positive definite (see [FV62]). Thus it suffices to take

\[ v > \frac{1}{2} \max \left\{ \begin{array}{l}
\|A_{12}\|_2 + \|A_{13}\|_2 - \lambda_{\text{min}} (A_{11}), \\
\|A_{12}\|_2 - \lambda_{\text{min}} (A_{22}), \\
\|A_{13}\|_2 + \|A_{43}\|_2 - \lambda_{\text{min}} (A_{33}), \\
\|A_{43}\|_2 - \lambda_{\text{min}} (A_{44}) \end{array} \right\}. \]

\[ (58) \]
Note that (see A4 for the definition of \( \gamma_{\text{max}} \) and \( \alpha^\pm \))
\[
\| \mathbb{E} [x^T h(y, a^*)] \|_2 \leq \mathbb{E} [W^* h^* h(y, a^*)] + \mathbb{E} [e h(y, a^*)] = \mathbb{E} [W^* h^* \mathbb{E} [\hat{h}(y, a^*)] + \mathbb{E} [e h(y, a^*)] \leq \gamma_{\text{max}} \sigma \sqrt{2pq}.
\]
Using this, we get
\[
\|A_{12}\|_2 = \|A_{12}\|_2 = 2\|h^*\|_2 \|W^*\|_2,
\]
\[
\|A_{13}\|_2 \leq \|a^+\| \|\beta^*\|_2 \|W^*\|_2 \mathbb{E} [\|xx^T\|_2] + \gamma_{\text{max}} \sigma \sqrt{2pq},
\]
\[
\|A_{43}\|_2 \leq \|a^+\| \mathbb{E} [\|x^T (W^*)^T x\|]_2.
\]
Using these upper bounds on the operator norm of the off-diagonal blocks and the lower bounds on the eigenvalues of the diagonal blocks above, the lower bound in (58) can be lower bounded by \( \lambda_+ \) defined in the assertion.

\section*{Appendix D. Proof of Theorems 4.7 and 4.8}

We first recall the following standard concentration bounds:

\textbf{Lemma D.1} (Generalized Hoeffding’s inequality for sub-gaussian variables). Let \( X_1, \ldots, X_n \) denote i.i.d. random vectors in \( \mathbb{R}^d \) such that \( \mathbb{E} [X_k | i|^k / K^2] \leq 2 \) for some constant \( K > 0 \) for all \( 1 \leq k \leq n \) and \( 1 \leq i \leq d \). Fix a vector \( a = (a_1, \ldots, a_n)^T \in \mathbb{R}^n \). Then for each \( t > 0 \),
\[
P \left( \left\| \sum_{k=1}^n a_k X_k \right\|_1 > t \right) \leq 2d \exp \left( \frac{-t^2}{K^2 d^2 \|a\|^2} \right).
\]

\textbf{Proof.} Follows from [Ver18, Thm 2.6.2] and using a union bound over \( d \) coordinates.

\textbf{Lemma D.2.} (2-norm of matrices with independent sub-gaussian entries) Let \( A \) be an \( m \times n \) random matrix with independent subgaussian entries \( A_{ij} \) of mean zero. Denote \( K \) to be the maximum subgaussian norm of \( A_{ij} \), that is, \( K > 0 \) is the smallest number such that \( \mathbb{E} [\exp(A_{ij})^2 / K^2] \leq 2 \). Then for each \( t > 0 \),
\[
P \left( \| A \|_2 \geq 3K (\sqrt{m} + \sqrt{n} + t) \right) \leq 2 \exp (-t^2).
\]

\textbf{Proof.} See [Ver18, Thm. 4.4.5]

\textbf{Proof of Theorem 4.7.} Let \( \mathcal{L}_n \) denote the \( L_2 \)-regularized negative joint negative log likelihood function in (31) without the last three terms, and define the expected loss function \( \hat{f}_n(Z) := \mathbb{E}_{x, d, i \in \mathbb{I} \subseteq \mathbb{I}} [\mathcal{L}_n(Z)] \). We omit the constant terms in these functions. Define the following gradient mappings of \( Z^* \) with respect to the empirical \( f_n \) and the expected \( \hat{f}_n \) loss functions:
\[
G(Z^*, r) = \frac{1}{r} \left\{ Z^* - \Pi_{\Theta} \left\{ Z^* - r \nabla \mathcal{L}_n(Z^*) \right\} \right\}, \quad \hat{G}(Z^*, r) := \frac{1}{r} \left\{ Z^* - \Pi_{\Theta} \left\{ Z^* - r \nabla \hat{f}_n(Z^*) \right\} \right\}.
\]
It is elementary to show that the true parameter \( Z^* \) is a stationary point of \( \hat{f}_n \) over \( \Theta \subseteq \mathbb{R}^{p \times (k+n)} \times \mathbb{R}^{q \times k} \). Hence we have \( \hat{G}(Z^*, r) = 2v[A^*, O, \Gamma^*] \), so we may write
\[
G(Z^*, r) = G(Z^*, r) - \hat{G}(Z^*, r) + 2v[A^*, O, \Gamma^*] \quad \text{(59)}
\]
\[
= \frac{1}{r} \left\{ \Pi_{\Theta} \left\{ Z^* - 2r \nabla \mathcal{L}_n(Z^*) \right\} - \Pi_{\Theta} \left\{ Z^* - r \nabla \hat{f}_n(Z^*) \right\} \right\} + 2v[A^*, O, \Gamma^*]
\]
First, suppose \( Z^* - r \nabla \mathcal{L}_n(Z^*) \in \Theta \). Then we can disregard the projection \( \Pi_{\Theta} \) in the above display so we get
\[
G(Z^*, r) = 2v[A^*, O, \Gamma^*] = \nabla \mathcal{L}_n(Z^*) - \nabla \hat{f}_n(Z^*) =: [\Delta X^*, \Delta \Gamma^*].
\]
According to Theorem 4.4, it now suffices to show that \( G(Z^*, r) \) above is small with high probability. We use the notation \( \mathbf{U} = [\mathbf{U}^T, \Gamma^T]^T, \mathbf{U}^* = ([\mathbf{A}^*]^T, (\Gamma^*)^T)^T, \Phi = [\phi_1, \ldots, \phi_n] = [\mathbf{X}_{\text{data}}^I, \mathbf{X}_{\text{aux}}^I]^T \) (see also the proof of Theorem 4.4). Denote \( \mathbf{a}_s = \mathbf{U}^T \phi_s \) and \( \mathbf{a}^*_s = (\mathbf{U}^*)^T \phi_s \) for \( s = 1, \ldots, n \) and introduce the following random quantities

\[
Q_1 := \sum_{i=1}^{n} \mathbf{h}(y_s, \mathbf{a}_s) \in \mathbb{R}^k, \quad Q_2 := \sum_{i=1}^{n} \epsilon_i \in \mathbb{R}^p, \quad Q_3 := \sum_{i=1}^{n} \epsilon'_i \in \mathbb{R}^q, \quad Q_4 := [\epsilon_1, \ldots, \epsilon_n] \in \mathbb{R}^{p \times n}.
\]

Recall that

\[
\nabla_{\text{vec}(\mathbf{U})} \mathcal{L}_n(\mathbf{U}, \mathbf{B}) = \left( \sum_{i=1}^{n} \mathbf{h}(y_s, \mathbf{a}_s) \otimes \phi_s \right) + 2\nabla_{\text{vec}(\mathbf{U})}, \quad \nabla_{\mathbf{B}} \mathcal{L}_n(\mathbf{U}, \mathbf{B}) = \frac{2}{\sigma^2} (\mathbf{B} - \mathbf{X}_{\text{data}}),
\]
\[
\nabla_{\text{vec}(\mathbf{U})} \hat{\mathcal{L}}_n(\mathbf{U}, \mathbf{B}) = \left( \sum_{i=1}^{n} \mathbf{E} \left[ \mathbf{h}(y_s, \mathbf{a}_s) \otimes \phi_s \right] \right) + 2\nabla_{\text{vec}(\mathbf{U})}, \quad \nabla_{\mathbf{B}} \hat{\mathcal{L}}_n(\mathbf{U}, \mathbf{B}) = \frac{2}{\sigma^2} (\mathbf{B} - \mathbf{B}^*),
\]

where \( \mathbf{h} \) is defined in (23). Note that

\[
\mathbb{E} \left[ \mathbf{h}(y_s, \mathbf{a}_s) \otimes \phi_s \right] = \left[ \begin{array}{c}
\frac{h'(\mathbf{a}[j])}{1 + \sum_{c=1}^{x} h(\mathbf{a}[c])} - \frac{g_j(\mathbf{a}[j])}{h(\mathbf{a}[j])} \mathbf{a}_s
\end{array} \right] \quad ; j = 1, \ldots, k
\]

so the above vanishes when \( \mathbf{a}_s = \mathbf{a}^*_s \). Hence

\[
\mathbb{E} \left[ \mathbf{h}(y_s, \mathbf{a}_s) \otimes \phi_s \right] = \mathbb{E} \left[ \mathbb{E} \left[ \mathbf{h}(y_s, \mathbf{a}_s) \otimes \phi_s \right] \phi_s \right] = 0,
\]

Hence we can compute the following gradients

\[
\nabla_{\text{vec}(\mathbf{A})} (\mathcal{L}_n - \hat{\mathcal{L}}_n)(\mathbf{A}, \mathbf{B}, \Gamma) = \left( \sum_{i=1}^{n} \mathbf{h}(y_s, \mathbf{a}_s) \otimes x_s \right)
\]

\[
\nabla_{\text{vec}(\Gamma)} (\mathcal{L}_n - \hat{\mathcal{L}}_n)(\mathbf{A}, \mathbf{B}, \Gamma) = \sum_{i=1}^{n} \mathbf{h}(y_s, \mathbf{a}_s) \otimes x'_s
\]

\[
\nabla_{\mathbf{B}} (\mathcal{L}_n - \hat{\mathcal{L}}_n)(\mathbf{A}, \mathbf{B}, \Gamma) = \frac{2}{\sigma^2} (\mathbf{B}^* - \mathbf{X}_{\text{data}}) = \frac{2}{\sigma^2} \epsilon_1, \ldots, \epsilon_n
\]

\[
\nabla_{\mathbf{A}} (\mathcal{L}_n - \hat{\mathcal{L}}_n)(\mathbf{A}, \mathbf{B}, \Gamma) = \frac{2}{\sigma^2} \sum_{i=1}^{n} \epsilon'_s.
\]

It follows that (recall the definition of \( \gamma_{\text{max}} \) in A4)

\[
\| \nabla_{\mathbf{A}} (\mathcal{L}_n - \hat{\mathcal{L}}_n)(\mathbf{A}^*, \mathbf{B}^*, \Gamma^*) \|_2 \leq \left\| \sum_{i=1}^{n} (\mathbf{B}^*[, s] + \epsilon'_s) \mathbf{h}(y_s, \mathbf{a}^*_s)^T \right\|_2
\]

\[
\leq \left\| \sum_{i=1}^{n} \mathbf{B}^*[, s] \mathbf{h}(y_s, \mathbf{a}^*_s)^T \right\|_2 + \left\| \sum_{i=1}^{n} \epsilon'_s \mathbf{h}(y_s, \mathbf{a}^*_s)^T \right\|_2
\]

\[
\leq \| \mathbf{B}^* \|_{\infty} \| \mathbf{Q}_1 \|_2 + \gamma_{\text{max}} \| \mathbf{Q}_2 \|_2.
\]

Similarly, we have

\[
\| \Delta \Gamma^* \|_F = \| \nabla_{\Gamma} (\mathcal{L}_n - \hat{\mathcal{L}}_n)(\mathbf{A}^*, \mathbf{B}^*, \Gamma^*) \|_F = \| \nabla_{\text{vec}(\Gamma)} (\mathcal{L}_n - \hat{\mathcal{L}}_n)(\mathbf{A}^*, \mathbf{B}^*, \Gamma^*) \|_2
\]

\[
\leq q \| \mathbf{A}^* \|_{\infty} \| \mathbf{Q}_1 \|_2 + q \gamma_{\text{max}} \| \mathbf{Q}_3 \|_2.
\]

Using the fact that \( \| \mathbf{A}, \mathbf{B} \|_2 \leq \| \mathbf{A} \|_2 + \| \mathbf{B} \|_2 \) for two matrices \( \mathbf{A}, \mathbf{B} \) with the same number of rows, we have

\[
\| \Delta \mathbf{X}^* \|_2 \leq \left\| \sum_{i=1}^{n} \mathbf{h}(y_s, \mathbf{a}^*_s)^T \right\|_2 + \left\| \sum_{i=1}^{n} \epsilon'_s \mathbf{h}(y_s, \mathbf{a}^*_s)^T \right\|_2
\]

\[
\leq \| \mathbf{B}^* \|_{\infty} \| \mathbf{Q}_1 \|_2 + n \gamma_{\text{max}} \| \mathbf{Q}_2 \|_2 + \frac{2}{\sigma^2} \| \mathbf{Q}_4 \|_2.
\]

Thus, combining the above bounds, we obtain

\[
S := \sqrt{3r} \| \Delta \mathbf{X}^* \|_2 + \| \Delta \Gamma^* \|_F \leq \sum_{i=1}^{r} c_i \| \mathbf{Q}_i \|_2,
\]
where the constants $c_1, \ldots, c_4 > 0$ are given by
\[
c_1 = \sqrt{3r} \|B^*\|_\infty + q\|\lambda^*\|_\infty, \quad c_2 = \gamma_{\max}(q + \sqrt{3}r), \quad c_3 = q\gamma_{\max}, \quad c_4 = \frac{2\sqrt{3r}}{2\sigma^2}.
\] (61)

Next, we will use concentration inequalities to argue that the right hand side in (60) is small with high probability and obtain the following tail bound on $S$:
\[
P \left( S > c\sqrt{n}\log n + 3C\sigma(\sqrt{p} + \sqrt{n} + c\sqrt{\log n}) \right) \leq \frac{1}{n},
\] (62)
where $C > 0$ is an absolute constant and $c > 0$ can be written explicitly in terms of the constants we use in this proof. Recall that for a random variable $Z$, its sub-Gaussian norm, denoted as $\|Z\|_{q^*}$, is the smallest number $K > 0$ such that $E[\exp(Z/K^2)] \leq 2$. The constant $C > 0$ is the sub-Gaussian norm of the standard normal variable, which can be taken as $C \leq 36e/\log 2$. Using union bound with Lemmas D.1 and D.2, for each $t, t > 0$, we get
\[
P \left( S > (c_1 + c_2 + c_3 + c_4)t + 3C\sigma(\sqrt{p} + \sqrt{n} + t') \right) \leq \frac{3}{t^2} + 2\exp \left( \frac{-t^2}{C^2k^2n} \right) + 2q\exp \left( \frac{-t^2}{(C\sigma)^2q^2n} \right) + \exp(-t^2). \] (63)

Indeed, for bounding $P(Q_1 > t)$, we used Lemma D.1 with sub-Gaussian norm $C_1 = K = \gamma_{\max}/\sqrt{\log 2}$ for the bounded random vector $\mathcal{N}(\gamma, \mathbf{a}_S)$ (see [Ver18, Ex. 2.5.8]); for $P(Q_2 > t)$ and $P(Q_3 > t)$, we used Lemma D.1 with $K = C\sigma$ and $K = C\sigma^*$, respectively; for the last term involving $Q_4$, we used Lemma D.2 with $K = C/\sigma$. Observe that in order to make the last expression in (63) small, we will chose $t = c_5\sqrt{n}\log n$ and $t' = c_5'\sqrt{\log n}$, where $c_5 > 0$ is a constant to be determined. This yields
\[
P \left( S > c_5\sqrt{n}\log n + 3C\sigma(\sqrt{p} + \sqrt{n} + c\sqrt{\log n}) \right) \leq n^{-c_5},
\]
where $c = c_5 \sum_{i=1}^d c_i$ and $c_5 > 0$ is an explicit constant that grows in $c_5$. We assume $c_5 > 0$ is such that $c_6 \geq 1$. This shows (62).

To finish, we use Theorem 4.4 to deduce that with probability at least $1/n$,
\[
\|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F + \frac{t}{1-\rho} \left( c\sqrt{n}\log n + 3C\sigma(\sqrt{p} + \sqrt{n} + c\sqrt{\log n}) \right) + \frac{2\sqrt{r}}{1-\rho} (\|\Lambda^*\|_2 + \|\Gamma^*\|_F)
\]
Note that $\tau < \frac{3}{\sqrt{r}}$ with $L = \max(2\xi, 2\sqrt{nL^*}) > nL^*$, so $\tau < \frac{3}{\sqrt{r}}$. So this yields the desired result.

Second, suppose $Z^* - \tau \nabla_{\hat{f}_{2nd}}(Z^*) \in \Theta$. Then we cannot directly simplify the expression (59). In this case, we take the Frobenius norm and use non-expansiveness of the projection operator (onto convex set $\Theta$):
\[
\|G(Z^*, \tau)\|_F = \frac{1}{\tau} \left\| \Pi_{\Theta} [Z^* - \tau \nabla_{\hat{f}_{2nd}}(Z^*)] \right\|_F \\
\leq \left\| \nabla_{\hat{f}_{2nd}}(Z^*) \right\|_F \\
\leq \|\Delta Z^*\|_F + \|\Delta \Gamma^*\|_F.
\]

According to Remark A.2, we also have Theorem 4.2 (and hence Theorem 4.4) with $\sqrt{3r}\|\Delta Z^*\|_F$ replaced with $\|\Delta Z^*\|_F$. Then an identical argument shows
\[
\|Z_t - Z^*\|_F \leq \rho^t \|Z_0 - Z^*\|_F + \frac{t}{1-\rho} (S' + 2\sqrt{\|\Lambda^*\|_2 + \|\Gamma^*\|_F}).
\]

Then an identical argument with the inequality $\|Q_4\|_F \leq \sqrt{\min(p, n)}\|\Lambda\|_2$ shows
\[
P \left( S' > c_1 + c_2 + c_3 + c_4t + 3C\sigma(\sqrt{p} + \sqrt{n} + t')/\sqrt{\min(p, n)} \right) \\
\leq \left( \sum_{i=1}^3 P \left( \|Q_i\|_2 > t \right) \right) + P \left( \|Q_4\|_2 > \frac{3C(\sqrt{p} + \sqrt{n} + t')}{\sqrt{\min(p, n)}} \right),
\]
and the assertion follows similarly as before. □

**Proof of Theorem 4.8.** The argument is entirely similar to the proof of Theorem 4.7. Indeed, denoting $\mathbf{a}_s = A[:, s] + \Gamma \mathbf{x}_s$ for $s = 1, \ldots, n$ and keeping the other notations the same as in the proof of Theorem 4.7, we can compute the following gradients

$$\nabla_A(\mathcal{L}_n - \mathcal{L}_0)(\mathbf{A}, \mathbf{B}, \mathbf{y}) = \left[ \mathbf{h}(y_1, \mathbf{a}_1), \ldots, \mathbf{h}(y_n, \mathbf{a}_n) \right]$$

$$\nabla_{vec(\Gamma)}(\mathcal{L}_n - \mathcal{L}_0)(\mathbf{A}, \mathbf{B}, \mathbf{y}) = \left( \sum_{j=1}^n \mathbf{h}(y_j, \mathbf{a}_j) \otimes \mathbf{x}_j \right)$$

$$\nabla_B(\mathcal{L}_n - \mathcal{L}_0)(\mathbf{A}, \mathbf{B}, \mathbf{y}) = \frac{2}{2\sigma^2} (\mathbf{B}^* - \mathbf{X}_{\text{data}}) = \frac{2}{2\sigma^2} [\mathbf{e}_1, \ldots, \mathbf{e}_n]$$

$$\nabla_A(\mathcal{L}_n - \mathcal{L}_0)(\mathbf{A}, \mathbf{B}, \mathbf{y}) = \frac{2}{2\sigma^2} \sum_{j=1}^n \mathbf{e}_j.$$  

Hence repeating the same argument as before, using concentration inequalities for the following random quantities

$$Q_1 := \left[ \mathbf{h}(y_1, \mathbf{a}_1), \ldots, \mathbf{h}(y_n, \mathbf{a}_n) \right] \in \mathbb{R}^{p \times n}, \quad Q_2 := \sum_{j=1}^n \mathbf{e}_j \in \mathbb{R}^p, \quad Q_3 := \sum_{j=1}^n \mathbf{e}_j \in \mathbb{R}^p, \quad Q_4 := [\mathbf{e}_1, \ldots, \mathbf{e}_n] \in \mathbb{R}^{p \times n},$$

one can bound the size of $G(Z^*, r)$ with high probability. The rest of the details are omitted. □

**Appendix E. Proof of Theorem 4.10**

In this section, we prove the non-asymptotic local consistency of constrained and regularized MLE, stated in Theorem 4.10. We combine a classical approach in [FL01] with concentration inequalities, namely, a classical Berry-Esseen bound for deviations from standard normal distribution and a uniform McDiarmid bound (Lemma E.1). The former is used to control the linear term in the second-order Taylor expansion of the log-likelihood function, and the latter is used to control the second-order term. By using an $\varepsilon$-net argument, the latter concentration inequality can be extended to a setting where the random variables are parameterized within a compact set.

**Lemma E.1 (A uniform McDiarmid’s inequality).** Let $(X_n)_{n \geq 1}$ be i.i.d. random vectors in $\mathbb{R}^d$ from a distribution $\pi$. Fix a compact parameter space $\Theta \subseteq \mathbb{R}^p$ and $f_\theta : \mathbb{R}^d \to \mathbb{R}$ is a bounded functional for each $\theta \in \Theta$ such that

$$\|f_\theta - f_{\theta'}\|_\infty \leq L\|\theta - \theta'\|, \quad \forall \theta, \theta' \in \Theta \tag{64}$$

for some constant $L > 0$. Further assume that $E_{X \sim \pi} [f_\theta(X)] = 0$ for all $\theta \in \Theta$. Then there exists constants $C, M > 0$ such that for each $n \geq 0$, and $\eta > 0$,

$$\mathbb{P}\left( \sup_{\theta \in \Theta} \left\{ \frac{1}{n} \sum_{k=1}^n f_\theta(X_k) \right\} \geq \eta \right) \leq C \exp \left( p \log(1/\eta) + \frac{-\eta^2 n}{2M^2} \right),$$

where $C' = 4R(\varphi(\Omega))^2 \tau_{\min}$.

**Proof.** Since $\Theta \subseteq \mathbb{R}^p$ is compact, it can be covered by a finite number of $L^2$-balls of any given radius $\epsilon > 0$. Let $\mathcal{U}_\epsilon$ be such an open cover using the least number of balls of radius $\epsilon > 0$. Let $N(\epsilon) = |\mathcal{U}_\epsilon|$ denote the least number of such balls to cover $\Theta$. Moreover, let $\text{diam}(\Theta)$ denote the diameter of $\Theta$, which is finite since $\Theta$ is compact. Then $\Theta$ is contained in a $p$-dimensional box of side length $\text{diam}(\Theta)$. It follows that there exists a constant $K > 0$, depending only on $\text{diam}(\Theta)$ and $rd$, such that

$$N(\epsilon) \leq K \left( \frac{\text{diam}(\Theta)}{\epsilon} \right)^p.$$  

Next, fix $\eta > 0$, $\theta \in \Theta$, and $\epsilon > 0$. Let $\theta_1, \ldots, \theta_{N(\epsilon)}$ be the centers of balls in the open cover $\mathcal{U}_\epsilon$. Then there exists $1 \leq j \leq N(\epsilon)$ such that $\|\theta - \theta_j\| < \epsilon$. By the hypothesis, $f_\theta$ depends on $\theta$ uniformly continuously with respect to the supremum norm. Hence there exists $\delta = \delta(\epsilon) > 0$ such that

$$\|f_\theta - f_{\theta_j}\|_\infty \leq L\epsilon.$$  

Denote $H_n(\theta) := n^{-1} \sum_{k=1}^n f_\theta(X_k)$. Then this yields, almost surely,

$$|H_n(\theta) - H_n(\theta_j)| \leq L\epsilon.$$
Furthermore, since $\Theta$ is compact and each $f_\theta$ is bounded, (64) implies that $\|f_\theta\|_\infty$ is uniformly bounded in $\theta$ by some constant, say, $M > 0$. It follows that for each $\theta \in \Theta$, $H_n(\theta)$ changes its value at most by $M$ when one of $X_1, \ldots, X_n$ is replaced arbitrarily. Therefore by the standard McDiarmid's inequality (see, e.g., [Ver18, Thm. 2.9.1]) and a union bound, with choosing $\epsilon = \eta/(2L)$,

$$P \left( \left| H_n(\theta) \right| \geq \eta \right) \leq \sum_{j=1}^{N(n/2L)} P \left( \left| H_n(\theta_j) \right| \geq \eta/2 \right) \leq K \left( \frac{2L \text{diam}(\Theta)}{\eta} \right)^p \exp \left( \frac{-n\eta^2}{2M^2} \right).$$

The above holds for all $n \geq 1$ and $\eta > 0$. This shows the assertion.

Now we prove Theorem 4.10.

**Proof of Theorem 4.10.** Let $X_1, \ldots, X_n$ denote i.i.d. samples from $\pi_{\theta^*}$ and write $X = [X_1, \ldots, X_n] \in \mathbb{R}^{d \times n}$. Recall that

$$L(X; \theta) := L_0(X; \theta) + nR_n(\theta), \quad L_0(X; \theta) := -\sum_{i=1}^{n} \log \pi_{\theta}(X_i),$$

where $R(\cdot)$ is the regularizer used in (42). By the hypothesis, $L_0$ is twice continuously differentiable, so $\mathbb{E}[\nabla L_0] = \mathbb{V}[\nabla L_0]$ and $\mathbb{E}[\nabla^2 L_0] = \mathbb{V}^2[\nabla L_0]$ by the dominated convergence theorem.

Fix a constant $C > 0$ and let $\alpha_n := n^{-1/2} + \|R_n(\theta^*)\|$. We wish to show the probability bound in (43). We first introduce two random variables that we will bound to be small by using some concentration inequalities:

$$T_n(\theta) := \mathbb{E} \left[ \langle \nabla_\theta L_0(X_1; \theta^*), \frac{\theta - \theta^*}{\|\theta - \theta^*\|} \rangle \right] - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \langle \nabla_\theta L_0(X_i; \theta^*), \frac{\theta - \theta^*}{\|\theta - \theta^*\|} \rangle,$$

$$S_n(\theta) := \frac{\langle \theta - \theta_0 \rangle^T}{\|\theta - \theta^*\|} \left( \frac{1}{n} \nabla_\theta \nabla_\theta^T L(X; \theta^*) - \nabla_\theta \nabla_\theta^T \mathbb{E} \left[ L(X_1; \theta^*) \right] \right) \frac{\theta - \theta_0}{\|\theta - \theta_0\|}.$$

Fix $\theta \in \Theta$ such that $\|\theta - \theta^*\| = C\alpha_n$. Since $\theta \rightarrow L(X; \theta)$ is assumed to be three-times continuously differentiable, the quantity $M \geq 0$ in the assertion is well-defined and is finite. Then using a Taylor expansion, we may write

$$L(X; \theta) - L(X; \theta^*) \geq \langle \nabla_\theta L(X; \theta^*), \theta - \theta^* \rangle + \frac{1}{2} (\theta - \theta_0)^T \nabla_\theta \nabla_\theta^T L(X; \theta^*)(\theta - \theta_0) - \frac{M}{6} (C\alpha_n)^3.$$

We will lower bound the first two terms in the right hand side above. Note that

$$\langle \nabla_\theta L(X; \theta^*), \theta - \theta^* \rangle = \left[ \langle \nabla_\theta L(X; \theta^*), \theta - \theta^* \rangle - \mathbb{E} \left[ \langle \nabla_\theta L(X_1; \theta^*), \theta - \theta^* \rangle \right] \right]$$

$$+ n\langle \nabla_\theta \mathbb{E} [L(X_1; \theta^*)], \theta - \theta^* \rangle + n\langle \nabla R_n(\theta^*), \theta - \theta^* \rangle$$

$$\geq \left[ \langle \nabla_\theta L_0(X_1; \theta^*), \theta - \theta^* \rangle - \mathbb{E} \left[ \langle \nabla_\theta L_0(X_1; \theta^*), \theta - \theta^* \rangle \right] \right] - n\nabla R_n(\theta^*) \|\theta - \theta^*\|$$

$$\geq -C\sqrt{n} \alpha_n T_n(\theta) - C\|\theta - \theta^*\|^2,$$

where for (a) we use the fact that $\theta^*$ is a stationary point of $\mathbb{E}[L_0(X_1; \theta)]$ over $\Theta$ and Cauchy-Schwarz inequality; for (b) we used that $\max_{n^{-1/2}} \|R_n(\theta^*)\| \leq \alpha_n$.

Next, we turn our attention to the second order term in the Taylor expansion (65). Under assuming $\|\theta - \theta^*\| = C\alpha_n$, note that

$$(\theta - \theta^*)^T \nabla_\theta \nabla_\theta^T L(X; \theta^*)(\theta - \theta^*) = C^2 n\alpha_n^2 \left( \frac{\theta - \theta^*}{\|\theta - \theta^*\|} \right)^T \left( \frac{1}{n} \nabla_\theta \nabla_\theta^T L(X; \theta^*) \right) \frac{\theta - \theta^*}{\|\theta - \theta^*\|}$$

$$\geq C^2 n\alpha_n^2 (S_n(\theta) + \lambda_*),$$

where the inequality follows from the hypothesis, which implies

$$\mathbb{E} \left[ \frac{1}{n} \nabla_\theta \nabla_\theta^T L(X; \theta^*) \right] = \nabla_\theta \nabla_\theta^T \mathbb{E} \left[ L(X_1; \theta^*) \right] \geq \lambda_* \mathbb{1}_p,$$
where $\lambda_* > 0$ is a constant. Combining the above inequalities, we obtain

\[
\inf_{\theta \in \Theta} \frac{1}{C^2 n \alpha_n^2} \left( \mathcal{L}(X; \theta) - \mathcal{L}(X; \theta^*) \right) 
\geq \frac{1}{C} \left( \inf_{\theta \in \Theta} \frac{-T_n(\theta)}{\sqrt{n \alpha_n}} - 1 \right) + \inf_{\theta \in \Theta, \lambda \in \mathcal{C}_n} \left( S_n(\theta) + \lambda \right) - \frac{MC \alpha_n}{6n}.
\]  

(66)

According to the hypothesis, we have

\[
(MC/6)(n^{-3/2} + n^{-1} \| \nabla R_n(\theta^*) \|) = \frac{MC \alpha_n}{6n} \leq \lambda_* / 4.
\]

Then the last expression in (66) is at least $\lambda_* / 4$ if $A \geq -\lambda_* / 4$ and $B \geq 3 \lambda_* / 4$. Moreover, Note that for any two events $E_1, E_2$ defined on the same probability space, $\mathbb{P}(E_1 \cap E_2) \geq \mathbb{P}(E_1) + \mathbb{P}(E_2) - 1$. Notice that $A$ and $B$ above are random variables defined on the same probability space, which are deterministic functions of the common random vectors $X_1, \ldots, X_n$. Thus

\[
\mathbb{P} \left( \inf_{\theta \in \Theta} \frac{1}{C^2 n \alpha_n^2} \left( \mathcal{L}(X; \theta) - \mathcal{L}(X; \theta^*) \right) \geq \frac{\lambda_*}{4} \right) \geq \mathbb{P}(A \geq -\lambda_* / 4) + \mathbb{P}(B \geq 3 \lambda_* / 4) - 1.
\]  

(67)

Note that by the uniform McDirmid’s inequality in Lemma E.1, there exists constants $C', C'' > 0$ such that

\[
\mathbb{P}(B < 3 \lambda_* / 4) \leq \mathbb{P} \left( \inf_{\theta \in \Theta} S_n(\theta) < -\lambda_* / 4 \right) \leq C' \exp(-C'' n).
\]  

(68)

On the other hand, we will show the following inequalities:

\[
\mathbb{P}(A < -\lambda_* / 4) \leq \mathbb{P} \left( \sup_{\theta \in \Theta} T_n(\theta) > \frac{C \lambda_*}{4} - 1 \right) \leq M \left( \mathbb{P} \left( Z \geq p^{-1/2} \left( \frac{C \lambda_*}{4} - 1 \right) \right) + \frac{K}{\sqrt{n}} \right) \leq M \left( \exp \left( \frac{\left( \frac{C \lambda_*}{4} - 1 \right)^2}{2 / \sqrt{p^3}} + \frac{K}{\sqrt{n}} \right) \right),
\]

(69)

where $Z - N(0, 1)$ is an independent standard normal random variable and $M, K$ are constants that does not depend on $n$ and $\eta$. Then the assertion will follow by combining (66), (67), (68), and (69). Note that (c) in (69) follows from the definition of $A$ in (66) and the fact that $\sqrt{n \alpha_n} = 1 + n^{-1/2} \| \nabla R_n(\theta^*) \| \geq 1$. Also note that (e) above is a simple consequence of Hoeffding’s bound for the standard normal tail.

It remains to verify (d) in (69). To this end, we first write $R_n := \frac{1}{n} \sum_{i=1}^n \{ \nabla_\theta \mathcal{L}_0(X_i; \theta^*) - \mathbb{E} \{ \nabla_\theta \mathcal{L}_0(X_i; \theta^*) \} \} = [R_n^{(1)}, \ldots, R_n^{(p)}] \in \mathbb{R}^p$. By Cauchy-Schwarz inequality,

\[
|T_n(\theta)|^2 \leq \| R_n \|^2 = \sum_{i=1}^p \left( R_n^{(i)} \right)^2,
\]

where the upper bound $R_n$ does not depend on $\theta$. Hence by union bound,

\[
\mathbb{P} \left( \sup_{\theta \in \Theta} T_n(\theta) \geq t \right) \leq \mathbb{P} \left( \| R_n \| \geq t \right) \leq \sum_{i=1}^p \mathbb{P} \left( |R_n^{(i)}| \geq t / \sqrt{p} \right).
\]  

(70)

Note that if $R_n^{(i)} = 0$ a.s., then the corresponding tail probability in the last expression above is zero whenever $t \neq 0$. Since $\mathbb{E}[R_n^{(i)}] = 0$, this is the case if $\text{Var}(R_n^{(i)}) = 0$. So we may assume without loss of generality that $\text{Var}(R_n^{(i)}) > 0$ for $1 \leq i \leq p$. Then, by the definition of $R_n^{(i)}$ and the classical Berry-Esseen theorem (see, e.g., [Dur10, Thm. 3.4.17]), for all $z \in \mathbb{R},$

\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P} \left( R_n^{(i)} \leq z \right) - \mathbb{P} \{ Z \leq z \} \right| \leq \frac{3 \mathbb{E}[|R_n^{(i)}|^3]}{\text{Var}(R_n^{(i)})^{3/2} \sqrt{n}}.
\]
Note that $E[|R_n^{(i)}|^3] < \infty$ by the hypothesis and $\text{Var}(R_n^{(i)}) > 0$ by the assumption we just made above. Combining with (71), we obtain

$$P \left( \sup_{\theta \in \Theta} \frac{T_n(\theta)}{\theta} \geq t \right) \leq 2p \left( P(Z \geq t/\sqrt{n}) + \frac{K}{\sqrt{n}} \right),$$

where $K \in (0, \infty)$ is the maximum of $3E[|R_n^{(i)}|^3]/E[|R_n^{(i)}|^2]^{3/2}$ for $i = 1, \ldots, p$. Thus (d) in (69) follows. \hfill \square

### APPENDIX F. GENERATIVE MODEL FOR STRONGLY CONSTRAINED FEATURE-BASED SDL

In Section 4.5.3, we have considered a generative model for the filter-based SDL with strong constraints and derived a local consistency result. In this section, we discuss a parallel model for a generative feature-based SDL with strong constraints. Unlike for the filter-based case, we would need to formulate a latent-variable model where the `code matrix' $H = [h_1, \ldots, h_n]$ is the latent variable, and our general theory of non-asymptotic local consistency of constrained and regularized MLE applies only approximately.

Suppose that the data, auxiliary covariate, and label triples $(x_i, x_i', y_i)$ are drawn i.i.d. according to the following generative model:

$$h_i \sim N(h^*, \sigma_h^2 I_p), \quad x_i \sim N(W^* h_i, \sigma^2 I_p), \quad x_i' \sim N(\lambda^*, (\sigma')^2 I_p),$$

$$y_i | x_i, x_i' \sim \text{Multinomial}([1, g((\beta^*)^T h_i + (\Gamma^*)^T x_i')]),$$

where $W^* \in \mathbb{R}^{n \times k}$, $h^* \in \mathbb{R}^{k \times 1}$, $\beta^* \in \mathbb{R}^{k \times x}$, $\Gamma^* \in \mathbb{R}^{p \times x}$, $\lambda^* \in \mathbb{R}^{p \times 1}$ s.t. $[W^*, h^*, \beta^*, \Gamma^*] \in \Theta$.

As before, $\Theta = \{(\cdot)^\text{dict} \times (\cdot)^\text{code} \times (\cdot)^\beta \times (\cdot)^\text{aux} \}$ is the product of convex constraint sets on individual factors. We assume $(x_i, x_i', y_i)$ for $i = 1, \ldots, n$ are i.i.d. observed data and $h_i$ for $i = 1, \ldots, n$ are i.i.d. latent variables that we do not observe. However, we assume that the mean latent variable $h^*$ is known\(^2\). We also assume $x_i$ and $x_i'$ are independent for each $1 \leq i \leq n$. We call the above the generative feature-based SDL model. Assuming that $\sigma_h, \sigma$, and $\sigma'$ are known, our goal is to estimate the true factors $W^*$, $\beta^*$, $\Gamma^*$, and $\lambda^*$ from an observed sample $(x_i, x_i', y_i), i = 1, \ldots, n$ of size $n$.

We consider the maximum likelihood estimation framework with $L_2$-regularization of the parameters. Namely, define

$$\ell_n(W, H, \beta, \Gamma) := -\sum_{j=0}^K \mathbf{1}(y_i = j) g_j(\beta^T h_i + \Gamma^T x_i') + \frac{1}{2\sigma^2} ||X_{\text{data}} - WH||_F^2,$$

which is the negative log likelihood of observing the samples conditional on the hidden variable $H = [h_1, \ldots, h_n]$ and also on the auxiliary covariate $x_i', \ldots, x_i'$. Integrating out the hidden variable $H$, we obtain the negative log likelihood of observing the data conditional on the auxiliary covariate:

$$\mathcal{L}_n(W, \beta, \Gamma) = -\log \left( \int_{\mathbb{R}^n} \exp \left( -\ell_n(W, H, \beta, \Gamma) \right) \exp \left( -\frac{1}{2\sigma^2} ||h_i - h^*||^2 \right) dH \right).$$

Note that when the variance of the hidden variable $\sigma_h^2$ is assumed to be small, the leading contribution to the integral over $H$ above comes when $H$ is set to the maximizer of the integrand. Hence in this case, the above can be approximate as

$$\mathcal{L}_n(W, \beta, \Gamma) \propto \min_{H} \ell_n(W, H, \beta, \Gamma) + \frac{1}{2\sigma_h^2} \sum_{i=1}^n ||h_i - h^*||^2,$$

Consequently, we may estimate the unknown true parameters $W^*$, $\beta^*$, and $\Gamma^*$ as the minimizer of the following loss function

$$L(W, H, \beta, \Gamma, \lambda) := \ell_n(W, H, \beta, \Gamma) + \frac{1}{2\sigma_h^2} \sum_{i=1}^n ||h_i - h^*||^2 + \frac{pn \log \sigma}{2} + \frac{qn \log \sigma'}{2} + \frac{1}{2(\sigma')^2} \sum_{i=1}^n ||x_i' - \lambda||^2,$$

where we also simultaneously estimate the hidden variable $H$. This is analogous to the ‘MAP approximation’ approach and ‘generative training’ employed in [MPS+08].

\(^2\)In [MPS+08], a similar model was considered with $h^* = 0$. 
Note that the first two terms on the right-hand side above are equivalent to the feature-based SDL loss in (4) with an additional quadratic regularizer on \( H \). Hence we can compute its derivate and Hessian using a similar computation as for the filter-based model in Subsection 4.5.3. By adding a suitable \( L_2 \)-regularizer for \( W, \beta, \) and \( \Gamma \) (also possibly for \( H \) with different regularization coefficient), we can obtain a similar non-asymptotic local consistency result as we established in Theorem 4.9 for the generative filter-based SDL. However, in order to obtain a precise error bound as in Theorem 4.9 for the generative feature-based SDL we consider here, we need to account for the 'MAP approximation' of the likelihood function in (72), where we replaced integrating over \( H \) by maximizing over \( H \) assuming the variance of \( h_i \)'s are small. It should be straightforward to estimate this approximation error and relate the Hessian of \( L_n(W, H, \beta, \Gamma) \) in (73) with the Hessian of \( \ell_n(W, H, \beta, \Gamma) \). Then we can apply Theorem 4.10 with an explicit lower bound on the added \( L_2 \)-regularization coefficients to make the Fisher information positive definite. We omit the details of this sketch in this work.

**APPENDIX G. AUXILIARY LEMMAS FROM OPTIMIZATION**

**Lemma G.1.** Fix a differentiable function \( f : \mathbb{R}^p \times \mathbb{R} \) and a convex set \( \Theta \subseteq \mathbb{R}^p \). Fix \( \tau > 0 \) and

\[
G(Z, \tau) := \frac{1}{\tau}(Z - \Pi_{\Theta}(\theta - \tau \nabla f(\theta))).
\]

Then for each \( \theta \in \Theta \), \( \| G(\theta, \tau) \| \leq \| \nabla f(\theta) \| \).

**Proof.** The assertion is clear if \( \| G(\theta, \tau) \| = 0 \), so we may assume \( \| G(\theta, \tau) \| > 0 \). Denote \( \hat{\theta} := \Pi_{\Theta}(\theta - \tau \nabla f(\theta)) \). Note that

\[
\hat{\theta} = \arg \min_{\theta'} \| \theta - \tau \nabla f(\theta) - \theta' \|^2,
\]

so by the first-order optimality condition,

\[
(\theta - \hat{\theta} + \tau \nabla f(\theta), \theta' - \hat{\theta}) \geq 0 \quad \forall \theta' \in \Theta.
\]

Plugging in \( \theta' = \theta \) and using Cauchy-Schwarz inequality,

\[
\tau^2 \| G(\theta, \tau) \|^2 = \| \theta - \hat{\theta} \|^2 \leq \tau \| \nabla f(\theta) \| \tau \| G(\theta, \tau) \|.
\]

Hence the assertion follows by dividing both sides by \( \tau^2 \| G(\theta, \tau) \| > 0 \).

**APPENDIX H. GENERALIZED MULTINOMIAL LOGISTIC REGRESSION**

In this section, we provide some background on a generalized multinomial logistic regression and record some useful computations. (See [Böh92] for backgrounds on multinomial logistic regression.) Without loss of generality, we can assume that the \( \kappa \) classes are the integers in \( \{1, 2, \ldots, \kappa\} \). Say we have training examples \((\phi(x_1), y_1), \ldots, (\phi(x_N), y_N)\), where

- \( x_1, \ldots, x_N \): Input data (e.g., collection of all medical records of each patient)
- \( \phi_i := \phi(x_1), \ldots, \phi_N := \phi(x_N) \in \mathbb{R}^p \): Features (e.g., some useful (derived) information for each patient)
- \( y_1, \ldots, y_N \in \{0, 1, \ldots, \kappa\} \): \( \kappa \) class labels (e.g., digits from 0 to 9).

The basic idea of multinomial logistic regression is to model the output \( y \) as a discrete random variable \( Y \) with probability mass function \( p = [p_0, p_1, \ldots, p_k] \) that depends on the observed feature \( \phi(x) \), link function \( h : \mathbb{R} \rightarrow \mathbb{R} \), and a parameter \( W = [w_1, \ldots, w_k] \in \mathbb{R}^{p \times k} \) through the following relation:

\[
p_0 = \frac{1}{1 + \sum_{c=1}^{\kappa} h((\phi(x), w_c))}, \quad p_j = \frac{h((\phi(x), w_j))}{1 + \sum_{c=1}^{\kappa} h((\phi(x), w_c))}, \quad \text{for } j = 1, \ldots, \kappa.
\]

That is, given the feature vector \( \phi(x) \), the probability \( p_i \) of \( x \) having label \( i \) is proportional to \( h \) evaluated at the 'linear activation' \( (\phi(x), w_i) \). Note that using \( h(x) = \exp(x) \), the above multiclass classification model reduces to the classical multinomial logistic regression. In this case, the corresponding predictive probability distribution \( p \) is called the softmax distribution with activation \( a = [a_1, \ldots, a_k] \) with \( a_i = \langle \phi(x), w_i \rangle \) for \( i = 1, \ldots, \kappa \). Notice that this model has parameter vectors \( w_1, \ldots, w_k \in \mathbb{R}^p \), one for each of the \( \kappa \) nonzero class labels.
Next, we derive the maximum log likelihood formulation for finding optimal parameter \( \mathbf{W} \) for the given training set \((\phi_j, y_j)_{i=1,\ldots,N}\). For each \( 1 \leq i \leq N \) and \( 1 \leq j \leq \kappa \), denote \( p_{ij} := h(\langle \phi_j, \mathbf{w}_i \rangle) / \sum_{\kappa} h(\langle \phi_j, \mathbf{w}_\kappa \rangle) \), the predictive probability of the \( y_i \) given \( \phi_j \), being \( j \). We introduce the following matrix notations

\[
Y := \begin{bmatrix}
1(y_1 = 1) & \cdots & 1(y_1 = \kappa) \\
\vdots & \ddots & \vdots \\
1(y_N = 1) & \cdots & 1(y_N = \kappa)
\end{bmatrix}, \quad P := \begin{bmatrix}
p_{11} & \cdots & p_{1\kappa} \\
\vdots & \ddots & \vdots \\
p_{N1} & \cdots & p_{N\kappa}
\end{bmatrix}, \quad \Phi := \begin{bmatrix}
\phi(x_1) & \cdots & \phi(x_N)
\end{bmatrix}, \quad \mathbf{W} := \begin{bmatrix}
w_1 & \cdots & w_\kappa
\end{bmatrix}.
\]

Note that the \( s \)th row of \( Y \) is a one-hot encoding of the label \( y_s \) and the corresponding row of \( Q \) is its predictive probability distribution. Then the joint likelihood function of observing labels \((y_1, \ldots, y_N)\) given input data \((x_1, \ldots, x_N)\) under the above probabilistic model is

\[
L(y_1, \ldots, y_N; \mathbf{W}) = P(Y_1 = y_1, \ldots, Y_N = y_N; \mathbf{W}) = \prod_{i=1}^{N} \prod_{j=1}^{\kappa} (p_{ij})^{1(y_i = j)}.
\]

We can derive the negative log likelihood function \( \ell(\Phi, \mathbf{W}) := -\sum_{i=1}^{N} \sum_{j=1}^{\kappa} 1(y_i = j) \log p_{ij} \) in a matrix form as follows:

\[
\ell(\Phi, \mathbf{W}) = \sum_{i=1}^{N} \log \left( \sum_{j=1}^{\kappa} h(\langle \phi(x_i), \mathbf{w}_j \rangle) \right) - \sum_{i=1}^{N} \sum_{j=1}^{\kappa} 1(y_i = j) \log h(\langle \phi(x_i), \mathbf{w}_j \rangle)
\]

\[
= \left( \sum_{i=1}^{N} \log \left( \sum_{j=1}^{\kappa} h(\langle \phi(x_i), \mathbf{w}_j \rangle) \right) \right) - \text{tr} \left( Y^T h(\Phi^T \mathbf{W}) \right).
\]

Then the maximum likelihood estimate \( \mathbf{W} \) is defined as the minimizer of the above loss function in \( \mathbf{W} \) while fixing the feature matrix \( \Phi \).

Both the maps \( \mathbf{W} \rightarrow \ell(\Phi, \mathbf{W}) \) and \( \Phi \rightarrow \ell(\Phi, \mathbf{W}) \) are convex and we can compute their gradients as well as the Hessian explicitly as follows. For each \( y \in \{0, 1, \ldots, \kappa\} \), \( \phi \in \mathbb{R}^{p_i} \), and \( \mathbf{W} \in \mathbb{R}^{p \times \kappa} \), define vector and matrix functions

\[
\hat{h}(y, \phi, \mathbf{W}) := (\hat{h}_1, \ldots, \hat{h}_\kappa)^T \in \mathbb{R}^{\kappa \times 1}, \quad \hat{h}_j := \frac{h'(\langle \phi, \mathbf{w}_j \rangle)}{1 + \sum_{\kappa} h(\langle \phi, \mathbf{w}_\kappa \rangle)} - 1(y = j) \frac{h'(\langle \phi, \mathbf{w}_j \rangle)}{h(\langle \phi, \mathbf{w}_j \rangle)}
\]

\[
\hat{\mathbf{H}}(y, \phi, \mathbf{W}) := (\hat{\mathbf{H}}_{ij})_{i,j} \in \mathbb{R}^{\kappa \times \kappa}, \quad \hat{\mathbf{H}}_{ij} = \left( \begin{array}{cc}
h'(\langle \phi, \mathbf{w}_i \rangle)h(\langle \phi, \mathbf{w}_j \rangle) & h'(\langle \phi, \mathbf{w}_i \rangle)h(\langle \phi, \mathbf{w}_\kappa \rangle) \\
\frac{1}{1 + \sum_{\kappa} h(\langle \phi, \mathbf{w}_\kappa \rangle)} - \frac{1}{1 + \sum_{\kappa} h(\langle \phi, \mathbf{w}_j \rangle)} & \frac{1}{1 + \sum_{\kappa} h(\langle \phi, \mathbf{w}_\kappa \rangle)}
\end{array} \right).
\]

For each \( \mathbf{W} = [\mathbf{w}_1, \ldots, \mathbf{w}_\kappa] \in \mathbb{R}^{p \times \kappa} \), let \( \mathbf{W}^\text{vec} := [\mathbf{w}_1^T, \ldots, \mathbf{w}_\kappa^T]^T \in \mathbb{R}^{kp} \) denote its vectorization. Then a straightforward computation shows

\[
\nabla_{\mathbf{vec}(\mathbf{W})} \ell(\Phi, \mathbf{W}) = \sum_{i=1}^{N} \hat{h}(y_i, \phi_j, \mathbf{W}) \otimes \phi_j, \quad \mathbf{H} := \nabla_{\mathbf{vec}(\mathbf{W})} \nabla_{\mathbf{vec}(\mathbf{W})}^T \ell(\Phi, \mathbf{W}) = \sum_{i=1}^{N} \hat{\mathbf{H}}(y_i, \phi_j, \mathbf{W}) \otimes \phi_j \phi_j^T,
\]

where \( \otimes \) above denotes the Kronecker product. Recall that the eigenvalues of \( \mathbf{A} \times \mathbf{B} \), where \( \mathbf{A} \) and \( \mathbf{B} \) are two square matrices, are given by \( \lambda_i \mu_j \), where \( \lambda_i \) and \( \mu_j \) run over all eigenvalues of \( \mathbf{A} \) and \( \mathbf{B} \), respectively. Hence we can deduce

\[
\lambda_{\min} \left( \Phi \Phi^T \right) \min_{1 \leq s \leq \kappa, \mathbf{W}} \lambda_{\min}(\hat{\mathbf{H}}(y_s, \phi_j, \mathbf{W})) \leq \lambda_{\min}(\mathbf{H})
\]

\[
\leq \lambda_{\max}(\mathbf{H}) \leq \lambda_{\max} \left( \Phi \Phi^T \right) \max_{1 \leq s \leq \kappa, \mathbf{W}} \lambda_{\min}(\hat{\mathbf{H}}(y_s, \phi_j, \mathbf{W})).
\]

There are some particular cases worth noting. First, suppose binary classification case, \( \kappa = 1 \). Then the Hessian \( \mathbf{H} \) above reduces to

\[
\mathbf{H} = \sum_{i=1}^{N} \hat{\mathbf{H}}_{i1}(y_i, \phi_j, \mathbf{W}) \phi_j \phi_j^T.
\]
Second, let \( h(x) = \exp(x) \) and consider the multinomial logistic regression case. Then \( h = h' = h'' \) so the above yields the following concise matrix expression

\[
\nabla_W \ell(\Phi, W) = \Phi(P - Y) \in \mathbb{R}^{p \times k}, \quad \nabla_\Phi \ell(\Phi, W) = W(P - Y)^T \in \mathbb{R}^{p \times N},
\]

\[
H = \sum_{s=1}^{N} \begin{bmatrix}
p_{s1}(1 - p_{s1}) & -p_{s1}p_{s2} & \cdots & -p_{s1}p_{sk} \\
-p_{s2}p_{s1} & p_{s2}(1 - p_{s2}) & \cdots & -p_{s2}p_{sk} \\
\vdots & \vdots & \ddots & \vdots \\
-p_{sk}p_{s1} & -p_{sk}p_{s2} & \cdots & p_{sk}(1 - p_{sk})
\end{bmatrix} \otimes \phi_s \phi_s^T.
\]

It follows that eigenvalues of \( H \) are bounded above by \( 1/4 \). The lower bound on the eigenvalues depend on the range of linear activation \( \langle \phi_i, w_j \rangle \) may take. For instance, if we restrict the norms of the input feature vector \( \phi_i \) and parameter \( w_j \), then we can find a suitable positive uniform lower bound on the eigenvalues of \( H \).

**Lemma H.1.** Suppose \( h(\cdot) = \exp(\cdot) \). Then

\[
\lambda_{\min}(\tilde{H}(\phi_s, W)) \geq \min_{1 \leq i \leq k} \frac{\exp(\langle \phi_s, w_i \rangle)}{1 + \sum_{c=1}^{k} \exp(\langle \phi_s, w_c \rangle)},
\]

\[
\lambda_{\max}(\tilde{H}(\phi_s, W)) \leq \max_{1 \leq i \leq k} \frac{\exp(\langle \phi_s, w_i \rangle)}{1 + \sum_{c=1}^{k} \exp(\langle \phi_s, w_c \rangle)^2}(1 + 2 \sum_{c=2}^{k} \exp(\langle \phi_s, w_c \rangle)).
\]

**Proof.** For the lower bound on the minimum eigenvalue, we note that

\[
\lambda_{\min}(\tilde{H}(\phi_s, W)) \geq \min_{1 \leq i \leq k} \sum_{j=1}^{k} \tilde{H}_{ij} = \min_{1 \leq i \leq k} p_{si} p_{s0} = \frac{\exp(\langle \phi_s, w_i \rangle)}{1 + \sum_{c=1}^{k} \exp(\langle \phi_s, w_c \rangle)}
\]

where the first inequality was shown in [AT21, Sec. 3] using the fact that \( \tilde{H}(\phi_s, W) \) is a diagonally dominant \( M \)-matrix (see [TH10]). The following equalities can be verified easily.

For the upper bound on the maximum eigenvalue, we use the Gershgorin circle theorem (see, e.g., [HJ12]) to bound

\[
\lambda_{\max}(\tilde{H}(\phi_s, W)) \leq \max_{1 \leq i \leq k} \left( p_{si}(1 - p_{si}) + \sum_{c=2}^{k} p_{si} p_{sc} \right) \leq \max_{1 \leq i \leq k} p_{si} \left( 2 - p_{s0} - 2p_{si} \right).
\]

Then simplifying the last expression gives the assertion. \( \square \)
### Table 3

Tables of all results from each of the six methods for the semi-synthetic MNIST data in Section 6. Mean and standard deviations of five runs are reported. We report the reconstruction error of each method after normalizing it by the reconstruction error from NMF.

| Method                        | xi  | Accuracy mean (std) | Sensitivity mean (std) | Specificity mean (std) | F-score mean (std) | Reconstruct Error mean (std) |
|-------------------------------|-----|---------------------|------------------------|------------------------|--------------------|-----------------------------|
| Logistic Regression (LR)      | --- | 0.720 (NaN)         | 0.583 (NaN)            | 0.925 (NaN)            | 0.714 (NaN)       | 1.000 (NaN)                 |
| NMF - LR                      | --- | 0.582 (0.127)       | 0.453 (0.296)          | 0.700 (0.240)          | 0.492 (0.299)     | 1.000 (0.054)               |
| SDL - Filter                  | 0.01| 0.822 (0.075)       | 0.833 (0.079)          | 0.805 (0.078)          | 0.848 (0.067)     | 3.326 (0.040)               |
|                               | 0.1 | 0.788 (0.015)       | 0.793 (0.035)          | 0.780 (0.033)          | 0.818 (0.016)     | 3.255 (0.035)               |
|                               | 1   | 0.756 (0.005)       | 0.760 (0.009)          | 0.750 (0.000)          | 0.789 (0.006)     | 3.196 (0.000)               |
|                               | 5   | 0.752 (0.004)       | 0.743 (0.025)          | 0.765 (0.034)          | 0.782 (0.008)     | 3.196 (0.000)               |
|                               | 10  | 0.744 (0.015)       | 0.693 (0.028)          | 0.820 (0.033)          | 0.765 (0.017)     | 7.432 (1.769)               |
| SDL - Feature                 | 0.01| 0.646 (0.139)       | 0.680 (0.391)          | 0.595 (0.293)          | 0.776 (0.014)     | 3.259 (0.014)               |
|                               | 0.1 | 0.736 (0.030)       | 0.883 (0.020)          | 0.515 (0.058)          | 0.801 (0.020)     | 3.251 (0.008)               |
|                               | 1   | 0.746 (0.018)       | 0.750 (0.039)          | 0.740 (0.049)          | 0.780 (0.019)     | 3.251 (0.018)               |
|                               | 5   | 0.736 (0.025)       | 0.723 (0.077)          | 0.755 (0.065)          | 0.765 (0.037)     | 3.263 (0.008)               |
|                               | 10  | 0.732 (0.008)       | 0.740 (0.040)          | 0.720 (0.045)          | 0.768 (0.014)     | 3.274 (0.004)               |
| SDL - Filter (Convex)         | 0.01| 0.780 (0.100)       | 0.807 (0.086)          | 0.740 (0.132)          | 0.815 (0.084)     | 10.620 (0.291)              |
|                               | 0.1 | 0.712 (0.080)       | 0.693 (0.114)          | 0.740 (0.070)          | 0.739 (0.087)     | 6.323 (3.108)               |
|                               | 1   | 0.706 (0.072)       | 0.757 (0.074)          | 0.630 (0.087)          | 0.755 (0.062)     | 3.277 (0.002)               |
|                               | 5   | 0.764 (0.042)       | 0.783 (0.039)          | 0.735 (0.089)          | 0.800 (0.033)     | 3.236 (0.001)               |
|                               | 10  | 0.694 (0.079)       | 0.697 (0.057)          | 0.690 (0.128)          | 0.733 (0.066)     | 3.226 (0.001)               |
| SDL - Feature (Convex)        | 0.01| 0.680 (0.079)       | 0.667 (0.137)          | 0.700 (0.040)          | 0.708 (0.101)     | 10.985 (0.096)              |
|                               | 0.1 | 0.616 (0.167)       | 0.487 (0.353)          | 0.810 (0.149)          | 0.663 (0.212)     | 10.985 (0.089)              |
|                               | 1   | 0.604 (0.124)       | 0.647 (0.384)          | 0.540 (0.356)          | 0.735 (0.046)     | 8.815 (0.074)               |
|                               | 5   | 0.726 (0.073)       | 0.623 (0.172)          | 0.880 (0.078)          | 0.721 (0.104)     | 3.256 (0.004)               |
|                               | 10  | 0.728 (0.104)       | 0.650 (0.234)          | 0.845 (0.102)          | 0.718 (0.175)     | 3.260 (0.005)               |
| Method                      | xi   | Accuracy mean | Accuracy std | Sensitivity mean | Sensitivity std | Specificity mean | Specificity std | F_score mean | F_score std | Reconstruct_Error mean | Reconstruct_Error std |
|-----------------------------|------|---------------|--------------|------------------|-----------------|------------------|-----------------|--------------|-------------|-----------------------|-----------------------|
| Logistic Regression (LR)    | ---  | 0.913         | NaN          | 0.784            | NaN             | 0.919            | NaN             | 0.436        | NaN         | 1.000                 | NaN                   |
| NMF - LR                    | ---  | 0.865         | 0.051        | 0.724            | 0.099           | 0.662            | 0.057           | 0.158        | 0.005       | 1.000                 | 0.003                 |
| SDL - Filter                | 0.001| 0.926         | 0.014        | 0.727            | 0.014           | 0.935            | 0.014           | 0.460        | 0.049       | 1.184                 | 0.006                 |
| SDL - Feature (Convex)      | 0.001| 0.810         | 0.046        | 0.732            | 0.056           | 0.814            | 0.049           | 0.253        | 0.035       | 1.148                 | 0.003                 |
| SDL - Filter (Convex)       | 0.01 | 0.845         | 0.025        | 0.748            | 0.016           | 0.849            | 0.026           | 0.295        | 0.034       | 1.151                 | 0.003                 |
| SDL - Feature (Convex)      | 0.001| 0.842         | 0.019        | 0.709            | 0.038           | 0.848            | 0.021           | 0.279        | 0.015       | 1.148                 | 0.004                 |
| SDL - Feature (Convex)      | 0.01 | 0.821         | 0.066        | 0.704            | 0.062           | 0.827            | 0.070           | 0.267        | 0.072       | 1.103                 | 0.003                 |
| SDL - Feature (Convex)      | 1    | 0.771         | 0.021        | 0.784            | 0.014           | 0.770            | 0.023           | 0.227        | 0.012       | 1.089                 | 0.001                 |
| SDL - Feature (Convex)      | 5    | 0.507         | 0.341        | 0.688            | 0.250           | 0.499            | 0.367           | 0.130        | 0.047       | 1.072                 | 0.002                 |
| SDL - Feature (Convex)      | 10   | 0.389         | 0.379        | 0.636            | 0.424           | 0.378            | 0.415           | 0.083        | 0.001       | 1.195                 | 0.000                 |

Table 4. Tables of all results from each of the six methods for the fake job postings data in Section 7.1.1, without the auxiliary covariates. Mean and standard deviations of five runs are reported. We report the reconstruction error of each method after normalizing it by the reconstruction error from NMF.
| Method                  | Accuracy | Sensitivity | Specificity | F_score | Reconstruct Error |
|------------------------|----------|-------------|-------------|---------|------------------|
|                        | mean     | std         | mean        | std     | mean             | std |
| Logistic Regression (LR)| 0.919    | NaN         | 0.817       | NaN     | 0.924            | NaN |
|                        | 0.807    | 0.052       | 0.747       | 0.043   | 0.810            | 0.056|
|                        | 0.915    | 0.000       | 0.817       | 0.000   | 0.920            | 0.000|
|                        | 0.921    | 0.001       | 0.757       | 0.012   | 0.928            | 0.001|
|                        | 0.857    | 0.011       | 0.763       | 0.008   | 0.861            | 0.012|
|                        | 0.853    | 0.024       | 0.711       | 0.057   | 0.859            | 0.023|
|                        | 0.825    | 0.024       | 0.783       | 0.034   | 0.826            | 0.026|
|                        | 0.823    | 0.007       | 0.779       | 0.010   | 0.825            | 0.007|
|                        | 0.833    | 0.028       | 0.794       | 0.023   | 0.834            | 0.030|
|                        | 0.834    | 0.009       | 0.783       | 0.025   | 0.837            | 0.010|
|                        | 0.815    | 0.034       | 0.776       | 0.052   | 0.817            | 0.038|
|                        | 0.795    | 0.021       | 0.788       | 0.034   | 0.796            | 0.024|
|                        | 0.518    | 0.194       | 0.634       | 0.179   | 0.513            | 0.210|
|                        | 0.613    | 0.111       | 0.583       | 0.106   | 0.615            | 0.121|
|                        | 0.506    | 0.051       | 0.645       | 0.061   | 0.500            | 0.055|
|                        | 0.560    | 0.212       | 0.637       | 0.206   | 0.556            | 0.231|
|                        | 0.735    | 0.098       | 0.503       | 0.190   | 0.746            | 0.111|
|                        | 0.665    | 0.191       | 0.626       | 0.163   | 0.667            | 0.201|
|                        | 0.495    | 0.306       | 0.562       | 0.299   | 0.492            | 0.333|
|                        | 0.548    | 0.116       | 0.711       | 0.080   | 0.541            | 0.124|
|                        | 0.499    | 0.190       | 0.649       | 0.189   | 0.492            | 0.206|
|                        | 0.467    | 0.292       | 0.735       | 0.182   | 0.455            | 0.313|
|                        | 0.629    | 0.125       | 0.609       | 0.113   | 0.630            | 0.132|
|                        | 0.441    | 0.323       | 0.650       | 0.348   | 0.431            | 0.352|

Table 5. Tables of all results from each of the six methods for the fake job postings data in Section 7.1.1 with the 72 auxiliary covariates. Mean and standard deviations of five runs are reported. We report the reconstruction error of each method after normalizing it by the reconstruction error from NMF.