PARALLELOGRAM POLYOMINOES, PARTIALLY LABELLED DYCK PATHS, AND THE DELTA CONJECTURE
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Abstract. We introduce area, bounce and dinv statistics on decorated parallelogram polyominoes, and prove that some of their \( q, t \)-enumerators match \( \langle \Delta_{m,n+1}, s_{k+1,1^{n-k}} \rangle \), extending in this way the work in (Aval et al. 2014). Also, we provide a bijective connection between decorated parallelogram polyominoes and decorated labelled Dyck paths, which allows us to prove the combinatorial interpretation of the coefficient \( \langle \Delta_{m+n-k-1}^{e_{m+n}, h_{m} h_{n}} \rangle \) predicted by the Delta conjecture in (Haglund et al. 2015). Finally, we define a statistic \( pmaj \) on partially labelled Dyck paths, which provides another conjectural combinatorial interpretation of \( \Delta_{h_{n}}^{e_{n-k-1} e_{n}} \), cf. (Haglund et al. 2015).
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Introduction

In [2], statistics $\area$, $\bounce$ and $\dinv$ have been defined on parallelogram polyominoes, and some of their $q,t$-enumerators have been shown to be $\langle \Delta_{e_m+1} e_{m+n}, h_m h_n \rangle = \langle \Delta_{e_n+1} s_{1^{n+1}} \rangle$. In particular, the first author proposed a combinatorial interpretation of the full symmetric function $\Delta_{e_n+1}$ at $q = 1$ in terms of labelled parallelogram polyominoes, and asked for a $\dinv$ statistic that could give the more general $\Delta_{e_n+1}$ (cf. [1, Equations (8.1) and (8.14)]).

In [18] the authors state the so called Delta conjecture, which predicts a combinatorial interpretation of the symmetric function $\Delta_{e_k} e_n$. This is a generalization of the Shuffle conjecture stated in [15] and [17] and proved in [6], which is related to the famous diagonal harmonics discovered by Garsia and Haiman in their work towards a proof of the Schur positivity of Macdonald polynomials (cf. [10, 13, 20, 21]).

Other than the results mentioned in [18], other consequences of this conjecture have been proved, in particular in [7, 8, 25, 28], while the general Delta conjecture remains open.

The delta operator $\Delta_f$ has been defined for any symmetric function $f$ by Bergeron, Garsia, Haiman and Tesler, and in fact in [18] the authors provide a generalization of their Delta conjecture for the symmetric function $\Delta_{h_{c_k}} e_n$ in terms of partially labelled Dyck paths.

In this work we extend the results in [2], by providing a combinatorial interpretation of the more general $\langle \Delta_{h_n} e_{n+1}, s_{k+1,1^{n-k}} \rangle$ in terms of decorated parallelogram polyominoes.

Also, we prove the formula for $\langle \Delta_{h_{e_{m+n-k-1}}} e_{m+n}, h_m h_n \rangle$ predicted by the Delta conjecture in [18], by providing a recursion of these polynomials. This, together with the results in [7], completely solves Problem 8.1 in [18].

Surprisingly, these two solutions are intimately related: indeed, with a bijection, we show that these two combinatorial polynomials actually coincide.

In order to prove these results, we provide some symmetric function identities. The proofs of these are based on theorems in [7] and [14].

Finally, we introduce a $\pmaj$ statistic on partially labelled Dyck paths, providing another combinatorial interpretation of $\Delta_{h_{c_k}} e_n$. Then, for the special case $k = 0$, we describe a bijection with labelled parallelogram polyominoes, which allows us to define both a $\dinv$ and a $\pmaj$ statistic on these objects: this answers the question in [1, Equation (8.14)].

The paper is organized as follows: in Section 1 we review some basic notation and results from the theory of symmetric functions and Macdonald’s polynomials. In Sections 2 to 4 we introduced some of the combinatorial objects we are going to deal with, and some relevant statistics on them, by developing some of their theory. In Section 5 we prove a few identities of symmetric functions that we need to get our main results, that are presented and proved in Section 6. In Sections 7 and 8 we introduce some more combinatorial objects and we state our general conjecture involving the statistic $\pmaj$.

1. Symmetric function notation

The main references that we will use for symmetric functions are [24] and [26]. This section is very similar to [7, Section 1], but we need it to fix the notations and state the identities we use later in this work.
The standard bases of the symmetric functions that will appear in our calculations are the complete homogeneous \( \{ h_\lambda \} \), elementary \( \{ e_\lambda \} \), power \( \{ p_\lambda \} \), and Schur \( \{ s_\lambda \} \) bases. We will use implicitly the usual convention that \( e_0 = h_0 = 1 \) and \( e_k = h_k = 0 \) for \( k < 0 \).

The ring \( \Lambda \) of symmetric functions can be thought of as the polynomial ring in the power sum generators \( p_1, p_2, p_3, \ldots \). This ring has a grading \( \Lambda = \bigoplus_{n \geq 0} \Lambda^{(k)} \) given by assigning degree \( i \) to \( p_i \) for all \( i \geq 1 \). As we are working with Macdonald symmetric functions involving two parameters \( q \) and \( t \), we will consider this polynomial ring over the field \( \mathbb{Q}(q, t) \). We will make extensive use of the plethystic notation.

With this notation we will be able to add and subtract alphabets, which will be represented as sums of monomials \( X \). With this notation we will be able to add and subtract alphabets, which will be represented as sums of monomials. The set \( \{ \lambda \} \) of homogeneous \( \{ \lambda \} \) \( \Lambda \) is a modification of the basis introduced by Macdonald \[24\], and they are the Frobenius characteristic of the Schur functions, form an orthonormal basis. With this definition, we have the orthogonality \( \lambda < \perp \) \( \lambda \) \( \mu \) \( \mu \).

We have for example the addition formulas
\[
(1) \quad p_k[X + Y] = p_k[X] + p_k[Y] \quad \text{and} \quad p_k[X - Y] = p_k[X] - p_k[Y],
\]
and
\[
(2) \quad e_n[X + Y] = \sum_{i=0}^{n} e_{n-i}[X]e_i[Y] \quad \text{and} \quad h_n[X + Y] = \sum_{i=0}^{n} h_{n-i}[X]h_i[Y].
\]

Notice in particular that \( p_k[-X] \) equals \( -p_k[X] \) and not \( (-1)^k p_k[X] \). As the latter sort of negative sign can be also useful, it is customary to use the notation \( \epsilon \) to express it: we will have \( p_k[\epsilon X] = (-1)^k p_k[X] \), so that, in general,
\[
(3) \quad f[-\epsilon X] = \omega f[X]
\]
for any symmetric function \( f \), where \( \omega \) is the fundamental algebraic involution which sends \( e_k \) to \( h_k \), \( s_\lambda \) to \( s_\lambda \), and \( p_k \) to \( (-1)^k p_k \).

We denote by \( \langle \cdot, \cdot \rangle \) the Hall scalar product on symmetric functions, which can be defined by saying that the Schur functions form an orthonormal basis. With this definition, we have the orthogonality
\[
(4) \quad \langle p_\lambda, p_\mu \rangle = z_\mu \chi(\lambda = \mu)
\]
which defines the integers \( z_\mu \), where \( \chi(P) = 1 \) if the statement \( P \) is true, and \( \chi(P) = 0 \) otherwise.

Recall also the Cauchy identities
\[
(5) \quad e_n[XY] = \sum_{\lambda \vdash n} s_\lambda[X]s_\lambda[Y] \quad \text{and} \quad h_n[XY] = \sum_{\lambda \vdash n} s_\lambda[X]s_\lambda[Y].
\]

With the symbol “\( \perp \)” we denote the operation of taking the adjoint of an operator with respect to the Hall scalar product, i.e.
\[
(6) \quad \langle f^\perp g, h \rangle = \langle g, fh \rangle \quad \text{for all } f, g, h \in \Lambda.
\]

We introduce also the operator
\[
(7) \quad \tau_z f[X] := f[X + z] \quad \text{for all } f[X] \in \Lambda,
\]
so for example
\[
(8) \quad \tau_{-\epsilon} f[X] = f[X - \epsilon] \quad \text{for all } f[X] \in \Lambda.
\]

We refer also to \[19\] for more informations on this topic.

1.1. Macdonald symmetric function toolkit. For a partition \( \mu \vdash n \), we denote by
\[
(9) \quad \tilde{H}_\mu := \tilde{H}_\mu[X] = \tilde{H}_\mu[X; q, t] = \sum_{\lambda \vdash n} \tilde{K}_{\lambda \mu}(q, t)s_\lambda
\]
the (modified) Macdonald polynomials, where
\[
(10) \quad \tilde{K}_{\lambda \mu}(q, t) = K_{\lambda \mu}(q, 1/t)t^{n(\mu)} \quad \text{with} \quad n(\mu) = \sum_{i \geq 1} \mu_i(i - 1)
\]
are the (modified) Kostka coefficients (see \[19\] Chapter 2) for more details).

The set \( \{ \tilde{H}_\mu[X; q, t] \}_\mu \) is a basis of the ring of symmetric functions \( \Lambda \) with coefficients in \( \mathbb{Q}(q, t) \). This is a modification of the basis introduced by Macdonald \[24\], and they are the Frobenius characteristic of the so called Garsia-Haiman modules (see \[13\]).
If we identify the partition \( \mu \) with its Ferrers diagram, i.e. with the collection of cells \( \{(i, j) \mid 1 \leq i \leq \mu_i, 1 \leq j \leq \ell(\mu)\} \), then for each cell \( c \in \mu \) we refer to the arm, leg, co-arm and co-leg (denoted respectively as \( a_\mu(c), l_\mu(c), a_\mu'(c), l_\mu'(c) \)) as the number of cells in \( \mu \) that are strictly to the right, above, to the left and below \( c \) in \( \mu \), respectively (see Figure 1).

![Figure 1.](image)

We set \( M := (1 - q)(1 - t) \) and we define for every partition \( \mu \)

\[
B_\mu := B_\mu(q, t) = \sum_{c \in \mu} q^{a_\mu(c)} t^{l_\mu(c)} \\
D_\mu := M B_\mu(q, t) - 1 \\
T_\mu := T_\mu(q, t) = \prod_{c \in \mu} q^{a_\mu(c)} t^{l_\mu(c)} \\
\Pi_\mu := \Pi_\mu(q, t) = \prod_{c \in \mu} (1 - q^{a_\mu(c)} t^{l_\mu(c)}) \\
w_\mu := w_\mu(q, t) = \prod_{c \in \mu} (q^{a_\mu(c)} - t^{l_\mu(c)})(t^{l_\mu(c)} - q^{a_\mu(c)}) + 1.
\]

Notice that

\[
B_\mu = e_1[B_\mu] \quad \text{and} \quad T_\mu = e_{|\mu|}[B_\mu].
\]

It is useful to introduce the so called star scalar product on \( \Lambda \) given by

\[
\langle p_\lambda, p_\mu \rangle_* = (-1)^{|\mu| - |\lambda|} \prod_{i=1}^{\ell(\mu)} (1 - q^{\mu_i})(1 - t^{\mu_i}) z_{\mu_i}(\mu = \lambda).
\]

For every symmetric function \( f[X] \) and \( g[X] \) we have (see [11, Proposition 1.8])

\[
\langle f, g \rangle_* = \langle \omega f, g \rangle = \langle \phi f, g \rangle
\]

where

\[
\phi f[X] := f[M X] \quad \text{for all } f[X] \in \Lambda.
\]

It turns out that the Macdonald polynomials are orthogonal with respect to the star scalar product: more precisely

\[
\langle \tilde{H}_\lambda, \tilde{H}_\mu \rangle_* = w_\mu(q, t) \chi(\lambda = \mu).
\]

These orthogonality relations give the following Cauchy identities

\[
c_n \left[ \frac{XY}{M} \right] = \sum_{\mu \vdash n} \tilde{H}_\mu[X] \tilde{H}_\mu[Y] w_\mu \quad \text{for all } n.
\]

The following linear operators were introduced in [3,4], and they are at the basis of the conjectures relating symmetric function coefficients and \( q,t \)-combinatorics in this area.

We define the nabla operator on \( \Lambda \) by

\[
\nabla \tilde{H}_\mu := T_\mu \tilde{H}_\mu \quad \text{for all } \mu,
\]
and we define the Delta operators $\Delta_f$ and $\Delta'_f$ on $\Lambda$ by

\[
\Delta_f \bar{H}_\mu := f[B_\mu(q,t)] \bar{H}_\mu \quad \text{and} \quad \Delta'_f \bar{H}_\mu := f[B_\mu(q,t) - 1] \bar{H}_\mu,
\]

for all $\mu$.

Observe that on the vector space of symmetric functions homogeneous of degree $n$, denoted by $\Lambda^{(n)}$, the operator $\nabla$ equals $\Delta_{e_n}$. Moreover, for every $1 \leq k \leq n$,

\[
\Delta_{e_k} = \Delta'_{e_k} + \Delta'_{e_{k-1}} \quad \text{on} \quad \Lambda^{(n)},
\]

and for any $k > n$, $\Delta_{e_k} = \Delta'_{e_{k-1}} = 0$ on $\Lambda^{(n)}$, so that $\Delta_{e_n} = \Delta'_{e_{n-1}}$ on $\Lambda^{(n)}$.

We will use the following form of Macdonald-Koornwinder reciprocity (see [24, p. 332] or [11]): for all partitions $\alpha$ and $\beta$,

\[
\frac{\bar{H}_\alpha[M B_\beta]}{\Pi_\alpha} = \frac{\bar{H}_\beta[M B_\alpha]}{\Pi_\beta}.
\]

One of the most important identities in this theory is the following one (see [11, Theorem I.2]): for every symmetric function $f[X]$ and every partition $\mu$,

\[
(f[X], \bar{H}_\mu[X + 1])_* = \nabla^{-1} \tau_{-c} f[X] \big|_{X = B_\mu}.
\]

1.2. Pieri rules and summation formulae. For a given $k \geq 1$, we define the Pieri coefficients $c^{(k)}_{\mu\nu}$ and $d^{(k)}_{\mu\nu}$ by setting

\[
h_k \bar{H}_\mu[X] = \sum_{\nu \subset_k \mu} c^{(k)}_{\mu\nu} \bar{H}_\nu[X],
\]

\[
e_k \frac{X}{M} \bar{H}_\nu[X] = \sum_{\mu \supset_k \nu} d^{(k)}_{\mu\nu} \bar{H}_\mu[X].
\]

The following identity is [5, Proposition 5], written in the notation of [12], which is coherent with ours:

\[
c^{(k+1)}_{\mu\nu} = \frac{1}{B_{\mu/\nu}} \sum_{\nu \subset \alpha \subset_k \mu} c^{(k)}_{\mu\alpha} c^{(1)}_{\alpha\nu} T_{\alpha} T_{\mu} \quad \text{with} \quad B_{\mu/\nu} := B_\mu - B_\nu,
\]

where $\nu \subset_k \mu$ means that $\nu$ is contained in $\mu$ (as Ferrers diagrams) and $\mu/\nu$ has $k$ lattice cells, and the symbol $\mu \supset_k \nu$ is analogously defined. It follows from [15] that

\[
c^{(k)}_{\mu\nu} = \frac{w_{\mu/\nu}}{w_{\mu}} d^{(k)}_{\mu\nu}.
\]

For every $m \in \mathbb{N}$ with $m \geq 1$, and for every $\gamma \vdash m$, we have the well-known summation formula (see for example [7, Equation (1.35)])

\[
B_\gamma = \sum_{\delta \subset_\gamma \gamma} c^{(1)}_{\gamma\delta}.
\]

1.3. $q$-notation. We recall here some standard notations for $q$-analogues. For $n, k \in \mathbb{N}$, we set

\[
[0]_q := 0, \quad \text{and} \quad [n]_q := \frac{1 - q^n}{1 - q} = 1 + q + q^2 + \cdots + q^{n-1} \quad \text{for} \quad n \geq 1,
\]

\[
[0]_q! := 1 \quad \text{and} \quad [n]_q! := [n]_q [n-1]_q \cdots [2]_q [1]_q \quad \text{for} \quad n \geq 1,
\]

and

\[
\left[ \begin{array}{c} n \\ k \end{array} \right]_q := \frac{[n]_q!}{[k]_q! [n-k]_q!} \quad \text{for} \quad n \geq k \geq 0, \quad \text{and} \quad \left[ \begin{array}{c} n \\ k \end{array} \right]_q := 0 \quad \text{for} \quad n < k.
\]

Recall the well-known recursion

\[
\left[ \begin{array}{c} n \\ k \end{array} \right]_q = q^k \left[ \begin{array}{c} n-1 \\ k \end{array} \right]_q + \left[ \begin{array}{c} n-1 \\ k-1 \end{array} \right]_q = \left[ \begin{array}{c} n-1 \\ k \end{array} \right]_q + q^{n-k} \left[ \begin{array}{c} n-1 \\ k-1 \end{array} \right]_q.
\]

Recall also the standard notation for the $q$-rising factorial

\[
(a; q)_n := (1 - a)(1 - qa)(1 - qa^2) \cdots (1 - qa^{n-1} a).
\]
It is well-known (cf. [26 Theorem 7.21.2]) that (recall that \(h_0 = 1\))

\[
h_k[[n]_q] = \frac{(q^n; q)_k}{(q; q)_k} = \left[\frac{n+k-1}{k}\right]_q \quad \text{for } n \geq 1 \text{ and } k \geq 0,
\]

and (recall that \(e_0 = 1\))

\[
e_k[[n]_q] = q^{\binom{n}{2} \left[\frac{n!}{k!}\right]}_q \quad \text{for all } n, k \geq 0.
\]

Also (cf. [26 Corollary 7.21.3])

\[
h_k\left[\frac{1}{1-q}\right] = \frac{1}{(q; q)_k} = \prod_{i=1}^{k} \frac{1}{1-q^i} \quad \text{for } k \geq 0,
\]

and

\[
e_k\left[\frac{1}{1-q}\right] = q^{\binom{k-i}{2} \left[\frac{(k-i)!}{k!}\right]} \prod_{i=1}^{k} \frac{1}{1-q^i} \quad \text{for } k \geq 0.
\]

1.4. Useful identities. In this section we collect some results from the literature that we are going to use later in the text.

The symmetric functions \(E_{n,k}\) were introduced in [9] by means of the following expansion:

\[
e_n\left[\frac{1-z}{1-q}\right] = \sum_{k=1}^{n} \frac{(z; q)_k}{(q; q)_k} E_{n,k}.
\]

Notice that setting \(z = q^j\) in (40) we get

\[
e_n\left[\frac{1-q^j}{1-q}\right] = \sum_{k=1}^{n} \frac{(q^j; q)_k}{(q; q)_k} E_{n,k} = \sum_{k=1}^{n} \left[\frac{k+j-1}{k}\right] q E_{n,k}.
\]

In particular, for \(j = 1\), we get

\[
e_n = E_{n,1} + E_{n,2} + \cdots + E_{n,n}.
\]

The following identity is [9] Proposition 2.2:

\[
\tilde{H}_\mu[\{1-t\}(1-q^j)] = (1-q^j)\Pi_{\mu} h_j[\{1-t\}B_\mu].
\]

So, using (20) with \(Y = [j]_q = \frac{1-q^j}{1-q}\), we get

\[
e_n\left[\frac{1-q^j}{1-q}\right] = \sum_{\mu \vdash n} \tilde{H}_\mu[X] \tilde{H}_\mu[\{1-t\}(1-q^j)] \frac{\Pi_{\mu}}{w_{\mu}} = (1-q^j) \sum_{\mu \vdash n} \Pi_{\mu} \tilde{H}_\mu[X] h_j[\{1-t\}B_\mu] \frac{\Pi_{\mu}}{w_{\mu}}.
\]

For \(\mu \vdash n\), Macdonald proved (see [24] p. 362 that)

\[
\langle \tilde{H}_\mu, s_{(n-r,1^r)} \rangle = e_r[B_\mu - 1],
\]

so that, since by Pieri rule \(e_r h_{n-r} = s_{(n-r,1^r)} + s_{(n-r+1,1^{r-1})}\),

\[
\langle \tilde{H}_\mu, e_r h_{n-r} \rangle = e_r[B_\mu].
\]

The following well-known identity is an easy consequence of (46).

Lemma 1.1. For any symmetric function \(f \in \Lambda^{(n)}\),

\[
\langle \Delta_{e_{d}} f, h_n \rangle = \langle f, e_d h_{n-1} \rangle.
\]

Proof. Checking it on the Macdonald basis elements \(\tilde{H}_\mu \in \Lambda^{(n)}\), using (46), we get

\[
\langle \Delta_{e_{d}} \tilde{H}_\mu, h_n \rangle = e_d[B_\mu] \langle \tilde{H}_\mu, h_n \rangle = e_d[B_\mu] = \langle \tilde{H}_\mu, e_d h_{n-1} \rangle.
\]

The following lemma is due to Haglund.
Lemma 1.2 ([14] Corollary 2]). For positive integers $d, n$ and any symmetric function $f \in \Lambda^{(n)}$,

$$\langle \Delta_{e_{d-1}}, e_n \rangle = \langle \Delta_{w} f e_d, h_d \rangle. \quad (48)$$

The following theorem is due to Haglund.

**Theorem 1.3 ([14] Theorem 2.11).** For $n, k \in \mathbb{N}$ with $1 \leq k \leq n$,

$$\langle \nabla E_{n,k}, h_n \rangle = \chi(n = k). \quad (49)$$

In addition, if $m > 0$ and $\lambda \vdash m$,

$$\langle \Delta_s \nabla E_{n,k}, h_n \rangle = t^{n-k} \langle \Delta_{h_{n-k}} e_m \left[ \frac{X}{1 - q} \right]^k, \lambda \rangle, \quad (50)$$

or equivalently

$$\langle \Delta_s \nabla E_{n,k}, h_n \rangle = t^{n-k} \sum_{\mu \vdash m} (1 - q^k) h_k [(1 - t)B_{\mu}] h_{n-k} [B_{\mu}] \Pi_{\mu} \tilde{H}_\lambda [\mu]. \quad (51)$$

We need another theorem of Haglund: the following is essentially [14] Theorem 2.5.

**Theorem 1.4.** For $k, n \in \mathbb{N}$ with $1 \leq k \leq n$,

$$\nabla E_{n,k} = t^{n-k} (1 - q^k) \Pi h_k \left[ \frac{X}{1 - q} \right] h_{n-k} \left[ \frac{X}{M} \right], \quad (52)$$

where $\Pi$ is the invertible linear operator defined by

$$\Pi \tilde{H}_\mu [X] = \Pi_{\mu} \tilde{H}_\mu [X] \quad \text{for all } \mu. \quad (53)$$

The following expansions are well-known, and they can be deduced from Cauchy identities [20].

**Proposition 1.5.** For $n \in \mathbb{N}$ we have

$$e_n [X] = e_n \left[ \frac{XM}{M} \right] = \sum_{\mu \vdash n} MB_\mu \Pi_{\mu} \tilde{H}_\mu [X]. \quad (54)$$

Moreover, for all $k \in \mathbb{N}$ with $0 \leq k \leq n$, we have

$$h_k \left[ \frac{X}{M} \right] e_{n-k} \left[ \frac{X}{M} \right] = \sum_{\mu \vdash n} e_k [B_{\mu}] \tilde{H}_\mu [X]. \quad (55)$$

Finally, we need to recall (part of) a theorem from [7], which turns out to be crucial: set

$$F_{n,k}^{(d, \ell)} := \langle \Delta_{h_k} \Delta_{e_{n-d-\ell}} E_{n-k, n-\ell} \rangle. \quad (56)$$

**Theorem 1.6 ([7] Theorem 4.6]).** For $k, \ell, d \geq 0$, $n \geq k + \ell$ and $n \geq d$, the $F_{n,k}^{(d, \ell)}$ satisfy the following recursion: for $n \geq 1$

$$F_{n,n}^{(d, \ell)} = \delta_{\ell, 0} q^{\binom{n-d}{2}} \binom{n}{d}_q, \quad (57)$$

$$F_{n,k}^{(d, \ell)} = \chi(n = k + \ell) q^{\binom{k-\ell}{2}} \binom{n-1}{\ell} \binom{k}{d}_q \sum_{j=0}^{n-k} q^{\binom{n-k-j}{2}} \binom{k}{j}_q \binom{k+j-1}{\ell}_q \binom{s+j-1+h}{h}_q F_{n-k-j, h}^{(d-k+s, \ell-j)} \quad (58)$$

with initial conditions

$$F_{0,k}^{(d, \ell)} = \delta_{k, 0} \delta_{\ell, 0} \delta_{d, 0}, \quad F_{n,0}^{(d, \ell)} = \delta_{n, 0} \delta_{\ell, 0} \delta_{d, 0}. \quad (59)$$
2. Parallelogram polyominoes

In this section we reintroduce some notions from [2], but adding some decorations into the picture.

In this paper, we will often identify lattice paths with tuples of 0’s and 1’s, where 0’s represent east steps and 1’s represent north steps.

**Definition 2.1.** A \( m \times n \) parallelogram polyomino is a pair of \((m + n)\)-tuples \((r, g)\), where \( r = (r_1, \ldots, r_{m+n}) \), \( g = (g_1, \ldots, g_{m+n}) \) are such that

1. \( r_i, g_i \in \{0, 1\} \) for all \( i \),
2. if \( 1 \leq i < m + n \), then \( g_1 + \cdots + g_i < r_1 + \cdots + r_i \),
3. \( g_1 + \cdots + g_{m+n} = r_1 + \cdots + r_{m+n} = n \).

A parallelogram polyomino is actually a pair of paths from \((0, 0)\) to \((m, n)\) such that one of the two paths lies always strictly above the other one, never touching it except on the starting and the ending point. We will refer to the top path \( r \) as *red path* and to the bottom path \( g \) as *green path*. See Figure 2 for an example.

**Figure 2.** A \( 12 \times 7 \) parallelogram polyomino.

### 2.1. The area word.

Parallelogram polyominoes can be coded using their *area word*, which is described in [2]. The area word can be computed in two equivalent ways.

The first one consists of drawing a diagonal of slope \(-1\) from the end of every horizontal green step, and attaching to it the length of that diagonal (i.e. the number of squares it crosses). Then, one puts a dot in every square not crossed by any of those diagonals, and attaches to each vertical red step the number of dots in the corresponding row. Next, one bars the numbers attached to vertical red steps, and finally one reads those numbers following the diagonals of slope \(-1\), reading the red label before the green one. See Figure 3 for an example.

**Figure 3.** The construction of the area word for the polyomino in Figure 2. Its area word is 011223222332112222.

Equivalently, we can build a Dyck path \( D = (r_1, 1-g_1, r_2, \ldots, r_{m+n}, 1-g_{m+n}) \) defined as the interlacing of the two paths \( r \) and \( 1-g \), and then we proceed as follows: starting from level 0, if we read a 1 then we
write down the current level and go up one level in the alphabet 0 < 1 < 1 < 2 < ... and if we read a 0, we go down a level without writing down anything.

It is not hard to check that those definitions are equivalent, and that the following holds (see [2] Section 3 for detailed proves and examples).

**Theorem 2.2.** For $m, n \geq 1$, there is a bijective correspondence between $m \times n$ parallelogram polyominoes and Dyck words of length $m + n$ in the alphabet $\bar{0} < 1 < 1 < \bar{1} < 2 < ...$ with exactly one $\bar{0}$ (as first letter), exactly $m$ unbarred letters, and exactly $n$ barred letters.

We recall here that a *Dyck word* is a word $a_1 a_2 \cdots$ such that if $a_i < a_{i+1}$ then $a_{i+1}$ is the successor of $a_i$ in the alphabet.

2.2. **The statistics area and area.** There is a very natural statistic on parallelogram polyominoes, which is the area.

**Definition 2.3.** We define the statistic area on a parallelogram polyomino as the number of squares between the two paths, or equivalently as the sum of the letters of its area word.

For example the area of the polyomino in Figure 3 is 34.

We want to define a refinement of this statistic for suitably decorated parallelogram polyominoes. The correct spots to decorate are rises.

**Definition 2.4.** A rise of a parallelogram polyomino is a pair of consecutive letters in its area word such that the former is barred, and the latter is its successor in the alphabet (e.g. \(\bar{0}1\), \(\bar{1}2\), ...).

To decorate a rise, we decorate the barred letter on it. We do not decorate the first rise \(\bar{0}1\).

**Definition 2.5.** We define the statistic area on a parallelogram polyomino with some decorated rises as the sum of the letters of its area word, ignoring the decorated (barred) ones.

2.3. **The statistics bounce and bounce.** We have a second statistic, the bounce. It is computed by drawing the bounce path, which is another lattice path going from $(0, 0)$ to $(m, n)$.

To draw the bounce path, we draw a single horizontal step, then we pursue the following algorithm: draw vertical steps until the path hits the end of a horizontal red step; then draw horizontal steps until the path hits the end of a vertical green step; repeat until it reaches $(m, n)$.

Now, we attach to each step of the bounce path a letter of the alphabet $\bar{0} < 1 < \bar{1} < 2 < ...$ starting from $\bar{0}$ and going up a level each time the path changes direction. Let us call bounce word the sequence of letters we used. See Figure 4 for an example.

**Definition 2.6.** We define the statistic bounce on a parallelogram polyomino as the sum of the letters of its bounce word.

For example, the polyomino in Figure 4 has bounce word $011111112223334444$, so its bounce is 41.

We want to define a refinement of this statistic for suitably decorated parallelogram polyominoes. The correct spots to decorate are red peaks.

**Definition 2.7.** A red peak of a parallelogram polyomino is a pair of consecutive steps of the red path such that the former is vertical, and the latter is horizontal.

To decorate a red peak, we decorate the barred letter of the bounce word in the same column of its horizontal step. We do not decorate the leftmost peak. See Figure 4 for an example.

**Definition 2.8.** We define the statistic bounce on a parallelogram polyomino with some decorated red peaks as the sum of the letters of its bounce word, ignoring the decorated (barred) ones.

For example the bounce of the polyomino in Figure 4 is $41 - 1 - 3 = 37$. 
In [2, Section 4], the authors give a bijection $\zeta$. Theorem 4.1] extends to a bijection $\zeta$.

For example, the $\text{dinv}$ of the polyomino in Figure 3 is $32$.

We do not give a decorated version of this statistic. Indeed it can be defined, but the spots to decorate are not as nice as rises or red peaks. Furthermore, we do not need it to state our results.

The statistic $\text{dinv}$. We have also a third statistic, the $\text{dinv}$, first defined in [2]. Let us (mysteriously) call \textit{inversion} any pair of letters in the area word of a parallelogram polyomino such that the rightmost is the successor, in the usual alphabet, of the leftmost one.

Definition 2.9. We define the statistic $\text{dinv}$ on a parallelogram polyomino as the number of its inversions.

We have also a third statistic, the $\text{dinv}$, first defined in [2]. Let us (mysteriously) call \textit{inversion} any pair of letters in the area word of a parallelogram polyomino such that the rightmost is the successor, in the usual alphabet, of the leftmost one.

2.5. The $\zeta$ map. Before going on, let us fix some notation.

\begin{align*}
(57) \quad & \mathbb{P}(m, n) := \{ P \mid P \text{ is a } m \times n \text{ parallelogram polyomino}\} \\
(58) \quad & \mathbb{P}(m \backslash r, n) := \{ P \in \mathbb{P}(m, n) \mid P \text{ has } r 1's \text{ in its area word}\} \\
(59) \quad & \mathbb{P}(m, n)^{s_k} := \{ (P, *, \ldots, *) \mid P \in \mathbb{P}(m, n), * \text{ is a decoration on a rise}\} \\
(60) \quad & \mathbb{P}(m \backslash r, n)^{s_k} := \{ (P, *, \ldots, *) \mid P \in \mathbb{P}(m \backslash r, n), * \text{ is a decoration on a rise}\} \\
(61) \quad & \mathbb{P}(m, n)^{s_k} := \{ P \in \mathbb{P}(m, n) \mid P \text{ has } s 1's \text{ in its bounce word}\} \\
(62) \quad & \mathbb{P}(m, n)^{s_k} := \{ (P, *, \ldots, *) \mid P \in \mathbb{P}(m, n), * \text{ is a decoration on a red peak}\} \\
(63) \quad & \mathbb{P}(m, n \backslash s)^{s_k} := \{ (P, *, \ldots, *) \mid P \in \mathbb{P}(m, n \backslash s), * \text{ is a decoration on a red peak}\}
\end{align*}

In [2] Section 4, the authors give a bijection $\zeta: \mathbb{P}(m, n) \rightarrow \mathbb{P}(n, m)$ swapping (area, bounce) and (dinv, area). In fact, the same map has a stronger property.

Theorem 2.10. For $m \geq 1$, $n \geq 1$, $k \geq 0$, and $1 \leq r \leq m$, the bijection $\zeta: \mathbb{P}(m, n) \rightarrow \mathbb{P}(n, m)$ in [2] Theorem 4.1] extends to a bijection $\zeta: \mathbb{P}(m \backslash r, n)^{s_k} \rightarrow \mathbb{P}(n, m \backslash r)^{s_k}$ swapping (area, bounce) and (dinv, area).

Proof. First of all, let us recall the definition of the $\zeta$ map. Pick a parallelogram polyomino and draw its bounce path; then, project the labels of the bounce path on both the red and the green path. Now, build the area word of the image as follows: pick the first bounce point on the red path, and write down the $0$ and the $1$’s as they appear going downwards along the red path (in this case, the relative order will always be with the $0$ first, and all the $1$’s next). Then, go to the first bounce point on the green path, and insert the $1$’s after the correct number of $1$’s, in the same relative order in which they appear going downwards to the previous bounce point. If a letter is decorated, keep the decoration. Now, move to the second bounce point on the red path, and repeat. See Figure 4 for an example.

As proved in [2] Section 4], the result will be the area word of a $n \times m$ parallelogram polyomino. It is also proved that, area is mapped to $\text{dinv}$, since the squares of the starting parallelogram polyomino correspond to the inversions on the image.

Red peaks are mapped into rises, because when reading the red path top to bottom, one reads the horizontal step first, which corresponds to a barred letter, and the vertical step next, which correspond
to the next unbarred letter. Moreover, the decoration is kept on a letter with the same value. This implies that bounce is mapped to area.

Furthermore, by construction one has that the number of 1’s in the bounce word is equal to the number of 1’s in the area word of the image polyomino, since that area word is just an anagram of the bounce word of the starting one.

\[ \square \]

**Figure 5.** The first two steps needed to compute the \( \zeta \) map. The final image will be the parallelogram polyomino with area word 0111122233344443111.

2.6. \( q,t \)-enumerators. We now want to build and compute some \( q,t \)-enumerators for our sets. Let us define

\[
PP_{q,t}(m,n) := \sum_{P \in PP(m,n)} q^{area(P)} \cdot bounce(P) = \sum_{P \in PP(m,n)} q^{dinv(P)} \cdot area(P)
\]

which are proved to be equal in [2] Section 6. We analogously denote with a subscript \( q,t \) the \( q,t \)-enumerator for the other sets defined in Subsection 2.5 using the bistatistic \( (\hbox{dinv, area}) \) for (58) - (59) - (60), and the bistatistic \( (\hbox{area, bounce}) \) for (61) - (62) - (63).

We are now ready to state some recursions.

**Theorem 2.11.** For \( m \geq 1 \), \( n \geq 1 \), \( k \geq 0 \), and \( 1 \leq r \leq m \), the polynomials \( PP_{q,t}(m \setminus r, n)^{k} \) satisfy the recursion

\[
PP_{q,t}(m \setminus r, n)^{k} = t^{m+n-k-1} \sum_{s=1}^{n-1} q^{r+s} \sum_{h=0}^{k} \sum_{q \in \mathbb{Q}} \left( \begin{array}{c} s \end{array} \right)_{q} \frac{s}{h} \cdot PP_{q,t}(m-r \setminus u, n-s)^{k-h}
\]

with initial conditions

\[
PP_{q,t}(m \setminus m, n)^{0} = (qt)^{m+n-1} \sum_{n-1}^{m} \frac{m+n-2}{n-1} \]

and \( PP_{q,t}(m \setminus r, 1)^{k} = \delta_{m0} \delta_{k0} (qt)^{m} \).

**Proof.** Let \( P \) be a polyomino with \( k \) decorated rises, \( r \) be the number of 1’s in its area word, \( s \) be the number of \( 1 \)'s, \( h \) be the number of \( 1 \)'s with a decoration, and \( u \) be the number of 2’s. We want to build its area word.

The factor \( t^{m+n-k-1} \) takes care of the fact that every non-decorated letter but 0 contribute for at least one unit to the area. The factor \( q^{r} \) takes care of the \( \hbox{dinv} \) between the \( 0 \) and the \( 1 \)'s, and the factor \( q^{s} \left[ \begin{array}{c} r+s-1 \end{array} \right]_{q} \) takes care of the \( \hbox{dinv} \) between the \( 1 \)'s and the \( 1 \)'s. The factor \( q^{s} \left[ \begin{array}{c} r \end{array} \right]_{h} \) takes care of the \( \hbox{dinv} \) between the decorated \( 1 \)'s and the 2’s, where \( q^{s} \left[ \begin{array}{c} r \end{array} \right]_{h} \) is needed to take into account the fact that there is at least one 2 between two decorated \( 1 \)'s (think of this step as inserting \( h \) 2’s right after some 1, and then
decorating those $1$’s). Next, the factor $\left[\frac{s+u-h-1}{s-1}\right]_q$ takes care of the dinv between the not decorated $1$’s and the $2$’s (think of it as inserting the remaining $u-h$ $2$’s anywhere).

Finally, the contribution to dinv and area given by the letters greater or equal than $2$ is given by $PP_{q,t}(m-r \setminus u, n-s)^{k-h}$. In fact, if we remove from the area word of $P$ all the $1$’s and $1$’s, and then we lower by $1$ all the other entries but $0$, we get the area word of a polyomino in $PP(m-r \setminus u, n-s)^{k-h}$.

The initial conditions are easy to check, and this concludes the proof.

\[\square\]

**Theorem 2.12.** For $m \geq 1$, $n \geq 1$, $k \geq 0$, and $1 \leq s \leq n$, the polynomials $PP_{q,t}(m, n \setminus s)^{k}$ satisfy the recursion

\[
PP_{q,t}(m, n \setminus s)^k = t^{m+n-k-1} \sum_{r=1}^{m-1} q^{r+s} \left[\frac{r+s-1}{r}\right] \sum_{q,h=0}^{k} q^{(z)}_h \sum_{s=1}^{n-s} \sum_{v=1}^{r+v-h-1} PP_{q,t}(m-r, n-s \setminus v)^{k-h}
\]

with initial conditions

\[
PP_{q,t}(m, n \setminus n)^0 = (qt)^{m+n-1} \left[\frac{m+n-2}{m-1}\right]_q
\]

and $PP_{q,t}(1, n \setminus s)^{k} = \delta_{mn}\delta_{k0}(qt)^n$.

**Proof.** Let $P$ be a polyomino with $k$ decorated red peaks, $s$ be the the number of $1$’s in its bounce word (i.e. the length of the first vertical step of the bounce path), $r$ be the number of $1$’s in its bounce word (i.e. the length of the first horizontal step of the bounce path, ignoring the first step), $h$ be the number of decorations in the first $r+1$ columns, and $v$ be the number of $2$’s in the bounce path (i.e. the length of the second vertical step). We want to build its bounce word.

The factor $t^{m+n-k-1}$ takes care of the fact that every non-decorated letter in the bounce word but $0$ contribute for at least one unit to the bounce.

The factor $q^s$ takes care of the area of the rectangle delimited by the steps of the bounce path labelled by $0$ or $1$, and the first $s+1$ steps of the red path (highlighted in lime in Figure 6).

The factor $q^r \left[\frac{r+s-1}{r}\right]_q$ takes care of the area of the region delimited by the steps of the bounce path labelled by $1$ or $1$, and the first $s+1$ steps of the green path (highlighted in cyan in Figure 6).

The factor $q^{(z)}_h \left[\frac{r+v-h-1}{r-1}\right]_q$ takes care of the area of the rows corresponding to red peaks in the region delimited by the between the steps of the bounce path labelled by $1$ or $2$, and the steps of the red path from the $s+2$-th and the $r+s+v+1$-th (highlighted in pink in Figure 6), where $q^{(z)}_h$ is needed to take into account the fact that if there is a peak of a red path, then there must be a vertical step followed by a horizontal step.

Next, the factor $\left[\frac{r+v-h-1}{r-1}\right]_q$ takes care of the area of the remaining rows in the same region.

Finally, the contribution to area and bounce given by the rest of the polyomino is given by $PP_{q,t}(m-r, n-s \setminus v)^{k-h}$. In fact, if we consider the intersection of the original polyomino with the rectangle going from $(r, s)$ to $(m, n)$ (the orange rectangle in Figure 6) we get a polyomino in $PP_{q,t}(m-r, n-s \setminus v)^{k-h}$.

The initial conditions are easy to check, and this concludes the proof.

\[\square\]

**Corollary 2.13.** $PP_{q,t}(m \setminus r, n)^k = PP_{q,t}(m, n \setminus r)^k$.

### 3. Reduced parallelogram polyominoes

In this section we discuss a reduced version of the parallelogram polyominoes. Though these objects are strictly related to the original ones, it turns out that some combinatorial results that we will discuss later in the present article look more natural on these reduced siblings.
Condition 2 in Definition 2.1 implies that the red path has to begin with a vertical step and end with a horizontal step, while the green path has to begin with a horizontal step and end with a vertical step. We can adjust the definition in order to remove this restriction, and get reduced parallelogram polyominoes.

**Definition 3.1.** A $m \times n$ reduced parallelogram polyomino is a pair of $(m + n)$-tuples $(r, g)$, where $r = (r_1, \ldots, r_{m+n})$, $g = (g_1, \ldots, g_{m+n})$ are such that

1. $r_i, g_i \in \{0, 1\}$ for all $i$,
2. if $1 \leq i \leq m + n$, then $g_1 + \cdots + g_i \leq r_1 + \cdots + r_i$,
3. $g_1 + \cdots + g_{m+n} = r_1 + \cdots + r_{m+n} = n$.

Now, the red path can touch the green path in other points than the extremal two, possibly even with overlapping segments. It still cannot go below it. See Figure 7 for an example.

There is an obvious bijective correspondence $\phi$ between parallelogram polyominoes of size $m \times n$ and reduced parallelogram polyominoes of size $(m - 1) \times (n - 1)$, consisting in removing the first and the last step of both paths.

We can define the area word of a reduced parallelogram polyomino in the exact same way we did for standard parallelogram polyominoes. For convenience reasons, we artificially add a 0 at the beginning of the area word we get with the usual algorithm. This way, to get the area word of $\phi(P)$, we only need to remove the 0 at the beginning of the area word of $P$, and then decrease the value of all the letters by 1. For example, the area word of the reduced polyomino in Figure 7 is 00112200111121112110.

When working with reduced parallelogram polyominoes, the statistics area, bounce, and dinv get some sort of normalization.

3.1. **The statistics area and area.** For the area, the definition is natural.

**Definition 3.2.** We define the statistic area on a reduced parallelogram polyomino as the number of squares between the two paths, or equivalently as the sum of the letters of its area word.
For example, the area of the reduced polyomino in Figure 7 is 19.

Once again, we want to define a refinement of this statistic for decorated objects. We still have to decorate rises.

**Definition 3.3.** A rise of a reduced parallelogram polyomino is a pair of consecutive letters in its area word such that the former is barred, and the latter is its successor in the alphabet (e.g. $\bar{1}2$, $\bar{2}3$, ...).

This time, to decorate a rise, we decorate the unbarred letter on it. We can now decorate all the rises, since we do not have the initial (artificial) rise $\bar{0}1$ this time.

**Definition 3.4.** We define the statistic area on a parallelogram polyomino with some decorated rises as the sum of the letters of its area word, ignoring the decorated (unbarred) ones.

For the part concerning area, the difference is very minimal. If $P$ is a $m \times n$ parallelogram polyomino, we have that $\text{area}(P) = \text{area}(\phi(P)) + m + n - 1$, so $\phi$ is just a normalization. The only difference regards the decorated rises, since we have to ignore the unbarred letter instead, in order to get the equality $\text{area}(P) = \text{area}(\phi(P)) + m + n - 1$.

3.2. The statistics bounce and bounce. When it comes to the statistic bounce, things change a little bit more.

To draw the bounce path, the algorithm is slightly different. We proceed as follows: start from $(0,0)$ (no artificial first step) and draw horizontal steps until the path hits the beginning of a vertical green step; then draw vertical steps until the path hits the beginning of a horizontal red step; repeat until it reaches $(m,n)$.

Now, we attach to each step of the bounce path a letter of the alphabet $0 < \bar{0} < 1 < \bar{1} < 2 < \ldots$ starting from 0 and going up a level each time the path changes direction. Once again, call bounce word the sequence of letters we used. Notice that we might not use any 0 (i.e. if both the paths start horizontally).

See Figure 7 for an example.

**Definition 3.5.** We define the statistic bounce on a parallelogram polyomino as the sum of the letters of its bounce word.

So the reduced polyomino in Figure 7 has bounce word $00\bar{0}0\bar{0}0\bar{0}0\bar{0}11111\bar{1}22222\bar{2}$, so its bounce is 21.

We again want a refinement of this statistic for decorated objects. This time, the correct spots to decorate are green peaks.

**Definition 3.6.** A green peak of a parallelogram polyomino is a pair of consecutive steps of the green path such that the former is vertical, and the latter is horizontal.

To decorate a green peak, we decorate the unbarred letter of the bounce word in the same column of its horizontal step. As for the area, we are now allowed to decorate any peak.

**Definition 3.7.** We define the statistic bounce on a reduced parallelogram polyomino with some decorated green peaks as the sum of the letters of its bounce word, ignoring the decorated (unbarred) ones.

For example the reduced polyomino in Figure 7 has two decorated green peaks, and its bounce is $21 - 1 - 2 = 18$.

The difference with the standard case is now more evident, since the starting direction is different, the bouncing algorithm is different, and so are the spots to decorate. Let $s(P)$ be the reflection along the line $x = y$; it swaps the green and the red path, and maps red peaks into green valleys. Move a decoration on a green valley into the green peak in the same row (there is always exactly one). Then, we have that $\text{bounce}(s(P)) = \text{bounce}(\phi(P)) + m + n - 1$.

In particular, the bounce path of $s(P)$ can be obtained by starting from $(0,0)$, drawing a horizontal step labelled with $\bar{0}$, then drawing a vertical step labelled by 1, then reflecting the bounce path of $\phi(P)$ along the line $x = y$ and copying it while increasing all its labels by 1.
3.3. The statistic \( \text{dinv} \). When it comes to the \( \text{dinv} \), the definition is intrinsically different. Let us (legitimately) call \emph{inversion} any pair of letters in the area word of a parallelogram polyomino such that the leftmost is the successor, in the usual alphabet, of the rightmost one.

**Definition 3.8.** We define the statistic \( \text{dinv} \) on a reduced parallelogram polyomino as the number of its inversions.

For example, the \( \text{dinv} \) of the reduced polyomino in Figure 7, whose area word is 00112200111111111110, is 28.

This time, we do not in general have that \( \text{dinv}(P) = \text{dinv}(\phi(P)) + m + n - 1 \) or similar formulas. This substantially different definition of the \( \text{dinv} \) statistic will come out to be quite handy later. It is also the main reason to introduce these reduced objects (but not the only one).

3.4. The \( \zeta \) map. As in the previous case, we have a bijection swapping \( (\text{area, bounce}) \) and \( (\text{dinv, area}) \). This time, it does not swap height and width. Let us fix some notation again.

\[
\begin{align*}
\text{RP}(m, n) &= \{ P \mid P \text{ is a } m \times n \text{ reduced parallelogram polyomino} \} \\
\text{RP}(m, r, n)^0 &= \{ P \in \text{RP}(m, n) \mid P \text{ has } 0\text{'s in its area word} \} \\
\text{RP}(m, n)^+ &= \{(P, \star_1, \ldots, \star_k) \mid P \in \text{RP}(m, n), \star_i \text{ is a decoration on a rise}\} \\
\text{RP}(m, r, n)^k &= \{(P, \star_1, \ldots, \star_k) \mid P \in \text{RP}(m, r, n)^0, \star_i \text{ is a decoration on a rise}\} \\
\text{RP}(m, n)^0 &= \{ P \in \text{RP}(m, n) \mid P \text{ has } r - 1 \text{ 0's in its bounce word} \} \\
\text{RP}(m, n)^k &= \{(P, \bullet_1, \ldots, \bullet_k) \mid P \in \text{RP}(m, n), \bullet_i \text{ is a decoration on a green peak}\} \\
\text{RP}(m, r, n)^k &= \{(P, \bullet_1, \ldots, \bullet_k) \mid P \in \text{RP}(m, r, n)^0, \bullet_i \text{ is a decoration on a green peak}\}
\end{align*}
\]

Notice that we are including the first, artificial 0 in (65) and that we replaced \( r \) with \( r - 1 \) in (68). In particular, \( r \) can be equal to \( m + 1 \).

**Theorem 3.9.** For \( m \geq 0, n \geq 0, k \geq 0, \) and \( 1 \leq r \leq m + 1 \), there is a bijection \( \zeta : \text{RP}(m, r, n)^k \to \text{RP}(m, r, n)^k \) sending the bistatistic \( (\text{area, bounce}) \) into \( (\text{dinv, area}) \).

**Proof.** The bijection is essentially the same as the one in Theorem 2.10. The only difference is that we have to read the interlacing going upwards along the paths (i.e. bottom to top, left to right), and that we have to add the artificial 0 at the beginning of the area word of the image. \( \square \)

3.5. \( q, t \)-enumerators. Let us define the \( q, t \)-enumerators for those new sets analogously as we did for standard decorated parallelogram polyominoes. It is immediate that

\[
\text{PP}_{q, t}(m, n) = (qt)^{m+n-1} \cdot \text{RP}_{q, t}(m-1, n-1)
\]

where the \( q, t \)-enumerator for \( \text{RP}(m-1, n-1) \) is built using the bistatistic \( (\text{area, bounce}) \). This implies that the latter is symmetric in \( m \) and \( n \); combining this fact with Theorem 3.9 we deduce that we could have equivalently used \( (\text{dinv, area}) \) instead.

**Proposition 3.10.** \( \text{PP}_{q, t}(m, m \backslash r)^k = (qt)^{m+n-1} \cdot \text{RP}_{q, t}(m-1 \backslash r, n-1)^k \).

**Proof.** Applying \( \phi \circ s \) we get that both statistics decrease by \( m + n - 1 \), and the thesis follows. \( \square \)

**Proposition 3.11.** For \( m \geq 1, n \geq 1, k \geq 0, \) and \( 0 \leq r \leq m \), we have

\[
\text{PP}_{q, t}(m \backslash r, n)^k = (qt)^{m+n-1} \cdot \text{RP}_{q, t}(m-1 \backslash r, n-1)^k.
\]

**Proof.** Applying \( \zeta \) to both terms we get the statement in Proposition 3.10. \( \square \)

We also have recursions for these sets.
Theorem 3.12. For \( m \geq 0, n \geq 0, k \geq 0, \) and \( 1 \leq r \leq m + 1, \) the polynomials \( \text{RP}_{q,t}(m \backslash r, n) \) satisfy the recursion

\[
\text{RP}_{q,t}(m \backslash r, n) = \sum_{s=1}^{n} \binom{r + s - 1}{s} \sum_{h=0}^{k} q^h \binom{s}{h} \text{RP}_{q,t}(m - r \backslash u, n - s) \]

with initial conditions

\[
\text{RP}_{q,t}(m \backslash m + 1, n) = \binom{m + n}{m}
\]

and \( \text{RP}_{q,t}(m \backslash r, 0) = \delta_{k0} \delta_{r}(m+1). \)

Theorem 3.13. For \( m \geq 0, n \geq 0, k \geq 0, \) and \( 1 \leq s \leq n + 1, \) the polynomials \( \text{RP}_{q,t}(m, n) \) satisfy the recursion

\[
\text{RP}_{q,t}(m \backslash r, n) = \sum_{s=1}^{n} \binom{r + s - 1}{s} \sum_{h=0}^{k} q^h \binom{s}{h} \text{RP}_{q,t}(m - r \backslash u, n - s) \]

with initial conditions

\[
\text{RP}_{q,t}(m \backslash m + 1, n) = \binom{m + n}{m}
\]

and \( \text{RP}_{q,t}(m \backslash r, 0) = \delta_{k0} \delta_{r}(m+1). \)

Both of these can be proved either directly, with the same argument used in Theorem 2.11 and Theorem 2.12, or from the statements of these theorems using Proposition 3.11 and Proposition 3.10.

4. Two cars parking functions

Two cars parking functions often appear in problems related to the Delta conjecture. They were first introduced in [16] (as two-shuffle parking functions). As we are going to see, they are closely related to parallelogram polyominoes.

Definition 4.1. A parking function is a Dyck path in which every vertical step is assigned a label, that must be a positive integer, and these are increasing along columns (see Figure 8).

![Figure 8](image-url)

We can assign an area word to a parking function in the usual way, in which the \( i \)-th letter is the number of full squares between the vertical step in row \( i \) and the main diagonal. This allows us to write a parking function as a sequence of dominoes

\[
\begin{array}{cccc}
& a_1 & b_1 & \\
& & a_2 & b_2 \\
& & & \vdots \\
& & & b_n \\
\end{array}
\]
where $a_i$ is the $i$-th label, and $b_i$ is the $i$-th letter of the area word. For example, the parking function in Figure 8 has domino sequence

$$0 \ 2 \ 1 \ 2 \ 5 \ 1 \ 3 \ 4 \ 2 \ 6$$

Let us recall some general definitions about parking functions.

**Definition 4.2.** We define the statistic $\text{area}$ on a parking function as the sum of the letters of its area word.

For example the parking function in Figure 8 has $\text{area} = 12$.

We can then decorate rises, which are pairs of consecutive vertical steps. Then we can define the statistic $\text{area}$ on decorated parking functions as the sum of the letters of the area word, ignoring the ones attached to the topmost step of a decorated rise.

**Definition 4.3.** We define the statistic $\text{dinv}$ on a parking function as the number of inversions, i.e. the pairs $(i,j)$ with $i < j$ such that $b_i = b_j$ and $a_i < a_j$, or $b_i = b_j + 1$ and $a_i > a_j$.

A two cars parking function is a parking function in which labels can only have value 1 or 2 (see Figure 9).

These objects obviously inherit $\text{dinv}$ and $\text{area}$ statistics from general parking functions.

![Figure 9. A two cars parking function with five 1’s and six 2’s.](image_url)

4.1. **The statistic $\text{pmaj}$.** We have another statistic on parking functions, the $\text{pmaj}$. It was first introduced in [22] and [23] for those parking functions in which the labels run from 1 to $n$, where $n$ is the size of the path.

Here we give a slight modification of the algorithm used to compute the $\text{pmaj}$ that allows us to extend the definition for those parking functions with repeated labels.

**Definition 4.4.** We define the statistic $\text{pmaj}$ on a parking function $PF$ of size $n$ as follows.

Let $C_1$ be the multiset containing the labels appearing in the first column of $PF$, and let $w_1 := \max C_1$. Then, at step $i$, let $C_i$ be the multiset obtained from $C_{i-1}$ by removing $w_{i-1}$ and adding all the labels in the $i$-th column of the $PF$; let $w_i := \max \{ a \in C_i \mid a \leq w_{i-1} \}$ if this last set is non-empty, and $w_i := \max C_i$ otherwise. Set $w := w_1w_2\cdots w_n$. Finally, we define $\text{pmaj}(PF) := \text{maj}(w_nw_{n-1}\cdots w_1)$, where $\text{maj}$ is the usual major index on words, i.e. $\text{maj}(a_1a_2\cdots a_k)$ is the sum of the $i$ such that $a_i > a_{i+1}$, for $i = 1, 2, \ldots, k - 1$.

For the two cars parking function in Figure 9 we have $w = 2211222111$, hence its $\text{pmaj}$ is 7. It is known that this $\text{pmaj}$ statistic specializes to the usual bounce statistic on Dyck paths if the label in row $i$ is $i$ for all $i$. 
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4.2. A statistics preserving bijection. Let us fix some notation.

\begin{align*}
(71) \quad \text{PF}^2(m, n) & := \{PF \mid PF \text{ is a two car parking function with } n \text{ 1's and } m \text{ 2's} \} \\
(72) \quad \text{PF}^2(m \setminus r, n) & := \{PF \in \text{PF}^2(m, n) \mid PF \text{ has } r-1 \text{ 2's on the main diagonal} \} \\
(73) \quad \text{PF}^2(m, n)^s & := \{(PF, \star^1, \ldots, \star^s) \mid PF \in \text{PF}^2(m, n), \ \star_i \text{ is a decoration on a rise} \} \\
(74) \quad \text{PF}^2(m \setminus r, n)^s & := \{(PF, \star^1, \ldots, \star^s) \mid PF \in \text{PF}^2(m \setminus r, n), \ \star_i \text{ is a decoration on a rise} \}
\end{align*}

And as usual we add a subscript \(q, t\) to denote the relevant \(q, t\)-enumerators. We have the following result.

Theorem 4.5. For \(m \geq 0, n \geq 0, k \geq 0, \) and \(1 \leq r \leq m + 1, \) there exists a bijection \(\psi: \text{RP}(m \setminus r, n)^s \rightarrow \text{PF}^2(m \setminus r, n)^s \) such that \((\text{dinv}(P), \text{area}(P)) = (\text{dinv}(\psi(P)), \text{area}(\psi(P))) \) for all \(P \in \text{RP}(m \setminus r, n)^s \).

Proof. Given the area word of a reduced polyomino, remove the initial artificial 0. Let \(b_i\) be the value of the \(i\)-th letter, and \(a_i\) be 1 if the \(i\)-th letter is barred, and 2 if it is not. This gives the area word of a two cars parking function. Keep the decorations as they are. Both the statistics are trivially preserved (the area word is the same, and the inversions are also the same).

We can immediately derive the following corollary.

Corollary 4.6. For \(m \geq 0, n \geq 0, k \geq 0, \) and \(1 \leq r \leq m + 1, \) we have

\[\text{RP}_{q, t}(m \setminus r, n)^s = \text{PF}^2_{q, t}(m \setminus r, n)^s.\]

As we have seen, this map preserves the bistatistic \((\text{dinv}, \text{area})\) in a trivial way. The non-trivial result is the following.

Theorem 4.7. Let \(P\) be a reduced polyomino of size \(m \times n.\) Then \(\text{bounce}(P) = \text{pmaj}(\psi(P)).\)

Proof. It is easy to see that the diagonals of slope \(-1\) in \(P\) correspond to the columns in \(\psi(P),\) in the sense that we have a 1 (resp. a 2) in column \(i\) if and only if we have a vertical red step (resp. horizontal green step) between the diagonals \(x + y = i - 1\) and \(x + y = i.\) This is a consequence of the way the area word of a reduced parallelogram polyomino is computed (see Figure 3).

Hence, while writing down \(w\) according to the \(\text{pmaj}\) algorithm, we write down 2’s until we reach the first column with no 2’s (that could be the actual first one, in which case we write no 2’s). This means that, on the polyomino, we hit the first diagonal with no horizontal green steps (hence with a vertical green step), so the bounce path is changing direction for the first time. Suppose that we wrote down \(r - 1\) 2’s.

Now we want to prove that, if we are writing down a 1 in \(w,\) then the bounce path is going upwards. This is trivially true at step \(r\) because the bounce path just hit the beginning of a vertical green step.

Then, at step \(r + i,\) if \(w_{r+i-1} = 1\) then \(w_{r+i} = 1\) if and only if there are at least \(i\) 1’s in the first \(r + i\) columns. This means that there are at least \(i\) vertical red steps between the diagonals \(x + y = 0\) and \(x + y = r + i,\) which implies that the \(r + i\)-th red step is at least at height \(i,\) hence the bounce path could not have hit any horizontal red step before its \(r + i\)-th step, therefore the \(r + i\)-th step of the bounce path is vertical.

Then, suppose that we wrote down \(r - 1\) 2’s, and the next 2 in \(w\) is in position \(r + s\) (which will conventionally be \(m + n + 1\) if there are no more 2’s). This means that there is no 1 in column \(r + s,\) and that there are exactly \(s\) 1’s in the first \(r + s - 1\) columns. In the polyomino, it means that there are exactly \(s\) vertical red steps between the diagonals \(x + y = 0\) and \(x + y = r + s - 1,\) that there is a horizontal red step between the diagonals \(x + y = r + s - 1\) and \(x + y = r + s.\) Since it must be exactly at height \(s,\) the bounce path hits it after \(r + s - 1\) steps (see Figure 10).

Now, if \(r + s = m + n + 1\) both \(\text{bounce}(s(P))\) and \(\text{pmaj}(\psi(P))\) are equal to 0, and we are done. If \(r + s \neq m + n + 1\) then \(w\) reversed has a descent at position \(m + n + 1 - r - s,\) and none before that.

The bounce word starts with \(r - 1\) 0’s and \(s\) 0’s, and its remaining \(m + n + 1 - r - s\) letters contribute at least to the bounce. We can now use a recursive argument on the polyomino delimited by the rectangle \((r, s)\) and \((m, n)\) (we should ignore the step from \((r - 1, s)\) to \((r, s)\), since it is forced to be horizontal), and word \(w_{r+s+1} \cdots w_{m+n}.\) The thesis follows.
Figure 10. The reduced polyomino corresponding to the two cars parking function in Figure 9. Notice that the bounce word 0000111111 follows the same pattern as the pmaj word 22112222111 of the parking function.

4.3. $q, t$-enumerators. In [27], the author gives a recursion for rise-decorated two cars parking functions. Of course we have the following.

**Theorem 4.8** ([27 Proposition 5.3.3.1]). For $m \geq 0$, $n \geq 0$, $k \geq 0$, and $1 \leq r \leq m+1$, the polynomials $\text{PF}^2_{q,t}(m \setminus r, n)^*k$ satisfy the recursion

$$\text{PF}^2_{q,t}(m \setminus r, n)^*k = \sum_{s=1}^{m+n+1-r-s-k} \binom{r+s-1}{s} \sum_{h=0}^{k} q^{\binom{h}{2}} \left[ \binom{s}{h} \right]_q \times \sum_{u=1}^{m-r+1} \left[ s+u-h-1 \right]_q \text{PF}^2_{q,t}(m-r \setminus u, n-s)^*k-h$$

with initial conditions

$$\text{PF}^2_{q,t}(m \setminus m+1, n)^*0 = \binom{m+n}{m}_q$$

and $\text{PF}^2_{q,t}(m \set \setminus r, 0)^*k = \delta_{k0} \delta_{r(m+1)}$.

This is exactly the same recursion held in Theorem 3.12, and it can be easily derived from that using Theorem 4.5.

Let us recall the notation used in [27 Section 5.2.2] for two cars parking functions (refer to it for the full definitions). We have that the set $\text{RT}^{(r-1)}_{a,b,k}(q,t)$ defined there and the set $\text{PF}^2_{q,t}(m \set \setminus r, n)^*k$ defined in this paper are actually the same.

We now want to explicitly check that the recursion in [27 Proposition 5.3.3.1] for $\text{RT}^{(r-1)}_{a,m,k}(q,t)$ and the one in Theorem 4.8 for $\text{PF}^2_{q,t}(m \set \setminus r, n)^*k$ are equivalent, since they are stated differently.

**Proposition 4.9.** $\text{PF}^2_{q,t}(m \set \setminus r, n)^*k$ and $\text{RT}^{(r-1)}_{a,m,k}(q,t)$ satisfy the same recursion.

**Proof.** First of all, by definition we have

$$\text{RT}^{(r,s)}_{a,b,k}(q,t) = \sum_{r=1}^{a} \sum_{s=0}^{k} \text{RT}^{(r,s,i)}_{a,b,k}(q,t)$$

and, since any parking function with $k$ decorated rises has either $k$ or $k-1$ decorated rises which are not the first one, it holds that

$$\text{RT}^{(r,s,i)}_{a,b,k}(q,t) = \text{RT}^{(r,s,i)}_{a,b,k}(q,t) + t^{-1} \text{RT}^{(r,s,i-1)}_{a,b,k-1}(q,t)$$
where $t^{-1}$ takes into account the fact that we are adding a decoration to the first rise. We can thus rewrite the recursion as

$$
RT^{(r,s,i)}(q,t) + t^{-1}RT^{(r,s,i-1)}(q,t)
$$

and now replacing $RT^{(r,s,i-1)}(q,t)$ we have

$$
RT^{(r,s,i)}(q,t) = q^i q^s \sum_{h=1}^{b-s} \left[ \begin{array}{c} h-1 \\ i \\ q \\ h \end{array} \right] \left[ \begin{array}{c} h+r-i-1 \\ h \end{array} \right] q^{h-r-i} \left[ \begin{array}{c} h+r-i \\ h \end{array} \right] q^{h-r-i} RT^{(h-1)}(q,t)
$$

and then as

$$
RT^{(r,s,i)}(q,t) = q^i q^s \sum_{h=1}^{b-s} \left[ \begin{array}{c} h-1 \\ i \\ q \end{array} \right] \left[ \begin{array}{c} h+r-i-1 \\ h \end{array} \right] \left[ \begin{array}{c} h+r-i \\ h \end{array} \right] q^{h-r-i} RT^{(h-1)}(q,t)
$$

Using [7] Lemma 2.12], i.e. the identity

$$
q^i q^s \sum_{h=1}^{b-s} \left[ \begin{array}{c} h-1 \\ i \\ q \end{array} \right] \left[ \begin{array}{c} h+r-i-1 \\ h \end{array} \right] \left[ \begin{array}{c} h+r-i \\ h \end{array} \right] q^{h-r-i} = \left[ \begin{array}{c} r \\ i \\ q \end{array} \right] \left[ \begin{array}{c} h+r-i-1 \\ h-i \end{array} \right]
$$

we have

$$
RT^{(r,s,i)}(q,t) = q^i q^s \sum_{h=1}^{b-s} \left[ \begin{array}{c} h-1 \\ i \\ q \end{array} \right] \left[ \begin{array}{c} h+r-i-1 \\ h \end{array} \right] \left[ \begin{array}{c} h+r-i \\ h \end{array} \right] q^{h-r-i} RT^{(h-1)}(q,t)
$$

and now summing over $r$ and $i$ we get

$$
RT^{(a,b,k)}(q,t) = \sum_{r=0}^{b-s} \sum_{i=0}^{r} q^i q^s \sum_{h=1}^{b-s} \left[ \begin{array}{c} h-1 \\ i \\ q \end{array} \right] \left[ \begin{array}{c} h+r-i-1 \\ h \end{array} \right] \left[ \begin{array}{c} h+r-i \\ h \end{array} \right] q^{h-r-i} RT^{(h-1)}(q,t)
$$

Making the substitutions

- $a \mapsto n$
- $b \mapsto m$
- $r \mapsto 1$
- $s \mapsto h$

we get

$$
RT^{(n,m,k)}(q,t) = \sum_{s=1}^{n} \sum_{h=0}^{m+n-1} \sum_{u=1}^{m-n-s-k+1} q^i q^s \left[ \begin{array}{c} r+s-1 \\ s \\ q \end{array} \right] \left[ \begin{array}{c} u+s-h-1 \\ s-1 \\ q \end{array} \right] RT^{(u-1)}(q,t)
$$

and now replacing $RT^{(n,m,k)}(q,t)$ with $\muF_2(\mu|r,n)^{k}$ we get the recursion in Theorem [8] as desired.

### 5. Symmetric functions

In this section we prove a few identities of symmetric functions.

#### 5.1. Two identities.

**Theorem 5.1.** Let $m, n, k \in \mathbb{N}, m \geq 0, n \geq 0$ and $n \geq k \geq 0$. Then

$$
\langle \Delta_{h_m} e_{n+1}, s_{k+1,n-k} \rangle = \langle \Delta_{e_{m+n-k}} e_{m+n}, h_m h_n \rangle.
$$

In particular

$$
\langle \Delta_{h_m} e_{n+1}, s_{k+1,n-k} \rangle = \langle \Delta_{e_{n+1}} e_{m+n-k}, s_{k+1,m-k} \rangle.
$$
Proof. Using (46), we have

\[ \langle \Delta h_{m+1} e_{n+1}, h_{k+1} e_{n-k} \rangle = \langle \Delta h_{m} e_{n-k} e_{n+1}, h_{n+1} \rangle \]

(using (48)) = \langle \Delta e_{m} e_{m+n-k}, e_{m} h_{n-k} \rangle

(using (46)) = \langle \Delta e_{m} e_{m+n-k}, e_{m+n-k} h_{n} \rangle

(using (48)) = \langle \Delta e_{m} e_{m+n-k}, e_{m+n}, h_{m} h_{n} \rangle.

Now using this identity, (23) and the classical

\[ h_{k+1} e_{n-k} = s_{k+2} e_{n-k+1} + s_{k+1} e_{n-k}, \]  

we get

\[ \langle \Delta h_{m} e_{n+1}, s_{k+1} e_{n-k} \rangle = \sum_{j \geq 0} (-1)^j \langle \Delta h_{m} e_{n+1}, h_{k+1+j} e_{n-k-j} \rangle \]

= \sum_{j \geq 0} (-1)^j \langle \Delta e_{m+n-k-1-j} e_{m+n}, h_{m} h_{n} \rangle

= \langle \Delta' e_{m+n-k} e_{m+n}, h_{m} h_{n} \rangle.

This proves (75). Now (76) follows immediately from the fact that the right hand side of (75) is obviously symmetric in \( m \) and \( n \). \( \square \)

For the next theorem we need the following lemma from [7].

**Lemma 5.2** ([7, Lemma 5.2]). For every \( n, k \in \mathbb{N} \), with \( n > k \geq 1 \), \( \beta \vdash n \), we have

\[ e_{n-k-1} [B_{\beta} - 1] B_{\beta} = \sum_{\gamma \subseteq \beta} e^{(k)}_{\beta \gamma} B_{\gamma} T_{\gamma}. \]  

**Theorem 5.3.** Let \( m, n, k \in \mathbb{N} \), \( m \geq 0 \), \( n \geq 0 \) and \( m \geq k \geq 0 \). Then

\[ \sum_{r=1}^{m-k+1} t^{m-k-r+1} \langle \Delta h_{m-k-r+1} e_{n} \left[ X \frac{1-q^r}{1-q} \right], e_{n} \rangle = \langle \Delta h_{m} e_{n+1}, s_{k+1} e_{n-k} \rangle. \]
Proof. Using (44), we have

\[ \sum_{r=1}^{m-k+1} t^{m-k-r+1} \langle \Delta h_{m-k-r+1} \Delta e_r \alpha \rangle \left[ \frac{X^{1-q^r}}{1-q} , e_n \right] \]

\[ = \sum_{r=1}^{m-k+1} t^{m-k-r+1} \left( \prod_{\mu \in \nu} h_{m-r-k+1}[B_{\mu}] e_k[B_{\mu}]T_{\mu} \right) \]

\[ = \sum_{\mu \in \nu} \left( \sum_{r=1}^{m-k+1} t^{m-k-r+1} (1-q^r) h_{r}[(1-t)B_{\mu}] h_{m-r-k+1}[B_{\mu}] \right) \prod_{\mu \in \nu} e_k[B_{\mu}]T_{\mu} \]

(\text{using (51)})

\[ = \sum_{\mu \in \nu} \left( \prod_{\mu \in \nu} \Pi^{-\gamma}_{\mu} \nabla E_{m-k+1,r}[X] |_{X=MB_{\mu}} \right) \prod_{\mu \in \nu} e_k[B_{\mu}]T_{\mu} \]

(\text{using (12)})

\[ = \sum_{\mu \in \nu} \left( \prod_{\mu \in \nu} T_{\gamma} B_{\mu} \frac{MB_{\mu}}{w_{\gamma}} \hat{H}_{\gamma}[MB_{\mu}] \right) \prod_{\mu \in \nu} e_k[B_{\mu}]T_{\mu} \]

(\text{using (53)})

\[ = \sum_{\gamma \in \nu} \sum_{\mu \in \nu} T_{\gamma} M B_{\mu} \frac{MB_{\mu}}{w_{\gamma}} \hat{H}_{\gamma}[MB_{\mu}] \]

(\text{using (24)})

\[ = \sum_{\gamma \in \nu} \sum_{\alpha \in \gamma} M \Pi_{\alpha} h_{n} \left[ \frac{MB_{\mu}}{M} \right] T_{\gamma} B_{\mu} \frac{d^{(k)}_{\alpha}}{w_{\gamma}} \]

(\text{using (15)})

\[ = \sum_{\alpha \in m+1} \sum_{\gamma \in k} M \Pi_{\alpha} h_{n} \left[ B_{\alpha} \right] T_{\gamma} B_{\mu} \frac{d^{(k)}_{\alpha}}{w_{\gamma}} \]

(\text{using (29)})

\[ = \sum_{\alpha \in m+1} M \Pi_{\alpha} h_{n} \left[ B_{\alpha} \right] \sum_{\gamma \in k} T_{\gamma} B_{\mu} \frac{d^{(k)}_{\alpha}}{w_{\gamma}} \]

(\text{using (75)})

\[ = \sum_{\alpha \in m+1} M \Pi_{\alpha} h_{n} \left[ B_{\alpha} \right] \frac{d^{(k)}_{\alpha}}{w_{\gamma}} \]

(\text{using (15)})

\[ = \langle \Delta h_{m} e_{m+1} , s_{k+1,m-k} \rangle \]

(\text{using (70)})

\[ = \langle \Delta h_{m} e_{m+1} , s_{k+1,m-k} \rangle \]

(\text{using (70)})

The following corollary is an immediate consequence of the results in this section.

**Corollary 5.4.** Let \( m, n, k \in \mathbb{N}, m \geq 0, n \geq 0 \) and \( m \geq k \geq 0 \). Then

\[ \sum_{r=1}^{m-k+1} t^{m-k-r+1} \langle \Delta h_{m-k-r+1} \Delta e_r \alpha \rangle \left[ \frac{X^{1-q^r}}{1-q} , e_n \right] = \langle \Delta'_{e_{m+n-1}} e_{m+n} , h_{m} h_{n} \rangle. \]

6. Main results

Our polynomials \( R_{q,t}(m,r,n)^{k} \) give a combinatorial interpretation for certain symmetric functions. The following theorem is the main result of the present article.

**Theorem 6.1.** For \( m \geq 0, n \geq 0, k \geq 0, \) and \( 1 \leq r \leq m+1 \), we have

\[ R_{q,t}(m,r,n)^{k} = t^{m-k-r+1} \langle \Delta h_{m-k-r+1} \Delta e_r \alpha \rangle \left[ \frac{X^{1-q^r}}{1-q} , e_n \right]. \]
Proof. It’s enough to show that \( RP_{q,t}(m \setminus r, n)^s k \) and
\[
ℓ_{n-m-k-r+1} \langle Δ_{n-m-k-r+1} Δ_{m} e_n \left[ \frac{X^{1-q^s}}{1-q} \right], e_n \rangle
\]
satisfy the same recursion. We already gave the one for \( RP_{q,t}(m \setminus r, n)^s k \).

First of all, we need to look at Theorem 1.6. Then we slightly change the statement. If we allow \( h \) to be \( 0 \) in the third sum, then since \( F_{n,0}^{d,0} = 0 \) unless \( n = t = d = 0 \), the only extra term in the sum is the one with \( ℓ = j \), \( n = k + ℓ \), \( k = d + s \), and in that case its value agrees with the term
\[
χ(n = k + ℓ) q^\left( \frac{s-r}{2} \right) \left[ \frac{n-1}{ℓ} \right] q \left[ \frac{k}{d} \right] q
\]
so it follows that we can allow the sum to start from \( 0 \) if we delete that initial term. Then we make the following substitutions:

- \( n \mapsto n + m - k - r + 1 \)
- \( ℓ \mapsto m - k - r + 1 \)
- \( d \mapsto n - k \)
- \( k \mapsto s \)

and we get the following recursion (with \( s \mapsto h \), \( h \mapsto j \), and \( j \mapsto u \) as indices).
\[
F_{n-k,m-k-r+1} = \sum_{u=0}^{n-m-k-r+1-s} \sum_{h=0}^{n-k-r+1-s-u} \sum_{j=0}^{n-m-k-r+1-s-u} ℓ^{n-m-k-r+1-s-u} \times q^\left( \frac{s}{2} \right) \left[ \frac{s+u-1}{h} q \right] \left[ \frac{h+u+j-1}{u} q \right] F_{n-k-s+h,m-k-r+1-u}^{d,ℓ} = 0
\]

Now, recall from 11] that
\[
e_n \left[ \frac{X^{1-q^s}}{1-q} \right] = \sum_{k=1}^{n} \left[ \frac{k+r-1}{k} \right] E_n,k
\]
and the definition
\[
F_{n,k}^{d,ℓ} = \langle Δ_{n} Δ_{n-ℓ} E_n,k, e_n-ℓ \rangle,
\]
so, replacing this in the recursion, we get
\[
\langle Δ_{n-m-k-r+1} Δ_{m} E_n,s, e_n \rangle = \sum_{u=0}^{n-m-k-r+1-s} \sum_{h=0}^{n-m-k-r+1-s-u} \sum_{j=0}^{n-m-k-r+1-s-u} ℓ^{n-m-k-r+1-s-u} \times q^\left( \frac{s}{2} \right) \left[ \frac{s+u-1}{h} q \right] \left[ \frac{h+u+j-1}{u} q \right] \langle Δ_{n-m-k-r+1-u} Δ_{m} E_n,s, e_n-s \rangle
\]
that, since \( E_{n,j} = 0 \) if \( j > n \), and \( m - k - r + 1 > 0 \), we can rewrite as
\[
\langle Δ_{n-m-k-r+1} Δ_{m} E_n,s, e_n \rangle = \sum_{u=0}^{n-m-k-r+1-s} \sum_{h=0}^{n-m-k-r+1-s-u} ℓ^{n-m-k-r+1-s-u} \times q^\left( \frac{s}{2} \right) \left[ \frac{s+u-1}{h} q \right] \langle Δ_{n-m-k-r+1-u} Δ_{m} E_n-s, e_n-s \rangle \left[ \frac{X^{1-q^s}}{1-q} \right] e_n-s
\]
Multiplying by \( [r+s-1] q^{s-1} \) and summing over \( s \) from 1 to \( n \), we get
\[
\langle Δ_{n-m-k-r+1} Δ_{m} e_n \left[ \frac{X^{1-q^s}}{1-q} \right], e_n \rangle = \sum_{s=1}^{n} \sum_{u=0}^{n-m-k-r+1-s} \sum_{h=0}^{n-m-k-r+1-s-u} ℓ^{n-m-k-r+1-s-u} \times q^\left( \frac{s}{2} \right) \left[ \frac{r+s-1}{s} q \right] \left[ \frac{s+u-1}{j} q \right] \langle Δ_{n-m-k-r+1-u} Δ_{m} e_n-s \rangle \left[ \frac{X^{1-q^s}}{1-q} \right], e_n-s \rangle.
\]
We define the statistic $\text{pmaj}$ on these objects.

For $C$ be the multiset containing the labels appearing in the first column of $LP$, and let $w_1 := \max C$. For $i > 1$, at step $i$, if $g_i = 1$ (i.e. the $i$-th step of the green path is vertical) let $C_i = C_{i-1} \setminus \{w_{i-1}\}$; if $g_i = 0$ (i.e. the $i$-th step is horizontal) let $C_i$ be the multiset obtained from $C_{i-1}$ by replacing $w_{i-1}$ with a 0, and then adding all the labels in the column of the $LP$ containing the $i$-th green step. Next, let $w_i := \max \{a \in C_i \mid a \leq w_{i-1}\}$ if it is non-empty, and $w_i := \max C_i$ otherwise. Set $w := w_1 w_2 \cdots w_m h_n$. Finally, we define $\text{pmaj}(LP) := \text{maj}(w_{m+n-1} w_{m+n-2} \cdots w_1)$. See Figure 11 for an example.
Figure 11. A labelled parallelogram polyomino with \( \text{pmaj} \) word \( w = 421000073000008600 \).

The following theorem says that this new \( \text{pmaj} \) statistic generalizes the \( \text{bounce} \).

**Theorem 7.3.** If \( m \geq 1, n \geq 1 \), and \( LP \) is a labelled parallelogram polyomino of size \( m \times n \) such that the label in the \( i \)-th row is equal to \( i \) for all \( i \), then \( \text{pmaj}(LP) = \text{bounce}(LP) - (m + n - 1) \). Else, \( \text{pmaj}(LP) \leq \text{bounce}(LP) - (m + n - 1) \).

Obviously, here the \( \text{bounce} \) statistic is computed ignoring the labels.

**Proof.** Let’s prove the equality first. Let \( r \) be the number of consecutive vertical steps at the beginning of the red path. It is clear that this number is both the highest label in the first column, and the number of 1’s in the bounce word. Hence, we must have \( w_i = r - i + 1 \) for \( i \leq r \). Then, using an argument similar to the one in the proof of Theorem 4.7 we can deduce that \( w_i = 0 \) for \( r + 1 \leq i \leq r + s \), and \( w_{r+s+1} \neq 0 \), where \( s \) is the number of 1’s in the bounce word. As in Theorem 4.7 the bounce points correspond to the descents of \( w \) reversed, and the additive factor \( m + n - 1 \) takes into account the fact that there are exactly \( m + n - 1 \) nonzero labels in the bounce word, so each one contributes at least 1. The thesis follows.

If the labels are arranged in any different way, then the highest label in the first column is greater or equal than \( r \), hence the first 0 in \( w \) can occur at position \( r + 1 \) or later, and the number of 0’s we write can only increase if we rearrange the labels. This means that the first descent contributes for \( m + n - r - s \) or less to the \( \text{pmaj} \). The same argument holds for all the other descents, so in general we have the stated inequality. \( \square \)

Computer verification suggests that the following conjecture holds.

**Conjecture 7.4.** For \( m \geq 1, n \geq 1 \), it holds

\[
\Delta_{h_{m-1}e_n} = \sum_{P \in \text{LP}(m,n)} q^{\text{area}(P)} x^{\text{pmaj}(P)} x^P.
\]

Here by \( x^P \) we denote the product of the \( x_i \) as \( i \) runs over the labels of \( P \).

8. Partially labelled Dyck paths

In [18], the authors introduce another set of objects, involved in a generalization of the Delta conjecture. These objects are **partially labelled Dyck paths**.

**Definition 8.1.** A **partially labelled Dyck path** is a parking function in which we allow the labels to assume the value 0, except the first one.

Here the word **partially** means that the 0 labels should be ignored when computing the monomials involved in the statements of the conjectures, in a sense that we will clarify later. See Figure 12 for an example.

Notice that, since 0 is the minimum value a label can assume, and the first label cannot be a 0, then all the 0 labels are attached to valleys (i.e. to vertical steps preceded by horizontal steps). We sometimes call these **blank valleys**.
These objects inherit the statistics \( \text{area} \) and \( \text{dinv} \) from parking functions, and using Definition 4.4, also the statistic \( \text{pmaj} \).

Let us consider the partially labelled Dyck paths of size \( m + n + 1 \) with \( n + 1 \) nonzero labels, \( m \) 0 labels (that must be valleys), and \( k \) decorated rises. Let \( \text{PDP}(m,n)^{\ast k} \) be this set. In [18], the authors give the following conjecture.

**Conjecture 8.2 ([18, Conjecture 7.4]).** For \( m \geq 0 \), \( n \geq 0 \), \( k \geq 0 \), it holds

\[
\Delta h_m \Delta' e_{n+1} = \sum_{P \in \text{PDP}(m,n)^{\ast k}} q^\text{dinv}(P) \text{area}(P) x^P.
\]

Here by \( x^P \) we denote the product of the \( x_i \) as \( i \) runs over the nonzero labels of \( P \). We claim that, in this statement, we can replace \( \text{dinv} \) with \( \text{pmaj} \), i.e. **Conjecture 8.3.** For \( m \geq 0 \), \( n \geq 0 \), \( k \geq 0 \), it holds

\[
\Delta h_m \Delta' e_{n+1} = \sum_{P \in \text{PDP}(m,n)^{\ast k}} q^{\text{area}(P)} \text{pmaj}(P) x^P.
\]

Other than computer verification, in support of our conjecture, we have some specializations in the cases \( m = 0 \), i.e. in the Delta conjecture case, and \( k = n \). If \( m = 0 \), the predicted scalar product with \( e_j h_{n-j+1} \) is exactly the combinatorial interpretation with the second bounce (denoted bounce') of [7, Theorem 6.2]. If \( k = n \), we have some statistics preserving bijections that allow us to rewrite the conjecture in terms of polyominoes.

8.1. **A statistics preserving bijection.** There is an interesting connection between parallelogram polyominoes and a special subset of partially labelled Dyck paths.

**Theorem 8.4.** For \( m \geq 0 \) and \( n \geq 0 \), there is a bijection \( \eta : \text{PDP}(m,n)^{\ast n} \rightarrow \text{LP}(m+1, n+1) \) such that \( \text{area}(P) = \text{area}(\eta(P)) - (m + n - 1) \) and \( \text{pmaj}(P) = \text{pmaj}(\eta(P)) \) for all \( P \in \text{PDP}(m,n)^{\ast n} \).

**Proof.** Let \( P \in \text{PDP}(m,n)^{\ast n} \). Write its area word (the usual one for Dyck paths), colouring in green the numbers corresponding to rows containing a valley, and in red the other ones (for example, the Dyck path in Figure 12 has area word \( 01221232333 \)).

Now, draw the red path of the polyomino as follows: running over the letters of the area word, draw a vertical step if the letter is red, and a horizontal step if it is green. Whenever you draw a vertical step, attach the label in the corresponding row (there must be one, since vertical steps correspond to rows that do not contain valleys). End with an extra horizontal step.
Next, draw the green path as follows. Start with a horizontal step, then draw a horizontal green step \(x + 1\) rows below each horizontal red step, where \(x\) is the value of the green letter corresponding to that horizontal red step. Then, connect them with vertical steps to get a lattice path from \((0,0)\) to \((m,n)\). See Figure 13 for an example.

It is not hard to see that this is a bijection (its inverse is quite straightforward) and it maps \textit{area} to the sum of the green letters in the area word, which is exactly the area of the polyomino minus \(m + n - 1\) (since, in Figure 13 each letter denotes the number of squares strictly below the one containing it). It also preserves \textit{pmaj} by construction, since the algorithm to compute it coincide step by step. □

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{The image of the partially labelled Dyck path in Figure 12, together with its new area word (left) or the regular labelling (right).}
\end{figure}

8.2. A new \textit{dinv} statistic on parallelogram polyominoes. The bijection we just defined gives a new coding for parallelogram polyominoes (using the area word of the corresponding partially labelled Dyck path), together with a new \textit{dinv} statistic, which can be seen directly on labelled parallelogram polyominoes as follows.

\textbf{Definition 8.5.} We define the statistic \textit{dinv} on a labelled parallelogram polyomino with new area word \(a_1a_2\cdots a_{m+n−1}\) as the number of \textit{inversions}, i.e. the pairs \((i, j)\) with \(a_i\) red, such that one of the following holds:

\begin{itemize}
  \item \(i > j\), \(a_i = a_j\), and either \(a_j\) is green or the label attached to the vertical red step corresponding to \(a_i\) is greater than the one attached to the step corresponding to \(a_j\);
  \item \(i < j\), \(a_i = a_j+1\), and either \(a_j\) is green or the label attached to the vertical red step corresponding to \(a_i\) is greater than the one attached to the step corresponding to \(a_j\).
\end{itemize}

This definition also applies to unlabelled parallelogram polyominoes assuming that the third condition (the one regarding the label corresponding to \(a_j\)) always holds, or equivalently that the labels are attached in a suitable canonical ordering (i.e. attaching the labels from 1 to \(n\) starting from the red 0, then to the 1’s, next to the 2’s, and so on, going left to right on each level). This \textit{dinv} statistic on labelled polyominoes answers the question in [1, Equation (8.14)].

8.3. A \textbf{bounce statistic on partially labelled Dyck paths.} The bijection in Theorem 8.4 gives also an implicit definition of a \textit{bounce} statistic on partially labelled Dyck paths in \(PDP(m,n)^{n''}\). We can draw a bounce path as usual for Dyck paths, but going \textit{diagonally} in columns containing (blank) valleys, and bouncing whenever the path leaves the main diagonal (see Figure 14).

By construction, this \textit{bounce} statistic agrees with the \textit{pmaj} if the red labels are assigned from 1 to \(n + 1\) going bottom to top. In fact, in each run of the \textit{pmaj} word \(w\), we have a number of letters different from 0 equal to the number of vertical steps in the corresponding part of the bounce path, and a number of 0’s equal to the number of diagonal steps in the same part: that’s because 0’s correspond to blank valleys, and blank valleys correspond to diagonal steps; any other letter corresponds to a vertical step of the path which is not a blank valley, and these correspond to vertical steps of the bounce path.
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