LINEAR STABILITY AND ENHANCED DISSIPATION FOR THE TWO-JET KOLMOGOROV TYPE FLOW ON THE UNIT SPHERE
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Abstract. We consider the Navier–Stokes equations on the two-dimensional unit sphere and study the linear stability of the two-jet Kolmogorov type flow which is a stationary solution given by the zonal spherical harmonic function of degree two. We prove the linear stability of the two-jet Kolmogorov type flow for an arbitrary viscosity coefficient by showing the exponential decay of a solution to the linearized equation towards an equilibrium which grows as the viscosity coefficient tends to zero. The main result of this paper is the nonexistence of nonzero eigenvalues of the perturbation operator appearing in the linearized equation. By making use of the mixing property of the perturbation operator which is expressed by a recurrence relation for the spherical harmonics, we show that the perturbation operator does not have not only nonreal but also nonzero real eigenvalues. As an application of this result, we get the enhanced dissipation for the two-jet Kolmogorov type flow in the sense that a solution to the linearized equation rescaled in time decays arbitrarily fast as the viscosity coefficient tends to zero.

1. Introduction

1.1. Problem settings and main results. Let $S^2$ be the unit sphere in $\mathbb{R}^3$. We consider the incompressible Navier–Stokes equations

\[ \partial_t u + \nabla u \cdot u - \nu (\Delta_H u + 2u) + \nabla p = f, \quad \text{div} u = 0 \quad \text{on} \quad S^2 \times (0, \infty). \]  

(1.1)

Here $u$ is the velocity of a fluid, which is a tangential vector field on $S^2$, $p$ is the pressure, and $f$ is a given external force. Also, $\nu > 0$ is the viscosity coefficient, $\nabla u \cdot u$ is the covariant derivative of $u$ along itself, $\Delta_H$ is the Hodge Laplacian via identification of vector fields with one-forms, $\nabla$ is the gradient on $S^2$, and div is the divergence on $S^2$. Note that here we take the viscous term as twice of the divergence of the deformation tensor $\text{Def} u$:

\[ 2 \text{div} \text{Def} u = \Delta_H u + (\nabla (\text{div} u) + 2 \text{Ric}(u)) = \Delta_H u + (\nabla (\text{div} u) + 2u), \]

where $\text{Ric} \equiv 1$ is the Ricci curvature of $S^2$. We refer to [12, 1, 11, 45, 6] for this identity and the choice of the viscous term in the Navier–Stokes equations on manifolds.

Since $S^2$ is simply connected, the system (1.1) is equivalent to the vorticity equation

\[ \partial_t \omega + \nabla u \omega - \nu (\Delta \omega + 2\omega) = \text{rot} f, \quad \omega = n_{S^2} \times \nabla \Delta^{-1} \omega \quad \text{on} \quad S^2 \times (0, \infty) \]

(1.2)

for the scalar vorticity $\omega = \text{rot} u$. Here $\nabla u \omega$ is the directional derivative of $\omega$ along $u$ and $\Delta$ is the Laplace–Beltrami operator on $S^2$ which has the inverse $\Delta^{-1}$ in the space of $L^2$ functions on $S^2$ with zero mean. Also, $n_{S^2}$ is the unit outward normal vector field of $S^2$ and $\times$ is the vector product in $\mathbb{R}^3$. We give derivation of (1.2) in Section 7 for the readers’ convenience.

For $n \in \mathbb{N}$ and $a \in \mathbb{R}$ the vorticity equation (1.2) with external force $\text{rot} f^a_n = a\nu(\lambda_n - 2)Y^0_n$ has a stationary solution with velocity field

\[ \omega^a_n(\theta, \varphi) = aY^0_n(\theta), \quad u^a_n(\theta, \varphi) = -\frac{a}{\lambda_n \sin \theta} \frac{dY^0_n}{d\theta}(\theta) \partial_\varphi x(\theta, \varphi). \]  

(1.3)
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Here $\theta$ and $\varphi$ are the colatitude and longitude so that $S^2$ is parametrized by
\[
(1.4) \quad x(\theta, \varphi) = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta), \quad \theta \in [0, \pi], \ \varphi \in [0, 2\pi).
\]
Also, $\lambda_n = n(n+1)$ is the eigenvalue of $-\Delta$ and $Y_n^0$ is a corresponding eigenfunction (i.e. a spherical harmonic function) of longitudinal wavenumber zero given by
\[
Y_n^0(\theta) = \sqrt{\frac{2n+1}{4\pi}} P_n(\cos \theta), \quad P_n(s) = \frac{1}{2^n n!} \frac{d^n}{ds^n}(s^2 - 1)^n.
\]
The flow (1.3) is called the generalized Kolmogorov flow in [17] since it can be seen as a spherical version of the Kolmogorov flow in a two-dimensional (2D) flat torus. It is also called an $n$-jet zonal flow in [39, 40]. To emphasize both the similarity to the plane Kolmogorov flow and the number of jets, we call (1.3) the $n$-jet Kolmogorov type flow.

When $n = 1$, it is shown in [39] that the flow (1.3) is linearly stable for all $\nu > 0$. In fact, the linearized equation for (1.2) around $\omega_n^0$ is of the form
\[
(1.5) \quad \partial_t \tilde{\omega}_1 = \nu(\Delta \tilde{\omega}_1 + 2\tilde{\omega}_1) - a_1 \partial_{\varphi}(I + 2\Delta^{-1})\tilde{\omega}_1, \quad a_1 = \frac{\nu}{4} \sqrt{\frac{3}{\pi}},
\]
where $I$ is the identity operator (see Section 7 for derivation of the linearized equation), and the solution $\tilde{\omega}_1$ is expressed by the spherical harmonics $Y_n^m$ (see Section 2) as
\[
(1.6) \quad \tilde{\omega}_1(t) = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} e^{-\sigma_{n,m} t} (\tilde{\omega}_1(0), Y_n^m)_{L^2(S^2)} Y_n^m,
\]
where
\[
\sigma_{n,m} = \nu(\lambda_n - 2) + ia_m \left(1 - \frac{2}{\lambda_n}\right).
\]
This formula gives the linear stability of $\omega_n^0$.

In this paper we are concerned with the linear stability of the two-jet Kolmogorov type flow. We substitute $\omega = \omega_2^0 + \tilde{\omega}_2$ for (1.2) and omit the nonlinear term with respect to $\tilde{\omega}_2$ to get (see Section 7 for details)
\[
(1.7) \quad \partial_t \tilde{\omega}_2 = \nu(\Delta \tilde{\omega}_2 + 2\tilde{\omega}_2) - a_2 \cos \theta \partial_{\varphi}(I + 6\Delta^{-1})\tilde{\omega}_2, \quad a_2 = \frac{\nu}{4} \sqrt{\frac{5}{\pi}},
\]
Replacing $\tilde{\omega}_2$ and $a_2$ by $\omega$ and $a$, we rewrite (1.7) as
\[
(1.8) \quad \partial_t \omega = L^{\nu,a} \omega = \nu A \omega - ia\Lambda \omega, \quad A = \Delta + 2, \quad \Lambda = -i \cos \theta \partial_{\varphi}(I + 6\Delta^{-1}).
\]
We consider (1.8) in $L_0^2(S^2)$, the space of $L^2$ functions on $S^2$ with zero mean. Then $-A$ is a nonnegative self-adjoint operator on $L_0^2(S^2)$ and $\Lambda$ is an $A$-compact operator on $L_0^2(S^2)$, so $L^{\nu,a}$ generates an analytic semigroup \{e^{L^{\nu,a} t}\}_{t \geq 0}$ in $L_0^2(S^2)$ by a perturbation theory of semigroups (see [13]). Thus the solution of (1.8) with initial data $\omega_0 \in L_0^2(S^2)$ is given by $\omega(t) = e^{tL^{\nu,a}}\omega_0$. We obtain the linear stability of the two-jet Kolmogorov type flow as follows.

**Theorem 1.1.** There exists a constant $C > 0$ such that
\[
\|e^{tL^{\nu,a}}\omega_0 - \Omega_{0}^{\nu,a}\|_{L^2(S^2)} \leq C \left(1 + \frac{|a|}{\nu}\right) e^{-4\nu t}\|\omega_0\|_{L^2(S^2)}
\]
for all $t \geq 0$, $\nu > 0$, $a \in \mathbb{R}$, and $\omega_0 \in L_0^2(S^2)$, where
\[
(1.9) \quad \Omega_{0}^{\nu,a} = \left(\omega_0, Y_1^0\right)_{L^2(S^2)} Y_1^0 + \sum_{m=\pm 1} \left(\omega_0, Y_1^m\right)_{L^2(S^2)} \left(Y_1^m + \frac{a}{\nu} \frac{im}{2\sqrt{3}} Y_2^m\right).
\]

We present a more precise result in Theorem 3.1. The proof is based on the observation that $\tilde{\omega}(t) = e^{tL^{\nu,a}}\omega_0 - \Omega_{0}^{\nu,a}$ also satisfies (1.8). Using the expressions of $A$ and $\Lambda$ by $Y_n^m$ and noting that $(I + 6\Delta^{-1}) Y_2^m = 0$, we take the $L^2(S^2)$-inner product of (1.8) for $\tilde{\omega}(t)$ with $Y_1^m$, $(I + 6\Delta^{-1})\tilde{\omega}(t)$, and then $Y_2^m$ to get estimates for $\tilde{\omega}(t)$. 
In Theorem 3.1 we also find that $e^{t\mathcal{L}^{\nu,a}}\omega_0 - \Omega_0^{\nu,a}$ is orthogonal to $Y_1^0$ and $Y_1^{\pm 1}$ in $L^2(S^2)$ for all $t \geq 0$. Moreover, $\Omega_0^{\nu,a} = 0$ when $(\omega_0, Y_1^m)_{L^2(S^2)} = 0$ for $m = 0, \pm 1$. By these facts and Theorem 1.1, we also have the following result shown in [39]: the two-jet Kolmogorov type flow is globally asymptotically stable for all $\nu > 0$ in the orthogonal complement of $\text{span}\{Y_1^0, Y_1^{\pm 1}\}$ in $L^2_0(S^2)$.

Remark 1.2. The mapping $\omega_0 \mapsto \Omega_0^{\nu,a}$ is a projection (but not the orthogonal one) from $L^2_0(S^2)$ onto the kernel of $\mathcal{L}^{\nu,a}$ in $L^2_0(S^2)$. We emphasize that the $Y_2^{\pm 1}$-components remain in the equilibrium (1.9), although $Y_2^{\pm 1}$ themselves dissipate under the flow generated by $\mathcal{L}^{\nu,a}$. This is because the viscosity does not work for $Y_1^{\pm 1}$, i.e. $AY_1^{\pm 1} = 0$ and $AY_1^{\pm 1}$ have a contribution to the $Y_2^{\pm 1}$-components. Also, if $\omega_0$ is real-valued, then

$$\Omega_0^{\nu,a} = (\omega_0, Y_1^0)_{L^2(S^2)} Y_1^0 + 2\text{Re}((\omega_0, Y_1^1)_{L^2(S^2)} Y_1^1) - \frac{a}{\nu} \sqrt{5} \text{Im}((\omega_0, Y_1^1)_{L^2(S^2)} Y_2^1)$$

by $Y_n^{-m} = (-1)^m \tilde{Y}_n^m$ (see Section 2). Hence $\Omega_0^{\nu,a}$ may grow as $\nu \to 0$ even if we only consider real-valued solutions to (1.8).

As mentioned above, when $(\omega_0, Y_1^m)_{L^2(S^2)} = 0$ for $m = 0, \pm 1$, we have $\Omega_0^{\nu,a} = 0$ and thus $e^{t\mathcal{L}^{\nu,a}}\omega_0$ decays at the rate $O(e^{-\nu t})$ by Theorem 1.1. In the case of the plane Kolmogorov flow [3, 26, 14, 50, 51], however, it is shown that a solution to the linearized equation decays at a rate faster than $O(e^{-\nu t})$ when $\nu$ is sufficiently small. Such a phenomenon is called the enhanced dissipation and also observed in the study of an advection-diffusion equation [8, 53, 49]. Our next aim is to study the enhanced dissipation for the solution $e^{t\mathcal{L}^{\nu,a}}\omega_0$ to (1.8) when $\omega_0$ is orthogonal to $Y_1^0$ and $Y_1^{\pm 1}$ in $L^2(S^2)$.

To carry out a more detailed analysis of the behavior of $e^{t\mathcal{L}^{\nu,a}}\omega_0$ as $\nu \to 0$ (or $t \to \infty$), it is important to study the spectral properties of $\Lambda$. In the study of the linear stability of the Kolmogorov type flows for the Euler equations on $S^2$, Taylor [42] showed that the spectrum of $\Lambda$ lies on the real axis and in particular $\Lambda$ does not have nonreal eigenvalues. The next theorem is the main result of this paper in which we further show that $\Lambda$ does not have real eigenvalues except for zero.

**Theorem 1.3.** The operator $\Lambda$ in $L^2_0(S^2)$ has no eigenvalues in $\mathbb{C} \setminus \{0\}$.

We prove Theorem 1.3 in Section 4. For the proof, we take an approach making use of the mixing structure of $\Lambda$, which seems to have its own interest as the spectral analysis of linear operators; the key idea is outlined in Section 1.2 below. A common approach to the proof of the nonexistence of eigenvalues of a linear operator is the one based on the theory of ordinary differential equations (ODEs): one analyzes an ODE associated with the linear operator and applies the uniqueness of a (smooth) solution to the ODE to show that a solution to the eigenvalue problem identically vanishes. Such an ODE approach is used in the analysis of the Burgers vortex [27] and of the plane Kolmogorov flow [26, 14, 51], but it does not work efficiently in our case because of the size of the coefficient of the nonlocal operator $\Delta^{-1}$ in $\Lambda$, which is the crucial difficulty in the proof of Theorem 1.3. Instead, to overcome this difficulty, we employ the mixing property of $\Lambda$ expressed by a recurrence relation for the spherical harmonics, which are the basis functions of $L^2(S^2)$. The main novelty of this paper is to give a new and robust approach to analyze the eigenvalue problem for a linear operator with a suitable mixing property.

As an application of Theorem 1.3, we show that the enhanced dissipation occurs for the rescaled flow $e^{t\mathcal{L}^{\nu,a}}\omega_0$, which is a solution to $\partial_t\omega = A\omega - i\alpha A\omega$ with $\alpha = a/\nu$, as in the case of an advection-diffusion equation [8, 53, 49]. Let

$$X = \{ u \in L^2_0(S^2) \mid (u, Y_1^0)_{L^2(S^2)} = (u, Y_1^m)_{L^2(S^2)} = 0, n \geq 1, |m| = 0, 1 \},$$

which is a closed subspace of $L^2_0(S^2)$ invariant under the actions of $A$ and $\Lambda$ (see Section 5). By $\mathcal{Q}$ we denote the orthogonal projection from $X$ onto the orthogonal complement of
the kernel of \( \Lambda \) restricted on \( X \). We have the enhanced dissipation for the rescaled flow in the following sense.

**Theorem 1.4.** For each \( \tau > 0 \) we have

\[
\lim_{|a/\nu| \to \infty} \sup_{t \geq \tau} \| Q e^{t L_{\nu,a}} \|_{X \to X} = 0.
\]

We establish Theorem 1.4 in Section 5 by using abstract results for a perturbed operator given in Section 6. In particular, we prove a decay estimate for the semigroup generated by an \( m \)-accretive operator on a weighted Hilbert space which is a version of the Gearhart–Prüss type theorem shown by Wei [49] and combine it with a convergence result for the pseudospectral bound given by Ibrahim, Maekawa, and Masmoudi [14].

Theorem 1.4 implies that the rescaled flow \( Q e^{t L_{\nu,a}} \omega_0 \) converges to zero in \( L^2(S^2) \) as \( \nu \to 0 \) for each fixed \( t > 0 \) and \( a \in \mathbb{R} \), but does not give the actual convergence rate. The original flow \( Q e^{t L_{\nu,a}} \omega_0 \) is expected to decay at the rate \( O(e^{-\sqrt{\nu} t}) \) as in the case of the plane Kolmogorov flow [3, 14, 50, 51], and this will be rigorously verified in the companion paper [28]. It is stressed here, however, that Theorem 1.3 requires the most original idea in the sphere case.

**Remark 1.5.** The enhanced dissipation of the form (1.10) does not occur for a perturbation of the one-jet Kolmogorov type flow since the solution \( \tilde{\omega}_1 \) to (1.5) is determined by (1.6). This seems to be natural from the point of view that the velocity \( u^2 \) given by (1.3) with \( n = 1 \) is a rigid rotation around the \( x_3 \)-axis, i.e. a Killing vector field which does not have a mixing effect in the sense that it generates a one-parameter group of isometries of \( S^2 \).

### 1.2. Outline of the proof of Theorem 1.3.

To prove Theorem 1.3, we make use of the mixing structure of \( \Lambda \) expressed by the recurrence relation

\[
\cos \theta Y^n_m = a^n_m Y^n_{m-1} + a^n_{m+1} Y^n_{m+1}
\]

with nonzero coefficients \( a^n_m \) (see (2.4)). By the Fourier series expansion of \( \Lambda \) with respect to the longitude \( \varphi \), it is sufficient to show that for each \( m \in \mathbb{Z} \setminus \{0\} \) and \( \mu \in \mathbb{C} \setminus \{0\} \) the equation

\[
\mu u = \cos \theta Bu, \quad u \in P_m L^2(S^2) = \text{span}\{Y^n_m \mid n \geq |m|\}
\]

admits only a trivial solution \( u = 0 \), where \( B = I + 6 \Delta^{-1} \). Applying (1.11) and

\[
BY^n_m = \left(1 - \frac{6}{\lambda_n}\right) Y^n_m
\]

to (1.12), we have \( (u, Y^n_m)_{L^2(S^2)} = 0 \) when \( |m| = 1 \). Then we easily get \( u = 0 \) if \( \text{Im} \mu \neq 0 \) by taking the imaginary part of the \( L^2(S^2) \)-inner product of (1.12) with \( Bu \) and using (1.13). Also, when \( \mu \in \mathbb{R} \) and \( |\mu| \geq 1 \), we apply \( |\cos \theta| \leq 1 \) and (1.13) to the \( L^2(S^2) \)-norm of (1.12) to find that \( u = 0 \). The most difficult case is \( \mu \in \mathbb{R} \) and \( |\mu| < 1 \). In this case, one may try to use the ODE approach as in the flat torus case [26, 14, 51]: since \( v = \Delta^{-1} u \in P_m L^2(S^2) \) is of the form \( v = V(\theta)e^{im \varphi} \), one can rewrite (1.12) as a second order ODE for \( V \) with singularity of order one at \( \theta = \theta_\mu = \arccos \mu \). Then one can apply the uniqueness of a \( C^1 \) solution of the ODE to get \( V \equiv 0 \) if one shows that \( V \) is of class \( C^1 \) and vanishes at \( \theta = \theta_\mu \) along with its derivative \( V' \). In our case, however, it seems to be too difficult to show \( V'({\theta_\mu}) = 0 \) when \( |m| = 1, 2 \) since the coefficient 6 of \( \Delta^{-1} \) in \( B \) is too large compared to \( m^2 = 2, 4 \) appearing in the expression of \( \Delta v \) for \( v = V(\theta)e^{im \varphi} \) under the spherical coordinate system. To overcome this difficulty, we apply the mixing property (1.11) instead of using the ODE approach. Indeed, using (1.13) and the expression of \( Y^n_m \) in terms of \( \cos \theta Y^n_m \) and \( Y^n_{m+1} \) by (1.11), we rewrite (1.12) as

\[
(\mu - x_3)(w_{<N} + Bu_{\geq N}) = \sigma^m_N Y^n_{|m|} + 6\mu \Delta^{-1} u_{\geq N} \quad (x_3 = \cos \theta),
\]
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where \( u_{\geq N} = \sum_{n \geq N} (u, Y^m_n)_{L^2(S^2)} Y^m_n \) with a large \( N \in \mathbb{N} \), \( w_{<N} \in \text{span}\{Y^m_{|m|}, \ldots, Y^m_{N-1}\} \), and \( \sigma^m_N \in \mathbb{C} \). Then, setting \( x_3 = \mu \) in (1.14) and noting that \( Y^m_{|m|} \neq 0 \) at \( x_3 = \mu \), we find that \( |\sigma^m_N| \) is bounded by \( \| \Delta^{-1} u_{\geq N} \|_{L^2(S^2)} \) and thus by \( \| (\Delta)^{-1/2} u_{\geq N} \|_{L^2(S^2)} \) (see Lemma 2.4). We take the \( L^2(S^2) \)-inner product of (1.14) divided by \( \mu - x_3 \) with \( B u_{\geq N} \). Then we use the Hardy type inequality for \( \| \partial^m_N Y^m_{|m|} + 6 \mu \Delta^{-1} u_{\geq N} \|_{L^2(S^2)} \) (see Lemma 2.5), the estimate for \( |\sigma^m_N|^2 \), and \( (B u_{\geq N}, w_{<N})_{L^2(S^2)} = 0 \) to get \( \| B u_{\geq N} \|_{L^2(S^2)} \leq C_{m,\mu} \| (\Delta)^{-1/2} u_{\geq N} \|_{L^2(S^2)} \) with a constant \( C_{m,\mu} \) depending only on \( m \) and \( \mu \). In this inequality, the left-hand side is bounded below by \( \| u_{\geq N} \|_{L^2(S^2)}^2 / 2 \) by (1.13), while the right-hand side is bounded above by \( C_{m,\mu} \lambda^{-1} \| u_{\geq N} \|_{L^2(S^2)} \) with \( \lambda_N = N(N+1) \) by \( (\Delta)^{-1/2} y_{<N} = \lambda^{-1} y_{<N} \). Hence \( u_{\geq N} = 0 \) for a sufficiently large \( N \). Then we again use the mixing property (1.11) and \( u_{\geq N} = 0 \) to (1.12) to get \( (u, Y^m_n)_{L^2(S^2)} = 0 \) for \( n = N - 1, \ldots, |m| \) inductively, and thus \( u = 0 \).

The proof outlined here relies on the properties of the basis functions \( Y^m_n \) of \( L^2(S^2) \). In particular, the recurrence relation (1.11) representing the mixing structure of \( \Lambda \) is crucial for the proof. Our approach may be applicable to the spectral analysis of other linear operators, especially in the higher dimensional case where it seems to be difficult to apply the ODE approach.

1.3. Literature overview. The Navier–Stokes equations on spheres and more general manifolds appear in various fields such as geophysical fluid dynamics and biology. Several authors studied the Navier–Stokes and vorticity equations on spheres and manifolds [16, 15, 4, 17, 52, 25, 41], but in these works the viscous term is taken to be \( \nu \Delta_H u \) (without curvature term) by analogy of the flat domain case. There are also a lot of works [43, 36, 33, 32, 9, 20, 5, 7, 39, 40, 35, 21, 37, 38] on the Navier–Stokes equations on manifolds in which the viscous term has the curvature term \( \text{Ric}(u) \) as in (1.1).

The linear stability of the Kolmogorov type flows for the Navier–Stokes equations on a sphere was studied by Ilyin [17] with viscous term \( \nu \Delta_H u \) and by Sasaki, Takehiro, and Yamada [39] with viscous term \( \nu (\Delta_H u + 2u) \) as in (1.1). Sasaki, Takehiro, and Yamada [40] also studied the nonlinear stability of the Kolmogorov type flows. They showed that the \( n \)-jet Kolmogorov type flow is globally stable for all \( \nu > 0 \) when \( n = 1, 2 \) and unstable for a small \( \nu > 0 \) when \( n \geq 3 \). We note that Theorem 1.1 is not covered by the results of the above papers since the viscous term is different in [17] and the stability of the two-jet Kolmogorov type flow is studied in a slightly smaller space in [39, 40]. In particular, we find that a solution to (1.8) may converge to a nonzero function as \( t \to \infty \) in the whole \( L^2_0(S^2) \), while it is shown in [39, 40] that a perturbation of the two-jet Kolmogorov type flow just converges to zero as \( t \to \infty \) in the orthogonal complement of \( \text{span}\{Y^0_1, Y^\pm_1\} \) in \( L^2_0(S^2) \). Also, Taylor [42] studied the linear stability of the Kolmogorov type flows for the Euler equations on a sphere.

Let us also mention the Kolmogorov flow in a 2D flat torus. The Kolmogorov flow is a stationary solution to the 2D Navier–Stokes equations in a flat torus with shear external force. By Iudovich [18] it was shown that the Kolmogorov flow in the square torus is globally stable for an arbitrary viscosity coefficient (see also [29]). It is also known that the Kolmogorov flow may become unstable when the length of the periodicity in one direction is changed (see e.g. [31, 18, 34, 30]). In the stable case, Beck and Wayne [3] numerically conjectured that a perturbation of the Kolmogorov flow rapidly decays at the rate \( O(e^{-\nu t}) \) compared to the usual one \( O(e^{-\mu t}) \) when the viscosity coefficient \( \nu \) is sufficiently small. They also verified this enhanced dissipation for a linearized operator without a nonlocal term by using the hypocoercivity method developed by Villani [48]. Lin and Xu [26] studied the full linearized operator and also the nonlinear problem. They proved the enhanced dissipation in both cases but without an explicit decay rate based on the Hamiltonian structure of a perturbation operator and the RAGE theorem which is used in the study of the enhanced dissipation for an advection-diffusion equation [8, 53].
The enhanced dissipation for the linearized problem with the decay rate \(O(e^{-\sqrt{t}})\) was confirmed by Ibrahim, Maekawa, and Masmoudi [14] based on the pseudospectral bound method, by Wei and Zhang [50] based on the hypocoercivity method, and by Wei, Zhang, and Zhao [51] based on the wave operator method.

1.4. Organization of this paper. The rest of this paper is organized as follows. Section 2 gives basic facts of calculus on \(S^2\). In Section 3 we study the linear stability of the two-jet Kolmogorov type flow. Section 4 is devoted to the proof of Theorem 1.3. In Section 5 we show that the enhanced dissipation occurs for the rescaled flow \(e^{t\nu_0}e^{-\omega t}e^{-\alpha}\). Also, in Section 6 we give abstract results used in the study of the enhanced dissipation. In Section 7 we derive the vorticity equation (1.2) and linearize it around the \(n\)-jet Kolmogorov type flow.

2. Preliminaries

In this section we give basic facts of calculus on \(S^2\).

Let \(S^d\) be the unit sphere in \(\mathbb{R}^3\) equipped with the Riemannian metric induced by the Euclidean metric of \(\mathbb{R}^3\). We denote by \(\theta\) and \(\varphi\) the colatitude and longitude so that \(S^2\) is parametrized by (1.4). For a (complex-valued) function \(u\) on \(S^2\), we sometimes abuse the notation

\[
u u = \frac{\partial \nu u}{\partial \theta} \begin{pmatrix} \cos \theta \cos \varphi \\ \cos \theta \sin \varphi \\ -\sin \theta \end{pmatrix} + \frac{\partial \nu u}{\sin^2 \theta} \begin{pmatrix} -\sin \theta \sin \varphi \\ \sin \theta \cos \varphi \\ 0 \end{pmatrix}
\]

and the integral of \(u\) over \(S^2\) is given by

\[
\int_{S^2} u dH^d = \int_0^{2\pi} \left( \int_0^\pi u(\theta, \varphi) \sin \theta \, d\theta \right) \, d\varphi,
\]

where \(H^k\) is the Hausdorff measure of dimension \(k \in \mathbb{N}\). As usual, we set

\[
(u, v)_{L^2(S^2)} = \int_{S^2} \bar{u} \, dH^2, \quad \|u\|_{L^2(S^2)} = (u, u)_{L^2(S^2)}^{1/2}, \quad u, v \in L^2(S^2),
\]

where \(\bar{v}\) is the complex conjugate of \(v\), and write \(H^k(S^2), k \in \mathbb{Z}_{\geq 0}\) for the Sobolev spaces of \(L^2\) functions on \(S^2\) with \(H^0(S^2) = L^2(S^2)\) (see [2]).

Let \(\Delta\) be the Laplace–Beltrami operator on \(S^2\). It is well known (see e.g. [47, 46]) that \(\lambda_n = n(n + 1)\) is an eigenvalue of \(-\Delta\) with multiplicity \(2n + 1\) for each \(n \in \mathbb{Z}_{\geq 0}\) and the corresponding eigenfunctions are the spherical harmonics

\[
Y^m_n = Y^m_n(\theta, \varphi) = \sqrt{\frac{2n + 1}{4\pi} \frac{(n - m)!}{(n + m)!}} P^m_n(\cos \theta) e^{im\varphi}, \quad m = 0, \pm 1, \ldots, \pm n.
\]

Here \(P^0_n, n \in \mathbb{Z}_{\geq 0}\) are the Legendre polynomials defined as

\[
P^0_n(s) = P_n(s) = \frac{1}{2^n n!} \frac{d^n}{ds^n} (s^2 - 1)^n, \quad s \in (-1, 1)
\]

and the associated Legendre functions \(P^m_n, n \in \mathbb{Z}_{\geq 0}, |m| \leq n\) are given by

\[
P^m_n(s) = \begin{cases} (-1)^m (1 - s^2)^{m/2} \frac{d^m}{ds^m} P_n(s), & m \geq 0, \\ (-1)^{|m|} (n - |m|)! \frac{d^{|m|}}{ds^{|m|}} P_n(s), & m = -|m| < 0 \end{cases}
\]

so that \(Y^{-m}_n = (-1)^m Y^m_n\) (see [22, 10]). Moreover, the set of all \(Y^m_n\) forms an orthonormal basis of \(L^2(S^2)\), i.e. for each \(u \in L^2(S^2)\) we have \(u = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} c^m_n Y^m_n\) with \(c^m_n = \int_{S^2} u Y^m_n \, dH^2\).
(u, Y_n^m) \in L^2(S^2). Note that, here and in what follows, the superscript \(m\) of coefficients just corresponds to that of \(Y_n^m\) and does not mean the \(m\)-th power unless otherwise stated. It is also known that the recurrence relation

\[(n - m + 1)P_{n+1}^m(s) - (2n + 1)sP_n^m(s) + (n + m)P_{n-1}^m(s) = 0\]

holds (see [22, (7.12.12)]) and thus (see also [47, Section 5.7])

\[(2.4) \quad \cos \theta Y_n^m = a_n^m Y_{n-1}^m + a_{n+1}^m Y_{n+1}^m, \quad a_n^m = \sqrt{(n-m)(n+m)/(2n-1)}(2n+1)\]

for \(n \in \mathbb{Z}_{\geq 0}\) and \(|m| \leq n\), where we consider \(Y_{n-1}^m = 0\).

Let \(L_0^2(S^2)\) be the space of \(L^2\) functions on \(S^2\) with zero mean, i.e.

\[L_0^2(S^2) = \left\{ u \in L^2(S^2) \mid \int_{S^2} u \, d\mathcal{H}^2 = 0 \right\} = \left\{ u \in L^2(S^2) \mid (u, Y_n^m)_{L^2(S^2)} = 0 \right\}.\]

Then \(\Delta\) is invertible, self-adjoint, and with compact resolvent as a linear operator

\[\Delta : D_{L_0^2(S^2)}(\Delta) \subset L_0^2(S^2) \to L_0^2(S^2), \quad D_{L_0^2(S^2)}(\Delta) = L_0^2(S^2) \cap H^2(S^2).\]

Also, for \(s \in \mathbb{R}\), the operator \((-\Delta)^s\) is defined on \(L_0^2(S^2)\) by

\[(2.5) \quad (-\Delta)^s u = \sum_{n=1}^{\infty} \sum_{m=\pm n} L_n^s(u, Y_n^m)_{L^2(S^2)} Y_n^m, \quad u \in L_0^2(S^2).\]

We easily observe by a density argument and integration by parts that

\[(2.6) \quad \|(-\Delta)^{1/2} u\|_{L^2(S^2)} = \|\nabla u\|_{L^2(S^2)}, \quad u \in L_0^2(S^2) \cap H^1(S^2).\]

Let \(u\) be a function on \(S^2\). We write \(u = U(\theta)e^{im\varphi}\) if \(u\) is of the form

\[u(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) = U(\theta)e^{im\varphi}, \quad \theta \in [0, \pi], \varphi \in [0, 2\pi)\]

with some function \(U\) of the colatitude \(\theta\) and \(m \in \mathbb{Z}\). In this case, we have

\[\|u\|_{L^2(S^2)}^2 = 2\pi \int_0^\pi |U(\theta)|^2 \sin \theta \, d\theta,\]

\[\|\nabla u\|_{L^2(S^2)}^2 = 2\pi \int_0^\pi \left( |U'(\theta)|^2 + \frac{m^2}{\sin^2 \theta} |U(\theta)|^2 \right) \sin \theta \, d\theta, \quad U' = \frac{dU}{d\theta}.\]

When \(u = U(\theta)e^{im\varphi}\) is in \(L^2(S^2)\), we can write \(u = \sum_{n \geq |m|} c_n^m Y_n^m\) since \((u, Y_n^{m'})_{L^2(S^2)} = 0\) for \(m' \neq m\). In particular, if \(m \neq 0\), then \(u \in L_0^2(S^2)\) and we can use \((2.6)\) to \(u\).

For a function \(u\) on \(S^2\) and \(m \in \mathbb{Z}\) we define a function \(P_m u\) on \(S^2\) by

\[(2.8) \quad P_m u(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) = \frac{e^{im\varphi}}{2\pi} \int_0^{2\pi} u(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)e^{-im\phi} \, d\phi.\]

Note that \(P_m u = u\) and \(P_m u = 0\) for \(m' \neq m\) if \(u = U(\theta)e^{im\varphi}\).

**Lemma 2.1.** If \(u = U(\theta)e^{im\varphi} \in C(S^2)\) with \(m \in \mathbb{Z} \setminus \{0\}\), then \(U(0) = U(\pi) = 0\).

**Proof.** Since \(u = P_m u\), we set \(\theta = 0, \pi\) and \(\varphi = 0\) in \((2.8)\) to get

\[u(0,0,\pm 1) = P_m u(0,0,\pm 1) = \frac{1}{2\pi} \int_0^{2\pi} u(0,0,\pm 1)e^{-im\phi} \, d\phi = 0,\]

where the last equality follows from \(m \neq 0\). Hence \(U(0) = U(\pi) = 0\). \(\square\)
Lemma 2.2. For \( \theta_1, \theta_2 \in [0, \pi] \) with \( \theta_1 \leq \theta_2 \) let
\[
S^2(\theta_1, \theta_2) = \{(x_1, x_2, x_3) \in S^2 \mid x_3 = \cos \theta, \theta \in (\theta_1, \theta_2)\}.
\]
Then for each \( m \in \mathbb{Z} \) we have
\[
\|P_m u\|_{L^2(S^2(\theta_1, \theta_2))} \leq \|u\|_{L^2(S^2(\theta_1, \theta_2))}, \quad u \in L^2(S^2(\theta_1, \theta_2)),
\]
\[
\|\nabla P_m u\|_{L^2(S^2(\theta_1, \theta_2))} \leq \|\nabla u\|_{L^2(S^2(\theta_1, \theta_2))}, \quad u \in H^1(S^2(\theta_1, \theta_2)).
\]

Proof. The first inequality of (2.10) follows from (2.2) and
\[
|\mathcal{P}_m u(\theta, \varphi)| \leq \frac{1}{2\pi} \int_0^{2\pi} |u(\theta, \phi)| d\phi \leq \frac{1}{\sqrt{2\pi}} \left( \int_0^{2\pi} |u(\theta, \phi)|^2 d\phi \right)^{1/2}
\]
by Hölder’s inequality. Also, since \( \partial_{\theta} \mathcal{P}_m u = \mathcal{P}_m (\partial_{\theta} u) \) and
\[
\mathcal{P}_m (\partial_{\varphi} u)(\theta, \varphi) = \frac{e^{im\varphi}}{2\pi} \int_0^{2\pi} \partial_{\varphi} u(\theta, \phi) e^{-im\varphi} d\phi = \frac{im e^{im\varphi}}{2\pi} \int_0^{2\pi} u(\theta, \phi) e^{-im\phi} d\phi
\]
by integration by parts and \( u(\theta, 0) = u(\theta, 2\pi) \), we have the second inequality of (2.10) by (2.1), (2.2), and (2.11) with \( u \) replaced by \( \partial_{\theta} u \) and \( \partial_{\varphi} u \).

Lemma 2.3. For \( m \in \mathbb{Z} \) let \( u = U(\theta) e^{im\varphi} \in H^1(S^2) \). Then there exist smooth functions on \( S^2 \) of the form \( u_k = U_k(\theta) e^{im\varphi} \), \( k \in \mathbb{N} \) that converge to \( u \) strongly in \( H^1(S^2) \).

Proof. Since \( S^2 \) is compact and without boundary, we can take smooth functions \( v_k \), \( k \in \mathbb{N} \) that converge to \( u \) strongly in \( H^1(S^2) \) by standard localization and mollification arguments. Then \( u_k = \mathcal{P}_m v_k \), \( k \in \mathbb{N} \) are smooth functions of the form \( u_k = U_k(\theta) e^{im\varphi} \) by (2.8). Moreover, since \( \mathcal{P}_m u = u \) by \( u = U(\theta) e^{im\varphi} \), we have
\[
\|u - u_k\|_{H^1(S^2)} = \|\mathcal{P}_m u - \mathcal{P}_m v_k\|_{H^1(S^2)} \leq \|u - v_k\|_{H^1(S^2)} \to 0 \quad \text{as} \quad k \to \infty
\]
by (2.10) and the strong convergence of \( \{v_k\}_{k=1}^\infty \) to \( u \) in \( H^1(S^2) \).

Lemma 2.4. For \( m \in \mathbb{Z} \setminus \{0\} \) let \( u = U(\theta) e^{im\varphi} \in H^1(S^2) \). Then
\[
\|u\|_{L^\infty(S^2)}^2 = \int_0^{2\pi} \left( \int_0^\pi |u(\theta)|^2 \sin \theta d\theta \right) d\theta,
\]
\[
\|u\|_{L^\infty(0, \pi)}^2 \leq \frac{1}{\pi|m|} \left( (-\Delta)^{1/2} u \right)^2_{L^2(S^2)}.
\]

Proof. By Lemma 2.3 we may assume \( u = U(\theta) e^{im\varphi} \in C^\infty(S^2) \). Then \( U(0) = 0 \) by Lemma 2.1 since \( m \neq 0 \). Hence for \( \theta \in (0, \pi) \) we have
\[
|U(\theta)|^2 = \int_0^\theta \frac{d}{d\theta} |U(\theta)|^2 d\theta \leq 2 \int_0^\pi |U(\theta)||U'(\theta)| d\theta
\]
\[
\leq 2 \left( \int_0^\pi |U(\theta)|^2 d\theta \right)^{1/2} \left( \int_0^\pi |U'(\theta)|^2 \sin \theta d\theta \right)^{1/2} \leq \frac{1}{\pi|m|} \|\nabla u\|_{L^2(S^2)}^2
\]
by Hölder’s inequality and (2.7). By this inequality and (2.6) we get (2.12).

Lemma 2.5. Let \( \mu \in (-1, 1) \) and \( \theta_\mu = \arccos \mu \in (0, \pi) \). Then
\[
\int_{\theta_1}^{\theta_2} \left| \frac{U(\theta) \sqrt{\sin \theta} - U(\theta_\mu) \sqrt{\sin \theta_\mu}}{\mu - \cos \theta} \right|^2 d\theta \leq \frac{16}{\pi \sin^2 \theta_\mu} \|\nabla u\|_{L^2(S^2(\theta_1, \theta_2))}^2
\]
for all \( \theta_1 \in [0, \theta_\mu] \), \( \theta_2 \in [\theta_\mu, \pi] \), and \( u = U(\theta) e^{im\varphi} \in H^1(S^2(\theta_1, \theta_2)) \) with \( m \in \mathbb{Z} \setminus \{0\} \), where \( S^2(\theta_1, \theta_2) \) is given by (2.9).
Proof. For $\theta \in [0, \pi]$ let $\theta_{\text{max}} = \max\{\theta, \theta_{\mu}\}$ and $\theta_{\text{min}} = \min\{\theta, \theta_{\mu}\}$. Since

$$|\mu - \cos \theta| = \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \sin \theta \, d\theta = (\theta_{\text{max}} - \theta_{\text{min}}) \int_0^1 \sin((1-t)\theta_{\text{min}} + t\theta_{\text{max}}) \, dt$$

by $\mu = \cos \theta_{\mu}$, and since $\sin \theta$ is concave for $\theta \in [0, \pi]$, we easily find that

$$|\mu - \cos \theta| \geq \frac{1}{2} |\theta - \theta_{\mu}|(\sin \theta + \sin \theta_{\mu}) \geq \frac{1}{2} |\theta - \theta_{\mu}| \sin \theta_{\mu}, \quad \theta \in [0, \pi].$$

By this inequality and Hardy’s inequality we have

$$\int_{\theta_1}^{\theta_2} \left| \frac{U(\theta)\sqrt{\sin \theta} - U(\theta_{\mu})\sqrt{\sin \theta_{\mu}}}{\mu - \cos \theta} \right|^2 \frac{d\theta}{\sin^2 \theta_{\mu}} \leq \frac{4}{\sin^2 \theta_{\mu}} \int_{\theta_1}^{\theta_2} \left| \frac{U(\theta)\sqrt{\sin \theta} - U(\theta_{\mu})\sqrt{\sin \theta_{\mu}}}{\theta - \theta_{\mu}} \right|^2 \frac{d\theta}{\sin^2 \theta_{\mu}} \leq \frac{16}{\sin^2 \theta_{\mu}} \int_{\theta_1}^{\theta_2} \left| \frac{d}{d\theta} (U(\theta)\sqrt{\sin \theta}) \right|^2 \frac{d\theta}{\sin^2 \theta_{\mu}}.$$  

To the right-hand side we further apply

$$\left| \frac{d}{d\theta} (U(\theta)\sqrt{\sin \theta}) \right|^2 \leq 2 \left( |U'(\theta)|^2 + \frac{m^2}{\sin^2 \theta} |U(\theta)|^2 \right) \sin \theta$$

by Young’s inequality and $|m| \geq 1$, and then use (2.7) to get (2.13). \qed

3. Linear stability of the two-jet Kolmogorov type flow

In this section we study the linear stability of the two-jet Kolmogorov type flow.

Let $I$ be the identity operator and $M_f$ the multiplication operator by a function $f$ on $S^2$, i.e. $M_f u = fu$ for a function $u$ on $S^2$. We define linear operators $A$ and $\Lambda$ on $L^2_0(S^2)$ by

$$A = \Delta + 2, \quad D_{L^2_0(S^2)}(A) = L^2_0(S^2) \cap H^2(S^2),$$

$$\Lambda = -i\partial_\varphi M_{\cos \theta} B, \quad D_{L^2_0(S^2)}(\Lambda) = \{ u \in L^2_0(S^2) \mid \partial_\varphi M_{\cos \theta} u \in L^2_0(S^2) \},$$

where $B = I + 6\Delta^{-1}$ on $L^2_0(S^2)$. For $n \geq 1$ and $|m| \leq n$, since

$$\Delta Y^m_n = -\lambda_n Y^m_n, \quad BY^m_n = \left( 1 - \frac{6}{\lambda_n} \right) Y^m_n, \quad \partial_\varphi Y^m_n = im Y^m_n,$$

we observe by these equalities and (2.4) that

$$AY^m_n = (-\lambda_n + 2) Y^m_n, \quad \Lambda Y^m_n = m \left( 1 - \frac{6}{\lambda_n} \right) (a^m_{n-1} Y^m_{n-1} + a^m_{n+1} Y^m_{n+1})$$

with $Y^m_{|m|-1} \equiv 0$. In particular, $\Lambda Y^2_n = 0$ for $|m| = 0, 1, 2$ by $\lambda_2 = 6$. By this fact, we also find that $(Au, Y^m_1)_{L^2(S^2)} = 0$ for $u \in D_{L^2_0(S^2)}(\Lambda)$ and $|m| = 0, 1$.

The operator $A$ is self-adjoint and has a compact resolvent in $L^2_0(S^2)$ since $\Delta$ does so. Moreover, $-A$ is nonnegative in $L^2_0(S^2)$. Indeed, since $\lambda_1 = 2$ and $\lambda_n \geq \lambda_2 = 6$ for $n \geq 2$,

$$(\Delta u, u)_{L^2(S^2)} = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} (\lambda_n - 2)||u||_{L^2(S^2)}^2 \geq 4||u||_{L^2(S^2)}^2$$

for $u \in D_{L^2_0(S^2)}(A)$ with $u_{\geq 2} = \sum_{n=2}^{\infty} \sum_{m=-n}^{n} (u, Y^m_n)_{L^2(S^2)} Y^m_n$.

The operator $\Lambda$ is densely defined in $L^2_0(S^2)$ since its domain contains the dense subset $L^2_0(S^2) \cap H^1(S^2)$ of $L^2_0(S^2)$. Moreover, $\Lambda$ is closed in $L^2_0(S^2)$ since $M_{\cos \theta} B$ is a bounded operator on $L^2(S^2)$ (note that it does not map $L^2_0(S^2)$ into itself) and $\partial_\varphi$ is a closed operator from $L^2(S^2)$ into $L^2_0(S^2)$. We also observe that $\Lambda$ is $A$-compact in $L^2_0(S^2)$ since $H^2(S^2)$ is compactly embedded into $H^1(S^2)$ and

$$||u||_{H^2(S^2)} \leq C \||\Delta u||_{L^2(S^2)} \leq C \left( ||Au||_{L^2(S^2)} + 2 ||u||_{L^2(S^2)} \right), \quad u \in D_{L^2_0(S^2)}(A)$$
by the elliptic regularity theorem.

For \( \nu > 0 \) and \( a \in \mathbb{R} \) let \( L^{\nu,a} \) be a linear operator on \( L_0^2(S^2) \) given by

\[
L^{\nu,a} = \nu A - ia \Lambda, \quad D(L^{\nu,a}) = D(L_0^2(S^2))(A).
\]

By a perturbation theory of semigroups (see [13, Section III.2]), \( L^{\nu,a} \) generates an analytic semigroup \( \{e^{tL^{\nu,a}}\}_{t \geq 0} \) in \( L_0^2(S^2) \). As mentioned in Section 1, \( e^{tL^{\nu,a}_0} \) is the solution operator of the linearized equation for (1.2) around the stationary solution \( \omega_0^a \) of the form (1.3) with \( n = 2 \). Our aim is to show the following result on the linear stability of \( \omega_0^a \), which is a precise form of Theorem 1.1. In what follows, we write \( u = \sum_{m=-n}^{n} u^m L^2(S^2)Y^m \) and \( u \geq N = \sum_{n \geq N} u_n = u_0 \in L_0^2(S^2) \) and \( n, N \in \mathbb{N} \).

**Theorem 3.1.** For \( \nu > 0 \), \( a \in \mathbb{R} \), and \( \omega_0 \in L_0^2(S^2) \), let \( \Omega_0^{\nu,a} \) be given by (1.9). Also, let \( \tilde{\omega}(t) = e^{tL^{\nu,a}_0} \omega_0 - \Omega_0^{\nu,a}, \) for \( t \geq 0 \). Then \( \tilde{\omega}_1(t) = 0 \) and

\[
(\tilde{\omega}_3(t) \in L^2(S^2) \leq e^{-10t\nu} \|\omega_0\|_{L^2(S^2)}
\]

for all \( t \geq 0 \). Moreover, \( (\tilde{\omega}(t), Y^m_0, L^2(S^2) = e^{-4it\nu}(\omega_0, Y^m_0, L^2(S^2)) \) and

\[
|\tilde{\omega}(t), Y^m_0, L^2(S^2)| \leq Ce^{-4it\nu}|(\omega_0, Y^m_0, L^2(S^2))| + \frac{|a|}{\nu} R_m(\omega_0)
\]

for all \( t \geq 0 \) and \( |m| = 1, 2 \), where

\[
R_{\pm 1}(\omega_0) = |(\omega_0, Y^m_1, L^2(S^2))| + \|\omega_0\|_{L^2(S^2)}, \quad R_{\pm 2}(\omega_0) = \|\omega_0\|_{L^2(S^2)}
\]

and \( C > 0 \) is a constant independent of \( t, \nu, a, \omega_0 \), and \( m \).

**Proof.** Let \( \tilde{\omega}(t) = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} c_m^n(t) Y^m \) with \( c_m^n(t) = (\tilde{\omega}(t), Y^m, L^2(S^2)) \). We see by (1.9) and (3.2) that \( L^{\nu,a} \Omega_0^{\nu,a} = 0 \). Hence \( \tilde{\omega}(t) \) satisfies

\[
dt(\tilde{\omega}_m) = \nu A \tilde{\omega}(t) - ia \Lambda \tilde{\omega}(t), \quad t > 0, \quad \tilde{\omega}(0) = \omega_0 - \Omega_0^{\nu,a}.
\]

For \( |m| = 0, 1 \) we take the \( L^2(S^2) \)-inner product of (3.6) with \( Y_1^m \) to get

\[
\frac{d c_m^n(t)}{dt}(t) = \nu(\Lambda \tilde{\omega}(t), Y_1^m, L^2(S^2)) - ia(\Lambda \tilde{\omega}(t), Y_1^m, L^2(S^2)) = 0, \quad t > 0
\]

by (3.2). Hence \( c_m^n(0) = c_m^n(t) = 0 \) by (1.9) and \( \tilde{\omega}_m(t) = 0 \) for \( t \geq 0 \).

Next we prove (3.4). Let \( u(t) = B \tilde{\omega}(t) \). Then

\[
u(t) = \sum_{n=3}^{\infty} \sum_{m=-n}^{n} \left( 1 - \frac{6}{\lambda_n} \right) c_m^n(t) Y^m_n, \quad \|u(t)\|_{L^2(S^2)} \leq \|\tilde{\omega}_3(t)\|_{L^2(S^2)}
\]

by (3.1), \( \tilde{\omega}_1(t) = 0 \), \( \lambda_2 = 6 \), and \( |1 - 6/\lambda_n| \leq 1 \) for \( n \geq 3 \). We easily get

\[
\text{Re}(\partial_t \tilde{\omega}(t), u(t))_{L^2(S^2)} \geq \frac{1}{4} \frac{d}{dt} \|\tilde{\omega}_3(t)\|^2_{L^2(S^2)},
\]

\[
\text{Re}(\Lambda \tilde{\omega}(t), u(t))_{L^2(S^2)} \leq -5 \|\tilde{\omega}_3(t)\|^2_{L^2(S^2)}
\]

by (3.2), the first equality of (3.7), and \( \lambda_n \geq \lambda_3 = 12 \) for \( n \geq 3 \). Also,

\[
\text{Im}(\Lambda \tilde{\omega}(t), u(t))_{L^2(S^2)} = \text{Im}(-i \partial_x M_{cos \theta} u(t), u(t))_{L^2(S^2)} = 0
\]

since \( -i \partial_x M_{cos \theta} \) is symmetric in \( L_0^2(S^2) \). Thus, taking the real part of the \( L^2(S^2) \)-inner product of (3.6) with \( u(t) \) and using the above relations, we find that

\[
\frac{1}{4} \frac{d}{dt} \|\tilde{\omega}_3(t)\|^2_{L^2(S^2)} \leq -5\nu \|\tilde{\omega}_3(t)\|^2_{L^2(S^2)}, \quad t > 0.
\]

By this inequality we get (3.4), since \( \tilde{\omega}_3(0) = \omega_0 \) by (1.9).
Let us consider \( \tilde{c}_2^m(t) \). For \( m = 0 \) we take the \( L^2(S^2) \)-inner product of (3.6) with \( Y_2^0 \) and use (3.2) to get 

\[
\frac{d}{dt}\tilde{c}_2^{(0)}(t) = -4\im \tilde{c}_2^{(0)}(t) \quad \text{for} \quad t > 0.
\]

Thus \( \tilde{c}_2^m(t) = e^{-4\im t}\tilde{c}_2^{(0)}(0) = e^{-4\im t}(\omega_0, Y_2^0)_{L^2(S^2)} \) for \( t \geq 0 \) by (1.9). Let \( |m| = 1, 2 \). Since \( -i\partial_\nu \) is symmetric in \( L^2_0(S^2) \),

\[
(\Lambda\tilde{\omega}(t), Y_2^m)_{L^2(S^2)} = (i\partial_\nu M_{\cos \theta}u(t), Y_2^m)_{L^2(S^2)} = (M_{\cos \theta}u(t), -i\partial_\nu Y_2^m)_{L^2(S^2)} = (M_{\cos \theta}u(t), Y_2^m)_{L^2(S^2)},
\]

where \( u(t) = B\tilde{\omega}(t) \) and the last equality is due to (3.1). We take the \( L^2(S^2) \)-inner product of (3.6) with \( Y_2^m \) and use (3.2) and the above equality. Then

\[
\frac{d\tilde{c}_2^m(t)}{dt} = -4\im \tilde{c}_2^m(t) - \im a(M_{\cos \theta}u(t), Y_2^m)_{L^2(S^2)}, \quad t > 0.
\]

We solve this equation to get

\[
\tilde{c}_2^m(t) = e^{-4\im t}\left(\tilde{c}_2^m(0) - \im a \int_0^t e^{4\im \tau}(M_{\cos \theta}u(\tau), Y_2^m)_{L^2(S^2)} d\tau\right), \quad t \geq 0.
\]

Moreover, we apply \( \|Y_2^m\|_{L^2(S^2)} = 1 \), \( \|\cos \theta\| \leq 1 \), (3.4), and (3.7) to the integrand of the last term and then use \( \int_0^\infty e^{-6\im \tau} d\tau \leq (6\im)^{-1} \) to obtain

\[
|\tilde{c}_2^m(t)| \leq e^{-4\im t} \left(|\tilde{c}_2^m(0)| + \frac{|ma|}{6\im} \|\omega_0\|_{L^2(S^2)}\right), \quad t \geq 0.
\]

Here \( \tilde{c}_2^m(0) \) is of the form

\[
\tilde{c}_2^m(0) = (\tilde{\omega}(0), Y_2^m)_{L^2(S^2)} = \begin{cases} (\omega_0, Y_2^m) - \frac{a}{\nu} \frac{\im}{2\sqrt{5}}(\omega_0, Y_1^m)_{L^2(S^2)}, & |m| = 1, \\ (\omega_0, Y_2^m)_{L^2(S^2)}, & |m| = 2 \end{cases}
\]

since \( \Omega_0^{\nu a} \) is given by (1.9). Hence (3.5) follows. \( \Box \)

4. Nonexistence of nonzero eigenvalues of the perturbation operator

The aim of this section is to establish Theorem 1.3.

For \( m \in \mathbb{Z} \) let \( \mathcal{P}_m \) be the operator given by (2.8). Then \( \mathcal{P}_m L^2_0(S^2) \) is a closed subspace of \( L^2_0(S^2) \) by (2.10). Moreover, since functions in \( L^2_0(S^2) \) are expanded by \( Y_n^m \), and since \( \mathcal{P}_m Y_n^m = Y_n^m \) and \( \mathcal{P}_m Y_n^{m'} = 0 \) for \( m \neq m' \), we see that \( L^2_0(S^2) \) is diagonalized as

\[
L^2_0(S^2) = \oplus_{m \in \mathbb{Z}} \mathcal{P}_m L^2_0(S^2)
\]

and each \( u \in \mathcal{P}_m L^2_0(S^2), \ m \in \mathbb{Z} \) is expressed as

\[
u_{m,n} e_n Y_n^m, \quad e_n = (u, Y_n^m)_{L^2(S^2)}.
\]

We observe by (3.2) and (4.1) that \( \mathcal{P}_m L^2_0(S^2) \) is invariant under the action of \( \Lambda \) for each \( m \in \mathbb{Z} \). Moreover, \( \Lambda \) is diagonalized as

\[
\Lambda = \oplus_{m \in \mathbb{Z}} \Lambda |_{\mathcal{P}_m L^2_0(S^2)}, \quad \Lambda |_{\mathcal{P}_m L^2_0(S^2)} = \begin{cases} 0, & m = 0, \\ m\Lambda_m, & m \neq 0, \end{cases}
\]

where \( \Lambda_m = M_{\cos \theta}B |_{\mathcal{P}_m L^2_0(S^2)} \) on \( \mathcal{P}_m L^2_0(S^2) \). Thus, to prove Theorem 1.3, it is sufficient to show that \( \Lambda_m \) does not admit nonzero eigenvalues for each \( m \in \mathbb{Z} \setminus \{0\} \). Note that

\[
\Lambda_m Y_n^m = \left(1 - \frac{6}{\lambda_n}\right)(a_n^m Y_{n-1}^m + a_n^{m+1} Y_{n+1}^m), \quad n \geq |m|
\]

by (2.4) and (3.1). In particular, \( \Lambda_m Y_2^m = 0 \) for \( |m| = 1, 2 \) by \( \lambda_2 = 6 \).

Theorem 4.1. Let \( m \in \mathbb{Z} \setminus \{0\} \). Then \( \Lambda_m \) in \( \mathcal{P}_m L^2_0(S^2) \) has no eigenvalues in \( \mathbb{C} \setminus \{0\} \).
Proof. Suppose that $\mu \in \mathbb{C} \setminus \{0\}$ and $u \in \mathcal{P}_m L^2_0(S^2)$ satisfy
\begin{equation}
\mu u = \Lambda_m u = M_{\cos \theta} Bu, \quad B = I + 6\Delta^{-1}.
\end{equation}

Let us show $u = 0$. First we observe that $u$ is of the form
\begin{equation}
(u \equiv N_m \max\{2, |m|\}).
\end{equation}

When $|m| \geq 2$, this is the same as the expression (4.1) of $u \in \mathcal{P}_m L^2_0(S^2)$. If $m = \pm 1$, then it follows from (4.1) and (4.3) (in particular $\Lambda \pm 1 = 0$) that
\begin{equation}
\mu c_1^{\pm 1} = (\mu u, \pm 1)_{L^2(S^2)} = (\Lambda \pm 1 u, \pm 1)_{L^2(S^2)} = 0.
\end{equation}

Hence $c_1^{\pm 1} = 0$ by $\mu \neq 0$ and $u$ is of the form (4.5).

Suppose that $|\mu| \neq 0$. We take the imaginary part of the $L^2(S^2)$-inner product of (4.4) with $Bu$. Then since $u$ is of the form (4.5) and $M_{\cos \theta}$ is symmetric on $L^2(S^2)$, we see by (3.1) and $\lambda_2 = 6$
\begin{equation}
(\text{Im } \mu) \sum_{n \geq N'_m} \left(1 - \frac{6}{\lambda_n}\right) |c_n^m|^2 = \text{Im}(M_{\cos \theta} Bu, Bu)_{L^2(S^2)} = 0,
\end{equation}

where $N'_m = \max\{3, |m|\}$. Thus, by $\text{Im } \mu \neq 0$ and $1 - 6/\lambda_n \geq 1/2$ for $n \geq 3$,
\begin{equation}
0 = \sum_{n \geq N'_m} \left(1 - \frac{6}{\lambda_n}\right) |c_n^m|^2 \geq \frac{1}{2} \sum_{n \geq N'_m} |c_n^m|^2,
\end{equation}

which shows that $c_n^m = 0$ for $n \geq N'_m$, i.e. $u = c_2^m \Lambda_m^m$ if $|m| = 1, 2$ and $u = 0$ if $|m| \geq 3$.
Moreover, when $|m| = 1, 2$, we have $\mu u = \Lambda_m u = c_2^m \Lambda_m^m = 0$ and thus $u = 0$ by $\mu \neq 0$. Hence we get $u = 0$ in both cases $|m| = 1, 2$ and $|m| \geq 3$ when $\text{Im } \mu \neq 0$.

Now suppose that $\text{Im } \mu = 0$, i.e. $\mu \in \mathbb{R} \setminus \{0\}$. We consider two cases separately.

Case 1: $|\mu| \geq 1$. Since $u$ is of the form (4.5), we see that
\begin{equation}
\mu^2 \sum_{n \geq N_m} |c_n^m|^2 = \|\mu u\|^2_{L^2(S^2)} = \|\Lambda_m u\|^2_{L^2(S^2)} \leq \|Bu\|^2_{L^2(S^2)} = \sum_{n \geq N_m} \left(1 - \frac{6}{\lambda_n}\right)^2 |c_n^m|^2
\end{equation}

by (3.1), (4.4), and $|\cos \theta| \leq 1$. Hence
\begin{equation}
\sum_{n \geq N_m} \left\{\mu^2 - \left(1 - \frac{6}{\lambda_n}\right)^2\right\} |c_n^m|^2 \leq 0,
\end{equation}

but since $0 \leq 1 - 6/\lambda_n < 1$ for $n \geq 2$ and $\mu^2 \geq 1$, we must have $c_n^m = 0$ for all $n \geq N_m$ by the above inequality. Therefore, we obtain $u = 0$.

Case 2: $0 < |\mu| < 1$. Since $u$ is of the form (4.5), we write
\begin{equation}
(4.6) \quad u = \sum_{n \leq N_m} c_n^m Y_n^m + u_{\geq N}, \quad u_{\geq N} = \sum_{n \geq N_m} c_n^m Y_n^m, \quad N_m = \max\{2, |m|\},
\end{equation}

where $N > N_m$ is a sufficiently large integer which will be fixed later. We substitute (4.6) for (4.4) and use (3.1) to get
\begin{equation}
\sum_{n = N_m}^{N - 1} \mu c_n^m Y_n^m + \mu u_{\geq N} = \cos \theta \left\{ \sum_{n = N_m}^{N - 1} \left(1 - \frac{6}{\lambda_n}\right) c_n^m Y_n^m + Bu_{\geq N} \right\}.
\end{equation}
We deduce from this equality and \( u_{\geq n} = Bu_{\geq n} - 6\Delta^{-1}u_{\geq n} \) that

\[
(4.7) \quad (\mu - \cos \theta) \left\{ \sum_{n=N_n}^{N-1} \left( 1 - \frac{6}{\lambda_n} \right) c_n^m Y_n^m + Bu_{\geq n} \right\} = - \sum_{n=N_n}^{N-1} \frac{6}{\lambda_n} \mu c_n^m Y_n^m + 6\mu \Delta^{-1}u_{\geq n}.
\]

Moreover, we observe by (2.4) with \( n = |m| \) and \( Y_{|m|-1}^m \equiv 0 \) that

\[
Y_{|m|+1}^m = \frac{1}{a_{|m|+1}^m} \cos \theta Y_{|m|}^m = - \frac{1}{a_{|m|+1}^m} (\mu - \cos \theta) Y_{|m|}^m + \frac{\mu}{a_{|m|+1}^m} Y_{|m|}^m,
\]

and by (2.4) with \( n \) replaced by \( n - 1 \) that

\[
Y_n^m = \frac{1}{a_n^m} (\cos \theta Y_{n-1}^m - a_{n-1}^m Y_{n-2}^m) = - \frac{1}{a_n^m} (\mu - \cos \theta) Y_{n-1}^m + \frac{1}{a_n^m} (\mu Y_{n-1}^m - a_{n-1}^m Y_{n-2}^m)
\]

for \( n \geq |m| + 2 \). Using these equalities, we can inductively show that

\[
(4.8) \quad Y_n^m = (\mu - \cos \theta) \left( \sum_{k=|m|}^{n-1} \alpha_{k,n}^m Y_k^m \right) + \beta_n^m Y_{|m|}^m, \quad n \geq |m| + 1.
\]

Here \( \alpha_{k,n}^m \) and \( \beta_n^m \) are some coefficients depending on \( \mu \) and \( a_{n'}^m \) with \( n' \geq |m| \), but we do not need their explicit forms. We substitute (4.8) for the right-hand side of (4.7). Then, moving the terms with the factor \( \mu - \cos \theta \) into the left-hand side, we have

\[
(4.9) \quad (\mu - \cos \theta) \left( \sum_{n=N_n}^{N-1} \gamma_n^m Y_n^m + Bu_{\geq n} \right) = \sigma_N^m Y_{|m|}^m + 6\mu \Delta^{-1}u_{\geq n}.
\]

Here \( \gamma_n^m \) and \( \sigma_N^m \) are some coefficients depending on \( \mu \), \( \lambda_n \), \( a_{n'}^m \), and \( c_n^m \) with \( n' \geq |m| \), but again we do not need their explicit forms. Since \( \Delta^{-1}u_{\geq n} \in \mathcal{P}_m L^2_0(S^2) \cap H^2(S^2) \) and the Sobolev embedding \( H^2(S^2) \hookrightarrow C(S^2) \) holds (see [2]), we can write

\[
(4.10) \quad \Delta^{-1}u_{\geq n} = \tilde{U}_N(\theta) e^{im\varphi} \in \mathcal{P}_m L^2_0(S^2) \cap C(S^2), \quad \tilde{U}_N \in C([0, \pi]).
\]

Also, \( Y_{|m|}^m \) is smooth on \( S^2 \) and of the form (see (2.3))

\[
Y_{|m|}^m(\theta, \varphi) = C_m |\sin|\theta e^{im\varphi} = C_m (1 - \cos^2 \theta)^{|m|/2} e^{im\varphi}
\]

with a constant \( C_m \in \mathbb{R} \setminus \{0\} \). Thus \( f_N^m = \sigma_N^m Y_{|m|}^m + 6\mu \Delta^{-1}u_{\geq n} \) is of the form

\[
f_N^m = F_N^m(\theta) e^{im\varphi} \in \mathcal{P}_m L^2_0(S^2) \cap H^2(S^2), \quad F_N^m(\theta) = \sigma_N^m \tilde{U}_N(\theta) e^{im\varphi}.
\]

Moreover, since \( f_N^m \) is continuous on \( S^2 \) by \( H^2(S^2) \subset C(S^2) \) and

\[
(4.11) \quad \sum_{n=|m|}^{N-1} \gamma_n^m Y_n^m + Bu_{\geq n} = \frac{f_N^m}{\mu - x_3} \text{ on } \{(x_1, x_2, x_3) \in S^2 \mid x_3 \neq \mu\}
\]

by (4.9) and \( x_3 = \cos \theta \), we have \( f_N^m = 0 \) for \( x_3 = \mu \), otherwise the left-hand side of (4.11) does not belong to \( L^2(S^2) \). Hence \( F_N^m(\theta_\mu) = 0 \) with \( \theta_\mu = \arccos \mu \in (0, \pi) \), i.e.

\[
\sigma_N^m C_m (1 - \mu^2)^{|m|/2} + 6\mu \tilde{U}_N(\theta_\mu) = 0, \quad |\sigma_N^m|^2 = \frac{(6\mu)^2}{C_m^2 (1 - \mu^2)^{|m|}} |\tilde{U}_N(\theta_\mu)|^2.
\]
Here and in the rest of the proof, $C_m^2$ stands for the square of $C_m$, not for a coefficient of $Y_m^n$. Moreover, noting that $\tilde{U}_N$ is given by (4.10), we use (2.12) to get

$$
(4.12) \quad |\sigma_N|^2 \leq \frac{(6\mu)^2}{\pi|m|C_m^2(1-\mu^2)^{m/2}} \|(-\Delta)^{-1/2}u_{\geq N}\|_{L^2(S^2)}^2.
$$

Since $f_N^m = F_N^m(\theta)e^{im\varphi}$ and $F_N^m(\theta_{\mu}) = 0$, we see by (2.7) and (2.13) that

$$
\left\| \frac{f_N^m}{\mu - x_3} \right\|_{L^2(S^2)}^2 = 2\pi \int_0^\pi \left| \frac{F_N^m(\theta)\sin\theta}{\mu - \cos\theta} \right|^2 d\theta \leq \frac{32}{\sin^2\theta_{\mu}} \|\nabla f_N^m\|_{L^2(S^2)}^2,
$$

and use (2.6) and $\sin^2\theta_{\mu} = 1 - \mu^2$ to the right-hand side to get

$$
(4.13) \quad \left\| \frac{f_N^m}{\mu - x_3} \right\|_{L^2(S^2)}^2 \leq \frac{32}{1 - \mu^2} \|(-\Delta)^{1/2}f_N^m\|_{L^2(S^2)}^2.
$$

Moreover, since

$$
(-\Delta)^{1/2}f_N^m = (-\Delta)^{1/2}(\sigma_N^mY_m^n + 6\mu\Delta^{-1}u_{\geq N}) = \sigma_N^mY_m^n - 6\mu(-\Delta)^{-1/2}u_{\geq N}
$$

and $(-\Delta)^{-1/2}u_{\geq N}$ is orthogonal to $Y_m^n$ in $L^2(S^2)$ by (2.5) and (4.6),

$$
\|(-\Delta)^{1/2}f_N^m\|_{L^2(S^2)}^2 = |\sigma_N^m|^2\|Y_m^n\|_{L^2(S^2)}^2 + (6\mu)^2\|(-\Delta)^{-1/2}u_{\geq N}\|_{L^2(S^2)}^2,
$$

by $\lambda_{\mid m\mid} = |m|\parallel m{\parallel m} + 1, \parallel Y_m^n\|_{L^2(S^2)} = 1$, and (4.12). Hence

$$
(4.14) \quad \left\| \frac{f_N^m}{\mu - x_3} \right\|_{L^2(S^2)}^2 \leq C_{m,\mu}\|(-\Delta)^{-1/2}u_{\geq N}\|_{L^2(S^2)}^2
$$

by (4.13) and (4.14), where

$$
C_{m,\mu} = \frac{32 \cdot (6\mu)^2}{1 - \mu^2} \left\{ \frac{|m| + 1}{\pi C_m^2(1 - \mu^2)^{m/2}} + 1 \right\}.
$$

Now we take the $L^2(S^2)$-inner product of (4.11) with $Bu_{\geq N}$. Then since $Bu_{\geq N}$ is orthogonal to $Y_m^n, \ldots, Y_m^{N-1}$ in $L^2(S^2)$ by (3.1) and (4.6), we get

$$
\|Bu_{\geq N}\|_{L^2(S^2)}^2 = \left( \frac{f_N^m}{\mu - x_3}, Bu_{\geq N} \right)_{L^2(S^2)} \leq \left\| \frac{f_N^m}{\mu - x_3} \right\|_{L^2(S^2)} \|Bu_{\geq N}\|_{L^2(S^2)}.
$$

We deduce from this inequality and (4.15) that

$$
\|Bu_{\geq N}\|_{L^2(S^2)}^2 \leq \left\| \frac{f_N^m}{\mu - x_3} \right\|_{L^2(S^2)}^2 \leq C_{m,\mu}\|(-\Delta)^{-1/2}u_{\geq N}\|_{L^2(S^2)}^2.
$$

Moreover, when $N \geq 3$, we have

$$
\|Bu_{\geq N}\|_{L^2(S^2)}^2 \geq \frac{1}{4}\|u_{\geq N}\|_{L^2(S^2)}^2, \quad \|(-\Delta)^{-1/2}u_{\geq N}\|_{L^2(S^2)}^2 \leq \frac{1}{\lambda_N}\|u_{\geq N}\|_{L^2(S^2)}^2
$$

by (2.6), (3.1), (4.6), $1 - 6/\lambda_n \geq 1/2$, and $\lambda_n \geq \lambda_N$ for $n \geq N$. Hence

$$
(4.16) \quad \|u_{\geq N}\|_{L^2(S^2)}^2 \leq \frac{4C_{m,\mu}}{\lambda_N}\|u_{\geq N}\|_{L^2(S^2)}^2.
$$

Now since $\lambda_N = N(N + 1) \to \infty$ as $N \to \infty$ and $C_{m,\mu}$ is independent of $N$, we can fix a sufficiently large $N > N_m$ so that $4C_{m,\mu}/\lambda_N < 1$. Then $u_{\geq N} = 0$ by (4.16) and

$$
\begin{align*}
\sum_{n=N_m}^{N-1} c_n^m \bar{Y}_n^m + u_{\geq N} = \sum_{n=N_m}^{N-1} c_n^m \bar{Y}_n^m, \quad N_m = \max\{2, |m|\}
\end{align*}
$$
Lemma 5.1. The operator \( \Lambda \) is densely defined, closed, and \( \Lambda \). Also, (5.2) follows from (3.3) and (5.1).

Proof. The statements except for (5.2) hold since they are valid in \( L^2_0(S^2) \) and \( \mathcal{X} \) is invariant under the actions of \( A \) and \( \Lambda \). Also, (5.2) follows from (3.3) and (5.1).
Lemma 5.2. For $u \in \mathcal{X}$ let $Qu = u - \sum_{|m|=1,2} (u, Y^m_2)_{L^2(S^2)} Y^m_2$. Then

$$\frac{1}{2} \|Qu\|_{L^2(S^2)} \leq \|Bu\|_{L^2(S^2)} \leq \|u\|_{L^2(S^2)}, \quad u \in \mathcal{X},$$

where $B = I + 6\Delta^{-1}$ on $L^2_0(S^2)$, and the kernel of $\Lambda$ in $\mathcal{X}$ is

$$N_\mathcal{X}(\Lambda) = \text{span}\{Y^m_2 \mid |m| = 1, 2\}.$$  

Thus $Q$ is the orthogonal projection from $\mathcal{X}$ onto $\mathcal{Y} = N_\mathcal{X}(\Lambda)\perp = \{u \in \mathcal{X} \mid (u, Y^m_2)_{L^2(S^2)} = 0, |m| = 1, 2\}$. Moreover, $QA \subset AQ$ in $\mathcal{X}$.

Proof. Let $u \in \mathcal{X}$ be of the form (5.1). Then since

$$Q u = \sum_{m \in \mathbb{Z}\setminus\{0\}} \sum_{n \geq N_m} c^m_n Y^m_n, \quad N_m = \max\{3, |m|\},$$

we have (5.3) by (3.1), $\lambda_2 = 6$, and $1/2 \leq 1 - 6/\lambda_n \leq 1$ for $n \geq 3$. Let $u \in D_\mathcal{X}(\Lambda)$ satisfy $\Lambda u = 0$. Then by integration by parts and (3.1) we have

$$0 = (\Lambda u, Y^m_n)_{L^2(S^2)} = (f, -i \partial_\varphi M_{\cos \theta} Bu) = m(f, Y^m_n)_{L^2(S^2)},$$

where $f = M_{\cos \theta} Bu$. Hence $(f, Y^m_n)_{L^2(S^2)} = 0$ for $n \geq 0$ and $|m| \neq 0$. Also, since $u$ is of the form (5.1), we see by (2.4) and (3.1) that $(f, Y^0_n)_{L^2(S^2)} = 0$ for $n \geq 0$ and thus $f = 0$. Hence $Bu = 0$ and $Qu = 0$, i.e. $u \in \text{span}\{Y^m_2 \mid |m| = 1, 2\}$ by (5.3). By this fact and $\Lambda Y^m_2 = 0$ for $|m| = 1, 2$, we get (5.4). We also have $QA \subset AQ$ in $\mathcal{X}$ since $Y^m_2$ is smooth on $S^2$ and $\Lambda Y^m_2 = -4Y^m_2$ for $|m| = 1, 2$ by (3.2), and since $A$ is self-adjoint in $\mathcal{X}$. \hfill $\Box$

Lemma 5.3. Let $B_1$ be a linear operator on $\mathcal{H} = L^2(S^2)$ given by

$$B_1 = -i \partial_\varphi M_{\cos \theta}, \quad D_\mathcal{H}(B_1) = \{u \in L^2(S^2) \mid \partial_\varphi M_{\cos \theta} u \in L^2(S^2)\}$$

and $B_2 = B|\mathcal{X} = (I + 6\Delta^{-1})|\mathcal{X}$ on $\mathcal{X}$. Then $A$ and $\Lambda$ satisfy Assumption 6.3.

Note that, as in (2.5), the operator $(-A)^s$ is defined on $\mathcal{X}$ by

$$(-A)^s u = \sum_{m \in \mathbb{Z}\setminus\{0\}} \sum_{n \geq N_m} (\lambda_n - 2)^s c^m_n Y^m_n$$

for $s \in \mathbb{R}$ and $u \in \mathcal{X}$ of the form (5.1).

Proof. By the definitions and Lemma 5.2, we easily find that $B_1$ is a closed symmetric operator on $\mathcal{H}$, $B_2$ is a bounded self-adjoint operator on $\mathcal{X}$, and the conditions (i) and (ii) of Assumption 6.3 are satisfied. Also, since $u = Qu \in \mathcal{Y}$ is of the form (5.5), we observe by (3.1), (3.2), (5.6), and $1 - 6/\lambda_n \geq 1/2$ for $n \geq 3$ that the condition (iii) holds with constant $C = 1/2$. \hfill $\Box$

Now we give the main result of this section and the proof of Theorem 1.4.

Theorem 5.4. The operator $L_\alpha$ generates an analytic semigroup $\{e^{tL_\alpha}\}_{t \geq 0}$ in $\mathcal{X}$ for all $\alpha \in \mathbb{R}$. Moreover, for each $\tau > 0$ we have

$$\lim_{|\alpha| \to \infty} \sup_{t \geq \tau} \|Qe^{tL_\alpha}\|_{\mathcal{X} \to \mathcal{X}} = 0.$$  

Proof. By Lemma 5.1 and a perturbation theory of semigroups (see [13]), we see that $L_\alpha$ generates an analytic semigroup $\{e^{tL_\alpha}\}_{t \geq 0}$ in $\mathcal{X}$.

We intend to apply Theorem 6.9 to get (5.7). To this end, we verify the assumptions of Theorem 6.9. Assumptions 6.1–6.3 and the condition (a) of Theorem 6.9 are valid by
Lemmas 5.1–5.3. Also, the condition (e) follows from Theorem 1.3. Hence it is sufficient to show that the conditions (b)–(d) are satisfied. Let \( u \in D_\lambda(A) \). Then
\[
\int (Au, u)_{L^2(S^2)} = \left| (\partial_x M \cos \theta Bu, u)_{L^2(S^2)} \right| \\
\leq \|u\|_{L^2(S^2)} \|\nabla u\|_{L^2(S^2)} = \|u\|_{L^2(S^2)}\|(-\Delta)^{1/2}u\|_{L^2(S^2)}
\]
by integration by parts, \( |\cos \theta| \leq 1 \), (2.6), and (5.3). Moreover, since \( u \) is of the form (5.1) and \( \lambda_n \leq 3(\lambda - 2)/2 \) for \( n \geq 2 \), we see by (2.5) and (5.6) that
\[
\|(-\Delta)^{1/2}u\|_{L^2(S^2)}^2 \leq \frac{3}{2} \|(-A)^{1/2}u\|_{L^2(S^2)}^2 = \frac{3}{2} (Au, u)_{L^2(S^2)}
\]
Hence the condition (d) follows from (5.2), (5.8), and (5.9). Also, by (5.10), where \( B \), \( A \) and \( \lambda \) are of the form (5.1) and \( \lambda_n \leq 3(\lambda - 2)/2 \) for \( n \geq 2 \), we see by (2.5) and (5.6) that
\[
\|(-\Delta)^{1/2}u\|_{L^2(S^2)}^2 \leq \frac{3}{2} \|(-A)^{1/2}u\|_{L^2(S^2)}^2 = \frac{3}{2} (Au, u)_{L^2(S^2)}
\]
Hence the condition (d) follows from (5.2), (5.8), and (5.9). Also, (5.10) follows from (5.7). □

Proof of Theorem 1.4. For \( \nu > 0 \) and \( a \in \mathbb{R} \) let \( \alpha = a/\nu \). Then \( e^{tL_\alpha} = e^\frac{t}{2}L^{\nu,a} \in A \) for \( t \geq 0 \) since \( L_\alpha = \nu^{-1}L^{\nu,a} \in A \). Hence (1.10) follows from (5.7). □

6. Abstract Results

This section gives abstract results for a perturbed operator.

For a linear operator \( T \) on a Banach space \( B \), we denote by \( D(T) \), \( \rho(T) \), and \( \sigma(T) \) the domain, the resolvent set, and the spectrum of \( T \) in \( B \). Also, let \( N_\nu(T) \) and \( R_\nu(T) \) be the kernel and range of \( T \) in \( B \). We say that \( T \) is Fredholm of index zero if \( R_\nu(T) \) is closed in \( B \) and the dimensions of \( N_\nu(T) \) and the quotient space \( B/R_\nu(T) \) are finite and the same, and define
\[
\tilde{\sigma}_B(T) = \{ \zeta \in \mathbb{C} \mid \zeta - T \text{ is not Fredholm of index zero} \} \subset \sigma(T).
\]
Note that \( \sigma_B(T) \setminus \hat{\sigma}_B(T) \) is the set of all eigenvalues of \( T \) of finite multiplicity. Also, \( \hat{\sigma}_B(T + K) = \hat{\sigma}_B(T) \) for every \( T \)-compact operator \( K \), since \( \zeta - (T + K) \) is Fredholm of index zero if and only if \( \zeta - T \) is so for each \( \zeta \in \mathbb{C} \) (see [19, Theorem IV-5.26]).

Let \((X, \langle \cdot , \cdot \rangle_X)\) be a Hilbert space and \( A \) and \( \Lambda \) linear operators on \( X \). We make the following assumptions.

**Assumption 6.1.** The operator \( A \) is self-adjoint in \( X \) and satisfies
\[
(6.1) \quad (Au, u)_X \geq C_A \|u\|_X^2, \quad u \in D_X(A),
\]
with some constant \( C_A > 0 \).

**Assumption 6.2.** The following conditions hold:

(i) The operator \( \Lambda \) is densely defined, closed, and \( A \)-compact in \( X \).

(ii) Let \( Y = \mathcal{N}_X(\Lambda)^\perp \) be the orthogonal complement of \( \mathcal{N}_X(\Lambda) \) in \( X \) and let \( \mathcal{Q} \) the orthogonal projection from \( X \) onto \( Y \). Then \( \mathcal{Q}A \subseteq A\mathcal{Q} \) in \( X \).

**Assumption 6.3.** There exist a Hilbert space \((\mathcal{H}, \langle \cdot , \cdot \rangle_{\mathcal{H}})\), a closed symmetric operator \( B_1 \) on \( \mathcal{H} \), and a bounded self-adjoint operator \( B_2 \) on \( X \) such that the following conditions hold:

(i) The inclusion \( X \subseteq \mathcal{H} \) holds and \( (u, v)_X = (u, v)_{\mathcal{H}} \) for all \( u, v \in X \).

(ii) The relation \( \mathcal{N}_X(\Lambda) = \mathcal{N}_X(B_2) \) holds in \( X \) and
\[
B_2 u \in D_H(B_1), \quad B_1 B_2 u = \Lambda u \in X \quad \text{for all } u \in D_X(\Lambda).
\]

(iii) There exists a constant \( C > 0 \) such that
\[
(6.2) \quad (u, B_2 u)_X \geq C \|u\|_X^2, \quad u \in \mathcal{Y},
\]
\[
(6.3) \quad \text{Re}(-Au, B_2 u)_X \geq C \|(-A)^{1/2}u\|_X^2, \quad u \in D_X(A) \cap \mathcal{Y}.
\]

Note that \( B_2 \) is a linear operator on the original space \( X \), not on the auxiliary space \( \mathcal{H} \). Also, the operator \( B_1 \) on \( \mathcal{H} \) does not necessarily map \( X \) into itself.

By \( \mathcal{Q}A \subseteq A\mathcal{Q} \) in Assumption 6.2 we can consider \( \mathcal{Q}A \) as a linear operator
\[
\mathcal{Q}A : D_{\mathcal{Y}}(\mathcal{Q}A) \subseteq \mathcal{Y} \to \mathcal{Y}, \quad D_{\mathcal{Y}}(\mathcal{Q}A) = D_X(A) \cap \mathcal{Y}.
\]

In what follows, we use the notation \( \mathcal{N} = \mathcal{N}_X(\Lambda) \) for simplicity. Let \( \mathcal{P} = I - \mathcal{Q} \) be the orthogonal projection from \( X \) onto \( \mathcal{N} \) (note that \( \mathcal{N} \) is closed in \( X \) since \( \Lambda \) is closed). Then \( \mathcal{P} \mathcal{A} \subseteq A\mathcal{P} \) and we can also consider \( \mathcal{P} \mathcal{A} \) as a linear operator
\[
\mathcal{P}A : D_{\mathcal{N}}(\mathcal{P}A) \subseteq \mathcal{N} \to \mathcal{N}, \quad D_{\mathcal{N}}(\mathcal{P}A) = D_X(A) \cap \mathcal{N}.
\]

Note that \( \mathcal{Q}A \) and \( \mathcal{P}A \) are closed in \( \mathcal{Y} \) and in \( \mathcal{N} \), respectively. Also, \( \mathcal{Q}A \) is \( \mathcal{Q}A \)-compact in \( \mathcal{Y} \). For \( \alpha \in \mathbb{R} \) we define a linear operator \( L_\alpha \) on \( X \) by
\[
L_\alpha = A - i\alpha \Lambda, \quad D_X(L_\alpha) = D_X(A)
\]
and consider \( \mathcal{Q}L_\alpha = \mathcal{Q}A - i\alpha \mathcal{Q}A \) on \( \mathcal{Y} \) with domain \( D_Y(\mathcal{Q}L_\alpha) = D_Y(\mathcal{Q}A) \).

Our aim is to establish an estimate for the semigroup generated by \( L_\alpha \) which yields the enhanced dissipation as \( |\alpha| \to \infty \) in abstract settings. Let us give auxiliary lemmas.

**Lemma 6.4.** Suppose that Assumptions 6.1 and 6.2 are satisfied. Then \( L_\alpha \) and \( \mathcal{Q}L_\alpha \) are closed in \( X \) and in \( \mathcal{Y} \), respectively, and
\[
(6.4) \quad \rho_X(L_\alpha) = \rho_Y(\mathcal{Q}L_\alpha) \cap \rho_{\mathcal{N}}(\mathcal{P}A)
\]
for all \( \alpha \in \mathbb{R} \). Moreover, for \( \zeta \in \rho_X(L_\alpha) \) and \( f \in X \) we have
\[
(6.5) \quad \mathcal{Q}(\zeta - L_\alpha)^{-1}f = (\zeta - \mathcal{Q}L_\alpha)^{-1}\mathcal{Q}f,
\]
\[
\mathcal{P}(\zeta - L_\alpha)^{-1}f = (\zeta - \mathcal{P}A)^{-1}\mathcal{P}f - i\alpha(\zeta - \mathcal{P}A)^{-1}\mathcal{P}\Lambda(\zeta - \mathcal{Q}L_\alpha)^{-1}\mathcal{Q}f.
\]
Proof. We see that $L_\alpha = A - i\alpha\Lambda$ is closed in $\mathcal{X}$ since $A$ is closed and $\Lambda$ is $A$-compact in $\mathcal{X}$ (see [19, Theorem IV-1.11]). Similarly, $QL_\alpha = QA - i\alpha Q\Lambda$ is closed in $\mathcal{Y}$.

Let us show (6.4) and (6.5). Since $A$ is self-adjoint and $PA \subset AP$ in $\mathcal{X}$, we see that $PA$ is self-adjoint in $\mathcal{N}$ and thus the residual spectrum of $PA$ in $\mathcal{N}$ is empty. Hence for each $\zeta \in \sigma_N(PA)$ there exists a sequence $\{v_k\}_{k=1}^{\infty}$ in $D_N(PA)$ such that
\[ \|v_k\|_X = 1 \quad \text{for all} \quad k \in \mathbb{N}, \quad \lim_{k \to \infty} \|(\zeta - PA)v_k\|_X = 0, \]
which includes the case where $\zeta$ is an eigenvalue of $PA$ with an eigenvector $v_\zeta$ and $v_k = v_\zeta$ for all $k \in \mathbb{N}$. Then since $L_\alpha v = Av = PAv$ for $v \in D_N(PA)$, the sequence $\{v_k\}_{k=1}^{\infty}$ in $\mathcal{X}$ satisfies (6.6) with $PA$ replaced by $L_\alpha$, which means that $\zeta \in \sigma_X(L_\alpha)$. Hence $\sigma_N(PA) \subset \sigma_X(L_\alpha)$, i.e. $\rho_X(L_\alpha) \subset \rho_N(PA)$. Let $\zeta \in \rho_X(L_\alpha) \subset \rho_N(PA)$. If $(\zeta - QL_\alpha)u = 0$ for $u \in D_Y(QL_\alpha)$, then we see by $PA \subset AP$ and $Pu = 0$ that
\[ (\zeta - L_\alpha)u = (\zeta - QL_\alpha)u - PL_\alpha u = (\zeta - QL_\alpha)u - PAu + i\alpha PAu = i\alpha PAu. \]
Moreover, we can set $v = -i\alpha(\zeta - PA)^{-1}PAu \in D_N(PA)$ since $\zeta \in \rho_N(PA)$ and $PAu \in \mathcal{N}$. Then we observe by $L_\alpha v = Av = PAv$ that
\[ (\zeta - L_\alpha)(u + v) = (\zeta - L_\alpha)u + (\zeta - PA)v = i\alpha PAu - i\alpha PAu = 0, \]
which yields $u + v = 0$ by $\zeta \in \rho_X(L_\alpha)$. Hence $u = Q(u + v) = 0$ and $\zeta - QL_\alpha$ is injective. Also, for $f \in \mathcal{Y} \subset \mathcal{X}$ let $w = (\zeta - L_\alpha)^{-1}f \in D_X(L_\alpha)$. Then since
\[ f = (\zeta - L_\alpha)u + (\zeta - A)v, \quad u = Qw \in D_Y(QL_\alpha), \quad v = Pw \in D_N(PA) \]
by $f = (\zeta - L_\alpha)w$ and $L_\alpha v = Av$, we see by $Qw = u$, $Pw = 0$, and $QA \subset AQ$ that
\[ f = Qf = (\zeta - QL_\alpha)u + (\zeta - A)Qv = (\zeta - QL_\alpha)u. \]
Hence $\zeta - QL_\alpha$ is surjective and we get $\zeta \notin \rho_Y(QL_\alpha)$, i.e. $\rho_X(L_\alpha) \subset \rho_Y(QL_\alpha) \cap \rho_N(PA)$. Conversely, let $\zeta \notin \rho_Y(QL_\alpha) \cap \rho_N(PA)$. If $(\zeta - L_\alpha)w = 0$ for $w \in D_X(L_\alpha)$, then
\[ (\zeta - L_\alpha)u + (\zeta - A)v = 0, \quad u = Qw \in D_Y(QL_\alpha), \quad v = Pw \in D_N(PA) \]
by $L_\alpha v = Av$. We apply $Q$ to (6.7) and use $Qu = u$, $Pv = 0$, and $QA \subset AQ$ to find that $(\zeta - QL_\alpha)u = 0$. Thus $u = 0$ by $\zeta \notin \rho_Y(QL_\alpha)$. Then we also have $(\zeta - PA)v = 0$ by (6.7), $Pv = v$, and $PA \subset AP$, which yields $v = 0$ since $\zeta \notin \rho_N(PA)$. Hence $u = v = 0$ and $\zeta - L_\alpha$ is injective. Also, for $f \in \mathcal{X}$ let $w = u + v + v_2$ with
\[ u = (\zeta - QL_\alpha)^{-1}Qf, \quad v_1 = (\zeta - PA)^{-1}Pf, \quad v_2 = -i\alpha(\zeta - PA)^{-1}PAu. \]
Then since $u \in D_Y(QL_\alpha)$ and $v_1, v_2 \in D_N(PA)$, we have $w \in D_X(L_\alpha)$ and
\[ (\zeta - L_\alpha)w = (\zeta - L_\alpha)u + (\zeta - L_\alpha)(v_1 + v_2) \]
by $Qu = u$, $Pv_j = v_j$ for $j = 1, 2$, $QA \subset AQ$, and $PA \subset AP$. Thus $\zeta - L_\alpha$ is surjective, i.e. $\zeta \in \rho_X(L_\alpha)$, and we obtain (6.4). Also, when $\zeta \in \rho_X(L_\alpha)$, we see by (6.9) that
\[ Q(\zeta - L_\alpha)^{-1}f = Qw = u, \quad P(\zeta - L_\alpha)^{-1}f = Pw = v_1 + v_2, \quad f \in \mathcal{X} \]
for $w = u + v_1 + v_2$ with $u$, $v_1$, and $v_2$ given by (6.8). Hence (6.5) follows. \[ \square \]

Lemma 6.5. Under Assumptions 6.1–6.3, we have
\[ QB_2 = B_2 \quad \text{on} \quad \mathcal{X}, \quad \text{Im}(\Lambda u, QB_2 u) = \text{Im}(\Lambda u, B_2 u) = 0, \quad u \in D_X(\Lambda). \]

Proof. For $u, v \in \mathcal{X}$ we have $(PB_2 u, v)_\mathcal{X} = (u, B_2 v)_\mathcal{X} = 0$ since $B_2$ is self-adjoint and $N = N_X(B_2)$ in $\mathcal{X}$. Hence $PB_2 = 0$ and $QB_2 = B_2$ on $\mathcal{X}$. Also,
\[ \text{Im}(\Lambda u, QB_2 u) = \text{Im}(B_1 B_2 u, B_2 u) = \text{Im}(B_1 B_2 u, B_2 u)_H = 0 \]
for $u \in D_X(\Lambda)$ by Assumption 6.3 (i) and (ii), where the last equality holds since $B_1$ is symmetric in $H$ and $B_2 u \in D_H(B_1)$. Thus the second relation of (6.10) is valid. \[ \square \]
Lemma 6.6. Under Assumptions 6.1–6.3, for all $\alpha \in \mathbb{R}$ we have

\[ \{\zeta \in \mathbb{C} \mid \text{Re} \zeta \geq 0\} \subset \rho_X(L_\alpha) \subset \rho_Y(QL_\alpha). \]

Proof. It suffices to verify the first inclusion since the second one follows from (6.4). Since $A$ is self-adjoint in $X$ and satisfies (6.1), and since $A$ is $A$-compact,

\[ \sigma_X(L_\alpha) = \sigma_X(A - i\alpha \Lambda) = \sigma_X(A) \subset \sigma_X(A) \subset (-\infty, -C_\Lambda]. \]

Let $\zeta \in \sigma_X(L_\alpha) \setminus \sigma_X(L_\alpha)$. Then $\zeta$ is an eigenvalue of $L_\alpha$. Let $w \in D_X(L_\alpha)$, $w \neq 0$ be a corresponding eigenvector. If $w \notin \mathcal{N}$, then $(\zeta - A)w = (\zeta - L_\alpha)w = 0$ and $\zeta$ is an eigenvalue of $A$. Hence $\zeta \in (-\infty, -C_\Lambda]$, since $A$ is self-adjoint in $X$ and satisfies (6.1). Suppose that $w \notin \mathcal{N}$, i.e. $u = Qw \in D_Y(QL_\alpha)$ satisfies $u \neq 0$. Then we apply $Q$ to

\[ 0 = (\zeta - L_\alpha)w = (\zeta - L_\alpha)u + (\zeta - A)v, \quad v = \mathbb{P}w \in D_X(\mathbb{P}A) \]

and use $Q = u$, $Q = 0$, and $QA \subset AQ$ to get $(\zeta - QL_\alpha)u = 0$, i.e. $\zeta u = QL_\alpha u$. Thus

\[ \zeta(u, B_2u)_X = (QL_\alpha u, B_2u)_X = (\alpha u, QB_2u)_X = (Au, QB_2u)_X = i\alpha(Au, QB_2u)_X. \]

Noting that $(u, B_2u)_X$ is real and positive by (6.2) and $u \neq 0$, we take the real part of the above equality and apply (6.1), (6.3), and (6.10). Then

\[ (\text{Re} \zeta)(u, B_2u)_X = \text{Re}(Au, B_2u)_X = -\text{Re}(Au, B_2u)_X \leq C\|(-A)^{1/2}u\|_X^2 = C(-Au, u)_X \leq -C_A C\|u\|^2_X \]

and we divide both sides by $(u, B_2u)_X > 0$ to find that

\[ \text{Re} \zeta \leq -\frac{C_A C\|u\|^2_X}{(u, B_2u)_X} < 0. \]

Hence $\sigma_X(L_\alpha) \setminus \sigma_X(L_\alpha)$ is contained in $\{\zeta \in \mathbb{C} \mid \text{Re} \zeta < 0\}$, and we conclude by this fact and (6.12) that $\sigma_X(L_\alpha) \subset \{\zeta \in \mathbb{C} \mid \text{Re} \zeta < 0\}$, i.e. the first inclusion of (6.11) is valid. \qed

Now let us give the estimate for the semigroup generated by $L_\alpha = A - i\alpha \Lambda$.

Theorem 6.7. Under Assumptions 6.1–6.3, the operator $L_\alpha$ generates an analytic semigroup $\{e^{tL_\alpha}\}_{t \geq 0}$ in $\mathcal{X}$ for all $\alpha \in \mathbb{R}$. Moreover, there exist positive constants $C_1$ and $C_2$ depending only on $\|B_2\|_\mathcal{X}^{\rightarrow \mathcal{X}}$ and the constants appearing in (6.2) and (6.3) (and in particular independent of the constant $C_A$ appearing in (6.1)) such that

\[ \|Qe^{tL_\alpha}f\|_\mathcal{X} \leq C_1 e^{-Ct/\Phi_Y(-QL_\alpha)} \|Qf\|_\mathcal{X}, \quad t \geq 0, \quad f \in \mathcal{X} \]

for all $\alpha \in \mathbb{R}$, where $\Phi_Y(-QL_\alpha) = \inf_{\lambda \in \mathbb{R}} \|i\lambda - QL_\alpha\|^{-1}_{Y \rightarrow Y}$.

The proof of (6.13) relies on the following Gearhart–Pruß type theorem shown by Wei [49]. A closed operator $S$ on a Hilbert space $(\mathcal{H}, (\cdot, \cdot)_\mathcal{H})$ is called $m$-accretive if

\[ \{\zeta \in \mathbb{C} \mid \text{Re} \zeta < 0\} \subset \rho_H(S), \quad \text{Re}(Su, u)_\mathcal{H} \geq 0, \quad u \in D_H(S). \]

An $m$-accretive operator $S$ is densely defined and satisfies (see [19, Section V-3.10])

\[ \{\zeta \in \mathbb{C} \mid \text{Re} \zeta > 0\} \subset \rho_H(-S), \quad \|\zeta + S\|^{-1}_{\mathcal{H} \rightarrow \mathcal{H}} \leq \frac{1}{\text{Re} \zeta}, \quad \text{Re} \zeta > 0. \]

Thus $-S$ generates a contraction semigroup $\{e^{-tS}\}_{t \geq 0}$ in $\mathcal{H}$ by the Hille–Yosida theorem.

Theorem 6.8 ([49, Theorem 1.3]). Let $S$ be an $m$-accretive operator on $\mathcal{H}$. Then

\[ \|e^{-tS}\|_{\mathcal{H} \rightarrow \mathcal{H}} \leq e^{-t\Psi_H(S) + \pi/2}, \quad t \geq 0, \]

where $\Psi_H(S)$ is the pseudospectral bound of $S$ in $\mathcal{H}$ given by

\[ \Psi_H(S) = \inf \{ \|(i\lambda + S)f\|_{\mathcal{H}} \mid \lambda \in \mathbb{R}, f \in D_H(S), \|f\|_{\mathcal{H}} = 1 \}. \]
Proof of Theorem 6.7. Fix $\delta \in (\pi/2, \pi)$ and let $\Sigma = \{ \zeta \in \mathbb{C} \mid \arg\zeta < \delta, \zeta \neq 0 \}$. Since $A$ is self-adjoint in $\mathcal{X}$ and satisfies (6.1), there exists a constant $C > 0$ such that

$$\Sigma \subset \rho_{\chi}(A), \quad \| (\zeta - A)^{-1} \|_{\mathcal{X} \to \mathcal{X}} \leq \frac{C}{|\zeta|}, \quad \zeta \in \Sigma.$$ 

Also, for each $\alpha \in \mathbb{R}$, since $i\alpha \Lambda$ is closed and $A$-compact in $\mathcal{X}$, it is $A$-bounded with $A$-bound zero (see [13, Lemma III.2.16]). Thus, by [13, Lemma III.2.6], there exist constants $r_\alpha, C_\alpha > 0$ depending on $\alpha$ such that $\Sigma \cap \{ \zeta \in \mathbb{C} \mid |\zeta| > r_\alpha \} \subset \rho_{\chi}(L_\alpha)$ and

$$\| (\zeta - L_\alpha)^{-1} \|_{\mathcal{X} \to \mathcal{X}} \leq \frac{C_\alpha}{|\zeta|}, \quad \zeta \in \Sigma \cap \{ \zeta \in \mathbb{C} \mid |\zeta| > r_\alpha \}.$$ 

By this fact, we see that $L_\alpha - \gamma_\alpha$ is sectorial for a sufficiently large $\gamma_\alpha > 0$, i.e.,

$$\Sigma_\alpha + \gamma_\alpha \subset \rho_{\chi}(L_\alpha), \quad \Sigma_\alpha = \{ \zeta \in \mathbb{C} \mid |\arg\zeta| < \delta_\alpha, \zeta \neq 0 \},$$

(6.14)

$$\| (\zeta + \gamma_\alpha - L_\alpha)^{-1} \|_{\mathcal{X} \to \mathcal{X}} \leq \frac{C'_\alpha}{|\zeta|}, \quad \zeta \in \Sigma_\alpha$$

with some angle $\delta_\alpha \in (\pi/2, \pi)$ and constant $C'_\alpha > 0$ depending on $\alpha$. Hence $L_\alpha$ generates an analytic semigroup $\{e^{tL_\alpha}\}_{t \geq 0}$ in $\mathcal{X}$ represented by the Dunford integral

$$e^{tL_\alpha} f = \frac{1}{2\pi i} \int_{\Gamma_\alpha} e^{t(\zeta + \gamma_\alpha)} (\zeta + \gamma_\alpha - L_\alpha)^{-1} f d\zeta, \quad t > 0, f \in \mathcal{X},$$

where $\Gamma_\alpha$ is a piecewise smooth curve in $\Sigma_\alpha$ going from $\infty e^{-i\sigma}$ to $\infty e^{i\sigma}$ with $\sigma \in (0, \delta_\alpha)$. Also, since $\rho_{\chi}(L_\alpha) \subset \rho_{\chi}(QL_\alpha)$ by (6.4) and

$$\| (\zeta - QL_\alpha)^{-1} \|_{\mathcal{Y} \to \mathcal{Y}} = \| Q(\zeta - L_\alpha)^{-1} \|_{\mathcal{X} \to \mathcal{X}} \leq \| (\zeta - L_\alpha)^{-1} \|_{\mathcal{X} \to \mathcal{X}}, \quad \zeta \in \rho_{\chi}(L_\alpha)$$

by the first equality of (6.5), it follows from (6.14) that

$$\Sigma_\alpha + \gamma_\alpha \subset \rho_{\chi}(QL_\alpha), \quad \| (\zeta + \gamma_\alpha - QL_\alpha)^{-1} \|_{\mathcal{Y} \to \mathcal{Y}} \leq \frac{C'_\alpha}{|\zeta|}, \quad \zeta \in \Sigma_\alpha.$$ 

Hence we can define the analytic semigroup generated by $QL_\alpha$ in $\mathcal{Y}$ by

$$e^{tQL_\alpha} g = \frac{1}{2\pi i} \int_{\Gamma_\alpha} e^{t(\zeta + \gamma_\alpha)} (\zeta + \gamma_\alpha - QL_\alpha)^{-1} g d\zeta, \quad t > 0, g \in \mathcal{Y},$$

where $\Gamma_\alpha$ is the same curve as in (6.15). By (6.5), (6.15), and (6.16), we get

$$QL_\alpha f = e^{tQL_\alpha} Qf, \quad t \geq 0, f \in \mathcal{X},$$

where we included the trivial case $t = 0$. Thus, to prove (6.13), it suffices to estimate the right-hand side in $\mathcal{Y}$. In what follows, we write $C$ and $C'$ for general positive constants depending only on $\|B_2\|_{\mathcal{X} \to \mathcal{X}}$ and the constants appearing in (6.2) and (6.3).

For $u, v \in \mathcal{Y}$ let $(u, v)_\mathcal{Y} = (u, B_2v)_{\mathcal{X}}$. Then since $B_2$ is bounded and self-adjoint in $\mathcal{X}$ and satisfies (6.2), we have

$$\| (u, u)_\mathcal{Y} \|_{\mathcal{X}} \leq C \| u \|_{\mathcal{X}}, \quad u \in \mathcal{Y}.$$ 

Hence $(\cdot, \cdot)_\mathcal{Y}$ defines an inner product on $\mathcal{Y}$ equivalent to $(\cdot, \cdot)_{\mathcal{X}}$ restricted on $\mathcal{Y}$. We write $\mathcal{Y}'$ for the Hilbert space $\mathcal{Y}$ equipped with inner product $(\cdot, \cdot)_{\mathcal{Y}}$. Then

$$\{ \zeta \in \mathbb{C} \mid \Re \zeta \leq 0 \} \subset \rho_{\chi}(-QL_\alpha) = \rho_{\chi}(QL_\alpha)$$

by (6.11). Moreover, for $u \in D_{\mathcal{Y}'}(QL_\alpha) = D_{\mathcal{Y}'}(QL_\alpha) = D_{\mathcal{X}}(A) \cap \mathcal{Y}$, since

$$(-QL_\alpha u, u)_{\mathcal{Y}} = (-QL_\alpha, B_2u)_{\mathcal{X}} + i\alpha(QL_\alpha, B_2u)_{\mathcal{X}}$$

$$= (-Au, QB_2u)_{\mathcal{X}} + i\alpha(Au, QB_2u)_{\mathcal{X}},$$

we take the real part of this equality and apply (6.3) and (6.10) to find that

$$\Re(-QL_\alpha u, u)_{\mathcal{Y}} = \Re(-Au, B_2u)_{\mathcal{X}} \geq C\|(-A)^{1/2}u\|_{\mathcal{X}}^2 \geq 0, \quad u \in D_{\mathcal{Y}'}(QL_\alpha).$$
Hence \(-QL_\alpha\) is \(m\)-accretive in \(\mathcal{Y}'\) and we can use Theorem 6.8 to get
\[
\|e^{QL_\alpha}\|_{\mathcal{Y}' \to \mathcal{Y}'} \leq e^{-t\Phi_{\mathcal{Y}'}(-QL_\alpha)+\pi/2}, \quad t \geq 0,
\]
where \(\Phi_{\mathcal{Y}'}(-QL_\alpha)\) is the pseudospectral bound of \(-QL_\alpha\) in \(\mathcal{Y}'\) given by
\[
\Phi_{\mathcal{Y}'}(-QL_\alpha) = \inf \{ \|(i\lambda - QL_\alpha)g\|_{\mathcal{Y}'} : \lambda \in \mathbb{R}, g \in D_{\mathcal{Y}'}(QL_\alpha), \|g\|_{\mathcal{Y}'} = 1 \}.
\]
Since \(\mathbb{R} \subset \rho_{\mathcal{Y}'}(-QL_\alpha)\) by (6.19), we easily find that
\[
\Phi_{\mathcal{Y}'}(-QL_\alpha) \geq \left( \sup_{\lambda \in \mathbb{R}} \|(i\lambda - QL_\alpha)^{-1}\|_{\mathcal{Y}' \to \mathcal{Y}'} \right)^{-1}.
\]
Moreover, we observe by (6.18) that
\[
\sup_{\lambda \in \mathbb{R}} \|(i\lambda - QL_\alpha)^{-1}\|_{\mathcal{Y}' \to \mathcal{Y}'} \leq C \sup_{\lambda \in \mathbb{R}} \|(i\lambda - QL_\alpha)^{-1}\|_{\mathcal{Y} \to \mathcal{Y}} = C\Phi_{\mathcal{Y}'}(-QL_\alpha).
\]
Thus \(\Phi_{\mathcal{Y}'}(-QL_\alpha) \geq C/\Phi_{\mathcal{Y}'}(-QL_\alpha) > 0\). By this inequality, (6.18), and (6.20),
\[
\|e^{QL_\alpha}g\|_{\mathcal{X}} \leq C\|e^{QL_\alpha}g\|_{\mathcal{Y}'} \leq Ce^{-t\Phi_{\mathcal{Y}'}(-QL_\alpha)}\|g\|_{\mathcal{Y}} \leq Ce^{-Ct/\Phi_{\mathcal{Y}'}(-QL_\alpha)}\|g\|_{\mathcal{X}}
\]
for all \(t \geq 0\) and \(g \in \mathcal{Y}'\), and we obtain (6.13) by this inequality and (6.17).

Under additional assumptions, we can also show that \(\Phi_{\mathcal{Y}'}(-QL_\alpha)\) converges to zero as \(|\alpha| \to \infty\). Recall that we write \(N_\mathcal{X}(\Lambda) = \mathcal{N}\) and \(R_\mathcal{X}(\Lambda)\) for the kernel and range of \(\Lambda\) in \(\mathcal{X}'\). Also, let \(\Lambda^*\) be the adjoint of \(\Lambda\) in \(\mathcal{X}'\).

**Theorem 6.9.** Under Assumptions 6.1–6.3, suppose further that
(a) \(A\) has a compact resolvent in \(\mathcal{X}\),
(b) there exists a constant \(C > 0\) such that
\[
|(Au, u)_{\mathcal{X}}| \leq C(-Au, u)_{\mathcal{X}}, \quad u \in D_{\mathcal{X}}(A),
\]
(c) \(D_{\mathcal{X}}(\Lambda) \subset D_{\mathcal{X}}(\Lambda^*)\) and \(N_{\mathcal{X}}(\Lambda) \subset D_{\mathcal{X}}(\Lambda^*)\),
(d) \(N_{\mathcal{X}}(\Lambda) \cap R_{\mathcal{X}}(\Lambda) = \{0\}\),
(e) \(\Lambda\) does not have eigenvalues in \(\mathbb{R}\setminus\{0\}\).

Then we have
\[
\lim_{|\alpha| \to \infty} \Phi_{\mathcal{Y}'}(-QL_\alpha) = \lim_{|\alpha| \to \infty} \sup_{\lambda \in \mathbb{R}} \|(i\lambda - QL_\alpha)^{-1}\|_{\mathcal{Y} \to \mathcal{Y}} = 0
\]
and \(\lim_{|\alpha| \to \infty} \sup_{t \geq \tau} \|Qe^{tL_\alpha}\|_{\mathcal{X} \to \mathcal{X}} = 0\) for each \(\tau > 0\).

**Proof.** The second statement follows from (6.21) since
\[
\sup_{t \geq \tau} \|Qe^{tL_\alpha}\|_{\mathcal{X} \to \mathcal{X}} \leq C_1e^{-C_2\tau/\Phi_{\mathcal{Y}'}(-QL_\alpha)}, \quad \tau > 0
\]
by (6.13). The proof of (6.21) is the same as Step 3 of the proof of [14, Theorem 2.4], but here we give it for the completeness since the notations and assumptions given in this paper are slightly different from those given in [14].

Assume to the contrary that (6.21) does not hold, i.e. there exist a constant \(\delta > 0\) and sequences \(\{\alpha_n\}_{n=1}^\infty\) and \(\{\lambda_n\}_{n=1}^\infty\) in \(\mathbb{R}\) and \(\{f_n\}_{n=1}^\infty\) in \(\mathcal{Y}'\) such that
\[
\lim_{n \to \infty} |\alpha_n| = \infty, \quad \|f_n\|_{\mathcal{X}} = 1, \quad \|(i\lambda_n - QL_{\alpha_n})^{-1}f_n\|_{\mathcal{X}} \geq \delta \quad \text{for all} \quad n \in \mathbb{N}.
\]
Let \(u_n = (i\lambda_n - QL_{\alpha_n})^{-1}f_n \in D_{\mathcal{Y}'}(QL_{\alpha_n}) = D_{\mathcal{Y}'}(Q\Lambda)\). Then \(\|u_n\|_{\mathcal{X}} \geq \delta\) and
\[
(i\lambda_n - QL_{\alpha_n})u_n = Au_n + i\alpha_n Q\Lambda u_n = f_n
\]
by \((i\lambda_n - QL_{\alpha_n})u_n = f_n\) and \(Q\Lambda u_n = Q\Lambda u_n = Au_n\), and thus
\[
i\lambda_n(u_n, B_2u_n)_\mathcal{X} + (Au_n, B_2u_n)_\mathcal{X} + i\alpha_n (Q\Lambda u_n, B_2u_n)_\mathcal{X} = (f_n, B_2u_n)_\mathcal{X}.
\]
We take the real part of this equality and use
\[ \text{Im}(u_n, B_2 u_n) = \text{Im}(\Lambda u_n, B_2 u_n) = \text{Im}(\Lambda u_n, Q B_2 u_n) = 0,\]
by the self-adjointness of $B_2$ in $X$ and (6.10) to get $\text{Re}(-A u_n, B_2 u_n) = \text{Re}(f_n, B_2 u_n)$. By this equality, (6.1), (6.3), the boundedness of $B_2$ in $X$, and $\|f_n\|_X = 1$, we have
\[
\|(-A)^{1/2} u_n\|_X^2 \leq C \text{Re}(-A u_n, B_2 u_n) \leq C \|f_n\|_X \|B_2 u_n\|_X
\]
and thus, by (6.1) and the above inequality,
\[
\|u_n\|_X \leq C(-A u_n, u_n)^{1/2} = C\|(-A)^{1/2} u_n\|_X \leq C.
\]

Here and in what follows, $C$ denotes a general positive constant independent of $n$. Now we observe that $(-A)^{1/2}$ is strictly positive, self-adjoint, and with compact resolvent in $X$ since $-A$ has the same properties by Assumption 6.1 and the condition (a) (see [19, Theorems V.3.35 and V.3.49]). Thus $(-A)^{-1/2}$ exists and is compact in $X$. Moreover, since $u_n = (-A)^{-1/2}(-A)^{1/2} u_n$ and $((-A)^{1/2} u_n)_{n=1}^\infty$ is bounded in $X$ by (6.23), we see that $\{u_n\}_{n=1}^\infty$ converges (up to a subsequence) to some $u_\infty$ strongly in $X$. Then $u_\infty \in \mathcal{Y}$ since $\mathcal{Y}$ is closed in $X$ and $u_n \in \mathcal{Y}$ for all $n \in \mathbb{N}$. Also, since $\|u_n\|_X \geq \delta$ for all $n \in \mathbb{N}$,
\[
\|u_\infty\|_X = \lim_{n \to \infty} \|u_n\|_X \geq \delta.
\]
Let us show $u_\infty = 0$. Since $|\alpha_n| \to 0$ as $n \to \infty$, we may assume $|\alpha_n| \geq 1$ for all $n \in \mathbb{N}$. We set $\mu_n = \alpha_n/\alpha_n \in \mathbb{R}$ and divide both sides of (6.22) by $\alpha_n$ to get
\[
i\mu_n u_n - \frac{1}{\alpha_n} A u_n + i Q u_n = \frac{1}{\alpha_n} f_n.
\]
Then, taking the imaginary part of the inner product of (6.25) with $u_n$ and noting that $A$ is self-adjoint in $X$ and $Q u_n = u_n$, we find that
\[
\mu_n \|u_n\|_X^2 + \text{Re}(\Lambda u_n, u_n)_X = \frac{1}{\alpha_n} \text{Im}(f_n, u_n)_X
\]
and thus, by the condition (b), $\|f_n\|_X = 1$, (6.23), and $|\alpha_n| \geq 1$,
\[
|\mu_n| \|u_n\|_X^2 \leq |(\Lambda u_n, u_n)_X| + |(f_n, u_n)_X| \leq C(-A u_n, u_n)_X + \|f_n\|_X \|u_n\|_X \leq C.
\]
Since $\|u_n\|_X \geq \delta$ for all $n \in \mathbb{N}$, we see by the above inequality that $\{\mu_n\}_{n=1}^\infty$ is bounded and thus converges (up to a subsequence) to some $\mu_\infty \in \mathbb{R}$. Now we show that
\[
u_\infty \in D\chi(\Lambda), \quad \Lambda u_\infty = -\mu_\infty u_\infty + \mathbb{P} A u_\infty,
\]
where $\mathbb{P} = I - Q$ is the orthogonal projection from $X$ onto $N_X(\Lambda)$. Let $v \in D\chi(\Lambda)$. Then $v, \mathbb{P} v \in D\chi(\Lambda^*)$ by the condition (c) and thus $Q v = v - \mathbb{P} v \in D\chi(\Lambda^*)$. We take the inner product of (6.25) with $v$ and use the self-adjointness of $A$ in $X$ to get
\[
i\mu_n(u_n, v)_X - \frac{1}{\alpha_n}(u_n, A v)_X + i(u_n, \Lambda^* Q v)_X = \frac{1}{\alpha_n}(f_n, u_n)_X.
\]
Let $n \to \infty$ in this equality. Then since $\|f_n\|_X = 1$ for all $n \in \mathbb{N}$, $u_n \to u_\infty$ strongly in $X$, $\mu_n \to \mu_\infty$, and $|\alpha_n| \to \infty$ as $n \to \infty$, we have $i\mu_\infty(u_\infty, v)_X + i(u_\infty, \Lambda^* Q v)_X = 0$. By this equality and $Q v = v - \mathbb{P} v$ we obtain
\[
(u_\infty, \Lambda^* v)_X = -\mu_\infty(u_\infty, v)_X + (u_\infty, \Lambda^* \mathbb{P} v)_X
\]
for all $v \in D\chi(\Lambda)$. Moreover, we see that $\Lambda^* \mathbb{P}$ is a closed operator on $X$ with domain $D\chi(\Lambda^* \mathbb{P}) = X$, since $D\chi(\mathbb{P}) = X$ and $R\chi(\mathbb{P}) = N_X(\Lambda^*) \subset D\chi(\Lambda^*)$ by the condition (c). Hence $\Lambda^* \mathbb{P}$ is bounded on $X$ by the closed graph theorem. By this fact and the density of $D\chi(\Lambda)$ in $X$, we find that (6.27) holds for all $v \in D\chi(\Lambda^*)$. This shows that (6.26) is valid since $\Lambda^* = \Lambda$ in $X$. Now we observe by (6.26) and $\mathbb{P} A u_\infty \in N_X(\Lambda)$ that $\Lambda u_\infty \in D\chi(\Lambda)$ and $\Lambda^2 u_\infty = -\mu_\infty A u_\infty$. Moreover, $\Lambda u_\infty \neq 0$ since $u_\infty \in \mathcal{Y} = N_X(\Lambda) \perp$ and $u_\infty \neq 0$ by
Thus $-\mu_\infty \in \mathbb{R}$ is an eigenvalue of $\Lambda$, which yields $\mu_\infty = 0$ by the condition (e). Hence $\Lambda^2 u_\infty = 0$, i.e. $\Lambda u_\infty \in N_X(\Lambda) \cap R_X(\Lambda)$. By this fact and the condition (d) we have $\Lambda u_\infty = 0$, i.e. $u_\infty \in N_X(\Lambda)$. However, since $u_\infty$ belongs to $\mathcal{Y} = N_X(\Lambda)^\perp$, it follows that $u_\infty = 0$, which contradicts (6.24). Hence (6.21) is valid. 

7. Appendix: Derivation of the vorticity and linearized equations

In this section we derive the vorticity equation (1.2) from the Navier–Stokes equations (1.1). We also linearize (1.2) around the $n$-jet Kolmogorov type flow (1.3). For the sake of simplicity, we assume that functions are sufficiently smooth in this section. We also note that here we only consider real-valued functions.

Let us introduce notations and formulas from differential geometry. For details, we refer to [44, 23, 24]. We use the spherical coordinate system (1.4) so that

$$\partial_\theta x = \begin{pmatrix} \cos \theta \cos \varphi \\ \cos \theta \sin \varphi \\ -\sin \theta \end{pmatrix}, \quad \partial_\varphi x = \begin{pmatrix} -\sin \theta \sin \varphi \\ \sin \theta \cos \varphi \\ 0 \end{pmatrix}, \quad n_{S^2} = \begin{pmatrix} \sin \theta \cos \varphi \\ \sin \theta \sin \varphi \\ \cos \theta \end{pmatrix}. $$

Let $\mathcal{X}(S^2)$ and $\Omega^k(S^2)$, $k = 0, 1, 2$ be the space of vector fields and $k$-forms on $S^2$. By $\langle , \rangle$ we denote the inner product on $\mathcal{X}(S^2)$ induced by the inner product in $\mathbb{R}^3$. We use the same notation $\langle , \rangle$ for the inner product on $\Omega^k(S^2)$. For $u, \eta \in \mathcal{X}(S^2)$ and $\eta \in \Omega^1(S^2)$ we define $u^\flat \in \Omega^1(S^2)$ and $\eta^\sharp \in \mathcal{X}(S^2)$ by $u^\flat(v) = \langle u, v \rangle$ and $\langle \eta^\sharp, v \rangle = \eta(v)$ for $v \in \mathcal{X}(S^2)$.

Let $\nabla$ be the Levi-Civita connection on $S^2$ and $d$ the exterior derivative on $S^2$. Also, let $\mathcal{L}_u$ be the Lie derivative along $u \in \mathcal{X}(S^2)$. Then

$$\nabla u \psi = \mathcal{L}_u \psi = d\psi(u) = \langle u, \nabla \psi \rangle \quad (7.1)$$

for a function $\psi \in \Omega^0(S^2)$, where $\nabla \psi = (d\psi)^\flat$ is the gradient of $\psi$, and

$$\quad (D_u \eta)(v) = D_u(\eta(v)) - \eta(D_u v), \quad D_u = \nabla u, \mathcal{L}_u, \quad v \in \mathcal{X}(S^2) \quad (7.2)$$

for a one-form $\eta \in \Omega^1(S^2)$. Moreover, since

$$\quad \nabla u(v, w) = \langle \nabla u v, w \rangle + \langle v, \nabla u w \rangle, \quad \mathcal{L}_u v = \nabla u v - \nabla v u \quad (7.3)$$

for $u, v, w \in \mathcal{X}(S^2)$, it follows from (7.1)–(7.3) that

$$\quad (\nabla u v)^\flat = \nabla u v^\flat, \quad \nabla u v^\flat + \nabla v u^\flat = \mathcal{L}_u v^\flat + \mathcal{L}_v u^\flat - d(u, v) \quad (7.4)$$

Let $dH^2$ be the volume form of $S^2$ and $\text{div } u$ the divergence of $u \in \mathcal{X}(S^2)$. It is known that, for $u \in \mathcal{X}(S^2)$ and $\eta \in \Omega^k(S^2)$, $k = 0, 1,$

$$\quad d(\mathcal{L}_u \eta) = \mathcal{L}_u(d\eta), \quad \mathcal{L}_u(dH^2) = (\text{div } u) dH^2. \quad (7.5)$$

Let $\ast$ be the Hodge star operator. For $u \in \mathcal{X}(S^2)$ we define $\text{rot } u = \ast d u^\flat \in \Omega^0(S^2)$. It is known that $\ast \psi = \psi dH^2$ for $\psi \in \Omega^0(S^2)$ and $\ast^2 = (-1)^{k(2-k)}$ on $\Omega^k(S^2)$, $k = 0, 1, 2$. Also, we easily find that $\ast u^\flat = (n_{S^2} \times u)^\flat$ for $u \in \mathcal{X}(S^2)$ by using the spherical coordinate system (1.4). Let $d^*$ be the formal adjoint of $d$ and $\Delta_H = - (dd^* + d^*d) d$ the Hodge Laplacian on $\Omega^1(S^2)$. By abuse of notation, we write $\Delta_H u$ for $(\Delta_H u^\flat)^\flat$ when $u \in \mathcal{X}(S^2)$. Since $S^2$ is a 2D manifold, we have $d^* = - \ast d \ast$. Also, for $u \in \mathcal{X}(S^2)$ and $\psi \in \Omega^0(S^2)$,

$$\quad d^* u = - \text{div } u, \quad d^* d\psi = - \text{div } (\nabla \psi) = - \Delta \psi \quad (7.6)$$

where $\Delta$ is the Laplace–Beltrami operator on $S^2$.

Now let us derive (1.2). Let $u \in \mathcal{X}(S^2)$ and $p \in \Omega^0(S^2)$ satisfy (1.1) with external force $f \in \mathcal{X}(S^2)$. Using (7.4) and (7.6), we rewrite (1.1) as

$$\quad \partial_t u^\flat + \mathcal{L}_u u^\flat - \nu (\Delta_H u^\flat + 2u^\flat) + d \left( - \frac{|u|^2}{2} + p \right) = f^\flat, \quad d^* u^\flat = 0. \quad (7.7)$$
Let $\omega = \text{rot } u = *du^\flat$. We apply $*d$ to (7.7). Then since $du^b = \omega dH^2$,
\[ *d\Sigma u^b = *\Sigma (du^\flat) = *(\{\Sigma_\omega) dH^2 + \omega \Sigma u (dH^2) \} = *(\{\nabla_\omega) dH^2 \} = \nabla_\omega \]
by (7.1), (7.5), and $\text{div } u = 0$. Also, by $d^2 = 0$, $d^* = -*d*$, and (7.6),
\[ *d\Delta_H u^b = -*d^* du^\flat = *d*d* du^\flat = -d^*d\omega = \Delta_\omega. \]
By these formulas and $d^2 = 0$ we get the first equation of (1.2). It remains to express $u$ by $\omega$. By $*^2 = 1$ on $\Omega^2(S^2)$, $d^* = -*d*$, and $d^*u^b = 0$, we have $d^*u^\flat = 0$. Hence $*u^\flat$ is a closed one-form and, since $S^2$ is simply connected, it is exact, i.e. there exists $\psi \in \Omega^0(S^2)$ such that $*u^\flat = -d\psi$. We may assume $\int_{S^2} \psi dH^2 = 0$ by subtracting a constant. Then
\[ \psi = *d\psi = *d\Delta_\omega = *\left(\nabla \Delta_\omega\right) = (n_{S^2} \times \nabla \Delta_\omega)^\flat. \]
Hence we obtain (1.2) from (1.1). Conversely, if $\omega \in \Omega^0(S^2)$ with zero mean satisfies (1.2), then $u^b = *d\Delta_\omega$ satisfies $d^*u^\flat = 0$ and $d(\partial u^\flat + \Sigma u^b - \nu(\Delta u^b + 2u^\flat - f^\flat)) = 0$ by the above formulas. Then since $S^2$ is simply connected, there exists $q \in \Omega^0(S^2)$ such that $u^b$ and $q$ satisfy (7.7) with $-|u|^2/2 + p$ replaced by $q$. Hence, setting $p = q + |u|^2/2$, we find by (7.4) and (7.6) that $u$ and $p$ satisfy (1.1).

Next we consider the function $\omega^a_n$ of the form (1.3). Since
\[ \Delta \omega^a_n = -\lambda_n \omega^a_n, \quad \nabla \omega^a_n = a \frac{dY^a_n}{d\theta} \partial_\phi x, \quad n_{S^2} \times \partial_\phi x = \frac{1}{\sin \theta} \partial_\phi x, \]
the corresponding velocity field is of the form
\[ u^a_n = n_{S^2} \times \nabla \Delta^{-1} \omega^a_n = -\frac{1}{\lambda_n} n_{S^2} \times \nabla \omega^a_n = -\frac{a}{\lambda_n \sin \theta} \frac{dY^a_n}{d\theta} \partial_\phi x. \]
Hence $\nabla u^a_n \omega^a_n = -\lambda_n^{-1} (n_{S^2} \times \nabla \omega^a_n, \nabla \omega^a_n) = 0$ and $\omega^a_n$ is a stationary solution of (1.2) with external force $\text{rot } f^a_n = \nu(\lambda_n - 2)Y^a_n$. Let us linearize (1.2) around $\omega^a_n$. We substitute $\omega = \omega^a_n + \tilde{\omega}_n$ for (1.2) and omit the nonlinear term with respect to $\tilde{\omega}_n$ to get
\[ \partial_t \tilde{\omega}_n = \nu(\Delta \tilde{\omega}_n + 2\tilde{\omega}_n) - \nabla u^a_n \tilde{\omega}_n - \nabla u^a_n, \tilde{\omega}_n, \quad \tilde{u}_n = n_{S^2} \times \nabla \Delta^{-1} \tilde{\omega}_n. \]
Here the last two terms are of the form
\[ \nabla u^a_n \tilde{\omega}_n = -\frac{a}{\lambda_n \sin \theta} \frac{dY^a_n}{d\theta} \partial_\phi \tilde{\omega}_n, \]
\[ \nabla u^a_n, \tilde{\omega}_n = - \left(\nabla \Delta^{-1} \tilde{\omega}, n_{S^2} \times \nabla \omega^a_n\right) = -\frac{a}{\sin \theta} \frac{dY^a_n}{d\theta} \partial_\phi \Delta^{-1} \tilde{\omega}_n \]
by (7.1), (7.8), $\left(\partial_\phi x, \nabla f\right) = \partial_\phi f$ for $f \in \Omega^0(S^2)$, and $\left(n_{S^2} \times u, v\right) = -\langle u, n_{S^2} \times v \rangle$ for $u, v \in \mathfrak{X}(S^2)$. Moreover, by (2.3) with $m = 0$,
\[ \frac{dY^a_n}{d\theta}(\theta) = -\sqrt{\frac{2n + 1}{4\pi}} \sin \theta P_n'(\cos \theta), \quad P_n'(s) = \frac{1}{2^{n+1} n! ds^{n+1}(s^2 - 1)^n}. \]
Hence the linearized equation for (1.2) around $\omega^a_n$ is
\[ \partial_t \tilde{\omega}_n = \nu(\Delta \tilde{\omega}_n + 2\tilde{\omega}_n) - \frac{a}{\lambda_n} \sqrt{\frac{2n + 1}{4\pi}} \sin \theta P_n'(\cos \theta) \partial_\phi (I + \lambda_n \Delta^{-1}) \tilde{\omega}_n \]
and we get (1.5) and (1.7) when $n = 1, 2$ by $P_1'(s) = 1, P_2'(s) = 3s$, and $\lambda_n = n(n + 1)$.
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