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Abstract

Accuracy at the top is a special class of binary classification problems where the performance is evaluated only on a small number of relevant (top) samples. Applications include information retrieval systems or processes with manual (expensive) postprocessing. This leads to minimizing the number of irrelevant samples above a threshold. We consider classifiers in the form of an arbitrary (deep) network and propose a new method DeepTopPush for minimizing the loss function at the top. Since the threshold depends on all samples, the problem is non-decomposable. We modify the stochastic gradient descent to handle the non-decomposability in an end-to-end training manner and propose a way to estimate the threshold only from values on the current minibatch and one delayed value. We demonstrate the excellent performance of DeepTopPush on visual recognition datasets and two real-world applications. The first one selects a small number of molecules for further drug testing. The second one uses real malware data, where we detected 46\% malware at an extremely low false alarm rate of $10^{-5}$.

1 Introduction

Binary classifiers compute a score for each sample and compare it with a given threshold to predict whether the sample belongs to the positive or negative class. This score is often interpreted as the probability that the sample is of the positive class, and the threshold is usually 0.5. Such a task attempts to classify all samples correctly.

On the other hand, many applications need to classify only a small fraction of samples correctly. In information retrieval systems, the user is interested only in the top few queries. Whenever samples undergo manual processing, humans can process only a small fraction of all samples. Cybersecurity defensive mechanisms must have extremely low false positive rates; otherwise, they are removed by the user. In all these applications, the score determines the sample relevance. After computing the scores of all samples, they are compared with a threshold. All samples below the threshold are irrelevant. The small fraction of samples above the threshold is deemed positive. These selected samples are then the search results, items for further analysis, or the detected malware.

Since this task considers only scores above the threshold, \cite{1} named it accuracy at the top. The important distinction from standard classifiers is that this threshold is no longer fixed, as in the case of 0.5, but depends on all samples. Therefore, the objective is non-additive and non-decomposable. This brings both theoretical and numerical issues. Standard machine learning algorithms use minibatch sampling. However, when the threshold is computed on a minibatch, it provides a lower estimate of the true threshold. Therefore, the sampled threshold is a biased estimate of the true threshold. Figure \ref{fig:1} illustrates this phenomenon. The bias between the true and sampled thresholds is large even for medium-sized minibatches. Backpropagation then propagates this sampling error through the whole gradient, and consequently, the minibatch gradient is a biased estimate of the true gradient. This brings numerical issues \cite{6}.

Our method mitigates this bias. It is based on several results. \cite{17} proposed the TopPush formulation of the accuracy at the top and solved it in its dual formulation. \cite{2} solved the TopPush formulation directly in its primal form for linear classifiers. Since we generalize the linear TopPush into non-linear classifiers, we name our method DeepTopPush. We stay in the primal form to be able to employ stochastic gradient descent. Due to non-decomposability, we need to propose a way of computing the gradient and reduce the bias mentioned.
above. Since the threshold always equals to one of the scores [7], its computation has a simple local formula. We implicitly remove some variables and apply the chain rule (backpropagation) to compute the gradient in an end-to-end manner. To reduce the bias, we need to improve the approximation quality of the sampled threshold. We employ again the fact that the true threshold corresponds to one sample. Since this sample changes slowly during optimization, we modify the idea of [1] and enhance the current minibatch by the sample, which equalled the sampled threshold on the previous minibatch. As this added sample usually propagates across multiple minibatches, it tracks the threshold, and this trick mitigates the sampled threshold bias. The main contributions of the paper are as follows:

- We propose DeepTopPush, which is a simple and scalable method for accuracy at the top.
- We show that DeepTopPush increases the computational time only slightly, yet it achieves better performance than prior art methods.
- We show both theoretically and numerically that enhancing the minibatch by one sample reduces the bias of the sampled gradient.

The paper is organized as follows: Section 2 introduces a general formulation of accuracy at the top. Section 3 derives formulas for the bias of the sampled threshold and proposes DeepTopPush to minimize it. Section 4 shows the good performance of DeepTopPush on multiple images recognition datasets, a real-world medical application, and a malware detection dataset, where we detected 46% malware at an extremely low false alarm rate of $10^{-5}$. To promote reproducibility, our codes are available online.

2 Accuracy at the top

This section introduces the accuracy at the top. A standard deep network $f$ with weights $w$ takes inputs $x_i$, transforms them into scores $z_i$, and computes the total loss based on these scores and labels $y_i$. On the other hand, accuracy at the top solves

\[
\begin{align*}
\text{minimize} \quad & \lambda_1 \sum_{i \in I^-} \mathbb{1}_{z_i \geq t} + \lambda_2 \sum_{i \in I^+} \mathbb{1}_{z_i < t} \\
\text{subject to} \quad & z_i = f(w; x_i), \\
& t = G((z_i, y_i)_{i \in I}).
\end{align*}
\]

Figure 1: The bias between the sampled and true thresholds computed from scores following the standard normal distribution. The threshold separates the top 1% of samples with the highest scores.

Figure 2: Difference between standard classifiers (top row) and classifiers maximizing accuracy at the top (bottom row). While the former has a good total accuracy, the latter has a good top accuracy.
Similarly to the standard network, the classifier $f$ computes the score $z_i$ for each sample $x_i$. Then a general function $G$ takes the scores and labels of all samples and computes the threshold $t$. This makes the problem non-decomposable. The objective function equals the weighted sum of false-positives (negative samples above the threshold) and false-negatives (positive samples below the threshold). Here, $I$, $I^+$ and $I^-$ are the sets of all, positive and negative labels, respectively, and $1$ is the characteristic (0/1) function counting how many times the argument is satisfied. Setting $\lambda_1$ includes TopPush [17] which minimizes the number of positive samples below the highest-ranked negative sample. This fits into (1) with $\lambda_1 = 0$, $\lambda_2 = 1$ and $t = \max_{j \in I^-} z_j$.

Figure 2 shows the difference between the standard approach with cross-entropy and accuracy at the top. While classifier 1 has good total accuracy, its top accuracy is subpar because of the few negative outliers. On the other hand, classifier 2 has worse total accuracy, but its top accuracy is extremely good because more than half of the positive samples are on the top. While classifier 1 selected different thresholds for the accuracy and top metrics, these thresholds coincide for classifier 2.

Table 1 shows other special cases of (1) including maximizing precision at a given level of recall [20] or recall at $K$. The threshold $t$ always equals to the sample with the $j^*$-th highest score on all, positive, or negative samples. The problems differ only in $j^*$ and from which samples the threshold is computed. For example, Pat&Mat-NP [2] minimizes the false negative rate (equivalently maximizes the true positive rate) under the constraint that the false positive rate is at most $\tau$.

| Name         | $\lambda_1$ | $\lambda_2$ | $t$ computed from | $j^*$ computed from |
|--------------|--------------|--------------|-------------------|---------------------|
| Prec@Rec    | 1            | 0            | positive samples  | $n^+\tau$          |
| Rec@K       | 0            | 1            | all samples       | $K$                 |
| TopPush      | 0            | 1            | negative samples  | 1                   |
| Pat&Mat-NP  | 0            | 1            | negative samples  | $n^-\tau$          |

Table 1: Selected problems of setting (1). False-positives and false-negatives have weights $\lambda_1$ and $\lambda_2$, the threshold $t$ equals to the sample with the $j^*$-th highest score on all, positive, or negative samples.

2.1 Related works

There is a close connection between accuracy at the top and ranking problems [1 29]. This was, together with similarities to the Neyman-Pearson problem, showed in [2]. A special case of the ranking problems attempts to rank positive samples above negative samples. Several approaches, such as RankBoost [12], Infinite Push [3] or $p$-norm push [25] employ a positive-negative pairwise comparison of scores, which can handle only small datasets. TopPush [14] converts the pairwise sum into a single sum and minimizes the false-negatives below a threshold given by the maximum score corresponding to negative samples. Thus, it converts ranking into accuracy at the top problems.

Two approaches for solving (1) exist. The first approach considers the threshold constraint as it is, while the second approach uses heuristics to approximate it. In the first approach, Acc@Top [7] argues that the threshold equals one of the scores. They fix the index of a sample and solve as many optimization problems as there are samples. [9] [2] [16] write the threshold as a constraint and replace both the objective and the constraint via surrogates. [9] uses Lagrange multipliers to obtain a minimax problem, [20] implicitly removes the threshold as an optimization variable and uses the chain rule to compute the gradient while [19] solves an SVM-like dual formulation with kernels. [14] uses the same formulation but applies surrogates only to the objective and recomputes the threshold after each gradient step. TFCO [8] solves a general class of constrained problems via a minimax reformulation. In the second approach, SoDeep [10] or SmoothI [28] use the fact that the threshold may be easily computed from sorted scores. They approximate the sorting operator by a network trained on artificial data. AP-Perf [11] considers a general metric and hedges against the worst-case perturbation of scores. The authors argue that the problem is bilinear in scores and use duality arguments. However, the bilinearity is lost when optimizing with respect to the weights of the original network.

3 DeepTopPush as a method for maximizing accuracy at the top

This section first shows a basic algorithm to solve (1). We then argue that the stochastic gradient descent produces a biased estimate of the true gradient, and we mention two strategies for mitigating this bias. Based on one strategy, we propose the DeepTopPush algorithm. The whole section assumes that the classifier $f$ is differentiable.
3.1 Basic algorithm for solving accuracy at the top

Even though the presented technique can be applied to any formulation from Table 1 for simplicity, we derive it only for the TopPush formulation, where \( \lambda_1 = 0 \) and \( \lambda_2 = 1 \). This amounts to minimizing the false-negatives in 1. Since the function \( f \) in the formulation 1 is discontinuous, it is usually replaced by a general surrogate function \( l \) which is continuous and non-decreasing. This leads to

\[
\min_{w, z, t} \frac{1}{n^+} \sum_{i \in I^+} l(t - z_i)
\]

subject to \( z_i = f(w; x_i), \quad t = G(\{(z_i, y_i)\}_{i \in I}). \) (2)

To apply the stochastic gradient descent, we need to compute the gradient. The core idea follows [20] which was proposed in a more general context in [1]. It rewrites problem (2) into its equivalent form

\[
\min_w \frac{1}{n^+} \sum_{i \in I^+} I(G(\{(f(w; x_j), y_j)\}_{j \in I}) - f(w; x_i)).
\] (3)

This form removed the constraints and it has the advantage that the only optimization variable is \( w \) instead of \( (w, z, t) \) in (2). In all cases from Table 1 the threshold \( t \) always equals to one of the scores, let it have index \( j^* \) and then \( t = z_{j^*} \). Denoting the objective of (3) by \( L(w) \), the chain rule implies that the gradient of the objective from (3) equals to

\[
\nabla L(w) = \frac{1}{n^+} \sum_{i \in I^+} l'(t - z_i)(\nabla_w f(w; x_{j^*}) - \nabla_w f(w; x_i)).
\] (4)

The stochastic gradient descent replaces the sum over all positive samples \( I^+ \) with a sum over all positive samples in a minibatch \( I_{mb}^+ \). However, as both the threshold \( t \) and the index \( j^* \) depend on all scores \( z_i \), they need to be approximated on the minibatch as well. We denote these approximations by \( \hat{t} \) and \( \hat{j} \), respectively. Denoting the number of positive samples in the minibatch by \( n_{mb}^+ \), we replace the true gradient (4) by the sampled gradient

\[
\nabla \hat{L} = \frac{1}{n_{mb}^+} \sum_{i \in I_{mb}^+} l'(\hat{t} - z_i)(\nabla_w f(w; x_{\hat{j}}) - \nabla_w f(w; x_i)),
\] (5)

The most straightforward way is to choose the sampled threshold \( \hat{t} \) by the same rule as the true threshold \( t \). As an example, if \( t \) is the 100th largest score on the whole dataset and \( \frac{n_{mb}}{n^+} = 20 \) is the ratio of sizes of the whole dataset and of the minibatch, we select the sampled threshold \( \hat{t} \) as the 5th largest score on the minibatch. We summarize this procedure in Algorithm 3.1.

3.2 Bias of the sampled gradient

Convergence proofs of the stochastic gradient descent require that the sampled gradient is an unbiased estimate of the true gradient [3]. This means that

\[
\text{bias}(w) := \nabla L(w) - \mathbb{E}\nabla \hat{L}(w)
\] (6)
equals to 0 for all $w$. A comparison of $\text{(4)}$ and $\text{(5)}$ shows that a necessary condition is that the sampled threshold $\hat{t}$ is an unbiased estimate of the true threshold $t$. However, the sampled version underestimates the true value, which is evident for the maximum where the sampled maximum is always smaller or equal to the true maximum. The next result quantifies the difference between the sampled and true thresholds.

**Proposition 1** \textbf{(13)}. Let $X$ be an absolutely continuous random variable with distribution function $F$, let $X_1, \ldots, X_n$ be iid samples from $X$ and let $\tau \in (0, 1)$. Denote the true threshold $t = F^{-1}(1 - \tau)$ and the sampled threshold $\hat{t} = X_{[\lfloor nt \rfloor]}$. If $F$ is differentiable with a positive gradient at $t$, then

$$\sqrt{n}(t - \hat{t}) \to N\left(0, \frac{\tau(1 - \tau)}{F'(t)^2}\right),$$

where the convergence is in distribution and $N$ denotes the normal distribution.

This proposition states that when the minibatch size increases to infinity, the variance of the sampled threshold is approximately $\frac{\tau(1 - \tau)}{nF'(t)^2}$. Figure 1 in the introduction shows this empirically for the case where the scores follow the standard normal distribution and $\tau = 0.01$ is the desired top fraction. The approximation is poor with both large bias and standard deviation. Even though this result gives us insight into the bias of the sampled threshold, we are ultimately interested in the bias of the sampled gradient $\nabla \hat{L}(w)$. To do so, recall that $j^*$ is the threshold index on the whole dataset ($t = z_j$) while $j$ is the threshold index on the minibatch ($\hat{t} = \hat{z}_j$). We split the computation based on whether these two indices are identical.

**Lemma 1.** Let $j^*$ be unique. Assume that the selection of positive and negative samples into the minibatch is independent and that the threshold is computed from negative samples while the objective is computed from positive samples. Then the conditional expectation of the sampled gradient satisfies

$$E\left(\nabla \hat{L}(w) \mid \hat{j} = j^*\right) = \nabla L(w).$$

**Proof.** If $j^*$ is unique, then the true threshold $t$ is a differentiable function. The differentiability of $L$ and $\hat{L}$ follows from the chain rule. If $\hat{j} = j^*$ holds, then the sampled gradient equals to

$$\nabla \hat{L}(w) = \frac{1}{n_{mb}} \sum_{i \in I_{mb}^+} \tau'((t - z_i)(\nabla_w f(w; x_{j^*}) - \nabla_w f(w; x_i))).$$

The summands are identical to the ones in $\text{(4)}$. Since the sum is performed with respect to positive samples, the threshold is computed from negative samples, the lemma statement follows.

Now we present the main result about the bias.

**Theorem 1.** Under the assumptions of Lemma 1, the bias of the sampled gradient from $\text{(4)}$ satisfies

$$\text{bias}(w) = \mathbb{P}(\hat{j} \neq j^*) \left(\nabla L(w) - E\left(\nabla \hat{L}(w) \mid \hat{j} = j^*\right)\right).$$

**Proof.** The law of total expectation implies

$$E\nabla \hat{L}(w) = \mathbb{P}(\hat{j} = j^*)E(\nabla \hat{L}(w) \mid \hat{j} = j^*)$$

$$+ \mathbb{P}(\hat{j} \neq j^*)E(\nabla \hat{L}(w) \mid \hat{j} \neq j^*),$$

from where the statement follows due to definition $\text{(6)}$ and Lemma 1.

The assumptions of Theorem 1 holds for all methods from Table 1 with the exception of Rec@K. For this method, the bias contains an additional term, as we show in the appendix.

The bias $\text{(8)}$ consists of a multiplication of two terms. We propose two strategies for reducing the bias. The first strategy reduces both terms, while the second strategy reduces only the first term.

### 3.3 Bias reduction: Increasing minibatches size

The natural choice to mitigate the bias is to work with large minibatches. Even though this is not a standard way, some works suggest this route. \textbf{(41)}. When the minibatch is large, it contains more samples and the chance that $\hat{j}$ differs from $j^*$ decreases. This reduces the first term in $\text{(8)}$. Moreover, Proposition 1 ensures that the difference between the sampled threshold $\hat{t}$ and the true threshold $t$ is small. Then the difference between the true gradient $\text{(4)}$ and the sampled gradient $\text{(5)}$ decreases as well. This reduces the second term in $\text{(8)}$. This approach is applicable to any method from Table 1.
3.4 Bias reduction: Incorporating delayed values

Various reasons may enforce the use of small minibatches. Then Algorithm 3.1 is not suitable for a small fraction of top samples. For example, a minibatch of size 32 with 16 negative samples must have thresholds \( \tau \geq \frac{160}{32} = 6.25\% \). However, we need to aim for much smaller thresholds.

We propose a simple fix based on the reasoning that when the weights \( w \) of a neural network are updated, the scores \( z \) usually do not change much, especially for a small learning rate. This means that if a sample has the largest score, it will likely have the largest score even after the gradient step. Since the threshold \( t \) for TopPush equals the largest score corresponding to negative samples, we can easily track it. We enhance the current minibatch by the negative sample from the previous minibatch with the highest score. This significantly increases the chance that the sampled threshold is the true threshold and, due to the first term in (8), reduces the bias of the sampled gradient.

We summarize the procedure in Algorithm 3.2 and show it next to Algorithm 3.1 to highlight the differences. In every iteration, it stores the index \( j^* \) of the sample, which equals the threshold (step 7). We add it to the enhanced minibatch (step 4). Since we can track only the maximum, we set the threshold as the maximum of scores from negative samples (step 6) and minimize false-positives. Since Algorithm 3.2 uses the same formulation as TopPush [17] but can handle an arbitrary classifier, we name it DeepTopPush. We provide empirical evidence of why our technique works later in Section 4.5.

4 Numerical experiments

This section presents numerical results for DeepTopPush. Table 1 shows that it is similar to Pat&Mat-NP. While the former maximizes the number of positives above the largest negative, while the latter maximizes the number of positives above the \( n^-\tau \)-largest negative. The former may be understood as requiring no false-positives, while the latter allows for false positive rate \( \tau \).

Section 3.3 showed that we can use large minibatches to obtain good results for Pat&Mat-NP for small fractions of top samples \( \tau \). Section 3.4 showed that DeepTopPush works well even with small minibatches if we track the threshold by enhancing the minibatch by one sample. We present numerical comparisons in several sections, each with a different purpose. Comparison with the prior art TFCO and AP-Perf is performed on several visual recognition datasets and shows that DeepTopPush outperforms other methods. Then we present two real-world applications. The first one shows that DeepTopPush can handle ranking problems. The second one presents results on a complex malware detection problem. Finally, we show similarities between DeepTopPush and Pat&Mat-NP and explain why enhancing the minibatch in Algorithm 3.2 works.

4.1 Dataset description and Computational setting

We consider the following image recognition datasets: FashionMNIST [30], CIFAR100 [15], SVHN2 [22] and ImageNet [26]. These datasets were converted to binary classification tasks by selecting one class as the positive class and the rest as the negative class. ImageNet merged turtles and non-turtles. We also consider the 3A4 dataset [18] with molecules and their activity levels. Finally, malware analysis reports of executable files were provided by a cybersecurity company. This is an extremely tough dataset as individual samples are JSON files whose size ranges from 1kB to 2.5MB. Moreover, they contain different features, and their features may have variable lengths. All datasets are summarized in the appendix.

We use truncated quadratic loss \( l(z) = (\max\{0, 1 + z\})^2 \) as the surrogate function and \( \tau = \frac{1}{32} \) and \( \tau = 0.01 \). This first one computes the true positive rate above the second highest-ranked negative, while the latter allows for the false positive rate of 1%. All algorithms were run for 200 epochs on an NVIDIA P100 GPU card with balanced minibatches of 32 samples. The only exception was Malware Detection, which was run on a cluster in a distributed manner, and where the minibatch size was 20000. For the evaluation of numerical experiments, we use the standard receiver operating characteristic (ROC) curve. All results are computed from the test set. All codes were implemented in the Julia language [5]. The network structure was the same for all methods; we describe them in the online appendix.

4.2 Comparison with prior art

We compare our methods with Baseline, which uses the weighted cross-entropy. Moreover, we use two prior art methods which have codes available online, namely TFCO [8, 21] and AP-Perf [11]. We did not implement the original TopPush because its duality arguments restrict the classifiers to only linear ones. Table 2 shows the time requirement per epoch. All methods besides AP-Perf have similar time requirements, while AP-Perf is much slower. This difference increases drastically when the minibatch size increases, as noted in [11]. We do not present the results for SVHN for AP-Perf because it was too slow and for TFCO because we encountered
a TensorFlow memory error. All these methods are designed to maximize true-positives when the false positive rate is at most $\tau$. This is the same as for Pat&Mat-NP.

|               | FashionMNIST | CIFAR100 | SVHN |
|---------------|--------------|----------|------|
| BaseLine     | 4.4s         | 5.1s     | 62.8s|
| DeepTopPush  | 4.8s         | 5.6s     | 66.6s|
| Pat&Mat-NP   | 4.8s         | 5.6s     | 66.6s|
| TFCO         | 7.2s         | 6.5s     | -    |
| AP-Perf      | 95.3s        | 81.2s    | -    |

Table 2: Time requirements per epoch for investigated methods for minibatches of size $n_{mb} = 32$.

| Dataset BaseLine DeepTopPush Pat&Mat-NP TFCO AP-Perf |
|-----------------------------------------------------|
| FashionMNIST 5.06 ± 1.41 27.30 ± 5.91 22.21 ± 5.62 11.30 ± 3.44 9.90 |
| CIFAR100 1.70 ± 0.46 14.40 ± 5.44 8.10 ± 3.45 7.70 ± 2.28 5.00 |
| 3A4 2.58 ± 0.61 5.61 ± 1.70 3.79 ± 0.90 3.03 ± 1.52 3.03 |
| SVHN 6.51 ± 1.37 12.21 ± 5.39 12.07 ± 4.41 - - |

Table 3: The true positive rates (in %) at two levels of false positive rates averaged across ten independent runs with standard deviation. The best methods are highlighted.

Table 3 shows the true positive rate (tpr) above the second-largest negative and at the prescribed false positive rate (fpr) $\tau = 0.01$. Using the second-largest negative, which corresponds to $\tau = \frac{1}{n}$, allows for one outlier. The results are averaged over ten independent runs except for AP-Perf, which is too slow. The best result for each metric (in columns) is highlighted. All methods are better than BaseLine. This is not surprising as all these methods are designed to work well for low false positive rates. DeepTopPush outperforms all other methods at the top, while it performs well at the low fpr of $\tau = 0.01$. There Pat&Mat-NP, which also falls into our framework, performs well. Both these methods outperform the state of the art methods.

Figure 3(A) shows the ROC curves on CIFAR100 averaged over ten independent runs. We use the logarithmic $x$ axis to highlight low fpr modes. DeepTopPush performs significantly the best again whenever the false positive rate is smaller than 0.01.

As a further test, we performed a simple experiment on ImageNet. We modified the pre-trained EfficientNet B0 [27] by removing the last dense layer and adding another dense layer with one output. Then we retrained the newly added layer to perform well at the top. The original EfficientNet achieved 68.0% at the top, while DeepTopPush achieved 70.0% for the same metric. This shows that DeepTopPush can provide better accuracy at the top than pre-trained networks.

4.3 Application to ranking

The 3A4 dataset contains information about activity levels of approximately 50000 molecules, each with about 10000 descriptors. The activity level corresponds to the usefulness of the molecule for creating new drugs. Since medical scientists can focus on properly investigating only a small number of molecules, it is important to select a small number of molecules with high activity.

We converted the continuous activity level into binary by considering a threshold on the activity. Since the input is large-dimensional, and there is no spatial structure to use convolutional neural networks, we used PCA to reduce the dimension to 100. Then we created a network with two hidden layers and applied DeepTopPush to it. The test activity was evaluated at the continuous (and not binary level). Table 3 shows again the results at the top. DeepTopPush outperforms other methods. Figure 3 shows that high scores (output of the network) indeed correspond to high activity. Thus, even though the problem was “binarized” and its dimension reduced, our algorithm was able to select a small number of molecules with high activity levels. These molecules can be used for further manual (expensive) investigation.

4.4 Real-world application

This section shows a real-world application of the accuracy at the top. A renowned cybersecurity company provided malware analysis reports of executable files. Its structure is highly complicated because each sample
Figure 3: Results for the 3A4 dataset. The goal was to assign large scores to a few molecules with high activity (scores on top-right are preferred).

Figure 4: A) ROC curves averaged over ten runs on the CIFAR100 dataset. B) ROC curve for Malware Detection dataset. The circles show the thresholds the methods were optimized for.

has a different number of features, and features may have a complicated structure, such as a list of ports to which the file connects. This is in sharp contrast with standard datasets, where each sample has the same number of features, and each feature is a real number. We processed the data by a public implementation of hierarchical multi-instance learning (HMIL) [24]. Then we applied DeepTopPush and Pat&Mat-NP at $\tau = 10^{-3}$ and $\tau = 10^{-2}$. The latter maximizes the true positives rate when the false positive rate is at most $\tau$. The minibatch size was 20000, which allowed us to obtain precise threshold estimates and unbiased sampled gradients due to Section 3.3.

Figure 4B shows the performance on the test set. DeepTopPush is again the best at low false positive rates. This is extremely important in cybersecurity as it prevents false alarms for malware. Even at the extremely low false positive rate $\tau = 10^{-5}$, our algorithm correctly identified 46% of malware. The circles denote the thresholds for which the methods were optimized. DeepTopPush should have the best performance at the leftmost point, Pat&Mat-NP ($\tau = 10^{-3}$) at $\tau = 10^{-3}$ and similarly Pat&Mat-NP($\tau = 10^{-2}$).

4.5 Impact of enhancing the minibatch

The crucial aspect of DeepTopPush is enhancing the minibatch by one sample. In all presented results with the exception of the Malware Detection, the minibatch contained only 32 samples. Then the discussion in Section 3.4 implies that Pat&Mat-NP equals to DeepTopPush without enhancing the minibatch. In other words, Pat&Mat-NP uses Algorithm 3.1 while DeepTopPush uses Algorithm 3.2. As Table 3 clearly shows that DeepTopPush outperforms Pat&Mat-NP, this implies that using the delayed values is beneficial.

Figure 5 shows explanation for this behaviour. The full blue line shows the behaviour of DeepTopPush while
the dotted grey line shows Pat&Mat-NP. As explained in the previous paragraph, their difference demonstrates the effect of enhancing the minibatch by one delayed value. The top subfigure compares thresholds with the true threshold (dashed black). While the threshold for Pat&Mat-NP jumps wildly, it is smooth for DeepTopPush, and it often equals the true threshold. Theorem 1 then implies that our sampled gradient is an unbiased estimate of the true gradient. This is even more pronounced in the bottom subfigure, which shows the angle between the true gradient and the computed gradient. This angle is important because [23] showed that if this angle is uniformly in the interval [0, 90), then gradient descent schemes converge. This is precisely what happened for DeepTopPush. When the threshold is correct, the true and estimated gradients are parallel to each other, and the gradient descent moves in the correct direction.

Figure 5: The thresholds (top) and angle between true and sampled gradients (bottom) for Algorithm 3.1 (full blue) and Algorithm 3.2 (dotted gray).

5 Conclusions

We proposed DeepTopPush as an efficient method for solving the constrained non-decomposable problem of accuracy at the top, which focuses on the performance only above a threshold. We implicitly removed some optimization variables, created an unconstrained end-to-end network and used the stochastic gradient descent to train it. We modified the minibatch so that the sampled threshold (computed on a minibatch) is a good estimate of the true threshold (computed on all samples). We showed both theoretically and numerically that this procedure reduces the bias of the sampled gradient. The time increase over the standard method with no threshold is small. We demonstrated the usefulness of DeepTopPush both on visual recognition datasets, a ranking problem and on a real-world application of malware detection.
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A Source code

To promote reproducibility, we provide one repository with the code

https://github.com/VaclavMacha/AccuracyAtTop.jl

and one repository with numerical experiments

https://github.com/VaclavMacha/AccuracyAtTopDeepTopPush_experiments.jl

B Theorem 1 for Rec@K

The assumption of Theorem 1 requires that the threshold is computing from negative samples and the objective for positive samples. This does not hold for Rec@K. We will show that we can obtain a similar result even for this case.

The proof of Theorem 1 is based on Lemma 1. We will now obtain the variant of Lemma 1 for Rec@K. First, we realize that if the threshold index $j^*$ corresponds to a negative sample, the computation will not change and therefore

$$E\left(\nabla \hat{L}(w) \mid \hat{j} = j^* \text{ is an index of a negative sample}\right) = \nabla L(w).$$

On the other hand, when $j^*$ corresponds to a positive sample, it needs to be always present in the minibatch selection and there are effectively only $n_{mb}^+ - 1$ positive samples in the minibatch. Then

$$E\left(\nabla \hat{L}(w) \mid \hat{j} = j^* \text{ is an index of a positive sample}\right) = \frac{n_{mb}^+ - 1}{n_{mb}^+} \nabla L(w).$$

Denote now $p$ the probability that the threshold corresponds to a positive sample. Then we have

$$E\left(\nabla \hat{L}(w) \mid \hat{j} = j^*\right) = (1 - p)\nabla L(w) + p \frac{n_{mb}^+ - 1}{n_{mb}^+} \nabla L(w)$$

$$= \nabla L(w) - \frac{p}{n_{mb}^+} \nabla L(w).$$

Theorem 1 will then be modified into

$$\text{bias}(w) = \mathbb{P}(\hat{j} \neq j^*) \left(\nabla L(w) - E\left(\nabla \hat{L}(w) \mid \hat{j} \neq j^*\right)\right)$$

$$- \mathbb{P}(\hat{j} = j^*) \frac{p}{n_{mb}^+} \nabla L(w).$$

We changed the result by adding the last term. Usually the training set contains much less positive than negative samples. This implies that $p$ is assumed to be small and the extra term is small as well. Therefore, this change should have a negligible impact on the theorem implications.
C Used network architecture

For 3A4, we preprocessed the input with 9491 into a 100-dimensional input by PCA. Then we used two dense layers of size 100 × 50 and 50 × 25 with batch-normalization after these layers. The last layer was dense.

For FashionMNIST, we used a network alternating two hidden convolutional layers with two max-pooling layers finished with a dense layer. The convolutional layers used kernels 5 × 5 and had 20 and 50 channels, respectively. For CIFAR100 and SVHN2, we increased the number of hidden and max-pooling layers from two to three. The convolutional layers used kernels 3 × 3 and had 64, 128, and 128 channels, respectively. A more detailed description can be found in our codes online. We are fully aware that these architectures are suboptimal. Since the accuracy at the top needs to select only a few relevant samples and the rest of the dataset’s performance is irrelevant, such a network can be used. Moreover, using a simpler network has the advantage of faster experiments.

For ImageNet, we merged all turtles into the positive class and all non-turtles into the negative class. Then we used the pre-trained EfficientNet B0, where we replaced the last dense layer with 1000 outputs by a dense layer into a scalar output.

D Dataset summary

Table 4 summarizes the used datasets. The Malware Detection dataset was represented by JSONs, which contain varying number of features. Moreover, many features are not scalar but have some hierarchical structure as well.

| Dataset          | \(d\) | \(n\) | \(\frac{n^+}{n}\) | \(n\) | \(\frac{n^+}{n}\) | License         |
|------------------|-------|-------|-------------------|-------|-------------------|-----------------|
| FashionMNIST     | 28 × 28 × 1 | 60 000 | 10.00% | 10 000 | 10.00% | MIT             |
| CIFAR100         | 32 × 32 × 3 | 50 000 | 1.00%  | 10 000 | 1.00%  | not specified   |
| SVHN2 extra      | 32 × 32 × 3 | 604 388 | 17.28% | 26 032 | 19.59% | not specified   |
| ImageNet         | 62720 × 1  | 1 281 167 | 0.51%  | 50 000 | 0.50%  | registration    |
| 3A4              | 9491 × 1  | 37 241 | 0.98%  | 37 241 | 1.07%  | CC BY 4.0      |
| Malware Detection| variable | 6 580 166 | 87.22% | 800 346 | 91.80% | proprietary     |

Table 4: Summary of the used datasets with the number of features \(d\), number of samples \(n\) and the fraction of positive samples \(\frac{n^+}{n}\) in the training set.