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ABSTRACT. We derive the non-equilibrium fluctuations of one-dimensional symmetric simple exclusion processes in contact with slowed stochastic reservoirs which are regulated by a factor $n^{-\theta}$. Depending on the range of $\theta$ we obtain processes with various boundary conditions. Moreover, as a consequence of the previous result we deduce the non-equilibrium stationary fluctuations by using the matrix ansatz method which gives us information on the stationary measure for the model. The main ingredient to prove these results is the derivation of precise bounds on the two point space-time correlation function, which are a consequence of precise bounds on the transition probability of some underlying random walks.

1. Introduction

The derivation of the non-equilibrium fluctuations around the hydrodynamical profile of general interacting particle systems is a very challenging problem in the field. The main difficulty is the lack of a well developed method which allows one to recover the form of the non-equilibrium space-time correlations of the microscopic model. In many models a uniform bound on the space-time correlations, showing that they vanish as the scaling parameter $n$ goes to infinity, is enough to recover the non-equilibrium fluctuations, but here we analyse a model for which this result is not sufficient and therefore extra work is needed in order to get sharper bounds on the aforementioned correlations.

In this article we analyse the symmetric simple exclusion process in contact with stochastic reservoirs and we obtain the non-equilibrium fluctuations when the reservoirs are slow. The model can be defined as follows. We consider the symmetric simple exclusion process evolving in the discrete set $\Sigma_n = \{1, \ldots, n-1\}$, the bulk, and we superpose this dynamics with a Glauber dynamics at each endpoint of $\Sigma_n$. In the bulk, particles perform continuous time symmetric random walks, under the constraint that two particles cannot occupy the same site at any given time. At the endpoints of the bulk, namely at the sites 1 and $n-1$, particles can be created or annihilated at a certain rate, which is slower with respect to the jump rate in the bulk. Note that if we were looking at the symmetric simple exclusion process without the superposition of the Glauber dynamics, then the density of particles $\rho(t,u)$ would be a conserved quantity by the dynamics and it is well known that it evolves according to the heat equation $\partial_t \rho(t,u) = \Delta \rho(t,u)$. Adding the slowed Glauber dynamics at the end points of the bulk allows us to ask about the effects at the level of the partial differential equation and at the level of the fluctuations of the system around the profile $\rho(t,u)$.

To properly define our model, we chose rates of creation given by $\alpha/n^\theta$ at the site 1 and $\beta/n^\theta$ at the site $n-1$ and rates of annihilation $(1-\alpha)/n^\theta$ at the site 1 and $(1-\beta)/n^\theta$ at the site $n-1$. For an illustration of the dynamics see Figure[1]. We observe that the role of the parameters $\alpha, \beta \in (0,1)$ is to fix the density of the reservoirs, so that when
\( \beta > \alpha \), the difference of the density in the reservoirs creates a flux in the system. More precisely, if \( 1 \sim \beta > \alpha \sim 0 \) there is a tendency for particles to get in the bulk from the right reservoir and leave the bulk from the left reservoir. The parameter \( \theta \) controls the intensity of the interaction between the reservoirs and the bulk. We also observe that we could take more general rates of annihilation replacing \( 1 - \alpha \) (resp. \( 1 - \beta \)) by \( \gamma \) (resp. \( \delta \)), but the results would be exactly the same, only the notation would be heavier and for this reason we stick to this choice of the parameters. We note that a simple computation shows that for \( \alpha = \beta = \rho \) the Bernoulli product measures \( \nu_\rho \) are invariant under the dynamics, which is not the case when \( \alpha \neq \beta \). Nevertheless, in the latter case, by using the matrix ansatz method, the author in [4] obtained information on the stationary measure of the system and derived explicit expressions for the empirical profile and the correlation function, see (2.5) and (2.18).

The hydrodynamic limit for this model was analysed in [1]. It is given by the heat equation, but depending on the range of the parameter \( \theta \) three different types of boundary conditions appear: when \( \theta \in (0,1) \) the density profile \( \rho(t,u) \) satisfies Dirichlet boundary conditions, which means that the density profile is fixed as being \( \alpha \) (resp. \( \beta \)) at 0 (resp. 1)

\[
\rho(t,0) = \alpha \quad \text{and} \quad \rho(t,1) = \beta;
\]

when \( \theta = 1 \) the density profile satisfies a type of linear Robin boundary conditions:

\[
\partial_u \rho(t,0) = \rho(t,0) - \alpha \quad \text{and} \quad \partial_u \rho(t,1) = \beta - \rho(t,1)
\]

and when \( \theta > 1 \) the density profile satisfies Neumann boundary conditions

\[
\partial_u \rho(t,0) = \partial_u \rho(t,1) = 0.
\]

The hydrodynamic limit, in the case where the reservoirs are fast, was analysed in [2] for a more general exclusion dynamics, which includes the one described above. There it is shown that, in the case \( \theta < 0 \), the density profile has the same behavior as in the case \( \theta \in (0,1) \).

The non-equilibrium fluctuations for this model have been analysed in [8] when \( \theta = 1 \) and in [10] when \( \theta = 0 \), and the equilibrium fluctuations have been analysed in [7] for any value of \( \theta \geq 0 \). In this paper we close the remaining cases, that is, we obtain the non-equilibrium fluctuations for any value of \( \theta \geq 0 \) and we only leave open the case \( \theta < 0 \), the fast case. As a consequence of our result, we also derive the non-equilibrium stationary fluctuations.

Now we give a word about the proof. This is a natural continuation of the work developed in [8] and for that reason we do not present all the details in the proofs and we refer the interested reader to [8]. The main difference with respect to [8] is that in the microscopic equations satisfied by the density fluctuation field, there is a boundary term that vanishes identically if one chooses Robin boundary conditions for the test functions. Since in our situation the limiting dynamics has either Neumann or Dirichlet boundary conditions, one cannot cancel this term by the choice of the test functions. Therefore, one needs a new argument. The idea is to obtain more refined correlation estimates at the boundary of the system. This turns out to be very demanding, as the proofs of Proposition 2.1 and Lemma 4.1 show. In particular, one needs to obtain precise estimates on the transition probabilities of some one-dimensional and two-dimensional random walks. These estimates have to be uniform in the behaviour of the walks at the boundary of the domains and, as a consequence, they allow to obtain very precise bounds on the space-time correlation function near the boundary.
Here follows an outline of the paper: in Section 2 we give the precise definition of the model and state the results. In Section 3 we prove that the density fluctuation fields converge to solutions of the Ornstein-Uhlenbeck equation (2.30) assuming tightness, and in Section 4 we give the proof of the key result in order to close the equations for the density fluctuation field. Section 5 is devoted to the proof of tightness and Section 6 concerns the proof of the precise estimate on the correlation functions.

2. Statement of results

2.1. The model. For \( n \geq 1 \), we denote by \( \Sigma_n \) the set \( \{1, \cdots, n-1\} \). The symmetric simple exclusion process with slow boundary is a Markov process \( \{\eta_t : t \geq 0\} \) with configuration space \( \Omega_n := \{0,1\}^{\mathbb{Z}_n} \). If \( \eta \) denotes a configuration of the state space \( \Omega_n \), then \( \eta(x) = 0 \) means that the site \( x \) is vacant while \( \eta(x) = 1 \) means that the site \( x \) is occupied. This Markov process can be characterized in terms of its infinitesimal generator \( \mathcal{L}_n \), which we define as follows. Fix the parameters \( \theta \geq 0 \) and \( \alpha, \beta \in (0,1) \). Given a function \( f : \Omega_n \to \mathbb{R} \),

\[
(\mathcal{L}_n f)(\eta) = \left[ -\frac{\alpha}{n^\theta} (1 - \eta(1)) + \frac{(1-\alpha)}{n^\theta} \eta(1) \right] (f(\eta^1) - f(\eta)) \\
+ \left[ \frac{\beta}{n^\theta} (1 - \eta(n-1)) + \frac{(1-\beta)}{n^\theta} \eta(n-1) \right] (f(\eta^{n-1}) - f(\eta)) \\
+ \sum_{x=1}^{n-2} (f(\eta^{x,x+1}) - f(\eta)),
\]

(2.1)

where \( \eta^{x,x+1} \) is the configuration obtained from \( \eta \) by exchanging the occupation variables \( \eta(x) \) and \( \eta(x+1) \):

\[
(\eta^{x,x+1})(y) = \begin{cases} 
\eta(x+1), & \text{if } y = x, \\
\eta(x), & \text{if } y = x + 1, \\
\eta(y), & \text{otherwise},
\end{cases}
\]

and for \( x \in \{1, n-1\} \), the configuration \( \eta^x \), is obtained from \( \eta \) by flipping the occupation variable \( \eta(x) \):

\[
(\eta^x)(y) = \begin{cases} 
1 - \eta(y), & \text{if } y = x, \\
\eta(y), & \text{otherwise}.
\end{cases}
\]

The dynamics of this model can be described as follows. In the bulk, particles move according to continuous time random walks, but whenever a particle wants to jump to an occupied site, the jump is suppressed. At the left boundary, particles can be created (resp. removed) at rate \( an^{-\theta} \) (resp. \( (1-\alpha)n^{-\theta} \)). At the right boundary, particles can be created (resp. removed) at rate \( bn^{-\theta} \) (resp. \( (1-\beta)n^{-\theta} \)). We consider the process speeded up in the diffusive time scale \( n^2 \) so that its generator is given by \( n^2 \mathcal{L}_n \). Let \( \mathcal{D}([0,T],\Omega_n) \) be the space of trajectories which are right continuous and with left limits, and taking values in \( \Omega_n \). For a measure \( \mu_n \) in \( \Omega_n \), let \( \mathbb{P}_{\mu_n} \) be the measure in \( \mathcal{D}([0,T],\Omega_n) \) induced by the Markov process with generator \( n^2 \mathcal{L}_n \) and the initial measure \( \mu_n \) and denote by \( \mathbb{E}_{\mu_n} \) the expectation with respect to \( \mathbb{P}_{\mu_n} \).

2.2. Empirical profile and correlations. For a measure \( \mu_n \) in \( \Omega_n \) and for each \( x \in \Sigma_n \), we denote by \( \rho^x_n(x) \) the empirical profile at the site \( x \), given by

\[
\rho^x_n(x) = \mathbb{E}_{\mu_n}[\eta_{t,n}(x)],
\]

(2.2)
and at the boundary we set $\rho^\alpha_t(0) = \alpha$ and $\rho^\beta_t(n) = \beta$ for all $t \geq 0$. A simple computation shows that $\rho^\alpha_t(\cdot)$ is a solution of

$$\begin{cases}
\partial_t \rho_n^\alpha(x) = (n^2 \mathcal{B}_n^\theta \rho_n^\alpha)(x), & x \in \Sigma_n, \quad t \geq 0, \\
\rho_n^\alpha(0) = \alpha, \rho_n^\alpha(n) = \beta, & t \geq 0,
\end{cases}$$

(2.3)

where the operator $\mathcal{B}_n^\theta$ that acts on functions $f : \Sigma_n \to \mathbb{R}$ as

$$\mathcal{B}_n^\theta f(x) = \sum_{y=0}^{n-\theta} \xi_{x,y}^n \left( f(y) - f(x) \right), \quad x \in \Sigma_n,$n

(2.4)

and it is the infinitesimal generator of the random walk (RW) $\{X^\theta_t, t \geq 0\}$ on $\Sigma_n$ which is absorbed at the boundary of $\Sigma_n$, that is, at the points $\{0, n\}$. Above, $\Sigma_n = \Sigma_n \cup \{0, n\}$ and

$$\xi_{x,y}^n = \begin{cases}
1, & \text{if } |y - x| = 1 \text{ and } x, y \in \Sigma_n, \\
n^{-\theta}, & \text{if } x = 1, y = 0 \text{ and } x = n - 1, y = n, \\
0, & \text{otherwise}.
\end{cases}$$

The stationary solution of (2.3) is given by

$$\rho_{ss}^n(x) = \mathbb{E}_{\nu_x} [\eta_{n^n}(x)] = a_n x + b_n,$n

(2.5)

where

$$a_n = \frac{\beta - \alpha}{2n^{\theta+1}(n-2)} \quad \text{and} \quad b_n = a_n (n^\theta - 1) + \alpha.$n

A simple computation shows that

$$\lim_{n \to \infty} \max_{x \in \Sigma_n} \left| \rho_{ss}^n(x) - \tilde{\rho}(\frac{x}{n}) \right| = 0,$n

(2.6)

where for $u \in (0, 1)$

$$\tilde{\rho}(u) = \begin{cases}
(\beta - \alpha)u + \alpha; & \theta < 1, \\
\frac{\beta - \alpha}{2} u + \alpha + \frac{\beta - \alpha}{2}; & \theta = 1, \\
\frac{\beta + a}{2}; & \theta > 1.
\end{cases}$$

(2.7)

Now we define the two-point correlation function. Let

$$V_n = \{(x, y) \in \{0, \cdots, n\}^2 : 0 < x < y < n\},$$

(2.8)

and its boundary $\partial V_n = \{(x, y) \in \{0, \cdots, n\}^2 : x = 0 \text{ or } y = n\}$.
For \((x, y) \in V\), let \(\varphi_{i}^{n}(x, y)\) denote the two-point correlation function between the occupation sites at \(x < y\), which is defined by

\[
\varphi_{i}^{n}(x, y) = \mathbb{E}_{\mu_{n}}[(\eta_{i,n}^{2}(x) - \rho_{i}^{n}(x))(\eta_{i,n}^{2}(y) - \rho_{i}^{n}(y))].
\] (2.9)

Doing simple, but long, computations we see that \(\varphi_{i}^{n}\) is a solution of

\[
\begin{cases}
\partial_{t}\varphi_{i}^{n}(x, y) = n^{2} \mathcal{A}_{\theta}^{n} \varphi_{i}^{n}(x, y) + g_{i}^{n}(x, y), & \text{for } (x, y) \in V, \ t > 0, \\
\varphi_{i}^{n}(x, y) = 0, & \text{for } (x, y) \in \partial V, \ t > 0, \\
\varphi_{i}^{n}(x, y) = \mathbb{E}_{\mu_{n}}[\eta_{0}(x)\eta_{0}(y)] - \rho_{0}^{n}(x)\rho_{0}^{n}(y), & \text{for } (x, y) \in V \cup \partial V,
\end{cases}
\] (2.10)

where \(\mathcal{A}_{\theta}^{n}\) is the operator that acts on functions \(f : V \cup \partial V \to \mathbb{R}\) as

\[
(\mathcal{A}_{\theta}^{n}f)(u) = \sum_{v \in V} c_{\theta}^{n}(u, v)[f(v) - f(u)],
\] (2.11)

and it is the infinitesimal generator of the RW \(\{X_{t}^{\theta} ; t \geq 0\}\) in \(V \cup \partial V\) with jump rates given by \(c_{\theta}^{n}(u, v)\) and which is absorbed at \(\partial V\). Above,

\[
c_{\theta}^{n}(u, v) = \begin{cases}
1, & \text{if } ||u - v|| = 1 \text{ and } u, v \in V, \\
n^{-\theta}, & \text{if } ||u - v|| = 1 \text{ and } u \in V, \ v \in \partial V, \\
0, & \text{otherwise},
\end{cases}
\]

for \(\theta \geq 0\) and \(|| \cdot ||\) denotes the supremum norm;

\[
g_{i}^{n}(x, y) = - (\nabla_{y}^{+} \rho_{i}^{n}(x))^{2} \delta_{y=x+1}
\] (2.12)

and \(\nabla_{y}^{+} \rho_{i}^{n}(x) = n(\rho_{i}^{n}(x + 1) - \rho_{i}^{n}(x))\). Now we impose some conditions on the initial measures. We fix an initial profile \(\rho_{0} : [0, 1] \to [0, 1]\) which is measurable and of class \(C^{6}\), and we assume that

\[
\max_{x \in \Sigma_{n}} |\rho_{0}^{n}(x) - \rho_{0}(\frac{x}{n})| \lesssim \frac{1}{n}.
\] (2.13)

We observe that the assumption on the regularity of \(\rho_{0}\) is necessary in the proof of Lemma \(6.2\) in order to approximate \(\rho_{i}^{n}(\cdot)\) by a suitable sequence of functions of class
Above (and in what follows) we write $\psi(x) \leq \varphi(x)$ if there exists a constant $C$ independent of $x$ such that $\psi(x) \leq C \varphi(x)$ for every $x$. Moreover, we also assume that

$$\max_{y \in \Sigma_n} |\varphi_0^n(x, y)| \leq \begin{cases} \frac{n^\theta}{\pi^\theta}, & \theta \leq 1, \\ \frac{1}{\theta}, & \theta \geq 1, \end{cases} \quad \text{for } x = 1, n - 1, \quad (2.14)$$

and that

$$\max_{(x,y) \in V_n} |\varphi_0^n(x, y)| \leq \frac{1}{n}. \quad (2.15)$$

**Proposition 2.1.** Assume (2.14) and (2.15). It holds that

$$\sup_{t \geq 0} \max_{y \in \Sigma_n} |\varphi_t^n(x, y)| \leq \begin{cases} \frac{n^\theta}{\pi^\theta}, & \theta \leq 1, \\ \frac{1}{\theta}, & \theta \geq 1, \end{cases} \quad \text{for } x = 1, n - 1, \quad (2.16)$$

and

$$\sup_{t \geq 0} \max_{(x,y) \in V_n} |\varphi_t^n(x, y)| \leq \frac{1}{n}. \quad (2.17)$$

The proof of this proposition is presented in Section 6. In this case, contrarily to the empirical profile, it is quite complicated to obtain an expression for the stationary solution of (2.10). Nevertheless, we note that a simple, but long, computation shows that the solution, in the case where the starting measure is the stationary state $\mu_{ss}$, is given by

$$\varphi_{ss}^n(x, y) = \frac{(\alpha - \beta)^2(x + n^\theta - 1)(n - y + n^\theta - 1)}{(2n^\theta + n - 2)^2(2n^\theta + n - 3)}. \quad (2.18)$$

From the previous identity it follows that

$$\max_{y \in \Sigma_n} |\varphi_{ss}^n(x, y)| \leq \begin{cases} \frac{n^\theta}{\pi^\theta}, & \theta \leq 1, \\ \frac{1}{\theta}, & \theta \geq 1, \end{cases} \quad \text{for } x = 1, n - 1, \quad (2.19)$$

and that

$$\max_{(x,y) \in V_n} |\varphi_{ss}^n(x, y)| \leq \frac{1}{n\pi^\theta}. \quad (2.20)$$

**2.3. Stationary measures.** For $\rho \in (0, 1)$, let $\nu_\rho^n$ be the Bernoulli product measure in $\Omega_n$ with density $\rho$, that is

$$\nu_\rho^n \{ \eta : \eta(x) = 1 \} = \rho. \quad (2.21)$$

Under this measure the occupation variables $\{ \eta(x) \}_{x \in \Sigma_n}$ are independent and for each $x \in \Sigma_n$ the random variable $\eta(x)$ has Bernoulli distribution of parameter $\rho$. For $\alpha = \beta = \rho$ these measures are reversible and, in particular, they are invariant. Nevertheless, when $\alpha \neq \beta$, since we deal with a finite-state irreducible Markov chain, then there exists a unique stationary measure that we denote by $\mu_{ss}^n$. A way to get information about this measure is to use the matrix ansatz method introduced in [5] [6]. For that purpose, for a configuration $\eta := (\eta(1), \cdots, \eta(n - 1))$, let $f_{n-1}(\eta)$ denote the weight of that configuration with respect to the stationary measure $\mu_{ss}^n$ and let us suppose that

$$f_{n-1}(\eta) = w^T \prod_{x=1}^{n-1} (\eta(x)D + (1 - \eta(x))E) \nu, \quad \text{for } \eta \in \Sigma_{n-1}.$$
where $D, E$ are matrices (which, in general, do not commute) and the vectors $w^T, v$ are present in order to convert the matrix product into a scalar. Let $P^n(\eta)$ be the normalized weight of the configuration $\eta$ with respect to the stationary state $\mu^n$, which is given by

$$p^n(\eta) = \frac{f_{n-1}(\eta)}{Z_{n-1}},$$

where $Z_{n-1}$ is the sum of the weights of the $2^{n-1}$ possible configurations in $\Omega_n$ which is equal to $Z_{n-1} = w^T(D + E)^{n-1}v$. From the computations of [4], the matrices $D, E$ and the vectors $w^T, v$ satisfy the following relations:

$$DE - ED = D + E := C,$$

$$w^T \left[ \frac{\alpha}{2n^\theta} E - \frac{(1-\alpha)}{2n^\theta} D \right] = w^T,$$

$$\left[ \frac{(1-\beta)}{2n^\theta} D - \frac{\beta}{2n^\theta} E \right] v = v$$

and from this, we can conclude that

$$Z_{n-1} = \frac{1}{(\alpha - \beta)^{n-1}} \frac{\Gamma(2n^\theta + n - 1)}{\Gamma(2n^\theta)},$$

where $\Gamma(\cdot)$ denotes the Gamma function. From the previous information we can get the explicit expressions for the empirical profile, $\rho^n_\alpha(x)$, and the two-point correlation function $\rho^n_\alpha(x, y)$, these expressions are given in [2.5] and in [2.18], respectively. We refer the interested reader to [4] for more details on how to derive these identities.

2.4. Hydrodynamic limit. In [1] it was established the hydrodynamic limit for this model for any $\theta \geq 0$ and in [2, 9] it was extended to the case $\theta < 0$. For completeness we recall those results now.

**Definition 1.** Let $g : [0, 1] \to [0, 1]$ be a measurable profile. A sequence $\{\mu_n\}_{n \in \mathbb{N}}$ is said to be associated to $g(\cdot)$ if, for any $\delta > 0$ and any continuous function $f : [0, 1] \to \mathbb{R}$ the following limit holds:

$$\lim_{n \to \infty} \mu_n \left( \eta : \left| \frac{1}{n} \sum_{x=1}^{n-1} f(\frac{x}{n}) \eta(x) - \int_0^1 f(u) g(u) \, du \right| > \delta \right) = 0.$$ 

**Theorem 2.2** (Hydrodynamic Limit, [1, 2, 9]).

Suppose that the sequence $\{\mu_n\}_{n \in \mathbb{N}}$ is associated to a measurable profile $\rho_\alpha(\cdot)$ in the sense of Definition 1. Then, for each $t \in [0, T]$, for any $\delta > 0$ and any continuous function $f : [0, 1] \to \mathbb{R}$,

$$\lim_{n \to \infty} \mathbb{P}_{\mu_n} \left[ \eta : \left| \frac{1}{n} \sum_{x=1}^{n-1} f(\frac{x}{n}) \eta_{\alpha,n}(x) - \int_0^1 f(u) \rho(t, u) \, du \right| > \delta \right] = 0,$$

where $\rho(t, \cdot)$ is the unique weak solution of the heat equation

$$\begin{cases}
\partial_t \rho(t, u) = \partial^2_u \rho(t, u), & \text{for } t > 0, \ u \in (0, 1), \\
\rho(0, u) = \rho_\alpha(u), & \text{for } u \in [0, 1],
\end{cases}$$

with the following boundary conditions:

1. For $\theta < 1$, $\rho(t, 0) = \alpha$ and $\rho(t, 1) = \beta$, for $t > 0$;
2. For $\theta = 1$, $\partial_u \rho(t, 0) = \rho(t, 0) - \alpha$ and $\partial_u \rho(t, 1) = \beta - \rho(t, 1)$, for $t > 0$;
3. For $\theta > 1$, $\partial_u \rho(t, 0) = \partial_u \rho(t, 1) = 0$, for $t > 0$. 


2.5. Density fluctuations. In this subsection we state the main results of this article. More precisely, in Subsection 2.5.1 we introduce the space of test functions where the functional associated to the density fluctuations of the system will act, for each regime of $\theta$. Then in Subsection 2.5.2 we give the proper notion of the density fluctuation field and in Theorem 2.3 we state its convergence along subsequences starting from general initial measures, in Theorem 2.4 we state its convergence when assuming that the initial field converges and in Corollary 2.5 we state its convergence when the system starts from a local Gibbs state.

2.5.1. The space of test functions. The space $C^\infty([0,1])$ is the space of functions $f : [0,1] \to \mathbb{R}$ such that $f$ is continuous in $[0,1]$ as well as all its derivatives.

Definition 2. Let $\mathcal{S}_\theta$ denote the set of functions $f \in C^\infty([0,1])$ such that for any $k \in \mathbb{N} \cup \{0\}$ it holds that

1. for $\theta < 1$: $\partial_u^{2k} f(0) = \partial_u^{2k} f(1) = 0$;
2. for $\theta = 1$: $\partial_u^{2k+1} f(0) = \partial_u^{2k+1} f(0)$ and $\partial_u^{2k+1} f(1) = -\partial_u^{2k+1} f(1)$;
3. for $\theta > 1$: $\partial_u^{2k+1} f(0) = \partial_u^{2k+1} f(1) = 0$.

Definition 3. For $\theta > 0$, let $-\Delta_\theta$ be the positive self-adjoint operator on $L^2[0,1]$, defined on $f \in \mathcal{S}_\theta$ by

$$\Delta_\theta f(u) = \begin{cases} \partial_u^2 f(u), & \text{if } u \in (0,1), \\ \partial_u^2 f(0^+), & \text{if } u = 0, \\ \partial_u^2 f(1^-), & \text{if } u = 1. \end{cases}$$

(2.22)

Above, $\partial_u^2 f(a^\pm)$ denotes the side limits at the point $a$. Let $\nabla_\theta : \mathcal{S}_\theta \to C^\infty([0,1])$ be the operator given by

$$\nabla_\theta f(u) = \begin{cases} \partial_u f(u), & \text{if } u \in (0,1), \\ \partial_u f(0^+), & \text{if } u = 0, \\ \partial_u f(1^-), & \text{if } u = 1. \end{cases}$$

(2.23)

Definition 4. Let $T_1^\theta : \mathcal{S}_\theta \to \mathcal{S}_\theta$ be the semigroup associated to (2.21) with the corresponding boundary conditions with $\alpha = \beta = 0$. That is, given $f \in \mathcal{S}_\theta$, by $T_1^\theta f$ we mean the solution of the homogeneous version of (2.21) with initial condition $f$.

Definition 5. Let $\mathcal{S}'_\theta$ be the topological dual of $\mathcal{S}_\theta$ with respect to the topology generated by the seminorms

$$\|f\|_k = \sup_{u \in [0,1]} |\partial_u^k f(u)|,$$

(2.24)

where $k \in \mathbb{N} \cup \{0\}$. That is, $\mathcal{S}'_\theta$ consists on all the linear functionals $f : \mathcal{S}_\theta \to \mathbb{R}$ which are continuous with respect to all the seminorms $\|\cdot\|_k$.

Let $\mathcal{D}([0,T],\mathcal{S}')$ (resp. $\mathcal{C}([0,T],\mathcal{S}')$) be the space of trajectories which are right continuous and with left limits (resp. continuous) and taking values in $\mathcal{S}'_\theta$.

2.5.2. Non-equilibrium fluctuations.

Definition 6 (Density fluctuation field). We define the density fluctuation field $\mathcal{Y}_\theta^n$ as the time-trajectory of linear functionals acting on functions $f \in \mathcal{S}_\theta$ as

$$\mathcal{Y}_\theta^n(f) = \frac{1}{\sqrt{n}} \sum_{x=1}^{n-1} f \left( \frac{x}{n} \right) \left( \eta_t \rho^n(x) - \rho^n(x) \right).$$

(2.25)
Recall that above \( \rho^n_t(x) = \mathbb{E}_{\mu^n}[\eta_t(x)] \). For each \( n \geq 1 \), let \( Q_n \) be the probability measure on \( \mathcal{D}([0,T],\mathcal{S}'_0) \) induced by the density fluctuation field \( \mathcal{V}^n \) and the measure \( \mu_n \).

**Theorem 2.3** (Non-equilibrium fluctuations).

Suppose that \( \rho_0 : [0,1] \to [0,1] \) is measurable and of class \( C^6 \) and that \( \mu_n \) is such that \( (2.14) \) and \( (2.15) \) hold. Then, the sequence of measures \( \{Q_n\}_{n \in \mathbb{N}} \) is tight on \( \mathcal{D}([0,T],\mathcal{S}'_0) \) and all limit points \( Q \) are probability measures concentrated on paths \( \mathcal{V} \) satisfying

\[
\mathcal{V}_t(f) = \mathcal{V}_0(T^\theta_t f) + \mathcal{W}_t(f),
\]

for any \( f \in \mathcal{S}_0 \). Above \( T^\theta_t \) is the semigroup given in Definition 4 and \( \mathcal{W}_t(f) \) is a mean-zero Gaussian variable of variance

\[
\int_0^t \|\nabla T^\theta_{t-r} f\|^2_{L^2(\rho)} dr,
\]

where for \( r > 0 \)

\[
\langle f, g \rangle_{L^2(\rho)} = \int_0^1 2\chi(r) f(u) g(u) du.
\]

\( \rho(t,u) \) is the solution of the hydrodynamic equation \( (2.21) \), with the corresponding boundary conditions, and \( \chi(u) = u(1-u) \). Moreover, \( \mathcal{V}_0 \) and \( \mathcal{W}_t \) are uncorrelated in the sense that \( \mathbb{E}\left[ \mathcal{V}_0(f) \mathcal{W}_t(g) \right] = 0 \), for all \( f, g \in \mathcal{S}_0 \).

**Theorem 2.4** (Ornstein-Uhlenbeck limit).

Assume that the sequence of initial density fields \( \{\mathcal{V}^n_0\}_{n \in \mathbb{N}} \) converges, as \( n \to \infty \), to a mean-zero Gaussian field \( \mathcal{V}_0 \) with covariance given on \( f, g \in \mathcal{S}_0 \) by

\[
\lim_{n \to \infty} \mathbb{E}_{\mu_n}\left[ \mathcal{V}^n_0(f) \mathcal{V}^n_0(g) \right] = \mathbb{E}\left[ \mathcal{V}_0(f) \mathcal{V}_0(g) \right] := \sigma(f,g).
\]

Then, the sequence \( \{Q_n\}_{n \in \mathbb{N}} \) converges, as \( n \to \infty \), to a generalized Ornstein-Uhlenbeck (O.U.) process, which is the formal solution of the equation:

\[
\frac{\partial}{\partial t} \mathcal{V}_t = \Delta_\theta \mathcal{V}_t dt + \sqrt{2\chi(\rho_1)} \nabla_\theta W_t,
\]

where \( W_t \) is a space-time white-noise of unit variance and \( \Delta_\theta \), \( \nabla_\theta \) are given in Definition 4. As a consequence, the covariance of the limit field \( \mathcal{V}_t \) is given on \( f, g \in \mathcal{S}_0 \) by

\[
\mathbb{E}\left[ \mathcal{V}_t(f) \mathcal{V}_t(g) \right] = \sigma(T^\theta_t f, T^\theta_t g) + \int_0^t \langle \nabla_\theta T^\theta_{t-r} f, \nabla_\theta T^\theta_{t-r} g \rangle_{L^2(\rho)} dr.
\]

As a consequence of the previous result we obtain the non-equilibrium fluctuations starting from a Local Gibbs state.

**Corollary 2.5** (Local Gibbs state).

Fix a measurable profile \( \rho_0 : [0,1] \to [0,1] \) of class \( C^6 \) and start the process from a Bernoulli product measure with marginal given by \( \nu_{\rho_0} \). Then, the previous result is true, but in this case we have, for \( f, g \in \mathcal{S}_0 \), that

\[
\sigma(T^\theta_t f, T^\theta_t g) = \int_0^1 \chi(\rho_0(u)) T^\theta_t f(u) T^\theta_t g(u) du,
\]

where \( \rho_0(\cdot) \) is the initial condition of the hydrodynamic equation \( (2.21) \).
2.6. Non-equilibrium stationary fluctuations. Now we start the process from the stationary measure \( \mu^n \), so that \( \rho^n(x) = \mathbb{E}_{\mu^n} [ \eta_{tn^n}(x) ] \) and the stationary density fluctuation field is acting on functions \( f \in \mathcal{F}_0 \) as

\[
\mathcal{Y}^n(f) = \frac{1}{\sqrt{n}} \sum_{x=1}^{n-1} f \left( \frac{x}{n} \right) \left( \eta_{tn^n}(x) - \rho^n(x) \right).
\]

As above, for each \( n \geq 1 \), let \( Q^n_T \) be the probability measure on \( \mathcal{Y}([0, T], \mathcal{F}_0) \) induced by the density fluctuation field \( \mathcal{Y}^n \) and the measure \( \mu^n \). With respect to this starting measure we have that:

**Theorem 2.6** (Stationary fluctuations: \( \theta \neq 1 \)).

Suppose to start the process from \( \mu^n \). Then, \( \mathcal{Y}^n \) converges to the centered Gaussian field \( \mathcal{Y} \) with covariance given on \( f, g \in \mathcal{F}_0 \) by:

\[
E[\mathcal{Y}(f)\mathcal{Y}(g)] = \int_0^1 \chi(\mathcal{P}(u)) f(u) g(u) du - (\beta - \alpha)^2 \int_0^1 \left[ (-\Delta_{\theta})^{-1} f(u) \right] g(u) du,
\]

where \( \mathcal{P}(\cdot) \) is given in (2.7).

Note that when \( \alpha = \beta = \rho \) the stationary measure is the Bernoulli product measure \( \nu_{\rho} \) and in this case the density fluctuation field is given by

\[
\mathcal{Y}^n(f) = \frac{1}{\sqrt{n}} \sum_{x=1}^{n-1} f \left( \frac{x}{n} \right) \left( \eta_{tn^n}(x) - \rho \right)
\]

and it converges to a centered Gaussian field \( \mathcal{Y} \) with covariance given on \( f, g \in \mathcal{F}_0 \) by:

\[
E_{Q^n} [\mathcal{Y}(f)\mathcal{Y}(g)] = \chi(\rho) \int_0^1 f(u) g(u) du.
\]

Last result was obtained in [7] for all the regimes of \( \theta \geq 0 \). We recall that in [8] the stationary fluctuations where derived for the case \( \theta = 1 \) when \( \alpha \neq \beta \). The precise statement in that case is given in the next result.

**Theorem 2.7** (Stationary fluctuations: \( \theta = 1 \), [5]).

Suppose to start the process from \( \mu^n_0 \) with \( \alpha \neq \beta \). Then, \( \mathcal{Y}^n \) converges to the centered Gaussian field \( \mathcal{Y} \) with covariance given on \( f, g \in \mathcal{F}_0 \) by:

\[
E[\mathcal{Y}(f)\mathcal{Y}(g)] = \int_0^1 \chi(\mathcal{P}(u)) f(u) g(u) du - \left( \frac{\beta - \alpha}{3} \right)^2 \int_0^1 \left[ (-\Delta_{\theta})^{-1} f(u) \right] g(u) du
\]

\[
+ \frac{2(3\beta^2 + a^2)(\beta - 1)}{3} \int_0^\infty T^0_{\theta} f(1) T^0_{\theta} g(1) dt + \frac{2(3\beta^2 + a^2)(\beta - 1)}{3} \int_0^\infty T^0_{\theta} f(0) T^0_{\theta} g(0) dt,
\]

where

\[
\mathcal{P}(u) = \left( \frac{\beta - a}{3} \right) u + \frac{\beta + 2a}{3}
\]

is the stationary solution of (2.21) with the Robin boundary conditions given in (2) in the statement of Theorem 2.2.
3. Proof of Theorem 2.3

The method of proof of this theorem is classical and it relies on showing tightness of the sequence \( \{Q_n\}_{n \in \mathbb{N}} \) and the characterization of the limit point. In Section 5 we prove tightness and here we characterize the limit points. For that purpose, fix a test function \( f \in \mathcal{G}_\theta \). By Dynkin’s formula, we have that

\[
\mathcal{M}_t^n(f) = \mathcal{G}_t^n(f) - \mathcal{G}_0^n(f) - \int_0^t (\partial_s + n^2 \mathcal{L}_n^s) \mathcal{G}_s^n(f) \, ds \quad \text{and} \quad \mathcal{N}_t^n(f) = (\mathcal{M}_t^n(f))^2 - \int_0^t n^2 \mathcal{L}_n^s \mathcal{G}_s^n(f)^2 - 2 \mathcal{G}_s^n(f) n^2 \mathcal{L}_n^s \mathcal{G}_s^n(f) \, ds
\]

are martingales with respect to the natural filtration \( \mathcal{F}_t := \sigma(n_s: s \leq t) \). A long, but elementary, computation shows that

\[
(\partial_s + n^2 \mathcal{L}_n^s) \mathcal{G}_s^n(f) = \frac{1}{\sqrt{n}} \sum_{x=1}^{n-1} \Delta_n f \left( \frac{x}{n} \right) (\eta_{n^2}(x) - \rho_{n^2}(x))
+ \sqrt{n} \nabla f(0) \tilde{\eta}_{n^2}(1) - \sqrt{n} \nabla f(1) \tilde{\eta}_{n^2}(n-1)
- \frac{n^{3/2}}{\sqrt{n}^2} f \left( \frac{1}{n} \right) \tilde{\eta}_{n^2}(1) - \frac{n^{3/2}}{\sqrt{n}^2} f \left( \frac{n-1}{n} \right) \tilde{\eta}_{n^2}(n-1). \tag{3.2}
\]

Above \( \tilde{\eta}_{n^2}(x) = \eta_{n^2}(x) - \rho_{n^2}(x) \). On the other hand, doing a simple computation we get that

\[
\mathcal{L}_n^s \mathcal{G}_s^n(f)^2 - 2 \mathcal{G}_s^n(f) n^2 \mathcal{L}_n^s \mathcal{G}_s^n(f) = \frac{1}{n} \sum_{x=1}^{n-2} \left( \nabla f \left( \frac{x}{n} \right) \right)^2 (\eta_s(x) - \eta_s(x+1))^2
+ \frac{n}{\sqrt{n}^2} \left( f \left( \frac{x}{n} \right) \right)^2 (\alpha - 2 \alpha \eta_s(1) + \eta_s(1))
+ \frac{n}{\sqrt{n}^2} \left( f \left( \frac{n-1}{n} \right) \right)^2 (\beta - 2 \beta \eta_s(n-1) - \eta_s(n-1)). \tag{3.3}
\]

Above \( \Delta_n f(x) = n^2 \left[ f \left( \frac{x+1}{n} \right) + f \left( \frac{x-1}{n} \right) - 2 f \left( \frac{x}{n} \right) \right] \),

\[
\nabla f \left( \frac{x}{n} \right) \right) \, (\eta_{n^2}(x) - \rho_{n^2}(x))
- \frac{n^{3/2}}{\sqrt{n}^2} f \left( \frac{1}{n} \right) \tilde{\eta}_{n^2}(1) - \frac{n^{3/2}}{\sqrt{n}^2} f \left( \frac{n-1}{n} \right) \tilde{\eta}_{n^2}(n-1). \tag{3.5}
\]

Now we fix \( t \in [0, T] \) and we consider the process restricted to the time interval \([0, t]\). Taking the time-dependent test function \( f(s,u) = T_{t-s}^\theta f(u) \), we can rewrite (3.2) as

\[
(\partial_s + n^2 \mathcal{L}_n^s) \mathcal{G}_s^n(T_{t-s}^\theta f) = \mathcal{G}_s^n(\Delta_n T_{t-s}^\theta f - \Delta T_{t-s}^\theta f) + \mathcal{G}_s^n(\Delta T_{t-s}^\theta f - \partial_s T_{t-s}^\theta f)
+ \sqrt{n} \nabla \tilde{\eta}_{n^2}(1) - \sqrt{n} \nabla T_{t-s}^\theta f \left( \frac{n}{n-1} \right) \tilde{\eta}_{n^2}(n-1)
- \frac{n^{3/2}}{\sqrt{n}^2} f \left( \frac{1}{n} \right) \tilde{\eta}_{n^2}(1) - \frac{n^{3/2}}{\sqrt{n}^2} f \left( \frac{n-1}{n} \right) \tilde{\eta}_{n^2}(n-1). \tag{3.5}
\]

Since \( T_{t-s}^\theta f \) is smooth and solves (2.21), it is easy to show that the first and second terms at the right hand side of last identity vanish, as \( n \to +\infty \). Now we analyse the
remaining terms on the right hand-side of last identity for each regime of \( \theta \neq 1 \). We start with the case \( \theta < 1 \). In this regime the space of test functions is such that the test functions vanish at the boundary of \([0,1]\), so that the terms on the second and third lines at the right hand-side of (3.5) can be rewritten as

\[
\sqrt{n} \nabla_n^+ T_{1-t}^\theta f(0) \tilde{\eta}_{n^2}(1) - \sqrt{n} \nabla_n^- T_{1-t}^\theta f(1) \tilde{\eta}_{n^2}(n-1)
\]

\[
- \frac{n}{\theta} \nabla_n^+ T_{1-t}^\theta f(0) \tilde{\eta}_{n^2}(1) - \frac{n}{\theta} \nabla_n^- T_{1-t}^\theta f(1) \tilde{\eta}_{n^2}(n-1).
\]

In Lemma 4.1 we prove that the time integral of the previous terms vanish in \( L^2(\mathbb{P}_{\mu_n}) \), as \( n \to +\infty \). In the case \( \theta > 1 \), the space of test functions is composed of functions that have first spatial derivative equal to zero at the boundary of \([0,1]\). Therefore, the terms on the second and third lines on the right hand-side of (3.5) are equal to

\[
- \frac{n^{3/2}}{\theta} T_{1-t}^\theta f(\frac{1}{n}) \tilde{\eta}_{n^2}(1) - \frac{n^{3/2}}{\theta} T_{1-t}^\theta f(\frac{n-1}{n}) \tilde{\eta}_{n^2}(n-1)
\]

plus a term of order \( O(n^{-1/2}) \). In Lemma 4.1 we prove that the time integral of last terms also vanishes in \( L^2(\mathbb{P}_{\mu_n}) \), as \( n \to +\infty \).

Finally, from the next lemma, it follows that the sequence of martingales also converges.

**Lemma 3.1.** For \( \phi \in \mathcal{S}_b \), the sequence of martingales \( \{M^n_t(\phi); t \in [0,T]\}_{n \in \mathbb{N}} \) converges in the topology of \( \mathcal{D}([0,T],\mathbb{R}) \), as \( n \to \infty \), towards a mean-zero Gaussian process \( \mathcal{W}_t(\phi) \) with quadratic variation given by

\[
\int_0^t \int_0^1 2\chi(\rho(r,u))|\nabla_\theta \phi(u)|^2 \, du \, dr,
\]

(3.6)

where \( \rho(t,u) \) is the solution of (2.21) with the corresponding boundary conditions.

We do not present the proof of this lemma here, since it is exactly the same as the proof of Lemma 4.1 in [5].

4. **Probability estimates**

In this section we prove the following result which is the key point in order to close the integral part of the martingale in (3.2).

**Lemma 4.1.** For \( x \in \{1, n-1\} \) and \( t \in [0,T] \) it holds that

\[
\mathbb{E}_{\mu_n}\left[ \left( \int_0^t C_n^\theta(\eta_{n^2}(x) - \rho_s^n(x)) \, ds \right)^2 \right] \lesssim (C_n^\theta)^2 \frac{n^\nu}{\nu!},
\]

and as a consequence

\[
\lim_{n \to +\infty} \mathbb{E}_{\mu_n}\left[ \left( \int_0^t C_n^\theta(\eta_{n^2}(x) - \rho_s^n(x)) \, ds \right)^2 \right] = 0,
\]

for \( C_n^\theta = \sqrt{n} T_{\{\theta < 1\}} + n^{3/2-\theta} T_{\{\theta > 1\}} \).

**Proof.** By developing the square in the expectation, we have

\[
\mathbb{E}_{\mu_n}\left[ \left( \int_0^t C_n^\theta(\eta_{n^2}(x) - \rho_s^n(x)) \, ds \right)^2 \right] = 2(C_n^\theta)^2 \int_0^t \int_0^r \phi_s^n(x, x) \, ds \, dr,
\]
The goal of this subsection is to prove the following lemma.

Fix a time $s \in [0, T]$ and $x \in \Sigma_n$, and let

$$\phi(r, y) := \phi_{s,r}^n(x, y)$$

for $r \geq s$ and $y \in \Sigma_n$. A simple computation shows that $\phi(r, y)$ is a solution of

$$\begin{cases}
\partial_t \phi(t, y) = n^2 B_\theta^n \phi(t, y), & y \in \Sigma_n, \ t > s \\
\phi(s, y) = \varphi^n_s(x, y), & x \neq y, \\
\phi(s, y) = \chi(\rho^n_s(x)), & x = y,
\end{cases}$$

where $\varphi^n_s(\cdot, \cdot)$ was defined in (2.9), $\rho^n_s(\cdot)$ was defined in (2.2), $\chi(u) = u(1-u)$ and the operator $B_\theta^n$ was defined in (2.4). Moreover, the solution of last equation can be expressed in terms of the fundamental solution of the next equation. Fix $x \in \Sigma_n$ and let $P^{n,\theta}_t(x, y)$ be the solution of

$$\begin{cases}
\partial_t P^{n,\theta}_t(x, y) = n^2 B_\theta^n P^{n,\theta}_t(x, y), & y \in \Sigma_n, \ t > 0, \\
P^{n,\theta}_0(x, y) = \delta_0(x-y), & y \in \Sigma_n,
\end{cases}$$

where $\delta_0(x) = 1$ if $x = 0$, otherwise it is equal to 0. Then, for any $r \geq s$, we have

$$\phi_{s,r}^n(x, y) = \sum_{x \neq z} P^{n,\theta}_{r-s}(y, z) \varphi_s^n(x, z) + P^{n,\theta}_{r-s}(y, x) \chi(\rho_s^n(x)).$$

Let us now look at the case $x = 1$, but we note that the case $x = n - 1$ is similar.

From the computations above, we need to evaluate

$$2(C_\theta^n)^2 \int_0^t \int_0^r \phi_{s,r}^n(1, 1) \, ds \, dr$$

$$= 2(C_\theta^n)^2 \int_0^t \int_0^r \left\{ \sum_{x \neq z} P^{n,\theta}_{r-s}(1, 1) \varphi^n_s(1, z) + P^{n,\theta}_{r-s}(1, 1) \chi(\rho^n_s(1)) \right\} \, ds \, dr.$$

Since $\sum_{x \neq z} P^{n,\theta}_{r-s}(1, 1)$ and $\chi(\rho^n_s(1))$ are both bounded by one, uniformly on time and on $n$, and since from Proposition 2.1 we have that

$$\sup_{x \neq 1} |\varphi^n_s(1, z)| \lesssim \begin{cases} 
n^\theta, & \theta < 1, \\
1, & \theta > 1,
\end{cases}$$

the proof ends as long as we show that:

$$\int_0^t \int_0^r P^{n,\theta}_{r-s}(1, 1) \, dr \, ds \lesssim \frac{n^\theta}{n^2}.$$  \hspace{1cm} (4.4)

The previous bound is obtained combining Lemma 4.2 and Lemma 4.3 which are proved in the next two subsections.

**4.1. The one-dimensional coupling.** In this subsection we want to compare the fundamental solution of (4.2) with the fundamental solution of the same equation for $\theta = 0$. For that purpose, recall that $\{X^\theta_0, \ t \geq 0\}$ is the RW on $\Sigma_n$ with infinitesimal generator $B^n_\theta$, defined in (2.4), which is absorbed at the boundary $\{0, n\}$.

Let $P^{n,\theta}_t(y, z)$ be the transition probability for this RW, that is,

$$P^{n,\theta}_t(y, z) = \mathbb{P}_x[X^{\theta}_t = z] = \mathbb{P}[X^{\theta}_t = z \mid x^n_0 = y].$$

The goal of this subsection is to prove the following lemma.
Lemma 4.2. Let $P_{t}^{n,0}(y, z)$ be defined as above. Then

$$P_{t}^{n,0}(y, z) \leq n^\theta \left( P_{t}^{n,0}(1, z) + P_{t}^{n,0}(n-1, z) \right) + \left\{ P_{t}^{n,0}(y, z) - \left( P_{t}^{n,0}(1, z) + P_{t}^{n,0}(n-1, z) \right) \right\},$$

for all $\theta \geq 0$ and $t \geq 0$. In particular,

$$P_{t}^{n,0}(x, x) \leq n^\theta \left( P_{t}^{n,0}(1, x) + P_{t}^{n,0}(n-1, x) \right), \quad \text{for } x = 1, n-1. \quad (4.5)$$

Proof. This result is proved by means of a coupling argument similar to the one presented in Section 3 of [11]. More precisely, we construct another RW $\{Z_t^\theta = (Y_t^\theta, N_t^\theta), \ t \geq 0\}$ taking values in $\Sigma_n \times N$ such that $Y_t^\theta$, its projection in $\Sigma_n$, has the same law of the process $X_t^\theta$. The walker now is the process $Z_t^\theta$ and it walks in different levels of $\Sigma_n$, that is, when it walks in the level $k$ it is walking in $\Sigma_n \times \{k\}$. In order to clarify the construction of $Z_t^\theta$, we start by saying that it is a coupling of a random quantity of copies of $X_0^\theta$, where $X_t^\theta$ is the RW $X_t^\theta$ with $\theta = 0$. This is done in a such way that at each level the law of the walker is the same law of $X_t^\theta$. Then, since the random variable $N_t^\theta$ is telling us in which level the walker is walking, we have that the law of $Y_t^\theta \ 1_{N_t^\theta=k}$ is equal to the law of $X_t^\theta \ 1_{N_t^\theta=k}$, for each $k$ fixed. The dependence on $\theta$ comes from the random number of copies of $X_t^\theta$.

The walker starts from $(y; k=1)$ following a realization of $\{X_t^\theta, \ t \geq 0\}$ on $\Sigma_n$ starting at the site $y$. The walks $X_t^\theta$ and $Z_t^\theta$ coincide up to the first jump attempt from 1 to 0 or from $n-1$ to $n$. Let us explain this difference: when the walker $Z_t^\theta$ is on level 1 and at site 1, and the RW $X_t^\theta$ jumps to 0, the walker $Z_t^\theta$ flips an independent coin with probability $n^{-\theta}$ of getting a head and does the following: If it comes up a head, the walker $Z_t^\theta$ jumps to 0 (together with $X_t^\theta$) and it is absorbed. If it comes up a tail, since the walker $Z_t^\theta$ is at the point $(x = 1; k = 1)$, it jumps to $(x = 1; k = 2)$ and re-starts following an independent copy of $\{X_t^\theta, \ t \geq 0\}$ on $\Sigma_n$ starting from $x = 1$ on the level $k = 2$. A similar situation occurs when a copy of $X_t^\theta$ jumps from $n-1$ to $n$, for example on the level $k$. In this case, the walker $Z_t^\theta$ flips another independent coin with probability $n^{-\theta}$ of getting a head and it does the following: If it comes up a head, $Z_t^\theta$ jumps to $n$ and it is absorbed. If it comes up a tail, since the walker $Z_t^\theta$ is at $(y = n-1; k)$, it jumps to $(y = n-1; k + 1)$ and moves as another independent copy of $\{X_t^\theta, \ t \geq 0\}$ on $\Sigma_n$ starting from $y = n-1$ on the level $k + 1$. While the RW $Z_t^\theta$ is not absorbed, every time a copy of $X_t^\theta$ jumps to 0 or to $n$, $Z_t^\theta$ flips another independent coin and repeats the procedure described above. To summarize, when the walker $Z_t^\theta$ tries to jump to 0 or to $n$, either it is absorbed or it moves to the next level.

There is another important point to highlight for the RW $\{Z_t^\theta, \ t \geq 0\}$: if the process $Z_t^\theta$ is at level $i$ it means that it flipped $i-1$ independent coins and got $i-1$ tails. In other words, consider $\{\zeta, \ j \geq 1\}$ a sequence of independent and identically distributed Bernoulli($n^{-\theta}$) random variables and $\zeta = \inf\{j : \zeta_j = 1\}$. Note that $\zeta$ is a Geometric($n^{-\theta}$) random variable. Thus,

$$P_{y}[X_t^\theta = z] = \sum_{k=1}^{\infty} \sum_{i=1}^{k} P_{y}(Z_t^\theta = (z; i), \zeta = k) = \sum_{k=1}^{\infty} \sum_{i=1}^{k} P_{y}(Y_t^\theta = z, N_t^\theta = i, \zeta = k) \\ \leq \sum_{k=1}^{\infty} P[\zeta = k] \sum_{i=1}^{k} P_{y}[X_t^\theta = z].$$
Above \( \mathbb{P}_{(y;1)} \) is the probability induced by the RW \( Z_t^\theta \) starting from \( y \) at level 1 and the random variable \( \zeta \), which has marginal distribution

\[
P[\zeta = k] = (1 - n^{-\theta} k^{-1} n^{-\theta}).
\]

The points \( y_i \) are saying where the RW \( Z_t^\theta \) starts at the level \( i \), then \( y_1 = y, y_2 \in \{1, n-1\}, \ldots, y_k \in \{1, n-1\} \). Thus, for all \( t \geq 0 \),

\[
\mathbb{P}_y [X^\theta_t = z] \leq \sum_{k=1}^{\infty} P[\zeta = k] \left\{ \mathbb{P}_y [X^\theta_t = z] + (k-1) \left( \mathbb{P}_1 [X^\theta_1 = z] + \mathbb{P}_{n-1} [X^\theta_1 = z] \right) \right\}
\]

\[
= \left\{ \mathbb{P}_1 [X^\theta_t = z] + \mathbb{P}_{n-1} [X^\theta_t = z] \right\} n^\theta
\]

\[
+ \left\{ \mathbb{P}_y [X^\theta_t = z] - \left( \mathbb{P}_1 [X^\theta_1 = z] + \mathbb{P}_{n-1} [X^\theta_1 = z] \right) \right\}.
\]

\[\Box\]

**4.2. Estimate for the integral of the solution of (4.2) with \( \theta = 0 \).** Note that (4.2) with \( \theta = 0 \) can be rewritten as

\[
\left\{ \begin{array}{l}
\partial_t P^{n,0}_t(x, y) = \Delta_n P^{n,0}_t(x, y), \quad y \in \Sigma_n, \quad t > 0, \\
P^{0,0}_t(x, y) = \delta_0(x - y), \quad y \in \Sigma_n,
\end{array} \right.
\]

(4.6)

because, in this case, \( n^2 \mathfrak{B}^0_n \) is equal to the discrete one-dimensional Laplacian, \( \Delta_n \). The goal of this subsection is to prove the next result.

**Lemma 4.3.** For all \( n \geq 1, t \geq 0 \) and for \( x = 1, n-1 \), we have

\[
\int_0^t \int_0^r P^{n,0}_t(x, 1) \, ds \, dr \lesssim \frac{t}{n^2}.
\]

(4.7)

**Proof.** Here we consider the domain of the infinitesimal generator \( \mathfrak{B}^0_n \) which was defined in (2.4) with \( \theta = 0 \), as the set

\[
\mathfrak{B}^0_n = \{ f : \Sigma_n \to \mathbb{R}; f(0) = 0 \text{ and } f(n) = 0 \}.
\]

For \( \ell = 1, \ldots, n-1 \) and \( x \in \Sigma_n \), define

\[
v^n_\ell(x) = \sqrt{\frac{\pi}{n}} \sin \left( \frac{\pi \ell x}{n} \right), \quad \text{and} \quad \lambda^n_\ell = 4n^2 \sin^2 \left( \frac{\pi \ell}{2n} \right).
\]

(4.8)

The functions \( \{ v^n_\ell; \ell = 1, \ldots, n-1 \} \) are the eigenfunctions and \( \{-\lambda^n_\ell; \ell = 1, \ldots, n-1\} \) are the eigenvalues of the operator \( n^2 \mathfrak{B}^0_n \). Moreover, \( \{ v^n_\ell; \ell = 1, \ldots, n-1 \} \) is an orthonormal basis of \( \mathfrak{B}(\mathfrak{B}^0_n) \). Thus, we can express \( P^{n,0}_t(x, y) \) in terms of this basis as

\[
P^{n,0}_t(x, y) = \sum_{\ell=1}^{n-1} e^{-\lambda^n_\ell t} v^n_\ell(x) v^n_\ell(y).
\]

Using last expression and integrating twice on time, we get

\[
\int_0^t \int_0^r P^{n,0}_t(x, 1) \, ds \, dr = \sum_{\ell=1}^{n-1} t^2 \psi(\lambda^n_\ell) v^n_\ell(x) v^n_\ell(1),
\]

(4.9)

where

\[
\psi(u) := \frac{e^{-u} - 1 + u}{u^2}.
\]
Note that $|\psi(u)| \leq \min\{1, \frac{1}{n}\}$, for all $u \geq 0$. Recall that we need to consider $x = 1$ and $x = n - 1$. First we analyse the case $x = 1$, so that in (4.7) we have

$$\sum_{\ell=1}^{n-1} t^2 \psi(\lambda^n \ell) (v^n_\ell(1))^2 \leq t\sum_{\ell=1}^{n-1} \frac{(v^n_\ell(1))^2}{\lambda^n}.$$  

Using (4.8), the Double-angle formula for sine and the Half-angle formula for cosine, we have

$$\sum_{\ell=1}^{n-1} \frac{(v^n_\ell(1))^2}{\lambda^n} = \frac{1}{n^3} [n - 1 + \sum_{\ell=1}^{n-1} \cos(\ell \frac{\pi}{n})].$$

We claim that

$$\sum_{\ell=1}^{n-1} \cos(\ell \frac{\pi}{n}) = 0,$$

which ends the proof of (4.7). The claim follows from the general identity

$$\sum_{\ell=1}^{n-1} \cos(\ell \theta) = \frac{\cos(\theta \frac{n}{2}) \sin(\theta \frac{n-1}{2})}{\sin(\frac{\theta}{2})},$$

taking $\theta = \frac{\pi}{n}$. To prove this identity we denote

$$S = \sum_{\ell=1}^{n-1} \cos(\ell \theta) \quad \text{and} \quad S' = \sum_{\ell=1}^{n-1} e^{i\ell \theta}.$$  

Since $S$ is equal to the real part of $S'$, we will obtain an expression for $S'$ and then take the real part of it to get the value for $S$. Using the formula for the finite geometric series for $S'$, we get

$$S' = \frac{e^{i\theta} (1 - e^{i(n-1)\theta})}{1 - e^{i\theta}}.$$  

Doing some computations it is easy to see that $1 - e^{i\alpha} = 2i \sin\left(\frac{\alpha}{2}\right) e^{i\alpha/2}$, for any angle $\alpha$, so that

$$S' = e^{i\theta} \frac{n}{2} \frac{\sin(\theta \frac{n-1}{2})}{\sin(\frac{\theta}{2})}.$$

Now, we analyse (4.9) for $x = n - 1$. Since $v^n_\ell(n-1) v^n_\ell(1) = -\cos(\pi \ell) (v^n_\ell(1))^2$, we have

$$\int_0^t \int_0^r \nu^{n,0}_{n-1,1}(s) ds dr \leq \sum_{\ell=1}^{n-1} t^2 |\psi(\lambda^n \ell) (v^n_\ell(1))^2|,$$

and the proof follows as in the case $x = 1$. \hfill \square

5. Tightness

In this section we prove that the sequence of processes $\{\mathcal{H}_t^n; t \in [0, T]\}_{n \in \mathbb{N}}$ is tight by using Mitoma’s criterion [11]. We note that as in [8] we can show that the space $\mathcal{H}_0$ endowed with the semi-norms given in (2.24) is a Fréchet space. Under this criterion we are left to check tightness for the real-valued processes $\{\mathcal{H}_t^n(f); t \in [0, T]\}_{n \in \mathbb{N}}$ for any $f \in \mathcal{H}_0$. By (5.2), it is enough to show tightness for each term in that martingale decomposition. We will make use of Aldous’ criterion:

**Proposition 5.1.** A sequence $\{x_t; t \in [0, T]\}_{n \in \mathbb{N}}$ of real-valued processes is tight with respect to the Skorohod topology of $\mathcal{H}([0, T], \mathbb{R})$ if:
i) \( \lim_{A \to +\infty} \lim_{n \to +\infty} \sup_{0 \leq t \leq T} \mathbb{P}_{\mu_n} \left( \sup_{0 \leq t \leq T} |x_t| > A \right) = 0 \),

ii) for any \( \epsilon > 0 \), \( \lim_{\delta \to 0} \lim_{n \to +\infty} \sup_{\lambda \leq s \leq \tau} \sup_{t \in \mathcal{T}_T} \mathbb{P}_{\mu_n} \left( |x_{t+\lambda} - x_t| > \epsilon \right) = 0 \),

where \( \mathcal{T}_T \) is the set of stopping times bounded by \( T \).

For the proof of tightness of integral terms we will make use of the so-called Kolmogorov-Centsov criterion:

**Proposition 5.2** (Kolmogorov-Centsov’s criterion). A sequence \( \{X^n_t; t \in [0, T]\}_{n \in \mathbb{N}} \) of continuous, real-valued, stochastic processes is tight with respect to the uniform topology of \( \mathcal{C}([0, T]; \mathbb{R}) \) if the sequence of real-valued random variables \( \{X^n_s\}_{n \in \mathbb{N}} \) is tight and there are positive constants \( K, \gamma_1, \gamma_2 \) such that

\[
E[|X^n_s - X^n_t|^\gamma] \leq K|t-s|^{1+\gamma_2}
\]

for any \( s, t \in [0, T] \) and any \( n \in \mathbb{N} \).

**5.1. Tightness at the initial time.** The sequence \( \{\mathcal{Y}_0^n(f)\}_{n \in \mathbb{N}} \) is tight, as a consequence of

\[
E_{\mu_n} \left[ (\mathcal{Y}_0^n(f))^2 \right] = \frac{1}{n} \sum_{x=1}^{n-1} f^2 \left( \frac{x}{n} \right) \chi \left( \rho_0^n(x) \right) + \frac{2}{n} \sum_{x < y} f \left( \frac{x}{n} \right) f \left( \frac{y}{n} \right) \rho_0^n(x, y)
\]

and by assumption (2.15) last expression is bounded for any value of \( \theta \geq 0 \).

**5.2. Tightness of integral terms.** Let us now prove tightness for each one of the additive functionals that appear in (3.2). We start by showing tightness of the additive functional for the first term at the right hand-side of (3.2), namely for

\[
\int_0^t \mathcal{Y}_t^n(\Delta_n f) ds.
\]

We starting by checking item i) in Aldous’ criterion. By the Tchebychev’s inequality and by the Cauchy-Schwarz inequality is is enough to note that

\[
E_{\mu_n} \left[ \sup_{t \leq T} \left( \int_0^t \mathcal{Y}_s^n(\Delta_n f) ds \right)^2 \right] \leq T \int_0^T E_{\mu_n} \left[ \left( \frac{1}{\sqrt{T}} \sum_{x=1}^{n-1} \Delta_n f \left( \frac{x}{n} \right) \left( \eta_n f(x) - \rho_0^n(x) \right) \right)^2 \right] ds
\]

\[
\leq \frac{T^2}{n} \sum_{x=1}^{n-1} \left( \Delta_n f \left( \frac{x}{n} \right) \right)^2 \sup_{t \leq T} \chi(\rho_0^n(x)) + \frac{T^2}{n} \sum_{x < y} \Delta_n f \left( \frac{x}{n} \right) \Delta_n f \left( \frac{y}{n} \right) \sup_{t \leq T} \varphi^n_i(x, y).
\]

(5.1)

From Proposition 2.1 and since \( f \in \mathcal{B}_0 \), last expression is bounded from above by a constant.

To check item ii) of Aldou’s criterion, we use the same argument as in item i). We take a stopping time \( \tau \in \mathcal{T}_T \), we apply Tchebychev’s inequality together with (5.1), to get that

\[
\mathbb{P}_{\mu_n} \left( \left| \int_0^\tau \mathcal{Y}_s^n(\Delta_n f) ds \right| > \epsilon \right) \leq \frac{1}{\epsilon^2} E_{\mu_n} \left[ \left( \int_0^\tau \mathcal{Y}_s^n(\Delta_n f) ds \right)^2 \right] \leq \frac{\delta^2}{\epsilon^2},
\]

which vanishes as \( \delta \to 0 \).

Now we prove tightness for the remaining additive functionals that appear at the right hand-side of (3.2). In this case the Aldou’s criterium is not sufficient to prove tightness for those terms. The main problem is that all the terms have a factor of \( n \).
in front of them and the bounds that we have when we apply the Cauchy-Schwarz
inequality are not good enough to kill those factors of \( n \). What we do instead is that
we apply Kolmogorov-Centsov’s criterion stated in Proposition 5.2. We do the proof for
one of the terms but we note that for the others it is completely analogous.

We prove now tightness for terms of the form

\[
X^n_t = \int_0^t C_n^0(\eta_{\text{int}}(x) - \rho^n_s(x))ds,
\]

where \( x = 1 \) or \( x = n - 1 \). From (3.2) and since \( f \in \mathcal{S}_\theta \), we see that above we need to
take \( C_n^0 = \sqrt{n}1_{\{\theta < 1\}} + n^{3/2-\theta}1_{\{\theta > 1\}} \). We will prove tightness of last term by estimating
the \( L^2(\mathbb{P}_n) \)-norm of \( X^n_t - X^n_0 \) so that we will take \( \gamma_1 = 2 \) in Proposition 5.2. The proof
is similar to the one of Lemma 4.11 so that we omit some computations. By developing
the square in the expectation we have that

\[
\mathbb{E}_{\mu_n}[\left( \int_s^t C_n^0(\eta_{\text{int}}(x) - \rho^n_s(x)) \right]^2] = 2(C_n^0)^2 \int_s^t \int_s^t \phi^n_{\text{int}}(1, 1) dudr,
\]

Now note that since \( \sum_{s \neq 1} p^n_{r-u}(1, z) \) is bounded by one, uniformly on time and on \( n \)
and from Proposition 2.1 we can conclude that

\[
(C_n^0)^2 \int_s^t \int_s^t \sum_{s \neq 1} p^n_{r-u}(1, z) \phi^n(1, z) dudr \lesssim (t-s)^2.
\]

Now we analyse the remaining term and it is here that we need an extra argument
with respect to the proof of Lemma 4.11. By looking at (4.4) we see that the bound is
of order \( t \). For Kolmogorov-Centsov’s criterion, this bound is not enough, we need to
obtain an exponent a bit bigger that one. For that purpose we note that since \( \chi(\rho^n_s(1)) \)
is bounded by one, uniformly on time and on \( n \) and from (4.5) the proof of tightness
ends as long as we show, for \( x = 1 \) and for \( x = n - 1 \) that

\[
(C_n^0)^2 n \int_s^t \int_s^t p^n_{r-u}(x, 1) dudr \lesssim (t-s)^{1+\delta_0}, \tag{5.2}
\]

where \( \delta_0 = \frac{1-\theta}{2} \lfloor 1_{\theta < 3} + 1_{\theta \geq 3} \rfloor \). To prove the previous estimate in the case \( \theta \geq 3 \) we just
observe that \( (C_n^0)^2 n^\theta = n^{3-\theta} \leq 1 \), then

\[
(C_n^0)^2 n^\theta \int_s^t \int_s^t p^n_{r-u}(x, 1) dudr \lesssim (t-s)^2.
\]

For the case \( \theta < 3 \), we repeat the computations of the proof of Lemma 4.3 so that
many steps are sketched. We start with the case \( x = 1 \), but we note that \( x = n - 1 \) is
completely analogous. As in (4.9), the time integral at the left hand-side of last display
can be written as

\[
\int_s^t \int_s^t p^n_{r-u}(x, 1) dudr = \sum_{r=1}^{n-1} (t-s)^2 \psi(\lambda^0(t-s))(\nu^0(1))^2. \tag{5.3}
\]
To handle with the sum above we observe that $\psi(u) \leq \frac{1}{u}$, for $u > 0$. Plugging this estimate in the expression above we have that

$$(C_n^0)^2 n^\theta \int_s^t \int_s^r P_{r-u}^n(x, 1) \, du \, dr \leq (C_n^0)^2 n^\theta (t-s) \sum_{i=1}^{n-1} \frac{(v_i^0(1))^2}{\lambda_i^\theta}. \quad (5.4)$$

Let $\delta \geq 0$ and $t-s \geq \frac{1}{n^\theta}$, we rewrite the expression above as

$$(C_n^0)^2 n^\theta (t-s) \sum_{i=1}^{n-1} \frac{(v_i^0(1))^2}{\lambda_i^\theta} \left( \frac{1}{\lambda_i^\theta} \right)^\delta \leq (C_n^0)^2 n^\theta (t-s)^{1+\delta} \sum_{i=1}^{n-1} \frac{(v_i^0(1))^2}{(\lambda_i^\theta)^{1-\delta}}. \quad (5.5)$$

By the expressions of the eigenfunction $v_i^\theta$ and the eigenvalues $\lambda_i^\theta$, see (4.8), and using the Double-angle formula for sine, we can bound from above the right hand-side of last display by

$$\frac{(C_n^0)^2 n^\theta}{n^3-2\delta} (t-s)^{1+\delta} \sum_{i=1}^{n-1} \sin^{2\delta}(\frac{\pi}{2n}) \cos^2(\frac{\pi}{2n}) \leq \frac{(C_n^0)^2 n^\theta}{n^3-2\delta} (t-s)^{1+\delta}. \quad (5.6)$$

Thus, if $\theta < 1$, since $C_n^0 = \sqrt{n}$, we have that the right hand-side of last display is equal to $(t-s)^{1+\delta}$ for the choice $\delta_0 = (1-\theta)/2$, while for $1 < \theta < 3$, since $C_n^0 = n^{3/2-\delta}$, the right hand-side of last display is equal to $(t-s)^{1+\delta}$ for the choice $\delta_0 = (\theta-1)/2$.

Note that for this choice $\delta_0 \in [0, 1)$. Although this information is not relevant when $t-s \geq \frac{1}{n^\theta}$, in the case $t-s < \frac{1}{n^\theta}$ it is totally necessary, because in this case it will appear $1-\delta$ in the exponent and it must be positive, in order to get the correct bound, see (5.6).

To handle with the case $t-s < \frac{1}{n^\theta}$ we start by observing that $\psi(u) \leq e$, for $0 < u \leq 1$. Then, using (5.3), we have

$$(C_n^0)^2 n^\theta \int_s^t \int_s^r P_{r-u}^n(x, 1) \, du \, dr \leq (C_n^0)^2 n^\theta (t-s)^{2} \sum_{i=1}^{n-1} (v_i^0(1))^2. \quad (5.5)$$

Rewriting the expression above, using that $1-\delta > 0$ and recalling that $t-s < \frac{1}{n^\theta}$, we have

$$(C_n^0)^2 n^\theta (t-s)^{1+\delta} \sum_{i=1}^{n-1} (v_i^0(1))^2 (t-s)^{-\delta} \leq (C_n^0)^2 n^\theta (t-s)^{1+\delta} \sum_{i=1}^{n-1} \frac{(v_i^0(1))^2}{(\lambda_i^\theta)^{1-\delta}}, \quad (5.6)$$

and the proof follows as above. Note that the choice of $\delta_0$ is the same, that is, $\delta_0 = \lfloor \frac{\theta}{2} \rfloor$, for $\theta < 3$ and the proof ends.

5.3. Tightness of martingales. We know from Lemma [3.1] that the sequence of martingales converges, and, in particular, it is tight.

6. Proof of Proposition 2.1

We split the proof of this proposition in two settings: first we treat the case $\theta < 1$ and then we treat the case $\theta > 1$. The main difference between the two regimes is that for $\theta < 1$ we use a comparison with a two-dimensional RW which has slow rates at the boundary of $V_n$, while for $\theta > 1$ we make a comparison with a two-dimensional RW which is reflected at the lines $x = 1$ and $y = n - 1$. From here on we do not impose any condition on $\theta$ but at some point we will see that we will need to consider $\theta < 1$.

The steps in the proof of Proposition 2.1 are: first, recall that the correlation function is solution to the discrete equation (2.10); second, use Duhamel's formula to write the
correlation function in terms of a two-dimensional random walk; finally, prove bounds on the transition probabilities of those random walks.

Recall that \( \varphi^n(\cdot, \cdot) \) is solution of (2.10) and recall that \( \mathcal{X}_{t^n}^0 \) is the RW with generator \( n^2 \mathcal{A}^0_n \) which is absorbed in \( \partial V_n \). Denote by \( \mathcal{P}_n \) and \( \mathcal{E}_n \) the corresponding probability and expectation, respectively, starting from the position \( u \in V_n \cup \partial V_n \). A simple computation, as done in Subsection 8.1 of [5], shows that

\[
\varphi^n(x, y) = \mathcal{E}_{(x,y)} \left[ \varphi^0_0(\mathcal{X}_{t^n}^0) + \int_0^t g^n_{t-s}(\mathcal{X}_{s^n}^0) \, ds \right].
\]

The function \( g^n_t \) defined in the last display was introduced in (2.12). The tools to prove last identity are: \( \mathcal{E}_{(x,y)}[f(\mathcal{X}_{t^n}^0)] = (e^{t^2 \mathcal{A}^0_n} f)(x, y) \) is a semi-group, Kolmogorov’s forward equations and Leibniz Integral Rule. Then

\[
\max_{(x,y) \in V_n} |\varphi^n_t(x, y)| \leq \max_{(x,y) \in V_n} |\varphi^n_0(x, y)| + \max_{(x,y) \in V_n} \left| \mathcal{E}_{(x,y)} \left[ \int_0^t g^n_{t-s}(\mathcal{X}_{s^n}^0) \, ds \right] \right|.
\]

Due to (2.14) and (2.15), in order to finish the proof, it remains to deal with the second term on the right-hand side of last expression. Note that since the operator \( n^2 \mathcal{A}^0_n \) is a bounded operator (for \( n \) fixed) it generates an uniformly continuous semigroup \( e^{t^2 \mathcal{A}^0_n} ; s \geq 0 \) on \( V_n \cup \partial V_n \). By Fubini’s Theorem

\[
\mathcal{E}_{(x,y)} \left[ \int_0^t g^n_{t-s}(\mathcal{X}_{s^n}^0) \, ds \right] = \int_0^t (e^{t^2 \mathcal{A}^0_n} g^n_t)(x, y) \, ds.
\]

Changing variables, the right-hand side of (6.3) can be written as

\[
\int_0^t (e^{(t-r)^2 \mathcal{A}^0_n} g^n_r)(x, y) \, dr.
\]

Now the proof, in the case \( \theta < 1 \), ends as a consequence of the next two lemmas.

**Lemma 6.1.** We have that

\[
\sup_{t \geq 0} \max_{(x,y) \in V_n} \left| \int_0^t (e^{(t-r)^2 \mathcal{A}^0_n} g^n_r)(x, y) \, dr \right| < \frac{n + n^\theta}{n^2},
\]

\[
\sup_{t \geq 0} \max_{(x,y) \in V_n} \left| \int_0^t (e^{(t-r)^2 \mathcal{A}^0_n} g^n_r)(x, y) \, dr \right| < \frac{n^\theta}{n^2}, \text{ for } x = 1, n-1.
\]

**Proof.** Since the function \( g^n_t \) defined in (2.12) is supported on the diagonal

\[
\mathcal{G}_n = \{ (z, z+1); z = 1, \ldots, n-2 \},
\]

we can rewrite \( (e^{(t-r)^2 \mathcal{A}^0_n} g^n_r)(x, y) \) as

\[
\sum_{z=1}^{n-2} e^{(t-r)^2 \mathcal{A}^0_n}((x, y), (z, z+1)) g^n_r(z, z+1).
\]

Then, for all \( (x, y) \in V_n \),

\[
\left| \int_0^t (e^{(t-r)^2 \mathcal{A}^0_n} g^n_r)(x, y) \, dr \right| \leq S_n \cdot \int_0^t \sum_{z=1}^{n-2} e^{(t-r)^2 \mathcal{A}^0_n}((x, y), (z, z+1)) \, dr,
\]

where

\[
S_n = \sup_{r \geq 0} \max_{z \in \{1, \ldots, n-2\}} |g^n_r(z, z+1)|.
\]
First we will work with the time integral on the right hand side of (6.5). By the equality
\[ e^{(r-t)n^2 \cdot s} (u, v) = \mathcal{A}_n[\mathcal{X}_s^\theta = v], \]
together with a change of variables and the definition of \( \mathcal{D}_n \), we get
\[
\int_0^t \sum_{z=1}^{n-2} e^{(r-t)n^2 \cdot s} ((x, y), (z, z + 1)) dr = \int_0^{tn^2} \mathcal{A}_n[\mathcal{X}_s^\theta \in \mathcal{D}_n] \frac{ds}{n^2}.
\]
Extending the interval of integration to infinity and applying Fubini's theorem on the last integral, we bound it from above by
\[
\frac{1}{n^2} \mathcal{E}_{(x,y)} \int_0^\infty 1_{\{\mathcal{X}_s^\theta \in \mathcal{D}_n\}} ds.
\]
Note that the expectation above is the total time spent by the RW \( \{\mathcal{X}_s^\theta; s \geq 0\} \) on the diagonal \( \mathcal{D}_n \). By Section 6.1, we have
\[
\mathcal{E}_{(x,y)} \int_0^\infty 1_{\{\mathcal{X}_s^\theta \in \mathcal{D}_n\}} ds \leq x^{\frac{n-\theta}{n^2}} + n^\theta. \tag{6.7}
\]
The term \( x^{\frac{n-\theta}{n^2}} \) is the improvement of this proof over the one in [11]. Note that for the choice \( x = 1 \) the last bound is \( O(n^\theta) \). Thus, the integral on the right hand side of (6.5) is \( O\left(\frac{n^\theta}{n^2}\right) \) and for \( x \neq 1 \) it is \( O\left(\frac{n^\theta}{n^2}\right) \). This ends the proof. \( \square \)

Since we have the estimates given in Lemma 6.1 in order to conclude the proof of Proposition 2.1 for the case \( \theta < 1 \), we need to bound \( S_n \) (which was defined in (6.6)) by a constant. This is the content of the next lemma. Now, we note that the estimate obtained in the Lemma 6.1 is good for our purposes only in the case \( \theta < 1 \). When \( \theta > 1 \) we need to redo the proof of Proposition 2.1. The idea is to rewrite (2.10) in terms of the generator of the bi-dimensional RW \( \{\mathcal{X}_t; t \geq 0\} \) which is reflected at the lines \( x = 1, y = n-1 \) and at the diagonal \( \mathcal{D}_n \). A simple computation shows that \( \phi^n_t \) is a solution of
\[
\begin{align*}
\partial_t \phi^n_t(x, y) &= n^2 \mathcal{A}_n \phi^n_t(x, y) + g^n_t(x, y) + \mathcal{V}(t, x, y) \phi^n_t(x, y), & \text{for } (x, y) \in V_n, \ t > 0, \\
\phi^n_0(x, y) &= 0, & \text{for } (x, y) \in \partial V_n, \ t > 0, \\
\phi^n_0(x, y) &= \mathbb{E}_{\nu_n} [\eta_0(x) \eta_0(y)] - \rho_0^n(x) \rho_0^n(y), & \text{for } (x, y) \in V_n \cup \partial V_n,
\end{align*}
\tag{6.8}
\]
where \( g^n_t(\cdot, \cdot) \) is given in (2.12), \( \mathcal{V}(t, x, y) = -1_{x=1} n^{2-\theta} - 1_{y=n-1} n^{2-\theta} \) and \( \mathcal{A}_n^2 \) is the generator of the bi-dimensional RW which is reflected at the lines \( x = 1, y = n-1 \) and at the diagonal \( \mathcal{D}_n \) and acts on \( f : V_n \cup \partial V_n \to \mathbb{R} \) as
\[
n^2(\mathcal{A}_n f)(x, y) = n^2(f(x+1, y) + f(x-1, y) + f(x, y+1) + f(x, y-1) - 4f(x, y)), \tag{6.9}
\]
for \( x, y \in V_n \) and \( x \neq 1 \) and \( y \neq n-1 \). At the diagonal we have
\[
n^2(\mathcal{A}_n f)(x, x+1) = n^2(f(x-1, x+1) + f(x, x+2) - 2f(x, x+1)),
\]
for \( x \in \{2, \ldots, n-3 \} \), and
\[
\begin{align*}
 n^2(\mathcal{R}_n^2 f)(1,2) &= n^2(f(1,3) - f(1,2)), \\
 n^2(\mathcal{R}_n^2 f)(1,y) &= n^2(f(2,y) + f(1,y+1) + f(1,y-1) - 3f(1,y)), \\
 & \quad \text{for } y \in \{3, \ldots, n-2 \}, \\
 n^2(\mathcal{R}_n^2 f)(1, n-1) &= n^2(f(1,n-2) + f(2,n-1) - 2f(1,n-1)), \\
 n^2(\mathcal{R}_n^2 f)(x,n-1) &= n^2(f(x-1,n-1) + f(x+1,n-1) + f(x,n-2) - 3f(x,n-1)), \\
 & \quad \text{for } x \in \{2, \ldots, n-3 \}, \\
 n^2(\mathcal{R}_n^2 f)(n-2,n-1) &= n^2(f(n-3,n-1) - f(n-2,n-1)).
\end{align*}
\]

By Feynmann-Kac’s formula, we have that
\[
\varphi^n_t(x,y) = \mathcal{E}_{(x,y)}[\varphi^n_0(X_{tn^2}) e^{\int_0^t \gamma(t,X_{tn^2})dr} + \int_0^t g^n_{t-s}(X_{sn^2}) e^{\int_s^t \gamma(t,X_{tn^2})dr} ds],
\]
where \( \{X_{tn^2}; t \geq 0\} \) is the RW with generator \( n^2\mathcal{R}_n^2 \). Denote by \( \mathcal{P}_n \) and \( \mathcal{E}_n \) the corresponding probability and expectation, starting from the position \( u \in V_n \). Now, since the function \( \gamma \) is negative and repeating the same arguments as in the proof in the case \( \theta < 1 \) it is enough to note that the term at the right hand-side of last display is bounded from above by
\[
S_n \cdot \int_0^t \mathcal{P}_{(x,y)}(X_{sn^2} \in \mathcal{D}_n) ds,
\]
where \( S_n \) and \( \mathcal{D}_n \) were defined in (6.6) and (6.4), respectively. Note that the probability above is the probability that the RW \( \{X_{sn^2}; s \geq 0\} \) reaches the diagonal \( \mathcal{D}_n \) starting from \( (x,y) \). From Lemma 6.2 the proof ends as long as we show that the previous integral is of order \( O(\frac{1}{n}) \), which is done in Subsection 6.3.

**Lemma 6.2.** Let \( \rho^n_\theta(\cdot) \) be the solution of (2.3). Then, its discrete derivative satisfies:
\[
\left| \rho^n_\theta(x+1) - \rho^n_\theta(x) \right| \leq \frac{1}{n}, \quad (6.10)
\]
for all \( x \in \{1, \ldots, n-2\} \) and uniformly in \( t \geq 0 \), for all \( \theta \geq 0 \).

**Proof.** We want to find a function \( \phi \), such that \( \phi(t,\frac{x}{n}) \) is close to \( \rho^n_\theta(x) \) and which has some regularity. More precisely, we will consider a sequence of functions which are of class \( C^4 \) in space, in such a way that the error between their discrete laplacian and their continuous laplacian is of order \( O(\frac{1}{n^2}) \). To have such functions, it is here where we need to restrict to initial profiles \( \rho_0 \) of class \( C^6 \), see the assumption above (2.13). We are going to consider the following sequence of functions \( \{\phi_n(t,u)\}_{n \geq 1} \) where \( \phi_n(t,u) \) is the solution of
\[
\begin{align*}
\partial_t \phi_n(t,u) &= \partial^2_u \phi_n(t,u), \quad & t > 0, & u \in (0,1), \\
\partial_u \phi_n(t,0) &= \mu_n(\phi_n(t,0) - \theta), \quad & t > 0, \\
\partial_u \phi_n(t,1) &= \mu_n(\beta - \phi_n(t,1)), \quad & t > 0, \\
\phi_n(0,u) &= \rho_0(u), \quad & u \in [0,1],
\end{align*}
\]
where for \( \theta < 1 \) we take \( \mu_n = \frac{\theta}{n^2} \) and for \( \theta > 1 \) we take \( \mu_n = \frac{\theta}{n^2} \). Note that for \( \theta > 1 \) we have that \( \mu_n \to 0 \). In Subsection 6.4 we prove that if \( \rho_0 \in C^6 \) then \( \phi_n \in C^{1,4} \). Now
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From assumption (2.13) the first term satisfies the required bound. It remains to anal-

Note that

if \( \gamma^n_t(x) := \rho^n_t(x) - \phi_n(t, \frac{x}{n}) \) for \( x \in \Sigma_n \cup \{0, n\} \), then \( \gamma^n_t \) is solution of

\[
\begin{cases}
\partial_t \gamma^n_t(x) = (n^2 \mathcal{B}_n \gamma^n_t)(x) + F^n_t(x), & x \in \Sigma_n, \ t \geq 0, \\
\gamma^n_t(0) = 0, & \gamma^n_t(n) = 0, \ t \geq 0,
\end{cases}
\]

(6.12)

where \( \mathcal{B}_n^\theta \) was defined in (2.4), for \( x \in \{2, \ldots, n-2\} \), \( F^n_t(x) = (n^2 \mathcal{B}_n^\theta x \mathcal{B}_n^\theta x^2 \phi_n(t, \frac{x}{n}) \).

We note that since \( \phi_n(t, \cdot) \in C^4 \), the result follows as long as we show that \( |\gamma^n_t(x)| \leq \frac{C}{n} \).

Note that

\[
\gamma^n_t(x) = \mathbb{E}_x \left[ \gamma^n_0(x) + \int_0^t F^n_s(x) \, ds \right],
\]

where we recall that \( \{X^\theta_n, \ s \geq 0\} \) is the RW on \( \Sigma_n \), with generator \( \mathcal{B}_n^\theta \), absorbed at the boundary \( \{0, n\} \) and \( \mathbb{E}_x \) denotes the expectation with respect to the probability induced by the generator \( \mathcal{B}_n^\theta \) and the initial position \( x \). Note that this RW was already defined in the beginning of Subsection 4.1.

Therefore,

\[
\sup_{t \geq 0} \max_{x \in \Sigma_n} |\gamma^n_t(x)| \leq \max_{x \in \Sigma_n} |\gamma^n_0(x)| + \sup_{t \geq 0} \max_{x \in \Sigma_n} \left[ \mathbb{E}_x \left[ \int_0^t F^n_s(x) \, ds \right] \right].
\]

From assumption (2.18) the first term satisfies the required bound. It remains to analyse the term on the right hand side of last display, which can be written as

\[
\sum_{k=1}^{n-1} \mathbb{E}_x \left[ \int_0^t 1_{X^\theta_n(s) = k} \, ds \right].
\]

(6.13)

Since \( \phi_n \) is of class \( C^4 \), then \( F^n_t(x) \leq 1/n^2 \) for any \( x \in \{2, \ldots, n-2\} \) and for any \( t \geq 0 \). Then, (6.13) is bounded from above by

\[
\frac{C}{n} + \sum_{k=1}^{n-1} \mathbb{E}_x \left[ \int_0^t 1_{X^\theta_n(s) = k} \, ds \right] |F^n_t(k)|.
\]

(6.14)

The previous expectation is the average time spent by the RW at the site \( k \) until its absorption which is the solution of the elliptic equation

\[
\begin{cases}
-\mathcal{B}_n^\theta \psi_n(x) = C \delta_{x=k}, & x \in \Sigma_n, \\
\psi_n(0) = 0, & \psi_n(n) = 0.
\end{cases}
\]

Above \( C \) is a constant. When \( k = 1 \) and \( k = n - 1 \), a simple computation shows that

\[
\max_{x=1, \ldots, n-1} |\psi_n(x)| \leq \frac{n}{n^2}. \quad \text{We leave the details of this computation to the reader. Moreover, from the boundary conditions we easily obtain that} \ |F^n_t(k)| \leq 1 \text{ for any } t \geq 0 \text{ and for } k = 1 \text{ and } k = n - 1. \text{ This ends the proof for the case } \theta < 1.
\]

In the case \( \theta > 1 \) the previous bonds are not good. In order to overcome the problem, we rewrite (6.12) in terms of the generator of the one-dimensional RW which is reflected at the sites \( x = 1 \) and \( x = n - 1 \). A simple computation shows that \( \gamma^n_t \) is also a solution of

\[
\partial_t \gamma^n_t(x) = (n^2 \mathcal{R}_n \gamma^n_t)(x) + V(t, x) \gamma^n_t(x) + G^n_t(x), \ x \in \Sigma_n, \ t \geq 0,
\]

(6.15)

where \( V(r, x) = -1_{x=1} n^{2-\theta} - 1_{x=n-1} n^{2-\theta} \), the operator \( \mathcal{R}_n \) acts on functions \( f : \Sigma_n \to \mathbb{R} \) as

\[
\begin{align*}
n^2(\mathcal{R}_n f)(x) &= \Delta_n f(x), \quad \text{for } x \in \{2, \ldots, n-2\}, \\
n^2(\mathcal{R}_n f)(1) &= n \nabla_{-}^n f(1) = n^2 f(2) - f(1)), \\
n^2(\mathcal{R}_n f)(n-1) &= n \nabla_{-}^n f(n-1) = n^2(f(n-1) - f(n-2))
\end{align*}
\]

(6.16)
and the function $G_t^n(x) = (n^2 \mathcal{R}_n - \partial^2_n)\phi_n(t, \frac{x}{n})$, for $x = 2, \ldots, n - 2$, 
\[ G_t^n(1) = (n^2 \mathcal{R}_n - \partial^2_n)\phi_n(t, \frac{1}{n}) + \frac{n^2}{n^2}(\alpha - \phi(t, \frac{1}{n})), \]
\[ G_t^n(n - 1) = (n^2 \mathcal{R}_n - \partial^2_n)\phi_n(t, \frac{n-1}{n}) + \frac{n^2}{n^2}(\beta - \phi(t, \frac{n-1}{n})). \]

As above, the result follows as long as we show that $|\gamma_t^n(x)| \leq \frac{1}{n}$. By Feynmann-Kac’s formula, we have that 
\[ \gamma_t^n(x) = \mathbb{E}_x \left[ \gamma_0^n(X_t) e^{\int_0^t V(r,x)dr} \right], \]
where $\{X_s, s \geq 0\}$ is the one-dimensional reflected RW on $\Sigma_n$, with generator $\mathcal{R}_n$. Above, $\mathbb{E}_x$ denotes the expectation with respect to the probability induced by the generator $\mathcal{R}_n$ and the initial position $x$. Since $V$ is a negative function and does not depend on time, the term at the left hand-side of last expression can be bounded from above by 
\[ \max_{x \in \Sigma_n} |\gamma_t^n(x)|. \]

Now we bound the remaining term. A simple computation, based on Taylor expansion of the function $\phi_n(t, \cdot)$, shows that $G_t^n(x) \leq 1/n^2$ for any $x \in \{2, \ldots, n - 2\}$ and for any $t \geq 0$ and $|G_t^n(x)| \leq 1$ for any $t \geq 0$ and for $x = 1$ and $x = n - 1$. Again since $V$ is a negative function we have simply to bound 
\[ \sup_{t \geq 0} \max_{x \in \Sigma_n} \mathbb{E}_x \left[ \int_0^t G_{t-s}(X_{st}) ds \right] = \sup_{t \geq 0} \max_{x \in \Sigma_n} \int_0^t \sum_{\gamma} \mathbb{P}_x(X_{st} = z) G_{t-s}(z) ds. \]

From the properties of $G_t^n(\cdot)$ last term is bounded from above by a constant times 
\[ \frac{1}{n} + \sup_{t \geq 0} \max_{x \in \Sigma_n} \sum_{y \in \{1, n-1\}} \int_0^t \mathbb{P}_x(X_{st} = y) ds. \]

The proof ends now by showing that last sum is of order $O\left(\frac{1}{n}\right)$, which is done in (6.18).

**Remark 6.3.** We observe that the proof of Proposition 2.1 in the case $\theta > 1$ holds for any $\theta > 0$. We decided to present a different proof for the case $\theta < 1$, because there it appears the natural RWs associated with this model, as one can see in (2.3) and (2.10) and in [1] and [8].

6.1. **Time spent on the diagonal by the bi-dimensional RW.** This subsection is devoted to prove (6.7). This proof is the same presented in Section 3 of [1], but here we need a more refined estimate. Denote the expectation of the total time spent by the RW $\{X_t^\theta; s \geq 0\}$ on the diagonal $\mathcal{G}_d$ by 
\[ T_{(x,y)}^\theta := \mathbb{E}_{(x,y)} \left[ \int_0^\infty 1_{\{X_s^\theta \in \mathcal{G}_d\}} ds \right]. \]

By means of a coupling argument we are going to show that (6.7) corresponds to 
\[ T_{(x,y)}^\theta \leq T_{(x,y)}^0 + n^\theta, \tag{6.17} \]
because $T_{(x,y)}^0 = x \frac{y-1}{n-1}$. This term $T_{(x,y)}^0 = x \frac{y-1}{n-1}$ is the one that provides the more refined estimate for the expectation above. Before presenting the coupling we derive
the explicit expression for $T^{\theta}_{(x,y)}$. In order to do this observe that

$$T^{\theta}_{(x,y)} = \int_0^\infty \mathbb{P}_{(x,y)} \left[ \mathcal{A}^{\theta} \in \mathcal{D}_n \right] ds = \int_0^\infty e^{s\mathcal{A}^{\theta}} 1_{(i_j)}(x,y) ds.$$  

Applying the operator $\mathcal{A}^{\theta}$ in the expression above, we get

$$\mathcal{A}^{\theta} T^{\theta}_{(x,y)} = \int_0^\infty \mathcal{A}^{\theta} e^{s\mathcal{A}^{\theta}} 1_{(i_j)}(x,y) ds.$$  

Using Chapman-Kolmogorov equation, we have

$$\mathcal{A}^{\theta} T^{\theta}_{(x,y)} = \int_0^\infty \mathcal{A}^{\theta} e^{s\mathcal{A}^{\theta}} 1_{(i_j)}(x,y) ds = -1_{(i_j)}(x,y).$$  

The last equality comes from fundamental theorem of calculus and some properties the of semigroup. Then $T^{\theta}_{(x,y)}$ satisfies

$$\mathcal{A}^{\theta} T^{\theta}_{(x,y)} = -\delta_{y=x+1}, \text{ for all } \theta \geq 0.$$  

For $\theta = 0$, a simple but long computation, shows that the solution of the equation above is equal to $T^{0}_{(x,y)} = x \frac{\pi - y}{\pi + y}$. 

The coupling is quite similar to the one presented in Section 3 of [1] and for completeness we recall it here. The bi-dimensional coupling is the RW $\mathcal{Z}^0_s$ starting from $(x, y)$ following an independent copy of $\mathcal{X}^0$ and when $\mathcal{X}^0$ is absorbed in $\partial V$ the walker $\mathcal{Z}^0_s$ jumps to the next level and follows another independent copy of $\mathcal{X}^0$ starting from the same position on $V_n$, where the last copy of $\mathcal{X}^0$ was before being absorbed. An important observation is that the projection of $\mathcal{Z}^0_s$ on $V_n$ has the same law of $\mathcal{Z}^0_s$. Denote by $Y$ the geometric random variable that counts the number of tails before the first head. Then,

$$T^{\theta}_{(x,y)} \leq \sum_{k \geq 1} \mathcal{P}[Y = k - 1] \left[ 1_{\{Y = k-1\}} \sum_{i=1}^k \int_0^\infty 1_{\{x^i \in \mathcal{Z}^0_s\}} ds \right]$$  

$$= \sum_{k \geq 1} \mathcal{P}[Y = k - 1] \sum_{i=1}^k \int_0^\infty 1_{\{x^i \in \mathcal{Z}^0_s\}} ds$$  

$$= \sum_{k \geq 1} \mathcal{P}[Y = k - 1] \sum_{i=1}^k T^{\theta}_{(x,y)},$$  

where $(x_i, y_i)$, for $i = 1, \ldots, k$, are the points where the RW $\mathcal{Z}^0_s$ starts on the level $i$. Note that, for $i = 2, \ldots, k$, the possible points where it happens are of the form $(1, y)$ for $y = 2, \ldots, n - 1$ or $(x, n - 1)$ for $x = 1, \ldots, n - 2$. Since $T^{0}_{(x,y)} = x \frac{\pi - y}{\pi + y}$, for $i = 2, \ldots, k$, we have that $T^{\theta}_{(x,y)} \leq 1$. Thus,

$$T^{\theta}_{(x,y)} \leq \sum_{k \geq 1} \mathcal{P}[Y = k - 1] \left( T^{\theta}_{(x,y)} + k - 1 \right) = T^{\theta}_{(x,y)} + E[Y] = x \frac{n - y}{\pi + y} + n^\theta.$$
6.2. The one-dimensional reflected RW. The goal of this subsection is to get the bound
\[
\sup_{t \geq 0} \max_{x \in \mathbb{V}_n} \sum_{y \in \{1, n-1\}} \int_0^t \mathbb{P}_x(\mathcal{X}_{nt^2} = y) ds \lesssim \frac{1}{n}, \tag{6.18}
\]
where \(\{\mathcal{X}_{nt^2}, \; t \geq 0\}\) is the reflected RW on \(\Sigma_n\), with generator \(\mathcal{R}_n\), defined in (6.16). The previous bound is used at the end of the proof of Lemma 6.2, where we get that the increment of the empirical profile is of order \(O(\frac{1}{n})\), in the case \(\theta > 1\). This lemma is important to estimate the coefficient \(S_n\) that appears in the proof of Proposition 2.1. We start the proof in the case \(x = 1\). The idea to prove the bound is to write the occupation time of the site \(x = 1\) in terms of the generator of the RW \(\mathcal{X}_{nt^2}\) given in (6.16). For that purpose, let us take \(f(x) = -(n + 1 - x)^2\) and note that
\[
\mathbb{P}_n f(\mathcal{X}_{nt^2}) = \begin{cases} 
  n^2(2n-1) ; & x = 1 \\
  -2n^2 ; & x = 2, \ldots, n - 2 \\
  -13n^2 ; & x = n - 1.
\end{cases}
\]
From Dynkin’s formula, we know that
\[
f(\mathcal{X}_{nt^2}) - f(\mathcal{X}_0) - \int_0^t n^2 \mathcal{R}_n f(\mathcal{X}_{nt^2}) ds
\]
is a mean-zero martingale. By looking at the position where the RW can be at time \(sn^2\), we get
\[
\mathbb{E}_x \left[ \int_0^t n^2 \mathcal{R}_n f(\mathcal{X}_{nt^2}) ds \right] = n^2(2n-1) \int_0^t \mathbb{P}_x(\mathcal{X}_{nt^2} = 1) ds \\
+ \sum_{y=2}^{n-1} \int_0^t \mathbb{P}_x(\mathcal{X}_{nt^2} = y) n^2 \mathcal{R}_n f(y) ds.
\]
From last observations we conclude that
\[
\int_0^t \mathbb{P}_x(\mathcal{X}_{nt^2} = 1) ds \leq \frac{1}{n^2(2n-1)} (13n^2 t + \max_{x,y \in \mathbb{V}_n} (f(x) - f(y))).
\]
Now note that
\[
\max_{x, y \in \mathbb{V}_n} (f(x) - f(y)) = \max_{x, y \in \mathbb{V}_n} 2(y-x)(n+1-x) + (y-x)^2 \leq 3n^2
\]
which ends the proof. To treat the case \(x = n - 1\) we repeat exactly the same argument as above but we take instead \(f(x) = -x^2\).

6.3. The bi-dimensional reflected RW. In this subsection we prove that
\[
\sup_{t \geq 0} \max_{x \in \mathbb{V}_n} \int_0^t \mathbb{P}_n(\mathcal{X}_{nt^2} \in \mathcal{D}_n) ds \lesssim \frac{1}{n}. \tag{6.19}
\]
The triangle \(\mathbb{V}_n\) and its diagonal \(\mathcal{D}_n\) were defined in (2.8) and (6.4) respectively, and \(\mathcal{X}_t\) denotes the continuous time reflected RW on \(\mathbb{V}_n\) that jumps to nearest neighbour sites at rate 1. This bound is used at the end of the proof of Proposition 2.1.

Our strategy is exactly the same used in the previous subsection. For that purpose consider the point \((x_0, y_0) = (\frac{1}{2}, n - \frac{1}{2})\) and take
\[
f(x, y) = -(x - x_0)^2 - (y - y_0)^2.
\]
A simple computation shows that
conclude that

For that purpose, let \( \mu \) be the existence of smooth solutions of the heat equation with Robin boundary conditions.

\( n^2 \mathfrak{R}_n^2 f(x,y) = \begin{cases} 
  n^2(2y_0 - 5) & ; x = 1, y = 2 \\
  n^2(2x_0 - 5) & ; x = 1, y \neq 2, n - 1 \\
  n^2(-2n^2 + 2y_0 - 2) & ; x = 1, y = n - 1 \\
  n^2(2n - 2y_0) & ; x \neq 1, n - 2, y = n - 1 \\
  n^2(2n - 2x_0) & ; x = n - 2, y = n - 1 \\
  n^2(2y_0 - 2x_0 - 4) & ; y = x + 1 \\
  -4n^2 & ; otherwise
\end{cases} \)

Using the choice for \((x_0,y_0)\) and repeating the steps of the previous subsection, we conclude that

\[
\int_0^t \mathcal{P}_u(X_{n^2} \in \mathcal{G}_n) ds \leq \frac{1}{n^2(2n - 6)} \left\{ \int_0^t 4n^2 \sum_{x,y \in V_n \setminus \mathcal{G}_n} \mathcal{P}_u(X_{n^2} = (x,y)) ds + \max_{(x,y),(z,w) \in V_n} f(x,y) - f(z,w) \right\}.
\]

Now note that

\[
\max_{(x,y),(z,w) \in V_n} (z-x)^2 + 2(z-x)(x-x_0)(w-y)^2 + 2(w-y)(y-y_0) \leq 6n^2.
\]

From the previous computations, in particular, we deduce that

\[
\sup_{t \geq 0} \max_{u \in V_n} \int_0^t \mathcal{P}_u(X_{n^2} \in \mathcal{G}_n) ds \leq \frac{1}{n^2(2n - 6)} \left( 4n^2 t + 6n^2 \right), \quad (6.20)
\]

from where the proof ends.

### 6.4. Heat Equation with Robin boundary conditions

In this subsection we prove existence of smooth solutions of the heat equation with Robin boundary conditions. For that purpose, let \( \mu \in (0, \infty) \) and \( \alpha, \beta \in [0,1] \). We consider the boundary-value problem

\[
\begin{cases}
  \partial_t \rho(t,u) = \partial_x^2 \rho(t,u), & 0 < u < 1, \ t > 0, \\
  \partial_u \rho(t,0) = \mu(\rho(t,0) - \alpha), & t > 0, \\
  \partial_u \rho(t,1) = \mu(\beta - \rho(t,1)), & t > 0, \\
  \rho(0,u) = \rho_0(u), & 0 \leq u \leq 1,
\end{cases} \quad (6.21)
\]

where \( \rho_0 : [0,1] \to [0,1] \) is a measurable profile. First we note that

\[
\hat{\rho}(u) := \frac{\beta + \alpha(1+\mu)}{2+\mu} + \frac{\mu(\beta-\alpha u)}{2+\mu}
\]

is a stationary solution of (6.21). If \( \tilde{\rho} \) is a solution of (6.21), then \( \tilde{\rho}(\cdot) - \hat{\rho}(\cdot) \) is a solution of the homogeneous Robin equation

\[
\begin{cases}
  \partial_t \rho(t,u) = \partial_x^2 \rho(t,u), & 0 < u < 1, \ t > 0, \\
  \partial_u \rho(t,0) = \mu \rho(t,0), & t > 0, \\
  \partial_u \rho(t,1) = -\mu \rho(t,1), & t > 0, \\
  \rho(0,u) = f(u), & 0 \leq u \leq 1,
\end{cases} \quad (6.22)
\]
where \( f(u) = \rho_0(u) - \bar{\rho}(u) \). Last equation corresponds to (6.21) with \( \alpha = \beta = 0 \). This equation is suitable for Fourier methods, due to its linearity. Let us find the solutions of the eigenvalue problem

\[
\begin{align*}
\frac{d^2 \phi(u)}{d u^2} &= -\lambda \phi(u), \quad 0 < u < 1, \\
\phi(0) &= \mu \phi(0), \\
\phi(1) &= -\mu \phi(1).
\end{align*}
\]

We know that the solutions are going to be trigonometric functions. The real question is: what are the possible values of the eigenvalues \( \lambda \). For symmetry, let us try with \( \phi \) of the form

\[ \phi(u) = a \cos\left(\sqrt{\lambda}(u - \frac{1}{2})\right). \]

Then, the boundary conditions at \( u = 0 \) and \( u = 1 \) are satisfied if and only if

\[ \sqrt{\lambda} \sin\left(\frac{\pi}{2} \sqrt{\lambda}\right) = \mu \cos\left(\frac{\pi}{2} \sqrt{\lambda}\right), \]

which can be written as the transcendental equation

\[ \cot(\theta) = \frac{2\theta}{\mu}, \]

with \( \lambda = 4\theta^2 \). This equation has a countable number of non-negative solutions \( \{ \theta_n; n \in \mathbb{N} \} \). If we number these solutions in increasing order, then they satisfy

\[ \theta_n \in \left[ \pi(n-1), \pi(n-1/2) \right], \quad \text{for} \ n \geq 1. \]

Now we need to choose the normalizing constant \( a \). This constant is fixed by the requirement \( \int_0^1 \phi(u)^2 \, du = 1 \). We have that

\[ \int_0^1 \phi(u)^2 \, du = 2a^2 \int_0^{1/2} \cos^2\left(\sqrt{\lambda}u\right) \, du = a^2 \int_0^{1/2} \left(1 + \cos\left(2\sqrt{\lambda}u\right)\right) \, du = \frac{\pi^2}{8} \left(1 + \frac{\sin\sqrt{\lambda}}{\sqrt{\lambda}}\right). \]

Therefore,

\[ a = \sqrt{\frac{1}{2}\left(1 + \frac{\sin\sqrt{\lambda}}{\sqrt{\lambda}}\right)^{-1/2}}. \]

Since the minimum of the function \( \frac{\sin(u)}{u} \) is strictly smaller than \( -1 \), there exists a constant \( C \), not depending on \( \mu \) or \( n \), such that \( a \leq C \) for any \( \mu \) and any \( n \). In other words, the functions \( \{ \phi_n \}_{n \in \mathbb{N}} \) are uniformly bounded by \( C \). This remark will be important later on. The family of orthonormal functions \( \{ \phi_n; n \in \mathbb{N} \} \) constructed in this way forms a basis of the space of \( L^2 \)-functions which are symmetric with respect to \( u = 1/2 \). The other half of \( L^2 \) is obtained by taking functions \( \psi \) of the form

\[ \psi(u) = b \sin\left(\sqrt{\lambda}(u - \frac{1}{2})\right). \]

In this case, the boundary conditions at \( u = 0 \) and \( u = 1 \) are satisfied if and only if

\[ \sqrt{\lambda} \cos\left(\frac{\pi}{2} \sqrt{\lambda}\right) = \mu \sin\left(\frac{\pi}{2} \sqrt{\lambda}\right), \]

which corresponds to the transcendental equation

\[ \tan(\omega) = -\frac{2\omega}{\mu}, \]

for \( \lambda = 4\omega^2 \). This equation also has a countable number of solutions \( \{ \omega_n; n \in \mathbb{N} \} \). When numbered in increasing order, \( \omega_n \in \left[ \pi(n-1/2), \pi n \right] \), for \( n \in \mathbb{N} \). To make \( \{ \psi_n; n \in \mathbb{N} \} \) orthonormal, we have to choose

\[ b = \sqrt{\frac{2}{\pi}} \left(1 - \frac{\sin\sqrt{\lambda}}{\sqrt{\lambda}}\right)^{-1/2}. \]
Since $\omega_1 \geq \frac{\pi}{a}$ and the maximum of $\frac{\sin(\omega)}{\omega}$ outside $[-\pi/2, \pi/2]$ is strictly smaller than 1, we can take $C$ such that $b \leq C$, for any $\mu$ and any $n \in \mathbb{N}$. The sequence $\{\varphi_n, \psi_n\}_{n \in \mathbb{N}}$ forms an orthonormal basis of $L^2([0,1])$ of eigenvalues of the Laplacian operator with Robin boundary conditions. Note that the eigenvalues $\{\theta_n\}_{n \in \mathbb{N}}, \{\omega_n\}_{n \in \mathbb{N}}$ are interlaced: $\theta_n < \omega_n < \theta_{n+1}$ for any $n \in \mathbb{N}$. Therefore, we can rearrange the basis $\{\varphi_n, \psi_n\}_{n \in \mathbb{N}}$ as $\{\varphi_n\}_{n \in \mathbb{N}}$ in such a way that $\partial_\mu \varphi_n(\mu) = -\lambda_n \varphi_n(\mu)$ and $\lambda_n \in [\pi^2(n-1)^2, \pi^2n^2]$.

Let $f \in L^2([0,1])$ be given. Define $\widehat{f_n} = \int_0^1 f(x) \varphi_n(x) \, dx$, then

$$\rho(t,u) = \sum_{n \in \mathbb{N}} \widehat{f_n} \varphi_n(u) e^{-\lambda_n t} \quad (6.24)$$

is solution of (6.22). Since $\{\varphi_n; n \in \mathbb{N}\}$ is uniformly bounded by $C$, a sufficient condition for continuity of $\rho(t,u)$ with respect to $u$ is that

$$\sum_{n \in \mathbb{N}} |\widehat{f_n}| < +\infty.$$  

This sum also bounds $\|\rho\|_\infty$. But we need more regularity for $\rho$, then we need a stronger condition. Then we observe that there exists the fourth space derivative of $\rho$, which was defined in (6.24), under the condition

$$\sum_{n \in \mathbb{N}} |\widehat{f_n}| \lambda_n^3 < +\infty. \quad (6.25)$$

Since $\lambda_n \sim n^2$, the condition above implies that the solution $\rho$ of (6.22) is of class $C^{1,4}$. Moreover, (6.25) implies $\|\rho\|_{1,4} \leq +\infty$.

The condition (6.25) holds if $f \in C^6$ and the support of $f$ is contained in the open interval $(0,1)$, because by integration by parts, we have

$$|\widehat{f_n}| \leq \frac{C\|f^{(6)}\|_\infty}{\lambda_n^3}.$$  

From where we conclude that $\rho$ is of class $C^{1,4}$ and moreover $\|\rho\|_{1,4}$ is uniformly bounded as a function of $\mu$.
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