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The anomalous features in diffraction patterns first observed by Wood over a century ago have been the subject of many investigations, both experimental and theoretical. The sharp, narrow structures - and the large resonances with which they are sometimes associated - arise in numerous studies in optics and photonics. Over the years a wide range of approaches have arisen to treat such systems. These include guided-mode techniques such as coupled mode theory, transfer matrix approaches, and a variety of robust numerical techniques based on finite element and RCWA (scattering matrix) methods.

In this paper we present a semi-analytic method for the treatment of thin gratings, with advantages that are not all present in earlier work. We consider the grating structure shown in Fig. 1(a) in this first communication. Based on a Green function formalism that treats the scattered light in terms of its s- and p- polarized components, the method leads to an immediate identification of the features in the scattering equations that describe the anomalies, and allows for the easy inclusion of effects of surface waves of the substrate as well as leaky modes in the grating region. Light with any plane of incidence, any polarization, and at any incident angle is treated, and anisotropy in the response of the material in the grating region is included; the substrate can consist of an arbitrary set of layers with uniaxial optical properties. The description of the reflected and diffracted light is necessarily approximate, since we simplify our equations based on the grating being thin, but it is nonetheless completely robust with respect to energy conservation: In the absence of any absorption in the material media, at whatever number the in-

I. INTRODUCTION

Over a century ago, Wood observed anomalies in the angular dependence of light reflected from a metal sheet, and since then there have been many studies of these anomalies and their applications in optics and photonics, particularly as they arise in the reflection from surfaces on which a grating is intentionally deposited. Maystre has recently presented a detailed review of the history of research in this field. Generally, two mechanisms have been identified as sources of the anomalies: The first is a transition between propagation and evanescence in one of the diffracted orders, and the second is the excitation of a leaky mode within the grating region. Some ambiguity exists in the literature concerning the distinction between these mechanisms and the terms used to refer to them. In this paper, we follow the convention that anomalies related to a transition in a diffracted order are referred to as Rayleigh anomalies, and those associated with the resonant excitation of a leaky mode within the grating region to Wood anomalies. Maradudin has recently shown that the resonant excitation of any surface wave in a substrate below the grating, by scattering from the grating, can lead to anomalies in the reflectance as well; we also refer to these as Wood anomalies.

Rayleigh anomalies are square root-like, sharp, narrow peaks that arise in the irradiance of both the specularly reflected and diffracted beams. Wood anomalies are associated with extraordinary increases in the specular reflectance and have seen wide use in applications where gratings serve as filters, modulators, and sensors. Because even very thin gratings can lead to very large effects on the reflectivity in the region of these anomalies, the simplest perturbation theories are not sufficient to describe them; it is essential to consider the full interaction between diffracted and specularly reflected beams. Over the years a wide range of approaches have arisen to treat such systems. These include guided-mode techniques such as coupled mode theory, transfer matrix approaches, and a variety of robust numerical techniques based on finite element and RCWA (scattering matrix) methods.

In this paper we present a semi-analytic method for the treatment of thin gratings, with advantages that are not all present in earlier work. We consider the grating structure shown in Fig. 1(a) in this first communication. Based on a Green function formalism that treats the scattered light in terms of its s- and p- polarized components, the method leads to an immediate identification of the features in the scattering equations that describe the anomalies, and allows for the easy inclusion of effects of surface waves of the substrate as well as leaky modes in the grating region. Light with any plane of incidence, any polarization, and at any incident angle is treated, and anisotropy in the response of the material in the grating region is included; the substrate can consist of an arbitrary set of layers with uniaxial optical properties. The description of the reflected and diffracted light is necessarily approximate, since we simplify our equations based on the grating being thin, but it is nonetheless completely robust with respect to energy conservation: In the absence of any absorption in the material media, at whatever number the inclusion of diffracted and evanescent fields in the calculation is truncated, the approximate equations respect conservation of energy in the electromagnetic field, despite large exchanges of energy between diffracted and reflected fields. For simple incidence configurations, and if only a few diffracted orders are important, the set of equations to be solved is small and
the physics easily identified. This is an important advantage, since gratings are now being used to access resonances for enhanced sensing applications and in novel 2D materials such as graphene. Our simple but robust treatment of the optics of the grating should allow for such work to focus on the physics of the medium being probed.

The outline of the paper is as follows. In section II we first treat the simpler, symmetric grating structure shown in Fig. 1(b). In the limit of a thin grating, we show how the scattering equations lead naturally to the assignment of a uniform dielectric tensor for a layer associated with the grating region; see Fig. 1(c). The scattering by the grating can be best understood as occurring with this as part of the background optical response, and it is the waveguide modes of this nominal layer that become the resonances associated with the Wood anomalies, discussed alongside Rayleigh anomalies in section III and identified in the resulting scattering equations in section IV. In section IV A we build a scattering matrix for the problem. This can of course be done in many ways, but we adopt an approach that leads to a proof that the equations respect energy conservation, and allows for an easy generalization to include an arbitrary layered substrate (Fig. 1(a)). These equations are separated by polarization and simplified in section IV B for a simple configuration chosen as an example. In section IV C a two wave-vector model is used to derive analytic expressions for the scattered fields alongside a discussion of their poles that signal the Wood anomalies. We discuss how the Wood anomalies associated with the waveguide modes of the grating region (Fig. 1(c)) are modified – or disappear – in the presence of the substrate in section IV D and present, as a sample calculation, results for a simple silicon grating atop a glass substrate and confirm the validity of our approximate treatment by comparison with convergent, numerically exact calculations. Our conclusions are presented in section V. Some of the details of the derivations, a discussion of waveguide dispersion, and our proof of energy conservation are relegated to appendices.

II. THIN GRATINGS

We begin by considering a grating in the region $-D/2 < z < D/2$, with the rest of space taken to be filled with an isotropic dielectric; see Fig. 1(b). In the presence of a field $E_{in}(r, t)$ incident on the grating region we write the total field as

$$E(r, t) = E_{in}(r, t) + E_{sc}(r, t),$$

where $E_{sc}(r, t)$ is the scattered field. We take all such time dependent fields $F(r, t)$ to be stationary,

$$F(r, t) = F(r) e^{-i\omega t} + c.c.,$$

FIG. 1. (Color online) The general structure studied and discussed in this paper (not to scale). (a) A thin grating placed on top of a multilayer structure with a substrate with relative dielectric constant $\varepsilon_Q$. The grating parameters are the same as in (b), and the relative dielectric constant of the cladding is $\varepsilon_1$. (b) An isolated grating with relative dielectric tensor $\varepsilon_g$ suspended in a medium with relative dielectric constant $\varepsilon_1$. (c) An effective dielectric slab with relative dielectric tensor $\varepsilon_{layer}$ that characterizes the average properties of the grating relation. (d) The corresponding effective planar structure consisting of the effective dielectric slab and the multilayer structure.
and we assume the refractive index of the surrounding dielectric, \( n_1 = \sqrt{\epsilon_1} \), is real at frequency \( \omega \). Denoting by \( \mathbf{R} \) the projection in the \( xy \) plane of a position vector \( \mathbf{r} = \mathbf{R} + z \hat{z} \), we take \( \hat{e} \) to be the unit vector in the \( xy \) plane that identifies the direction in which the susceptibility varies, and write the (possibly complex) spatially dependent (tensor) susceptibility in the grating region as \( \chi (\xi) \), where \( \xi = \mathbf{e} \cdot \mathbf{R} \).

It will be convenient to Fourier transform our field amplitudes \( \mathbf{F}(\mathbf{r}) \) only in the \( xy \) plane,

\[
\mathbf{F}(\mathbf{r}) = \mathbf{F}(\mathbf{R}; z) = \int \frac{d\kappa}{(2\pi)^2} e^{i\kappa \cdot \mathbf{R}} \mathbf{F}(\kappa; z),
\]

where \( \kappa \) has \( x \) and \( y \) components, so for example

\[
\mathbf{E}(\mathbf{R}; z) = \mathbf{E}_{\text{inc}}(\mathbf{R}; z) + \mathbf{E}_{\text{sc}}(\mathbf{R}; z),
\]

\[
\mathbf{E}(\kappa; z) = \mathbf{E}_{\text{inc}}(\kappa; z) + \mathbf{E}_{\text{sc}}(\kappa; z).
\]

In the usual example of an incident plane wave, the incident field will be characterized by a single \( \kappa_{in} \), and there will be scattered fields characterized by \( \kappa_{sc} + m \mathbf{K} \), where \( m \) ranges over all positive and negative integers, and

\[
\mathbf{K} = \frac{2\pi}{\lambda} \hat{e},
\]

where \( \lambda \) is the fundamental period of the grating. For \( |\kappa_{in} + m \mathbf{K}| > \omega_1 \), where \( \omega_1 \equiv \omega/c \), the scattered fields are evanescent, confined to the neighborhood of the grating region; for \( |\kappa_{in} + m \mathbf{K}| < \omega_1 \) the scattering leads to diffracted fields that can transport energy away from the grating region.

We write

\[
\chi(\xi) = \chi_1 + \chi_{\text{add}}(\xi),
\]

where in dyadic form

\[
\chi_1 = (\epsilon_1 - 1) (\hat{x} \hat{x} + \hat{y} \hat{y} + \hat{z} \hat{z}),
\]

is just the susceptibility that would be present were the background dielectric extended into the grating region, and \( \chi_{\text{add}}(\xi) \) is an additional contribution that is responsible for the \( \xi \) dependence of the susceptibility in the grating region. We assume that one of the principal axes of \( \chi_{\text{add}}(\xi) \) is the \( z \) axis, and we choose the \( x \) and \( y \) axes to coincide with the other principal axes,

\[
\chi_{\text{add}}(\xi) = \hat{x} \hat{x} \chi_{xx}^{\text{add}}(\xi) + \hat{y} \hat{y} \chi_{yy}^{\text{add}}(\xi) + \hat{z} \hat{z} \chi_{zz}^{\text{add}}(\xi).
\]

We let \( \mathbf{P}(\mathbf{r}) \) denote the polarization in the grating region, above and beyond that which would result if the grating region consisted solely of the background isotropic dielectric medium. Then

\[
\mathbf{P}(\mathbf{R}; z) = \epsilon_0 \chi_{\text{add}}(\xi) \cdot \mathbf{E}(\mathbf{R}; z),
\]

for \(-D/2 < z < D/2\).

The scattered field contribution to (5) is determined by

\[
\mathbf{E}_{\text{sc}}(\kappa; \omega) = \int_{-D/2}^{D/2} d\zeta \mathbf{G}(\kappa; \omega) \cdot \mathbf{P}(\kappa; \omega) d\zeta,
\]

where the Green function\( \mathbf{G} \) is

\[
\mathbf{G}(\kappa; \omega) = \mathbf{g}(\kappa; \omega) \mathbf{1} + \frac{1}{\epsilon_0 \epsilon_1} \delta(\omega - \omega_1) \hat{z} \hat{z},
\]

with

\[
\mathbf{g}(\kappa; \omega) = \frac{i\omega^2}{2\epsilon_0 \omega_1} (\theta(z' - \omega_1^2) (\hat{s} \hat{s} + \hat{p}_1 \hat{p}_1^+) + i\omega^2 \theta(\omega_1^2 - \omega_1^2) (\hat{s} \hat{s} + \hat{p}_1 \hat{p}_1^+),
\]

and where

\[
\hat{s} = \hat{r} \times \hat{z},
\]

\[
\hat{p}_1 = \frac{\kappa \hat{r} \pm w_1 \hat{K}}{\omega_1},
\]

identify the \( s- \) and \( p- \) polarized field components of the radiated fields. Here \( w_1 \equiv \sqrt{\omega^2 \epsilon_1 - \kappa^2} \), where \( \kappa = |\kappa| \); to ensure proper radiation conditions, the square root is made unique by taking \( \text{Im} \sqrt{\mathbf{V}} \geq 0 \), and taking \( \text{Re} \sqrt{\mathbf{V}} \geq 0 \) if \( \text{Im} \sqrt{\mathbf{V}} = 0 \).

Of the two terms on the right hand side of (9), the second will typically lead to the larger contribution for our thin gratings of interest, and it can be dealt with explicitly. If we define a modified field,

\[
\mathbf{E}_{\text{mod}}(\kappa; \omega) = \mathbf{E}_{\text{inc}}(\kappa; \omega) + \int_{-D/2}^{D/2} \mathbf{g}(\kappa; \omega, \xi) \cdot \mathbf{P}(\kappa; \omega) d\xi,
\]

we have

\[
\mathbf{E}(\mathbf{R}; z) = \mathbf{E}_{\text{mod}}(\mathbf{R}; z) - \frac{1}{\epsilon_0 \epsilon_1} \hat{z} \hat{z} \cdot \mathbf{P}(\mathbf{R}; z),
\]

and we can write the expression (7) for the polarization as

\[
\mathbf{P}(\mathbf{R}; z) = \epsilon_0 \chi_{\text{mod}}(\xi) \cdot \mathbf{E}(\mathbf{R}; z),
\]

with

\[
\chi_{\text{mod}}(\xi) = \chi_{xx}^{\text{mod}}(\xi) + \chi_{yy}^{\text{mod}}(\xi) + \chi_{zz}^{\text{mod}}(\xi).
\]

From (11) we see that as \( D \rightarrow 0 \) we typically have \( \mathbf{E}_{\text{mod}}(\mathbf{R}; z) \rightarrow \mathbf{E}_{\text{inc}}(\mathbf{R}; z) \), and so in that limit \( \chi_{\text{mod}}(\xi) \) can be
understood as an effective local susceptibility relating the (excess) polarization to the incident field, rather than to the field in the grating region itself.

So far we have made no approximations, and an exact description of the scattering could proceed by numerically solving \(11,12\) for any specified \(E_{in}(\kappa; z)\). Instead, we develop an approximate description of the scattering based on the condition that the thickness \(D\) of the grating region is much less than the wavelength of light, \(\omega n_1 D \ll 1\), and as well that the variation in \(z\) of the scattered fields over the grating region is negligible for \(\kappa\) of interest, \(|w_i| D \ll 1\). This leads to the ansatz that a number of fields can be taken as independent of \(z\) within the grating region,

\[
F(\kappa; z) \rightarrow F(\kappa) \quad \text{for} \quad -D/2 < z < D/2,
\]

and for such fields we write

\[
F(R) = \int \frac{d\kappa}{(2\pi)^2} e^{i\kappa R} F(\kappa).
\]

Naturally for the incident field we simply take \(E_{in}(\kappa) = E_{in}(\kappa; 0)\), while to determine \(P(\kappa)\) self-consistently we approximate the field \(E_{mod}(\kappa; z)\) as uniform over the grating region by taking \(E_{mod}(\kappa; z) \rightarrow E_{mod}(\kappa)\), where

\[
E_{mod}(\kappa) = E_{in}(\kappa) + \frac{1}{D} \int_{-D/2}^{D/2} dz' g(\kappa; z - z') \cdot P(\kappa).
\]

In the limit \(|w_i| D \ll 1\) this leads to

\[
E_{mod}(\kappa) = E_{in}(\kappa) + g(\kappa) \cdot P(\kappa),
\]

where

\[
g(\kappa) = \frac{i\hat{a}^2 D}{2\epsilon_0 w_1} \hat{s} + \frac{1}{2} (\hat{p}_1 \hat{p}_1 + \hat{p}_1 \hat{p}_1 -),
\]

and in this limit the equation \(12\) reduces to

\[
P(R) = \epsilon_0 \langle \chi_{mod}(\zeta) \rangle \cdot E_{mod}(R).
\]

Within these approximations the fields in the grating region are determined by the solution of \(15,16\).

At this point it is useful to separate out the spatial average of our various quantities. In particular for \(\chi_{mod}(\zeta)\) we have

\[
\langle \chi_{mod} \rangle = \frac{1}{a} \int_{-a/2}^{a/2} \chi_{mod}(\zeta) \, d\zeta,
\]

and we put

\[
\chi(\zeta) = \chi_{mod}(\zeta) - \langle \chi_{mod} \rangle.
\]

Our equations \(15,16\) can then be written as

\[
P(\kappa) = \epsilon_0 \langle \chi_{mod} \rangle \cdot E_{mod}(\kappa) + P_s(\kappa), \quad (18)
\]

\[
E_{mod}(\kappa) = E_{in}(\kappa) + g(\kappa) \cdot P(\kappa),
\]

where

\[
P_s(R) = \epsilon_0 \chi(\zeta) \cdot E_{mod}(R) \quad (19)
\]

is the only contribution from the variation of the effective susceptibility with \(\zeta\). If we define \(\chi_{layer}\) according to

\[
\chi_{layer}^{xx} \equiv \langle \chi_{mod}^{xx} \rangle = \langle \chi_{add}^{xx} \rangle,
\]

\[
\chi_{layer}^{yy} \equiv \langle \chi_{mod}^{yy} \rangle = \langle \chi_{add}^{yy} \rangle,
\]

\[
\chi_{layer}^{zz} \equiv \langle \chi_{mod}^{zz} \rangle = \frac{\chi_{add}^{zz}}{1 + \chi_{add}^{zz}/\epsilon_1},
\]

where the last equation is to be solved for \(\chi_{layer}^{zz}\), we can identify \(\chi_{layer}\) as the effective (excess) susceptibility of the thin layer that would lead to the optical response of the grating region were the variation \(\chi(\zeta)\) in the effective susceptibility ignored; this is the scenario sketched in Fig. 1(c). For if we would return to \(18\), take \(\chi_{add}(\zeta) \rightarrow \chi_{layer}\) and repeat the derivation and approximations leading to \(18\), we would recover precisely those equations with \(P_s(\kappa)\) absent, and with the components of \(\langle \chi_{mod} \rangle\) replaced by the components of \(\chi_{layer}\) according to \(20\). Note that if we write the full relative dielectric tensor in the grating region as \(\epsilon(\zeta) \equiv \epsilon_1 + \chi_{add}(\zeta)\), and the full relative dielectric tensor associated with \(\chi_{layer}\) as

\[
\epsilon_{layer} \equiv \epsilon_1 + \chi_{layer}, \quad \text{where} \quad \epsilon_1 = \epsilon_1(\hat{x} \hat{x} + \hat{y} \hat{y} + \hat{z} \hat{z}),
\]

we have

\[
\epsilon_{layer}^{xx} = \langle \epsilon^{xx} \rangle,
\]

\[
\epsilon_{layer}^{yy} = \langle \epsilon^{yy} \rangle,
\]

\[
\frac{1}{\epsilon_{layer}^{zz}} = \frac{1}{\epsilon_1^{zz}}.
\]

We return to the equations \(18\), and can now understand them as describing the scattering due to a variation in the effective excess susceptibility, \(\chi(\zeta)\), in the presence of a uniform background dielectric tensor \(\epsilon_{layer}\) in the grating region. Below we will construct an expression for \(P_s(\kappa)\), and then these equations can be solved consistently for \(P(\kappa)\). Once that is done we can construct the scattered fields above the grating region \((z > D/2)\) and below the grating region \((z < -D/2)\). We denote these by \(E_{sc}^{\pm}(\kappa; z)\) and \(E_{sc}^{\pm}(\kappa; z)\) respectively, and they follow immediately from the general expression \(8\) for the scattered field \(E_{sc}^{\pm}\), we have

\[
E_{sc}^{\pm}(\kappa; z) = e^{\pm iw_1 D} E_{sc}^{\pm}(\kappa), \quad (22)
\]

where

\[
E_{sc}^{\pm}(\kappa) = G^\pm(\kappa) \cdot P(\kappa), \quad (23)
\]
themselves. Another consequence of these couplings is that the grating that is itself respon-s
verse propagating (or evanescent) fields as \( G^\pm (\kappa) \) proportional to \( w_1 \), and terms proportion-\( \hat{\kappa} \) and \( \hat{z} \), we see that in this basis of real unit vectors there are terms in \( G^\pm (\kappa) \) proportional to \( 1/w_1 \), and terms proportional to \( 1/w_1 \). These are both non-analytic in \( \kappa \), since \( w_1 \) is purely real for \( \kappa < \hat{\omega}n_1 \), purely imaginary for \( \kappa > \hat{\omega}n_1 \), and vanishes at \( \kappa = \hat{\omega}n_1 \). The transition from real to imaginary \( w_1 \) can arise as the angle of incidence is varied, and \( \kappa \) is associated with a diffracted order that becomes evanescent in the background dielectric as \( \kappa \) first approaches, and then exceeds, \( \hat{\omega}n_1 \). Of course, although the \( G^\pm (\kappa) \) diverge as \( w_1 \to 0 \), the \( E^\pm (\kappa) \) do not; the same non-analyticity as \( w_1 \to 0 \) appears in \( E(\kappa) \), since

\[
E^\pm (\kappa) = \left( \begin{array}{c} E^+ (\kappa) \\ E^- (\kappa) \end{array} \right),
\]

and once the expression for \( P (\kappa) \) is included the self-consistent solution of the set of equations (18) leads to finite fields everywhere at all \( \kappa \), as we show in detail below. This is enforced by the coupling among the different diffracted and evanescent orders, and by the coupling between each of them to the specularly reflected and transmitted fields; the source of these couplings is of course the gratings that is itself responsible for the existence of the diffracted and evanescent orders themselves. Another consequence of these couplings is that the non-analyticity associated with the passing of a diffracted order into evanescence appears as well in the expressions for the amplitudes of the other diffracted orders, and in those of the specularly reflected and transmitted fields. These are the Rayleigh anomalies.

Another non-analyticity implicit in these equations can be revealed by inserting the second of (18) into the first and formally solving for \( P (\kappa) \),

\[
P (\kappa) = (I - \epsilon_0 (\chi_{mod}) \cdot g (\kappa))^{-1} \cdot [\epsilon_0 (\chi_{mod}) \cdot E_m (\kappa) + P_s (\kappa)],
\]

where \( I = \hat{x}\hat{x} + \hat{y}\hat{y} + \hat{z}\hat{z} \) is the unit dyadic. The expression (28) is valid as long as \( (I - \epsilon_0 (\chi_{mod}) \cdot g (\kappa))^{-1} \) has no divergent components, and this holds as long as the determinant of a matrix representing \( (I - \epsilon_0 (\chi_{mod}) \cdot g (\kappa)) \) does not vanish. In the special case where \( \epsilon_{xx} = \epsilon_{yy} \equiv \epsilon_{layer} \) (recall (22)), that matrix can be easily written out in the \( (\hat{x}, \hat{\kappa}, \hat{z}) \) basis, since \( \hat{x}\hat{x} + \hat{y}\hat{y} = \hat{s}\hat{s} + \hat{k}\hat{k} \); we find

\[
\det (I - \epsilon_0 (\chi_{mod}) \cdot g (\kappa)) = \begin{vmatrix} 1 - \frac{i\omega^2 D}{2w_1} (\epsilon_{layer}^{xy} - \epsilon_1) & 1 - \frac{i\omega D}{2\epsilon_1} (\epsilon_{layer}^{xy} - \epsilon_1) \\ 1 - \frac{i\omega D}{2w_1} (\epsilon_{layer}^{xy} - \epsilon_1) & \epsilon_{layer}^{xy} - \epsilon_1 \end{vmatrix},
\]

where we have put \( \epsilon_{layer} = \epsilon_{layer}^{xy} \). For reasonable \( \epsilon_{layer}^{xy} \) the middle bracketed term in (29) cannot vanish, since by assumption \( |w_1| D \ll 1 \); thus the determinant in (29) can vanish only if one of the following conditions is met:

\[
1 - \frac{i\omega^2 D}{2w_1} (\epsilon_{layer}^{xy} - \epsilon_1) = 0, \quad \epsilon_{layer}^{xy} - \epsilon_1 = 0.
\]

In Appendix B we show that the first of (30) is the dispersion relation for the fundamental \( s \)-polarized mode, and the second for the fundamental \( p \)-polarized mode, of a thin enough planar uniaxial waveguide with relative dielectric tensor susceptibility \( (\hat{x}\hat{x} + \hat{y}\hat{y})_C^{xy} + 2\hat{z}\hat{z} e^{xy} \), bounded above and below by a uniform isotropic dielectric with dielectric constant \( \epsilon_1 \); recall that in the limit of a thin enough planar waveguide at most one waveguide mode of each polarization exists. Around the values of \( \kappa \) where they vanish, the left-hand-sides of (30) can be written as proportional to \( (\kappa - \kappa_S) \) and \( (\kappa - \kappa_P) \), respectively, where at frequency \( \omega \) the \( s \)- and \( p \)-polarized waveguide modes have wave numbers \( \kappa_S \) and \( \kappa_P \) respectively; if there is no absorption, \( \kappa_S \) and \( \kappa_P \) are real. Thus the non-analyticities of \( (I - \epsilon_0 (\chi_{mod}) \cdot g (\kappa))^{-1} \) are poles, on the real \( \kappa \).
axis if there is no absorption, associated with the waveguide modes of the “effective waveguide” established by the average optical response in the grating region.

Despite these divergences, the solution of (28) for \( P(\kappa) \) is again always finite. The waveguide modes exist for \( \kappa > \omega n_1 \), “beyond the light line,” and no physical field incident from infinity can be described by nonzero \( E_{im}(\kappa) \) for \( \kappa \) in the range of the divergences. Of course, by coupling through the grating, \( P_v(\kappa) \) can acquire \( \kappa \) components for \( \kappa \) at wave numbers near or at the waveguide modes if the angle of incidence of the incident field is properly chosen, as we see in detail below. However, a grating that allows \( P_v(\kappa) \) to acquire those \( \kappa \) components from the incident field will also couple part of any field that \( P_v(\kappa) \) generates back to the wave vector of the incident field, thus modifying the effective incident field driving \( P_v(\kappa) \) and ameliorating the response; the effective waveguide pole is moved off the real \( \kappa \) axis, as we illustrate in an example later. Another consequence is that the resonant structure associated with one of the evanescent orders being close to an effective waveguide mode will lead, through coupling by the grating, to resonant structures in other diffracted and evanescent orders, and in the specularly reflected and transmitted fields. These are the Wood anomalies.

Thus within the approximation of a thin grating region even a schematic discussion as presented above can identify Rayleigh and Wood anomalies with non-analyticities in the response of the grating structure to an incident field: Rayleigh anomalies are associated with square root divergences as a response of the grating structure to an incident field: Rayleigh and Wood anomalies with non-analyticities in the effective waveguide modes lie close to the light line, as we illustrate in an example later. This is considered in some examples presented in section IV.

IV. COUPLED WAVE VECTOR EQUATIONS

We now turn to the solution for the fields in the presence of a grating \( \chi(\zeta) \) of the form (5), where since \( \chi(\zeta) \) is taken as periodic with period \( a \), we can expand it in a Fourier series

\[
\chi_v(\zeta) = \sum_m \chi_{v[m]} e^{imK \cdot R}
\]

where \( m \) ranges over the integers and \( K \) is given by (4); here

\[
\chi_{v[m]} = \frac{1}{a} \int_{-a/2}^{a/2} e^{-imK \cdot \zeta} \chi_v(\zeta) d\zeta,
\]

with \( K = [K] \). Note that by virtue of the definition (17) of \( \chi_v(\zeta) \) we have \( \chi_{v[0]} = 0 \). Since \( P_v(R) \) is the response (19) to \( E_{im}(R) \) due to \( \chi_v(\zeta) \), we seek a solution for our fields of the form

\[
F(\kappa) = (2\pi)^2 \sum_m \delta(\kappa - \kappa_{im} - mK) F(\kappa_{im} + mK),
\]

where

\[
F(R) = \sum_m \bar{F}(\kappa_{im}) e^{i(\kappa_{im} + mK) \cdot R}, \tag{31}
\]

and here and henceforth we put

\[
\kappa_{im} \equiv \kappa_{im} + mK.
\]

Here \( \kappa_{im} \) characterizes the incident field, but we actually allow the incident field \( E_{in}(R) \) to be of the general form (31), with \( E_{in}(\kappa_{im}) \) nonzero for \( m \neq 0 \); in later sections we will consider a grating above a substrate, and terms with \( m \neq 0 \) will arise from reflection of scattered light off the substrate. Using the expansion (31) in (19) we have

\[
P_v(\kappa_{im}) = \sum_m \chi_{v[m-m']} E_{mod}(\kappa_{im}), \tag{32}
\]

for example; equations for the Fourier components of other quantities will be given below. The set of these equations can be organized as matrix equations in many ways; below we present one approach that is both useful for calculations, and allows for an easy proof of energy conservation even when the number of Fourier components is truncated.

A. S-matrix equations

To complete a calculation we approximate sums over \( m \) by a restriction to \( |m| \leq N \), where the threshold integer \( N \) includes at least all diffracted, propagating orders. For each field \( F(R) \) we then introduce \( \tilde{F} \), a column of columns

\[
\tilde{F} = \begin{bmatrix}
\bar{F}(\kappa_{in-N+1}) \\
\bar{F}(\kappa_{in-N+2}) \\
\vdots \\
\bar{F}(\kappa_{in-1}) \\
\bar{F}(\kappa_{in})
\end{bmatrix}, \tag{33}
\]

where each \( \bar{F}(\kappa_m) \) is a column with the three Cartesian components of \( \mathcal{F}(\kappa_{m}) \),

\[
\bar{F}(\kappa_m) = \begin{bmatrix}
\hat{x} \cdot \mathcal{F}(\kappa_m) \\
\hat{y} \cdot \mathcal{F}(\kappa_m) \\
\hat{z} \cdot \mathcal{F}(\kappa_m)
\end{bmatrix}, \tag{34}
\]
and so the full column \( \bar{F} \) has \( 3(2N+1) \) elements. For the tensors we introduce \((2N+1) \times (2N+1)\) matrices with elements that are themselves \( 3 \times 3 \) matrices; thus in each of these there are \( 3(2N+1) \times 3(2N+1) \) elements in all. We put

\[
\bar{g} = \begin{bmatrix}
\bar{g}_{NN} & 0 & \cdots & 0 \\
0 & \bar{g}_{(N-1)(N-1)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \bar{g}_{(-N)(-N)}
\end{bmatrix},
\]

a block diagonal matrix where \( \bar{0} \) indicates a \( 3 \times 3 \) matrix of zeros, and the \( 3 \times 3 \) matrices \( \bar{g}_{mm} \) are given by

\[
\bar{g}_{mm} = \begin{bmatrix}
(\hat{x} \cdot \mathbf{g}(\kappa_m) \cdot \hat{x}) & (\hat{x} \cdot \mathbf{g}(\kappa_m) \cdot \hat{y}) & (\hat{x} \cdot \mathbf{g}(\kappa_m) \cdot \hat{z}) \\
(\hat{y} \cdot \mathbf{g}(\kappa_m) \cdot \hat{x}) & (\hat{y} \cdot \mathbf{g}(\kappa_m) \cdot \hat{y}) & (\hat{y} \cdot \mathbf{g}(\kappa_m) \cdot \hat{z}) \\
(\hat{z} \cdot \mathbf{g}(\kappa_m) \cdot \hat{x}) & (\hat{z} \cdot \mathbf{g}(\kappa_m) \cdot \hat{y}) & (\hat{z} \cdot \mathbf{g}(\kappa_m) \cdot \hat{z})
\end{bmatrix}.
\]

For example, let the associated polarization vectors associated with \( \kappa_m \) be \( \hat{s}_m \) and \( \hat{p}_{mz} \), such that

\[
\hat{s}_m = \kappa_m \times \hat{z}, \quad \hat{p}_{mz} = \kappa_m \hat{z} \mp w_1(\kappa_m) \kappa_m \hat{z},
\]

with \( \kappa_m = \kappa_m / |\kappa_m| \) and \( w_1(\kappa_m) = \sqrt{\kappa_m^2 E_1 - \kappa_m^2} \) (compare (10)). If we then let \( \phi_m \) indicate the rotation in the \( xy \) plane between the sets of unit orthogonal vectors \( (\hat{x}, \hat{y}) \) and \( (\hat{s}_m, \kappa_m) \) (see Fig. 2), we have

\[
\bar{g}_{mm} = -\frac{i \omega^2 D}{2 \varepsilon_0 w_1(\kappa_m)} \begin{bmatrix}
1 - \frac{\kappa_m}{\omega^2 E_1} \sin^2 \phi_m & \frac{k_m}{\omega^2 E_1} \sin 2 \phi_m & 0 \\
\frac{\kappa_m}{\omega^2 E_1} \sin 2 \phi_m & 1 - \frac{\kappa_m}{\omega^2 E_1} \cos^2 \phi_m & 0 \\
0 & 0 & \frac{\kappa_m}{\omega^2 E_1}
\end{bmatrix}.
\]

Block diagonal matrices \( \bar{G}^\pm \) and \( \bar{X}_o \) are defined similarly, where the blocks \( \bar{X}_{oomm} \) of \( \bar{X}_o \) are all identical, \( \bar{X}_{oomm} = \text{diag}(\bar{X}_{mod}, \bar{X}_{mod}, \bar{X}_{mod}) \). The matrix of matrices \( \bar{X}_v \) representing the grating is not block diagonal, but is given by

\[
\bar{X}_v = \begin{bmatrix}
\bar{X}_{v(N-1)} & \cdots & \bar{X}_{v(N)} \\
\bar{X}_{v(N-1)} & \cdots & \bar{X}_{v(N)} \\
\vdots & \ddots & \vdots \\
\bar{X}_{v(-N)} & \cdots & \bar{X}_{v(-N)}
\end{bmatrix},
\]

where

\[
\bar{X}_{vmm'} = \begin{bmatrix}
\hat{x} \cdot \chi_{o(m-m') \cdot \hat{x}} & 0 & 0 \\
0 & \hat{y} \cdot \chi_{o(m-m') \cdot \hat{y}} & 0 \\
0 & 0 & \hat{z} \cdot \chi_{o(m-m') \cdot \hat{z}}
\end{bmatrix},
\]

and the diagonal elements of \( \bar{X}_v \) vanish because \( \chi_{o[0]} = 0 \). In this notation the equations (32) for the \( \bar{P}_v(\kappa_m) \) can be written in full matrix form as

\[
\bar{P}_v = e_0 \bar{X}_v \bar{E} \mod,
\]

and combining this with the matrix form of (18) we find

\[
\bar{P} = e_0 (\bar{X}_o + \bar{X}_v) \bar{E} \mod,
\]

\[
\bar{E} \mod = \bar{E}_m + \bar{P} \bar{E} \mod
\]

with a formal solution

\[
\bar{P} = e_0 (\bar{X}_o + \bar{X}_v) \left[ \bar{I}_3 - e_0 \bar{X}_o \bar{X}_v \right]^{-1} \bar{E}_m,
\]

where \( \bar{I}_j \) denotes the \( j(2N+1) \times j(2N+1) \) unit matrix, with \( j \) an integer. Introducing columns \( \bar{E}_{im} \) to describe the scattered fields, from (23) we then have

\[
\bar{E}_{im} = e_0 (\bar{X}_o + \bar{X}_v) \left[ \bar{I}_3 - e_0 \bar{X}_o \bar{X}_v \right]^{-1} \bar{E}_m.
\]

Separating out the upward propagating (or evanescent) contributions of the incident field from the corresponding downward propagations (see (26)), we have \( \bar{E}_m = \bar{E}_m^+ + \bar{E}_m^- \), and introducing columns for the full outward propagating (or evanescent) fields for \( z > D/2 \) and \( z < -D/2 \) (see (27)), with new columns defined as indicated we can write

\[
\bar{E}_{out} = e_0 \bar{G}^+ (\bar{X}_o + \bar{X}_v) \left[ \bar{I}_3 - e_0 \bar{X}_o \bar{X}_v \right]^{-1} (\bar{E}_{in}^+ + \bar{E}_{in}^-) + \bar{E}_{in}^+ + \bar{E}_{in}^-,
\]

\[
\bar{E}_{out} = e_0 \bar{G}^- (\bar{X}_o + \bar{X}_v) \left[ \bar{I}_3 - e_0 \bar{X}_o \bar{X}_v \right]^{-1} (\bar{E}_{in}^+ + \bar{E}_{in}^-) + \bar{E}_{in}^+ + \bar{E}_{in}^-.
\]

The sub-columns of \( \bar{E}_{in}^+ \) (\( \bar{E}_{in}^- \)) contain the three Cartesian components of \( \bar{E}_{in}^+ (\kappa_m) \) (recall (34)). However, these are not independent, since for any \( \kappa_m \) there are only \( s \)– and \( p \)–polarized components,

\[
\bar{E}_{in}^+ (\kappa_m) = \bar{s}_{in}^{\pm} (\kappa_m) + \bar{p}_{inz}^{\pm} (\kappa_m),
\]

FIG. 2. Plane containing the set of axes \((\hat{x}, \hat{y})\) and basis vectors \((\hat{s}_m, \kappa_m)\).
with two independent amplitudes \( \mathbb{B}_{\text{in},s}(\kappa_m) \) and \( \mathbb{B}_{\text{in},p}(\kappa_m) \). As such we can write

\[
\tilde{\mathcal{E}}_{\text{in}}(\kappa_m) = \begin{bmatrix}
\hat{x} \cdot \mathcal{E}_{\text{in}}^s(\kappa_m) \\
\hat{y} \cdot \mathcal{E}_{\text{in}}^s(\kappa_m) \\
\hat{z} \cdot \mathcal{E}_{\text{in}}^s(\kappa_m)
\end{bmatrix},
\]

\[
\tilde{\mathcal{D}}_{\text{in}}(\kappa_m) \tilde{\mathcal{E}}_{\text{in}}(\kappa_m) = \tilde{\sigma}_{\text{in}}(\kappa_m) \tilde{\mathcal{E}}_{\text{in}}(\kappa_m),
\]

where

\[
\tilde{\mathcal{E}}_{\text{in}}(\kappa_m) = \begin{bmatrix}
(\hat{x} \cdot \hat{s}_m) \\
(\hat{y} \cdot \hat{s}_m) \\
(\hat{z} \cdot \hat{s}_m)
\end{bmatrix},
\]

(38)

is a 3 \times 2 matrix for each of the (+) and (−) examples, and

\[
\tilde{\mathcal{D}}_{\text{in}}(\kappa_m) = \begin{bmatrix}
\mathbb{B}_{\text{in},s}(\kappa_m) \\
\mathbb{B}_{\text{in},p}(\kappa_m)
\end{bmatrix}
\]

(39)

is a column of two elements. Constructing the full column for all \( \kappa_m \) components of \( \tilde{\mathcal{E}}_{\text{in}} \), we have (recall (33))

\[
\tilde{\mathcal{E}}_{\text{in}} = \tilde{\mathcal{D}}_{\text{in}} \tilde{\mathcal{E}}_{\text{in}},
\]

(40)

where

\[
\tilde{\mathcal{D}}_{\text{in}} = \begin{bmatrix}
\mathbb{B}_{\text{in},s}(\kappa_N) \\
\mathbb{B}_{\text{in},s}(\kappa_{N-1}) \\
\vdots \\
\mathbb{B}_{\text{in},s}(\kappa_{(-N)})
\end{bmatrix},
\]

(41)

which for each of the (+) and (−) examples is a column with 2(2N + 1) elements, once all the \( \mathbb{B}_{\text{in},s}(\kappa_m) \) are written out. Further,

\[
\tilde{\sigma}_{\text{in}} = \begin{bmatrix}
\tilde{\sigma}_{\text{in}}(\kappa_N) & \tilde{\sigma}_{\text{in}}(\kappa_{N-1}) & \cdots & \tilde{\sigma}_{\text{in}}(\kappa_{(-N)})
\end{bmatrix},
\]

(42)

which for each of the examples is a 3(2N + 1) \times 2(2N + 1) matrix, once all the elements of the \( \tilde{\mathcal{D}}_{\text{in}}(\kappa_m) \) are written out; here \( \tilde{0} \) are 3 \times 2 matrices with all elements vanishing.

Similarly, for each \( \mathcal{E}_{\text{out}}(\kappa_m) \) in \( \tilde{\mathcal{E}}_{\text{out}} \) there will be only s- and p-polarized components,

\[
\tilde{\mathcal{E}}_{\text{out}}(\kappa_m) = \tilde{\mathcal{D}}_{\text{out}} \tilde{\mathcal{E}}_{\text{out}}(\kappa_m) = \tilde{\mathcal{D}}_{\text{out}} \tilde{\mathcal{E}}_{\text{out}}(\kappa_m),
\]

(43)
common scenario of interest: We take the grating susceptibility to be uniaxial, \( \chi_{\text{add}}^{xy}(\zeta) = \chi_{\text{add}}^{xy}(\zeta) \) (recall (56)), choose \( \hat{e} = \hat{y} \), and assume the plane of incidence contains \( \hat{z} \) and \( \hat{e} = \hat{y} \), as illustrated in Fig. 3 for the isolated grating treated above and in this section, we have \( \varepsilon_2 = \varepsilon_1 \). The wave vectors \( \kappa_m \) that are relevant here are then either in the \( \hat{y} \) or \( -\hat{y} \) direction, so \( \hat{e} = \hat{y} \) is \text{sign}(\kappa_m \cdot \hat{y}) = \delta_m \cdot \hat{x} \); the form of the expressions (38) for the \( \tilde{\sigma}_m^+ (\kappa_m) \) simplifies to

\[
\tilde{\sigma}_m^+ (\kappa_m) = \begin{bmatrix}
(\hat{e} \cdot \hat{y}) & 0 \\
0 & \mp \varepsilon_m^{(\text{in})}(\kappa_m \cdot \hat{y})
\end{bmatrix},
\]

and similarly for the form of the expressions (45) for \( \tilde{\sigma}_m^- (\kappa_m) \), which are the transpose of the \( \tilde{\sigma}_m^+ (\kappa_m) \). When these are assembled into \( \tilde{\sigma}_m^- \) and \( \tilde{\sigma}_m^+ \) in (42,44) and the results used in (46) for \( \tilde{E}_m^- \) and \( \tilde{T}_m \), we find that because of the high symmetry of the problem each of these \( 2(2N + 1) \times 2(2N + 1) \) matrices can be reorganized into two \( (2N + 1) \times (2N + 1) \) matrices, one relevant for \text{s}-polarized light and one for \text{p}-polarized light. For each polarization the relevant matrices can then be combined into a \( 2(2N + 1) \times 2(2N + 1) \) scattering matrix, and in place of (48) we have two sets of equations,

\[
\begin{bmatrix}
\tilde{E}_{\text{out},a}^+ \\
\tilde{E}_{\text{out},a}^-
\end{bmatrix} = \mathcal{J}_a \begin{bmatrix}
\tilde{E}_{\text{in},a}^- \\
\tilde{E}_{\text{in},a}^+
\end{bmatrix},
\]

where \( a = s, p \), each \( \tilde{E}_{\text{in},a} \) is a \( (2N + 1) \) element column,

\[
\begin{bmatrix}
\tilde{E}_{\text{in},a}^- (\kappa_N) \\
\tilde{E}_{\text{in},a}^- (\kappa_{N-1}) \\
\vdots \\
\tilde{E}_{\text{in},a}^- (\kappa_1) \\
\end{bmatrix}
\]

(see (39)), and likewise for \( \tilde{E}_{\text{in},a}^+ \) and \( \tilde{E}_{\text{out},a}^+ \), and where

\[
\mathcal{J}_a \equiv \begin{bmatrix}
T_{g,a} & R_{g,a} \\
R_{g,a} & T_{g,a}
\end{bmatrix},
\]

with

\[
T_{g,s} = \tilde{\beta} \left[ 1 - \frac{iD}{2\varepsilon_1} \tilde{w}_1 \hat{\chi}^\| \right]^{-1} \tilde{\beta}^*, \\
R_{g,s} = T_{g,s} - 1,
\]

and

\[
T_{g,p} = \left[ 1 - \frac{iD}{2\varepsilon_1} \tilde{w}_1 \hat{\chi}^\parallel \right]^{-1} \tilde{\beta} \left[ 1 - \frac{iD}{2\varepsilon_1} \tilde{w}_1 \hat{\chi}^\parallel \right]^{-1} \tilde{\beta} - 1,
\]

\[
R_{g,p} = \left[ 1 - \frac{iD}{2\varepsilon_1} \tilde{w}_1 \hat{\chi}^\parallel \right]^{-1} - \tilde{\beta} \left[ 1 - \frac{iD}{2\varepsilon_1} \tilde{w}_1 \hat{\chi}^\parallel \right]^{-1} \tilde{\beta}.
\]

FIG. 3. (Color online) A simple 1D grating configuration with the grating oriented such that \( \hat{e} = \hat{y} \). Incident, reflected, transmitted, and diffracted rays are shown by black (thick) lines, and labeled by the notation used to indicate their field amplitudes; the projection of the wave vectors on the \( xy \) plane are shown by red (thin) lines.

With the equations in this form, a proof of energy conservation is possible, and is presented in Appendix E. That proof, and the equations from which it was derived, hold for any orientation of the grating direction \( \hat{e} \) in the \( xy \) plane and any plane of incidence.

B. A simple configuration

In this subsection we simplify the equations above for a common scenario of interest: We take the grating susceptibility to be uniaxial, \( \chi_{\text{add}}^{xy}(\zeta) = \chi_{\text{add}}^{xy}(\zeta) \) (recall (56)), choose \( \hat{e} = \hat{y} \), and assume the plane of incidence contains \( \hat{z} \) and \( \hat{e} = \hat{y} \); as illustrated in Fig. 3 for the isolated grating treated above and in this section, we have \( \varepsilon_2 = \varepsilon_1 \). The wave vectors \( \kappa_m \) that are relevant here are then either in the \( \hat{y} \) or \( -\hat{y} \) direction, so \( \hat{e} = \hat{y} \) is \text{sign}(\kappa_m \cdot \hat{y}) = \delta_m \cdot \hat{x} \); the form of the expressions (38) for the \( \tilde{\sigma}_m^+ (\kappa_m) \) simplifies to

\[
\tilde{\sigma}_m^+ (\kappa_m) = \begin{bmatrix}
(\hat{k}_m \cdot \hat{y}) & 0 \\
0 & \mp \varepsilon_m^{(\text{in})}(\kappa_m \cdot \hat{y})
\end{bmatrix},
\]
C. An example

The expressions \(51, 52\) for the reflection and transmission matrices, and indeed the more general expressions \(46\), can be used to calculate specular reflection and transmission, and diffraction, for the choice of any number \(2N + 1\) of wave vectors \(\kappa_m\) in the calculation. However, in certain circumstances further approximations are possible. For example, if the grating period \(a\) (see Fig. 1b) is small enough, then for at least some angles of incidence there will be only one propagating diffracted order \((m = -1)\) in addition to the specularly reflected and transmitted fields (see Fig. 3) again with \(\varepsilon_1 = \varepsilon_2\).

A choice of \(2N + 1 = 3\) could be adopted, but since the field associated with \(\kappa_1\) is evanescent we can neglect that field and still respect energy conservation in a lossless structure if we keep only the fields at \(\kappa_0\) and \(\kappa_{-1}\), simply neglecting the fields at \(\kappa_1\). If we do this, and consider the simple excitation scenario presented above, each of the \(\mathbb{T}_{x,a}\) and \(\mathbb{E}_{x,a}\) is a \(2 \times 2\) matrix, and the resulting equations for the specularly reflected and transmitted fields, and the diffracted fields, can be solved easily. We refer to this as the “two wave vector model.”

Considering an incident field from \(z = -\infty\), for \(s\)-polarization we find specularly transmitted and reflected fields

\[
\frac{\mathbb{E}^+_{\text{out},s}(\kappa_0)}{\mathbb{E}^+_{\text{in},s}(\kappa_0)} = U_z^{-1} \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \chi_{(1)} \right),
\]

(53)

and upward and downward diffracted fields that are equal in amplitude,

\[
\frac{\mathbb{E}^+_{\text{out},s}(\kappa_{-1})}{\mathbb{E}^+_{\text{in},s}(\kappa_0)} = U_z^{-1} \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \chi_{(-1)} \right),
\]

(54)

where

\[
U_z = \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_0)} \right) \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \right) \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \chi_{(-1)} \right),
\]

and upward and downward diffracted fields

\[
\frac{\mathbb{E}^+_{\text{out},p}(\kappa_0)}{\mathbb{E}^+_{\text{in},p}(\kappa_0)} = U_z^{-1} \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \chi_{(1)} \right) + U_k^{-1} \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \chi_{(-1)} \right),
\]

(55)

and

\[
\frac{\mathbb{E}^+_{\text{out},p}(\kappa_{-1})}{\mathbb{E}^+_{\text{in},p}(\kappa_0)} = U_z^{-1} \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \chi_{(1)} \right) + U_k^{-1} \left( 1 - \frac{i\omega^2 D}{2W_1(\kappa_{-1})} \chi_{(-1)} \right).
\]

(56)

where

\[
U_k = \left( 1 - \frac{i\omega(\kappa_{-1}) D}{2W_1(\kappa_{-1})} \chi_{(1)} \right) \left( 1 - \frac{i\omega(\kappa_{-1}) D}{2W_1(\kappa_{-1})} \chi_{(-1)} \right) + \frac{w_1(\kappa_0)w_1(\kappa_{-1})}{4\varepsilon_1^2} \chi_{(0)} \chi_{(-1)}.
\]

Of course, the diffracted fields only appear for \(\kappa_{-1} < \tilde{\omega}n_1\), and the expressions above are to be used only in that range. The more complicated form of the results for \(p\)-polarized light arises because of the two components \((\hat{\kappa} \text{ and } \hat{z})\) of the light that arise, as opposed to the simpler results for \(s\)-polarization where there is only one component \((\hat{\theta})\).

As an example, we consider a grating with thickness \(D = 25\) nm consisting of an isotropic medium with refractive index 3.5 embedded in vacuum; we take the grating period to be \(a = 1.25\) μm, with a fill fraction of one-half \((d/a = 0.5)\), and consider incident \(s\)-polarized light at a wavelength of 1.55 μm. In Fig. 4 we plot the relative irradiance of the radiated electric fields in this system,

\[
I_s^+ (\kappa_m) = \frac{\left| \mathbb{E}^+_{\text{out},s}(\kappa_m) \right|^2 n_1 \cos \theta_1 (\kappa_m)}{\left| \mathbb{E}^+_{\text{in},s}(\kappa_0) \right|^2 n_Q \cos \theta},
\]

(57)

\[
I_s^- (\kappa_m) = \frac{\left| \mathbb{E}^+_{\text{out},s}(\kappa_m) \right|^2 \cos \theta_1 (\kappa_m)}{\left| \mathbb{E}^+_{\text{in},s}(\kappa_0) \right|^2 \cos \theta},
\]

for \(\kappa_m < \tilde{\omega}n_1\), and \(I_s^+ (\kappa_m) = 0\) for \(\kappa_m > \tilde{\omega}n_1\) where the fields are evanescent. Here \(\theta\) is the angle of incidence, \(\cos \theta = w_0(\kappa_0) / \tilde{\omega}n_0\), \(\cos \theta_1 (\kappa_m) = w_1(\kappa_m) / \tilde{\omega}n_1\), and \(\cos \theta_Q (\kappa_m) = w_Q(\kappa_m) / \tilde{\omega}n_Q\). In green (dashed lines) we show the predictions of the specularly and diffracted reflectance and transmission as a function of incident angle \(\theta\) (see Fig. 3) for the two wave-vector model \(53, 54\); we plot in blue (dash-dot) the predictions of the full thin grating model \(49\) with \(2N + 1 = 7\); and we plot in red (solid) the predictions of a full numerical calculation using the approach of Whittaker and Culshaw\(62\) which can be considered exact. We see that even our simple analytic two-wave vector model \(53, 54\) gives a very good approximation of the diffracted and specularly reflected and
transmitted fields, and the calculation with \(2N+1 = 7\) wave vectors is essentially exact. Similar good agreement between the approximate calculations and the numerically exact calculation is found for \(p\)-polarized light.

The vertical, dotted, black lines in Fig. 4 identify the onset of diffraction, and thus the angle at which the Rayleigh anomalies appear in the specularly reflected and transmitted fields. At lower angles is the Wood anomaly: The peak in the specularly reflected intensity, and the dip in the specular transmitted intensity, arise from a pole in the response functions of the structure; the pole is associated with the “effective waveguide” discussed in section III. Returning to the full response equations \((40)\), we see that the poles of the full structure are given by

\[
\det \left[ \mathcal{I}_3 - \kappa_0 \vec{g} (\vec{x}_0 + \vec{x}_s) \right] = 0,
\]

(compare \((29),(30)\)). Poles here are off the real \(\kappa\) axis; the components of the grating provide coupling into and out of the uniform waveguide, with a dispersion relation identified approximately by the expressions \((30)\), giving the position of the pole in the \(\kappa\) plane an imaginary contribution, as well as a shift in the real component of the pole. To verify this, we restrict ourselves to excitation with \(\kappa_0 \cdot \hat{y} > 0\) and expand our analytic expressions for the specular component of the electric field in \((53)\) and \((55)\) about \(\kappa_0 = \tilde{k}\), with \(\tilde{k}\) defined by the expression

\[
\tilde{k} - \frac{2\pi}{a} = -\kappa_{WG},
\]

where \(\kappa_{WG}\) is the magnitude of the wave vector satisfying the approximate dispersion relations of the isolated waveguide mode given by \((30)\); expressions for \(\kappa_{WG}\) for \(s\)- and \(p\)-polarization are given by \((B2)\) and \((B3)\) in Appendix B. For \(\kappa_0\) in this region \(\kappa_{-1} \cdot \hat{y} < 0\), and \(\kappa_{-1} = -(2\pi/a - \kappa_0) = -\kappa_{-1} \hat{y}\) is close to the wave vector of a waveguide mode propagating in the \(-\hat{y}\) direction, \(\kappa_{-1} \approx \kappa_{-1}' \equiv -(2\pi/a - \tilde{k}) \hat{y} = -\kappa_{WG} \hat{y}\). Since \(\kappa_{WG} > \omega n_1\), \(w_1(\kappa_{WG})\) is purely imaginary; we put \(q = -i\omega n_1(\kappa_{WG})\), use superscripts \(s\) and \(p\) on \(\tilde{k}, \kappa_{WG}\), and \(q\) to indicate the appropriate polarization, and also use \(w^s_1\) and \(w^p_1\) as short-hand for \(w_1(\tilde{k}^s)\) and \(w_1(\tilde{k}^p)\) respectively. Looking at the transmitted specular field, for \(\kappa_0\) in the neighborhood of \(\tilde{k} \hat{y}\) we find the expressions \((53),(55)\) can be written approximately as

\[
\begin{align*}
\frac{E^+_{\text{out},s}(\kappa_0)}{E^+_{\text{in},s}(\kappa_0)} & \approx \eta_s \frac{\kappa_{-1} - \kappa_{WG}}{\kappa_{-1} - (\kappa_R^s + i\kappa_I^s)} + C, \\
\frac{E^+_{\text{out},p}(\kappa_0)}{E^+_{\text{in},p}(\kappa_0)} & \approx \eta_p \frac{\kappa_{-1} - \kappa_{WG}}{\kappa_{-1} - (\kappa_R^p + i\kappa_I^p)} + C,
\end{align*}
\]

where \(\kappa_R^p = \kappa_{WG}^p + \kappa_0^p\), with

\[
\begin{align*}
\kappa_R^p & = -\frac{(q^p)^2 \bar{\kappa}_{WG}}{\kappa_{WG}^p} \frac{\bar{x}_{0}\bar{x}_{10}}{2w^p_1} \frac{\bar{x}_{0}\bar{x}_{10}}{1 + (\bar{\omega}^p \bar{D}_0/2\pi)^2}, \\
\kappa_I^p & = \frac{(q^p)^2 \bar{\kappa}_{WG}}{\bar{x}_{00}^p \bar{x}_{WG}} \frac{\bar{x}_{0}\bar{x}_{10}}{2w^p_1} \frac{\bar{x}_{0}\bar{x}_{10}}{1 + (\bar{\omega}^p \bar{D}_0/2\pi)^2}, \\
\eta_s & = \frac{1}{1 - \bar{\omega}^s \bar{D}_0/2\pi \bar{x}_{00}},
\end{align*}
\]

and

\[
\begin{align*}
\kappa_R^p & = -\frac{(q^p)^2 \bar{\kappa}_{WG}}{2\varepsilon_1 w^p_1} \frac{\bar{x}_{0}\bar{x}_{10}}{1 + (\bar{\omega}^p \bar{D}_0/2\pi \bar{x}_{00})^2}, \\
\kappa_I^p & = \frac{1}{\bar{x}_{00}} \frac{(q^p)^2 \bar{\kappa}_{WG}}{2\varepsilon_1 w^p_1} \frac{\bar{x}_{0}\bar{x}_{10}}{1 + (\bar{\omega}^p \bar{D}_0/2\pi \bar{x}_{00})^2}, \\
\eta_p & = \frac{1}{1 - \bar{\omega}^p \bar{D}_0/2\pi \bar{x}_{00}},
\end{align*}
\]

FIG. 4. (Color online) Comparison between the numerically exact relative irradiances (red solid curves), the irradiances predicted by the full thin grating model with \(2N+1 = 7\) (blue dash-dot curves) and the irradiances predicted from the two wave-vector model (green dashed curves). The calculation is for a 25 nm thick grating with \(a = 1.24\mu m, d = 0.62\mu m\), and a refractive index of \(n_s = 3.5\) suspended in vacuum and subject to an \(s\)-polarized light. The vertical, dotted, black line marks the Rayleigh anomaly.
and where

\[ C = \frac{1}{U_i} \left( 1 + \frac{q^p D}{2\epsilon_1} \right) - 1 \]

is negligible for sufficiently thin gratings. We do not plot \( M \), but note that in the region of the dip of the specular transmission for both \( s \)- and \( p \)-polarized light the pole expansion gives an extremely good fit to the more exact expressions \( (53,55) \) in the two-wave-vector model, as well of the results \( (51,52) \) of the \((2N+1)\)-wave-vector model and to the exact numerical results with which the two-wave-vector model agrees well. The inclusion of the imaginary parts \( \kappa_{m}^{s,p} \) of the pole positions are obviously essential in achieving this, but the inclusions of the shifts \( \kappa_{m}^{s,p} \) in the real part of the pole positions are as well and should not be neglected; both are second order in the grating coupling amplitudes.

### D. Including a substrate

Returning to our general scattering treatment \( (48) \) of an isolated grating, we can move to a transfer matrix treatment by solving for the upward and downward propagating (or evanescent) field amplitudes above the grating (\( \vec{E}_{\text{in}}^{+} \) and \( \vec{E}_{\text{in}}^{-} \)) in terms of the upward and downward propagating (or evanescent) field amplitudes below the grating (\( \vec{E}_{\text{out}}^{+} \) and \( \vec{E}_{\text{out}}^{-} \)),

\[
\begin{bmatrix}
\vec{E}_{\text{out}}^+ \\
\vec{E}_{\text{out}}^-
\end{bmatrix} = M_1 \begin{bmatrix}
\vec{E}_{\text{in}}^+ \\
\vec{E}_{\text{in}}^-
\end{bmatrix},
\]

where \( M_1 \) has \( 4(2N+1) \times 4(2N+1) \) elements, as does the scattering matrix \( (47) \). Returning to our general structure of Fig. \( 1(a) \) we can now combine the transfer matrix \( (61) \) of the grating region with the transfer matrix of the multilayer below to form a transfer matrix for the whole structure, in terms of which the optical properties of the structure can be calculated. To do this, consider first light characterized by a single \( \kappa \) in the presence of the multilayer structure of Fig. \( 1(a) \), but without the presence of the grating. The transfer matrix of the multilayer structure relating upward- and downward propagating (or evanescent) amplitudes of light just above the multilayer in the medium with relative dielectric constant \( \epsilon_1 \) (at \( z = (-D/2)^+ \)) to upward- and downward propagating (or evanescent) amplitudes of light at the largest \( z \) to which the substrate, with relative dielectric constant \( \epsilon_Q \), extends, takes the form

\[
M_{1Q} = \begin{bmatrix}
T_{Q1} - R_{1Q} (T_{1Q})^{-1} R_{Q1} & R_{1Q} (T_{1Q})^{-1} \\
- (T_{1Q})^{-1} R_{Q1} & T_{1Q}
\end{bmatrix}.
\]

This is a \( 4 \times 4 \) matrix, but as long as the layered materials are isotropic or uniaxial it will be composed of \( 2 \times 2 \) block matrices \( T_{ij} = \text{diag} \left( \tau_{ij}^{s}, \tau_{ij}^{p} \right) \) where \( \tau_{ij}^{s,p} \) is the Fresnel coefficient for the transmitted \( s \)- or \( p \)-polarized fields from \( \epsilon_i \) to \( \epsilon_j \) and \( R_{ij} \) is similarly defined for their reflected counterparts \( \kappa_j \). We can immediately extend this to a transfer matrix \( \tilde{M}_{1Q} \) of the layered structure involving all our \((2N+1)\) \( \kappa_m \) of interest by writing

\[
\tilde{M}_{1Q} = M_{1Q} M_{1} (D/2) \tilde{M}_{1Q}.
\]

where

\[
\tilde{M}_{1} (D/2) = \begin{bmatrix}
\tilde{L}^+ & 0 \\
0 & \tilde{L}^-
\end{bmatrix}
\]

is composed of \( 2 \times 2 \) block matrices with \( \tilde{L}^z \left( \kappa_m \right) = e^{\pm i \kappa_m z} \left( \kappa_m \right) /2 \) and propagates the fields from the center of the grating at \( z = 0 \) to the position of the substrate at \( z = -D/2 \). Through simple algebra we can write the elements of \( \tilde{M}_{1Q} \) as

\[
\tilde{M}_{1Q} = \begin{bmatrix}
\tilde{T}_{Q1} - \tilde{R}_{1Q} (\tilde{T}_{1Q})^{-1} \tilde{R}_{Q1} & \tilde{R}_{1Q} (\tilde{T}_{1Q})^{-1} \\
- (\tilde{T}_{1Q})^{-1} \tilde{R}_{Q1} & \tilde{T}_{1Q}
\end{bmatrix}.
\]
FIG. 5. (Color online) Comparison between relative irradiance calculations that are numerically exact (red solid curves) and those predicted by the full thin grating model with $2N + 1 = 7$ (blue dash-dot curves) around a Rayleigh anomaly. The calculation is for a 25 nm thick grating with $a = 1.8 \mu m$, $d = 0.72 \mu m$, and a refractive index of $n_e = 3.5$. The system has a substrate with index $n_\text{ff} = 1.44$, a vacuum cladding, and is subject to an $s$-polarized incident field from the substrate at angle $\theta$ and with a vacuum wavelength of 1.55 $\mu m$.

where

$$\bar{T}_{ij} = \bar{T}_{ij} \bar{L}^+ \left[ I_2 - \bar{R}_x \bar{R}_1 \bar{L}^+ \right]^{-1} \bar{T}_g,$$

$$\bar{R}_{ij} = \bar{R}_{ij} \bar{L}^+ \left[ I_2 - \bar{R}_x \bar{R}_1 \bar{L}^+ \right]^{-1} \bar{R}_{ij} \bar{L}^-,$$

$$\bar{R}^*_{ij} = \bar{R}_{ij} \bar{L}^+ \left[ I_2 - \bar{R}_x \bar{R}_1 \bar{L}^+ \right]^{-1} \bar{R}_x \bar{T}_g \bar{L}^+$$

are easily identified as the transmission and reflection matrices of the entire structure (compare (61,63)).

The analytic structure of the new Fresnel matrices (65) is inherited from that of the isolated grating (46) and from the $\bar{T}_{ij}$ and $\bar{R}_{ij}$ of the multilayer below it. Besides the poles of $\bar{T}_g$ and $\bar{R}_g$ signaling the waveguide modes in the isolated grating structure, we can in general expect poles in $\bar{R}_{ij}$ and $\bar{T}_{ij}$ signaling the presence of waveguide modes in the multilayer. The positions of the poles in the new Fresnel matrices (65) will exhibit the interaction between these excitations, and we will turn to a general analysis of the new excitations in a later publication. Here we focus on a first application our thin grating model in the presence of a substrate, and on some of the qualitative features that arise from the interaction. Thus we consider the simplest multilayer structure possible, taking the substrate with relative dielectric constant $\varepsilon_\text{ff}$ to extend up to $z = -D/2$. The grating, suspended in a medium of dielectric constant $\varepsilon_1$ which also serves as a cladding, then resides on a semi-infinite substrate of dielectric constant $\varepsilon_\text{ff}$, which we now relabel $\varepsilon_2$ (see Fig. 3). Taking $\varepsilon_2$ to be real and positive there are no modes associated with the substrate, and so the only effect of the substrate will be to modify the modes identified by the poles of the isolated grating structure (see Fig. 1(b)).

Insight into the nature of this modification can be gleaned from recalling the simplest picture of the grating region as an effective anisotropic slab (see Fig. 1(c)). In a symmetric environment both $s$– and $p$–polarized waveguide modes exist, but for an environment with $\varepsilon_2 \neq \varepsilon_1$ (see Fig. 3) the modes will not survive if the asymmetry is large enough. In such a situation we expect the Wood anomalies will vanish, although of course the Rayleigh anomalies will remain. We demonstrate how our thin grating model describes this situation by considering a grating with $D = 25$ nm, with a dielectric constant $\varepsilon_x = (3.5)^2$ appropriate for silicon, a period of $a = 1.8 \mu m$, and a fill fraction $d/a = 0.4$ in vacuum ($\varepsilon_1 = 1$), located above a substrate of fused silica ($\varepsilon_2 = (1.44)^2$) and subject to $s$–polarized light from below at a vacuum wavelength of $\lambda = 1.55 \mu m$. For the resulting $\varepsilon_{\text{layer}}$ we would require an $\varepsilon_1 > (1.38)^2$ for a waveguide mode to be contained within the guiding layer, so the asymmetry here is too great to allow for Wood anomalies, and only Rayleigh anomalies should
FIG. 6. (Color online) Comparison of relative irradiance calculations that are numerically exact (red solid curves) and those predicted by the full thin grating model (blue dash dot curves). The calculation is for a 25 nm thick grating with $a = 1.8 \mu m$, $d = 0.72 \mu m$, and a refractive index of $n_g = 3.5$. The system has a substrate with index $n_o = 1.44$, a cladding with index $n_1 = 1.42$, and is subject to an $s$-polarized field, incident from the substrate at angle $\theta$ with a vacuum wavelength 1.55 $\mu m$.

If $\varepsilon_2 > \varepsilon_1$, this can be confirmed by solving (B1) for $\varepsilon_1$ with $\kappa = \tilde{\omega} \sqrt{\varepsilon_2}$. In agreement with this simple argument, the reflected, transmitted, and diffracted light intensities exhibits only cusp-like Rayleigh anomalies, as seen in Fig. 5. In blue (dashed-dot) we plot a calculation with $(2N + 1) = 7$ wave vectors using (48), while in red (solid) we plot the exact result found numerically from the approach of Whittaker and Culshaw. There is excellent qualitative and good quantitative agreement between the results of the thin grating model and the exact result, especially considering that a parameter $2\pi \sqrt{\varepsilon_g D/\lambda}$, which should obviously be small for our thin grating approximations (14) to be valid, is here about 0.35. There is only a significant relative correction in the diffracted intensities at $\kappa_{-1}$, where the diffracted intensities themselves are very small.

In order for this grating to exhibit a Wood anomaly the mismatch between $\varepsilon_2$ and $\varepsilon_1$ must be decreased. To move into this regime, we raise $\varepsilon_1$ to (1.42)$^2$, and keep all other parameters the same; for this value the simple argument used above predicts a waveguide mode for $s$-polarized light, but not for $p$-polarized light. In accord with this, the calculated reflected, transmitted, and diffracted light irradiances shown in Figs. 6 and 7 exhibit Wood and Rayleigh anomalies for $s$-polarized light, but only Rayleigh anomalies for $p$-polarized light. Again in blue (dashed-dot) we plot a calculation using (48) with $2N + 1 = 7$, while in red (solid) we give the results from a full numerical calculation using the approach of Whittaker and Culshaw. For $s$-polarized light we focus on the region around the Wood anomaly; note that with the field incident from the substrate, which has a higher index than the cladding, the forward diffracted fields become evanescent before the backward diffracted fields. For $p$-polarized light we plot the response for all incident angles; the absence of a Wood anomaly leaves somewhat unremarkable results for specularly reflected and transmitted light, but yields several noteworthy features in the diffracted components, which can propagate up to $m = -3$. Rayleigh anomalies when the $m = +1$, $-2$, and $-3$ diffracted orders transition between evanescence and propagation lead to Rayleigh anomalies that appear as non-analyticities in the $m = -1$ and $m = -2$ beams. Additionally, for angles of incidence beyond that which would yield total internal reflection were the grating absent, the specular reflectance does not remain at unity. A small dip in the specular reflectance follows the Rayleigh anomaly associated with this transition, which is compensated by an increase in the irradiance of the remaining diffracted components. They display peaks over this range, which finally drop to zero as the incidence approaches grazing. We note excellent agreement between the thin grating results (48) and the exact calculation throughout the plots in Figs. 6 and
FIG. 7. (Color online) Comparison of relative irradiance calculations that are numerically exact (red solid curves) and those predicted by the full thin grating model (blue dash dot curves). The calculation is for a 25 nm thick grating with $a = 1.8 \mu m$, $d = 0.72 \mu m$, and a refractive index of $n_g = 3.5$. The system has a substrate with index $n_Q = 1.44$, a cladding with index $n_1 = 1.42$, and is subject to a $p$-polarized field, incident from the substrate at angle $\theta$ with a vacuum wavelength $1.55 \mu m$. The insert in the graph of $I_p^\pm(\kappa_{\pm1})$ shows the detail around $\theta = 23.5^\circ$.

With the largest relative disagreements appearing only when the intensities involved are very small.

Although not shown, we note that if the asymmetry between cladding and substrate is decreased further so that a $p$-polarized Wood anomaly appears, we observe a small shift between its location as predicted by (48) and the full numerical results, which does not occur for the $s$-polarized Wood anomaly shown in Fig. 6. For both $s$- and $p$-polarized Wood anomalies, the disagreements with the full numerical calculations increase as the dimensionless optical thickness parameters $\tilde{D}_s$ and $\tilde{D}_p$, given by (B4) and (B5) in Appendix B, approach unity. In that Appendix we show that this signals the breakdown of our approximate treatment of the waveguide modes in the effective anisotropic slab.

V. CONCLUSIONS

In this work we have presented a treatment for the optical response of thin gratings. Although approximate, it nonetheless respects energy conservation exactly, even if there are large exchanges of energy between specular and diffracted fields, and between specularly transmitted and reflected fields. These large exchanges are associated with Rayleigh and Wood anomalies. Our Green function approach makes it easy to see how the anomalies arise from the structure of the equations that describe the specular and diffracted fields, with square root singularities associated with Rayleigh anomalies and poles with Wood anomalies; the poles are linked to effective waveguide modes of the grating region that are easily identified in the thin grating limit. This helps in understanding the optical response even if a set of coupled wave vector equations must be solved for the specular and diffracted fields. Yet, where only a few wave vectors are important, analytic expressions can be given directly for the specular and diffracted fields. Comparison with full numerical solutions of a 1D grating response confirms that our approximate solutions is in excellent agreement with the exact response, even near the anomalies.

We expect that the development of approximate yet accurate treatments of thin gratings, such as the one presented here, will play an important role in enabling their use as probes of optical systems. The calculations can be made more easily than full numerical treatments, and the physics can be identified in the reasonably simple sets of equations that are used in calculations.
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Appendix A: Fourier components for a rectangular grating

In this section we evaluate $\chi_{[m]}$ for a one dimensional rectangular grating, composed of isotropic dielectric materials, such as the one presented in Fig. 1(b). Recalling (17), we have

$$\chi_{[m]} = \frac{1}{a} \int_{-a/2}^{a/2} e^{-i m \kappa \zeta} (\chi_{\text{mod}}(\zeta) - \langle \chi_{\text{mod}} \rangle) d\zeta, \quad (A1)$$

where from (13) and our definition of $\varepsilon(\zeta) \equiv \varepsilon_1 + \varepsilon_{\text{add}}(\zeta)$, we can write

$$\chi_{\text{mod}}(\zeta) = \varepsilon_1(1 - \varepsilon_1 \varepsilon_2) \varepsilon_2^\perp(\zeta),$$

Note that for the system considered, we have

$$\varepsilon^\perp(\zeta) = \begin{cases} \varepsilon_\parallel(\zeta) & |\zeta| \leq d/2 \\ \varepsilon_1 & |\zeta| > d/2 \end{cases}$$

within a single period of our grating. Additionally, we note that $\langle \chi_{\text{mod}} \rangle$, found from (20), yields $\langle \chi_{\text{mod}} \rangle = \varepsilon_1(1 - \varepsilon_1 / \varepsilon_2)$ and $\langle \chi_{\text{mod}} \rangle = \varepsilon_1(1 - \varepsilon_1 / \varepsilon_2)$ where $\varepsilon_\parallel$ and $\varepsilon_\perp$ are found from (21). At this point we can evaluate (A1) to find

$$\chi_{[m]} = \varepsilon_\parallel(\zeta) \varepsilon_2^\perp(\zeta) \sin \left( \frac{m K d}{2} \right),$$

$$\chi_{[m]} = \varepsilon_1 \varepsilon_\perp(\zeta) \sin \left( \frac{m K d}{2} \right).$$

Appendix B: Waveguide Modes

Here we compare the exact and approximate dispersion relations of the waveguide modes of a thin uniaxial slab. For $\hat{z}$ perpendicular to the slab we take the relative dielectric tensor to be $\varepsilon_{\text{lay}} = \varepsilon_\parallel(\hat{x} \hat{x} + \hat{y} \hat{y}) + \varepsilon_\perp(\hat{z} \hat{z})$, with the cladding and substrate of the slab taken to be isotropic media respectively characterized by relative dielectric constants $\varepsilon_1$ and $\varepsilon_2$.

The exact solution for the waveguide modes of this system is given by

$$\cot(hD) = \frac{h^2 - q p}{h (q + p)}, \quad (B1)$$

where

$$h = \sqrt{\frac{\varepsilon_\parallel}{\varepsilon_\perp}(\omega^2 \varepsilon_\parallel^b - \kappa^2)},$$

$$q = a_q \sqrt{\omega^2 (\varepsilon_\parallel^b - \varepsilon_1) - \frac{\varepsilon_\parallel^b}{\varepsilon_\perp}},$$

$$p = a_p \sqrt{\omega^2 (\varepsilon_\parallel^b - \varepsilon_2) - \frac{\varepsilon_\parallel^b}{\varepsilon_\perp}},$$

and where $\varepsilon_\parallel^b = \varepsilon_\parallel$ and $a_q = a_p = 1$ for $s$-polarization, and $\varepsilon_\parallel^b = \varepsilon_\parallel / \varepsilon_1$ and $a_q = \varepsilon_\parallel / \varepsilon_2$ for $p$-polarization. Taking $\varepsilon_1 = \varepsilon_2$, approximate dispersion relations can be determined directly from (30); solving those equations yields

$$\frac{\kappa^2}{\omega^2 \varepsilon_1} = 1 + \frac{1}{4} \hat{D}_s^2, \quad (B2)$$

for $s$-polarization, and

$$\frac{\kappa^2}{\omega^2 \varepsilon_1} = \frac{2}{1 + \sqrt{1 - \hat{D}_p}}, \quad (B3)$$

for $p$-polarization, where

$$\hat{D}_s = \sinh \left( \frac{\varepsilon_\parallel}{\varepsilon_1} \right) \frac{\varepsilon_\parallel}{\varepsilon_1} \hat{D}_s,$$

$$\hat{D}_p = \sinh \left( \frac{\varepsilon_\parallel}{\varepsilon_1} \right) \frac{\varepsilon_\parallel}{\varepsilon_1} \hat{D}_p.$$
first is that for $\bar{D}_p > 1$ the square root in the denominator of (B2) becomes imaginary, giving a firm cut-off for its valid comparison to the exact solution, and the second is due to the fact that $\varepsilon_{\text{layer}}^\parallel > \varepsilon_{\text{layer}}^\perp$ for the cases considered in this paper. While the chosen cut-off for the $s$-polarized calculation was found to be 86 nm, the breakdown of the $p$-polarized case occurs at 520 nm, a thickness well beyond our underlying assumption that $w_1D \ll 1$. To provide a better comparison to the $s$-polarized case, we note that (B3) has a relative deviation of approximately 1.5% at $\bar{D}_p = 0.7$ which corresponds to a thickness of 364 nm.

**Appendix C: Energy Conservation**

Here we confirm that our approximate treatment of diffraction and scattering across the grating satisfies energy conservation exactly in the limit of no absorption. To do this, we start with the difference between the total irradiance of the outgoing and incident fields

\[
\Delta I = 2\varepsilon_0 n_1 \sum_m \left( |\vec{E}_{\text{out}}^+ (\kappa_m)|^2 + |\vec{E}_{\text{out}}^- (\kappa_m)|^2 \right) \mathcal{W} (\kappa_m) \cos \theta (\kappa_m) 
= -2\varepsilon_0 n_1 \sum_m \left( |\vec{E}_{\text{in}}^+ (\kappa_m)|^2 + |\vec{E}_{\text{in}}^- (\kappa_m)|^2 \right) \mathcal{W} (\kappa_m) \cos \theta (\kappa_m),
\]

(C1)

where $\mathcal{W} (\kappa_m) \equiv 1$ for propagating fields, and $\mathcal{W} (\kappa_m) \equiv 0$ for evanescent fields, such that (C1) considers the difference in the incoming and outgoing energy from the grating via propagating fields; also $\cos \theta (\kappa_m) = w_1 (\kappa_m) / \bar{\omega} n_1$. Denoting by $\hat{\theta}$ the diagonal matrix with elements $\hat{\theta}_{mm} = 2\varepsilon_0 n_1 \cos \theta (\kappa_m)$ we can write the difference in irradiance as

\[
\Delta I = \left[ \begin{array}{cc} \bar{\vec{E}}_{\text{out}}^+ & \bar{\vec{E}}_{\text{out}}^- \end{array} \right] \mathcal{W} \begin{bmatrix} 0 & \hat{\theta} \ 0 & \hat{\theta} \end{bmatrix} \mathcal{W}^{-1} \begin{bmatrix} \bar{\vec{E}}_{\text{out}}^+ \\ \bar{\vec{E}}_{\text{out}}^- \end{bmatrix} - \left[ \begin{array}{cc} \bar{\vec{E}}_{\text{in}}^+ & \bar{\vec{E}}_{\text{in}}^- \end{array} \right] \mathcal{W} \begin{bmatrix} 0 & \hat{\theta} \ 0 & \hat{\theta} \end{bmatrix} \mathcal{W}^{-1} \begin{bmatrix} \bar{\vec{E}}_{\text{in}}^+ \\ \bar{\vec{E}}_{\text{in}}^- \end{bmatrix},
\]

(C2)

where $\bar{\vec{0}}$ is a $2 (2N + 1) \times 2 (2N + 1)$ matrix of zeros, and $\mathcal{W}$ is a $2 (2N + 1) \times 2 (2N + 1)$ block diagonal matrix with diagonal elements

\[
\mathcal{W} (\kappa_m) = \mathcal{W} (\kappa_m) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

After recalling (47), (C2) becomes

\[
\Delta I = \left[ \begin{array}{cc} \bar{\vec{E}}_{\text{in}}^+ & \bar{\vec{E}}_{\text{in}}^- \end{array} \right] \mathcal{W} \begin{bmatrix} 0 & \hat{\theta} \ 0 & \hat{\theta} \end{bmatrix} \mathcal{W}^{-1} \begin{bmatrix} \bar{\vec{E}}_{\text{in}}^+ \\ \bar{\vec{E}}_{\text{in}}^- \end{bmatrix}.
\]

(C3)

where $\hat{\theta} = \bar{\theta} / \bar{\theta} \mathcal{W}$ and we have made use of the fact that $\bar{\mathcal{W}}^2 = \mathcal{W}$.

For convenience we introduce the matrix

\[
\tilde{\mathcal{C}} = \varepsilon_0 \bar{\mathcal{C}} \bar{\chi}_{\text{tot}} \left( \mathbb{1}_3 - \varepsilon_0 \bar{\mathcal{C}} \bar{\chi}_{\text{tot}} \right)^{-1},
\]

(C4)

where $\bar{\chi}_{\text{tot}} = \bar{\chi}_o + \bar{\chi}_v$. Using (C4), we can write our scattering matrix from (47) as

\[
\mathcal{S} = \begin{bmatrix} \bar{\sigma}_{\text{out}}^+ & \bar{\sigma}_{\text{out}}^- \\ \bar{\sigma}_{\text{in}}^+ & \bar{\sigma}_{\text{in}}^- \end{bmatrix} \left[ \begin{array}{cc} 1 & \tilde{\mathcal{C}}^+ \tilde{\mathcal{C}}^{-1} \ 0 & \tilde{\mathcal{C}}^{-1} \tilde{\mathcal{C}}^+ \end{array} \right] \begin{bmatrix} \bar{\sigma}_{\text{out}}^+ & \bar{\sigma}_{\text{out}}^- \\ \bar{\sigma}_{\text{in}}^+ & \bar{\sigma}_{\text{in}}^- \end{bmatrix},
\]

(C5)

and can then reduce (C3) to
Before further proceeding we note that through the use of (C10) we have
\[ \tilde{I}_\pm = \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{in}} (\tilde{\Theta}^\dagger \tilde{C}_\pm + \tilde{C}_\pm^\dagger \tilde{\Theta} + \tilde{C}_\pm^\dagger \tilde{\Theta}^\dagger \tilde{C}_\pm + \tilde{C}_\pm^{-\dagger} \tilde{\Theta}^{-\dagger} \tilde{C}_\pm^{-\dagger}) \tilde{\sigma}_\pm^{\text{out}} \tilde{\mathcal{W}}, \]
where
\[ \tilde{I}_{\pm\pm} = \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} (\tilde{\Theta}^\dagger \tilde{C}_\pm + \tilde{C}_\pm^\dagger \tilde{\Theta} + \tilde{C}_\pm^\dagger \tilde{\Theta}^\dagger \tilde{C}_\pm + \tilde{C}_\pm^{-\dagger} \tilde{\Theta}^{-\dagger} \tilde{C}_\pm^{-\dagger}) \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}}. \]
(B8)

Before further proceeding we note that through the use of the identity \( \tilde{\sigma}_\pm^{\text{out}} \tilde{\sigma}_\pm^{\text{in}} = \tilde{I}_2 \) we can write
\[ \tilde{\Theta} \tilde{G}^\pm = i \omega e \tilde{D} \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}}, \]
which then allows us to write
\[ \tilde{G}^\pm \tilde{C}_\pm^{\dagger} = i \omega e \tilde{D}_{\text{in}} \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} \left( \tilde{I}_3 - \epsilon_0 \tilde{\chi}_\text{tot} \right)^{-1}, \]
\[ \tilde{C}_\pm^{\dagger} \tilde{\Theta} = -i \omega e \tilde{D}_{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{in}} \tilde{\sigma}_\pm^{\text{out}} \left( \tilde{I}_3 - \epsilon_0 \tilde{\chi}_\text{tot} \right)^{-1}, \]

where in the latter expression we have made use of the fact that \( \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{in}} \) = \( \tilde{\sigma}_\pm^{\text{in}} \tilde{\sigma}_\pm^{\text{out}} \). Next, note that when we premultiply the \( 3 \times 3 \) block diagonal matrix \( \tilde{G}^\pm \) by the \( 3 \times 3 \) block diagonal matrix \( \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} \), we get a block diagonal matrix \( \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} \) in which each block associated with a propagating (diffracted or scattered) order equals the corresponding block of \( \tilde{G}^\pm \), but which vanishes if the block is associated with an evanescent order. In the same way the blocks of \( \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} \) associated with propagating orders equal the corresponding blocks of \( \tilde{G}^\pm \), while those associated with evanescent orders vanish. Recalling that \( \tilde{g} (\kappa_m) = \frac{1}{2} \langle \tilde{G}^\pm (\kappa_m) + \tilde{G}^{-\dagger} (\kappa_m) \rangle \) we have
\[ \tilde{\sigma}_\pm^{\text{out}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} \tilde{G}^\pm + \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} \tilde{G}^{-\dagger} = \tilde{g} - \tilde{g}^{-\dagger}, \]
where the sum on the left hand side will either equal \( 2 \tilde{g} \) or \( 0 \) as \( \tilde{g} (\kappa_m) = -\tilde{g}^{-\dagger} (\kappa_m) \) for propagating orders, while \( \tilde{g} (\kappa_m) = \tilde{g} (\kappa_m) \) for evanescent orders. With this in mind and from the use of (C10) we have
\[ \tilde{G}^\pm \tilde{C}_\pm^{\dagger} + \tilde{C}_\pm^\dagger \tilde{\Theta}^\dagger \tilde{C}_\pm^\dagger + \tilde{C}_\pm^{-\dagger} \tilde{\Theta}^{-\dagger} \tilde{C}_\pm^{-\dagger} \]
Finally, through the substitution of the expressions for \( \tilde{G}^\pm \tilde{C}_\pm^{\dagger}, \tilde{C}_\pm^\dagger \tilde{\Theta}^\dagger \tilde{C}_\pm^\dagger \), and some simple algebra, we find \( \tilde{I}_{\pm\pm} = \Gamma^\pm \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \) and \( \tilde{I}_{\pm\mp} = \Gamma^\mp \tilde{\sigma}_\pm^{\text{in}} \tilde{\mathcal{W}} \), where
\[ \Gamma^\pm = i \omega e \tilde{D}_{\text{in}} \tilde{\mathcal{W}} \tilde{\sigma}_\pm^{\text{out}} \left( \tilde{I}_3 - \epsilon_0 \tilde{\chi}_\text{tot} \right)^{-1}, \]
For non-absorbing gratings \( \tilde{\chi}_\text{tot} \) is Hermitian, \( \tilde{I}_{\pm\pm} = \tilde{I}_{\pm\mp} = 0 \), and \( \Delta = 0 \) from (C7). If absorption is present (C12) and (C7) can be used to calculate its effect on the energy balance between incident and scattered fields.
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A second formal solution of the second of (30) is unphysical, in that it corresponds to values of $\kappa^2/\bar{\omega}\varepsilon_1$ so large that the approximations leading to the derivation of (30) are invalid.