Fasting elicits transcriptional programs in hepatocytes leading to glucose and ketone production. This transcriptional program is regulated by many transcription factors (TFs). To understand how this complex network regulates the metabolic response to fasting, we aimed at isolating the enhancers and TFs dictating it. Measuring chromatin accessibility revealed that fasting massively reorganizes liver chromatin, exposing numerous fasting-induced enhancers. By utilizing computational methods in combination with dissecting enhancer features and TF cistromes, we implicated four key TFs regulating the fasting response: glucocorticoid receptor (GR), cAMP responsive element binding protein I (CREBI), peroxisome proliferator activated receptor alpha (PPARA), and CCAAT enhancer binding protein beta (CEBPB). These TFs regulate fuel production by two distinctly operating modules, each controlling a separate metabolic pathway. The gluconeogenic module operates through assisted loading, whereby GR doubles the number of sites occupied by CREBI as well as enhances CREBI binding intensity and increases accessibility of CREBI binding sites. Importantly, this GR-assisted CREBI binding was enhancer-selective and did not affect all CREBI-bound enhancers. Single-molecule tracking revealed that GR increases the number and DNA residence time of a portion of chromatin-bound CREBI molecules. These events collectively result in rapid synergistic gene expression and higher hepatic glucose production. Conversely, the ketogenic module operates via a GR-induced TF cascade, whereby PPARA levels are increased following GR activation, facilitating gradual enhancer maturation next to PPARA target genes and delayed ketogenic gene expression. Our findings reveal a complex network of enhancers and TFs that dynamically cooperate to restore homeostasis upon fasting.

Transcriptional activation is facilitated by transcription factor (TF) binding at DNA regulatory elements (i.e., enhancers), eventually increasing the rate of gene transcription (Shlyueva et al. 2014). Active enhancers show three key characteristics: (1) an increase in specific histone marks such as H3K27 acetylation (Creighton et al. 2010); (2) enrichment of TF binding events; and (3) increased chromatin accessibility, measured by hypersensitivity to DNase I digestion followed by sequencing (DNase-seq) (Shlyueva et al. 2014). Much of the accessible chromatin structure of enhancers is established during differentiation, allowing cell-type-specific gene expression (Thorman et al. 2012). However, accessibility of enhancers and enhancer marks also dynamically change in terminally differentiated tissues to accommodate signal-dependent gene expression (Grøntved et al. 2013, 2015; Ostuni et al. 2013). Therefore, the established enhancer landscape of the tissue is not static, but rather dynamic and partly mediated by signal-activated TFs affecting chromatin accessibility (Voss and Hager 2014).

It is well established that some TF-bound DNA elements are relatively protected from DNase I digestion, presumably due to physical hindrance of DNase I by the TF (Galas and Schmitz 1978), leading to the presence of “TF footprints.” These footprints are identified genome-wide in DNase I hypersensitive sites (DHS) by calculating the relative decrease in DNase I digestion at TF motifs (Hesselberth et al. 2009; Sung et al. 2016). Thus, in addition to characterizing enhancers genome-wide, DNase-seq can provide a map of TF footprints within enhancers in an unbiased manner (i.e., not necessitating prior knowledge of an involved TF). Although the identification of TF footprints genome-wide is a valuable and promising technique, it is not amenable for all TFs because some of them do not leave a footprint (Sung et al. 2014). The prevalent dogma assumes continuous TF binding from the point of upstream TF activation to the completion of gene induction, a time period ranging from minutes to hours. Widely used techniques such as chromatin immunoprecipitation followed by sequencing (ChIP-seq) have propagated this concept (Spitz and Furlong 2012). With a static model in mind, it was assumed that many TFs bind enhancers simultaneously and reside there for long periods of time. Yet, evidence from single-cell imaging experiments have accumulated to show many TFs reside on DNA for only a few seconds, cycling on and off repeatedly following activation (McNally et al. 2000; Bosio et al. 2006; Sharp et al. 2006). Recently, single-molecule tracking (SMT) allowing imaging of single TFs in real-time was applied to examine TF residence time (Mueller et al. 2013). The handful of TFs tracked to date exhibit DNA residence times in the ranges of seconds (Chen et al. 2014; Izdechin et al. 2014; Morisaki et al. 2014; Swinstead et al. 2016). This important aspect of TF biology has critical ramifications regarding gene expression. By frequently exchanging with DNA,
TFs continuously reassess their environment and can respond quickly to changes in activating signals, enabling the TF to achieve a fine-tuned transcriptional response (Stavreva et al. 2009).

Dynamic binding endows TFs with the ability to indirectly facilitate the binding of other TFs. Two TFs that bind the same DNA element were shown not only to lack competition for DNA binding, but rather augment each other’s binding through increasing DNA accessibility, a phenomenon termed “dynamic assisted loading” (Voss et al. 2011). Such an assisted loading relationship between TFs has been described in several systems (Biddie et al. 2011; Grøntved et al. 2013; Miranda et al. 2013; Madsen et al. 2014; Soccio et al. 2015; Zhu et al. 2015; Swinstea et al. 2016).

Although ample evidence points to the dynamic nature of enhancers and TF activity, how these events come into play following a physiological signal (e.g., hormones, nutritional status) in intact tissues is unexplored. The hepatic response to fasting is an optimal process to study TF dynamics in a physiologically relevant system for several reasons. First, the upstream hormonal and metabolic signals affecting the fasting response are well-defined (Cossman et al. 2001). Second, the fasting response is heavily regulated at the transcriptional level. TFs from various TF families and classes were documented to regulate fasting-related genes: forkhead box proteins (FOXO1, FOXO3, FOXO4, FOXO6, FOXA2); cAMP response element binding proteins (CREB1, CREBH); CCAAT enhancer binding proteins (CEBPA, CEBPB); and nuclear receptors (glucocorticoid receptor [GR], peroxisome proliferator activated receptor alpha [PPARα], thyroid receptor, hepatocyte nuclear factor 4 alpha, retinoic acid receptor, estrogen-related receptor) (for review, see Goldstein and Hager 2015). Third, fuel production during fasting is highly dynamic and is temporally organized. The process of gluconeogenesis (i.e., de novo synthesis of glucose) plays a more prominent role in early fasting, whereas ketogenesis (i.e., the production of ketone bodies from fatty-acid oxidation-derived acetyl CoA) becomes the major fuel-producing pathway as fasting continues (Cahill 2006). Thus, during fasting transcriptional regulation occurs that dynamically adjusts to changes in metabolic needs (Bahar Halpern et al. 2015).

The TFs involved in regulating the fasting response have been studied mostly with a focus on a single TF’s role. A systematic view of the TF network controlling the fasting response and the dynamics of this network is lacking. Thus, identity of the principal TFs that drive the fasting response, the crosstalk between them, and how they cooperate during fasting is largely unknown. Finally, the regulatory mechanism driving the temporal organization of fuel production (gluconeogenesis first with ketogenesis increasing later) is unexplored.

Results

Fasting massively reorganizes hepatic chromatin accessibility to expose ‘fasting-induced enhancers’

To globally evaluate the changes in chromatin landscape following fasting and to map fasting-responsive enhancers in mouse liver, we assessed chromatin accessibility using DNase-seq. We found substantial changes in chromatin accessibility for 3955 DHS sites (Fig. 1A,B), mostly occurring at intergenic regions (Supplemental Fig. S1A). Specifically, there were 1481 fasting-induced DHS sites and 2474 fasting-repressed DHS sites following 24 h of food deprivation (Fig. 1B). We examined whether DNase I hypersensitivity patterns are correlated with changes in H3K27 acetylation, a histone modification marking active enhancers (Creighton et al. 2010). We plotted all fasting-responsive H3K27ac sites that overlap with DHS sites; fasting-induced H3K27ac sites are shown in red, and fasting-repressed H3K27ac sites are shown in blue. Nearly all fasting-induced H3K27ac sites overlapped with fasting-induced DHS; the same pattern was observed for fasting-repressed sites (Fig. 1B). To quantitatively measure a possible correlation between both enhancer features in terms of signal strength, we plotted the overlapping fasting-induced DHS/H3K27ac sites and found the two enhancer marks to be well correlated (Supplemental Fig. S1B). Moreover, during fasting, H3K27ac is higher in fasting-induced DHS sites compared to fasting-repressed DHS sites (Fig. 1C,D). Such broad changes in accessibility suggest extensive alterations in TF occupancy and binding dynamics at these sites during fasting, possibly leading to a highly modulated transcriptional program.

To examine the effect of these alterations in chromatin landscape on gene expression, we measured the changes in the hepatic transcriptome following fasting using RNA-seq (Supplemental Table S1). We found that fasting-induced DHS sites are proximally located to fasting-induced genes (Fig. 1E; Supplemental Table S2), and the DHS signal next to fasting-induced genes is increased following fasting compared to fasting-repressed genes (Supplemental Fig. S1C). Collectively, the data reveal a network of thousands of loci in mouse liver that contain classic enhancer features (DHS, H3K27ac, and proximity to regulated genes). Chromatin accessibility and histone marks are dynamically altered in these loci in response to fasting. Therefore, the loci with increased accessibility were termed “fasting-induced enhancers,” and the reciprocal loci were termed “fasting-repressed enhancers” (Fig. 1B, shaded areas).

Footprint depth of specific TFs, the accessibility proximal to them, and their binding at fasting-induced enhancers increase upon fasting

Having mapped the enhancer regions involved in the fasting response, we sought to identify TFs that regulate fasting-related transcription. Many TFs are known to regulate the fasting response. However, it is not clear which factors play a major role in the response and which factors have a supporting role (Goldstein and Hager 2015). Thus, instead of focusing on TFs from prior knowledge, we utilized an unbiased method to identify fasting-related TFs. We measured two parameters indicative of TF function: footprint depth at TF motifs and motif-flanking chromatin accessibility. An increase in footprint depth following fasting suggests increased TF binding, leading to increased protection from DNase I digestion (Gusmão et al. 2016), whereas increased flanking accessibility suggests TF-mediated opening of chromatin (Fig. 2A; Sherwood et al. 2014).

The difference between the fed and fasted conditions in terms of flanking accessibility and footprint depth for all known TF motifs in all DHS sites was determined (Fig. 2B). As expected, the footprint depth (y-axis) of most TF motifs as well as the flanking accessibility/hypersensitivity around them (x-axis) did not change following fasting, and the majority of TF motifs accumulated around the origin. However, four groups of outliers were observed (for statistical characterization of outliers, see Supplemental Methods; Supplemental Table S3). A group comprised of CEBP and CEBP-like motifs showed increased footprint depth upon fasting, with no increase in accessibility (“Group A”). A second group containing GRE and GRE-like motifs showed increased accessibility upon fasting with no change in footprint depth (“Group B”). A third group comprised of CRE/Jun/ATF motifs (all are highly similar) showed an increase both in footprint depth and accessibility.
upon fasting (“Group C”). Individual plots depicting changes in footprint depth (normalized to changes in flanking accessibility) at representative motifs from Groups A–C are shown in Figure 2C. The CEBP and CRE motifs show deeper footprints in the fasted condition, whereas the GRE motif shows no apparent footprint as previously reported (Sung et al. 2014, 2016).

Last, a group of STAT motifs showed a reciprocal pattern to Group C, whereby both footprint depth and accessibility were decreased upon fasting (“Group D”) (Fig. 2B). The decrease in both footprint depth and flanking accessibility around STAT motifs tends to be decreased by fasting (mostly to the right). These DHS sites tend themselves to be decreased by fasting (mostly to the left). (C,D) DHS (C) and H3K27ac (D) ChIP-seq tag density at fasting-induced enhancers in the fed and fasted states. (E) The number of DHS sites in the vicinity of fasting-induced genes (n = 1055) or unresponsive genes (random set, n = 1055) was plotted as a function of distance from gene transcriptional start site (TSS; plotted in 10-kb bins).

To examine whether the increases in footprint depth and flanking accessibility are indeed directly associated with TF binding, we partitioned genome-wide motif occurrences to TF-bound motifs and unbound motifs (in which a ChIP-seq peak was not called). Flanking accessibility as well as footprint depth at the relevant motifs increased in TF-bound motifs compared to total motifs. In contrast, all unbound motifs presented only marginal increases in the two parameters following fasting, and most of the three major TFs known to bind these motifs in liver and to be involved in the fasting response—CREB1, GR, and CEBPB. The increase in both footprint depth and accessibility around STAT motifs suggests a role for STAT proteins in repressing fasting-related pathways and is consistent with a recent report of STAT3-dependent suppression of gluconeogenesis (Nie et al. 2009).

Enhancer-TF dynamics dictate the fasting response
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Figure 2. An unbiased method for detecting differences in footprinting depth and motif-flanking accessibility reveals the key TFs that bind at fasting-induced enhancers following fasting. (A,B) The number of DNase I cuts (i.e., "cut count") is collected at and around a motif (±100 bp from motif center) in all motif occurrences within DHS sites. This cut count profile is then compared between the fed and fasted conditions, and a delta value is given for each motif ($x$-axis in the scatter plot). Then, a log ratio between the observed and expected (due to DNase I cut bias) cut counts at the motif is calculated. This ratio is normalized to provide a reliable footprint depth value that is unaffected by surrounding hypersensitivity (Methods). The delta value between footprint depth in the fasted and fed conditions is then given for each motif ($y$-axis in the scatter plot). The bigger the size of the circle marking the motif, the deeper the footprint is in the fasted state. Cut count data for B were pooled from three replicates. When single replicates were used, the observed pattern was similar (Supplemental Fig. S1D). (C) Individual normalized footprint depth aggregate plots for the CEBP, CRE, and GRE motifs. Footprint depth is illustrated with horizontal dashed lines: (red) fasted; (blue) fed. (D) Scatter plot depicting changes in footprint depth and hypersensitivity of fasting-related motifs in total liver DHS sites compared to fasting-induced enhancers. (E) Extent of CEBPB, CREB1, and GR binding (measured by ChIP-seq tag density) at fasting-responsive enhancers in liver following fasting (24 h).
unbound motifs were not identified as outliers according to our analysis (Supplemental Fig. S2C; Supplemental Table S3).

In line with the findings in Figure 2, de novo motif analysis revealed that the most highly enriched TF binding motif in fasting-repressed enhancers was STAT. Accordingly, the most highly enriched TF binding motifs in fasting-induced enhancers were CEBP, CREB1, and GR, together with the binding motif for PPARA (Supplemental Fig. S2D). The lack of a footprint at PPARA motifs and only mild changes in accessibility around the motif (Fig. 2B; Supplemental Fig. S2E) explains its absence from the four outlier groups described in Figure 2B. Nonetheless, PPARA did show increased binding at fasting-induced enhancers compared to fasting-repressed enhancers (Supplemental Fig. S2F). Taken together, these data indicate that a particular, context-dependent set of motifs show a deeper footprint in response to fasting, which is associated with increased TF binding. However, some TFs do not leave a detectable footprint but still bind specific regions in a context-dependent manner (i.e., during fasting), leading to chromatin opening at their vicinity. These findings reveal a complex transcriptional response to fasting comprised of several key TFs, raising the

Figure 3. The transcriptional response to fasting in liver is comprised of two TF modules. (A) Nascent RNA levels of fasting-induced genes in primary hepatocytes following a 3-h treatment with different combinations of glucagon (gluc), corticosterone (cort), and WY-14643 (wy). (B) Time course of fasting-induced genes shows an early induction of gluconeogenic genes and a later induction of FAO/ketogenic genes in liver. (C) Glucose production in primary hepatocytes following treatment with different combinations of glucagon, corticosterone, and WY-14643. (D) Nascent RNA levels of Ppara following corticosterone treatment (3 h) in primary hepatocytes. (E) Nascent RNA levels of Pdk4 in primary hepatocytes following 1, 3, and 8 h of treatment with different combinations of WY-14643 and corticosterone. (F) Time course of serum corticosterone and β-hydroxybutyrate levels during fasting. (*) statistical significance (P ≤ 0.05) compared to a nontreated sample (NT) in each time point. (n.s.) Not significant.
possibility of spatial and/or temporal crosstalk between these fasting-related TFs.

Gene regulation during fasting is governed by two TF modules

CREB1 and GR are activated by the major fasting-related hormones glucagon and corticosterone, respectively, whereas PPARA is activated by fatty acids, whose levels increase in hepatocytes during fasting. CEBPB is mostly considered a critical factor, without which the fasting response is significantly impaired, but which is constitutively active in contrast to the other three TFs (Goldstein and Hager 2015). Thus, downstream analyses aiming at deciphering the possible crosstalk between the key TFs would focus on the three signal-activated TFs. We first evaluated gene expression following these fasting-related signals. We treated primary mouse hepatocytes with combinations of glucagon, corticosterone, and a PPARA agonist (WY-14643) and examined fasting-induced genes from our RNA-seq analysis related to gluconeogenesis, FAO, and ketogenesis (Supplemental Table S1). In the event in which one TF cooperates with another TF in increasing transcription, we would expect a synergistic effect, i.e., an increase in transcription in the combined treatment that is greater than the sum of each treatment alone. In contrast, when two TFs independently regulate transcription, the combined treatment should amount only to the sum of two single treatments. Glucagon was able to induce known gluconeogenic genes; this induction was synergized by corticosterone but was either unaffected (Ppargc1a) or even slightly reduced (Tat, Pck1) by PPARA. In contrast, GR and PPARA had a synergistic effect on FAO/ketogenic genes with no substantial effect on these targets by glucagon (Fig. 3A; Supplemental Fig. S3A).

To evaluate these two expression patterns in mice, animals were fasted for varying durations, and gene expression levels were examined. Induction of gluconeogenic genes was evident as soon as 4 h following food removal in line with early activation of gluconeogenesis (Cahill 2006). In contrast, expression of FAO/ketogenic genes only increased at prolonged fasting (24 h) when ketones are produced (Fig. 3B,F). To correlate these gene expression patterns with fuel production, we measured glucose produced by primary hepatocytes in the presence of fasting-related signals. As expected, glucagon increased glucose production. Corticosterone was not able to increase glucose production alone but significantly augmented it in the presence of glucagon. Activating PPARA had no effect on glucose production under any circumstance (Fig. 3C). These observations are in line with the above findings showing the involvement of GR and CREB1, but not PPARA, in a gluconeogenic gene program. These data suggest that the transcriptional response to fasting is governed by two TF modules. One module is mediated by CREB1-GR crosstalk, resulting in synergistic expression of gluconeogenic genes at short fasting periods. The other module, brought about by GR-PPARA crosstalk, leads to increased FAO/ketogenic gene expression as fasting persists and gluconeogenic precursors are depleted.

One possible route by which the GR-PPARA module operates is through a "TF cascade," namely, one TF increases the level of the second TF thereby indirectly augmenting its activity. This option seemed plausible due to GR being able to induce the expression of the gene encoding PPARA in primary hepatocytes (Fig. 3D), in agreement with previous studies (Lemberger et al. 1994; Steiniger et al. 1994). Furthermore, GR bound at a fasting-induced enhancer within the Ppara gene body upon food removal, suggesting direct evidence of Ppara by GR during fasting (Supplemental Fig. S3B). Evidence to support the TF cascade model came from a time-course experiment wherein the transcript levels of FAO/ketogenic genes were measured. Nascent transcripts rather than mature RNA levels were measured to reflect transcriptional activation and not post-transcriptional events (to achieve this, we amplified regions spanning intron-exon junctions). We determined that the levels of FAO/ketogenic genes increase as early as 1 h of PPARA activation. At this time point, cotreatment with corticosterone did not augment induction. However, following 3 h of cotreatment, transcript levels increased significantly, whereas the levels of transcript in the single treatment condition began to decrease. This pattern was even more pronounced after 8 h of treatment, and in several examined genes, it was only apparent at that time point (Fig. 3E; Supplemental Fig. S3C). The expression pattern identified here is consistent with a TF cascade model in which GR gradually affects PPARA activity only at later time points, after PPARA gene induction and protein synthesis have been initiated. Although the primary induction in the single treatment wanes quickly, the continuous increase in PPARA in the presence of corticosterone prolongs the effect of WY-14643. However, we cannot exclude that some of the increased PPARA activity is due to a corticosterone-dependent increase in endogenous PPARA ligands.

The timeline of this TF cascade is strengthened by evidence from measurements in fasted mice. Corticosterone levels started to increase at midterm fasting (10 h), consistent with previous reports (Champy et al. 2004). Conversely, the main ketone body, β-hydroxybutyrate, was not increased until 24 h of fasting accompanied by a further increase in corticosterone and induction of PPARA transcript levels (Fig. 3F; Supplemental Table S1). Thus, corticosterone levels rose several hours prior to ketogenesis and prior to the increase in the levels of PPARA, the major ketogenic TF. We then evaluated enhancer activity using H3K27ac ChIP-seq through the course of fasting. The increase in H3K27ac signal at fasting-induced enhancers harboring a PPARA motif became more apparent and significant at long-term fasting (24 h) compared with midterm fasting (10 h), suggesting increased enhancer activity in prolonged fasting (Supplemental Fig. S3D). Accordingly, the increase in H3K27ac signal next to PPARA target genes markedly increased 24 h following food removal, with only modest increases at 10 h of fasting (Supplemental Fig. S3E). Taken together, the findings presented in Figure 3 delineate the progression of the transcriptional response to fasting from a CREB1-GR-based gluconeogenic program to a GR-PPARA FAO/ketogenic program.

GR assists the loading of CREB1 at multiple genomic loci to augment gene expression

To examine the modus operandi of the CREB1-GR module, we performed a time-course experiment measuring the nascent transcript levels of CREB1-GR synergistic genes following glucagon alone or in combination with corticosterone. The rapid gene induction (1 h following glucagon treatment) resembled the pattern observed in the PPARA target gene in the single treatment (Fig. 3E). However, in stark contrast to the delayed synergistic effect seen in the GR-PPARA module, we observed a rapid synergistic effect between glucagon and corticosterone. Transcript levels synergistically rose 1 h following treatment. In some cases, transcript levels began to decrease already by 3 h (Fig. 4A; Supplemental Fig. S4A). This observation suggests that CREB1 and GR directly cooperate to regulate transcription. To examine the nature of that cooperation, we performed ChIP-seq of CREB1 in primary hepatocytes following short (1 h) single and dual treatments. As expected, glucagon-dependent CREB1 binding events were
observed next to Tat, a CREB1-regulated gene (Fig. 4B). Remarkably, cotreatment with corticosterone (which leads to synergized Tat expression as shown in Fig. 3A) led to a major increase in CREB1 binding upstream of Tat. Moreover, these sites (as well as others) became more accessible following fasting, suggesting similar events take place in the liver during fasting (Fig. 4B; Supplemental Fig. S4B). Similarly to gene expression and glucose production patterns, corticosterone did not significantly affect CREB1 binding in the absence of glucagon (Supplemental Fig. S4C). To determine whether this is a global phenomenon, we performed several genome-wide analyses. First, comparing the total number of CREB1 binding sites between the single and dual treatments revealed that the dual treatment doubled CREB1 binding events (3452 sites in glucagon-treated cells vs. 7081 sites in the dual treatment group) (Fig. 4C). In addition to the absolute number of sites, cotreatment led to a twofold increase in CREB1 intensity at 39% of sites, whereas only a negligible 0.3% of sites showed decreased CREB1 binding (Fig. 4D). Furthermore, corticosterone-increased CREB1 sites generally show more CREB1 binding than corticosterone-unaffected sites, affirming the augmenting effect of corticosterone on CREB1 binding (Fig. 4E,F).

Notably, some CREB1-bound loci were unaltered by corticosterone. In accordance, glucagon-induced gluconeogenic genes adjacent to these sites were unaltered by corticosterone (Supplemental Fig. S5A–C). This suggests that GR affects glucagon-dependent transcription only on a subset of enhancers, where it assists CREB1 loading, and does not indiscriminately augment CREB1 DNA binding activity. To address that possibility, we performed ChIP-seq of GR in primary hepatocytes. Indeed, GR colocalized with CREB1 at corticosterone-increased CREB1 sites at the Tat locus (Fig. 4B). Globally, GR binding was significantly increased in the vicinity of the 3678 CREB1 sites augmented by corticosterone (i.e., the sites unique to the dual treatment). This was evident both in terms of binding intensity (Fig. 5A,B) and in the number of GR binding events adjacent to CREB1 sites (Fig. 5C). We also found that in liver, corticosterone-increased CREB1 sites generally show more CREB1 binding than corticosterone-independent sites, affirming the augmenting effect of corticosterone on CREB1 binding (Fig. 4E,F).
are opened following GR activation by dexamethasone (a synthetic GR agonist) more readily than unaffected sites as measured by DNase-seq (Figs. 4B, 5D, E). Linking this effect of GR to fasting, we observed that fasting-induced enhancers also become more accessible by dexamethasone (Fig. 5F, G).

Furthermore, we isolated corticosterone-increased CREB1 sites with the highest GR ChIP-seq signal \( (n = 1230) \) and analyzed them for motif enrichment. In further support of an assisted loading model, the top motif was the CRE \( (P = 10^{-161}) \) with the GRE ranking second \( (P = 10^{-152}) \) compared to either total CREB1 binding sites \( (n = 7130) \), where CRE was the top motif \( (P = 10^{-642}) \) and GRE only ranking 24th \( (P = 10^{-78}) \), or to a random set of enhancers \( (n = 1230) \) where GRE was not enriched altogether. These observations further attest to GR’s role in opening fasting-induced enhancers and facilitating CREB1 binding and are in agreement with the finding that among all known motifs, the highest change in accessibility following fasting was documented around the GR motif (Fig. 2B).

Next, we measured transcript levels in the presence of an inhibitor of GR trans-activation (RU486). The synergistic effect corticosterone has on glucagon-induced genes \( (Tat, Ppargc1a, Pck1) \) was completely abolished upon RU486 treatment. Conversely, RU486 did not affect glucagon-induced genes that show no corticosterone-dependent increase in CREB1 binding or synergistic gene expression \( (Ggpc, Nrd1) \) (Supplemental Fig. S5D). Thus the synergistic effect of corticosterone is mediated by GR and not mineralocorticoid receptor, a different corticosterone-activated TF that is not inhibited by RU486 (Cadepond et al. 1997).

Collectively, the data suggest a mode of action, whereby GR augments CREB1 binding through increasing enhancer accessibility and allowing synergistic gene expression. This dynamic assisted loading mechanism is likely independent of physical interaction between the two TFs because it is enhancer-selective and does not encompass the entirety of CREB1 binding sites. Moreover, GR-dependent increases in chromatin accessibility are abundant in fasting-induced enhancers, causally linking GR to chromatin rearrangements during fasting.

GR increases the number of bound CREB1 molecules and their DNA residence time

The preceding observations clearly point to a facilitating effect of GR on CREB1 binding, CREB1-dependent gene expression, and glucose production. To examine the real-time dynamics of this relationship, we tracked CREB1 movement at the single-molecule level. We were unable to image single molecules in primary hepatocytes owing to technical reasons (Supplemental Methods). Thus, we utilized HepG2 cells, which are of hepatic origin and preserve many hepatic-related features including glucagon- and corticosterone-induced gene expression profiles. Using Halo-Tag-fused CREB1 and the JF549 dye (which covalently binds to the HaloTag) (Grimm et al. 2015), we identified and tracked single CREB1 molecules using highly inclined laminated optical sheet (HILO) illumination (Tokunaga et al. 2008). Quantitative analysis of large track sets (Supplemental Fig. S6A) revealed that about half of CREB1 molecules are chromatin-bound at a given time. Within

Figure 5. GR binds at corticosterone-increased binding sites and increases their accessibility. (A, B) Corticosterone-increased CREB1 binding sites show more GR binding than corticosterone-unaffected sites (measured by ChIP-seq tag density). \( (\ast\ast) \) Statistical significance \( (P \leq 0.0001) \). (C) The number of GR peaks in the vicinity of cort-unaffected or cort-increased CREB1 peaks was plotted as a function of distance from CREB1 peak center (plotted in 50-bp bins). (D, E) Corticosterone-increased CREB1 binding sites show more DNase I hypersensitivity than corticosterone-unaffected sites in livers from adrenalectomized mice treated with dexamethasone (dex, 1 mg/kg) for 1 h, DNase-seq data were generated and described in Grøntved et al. (2013) (measured by DNase-seq tag density). \( (\ast\ast) \) Statistical significance \( (P \leq 0.0001) \). (F, G) GR increases DNase I hypersensitivity at fasting-induced enhancers (measured by DNase-seq tag density). Adrenalectomized mice were treated with dexamethasone (dex, 1 mg/kg) for 1 h, DNase-seq data were generated and described in Grøntved et al. (2013). \( (\ast\ast) \) Statistical significance \( (P \leq 0.0001) \).
Forkoslin; (dex) dexamethasone. (Fig. S6B). This indicates that the DNA-bound population of molecules is divided into two mathematically distinguished subpopulations, or two fractions: a short-lived (T_{fs}) fraction and a slow-bound (T_{ss}) fraction. Previous reports suggest that the slow fraction of molecules represents specific binding events associated with enhancers or promoters, whereas the fast fraction defines nonspecific binding to chromatin or a DNA scanning mechanism (Chen et al. 2014; Morisaki et al. 2014; Swinstead et al. 2016).

To examine a potential effect of GR on the binding properties of CREB1, we cotreated cells with forskolin (a CREB1 agonist) and dexamethasone and tracked single CREB1 molecules in live cells. These agonists are commonly used in liver cell lines to achieve maximal activity of these two TFs (Goldstein et al. 2013). Indeed, forskolin led to CREB1 phosphorylation as well as to induction of CREB1 target genes, whereas dexamethasone led to GR nuclear localization and induction of GR target genes (Supplemental Fig. S6C–E). Both the residence time of CREB1 molecules on DNA and the amount of slow-bound molecules increased upon forskolin treatment. Remarkably, cotreatment with dexamethasone led to a further increase in both DNA residence time and the DNA-bound fraction of CREB1 molecules (Fig. 6A; B; Supplemental Fig. S6B; Supplemental Movies S1–S3). These real-time observations portray GR as a facilitating factor to productive CREB1 binding and are in agreement with our findings showing an assisted loading mechanism for the two TFs.

**Discussion**

Mammals have adapted to periods of nutrient deprivation by activating fuel-producing pathways such as gluconeogenesis and ketogenesis. Both pathways are supported by ATP produced in liver by FAO, which also provides precursors for ketogenesis (Goldstein and Hager 2015). A major conclusion drawn from our observations is the significant contribution of enhancer and TF dynamics to these frequently occurring metabolic events. Upon fasting, a global effect on chromatin landscape was evident with thousands of sites altering their accessibility to TFs, resulting in a prominent effect on the transcriptome. This finding expands beyond the common tendency to focus only on the induction of a few gluconeogenic genes (mainly Pck1 and G6pc) as the main events in fasting-related transcription.

We used several unbiased genomic methodologies to isolate key fasting-related TFs from the chromatin landscape data. We developed a program for detecting differences in TF footprint depth and motif-flanking accessibility. Successful attempts at deriving TF activity from footprint depth (Gusmão et al. 2016) or flanking accessibility (Sherwood et al. 2014) were reported. Our algorithm combines these two attributes to provide a bivariate prediction for TF activity. Using this program, we found motifs with increased protection from DNase I (i.e., deeper footprint) and higher flanking accessibility upon fasting. Footprint detection is a powerful approach because it does not rely on prior knowledge of a specific TF or of a subset of genomic loci. Moreover, this method measures biological properties that are directly indicative of TF function. However, the main pitfall is that not all specifically bound TFs protect motif DNA from DNase I digestion (Sung et al. 2014). Thus, the program we developed also measures changes in motif-flanking accessibility that are thought to result from secondary events following TF binding (e.g., recruitment of chromatin-modifying machinery and histone modifying enzymes) (Voss and Hager 2014).

Indeed, using this program, we were able to detect GR, a key fasting-related TF that does not leave a footprint. Combining these two TF-derived parameters provides a motif-wide map of key TFs that can be used to analyze the footprinting data from different TFs. Additionally, we found enriched motifs within fasting-induced enhancers. Motif enrichment is also a useful approach, but it is weakened by the need to analyze only a subset of genomic loci (e.g., fasting-induced enhancers) rather than use the entire enhancer landscape as was done in the presented algorithm. These
two complementary approaches independently detected three key TFs—CEBPB, CREB1, and GR—focusing our attention on them. We also included PPARA (which was only detected through motif enrichment) for further analyses due to its well established role in the hepatic fasting response. These unbiased approaches provided evidence for the involvement of these TFs in the global response to fasting. Attention to these factors is further supported by their strong tendency to bind fasting-induced enhancers and their documented role in certain aspects of the fasting response (Goldstein and Hager 2015).

Using an ex vivo approach to examine fasting-induced genes, we found two transcription-regulating modules dominated by GR-CREB1 crosstalk (in the gluconeogenic module) and GR-PPARA crosstalk (in the FAO/ketogenic module). The FAO/ketogenic module operates through a TF cascade, whereby GR induced the PPARA gene. This leads to a gradual increase in ketogenic enhancer activity and late induction of ketogenic genes, resulting in activation of ketogenesis only in prolonged fasting. In contrast, the gluconeogenic module functions through a rapid and dynamic assisted loading mechanism. Upon activation by corticosterone, GR binds near CREB1 binding sites, making the enhancer chromatin structure more accessible. This results in increased CREB1 binding, synergistic gene induction, and higher glucose production.

Direct physical interaction between TFs is the commonly offered model for synergistic gene expression. Our findings would argue against this model. Synergistic gene expression was only evident in a subset of gluconeogenic genes, and GR-dependent CREB1 assisted loading was only apparent in a subset of CREB1 binding sites. In line with the genomic data, the SMT findings show that activation of GR affected only a fraction of CREB1 molecules rather than shifting the binding kinetics of the entire population of CREB1 molecules. The fact that many CREB1 molecules are unaffected by GR explains the mild (but significant nonetheless) effect of GR on CREB1 real-time dynamics. Taken together, we provide evidence from molecular, biochemical, genomic, and live-cell imaging approaches to describe a dynamic assisted loading mechanism resulting in synergistic gene expression and culminating in increased glucose production.

From a metabolic standpoint, our findings delineate the transcriptional regulatory events underlying temporally organized fuel production during fasting. Glucagon is secreted promptly after the decrease of blood glucose levels, leading to CREB1 activation (Altarejos and Montminy 2011). Upon subsequent secretion of corticosterone at midterm fasting, GR is activated and augments a CREB1-dependent gluconeogenic gene program. Additionally, GR induces PPARA expression and boosts a PPARA-dependent ketogenic gene program that is at play during longer fasting periods (Fig. 6C). In summary, our findings shed light on the intricate regulatory events underlying temporally organized fuel production by hormonal signals and reveal the major role of enhancer and TFs dynamics in homeostatic gene regulation.

Methods

Animals and fasting procedure
Male C57BL/6 mice (8–12 wk old) purchased from Charles River were maintained according to NIH guidelines under 12-h light–dark cycles (lights on at 6 a.m.). In fasting experiments, food was removed at 6 a.m. Excluding fasting time-course experiments, the fed group was fed ad libitum. For collection of liver tissue, mice were sacrificed by cervical dislocation.

For fasting time-course experiments, each group contained at least six mice; error bars in qPCR represent SEM between biological replicates (the SEM is calculated for the normalized average cycle threshold (ct) value of two technical replicates per mouse). Control mice were fasted and then re-fed for 2 h. For collection of liver tissue, mice were sacrificed by cervical dislocation. For collection of blood metabolites/hormones, mice (n = 6, error bars in Fig. 1F represent SEM) were anesthetized using isoflurane, and blood was extracted by cardiac puncture. Blood was kept at 4°C overnight. Serum was isolated after centrifugation of 20,000 relative centrifugal force for 1 min at 4°C. Glucose was measured from 2 μL of serum using a OneTouch glucometer (BD). β-hydroxybutyrate was measured from 3 μL of serum using β-hydroxybutyrate assay kit (Sigma, MAK041). Corticosterone was measured from 15 μL of serum using RIA (Ani-Lytics).

Isolation of primary mouse hepatocytes, reagents, and Western blot procedure are described in the Supplemental Methods.

DNase I hypersensitivity assay
DNase-seq was essentially performed as previously described (Grøntved et al. 2012). Briefly, isolated nuclei from fresh livers were treated with 40 units/mL DNase I and DNA fragments of 100–500 bp were purified using sucrose gradients. DNA was precipitated and reconstituted in nuclease free H2O. Each group contained three mice.

Hepatic glucose production
One day following isolation, primary hepatocytes (1.7 × 10⁵ cells/well in 12-well plates) were incubated with “starvation media” (DMEM without glucose, pyruvate, glutamine, or phenol red; Gibco, A14430-01) for 24 h. Then, starvation media containing pyruvate (5 mM) and glutamine (5 mM) was added along with glucagon, corticosterone, and WY-14643 as described in Figure 3C legend. Following 24 h, 40 μL of media was sampled, and glucose was measured using the glucose oxidase colorimetric method according to the manufacturer’s instructions (Sigma, GAGO20). The experiment was replicated three independent times. Error bars represent SD of three technical replicates.

Sequencing, initial data analysis, and peak calling
Chromatin immunoprecipitation is described in the Supplemental Methods. Sequence reads (50-mer) were generated for ChIP-seq and DNase-seq experiments on the Illumina HiSeq 2000 and Illumina NextSeq 500 platforms at the Advanced Technology Center (ATC), National Cancer Institute (NCI), and the tags were uniquely aligned to the mouse reference genome (NCBI37/mm9 assembly). Regions of enriched tags known as “hotspots” (i.e., peaks) were determined using the algorithms and methods previously described with minor modification (http://sourceforge.net/projects/dnase2hotspots) (Baek et al. 2012). Replicate concordant hotspots have been calculated between replicates. For each individual replicate, hotspot regions were called with a minimal threshold (Z-score >2), and initial replicate concordant regions were defined as the intersection of hotspots between replicates. Then, the tags from each replicate are combined, and hotspots from the pooled tags are determined using a false discovery rate (FDR) of 0%. Finally, replicate concordant hotspots were defined as the intersection of the FDR-thresholded set of hotspots from the merged data and the initial replicate concordant regions.
Tag density profiles (used for genome browser screenshots)
We constructed a tag density profile of the data by extending each mapped read to the 150-bp length into the 3' direction relative to that strand and counted the distribution of tag counts over the genome. The scale factor is given by 10 million/the total number of nonmitochondrial reads. By multiplying the scale factor, the normalized tag density profiles were obtained.

Differential DHS and H3K27ac sites
Differentially regulated DHS and H3K27ac sites were identified using DESeq (Anders and Huber 2010) from three biological replicates (fold change ≥2, adjusted P-value ≤0.05) (Supplemental Table S5). Normalization was performed using the standard normalization provided in the DESeq Bioconductor package (version 1.22.1) by calling the estimateSizeFactors and sizeFactors functions, and based on the hypothesis that a majority of genes/sites are not differentially expressed, a scaling factor is computed for each lane, and raw read counts were multiplied by the associated scaling factor.

Analysis of corticosterone-affected CREB1 binding sites
Two replicates of glucagon-treated cells and dual treated cells (glucagon+corticosterone) were used for CREB1 ChIP-seq (peak maximal densities were well correlated between replicates as determined with linear regression: $R^2 = 0.8217$ and 0.8586, respectively). Corticosterone-affected CREB1 sites were determined by a twofold change or higher in the site's maximal density value in the gluc-cort condition compared to the gluc condition (Supplemental Table S4). CREB1 binding sites with maximal tag density lower than 30 were excluded.

Differentially regulated genes
RNA isolation and quantitative real-time PCR (qPCR) are detailed in the Supplemental Methods. Significant change of RNA expression was analyzed by Cufflinks and CuffDiff (Trapnell et al. 2010) using three replicates (fold change cutoff ≥1.5, Q-value ≤0.05) (Supplemental Table S1).

Scatterplots
DHS/H3K27ac scatterplot
Commonly enriched sites of DHS and H3K27ac were defined as DHS hotspot sites that are located within 1 kb of a H3K27ac site. The values of the x-axis are the maximum tag counts in commonly enriched DHS sites, and the corresponding y-axis values are the maximum tag count of the nearest H3K27ac site. Tag counts were normalized to 10 million reads. The $R^2$ value was calculated by Spearman correlation.

CREB1 binding scatterplot
The fold change (glucagon+cort/glucagon) in maximal tag density is plotted for each CREB1 hotspot.
Footprint depth calculation, flanking accessibility, and the resulting scatterplot are described in the Supplemental Methods.

Volcano plot
The x-axis shows the log2 fold change between the fasted and fed conditions of the tag count of the sites. The y-axis shows the negative log10 transformed adjusted P-values of the t-test. DHS sites overlapping H3K27ac sites are color coded as described in Figure 1B. Overlap parameters: The maximal density of a H3K27ac site is 1 kb or closer to the maximal density of a DHS site.

Motif analysis, genome annotation, and binned genomic distance analysis
Analyses were performed using HOMER (http://homer.salk.edu/homer/) (Heinz et al. 2010). The analysis described in Supplemental Figure S2 is de novo motif analysis, and all enriched motifs are presented. The known motif analysis described in Figure 5 was done on three groups of sites: (1) a group of corticosterone-increased CREB1 sites overlapping with GR binding sites with the highest GR signal (maximal tag density ≥10; $n = 1230$, “Assisted loading cluster”) (Supplemental Table S4); (2) total CREB1 sites ($n = 7130$); and (3) a random set of DHS sites ($n = 1230$). The distance of GR peaks from CREB1 peaks and DHS sites from TSS was also done using HOMER.

Box plots and aggregation plots
Box plots represent sequenced tag density (per bp) around ±100 bp the center of fasting-altered DHS sites or ChIP-seq peak or around ±5000 bp fasting-altered genes (generated using HOMER). The mean is denoted by a “*” sign. SMT box plots represent the distribution of individual dwell times for each single molecule in the slow long-lived fraction. The distribution is used to calculate the residence time of CREB1. Outliers, representing molecules with residence time over the one-and-a-half times the interquartile range of the box plot, are not shown.
Aggregation plots represent average sequenced tag density (10-bp bins) around ±500 bp the center of fasting-altered DHS sites or ChIP-seq peak (generated using HOMER). Single-molecule tracking and the resulting box plot are described in the Supplemental Methods.

Statistics
Asterisks denote statistical significance ($P \leq 0.05$) (double asterisks, $P \leq 0.0001$) compared to control or to indicated sample as determined by an unpaired, two-tailed t-test (n.s. = not significant). P-value in the SMT dwell time comparison represents a two-sample Kolmogorov Smirnov test defined by the brackets shown above the box plots in Figure 6B.

Published data sets
The GR-dependent DHS raw data were obtained from GEO (GSE46047) (Grøntved et al. 2013). PPARA ChIP-seq raw data were obtained from GEO (GSE35262) (Boergesen et al. 2012).

Study approval
All animal procedures were approved by the Animal Users and Care Committee, the National Cancer Institute, National Institutes of Health.

Data access
All high-throughput sequencing data from this study are summarized in Supplemental Table S6 and have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) under accession number GSE72087.
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