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ABSTRACT. Using the invariant theory of arc spaces, we find minimal strong generating sets for certain cosets of affine vertex algebras inside free field algebras that are related to classical Howe duality. These results have several applications. First, for any vertex algebra \( V \), we have a surjective homomorphism of differential algebras \( \mathbb{C}[J_\infty(X_V)] \to \text{gr}^F(V) \); equivalently, the singular support of \( V \) is a closed subscheme of the arc space of the associated scheme \( X_V \). We give many new examples of classically free vertex algebras (i.e., this map is an isomorphism), including \( L_k(\mathfrak{sp}_{2n}) \) for all positive integers \( n \) and \( k \). We also give new examples where the kernel of this map is nontrivial but is finitely generated as a differential ideal. Next, we prove a coset realization of the subregular \( \mathcal{W} \)-algebra of \( \mathfrak{sl}_n \) at critical level that was previously conjectured by Creutzig, Gao, and the first author. Finally, we give some new level-rank dualities involving affine vertex superalgebras.

1. INTRODUCTION

1.1. Invariant theory of arc spaces. In a series of papers [LS1, LS2, LS3], we have proven the arc space analogues of the first and second fundamental theorems of invariant theory for the general linear, special linear, and symplectic groups over an arbitrary algebraically closed field \( K \). We briefly recall these results. First, given an irreducible scheme \( X \) of finite type over \( K \), the arc space \( J_\infty(X) \) is determined by its functor of points. For every \( K \)-algebra \( A \), we have a bijection

\[
\text{Hom}(\text{Spec } A, J_\infty(X)) \cong \text{Hom}(\text{Spec } A[[t]], X).
\]

If \( i : X \to Y \) is a morphism of schemes, we get a morphism of schemes \( i_\infty : J_\infty(X) \to J_\infty(Y) \).

Given an algebraic group \( G \) over \( K \), \( J_\infty(G) \) is again an algebraic group. If \( V \) is a finite-dimensional \( G \)-module, there is an induced action of \( J_\infty(G) \) on \( J_\infty(V) \), and the invariant ring \( K[J_\infty(V)]^{J_\infty(G)} \) was studied in our earlier paper [LSS1] with Schwarz. The quotient morphism \( V \to V/G \) induces a morphism \( J_\infty(V) \to J_\infty(V/G) \), so we have a morphism

\[
J_\infty(V) \to J_\infty(V/G).
\]

In particular, we have a ring homomorphism

\[
K[J_\infty(V/G)] \to K[J_\infty(V)]^{J_\infty(G)}.
\]

In the case \( K = \mathbb{C} \), if \( V/G \) is smooth or a complete intersection, and \( K[V] \) has no nontrivial one-dimensional \( G \)-invariant subspaces, it was shown in [LSS1] that (1.2) is an isomorphism, although in general it is neither injective nor surjective. The following results were proven in [LS1, LS2, LS3].
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Theorem 1.1. (1) For $n \geq 1$, let $G = GL_n(K)$ and let $W = K^\oplus n$ be the standard module. Let $V = W^\oplus p \oplus (W^*)^\oplus q$ be the sum of $p$ copies of $W$ and $q$ copies of the dual module $W^*$. Then for all $p, q$, (1.2) is an isomorphism.

(2) For $n \geq 2$ an even integer, let $G = Sp_n(K)$ and let $W = K^\oplus n$ be the standard module. Let $V = W^\oplus p \oplus (W^*)^\oplus q$ be the sum of $p$ copies of $W$ and $q$ copies of the dual module $W^*$. Then for all $p, q$, (1.2) is an isomorphism.

(3) For $n \geq 2$, let $G = SL_n(K)$ and let $W = K^\oplus n$ be the standard module. Let $V = W^\oplus p \oplus (W^*)^\oplus q$ be the sum of $p$ copies of $W$ and $q$ copies of the dual module $W^*$. Then

(i) If $p, q \leq n + 2$, (1.2) is an isomorphism.

(ii) If $\max \{p, q\} > n + 2$, (1.2) is surjective but not injective. When $\text{char } K = 0$, its kernel coincides with the nilradical $\mathcal{N} \subseteq K[\mathcal{J}(V//G)]$, and an explicit finite generating set for $\mathcal{N}$ as a differential ideal is given by Corollary 4.4 of [LS3].

These results were proven by constructing a standard monomial basis for the invariant spaces which extends the standard monomial basis in the classical setting. In this paper, we present some applications of these results to vertex algebras, and throughout the paper we will assume that $K = \mathbb{C}$.

1.2. Vertex algebra coset problem. Given a vertex algebra $A$ and a subalgebra $V \subseteq A$, the coset $C = \text{Com}(V, A)$ is the subalgebra of $A$ which commutes with $V$. If $V$ is a homomorphic image of an affine vertex algebra $V^k(g)$ for some Lie algebra $g$, $C$ is called an affine coset and it is just the invariant space $A^g[t]$. Many interesting vertex algebras can be realized as affine cosets, including the principal $W$-algebras of types $A, B, C, D$ as well as principal $W$-superalgebras of $osp_{1|2n}$ [ACL2, CL4]. There is a large class of vertex superalgebras $A^k$ which depend continuously on the parameter $k$ and admit a homomorphism $V^k(g) \to A^k$, such that the coset $C^k = \text{Com}(V^k(g), A^k)$ can be described for generic values of $k$ by passing to the $\text{large } k$ limit, which is isomorphic to a certain orbifold of a free field algebra. This method was developed by the first author and Creutzig in [CL1, CL3, CL4] and applies when $A^k$ is any $W$-algebra $W^k(g, f)$ where $g$ is a simple Lie superalgebra and $f$ is an even nilpotent element of $g$.

However, there are many affine cosets that cannot be studied using these methods. For example, given a finite-dimensional Lie algebra $g$ and finite-dimensional $g$-modules $V$ and $W$, there are induced homomorphisms

$$ V^{-k}(g) \to S(V), \quad V^l(g) \to E(W), \quad V^{-k+l}(g) \to S(V) \otimes E(W). $$

Here $S(V)$ and $E(W)$ denote the $\beta\gamma$-system and $bc$-system associated to $V$ and $W$, respectively, and $k, l$ are certain positive rational numbers. We denote the images of these affine vertex algebras by $\tilde{V}^{-k}(g), \tilde{V}^l(g),$ and $\tilde{V}^{-k+l}(g)$, respectively. When $g$ is one of the classical Lie algebras and $V, W$ are sums of copies of the standard module, cosets of the form

$$ \text{Com}(\tilde{V}^{-k}(g), S(V)) = S(V)^g[t], \quad \text{Com}(\tilde{V}^l(g), E(W)) = E(W)^g[t], $$

$$ \text{Com}(\tilde{V}^{-k+l}(g), S(V) \otimes E(W)) = (S(V) \otimes E(W))^g[t], $$

are related to classical Howe duality [H], and have been studied by several authors [LSS2, AKMPP, Gai]. One of the difficulties in describing $S(V)^g[t]$ is that when $k < h^\vee$, $\tilde{V}^{-k}(g)$ can be a quotient of $V^{-k}(g)$ which is not the simple quotient, and it need not act semisimply on $S(V)$; the same can hold for the other cosets in (1.3).

A method for studying such cosets using the invariant theory of arc spaces was introduced in our joint paper with Schwarz [LSS2]. First, $S(V)$ has a good increasing filtration such that
the associated graded algebra
\[ \text{gr}(S(V)) \cong \mathbb{C}[J_{\infty}(V \oplus V^*)], \]
and \( \text{gr}(S(V))^{[1]} \cong \mathbb{C}[J_{\infty}(V \oplus V^*)]^{[1]} \). Here \( G \) is a connected Lie group whose action is infinitesimally generated by the action of \( \mathfrak{g} \). Via the inclusion \( f : S(V)^{[1]} \hookrightarrow S(V) \), the filtration on \( S(V) \) induces a filtration on \( S(V)^{[1]} \) and we denote its associated graded algebra by \( \text{gr}_f(S(V)^{[1]}) \). There is a homomorphism
\[ (1.4) \quad \text{gr}_f(S(V)^{[1]}) \twoheadrightarrow \text{gr}(S(V))^{[1]}, \]
which need not be surjective. However, if both \( (1.4) \) and the map \( \mathbb{C}[J_{\infty}((V \oplus V^*)/G)] \rightarrow \mathbb{C}[J_{\infty}(V \oplus V^*)]^{[1]} \) given by \( (1.2) \) are surjective, the generators of \( \mathbb{C}[V \oplus V^*]^{G} \) will give rise to strong generators for \( S(V)^{[1]} \) as a vertex algebra. Finally, suppose that \( U \) is a \( G \)-module such that for all \( m \geq 1, (1.2) \) is surjective for \( V = (U \oplus U^*)^{[1]} \). Then for \( V = U^{[m]} \) and \( W = U^{[r]} \), we can use this approach to find strong generating sets for \( \mathcal{E}(W)^{[1]} \) and \( (S(V) \otimes \mathcal{E}(W))^{[1]} \) as well.

In \([LSS2]\), we considered the cases where \( \mathfrak{g} \) is one of the classical Lie algebras and \( V \) is a sum of \( m \) copies of the standard module. We were able to describe \( S(V)^{[1]} \) in all cases when \( (V \oplus V^*)/G \) is an affine space, and all cases where it is a complete intersection and \( \mathfrak{g} = \mathfrak{sl}_n \) or \( \mathfrak{sp}_{2n} \), namely,
\begin{enumerate}
  \item \( \mathfrak{g} = \mathfrak{sl}_n \) and \( V = (\mathbb{C}^n)^{[m]} \) for all \( m \leq n \).
  \item \( \mathfrak{g} = \mathfrak{so}_n \) and \( V = (\mathbb{C}^n)^{[m]} \) for all \( m < \frac{n}{2} \).
  \item \( \mathfrak{g} = \mathfrak{sp}_{2n} \) and \( V = (\mathbb{C}^{2n})^{[m]} \) for all \( m \leq n + 1 \).
  \item \( \mathfrak{g} = \mathfrak{gl}_n \) and \( V = (\mathbb{C}^n)^{[m]} \) for all \( m < n \).
\end{enumerate}

Now that Theorem 1.1 has been established, we improve upon these results by finding minimal strong generating sets for \( S(V)^{[1]} \) in the following cases:
\begin{enumerate}
  \item \( \mathfrak{g} = \mathfrak{sl}_n \) and \( V = (\mathbb{C}^n)^{[m]} \) for all \( m > n \).
  \item \( \mathfrak{g} = \mathfrak{sp}_{2n} \) and \( V = (\mathbb{C}^{2n})^{[m]} \) for all \( m > n + 1 \).
  \item \( \mathfrak{g} = \mathfrak{gl}_n \) and \( V = (\mathbb{C}^n)^{[m]} \) for all \( m \geq n \).
\end{enumerate}

In case (3), \( (1.4) \) fails to be surjective, so we cannot use Theorem 1.1 directly; instead, we make use of the structure of \( S(V)^{[1]} \). Unfortunately, the case \( \mathfrak{g} = \mathfrak{so}_n \) and \( V = (\mathbb{C}^n)^{[m]} \) for \( m \geq \frac{n}{2} \) cannot be studied using these methods because \( (1.4) \) fails to be surjective.

We expect that in case (1), \( S(V)^{\mathfrak{sl}_n[1]} \) can be identified with vertex algebras appearing in other contexts, such as \( \mathcal{W} \)-algebras. For example, when \( n = m \), so that \( V \) is the space of \( n \times n \) matrices, \( S(V) \) has two commuting actions of \( V^{-n}(\mathfrak{sl}_n) \). It was conjectured in \([CGL]\) that \( S(V)^{\mathfrak{sl}_n[1]} \) is isomorphic to the Feigin-Semikhatov algebra \( \mathcal{W}_n^{(2)} \) at critical level \(-n \) \([FS]\), (which is isomorphic to the \( \mathcal{W} \)-algebra \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) associated to \( \mathfrak{sl}_n \) with its subregular nilpotent \([G]\)), and this was proven for \( n = 2, 3, 4 \). We will prove this conjecture for all \( n \). This implies that \( S(V)^{\mathfrak{sl}_n[1]} \) is isomorphic to a certain quotient of \( V^{-n}(\mathfrak{sl}_n) \otimes \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \).

We will also find minimal strong generating sets for \( \mathcal{E}(W)^{[1]} \) in the following cases:
\begin{enumerate}
  \item \( \mathfrak{g} = \mathfrak{sl}_n, W = (\mathbb{C}^n)^{[r]} \) for all \( r \geq 1 \).
  \item \( \mathfrak{g} = \mathfrak{sp}_{2n}, W = (\mathbb{C}^{2n})^{[r]} \) for all \( r \geq 1 \).
  \item \( \mathfrak{g} = \mathfrak{gl}_n, W = (\mathbb{C}^n)^{[r]} \) for all \( r \geq 1 \).
\end{enumerate}

Finally, we find minimal strong generating sets for \( (S(V) \otimes \mathcal{E}(W))^{[1]} \) in the following cases:
\begin{enumerate}
  \item \( \mathfrak{g} = \mathfrak{sl}_n, V = (\mathbb{C}^n)^{[m]} \) and \( W = (\mathbb{C}^n)^{[r]} \) for all \( m, r \geq 1 \).
  \item \( \mathfrak{g} = \mathfrak{gl}_n, V = (\mathbb{C}^n)^{[m]} \) and \( W = (\mathbb{C}^n)^{[r]} \) for all \( m, r \geq 1 \).
\end{enumerate}
(3) \( \mathfrak{g} = \mathfrak{sp}_{2n}, \mathcal{V} = (\mathbb{C}^{2n})^{\oplus m}, \) and \( W = (\mathbb{C}^{2n})^{\oplus r} \) for all \( m, r \geq 1. \)

1.3. **Singular support and associated scheme.** There are two well-known functors from the category of VOAs to the category of commutative rings. The first, which was introduced by Zhu [Z], assigns to a vertex algebra \( \mathcal{V} \) a commutative ring \( R_{\mathcal{V}} \). It is defined as the vector space quotient of \( \mathcal{V} \) by the span of all elements of the form \( a_{(-2)} b \) for all \( a, b \in \mathcal{V} \). The normally ordered product on \( \mathcal{V} \) descends to a commutative, associative product on \( R_{\mathcal{V}} \). Strong generators for \( \mathcal{V} \) give rise to generators for \( R_{\mathcal{V}} \); in particular, \( R_{\mathcal{V}} \) is finitely generated if and only if \( \mathcal{V} \) is strongly finitely generated. Recall that \( \mathcal{V} \) is said to be \( C_2 \)-cofinite if \( R_{\mathcal{V}} \) is finite-dimensional as a vector space. This is a key starting assumption in Zhu’s work on modularity of characters of modules for rational vertex algebras [Z], and it implies that \( \mathcal{V} \) has finitely many simple \( \mathbb{Z}_{\geq 0} \)-graded modules.

The second functor comes from Li’s canonical decreasing filtration \( F^*\mathcal{V} \) that is defined on any VOA \( \mathcal{V} \), such that the associated graded algebra \( \text{gr}^F(\mathcal{V}) \) is a differential graded commutative ring [Li]. If \( \mathcal{V} \) has finite-dimensional weight spaces (which is the case in all our examples), \( \mathcal{V} \) is linearly isomorphic to \( \text{gr}^F(\mathcal{V}) \), and a strong generating set for \( \mathcal{V} \) gives rise to a generating set for \( \text{gr}^F(\mathcal{V}) \) as a differential algebra. In fact, \( R_{\mathcal{V}} \) can be identified with the zeroth graded component of \( \text{gr}^F(\mathcal{V}) \), so \( R_{\mathcal{V}} \) generates \( \text{gr}^F(\mathcal{V}) \) as a differential algebra. If \( \mathcal{V} \) is freely generated by a set of fields \( \{\alpha_i\} \), then \( \text{gr}^F(\mathcal{V}) \) is just the differential polynomial algebra generated by \( \{\alpha_i\} \). However, if \( \mathcal{V} \) is not freely generated, it is a difficult and important problem to find all differential algebraic relations in \( \text{gr}^F(\mathcal{V}) \).

Following Arakawa [Ar2, Ar3], we define the **associated scheme** of \( \mathcal{V} \) to be

\[
X_{\mathcal{V}} = \text{Spec } R_{\mathcal{V}},
\]

which is an affine Poisson scheme. The **singular support** of \( \mathcal{V} \) is defined to be

\[
\text{SS}(\mathcal{V}) = \text{Spec } \text{gr}^F(\mathcal{V}),
\]

which is a vertex Poisson scheme. Let \( (R_{\mathcal{V}})_{X_{\mathcal{V}}} \) denote the affine coordinate ring of the arc space \( J_{X_{\mathcal{V}}} \). By its universal property, there is a surjective homomorphism of differential rings

\[
(1.5) \quad \Phi : (R_{\mathcal{V}})_{X_{\mathcal{V}}} \rightarrow \text{gr}^F(\mathcal{V}).
\]

Equivalently, there is a closed embedding \( \text{SS}(\mathcal{V}) \hookrightarrow J_{X_{\mathcal{V}}} \). In the terminology of van Eckeren and Heluani [EH1], \( \mathcal{V} \) is called **classically free** if (1.5) is an isomorphism. This property plays an important role in their computations of chiral homology. It is easy to see that any freely generated vertex algebra is classically free; this includes all free field algebras, universal affine vertex algebras, and universal \( \mathcal{W} \)-algebras. If \( \mathcal{V} \) is not freely generated, the phenomenon is much more subtle, but examples are known including the simple affine vertex algebras \( L_k(sl_2) \) for \( k \in \mathbb{N} \), and the Virasoro minimal models \( \text{Vir}_{2,q} \) for all odd \( q \geq 3 \) [EH1]. Further examples also appear in recent work of Li and Milas [LM].

However, not all vertex algebras are classically free. For example, \( \text{Vir}_{p,q} \) is classically free if and only if \( p = 2 \) [EH1]. The singlet algebras of type \( \mathcal{W}(2,2p-2) \) for \( p \geq 2 \) introduced by Adamović [A] are not classically free; this was shown in [AL] in the cases \( p = 2, 3 \) and the general case is similar. We say that \( \mathcal{V} \) is **classically free at the level of varieties** if (1.5) induces an isomorphism of reduced schemes. This is the case in all known examples where \( \mathcal{V} \) is simple, and was proven by Arakawa and Moreau whenever \( \mathcal{V} \) is simple and quasi-lisse [AM]. If (1.5) fails to be injective, its kernel is always a differential ideal and one can ask whether it is finitely generated as a differential ideal [AL]. There is currently only one example in the
literature where this has been proven, namely Vir$_{3,4}$; it was shown in [AEH] that ker $\Phi$ is generated as a differential ideal by one element.

In this paper, we will describe $\text{gr}^F(V)$ for certain affine cosets of the form $S(V)^{\mathfrak{g}[i]}$ and $\mathcal{E}(V)^{\mathfrak{g}[i]}$, and we will compute the kernel of (1.5). As a result, we give many new examples of classically free vertex algebras which are not freely generated. For example, we will show that $L_n(\mathfrak{sp}_2)$ is classically free for all $r, n \in \mathbb{N}$, generalizing and providing a conceptual proof of van Ekeren and Heluani’s result for $L_n(\mathfrak{sl}_2)$ [EH1]. This implies that Theorem 10.2.1 of [EH2], namely the vanishing of the first chiral homology $H^1_{\text{ch}}(V)$, holds for $V = L_n(\mathfrak{sp}_2)$. We also give many new examples where (1.5) is not injective, where we have an explicit finite generating set for ker $\Phi$ as a differential ideal.

1.4. Level-rank dualities involving affine vertex superalgebras. It is well known that for positive integers $n, m, r$, there is an embedding $L_m(\mathfrak{sl}_n) \otimes L_r(\mathfrak{sl}_m) \otimes \mathcal{H} \hookrightarrow L_m(\mathfrak{sl}_{n+m})$ and the following level-rank duality holds:

$$\text{Com}(L_{n+r}(\mathfrak{sl}_m), L_n(\mathfrak{sl}_m) \otimes L_r(\mathfrak{sl}_m)) \cong \text{Com}(L_m(\mathfrak{sl}_n) \otimes L_r(\mathfrak{sl}_m) \otimes \mathcal{H}, L_m(\mathfrak{sl}_{n+m})).$$

This duality has appeared in [ABI], [F], [NT], [Wall] and was proven by Jiang and Lin [JL] as well as [ACL2]. It is natural to ask if there is a similar duality where the positive integer $r$ is replaced with $-r$, and $L_m(\mathfrak{sl}_{r+n})$ is replaced with the affine Lie superalgebra $L_m(\mathfrak{sl}_{r|n})$. A weaker statement of this kind was proven by Creutzig, Riedler and the first author in [CLR]. It says that

$$(1.6) \quad \text{Com}(\tilde{V}^{-n+r}(\mathfrak{sl}_m), A^{-n}(\mathfrak{sl}_m) \otimes L_r(\mathfrak{sl}_m)) \cong \text{Com}(\tilde{V}^{-m}(\mathfrak{sl}_n) \otimes L_m(\mathfrak{sl}_r) \otimes \mathcal{H}, A^m(\mathfrak{sl}_{r|n})).$$

In this notation,

$$A^{-n}(\mathfrak{sl}_m) = S(nm)^{\mathfrak{g}[i]},$$

which is an extension of $\tilde{V}^{-n}(\mathfrak{sl}_m)$, and

$$A^m(\mathfrak{sl}_{r|n}) = (S(mn) \otimes \mathcal{E}(mr))^{\mathfrak{g}[i]},$$

which is an extension of $\tilde{V}^m(\mathfrak{sl}_{r|n})$. Also, $\tilde{V}^{-n+r}(\mathfrak{sl}_m)$ denotes the image of $V^{-n+r}(\mathfrak{sl}_m)$ under the diagonal map $V^{-n+r}(\mathfrak{sl}_m) \to A^{-n}(\mathfrak{sl}_m) \otimes L_r(\mathfrak{sl}_m)$.

The question was raised in [CLR] whether this can be improved by replacing $A^{-n}(\mathfrak{sl}_m)$ and $A^m(\mathfrak{sl}_{r|n})$ with $\tilde{V}^{-n}(\mathfrak{sl}_m)$ and $\tilde{V}^m(\mathfrak{sl}_{r|n})$, respectively. We will see that $A^{-n}(\mathfrak{sl}_m) = \tilde{V}^{-n}(\mathfrak{sl}_m)$ for all $m < n$ and $m \geq 2n + 1$, and $A^m(\mathfrak{sl}_{r|n}) = \tilde{V}^m(\mathfrak{sl}_{r|n})$ for all $m, r, n \geq 1$, so we can indeed improve this result. In the case $m = n$, $A^{-n}(\mathfrak{sl}_m)$ cannot be replaced with $\tilde{V}^{-n}(\mathfrak{sl}_m)$. We are not able to determine this in the range $n < m < 2n + 1$.

We conclude by giving the analogous level-rank dualities in types $B, C$, and $D$.

2. Vertex algebras

In this paper, we will follow the formalism developed in [K]. A vertex algebra is the data $(A, Y, L_{-1}, 1)$, where

(1) $A = A_0 \oplus A_1$ is a $\mathbb{Z}_2$-graded vector space over $\mathbb{C}$. For $a \in A_i$, $|a| = i$ for $i = 0, 1$.

(2) $Y$ is an even linear map

$$Y : A \to \text{End}(A)[[z, z^{-1}]], \quad Y(a) = a(z) = \sum_{n \in \mathbb{Z}} a_{(n)} z^{-n-1}.$$

Here $z$ is a formal variable and $a(z)$ is called the field corresponding to $a$.

(3) $1 \in A$ is a distinguished element called the vacuum vector.
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(4) $L_{-1}$ is an even endomorphism of $A$.

They satisfy the following axioms:

- **Vacuum axiom:** $L_{-1}1 = 0$; $1(z) = \text{Id}$; for $a \in A$, $n \geq 0$, $a(0)1 = 0$ and $a(-1)1 = a$,

- **Translation invariance axiom:** For $a \in A$, $[L_{-1}, Y(a)] = \partial a(z)$,

- **Locality axiom:** Let $z, w$ be formal variables. For homogeneous $a, b \in A$, $(z-w)^k [a(z), b(w)] = 0$ for some $k \geq 0$, where $[a(z), b(w)] = a(z)b(w) - (-1)^{|a||b|}b(w)a(x)$.

For $a, b \in A$ and $n \in \mathbb{Z}_{\geq 0}$, the $n^{th}$ product is denoted by $a(n)b$, and the operator product expansion (OPE) is given by

$$a(z)b(w) \sim \sum_{n \geq 0} (a(n)b)(w)(z-w)^{-n-1}.$$ 

Here $\sim$ means modulo the terms which are regular at $z = w$. The Wick product (or normally ordered product) of $a(z)$ and $b(z)$ is

$$a(z)b(z) = (a(-1)b)(z) = a(z)b(z) + (-1)^{|a||b|}b(z)a(z),$$

where $a(z)_- = \sum_{n < 0} a(n)z^{-n-1}$ and $a(z)_+ = \sum_{n \geq 0} a(n)z^{-n-1}$. The other negative products are given by

$$(\partial^n a(z))b(z) = n!(a(-n-1)b)(z), \quad \partial = \frac{d}{dz}.$$ 

For $a_1, \ldots, a_k \in A$, their iterated Wick product is defined to be

$$a_1(z) \cdots a_k(z) =: a_1(z)b(z), \quad b(z) =: a_2(z) \cdots a_k(z).$$

We often omit the formal variable $z$ when no confusion can arise.

A vertex algebra $A$ is said to be generated by a subset $S = \{\alpha^i | i \in I\}$ if $A$ is spanned by words in the letters $\alpha^i$, and all products, for $i \in I$ and $n \in \mathbb{Z}$. We say that $S$ strongly generates $A$ if $A$ is spanned by words in the letters $\alpha^i$, and all products for $n < 0$. Equivalently, $A$ is spanned by

$$\{ : \partial^{k_1} \alpha^{i_1} \cdots \partial^{k_m} \alpha^{i_m} : | i_1, \ldots, i_m \in I, \ k_1, \ldots, k_m \geq 0\}.$$ 

Suppose that $S$ is an ordered strong generating set $\{\alpha^1, \alpha^2, \ldots\}$ for $A$ which is at most countable. We say that $S$ freely generates $A$, if $A$ has a Poincaré-Birkhoff-Witt basis consisting of all normally ordered monomials

$$: \partial^{k_1} \alpha^{i_1} \cdots \partial^{k_m} \alpha^{i_m} : \quad 1 \leq i_1 < \cdots < i_n,$$

$$k_1^1 \geq k_2^1 \geq \cdots \geq k_{r_1}^1, \quad k_1^2 \geq k_2^2 \geq \cdots \geq k_{r_2}^2, \quad \ldots, \quad k_1^n \geq k_2^n \geq \cdots \geq k_{r_n}^n,$$

$k_1^1 > k_2^1 > \cdots > k_{r_1}^1$ if $\alpha^{i_1}$ is odd.

A conformal structure with central charge $c$ is a Virasoro vector $L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \in A$ satisfying

$$L(z)L(w) \sim \frac{c}{2}(z-w)^{-4} + 2L(w)(z-w)^{-2} + \partial L(w)(z-w)^{-1},$$

such that in addition, $L_{-1}\alpha = \partial \alpha$ for all $\alpha \in A$, and $L_0$ acts diagonalizably on $A$. We say that $\alpha$ has conformal weight $d$ if $L_0(\alpha) = d \alpha$, and we denote the conformal weight $d$ subspace by $A[d]$. In all our examples, the conformal weight grading will be either by $\mathbb{Z}_{\geq 0}$ or $\mathbb{Z}_{\geq 0}/2$. 

We recall some identities that hold in any vertex algebra $A$. For any fields $a, b, c \in A$,

$$(\partial a)(n)b = -na_{(n-1)}b \quad \forall n \in \mathbb{Z},$$
Given \( a, b, c \)

\[ a_{(n)}b = (-1)^{|a||b|} \sum_{p \in \mathbb{Z}} (-1)^{p+1} (b_{(p)}a)_{(n-p-1)}1, \quad \forall n \in \mathbb{Z}, \]

\[ (ab)c = -abc : = \sum_{n \geq 0} \frac{1}{(n+1)!} \left( (\partial^{n+1}a)(b_{(n)}c) : +(-1)^{|a||b|}(\partial^{n+1}b)(a_{(n)}c) : \right). \]

\[ a_{(n)}(bc) = -(a_{(n)}b)c : = -(-1)^{|a||b|} : b(a_{(n)}c) : = \sum_{i=1}^{n} \binom{n}{i} (a_{(n-i)}b)_{(i-1)}c, \quad \forall n \geq 0. \]

Given \( a, b, c \in \mathcal{A} \) and integers \( m, n \geq 0 \), the following identities are known as Jacobi relations of type \( (a, b, c) \).

\[ a_{(r)}(b_{(s)}c) = (-1)^{|a||b||c|} b_{(s)}(a_{(r)}c) : + \sum_{i=0}^{r} \binom{r}{i} (a_{(i)}b)_{(r+s-i)}c. \]

2.1. **Affine vertex algebras.** Let \( \mathfrak{g} \) be a simple, finite-dimensional Lie (super)algebra. The **universal affine vertex algebra** \( V^k(\mathfrak{g}) \) is freely generated by fields \( X^\xi \) which are linear in \( \xi \in \mathfrak{g} \) and satisfy

\[ X^\xi(z)X^\eta(w) \sim k(\xi, \eta)(z-w)^{-2} + X^{[k,\eta]}(w)(z-w)^{-1}. \]

Here \((\cdot, \cdot)\) denotes the normalized Killing form \( \frac{1}{2k} \langle \cdot, \cdot \rangle \). For all \( k \neq -h^\vee \), \( V^k(\mathfrak{g}) \) has the Sugawara Virasoro vector

\[ L^\theta = \frac{1}{2(k+h^\vee)} \sum_{i=1}^{n} : X^\xi X^\xi_i : \]

of central charge \( c = \frac{k \cdot \text{sdim}(\mathfrak{g})}{k+h^\vee} \). Here \( \xi_i \) runs over a basis of \( \mathfrak{g} \), and \( \xi_i^\vee \) is the dual basis with respect to \((\cdot, \cdot)\).

As a module over \( \hat{\mathfrak{g}} = \mathfrak{g}[t, t^{-1}] \bigoplus \mathbb{C} \), \( V^k(\mathfrak{g}) \) is isomorphic to the vacuum \( \hat{\mathfrak{g}} \)-module. For generic \( k \), \( V^k(\mathfrak{g}) \) is a simple vertex algebra, but for certain rational values of \( k \geq -h^\vee \) which were classified by Gorelik and Kac [GK], \( V^k(\mathfrak{g}) \) is not simple, and we denote by \( L_k(\mathfrak{g}) \) its simple graded quotient.

In the case \( \mathfrak{g} = \mathfrak{osp}_{m|2n} \), we take the dual Coxeter number to be

\[ h^\vee = \frac{2n + 2 - m}{2}. \]

Then the bilinear form on \( \mathfrak{osp}_{m|2n} \) is normalized so that it coincides with the usual bilinear form on \( \mathfrak{sp}_{2n} \), and we have the embedding

\[ V^k(\mathfrak{sp}_{2n}) \otimes V^{-2k}(\mathfrak{so}_m) \rightarrow V^k(\mathfrak{osp}_{m|2n}). \]

2.2. **\( \beta\gamma \)-system.** Let \( V \) be a finite-dimensional complex vector space. The \( \beta\gamma \)-system \( \mathcal{S}(V) \) was introduced in [FMS]. It is freely generated by even fields \( \beta^x, \gamma^x \) which are linear in \( x \in V, x' \in V^* \), and satisfy

\[ \beta^x(z)\gamma^x(w) \sim \langle x', x \rangle(z-w)^{-1}, \quad \gamma^x(z)\beta^x(w) \sim -\langle x', x \rangle(z-w)^{-1}, \]

\[ \beta^x(z)\beta^y(w) \sim 0, \quad \gamma^x(z)\gamma^y(w) \sim 0. \]
Here \(\langle , \rangle\) denotes the pairing between \(V^*\) and \(V\). If we fix a basis \(x_1, \ldots, x_n\) for \(V\) and dual basis \(x_1', \ldots, x_n'\) for \(V^*\), we often denote the corresponding fields by \(\beta^1, \ldots, \beta^n\) and \(\gamma^1, \ldots, \gamma^n\), so that

\[
\beta^i(z)\gamma^j(w) \sim \delta_{ij}(z - w)^{-1}, \quad \gamma^i(z)\beta^j(w) \sim -\delta_{ij}(z - w)^{-1},
\]

\[
\beta^i(z)\beta^j(w) \sim 0, \quad \gamma^i(z)\gamma^j(w) \sim 0,
\]

and we denote \(S(V)\) by \(S(n)\). It has Virasoro element

\[
L^S = \frac{1}{2} \sum_{i=1}^n ( : \beta^i \partial \gamma^i : - : \partial \beta^i \gamma^i : )
\]

of central charge \(-n\), under which \(\beta^i, \gamma^i\) are primary of weight \(\frac{1}{2}\). The symplectic group \(Sp_{2n}\) is the full automorphism group of \(S(n)\) preserving \(L^S\). In fact, there is a homomorphism \(L_{-1/2}(\mathfrak{sp}_{2n}) \to S(n)\) whose zero modes infinitesimally generate the action of \(Sp_{2n}\). There is an additional \(\mathbb{Z}\)-grading on \(S(n)\) which we call the charge. Define

\[
e = \sum_{i=1}^n : \beta^i \gamma^i : .
\]

The zero mode \(e(0)\) acts diagonalizably on \(S(n)\). The charge grading is just the eigenspace decomposition of \(S(n)\) under \(e(0)\), and \(\beta^i, \gamma^i\) have charges \(-1, 1\), respectively.

2.3. \(bc\)-system. There is a similar vertex superalgebra \(E(V)\) known as a \(bc\)-system [EMS]. It is freely generated by odd fields \(b^x, c^x\) which are linear in \(x \in V, x' \in V^*\), and satisfy

\[
b^x(z)c^{x'}(w) \sim \langle x', x \rangle (z - w)^{-1}, \quad c^{x'}(z)b^x(w) \sim \langle x', x \rangle (z - w)^{-1},
\]

\[
b^x(z)b^y(w) \sim 0, \quad c^{x'}(z)c^{y'}(w) \sim 0.
\]

If we fix a basis \(x_1, \ldots, x_n\) for \(V\) and dual basis \(x_1', \ldots, x_n'\) for \(V^*\), we often denote the corresponding fields by \(b^1, \ldots, b^n\) and \(c^1, \ldots, c^n\), so that

\[
b^i(z)c^j(w) \sim \delta_{ij}(z - w)^{-1}, \quad c^i(z)b^j(w) \sim \delta_{ij}(z - w)^{-1},
\]

\[
b^i(z)b^j(w) \sim 0, \quad c^i(z)c^j(w) \sim 0,
\]

and we denote \(E(V)\) by \(E(n)\). It has Virasoro element

\[
L^E = \frac{1}{2} \sum_{i=1}^n ( - : b^i \partial c^i : + : \partial b^i c^i : )
\]

of central charge \(n\), under which \(b^i, c^i\) are primary of weight \(\frac{1}{2}\). The orthogonal group \(O_{2n}\) is the full automorphism group of \(E(n)\) preserving \(L^E\), and there is a homomorphism \(L_1(\mathfrak{so}_{2n}) \to E(n)\) which infinitesimally generates the action of \(O_{2n}\). As above, \(E(n)\) has an additional \(\mathbb{Z}\)-grading called charge, given by the eigenvalue of the zero mode of the operator

\[
e = - \sum_{i=1}^n : b^i c^i : .
\]

Then \(b^i, c^i\) have charges \(-1, 1\), respectively.
2.4. **Free fermion algebra.** If $V$ is a vector space with a symmetric, nondegenerate form $\langle \cdot, \cdot \rangle$, one can also associate to $V$ the free fermion algebra $\mathcal{F}(V)$. It is a vertex superalgebra with odd generators $\phi^u$ which are linear in $u \in V$, and satisfy

$$
\phi^u(z)\phi^v(w) \sim \langle u, v \rangle (z-w)^{-1}.
$$

If we fix an orthonormal basis $v_1, \ldots, v_n$ for $V$ relative to $\langle \cdot, \cdot \rangle$, we denote the corresponding fields by $\phi^1, \ldots, \phi^n$, and they satisfy $\phi^i(z)\phi^j(w) \sim \delta_{i,j} (z-w)^{-1}$. We often denote $\mathcal{F}(V)$ by $\mathcal{F}(n)$. We have the Virasoro element

$$
L^\mathcal{F} = -\frac{1}{2} \sum_{i=1}^n : \phi^i \partial \phi^i : 
$$

of central charge $\frac{n}{2}$, under which $\phi^i$ is primary of weight $\frac{1}{2}$. The full automorphism group of $\mathcal{F}(n)$ is the orthogonal group $O_n$, and there is a homomorphism $L_1(s\theta_n) \to \mathcal{F}(n)$ which infinitesimally generates the $O_n$-action. Also, note that $\mathcal{E}(n) \cong \mathcal{F}(2n)$ as vertex algebras.

2.5. **Affine vertex algebra actions on free field algebras.** In this section, we recall several well-known homomorphisms from an affine vertex (super)algebra $V^k(g)$ to some free field algebras $B$. We often use the notation $\tilde{V}^k(g)$ to denote the image of such a homomorphism, which need not be either the universal algebra $V^k(g)$ or its simple quotient $L_k(g)$.

Let $g$ be a simple finite-dimensional Lie algebra, and let $V$ be a finite-dimensional $g$-module via $\rho_1 : g \to gl(V)$. There is an induced homomorphism

$$
(2.17) \quad V^{-k}(g) \to \mathcal{S}(V), \quad X^x \mapsto - \sum_{i=1}^{\dim V} : \gamma^x_i \rho_1(x_i) : .
$$

Here $k$ is given as follows: the bilinear form $\text{Tr}(\rho_1(\xi)\rho_1(\eta))$ on $g$ is equal to $k$ times the normalized Killing form. Then $\{ \beta^x_i \}$ and $\{ \gamma^x_i \}$ transform under $g$ as $V$ and $V^*$, respectively.

An important case is $g = gl_n$ and $V$ the standard module $\mathbb{C}^n$; this gives the embedding

$$
(2.18) \quad L_{-1}(gl_n) = \mathcal{H} \otimes L_{-1}(sl_n) \to \mathcal{S}(n).
$$

More generally, for $V = (\mathbb{C}^n)^{\otimes m}$, $\mathcal{S}(V) = \mathcal{S}(nm)$ admits a homomorphism

$$
(2.19) \quad V^{-m}(sl_n) \otimes V^{-n}(sl_m) \otimes \mathcal{H} \to \mathcal{S}(nm),
$$

whose image $\tilde{V}^{-m}(sl_n) \otimes \tilde{V}^{-n}(sl_m) \otimes \mathcal{H}$ is conformally embedded in $\mathcal{S}(nm)$.

Next, $sp_{2n} \subseteq gl_{2n}$ consists of block matrices of the form

$$
\begin{bmatrix}
A & B \\
C & -A^T
\end{bmatrix}, \quad A, B, C \in gl_n, \quad B = B^T, \quad C = C^T.
$$

In terms of the basis $\{ e_{i,j} | 1 \leq i \leq 2n, 1 \leq j \leq 2n \} \subseteq gl_{2n}$, a standard basis for $sp_{2n}$ is

$$
e_{j,k+n} + e_{k,j+n}, \quad -e_{j+n,k} - e_{k+n,j}, \quad e_{j,k} - e_{n+k,n+j}, \quad 1 \leq j, k \leq n.
$$
There is a homomorphism $V^{-m/2}(\mathfrak{sp}_{2n}) \to S(nm)$ given by
\[ X^{\epsilon_j,k+n+\epsilon_{k,j+n}} \mapsto \sum_{i=1}^{m} :\gamma^{x_i,j}_i \cdot \gamma^{x_i,k}_i : , \]
(2.20)
\[ X^{-\epsilon_j+n,k-\epsilon_{k,n,j}} \mapsto \sum_{i=1}^{m} :\beta^{x_i,j}_i \cdot \beta^{x_i,k}_i : , \]
\[ X^{\epsilon_j,k-\epsilon_{n+k,n+j}} \mapsto \sum_{i=1}^{m} :\gamma^{x_i,j}_i \cdot \beta^{x_i,k}_i : . \]

Note that for each $i = 1, \ldots, m$, $U_i = \text{span}\{\gamma^{i,1}_i, \ldots, \gamma^{i,n}_i, \beta^{i,1}_i, \ldots, \beta^{i,n}_i\}$ is a copy of the standard $\mathfrak{sp}_{2n}$-module. In fact, there is a commuting homomorphism
\[ V^{-2n}(\mathfrak{so}_m) \to S(nm) \]
which is a special case of (2.17) with $g = \mathfrak{so}_m$ and $V = (\mathbb{C}^m)^{\otimes n}$. Combining these maps yields a homomorphism
\[ V^{-m/2}(\mathfrak{sp}_{2n}) \otimes V^{-2n}(\mathfrak{so}_m) \to S(nm), \]
(2.21)
whose image $\tilde{V}^{-m/2}(\mathfrak{sp}_{2n}) \otimes \tilde{V}^{-2n}(\mathfrak{so}_m)$ is conformally embedded in $S(nm)$.

**Remark 2.1.** One more case of (2.17) was studied in [LSS2], namely, $g = \mathfrak{sp}_{2n}$ and $V = (\mathbb{C}^{2n})^{\otimes m}$. In this case, we have a homomorphism $V^{-m}(\mathfrak{sp}_{2n}) \otimes V^{-2n}(\mathfrak{so}_{2m}) \to S(2nm)$ whose image is conformally embedded. However, after a change of basis this is equivalent to (2.21) with $m$ replaced with $2m$, so we need not consider this as a separate case.

Next, we consider affine algebra actions on bc-systems and free fermion algebras. Let $g$ be a simple finite-dimensional Lie algebra, and let $W$ be a finite-dimensional $g$-module via $\rho_2 : g \to \mathfrak{gl}(W)$. There is an induced homomorphism
\[ V^l(g) \to \mathcal{E}(W), \quad X^{\ell} \mapsto \sum_{i=1}^{\dim W} :g^{\ell}_i \cdot \rho_2(\xi)(y_i) : . \]
(2.22)
Here $\ell$ is determined as follows: the bilinear form $\text{Tr}(\rho_2(\xi)\rho_2(\eta))$, on $g$ is equal to $l$ times the normalized Killing form. Then $\{b^m\}$ and $\{c^g\}$ transform under $g$ as $V$ and $V^*$, respectively.

For example, if $g = \mathfrak{gl}_n$ and $W = \mathbb{C}^n$, we have an embedding
\[ L_1(\mathfrak{gl}_n) = \mathcal{H} \otimes L_1(\mathfrak{sl}_n) \to \mathcal{E}(n). \]
(2.23)
Similarly, for $V = (\mathbb{C}^n)^{\otimes m}$, $\mathcal{E}(V) = \mathcal{E}(nm)$ admits a homomorphism
\[ L_m(\mathfrak{sl}_n) \otimes L_n(\mathfrak{sl}_m) \otimes \mathcal{H} \to \mathcal{E}(nm), \]
(2.24)
whose image is conformally embedded in $\mathcal{E}(nm)$.

Another special case is $g = \mathfrak{sp}_{2n}$ and $V = (\mathbb{C}^{2n})^{\otimes m}$. In this case, we have a homomorphism
\[ L_m(\mathfrak{sp}_{2n}) \otimes L_n(\mathfrak{sp}_{2m}) \to \mathcal{E}(2nm), \]
whose image is conformally embedded. Note that $\mathcal{E}(2nm) \cong \mathcal{F}(4nm)$ which is an extension of $L_1(\mathfrak{so}_{4nm})$, and this is equivalent to the well-known conformal embedding $L_m(\mathfrak{sp}_{2n}) \otimes L_n(\mathfrak{sp}_{2m}) \to L_1(\mathfrak{so}_{4nm})$.

Next, there is a conformal embedding
\[ L_m(\mathfrak{so}_n) \otimes L_n(\mathfrak{so}_m) \to \mathcal{F}(nm), \]
(2.26)
which is equivalent to the well-known conformal embedding $L_m(\mathfrak{so}_n) \otimes L_n(\mathfrak{so}_m) \to L_1(\mathfrak{so}_{nm})$. 

Finally, we consider certain actions of affine vertex (super)algebras in tensor products of $\beta\gamma$-systems and $bc$-systems. Let $g$ be a simple Lie algebra and let $\rho_1 : g \to gl(V)$ and $\rho_2 : g \to gl(W)$ be finite-dimensional $g$-modules, as above. There is then a homomorphism

$$\rho : V \to G$$

(2.27) $V^{-k+l}(g) \to S(V) \otimes \mathcal{E}(W)$,  \[ X^i \mapsto - \sum_{i=1}^{\dim V} \gamma_{x_i}^{y_j} \beta_{\rho_1(x_i)}^{\rho_2(y_j)} : . \]

We also have the following well-known homomorphisms whose images are conformally embedded.

$$V^{-m+r}(gl_n) \otimes V^n(sl_r) \to S(nm) \otimes \mathcal{E}(nr),$$

(2.28) $V^{-\frac{m+r}{2}}(sp_{2n}) \otimes V^n(osp_{m|2r}) \to S(nm) \otimes \mathcal{E}(2nr),$

(2.29) $V^{-2n+1+r}(so_{2m+1}) \otimes V^{-m+\frac{1}{2}}(osp_{r+1|2n}) \to S(n(2m+1)) \otimes \mathcal{F}(2m+1) \otimes \mathcal{F}(r(2m+1)).$

(2.30) In (2.30), we have used the homomorphism $V^{-1/2}(osp_{1|2n}) \to S(n) \otimes \mathcal{F}(1)$, which yields the diagonal map $V^{-k/2}(osp_{1|2n}) \to S(nk) \otimes \mathcal{F}(k)$ for all $k$.

### 2.6. Filtrations

We recall the canonical decreasing filtration introduced by Li [Li] that exists on any vertex algebra $V$ and is independent of the conformal weight grading. We have

$$F^0(V) \supseteq F^1(V) \supseteq \cdots,$$

where $F^p(V)$ is spanned by elements of the form

$$\partial^{n_1} a_1 \partial^{n_2} a_2 \cdots \partial^{n_r} a_r :,$$

where $a_1, \ldots, a_r \in V$, $n_i \geq 0$, and $n_1 + \cdots + n_r \geq p$. Note that $V = F^0(V)$ and $\partial F^i(V) \subseteq F^{i+1}(V)$. Set

$$\text{gr}^F(V) = \bigoplus_{p \geq 0} F^p(V)/F^{p+1}(V),$$

and for $p \geq 0$ let

$$\sigma_p : F^p(V) \to F^p(V)/F^{p+1}(V) \subseteq \text{gr}^F(V)$$

be the projection. Note that $\text{gr}^F(V)$ is a graded commutative algebra with product

$$\sigma_p(a)\sigma_q(b) = \sigma_{p+q}(a(-1)b),$$

for $a \in F^p(V)$ and $b \in F^q(V)$. We say that the subspace $F^p(V)/F^{p+1}(V)$ has degree $p$. Note that $\text{gr}^F(V)$ has a differential $\partial$ defined by

$$\partial(\sigma_p(a)) = \sigma_{p+1}(\partial a),$$

for $a \in F^p(V)$. Also, $\text{gr}^F(V)$ has a Poisson vertex algebra structure [Li]; for $n \geq 0$, we define

$$\sigma_p(a(n))\sigma_q(b) = \sigma_{p+q-n}a(n)b.$$ Finally, Zhu’s commutative algebra $R_V$ is isomorphic to the subalgebra $F^0(V)/F^1(V) \subseteq \text{gr}^F(V)$, and $\text{gr}^F(V)$ is generated by $R_V$ as a differential algebra [Li].

Next, we recall the notion of a good increasing filtration $G_\bullet V$ on a vertex algebra $V$. This is a $\mathbb{Z}_{\geq 0}$-filtration

$$\mathcal{A} = G_{-1}V \subseteq G_0V \subseteq G_1V \subseteq G_2V \subseteq \cdots, \quad V = \bigcup_{k \geq 0} G_kV,$$

such that $G_0V = \mathbb{C}$, and for all $a \in G_kV$, $b \in G_lV$, we have

$$a_{(n)}b \in G_{k+l}V, \quad \text{for } n < 0,$$

(2.31)

(2.32)
Elements $a \in G_dV \setminus G_{d-1}V$ are said to have degree $d$.

The associated graded algebra $\gr_G(V) = \bigoplus_{p \geq 0} G_pV/G_{p-1}V$ is a $\mathbb{Z}_{\geq 0}$-graded associative, supercommutative algebra with a unit 1 under a product induced by the Wick product on $V$. For each $p \geq 1$ we have the projection

\begin{equation}
\phi_p : G_pV \to G_pV/G_{p-1}V \subseteq \gr_G(V).
\end{equation}

Moreover, $\gr_G(V)$ has a derivation $\partial$ of degree zero which is induced by the operator $\partial = \frac{d}{dz}$ on $V$, and for each $a \in G_pV$ and $n \geq 0$, the operator $a^{(n)}$ on $V$ induces a derivation of degree $p - 1$ on $\gr_G(V)$. These derivations give $\gr_G(V)$ the structure of a vertex Poisson algebra.

In fact, if $V$ has a grading by conformal weight $\mathcal{V} = \bigoplus_d V[d]$ where $d \in \mathbb{Z}_{\geq 0}$ or $d \in \mathbb{Z}_{\geq 0}$, there is a standard construction of such filtrations \cite{Li}. Suppose that $V$ has a strong generating set consisting of fields $\{\alpha^i \}_{i \in I}$ of conformal weight $d_i$. In particular, $\alpha^{(n)} \alpha^j$ is a linear combination of normally ordered monomials

\[ : \partial^{k_1} \alpha^i \cdots \partial^{k_l} \alpha^i \partial^{k_2} \alpha^i \cdots \partial^{k_j} \alpha^i \cdots \partial^{k_m} \alpha^i : \]

where $r_1 d_1 + \cdots + r_n d_n \leq p$, then this defines a good increasing filtration on $V$.

The following useful observation is due to Arakawa \cite{Ar1}.

**Lemma 2.1.** Let $V$ be a conformal vertex algebra, where $V_\Delta$ is the subspace of conformal weight $\Delta$. Then

\[ F^p(V_\Delta) = G_{\Delta-p}V_\Delta, \]

where $F^p(V_\Delta) = V_\Delta \cap F^p(V)$ and $G_p(V_\Delta) = V_\Delta \cap G_p(V)$. Therefore $\gr^F(V) \cong \gr_G(V)$ as Poisson vertex algebras. In particular, $\gr_G(V)$ does not depend on choice of strong generating set used to defined the filtration.

Suppose that $A$ and $B$ are vertex algebras with good increasing filtrations $G_*A$ and $G_*B$, and let

\[ f : A \hookrightarrow B, \]

be an injective homomorphism such that $f(G_pA) \subseteq G_pB$. We then have a homomorphism of Poisson vertex algebras $\gr(f) : \gr_G(A) \to \gr_G(B)$, but this map need not be injective. For example, consider the embedding $f : \mathcal{H}_{\mathbb{Z}_2} \hookrightarrow \mathcal{H}$, where $\mathcal{H}_{\mathbb{Z}_2}$ denotes the $\mathbb{Z}_2$-orbifold of the Heisenberg algebra $\mathcal{H}$. It is well known that $\mathcal{H}_{\mathbb{Z}_2}$ is strongly generated by the Virasoro field $L$ and a weight 4 field $W$ \cite{DN}. Then the image $\phi_4(W)$ of $W$ in $\gr_G(\mathcal{H}_{\mathbb{Z}_2})$ is nilpotent (equivalently, it is nilpotent in $\gr^F(\mathcal{H}_{\mathbb{Z}_2})$ \cite{AL}), but $\gr_G(\mathcal{H})$ is the polynomial ring $\mathbb{C}[\alpha, \partial \alpha, \partial^2 \alpha, \ldots]$, so $\phi_4(W)$ lies in the kernel of $\gr(f)$.

The map $f : A \to B$ also induces a good increasing filtration $G^f_*A$ on $A$ as follows:

\[ G^f_pA = \{ a \in A | f(a) \in G_pB \}. \]

We denote by $\gr_f(A)$ the associated graded object. Note that we always have an injective map

\[ \gr_f(A) \hookrightarrow \gr_G(B), \]

but in general $\gr_f(A) \neq \gr_G(A)$. In general, it is difficult to determine when $\gr_f(A) \cong \gr_G(A)$, but the following criterion will suffice for all our examples.
Lemma 2.2. Let \( A \) and \( B \) be vertex algebras with good increasing filtrations \( G\_A \) and \( G\_B \), and let
\[
f : A \hookrightarrow B
\]
be a homomorphism such that \( f(G_pA) \subseteq G_pB \). Suppose that
\[
\{\tilde{\omega}_i\} \subseteq \text{gr}_f(A) \subseteq \text{gr}_G(B)
\]
is a generating set for \( \text{gr}_f(A) \) as a differential algebra with the following properties.

(i) \( \tilde{\omega}_i \) is homogeneous of degree \( d_i > 0 \) in \( \text{gr}_G(B) \), for all \( i \).

(ii) There exist fields \( \omega_i(z) \in G_dA \) such that \( \phi_d(f(\omega_i)) = \tilde{\omega}_i \), for all \( i \).

Then

(1) \( A \) is strongly generated by \( \{\omega_i\} \).

(2) \( f(A) \cap G_pB = f(G_pA) \). It follows that the map \( \text{gr}(f): \text{gr}_G(A) \to \text{gr}_G(B) \) is injective, and
\[
\text{gr}_{\phi}(A) \cong \text{gr}_G(A).
\]

(3) If in addition, we have \( wt \omega_i = d_i \), then \( \text{gr}_G(A) \cong \text{gr}^F(A) \) as well.

Proof. For (1), let \( \alpha \in G_pA \) be nonzero. Since \( f \) is injective, \( f(\alpha) \neq 0 \), and by assumption \( f(\alpha) \in G_pB \). Then there exists \( q \leq p \) such that \( f(\alpha) \in G_qB \setminus G_{q-1}B \), so \( \phi_q(f(\alpha)) \) can be expressed as a normally ordered polynomial \( P(\tilde{\omega}_i) \) in \( \tilde{\omega}_i \) and their derivatives, of total degree \( q \). Let \( \alpha' \in A \) be the corresponding normally ordered polynomial in the fields \( \omega_i \) and their derivatives. By our assumptions, \( \alpha' \in G_qA \subseteq G_pA \), and \( \alpha - \alpha' \) has the property that \( f(\alpha - \alpha') \in G_{q-1}B \). Continuing this process, we can find some \( \alpha'' \in G_{q-1}A \subseteq G_pA \) which is a normally ordered polynomial in \( \omega_i \) and their derivatives, such that \( f(\alpha' - \alpha'' - \alpha'') = 0 \), and hence \( \alpha = \alpha' + \alpha'' \) since \( f \) is injective.

Next, we have \( f(G_pA) \subseteq f(A) \cap G_pB \), so to prove (2), we need to show
\[
f(A) \cap G_pB \subseteq f(G_pA).
\]
Suppose this holds for all degrees less than \( p \). Let \( \beta \in (f(A) \cap G_pB) \setminus (f(A) \cap G_{p-1}B) \). Then we can write \( \phi_p(\beta) \) as a polynomial \( P(\tilde{\omega}_i) \) in \( \tilde{\omega}_i \) and their derivatives, of total degree \( p \). Let \( \alpha \in A \) be the corresponding normally ordered polynomial in \( \omega_i \) and their derivatives. By assumption, \( \alpha \in G_p(A) \) and \( f(\alpha) - \beta \) lies in \( f(A) \cap G_{p-1}B \). By induction,
\[
f(\alpha) - \beta \in f(G_{p-1}A),
\]
that is, \( f(\alpha) - \beta = f(\gamma) \) for some \( \gamma \in G_{p-1}A \). Then \( \alpha - \gamma \in G_pA \) and \( f(\alpha - \gamma) = \beta \), as claimed.

Finally, (3) is immediate from Lemma 2.1 \( \square \)

Remark 2.2. The notion of good increasing \( \mathbb{Z}_{\geq 0} \)-filtrations can easily be modified to include \( \mathbb{Z}_{\geq 0}^{\frac{1}{2}} \)-filtrations, where \( G_iA \subseteq G_{i+\frac{1}{2}}A \) for all \( i \in \mathbb{Z} \). Also, the notion works for vertex superalgebras with no modification, and the statement of Lemma 2.2 continues to hold.

The examples we need are the following. We give \( S(V), E(V), \) and \( F(V) \) the following good increasing filtrations:

(1) \( G\_2S(V) \) is spanned by the monomials
\[
\{ : \partial^{k_1}x_1 \ldots \partial^{k_s}x_s \partial^{l_1}y_1' \ldots \partial^{l_t}y_t' : | x_i \in V, \ y_i' \in V^*, \ k_i, l_i \geq 0, \ s + t \leq r \}.
\]

(2) \( G\_2E(V) \) is spanned by the monomials
\[
\{ : \partial^{k_1}b^{x_1} \ldots \partial^{k_s}b^{x_s} \partial^{l_1}c_1^{y_1} \ldots \partial^{l_t}c_t^{y_t} : | x_i \in V, \ y_i' \in V^*, \ k_i, l_i \geq 0, \ s + t \leq r \}.
\]
(3) $G_z \mathcal{F}(V)$ is spanned by the monomials
\[
\{ \partial^{k_1} \partial^{x_1} \ldots \partial^{k_r} \partial^{x_s} : x_i \in V, \ k_i \geq 0, \ s \leq r \}.
\]

Similarly, for any affine vertex (super)algebra $V^k(g)$, we define $G_*V^k(g)$ to be the span of all monomials in the generators $X^\xi$ and their derivatives of length at most $r$. Then all the homomorphisms $f : V^k(g) \to \mathcal{B}$ in the previous subsection satisfy $f(G_*V^k(g)) \subseteq G_*\mathcal{B}$.

For $V = S(V)$, $E(V)$, or $F(V)$, we have $\text{gr}_G(V) \cong \text{gr}^E(V)$ by Lemma 2.1 so for simplicity of notation, we will always denote $\text{gr}_G(V)$ by $\text{gr}(V)$.

3. Coset construction

**Definition 3.1.** Let $\mathcal{A}$ be a vertex algebra, and let $\mathcal{V}$ be a subalgebra. The commutant of $\mathcal{V}$ in $\mathcal{A}$, denoted by $\text{Com}(\mathcal{V}, \mathcal{A})$, is the subalgebra of elements $a \in \mathcal{A}$ such that $[v(z), a(w)] = 0$ for all $v \in \mathcal{V}$. Equivalently, $v(n)a = 0$ for all $v \in \mathcal{V}$ and $n \geq 0$.

This was introduced by Frenkel and Zhu [FZ], and is a standard way to construct new vertex algebras from old ones. If $\mathcal{A}$ and $\mathcal{V}$ have Virasoro vectors $L^\mathcal{A}$ and $L^\mathcal{V}$, then $\mathcal{C} = \text{Com}(\mathcal{V}, \mathcal{A})$ has Virasoro vector $L^\mathcal{A} - L^\mathcal{V}$, and $\mathcal{V} \otimes \mathcal{C} \to \mathcal{A}$ is a conformally embedding. If $\mathcal{V}$ is a homomorphic image of $V^k(g)$, we call $\mathcal{C}$ an affine coset, and it is just the invariant space $\mathcal{A}^\mathfrak{g}[t]$.

In this paper, the main examples of affine cosets we study have the following form.

(3.1) \[ \text{Com}(\tilde{V}^{-k}(g), S(V)) = S(V)^\mathfrak{g}[t], \]

(3.2) \[ \text{Com}(\tilde{V}^k(g), E(W)) = E(W)^\mathfrak{g}[t], \]

(3.3) \[ \text{Com}(\tilde{V}^{-k+l}(g), S(V) \otimes E(W)) = (S(V) \otimes E(W))^\mathfrak{g}[t]. \]

3.1. The method of arc spaces. We now recall the approach to studying these cosets using the invariant theory of arc spaces that was introduced in [LSS2]. First, with respect to the good increasing filtration $G_*S(V)$ defined above, we have

(3.4) \[ \text{gr}(S(V)) \cong \mathbb{C}[\bigoplus_{k \geq 0} (V_k \oplus V_k^*)], \quad V_k = \{ \beta_k^x : x \in V \}, \quad V_k^* = \{ \gamma_k^{x'} : x' \in V^* \}, \]

as commutative algebras. Here $\beta_k^x$ and $\gamma_k^{x'}$ are the images of $\beta_k^{(x)} = 1/k ! \partial^k \beta^x$ and $\gamma_k^{(x)} = 1/k ! \partial^k \gamma^{x'}$ in $\text{gr}(S(V))$ under the projection $G_1S(V) \to G_1S(V)/G_0S(V) \subseteq \text{gr}(S(V))$, respectively. Note that this notation is slightly different from [LSS2], and is chosen so that the derivation $\partial$ on $\text{gr}(S(V))$ is given by

(3.5) \[ \partial \beta_k^x = (k + 1) \beta_{k+1}^x, \quad \partial \gamma_k^{x'} = (k + 1) \gamma_{k+1}^{x'}. \]

Then (2.17) induces an action of $\mathfrak{g}[t]$ on $\text{gr}(S(V))$ by derivations of degree zero, defined on generators by

(3.6) \[ \xi t^n(\beta_k^x) = \beta_k^{(\xi)(x)}, \quad \xi t^n(\gamma_k^{x'}) = \gamma_k^{(\xi)(x')}. \]

We therefore have an isomorphism of differential algebras

\[ \text{gr}(S(V)) \cong \mathbb{C}[J_\infty(V \oplus V^*)] \]

which is in fact an isomorphism of $\mathfrak{g}[t]$-modules. Here the differential $\partial$ on $\mathbb{C}[J_\infty(V \oplus V^*)]$ is normalized as in [LS1, LS2, LS3].
Next, the inclusion map $f : S(V)^{\mathfrak{g}[t]} \hookrightarrow S(V)$ induces a filtration $G^t_\bullet S(V)^{\mathfrak{g}[t]}$ on $S(V)^{\mathfrak{g}[t]}$ where
\[ G^t_\bullet S(V)^{\mathfrak{g}[t]} = S(V)^{\mathfrak{g}[t]} \cap G_p S(V). \]
We have an induced injective map
\[ (3.7) \quad \text{gr}_f (S(V)^{\mathfrak{g}[t]}) \hookrightarrow \text{gr}(S(V))^{\mathfrak{g}[t]} \cong \mathbb{C}[J]\psi_0 (V \oplus V^*)^{\mathfrak{g}[t]} \cong \mathbb{C}[J]\psi_0 (V \oplus V^*)^{J\psi_0(G)}, \]
where $G$ is a connected Lie group whose action on $S(V)$ is infinitesimally generated by the action of $\mathfrak{g}$. In general, (3.7) can fail to be surjective. If generators for $\mathbb{C}[J]\psi_0 (V \oplus V^*)^{J\psi_0(G)}$ as a differential algebra are known, to check the surjectivity of (3.7) it suffices to check that the generators lie in the image. Finally, there is always a map
\[ (3.8) \quad \mathbb{C}[J]\psi_0 (V \oplus V^*/\psi_0(G)) \rightarrow \mathbb{C}[J]\psi_0 (V \oplus V^*)^{J\psi_0(G)}. \]
If (3.8) is surjective, the generators of $\mathbb{C}[V \oplus V^*]^G$ will generate $\mathbb{C}[J]\psi_0 (V \oplus V^*)^{J\psi_0(G)}$ as a differential algebra. If both (3.7) and (3.8) are surjective, we therefore obtain a strong finite generating set for $S(V)^{\mathfrak{g}[t]}$ as a vertex algebra.

We next recall how certain cosets of the form $\mathcal{E}(W)^{\mathfrak{g}[t]}$ and $(S(V) \otimes \mathcal{E}(W))^{\mathfrak{g}[t]}$ given by (5.3) and (5.3) of Section 5 can be studied using similar methods. First, given an algebraic group $G$ and finite-dimensional $G$-modules $\tilde{U}$ and $U$, let $\tilde{U}_j \cong \tilde{U}^*$ for $j \geq 0$, and fix a basis $\{x_{1,j}, \ldots, x_{m,j}\}$ for $\tilde{U}_j$. Let $S^{\tilde{U}} = \mathbb{C}[(\bigoplus_{j \geq 0} \tilde{U}_j)$. The map $\mathbb{C}[J\psi_0(\tilde{U})] \rightarrow S^{\tilde{U}}$ sending $x_{i,j}^j \mapsto x_{i,j}$ is an isomorphism of differential algebras, where the differential $D$ on $S^{\tilde{U}}$ is given by $D(x_{i,j}) = (j + 1)x_{i,j+1}$.

For $j \geq 0$, let $U_j \cong U^*$ and let $L^U = \bigwedge \bigoplus_{j \geq 0} U_j$. Fix a basis $\{y_{1,j}, \ldots, y_{n,j}\}$ for $U_j$ and extend the differential on $S^{\tilde{U}}$ to an even differential $D$ on $S^{\tilde{U}} \otimes L^U$, defined on generators by $D(y_{i,j}) = (j + 1)y_{i,j+1}$. There is an action of $J\psi_0(G)$ on $S^{\tilde{U}} \otimes L^U$, and we may consider the invariant ring $(S^{\tilde{U}} \otimes L^U)^{J\psi_0(G)}$. Let $S^{\tilde{U}}_0 = \mathbb{C}[\tilde{U}_0] \subseteq S^{\tilde{U}}$ and $L^U_0 = \bigwedge (\tilde{U}_0) \subseteq L$, and let $(S^{\tilde{U}}_0 \otimes L^U_0)^G$ be the differential algebra generated by $(S^{\tilde{U}}_0 \otimes L^U_0)^G$, which lies in $(S^{\tilde{U}} \otimes L^U)^{J\psi_0(G)}$.

Since $G$ acts on the direct sum $\tilde{U} \oplus U^{\otimes k}$ of $k$ copies of $U$, we have a map
\[ (3.9) \quad \mathbb{C}[J\psi_0(\tilde{U} \oplus U^{\otimes k}/G)] \rightarrow \mathbb{C}[J\psi_0(\tilde{U} \oplus U^{\otimes k})^{J\psi_0(G)}]. \]

**Theorem 3.1.** (1) Suppose that (3.9) is surjective for all $k \geq 0$. Then
\[ (S^{\tilde{U}} \otimes L^U)^{J\psi_0(G)} = ((S^{\tilde{U}}_0 \otimes L^U_0)^G), \]
which generalizes Theorem 7.1 of [LSS2]. In particular, if we fix a generating set $\{\alpha_1, \ldots, \alpha_k\}$ for $(S^{\tilde{U}}_0 \otimes L^U_0)^G$, then $\{\alpha_1, \ldots, \alpha_k\}$ generates $(S^{\tilde{U}} \otimes L^U)^{J\psi_0(G)}$ as a differential algebra.

(2) Suppose that (3.9) is an isomorphism for all $k \geq 0$. Let $\{f_1, \ldots, f_r\}$ be a generating set for the ideal of relations among $\{\alpha_1, \ldots, \alpha_k\}$. Then the ideal of relations among $\{\alpha_1, \ldots, \alpha_k\}$ and their derivatives is generated as a differential ideal by $\{f_1, \ldots, f_r\}$.

**Proof.** For each integer $a \geq 1$, let $S^{U, a}$ be the copy of $S^{U}$ with generators $z_{a,i,j}^a$ for $i = 1, \ldots, n$, and $j \geq 0$. For $A = \{a_1, \ldots, a_d\}$ with $a_i < a_{i+1}$, let
\[ S^A = S^{\tilde{U}} \otimes (S^{U,a_1} \otimes \cdots \otimes S^{U,a_d}), \quad S^{A}_0 = S^{\tilde{U}} \otimes (S^{U,a_1} \otimes \cdots \otimes S^{U,a_d}). \]
$S^A$ is $\mathbb{Z}^{A}_{\geq 0}$-graded if we give each generator $z_{a,i,j}^a$ the multidegree $\{(a_1, \ldots, a_d)\}$ with 1 in the $a_r$th position. Let $T^A$ be the subspace of $S^A$ which is linear in $S^{U,a_1}, \ldots, S^{U,a_d}$, that is, $T^A$ consists of elements of the form
\[ (3.10) \quad \overline{p} = \sum_{|I|, |J|} f_{|I|, |J|} \otimes (z_{a_1,i_1,j_1}^{a_1} \otimes \cdots \otimes z_{a_d,i_d,j_d}^{a_d}). \]
In this notation, \( |I| = (i_1, \ldots, i_d) \) and \( |J| = (j_1, \ldots, j_d) \) are ordered lists, \( f_{|I|,|J|} \) are elements of \( S^U \), and the above sum is finite. We will suppress the index of summation and use the shorthand \( \bar{p} = \sum f \otimes (z_{i_1,j_1}a \otimes \cdots \otimes z_{i_d,j_d}a) \). Observe that

\[
S^A \cong \mathbb{C}[J_\infty(\bar{U} \oplus (\bigoplus_{a=1}^d U^a))],
\]

which is a commutative algebra. If \( B = \{b_1, \ldots, b_c \} \subseteq A \) with \( b_i < b_{i+1} \), we have the natural embedding

\[\iota_{B,A} : S^B \to S^A, \quad f \otimes f_{b_1} \otimes \cdots \otimes f_{b_c} \mapsto f \otimes f_{a_1} \otimes \cdots \otimes f_{a_d},\]

with \( a_n = 1 \) if \( a \notin B \). If \( C = A \setminus B, \bar{p} \in S^B \) and \( \bar{q} \in S^C \) then \( \iota_{B,A}(\bar{p}) \iota_{C,A}(\bar{q}) \in S^A \).

Observe next that the permutation group \( \mathcal{S}_d \) acts on \( S^A \), and preserves \( T^A \). For \( \sigma \in \mathcal{S}_d \),

\[\sigma(\bar{p}) = \sum f \otimes (z_{i_\sigma(1),j_\sigma(1)} \otimes \cdots \otimes z_{i_\sigma(d),j_\sigma(d)})\]

Let \( T^A_{\text{sgn}} \subseteq T^A \) denote the subspace

\[\{ \bar{p} \in T^A | \sigma(\bar{p}) = \text{sgn}(\sigma)\bar{p}, \text{ for all } \sigma \in \mathcal{S}_d \}\]

We have a retraction

\[\psi_A : T^A \to T^A_{\text{sgn}}, \quad \psi_A(p) = \frac{1}{d!} \sum_{\sigma \in \mathcal{S}_d} \text{sgn}(\sigma)\sigma(\bar{p}).\]

For each \( d \geq 0 \), let \( S^U \otimes L_{U,d} \subseteq S^U \otimes L_U \) be the subspace of degree \( d \) in the variables \( y_{i,j} \). Then we have linear isomorphisms

\[\phi_A : T^A_{\text{sgn}} \to S^U \otimes L_{U,d}, \quad \sum f \otimes (z_{i_{a_1},j_{a_1}} \otimes \cdots \otimes z_{i_{a_d},j_{a_d}}) \mapsto \sum f \otimes (y_{i_{a_1},j_{a_1}} \wedge \cdots \wedge y_{i_{a_d},j_{a_d}})\]

We have \( \phi_A D = D\phi_A \). Let \( \Phi_A = \phi_A \circ \psi_A : T^A \to S^U \otimes L_{U,d} \), which has the following properties:

1. \( \Phi_A(\phi_A^{-1}(p)) = p \), for any \( p \in S^U \otimes L_{U,d} \);
2. \( \Phi_A(D\bar{p}) = D\Phi_A(p) \), for \( \bar{p} \in T^A \);
3. \( \Phi_A(\sigma(\bar{p})) = \text{sgn}(\sigma)\Phi_A(\bar{p}) \), for \( \sigma \in \mathcal{S}_d \);
4. Suppose \( \sigma \in \mathcal{G}_d \) with \( a_{\sigma(1)} \leq \cdots \leq a_{\sigma(e)} \) and \( a_{\sigma(e+1)} \leq \cdots \leq a_{\sigma(d)} \). Let \( B = \{a_{\sigma(1)}, \ldots, a_{\sigma(e)}\}, C = \{a_{\sigma(e+1)}, \ldots, a_{\sigma(d)}\}, \bar{p} \in T^B \), and \( \bar{q} \in T^C \). Then \( \Phi_A(\iota_{B,A}(\bar{p})\iota_{C,A}(\bar{q})) = \text{sgn}(\sigma)\Phi_B(\bar{p})\Phi_C(\bar{q}) \).

The following properties of the action of \( J_\infty(G) \) on \( S^A \) are apparent:

1. The action of \( J_\infty(G) \) preserves the grading of \( \mathbb{Z}_d^A \);
2. \( T^A \) is a \( J_\infty(G) \)-invariant subspace;
3. the actions of \( \mathcal{G}_d \) and \( J_\infty(G) \) commute;
4. \( \iota_{B,A}, \phi_A \), and \( \Phi_A \) are \( J_\infty(G) \)-equivariant.

Suppose \( (3.9) \) is surjective for all \( k \geq 0 \), so that \( (S^A)^{J_\infty(G)} \) is generated by \( (S_0^A)^G \) as a differential algebra. We can choose homogeneous generators \( \{\beta_1, \ldots, \beta_u, \beta_{u+1}, \ldots, \beta_{u+v}\} \) for \( (S_0^A)^G \). In this notation, the first \( u \) generators \( \{\beta_1, \ldots, \beta_u\} \) are linear in each copy of \( S^{U,a} \) which appears, and the remaining generators \( \beta_{u+1}, \ldots, \beta_{u+v} \) are at least quadratic in one of these copies. Then there is \( B_i \subseteq A, 1 \leq i \leq u, \tilde{\beta}_i \in T^{B_i} \), such that \( \beta_i = \iota_{B_i,A}(\tilde{\beta}_i) \).

For statement (1), if \( p \in S^U \otimes L_{U,d} \) is a \( J_\infty(G) \)-invariant element, then \( \phi_A^{-1}(p) \) is \( J_\infty(G) \)-invariant. We have

\[\phi_A^{-1}(p) = \sum c D^{k_1}\beta_{i_1} \cdots D^{k_l}\beta_{i_l}.\]
with $1 \leq i_j \leq u$ since $\phi_A^{-1}(p) \in T_{sgn}^A \subseteq T^A$. So

$$\phi_A^{-1}(p) = \sum c D^{k_1}t_{B_1}A(\tilde{\beta}_{i_1}) \cdots D^{k_l}t_{B_l}A(\tilde{\beta}_{i_l}),$$

with $\cup_j B_{i_j} = A$ and $B_{i_j} \cap B_{i_j'} = \emptyset$. Thus

$$p = \Phi_A(\phi_A^{-1}(p)) = \sum \pm c D^{k_1}\Phi_{B_1}(\tilde{\beta}_{i_1}) \cdots D^{k_l}\Phi_{B_l}(\tilde{\beta}_{i_l}).$$

Since $\Phi_{B_{i_j}}(\tilde{\beta}_{i_j})$ are $G$-invariant element in $S^U_0 \otimes L_0^U$, $(S^U_0 \otimes L^U)^{J_\infty(G)} = ((S^U_0 \otimes L_0^U)^G)$.

For statement (2), we may assume that the generators $\alpha_t$ of $(S^U_0 \otimes L_0^U)^G$ are homogeneous of degree $e_t$ in the variables $y_{i_t}$. Note that $\alpha_t$ is odd (respectively even) if and only if $e_t$ is odd (respectively even). Let $P$ be the differential polynomial superalgebra on generators $X_1, \ldots, X_k$ and their derivatives, with appropriate parity, so that $(S^U \otimes L^U)^{J_\infty(G)}$ is the quotient of $P$ by the homomorphism of differential superalgebras

$$\pi_P : P \to (S^U \otimes L^U)^{J_\infty(G)}, \quad D^kX_t \mapsto D^k\alpha_t.$$ 

We will view relations among $\alpha_1, \ldots, \alpha_k$ and their derivatives, as elements of $\ker \pi_P$. Note that $P$ has a compatible grading if we assign $X_t$ the degree $e_t$, and we denote by $P^e$ the subspace of degree $e$.

For $t = 1, \ldots, k$, let

$$\beta_t^e = \sigma(\iota_{C_t,A}(\phi_{C_t}^{-1}(\alpha_t))), \quad C_t = \{a_1, \ldots, a_{e_t}\}, \quad \sigma \in \mathfrak{S}_d.$$ 

Now $\{\beta_t^e \mid t = 1, \ldots, k, \sigma \in \mathfrak{S}_d\} \cup \{\beta_1, \ldots, \beta_{u+v}\}$ is a set of generators of $(S^A_0)$. We may assume that

$$\Phi_{B_i}(\tilde{\beta}_i) = 0, \quad 1 \leq i \leq u.$$ 

This is because $\phi_{B_i}$ is a linear isomorphism, so $\iota_{B_i,A}(\psi_{B_i}(\tilde{\beta}_i))$ can be generated by $\beta_t^e$ since $\Phi_{B_i}(\tilde{\beta}_i)$ is generated by $\alpha_t$. Therefore we can replace $\bar{\beta}_i$ by $\tilde{\beta}_i - \iota_{B_i,A}(\psi_{B_i}(\tilde{\beta}_i))$.

Let $Q$ be the differential polynomial algebra on generators $Y_t^\sigma, Y_1, \ldots, Y_{u+v}$, and their derivatives. Then $Q$ is $\mathbb{Z}^A_{\geq 0}$-graded such that the multidegree of $D^kY_t^\sigma$ is the same as the multidegree of $D^k\beta_t^e$. So $(S^A)^{J_\infty(G)}$ is the quotient of $Q$ by the homomorphism of differential algebras

$$\pi_Q : Q \to (S^A)^{J_\infty(G)}, \quad D^kY_t^\sigma \mapsto D^k\beta_t^e, \quad D^kY_t \mapsto D^k\beta_t.$$ 

Then relations among $\beta_t^e$ and $\beta_t$ and their derivatives are just elements of the kernel of $\pi_Q$. Under the assumption that (3.9) is an isomorphism for all $k \geq 1$, ker $\pi_Q$ is generated as a differential ideal by polynomials in $Y_t^\sigma$ and $Y_t$, i.e., elements with no derivatives, which are homogeneous in the $\mathbb{Z}^A_{\geq 0}$-grading.

For $B \subseteq A$, let $g_B \in \mathbb{Z}^A_{\geq 0}$ with $g_B(a) = 0$ if $a \notin B$ and $g_B(a) = 1$ if $a \in B$. Let $Q^B \subseteq Q$ denote the homogeneous subspace of multidegree $g_B$. Clearly $Q^B$ is a differential subspace of $Q$, i.e., it is closed under the action of $D$. Let $e$ be the number of elements in $B$. We have a linear map of differential spaces

$$\Psi_B : Q^B \to P^e,$$

defined on monomials as follows: $\Psi_B(M) = 0$ if $M$ is a monomial containing some $Y_t$, and

$$\Psi_B(D^{k_1}Y_t^{\sigma_1} \cdots D^{k_l}Y_t^{\sigma_l}) = \text{sgn}(\sigma)D^{k_1}X_{t_1} \cdots D^{k_l}X_{t_l},$$

where $\sigma$ is a permutation of $B$ such that the sequence

$$\sigma(a_{i_1}), \ldots, \sigma(a_{ce_1}), \ldots, \sigma(a_{de_1})$$
Theorem 4.1. For all $\beta \in H$ the generator of $\text{sl}(n)$ is in increasing order. The map $\Psi_B$ has the following properties:

1. $\Psi_B(DM) = D\Psi_B(M)$;
2. $\pi_P \circ \Psi_B = \Phi_B \circ \pi_Q$;
3. Let $\sigma \in G_d$ with $a_{\sigma(1)} < \cdots < a_{\sigma(e)}$ and $a_{\sigma(e+1)} < \cdots < a_{\sigma(d)}$. Let $B = \{a_{\sigma(1)}, \ldots, a_{\sigma(e)}\}$, $C = \{a_{\sigma(e+1)}, \ldots, a_{\sigma(d)}\}$, $\bar{p} \in T^B$, $\bar{q} \in T^C$, $M_1 = \pi_Q^{-1}(\bar{p})$, and $M_2 = \pi_Q^{-1}(\bar{q})$. Then $\Psi_B(M_1)\Psi_C(M_2) = \text{sgn}(\sigma)\Psi_A(M_1M_2)$.

Now if $R \in \ker \pi_P$ is a relation of $D^k\alpha_i$, we can assume $R$ is homogeneous of degree $d$. Assume

$$R = \sum c D^{k_1} X_{i_1} \cdots D^{k_l} X_{i_l}.$$ 

Let $d_j = e_{i_1} + \cdots + e_{i_j}$ and $\sigma_j \in G_d$ a permutation such that $\sigma_j(i) = d_{j-1} + i \mod d$. Consider

$$\bar{R} = \sum c D^{k_1} \beta_{i_1}^{\sigma_1} \cdots D^{k_l} \beta_{i_l}^{\sigma_l} \in T^A.$$ 

Replacing $\beta_{i_l}^{\sigma_l}$ by $Y_{i_l}^{\sigma_l}$ in the expression (3.14), we get a polynomial

$$r = \frac{1}{d!} \sum_{\sigma \in \mathcal{S}_d} \text{sgn}(\sigma) \sum c D^{k_1} \sigma(Y_{i_1}^{\sigma_1}) \cdots D^{k_l} (Y_{i_l}^{\sigma_l})$$

in $Q^A$ with $\Psi_A(r) = R$. Since

$$\Phi_A(\bar{R}) = \sum c D^{k_1} \alpha_{i_1} \cdots D^{k_l} \alpha_{i_l} = \pi_P(R) = 0,$$

$$\pi_Q(r) = \Psi_A(\bar{R}) = 0.$$ 

Thus $r = \sum f_jD^{k_j}r_j$, and $r_j$ is a polynomial in $R^\sigma$ and $Y_i$, which are homogeneous with respect to the $\mathbb{Z}_{\geq 0}$-grading. Since $r \in Q^A$, $f_j$ can be chosen to be homogeneous as well. There are $B_j \subseteq A, C_j = A \setminus B_j$ such that $f_j \in Q^{B_j}$ and $r_j \in Q^{C_j}$. Then $\bar{R} = \Psi_A(r) = \sum \pm \Psi_B(f_j)D^{k_1}\Psi_C(r_j)$, and $\Psi_C(r_j) \in \ker \pi_P$ is an element of level zero (i.e. involving no derivatives). This completes the proof. 

In view of Theorem 1.1, Theorem 3.1(2) applies to the case $G = GL_n$ and $\tilde{U} = V^\otimes k$, $U = V^\oplus l$ with $V = \mathbb{C}^n \oplus (\mathbb{C}^n)^*$, and the case $G = Sp_{2n}$ and $\tilde{U} = V^\otimes k, U = V^\oplus l$ with $V = \mathbb{C}^{2n}$. Theorem 3.1(1) applies to the case $G = SL_n$ and $U = V^\otimes k, U = V^\oplus l$ with $V = \mathbb{C}^n \oplus (\mathbb{C}^n)^*$.

4. The case $\mathfrak{g} = \text{sl}(n)$

For $n \geq 2$, let $\mathfrak{g} = \text{sl}(n)$ and let $V = (\mathbb{C}^n)^{\otimes m}$ be the sum of $m$ copies of the standard module $\mathbb{C}^n$. We regard $V$ as the space of $n \times m$ matrices, so that the homomorphism (2.19) corresponds to the left and right actions of $\text{sl}(n)$ and $\text{sl}(m)$ on $V$, respectively. From now on, we use the generators $\beta^{ij}, \gamma^{ij}$ for $i = 1, \ldots, n$ and $j = 1, \ldots, m$, satisfying $\beta^{ij}(z)\gamma^{kl}(w) \sim \delta_{i,k}\delta_{j,l}(z-w)^{-1}$. The generator of $\mathcal{H}$ is then $e = \sum_{i=1}^n \sum_{j=1}^m :\beta^{ij}\gamma^{ij}:$.

**Theorem 4.1.** For all $n \geq 2$ and $m \geq 1$, $\text{Com}(\tilde{V}^{-m}(\mathfrak{sl}(n)), \mathcal{S}(nm)) = \mathcal{S}(nm)^{\mathfrak{sl}(n)}$ is an extension of $\tilde{V}^{-n}(\mathfrak{gl}(m))$. It is strongly generated by

$$X^{ij} = \sum_{k=1}^n :\beta^{ki}\gamma^{kj}:, \in \tilde{V}^{-n}(\mathfrak{gl}(m)).$$
together with $2\binom{m}{n}$ additional fields of conformal weight $\frac{n}{2}$, if $m \geq n$:

$$D_{j_1, \ldots, j_n} = \begin{vmatrix} \beta^{1j_1} & \ldots & \beta^{1j_n} \\ \vdots & \ddots & \vdots \\ \beta^{nj_1} & \ldots & \beta^{nj_n} \end{vmatrix}, \quad D'_{j_1, \ldots, j_n} = \begin{vmatrix} \gamma^{1j_1} & \ldots & \gamma^{1j_n} \\ \vdots & \ddots & \vdots \\ \gamma^{nj_1} & \ldots & \gamma^{nj_n} \end{vmatrix},$$

for all sets $\{j_1, \ldots, j_n\} \subseteq \{1, \ldots, m\}$ of distinct indices.

**Proof.** The case $1 \leq m < n$ is given by Theorem 4.1 of [LSS2]; in this case $\tilde{V}^{-n}(\mathfrak{gl}_m) = V^{-n}(\mathfrak{gl}_n)$, which is simple. The case $n = 2$ follows from Theorem 4.3 of [LSS2]. In this case, $S(2m)^{\mathfrak{gl}_2[t]}$ is a homomorphic image of $V^{-2}(\mathfrak{so}_{2m})$; see also Proposition 8.1 of [AKMPP].

In the general case, (3.8) is surjective by Theorem 1.1 (3). Since $D_{j_1, \ldots, j_n}$ depends only on the $\beta^{ij}$, there are no double contractions with the generators of $V^{-m}(\mathfrak{sl}_n)$, so $D_{j_1, \ldots, j_n}$ is $\mathfrak{sl}_n[t]$-invariant. Similarly, $D'_{j_1, \ldots, j_n}$ is $\mathfrak{sl}_n[t]$-invariant. Therefore (3.7) is surjective as well, so the generators of the classical invariant ring $\mathbb{C}[(\mathbb{C}^n \oplus (\mathbb{C}^n)^*)^{\mathfrak{sl}_m}]^{SL_n}$ give rise to a generating set for $\text{gr}_f(S(nm)^{\mathfrak{sl}_n[t]})$ as a differential algebra. By Lemma 2.2, the corresponding fields strongly generate $S(nm)^{\mathfrak{sl}_n[t]}$ as a vertex algebra.

The next statement follows immediately from Theorem 4.1 together with Theorem 3.5 of [LSS2].

**Corollary 4.1.** The Zhu algebra $A(S(nm)^{\mathfrak{sl}_n[t]})$ is isomorphic to the ring of invariant differential operators $\mathcal{D}(V)^{SL_n}$ for $V = (\mathbb{C}^n)^{\oplus m}$.

The proof of the next statement is the same as the proof of Theorem 3.5 of [LSS2].

**Corollary 4.2.** The Zhu commutative algebra $R_{S(nm)^{\mathfrak{sl}_n[t]}}$ is isomorphic to the ring of invariant polynomial functions $\mathbb{C}[V \oplus V^*]^{SL_n}$.

Theorem 4.1 allows us to give a complete description of the singular support of $S(nm)^{\mathfrak{sl}_n[t]}$.

**Corollary 4.3.** (1) For all $n \geq 2$ and $m \leq n + 2$, $S(nm)^{\mathfrak{sl}_n[t]}$ is classically free.

(2) For $m > n + 2$, $S(nm)^{\mathfrak{sl}_n[t]}$ is not classically free. However, the kernel of the homomorphism

$$\mathbb{C}[J_\infty((V \oplus V^*) \langle SL_n)]) \to \text{gr}_F(S(nm)^{\mathfrak{sl}_n[t]}),$$

coincides with the nilradical of $\mathbb{C}[J_\infty((V \oplus V^*) \langle SL_n)])$. Therefore $S(nm)^{\mathfrak{sl}_n[t]}$ is classically free at the level of varieties, and $SS(S(nm)^{\mathfrak{sl}_n[t]})$ is just the reduced scheme of $J_\infty((V \oplus V^*) \langle SL_n)$.

(3) The kernel of (4.1) is finitely generated as a differential ideal.

**Proof.** In the case $m < n$, since $S(nm)^{\mathfrak{sl}_n[t]} \cong \tilde{V}^{-n}(\mathfrak{gl}_m)$ which is a universal affine vertex algebra, there is nothing to prove since all universal affine vertex algebras are classically free. For all $m \geq n$, it follows from Theorem 4.1 and Lemma 2.2 that

$$\text{gr}_f(S(nm)^{\mathfrak{sl}_n[t]} \cong \text{gr}(S(nm)^{\mathfrak{sl}_n[t]} \cong \text{gr}_F(S(nm)^{\mathfrak{sl}_n[t]} \cong \mathbb{C}[J_\infty(V \oplus V^*)]^{SL_n}).$$

For $m \leq n + 2$, it follows from Theorem 1.1 (3) that for $V = (\mathbb{C}^n)^{\oplus m}$ the map (3.8) is an isomorphism, so the above map is an isomorphism as well. Finally, the kernel is given explicitly and the statement about the nilradical is proven in Corollary 4.4 of [LS3].

There is only one other example in the literature where the kernel of (1.5) is nontrivial and is known to be differentially finitely generated, namely $\text{Vir}_{3,4}$ [AEH]. The examples given by Corollary 4.3 are the first examples which are not $C_2$-cofinite.
In the cases \( m \geq n \), it is an interesting question whether \( S(nm)^{\mathfrak{sl}_n[t]} \) can be identified with vertex algebras appearing in other contexts, such as \( \mathcal{W} \)-algebras. We now consider the cases \( m = n \) and \( m = n + 1 \).

4.1. The case \( m = n \). In this case, \( S(n^2)^{\mathfrak{sl}_n[t]} \) is strongly generated by the generators of \( V^{-n}(\mathfrak{sl}_n) \), the Heisenberg field \( e = \sum_{i,j=1}^{n} : \beta^{ij} \gamma_{ij} : \), together with two fields

\[
D^+ = D_{1,...,n} = \begin{bmatrix} \beta^{11} & \cdots & \beta^{1n} \\ \vdots & \ddots & \vdots \\ \beta^{n1} & \cdots & \beta^{nn} \end{bmatrix}, \quad D^- = D'_{1,...,n} = \begin{bmatrix} \gamma^{11} & \cdots & \gamma^{1n} \\ \vdots & \ddots & \vdots \\ \gamma^{n1} & \cdots & \gamma^{nn} \end{bmatrix},
\]

of conformal weight \( \frac{n}{2} \). For convenience, we replace the Heisenberg field \( e \) with \( J = -\frac{1}{n} e \). We have the following OPEs:

\[
J(z)J(w) \sim -(z-w)^{-2},
\]
\[
J(z)D^\pm(w) = \pm D^\pm(w)(z-w)^{-1},
\]
\[
D^+(z)D^-(w) \sim n!(z-w)^{-n} - n!J(w)(z-w)^{-n+1} + \ldots.
\]

The remaining terms in \( D^+_{(n-r-1)}D^- \) for \( r = 2, \ldots, n-1 \) depend only on \( J \) and elements of the center of \( V^{-n}(\mathfrak{sl}_n) \). Note also that the images of the two commuting copies of \( V^{-n}(\mathfrak{sl}_n) \) in \( S(n^2) \) have the same center, which is the differential polynomial algebra with generators \( \nu_2, \ldots, \nu_n \) of weights \( 2, \ldots, n \).

In \([\text{CGL}]\), for \( n \geq 2 \), the coset

\[
\text{Com}(V^{-n}(\mathfrak{sl}_n) \otimes V^{-n}(\mathfrak{sl}_n), S(n^2)) = S(n^2)^{\mathfrak{sl}_n[t] \oplus \mathfrak{sl}_n[t]}
\]

was considered, and it was shown to be freely generated by the Heisenberg field \( J \), the fields \( D^\pm \), and the fields \( \nu_2, \ldots, \nu_{n-1} \) when \( n \geq 3 \). The reason that the remaining central element \( \nu_n \) is not needed is that there exists a relation of weight \( n \):

\[
(D^+ D^- : -P(J, \nu_2, \ldots, \nu_n) = 0,
\]

where \( P \) is a normally ordered polynomial in \( \{J, \nu_2, \ldots, \nu_n\} \) and their derivatives, and the coefficient of \( \nu_n \) is nonzero. Therefore \( \nu_n \) can be eliminated from the strong generating set.

In particular, \( S(n^2)^{\mathfrak{sl}_n[t] \oplus \mathfrak{sl}_n[t]} \) has the same strong generating type as the universal \( \mathcal{W} \)-algebra \( \mathcal{W}^k(\mathfrak{sl}_2, f_{\text{subreg}}) \) associated to \( \mathfrak{sl}_n \) with its subregular nilpotent element, which was shown by Genra \([\text{G}]\) to be isomorphic to the Feigin-Semikhatov algebra \( \mathcal{W}^2 \). Note that in the case \( n = 2 \), \( f_{\text{subreg}} = 0 \) so \( \mathcal{W}^k(\mathfrak{sl}_2, f_{\text{subreg}}) \cong V^k(\mathfrak{sl}_2) \). The following result was conjectured in \([\text{CGL}]\), and was proven for \( n = 2, 3, 4 \) by direct computation.

**Theorem 4.2.** For all \( n \geq 2 \),

\[
S(n^2)^{\mathfrak{sl}_n[t] \oplus \mathfrak{sl}_n[t]} \cong \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}).
\]

The idea of the proof is that \( S(n^2)^{\mathfrak{sl}_n[t] \oplus \mathfrak{sl}_n[t]} \) and \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) share some properties such as strong generating type, graded character and a few features of the OPE relations. Then we will show that there is a unique vertex algebra satisfying these properties, up to isomorphism.

Although the full OPE algebra of \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) is given explicitly in \([\text{GKu}]\), we only need the following more qualitative statement, which follows from Theorem 3.14, Proposition 4.2, and Theorem 4.4 of \([\text{GKu}]\).

**Lemma 4.1.** \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) has the following features:
(1) It is freely generated by a Heisenberg field $J$, fields $G^\pm$ of weight $\frac{1}{2}$, and central fields $\omega_2, \ldots, \omega_{n-1}$ of weights $2, \ldots, n-1$ when $n \geq 3$.

(2) These fields satisfy
\[
J(z)J(w) \sim -(z-w)^{-2},
\]
\[
G^+(z)G^-(w) \sim n!(z-w)^{-n} - n!J(z-w)^{-n+1} + \ldots,
\]
\[
J(z)G^\pm(w) = \pm G^\pm(w)(z-w)^{-1}.
\]

(3) $G^\pm$ generate $W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})$ as a vertex algebra. Equivalently, for all $i = 2, \ldots, n-1$,
\[
G^\pm_{(n-i-1)}G^- = \mu_i \omega_i + \ldots,
\]
where $\mu_i \neq 0$ and the remaining terms are normally ordered monomials in $J, \omega_2, \ldots, \omega_{i-1}$ and their derivatives.

Lemma 4.2. $S(n^2)^{\mathfrak{sl}_n \oplus \mathfrak{sl}_n}$ is generated by $D^\pm$ as a vertex algebra. Equivalently, for all $i = 2, \ldots, n-1$,
\[
D^\pm_{(n-i-1)}D^- = \lambda_i \nu_i + \ldots,
\]
where $\lambda_i \neq 0$ and the remaining terms are normally ordered monomials in $J, \nu_2, \ldots, \nu_{i-1}$ and their derivatives.

Proof. First, the projection $\phi_n: D^+D^- :$ onto the component of degree $n$ (which has degree 2 in the variables $\beta_k^i$ and $\gamma_k^i$), actually lies in the subalgebra
\[
\mathbb{C}[\beta_0^i, \gamma_0^i]^{GL_n \times GL_n} \cong Z(\mathfrak{gl}_n),
\]
where $Z(\mathfrak{gl}_n)$ denotes the center of $U(\mathfrak{gl}_n)$. As such, we can write $\phi_n: D^+D^- :$ as a polynomial in the Casimirs $J, \nu_2, \ldots, \nu_n$. Here by abuse of notation, we do not distinguish between the fields $J, \nu_2, \ldots, \nu_n \in S(n^2)^{\mathfrak{sl}_n \oplus \mathfrak{sl}_n}$ and their images in $Z(\mathfrak{gl}_n)$. As above, the coefficient of $\nu_n$ is nonzero.

Let $x^{ij} = \phi_1(X^{ij})$ be the image of $X^{ij}$ in the degree 1 part of $\text{gr}(S(n^2))$, and observe that $\nu_n$ can be characterized as the only monomial of degree $n$ in $J, \nu_2, \ldots, \nu_n$ which contains the term $x^{12}x^{23} \ldots x^{n-1,n,n+1}$ with nonzero coefficient.

Now for all $l$ with $2 < l < n$, the projection $\phi_l(D^+_{(n-l-1)}D^-)$ will contain the degree $l$ element
\[
d_{i_1,\ldots,i_l}d'_{i_1,\ldots,i_l} = \phi_l( : D_{i_1,\ldots,i_l}D'_{i_1,\ldots,i_l} :)
\]
with coefficient $\pm (n-l)!$. As above, $d_{i_1,\ldots,i_l}d'_{i_1,\ldots,i_l}$ can be expressed as a polynomial in the generators $J', \nu_2, \ldots, \nu_l'$ of $Z(\mathfrak{gl}_l)$, and the coefficient of $\nu_l'$ is nonzero.

Next, the embedding $i: \mathfrak{gl}_l \hookrightarrow \mathfrak{gl}_n$ gives a restriction map $i^*: \mathfrak{gl}_n^* \to \mathfrak{gl}_l^*$ and induced surjection
\[
i^*: Z(\mathfrak{gl}_n) \cong S(\mathfrak{gl}_n)^{GL_n} \to S(\mathfrak{gl}_l)^{GL_l} \cong Z(\mathfrak{gl}_l).
\]
This map is also injective when restricted to the component of degree $l$. In particular, given a polynomial $p(J, \nu_2, \ldots, \nu_l)$ of degree $l$ in $S(\mathfrak{gl}_n)^{GL_n}$, the coefficient of $\nu_l$ in $p$ nonzero if and only if the coefficient of $x^{12}x^{23} \ldots x^{l-1,l,l+1}$ in $i^*(p)$ is nonzero. Since $x^{12}x^{23} \ldots x^{l-1,l,l+1}$ has nonzero coefficient in $d_{i_1,\ldots,i_l}d'_{i_1,\ldots,i_l}$ and cannot appear in any other terms in $i^*(\phi_l(D^+_{(n-l-1)}D^-))$, $\nu_l$ must appear with nonzero coefficient in $D^+_{(n-l-1)}D^-$, as claimed. □

Proof of Theorem 4.2. It suffices to prove that any two vertex algebras satisfying the properties of Lemma 4.1 must be isomorphic. So let $A$ be another such vertex algebra which is
freely generated by a Heisenberg field $\tilde{J}$, fields $\tilde{G}^\pm$ of weight $\frac{n}{2}$, and central fields $\tilde{\omega}_2, \ldots, \tilde{\omega}_{n-1}$ with OPE relations

\begin{equation}
\tilde{J}(z)\tilde{J}(w) \sim -n^2(z-w)^{-2}, \quad \tilde{G}^+(z)\tilde{G}^-(w) \sim n!(z-w)^{-n} - n!\tilde{J}(w)(z-w)^{-n+1} + \ldots,
\end{equation}

\begin{equation}
J(z)\tilde{G}^\pm(w) = \pm\tilde{G}^\pm(w)(z-w)^{-1}.
\end{equation}

Suppose furthermore that for all $2 \leq r \leq n-1$, $\tilde{G}_{(n-r-1)}^+\tilde{G}^- = \tilde{\mu}_r\tilde{\omega}_r + \cdots$, where the remaining terms depend only on $J, \omega_2, \ldots, \omega_{n-1}$ and their derivatives, and $\tilde{\mu}_r \neq 0$.

To show that $W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \cong A$, it suffices to show that we can choose new generators $\tilde{\omega}'_2, \ldots, \tilde{\omega}'_{n-1}$ for the central algebra generated by $\tilde{\omega}_2, \ldots, \tilde{\omega}_{n-1}$ such that OPEs agree, that is, the map $W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \rightarrow A$ defined by

\begin{equation}
J \mapsto \tilde{J}, \quad G^\pm \mapsto \tilde{G}^\pm, \quad \omega_i \mapsto \tilde{\omega}'_i,
\end{equation}

preserves OPEs and is therefore an isomorphism of vertex algebras since both sides are freely generated by the given fields.

For $2 \leq i \leq n-1$, let $M^i \subseteq W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})$ denote the set of all normally ordered monomials of weight $i$ in the variables $\omega_2, \ldots, \omega_{n-1}$ and their derivatives, but not including the term $\omega_i$ itself. Let $J^i$ be the set of normally ordered monomials in $J$ and its derivatives of weight $i$.

Similarly, let $\tilde{M}^i$ and $\tilde{J}^i$ be the corresponding sets in $A$ consisting of normally ordered monomials in $\tilde{\omega}_2, \ldots, \tilde{\omega}_{n-1}$ and their derivatives not including $\tilde{\omega}_i$ itself, and normally ordered monomials in $\tilde{J}$ and its derivatives, respectively.

For $1 < r < i$, let $M^r J^{i-r}$ denote the monomials of weight $i$ which are a product of some $M \in M^r$ and $N \in J^{i-r}$, and similarly define $\tilde{M}^r \tilde{J}^{i-r}$. Then

\begin{equation}
\begin{aligned}
G_{(n-i-1)}^+\tilde{G}^- &= \mu_i\tilde{\omega}_i + \cdots, \\
\tilde{G}_{(n-i-1)}^+\tilde{G}^- &= \tilde{\mu}_i\tilde{\omega}_i + \cdots,
\end{aligned}
\end{equation}

where the remaining terms are linear combinations of elements of $M^i$, $J^i$, and $M^r J^{i-r}$ in the first line, and of elements of $M^i$, $\tilde{J}^i$, and $\tilde{M}^r \tilde{J}^{i-r}$ in the second line, respectively.

It is easy to check that the Jacobi identities of type $(J, G^+, G^-)$ together with (4.5) uniquely determine all coefficients of all monomials in $J^i$, for all $i = 2, \ldots, n-1$. Also, for all monomials of the form $MN \in \tilde{M}^r \tilde{J}^{i-r}$ with $M \in M^r$ and $N \in M^{i-r}$, the coefficient of $MN$ appearing in $\tilde{G}_{(n-i-1)}^+\tilde{G}^-$ is uniquely determined in terms of the coefficient of $M$ in $\tilde{G}_{(n-r-1)}^+\tilde{G}^-$. Note, however, that the Jacobi identities do not provide any restrictions on the coefficients of monomials in $M^i$.

Recall that in $W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})$ and $A$, we have respectively,

\begin{equation}
\begin{aligned}
G_{(n-3)}^+\tilde{G}^- &= \mu_2\omega_2 + \cdots, \\
\tilde{G}_{(n-3)}^+\tilde{G}^- &= \tilde{\mu}_2\tilde{\omega}_2 + \cdots,
\end{aligned}
\end{equation}

Here the remaining terms lie in $J^2$ and $\tilde{J}^2$, respectively, and hence are completely determined. Therefore they must agree under (4.6).

We define

$$\tilde{\omega}'_2 = \frac{\tilde{\mu}_2}{\mu_2} \tilde{\omega}_2 \in A.$$
Then
\[ \tilde{G}^+_\mathrm{n-3} \tilde{G}^- = \tilde{\mu}_2 \frac{\mu_2}{\tilde{\mu}} \omega_2 + \cdots = \mu_2 \omega_2 + \cdots, \]
which now agrees with \( G^+_\mathrm{n-3} G^- \) under (4.6).

Inductively, we assume that for all \( i \leq r \), we have defined new variables \( \tilde{\omega}'_1, \ldots, \tilde{\omega}'_i \in A \) which commute with \( \tilde{J} \), such that all structure constants in \( \tilde{G}^+_\mathrm{n-i-1} \tilde{G}^- \) agree with those in \( G^+_\mathrm{n-i-1} G^- \). In particular, for \( i \leq r + 1 \), the set \( \tilde{M}^i \) has been replaced with the set \((\tilde{M}')^i\) of normally ordered monomials of weight \( i \) in the new variables \( \tilde{\omega}'_1, \ldots, \tilde{\omega}'_r \).

Now consider \( G^+_\mathrm{n-r-2} G^- \), which has weight \( r + 1 \), and write
\[ G^+_\mathrm{n-r-2} G^- = \mu_{r+1} \tilde{\omega}_{r+1} + \sum_j a_j \tilde{M}_j^{r+1} + \cdots, \]
\[ \tilde{G}^+_\mathrm{n-r-2} \tilde{G}^- = \tilde{\mu}_{r+1} \tilde{\omega}_{r+1} + \sum_j b_j \tilde{M}_j^{r+1} + \cdots, \]
where \( a_j, b_j \) are constants and the remaining terms which either lie in \( J^{r+1} \) or \( M^a J^{r+1-a} \) (respectively \( \tilde{J}^{r+1} \) or \((\tilde{M}')^a \tilde{J}^{r+1-a}\)), are completely determined by previous data.

We now define
\[ \tilde{\omega}'_{r+1} = \tilde{\mu}_{r+1} \left( \frac{\mu_{r+1}}{\tilde{\mu}_{r+1}} \tilde{\omega}_{r+1} + \sum_j b_j \tilde{M}_j + \cdots \right). \]
Then
\[ \tilde{G}^+_\mathrm{n-r-2} \tilde{G}^- = \tilde{\mu}_{r+1} \left( \frac{\mu_{r+1}}{\tilde{\mu}_{r+1}} \tilde{\omega}'_{r+1} - \sum_j \frac{b_j}{\tilde{\mu}_{r+1}} \tilde{M}_j + \cdots \right) + \sum_j b_j \tilde{M}_j + \cdots, \]
(4.9)
\[ = \mu_{r+1} \tilde{\omega}'_{r+1} + \sum_j a_j \tilde{M}_j^{r+1} + \cdots. \]

Therefore with this change of variables, the structure constants in \( \tilde{G}^+_\mathrm{n-r-2} \tilde{G}^- \) now agree with those of \( G^+_\mathrm{n-r-2} G^- \) with respect to monomials in \{\( \tilde{J}, \tilde{\omega}'_2, \ldots, \tilde{\omega}'_{r+1} \}\} and \{\( J, \omega_2, \ldots, \omega_{r+1} \}\}, respectively. Inductively, we can choose new variables \( \tilde{\omega}'_2, \ldots, \tilde{\omega}'_{r-1} \) where this holds, and then by the above discussion the full OPE algebras agree. \( \square \)

Combining Theorem 4.2 with Theorem 8.1 of [CGL], we immediately obtain

**Corollary 4.4.** The Zhu algebra \( A(W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})) \) is isomorphic to the ring of invariant differential operators \( D(n^2)^{SL_n \times SL_n} \), where \( D(n^2) \) denotes the Weyl algebra of rank \( n^2 \).

This allows the irreducible positive energy modules for \( W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) to be studied via the representation theory of \( D(n^2)^{SL_n \times SL_n} \). Even though \( D(m) \) has no nontrivial finite-dimensional modules for all \( m \geq 1 \), it turns out that \( D(n^2)^{SL_n \times SL_n} \) admits a class of finite-dimensional irreducible modules which were described in [CGL] for \( n = 2, 3, 4 \). The corresponding irreducible \( W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \)-modules will have finite-dimensional graded components, and it is an interesting problem to classify them.

We have one more consequence of Theorem 4.2

**Corollary 4.5.** For all \( n \geq 2 \),
\[ S(n^2)^{\mathfrak{sl}_n} \cong (V^{-n}(\mathfrak{sl}_n) \otimes W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}))/\mathcal{I}, \]
where $I$ is the ideal generated by
\[
\left\{ \left\{ \omega_k - \nu_k \right\} \mid k = 2, \ldots, n-1 \right\} \cup \left\{ : G^+G^- : -P(J, \nu_2, \ldots, \nu_n) \right\}, \quad n > 2
\]
\[
\left\{ : G^+G^- : -P(J, \nu_2) \right\}, \quad n = 2.
\]
Here $P$ is the same normally ordered polynomial appearing in (4.3).

**Proof.** Since $\text{Com}(V^{-n}(\mathfrak{sl}_n), S(n^2)_{\mathfrak{sl}_n[t]} \cong \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})$, we have a surjective homomorphism
\[
\phi : V^{-n}(\mathfrak{sl}_n) \otimes \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \rightarrow S(n^2)_{\mathfrak{sl}_n[t]},
\]
and $\ker \phi$ clearly contains $I$. The fact that $I = \ker \phi$ is apparent from the isomorphism
\[
\text{gr}(S(n^2)_{\mathfrak{sl}_n[t]}) \cong \text{gr}(S(n^2))_{\mathfrak{sl}_n[t]} \cong C[J_\infty(V \oplus V^*)]_{\mathfrak{sl}_n} \cong C[J_\infty((V \oplus V^*)/\mathcal{S}L_n)],
\]
for $V = \mathbb{C}^n$, since $(V \oplus V^*)/\mathcal{S}L_n$ is a hypersurface with defining relation corresponding to (4.3). □

4.2. The case $m = n + 1$. For $n \geq 2$, it follows from Theorem 4.1 that $S(n(n+1))_{\mathfrak{sl}_n[t]}$ is an extension of $\tilde{V}^{-n}(\mathfrak{g}l_{n+1}) = \mathcal{H} \otimes \tilde{V}^{-n}(\mathfrak{sl}_n + 1)$ by $2(n+1)$ fields of weight $\frac{n}{2}$ of the form
\[
D^{+,r} := D'_{t_1, \ldots, t_{r-1}, \hat{r}, \hat{r} + r, \ldots, t_{n+1}}, \quad D^{-,r} := D'_{t_1, \ldots, t_{r-1}, \hat{r}, \hat{r} + r, \ldots, t_{n+1}}, \quad r = 1, \ldots, n + 1.
\]
Note that $\tilde{V}^{-n}(\mathfrak{sl}_n + 1) = V^{-n}(\mathfrak{sl}_n + 1)$ since this algebra is simple by Theorem 0.2.1 of [GK]; this follows from the fact that for $k = -n$ the shifted level $k + h^\vee = 1$. Also, the fields $\{D^{+,r}\}$ and $\{D^{-,r}\}$ transform under $\mathfrak{g}l_{n+1}$ as the standard module $\mathbb{C}^{n+1}$ and the dual module $(\mathbb{C}^{n+1})^*$, respectively.

We recall the family of $\mathcal{W}$-algebras studied by the first author and Creutzig in [CL3] which were called hook-type. For positive integers $n, m$, recall that $\mathfrak{sl}_{n+m}$ has the decomposition
\[
\mathfrak{sl}_{n+m} = \mathfrak{sl}_n + \mathfrak{gl}_m \oplus \left( \mathbb{C}^n \otimes (\mathbb{C}^m)^* \right) \oplus \left( (\mathbb{C}^n)^* \otimes \mathbb{C}^m \right).
\]
Recall next that conjugacy classes of nilpotents $f \in \mathfrak{sl}_N$ correspond to partitions of $N$. For $N = n + m$, let $f_{n,m} \in \mathfrak{sl}_{n+m}$ be the nilpotent which is principal in $\mathfrak{sl}_n$ and trivial in $\mathfrak{gl}_m$. It corresponds to the hook-type partition $N = n + 1 + \cdots + 1$, and the corresponding $\mathcal{W}$-algebra $\mathcal{W}^k(\mathfrak{sl}_{n+m}, f_{n,m})$ is a common generalization of the affine vertex algebra $\mathcal{V}^k(\mathfrak{sl}_{n+1})$, the principal $\mathcal{W}$-algebra $\mathcal{W}^k(\mathfrak{sl}_n)$, the subregular $\mathcal{W}$-algebra $\mathcal{W}^k(\mathfrak{sl}_{n+1}, f_{\text{subreg}})$, and the minimal $\mathcal{W}$-algebra $\mathcal{W}^k(\mathfrak{sl}_{n+2}, f_{\text{min}})$.

It is convenient to replace $k$ by the shifted level $\psi = k + n + m$, and following [CL3], we use the notation $\mathcal{W}^\psi(n, m) = \mathcal{W}^k(\mathfrak{sl}_{n+m}, f_{n,m})$. It has the following features:

1. Virasoro element $L^\psi$ and affine subalgebra $V^\psi - 1(\mathfrak{gl}_m)$.
2. For $n \geq 3$, additional even fields $\omega_3, \ldots, \omega_n$ of conformal weights $3, \ldots, n$ which commute with $V^\psi - 1(\mathfrak{gl}_m)$.
3. Fields $\{G^\pm, r\} \mid r = 1, \ldots, m \}$ of weight $\frac{n+1}{2}$ such that $\{G^+, r\}$ and $\{G^-, r\}$ transform in the standard and dual $\mathfrak{gl}_m$-modules, and are primary with respect to the action of $V^\psi - 1(\mathfrak{gl}_m)$.
4. Freely generated by the generators of $V^\psi - 1(\mathfrak{gl}_m)$ together with $L, \omega_3, \ldots, \omega_n, G^\pm, r$.

The coset $C^\psi(n, m) = \text{Com}(V^\psi - 1(\mathfrak{gl}_m), \mathcal{W}^\psi(n, m))$ has Virasoro element $L^c = L^\psi - L^\mathfrak{gl}_m$ of central charge
\[
c = -\frac{(n\psi - m - n - 1)(n\psi - \psi - m - n + 1)(n\psi + \psi - m - n)}{(\psi - 1)\psi}.
\]
Note that when $\psi = \frac{m+n}{n+1}$, the central charge of $L^c$ is zero. If $m + n$ and $n + 1$ are relatively prime, this is a boundary admissible level for $\mathfrak{sl}_{n+m}$. These algebras have been studied by Creutzig in the setting of Argyres-Douglas theories in [C], as well as in [ACGY]. It is known that $L^c$ is a singular vector in $W^\psi(n, m)$, and we have a conformal embedding $L_{\psi - m - 1} \hookrightarrow W_\psi(n, m)$, where $W_\psi(n, m)$ denotes the simple quotient [ACLM]. It is expected that $\{G^\pm r\}$ survive in $W_\psi(n, m)$, which is then a nontrivial extension of $W_\psi(n, m)$.

Conjecture 4.1. For all $n \geq 2$, $S(n(n+1))^{\mathfrak{sl}_n[t]} \cong W_2^{2n}(\mathfrak{sl}_{2n}, f_{n-1,n+1})$. Then $L^c$ is a singular vector, and $V^-(\mathfrak{sl}_{n+1})$ is conformally embedded in $W_2^{2n}(\mathfrak{sl}_{2n}, f_{n-1,n+1})$.

4.3. The structure of Com($L_n(\mathfrak{sl}_n), \mathcal{E}(nr)$). As above, let $W = (\mathbb{C}^n)^{\otimes r}$, which we regard as the space of $n \times r$ matrices. Then $\mathcal{E}(W) \cong \mathcal{E}(nr)$ and the homomorphism $L_n(\mathfrak{sl}_n) \otimes L_n(\mathfrak{sl}_n) \otimes \mathcal{H} \rightarrow \mathcal{E}(nr)$ given by (2.24) corresponds to the left and right actions of $\mathfrak{sl}_n$ and $\mathfrak{sl}_r$ on $W$. We use the generators $b^{ij}, c^{ij}$ for $i = 1, \ldots, n$ and $j = 1, \ldots, r$, satisfying $b^{ij}(z)c^{kl}(w) \sim \delta_{ik}\delta_{jl}(z - w)^{-1}$. The generator of $\mathcal{H}$ is then $e = -\sum_{i=1}^n \sum_{j=1}^m b^{ij}c^{ij}$.

Theorem 4.3. For all $n \geq 2$ and $r \geq 1$, the coset

$$
\text{Com}(L_n(\mathfrak{sl}_n), \mathcal{E}(nr))
$$

is an extension of $L_n(\mathfrak{sl}_n) = \mathcal{H} \otimes L_n(\mathfrak{sl}_n)$, and is strongly generated by the fields

$$
Y^{st} = \sum_{k=1}^n b^{ks}c^{kt} : \in L_n(\mathfrak{gl}_r), \quad s, t = 1, \ldots, r,
$$

(4.10)

together with following additional strong generators of weight $\frac{nr}{2}$:

$$
D_{i_1, \ldots, i_n}, \quad D'_{i_1, \ldots, i_n}.
$$

Here $i_1, \ldots, i_n$ are elements from the set $\{1, \ldots, n\}$ which need not be distinct, and $D_{i_1, \ldots, i_n}, D'_{i_1, \ldots, i_n}$ are given by the same formula as the determinants in Theorem 4.1, but without the signs.

Proof. We have $\text{gr}(\mathcal{E}(nr)) \cong L^V = \wedge \bigoplus_{j \geq 0} V_j$ where $V_j \cong (\mathbb{C}^n \oplus (\mathbb{C}^n)^*)^{\otimes r} \cong V$ for all $j$. By Theorems 1.1 and 3.1(1), $\text{gr}(\mathcal{E}(nr))^{\mathfrak{sl}_n[t]}$ is generated as a differential algebra by elements in the subalgebra

$$
\langle (L^V)^{S\mathfrak{gl}_n} \rangle \cong \left( \bigwedge (V \oplus V^*) \right)^{S\mathfrak{gl}_n}.
$$

By classical invariant theory, this is generated by the quadratics corresponding to a pairing of a copy of $\mathbb{C}^n$ with a copy of $(\mathbb{C}^n)^*$, together with determinants (without signs) that depend on $n$ copies of $\mathbb{C}^n$ which need not be distinct, or on $n$ copies of $(\mathbb{C}^n)^*$ which need not be distinct. It is easy to see that the corresponding fields in $\mathcal{E}(nr)$ actually are $\mathfrak{sl}_n[t]$-invariant, and that the quadratic fields generate the affine vertex algebra $L_n(\mathfrak{gl}_r)$. Therefore the map

$$
\text{gr}_f(\mathcal{E}(nr))^{\mathfrak{sl}_n[t]} \hookrightarrow \text{gr}(\mathcal{E}(nr))^{\mathfrak{sl}_n[t]}
$$

is an isomorphism, which completes the proof. \qed
4.4. The structure of $\text{Com}(V^{-m+r}(\mathfrak{sl}_n), S(nm) \otimes \mathcal{E}(nr))$. Recall the homomorphism

$$V^{-m+r}(\mathfrak{sl}_n) \otimes V^n(\mathfrak{gl}_{|m|}) \rightarrow S(nm) \otimes \mathcal{E}(nr),$$

whose image is conformally embedded.

**Theorem 4.4.** For all $n \geq 2$ and $m, r \geq 1$, the coset

$$\text{Com}(V^{-m+r}(\mathfrak{sl}_n), S(nm) \otimes \mathcal{E}(nr))$$

is an extension of $\tilde{V}^n(\mathfrak{gl}_{|m|})$. It is strongly generated by the generators of $\tilde{V}^n(\mathfrak{gl}_{|m|})$, namely (4.12)

$$X^{ij} = \sum_{k=1}^{n} : \beta^{k_i \gamma^k j :}, \quad Y^{st} = \sum_{k=1}^{n} : b^{k_s \gamma^k t :}, \quad E^{is} = \sum_{k=1}^{n} : \beta^{k_i \gamma^k s :}, \quad F^{sj} = \sum_{k=1}^{n} : b^{k_s \gamma^k j :},$$

together with the fields

(4.13)$$D_{i_1,...,i_s;j_{s+1},...,j_n}, \quad D'_{i_1,...,i_s;j_{s+1},...,j_n}.$$  

Here $s = 0, 1, \ldots, n$, $i_1, \ldots, i_s$ are distinct elements from the set $\{1, \ldots, m\}$, and $j_{s+1}, \ldots, j_n$ are elements from the set $\{1, \ldots, r\}$, not necessarily distinct. The fields $D_{i_1,...,i_s;j_{s+1},...,j_n}$ and $D'_{i_1,...,i_s;j_{s+1},...,j_n}$ are supersymmetric analogous of determinants with certain sign changes when the variables are odd. In the extreme case $s = n$, they are ordinary determinants in the even variables, and in the extreme case $s = 0$, all signs are positive.

**Proof.** We have $\text{gr}(S(nm) \otimes \mathcal{E}(nr)) \cong S^V \otimes L^W$, where

$$S^V = \mathbb{C}\left( \bigoplus_{j \geq 0} V_j \oplus V_j^* \right), \quad V_j \cong (\mathbb{C}^n)^{\oplus m} \cong V,$$

$$L^W = \bigwedge \left( \bigoplus_{j \geq 0} (W_j \oplus W_j^*) \right), \quad W_j \cong (\mathbb{C}^n)^{\oplus r} \cong W.$$  

By Theorems 1.1 and 3.1 (1), $\text{gr}(S(nm) \otimes \mathcal{E}(nr))^{\mathfrak{sl}_n[t]}$ is generated as a differential algebra by elements in the subalgebra

$$\langle (S^V_0 \otimes L^W_0)^{\mathfrak{sl}_n} \rangle \cong \mathbb{C}[V \lor V^*] \otimes \bigwedge (W \lor W^*).$$

By classical invariant theory, this is generated by the quadratics corresponding to a pairing of either an even or odd copy of $\mathbb{C}^n$, and an even or odd copy of $(\mathbb{C}^n)^*$, together with determinants (with appropriate signs) that depend on $n$ copies of $\mathbb{C}^n$ which can be either even or odd, with the even ones distinct, or on $n$ copies of $(\mathbb{C}^n)^*$ which can be either even or odd, with the even ones distinct. It is easy to see that the corresponding fields in $S(nm) \otimes \mathcal{E}(nr)$ actually are $\mathfrak{sl}_n[t]$-invariant, and that the quadratic fields generate the affine vertex superalgebra $\tilde{V}^n(\mathfrak{gl}_{|n|})$. Therefore the map

$$\text{gr}_f((S(nm) \otimes \mathcal{E}(nr))^{\mathfrak{sl}_n[t]}) \hookrightarrow \text{gr}(S(nm) \otimes \mathcal{E}(nr))^{\mathfrak{sl}_n[t]}$$

is an isomorphism, which completes the proof. $\square$

5. The case $\mathfrak{g} = \mathfrak{gl}_n$

In this section, we consider the structure of $S(nm)^{\mathfrak{gl}_n[t]}, \mathcal{E}(nr)^{\mathfrak{gl}_n[t]}$, and $(S(nm) \otimes \mathcal{E}(nr))^{\mathfrak{gl}_n[t]}$. We first study $S(nm)^{\mathfrak{gl}_n[t]}$, and to motivate our results, we begin by recalling the case $n = 1$. In this case, $V^{-m}(\mathfrak{gl}_n)$ is replaced with the Heisenberg algebra $\mathcal{H}$ generated by $e$, which satisfies $e(z)e(w) \sim -m(z - w)^{-2}$, and we write $S(m)^{\mathfrak{gl}_1[t]} = \text{Com}(\mathcal{H}, S(m))$.  
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**Theorem 5.1.** (1) In the case $m = 1$, $\text{Com}(H, S(1))$ is isomorphic to the simple Zamolodchikov $W_3$ algebra with central charge $c = -2$.

(2) In the case $m = 2$, $\text{Com}(H, S(2))$ is isomorphic to the simple rectangular $W$-algebra of $\mathfrak{sl}_4$ at level $-\frac{5}{4}$, which is an extension of $L_{-1}(\mathfrak{sl}_2)$ and has central charge $c = -3$.

(3) In the case $m \geq 3$, $\text{Com}(H, S(m))$ is isomorphic to the simple affine vertex algebra $L_{-1}(\mathfrak{sl}_m)$.

Note that (1) is due to Wang [Wa], (2) was proven by Creutzig, Kanade, Ridout and the first author in [CKLR], and (3) is due to Adamović and Perše [AP].

If $n \geq 2$, the cases $1 \leq m < n$ are already understood by Theorem 4.4 of [LSS2]. We have

$$S(nm)^{\mathfrak{gl}_n[t]} \cong \begin{cases} \mathbb{C} & m = 1, \\ \tilde{V}^{-n}(\mathfrak{sl}_m) & 2 \leq m < n. \end{cases}$$

Note that $\tilde{V}^{-n}(\mathfrak{sl}_m) \cong V^{-n}(\mathfrak{sl}_m)$ since the latter is simple when $n > m$.

For $n \geq 2$ and $m \geq n$, there is a similar pattern to the case $n = 1$. In the cases $n \leq m < 2n + 1$, $S(nm)^{\mathfrak{gl}_n[t]}$ is a nontrivial extension of $\tilde{V}^{-n}(\mathfrak{sl}_m)$, and for $m \geq 2n + 1$ it is just $\tilde{V}^{-n}(\mathfrak{sl}_m)$. From now on, we assume $n \geq 2$ and we will consider the cases $m \geq 2n + 1$, $n < m < 2n + 1$, and $m = n$ separately.

5.1. **The case** $m \geq 2n + 1$. The following result generalizes Theorem 5.1 (3).

**Theorem 5.2.** For all $n \geq 2$ and $m \geq 2n + 1$, $S(nm)^{\mathfrak{gl}_n[t]} \cong \tilde{V}^{-n}(\mathfrak{sl}_m)$.

**Proof.** This cannot be proven directly using Theorem 5.1 (1) because the map

$$\text{gr}_f(S(nm)^{\mathfrak{gl}_n[t]}) \hookrightarrow \text{gr}(S(nm))^{\mathfrak{gl}_n[t]}$$

given by (3.7) fails to be surjective. Instead, we will study $S(nm)^{\mathfrak{gl}_n[t]}$ using the structure of $S(nm)^{\mathfrak{sl}_n[t]}$ given by Theorem 4.1. Since $\tilde{V}^{-m}(\mathfrak{gl}_n) \cong H \otimes \tilde{V}^{-m}(\mathfrak{sl}_n)$, we have

$$S(nm)^{\mathfrak{gl}_n[t]} = \text{Com}(H, S(nm)^{\mathfrak{sl}_n[t]}).$$

Since $H$ is generated by the field $e$ given by (2.13), $\text{Com}(H, S(nm))$ is just the subalgebra $S(nm)^0 \subseteq S(nm)$ of charge zero, and $S(nm)^{\mathfrak{gl}_n[t]} \subseteq S(nm)^0$.

Recall that the subalgebra $\tilde{V}^{-n}(\mathfrak{sl}_m) = H \otimes \tilde{V}^{-n}(\mathfrak{sl}_m) \subseteq (S(nm)^0)^{\mathfrak{sl}_n[t]}$ has strong generators

$$X^{ij} = \sum_{k=1}^{n} \partial^{k\beta} \gamma^{ki} k^j, \quad i, j = 1, \ldots, m.$$  

The additional generators $D_{i_1, \ldots, i_n}$, $D'_{j_1, \ldots, j_n}$ of $S(nm)^{\mathfrak{sl}_n[t]}$ have charges $-n, n$, respectively. Therefore as a module over $\tilde{V}^{-n}(\mathfrak{gl}_m)$, $(S(nm)^0)^{\mathfrak{sl}_n[t]}$ is generated by normally ordered monomials in $D_{i_1, \ldots, i_n}$ and $D'_{j_1, \ldots, j_n}$ and their derivatives, with the same number of $D, D'$. By induction on length, any such monomial can be generated over $\tilde{V}^{-n}(\mathfrak{gl}_m)$ by the products: $\partial^k D_{i_1, \ldots, i_n} \partial^j D'_{j_1, \ldots, j_n}$. In fact, each $\partial^k D_{i_1, \ldots, i_n} \partial^j D'_{j_1, \ldots, j_n}$ can be generated by $D_{i_1, \ldots, i_n} \partial^j D'_{j_1, \ldots, j_n}$ for $t \geq 0$ under repeated action of $\partial$.

We will show that each product: $D_{i_1, \ldots, i_n} \partial^j D'_{j_1, \ldots, j_n}$ lies in $\tilde{V}^{-n}(\mathfrak{gl}_m)$. It follows that $(S(nm)^0)^{\mathfrak{sl}_n[t]} \subseteq \tilde{V}^{-n}(\mathfrak{gl}_m)$. Since $S(nm)^{\mathfrak{gl}_n[t]} \subseteq (S(nm)^0)^{\mathfrak{sl}_n[t]}$, and $S(nm)^{\mathfrak{gl}_n[t]}$ commutes with $H$, we obtain $S(nm)^{\mathfrak{gl}_n[t]} \subseteq V^{-n}(\mathfrak{sl}_m)$. This completes the proof that $S(nm)^{\mathfrak{gl}_n[t]} = \tilde{V}^{-n}(\mathfrak{sl}_m)$.  
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The case $t = 0$. We denote by $d_{i_1,\ldots,i_n}$, $D'_{j_1,\ldots,j_n}$ and $x^{ij}$ the images of the fields $D_{i_1,\ldots,i_n}$, $D'_{j_1,\ldots,j_n}$ and $X^{ij}$ in $\text{gr}_f(S(nm)\mathfrak{sl}_n)$, respectively. By classical invariant theory, there is a relation of degree $n$ (that is, degree $2n$ in the variables $\beta_0, \gamma_0$):

$$d_{i_1,\ldots,i_n}D'_{j_1,\ldots,j_n} = \begin{vmatrix} x^{i_1j_1} & \cdots & x^{i_1j_n} \\ \vdots & & \vdots \\ x^{i_nj_1} & \cdots & x^{i_nj_n} \end{vmatrix}.$$ 

In the vertex algebra setting, the corresponding normally ordered expression

$$\omega = : D_{i_1,\ldots,i_n}D'_{j_1,\ldots,j_n} : = \begin{vmatrix} X^{i_1j_1} & \cdots & X^{i_1j_n} \\ \vdots & & \vdots \\ X^{i_nj_1} & \cdots & X^{i_nj_n} \end{vmatrix}$$

need not vanish but it has degree $d < n$ and is invariant under $\mathfrak{sl}_n[\ell]$. Therefore the same holds for the image $\Phi_d(\omega)$ in the degree $d$ part of $\text{gr}_f(S(nm)\mathfrak{sl}_n[\ell])$. It follows that $\Phi_d(\omega)$ can be expressed as a normally ordered polynomial in the generators of $\mathbb{C}[J_n((\mathbb{C}^n \oplus (\mathbb{C}^n)^*)^{\otimes m}]$, namely, $x^{ij}$, $d_{i_1,\ldots,i_n}$, $D'_{j_1,\ldots,j_n}$, and their derivatives. By degree considerations, $\Phi_d(\omega)$ must depend only on the quadratics $x^{ij}$ and their derivatives, so we can subtract the corresponding normally ordered polynomial in $X^{ij}$ and their derivatives, and proceed by induction on $d$.

Note that the same argument shows that for all $\{i_1,\ldots,i_n\}$ and $\{j_1,\ldots,j_n\}$ and all $t, s \geq 0$,

$$\sum_{k=0}^{n} (-1)^k x^{i_1j_1} \cdots x^{i_1j_n} = 0.$$

The case $t \geq 1$. We assume inductively that when $\{i_1,\ldots,i_n\}$ and $\{j_1,\ldots,j_n\}$ are disjoint,

$$D_{i_1,\ldots,i_n}D'_{j_1,\ldots,j_n} \in \mathcal{V}^{-n}(\mathfrak{gl}_m).$$

Equivalently, $\{\partial^i D_{i_1,\ldots,i_n}\}D'_{j_1,\ldots,j_n} \in \mathcal{V}^{-n}(\mathfrak{gl}_m)$ for all $s \leq t$ and $0 \leq i \leq s$. We will then show that $D_{i_1,\ldots,i_n}D'_{j_1,\ldots,j_n} \in \mathcal{V}^{-n}(\mathfrak{gl}_m)$.

We need to consider normally ordered relations which are built from the classical relations

$$\sum_{k=0}^{n} (-1)^k x^{i_1j_1} \cdots x^{i_1j_n} = 0.$$

Let $j_0 \in \{1,\ldots,m\}$ be an element which appears on neither list $\{i_1,\ldots,i_n\}$ or $\{j_1,\ldots,j_n\}$ (which always exists because $m \geq 2n + 1$). Then we have

$$\sum_{k=0}^{n} (-1)^k X^{j_0j_1} D'_{j_0,\ldots,j_{k-1},j_{k+1},\ldots,j_n} := -\partial D'_{j_1,\ldots,j_n}.$$ 

Taking normally ordered product with $\partial D_{i_1,\ldots,i_n}$ on the right yields

$$\partial D'_{j_1,\ldots,j_n} D_{i_1,\ldots,i_n} = \sum_{k=0}^{n} (-1)^k (\partial X^{j_0j_1} D'_{j_0,\ldots,j_{k-1},j_{k+1},\ldots,j_n}) \partial D_{i_1,\ldots,i_n}.$$
Using (2.4)-(2.5) and (5.1), and the fact that \( \{i_1, \ldots, i_n\}, \{j_1, \ldots, j_n\} \) and \( \{j_0\} \) are disjoint, it follows that

\[
\sum_{k=0}^{n} (-1)^k \cdot (X^{j_0j_k} D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n}) \partial^k D_{i_1, \ldots, i_n} : \\
= \sum_{k=0}^{n} (-1)^k \cdot X^{j_0j_k} (\partial^k D_{i_1, \ldots, i_n}) D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} :.
\]

(5.3)

By inductive hypothesis,

\[
X^{j_0j_k} (\partial^k D_{i_1, \ldots, i_n}) D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} : \in \tilde{V}^{-n}(\mathfrak{gl}_m), \text{ for } k = 0, \ldots, n.
\]

By (2.4), \( (\partial D'_{j_1, \ldots, j_n}) \partial^k D_{i_1, \ldots, i_n} := (\partial D_{i_1, \ldots, i_n}) \partial D'_{j_1, \ldots, j_n} : \), so we obtain \( (\partial^k D_{i_1, \ldots, i_n}) \partial D'_{j_1, \ldots, j_n} : \) in \( \tilde{V}^{-n}(\mathfrak{gl}_m) \). Next, since

\[
\partial(\partial^k D_{i_1, \ldots, i_n} D'_{j_1, \ldots, j_n} :) = (\partial^{k+1} D_{i_1, \ldots, i_n}) D'_{j_1, \ldots, j_n} : + (\partial^k D_{i_1, \ldots, i_n}) \partial D'_{j_1, \ldots, j_n} :,
\]

and \( \partial(\partial^k D_{i_1, \ldots, i_n} D'_{j_1, \ldots, j_n} :) \in \tilde{V}^{-n}(\mathfrak{gl}_m) \) by inductively hypotheses, we get \( (\partial^{k+1} D_{i_1, \ldots, i_n}) D'_{j_1, \ldots, j_n} : \in \tilde{V}^{-n}(\mathfrak{gl}_m) \). Since

\[
(\partial^{k+1} D_{i_1, \ldots, i_n}) D'_{j_1, \ldots, j_n} : = \sum_{i=0}^{t+1} (-1)^i \binom{t+1}{i} \partial^{t+1-i} (D_{i_1, \ldots, i_n} \partial^{t} D'_{j_1, \ldots, j_n} :),
\]

we conclude that \( D_{i_1, \ldots, i_n} \partial^{t+1} D'_{j_1, \ldots, j_n} : \in \tilde{V}^{-n}(\mathfrak{gl}_m) \), as well. This completes the case where \( \{i_1, \ldots, i_n\} \) and \( \{j_1, \ldots, j_n\} \) are disjoint.

Finally, by (2.6) we have

\[
X^{j_s, i_s}_{(1)} (: D_{i_1, \ldots, i_n} \partial^{t+1} D'_{j_1, \ldots, j_{s-1}, j_s, \ldots, j_{s+1}} :) = (t+1) : D_{i_1, \ldots, i_n} \partial^{t} D'_{j_1, \ldots, j_{s-1}, i_s, j_{s+1}, \ldots, j_{n}} : - (D_{i_1, \ldots, i_s-1, j_s, i_{s+1}, \ldots, i_n}) (0) \partial^{t+1} D'_{j_1, \ldots, i_s-1, j_s, \ldots, j_n} :.
\]

(5.4)

Since \((D_{i_1, \ldots, i_s-1, j_s, i_{s+1}, \ldots, i_n}) (0) \partial^{t+1} D'_{j_1, \ldots, i_s-1, j_s, \ldots, j_n} : \in \tilde{V}^{-n}(\mathfrak{gl}_m) \) by (5.1), it follows by induction on \( s \) that \( D_{i_1, \ldots, i_n} \partial^{t} D'_{j_1, \ldots, i_s-1, i_s, j_{s+1}, \ldots, j_{n}} : \in \tilde{V}^{-n}(\mathfrak{gl}_m) \) for all \( s \leq n \). \( \square \)

5.2. The case \( n+1 \leq m < 2n+1 \). Recall the generators \( \{X^{ij} | i, j = 1, \ldots, m\} \) for \( \tilde{V}^{-n}(\mathfrak{gl}_m) \), as well as the Heisenberg field \( e = \sum_{i=1}^{n} \sum_{j=1}^{m} \beta^{ij}\gamma^{ij} : \) which commutes with both \( \tilde{V}^{-m}(\mathfrak{sl}_n) \) and \( \tilde{V}^{-n}(\mathfrak{sl}_m) \). Note that the zero mode of \( e \) induces an action of \( U(1) \) on \( S(nm)^{\mathfrak{sl}_n[t]} \), and that \( (S(nm)^{\mathfrak{sl}_n[t]} U(1)) \in S(nm)^{\mathfrak{sl}_n[t]} \cap S(nm)^{0} \).

**Theorem 5.3.** Fix \( n \geq 2 \) and \( n+1 \leq m < 2n+1 \). Then

(1) \((S(nm)^{\mathfrak{sl}_n[t]} U(1)) \) is generated by \( \{X^{ij}\} \) together with one additional field \( (\partial D'_{2, \ldots, n+1}) D_{2, \ldots, n+1} :) \) of weight \( n+1 \).

(2) \((S(nm)^{\mathfrak{sl}_n[t]} U(1)) \) has a minimal strong generating set consisting of \( \{X^{ij}\} \), together with \( \binom{m}{n}^2 \) additional fields on weight \( n+1 \),

\[
(\partial D'_{i_1, \ldots, i_n} D_{j_1, \ldots, j_n} :)
\]

for all subsets \( \{i_1, \ldots, i_n\} \) and \( \{j_1, \ldots, j_n\} \) of \( \{1, \ldots, m\} \).

**Proof.** First, for all \( \{i_1, \ldots, i_n\} \) and \( \{j_1, \ldots, j_n\} \), we have \( D'_{i_1, \ldots, i_n} D_{j_1, \ldots, j_n} : \in \tilde{V}^{-n}(\mathfrak{gl}_m) \). Next, via the action of \( \mathfrak{gl}_m \) generated by the zero modes \( X^{ij}_{(0)} \), all fields \( \partial D'_{i_1, \ldots, i_n} D_{j_1, \ldots, j_n} :) \) lie in the subalgebra generated by \( \{X^{ij}\} \) and \( \partial D'_{2, \ldots, n+1} D_{2, \ldots, n+1} :) \).
Let $\mathcal{W}(nm)$ denote the span of all normally ordered monomials in $X^{ij} : \partial D'_{j_1, \ldots, j_n} D_{j_1, \ldots, j_n} :$ and their derivatives, where \{i_1, \ldots, i_n\} and \{j_1, \ldots, j_n\} range over all subsets of \{1, \ldots, m\}. As in the proof of Theorem \[5.2\] \((S(nm)a[n])^{U(1)}\) is strongly generated by $X^{ij}$ together with \(\partial D'_{j_1, \ldots, j_n} \partial D_{j_1, \ldots, j_n} :\) for all $k, l \geq 0$, and all \{i_1, \ldots, i_n\}, \{j_1, \ldots, j_n\}. So to prove both statements, it suffices to show that all elements \(\partial^k D'_{i_1, \ldots, i_n} \partial^l D_{j_1, \ldots, j_n} :\) lie in $\mathcal{W}(nm)$.

For fixed $k, l \geq 0$, \(\partial^k D'_2, \ldots, n+1 \partial^l D'_2, \ldots, n+1 :\) can generate any \(\partial^k D'_{i_1, \ldots, i_n} \partial^l D_{j_1, \ldots, j_n} :\) under the action of $X^{ij}$. To show that \(\partial^k D'_2, \ldots, n+1 \partial^l D'_2, \ldots, n+1 : \in \mathcal{W}(nm)\), it suffices to show that \(D'_2, \ldots, n+1 \partial^l D'_2, \ldots, n+1 : \in \mathcal{W}(nm)\) for all $t \geq 1$. We will proceed by induction on $t$, so we assume that for all $s \leq t$, \(D'_2, \ldots, n+1 \partial^s D'_2, \ldots, n+1 : \in \mathcal{W}(nm)\). Then for all $k+l \leq t$ and all \{i_1, \ldots, i_n\} and \{j_1, \ldots, j_n\}, we have \(\partial^k D'_{i_1, \ldots, i_n} \partial^l D_{j_1, \ldots, j_n} : \in \mathcal{W}(nm)\).

Note that for distinct $j_0, \ldots, j_n$, we have
\[
\sum_{k=0}^{n} (-1)^k : X^{j_0 j_k} D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} : = -\partial D'_{j_1, \ldots, j_n} :.
\]

Taking normally ordered product with $\partial^l D_{j_1, \ldots, j_n}$ on the right yields
\[
(5.5) \quad - : (\partial D'_{j_1, \ldots, j_n}) \partial^l D_{j_1, \ldots, j_n} : = \sum_{k=0}^{n} (-1)^k : (X^{j_0 j_k} D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n}) \partial^l D_{j_1, \ldots, j_n} :.
\]

It follows that
\[
\sum_{k=0}^{n} (-1)^k : (X^{j_0 j_k} D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n}) \partial^l D_{j_1, \ldots, j_n} : = \sum_{k=0}^{n} (-1)^k : X^{j_0 j_k} (D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} \partial^l D_{j_1, \ldots, j_n}) : + \sum_{k=0}^{n} (-1)^k \sum_{s \geq 0} \frac{1}{(s+1)!} : \partial^{s+1} X^{j_0 j_k} ((D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n}) (s) \partial^l D_{j_1, \ldots, j_n}) : + \sum_{k=0}^{n} (-1)^k \sum_{s \geq 0} \frac{1}{(s+1)!} : \partial^{s+1} D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} (X^{j_0 j_k} (s) \partial^l D_{j_1, \ldots, j_n}) : \sim \frac{1}{t+1} \sum_{k=1}^{n} \sum_{s = 0}^{t-1} (t+1) \cdot (s+1) : \partial^{s+1} D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} \partial^{t-s} D_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n}:
\]

Here $\sim$ means modulo $\mathcal{W}(nm)$. Note that by our inductive hypothesis, the left side of \(5.5\) is equal to \(D'_{j_1, \ldots, j_n} \partial^{t+1} D_{j_1, \ldots, j_n} : \) modulo $\mathcal{W}(nm)$, and we use this hypothesis again in the last two lines. We then obtain
\[
(t+1) : D'_{j_1, \ldots, j_n} \partial^{t+1} D_{j_1, \ldots, j_n} : + \sum_{k=1}^{n} : D'_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} \partial^{t+1} D_{j_0, \ldots, j_{k-1}, j_{k+1}, \ldots, j_n} : \sim 0.
\]

We have $n + 1$ equations if we exchange $j_0$ and $j_0$, so we can solve
\[
D'_{j_1, \ldots, j_n} \partial^{t+1} D_{j_1, \ldots, j_n} : \sim 0.
\]

Specializing to \(\{j_1, \ldots, j_n\} = \{2, \ldots, n+1\}\), completes the proof. \(\square\)
Since \( e(k) : \partial D_{i_1, \ldots, i_n}^j D_{j_1, \ldots, j_n} \in \tilde{V}^{-n}(\mathfrak{gl}_m) \) for all \( k \geq 1 \), there exists a field \( \nu_{i_1, \ldots, i_n, j_1, \ldots, j_n} \in \tilde{V}^{-n}(\mathfrak{gl}_m) \) such that \( \partial D_{i_1, \ldots, i_n}^j D_{j_1, \ldots, j_n} : -\nu_{i_1, \ldots, i_n, j_1, \ldots, j_n} \) commutes with \( e \), and hence lies in \( S(nm)^{\mathfrak{gl}_m} \). We obtain

**Corollary 5.1.** For all \( n \geq 2 \) and \( n + 1 \leq m < 2n + 1 \),

1. \( S(nm)^{\mathfrak{sl}_n} \) is generated by \( \{ X^{ij} \} \) together with the field \( : \partial D_{i_1, \ldots, i_n}^j D_{j_1, \ldots, j_n} : \) in weight \( n + 1 \).
2. \( S(nm)^{\mathfrak{sl}_n} \) has a minimal strong generating set consisting of \( \{ X^{ij} \} \) together with \( \binom{m}{n} \) fields in weight \( n + 1 \),

\[ : \partial D_{i_1, \ldots, i_n}^j D_{j_1, \ldots, j_n} : -\nu_{i_1, \ldots, i_n, j_1, \ldots, j_n}; \]

for all subsets \( \{ i_1, \ldots, i_n \} \) and \( \{ j_1, \ldots, j_n \} \) of \( \{ 1, \ldots, m \} \).

### 5.3. The case \( m = n \).

Recall that \( S(n^2)^{\mathfrak{sl}_n} \cong (V^{-n}(\mathfrak{sl}_n) \otimes W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}))/\mathcal{I} \), by Corollary 4.5. The Heisenberg algebra \( \mathcal{H} \) is contained in \( W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) and commutes with \( V^{-n}(\mathfrak{sl}_n) \), so

\[ S(n^2)^{\mathfrak{sl}_n} \cong (V^{-n}(\mathfrak{sl}_n) \otimes C^{-n})/\mathcal{I}, \text{ where } C^{-n} \cong \text{Com}(\mathcal{H}, W^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})). \]

It is known that for generic level \( k, C^k = \text{Com}(\mathcal{H}, W^k(\mathfrak{sl}_n, f_{\text{subreg}})) \) is of type \( W(2, 3, \ldots, 2n + 1) \). This is the case \( C^\psi(n - 1, 1) \) of Lemma 6.1 of [CL3], and in this notation \( \psi = k + n \). What is not immediately clear is that the critical level \( k = -n \) is generic in this sense.

The zero mode of the generator of \( \mathcal{H} \) integrates to an action of \( U(1) \), and the orbifold \( W^k(\mathfrak{sl}_n; f_{\text{subreg}})^{U(1)} \) is isomorphic to \( \mathcal{H} \otimes \mathbb{C}^k \). Then \( C^k \) is of type \( W(2, 3, \ldots, 2n + 1) \) if and only if \( W^k(\mathfrak{sl}_n; f_{\text{subreg}})^{U(1)} \) is of type \( W(1, 2, 3, \ldots, 2n + 1) \).

As in [CL3], we denote the generators of \( W^k(\mathfrak{sl}_n; f_{\text{subreg}}) \) by \( J, W^2, \ldots, W^{n-1}, G^\pm \), where \( J \) is the Heisenberg field, \( W^2, \ldots, W^{n-1} \) commute with \( J \), and \( G^\pm \) satisfy \( J(z)G^\pm(w) \sim \pm G^\pm(z-w)^{-1} \). Then \( W^k(\mathfrak{sl}_n; f_{\text{subreg}})^{U(1)} \) is strongly generated by \( J, L, W^3, \ldots, W^{n-1} \), together with the fields

\[ U_{i,j} = : (\partial^i G^+)(\partial^j G^-) :, \quad i, j \geq 0, \]

which have weight \( n + i + j \). These are not all necessary. First of all, we only need \( \{ U_{0,j} \, | \, j \geq 0 \} \) because \( \partial U_{i,j} = U_{i+1,j} + U_{i,j+1} \). Second, there is a normally ordered relation of the form

\[ : U_{0,0} U_{1,1} : - : U_{0,1} U_{1,0} : = \lambda_{n,1}(k) U_{0,n+2} + P_1. \]

Here \( P_1 \) is a normally ordered polynomial in \( J, L, W^3, \ldots, W^{n-1}, U_{0,0}, U_{0,1}, \ldots, U_{0,n+1}, \) and their derivatives, and \( \lambda_{n,1}(k) \) is a nonzero rational function of \( k \). The precise formula of \( \lambda_{n,1}(k) \) is given for \( n = 3 \) and \( n = 4 \) in [ACL1, ACL2], but is not known in general. In particular, whenever \( \lambda_{n,1}(k) \neq 0 \), \( U_{0,n+2} \) is not needed in the strong generating set since it can expressed as a normally ordered polynomial in \( J, L, W^3, \ldots, W^{n-1}, U_{0,0}, U_{0,1}, \ldots, U_{0,n+1}, \) and their derivatives. Similarly, for all \( m \geq 1 \), there are relations

\[ : U_{0,0} U_{1,m} : - : U_{0,m} U_{1,0} : = \lambda_{n,m}(k) U_{0,n+2} + P_m, \]

where \( P_m \) is a normally ordered polynomial in \( J, L, W^3, \ldots, W^{n-1}, U_{0,0}, U_{0,1}, \ldots, U_{0,n+1}, \) and their derivatives, and \( \lambda_{n,m}(k) \) is a rational function of \( k \). The precise formula of \( \lambda_{n,m}(k) \) is given for \( n = 3 \) and \( n = 4 \) and all \( m \geq 1 \) in [ACL1, ACL2]. Although it is not known in general, we claim that it is a nonzero rational function for all \( n, m \). To see this, recall that in the notation of [CL3], the large level limit of \( W^k(\mathfrak{sl}_n; f_{\text{subreg}}) = C^\psi(n - 1, 1) \) is the following free field algebra:

\[ \left\{ \begin{align*}
\otimes_{i=1}^{n-1} \mathcal{O}_{\text{ev}}(1, 2i) \otimes \mathcal{O}_{\text{ev}}(2, n), & \quad n \text{ even}, \\
\otimes_{i=1}^{n-1} \mathcal{O}_{\text{ev}}(1, 2i) \otimes S_{\text{ev}}(1, n), & \quad n \text{ odd},
\end{align*} \right. \]
It is easy to verify that the corresponding coefficient (which coincides with \( \lim_{k \to \infty} \lambda_{n,m}(k) \) after suitably rescaling the generators), is nonzero, which proves the claim. Therefore when \( k \) is generic, \( U_{0,j} \) can be eliminated from our strong generating set for all \( j \geq n + 2 \), so that \( \mathcal{W}_k^k(\mathfrak{sl}_n, f_{\text{subreg}})^{(1)} \) is strongly generated by \( J, L, W^2, \ldots, W^{n-1}, U_{0,0}, U_{0,1}, \ldots, U_{0,n+1} \). This is equivalent to the fact that \( \text{Com}(\mathcal{H}, \mathcal{W}_k^k(\mathfrak{sl}_n, f_{\text{subreg}})) \) is of type \( \mathcal{W}(2, 3, \ldots, 2n + 1) \), since \( \mathcal{W}_k^k(\mathfrak{sl}_n, f_{\text{subreg}})^{(1)} \cong \mathcal{H} \otimes \text{Com}(\mathcal{H}, \mathcal{W}_k^k(\mathfrak{sl}_n, f_{\text{subreg}})) \).

At the critical level \( k = -n \), recall that \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) contains central fields \( W^2, \ldots, W^{n-1} \) which can be identified with the generators of the center of \( V^{-n}(\mathfrak{sl}_n) \). By Theorem 4.2, we may identify \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \) with \( \mathcal{S}(n^2)^{\mathfrak{sl}_n[t] \oplus \mathfrak{sl}_n[t]} \), and we use the same notation \( U_{i,j} \) to denote the fields \( (\partial^i D^+) (\partial^j D^-) \).

**Theorem 5.4.** In \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}}) \), we have the following relations for all \( n \geq 3 \) and \( m \geq 1 \):

\[
(5.6) \quad : U_{0,0} U_{1,m} : = - : U_{0,m} U_{1,0} : = \mu(n, m) U_{0,n+m+1} + P_{n,m}, \quad \mu(n, m) = \frac{m(2n + 1 + m)}{(n + 1)(n + m)(n + 1 + m)},
\]

where \( P_{n,m} \) is a normally ordered polynomial in \( J, W^2, \ldots, W^{n-1}, U_{0,0}, U_{0,1}, \ldots, U_{0,n+m}, \) and their derivatives.

The proof is quite long and technical so it appears in Appendix A. By induction starting with the case \( m = 1 \), this implies that \( P_{n,m} \) can be replaced with a normally ordered polynomial in \( J, W^2, \ldots, W^{n-1}, U_{0,0}, U_{0,1}, \ldots, U_{0,n+1}, \) and their derivatives. Therefore Theorem 5.4 implies that \( \mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})^{(1)} \) has a minimal strong generating set

\[
\{ J, W^2, \ldots, W^{n-1}, U_{0,0}, \ldots, U_{0,n+1} \},
\]

and hence is of type \( \mathcal{W}(1, 2, 3, \ldots, 2n + 1) \). Finally, it is easy to see that \( U_{i,j} \in \mathcal{S}(n^2)^{\mathfrak{sl}_n[t] \oplus \mathfrak{sl}_n[t]} \) can be corrected by adding an element \( \nu_{i,j} \in H \otimes V^{-n}(\mathfrak{sl}_n) \) so that

\[
\tilde{U}_{i,j} = U_{i,j} + \nu_{i,j} \in \text{Com}(H, \mathcal{S}(n^2)^{\mathfrak{sl}_n[t] \oplus \mathfrak{sl}_n[t]}).
\]

We obtain

**Corollary 5.2.** \( \mathcal{S}(n^2)^{\mathfrak{sl}_n[t]} \) is of type \( \mathcal{W}(1^{n+1}, n+1, n+2, \ldots, 2n+1) \). In particular, it is an extension of \( V^{-n}(\mathfrak{sl}_n) \), and has additional strong generators \( \{ \tilde{U}_{0,i} \mid i = 1, 2, \ldots, n + 1 \} \), which have weights \( n + 1, n + 2, \ldots, 2n + 1 \).

5.4. **The structure of \( \mathcal{E}(nr)^{\mathfrak{sl}_n[t]} \).** Recall the homomorphism

\[
L_r(\mathfrak{sl}_n) \otimes L_n(\mathfrak{sl}_r) \otimes \mathcal{H} \to \mathcal{E}(nr)
\]

given by (2.24), whose image is conformally embedded. The following result is well known (see Theorem 4.1 of [OS1]), but we give an alternative proof.

**Theorem 5.5.** For all \( n \geq 2 \) and \( r \geq 1 \),

\[
\text{Com}(L_r(\mathfrak{sl}_n) \otimes \mathcal{H}, \mathcal{E}(nr)) = \mathcal{E}(nr)^{\mathfrak{sl}_n[t]} \cong L_n(\mathfrak{sl}_r).
\]

**Proof.** Recall from Theorem 4.3 that \( \mathcal{E}(nr)^{\mathfrak{sl}_n[t]} \) is strongly generated by the fields

\[
Y = \sum_{k=1}^{n} b^k c^k : \in L_n(\mathfrak{gl}_r) = \mathcal{H} \otimes L_n(\mathfrak{sl}_r), \quad s, t = 1, \ldots, r,
\]

together with the fermionic determinants \( D_{i_1, \ldots, i_n}, D'_{i_1, \ldots, i_n} \) for all \( 1 \leq i_1 \leq \cdots \leq i_n \leq r \). As above, \( \mathcal{E}(nr)^{\mathfrak{sl}_n[t]} \) lies in the subspace of charge zero, hence it suffices to prove that all fields
5.5. The structure of \((\mathcal{S}(nm) \otimes \mathcal{E}(nr))^\mathfrak{gl}_n[t]\). Finally, recall the homomorphism

\[ V^{-m+r}(\mathfrak{gl}_n) \otimes V^n(\mathfrak{sl}_r|m) \rightarrow \mathcal{S}(nm) \otimes \mathcal{E}(nr) \]

given by (2.28), whose image is conformally embedded.

**Theorem 5.6.** For all \( n \geq 2 \) and \( m, r \geq 1 \),

\[ \text{Com}(V^{-m+r}(\mathfrak{gl}_n), \mathcal{S}(nm) \otimes \mathcal{E}(nr)) = (\mathcal{S}(nm) \otimes \mathcal{E}(nr))^\mathfrak{gl}_n[t] \cong \tilde{V}^n(\mathfrak{sl}_r|m). \]

**Proof.** By Theorem 4.4 \((\mathcal{S}(nm) \otimes \mathcal{E}(nr))^\mathfrak{sl}_n[t]\) is strongly generated by the generators of \(\tilde{V}^n(\mathfrak{gl}_r|m)\), together with the fields \(D_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n}\) and \(D'_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n}\). As in the proof of Theorem 5.2, it suffices to show that all the fields

\[ :D_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n}\partial^{t}D'_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n} : \quad t \geq 0, \]

lie in \(\tilde{V}^n(\mathfrak{gl}_r|m)\).

First, for \( t = 0 \), the same argument as the case \( t = 0 \) of Theorem 5.2 shows that for all \( \{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n\} \) and \( \{i'_1, \ldots, i'_s; j'_{s+1}, \ldots, j'_n\} \),

\[ \begin{align*}
&D_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n}D'_{i'_1,\ldots,i'_s,j'_{s+1},\ldots,j'_n} : 
\in \tilde{V}^n(\mathfrak{gl}_r|m), \\
&(D_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n})_{ij}^{D'_{i'_1,\ldots,i'_s,j'_{s+1},\ldots,j'_n}} : 
\in \tilde{V}^n(\mathfrak{gl}_r|m), \text{ for all } j, t \geq 0.
\end{align*} \tag{5.7} \]

For \( t > 0 \), we begin with the case where \( \{i_1, \ldots, i_s\} \) and \( \{i'_1, \ldots, i'_s\} \) are disjoint, and \( \{j_{s+1}, \ldots, j_n\} \) and \( \{j'_{s+1}, \ldots, j'_n\} \) are disjoint. Assume inductively that

\[ \begin{align*}
&D_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n}\partial^{j}D'_{i'_1,\ldots,i'_s,j'_{s+1},\ldots,j'_n} : 
\in \tilde{V}^n(\mathfrak{gl}_r|m), \text{ for } j \leq t.
\end{align*} \]

In the notation of Theorem 3.1, let \( V = (\mathbb{C}^n \oplus (\mathbb{C}^n)^*)^\otimes m \) and \( W = (\mathbb{C}^n \oplus (\mathbb{C}^n)^*)^\otimes r \), and let \( x^{ij}, y^{st}, e^{is}, f^{sj}, d_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n}, d'_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n} \in S^V \otimes L^W \cong \text{gr}(\mathcal{S}(nm) \otimes \mathcal{E}(nr)) \), denote the elements which correspond to the fields (4.12) and (4.13). Consider the classical relation

\[ \sum_{k=1}^{u} (-1)^k f^{j_{k+1}}_{j_k+1} d'_{i_1,\ldots,i_s,j_{s+1},\ldots,j_{k-1}i_{k+1},\ldots,i_{u}j_{u+1},\ldots,j_{n+1}} \\
+ (-1)^{u+1} \sum_{l=1}^{n+1-u} y^{j'_{n+1}j'_{n+1}} d'_{i_1,\ldots,i_s,j_{s+1},\ldots,j'_{n+1}j'_{n},j'_{n+1}} = 0. \tag{5.8} \]

Here \( \{j'_{u+1}, \ldots, j_n, j'_n\} \) need not be distinct.

The corresponding normally ordered relation is

\[ \sum_{k=1}^{u} (-1)^k F^{j_{k+1}}_{j_k+1} D'_{i_1,\ldots,i_s,j_{s+1},\ldots,j_{k-1}i_{k+1},\ldots,i_{u}j_{u+1},\ldots,j_{n+1}} : \\
+ (-1)^{u+1} \sum_{l=u+1}^{n+1-u} Y^{j'_{n+1}j'_{n+1}} D'_{i_1,\ldots,i_s,j_{s+1},\ldots,j'_{n+1}j_{n+1}} : + (-1)^{u} : \partial D'_{i_1,\ldots,i_s,j_{s+1},\ldots,j_n} : = 0. \tag{5.9} \]
Taking the normally ordered product on the right by $\partial^t D_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n}$, and applying the same argument as the proof of Theorem 5.2, we see that

$$D_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n} \partial^t D'_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n} : \in \widetilde{V}^n(\mathfrak{gl}_r|\mathfrak{m})$$

for all $t$ when $\{i_1, \ldots, i_s\}$ and $\{i'_1, \ldots, i'_s\}$ are disjoint, and $\{j_{s+1}, \ldots, j_n\}$ and $\{j'_{s+1}, \ldots, j'_n\}$ are disjoint.

Suppose first that $s \leq u$. By (2.6) we have

$$X_{(1)}^{t, i_a}(D_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n} \partial^{t+1} D'_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n}) = (t + 1) : D_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n} \partial^t D'_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n} :$$

(5.10)

Since $(D_{i_1, \ldots, i_a; i'_a, i_{a+1}, \ldots, i_j; j_{s+1}, \ldots, j_n})(0) \partial^{t+1} D'_{i_1, \ldots, i_{a-1}; i'_a, i_{a+1}, \ldots, i_j; j_{s+1}, \ldots, j_n} \in \widetilde{V}^n(\mathfrak{gl}_r|\mathfrak{m})$ by (5.7), it follows by induction on $a$ that $D_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n} \partial^t D'_{i_1, \ldots, i_s; j_{s+1}, \ldots, j_n} : \in \widetilde{V}^n(\mathfrak{gl}_r|\mathfrak{m})$ for all $a \leq s$.

By (2.6) again, we have

$$F_{(1)}^{j_{a+b+1}; j_{a+b}}(D_{i_1, \ldots, i_{a+b}; j_{a+b+1}, \ldots, j_n} \partial^t D'_{i_1, \ldots, i_{a+b}; j_{a+b+1}, \ldots, j_n}) = (t + 1) : D_{i_1, \ldots, i_{a+b}; j_{a+b+1}, \ldots, j_n} \partial^t D'_{i_1, \ldots, i_{a+b}; j_{a+b+1}, \ldots, j_n} :$$

(5.11)

Again, it follows by induction on $b$ that $D_{i_1, \ldots, i_{a+b}; j_{a+b+1}, \ldots, j_n} \partial^t D'_{i_1, \ldots, i_{a+b}; j_{a+b+1}, \ldots, j_n} : \in \widetilde{V}^n(\mathfrak{gl}_r|\mathfrak{m})$ for all $b \leq n - s$. Finally, the case $u < s$ can be proven in the same way by reversing the roles of $D$ and $D'$.

6. THE CASE $\mathfrak{g} = \mathfrak{sp}_{2n}$

6.1. The structure of $S(nm)^{\mathfrak{sp}_{2n}([l]}$. Recall the homomorphism $V^{-\frac{\pi}{2}}(\mathfrak{sp}_{2n}) \otimes V^{-2n}(\mathfrak{so}_m) \rightarrow S(nm)$ given by (2.21), whose image $V^{-\frac{\pi}{2}}(\mathfrak{sp}_{2n}) \otimes V^{-2n}(\mathfrak{so}_m)$ is conformally embedded.

**Theorem 6.1.** For all $n, m \geq 1$, $S(nm)^{\mathfrak{sp}_{2n}([l]} \cong \widetilde{V}^{-2n}(\mathfrak{so}_m)$.

**Proof.** The case $m \leq 2n + 2$ is given by Theorem 5.1 of [LSS2]. In the general case, it follows from Theorem 1.1 (2) that the generators of $\text{gr}(S(nm))^{\mathfrak{sp}_{2n}([l]}$ as a differential algebra correspond to the generators of $\mathbb{C}[(\mathbb{C}^{2n})^\otimes m]^{\mathfrak{sp}_{2n}}$, and are the generators of $V^{-2n}(\mathfrak{so}_m)$. It follows that the map $\text{gr}_f(S(nm)^{\mathfrak{sp}_{2n}([l]} \hookrightarrow \text{gr}(S(nm))^{\mathfrak{sp}_{2n}([l]}$, is surjective. So the generators of the classical invariant ring $\mathbb{C}[(\mathbb{C}^{2n})^\otimes m]^{\mathfrak{sp}_{2n}}$ give rise to a generating set for $\text{gr}_f(S(nm)^{\mathfrak{sp}_{2n}([l]}$ as a differential algebra. By Lemma 2.2, the corresponding fields strongly generate $S(nm)^{\mathfrak{sp}_{2n}([l]}$ as a vertex algebra.

**Corollary 6.1.** For all $n, m \geq 1$,

1. The Zhu algebra $A(S(nm)^{\mathfrak{sp}_{2n}([l]}$ is isomorphic to the ring of invariant differential operators $D(nm)^{\mathfrak{sp}_{2n}}$.
2. The Zhu commutative algebra $R_{S(nm)^{\mathfrak{sp}_{2n}([l]}$ is isomorphic to $\mathbb{C}[(\mathbb{C}^{2n})^\otimes m]^{\mathfrak{sp}_{2n}}$.
3. $\widetilde{V}^{-2n}(\mathfrak{so}_m)$ is classically free.
6.2. **Actions on** $\mathcal{E}(2nr)$. Next, taking $V = (\mathbb{C}^{2n})^{\otimes r}$, recall the conformal embedding $L_r(\mathfrak{sp}_{2n}) \otimes L_n(\mathfrak{sp}_{2r}) \to \mathcal{E}(2nm)$ given by (2.25). The following result is well known (see Proposition 2 of [KP] as well as the appendix of [ORS]), and we give an alternative proof.

**Theorem 6.2.** For all $n, r \geq 1$, we have

$$\text{Com}(L_r(\mathfrak{sp}_{2n}), \mathcal{E}(2nr)) \cong L_n(\mathfrak{sp}_{2r}).$$

**Proof.** The argument is the same as the proof of Theorem 4.3 and follows from Theorem 6.1 and Lemma 2.2.

This following corollary generalizes Theorem 15.21 of [EH1], which is the case $r = 1$.

**Corollary 6.2.** For all integers $n, r, n \geq 1$, $L_n(\mathfrak{sp}_{2r})$ is classically free.

**Proof.** Let $f : L_r(\mathfrak{sp}_{2n}) \to \mathcal{E}(2nr)$ be the above map. It follows from Theorem 6.2 and Lemma 2.2 that

$$\text{gr}_j(\mathcal{E}(2nr)^{\mathfrak{sp}_{2n}[l]}) \cong \text{gr}(\mathcal{E}(2nr)^{\mathfrak{sp}_{2n}[l]}) \cong \text{gr}^F(\mathcal{E}(2nr)^{\mathfrak{sp}_{2n}[l]} \cong \bigwedge \left( \bigoplus_{j \geq 0} (V_j \oplus V_j^*) \right)^J_{\infty}(\mathfrak{sp}_{2n}).$$

By Theorem 3.1 (2), all relations among the generators of $\bigwedge (\bigoplus_{j \geq 0} (V_j \oplus V_j^*))^{\mathfrak{sp}_{2n}}$ are consequences of the relations in $\bigwedge (V_0 \oplus V_0^*)^{\mathfrak{sp}_{2n}}$ and their derivatives, so the same statement holds in $\text{gr}^F(\mathcal{E}(2nr)^{\mathfrak{sp}_{2n}[l]} \cong \text{gr}^F(L_n(\mathfrak{sp}_{2r})).$ Equivalently, $L_n(\mathfrak{sp}_{2r})$ is classically free.

**Remark 6.1.** Corollary 6.2 implies that Theorem 10.2.1 of [EH2], namely the vanishing of the first chiral homology $H_1^{\text{ch}}(V)$, holds for $V = L_n(\mathfrak{sp}_{2r})$. This generalizes Corollary 12.2 (b) of [EH2].

6.3. **Actions on** $\mathcal{S}(nm) \otimes \mathcal{E}(2nr)$. Finally, recall the homomorphism

$$V^{-\frac{n+1}{2}}(\mathfrak{sp}_{2n}) \otimes V^n(\mathfrak{osp}_{m[2r]}) \to \mathcal{S}(nm) \otimes \mathcal{E}(2nr)$$

given by (2.29), whose image $\tilde{V}^{-\frac{n+1}{2}}(\mathfrak{sp}_{2n}) \otimes \tilde{V}^n(\mathfrak{osp}_{m[2r]})$ is conformally embedded.

**Theorem 6.3.** $\text{Com}(\tilde{V}^{-\frac{n+1}{2}}(\mathfrak{sp}_{2n}), \mathcal{S}(nm) \otimes \mathcal{E}(2nr)) \cong \tilde{V}^n(\mathfrak{osp}_{m[2r]}).$

**Proof.** The argument is the same as the proof of Theorem 4.4.

7. **LEVEL-RANK DUALITIES INVOLVING AFFINE VERTEX SUPERALGEBRAS**

7.1. **Type A case.** Recall the embeddings

$$\tilde{V}^{-n}(\mathfrak{gl}_n) \otimes \tilde{V}^{-n}(\mathfrak{sl}_m) \to \mathcal{S}(nm), \quad \tilde{V}^{-n+r}(\mathfrak{gl}_m) \otimes \tilde{V}^m(\mathfrak{sl}_{r|m}) \to \mathcal{S}(mn) \otimes \mathcal{E}(mr).$$

As in [CLR], we use the notation

$$A^{-n}(\mathfrak{sl}_m) = \mathcal{S}(nm)^{\mathfrak{sl}_m[l]},$$

$$A^n(\mathfrak{sl}_{r|m}) = (\mathcal{S}(mn) \otimes \mathcal{E}(mr))^{\mathfrak{sl}_{r|m}[l]},$$

since they are extensions of $\tilde{V}^{-n}(\mathfrak{sl}_m)$ and $\tilde{V}^m(\mathfrak{sl}_{r|m})$, respectively. We denote by $\tilde{V}^{-n+r}(\mathfrak{sl}_m)$ the image of $V^{-n+r}(\mathfrak{sl}_m)$ under the diagonal map $V^{-n+r}(\mathfrak{sl}_m) \to A^{-n}(\mathfrak{sl}_m) \otimes L_r(\mathfrak{sl}_m)$. In [CLR], it was proven that

$$\text{Com}(\tilde{V}^{-n+r}(\mathfrak{sl}_m), A^{-n}(\mathfrak{sl}_m) \otimes L_r(\mathfrak{sl}_m)) \cong \text{Com}(\tilde{V}^{-m}(\mathfrak{sl}_m) \otimes L_m(\mathfrak{sl}_r) \otimes \mathcal{H}, A^m(\mathfrak{sl}_{r|m})).$$
Since $A^{-n}(\mathfrak{sl}_m) = \tilde{V}^{-n}(\mathfrak{sl}_m)$ for all $m < n$ and $m \geq 2n + 1$, and that $A^m(\mathfrak{sl}_{|n}) = \tilde{V}^m(\mathfrak{sl}_{|n})$ for all $m, r \geq 1$, we have the following improvement of this result.

**Theorem 7.1.** For all positive integers $r, n, m$, we have

$$\text{Com}(\tilde{V}^{-n+r}(\mathfrak{sl}_m), A^{-n}(\mathfrak{sl}_m) \otimes L_r(\mathfrak{sl}_m)) \cong \text{Com}(\tilde{V}^{-m}(\mathfrak{sl}_n) \otimes L_m(\mathfrak{sl}_r) \otimes \mathcal{H}, \tilde{V}^m(\mathfrak{sl}_{|n})).$$

Moreover, if $m < n$ or if $m \geq 2n + 1$, then we have

$$\text{Com}(\tilde{V}^{-n+r}(\mathfrak{sl}_m), V^{-n}(\mathfrak{sl}_m) \otimes L_r(\mathfrak{sl}_m)) \cong \text{Com}(\tilde{V}^{-m}(\mathfrak{sl}_n) \otimes L_m(\mathfrak{sl}_r) \otimes \mathcal{H}, \tilde{V}^m(\mathfrak{sl}_{|n})).$$

If $n = m$, $A^{-n}(\mathfrak{sl}_n)$ cannot be replaced with $\tilde{V}^{-n}(\mathfrak{sl}_n)$. Although $D^+D^-$ can be expressed as a normally ordered polynomial in the generators of $V^{-n}(\mathfrak{gl}_n)$ and their derivatives, it is straightforward to check that $D^+D^-$ does not have this property. However, since $D^+D^-$ is invariant under $\mathfrak{sl}_n$, it will lie in $\text{Com}(\tilde{V}^{-n+r}(\mathfrak{sl}_n), A^{-n}(\mathfrak{sl}_n) \otimes L_r(\mathfrak{sl}_n))$ but not in $\text{Com}(\tilde{V}^{-n+r}(\mathfrak{sl}_n), V^{-n}(\mathfrak{sl}_n) \otimes L_r(\mathfrak{sl}_n))$. In the range $n < m < 2n + 1$ it is possible that the left hand side is unchanged by replacing $A^{-n}(\mathfrak{sl}_m)$ with $\tilde{V}^{-n}(\mathfrak{sl}_m)$, but we are unable to answer this question at present.

### 7.2. Type $C$ case.

Recall the homomorphism,

$$V^{-\frac{r}{2}}(\mathfrak{sp}_{2m}) \otimes V^{-2m}(\mathfrak{so}_n) \to S(mn),$$

whose image $V^{-\frac{r}{2}}(\mathfrak{sp}_{2m}) \otimes V^{-2m}(\mathfrak{so}_n)$ is conformally embedded. Therefore the coset

$$A^{-\frac{r}{2}}(\mathfrak{sp}_{2m}) = \text{Com}(V^{-2m}(\mathfrak{so}_n), S(mn)),$$

is an extension of $\tilde{V}^{-\frac{r}{2}}(\mathfrak{sp}_{2m})$. Similarly, recall the homomorphisms

$$L_m(\mathfrak{sp}_{2r}) \otimes L_r(\mathfrak{sp}_{2m}) \to \mathcal{E}(2mr),$$

$$V^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}) \otimes V^m(\mathfrak{osp}_{n|2r}) \to S(mn) \otimes \mathcal{E}(2mr),$$

and that by Theorems 6.2 and 6.3 we have

$$\text{Com}(L_r(\mathfrak{sp}_{2r}), \mathcal{E}(2mr)) \cong L_m(\mathfrak{sp}_{2r}), \quad \text{Com}(\tilde{V}^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}), S(mn) \otimes \mathcal{E}(2mr)) \cong \tilde{V}^m(\mathfrak{osp}_{n|2r}).$$

**Theorem 7.2.** Let $r, n, m$ be positive integers. Then

$$\text{Com}(V^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}), A^{-\frac{r}{2}}(\mathfrak{sp}_{2m}) \otimes L_r(\mathfrak{sp}_{2m})) \cong \text{Com}(V^{-2m}(\mathfrak{so}_n) \otimes L_m(\mathfrak{sp}_{2r}), \tilde{V}^m(\mathfrak{osp}_{n|2r})).$$

Moreover, if $m < \frac{n}{2}$, then we have

$$\text{Com}(\tilde{V}^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}), V^{-\frac{r}{2}}(\mathfrak{sp}_{2m}) \otimes L_r(\mathfrak{sp}_{2m})) \cong \text{Com}(V^{-2m}(\mathfrak{so}_n) \otimes L_m(\mathfrak{sp}_{2r}), \tilde{V}^m(\mathfrak{osp}_{n|2r})).$$

**Proof.** The proof of the first statement is similar to the argument of [ACL2, Thm. 13.1]. We have

$$\text{Com}(\tilde{V}^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}), A^{-\frac{r}{2}}(\mathfrak{sp}_{2m}) \otimes L_r(\mathfrak{sp}_{2m})) \cong$$

$$\cong \text{Com}(\tilde{V}^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}), \text{Com}(V^{-2m}(\mathfrak{so}_n), S(mn)) \otimes L_r(\mathfrak{sp}_{2m}))$$

$$\cong \text{Com}(\tilde{V}^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}), \text{Com}(V^{-2m}(\mathfrak{so}_n) \otimes L_m(\mathfrak{sp}_{2r}), S(mn) \otimes \mathcal{E}(2mr)))$$

$$\cong \text{Com}(\tilde{V}^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}) \otimes \tilde{V}^{-2m}(\mathfrak{so}_n) \otimes L_m(\mathfrak{sp}_{2r}), S(mn) \otimes \mathcal{E}(2mr))$$

$$\cong \text{Com}(V^{-2m}(\mathfrak{so}_n) \otimes L_m(\mathfrak{sp}_{2r}), \text{Com}(\tilde{V}^{-\frac{r}{2}+r}(\mathfrak{sp}_{2m}), S(mn) \otimes \mathcal{E}(2mr)))$$

$$\cong \text{Com}(V^{-2m}(\mathfrak{so}_n) \otimes L_m(\mathfrak{sp}_{2r}), \tilde{V}^m(\mathfrak{osp}_{n|2r})).$$

For the second statement, we claim that $A^{-\frac{r}{2}}(\mathfrak{sp}_{2m}) \cong V^{-\frac{r}{2}}(\mathfrak{sp}_{2m})$ for $m < \frac{n}{2}$. This is clear because $\text{gr}(S(mn)) \cong \mathbb{C}[J_\infty((\mathbb{C}^n)^{\otimes 2m})]$ where $\mathbb{C}^n$ is the standard $SO_n$-module. Since $m < \frac{n}{2}$, $(\mathbb{C}^n)^{\otimes 2m}/SO_n$ is an affine space, so the map (1.12) is surjective. In this case, the invariants are
quadratic and correspond to the generators of $V^{-\tau}(sp_{2n})$, so the map (3.8) is surjective as well. This completes the proof. \[\square\]

Unfortunately, since we are unable to describe $A^{-\tau}(sp_{2n})$ when $m \geq \frac{n}{2}$, this statement cannot be improved at present.

7.3. **Type D case.** Recall the homomorphism

$$V^{-m}(sp_{2n}) \otimes V^{-2n}(so_{2m}) \rightarrow S(2mn),$$

whose image $\tilde{V}^{-m}(sp_{2n}) \otimes \tilde{V}^{-2n}(so_{2m})$ is conformally embedded. Recall that by Theorem [6.1] $Com(\tilde{V}^{-m}(sp_{2n}), S(2mn)) \cong \tilde{V}^{-2n}(so_{2m})$. Similarly, we have a conformal embedding

$$L_r(so_{2m}) \otimes L_{2n}(so_r) \rightarrow F(2mr),$$

so the coset

$$A_r(so_{2m}) = Com(L_{2n}(so_r), F(2mr)),$$

is an extension of $L_r(so_{2m})$.

Finally, we have a homomorphism

$$V^{-2n+r}(so_{2m}) \otimes V^{-m}(osp_{r|2n}) \rightarrow S(2mn) \otimes F(2mr)$$

whose image is conformally embedded. Therefore

$$A^{-m}(osp_{r|2n}) = Com(\tilde{V}^{-2n+r}(so_{2m}), S(2mn) \otimes F(2mr)),$$

is an extension of the image $\tilde{V}^{-m}(osp_{r|2n})$.

**Theorem 7.3.** Let $r, n, m$ be positive integers. Then

$$Com(\tilde{V}^{-2n+r}(so_{2m}), \tilde{V}^{-2n}(so_{2m}) \otimes A_r(so_{2m})) \cong Com(\tilde{V}^{-m}(sp_{2n}) \otimes L_{2n}(so_r), A^{-m}(osp_{r|2n})).$$

**Proof.** Again, this is similar to the argument of [ACL2 Thm. 13.1]. We have

$$Com(\tilde{V}^{-2n+r}(so_{2m}), \tilde{V}^{-2n}(so_{2m}) \otimes A_r(so_{2m})) \cong$$

$$\cong Com(\tilde{V}^{-2n+r}(so_{2m}), Com(\tilde{V}^{-m}(sp_{2n}), S(2mn)) \otimes A_r(so_{2m}))$$

$$\cong Com(\tilde{V}^{-2n+r}(so_{2m}), Com(\tilde{V}^{-m}(sp_{2n}) \otimes L_{2n}(so_r), S(2mn) \otimes F(2mr))))$$

$$\cong Com(\tilde{V}^{-2n+r}(so_{2m}) \otimes \tilde{V}^{-m}(sp_{2n}) \otimes L_{2n}(so_r), S(2mn) \otimes F(2mr)))$$

$$\cong Com(\tilde{V}^{-m}(sp_{2n}) \otimes L_{2n}(so_r), Com(\tilde{V}^{-2n+r}(so_{2m}), S(2mn) \otimes F(2mr))))$$

$$\cong Com(\tilde{V}^{-m}(sp_{2n}) \otimes L_{2n}(so_r), A^{-m}(osp_{r|2n})).$$

\[\square\]

Unfortunately, since we are unable to describe $A^{-m}(osp_{r|2n})$, this statement cannot be improved at present.
7.4. **Type B case.** Recall the homomorphism,

\[ V^{-2n+1}(\mathfrak{so}_{2n+1}) \otimes V^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \to \mathcal{S}(n(2m+1)) \otimes \mathcal{F}(2m+1), \]

whose image \( \tilde{V}^{-2n+1}(\mathfrak{so}_{2n+1}) \otimes \tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \) is conformally embedded. Therefore the coset

\[ A^{-2n+1}(\mathfrak{so}_{2n+1}) = \text{Com}(\tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}), \mathcal{S}(n(2m+1)) \otimes \mathcal{F}(2m+1)), \]

is an extension of \( \tilde{V}^{-2n+1}(\mathfrak{so}_{2n+1}) \).

Similarly, we have a conformal embedding

\[ L_r(\mathfrak{so}_{2n+1}) \otimes L_{2m+1}(\mathfrak{so}_r) \to \mathcal{F}(r(2m+1)), \]

so the coset

\[ A_r(\mathfrak{so}_{2n+1}) = \text{Com}(L_{2m+1}(\mathfrak{so}_r), \mathcal{F}(r(2m+1))), \]

is an extension of \( L_r(\mathfrak{so}_{2n+1}) \).

Finally, we have a homomorphism

\[ V^{-2n+1+r}(\mathfrak{so}_{2n+1}) \otimes V^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \to \mathcal{S}(n(2m+1)) \otimes \mathcal{F}(2m+1) \otimes \mathcal{F}(r(2m+1)) \]

whose image is conformally embedded. Therefore

\[ A^{-m-\frac{1}{2}}(\mathfrak{osp}_{r+1|2n}) = \text{Com}(\tilde{V}^{-2n+1+r}(\mathfrak{so}_{2n+1}), \mathcal{S}(n(2m+1)) \otimes \mathcal{F}(2m+1) \otimes \mathcal{F}(r(2m+1))), \]

is an extension of the image \( \tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{r+1|2n}) \). Note finally that \( \tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{r+1|2n}) \) admits an action of \( V^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \otimes L_{2m+1}(\mathfrak{so}_r) \).

For notational convenience below, we will write \( \mathcal{S}(n(2m+1)) \otimes \mathcal{F}(2m+1) \otimes \mathcal{F}(r(2m+1)) \) in the form \( \mathcal{S}(n(2m+1)) \otimes \mathcal{F}((r+1)(2m+1)) \).

**Theorem 7.4.** Let \( r, n, m \) be positive integers. Then

\[ \text{Com}(\tilde{V}^{-2n+1+r}(\mathfrak{so}_{2n+1}), A^{-2n+1}(\mathfrak{so}_{2n+1}) \otimes A_r(\mathfrak{so}_{2n+1})) \]

\[ \cong \text{Com}(\tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \otimes L_{2m+1}(\mathfrak{so}_r), A^{-m-\frac{1}{2}}(\mathfrak{osp}_{r+1|2n})). \]

**Proof.** This is again similar to the proof of [ACL2] Thm. 13.1. We have

\[ \text{Com}(\tilde{V}^{-2n+1+r}(\mathfrak{so}_{2n+1}), A^{-2n+1}(\mathfrak{so}_{2n+1}) \otimes A_r(\mathfrak{so}_{2n+1})) \]

\[ \cong \text{Com}(\tilde{V}^{-2n+1+r}(\mathfrak{so}_{2n+1}), \text{Com}(\tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}), \mathcal{S}(n(2m+1)) \otimes \mathcal{F}(2m+1) \otimes A_r(\mathfrak{so}_{2n+1}))) \]

\[ \cong \text{Com}(\tilde{V}^{-2n+1+r}(\mathfrak{so}_{2n+1}), \text{Com}(\tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \otimes L_{2m+1}(\mathfrak{so}_r), \mathcal{S}(n(2m+1)) \otimes \mathcal{F}((r+1)(2m+1)))) \]

\[ \cong \text{Com}(\tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \otimes L_{2m+1}(\mathfrak{so}_r), \text{Com}(\tilde{V}^{-2n+1+r}(\mathfrak{so}_{2n+1}), \mathcal{S}(n(2m+1)) \otimes \mathcal{F}((r+1)(2m+1)))) \]

\[ \cong \text{Com}(\tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{1|2n}) \otimes L_{2m+1}(\mathfrak{so}_r), A^{-m-\frac{1}{2}}(\mathfrak{osp}_{r+1|2n})). \]

It is an interesting question whether Theorem 7.4 remains true if \( A^{-2n+1}(\mathfrak{so}_{2n+1}), A_r(\mathfrak{so}_{2n+1}) \), and \( A^{-m-\frac{1}{2}}(\mathfrak{osp}_{r+1|2n}) \) are replaced with \( \tilde{V}^{-2n+1}(\mathfrak{so}_{2n+1}), \tilde{V}_r(\mathfrak{so}_{2n+1}), \) and \( \tilde{V}^{-m-\frac{1}{2}}(\mathfrak{osp}_{r+1|2n}) \), but we are not able to answer this question using the methods in this paper.
In this Appendix we prove Theorem 5.4. Recall that $\mathcal{W}^{-n}(\mathfrak{sl}_n, f_{\text{subreg}})$ is isomorphic to $S(n^2)_{\mathfrak{sl}_n[\bar{t}] \oplus \mathfrak{sl}_n[\bar{t}]}$, which has strong generators

$$
D^+ = \begin{bmatrix} \beta_{11} & \cdots & \beta_{1n} \\ \vdots & \ddots & \vdots \\ \beta_{n1} & \cdots & \beta_{nn} \end{bmatrix}, \quad D^- = \begin{bmatrix} \gamma_{11} & \cdots & \gamma_{1n} \\ \vdots & \ddots & \vdots \\ \gamma_{n1} & \cdots & \gamma_{nn} \end{bmatrix}, \quad J = \sum_{i,j=1}^n :\beta_{ij} \omega_{ij} :,
$$

together with central elements $\omega_2, \ldots, \omega_{n-1}$ of conformal weights $2, \ldots, n-1$. Let $I \subseteq S(n^2)_{\mathfrak{sl}_n[\bar{t}] \oplus \mathfrak{sl}_n[\bar{t}]}$ be the ideal generated by $\omega_2, \ldots, \omega_{n-1}$. For elements $A, B \in S(n^2)_{\mathfrak{sl}_n[\bar{t}] \oplus \mathfrak{sl}_n[\bar{t}]}$, we say

$$A \simeq B, \quad \text{if } A - B \in I.$$

We have the following relations

\begin{align*}
D^+_{(n-1)} D^- & \simeq n! 1 \\
D^+_{(n-2)} D^- & \simeq n! \frac{J(-1)}{n} 1,
\end{align*}

(A.1)

\begin{align*}
D^+_{(n-3)} D^- & \simeq n! \left( \frac{1}{2!} \frac{J(-1)}{n}^2 + \frac{J(-2)}{2n} 1 \right), \\
D^+_{(n-4)} D^- & \simeq n! \left( \frac{1}{3!} \frac{J(-1)}{n}^3 + \frac{J(-1)}{n} \frac{J(-2)}{2n} + \frac{J(-3)}{3n} 1 \right).
\end{align*}

Similarly, we have

\begin{align*}
D^-_{(n-1)} D^+ & \simeq (-1)^n n! 1 \\
D^-_{(n-2)} D^+ & \simeq (-1)^n n! \frac{J(-1)}{-n} 1,
\end{align*}

(A.2)

\begin{align*}
D^-_{(n-3)} D^+ & \simeq (-1)^n n! \left( \frac{1}{2!} \frac{J(-1)}{-n}^2 + \frac{J(-2)}{-2n} 1 \right), \\
D^-_{(n-4)} D^+ & \simeq (-1)^n n! \left( \frac{1}{3!} \frac{J(-1)}{-n}^3 + \frac{J(-1)}{-n} \frac{J(-2)}{-2n} + \frac{J(-3)}{-3n} 1 \right).
\end{align*}

Next, let $P_k$ be the polynomial in $x_1, \ldots, x_k$ given by

$$P_k(x_1, \ldots, x_k) = \sum_{\sum i s_i = k} \prod_{i=1}^k \frac{x_i^{s_i}}{s_i!}.$$

If $Q = \exp(\sum x_i t^i)$, then $Q = \sum P_k t^k$. Let $x_i = \frac{j_i}{n i}$. One can verify that

\begin{align*}
\frac{1}{n!} D^+_{(n-1-k)} D^- & \simeq p_k, \quad \text{where } p_k = P_k \left( \frac{J(-1)}{n}, \ldots, \frac{J(-k)}{kn} \right) 1, \\
\frac{(-1)^n}{n!} D^-_{(n-1-k)} D^+ & \simeq \bar{p}_k, \quad \text{where } \bar{p}_k = P_k \left( \frac{J(-1)}{-n}, \ldots, \frac{J(-k)}{-kn} \right) 1.
\end{align*}

Next, observe that if $J_{(-i)}$ is replaced by $n$,

$$Q(n) = \exp(- \log(1-t)) = \sum t^s.$$

We obtain

Lemma A.1.

(1) For all $k \geq 0$, $p_k(n) = 1$. 
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(2) If \( J_{(-i)} \) is replaced by \(-n\), we have

\[
p_0(-n) = 1, \quad p_1(-n) = -1, \quad p_k(-n) = 0, \quad \text{for } k > 1.
\]

(3) Similarly,

\[
\bar{p}_k(-n) = 1, \quad \bar{p}_0(n) = 1, \quad \bar{p}_1(n) = -1, \quad \bar{p}_k(n) = 0, \quad \text{for } k > 1.
\]

We also need the following computations. For \( s \geq -1\),

\[
\begin{align*}
(p_k(s)D^+ &= (p_{k-s-1})D_{s+1}((-1)^{s+1}D^+, \\
(p_k(s)D^- &= (p_{k-s-1})D_{s+1}((-1)^{s+1}D^-),
\end{align*}
\]

(A.4)

Recall the fields

\[
U_{i,j} = : (\partial^i D^+) (\partial^j D^-) : , \quad i, j \geq 0,
\]

which have weight \( n + i + j \). For fields \( A, B \) of weight \( 2n + m + 1 \), we say that \( A \sim B \) if

\[
A - B \text{ is a normally ordered polynomial in } J, W^2, \ldots , W_{n-1}, U_{0,0}, U_{0,1}, \ldots , U_{0,n+m}, \text{ and their derivatives; equivalently, the coefficient of } U_{0,n+m+1} \text{ in } A - B \text{ is zero.}
\]

We have

**Lemma A.2.** For \( k - s_0 - s_1 = n + m + 3 \), we have

\[
\begin{align*}
&D_{(s_0)} D_{(s_1)} + \bar{p}_k \sim D_{(s_0)} D_{(s_1)} - D_{(s_0-1)} D_{(s_1-k+1)}, \\
&D_{(s_0)} D_{(s_1)} + \bar{p}_k \sim D_{(s_0)} D_{(s_1-k)} - D_{(s_0-1)} D_{(s_1-k+1)}.
\end{align*}
\]

(A.5)

**Proof.**

\[
\begin{align*}
D_{(s)}^+ \frac{J_{(-k)}}{n} - \frac{J_{(-k)}}{n} D_{(s)}^+ &= -\frac{1}{n} (J_{(0)} D^+)_{(s-k)} = D_{(s-k)}^+, \\
D_{(s)}^- \frac{J_{(-k)}}{n} - \frac{J_{(-k)}}{n} D_{(s)}^- &= -\frac{1}{n} (J_{(0)} D^-)_{(s-k)} = -D_{(s-k)}^-,
\end{align*}
\]

\[
D_{(s)}^+ \left( x_k t \right)^m \frac{m!}{m!} = \sum_{s=0}^{\infty} \left( x_k t \right)^n \left( \frac{1}{m!} \right)^{m-n},
\]

\[
D_{(s)}^+ e^{x_k t} = e^{x_k t} \sum_{m=0}^{\infty} D_{(sm)}^+ \left( \frac{1}{m!} \right)^m,
\]

\[
D_{(s)}^- e^{x_k t} = e^{x_k t} \sum_{m=1}^{\infty} D_{(sm)}^- \left( \frac{-1}{m!} \right)^m,
\]

\[
D_{(s)}^+ Q = Q \sum_{m=0}^{\infty} D_{(s-m)}^+ p_m(n) t^m = Q \sum_{m=0}^{\infty} D_{(s-m)}^+ t^m,
\]

\[
D_{(s)}^- Q = Q \sum_{m=0}^{\infty} D_{(s-m)}^- \bar{p}_m(n) t^m = Q \left( D_{(s)}^- - t D_{(s-1)}^- \right).
\]

Thus

\[
D_{(s_0)}^+ D_{(s_1)}^- Q = Q \left( D_{(s_0)}^- - t D_{(s_0-1)}^- \right) \sum_{m=0}^{\infty} D_{(s_1-m)}^+ t^m.
\]

\[
D_{(s_0)}^+ D_{(s_1)}^- Q = Q \sum_{m=0}^{\infty} D_{(s_0-m)}^+ t^m \left( D_{(s_1)}^- - t D_{(s_1-1)}^- \right).
\]

In the above equations, the coefficients of \( t^k \) give the equations in the lemma. \( \square \)
We now consider

\[ \begin{align*}
A & = \sum_{k \geq 0} \partial^m D_{(-2-k)}^+ D_{(-1)}^+ D_k^+ D_{(-1)}^+ \partial D_{(-1)}^+ D_k^+ D_{(-1)}^+ \\
B & = \sum_{k \geq 0} \partial D_{(-2-k)}^+ \partial^m D_k^+ D_{(-1)}^+ D_{(-1)}^+ - \sum_{k \geq 0} D_{(-2-k)}^+ \partial^m D_k^+ \partial D_{(-1)}^+ D_{(-1)}^+.
\end{align*} \]

In the remainder of this Appendix, we shall compute the contributions of \( A \) and \( B \) to the coefficient of \( : D^+ \partial^{n+m+1} D^- : \). First, we have

\[ A \sim n! \sum_{k=1}^{n} \frac{-k(m+k+1)!}{(k+1)!} D_{(-2-k-m)}^+ D_{(-1-n-k)}^+ p_{n-k} - n! \sum_{k=0}^{n-1} \frac{(m+k+1)!}{(k+1)!} D_{(-2-k-m)}^+ D_{(-1-n-k)}^+ B_{n-1-k} \]

\[ \sim n! \sum_{k=1}^{n} \frac{-k(m+k+1)!}{(k+1)!} \left( D_{(-2-k-m)}^+ D_{(-1-n-k)}^+ - (1 - \delta_k^n) D_{(-3-k-m)}^+ D_{(-n-k)}^+ \right) - n! \sum_{k=0}^{n-1} \frac{(m+k+1)!}{(k+1)!} \left( D_{(-2-k-m)}^+ D_{(-1-n-k)}^+ - (1 - \delta_k^{n-1}) D_{(-3-k-m)}^+ D_{(-n-k)}^+ \right) \]

\[ \sim n! \sum_{k=1}^{n} \frac{-k}{(k+1)!(n-k)!} : \partial^{k+n+1} D^- \partial^{n-k} D^+ : \]

\[ -n! \sum_{k=0}^{n-1} \frac{-k}{(k+1)!(n-k-1)!} \frac{1}{2+k+m} : \partial^{k+m+2} D^- \partial^{n-k-1} D^+ : \]

\[ -n! \sum_{k=0}^{n-1} \frac{1}{(k+1)!(n-k)!} : \partial^{k+n+1} D^- \partial^{n-k} D^+ : \]

\[ +n! \sum_{k=0}^{n-2} \frac{1}{(k+1)!(n-k-1)!} \frac{1}{2+k+m} : \partial^{k+m+2} D^- \partial^{n-k+1} D^+ : \]

\[ \sim \left( \sum_{k=0}^{n} \frac{n!(-1)^{n-k}}{k!(n-k)!} + \frac{1}{n+1} + \sum_{k=0}^{n-1} \frac{n!}{k!(n-k-1)!} \frac{(-1)^{n-k-1}}{2+k+m} \frac{1}{n+m+1} \right) : D^+ \partial^{n+m+1} D^- : \]

\[ = \left( \frac{1}{n+1} - \frac{1}{n+m+1} + \sum_{k=0}^{n-1} \frac{n!}{k!(n-k-1)!} \frac{(-1)^{n-k-1}}{2+k+m} \right) : D^+ \partial^{n+m+1} D^- : . \]
The contribution from $B$ is more difficult to compute, and we need the following preliminary calculations. For $k > m$,

$$D_{(k-m)}^{-}(D_{(-1)}^{+}D^{-}) = \sum_{s=0}^{k-m} \binom{k-m}{s} n! (\bar{\rho}_{n-1-s}(k-m-1-s)D^{-}$$

$$= \sum_{s=0}^{k-m} \binom{k-m}{s} n! \bar{\rho}_{n+m-k-1}(-1)^{k-m-s}D^{-}$$

(A.6)

$$D_{(k-m)}^{-}(D_{(-2)}^{+}D^{-}) = \sum_{s=0}^{k-m} \binom{k-m}{s} (\bar{\rho}_{n-1-s}(k-m-2-s)D^{-}$$

$$= \sum_{s=0}^{k-m-1} \binom{k-m}{s} \bar{\rho}_{n+m-k}(-1)^{k-m-s-1}D^{-} + \partial \bar{\rho}_{n+m-1-k}D^{-}$$

$$= (\bar{\rho}_{n+m-k} + \partial \bar{\rho}_{n+m-1-k})D^{-}.$$  

We also need

$$\bar{\rho}_{k}D^{-} = \sum_{l=0}^{k} \frac{(-1)^{l}}{l!} \partial^{l} (D^{-} \bar{\rho}_{k-l})$$

(A.7)

$$\partial \bar{\rho}_{k}D^{-} - D^{-} \partial \bar{\rho}_{k} = - \sum_{t=0}^{k-1} \frac{(-1)^{t+2}}{(t+2)!} \partial^{t+2} (D^{-} \bar{\rho}_{k-t-1})$$.

$$B \sim \sum_{k \geq m} (-1)^{m} \frac{k!(2 + m)}{(k - m)!} D_{(-3 - k)}^{+}D_{(k-m)}^{-}D_{(-1)}^{+}D^{-} - \sum_{k \geq m} (-1)^{m} \frac{k!}{(k - m)!} D_{(-2 - k)}^{-}D_{(-1)}^{+}D_{(k-m)}^{+}D_{(-2)}^{-}D^{-}$$

$$\sim (-1)^{m+n} m! (2 + m) D_{(-3 - m)}^{+}D_{n-1}^{-}D^{-} - (-1)^{m+n} m! D_{(-2 - m)}^{+} \partial \bar{\rho}_{n-1}D^{-}$$

$$- \sum_{k=m+1}^{n+m} (-1)^{m+n} \frac{k!}{(k - m)!} D_{(-2 - k)}^{+} (\partial \bar{\rho}_{n+m-1-k} + \bar{\rho}_{n+m-k})D^{-}$$

$$= (-1)^{m+n} m! (2 + m) D_{(-3 - m)}^{+}D_{n-1}^{-}D^{-}$$

$$- \sum_{k=m+1}^{n+m} (-1)^{m+n} \frac{k!}{(k - m)!} D_{(-2 - k)}^{+}\bar{\rho}_{n+m-k}D^{-}$$

$$- \sum_{k=m}^{n+m-2} (-1)^{m+n} \frac{k!}{(k - m)!} D_{(-2 - k)}^{+} \partial \bar{\rho}_{n+m-1-k}D^{-}.$$  

Note that we have used both (A.6) and (A.7) in this calculation. The first term of $B$ yields

$$(-1)^{m+n} m! (2 + m) D_{(-3 - m)}^{+}D_{n-1}^{-}D^{-}$$

$$= (-1)^{m+n} m! (2 + m) D_{(-3 - m)}^{+} \sum_{l=0}^{n-1} \frac{(-1)^{l}}{l!} \partial^{l} (D^{-} \bar{\rho}_{n-1-l})$$

$$\sim -(-1)^{n} n! \frac{1}{m+1} \sum_{l=0}^{n-2} \frac{(-1)^{l+1}}{l!(n-l-2)!(m+l+3)} : D^{+} \partial^{m+n+1} D^{-} :.$$
For the second term of $B$, we compute

\[
- \sum_{k=m+1}^{n+m} (-1)^{m+n} \frac{k!n!}{(k-m)!} D^{+}_{(\varnothing, -2, -k)} \bar{p}_{n+m-k} D^{-} \\
= \sum_{k=m+1}^{n+m} \frac{(-1)^{m+n}n!}{(k-m)!(k+1)} \sum_{l=0}^{m+n-k} \frac{(\partial^{k+1} D^{+})}{l!} \partial^{l} \left( D^{-} \bar{p}_{n+m-k-l} \right) : \\
\approx \sum_{k=m+1}^{n+m} \frac{(-1)^{m+n}n!}{(k-m)!(k+1)} \sum_{l=0}^{m+n-k} \frac{1}{l!} : (\partial^{k+l+1} D^{+}) D^{-} \bar{p}_{n+m-k-l} : \\
= \sum_{k=m+1}^{n+m} \frac{(-1)^{m+n}n!}{(k-m)!(k+1)} \left( \sum_{l=0}^{m+n-k} \frac{1}{l!(m+n-k-l)!} : (\partial^{k+l+1} D^{+}) \partial^{m+n-k-l} D^{-} : \right) \\
- \sum_{l=0}^{m+n-k-1} \frac{1}{l!(m+n-k-l-1)!(k+l+2)} : (\partial^{k+1+2} D^{+}) \partial^{m+n-k-l-1} D^{-} : .
\]

For the third term of $B$, we compute

\[
\sum_{k=m}^{n+m-2} \frac{(-1)^{m+n}n!}{(k-m)!} D^{+}_{(\varnothing, -2, -k)} \partial \bar{p}_{n+m-1-k} D^{-} \\
= \sum_{k=m}^{n+m-2} \frac{(-1)^{m+n}n!}{(k-m)!} \left( D^{+}_{(\varnothing, -2, -k)} D^{-} \bar{p}_{n+m-1-k} - \sum_{t=0}^{m+n-k-2} \frac{(-1)^{t+2}}{(t+2)!} D^{+}_{(\varnothing, -2, -k)} \partial^{t+2} \left( D^{-} \bar{p}_{n+m-k-t-2} \right) \right) \\
= \sum_{k=m}^{n+m-2} \frac{(-1)^{m+n}n!}{(k-m)!(k+1)} \left( - : (\partial^{k+2} D^{+}) D^{-} \bar{p}_{n+m-1-k} : - : (\partial^{k+1} D^{+}) \partial D^{-} \bar{p}_{n+m-1-k} : \right) \\
- \sum_{k=m}^{n+m-2} \frac{(-1)^{m+n}n!}{(k-m)!(k+1)} \sum_{t=0}^{m+n-k-2} \frac{1}{(t+2)!} : (\partial^{k+t+3} D^{+}) D^{-} \bar{p}_{n+m-k-t-2} :.
\]
\[
\begin{align*}
&= \sum_{k=m}^{n+m-2} \frac{(-1)^{m+n}n!}{(k-m)!(k+1)} (-1)^{2} \partial^{k+2}D^{+} \frac{\partial^{n+m-1-k}D^{-}}{(n+m-k-1)!} : + \frac{1}{k+3} : \partial^{k+3}D^{+} \frac{\partial^{n+m-k-2}D^{-}}{(n+m-k-2)!} : \\
&- : (\partial^{k+1}D^{+}) \frac{\partial^{n+m-k-1}D^{-}}{(n+m-k)!} : + \frac{1}{k+2} : (\partial^{k+2}D^{+}) \frac{\partial^{n+m-k-3}D^{-}}{(n+m-k-1)!} : \\
&- \sum_{t=0}^{m+n-k-2} \frac{1}{(t+2)!} \left( : (\partial^{k+t+3}D^{+}) \frac{\partial^{n+m-k-t-2}D^{-}}{(n+m-k-t-2)!} : + \frac{1}{k+t+4} : (\partial^{k+t+4}D^{+}) \frac{\partial^{n+m-k-t-3}D^{-}}{(n+m-k-t-3)!} : \right) \\
&\sim (-1)^{n}! \sum_{s=0}^{n-2} \left( - \frac{(-1)^{s}}{s!(m+s+1)(n-s-1)!} + \frac{(-1)^{s+1}}{s!(m+s+1)(m+s+3)(n-s-2)!} \\
- \frac{(-1)^{s+1}}{s!(m+s+1)(n-s)!} + \frac{(-1)^{s}}{s!(m+s+1)(n-s-1)!(m+s+2)} \right) : D^{+} \partial^{m+n+1}D^{-} : \\
&+ (-1)^{n}! \sum_{s=0}^{n-2} \frac{(-1)^{s+1}}{s!(m+s+1)(n-s)!} + \frac{(-1)^{s}}{s!(m+s+1)(n-s-1)!(m+s+2)} : D^{+} \partial^{m+n+1}D^{-} : \\
&+ (-1)^{n}! \sum_{s=0}^{n-2} \frac{1}{s!(m+s+1)} \sum_{t=0}^{n-s-3} \frac{(-1)^{s+t}}{(t+2)!(m+s+t+4)(n-s-t-3)!} : D^{+} \partial^{m+n+1}D^{-} : \\
&\sim (-1)^{n}! \sum_{s=0}^{n-2} \frac{1}{s!(m+s+1)} \sum_{t=0}^{n-s-1} \frac{(-1)^{s+t}}{t!(m+s+t+2)(n-s-t-1)!} : D^{+} \partial^{m+n+1}D^{-} : .
\end{align*}
\]

Combining these contributions, we get

\[
B \sim - (-1)^{n}! \frac{1}{m+1} \sum_{t=0}^{n-2} \frac{(-1)^{t+1}}{t!(n-l-2)!(m+l+3)!} : D^{+} \partial^{m+n+1}D^{-} :
\]

\[
- (-1)^{n}! \left( \frac{(-1)^{n+1}}{n!(m+n+1)} - \sum_{s=1}^{n} \frac{1}{s!(m+s+1)} \sum_{t=0}^{n-s-1} \frac{(-1)^{t+s}}{t!(n-s-l-1)!(m+s+l+2)!} \right) : D^{+} \partial^{m+n+1}D^{-} :
\]

\[
- (-1)^{n}! \sum_{s=0}^{n-2} \frac{1}{s!(m+s+1)} \sum_{t=0}^{n-s-1} \frac{(-1)^{s+t}}{t!(m+s+t+2)(n-s-t-1)!} : D^{+} \partial^{m+n+1}D^{-} :
\]

\[
= \sum_{t=0}^{n-1} \frac{(-1)^{n-t}n!}{t!(n-l-1)!(m+l+2)!} + \frac{m}{(m+n)(m+n+1)} : D^{+} \partial^{m+n+1}D^{-} .
\]

Finally, this yields

\[
A + B \sim \left( \frac{1}{n+1} - \frac{1}{n+m+1} + \frac{m}{(n+m)(n+m+1)} \right) : D^{+} \partial^{m+n+1}D^{-} :
\]

\[
= \frac{m(m+2n+1)}{(n+1)(n+m)(n+m+1)} : D^{+} \partial^{m+n+1}D^{-} .
\]

which completes the proof of Theorem 5.4.
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