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Abstract

Randomized algorithms in numerical linear algebra can be fast, scalable and robust. This paper examines the effect of sketching on the right singular vectors corresponding to the smallest singular values of a tall-skinny matrix. We devise a fast algorithm for finding the trailing right singular vectors using randomization and examine the quality of the solution using multiplicative perturbation theory. For an $m \times n$ ($m \geq n$) matrix, the algorithm runs with complexity $O(mn \log n + n^3)$ which is faster than the standard $O(mn^2)$ methods. In applications, numerical experiments show great speedups including a $30 \times$ speedup for the AAA algorithm and $10 \times$ speedup for the total least squares problem.
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1 Introduction

The right singular vector(s) corresponding to the smallest singular value(s) is used for finding the null space of a tall-skinny matrix $A$, solving total least squares problems [1, 2] and finding a rational approximation via the AAA algorithm [3], among others. In this work, we devise a fast randomized algorithm and analyze the accuracy of the result using relative perturbation theory developed by Li [4].
Randomized algorithms in numerical linear algebra have proved to be very useful, improving speed and scalability of linear algebra problems \[5, 6\]. In particular, the sketching techniques have been shown to be a powerful tool in problems such as low-rank approximation, least squares problems, linear systems and eigenvalue problems \[7, 8\]. In particular, for low-rank approximation problems, randomized SVD \[5, 9–11\] has been very successful. They give a near-optimal solution to the low-rank matrix problems at a lower complexity than traditional methods. These algorithms focus on approximating the top few singular values and their corresponding singular vectors. On the other hand, relatively little attention has been paid to the bottom singular values and their corresponding singular vectors. These are often needed in problems such as total least squares \[1, 2\]. In particular, the right singular vector(s) corresponding to the zero singular value span the null space. Also, the singular vector corresponding to the smallest singular value minimizes the norm of the error or residual, for example, in total least squares problems \[1\] and the AAA algorithm for rational approximation \[3\].

In this work, we will focus on the smallest (few) singular value(s) and their corresponding right singular vector(s). For a tall-skinny matrix \(A \in \mathbb{R}^{m \times n}\), they are the solution to the following optimization problem

\[
\min_{V^*V=I_k} \|AV\|_F. \tag{1}
\]

The standard method for computing the null space or the last right singular vector corresponding to the smallest singular value is to use the SVD or rank-revealing factorizations such as RRQR factorizations \[12, 13\], which costs \(O(mn^2)\) flops for an \(m \times n\) matrix \(A\) with \(m \geq n\). There are other methods such as the TSQR \[14\] and Cholesky QR which has the same complexity \(O(mn^2)\), but can be improved with parallelization. However, these two methods use the Gram matrix which squares the condition number. The sketch-and-solve method in this paper will give us a theoretical flop count of \(O(mn \log n + n^3)\) and possibly even lower when the matrix is structured, e.g. sparse. In this method we left-multiply the original matrix \(A \in \mathbb{C}^{m \times n}\) with \(m \geq n\) by a random sketching matrix \(S \in \mathbb{C}^{s \times m}\) where \(m \geq s \geq n\). The integer \(s\) is called the sketch size. Typically we have \(m \gg s = cn\) where \(c > 1\) is a modest constant, say \(c = 2\) or \(c = 4\). We then work with the matrix \(SA \in \mathbb{C}^{s \times n}\) by taking its SVD, and finding its trailing singular vectors. This makes the computation more efficient in terms of both speed and storage. The question of course is to examine the quality of singular vectors obtained this way.

The sketch-and-solve method is usually only useful if the sketching matrix preserves geometry in the sense that the norm of every vector in a span of \(A\) is approximately preserved under sketching \[6, 8\], i.e., \(1 - \epsilon \leq \|SAx\|_2 / \|Ax\|_2 \leq 1 + \epsilon\) for some \(0 < \epsilon < 1\), for every nonzero \(x \in \mathbb{C}^n\). A large class of sketching matrices are known to preserve geometry under mild conditions, including Gaussian matrices \[15\], subsampled randomized trigonometric transforms (SRTT) \[5, 16\], CountSketch \[8, 17\] and 1-hashed randomized Hadamard
transform (H-RHT) [18]. Different sketching matrices have different requirements for the size of the sketch $s$. For example, we require $s = \Theta(n \log n)$ for SRFT and SRHT while for Gaussian matrices and H-RHT we require the optimal $s = \Theta(n)$ to ensure that geometry is preserved with high probability. The details about the failure probability and the conditions under which theoretical guarantees can be achieved can be found in the papers cited above.

For the sketch-and-solve method, the quality of the solution needs to be assessed. Since sketching matrices preserve the length of the original space, it is straightforward to see (Theorem 2.3) that the residual norm in Equation (1) for the sketch-and-solve method will be on the same order as the residual norm of the actual solution. However, this does not immediately imply that the two solution vectors are close to each other. In this work, we will assess the quality of the solution by deriving bounds for the sine of the angle between the sketched solution and the original solution. Specifically, we will quantify this bound using relative perturbation theory from [4] by Li. The perturbation is relative because the original matrix gets multiplied by a sketching matrix rather than undergoing an additive perturbation. This is different from the classical perturbation theory [19, 20], which is additive. The classical result scales poorly for small singular values when the perturbation is close to a unitary matrix, whereas the relative perturbation theory can overcome this issue.

1.1 Existing work and Contribution

Gilbert et al. in [21] discusses the same algorithm where they analyze the accuracy of the singular values and the right singular vectors obtained using the sketch $SA$. They use the 2-norm error to quantify the accuracy of the right singular vectors obtained this way, whereas we use the canonical angles which is arguably more natural in this setting. Furthermore, we extend the analysis to comparing subspaces of either the same or different dimensions (Section 3). This is particularly useful if we are extracting a subspace from the sketch $SA$ rather than a single vector, for example, when we are solving total least squares problems with multiple right-hand sides (Section 5). It is also important to mention that if we want to extract the right singular subspace of dimension larger than 1 corresponding to a multiple singular value (for example, singular values corresponding to zero in the case of computing the null space of a matrix) then the bound used to quantify the accuracy of a single singular vector in the right singular subspace is useless as the gap is zero, but when we compare the subspace as a whole, we can get meaningful bound as will be shown in Section 3. Moreover, when the gap between the target singular value and the rest is small, it is well known that the corresponding target singular vector is ill-conditioned [20]. In such cases it is often difficult to obtain nontrivial bounds for the accuracy; however, we show that useful bounds can be obtained by examining the angle between the target vector(s) and a computed subspace of different (larger) dimension.
1.2 Notation

Throughout, the symbol $^*$ is used to denote the (conjugate) transpose of a vector or a matrix. We use $\|\cdot\|$ for a unitarily invariant norm, $\|\cdot\|_2$ for the spectral norm or the vector-$\ell_2$ norm and $\|\cdot\|_F$ for the Frobenius norm. Unless specified otherwise $\sigma_i(A)$ denotes the $i$th largest singular value of the matrix $A$. Lastly, we use MATLAB style notation for matrices and vectors. For example, for the $k$th to $(k+j)$th columns of a matrix $A$ we write $A(:, k:k+j)$.

2 Problem statement and the algorithm

Let us formally define the problem.

**Problem 2.1** (Null Space Problem) Let $A \in \mathbb{C}^{m \times n}$ where $m \geq n$ and $k \in \mathbb{Z}^+$. Find $W \in \mathbb{C}^{n \times k}$ that solves the following optimization problem

$$\min_{V^*V = I_k} \|AV\|_F.$$  

This problem statement does not find the null space of $A$ exactly; indeed the null space of $A$ is often the trivial 0, but to consider a broader class of problems we will call this problem the null space problem. The solution, $W$ in the problem statement, to the null space problem is the trailing $k$ right singular vectors, that is, the $k$ right singular vectors corresponding to the smallest $k$ singular values. $W$ is unique up to reordering of columns when the corresponding singular values are distinct from each other and also distinct from the other $(n-k)$ singular values. The standard way to calculate this is by computing the SVD and extracting the trailing $k$ right singular vectors. This costs $O(mn^2)$ flops. For $m \gg n$, computing the SVD can become expensive, so we use sketching matrices to get a near-optimal solution with a lower complexity.

The most widely used class of sketching matrices for analysis is Gaussian random matrices, whose entries are independent standard normal random variables. However, Gaussian matrices are not always the most efficient choice, so other sketching matrices such as the SRFT matrices \cite{5} are often used in practice. Here we discuss the Gaussian and the SRFT matrices. For Gaussian matrices we have the following.

**Theorem 2.1** (Marčenko and Pastur \cite{15}, Davidson and Szarek \cite{22}) Consider an $s \times n$ Gaussian random matrix $G$ with $s \geq n$. Then

$$\sqrt{s} - \sqrt{n} \leq E[\sigma_{\min}(G)] \leq E[\sigma_{\max}(G)] \leq \sqrt{s} + \sqrt{n}. \quad (3)$$

Furthermore, for any $t > 0$,

$$\max \left\{ \mathbb{P}(\sigma_{\max}(G) \geq \sqrt{s} + \sqrt{n} + t), \mathbb{P}(\sigma_{\min}(G) \leq \sqrt{s} - \sqrt{n} - t) \right\} \leq \exp \left( -t^2/2 \right) \quad (4)$$

This theorem implies that rectangular Gaussian matrices with aspect ratio $s/n > 1$, that is, more rows than columns, are well-conditioned with singular
values that lie in $[\sqrt{s} - \sqrt{n} - t, \sqrt{s} + \sqrt{n} + t]$ with failure probability that decreases exponentially with $t$. Theorem 2.1 can be used to see that

$$\frac{\sigma_i(GA/\sqrt{s})}{\sigma_i(A)} = O(1)$$

(5)

holds with high probability [6] where $A$ is an $m \times n$ matrix and $G$ is an $s \times m$ Gaussian matrix with $m \geq s \geq n$. In other words, sketching approximately preserves the singular values of the original matrix.

The cost for applying a Gaussian sketch to an $m \times n$ matrix is $O(mn^2)$ operations, which has the same order as most classical numerical linear algebra algorithms. This makes Gaussian sketches not very useful in practice.

There is an analogous result for SRFT matrices [5, 16] which require a slightly larger sketch size and come with failure probability that is higher than Gaussian matrices. An SRFT matrix is an $m \times s$ matrix with $m \geq s \geq n$ of the form

$$\Omega = \sqrt{\frac{m}{s}} DFR^*$$

where $D$ is a random $m \times m$ diagonal matrix whose entries are independent and take $\pm 1$ with equal probability, $F$ is the $m \times m$ unitary discrete Fourier transform and $R$ is a random $s \times m$ matrix that restricts an $m$-dimensional vector to $s$ coordinates chosen uniformly at random. The analogous result is from [5].

**Theorem 2.2** Let $U$ be an $m \times n$ orthonormal matrix and $\Omega$ an $m \times s$ SRFT matrix where the sketch size $s$ satisfies

$$4\sqrt{n + 8\log(mn)}^2 \log n \leq s \leq m. \quad (6)$$

Then

$$0.4 \leq \sigma_n(\Omega^*U) \text{ and } \sigma_1(\Omega^*U) \leq 1.48 \quad (7)$$

with failure probability at most $O(n^{-1})$.

Therefore as long as the sketch size is about $4n \log n$, SRFT matrices will approximately preserve the singular values of the original matrix with a reasonable failure probability. Unfortunately, the $\log n$ factor cannot be removed in general [5]. One way to remove the $\log n$ factor is to replace the $R$ matrix in SRFT by a random 1-hashing matrix, giving us H-RHT [18]. Fortunately, with the SRFT sketch, the sketch size $s = 2n$ for $n \geq 20$ does well at preserving the length of the original space in most applications [5, 7]. The cost for applying the SRFT matrix to an $m \times n$ matrix is $O(mn \log n)$ operations using the subsampled FFT algorithm [23], but it is much easier to get $O(mn \log m)$ operations in practical implementations. This is still lower than the Gaussian matrix as long as $m$ is only polynomially larger than $n$, so the SRFT matrix is often used for practical reasons. There are also sparse sketching matrices which take advantage of the zero entries of the original matrix. An example is the CountSketch matrix [8, 17]. However, in this paper, we will focus on general matrices. Now we solve the null space problem using the sketch-and-solve method.
Algorithm 1 Solving the null space problem using sketch-and-solve

**Require:** $A \in \mathbb{C}^{m \times n}$ with $m \gg n$, $s (> n)$ the sketch size (rec. $s = 2n$), $k$ the number of right singular vectors desired

**Ensure:** $W \in \mathbb{C}^{n \times k}$ the trailing $k$ right singular vectors

1. Draw a random sketch $S \in \mathbb{C}^{s \times m}$ with sketch size $s$
2. $SA = \text{Sketch}$ (e.g. SRFT) $A$ using $S$
3. $[U, \Sigma, V] = \text{SVD}(SA)$
4. $W = V(:, n - k + 1 : n)$, the trailing $k$ right singular vectors

Algorithm 1 sketches the matrix $A$ and then computes the SVD of a smaller-sized matrix $SA$ to get the approximate right singular vectors corresponding to the smallest few singular values. This algorithm is not new and to our knowledge appeared first in [21]. This algorithm gives us a near-optimal solution with respect to the residual because the output obtained from Algorithm 1 is at most a modest constant larger than the optimal solution. This is made precise for the SRFT matrix in the following theorem; the sketch size $s = 2n$ is not enough for theoretical guarantees, but works well in practice.

**Theorem 2.3** Let $A \in \mathbb{C}^{m \times n}$ and $\tilde{A} = \Omega^* A \in \mathbb{C}^{s \times n}$ with $(m \geq s \geq n)$ where $\Omega \in \mathbb{C}^{m \times s}$ is the SRFT matrix with the sketch size $s$ satisfying

$$4\left[\sqrt{n} + \sqrt{8 \log(mn)}\right]^2 \log n \leq s \leq m. \quad (8)$$

Then

$$\|A\tilde{W}\|_F < 4 \|AW\|_F \quad (9)$$

with failure probability at most $O(n^{-1})$ where $\tilde{W}$ is the output from Algorithm 1 and $W$ is the exact solution to the null space problem (Problem 2.1).

**Proof** Let $A = U_A \Sigma_A V_A^*$ be a thin SVD of $A$ such that $U_A \in \mathbb{C}^{m \times n}$ and $\Sigma_A, V_A \in \mathbb{C}^{n \times n}$. Then by Ostrowski’s theorem for singular values [24] we have

$$\sigma_{\min}(\Omega^* U_A) \sigma_i(A) \leq \sigma_i(\Omega^* A) \leq \sigma_{\max}(\Omega^* U_A) \sigma_i(A) \quad (10)$$

for $i = 1, 2, \ldots, n$ and

$$\sigma_{\min}(\Omega^* U_A) \frac{\|A\tilde{W}\|_F}{\|\tilde{W}\|_F} \leq \|\Omega^* A\tilde{W}\|_F. \quad (11)$$

Therefore, by Theorem 2.2, with failure probability at most $O(n^{-1})$ we have

$$\|A\tilde{W}\|_F \leq \frac{1}{\sigma_{\min}(\Omega^* U_A)} \|\Omega^* A\tilde{W}\|_F$$

$$= \frac{1}{\sigma_{\min}(\Omega^* U_A)} \left[ \sum_{j=1}^{k} \sigma_{n-j+1}(\Omega^* A) \right]$$

$$\leq \frac{\sigma_{\max}(\Omega^* U_A)}{\sigma_{\min}(\Omega^* U_A)} \left[ \sum_{j=1}^{k} \sigma_{n-j+1}(A) \right]$$

$$= 1.48 \|AW\|_F < 4 \|AW\|_F$$

□
Remark 2.1 A similar result can be obtained for other sketching matrices. In general, if the sketching matrix $S$ satisfies
\[(1 - \delta)\sigma_i(A) \leq \sigma_i(SA) \leq (1 + \delta)\sigma_i(A)\] (12) for some $0 < \delta < 1$ with high probability then
\[\|AW_S\|_F \leq \frac{1 + \delta}{1 - \delta} \|AW\|_F\] (13) with high probability where $W_S$ is the output of Algorithm 1 when using $S$ as the sketching matrix. (e.g. $\delta = \frac{1}{\sqrt{2}}$ for a Gaussian sketching matrix with the sketch size $s = 4n$)

There is also a version of Algorithm 1 with $\epsilon$ tolerance rather than taking $k$ as input. This version finds all the singular values that are less than $\epsilon$ and set $W$ to be their corresponding right singular vectors. If we set $\epsilon = O(u)$ where $u$ is the unit roundoff, then we get the numerical null space.

For a sketch size $s = cn$ for a constant $c > 0$, the complexity of Algorithm 1 is $O(mn \log n)$ for performing the sketch (line 2) and $O(n^3)$ for calculating the SVD of the reduced matrix (line 3). This gives us an overall complexity of $O(mn \log n + n^3)$ which is faster than the traditional methods, $O(mn^2)$. Now we look at the quality of the solution. We will examine how much the sketched solution (output $W$ of Algorithm 1) deviates from the original solution (SVD of $A$).

### 3 Accuracy of the sketch using relative perturbation bounds

The standard way of quantifying the distance between two subspaces is to use the canonical angles between subspaces.

**Definition 3.1** (Canonical angles [25, S L5]) Let $U, V \in \mathbb{C}^{n \times k}$ with $n \geq k$ be two matrices with orthonormal columns. Then the canonical angles between the subspaces spanned by $U$ and $V$ are $\{\theta_i\}_{i=1}^k$ where $\theta_i = \arccos(\sigma_i(U^*V))$, that is, the arccosine of the singular values of $U^*V$. We let $\Theta(U, V) = \text{diag}(\theta_1, ..., \theta_k)$ and $\sin \Theta(U, V)$ and $\cos \Theta(U, V)$ be defined elementwise for the diagonal entries only.

**Remark 3.1**

1. $\Theta(U, V) = \Theta(V, U)$ since $U^*V$ and $V^*U$ have the same singular values.
2. By the CS decomposition (Chapter I Section 5, [25]), the elements in the diagonal of $\sin \Theta(U, V)$ are the singular values of $U_\perp^*V$ or $U^*V_\perp$ where $U_\perp$ and $V_\perp$ are orthogonal complements of $U$ and $V$ respectively. This implies $\sin \Theta(U, V) = \sin \Theta(U_\perp, V_\perp)$.

Now we look at the perturbation of right singular vectors using canonical angles. There are two different types of perturbations, namely additive and
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multiplicative perturbations. The results for additive perturbation was first proved in 1970 by Davis and Kahan [19] for eigenvectors of symmetric matrices, and two years later Wedin [20] derived analogous results for singular vectors. In this work, we will focus on multiplicative perturbations that give relative perturbation bounds by Li [4], as they arise naturally in our context, and give superior bounds in our setting. This type of bound in our setting has been studied in [21] for vectors, however there is no known study in our context for subspaces of dimension larger than 1, which can be useful when we compute subspaces rather than vectors. Let $A \in \mathbb{C}^{m \times n}$ and $\tilde{A} \in \mathbb{C}^{s \times n}$ be matrices with $m \geq s \geq n$ and suppose that they have SVDs of the form

$$A = U \Sigma V^* = [U_1, U_2] \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix} [V_1, V_2]^* \quad (14)$$

$$\tilde{A} = \tilde{U} \tilde{\Sigma} V^* = [\tilde{U}_1, \tilde{U}_2] \begin{bmatrix} \tilde{\Sigma}_1 & 0 \\ 0 & \tilde{\Sigma}_2 \end{bmatrix} [\tilde{V}_1, \tilde{V}_2]^* \quad (15)$$

where $U \in \mathbb{C}^{m \times n}$, $\tilde{U} \in \mathbb{C}^{s \times n}$, $V, \tilde{V} \in \mathbb{C}^{n \times n}$ and the matrices with subscript 1 have $(n-k)$ columns and subscript 2 have $k$ columns with $k < n$ and

$$\Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_{n-k}), \quad \Sigma_2 = \text{diag}(\sigma_{n-k+1}, \ldots, \sigma_n), \quad (16)$$

$$\tilde{\Sigma}_1 = \text{diag}(\tilde{\sigma}_1, \ldots, \tilde{\sigma}_{n-k}), \quad \tilde{\Sigma}_2 = \text{diag}(\tilde{\sigma}_{n-k+1}, \ldots, \tilde{\sigma}_n) \quad (17)$$

where the singular values are ordered in non-increasing order.

Next we define a relative gap $\chi$. Let $a, b \in \mathbb{R}$ and define

$$\chi(a, b) = \frac{a-b}{\sqrt{ab}} \quad (18)$$

with the convention $0/0 = 0$ and $1/0 = \infty$. Note that $\chi$ is not a metric on $\mathbb{R}$ [4, 26]. We also recall a useful matrix norm inequality from [27], which states that for any matrices $A, B$ and $C$ such that the product $ABC$ is defined, we have

$$\|ABC\| \leq \|A\|_2 \|B\| \|C\|_2 \quad (19)$$

for any unitarily invariant norm $\|\cdot\|$. Lastly, we review a key lemma from Li [4].

**Lemma 3.1** Let $A \in \mathbb{C}^{s \times s}$ and $B \in \mathbb{C}^{t \times t}$ be two positive semi-definite Hermitian matrices and let $E \in \mathbb{C}^{s \times t}$. Suppose that there exists $\alpha > 0$ and $\delta > 0$ such that

$$\|A\|_2 \leq \alpha \text{ and } \|B^{-1}\|^{-1}_2 \geq \alpha + \delta \quad (20)$$

or

$$\|B\|_2 \leq \alpha \text{ and } \|A^{-1}\|^{-1}_2 \geq \alpha + \delta. \quad (21)$$

Then the Sylvester equation $AX - XB = A^{1/2}EB^{1/2}$ has a unique solution $X \in \mathbb{C}^{s \times t}$, and moreover $\|X\| \leq \|E\|/\chi(\alpha, \alpha + \delta)$ for any unitarily invariant norm.
Theorem 3.1 Let \( A \in \mathbb{C}^{m \times n} \) and \( \tilde{A} = X^*A \in \mathbb{C}^{s \times n} \) \((m \geq s \geq n)\) with thin SVDs as in Equations (14, 15, 16, 17) where \( X \in \mathbb{C}^{m \times s} \) is a full rank matrix. Let \( X^*U = QR \) where \( Q \in \mathbb{C}^{s \times s} \) and \( R \in \mathbb{C}^{s \times n} \) be a thin QR factorization of \( X^*U \) where \( U \) is the orthonormal matrix from Equation (14). Suppose that there exists \( \alpha > 0 \) and \( \delta > 0 \) such that

\[
\min_{1 \leq i \leq n-k} \sigma_i \geq \alpha + \delta \quad \text{and} \quad \max_{1 \leq j \leq k} \tilde{\sigma}_{n-k+j} \leq \alpha,
\]
or

\[
\min_{1 \leq i \leq n-k} \tilde{\sigma}_i \geq \alpha + \delta \quad \text{and} \quad \max_{1 \leq j \leq k} \sigma_{n-k+j} \leq \alpha.
\]

Then for any unitarily invariant norm we have

\[
\left\| \sin \Theta(V_2, \tilde{V}_2) \right\| \leq \frac{\| R - R^- \|}{\chi(\alpha^2, (\alpha + \delta)^2)}
\]

(22)

where \( V_2 \) and \( \tilde{V}_2 \) are as in Equations (14, 15).

Proof We define two matrices \( B := \Sigma V^* \) and \( \tilde{B} := R\Sigma V^* \). Notice that \( A \) and \( B \) have the same singular values and the right singular vectors. Also, note that since \( X^*A = QR\Sigma V^* \), \( A \) and \( \tilde{B} \) have the same singular values and the right singular vectors, so to prove (22) it suffices to work with \( B \) and \( \tilde{B} \). Since \( X \) is a full rank matrix, \( R \) is invertible. We first note that

\[
\tilde{B}^*\tilde{B} - B^*B = \tilde{B}^*RB - \tilde{B}^*R^-B = \tilde{B}^*(R - R^-)B.
\]

(23)

This is equivalent to

\[
\tilde{V}^*\tilde{B}^*\tilde{V} - V\Sigma^2 V^* = \tilde{V}^*(Q^*\tilde{U})^*(R - R^-)\Sigma V^*,
\]

since \( \tilde{B} = Q^*\tilde{A} = Q^*\tilde{U}\Sigma V^* \). Right-multiplying \( V \) and left-multiplying \( \tilde{V}^* \) gives

\[
\tilde{V}^*V^*V - \tilde{V}^*V\Sigma^2 = \tilde{V}^*(Q^*\tilde{U})^*(R - R^-)\Sigma.
\]

Now the above matrix equation can be represented as a \( 2 \times 2 \) block matrix as

\[
\begin{bmatrix}
\Sigma_1 V_1^* - \tilde{V}_1^*\Sigma_1 V_1 \\
\Sigma_2 V_2^* - \tilde{V}_2^*\Sigma_2 V_2
\end{bmatrix}
\begin{bmatrix}
\Sigma_1 \\
\Sigma_2
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
\tilde{V}_1^* Q(R - R^-) \Sigma_1 \\
\tilde{V}_2^* Q(R - R^-) \Sigma_2
\end{bmatrix}
\begin{bmatrix}
0_{k \times (n-k)} \\
\Sigma_2
\end{bmatrix}
\begin{bmatrix}
0_{(n-k) \times k} \\
\Sigma_2
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
\tilde{V}_1^* Q(R - R^-) \Sigma_1 \\
\tilde{V}_2^* Q(R - R^-) \Sigma_2
\end{bmatrix}
\begin{bmatrix}
0_{k \times (n-k)} \\
\Sigma_2
\end{bmatrix}
\begin{bmatrix}
0_{(n-k) \times k} \\
\Sigma_2
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\]
Taking the $(2,1)$-entry of the block matrix we get
\[
\tilde{\Sigma}_2^2 \tilde{V}_2^* V_1 - \tilde{V}_2^* V_1 \Sigma_1^2 = \tilde{\Sigma}_2 \tilde{U}_2^* Q(R - R^{-*}) \begin{bmatrix} I_{n-k} \\ 0_{k \times (n-k)} \end{bmatrix} \Sigma_1.
\] (24)

This is in the form of the Sylvester equation in Lemma 3.1. Thus, using Lemma 3.1 we get for any unitarily invariant norm
\[
\left\| \tilde{V}_2^* V_1 \right\| \leq \frac{\left\| \tilde{U}_2^* Q(R - R^{-*}) \begin{bmatrix} I_{n-k} \\ 0_{k \times (n-k)} \end{bmatrix} \right\|}{\chi(\alpha^2, (\alpha + \delta)^2)}.
\] (25)

Therefore
\[
\left\| \sin \Theta(V_2, \tilde{V}_2) \right\| = \left\| \tilde{V}_2^* V_1 \right\|
\leq \frac{\left\| \tilde{U}_2^* Q(R - R^{-*}) \begin{bmatrix} I_{n-k} \\ 0_{k \times (n-k)} \end{bmatrix} \right\|}{\chi(\alpha^2, (\alpha + \delta)^2)}
\leq \frac{\left\| \tilde{U}_2^* Q \right\|_2 \left\| R - R^{-*} \right\| \left\| \begin{bmatrix} I_{n-k} \\ 0_{k \times (n-k)} \end{bmatrix} \right\|_2}{\chi(\alpha^2, (\alpha + \delta)^2)}
\leq \frac{\left\| R - R^{-*} \right\|}{\chi(\alpha^2, (\alpha + \delta)^2)}
\] for any unitarily invariant norm. \(\square\)

**Corollary 3.1** In the setting of Theorem 3.1, we have
\[
\left\| \sin \Theta(V_2, \tilde{V}_2) \right\|_2 \leq \frac{2.1}{\chi(\alpha^2, (\alpha + \delta)^2)}
\] (26)

with failure probability at most $O(n^{-1})$ for an SRFT matrix ($X = \Omega$) with the sketch size $s$ satisfying $4(\sqrt{m} \log(mn))^2 \log n \leq s \leq m$. For the Gaussian case, that is, $X = G/\sqrt{s}$ where $G$ is a standard $m \times s$ Gaussian matrix, (26) is satisfied with failure probability at most $\exp(-n/50)$ with the sketch size $s = 4n$.

**Proof** The proof follows from the discussion on sketching matrices in Section 2 and
\[
\left\| R - R^{-*} \right\|_2 \leq \max_{\sigma \in [0.4, 1.6]} |\sigma - \sigma^{-1}| = 2.1
\] (27)
for $R$ as in Theorem 3.1. \(\square\)

**Remark 3.2**

1. **Priori bounds.** When we substitute the singular values in place of $\alpha$ and $\delta$, the bound becomes
\[
\left\| \sin \Theta(V_2, \tilde{V}_2) \right\|_2 \leq \frac{2.1 \cdot \sigma_{n-k} \tilde{\sigma}_{n-k+1}}{\sigma_{n-k}^2 - \tilde{\sigma}_{n-k+1}^2} \leq \frac{3.36 \cdot \sigma_{n-k} \sigma_{n-k+1}}{\sigma_{n-k}^2 - 2.56 \cdot \sigma_{n-k+1}^2}
\] (28)
if $n - k - 1.6 \cdot n - k + 1$, and
\[
\left\| \sin \Theta(V_2, \tilde{V}_2) \right\|_2 \leq \frac{2.1 \tilde{n}_{n-k} \sigma_{n-k+1}}{\tilde{n}_{n-k}^2 - \tilde{n}_{n-k+1}^2} \leq \frac{3.36 \cdot \sigma_{n-k} \sigma_{n-k+1}}{0.16 \cdot \sigma_{n-k}^2 - \sigma_{n-k+1}^2} \tag{29}
\]
if $0.4 \cdot n - k - n - k + 1$ since
\[
0.4 \sigma_i \leq \tilde{\sigma}_i \leq 1.6 \sigma_i \tag{30}
\]
for all $i$ in the setting of Corollary 3.1.

2. The upper bound is informative ($\ll 1$) when $n - k \gg n - k + 1$ or $n - k \gg n - k + 1$. In these cases, the upper bounds are $\approx \frac{n-k+1}{n-k}$ and $\approx \frac{n-k+1}{n-k}$ respectively, which are both much less than 1. In particular if $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n - k > \sigma_n = 0$ then the multiplicative perturbation by $X^*$ preserves the null space exactly as the upper bound becomes zero. In the presence of rounding errors, a backward stable solution would correspond to $n - k + 1 = O(u)$ where $u$ is the unit roundoff. Assuming $n - k$ is sufficiently larger than $u$, the last $k$ right singular vectors of the sketched matrix give an excellent approximation for the null space of the original matrix.

To illustrate the results, Figure 1 shows the accuracy of the bound in Corollary 3.1 for the case when $k = 1$. We generated a random $1000 \times 100$ matrix with Haar distributed right singular vectors. The left singular vectors in the top left plot is also Haar distributed while the other 3 plots were generated with the left singular vectors equal to $[I_{100}, 0]^T \in \mathbb{R}^{1000 \times 100}$, which is a difficult (coherent) example for subspace embedding using SRFT [16, 28]. We set the singular values as $(\sigma_1, \sigma_2, ..., \sigma_n - 1, \sigma_n) = (1, 1, ..., 1, 10^{-1}, \sigma_n)$ where $\sigma_n / \sigma_n \in [10, 10^{10}]$. We then sketch the matrix with a Gaussian matrix and an SRFT matrix. In Figure 1, we observe that except in the bottom left plot, the bounds in Corollary 3.1 give us the correct decay rate with a factor that is not too large. As seen in the bottom left plot, the SRFT sketch can fail if we set the sketch size equal to $cn$ for a modest constant $c$, say $c = 2, 4$ for a difficult example (coherent) [5, 16]. However, we can overcome this issue if we use the H-RHT sketch [18] or make the SRFT sketch size $\Theta(n \log n)$ as shown in the bottom right plot of Figure 1. This shows us that when $n - k \gg n$ we expect the sketched solution to give a very good approximation to the actual solution.

Up until now we have examined the canonical angles between two subspaces with the same dimension. We next extend Theorem 3.1 to subspaces of different dimensions. The extension will be useful when the bound in Theorem 3.1 is not useful, $O(1)$, and we want to search for a bigger subspace that can be shown to contain the subspace that we are looking for.
3.1 Subspaces of different dimensions

Let \( A \in \mathbb{C}^{m \times n} \) and \( \tilde{A} \in \mathbb{C}^{s \times n} \) be matrices with \( m \geq s \geq n \) and suppose that they have SVDs of the form

\[
A = U \Sigma V^* = [U_1, U_2, U_3] \begin{bmatrix}
\Sigma_1 & 0 & 0 \\
0 & \Sigma_2 & 0 \\
0 & 0 & \Sigma_3
\end{bmatrix} [V_1, V_2, V_3]^* \tag{31}
\]

\[
\tilde{A} = \tilde{U} \tilde{\Sigma} \tilde{V}^* = [\tilde{U}_1, \tilde{U}_2, \tilde{U}_3] \begin{bmatrix}
\tilde{\Sigma}_1 & 0 & 0 \\
0 & \tilde{\Sigma}_2 & 0 \\
0 & 0 & \tilde{\Sigma}_3
\end{bmatrix} [\tilde{V}_1, \tilde{V}_2, \tilde{V}_3]^* \tag{32}
\]

where \( U \in \mathbb{C}^{m \times n}, \tilde{U} \in \mathbb{C}^{s \times n}, V, \tilde{V} \in \mathbb{C}^{n \times n} \) and the matrices with subscript 1 have \((n - k)\) columns, those with subscript 2 have \((k - \ell)\) columns and subscript 3 have \(\ell\) columns with \(\ell < k < n\) and

\[
\Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_{n-k}), \Sigma_2 = \text{diag}(\sigma_{n-k+1}, \ldots, \sigma_{n-\ell}), \Sigma_3 = \text{diag}(\sigma_{n-\ell+1}, \ldots, \sigma_n),
\]

\[
\tilde{\Sigma}_1 = \text{diag}(\tilde{\sigma}_1, \ldots, \tilde{\sigma}_{n-k}), \tilde{\Sigma}_2 = \text{diag}(\tilde{\sigma}_{n-k+1}, \ldots, \tilde{\sigma}_{n-\ell}), \tilde{\Sigma}_3 = \text{diag}(\tilde{\sigma}_{n-\ell+1}, \ldots, \tilde{\sigma}_n) \tag{33}
\]
where the singular values are arranged in non-increasing order.

**Theorem 3.2** Let \( A \in \mathbb{C}^{m \times n} \) and \( \tilde{A} = X^*A \in \mathbb{C}^{s \times n} \) (\( m \geq s \geq n \)) with thin SVDs as in Equations (31, 32, 33, 34) where \( X \in \mathbb{C}^{m \times s} \) is a full rank matrix. Let \( X^*U = QR \) where \( Q \in \mathbb{C}^{s \times s} \) and \( R \in \mathbb{C}^{n \times n} \) be a thin QR factorization of \( X^*U \) where \( U \) is the orthonormal matrix from Equation (31). Suppose that there exists \( \alpha > 0 \) and \( \delta > 0 \) such that

\[
\min_{1 \leq i \leq n-k} \sigma_i \geq \alpha + \delta \quad \text{and} \quad \max_{1 \leq j \leq \ell} \bar{\sigma}_{n-j} \leq \alpha.
\]

Then for any unitarily invariant norm we have

\[
\| \sin \Theta([V_2, V_3], \tilde{V}_3) \| \leq \frac{\| R - R^* \|}{\chi(\alpha^2, (\alpha + \delta)^2)}. \tag{35}
\]

Alternatively, if there exists \( \alpha > 0 \) and \( \delta > 0 \) such that

\[
\min_{1 \leq i \leq n-k} \bar{\sigma}_i \geq \alpha + \delta \quad \text{and} \quad \max_{1 \leq j \leq \ell} \bar{\sigma}_{n-j} \leq \alpha,
\]

then for any unitarily invariant norm we have

\[
\| \sin \Theta(V_3, [\tilde{V}_2, \tilde{V}_3]) \| \leq \frac{\| R - R^* \|}{\chi(\alpha^2, (\alpha + \delta)^2)} \tag{36}
\]

where \( V_2, V_3, \tilde{V}_2 \) and \( \tilde{V}_3 \) are as in Equations (31, 32).

**Proof** We follow the proof of Theorem 3.1. We consider the case

\[
\min_{1 \leq i \leq n-k} \sigma_i \geq \alpha + \delta \quad \text{and} \quad \max_{1 \leq j \leq \ell} \bar{\sigma}_{n-j} \leq \alpha.
\]

The other case follows similarly. As in Theorem 3.1, we define two matrices \( B := \Sigma V^* \) and \( \tilde{B} := R\Sigma V^* \). Notice that \( A \) and \( B \) have the same singular values and the right singular vectors. Also, note that since \( X^*A = QR\Sigma V^* \), \( \tilde{A} \) and \( \tilde{B} \) have the same singular values and the right singular vectors, so it suffices to work with \( B \) and \( \tilde{B} \). Since \( X \) is a full rank matrix, \( R \) is invertible. We first note

\[
\tilde{B}^* \tilde{B} - B^* B = \tilde{B}^* R B - \tilde{B}^* R^- B = \tilde{B}^* (R - R^-) B. \tag{37}
\]

This is equivalent to

\[
\tilde{V}^* \Sigma^2 \tilde{V}^* - V^* \Sigma^2 V^* = \tilde{V}^* (Q^* \tilde{U})^* (R - R^-) \Sigma V^*,
\]

since \( \tilde{B} = Q^* \tilde{A} = Q^* \tilde{U} \Sigma \tilde{V}^* \). Right-multiplying \( V \) and left-multiplying \( \tilde{V}^* \) gives

\[
\Sigma^2 \tilde{V}^* V - \tilde{V}^* V \Sigma^2 = \Sigma (Q^* \tilde{U})^* (R - R^-) \Sigma.
\]

Now the above matrix equation can be represented as a \( 3 \times 3 \) block matrix as in Theorem 3.1. Taking the \((3,1)\)-entry of the block matrix we get

\[
\tilde{\Sigma}_3 \tilde{V}_3^* V_1 - \tilde{V}_3^* V_1 \Sigma_3^2 = \tilde{\Sigma}_3 \tilde{U}_3^* Q (R - R^-) \begin{bmatrix} I_{n-k} \\ 0_{k \times (n-k)} \end{bmatrix} \Sigma_1. \tag{38}
\]

This is again in the form of the Sylvester equation in Lemma 3.1. Thus, using Lemma 3.1 we get for any unitarily invariant norm

\[
\| \tilde{V}_3^* V_1 \| \leq \frac{\| \tilde{U}_3^* Q (R - R^-) \begin{bmatrix} I_{n-k} \\ 0_{k \times (n-k)} \end{bmatrix} \|}{\chi(\alpha^2, (\alpha + \delta)^2)}. \tag{39}
\]
Finally we get
\[ \| \sin \Theta([V_2, V_3]) \| = \| \tilde{V}_3^* V_1 \| \]
\[ \leq \frac{\| \tilde{U}_3^* Q (R - R^*) \|}{\chi(\alpha^2, (\alpha + \delta)^2)} \]
\[ \leq \frac{\| \tilde{U}_3^* Q \|_2 \| R - R^* \|}{\chi(\alpha^2, (\alpha + \delta)^2)} \]
for any unitarily invariant norm.

**Corollary 3.2** In the setting of Theorem 3.2, we have
\[ \| \sin \Theta(V_3, [\tilde{V}_2, \tilde{V}_3]) \|_2 \leq \frac{2.1}{\chi(\alpha^2, (\alpha + \delta)^2)} \]
with failure probability at most \( O(n^{-1}) \) for an SRFT matrix \( X = \Omega \) with the sketch size \( s \) satisfying \( 4[\sqrt{n} + \sqrt{\log(mn)}]^2 \log n \leq s \leq m \). For the Gaussian case, that is, \( X = G/\sqrt{s} \) where \( G \) is a standard \( m \times s \) Gaussian matrix, (40) is satisfied with failure probability at most \( \exp(-n/50) \) with the sketch size \( s = 4n \).

**Remark 3.3**

1. **Priori bounds.** When we substitute the singular values in place of \( \alpha \) and \( \delta \), the bound becomes
\[ \| \sin \Theta(V_3, [\tilde{V}_2, \tilde{V}_3]) \|_2 \leq \frac{2.1 \cdot \tilde{\sigma}_{n-k} \sigma_{n-\ell+1}}{\tilde{\sigma}_{n-k}^2 - \sigma_{n-\ell+1}^2} \leq \frac{3.36 \cdot \sigma_{n-k} \sigma_{n-\ell+1}}{0.16 \cdot \sigma_{n-k}^2 - \sigma_{n-\ell+1}^2} \]
if \( 0.4 \cdot \sigma_{n-k} > \sigma_{n-\ell+1} \), and
\[ \| \sin \Theta([V_2, V_3], \tilde{V}_3) \|_2 \leq \frac{2.1 \cdot \tilde{\sigma}_{n-k} \sigma_{n-\ell+1}}{\sigma_{n-k}^2 - \sigma_{n-\ell+1}^2} \leq \frac{3.36 \cdot \sigma_{n-k} \sigma_{n-\ell+1}}{\sigma_{n-k}^2 - 2.56 \cdot \sigma_{n-\ell+1}^2} \]
if \( \sigma_{n-k} > 1.6 \cdot \sigma_{n-\ell+1} \) since
\[ 0.4 \sigma_i \leq \tilde{\sigma}_i \leq 1.6 \sigma_i \]
for all \( i \) in the setting of Corollary 3.2.

2. The upper bound is good \( (\ll 1) \) when \( \sigma_{n-k} \gg \sigma_{n-\ell+1} \) or \( \sigma_{n-k} \gg \sigma_{n-\ell+1} \). When this happens, the upper bounds are \( \approx \frac{\sigma_{n-\ell+1}}{\sigma_{n-k}} \) and \( \approx \frac{\sigma_{n-\ell+1}}{\sigma_{n-k}} \) respectively which are both much less than 1.

Figure 2 shows the accuracy of the bound in Corollary 3.2 for the SRFT sketch in the case when \( \ell = 1 \) and \( k = 2, \ldots, n - 1 \). We generated a random
1000 × 100 matrix by sampling the left and the right singular vectors as before for the coherent example, but the singular values now decay geometrically from 1 to 10^{−10} for the left plot and the right plot has singular values equal to 1 for the first 80 singular values and 10^{−10} for the last 20 singular values. In both of these cases, we have \( \sigma_n / \sigma_{n-1} \approx 1 \), so the previous bound in Corollary 3.1 is useless. However, the bound in Corollary 3.2 becomes meaningful as we increase the subspace dimension \( k \). In Figure 2, we see that the bounds in Corollary 3.2 give us the correct decay rate with a modest factor for the left plot. For the right plot, we see that after the subspace becomes large enough (> 20) to contain the right singular subspace corresponding to the singular value 10^{−10}, we get a good subspace which approximately contains the last right singular vector of the original matrix. This illustrates us that even when \( \sigma_n / \sigma_{n-1} \approx 1 \), as long as \( \sigma_{n-k} \gg \sigma_n \) we can find a larger subspace of dimension \( k \) that is expected to contain the right singular vector corresponding to the smallest singular value.

![SRFT sketch with sketch size s = 2n (Coherent)](image)

**Fig. 2** Semilogy plot of the bound in Corollary 3.2 against the actual sine values for \( m = 1000, n = 100, \ell = 1 \) and subspace size \( k = 2, \ldots, (n-1) \). The matrix was generated with singular values that decay geometrically from 1 to 10^{−10} for the left plot and the right plot has singular values equal to 1 for the first 80 singular values and the last 20 singular values are equal to 10^{−10}. The bound in Corollary 3.2 gives us a good indication as to how much the computed subspace contains the last right singular vector.

## 4 Updating and Downdating

We now look at how row/column updates or downdates of the original matrix influence the sketch. Let \( A \in \mathbb{C}^{m \times n} \) with \( m \geq n \). We have been sketching from the left to get \( SA \in \mathbb{C}^{s \times n} \) where \( S \in \mathbb{C}^{s \times m} \) is a sketching matrix with sketch size \( s \). Sometimes, in problems such as the AAA algorithm [3] which we discuss in Section 5, we want to update \( A \), either by adding or removing a column.
and/or adding or removing a row. The null space of the updated matrix is then sought. In this section, we are interested in updating the sketch $S A$ directly when a row or a column of $A$ is added or removed rather than updating $A$ and then resketching the updated $A$ which throws away information obtained in the previous sketch. We devise a strategy in a similar spirit to the ones used for data streaming \[9,29\] to efficiently update the sketch rather than sketching from scratch each time, so that the solution for the null space problem can be updated efficiently. These strategies which will be shown below are possible because a particular realization of a sketching matrix can be reused for updates/downdates as long as the update/downdate does not depend on that realization of the sketching matrix.

First, adding or removing a column is straightforward. If we add or remove a column from the original matrix then we can do the same for the sketch. By contrast, adding or removing a row is not so simple. For simplicity, we focus on row updates and downdates using the Gaussian sketching matrix, that is, $S = G/\sqrt{s} \in \mathbb{R}^{s \times m}$ where $G$ has entries that are independent standard normal random variables. We first observe that regardless of how many row updates and downdates are being done to the original matrix, the sketch $S A$ will always be an $s \times n$ matrix\(^1\).

4.1 Row updating

Let us consider a row update first. Without loss of generality, suppose that a row $a_{m+1} \in \mathbb{C}^{1 \times n}$ is added to the bottom of $A$ and let $A_{m+1} := \begin{bmatrix} A \\ a_{m+1} \end{bmatrix} \in \mathbb{C}^{(m+1) \times n}$. If we did not have the sketch of $A$ and if we had to sketch from scratch then we need to draw a Gaussian sketching matrix $\tilde{G}/\sqrt{s} \in \mathbb{R}^{s \times (m+1)}$ and left-multiply it to $A_{m+1}$. Now we find an equivalent process by reusing the sketch $S A \in \mathbb{R}^{s \times m}$. Since a row is appended to the end of $A$, we add a column to the end of $S$ giving us $S_{m+1} = [G|g_{m+1}]/\sqrt{s}$ where $g_{m+1} \in \mathbb{R}^{s}$ is a Gaussian vector independent of $G$ and $A$. Notice that $[G|g_{m+1}]$ and $\tilde{G}$ are equal in distribution. Therefore, the updated sketch for $A_{m+1}$ becomes

$$S_{m+1} A_{m+1} = \frac{1}{\sqrt{s}} [G|g_{m+1}] \begin{bmatrix} A \\ a_{m+1} \end{bmatrix} = S A + \frac{1}{\sqrt{s}} g_{m+1} a_{m+1}$$

(44)

with the updated sketching matrix $S_{m+1} = [G|g_{m+1}]/\sqrt{s}$. Algorithm 2 shows this.

4.2 Row downdating

Row downdating is similar to a row update. Let $A_j \in \mathbb{C}^{(m-1) \times n}$ be the matrix with the $j$th row removed from $A$. Using a similar idea as a row update, we let $S_j \in \mathbb{R}^{s \times (m-1)}$ be the matrix with the $j$th column removed from $S$. Then\(^1\)One caution is that if too many row downdates are done to $A$ so that $m \approx s$ then sketching becomes pointless.
**Algorithm 2** A row update (adding the \((m+1)\)th row to \(A \in \mathbb{C}^{m \times n}\))

**Require:** \(S \in \mathbb{R}^{s \times m}\) Sketching matrix (sketch size \(s (m \gg s > n)\)), \(a_{m+1} \in \mathbb{C}^{1 \times n}\) the row being added, \(SA \in \mathbb{C}^{s \times n}\) the sketch of \(A\)

**Ensure:** \(S_{m+1} \in \mathbb{R}^{s \times (m+1)}\) updated sketching matrix, \(S_{m+1}A_{m+1} \in \mathbb{C}^{s \times n}\) updated sketch

1. Sample \(g_{m+1} \in \mathbb{R}^{s}\) with i.i.d. \(N(0,1)\) random variable, also independent of \(S\)
2. Set \(S_r = [S|g_{m+1}/\sqrt{s}]\)
3. Set \(S_rA_r = SA + g_{m+1}a_{m+1}/\sqrt{s}\)

the updated sketch for \(A_j\) becomes

\[
S_jA_j = [S(:,1:j-1), S(:,j+1:m)] \begin{bmatrix} A(1:j-1,:) \\ A(j+1:m,:) \end{bmatrix} = SA - S(:,j)A(j,:)
\]  

(45) using MATLAB notation. Thus, the updated sketching matrix becomes \(S_j\) and the updated sketch becomes \(SA - S(:,j)A(j,:)\). Algorithm 3 shows this.

**Algorithm 3** A row downdate (removing the \(j\)th row from \(A \in \mathbb{C}^{m \times n}\))

**Require:** \(S \in \mathbb{R}^{s \times m}\) Sketching matrix (sketch size \(s (m \gg s > n)\)), \(SA \in \mathbb{C}^{s \times n}\) the sketch of \(A\)

**Ensure:** \(S_j \in \mathbb{R}^{s \times (m-1)}\) downdated sketching matrix, \(S_jA_j \in \mathbb{C}^{s \times n}\) downdated sketch

1. Set \(S_j = [S(:,1:j-1), S(:,j+1:m)]\), \(S\) with \(j\)th column deleted
2. Set \(S_jA_j = SA - S(:,j)A(j,:)\)

### 4.3 Non-Gaussian sketch

We have considered the Gaussian sketching matrix for row updates and down-dates. For other sketching matrices such as the SRFT, the analysis is more difficult. However, in practice many sketching matrices behave similarly to the Gaussian sketching matrix and often Gaussian analysis reflects the performance in practice \([6]\). For column updates and downdates, the strategy is the same for all sketching matrices, but not for rows. The strategy we suggest for other sketching matrices for row updates and downdates is the following.

For a row update, we append a standard Gaussian column vector to the sketching matrix at the position where the new row gets appended to \(A\). The updated sketch will then be \(SA + ga_{m+1}/\sqrt{s}\) where \(SA \in \mathbb{C}^{s \times n}\) is the previous sketch, \(g \in \mathbb{C}^s\) is a standard Gaussian column vector independent with \(S\) and \(a_{m+1} \in \mathbb{C}^{1 \times n}\) is the row appended to \(A\). For a row downdate, we would need to remove the column from the sketching matrix corresponding to the row that will be removed from \(A\). Removing this column is essentially the
same as zeroing out its corresponding row in $A$ and keeping the original sketch. Therefore we propose the following. We take the standard basis vector corresponding to the index of the row that will be removed from $A$, say $e_j$, sketch $e_j$ using the original sketching matrix $S$ giving $Se_j =: \tilde{e}_j \in \mathbb{C}^s$ and subtract $\tilde{e}_j A(j, :) \in \mathbb{C}^{s \times n}$ from the original sketch, where $A(j, :) \in \mathbb{C}^{s \times n}$ is the row that is to be removed from $A$. This process removes the contribution from the removed row in the original sketch.

4.4 Complexity of updating the sketch

We discuss the complexity of reusing the sketch. We assume that the sketching matrix is an SRFT matrix with the sketch size $s = 2n$ and we are sketching the matrix $A \in \mathbb{C}^{m \times n}$ ($m \gg n$). For a column downdate, it is essentially free because we only need to remove a column from the sketch. For a column update, we need to sketch a column which costs $O(m \log m)$ flops. For a row update we need to do a column-row multiplication followed by an addition of two $s \times n$ matrices which cost an overall $O(sn)$ flops. For a row downdate, we need to sketch a standard basis vector which costs $O(m \log m)$ flops and perform a column-row multiplication followed by a subtraction of two $s \times n$ matrices which cost $O(sn)$ flops. Overall, a row downdate costs $O(m \log m + sn)$ flops. This is better than resketching, which costs $O(mn \log n)$ flops. Therefore, whenever an update or a downdate is made to the original matrix, updating the sketch is at least about $O(n)$ times better than resketching the updated/downdated matrix from scratch. We now turn to applications where we use our algorithms to perform experiments for two problems: total least squares and the AAA algorithm.

5 Applications

In this section, we present two applications for Algorithm 1: the total least squares problem [1, 2] and the AAA algorithm for rational approximation [3]. Both problems concern calculating the right singular vector(s) corresponding to the smallest (few) singular value(s), i.e., solving the null space problem. All experiments were performed in MATLAB version 2021a on a workstation with Intel® Xeon® Silver 4314 CPU @ 2.40GHz (16 cores) and 512GB memory.

5.1 Total Least Squares

Total least squares (TLS) [1] is a type of least squares problem where errors in both independent and dependent variables are allowed. TLS is also known as errors-in-variables models in statistics. This is different from the standard least-squares problem where errors only occur in dependent variables. In a standard least-squares problem, we are interested in solving the following optimization problem

$$\min_{x \in \mathbb{R}^n} \|Ax - b\|_2$$

(46)
where \(A \in \mathbb{R}^{m \times n}\) and \(b \in \mathbb{R}^m\) with \(m \geq n\). The errors only occur in the dependent variables, \(b\), so the problem can be restated as

\[
\min_{b+r \in \text{range}(A)} \|r\|_2.
\]

(47)

Now if we also allow errors in the independent variables, represented by \(A\), we get the optimization problem formulation for the TLS problem, which is

\[
\min_{b+r \in \text{range}(A+E)} \|[E|r]\|_F.
\]

(48)

where \([\cdot|\cdot]\) represents the augmented matrix of size \(m \times (n+1)\). Finally, allowing multiple right-hand sides, say \(k\), we get

\[
\min_{B+R \in \text{range}(A+E)} \|[E|R]\|_F.
\]

(49)

where \(A,E \in \mathbb{R}^{m \times n}\) and \(B,R \in \mathbb{R}^{m \times k}\). We will also impose \(m \geq n + k\) and \(n \geq k\). Now if \([E_0|R_0]\) solves the optimization problem (49), then any \(X \in \mathbb{R}^{n \times k}\) satisfying \((A+E_0)X = B_0 + R_0\) is called the TLS solution.

In 1980, Golub and Van Loan [1] gave a solution to the TLS problem. The algorithm solves the null space problem

\[
V_k = \arg \min_{V^*V = I_k} \|[A|B]V\|_F
\]

(50)

and sets the solution to \(X = -V_1V_2^{-1}\) where \(V_1 \in \mathbb{R}^{n \times k}\) is the first \(n\) rows and \(V_2 \in \mathbb{R}^{k \times k}\) is the last \(k\) rows of \(V_k \in \mathbb{R}^{(n+k) \times k}\). Note that since we are inverting \(V_2\), the solution may not exist. There are known conditions for existence and uniqueness, for example when \(\sigma_n(A) > \sigma_{n+1}([A|B])\). For more information see [1, 2]. This solution costs \(O(m(n + k)^2)\), for computing the SVD of \([A|B] \in \mathbb{R}^{m \times (n+k)}\). We can speed this up using Algorithm 1.

For the sketched version, we will sketch the augmented matrix \([A|B]\) as in Algorithm 1 in \(O(m(n + k) \log(n + k))\) flops and solve the TLS problem for a smaller-sized matrix using \(O((n + k)^3)\) flops. Overall, the sketched version costs \(O(m(n + k) \log(n + k) + (n + k)^3)\) flops. When \(m \gg (n + k)\), we expect sketching to be effective. We demonstrate this with an experiment.

Table 1 was generated using \(A \in \mathbb{R}^{m \times 1000}\) and \(B \in \mathbb{R}^{m \times 10}\) with \(m = 2^{14}, 2^{15}, 2^{16}, 2^{17}, 2^{18}\) where \(A\) is a real matrix as in previous experiments with the singular values that decay geometrically from 1 to \(10^{-3}\) and the real matrix \(B\) is a sum of a matrix in the span of \(A\) with the same order of magnitude as \(A\) and a Gaussian noise matrix of order \(10^{-8}\). For this experiment, since \(A\) and \(B\) are real matrices, the FFT matrix in the SRFT sketch was replaced with the DCT matrix. The sketch size was \(s = 2020\), which is 2 times the sum of the number of columns of \(A\) and \(B\). As we increase the value of \(m\), we observe up to 16× speedup, demonstrating the benefit of sketching. We also notice that the relative error and the sine of the angle between the sketched solution and
the actual solution is small which makes the sketched solution a fine substitute for the actual solution. Lastly, we see that the sketched solution error is only a modest constant larger than the original error; this is expected since sketching gives a near-optimal solution (Section 2). This makes the sketched solution a good approximate solution for the TLS problem.

5.2 AAA algorithm for rational approximation

The AAA algorithm [3] for rational approximation is an algorithm that finds a rational approximation $r$ to $f : \mathbb{C} \rightarrow \mathbb{C}$ using a set of distinct points, $z_1, z_2, \ldots, z_m$ and their function values, $f_1, f_2, \ldots, f_m$. The algorithm uses the barycentric representation of rational functions:

$$r(z) = n(z)/d(z) = \sum_{j=1}^{n} \frac{f_{m_j}w_j}{z-z_{m_j}}$$  \hspace{1cm} (51)

where $w_1, w_2, \ldots, w_n$ are weights and $m_1, m_2, \ldots, m_n \in \{1, 2, \ldots, m\}$ are distinct indices and usually $m \gg n$. The algorithm approximates a rational function by forming a matrix called the Loewner matrix \cite{3}, $A^{(k)}$ at each iteration that represents the linearized residual $r(z)\,d(z) - n(z)$. As the algorithm iterates, a column is added while a row is removed from the Loewner matrix from the previous iteration. Therefore at the $k$th iteration, $A^{(k)} \in \mathbb{C}^{(m-k)\times k}$ and the iteration is terminated once the tolerance is met. The precise details are covered in the original paper \cite{3}. The main computational task is that at each iteration, say $k$, we solve for the weights $w \in \mathbb{C}^k$ that solve the following null space problem

$$\min_{\|w\|_2=1} \left\|A^{(k)}w\right\|_2.$$  \hspace{1cm} (52)

Therefore $w$ is the right singular vector corresponding to the smallest singular value of the Loewner matrix at the $k$th iteration, $A^{(k)}$. The algorithm computes the SVD of a $(m-k) \times k$ matrix at iteration $k$, giving us the overall complexity of $O(mn^3)$ for the AAA algorithm where $n$ is the degree of $n(z)$ and $d(z)$ in the final iteration.
At the $k$th iteration when we solve for the right singular vector corresponding to the smallest singular value of $A^{(k)}$, we can sketch the matrix $A^{(k)}$ and then take the SVD of a smaller-sized matrix instead. This will reduce the complexity to $O(mn^2 \log n + n^4)$ when $m \gg n$. However, in our implementation of SRFT using the standard FFT we achieve a theoretical flop count of $O(mk \log m + k^3)$ at iteration $k$. This limits the speedup we can obtain as $n$ is usually not too large ($\lesssim 200$) in most applications [3].

Fortunately, we can improve the speed further by noting that at each iteration of the AAA algorithm a column is added while a row is deleted from the Loewner matrix. Therefore we can use the strategies discussed in Section 4.2. For deleting a row, we can use Algorithm 3 and for adding a column, we can sketch the new column and append it to the sketch. The overall sketch then becomes

$$\tilde{A}^{(k)} = \left[ \tilde{A}^{(k-1)} - \tilde{e}_j A^{(k-1)}(j,:) , \tilde{A}_k \right] \in \mathbb{C}^{s \times k}$$

at iteration $k$ where $\tilde{A}^{(k-1)}$ is the sketch of $A^{(k-1)}$, $\tilde{e}_j$ is the sketch of the $j$th canonical vector, $A^{(k-1)}(j,:)$ is the deleted row and $\tilde{A}_k$ is the sketch of the added column. After the sketch is made, we take the SVD of the sketch $\tilde{A}^{(k)}$ and extract the last trailing singular vector from the SVD. The overall complexity is $O(mn \log m + n^4)$ using the SRFT sketch with the sketch size $s = 2n$. Thus, when $m \gg n$ and $m$ is at most exponentially larger than $n$, we get a lower complexity than both the original AAA algorithm with $O(mn^3)$ flops, and the version where we resketch the entire Loewner matrix $A^{(k)}$ at each iteration, requiring $O(mn^2 \log n + n^4)$ flops.

5.2.1 Other approaches for speeding up AAA

In [30], Hochman designs an algorithm to speed up the AAA algorithm based on Cholesky update/downdate of the Gram matrix of $A^{(k)}$. In the AAA algorithm, the Loewner matrix $A^{(k)}$ can become extremely ill-conditioned so Cholesky update/downdate can be numerically unstable [31]. Also, the complexity of Hochman’s algorithm is $O(mn^2)$ and our algorithm, with complexity $O(mn \log m + n^4)$, is faster as long as $m$ is larger than $n^2$.

5.2.2 Experiment

In Table 2, we conducted experiments with various functions that give different values of $n$ using $10^6$ points randomly sampled from the domain of each function. By reusing the sketch we already see a great speedup even for small values of $n$. The function $f(z) = \log(2 + z^4)/(1 - 16z^4)$ is estimated by a rational function with $n = 32$ and we achieved more than $10 \times$ speedup. For a larger

\footnote{At each iteration, a column update and a row downdate to the Loewner matrix is the result of choosing a support point. Since we begin with the original matrix and the sketching matrix being independent, the failure probability for the column update and the row downdate concerning any independently chosen support point is exponentially small (Section 4). Therefore, regardless of how the sketch influences the choice of the support point, the sketch would succeed, in the worst case, with all but a sum of exponentially small probabilities.}
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Table 2 AAA speedup for four functions that give different values of $n$ with $m = 10^6$ points. The points were sampled uniformly at random from the domain of each function.

| Function                                      | $n$  | Speedup  | Domain                  |
|-----------------------------------------------|------|----------|-------------------------|
| $\log(2 + z^4)/(1 - 16z^4)$                  | 32   | 10.49×   | $\{z : z = 1\}$         |
| $\sqrt{z(1-z)}\sqrt{(z-i)(1+i-z)}$          | 60   | 14.00×   | $\{z = x + iy : x, y \in [0,1]\}$ |
| $\tan(128z)$                                 | 105  | 19.40×   | $\{z : z \leq 1\}$     |
| $\tan(256z)$                                 | 190  | 32.69×   | $\{z : z \leq 1\}$     |

value of $n$, in the case $f(z) = \tan(256z)$ with $n = 190$, we get more than $30\times$ speedup.

We conclude with a plot (Figure 3) showing the qualitative similarity between the rational approximations of $f(z) = \sqrt{z(1-z)}\sqrt{(z-i)(1+i-z)}$ obtained using the original AAA algorithm and the version where we have reused the sketch. Both the AAA approximant $r_1$ and the sketched AAA approximant $r_2$ provide good approximation to the original function $f$.
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