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Abstract

We study the fundamental question of the sample complexity of learning a good policy in finite Markov decision processes (MDPs) when the data available for learning is obtained by following a logging policy that must be chosen without knowledge of the underlying MDP. Our main results show that the sample complexity, the minimum number of transitions necessary and sufficient to obtain a good policy, is an exponential function of the relevant quantities when the planning horizon $H$ is finite. In particular, we prove that the sample complexity of obtaining $\epsilon$-optimal policies is at least $\Omega(A^{\min(S-1,H)}})$ for $\gamma$-discounted problems, where $S$ is the number of states, $A$ is the number of actions, and $H$ is the effective horizon defined as $H = \left\lceil \frac{\ln(S)}{\ln(1/\gamma)} \right\rceil$; and it is at least $\Omega(A^{\min(S-1,H)}\epsilon^2)$ for finite horizon problems, where $H$ is the planning horizon of the problem. This lower bound is essentially matched by an upper bound. For the average-reward setting we show that there is no algorithm finding $\epsilon$-optimal policies with a finite amount of data.

1 Introduction

Batch reinforcement learning (RL) broadly refers to the problem of finding a policy with high expected return in a stochastic control problem when only a batch of data collected from the controlled system is available. Here, we consider this problem for finite state-action (“tabular”) Markov decision processes (MDPs) when the data takes the form of trajectories obtained by following some logging policy. In more details, the trajectories are composed of sequences of states, actions, and rewards, where the action is chosen by the logging policy and the next state and rewards follow the distributions specified by the MDP’s transition parameters. Arguably, this is the most natural problem setting to consider in batch learning. The basic questions are (a) what logging policy should one choose to generate the data so as to maximize the chance of obtaining a good policy with as little data as possible; and (b) how many transitions are sufficient and necessary to obtain a good policy and which algorithm to use to obtain such a policy? Note that here the logging policy needs to be chosen \textit{a priori}, that is, before the data collection process begins. An alternative way of saying this is that the data collection is done in a passive way.

Our main results are as follows: First, we show that (perhaps unsurprisingly), in the lack of extra information about the nature of the MDP, the best logging policy should choose actions \textit{uniformly at random}. Next, we show that the number of transitions necessary and sufficient to obtain a good policy, \textit{the sample complexity of learning}, is an exponential function of the minimum of the number of states and the planning horizon. In particular, we prove that the sample complexity of obtaining $\epsilon$-optimal policies is at least $\Omega(A^{\min(S-1,H)}})$ for $\gamma$-discounted problems, where $S$ is the number of states, $A$ is the number of actions, and $H$ is the effective horizon defined as $H = \left\lceil \frac{\ln(S)}{\ln(1/\gamma)} \right\rceil$; and it is at least $\Omega(A^{\min(S-1,H)}\epsilon^2)$ for finite horizon problems, where $H$ is the planning horizon of the problem. We also prove an upper bound for the plug-in algorithm that essentially matches our lower bound. These results are complemented with a lower bound that shows that in the average reward case the sample complexity is infinite.

The main advances that our work represents over prior works are as follows: First, our results show that for finite (effective) horizons, \textit{the sample complexity is finite}. In contrast, existing results available for the closely related setting of batch (or off-policy) policy evaluation (e.g., Uehara et al. [2021], Ren et al. [2021] and references therein) depend on visitation probability ratios computed for the target and the logging policies, which leave open the possibility of infinite sample complexity even for policy evaluation. The infinite sample complexity is in fact unavoidable when the
We consider finite Markov decision processes (MDPs) given by $A^{H+1}$ well-defined. Similarly, one can ask the same question in the context of training controllers to build self-driving cars? The exponential separation shown for the very simple setting of finite Markov decision processes shows that it may be overly optimistic to believe that good policies can be acquired by patching together fragments of logged trajectories. Here, it is also important to remember that the exponential separation only happens as the planning horizon grows, and indeed this is what our result shows when the number of states $S$ is large. Our sample complexity upper bound is shown for any “plug-in method” and the analysis is inspired by Agarwal et al. [2020], although with some essential differences, stemming from the different setting. Our lower bound that shows that the sample complexity for average reward problems is infinite highlights that an (effective) finite planning horizon is key for bounded sample complexity.

A second highlight of our result is that it implies an exponential gap between the sample complexity of learning from policy-induced data and other forms of learning. A similar conclusion is drawn in the recent paper of Zanette [2021], which served as the main motivation for our work. Zanette demonstrated an exponential separation for the case when batch learning is used in the presence of linear function approximation. A careful reading of their paper shows that the lower bound shown there does not apply to the tabular setting that we consider in the present work. Hence, our work can be seen as a strengthening of the exponential separation result of Zanette, as the tabular case is arguably more fundamental than the case when a function approximator is involved. In effect, our results show that the exponential separation is not connected to whether a function approximation needs to be used, but appears as soon as the learner is restricted to use data that comes in the form of trajectories obtained by following a policy. For further details on the relationship of our work to previous work, see Section 5.

Our result can be seen as contributing an argument for that when the goal is to learn a controller in a feedback situation, learning from passively logged data has some distinct disadvantage over learning in a closed loop, interactive fashion. As specific examples, one can ask how critical it is to let a conversational dialogue system interact with humans while being trained, or can good conversational assistants be built by training them on text available on the web? Similarly, one can ask the same question in the context of training controllers to build self-driving cars? The exponential separation shown for the very simple setting of finite Markov decision processes shows that it may be overly optimistic to believe that good policies can be acquired by patching together fragments of logged trajectories. Here, it is also important to remember that the exponential separation only happens as the planning horizon grows, showing that learning a good policy which implies a distribution shift can be significantly more challenging than just to learning to predict well with no distribution shift. Thus, in settings where the planning horizon is large, the role of learning interactively should not be underestimated.

## 2 Notation, Background and Problem Definition

**Notation** We let $\mathbb{R}$ denote the set of real numbers, and for a positive integer $i$, let $[i] = \{0, \ldots, i - 1\}$ be the set of integers from 0 to $i - 1$. We also let $\mathbb{N} = \{0, 1, \ldots\}$ be the set of nonnegative integers and $\mathbb{N}_+ = \{1, 2, \ldots\}$ be the set of positive integers. For a finite set $\mathcal{X}$, we use $\Delta(\mathcal{X})$ to denote the set of probability distributions over $\mathcal{X}$. We also use the same notation for infinite sets when the set has a clearly identifiable measurability structure such as $\mathbb{R}$, which in this context is equipped by the $\sigma$-algebra of Borel measurable sets. We use $\mathbb{I}$ to denote the indicator function. We also use $\mathbf{1}$ to be the identically one function/vector; the domain/dimension is so that the expression that involves $\mathbf{1}$ is well-defined.

We consider finite Markov decision processes (MDPs) given by $M = (S, A, Q)$, where $S$ is a finite state space, $A$ is a finite action space, $Q$ is a stochastic kernel from the set $S \times A$ of state-action pairs to $\mathbb{R} \times S$. In particular, for any $(s, a) \in S \times A$, $Q(\cdot|s, a)$ gives a distribution over pairs composed of a real number and a state. If $(R, S') \sim Q(\cdot|s, a)$, $R$ is interpreted as a random reward incurred and $S'$ the random next state when action $a$ is used in state $s$. Since the identity of the states and actions plays no role, without the generality, in what follows we assume that $S = \{S\}$ and $A = \{A\}$ for some $S, A$ positive integers.

Every MDP also induces a state transition “function”, $P : S \times A \rightarrow \Delta(S)$, which is the marginal of $Q$ with respect to $S'$, and an immediate mean reward function $r : S \times A \rightarrow \mathbb{R}$, which is so that for any $(s, a) \in S \times A$, $r(s, a)$ gives the mean of $R$ above. Since $S$ and $A$ are finite, without loss of generality, we assume that the immediate mean rewards lie in the $[-1, 1]$ interval. We also assume that the reward distribution is $\rho$-subgaussian with a constant $\rho > 0$. This assumption will hold, for example, when the random immediate rewards lie in the $[-\rho, \rho]$ interval, or when they have a Gaussian distribution with standard deviation $\rho$. For simplicity, we assume that $\rho = 1$. For any
(memoryless) policy \( \pi : S \rightarrow \Delta(A) \), we define \( P^\pi \) to be the transition matrix on state-action pairs induced by \( \pi \), where \( P^\pi_{(s,a)(s',a')} := \pi(a'|s')p(s'|s, a) \). We will denote by \( \mathcal{M}(S, A) \) the set of MDPs that satisfy the properties stated in this paragraph. Since the identity of states and actions is unimportant, we also use \( \mathcal{M}(S, A) \) to denote the set of MDPs with S states and A actions (say, over the canonical sets \( S = [S] \) and \( A = [A] \)).

We use \( E^\pi \) to denote the expectation operator under the distribution \( P^\pi \) induced by the interconnection of policy \( \pi \) and the MDP \( M \) on trajectories \( (S_0, A_0, R_0, S_1, A_1, R_1, \ldots) \) formed of an infinite sequence of state, action, reward triplets. Here, it is assumed that the initial state is randomly chosen from a distribution that is supported on the whole of the state space, but the identity of this distribution will be unimportant. As such the dependence on this distribution is suppressed. Further, under \( P^\pi \), the distribution of \( S_{t+1} \) follows \( P(\cdot|S_t, A_t) \) given the history \( H_t = (S_0, A_0, R_0, \ldots, R_{t-1}, S_t, A_t) \) while the distribution of \( A_t \) follows \( \pi(\cdot|S_t) \) given \( H_t \). To minimize clutter the notation also suppresses the dependence on the MDP whenever it is clear which MDP is referred.

For the discounted total reward criterion with discount factor \( 0 < \gamma < 1 \) the state value function \( \nu^\pi : S \rightarrow \mathbb{R} \) under \( \pi \) is defined as,

\[
\nu^\pi(s) := E^\pi \left[ \sum_{t=0}^{\infty} \gamma^t r(S_t, A_t) \middle| S_0 = s \right].
\]

We also let \( \nu^\mu(s) = E_{s \sim \mu}[\nu^\pi(s)] \), where \( \mu \in \Delta(S) \) is the initial state distribution. We further define \( \nu^\mu = \sum_{s \in S} \mu(s) \nu(s) \) for any \( \nu : S \rightarrow \mathbb{R} \). The state-action value function of \( \pi \), \( q^\pi : S \times A \rightarrow \mathbb{R} \), is defined as,

\[
q^\pi(s, a) := r(s, a) + \gamma \sum_{s'} P(s'|s, a) \nu^\pi(s').
\]

The standard goal in an finite MDP under the discounted criterion is to identify the optimal policy \( \pi^* \) that maximizes the value function in every state \( s \in S \) such that \( \nu^\pi(s) = \sup_{\pi} \nu^\pi(s) \). In this paper though, we consider the less demanding problem of finding a policy \( \pi \) that maximizes \( \nu^\pi(\mu) \) for a fixed initial state distribution \( \mu \), i.e., finding a policy \( \pi \) which achieves, or nearly achieves \( \nu^\pi(\mu) \).

Given an initial state distribution \( \mu \in \Delta(S) \) and a policy \( \pi \), we define the (unnormalized) discounted occupancy measure \( \nu^\pi_\mu \) induced by \( \mu, \pi \), and the MDP \( M \) as

\[
\nu^\pi_\mu(s, a) := \sum_{t=0}^{\infty} \gamma^t P^\pi(S_t = s, A_t = a|S_0 = \mu).
\]

The value of a policy can be represented as an inner product between the immediate reward function \( r \) and the occupancy measure \( \nu^\pi_\mu \)

\[
\nu^\pi(\mu) = \sum_{s, a} r(s, a) \nu^\pi_\mu(s, a) = \langle \nu^\pi_\mu, r \rangle.
\]

For \( \varepsilon > 0 \), we define the effective horizon \( H_{T, \varepsilon} := \lfloor \ln(1/\varepsilon) / \ln(1/\gamma) \rfloor \).\(^1\) In the case of fixed-horizon policy optimization, instead of a discount factor, one is given a horizon \( H > 0 \) and the value of a policy \( \pi \) given \( \mu \) is redefined to be \( \nu^\pi(\mu) = E^\pi[\sum_{t=0}^{H-1} r(S_t, A_t)|S_0 = \mu] \). As before, the goal is to identify a policy whose value is close to \( \nu^\pi(\mu) = \sup_{\pi} \nu^\pi(\mu) \). Finally, in the average reward setting, \( \nu^\pi(\mu) \) is redefined to be

\[
\nu^\pi(\mu) = \lim_{T \to \infty} \inf E^\pi \left[ \frac{1}{T} \sum_{t=0}^{T-1} r(S_t, A_t) \middle| S_0 = \mu \right].
\]

For a given \( \varepsilon > 0 \), in all the various settings, we say that \( \pi \) is \( \varepsilon \)-optimal in MDP \( M \) given \( \mu \) if \( \nu^\pi(\mu) \geq \nu^\pi(\mu) - \varepsilon \).

### 2.1 Batch Policy Optimization

We consider the problem of policy optimization in a batch mode, or, in short, batch policy optimization (BPO). A BPO problem for a fixed sample size \( n \) is given by the tuple \( B = (s, a, n, P) \) where \( S \) and \( A \) are finite sets. \( \mu \) is a

\(^1\)This is different with the normally used effective horizon, \( H_{T, \varepsilon} := \left\lfloor \frac{\ln(1/(1-\gamma))}{\ln(1/\gamma)} \right\rfloor \), with only a \( H/(1-\gamma) \) factor.
probability distribution over $S$, $n$ is a positive integer, and $P$ is a set of MDP-distribution pairs of the form $(M, G)$, where $M \in M(S, A)$ is an MDP over $(S, A)$ and $G$ is a probability distribution over $(S \times A \times R \times S)^n$. In what follows a pair $(M, G)$ of the above form will be called a BPO instance.

A BPO algorithm for a given sample size $n$ and sets $S, A$ takes data $D \in (S \times A \times R \times S)^n$ and returns a policy $\pi$ (possibly history-dependent). Ignoring computational aspects, we will identify BPO algorithms with (possibly randomized) maps $L : (S \times A \times R \times S)^n \rightarrow \Pi$, where $\Pi$ is the set of all policies. The aim is to find BPO algorithms that are able to come up with near-optimal policies with high probability on every instance within a BPO problem $B$:

**Definition 1** ($\epsilon, \delta$-sound algorithm). Fix $\epsilon > 0$ and $\delta \in (0, 1)$. A BPO algorithm $L$ is $(\epsilon, \delta)$-sound on instance $(M, G)$ given the initial state distribution $\mu$ if

$$P_{D,G} \left( v^{L(D)}(\mu) > v^*(\mu) - \epsilon \right) > 1 - \delta,$$

where the value functions are for the MDP $M$. Further, we say that a BPO algorithm is $(\epsilon, \delta)$-sound on a BPO problem $B = (S, A, \mu, n, P)$ if it is sound on any $(M, G) \in P$ given the initial state distribution $\mu$.

**Data collection mechanisms** A data collection mechanism is a way of arriving at a distribution $G$ over the data given an MDP and some other inputs, such as the sample size. We consider two types of data collection mechanisms. One of them is governed by a distribution over the state-action pairs, the other is governed by a policy and a way of deciding how a fixed sample size $n$ should be split up into episodes in which the policy is followed. We call the first SA-sampling, the second policy-induced data collection.

- **SA-sampling**: An SA-sampling scheme is specified by a probability distribution $\mu_{\text{log}} \in \Delta(S \times A)$ over the state-action pairs. For a given sample size $n$, $\mu_{\text{log}}$ together with an MDP $M$ induces a distribution $G_n(M, \mu_{\text{log}})$ over $n$ tuples $D = (S_i, A_i, R_i, S'_i)_{i=0}^{n-1}$ so that the elements of this sequence form an i.i.d. sequence such that for any $i \in [n], (S_i, A_i) \sim \mu_{\text{log}}, (R_i, S'_i) \sim Q(S_i, A_i)$.

- **Policy-induced data collection**: A policy induced data collection scheme is specified by $(\pi_{\text{log}}, h)$, where $\pi_{\text{log}} : S \rightarrow \Delta(A)$ is a policy, which we shall call the logging policy, and $h = (h_n)_{n \geq 1}$: For each $n \geq 1$, $h_n$ is an $m$-tuple $(h_j)_{j \in [m]}$ of positive integers for some $m$, specifying the length of the $m$ episodes in the data whose total length is $n$. Then, for any $n$, the pair $(\pi_{\text{log}}, h_n)$ together with an MDP $M$ and an initial distribution $\mu$ induces a distribution $G(M, \pi_{\text{log}}, h_n, \mu)$ over the $n$ tuples $D = (S_i, A_i, R_i, S'_i)_{i=0}^{n-1}$ as follows: The data consists of $m$ episodes, with episode $j \in [m]$ having length $h_j$ and taking the form $\tau_j = (S_0^{(j)}, A_0^{(j)}, R_0^{(j)}, \ldots, S_{h_j-1}^{(j)}, A_{h_j-1}^{(j)}, R_{h_j-1}^{(j)}, S_{h_j}^{(j)})$, where $S_0^{(j)} \sim \mu, A_0^{(j)} \sim \pi_{\text{log}}(S_0^{(j)}), (R_0^{(j)}, \ldots, R_{h_j-1}^{(j)}), S_{h_j}^{(j)} \sim Q(S_{h_j-1}^{(j)}, A_{h_j-1}^{(j)})$. Then, for $i \in [n], (S_i, A_i, R_i, S'_i) = (S_{t_i}^{(j)}, A_{t_i}^{(j)}, R_{t_i}^{(j)}, S_{t_i+1}^{(j)})$ where $j \in [m], t \in [h_j]$ are unique integers so that $t = \sum_{j \leq i} h_j + t$. We call $h$ a data splitting scheme.

Now, under SA-sampling, the sets $S, A$, a logging distribution $\mu_{\text{log}}$ and state-distribution $\mu$ over the respective sets give rise to the BPO problem $B(\mu_{\text{log}}, \mu, n) = (S, A, \mu, n, P(\mu_{\text{log}}, n))$, where $P(\mu_{\text{log}}, n)$ is the set of all pairs of the form $(M, G_n(M, \mu_{\text{log}}))$, where $M \in M(S, A)$ is an MDP with the specified state-action spaces and $G_n(M, \mu_{\text{log}})$ is defined as above. Similarly, a fixed policy $\pi_{\text{log}}$, fixed episode lengths $h \in \mathbb{N}^m$ for some $m$ integer and a fixed state-distribution $\mu$ give rise to a BPO problem $B(\pi_{\text{log}}, \mu, h) = (S, A, \mu, [h], P(\pi_{\text{log}}, h))$, where $P(\pi_{\text{log}}, h)$ is the set of pairs of the form $(M, G(M, \pi_{\text{log}}, h, \mu))$ where $M \in M(S, A)$ and $G(M, \pi_{\text{log}}, h, \mu)$ is a distribution as defined above. Here, we use $[h]$ to denote $\sum_{s=0}^{m-1} h_s$ which is the sample size specified by $h$.

Then, the sample-complexity of BPO with SA-sampling for a given pair $(\epsilon, \delta)$ and a criterion (discounted, finite horizon, or average reward) is the smallest integer $n$ such that for each $n$ there exists a logging distribution $\mu_{\text{log}}$ and a BPO algorithm $L$ for this sample size such that $L$ is $(\epsilon, \delta)$-sound on the BPO problem $B(\mu_{\text{log}}, \mu, n)$. Similarly, the sample-complexity of BPO with policy-induced data collection for a given pair $(\epsilon, \delta)$ and a criterion (discounted, finite horizon, or average reward) is the smallest integer $n$ such that for each $n$ there exists a logging policy $\pi_{\text{log}}$ and episode lengths $h \in \mathbb{N}^m$ with $|h| = n$ and a BPO algorithm that is $(\epsilon, \delta)$-sound on $B(\pi_{\text{log}}, \mu, h)$.

The SA-sampling based data collection is realistic when there is a simulator that allows this type of data collection [Agarwal et al., 2020, Azar et al., 2013, Cui and Yang, 2020, Li et al., 2020]. Besides this scenario, it is hard to imagine a case when SA-sampling can be realistically applied. Indeed, in most practical settings, data collection happens
We first give a lower bound on the sample complexity for BPO when the data available for learning is obtained by following some logging policy, usually from the same initial state distribution that is used in the objective of policy optimization.

For policy-induced data collection, a key restriction on the logging policy is that it is chosen without any knowledge of the MDP. Moreover, that the logging policy is memoryless rules out any adaptation to the MDP. The intention here is to model a “tabula rasa” setting, which is relevant when one must find a good policy in a completely new environment but only passive data collection is available. However, our lower bound construction shows that there is not much to be gained even if the logging policy is known to be a good policy: If the goal is to improve the suboptimality level of the logging policy, by saying, a factor of two, the exponential sample complexity lower bound still applies.

From a statistical perspective, the main difference between these two data collection mechanisms is that for policy-induced data collection the distribution of \((S_i, A_i)\) will depend on the specific MDP instance, while this is not the case for \(SA\)-sampling. As we shall see, this makes BPO under \(SA\)-sampling provably exponentially more efficient.

### 3 Lower Bounds

We first give a lower bound on the sample complexity for BPO when the data available for learning is obtained by following some logging policy:

**Theorem 1** (Exponential sample complexity with policy-induced data collection in discounted problems). For any positive integers \(S\) and \(A\), discount factor \(\gamma \in [0, 1)\) and a pair \((\epsilon, \delta)\) such that \(0 < \epsilon < 1/2\) and \(\delta \in (0, 1)\), any \((\epsilon, \delta)\)-sound algorithm needs at least \(\Omega(A^{\min(S-1,H+1)} \ln(1/\delta))\) episodes of any length with policy-induced data collection for MDPs with \(S\) states and \(A\) actions under the \(\gamma\)-discounted total expected reward criterion, where \(H = H_{\epsilon, 2\epsilon}\). The result also remains true if the MDPs are restricted to have deterministic transitions.

**Remark 1.** Random rewards are not essential in proving Theorem 1 as long as stochastic transitions are allowed: First, the proof can be modified to use Bernoulli rewards and stochastic transitions can be used to emulate Bernoulli rewards. Note also that for \(\rho\)-subgaussian random reward, the sample complexity in Theorem 1 becomes \(\Omega(\max\{1, \rho^2 A^{\min(S-1,H+1)} \ln(1/\delta))\). The maximum appears exactly because stochastic transitions can emulate Bernoulli rewards.

Simplifying things a bit, the theorem states that the sample complexity is exponential as the number of states and the planning horizon grow together and without a limit. Note that this is in striking contrast to sample complexity of learning actively, or even with \(SA\)-sampling, as we shall soon discuss it.

The idea of the proof is to construct a chain-like MDP, as shown in Fig. 1. In this MDP, all the states except an absorbing state are arranged in a chain. At each state in the chain, we pick the action that is the least likely for \(\pi_{\text{log}}\) to take. When that action is taken, the state moves to the next one in the chain, otherwise it falls into the absorbing state. The reward is deterministically zero everywhere except that a random Gaussian reward which is incurred at the end of the chain with either a positive or negative mean. Any learning algorithm has to see this hidden reward
sufficiently many times to determine whether going down the chain or moving to the absorbing state is better. For this to happen, the logging policy must take the “right” (least likely) action \( H \) times in a row. The lower bound can be proved using standard techniques based on this construction [Lattimore and Szepesvári, 2020]. The detailed proof is provided in the supplementary material, as are the proofs of the other statements.

One may wonder about whether this exponential complexity can be avoided if more is assumed about the logging policy. In particular, one may hope that improving on an already good logging policy (i.e., one that is close to optimal) should be easier. Our next result shows that this is not the case.

**Corollary 1 (Warm starts do not help).** Fix \( \pi_{\log} \). \( 0 < \epsilon < 1/2, \delta \in (0,1), S \) and \( A \) as before. Let \( M_{\log}^{\log} \) denote a set of MDPs with deterministic transitions, state space \( S = [S] \) and action space \( A = [A] \) such that \( \pi_{\log} \) is \( 2\epsilon \)-optimal for all \( M \in M_{\log}^{\log} \). Then for any length of sampled episodes, any \((\epsilon, \delta)\)-sound algorithm needs at least \( \Omega(A \min(S - 1, H + 1) \ln(1/\delta)) \) episodes, where \( H = H_{Y,2\epsilon} \).

The second corollary shows that when the logging policy is not uniform, the lower bound gets worse.

**Corollary 2 (The uniform policy is the best logging policy).** If \( \pi_{\log} \) is not uniform at every state, then the sample complexity in Theorem 1 increases, and in particular, \( A^a \) can be replaced by \( \max_{S < S, \pi \in \pi_{\log}} \prod_{S \in \pi \max_{a \in \pi_{\log}(a)}} \frac{1}{\pi_{\log}(a)} \) where \( u = \min(S - 1, H + 1) \).

For fixed-horizon policy optimization, we have the following result similar to Theorem 1

**Theorem 2 (Exponential sample complexity with policy-induced data collection in finite-horizon problems).** For any positive integers \( S \) and \( A \), planning horizon \( H > 0 \) and a pair \((\epsilon, \delta)\) such that \( 0 < \epsilon < 1/2 \) and \( \delta \in (0,1) \), any \((\epsilon, \delta)\)-sound algorithm needs at least \( \Omega(A \min(S - 1, H + 1) \ln(1/\delta)/\epsilon^2) \) episodes with policy-induced data collection for MDPs with \( S \) states and \( A \) actions under the \( H \)-horizon total expected reward criterion. The result also remains true if the MDPs are restricted to have deterministic transitions.

Remark 1 and Corollaries 1 and 2 also remain essentially true; we omit these to save space. As shown in the next result, the sample complexity could be even worse in average reward MDPs. The different sample complexities of the average reward problems and the two previous settings can be explained as follows. In discounted and finite-horizon problems, rewards beyond the planning horizon do not have to be observed in data to find a near optimal policy. In contrast, this is not the case for the average reward criterion: rewards at states that are “hard” to reach may have to be observed enough in data. Thus, the fact that the planning horizon is finite is crucial for a finite sample complexity.

**Theorem 3 (Infinite sample complexity with policy-induced data collection in average reward problems).** For any positive integers \( S \) and \( A \), any pair \((\epsilon, \delta)\) such that \( 0 < \epsilon < 1/2 \) and \( \delta \in (0,1) \), the sample complexity of BPO with policy-induced data collection for MDPs with \( S \) states and \( A \) actions under the average reward criterion is infinite.

For SA-sampling, the sample complexity becomes polynomial in the relevant quantities: Staying with discounted problems, this is implied by the results of Agarwal et al. [2020] who study plug-in methods when a generative model is used to generate the same number of observations for each state-action pair. In particular, they show that in this setting, if \( N \) samples are available in each state-action pair then the plug-in algorithm will find a policy with \( v^* \geq v - \epsilon \) provided that \( N = \Omega(a \min(S - 1, 1/\gamma^2) \ln(1/\delta)/\epsilon^2) \). This implies a sample complexity upper bound of size \( \tilde{O}(SAH^2 \ln(1/\delta)/\epsilon^2) \) where \( H = 1/(1 - \gamma) \), though for the stronger requirement that \( \pi \) is optimal not only from \( \mu \) but from each state. The upper bound is essentially matched by a lower bound by Sidford et al. [2018] who prove their result in Section D of their paper using a reduction to a result of Azar et al. [2013] that stated a similar sample complexity lower bound for estimating the optimal value. Our result is stronger than these results, which require the algorithm to produce a “globally good” policy, i.e., a policy that is near-optimal no matter the initial state, while in our result, the policy needs to be good only at a fixed initial state distribution.

**Theorem 4.** Fix any \( y_0 > 0 \). Then, there exist some constants \( c_0, c_1 > 0 \) such that for any \( \gamma \in [y_0, 1) \), any positive integers \( S \) and \( A \), \( \delta \in (0,1) \), and \( 0 < \epsilon \leq c_0/(1 - \gamma) \), the sample size \( n \) needed by any \((\epsilon, \delta)\)-sound algorithm that produces as output a memoryless policy and works with SA-sampling for MDPs with \( S \) states and \( A \) actions under the \( \gamma \)-discounted expected reward criterion must be so that is at least \( c_1 \frac{SAH^2 \ln(1/(4\delta))}{\epsilon^2(1 - \gamma)^2} \).
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Our proof for the lower bound essentially follows the ideas of Azar et al. [2013], but an effort was made to make the proof more streamlined. In particular, the new proof uses Le Cam’s method. We leave it for future work to extend the result to algorithms whose output is not restricted to memoryless policies.

4 Upper Bounds

In this section, we consider the "plug-in" algorithm for BPO and the discounted total expected reward criterion and will present a result for it that shows that this simple approach essentially matches the sample complexity lower bound of Theorem 1. For simplicity, we assume that the reward function is known. Given a batch of data, the plug-in algorithm uses sample means to construct estimates for the transition probabilities. These can then be fed into any MDP solver to get a policy. The plug-in method is an obvious first choice that has proved its value in a number of different settings [Agarwal et al., 2020, Azar et al., 2013, Cui and Yang, 2020, Li et al., 2020, Ren et al., 2021, Xiao et al., 2021].

For the details, let \( D = (S_i, A_i, R_i, S'_i)_{i=0}^{n-1} \) be the data available to the algorithm. We let

\[
N(s, a, s') = \sum_{i=0}^{n-1} 1 \{ S_i = s, A_i = a, S'_i = s' \}
\]

denote the number of transitions observed in the data from \( s \) to \( s' \) while action \( a \) is used. We also let \( N(s, a) = \sum_{s'} N(s, a, s') \) be the number of times the pair \((s, a)\) is seen in the data. Provided that the visit count \( N(s, a) \) is positive, we let

\[
\hat{P}(s'|s, a) = \frac{N(s, a, s')}{N(s, a)}
\]

be the estimated probability of transitioning to \( s' \) given that \( a \) is taken in state \( s \). We let \( \hat{P}(s'|s, a) = 0 \) for all \( s' \in S \) when \( N(s, a) \) is zero.\(^3\) The plug-in algorithm returns a policy by solving the planning problem defined with \( (\hat{P}, r) \), exploiting that planning algorithms need only the mean rewards and the transition probabilities [Puterman, 2014]. By slightly abusing the definitions, we will hence treat \( (\hat{P}, r) \) as an MDP and denote it by \( \hat{M} \). In the result stated below we also allow a little slack for the planner; i.e., the planner is allowed to return a policy which is \( \epsilon_{\text{opt}} \)-optimal.

The main result for this section is as follows:

**Theorem 5.** Fix \( S, A, \) an MDP \( M \in \mathcal{M}(S, A) \) and a distribution \( \mu \) on the state space of \( M \). Suppose \( \delta > 0, \epsilon > 0, \) and \( \epsilon_{\text{opt}} > 0 \). Assume that the data is collected by following the uniform policy and it consists of \( m \) episodes, each of length \( H = \frac{1}{\gamma} \ln \frac{1}{\delta} \). Let \( \hat{\pi} \) be any deterministic, \( \epsilon_{\text{opt}} \)-optimal policy for \( \hat{M} = (\hat{P}, r) \) where \( \hat{P} \) is the sample-mean based empirical estimate of the transition probabilities based on the data collected. Then if

\[
m = \Omega \left( S^3 A^{\min(H,3)} \ln \frac{1}{\delta} \right),
\]

where \( \Omega \) hides log factors of \( S, A \) and \( H \), we have \( v^\hat{\pi}(\mu) \geq v^\pi(\mu) - 4\epsilon - \epsilon_{\text{opt}} \) with probability at least \( 1 - \delta \).

**Remark 2.** Our proof technique for the upper bound can be directly applied to the fixed \( H \)-horizon setting and gives an identical result.

In summary, the theorem states that when the logging policy is the uniform one the plug-in algorithm will find an \( O(\epsilon) \) optimal policy with \( \tilde{O}(S^3 A^{\min(H,3)} \ln (1/\delta)/(\epsilon^2(1 - \gamma)^4)) \) episodes. We note that for BPO with policy-induced data collection, it is not possible to directly apply a reductionist approach based on analysis for SA-sampling, which requires a uniform lower bound on the number of transitions observed at all the state-action pairs. As a result, the

\(^2\)As noted also, e.g., by Agarwal et al. [2020], the sample size requirements stemming from the need to obtain a sufficiently accurate estimate of the reward function is a lower order term compared to that needed to accurately estimate the transition probabilities.

\(^3\)We note that the particular values chosen here do not have an essential effect on the results. For example, when \( \hat{P}(\cdot|s, a) \) is the uniform distribution over \( S \), it will only effect the constant factor in Theorem 5 (see Eq. (15) in the appendix).
upper bound proven with this reductionist approach would depend on $1/\min_{s,a} \nu_\mu^\mathcal{S}_m(s,a)$. Our direct analysis avoids this issue, essentially replacing this minimum probability with a horizon-dependent constant. We provide the proof of Theorem 5, as well as an analogous result for the pessimistic policy [Jin et al., 2021, Buckman et al., 2021, Kidambi et al., 2020, Yu et al., 2020, Kumar et al., 2020, Liu et al., 2020, Xiao et al., 2021] in the supplementary material.

5 Related Work

As noted before, our work is motivated by that of Zanette [2021] who considers the sample complexity of BPO in MDPs and linear function approximation. One of the main results in this paper (Theorem 2) is that the $(1/2, 1/2)$ sample complexity with a “reinforced” policy-induced data collection in MDPs whose optimal action–value function is realizable with a $d$-dimensional feature map given to the learner is at least $\Omega((1/(1 - \gamma))^d)$ The “reinforced” data collection gives the learner full access to the transitional kernel and rewards at states that are reachable from the start states with the policy (or policies) chosen. Thus, the learner here has more information than in our setting, but the problem is made hard by the presence of linear function approximators. As noted by Zanette, the same setting is trivially easy in the finite horizon setting, thus the result shows a separation between the infinite and finite horizon settings. The weakness of this separation is that the “reinforced data collection” mechanism is unrealistic. A second result in the paper (Theorem 3) shows that in the presence of function approximation, even under SA-sampling, the sample complexity is still exponential in $d$ (as in Theorem 2 mentioned above) even when the features are so that the action–value functions of any policy can be realized. This exponential sample complexity is to be contrasted with the fully polynomial result available for the same setting when a generative model is available [Lattimore et al., 2020]. Thus, this second result shows a real exponential separation between “passive and active learners”. Again, it is interesting to note that this separation disappears in the tabular setting under SA-sampling.

For linear function approximation under SA-sampling a number of authors show related exponential (or infinite) sample complexity when the sampling distribution is chosen in a semi-adversarial way [Amorita et al., 2020, Wang et al., 2021, Chen et al., 2021] in the sense that it can be chosen to be the worst distribution among those that provide good coverage in the feature space (expressed as a condition on the minimum eigenvalue of the feature second moment matrix). The main message of these results is that good coverage in the feature space is insufficient for sample-efficient BPO. In particular, since the hard examples in these works are tabular MDPs with $O(d)$ state-action pairs, the uniform distribution over the state-action space is sufficient to guarantee polynomial sample complexity in the same “hard MDPs”. Hence, these hardness results also have a distinctly different feature than the hardness result we present.

A different line of research can be traced back to the work of Li et al. [2015] who were concerned with statistically efficient batch policy evaluation (BPE) with policy-induced data-collection. The significance of this work for our paper is that at the end of the paper the authors of this work added a sidenote stating that the sample complexity of BPE in finite horizon BPE must be exponential in the horizon. Their example is a “combination-lock” type MDP, which served as an inspiration for the constructions we use in our lower bound proofs. No arguments are made for the suitability of the lower-bound for BPO, nor is a formal proof given for the exponential sample complexity for BPO. As such, our work can be seen as the careful examination of this remark in this paper and its adoption to BPO. A closely related, but weaker observation, is that the (vanilla) importance sampling estimators for BPE suffer an exponential blow-up of the variance [Guo et al., 2017], a phenomenon that Liu et al. [2018] call the curse of horizon in BPE. This exponential dependence is also pointed out by Jiang and Li [2016], who provide a lower bound on the asymptotic variance of any unbiased estimator in BPE.

Lately, much effort has been devoted to “breaking” this aforementioned curse. The basis of these works is the observation that if sufficient coverage for the state-action space is provided by the logging policy, the curse should not apply (i.e., plug-in estimators should work well). Considering finite-horizon problems for now, the coverage condition is usually expressed as a lower bound $d_m$ on the smallest visit probabilities, $\nu_\mu^\mathcal{S}_m(s,a) := \min_{s,a \in \mathcal{S}} \nu_\mu(s,a)$, where $\nu_\mu^\mathcal{S}(s,a) = P(s|s_0, a)$. Much work then is devoted to studying the sample-complexity of learning under the coverage requirement $\nu_\mu^\mathcal{S}_m(s,a) \geq d_m$. Note that for a fixed value of $d_m$, $d_m$ must hold, hence although these results are stated to hold over all combination of finite MDPs and logging policies $\pi_\mathcal{S}_m$, such that $\nu_\mu^\mathcal{S}_m(s,a) \geq d_m$, these MDPs cannot have more than $1/d_m$ state-action pairs. The main result here, due to Yin et al. [2021a], is that the sample-complexity (or, better, episode-complexity) of BPO, with an inhomogeneous $H$-step transition
An alternative approach to characterize the sample-complexity of BPO is followed by Jin et al. [2021] who, for the.
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structure and up to constant and logarithmic factors, is $H^3/(d_m \epsilon^2)$, achieved by the plug-in estimator. According to a result of Yin et al. [2021b], this complexity continues to hold for the discounted setting when it represents the "step complexity" (as opposed to "episode complexity"). The same work also removes a factor of $H$ both from the lower and upper bounds for the finite horizon setting with homogeneous transitions. A further strengthening of the results for the homogeneous setting is due to Ren et al. [2021] who remove an additional $H$ factor under the assumption that the total reward in every episode belongs to the $[1,1]$ interval. Their lower bound is $\Omega(1/(d_m \epsilon^2))$, while their upper bound is $\tilde{O}(1/(d_m \epsilon^2) + S/(d_m \epsilon))$. These results justify the use of coverage as a way of describing the inherent hardness of BPO. These results are complementary to ours. The lower bound in these works for fixed $d_m$ is achieved by keeping the number of state-action pairs free, while we consider sample complexity for a fixed number of state-action pairs.

An alternative approach to characterize the sample-complexity of BPO is followed by Jin et al. [2021] who, for the inhomogeneous transition kernel, finite-horizon setting, consider a weighted error metric. While their primary interest is in obtaining results for linear function approximation, their result can be simplified back to the tabular setting. If we do this, the new metric that they propose takes the following form: Given a BPO algorithm $L$ and some data $D$ composed of a number of full episodes of length $H$, the weighted error of $L$ on $D$ is $Z(L, D) = \sum_{h=0}^{H-1} \sum_{s,a} p_h(s,a) \sqrt{1+1/N_h(s,a,D)}$, where $p^*$ is any optimal policy and $N_h(s,a,D)$ counts the number of times state $(s,a)$ is seen at stage $h$ in the episodes in $D$. Their main result then shows that the minimax expected value of this metric is lower bounded by a universal constant, while the pessimistic algorithm’s expected weighted error is upper bound by $O(SAH)$. Note that the results that are phrased with the help of the minimum coverage probability can also be rewritten as results on the minimax error for a weighted error where the weights would include the minimum coverage probabilities. All these results are complementary to each other.

Average reward BPO with a parametric policy class for finite MDPs using policy-induced data is considered by Liao et al. [2020]. The authors derive an “efficient” value estimator, and the policy returned is defined as the one that achieves the largest estimated value. An upper bound on the suboptimality of the policy returned is given in terms of a number of quantities that relate to the policy parameterization provided that a coverage condition is satisfied similar to the coverage assumption discussed above.

Finally, we note that there is extensive literature on BPE; the reader is referred to the works of [Yin et al., 2021a, Yin and Wang, 2020, Ren et al., 2021, Uehara et al., 2021, Pananjady and Wainwright, 2020] and the references therein. The most relevant works for SA-sampling are concerned with the sample complexity of planning with generative models; see, e.g., [Azar et al., 2013, Agarwal et al., 2020, Yin and Wang, 2020] and the references therein.

6 Conclusion

The main motivation for our paper is to fill a substantial gap in the literature of batch policy optimization: While the most natural setting for batch policy optimization is when the data is obtained by following some policy, the sample complexity, the minimum number of observations necessary and sufficient to find a good policy, of batch policy optimization with data obtained this way has never been formally studied. While our main result that the sample complexity scales exponentially when the planning horizon is effectively finite is perhaps somewhat expected, this has never been formally established and should therefore be a valuable contribution to the field. In fact, both the lower and the upper bound required considerable work to be rigorously establish and that the sample complexity is finite is perhaps less obvious in light of the previous results that involved “minimum coverage” as a superficial argument with these results suggest that the sample complexity could grow without bound if some state-action pairs have arbitrary small visit probabilities. That these results, as far as the details are concerned, are non-obvious is also shown by the gap that we could not close between the upper and lower sample complexity bounds. Another non-obvious insight that born out of our work is that warm starts provably cannot help in reducing the sample complexity. Our results should be given even more significance by the fact that the tabular setting provides the foundation for most of the insights that lead to better algorithms in RL. Yet, it will be important to investigate, besides the work that has already been done in the literature, how our results (and which parts) transfer to the function approximation setting. We expect this to be an exciting topic to explore.
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A Appendix

A.1 An absolute bound on the state-action probability ratios under the uniform logging policy

For a policy \( \pi, t \geq 0, (s, a) \in S \times A \) let

\[
v_{\mu,t}(s, a) : = P^{\pi}(S_t = s, A_t = a | S_0 - \mu).
\]

As noted beforehand, ratios of these marginal probabilities appear in previous upper (and lower) bounds on how well the value of a target policy \( \pi_{trg} \) can be estimated given data from a logging policy \( \pi_{log} \). To minimize clutter, let \( v_{\mu,t}^{trg} \) stand for \( v_{\mu,t}^{m_{trg}} \) and, similarly, let \( v_{\mu,t}^{log} \) stand for \( v_{\mu,t}^{m_{log}} \). The purpose of this section is to present a short calculation that bounds \( \frac{v_{\mu,t}^{trg}(s, a)}{v_{\mu,t}^{log}(s, a)} \), which is the ratio that appears in the previously mentioned bounds. In particular, we bound this ratio for the uniform logging policy when \( \pi_{log}(a | s) = 1/A \).

**Proposition 1.** When \( \pi_{log} \) is the uniform policy, for any \( t \geq 0, (s, a) \in S \times A \) and \( \pi_{trg} \) is any target policy,

\[
\frac{v_{\mu,t}^{trg}(s, a)}{v_{\mu,t}^{log}(s, a)} \leq A^{\min(t+1,S)}.
\]  

**Proof.** First we prove that the ratio is bounded by \( A^{t+1} \). Fix an arbitrary pair \((s_t, a_t) \in S \times A \). Let \( s_0 : t \) denote a sequence \((s_0, ..., s_t)\) of states and let \( a_0 : t \) denote a sequence \((a_0, ..., a_t)\) of actions. We have

\[
v_{\mu,t}^{trg}(s_t, a_t) = \sum_{s_0 : t-1, a_0 : t-1} \mu(s_0) \pi_{trg}(a_0 | s_0) p(s_1 | s_0, a_0) \cdots \pi_{trg}(a_{t-1} | s_{t-1}) p(s_t | s_{t-1}, a_{t-1}) \pi_{trg}(a_t | s_t) \]

\[
\leq \sum_{s_0 : t-1, a_0 : t-1} A^{t-1} \mu(s_0) \pi_{log}(a_0 | s_0) p(s_1 | s_0, a_0) \cdots \pi_{log}(a_{t-1} | s_{t-1}) p(s_t | s_{t-1}, a_{t-1}) \pi_{log}(a_t | s_t)
\]

\[
= A^{t-1} v_{\mu,t}^{log}(s_t, a_t).
\]

Dividing both sides by \( v_{\mu,t}^{log}(s_t, a_t) \) gives the desired bound. The inequality is tight when there is only one possible path \((s_0, a_0, s_1, a_1, ..., s_t, a_t)\) to \((s_t, a_t)\) in an MDP and the target policy is the deterministic policy taking the actions in the unique path.

We now show that the ratio on the left-hand side of Eq. (1) is also bounded by \( A^S \). For this, let DET be the set of stationary deterministic policies over \( S \) and \( A \). Then, for \((s, a) \in S \times A\) we have

\[
\frac{v_{\mu,t}^{trg}(s, a)}{v_{\mu,t}^{log}(s, a)} \leq \sum_{\pi \in \text{DET}} v_{\mu,t}^{\pi}(s, a) = A^{S} \sum_{\pi \in \text{DET}} v_{\mu,t}^{\pi}(s, a) = A^{S} v_{\mu,t}^{log}(s, a),
\]  

where the first inequality follows because \( v_{\mu,t}^{\pi}(s, a) \leq \max_{\pi} v_{\mu,t}^{\pi}(s, a) = \max_{\pi \in \text{DET}} v_{\mu,t}^{\pi}(s, a) \), while the last follows because the uniform policy and the uniform mixture of all deterministic policies are the same. To see the latter, note that if \( P \) is the probability distribution induced by the interconnection of the uniform mixture of deterministic policies and the MDP over the space of state-action histories \((S_0, A_0, S_1, A_1, ...) \in (S \times A)^N\), for any \( t, a \in A \), and \( h_t = (s_0, a_0, ..., s_{t-1}, a_{t-1}, s_t) \), letting \( H_t = (S_0, A_0, ..., S_{t-1}, A_{t-1}, S_t) \), we have

\[
P(A_t = a | H_t = h_t) = \frac{1}{A^S} \sum_{\pi \in \text{DET}} P_{\pi}(A_t = a | H_t = h_t) = \frac{1}{A^S} \sum_{\pi \in \text{DET}} I(a = \pi(s_t)) = \frac{1}{A^S} A^{S-1} = \frac{1}{A}.
\]

The statement follows because \( t, h_t, \) and \( a \) were arbitrary and the probability measure induced by the interconnection of a policy and the MDP is unique over the canonical probability space of the MDP whose sample set is the set of state-action trajectories.

The inequality in Eq. (2) is tight under the same condition as before: when there is only one possible path to \((s, a)\) in an MDP and the target policy is the deterministic policy taking the actions in the unique path. \( \square \)

From the proof it is clear that the result continues to hold even if the target policy depends on the full history.
A.2 Lower Bound Proofs

Before these proofs, an equivalent form of $(\epsilon, \delta)$-soundness will be useful to consider. Recall that $\mathcal{L}$ is $(\epsilon, \delta)$-sound on instance $(M, G)$ if

$$P_{D,G} \left( v^{\mathcal{L}(D)}(\mu) > v^*(\mu) - \epsilon \right) > 1 - \delta, $$

Now, $P_{D,G} \left( v^{\mathcal{L}(D)}(\mu) > v^*(\mu) - \epsilon \right) = 1 - P_{D,G} \left( v^{\mathcal{L}(D)}(\mu) \leq v^*(\mu) - \epsilon \right)$. Hence, $\mathcal{L}$ is $(\epsilon, \delta)$-sound on instance $(M, G)$ if and only if

$$P_{D,G} \left( v^{\mathcal{L}(D)}(\mu) \leq v^*(\mu) - \epsilon \right) < \delta. $$

Finally, by reordering, this last display is equivalent to

$$P_{D,G} \left( v^*(\mu) - v^{\mathcal{L}(D)}(\mu) \geq \epsilon \right) < \delta. $$

Thus, $\mathcal{L}$ is not $(\epsilon, \delta)$ sound on $(M, G)$ if

$$P_{D,G} \left( v^*(\mu) - v^{\mathcal{L}(D)}(\mu) \geq \epsilon \right) \geq \delta. $$

We will need some basic concepts, definitions, and results from information theory. For two probability measures, $P$ and $Q$ over a common measurable space, we use $D_{KL}(P, Q)$ to denote the relative entropy (or Kullback-Leibler divergence) of $P$ with respect to $Q$, which is infinite when $P$ is not absolutely continuous with respect to $Q$, and otherwise it is defined as $D(P\|Q) = \int \log \left( \frac{dP}{dQ} \right) dP$, where $dP/dQ$ is the Radon-Nikodym derivative of $P$ with respect to $Q$. By abusing notation, we will use $P(X)$ to denote the probability distribution $P(X \in \cdot)$ of a random element $X$ under probability measure $P$. For jointly distributed random elements $X$ and $Y$, we let $P(X|Y)$ denote the conditional distribution of $X$ given $Y$, $P(X \in \cdot |Y)$, which is $Y$-measurable. With this, the chain rule for relative entropy states that

$$D_{KL}(P(X, Y), Q(X, Y)) = \int D_{KL}(P(X|Y), Q(X|Y)) dP + D_{KL}(P(Y), Q(Y)), $$

which, of course, extends to any number of jointly distributed random elements.

We will also need the following result, which is given, for example, as Theorem 14.2 in the book of Lattimore and Szepesvári [2020].

**Lemma 1** (Bretnagolle–Huber inequality). Let $P$ and $Q$ be probability measures on the same measurable space $(\Omega, \mathcal{P})$, and let $A \in \mathcal{P}$ be an arbitrary event. Then,

$$P(A) + Q(A^c) \geq \frac{1}{2} \exp \left( -D_{KL}(P, Q) \right), $$

where $A^c = \Omega \setminus A$ is the complement of $A$.

**Proof of Theorem 1.** We first consider the case where $S \ni H := H_{\nu,2\epsilon} + 2$.

We let $\{s_0, s_1, \ldots, s_H, z\}$ be arbitrary, distinct states and choose $\mu$ to be the distribution that is concentrated at $s_0$. Let $\eta_{\log}$ be the distribution used to construct the batch (which could depend on $\mu$). We now define two MDPs, $M_1, M_2 \in \mathcal{M}(S, A)$ (cf. Fig. 1). For any $s \in S$, let $a_s = \arg\min_{a} \eta_{\log}(a|s)$ be the action with the minimal chance of being selected by $\eta_{\log}$. Note that $\eta_{\log}(a_s|s) \leq 1/A$.

The transition structure in the two MDPs are identical, the transitions are deterministic and almost all the rewards are also the same with the exception of one transition. The details are as follows. State $z$ is absorbing: For any action taken at $z$, the next state is $z$. For $i < H$, $s_i$ is followed by $s_{i+1}$ when $a_{s_i}$ is taken, while the next state is $z$ when any other action is taken at this state. At $s_H$ under any action, the next state is $z$. The rewards are determinedistically zero for any state-action pair except when the state is $s_H$ and action $a_{s_H}$ is taken at this state. In this case, the reward $R$ is drawn from a Gaussian with mean $\alpha \in \{-1, +1\}$ in MDP $M_2$. 
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We will use \( \nu_\pi, \nu_\pi^* \) and \( \nu_{\mu, \pi} \) to denote the value function of a policy \( \pi \) on \( M_\alpha \), the optimal value function on \( M_\alpha \), and the discounted occupancy measure on \( M_\alpha \) with \( \mu \) as the initial state distribution, respectively. Note that

\[
\nu_1(s_0) = y^H \geq \frac{\ln(1/(2/3))}{\ln(1/\gamma)} = 2\epsilon,
\]

where the first inequality is because \( \gamma \leq 1 \) and \( H \leq \frac{\ln(1/(2/3))}{\ln(1/\gamma)} \) by its definition. Note also that \( \nu_1^*(s_0) = 0 \).

Fix \( \pi_{\log} \) and the episode lengths \( h = (h_0, \ldots, h_{m-1}) \). We show that if the number of episodes \( m \) is too small, then no algorithm will be sound both on \( M_1 \) and \( M_{-1} \).

For this fix an arbitrary BPO algorithm \( \mathcal{L} \). Let the data collected by following the logging policy \( \pi_{\log} \) be \( D = (S_i, A_i, R_i, S_{i+1})_{i=0}^{n-1} \). Let \( \pi \) be the output of \( \mathcal{L} \). Let \( P_\alpha \) be the distribution over \( (D, \pi) \) induced by using \( \pi_{\log} \) on \( M_\alpha \) with episode lengths \( h \) and \( \mu \) and then running \( \mathcal{L} \) on \( D \) to produce \( \pi \). Note that both \( P_1 \) and \( P_{-1} \) share the same measure space. Let \( E_\alpha \) be the expectation operator for \( P_\alpha \).

Define the event \( E = \{ \nu_1^*(s_0) < \epsilon \} \). Let \( E^c \) be the complement of \( E \). Let \( a \vee b \) denote the maximum of \( a \) and \( b \). We first prove the following claim:

**Claim:** If

\[
P_1(E) \vee P_{-1}(E^c) \geq \delta
\]

then \( \mathcal{L} \) is not \((\epsilon, \delta)\)-sound.

**Proof of the claim.** By Eq. (3), \( \mathcal{L} \) is not \((\epsilon, \delta)\)-sound if

\[
P_1(\nu_1^*(s_0) - \nu_1^*(s_0) = \epsilon) \vee P_{-1}(\nu_1^*(s_0) - \nu_1^*(s_0) = \epsilon) \geq \delta.
\]

By \( \nu_1^*(s_0) \geq 2\epsilon \), we have

\[
P_1(\nu_1^*(s_0) - \nu_1^*(s_0) = \epsilon) \geq P_1(\nu_1^*(s_0) = \epsilon) \geq P_1(\nu_1^*(s_0) < \epsilon) = P_1(E).
\]

Similarly, by \( \nu_{-1}^*(s_0) = 0 \), we have

\[
P_{-1}(\nu_{-1}^*(s_0) - \nu_{-1}^*(s_0) = \epsilon) = P_{-1}(\nu_{-1}^*(s_0) = \epsilon) \geq P_{-1}(\nu_{-1}^*(s_0) < \epsilon) = P_{-1}(E^c),
\]

where the inequality follows because if \( \nu_{-1}^*(s_0) \geq \epsilon \) holds then since \( \nu_{-1}^*(s_0) = \langle v_{-1}^*, r_0^* \rangle = \nu_{-1}^*(s_H, a_{i_H}) \nu_{-1}^*(s_H, a_{i_H}) = v_{-1}^*(s_H, a_{i_H}) ) \) and since the transitions in \( M_1 \) and \( M_{-1} \) are same, we have \( v_{-1}^*(s_H, a_{i_H}) = v_{-1}^*(s_H, a_{i_H}) \) and therefore \( v_{-1}^*(s_0) = -v_{-1}^*(s_H, a_{i_H}) \) \( \leq -\epsilon \).

Putting things together, we get that

\[
P_1(\nu_1^*(s_0) - \nu_1^*(s_0) = \epsilon) \vee P_{-1}(\nu_{-1}^*(s_0) - \nu_{-1}^*(s_0) = \epsilon) \geq P_1(E) \vee P_{-1}(E^c) \geq \delta,
\]

where the last inequality follows by our assumption.

It remains to prove that Eq. (5) holds. For this, note that by the Bretagnolle-Huber inequality (Lemma 1) we have,

\[
P_1(E) \vee P_{-1}(E^c) \geq \frac{P_1(E) + P_{-1}(E^c)}{2} \geq \frac{1}{4} \exp(-D_{KL}(P_1, P_{-1})).
\]

It remains to upper bound \( D_{KL}(P_1, P_{-1}) \). Let \( U_0 = S_0, U_1 = A_0, U_2 = R_0, U_3 = S'_0, U_4 = S_1, \ldots, U_{4(n-1)} = S'_{n-1} \). Further, for \( 0 \leq j \leq 4n - 1 \) let \( U_0:j = (U_0, \ldots, U_j) \) and let \( U_0:j \) stand for a “dummy” (trivial) random element. By the chain rule for relative entropy,

\[
D_{KL}(P_1, P_{-1}) = E_1[D_{KL}(P_1(\pi|U_0:4(n-1)), P_{-1}(\pi|U_0:4(n-1)))]
\]

\[
+ \sum_{j=0}^{4(n-1)} E_1[D_{KL}(P_1(U_j|U_0:j-1), P_{-1}(U_j|U_0:j-1))].
\]

\[\text{Here, we use a notation common in information theory, which uses } P(X) (P(X|Y)) \text{ to denote the distribution of } X \text{ induced by } P \text{ (the conditional distribution of } X \text{ given } Y, \text{ induced by } P, \text{ respectively).} \]
Note that, $P_1$-almost surely, $P_1(\pi|U_0; 4(n-1)) = P_{-1}(\pi|U_0; 4(n-1))$ since, by definition, $L$ assigns a fixed probability distribution over the policies to any possible dataset. For $0 \leq j \leq 4(n-1)$, let $D_j = D_{\text{KL}}(P_1(U_j|U_{0:j-1}), P_{-1}(U_j|U_{0:j-1}))$. Since the only difference between $M_1$ and $M_{-1}$ is in the reward distribution corresponding to taking action $a_{iq}$ in state $s_H$, unless $j = 4i + 2$ for some $i \in [n]$ and $S_i = s_H$, $A_i = a_{qi}$, we have $D_j = 0$ $P_1$-almost surely. Further, when $j = 4i + 2$, $P_1$-almost surely we have $D_j = \mathbb{I}\{S_i = s_H, A_i = a_{qi}\}(1-(1)^{-2}/2) = 2\mathbb{I}\{S_i = s_H, A_i = a_{qi}\}$ by the formula for the relative entropy between $\mathcal{N}(1, 1)$ and $\mathcal{N}(-1, 1)$. Therefore,

$$D_{\text{KL}}(P_1, P_{-1}) = 2E_1\left[\sum_{i=0}^{n-1} \mathbb{I}\{S_i = s_H, A_i = a_{qi}\}\right] \leq 2mP_1(S_H = s_H, A_H = a_{qi}) \leq \frac{2m}{A^H+1},$$

where the first inequality follows from that, by the construction of $M_1$, $s_H$ can be visited only in the $H$th step of any episode, the data in distinct episodes are identically distributed, and there are at most $m$ episodes. The second inequality follows because

$$P_1(S_H = s_H, A_H = a_{qi}) = P_1(A_H = a_{qi}|S_H = s_H)P_1(S_H = s_H)$$

$$= P_1(A_H = a_{qi}|S_H = s_H)P_1(A_{H-1} = a_{qi-1}, S_{H-1} = s_{H-1})$$

$$= P_1(A_H = a_{qi}|S_H = s_H)P_1(A_{H-1} = a_{qi-1}, |S_{H-1} = s_{H-1}) \ldots P_1(A_0 = a_0|S_0 = s_0)$$

$$= \pi_{\text{log}}(a_0|s_0) \ldots \pi_{\text{log}}(a_{s_H}|s_H) \leq \frac{1}{A^H+1},$$

where the last inequality follows by the choice of $a_{s_i}, i \in [H + 1]$. Plugging the upper bound on $D_{\text{KL}}(P_1, P_{-1})$ into Eq. (6), we get that

$$P_1(E) \vee P_{-1}(E^c) \geq \frac{1}{4}\exp(-2mA^{-(H+1)}),$$

which is larger than $\delta$ if $m \geq (A^{H+1}\ln \frac{1}{\delta^2})/2$. The result then follows by our previous claim.

To prove the result for $S < H, 2\epsilon + 2$, we use the same construction as described above with $H_{\epsilon, 2\epsilon} = S - 2 < H, 2\epsilon$ for some $\epsilon' \geq \epsilon$. Then any learning algorithm $L$ needs at least $(A^{H_{\epsilon, 2\epsilon}+1}\ln \frac{1}{4\delta^2})/2$ episodes to be $(\epsilon, \delta)$-sound. To be $(\epsilon, \delta)$-sound it needs at least the same amount of data. This finishes the proof. $\square$

**Proof of Corollary 1.** The result directly follows from the lower bound construction in Theorem 1. $\square$

**Proof of Corollary 2.** We first consider the case $S \geq H + 2$. Recall that $H = H_{\epsilon, 2\epsilon}$. Define $S_{\min}$ to be the set of $H + 1$ states that have the smallest $\pi_{\text{log, min}}(s)$ values, where we let $\pi_{\text{log, min}}(s) = \min_{a \in A} \pi_{\text{log}}(a|s)$. Construct the same MDPs as in the proof of Theorem 1 using the states in $S_{\min}$ to form the chain. Then, the same proof holds with $A^{H+1}$ replaced by

$$\prod_{s \in S_{\min}} \frac{1}{\pi_{\text{log, min}}(s)}.$$  \hspace{1cm} (7)

Since $\pi_{\text{log}}$ is not uniform, the above value is strictly greater than $A^{H+1}$.

For the case $S < H + 2$, let $S_{\min}$ to be the set of $S - 1$ states that have the smallest $\pi_{\text{log, min}}(s)$ values. Construct the same MDPs as above. Then the same arguments hold as in the last part of the proof of Theorem 1 except that $A^{S-1}$ is replaced by equation 7, which is strictly greater than $A^{S-1}$. This concludes the proof of the corollary. $\square$

**Proof of Theorem 2.** This proof is similar to the proof of Theorem 1. We first consider the case where $S \geq H + 1$. We construct the same MDPs as in the proof of Theorem 1 except that the chain consists of $H$ states, that is, ending at $s_{H-1}$ and the hidden reward $R$ is at $(s_{H-1}, a_{s_{H-1}})$. The logging policy $\pi_{\text{log}}$ collects $m$ trajectories with length $H$ as the dataset $D = (S_i, A_i, R_i, S_i^{\text{traj}}_{i})_{i=0}^{mH-1}$, where $S_0 = S_H = \cdots = S_{(m-1)H} = s_0$. Now we consider two MDPs $M_\alpha \in M_{\alpha}, \alpha \in \{2\epsilon, -2\epsilon\}$, where the reward $R \sim \mathcal{N}(a, 1)$ on $M_\alpha$.

We use the same notation as in the proof of Theorem 1. Define the event $E = \{\nu^{\text{traj}}_{\epsilon}(s_0) < \epsilon\}$. Then, by following the same arguments we can show that $\mathcal{L}$ is not $(\epsilon, \delta)$-sound on $M_{2\epsilon}$ if $P_{2\epsilon}(E) \geq \delta$ and that $\mathcal{L}$ is not $(\epsilon, \delta)$-sound on $M_{-2\epsilon}$ if $P_{-2\epsilon}(E^c) \geq \delta$. 
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By the Bretagnolle–Huber inequality, we have
\[
\max\{P_{2\varepsilon}(E), P_{-2\varepsilon}(E^c)\} \geq \frac{P_{2\varepsilon}(E) + P_{-2\varepsilon}(E^c)}{2} \geq \frac{1}{4} \exp(-D_{KL}(P_{2\varepsilon}, P_{-2\varepsilon})).
\]

Similarly as in the proof of Theorem 1, we obtain
\[
D_{KL}(P_{2\varepsilon}, P_{-2\varepsilon}) = 8\varepsilon^2 E_{2\varepsilon} \left[ \sum_{i=0}^{mH-1} \mathbb{I}\{S_i = s_{H-1}, A_i = a_{s_{H-1}}\} \right]
= 8m\varepsilon^2 E_{2\varepsilon} \left[ \sum_{i=0}^{H-1} \mathbb{I}\{S_i = s_{H-1}, A_i = a_{s_{H-1}}\} \right]
= 8m\varepsilon^2 P_{2\varepsilon}(S_{H-1} = s_{H-1}, A_{H-1} = a_{s_{H-1}}) \leq \frac{8m\varepsilon^2}{AH},
\]
where the second equality is obtained by the fact that the episodes are independently sampled. Combining the above together we have that if \( m \leq \frac{A^H \ln \delta}{8\varepsilon^2} \), \( \max\{P_{2\varepsilon}(E), P_{-2\varepsilon}(E^c)\} \geq \delta \), which means that \( \mathcal{L} \) is not \((\varepsilon, \delta)\)-sound on either \( M_{2\varepsilon} \) or \( M_{-2\varepsilon} \).

To prove the result for \( S \leq H \), we use the same construction as described above with \( H' = S - 1 < H \). Then any learning algorithm \( \mathcal{L} \) needs at least \( \frac{A^{H'} \ln \frac{1}{\delta}}{8\varepsilon^2} \) trajectories to be \((\varepsilon, \delta)\)-sound. This finishes the proof.

**Proof of Theorem 3.** We use MDPs similar to those in the proof of Theorem 1 but with some key differences. Let the state space consist of three parts \( S = \{s_0, s_1, \ldots, s_{H-1}\} \cup \{s\} \cup \{z\} \), where \( H = S - 2 \). Consider \( \mu \) concentrated on \( s_0 \). For any \( s \in S \), let \( a_s = \arg\min_{a \in A(s)} \nu_\mu(a) \). At \( s_i \) for \( i \in \{0, \ldots, H - 2\} \), it transits to \( s_{i+1} \) by taking \( a_s \) and transits to \( z \) by taking any other actions, where \( z \) is an absorbing state. At \( s_{H-1} \), by taking any action it transits to \( y \) with probability \( p > 0 \) and goes back to \( s_0 \) with probability \( 1 - p \). \( y \) is also an absorbing state, but there is a reward \( R \) for any action in \( y \). The rewards are deterministically zero for any other state-action pairs.

Now consider two such MDPs \( M_\delta \in \mathcal{M}_\delta \), \( \alpha \in \{2\varepsilon, -2\varepsilon\} \), where the reward \( R \sim \mathcal{N}(\alpha, 1) \) on \( M_\delta \). We keep using the same notation \( \nu_\alpha \) and \( \nu_{\alpha, \mu} \), the latter of which denotes the occupancy measure on \( M_\mu \) with \( \mu \) as the initial state distribution. Also, we use the rest of notation in the proof of Theorem 1. Recall that \( \pi \) is the output policy of a learning algorithm \( \mathcal{L} \).

Define the event \( E = \{v^\pi_{2\varepsilon}(s_0) < \varepsilon\} \).

**Claim:** If
\[
P_{2\varepsilon}(E) \lor P_{-2\varepsilon}(E^c) \geq \delta
\]
then \( \mathcal{L} \) is not \((\varepsilon, \delta)\)-sound.

**Proof of the claim.** By Eq. (3), \( \mathcal{L} \) is not \((\varepsilon, \delta)\)-sound if
\[
P_{2\varepsilon}(v^\pi_{2\varepsilon}(s_0) - v^\pi_{2\varepsilon}(\varepsilon)) \lor P_{-2\varepsilon}(v^\pi_{-2\varepsilon}(s_0) - v^\pi_{-2\varepsilon}(\varepsilon)) \geq \delta.
\]

By the definition of \( M_{2\varepsilon} \), the optimal policy is choosing \( a_y \) at \( s_i \) for \( i \in \{0, \ldots, H - 2\} \). We have \( v^\pi_{2\varepsilon}(s_0) = 2\varepsilon \), because \( \rho \) is positive, and thus, the optimal policy reaches \( y \) in finite steps with probability one. Thus, we have
\[
P_{2\varepsilon}(v^\pi_{2\varepsilon}(s_0) - v^\pi_{2\varepsilon}(\varepsilon)) = P_{2\varepsilon}(2\varepsilon - v^\pi_{2\varepsilon}(s_0) \geq \varepsilon) \geq P_{2\varepsilon}(v^\pi_{2\varepsilon}(s_0) < \varepsilon) = P_{2\varepsilon}(E).
\]

Similarly, by \( v^\pi_{-2\varepsilon}(s_0) = 0 \), we have
\[
P_{-2\varepsilon}(v^\pi_{-2\varepsilon}(s_0) - v^\pi_{-2\varepsilon}(\varepsilon)) = P_{-2\varepsilon}(v^\pi_{2\varepsilon}(s_0) \leq -\varepsilon) \geq P_{-2\varepsilon}(v^\pi_{2\varepsilon}(s_0) \geq \varepsilon) = P_{-2\varepsilon}(E^c),
\]
where the inequality follows because if \( v^\pi_{2\varepsilon}(s_0) \geq \varepsilon \) holds then since \( v^\pi_{2\varepsilon}(s_0) = \langle v^\pi_{2\varepsilon}, r^\pi_{2\varepsilon} \rangle = 2\varepsilon v^\pi_{2\varepsilon}(y) \) and since the transitions in \( M_{2\varepsilon} \) and \( M_{-2\varepsilon} \) are same, we have \( v^\pi_{2\varepsilon}(y) = v^\pi_{2\varepsilon}(y) \geq 1/2 \) and therefore \( v^\pi_{-2\varepsilon}(s_0) = -2\varepsilon v^\pi_{-2\varepsilon}(y) \leq -\varepsilon. \)
Putting things together, we get that
\[ P_{2\varepsilon}(\nu_{2\varepsilon}(s_0) - \nu_{2\varepsilon}(s_0) \geq \varepsilon) \vee P_{-2\varepsilon}(\nu_{-2\varepsilon}(s_0) - \nu_{-2\varepsilon}(s_0) \geq \varepsilon) \leq P_{2\varepsilon}(E) \vee P_{-2\varepsilon}(E^c) \leq \delta, \]
where the last inequality follows by our assumption.

Following the same arguments in the proof of Theorem 1, we have that
\[
D_{KL}(P_{2\varepsilon}, P_{-2\varepsilon}) = 8\varepsilon^2 E_{2\varepsilon} \left[ \sum_{i=0}^{n-1} \mathbb{I}(S_i = y) \right] = 8\varepsilon^2 \sum_{i=0}^{n-1} P_{2\varepsilon}\{S_i = y\}
\]
\[
= 8\varepsilon^2 \sum_{i=1}^{n-1} P_{2\varepsilon}\{S_{i-1} = s_{H-1}\} \leq \frac{8\varepsilon^2 np}{A^H-1}.
\]
Combining the above together and using the Bretagnolle–Huber inequality (Lemma 1) as we did in the proof of Theorem 1, we have that if \( n \leq \frac{A^H-1 \ln \frac{1}{\delta}}{8\varepsilon^2 np} \), then \( L \) is not \((\varepsilon, \delta)\)-sound on either \( M_{2\varepsilon} \) or \( M_{-2\varepsilon} \). We obtain the result by sending \( p \) to zero from the right hand side.

For the proof of Theorem 4, we will need some results on the relative entropy between Bernoulli distributions, which we present now. Let \( \text{Ber}(p) \) denote the Bernoulli distribution with parameter \( p \in [0, 1] \). As it is well known (and not hard to see from the definition),
\[
D(\text{Ber}(p), \text{Ber}(q)) = d(p, q)
\]
where \( d(p, q) \) is the so-called binary relative entropy function, which is defined as
\[
d(p, q) = p \log(p/q) + (1 - p) \log((1 - p)/(1 - q)).
\]

Proposition 2. For \( p, q \in (0, 1) \), defining \( p^* \) to be \( p \) or \( q \) depending on which is further away from 1/2,
\[
d(p, q) = \frac{(p - q)^2}{2p^*(1 - p^*)}. \tag{9}
\]

Proof. Let \( R \) be the unnormalized negentropy over \([0, \infty)^2\). Then, by Theorem 26.12 of the book of Lattimore and Szepesvári [2020], for any \( x, y \in (0, \infty)^2 \),
\[
D_R(x, y) = \frac{1}{2} \|x - y\|_R^2
\]
for some \( z \) on the line segment connecting \( x \) to \( y \). We have \( R(z) = z_1 \log(z_1) + z_2 \log(z_2) - z_1 - z_2 \). Hence, \( VR(z) = [\log(z_1), \log(z_2)]^T \) and \( VR(z) = \text{diag}(1/z_1, 1/z_2) \), both defined for \( z \in (0, \infty)^2 \). Thus,
\[
D_R(x, y) = \frac{(x_1 - y_1)^2}{2z_1} + \frac{(x_2 - y_2)^2}{2z_2}.
\]

Now choosing \( x = (p, 1 - p), y = (q, 1 - q) \), we see that \( x, y \in (0, \infty)^2 \) if \( p, q \in (0, 1) \). In this case, with some \( \alpha \in [0, 1] \),
\[
z = \alpha x + (1 - \alpha)y = (\alpha p + (1 - \alpha)q, \alpha(1 - p) + (1 - \alpha)(1 - q))^T = (\alpha p + (1 - \alpha)q, 1 - (\alpha p + (1 - \alpha)q))^T.
\]
Hence, \( z_2 = 1 - z_1 \) and
\[
d(p, q) = \frac{(p - q)^2}{2z_1} + \frac{(p - q)^2}{2(1 - z_1)} = \frac{(p - q)^2}{2z_1(1 - z_1)}.
\]
Now, \( z_1(1 - z_1) \geq p^*(1 - p^*) \) (the function \( z \mapsto z(1 - z) \) has a maximum at \( z = 1/2 \) and is decreasing on “either side” of the line \( z = 1/2 \)). Putting things together, we get
\[
d(p, q) = \frac{(p - q)^2}{2z_1(1 - z_1)} \leq \frac{(p - q)^2}{2p^*(1 - p^*)}.
\]
Theorem 6 (Restatement of Theorem 4). Fix any $\gamma_0 > 0$. Then, there exist some constants $c_0, c_1 > 0$ such that for any $\gamma' \in [\gamma_0, 1)$, any positive integers $S$ and $A$, $\delta \in (0, 1)$, and $0 < \epsilon \leq \min(1 - \gamma, \epsilon)/\delta$, the sample size $n$ needed by any $(\epsilon, \delta)$-sound algorithm that produces as output a memoryless policy and works with $\text{SA-sampling}$ for MDPs with $S$ states and $A$ actions under the $\gamma$-discounted expected reward criterion must be so that is at least $c_1 \frac{SA \ln(1/\delta)}{(1 - \gamma)^2}$.

Proof of Theorem 6. The proof also uses Le Cam’s method, just like Theorem 1. At the heart of the proof is a gadget with a self-looping state which was introduced by Azar et al. [2013] to give a lower bound on the sample complexity of estimating the optimal value function in the simulation setting where the estimate’s error is measured with its worst-case error.

The idea of the proof is illustrated by Fig. 2. Fix an initial state distribution $\mu$ concentrated on an arbitrary state $s_0 \in S$. Let $\mu_{\text{log}}$ be the logging distribution chosen based on $\mu$ and let $(s', a')$ be any state-action pair that has the minimum sampling probability under $\mu_{\text{log}}$. Note that $\mu_{\text{log}}(s', a') \leq 1/(SA)$. Assume that $s' \neq s_0$. As we shall see by the end of the proof, there is no loss of generality in making this assumption (when $s' = s_0$, the lower bound would be larger).

We construct two MDPs as follows. The reward structures of the two MDPs are completely identical and the transition structures are also identical except for when action $a'$ is taken at state $s'$. In particular, in both MDPs, the rewards are identically zero except at state $s'$, where for any action the reward incurred is one. The transition structures are as follows: Let $p_0 < \hat{p} < p_1$ be in $[0, 1)$, to be determined later. At $s_0$, by taking any action the system transits to $s'$ deterministically. At $s'$, for any $a \in A \setminus \{a'\}$, taking action $a$ leads to $s'$ as the next state with probability $\hat{p}$ and to $z$ with probability $1 - \hat{p}$, where $z$ is an absorbing state. The transition under $a'$ at $s'$ is similar, except that in $M_i$ ($i \in \{0, 1\}$), the probability that the next state is $s'$ is $p_1$ (and the probability that the next state is $z$ is $1 - p_1$). At any state $s \in S \setminus \{s_0, s'\}$, taking any action moves the system to $z$ deterministically. The optimal policy at $s'$ in $M_0$ is to pull the action $a'$, while in $M_0$ all the other actions are optimal. It is easy to see that in any of these MDPs, for $a \in A$,

$$q'(s', a) = \frac{1}{1 - \gamma P(s'|s', a)}.$$ 

Now we select $p_0, \hat{p}$, and $p_1$. Let $b$ be a constant such that $1 < b < \frac{1 - \gamma^2}{1 - \gamma}$. We will choose a specific value for $b$ at the end of the proof. The values of $p_0, \hat{p}$ and $p_1$ will depend on $b$. In particular, we choose $\hat{p} \in (1/2, 1)$ so that

$$b = \frac{1 - \gamma \hat{p}}{1 - \gamma},$$

while we set $p_0 = \hat{p}$. Then $p_0 = (1 - b + \gamma b)/\gamma$. Note that $p_0 > 1/2$ by its choice. Let $f(p) = \frac{\gamma}{1 - \gamma^2}$. Note that for any deterministic policy $\pi$, $v'(\mu) = f(P(s'|s', \pi(s'))) and also $v'(\mu) = f(\hat{p})$ in MDP $M_0$ and $v'(\mu) = f(p_1)$ in MDP $M_1$.

By Taylor’s theorem, for some $p \in [p_0, p_1]$, we have

$$f(p_1) = f(p_0) + f'(p)(p_1 - p_0) \geq f(p_0) + f'(p_0)(p_1 - p_0).$$

Figure 2: Illustration of the MDPs used in the proof of Theorem 4. The initial distribution $\mu$ concentrates on state $\{s_0\}$. The pair $(s', a')$ is the one where $\mu_{\text{log}}$ takes on the smallest value (which is below $1/(SA)$) and without loss of generality $s' \neq s_0$ and taking any action in $s_0$ makes the next state $s'$. We have $p_0 < \hat{p} < p_1$, all in the $[1/2, 1)$ interval. In MDP $M_i$ with $i \in \{0, 1\}$, the probability of transitioning under action $a'$ from $s'$ to $z$, an absorbing state, is $p_1$, while with probability $1 - p_1$, the next state is $s'$. All other actions use probability $\hat{p}$ at this state. All other states under any action lead to $z$. The rewards are deterministically zero except at state $s'$, when all actions yield a reward of one, regardless of the identity of the next state.
where the inequality follows by \( p_1 > p_0 \) and the fact that \( f' \) is increasing. Thus, if \( p_1 - p_0 \geq 4\varepsilon f'(p_0) \), we have \( f(p_1) \geq f(p_0) + 4\varepsilon \). Because of the choice of \( p_0 \),

\[
f'(p_0) = \frac{y^2}{(1 - y p_0)^2} = \frac{y^2}{(1 - y)^2 b^2}.
\]

We let \( p_1 = p_0 + 4\varepsilon f'(p_0) \). Then, we have \( p_1 \leq 1 \) given that \( \varepsilon \leq c_0/(1 - y) = \frac{y(b - 1)}{\delta(1 - y)^2} \), because

\[
p_1 - 1 = p_0 + 4\varepsilon f'(p_0) - 1 = \frac{1 - b + y b}{y} + \frac{4(1 - y)^2 \varepsilon b^2}{y^2} - 1
\]

\[
= \frac{4(1 - y)^2 \varepsilon b^2 + y (y - 1)(b - 1)}{2y} \leq \frac{(y - 1)(b - 1)}{2y} < 0,
\]

where the first inequality is due to the choice of \( \varepsilon \). Lastly, we set \( \tilde{p} \) so that \( f(\tilde{p}) = [f(p_0) + f(p_1)]/2 \) (such \( \tilde{p} \) uniquely exists because \( f \) is increasing and continuous). Note that \( f(p_1) - f(\tilde{p}) \geq 2\varepsilon \) and \( f(\tilde{p}) - f(p_0) \geq 2\varepsilon \).

Let \( P_0 \) and \( P_1 \) be the joint probability distribution on the data and the output policy of any given learning algorithm \( \mathcal{L} \), induced by \( \mu, h_{00}, \mathcal{L} \), and the two MDPs \( M_0 \) and \( M_1 \), respectively. For any algorithm \( \mathcal{L} \), let \( E = \{ \pi(a'|s') \geq 1/2 \} \), where \( \pi \) is the output of \( \mathcal{L} \).

If \( E \) is true, in \( M_0 \),

\[
v^\pi(\mu) = \pi(a'|s') f(p_0) + (1 - \pi(a'|s')) f(p_1) \leq \frac{f(p_0) + f(\tilde{p})}{2} \leq \frac{(f(\tilde{p}) - 2\varepsilon) + f(\tilde{p})}{2} = f(\tilde{p}) - \varepsilon.
\]

Thus, \( \mathcal{L} \) is not \((\varepsilon, \delta)\)-sound for \( M_0 \) if \( P_0(E) \geq \delta \). If \( E^c \) holds, in \( M_1 \),

\[
v^{E}(\mu) = \pi(a'|s') f(p_1) + (1 - \pi(a'|s')) f(\tilde{p}) \leq \frac{f(p_1) + f(\tilde{p})}{2} \leq \frac{(f(\tilde{p}) + (f(p_1) - 2\varepsilon)}{2} = f(p_1) - \varepsilon.
\]

Therefore, if \( P_1(E^c) \geq \delta \), then \( \mathcal{L} \) is not \((\varepsilon, \delta)\)-sound for \( M_1 \).

By the Bretagnolle-Huber inequality (Lemma 1) we have,

\[
\max\{P_0(E), P_1(E^c)\} \geq \frac{P_0(E) + P_1(E^c)}{2} \geq \frac{1}{4} \exp(-D_{\text{KL}}(P_0||P_1)) .
\]

Recall that \( n \) is the number of samples. Since \( M_0 \) and \( M_1 \) differ only in the state transition from \((s', a')\), by the chain rule of relative entropy, with a reasoning similar to that used in the proof of Theorem 1, we derive

\[
D_{\text{KL}}(P_0, P_1) = n P_0(S_i = s', A_i = a') D_{\text{KL}}(\text{Ber}(p_0), \text{Ber}(p_1)) \leq \frac{n}{SA} \cdot \frac{(p_0 - p_1)^2}{2 p_1 (1 - p_1)}
\]

\[
= \frac{n}{SA} \cdot \frac{16 \varepsilon^2 (1 - y)^4 b^4}{2 y^4 p_1 (1 - p_1)}
\]

\[
< \frac{n}{SA} \cdot \frac{16 \varepsilon^2 (1 - y)^3 b^4}{y^3 (b - 1) p_0} ,
\]

where the first inequality is due to Proposition 2 and the second inequality is due to Eq. (10) and the fact that \( p_0 < p_1 \).

Now fix \( y_0 \in (0, 1) \) and let \( y \geq y_0 \) and choose \( b = 0.5(1 + \frac{1 - y_0^2}{1 - y_0}) \in (1, \frac{1 - y_0^2}{1 - y}) \). Then, combining the above together and reordering show that if \( n \leq c_1 \frac{SA \ln(1/(4\delta))}{\varepsilon^2 (1 - y)^4} \) where \( c_1 = \frac{y_0^3(b - 1)/p_0}{16 b^4} \), we can guarantee that \( \mathcal{L} \) is not \((\varepsilon, \delta)\)-sound on either \( M_0 \) or \( M_1 \), concluding the proof.

\[\square\]

A.3 Upper bound proofs

We start with some extra notation. We identify the transition function \( P \) as an \( SA \times S \) matrix, whose entries \( P_{sa,a'} \) specify the conditional probability of transitioning to state \( s' \) starting from state \( s \) and taking action \( a \), and the reward function \( r \) as an \( SA \times 1 \) reward vector. We use \( |x|_1 \) to denote the \( 1 \)-norm \( \sum_i |x_i| \) of \( x \in \mathbb{R}^n \).
Recall first that we defined $P^\pi$ to be the transition matrix on state-action pairs induced by the policy $\pi$. Define the $H$-step action-value function for $H > 0$ by
\[ q^\pi_H = \sum_{h=0}^{H-1} (yP^\pi)^h r. \]

We let $v^\pi_H$ denote the $H$-step state-value function. In what follows we will need quantities for $\hat{M}$, which, in general could be any MDP that differs from $M$ from only its transition kernel. Quantities related to $\hat{M}$ receive a "hat". For example, we use $\hat{P}$ for the transition kernel of $M$, $\hat{P}^\pi$ for the state-action transition matrix induced by a policy $\pi$ and $\hat{P}$, etc.

In subsequent proofs, we will need the following lemma, which gives two decompositions of the difference between the action-value functions on two MDPs, $M$ and $\hat{M}$:

**Lemma 2.** For any policy $\pi$, transition model $\hat{P}$, and $H > 0$,
\begin{align}
q^\pi_H - \hat{q}^\pi_H &= \gamma \sum_{h=0}^{H-1} (yP^\pi)^h \hat{v}^\pi_{H-h-1}, & (11) \\
\hat{q}^\pi_H - \hat{q}^\pi_H &= \gamma \sum_{h=0}^{H-1} (y\hat{P}^\pi)^h \hat{v}^\pi_{H-h-1}. & (12)
\end{align}

**Proof.** By symmetry, it suffices to prove Eq. (11). For convenience, we re-express a policy $\pi$ as an $S \times SA$ matrix/operator $\Pi$. In particular, as a left linear operator, $\Pi$ maps $q \in \mathbb{R}^{SA}$ to $\sum_a \pi(a|\cdot)q(\cdot,a) \in \mathbb{R}^S$. Note that with this $P^\pi = \Pi r$, $\hat{P}^\pi = \hat{\Pi} r$, $\hat{v}^\pi_h = \Pi \hat{v}^\pi_h$ and $\hat{\hat{v}}^\pi_h = \hat{\Pi} \hat{v}^\pi_h$. To reduce clutter, as $\pi$ is fixed, for the rest of the proof we drop the upper indices and just use $v_h$, $\hat{v}_h$, $q_h$ and $\hat{q}_h$.

Note that for $H > 0$,
\begin{align*}
q_H &= r + y \Pi q_{H-1}, \quad \text{and} \\
\hat{q}_H &= r + y \hat{\Pi} \hat{q}_{H-1}.
\end{align*}

Hence,
\[ q_H - \hat{q}_H = \gamma (\Pi q_{H-1} - \hat{\Pi} \hat{q}_{H-1}) \\
= \gamma (P - \hat{P})q_{H-1} + \gamma y \Pi (q_{H-1} - \hat{q}_{H-1}). \]

Then using $\Pi \hat{q}_{H-1} = \hat{v}_{H-1}$ and recursively expanding $q_{H-1} - \hat{q}_{H-1}$ in the same way gives the result, noting that $q_0 = r = \hat{q}_0$. \hfill \Box

We need two standard results from the concentration of binomial random variables.

**Lemma 3 (Multiplicative Chernoff Bound for the Lower Tail, Theorem 4.5 of Mitzenmacher and Upfal [2005]).** Let $X_1, \ldots, X_n$ be independent Bernoulli random variables with parameter $p$, $S_n = \sum_{i=1}^n X_i$. Then, for any $0 \leq \beta < 1$,
\[ P\left( \frac{S_n}{n} \leq (1 - \beta)p \right) \leq \exp \left( -\frac{\beta^2 np}{2} \right). \]

**Lemma 4.** Let $n$ be a positive integer, $p > 0$, $\delta \in (0,1)$ such that
\[ \frac{2}{np} \ln \frac{1}{\delta} \leq \frac{1}{4}. \] (13)

Let $S_n$ be as in the previous lemma, $\hat{p} = S_n/n$. Then, with probability at least $1 - \delta$, it holds that
\[ \hat{p} \geq p/2 > 0. \]
while we also have

\[
\frac{1}{p} \leq \frac{1}{\hat{p}} + \frac{2}{p} \sqrt{\frac{2}{np} \ln \frac{1}{\delta}}.
\]

on the same \((1 - \delta)\)-probability event.

In what follows, we will only need the first lower bound, \(\hat{p} \geq p/2\) from above; the second is useful to optimize constants only.

**Proof.** According to the multiplicative Chernoff bound for the low tail (cf. Lemma 3), for any \(0 < \delta \leq 1\), with probability at least \(1 - \delta\), we have

\[
\hat{p} \geq p - \sqrt{\frac{2np}{n} \ln \frac{1}{\delta}}.
\]

Denote by \(\mathcal{E}_\delta\) the event when this inequality holds. Using Eq. (13), on \(\mathcal{E}_\delta\) we have

\[
\hat{p} \geq p - \sqrt{\frac{2p}{n} \ln \frac{1}{\delta}} = p \left(1 - \frac{1}{2p} \ln \frac{1}{\delta}\right) \geq p \left(1 - \frac{1}{2}\right) = \frac{p}{2} > 0,
\]

and thus, thanks to \(1/(1 - x) \leq 1 + 2x\) which holds for any \(x \in [0, 1/2]\),

\[
\frac{1}{\hat{p}} \leq \frac{1}{p} \frac{1}{1 - \frac{1}{2p} \ln \frac{1}{\delta}} \leq \frac{1}{p} + \frac{2}{p} \sqrt{\frac{2}{np} \ln \frac{1}{\delta}}.
\]

Our next lemma bounds the deviation between the empirical transition kernel and the “true” one:

**Lemma 5.** With probability \(1 - \delta\), for any \((s, a) \in S \times A\),

\[
|\hat{P}(\cdot|s, a) - P(\cdot|s, a)|_1 \leq \beta(N(s, a), \delta)
\]

where for \(u \geq 0\),

\[
\beta(u, \delta) = 2 \sqrt{\frac{S \ln 2 + \ln u + 2}{2u}}.
\]

where \(u_* = u \vee 1\).

**Proof.** By abusing notation, for \(u \geq 0\), let \(\beta(u) = 2 \sqrt{\frac{S \ln 2 + \ln u + 2}{2u}}\), where \(u_* = u \vee 1\). We will prove below the following claim:

**Claim:** For any fixed state-action pair \((s, a)\), with probability \(1 - \delta\),

\[
|\hat{P}(\cdot|s, a) - P(\cdot|s, a)|_1 \leq \beta(N(s, a)).
\]

Clearly, from this claim the lemma follows by a union bound over the state-action pairs. Hence, it remains to prove the claim.

For this fix \((s, a) \in S \times A\). Recall that the data \(D = ((S_i, A_i, R_i, S'_i)_{i \in [n]})\) that is used to estimate \(\hat{P}(\cdot|s, a)\) consists of \(m\) trajectories of length \(H\) obtained by following the uniform policy \(\pi_m\log\) while the initial state is selected from \(\mu\) at random. In particular, for \(j \in [m]\), the \(j\)th trajectory is \((S_0^j, A_0^j, R_0^j, \ldots, S_{H-1}^j, A_{H-1}^j, R_{H-1}^j, S_H^j), (R_1^j, S_{H+1}^j)\). Clearly, if \(q = P \left(30 \leq i \leq H - 1 : S_i^j = s, A_i^j = a\right) = 0\) then \(N(s, a) = 0\) holds with probability one. The claim then follows since when \(N(s, a) = 0\), \(\hat{P}(\cdot|s, a)\) is identically zero, hence,

\[
|\hat{P}(\cdot|s, a) - P(\cdot|s, a)|_1 = |P(\cdot|s, a)|_1 = 1 \leq 1.177 \ldots \leq \beta(0).
\]
Hence, it remains to prove the claim for the case when \( q > 0 \), which we assume from now on. For convenience, append to the data infinitely many further trajectories, giving rise to the infinite sequence \((S_l, A_l, R_l, S'_l)_{l=0}^{\infty}\). Let \( t_0 = 0 \) and for \( u \geq 1 \), let \( t_u = \min\{i \in \mathbb{N} : i > t_{u-1} \) and \( S_i = s, A_i = a \)\} be the “time” indices when \((s, a)\) is visited, where we define the minimum of an empty set to be infinite. Since \( q > 0 \), almost surely \((t_u)_{u=0}^{\infty}\) is a well-defined sequence of finite random variables. Now let \( X_u = S_{t_u} \) be the “next state” upon the \( u \)th visit of \((s, a)\). Let \( \hat{p}_u(s') = \frac{\sum_{u=1}^{t_u} I(X_u = s')}{u} \).

Note that

\[
\hat{p}(s, a) = \hat{p}_N(s, a)(\cdot) \tag{16}
\]

provided that \( N(s, a) > 0 \). By the Markov property, it follows that \((X_u)_{u \geq 1}\) is an i.i.d. sequence of categorical variables with common distribution \( p(\cdot) := P(\cdot | s, a) \).

Now,

\[
|\hat{p}_u - p|_1 = \max_{y \in \{-1, +1\}^S} \langle \hat{p}_u - p, y \rangle,
\]

while

\[
\langle \hat{p}_u - p, y \rangle = \frac{1}{u} \sum_{u=1}^{u} y(X_u) - \sum_{s'} p(s') y(s') .
\]

Now, \((\Lambda_v)_{1 \leq v \leq u}\) is an i.i.d. sequence, \(|\Lambda_v| \leq 2\) for any \( v \) and \( E\Lambda_v = 0 \). Hence, by Hoeffding’s inequality, with probability \( 1 - \delta \),

\[
\frac{1}{u} \sum_{u=1}^{u} \Lambda_v \leq 2 \sqrt{\frac{\ln \frac{1}{\delta}}{2u}} .
\]

Since the cardinality of \(\{-1, +1\}^S\) is \(2^S\), applying a union bound over \( y \in \{-1, +1\}^S \), we get that with probability \( 1 - \delta \),

\[
|\hat{p}_u - p|_1 \leq 2 \sqrt{\frac{S \ln 2 + \ln \frac{1}{\delta}}{2u}} .
\]

Applying another union bound over \( u \), owing to that \( \sum_{u=1}^{u} \frac{1}{a(u+1)} = 1 \), we get that with probability \( 1 - \delta \), for any \( u \geq 1 \),

\[
|\hat{p}_u - p|_1 \leq 2 \sqrt{\frac{S \ln 2 + \ln \frac{u(u+1)}{\delta}}{2u}} = \beta(u) .
\]

Since \( |\hat{p}_0 - p|_1 \leq 1 \leq \beta(0) \) (cf. Eq. (15)), the claim follows by Eq. (16).

We now state a lemma that bounds, with high probability, the error of predicting the value of some fixed policy when the prediction is based on a transition kernel \( P' \) which is “close” to the true transition kernel \( P \), where closedness is based on how often the individual state-action pairs have been visited. This notion of closedness is motivated by Lemma 5; this lemma can be used when \( P' = \hat{P} \), or some other transition kernel in the vicinity of \( \hat{P} \). The former will be needed in the analysis of the plug-in method presented here; while the latter will be used in the next section where we analyze the pessimistic algorithm.

**Lemma 6.** Let \( \delta \in (0, 1) \) and \( m \) be the number of episodes collected by the logging policy and fix any policy \( \pi \). For any \( P' \) such that for any \((s, a) \in S \times A\),

\[
|P'(\cdot|s, a) - P(\cdot|s, a)|_1 \leq \frac{C}{\sqrt{N(s, a)} + 1},
\]

with probability at least \( 1 - \delta \) for \( C > 0 \), we have

\[
\nu^\pi(\mu) - v^\mu_{\pi'}(\mu) \leq \frac{4\gamma CS A |H| \ln |S| + 1}{(1 - \gamma)^2 \sqrt{m}} + \frac{8\gamma SA}{(1 - \gamma)^2} \frac{\ln \frac{SA}{\delta}}{m} + \epsilon. \tag{17}
\]
Proof. Note that

$$y^{H,\epsilon} \leq y^{1 + \frac{\log(1/\delta)}{m(1-\gamma)}} = y\epsilon.$$  

Hence, for $H = H_y(1-\gamma)e/(2\gamma)$,

$$y^{H} \leq \frac{1}{2} \epsilon(1 - \gamma).$$

Owing to that the immediate rewards belong to $[-1,1]$, it follows that for any policy $\pi$,

$$q^\pi - q^\pi_{P'} \leq q^\pi_H - q^\pi_{P',H} + \epsilon 1,$$

where we use $q^\pi_{P',H}$ to denote the $H$-step value function under transition model $P'$. Define $N_h(s,a)$ as the number of episodes when the $h$th state-action pair in the episode is $(s,a)$. Note that $N(s,a) \geq N_h(s,a)$. Let $Z_h = \{(s,a) \in S \times A : v^\pi_{\mu,h}(s,a) > \frac{8}{m} \ln \frac{SA}{\delta}\}$ and let $P$ be the event when

$$\frac{N_h(s,a)}{m} \geq \frac{v^\min_{\mu,h}(s,a)}{2}$$

holds for any $(s,a) \in Z_h$.\(^5\) By Lemma 4, $P(P) \succeq 1 - \delta$.

Assume that $P$ holds. Combining Eq. (18) with Lemma 2, we get that on this event

$$\tilde{v}^\pi(\mu) - \tilde{v}^\pi(\mu) \leq (\mu^\pi)^T(q^\pi_H - q^\pi_{P',H}) + \epsilon$$

(by Eq. (11))

$$= \frac{Y}{1 - \gamma} \sum_{h=0}^{H-1} (\mu^\pi)^T(P - P')v^\pi_{P',H-h-1} + \epsilon$$

(by \|\hat{v}^\pi_H\|_\infty \leq 1/(1 - \gamma))

$$\leq \frac{Y}{1 - \gamma} \sum_{h=0}^{H-1} (s,a) \in Z_h \sum_{h=0}^{H-1} v^\pi_{\mu,h}(s,a)|P(\cdot|s,a) - P'(\cdot|s,a)|_1 + \epsilon$$

(by the definition of $Z_h$)

$$\leq \frac{Y}{1 - \gamma} \min_{(s,a) \in Z_h} \sum_{h=0}^{H-1} v^\pi_{\mu,h}(s,a)|P(\cdot|s,a) - P'(\cdot|s,a)|_1 + \epsilon$$

(by $v^\pi_{\mu,h}(s,a) \leq 1$)

$$\leq \frac{Y}{1 - \gamma} \sum_{h=0}^{H-1} (s,a) \in Z_h \sum_{h=0}^{H-1} v^\pi_{\mu,h}(s,a)|P(\cdot|s,a) - P'(\cdot|s,a)|_1 + \epsilon$$

(by Proposition 1)

$$\leq \frac{2Y}{1 - \gamma} \sum_{h=0}^{H-1} (s,a) \in Z_h \sum_{h=0}^{H-1} v^\pi_{\mu,h}(s,a)|P'(\cdot|s,a) - P'(\cdot|s,a)|_1 + \epsilon$$

(by the definition of $P'$)

$$\leq \frac{2Y}{1 - \gamma} \sum_{h=0}^{H-1} (s,a) \in Z_h \sum_{h=0}^{H-1} v^\pi_{\mu,h}(s,a)|P(\cdot|s,a) - P'(\cdot|s,a)|_1 + \epsilon$$

(by the definitions of $P$ and $Z_h$)

This finishes the proof. 

For the plug-in method we use the previous lemma with $P' = \hat{P}$, resulting in the following corollary:

\(^5\)Note that $Z_h$, and thus also $P$ depends on $\pi$, which is the reason that the result, as stated, holds only for a fixed policy.
Corollary 3. Let $\delta \in (0, 1)$ and $m$ be the number of episodes collected by the logging policy and fix any policy $\pi$. With probability at least $1 - \delta$, we have
\[
\nu^\pi(\mu) - \nu^\pi_{sf}(\mu) \leq \frac{8\gamma S A^{\min(H,S)+1}}{(1 - \gamma)^2} \sqrt{\frac{S \ln 2 + \ln \frac{2n+1}{\delta} A}{2m}} + \frac{8\gamma S A \ln \frac{2SA}{\delta}}{m} + \epsilon.
\]

Proof. Fix $\delta \in (0, 1)$. Let $E_\delta$ be the event when for any $(s, a) \in S \times A$,
\[
|\hat{P}(|s, a)| - P(|s, a)| \leq \beta(N(s, a), \delta),
\]
where $\beta$ is defined in Lemma 5, which also gives that $P(E_\delta) \geq 1 - \delta$. Further, defining
\[
C_\delta = 2\sqrt{\frac{S \ln 2 + \ln \frac{n+1}{\delta} A}{2}},
\]
note that $\beta(u, \delta) \leq C_\delta/\sqrt{\ln 1/\delta}$. Now, let $F_\delta$ be the event when the conclusion of Lemma 6 holds. Then, on the one hand, by a union bound,
\[
P(E_{\delta/2} \cap F_{\delta/2}) \geq 1 - \delta,
\]
while on the other hand on $E_{\delta/2} \cap F_{\delta/2}$, the condition of Lemma 6 holds for $P'$ defined so that
\[
P'(|s, a) = \begin{cases} 
\hat{P}(|s, a), & \text{if } |\hat{P}(|s, a) - P(|s, a)| \leq \beta(N(s, a), \delta/2); \\
P(|s, a), & \text{otherwise}.
\end{cases}
\]
with $C := C_{\delta/2}$.

Furthermore, on $E_{\delta/2} \cap F_{\delta/2}$, $\hat{P}(|s, a) = P(|s, a)$ holds for any $(s, a)$ pair. Hence, the result follows by replacing $\delta$ with $\delta/2$ in Eq. (17) and plugging in $C_{\delta/2}$ in place of $C$. 

We now are ready to prove the upper bound of plug-in algorithm.

Theorem 7 (Restatement of Theorem 5). Fix $S, A$, an MDP $M \in \mathcal{M}(S, A)$ and a distribution $\mu$ on the state space of $M$. Suppose $\delta > 0$, $\epsilon > 0$, and $\epsilon_{opt} > 0$. Assume that the data is collected by following the uniform policy and it consists of $m$ episodes, each of length $H = H_{(1 - \gamma)/\epsilon}$. Let $\hat{\pi}$ be any deterministic, $\epsilon_{opt}$-optimal policy for $M = (\hat{P}, r)$ where $\hat{P}$ is the sample-mean based empirical estimate of the transition probabilities based on the data collected. Then if
\[
m = \tilde{O} \left( \frac{S^3 A^{\min(H,S)+2} \ln \frac{1}{\delta}}{(1 - \gamma)^2 \epsilon^2} \right),
\]
where $\tilde{O}$ hides log factors of $S, A$ and $H$, we have $\nu^\pi(\mu) \geq \nu^\pi(\mu) - 4\epsilon - \epsilon_{opt}$ with probability at least $1 - \delta$.

Proof. We upper bound the suboptimality gap of $\hat{\pi}$ as follows:
\[
\nu^\pi(\mu) - \nu^\pi(\mu) = \nu^\pi(\mu) - \nu^\pi(\mu) + \nu^\pi(\mu) - \nu^\pi(\mu) - \nu^\pi(\mu) \\
\leq \nu^\pi(\mu) - \nu^\pi(\mu) + \nu^\pi(\mu) - \nu^\pi(\mu) + \epsilon_{opt}.
\]

By Corollary 3 and a union bound, with probability at least $1 - \delta$, for any deterministic policy $\pi$ obtained from the data $D$ we have
\[
\nu^\pi(\mu) - \nu^\pi(\mu) \\
\leq \frac{8\gamma S A^{\min(H,S)+1}}{(1 - \gamma)^2} \sqrt{\frac{S \ln 2 + \ln \frac{2n+1}{\delta} A}{2m}} + \frac{8\gamma S A \ln \frac{2SA}{\delta}}{m} S \ln A + \epsilon
\]
\[
\leq \frac{8\gamma S A^{\min(H,S)+1}}{(1 - \gamma)^2} \sqrt{\frac{\ln 2 + \ln \frac{HSA}{\delta} + \ln 2 + \ln A}{2m}} + \frac{8\gamma S A \ln \frac{2SA}{\delta}}{m} + \epsilon.
\]
Thus, given that

\[ m = \tilde{\Omega} \left( \frac{S^3A^{\min(H,S)+2} \ln \frac{1}{\delta}}{(1-\gamma)^{\Delta^2}} \right), \]

where \( \tilde{\Omega} \) hides log-factors, with probability at least \( 1 - \delta \) we have,

\[ v'(\mu) - v^\pi(\mu) \leq v'(\mu) - v^\pi(\mu) + \Delta^\pi + \varepsilon_{opt} \leq 4\varepsilon + \varepsilon_{opt}. \]

\[ \square \]

### A.3.1 Pessimistic Algorithm

We present a result in this section for the “pessimistic algorithm” in the discounted total expected reward criterion to complement the results in the main text [Jin et al., 2021, Buckman et al., 2021, Kidambi et al., 2020, Yu et al., 2020, Kumar et al., 2020, Liu et al., 2020, Yu et al., 2021]. The sample complexity we show is the same as for the plug-in method. While this may be off by a polynomial factor, we do not expect the pessimistic algorithm to have a major advantage over the plug-in method in the worst-case setting. In fact, the recent work of Xiao et al. [2021] established this in a rigorous fashion for the bandit setting by showing an algorithm independent lower bound that matched the upper bound for both the plug-in method and the pessimistic algorithm. As argued by Xiao et al. [2021] (and proved by Jin et al. [2021] in the context of linear MDPs, which includes tabular MDPs), the advantage of the pessimistic algorithm is that it is weighted minimax optimal with respect to a special criterion.

The pessimistic algorithm with parameters \( \delta \in (0, 1) \) and \( \varepsilon_{opt} > 0 \) chooses a deterministic \( \varepsilon_{opt} \) policy \( \bar{\pi} \) of the MDP with reward \( r \) and transition kernel \( \bar{P} \), the latter of which is obtained via

\[ \bar{P} = \arg \min_{P' \in P_\delta} v'_{P'}(\mu), \]

where for a transition kernel \( P' \) we use \( v'_{P'} \) to denote the optimal value function in the MDP with immediate rewards \( r \) and transition kernel \( P' \), and \( P_\delta \) is defined as

\[ P_\delta = \left\{ P' : \text{ for any } (s, a) \in S \times A, \left| \hat{P}(\cdot | s, a) - P'(\cdot | s, a) \right|_1 \leq \beta(N(s, a, \delta)) \right\}, \]

where \( \beta \) is defined in Lemma 5. Recall that the same result ensures that \( P \), the “true” transition kernel belongs to \( P_\delta \) with probability at least \( 1 - \delta \).

**Theorem 8** (Pessimistic algorithm). Fix \( S, A, \) an MDP \( M \in \mathcal{M}(S,A) \) and a distribution \( \mu \) on the state space of \( M \). Suppose \( \delta > 0, \varepsilon > 0, \) and \( \varepsilon_{opt} > 0 \). Assume that the data is collected by following the uniform policy and it consists of \( m \) episodes, each of length \( H = H_f(1-\gamma)\varepsilon(2\gamma) \). Then, if

\[ m = \tilde{\Omega} \left( \frac{S^3A^{\min(H,S)+2} \ln \frac{1}{\delta}}{(1-\gamma)^{\Delta^2}} \right), \]

where \( \tilde{\Omega} \) hides log factors of \( S, A, \) and \( H_f \), we have \( v^\pi(\mu) \geq v'(\mu) - 2\varepsilon - \varepsilon_{opt} \) with probability at least \( 1 - \delta \), where \( \bar{\pi} \) is the output of the pessimistic algorithm run with parameters \( (\delta, \varepsilon_{opt}) \).

**Proof.** Let us denote by \( v^\pi_{P'_{\bar{\pi}}} \) the value function of policy \( \pi \) in the MDP with reward \( r \) and transition kernel \( P' \). Let \( \Delta^\pi = v^\pi_{P_{\bar{\pi}}}(\mu) - v^\pi(\mu) \) and let \( \pi' \) is an deterministic optimal policy in the “true” MDP. Such a policy exists (e.g., see Theorem 6.2.10 of Puterman [2014]). We have

\[ v'(\mu) - v^\pi_{P_{\bar{\pi}}}(\mu) = v'(\mu) - v^\pi_{P_{\bar{\pi}}}(\mu) + \Delta^\pi \]

\[ \leq v'(\mu) - v^\pi_{P_{\bar{\pi}}}(\mu) + \Delta^\pi + \varepsilon_{opt} \]

\[ \leq v'(\mu) - v^\pi_{P_{\bar{\pi}}}(\mu) + \Delta^\pi + \varepsilon_{opt} \]

(by the definition of \( \bar{\pi} \))

(because \( v^\pi_{P_{\bar{\pi}}} \leq v^\pi_{P'} \))
\[ \leq \Delta^\pi + \Delta^\tilde{\pi} + \varepsilon_{\text{opt}}. \] (because \( v^*(\mu) = v^{\pi^*}(\mu) \))

Hence, it remains to upper bound \( \Delta^\pi \) and \( \Delta^\tilde{\pi} \). For this, we make the following claim:

**Claim:** Fix any policy \( \pi \). Then, with probability at least \( 1 - \delta \), we have

\[ v^*(\mu) - v^\pi_1(\mu) \leq 16\gamma S A \left( \frac{\ln(1+\delta)}{2m} + \frac{8\gamma S A \ln \frac{S A}{\delta}}{m} + \varepsilon. \right) \]

**Proof of Claim.** For the latter, note that the proof of Corollary 3 can be repeated with the only change that now instead of Eq. (19), we have

\[ |P(s, a) - \tilde{P}(s, a)|_1 \leq |P(s, a) - \tilde{P}(s, a)|_1 |P(s, a) - \tilde{P}(s, a)|_1 \leq 2\beta(N(s, a), \delta). \]

From this claim, by a union bound over all the \( A^S \) deterministic policies, we get that with probability \( 1 - \delta \), for any deterministic policy \( \pi \),

\[ v^*(\mu) - v^\tilde{\pi}(\mu) \]

\[ \leq 16\gamma S A \left( \frac{\ln(1+\delta)}{2m} + \frac{8\gamma S A \ln \frac{S A}{\delta}}{m} + \varepsilon. \right) \]

Since \( \tilde{\pi} \), by definition is also a deterministic policy, the last display holds with probability \( 1 - \delta \) for \( \tilde{\pi} \) as well. Putting things together gives that

\[ v^*(\mu) - v^\pi(\mu) \]

\[ \leq 32\gamma S A \left( \frac{\ln(1+\delta)}{2m} + \frac{8\gamma S A \ln \frac{S A}{\delta}}{m} + \frac{16\gamma S A \ln \frac{S A}{\delta} + \ln S A}{m} + \varepsilon + \varepsilon_{\text{opt}}. \right) \]

The proof is finished by a calculation similar to that done at the end of the proof of Theorem 7. \( \square \)