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Modal inclusion logic is the extension of basic modal logic with inclusion atoms, and its semantics is defined on Kripke models with teams. A team of a Kripke model is just a subset of its domain. In this paper we give a complete characterisation for the expressive power of modal inclusion logic: a class of Kripke models with teams is definable in modal inclusion logic if and only if it is closed under $k$-bisimulation for some integer $k$, it is closed under unions, and it has the empty team property. We also prove that the same expressive power can be obtained by adding a single unary nonemptiness operator to modal logic. Furthermore, we establish an exponential lower bound for the size of the translation from modal inclusion logic to modal logic with the nonemptiness operator.

1 Introduction

Modal inclusion logic, $\mathcal{MINC}$, is the extension of basic modal logic $\mathcal{ML}$ by inclusion atoms of the form

$$\theta := \varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n,$$

where $\varphi_1 \ldots \varphi_n, \psi_1 \ldots \psi_n$ are $\mathcal{ML}$-formulas. The intended meaning of the atom $\theta$ is that, in a given model, any combination of truth values that the tuple $\varphi_1 \ldots \varphi_n$ gets, is also realized by the tuple $\psi_1 \ldots \psi_n$.

Note that this idea becomes trivial if the notion of model is as in regular Kripke semantics: the atom $\theta$ is true in an element $w$ of a Kripke model $K$ just in case $K,w \models \varphi_i \leftrightarrow \psi_i$ for each $i$. In order to get a more meaningful semantics we need to consider sets of elements of Kripke models instead of a single element. Thus, the semantics of $\mathcal{MINC}$ is defined on pairs $(K,T)$, where $K$ is a Kripke model and $T$ is a team of $K$, i.e., $T$ is a subset of the domain of $K$. The inclusion atom $\theta$ is defined to be true in a team $T$ of a Kripke model $K$ if and only if for every $w \in T$ there is $v \in T$ such that, for all $1 \leq i \leq n$,

$$K,w \models \varphi_i \iff K,v \models \psi_i.$$
Closure logic by a new unary operator. The semantics of this and only if it is downwards closed, and closed under team 
if and only if it is definable in \( \mathcal{ML}(\bigotimes) \), which allows arbitrary modal formulas in place of the proposition symbols \( p_1, \ldots, p_n, q \) in dependence atoms. Furthermore, it was shown in \cite{7} that, in terms of expressive power, \( \mathcal{EMDL} \) is a sublogic of \( \mathcal{ML}(\bigotimes) \), the extension of modal logic with intuitionistic disjunction \( \bigotimes \).

In \cite{8}, Hella et al. proved that the converse is also true, and hence \( \mathcal{EMDL} \) and \( \mathcal{ML}(\bigotimes) \) have equal expressive power. Moreover, they gave a complete characterisation for the expressive power of these two logics: a class of pairs \( (K, T) \), where \( K \) is a Kripke model and \( T \) is a team of \( K \), is definable in \( \mathcal{EMDL} \) if and only if it is downwards closed, and closed under team \( k \)-bisimulation for some \( k \). Here downwards closure is the following property:

- for all formulas \( \varphi \), if \( K, T \models \varphi \) and \( S \subseteq T \), then \( K, S \models \varphi \).

Team \( k \)-bisimulation is defined by a straightforward lifting of the usual \( k \)-bisimulation relation to the setting of team semantics:

- \( T \) and \( T' \) are team \( k \)-bisimilar if and only if every element of \( T \) is \( k \)-bisimilar with some element of \( T' \), and vice versa.

In addition to these results, \cite{8} proved an exponential lower bound for the size of translation from \( \mathcal{EMDL} \) to \( \mathcal{ML}(\bigotimes) \) by showing that any formula \( \mathcal{ML}(\bigotimes) \) which defines the dependence atom \( =((p_1, \ldots, p_n, q) \) contains at least \( 2^n \) occurrences of the intuitionistic disjunction \( \bigotimes \).

In this paper we will analyse the expressive power of modal inclusion logic using a similar approach as was used in \cite{8} for extended modal dependence logic. As explained above, \( \mathcal{EMDL} \) is characterised by two closure properties: downwards closure, and closure under team \( k \)-bisimulation (for some \( k \)). We first show that closure under \( k \)-bisimulation holds for all \( MINC \)-definable classes, as well. However, it is easy to see that downwards closure fails in the case of \( MINC \). On the other hand, as pointed out by Galliani \cite{5}, first-order inclusion logic is closed under unions and has the empty team property. We show that these properties also hold for \( MINC \). Closure under unions is the following property:

- for all formulas \( \varphi \), if \( K, T_i \models \varphi \) for all \( i \in I \), then \( K, \bigcup_{i \in I} T_i \models \varphi \).

The empty team property is the requirement that \( K, \emptyset \models \varphi \) for all Kripke models \( K \) and formulas \( \varphi \).

Thus, we have identified three natural closure properties of \( MINC \). In our first main result we prove that \( MINC \) is expressively complete with respect to these closure properties: any class of pairs \( (K, T) \) is closed under team \( k \)-bisimulation for some \( k \), closed under unions, and has the empty team property, if and only if it is definable in \( MINC \).

As our second main result, we prove that \( MINC \) is equivalent with an extension \( \mathcal{ML}(\bigvee) \) of modal logic by a new unary operator. The semantics of this nonemptiness operator \( \bigvee \) is given by the clause:

\[
K, T \models \bigvee \varphi \iff T = \emptyset \text{ or } K, S \models \varphi \text{ for some nonempty } S \subseteq T.
\]
We show that closure under $k$-bisimulation, closure under unions, and the empty team property hold for $\mathcal{ML}(\forall)$. Furthermore, we show that inclusion atoms can be replaced by the use of the nonemptiness operator $\exists$ in the proof of definability of classes that have all the three closure properties. Consequently, the expressive power of $\mathcal{ML}(\forall)$ satisfies the same characterisation as that of $\mathcal{MLC}$.

Since $\mathcal{MLC}$ and $\mathcal{ML}(\forall)$ have equal expressive power, every formula of the former can be translated to an equivalent formula of the latter (and vice versa). In our third main result, we prove an exponential lower bound for this translation. More precisely, we show that any formula of $\mathcal{ML}(\forall)$ that defines the inclusion atom $p_1 \ldots p_n \subseteq q_1 \ldots q_n$ contains at least $2^n$ occurrences of the operator $\forall$.

Altogether, our results show that the relationship between the logics $\mathcal{MLC}$ and $\mathcal{ML}(\forall)$ is completely analogous to that between $\mathcal{EMDL}$ and $\mathcal{ML}(\otimes)$. However, the method of proof in the exponential lower bound result is quite different in the two cases: in the case of $\mathcal{EMDL}$ and $\mathcal{ML}(\otimes)$, the proof in [8] makes use of a semantic invariant $\text{Dim}(\varphi)$ (upper dimension of $\varphi$) of formulas, while in the case of $\mathcal{MLC}$ and $\mathcal{ML}(\forall)$ the proof is obtained by analysing the semantic games of $\mathcal{ML}(\forall)$-formulas.

2 Basic definitions and preliminaries

In this section, we define the syntax and team semantics of modal logic. Then we consider Hintikka-formulas and $k$-bisimulation, which are important tools in analysing the expressive power of modal inclusion logic. Finally, we take a look on the basic closure properties of modal logic with team semantics.

2.1 Syntax and team semantics

Basic modal logic is defined as propositional logic with additional unary modal operators. These modal operators are $\Diamond$, called diamond, and $\square$, called box. Box is the dual operator of diamond and its semantics is defined to correspond to $\neg \Diamond \neg \varphi$. Diamond can be interpreted in such a way that $\Diamond \varphi$ means ‘it is possibly the case that $\varphi$’. Then $\square \varphi$ means ‘it is not possible that not $\varphi$’ and therefore ‘necessarily $\varphi$’.

It will be useful to assume that all formulas in modal logic are in negation normal form. This means that the negation operator is only applied to proposition symbols. Thus we follow [8] by defining the syntax of basic modal logic $\mathcal{ML}$ as follows:

**Definition 2.1.** Let $\Phi$ be a set of proposition symbols. The set of formulas of $\mathcal{ML}(\Phi)$ is generated by the following grammar

$$\varphi := p \mid \neg p \mid (\varphi \land \varphi) \mid (\varphi \lor \varphi) \mid \Diamond \varphi \mid \Box \varphi,$$

where $p \in \Phi$.

A Kripke model $K$ is a triple $(W, R, V)$, where $W$ is a set, and $R$ is a binary relation on $W$. Elements of $W$ are called nodes or states, and $R \subseteq W \times W$ is known as the accessibility relation. The third component $V : \Phi \rightarrow \mathcal{P}(W)$ is called the valuation.

**Definition 2.2.** Let $K = (W, R, V)$ be a Kripke model.

i) Any subset $T$ of $W$ is called a team of $K$.

ii) For any $T \subseteq W$ we denote the image of $T$ as $R[T] = \{v \in W \mid \exists w \in T : wRv\}$ and the preimage as $R^{-1}[T] = \{w \in W \mid \exists v \in T : wRv\}$.

iii) For teams $T, S \subseteq W$ we write $T[R]S$ if $S \subseteq R[T]$ and $T \subseteq R^{-1}[S]$.

Thus, $T[R]S$ holds if and only if for every $v \in S$ there exist a $w \in T$ such that $wRv$ and for every $w \in T$ there exist a $v \in S$ such that $wRv$. In the case of a singleton team $\{w\}$ we write $R[w]$ and $R^{-1}[w]$ instead of $R[\{w\}]$ and $R^{-1}[\{w\}]$. 

Instead of defining the satisfaction relation with respect to single nodes of the Kripke model, as in regular Kripke semantics (see e.g. [1]), here it is defined with respect to teams.

**Definition 2.3.** The team semantics for $\mathcal{ML}$ is due to [17] and defined as follows:

\[
\begin{align*}
K, T \models p & \iff T \subseteq V(p) \\
K, T \models \neg p & \iff T \cap V(p) = \emptyset \\
K, T \models \varphi \land \psi & \iff K, T \models \varphi \text{ and } K, T \models \psi \\
K, T \models \varphi \lor \psi & \iff K, T_1 \models \varphi \text{ and } K, T_2 \models \psi \\
& \quad \text{for some } T_1, T_2 \text{ such that } T_1 \cup T_2 = T. \\
K, T \models \Diamond \varphi & \iff K, S \models \varphi \text{ for some } S \text{ such that } T[R]S. \\
K, T \models \Box \varphi & \iff K, S \models \varphi \text{ where } S = R[T].
\end{align*}
\]

**Remark 2.4.** The semantics given in Definition 2.3 is so-called lax semantics for $\mathcal{ML}$. There is alternative strict semantics with different truth conditions for disjunction and diamond, see [7]. However, with strict semantics $\mathcal{ML}$ does not have the crucial property of being closed under unions.

For singleton teams $T = \{w\}$, $K, T \models \varphi$ is equivalent to $K, w \models \varphi$ in the regular Kripke semantics. Therefore, we can write $K, w \models \varphi$ instead of $K, \{w\} \models \varphi$ without ambiguity.

A team satisfies a formula of $\mathcal{ML}$ if and only of each node in the team satisfies the formula. This is called the flatness property. The flatness property does not hold in the extensions of modal logic which we will study in the following sections.

**Proposition 2.5.** ([8], Proposition 2.5.) Let $K$ be a Kripke model, $T$ a team of $K$, and $\varphi$ an $\mathcal{ML}(\Phi)$-formula. Then

\[
K, T \models \varphi \iff K, w \models \varphi \text{ for every } w \in T.
\]

### 2.2 Bisimulation and Hintikka-formulas

An important concept while dealing with modal logics is bisimulation. Following [11] a bisimulation is a relation between two models in which related states satisfy the same proposition symbols and have matching accessibility possibilities. Here we use the notion of $k$-bisimulation between pointed Kripke models $(K, w)$ and $(K', w')$ where accessibility possibilities for $w$ and $w'$ match up to a certain degree $k$.

**Definition 2.6.** Let $K$ and $K'$ be Kripke models and let $w$ and $w'$ be states of $K$ and $K'$. The $k$-bisimulation relation between $(K, w)$ and $(K', w')$, denoted as $K, w \models_k K', w'$, is defined recursively as follows:

i) $K, w \models_0 K', w'$ if and only if the equivalence $K, w \models p \iff K', w' \models p$ holds for all $p \in \Phi$.

ii) $K, w \models_{k+1} K', w'$ if and only if $K, w \models_k K', w'$ and

- for every state $v$ of $K$ with $w R v$ there is a state $v'$ of $K'$ with $v R' v'$ such that $K, v \models_k K', v'$
- for every state $v'$ of $K'$ with $w R' v'$ there is a state $v$ of $K$ with $w R v$ such that $K, v \models_k K', v'$.

We write $K, w \not\models_k K', w'$ if $(K, w)$ and $(K', w')$ are not $k$-bisimilar.

**Definition 2.7.** The modal depth $\text{md}(\varphi)$ of a formula of $\mathcal{ML}(\Phi)$ is defined in in the following way:

\[
\text{md}(p) = \text{md}(\neg p) = 0 \text{ for } p \in \Phi,
\]

\[
\text{md}(\varphi \land \psi) = \text{md}(\varphi \lor \psi) = \max\{\text{md}(\varphi), \text{md}(\psi)\},
\]

\[
\text{md}(\Diamond \varphi) = \text{md}(\Box \varphi) = \text{md}(\varphi) + 1.
\]
If two pointed \( \Phi \)-models \((K, w)\) and \((K', w')\) agree on all modal formulas of modal depth at most \( k \) we call them \( k \)-equivalent.

**Definition 2.8.** We say that \((K, w)\) and \((K', w')\) are \( k \)-equivalent, \( K, w \equiv_k K', w' \), if for every \( \varphi \in \mathcal{ML}(\Phi) \) with \( \text{md}(\varphi) \leq k \)

\[
K, w \models \varphi \iff K', w' \models \varphi.
\]

We will also make use of the fact that for every pointed \( \Phi \)-model \((K, w)\) and every \( k \in \mathbb{N} \) there is a formula that characterises \((K, w)\) completely up to \( k \)-equivalence. These Hintikka-formulas, which are also called characteristic formulas, are defined as in [6].

**Definition 2.9.** Assume that \( \Phi \) is a finite set of proposition symbols. Let \( k \in \mathbb{N} \) and \((K, w)\) be a pointed \( \Phi \)-model. The \( k \)-th Hintikka-formula \( \chi_{K,w}^k \) of \((K, w)\) is defined recursively as follows:

- \( \chi_{K,w}^0 := \bigwedge \{ p \mid p \in \Phi, w \in V(p) \} \land \{ \neg p \mid p \in \Phi, w \notin V(p) \} \)
- \( \chi_{K,w}^{k+1} := \chi_{K,w}^k \land \bigwedge_{v \in R[w]} \bigotimes \chi_{K,v}^k \land \bigvee_{v \in R[w]} \chi_{K,v}^k \)

Note that since \( \Phi \) is finite, there are only finitely many different Hintikka-formulas \( \chi_{K,w}^k \) for each \( k \in \mathbb{N} \). It is easy to see that \( \text{md}(\chi_{K,w}^k) = k \), and \( K, w \equiv_k \chi_{K,w}^k \) for every pointed \( \Phi \)-model \((K, w)\). Moreover, the Hintikka-formula \( \chi_{K,w}^k \) captures the essence of \( k \)-bisimulation:

**Proposition 2.10.** ([6], Theorem 32) Let \( \Phi \) be a finite set of proposition symbols, \( k \in \mathbb{N} \), and \((K, w)\) and \((K', w')\) pointed \( \Phi \)-models. Then the following holds:

\[
K, w \equiv_k K', w' \iff K, w \equiv_k \chi_{K,w}^k \iff K', w' \equiv_k \chi_{K,w}^k.
\]

The expressive power of basic modal logic can be characterised via bisimulation. A proof of this well-known result of van Benthem can for instance be found in [1].

**Theorem 2.11.** A class \( \mathcal{K} \) of pointed Kripke models \((K, w)\) is definable by a formula of modal logic if and only if \( \mathcal{K} \) is closed under \( k \)-bisimulation for some \( k \in \mathbb{N} \).

Next we define team \( k \)-bisimulation, the canonical adaption of \( k \)-bisimulation to team semantics. A \( \Phi \)-model with a team is a pair \((K, T)\), where \( K \) is a Kripke model over \( \Phi \) and \( T \) is a team of \( K \). We denote by \( \mathcal{KT}(\Phi) \) the class of all \( \Phi \)-models with teams.

**Definition 2.12.** ([8], Definition 3.1) Let \((K, T), (K', T') \in \mathcal{KT}(\Phi) \) and \( k \in \mathbb{N} \). We say that \((K, T)\) and \((K', T')\) are team \( k \)-bisimilar and denote \( K, T \models \equiv_k K', T' \) if the following domain and range totality conditions hold:

- \((D_k)\) for every \( w \in T \) there exists some \( w' \in T' \) such that \( K, w \equiv_k K', w' \)
- \((R_k)\) for every \( w' \in T' \) there exists some \( w \in T \) such that \( K, w \equiv_k K', w' \)

We write \( K, T [\models \equiv_k] K', T' \) if \((K, T)\) and \((K', T')\) are not \( k \)-bisimilar. We say that a class \( \mathcal{K} \) is closed under team \( k \)-bisimulation if \((K, T) \in \mathcal{K} \) and \( K, T [\models \equiv_k] K', T' \) imply that \((K', T') \in \mathcal{K} \).

**Lemma 2.13.** ([8], Lemma 3.2) Let \((K, T), (K', T') \in \mathcal{KT}(\Phi) \) and \( k \in \mathbb{N} \). If \( K, T [\models \equiv_k] K', T' \), then \( K, T [\models \equiv_n] K', T' \) for all \( n \leq k \).

This is easy to prove by using the definition of \( k \)-bisimulation. The following lemma is also a straightforward consequence of the definition of team \( k \)-bisimulation.

**Lemma 2.14.** ([8], Lemma 3.3) Let \( k \in \mathbb{N} \) and assume that \((K, T), (K', T') \in \mathcal{KT}(\Phi) \) are such that \( K, T [\models \equiv_{k+1}] K', T' \). Then

- \( i) \) for every \( S \) such that \( T[R]S \) there is an \( S' \) such that \( T'[R']S' \) and \( K, S [\models \equiv_k] K', S' \);
- \( ii) \) for every \( S \) such that \( T[R]S \) there is an \( S' \) such that \( T[R]S \) and \( K, S [\models \equiv_k] K', S' \);
- \( iii) \) \( K, S [\models \equiv_k] K', S' \) for \( S = R[T] \) and \( S' = R'[T'] \);
- \( iv) \) for all \( T_1, T_2 \subseteq T \) such that \( T = T_1 \cup T_2 \) there are \( T'_1, T'_2 \subseteq T' \) such that \( T' = T'_1 \cup T'_2 \), and \( K, T_1 [\models \equiv_{k+1}] K', T'_1 \) for \( i \in \{1, 2\} \).
2.3 Closure properties of logics

Let \( \mathcal{L} \) be a modal logic with team semantics which is an extension of \( \mathcal{ML} \). Each formula \( \varphi \in \mathcal{L}(\Phi) \) defines a class of \( \Phi \)-models with teams

\[
\|\varphi\| := \{(K,T) \in \mathcal{T}(\Phi) | K,T \models \varphi\},
\]

containing all models with teams satisfying \( \varphi \). Similarly, given a Kripke model \( K = (W,R,V) \) over \( \Phi \), each formula \( \varphi \in \mathcal{L}(\Phi) \) defines a set of teams of \( K \)

\[
\|\varphi\|^K := \{T \subseteq W | K,T \models \varphi\}.
\]

We say that \( \mathcal{L} \) is downwards closed, if for all \( \varphi \in \mathcal{L} \) it holds that \( T \in \|\varphi\|^K \) and \( S \subseteq T \) imply \( S \in \|\varphi\|^K \). Thus, if a team \( T \) satisfies a formula \( \varphi \) every subteam \( S \) of \( T \) satisfies this formula as well. Furthermore, \( \mathcal{L} \) is closed under unions, if for all \( \varphi \in \mathcal{L} \) it holds that if \( T_i, i \in I \), is a collection of teams of \( K \) such that \( K,T_i \models \varphi \) for all \( i \in I \), then \( K, \bigcup_{i \in I} T_i \models \varphi \). Finally, we say that \( \mathcal{L} \) has the empty team property, if \( 0 \in \|\varphi\|^K \) for all \( \varphi \in \mathcal{L} \) and all Kripke models \( K \).

It is easy to show that basic modal logic has all these closure properties.

**Proposition 2.15.** \( \mathcal{ML} \) has the following closure properties:

(a) ([17], Lemma 4.2) \( \mathcal{ML} \) is downwards closed.

(b) \( \mathcal{ML} \) is closed under unions.

(c) \( \mathcal{ML} \) has the empty team property.

The proof of (b) is similar to the proof for (first-order) inclusion logic by Galliani in [5]. The proof of (c) is by straightforward induction on formulas of \( \mathcal{ML} \).

3 Modal logic with inclusion atoms

In this section we introduce modal logic with inclusion atoms, \( \mathcal{MINC} \), and give a characterisation for its expressive power in terms of \( k \)-bisimulation, closure under unions and empty team property.

**Definition 3.1.** Let \( \Phi \) be as set of proposition symbols. The syntax of \( \mathcal{MINC}(\Phi) \) is obtained by the following grammar

\[
\varphi ::= p | \neg p | (\varphi \land \varphi) | (\varphi \lor \varphi) | \Diamond \varphi | \Box \varphi | \varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n,
\]

where \( p \in \Phi \) and \( \varphi_i, \psi_i \in \mathcal{ML} \) for \( 1 \leq i \leq n \).

Note that by this definition, no nesting of inclusion atoms is allowed.

**Definition 3.2.** The semantics for \( \mathcal{MINC} \) is given by the semantics for \( \mathcal{ML} \) and the additional clause:

\[
K,T \models \varphi_1 \ldots \varphi_k \subseteq \psi_1 \ldots \psi_k \iff \forall w \in T \exists v \in T : \bigwedge_{i=1}^n (K,w \models \varphi_i \iff K,v \models \psi_i).
\]

We follow the convention of [8] by calling formulas of the form \( \varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n \) inclusion *atoms*, even though they contain formulas instead of just proposition symbols. If only proposition symbols in inclusion atoms were allowed, the expressive power of the logic would be restricted. Indeed, purely propositional inclusion atoms are not sufficient as the following example shows.
Example 3.3. Let $\Phi = \{p\}$ and let $K$ be a Kripke model where $W = \{w, v\}$, $R = \emptyset$ and $V(p) = \{v\}$. The inclusion atom $\varphi = p \subseteq \neg p$ is not definable in terms of purely propositional inclusion atoms. As $\Phi$ consists only of one proposition symbol all propositional inclusion atoms are of the form $p \ldots p \subseteq p \ldots p$, and they are trivially true in all teams of $K$. Thus, they can be replaced by $p \lor \neg p$. On the other hand consider the team $T = \{w, v\}$. It holds that $K, w \not\models p$ and $K, v \models p$. Thus, this team satisfies $\varphi$, but none of its singleton subsets $\{w\}, \{v\}$ satisfies $\varphi$. So $\|\varphi\|^K$ is not downwards closed and therefore $\varphi$ is not definable by any formula of modal logic with purely propositional inclusion atoms.

We will need the definition of modal depth in modal logic with inclusion atoms.

Definition 3.4. The modal depth $\text{md}(\theta)$ of a formula of $\mathcal{MILC}$ is defined by adding the case

$$
\text{md}(\varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n) = \max\{\text{md}(\varphi_1), \ldots, \text{md}(\varphi_n), \text{md}(\psi_1), \ldots, \text{md}(\psi_n)\}
$$

to Definition 2.7.

We prove now that each formula of modal inclusion logic is closed under $k$-bisimulation for some $k$.

Proposition 3.5. Let $\Phi$ be a set of proposition symbols and let $\mathcal{K} \subseteq \mathcal{IF}(\Phi)$. If $\mathcal{K}$ is definable in $\mathcal{MILC}$, then there exists a $k \in \mathbb{N}$ such that $\mathcal{K}$ is closed under $k$-bisimulation.

Proof. Assume that $\varphi \in \mathcal{MILC}$. We prove by induction on $\varphi$ that the class $\|\varphi\|$ is closed under $k$-bisimulation, where $k = \text{md}(\varphi)$.

- Let $\varphi = p \in \Phi$ and assume that $K, T \models \varphi$ and $K, T \models |\models_k|K', T'$ for $k = 0$. Then $K, w \models p$ for all $w \in T$, and for each $w' \in T'$ there is $w \in T$ such that $K, w \models_0 K', w'$. Thus, for all $w' \in T'$, $K', w' \models p$, whence $K', T' \models \varphi$.

- The case $\varphi = \neg p$ is similar to the previous one.

- Let $\varphi = \psi \lor \theta$, and assume $K, T \models \varphi$ and $K, T \models |\models_k|K', T'$, where $k = \text{md}(\varphi) = \max\{\text{md}(\psi), \text{md}(\theta)\}$. Then there are $T_1, T_2 \subseteq T$ such that $T = T_1 \cup T_2$, $K, T_1 \models \psi$ and $K, T_2 \models \theta$. By Lemma 2.14(iv) there are subteams $T'_1, T'_2 \subseteq T'$ such that $T' = T'_1 \cup T'_2$ and $K, T'_i \models |\models_k|K', T'_i$ for $i \in \{1, 2\}$, whence $K, T_1 \models |\models_n|K', T'_1$ and $K, T_2 \models |\models_n|K', T'_2$, where $m = \text{md}(\psi)$ and $n = \text{md}(\theta)$. By induction hypothesis, $K', T'_1 \models \psi$ and $K, T'_2 \models \theta$. Thus, $K', T' \models \varphi$.

- Let $\varphi = \psi \land \theta$, and assume $K, T \models \varphi$ and $K, T \models |\models_k|K', T'$, where $k = \text{md}(\varphi) = \max\{\text{md}(\psi), \text{md}(\theta)\}$. Then $K, T \models \psi$ and $K, T \models \theta$. By Lemma 2.13 it holds that $K, T \models |\models_n|K', T'$ and $K, T \models |\models_n|K', T'$, where $m = \text{md}(\psi)$ and $n = \text{md}(\theta)$. Thus, by induction hypothesis $K', T' \models \psi$ and $K', T' \models \theta$. Hence, $K', T' \models \varphi$.

- Let $\varphi = \varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n$ and assume that $K, T \models \varphi$ which means that for each $w \in T$ there exist $v \in T$ such that $\bigwedge_{i=1}^n (K, w \models \varphi_i \iff K, v \models \psi_i)$. Let $K, T \models |\models_k|K', T'$ where $k = \text{md}(\varphi)$. Then for every $w' \in T'$ there exists $w \in T$ such that $K, w \models_k K', w'$ and for every $w \in T$ there exists $w' \in T'$ such that $K, w \models_k K', w'$. By Proposition 2.10 it follows that for every $w' \in T'$ there exists $w \in T$ such that $K', w' \models \varphi_i \iff K, w \models \varphi_i$ for each $1 \leq i \leq n$, since $\text{md}(\varphi_i) \leq k$. By assumption for each of these $w \in T$ there exists a $v \in T'$ such that $K, w \models \varphi_i \iff K, v \models \psi_i$. Again by the definition of $k$-bisimulation for each $v \in T$ there exists a $v' \in T'$ such that $K', v' \models \psi_i \iff K, v \models \psi_i$ for each of the given $\psi_i$. Therefore, for each $w' \in T'$ we find a $v' \in T'$ such that $K', w' \models \varphi_i \iff K, v' \models \psi_i$ for all $i \in I$ and thus $K', T' \models \varphi$.

- Let $\varphi = \Diamond \psi$, and assume that $K, T \models \varphi$ and $K, T \models |\models_k|K', T'$, where $k = \text{md}(\varphi) = \text{md}(\psi) + 1$. Then there is a team $S$ of $K$ such that $T[R]S$ and $K, S \models \psi$. By Lemma 2.14(i), there is a team $S'$ such that $T'[R']S'$ and $K, S[|\models_{k-1}|]K', S'$. By induction hypothesis $K', S' \models \psi$, and consequently $K', T' \models \varphi$. 

- Let \( \varphi = \Box \psi \), and assume that \( K, T \models \varphi \) and \( K, T[R[t \leftarrow k]K', T'] \), where \( k = \text{md}(\varphi) = \text{md}(\psi) + 1 \). Then
\( K, R[T] \models \psi \) and by Lemma 2.14 (iii), \( K, R[T] [\leftarrow_{k-1}] K', R'[T'] \). Thus, by induction hypothesis
\( K', R'[T'] \models \psi \) and consequently \( K', T' \models \varphi \).

By Proposition 2.15(b), modal logic is closed under unions. This is proved by structural induction on \( \varphi \in \mathcal{MLC} \). We will add the case of the inclusion atoms to this proof.

**Proposition 3.6.** \( \mathcal{MINC} \) is closed under unions.

**Proof.** The proof is by induction on \( \varphi \in \mathcal{MINC} \). The steps for literals, connectives, diamond and box are as in the case of \( \mathcal{ML} \). Let \( \varphi := \varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n \). Assume \( K, T \models \varphi \) for all \( i \in I \). Then for all \( w \in T_i \) there exists \( v \in T_i \) such that \( \wedge_{i=1}^{n} (K, w \models \varphi_i \iff K, v \models \psi_i) \). Therefore for all \( w \in \bigcup_{i \in I} T_i \) there exists \( v \in \bigcup_{i \in I} T_i \) such that \( \wedge_{i=1}^{n} (K, w \models \varphi_i \iff K, v \models \psi_i) \). Thus, \( K, \bigcup_{i \in I} T_i \models \varphi \).

It is also straightforward to prove by induction that \( K, \emptyset \models \varphi \) for every formula \( \varphi \) of modal inclusion logic:

**Proposition 3.7.** \( \mathcal{MINC} \) has the empty team property.

**Proof.** By Proposition 2.15(c) \( \mathcal{ML} \) has the empty team property. The proof is done by structural induction on \( \varphi \). We add the case of \( \varphi \) being an inclusion atom.

Let \( \varphi = \varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n \). Then \( K, T \models \varphi \) if and only if for all \( w \in T \) there exists \( v \in T \) such that \( \wedge_{i=1}^{n} (K, w \models \varphi_i \iff K, v \models \psi_i) \). By induction hypothesis \( K, \emptyset \models \varphi_i \) and \( K, \emptyset \models \psi_i \) for \( 1 \leq i \leq n \). Thus, \( K, \emptyset \models \varphi \).

By Propositions 3.5, 3.6 and 3.7, every \( \mathcal{MINC} \)-definable class is closed under team \( k \)-bisimulation for some \( k \), closed under unions, and has the empty team property. Our aim is to prove that the converse is also true: if a class has these three closure properties, then it is definable in \( \mathcal{MINC} \). We start by showing that the range totality condition \( (R_k) \) in the definition of team \( k \)-bisimilarity can be described by a formula of \( \mathcal{ML} \).

**Lemma 3.8.** Let \( \Phi \) be a finite set of proposition symbols and \( k \in \mathbb{N} \). For any pair \( (K, T) \in \mathcal{HT}(\Phi) \) there exists a formula \( \eta_k^{k, T} \in \mathcal{ML}(\Phi) \) such that
\[ K', T' \models \eta_k^{k, T} \iff \forall w' \in T' \exists w \in T : K, w \models_k K', w'. \]

**Proof.** If \( T = \emptyset \), then the right-hand side of the equivalence holds if and only if \( T' = \emptyset \). Thus, in this case we can simply set \( \eta_k^{k, T} = p \land \neg p \), where \( p \in \Phi \). Else we let \( \eta_k^{k, T} \) to be the formula
\[ \bigvee_{w \in T} \chi_{k, w}^k, \]
where \( \chi_{k, w}^k \) is the \( k \)-th Hintikka-formula of the pair \((K, w)\). Note that since \( \Phi \) is finite, there are only finitely many different Hintikka-formulas \( \chi_{k, w}^k \). Thus, the disjunction \( \bigvee_{w \in T} \) is essentially finite, whence \( \eta_k^{k, T} \in \mathcal{ML} \).

Assume that for every \( w' \in T' \) there exists \( w \in T \) such that \( K, w \models_k K', w' \). Thus, by Proposition 2.10 for every \( w' \in T' \) there exists \( w \in T \) such that \( K', w' \models \chi_{k, w}^k \). Let \( T'_w = \{ w' \in T' \mid K', w' \models \chi_{k, w}^k \} \) for each \( w \in T \). Then \( T' = \bigcup_{w \in T} T'_w \), and by Proposition 2.5 \( K', T'_w \models \chi_{k, w}^k \). It follows that \( K', T' \models \bigvee_{w \in T} \chi_{k, w}^k \).

For the other direction assume that \( K', T' \models \eta_k^{k, T} \). Thus, there exist \( T'_w \subseteq T' \), \( w \in T \), such that \( T' = \bigcup_{w \in T} T'_w \) and \( K', T'_w \models \chi_{k, w}^k \). It follows now from Proposition 2.5 and Proposition 2.10 that for all \( w' \in T' \) there exists \( w \in T \) such that \( K, w \models_k K', w' \).
Next we show that, by using inclusion atoms, Lemma 3.8 can be extended to cover also the domain totality condition (D1) of team $k$-bisimulation (except for the case $T' = \emptyset$).

**Lemma 3.9.** Let $\Phi$ be a finite set of proposition symbols and $k \in \mathbb{N}$. For any pair $(K, T) \in \mathcal{H} \mathcal{F} (\Phi)$ there exists a formula $\psi_{K, T}^k \in \mathcal{MINC} (\Phi)$ such that $K', T' \models \psi_{K, T}^k$ if and only if $K, T \models [\subset_k] K', T'$ or $T' = \emptyset$.

**Proof.** If $T$ is the empty team, then $K, T \models [\subset_k] K', T'$ holds if and only if $T'$ is empty, as well. Thus, in this case we can simply set $\eta_{K, T}^k = p \land \lnot p$, where $p \in \Phi$. Else we let $\psi_{K, T}^k$ to be the formula

$$\eta_{K, T}^k \land \bigwedge_{u \in T} (\chi_{K, u}^k \subseteq \chi_{K, v}^k),$$

where $\eta_{K, T}^k$ is as in Lemma 3.8. The conjunction $\bigwedge_{u \in T}$ is finite by the same argument as in the proof of Lemma 3.8 whenever $\psi_{K, T}^k \in \mathcal{MINC}$. Assume first that $K', T' \models \psi_{K, T}^k$, but $T' \neq \emptyset$. To prove that $K, T \models [\subset_k] K', T'$ it suffices to show that for every $w \in T$ there exists $w' \in T'$ such that $K, w \equiv_k K', w'$, since the converse holds by Lemma 3.8. Furthermore, since $K', T' \models [\subset_k] K', T'$, there exists $v' \in T'$ such that $K', v' \models \chi_{K, v'}^k$. It follows now from Proposition 2.10 that $K, v \equiv_k K', v'$. For the other direction assume that $K, T \models \psi_{K, T}^k$ by the empty team property, so we may assume that $K, T \models [\subset_k] K', T'$. Then for every $w' \in T'$ there exists $w \in T$ such that $K, w \equiv_k K', w'$, and hence by Lemma 3.8 $K', T' \models \eta_{K, T}^k$.

We still need to prove that each inclusion atom $\chi_{K, u}^k \subseteq \chi_{K, v}^k$, $u, v \in T$, is satisfied by the pair $(K', T')$. Note that we may assume that $\chi_{K, u}^k$ and $\chi_{K, v}^k$ are mutually exclusive, since otherwise $\chi_{K, u}^k = \chi_{K, v}^k$ which means that $\chi_{K, u}^k \subseteq \chi_{K, v}^k$ is valid. Since $K, T \models [\subset_k] K', T'$, there exist $u', v' \in T'$ such that $K, u \equiv_k K', u'$ and $K, v \equiv_k K', v'$, and hence by Proposition 2.10 $K', u' \models \chi_{K, u}^k$ and $K', v' \models \chi_{K, v}^k$. Since $\chi_{K, u}^k$ and $\chi_{K, v}^k$ are mutually exclusive, it follows that $K', u' \not\models \chi_{K, v}^k$. Thus, for every $w' \in T'$ either $K', w' \models \chi_{K, u}^k \iff K', u' \models \chi_{K, u}^k$ or $K', w' \not\models \chi_{K, u}^k \iff K', v' \models \chi_{K, v}^k$, and hence $K', T' \models \chi_{K, u}^k \subseteq \chi_{K, v}^k$. We are finally ready to give the promised characterisation for the expressive power of $\mathcal{MINC}$.

**Theorem 3.10.** Let $\Phi$ be a finite set of proposition symbols and let $\mathcal{H} \subseteq \mathcal{H} \mathcal{F} (\Phi)$. The class $\mathcal{H}$ is definable in $\mathcal{MINC}$ if and only if it is closed under unions, closed under $k$-bisimulation for some $k \in \mathbb{N}$ and has the empty team property.

**Proof.** Assume first that $\mathcal{H}$ is definable in $\mathcal{MINC}$. Then by Proposition 3.5 $\mathcal{H}$ is closed under $k$-bisimulation for some $k \in \mathbb{N}$. By Proposition 3.6 it is closed under unions, and by Proposition 3.7 it has the empty team property.

For the other direction assume that $\mathcal{H}$ is closed under unions, closed under $k$-bisimulation for some $k \in \mathbb{N}$ and has the empty team property. Let $\varphi$ be the formula

$$\bigvee_{(K, T) \in \mathcal{H}} \psi_{K, T},$$

where $\psi_{K, T}$ is defined as in the proof of Lemma 3.9. We prove that $\varphi$ defines $\mathcal{H}$.

Assume first that $(K, T) \in \mathcal{H}$. By Lemma 3.9 it holds that $K, T \models \psi_{K, T}$ and consequently, $K, T \models \varphi$.

Assume for the other direction that $K', T' \models \varphi$. Then there are subsets $T_{K, T} \subseteq T'$, such that $K', T' \models \psi_{K, T}$ and $T' = \bigcup_{(K, T) \in \mathcal{H}} T_{K, T}$. By Lemma 3.9 it holds that either $K, T \models [\subset_k] K', T_{K, T}$ or $T_{K, T} = \emptyset$. As the class $\mathcal{H}$ is closed under $k$-bisimulation and has the empty team property, it follows that $(K', T_{K, T}) \in \mathcal{H}$. By closure under unions it follows that $(K', T') \in \mathcal{H}$. □
4 Modal logic with nonemptiness operator

In the proof of Lemma 3.9 inclusion atoms are used for expressing that for each \( w \in T \), the Hintikka-formula \( \mathcal{L}_{K,w}^k \) is satisfied in at least one node of the team \( T' \). In this section we show that the same can be achieved by adding a simple unary nonemptiness operator \( \lor \) to \( \mathcal{ML} \).

**Definition 4.1.** Let \( \Phi \) be as set of proposition symbols. The syntax of \( \mathcal{ML}(\lor)(\Phi) \) is obtained by the following grammar

\[
\varphi ::= p \mid \neg p \mid (\varphi \land \varphi) \mid (\varphi \lor \varphi) \mid \lozenge \varphi \mid \Box \varphi \mid \lor \varphi.
\]

The semantics of the nonemptiness operator \( \lor \) is defined as follows:

**Definition 4.2.** \( K, T \models \lor \varphi \) if and only if \( T = \emptyset \) or there exists \( S \subseteq T \) such that \( S \neq \emptyset \) and \( K, S \models \varphi \).

Next we will need the definition of modal depth in modal logic with nonempty disjunction.

**Definition 4.3.** The modal depth \( \text{md}(\theta) \) of a formula of \( \mathcal{ML}(\lor) \) is defined by adding the case of \( \lor \varphi \)

\[
\text{md}(\lor \varphi) = \text{md}(\varphi)
\]

to Definition 2.7.

Now we can show that \( \mathcal{ML}(\lor) \) is closed under \( k \)-bisimulation for some \( k \in \mathbb{N} \).

**Proposition 4.4.** Let \( \Phi \) be a set of proposition symbols and let \( \mathcal{X} \subseteq \mathcal{IF}(\Phi) \). If \( \mathcal{X} \) is definable in \( \mathcal{ML}(\lor) \), then there exists a \( k \in \mathbb{N} \) such that \( \mathcal{X} \) is closed under \( k \)-bisimulation.

**Proof.** Assume that \( \varphi \in \mathcal{ML}(\lor) \). In Proposition 3.5 it was shown by induction on \( \theta \) that the class \( \|\theta\| \) is closed under \( k \)-bisimulation for all \( \theta \in \mathcal{ML} \), where \( k = \text{md}(\theta) \). Since the cases for literals, conjunction, disjunction as well as diamond and box are the same, will just add the case of \( \varphi \) containing the nonemptiness operator.

Let \( \varphi = \lor \psi \) and let \( K, T \models \varphi \). Assume that \( T \neq \emptyset \), as otherwise the proof is trivial. Then there exists \( S \subseteq T \) such that \( S \neq \emptyset \) and \( K, S \models \psi \). Let \( K, T[\models_k] K', T' \) where \( k = \text{md}(\varphi) = \text{md}(\psi) \). Let \( S' = \{ w' \in T' \mid K, w \models_k K', w' \text{ for some } w \in S \} \). Then by the definition of \( k \)-bisimulation it holds that \( S' \) is a nonempty subsets of \( T' \). Additionally it holds that \( K, S[\models_k] K', S' \). Thus, by induction hypothesis it follows that \( K', S' \models \psi \). Therefore, \( K', T' \models \varphi \).

We can easily show that \( \mathcal{ML}(\lor) \) is closed under unions.

**Proposition 4.5.** \( \mathcal{ML}(\lor) \) is closed under unions.

**Proof.** By Proposition 2.15 (b) \( \mathcal{ML} \) is closed under unions. The proof is done by structural induction on \( \varphi \). We add the case of \( \varphi \) containing the nonemptiness operator.

Let \( \varphi = \lor \psi \). Assume \( K, T_i \models \varphi \) for all \( i \in I \). For each \( i \in I \) either \( T_i \) is the empty set or there exists \( S_i \subseteq T_i \) such that \( S_i \neq \emptyset \) and \( K, S_i \models \psi \). If all \( T_i \) are empty \( \bigcup_{i \in I} T_i \) is the empty set. Otherwise \( \bigcup_{i \in I} S_i \) is a nonempty subset of \( \bigcup_{i \in I} T_i \) satisfying \( \psi \). Thus, \( K, \bigcup_{i \in I} T_i \models \lor \psi \).

**Proposition 4.6.** \( \mathcal{ML}(\lor) \) has the empty team property.

**Proof.** By Proposition 2.15 (c) \( \mathcal{ML} \) has the empty team property. The proof is done by structural induction on \( \varphi \). We add the case of \( \varphi \) containing the nonemptiness operator.

Let \( \varphi = \lor \psi \). Then \( K, T \models \varphi \) if \( T = \emptyset \) by the definition of the nonemptiness operator.
Instead of the inclusion atom as in Lemma 3.9 we now use the nonemptiness operator to extend Lemma 3.8 to cover also the domain totality condition (D_k) of team k-bisimilarity (except for T' = ∅).

**Lemma 4.7.** Let Φ be a finite set of proposition symbols and k ∈ N. For any pair (K, T) ∈ ℱ(Φ) there exists a formula ζ_{K,T} ∈ ML(∨)(Φ) such that K', T' |= ζ_{K,T} if and only if K, T[∈k]K', T' or T' = ∅.

**Proof.** If T is the empty team, we let \( ζ_{K,T} = p \land \neg p \) for some \( p \in Φ \). Then K', T' |= ζ_{K,T}^k if and only if T' = ∅. Else we let ζ_{K,T} to be the formula

\[
η_{K,T}^k \land \bigwedge_{w \in T} \forall^k χ_{K,w}^k,
\]

where \( η_{K,T}^k \) is as in Lemma 3.8 and \( χ_{K,w}^k \) is the k-th Hintikka-formula of the pair (K, w).

Assume first that K', T' |= ζ_{K,T}, but T' ≠ ∅. As K', T' |= \( \bigwedge_{w' \in T'} \forall^k χ_{K,w'}^k \) it holds that for all w \in T there exists a nonempty subset T'_w \subseteq T' such that K', T'_w |= χ_{K,w}^k. By Proposition 2.5 for all w' ∈ T'_w it holds that K', w' |= χ_{K,w}^k. It follows that by Proposition 2.10 for all w ∈ T there exists w' ∈ T' such that K, w[∈k] K', w'. From Lemma 3.8 it follows that for all w' ∈ T' there exists a w ∈ T such that K, w[∈k] K', w'. Therefore, K, T[∈k]K', T'.

For the other direction assume that K, T[∈k]K', T' or T' = ∅. If T' = ∅, then K', T' |= ζ_{K,T}^k by the empty team property, so we may assume that K, T[∈k]K'. Then for every w' ∈ T' there exists w ∈ T such that K, w[∈k] K', w', and hence by Lemma 3.8 K', T' |= η_{K,T}^k. Additionally for all w ∈ T there exists w' ∈ T' such that K, w[∈k] K', w'. Thus, by Proposition 2.10 for every w ∈ T there exists some w' ∈ T' such that K', w' |= χ_{K,w}^k. Thus, K', T' satisfies \( \forall^k χ_{K,w}^k \) for every w ∈ T and therefore K', T' |= η_{K,T}^k. Hence, K', T' |= ζ_{K,T}^k.

Next we characterise the expressive power of modal logic with nonemptiness operator in a similar way as in the case of modal logic with intuitionistic disjunction in [8].

**Theorem 4.8.** Let Φ be a finite set of proposition symbols and let \( ℱ \subseteq ℱ(Φ) \). The class ℱ is definable in ML(∨) if and only if ℱ closed under unions and closed under k-bisimulation for some k ∈ N and satisfies the empty team property.

**Proof.** Substitute ψ_{K,T} in the proof of Theorem 3.10 with ζ_{K,T}. Otherwise the proofs are the same.

From this result and Theorem 3.10 it follows that the expressive power of ML(∨) and MLNC coincide.

**Corollary 4.9.** ML(∨) ⊆ MLNC.

**Nonempty disjunction**

Another way to express nonemptiness is to define a disjunction which requires that each of the disjuncts is satisfied in a nonempty subset. This connective was first suggested by Raine Rönholm [13].

**Definition 4.10.** K, T |= φ ∨ ψ if and only if T = ∅ or there exist T_1, T_2 ≠ ∅ such that T = T_1 ∪ T_2 and K, T_1 |= φ and K, T_2 |= ψ.

Closure under k-bisimulation, closure under unions and the empty team property also hold for modal logic with nonempty disjunction. Using the nonempty disjunction produces results analogous to those obtained in [5]. The formula \( φ \) in the proof of Theorem 4.8 can for instance be formulated as

\[
\bigvee_{(K,T) \in ℱ} \bigvee_{w \in T} χ_{K,w}^k.
\]
It is easy to see that the nonempty disjunction has the same expressive power as the nonemptiness operator.

**Proposition 4.11.** The following equivalences hold:

i) $\forall \varphi \equiv \varphi \lor \top$

ii) $\varphi \lor \psi \equiv (\varphi \lor \psi) \land (\varphi \land \psi)$

## 5 A lower bound for the translation

By Corollary 4.9 we know that for each formula in $\mathcal{MLC}$ there exists an equivalent formula in $\mathcal{ML}(\lor)$, and vice versa. To establish a lower bound for the size of the translation from $\mathcal{MLC}$ to $\mathcal{ML}(\lor)$ we will use the semantic game of $\mathcal{ML}(\lor)$ where one player tries to show that a formula holds, while the other player tries to refute the formula.

The following idea of using a function $F$ as a winning strategy in the semantic game is due to Jonni Virtama and is used in [2]. Raine Rönholm [13] introduced the idea in the context of inclusion and exclusion logic.

**Definition 5.1.** Let $K = (W, R, V)$ be a Kripke model and $T$ a team in $W$. Let $\varphi \in \mathcal{ML}(\lor)$. Let $F$ be a function mapping nodes $\psi$ in the syntax tree of $\varphi$ to subsets of $W$. We say that $F$ is a winning strategy in the semantic game for $(K, T)$ and $\varphi$ if it satisfies the following conditions:

i) $F(\varphi) = T$

ii) If $ = \varphi \lor \psi \equiv (\varphi \lor \psi) \land (\varphi \land \psi)$

iii) If $\varphi = \neg \varphi$ then $F(\neg \varphi)$ is such that $K, F(\neg \varphi) \models \neg \varphi$.

iv) If $\varphi = \varphi \land \eta$ then $F(\varphi) = F(\theta) = F(\eta)$.

v) If $\varphi = \varphi \lor \eta$ then $F(\varphi) = F(\theta) \cup F(\eta)$.

vi) If $\varphi = \neg \varphi$ then $F(\varphi) \supset F(\theta)$ and if $F(\varphi) \neq \emptyset$ then $F(\theta) \neq \emptyset$.

vii) If $\varphi = \Box \varphi$ then $F(\varphi) = R[F(\varphi)]$

viii) If $\varphi = \Diamond \varphi$ then $F(\varphi) = R[F(\varphi)]$

In the semantic game such a function $F$ is a winning strategy for the first player, who tries to show that the formula holds. Thus, the following lemma holds.

**Lemma 5.2.** A function $F$ as given above exists if and only if $K, T \models \varphi$.

**Proof.** Assume that $K, T \models \varphi$. Using traversal of the syntax tree of $\varphi$ from the root we will define $F$ such that if a node $\psi$ satisfies $K, F(\psi) \models \psi$ then each child $\theta$ of this node satisfies $K, F(\theta) \models \theta$.

i) Define $F(\varphi) = T$. Then by assumption $K, F(\varphi) \models \varphi$.

iv) If $\varphi = \theta \land \eta$, then by assumption $K, F(\psi) \models \psi$, thus $K, F(\psi) \models \theta$ and $K, F(\psi) \models \eta$. We define $F(\theta) = F(\eta) = F(\psi)$. Then $K, F(\theta) \models \theta$ and $K, F(\eta) \models \eta$.

v) If $\varphi = \theta \lor \eta$, then by assumption $K, F(\varphi) \models \varphi$ and thus there exist subsets $T_1, T_2$ of $F(\varphi)$ such that $F(\varphi) = T_1 \cup T_2$ and $K, T_1 \models \theta$ and $K, T_2 \models \eta$. We define $F(\theta) = T_1$ and $F(\eta) = T_2$. It follows that $F(\varphi) = F(\theta) \cup F(\eta)$ and $K, F(\theta) \models \theta$ and $K, F(\eta) \models \eta$. 
vi) If $\psi = \forall \theta$, then by assumption $K, F(\psi) \models \psi$ and thus there exist a subset $T' \subseteq F(\psi)$, with $T' \neq \emptyset$ if $F(\psi) \neq \emptyset$, such that $K, T' \models \theta$. We define $F(\theta) = T'$. It follows that $F(\psi) \supseteq F(\theta), K, F(\theta) \models \theta$ and if $F(\psi) \neq \emptyset$ then $F(\theta) \neq \emptyset$.

vii) If $\psi = \Diamond \theta$, then by assumption $K, F(\psi) \models \psi$ and thus there exists a set $T'$ such that $K, T' \models \theta$ and $F(\psi)[R]T'$. We define $F(\theta) = T'$. Thus $F(\psi)[R]F(\theta)$ and $K, F(\theta) \models \theta$.

viii) If $\psi = \Box \theta$, then by assumption $K, F(\psi) \models \psi$ and thus $K, T' \models \theta$ for $T' = R[F(\psi)]$. We define $F(\theta) = R[F(\psi)]$. Thus $K, F(\theta) \models \theta$.

Clearly if $\psi = p$ or $\psi = \neg p$ then by assumption $K, F(p) \models p$ or $K, F(p) \models \neg p$. Thus $F$ satisfies the conditions in Definition 5.1.

For the other direction assume that $F$ exists as given in Definition 5.1. We will show by induction on the nodes in the syntax tree of $\varphi$ that for each node $\psi$ it holds that $K, F(\psi) \models \psi$. Since $F(\varphi) = T$ it follows that $K, T \models \varphi$.

ii) If $\psi = p$ then by assumption $F(p)$ is such that $K, F(p) \models p$.

iii) If $\psi = \neg p$ then by assumption $F(\neg p)$ is such that $K, F(\neg p) \models \neg p$.

iv) If $\psi = \theta \land \eta$ then $F(\psi) = F(\theta) \land F(\eta)$. By induction hypothesis $K, F(\theta) \models \theta$ and $K, F(\eta) \models \eta$. Thus, $K, F(\psi) \models \psi$.

v) If $\psi = \theta \lor \eta$ then $F(\psi) = F(\theta) \lor F(\eta)$. By induction hypothesis $K, F(\theta) \models \theta$ and $K, F(\eta) \models \eta$. Thus, $K, F(\psi) \models \psi$.

vi) If $\psi = \forall \theta$ then $F(\psi) \supseteq F(\theta)$ and if $F(\psi) \neq \emptyset$ then $F(\theta) \neq \emptyset$. By induction hypothesis $K, F(\theta) \models \theta$. Thus, $K, F(\psi) \models \psi$.

vii) If $\psi = \Diamond \theta$ then $F(\theta)[R]F(\psi)$. By induction hypothesis $K, F(\theta) \models \theta$. Thus, $K, F(\psi) \models \psi$.

viii) If $\psi = \Box \theta$ then $F(\theta) = R[F(\psi)]$. By induction hypothesis $K, F(\theta) \models \theta$. Thus, $K, F(\psi) \models \psi$.

As $F(\varphi) = T$ it follows finally that $K, T \models \varphi$.

Let $K = (W, R, V)$ be a fixed Kripke model, where $R$ is the identity relation. In this case elements are only in relation to themselves. Thus, $\Diamond \psi \equiv \psi$ and $\Box \psi \equiv \psi$ for all $\psi \in ML(\forall)$ on this model $K$. Let $\varphi$ be a formula in $ML(\forall)$ and let $T$ be a sufficiently large team in $K$ such that $K, T \models \varphi$. Let $F$ be a function as given in Definition 5.1. Now remove an element $a$ from $T$. Define $F'(\psi) = F(\psi)\{a\}$ for each $\psi$ in the syntax tree of $\varphi$. Assume that $F(\theta) \neq \{a\}$ for all subformulas of $\varphi$ which are of the form $\forall \theta$. We will show by induction on $\varphi$ that $F'$ satisfies the conditions given in Definition 5.1 for $T \setminus \{a\}$ in place of $T$.

i) $F'(\varphi) = T \setminus \{a\}$.

ii) $F'(p) \subseteq F(p) \subseteq V(p)$, thus $K, F'(p) \models p$.

iii) $F'(\neg p) \subseteq F(\neg p) \subseteq W \setminus V(p)$, thus $K, F'(\neg p) \models \neg p$.

iv) If $\psi = \theta \land \eta$, then by definition $F'(\psi) = F(\psi) \setminus \{a\} = F(\theta) \setminus \{a\} = F(\eta) \setminus \{a\}$, thus $F'(\psi) = F'(\theta) = F'(\eta)$.

v) If $\psi = \theta \lor \eta$, then by definition $F'(\psi) = F(\psi) \setminus \{a\} = F(\theta) \setminus \{a\} \cup F(\eta) \setminus \{a\} = F'(\theta) \cup F'(\eta)$.

vi) If $\psi = \forall \theta$, then by definition $F'(\psi) = F(\psi) \setminus \{a\} \supseteq F(\theta) \setminus \{a\} = F'(\theta)$ and $F'(\theta) \neq \emptyset$, since $F(\theta) \neq \{a\}$.
vii) If $\psi = \Diamond \theta$, then as $\psi \equiv \theta$ we see that $F(\psi) = F(\theta)$. Then, $F'(\psi) = F'(\theta)$ and it follows that $F'(\psi)[R] = F'(\theta)$.

viii) If $\psi = \Box \theta$, then as $\psi \equiv \theta$ we see that $F(\psi) = R[F(\psi)] = F(\theta)$. Thus, $F'(\psi) = R[F'(\psi)] = F'(\theta)$.

Thus, if $F(\theta) \neq \{a\}$ for all subformulas of $\varphi$ which are of the form $\forall \theta$ then $F'$ satisfies the conditions given by Definition 5.11 and by Lemma 5.12 it holds that $K, T \setminus \{a\} \models \varphi$. This means that there are at most $\text{occ}_\forall(\varphi)$ elements which cannot be removed from the team without changing the truth of $\varphi$. Here $\text{occ}_\forall(\varphi)$ is the number of occurrences of the operator $\forall$ in the formula $\varphi$.

Assume $K, T \models p_1 \ldots p_n \subseteq q_1 \ldots q_n$. Let $\varphi \in \mathcal{ML}(\forall)$ be such that it defines this inclusion atom. We will look at the set $A_T = \{a \in T \mid K, T \setminus \{a\} \not\models p_1 \ldots p_n \subseteq q_1 \ldots q_n\}$ of those elements of $T$ which are essential for the satisfaction of the inclusion atom. If $|A_T| > \text{occ}_\forall(\varphi)$, then at least one element $a$ which does not interfere with the satisfaction of the formula $\varphi$ can be removed: $K, T \setminus \{a\} \models \varphi$ but $K, T \setminus \{a\} \not\models p_1 \ldots p_n \subseteq q_1 \ldots q_n$. Therefore, $\varphi$ does not define the inclusion atom $p_1 \ldots p_n \subseteq q_1 \ldots q_n$. It follows that a formula $\varphi \in \mathcal{ML}(\forall)$ which defines the inclusion atoms needs to satisfy $\text{occ}_\forall(\varphi) \geq |A_T|$.

Example 5.3. Let $\Phi = \{p_1, p_2, q_1, q_2\}$ and $K = (W, R, V)$ a Kripke model, where $W = \{w_{a_ia_jb_k} \mid a_i, a_j, b_k \in \{0, 1\}\}$, $R = \text{id}$, $V(p_i) = \{w_{a_ia_jb_k} \mid a_i = 1\}$ and $V(q_j) = \{w_{a_ia_jb_k} \mid b_j = 1\}$. The team $T = \{w_{0000}, w_{0110}, w_{1011}, w_{1100}\}$ satisfies the inclusion atom $p_1 p_2 \subseteq q_1 q_2$, but no proper subteam of $T$ satisfies it. Thus, there are at least four occurrences of $\forall$ needed to describe this inclusion atom in $\mathcal{ML}(\forall)$.

The way the team $T$ in the example is built can be extended in a straightforward manner to arbitrary arity $n$ of the inclusion atom.

Theorem 5.4. A formula $\varphi$ in modal logic with nonemptiness operator which describes the inclusion atom $p_1 \ldots p_n \subseteq q_1 \ldots q_n$ contains at least $2^n$ symbols.

Proof. Let $K = (W, R, V)$ be a Kripke model, where $R$ is the identity relation. For each $n$-ary inclusion atom $p_1 \ldots p_n \subseteq q_1 \ldots q_n$ there exists a team $T \subseteq \{w_{\bar{a}\bar{b}} \mid \bar{a}, \bar{b} \in \{0, 1\}^n\}$ in $\|\varphi\|^K$, in which the tuples $\bar{a}$ and $\bar{b}$ form a cyclic permutation of $n$-tuples on the set $\{0, 1\}$, as in Example 5.3. Therefore, $T$ is of size $2^n$ and no proper subteam satisfies the inclusion atom. Thus, $A_T = T$. As $\text{occ}_\forall(\varphi) \geq |A_T|$ if follows that $\text{occ}_\forall(\varphi) \geq 2^n$.

Remark 5.5. The case of proposition symbols $p_i$ and $q_i$, $1 \leq i \leq n$, in the inclusion atoms is the most general case in the sense that arbitrary formulas $\varphi_i$ and $\psi_i$ can only reduce the options for $T$, as those depend on how the formulas are evaluated.

6 Concluding remarks

In this paper we characterised the expressive power of modal inclusion logic by closure under $k$-bisimulation, closure under unions and the empty team property. We also showed that the same characterisation holds for modal logic with nonemptiness operator, and therefore it has the same expressive power. Furthermore, we established a lower bound for the size of the translation from $\mathcal{MILC}$ to $\mathcal{ML}(\forall)$: to describe the inclusion atom $p_1 \ldots p_n \subseteq q_1 \ldots q_n$ in terms of modal logic with nonemptiness operator a formula of at least $2^n$ occurrences of the operator $\forall$ is required.

Note that in the characterisation of the expressive power of $\mathcal{MILC}$ only unary inclusion atoms of the form $\chi^K_{a,v} \subseteq \chi^K_{b,v}$ were used. Thus, each $n$-ary inclusion atom of the form $\varphi_1 \ldots \varphi_n \subseteq \psi_1 \ldots \psi_n$ can be expressed in terms of unary inclusion atoms $\varphi \subseteq \psi$. In [7] it was shown that the computational
The complexity of the satisfiability problem of modal inclusion logic is complete for EXPTIME. Using inclusion atoms of arbitrary arity is crucial for the proof of this result. This raises the question: what is the computational complexity of the satisfiability problem of modal logic with only unary inclusion atoms?
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1This holds for $\mathcal{MNC}$ with lax semantics. With strict semantics, the satisfiability problem of $\mathcal{MNC}$ is complete for NEXPTIME, see [7].