ABSTRACT

We show that (leveled) fully homomorphic encryption (FHE) can be based on the hardness of $O(n^{1.5+\epsilon})$-approximation for lattice problems (such as GapSVP) under quantum reductions for any $\epsilon > 0$ (or $O(n^{2+\epsilon})$-approximation under classical reductions). This matches the best known hardness for “regular” (non-homomorphic) lattice based public-key encryption up to the $\epsilon$ factor. A number of previous methods had hit a roadblock at quasipolynomial approximation. (As usual, a circular security assumption can be used to achieve a non-leveled FHE scheme.)

Our approach consists of three main ideas: Noise-bounded sequential evaluation of high fan-in operations; Circuit sequentialization using Barrington’s Theorem; and finally, successive dimension-modulus reduction.
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1. INTRODUCTION

Fully homomorphic encryption (FHE) allows us to convert an encryption of a message $\text{Enc}(m)$ into an encryption of a related message $\text{Enc}(f(m))$ for any efficient $f$, using only public information and without revealing anything about $m$ itself. FHE has numerous theoretical and practical applications, the canonical one being to the problem of outsourcing computation to a remote server without compromising one’s privacy.

Until 2008, FHE was considered practically science fiction as no constructions or even viable approaches were known. A breakthrough by Gentry [9, 10, 8] presented the first plausible candidate construction. The security of Gentry’s scheme relied on much stronger assumptions than standard (non homomorphic) public-key encryption (PKE), namely the hardness of problems on specially chosen ideal lattices as well as a new assumption called the sparse subset sum assumption. This state of affairs coincided with many researchers’ intuition that FHE, being much more versatile, should naturally be harder to achieve and should require stronger assumptions than regular public-key encryption. Brakerski and Vaikuntanathan [7] subsequently constructed an FHE scheme based on the worst-case hardness of approximating lattice problems such as GapSVP (a promise version of the shortest vector problem on lattices) which have been studied extensively and are by now considered standard cryptographic assumptions. However, they required that the problem is hard to approximate to within a subexponential factor (in the dimension of the underlying lattice). This is in contrast to standard lattice-based public-key encryption which can be based on the hardness of approximating the problem to within polynomial factors (explicitly $O(n^{1.9})$ using quantum reductions [18] or $O(n^2)$ using classical reductions [16]). Closing this gap has been a central goal in the study of FHE from both a theoretical and a practical perspective (since relying on a weaker assumption allows us to use shorter parameters resulting in better efficiency). Starting with [5], several works using different approaches [4, 12] have reduced the required factor of approximation to $n^{O(\log n)}$, which seemed to be a barrier for known methods.

In this work, we match the best known approximation factors up to any $\epsilon > 0$ and show that “science fiction” FHE can be as secure as any other lattice-based public-key encryption scheme. Furthermore, the keys and ciphertexts in our scheme (with the exception of the evaluation key which is only used for homomorphic evaluation) are identical to Regev’s original lattice-based PKE [18], with parameters that are optimal up to a factor of $1 + \epsilon$.

Our results are summarized in the following theorem.

Theorem 1.1. For every $\epsilon > 0$, there exists a leveled fully homomorphic encryption scheme based on $\text{DLWE}_{\alpha,q,n}$.
assumption \((n\text{-dimensional decisional LWE modulo } q, \text{ with discrete Gaussian noise with parameter } \alpha)\), where \(\alpha = 1/\Theta(n^\epsilon)\).

Thus, the scheme is secure based on either the quantum worst-case hardness of \(\text{GapSVP}_q(\alpha n^{1+\epsilon})\), or the classical worst-case hardness of \(\text{GapSVP}_q(\log n\cdot q)\).

As we further explain below, to achieve the best approximation factor, we reduce from the hardness of several instances of the LWE problem, each with a different, yet polynomially-related, dimension \(n\) (\(q\) and \(\alpha\) remain the same as a function of \(n\)). The sizes of the ciphertexts and keys in our scheme, with the exception of the evaluation key, are derived from the smallest LWE instance, which is comparable to Regev’s parameters as we mentioned above. The evaluation key, however, contains elements that relate to all instances, and therefore its size relates (roughly) to \(n = k^{1/\epsilon}\), where \(k\) is the smallest modulus. This also implies that the efficiency of the reduction (in the worst case) decreases with power \(1/\epsilon\), which remains to be improved.

**High Level Overview.**

Our starting point is a new LWE-based FHE scheme by Gentry, Sahai and Waters [12]. They present an encryption scheme where the public key is identical to Regev’s scheme, but the ciphertexts are square matrices rather than vectors. It was then possible to add and multiply ciphertexts using (roughly) matrix addition and multiplication. As in previous LWE-based FHE schemes, the ciphertext contains a “noise” element that grows with homomorphic operations and must be kept under a certain threshold in order for the ciphertext to be decryptable. The scheme is instantiated by a dimension \(n\) and modulus \(q\), which correspond to the parameters of the LWE problem. The initial noise level is \(\text{poly}(n)\) and the scheme is decryptable so long as the noise remains un-

\(\begin{align*}
to be decryptable. The scheme is instantiated by a dimension-modulus reduction allows to convert a ciphertext into another ciphertext of \(\text{size-modulus reduction} = \text{poly}(n)\) factor. This gives us a way to evaluate any \(\text{NC}^1\) circuit in a setting where the modulus \(q = \text{poly}(n)\). In a high level, our technique here is reminiscent of Ishai and Paskin’s method of evaluating branching programs on encrypted data [13].

Evaluating \(\text{NC}^1\) circuits with low noise blowup is a highly sought-after goal in the study of FHE schemes. The reason is Gentry’s bootstrapping theorem [9], which shows how to convert a scheme with some homomorphic properties into a fully homomorphic one, assuming that it can evaluate its own decryption circuit. Since the decryption circuit of the scheme in question lies in \(\text{NC}^1\), we can apply the bootstrapping theorem and obtain and FHE scheme with \(q = \text{poly}(n)\), thus basing its security on the worst-case hardness of approximating lattice problems to within a (somewhat large) polynomial factor.

To obtain the optimal approximation factor (up to an arbitrarily small \(\epsilon\)), we employ our third idea, namely a variant of the dimension-modulus reduction technique, originating in [7]. Our noise analysis of the \(\text{NC}^1\) scheme shows that in order to obtain parameters that are optimal up to \(\epsilon\), the decryption circuit of our scheme must have depth at most \(\epsilon \cdot \log(n)/2\), which seems unachievable. After all, an \(\text{NC}^1\) circuit with \(n\) inputs and depth less than \(\log n\) cannot even look at all the inputs! To solve this conundrum, we apply the dimension-modulus reduction technique, which allows us to “shrink” the ciphertext into a “smaller copy” of the same scheme. We show that by applying this method consecutively several times (as opposed to a single time as was done in [7]), we can reduce the ciphertext to a small enough size that decrypting it becomes possible in depth \(\epsilon \log(n)/2\).

This allows us to obtain an FHE scheme based on the worst-case hardness of approximating \(\text{GapSVP}\) within a factor of \(\tilde{O}(n^\epsilon)\) by classical algorithms, or a factor of \(\tilde{O}(n^{1.5+\epsilon})\) by quantum algorithms.

Let us now explain at a high level how dimension-modulus reduction is employed in our scheme. We recall from [7] that dimension-modulus reduction allows to convert a ciphertext of dimension \(n\) and modulus \(q\) into another ciphertext of dimension \(k\) and modulus \(p\) at the cost of increasing the noise in the resulting ciphertext by a factor of \(\approx \sqrt{n\log q}\) (as an example, think about \(q = n^3\) and \(p = k^3\)). In order to achieve optimal approximation factor for our reduction, the noise increase must be no more than \(\approx k^{1+\epsilon}\). Since we want to end up with \(k\) which is much smaller than \(n\), we must apply this procedure successively \(\approx 1/\epsilon\) times in order to both maintain the approximation factor and reduce the modulus.

**Organization of the Paper.**

We start with some background and preliminaries: the reader should consult section 2.1 for background on Gaussian distributions, section 2.2 for the learning with error problem, and section 2.5 for homomorphic encryption. Our main result is described in Section 3 where we construct
a (leveled) FHE scheme secure under the polynomial LWE assumption. We conclude in Section 4 by showing how to show how to reduce and optimize the assumption to match the best known LWE assumption for lattice-based PKE.

2. PRELIMINARIES

Matrices are denoted by bold-face capital letters, and vectors are denoted by bold-face small letters. All logarithms are taken to base 2, unless otherwise specified. For an integer $q$, we define the set $\mathbb{Z}_q \triangleq \{-q/2, \ldots, q/2\} \cap \mathbb{Z}$. For any $x \in \mathbb{Q}$, we let $y = \lfloor x \rfloor$ denote the unique value $y \in \{-q/2, q/2\}$ such that $y = x \mod q$ (i.e. $y$ is congruent to $x$ modulo $q$).

We let $\kappa$ denote a security parameter. When we speak of a negligible function $\negl(\kappa)$, we mean a function that grows slower than $1/\kappa^c$ for any constant $c > 0$ and sufficiently large values of $\kappa$. When we say that an event happens with overwhelming probability, we mean that it happens with probability at least $1 - \negl(\kappa)$ for some negligible function $\negl(\kappa)$. We denote $y = \hat{O}(x)$ if $y = O(x \cdot \log(\kappa))$, and $y = \~O(x)$ if $y = O_s(x)$. The notation $O_s(\cdot)$, $\~O_s(\cdot)$ is defined analogously.

The security parameter underlies all of our constructions. The parameters $n, k$ etc. should all be considered to be a function of the security parameter $\kappa$, which is chosen according to the level of confidence desired by the user of the scheme. (The dimension of the LWE problem, defined below, should be considered to be polynomially related to the security parameter.)

2.1 Gaussians and Discrete Gaussians

In this work we will only consider one-dimensional Gaussians, and one-dimensional discrete Gaussians over the integers.

For $r > 0$, the (one-dimensional) Gaussian function $\rho_r : \mathbb{R} \to (0, 1]$ is defined as

$$\rho_r(x) \triangleq \exp(-\pi|x|^2/r^2).$$

The (spherical) continuous Gaussian distribution $D_r$ is the distribution with density function proportional to $\rho_r$. The (one-dimensional, integer-coset) discrete Gaussian $D_{\mathbb{Z}^{n,c},r}$ is the discrete distribution supported on $\mathbb{Z}^{n,c}$ for $c \in \mathbb{R}$, whose probability mass function is proportional to $\rho_r$.

**Gaussian Rounding.**

To achieve the tightest results, we will need to use a simple Gaussian rounding procedure. The following is an immediate corollary of [6, Lemma 2.3].

**Corollary 2.1.** There exists a randomized procedure $\lfloor \cdot \rfloor_C$ such that given $x \in \mathbb{R}$, it holds that $y \leftarrow \lfloor x \rfloor_C$ is such that $y = x \sim D_{\mathbb{Z}^{n,c},1}$.

In fact, a slightly smaller standard deviation is achievable, but we use 1 for the sake of simplicity.

**Sum of Discrete Gaussians.**

We wish to bound the absolute value of a sum of discrete Gaussians. The following are immediate corollaries from [19, Corollary 3.10] and [11, Lemma 3.1].

**Proposition 2.2.** Let $\kappa \in \mathbb{N}$ be a security parameter. Then with all but negligible probability, if $x \sim D_r$, then $|x| \leq r \cdot \omega(\sqrt{\log \kappa})$. Similarly, if $x \sim D_{\mathbb{Z}^{n,c},r}$ then with all but negligible probability, $|x| \leq \max\{r, \omega(\sqrt{\log \kappa}) \cdot \omega(\sqrt{\log \kappa})\}$.

**Proposition 2.3.** Let $\kappa \in \mathbb{N}$ be a security parameter. Let $n \in \mathbb{N}$, let $z \sim \{0, 1\}^n$ and $c \in \mathbb{R}^n$ be arbitrary, and let $e \sim D_{\mathbb{Z}^{n,c},r}$. Then with all but negligible probability $|\langle z, e \rangle| \leq \sqrt{n} \cdot \max\{r, \omega(\sqrt{\log \kappa}) \cdot \omega(\sqrt{\log \kappa})\}$.

**Proposition 2.4.** Let $\kappa \in \mathbb{N}$ be a security parameter. Let $n \in \mathbb{N}$, let $c \in \mathbb{R}^n$ be arbitrary, let $e \sim D_{\mathbb{Z}^{n,c},r}$, and let $z \sim \{0, 1\}^n$ be possibly dependent on $e$. Then with all but negligible probability $|\langle z, e \rangle| \leq n \cdot \max\{r, \omega(\sqrt{\log \kappa}) \cdot \omega(\sqrt{\log \kappa})\}$.

2.2 Learning With Errors (LWE)

The LWE problem was introduced by Regev [18] as a generalization of “learning parity with noise”. For positive integers $n$ and $q \geq 2$, a vector $s \in \mathbb{Z}_q^n$, and a probability distribution $\chi$ on $\mathbb{Z}$, let $A_{n,\chi}$ be the distribution obtained by choosing a vector $a \sim \mathbb{Z}_q^n$ uniformly at random and a noise term $e \sim \chi$, and outputting $(a, [a,s] + e)_q \in \mathbb{Z}_q^n \times \mathbb{Z}_q$. Decisional LWE (DLWE) is defined as follows.

**Definition 2.5 (DLWE).** For an integer $q = q(n)$ and an error distribution $\chi = \chi(n)$ on $\mathbb{Z}$, the (average-case) decision learning with errors problem, denoted DLWE$_{\mathbb{Z}^{n,m,q,\chi}}$, is to distinguish (with non-negligible advantage) $m$ samples chosen according to $A_{n,\chi}$ (for uniformly random $s \sim \mathbb{Z}_q^n$), from $m$ samples chosen according to the uniform distribution over $\mathbb{Z}_q^n \times \mathbb{Z}_q$. We denote by DLWE$_{\mathbb{Z}^{n,m,q,\chi}}$ the variant where the adversary gets oracle access to $A_{n,\chi}$, and is not a-priori bounded in the number of samples.

There are known quantum (Regev [18]) and classical (Peikert [16]) reductions between DLWE$_{\mathbb{Z}^{n,m,q,\chi}}$ and approximating short vector problems in lattices. Specifically, these reductions take $\chi$ to be a discrete Gaussian distribution $D_{\mathbb{Z}^{n,q}}$ for some $\alpha < 1$. We sometimes write DLWE$_{\mathbb{Z}^{n,m,q,\chi}}$ (resp. DLWE$_{\mathbb{Z}^{n,m,q,\alpha}}$) to indicate this instantiation (it will be clear from the context when we use a distribution $\chi$ and when a Gaussian parameter $\alpha$). We now state a corollary of the results of [18, 16] (in conjunction with the search to decision reduction of Micciancio and Mol [14] and Micciancio and Peikert [15]). These results also extend to additional forms of $q$ (see [14, 15]).

**Corollary 2.6 ([18, 16, 14, 15]).** Let $q = q(n) \in \mathbb{N}$ be either a prime power $q = p^c$, or a product of co-prime numbers $q = \prod q_i$ such that for all $i$, $q_i \equiv \text{poly}(n)$, and let $\alpha \equiv \sqrt{n}/q$. If there is an efficient algorithm that solves the (average-case) DLWE$_{\mathbb{Z}^{n,m,q,\alpha}}$ problem, then:

- There is an efficient quantum algorithm that solves GapSVP$\tilde{O}_{\chi(n/\alpha)}$ (and SIVP$\tilde{O}_{\chi(n/\alpha)}$) on any $n$-dimensional lattice.

- If in addition $q \geq \tilde{O}(2^{n/2})$, there is an efficient classical algorithm for GapSVP$\tilde{O}_{\chi(n/\alpha)}$ on any $n$-dimensional lattice.

Recall that GapSVP$_n$ is the (promise) problem of distinguishing, given a basis for a lattice and a parameter $d$, between the case where the lattice has a vector shorter than
d, and the case where the lattice doesn’t have any vector shorter than γ · d. SIVP is the search problem of finding a set of “short” vectors. We refer the reader to [18, 16] for more information.

The best known algorithms for GapSVP, (20]) require at least $2^{O(n/\log \gamma)}$ time.

In this work, we will only consider the case where $q \leq 2^n$. Furthermore, the underlying security parameter $\kappa$ is assumed to be polynomially related to the dimension n.

2.3 Vector Decomposition and Key Switching

We show how to decompose vectors in a way that makes their norm smaller, and yet preserves certain inner products. Our notation is generally adopted from [5].

Vector Decomposition.

We often break vectors into their bit representations as defined below:

- **BitDecomp$_q$($x$):** For $x \in \mathbb{Z}^n$, let $w_{i,j} \in \{0,1\}$ be such that $x[q] = \sum_{i,j=0}^{\lfloor \log_q n \rfloor-1} 2^j \cdot w_{i,j} \pmod{q}$. Output the vector $(w_{1, \lfloor \log_q n \rfloor-1}, \ldots, w_{1,0}, \ldots, w_{n, \lfloor \log_q n \rfloor-1}, \ldots, w_{n,0}) \in \{0,1\}^{n \cdot \lfloor \log_q n \rfloor}$.

- **PowersOfTwo$_q$($y$):** For $y \in \mathbb{Z}^n$, output

$$
\left[2^{\lfloor \log q \rfloor-1}y[1], \ldots, 2y[1], y[1], \ldots, 2^{\lfloor \log q \rfloor-1}y[n], \ldots, 2y[n], y[n]\right] \in \mathbb{Z}^{n \cdot \lfloor \log q \rfloor}.
$$

We will usually omit the subscript q when it is clear from the context.

**Claim 2.7.** For all $q \in \mathbb{N}$ and $x, y \in \mathbb{Z}^n$, it holds that

$$
\langle x, y \rangle = \langle \text{BitDecomp}_q(x), \text{PowersOfTwo}_q(y) \rangle \pmod{q}.
$$

Additionally, we define the procedure Flatten following [12], along with the procedure Combine.

- **Combine$_q$($z$):** For $z \in \mathbb{Z}^{n \cdot \lfloor \log q \rfloor}$, output $[G \cdot z]_q \in \mathbb{Z}^n$.

- **Flatten$_q$($z$):** For $z \in \mathbb{Z}^{n \cdot \lfloor \log q \rfloor}$, output BitDecomp$_q$((Combine$_q$(z)) \in \{0,1\}^{n \cdot \lfloor \log q \rfloor}$

**Claim 2.8.** For all $q \in \mathbb{N}$, and $x, z \in \mathbb{Z}^{n \cdot \lfloor \log q \rfloor}$, it holds that

$$
\langle \text{PowersOfTwo}_q(x), z \rangle = \langle \text{PowersOfTwo}_q(x), \text{Flatten}_q(z) \rangle \pmod{q}.
$$

2.4 Partial Randomization Using LWE

We describe a procedure that allows us to partially randomize vectors while preserving their inner product with an LWE secret s. This procedure will be useful to us when trying to manipulate ciphertexts that are a result of a homomorphic operation (and thus may have arbitrary dependence on the public parameters).

Let $n, q, \alpha$ be parameters for the DLWE problem, let $\chi = D_{\alpha,q}$. Let $s \in \mathbb{Z}^n$ be some (arbitrary) vector.

- **RandParam($s$):** Let $m \triangleq (n + 1) \cdot (\log q + O(1))$. Sample $A \leftarrow \mathbb{Z}^{m \times n}_q$ and $e \leftarrow \chi^m$. Compute $b := [A \cdot s + e]_q$, and define

$$
P_{\text{rand}} := [b] - A \in \mathbb{Z}^{m \times (n+1)}_q.
$$

Output $P_{\text{rand}}$.

We note that this is identical to the public key generation process in Regev’s encryption scheme.

- **Rand($P_{\text{rand}}, c$):** For $c \in \mathbb{Z}_q^{n+1}$, sample $r \leftarrow \{0,1\}^m$, and compute

$$
c_{\text{rand}} := \left[ c + r^T P_{\text{rand}} \right]_q.
$$

Output $c_{\text{rand}}$.

The properties of this process are summarized below.

First, we state the security of our procedure, namely that $P_{\text{rand}}$ does not reveal information about $s$. The proof is straightforward and omitted.

**Lemma 2.9.** If $s$ is uniformly sampled and $P_{\text{rand}} \leftarrow \text{RandParam}(s)$

then under the DLWE$_{\alpha,q}$ assumption, $P_{\text{rand}}$ is computationally indistinguishable from uniform.

Next, we state that the inner product of the randomized vector with $(1, s)$ does not change by much.

**Lemma 2.10.** Let $s \in \mathbb{Z}_q^n$ be arbitrary, and let $P_{\text{rand}} \leftarrow \text{RandParam}(s)$

Let $c \in \mathbb{Z}_q^{n+1}$ be arbitrary, and $c_{\text{rand}} \leftarrow \text{Rand}(P_{\text{rand}}, c)$, then there exists $\delta$ such that

$$
\langle c, (1, s) \rangle - \langle c_{\text{rand}}, (1, s) \rangle = \delta \pmod{q},
$$

and $|\delta| \leq \tilde{O}_\kappa(\sqrt{n \log(q)} \cdot \alpha q$ with all but $\text{negl}(\kappa)$ probability.

**Proof.** We start by noting that

$$
\langle r^T P_{\text{rand}}, (1, s) \rangle = \langle r, e \rangle \pmod{q},
$$

where $e$ is the noise used to generate $P_{\text{rand}}$. Using Proposition 2.3, the result follows.

Finally, we state the randomization property of our procedure.

**Lemma 2.11.** Let $q \leq 2^n$. Let $s \in \mathbb{Z}_q^n$ be arbitrary, and let $P_{\text{rand}} \leftarrow \text{RandParam}(s)$. Let $f \leftarrow D_{\alpha,q}^{(n+1) \cdot \lfloor \log q \rfloor}$ for some $t$, and let $c \in \mathbb{Z}_q^{n+1}$ be arbitrary (possibly dependent on $f$).

Finally, let $c_{\text{rand}} \leftarrow \text{Rand}(P_{\text{rand}}, c)$, then

$$
|\langle \text{BitDecomp}_q(c_{\text{rand}}), f \rangle| \leq \tilde{O}_\kappa(\sqrt{n \log(q)} \cdot t),
$$

with all but $\text{negl}(\kappa)$ probability.

**Proof.** By the leftover hash lemma, the last $n$ coordinates of $c_{\text{rand}}$ are distributed uniformly, and independently of $f, c$. By Proposition 2.3, this part of $c_{\text{rand}}$ contributes $\tilde{O}_\kappa(\sqrt{n \log(q)} \cdot t$ to the inner product (with all but negligible probability).
The first coordinate of $c_{\text{rand}}$ may have dependence on $f$, but it only decomposes to $O(\log q)$ bits, and therefore by Proposition 2.4, its contribution to the inner product is at most $O_\epsilon(\log q) \cdot t$ with all but negligible probability. Recalling that $q \leq 2^\phi$, this is at most $O_\epsilon(\sqrt{n \log(q)}) \cdot t$.

The union bound completes the proof. \hfill \qed

### 2.5 Homomorphic Encryption and Bootstrapping

We now define homomorphic encryption and introduce Gentry’s bootstrapping theorem. Our definitions are mostly taken from [7, 5].

A homomorphic (public-key) encryption scheme $HE = (HE.Keygen, HE.Enc, HE.Dec, HE.Eval)$ is a quadruple of PPT algorithms as follows ($\kappa$ is the security parameter):

- **Key generation** $(pk, evk, sk) \leftarrow HE.Keygen(1^\kappa)$: Outputs a public encryption key $pk$, a public evaluation key $evk$ and a secret decryption key $sk$.

- **Encryption** $c \leftarrow HE.Enc(pk)(\mu)$: Using the public key $pk$, encrypts a single bit message $\mu \in \{0, 1\}$ into a ciphertext $c$.

- **Decryption** $\mu \leftarrow HE.Dec(sk)(c)$: Using the secret key $sk$, decrypts a ciphertext $c$ to recover the message $\mu \in \{0, 1\}$.

- **Homomorphic evaluation** $c_f \leftarrow HE.Eval(evk, f, c_1, \ldots, c_t)$: Using the evaluation key $evk$, applies a function $f : \{0, 1\}^t \to \{0, 1\}$ to $c_1, \ldots, c_t$, and outputs a ciphertext $c_f$.

A homomorphic encryption scheme is said to be secure if it is semantically secure (note that the adversary is given both $pk$ and $evk$).

Homomorphism w.r.t. depth-bounded circuits and full homomorphism are defined next:

**Definition 2.12 (Compactness and Homomorphism).** A homomorphic encryption scheme is compact if its decryption circuit is independent of the evaluated function. A compact scheme is (pure) fully homomorphic if it can evaluate any efficiently computable function. The scheme is leveled fully homomorphic if it takes $1^t$ as additional input in key generation, and can only evaluate depth $L$ Boolean circuits.

Gentry’s bootstrapping theorem shows how to go from limited amount of homomorphism to full homomorphism. This method has to do with the augmented decryption circuit.

**Definition 2.13.** Consider a homomorphic encryption scheme $HE$. Let $(sk, pk, evk)$ be properly generated keys and let $C$ be the set of properly decryptable ciphertexts. Then the set of augmented decryption functions, $(f_{c_1,c_2})_{c_1,c_2 \in C}$ is defined by $f_{c_1,c_2}(x) = HE.Dec(sk,c_1) \land HE.Dec(sk,c_2)$. Namely, the function that uses its input as secret key, decrypts $c_1, c_2$ and returns the NAND of the results.

The bootstrapping theorem is thus as follows.

---

We adopt the terminology of [7] that treats the evaluation key as a separate entity from the public key.

**Theorem 2.14** (Bootstrapping [9, 8]). A scheme that can homomorphically evaluate its family of augmented decryption circuits can be transformed into a leveled fully homomorphic encryption scheme with the same decryption circuit, ciphertext space and public key.

Furthermore, if the aforementioned scheme is also weak circular secure (remains secure even against an adversary who gets encryptions of the bits of the secret key), then it can be made into a pure fully homomorphic encryption scheme.

### 3. OUR FHE SCHEME

In this section, we describe an FHE scheme secure under a polynomial LWE assumption which, using known reductions [18, 16], translates to the worst-case hardness of solving various lattice problems to within polynomial approximation factors. We start with the basic encryption scheme in Section 3.1, and describe “proto-homomorphic” addition and multiplication subroutines in Section 3.2. Departing from the “conventional wisdom” in FHE, our circuit evaluation procedure in Section 3.3 will not be a naive combination of these proto-homomorphic operations, but rather a carefully designed procedure that manages the noise growth effectively.

Finally, in Section 3.4, we put this all together to get our FHE scheme under the decisional LWE assumption $DLWE_{n,q,\alpha}$ with $\alpha = n^{-c}$ for some constant $c > 0$. This polynomial factor is rather large: thus, in Section 4, we apply a carefully designed variant of the dimension-modulus reduction procedure of [7] to obtain our final FHE scheme that is secure under the hardness of $DLWE_{n,q,\alpha}$ with $\alpha \leq 1/\widehat{O}_n(n^d \sqrt{n \log(q)})$ which is weakest LWE hardness assumption that underlies the (non-homomorphic) lattice-based public key encryption schemes [1, 17, 18, 16, 6].

#### 3.1 The Basic Encryption Scheme

Our basic encryption scheme closely follows the Gentry-Sahai-Waters FHE scheme [12]. We refer the reader to Section 2.3 for the description of the vector decomposition routines PowersOfTwo, BitDecomp and Flatten used in the scheme below.

**System Parameters.**

Let $n$ be the LWE dimension and $q$ be an LWE modulus. Define $N := (n + 1) \cdot \log(q)$. Let $d$ denote the maximal homomorphism depth that is allowed by the scheme. Let $\chi$ be an error distribution over $\mathbb{Z}$. Typically $\chi$ will be a discrete Gaussian $D_{n,q,\alpha}$ for $\alpha = 1/\widehat{O}_n(n^d \sqrt{n \log(q)})$. Recall that we identify $\mathbb{Z}_q$ with the set $(-q/2, q/2] \cap \mathbb{Z}$.

- **NCCrypt.Keygen$(1^n, q, 4^d)$**: Sample a vector $s \leftarrow \mathbb{Z}_q^m$. Let $m \triangleq n \cdot \log(q + O(1))$. Sample $A \leftarrow \mathbb{Z}_q^{m \times n}$ and $e \leftarrow \chi^m$. Compute $b := [A \cdot s + e]_q$, and define $P := [b] - A \in \mathbb{Z}_q^{m \times (n+1)}$. Output $sk = s$ and $pk = evk = P$.

We describe public-key as well as secret-key encryption algorithms. Looking ahead, we remark that a secret-key encryption of $\mu$ is somewhat less “noisy” than a public-key encryption of $\mu$. 
Public-key and secret-key encryption algorithms. As we will see, the noise magnitude of ciphertexts produced by both the encryption algorithms is small.

\[ C = \text{Flatten}(\text{BitDecomp}(R \cdot P) + \mu \cdot I) \in \{0,1\}^{N \times N}. \]

**NCCrypt.SecEnc(s, μ):** A symmetric encryption of a bit \( μ \in \{0,1\} \), using the secret key \( sk = s \), is performed by sampling \( A \in Z_n^N \times N \) and \( e \in \sim \chi^N \), computing \( b := [A \cdot s + e]_q \), and defining

\[ C = \text{Flatten}(\text{BitDecomp}([b] - A) + \mu \cdot I) \in \{0,1\}^{N \times N}. \]

**NCCrypt.Dec(s, C):** Let \( c \) be the second row of \( C \). We use standard Regev decryption on \( c \). Namely, we output \( \mu^* = 0 \) if \( \{(c,\text{PowersOfTwo}(1,s))\}_{q/8} \) and \( \mu^* = 1 \) otherwise.

**Correctness.**

In order to show correctness of this scheme, we analyze the noise magnitude of ciphertexts produced by both the public-key and secret-key encryption algorithms. As we will show shortly, for ciphertexts \( C \) produced by either encryption algorithm, we have

\[ C \cdot \text{PowersOfTwo}(1, s) = \mu \cdot \text{PowersOfTwo}(1, s) + e \mod q \]

for a noise vector \( e \) of “small magnitude”. This motivates our definition of the noise in the ciphertext \( C \) with respect to a secret key vector \( s \) and modulus \( \mu \) as follows.

**Definition 3.1.** For every \( C \in \{0,1\}^{N \times N}, s \in Z_q^N \) and \( \mu \in Z \), we define

\[ \text{noise}_{s, \mu}(C) \triangleq \left\| (C - \mu I) \cdot \text{PowersOfTwo}(1, s) \mod q \right\|_\infty \]

The significance of this definition is captured by the following claims. The first claim shows that any ciphertext with small noise is decrypted correctly.

**Lemma 3.2.** For every \( C \in \{0,1\}^{N \times N}, s \in Z_q^N \) and \( \mu \in Z \) such that \( \text{noise}_{s, \mu}(C) < q/8 \),

\[ \text{NCCrypt.Dec}(s, C) = \mu \]

**Proof.** Since \( \text{noise}_{s, \mu}(C) < q/8 \), we have

\[ C \cdot \text{PowersOfTwo}(1, s) = \eta + \mu \cdot \text{PowersOfTwo}(1, s) \mod q \]

where \( \left\| \eta \right\|_\infty < q/8 \). Thus, for the second row of \( C \) it holds that

\[ \langle c, \text{PowersOfTwo}(1, s) \rangle = \eta + 2^{\lceil \log(q) \rceil - 2} \cdot \mu \mod q \]

where \( \left| \eta \right| < q/8 \). Thus, when \( \mu = 0 \),

\[ \left| \langle c, \text{PowersOfTwo}(1, s) \rangle \right| = \left| \eta \right| < q/8 \]

When \( \mu = 1 \),

\[ \left| \langle c, \text{PowersOfTwo}(1, s) \rangle \right| \geq q/4 - \left| \eta \right| \geq q/8 \]

since \( q/4 \leq 2^{\lceil \log(q) \rceil - 2} < q/2 \). This shows correctness of decryption for ciphertexts with small noise.

The next claim demonstrates parameter settings for which the (public key and secret key) encryption algorithms produce ciphertexts with small noise.

**Lemma 3.3.** Let \( n \) be the LWE dimension, \( q \) be the LWE modulus and \( \chi = D_{\alpha q} \) be the discrete Gaussian distribution. Then, for every \( s \in Z_q^N \) and \( \mu \in \{0,1\} \),

- for \( C_{\text{pub}} \leftarrow \text{NCCrypt.PubEnc}(pk, \mu) \), we have

\[ \text{noise}_{s, \mu}(C_{\text{pub}}) = \tilde{O}_n(\alpha q \cdot \sqrt{m}) \]

- for \( C_{\text{sec}} \leftarrow \text{NCCrypt.SecEnc}(sk, \mu) \), we have

\[ \text{noise}_{s, \mu}(C_{\text{sec}}) = O_n(\alpha q) \]

with all but negligible (in \( \kappa \)) probability over the coins of \( \text{NCCrypt.Keygen} \).

In particular, we have correctness of decryption for the public key encryption for \( \alpha < 1/\tilde{O}_n(\sqrt{m}) \), and for the secret key encryption for \( \alpha < 1/\tilde{O}_n(1) \).

**Proof.** We first show the analysis for the public-key encryption.

\[ C_{\text{pub}} \cdot \text{PowersOfTwo}(1, s) = \text{Flatten} \left( \text{BitDecomp}(R \cdot P) + \mu \cdot I \right) \cdot \text{PowersOfTwo}(1, s) \]

\[ = \left( \text{BitDecomp}(R \cdot P) + \mu \cdot I \right) \cdot \text{PowersOfTwo}(1, s) \]

\[ = R \cdot P \cdot (1, s)^T + \mu \cdot \text{PowersOfTwo}(1, s) \]

\[ = R \cdot e + \mu \cdot \text{PowersOfTwo}(1, s) \]

Thus, by Proposition 2.3,

\[ \text{noise}(C_{\text{pub}}) = \left\| R \cdot e \right\|_\infty = O_n(\sqrt{m} \cdot \alpha q) \]

This is less than \( q/8 \) by the choice of \( \alpha < 1/\tilde{O}_n(\sqrt{m}) \).

The analysis for the secret key encryption follows analogously, except that

\[ C_{\text{sec}} \cdot \text{PowersOfTwo}(1, s) = e + \mu \cdot \text{PowersOfTwo}(1, s) \]

Thus,

\[ \text{noise}(C_{\text{sec}}) = \left\| e \right\|_\infty = O_n(\alpha q) \]

which is less than \( q/8 \) by the choice of \( \alpha < 1/\tilde{O}_n(1) \). \( \square \)

**Security.**

Semantic security of the scheme follows from the decisional LWE assumption DLWE\( \alpha, q, \alpha \), similarly to Regev’s encryption scheme (see [18, 7, 12] for similar arguments).

**Complexity of Decryption.**

Our decryption algorithm is essentially the same as the decryption algorithm in Regev’s encryption scheme, the complexity of which has been thoroughly studied in the context of FHE. The following is an immediate corollary from [7, Lemma 4.1].

**Proposition 3.4.** There exists a constant \( c_{\text{dec}} \) such that the decryption circuit of the scheme \( \text{NCCrypt} \), with parameters \( n, q \), has depth at most \( c_{\text{dec}} \cdot \log(n \log q) \).

### 3.2 Proto-Homomorphic Operations

We now describe proto-homomorphic addition and multiplication algorithms which will be used in Section 3.3 for
homomorphic circuit evaluation. Departing from the “conventional wisdom” in FHE, our circuit evaluation procedure will not be a naive combination of homomorphic addition and multiplication, but a carefully designed procedure that manages the noise growth effectively. To further stress the fact that we do not intend for these procedures to be used independently, we call them proto-homomorphic operations.

**Proto-Homomorphic Addition.**
This is a simple addition of the ciphertext matrices.

- **NCCrypt.ProtoAdd(C₁, C₂):** Output
  \[ C_+ := \text{Flatten}(C_1 + C_2) \]

Jumping ahead, we note that in our use of NCCrypt.ProtoAdd in Section 3.3, both \( C_1 \) and \( C_2 \) will be encryptions of bits, and at most one of them will be an encryption of 1. The following claim analyzes the noise growth in homomorphic addition.

**Claim 3.4.1 (Noise Growth in NCCrypt.ProtoAdd.).** For every \( s \in \mathbb{Z}_q^2 \), \( \mu_1, \mu_2 \in \mathbb{Z} \) and \( C_1, C_2 \in \{0,1\}^{N \times N} \), we have

\[
\text{noise}_{s,\mu_1+\mu_2}^{C_+}(\text{NCCrypt.ProtoAdd}(C_1, C_2)) \leq \text{noise}_{s,\mu_1}(C_1) + \text{noise}_{s,\mu_2}(C_2)
\]

**Proof.** Let \( C_+ \leftarrow \text{NCCrypt.ProtoAdd}(C_1, C_2) \). We note that

\[
C_+ = \text{PowersOfTwo}(1, s) \cdot \text{Flatten}(C_1 + C_2) = (C_1 + C_2) \cdot \text{PowersOfTwo}(1, s) = C_1 \cdot \text{PowersOfTwo}(1, s) + C_2 \cdot \text{PowersOfTwo}(1, s) = (e_1 + e_2) + (\mu_1 + \mu_2) \cdot I
\]

Thus, by the definition of noise_{s,\mu_1+\mu_2}, we have

\[
\text{noise}_{s,\mu_1+\mu_2}(C_+) \leq \text{noise}_{s,\mu_1}(C_1) + \text{noise}_{s,\mu_2}(C_2)
\]

□

**Homomorphic Multiplication.**
This is essentially a multiplication of the ciphertext matrices, except that we randomize the first ciphertext.

- **NCCrypt.ProtoMult(\text{eck}, C₁, C₂):**
  - Randomize \( C₁ \in \{0,1\}^{N \times N} \) into a matrix \( \tilde{C}_1 \in \{0,1\}^{N \times N} \) by replacing each row \( c \) in \( C_1 \) by the row
  \[
  \tilde{c} \leftarrow \text{BitDecomp}(\text{Rand}(pk, \text{Combine}(c)))
  \]
  where Rand is the LWE randomization procedure from Section 2.4.
  - Output \( C_X \leftarrow \text{Flatten}(\tilde{C}_1 \cdot C_2) \).

Jumping ahead, we remark that when we use the proto multiplication algorithm NCCrypt.ProtoMult in our homomorphic circuit evaluation in Section 3.3, the first ciphertext will be an “evaluated ciphertext” (namely, a result of previous homomorphic evaluations), whereas the second ciphertext will be a “fresh ciphertext” (namely an output of the secret key encryption algorithm).

The first new idea in this work is that while the order of the arguments does not matter in homomorphic addition, the multiplication algorithm NCCrypt.ProtoMult is inherently asymmetric, since it is essentially the matrix multiplication operation which is non-commutative. This asymmetry turns out to be the key to achieving improved noise growth, as Claim 3.4.2 below will demonstrate.

**Claim 3.4.2 (Noise Growth in NCCrypt.ProtoMult.).** For every \( s \in \mathbb{Z}_q^2 \), \( \mu_1, \mu_2 \in \{0,1\} \) and \( C_1 \in \{0,1\}^{N \times N} \) and \( C_2 \leftarrow \text{NCCrypt.SecEnc}(sk, \mu_2) \), we have

\[
\text{noise}_{s,\mu_1+\mu_2}^{\text{NCCrypt.ProtoMult}(C_1, C_2)} \leq |\mu_2| \cdot \text{noise}_{s,\mu_1}(C_1) + \tilde{O}_s(\alpha q \cdot \sqrt{n \log q})
\]

with all but negligible probability over the randomness of NCCrypt.Keygen, NCCrypt.SecEnc and NCCrypt.ProtoMult.

**Remark.** In words, Claim 3.4.2 says that if \( \mu_2 \in \{0,1\} \) (as will be the case in our homomorphic circuit evaluation in Section 3.3), the noise in \( C_X \) is at most the noise in \( C_1 \), plus a fixed additive term. What’s more, if \( \mu_2 = 0 \), then the noise in \( C_X \) is independent of that in \( C_1 \)!

These two facts are the key new ideas that enable our main result.

**Proof.** (of Claim 3.4.2.) Let \( C_X \leftarrow \text{NCCrypt.ProtoMult(\text{eck}, C_1, C_2)} \). Note that

\[
C_X = \text{PowersOfTwo}(1, s) \cdot \text{Flatten}(\tilde{C}_1 \cdot C_2) = \text{Flatten}(\tilde{C}_1) \cdot \text{PowersOfTwo}(1, s) = \tilde{C}_1 \cdot (C_2 \cdot \text{PowersOfTwo}(1, s)) = \tilde{C}_1 \cdot (e_2 + \mu_2 \cdot C_1 \cdot \text{PowersOfTwo}(1, s)) = \tilde{C}_1 \cdot e_2 + \mu_2 \cdot \tilde{C}_1 \cdot \text{PowersOfTwo}(1, s) = \tilde{C}_1 \cdot e_2 + \mu_2 \cdot (\tilde{e}_1 + \mu_1 \cdot \text{PowersOfTwo}(1, s))
\]

Since \( e_2 \leftarrow D_{q,n}^{N \times N} \) and each row of \( \tilde{C}_1 \in \{0,1\}^{N \times N} \) is the result of Rand, by Lemma 2.11, we have

\[
\|\tilde{C}_1 \cdot e_2\|_\infty \leq \tilde{O}_s(\alpha q \cdot \sqrt{n \log q})
\]

with all but negligible probability.

Also, by lemma 2.10, we have

\[
\|\tilde{e}_1\|_\infty \leq \|e_1\|_\infty + \tilde{O}_s(\alpha q \cdot \sqrt{n \log q})
\]

with all but negligible probability.

Putting together Eq. (1), (2) and (3), we have

\[
\text{noise}_{s,\mu_1+\mu_2}^{C_X} \leq \|\tilde{C}_1 \cdot e_2\|_\infty + |\mu_2| \cdot \|\tilde{e}_1\|_\infty \leq |\mu_2| \cdot \text{noise}_{s,\mu_1}(C_1) + \tilde{O}_s(\alpha q \cdot \sqrt{n \log q})
\]

which finishes the proof. □

### 3.3 Homomorphic Evaluation of Circuits
We will now describe how to homomorphically evaluate a Boolean circuit \( \Psi \) with two-input NAND gates that takes \( \ell \) inputs, and has depth \( d \). In particular, our scheme will be able to evaluate circuits of depth \( c \cdot \log n \) (for any constant \( c \)) under a polynomial LWE assumption, namely DLWE_{n,q} \( \chi = D_{\log n}^{\mathbb{Z}/\mathbb{Z}_q} \) where \( \chi = D_{\log n}^{\mathbb{Z}/\mathbb{Z}_q} \). Since the depth of the decryption circuit is \( c_{\text{dec}} \cdot \log(n \log(q)) \leq 2c_{\text{dec}} \cdot \log(n) \) (for
some constant $c_{\text{dec}} > 0$), the scheme is bootstrappable, and by the bootstrapping theorem (Theorem 2.14), we get a leveled FHE scheme under the same assumption.

To evaluate a circuit, our scheme first turns it into a width-5 permutation branching program [3, 2], a model of computation that we describe below.

**Width-5 Permutation Branching Programs.**

A permutation branching program $\Pi$ of length $L$ with input space $\{0,1\}^L$ is a sequence of $L$ tuples of the form $(\var(t),\sigma_{t,0},\sigma_{t,1})$ where

- $\var : [L] \to [t]$ is a function that associates the $t$-th tuple with an input bit $x_{\var(t)}$.
- $\sigma_{t,0}$ and $\sigma_{t,1}$ are permutations on 5 elements. We will think of $\sigma_{t,0}$ and $\sigma_{t,1}$ as bijective functions from the set $\{1,2,3,4,5\}$ to itself.

The computation of $\Pi$ on input $x = (x_1,\ldots,x_t)$ proceeds as follows. The state of the computation at any point in time $t$ is a number $\zeta_t \in \{1,2,3,4,5\}$. Computation starts with the initial state $\zeta_0 = 1$. The state $\zeta_t$ is computed recursively as

$$\zeta_t = \sigma_{t,\var(t)}(\zeta_{t-1})$$

Finally, after $L$ steps, our state is $\zeta_L$. The output of the computation is 1 if $\zeta_L = 1$, and 0 otherwise.

To manage the growth of noise in homomorphic evaluation, we need to work with bits rather than numbers. Thus, we prefer to represent the state $\zeta_t$ as a sequence of $5$-tuples of the form $\zeta_t = (\var(t),\sigma_{t,0}(i),\sigma_{t,1}(i))$ for $i = 1,2,3,4,5$. We will think of $\sigma_{t,0}$ and $\sigma_{t,1}$ as bijective functions from the set $\{1,2,3,4,5\}$ to itself.

The computation then proceeds as follows. The idea is that $\var(t)$ is a 0-1 vector $v$ which is the unit vector $u_{\var(t)}$ in 5 dimensions.

The computation then proceeds as follows. The idea is that $\var(t)$ is a 0-1 vector $v$ which is the unit vector $u_{\var(t)}$ in 5 dimensions.

The following formula captures this condition. For $t = 1,\ldots,L$, and $i \in \{1,2,3,4,5\}$, we have:

$$v_{t,i} := v_{t-1}[\sigma_{t,0}(i)] \cdot (1 - x_{\var(t)}(i)) + v_{t-1}[\sigma_{t,1}(i)] \cdot x_{\var(t)}(i) = v_{t-1}[\gamma_{t,0}(i)] \cdot (1 - x_{\var(t)}(i)) + v_{t-1}[\gamma_{t,1}(i)] \cdot x_{\var(t)}(i)$$

where $\gamma_{t,0} \triangleq \sigma_{t,0}(i)$ and $\gamma_{t,1} \triangleq \sigma_{t,1}(i)$ are constants that are publicly computable given the description of the branching program. It is this form that we will work with in our homomorphic evaluation.

The important property that we will use is that circuits of depth $d$ can be simulated by branching programs of depth $L = 4^d$.

**Theorem 3.5 (Barrington’s Theorem [2]).**

Every Boolean NAND circuit $\Psi$ that acts on $t$ inputs and has depth $d$ can be computed by a width-5 permutation branching program $\Pi$ of length $4^d$. Given the description of the circuit $\Psi$, the description of the branching program $\Pi$ can be computed in poly($t,4^d$) time.

**Homomorphic Evaluation NCCrypt.Eval($\Psi, C_1, \ldots, C_t$).**

The homomorphic evaluation procedure will first convert the depth-$d$ circuit $\Psi$ into a width-5 permutation branching program $\Pi$ of length $L = 4^d$.

- **[Initialization]** We maintain the encrypted state of the computation of the branching program for every step $t$. We denote this state by the vector $V_t = (V_{t,1}, V_{t,2}, V_{t,3}, V_{t,4}, V_{t,5})$, where each $V_{t,i} \in \{0,1\}^{N \times N}$ will be an encryption of $v_{t,i}$.
  
  - We initialize the state as follows. Compute $V_{0,i} := v_0[i] \cdot I$.
    
  - We also compute encryptions of the complements of the input bits, for convenience. That is, set $C_k := I - C_k$. Note that $C_k$ is an encryption of $x_k = 1 - x_k$ with the same noise as $C_k$.

- **[Evaluation]** The evaluation proceeds iteratively for $t = 1,\ldots,L$, where $L$ is the length of the branching program $\Pi$. Assuming that we have $V_{t-1} := (V_{t-1,1}, V_{t-1,2}, \ldots, V_{t-1,5})$ the encryption of the state of the branching program computation at time $t - 1$, we compute
  
  $$V_t := (V_{t,1}, V_{t,2}, \ldots, V_{t,5})$$
  
  by homomorphically evaluating Eq. (4) above.

  That is, for $i \in \{1,2,3,4,5\}$, we compute
  
  $$V_{t,i} := \text{NCCrypt.ProtoAdd}
  \left(\text{NCCrypt.ProtoMult}\left(V_{t-1,1}, C_{\var(t)}\right),
  \text{NCCrypt.ProtoMult}\left(V_{t-1,1}, C_{\var(t)}\right)\right)$$

- **[Output]** Upon finishing the evaluation stage, we have $V_L := (V_{L,1}, V_{L,2}, \ldots, V_{L,5})$. Output $V_{L,1}$ as the result of the homomorphic evaluation.

We now show that the scheme correctly evaluates circuits.

**Lemma 3.6 (Correctness of Hom. Evaluation).** Let $n$ be the LWE dimension, $q$ the LWE modulus, $\Psi$ be any Boolean circuit of depth $d$, and

$$\alpha \leq 1/\Theta_n(4^d \cdot \sqrt{n \log q})$$

For every $x_1,\ldots,x_t \in \{0,1\}$, every Boolean circuit $\Psi$ of depth at most $d$, and every secret key $sk$, letting $C_k \leftarrow \text{NCCrypt.SecEnc}(sk, x_k)$ be the secret key encryptions of the inputs, and $C_\Psi \leftarrow \text{NCCrypt.Eval}(sk, \Psi, C_1, \ldots, C_t)$ be the evaluated ciphertext, we have:

$$\text{NCCrypt.Dec}(sk, C_\Psi) = \Psi(x_1,\ldots,x_t)$$

with overwhelming probability over the coin tosses of all the algorithms. $\text{NCCrypt.Eval}$ runs in time $\text{poly}(4^d, t, n, \log q)$.

Note that we stated the correctness of homomorphic evaluation on ciphertexts produced by the secret-key encryption algorithm $\text{NCCrypt.SecEnc}$. A similar lemma can be shown in the case of public-key encryption, if $\alpha$ is smaller by a factor of $\sqrt{n \log q}$. However, in our “optimal FHE” scheme in Section 4, we will only need to invoke this lemma with secret-key encryption.
4. SUCCESSIVE DIMENSION-MODULUS REDUCTION

In this section we revisit the dimension-modulus reduction technique from [7] and show that by successive application of this technique, we can achieve comparable lattice approximation factor to the best known factor for public key encryption.

We start by revisiting [7]'s dimension-modulus reduction in Section 4.1, and then proceed in Section 4.2 to present a bootstrappable homomorphic encryption scheme that is based on $O(n^{1.5} \cdot \sqrt{n \log(q)})$-approximate GapSVP.

4.1 Dimension-Modulus Reduction (Revisited)

In the functions below, $q$ is an integer and $\chi$ is a distribution over $\mathbb{Z}$:

- **SwitchKeyGen** $(q, \chi, s, t)$: For a “source” key $s \in \mathbb{Z}^n$ and “target” key $t \in \mathbb{Z}^m$, we define a set of parameters that allow to switch ciphertexts under $s$ into ciphertexts under $(1, t)$.

  Let \( n = n_s \lfloor \log q \rfloor \) be the dimension of PowersOfTwo, $s$ is a sample uniform matrix $A_{s,t} \in \mathbb{Z}_{p}^n$ and a noise vector $e_{s,t} \leftarrow \chi_{n_s}$. The function's output is a matrix

  \[ P_{s,t} = [b_{s,t} - A_{s,t}] \in \mathbb{Z}_p^{n_s \times (n+1)} \]

  where

  \[ b_{s,t} := [A_{s,t} \cdot t + e_{s,t} + ((p/q) \cdot \text{PowersOfTwo}(s))]_G \in \mathbb{Z}_p^{n_s} \]

  Here, $[\cdot]_G$ is the Gaussian rounding procedure from Corollary 2.1.

- **SwitchKey** $(P_{s,t}, c_s)$: To switch a source ciphertext $c_s \in \mathbb{Z}^{n_s}$ from a secret key $s$ to $(1, t)$, output

  \[ c_t = [P_{s,t}^T \cdot \text{BitDecomp}_q(c_s)]_p \in \mathbb{Z}_p^{n+1} \]

**Lemma 4.1 (Correctness).** Let $s \in \mathbb{Z}^n$, $t \in \mathbb{Z}^b$ be some vectors. Let $\chi$ be the discrete Gaussian $D_{\infty, \epsilon}$, and let $P_{s,t} \leftarrow \text{SwitchKeyGen}(q, \chi, s, t)$ and $P_{\text{rand}} \leftarrow \text{RandParam}_{D_{\infty, \epsilon}}(q)$. Let $c_s \in \mathbb{Z}_p^q$ and let $c'_t \leftarrow \text{Rand}(P_{\text{rand}}, c_s)$.

Finally, set $c_t := \text{SwitchKey}(P_{s,t}, c'_t)$. Then there exists $\delta$ such that

\[ (p/q) \cdot (c_s, s) - \delta = (c_t, (1,t)) \pmod{p} \]

and $|\delta| < \tilde{O}_n(\sqrt{n \log(q)}) \cdot \kappa$ with all but negl($\kappa$) probability (over the coins in the experiment, and regardless of the generation of $s, t, c_s$).

**Proof.** We expand the expression for $(c_t, (1,t))$:

\[ (c_t, (1,t)) = (P_{s,t}^T \cdot \text{BitDecomp}_q(c'_t), (1,t)) = (\text{BitDecomp}_q(c'_t), P_{s,t} \cdot (1,t)) = (\text{BitDecomp}_q(c'_t), e_{s,t} + ((p/q) \cdot \text{PowersOfTwo}(s))_G).

It follows that $\delta = \delta_1 + \delta_2$ where

\[ \delta_1 = \langle \text{BitDecomp}_q(c'_t), e_{s,t} \rangle,
\]

...
which, by Lemma 2.11, is bounded by $|\delta_1| \leq \tilde{O}_\kappa(\sqrt{n \log(q)} \alpha p$ with all but negl($\kappa$) probability; and

$$\delta_2 = \langle \text{BitDecomp}$$_{q}(c', \cdot) \ procure [(p/q) \cdot \text{PowersOfTWO}_{q}(s)] \rangle_G \qquad - (p/q) \cdot \langle c', s \rangle \rangle G$$

$$= \langle \text{BitDecomp}$$_{q}(c', \cdot) \ procure [(p/q) \cdot \text{PowersOfTWO}_{q}(s)] \rangle_G \qquad - (p/q) \cdot \text{PowersOfTWO}_{q}(s).$$

Applying Lemma 2.11, we get that $|\delta_2| \leq \tilde{O}_\kappa(\sqrt{n \log(q)})$ with all but negl($\kappa$) probability.

Security follows in a straightforward manner, the proof is omitted.

**Lemma 4.2 (security).** Let $s \in Z^n_L$ be any vector. If we generate $t \leftarrow Z^k_p$ and $P \leftarrow \text{SwitchKeyGen}_{\text{q}, \text{p}, \chi}(s, t)$, then $P$ is computationally indistinguishable from uniform over $Z^k_p$, assuming the decisional LWE assumption $\text{DLWE}_{\text{p}, \text{q}, \chi}$.\]
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**4.2 A Bootstrappable Scheme**

Let $q : N \rightarrow N$ be a monotone function such that $q(n) \leq 2^n$ for all $n$, and $\alpha : N \rightarrow \mathbb{R}$. Let $\chi(n)$ denote the discrete Gaussian distribution $D_{\text{q}, \alpha(n)}(\chi(n))$. Finally, let $\epsilon > 0$.

The typical value of $\alpha(n)$ will be $1/\tilde{O}_\kappa(\sqrt{n \log(q) \cdot n^*})$, where $\kappa$ is the security parameter. As to the function $q(n)$, we will be interested in two ranges of parameters: In the first we will set $q(n)$ such that $\alpha(n) \cdot q(n) \approx \sqrt{n}$ (i.e. we set $q$ such that $q(n) = \tilde{O}(n^{1+\epsilon} \log(q))$. This is the minimal $q$ that allows to apply worst-case to average-case reductions for LWE. The second case is where $q(n) = 2^n/2$, which is the minimal $q$ that allows to apply classical worst-case to average case reductions to the GapSVP problem.

The scheme $\text{DimReduced}$ is defined as follows.

- **$\text{DimReduced}$.KeyGen(1^k):** Define $n \triangleq (1/\log(q(k)))^2 + \epsilon/\log(q(k)))$, where $\epsilon$ is as in Proposition 3.4. Assume for convenience that $n = k(t+1)^2$ for some $L \in N$ (otherwise round $n$ to the next power up). Further define $k_0 = k(t+1)^2$, so $k_0 = k$ and $k_2 = n$. and define $q_i = q(k_i)$. For convenience we denote $p \triangleq q_0$.

Let

$$(ncsk, ncevk, ncpk) \leftarrow \text{NCCrypt.KeyGen}(1^n, q(n), 4^{\text{sect} \cdot \log(q(k))) + 1}.$$ 

Define $s_L \triangleq ncevk \in Z^n_L$. For all $i = 0, \ldots, L - 1$, sample $s_i \leftarrow Z^n_{q_i}$. Next, we generate dimension-modulus switching parameters (see Section 4.1), and randomization parameters (see Section 2.4) for all $i \in [L]:$

$$P_{i+1} \leftarrow \text{SwitchKeyGen}_{q_i, q_{i+1}}(1, (s_i), s_{i-1}).$$

and

$$P_{\text{rand}, i} \leftarrow \text{RandParam}_{\text{D}_{L, n, (k_i)}}(s_i).$$

Finally, output the keys $sk \triangleq (s_0, s_L), pk \triangleq (ncevk, \{P_{i+1} \mid i \in [L], \{P_{\text{rand}, i} \mid i \in [L]\}).$

We note that as $\epsilon$ approaches 0, $n = k^{\Theta(1/\epsilon)}$ becomes larger. If $k$ is proportional to the security parameter, then $\epsilon$ must be bounded by a constant to keep $n$ polynomially bounded. We further note that $L = \Theta(1/\epsilon)$.

- **$\text{DimReduced}.PubEnc_{pk}(\mu) / \text{DimReduced}.SecEnc_{sk}(\mu):** The asymmetric and symmetric encryption procedures are identical to NCCrypt. Since $\text{DimReduced}'$s public key and secret key contain those of NCCrypt, this can be done in a straightforward manner.

- **$\text{DimReduced}.Eval_{ck}(f, C_1, \ldots, C_L):** To perform homomorphic evaluation, we first compute

$$C_f \leftarrow \text{NCCrypt.Eval}_{\text{nnc}}(f, C_1, \ldots, C_L).$$

We then consider $c_f \in \{0, 1\}^{[\log(q(k))]}$, which is the second row of $C_f$. We set $c_f := \text{Combine}_{q}(c_f)$.

We then compute, in order for $i = L - 1, \ldots, 0$, the ciphertexts $c_{\text{rand}, i+1} \leftarrow \text{Rand}(P_{\text{rand}, i+1}, C_{i+1})$, and then $c_i \leftarrow \text{SwitchKey}(P_{i+1}, c_{\text{rand}, i+1})$. Finally, $c_0 \in Z^k_p$ is output as the final ciphertext.

- **$\text{DimReduced}.Dec_{sk}(c):** We recall that $c \in Z^k_p$. We output $\mu' = 0$ if $||[c, (1, s_0)]|| < p/8$, and $\mu' = 1$ otherwise.

Security is stated in the next lemma and follows immediately using a hybrid argument and using the security properties of the scheme NCCrypt, the ciphertext randomization procedure (Lemma 2.9) and the dimension-modulus reduction procedure (Lemma 4.2). The formal proof is omitted.

**Lemma 4.3.** The scheme $\text{DimReduced}$ is secure under the $\text{DLWE}_{k, \alpha} \cdot (\alpha, k)$ assumption.

Correctness poses a more challenging task. We want to prove that $\text{DimReduced}$ can homomorphically evaluate an augmented decryption circuit. Proving this when $\alpha(n)$ is small (e.g. $\alpha(n) = 1/n^3$) is fairly easy. However, since we wish to achieve optimal parameters, the analysis is more involved and appears in the following lemma.

We define $\tau \triangleq 2^{\log(q(k)) + 2}/q_L$ and notice that $\tau \in [1/4, 1/2]$.

**Lemma 4.4.** Let $\alpha(n) = 1/\tilde{O}_\kappa(\sqrt{n \log(q) \cdot n^*})$, and let $q(n) \geq \tilde{O}(\sqrt{n}/(\alpha(n)))$. Consider a set of keys generated by $(sk, pk, evk) \leftarrow \text{DimReduced}.KeyGen(1^k)$, and recall that $sk = (s_0, s_L)$. Let $K_i \leftarrow \text{DimReduced}.SecEnc_{sk}(\text{BitDecomp}(s_0), i)$. Namely, $K_i$ is the symmetric encryption of the ith bit of $s_0$.

Let $f$ be an augmented decryption circuit as per Definition 2.13. Namely, let $c, c' \in Z^k_p$ and $\mu, \mu' \in \{0, 1\}$ be such that

$$||[c, (1, s_0)]|| = \mu \cdot \tau p + \epsilon,$$

where $|\epsilon| < p/8$, and similarly for $c'$. The function $f$ is the function that on input $x$, treats $x$ as a secret key and decrypts $c, c'$, and outputs the NAND of their decryptions.

Let

$$c_0 \leftarrow \text{DimReduced}.Eval_{ck}(f, K_1, K_2, \ldots),$$

and note that this is syntactically well defined since $f$ can be represented as a Boolean circuit of depth $\text{sect} \cdot \log(q(k))) + 1$.

Then with all but $\text{negl}(|\kappa|)$ probability,

$$||[c_0, s_0]|| = \mu' \cdot \tau p + \epsilon f,$$

where $\mu' = (\mu \land \mu'), |\epsilon_f| < p/8$ are as above.

**Proof.** Consider the process of execution of $\text{DimReduced}.Eval_{ck}(f, K_1, K_2, \ldots)$. It starts by generating
$e_L$, where we are guaranteed by the correctness of NCCrypt that

$$[(e_L, s_L)]_{qL} = \mu^* \cdot r_{qL} + e_L,$$

where

$$|e_L| / qL \leq \tilde{O}_\epsilon(\sqrt{n \log(qL) \cdot 2^{\alpha\log(k \log(q)) + 1}) \alpha(n)$$

$$= \tilde{O}_\epsilon(n^\epsilon \cdot \sqrt{n \log(qL)}) \cdot \alpha(n),$$

and we will set $\alpha(n) = 1/(\sqrt{n \log(q \cdot n^\epsilon \cdot \polylog(k)})$ with sufficiently large polylogarithmic factor to offset the one coming from the noise so that

$$|e_L| / qL \leq 1/\polylog(k).$$

We then commence with $L = O(1)$ levels of randomization followed by modulus-reduction dimension. Let us consider the effect of these operations at level $i$.

Lemma 2.10 guarantees that in the randomization step, the relative noise grows by an additive factor of at most $\tilde{O}_\epsilon(\sqrt{k_i \log(q_i)} \cdot \alpha(k_i) = k_i^{\epsilon} \cdot \tilde{O}_\epsilon(1)/\polylog(k)$. Again, the idea is to define $\alpha$ with sufficiently large polylogarithmic factor to offset those coming from $O_i(.)$. Lemma 4.1 guarantees that in the key switching step, the relative noise grows by an additive factor of $\tilde{O}(\sqrt{k_i \log(q_i)} \cdot \alpha(k_{i-1})$. We recall that $k_i = k_i^{\epsilon}$ and that $\alpha(n) < 2^n$. Therefore

$$\sqrt{k_i \log(q_i)} \leq (k_{i-1} \log(q_{i-1}))^{1+\epsilon} \leq (k_{i-1} \log(q_{i-1}))^{k_{i-1}}.$$

Therefore, setting the polylogarithmic factors right, we get an additive relative error of at most $1/\polylog(k)$. Putting all of these together, we get that

$$|e_i| \leq L/\polylog(k) \ll p/8,$$

and the result follows. \hfill \Box

Finally, we derive the worst-case lattice approximation factor based on Corollary 2.6. We recall that a bootstrappable homomorphic encryption scheme implies a leveled FHE scheme under the same assumptions, and a pure FHE scheme with an additional circular security assumption.

**Corollary 4.5.** For all $\epsilon > 0$, there exist:

- A bootstrappable homomorphic encryption scheme based on the worst-case quantum hardness of solving GapSVP$_{\tilde{O}(1^{1.5+\epsilon})}$ and SIVP$_{\tilde{O}(1^{1.5+\epsilon})}$.
- A bootstrappable homomorphic encryption scheme based on the worst-case classical hardness of solving GapSVP$_{\tilde{O}(1^{2+\epsilon})}$.

The first (quantum) case is derived from Lemma 4.4 by setting $q(n) = \sqrt{n} / \alpha(n) = \poly(n)$, and the second (classical) case is derived by setting $q(n) = 2^{n/2}$.

**Improving Key and Ciphertext sizes.**

The scheme DimReduced uses a ladder of LWE instances, ranging from short $(k, p)$ to polynomially larger $(n, q)$. In the description above, the public key of the scheme is derived from that of NCCrypt, and therefore depends on $n$ and not on $k$. Likewise, the “input ciphertexts” (the ones before homomorphic evaluation) also depend on $n$.

We note here that this can be fixed in such a way that only the evk depends on $n$, and the rest of the parameters are exactly the same as Regev’s scheme with parameters $(k, p)$. This is done in a standard way (used e.g. in [7]) as follows.

We will generate the public key as a standard Regev public key with parameters $(k, p)$, and in the evaluation key we will encrypt the bits of the respective secret key using NCCrypt. This will allow to perform homomorphic operations by evaluating the augmented decryption circuit. Namely, the ciphertexts visible to the user of the scheme will always be short, but in the process of homomorphic evaluation, larger ciphertexts are used to accommodate the homomorphic operation, and once it is done dimension-modulus reduction will be used to shrink the output ciphertext back to the original size. Since this is standard practice, we omit the technical description.
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