On the approximation error for approximating convex bodies using multiobjective optimization

Andreas Löhne\(^1\), Fangyuan Zhao\(^1\), Lizhen Shao\(^2\)

January 6, 2022

Abstract

A polyhedral approximation of a convex body can be calculated by solving approximately an associated multiobjective convex program (MOCP). An MOCP can be solved approximately by Benson type algorithms, which compute outer and inner polyhedral approximations of the problem’s upper image. Polyhedral approximations of a convex body can be obtained from polyhedral approximations of the upper image of the associated MOCP. We provide error bounds in terms of the Hausdorff distance for the polyhedral approximations of a convex body in dependence of the stopping criterion of the primal and dual Benson type algorithms which are applied to the associated MOCP.
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1 Introduction

We aim to compute polyhedral approximations \(Y_{\text{approx}}\) of a convex body \(Y\). This task is referred to by the following approximate convex projection problem,

\[
\text{approximate } Y := \{ Gx \mid g_1(x) \leq 0, \ldots, g_m(x) \leq 0 \}, \quad \text{(CPP)}
\]

where \(G\) is assumed to be a full row rank matrix in \(\mathbb{R}^{q \times n}\) and the convex functions \(g_i : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}\) are given. We denote by \(X := \{ x \in \mathbb{R}^n \mid g_1(x) \leq 0, \ldots, g_m(x) \leq 0 \}\) the feasible set of \([\text{CPP}]\). The term projection problem is used because \(Y\) can be seen as a projection of the set

\[
\{(x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid y = Gx, x \in X\}
\]

into the space of \(y\)-components. A rigorous solution concept for the polyhedral approximation problem has been introduced in [14]. Moreover, it has been shown there that polyhedral projection is equivalent to multiobjective linear programming (MOLP). Here we reduce our considerations to finding polyhedral approximations of \(Y\). To this
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end we solve an associated multiobjective convex program (MOCP). The object of
study is the approximation error of (CPP) in dependence of the approximation error in
(MOCP).

The feasible set $X$ is a convex set. Moreover, $X$ is assumed to be a convex and compact set
having non-empty interior. Since $Y$ is the image of $X$ under the linear map $G$, it is also a
convex body.

The following multiobjective convex program is associated to (CPP) (see [14] for
a polyhedral prototype of this idea, and [18] for an extension to the non-polyhedral
convex case):

$$\begin{align*}
\min & \quad \Gamma(x) = \left( \begin{array}{c} Gx \\ -e^T Gx \end{array} \right) \\
\text{s.t.} & \quad x \in X,
\end{align*}$$

(14)

where $e$ denotes the vector where all entries are one and $\mathbb{R}^{q+1}_+ = \{ x \in \mathbb{R}^{q+1} : x \geq 0 \}$. Problem (MOCP) is feasible as $X$ is non-empty. The image of the feasible set is defined by $\Gamma[X] = \{ \Gamma(x) : x \in X \}$. The upper image of (MOCP) is the set $P = c(\Gamma[X] + \mathbb{R}^{q+1}_+)$. $\Gamma[X]$ is compact because it is an image of the compact set $X$ under a linear transformation. Consequently, the upper image $P$ can be written as $P = \Gamma[X] + \mathbb{R}^{q+1}_+$.

In this article we provide tight bounds for the approximation error of the polyhedral
projection problem (CPP) in dependence of the prescribed tolerance $\varepsilon > 0$ for the
associated multiobjective convex program (MOCP). This tolerance is defined by a certain
stopping criterion in the primal and dual Benson type algorithms, respectively. Solv-
ing an arbitrary multiobjective convex program with the primal and dual Benson type
algorithms, we obtain, respectively, an outer and inner approximation $P_{\text{approx}}$ of the
upper image $P$ with

$$d_H(P_{\text{approx}}, P) \leq \varepsilon \sqrt{q + 1}.$$  

Here $q$ is the dimension of $Y$ (i.e. $P$ is of dimension $q + 1$) and $d_H$ denotes the Haus-
dorff distance. In the framework of arbitrary multiobjective convex programs, this
bound is tight for both the primal and dual algorithms.

CPP is solved by applying a primal or dual Benson type algorithm to the associ-
ated (MOCP) with tolerance $\varepsilon > 0$. For the convex body $Y$ we obtain, respectively, an
outer and inner approximation $Y_{\text{approx}}$ with

$$d_H(Y_{\text{approx}}, Y) \leq \varepsilon \sqrt{q^2 + q - 1}.$$  

This bound is tight in the sense that both the primal and dual Benson type algorithms
can induce the worst case error in the projection problem (CPP).

We see that the bound for the approximation error of (CPP) differs from the bound
for the approximation error for the associated (MOCP) by the factor

$$\gamma(q) = \sqrt{q - \frac{1}{q + 1}} < \sqrt{q}.$$  

For $q \geq 2$ the bound for (CPP) is bigger than the one for the associated (MOCP).

Related investigations were made independently in [11].

If the functions $g_i$, $i = 1, \ldots, m$ are affine, then problem (CPP) reduces to a polyhe-
dral projection problem. The equivalence between polyhedral projection and multiob-
jective linear programming is used in bensolve tools (a software package for polyhedral

calculus and related problems, see [3]), where the MOLP solver bensolve [15] is utilized to solve polyhedral projection problems. The options of bensolve tools allow to control the tolerance \(\varepsilon > 0\) of the associated MOLP. However, the resulting approximation error for the polyhedral approximation problems was not specified so far. This means our result is new even for the polyhedral case.

The results in this article are based on so-called Benson type algorithms, insofar we relate our error bounds to the typical stopping criteria of these algorithms. These methods are named after Harold P. Benson, who came up with an outer approximation algorithm for MOLP problems in 1998 [1]. Based on geometric duality [8], a dual variant of Benson’s algorithm for MOLP was proposed in 2012 [5]. However, the basic idea of these algorithms can be found earlier in the literature. For instance, in 1982, Mukhamediev [16] used ideas similar to the dual Benson type algorithm to solve certain global optimization problems. In 1992, Kamenev [10] presented two adaptive methods to approximate convex bodies by polyhedra, which are similar to the primal and dual Benson type algorithms. The dual Benson type algorithm is also similar to the convex hull method by Lassez & Lassez from 1992 [12]. Benson’s approach to solve MOLPs was extended to MOCP, for instance, in [2, 4, 6, 13, 17].

This article is organized as follows. Section 2 is devoted to notation and preliminary results. In Section 3, the error bound for (CPP) based on the primal Benson type algorithm is shown. The error bound for (CPP) based on the dual Benson type algorithm is provided in Section 4. In Section 5, we draw some conclusions.

2 Preliminaries

The following notation will be used throughout this paper. For a set \(A \subseteq \mathbb{R}^q\), we denote the boundary, interior, closure, convex hull of \(A\) by \(\text{bd}A\), \(\text{int}A\), \(\text{cl}A\), \(\text{conv}A\). Let \(a := (a_1, \ldots, a_q+1)^T \in \mathbb{R}^{q+1}\), \(A \subseteq \mathbb{R}^{q+1}\). The vector, which omits the last component of \(a\), is denoted by \(\pi(a)\), i.e. for \(a = (a_1, \ldots, a_q+1)^T\) we have \(\pi(a) = (a_1, \ldots, a_q)^T\). For \(A \subseteq \mathbb{R}^{q+1}\) we set \(\pi[A] := \{\pi(a) : a \in A\} \subseteq \mathbb{R}^q\). \(I\) denotes the identity matrix and \(e^i\) is the \(i\)-th unit vector. The hyperplane

\[
H := \{y \in \mathbb{R}^{q+1} : e^T y = 0\}
\]

is frequently used.

The image of the feasible set \(\Gamma[X]\), the upper image \(\mathcal{P}\) in problem \((\text{CPP})\) and the convex set \(Y\) in \((\text{CPP})\) are related in the following sense.

**Proposition 1.** For problem \((\text{MOCP})\), the following statements hold.

(i) \(\Gamma[X] = \mathcal{P} \cap H\).

(ii) \(Y = \pi[\Gamma[X]]\).

**Proof.** (i) For all \(y \in \Gamma[X]\), \(e^T y = 0\) holds. This implies \(\Gamma[X] \subseteq H\). We have \(\Gamma[X] \subseteq \mathcal{P} \cap H\). Thus \(\Gamma[X] \subseteq \mathcal{P} \cap H\). Now let \(s \in \mathcal{P} \cap H\). Then there exist \(x \in X\) and \(t \in \mathbb{R}^{q+1}_+\) such that \(s = \Gamma(x) + t\) and \(e^T s = e^T \Gamma(x) + e^T t = e^T t = 0\). This yields \(t = 0\) and thus \(s \in \Gamma[X]\).

(ii) Follows from the definitions of \(\pi(\cdot)\), \(\Gamma[X]\) and \(Y\). 

A Benson type algorithm computes an outer approximation \(\mathcal{P}_{\text{outer}}\) (resp. inner approximation \(\mathcal{P}_{\text{inner}}\)). This means \(\mathcal{P}_{\text{outer}}\) (resp. \(\mathcal{P}_{\text{inner}}\)) is a superset (resp. subset)
of $\mathcal{P}$ and close to $\mathcal{P}$ in some sense. We next show that a set $\mathcal{P}_{outer} \supseteq \mathcal{P}$ yields a set $Y_{outer} \supseteq Y$ and a set $\mathcal{P}_{inner} \subseteq \mathcal{P}$ yields a set $Y_{inner} \subseteq Y$. Later we show that $Y_{outer}$ and $Y_{inner}$ are close to $Y$ in some sense.

**Proposition 2.** For $\mathcal{P}_{outer} \supseteq \mathcal{P}$ and $\mathcal{P}_{inner} \subseteq \mathcal{P}$ we have

(i) $Y_{outer} := \pi[\mathcal{P}_{outer} \cap H] \supseteq Y$,

(ii) $Y_{inner} := \pi[\mathcal{P}_{inner} \cap H] \subseteq Y$.

**Proof.** (i) From $\mathcal{P}_{outer} \supseteq \mathcal{P}$ and Prop. [13](i), we get $\mathcal{P}_{outer} \cap H \supseteq \mathcal{P} \cap H = \Gamma[X]$. Thus $\pi[\mathcal{P}_{outer} \cap H] \supseteq \pi[\Gamma[X]]$. Prop. [13](ii) yields $Y_{outer} \supseteq Y$.

(ii) From $\mathcal{P}_{inner} \subseteq \mathcal{P}$ and Proposition [12](i), we get $\mathcal{P}_{inner} \cap H \subseteq \mathcal{P} \cap H = \Gamma[X]$. Thus $\pi[\mathcal{P}_{inner} \cap H] \supseteq \pi[\Gamma[X]]$. Prop. [13](ii) yields $Y_{inner} \subseteq Y$.

We next recall the geometric dual problem of (MOCP) (cf. [13]). For $t \in \mathbb{R}^{q+1}$, let

$$w(t) := \left(t_1, \ldots, t_q, 1 - \sum_{i=1}^q t_i\right)^T.$$

The geometric dual of (MOCP) is given by

$$\text{max } D^*(t) \text{ w.r.t. } \leq K \text{ s.t. } w(t) \geq 0, \quad (\text{MOCP}^*)$$

where

$$D^*(t) := \left(t_1, \ldots, t_q, \inf_{x \in K} \left[w(t)^T \Gamma(x)\right]\right)^T,$$

$K = \mathbb{R}_+(0, 0, \ldots, 0, 1)^T$ and $\leq K$ is the ordering induced by the cone $K$, that is, $y^r \leq_K y^s$ iff $y^r - y^s \in K$. The lower image of (MOCP*) is defined as $D := D^*[T] - K$, where $T := \{t \in \mathbb{R}^{q+1} | w(t) \geq 0\}$ is the feasible region of (MOCP*). For $y, y^* \in \mathbb{R}^{q+1}$, we consider the two following hyperplane-valued maps:

$$\mathcal{H} : \mathbb{R}^{q+1} \rightrightarrows \mathbb{R}^{q+1}, \quad \mathcal{H}(y^r) := \{y \in \mathbb{R}^{q+1} : \varphi(y, y^r) = 0\},$$

$$\mathcal{H}^* : \mathbb{R}^{q+1} \rightrightarrows \mathbb{R}^{q+1}, \quad \mathcal{H}^*(y) := \{y^* \in \mathbb{R}^{q+1} : \varphi(y, y^*) = 0\},$$

where $\varphi$ is a bi-linear coupling function defined as

$$\varphi(y, y^r) = \sum_{i=1}^q v_i y^r_1 + y_{q+1} \left(1 - \sum_{i=1}^q v_i - y^*_q\right).$$

For the duality mapping

$$\Psi : 2^{\mathbb{R}^{q+1}} \rightarrow 2^{\mathbb{R}^{q+1}}, \quad \Psi(F^*) := \bigcap_{y^* \in F^*} \mathcal{H}^*(y) \cap \mathcal{D},$$

the following geometric duality relation between $\mathcal{P}$ and $D$ holds:

**Theorem 3 ([11]).** $\Psi$ is an inclusion reversing one-to-one mapping between the set of all $K$-maximal exposed faces of $\mathcal{D}$ and the set of all weakly minimal exposed faces of $\mathcal{P}$. The inverse map is given by

$$\Psi^{-1}(F) = \bigcap_{y \in F} \mathcal{H}(y) \cap \mathcal{D}.$$
Finally, we recall two kinds of scalarizations for \([\text{MOCP}]\). For arbitrary \(w \in \mathbb{R}^{q+1}\), \(e^T w = 1\), the \textit{weighted sum scalarization} is the convex program

\[
\min_x w^T \Gamma(x) \quad \text{s.t.} \quad g(x) \leq 0. \quad (P_1(w))
\]

The Lagrangian dual problem of \([P_1(w)]\) is

\[
\max_u \inf_{w \in \mathbb{R}^n} \left[w^T \Gamma(x) + u^T g(x)\right] \quad \text{s.t.} \quad u \geq 0, \quad (D_1(w))
\]

where \(g = (g_1, \ldots, g_m)^T\) and \(0 \cdot \infty = 0\). An optimal solution of \([P_1(w)]\) is a weak minimizer of \([\text{MOCP}]\) (see e.g. [9]).

The other kind of scalarization for \([\text{MOCP}]\) is known under different names in the literature, among them: \textit{translative scalarization}, Tammer-Weidner scalarization or Pascoletti-Serafini scalarization. It depends on a parameter vector \(v \in \mathbb{R}^{q+1}\), which typically does not belong to \(\text{int} \, P\). It is given by the convex program

\[
\min_{x \in \mathbb{R}^n, t \in \mathbb{R}} z \quad \text{s.t.} \quad g(x) \leq 0, \; \Gamma(x) - ze - v \leq 0. \quad (P_2(v))
\]

Its Lagrangian dual problem is

\[
\max_{u \in \mathbb{R}^m, w \in \mathbb{R}^{q+1}} \inf_{x \in \mathbb{R}^n} \left[w^T \Gamma(x) + u^T g(x)\right] - w^T v \quad \text{s.t.} \quad u \geq 0, \; w \geq 0, \; w^T e = 1. \quad (D_2(v))
\]

In this paper, we will use the Hausdorff distance to measure the approximation error. For nonempty sets \(M, N \subseteq \mathbb{R}^q\) with \(M \subseteq N\) it can be expressed as

\[
d_H(M, N) := \sup_{b \in N} \inf_{a \in M} \|a - b\|_2.
\]

**Lemma 4.** Consider nonempty sets \(M, N \subseteq \mathbb{R}^q\) and a vector \(d \in \mathbb{R}^q\) such that \(N + \{d\} \subseteq M \subseteq N\). Then,

\[
d_H(M, N) \leq \|d\|_2.
\]

**Proof.** For arbitrary \(u \in N\), we get \(u + d \in M\), i.e., there exists \(v \in M\) such that \(u + d = v\). Since \(M \subseteq N\), we get \(d_H(M, N) = \sup_{a \in N} \inf_{u \in M} \|a - u\|_2 \leq \|d\|_2\). \(\square\)

### 3 Error bounds for the primal algorithm

The primal Benson type algorithm for a multiobjective convex program (with \(q + 1\) objectives) computes a shrinking sequence of outer polyhedral approximations \(P_k\) for \(\mathcal{P}\), where \(k\) is the iteration index. The optimal values \(y_i\) of \([P_1(w)]\) for \(w\) being the unit vectors \(e^i\), for \(i = 1, \ldots, q+1\), are computed and the initial outer polyhedral approximation of \(\mathcal{P}\) is set to \(P_0 = \{y\} + \mathbb{R}^{q+1}_e\). In each iteration, an arbitrary vertex \(v\) of current outer approximation \(P_k\) is chosen and a point \(o\) of \(\Gamma[X]\) is obtained by solving \([P_2(v)]\).

If \(o - v \leq \varepsilon e\), for a prescribed tolerance \(\varepsilon > 0\), the algorithm continues to check the other vertices of \(P_k\). If \(o - v \leq \varepsilon e\) holds for all vertices of \(P_k\), the algorithm terminates. Otherwise, for some \(v\) and corresponding \(o\) with \(o - v \leq \varepsilon e\), a supporting half-space \(H_v \supseteq \mathcal{P}\) of \(\mathcal{P}\) at the point \(o\) is calculated by solving \([D_2(v)]\). The new outer approximation is updated to \(P_{\text{outer}} \leftarrow P_{\text{outer}} \cap H_v\). Algorithm [1] provides a pseudo code of a simplified version of the primal Benson type algorithm.
Algorithm 1: Simplified primal Benson type algorithm for MOCP ([13])

Input: $\varepsilon$, $P_0$

Output: An outer approximation $P_{outer}$ of $P$

1. $V \leftarrow \emptyset$; $P_{outer} \leftarrow P_0$;
2. compute the vertex set $\bar{V}$ of $P_{outer}$;
3. \textbf{while} $\bar{V} \setminus V \neq \emptyset$ \textbf{do}
4. \hspace{1em} choose $v \in \bar{V} \setminus V$;
5. \hspace{1em} $(x, z, u, w) \leftarrow$ solve $(P_2(v))$ \hspace{1em} \(D_2(v))$;
6. \hspace{1em} if $z > \varepsilon$ then
7. \hspace{2em} $P_{outer} \leftarrow P_{outer} \cap \{y \in \mathbb{R}^{q+1} : \varphi(y, D^*(w)) \geq 0\}$;
8. \hspace{2em} update the vertex set $\bar{V}$ of $P_{outer}$;
9. \hspace{1em} else
10. \hspace{2em} $V \leftarrow V \cup \{v\}$;
11. \hspace{1em} end
12. \hspace{1em} end
13. \textbf{return} $P_{outer}$

Algorithm 1 applied to the (MOCP) associated to (CPP) yields an outer approximation $P_{outer}$ for the upper image $P$ of (MOCP) and, by Proposition 2, an outer approximation $Y_{outer}$ of $Y$. The result of the following proposition can be also found in [13], formulated in terms of finite $\varepsilon$-infimizers. For the convenience of the reader we present here a short and direct proof.

Proposition 5. For an arbitrary instance of problem (MOCP) and some given $\varepsilon > 0$, let $P_{outer}$ be the result of Algorithm 1. Then,

$$P_{outer} + \varepsilon \{e\} \subseteq P.$$

Proof. Let $v \in P_{outer}$. Then $v$ can be expressed by the vertices $v^1, \ldots, v^k$ of $P_{outer}$ and a point $c \in \mathbb{R}^{q+1}$ as

$$v = \sum_{i=1}^{k} \lambda_i v^i + c, \quad \lambda_1, \ldots, \lambda_k \geq 0, \quad \sum_{i=1}^{k} \lambda_i = 1.$$

By the stopping criterion of Algorithm 1 for each $v^i, i = 1, \ldots, k$, there exists $o^i \in \Gamma[X]$ such that $o^i - v^i \leq \varepsilon e$. For $o = \sum_{i=1}^{k} \lambda_i o^i \in \Gamma[X]$ we have

$$o - v = \sum_{i=1}^{k} \lambda_i (o^i - v^i) - c \leq \varepsilon e - c \leq \varepsilon e.$$

Thus $v + \varepsilon e$ belongs to $\Gamma[X] + \mathbb{R}^{q+1} = P$, which proves the claim. \(\square\)

We start with a bound for (MOCP), see e.g. Remark 3.4 in [4].

Proposition 6. For an arbitrary instance of problem (MOCP) with $q + 1$ objectives, let $P$ be the upper image and $P_{outer}$ be the result of Algorithm 1 for some given $\varepsilon > 0$. Then

$$d_H(P_{outer}, P) \leq \varepsilon \sqrt{q + 1}.$$
Algorithm 1 applied to the associated arbitrary $\bar{v}$. 

**Proof.** By Proposition $5$ and Lemma $4$, we get $d_H(P_{\text{outer}}, P) \leq \|\varepsilon e\|_2 = \varepsilon \sqrt{q+1}$. \hfill \(\square\)

This bound is tight as shown by the following example.

**Example 7.** Let $\varepsilon = \frac{1}{\sqrt{q+1}}$, $P = \{x \in \mathbb{R}^{q+1} \mid x + \frac{1}{\sqrt{q+1}} e \geq 0, e^T (x + \frac{1}{\sqrt{q+1}} e) \geq 1\}$. Then Algorithm $\Pi$ terminates with the initial outer approximation $P_{\text{outer}} = \{-\frac{1}{\sqrt{q+1}} e\} + \mathbb{R}^{q+1}$ and we have $d_H(P_{\text{outer}}, P) = \varepsilon \sqrt{q+1}$.

Now we prove the error bound for (CPP) solved with Algorithm $\Pi$.

**Theorem 8.** Let an arbitrary instance of (CPP) be given. Let $P_{\text{outer}}$ be the result of Algorithm $\Pi$ applied to the associated (MOCP) for some given $\varepsilon > 0$ and let $Y_{\text{outer}} := \pi[\bar{v} P_{\text{outer}} \cap H]$. Then $Y_{\text{outer}} \supseteq Y$ and

$$d_H(Y_{\text{outer}}, Y) \leq \varepsilon \sqrt{q^2 + q - 1}.$$

**Proof.** Let $\bar{v}$ be an arbitrary point in $Y_{\text{outer}}$. Then $v := (\bar{v}^T, -e^T \bar{v})^T \in P_{\text{outer}} \cap H$. By Proposition $5$ we have $v + \varepsilon e \in P$. Thus there exists $o \in \Gamma[X]$ with $o \leq v + \varepsilon e$. Since $\Gamma[X] \subseteq H$, we have $e^T o = 0$. By Proposition $\Pi$ (ii), we have $\tilde{o} := \pi(o) \in Y$. We have $\tilde{o}_i \leq \varepsilon + \tilde{v}_i$, $i = 1, \ldots, q$ and $o_{q+1} = -e^T \tilde{o} \leq \varepsilon + v_{q+1} = \varepsilon - e^T \bar{v}$. Thus the point $\tilde{o} - \bar{v}$ belongs to the polytope $T := \{t \in \mathbb{R}^q \mid -e^T t \leq \varepsilon, t \leq e \}$. The vertex set of $T$ is

$$\text{vert} T = \{(e, \ldots, e)^T, (-e, e, \ldots, e)^T, (e, -e, e, \ldots, e)^T, \ldots, (e, \ldots, e, -e)^T\}.$$ 

Thus $\|\tilde{o} - \bar{v}\|_2 \leq \max \{\|t\|_2 : t \in \text{vert} T\} = \varepsilon \sqrt{q^2 + q - 1}$. Since $Y_{\text{outer}} \supseteq Y$ and for arbitrary $\bar{v} \in Y_{\text{outer}}$ there exists $\bar{v} \in Y$ with $\|\bar{v} - \bar{v}\|_2 \leq \varepsilon \sqrt{q^2 + q - 1}$, we conclude that $d_H(Y_{\text{outer}}, Y) \leq \varepsilon \sqrt{q^2 + q - 1}$. \hfill \(\square\)

The following example shows that the upper bound of Theorem $8$ is tight for all $q \geq 2$, see also Figure $\Pi$.

![Figure 1: Illustration of Example $\Pi$ for $q = 2$.](image-url)
Example 9. For $q \geq 2$ let $Y$ be a $q$-dimensional simplex given by

$$Y = \left\{ x \in \mathbb{R}^q \mid x_q \geq 0, x_q \leq 2x_i, i \in \{1, \ldots, q-1\}, \sum_{i=1}^{q-1} x_i + \frac{3}{2} x_q \leq 1 \right\}$$

and let $\varepsilon := \frac{1}{q+1}$. The $q+1$ vertices of $Y$ are 0, the unit vectors $e^i$ for $i \in \{1, \ldots, q-1\}$ and the point

$$u = \left( \frac{1}{q+2}, \ldots, \frac{1}{q+2}, \frac{2}{q+2} \right)^T.$$

The upper image $\mathcal{P}$ has a V-representation with extremal directions $d^i = e^i$ for $i \in \{1, \ldots, q+1\}$ and vertices

$$\left( 0, 0 \right), \left( e^1, -1 \right), \ldots, \left( e^{q-1}, -1 \right), \left( u, -e^T u \right).$$

Since $-1 < -e^T u$, the initial outer approximation computed by the primal Benson type algorithm (for $q \geq 2$) is

$$\mathcal{P}_0 = \{-e^{q+1}\} + \mathbb{R}^{q+1}.$$

The vertex $v = -e^{q+1}$ of $\mathcal{P}_0$ is chosen by the algorithm and we obtain $z = \frac{1}{q+1} > \varepsilon$. Since $v + ze$ is a convex combination of the vertices of $\mathcal{P}$ with positive coefficients

$$\lambda_1 = \frac{1}{2(q+1)}, \lambda_2 = \frac{1}{2(q+1)}, \ldots, \lambda_q = \frac{1}{2(q+1)}, \lambda_{q+1} = \frac{q+2}{2(q+1)},$$

a cut with the hyperplane $H$ is made by the algorithm. The outer approximation $\mathcal{P}_1$ has the vertices

$$\left( 0, 0 \right), \left( e^1, -1 \right), \ldots, \left( e^{q-1}, -1 \right), \left( e^q, -1 \right).$$

The only vertex of $\mathcal{P}_1$ which is not in $\mathcal{P}$ is the last one in the list. We have

$$\left( u, -e^T u \right) \leq \left( e^q, -1 \right) + \varepsilon e.$$

Thus, the algorithm terminates. The resulting outer approximation $Y_{\text{outer}}$ of $Y$ is the convex hull of 0 and $e^i$ for $i \in \{1, \ldots, q\}$. For the approximation error we get

$$d_H(Y_{\text{outer}}, Y) = \|e^q - u\| = \varepsilon \sqrt{q^2 + q - 1}.$$

4 Error Bounds for the Dual Benson type Algorithm

The dual Benson type algorithm begins with an initial outer polyhedral approximation $\mathcal{D}_0$ of $\mathcal{D}$. Let $\bar{x}$ be an optimal solution to $(\mathcal{P}_1(\bar{w}))$ for some $\bar{w} > 0$ with $e^T \bar{w} = 1$. The initial outer approximation can be defined by the initial inner approximation

$$\mathcal{P}_0 := \{\Gamma(\bar{x})\} + \mathbb{R}^{q+1}$$

of $\mathcal{P}$ by the geometric duality relation as

$$\mathcal{D}_0 := \{y^* \in \mathbb{R}^{q+1} \mid \forall y \in \mathcal{P}_0 : \phi(y, y^*) \geq 0\}. $$
The dual Benson type algorithm constructs a sequence of shrinking polyhedral outer approximations $D_k$ of the lower image $D$ of the dual problem (MOCP$^*$), where $k$ is the iteration index. In each iteration, an arbitrary vertex $t$ of the current outer approximation $D_k$ is chosen. Then a corresponding boundary point $s = D^*(t)$ of $D$ is computed by solving $\left[ P_1(w) \right]$ for $w = w(t)$. If $t_{q+1} - s_{q+1} > \varepsilon$, for a prescribed tolerance $\varepsilon > 0$, a portion of the current outer approximation $D_k$ is cut off by a hyperplane supporting $D$ at the point $s \in D$. Otherwise, the algorithm continues to check other vertices of $D_k$. If $t_{q+1} - s_{q+1} \leq \varepsilon$ for all vertices of $D_k$, the algorithm terminates. By geometric duality, we obtain an inner approximation of $P$ as

$$P_{inner} = \{ y \in \mathbb{R}^{q+1} \mid \forall y^* \in D_{outer} : \varphi(y, y^*) \geq 0 \}.$$

In Algorithm 2, we provide a pseudo code of this dual method. Note that for $x$ being an optimal solution of $\left[ P_1(w) \right]$ for $w = w(t)$, we have

$$\varphi(\Gamma(x), t) = w(t)^T \Gamma(x) - t_{q+1} = s_{q+1} - t_{q+1}.$$

Thus the stopping criterion can be expressed by the coupling function $\varphi$.

Note that we describe here a simplified version of the algorithm only, because many details are not relevant for investigations on error bounds. For a more detailed version as well as implementation issues the reader is referred to [13].

**Algorithm 2:** Simplified dual Benson type algorithm for MOCP (alternative Algorithm 2 in [13])

| Input: $\varepsilon$, $D_0$ |
| Output: An inner approximation $P_{inner}$ of $P$ |
| 1 $T \leftarrow \emptyset$; $D_{outer} \leftarrow D_0$; |
| 2 compute the vertex set $\bar{T}$ of $D_{outer}$; |
| while $T \setminus T \neq \emptyset$ do |
| 4 choose $t \in T \setminus T$; |
| 5 $x \leftarrow$ solve $\left[ P_1(w(t)) \right]$; |
| 6 if $\varphi(\Gamma(x), t) < -\varepsilon$ then |
| 7 $D_{outer} \leftarrow D_{outer} \cap \{ y^* \in \mathbb{R}^{q+1} : \varphi(\Gamma(x), y^*) \geq 0 \}$; |
| 8 update the vertex set $\bar{T}$ of $D_{outer}$; |
| 9 else |
| 10 $T \leftarrow T \cup \{ t \}$; |
| 11 end |
| 12 end |
| 13 $P_{inner} = \{ y \in \mathbb{R}^{q+1} \mid \forall y^* \in D_{outer} : \varphi(y, y^*) \geq 0 \}$; |
| 14 return $P_{inner}$ |

The result of the following proposition can be also found in [13], formulated in terms of finite $\varepsilon$-infimizers. To make this exposition self-contained, we give a direct proof here.

**Proposition 10.** Let $P_{inner}$ be the result of Algorithm 2 for some given $\varepsilon > 0$. Then,

$$P + \varepsilon \{ e \} \subseteq P_{inner}.$$

**Proof.** Proceeding analogously to the proof of Proposition 5, we see that the stopping criterion in Algorithm 2 yields

$$D_{outer} - \varepsilon \{ e^{q+1} \} \subseteq D.$$
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Let \( y \in \mathcal{P} \). By weak duality, \( \varphi(y, y^*) \geq 0 \) holds for all \( y^* \in \mathcal{D} \). From (5) we get
\[
\forall y^* \in \mathcal{D}_{outer} : \quad \varphi(y, y^* - \epsilon e^{q+1}) \geq 0.
\]
Since \( \varphi(y, y^* - \epsilon e^{q+1}) = \varphi(y + \epsilon e, y^*) \) this implies \( y + \epsilon e \in \mathcal{P}_{inner} \).

As in the previous section we again start with a bound for (MOCP)

**Proposition 11.** For an arbitrary instance of problem (MOCP) with \( q+1 \) objectives, let \( \mathcal{P} \) be the upper image and \( \mathcal{P}_{inner} \) be the result of Algorithm 3 for some given \( \epsilon > 0 \). Then
\[
d_H(\mathcal{P}_{inner}, \mathcal{P}) \leq \epsilon \sqrt{q+1}.
\]

**Proof.** This follows from Proposition 10 and Lemma 4.

In the framework of arbitrary MOCP this bound is tight.

**Example 12.** Let \( S := \text{conv}\{x^0, x^1, \ldots, x^{q+1}\} \) with
\[
x^i := \frac{1}{i} \sum_{j=1}^i e^j, \quad i \in \{1, \ldots, q+1\},
\]
\[
x^0 = \frac{1}{q+1} \sum_{i=1}^{q+1} x^i - \epsilon e.
\]
Let \( \bar{S} := S + \mathbb{R}_{+}^{q+1} \). We have \( e^T x^i = 1 \) for all \( i \in \{1, \ldots, q+1\} \). For \( \epsilon = 0 \), \( x^0 \) is a relative interior point of \( \text{conv}\{x^1, \ldots, x^{q+1}\} \). For sufficiently small \( \epsilon > 0 \), the points \( x^0, \ldots, x^{q+1} \) are the vertices of \( \bar{S} \).

Consider a sufficiently small real number \( \epsilon > 0 \). Choose \( \bar{w} \) sufficiently close to \( e^i \) such that \( e^T \bar{w} = 1 \) and \( \bar{w} > 0 \). Then \( x^{q+1} \) is an optimal solution to \( (P_1(\bar{w})) \). We obtain \( \bar{D}_0 = \{x^{q+1}\} + \mathbb{R}^{q+1} \). The vertices of \( \bar{D}_0 \) are
\[
t^0 := \left( \frac{e^1}{q+1} \right), \ldots, t^q := \left( \frac{e^q}{q+1} \right), \quad t^{q+1} := \left( 0 \frac{1}{q+1} \right).
\]
We choose \( t^{q+1} \). For \( w = w(t^{q+1}) = e^{q+1} \), \( x^q \) is an optimal solution of \( (P_1(w)) \) with optimal value 0. For sufficiently small \( \epsilon > 0 \), the algorithm computes a new polyhedron
\[
\bar{D}_1 := \bar{D}_0 \cap \left\{ y^* \in \mathbb{R}^{q+1} \mid y^q_{q+1} \leq \frac{1}{q+1} \sum_{i=1}^{q+1} y^i \right\}.
\]
Since the vertex \( t^q \) of \( \bar{D}_0 \) also belongs to \( \bar{D}_1 \), it is a vertex of \( \bar{D}_1 \) and can be chosen next. We obtain \( w = w(t^q) = e^q \) and \( x^{q+1} \) is an optimal solution of \( (P_1(w)) \) with optimal value 0. For sufficiently small \( \epsilon > 0 \), the algorithm computes a new polyhedron
\[
\bar{D}_2 := \bar{D}_1 \cap \left\{ y^* \in \mathbb{R}^{q+1} \mid y^q_{q+1} \leq \frac{1}{q+1} \sum_{i=1}^{q-1} y^i \right\}.
\]
Since the vertex \( t^{q+1} \) of \( \bar{D}_0 \) also belongs to \( \bar{D}_2 \), it is a vertex of \( \bar{D}_2 \) and can be chosen next. Proceeding in this way, we obtain the outer approximation \( \bar{D}_q \) of \( \bar{D} \) with corresponding inner approximation
\[
\bar{P}_q = \text{conv}\{x^1, \ldots, x^{q+1}\} + \mathbb{R}^{q+1}.
\]
of \( \overline{\mathcal{P}} \).

Let \( i \) be a vertex of \( \mathcal{D}_q \) which does not belong to \( \mathcal{D} \). An optimal solution of 
\((P_1(w(\overline{i})))\) is attained in a vertex of \( \mathcal{P} \). The points \( x^1, \ldots, x^{q+1} \) cannot be optimal solutions of 
\((P_1(w(\overline{i})))\) because in this case, \( i \) was cut off in an earlier iteration step.

Thus \( x^0 \) must be an optimal solution of 
\((P_1(w(\overline{i})))\). For \( \varepsilon \geq 0 \) being sufficiently small, we have \( w(\overline{i}) > 0 \).
The only facet of \( \mathcal{P}_q \) with (inner) normal vector \( w > 0 \) is 
\( F := \text{conv} \{ x^1, \ldots, x^{q+1} \} \). Thus, geometric duality implies that \( i \) is uniquely defined by 
\( i = \Psi^{-1}(F) = (q+1)^{-1} e \). We have \( \varphi(x^0, i) = -e \) and thus the algorithm terminates with 
\( \overline{\mathcal{P}}_{\text{outer}} = \mathcal{P}_q \). For sufficiently small \( \varepsilon > 0 \) we obtain 
\( d_H(\overline{\mathcal{P}}_{\text{outer}}, \mathcal{P}) = \varepsilon \| e \|_2 = \varepsilon \sqrt{q+1} \).

To construct an example of \([\text{MOCP}]\), we define 
\( \mathcal{P} := \mathcal{P} - \{ \sqrt{q+1} e \}. \) From the preceding results, we have 
\( \overline{\mathcal{P}}_{\text{outer}} = \mathcal{P}_{\text{outer}} - \{ \sqrt{q+1} e \}. \) Then we obtain 
\( d_H(\overline{\mathcal{P}}_{\text{outer}}, \mathcal{P}) = \varepsilon \sqrt{q+1} \).

We next point out a special property of \( \mathcal{P}_{\text{inner}} \), when \([\text{MOCP}]\) was obtained from 
\([\text{CPP}]\).

**Proposition 13.** Let an arbitrary instance of \([\text{CPP}]\) be given. Let \( \mathcal{P}_{\text{inner}} \) be the result of Algorithm 2 applied to the associated \([\text{MOCP}]\) for some given \( \varepsilon > 0 \). Then,

\( \mathcal{P}_{\text{inner}} = (\mathcal{P}_{\text{inner}} \cap H) + \mathbb{R}^{q+1}_+ \).

**Proof.** From \( \mathcal{P}_0 \subseteq \mathcal{P}_{\text{inner}} \subseteq \mathcal{P} \), we conclude that \( \mathcal{P}_{\text{inner}} \) has the recession cone \( \mathbb{R}^{q+1}_+ \), i.e. \( \mathcal{P}_{\text{inner}} \) can be expressed by its vertices \( \text{vert} \mathcal{P}_{\text{inner}} \) as

\[ \mathcal{P}_{\text{inner}} = \text{vert} \mathcal{P}_{\text{inner}} + \mathbb{R}^{q+1}_+ . \]

The inclusion \( \supseteq \) is now obvious. To prove the converse inclusion we show that each vertex of \( \mathcal{P}_{\text{inner}} \), belongs to \( H \). Let \( y \) be a vertex of \( \mathcal{P}_{\text{inner}} \). Geometric duality (applied to an MOLP with upper image \( \mathcal{P}_{\text{inner}} \)) yields that \( F^* := \Psi^{-1}(\{y\}) \) is a \( K \)-maximal facet of \( \mathcal{D}_{\text{outer}} \).

In Algorithm 2 we see that such a facet has the form \( F^* = \Psi^{-1}(\{\Gamma(x)\}) \) for some \( x \in X \). Since \( \Psi \) is one-to-one, we get \( y = \Gamma(x) \in H \).

Now we prove the error bound for \([\text{CPP}]\) solved with Algorithm 2. We obtain the same bound as for Algorithm 1.

**Theorem 14.** Let an arbitrary instance of \([\text{CPP}]\) be given. Let \( \mathcal{P}_{\text{inner}} \) be the result of Algorithm 2 applied to the associated \([\text{MOCP}]\) for some given \( \varepsilon > 0 \) and let \( Y_{\text{inner}} := \pi[\mathcal{P}_{\text{inner}} \cap H] \). Then \( Y_{\text{inner}} \subseteq Y \) and

\[ d_H(Y_{\text{inner}}, Y) \leq \varepsilon \sqrt{q^2 + q - 1} . \]

**Proof.** Let \( \tilde{v} \) be an arbitrary point in \( Y \). Then \( v := (\tilde{v}^T, -e^T \tilde{v})^T \in \mathcal{P} \cap H \).

By Proposition 10 we have \( v + e \varepsilon \in \mathcal{P}_{\text{inner}} \). By Proposition 13 there exists \( o \in \mathcal{P}_{\text{inner}} \cap H \) with \( o \leq v + e \varepsilon \).

We have \( \tilde{o} = \pi(o) \in Y_{\text{inner}} \), \( o_i \leq e + \varepsilon \), \( i = 1, \ldots, q \) and \( o_{q+1} = -e^T \tilde{o} \leq e + e^T \tilde{v} \). Thus the point \( \tilde{o} - \tilde{v} \) belongs to the polytope \( T := \{ t \in \mathbb{R}^q | -e^T t \leq e \} \). Like in the proof of Theorem 8 we obtain \( \| \tilde{o} - \tilde{v} \|_2 \leq \varepsilon \sqrt{q^2 + q - 1} \).

Since \( Y_{\text{inner}} \subseteq Y \) and for arbitrary \( \tilde{v} \in Y \) there exists \( \tilde{o} \in Y_{\text{inner}} \) with \( \| \tilde{o} - \tilde{v} \|_2 \leq \varepsilon \sqrt{q^2 + q - 1} \), we conclude that 
\( d_H(Y_{\text{inner}}, Y) \leq \varepsilon \sqrt{q^2 + q - 1} \).

The bound in Theorem 14 is tight for any dimension \( q \geq 1 \) as shown in the following example, see also Figure 2.
Example 15. Let $\epsilon = \frac{1}{q+1}$ and let

$$Y = X = \{x \in \mathbb{R}^q \mid x \geq 0, e^T x \leq 1\}.$$ 

The vertices of $Y$ are 0 and unit vectors $e_i$ for $i \in \{1, \ldots, q\}$. A V-representation of $\mathcal{P}$ is given by the extremal directions $e_i$ for $i \in \{1, \ldots, q\}$ and the vertices

$$\begin{pmatrix} e_1^T \\ -1 \end{pmatrix}, \ldots, \begin{pmatrix} e_q^T \\ -1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$

of $\mathcal{P}$. From geometric duality we obtain an H-representation of $\mathcal{D}$ as

$$\mathcal{D} = \left\{ y^* \in \mathbb{R}^{q+1} \mid \forall j \in \{1, \ldots, q\} : y_j^* \geq 0, \sum_{i=1}^{q} y_i^* \leq 1, y_{q+1}^* \leq \sum_{i=1}^{q} y_i^* - \frac{q}{q+1}, y_{q+1}^* \leq 0 \right\}.$$ 

To get the initial outer approximation $\mathcal{D}_0$ of $\mathcal{D}$, we solve $(\mathcal{P}_1(w))$ for $w = \frac{1}{q+1}$. The set of optimal solutions is $X$. We choose

$$x := \frac{1}{q+1} e \in X, \quad \Gamma(x) = \frac{1}{q+1} \begin{pmatrix} e \\ -q \end{pmatrix} \in \Gamma[X].$$

This yields $\mathcal{D}_0$ with H-representation

$$\mathcal{D}_0 = \left\{ y^* \in \mathbb{R}^{q+1} \mid \forall j \in \{1, \ldots, q\} : y_j^* \geq 0, \sum_{i=1}^{q} y_i^* \leq 1, y_{q+1}^* \leq \sum_{i=1}^{q} y_i^* - \frac{q}{q+1} \right\}$$

and vertices

$$\begin{pmatrix} e_1^T \\ e \end{pmatrix}, \ldots, \begin{pmatrix} e_q^T \\ e \end{pmatrix}, \begin{pmatrix} 0 \\ \epsilon - 1 \end{pmatrix}.$$
the algorithm terminates. We obtain

\[ \mathcal{P}_{\text{inner}} = \{ \Gamma(x) \} + \mathbb{R}^{q+1}_+ \quad \text{and} \quad Y_{\text{inner}} = \left\{ \frac{1}{q+1} \right\}. \]

Thus

\[ d_H(Y, Y_{\text{inner}}) \geq \left\| e^1 - \frac{1}{q+1} e \right\| = \varepsilon \sqrt{q^2 + q - 1}. \]

5 Conclusion

Outer or inner polyhedral approximations \( Y_{\text{approx}} \) of a convex body \( Y \) can be obtained from approximate solutions of a convex projection problem \( \text{CPP} \). An approximate solution of \( \text{CPP} \) can be obtained by solving an associated multiobjective convex program \( \text{MOCP} \) with the primal or dual Benson type algorithm for a given tolerance \( \varepsilon > 0 \). We have shown that the Hausdorff distance between \( Y \) and its polyhedral approximations \( Y_{\text{approx}} \) obtained by these methods is bounded tightly by \( \varepsilon \sqrt{q^2 + q - 1} \), where \( q \geq 2 \) is the dimension of \( Y \).
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