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ABSTRACT

Sentiment analysis is one of the major fields in natural language processing whose main task is to extract sentiments, opinions, attitudes, and emotions from a subjective text. And for its importance in decision making and in people's trust with reviews on web sites, there are many academic researches to address sentiment analysis problems. Deep Learning (DL) is a powerful Machine Learning (ML) technique that has emerged with its ability of feature representation and differentiating data, leading to state-of-the-art prediction results. In recent years, DL has been widely used in sentiment analysis, however, there is scarce in its implementation in the Arabic language field. Most of the previous researches address other languages like English. The proposed model tackles Arabic Sentiment Analysis (ASA) by using a DL approach. ASA is a challenging field where Arabic language has a rich morphological structure more than other languages. In this work, Long Short-Term Memory (LSTM) as a deep neural network has been used for training the model combined with word embedding as a first hidden layer for features extracting. The results show an accuracy of about 82% is achievable using DL method.
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الخلاصة

إن تحليل المشاعر هو أحد المجالات الرئيسية في مجال معالجة اللغة الطبيعية التي تمثل مهمتها الرئيسية في استخراج المشاعر والأراء والموافقات والمعارض من نص شخصي. ولأهمية تلك الآراء، تتم إجراء المراجعات على مواقع الويب. ولذا، فإن تحليل المشاعر من خلال مراجعة الأبحاث الأكاديمية لمعالجة المشاعر. 

*Corresponding author
Peer review under the responsibility of University of Baghdad.
https://doi.org/10.31026/j.eng.2020.06.07
2520-3339 © 2019 University of Baghdad. Production and hosting by Journal of Engineering.
This is an open access article under the CC BY4 license http://creativecommons.org/licenses/by/4.0/
Article received: 16/12/2019
Article accepted: 19/1/2020
Article published: 1/6/2020
1. INTRODUCTION

Sentiment Analysis (SA), or sometimes called Opinion Mining (OM), is a field of Natural Language Processing (NLP) whose goal is to extract the emotion, sentiment or more general opinion expressed in a human-written text. The text mostly derives from social media, product reviews and blogs (Korovesis, 2018). Opinions and emotions play a central role in human life. They have the ability to describe the way the individuals think, behave, and act. SA has many trending applications in various real-life fields including finance, marketing, political science, health science, communications, and even history (Kaseb & Ahmed, 2016).

In general, SA can be carried out at three various scope levels (Kolkur, et al., 2015): level of document, level of sentence, and level of sub-sentence (aspect level). In this work, the level of sentence is used for ASA to determine a sentence polarity if it is positive or negative. Due to the importance of SA, numerous research studies have been conducted in this field. Yet, most of these performed researches have concentrated on English language and other Indo-European languages (Al-Sallab, et al., 2017). In fact, very few researches have involved the analysis of sentiment in rich morphological languages, such as Arabic. Arabic language has complex nature in addition to the lack of its resources and different dialects that give challenges to the advances in ASA research (Heikal, et al., 2018). Despite these challenges, increasing Arabic number of users for the internet and the exponential expansion of the Arabic online content are the things that heightened the attention of numerous researchers according to SA over the last decade (Boudad, et al., 2017).

Lately, the domain of DL has witnessed significant accomplishments in the branch of SA and is seen as the most advanced model in many languages (Heikal, et al., 2018)& (Ain, et al., 2017). Accordingly, the current work attempts to investigate one of the DL methods with the purpose of enhancing the accuracy of predicting the sentiment polarity of Arabic sentence. Moreover, the effect of different network parameters is investigated. The proposed model consists of multiple stages. First of all, the selected dataset is preprocessed to remove noises in it. Then a word embedding layer is used to convert words in the texts to sequences of numbers in order to prepare the data for the next layer. Next, LSTM is used to processing the data. Finally, the output from LSTM layer is fed to SoftMax layer to normalize the results and classify the sentiment of the input sentence to be either Positive or Negative.

The remainder of this paper organized as follows: in section 2, the related works are discussed in the SA field. In section 3, the system’s main components and model architecture are illustrated. After that, the conducted experiments and their results are displayed, in section 4. Finally, a brief conclusion is given based on this work and the obtained results.

2. RELATED WORKS

This section presents an overview of different approaches proposed to perform SA in Arabic or in English.

The authors in (Shoukry & Rafea, 2012) are interested in sentiment classification in the Arabic language at the sentence level in which the aim is to classify a sentence as holding an overall
positive, negative or neutral sentiment with regards to the given target. used ML approach (Naïve Bayes (NB) & Support Vector Machine (SVM)).

In (Wang, et al., 2015), the authors used LSTM to predict polarity from tweets in twitter in English language by simulating the interactions of words during the compositional process. Multiplicative operations between word embeddings through gate structures are used to provide more flexibility and to produce better compositional results compared to the additive ones in simple Recurrent Neural Network (RNN).

In (El-Beltagy, et al., 2016), the authors presented a model for carrying out ASA by augmenting ML (using complement NB) approach with a set of features derived from an Arabic sentiment lexicon as well as from the text itself.

In (Al-Azani & El-Alfy, 2017) the authors investigated various DL models based on Convolutional Neural Network (CNN) and LSTM for SA of Arabic microblogs. They trained neural language models using two different word2vec based techniques: Continuous Bag of Word (CBOW) and skip-gram. In addition, the experiments showed that LSTM performs better than CNN.

The authors in (Heikal, et al., 2018) used an ensemble model, combining CNN and LSTM to predict the polarity of Arabic tweets on the Arabic Sentiment Tweets Dataset (ASTD). They achieved an F1-score of 64.46% and an accuracy of 65.05% on ASTD dataset.

3. SYSTEM ARCHITECTURE

In this work, there is an attempt to work with ASA a type of Arabic Natural Language Processing (ANLP) by DL model. The dataset used at this work is taken from the Internet and is called a Large-Scale Arabic Book Reviews (LABR) (Aly & Atiya, 2013), it contains book reviews in 16448 rows labeled as positive (1) or negative (0).

In this section, the main components of the system architecture are illustrated. First, the sentences of the dataset are entered into preprocessing to remove any noise in each raw of text that has an effect on the final output prediction of the model negatively. And then texts are converted to sequence numbers by one of word embedding methods for preparing the dataset to enter the selected deep neural network that is LSTM. Finally, the output from LSTM layer is fed to SoftMax layer to normalize the results and classify the sentiment of the input sentence to be either Positive or Negative, as shown in the Fig.1 below. Also, there should be attempts to change some parameters and hyperparameters in the model to see how they effect on results. In addition to that, the preprocessing will be omitted to see its effect on the model.

![Figure 1. Block diagram for ASA Model](image-url)
3.1 Text Preprocessing

Datasets are usually noisy and have many non-desirable characters and symbols that may have negative effects on learning quality, therefore it is essential to clean these datasets to make the process of learning by the neural network easier. Nevertheless, it should be clear that cleaning of datasets will remove some information from the dataset itself, which may be crucial for a specific application or analysis.

Data preparation and enhancement on the dataset in this work mainly consist of the following operations:

1. Removing any words not in Arabic script.
2. Orthographic Normalization
   I. Remove diacritics.
   II. Remove repetition (elongation).
   III. Normalize some Arabic characters and punctuations.
3. Stemming the texts
4. Removing stopwords and re-join words.

3.2 Embedding Layer

This is the third block in Fig.1 and it represents the first hidden layer in this model; the word embeddings method is used in this work.

In briefly, word embeddings give a way to use an efficient, dense representation in which similar words have a similar encoding. Importantly, there is no need to specify this encoding by hand. An embedding is a dense vector of floating-point values (the length of the vector parameter can be specified). Instead of specifying the values for the embedding manually, they are trainable parameters (weights learned by the model during training, in the same way a model learns weights for a dense layer). The resulting embedded vectors are representations of categories where similar categories (relative to the task) are closer to one another.

There are many strategies for learning word embeddings such as: Word2vec (by Google), Glove (by Stanford), Fastest (by Facebook) and Embedding layer (by Keras). One of them (embedding layer created by Keras library) has been applied in this work. It is the first hidden layer of the model to prepare data to be input value for the next layer of the model (LSTM layer).

3.3 LSTM Layer

Recently, there have been advances in DL concerning different fields such as NLP, computer visions, speech recognition and others. So many DL approaches have been used in SA domain to increase its accuracy and to give efficient results closer to reality (Al-Ayyoub, et al., 2018). There are different types of neural networks in DL like CNN, RNN, LSTM and Gated Recurrent Unit (GRU) that could be used for addressing ASA as a binary or a multi-class classification problem (Ain, et al., 2017).

LSTM is a special kind of RNN created by authors in (Hochreiter & Schmidhuber, 1997). In the biological intelligence, the information is analyzing incrementally but with keeping an internal model of what is being analyzed, developed based on past data and continually updated each time new data is considered. RNN works in the same manner but in a very basic mechanism (Al-Araji,
et al., 2011): that is, it deals with sequences as feed-forward neural network by iterating through the sequence elements and preserving a state that has data belongs to what it has lastly noticed (CHOLLET, 2018) & (Al-Araji, 2015). All RNNs have the configuration like a chain of repeating modules of neural network (Al-Araji, 2014). Such repeating module, in typical RNNs, have a quite basic structure, such as a single-tanh layer as shown in Fig. 2:

![Figure 2. RNN (Goyal, et al., 2018).](image)

However, RNNs suffer from the problem of vanishing gradients, which hampers learning of long data sequences. The gradients carry information used in the RNN parameter update. When the gradient becomes smaller and smaller, the parameter updates become insignificant which means no real learning is done. A type of RNN is LSTM that has capable to resolve the problem of RNN (Mueller & Massaron, 2019) and (Al-Araji & Dagher, 2015). LSTM has the ability of learning long-term dependencies that is very useful in remembering sequences of texts in SA by multiple gates (Input gate, Forget gate, and Output gate) as shown in Fig. 3, which represent quite useful choice for controlling the information going through model (Dagher, 2018). It suggests a very elegant solution to the vanishing gradient problem. In this paper, this deep neural network is LSTM. It is used for addressing ASA by DL model.

![Figure 3. LSTM (Goyal, et al., 2018).](image)

3.4 SoftMax

SoftMax has been used as activation function and it represents the output layer of the model. The main merit of the SoftMax activation function is its ability to program the network’s output to describe the probability that the input will be into which class. Without the abilities of the SoftMax
function, the outputs of neuron are merely values at numeric scale where the winning class is determined by the largest value (Heaton, 2015). It takes the output of LSTM layer and normalize it from real numbers into probabilities between (0 and 1), in order to clarify each input value to the model for which class it belongs. SoftMax function has illustrated mathematically in Eq. (1) below (Heaton, 2015):

\[ S_i = \frac{e^{z_i}}{\sum_j e^{z_j}} \]  

(1)

Where \( i \) = the index of the output neuron being calculated,
\( j \) = the indexes of all neurons in the group/level of layer,
\( Z \) = designates the array of output neurons.

4. EXPERIMENTS & RESULTS

In this section, Experiments on ASA model and its results will be discussed, also how changing some parameters affect the accuracy of the results.

4.1 First Experiment

First experiment has been applied with the following properties:

1- Dataset: LABR (with 16448 samples divided to 67% for training, 16% for validation, and 17% for testing)
2- NN: LSTM
3- Input dim: 10000 words
4- Lstm_out: 100 vectors
5- Epochs: 10
6- Batch size: 256

Performance of the model trained has been shown in Fig. 4 below. The Accuracy for this experiment is 80% and the F-Score is 80.2%. The learning of the model on training data is increasing gradually after first epoch and it reached to 96% in the 10th epoch. While for the test data, the model needs more learning because its good only in training data but not showing good results on unseen data (Test data), as shown below in Fig. 5:

Figure 4. Model Accuracy for LABR dataset.  
Figure 5. Model Loss for LABR dataset.
4.2 Second Experiment
This experiment is made on the same dataset but with different hyper-parameters like (Batch size) and (lstm-out):

4.2.1 Change of Batch size
To see the effect of changing one of hyper-parameters (Batch size) on the performance of the dataset in the Table 1. below:

| No. | Batch size | Accuracy | F-Score |
|-----|------------|----------|---------|
| 1   | 32         | 81%      | 81%     |
| 2   | 64         | 81%      | 80.9%   |
| 3   | 128        | 80%      | 80%     |
| 4   | 256        | 80%      | 80.2%   |

4.2.2 Change of lstm_out with fixed batch size
To see the effect of changing another hyper-parameter (lstm_out) on the performance of the dataset in the table (2) (Note: Batch size =256):

| No. | lstm_out | Accuracy | F-Score |
|-----|----------|----------|---------|
| 1   | 50       | 82%      | 81.6%   |
| 2   | 75       | 81%      | 80.8%   |
| 3   | 100      | 80%      | 80.2%   |

5. CONCLUSION
In this work, one of the DL models has been presented to tackle ASA problem. LSTM neural networks are used with word embedding layer rather than hand-crafted features for ASA model. This model only relies on a pre-trained embedding layer representation, despite the complexity and richness morphology of Arabic language. Multiple experiments have been done by changing in hyper-parameters of the model and compared results between them to see effects on the model with different values. The best accuracy and F-score have been achieved when hyper-parameter lstm_out =50 and batch size = 256; in this case, the accuracy = 82% and F-score = 81.6%. There are many dimensions for this current work could be useful, such as: in politics, this program can be used to predict Arab opinions on current political events so that this field will be of importance in decision-making. Also in business, Arabic companies and others that sell their products to Arab consumers will benefit from such a work to automatically collect opinions about their products and services for developing them. As future enhancements on this work, some of the state-of-the-art neural networks like Transformers by (Vaswani, et al., 2017) and Bidirectional Encoder Representations from Transformers (Bert) by (Devlin, et al., 2018) can be used in this model instead of LSTM to try to improve the efficiency of the model, also there are
multiple methods for word embedding like: word2vec and glove can be used with this model see if there are any effects on the results.
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