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This paper presents a study of causality in a reversible, concurrent setting. There exist various notions of causality in π-calculus, which differ in the treatment of parallel extrusions of the same name. In this paper we present a uniform framework for reversible π-calculi that is parametric with respect to a data structure that stores information about an extrusion of a name. Different data structures yield different approaches to the parallel extrusion problem. We map three well-known causal semantics into our framework. We show that the (parametric) reversibility induced by our framework is causally-consistent and prove a causal correspondence between an appropriate instance of the framework and Boreale and Sangiorgi’s causal semantics.

1 Introduction

Starting from the 1970s [5] reversible computing has attracted interest in different fields, from thermodynamical physics [3], to systems biology [14, 26], system debugging [29, 16] and quantum computing [17]. Of particular interest is its application to the study of programming abstractions for reliable systems: most fault-tolerant schemes exploiting system recovery techniques [2] rely on some form of undo. Examples of how reversibility can be used to model transactions exist in CCS [13] and higher-order π-calculus [19].

A reversible system is able to execute both in the forward (normal) direction and in the backward one. In a sequential setting, there is just one order of reversing a computation: one has just to undo the computation by starting from the last action. In a concurrent system there is no clear notion of last action.

A good approximation of what is the last action in a concurrent system is given by causally-consistent reversibility, introduced by Danos and Krivine for reversible CCS [12]. Causally-consistent reversibility relates causality and reversibility of a concurrent system in the following way: an action can be reversed, and hence considered as a last one, provided all its consequences have been reversed.

In CCS [24], there exists just one notion of causality: so-called structural causality, which is induced by the prefixing ‘.’ operator and by synchronisations. As a consequence, there is only one way of reversing a CCS trace, and from an abstract point of view there exists only one reversible CCS. Evidence for this has been given in [22], where an equivalence is shown between the two methods for reversing CCS (namely RCCS [12] and CCSK [27]).

When moving to more expressive calculi with name creation and value passing like the π-calculus, matters are more complex. As in CCS, structural causality in the π-calculus is determined by the nesting of the prefixes; for example, in process \( \overline{ba}.\overline{ce} \) the output on channel \( c \) structurally depends on the output on \( b \). Extruding (or opening) a name generates an object dependency; for example, in process \( \nu a (\overline{ba} | a(z)) \)
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the input action on \( a \) depends on the output on \( b \). In the case of parallel extrusions of the same name, for example via \( \langle ba \mid \overline{ca} \mid a(z) \rangle \), there exist different interpretations of which extrusion will cause the action \( a(z) \). In what follows, we consider three approaches.

The classical and the most used approach to causality in the \( \pi \)-calculus is the one where the order of extrusions matters and the first one of them is the cause of the action \( a(z) \). Some of the causal semantics representing this idea are [15, 6, 8] and all of them are defined for standard (forward-only) \( \pi \)-calculus. In [15] the authors claim that, after abstracting away from the technique used to record causal dependences, the final order between the actions in their semantics coincides with the ones introduced in [6, 8]. Hence we group these semantics together as a single approach to causality.

Secondly, in [9], action \( a(z) \) in the example above depends on one of the extruders, but there is no need to keep track of which one exactly. This causal semantics is defined for the forward-only \( \pi \)-calculus.

Finally, the first compositional causal semantics for the reversible \( \pi \)-calculus is introduced in [10]. In the above example, parallel extrusions are concurrent and the action \( a(z) \) will record dependence on one of them (exactly which one is decided by the context). This causal semantics enjoys certain correctness properties which are not satisfied by other semantics.

Here we present a framework for reversible \( \pi \)-calculus that is parametric with respect to the data structure that stores information about an extrusion of a name. Different data structures will lead to different approaches to the parallel extrusion problem, including the three described above. Our framework allows us to add reversibility to semantics where it was not previously defined. By varying the parameters, different orderings of the causally-consistent backward steps are allowed. Our intention is to develop a causal behavioural theory for the framework, in order to better understand different interpretations of reversibility in the \( \pi \)-calculus, and to use this understanding for causal analysis of concurrent programs.

A preliminary discussion about the framework appeared in [23], where some initial ideas were given. Moreover in [23] it was argued the necessity to modify the semantics of [6] in order to add information about silent actions. In this work we fully develop the idea behind the framework and detach from modifying the semantics of [6].

**Contributions.** We present a framework for reversible \( \pi \)-calculus which is parametric in the bookkeeping data structure used to keep track of object dependency. As reversing technique, we will extend the one introduced by CCSK [27], which is limited to calculi defined with GSOS [1] inference rules (e.g., CCS, CSP), to work with more expressive calculi featuring name passing and binders. This choice allows us to have a compositional semantics which does not rely on any congruence rule (in particular the splitting rule used by [10]). Depending on the bookkeeping data structure used to instantiate the framework, we can obtain different causal semantics (i.e., [10, 6, 9]). We then show that our framework enjoys the standard properties for a reversible calculus, namely the loop lemma and causal consistency, regardless of the notion of causality which is used. We prove causal correspondence between the causal semantics introduced in [6] and the matching instance of our framework.

The rest of the paper is as follows: syntax and operational semantics of the framework are given in Section 2. In Section 3, we show how by using different data structures we can encompass different causal semantics. The main results are given in Section 4, and Section 5 concludes the paper. For reviewers’ convenience full proofs are gathered in Appendix A.

# 2 The Framework

We present the syntax and operational semantics of our parametric framework, after an informal introduction.
2.1 Informal presentation

In [27] a general technique to reverse any CCS-like calculus is given. The key ideas are to use communication keys to identify events, and to make static all the operators of the calculus, since dynamic operators such as choice and prefix are forgetful operators. For example, if we take a CCS process $a.P | \bar{a}.Q$ a possible computation is:

$$a.P | \bar{a}.Q \xrightarrow{\sigma[0]} a[i].P | \bar{a}[i].Q$$

As one can see, prefixes are not destroyed but decorated with a communication key. The obtained process acts like $P | Q$, since decorated prefixes are just used for backward steps. We bring this idea to the $\pi$-calculus. For example by lifting this process into $\pi$-calculus we have something like

$$a(x).P | \bar{a}b.Q \xrightarrow{\tau_{[i]}} a(x)[i].P|b[i/x]|\bar{a}b[i].Q$$

In the substitution $\{b/x\}$, name $b$ is decorated with the key $i$ to record that it was substituted for variable $x$ in the synchronisation identified by the communication key $i$. The key $i$ is also recorded in the memories.

By choosing to adapt the ideas of [27] to work with the $\pi$-calculus, we avoid using the splitting rule of $R\pi$ [10]. In $R\pi$ each process is monitored by a memory, $m \triangleright P$, which is in charge of recording all past events of the process. In this way, the past of the process is not recorded directly in the process. One drawback of this approach is that one needs to resort to a splitting rule of the form

$$m \triangleright (P | Q) \equiv (\uparrow) \cdot m \triangleright P \mid (\uparrow) \cdot m \triangleright Q$$

to let both $P$ and $Q$ execute. This rule is not associative and moreover, as shown in [20], introduces some undesired non-determinism, since equivalent processes performing the same action may become non-equivalent processes.

The framework has to remember extrusions, and in particular who was the extruder of a certain name, and what is the contextual cause for an action. For example in

$$va(ba | a(x).P) \xrightarrow{E[va]_{ij}} va[a] (ba)[i] | a(x).P \xrightarrow{a(x)_{ij}} va[a] (ba)[i] | a(x)[j,i].P$$

we have that after the extrusion, the restriction $va$ does not disappear as in standard $\pi$-calculus, but remains where it was, becoming the memory $va[a]$ (introduced in [10]). This memory records the fact that name $a$ was extruded because of transition $i$. Moreover, since it is no longer a restriction but just a decoration, the following transition using name $a$ can take place. Transition $j$ uses $i$ as its contextual cause, indicating that the input action can happen on $a$ because it was extruded by $i$, and this is recorded in the process $a(x)[j,i].P$.

2.2 Syntax

We assume the existence of the following denumerable infinite mutually disjoint sets: the set $\mathcal{N}$ of names, the set $\mathcal{K}$ of keys, and the set $\mathcal{V}$ of variables. Moreover, we let $\mathcal{K}_* = \mathcal{K} \cup \{*\}$ where $*$ is a special key.

We let $a, b, c$ range over $\mathcal{N}$; $x, y$ range over $\mathcal{V}$; and $i, j, k$ range over $\mathcal{K}_*$.

The syntax of the framework is depicted in Figure 1. Processes, given by the $P, Q$ productions, are the standard processes of the $\pi$-calculus [28]: $0$ represents the idle process; $bc.P$ is the output-prefixed process indicating the act of sending name $c$ over channel $b$; $b(x).P$ is the input-prefixed process indicating the act of receiving a value (which will be bound to the variable $x$) on channel $b$. Process $P | Q$ represents the parallel composition of two processes, while $va(P)$ represents the fact that name $a$ is restricted in $P$.

Reversibility is defined on the top of the $\pi$-calculus. Unlike in the standard $\pi$-calculus, executed actions are not discarded. Each of them, followed by the memory, becomes a part of the process that we shall call the history. Reversible processes are given by $X, Y$ productions. A reversible process $P$ is a
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\[\begin{align*}
X, Y & ::= P \mid b^i a^i[i, K].X \mid b^i(x)[i, K].X \mid X \mid Y \mid \nu a \Delta(X) \\
P, Q & ::= 0 \mid H.c.P \mid b(x).P \mid P \mid Q \mid \nu a \Delta(P)
\end{align*}\]

Figure 1: Syntax.

standard $\pi$-calculus process $P$ where channels are decorated with instantiators. As we shall see later on, instantiators are used to keep track of substitutions. In a prefix of the form $\overline{b} a$ or $b(x)$ we say that name $b$ is used in subject position, while name $a$ and variable $x$ are in object position. We shall use operators $\text{sub}(\cdot)$ and $\text{obj}(\cdot)$ to get respectively the subject and the object of a prefix. The prefix $\overline{b}^i a^i[i, K].X$ represents a past output recording the fact that in the past the process $X$ performed an output identified by key $i$ and that its contextual cause set was $K \subseteq \mathcal{K}$. Prefix $b^i(x)[i, K].X$ represents a past input recording the fact that the input was identified by key $i$ and its contextual cause set was $K$. If it is not relevant whether the prefix in the process is an input or an output, we shall denote it with $\alpha (\alpha = \overline{b}^i a^i$ or $\alpha = b^i(x)$).

Following [10] the restriction operator $\nu a \Delta$ is decorated with the memory $\Delta$ which keeps track of the extruders of a name $a$. As we shall see later on, we shall abstract away from the form of $\Delta$, as different data structures lead to different notions of causality. When $\emptyset \nu a \Delta = \text{true}$, the data structure is initialised and $\nu a \Delta$ will act as the usual restriction operator $\nu a$ of the $\pi$-calculus. The set of reversible processes is denoted with $\mathcal{H}$.

To simplify manipulation with reversible processes, we shall define history and general context. History context represents the reversible process $X$ made of executed prefixes. For example, we can express the process $X = \overline{b}^i a^i[i, K] . \pi^r a^r[i', K'] . P$ as $X = H[P]$ with $H[H] = \overline{b}^i a^i[i, K] . \pi^r a^r[i', K'] . H$. General context is defined on the top of the history context by adding parallel and restriction operators on it. For example, the process $Z \mid Y \mid X$ can be written as $C[X]$ if the only relevant element is $X$. Formally:

**Definition 1** (History and General context). History contexts $H$ and general contexts $C$ are reversible processes with a hole $\bullet$, defined by the following grammar:

\[H ::= \bullet \mid \alpha[i, K].\bullet \quad C ::= H[H] \mid X \mid \bullet \mid \nu a \Delta(\bullet)\]

**Free names and free variables.** Notions of free names and free variables in our framework are standard. It suffices to note that constructs with binders are of the forms: $\nu a \Delta(X)$ when $\emptyset \nu a \Delta = \text{true}$ holds, which binds the name $a$ with scope $X$; and $b(x).P$, which binds the variable $x$ with scope $P$. We denote with $\text{fn}(P)$ and $\text{fn}(X)$ the set of free names of $P$ and of $X$ respectively.

**Remark 1.** Annotation $b^i$ to a name $b$, used either in the subject or in the object position, indicates that name $b$ has no instantiators.

Since the framework will be parametric in the data structure $\Delta$, we specify it as an interface (in the style of a Java interface) by defining the operations that it has to offer.

**Definition 2.** $\Delta$ is a data structure with the following defined operations:

(i) $\text{init}: \Delta \rightarrow \Delta$ initialises the data structure

(ii) $\text{empty}: \Delta \rightarrow \text{bool}$ predicate telling whether $\Delta$ is empty

(iii) $+: \Delta \times \mathcal{K} \rightarrow \Delta$ operation adding a key to $\Delta$

(iv) $\#i: \Delta \times \mathcal{K} \rightarrow \Delta$ operation removing a key from $\Delta$

(v) $\in: \Delta \times \mathcal{K} \rightarrow \text{bool}$ predicate telling whether a key belongs to $\Delta$

We now define three instances of $\Delta$: sets, sets indexed with an element and sets indexed with a set. As we shall see, these three instances will give rise to three different notions of object causality.
Set. \( \Gamma \) is a set containing keys (i.e. \( \Gamma \subseteq \mathcal{X} \)). The intuition of \( \nu_a \Gamma \) is that any of the elements contained in \( \Gamma \) can be a contextual cause for \( a \) (i.e., the reason why \( a \) is known to the context).

**Definition 3** (Operations on a set). *The operations on a set \( \Gamma \) are defined as:*

(i) \( \text{init}(\Gamma) = \emptyset \)

(ii) \( \text{empty}(\Gamma) = \text{true, when } \Gamma = \emptyset \)

(iii) \( \# \) is the classical addition of elements to a set

(iv) \( \# i \) is defined as the identity, that is \( \Delta_i = \Gamma_i = \Gamma \).

(v) \( i \in \Gamma \) the key \( i \) belongs to the set \( \Gamma \)

Indexed set. \( \Gamma_w \) is an indexed set containing keys and \( w \) is the key of the action which extruded a name \( a \). In this case the contextual cause for name \( a \) can be just \( w \). If there is no cause, then we shall set \( w = \ast \).

**Definition 4** (Operations on an indexed set). *The operations on an indexed set \( \Gamma_w \) are defined as:*

(i) \( \text{init}(\Gamma_w) = \emptyset \)

(ii) \( \text{empty}(\Gamma_w) = \text{true, when } \Gamma = \emptyset \land w = \ast \)

(iii) operation + is defined as: \( \Gamma_w + i = \begin{cases} (\Gamma \cup \{i\})_i, & \text{when } w = \ast \\ (\Gamma \cup \{i\})_w, & \text{when } w \neq \ast \end{cases} \)

(iv) operation \( \# i \) is defined inductively as:

\[
\begin{align*}
(X | Y)_{\#i} &= X_{\#i} | Y_{\#i} \\
(\text{var}_\Gamma X)_{\#i} &= \text{var}_\Gamma X_{\#i} \\
(H[X]_{\#i}) &= H[X_{\#i}] \\
(P)_{\#i} &= P \\
(\nu_a \Gamma \Omega X)_{\#i} &= \nu_a \Gamma \Omega \{i\} X_{\#i} \\
(H(X))_{\#i} &= H[X_{\#i}] \\
(P)_{\#i} &= P \\
\end{align*}
\]

(v) \( i \in \Gamma_w \) the key \( i \) belongs to the set \( \Gamma \), regardless \( w \) (e.g. \( i \in \{i\}_i \))

Set indexed with a set. \( \Gamma_\Omega \) is a set containing keys indexed with a set \( \Omega \in \mathcal{X} \). Extruders of name \( a \) which are not part of the communication, will be saved in the set \( \Omega \). In this case the contextual cause for name \( a \) is a set \( \Omega \). If there is no cause, then we shall set \( \Omega = \{\ast\} \).

**Definition 5** (Operations on a set indexed with a set). *The operations on a set indexed with a set \( \Gamma_\Omega \) are defined as:*

(i) \( \text{init}(\Gamma_\Omega) = \emptyset \)

(ii) \( \text{empty}(\Gamma_\Omega) = \text{true, when } \Gamma = \emptyset \land \Omega = \{\ast\} \)

(iii) operation + is defined as: \( (\Gamma_\Omega) + i = (\Gamma \cup \{i\})_{\Omega \cup \{i\}} \)

(iv) operation \( \#_i \) is defined inductively as:

\[
\begin{align*}
(X | Y)_{\#i} &= X_{\#i} | Y_{\#i} \\
(\text{var}_\Gamma X)_{\#i} &= \text{var}_\Gamma X_{\#i} \\
(H[X])_{\#i} &= H[X_{\#i}] \\
(P)_{\#i} &= P \\
(\nu_a \Gamma_\Omega X)_{\#i} &= \nu_a \Gamma_\Omega \{i\} X_{\#i} \\
(H(X))_{\#i} &= H[X_{\#i}] \\
(P)_{\#i} &= P \\
\end{align*}
\]

(v) \( i \in \Gamma_\Omega \) the key \( i \) belongs to the set \( \Gamma \), regardless \( \Omega \) (e.g. \( i \in \{i\}_{\{i\}_i} \))
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(OUT1) $\overline{b}^i.,P \xrightarrow{(i,K,j)\overline{b}_a} \overline{b}^i.,[i,K].P$

(IN1) $b^i(x).P \xrightarrow{(i,K,j)\overline{b}(x)} b^i(x)[i,K].P$

(PAR) $\frac{X \xrightarrow{(i,K,j)\pi} X'}{Y \xrightarrow{(i,K,j)\pi} Y'}$

(COM) $\frac{X \xrightarrow{(i,K,j)\overline{b}_a} X', Y \xrightarrow{(i,K',j)\overline{b}(x)} Y'}{X \xrightarrow{(i,K,j\overline{b}(x))\pi} X' \xrightarrow{Y'\{d'/x\}} Y'}$

(OUT2) $\frac{X \xrightarrow{(i,K,j)\overline{b}_a} X' \text{ fresh}(i,H[X])}{H[X]}$

(IN2) $\frac{X \xrightarrow{(i,K,j)\overline{b}(x)} X' \text{ fresh}(i,H[X])}{H[X]}$

(RES) $\frac{X \xrightarrow{(i,K,j)\pi} X' \text{ fresh}(i,H[X])}{\nu\Delta(X) \xrightarrow{(i,K,j)\pi} \nu\Delta(X')}$

Figure 2: Rules that are common to all instances of the framework.

2.3 Operational Semantics

The grammar of the labels generated by the framework is:

$$\mu ::= (i,K,j) : \pi \quad \pi ::= \overline{b}c \mid b(x) \mid \nu\Delta X \mid \tau$$

where $i$ is the key, and $K \subseteq \mathcal{K}$, $j \in \mathcal{K}$ are the set of contextual causes and an instantiator of $i$, respectively. If there is no action which caused and/or instantiated $i$, we denote this with $K = \{\ast\}$, $j = \ast$, respectively.

The set $\mathcal{L}$ of all possible labels generated by the framework is defined as $\mathcal{L} = \mathcal{K} \times \mathcal{K} \times \mathcal{K} \times \mathcal{A}$, where $\mathcal{A}$ is a set of actions ranged over by $\pi$. We extend $\text{sub}(\cdot)$ and $\text{obj}(\cdot)$ to apply also to labels.

The operational semantics of the reversible framework is given in terms of a labelled transition system (LTS) $(\mathcal{S}, \mathcal{L}, \rightarrow)$, where $\mathcal{S}$ is the set of reversible processes; $\rightarrow = \rightarrow \cup \rightsquigarrow$ where $\rightarrow$ is the least transition relation induced by the rules in Figures 2 and 3; and $\rightsquigarrow$ is the least transition relation induced by the rules in Figure 4.

Definition 6 (Process keys). The set of communication keys of a process $X$, written $\text{key}(X)$, is inductively defined as follows:

$$\text{key}(X \mid Y) = \text{key}(X) \cup \text{key}(Y)$$

$$\text{key}(\alpha[i,K].X) = \{i\} \cup \text{key}(X)$$

$$\text{key}(\nu\Delta(X)) = \text{key}(X)$$

$$\text{key}(P) = \emptyset$$

Definition 7. A key $i$ is fresh in a process $X$, written $\text{fresh}(i,X)$ if $i \not\in \text{key}(X)$.

The forward rules of a framework are divided into two groups, depending on whether they are parametric with respect to $\Delta$ or they are common to all the instances of the framework.

Common rules are given in Figure 2. Rules OUT1 and IN1 generate a fresh new key $i$ which is bound to the action. Rules OUT2 and IN2 inductively allow a prefixed process $H[X]$ to execute if $X$ can execute. Condition $i \notin Y$ in rule PAR ensures that action keys are unique. Rule RES is defined in the usual way. Two processes can synchronise through the rule COM if the additional condition is satisfied ($K =_s j$ means $* \in K$ or $j = *$ or $K = j$). After the communication, necessary substitution is applied to the rest of the input process. In the process $Y'\{d'/x\}$ every occurrence of variable $x \in \text{fn}(Y')$ is substituted with the name $d'$, that is, the name $a$ decorated with the key $i$ of the action which was executed. In the further
actions of a process $Y'\{a'/x\}$, the key $i$ will be called the \textit{instantiator}. The instantiators are used just to keep track of the substitution, not to define a name. For example, the two processes $b' a^* . P$ and $b' (x). P'$ can communicate, even if the instantiators of the name $b$ are not the same. Let us note that we use a \textit{late} semantics, since substitution happens in the rule $\text{Com}$. In order to understand how the basic rules work let us consider the following example.

**Example 1.** Let $X = \overline{b'} a^* . 0 \mid b'(x). \overline{x}c^*$. There are two possibilities for the process $X$:

- process $X$ can preform an output and an input action on the channel $b$ while synchronising with environment:

  \[
  \overline{b'} a^* . 0 \mid b'(x). \overline{x}c^* \xrightarrow{(i,x)} \overline{b'} a^*[i,*] . 0 \mid b^*(x). \overline{x}c^* \xrightarrow{(j',x)} \overline{b'} a^* [i,*] . 0 \mid b^*(x)[j',*]. \overline{x}c^* = Y_1
  \]

  As we can notice, the output action $ba$ is identified by key $i$, while the input action is identified by key $i'$.

- The synchronisation can happen inside of the process $X$:

  \[
  \overline{b'} a^* . 0 \mid b^*(x). \overline{x}c^* \xrightarrow{(i,x)} \overline{b'} a^* [i,*] . 0 \mid b^*(x)[i,*]. \overline{x}c^* = Y_2
  \]

  We can notice that $\tau$ action is identified with key $i$ and during the synchronisation variable $x$ is substituted with a received name $a$ decorated with the key $i$ of the executed action. In this way we keep track of the substitution of a name.

We now define the operation $X_{[K'/K][i]}$, which updates the contextual cause $K$ of an action identified by $i$ with the new cause $K'$. Contextual cause update will be used in the the parametric rules of Figure 3 (OPEN and CAUSE REF). Formally:

**Definition 8** (Contextual Cause Update). The contextual cause update of a process, written $X_{[K'/K][i]}$ is defined as follows:

\[
(X \mid Y)_{[K'/K][i]} = X_{[K'/K][i]} \mid Y_{[K'/K][i]} \\
(\nu_{\Delta}(X))_{[K'/K][i]} = \nu_{\Delta}(X)_{[K'/K][i]}
\]

Parametric rules are given in Figure 3. Depending on the underlying causal semantics the way a contextual cause is chosen differs. This is why we need to define two predicates: $\text{Cause}(\cdot)$ and $\text{Update}(\cdot)$.
When instantiating $\Delta$ with a specific data structure, different implementations of such predicates are needed. We shall define them precisely when discussing various causal semantics in the Section 3. Every time a label produced by a process $X$ passes the restriction $vA_\Delta$ it needs to check if it is necessary to modify the contextual cause. Depending on whether name $a$ is in the subject or in the object position in the label of an action, rules CAUSE REF or OPEN can be used, respectively. Rule CAUSE REF is used when the subject of a label is an already extruded name and a predicate $\text{Cause}(\Delta, K, K')$ tells whether contextual cause $K$ has to be substituted with $K'$. Rule OPEN deals with the scope extrusion of a restricted name. If the restricted name $a$ is used as object of a label with key $i$ we have to record that $i$ is one of the potential extruders of $a$. Naturally, if $\text{empty}(\Delta) = true$ then the first extruder initialises the data structure. Also in this case it might happen that we have to update the contextual cause of the label $i$. This is why predicate $\text{Update}(\Delta, K, K')$ is used. Two processes can synchronise through the rule CLOSE satisfying the additional condition. In some semantics, silent actions do not bring the causal information on what is a reason to introduce the operator $\#_i$, where every time an extruded name is closed over the context, the key of the closing action is deleted from indexes of $\Delta_i$ in all restrictions $vA_{\Delta_i}$.

Backward rules are symmetric to the forward ones; they are presented in Figure 4. The predicates are not necessary for the backward transitions as they are invariant in the history of processes but we keep them to simplify the proofs. In order to better understand the backward rules, we shall consider the following example.

**Example 2.** Let us consider the following processes from Example 1:

- $Y_1 = \overrightarrow{b} \ast [i, \ast].0 | b^r(x)[j', \ast].x.0^c$; Process $Y_1$ can perform backward actions on the channel $b$ (an
input action identified with key \( i' \) and an output action identified with key \( i \) in any order. For example, let us revers first the input and then the output action:

\[
Y_1 = \overrightarrow{b} a^* [i, \ast], 0 | b^*(x)[i', \ast], \overrightarrow{X} c^* \xrightarrow{(i', \ast, \ast) : b(x)} \overrightarrow{b} a^* [i, \ast], 0 | b^*(x), \overrightarrow{X} c^* = X
\]

We shall notice that all the necessary elements to reverse the action \( b(x) \) are saved in the history part of the process \( Y_1 \).

- \( Y_2 = \overrightarrow{b} a^* [i, \ast], 0 | b^*(x)[i, \ast], \overrightarrow{X} c^* \); Process \( Y_2 \) can reverse the communication happened on the channel \( b \), between its subprocesses. Due to side condition of the rule \( \text{PAR}^\ast \), it is impossible to reverse an input or an output action separately:

\[
\overrightarrow{b} a^* [i, \ast], 0 | b^*(x)[i, \ast], \overrightarrow{X} c^* \not\xrightarrow{(i, \ast, \ast) : b(x)} \overrightarrow{b} a^* [i, \ast], 0 | b^*(x)[i, \ast], \overrightarrow{X} c^* = X
\]

The backward action above cannot be executed as the key \( i \) belongs to the process in parallel \( (i \in \text{key}(b^*(x)[i, \ast], \overrightarrow{X} c^*)) \). The only possible backward step is:

\[
\overrightarrow{b} a^* [i, \ast], 0 | b^*(x)[i, \ast], \overrightarrow{X} c^* \xrightarrow{(i, \ast, \ast) : b(x)} \overrightarrow{b} a^* [i, \ast], 0 | b^*(x)[i, \ast], \overrightarrow{X} c^* = X
\]

Remark 2. The choice operator \((\ast)\), can be easily added to the framework by following the approach of [27] and by making the operator static.

3 Mapping causal semantics of \( \pi \) into the framework

We now review three notions of causal semantics for \( \pi \)-calculus and show how to map them into our framework by giving the definitions for the side conditions in the rules in Figure 3.

\( R\pi \)-calculus. Cristescu et al [10] introduce a compositional semantics for the reversible \( \pi \)-calculus. Information about the past actions is kept in a memory added to every process. A term of the form \( m > P \) represents a reversible process, where memory \( m \) is a stack of events and \( P \) is the process itself. A memory contains two types of events, one which keeps track of the past action, \( \langle i, k, \pi \rangle \), where elements of a triple are the key, the contextual cause and the executed action, respectively; and one which keeps track of the position of the process in the parallel composition, \( \langle \rangle \). Before executing in parallel, a process splits by duplicating its memory and adding event \( \langle \rangle \) on the top of each copy. This is achievable with specially defined structural congruence rules. The use in [10] of indexed restriction \( \nu_r \) was the inspiration for our parametric indexed restriction \( \nu_{\Delta} \). A key point of the semantics of [10] is that it enjoys certain correctness properties: one of which is that two visible transitions are causally related iff for all contexts the corresponding silent transitions are. Since an action can be caused only through the subject of a label we have that contextual cause \( K \) will be a singleton. We shall consider one relation between the prefixes into the history. In this way, while changing the cause with the rule \( \text{CAUSE} \, \text{REF} \), the condition \( \text{Cause}(\cdot) \) needs to keep track of the instantiation of the cause.

\begin{definition}[Instantiation relation] Two keys \( i_1 \) and \( i_2 \) such that \( i_1, i_2 \in \text{key}(X) \) and \( X = C[b^*(x)[i_1, K_1], Y] \) with \( Y = C'[[i_2, K_2], Z] \), are in instantiation relation, \( i_1 \sim_X i_2 \), if \( j_2 = i_1 \). If \( i_1 \sim_X i_2 \) holds, we will write \( K_1 \sim_X K_2 \).
\end{definition}
To obtain $R\pi$ causality in our framework, we need to instantiate the rules of Figure 3 with the following predicates.

**Definition 10** ($R\pi$ causality). If data structure $\Delta$ is instantiated with a set $\Gamma$, the predicates from Figure 3 are defined as:

1. $\text{Cause}(\Delta, K, K') = \text{Cause}(\Gamma w, K, K')$ stands for $K' = K \cup \{w\}$
2. $\text{Update}(\Delta, K, K') = \text{Update}(\Gamma w, K, K')$ stands for $K' = K \cup \{w\}$

The predicates defined above coincide with the conditions of the semantics introduced in [10]. In the following example we shall give the intuition of the $R\pi$ causality using our framework.

**Example 3.** Let us consider the process $X = \text{va}_0(\overline{b}^s a^* | \overline{c}^s a^* | a^*(x))$. By applying rule $\text{Open}$ twice and executing concurrently two extrusions on names $b$ and $c$, we obtain a process:

$$\text{va}_{\{i, h\}}(\overline{b}^* \; a^*[i, *] \; | \; \overline{c}^s a^*[h, *] \; | \; a^*(x))$$

The rule $\text{Cause}_\text{Ref}$ is used for the execution of the third action. By definition of the predicate $\text{Cause}()$, the action $a(x)$ can choose its cause from a set $\{i, h\}$. By choosing $h$ for example, and executing the input action, we get the process:

$$\text{va}_{\{i, h\}}(\overline{b}^* a[i, *] \; | \; \overline{c}^a[a[h, *] \; | \; a^*(x)[l, h]])$$

In the memory $[l, h]$ we can see that the action identified with key $l$ needs to be reversed before the action with key $h$. Process $\overline{b}^* a[i, *]$ can execute a backward step at any time with the rule $\text{Open}^*$. 

**Boreale-Sangiorgi and Degano-Priami causal semantics.** A compositional causal semantics for standard (i.e., forward only) $\pi$-calculus was introduced by Boreale and Sangiorgi [6]. Later on, Degano and Priami in [15] introduced a causal semantics for $\pi$ based on localities. While using different approaches to keep track of the dependences in $\pi$-calculus, these two approaches impose the same order of the forward actions (as claimed in [15]). Hence, from the reversible point of view we can take it that the causality notions of these two semantics coincide. In what follows we shall concentrate on the Boreale-Sangiorgi causal semantics. To show the correspondence between the mentioned semantics and our framework, we shall consider it in a late (rather than early, as originally given) version. The precise definition is given in Appendix A.3.

The authors distinguish between two types of causality: **subject** and the **object**. To capture the first one, they introduce a causal term $K :: A$, where $K$ is a set of causes recording that every action performed by $A$ depends on $K$. The object causality is defined on the run (trace) of a process in such a way that once a bound name was extruded, it causes all the subsequent actions using that name in any position of the label. Since an action can be caused through the subject and object position of a label, the contextual cause is a set $K \subseteq \mathcal{K}$. For example, let us consider a process $\text{va}(v(b(\tau b \mid \overline{d}a \mid \overline{b}a))$ with a trace $\pi(\nu b) \xrightarrow{\tau(\nu a)} \overline{\eta_0}$. The action $\overline{b}a$ depends on the first action because with it name $b$ was extruded and on the second action because with it name $a$ was extruded. It is important to remark that a silent action does not exhibit causes.

To capture Boreale-Sangiorgi late semantics we need to give definitions for the predicates in Figure 3.

**Definition 11** (Boreale-Sangiorgi causal semantics). If an indexed set $\Gamma_w$ is chosen as a data structure for a memory $\Delta$, the predicates from Figure 3 are defined as:

1. $\text{Cause}(\Delta, K, K') = \text{Cause}(\Gamma_w, K, K')$ stands for $K' = K \cup \{w\}$
2. $\text{Update}(\Delta, K, K') = \text{Update}(\Gamma_w, K, K')$ stands for $K' = K \cup \{w\}$
Let us comment on the above definition. After the first extrusion of a name, the cause is fixed and there is no possibility of choosing another cause from the set \( \Gamma \). To capture this behaviour we use the key of the first extruder, say \( w \), as the index of the set \( \Gamma \). The following example explains how our framework captures Boreale-Sangiorgi causality. We shall use the same process as in Example 3.

**Example 4.** Consider the process \( X = va_b, (b^*a^* | \varepsilon^*a^* | a^*(x)) \). By applying rule OPEN and executing the first extrusion on name \( b \), we obtain the process:

\[
va_{[i]}, (b^*a^*[i,*] | \varepsilon^*a^* | a^*(x))
\]

In the memory \( \{i\} \), the index \( i \) indicates that name \( a \) was extruded with the action \( i \). On the process \( \varepsilon^*a^* \), rule OPEN can be applied. By definition of the predicate \( \text{Update}(\cdot) \), the output action is forced to add \( w = i \) in its cause set. Similar for the process \( a^*(x) \), by applying the rule CAUSE REF and definition of the predicate \( \text{Cause}(\cdot) \). After two executions, we obtain the process:

\[
va_{[i,h]}, (b^*a^*[i,*] | \varepsilon^*a^*[h, \{i,*\}] | a^*(x)[i, \{i,*\}])
\]

In the memories \( \{h, \{i,*\}\} \) and \( \{i, \{i,*\}\} \) we see that both executed actions are caused by action \( i \) and this is why it needs to be reversed last. The second and the third action can be reversed in any order.

**Crafa, Varacca and Yoshida causal semantics.** The authors introduced a compositional event structure semantics for the forward \( \pi \)-calculus [9]. They represent a process as a pair \((E, X)\), where \( E \) is a prime event structure and \( X \) is a set of bound names. Disjunctive objective causality is represented in such a way that an action with extruded name in the subject position can happen if at least one extrusion of that name has been executed before. In the case of parallel extrusions of the same name, an action can be caused by any of them, but it is not necessary to remember which one.

Consequently, events do not have a unique causal history. As discussed in [11] this type of disjunctive causality cannot be expressed when we consider processes with a contexts. To adapt this notion of causality to reversible settings we need to keep track of causes; otherwise by going backwards we could reach an undefined state (where the extruder of a name is reversed, but not the action using that name in the subject position).

We consider two possibilities for keeping track of causes: the first one is by choosing one of the possible extruders and the second one is recording all of them. In the first case, we would obtain a notion of causality similar to the one introduced in [10]. In the following we shall concentrate on the second option. The idea is that, since we do not know which extruder really caused the action on an extruded name, we shall record the whole set of extruders that happened previously. In the framework, the set of executed extruders is set \( \Omega \). The extrusions which are part of synchronisations will be deleted from \( \Omega \) with the operation \#.

The predicates from the rules of Figure 3 are defined as follows:

**Definition 12** (Disjunctive causality). If an indexed set \( \Gamma_\Omega \) is chosen as a data structure for a memory \( \Delta \), the predicates are defined as:

1. \( \text{Cause}(\Delta, K, K') = \text{Cause}(\Gamma_\Omega, K, K') \) stands for \( K' = K \cup \Omega \)
2. \( \text{Update}(\Delta, K, K') = \text{Update}(\Gamma_\Omega, K, K') \) stands for \( K' = K \)

In the following example we shall give the intuition of how our framework captures the defined notion of causality.
Example 5. Let us consider the process $X = \nu_{a/\pi} (\nu_{b/\pi} (\pi^* a^* \mid \pi^* t^* \mid a^* (x)))$. By applying a rule OPEN twice and executing concurrently two extrusions on names $b$ and $c$, we obtain a process:

$$\nu_{a/\pi} (\nu_{b/\pi} (\nu_{c/\pi} (\pi^* a^*[i, \star] \mid \pi^* t^*[h, \star] \mid a^* (x))))$$

By definition of the predicate Cause($\cdot$), the third action will take the whole index set $\{\star, i, h\}$ as a set $K$ and we get the process:

$$\nu_{a/\pi} (\nu_{b/\pi} (\nu_{c/\pi} (\pi^* a[i, \star] \mid \pi^* t[h, \star] \mid a^* (x)[l, \{\star, i, h\}]))$$

In the memory $[l, \{\star, i, h\}]$ we see that the first action to be reversed is the action with key $l$; the other two actions can be reversed in any order.

4 Properties

In this section we shall show some properties of our framework. First we shall show that the framework is a conservative extension of standard $\pi$-calculus and that it enjoys causal consistency, a fundamental property for reversible calculi. After that, we shall prove causal correspondence between the causality induced by Boreale-Sangiorgi semantics and causality in the framework when $\Delta = \Gamma_w$. All proofs are gathered in Appendix A.

Definition 13 (Initial and Reachable process). A reversible process $X$ is initial if it is derived from a $\pi$-calculus process $P$ where all the restricting operators are initialised and in every prefix, names are decorated with a $*$. A reversible process is reachable if it can be derived from an initial process by using the rules in Figures 2, 3 and 4.

4.1 Correspondence with the $\pi$-calculus

We now show that our framework is a conservative extension of the $\pi$-calculus. To do so, we first define an erasing function $\varphi$ that given a reversible process $X$, by deleting all the past information, generates a $\pi$ process. Then we shall show that there is a forward operational correspondence between a reversible process $X$ and $\varphi(X)$. Let $\mathcal{P}$ be the set of $\pi$-calculus processes; then we have:

Definition 14 (Erasing function). The function $\varphi : \mathcal{X} \rightarrow \mathcal{P}$ that maps reversible processes to the $\pi$-calculus, is inductively defined as follows:

$$\varphi(X \mid Y) = \varphi(X)\mid \varphi(Y)$$

$$\varphi(\nu_{a\Delta}(X)) = \varphi(X) \quad \text{if} \emptyset(\Delta) = \text{false}$$

$$\varphi(\nu_{b\Delta}(X)) = \nu_{a\Delta}(X) \quad \text{if} \emptyset(\Delta) = \text{true}$$

$$\varphi(\pi^* a^* (x)) = \pi^* a^*(x)$$

The erasing function can be extended to labels as:

$$\varphi((i, K, j) : \pi) = \varphi(\pi)$$

$$\varphi(\nu_a) = \nu_a$$

$$\varphi(\nu_{a\Delta}) = \nu_{a\Delta} \quad \text{when} \emptyset(\Delta) = \text{true}$$

$$\varphi(\nu_{b\Delta}) = \nu_{b\Delta} \quad \text{when} \emptyset(\Delta) = \text{false}$$

As expected the erasing function discards the past prefixes and name restriction operators that are non-empty. Moreover, it deletes all the information about the instantiators. Every forward move of a reversible process $X$ can be matched in the $\pi$-calculus. To this end we use $\xrightarrow{\pi}$ to indicate the transition semantics of the $\pi$-calculus.
Lemma 1. If there is a transition $X \xrightarrow{\mu} Y$ then $\phi(X) \xrightarrow{\phi(\mu)} \phi(Y)$.

We can state the converse of Lemma 1 as follows:

Lemma 2. If there is a transition $P \xrightarrow{\phi(\mu)} Q$ then for all reachable $X$ such that $\phi(X) = P$, there is a transition $X \xrightarrow{\mu} Y$ with $\phi(Y) = Q$.

Corollary 1. The relation given by $(X, \phi(X))$, for all reachable processes $X$, is a strong bisimulation.

4.2 The main properties of the framework

We now prove some properties of our framework which are typical of a reversible process calculus [12, 20, 10]. Most of the terminology and the proof schemas are adapted from [12, 10] with more complex arguments due to the generality of our framework. The first important property is the so-called Loop Lemma, stating that any reduction step can be undone. Formally:

Lemma 3 (Loop Lemma). For every reachable process $X$ and forward transition $t : X \xrightarrow{\mu} Y$ there exists a backward transition $t' : Y \xleftarrow{\mu} X$, and conversely.

Before stating our main theorems we need to define the causality relation. It is defined on the general framework and it is interpreted as the union of structural and object causality.

Definition 15 (Structural cause on the keys). For every two keys $i_1$ and $i_2$ such that $i_1, i_2 \in \text{key}(X)$, we let $i_1 \preceq i_2$ if $X = C[\alpha[i_1, K_1], Y]$ and $i_2 \in \text{key}(Y)$.

Once having defined structural causal relation on keys, we can extend it to transitions.

Definition 16 (Structural causality). Transition $t_1 : X \xrightarrow{(i_1, K_1, j_1) ; \pi_1} X'$ is a structural cause of transition $t_2 : X'' \xrightarrow{(i_2, K_2, j_2) ; \pi_2} X'''$, written $t_1 \sqsubseteq t_2$, if $i_1 \sqsubseteq \pi_2$ or $i_2 \sqsubseteq \pi_1$. Structural causality, denoted with $\sqsubseteq$, is the reflexive and transitive closure of $\sqsubseteq$.

Object causality is defined directly on the transitions and to keep track of it we use the contextual cause $K$.

Definition 17 (Reverse transition). The reverse transition of a transition $t : X \xrightarrow{\mu} Y$, written $t^\ast$, is the transition with the same label and the opposite direction $Y \xleftarrow{\mu} X$, and vice versa. Thus $(t^\ast)^\ast = t$.

Definition 18 (Object causality). Transition $t_1 : X \xrightarrow{(i_1, K_1, j_1) ; \pi_1} X'$ is an object cause of transition $t_2 : X'' \xrightarrow{(i_2, K_2, j_2) ; \pi_2} X'''$, written $t_1 \prec t_2$, if $i_1 \in K_2$ or $i_2 \in K_1$ (for the backward transition) and $t_1 \neq t_2^\ast$. Object causality, denoted with $\prec$, is the reflexive and transitive closure of $\sqsubseteq$.

Example 6. Consider a process $X = v_0 \Delta (\overline{b} a^* | \tau^* a^* | a^*(z))$ and the case when $\Delta = \emptyset$, as in Example 4. The executed actions would be $(i_1, s, z) \xrightarrow{\pi(v_0 \Delta)} (i_2, [1], z) \xrightarrow{\pi(v_0 a)} (i_3, [1], z) \xrightarrow{a(z)}$. We can notice that $K_2 = \{i_1\}$ and $K_3 = \{i_1\}$, indicating that the second and the third action are caused by the first one. By choosing a different data structure we can obtain different causal order, as mentioned in Example 3 and Example 5.

Definition 19 (Causality relation and concurrency). The causality relation $\prec$ is the reflexive and transitive closure of structural and object cause: $\preceq (\sqsubseteq \cup \prec)^\ast$. Two transitions are concurrent if they are not causally related.

Concurrent transitions can be permuted, and the commutation of transitions is preserved up to label equivalence.
Definition 20 (Label equivalence). Label equivalence, $=\lambda$, is the least equivalence relation satisfying: $(i, K, j) : B(i, K, j) = \lambda (i, K, j) : B(i, K, j)$ for all $i, j, K, a, b$ and $\Delta, \Delta' \subseteq \mathcal{K}$. (Having an indexed set $\Gamma_w$ for $\Delta$ we disregard index $w$, and observe $\Gamma \subseteq \mathcal{K}$.)

Lemma 4 (Square Lemma). If $t_1 : X \xrightarrow{\mu_1} Y$ and $t_2 : Y \xrightarrow{\mu_2} Z$ are two concurrent transitions, there exist $t_2' : X \xrightarrow{\mu_1'} Y_1$ and $t_1' : Y_1 \xrightarrow{\mu_1'} Z$ where $\mu_1 = \lambda \mu_1'$.

We shall follow the standard notation and say that $t_2$ is a residual of $t_1'$ after $t_1$, denoted with $t_2 = t_1'/t_1$. Two transitions are coinitial if they have the same source, cofinal if they have the same target, and composable if the target of one is the source of the other. A sequence of pairwise composable transitions is called a trace, written as $t_1; t_2$. We denote with $\epsilon$ the empty trace. Notions of target, source, compositability and reverse extend naturally to traces.

With the next theorem we prove that reversibility in our framework is causally consistent.

Definition 21 (Equivalence up-to permutation). Equivalence up-to permutation, $\sim$, is the least equivalence relation on the traces, satisfying:

$t_1; (t_2/t_1) \sim t_2; (t_1/t_2)$ \quad $t; t^* \sim \epsilon$

Equivalence up-to permutation introduced in [12] is an adaptation of equivalence between traces introduced in [21, 7] that additionally erases from a trace, transitions triggered in both directions. It just states that concurrent actions can be swapped and that a trace made by a transition followed by its inverse is equivalent to the empty trace.

Theorem 1. Two traces are coinitial and cofinal if and only if they are equivalent up-to permutation.

4.3 Correspondence with Boreale and Sangiorgi’s semantics

We prove causal correspondence between Boreale and Sangiorgi’s late semantics (rather than early, as originally given) and the framework when memory $\Delta$ is instantiated with $\Gamma_w$. The precise definitions and the proofs are given in Appendix A.3, here we shall give just briefly presentation of the idea.

To compare semantics, we observe traces (runs) of the processes. Labels in the framework will bring additional information about the multiset of the structural causes ($K_F$) of the executed action and a trace in the framework will have the following form: $X_1 \xrightarrow{\mu_1}_{K_F} X_2 \ldots X_n \xrightarrow{\mu_n}_{K_F} X_n$. To simplify notation, we shall write the transition $A \xrightarrow{\pi}_{K,k} A_2$ from Boreale and Sangiorgi’s semantics as $A \xrightarrow{\zeta}_{K,p} A_2$, where $\zeta = k : \pi$.

Focusing on the structural correspondence, the main difference is in the silent actions. In the framework, silent actions are identified with unique keys, while in Boreale and Sangiorgi’s semantics, they just merge the cause sets of the actions participating in the communication. Hence, we need to provide a connection between sets of structural causes in these two semantics. Let us briefly explain our method; more details can be found in Appendix A.3.

Suppose that we have two transition $t$ and $t'$, where $t : X \xrightarrow{(i, K,j) ; \pi}_{K_F} X'$ and $t' : A \xrightarrow{i \pi}_{K_F} A'$ where the continuation of the processes $X$ and $A$ is $\pi.P$\textsuperscript{1}. We can represent the dependences between the keys in the history of the process $X$ (all executed actions in $X$) with a directed graph, in the following way: keys of executed actions will be represented as vertices of a graph (actions which are part of a communication and have the same key, will be represented by two vertices with the same name); order between keys will be

\textsuperscript{1}By abuse the notation, we shall write $\pi$ for the prefixes and the labels of the actions in both semantics, since they are essentially the same.
represented with directed edges where between the same vertices we shall have edges in both directions. Let as denote this graph $G = (V, E)$, where $V$ is a multiset of vertices and $E$ set of edges.

To show exact correspondence between cause sets $K_F$ and $K_B$, we need to take the history part of the process $X$ involved in the execution of an action $\pi$. We can do it by taking all the paths in $G$ in which the target vertex will be key $l$ of the action $\pi$ and we shall obtain the graph $G(i) = (V(i), E(i))$. The multiset $V(i)$ contains all the keys which cause the action $\pi$ including $i$ and we can conclude that $K_F = V(i) \setminus \{i\}$.

By removing all bidirectional edges from the graph $G(i)$ and replacing vertices that they connect with vertex renamed to $\tau_l$ when $l = 1, 2, \ldots, n$, we shall obtain the graph $G' = (V', E')$. (Renaming is applied also on the other edges containing removed vertices. The operation of bidirectional edge contraction is precisely defined in Appendix A.3.) The set $V'$ differs from $V(i)$ in having $\tau_l$ vertices instead of the pairs of the vertices with the same name (originally belonging to silent moves in the framework). Hence, we can conclude that $K_B = V' \setminus (\{i\} \cup \tau_l)$.

We shall call the algorithm explained above ‘Removing Keys from a Set’, denoted as $\text{Rem}$. We shall write $\text{Rem}(K_F) = K_B$, meaning that $K_B$ can be obtained by applying algorithm $\text{Rem}$ to $K_F$.

Before stating the theorem, we shall give a definition of the erasing function $\lambda$ and the function $\gamma$ that maps labels from the framework into labels from Boreale and Sangiorgi’s semantics:

**Definition 22.** The function $\gamma$ that maps label from the framework with a label from Boreale and Sangiorgi’s semantics, is inductively defined as follows:

\[
\begin{align*}
\gamma(i, K, j) : \pi & = i : \gamma(\pi) \quad \text{when } \pi \neq \tau \\
\gamma(\delta(\nu A)) & = \delta(\nu A) \quad \text{when } \text{empty}(\Delta) = \text{true} \\
\gamma(\delta(\nu A)) & = \delta a \quad \text{when } \text{empty}(\Delta) = \text{false}
\end{align*}
\]

**Definition 23.** The erasing function $\lambda$ that maps causal processes from Boreale and Sangiorgi’s semantics to the $\pi$-calculus is inductively defined as follows:

\[\lambda(A \mid A') = \lambda(A) \mid \lambda(A') \quad \lambda(K :: A) = \lambda(A) \quad \lambda(\nu A) = \nu A(\lambda(A)) \quad \lambda(P) = P\]

Now we have all necessary definitions to state the lemma about structural correspondence between two causal semantics.

**Lemma 5** (Structural correspondence). Starting from initial $\pi$-calculus process $P$, where $P = A_1 = X_1$, we have:

1. if $P \xrightarrow[\xi_1, K_{Fi_1}] A_2 \ldots A_n \xrightarrow[\xi_n, K_{Fi_n}] A_{n+1}$ then there exists a trace $P \xrightarrow[\mu_1, K_{Fi_1}] X_2 \ldots X_1 \xrightarrow[\mu_n, K_{Fi_n}] X_{n+1}$ and $K_{Fi}$, such that for all $i$, $\lambda(A_i) = \phi(X_i)$, $\xi_i = \gamma(\mu_i)$ and $\text{Rem}(K_{Fi}) = K_{Bi}$, for $i = 1, \ldots, n$.

2. if $P \xrightarrow[\mu_1, K_{Fi_1}] X_2 \ldots X_n \xrightarrow[\mu_n, K_{Fi_n}] X_{n+1}$ then there exists a trace $P \xrightarrow[\xi_1, K_{Fi_1}] A_2 \ldots A_n \xrightarrow[\xi_n, K_{Fi_n}] A_{n+1}$ where for all $i$, $\lambda(A_i) = \phi(X_i)$, $\xi_i = \gamma(\mu_i)$ and $\text{Rem}(K_{Fi}) = K_{Bi}$, for $i = 1, \ldots, n$.

Considering the object dependence we have that the first action which extrudes a bound name will cause all future actions using that name in any position of the label. The main difference is that object dependence induced by input action in Boreale and Sangiorgi’s semantics is subject dependence as well.

The next theorem demonstrates causal correspondence between causality in the framework when memory $\Delta$ is instantiated with $\Gamma_w$ and Boreale and Sangiorgi’s late causal semantics.

**Theorem 2** (Causal correspondence). The reflexive and transitive closure of the causality introduced in [6] coincides with the causality of the framework when $\Delta = \Gamma_w$. 
5 Conclusions

In a concurrent setting, causally-consistent reversibility relates causality and reversibility. Several works [10, 15, 6, 9, 8] have addressed causal semantics for \( \pi \)-calculus, differing on how object causality is modelled. Starting from this observation, we have devised a framework for reversible \( \pi \)-calculus which abstracts away from the underlying data structure used to record causes and consequences of an extrusion, and hence from the object causality. Depending on the underlying data structure, we can obtain different causal semantics. We have shown how three different semantics [10, 6, 9] can be derived, and we have proved causal correspondence with the semantics introduced in [6]. Our framework enjoys typical properties for reversible process algebra, such as loop lemma and causal consistence. As a future work we plan to prove causal correspondence with the semantics [10, 9] and to continue working towards a more parametric framework and to compare it with [25, 18]. Moreover it would be interesting to implement our framework in the psi-calculi framework [4], and to develop further the behavioural theory of our framework.
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A Appendix

A.1 Correspondence with the \( \pi \)-calculus

(Lemma 1). If there is a transition \( X \xrightarrow{\mu} Y \) then \( \varphi(X) \xrightarrow{\varphi(\mu)} \pi \varphi(Y) \).

Proof. The proof is by induction on the derivation tree of the transition \( X \xrightarrow{\mu} Y \).

(Lemma 2). If there is a transition \( P \xrightarrow{\varphi(\mu)} \pi Q \) then for all reachable \( X \) such that \( \varphi(X) = P \), there is a transition \( X \xrightarrow{\mu} Y \) with \( \varphi(Y) = Q \).

Proof. The proof is by induction on the derivation tree of the transition \( P \xrightarrow{\varphi(\mu)} Q \).

A.2 The main properties of the framework

In the following we shall give the proofs of our main theorems and additional necessary lemmas.

Loop Lemma (Lemma 3). For every reachable process \( X \) and forward transition \( t : X \xrightarrow{\mu} Y \) there exists a backward transition \( t' : Y \xrightarrow{\mu} X \), and conversely.

Proof. The proof follows from the symmetry of the forward and the backward rules.

Lemma 6. Two derivation trees have the same conclusion if and only if they have the same premises.

Proof. Let us consider two derivation trees with the same conclusions:

\[
\frac{P_1}{X \xrightarrow{\mu} Y} \quad \frac{P_2}{X \xrightarrow{\mu} Y}
\]

If \( p_1 = p_2 \) then by the construction of the rules we can notice that both derivations will have the same conclusion. To prove the opposite direction we proceed with the induction on the derivation tree of the transition \( X \xrightarrow{\mu} Y \). For each rule we need to show that only one premise is possible. We shall present only the interesting cases. (Rules In2, Out2, PAR, RES are possible just if the premise has exactly the same label on the transition as the conclusion and we have \( p_1 = p_2 \).)

- (CAUSE REF) Having a transition

\[
\frac{P_q}{\nu_{\Delta}(X) \xrightarrow{(i,K',j):\pi} Y} \quad a \in \text{sub}(\pi) \quad q \in \{1,2\}
\]

the only applicable rule is CAUSE REF with \( Y = \nu_{\Delta}X'_{[K'/K_q]/@i} \) and we have

\[
\frac{X \xrightarrow{(i,K',j):\pi} X'}{\nu_{\Delta}(X) \xrightarrow{(i,K',j):\pi} \nu_{\Delta}X'_{[K'/K_q]/@i}} \quad a \in \text{sub}(\pi) \quad q \in \{1,2\} \quad \text{Cause}(\Delta,K_q,K')
\]

Now we want to show that \( K_1 = K_2 \). Depending on the data structure used for \( \Delta \), we have different definitions for the predicate \( \text{Cause}(\Delta,K_q,K') \):

- if \( \Delta \) is a set \( \Gamma \), then we have \( K_q = K' \) or \( \exists K' \in \Gamma \ K_q \sim X K' \).
- if \( K_q = K' \), then we have \( K_1 = K_2 = K' \).
* If \( \exists K' \in \Gamma \) \( K_q \rightarrow_X K' \) then by definition of instantiation relation and design of the communication rules, name \( a \) substituted some variable \( x \) in the actions identified with \( K_q \). Since substitution is unique for a name, we have \( K_1 = K_2 \).

- if \( \Delta \) is an indexed set \( \Gamma_w \), we have \( K' = K_q \cup \{ w \} \), i.e. \( K_1 \cup \{ w \} = K_2 \cup \{ w \} \). We can distinguish two cases, depending if \( w \) is a * or not:
  * if \( w = * \), we have \( K_1 = K_2 \)
  * if \( w = k \), where \( k \neq * \), we need to prove that \( K_1 \cup \{ k \} = K_2 \cup \{ k \} \). Since it is an operation on sets, we need to prove that the key \( k \) belongs to both sets \( K_1 \) and \( K_2 \) or neither one of them. By design of the framework, all restrictions of the name \( a \) are nested. Once name \( a \) is extruded with the action \( k \), every following restriction will have \( k \) as an index of the set \( \Gamma \) (for example, in the process \( \varGamma_{\varDelta_1}(\varGamma_{\varDelta_2} X) \), the options for \( k_1 \) and \( k_2 \) are: \( k_1 = k_2 \) or \( k_1 = k \land k_2 = * \), for some \( k \)). Both transitions \( K_1 \) and \( K_2 \) are executed on the same component in the process \( X \) and they need to pass the same restrictions on the name \( a \). Since \( w = k \), the only possibilities are \( K_1 = K_2 = \{ * \} \) or \( K_1 = K_2 = \{ *, k \} \).
- if \( \Delta \) is a set indexed with a set \( \Omega_w \), then we have \( K' = K_q \cup \Omega \), i.e. \( K_1 \cup \Omega = K_2 \cup \Omega \). The proof is similar to the one above but we need to prove it for every element in a set \( \Omega \).

\[ \begin{align*}
\text{• (OPEN)} & \text{ Having a transition} \\
\frac{P_q \quad \nu_{\Delta}(X) \quad \nu(v_{\Delta}))}{\nu_{\Delta+i}(X') \quad \nu(v_{\Delta+i})} & \quad q \in \{1, 2\}
\end{align*} \]
the only applicable rule is \text{OPEN} and we have \( Y = \nu_{\Delta+i}(X'_{K'/K_q}) \) with a rule

\[ \begin{align*}
\frac{X \quad \nu(v_{\Delta}))}{\nu_{\Delta+i}(X') \quad \nu(v_{\Delta+i})} & \quad \text{Update}(\Delta, K_q, K')
\end{align*} \]

Now we want to show that \( K_1 = K_2 \) and \( \pi_1 = \pi_2 \). Depending on the data structure used for \( \Delta \), we have different definitions for the condition \text{Update}(\Delta, K_q, K'):

- if \( \Delta \) is a set \( \Gamma \), we have \( K_1 = K_2 = K' \) and we just need to prove that \( \pi_1 = \pi_2 \). Let us suppose that \( \pi_1 = \overrightarrow{ba} \); then this implies that there does not exist a context \( C[\bullet] \) such that \( X = C[\varGamma_{\varDelta} X'] \), hence \( \pi_2 = \overrightarrow{ba} \). Similarly for \( \pi_1 = \overrightarrow{ba} \).
- if \( \Delta = \Gamma_{\Omega} \), the cause does not change with the rule \text{OPEN} and the proof is similar to the case above.

- if \( \Delta \) is an indexed set \( \Gamma_w \), we have \( K' = K_q \cup \{ w \} \) and we need to prove that \( K_1 = K_2 \) and \( \pi_1 = \pi_2 \). Let us suppose that \( \pi_1 = \overrightarrow{ba} \); this implies that there does not exist a context \( C[\bullet] \) such that \( X = C[\varGamma_{\varDelta} X'] \), and we can conclude that \( \pi_2 = \overrightarrow{ba} \) and \( K_1 = K_2 = * \). Let us suppose that \( \pi_1 = \overrightarrow{ba} \); then this implies that there exists a context \( C[\bullet] \) such that \( X = C[\varGamma_{\varDelta} X'] \), and we can conclude that \( \pi_2 = \overrightarrow{ba} \). For the cause sets \( K_q \) we have two possibilities: if \( w' = * \), we have \( K_q = \{ * \} \); if \( w' = k \), we have \( K_q = \{ *, k \} \).

\[ \begin{align*}
\text{• (CLOSE): Having a transition} \\
\frac{P_q \quad X | Y \quad \nu(v_{\Delta}))}{\nu_{\Delta+i}(Z) \quad \nu(v_{\Delta+i})} & \quad q \in \{1, 2\}
\end{align*} \]
If there exists $\nu a_\Delta \in X$, we can apply only the rule CLOSE and get $Z = \nu a_\Delta(X'_q \mid Y')$ with a rule:

$$
\begin{align*}
X \xrightarrow{(i.K_q,j):\nu a_\Delta} X' & \quad Y \xrightarrow{(i.K'_q,j):\nu a_\Delta} Y' \\
X \mid Y \xrightarrow{(i,*):\pi} \nu a_\Delta(X'_q \mid Y')
\end{align*}
$$

Now we want to show that $K_1 = K_2$. Depending on the data structure used for $\Delta$, we have different cases:

- if $\Delta$ is a set $\Gamma$, we have $K_q = \ast$ and $K_q' = \ast$ and two cases:
  
  * if $b$ is a free name, then $K_q = K_q' = \ast$
  
  * if $b$ is not a free name, then there exists a context $X = C'[v_{\pi r}X''']$ and we can conclude
    
    $K_1 \neq \ast$, $K_2 \neq \ast$ and $K'_1 = \ast$, $K'_2 = \ast$. In order to satisfy the condition of the rule, we have
    
    $K_1 = K_2 = j'$.

- if $\Delta$ is an indexed set $\Gamma_w$, the action $\nu a_\Delta$ can be caused through subject and object position in the label, and we need to reason on both names: $a$ and $b$. We shall divide cause sets $K_a$ into two subsets: $K_a = K_a \cup K_a$. Since the rule CLOSE is used, there exists a context $C[\cdot]$, such that $X = C[\nu a_\Delta X']$ and we have two possibilities:
  
  * if there does not exist a context $X = C'[v_{\pi r}X''']$, we have $K_q = \ast$. For $K_q$ we have two cases: if $w = \ast$, we can conclude that $K_q = \ast$ and we have $K_1 = K_2$; if $w = k''$ for some $k'' \in \Gamma$, we can conclude that $K_q = \{\ast,k''\}$ and $K_1 = K_2$.
  
  * if there exists a context $X = C'[v_{\pi r}X''']$ then we have that $w' = k''$ and $K_q = \{k''',\ast\}$.

  With the same reasoning as in the case above we have that $K_1 = K_2$.

- if $\Delta = \Gamma_{\Omega}$, we have two cases:
  
  * if $b$ is a free name, then $K_q = K_q' = \ast$
  
  * if $b$ is not a free name, there exists a context $X = C'[v_{\pi r}X''']$ and we can conclude that
    
    $K_q = \Omega$ and $K_q' = \ast$.

- The proof for the rule COM is similar to the one for the rule CLOSE.

- The proof for the backward rules follows from the proof for the forward rules (all forward transition have a unique derivation) and Loop Lemma (Lemma 3).

\[\square\]

In a reversible process, we shall call the sequence of the actions executing on one component of the parallel composition a branch. By the structure of the reversible process (and $\pi$-calculus in general) branches can be nested. For example, in the process $X = \pi[1,*].(\pi'[2,*].(P_1 \mid P_2 \mid P_3) \mid Q)$, by observing the first branching, we have two branches: $\pi'[2,*].(P_1 \mid P_2 \mid P_3) \mid Q$. A path in a reversible process, starting from the very first prefix and ending with the last one that could be executed on some component in the parallel composition, we shall call a thread. Using the same process $X$ as in example above, we have four threads: $T_1 = \pi[1,*].\pi'[2,*].P_1$, $T_2 = \pi[1,*].\pi'[2,*].P_2$, $T_3 = \pi[1,*].\pi'[2,*].P_3$ and $T_4 = \pi[1,*].Q$. We can notice that thread is defined on the process $X$, not depending on the branching point. The prefixes in a thread are always structurally dependent.

**Square Lemma (Lemma 4).** If $t_1 : X \overset{\mu}{\rightarrow} Y$ and $t_2 : Y \overset{\mu'}{\rightarrow} Z$ are two concurrent transitions, there exist $t'_2 : X \overset{\mu'}{\rightarrow} Y_1$ and $t'_1 : Y_1 \overset{\mu}{\rightarrow} Z$ where $\mu_i = \mu'_i$. We shall follow the standard notation and say that $t_2$ is a residual of $t'_2$ after $t_1$, denoted with $t_2 = t'_2/t_1$. 
Proof. The proof is by case analysis on the form of the transitions $t_1$ and $t_2$. We shall consider four cases on whether transitions $t_1$ and $t_2$ are synchronisations or not and show just the interesting one, when a reversible process is written in the form $X = \nu a_\Delta(X_1 \mid X_2)$ and a restriction of a name is involved. Before starting with the proof, let us make some comments:

C1 Having a transition $t$ that involves just one branch, we can rewrite process $X$ as

$$X = \nu a_\Delta C_n[\ldots \nu a_\Delta C_0[X_1]]$$

where branches are represented with the contexts $C_0, \ldots, C_n$ which do not contain restrictions on $a$ and $\nu a_{i\Delta} = \nu a_{i\Delta_0} \ldots \nu a_{i\Delta_0}$. For the sake of simplicity we shall assume that the vector of names $\nu a_{\Delta_0}$ is a singleton and we can write:

$$X = \nu a_\Delta C_n[\ldots \nu a_\Delta C_0[X_1]]$$

When transition $t$ is not a synchronisation, we can distinguish two cases depending on the nature of the action $\pi$ in the transition $t$: if $\pi \neq \bar{b}(\nu a_\Delta)$ for some name $b$, transition $t$ modifies just its own branch, not restrictions before it. Supposing that $t$ modifies branch $X_1$, we have

$$t : X \xrightarrow{\mu} \nu a_\Delta C_n[\ldots \nu a_\Delta C_0[X'_1]]$$

if $\pi = \bar{b}(\nu a_\Delta)$, transition $t$ modifies its branch and all the restrictions on $a$ and we have

$$t : X \xrightarrow{\mu} \nu a_\Delta C_n[\ldots \nu a_\Delta C_0[X'_1]]$$

C2 By having a synchronisation $t$ which involves just one branch in the context $C$, from transition $C[\nu a_\Delta Y] \xrightarrow{\mu} C[\nu a_\Delta Y']$ we can conclude that context $C[\bullet]$ does not change, just the branch inside of it.

If we consider that $t$ involves two contexts $C_i[\bullet], C_j[\bullet]$ and that name $a$ is used in object position, rules CLOSE or CLOSE* can be applied. We shall have the following transitions:

$$t : \nu a_\Delta C_n[\ldots \nu a_\Delta C_i[\ldots \nu a_\Delta C_j[\nu a_\Delta C_0[X_1]]]] \xrightarrow{\mu} \nu a_\Delta C_n[\ldots \nu a_\Delta C_i[\ldots \nu a_\Delta C_j[\nu a_\Delta C_0[X_1]]]]$$

We can notice that synchronisation modifies involved contexts and restrictions on $a$ before them.

We proceed with case analysis on whether transitions $t_1$ and $t_2$ are synchronisations or not:

1. $t_1$ and $t_2$ are not synchronisations; we need to prove that by changing the order of the transitions we shall obtain the same process. We shall consider just the cases where transitions $t_1$ and $t_2$ modify not just their own branch, but also other contexts or restrictions. Let us assume that transition $t_1$ modifies branch $X_1$ and the performed action is $\pi_1 = \bar{b}(\nu a_\Delta)$. Using note C1 we have

$$t_1 : X \xrightarrow{\mu} \nu a_\Delta C_n[\ldots \nu a_\Delta C_0[X'_1]]$$

Let $\pi_2$ be the action of the transition $t_2$. If $a \notin \pi_2$ then $t_2$ modifies just its own context (for example context $C_i$) and it is not prevented by the restrictions on $a$. Let us consider the case when $a \in \pi_2$. We continue the proof with the induction on the structure of the process.
The base case of induction is to prove that if
\[ \nu a_\Delta(X_1 \mid X_2) \xrightarrow{\mu_1} \nu a_\Delta(X'_1 \mid X_2) \xrightarrow{\mu_2} \nu a_\Delta(X'_1 \mid X'_2) \]
then
\[ \nu a_\Delta(X_1 \mid X_2) \xrightarrow{\mu_1} \nu a_\Delta(X'_1 \mid X'_2) \]
Since \( t_1 \) has performed action \( \pi_1 = \text{Update}(\nu a_\Delta) \), rules OPEN and OPEN* can be used. We consider just the interesting cases when on \( t_1 \) is applied rule OPEN and continue with the case analysis on the rules that can be applied on \( t_2 \) such that \( a \in \pi_2 \).

- Rule OPEN applied on \( t_2 \). We have
\[
\nu a_\Delta(X_1 \mid X_2) \xrightarrow{(i_1, K_1, j_1) \cdot \pi(\nu a_\Delta)} \nu a_{\Delta+i_1}(X'_1 \mid X_2) \xrightarrow{(i_2, K_2, j_2) \cdot \pi(\nu a_{\Delta+i_1})} \nu a_{\Delta+i_1+i_2}(X'_1 \mid X'_2)
\]
Since the transition \( t_1 \) and \( t_2 \) are concurrent (i.e. there is no causal relation between them) we have that \( i_1 \notin K_2 \) and \( i_2 \notin K \), where \( X_2 \xrightarrow{(i_2, K, j_2) \cdot \pi(\nu a_{\Delta+i_1})} X'_2 \) (by definition of Update(\cdot), having \( i_1 \in K \) will lead to \( i_1 \in K_2 \), which is in contradiction with the fact that transitions are concurrent). Now we can safely commute transitions and we have:
\[
\nu a_\Delta(X_1 \mid X_2) \xrightarrow{(i_1, K_1, j_1) \cdot \pi(\nu a_\Delta)} \nu a_{\Delta+i_1}(X_1 \mid X'_2) \xrightarrow{(i_2, K_2, j_2) \cdot \pi(\nu a_{\Delta+i_1})} \nu a_{\Delta+i_1+i_2}(X'_1 \mid X'_2)
\]
as desired. The labels of transitions \( t_1 \) and \( t'_2 \) are not equal; they are equivalent, i.e. \( \mu_1 = _\lambda \mu'_1 \).

- Rule OPEN* applied on \( t_2 \). We have
\[
\nu a_{\Delta+i_2}(X_1 \mid X_2) \xrightarrow{(i_1, K_1, j_1) \cdot \pi(\nu a_{\Delta+i_2})} \nu a_{\Delta+i_1+i_2}(X'_1 \mid X'_2) \xrightarrow{(i_2, K_2, j_2) \cdot \pi(\nu a_{\Delta+i_2})} \nu a_{\Delta+i_1+i_2}(X'_1 \mid X'_2)
\]
Transition \( t_2 \) cannot be caused by transition \( t_1 \) since transition \( t'_1 \) (the forward one) happened before \( t_1 \). We can safely commute transitions and get:
\[
\nu a_{\Delta+i_2}(X_1 \mid X_2) \xrightarrow{(i_1, K_1, j_1) \cdot \pi(\nu a_{\Delta+i_2})} \nu a_{\Delta+i_1}(X'_1 \mid X'_2) \xrightarrow{(i_2, K_2, j_2) \cdot \pi(\nu a_{\Delta+i_1})} \nu a_{\Delta+i_1+i_2}(X'_1 \mid X'_2)
\]
- Rule CAUSE REF applied on \( t_2 \). We have
\[
\nu a_{\Delta}(X_1 \mid X_2) \xrightarrow{(i_1, K_1, j_1) \cdot \pi(\nu a_{\Delta})} \nu a_{\Delta+i_1}(X'_1 \mid X_2) \xrightarrow{(i_2, K_2, j_2) \cdot \pi(\nu a_{\Delta+i_1})} \nu a_{\Delta+i_1+i_2}(X'_1 \mid X'_2)
\]
with \( X_2 \xrightarrow{(i_2, K, j_2) \cdot \pi(\nu a_{\Delta+i_1})} X'_2 \) and \( a \in sub(\alpha) \). Since the transitions \( t_1 \) and \( t_2 \) are concurrent, we have that \( i_1 \notin K_2 \) and \( i_2 \notin K \). Now we can safely commute transitions and we have:
\[
\nu a_{\Delta}(X_1 \mid X_2) \xrightarrow{(i_1, K_1, j_1) \cdot \pi(\nu a_{\Delta})} \nu a_{\Delta+i_1}(X'_1 \mid X'_2) \xrightarrow{(i_2, K_2, j_2) \cdot \pi(\nu a_{\Delta+i_1})} \nu a_{\Delta+i_1+i_2}(X'_1 \mid X'_2)
\]
- In the inductive case we want to show that if \( X \xrightarrow{\mu_1} Y \xrightarrow{\mu_2} Z \) and \( X \xrightarrow{\mu'_1} Y_1 \xrightarrow{\mu'_2} Z \), then the following holds
\[
\nu a_{\Delta}X \xrightarrow{\mu_1} \nu a_{\Delta}Y \xrightarrow{\mu_2} \nu a_{\Delta}Z \quad \text{and} \quad \nu a_{\Delta}X \xrightarrow{\mu'_1} \nu a_{\Delta}Y_1 \xrightarrow{\mu'_2} \nu a_{\Delta}Z
\]
Both subcases are straightforward.
2. Let consider that \( t_2 \) is a synchronisation and \( t_1 \) is not. We shall consider the case when \( t_1 \) is performing an action \( \overline{b}(\nu_{a_\Delta}) \) and it modifies the branch \( X_1 \) of the process

\[
X = \nu_{a_\Delta}C_n[\ldots \nu_{a_\Delta}C_i[\ldots \nu_{a_\Delta}C_f[\nu_{a_\Delta}C_0[X_1]]]]
\]

In this case, the applied rules could be OPEN or OPEN\(^*\). If \( t_2 \) is a synchronisation which does not involve the name \( a \), then by note \( C2 \), we can conclude that it is trivial. We shall consider the case when \( t_2 \) uses name \( a \) in object position and in this case, rules CLOSE or CLOSE\(^*\) are used. The contexts involved are \( C_i[\bullet], C_f[\bullet] \). Now we can proceed with an induction on the structure of the process.

- In the base case we shall have \( X = \nu_{a_\Delta}C_n[\ldots \nu_{a_\Delta}C_i[\ldots \nu_{a_\Delta}C_f[\nu_{a_\Delta}C_0[X_1]]]] \) and for the sake of simplicity, we can rewrite it as \( \nu_{a_\Delta}C_i[\ldots \nu_{a_\Delta}C_f[X_1]] \). Now we combine the rules applied on transition \( t_1 \) with the one applied on \( t_2 \) and we have:
  - Rule OPEN applied on \( t_1 \) and rule CLOSE on the \( t_2 \). We have:
    \[
    X = \nu_{a_\Delta}C_i[\ldots \nu_{a_\Delta}C_f[X_1]] \xrightarrow{(i_1,i_1)} \nu_{a_\Delta+i_1}C_i[\ldots \nu_{a_\Delta+i_1}C_f[X_1]]
    \]
    where \( \nu_{a_\Delta+i_1} \in C_i[\ldots \nu_{a_\Delta+i_1}C_f[X_1']] \). If we commute transitions, we shall have:
    \[
    X = \nu_{a_\Delta}C_i[\ldots \nu_{a_\Delta}C_f[X_1]] \xrightarrow{(i_2,i_1)} \nu_{a_\Delta}C_i[\ldots \nu_{a_\Delta}C_f[X_1]]
    \]
    where \( \nu_{a_\Delta} \in C_i[\ldots \nu_{a_\Delta}C_f[X_1]] \). We have \( Z = Z \), as desired.
  - Rule OPEN\(^*\) applied on \( t_1 \) and rule CLOSE on the \( t_2 \). We have:
    \[
    X = \nu_{a_\Delta+i_1}C_i[\ldots \nu_{a_\Delta+i_1}C_f[X_1]] \xrightarrow{(i_1,i_1)} \nu_{a_\Delta}C_i[\ldots \nu_{a_\Delta}C_f[X_1]]
    \]
    where \( \nu_{a_\Delta} \in C_i[\ldots \nu_{a_\Delta}C_f[X_1]] \). By changing the order of the transitions, we have:
    \[
    X = \nu_{a_\Delta+i_1}C_i[\ldots \nu_{a_\Delta+i_1}C_f[X_1]] \xrightarrow{(i_2,i_1)} \nu_{a_\Delta+i_1}C_i[\ldots \nu_{a_\Delta+i_1}C_f[X_1]]
    \]
    where \( \nu_{a_\Delta+i_1} \in C_i[\ldots \nu_{a_\Delta+i_1}C_f[X_1]] \).

3. The case when \( t_1 \) is a synchronisation and \( t_2 \) is not, is similar to the one above.
4. \( t_1 \) and \( t_2 \) are synchronisations.

Let suppose that \( t_1 \) is a synchronisation between branch with output in \( X_1 \) and branch with input in the context \( C_j \), while \( t_2 \) is a synchronisation between branches with input in \( C_i \) and output in \( C_k \).

Since transitions will modify contexts just up to \( \nu a \), we can reason on process \( X \) written as:

\[
X = \nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]
\]

We continue with the case analysis depending whether name \( a \) is in the subject or in the object position in the transitions \( t_1 \) and \( t_2 \).

- name \( a \) is in the object position in both transitions; in this case, rules \text{CLOSE}^{\ast} \text{ and } \text{CLOSE}^{\ast} \text{ can be used. Let us consider the case when rule } \text{CLOSE}^{\ast} \text{ is applied on } t_1 \text{ and on } t_2; \text{ the rest of the cases are similar. We have}

\[
\nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]] \xrightarrow{(i_1,\ast,\ast)\tau} \nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]
\]

where \( \nu a \in C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]] \text{ and } \nu a \in C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]. \) The action \( i_2 \) cannot be caused by the action \( i_1 \) because the transitions are concurrent. By changing the order of the transitions we have that derivation of \( t_2 \) is:

\[
\nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]] \xrightarrow{(i_2,\ast,\ast)\tau} \nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]
\]

where \( \nu a \in C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]] \text{ and } \nu a \in C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]. \)

- name \( a \) is in the object position in transition \( t_1 \) and in subject in \( t_2 \). In this case, rules \text{CLOSE}^{\ast} \text{ and } \text{CLOSE}^{\ast} \text{ can be applied on } t_1 \text{ and } \text{COM} \text{ and } \text{COM}^{\ast} \text{ on } t_2. \text{ Let us consider the case when } \text{CLOSE} \text{ is applied on } t_1 \text{ and } \text{COM} \text{ on } t_2; \text{ the rest of the cases are similar. We have}

\[
\nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]] \xrightarrow{(i_1,\ast,\ast)\tau} \nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]
\]

where \( \nu a \in C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]. \) By executing the rule \text{COM} \text{ we are changing just contexts } C_i \text{ and } C_k, \text{ not the restrictions.}

\[
\nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]] \xrightarrow{(i_2,\ast,\ast)\tau} \nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]
\]

The cause of the actions on the channel \( a \) of the transition \( t_2 \) cannot choose as a cause \( i_1 \) since the transitions are concurrent. Hence, we can commute transitions and get:

\[
\nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]] \xrightarrow{(i_2,\ast,\ast)\tau} \nu a C_i[\ldots \nu a C_j[\ldots \nu a C_k[X_1]]]
\]

where \( \nu a \in C_i[\ldots \nu a C_k[X_1]] \text{ since transition } t_2 \text{ does not change restrictions.} \)
Two transitions are **coinitial** if they have the same source, **cofinal** if they have the same target, and **composable** if the target of one is the source of the other one. A sequence of pairwise composable transitions is called a **trace**. We denote with \( \varepsilon \) the empty trace, and with \( t_1; t_2 \) the composition of two composable traces \( t_1 \) and \( t_2 \). In the main theorem we prove that reversibility in our framework is causally consistent.

**Definition [Equivalence up-to permutation] (Definition 21).** Equivalence up-to permutation, \( \sim \), is the least equivalence relation on the traces, satisfying:

\[
t_1 ; t_2 \sim (t_2 / t_1) ; (t_1 / t_2) \quad \text{and} \quad t; t^* \sim \varepsilon
\]

**Definition 24.** Two transitions \( t_1 \) and \( t_2 \) are prefix equivalent, written \( t_1 =_p t_2 \) if they add or remove the same past element from the history of a process.

**Example 7.** Having the process \( \bar{a}^* b^* P_1 \mid \bar{a}^* b^* P_2 \), we have two transitions

\[
t_1 : \bar{a}^* b^* P_1 \mid \bar{a}^* b^* P_2 \xrightarrow{(i,s) \neq \varepsilon} \bar{a}^* b^* [i,s] P_1 \mid \bar{a}^* b^* P_2
\]

\[
t_2 : \bar{a}^* b^* P_1 \mid \bar{a}^* b^* P_2 \xrightarrow{(i,s) = \varepsilon} \bar{a}^* b^* P_1 \mid \bar{a}^* b^* [i,s] P_2
\]

Transitions \( t_1 \) and \( t_2 \) are not the same, but they are prefix equivalent because they add the same past element into the history. The LTS ensures that keys are unique in the trace.

**Lemma 7.** If transitions \( t_1 \) and \( t_2 \) are prefix equivalent, coinitial and they are on the same branch of a process, then \( t_1 = t_2 \).

*Proof.* The proof follows from the fact that keys are unique and that transitions are coinitial.

**Lemma 8 (Parabolic traces).** Let \( s \) be a trace. Then there exist a backward-only trace \( r \) and a forward-only trace \( r' \) such that \( s \sim r; r' \).

*Proof.* The proof is by induction on the length of \( s \) and the distance between the very first transition in \( s \) and the pair of transitions contradicting the statement of the lemma. Let suppose that this is a pair of transitions \( t_1, t_2 \); then we have:

\[
t_1 : X \xrightarrow{(i_1,k_1,j_1); \alpha_1} Y \quad t_2 : Y \xrightarrow{(i_2,k_2,j_2); \alpha_2} Z
\]

We have two cases depending if the keys of \( t_1 \) and \( t_2 \) are the same or not.

- if \( i_1 = i_2 \), by the fact that keys are unique in a reversible process, the only possible option to execute transition \( t_2 \) with the same key as transition \( t_1 \) is if \( t_2 = t_1^* \) and we have \( X = Z \). Hence, we can eliminate transitions \( t_1 \) and \( t_2 \) and decrease the length of \( s \).

- if \( i_1 \neq i_2 \), then we have two possibilities:
  - \( t_1 \) and \( t_2 \) are concurrent; then we can apply Lemma 4 and swap them. In this way we decrease the distance between the very first transition in \( s \) and the pair of transitions contradicting the statement of the lemma.
  - \( t_1 \) and \( t_2 \) are causally dependent; this case is impossible. They cannot be structural or object dependent since transition \( t_2 \) is backward one and \( t_1 \) and \( t_2 \) are consecutive.

\[\square\]
Lemma 9. Let us denote with \(s_1\) and \(s_2\) two coinitial and cofinal traces, where \(s_2\) is forward only. Then there exists a forward-only trace \(s'_1\), shorter or equal to \(s_1\), such that \(s_1 \sim s'_1\).

Proof. The proof is by induction on the length of \(s_1\). If \(s_1\) is forward-only then \(s'_1 = s_1\). If not, by Lemma 8, we can assume that \(s_1\) is parabolic, and write it as \(s_1 = u; t_1; t_2; v\) where \(t_1, t_2\) is the only pair of consecutive transitions in the opposite direction; \(u; t_1\) is backward-only and \(t_2; v\) is forward-only. Since traces \(s_1\) and \(s_2\) are coinitial and cofinal, \(s_2\) is a forward-only, we can notice that the history element which transition \(t_1\) takes out of the history, some transition in \(t_2; v\) needs to put back, otherwise, the difference will stay visible. Let us denote with \(t'\) the first such transition. To preserve the same target in the end of the traces \(s_1\) and \(s_2\), we have that \(t'\) is exact inverse of the transition \(t_1\) i.e. \(t' = t_1^*\). We can rewrite \(s_1\) as \(u; t_1; t_2; v_1; t' v_2\).

We proceed by showing that \(t_1\) is concurrent with all transitions up to \(t'\). Suppose that there exists some \(t''\) between \(t_1\) and \(t'\) such that \(t_1\) and \(t''\) are causal. Depending on the type of cause we can distinguish two cases:

- if \(t_1\) and \(t''\) are structural causal then we have a contradiction with the hypothesis that \(t'\) is the first transition that will put back the history element that \(t_1\) deletes.
- if \(t_1\) and \(t''\) are object causal then we have two possibilities:
  - \(k_1 = t''\). This cannot happen since \(t''\) is after \(t_1\).
  - \(k'' = t_1\). This cannot happen since \(t_1\) is backward.

We can conclude that transition \(t_1\) is concurrent with all transitions between \(t_1\) and \(t'\). By Lemma 4 we can swap \(t_1\) with each transitions up to \(t'\) and we have \(s_1 \sim u; t_2; v_1; t_1; t' v_2\). By definition of \(\sim\) we can rewrite \(s_1\) as \(u; t_1; t_2; v_1; t' v_2\) (since \(t_1^* = t'\), we can erase the transitions if \(t_1; t' \sim \varepsilon\)). In this way, the length of \(s_1\) decreases and we can apply the inductive hypothesis.

\[\square\]

Main Theorem (Theorem 1). Two traces are coinitial and cofinal if and only if they are equivalent up-to permutation.

Proof. Let us denote two traces with \(s_1\) and \(s_2\). If \(s_1 \sim s_2\) then from the definition of \(\sim\) we can conclude that they are coinitial and cofinal. Let us suppose that \(s_1\) and \(s_2\) are coinitial and cofinal. From the Lemma 8 we can suppose that they are parabolic. We shall reason by induction on the lengths of \(s_1, s_2\) and on the depth of the very first disagreement between them. We shall denote it with the pair \(t_1, t_2\). Then we can write the traces \(s_1\) and \(s_2\) as

\[s_1 = u_1; t_1; v_1 \quad s_2 = u_2; t_2; v_2\]

where \(u_1 \sim u_2\). Depending on whether \(t_1\) and \(t_2\) are forward or not, we have the following cases:

- \(t_1\) is forward and \(t_2\) is backward. Since \(s_1\) is parabolic we have that \(u_1\) is backward-only and \(v_1\) is forward-only. The traces \(t_1; v_1\) and \(t_2; v_2\) are coinitial and cofinal where \(t_1; v_1\) is forward only. By Lemma 9, there exists \(s'_2\) shorter or equal to \(t_2; v_2\) such that \(s'_2 \sim t_2; v_2\). If it is equal then \(t_2\) needs to be forward (since \(s'_2\) is forward-only) and this is in contradiction with the hypothesis. If it is shorter then we proceed by induction on \(u_2; s'_2\).

- \(t_1\) and \(t_2\) are forward. Then \(t_1; v_1\) and \(t_2; v_2\) are coinitial, cofinal and forward-only. We have two cases depending on whether \(t_1\) and \(t_2\) are concurrent or not.
  - if \(t_1\) and \(t_2\) are concurrent then whatever \(t_1\) puts in the history, \(v_2\) needs to do the same. Let \(t'_1\) be the first such transition, then \(t'_1 \in v_2\) and \(t'_1 =_p t_1\). Now we can rewrite \(t_2; v_2\) as \(t_2; v_2; t'_1; v_2'\) and show that \(t'_1\) is concurrent with all transitions in \(v_2'\).

[26]
* $t_1'$ is the first transition on the same thread as $t_1$. Hence, it is not structural causal with any transition in $t_2; v_2'$.
* since $t_1$ is coinitial with $t_2; v_2'$ and $t_2; v_2'$ are forward-only, transition $t_1$ cannot have as contextual cause any transition from $t_2; v_2'$.

From Lemma 4 we have:

$$t_2; v_2 = t_2; v_2'; t_1'; v_2'' \sim t_1'; t_2; v_2'; v_2'' .$$

Since $t_1' = r t_1$, they are on the same thread and they are coinitial, from Lemma 7 we have that $t_1' = t_1$. Without changing the length of $s_1$ and $s_2$ we obtain the first disagreement pair later and we can rely on the inductive hypothesis.

- if $t_1$ and $t_2$ are causally related, then we need to check both types of causality:
  * structural causality: if $t_1 = s t_2$, then by the Lemma 7, we have $t_1 = t_2$ which is a contradiction with the hypothesis. If $t_1 \neq s t_2$ then the traces $t_1; v_1$ and $t_2; v_2$ are not cofinal, and this is not the case. Hence, $t_1$ and $t_2$ are not structural causal.
  * object causality: since $t_1$ and $t_2$ are both forward and coinitial, there cannot be object causality between them.

- The proof is similar if both $t_1$ and $t_2$ are backward.

\[\square\]

### A.3 Correspondence with Boreale and Sangiorgi’s semantics

In this section we give the definition of Boreale and Sangiorgi’s late semantics and adapt the definition of object causality to it. After that, we show causal correspondence between Boreale and Sangiorgi’s late semantics and the framework when memory $\Delta$ is instantiated with $\Gamma_n$.

**Boreale and Sangiorgi’s late semantics.** The authors distinguish between two types of causality: *subject* and *object*. To capture the first one, they introduce a causal term $\mathcal{K} :: A$, defined on the top of the $\pi$-calculus as follows:

$$(\text{Causal process}) \ A, \ B ::= P \mid \mathcal{K} :: A \mid A \mid B \mid \text{va}(A)$$

where $\mathcal{K}$ is a set of causes recording the fact that every action performed by $A$ depends on $\mathcal{K}$; $P$ is classical $\pi$-calculus process. We denote by $\text{Cau}(A)$ the set of causes which appear in the causal process $A$. The main difference between the rules for the late semantics presented in Figure 5 and the original ones in [6] is that the name is substituted in the communication rules and not in the input rule. We use notation $A \xrightarrow{k \mathcal{K}; \eta} A'$ instead of $A \xrightarrow{\eta} A'$, where $\eta = \overline{ba} \mid b(x) \mid \overline{b(va)} \mid \tau$. When information about the type of the action and the cause are irrelevant, we write $A \xrightarrow{k \mathcal{K}} A'$, where $\zeta = k : \eta$. For the simplicity of the proofs, we divided the original rule COM from [6] into two rules: BS-COM and BS-CLOSE, where notation $A[k \sim \mathcal{K}]$ indicates the fact that cause $k$ needs to be replaced with a set $\mathcal{K}$.

To prove a causal correspondence, first we need to prove the structural correspondence. To do so, we observe traces in both semantics. Labels in the framework will bring additional information about the multiset of the structural causes of the executed action ($\mathcal{K}_f$) and a trace in the framework will have the following form: $\langle X_1 \xrightarrow{\mu_1} X_2 \ldots X_{n-1} \xrightarrow{\mu_{n-1}} X_n \rangle$. The main difference is in the silent actions. In the framework, silent actions are identified with unique keys, while in Boreale and Sangiorgi’s semantics,
they just merge the cause sets of the actions participating in the communication. Therefore, we need to provide a connection between sets of structural causes in these two semantics.

The idea is to represent the history of a reversible process by a directed graph and to use an edge contraction operation to obtain the cause set \( K \) of a causal process \( A \). We can see causes \( k \) in Boreale and Sangiorgi’s semantics as identifiers of the visible actions, and we shall denote them with \( i \). Before explaining the algorithm, we shall give a definition of a function \( \gamma \) that maps labels from the framework into labels from Boreale and Sangiorgi’s semantics:

**Definition 25** (Mapping function). The function \( \gamma \) that maps a label from the framework into a label from Boreale and Sangiorgi’s semantics, is inductively defined as follows:

\[
\gamma((i,K,j):\pi) = i:\gamma(\pi) \quad \text{when } \pi \neq \tau
\]

\[
\gamma((i,\ast,\ast):\tau) = \tau
\]

\[
\gamma(\overline{a}) = \overline{a} \quad \text{when } \text{empty}(\Delta) = \text{true}
\]

\[
\gamma(\overline{b}(v\Delta)) = \overline{b}(v\Delta) \quad \text{when } \text{empty}(\Delta) = \text{false}
\]

\[
\gamma(\overline{b}(v\Delta)) = \overline{b}a \quad \text{when } \text{empty}(\Delta) = \text{false}
\]

Let us suppose that we have two transitions \( t \) and \( t' \), where \( t : X \xrightarrow{\pi,K,F} X' \) and \( t' : A \xrightarrow{k,\eta,K,F} A' \), and where \( \gamma((i,K,j):\pi) = i:\eta \) and a continuation in the reversible process \( X \) is the same one as in a causal process \( A \) and it is \( P \). We write \( \overline{K} \) instead of cause set \( K \) to be clearer about which cause set belongs to which semantics. We can represent the history of the process \( X \) (all executed actions in the \( X \)) with a directed graph, in the following way: keys of executed actions will be represented as vertices of a graph (actions which are part of a communication and have the same key, will be represented by two vertices with the same name); order between keys will be represented by directed edges where between the same vertices we shall have edges in both directions. To make this precise:

**Definition 26.** The history of the reversible process \( X \) (all executed actions in \( X \)) can be represented as a
directed graph $G = (V, E)$, in the following way:

- $\forall \alpha[i, K] \in X \implies i \in V$
- $\forall \alpha[i, K], \alpha'[i', K'] \in X \implies (i, i') \in E'$
- $E = E' \cup \{(i, i')\text{ when } i = i'\} \cup \{(i', i)\text{ when } i' = i\}$

where $V$ is a multiset of vertices and $E$ a set of directed edges.

A path $s$ is a sequence of vertices and directed edges from $G$, where the first vertex is a source vertex of a path and the last one is a target vertex of a path. A subgraph, $G(h) = (V(h), E(h))$, is obtained from the original graph $G$ by taking all the paths $s_n$. Considering transitions $i$ and $i'$ with their key $i$ defined before and observing subgraph $G(i) = (V(i), E(i))$, we have that $G(i)$ will represent the order between the causes of the transition $t$ in the framework. Hence, vertex set $V' \setminus i$ will correspond to the multiset of structural causes, $K_F$ of the transition $t$. Since bidirectional edges represent dependency flow between vertices with the same name, we can remove them and join two vertices into one, renamed to $\tau$. This operation is known as edge contraction and we shall here adapt it to bidirectional edges.

**Definition 27.** Bidirectional edge contraction is an operation defined on the directed graph $G = (V, E)$, as follows:

- $E' = E \setminus \{(i_1, i_2) \cup (i_2, i_1)\}$ when $i_1 = i_2$
- $V' = (V \setminus \{i_1, i_2\}) \cup \{\tau\}$
- $\forall (i, i_1), (i, i) \in E$ where $l \in \{i_1, i_2\}$, we have that $(i, \tau), (\tau, i) \in E'$,

where $G' = (V', E')$ is the obtained subgraph.

By applying bidirectional edge contraction on every bidirectional edge of a graph $G(i) = (V(i), E(i))$, we obtain a subgraph $G' = (V', E')$ in which all pairs of the same vertices are joined and renamed as $\tau_l$, for $l = 1, 2, \ldots$. Set $V'$ differs from $V(i)$ in having $\tau_l$ vertices instead of the pairs of the vertices with the same name (originally belonging to silent moves in the framework). Hence, we can conclude that $K_B = V' \setminus \{(i) \cup \tau_l\}$. We shall call the algorithm explained above ‘Removing Keys from a Set’, denoted as $\text{Rem}$. We shall write $\text{Rem}(K_F) = K_B$, meaning that $K_B$ can be obtained by applying algorithm $\text{Rem}$ to $K_F$.

Before stating and proving a lemma about structural correspondence, we need to introduce an erasing function $\lambda$ (the function $\phi$ is defined in Section 4.1):

**Definition 28 (Erasing function for causal processes).** The erasing function $\lambda$ that maps causal processes from Boreale and Sangiorgi’s semantics to $\pi$-calculus is inductively defined as follows:

- $\lambda(A | A') = \lambda(A) \mid \lambda(A')$
- $\lambda(K_B :: A) = \lambda(A)$
- $\lambda(\nu a(A)) = \nu a(\lambda(A))$
- $\lambda(P) = P$

Now we can show our structural correspondence.

**Lemma 10 (Structural correspondence).** Starting from initial $\pi$-calculus process $P$, where $P = A_1 = X_1$, we have:

1. if $P \xrightarrow{\xi_1} A_2 \ldots A_n \xrightarrow{\xi_n} A_{n+1}$ then there exists a trace $P \xrightarrow{\mu_1} X_2 \ldots X_n \xrightarrow{\mu_n} X_{n+1}$ and $K_{F_1}$, such that for all $i$, $\lambda(A_i) = \phi(X_i)$, $\zeta_i = \gamma(\mu_i)$ and $\text{Rem}(K_{F_i}) = K_{B_i}$, for $i = 1, \ldots, n$. 
2. if \( P \xrightarrow{\mu_1} KF_1 \xrightarrow{X_2 \ldots X_n} X_{n+1} \) then there exists a trace \( P \xrightarrow{\zeta_1} A_2 \ldots A_n \xrightarrow{\zeta_n} A_{n+1} \) where for all \( i \),
\[ \lambda(A_i) = \phi(X_i), \quad \zeta_i = \gamma(\mu_i) \text{ and } \rem(KF_i) = K_B, \text{ for } i = 1, \ldots, n. \]

Proof. Both directions (1. and 2.) are proved by induction on the length of the computation. Let us consider direction 1.

(1) The base case is given by a single transition, and there is no cause; hence, \( K_B = K_{F_1} = \emptyset \). We proceed by induction on the structure of the \( \pi \)-calculus process \( P \) and the last applied rule on the transitions \( t \) and \( t' \), where \( t : P \xrightarrow{\bar{S}} A_2 \) and \( t' : P \xrightarrow{\bar{S}} X_2 \).

- \( P = \pi.P' \) where \( \pi = \bar{b}a \) or \( \pi = b(x) \); Rules that can be applied in Boreale and Sangiorgi’s semantics are BS-OUT and BS-IN. We shall show the case when rule BS-OUT is applied; the other case is similar. We have \( \pi.P' \xrightarrow{(i_1, \ast, +)} \{ i_1 \} :: P' = A_2 \) where \( \lambda(A_2) = P' \). In the framework we can execute the corresponding action by applying the rule OUT1 and we have \( \pi.P' \xrightarrow{(i_1, \ast, +)} \pi^* \xrightarrow{i_1, \ast} P' = X_2 \) with \( \phi(X_2) = P'' \) as desired.

- \( P = Q \parallel Q' \); Rules that can be applied in Boreale and Sangiorgi’s semantics are BS-PAR, BS-COM and BS-CLOSE. We shall show the case when rule BS-CLOSE is used; the rest of the cases are similar. Since rule BS-CLOSE is applied on the process \( Q \parallel Q' \) one of the parallel components needs to extrude a bound name. Let it be a process \( Q = \var voi(Q_1). \) Then we have
\[ \var voi(Q_1) \mid Q' \xrightarrow{\tau} \var voi(Q_1) \mid Q'(a/x) = A_2 \]
with the premises \( \var voi(Q_1) \xrightarrow{i_1; (\var voi(a))} Q'_1 \) and \( Q' \xrightarrow{i_1; b(x)} Q'' \), for some \( b \). Since there are no causes, we have \( \lambda(A_2) = \var voi(Q'_1) \mid Q''(a/x) \).

In the framework we can execute the corresponding synchronisation by applying the rule CLOSE and we have:
\[ \var voi_0(Q_1) \mid Q' \xrightarrow{(i_1, \ast, +)} \var voi_0(\var noi_{\{i_1\}}(Y'_1) \mid Y''(a'/x)) = X_2 \]
with the premises \( \var voi_0(Q_1) \xrightarrow{(i_1, \ast, +)} \var noi_{\{i_1\}}(Y'_1) \) and \( \phi(Y'_1) = Q'_1 \); and \( Q' \xrightarrow{(i_1, \ast, +)} Y'' \) where \( \phi(Y'') = Q'' \). Then we have
\[ \phi(\var voi_0(\var noi_{\{i_1\}}(Y'_1) \mid Y''(a'/x))) = \var voi(Q'_1 \mid Q''(a/x)) \]
as desired.

- \( P = \var voi(P') \); Rules that can be applied in Boreale and Sangiorgi’s semantics are BS-RES and BS-OPEN. We shall show the case when rule BS-OPEN is applied; the other case is similar to the one above. If the rule BS-OPEN is applied on the process \( \var voi(P') \), executed action extrudes name \( a \), and we have:
\[ \var voi(P') \xrightarrow{i_1; (\var voi(a))} \{ i_1 \} :: P'' = A_2 \]
with the premise \( P' \xrightarrow{i_1; \delta a} \{ i_1 \} :: P''. \) By discarding cause set \( \{ i_1 \} \) we have \( \lambda(A_2) = P'' \).
We can match the same action in the framework and apply rule OPEN on the process \( \var voi_0(P') \) and obtain:
\[ \var voi_0(P') \xrightarrow{(i_1, \ast, +)} \{ i_1 \} :: \var noi_{\{i_1\}}(Y' = X_2) \]
with the premise \( P' \xrightarrow{(i_1, \ast, +); \delta a} Y' \) where \( \phi(Y') = P'' \). By discarding the elements of the history from the process \( X_2 \), we have \( \phi(X_2) = P'' \) as desired.
(II) In the inductive case we let $s_{BS}: A_1 \xrightarrow{\zeta_1} A_2 \cdots A_n \xrightarrow{\zeta_n} A_{n+1}$ be the trace on causal processes and $s_F: X_1 \xrightarrow{\mu_1} X_2 \cdots X_t \xrightarrow{\mu_n} X_{n+1}$ the trace in the framework, where $A_1 = X_1 = P$; and let us suppose that the inductive hypothesis holds for these two traces. By inductive hypothesis, we have that $\lambda(A_i) = \phi(X_i) = P_i$ and in the framework there exist sets $K_{Fi}$, such that $\text{Rem}(K_{Fi}) = K_{Bi}$ for all $i = 1, \ldots, n$.

To prove the inductive step, let

$$t : s_{BS} \xrightarrow{\zeta_{n+1}} A_{n+2} \qquad \text{and} \qquad t' : s_F \xrightarrow{\mu_{n+1}} X_{n+2}$$

be two corresponding computations. We need to prove two statements: (1) $\text{Rem}(K_{F(n+1)}) = K_{B(n+1)}$ and (2) $\lambda(A_{n+2}) = \phi(X_{n+2})$.

To prove (1) we should look at the action $\zeta_{n+1}$. We need to prove two statements: (1) $\text{Rem}(K_{F(n+1)}) = K_{B(n+1)}$ and (2) $\lambda(A_{n+2}) = \phi(X_{n+2})$.

To prove (1) we should look at the action $\zeta_{n+1}$ because it is the last action that can influence the cause set $K_{B(n+1)}$ (cause set $K_{B(n+1)}$ does not depend on the action $\zeta_{n+1}$). There are two main cases:

- **Action $\zeta_n$ is the direct structural cause of the action $\zeta_{n+1}$**: we have that action $\zeta_n$ is a visible action and $K_{B(n+1)} = K_{Bn} \cup \{i_n\}$. By inductive hypothesis, we have that there exist $K_{Fn}, \mu_n \in s_F$ such that $\gamma(\mu_n) = \zeta_n$ and $\text{Rem}(K_{Fn}) = K_{Bn}$. The action $\mu_n$ is identified with a key $i_n$ and it is a visible one; therefore we have $K_{Fn+1} = K_{Fn} \cup \{i_n\}$. The $\text{Rem}$ algorithm does not remove keys of the visible actions and we have $\text{Rem}(K_{Fn} \cup \{i_n\}) = K_{Bn} \cup \{i_n\} = K_{B(n+1)}$ as desired.

- **Action $\zeta_{n+1}$ is not the direct cause of the action $\zeta_n$**: then $\zeta_n = \tau$ or $\zeta_n$ happened on a different component in the parallel composition from the action $\zeta_{n+1}$.

  - If $\zeta_n = \tau$, there exist $K_{Bj}, K_{Bh} \in s_{BS}$ such that $K_{Bj}$ is a cause set of the input action and $K_{Bh}$ is a cause set of the output action which communicate in a $\tau$ move. Since $\tau$ actions merge cause sets we have that $K_{B(n+1)} = K_{Bj} \cup K_{Bh}$. In the framework, a $\tau$ move is composed of the same input and output actions as in the trace on the causal processes. Hence, there exist $K_{Fj}, K_{Fh} \in s_F$, and by inductive hypothesis $\text{Rem}(K_{Fj}) = K_{Bj}$ and $\text{Rem}(K_{Fh}) = K_{Bh}$. Since in the framework a $\tau$ action is identified with a key $i_n$ we have that $K_{Fn+1} = K_{Fj} \cup K_{Fh} \cup \{i_n\}$. By definition, the $\text{Rem}$ algorithm removes keys belonging to the $\tau$ actions, and we have $\text{Rem}(K_{Fj} \cup K_{Fh} \cup \{i_n\}) = K_{B(n+1)}$ as desired.

  - If $\zeta_n$ happened on a different component in the parallel composition, there exist $K_{Bh+1}, \zeta_h \in s_{BS}$ where $\zeta_h$ is the last action on the same component in the parallel composition as $\zeta_{n+1}$ ($K_{Bh} :: P | A \xrightarrow{\zeta_h} K_{Bh+1} :: P' | A$). Then we have that $K_{B(n+1)} = K_{Bh+1}$, since $\zeta_h$ was the last action before $\zeta_{n+1}$. By inductive hypothesis, in the framework, there exist $K_{Fh+1}, \mu_h \in s_F$, where $\gamma(\mu_h) = \zeta_h$ and $\text{Rem}(K_{Fh+1}) = K_{Bh+1}$. By the same observation we have $K_{Fh+1} = K_{F(n+1)}$ as desired.

We prove case (2) by induction on the structure of the $\pi$-calculus process $P$, where $\lambda(A_{n+1}) = \phi(X_{n+1}) = P$ and the last applied rule on the transitions $t$ and $t'$. The reasoning is similar to that for the base case. (Using the fact that $\text{Rem}(K_{F(n+1)}) = K_{B(n+1)}$, we ensure that for an action $\zeta_{n+1}$ there exists just one corresponding action $\mu_{n+1}$, such that $\gamma(\mu_{n+1}) = \zeta_{n+1}$.)

**Remark 3.** The rule $\text{BS-CAU}$ inductively allows a causal process $A = K_B :: P$ to execute if process $P$ can execute, while the executed action brings its cause set $K_B$. In the framework, it is done with the rules $\text{IN2}$ and $\text{OUT2}$, which inductively allow a reversible process to move, independent of its history.

Direction 2. is proved by induction on the length of the computation (similarly to 1.).

(I) The base case is given by a single transition, and we have that there is no cause, hence, $K_{F1} = K_{B1} = \emptyset$. We proceed by induction on the structure of the $\pi$-calculus process $P$ and the last applied rule
on the transitions $t$ and $t'$, where $t : P \xrightarrow{\mu_1} X_2$ and $t' : P \xrightarrow{\zeta_1} A_2$. We show correspondence between the rules that can be applied on process $P$, similarly to $I$.

(II) In inductive case we let $s_{BS}$ and $s_F$ to be defined as in the case above with $A_1 = X_1 = P$. We suppose that the inductive hypothesis holds for these two traces and we have $\phi(X_i) = \lambda(A_i) = P$ and $\text{Rem}(K_{F_i}) = K_{B_i}$ for all $i = 1, \ldots, n$.

To prove the inductive step, let $t : s_F \xrightarrow{\mu_{n+1}} K_{F_{n+1}} X_{n+2}$ and $t' : s_{BS} \xrightarrow{\zeta_{n+1}} A_{n+2}$ be two corresponding computations. We need to prove two statements: (1) $\text{Rem}(K_{F_{n+1}}) = K_{B_{n+1}}$ and (2) $\phi(X_{n+2}) = \lambda(A_{n+2})$.

To prove (1) we should look at the action $\mu_n$ because it can influence cause set $K_{F_{n+1}}$ (cause set $K_{F_{n+1}}$ does not depend on the action $\mu_{n+1}$). There are three cases:

- **action $\mu_n$ is the direct structural cause of the action $\mu_{n+1}$ and it is a visible action:** then we have $K_{F_{n+1}} = K_{F_n} \cup \{i_n\}$. By inductive hypothesis, we have that there exist $K_{B_n}, \zeta_n \in s_{BS}$ such that $\gamma(\mu_n) = \zeta_n$ and $\text{Rem}(K_{F_n}) = K_{B_n}$. Since $\mu_n$ is visible, $\zeta_n$ needs to be too and it is identified with the key $i_n$. We have $K_{B_{n+1}} = K_{B_n} \cup \{i_n\}$ as desired.

- **action $\mu_n$ is the direct structural cause of the action $\mu_{n+1}$ and it is a silent action:** In the framework we have $K_{F_{n+1}} = K_{F_n} \cup \{i_n\}$, since silent action is identified with the key $i_n$. Cause set $K_{F_n}$ of the $\tau$ action contains cause sets of the communicating actions (input and the output ones). Hence, there exist $K_{F_j}, K_{F_h} \in s_F$ such that $K_{F_n} = K_{F_j} \cup K_{F_h}$. By inductive hypothesis, we know that there exist $K_{B_j}, K_{B_h} \in s_{BS}$ such that $\text{Rem}(K_{F_j}) = K_{B_j}$ and $\text{Rem}(K_{F_h}) = K_{B_h}$. Since silent actions on causal processes just merge two cause sets, we have $K_{B_{n+1}} = K_{B_j} \cup K_{B_h}$. In the algorithm $\text{Rem}$, keys belonging to $\tau$ actions are removed form the cause set in the framework, and we have $K_{B_{n+1}} = \text{Rem}(K_{F_n} \cup \{i_n\}) = \text{Rem}(K_{F_n}) = K_{B_j} \cup K_{B_h}$ as desired.

- **action $\mu_n$ is not the direct cause of the action $\mu_{n+1}$:** then $\mu_n$ happened on a different component in the parallel composition from the action $\mu_{n+1}$. In this case, there exist $K_{F_{h+1}, H}, K_{B_{h+1}} \in s_{BS}$ where $\mu_h$ is the last action on the same component in the parallel composition as $\mu_{n+1}$. Hence, action $\mu_h$ is direct cause of the action $\mu_{n+1}$ and we have the same reasoning as in the cases above.

We prove case (2) by induction on the structure of the $\pi$-calculus process $P$, where $\phi(X_{n+1}) = \lambda(A_{n+1}) = P$ and last applied rule on the transitions $t$ and $t'$. The reasoning is similar to the base case. (Using the fact that $\text{Rem}(K_{F_{n+1}}) = K_{B_{n+1}}$, we ensure that for an action $\mu_{n+1}$ there exists just one corresponding action $\zeta_{n+1}$, such that $\gamma(\mu_{n+1}) = \zeta_{n+1}$.)

\[ \square \]

**Remark 4.** In the framework, rule CAUSE REF can be applied to update cause set $K$ of the action using an extruded name in the subject position. This rule does not influence the structure of the process $X$; it just records actions that have extruded bound names.

The object causality in Boreale and Sangiorgi’s semantics is defined on the trace of a process. The first action that extrudes a bound name will cause all the future actions using that name in any position of the label. We adapt the definition of object causality to the late semantics where we use traces defined on the causal process $A$.

**Definition 29** (object causality). In a trace $A_1 \xrightarrow{\zeta_1} K_{B_1} A_2 \cdots A_n \xrightarrow{\zeta_n} K_{B_n} A_{n+1}$ where $A_1$ is a $\pi$-calculus process $P$, if

- $\zeta_i = \overline{\text{fn}}(\text{Var})$ where $a \cap \text{fn}(A_i) = \emptyset$ and for all $j < i$, $a \cap \text{fn}(\zeta_j) = \emptyset$ we say that $b$ is introduced in $\zeta_i$. Action $\zeta_h$ is object dependent on $\zeta_i$, $1 \leq i < h \leq n$, if there is a name introduced in $\zeta_i$ which is among the free names of $\zeta_h$. 


• $\zeta_i = b(x)$ where $x \cap f_0(\Lambda_i) = \emptyset$ and for all $j < i$, $x \cap f_0(\zeta_j) = \emptyset$ we say that variable $x$ is introduced in $\zeta_i$. Action $\zeta_h$ is object dependent on $\zeta_i$, $1 \leq i < h \leq n$, if there is a variable introduced in $\zeta_i$ which is among the free variables of $\zeta_h$.

We can define object causality induced by the framework, on the trace of a reversible process. In this way Definition 18 will be the case when $n = 2$.

**Definition 30** (Object causality on the trace). In the trace $t_1 : X_1 \xrightarrow{(i_1,K_1,j_1) ; \pi_1} X_2 \cdots t_n : X_n \xrightarrow{(i_n,K_n,j_1) ; \pi_n} X_{n+1}$, transition $t_h$ is an object cause of transition $t_l$, written $t_h < t_l$, if:

- $i_h \in K_l$, when we consider two forward transitions $t_h$ and $t_l$ or
- $i_l \in K_h$, when we consider two backward transitions $t_h$ and $t_l$

We assume that $t_h \neq t_l^*$.

The next theorem will prove causal correspondence between causality in the framework when memory $\Delta$ is instantiated with $\Gamma_w$ and Boreale and Sangiorgi’s late causal semantics.

**Causal correspondence (Theorem 2).** The reflexive and transitive closure of causality introduced in [6] coincides with the causality of the framework when $\Delta = \Gamma_w$.

**Proof.** The proof relies on Lemma 10 and the fact that object dependence induced by input action in Boreale and Sangiorgi’s semantics is subject dependence as well. By design of the framework and definitions for predicates $\text{Cause}(\cdot)$ and $\text{Update}(\cdot)$ the first extrusion of a name will cause every other action using that name (this is accomplished with the rules $\text{OPEN}$ and $\text{CAUSE REF}$). In Definition 29 object dependence induced by an input action is also the structural one, and the one induced by extrusion coincides with object dependence in the framework. \[\Box\]