Identification of a novel GR-ARID1a-P53BP1 protein complex involved in DNA damage repair and cell cycle regulation
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ARID1a (BAF250), a component of human SWI/SNF chromatin remodeling complexes, is frequently mutated across numerous cancers, and its loss of function has been putatively linked to glucocorticoid resistance. Here, we interrogate the impact of siRNA knockdown of ARID1a compared to a functional interference approach in the HeLa human cervical cancer cell line. We report that ARID1a knockdown resulted in a significant global decrease in chromatin accessibility in ATAC-Seq analysis, as well as affecting a subset of genome-wide GR binding sites determined by analyzing GR ChIP-Seq data. Interestingly, the specific effects on gene expression were limited to a relatively small subset of glucocorticoid-regulated genes, notably those involved in cell cycle regulation and DNA repair. The vast majority of glucocorticoid-regulated genes were largely unaffected by ARID1a knockdown or functional interference, consistent with a more specific role for ARID1a in glucocorticoid function than previously speculated. Using liquid chromatography-mass spectrometry, we have identified a chromatin-associated protein complex comprising GR, ARID1a, and several DNA damage repair proteins including P53 binding protein 1 (P53BP1), Poly(ADP-Ribose) Polymerase 1 (PARP1), DNA damage-binding protein 1 (DDB1), DNA mismatch repair protein MSH6 and splicing factor proline and glutamine-rich protein (SFQ), as well as the histone acetyltransferase KAT7, an epigenetic regulator of steroid-dependent transcription, DNA damage repair and cell cycle regulation. Not only was this protein complex ablated with both ARID1a knockdown and functional interference, but spontaneously arising DNA damage was also found to accumulate in a manner consistent with impaired DNA damage repair mechanisms. Recovery from dexamethasone-dependent cell cycle arrest was also significantly impaired. Taken together, our data demonstrate that although glucocorticoids can still promote cell cycle arrest in the absence of ARID1a, the purpose of this arrest to allow time for DNA damage repair is hindered.
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INTRODUCTION

Glucocorticoids are widely used in the clinic due to their potent anti-inflammatory properties and are extensively used as a cancer treatment due to their ability to induce apoptosis and promote cell cycle arrest [1–3]. However, the benefits of glucocorticoids must be balanced against the many adverse side effects, as well as the development of glucocorticoid resistance in some patients. Mutations in a BRG1 associated factor (BAF, also known as the human SWItch/Sucrose Non-Fermentable (hSWI/SNF)) chromatin remodeling complex subunit AT-Rich Interaction Domain 1A (ARID1a/BAF250) have been associated with glucocorticoid resistance [4]; however, the exact role of ARID1a in GR signaling is unknown. Mutations in ARID1a have been identified in multiple human carcinomas [5–9] at an alarmingly high incidence, and recently compared to the mutation frequency of the P53 gene (TP53) which is the most commonly altered gene in human carcinomas [10, 11]. Notably, the C-terminal of ARID1a has been shown to directly bind the glucocorticoid receptor (GR) [12, 13] (Supplementary Fig. S1a) as well as to P53 [5] and DNA repair protein kinase ATR [14] but there has been a lack of evidence to determine a role of ARID1a in GR-mediated cell cycle arrest and DNA repair.

Chromatin remodeling by the BAF (hSWI/SNF) complex is important for genomic GR signaling, with chromatin accessibility being dynamically altered at GR binding sites in target genes to regulate transcription [15]. The Mouse Mammary Tumor Virus (MMTV) array was initially used to assess the actions of the SWI/SNF complex on GR transcriptional activity [16, 17]. At the MMTV array, GR binds to glucocorticoid response elements (GREs) and recruits the SWI/SNF complex to the chromatin to promote nucleosome reorganization and increase access for RNA Polymerase II and associated transcriptional machinery [18]. ARID1a has
been suggested to mediate this role and confer specificity to the SWI/SNF complex for GR-dependent gene regulation [12, 13]. Additionally, the SWI/SNF complex is essential in pre-establishing chromatin accessibility, which largely determines GR binding [15, 19]. Transcription factors such as C/EBPβ, AP1, and FOXA1 also pre-occupy the chromatin around binding sites for GR and other nuclear receptors; in a similar way, ARID1a may establish and maintain cell-specific chromatin accessibility [19–22]. Previous studies using reporter assays have shown that removal of the C-terminus of ARID1a decreases GR activity [12, 13]. Interestingly, overexpression of the ARID1a C-terminal domain (ARID1a-CTD) also impairs GR activity [12, 13]; indicating a requirement for both N- and C-terminal regions of ARID1a for full GR activity. The ARID1a-CTD is essential for binding the BAF complex core ATPase, BRG1 [12, 23], and therefore will be incorporated into the complex despite loss of the N-terminal domain preventing binding of the full length ARID1a. Thus, overexpression of this GR-interacting ARID1a C-terminal domain acts in a dominant negative manner, functionally interfering with ARID1a.

Recently we found that the SKOV3 ovarian cancer cell line, which harbors a truncating ARID1a mutation, exhibited a highly restricted glucocorticoid transpositional response [24]. We therefore tested whether ARID1a siRNA knockdown, or functional interference by overexpression of the GR-interacting C-terminal domain of ARID1a (Supplementary Fig. S1d,e) impairs regulation of GR-dependent genes in the otherwise robustly glucocorticoid-responsive HeLa cell line. We report that ARID1a knockdown caused significant genome-wide alterations in GR binding profiles and chromatin accessibility, impacting upon a specific subset of GR target genes important for glucocorticoid regulation of cell cycle and DNA repair; the functional consequence of which was primarily related to an increase in DNA damage and prolonged cell cycle arrest. Finally, we demonstrate that ARID1a is required for the establishment of a macromolecular complex consisting of GR, P53BP1, DNA repair proteins including Poly(ADP-Ribose) Polymerase 1 (PARP1), DNA damage-binding protein 1 (DBB1), DNA mismatch repair protein MSH6 and splicing factor proline and glutamine-rich protein (SFPQ). Also found in the complex, histone acetyltransferase KAT7 is an epigenetic regulator of steroid-dependent transcription, DNA damage repair and P53-dependent cell cycle regulation. This is the first evidence for a role of ARID1a in GR-mediated DNA repair. Taken together, our findings provide new insights into how loss of ARID1a impairs glucocorticoid-mediated DNA damage repair and prolongs glucocorticoid-dependent cell cycle arrest in response to increasing DNA damage.

RESULTS

Significant changes in genome-wide GR binding following ARID1a knockdown

To assess the impact of ARID1a knockdown on dexamethasone (Dex)-induced GR binding, chromatin samples (nine samples each comprising 100 μg chromatin) were immunoprecipitated with GR antibody, and the resulting immunoprecipitates were combined for library preparation and sequencing. Two separate ChIP-Seq experiments were performed independently to allow for concordant peak calling analysis as previously described [25]; the ChIP-Seq data were first normalized to input chromatin then sites of enrichment were identified using findPeaks (HOMER v4.9.1). This analysis detected 1714 GR binding sites in total, of which 881 (51.4% of all identified sites) retained significant GR binding after ARID1a knockdown. The remaining 833 identified GR binding sites were significantly impacted by ARID1a knockdown; GR binding was lost at 672 sites (39.2% of all identified sites) while a gain in GR binding was found at 161 sites (9.4% of total) (Fig. 1a).

The data are visualized in the hierarchical clustering heatmap (Fig. 1b). Cluster 1 contains sites where significant GR binding was detected in both control and ARID1a knockdown conditions (common GR binding sites). Cluster 2 (gained GR binding) contains loci where increased GR binding was detected with ARID1a knockdown, and cluster 3 (lost GR binding) contains sites where a significant decrease in GR binding was detected with ARID1a knockdown. Supplementary Fig. S2a–c shows further interrogation of these data, which indicated that differential GR binding intensity was strongest in cluster 3. Typical examples of common GR binding sites (cluster 1) are shown in Fig. 1c, where significant GR binding remained detectable at known proximal GREs in highly inducible glucocorticoid-regulated genes including PER1 and DUSP1 (Fig. 1c). Examples of ARID1a-dependent differential GR binding sites (cluster 3) are shown in Fig. 1d. The sites shown are at intragenic sites without proximity to annotated genes. Finally, no differential GR binding was detected between ARID1a knockdown and siRNA control in the absence of Dex (Supplementary Fig. S2d).

Significant changes in chromatin accessibility with ARID1a knockdown

As GR binding influences subsequent chromatin accessibility, we hypothesized that the observed ARID1a-dependent global changes in GR binding would also impact upon global chromatin accessibility. We therefore performed ATAC-Seq, with two independent replicates for each of the four conditions (+Dex baseline and +Dex GR induction for each of ARID1a knockdown and control siRNA conditions), which revealed genome-wide changes in chromatin accessibility upon knockdown of ARID1a (Fig. 2).

K-means clustering of differentially open regions (DORs) identified 8 discrete cluster groups, each of which describes specific combinations of pre-accessibility and Dex-inducibility for each of the four conditions (Z-score heatmap is shown in Fig. 2a and Tag density heatmap is shown in Supplementary Fig. S3a). The largest clusters (group1, 811 sites; group2, 515 sites; group4 516 sites; group7, 691 sites) revealed a generalized decrease in chromatin pre-accessibility in ARID1a knockdown cells. There were also clusters with increased pre-accessibility in ARID1a knockdown cells (group3, 530 sites; group5, 826 sites; group6, 393 sites). Finally, there was a small but notable group of Dex-inducible sites, which were found in both control and ARID1a knockdown (Group 8, 285 sites). Taken together, these data suggest that ARID1a plays a greater role in establishing chromatin pre-accessibility than in Dex-induced chromatin remodeling.

Genome browser shots of ATAC-Seq data show typical examples of loci from some of the notable clusters, with annotated tracks indicating location of differentially open regions (DORs) and GR binding site locations from the GR ChIP-Seq analysis. The PER1 gene locus (Fig. 2b) contains pre-accessible sites but no DORs, the STEAP3 gene locus (Fig. 2c) contains annotated DORs with decreased pre-accessibility in ARID1a knockdown cells (groups 1, 2, and 7), and the KLF9 gene locus (Fig. 2d) contains two annotated DORs with decreased pre-accessibility in ARID1a knockdown cells (group 4) and one Dex-inducible annotated DOR (group 8) found in both ARID1a knockdown and control cells. Supplementary Fig. 3b shows motif analysis which indicates that the Dex-inducible sites (cluster iii; group 8) are more highly enriched in GRE motifs than the other clusters (groups i and ii; groups 1–7).

Limited role for ARID1a in glucocorticoid-target gene regulation

To better understand the extent of loss or functional interference of ARID1a on gene expression, we performed RNA sequencing (RNA-Seq) following a 6 h Dex timecourse in cells with ARID1a knockdown (Supplementary Fig. S1f) or overexpression of the dominant negative ARID1a C-terminal domain (ARID1a-CTD-GFP; Supplementary Fig. S1g) compared to control siRNA (scrambled
oligo) or GFP respectively. A bioinformatics hierarchical clustering package [26], supraHex (Fig. 3a and Supplementary Fig. S4a), was used to organize data into groups according to gene expression patterns by training the dataset into clusters based upon basal expression and regulation over time (Supplementary Figs. S5 and S6). This complex analysis clearly demonstrated a striking lack of ARID1a-dependent alterations in the pattern of induced or repressed transcripts. The expression profiles of 936 transcripts (in the ARID1a knockdown experiment) and 353 transcripts (in the ARID1a-CTD-GFP functional interference experiment) were found to be dynamically regulated over time in an ARID1a-independent manner. These included well-characterized and robustly glucocorticoid-inducible or repressible genes (with selected examples shown in Fig. 3b, c; Supplementary Fig. S4b, c, and Fig. 3d e; Supplementary Fig. S4d, e), and many more that were enriched in a diverse range of functional pathways including
carbohydrate and fatty acid metabolism, insulin signaling, circadian clock, nuclear receptor transcription pathways, GR regulatory network, developmental biology, inflammatory response, the P53 pathway, DNA repair and cell cycle regulation. Supporting data from pSer5 RNA Polymerase II ChIP revealed RNA Polymerase II enrichment within candidate glucocorticoid target genes to be largely unaffected by ARID1a knockdown (see example of PER1 exon 19 and distal GRE in Fig. 3f). In fact, in contrast to loss of RNA Polymerase II binding, a significant increase in RNA Polymerase II binding was observed in some cases (see example of PER1 proximal GRE in Fig. 3f). Interestingly, evidence for increased stalling/pausing of pSer5 RNA Polymerase II was found in some target genes after ARID1a knockdown (see example of FKBP5 in Fig. 3g). However, Dex-induced RNA Polymerase II intragenic enrichment was unaffected, consistent with reported findings of increased RNA Polymerase II stalling/pausing without an effect on transcriptional initiation in ovarian clear cell carcinoma cells lacking ARID1a [27].

Importantly, supraHex analysis further revealed a number of transcripts that were differentially expressed in an ARID1a-dependent manner. Basal expression levels of 394 transcripts were significantly altered with ARID1a knockdown, and 174 with ARID1a CTD overexpression. A further 1345 transcripts were differentially regulated over the timecourse when ARID1a was knocked down, while 752 transcripts were differentially regulated over the timecourse when ARID1a-CTD-GFP was overexpressed. Interestingly, many of the ARID1a-dependent differentially expressed transcripts were enriched within a set of related functional pathways and groups, comprising the P53 pathway, DNA repair, and cell cycle regulation (Supplementary Tables S1, S2, and S3 includes detailed information about which genes in these pathways are Dex-regulated in both siRNA control and

---

**Fig. 2** Effects on chromatin accessibility following ARID1a knockdown. a Heatmap showing Differentially Open Regions (DORs) on a global scale. Significant DORs were detected using DESeq algorithm, then clustered by K-means algorithm. Samples are clustered by a hierarchical clustering algorithm using the Euclidean distance measure. 8 clusters are observed; clusters 1, 2, 4, and 7 show reduced pre-accessibility in ARID1a knockdown cells, clusters 3, 5, and 6 show increased pre-accessibility in ARID1a knockdown cells, cluster 8 includes Dex-inducible sites in both control and ARID1a knockdown cells. b ATAC-Seq track for PER1, an example of a Dex-inducible gene, with location of GR binding sites shown on lower track. Multiple pre-accessible sites are evident, but no DORs were detected in this locus. c ATAC-Seq track for STEAP3 with DORs (representing clusters 1, 2, and 7) indicated. There are no GR binding sites in this region. d ATAC-Seq track of KLF9 with DORs (representing cluster 8 and cluster 4) shown, and location of GR binding sites indicated.
ARID1a knockdown, in siRNA control only, or in ARID1a knockdown only.

**ARID1a-dependent differential gene expression affects pathways related to P53, DNA damage and repair, and cell cycle**

Functional pathway analysis revealed that ARID1a knockdown or functional interference affected both basal expression and Dex-induced regulation of selected genes in the P53 pathway (Fig. 4) while leaving the Dex-induced regulation of several P53 pathway-related genes unaffected (Supplementary Table S1). Notably, Dex-induction was diminished by ARID1a knockdown in several P53 pathway genes, including STEAP3 (Fig. 4a), RGCC, ZNF365, and SESN1 (Supplementary Table S1) which showed Dex-dependent gene induction in control cells but ablated Dex-induction in ARID1a knockdown cells.
Conversely, Dex-induction was increased with ARID1a knockdown in several P53 pathway genes including KLF4 (Fig. 4b), TSC22D1 (Fig. 4c), BTG1, FOS and S100A10 (Supplementary Table S1); KLF4 is a known transcriptional repressor of P53 [28] and TSC22D1 codes for a protein important in protecting P53 from degradation [29]. In support of a direct transcriptional regulation effect on these genes, RNA Polymerase II ChIP analysis of both KLF4 and TSC22D1 showed an increase in Polymerase II binding following ARID1a knockdown (Fig. 4e, f). Dex-dependent gene repression was also affected with a loss of Dex-dependent
downregulation in several P53 pathway genes (ATF3, SPHK1, PPF1R15A, RGS16, PDGFA, OSGIN1, and CDKN2AIP) and a gain in Dex-dependent downregulation in others (HSPA4L, SLC7A11, NUPR1, PPM1D, HIST3H2A, CCNG2, and SESN2) (Supplementary Table S1).

Functional pathway analysis also revealed further differential Dex-induction of P53 pathway-related genes with overexpression of the ARID1a-CTD-GFP compared to controls (Supplementary Table S2). These included the P53 effector genes, Jun, BCL2L1, and NDRG1, and P53 pathway-related genes S100A10 and ZFP36L1. Notably, many genes classified as P53-related are also classified with the DNA damage response pathway. Taken together, these changes in functional pathway genes reveal a role for ARID1a in basal and glucocorticoid-mediated regulation of a variety of DNA damage response mechanisms. Interestingly, markers of DNA damage, such as increased expression of several interferons including IFI27, IFI35, IFI6, IFIH1, IFI16, IFI44L, and IFIT5 were further differentially expressed with functional interference of ARID1a, along with the differential basal expression of a group of genes in the PARP family (PARP9, PARP12, and PARP14), which are largely involved in DNA repair [30–32] and cell cycle control [33].

Both GR and P53 have well-characterized roles as facilitators of DNA repair by halting the cell cycle to allow time for the repair machinery to restore genome stability. While many P53-related cell cycle regulators were unaffected by ARID1a knockdown or functional interference, including CDKN1A, GADD45, DDI4 and SerpinB (full list shown in Supplementary Table S1 and S2), certain other P53-related cell cycle regulators were dysregulated upon either ARID1a knockdown or functional interference. For example, there was an increase in BTG1, a cell cycle regulator that interacts with the P53 pathway [34], and a decrease in Dex-dependent induction of the core histone, H2AX, which is important for P53/P21 mediated cell cycle arrest [35] in knockdown cells (Fig. 4d). Additionally, other histone genes were found to be dysregulated in the absence or functional interference of ARID1a (Supplementary Table S3). Histone gene expression is often restricted to the late G1/early S phase, ensuring their accumulation during DNA replication [36], therefore the expression differences observed may reflect a change in cell cycle progression.

### Prolonged glucocorticoid-dependent G1 arrest in ARID1a knockdown cells

Flow cytometry analysis was used to assess the effect of ARID1a knockdown or functional interference on Dex-induced cell cycle progression and G1 arrest [37–40]. A 2 h EdU treatment, at either 10–12 h or 22–24 h, revealed that the addition of Dex to siRNA control cells promoted cell cycle arrest, observed here between 10 and 12 h of Dex treatment, followed by cell cycle progression observed here between 22 and 24 h (Fig. 4g). When ARID1a was knocked down, Dex was also able to promote G1 arrest, observed between 10 and 12 h of Dex treatment, however, there was less recovery of cell cycle progression observed between 22 and 24 h of Dex treatment. A higher percentage of the ARID1a knockdown cells remained arrested between 22 and 24 h, in comparison to siRNA control cells (Fig. 4g). To additionally compare a full 24 h duration of cellular proliferation in ARID1a knockdown cells versus siRNA control cells, we performed a 24 h EdU incorporation study, either in the absence (−Dex) or presence (24 h) of Dex (Fig. 4h). In the absence of Dex, EdU incorporation was similar in both the ARID1a knockdown and control cells (Fig. 4h). With 24 h Dex treatment, however, EdU uptake was detected in fewer ARID1a knockdown cells than control siRNA cells. Hoechst DNA staining, also included to determine cell cycle phase (Fig. 4i), confirmed that more effective G1 cell cycle arrest occurred during 24 h Dex treatment in ARID1a knockdown cells compared to siRNA control cells.

In stark contrast, overexpression of ARID1a-CTD-GFP had a profound effect on cell cycle progression even in the absence of Dex treatment, indicated by a marked decrease in EdU incorporation in both 2 h EdU pulse and full 24 h EdU incorporation experiments in both the absence and presence of Dex treatment (Supplementary Fig. 7b, c). This suggests that ARID1a-CTD-GFP exerts major effects on the cell cycle independent of GR.

The DNA damage repair (DDR) pathway is adversely affected by ARID1a knockdown and functional interference

In order to assess whether DNA damage spontaneously accumulated over time during the Dex treatment timecourse, we assessed levels of phospho-Serine139 Histone H2AX (γH2AX; a biomarker for DNA damage [41, 42]) in the absence of Dex (−Dex), and at 12 and 24 h of Dex treatment. These experiments were performed in the absence of genotoxic agents or physical DNA damage induction protocols such as ultraviolet or ionizing radiation. Western blot analysis revealed that γH2AX levels increased over the Dex timecourse in both ARID1a knockdown and siRNA control cells (Fig. 5a, b). However, γH2AX levels were significantly increased in the ARID1a knockdown cells, most markedly at the 24 h Dex treatment timepoint. Flow cytometry analysis of cells stained with the anti-γH2AX and Alexa-fluor 488 secondary antibody also showed significantly greater γH2AX accumulation at 24 h of Dex treatment in ARID1a siRNA knockdown compared to siRNA controls (Fig. 5c). Immunofluorescence studies qualitatively confirmed heterogeneous γH2AX+ expression in the cells, with more γH2AX+ cells in the ARID1a knockdown population compared to siRNA controls, shown here at the 24 h Dex treatment timepoint (Fig. 5d).

In contrast, cells transfected with ARID1a-CTD-GFP exhibited the highest levels of γH2AX (assessed by Flow cytometry analysis of cells immuno-stained with anti-γH2AX and Alexa-fluor 647 secondary antibody) in the absence of Dex, when compared to matched GFP+ control cells (Supplementary Fig. S7a). Significantly higher levels of γH2AX were also detected in the ARID1a-CTD-GFP expressing cells at 12 and 24 h Dex treatment, when compared to matched GFP+ control cells. Taken together, this indicated that ARID1a-CTD-GFP had significant effects on the accumulation of spontaneously arising DNA damage, independent of
glucocorticoids. Interestingly, the EdU incorporation analysis revealed that ARID1a-CTD-GFP overexpression significantly reduced cellular proliferation in the absence of Dex, as well as during Dex treatment (Supplementary Fig. S7b). Taken together, these data strongly suggest that Dex treatment of the ARID1a-CTD-GFP cells was able to reduce accumulation of spontaneously arising DNA damage, potentially mediated via other DNA repair proteins, such as PARP9, PARP12, and PARP14, which were found to be upregulated in the ARID1a-CTD-GFP cells (Supplementary Fig. S8).

ARID1a is required for GR interactions with cell cycle regulators and DNA repair proteins

Lc-MS was used to identify GR-interacting proteins in control cells compared to when ARID1a was knocked down, in order to identify an ARID1a-dependent GR protein complex at the DNA template. These data confirmed an interaction between GR and ARID1a in control cells and further identified ARID1a-dependent GR interactions with key P53-related and DNA repair proteins (Fig. 6a, b, Supplementary Table S4) including P53 binding protein 1 (P53BP1), a protein important for DNA damage repair [43] as well as P53 mediated transcriptional activation [44].

Other ARID1a-dependent GR interactions included PARP1, a protein required for DNA repair and linked to regulation of P53 mediated cell cycle arrest [45], and DNA damage-binding protein 1 (DDB1), a protein important for recognizing and initiating repair of DNA lesions [46]. DDB1 has also been linked to the histone acetyltransferase, lysine acetyltransferase 7 (KAT7), and the splicing factor proline and glutamine-rich (SFPQ) protein which is known to be required for RNA processing and transport [50] and more recently found in a complex involved in DNA repair [51, 52].

ARID1a knockdown also resulted in loss of GR interaction with the histone acetyltransferase, lysine acetyltransferase 7 (KAT7), and the splicing factor proline and glutamine-rich (SFPQ) protein which is known to be required for RNA processing and transport [50] and more recently found in a complex involved in DNA repair [51, 52].

In the functional interference study, ARID1a-CTD-GFP was found to interact with GR resulting in the loss of endogenous ARID1a binding (Supplementary Fig. S9). Here we also report a loss of GR interaction with P53BP1, PARP1, DDB1, and KAT7, indicating that overexpression of ARID1a-CTD alone interferes with the interaction between GR and numerous DNA repair proteins.

**DISCUSSION**

Despite previous reports that ARID1a (BAF250) is linked to glucocorticoid resistance [4] and is widely mutated across a multitude of human carcinomas [5–9], its precise role in GR signaling has not been well characterized. As ARID1a interacts with GR [12, 13] and is a component of the hSWI/SNF (BAF) complex, we and others have previously speculated that ARID1a deletion or mutation may cause large-scale dysregulation of glucocorticoid-target genes [4, 12, 13] potentially by impairing GR...
interactions with the BAF complex [21] and reducing chromatin accessibility for the transcriptional machinery and RNA Polynerase II [17]. To the contrary, we found that ARID1a appeared to play a greater role in pre-setting the chromatin architecture, potentially at BRG1-dependent sites [53], than in mediating glucocorticoid-dependent transcriptional regulation. There was a striking lack of ARID1a knockdown, including PARP1, P53BP1, DDR1, SFPQ, MS6, Histone Cluster 1 H1 Family Member B (HIST1H1B), Histone Cluster 1 H4 Family Member A (HIST1H4A), KAT7, Heterogeneous Nuclear Ribonucleo-protein U (HNRNP), ATP-Dependent RNA Helicase A (DHX9) and General transcription factor II Isomorph D (GTF2ID). Two-way ANOVA found a significant effect of antibody relative to IgG (p < 0.0001), siRNA (p < 0.0001), and interaction (p = 0.0001) Bonferroni test results for significant difference in GR-bound peptides in control versus ARID1a knockdown are shown on graph (*p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001).

ATAC-Seq data revealed that chromatin pre-accessibility was significantly affected by ARID1a knockdown, with a significant decrease in pre-accessibility at a large number of sites, and a significant increase at a smaller number of sites. Interestingly, a small but notable subset of sites were Dex-inducible in both ARID1a knockdown and control cells, and many of these were within loci containing genes found to be similarly Dex-regulated in control siRNA and ARID1a knockdown cells in the RNA-Seq analysis. Examples of genes that were in loci found to undergo Dex-inducible chromatin remodeling and Dex-dependent mRNA induction, in both ARID1a knockdown and control cells, included KLF9 [54, 55], DIT4 [56], GADD45a [57], and SRFBP1 [58, 59], which are all important for cell proliferation and/or cell cycle regulation and have therefore also been grouped together with P53-regulated pathways, again supporting our conclusions of a selective effect of ARID1a knockdown.

STEAP3 is one of the selectively affected genes identified in our analyses. The lack of chromatin pre-accessibility at sites in this gene may explain the subsequent impairment in its Dex-induced transcriptional regulation in the ARID1a knockdown cells. As an ARID1a-dependent glucocorticoid target, impaired Dex-dependent transcriptional regulation of STEAP3 has considerable functional significance for loss or mutation of ARID1a, as it has been speculated to play a role downstream of P53 to control cell cycle progression. Interestingly, in addition to STEAP3, only a small number of other genes were identified by RNA-Seq analysis as dysregulated by ARID1a knockdown or functional interference, yet according to functional pathway analysis, these were also enriched in the P53, DNA repair, and cell cycle regulatory pathways. Despite the large numbers of ‘so-called’ P53-related genes that were found to be differentially regulated in our study, HeLa cells lack a stable P53 protein [60]. Therefore, our results now demonstrate that many of the P53-associated cell cycle and DNA repair pathways are regulated in the absence of P53. Furthermore, we have identified a protein complex comprising GR, ARID1a and P53BP1. P53BP1 is a well-characterized P53 cofactor, and the contribution of P53BP1 to transcriptional regulation of the DNA damage checkpoint has been reported to be P53-dependent yet its direct role in DNA damage repair is P53-independent [61, 62]. Consistent with the latter, here we report that the GR–ARID1a–P53BP1 complex plays an important functional role in DNA damage repair in the absence of P53. Our findings are consequently particularly relevant to P53 null cancers, which are prevalent due to P53 being the most commonly altered gene in human carcinomas [10, 11].

Cell cycle regulation and DNA damage repair

Glucocorticoids are known to mediate cell cycle arrest [38–40, 63, 64], but it is important to note that ARID1a is well documented as an essential regulator of cell cycle arrest in its own right [63, 65] independent of Dex treatment. Here we show that ARID1a is not required for Dex-induced cell cycle arrest. Both ARID1a knockdown and siRNA control cell populations were similarly asynchronously progressing through the cell cycle in the absence of Dex, then were similarly G1 arrested by Dex at 12 h treatment time. Interestingly, at 24 h of Dex treatment, a greater proportion of ARID1a knockdown cells remained in G1 phase, with significantly fewer cells progressing to S phase compared to siRNA control cells. Similarly, Prekovic et al. found reduced cellular proliferation due to impaired cell cycle progression in ARID1a mutated non-lymphoid cancers treated with glucocorticoids [66].

As DNA damage repair (DDR) and cell cycle regulation are intrinsically linked, the prolonged cell cycle arrest observed in ARID1a knockdown cells may be related to the increased DNA damage we have characterized in the ARID1a knockdown cells. ARID1a has previously been shown to be important for DNA damage repair and checkpoint regulation, with ARID1a interacting with AT Rich sequences in DNA and being recruited to DNA strand breaks [14]. No genotoxic agent or physical damage was used in our experiments, so the observed accumulation of DNA damage likely represents spontaneously arising DNA breaks, which are known to occur during the transcriptional response to steroid hormones such as Dex [67, 68], as well as during DNA replication.
during cell division [69]. Consistent with this, we detected a significant increase in DNA damage in ARID1a knockdown cells by assessing the levels of γH2AX, a biomarker of genomic instability, and indicative of DNA damage [41, 42]. γH2AX also plays a critical structural role in the repair process, specifically contributing to the efficient recruitment and retention of remodeling factors at the DDR site, notably including P53BP1 [70]. Once DDR has efficiently proceeded, levels of γH2AX reduce again, in a mechanism previously demonstrated to involve H2AX dephosphorylation by protein phosphatase 2A [71, 72]. Thus, γH2AX has proved to be a sensitive method of monitoring the progression of DNA damage and repair. The increased γH2AX levels over the Dex timecourse is therefore consistent with impaired GR-ARID1a mediated DDR in ARID1a knockdown cells compared to control siRNA cells.

Increased DNA damage was also observed in ARID1a-CTD-GFP cells compared to GFP control cells. However, in contrast to the ARID1a knockdown cells, the highest levels of γH2AX in the ARID1a-CTD-GFP overexpressing cells were detected in the absence of Dex. Consistent with this finding, there was also an effect of ARID1a-CTD-GFP overexpression on cell cycle that was most pronounced in the absence of Dex. Levels of γH2AX then reduced significantly with Dex treatment, indicating that other DNA repair proteins may play a role. Accordingly, the DNA repair proteins PARP9, PARP12 and PARP14 had increased basal expression in the ARID1a-CTD-GFP cells but not in the ARID1a knockdown cells, representing a major point of difference between the two experimental models.

Our RNA-Seq data found some striking similarities between the effects of ARID1a knockdown and functional interference experiments, with significantly decreased expression in several DNA repair genes in response to Dex when ARID1a is knocked down or functionally interfered with. Additionally, the data revealed further indications of DNA damage with dysregulation of several interferon genes. Our proteomics data provided new insights into GR’s role in this mechanism, with the identification of a macromolecular complex comprising GR, ARID1a and several proteins involved in DNA repair. The P53 binding protein, PS3BP1, detected in the ARID1a-dependent complex with GR, is well known for its multiple roles in the DNA damage response, including promoting checkpoint signaling and acting as a scaffold for recruitment of DNA damage response proteins to damaged chromatin [73–78]. Also identified in the ARID1a-dependent GR complex, MSH6 is part of the MutS alpha complex that binds to DNA mismatches to initiate DNA repair, and DBB is involved in both DNA repair and protein ubiquitination.

Furthermore, identification of PARP1, which is important for DNA repair, as well as the regulation of chromatin structure and specific gene expression [79, 80], cell death, and mitosis [81], provided strong evidence that our identified protein complex may act to integrate multiple functions of transcriptional control, DNA damage recognition and repair, and cell cycle checkpoint controls, all at the chromatin template. Consistent with this, SFPQ was also detected in the ARID1a-dependent protein complex with GR. SFPQ plays a role in almost every step of gene regulation, from DNA repair to transcriptional regulation, RNA processing, and transport, as well as being part of a larger family described as acting as a multipurpose molecular scaffold [50].

The presence of the histone acetyltransferase KAT7/Myst2/HBO1 in the ARID1a-dependent GR protein complex revealed further mechanistic insight. In addition to KAT7’s established role in steroid-dependent transcription, demonstrated for the androgen receptor (AR) [82], the progesterone receptor (PR) [83] and now GR, it is known to play a crucial role in nucleotide excision repair, acetylation histones at sites of DNA damage to facilitate recruitment of the DNA damage recognition and repair factor XPC [84]. In addition, KAT7 interacts with various candidate tumor suppressors [85] although the KAT7-ARID1a interaction has not been reported until now.

Taken together, the GR-ARID1a complex we have identified is well placed and adequately prepared to act as a sensor of cellular stress and/or damage to maintain the balance between genome integrity and cell cycle progression. The components of the complex are also druggable targets; PARP inhibitors are already being used as a treatment for women with ovarian or fallopian tube cancers [14, 51, 86] and may have a benefit in P53 null and/or ARID1a null cancers which are glucocorticoid resistant. Similarly, many of the other components identified in the GR-ARID1a macromolecular complex may prove to be useful cancer therapy targets. Particular interest is being shown in the development of new anti-cancer therapeutics which target KAT7/HBO1 [87] and the closely related KAT6A/B by inhibiting their HAT enzymatic activity [88] while SFPQ is speculated to be a particularly useful cancer therapy target for inactivating multiple pathways in cancer cells resistant to other chemotherapy options [89, 90].

Finally, in light of our findings, the importance of assessing DNA damage status and cell cycle arrest when deciding on treatment of different cancers becomes more pertinent. For example, in the case of the ARID1a knockdown cells, increased DNA damage was sufficient to initiate and prolong G1 arrest. However, many cell types including the HeLa cells used in our study, and the non-small cell lung cancers used in the study by Prekovic et al. [66], do not undergo apoptosis but instead become ‘dormant’ as a consequence of glucocorticoid treatment, and this is often reversible. In cases when the cancer cells do not undergo programmed cell death, it may be beneficial to use a chemical manipulation of the mechanisms already in place, in order to directly promote cell death. New therapeutic strategies and tools, for example, drugs that force cells with DNA damage to bypass cell cycle checkpoints through S and G2/M arrest and enter mitosis, leading to cell death by mitotic catastrophe [91], look promising as a substantial improvement to cancer therapy.

METHODS
siRNA and plasmids
Four siRNAs targeting ARID1a and a non-targeting scrambled oligo control were obtained from Dharmacon (GE healthcare). ARID1a-CTD was constructed from 2052 bp of the 3’ portion (4899–6855 bp) from pcDNA6-ARID1a (Addgene; 39311).

Cell line
HeLa cells obtained from the European Collection of Cell Cultures (ECACC; Sigma-Aldrich) were maintained in Dulbecco’s Modified Eagle Medium (DMEM) with L-glutamine and glucose, 10% fetal calf serum, in a humidified incubator (LEEC Ltd, UK) at 37 °C and 5% CO₂.

Transfections
For ARID1a knockdown, cells were transfected with ARID1a siRNA. The control comparison cells (siRNA control) were transfected with non-targeting oligonucleotides (Supplementary Fig. S1 and Table S5) using Lipofectamine siRNA/imax (Invitrogen, UK). For ARID1a functional interference studies (Supplementary Fig. S1d), cells were transfected with 500 ng/μl of the ARID1a-CTD-GFP construct (Supplementary Fig. S1d) using Lipofectamine 3000 (Invitrogen, UK).

Chromatin Immunoprecipitation
Chromatin immunoprecipitation (ChIP) assays were performed as previously described [24]. Soluble chromatin was prepared using MNSae digestion [50]. Cells were cross-linked with 1% formaldehyde for 10 min, then cells were washed twice with PBS, and nuclei were isolated. Nuclei were then sonicated using a Branson sonicator with a 20-s pulse at 100 watts. The DNA was then purified using a NucleoSpin® Gel and PCR cleanup kit (Machery-Nagel). To identify DNA-protein complexes, chromatin was immunoprecipitated using antibody specific for γH2AX (Upstate Biotechnology) or γH2AX (Upstate Biotechnology). Immunoprecipitated DNA was then purified using a NucleoSpin® Gel and PCR cleanup kit (Machery-Nagel).
ATAC-Seq
HeLa cells were detached from flasks using Accutase, then resuspended in PBS at 6 million cells/ml. Nuclei were isolated and ATAC was performed following methods previously described [92].

RNA isolation
Cells were collected in TRIzol (Ambion, Life Technologies, UK), and total RNA was purified using membrane columns (RNAeasy minikit, Qiagen, UK). An on-column DNase step (Qiagen, UK) was used to ensure the removal of genomic DNA. RNA was eluted in nuclease-free water, and stored at −80°C.

Quantitative real-time PCR
RT-qPCR was carried out on reverse complementary DNAs to determine the approximate levels of mRNA transcripts in RNA samples. Experiments were performed several times with at least an n of 3 for each sample. PCR primer sequences used are listed in Supplementary Table S7 (mRNA primers).

RNA-Seq
Raw data from high-throughput RNA sequencing was uploaded to Galaxy bioinformatics (www.galaxyproject.org). Three lanes were uploaded for each RNA sample. For each condition an n of at least 3 were assessed. A workflow was run for each lane, forward (dataset 1) and reverse strand (dataset 2). The Cuff Diff parameters included were geometric library organization, pooled dispersion estimation, 0.05 false discovery rate, Min alignment count 10, multi-read correct, bias correction, and cuff-links effective length correction.

Nuclear extracts and Western blotting
Cells were collected, and nuclear extracts prepared as previously described [24, 93, 94]. Both nuclear and cytoplasmic samples were separated on a 5–7.5% SDS polyacrylamide gel (SDS-PAGE) (then transferred to a Polyvinylidene fluoride membrane (PVDF) membrane (GE Healthcare, UK).

Fluorescence-activated cell sorting
Immunostaining for phospho-Ser139 Histone H2AX (γH2AX)™ (A2003; Cell Signaling Technology). Cells were detached from plates in Accutase. 1×10⁶ cells were detached from plates in Accutase. 1×10⁶ cells were resuspended in 1 x PBS to be analyzed on a novocyte EDU reagent (from kit C10634; Invitrogen) was added for the final 2 h of the Dexam treatment (as well as between treatments) at FDR < 0.05, fold change > 0.585 (Log2) and p value < 0.05 adjusting for multiple comparisons. All other comparisons were given the value 0. All enrichment regions were annotated with annotatePeaks.pl (HOMER v4.9.1) to closest transcriptional start site (TSS) (UCSC RefSeq GCD_00001405.25_GCCh37.p13 (2017-04-19)). Fold change (Log2) between treatments was visualized using heatmap2. Replicate co-immunoprecipitation experiments were performed for validation by western blot.

Antibodies
Antibodies used for western blotting were: ARID1a/BAF250 A301-040A (Bethyl labs, 1:1000), ARID1a/BAF250 A301-041A (Bethyl labs, 1:5000), GR E20 (Santa Cruz, sc-1003, 1:500), GR D6H2L (Cell Signaling Technology, 1:1000), γH2AX (2577; Cell Signaling Technology), PARP1 46D11 (Cell Signaling Technology), 33BP1 4937 (Cell Signaling Technology) and SFQO ab38148 (Abcam), Anti Beta Tubulin T4026 (Sigma) or Anti Lamin A/C 2032 (Cell Signaling Technology, 1:1000). Secondary antibodies used were, ECL anti-rabbit, NA934V (GE Healthcare, UK, 1:10,000), or ECL anti-mouse, NA931V (GE Healthcare, UK, 1:10,000).

Statistical analysis - ChIP-Seq analysis
Quality of sequencing was assessed using FastQC (usegalaxy.org) and sequences were trimmed to 36 bases. Single end reads were uniquely aligned to the human genome assembly (hg19) using Bowtie2 and PCR duplicates removed (SAMTools v1.3.1). Counts were normalized to 10 million tags to allow for cross-sample comparisons and visualized using the UCSC genome browser (https://genome.ucsc.edu/). Enrichment of GR ChIP-Seq to 1% input control, were identified using findPeaks (HOMER v4.9.1) at relaxed settings (-F1 -L1 -P.1 -LP.01 -poisson .1 -style factor). Of these, only concordant replicate enrichments that passed an estimated irreducible discovery rate threshold were kept for downstream analysis (IDR v2.0.3 – set to 0.01). Any discordant enrichments that overlapped were merged into a single region using mergePeaks (HOMER v4.9.1) and raw input ChIP-Seq tag counts were subtracted from corresponding GR tag counts using annotatePeaks.pl. Differential fold change between all conditions was assessed using getDiffExpression.pl (HOMER v4.9.1) and DESeq2 [95]. For DESeq2 analysis, tags were normalized to total tags within enriched regions and considered significantly changed to no Dexam control (as well as between treatments) if FDR < 0.05, fold change > 0.585 (Log2) and p value < 0.05 adjusting for multiple comparisons. All other comparisons were given the value 0. All enrichment regions were annotated with annotatePeaks.pl (HOMER v4.9.1) to closest transcriptional start site (TSS) (UCSC RefSeq GCD_00001405.25_GCCh37.p13 (2017-04-19)). Fold change (Log2) between treatments was visualized using heatmap2. Replicate co-immunoprecipitation experiments were performed for validation by western blot.

ATAC-Seq analysis
ATAC-Seq peaks were called on each sample separately using the MACS algorithm [96] and filtered by excluding those with tag density less than the median tag density in each sample. These remaining peaks were merged and combined to generate a list of non-overlapping peaks. ATAC-Seq tag densities corresponding to peaks were quantified by running the annotatePeaks.pl program in the HOMER suite [97]. Finally, we obtained a list of 101,807 peaks encompassing 8 ATAC-Seq samples. DESeq [98] was used to identify differentially open peaks on 6 possible pairs of comparisons. ATAC-Seq peaks with FDR-adjusted p value < 0.05 and log2 [Fold Change] > 1 in at least one comparison were considered DORs between samples, and displayed in the z-score heatmap (Fig 2a).

Negative binomial distribution was fitted to evaluate the significance of ±Dex and ARID1a knockdown effects and calculate p values. 4567 DORs were identified in total. K-means algorithm was used to reveal the clusters within the DOR with z-score.

The tag density heatmap (Supplementary Fig. S3) was generated over ±1 kb base pairs region around the center of the ATAC-Seq peak using an in-house R package from the tag density profiles generated by the Homer suite. Tag density signals were transformed in a log2 scale.
RNA-Seq analysis
For RNA-seq data differential gene expression was calculated as fragments per kilobase per million mapped reads (FPKM) values; summed fragments of each transcript with same gene ID. After Benjamini–Hochberg false discovery correction, genes with adjusted p values less than 0.05 were considered as differentially expressed genes [99]. The supraHex analysis [26] was used to aid visualization of regulation patterns in the data.

Graphpad Version 6 (Graphpad software inc., USA) was used to analyze RT-qPCR data by Two-way ANOVAs with a Dunnett’s post hoc test. For each result, the statistical test used is stated. The mean and standard error of the mean (SEM) values were always calculated.

DATA AVAILABILITY
All raw and processed sequencing data generated in this study have been submitted to the NCBI Gene Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/geo/) under accession number GSE207411.
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