Generalized fractal dimensions of invariant measures of full-shift systems over uncountable alphabets: generic behavior
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In this paper we show that, for topological dynamical systems with a dense set (in the weak topology) of periodic measures, a typical (in Baire’s sense) invariant measure has, for each $q > 0$, zero lower $q$-generalized fractal dimension. This implies, in particular, that a typical invariant measure has zero upper Hausdorff dimension and zero lower rate of recurrence.

Of special interest is the full-shift system $(X, T)$ (where $X = M^\mathbb{Z}$ is endowed with a sub-exponential metric and the alphabet $M$ is a perfect and compact metric space), for which we show that a typical invariant measure has, for each $q > 1$, infinite upper $q$-correlation dimension. Under the same conditions, we show that a typical invariant measure has, for each $s \in (0, 1)$ and each $q > 1$, zero lower $s$-generalized and infinite upper $q$-generalized dimensions.
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1 Introduction

Let $(M, d)$ be a compact metric space, and let $S$ be its $\sigma$-algebra of Borel sets. Now, define $(X, \mathcal{B})$ as the bilateral product of a countable number of copies of $(M, S)$, and endow $X$ with the product topology (naturally, $X$ is metrizable and $\mathcal{B}$ is the $\sigma$-algebra of the Borel subsets of $X$).

One defines the full-shift operator $T : X \to X$ by the action

$$Tx = y = (\ldots, y_{-1}, y_0, y_1, \ldots),$$

where, for each $i \in \mathbb{Z}$, $y_i := x_{i-1}$. $T$ is clearly a one-to-one and measurable map, with its inverse map also measurable. We consider in this work two different settings: $X$ is endowed with any
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metric compatible with the product topology, or it is endowed with a sub-exponential metric of the form

\[ r(x, y) = \sum_{|n| \geq 0} \min \left\{ \frac{1}{a^{|n|}+1}, d(x_n, y_n) \right\}, \]

where \( x = (\ldots, x_{-n}, \ldots, x_n, \ldots), y = (\ldots, y_{-n}, \ldots, y_n, \ldots) \), with \( (a_n) \) any monotone increasing sequence such that \( \sum_{k \geq 0} \frac{1}{a_k + 1} < \infty \) and, for each \( \alpha > 0 \), \( \lim_{k \to \infty} \frac{a_k}{a_{k+1}} = 0 \) (for instance, let for each \( n \in \mathbb{N} \cup \{0\}, a_n = n^2 \)); naturally, these metrics induce topologies in \( X \) which also are compatible with the product topology.

Let \( \mathcal{M} \) be the space of all Borel probability measures defined on \((X, \mathcal{B})\), endowed with the weak topology (that is, the coarsest topology for which the net \( \{\mu_\alpha\} \) converges to \( \mu \) if, and only if, \( \int f \ d\mu_\alpha \to \int f \ d\mu \) for each bounded and continuous function \( f \)). Since \( X \) is compact, \( \mathcal{M} \) is also compact and metrizable (see Theorem 6.4, Chapter 2 in [20]). Let \( r_1 \) be a possible compatible metric, and let \( \mathcal{M}(T) \) be the (metric) subspace of all \( T \)-invariant probability measures. Since \( \mathcal{M}(T) \) is closed (see Theorem 6.10 in [24]), it follows that it is also compact.

In [6], the present authors have studied some dimensional properties of \( T \)-invariant measures, such as their typical (in Baire’s sense) Hausdorff and packing dimensions (see the referenced paper for the definitions of Hausdorff and packing measures, and also [7] for the main motivations and results in dynamical systems theory). There, it was required that both \( T \) and \( T^{-1} \) were Lipschitz transformations, and for this reason, \((X, \mathcal{B})\) was endowed with a proper metric (namely, \( r(x, y) = \sum_{|n| \geq 0} \frac{1}{2^{|n|} + 1} d(x_n, y_n) \)).

In the present work, we are interested in extending such analysis to the so-called upper and lower \( q \)-generalized fractal dimensions of these measures, \( D_q^\pm(\mu) \), with \( q > 0 \) (Definition 1.4); for a discussion of the role played by these dimensions in the study of dynamical systems and chaos phenomena, see [3, 21, 22, 23] and the references therein. We shall also explore the connection between such properties and the orbital behavior of the full-shift system through the so-called upper and lower \( q \)-correlation dimensions at a point \( x \in X \), for \( q \in \mathbb{N} \setminus \{1\} \) (Definition 2).

Some preparation is required in order to properly present our main results.

**Definition 1.1** (packing and Hausdorff dimensions of a set). Let \( X \) be a general metric space, and let \( \emptyset \neq E \subset X \). We define the packing and Hausdorff dimensions of \( E \) to be the critical points

\[ \dim_P(E) = \inf \{ \alpha > 0 \mid P^\alpha(E) = 0 \} \]

and

\[ \dim_H(E) = \inf \{ \alpha > 0 \mid H^\alpha(E) = 0 \} \]

respectively, where \( P^\alpha \) (\( h^\alpha \)) stands for the \( \alpha \)-packing (Hausdorff) dimensional measure (see [6, 7] for a definition). We note that \( \dim_H(X) \) or \( \dim_P(X) \) may be infinite for some space \( X \).

**Definition 1.2** (lower and upper Hausdorff and packing dimensions of a positive finite Borel measure: [13]). Let \( \mathcal{B} \) be the Borel \( \sigma \)-algebra of \( X \), and let \( \mu \) be a positive finite Borel measure. The lower and the upper \( K \) dimensions of \( \mu \) are defined, respectively, by

\[ \dim_P^-(\mu) = \inf \{ \dim_P(E) \mid \mu(E) > 0, \ E \in \mathcal{B} \}, \]

\[ \dim_P^+(\mu) = \inf \{ \dim_P(E) \mid \mu(X \setminus E) = 0, \ E \in \mathcal{B} \}, \]

where \( K \) stands for \( H \) (Hausdorff) or \( P \) (packing).
Let \( \mu \) be a positive finite Borel measure defined on the general metric space \( X \). One defines the upper and lower local dimensions of \( \mu \) at \( x \in X \) by

\[
\overline{d}_\mu(x) = \limsup_{\varepsilon \to 0} \frac{\log \mu(B(x, \varepsilon))}{\log \varepsilon} \quad \text{and} \quad \underline{d}_\mu(x) = \liminf_{\varepsilon \to 0} \frac{\log \mu(B(x, \varepsilon))}{\log \varepsilon},
\]

if, for each \( \varepsilon > 0 \), \( \mu(B(x, \varepsilon)) > 0 \); if not, \( \overline{d}_\mu(x) := +\infty \).

It is possible to show (see [4]) that both lower and upper Hausdorff and packing dimensions of a probability measure \( \mu \) on \( X \) can be characterized by the essential supremum (infimum) of the lower and upper local dimensions, respectively.

**Proposition 1.1.** Let \( X \) be a metric space and \( \mu \) a probability measure on \( X \). Then,

\[
\mu\text{-ess inf } \underline{d}_\mu(x) = \dim_H^-(\mu) \leq \mu\text{-ess sup } \overline{d}_\mu(x) = \dim_H^+(\mu),
\]

\[
\mu\text{-ess inf } \overline{d}_\mu(x) = \dim_P^-(\mu) \leq \mu\text{-ess sup } \underline{d}_\mu(x) = \dim_P^+(\mu).
\]

The so-called correlation dimension of a probability measure was introduced by Grassberger, Procaccia and Hentschel [10] in an attempt to produce a characteristic of a dynamical system that captures information about the global behavior of typical (with respect to an invariant measure) trajectories by observing only one them.

This dimension plays an important role in the numerical investigation of different dynamical systems, including those which present strange attractors. The formal definition is as follows (see [21, 22, 23]): let \( (X, r) \) be a complete and separable (Polish) metric space, and let \( T : X \to X \) be a continuous mapping. Given \( x \in X, \varepsilon > 0 \) and \( n \in \mathbb{N} \), one defines the correlation sum of order \( q \in \mathbb{N} \setminus \{1\} \) (specified by the points \( \{T^i(x)\}, i = 1, \ldots, n \) by

\[
C_q(x, n, \varepsilon) = \frac{1}{n^q} \text{card } \{ (i_1 \cdots i_q) \in \{0, 1, \ldots, n\}^q \mid r(T^{i_j}(x), T^{i_l}(x)) \leq \varepsilon \text{ for any } 0 \leq j, l \leq q \},
\]

where \( \text{card } A \) is the cardinality of the set \( A \). Given \( x \in X \), one defines (when the limit \( n \to \infty \) exists) the quantities

\[
\underline{a}_q(x) = \frac{1}{q-1} \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{\log C_q(x, n, \varepsilon)}{\log n}, \quad \overline{a}_q(x) = \frac{1}{q-1} \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{\log C_q(x, n, \varepsilon)}{\log \varepsilon}, \quad (2)
\]

the so-called lower and upper correlation dimensions of order \( q \) at the point \( x \) or the lower and the upper \( q \)-correlation dimensions at \( x \). If the limit \( \varepsilon \to 0 \) exists, we denote it by \( a_q(x) \), the so-called \( q \)-correlation dimension at \( x \). In this case, if \( n \) is large and \( \varepsilon \) is small, one has the asymptotic relation

\[
C_q(x, n, \varepsilon) \sim \varepsilon^{a_q}.
\]

\( C_q(x, n, \varepsilon) \) gives an account of how the orbit of \( x \), truncated at time \( n \), “folds” into an \( \varepsilon \)-neighborhood of itself; the larger \( C_q(x, n, \varepsilon) \), the more “tight” this truncated orbit is. \( \underline{a}_q(x) \) and \( \overline{a}_q(x) \) are, respectively, the lower and upper growing rates of \( C_q(x, n, \varepsilon) \) as \( n \to \infty \) and \( \varepsilon \to 0 \) (in this order).

**Definition 1.3** (Energy function). Let \( X \) be a general metric space and let \( \mu \) be a Borel probability measure on \( X \). For \( q \in \mathbb{R} \setminus \{1\} \) and \( \varepsilon \in (0, 1) \), one defines the so-called energy function \( I(q, \varepsilon) : \mathcal{M} \to (0, +\infty] \) by the law

\[
I_\mu(q, \varepsilon) = \int_{\text{supp}(\mu)} \mu(B(x, \varepsilon))^{q-1} d\mu(x), \quad (3)
\]

where \( \text{supp}(\mu) \) is the topological support of \( \mu \).
The next result shows that the two previous definitions are intimately related.

**Theorem 1.1** (Pesin [22, 23]). Let $X$ be a Polish metric space, assume that $\mu$ is ergodic and let $q \in \mathbb{N} \setminus \{1\}$. Then, there exists a set $Z \subset X$ of full $\mu$-measure such that, for each $R, \eta > 0$ and each $x \in Z$, there exists an $N = N(x, \eta, R) \in \mathbb{N}$ such that

$$|C_q(x, n, \varepsilon) - I_\mu(q, \varepsilon)| \leq \eta$$

holds for each $n \geq N$ and each $0 < \varepsilon \leq R$. In other words, $C_q(x, n, \varepsilon)$ tends to $I_\mu(q, \varepsilon)$ when $n \to \infty$ for $\mu$-almost every $x \in X$, uniformly over $\varepsilon \in (0, R]$.

**Definition 1.4** (Generalized fractal dimensions). Let $X$ be a general metric space, let $\mu$ be a Borel probability measure on $X$, and let $q \in (0, \infty) \setminus \{1\}$. The so-called upper and lower $q$-generalized fractal dimensions of $\mu$ are defined, respectively, as

$$D^+_\mu(q) = \limsup_{\varepsilon \downarrow 0} \frac{\log I_\mu(q, \varepsilon)}{(q-1) \log \varepsilon}$$

and

$$D^-_\mu(q) = \liminf_{\varepsilon \downarrow 0} \frac{\log I_\mu(q, \varepsilon)}{(q-1) \log \varepsilon}.$$

For $q = 1$, one defines the so-called upper and lower entropy dimensions (see [3] for a discussion about the connection between entropy dimensions and Rényi information dimensions), respectively, as

$$D^+_\mu(1) = \limsup_{\varepsilon \downarrow 0} \frac{\int_{\text{supp}(\mu)} \log \mu(B(x, \varepsilon)) d\mu(x)}{\log \varepsilon},$$

$$D^-_\mu(1) = \liminf_{\varepsilon \downarrow 0} \frac{\int_{\text{supp}(\mu)} \log \mu(B(x, \varepsilon)) d\mu(x)}{\log \varepsilon}.$$

Some useful relations involving the generalized fractal, Hausdorff and packing dimensions of a probability measure are given by the following inequalities, which combine Propositions 4.1 and 4.2 in [3] with Proposition 1.1 (although Propositions 4.1 and 4.2 in [3] were originally proved for probability measures defined on $\mathbb{R}$, one can extend them to probability measures defined on a general metric space $X$; see also [25]).

**Proposition 1.2.** Let $\mu$ be a Borel probability measure over $X$, let $q > 1$ and let $0 < s < 1$. Then,

$$D^+_\mu(q) \leq \dim^-_H(\mu) \leq \dim^+_H(\mu) \leq D^-_\mu(s),$$

$$D^+_\mu(q) \leq \dim^-_P(\mu) \leq \dim^+_P(\mu) \leq D^+_\mu(s).$$

Furthermore, if $\text{supp}(\mu)$ is compact, then $D^+_\mu(q) \leq D^+_\mu(1) \leq D^+_\mu(s)$.

A subset $R$ of a topological space $X$ is said to be residual if $R \supset \bigcap_{k \in \mathbb{N}} U_k$, where for each $k \in \mathbb{N}$, $U_k$ is open and dense. A topological space $X$ is a Baire space if every residual subset of $X$ is dense in $X$. By Baire Category Theorem, every complete metric space is a Baire space.

**Definition 1.5.** A property $P$ is said to be generic in $X$ if there exists a residual subset $R$ of $X$ such that every element $x \in R$ satisfies property $P$.

Note that, given a countable family of generic properties $P_1, P_2, \cdots$, all of them are simultaneously generic in $X$. This is because the family of residual sets is closed under countable intersections.
Although our analysis are focused on the full-shift system over uncountable alphabets, we can say something about other dynamical systems. Let \((X, T)\) be a topological dynamical system (that is, \(X\) is a compact metric space and \(T : X \to X\) is a continuous function). Denote by \(\mathcal{M}_p\) the set of \(T\)-invariant periodic (also called \(T\)-closed orbit) measures, i.e., the set of measures of the form \(\mu_x(\cdot) := \frac{1}{k_x} \sum_{i=0}^{k_x-1} \delta_{T^i(x)}(\cdot)\), where \(x \in X\) is a \(T\)-periodic point of period \(k_x\).

Our first result establishes that if \(\mathcal{M}_p\) is dense in \(\mathcal{M}(T)\), then generically, for each \(s \in (0, 1)\), \(\mu \in \mathcal{M}(T)\) has \(s\)-lower generalized fractal dimension equal to zero. This density is particularly true for dynamical systems satisfying the specification property (such as Axiom A systems [28] and the actions of discrete countable residually finite amenable groups on compact metric spaces with specification property [24]), or even milder conditions (see [1, 9, 12, 15, 16, 17] for the definitions of these conditions and examples of dynamical systems that satisfy them).

**Theorem 1.2.** Let \((X, T)\) be a topological dynamical system and suppose that \(\mathcal{M}_p\) is dense in \(\mathcal{M}(T)\). Then, for each \(s \in (0, 1)\),

\[
FD = \{ \mu \in \mathcal{M}(T) \mid D^T_s(\mu) = 0 \}
\]

is a residual subset of \(\mathcal{M}(T)\).

The next result is a direct consequence of Theorem 1.2 and Proposition 1.2.

**Corollary 1.1.** Let \((X, T)\) be a topological dynamical system and suppose that \(\mathcal{M}_p\) is dense in \(\mathcal{M}(T)\). Then,

\[
HD = \{ \mu \in \mathcal{M}(T) \mid \dim_H^+(\mu) = 0 \}
\]

is a residual subset of \(\mathcal{M}(T)\).

The first consequence of Corollary 1.1 is that a typical invariant measure (of such dynamical systems) is supported on a set \(Z \subset X\) satisfying \(\dim_H(Z) = 0\); moreover, given that \(\dim_H(Z) \geq \dim_{top}(Z)\) (see [14], Sect. 4, page 107, for a proof of this inequality), one has that \(Z\) is totally disconnected. Now, if \((X, T)\) satisfies the specification property, it is known that \(\mathcal{M}_X\), the set of invariant measures with \(\text{supp}(\mu) = X\), is a dense \(G_\delta\) subset of \(\mathcal{M}(T)\) (see [8, 28]); thus, in this case, \(Z\) is a totally disconnected and dense subset of \(X\).

One must compare Corollary 1.1 with Theorem 1.1 (III) in [6]; although \(X = \prod_{-\infty}^{+\infty} M\) may not be compact in Theorem 1.1 (III), \(X\) must be endowed with a metric such that \(T\) and \(T^{-1}\) are both Lipschitz (here, it is only required that the induced topology and the product topology are compatible).

We are also interested in the returning rates of a point to an arbitrarily small neighborhood of itself (that is, in a quantitative description of Poincaré’s recurrence). This question was originally studied by Barreira and Saussol in [5] (see also [4, 26] for a broader discussion about the topic and [2, 13] for other approaches to the problem). Considering now \((X, r)\) as a separable metric space and \(T\) as a Borel measurable transformation, one may define the lower and the upper recurrence rates of \(x \in X\) in the following way: define the return time of a point \(x \in X\) to the open ball \(B(x, s)\) by

\[
\tau_s(x) = \inf\{k \in \mathbb{N} \mid T^k x \in B(x, s)\},
\]

and the lower and the upper recurrence rates of \(x\), respectively, by

\[
R(x) = \liminf_{s \to 0} \frac{\log \tau_s(x)}{-\log s} \quad \text{and} \quad \overline{R}(x) = \limsup_{s \to 0} \frac{\log \tau_s(x)}{-\log s}.
\]
Under these conditions, they have showed (Theorem 2 in [3]) that $R(x) \leq \dim^{+}_H(\mu)$ for $\mu$-a.e. $x \in X$. Combining this result with Corollary 1.1, one has the following result.

**Corollary 1.2.** Let $(X, T)$ be a topological dynamical system and suppose that $\mathcal{M}_\mu$ is dense in $\mathcal{M}(T)$. Then, 

$$R = \{\mu \in \mathcal{M}(T) \mid R(x) = 0, \text{ for } \mu\text{-a.e. } x\}$$

is a residual subset of $\mathcal{M}(T)$.

As before, one may establish the same kind of comparison between Corollary 1.2 and Theorem 1.1 (V) in [6]: here, it is required that $X$ is compact (there, it is sufficient for $X$ to be Polish); here, the metric may be any one compatible with the product topology (there, it must be such that $T$ and $T^{-1}$ are both Lipschitz).

Returning to the full-shift system, we consider now the case where $X$ is perfect (that is, none of its points is isolated), compact, and endowed with a sub-exponential metric of the form (1).

**Theorem 1.3.** Let $q > 1$. Then, 

$$CD = \{\mu \in \mathcal{M}(T) \mid D^+_\mu(q) = +\infty\}$$

is a dense $G_\delta$ subset of $\mathcal{M}(T)$.

Theorems 1.1, 1.2, and 1.3 may be combined with Proposition 1.2 in order to produce the following result. Let $q \in N \setminus \{1\}$; if $\mu \in FD \cap CD$, then there exists a Borel set $Z \subset X$, $\mu(Z) = 1$, such that for each $x \in Z$, one has $\alpha_q(x) = D^+_\mu(q) = 0$ and $\pi_q(x) = D^+_\mu(q) = \infty$.

This means that if $x \in Z$, since $\alpha_q(x) = 0$, it follows that given $0 < \alpha < 1$ and $R > 0$, there exist a radial sequence $(\varepsilon_k)$, with $\varepsilon_k \in (0, R)$, and an $N_k = N_k(x, \alpha, R) \in \mathbb{N}$ such that, for each $n > N_k$, one has $C_q(x, n, \varepsilon_k) = \varepsilon_k^{(q-1)\alpha}$. Thus, there exists a scale (defined by $(\varepsilon_k)$) such that $F_k = \text{card} \{ (i_1 \cdots i_q) \in \{0, 1, \cdots, n \}^q \mid r(T^{ij}(x), T^{ij}(x)) \leq \varepsilon_k \}$ for each $0 \leq j, l \leq q \geq \varepsilon_k^{(q-1)\alpha} n^q$; in this scale, the quantity $F_k$ is of order $n^q$ for each $n$ and each $k$ large enough. This means that, at least in this scale, the orbit of a typical point (with respect to $\mu$) is very “tight” (it is some sense, similar to a periodic orbit).

Nonetheless, since $\pi_q(x) = +\infty$, it follows that given $\beta \gg 1$ and $S > 0$, there exist a radial sequence $(s_l)$, with $s_l \in (0, S)$, and an $N_l \in \mathbb{N}$ such that, for each $n > N_l$, one has $C_q(x, n, s_l) \leq s_l^{(q-1)\beta}$. Thus, there exists a scale such that $P_l = \text{card} \{ (i_1 \cdots i_q) \in \{0, 1, \cdots, n \}^q \mid r(f^{ij}(x), f^{ij}(x)) \leq s_l \}$ for each $0 \leq j, l \leq q \leq s_l^{(q-1)\beta} n^q$; in this scale, $P_l$ is of lesser order than $n^q$, which means that (at least in this scale) the orbit of a typical point spreads fast (leading to a behaviour which is similar to an hyperbolic system).

In summary, the orbit of a point $x \in Z$ has a very complex structure, being “tight” for some spatial scale, and spreading rapidly throughout the space for another scale.

Combining Corollary 1.1 and Theorem 1.3 with Proposition 1.2 one gets the following result.

**Corollary 1.3.** Let $(X, T)$ be the full-shift system, $X = \prod_{-\infty}^{\infty} M$, where $M$ is a perfect and compact metric space. Let $X$ be endowed with the metric (1). Then, 

$$HP = \{\mu \in \mathcal{M}_e \mid \dim^{+}_H(\mu) = 0 \text{ and } \dim^{-}_p(\mu) = \infty\}$$

is a residual subset of $\mathcal{M}(T)$. 
Again, one may compare Corollary 1.3 with Theorem 1.1 (III-IV). Here, X is perfect, compact and endowed with the metric (11). There, X is perfect, Polish, and endowed with any metric such that T and T⁻¹ are both Lipschitz.

By Corollary 1.3 each \( \mu \in HP \cap M_X \) is supported on a set \( Z \subset X \) with \( \dim_H(Z) = 0 \) and \( \dim_P(Z) = \infty \). Thus, Z is a dense and totally disconnected subset of X (suppose that Z is not dense; then, there exist \( x \in X \) and \( \varepsilon > 0 \) such that \( B(x, \varepsilon) \cap Z = \emptyset \). This results in \( 1 = \mu(Z) + \mu(B(x, \varepsilon)) \), which is an absurd, since \( \mu(B(x, \varepsilon)) > 0 \).

Finally, we may also say something about the typical lower and upper entropy dimensions of an invariant measure. Combining Theorems 1.2 and 1.3 with Proposition 1.2, the following result holds.

**Corollary 1.4.** Each of the sets

\[
ED_- = \{ \mu \in M(T) \mid D^- \mu(1) = 0 \}, \\
ED_+ = \{ \mu \in M(T) \mid D^+ \mu(1) = +\infty \}
\]

is residual in \( M(T) \).

The paper is organized as follows. In Section 2 we show that for each \( s \in (0,1) \) and each \( q > 1 \), both \( D := \{ \mu \in M \mid d^- \mu(s) = 0 \} \) (see Proposition 2.1 for a definition of \( d^- \mu(s) \)) and \( CD := \{ \mu \in M \mid D^+ \mu(q) = +\infty \} \) are \( G_\delta \) sets. In Section 3 we show that these sets are dense in \( M(T) \). Finally, we present in Section 4 the proof of Theorems 1.2 and 1.3.

## 2 \( G_\delta \) sets

In this section, X is always a compact metric space.

### 2.1 \( G_\delta \) sets for \( s \in (0,1) \)

Let \( \mu \in M \), let \( s \in (0,1) \) and let \( \mathcal{G} = \{ B(x_i, \varepsilon) \} \) be some countable covering of X by balls of radius \( \varepsilon > 0 \). Let \( \mathcal{G} = \{ B(x_i, \varepsilon) \} \subset \mathcal{G} \) be a sub-covering of X that also covers \( \text{supp}(\mu) \).

For each \( x \in B(x_i, \varepsilon) \), one has \( B(x_i, \varepsilon) \subset B(x, 2\varepsilon) \), from which follows that, for each \( x \in B(x_i, \varepsilon) \cap \text{supp}(\mu) \), \( \mu(B(x_i, \varepsilon))^{s-1} \geq \mu(B(x, 2\varepsilon))^{s-1} \); hence,

\[
I_\mu(s, 2\varepsilon) = \int_{\text{supp}(\mu)} \mu(B(x, 2\varepsilon))^{s-1} d\mu(x) \leq \sum_{x_i \in \mathcal{G}} \int_{B(x_i, \varepsilon) \cap \text{supp}(\mu)} \mu(B(x, 2\varepsilon))^{s-1} d\mu(x) \\
\leq \sum_{x_i \in \mathcal{G}} \int_{B(x_i, \varepsilon) \cap \text{supp}(\mu)} \mu(B(x_i, \varepsilon))^{s-1} d\mu(x) = \sum_{x_i \in \mathcal{G}} \mu(B(x_i, \varepsilon))^s \\
\leq \sum_{x_j \in \mathcal{G}} \mu(B(x_j, \varepsilon))^s
\]

(by \( x \in \mathcal{G} \) one means that \( B(x, \varepsilon) \in \mathcal{G} \); we will use this notation throughout the text).

Naturally, since X is a compact metric space, one can assume, without loss of generality, that \( \mathcal{G} \) is always a finite covering of X.
**Definition 2.1.** Let \( \mu \in \mathcal{M} \). One defines, for each \( s \in (0, 1) \) and each \( \varepsilon > 0 \),

\[
S_\mu(s, \varepsilon) = \inf_{\mathcal{G}} \sum_{x_j \in \mathcal{G}} \mu(B(x_j, \varepsilon)^s),
\]

where the infimum is taken over all finite coverings, \( \mathcal{G} \), of \( X \) by balls of radius \( \varepsilon \) (as above).

**Remark 2.1.** One must compare Definition 2.1 with Definition (8.6) in [23].

Let, for each \( x \in X \) and each \( \varepsilon > 0 \),

\[
\chi_{B(x, \varepsilon)}(y) = \begin{cases} 
1, & \text{if } d(x, y) < \varepsilon, \\
0, & \text{if } d(x, y) \geq \varepsilon,
\end{cases}
\]

and note that \( \mu(B(x, \varepsilon)) = \int \chi_{B(x, \varepsilon)}(y)d\mu(y) \). Since, for each \( x \in X \) and each \( \varepsilon > 0 \), \( \chi_{B(x, \varepsilon)} : X \to [0, 1] \) is not necessarily continuous, one needs to approximate, for each \( \varepsilon > 0 \), the mapping \( \mathcal{M} \times X \ni (\mu, x) \mapsto \mu(B(x, \varepsilon)) \in [0, 1] \) (in the product topology of \( \mathcal{M} \times X \)) by a continuous one. This motivates the next result.

**Lemma 2.1.** Fix \( \varepsilon > 0 \). Then, the function \( f_\varepsilon(\cdot, \cdot) : \mathcal{M} \times X \to [0, 1] \), given by the law

\[
f_\varepsilon(\mu, x) = \int f_\varepsilon^\mu(y)d\mu(y),
\]

where \( f_\varepsilon : X \to [0, 1] \) is defined by

\[
f_\varepsilon(y) = \begin{cases} 
1, & \text{if } d(x, y) \leq \varepsilon, \\
-\frac{d(x, y)}{\varepsilon} + 2, & \text{if } \varepsilon \leq d(x, y) \leq 2\varepsilon, \\
0, & \text{if } d(x, y) \geq 2\varepsilon,
\end{cases}
\]

is continuous.

**Proof.** This result is proven in [6] for any Polish metric space. We present its proof for the reader’s sake.

Note that, for each \( x \in X \) and each \( \varepsilon > 0 \), \( f_\varepsilon : X \to \mathbb{R} \) is a continuous function such that \( \chi_{B(x, \varepsilon)}(y) \leq f_\varepsilon(y) \leq \chi_{B(x, 2\varepsilon)}(y) \). Given that \( f_\varepsilon(y) \) depends only on \( d(x, y) \), it is straightforward to show that \( f_\varepsilon(x_n) \) converges uniformly to \( f_\varepsilon(x) \) on \( X \) when \( x_n \to x \).

We combine this remark with Theorems 2.13 and 2.15 in [11] in order to prove that \( f_\varepsilon(\mu, x) \) is continuous. Let \( (\mu_m) \) and \( (x_n) \) be sequences in \( \mathcal{M} \) and \( X \), respectively, such that \( \mu_m \to \mu \) and \( x_n \to x \). Firstly, we show that

\[
\lim_{m \to \infty} \lim_{n \to \infty} f_\varepsilon(\mu_m, x_n) = \lim_{m \to \infty} \lim_{n \to \infty} \int f_\varepsilon^\mu(y)d\mu_m(y) = f_\varepsilon(\mu, x).
\]

Since, for each \( y \in X \), \( |f_\varepsilon^\mu(y)| \leq 1 \), it follows from dominated convergence that, for each \( m \in \mathbb{N} \), \( \lim_{n \to \infty} \int f_\varepsilon^\mu(y)d\mu_m(y) = \int f_\varepsilon^\mu(y)d\mu_m(y) \). Now, since \( f_\varepsilon \) is continuous, it follows from the definition of weak convergence that

\[
\lim_{m \to \infty} \lim_{n \to \infty} \int f_\varepsilon^\mu(y)d\mu_m(y) = \lim_{m \to \infty} \int f_\varepsilon^\mu(y)d\mu_m(y) = f_\varepsilon(\mu, x).
\]
The next step consists in showing that, for each \( n \in \mathbb{N} \), the function \( \varphi_n : X \to \mathbb{N} \), defined by \( \varphi_n(m) := f_\varepsilon(\mu_m, x_n) \), converges uniformly in \( m \in \mathbb{N} \) to \( \varphi(m) := \lim_{n \to \infty} f_\varepsilon(\mu_m, x_n) = \int f_\varepsilon(y) d\mu_m(y) \). Let \( \delta > 0 \) and fix \( m \in \mathbb{N} \). Since \( f_\varepsilon(\mu_m, x_n) \) converges uniformly to \( f_\varepsilon(y) \), there exists \( N \in \mathbb{N} \) such that, for each \( n \geq N \) and each \( y \in X \), \( |f_\varepsilon(\mu_m, x_n) - f_\varepsilon(y)| < \delta \). Then, one has, for each \( n \geq N \) and each \( m \in \mathbb{N} \),

\[
|\varphi_n(m) - \varphi(m)| = \left| \int f_\varepsilon(\mu_m, x_n) d\mu_m(y) - \int f_\varepsilon(y) d\mu_m(y) \right| \leq \int |f_\varepsilon(\mu_m, x_n) - f_\varepsilon(y)| d\mu_m(y) < \delta.
\]

It follows from Theorem 2.15 in [11] that \( \lim_{n,m \to \infty} f_\varepsilon(\mu_m, x_n) = f_\varepsilon(\mu, x) \). Given that each of the limits \( \lim_{n \to \infty} f_\varepsilon(\mu_m, x_n) = \int f_\varepsilon(y) d\mu_m(y) \) and \( \lim_{n \to \infty} f_\varepsilon(\mu_m, x_n) = \int f_\varepsilon(y) d\mu_m(y) \) exists, for each \( m \in \mathbb{N} \) and each \( n \in \mathbb{N} \) respectively, Theorem 2.13 in [11] implies that

\[
\lim_{m \to \infty} \lim_{n \to \infty} f_\varepsilon(\mu_m, x_n) = \lim_{n \to \infty} \lim_{m \to \infty} f_\varepsilon(\mu_m, x_n) = \lim_{n \to \infty} f_\varepsilon(\mu_m, x_n) = f_\varepsilon(\mu, x).
\]

Hence, if \( (\mu_n, x_n) \) is some sequence in \( \mathcal{M} \times X \) such that \( (\mu_n, x_n) \to (\mu, x) \), then \( \lim_{n \to \infty} f_\varepsilon(\mu_n, x_n) = f_\varepsilon(\mu, x) \).

**Definition 2.2.** Let \( \mu \in \mathcal{M} \). One defines, for each \( s \in (0, 1) \) and each \( \varepsilon > 0 \),

\[
W_\mu(s, \varepsilon) = \inf_{\mathcal{G}} \sum_{x_j \in \mathcal{G}} f_\varepsilon(\mu, x_j)^s,
\]

where the infimum is taken over all finite coverings, \( \mathcal{G} \), of \( X \) by balls of radius \( \varepsilon \), and \( f_\varepsilon(\mu, x_j) \) is defined in the statement of Lemma 2.1.

**Proposition 2.1.** Let \( s \in (0, 1) \) and let \( \mu \in \mathcal{M} \). Then,

\[
d^-_\mu(s) := \lim_{\varepsilon \to 0} \frac{\log W_\mu(s, \varepsilon)}{(s - 1) \log \varepsilon} = \lim_{\varepsilon \to 0} \frac{\log S_\mu(s, \varepsilon)}{(s - 1) \log \varepsilon}.
\]

Moreover, \( D^-_\mu(s) \leq d^-_\mu(s) \).

**Proof.** Let \( \varepsilon > 0 \). Then, one has

\[
I_\mu(s, \varepsilon) \leq S_\mu(s, \varepsilon /2) \leq W_\mu(s, \varepsilon /2) \leq S_\mu(s, \varepsilon),
\]

from which the results follow. The first inequality above comes from [41]. The remaining inequalities come from \( \mu(B(x, \varepsilon/2)) \leq f_\varepsilon/2(\mu, x)^s \leq \mu(B(x, \varepsilon)) \), valid for each \( x \in X \).

**Remark 2.2.** One may compare Proposition 2.1 with Theorem 8.4 (1) in [23].

**Proposition 2.2.** Let \( \varepsilon > 0 \), let \( s \in (0, 1) \), and let \( \mathcal{G} = \{B(x_i, \varepsilon)\}_{i=1}^L \) be a finite covering of \( X \) by open balls of radius \( \varepsilon \). Then, the function

\[
H_\mathcal{G} : \mathcal{M} \to \mathbb{R}^+, \quad H_\mathcal{G}(\mu) = \sum_{l=1}^L f_\varepsilon(\mu, x_l)^s,
\]

is continuous in the weak topology.

---
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Proof. Let $(\mu_n)$ be a sequence in $\mathcal{M}$ such that $\mu_n \to \mu$. Since, for each $l = 1, \ldots, L$, the mapping $\mathcal{M} \ni \mu \mapsto f_\varepsilon(\mu, x_l) \in \mathbb{R}_+$ is continuous (by Lemma 2.1), it follows that $H_\varepsilon(\mu) = \sum_{l \in L} f_\varepsilon(\mu, x_l)^{s_l}$ is also continuous, being a finite sum of continuous functions.

**Proposition 2.3.** Let $s \in (0, 1)$. Then, $D^*_s = \{ \mu \in \mathcal{M} \mid d^*_s(\mu) = 0 \}$ is a $G_\delta$ subset of $\mathcal{M}$.

Proof. Let $\mu \in \mathcal{M}$ and let $\varepsilon > 0$. Define $h : \mathcal{M} \to (0, +\infty)$ by the law $h(\mu) = W^0(\mu, s, \varepsilon) = \inf_{G} \sum_{x_j \in G} f_\varepsilon(\mu, x_j)^{s_j}$ (where the infimum is taken over all finite coverings, $G$, of $\mathcal{X}$ by open balls of radius $\varepsilon$) and $g_\varepsilon : (0, +\infty) \to \mathbb{R}$ by the law $g_\varepsilon(r) = \frac{\log(r)}{(s - 1)\log \varepsilon}$. Note that, for each $k \in \mathbb{N}$, $g_\varepsilon^{-1}((0, 1/k)) = (0, a_k)$, where $a_k = g_\varepsilon^{-1}(1/k)$.

It follows from Proposition 2.2 that $h$ is upper semicontinuous, and thus, for each $k \in \mathbb{N}$, $(g_\varepsilon \circ h)^{-1}((0, 1/k)) = h^{-1}(g_\varepsilon^{-1}((0, 1/k)))$ is open in $\mathcal{M}$. Since

$$D^*_s = \left\{ \mu \in \mathcal{M} \left| \liminf_{\varepsilon \to 0} \frac{\log W^0(\mu, s, \varepsilon)}{(s - 1)\log \varepsilon} = 0 \right. \right\}$$

$$= \bigcap_{k \in \mathbb{N}} \bigcup_{t > 1} \left\{ \mu \in \mathcal{M} \left| \frac{\log W^0(\mu, 1/t)}{(s - 1)\log 1/t} < \frac{1}{k} \right. \right\}$$

$$= \bigcap_{k \in \mathbb{N}} \bigcup_{t > 1} (g_{1/t} \circ h)^{-1}((0, 1/k)),$$

the result follows.

2.2 $G_\delta$ sets for $q > 1$

**Lemma 2.2.** Let, for each $q > 1$ and each $\varepsilon > 0$, $\mathcal{M} \ni \mu \mapsto J_\mu(q, \varepsilon) \in [0, 1]$ be defined by the law

$$J_\mu(q, \varepsilon) = \int f_\varepsilon(\mu, x)^{q-1} d\mu(x).$$

Then,

$$D^*_\mu(q) = \limsup_{\varepsilon \to 0} \frac{\log J_\mu(q, \varepsilon)}{\log(\varepsilon)},$$

where $f_\varepsilon(\mu, x) = \int f_\varepsilon^q(y) d\mu(y)$ is defined in the statement of Lemma 2.1. Moreover, the mapping $\mathcal{M} \ni \mu \mapsto J_\mu(q, \varepsilon) \in [0, 1]$ is continuous.

**Proof.** Step 1. Note that, for each $\varepsilon \in (0, 1)$, $J_\mu(q, \varepsilon) \leq I_\mu(q, \varepsilon) \leq J_\mu(q, 2\varepsilon)$. Then, $\frac{\log J_\mu(q, \varepsilon)}{\log(\varepsilon)} \geq \frac{\log I_\mu(q, \varepsilon)}{\log(\varepsilon)}$, from which follows that

$$D^*_\mu(q) = \limsup_{\varepsilon \to 0} \frac{\log I_\mu(q, \varepsilon)}{\log(\varepsilon)} = \limsup_{\varepsilon \to 0} \frac{\log J_\mu(q, \varepsilon)}{\log(\varepsilon)}.$$

Step 2. We prove that, for each $\varepsilon > 0$, the mapping $\mathcal{M} \ni \mu \mapsto J_\mu(q, \varepsilon) \in [0, 1]$ is continuous. Let $(\mu_n)$ and $(\mu_m)$ be sequences in $\mathcal{M}$ such that $\mu_n \to \mu$ and $\mu_m \to \nu$. We shall prove that

$$\lim_{n,m \to \infty} J_{\mu_n, \mu_m}(q, \varepsilon) = \lim_{n,m \to \infty} \int \left( \int f_\varepsilon^q(y) d\mu_n(y) \right)^{q-1} d\mu_m(x) = J_{\mu, \nu}(q, \varepsilon).$$
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 Firstly, we show that 
\[
\lim_{m \to \infty} \lim_{n \to \infty} \int f_\varepsilon(\mu_n, x)^{q-1} d\mu_m(x) = J_{\mu, \nu}(q, \varepsilon).
\]
Since \( f_\varepsilon(\cdot) \) is continuous and \( \mu_n \to \mu \), it follows that \( \lim_{n \to \infty} f_\varepsilon(\mu_n, x) = \int f_\varepsilon(\mu, x) d\mu(y) \).

Clearly, for each \( x \in X \) and each \( n \in \mathbb{N} \), \( |f_\varepsilon(\mu_n, x)|^{q-1} \leq 1 \); thus, by the dominated convergence theorem,
\[
\lim_{m \to \infty} \lim_{n \to \infty} \int f_\varepsilon(\mu_n, x)^{q-1} d\mu_m(x) = \lim_{m \to \infty} \int f_\varepsilon(\mu, x)^{q-1} d\mu_m(x). \tag{5}
\]
Note that, for each \( \mu \in \mathcal{M} \), the mapping \( X \ni x \mapsto f_\varepsilon(x, \mu) \in \mathbb{R}_+ \) is continuous. Indeed, let \( (x_l) \) be a sequence in \( X \) such that \( x_l \to x \). Since \( f_\varepsilon(x, \cdot) \) converges uniformly to \( f_\varepsilon(x, \cdot) \), and for each \( y \in X \) and each \( l \in \mathbb{N} \), \( |f_\varepsilon(x_l, y)| \leq 1 \), it follows again from the dominated convergence theorem that
\[
\lim_{l \to \infty} f_\varepsilon(x, x_l) = \lim_{l \to \infty} \int f_\varepsilon(x_l, y) d\mu(y) = \int f_\varepsilon(x, y) d\mu(y) = f_\varepsilon(x, \mu).
\]
Thus, one gets from (5) that
\[
\lim_{m \to \infty} \int f_\varepsilon(\mu, x)^{q-1} d\mu_m(x) = \int f_\varepsilon(\mu, x)^{q-1} d\mu(x) = J_{\mu, \nu}(q, \varepsilon).
\]

Now, we show that for each \( n \in \mathbb{N} \), the function \( \varphi_n : \mathbb{N} \to \mathbb{N} \) defined by the law \( \varphi_n(m) := J_{\mu_n, \mu_m}(q, \varepsilon) \), converges uniformly on \( m \in \mathbb{N} \) to \( \varphi(m) := \lim_{n \to \infty} J_{\mu_n, \mu_m}(q, \varepsilon) = \int f_\varepsilon(\mu, x)^{q-1} d\mu_m(x) \).

Namely, let \( \delta > 0 \) and let \( m \in \mathbb{N} \). Since \( (\mathcal{M}, r_1) \times (X, \rho) \) is compact and, by Lemma 2.1, \( f_\varepsilon(\cdot, \cdot) : \mathcal{M} \times X \to [0, 1] \) is continuous, \( f_\varepsilon(\cdot, \cdot, \cdot) \) is in fact uniformly continuous on \( \mathcal{M} \times X \). Note also that the function \( h : [0, 1] \to [0, 1] \), given by the law \( h(x) = x^{q-1} \), is continuous on \([0, 1] \); then, \( h \circ f : \mathcal{M} \times X \to [0, 1] \) is uniformly continuous. Hence, there exists an \( \eta > 0 \) such that, for each \( (\tilde{\mu}, \tilde{x}) \in \mathcal{M} \times X \) and each \( (\mu, x) \in B((\tilde{\mu}, \tilde{x}), \eta) := \{ (\nu, y) \in \mathcal{M} \times X \mid d((\tilde{\mu}, \tilde{x}), (\nu, y)) < \eta \} \),
\[
|f_\varepsilon(\mu, x)^{q-1} - f_\varepsilon(\tilde{\mu}, \tilde{x})^{q-1}| < \delta \quad (\mathcal{M} \times X \text{ is endowed with the product metric } d((\mu, x), (\nu, y)) = r_1(\mu, \nu) + \rho(x, y), \text{ whose induced topology is equivalent to the product topology in } \mathcal{M} \times X.)
\]
Since \( \mu_n \to \mu \), there exists an \( N \in \mathbb{N} \) such that, for each \( n > N \), \( r_1(\mu_n, \mu) < \eta \). Thus, for each \( x \in X \) and each \( n > N \), \( d((\mu_n, x), (\mu, x)) = r_1(\mu_n, \mu) + \rho(x, x) < \eta \), which results in \( (\mu_n, x) \in B((\mu, x), \eta) \). Thus, by the uniform continuity of \( h \circ f \), it follows that, for each \( x \in X \) and each \( n > N \),
\[
\left| \int f_\varepsilon(x, \mu_n)^{q-1} d\mu_m(x) - \int f_\varepsilon(x, \mu)^{q-1} d\mu_m(x) \right| < \delta.
\]
This proves that \( \varphi_n(m) \to \varphi(m) \) uniformly on \( m \in \mathbb{N} \). It follows, therefore, from Theorems 2.13 and 2.15 in [III] that
\[
\lim_{n,m \to \infty} J_{\mu_n, \mu_m}(q, \varepsilon) = \lim_{m \to \infty} \lim_{n \to \infty} \int \left( \int f_\varepsilon(x, \mu_n)^{q-1} d\mu_m(x) \right)^{q-1} d\mu_m(x) = J_{\mu, \nu}(q, \varepsilon).
\]
Since $J_\mu(q, \varepsilon)$ is the restriction of $J_{\mu,\nu}(q, \varepsilon)$ to the diagonal set $D \subset M \times M$, one gets

$$\lim_{n \to \infty} J_{\mu_n,\mu_n}(q, \varepsilon) = \lim_{n \to \infty} J_{\mu_n}(q, \varepsilon) = J_\mu(q, \varepsilon).$$

This shows that the mapping $M \ni \mu \mapsto J_\mu(q, \varepsilon) \in [0,1]$ is continuous in the weak topology.

**Proposition 2.4.** Let $\alpha > 0$ and $q > 1$. Then, each of the sets

$$D_+ = \{ \mu \in M \mid D_\mu^+(q) \geq \alpha \}$$

$$D_- = \{ \mu \in M \mid D_\mu^+(q) = 0 \}$$

is $G_\delta$ subset of $M$.

**Proof.** We just prove the first statement. Let $\mu \in M$. It follows from Lemma 2.2 that, for each $\varepsilon > 0$,

$$\liminf_{t \to 0} t^{-\alpha} J_\mu(q, t) = 0 \Rightarrow D_\mu^+(q) \geq \alpha \Rightarrow \liminf_{t \to 0} t^{-\alpha + \varepsilon} J_\mu(q, t) = 0,$$

which results in

$$\bigcap_{n > 0} \bigcup_{k > 0} \bigcup_{t > k} \left\{ \mu \in M \mid t^{-\alpha} J_\mu(q, t) < \frac{1}{n} \right\} \subseteq \left\{ \mu \in M \mid D_\mu^+(q) \geq \alpha \right\}$$

$$\subseteq \bigcap_{n > 0} \bigcup_{k > 0} \bigcup_{t > k} \left\{ \mu \in M \mid t^{-\alpha + \varepsilon} J_\mu(q, t) < \frac{1}{n} \right\}.$$ 

Replacing $\alpha$ by $\alpha - \varepsilon$ in the last paragraph and taking $\varepsilon = \frac{1}{l}$, one gets

$$\bigcap_{l > 0} \bigcap_{n > 0} \bigcup_{k > 0} \bigcup_{t > k} \left\{ \mu \in M \mid t^{-\alpha + \frac{1}{l}} J_\mu(q, t) < \frac{1}{n} \right\} = \bigcap_{l > 0} \left\{ \mu \in M \mid D_\mu^+(q) \geq \alpha - \frac{1}{l} \right\}$$

$$\subseteq \bigcap_{l > 0} \left\{ \mu \in M \mid D_\mu^+(q) \geq \alpha \right\}.$$ 

Now, one just needs to prove that, for each $k, l, n \in \mathbb{N}$ and each $t > k$,

$$\left\{ \mu \in M \mid t^{-\alpha + \frac{1}{l}} J_\mu(q, t) < \frac{1}{n} \right\} = \left(t^{-\alpha + \frac{1}{l}} J_\mu(q, t)\right)^{-1}([0,1/n])$$

is an open set in $M$; this is a direct consequence of Lemma 2.2.

### 3 Dense sets

**Proposition 3.1.** Let $(X, T)$ be a topological dynamical system, assume that $M_p$ is dense in $M(T)$, and let $s \in (0,1)$. Then, $D_s^- = \{ \mu \in M(T) \mid d_\mu^-(\mu) = 0 \}$ is a dense subset of $M(T)$.

**Proof.** Let $\{\mu_n\}_{n \in \mathbb{N}}$ be a dense subset of $M_p$ (recall that $M_p$ is separable), and let $\mu \in \{\mu_n\}_{n \in \mathbb{N}}$ be a $T$-periodic measure associated with the $T$-periodic point $x \in X$, whose period is $k_x$. Set
\( \varepsilon_0 = \min_{0 \leq i \neq j \leq k_x-1} \{ d(x_i, x_j) \mid x_l := T^l(x) \}, \) set \( A = \{ x, T(x), \ldots, T^{k_x-1}(x) \} \), and let \( \varepsilon \in (0, \min \{ 1, \varepsilon_0 \}) \).

Since \( X \) is a compact metric space and \( C = X \setminus \bigcup_{z \in A} B(z, \varepsilon) \) is closed, \( C \) is also compact. Let \( G_1 = \{ B(y_n, \varepsilon) \}_{y_n \in C} \) be a finite covering of \( C \), and set \( \tilde{G} = G_1 \cup \{ B(z, \varepsilon) \}_{z \in A} \). By construction, each \( z \in A \) belongs to only one element of \( \tilde{G} \) (namely, \( B(z, \varepsilon) \)), and for each \( y_n \in G_1 \), \( \mu(B(y_n, \varepsilon)) = 0 \). Thus,

\[
S_\mu(s, \varepsilon) = \inf_{z_j \in \tilde{G}} \sum_{z_j \in G} \mu(B(z_j, \varepsilon))^s \leq \sum_{w \in \tilde{G}} \mu(B(w, \varepsilon))^s = k_x^{1-s},
\]

from which follows that

\[
\frac{\log S_\mu(s, \varepsilon)}{(s-1) \log \varepsilon} \leq \frac{\log(k_x^{1-s})}{(s-1) \log \varepsilon}.
\]

Letting, \( \varepsilon \to 0 \), one gets \( d^s(\nu) = 0 \).

**Remark 3.1.** The fact that \( M_p \) is dense in \( M(T) \) is particularly true for the full-shift over \( X = \prod_{x=1}^{\infty} M \), where \( M \) is a Polish space; see \([19, 28]\).

From now on, we endow \( X = M^Z \) with the following metric (which corresponds to the choice \( a_n := n^2, n \in \mathbb{N} \cup \{ 0 \} \)) in \([1]\):

\[
r(x, y) = \sum_{|n| \geq 0} \min \left\{ \frac{1}{n^2 + 1}, d(x_n, y_n) \right\}.
\]

**Remark 3.2.** Although we use this metric in what follows, the results presented below are also valid for any sub-exponential metric as defined by \([1]\). We have made this particular choice in order to simplify the exposition of the main arguments (see also Remark \([3,3]\).

Next, we prove that \( CD = \{ \mu \in M(T) \mid D_\mu^+(q) = +\infty \} \) is a dense subset of \( M(T) \). Our strategy involves a modified version of the energy function \([3]\): for each \( q > 1 \), each \( \varepsilon > 0 \), each \( n \in \mathbb{N} \) and each \( \mu \in M(T) \), set

\[
I_\mu^n(q, \varepsilon) := \int \mu(B^n(x, \varepsilon))^q \, d\mu(x),
\]

where \( B^n(x, \varepsilon) := \cdots \times M \times \cdots \times M \times B_M(x-n, \varepsilon) \times \cdots \times B_M(x, \varepsilon) \times M \times \cdots \times M \times \cdots \), and \( B_M(z, \varepsilon) := \{ w \in M \mid d(w, z) < \varepsilon \} \).

**Lemma 3.1.** Let \( \varepsilon > 0 \). Then, there exists an \( n_0 \in \mathbb{N} \) such that, for each \( x \in X \), \( B(x, \varepsilon) \subseteq B^{n_0}(x, \varepsilon) \).

**Proof.** Let \( x \in X \) and let \( y \in B(x, \varepsilon) \); then, for each \( n \in \mathbb{Z} \), \( \min \left\{ \frac{1}{n^2 + 1}, d(x_n, y_n) \right\} \leq \varepsilon \). Set \( n_0 := \left\lfloor \left( \frac{1}{\varepsilon} - 1 \right)^{-1/2} \right\rfloor + 1 \). Since \( \frac{1}{(n_0+1)^2 + 1} \leq \varepsilon < \frac{1}{n_0^2 + 1} \), it follows that, for each \( |n| < n_0 \), \( \min \left\{ \frac{1}{n^2 + 1}, d(x_n, y_n) \right\} = d(x_n, y_n) < \varepsilon \). Therefore, \( y \in B^{n_0}(x, \varepsilon) \).

**Proposition 3.2.** Let \( q > 1 \). Then,

\[
D_\mu^+(q) = \limsup_{\varepsilon \to 0} \frac{\log I_\mu^n(q, \varepsilon)}{(q-1) \log \varepsilon} \geq D_\mu^+ \left( n_0(q, \varepsilon) := \limsup_{\varepsilon \to 0} \frac{\log I_\mu^{n_0}(q, \varepsilon)}{(q-1) \log \varepsilon} , \right.
\]

where \( n_0 = n_0(\varepsilon) \) is given by Lemma \( [3,3] \).
In what follows, $X$ is a perfect and compact metric space. The fact that $X$ has no isolated points is required for the following result, which is a generalization of Lemma 6 in [27] (see also [6]).

**Lemma 3.2.** Let $\mu \in \mathcal{M}(T)$ and let $s_0 > 0$. Then, $\mu$ can be approximated by $T$-periodic measures of the form $\mu_\rho \in \mathcal{M}(T)$, where $x = (x_i) \in X$ is a $T$-periodic point with period $s \geq s_0$ and $x_i \neq x_j$ if $i \neq j$, $i, j = 1, \ldots, s$.

**Proposition 3.3.** Let $\mu \in \mathcal{M}(T)$ and let $q > 1$. Then, each (weak) neighborhood, $V$, of $\mu$ contains a $\rho \in \mathcal{M}(T)$ such that $D_\rho^+(q) = +\infty$.

**Proof.** Let $\delta > 0$ and set

$$V = V_\mu(f_1, \ldots, f_d; \delta) = \left\{ \sigma \in \mathcal{M} \mid \left| \int f_j d\mu - \int f_j d\sigma \right| < \delta, j = 1, \ldots, d \right\},$$

where each $f_j \in C(M^Z)$ (this is the set of continuous real valued functions on $M^Z$, endowed with the supremum norm). One can further assume that there exists an $N$ such that, for each $j = 1, \ldots, d$, one has $f_j(x) = f_j(y)$ if, for each $|i| \leq N$, $x_i = y_i$. Note that, since $M$ is compact, functions of this type form a dense set in $C(M^Z)$.

Let $L = \sup\{|f_j(x)| \mid x \in M^Z, j = 1, \ldots, d\}$, let $\kappa > 0$ be such that

$$\kappa < (8L)^{-1} 2^(-(2N+1)\delta),$$

$$1 - (1 - \kappa)^2 < (8L)^{-1} \delta, \tag{6}$$

and set $s_0 = 1 + \left(1 - \frac{\kappa}{1 - (1 - \kappa)^2}\right)^{1/(q-1)}$. It follows from Lemma 3.2 that there exists a $T$-periodic point $w = (w_i) \in M^Z$, with period $s \geq s_0$, such that for each $i \neq j$, $i, j = 1, \ldots, s$, $w_i \neq w_j$ and $\mu_w \in V_\mu(f_1, \ldots, f_d; \delta/2)$.

Following the proof of Lemma 7 in [27], one defines, for each fixed $s \geq s_0$, a Markov chain $\rho$ whose states are $w_1, \ldots, w_s$, whose initial probabilities are given by the $s$-tuple $(1/s, \ldots, 1/s)$, and whose transition probabilities are given by the $s \times s$-matrix $p_{ij}$, where

$$p_{s1} = 1 - \kappa,$$

$$p_{i+1} = 1 - \kappa \quad \text{for } i = 1, \ldots, s-1,$$

$$p_{ij} = \frac{\kappa}{s-1} \quad \text{otherwise}.$$

One can show (see the proof of Lemma 7 in [27]) that $\rho \in V_{\mu_w}(f_1, \ldots, f_d; \delta/2)$, from which follows that $\rho \in V_\mu(f_1, \ldots, f_d; \delta)$.

Now, by Proposition 3.2, one just needs to prove that $D_\rho^+(q) = \infty$. Let $\varepsilon \in (0, \min\{1, \varepsilon_0\})$, with $\varepsilon_0 := \min\{|w_i - w_l| : i, l = 1, \ldots, s\}$, and set $n = n_0(\varepsilon)$.

Set $C^n = [-n; a_{i-n}, \ldots, a_n] = \{(y_i)_{i \in \mathbb{Z}} \in X \mid y_n = a_{i-n}, \ldots, y_n = a_n\}$, with $a_{i-n}, \ldots, a_n \in \{w_1, \ldots, w_s\}$. For each $x \in C^n$, it is clear from the choice of $\varepsilon$ that $C^n \subset B^n(x, \varepsilon) = \{(y_i)_{i \in \mathbb{Z}} \in X \mid y_i = x_i, \varepsilon \}$ and that $\rho(B^n(x, \varepsilon)) = \rho(C^n)$. Note that if $z \in X$ is such that there exists $i = -n, \ldots, n$ so that $z_i \notin \{w_1, \ldots, w_s\}$, then $\rho(B^n(z, \varepsilon)) = 0$. Hence, $\rho(B^n(z, \varepsilon)) \neq 0$ if and only if, for each $i = -n, \ldots, n$, $z_i \in \{w_1, \ldots, w_s\}$.  
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Note that, as in Lemma 7 in [27], there are \( s^{2n+1} \) \( C^n \)-like sets that can be split into two groups, say \( P \) and \( Q \). \( P \) consists of those \( s \) sets which contain an element of the orbit of \( w \). The second group, \( Q \), splits into the groups \( Q_1, \ldots, Q_{2n} \), where \( Q_p \) is the group of those \( s \) \((2^n) (s-1)^p\) \( C^n \)-like sets for which there are exactly \( p \) places \( i = -n, \ldots, n \) where \( a_{i+1} \) is not the natural follower of \( a_i \), in the sense that if \( a_i = w_l \) and \( a_{i+1} = w_m \), then \( m \neq l+1 \) (mod \( s \)).

Thus,

\[
\int \rho(B^n(x, \varepsilon))^{q-1} d\rho(x) = \sum_{j=1}^{s^{2n+1}} \int_{\{C^n_j\}} \rho(B^n(x, \varepsilon))^{q-1} d\rho(x) + \int_{\bigcup_{j=1}^{s^{2n+1}} \{C^n_j\},j=1} \rho(B^n(x, \varepsilon))^{q-1} d\rho(x)
\]

\[
= \sum_{j=1}^{s^{2n+1}} \int_{\{C^n_j\}} \rho(C^n_j)^{q-1} d\rho(x) = \sum_{j=1}^{s^{2n+1}} \rho(C^n_j)^{q-1} \rho(C^n_j)
\]

\[
= \sum_{j=1}^{s^{2n+1}} \rho(C^n_j)^q = \sum_{C^n \in P} \rho(C^n)^q + \sum_{p=1}^{2n} \sum_{C^n \in Q_p} \rho(C^n)^q
\]

\[
= s \left( \frac{1}{s} (1 - \kappa)^{2n} \right)^q + \sum_{p=1}^{2n} \sum_{C^n \in Q_p} \frac{1}{s^q p_{a_{n-1}, a_n} \cdots p_{a_{n-1}, a_n}}.
\]

Now,

\[
\sum_{C^n \in Q_p} \frac{1}{s^q p_{a_{n-1}, a_{n-1}} \cdots p_{a_{n-1}, a_n}} = s \left( \frac{2n}{p} \right) (s-1)^p \left( \frac{\kappa^q}{s-1} \right)^p (1 - \kappa)^{(2n-p)q},
\]

and therefore,

\[
\sum_{p=1}^{2n} \sum_{C^n \in Q_p} \frac{1}{s^q p_{a_{n-1}, a_{n-1}} \cdots p_{a_{n-1}, a_n}} = s^{1-q} \sum_{p=1}^{2n} \left( \frac{2n}{p} \right) (s-1)^p \left( \frac{\kappa^q}{s-1} \right)^p ((1 - \kappa)^q)^{(2n-p)}
\]

\[
= s^{1-q} \left( ((s-1)^{1-q} \kappa^q + (1 - \kappa)^q)^{2n} - (1 - \kappa)^{2nq} \right).
\]

Thus, combining (7) with (8), one gets

\[
\int \rho(B^n(x, \varepsilon))^{q-1} d\rho(x) = s^{1-q} \left[ (1 - \kappa)^{2nq} + ((s-1)^{1-q} \kappa^q + (1 - \kappa)^q)^{2n} - (1 - \kappa)^{2nq} \right]
\]

\[
= s^{1-q} \left( ((s-1)^{1-q} \kappa^q + (1 - \kappa)^q)^{2n} \right).
\]

Recall that, by Lemma 3.1, one has \( n \geq \left( \frac{1}{\varepsilon} \right) - \frac{1}{2} - 1 \). Note also that, by the definition of \( s_0 \), \log \((s-1)^{1-q} \kappa^q + (1 - \kappa)^q) < 0 \). Thus,

\[
\log \int \rho(B^n(x, \varepsilon))^{q-1} d\rho(x) = \log \left( s^{1-q} \left( (s-1)^{1-q} \kappa^q + (1 - \kappa)^q \right)^{2n} \right)
\]

\[
= (1 - q) \log s + 2n \log (s-1)^{1-q} \kappa^q + (1 - \kappa)^q
\]

\[
\leq (1 - q) \log s + 2(1/\varepsilon - 1)^{-1/2} - 2 \log (s-1)^{1-q} \kappa^q + (1 - \kappa)^q,
\]

from which follows that

\[
\frac{\log \int \rho(B^n(x, \varepsilon))^{q-1} d\rho(x)}{(q-1) \log \varepsilon} \geq \frac{(1 - q) \log s - 2 \log (s-1)^{1-q} \kappa^q + (1 - \kappa)^q}{(q-1) \log \varepsilon} + \frac{2 \log (s-1)^{1-q} \kappa^q + (1 - \kappa)^q}{(q-1) (1/\varepsilon - 1)^{-1/2}}.
\]
Letting $\varepsilon \to 0$, one gets $D_{\mu,n}^+(q) = +\infty$.

**Remark 3.3.** It is clear from inequality (9) that the metric $r$ for which the previous result is valid must necessarily be sub-exponential, since in this case, $\lim_{\varepsilon \to 0} \frac{h(\varepsilon)}{\log \varepsilon} = +\infty$, where $h$ is the inverse of the (invertible) function $f : [0, \infty) \to (0, \infty)$, defined in such a way that, for each $n \in \mathbb{N} \cup \{0\}$, $f(n) := a_n$ (see the discussion immediately after (11)). Thus, if $r$ is at least exponential, then the previous argument is insufficient, at best.

## 4 Proof of the Theorems 1.2 and 1.3

**Proof (Theorem 1.2).** Since, by Proposition 2.4,

$$D_* = \{ \mu \in \mathcal{M}(T) \mid d_q^-(\mu) = 0 \} \subset FD = \{ \mu \in \mathcal{M}(T) \mid D_q^-(\mu) = 0 \},$$

the result follows from Propositions 2.3 and 3.1.

**Proof (Theorem 1.3).** The result is a direct consequence of Propositions 2.4, 3.2 and 3.3.
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