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ABSTRACT
The constantly growing size of real-world networks is a great challenge. Therefore, building a compact version of networks allowing their analyses is a must. Backbone extraction techniques are among the leading solutions to reduce network size while preserving its features. Coarse-graining merges similar nodes to reduce the network size, while filter-based methods remove nodes or edges according to a specific statistical property. Since community structure is ubiquitous in real-world networks, preserving it in the backbone extraction process is of prime interest. To this end, we propose a filter-based method. The so-called “modularity vitality backbone” removes nodes with the lower contribution to the network’s modularity. Experimental results show that the proposed strategy outperforms the “overlapping nodes ego backbone” and the “overlapping nodes and hub backbone.” These two backbone extraction processes recently introduced have proved their efficacy to preserve better the information of the original network than the popular disparity filter.
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1 Introduction
Complex networks, such as communication, biological, transportation, and contact networks, are widely analyzed. The daily production of data results in tremendously large real-world networks. Consequently, the analysis of such networks containing millions of nodes and billions of edges is more and more challenging, if not impossible, due to memory and time constraints. Thus, suitable extraction of the pertinent nodes and edges that preserve the essential information while reducing the size of the network is fundamental. Network backbones offer a way to do so. Two main research paths tackle this problem: coarse-grain backbones or filter-based backbones. In the former, one clusters together nodes sharing similarities to reduce the network size [1][2]. In the latter, one removes nodes or edges from the network based on a given property [3][4]. The community structure is one of the significant properties in real-world networks. Indeed, it heavily determines their dynamics and their underlying functionalities [5]. It is generally illustrated by dense regions of connected nodes that barely connect from one region to another. Communities can be non-overlapping or overlapping [6], hierarchical [7], and attributed [8]. Community detection is one of the most prolific research areas in network science. It relies on numerous measures quantifying the quality of the community structure. Modularity is among the most popular [9]. It compares the density of connections of the uncovered community structure with a similar random network. The higher the modularity, the higher the confidence in the tight community structure of the network.

Recent works have shown that one can exploit the community structure efficiently to extract backbones [10][11]. Inspired by these works, we propose a filtering technique based on the preservation of the community structure of the network. It exploits the community structure using the concept of vitality. Vitality quantifies the contribution of a node to a given quality measure by removing this node and computing the variation of the quality measure. To assess its importance, we compute modularity as a quality measure, with and without the node in question. Then, one ranks the nodes from
the lowest contribution on modularity to the highest. Subsequently, nodes with the lowest contribution are removed until one reaches the desired size of the network.

Comparative experimental evaluations are conducted on real-world weighted networks of different sizes and domains. The developed backbone extraction technique called “modularity vitality backbone” is compared with the recently introduced community-based method “overlapping nodes ego backbone” [10]. Results show that it is more effective in preserving the core information of the network and the community structure.

The main contributions of the paper summarize as follows:

- We propose a backbone filtering technique exploiting the community structure of networks.
- Experiments with weighted networks show that it outperforms another alternative measure.
- It can be easily adapted to any type of network (i.e., undirected, unweighted, and directed networks).

The remaining of the article is organized as follows. Section 2 discusses briefly the related works. Section 3 introduces the modularity vitality backbone. Sections 4 and 5 present respectively the datasets and the evaluation measures used in this study. Section 6 reports the results of the comparative evaluation. Section 7 discusses the results. Finally, section 8 concludes the paper.

## 2 Related Works

Backbones offer an ideal solution to the trade-off between preserving essential information in the network and reducing the network size. Backbone extraction studies concerns mainly two types of networks: mono-mode networks [4,12,13] and bipartite networks [14–16]. In this work, we consider mono-mode networks. Within this class of networks, there are two leading approaches for extracting backbones. The first is coarse-graining, and the second is filtering.

In coarse-graining methods, one group nodes with similar characteristics into a single node. For instance, authors in [17] merge the nodes based on random walks. In the work of [18], authors use the $k$-nearest neighbors algorithm ($k$-NN) to group similar nodes based on the nearest higher-density-neighbor.

In filter-based methods, the goal is to remove redundant information by pruning nodes or edges in the network. Redundancy is assessed based on a statistical property.

Most of the works reported in the literature concern edge-filtering techniques. Serrano et al. propose the disparity filter. It uses a null model of the edge weights to preserve statistically significant edges [19]. Authors in [20] compute the betweenness centrality of edges and remove the ones that don’t exceed a specific threshold. Authors in [21] use a combination of local and global information to extract the backbone. More precisely, they use the link weights to build the $h$-strength graph and the betweenness centrality to build the $h$-bridge graph. Then one obtains the backbone by merging $h$-strength and $h$-bridge. Simas et al. [4] present the distance backbone based on the triangular organization of edges which preserves all shortest paths.

Node filtering techniques are less frequent. They rely on topological features to associate a score to the nodes. Nodes with the higher scores are then extracted [22,23]. In this line, in their recent work, Ghalmane et al. prune nodes based on the community structure characteristics of the network [10]. They propose two node-filtering techniques. The first one preserves the overlapping nodes and the hubs of the network. In contrast, the second conserves the overlapping nodes and their one-step neighbors to form the backbone. These two algorithms exhibit superior performances as compared to the popular disparity filter. These results illustrate the community structure’s importance in preserving the core information in a network while reducing its size. Inspired by these findings, we propose the “modularity vitality backbone” algorithm. This node filtering technique also exploits the community structure of the network. It uses a measure of the node contribution to the modularity. Roughly speaking, nodes with the lowest contribution to the quality measure of the community structure are filtered. The remaining nodes form the backbone.

## 3 Modularity Vitality Backbone

This section presents the vitality concept. Then, we briefly discuss various mesoscopic quality measures. We explain why we choose Newman’s modularity as a quality measure. Finally, the algorithm of the proposed backbone extractor is given.
3.1 Vitality Index.

Let \( G(V, E) \) be a simple and undirected graph where \( V = \{ v_1, v_2, ..., v_N \} \) is the set of nodes totaling \( N = |V| \) and \( E = \{ (v_i, v_j) | v_i, v_j \in V \} \) is the set of edges. Denote \( f(G) \) and \( f(G \setminus \{ u \}) \) as two real-valued functions defined on the complete graph \( G \) and on graph \( G \setminus \{ u \} \) without node or edge \( u \). Then, the vitality index is the difference between both functions, defined as \( \nu(G, u) = f(G) - f(G \setminus \{ u \}) \). The resulting value is a signed value, indicating the positive or negative contribution of the node or edge \( u \) on graph \( G \) [24].

3.2 Mesoscopic Quality Measures.

There are numerous quality measures to characterize communities [25–27]. Their goal is to answer how good is the community structure in a network. They use topological properties defined at the mesoscopic level. Let set \( C = \{ c_1, c_2, ..., c_l, ..., c_n_c \} \) represent \( n_c = |C| \) communities of a graph \( G \) and \( f(c_l) \) represents a quality function of community \( c_l \). One can categorize the quality functions into three main groups:

1. **Based on internal connectivity**: such as internal density characterizing how densely connected the nodes are in a community compared to other communities.
2. **Based on internal and external connectivity**: such as Flake-ODF measuring the fraction of nodes in a community with fewer internal edges than external ones.
3. **Based on a network model**: such as Newman’s modularity [9] which assesses the difference between the real connections in the community \( c_l \) and the random connections in the same community.

All of these quality functions characterize a single community. Hence, to quantify the quality of the overall community structure, one averages \( f(c_l) \) over all the communities.

Newman’s modularity is one of the most popular mesoscopic quality measures. Indeed, it is widely used in community detection algorithms as an optimization criterion [28–30]. This is the main reason why it is one of the well-accepted benchmarks for characterizing the community structure of the networks. Numerous extensions have also been proposed for modularity to account for networks with overlapping and hierarchical community structure [31]. In this work, we use Newman’s modularity as a quality measure to assess the vitality of nodes due to the following reasons:

1. Modularity can naturally be extended to unweighted, undirected, and directed networks.
2. Modularity vitality ensures that nodes that are the main contributors to the community structure are retained, regardless of their type (i.e., hub- or bridge-like).
3. Previous works on modularity vitality centrality has proved to assign high scores to the most influential nodes [32].

3.3 Algorithm.

The “modularity vitality backbone” is based on the vitality concept, where one can measure the contribution of a node or an edge using any quality measure computed on graphs. We use Newman’s modularity as a quality measure. Nonetheless, one can opt for other quality measures to quantify the node and edge influence.

Newman’s modularity enables us to differentiate between highly internally connected nodes (hubs) and nodes at the borders of the communities (bridges). Indeed, hubs increase the internal density of the communities. Therefore, they contribute positively to modularity. In contrast, bridges increase the connections between the communities. Consequently, they tend to decrease the modularity. As we choose to give equal importance to both types of nodes, we rank the nodes according to the absolute value of their modularity vitality score. It allows keeping nodes with the highest contribution to modularity, regardless of their role (i.e., hub nodes or bridge nodes). Then, one removes the nodes that barely contribute to modularity. The backbone extraction procedure is given in Algorithm 1.

Note that the vitality computation is not naively computed two times for each node. In such a case, the complexity can rapidly become prohibitive. Indeed, one computes instead the modularity variation reducing the computation’s complexity to \( O(|E| + N n_c) \). It makes the vitality measure suitable for large-scale weighted networks. We also note that the symbol \( |E| \) is extended to weighted networks.

4 Datasets

We use a set of seven real-world networks originating from various domains (social, collaborative, ecological, and technological) in the experiments. The nodes and edges range from hundreds to thousands. We choose to integrate small networks in the experiments in order to get a better understanding on the filtering process. Table 1 presents their...
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Algorithm 1: Modularity Vitality Backbone Extraction

Input: Graph $G(V, E)$, Community set: $C = \{c_1, c_2, \ldots, c_{n_c}\}$, Size $s$
Output: Pruned graph $\hat{G}(\hat{V}, \hat{E})$

1. $Q(G) \leftarrow \text{Modularity}(G, C)$  // Computing modularity vitality of nodes
2. $D \leftarrow \emptyset$
3. for $v \in V$ do
4.   $Q(G \setminus \{v\}) \leftarrow \sum_{c \in C} \left[ \frac{|E_c^{in} - |E_c^{in}|}{|E| - |E_v|} - \left( \frac{2(|E_c^{in} - |E_c^{in}|) + (|E_c^{out} - |E_c^{out}|)}{2(|E| - |E_v|)} \right)^2 \right]$
5.   $\alpha(v) \leftarrow Q(G) - Q(G \setminus \{v\})$
6.   $D[v] = |\alpha(v)|$
7. end for
8. $D \leftarrow \text{sort}(D)$
9. while $|V| > s$ do
10.   $\eta \leftarrow D, \text{pop}(v)$
11.   $G \leftarrow G \setminus \eta$
12.   $V \leftarrow V \setminus \eta$
13.   if $G$ is disconnected then
14.     $G \leftarrow \text{LCC}(G)$
15. end if
16. end while
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basic topological characteristics. All the networks are freely available online\footnote{Aaron Clauset, Ellen Tucker, and Matthias Sainz, “The Colorado Index of Complex Networks.” https://icon.colorado.edu/ (2016).}. As there is no ground truth available, we rely on the Louvain community detection algorithm to uncover their community structure \cite{Peixoto2020}.

1. **Zachary’s Karate Club**: Nodes are members of a karate club and are connected if they are friends inside and outside the club. Edges are weighted by the relative interactions occurring between the members.
2. **Wind Surfers**: Nodes are windsurfers in southern California in the fall of 1986. They are connected if they’re friends. Edges are weighted based on the social closeness of the surfers to one another.
3. **Madrid Train Bombing**: Nodes are terrorists in the train bombing of March 11, 2004, in Madrid. Edges represent contacts between the terrorists and are weighted based on the strength of their underlying relationship.
4. **Les Misérables**: Nodes are the characters in the novel “Les Misérables.” Edges represent characters’ co-appearances in the same chapter. They are weighted by the number of co-appearances.
5. **Wiki Science**: Nodes are either applied, formal, natural, or social sciences Wikipedia pages. They’re weighted by the cosine similarity between them.
6. **Unicode Languages**: A bipartite network representing languages and countries. Weights represent the fraction of people in a given country having the literacy (reading and writing) of a specific language.
7. **Scientific Collaboration**: Nodes are authors of articles in the “Condensed Matter” category of arXiv. Edges represent co-authorship and are weighted by the number of joint papers among the authors.

5 Evaluation Measures

We compare the effectiveness of the proposed backbone extraction technique and the “overlapping hub ego backbone" based on four different evaluation measures classically used.

1. **Average weighted degree**: The weighted degree of a node is the sum of the weights of all the edges connected to it.

\footnote{Tiago P. Peixoto, “The Netzschleuder network catalogue and repository,” https://networks.skewed.de/ (2020).}
Table 1: Basic topological properties of the real-world networks under study. \( N \) is the number of nodes. \(|E|\) is the number of edges. \(<k>\) is the average weighted degree. \(\omega\) is the density. \(\zeta\) is the transitivity. \(k_{nn}(k)\) is the assortativity. \(\epsilon\) is the efficiency. \(Q\) is the weighted modularity of the network.

| Network                      | \( N \) | \(|E|\) | \(<k>\) | \(\omega\) | \(\zeta\) | \(k_{nn}(k)\) | \(\epsilon\) | \(Q\) |
|-----------------------------|--------|-------|--------|-------|-------|--------|--------|-------|
| Zachary’s Karate Club       | 33     | 77    | 13.59  | 0.139 | 0.256 | -0.476 | 0.492  | 0.444 |
| Wind Surfers                | 43     | 336   | 56.09  | 0.372 | 0.564 | -0.147 | 0.679  | 0.371 |
| Madrid Train Bombing        | 62     | 243   | 8.81   | 0.121 | 0.561 | 0.029  | 0.448  | 0.435 |
| Les Misérables              | 77     | 254   | 21.30  | 0.087 | 0.499 | -0.165 | 0.448  | 0.565 |
| Wiki Science                | 687    | 6,523 | 7.35   | 0.028 | 0.469 | 0.244  | 0.323  | 0.631 |
| Unicode Languages           | 868    | 1,255 | 0.697  | 0.003 | 0.00  | -0.171 | 0.255  | 0.772 |
| Scientific Collaboration    | 16,726 | 47,594| 9.23   | 0.0003| 0.360 | 0.185  | 0.117  | 0.873 |

Hence, a higher average weighted degree backbone means that important nodes are kept in the graph, reflecting its connectedness. It is defined as follows:

\[
<k> = \frac{1}{N} \sum_{i=1}^{N} k_i = \sum_{j \in \mathcal{N}(i)} w_{ij} \tag{1}
\]

where \(\mathcal{N}(1)\) is the first-order neighborhood of node \(i\).

2. **Average link weight**: Links in the backbone preserve the information flow of the network. In other words, the higher the value of the links, the better the backbone in maintaining the core information of the graph. It is defined as follows:

\[
<w> = \frac{1}{N} \sum_{i,j \in V} w_{ij} \tag{2}
\]

3. **Average betweenness**: Nodes with higher betweenness can disseminate information quickly. Hence, a backbone with higher average betweenness indicates that the speed of information dissemination is barely altered. It is defined as follows:

\[
<b> = \frac{1}{N} \sum_{i=1}^{N} b_i = \sum_{i \neq s \neq t} \frac{\sigma_{s,t}}{\sigma_{s,t}} \tag{3}
\]

where \(\sigma_{s,t}\) denotes the number of shortest paths between nodes \(s\) and \(t\) and \(\sigma_{s,t}^{\prime}\) denotes the number of shortest paths between nodes \(s\) and \(t\) passing through node \(i\).

4. **Weighted Modularity**: Modularity assesses the quality of the community structure based on the difference between the actual and the expected fraction of edges in the communities. A backbone with higher modularity suggests that the community structure is less altered. It can be computed on unweighted and weighted networks [33]. It is defined as follows:

\[
Q = \frac{1}{2|E|} \sum_{i,j} \left[ A_{ij} - \frac{w_i w_j}{\sum_{i,j} w_{ij}} \right] \delta(c_i, c_j) \tag{4}
\]

where \(A_{ij}\) is the weighted adjacency matrix of graph \(G\) and \(\delta(c_i, c_j)\) equals 1 if nodes \(i\) and \(j\) belong to the same community, otherwise it equals 0.

6 **Experimental Results**

The effectiveness of “modularity vitality backbone” is compared with another community-aware backbone extraction technique recently introduced [10]. The authors propose two backbones in their work, namely “overlapping nodes ego backbone” and “overlapping nodes and hubs backbone.” In their comparative evaluation, they show that both techniques perform favorably compared to the popular disparity filter.

Therefore, in this work, we restrict our comparison to the most effective: overlapping nodes ego backbone. Table 2 reports the experimental results for seven real-world networks under study. The backbones quality measures are the average weighted degree (<\(k>\)), the average link weight (<\(w>\)), the average betweenness (<\(b>\)), and the weighted modularity (\(Q\)). As in their paper, we fix the backbone size to 30% of the original network.

Let’s first discuss the average weighted degree. The higher its value, the better the backbone is in keeping the salient nodes maintaining its connectedness. Table 2 reports that the modularity vitality backbone outperforms overlapping
nodes ego backbone in all of the networks under study. Moreover, the difference ranges from very small magnitudes to orders of magnitude higher. For example, in Wiki Science, the average weighted degree in the modularity vitality backbone is eleven times higher than the “overlapping nodes ego backbone.” On the contrary, in Scientific Collaboration, the difference is barely noticeable (0.02).

Let’s turn to average link weight. The average link weight characterizes the relevance of the links kept in a backbone. Hence, the higher its value, the better the backbone is in preserving essential links. The results show that the modularity vitality backbone outperforms the overlapping nodes ego backbone in six out of the seven networks.

Now, we discuss the average betweenness. This measure indicates the amount of information flow that can pass through the nodes of a given backbone. The higher its value, the higher the efficiency of the backbone in information spreading. The modularity vitality backbone outperforms the overlapping nodes ego backbone in only one out of the seven networks. In Scientific Collaboration networks, their values are comparable. It indicates that the information spread within the modularity vitality backbone is not as efficient as overlapping nodes ego backbone. Note, however, that the differences between the two backbones are less pronounced.

Finally, we turn to weighted modularity. The higher the modularity of the backbone, the better the quality of its community structure. As reported in table 2, the modularity vitality backbone outperforms the overlapping nodes ego backbone on all the networks under study. These results are not surprising. Indeed, the modularity vitality backbone prunes the nodes contributing less to the modularity of the network. Hence, it tends to preserve the modularity as pruning proceeds.

To summarize, the modularity vitality backbone exhibits a higher weighted modularity than the overlapping nodes ego backbone. It preserves essential nodes in the network (i.e., hubs and bridges), thus achieving a higher average weighted degree and average link weight. However, maintaining the community structure comes at a price of a lower average betweenness.

7 Discussion

The constant increase of real-world networks size has prompted researchers to design a smaller yet accurate representation of networks. This problem is tackled either with coarse-graining or filter-based methods. A recent work by Ghalmane et al. [10] has shown interest in exploiting the modular structure of the network to deal with this issue. Building on this finding, we propose a new backbone extractor, “modularity vitality backbone,” that aims to preserve the quality of the community structure. Assigning a modularity vitality score to the nodes, it prunes those with a low contribution to the network’s modularity.

We performed a comparative analysis with the recently introduced “overlapping nodes ego backbone. These investigations on a set of seven real-world networks from various domains are globally at the advantage of the proposed technique. After pruning 70% of the network, results show that the modularity vitality backbone maintains higher modularity than overlapping hubs ego backbone. This expected behavior comes with higher performance in terms of average node degree and average link weight. Nonetheless, information efficiency isn’t guaranteed. Indeed, one can point out that in five out of seven networks, the modularity vitality backbone suffers from lower information efficiency.

It can be explained by how the modularity vitality backbone proceeds. Indeed, one removes nodes that barely affect modularity. Those nodes may have high betweenness, yet they do contribute much to the network’s modular structure. If we consider the overlapping nodes ego backbone, it appears that nodes with high betweenness tend to be overlapping nodes or nodes near the overlaps. Consequently, they are preferred and kept in the backbone. Nonetheless, they may
not contribute to the modularity of the network as other less influential nodes. Another distinction lies in the fact that the modularity vitality backbone doesn’t remove edges with low weights. On average, it has a higher number of links compared to the overlapping nodes ego backbone. Thus, it is normal to have lower average betweenness values due to the existence of those edges that play a role in maintaining the network’s modularity. In other words, they play a role in showing a clearly defined community structure.

Figure 2: The backbone extraction of two networks: Zachary Karate Club on the left and Wind Surfers on the right. (A) represents the original network. (B) represents the modularity vitality backbone. (C) represents the overlapping nodes ego backbone. The different colors of the nodes correspond to the various communities uncovered using the Louvain community detection algorithm. The size of the nodes is proportional to their weighted degree. The size of the edges is proportional to their edge weight.

To illustrate these differences, we refer to two small networks, namely Zachary Karate Club and Wind Surfers, given in Figure 2. Let’s discuss Zachary Karate Club first, represented on the left side of Figure 2. One can point out that the modularity vitality backbone represented in (B) has a clique-like topology. In contrast, the overlapping nodes ego backbone reported in (C) exhibits a star-like structure. It is a good illustration of why the modularity vitality backbone has higher modularity while “overlapping nodes ego backbone” is characterized by higher information spreading efficiency. Moreover, one can note that the number of communities is the same as the original network using the proposed technique. In contrast, there are no more nodes from the green community in the overlapping nodes ego backbone. Diving deeper, the modularity vitality backbone keeps node 24 in the blue community and node 5 in the green community. They are discarded by overlapping nodes ego backbone and replaced by node 13 from the yellow community and node 8 from the red community. If we look at the modularity vitality and betweenness scores of these nodes, we find that nodes 24 and 5 have high modularity but low betweenness. In contrast, nodes 13 and 8 have high betweenness and low modularity vitality scores.

The Wind Surfers network exhibits similar behavior. Indeed, the modularity vitality backbone shows a clear clique-like structure while a star-like structure emerges in the “overlapping nodes ego backbone.” Overall, the modularity vitality backbone integrates more peripherical nodes while the overlapping nodes ego backbone tends to retain more nodes at the core of the communities.
Note that the proposed backbone extraction process can also integrate a further step reducing the number of edges. One may consider several strategies to do so. For instance, one may remove the links based on their weights in each community, preserving its connectedness. Another approach is to use the disparity filter to prune these edges. Additionally, one may prune edges in proportion to the size of the edge set in each community of the original network. So doing allows better preservation of the original community structure. Additionally, preserving the nodes in the backbone according to the absolute value of the modularity vitality scores can be too brutal. One may integrate more information about the community structure, such as the community size, to better deal with the resolution limit issue [34].

8 Conclusion

Analyzing large-scale networks is essential to characterize their underlying topology and dynamics. However, the large size of networks hinders this process. Therefore, it is vital to remove redundant information from the network while keeping nodes and edges that preserve the relevant information. Backbones, whether coarse-grained or filter-based, tackle this problem.

Aware of the ubiquity of the modular structure of real-world networks, we propose a filter-based technique called “modularity vitality backbone.” The proposed algorithm aims to preserve the network’s modularity as nodes are removed. This enables researchers to conduct studies on networks with smaller sizes yet maintain their dense regions, which in turn represent the main building blocks of the network. The proposed method extracts the backbone of real-world weighted networks after quantifying the contribution of the nodes to the overall modularity of the network. Based on these scores, one prunes the nodes that barely contribute to the network’s modularity until one reaches the desired size of the backbone.

Experiments show that the modularity vitality backbone compares favorably with its alternative in terms of weighted modularity, average weighted degree, and average link weight. However, it doesn’t necessarily keep the nodes contributing to the efficiency of information spreading. Instead, it preserves the nodes and their edges that strategically contribute to the modularity of the network. These results pave the way to developing a filtering backbone extractor dedicated to optimizing several quality measures simultaneously using the vitality framework.

In the short term, we plan to extend this preliminary work in various directions. Since modularity has known drawbacks, we plan to evaluate alternative mesoscopic quality measures. Moreover, we will develop the analysis using multiple mesoscopic and macroscopic evaluation measures. Additionally, we aim to investigate the influence of community detection algorithms on the backbone extraction process.
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