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Pedestrian reidentification is a key technology in large-scale distributed camera systems. It can quickly and efficiently detect and track target people in large-scale distributed surveillance networks. The existing traditional pedestrian reidentification methods have problems such as low recognition accuracy, low calculation efficiency, and weak adaptive ability. Pedestrian reidentification algorithms based on deep learning have been widely used in the field of pedestrian reidentification due to their strong adaptive ability and high recognition accuracy. However, the pedestrian recognition method based on deep learning has the following problems: first, during the learning process of the deep learning model, the initial value of the convolution kernel is usually randomly assigned, which makes the model learning process easily fall into a local optimum. The second is that the model parameter learning method based on the gradient descent method exhibits gradient dispersion. The third is that the information transfer of pedestrian reidentification sequence images is not considered. In view of these issues, this paper first examines the feature map matrix from the original image through a deconvolution neural network, uses it as a convolution kernel, and then performs layer-by-layer convolution and pooling operations. Then, the second derivative information of the error function is directly obtained without calculating the Hessian matrix, and the momentum coefficient is used to improve the convergence of the backpropagation, thereby suppressing the gradient dispersion phenomenon. At the same time, to solve the problem of information transfer of pedestrian reidentification sequence images, this paper proposes a memory network model based on a multilayer attention mechanism, which uses the network to effectively store image visual information and pedestrian behavior information, respectively. It can solve the problem of information transmission. Based on the above ideas, this paper proposes a pedestrian reidentification algorithm based on deconvolution network feature extraction-multilayer attention mechanism convolutional neural network. Experiments are performed on the related data sets using this algorithm and other major popular human reidentification algorithms. The results show that the pedestrian reidentification method proposed in this paper not only has strong adaptive ability but also has significantly improved average recognition accuracy and rank-1 matching rate compared with other mainstream methods.

1. Introduction

Public security is the prerequisite for the development of the national economy and social stability. With the rapid development of the economy, the people are paying more and more attention to security issues [1]. Therefore, social precautionary measures have gradually been strengthened, and a large number of surveillance cameras have been installed in public gathering places such as traffic arteries, security checkpoints, hotels, schools, and hospitals. They constitute
a large-scale distributed monitoring system. Pedestrian reidentification is a key technology in large-scale distributed camera systems. It can quickly and efficiently detect and track target people in large-scale distributed surveillance networks [2–4]. Therefore, pedestrian reidentification technology has great scientific value and breadth in maintaining social stability, improving public safety, and protecting people’s lives and property safety [5–7]. Zajdel et al. [8] first proposed related concepts about pedestrian reidentification. Since then, the issue of pedestrian reidentification has attracted increasing attention from academia and industry. In particular, the public release of the 2007 pedestrian reidentification dataset VIPeR [9] prompted an increasing number of researchers to publish their research results at major international conferences on computer vision and machine learning (CVPR, ICCV, ECCV, IJCAI, and AAAI), as well as in top journals, such as the International Journal of Computer Vision (IJCV), IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), and IEEE Transactions on Image Processing (TIP) [10, 11]. They have greatly promoted the rapid development of pedestrian reidentification technology. In general, pedestrian reidentification methods can be divided into pedestrian reidentification methods based on feature learning, pedestrian reidentification method based on distance metric learning, and pedestrian reidentification method based on deep learning technology.

Pedestrian reidentification methods based on feature learning mainly include Gheissari et al. [12] proposed a spatiotemporal segmentation algorithm to detect pedestrian dressing changes and stable foreground areas. Their standardized color histograms and edge histograms are calculated to combine them into pedestrian signature invariant features. However, this method has a poor recognition effect. Gheissari et al. [12] proposed extracting the three complementary features of the overall color content of pedestrian body parts, the spatial arrangement of colors to stable areas, and the circulation of highly structured local areas to perform pedestrian reidentification. However, this method has problems such as weak adaptive capability and low efficiency. Zhao et al. [13] proposed a pedestrian reidentification method based on unsupervised saliency learning. However, this method has low feature extraction efficiency. Liao et al. [14] analyzed the frequency of occurrence of local features in the horizontal direction, obtained stable feature representation by maximizing the frequency of occurrence, and then reidentified pedestrians. However, this method has a low recognition effect and efficiency. Layne et al. [15] proposed a pedestrian semantic attribute learning method to select and weight and then perform pedestrian recognition. However, the feature extraction method of this method has the problem of weak extraction ability.

Pedestrian reidentification method based on distance metric learning: Zhang et al. [16] proposed a zero-space transformation method based on kernel functions and completed pedestrian matching in this space. But pedestrian matching is weak. Zhou et al. [17] trained a part of metric learning through online learning to learn the special local metric of semipositive definiteness. The local metric can be adaptively integrated with the global metric to enhance the performance of the model. But this method has low learning efficiency and low effect. Zhou et al. [18] proposed a new type of similarity constraint and studied several constraint generation schemes based on optimal transmission for identification. However, the constraint generation scheme obtained by this method has a low error rate. Li et al. [19] used the relationship between related samples and their adjacent points to construct the neighborhood structure popularity and proposed a neighborhood structured metric learning method to learn this manifold discrimination by adjusting the related domain metric difference. But the measurement method is not effective. Jia et al. [20] proposed a multidistance metric joint learning method. It learns each suitable subspace metric separately for each different feature and forms the final distance metric through the weighted sum of the submetrics to perform pedestrian recognition. But this method has a low recognition effect and adaptive ability.

It can be known from the above literature analysis that the pedestrian reidentification method based on feature learning needs to manually set feature information. Therefore, it is unreasonable to set the feature information, that is, it does not meet the pedestrian feature information contained in the image itself, resulting in the loss of some feature information. At the same time, it also has a method of extracting feature information, which has a weak adaptive ability and cannot fully extract the pedestrian feature information contained in the image itself. Pedestrian reidentification methods based on distance metric learning are different due to the selected distance metric method. It will affect the effect of subsequent pedestrian reidentification, that is to say, there are certain difficulties in the selection of distance measurement methods. At the same time, this method has the problem of weak adaptive ability, that is, for different images containing pedestrians, the same type of distance measurement method for pedestrian reidentification may lead to different results, which will affect the accuracy of pedestrian recognition. For this reason, related scholars have been researching better pedestrian reidentification methods. Hinton and Salakhudinov first proposed the concept of deep learning in Science in 2006 [21]. Deep learning technology has been widely used in computer vision [22], image classification [23], video analysis [24], and other fields. In view of the above characteristics of deep learning technology, a deep learning-based pedestrian reidentification method has been formed, mainly including Li et al. [25] first convolutional neural network (CNN) is used in the field of pedestrian reidentification. It released a new database CUHK03 for training of CNNs. Since then, the application of CNN in the field of pedestrian reidentification has attracted increasing attention from researchers. Li et al. [26] designed a multi-scale context-aware network for learning effective pedestrian features from the whole and local body parts of pedestrians, using global appearance features and local appearance features to fuse and use them for pedestrian classification tasks. Xiao et al. [27] proposed to learn effective deep features from different data sets and then perform pedestrian recognition. Schumann et al. [28] proposed to use the information contained in the automatically detected attributes to perform pedestrian recognition. Xu et al. [29] proposed an attention
pooling network that combined time and space to perform later pedestrian re-identification. Liu et al. [30] proposed a cumulative motion context network that is aimed at using long-term contextual motion information to robustly identify different pedestrians. Zhong et al. [31] introduced a heterogeneous and homogeneous learning method. This method uses camera invariance and domain connectivity constraints for different data sets to generate more robust pedestrian features and then perform pedestrian reidentification. Bak et al. [32] proposed to publish a synthetic pedestrian dataset for indoor and outdoor scenes and developed a lighting condition estimator to improve the accuracy of pedestrian reidentification. Yao et al. [33] proposed a deep learning model based on part loss network to minimize the error of the objective function and changing the solver for similarity propagation. Cui et al. [35] proposed a greedy hierarchical unsupervised learning algorithm, which is a generative model causal variable with many hidden layers. It can provide ideas for the training of unsupervised deep learning pedestrian recognition models. Ali and Chaudhuri [36] pointed out that they demonstrate the robustness of the training procedure with respect to the random initialization, the positive effect of pretraining in terms of optimization, and its role as a regularizer. Chen et al. [37] also proposed a fast greedy algorithm to train deep learning models and achieved good results. Han et al. [38] proposed a Spiking Neural Networks. The paper proposes a pretraining scheme using biologically plausible unsupervised learning, namely, Spike-Timing-Dependent-Plasticity (STDP). The STDP-based pretraining with gradient-based optimization provides improved robustness, faster training time, and better generalization compared with purely gradient-based training without pretraining.

In summary, with its powerful learning capabilities, deep learning models provide an effective solution for pedestrian reidentification tasks. However, it is found that the pedestrian recognition method based on deep learning has the following problems in the application process: First, during the learning process of the deep learning model, the initial value of the convolution kernel is usually randomly assigned. It makes the model learning process easily fall into a local optimum. The second is that the model parameter learning method based on the gradient descent method will appear gradient dispersion. The third is that the information transfer of pedestrian reidentification sequence images is not considered. In view of this, a feature extraction model learning method based on a deconvolution network is proposed. First, a feature map matrix can be learned from the original image by using two layers of unsupervised deconvolutional neural networks. Then, the obtained feature map matrix is used as a convolution kernel of the deep convolution network, and the original image is subjected to layer-wise convolution and pooling operations. Finally, the second derivative of the error function is directly obtained without calculating the Hessian matrix. Based on this information, a momentum coefficient is introduced to improve the convergence of back propagation in the small-batch gradient descent method. It can fine-tune the deep convolutional network to suppress gradient dispersion. At the same time, in order to solve the problem of information transmission of pedestrian reidentification sequence images, a memory network based on attention mechanism was proposed to effectively store image visual information and pedestrian behavior information, respectively. It projects the problem to both the visual memory network and the behavioral memory network to retrieve the multimodal factual basis. Then, a multilayer attention mechanism architecture is proposed to establish the multiround interaction between the problem and the two types of memory networks and solve the problem of information transfer. Based on the above ideas, this paper proposes a pedestrian reidentification algorithm based on deconvolution network feature extraction-multilayer attention mechanism convolutional neural network.

Section 2 of this paper will mainly describe the feature extraction model of the deconvolution network proposed in this paper. Section 3 details the convolutional neural network model of the multilayer attention mechanism proposed in this paper. Section 4 constructs a pedestrian reidentification algorithm based on deconvolution network feature extraction-multilayer attention mechanism convolutional neural network. Section 5 analyzes the case and compares it with the main recognition algorithm. Finally, the full text is summarized and discussed.

2. Feature Extraction Model Based on Deconvolution Network

2.1. Feature Extraction Model Based on Deconvolution Network. This paper uses a deconvolution network to perform unsupervised feature extraction on the original input image. A deconvolution network is a neural network consisting of alternating deconvolution layers, pooling layers, and correction layers [35]. The layered network structure helps to extract the middle and high-level features of the image. In this paper, a hierarchical network model is constructed by stacking two layers of deconvolutional layers, and the feature mapping matrix is directly extracted using efficient optimization techniques. As a neural network with decoder only, the deconvolution network first performs unsupervised feature extraction in each layer of the network in the decoding stage. Subsequently, the convolution kernel convolves the image features and reconstructs a reconstructed image similar to the original image. Each layer of the model reconstructs the next layer of the network. The error of the objective function is the difference between the reconstructed image and the input image. The layers of the network structure are connected in a fully connected manner. After adjusting the parameters through training to obtain the weights of each layer, it can calculate different representations of the input signal, and these representations are recorded as input feature expressions. Assuming that the input and output of the network are the same, the inference operation process of the two-layer stacked deconvolution network model is shown in Figure 1. The mapping operation is to map the error signal from the first layer to the second
layer after convolving the input image x through a convolution kernel. It can get the corresponding feature map. The reconstruction operation starts from the feature map \( y_2 \) to the input layer. The specific derivation process will be explained in detail below.

Assume that the \( \text{th} \) original input image is \( x^{(i)} \). It consists of \( K_0 \) color channels to form \( x^{(i)} = \{ x_1^{(i)}, \cdots, x_{K_0}^{(i)} \} \). By deconvolving the feature map \( y^{(i)}_k \) of the hidden layer and the convolution kernel \( f_{k,s} \), \( K \) linear sums are obtained. This process will yield the corresponding \( s \)-th color channel map of the image. Specifically

\[
\sum_{k=1}^{K} y^{(i)}_k \oplus f_{k,s} = x^{(i)}.
\]

In the formula, \( y^{(i)}_k \) is a \( (N_i + H - 1) \times (N_i + H - 1) \)-dimensional feature map, and each input image has a corresponding feature map. \( \oplus \) represents the deconvolution operator. \( f_{k,s} \) is a convolution kernel of \( H \times H \) size. \( x^{(i)}_i \) is an \( N_i \times N_i \) image. To satisfy the uniqueness of the solution, a regularization sparsity term is introduced into the feature map \( y^{(i)}_k \). Therefore, the one-sample objective function is as follows:

\[
T_1(x^{(i)}) = \frac{\tau}{2} \sum_{k=1}^{K} \left\| y^{(i)}_k \oplus f_{k,s} - x^{(i)}_i \right\|_2^2 + \sum_{k=1}^{K} \left\| y^{(i)}_k \right\|^p.
\]

In the formula, \( f_{k,s}^{-1} \) represents the convolution kernel of the first layer. \( p \) is the norm of the regularization sparse term. Generally, set \( p = 1 \). The value of \( \tau \) is 1, which plays the role of balancing the image \( x^{(i)} \) and the sparse feature map \( y^{(i)}_k \). The reconstruction phase of the deconvolution network follows the top-down direction to convolve the feature map of the hidden layer to synthesize the input image, which is different from the algorithm principles of sparse self-coding and deep belief networks. It only obtains the feature description of the hidden layer of the input image by optimizing the objective function \( T_1 \).

Suppose the sample set containing \( N \) examples is \( x = \{ x^{(1)}, \cdots, x^{(N)} \} \). The overall objective function of the second layer can be formed by stacking single-sample objective functions, specifically

\[
T_2(x^{(i)}) = \frac{\tau}{2} \sum_{i=1}^{N} \sum_{k=1}^{K_0} \left\| g_{k,s}^{\mathcal{T}} (y^{(i)}_k \oplus f_{k,s} - x^{(i)}_i) \right\|_2^2 + \sum_{i=1}^{N} \sum_{k=1}^{K_0} \left\| y^{(i)}_k \right\|^p.
\]

In the formula, \( y^{(i)}_{k,1} \) and \( y^{(i)}_{k,2} \), respectively, represent the first and second layer feature maps. \( g_{k,s}^{\mathcal{T}} \) is an element in a fixed binary matrix, which plays the role of connecting feature maps.

The training process of the deconvolution network can be divided into two stages. In the first stage, given the convolution kernel \( f_{k,s}^{-2} \), the feature map \( y^{(i)}_{k,2} \) is obtained so that the objective function \( T_2(x) \) is minimized. In the second stage, given the feature map \( y^{(i)}_{k,2} \), the convolution kernel \( f_{k,s}^{-2} \) is solved so that the objective function \( T_2(x) \) is minimized. In the specific training process, an auxiliary objective function \( T_2^*(x) \) is first introduced to avoid falling into a local optimum. Then, the minimum value of the auxiliary objective function \( T_2^*(x) \) is solved. It makes the auxiliary variable \( \xi^{(i)}_{k,2} \) and the feature map \( y^{(i)}_{k,2} \) approximate. The auxiliary objective function \( T_2^*(x) \) is defined as

\[
T_2^*(x) = \frac{\tau}{2} \sum_{i=1}^{N} \sum_{k=1}^{K_0} \left\| g_{k,s}^{\mathcal{T}} (y^{(i)}_k \oplus f_{k,s} - x^{(i)}_i) \right\|_2^2 + \frac{\beta}{2} \sum_{k=1}^{K_0} \left\| y^{(i)}_k - \xi^{(i)}_{k,2} \right\|_2^2 + \sum_{i=1}^{N} \sum_{k=1}^{K_0} \left\| \xi^{(i)}_{k,2} \right\|^p,
\]

where \( \beta \) is a continuous variable. It slowly increases from a very small initial value until the feature map \( y^{(i)}_{k,2} \) and the auxiliary variable \( \xi^{(i)}_{k,2} \) finally approach. In the stage of obtaining the feature map \( y^{(i)}_{k,2} \), assuming that the auxiliary variable \( \xi^{(i)}_{k,2} \) is given, the derivative of the objective function \( T_2^*(x) \) to the feature map \( y^{(i)}_{k,2} \) is

![Figure 1: Schematic diagram of the convolution process of the deconvolution network.](image-url)
\[ \frac{\partial T_j^i(x)}{\partial y_{k2}^{(i)}} = \tau \sum_{s=1}^{K_s} (F_{k2}^s)^T \left( \sum_{k=1}^{K} F_{k2}^s y_{k2}^{(i)} - y_{k1}^{(i)} \right) + \beta \left( y_{k2}^{(i)} - \xi_{k2}^{(i)} \right). \]  

(5)

In the formula, if \( g_{k2}^2 = 1 \), then \( F_{k2} \) is equivalent to a sparse convolution matrix convolved with \( f_{k2}^j \). If \( g_{k2}^2 = 0 \), then \( F_{k2} \) is a zero matrix.

The feature map \( y_{k2}^{(i)} \), updated as follows: first, given \( i \), let formula (5) be 0, and find \( y_{k2}^{(i)} \). That is to solve the following problem for the feature map. If \( y_{k2}^{(i)} \) is updated as follows:

\[ A \left( \begin{array}{c} y_{12}^{(i)} \\ \vdots \\ y_{k2}^{(i)} \end{array} \right) = \left( \begin{array}{c} \sum_{s=1}^{K_s} (F_{12}^s)^T F_{12}^s + \frac{\beta}{\tau} I \\ \vdots \\ \sum_{s=1}^{K_s} (F_{k2}^s)^T F_{k2}^s + \frac{\beta}{\tau} I \end{array} \right) \left( \begin{array}{c} y_{12}^{(i)} \\ \vdots \\ y_{k2}^{(i)} \end{array} \right). \]  

(6)

Among them,

\[ A = \left( \begin{array}{ccccc} \sum_{s=1}^{K_s} (F_{12}^s)^T F_{12}^s + \frac{\beta}{\tau} I & \cdots & \sum_{s=1}^{K_s} (F_{12}^s)^T F_{k2}^s \\ \vdots & \ddots & \vdots \\ \sum_{s=1}^{K_s} (F_{k2}^s)^T F_{12}^s & \cdots & \sum_{s=1}^{K_s} (F_{k2}^s)^T F_{k2}^s + \frac{\beta}{\tau} I \end{array} \right). \]  

(7)

Then, the conjugate gradient descent method is used to obtain the optimal solution of formula (6).

In the process of obtaining the auxiliary variable \( \xi_{k2}^{(i)} \). Assuming that the feature map \( y_{k2}^{(i)} \) is fixed, then the optimal problem of \( \xi_{k2}^{(i)} \) is transformed into a 1D optimal problem for the feature map. If \( p = 1 \), the solution expression of the auxiliary variable \( \xi_{k2}^{(i)} \) is

\[ \xi_{k2}^{(i)} = \max \left( \frac{y_{k2}^{(i)}}{\beta}, 0 \right). \]  

(8)

The convolution kernel \( f_{k2}^j \) can be updated according to the gradient descent method, specifically

\[ \frac{\partial T_j^i(x)}{\partial f_{k2}^j} = \tau \sum_{s=1}^{N} \sum_{k=1}^{K} (y_{k2}^{(i)})^T \left( \sum_{k=1}^{K} F_{k2}^s y_{k2}^{(i)} - y_{k1}^{(i)} \right). \]  

(9)

In the formula, \( Z \) is a convolution matrix similar to \( F \).

2.2. Network Training Process. The training sample set \( \{(x^{(1)}, y^{(1)}), \cdots, (x^{(N)}, y^{(N)})\} \) contains \( N \) samples, and the convolutional layer uses the input image or the feature map of the previous layer. Convolution operation with the convolution kernel, it will get the output characteristics. The feature map is convolved with multiple sets of convolution kernels to obtain corresponding output features. Its feature map calculation formula is as follows:

\[ x_j^l = f \left( \sum_{j \in M_l} x_{j}^{l-1} * f_j^l \right). \]  

(10)

In the formula, \( l \) is the number of layers of the convolution layer. \( x_j^l \) represents the \( j \)-th output feature map of the \( l \)-th layer. \( f_j^l \) is a convolution kernel connecting the \( j \)-th feature map of the \( l \)-th layer and the \( j \)-th feature map of the \( l \)-th layer. \( M_l \) is the number of feature maps of the \( l \)-th layer. \( f(\cdot) \) represents the nonlinear activation function ReLU. \( * \) is a convolution operator. The distribution of the input data changes after the convolution operation. To solve the internal covariate shift caused by changes in data distribution, this paper introduces the BN layer to deal with the data distribution. The data passing through the BN layer is equivalent to PCA dimensionality reduction. That is, the correlation between features is reduced. The data mean and standard deviation are normalized such that the feature mean of each dimension is 0 and the standard deviation is 1. In network structure design, the BN layer is usually placed after the convolution operation before the activation function. Therefore, the calculation formula (10) of the forward transfer convolution layer is changed as follows:

\[ x_j^l = f \left( BN \left( \sum_{j \in M_l} x_{j}^{l-1} * f_j^l \right) \right). \]  

(11)

The pooling layer combines all nonoverlapping subregions of the feature map of the convolutional layer. It downsamples a large matrix into a matrix with a smaller dimension. This downsampling can reduce the amount of calculation and prevent overfitting after processing. Its output feature map is

\[ x_j^l = f \left( \beta_j^l \downarrow \left( x_{j}^{l-1} \right) \right). \]  

(12)

In the formula, \( \downarrow \) represents the downsampling function. \( \beta \) represents the downsampling coefficient. Similarly, after the pooling layer, the BN layer is used to process the feature map, and it is placed after the pooling operation before the activation function. Therefore, the calculation formula (12) of the forward transfer pooling layer is transformed into

\[ x_j^l = f \left( BN \left( \beta_j^l \downarrow \left( x_{j}^{l-1} \right) \right) \right). \]  

(13)

Deep learning model training uses the back-propagation layer-by-layer training mechanism, and the training parameter is mainly the convolution kernel \( f \). Let \( z_m^{(i)} \) denote the label corresponding to the \( i \)-th sample in the \( m \)-th dimension.
represents the output corresponding to the \(i\)-th sample in the \(m\)-th dimension, then the cost function is

\[
J(f) = \frac{1}{2} \sum_{i=1}^{N} \sum_{m=1}^{M} \left( z^{(i)}_{m} - z_{m}^{(i)} \right).
\]  
(14)

In the formula, \(M\) represents the total number of categories. The MB-SGD method is used to update the weights, that is

\[
f_{jj}^{t+1}(t) = f_{jj}^{t}(t) - \frac{1}{N} \eta \sum_{i=1}^{N} \frac{\partial f}{\partial f_{jj}^{t}(t-1)}.
\]  
(15)

In the formula, \(t\) represents the current time. \(\eta\) represents the learning rate. During the training of the network using MB-SGD, when the gradient changes its holding direction, the error surface will have different curvatures along different directions. It is easy to cause the points on the surface to oscillate from side to side with the continuous decline of the gradient. It causes the gradient to fail to converge to a minimum. For this reason, a case is considered in which MB-SGD, when the gradient changes its holding direction, the learning rate. During the training of the network using MB-SGD, when the gradient changes its holding direction, the learning rate.

\[
\nabla f_{jj}^{t}(t) = \frac{\nabla f_{jj}^{1}(t-1) - \nabla f_{jj}^{1}(t)}{\nabla f_{jj}^{1}(t-2)} \nabla f_{jj}^{t}(t-2).
\]  
(16)

In the formula, \(\nabla f_{jj}^{t}(t-1)\) represents the gradient function at time \(t-1\). If the step size in the weight update formula (16) grows too fast, it will easily cause the convergence process to diverge. To this end, the abovementioned defects are overcome by introducing a momentum coefficient \(\mu\), that is,

\[
\Delta f_{jj}^{t}(t-1) > \mu \Delta f_{jj}^{t}(t-2).
\]  
(17)

Therefore,

\[
\Delta f_{jj}^{t}(t-1) = \mu \Delta f_{jj}^{t}(t-2).
\]  
(18)

According to the above analysis, formula (15) is modified as

\[
f_{jj}^{t}(t) = f_{jj}^{1}(t-1) - \frac{1}{N} \eta \sum_{i=1}^{N} \mu \frac{\partial f}{\partial f_{jj}^{t}(t-1)}.
\]  
(19)

2.3. Basic Steps of the Algorithm

2.3.1. Use a Deconvolution Network to Extract the Feature Map Matrix

2.3.2. Use Deep Learning Models to Classify Pedestrian Images

3. Multilayer Attention Mechanism

3.1. Multilayer Attention Memory Network Encoder. This paper treats pedestrian images as a retrieval problem, that is, given an image \(I\), a title \(c\). The former \(t-1\) rounds pedestrian information \(\{\{q_{1}, a_{1}\}, \cdots, (q_{t-1}, a_{t-1})\}\) and the current question \(q_{t}\). The goal of this task is to rank the \(N\) candidate answers related to the question \(q_{t}\) and make the ranking of the correct answers as high as possible.

For questions that need to be answered \(q_{t}\), first, it is entered into the standard long-short term memory (LSTM) to calculate its vector expression \(V_{q_{t}} \in \mathbb{R}^{d}\), that is,

\[
V_{q_{t}} = \text{LSTM}^{d}(q_{t}).
\]  
(20)

In the formula, all problems share the encoder LSTM. For image \(I\), the feature map \(f_{1}\) is extracted from the original image \(I\) through the deconvolution network proposed in Section 2, that is

\[
f_{1} = \text{OCNN}(I).
\]  
(21)

After the above model training converges, the final pooling layer is taken as the feature \(f_{1} \in \mathbb{R}^{512 \times 7 \times 7}\) of image \(I\). This pooling layer retains the spatial information of the original picture. The number of regions divided by the image is \(7 \times 7\), and 512 is the size of the feature vector of each
region. Then, it is reshaped to $f_i' \in \mathbb{R}^{512 \times 49}$. A single-layer perceptron is then used to convert the 49 feature vectors into new feature vectors with the same dimensions as the problem $V_{q_i}$, specifically

$$M^i = \tanh \left( W_i f_i' + b_i \right).$$  

$(22)$

$W_i \in \mathbb{R}^{d \times 512}$ is the transformation weight matrix. $d$ is the size of the transformed feature vector. It is consistent with the $V_{q_i}$ size. The obtained result $M_i \in \mathbb{R}^{d \times 49}$ is the visual memory of the $i$-th column vector $m_i^t$, in the visual memory corresponding to the picture area $i$.

First, the question-and-answer pairs $(q_i, a_i)$ are stitched together to form a question-and-answer fact $QA_i$. Then, input the image title and the question and answer facts into the long-term and short-term memory model to calculate their vector expression, that is

$$m_i^H = \text{LSTM}^H(QA_i), i = 1, \cdots, t - 1,$$  

$(23)$

$$QA_0 = c.$$  

$(24)$

All the pedestrian facts share the encoder LSTM$^H$. QA is the input pedestrian image sequence. $m_i^H \in \mathbb{R}^d$ is the output of the last layer. This method treats $m_i^H$ as a vector representation of the actual behavior of pedestrians. Through the above coding method, all visual fact memories $M^H = \{m_1^H, \cdots, m_t^H\}$ related to the problem $q_i$ can be obtained.

This paper proposes a network structure with a multilayered attention mechanism, while extracting enough useful information from the cross-modal behavioral fact memory and visual fact memory. The model has information transmission and reasoning problems, so it can answer the question $q_i$ more accurately.

The vector of a given problem $q_i$ represents $V_{q_i}$ and the two memory banks $M^i$ and $M^H$ associated with it. First, the problem $V_{q_i}$ is projected into the historical behavior memory through the following formula to retrieve the behavior facts related to the problem:

$$u_0 \equiv V_{q_i},$$  

$(25)$

$$s_i = u_{j-1} \cdot m_i^H, j = 1, \cdots, r,$$  

$(26)$

$$u_{j-1} = u_{j-1} + \sum_{t=0}^{r-1} \alpha_i m_{j-t}, \alpha_i = \frac{\exp(s_i)}{\sum_{t=0}^{r-1} \exp(s_i)}.$$  

$(27)$

In the formula, $r$ represents the total number of rounds of the attention mechanism. $s_i$ is a similarity measure between $u_{j-1}$ and $m_i^H$. The result $u_{j-1}$ is calculated each time by projecting the problem to the behavior memory. This method treats it as the latest expression of the problem $q_i$ containing behavioral facts. Then, the model in Section 2 is used to continue projecting it into the visual factual behavior memory to retrieve related visual behaviors. The specific formula is as follows:

$$h = \tanh \left( W_{lh} M^i \oplus (W_u u_{j-1} + b_h) \right),$$  

$(28)$

$$p^t = \text{soft max} \left( W_p h + b_p \right),$$  

$(29)$

$$u_j = u_{j-1} + \sum_{i=0}^{49} p^t m_i^t,$$  

$(30)$

where $W_{lh}, W_u \in \mathbb{R}^{k \times d}, b_h \in \mathbb{R}^k, \oplus$ represents the addition between a matrix and a vector. $h$ is the output of the single-layer neural network obtained earlier. $W_p \in \mathbb{R}^{512 \times k}$ and $p^t \in \mathbb{R}^{49}$ represent the projection probability value between each picture area and $u_{j-1}$. By projecting visual memory, output $u_j$ will be obtained. This output contains both behavioral and visual factual information related to problem $q_i$. Then, the next round of cross-modal attention mechanism training will continue to be performed through formulas (24)–(30) until the preset upper limit $r$ of the total rounds is reached. This technique can solve the problem of information transfer and reasoning in the deep learning pedestrian reidentification algorithm.

After $r$-round alternate projection calculations of behavioral and visual fact memory, the $u_r$ obtained contains fact information sufficient to support answering the question $q_i$. Then, $u_r$ is inputted to the single-layer neural network to obtain the final output of the encoder. The calculation formula is

$$e_1 = \tanh \left( W_r u_r + b_e \right).$$  

$(31)$

In the formula, $W_r$ and $b_e$ are the weights and biases of the fully connected neural network, respectively. $e_1$ is the final encoded output about the problem $q_i$.

3.2. Generative and Discriminant Decoders. Both the generator decoder and the discriminant decoder take $e_1$ as input. It decodes to get the final correct answer $a_i$.

3.2.1. Generating Decoder. Given the problem $q_i$ and the encoder’s final encoding expression $e_1$, its corresponding answer $a_i$ is generated by the following formula:

$$h_0 \equiv e_1,$$  

$(32)$

$$h_i = \text{LSTM}^\theta(h_{i-1}, x_{i-1}), i = 1, \cdots, |a_i|,$$  

$(33)$

$$p_i = \text{soft max} \left( W^\theta h_i + b^\theta \right).$$  

$(34)$

In the formula, LSTM$^\theta$ is a generative LSTM decoding network. $h'$ is the output of the LSTM$^\theta$ at time $i$. $x_i$ is the vector expression corresponding to the $i$-th word of the answer at. The length of $a_i$ is $|a_i|$. $p_i$ is the probability distribution of the word. During training, this method maximizes the probability of generating the correct answer $a_i$. In the test and evaluation phase, the probability of generating each candidate answer is calculated first, and then all candidate answers are sorted in descending order by probability.
3.2.2. Discriminant Encoder. The given question $q_i$ and the encoder eventually encode $e_i$, and the candidate answers $\{a_1, \cdots, a_N\}$ related to the question. First, each candidate answer is encoded by the following LSTM. It will get the corresponding vector expression, specifically

$$h_{ai} = \text{LSTM}^d(a_i), \ i = 1, \cdots, N.$$  \hspace{1cm} (35)

In the formula, $\text{LSTM}^d$ is the encoder of all candidate answers. And they share weights, $h_{ai}$ is the final encoded output of the $i$th candidate answer $a_i'$. The similarity $s_i$ between the vector $e_i$ and $h_{ai}$ is calculated by the dot product similarity, and the calculation formula is

$$s_i = e_i \cdot h_{ai}.$$  \hspace{1cm} (36)

Then, all the obtained similarities $\{s_1, \cdots, s_N\}$ are stitched together and input to a softmax classifier, and then the posterior probability of all candidate answers is calculated. The specific formula is

$$p_a = \text{soft max} (s_1\Theta_2 \cdots \Theta_{S_N}).$$  \hspace{1cm} (37)

In the formula, $\Theta$ stands for splicing operation. $p_a$ is the probability distribution of candidate answers. During the training process, this method maximizes the discrimination probability of the correct answer $a_i$. In the verification and testing stages, the candidate answers are directly sorted from large to small by the posterior probability of the answers, so as to obtain accurate pedestrian recognition.

4. Pedestrian Reidentification Algorithm Based on Deconvolution Network Feature Extraction-Multilayer Attention Mechanism Convolutional Neural Network

Based on the contents of Section 2 and Section 3, this section proposes a pedestrian reidentification algorithm based on deconvolution network feature extraction-multilayer attention mechanism convolutional neural network. First, the feature map matrix is obtained from the original image through the deconvolution neural network proposed in Section 2 of this paper. Then, it uses the obtained feature map matrix as the convolution kernel of the deep convolution network and performs layer-wise convolution and pooling operations on the original image. In this process, a momentum coefficient is introduced to improve the convergence of backpropagation and achieve the purpose of suppressing the gradient dispersion phenomenon. At the same time, a memory network based on attention mechanism is proposed to effectively store image visual information and behavior information. Then propose a multilayer attention mechanism architecture. It can solve the problem of information transmission. The basic idea of the proposed pedestrian reidentification algorithm is shown in Figure 2. The basic steps of the algorithm are as follows:

1. First, perform preprocessing such as denoising and enhancement on pedestrian images.

2. In order to better solve the problem of extracting the feature information of pedestrian images from deep learning models, the feature map matrix is obtained from the original image through the deconvolution neural network proposed in Section 2 of this paper. It uses the obtained feature map matrix as the convolution kernel of the deep convolution network and then performs convolution and pooling operations. It can get richer feature information.

3. In order to solve the problem of information transmission of pedestrian images by deep learning network structure, this paper proposes a memory network based on attention mechanism to effectively store image visual information and behavior information, respectively. Based on this, a multilayer attention mechanism architecture is proposed to solve the information transfer problem of deep learning models.

4. Combining the method of step (3) with step (2), a pedestrian reidentification algorithm based on deconvolution network feature extraction-multilayer attention mechanism convolutional neural network is proposed, and the algorithm is used to perform related instances Analysis, and comparison and analysis with other major epidemic re-identification methods.

The test model referred to in Figure 2 is based on the establishment of a pedestrian reidentification algorithm based...
on deconvolution network feature extraction-multilayer attention mechanism convolutional neural network. It fine-tunes the pedestrian re-identification algorithm through a large number of pedestrian re-identification videos and images, and it can achieve a test model that meets the required recognition accuracy. The test model referred to in Figure 2 is based on the establishment of a pedestrian re-identification algorithm based on deconvolution network feature extraction-multilayer attention mechanism convolutional neural network. It fine-tunes the pedestrian re-identification algorithm through a large number of pedestrian re-identification videos and images, and it can achieve a test model that meets the required recognition accuracy.

5. Example Analysis

5.1. Experimental Evaluation Criteria. To better evaluate the effect of pedestrian re-identification, this paper uses the rank-1 matching rate and mean average precision, which are commonly used performance evaluation indicators in pedestrian re-identification tasks. The rank-1 matching rate considers pedestrian search as a sorting and positioning problem. The mAP indicator is used to evaluate the performance of the pedestrian search model and can reflect the effect of pedestrian recognition. A detailed description of the relevant indicators can be found in \[35\].

5.2. Market1501 Data Set Experiment

5.2.1. Data Set Description. The Market1501 dataset is the earliest proposed large-scale pedestrian re-identification dataset \[34\]. The training set contains 750 pedestrians, for a total of 12,936 pedestrian images. The test set contains 751 pedestrians with a total of 19732 pedestrian images. Compared with other test datasets, the Market1501 dataset is larger and more pedestrian-rich, and the interclass and intraclass changes of the Market1501 dataset are more complex.

5.2.2. Experimental Process. The network in this experiment is pretrained on the ImageNet ILSVRC dataset and then fine-tuned on the Market1501 dataset. The distance interval parameter is set to 1. The number of training samples in the minibatch is set to 256. Each minibatch contains 64 randomly selected pedestrians, and each pedestrian corresponds to 8 randomly selected images. The fully connected layer is initialized with randomly generated values. The size of all input images is uniformly adjusted to $256 \times 256$. The default network learning rate is 0.001. The learning rate of the fully connected layer is 0.001. The final learned feature dimension is 256. 256-dimensional features are more conducive to large-scale pedestrian re-identification in practical applications. In addition, feature extraction uses the feature extraction model of the deconvolution network proposed in Section 2 of this paper. For the input region of each time step, the ROI pooling layer is applied on its conv4-3 convolutional feature map to normalize all feature maps to the same size of $28 \times 28 \times 1024$. For querying pedestrian images, this paper uses the same method to extract their $28 \times 28 \times 1024$ convolution features. These feature maps are then fed back into the architecture mentioned in Section 3 of this article. This paper uses Theano deep learning framework to implement the deep learning model mentioned in this paper. The basic configuration of this experimental platform is as follows: NVIDIA GeForce GTX GPU, Intel i7-7600 CPU, memory is 128GB.

5.2.3. Analysis of Experimental Results. The pedestrian reidentification algorithm proposed in this paper and other major popular people reidentification algorithms were used to identify the data set selected in this experiment. The specific results are shown in Table 1.

In general, according to Table 1, it can be seen that the algorithm proposed in this paper has better recognition performance than the traditional machine learning pedestrian recognition algorithm proposed in \[36\] and the deep learning pedestrian recognition algorithm proposed in \[37\, 38\]. It proves the advantages of the proposed algorithm. Specifically, the traditional machine learning method proposed in \[36\] has the lowest mAP and rank-1 matching rate after pedestrian reidentification, which is 7% and 10% lower than other deep learning pedestrian reidentification methods, respectively. It shows that traditional machine learning pedestrian recognition methods are the worst of the categories listed above. The mAP indicators obtained by the deep learning pedestrian recognition methods proposed in \[37\, 38\] are higher than 60%, and the rank-1 indicators are higher than 80%. They are each more than 7% higher than traditional machine learning methods. It shows that the deep learning pedestrian reidentification method proposed in \[37\, 38\] has a significant improvement over traditional pedestrian reidentification methods. This is mainly because deep learning models can better train the experimental data and obtain better image segmentation models. The mAP value and rank-1 obtained by the method proposed in this paper are the highest of all methods, reaching 69.54% and 88.93%, respectively. It shows that the method proposed in this paper is highly adaptive to pedestrian images. This is mainly because the method proposed in this paper is more optimized than the deep convolution network feature extraction and multilayer attention mechanism theory introduced in the deep learning pedestrian reidentification model proposed in \[37\, 38\]. The method proposed herein can better adapt to pedestrian images.

5.3. CUHK03-NP Data Set Experiment

5.3.1. Data Set Description. The CUHK03 dataset consists of 767 identities and 700 identities, respectively. In the test, this paper randomly selects an image from each camera as a query for each identity and uses other images to construct a data set. It can guarantee that both cameras have selected each query identifier, and it can realize cross-mirror search.

5.3.2. Experimental Process. In this experiment, the network was first pretrained on the ImageNet ILSVRC dataset and then fine-tuned on the CUHK03-NP dataset. The distance interval parameter is set to 1. The number of training samples in minibatch is set to 128. Each minibatch contains 32 randomly selected pedestrians, and each pedestrian corresponds to 4 randomly selected images. The fully connected layer is initialized with randomly generated values. The size
of all input images is uniformly adjusted to $512 \times 512$. The default network learning rate is 0.001. The learning rate of the fully connected layer is 0.001. The finally learned feature dimension is 256. The 256-dimensional feature is more conducive to large-scale pedestrian reidentification in practical applications. In addition, feature extraction uses the feature extraction model of the deconvolution network proposed in Section 2 of this article. For the input region of each time step, the ROI pooling layer is applied on its conv4-3 convolution feature map. It normalizes all feature maps to the same size of $14 \times 14 \times 512$. For querying pedestrian images, this paper uses the same way to extract their convolution features whose size is $14 \times 14 \times 512$. These feature maps are fed back to the architecture mentioned in Section 3 of this article. This paper uses Theano deep learning framework to implement the deep learning model mentioned in this article. The basic configuration of this experimental platform is as follows: NVIDIA GeForce GTX GPU, Intel i7-7600 CPU, memory is 128GB.

5.3.3. Analysis of Experimental Results. In order to better the advantages of the method mentioned in this article, the method mentioned in this article, the traditional machine learning method, the random initialization deep learning method (Recurrent convolutional neural network), and other mainstream deep learning methods are used to pedestrian the CUHK03-NP dataset identify. The specific results are shown in Table 2.

In general, according to Table 2, the pedestrian recognition effect of the proposed method is improved to a certain extent compared to the traditional machine learning method proposed in [36] and the deep learning method proposed in [39, 40]. It proves the advantages of the proposed algorithm. Specifically, the traditional machine learning method proposed in [36] has the lowest mAP and rank-1, which is 12% and 13% lower than other deep learning pedestrian reidentification methods, respectively. It shows that the traditional machine learning method has not been able to obtain a better recognition effect. The random initialization method proposed in [39] has lower mAP and rank-1 indicators than the optimized deep learning method proposed in [40]. It shows that the random initialization method cannot get the pedestrian recognition results well. The mAP value and rank-1 obtained by the method proposed in this paper are the highest among all methods, reaching 83.57% and 84.96%, respectively. It shows that the method proposed in this paper has better generalization ability than the deep learning method proposed in [39, 40]. The reason why it has better generalization ability is that the method proposed in this paper introduces the deconvolution network feature extraction and multilayer attention mechanism theory into the deep learning model. The introduction of these theories can better generalize different pedestrian images.

6. Conclusion

Due to the deep learning-based pedestrian reidentification method, the deep learning model learning process tends to fall into a local optimum, the model parameter learning method will appear gradient dispersion, and the information transfer of pedestrian reidentification sequence images is not considered. Therefore, this paper first uses a two-layer unsupervised deconvolution neural network to learn a feature map matrix from the original image and uses it as a convolution kernel for a deep convolutional network. Then, layer-by-layer convolution and pooling operations, which can be used to suppress gradient dispersion, are performed. At the same time, to solve the problem of information transmission of pedestrian reidentification sequence images, this paper proposes a memory network based on an attention mechanism to effectively store visual image information and pedestrian behavior information. Questions are then projected to both visual memory networks and behavioral memory networks to retrieve multimodal factual evidence, which can solve the problem of information transfer of the model. Based on these techniques, this paper proposes a pedestrian reidentification algorithm based on a deconvolutional network feature extraction-multilayer attention mechanism convolutional neural network.

The experimental results of the Market1501 and CUHK03-NP data set show that the deep learning-based pedestrian reidentification method proposed in this paper has the most satisfactory recognition effect. Not only is it far better than traditional machine learning pedestrian recognition methods but it is also a great improvement compared with other deep learning pedestrian recognition methods. The pedestrian recognition method proposed in this paper can obtain the best recognition results for the following reasons. First, the deep learning method proposed in this paper can better solve the problem of local optimization of deep learning models. The second is that the proposed method solves the gradient dispersion phenomenon of deep learning models. Third, the deep learning method proposed in this paper can better solve the problem of information transmission of pedestrian recognition images.
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