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Abstract Let \( f(t, y, y') = \sum_{i=0}^{n} a_i(t, y)y'^i = 0 \) be an irreducible first order ordinary differential equation with polynomial coefficients. Eremenko in 1998 proved that there exists a constant \( C \) such that every rational solution of \( f(t, y, y') = 0 \) is of degree not greater than \( C \). Examples show that this degree bound \( C \) depends not only on the degrees of \( f \) in \( t, y, y' \) but also on the coefficients of \( f \) viewed as the polynomial in \( t, y, y' \). In this paper, we show that if \( f \) satisfies \( \deg(f, y) < \deg(f, y') \) or

\[
\max_{i=0} \left\{ \deg(a_i, y) - 2(n - i) \right\} > 0
\]

then the degree bound \( C \) only depends on the degrees of \( f \) in \( t, y, y' \), and furthermore we present an explicit expression for \( C \) in terms of the degrees of \( f \) in \( t, y, y' \).
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1 Introduction

The study of first order algebraic ordinary differential equations (AODEs in short) has a long history, which can be at least traced back to the time of Fuchs and Poincaré. Fuchs presented a sufficient and necessary condition so called Fuchs' criterion for a first order AODE having no movable singularity. Roughly speaking, an AODE is said to have movable singularities if it has a solution (with arbitrary constants) whose branch points depend on arbitrary constants. For instance the solution \( y = \sqrt{t + c} \) of \( 2yy' - 1 = 0 \) has branch points \( t = -c \), where \( c \) is an arbitrary constant, so \( 2yy' - 1 = 0 \) has movable singularities. Based on differential algebra developed by Ritt [1] and the theory of algebraic function field of one variable, Matsuda [2] reproduced many classic results of first order AODEs. In particular, he presented an algebraic definition of movable singularities. In 1998, combining Matsuda’s results and height estimates of points on a plane algebraic curve, Eremenko [3] showed that rational solutions of first order AODEs have bounded degrees. In [4], we proved that if a first order AODE has movable singularities then it has only finitely many rational solutions. As for algebraic solutions of first order AODEs, Freitag and Moosa [5] showed that they are of bounded heights.

On the other hand, the algorithmic aspects of computing closed form solutions of AODEs have been extensively studied in the past decades. Several algorithms have been developed for...
computing closed form solutions (e.g. liouvillian solutions) of linear homogeneous differential equations (see [6–10] etc). Yet, the situation is different in the nonlinear case. Existing algorithms are only valid for AODEs of special types. Based on parametrization of algebraic curves, Aroca et al [11, 12] gave two complete methods for finding rational and algebraic solutions of first order autonomous AODEs. Their methods were generalized by Winkler and his colleagues to the class of first order non-autonomous AODEs whose rational general solutions involved arbitrary constants rationally as well as some other certain classes of AODEs (see [13–16] etc). Particularly, in [14], the authors introduced a class of first order AODEs called maximally comparable AODEs and presented an algorithm to compute a degree bound for rational solutions of this kind of equations as well as first order quasi-linear AODEs. Readers are referred to [16] for a survey of recent developments in this direction. Theoretically, it suffices to compute a degree bound for all rational solutions of a first order AODE to find all its rational solutions by substituting an expression for $y$ with indeterminate coefficients and solving the resulting system of algebraic equations. The following example implies that the degrees of rational solutions may depend not only on the degrees of the original equation but also on its constant coefficients.

**Example 1.1** Let $m$ be an integer. Then $y = t^m$ is a rational solution of $ty' - my = 0$. The degree of $t^m$ depends on the constant coefficient $m$ of $ty' - my$.

Let $f = \sum_{i=0}^{n} a_i(t, y) y^n = 0$ be an irreducible first order AODE with $n = \deg(f, y')$. Set

$$\text{m.s.} \text{index}(f) = \max_{i=0}^{n} \{ \deg(a_i, y) - 2(n - i) \}.$$  

Fuchs’ theorem (see Theorem 2 on page 11 of [2]) implies that $f = 0$ has movable singularities if $\text{m.s.} \text{index}(f) > 0$. On the other hand, it was proved in [3] that if $f = 0$ has movable singularities then it can be transformed into an AODE $g$ with positive m.s. index. This motivates us to focus on first order AODEs with positive m.s. index. We prove that if $f$ satisfies $\deg(f, y) < \deg(f, y')$ or $\text{m.s.} \text{index}(f) > 0$, then the degrees of rational solutions of $f = 0$ are independent of the constant coefficients of $f$. Furthermore using height estimates of points on a plane algebraic curve in [17], we present an explicit degree bound in terms of the degrees of $f$ in $t, y, y'$.

The paper is organized as follows. In Section 2, we introduce some basic materials used in the later sections. In Section 3, we apply the results of height estimates in [17] to rational solutions of first order AODEs and obtain the main results in the paper. Furthermore, we consider some special types of first order AODEs where more compact bounds of rational solutions can be achieved.

Throughout this paper, $\mathbb{Z}$ stands for the ring of integers, $k$ for an algebraically closed field of characteristic zero, $k(t)$ for the field of rational functions in $t$ and $k(t)$ for the algebraic closure of $k(t)$. $\mathbb{P}^m(\cdot)$ denotes the projective space of dimension $m$ over a field, and $(a_0 : a_1 : \cdots : a_m)$ denotes a point in $\mathbb{P}^m(\cdot)$ with coordinates $a_i$. As usual, for a polynomial $f(x_1, x_2, \ldots, x_m)$, we use $\text{tdeg}(f)$ and $\deg(f, x_i)$ to denote the total degree of $f$ and the degree of $f$ with respect to $x_i$ respectively.
2 Basic materials

In this section, we will introduce some basic materials used in this paper, including differential algebra, algebraic function fields of one variable and heights. Readers are referred to [1, 2, 18–20] for details.

2.1 Differential fields associated to AODEs

All rings in this subsection are assumed to be commutative rings with unity.

Definition 2.1 A derivation on a ring $R$ is a map $\delta : R \rightarrow R$ satisfying that for all $a, b \in R$,

$$\delta(a + b) = \delta(a) + \delta(b), \quad \delta(ab) = \delta(a)b + a\delta(b).$$

A ring (resp. field) equipped with a derivation is called a differential ring (resp. differential field). An ideal $I \subset R$ is called a differential ideal if $\delta(I) \subset I$. And a prime ideal of $R$ is called a prime differential ideal if it is a differential ideal.

The field $k(t)$ can be endowed with a structure of differential field whose derivation $\delta$ is the usual derivation with respect to $t$, i.e. $\delta = \frac{d}{dt}$. Set $y_0 = y$ and denote

$$k(t)\{y\} = k(t)[y_0, y_1, \ldots]$$

where $y_0, y_1, \ldots$ are indeterminates. One can extend the derivation $\delta$ on $k(t)$ to a derivation $\overline{\delta}$ on $k(t)\{y\}$ by assigning $y_i = \overline{\delta}^i(y_0)$ so that $k(t)\{y\}$ becomes a differential ring. For the sake of notations, we use $\delta$ in place of $\overline{\delta}$. Elements in $k(t)\{y\}$ are called differential polynomials over $k(t)$. Let $f$ be a differential polynomial not in $k(t)$. Then there is a unique integer $d$ such that $f \in k(t)[y_0, y_1, \ldots] \setminus k(t)[y_0, y_1, \ldots, y_{d-1}]$. This integer is called the order of $f$. We shall use $[\cdot]$ (resp. $(\cdot)$) to stand for the differential (resp. algebraic) ideal generated by a set of differential polynomials (resp. polynomials) respectively. When we say that $f$ is an irreducible differential polynomial, we mean that $f$ is irreducible over $k(t)$ as an algebraic polynomial. Suppose that $f$ is an irreducible differential polynomial. Set

$$\Sigma_f = \{ A \in k(t)\{y\} \mid \exists m > 0 \text{ s.t. } S^m A^m \in [f] \}$$

where $S = \partial f/\partial y_d$ and $d$ is the order of $f$. It was proved on page 30 of [1] that $\Sigma_f$ is a prime differential ideal and so $k(t)\{y\}/\Sigma_f$ is a differential domain. Lemma 2.2 of [4] implies that the field of fractions of $k(t)\{y\}/\Sigma_f$ is isomorphic to that of $k(t)[y_0, y_1, \ldots, y_d]/\langle f \rangle$. Under this isomorphism, the field of fractions of $k(t)[y_0, y_1, \ldots, y_d]/\langle f \rangle$ can be endowed with a structure of differential field. We shall still use $\delta$, or $'$ in short, to denote the induced derivation on the field of fractions of $k(t)[y_0, y_1, \ldots, y_d]/\langle f \rangle$.

In this paper, we mainly consider first order AODEs of the following form

$$f(y, y') = 0$$

where $f(y, y') \in k(t)[y, y'] \setminus k(t)$ is irreducible. As mentioned above, the field of fractions of $k(t)[y, y']/\langle f(y, y') \rangle$ is not only an algebraic function field over $k(t)$ but also a differential field, which is called a differential algebraic function field of one variable over $k(t)$ (see the definition on page 2 of [2]).
**Definition 2.2** An element \( r(t) \in k(t) \) satisfying \( f(r(t), r'(t)) = 0 \) is called a rational solution of \( f(y, y') = 0 \). The degree of \( r(t) \), denoted by \( \deg(r(t)) \), is defined to be the maximum of the degrees of the denominator and numerator of \( r(t) \).

To avoid triviality, we always assume that the degrees of rational solutions which we consider in this paper are at least one. In next subsection we will introduce the concept of heights and one sees that the height of a rational function is exactly its degree.

### 2.2 Heights in algebraic function fields of one variable

First of all, we shall introduce some basic materials about algebraic function fields of one variable.

Let \( L \subset k(t) \) be a finite extension of \( k(t) \). Then \( L \) is an algebraic function field of one variable over \( k \). A discrete valuation ring of \( L \) over \( k \) is a subring \( V \) satisfying that

1) \( k \subset V \neq L \); and
2) if \( a \in L \setminus V \), then \( a^{-1} \in V \).

All non-invertible elements of \( V \) form a maximal ideal \( p \) which is called a place of \( L \), and \( V \) is called the corresponding ring of \( p \). Let \( V \) be a discrete valuation ring with \( p \) as the place. There is an element \( u \in V \), called a uniformizing variable of \( p \) or \( V \), such that \( p = uV \) and \( \bigcap_{n=1}^{\infty} u^nV = \{0\} \).

Let \( p \) be a place of \( L \) and \( V \) the corresponding ring of \( p \). Assume that \( u \) is a uniformizing variable of \( p \). Then for every nonzero element \( a \) of \( L \), there is a unique integer \( n \) such that \( a = u^n v \) for some invertible element \( v \in V \). It is easy to see that the integer \( n \) is independent of the choice of uniformizing variables. Such \( n \) is called the order of \( a \) at \( p \) and denoted by \( \ord_p(a) \). We make the convention to write \( \ord_p(0) = \infty \). Then the place \( p \) induces a map \( \ord_p \) from \( L \setminus \{0\} \) to \( \mathbb{Z} \) sending \( a \) to \( \ord_p(a) \). This map \( \ord_p \) is called the order function at \( p \).

**Remark 2.3** In \([21]\), a place is presented by an equivalent class of irreducible parametrizations of the corresponding algebraic curve of \( L \). Actually, these two definitions of places are equivalent to each other and the readers are referred to Remark 2.2 in \([17]\) for details.

Specially, \( k(t) \) is the simplest algebraic function field of one variable over \( k \). In the following example one can see what places, uniformizing variables and order functions will be when \( L = k(t) \).

**Example 2.4** Let \( L = k(t) \). When we express an element \( a \in L \) as \( g/h \) with \( g, h \in k[t] \), we default that \( \gcd(g, h) = 1 \). For each \( c \in k \), set

\[
V_c = \left\{ \frac{g}{h} \mid g, h \in k[t], h(c) \neq 0 \right\}.
\]

It is clear that \( k \subset V_c \subset L \). If \( a \in L \setminus V_c \), then exist \( g, h \in k[t] \) such that \( a = g/h \) with \( h(c) = 0 \), and thus \( a^{-1} = h/g \in V_c \) since \( g(c) \neq 0 \). Therefore \( V_c \) is a discrete valuation ring of \( L \). Similarly, one can verify that the set

\[
V_{1/t} = \left\{ \frac{g}{h} \mid g, h \in k[t], \deg(h) \geq \deg(g) \right\}
\]
is also a discrete valuation ring of \( L \). Actually, \( V_c \) for any \( c \in k \) and \( V_{1/t} \) exhaust all the discrete valuation rings of \( L \). And the corresponding places of them are respectively
\[
p_c = \left\{ \frac{g}{h} \mid g, h \in k[t], g(c) = 0, h(c) \neq 0 \right\}
\]
and
\[
p_{1/t} = \left\{ \frac{g}{h} \mid g, h \in k[t], \deg(h) > \deg(g) \right\},
\]
where a uniformizing variable of \( p_c \) (resp. \( p_{1/t} \)) is \( t - c \) (resp. \( 1/t \)).

Let \( a \in L \setminus \{0\} \). For any \( c \in k \), \( a \) can be written as
\[
a = (t - c)^m \frac{g_c}{h_c},
\]
where \( m \in \mathbb{Z} \), \( g_c, h_c \in k[t] \), \( g_c(h_c(c) \neq 0 \), and therefore \( \text{ord}_{p_c}(a) = m \). Assume that \( a = g/h \) with \( g, h \in k[t] \), then \( \text{ord}_{p_{1/t}}(a) = \deg(h) - \deg(g) \).

Next, we introduce the definitions and properties of heights in algebraic function fields of one variable. Readers can refer to [17] for detailed information.

**Definition 2.5**
1) Given \( a = (a_0 : a_1 : \cdots : a_m) \in \mathbb{P}^m(k(t)) \), let \( L \) be a finite extension of \( k(t) \) containing all \( a_i \). We define the absolute logarithmic height (or simply height) of \( a \), denoted by \( h(a) \), to be
\[
\sum_{p} \max_{i=0}^m \{- \text{ord}_p(a_i)\} / [L : k(t)]
\]
where \( p \) ranges over all places of \( L \).

2) For \( a \in k(t) \), we define the height of \( a \) to be \( h((1 : a)) \), denoted by \( h(a) \).

3) Let \( f \) be a nonzero polynomial in \( k(t)[x_1, x_2, \ldots, x_m] \). We define the height of \( f \) to be
\[
h(f) = \begin{cases} 
0, & \text{if } f \text{ contains exactly one term}, \\
h(a), & \text{otherwise},
\end{cases}
\]
where \( a \) is the point in some projective space whose coordinates are the coefficients of \( f \).

Although there are infinitely many extensions \( L \) of \( k(t) \) containing the coordinates \( a_i \), \( h(a) \) is independent of the choices of \( L \). Furthermore, \( h(a) \) is independent of the choices of the homogeneous coordinates of \( a \). From Remark 2.6 in [17], one sees that if \( a \in k(t) \), then
\[
h(a) = \frac{\deg(h, t)}{\deg(h, x)},
\]
where \( h(t, x) \) is the nonzero irreducible polynomial over \( k \) such that \( h(t, a) = 0 \). In particular, if \( a \in k(t) \) then \( h(a) = \deg(a) \).

**Proposition 2.6** Suppose that \( a = (a_0 : a_1 : \cdots : a_m) \in \mathbb{P}^m(k(t)) \), \( a_0, a_1, \ldots, a_m \in k[t] \) and \( \gcd(a_0, a_1, \ldots, a_m) = 1 \). Then
\[
h(a) = \max_{i=0}^m \{\deg(a_i)\}.
\]
Proof Let $L = k(t)$, then it is easy to see that

$$h(a) = \sum_p \max_{i=0}^m \{-\ord_p(a_i)\}$$

where $p$ ranges over all the places of $L$. From Example 2.4 one sees that every place of $L$ has a uniformizing variable of the form $1/t$ or $t - c$ for some $c \in k$. Suppose that $p$ is a place of $L$ with $t - c$ as a uniformizing variable. Then $\ord_p(a_i) > 0$ if and only if $t - c$ can divide $a_i$. Since $\gcd(a_0, a_1, \ldots, a_m) = 1$, there exists $i_0 \in \{0, 1, \ldots, m\}$ such that $\ord_p(a_{i_0}) = 0$, which implies that

$$\max_{i=0}^m \{-\ord_p(a_i)\} = 0.$$

Suppose that $p$ is a place of $L$ with $1/t$ as a uniformizing variable, then one has that $\ord_p(a_i) = -\deg(a_i)$ and thus

$$\max_{i=0}^m \{-\ord_p(a_i)\} = \max_{i=0}^m \{\deg(a_i)\}.$$

Consequently, $h(a) = \max_{i=0}^m \{\deg(a_i)\}$. \hfill \qed

Example 2.7 Compute the heights of following polynomials in $k(t)[x, y]$.

1) Let $f(x, y) = x + \sqrt{t}y$. Since the irreducible polynomial in $t, \sqrt{t}$ is $X^2 - t$, one has that

$$h(f) = h(\sqrt{t}) = 1/2.$$

2) Let $f(x, y) = (t^2 + 1)x/t^2 + (t^3 + 1)y/t$. It follows from Proposition 2.6 that

$$h(f) = h((t^2 + 1)/t^2 : (t^3 + 1)/t)) = h((t^2 + 1 : t^4 + t)) = 4.$$

The following two theorems are main results about height estimates of points on a plane algebraic curve in $[17]$ (see Corollary 4.2 and Theorem 4.6 in [14]). The first one is a special case while the second is the general case.

Theorem 2.8 Suppose $f(x, y) = \sum_{i=0}^m \sum_{j=0}^n c_{i,j}x^iy^j$ with $c_{i,j} \in k(t)$, $m = \deg(f, x)$, $n = \deg(f, y)$. Assume that for all $0 \leq i \leq m$ and $0 \leq j \leq n$ if $c_{i,j} \neq 0$ then $m_j + n_i \leq mn$. Then for each $a, b \in k(t)$ with $f(a, b) = 0$, one has that

$$mh(a) - mnh(f) \leq nh(b) \leq mh(a) + mnh(f).$$

Theorem 2.9 Let $f(x, y)$ be an irreducible polynomial in $k(t)[x, y]$ of degree $m$ with respect to $x$ and of degree $n$ with respect to $y$. Suppose that $\rho = \deg(f)$ and $0 < \varepsilon < 1$. Then for every $a, b \in k(t)$ with $f(a, b) = 0$, one has that

$$(1 - \varepsilon)mh(a) - C \leq nh(b) \leq (1 + \varepsilon)mh(a) + C$$

where

$$C = 75 \cdot 2^{13} \cdot (1/\varepsilon)^6 (\rho + 1) \frac{40(\rho + 1)^2}{\varepsilon^3} h(f).$$

In Section we will use above two theorems to estimate degree bounds of rational solutions of first order AODEs.
3 Main results

Assume that \( f(y, y') = 0 \) is an irreducible first order AODE with coefficients in \( k(t) \) and that \( r(t) \in k(t) \) is a rational solution of \( f(y, y') = 0 \). First, we shall show that if \( \deg(f, y) > 2 \deg(f, y') \) or \( \deg(f, y) < \deg(f, y') \), then using Theorem 2.9 we can estimate a degree bound of \( r(t) \) in terms of the total degree of \( f \) in \( y, y' \) and the height of \( f \). Furthermore, with proper reduction \( f \) can be assumed to be irreducible in three variables \( t, y, y' \) and thus the height of \( f \) is \( \deg(f, t) \) by Proposition 2.6. It means that \( \deg(r(t)) \) can be bounded only by the degrees of \( f \) in \( t, y, y' \).

The following lemma will play a key role in the proof of Theorems 3.2 and 3.3. Although they are existing results (see Corollary 2.10 in \[17\] and Lemma 3.9 in \[12\]), we reprove these results for completeness.

**Lemma 3.1** Let \( r(t) \in k(t) \setminus k \) and \( c_1, c_2, c_3, c_4 \in k \) with \( c_1c_4 - c_2c_3 \neq 0 \). Then

1. \( \deg((c_1r + c_2)/(c_3r + c_4)) = \deg(r); \)
2. \( \deg(r) - 1 \leq \deg(r') \leq 2 \deg(r). \)

**Proof** Assume \( r(t) = p(t)/q(t) \) with \( p, q \in k[t], \gcd(p, q) = 1 \). Suppose \( m = \deg(p(t)) \) and \( n = \deg(q(t)) \).

1) Set

\[
\tau = \frac{c_1r + c_2}{c_3r + c_4} = \frac{c_1p + c_2q}{c_3p + c_4q}.
\]

Since \( \gcd(p, q) = 1 \) and \( c_1c_4 - c_2c_3 \neq 0 \), it is clear that \( \gcd(c_1p + c_2q, c_3p + c_4q) = 1 \). If \( m \neq n \), it is easy to see \( \deg(\tau) = \deg(r) \); if \( m = n \), then at least one of the coefficients of \( t^m \) in \( c_1p + c_2q \) and \( c_3p + c_4q \) is nonzero since \( c_1c_4 - c_2c_3 \neq 0 \), and therefore \( \deg(\tau) = \deg(r) \).

2) Since

\[
r'(t) = \frac{p'(t)q(t) - p(t)q'(t)}{q^2(t)},
\]

one sees that \( \deg(r') \leq 2 \deg(r) \). It is clear that \( \deg(r') = \deg(r) - 1 \) if \( n = 0 \). Next we assume that \( n > 0 \). We shall prove that \( \gcd(p'q - pq', q^2) = \gcd(q, q') \). Let \( d = \gcd(q, q') \). Assume that \( q = dq_1, q' = dq_2 \), where \( q_1, q_2 \in k[t], \gcd(q_1, q_2) = 1 \) and \( q_1 \) is the square free part of \( q \). Therefore one sees that \( \gcd(p'q_1 - pq_2, q^2) = 1 \) and thus

\[
\gcd(p'q - pq', q^2) = \gcd(d(p'q_1 - pq_2), q^2) = d.
\]

If \( m \leq n \), then \( \deg(r') = \deg(q^2) - \deg(d) \geq 2n - n = n \), otherwise \( \deg(r') = \deg(p'q - pq') - \deg(d) \geq m + n - 1 - n = m - 1 \) since \( \deg(p'q - pq') = m + n - 1 \). In both cases, one sees that \( \deg(r') \geq \deg(r) - 1 \).

**Theorem 3.2** Assume that \( f(y, y') = 0 \) is an irreducible first order AODE with coefficients in \( k(t) \), and assume further that \( \deg(f, y) > 2 \deg(f, y') \) or \( \deg(f, y) < \deg(f, y') \). If \( r(t) \) is a rational solution of \( f(y, y') = 0 \), then

\[
\deg(r(t)) \leq \begin{cases} 
75 \cdot 2^{13} \cdot (\rho + 1)^{40(p+1)^{12}+7}h(f), & \text{if } \deg(f, y) > 2 \deg(f, y'), \\
75 \cdot 2^{13} \cdot (\rho + 1)^{40(p+1)^{12}+7}h(f) + (\rho + 1)^2, & \text{if } \deg(f, y) < \deg(f, y'), 
\end{cases}
\]
Proof. Denote \( m = \deg(f, y), n = \deg(f, y') \). Suppose that

\[
f = h_1 h_2 \cdots h_s
\]

where \( h_i \) is irreducible over \( \overline{k(t)} \). Since \( f \) is irreducible over \( k(t) \), one has that all \( h_i \) are conjugate to each other and then

\[
\deg(h_i, y) = \deg(f, y)/s = m/s, \quad \deg(h_i, y') = \deg(f, y')/s = n/s.
\]

Furthermore, \( \mathfrak{h}(h_i) \leq \mathfrak{h}(f) \) due to Proposition 2.15 in [17]. Assume that \( r(t) \) is a rational solution of \( f(y, y') = 0 \) then \( r(t) \) is a rational solution of all \( h_i = 0 \). Without loss of generality, assume \( h_1(r(t), r'(t)) = 0 \). Denote \( \tilde{\rho} = \text{tdeg}(h_1), \tilde{m} = \deg(h_1, y), \tilde{n} = \deg(h_1, y') \). Then

\[
\tilde{\rho} = \text{tdeg}(f)/s = \rho/s, \quad \tilde{m} = m/s, \quad \tilde{n} = n/s.
\]

First, assume \( m > 2n \) and then \( \tilde{m} > 2\tilde{n} \). Notice that \( \mathfrak{h}(r(t)) = \deg(r(t)) \). Set \( \varepsilon = 1/((\tilde{\rho} + 1) \cdot \tilde{m} - 2\tilde{n}) \).

Then using Theorem 2.9 and Lemma 3.1 we have

\[
\left( \frac{\tilde{\rho}}{\tilde{\rho} + 1} \tilde{m} \deg(r(t)) - C \right) \leq \tilde{n} \deg(r'(t)) \leq 2\tilde{n} \deg(r(t)),
\]

where \( C \leq 75 \cdot 2^{13} \cdot (\tilde{\rho} + 1)^{40(\tilde{\rho}+1)^{12}+6} \mathfrak{h}(f) \). Therefore

\[
\left( \frac{\tilde{\rho}}{\tilde{\rho} + 1} \tilde{m} - 2\tilde{n} \right) \deg(r(t)) \leq C,
\]

where

\[
\frac{\tilde{\rho}}{\tilde{\rho} + 1} \tilde{m} - 2\tilde{n} = \frac{\tilde{\rho}(\tilde{m} - 2\tilde{n}) - 2\tilde{n}}{\tilde{\rho} + 1} \geq \frac{1}{\rho + 1}
\]

since \( \tilde{\rho} \geq \tilde{m} > 2\tilde{n} \). Then one sees that

\[
\deg(r(t)) \leq (\tilde{\rho} + 1)C \leq 75 \cdot 2^{13} \cdot (\tilde{\rho} + 1)^{40(\tilde{\rho}+1)^{12}+7} \mathfrak{h}(f) \leq 75 \cdot 2^{13} \cdot (\rho + 1)^{40(\rho+1)^{12}+7} \mathfrak{h}(f).
\]

Next, assume \( m < n \) and then \( \tilde{m} < \tilde{n} \). Let \( \varepsilon, C \) be as above. Using Theorem 2.9 and Lemma 3.1 again, we have

\[
\tilde{n}(\deg(r(t)) - 1) \leq \tilde{n} \deg(r'(t)) \leq \frac{\tilde{\rho} + 2}{\tilde{\rho} + 1} \tilde{m} \deg(r(t)) + C.
\]

A similar discussion one gets that

\[
\deg(r(t)) \leq (\tilde{\rho} + 1)(C + \tilde{n}) \leq 75 \cdot 2^{13} \cdot (\tilde{\rho} + 1)^{40(\tilde{\rho}+1)^{12}+7} \mathfrak{h}(f) + (\tilde{\rho} + 1)^2 \leq 75 \cdot 2^{13} \cdot (\rho + 1)^{40(\rho+1)^{12}+7} \mathfrak{h}(f) + (\rho + 1)^2.
\]
Assume that $f(y, y') = \sum_{i=0}^{n} a_i(y)y^i = 0$ is an irreducible first order AODE, where $a_i(y) \in k(t)[y]$ and $n = \deg(f, y')$. Denote by

$$\ell = \text{m.s.index}(f) = \max_{i=0}^{n} \{\deg(a_i) - 2(n - i)\}. \tag{1}$$

On the one hand, it is clear that $\ell > 0$ if $\deg(f, y) > 2 \deg(f, y')$. On the other hand, we shall prove that if $\ell > 0$ we can transform $f(y, y') = 0$ into another irreducible first order AODE $g(z, z') = 0$ with $\deg(g, z) > 2 \deg(g, z')$, and then use Theorem 3.2 to estimate a degree bound of rational solutions of $f(y, y') = 0$. Suppose that $\ell > 0$. Pick $c \in k$ such that $a_0(c) \neq 0$. Set $y = (cz + 1)/z$. Then $y' = -z'/z^2$. Set

$$b_i(z) = a_i((cz + 1)/z)z^{\ell + 2n - 2i(-1)^i}$$

where $i = 0, 1, \ldots, n$. Then an easy calculation yields that

$$g(z, z') = \sum_{i=0}^{n} b_i(z)z^i = z^{2n+\ell} f \left( \frac{cz + 1}{z}, \frac{-z'}{z^2} \right).$$

It is clear that $\deg(g, z') = n$, and $\deg(g, z) = \deg(b_0) = 2n + \ell > 2n$ since $a_0(c) \neq 0$. Furthermore, $\text{tdeg}(g) = 2n + \ell$ because

$$2n + \ell \leq \text{tdeg}(g) = \max_{i} \{\deg(b_i) + i\} \leq \max_{i} \{2n + \ell - i\} = 2n + \ell.$$

Furthermore, we claim that $g(z, z')$ is irreducible over $k(t)$. First of all, assume that $\ell = \deg(a_{i_0}) - 2(n - i_0)$ for some $0 \leq i_0 \leq n$. Then we have that

$$b_{i_0}(0) = (-1)^{i_0} \cdot \text{lc}(a_{i_0}) \neq 0,$$

where $\text{lc}(a_{i_0})$ is the leading coefficient of $a_{i_0}$ with respect to $y$. If $\gcd(b_0, b_1, \ldots, b_n) \neq 1$, then the $b_i(z)$ have common zeroes and none of common zeroes is zero. It is easy to see that $(c\eta + 1)/\eta$ is a common zero of all $a_i(y)$ if $\eta$ is a common zero of all $b_i(z)$. This contradicts with the fact that $\gcd(a_0, a_1, \ldots, a_n) = 1$. Secondly, if $g(z, z')$ has a factor with positive degree in $z'$ then $f(y, y')$ will have a factor with positive degree in $y'$, a contradiction. This proves our claim.

Remark that $r(t)$ is a nontrivial rational solution of $g(z, z') = 0$ if and only if $(cr(t) + 1)/r(t)$ is a nontrivial rational solution of $f(y, y') = 0$, and $\deg(r(t)) = \deg((cr(t) + 1)/r(t))$ by Lemma 3.1. That is to say, the degree bound of rational solutions of $f(y, y') = 0$ is the same as that of $g(z, z') = 0$. Using Theorem 3.2 we will give an explicit degree bound of rational solutions of a first order AODE with positive m.s.index.

**Theorem 3.3** Assume that $f(y, y') = 0$ is an irreducible first order AODE with coefficients in $k(t)$ and $\ell = \text{m.s.index}(f) > 0$. If $r(t)$ is a rational solution of $f(y, y') = 0$, then

$$\deg(r(t)) \leq (2\rho)^{(2\rho)^{15}} b(f)$$

where $\rho = \text{tdeg}(f)$. 
Proof Notice that \( \rho \geq 2 \) since \( f(y, y') = 0 \) has movable singularities, and if \( \rho = 1 \) then \( f(y, y') = 0 \) is a Riccati equation which has no movable singularity. The notation being as above, from the previous discussion we only need to focus on the irreducible first order AODE \( g(z, z') = 0 \). One sees that \( h(g) \leq h(f), \deg(g, z') = n \) and \( \text{tdeg}(g) = \deg(g, z) = 2n + \ell > 2n \).

Then it follows from (1) that

\[
2n + \ell = \max_{i=0}^{n} \{ \deg(a_i) + 2i \} \leq \max_{i=0}^{n} \{ \deg(a_i) + i \} + n \leq 2\rho - 1,
\]

where the last inequality holds because \( \ell > 0 \) induces \( \rho > n \). Assume that \( r(t) \) is a rational solution of \( f(y, y') = 0 \). Due to Theorem 3.2 we have

\[
\deg(r(t)) \leq 75 \cdot 2^{13} \cdot (\text{tdeg}(g) + 1)^{40(\text{tdeg}(g) + 1)^{12} + 7}b(f)
\]

\[
\leq 2^{20} \cdot (2\rho)^{40(2\rho)^{12} + 7}b(f)
\]

\[
\leq (2\rho)^{40(2\rho)15}b(f).
\]

Remark 3.4 1) Multiplying the coefficients of \( f \) by a common denominator and reducing them appropriately, we can assume that \( f \) is an irreducible polynomial in three variables \( t, y, y' \). Then it follows from Proposition 2.2 that \( h(f) = \deg(f, t) \). It means that, for differential polynomials \( f \) in Theorems 3.2 and 3.3, we can only use the degrees of \( f \) in \( t, y, y' \) to estimate a degree bound of rational solutions of \( f = 0 \).

2) Theorem 3.3 implies that an autonomous first order AODE \( f = 0 \) with positive m.s. index has no nontrivial rational solutions, because \( h(f) = 0 \). In fact, suppose that \( f = 0 \) has a nontrivial rational solution. Then it will have infinitely many rational solutions. By Corollary 4.6 of [4], \( f = 0 \) has no movable singularity. However, as \( f = 0 \) has positive m.s. index, Fuchs’ theorem implies that \( f = 0 \) has movable singularities, a contradiction.

In [14], the authors developed two algorithms to compute rational solutions of maximally comparable first order AODEs and first order quasi-linear AODEs respectively. Let us first recall the definition of maximally comparable first order AODEs. Suppose that \( f(y, y') = \sum_{i,j} c_{i,j}y^iy'^j \) is a first order differential polynomial over \( k(t) \). Denote

\[
S(f) = \{(i, j) \in \mathbb{Z}^2 \mid c_{i,j} \neq 0 \}.
\]

If there is \((i_0, j_0) \in S(f) \) satisfying that \( i_0 + j_0 \geq i + j \) and \( i_0 + 2j_0 > i + 2j \) for every \((i, j) \in S(f) \setminus (i_0, j_0) \), then \( f \) is called maximally comparable. The following example shows that their algorithms can not completely deal with the cases we consider in Theorems 3.2 and 3.3.

Example 3.5 1) Let

\[
f(y, y') = \alpha_1(t)y'^3 + \alpha_2(t)y^2y'^2 + \alpha_3(t)
\]

where \( \alpha_i(t) \in k[t] \setminus \{0\} \). Then \( S(f) = \{(0, 3), (2, 2), (0, 0)\} \). Since \( 2 + 2 \geq 0 + 3 \) but \( 2 + 2 \cdot 2 = 0 + 2 \cdot 3 \), \( f \) is not maximally comparable. However, it is obvious that \( \deg(f, y) < \deg(f, y') \).
2) Let
\[ f(y, y') = \alpha_1(t)y' y^n + \alpha_2(t)y^{2n+\ell} + \alpha_3(t) \]
where \( \ell, n \in \mathbb{Z}, \ell, n > 0, \alpha_i(t) \in k[t] \setminus \{0\} \). Then \( S(f) = \{(\ell, n), (2n + \ell, 0), (0, 0)\} \). Since 
\[ 2n + \ell + 0 \geq \ell + n \] 
but 
\[ 2n + \ell + 2 \cdot 0 = \ell + 2 \cdot n, \]
\( f \) is not maximally comparable. However, one sees that \( \text{m.s.index}(f) = \ell > 0 \). Furthermore, compared with Theorems 3.2 and 3.3, we can compute a more compact bound for this case in Example 3.8.

Next we consider some special types of first order AODEs, in which the degree bounds of rational solutions can be extensively reduced compared with those in Theorems 3.2 and 3.3.

**Proposition 3.6** Let \( f(y, y') = \sum_{i,j} c_{i,j} y^i y'^j \in k(t)[y, y'] \) be a first order differential polynomial. Assume \( \deg(f, y) = m, \deg(f, y') = n \) and \( mj + ni = mn \) for \( c_{i,j} \neq 0 \). Furthermore, assume \( m > 2n \) or \( m < n \). If \( r(t) \in k(t) \) is a rational solution of \( f(y, y') = 0 \), then
\[
\deg(r(t)) \leq \begin{cases} 
mh(f)/(m-2n), & m > 2n, 
(mh(f) + n)/(n-m), & m < n. 
\end{cases}
\]

**Proof** If \( m > 2n \), due to Theorem 2.8 and Lemma 3.1 one sees that
\[ mh(r(t)) - mh(f) \leq nh(r'(t)) \leq 2nh(r(t)) \]
and then \( h(r(t)) \leq mh(f)/(m-2n) \). If \( m < n \), using Theorem 2.8 and Lemma 3.1 again we have
\[ nh(r(t)) - 1 \leq nh(r'(t)) \leq mh(r(t)) + mh(f) \]
and then \( h(r(t)) \leq (mh(f) + n)/(n-m) \). \( \blacksquare \)

**Proposition 3.7** Assume that \( f(y, y') = \sum_{i=0}^{n} a_i(y) y^i \in k(t)[y, y'] \) is an irreducible first order differential polynomial with \( \ell = \text{m.s.index}(f) > 0 \). Assume further that \( a_n(y) = \alpha y, \alpha \in k(t) \setminus \{0\} \), \( y^f | a_i(y), 1 \leq i \leq n - 1 \) and \( a_0(0) \neq 0 \). If \( r(t) \in k(t) \) is a rational solution of \( f(y, y') = 0 \), then
\[
\deg(r(t)) \leq \frac{n(2n + \ell)}{\ell} h(f).
\]

**Proof** Set \( y = 1/z \), then \( y' = -z'/z^2 \). Let
\[ g(z, z') = f \left( \frac{1}{z}, \frac{-z'}{z^2} \right) z^{2n+\ell} = \alpha(-z')^n + \sum_{i=0}^{n-1} b_i(z) z^{2i}, \]
where \( b_i(z) = a_i(1/z)z^{2n+\ell-2i}(-1)^i \). It is clear that \( \deg(g, z') = n, \deg(g, z) = \deg(b_0(z)) = 2n + \ell \) since \( a_0(0) \neq 0 \). For \( 1 \leq i \leq n - 1 \), assume that \( \deg(b_i(z)) = 2n + \ell - 2i - m_i \), where \( m_i \geq \ell \) since \( y^f | a_i(y) \). Therefore one sees that for \( 0 \leq i \leq n - 1 \)
\[ \deg(b_i(z)) + i(2n + \ell) = (2n + \ell)n + \ell i - m_i n \leq (2n + \ell)n, \]
where the last inequality holds since \( \ell \leq m_i, i < n \). If \( r(t) \in k(t) \) is a rational solution of \( g(z, z') = 0 \), then Proposition 3.6 implies that
\[ \deg(r(t)) \leq \frac{n(2n + \ell)}{\ell} h(g). \]
Notice that \( r(t) \) is a nontrivial rational solution of \( g(z, z') = 0 \) if and only if \( 1/r(t) \) is a nontrivial rational solution of \( f(y, y') = 0 \) and \( h(g) = h(f) \). Then our assertion is proved.

**Example 3.8** Let

\[
f(y, y') = \alpha_1(t)y^\ell y'^n + \alpha_2(t)y^{2n+\ell} + \alpha_3(t),
\]

where \( \ell, n \in \mathbb{Z}, \ell, n > 0, \alpha_i(t) \in k[t], \alpha_1(t)\alpha_3(t) \neq 0 \) and \( \gcd(\alpha_1, \alpha_2, \alpha_3) = 1 \). It is clear that \( m.s.\text{index}(f) = \ell > 0 \). Then \( h(f) = \max_{i=0}^{3}\{\deg(\alpha_i)\} \) due to Proposition 2.6. For each rational solution \( r(t) \) of \( f(y, y') = 0 \), it induces from Proposition 3.7 that

\[
\deg(r(t)) \leq \frac{n(2n + \ell)\max_{i=0}^{3}\{\deg(\alpha_i)\}}{\ell}.
\]

The following are three specific examples of computing rational solutions of \( f(y, y') = 0 \) when \( \ell = n = 1 \).

1) Let \( \alpha_1(t) = \alpha_2(t) = 1, \alpha_3(t) = t \), then \( \deg(r(t)) \leq 3 \) and using the method of undetermined coefficients for \( r(t) \) one sees that there are no rational solutions of this case.

2) Let \( \alpha_1(t) = t, \alpha_2(t) = \alpha_3(t) = 1 \), then \( \deg(r(t)) \leq 3 \) and using the same way one sees that all rational solutions of this case are constants \( c \) with \( c^3 + 1 = 0 \).

3) Let \( \alpha_1(t) = 1, \alpha_2(t) = 0, \alpha_3(t) = -t \), then \( \deg(r(t)) \leq 3 \) and using the same way one sees that all rational solutions of this case are \( \pm t \).
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