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Abstract—We analyze the achievable information rates (AIRs) for coded modulation schemes with QAM constellations with both bit-wise and symbol-wise decoders, corresponding to the case where a binary code is used in combination with a higher-order modulation using the bit-interleaved coded modulation (BICM) paradigm and to the case where a nonbinary code over a field matched to the constellation size is used, respectively. In particular, we consider hard decision decoding, which is the preferable option for fiber-optic communication systems where decoding complexity is a concern. Recently, Liga et al. analyzed the AIRs for bit-wise and symbol-wise decoders considering what the authors called hard decision decoder which, however, exploits soft information of the transition probabilities of discrete-input discrete-output channel resulting from the hard detection. As such, the complexity of the decoder is essentially the same as the complexity of a soft decision decoder. In this paper, we analyze instead the AIRs for the standard hard decision decoder, commonly used in practice, where the decoding is based on the Hamming distance metric. We show that if standard hard decision decoding is used, bit-wise decoders yield significantly higher AIRs than symbol-wise decoders. As a result, contrary to the conclusion by Liga et al., binary decoders together with the BICM paradigm are preferable for spectrally-efficient fiber-optic systems. We also design binary and nonbinary staircase codes and show that, in agreement with the AIRs, binary codes yield better performance.
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I. INTRODUCTION

The ever increasing demand in network capacity has made the adoption of forward error correction (FEC) a must in optical communications. To achieve high spectral efficiencies, a common approach is to use a powerful binary code followed by a nonbinary constellation, exploiting the bit interleaved coded modulation (BICM) paradigm. An alternative is to use a nonbinary code, matched to the constellation size.

The analysis and design of binary low-density parity-check (LDPC) codes and spatially-coupled LDPC (SC-LDPC) codes, in combination with higher order modulation and soft decision decoding (SDD), has recently attracted a great deal of attention in the optical communications community [1], [2]. FEC with SDD yields very large coding gains, but poses implementation challenges in terms of complexity, delay, and power consumption at very high data rates. This motivates the use of FEC schemes based on algebraic codes, which are decoded using the less complex hard decision decoding (HDD). Binary staircase codes [3], [4], braided codes [5], and generalized product codes [6] have been shown to perform close to the theoretical limits while achieving the very low error rates needed in optical communications. Nonbinary staircase codes with HDD were considered in [7].

A useful parameter to determine the ultimate performance limits of these so-called coded modulation (CM) schemes and compare them, is the achievable information rate (AIR), which provides a lower bound on the mutual information of the system, i.e., the maximum rate at which reliable communication is possible. In [8] AIRs for several CM schemes were derived. In particular, the authors analyzed AIRs for CM schemes with bit-wise and symbol-wise demapper (suitable for binary and nonbinary codes, respectively) considering both SDD and what the authors referred to as HDD. A significant outcome of the analysis in [8] is that nonbinary codes with HDD can achieve information rates comparable to that of SDD, and quoting [8] “hard decision binary decoders are shown to be unsuitable for spectrally-efficient, long-haul systems”.

In this paper, we further elaborate on the AIRs of CM for HDD using binary and nonbinary codes. Our analysis extends the results in [8] and provides new insight, clarifying some concepts and shedding some light into the conclusions in [8]. In particular, we remark that the AIRs that the authors computed in [8] for HDD corresponds to the AIRs of a CM scheme where the detector takes a hard decision on the channel output, i.e., it performs hard detection, but the decoder exploits the transition probabilities of the resulting discrete-input discrete-output channel [8, eq. (23)]. In other words, the decoder uses a metric that carries soft information about the reliability of the demodulator hard decisions. Whether a decoder employing this metric can be referred to as a hard decision (HD) decoder is an open question, which depends on the definition of HDD. According to [9], a hard decision decoder decides solely based on the Hamming distance, hence the decoder of [8] would not fall within this category. Here, we do not take a stand on this distinction, and to avoid...
amplitudes we will refer in the following to the HD decoder in \cite{[8]} as hard detector/channel-aware (HdCha) decoder, and to the decoder that uses the Hamming distance metric \cite{[9]–[13]} as the standard HD decoder. Indeed, it is important to remark that the standard HD decoder allows for the use of low-complexity algebraic decoding algorithms and therefore the one used in practice, e.g., to decode Reed-Solomon (RS) codes, Bose-Chaudhuri-Hocquenghem (BCH) codes, and staircase codes. On the other hand, decoders implementing the metric in \cite{[8]} eq. (23)) may be assimilated to soft decoders with coarse quantization and it is unclear whether a low-complexity implementation is possible.

For standard HDD (sHDD), the relevant AIR is not the one considered in \cite{[8]}, but the one that assumes the use of the Hamming decoding metric. In this paper we therefore derive the AIR of a CM scheme with HDD using the Hamming metric for both bit-wise and symbol-wise decoders. We then compare the AIRs for SDD, shHDD, and the HdCha decoding (HdChaD) of \cite{[8]}, assuming both bit-wise and symbol-wise demapper. As expected, the AIRs for shHDD are significantly lower than the ones for the HdChaD scheme considered in \cite{[8]}. Furthermore, we show that the AIR of shHDD with bit-wise metric is higher than that of the CM scheme with symbol-wise metric. Indeed, the AIR of the CM scheme with symbol-wise shHDD is much worse than that of the scheme with SDD. Therefore, interestingly, contrary to the conclusion in \cite{[8]}, if a standard HD decoder is used, binary codes and BICM are to be preferred to nonbinary codes for spectrally-efficient optical communication systems.

We also consider binary and nonbinary staircase codes with shHDD and compare their asymptotic performance (i.e., for very large block lengths), derived using density evolution (DE), and their finite block length performance to the obtained AIRs for the additive white Gaussian noise (AWGN) channel. The results are in agreement with the AIRs and confirm that, when shHDD is used, binary codes are preferable to nonbinary codes. Finally, we corroborate this outcome by analyzing the AIRs of the fiber-optic channel. In particular, we compute the AIRs of the polarization-multiplexed (PM) single channel transmission system using the split-step Fourier method (SSFM) and of the wavelength division multiplexing (WDM) system using the Gaussian noise (GN) model. We show than for shHDD, binary codes/bit-wise decoders yield a significant optical reach enhancement compared to nonbinary codes/symbol-wise decoders.

Notation: The following notation is used throughout the paper. We denote by $\mathbb{C}$ the set of complex numbers. We use boldface letters to denote vectors, e.g., $\mathbf{x}$, and capital letters to denote random variables, e.g., $X$. The cardinality of a set $A$ is denoted by $|A|$.

II. Preliminaries

We consider the memoryless AWGN channel, which is an accurate model for long-haul coherent fiber-optic communications when the fiber-optic channel is dominated by amplified spontaneous emission (ASE) noise \cite{[14]}. The transition probability density is

$$p_Y|X(y|x) = \frac{1}{2\pi\sigma^2} \exp\left[-\frac{1}{2\sigma^2}|y-x|^2\right]$$

with $x \in X$, where $X = \{X_1, X_2, \ldots, X_M\} \subset \mathbb{C}$ is the input alphabet (i.e., the constellation imposed by the modulation), and where $y \in \mathbb{C}$ is the channel output. We consider the case where the input alphabet is restricted to a quadrature amplitude modulation (QAM). We define the signal-to-noise ratio (SNR) as $\text{SNR} = E_s/N_0 = 1/2\sigma^2$, $E_s$ being the average energy per symbol and $N_0$ the single-sided noise power spectral density. We assume a coded transmission where $K$ information symbols (i.e., $k = K \log_2 M$ information bits) are encoded into $N$ modulated symbols by an $(N, K)$ code $C$ of rate $R = K/N$. Thus, spectral efficiency of the systems is $R \log_2 M$ [bpcu].

We consider several detection/decoding strategies for both both symbol-wise and bit-wise decoders.

A. Coded Modulation with Symbol-Wise Soft Decision Decoding

For SDD-SW, the detector provides the FEC decoder with the likelihoods $p_Y|X(y|x)$ for all $x \in X$. The FEC decoder then uses the maximum likelihood (ML) decoding rule, given by

$$\hat{x}_{\text{SSD-SW}} = \arg \max_{x \in C} \prod_{i=1}^{N} p_Y|X(y_i|x_i).$$

B. Coded Modulation with Symbol-Wise Hard-Detection Channel-Aware Decoding

We now consider the HdChaD-SW scheme of \cite{[8]}. With HdChaD-SW, the detector takes a symbol-wise hard decision,

$$\hat{x}_i = \arg \max_{x \in X} p_Y|X(y_i|x).$$

The decision is then passed to the FEC decoder. By doing so, the channel is turned into an $M$-ary input, $M$-ary output discrete memoryless channel (DMC) with transition probabilities

$$P_{X|X}(\hat{x}|x) = \Pr \left\{ \hat{X} = \hat{x} | X = x \right\}.$$  \hspace{1cm} (1)

Note that the output alphabet of the DMC is $X$. The optimum decoding rule is given by

$$\hat{x}_{\text{HdChaD-SW}} = \arg \max_{x \in C} \prod_{i=1}^{N} P_{X|X}(\hat{x}_i|x_i).$$

Observe that, although the detector takes a hard decision, the FEC decoder is not a standard HD decoder, in the sense that the decoding metric still embeds soft information. In fact, the use of the channel transition probabilities $P_{X|X}(\hat{x}|x)$ of the DMC implies that the decoder is aware of the geometry of the constellation (and eventually of the channel SNR), and exploits this information to obtain likelihoods for the different channel input-output pairs according to (1). In this sense, the detector can be seen as a soft detector with a (coarse) quantization.
C. Coded Modulation with Symbol-Wise Standard Hard Decision Decoding

We now consider a CM scheme with the conventional HDD-SW. We refer to the scheme as sHDD-SW. Also in this case the detector takes a symbol-wise hard decision,  
\[ \hat{x}_i = \arg\max_{x \in \mathcal{X}} p_{Y|x}(y_i|x). \]
The decision is passed to the FEC decoder, which uses the Hamming distance as decoding metric. With optimum Hamming-metric decoding we have  
\[ \hat{x}_{\text{sHDD-SW}} = \arg\min_{\hat{x} \in \mathcal{C}} d_H(\hat{x}, x) \]
with the Hamming distance defined as  
\[ d_H(\hat{x}, x) \equiv |\{i|\hat{x}_i \neq x_i\}|. \]
Observe that the Hamming decoding metric is the one that is conventionally assumed for HDD (enabling low-complexity decoding, see, e.g., the Berlekamp-Massey algorithm for RS and BCH codes) \cite{9}–\cite{13}. We also remark that the bounded distance decoding (BDD), which is the low-complexity decoding algorithm used to decode staircase codes and GPCs, utilizes the Hamming metric, i.e., the received word is decoded to a codeword if the Hamming distance between the received word and a codeword is less or equal to the error correcting capability of the code (see \cite{15} Sec. II).

III. ACHIEVABLE INFORMATION RATES FOR SYMBOL-WISE DECODING AND UNIFORM INPUT DISTRIBUTION

We consider next the achievable information rates for the three schemes introduced in the previous section, for the case of uniform input distribution, i.e., \( p_X(x) = 1/M \) for all \( x \in \mathcal{X} \).

A. Achievable Information Rate for Symbol-Wise Soft Decision Decoding

Under SDD-SW, the achievable information rate is given  
\[ I_{\text{SDD-SW}} = I(X; Y) = E \left[ \log_2 \left( \frac{p_{Y|X}(Y|X)}{\frac{1}{M} \sum_{x \in \mathcal{X}} p_{Y|X}(Y|x)} \right) \right] \]
where the expectation is over \( X, Y \).

B. Achievable Information Rate for Symbol-Wise Hard Detection Channel-Aware Decoding

For HdChaD-SW, the achievable information rate is given by \cite{8} eq. 23  
\[ I_{\text{HdChaD-SW}} = I(X; \hat{X}) = E \left[ \log_2 \left( \frac{P_{\hat{X}|X}(\hat{X}|X)}{\frac{1}{M} \sum_{x \in \mathcal{X}} P_{\hat{X}|X}(\hat{X}|x)} \right) \right] \]
where the expectation is over \( X, \hat{X} \).

C. Achievable Information Rate for Symbol-wise Standard Hard Decision Decoding

Under sHDD-SW, a possible strategy to compute an achievable information rate is to resorting to the mismatched decoding framework. It is easy to observe that employing the Hamming decoding metric is equivalent to maximizing the mismatched metric  
\[ q(\hat{x}, x) = \prod_{i=1}^{N} q(\hat{x}_i, x_i) \]
with  
\[ q(\hat{x}, x) = \begin{cases} 1 - \epsilon & \text{if } \hat{x} = x \\ \epsilon/(M - 1) & \text{otherwise} \end{cases} \]
where \( \epsilon \) is an arbitrary value in \((0, (M - 1)/M)\). In fact,  
\[ \hat{x}_{\text{sHDD-SW}} = \arg\max_{x \in \mathcal{C}} \left( \prod_{i=1}^{N} q(\hat{x}_i, x_i) \right) \]
where \( (a) \) holds if and only if \( 0 < \epsilon < (M - 1)/M \). Observe that the metric in \( (a) \) is equivalent to the optimum \( \text{i.e., ML} \) metric for an \( M \)-ary symmetric channel with error probability \( \epsilon \). Hence, a Hamming metric decoder is in fact treating the channel \( P_{\hat{X}|X} \) as a symmetric channel, ignoring the information provided by the actual channel transition probabilities. An achievable rate (not necessarily the maximum one, though) under the mismatched decoding metric \( q \) is given by the generalized mutual information (GMI) \cite{16}  
\[ I_{gmi}^{\text{SDD-SW}} = \sup_{s > 0} E \left[ \log_2 \left( \frac{q(X, \hat{X})^s}{\frac{1}{M} \sum_{x \in \mathcal{X}} q(X, x)^s} \right) \right] \]
where the expectation is over \( X, \hat{X} \). We have the following result.

Proposition 1: The GMI for the symbol-wise standard hard decision decoding is
\[ I_{gmi}^{\text{SDD-SW}} = \log_2 M - h_b(\delta) - \delta \log_2 (M - 1) \]
where \( h_b(\delta) = -\delta \log_2 \delta - (1 - \delta) \log_2 (1 - \delta) \) is the binary entropy function evaluated in \( \delta, \delta \) being the (uncoded) symbol error probability, \( \delta = Pr\{\hat{X} \neq X\} \).

Proof: We define
\[ I_{gmi}^{\text{SDD-SW}}(s) = E \left[ \log_2 \left( \frac{q(X, \hat{X})^s}{\frac{1}{M} \sum_{x \in \mathcal{X}} q(X, x)^s} \right) \right] = \frac{1}{M} \sum_{\hat{x} \in \mathcal{X}} \sum_{x \in \mathcal{X}} P_{\hat{X}|X}(\hat{x}|x) \log_2 \left( \frac{M q(\hat{x}, x)^s}{\sum_{x' \in \mathcal{X}} q(\hat{x}, x')^s} \right) \]
where in the second equality we used the fact that all symbols are equiprobable, i.e., \( P_X(x) = 1/M \) for all \( x \).

By observing that
\[ q(\hat{x}, x)^s = \frac{(1 - \epsilon)^s}{(1 - \epsilon)^s + (M - 1) \left( \frac{\epsilon}{M-1} \right)^s} \]
if \( \hat{x} = x \) and
\[
q(\hat{x}, x)^s = \left(\frac{\pi^s}{M - 1}\right)^s \frac{1}{\left(1 - \epsilon\right)^s + (M - 1)\left(\frac{\pi^s}{M - 1}\right)^s}
\]
if \( \hat{x} \neq x \), we have that
\[
I^\text{gmi}\text{-SW}(s) = \log_2 M - (1 - \delta) \log_2 \left(1 + \frac{e^s(M - 1)^{1-s}}{1 - \epsilon^s}\right)
\]
\[ - \delta \log_2 \left(M - 1 + \frac{(1 - \epsilon)^s}{e^s(M - 1)^{1-s}}\right)
\]
where we made use of the definition of the symbol error probability \( \delta = \Pr\{\hat{X} \neq X\} \). Since the choice of \( \epsilon \) is arbitrary in \((0, (M - 1)/M)\), we are allowed to pick \( \epsilon = \delta \). By rewriting \( I^\text{gmi}\text{-SW}(s) \) as
\[
I^\text{gmi}\text{-SW}(s) = \log_2 M - (1 - \delta) \log_2 \left(1 + (M - 1)\Lambda^s\right)
\]
\[ - \delta \log_2 \left(1 + (M - 1)^{-1}\Lambda^{-s}\right) - \delta \log_2 (M - 1)
\]
with \( \Lambda \triangleq [\delta/(M - 1)]/(1 - \delta) \) and setting its derivative in \( s \) to 0, we find that the optimum maximum of \( I^\text{gmi}\text{-SW}(s) \) is attained for \( s = 1 \), returning (3).

IV. ACHIEVABLE INFORMATION RATES WITH BIT-WISE DECODING

Denote by \( m = \log_2 M \) the number of bits used to label each constellation symbol, and by \( b = (b_1, b_2, \ldots, b_m) \) the \( m \)-bit labeling. We consider next binary coding schemes with different decoding strategies. For this purpose, we model the \( m \) bit level channels as \( m \) parallel independent binary symmetric channels (BSCs), with the \( i \)th channel having bit error probability \( \epsilon_i = \Pr\{\hat{B}_i \neq B_i\} \). We consider the case where encoding is done across bit levels, i.e., BICM. With bit-wise HdChaD (HdChaD-BW) the decoder exploits the information on the different error probabilities associated with the \( m \) bit levels. The GMI with HdChaD-BW is
\[
I^\text{gmi}\text{-BW} = m - \sum_{i=1}^{m} h_b(\epsilon_i).
\]

Note that the decoder exploits soft information, since the different reliabilities of the bit-wise hard decisions are embedded into the metric
\[
P_{B_i|B_i}(\hat{b}_i|b_i) = \prod_{i=1}^{m} P_{B_i|B_i}(\hat{b}_i|b_i)
\]
with
\[
P_{\hat{b}_i|B_i}(\hat{b}_i|b_i) = \begin{cases} 
1 - \epsilon_i & \text{if } \hat{b}_i = b_i \\
\epsilon_i & \text{otherwise}.
\end{cases}
\]
This rate corresponds to the bit-wise decoding in [8].

Interestingly, this rate is also achievable by encoding bit levels separately (i.e., using multi-level coding), and decoding with the Hamming metric (without multi-stage decoding) [17].

On the other hand, by random coding across bit levels and sHDD, i.e., Hamming metric decoding, is used at the receiver, the GMI is
\[
I^\text{gmi}\text{-BW} = m[1 - h_b(\bar{\epsilon})]
\]
where
\[
\bar{\epsilon} = \frac{1}{m} \sum_{i=1}^{m} \epsilon_i.
\]

V. NUMERICAL RESULTS

A. Achievable Information Rates for the AWGN channel

In this section, we compare the AIRs for the different detection/decoding strategies discussed in the previous sections for the AWGN channel. In Fig. 1, Fig. 2, and Fig. 3, we plot the AIRs for 16-QAM, 64-QAM, and 256-QAM, respectively, as a function of the SNR. It can be observed that, as already shown in [8], with HdChaD the AIRs for the symbol-wise decoder are higher than those for the bit-wise decoder and close to those for SDD for low-to-medium SNRs. However, the behavior is completely the opposite if the conventional sHDD is used. In this case, the AIRs for the bit-wise decoder are higher than those for the symbol-wise decoder. The penalty incurred by using the symbol-wise decoder is significant for low-to-medium SNRs. Equivalently, to achieve a given spectral efficiency, the symbol-wise decoder requires a significantly higher SNR. For example, for 64-QAM and spectral efficiency 3 bit/symbol the required SNR is 2 dB higher for the symbol-wise decoder as compared to the bit-wise decoder. In the region of interest, corresponding to spectral efficiencies close to the saturation value (6 bit/symbol for 64-QAM), the AIRs for the bit-wise and symbol-wise decoders get closer to each other, but the gain provided by the bit-wise decoder is non negligible. These results indicate that, for sHDD, which is the decoding algorithm used in practice due to its low-complexity efficient implementation, binary FEC codes are preferable over nonbinary FEC codes.

To confirm these findings, we consider several binary and nonbinary codes and plot their performance in Figs. 11–13. For bit-wise sHDD we consider binary staircase codes with BCH codes as component codes [3]. In particular, we consider the staircase codes designed in [4], which are optimized for each code overhead (OH) based on DE. DE is a tool to predict the iterative decoding performance of asymptotically long codes in the waterfall region. In particular, staircase codes can be seen as a particular class of spatially-coupled generalized LDPC codes (SC-GLDPCs) [4], thus it is possible to use DE, a well-established tool to analyze the performance of LDPC codes, to optimize the so-called decoding threshold, defined as the pre-FEC BER value where the DE curve crosses a certain target post-FEC BER when the code length grows to infinity. For symbol-wise sHDD we consider nonbinary staircase codes with RS codes as component codes. Nonbinary staircase codes were considered by the authors in [7], where codes for different OHs were optimized based on DE.
Appendix A we derive the DE for nonbinary staircase codes (not published in [7] due to space limitations). In the figures, we plot the asymptotic performance of binary and nonbinary staircase codes, in the limit of very large block lengths, computed using DE. The empty circles correspond to the BER performance of binary staircase codes and the filled circles to the performance of nonbinary staircase codes. In all figures, for both binary and nonbinary staircase codes, starting from the circles at the top, the circles correspond to codes with OHs 8.33%, 11.11%, 14.29%, 20%, 25%, and 33.33%, respectively. It can be observed that the asymptotic performance of the staircase codes follow nicely the behavior predicted by the corresponding AIR curves. Also, it can be observed that the gap to the AIRs decreases for smaller OHs. This is expected, since staircase codes are known to perform particularly close to the theoretical limit for very high rates (corresponding to small OHs). Although perhaps difficult to observe in the figures, the binary staircase codes achieve gains between 0.6 dB and 1.11 dB with respect to the nonbinary counterparts. These results confirm the conclusions arising from the AIRs analysis, i.e., for spectrally-efficient systems, if sHDD is used, binary codes should be preferred to nonbinary codes.

In Fig. 4, we also plot the performance of the staircase codes for finite block length (crosses for binary staircase codes and asterisks for nonbinary staircase codes). We remark that we decoded binary staircase codes using BDD (i.e., the low-
complexity sHDD) and the extrinsic message passing (EMP) proposed in [15], which yields some performance gains with respect to the intrinsic message passing algorithm proposed originally in [3]. Unfortunately, EMP is highly complex for nonbinary staircase codes. Thus, we considered BDD and IMP to decode nonbinary staircase codes. Comparing the finite length performance of binary and nonbinary staircase codes with the DE results, we observe that binary staircase codes perform very close to the predicted DE values. However, for some OHs, the use of IMP for nonbinary staircase codes entails a loss with respect to the performance predicted by DE, which results in an increased gap with respect to the performance of the binary staircase codes. Overall, the simulation results for finite code length also confirm the advantage of using binary codes.

### B. Achievable Information Rates for the Fiber-Optic Channel

In this section, we compute the AIRs for the fiber-optic channel, to verify that the conclusions drawn for the AWGN channel, i.e., bit-wise decoders perform better than symbol-wise decoders, hold also for the fiber-optic channel. In particular, we consider a PM single channel transmission system and a WDM transmission system. For the former, we assume an optical fiber with parameters summarized in Table I. The span loss is compensated using erbium-doped fiber amplifiers (EDFAs). For the simulation of the fiber-optic channel, we used the SSFM to solve the Manakov equation [18, eq. 3]. To compensate the chromatic dispersion, we consider both electronic dispersion compensation (EDC) and digital back propagation (DBP). A root-raised cosine pulse with a roll-off factor of 0.25 is used and for each polarization independent sequences of $2^{18}$ symbols are sent to compute the transition probabilities $P_{X\mid X}(X\mid X), i=1\ldots, m$, and $\delta$, and correspondingly calculate the AIRs $I_{\text{HdChaD-SW}}, I_{\text{HdChaD-BW}}, I_{\text{sHDD-BW}}$, and $I_{\text{sHDD-SW}}$. We also remark that for each span length, we used the optimal transmitted power found based on simulations.

In Fig. 5 and Fig. 6 we plot the AIRs for the PM single channel transmission system with EDC and DBP, respectively, for different modulations as a function of the transmission distance. As can be seen, in all cases, for sHDD bit-wise decoding achieves larger AIRs compared to symbol-wise decoding, which in turn leads to a significant optical reach enhancement.

For the sake of completeness, we also consider a WDM transmission system with 81 channels and the same parameters summarized in Table I. The optical channel for such a system is well-approximated by the AWGN channel, a model known as the GN model in the literature [19]. All channels are transmitted with the same power, where the optimal power is found to maximize the SNR of the middle channel. The AIRs for the middle channel with 16-QAM, 64-QAM, and 256-QAM are shown in Fig. [17] The AIR of the middle channel can be interpreted as the pessimistic approximation of the AIRs of the other channels, since the middle channel suffers more from crosstalk. As for the AWGN channel and the PM single channel system, if sHDD is considered, bit-wise decoding achieves a significantly larger optical reach in comparison to symbol-wise decoding, leading to the conclusion that binary/codes/bit-wise decoders are preferable than nonbinary codes/symbol-wise decoders. In particular, the optical reach enhancement of bit-wise decoding compared to symbol-wise decoding for 16-QAM and 6 bits/symbol, 64-QAM and 8 bits/symbol, and 256-QAM and 10 bits/symbol, is 701 km, 590 km, and 311 km, respectively.

### VI. Conclusion

We analyzed the achievable information rates of coded modulation schemes decoded using the standard hard decision decoder, which is based on the Hamming distance metric, for both bit-wise and symbol-wise decoders. We showed that for sHDD, the AIRs of bit-wise decoders are higher than those of symbol-wise decoders. We also designed binary and nonbinary staircase codes and showed that their performance are in agreement with the behavior predicted by the AIRs.

An interesting outcome of this work is that, if the preferred sHDD is used, binary codes are preferable to nonbinary codes, as they achieve significantly better performance.
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### APPENDIX A

**DENSITY EVOLUTION FOR NONBINARY GLDPC/SC-GLDPC CODES**

In this appendix, we derive the DE for nonbinary staircase codes with RS codes of length $n$ as component codes. We assume that the codes are decoded using sHDD, i.e., the received symbols are mapped to the nearest constellation point, and decoding is performed iteratively assuming BDD of the component codes. As explained in [2], nonbinary staircase codes can be seen as a subclass of the ensemble of nonbinary SC-GLDPC codes. A nonbinary SC-GLDPC code can be represented by a bipartite graph consisting of variable nodes (VNs), corresponding to code bits, and constraint nodes (CNs). The SC-GLDPC code ensemble is defined by the parameters $C, L, w$, where $L$ is the number of spatial positions, and $w$ is the coupling width. Nonbinary staircase codes are then contained in the SC-GLDPC code ensemble when the CNs correspond to RS codes and $w = 2$, i.e., each coded symbol is protected by two component codes [7]. This allows us to optimize the parameters of nonbinary staircase codes using DE. DE tracks the evolution of the average symbol error probability in the iterative BDD algorithm.

| Attenuation ($\alpha$) | Dispersion ($D$) | Nonlinear coefficient ($\gamma$) | $\lambda$ |
|------------------------|-----------------|---------------------------------|-----------|
| 0.2 dB/km              | 17 ps/nm/km     | 1.3 l(W/km)                     | 1550 nm   |
| Symbol rate            | Spanlength/km   | EDFA noise figure               | SSFM step size |
| 32 Gbaud               | 80 km           | 4.5 dB                          | 0.1 km    |
Figure 5: AIRs for the PM single channel transmission system with EDC as a function of the transmission distance.

Figure 6: AIRs for the PM single channel transmission system with DBP as a function of the transmission distance.

Figure 7: AIRs for the WDM system using the GN model as a function of the transmission distance.
Assume that the nonbinary staircase code is constructed over a Galois field matched to the constellation size, i.e., the coded symbols from GF\((q)\) are mapped to a \(q\)-QAM constellation. As already mentioned in Section II, the optical channel can be modeled as an AWGN channel using the constellation. As a result, the best nonbinary codes arising from the DE analysis derived below for the QSC are the A\(\Sigma\)N\(\Gamma\) channel deviates from the QSC as \(q\) increases. However, one can interpret the QSC as an auxiliary channel for the true AWGN channel, which simplifies the code design, since the symmetry of the channel and the decoder allows to make the simplifying assumption that the all-zero codeword is transmitted, i.e., the analysis is codeword-independent. More importantly, the use of the QSC is justified by the fact that, as shown in Section III-C the sHDD treats indeed the channel as a symmetric channel. As a result, the best nonbinary codes arising from the DE analysis derived below for the QSC perform also the best for the AWGN channel.

In the following, we generalize the DE for binary SC-GLDPC codes over the binary symmetric channel in [5] to the nonbinary SC-GLDPC code ensemble over the QSC, rigorously accounting for decoding miscorrections. For ease of exposition, we consider first GLDPC codes and then SC-GLDPC codes. Let \(x^{(\ell)}\) be the symbol error probability from VNs to CNs in the \(\ell\)-th iteration, where \(x^{(0)} = p\). Furthermore, let \(P_n(i)\) be the probability that a randomly selected symbol (out of the \(n\) code symbols of the component code) is decoded erroneously when prior to decoding it was also in error, and there are \(i\) other symbol errors in the remaining \(n - 1\) code symbols of the component code. Similarly, denote by \(\bar{P}_n(i)\) the probability that a randomly selected symbol (out of the \(n\) code symbols of the component code) is decoded erroneously when prior to decoding it was not in error and there are \(i\) other symbols in error among the remaining \(n - 1\) code symbols of the component code. With this notation, \(P_n(i)\) accounts for the miscorrections.

It can be shown that \(x^{(\ell+1)} = f(x^{(\ell)}; p_s)\), where
\[
f(x; p_s) = \Delta \sum_{i=0}^{n-1} \binom{n-1}{i} \left( \frac{x}{q-1} \right)^i \left( q-1 \right)^{n-i-1} \left( 1-x \right)^{n-i-1}.
\]
\[
\bar{P}_n(i) = \left( \frac{p_s}{q-1} \right)^i \left( \frac{1}{q-1} \right)^{n-i} \left( 1-x \right)^{n-i}.
\]

The function \(f(x; p_s)\) can be simplified as
\[
f(x; p_s) = \sum_{i=0}^{n-1} \binom{n-1}{i} (1-x)^{n-i-1} x^i.
\]

where
\[
P_n(i) = \begin{cases} 1 - \sum_{\delta=1}^{t} \sum_{j=0}^{i} \sum_{z=0}^{\delta-1} 1_{\alpha} \frac{n-\alpha}{n} A_{\alpha} F_{\alpha} & \text{if } t \leq i \leq t-1 \\ 0 & \text{if } 0 \leq i \leq t-1 \end{cases}
\]

and
\[
\bar{P}_n(i) = \begin{cases} \sum_{\delta=1}^{t} \sum_{j=0}^{i} \sum_{z=0}^{\delta-1} 1_{\alpha} \frac{n+1}{n} A_{\alpha+1} F_{\alpha} & \text{if } t+1 \leq i \leq t \\ 0 & \text{if } 0 \leq i \leq t \end{cases}
\]

with \(\alpha = i - \delta + 2j - z + 1\),
\[
1_{\alpha} = \begin{cases} 1 & \text{if } n - \alpha - 1 \geq \delta - j - 1 \\ 0 & \text{otherwise} \end{cases}
\]

and
\[
F_{\alpha} = \binom{\alpha}{\alpha-j} \binom{j}{z} (q-2)^z \binom{n-\alpha-1}{n-\alpha} (q-1)^{n-i} \binom{n-i}{i} (q-1)^i.
\]

\(A_{\alpha}\) in (5) and (6) is the number of codewords of the component code of weight \(w\). For RS codes constructed in GF\((q)\), \(A_w\) is given as [20, eq. 8]
\[
A_{\alpha} = \left( \frac{q-1}{\alpha} \right) q^{-2\ell} (q-1)^i + \left( \frac{q-1}{\alpha} \right) q^{-2\ell} \sum_{j=0}^{2\ell} (-1)^{i+j} \binom{i}{j} (q^{2\ell} - q^j).
\]

One can use (4) to compute the decoding threshold of the GLDPC code with RS codes as component codes to achieve a target post-FEC BER.

The derived DE equations can be easily extended to SC-GLDPC codes. For SC-GLDPC codes, we track the average symbol error probabilities exchanged in the iterative decoding for each spatial position. Each VN at position \(i\) is connected to CNs at positions \([i-w+1, i]\). Let \(x_{i,c}^{(\ell)}\) be the average symbol error probability from VNs at spatial position \(i\) to the connected CNs at spatial positions in \([i-w+1, i]\). Also, let \(x_{i,c}^{(\ell)}\) be the average symbol error probability from CNs at spatial positions...
position $i$ to VNs at positions $[i, i + w - 1]$. $x_i^{(t)}$ and $x_{i,c}^{(t)}$ can be calculated as

$$x_{i,c}^{(t)} = \frac{1}{w} \sum_{j=0}^{w-1} x_{i+j}^{(t)}$$

(7)

$$x_i^{(t+1)} = \frac{1}{w} \sum_{l=0}^{w-1} \left( \frac{1}{w} \sum_{j=0}^{w-1} x_{i-l,j}^{(t)}, p_s \right).$$

(8)

Based on (7) and (8), $x_i^{(t+1)}$ can be computed recursively as

$$x_i^{(t+1)} = \frac{1}{w} \sum_{l=0}^{w-1} \left( \frac{1}{w} \sum_{j=0}^{w-1} x_{i-l,j}^{(t)}, p_s \right).$$

In general, the decoder of SC-GLDPC codes (and therefore of staircase codes as well) is based on the sliding window decoding. One can easily modify the DE equations above to account for the window decoding. Assume that the width of the window is $W$, i.e., the window contains $W$ spatial positions. Let $W_j$ denote the set containing the collection of VNs and CNs involved in the decoding of the $j$th window. The decoder freezes the VNs and CNs outside the window, i.e., the VNs and CNs inside the window are updated based on the information exchanged inside the window and no information comes from the positions outside the window. Therefore, one can define $x_i^{(t)}$ and $x_{i,c}^{(t)}$ as

$$x_i^{(t)} = \begin{cases} 0 & \text{if } i \notin W_j, \\ x_i^{(t)} & \text{if } i \in W_j, \end{cases}$$

and use them in (7) and (8) to find the average symbol error probability for the spatial positions within the window, i.e.,

$$x_i^{(t+1)} = \frac{1}{w} \sum_{l=0}^{w-1} \left( \frac{1}{w} \sum_{j=0}^{w-1} x_{i-l,j}^{(t)}, p_s \right).$$

(9)

for $i \in W_j$. Finally, using (9), one can compute the average symbol error probability for each spatial position of the SC-GLDPC code with window decoding. The average symbol error probability over all spatial positions is then the post-FEC symbol error probability of the SC-GLDPC code.
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