Critical phase behaviour in multi-component fluid mixtures: complete scaling analysis
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We analyse the critical gas-liquid phase behaviour of arbitrary fluid mixtures in their coexistence region. We focus on the setting relevant for polydisperse colloids, where the overall density and composition of the system are being controlled, in addition to temperature. Our analysis uses the complete scaling formalism and thus includes pressure mixing effects in the mapping from thermodynamic fields to the effective fields of 3D Ising criticality. Because of fractionation, where mixture components are distributed unevenly across coexisting phases, the critical behaviour is remarkably rich. We give scaling laws for a number of important loci in the phase diagram. These include the cloud and shadow curves, which characterise the onset of phase coexistence; a more general set of curves defined by fixing the fractional volumes of the coexisting phases to arbitrary values; and conventional coexistence curves of the densities of coexisting phases for fixed overall density. We identify suitable observables (distinct from the Yang-Yang anomalies discussed in the literature) for detecting pressure mixing effects. Our analytical predictions are checked against numerics using a set of mapping parameters fitted to simulation data for a polydisperse Lennard-Jones fluid, allowing us to highlight crossovers where pressure mixing becomes relevant close to the critical point.

I. INTRODUCTION AND OVERVIEW

Soft matter fluids such as colloidal suspensions, polymer solutions, liquid crystals, etc. are often composed of non-identical particles, and hence are termed ‘polydisperse fluids’.\textsuperscript{1–5} The polydisperse attribute that distinguishes the different particle species can be particle size, shape, charge, molecular weight, chemical nature, etc.\textsuperscript{6–11} or a combination of these. (We will mostly use the generic label ‘size’.) Polydisperse fluids are very widespread indeed, with examples comprising blood, paint, milk, clay, shampoo, viruses, globular proteins, photonic crystals, pharmaceuticals and even sewage, among several others.\textsuperscript{12–21} The present work investigates how an arbitrary polydisperse fluid in the liquid-gas coexistence region behaves near its liquid-gas critical point (CP). Our development is valid for any number of particle species regardless of the nature of interparticle interactions, and therefore applies to generic multi-component mixtures. We will mostly use the term ‘polydisperse’ for such systems and this should then be read as including both genuinely polydisperse systems such as colloids, where the number of species is effectively infinite, and mixtures with a finite number of components.

Liquid-gas phase-separated polydisperse fluids typically exhibit fractionation, where the overall number of particles from any given species is distributed unevenly across coexisting phases (i.e. none of the ‘daughter’ phases has a composition equal to that of the ‘parent’ phase). One therefore expects – as we will find – that the critical behaviour of such polydisperse systems is much richer than that of their monodisperse counterparts. For example, consider the case of phase separation starting from a parent phase with a fixed shape of its size distribution. In this scenario a number of different characteristic loci can be defined in the phase diagram. The cloud curve is the one tracing temperature against the overall (parent) density where phase separation first occurs; similarly, the shadow curve records the density of the corresponding incipient phase.\textsuperscript{22} The critical point is located at the intersection of these two curves, rather than at the maximum as in the monodisperse case, where cloud and shadow curves collapse onto a single curve, the standard binodal. If one fixes a parent density one can alternatively study the evolution of the coexisting densities as temperature is lowered, or that of the fractional volumes occupied by the coexisting phases. We will discuss further loci of interest below, in particular ones determined by fixing to arbitrary values the fractions of system volume occupied by the two coexisting phases. This generalises the notion of cloud and shadow curve where these fractions are 1 and 0, respectively.

To motivate the relevance of ‘complete scaling’ (see below) to our analysis, we give an overview of the development of theories for the so-called ‘diameter’ of a fluid. This can be defined, for either monodisperse systems or mixtures, as

\[ \frac{n_+ + n_-}{2} \]  

where \( n_\pm \) are the total number densities of the two coexisting phases obtained on cooling below the critical point. The temperature dependence of this quantity defines a curve in the phase diagram that has historically played
an important role in the context of fluid criticality. In the nineteenth century this dependence was described by the ‘law of rectilinear diameter’, i.e.

\[ \bar{n} = \frac{\bar{n}_+ + \bar{n}_-}{2} \sim |t| \quad (2) \]

This is expressed here in terms of normalised deviations \( \bar{n} \equiv (n - n_c)/n_c \) and \( t \equiv (T - T_c)/T_c \) from the critical density \( n_c \) and temperature \( T_c \). In the case of monodisperse fluids, such a linear relation between \( \bar{n} \) and \( t \) can be obtained theoretically via, for example, the van der Waals equation of state.

However, even for monodisperse fluids, discrepancies between experimental data and the rectilinear law were eventually found in some fluid systems.\textsuperscript{23–25} A natural hypothesis is that this is due to critical fluctuations, which are treated only approximately in mean-field approaches like van der Waals. To include these, one can construct a scaling formalism that essentially maps three-dimensional Ising critical behaviour onto its fluid counterpart.\textsuperscript{26–30} The rationale for such a mapping is the notion of universality generated by the diverging length-scale of fluctuations at the critical point. The mapping expresses Ising thermodynamic variables as functions of fluid thermodynamic variables, allowing one to obtain the equation of state of a fluid in the vicinity of a CP. In particular, using the correspondence between the (monodisperse) lattice-gas fluid model and the Ising model, each independent thermodynamic variable in the Ising model is expressed in terms of a single fluid counterpart.\textsuperscript{26–28}

This simplest version of a mapping to an Ising scaling theory gives a rectilinear diameter in the sense that a plot of \( t \) against \( \bar{n} \) is a straight line, though this line is constrained to be vertical (\( \bar{n} = 0 \)) because of the particle-vacancy symmetry of the lattice gas.\textsuperscript{26,31} In order to devise a more flexible mapping framework, Rehr and Mermin introduced ‘revised’ scaling.\textsuperscript{29} Here each independent Ising thermodynamic variable (temperature, magnetic field) is a function of all independent fluid thermodynamic variables (temperature, chemical potential): the thermodynamic fields have been ‘mixed’, producing ‘asymmetric’ fluid criticality. The leading-order behaviour for the diameter in this case comes out as \( \bar{n} \sim |t|^{1-\alpha} \), where \( \alpha \) is the universal critical exponent of the specific heat. This prediction agrees with experimental data for some fluid systems but still leaves out a number of other situations.\textsuperscript{32} It was only after the beginning of the current century that the formalism known now as ‘complete’ scaling was introduced,\textsuperscript{30} whereby in the critical region each Ising scaling variable – temperature, magnetic field and (the singular part of the) thermodynamic potential – is expressed as a combination of all relevant thermodynamic variables of the fluid (temperature, chemical potential and pressure). This introduces ‘pressure mixing’, in the sense that the fluid pressure now appears in the expressions for all Ising thermodynamic variables. For the diameter, the complete scaling approach predicts, in addition to the \( 1 - \alpha \) term, a new, more singular contribution, namely \( \tilde{\bar{n}} \sim |t|^{2\beta} \) where \( \beta \) is the critical exponent for the spontaneous magnetisation. There are experimental data for monodisperse fluid systems which support this prediction.\textsuperscript{31}

Since then a number of complete scaling studies have been produced, but only a few of them have looked at the behaviour of fluid mixtures. This is an important gap for soft matter, where multi-component systems are much more common than one-component ones.\textsuperscript{33–35} In Refs. 36 and 37 the case of a binary mixture is considered, but there the fluid pressure is controlled; in Ref. 36 this is done by considering an incompressible fluid mixture setup, whereas in Ref. 37 pressure effects are included only indirectly via their effect on mapping coefficients, in such a way that the pressure is effectively fixed. The scaling behaviour one then predicts is essentially that of a monodisperse system, though with quantitative changes in coefficients that effect e.g. in which direction the diameter curves.\textsuperscript{37}

Here we develop a complete scaling framework for generic multi-component fluids (not only binary mixtures) where the overall number density of particles is fixed rather than allowed to fluctuate at fixed pressure; the overall composition (fraction of particles belonging to each species) is also fixed. This is the natural setting for colloids and other soft matter fluids, where density is easily fixed by the amount of dilution using a solvent. Controlled pressure, which is common for atomic and molecular fluids, would correspond to the more unusual situation of fixed osmotic pressure for colloids. In addition to obtaining new results for the ‘diameter’, we look at a comprehensive set of other phase-diagram curves. In Refs. 38 and 39, Belyakov et al. developed a similar framework for multi-component systems with fixed composition, but they employed their results to create a fitting technique for experimental data near the critical point rather than investigating as we do the scaling exponents of the various characteristic curves in the phase diagram of a mixture. (Note also that in Ref. 38 the effects of complete scaling were not included explicitly, although as we show below this does not change the qualitative scaling form of the cloud curve.)

We will consider in this paper a generalisation of cloud and shadow curves that reveals interesting structures inside the coexistence region. To motivate this, note first that in the monodisperse case one can define the diameter in at least two distinct, equivalent ways. The usual one is to define the diameter as the temperature-dependent midpoint of the phase coexistence region, i.e. \( (\bar{n}_+ + \bar{n}_-)/2 \). The coexisting densities can be generated by cooling a system with the critical parent density \( n_c \). Alternatively, one can define the diameter as the parent density that produces, at each temperature, two phases each occupying half the system volume: due to the lever rule, which expresses particle conservation, this parent density must then be the average of the two coexisting densities.

In the polydisperse case, we will see below that these two definitions are not equivalent, due to fractionation ef-
fects. We will refer to the first construction as ‘midpoint
diameter’, defined as the average density of coexisting
phases obtained by cooling a critical parent system. For
the second definition we will use the term ‘equal volume
diameter’. Experimentally this curve could be obtained
by fixing density and decreasing temperature from out-
side the coexistence region: in this process one crosses
the cloud curve, where the split of fractional volumes be-
tween the coexisting phases is 100–0%, and then has to
cool further until the split becomes 50–50%. Generalis-
ing this construction, we will consider below the ‘fixed
fractional volume’ loci in the phase diagram where the
parent density is chosen at each temperature such as to
produce a fixed split of fractional volumes, say 80–20%,
between the coexisting phases. We will see that the two
different definitions of the diameter and the fixed frac-
tional volume lines, which to our knowledge have not
been analysed before, provide useful probes of fluid mix-
ture critical behaviour.

In summary, in this work we use a complete scaling
theory to relate polydisperse criticality to standard 3D
Ising criticality, and thus to predict the scaling of the
various lines in the phase diagram. We will investigate
which nonlinear field mixing terms need to be retained to
account properly for fractionation effects, and will point
out observables, distinct from the Yang-Yang anomalies
used previously, that could be useful to detect potential
pressure mixing effects.

The remainder of this article is structured as follows. In
section II we set up the complete scaling theory and
derive the key relations between the thermodynamic vari-
ables. In section III we work out the general conditions
from which the properties of coexisting phases can be
determined. Section IV contains our discussion of con-
stant fractional volume lines. These include the cloud
curve and, via the density of the coexisting phases, also
the shadow curve. In section V we pause briefly to dis-
cuss in which limit our results reduce to the monodis-
perse case and how this leads to qualitatively different
scaling behaviour. Resuming the discussion of charac-
teristic loci in the phase diagram, the scaling behaviour
of the (conventional, fixed parent density) coexistence
curves is discussed in section VI. Then in Section VII we
verify our analytical derivations by numerically solving
the complete scaling equations, for a set of mapping co-
efficients that reproduces cloud and shadow curve data
obtained in Monte Carlo simulations of a polydisperse
Lennard-Jones fluid. A summary, conclusions, and dis-
cussion of our results can be found in section VIII. The
appendices contain technical details of the calculations
required to extract the various scaling laws and to estab-
lish the correspondence with the monodisperse limit, as
well as information on how we fitted the complete scaling
model to simulation data.

II. COMPLETE SCALING SETUP

In the critical region the thermodynamic behaviour of
Ising-like systems is governed by two independent Ising-
like scaling fields: a temperature variable (or thermal
field) denoted by \( t \) and a field variable (or ordering field)
denoted by \( \hat{h} \). These two variables determine the sin-
gular part of an appropriate pressure-like variable (i.e. the
Ising thermodynamic potential) \( \tilde{p} \). We assume these
three variables are defined such that they are critical.
Asymptotically close to the critical point, \( \tilde{p} \)
becomes a generalised homogeneous function of \( \tilde{t} \) and \( \tilde{h} \)
of the form

\[
\tilde{p} = Q|\tilde{t}|^{2-\alpha} f^\pm \left( \frac{\tilde{h}}{|\tilde{t}|^{2-\alpha-\beta}} \right)
\]

where \( Q \) is a positive amplitude, \( f^\pm \) are two universal
scaling functions that encode the properties of the three-
dimensional Ising universality class, with the superscripts
\( \pm \) indicating \( \tilde{t} \gtrless 0 \).

In Ref. 30, Kim, Fisher, and Orkoulas (hereafter KFO)
introduced the complete scaling approach, in the context
of one-component fluids. In this formalism each of the
Ising-model variables (\( \tilde{p}, \tilde{t}, \) and \( \tilde{h} \)) is expressed as a func-
tion of all thermodynamic fluid variables (pressure, tem-
perature, and chemical potential), and this allows one to
use Ising relations to work out the scaling behaviour of
the fluid. (Formally this approach stems from a principle
of isomorphism.) We now extend the approach to the
case of a polydisperse fluid, similarly to Ref. 39. To do
so we proceed by writing second-order expansions around
the critical point for the Ising scaling variables in terms
of the fluid variables (now pressure, temperature, and
species chemical potentials) as

\[
\tilde{p} = \tilde{p}^c - k_0 p - \tau_0 t^2 - \mu_n q_0 \tilde{\mu} - t v_0^T \tilde{\mu} - m_0 p^2 - n_0 p t - \tilde{\mu} q_0 \tilde{\mu} + \cdots
\]

\[
\tilde{t} = \tilde{t}^c - l_0 \tilde{t} + j_1 \tilde{t}^2 - \tilde{\mu} q_0 \tilde{\mu} - t v_0^T \tilde{\mu} - \tilde{\mu} q_0 \tilde{\mu} + \cdots
\]

\[
\tilde{h} = l_2 \tilde{t}^2 - m_2 \tilde{t}^2 - n_1 \tilde{p} t - \tilde{\mu} q_0 \tilde{\mu} - t v_0^T \tilde{\mu} - \tilde{\mu} q_0 \tilde{\mu} + \cdots
\]

where the entire set of coefficients \( l_i, k_i, j_i, r_i, q_i, v_i, m_i, \) etc. appearing in Eqs. (4)–(6) are dubbed ‘mixing coefficients’
and

\[
t \equiv \frac{T - T_c}{T_c}, \quad \tilde{p} \equiv \frac{p - p_c}{n_c k_B T_c}
\]

Here \( n_c \) and \( T_c \), the critical density and temperature (for
a fixed parent composition or ‘dilution line’\(^{22}\)) are used

\[
\tilde{\mu}(\sigma) = \frac{\mu(\sigma) - \mu_c(\sigma)}{k_B T_c}
\]

with

\[
\tilde{\mu}(\sigma) = \frac{\mu(\sigma) - \mu_c(\sigma)}{k_B T_c}
\]
where $\mu(\sigma)$ is the chemical potential of a species labelled by an arbitrary polydisperse attribute $\sigma$ and $\mu c(\sigma)$ is its critical value. Because $\tilde{p}$ is a vector, the quadratic expansions in Eqs. (4)–(6) require appropriate ‘mixing coefficients’ vectors and matrices when $\tilde{p}$ appears (instead of the scalar constants in the other cases): all vectors are taken as column vectors and $\ldots^T$ denotes the transpose of a vector. The vector $l_2$ replaces a unit constant in KFO; leaving this unconstrained means no extra scaling of the argument of $f^\pm$ is needed. We use the notation $k_2$ instead of the $k_1$ in KFO to ensure that the subscript of each mixing coefficient in Eqs. (4)–(6) specifies uniquely to which of the Ising scaling variables $\tilde{p}$, $\tilde{t}$, and $\tilde{h}$ it belongs.

Denoting the arbitrary number of species in the fluid by $M$, we can check that the above construction gives the right number of equations for a proper equation of state: we have $M + 2$ fluid thermodynamic variables ($\tilde{p}$, $t$, and $\tilde{\mu}$), 3 Ising scaling variables ($\tilde{p}$, $\tilde{t}$, and $\tilde{h}$), and $3 + 1$ equations [Eqs. (3)–(6)]. Specifying $M + 1$ thermodynamic variables ($t$ and $\tilde{\mu}$) then determines all other variables and so in particular the pressure $\tilde{p}$.

At phase coexistence, $t$, $\tilde{\mu}$ and $\tilde{p}$ are the same in both phases. Hence, from the above expansions [Eqs. (4)–(6)], so are $\tilde{t}$, $\tilde{h}$ and $\tilde{p}$. Thus the relation between these Ising scaling variables along the phase boundary can be worked out from the universal scaling function. Conventionally, one would parametrise this dependence by $\tilde{t}$ ($< 0$); then $\tilde{h}$, $\tilde{p}$, $\tilde{\rho}$, $\tilde{s}$ are, at least in principle, known functions of $\tilde{t}$, where the generalised number density, $\rho$, and entropy density, $\tilde{s}$, are the Ising scaling densities, defined by the relation $d\tilde{p} = \tilde{\rho} dh + \tilde{s} dt$. The results worked out by KFO (omitting prefactors and using the subscripts $\pm$ to label now the two phases) can be written as follows:

$$\tilde{p} \sim |\tilde{t}|^{2-\alpha} + \ldots$$

$$\tilde{h} \sim |\tilde{t}|^{2-\alpha - \beta + \theta'} + \ldots$$

$$\tilde{\rho}_\pm \sim \pm \left( |\tilde{t}|^{\beta} + |\tilde{t}|^{\beta + \theta} \pm |\tilde{t}|^{\beta + \theta'} \right)$$

$$\tilde{s}_\pm \sim |\tilde{t}|^{1-\alpha} + |\tilde{t}|^{1-\alpha + \theta} \pm |\tilde{t}|^{1-\alpha + \theta'}. \quad \text{(12)}$$

For the relevant Ising 3D case, KFO quote $\beta \simeq 0.326$, $\alpha \simeq 0.109$, $\theta \equiv \theta_1 \simeq 0.52$, $\theta' \equiv \theta_2 \simeq 1.32$; the latter two are exponents for the leading (even/odd) corrections to scaling. (KFO point out that in contrast to the symmetric case, $\tilde{h}$ does not vanish identically along the phase boundary.) We will not keep track of terms of order higher than $|\tilde{t}|^1$. Therefore, we will neglect $\tilde{p}$ and $\tilde{h}$. In the scaling (11) for $\tilde{p}$, one in principle needs the leading correction to scaling, but one can avoid having to take this into account explicitly by parametrising everything in terms of $\tilde{\rho}_+ \equiv \tilde{\rho}$, which we assume to be positive. In particular, one has

$$\tilde{t} = -a \tilde{\rho}^{1/\beta} + \ldots \quad \text{(13)}$$

with an appropriate constant $a$, and for the entropy density, by eliminating $\tilde{t}$ from the scalings (11) and (12),

$$\tilde{s} \sim \tilde{\rho}^{1-\alpha/\beta} + \tilde{\rho}^{1-\alpha/\theta'/\beta} \quad \text{(14)}$$

The first exponent is $1/\tilde{\beta} \simeq 2.73$, the inverse of the ‘Fisher-renormalised’ order parameter exponent $\tilde{\beta} = \beta/(1 - \alpha)$, while the second one, from the corrections to scaling, is greater than $1/\beta \simeq 3.07$. Since we are only keeping terms to $\tilde{\rho}^{1/\beta}$ [see Eq. (13)], we need only to retain the first term in scaling (14). Thus one can write

$$\tilde{s} = -b \tilde{\rho}^{1/\beta} + \ldots \quad \text{(15)}$$

where $b$ is some constant.

As a technical aside, since we will frequently need to invert several series expansions with non-integer exponents, it is useful to recall that the inverse series of

$$y = \sum_{i=0}^{\infty} a_i x^{n_i} \quad \text{(16)}$$

(with increasing exponents $0 < n_0 < n_1 < \ldots$) has the form

$$x = \left( \frac{y}{a_0} \right)^{1/n_0} \left( 1 + \sum_{i \geq 1} b_i y^{n'_i} + \sum_{i,j \geq 1} b_{ij} y^{n'_i + n'_j} + \ldots \right) \quad \text{(17)}$$

with $n'_i \equiv (n_i - n_0)/n_0$ and this is defined only when $y$ and $a_0$ have the same sign, a restriction that we will mostly omit in similar results below. Applied to the scaling (11) this gives

$$\tilde{t} \sim \tilde{\rho}^{1/\beta} \left( 1 + \tilde{\rho}^{\theta/\beta} + \tilde{\rho}^{\theta'/\beta} + \ldots \right) \quad \text{(18)}$$

and hence the expansion (14). Note that in Eq. (15) the leading-order term $-b \tilde{\rho}^{1/\beta}$ that we are keeping is identical for the two coexisting phases, and hence we have dropped the $\pm$ subscript from $\tilde{s}$. Likewise, $\tilde{\rho}_- = -\tilde{\rho} + O(\tilde{\rho}^{1+\theta'/\beta}) \simeq -\tilde{\rho}$, to the order of our expansion. Overall, we see that deviations from the Ising symmetry would only make themselves felt at higher orders.

We will need to know, for a given phase of the system, the density distribution vector $\tilde{\rho}$. Its components are the normalised species densities $\rho(\sigma) \equiv \rho(\sigma)/n_c$. This vector of densities can be found by taking the $\tilde{\mu}$-derivative of the pressure $\tilde{p}$; the analogous derivative with respect to temperature $t$ is the entropy density $\tilde{s} = s/n_c$. The Ising scaling analogues of these quantities are $\tilde{s} = \partial \tilde{p}/\partial t$ and $\tilde{\rho} = \partial \tilde{p}/\partial \tilde{h}$, respectively. Since $d\tilde{p} = \tilde{s} dt + \tilde{\rho} dh$, one can write, by analogy to the derivation in KFO,

$$\tilde{\rho} = \tilde{s} \left( \frac{\partial \tilde{t}}{\partial \tilde{\rho}} d\tilde{p} + \frac{\partial \tilde{h}}{\partial \tilde{t}} dt + \frac{\partial \tilde{h}}{\partial \tilde{\rho}} d\tilde{h} \right)$$

$$+ \tilde{\rho} \left( \frac{\partial \tilde{h}}{\partial \tilde{h}} d\tilde{p} + \frac{\partial \tilde{h}}{\partial \tilde{t}} dt + \frac{\partial \tilde{h}}{\partial \tilde{\rho}} d\tilde{h} \right) \quad \text{(19)}$$

$$= \frac{\partial \tilde{p}}{\partial \tilde{\rho}} d\tilde{p} + \frac{\partial \tilde{p}}{\partial \tilde{t}} dt + \frac{\partial \tilde{p}}{\partial \tilde{\rho}} d\tilde{h} \quad \text{(20)}$$
Inserting the Gibbs–Duhem equation \( d\hat{\rho} = \hat{s}dt + \hat{\rho}^T d\hat{\mu} \) (and imposing equality of the coefficients of \( d\hat{\mu} \)) gives

\[
\hat{\rho} = -\frac{\partial \hat{s}}{\partial \hat{p}} + \hat{\rho}^T \frac{\partial \hat{\mu}}{\partial \hat{p}} = \frac{\partial \hat{\rho}}{\partial \hat{p}}.
\]  

(21)

This is the mixture analogue of Eq. (5) in Ref. 39. Inserting the above expansions [Eqs. (4)–(6)] into Eq. (21) and re-expanding (in terms of \( \hat{\rho}, \hat{t}, \hat{\mu}, \hat{s} \)) leads to

\[
\hat{\rho}_\pm = l_0 + (2m_0l_0 + n_3)\hat{p} + (n_0l_0 + v_0)t + (l_0n_3^T + 2q_0)\hat{\mu} + O_2 + O_3 + \hat{\rho}(\hat{l}_2 + O_1 + O_2) + \hat{\rho}^2(-j_2\hat{l}_2 + O_1) + \hat{\rho}^3j_2^2\hat{l}_2 + \hat{s}(-j_1l_0 - l_1) + \ldots
\]

(22)

where \( \hat{l}_2 \equiv l_2 - j_2l_0 \) and we have specialised to the two coexisting phases. In writing down Eq. (22) we have anticipated that \( \hat{\rho}, \hat{t} \) and \( \hat{\mu} \) will be no larger than \( \hat{\rho} \) and have thrown away contributions which as a result are smaller than \( \hat{\rho}^{1/\beta} \), e.g. terms \( \sim \hat{\rho}^{1/\beta}, \hat{\rho}^3, \hat{s}^2 \), and so on. The \( O_{1,2,3} \) symbols represent terms in \( \hat{\rho}, \hat{t}, \hat{\mu} \) of the order indicated and will either not be crucial below or cannot be written down explicitly without including third or higher order terms in the mapping expansions Eqs. (4)–(6).

We notice by inspecting Eq. (22) that, if only the linear coefficients \( (j_1, k_1, \text{and} \ l_1) \) are included, then \( \hat{\rho}_\pm \) is a vectorial combination of \( l_0, l_1, \text{and} \ l_2 \). Therefore for \( M > 3 \) it becomes impossible to realize a generic size distribution in the coexisting phases. Thus we conclude that in order to have fractionation properly accounted for one needs to include nonlinear mixing coefficients.

The critical scaling between the Ising variables has now been written down and we have expressed the density distribution vectors of the polydisperse fluid in terms of its thermodynamic variables and of the Ising scaling densities. It remains to add the particle conservation condition for each species, which we do in the next section. Putting everything together one has a system of equations that can be solved either numerically or analytically by expansion, allowing one to obtain the critical phase behaviour in terms of the physical fluid variables only.

### III. COEXISTENCE CONDITIONS

One of our goals is to obtain the critical scaling versions of cloud and shadow curves and, more generally, information on coexisting phases. The conditions of equal \( \hat{\rho}, \hat{t}, \text{and} \hat{\mu} \) will be satisfied if we are somewhere on the scaling phase boundary, as parametrised by \( \hat{\rho} \). In addition, we need to satisfy particle conservation, i.e. the ‘dilution line’ constraint. Let us write the parent density distribution as \( \hat{\rho}^{(0)} = (1 + \hat{n})f \), where the ‘(0)’ superscript indicates the parent phase, \( f \) is the normalised parent density distribution vector and \( \hat{n} \equiv (n^{(0)} - n_0)/n_0 \) is the (normalised) deviation of the parent density from its critical value. We write the fractional phase volumes as \( \hat{\rho}(1 + \Delta) \) so that \( \Delta = 0 \) represents the situation where both phases occupy equal volumes. Then we need to satisfy

\[
(1 + \hat{n})f = \frac{1}{2}(1 + \Delta)\hat{\rho}_+ + \frac{1}{2}(1 - \Delta)\hat{\rho}_- \]

(23)

where \( \hat{\rho}_+ \) and \( \hat{\rho}_- \) are given by Eq. (21) with \( \hat{\rho} = \pm \hat{\rho} \) inserted. For our scaling expansions we use the expanded form (22) instead of Eq. (21), leading to

\[
(1 + \hat{n})f = \frac{1}{2}(1 + \Delta)[l_0 + (2m_0l_0 + n_3)\hat{p} + (n_0l_0 + v_0)t + (l_0n_3^T + 2q_0)\hat{\mu} + O_2 + O_3 + \hat{\rho}(\hat{l}_2 + O_1 + O_2) + \hat{\rho}^2(-j_2\hat{l}_2 + O_1) + \hat{\rho}^3j_2^2\hat{l}_2 + \hat{s}(-j_1l_0 - l_1)] + \frac{1}{2}(1 - \Delta)[l_0 + (2m_0l_0 + n_3)\hat{p} + (n_0l_0 + v_0)t + (l_0n_3^T + 2q_0)\hat{\mu} + O_2 + O_3 - \hat{\rho}(\hat{l}_2 + O_1 + O_2) + \hat{\rho}^2(-j_2\hat{l}_2 + O_1) - \hat{\rho}^3j_2^2\hat{l}_2 + \hat{s}(-j_1l_0 - l_1)].
\]

(24)

At the critical point, both density distributions must be equal to the parent one. By setting all thermodynamic variables to zero in Eq. (24), one can see that \( l_0 = f; \) Eq. (24) can in turn be simplified to

\[
\hat{n}f = (2m_0f + n_3)\hat{p} + (n_0f + v_0)t + (f n_3^T + 2q_0)\hat{\mu} + \hat{\rho}^2(-j_2\hat{l}_2 + O_1) + \hat{\rho}^3j_2^2\hat{l}_2 + \hat{s}(-j_1f - l_1) + \Delta\hat{\rho}(\hat{l}_2 + O_1 + O_2) + \Delta\hat{\rho}^2j_2^2\hat{l}_2.
\]

(25)

We can now write down the set of equations that we need to solve, bearing in mind that \( \hat{\rho} \) and \( \hat{h} \) have been neglected to our order of expansion and noting explicitly the omitted third-order terms in the mapping expansions [Eqs. (4)–(6)]:

\[
0 = \hat{p} - k_0t - f^T\hat{\mu} + O_2 + O_3
\]

(26)

\[
\hat{t} = t - l_1^T\hat{\mu} + O_2 + O_3
\]

(27)

\[
0 = l_1^T\hat{\mu} - k_2t - j_2\hat{\rho} + O_2 + O_3
\]

(28)

and

\[
-\Delta\hat{\rho}\hat{l}_2 + j_2\hat{l}_2\hat{\rho}^2 - \Delta\rho^3j_2^2\hat{l}_2 + \hat{s}(j_1f + l_1) = -\hat{n}f + (2m_0f + n_3)\hat{p} + (n_0f + v_0)t + (f n_3^T + 2q_0)\hat{\mu} + O_2 + O_3 + \Delta\hat{\rho}(O_1 + O_2) + \hat{\rho}^2O_1.
\]

(29)

One sees that in this approach, fixed fractional volume lines appear naturally as they correspond to fixed \( \Delta \). These lines can then be traced out by considering a series of increasing \( \hat{\rho} \) (or corresponding \( \hat{t} \)) and for each \( \hat{\rho} \) solving the above \( M + 3 \) equations for the \( M + 3 \) unknowns \((\hat{n}, \hat{\rho}, \hat{t}, \hat{\mu})\). For the cloud curve one would fix \( \Delta = 1 \) for the high density branch and \( \Delta = -1 \) for the low-density branch (where the high density phase is the shadow phase and occupies a vanishing fraction of the system volume). These cases with constant \( \Delta \) are considered in Section IV. For actual coexistence curves (see Section VI) one wants to fix the parent density \( \hat{n} \) instead.

and infer $\Delta$. This can be done by treating $\Delta \tilde{\rho}$ as a small quantity to expand in, in addition to $\tilde{\rho}$; note that $\Delta \tilde{\rho}$ can be much smaller than $\tilde{\rho}$ but no larger since $|\Delta| \leq 1$.

We then have to eliminate $\Delta \tilde{\rho}$ in the end by using the constraint of fixed $\tilde{n}$.

From the structure of the conditions above one sees that $\tilde{n}$, $\tilde{\rho}$, $t$ and $\tilde{\mu}$ will be smooth functions of the ‘inputs’ on the left-hand sides of Eqs. (26)–(29), i.e. $\Delta \tilde{\rho}$, $\tilde{\rho}^2$, $s = -b \tilde{\rho}^{1/\beta}$, and $\tilde{t} = -a \tilde{\rho}^{1/\beta}$; the input term $\Delta \tilde{\rho}^3$ is already covered here as the product of $\Delta \tilde{\rho}$ and $\tilde{\rho}^2$. The input variables appearing on the right-hand side in Eq. (29) have quantitative effects, but do not produce new terms in the expansion. Thus we can write

$$\tilde{n} = \nu_1 \Delta \tilde{\rho} + (\nu_2 + \nu_3 \Delta^2) \tilde{\rho}^2 + \nu_4 \tilde{\rho}^3$$

$$+ (\nu_4 + \nu_5 \Delta^3) \tilde{\rho}^3 + \nu_5 \tilde{\rho}^{1/\beta}$$

(30)

$$\tilde{\rho} = \frac{\nu_1 \Delta \tilde{\rho} + (\nu_2 + \nu_3 \Delta^2) \tilde{\rho}^2 + \nu_4 \tilde{\rho}^3}{\nu_1 \tilde{\rho} + (\nu_2 + \nu_3 \Delta^2) \tilde{\rho}^2 + \nu_4 \tilde{\rho}^3}$$

$$+ \left(\frac{\nu_4 + \nu_5 \Delta^3}{\nu_1 \tilde{\rho} + (\nu_2 + \nu_3 \Delta^2) \tilde{\rho}^2 + \nu_4 \tilde{\rho}^3} + \nu_5 \tilde{\rho}^{1/\beta}\right)$$

(31)

$$t = \tau_1 \Delta \tilde{\rho} + (\tau_2 + \tau_3 \Delta^2) \tilde{\rho}^2 + \tau_4 \tilde{\rho}^3$$

$$+ (\tau_4 + \tau_5 \Delta^3) \tilde{\rho}^3 + \tau_5 \tilde{\rho}^{1/\beta}$$

(32)

$$\tilde{\mu} = m_1 \Delta \tilde{\rho} + (m_2 + m_3 \Delta^2) \tilde{\rho}^2 + m_4 \tilde{\rho}^3$$

$$+ (m_4 + m_5 \Delta^3) \tilde{\rho}^3 + m_5 \tilde{\rho}^{1/\beta}$$

(33)

where we have introduced appropriate coefficients $\nu_1, \nu_2, \nu_3, \nu_4, \nu_5, \tau_1, \tau_2, \tau_3, \tau_4, m_1, m_2, m_3, m_4, m_5$, and $\tilde{\mu}$, with the latter two types representing vectors of coefficients with $M$ components each. Notice that as throughout, we do not keep track of terms of order higher than $\tilde{\rho}^{1/\beta}$ here.

Pressure mixing coefficients are defined as the coefficients of the terms where the fluid pressure variable $\tilde{\rho}$ appears in the expansions for $t$ and $\tilde{h}$, i.e. Eqs. (5) and (6). (We exclude from this definition the coefficients in the expansion (4) for the pressure-like Ising variable $\tilde{\rho}$.) Without pressure mixing, where the $\tilde{\rho}^{1/\beta}$ and $\Delta \tilde{\rho}^3$ terms on the left-hand side of Eq. (29) are absent ($j_2 = 0$ in this case), one has an expansion in $\Delta \tilde{\rho}$, $s$ and $t$ only, so that $\nu_2, \nu_3, \tau_2, \tau_3, m_2$ and $\nu_4, \nu_5, \tau_4, m_4$ all vanish. One can check that the $\tilde{\rho}^{1/\beta}$ term on the right-hand side of Eq. (29) does not affect this conclusion.

By inserting Eqs. (30)–(33) into Eqs. (26)–(29), and comparing terms order by order, we obtain sets of equations that involve no thermodynamic variables, i.e. they contain only coefficients. These can be solved for the coefficients $\nu_1, \nu_2, \nu_3, \nu_4, \nu_5, \tau_1, \tau_2, m_1$, and $m_2, m_3, m_4, m_5$ in terms of the ‘mixing coefficients’. (See Appendix A.)

### A. Coexisting density distributions

As part of the output of the calculation one wants to look at the coexisting density distributions. Comparing Eq. (22) with Eq. (25) shows that

$$\tilde{\rho} - f = \tilde{n} f + (\pm 1 - \Delta) [\tilde{\rho} \tilde{l}_2 + O_1 + O_2] + \tilde{\rho}^3 j_2 \tilde{l}_2].$$

(34)

Once we insert the expansions of $\tilde{\rho}$, $t$, $\tilde{\mu}$ [Eqs. (31)–(33)] into the $O_1$ and $O_2$ terms we see that they contribute with terms scaling as $\Delta \tilde{\rho}$, $\tilde{\rho}^2$ (except if there is no pressure mixing) and $\Delta^2 \tilde{\rho}^2$, so that

$$\tilde{\rho}_\pm - f = \tilde{n} f + (\pm 1 - \Delta) [\tilde{\rho} \tilde{l}_2 + O_1 + O_2] + \tilde{\rho}^3 j_2 \tilde{l}_2].$$

(35)

with some vectors $g_2$, $g_4$ and $g_4'$; $g_4$ vanishes without pressure mixing. Along with $\tilde{l}_2$, these determine the directions in density distribution space along which fractionation takes place for the given parent composition $f$; to linear and quadratic orders in $\tilde{\rho}$, there is one such direction each, and two to third order.

For the overall coexisting densities themselves one has, by taking the product with $e^T$ where $e$ is a vector with all components equal to 1, the following expression:

$$\tilde{n}_\pm = \tilde{n} + (\pm 1 - \Delta) [\tilde{l}_2 \tilde{\rho} + g_2 \Delta \tilde{\rho}^2 + g_4 \tilde{\rho}^3]$$

$$+ g_4' \Delta^2 \tilde{\rho}^3$$

(36)

$$= \rho [\pm \tilde{l}_2 + \Delta (\nu_1 - \nu_2)] + \tilde{\rho}^2 \left[\nu_2 \pm g_2 \Deltaight]$$

$$+ (\nu_4 - g_2 \Delta^2) + \nu_5 \tilde{\rho}^{1/\beta} + \tilde{\rho}^3 \left[\pm g_4 + (\nu_4 - g_4') \Delta^2 + (\nu_4' - g_4') \Delta^3\right]$$

$$+ \nu_5 \tilde{\rho}^{1/\beta}.$$

(37)

Here we have abbreviated the element sums (not norms!) of the various vectors as $\tilde{l}_2 \equiv e^T \tilde{l}_2, g_2 \equiv e^T g_2, \text{etc.}$ In the second step we have inserted Eq. (30). Note that one expects $\tilde{l}_2 > 0$ in order to ensure $\tilde{n}_+ > \tilde{n}_-$. also, for $\Delta = 1$ the (liquid cloud) parent density should increase with $\tilde{\rho}$, so that $\nu_1$ should likewise come out positive.

### IV. CONSTANT FRACTIONAL VOLUME LINES

We can now look at the various curves in the phase diagram that are obtained for fixed $\Delta$. With $\Delta$ fixed, there is only $\tilde{\rho}$ to eliminate as the curve parameter since $\Delta \tilde{\rho}$ is no longer treated as an additional small quantity to expand in. The elimination process involves inverting expansions like Eq. (30), which leads to

$$\tilde{\rho} = \frac{\tilde{n}}{\nu_1 \Delta} - \frac{\nu_2 + \nu_3 \Delta^2}{\nu_1 \Delta} \left(\frac{\tilde{n}}{\nu_1 \Delta}\right)^2 - \frac{\nu_4}{\nu_1 \Delta} \left(\frac{\tilde{n}}{\nu_1 \Delta}\right)^{1/\beta}$$

$$+ \left[2 \left(\frac{\nu_2 + \nu_3 \Delta^2}{\nu_1 \Delta}\right)^2 - \nu_4 + \nu_5' \Delta^2 \right] \frac{\tilde{n}}{\nu_1 \Delta}$$

$$- \frac{\nu_5}{\nu_1 \Delta} \left(\frac{\tilde{n}}{\nu_1 \Delta}\right)^{1/\beta}.$$
(38) holds for $\Delta \neq 0$, while for $\Delta = 0$ one has similarly

$$\tilde{\rho} = \left( \frac{n}{\nu_1} \right)^{1/2} - \nu_3 \frac{n}{2\nu_2} \left( \frac{n}{\nu_1} \right)^{(1/\beta - 1)/2}$$

$$- \nu_3 \frac{n}{2\nu_2} \left( \frac{n}{\nu_1} \right)^{(1/\beta - 1)/2} \quad (39)$$

In both cases the expansions are given to the order that can be determined reliably from the original expansions up to $\tilde{\rho}^{1/\beta}$.

Inserting Eq. (38) into Eq. (32) yields for the temperature as a function of the parent density (when $\Delta \neq 0$):

$$t = \frac{\tau_1}{\nu_1} \tilde{n} - \tilde{\tau}_2 \left( \frac{n}{\nu_1} \right)^2 - \tilde{\tau}_3 \left( \frac{n}{\nu_1} \right)^{1/\beta}$$

$$- \left[ \tilde{\tau}_4 \Delta + \tilde{\tau}_4 \Delta^2 - \left( \frac{\nu_2 + \nu_2^2}{\nu_1^2} \right) \tilde{\tau}_4^2 \Delta^2 \right] \left( \frac{n}{\nu_1} \right)$$

$$- \tilde{\tau}_5 \left( \frac{n}{\nu_1} \right)^{1/\beta} \quad (40)$$

where

$$\tilde{\tau}_1 = \nu_1 \frac{\tau_1}{\nu_1} - \tau_1, \quad \tilde{\tau}_2 = \nu_1 \frac{\tau_1}{\nu_1} - \tau_1 \quad (41)$$

Note that with this definition one has $\tilde{\tau}_2 = 0$, a fact we have already used above. (This result comes from a general proportionality between first and second order expansion coefficients, $\nu_2 = -\nu_2 \nu_1$, $\tau_2 = -\nu_2 \tau_1$ etc, which we derive in Appendix A.) The coefficient structure makes sense: in the hypothetical degenerate case where the $\rho$-expansion coefficients for $t$ [Eq. (32)] and $\tilde{n}$ [Eq. (30)] were all proportional to each other, then $t$ and $\tilde{n}$ themselves would be proportional and therefore all terms must vanish (as is ensured by the definition of the $\tilde{\tau}_1$ except for $t = (\tau_1/\nu_1)\tilde{n}$.

As indicated, the linear term in Eq. (40) is independent of $\Delta$; the only $\Delta$-dependence arises via the higher order terms, and for the singular contributions it is a simple scaling. One sees that the expansion remains the same under the change $\Delta \to -\Delta$, so that such pairs of curves connect smoothly through the critical point. (As pointed out above, each curve for a given $\Delta$ is confined to one side of the critical point, such that $\tilde{n}/\nu_1$ and hence $\tilde{n}$ has the same sign as $\Delta$, reflecting the constraint $\tilde{\rho} > 0$.) Note that without pressure mixing also the quadratic and third order terms in Eq. (40) are $\Delta$-independent because $\tilde{\tau}_4$ and $\nu_2$ also vanish in this case, in addition to $\tilde{\tau}_2$.

The cloud curve is obtained for $\Delta = \pm 1$ as

$$t = \frac{\tau_1}{\nu_1} \tilde{n} - \tilde{\tau}_2 \left( \frac{n}{\nu_1} \right)^2 - \tilde{\tau}_3 \left( \frac{n}{\nu_1} \right)^{1/\beta}$$

$$- \left[ \tilde{\tau}_4 + \tilde{\tau}_4 - 2 \left( \frac{\nu_2 + \nu_2^2}{\nu_1^2} \right) \tilde{\tau}_4^2 \right] \left( \frac{n}{\nu_1} \right)^3$$

$$- \tilde{\tau}_5 \left( \frac{n}{\nu_1} \right)^{1/\beta} \quad (42)$$

and this result now applies for $\tilde{n}$ of arbitrary sign, i.e. for parent densities either side of $n_c$. One can check that the structure of the above expansion of the cloud curve is independent of pressure mixing: even if all pressure mixing mapping coefficients are set to zero, then generically none of the prefactors in Eq. (42) will vanish. This is consistent with the result of Ref. 38, where the authors developed a framework for multi-component fluids with fixed overall composition but without pressure mixing, obtaining essentially the same cloud curve structure as in Eq. (42), except for the third order term. This may have been omitted by accident in Ref. 38 or dropped out because an intermediate expansion was truncated too early.

We note that in the case of mean-field ($\alpha = 0$, $\beta = \tilde{\beta} = 1/2$) rather than Ising criticality the second, third, and fifth terms in Eq. (42) degenerate into a term proportional to $\tilde{n}^2$, and consequently the cloud curve becomes fully smooth around the critical point, as expected. Otherwise, the term with the Fisher-renormalised exponent, $|\tilde{n}|^{1/\beta}$, is the first singular contribution. The latter may be challenging to detect in practice as it will be masked by the smooth variation given by the linear and the quadratic terms. One might then need to look at derivatives along the cloud curve, e.g. $d^2t/d\tilde{n}^2$ to see the singularity clearly as a divergence, or at least $d^2t/d\tilde{n}^2$ to observe a cusp singularity.

In the special case of $\Delta = 0$, one obtains the following generic for the 50–50 fractional volume line ($\tilde{n}$ must now have the same sign as $\nu_2$):

$$t = \frac{\tau_2}{\nu_2} \tilde{n} - \left( \frac{\nu_2 \tau_2}{\nu_2} - \tau_3 \right) \left( \frac{n}{\nu_2} \right)^{1/(2\tilde{\beta})}$$

$$- \left( \frac{\nu_2 \tau_2}{\nu_2} - \tau_5 \right) \left( \frac{n}{\nu_2} \right)^{1/(2\tilde{\beta})} \quad (43)$$

The slope $\tau_2/\nu_2$ of the linear piece in Eq. (43) is equal to the slope $\tau_1/\nu_1$ of the linear piece in the cloud [Eq. (42)] because $\nu_2 = -\nu_2 \nu_1$ and $\tau_2 = -\nu_2 \tau_1$ as mentioned above. Note that one cannot interpolate smoothly to $\Delta = 0$ once $\tilde{\rho}$ has been eliminated: the $\Delta \to 0$ limit of Eq. (40) diverges. (It is important to note here that while all physical quantities vary smoothly with $\Delta$ away from the CP, this does not have to be the case in expansions around the CP.) The reason is that the expansion in Eq. (40) is, effectively, in terms of $\tilde{n}/(\nu_1 \Delta)$ and so is valid in a range of width proportional to $\Delta$ that vanishes for $\Delta \to 0$. Note the rather unexpected singularity exponent above: the singularity for $\Delta = 0$ is stronger than on the constant fractional volume lines $\Delta \neq 0$, including the cloud curve.

The $\Delta = 0$ constant fractional volume line is special also in that its shape depends sensitively on the presence or absence of pressure mixing. In the latter case one has $\tilde{n} = \nu_3 \tilde{\beta}^{1/\beta} + \nu_5 \tilde{\beta}^{1/\beta}$, which yields $\tilde{\beta}^{1/\beta} \sim \tilde{n}(1 + \tilde{n}^{1/\beta - 1} + \ldots)$ and hence (for $\tilde{n}/\nu_3 > 0$)

$$t = \frac{\tau_3}{\nu_3} \tilde{n} - \left( \frac{\nu_3 \tau_3}{\nu_3} - \tau_5 \right) \left( \frac{n}{\nu_3} \right)^{1/(1-\alpha)} \quad (44)$$
In this form where \( \hat{\rho} \) has been eliminated the fact that pressure mixing changes the leading singularity exponent from \( 1/(1 - \alpha) \) to \( (1 - \alpha)/(2\beta) \) may seem a little unexpected; however, it is quite natural when looked at in terms of the vanishing of a number of contributions in the \( \hat{\rho} \)-expansions [Eqs. (30) and (32)]. Note that the slope of the linear term in Eq. (44) is generically different from the slope of the cloud curve at the critical point: without pressure mixing the 50–50 fractional volume line departs from the critical point in a different direction, while in the presence of pressure mixing it starts off tangentially to the cloud curve.

To highlight the differences discussed above we now consider \( \delta t_0 = t_{\text{cloud}} - t_{\Delta=0} > 0 \), which is the temperature difference between the cloud curve and the \( \Delta = 0 \) line at fixed parent density \( \hat{n} \). With pressure mixing this is the difference between Eq. (42) and Eq. (43), which gives

\[
\delta t_0 = \left( \frac{\nu_3}{\nu_2} - \frac{\tau_3}{\tau_2} \right) \left( \frac{\hat{n}}{\nu_2} \right)^{1/(2\beta)} + \left( \frac{\nu_5}{\nu_2} - \frac{\tau_5}{\tau_2} \right) \left( \frac{\hat{n}}{\nu_2} \right)^{1/(2\beta)} + \ldots \quad (45)
\]

whereas in the case without pressure mixing it is the difference between Eq. (42) (with modified prefactors due to pressure mixing being absent) and Eq. (44), i.e.

\[
\delta t_0 = \left( \frac{\tau_1}{\nu_1} - \frac{\tau_3}{\nu_3} \right) \left( \frac{\hat{n}}{\nu_3} \right)^{1/(1-\alpha)} \quad (46)
\]

With pressure mixing [Eq. (45)] there is no linear contribution, reflecting the fact that the 50–50 fractional volume line starts off tangential to the cloud curve, with the slopes of the linear pieces in Eqs. (42) and (43) cancelling. Without pressure mixing this is no longer the case, leading to the linear piece in Eq. (46). This suggests that measurements of \( \delta t_0 \) as a function of \( \hat{n} \) could be useful probes of pressure mixing effects, in particular because the leading terms have exponents of \( 1/(2\beta) \approx 1.37 \) and 1 respectively that are easy to distinguish. This is explored further in our numerical analysis in Section VII.

Looking next at the behaviour of the coexisting densities, these are easy to determine since Eq. (37) has, for constant \( \Delta \), the same structure as the expansion of the parent density, Eq. (30). Therefore one can read off directly the expression for \( t \) vs. \( \hat{n}_\pm \), but as this is rather long we defer it to Appendix B. One useful special case is \( t \) vs. \( \hat{n}_\pm \) for \( \Delta = \mp 1 \), which gives the shadow curve. As can be seen in Appendix B, it has the same structure as the cloud curve [Eq. (42)], but with different coefficients (obtained via \( \nu_1 \to \nu_1 - 2\tau_2, \nu_2 \to \nu_2 - g_2, \nu_2' \to \nu_2' - g_2, \nu_4 \to \nu_4 - g_4, \nu_4' \to \nu_4' - g_4' \)).

For the other interesting special case of \( \Delta = 0 \) one obtains the ‘50–50 coexistence curves’, i.e. the temperature dependence of the coexisting densities obtained from parents on the 50–50 fractional volume line:

\[
t = \tau_2 \left( \frac{\hat{n}_\pm}{\tau_2} \right)^2 + \tau_3 \left( \frac{\hat{n}_\pm}{\tau_2} \right)^{1/\beta} + 2\nu_2 \tau_2 \left( \frac{\hat{n}_\pm}{\tau_2} \right)^3 + \tau_5 \left( \frac{\hat{n}_\pm}{\tau_2} \right)^{1/\beta} \quad (47)
\]

The two curves \( t(\hat{n}_+) \) and \( t(\hat{n}_-) \) are symmetric in the first two leading terms, but then the asymmetry appears. Without pressure mixing one has \( \tau_2 = 0 \) and so the leading quadratic as well as the cubic terms are both absent.

It is useful to convert the above results into expressions of densities versus temperature to connect with our discussion of the diameter in the introduction. The \( \Delta = 0 \) line is the equal volume diameter and, by inverting (43) and (44), respectively, is given by

\[
\hat{n} = \frac{\nu_2}{\tau_2} t + \left( \nu_3 - \frac{\nu_2}{\tau_2} t \right)^{1/(2\beta)} + \left( \nu_5 - \frac{\nu_2}{\tau_2} t \right)^{1/(2\beta)} \quad (48)
\]

with pressure mixing and by

\[
\hat{n} = \frac{\nu_3}{\tau_3} t - \left( \nu_3 - \frac{\nu_3}{\tau_3} - \nu_5 \right) \left( \frac{t}{\tau_3} \right)^{1/(1-\alpha)} \quad (49)
\]

without. Note that in both cases the leading term is linear, in contrast to the situation in the monodisperse case discussed in the introduction, and it is only the exponent of the first subleading term that signals the presence or absence of pressure mixing.

Generally, if we consider \( \Delta \) being varied from 1 to \(-1\), the curve \( t(\hat{n}) \) will be deformed from the high-density to the low-density part of the cloud curve (see Fig. 1); similarly \( t(\hat{n}_+) \) interpolates between the high-density parts of the cloud curve and of the shadow curve, while \( t(\hat{n}_-) \) interpolates between the low-density parts of the shadow curve and of the cloud curve.

V. THE MONODISPERSE CASE

We have seen above that the complete scaling predictions for the equal volume diameter are different from those reviewed in the introduction for monodisperse systems, whether with or without pressure mixing. Ostensibly, however, our analysis is valid for an arbitrary number of mixture components \( M \). What, then, is different about the monodisperse case (\( M = 1 \))?

One answer is that when there is only a single chemical potential, the conditions in Eqs. (26)–(28) are sufficient to determine \( \tilde{\rho}, t, \mu \) and these must therefore be smooth functions of \( \tilde{t} = -\tilde{\rho}^{3/5}/\beta \). (A similar comment can be found in Ref. 39.) In our \( \tilde{\rho} \)-expansions, Eqs. (31)–(33), this means that the only nonzero coefficients are \( \pi_5, \tau_5 \), and \( m_5 \), the latter being a scalar for \( M = 1 \). (One can
easily check this from the explicit conditions for the coefficients; e.g. the first order conditions in Eqs. (A1)–(A4) have the obvious solution \( \pi_1 = \tau_1 = m_1 = 0, \nu_1 = \tilde{l}_2 \) in the monodisperse case.) Since \( \tilde{\rho} \sim |t|^{\beta} \), the coexisting densities then have the standard expansion \( \rho_\pm \sim \pm \tilde{\rho} + \tilde{\rho}^{1/\beta} + \tilde{\rho}^{1/\beta} \sim \pm |t|^{\beta} + |t|^{2\beta} + |t|^{1-\eta} + |t| \) and the first term cancels from the diameter.

In the polydisperse case the solution above does not work since e.g. in the first order conditions in Eqs. (A1)–(A4) the vectors \( \bar{\mu} \) and \( \bar{l}_2 \) will generically not be parallel. Alternatively, one can go back to the dilution line constraint in Eq. (25): there are singular (in \( t \)) terms on the right-hand side, proportional to \( \tilde{\rho}, \tilde{\rho}^2 \) and \( \tilde{s} \). If \( \bar{\mu} \) and \( t \) depended smoothly on \( t \), these singular terms would always dominate and so push the system off the required dilution line. To avoid this, \( \bar{\mu} \) and \( t \) themselves need to contain terms proportional to \( \tilde{\rho}, \tilde{\rho}^2 \) and \( \tilde{s} \). In the monodisperse case there is no dilution line constraint and so no such requirement.

One might argue that the above discussion cannot be taken literally for most colloidal systems, because of the difficulty of producing the truly identical particles that a description in terms of a single species \( (M = 1) \) in principle requires. A more realistic endeavour would be to make the distribution of particle sizes (say) narrower and narrower by improving experimental protocols. In the limit, one would then still expect to retrieve monodisperse phase behaviour, but this would result from an \( M \)-species system where the differences between species have become very small. How is this second route to the monodisperse limit achieved in our approach?

Taking the true monodisperse limit where one has \( M \) species of particles that are physically identical, one can think of the different species as being identified by different colours but with this colour having no effect on the physical behaviour. We show in Appendix C that in this description of a physically monodisperse – but 'colour polydisperse' – system, the vectors \( \bar{\mu} \) and \( \bar{l}_2 \) will always be parallel. As discussed above, there is then no need for the additional scaling terms required in a system that is physically polydisperse, and standard monodisperse scaling behaviour follows. (We note as an aside that similar conceptual issues, related to the physical relevance of polydispersity in the limit when particle species become very similar, arise in determining the configurational entropy of glasses, see e.g. Ref. 41.)

The derivation in Appendix C is effectively a method by which one can map the mixing coefficients of a monodisperse fluid onto a new set of mixing coefficients for a colour polydisperse fluid with nominally \( M > 1 \) components, in such a way that both systems are physically equivalent with regards to their critical behaviour. The method is in fact more general, allowing one to map the mixing coefficients of a fluid with \( M' \) components onto a physically identical fluid with nominally \( M > M' \) components.

VI. COEXISTENCE CURVES

Next we look at conventional coexistence curves, which are obtained from a parent of fixed density \( \tilde{n} \) by varying temperature. With \( \tilde{n} \) fixed, \( \Delta \) then has to vary appropriately to maintain particle conservation.

We start by separating \( \Delta \tilde{\rho} \)-terms and \( \tilde{\rho} \)-terms in Eq. (30) for \( \tilde{n} \):

\[
\tilde{n} - \nu_2 \tilde{\rho}^2 - \nu_3 \tilde{\rho}^{1/\beta} - \nu_5 \tilde{\rho}^{1/\beta} = \nu_1 \Delta \tilde{\rho} + \nu_2 (\Delta \tilde{\rho})^2 + \nu_4 (\Delta \tilde{\rho})^3 + \nu_5 (\Delta \tilde{\rho})^3
\]

This can be solved perturbatively for \( \Delta \tilde{\rho} \):

\[
\Delta \tilde{\rho} = \frac{\tilde{n}}{\nu_1} - \nu_2 \tilde{\rho}^2 - \nu_3 \tilde{\rho}^{1/\beta} - \nu_5 \tilde{\rho}^{1/\beta} - \left( \frac{\nu_4}{\nu_1} - 2 \frac{\nu_2 \nu_5}{\nu_1^2} \right) \tilde{\rho} \tilde{n} - \left( \frac{\nu_4}{\nu_1} - 2 \frac{\nu_2 \nu_5}{\nu_1^2} \right)^2 \left( \frac{\tilde{n}}{\nu_1} \right)^3 - \nu_5 \tilde{\rho}^{1/\beta}
\]

We have used that since \( \tilde{n} = \nu_1 \Delta \tilde{\rho} \) to leading order, \( \tilde{n} \) is never larger than \( \tilde{\rho} \), so that we are sure to have all relevant terms if we treat \( \tilde{n} \) as proportional to \( \tilde{\rho} \) and then expand. Now one inserts (51) into the expansion for \( t \) in Eq. (32):

\[
t = \frac{\tau_1}{\nu_1} \tilde{n} - \tau_2 \left( \frac{\tilde{n}}{\nu_1} \right)^2 - \tau_3 \tilde{\rho}^{1/\beta}
\]

The leading linear and quadratic terms can be cancelled by switching from \( t \) to the temperature difference from the cloud point temperature, \( \delta t \equiv t_{\text{cloud}} - t \). Here \( t_{\text{cloud}} \) is given by Eq. (42) and is fixed by the given parent density \( \tilde{n} \). In terms of \( \delta t \), Eq. (52) takes the simpler form

\[
\delta t = \tau_3 \left[ \tilde{\rho}^{1/\beta} - \left( \frac{\tilde{n}}{\nu_1} \right)^{1/\beta} \right] + \left( \tau_4 - 2 \frac{\nu_2 \tau_2}{\nu_1} \right) \tilde{n} \tilde{\rho}^2 - \left( \frac{\tilde{n}}{\nu_1} \right)^2 + \tau_5 \tilde{\rho}^{1/\beta} - \left( \frac{\tilde{n}}{\nu_1} \right)^{1/\beta}
\]

(Note that \( \delta t \) is positive by definition and so needs to increase with \( \tilde{\rho} \); thus \( \tau_3 \) should be positive.)

Our goal is to find the coexisting densities \( \tilde{n}_\pm \). For these one uses Eq. (36) with Eq. (51) inserted, to obtain \( \tilde{n}_+ \) as a function of \( \tilde{\rho} \) for fixed \( \tilde{n} \). Now \( \tilde{\rho} \) needs to be eliminated between the resulting expression [see (B4) in Appendix B] and Eq. (53). As \( \tilde{\rho} \) only appears at second and higher order in Eq. (53), it suffices to find it from (B4) to linear order in terms of \( \tilde{n}_\pm \), resulting in the simple
expression
\[ \hat{\rho} = \pm \left( \frac{\tilde{n}_+}{l_2} + c\tilde{n} \right) \]  
where \( c \equiv 1/\nu_1 - 1/\tilde{l}_2 \). Inserting into Eq. (53) produces finally
\[
\delta t = \tilde{r}_3 \left( \left| \frac{\tilde{n}_+}{l_2} + c\tilde{n} \right|^{1/\beta} - \left| \frac{\tilde{n}}{\nu_1} \right|^{1/\beta} \right) 
+ \left( \tilde{r}_4 - 2\nu_2^2 \tilde{l}_2^2 \right) \tilde{n} \left( \left| \frac{\tilde{n}_+}{l_2} + c\tilde{n} \right|^{2} - \left( \frac{\tilde{n}}{\nu_1} \right)^2 \right) 
+ \tilde{r}_5 \left( \left| \frac{\tilde{n}_+}{l_2} + c\tilde{n} \right|^{1/\beta} - \left| \frac{\tilde{n}}{\nu_1} \right|^{1/\beta} \right).
\]
(55)

One sees that at the onset of phase coexistence (\( \delta t = 0 \)), \( \tilde{n}_+ / l_2 + c\tilde{n} \) must equal \( \tilde{n} / \nu_1 \) or \( -\tilde{n} / \nu_1 \) to leading order. This gives \( \tilde{n}_+ = \tilde{n} \) and \( \tilde{n}_- = \tilde{n}(1 - 2\tilde{l}_2 / \nu_1) \) or vice versa; the latter prefactor is consistent with the ratio of the slopes of cloud and shadow curves at the critical point, which can be read off from Eqs. (42) and (B2).

The above expressions simplify considerably for the case \( \tilde{n} = 0 \). Eq. (55) then gives the critical coexistence curve as
\[ |t| = \delta t = \tilde{r}_3 \left| \frac{\tilde{n}_+}{l_2} \right|^{1/\beta} + \tilde{r}_5 \left| \frac{\tilde{n}_+}{l_2} \right|^{1/\beta}, \]
(56)

The leading term shows the expected Fisher-renormalised order parameter exponent \( \tilde{\beta} \). More interestingly, the structure of this conventional coexistence curve has no obvious signatures of pressure mixing, a situation rather different from the 50–50 (\( \Delta = 0 \)) coexistence curve in Eq. (47).

We next consider the temperature variation of the fractional volumes of the coexisting phases, more specifically their difference \( \Delta \). In Eqs. (51) and (53) we have already \( \Delta \hat{\rho} \) and \( \delta t \), both as functions of \( \hat{\rho} \) (for fixed \( \tilde{n} \)). Solving the second of these equations for \( \hat{\rho} \) gives to leading order
\[ \hat{\rho}^{1/\beta} = \frac{\delta t}{\tilde{r}_3} + \left| \frac{\tilde{n}}{\nu_1} \right|^{1/\beta}, \]
(57)

If we then keep only the leading terms in \( \Delta \hat{\rho} \) and \( \hat{\rho} \) and write the ratio between them we find
\[ \Delta = \frac{\tilde{n} - \nu_2(\delta t/\tilde{r}_3)^{2\tilde{\beta}}}{\nu_1 \left[ \delta t/\tilde{r}_3 + |\tilde{n} / \nu_1|^{1/\beta} \right]^{\tilde{\beta}}}, \]
(58)

For off-critical parents (\( \tilde{n} \neq 0 \)) this starts off at \( \pm 1 \) as it should at the cloud point and then decreases (in modulus), scaling for \( \tilde{n}^{1/\tilde{\beta}} \ll \delta t \ll \tilde{n}^{1/(2\tilde{\beta})} \) as \( \tilde{n}(\delta t)^{-\tilde{\beta}} \). The behaviour changes when \( \delta t \sim \tilde{n}^{1/(2\tilde{\beta})} \) and crosses over to \( \Delta \approx -\nu_2 / \nu_1 (\delta t / \tilde{r}_3)^{\tilde{\beta}} \) for \( \delta t \gg \tilde{n}^{1/(2\tilde{\beta})} \). Only the latter regime is present for the critical coexistence curve (\( \tilde{n} = 0 \)). For \( \tilde{n} \neq 0 \), the crossover between the different regimes implies that on one side of the critical point \( \Delta \) will always depend non-monotonically on \( \delta t \). (To find which side will have that behaviour we have to look at the sign of \( -\nu_2 / \nu_1 \): if this is positive, \( \Delta \) is increasing for large \( \delta t \) and so the non-monotonicity occurs on the high-density side of the critical point, where \( \Delta \) initially decreases from 1.)

Without pressure mixing, where \( \nu_2 \) vanishes, the corresponding expression is
\[ \Delta = \frac{\tilde{n} - \nu_3(\delta t / \tilde{r}_3)}{\nu_1 \left[ \delta t / \tilde{r}_3 + |\tilde{n} / \nu_1|^{1/\beta} \right]^{\tilde{\beta}}}, \]
(59)

which scales as \( \tilde{n}(\delta t)^{-\tilde{\beta}} \) for \( \tilde{n}^{1/\tilde{\beta}} \ll \delta t \ll \tilde{n} \), changing when \( \delta t \sim |\tilde{n}|^{1/\tilde{\beta}} \) and crossing over to \( (\delta t)^{1-\tilde{\beta}} \) for \( \delta t \gg \tilde{n} \); similar comments about non-monotonicity apply as above, but now one has to look at the sign of \( -\nu_3 / \nu_1 \).

Finally we ask about the behaviour of the midpoint diameter of the coexistence curves, as well as about its analogue at off-critical parent densities. For any fixed \( \tilde{n} \), we define \( \tilde{n} \equiv \frac{1}{2}(\tilde{n}_+ + \tilde{n}_-) \) as in the introduction. The steps sketched in Appendix B lead to
\[ \tilde{n} = \frac{\nu_2 \tilde{l}_2}{\nu_1} \left( \frac{\delta t}{\tilde{r}_3} \right)^{2\tilde{\beta}} - 2\tilde{\beta} \frac{\nu_2 \tilde{l}_2 \tilde{r}_5}{\nu_1 \tilde{r}_3} \left( \frac{\delta t}{\tilde{r}_3} \right)^{2\tilde{\beta} + \alpha/(1-\alpha)}, \]
(60)

In the case without pressure mixing, we have
\[ \tilde{n} = \frac{\tilde{l}_2 \nu_2}{\tilde{r}_3 \nu_1} \delta t + \tilde{l}_2 \left( \nu_3 - \nu_3 \tilde{r}_5 \tilde{r}_3 \right) \left( \frac{\delta t}{\tilde{r}_3} \right)^{1/(1-\alpha)}, \]
(61)

Compared to the results quoted in the introduction, one sees that the leading exponents are Fisher-renormalised because of the presence of polydispersity, giving \( 2\tilde{\beta}/(1-\alpha) = 2\tilde{\beta} \) with pressure mixing and \( (1-\alpha)/(1-\alpha) = 1 \) without.

A comparison with the equal volume diameter results is also instructive: Eq. (49) shows that without pressure mixing both diameters have the same scaling behaviour but with different prefactors. With pressure mixing, only the midpoint diameter has a leading singular term, while the equal volume diameter starts off linearly as shown by Eq. (44). It is worth emphasizing also that the midpoint diameter, which is obtained by cooling a parent with the critical density, always relates to temperatures below the critical point, \( t < 0 \). The equal volume diameter has no such restriction – it only has to lie within the coexistence region, i.e. below the cloud curve – as we will see in the numerical illustrations in Sec. VII.

Above we have written the midpoint diameter density as a function of temperature, to ease comparison with treatments elsewhere in the literature. For consistency with the way we have expressed our results for other phase diagram loci we give the corresponding inverted
relations here, which read
\[
\delta t = \tilde{\tau}_3 \left( \frac{\nu_1 \bar{n}}{\nu_2 l_2} \right)^{1/(2\beta)} + \tilde{\tau}_5 \left( \frac{\nu_1 \bar{n}}{\nu_3 l_2} \right)^{1/(2\beta)} \tag{62}
\]
with pressure mixing and
\[
\delta t = \tilde{\tau}_3 \left( \frac{\nu_1 \bar{n}}{\nu_3 l_2} \right) + \left( \tilde{\tau}_5 - \tilde{\tau}_3 \tilde{\nu}_3 \nu_3 \left( \frac{\nu_1 \bar{n}}{\nu_3 l_2} \right)^{1/(1-\alpha)} \right) \tag{63}
\]
in the case without. As written, the results in Eqs. (60), (61), (62), and (63) are valid only for $\bar{n} = 0$, but their off-critical versions can be obtained simply via the replacement $\bar{n} \rightarrow \bar{n} - \bar{n} \left( 1 - \frac{\Delta}{\bar{n}} \right)$.

VII. NUMERICS

In this section we compare the scaling expansions derived above to direct numerical evaluation of the complete scaling theory. For a given set of numerical values for the mixing coefficients one needs to solve the mapping equations (4)–(6) and the dilution line (or particle conservation) constraint (23). The relation between the Ising variables is given by the scaling relation (3) together with the coexistence-region condition $\bar{h} = 0$. In solving this full system we will not make any further approximations: in particular we will retain $\tilde{p}$ rather than neglecting it as subleading, and we will use the general expressions for $\tilde{p}$ from Eq. (21) without further expansion. (By setting $\bar{h} = 0$ we are neglecting the asymmetry terms from Eq. (10); these are subleading even compared to the effect of allowing $\tilde{p}$ to be nonzero.) For the required explicit form of the scaling relation (3) we have used the ‘parametric linear model’ of Ref. 42.

While in the analytical development of the previous sections it was convenient to use $\tilde{p}$ to parameterise the various curves in the phase diagram, for the numerics we prefer $t$ as this enters directly in the scaling form (3). One ends up with a system of $M+3$ equations (mapping equations plus dilution line constraint) and $M+4$ variables, the extra variable in addition to the $M+3$ variables $\bar{n}, \tilde{p}, t$, and $\tilde{\mu}$ being precisely $t$. For each value of this variable we solve the full system of equations to generate a point in the space of the physical fluid variables. With this approach we can check both the exponents and prefactors of the analytical expansions obtained above. In particular we will discuss the effects of pressure mixing. We will see that these generally become weaker as one moves away from the critical point, leading to crossovers to behaviour characteristic of a system without pressure mixing.

We started by finding fitted values for the mixing coefficients by comparison with cloud and shadow data obtained in Ref. 40 from computer simulations of a Lennard-Jones (LJ) fluid with ‘amplitude’ polydispersity. The results as well as the details of the fitting method are described in Appendix D. With these fitted mixing coefficients the numerical solution led to the cloud and shadow data in Fig. 1; notice the good agreement with the LJ fluid data. We omitted in the fit and in the comparison in Fig. 1 those data points from Ref. 40 that were too far from the CP to allow a meaningful comparison with a scaling theory for the critical behaviour. From warmer to cooler colours, we also show data for the numerically calculated constant fractional volume lines, for values of $\Delta$ as shown. (In the convention used in later figures, the strength of pressure mixing here is $f_{pm} = 1$.)

FIG. 1. Cloud and shadow data from polydisperse Lennard-Jones (LJ) fluid simulations in Ref. 40 (triangles) and from our numerical solution (empty circles). From warmer to cooler colours, we also show data for five constant fractional volume lines, for values of $\Delta$ as shown. (In the convention used in later figures, the strength of pressure mixing here is $f_{pm} = 1$.)

We have selected a number of key features of the scaling formulae obtained above for which we will present supporting numerical data. Firstly, Fig. 2 illustrates how the behaviour of the constant fractional volume lines ($t$ vs. $\bar{n}$) for $\Delta = -0.66, -0.33, 0, 0.33$ and 0.66, respectively. Notice that the $\Delta = 0$ curve, which is the equal volume diameter, initially moves left and up from the CP, towards higher temperatures and lower densities. It shares this behaviour with the constant fractional volume lines for negative $\Delta$ as discussed in detail below.

For further numerical evaluation it is useful to be able to vary the strength of pressure mixing. We do this by scaling the values of the pressure mixing coefficients according to $j_1 \rightarrow f_{pm} j_1$ and $j_2 \rightarrow f_{pm} j_2$, where the factor $f_{pm}$ is then a ‘pressure mixing fraction’. (With this definition, $f_{pm} = 1$ in Fig. 1.) Changing $f_{pm}$ in the range 0 to 4 we obtain data that are physically reasonable and only slightly off the LJ data from Ref. 40. But predictions change close to the critical point, as we will explore shortly.

We started by finding fitted values for the mixing coefficients by comparison with cloud and shadow data obtained in Ref. 40 from computer simulations of a Lennard-Jones (LJ) fluid with ‘amplitude’ polydispersity. The results as well as the details of the fitting method are described in Appendix D. With these fitted mixing
with \( \Delta = 0.1 \) has the same initial slope but departs from the CP in the opposite direction, towards lower temperatures and larger parent densities. Two additional lines in Fig. 2a show numerical results for small \( |\Delta| \). These clarify that, as noted before, all properties are smooth in \( \Delta \) away from the CP, but cross over to the discontinuous change at \( \Delta = 0 \) in the direction of departure from the CP itself.

Fig. 2b contrasts these observations with the case without pressure mixing, obtained by setting \( f_{pm} = 0 \). The curves for \( \Delta = \pm 0.1 \) again show the same slope at the CP and depart in opposite directions. However, the \( \Delta = 0 \) line now has a different slope at the CP and separates linearly from the other lines, consistent with the different prefactors of the linear terms in Eqs. (43) and (44) and the discussion in Sec. IV above. Two further small \( |\Delta| \) lines again illustrate how these discontinuous changes at the CP connect to the smooth \( \Delta \)-dependences away from the CP.

Fig. 3 illustrates the nonlinear terms in the equal volume diameter (\( \Delta = 0 \) constant fractional volume curve), by showing this diameter on log scales with the leading linear dependence predicted from Eq. (43) taken off. For high values of \( f_{pm} \), we therefore see a leading nonlinear term with exponent \( 1/(2\tilde{\beta}) \), in Fig. 3a. Note that for \( f_{pm} = 1 \) the sub-sub-leading term in Eq. (43), with exponent \( 1/(2\beta) \), would kick in at a value of \( |\tilde{n}| \) well inside the range shown. In order to see the first sub-leading term with exponent \( 1/(2\beta) \) clearly we therefore used \( f_{pm} = 0.05 \). A small residue of this competition remains, causing the slight upward shift of the numerical data compared to the theory at low \( |\tilde{n}| \).

As we decrease \( f_{pm} \) (Fig. 3b), a crossover to the result without pressure mixing, Eq. (44), becomes visible inside our \( n \)-range. However, this occurs where the dominant term in Eq. (44) is already the one with exponent \( 1/(1 - \alpha) \). At \( f_{pm} = 0 \), finally, pressure mixing effects disappear and we observe only the term with exponent \( 1/(1 - \alpha) \) (see Fig. 3c). As in Fig. 3b, there is in principle a linear contribution that arises because we are subtracting the linear prediction with pressure mixing, which has a different prefactor and so cannot cancel the linear term without pressure mixing. This should dominate at small \( |\tilde{n}| \) but is quantitatively too small to be visible. We emphasize that in all cases the numerical data agree with the theoretical predictions agree not just in exponent (slope) but also in prefactor.

As discussed above in Section IV, Eq. (45) shows that in the ‘with pressure mixing’ regime the temperature difference \( \delta t_0 = t_{\text{cloud}} - t_{\Delta=0} \) between the cloud curve and the equal volume diameter should have no linear term in \( \tilde{n} \); the leading contribution is singular, with exponent \( 1/(2\tilde{\beta}) \) from Eq. (45). This is exactly what can be observed in Fig. 4. Subsequently, we would expect to see the term with exponent \( 1/(2\tilde{\beta}) \) as one moves away from CP. However, before this happens, a crossover to the ‘without pressure mixing’ regime occurs, where there is a leading linear piece from Eq. (46). This is however largely masked by the next term with exponent \( 1/(1 - \alpha) \). If pressure mixing is switched off completely (\( f_{pm} = 0 \)), the linear contribution is clearly visible (see inset of Fig. 4) as well as the crossover to \( |\tilde{n}|^{1/(1-\alpha)} \).

For our last set of numerical results for constant fractional volume we look in Fig. 5 at the \( \Delta = 0 \) coexistence curves of \( t \) vs. \( \tilde{n}_{\pm} \), in order to verify Eq. (47). Even with weak pressure mixing (\( f_{pm} = 0.025 \)) the leading quadratic term can easily be discerned, as can a contribution that survives even without pressure mixing, with exponent \( 1/\beta \). The terms with intermediate exponents \( 3 \) and \( 1/\tilde{\beta} \) cannot be seen as they are quantitatively too small.

This is also why we do not plot the \( \tilde{n}_- \) branch, which would differ from \( \tilde{n}_+ \) only by the small third order term. The inset shows the case \( f_{pm} = 0 \): now only...
the terms with exponents $1/\beta$ and $1/\beta$ can be observed. This is as expected from Eq. (47) since without pressure mixing the terms with exponents 2 and 3 drop out. Fig. 5b is similar to Fig. 5a, but now for larger $f_{pm} = 2$. The quadratic term that signals pressure mixing is clearly visible starting from $\hat{n} \simeq 10\%$ and extending for several decades towards the CP, suggesting that it could be amenable to relatively straightforward experimental verification.

Now we move on to the numerical results for fixed parent density $\hat{n}$. At $\hat{n} = 0$ we first consider (see Fig. 6) the dependence of the fractional volume parameter $\Delta$ on the temperature difference to the CP, $\delta t$ = $-t$. Data for $f_{pm} = 1$ and $f_{pm} = 0$ clearly show the exponents and prefactors for the cases with and without pressure mixing as predicted by Eqs. (58) and (59), respectively. Note that close to the CP the difference $|\Delta|$ between the fractional volumes of the two coexisting phases is orders of magnitude larger with pressure mixing than without, suggesting a potential route for experimental detection of pressure mixing effects that would not require precise exponent measurements.

Keeping our focus on the critical parent ($\hat{n} = 0$) we finally look at the midpoint diameter $\bar{n}$ vs. $\delta t$ (Fig. 7), for which we have the theoretical prediction Eqs. (60) and (61) in the cases with and without pressure mixing. The leading order terms are seen clearly close to the CP. Notice in particular how without pressure mixing, the singular $\sim \delta t^{1-\alpha}$ dependence from the monodisperse case conspires with mixture effects to reproduce a rectilinear midpoint diameter, $|\bar{n}| \sim \delta t$.

**VIII. CONCLUSIONS AND DISCUSSION**

We have used complete scaling theory to relate standard 3D Ising criticality to polydisperse criticality, and thus to predict the scaling of a number of important properties of the phase diagram of polydisperse fluids. These predictions, which we summarise in Table I, were also
FIG. 5. Equal fractional volume coexistence curve. (a) Log-log plot of numerical data for $|t|$ vs. $|\bar{n}_+|$ for $\Delta = 0$ at $f_{pm} = 0.025$ (empty circles), showing a change of sign in $t$. Solid and dashed lines: theoretical predictions for the terms with exponent 2 and $1/\beta \simeq 3.07$, respectively. Inset: No pressure mixing, $f_{pm} = 0$. As predicted, only contributions with exponents $1/\beta \simeq 2.73$ (solid) and $1/\beta$ (dashed) can be observed. (b) Similar to (a) but now with stronger pressure mixing, $f_{pm} = 2$. The characteristic quadratic term is now visible as far as $\bar{n} \simeq 10\%$ from the CP.

Confirmed in comparisons with numerical evaluations of the full theory. We have emphasised the potential effects of pressure mixing in the scaling fields, and have highlighted a number of new observables that could be used to detect such effects.

A number of the potentially useful observables involve the equal volume diameter, which determines for any fixed overall (parent) density $\bar{n}$ at what temperature a phase split with $\Delta = 0$, i.e. with equal fractional volumes occupied by the coexisting phases, is produced. From Table I we see that this diameter itself has a leading linear variation independently of pressure mixing. The distance $\delta \bar{n}$ to the cloud curve, which is the extra temperature decrease that is required to get from the onset of phase separation to a 50–50 phase split, shows a clearer signature, with the leading density dependence being linear without pressure mixing but singular with exponent $1/2\beta \simeq 1.37$ when pressure mixing is present. The 50–50 coexistence curve, which records the coexisting densities for parents on the equal volume diameter, is likewise a potentially useful probe: its leading quadratic term disappears without pressure mixing.

For measurements at fixed critical parent density, the difference $\Delta$ of the fractional phase volumes also shows clear signatures of pressure mixing, with a smaller exponent ($\beta$ rather than $1 - \beta$) leading to significantly larger $\Delta$ near the critical point (CP) when pressure mixing is

FIG. 6. Difference in fractional volumes of coexisting phases produced from critical parent ($\bar{n} = 0$). Log-log plots of numerical data for $|\Delta|$ vs. $|\delta t|$; $\Delta$ changes sign at larger $\delta t$. Data with pressure mixing ($f_{pm} = 1$, empty circles) and without ($f_{pm} = 0$, empty squares) agree well with the theoretically predicted power laws with exponents $\beta \simeq 0.37$ and $1 - \beta \simeq 0.63$, respectively.

FIG. 7. Midpoint diameter. Log-log plots of numerical data for $|\bar{n}|$ vs. $|\delta t|$ for fixed $\bar{n} = 0$. For $f_{pm} = 1$ (pressure mixing, empty circles), the solid line shows our prediction for the power law, with exponent $2\beta \simeq 0.73$. For $f_{pm} = 0$ (no pressure mixing, empty squares), the predicted exponent is 1. The numerical data agree well with the predictions close to the CP.
TABLE I. Summary of analytical results (without prefactors). Abbreviations: ‘var.’ = ‘variable’, ‘diam.’ = ‘diameter’, ‘Frac.’ = ‘Fractional’, ‘vol.’ = ‘volume’, and ‘temp’ = ‘temperature’. Remember that $\delta t_0 \equiv t_{\mathrm{cloud}} - t_{\Delta=0}.$

| Curve               | Fixed var. | With pressure mixing                      | Without pressure mixing                  | Illustration |
|---------------------|------------|-------------------------------------------|------------------------------------------|--------------|
| Cloud and others    | $\Delta \neq 0$ | $t \sim \tilde{n} + \tilde{n}^2 + |\tilde{n}|^{1/\beta} + \tilde{n}^3 + |\tilde{n}|^{1/\beta}$ | $t \sim \tilde{n} + \tilde{n}^2 + |\tilde{n}|^{1/\beta} + \tilde{n}^3 + |\tilde{n}|^{1/\beta}$ | Figs. 1 & 2   |
| Equal volume diam.  | $\Delta = 0$ | $t \sim \tilde{n} + \tilde{n}^{1/(2\tilde{\beta})} + \tilde{n}^{1/(2\beta)}$ | $t \sim \tilde{n} + \tilde{n}^{1/(1-\alpha)}$ | Figs. 2 & 3   |
| $t_{\mathrm{cloud}} - t_{\Delta=0}$ vs. $\tilde{n}$ | $\Delta = \pm 1$ | $\delta t_0 \sim \tilde{n}^{1/(2\tilde{\beta})} + \tilde{n}^{1/(2\beta)}$ | $\delta t_0 \sim \tilde{n} + \tilde{n}^{1/(1-\alpha)}$ | Fig. 4        |
| Shadow and others   | $\Delta \neq 0$ | $t \sim \tilde{n}_\pm + \tilde{n}^2_\pm + |\tilde{n}_\pm|^{1/\beta} + \tilde{n}^3_\pm + |\tilde{n}_\pm|^{1/\beta}$ | $t \sim \tilde{n}_\pm + \tilde{n}^2_\pm + |\tilde{n}_\pm|^{1/\beta} + \tilde{n}^3_\pm + |\tilde{n}_\pm|^{1/\beta}$ | Fig. 1        |
| 50–50 coexistence   | $\Delta = 0$ | $t \sim |\tilde{n}_\pm|^{1/\beta} + \tilde{n}_\pm^{1/\beta}$ | $t \sim |\tilde{n}_\pm|^{1/\beta} + \tilde{n}_\pm^{1/\beta}$ | Fig. 5        |
| Coexistence curve   | $\tilde{n} = 0$ | $\delta t \sim |\tilde{n}_\pm|^{1/\beta}$ | $\delta t \sim |\tilde{n}_\pm|^{1/\beta}$ | N/A          |
| Frac. vol. vs. temp. | $\tilde{n} = 0$ | $\Delta \sim \delta t^{\tilde{\beta}}$ | $\Delta \sim \delta t^{1-\tilde{\beta}}$ | Fig. 6        |
| Midpoint diam.      | $\tilde{n} = 0$ | $\delta t \sim \tilde{n}^{1/(2\tilde{\beta})} + \tilde{n}^{1/(2\beta)}$ | $\delta t \sim \tilde{n} + \tilde{n}^{1/(1-\alpha)}$ | Fig. 7        |
|                     |            | $\tilde{n} \sim \delta t^{2\tilde{\beta}} + \delta t^{2\beta + \alpha/(1-\alpha)}$ | $\tilde{n} \sim \delta t + \delta t^{1/(1-\alpha)}$ |              |

present. Finally, the midpoint diameter, defined as the average of the coexisting densities produced by a critical parent, is also sensitive to pressure mixing as found previously in the literature in analogous studies of monodisperse systems: the midpoint density $\tilde{n}$ varying linearly with temperature without pressure mixing but singularly with exponent $2\tilde{\beta}$ when pressure mixing is present.

The above predictions are all amenable to experimental verification and as tools to detect pressure mixing effects. How easy this is will of course depend on the specific fluid system and in particular on the accuracy that can be achieved for measurements close to the CP. While we have found that some crossovers require quite a few orders of magnitude to see clearly, other properties like those connected to the equal fractional volume coexistence curve (Section IV) should be more easily accessible.

We note that in Ref. 37, where a complete scaling theory for weakly compressible binary liquids was developed, the authors used literature data to show that the effective leading-order exponent of the midpoint diameter is 0.75, whereas the predicted leading and subleading exponents were respectively $2\beta \approx 0.65$ and $1 - \alpha \approx 0.89.$ A possible explanation is that the data falls within a crossover range. Alternatively there could be impurities in the experimental set-up that would act as a hidden field in the calculations, resulting in the Fisher-renormalisation of the leading exponent that we also find. This would change the exponent from $2\beta$ to $2\tilde{\beta} = 2\beta/(1 - \alpha) \approx 0.73$ (see Ref. 36), close to the experimental result. Note that our results do not directly apply to the fixed pressure situation considered in Ref. 37 since we have kept overall density fixed instead. (Fisher renormalisation of exponents at fixed composition and density was already found and discussed in Ref. 45 for the simpler revised scaling approach, in the context of binary mixtures.)

It is interesting to observe that if were dealing with mean-field criticality, where $\alpha = 0$ and $\beta = \tilde{\beta} = 1/2,$ all terms that we have derived in the expansion of both the midpoint and equal volume diameters would simply degenerate to linear contributions, though – as one might expect on general grounds due to fractionation – the prefactors would differ between the two diameter definitions.

In future work we plan to look at additional properties of polydisperse colloidal fluids using the same setup presented here, i.e. a framework for polydisperse fluids with complete scaling, in the experimentally relevant case of controlled overall particle density. Such properties could include Tolman’s length,46 dielectric constant,47 refractive index,48 thermal and transport properties,45,49,50 and more generally other properties that can be obtained from the dependence of the pressure on the other variables.51 It will be interesting to see what new physical insights can be gained from the inclusion of polydispersity and potential pressure mixing effects. We also plan to study more closely the crossover between monodisperse and polydisperse critical behaviour that one expects to see in weakly polydisperse systems, building on perturbative approaches to polydisperse critical behaviour.52
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Appendix A: Expansion coefficients from mixing coefficients

As explained in the main text, by inserting Eqs. (30)–(33) into Eqs. (26)–(29), and comparing terms order by order, we obtain sets of equations that involve no thermodynamic variables, i.e. they contain only coefficients. These can be solved to extract the expansion coefficients \( \nu_i, \nu_i', \pi_i, \pi_i', \tau_i, \tau_i', m_i \) and \( m_i' \) in terms of the mixing coefficients. The conditions for the \( \mathcal{O}(\Delta \tilde{\rho}) \) coefficients are

\[
\begin{align*}
0 &= \pi_1 - k_0 \tau_1 - f^T m_1, \\
0 &= -j_1 \pi_1 + \tau_1 - l_1^T m_1, \\
0 &= -j_2 \pi_1 - k_2 \tau_1 + l_2^T m_1
\end{align*}
\]

while for \( \mathcal{O}(\tilde{\rho}^2) \) one gets

\[
\begin{align*}
0 &= \pi_2 - k_0 \tau_2 - f^T m_2 \\
0 &= -j_1 \pi_2 + \tau_2 - l_1^T m_2, \\
0 &= -j_2 \pi_2 - k_2 \tau_2 + l_2^T m_2 \\
j_2 \tilde{\rho}_2 &= -f \nu_2 + (2m_0 f + n_3) \pi_2 + (n_0 f + v_0) \tau_2 + (fn_3^T + 2q_0)m_2
\end{align*}
\]

The analogous relations for the coefficients of the \( \mathcal{O}(\tilde{\rho}^{1/3}) \) terms read

\[
\begin{align*}
0 &= \pi_3 - k_0 \tau_3 - f^T m_3, \\
0 &= -j_1 \pi_3 + \tau_3 - l_1^T m_3, \\
0 &= -j_2 \pi_3 - k_2 \tau_3 + l_2^T m_3, \\
b(j_1 f + l_1) &= -f \nu_3 + (2m_0 f + n_3) \pi_3 + (n_0 f + v_0) \tau_3 + (fn_3^T + 2q_0)m_3
\end{align*}
\]

and finally for \( \mathcal{O}(\tilde{\rho}^{1/3}) \):

\[
\begin{align*}
0 &= \pi_5 - k_0 \tau_5 - f^T m_5, \\
0 &= -j_1 \pi_5 + \tau_5 - l_1^T m_5, \\
0 &= -j_2 \pi_5 - k_2 \tau_5 + l_2^T m_5, \\
0 &= -f \nu_5 + (2m_0 f + n_3) \pi_5 + (n_0 f + v_0) \tau_5 + (fn_3^T + 2q_0)m_5
\end{align*}
\]

These conditions all take the same form because they relate to terms that are linear in the ‘input variables’ of the expansion described in the main text, i.e. \( \Delta \tilde{\rho}, \tilde{\rho}^2, b\tilde{\rho}^{1/3} \), and \( \tilde{\rho}^{1/3} \). The \( (\Delta \tilde{\rho})^2 \) and third order terms in the expansions (30)–(33) are quadratic or third order in these input variables; the equations for their coefficients would therefore involve higher order mixing coefficients that we have not written down in Eqs. (4)–(6), so we do not state them here.

The conditions above are in principle straightforward to solve, requiring only the inversion of the \( (M + 3) \times (M + 3) \) coefficient matrix on the right hand side. One expects that all coefficients must generically be nonzero, although the monodisperse case is exception (see Section V). Note that one can always proceed by first obtaining \( m_i \) \((i = 1, 3, 5)\) from the last equation of each set to reduce the problem to three linear equations for the remaining expansion coefficients. This first step involves the inversion of the matrix \( f n_3^T + 2q_0 \). Except for \( M = 1 \) this requires a nonzero (and in general full-rank, invertible) \( q_0 \), supporting our conclusion in the main text that nonlinear mixing effects as specified by \( q_0 \) need to be accounted for to obtain a meaningful description of critical mixture behaviour.

We note finally that the inhomogeneities on the left hand sides of (A1)–(A4) and (A5)–(A8) are directly proportional to each other. Accordingly the expansion coefficients for \( \mathcal{O}(\Delta \tilde{\rho}) \) and \( \mathcal{O}(\tilde{\rho}^2) \) terms that these equations determine are likewise proportional:

\[
\nu_2 = -j_2 \nu_1, \ \tau_2 = -j_2 \tau_1, \ \pi_2 = -j_2 \pi_1, \ \ m_2 = -j_2 m_1.
\]

From these results one deduces in particular that \( \tilde{\tau}_2 = 0 \) as explained in Section IV in the main text.

Appendix B: Coexisting densities

In the following we present a number of additional analytical results (and intermediate steps) for the coexisting densities \( \tilde{n}_\pm \) in both fixed-\( \Delta \) and fixed-\( \tilde{n} \) contexts. We start by writing down the result for \( t \) vs. \( \tilde{n}_\pm \) for fixed \( \Delta \) (see Section IV):

\[
\nu_2 = -j_2 \nu_1, \ \tau_2 = -j_2 \tau_1, \ \pi_2 = -j_2 \pi_1, \ \ m_2 = -j_2 m_1.
\]
starting again from Eq. (36) and using (50) 

\[
t = \frac{\tau_1 \Delta}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} - \left[ \frac{\nu_2 + g_2 \Delta + (\nu_2' - g_2 \Delta) \Delta_2}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} \right] \left( \frac{\tilde{n}_{\pm}}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} \right) - \tau_2 + \tau_2' \Delta^2 \right] \left( \frac{\tilde{n}_{\pm}}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} \right)^2 \\
= -\left( \frac{\nu_3 \tau_1 \Delta}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} - \tau_3 \right) \left( \frac{\tilde{n}_{\pm}}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} \right)^{1/\beta} - \left[ \frac{\nu_4 + (\nu_4 - g_4) \Delta + g'_4 \Delta^2 + (\nu_4' - g'_4) \Delta \Delta_2}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} \right] \left( \frac{\tilde{n}_{\pm}}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} \right)^{1/\beta} \\
- \left( \frac{\nu_3 \tau_1 \Delta}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} - \tau_3 \right) \left( \frac{\tilde{n}_{\pm}}{\pm \bar{t} + \Delta (\nu_1 - \bar{t})} \right)^{1/\beta}.
\]

(B1)

As pointed out in the main text, the shadow curve is obtained by taking \( \tilde{n}_{\pm} \) for \( \Delta = \bar{t}, 1 \), giving

\[
t = \frac{\tau_1 \Delta}{\nu_1 - 2\bar{t}} \tilde{n}_{\pm} - \left[ \frac{\nu_2 + \nu_2' - 2g_2 \nu_1 - 2\bar{t}}{\nu_1 - 2\bar{t}} \right] \left( \frac{\tilde{n}_{\pm}}{\nu_1 - 2\bar{t}} \right)^2 - \left( \frac{\nu_3 \tau_1 \Delta}{\nu_1 - 2\bar{t}} - \tau_3 \right) \left( \frac{\tilde{n}_{\pm}}{\nu_1 - 2\bar{t}} \right)^{1/\beta} \\
- \left[ \frac{\nu_4 + \nu_4' - 2(g_4 + g'_4) \nu_1 - 2\bar{t}}{\nu_1 - 2\bar{t}} \right] \left( \frac{\tilde{n}_{\pm}}{\nu_1 - 2\bar{t}} \right) - \left( \frac{\nu_3 \tau_1 \Delta}{\nu_1 - 2\bar{t}} - \tau_3 \right) \left( \frac{\tilde{n}_{\pm}}{\nu_1 - 2\bar{t}} \right)^{1/\beta} \\
- \left( \frac{\nu_3 \tau_1 \Delta}{\nu_1 - 2\bar{t}} - \tau_3 \right) \left( \frac{\tilde{n}_{\pm}}{\nu_1 - 2\bar{t}} \right)^{1/\beta}.
\]

(B2)

To obtain the coexisting densities at fixed \( \tilde{n} \) (Section VI) rather than fixed \( \Delta \) as above, one starts from the general expansion (36) and then uses Eq. (51) to eliminate \( \Delta \rho \), to obtain an expansion in terms of \( \rho \) only:

\[
\tilde{n}_{\pm} = \tilde{n} \pm \bar{t}_2 \rho - \bar{t}_2 \Delta \rho \pm g_2 \rho (\Delta \rho) - g_2 (\Delta \rho)^2 \pm g_4 \rho^3 - g_4 \rho^3 (\Delta \rho) \pm g'_4 \rho (\Delta \rho)^2 - g'_4 (\Delta \rho)^3
\]

(B3)

As explained in the main text, one can then determine \( \rho \) from this expression to eliminate it from a similar expansion for the temperature, Eq. (53), in order to determine the temperature dependence of the coexistence densities \( \tilde{n}_{\pm} \) at fixed \( \rho \) that is stated in Eq. (55). For the diameter, defined as \( \tilde{n} = \frac{1}{2} (\tilde{n}_+ + \tilde{n}_-) \), one can proceed similarly. Starting again from Eq. (36) and using (50)

\[
\tilde{n} = \tilde{n} - \Delta [\tilde{l}_2 \rho + g_2 \Delta \rho^2 + g_4 \rho^3 + g'_4 \Delta^2 \rho^3] \\
= (\nu_1 - \bar{t}_2) \Delta \rho + (\nu_2 - g_2 \Delta + \nu_2' \Delta^2) \rho^2 + \nu_3 \rho^{3/\beta} \\
+ (g_4 + \nu_4 \Delta + g'_4 \Delta^2 + \nu_4' \Delta^3) \rho^3 + \nu_5 \rho^{3/\beta}.
\]

(B5)

As explained in the main text, one can then determine \( \rho \) from this expression to eliminate it from a similar expansion for the temperature, Eq. (53), in order to determine the temperature dependence of the coexistence densities \( \tilde{n}_{\pm} \) at fixed \( \rho \) that is stated in Eq. (55). For the diameter, defined as \( \tilde{n} = \frac{1}{2} (\tilde{n}_+ + \tilde{n}_-) \), one can proceed similarly. Starting again from Eq. (36) and using (50)

\[
\tilde{n} = \tilde{n} - \Delta [\tilde{l}_2 \rho + g_2 \Delta \rho^2 + g_4 \rho^3 + g'_4 \Delta^2 \rho^3] \\
= (\nu_1 - \bar{t}_2) \Delta \rho + (\nu_2 - g_2 \Delta + \nu_2' \Delta^2) \rho^2 + \nu_3 \rho^{3/\beta} \\
+ (g_4 + \nu_4 \Delta + g'_4 \Delta^2 + \nu_4' \Delta^3) \rho^3 + \nu_5 \rho^{3/\beta}.
\]

(B6)
Again one has to eliminate \( \tilde{\rho} \). For the diameter it is convenient to have an expression for \( \tilde{n} \) in terms of \( \delta t \) rather than vice versa, so here one solves Eq. (53) for \( \tilde{\rho} \). Focussing on the simplest case \( \tilde{n} = 0 \), this yields

\[
\tilde{\rho} = \left( \frac{\delta t}{\tau_3} \right)^{\frac{\beta}{\tau_3}} - \frac{\beta}{\tau_3} \left( \frac{\delta t}{\tau_3} \right)^{\beta + \alpha/(1 - \alpha)} \tag{B8}
\]

and after insertion into Eq. (B7) one finds (60). When pressure mixing is absent, one can check by going back to Eq. (51) that, again for \( \tilde{n} = 0 \), all terms with integer powers vanish in Eq. (B7):

\[
\tilde{n} = \frac{l_2}{\nu_1} \left( \nu_0 \tilde{\rho}^{1/\beta} + \nu_5 \tilde{\rho}^{1/\beta} \right) \tag{B9}
\]

Eliminating \( \tilde{\rho} \) again using Eq. (B8) then leads to Eq. (61) in the main text.

**Appendix C: Equivalence between mixtures with different numbers of species**

In this appendix we explain how the critical phase behaviour of a fluid mixture with a certain number of species can be described equivalently in terms of a mixture with an ‘inflated’ number of species. As explained in the main text, this is useful in order to understand how the monodisperse limit can be approached starting from a polydisperse system.

Consider a mixture with \( M' \) species and mixing coefficients \( j_1', j_2', k_0', k_2', l_1', l_2', q_0, \) etc. We want to map it onto a system with \( M > M' \) and mixing coefficients \( j_1, j_2, k_0, k_2, l_0, l_1, l_2, q_0, \) etc. such that both systems are physically equivalent with respect to their phase behaviour near the critical point. We nominally create new species by ‘painting’ particles, allowing them to be distinguished by an additional colour label without changing any of their physical properties. Each original species is thus divided into one or more coloured subspecies, in such a way that

\[
\rho'_i = \sum_{j \in i} \rho_j \tag{C1}
\]

where \( \rho'_i \) is the density of a particle species \( i \) in the original labelling and the \( \rho_j \) are similarly the densities of the subspecies arising from \( i \) by colouring, as indicated symbolically in the sum by the notation \( j \in i \). In terms of the new, \( M \)-species description, the free energy density of the system is (setting \( k_B = 1 \) here)

\[
f = T \sum_{j=1}^{M} \rho_j (\ln \rho_j - 1) + f_{ex}(\{\rho'_i\}) \tag{C2}
\]

where \( f_{ex} \) is the excess free energy density and can be expressed as a function of the original composition \( \{\rho'_i\} \) since colouring the particles by definition does not affect their physical interactions.

The chemical potentials of the coloured particles are obtained from \( f \) by differentiation as

\[
\mu_j = \frac{\partial f}{\partial \rho_j} = T \ln \rho_j + \frac{\partial f_{ex}(\{\rho'_i\})}{\partial \rho_j} \tag{C3}
\]

Now because of Eq. (C1), changing \( \rho_j \) changes only the density \( \rho'_i \) of the original species that subspecies \( j \) belongs to, by the same amount. It follows that

\[
\mu_j - T \ln \rho_j = \frac{\partial f_{ex}}{\partial \rho'_i} \quad \text{for all } j \in i \tag{C4}
\]

The intuitive content of this relation is that the excess chemical potential, which encodes the physical properties of each particle type, is the same for subspecies \( j \) as for the original species \( i \) that was coloured to obtain \( j \).

Now consider a small change \( d\mu_j \) in all subspecies chemical potentials. Eq. (C4) then implies

\[
d\mu_j = T \frac{d\rho_j}{\rho_j} + \sum_k \frac{\partial^2 f_{ex}}{\partial \rho'_i \partial \rho'_k} d\rho'_k \tag{C5}
\]

Multiplying by \( \rho_j \) and summing over \( j \in i \) gives, using on the r.h.s. again (C1),

\[
\sum_{j \in i} \rho_j d\mu_j = T d\rho'_i + \sum_k \rho'_i \frac{\partial^2 f_{ex}}{\partial \rho'_i \partial \rho'_k} d\rho'_k \tag{C6}
\]

This can be read as a vector equation for the density changes \( d\rho'_i \) of the original species as a function of the weighted chemical potential changes associated with each original species, \( \sum_{j \in i} \rho_j d\mu_j \), on the l.h.s. In particular, if these weighted changes are all zero, then also the original species densities remain unchanged, \( d\rho'_i \equiv 0 \). As we are keeping temperature \( T \) fixed, also pressure must then remain unchanged. In summary, any chemical potential change that obeys

\[
\sum_{j \in i} \rho_j d\mu_j = 0 \tag{C7}
\]

for all \( i \) will not change the physical state of the system in any way. (What it will modify is the physically irrelevant distribution of coloured subspecies within each physical particle species.) In the mapping equations (4)–(6), such a chemical potential change must then leave the Ising scaling variables on the l.h.s. unchanged, as well as the temperature \( t \) and pressure \( \tilde{p} \) on the r.h.s.

The above invariance with respect to most changes of the chemical potentials for the labelled particle species puts significant constraints on the mixing coefficients for the \( M \)-species system in Eqs. (4)–(6) as we now show. Consider first the simplest case \( M' = 1 \). In vector form, the chemical potential changes we are considering obey \( \tilde{\rho}^{T}d\tilde{\mu} = 0 \); we can use the shifted and scaled chemical potentials \( \tilde{\mu} \) here because their changes are proportional to those of the conventional chemical potentials. For any such \( d\tilde{\mu} \) the Ising scaling must not change, hence
\[ \dot{\rho} = (\partial \rho / \partial \mu)^T \dot{\mu} = 0. \] This implies that the vectors \( \hat{\rho} \) and \( \partial \rho / \partial \mu \) are proportional as otherwise one could find a \( \dot{\mu} \) that is orthogonal to \( \hat{\rho} \) but not to \( \partial \rho / \partial \mu \). Applying the same logic to the other two scaling variables shows that

\[ \hat{\rho} \propto \frac{\partial \rho}{\partial \mu} \propto \hat{\mu} \propto \frac{\partial \hat{h}}{\partial \mu}. \] (C8)

In other words, at any state point the gradients of the three mapping equations w.r.t. the chemical potentials must be proportional to each other. Writing out the gradient for e.g. \( \hat{\rho} \) from Eq. (4) one has

\[ \frac{\partial \hat{\rho}}{\partial \mu} = -l_0 - 2q_0 \tilde{\mu} - tw_0 - \tilde{\rho} n_3 \] (C9)

At the critical point this reduces to \(-l_0\), and comparing with the analogous gradients for \( \hat{t} \) and \( \hat{h} \) shows that

\[ l_0 \propto l_1 \propto l_2 \] (C10)

As \( l_0 = f \), also \( l_1 \) and \( l_2 \) must then be proportional to \( f \), and it remains to fix their normalisation. This can be done by comparing Eq. (21) for the densities \( \hat{\rho} \) in the coloured (\( M \)-species) system with the analogous expression for the density in the original \( M' = 1 \) system. Using the constraint that the labelled densities must add up to the original density, Eq. (C1), then shows that we must have \( e^T l_1 = l'_1 \) and \( e^T l_2 = l'_2 \). Since \( e^T f = 1 \) by construction, the explicit mapping from \( M' = 1 \) to an equivalent \( M \)-species system for these mixing coefficients is

\[ l_1 = f l'_1, \quad l_2 = f l'_2 \] (C11)

By comparing gradients like (C9) at nonzero \( t \) or \( \tilde{\rho} \) one shows easily that also \( v_0 = f v'_0 \), \( n_3 = f n'_3 \) with analogous results for all other vector mixing coefficients. For the matrix \( q_0 \) one notes that \( q_0 \tilde{\mu} \) must also be proportional to \( f \), otherwise one could change the direction of the gradient (C9) by moving around state space and do so in a different way for the different scaling variables, thus destroying the proportionality (C8). By symmetry of \( q_0 \) and the same normalisation argument as above one then finds

\[ q_0 = f q'_0 f^T \] (C12)

in terms of the mixing coefficient \( q'_0 \) of the original \( M' = 1 \) system. Analogous results apply for the other matrix mixing coefficients.

The generalisation of the above reasoning to \( M' > 1 \) is not difficult. If we define for each \( i \) the vector \( \tilde{\rho}_i \) as the one collecting the densities of the corresponding labelled subspecies \( j \in i \), with all other entries set to zero, then the chemical potential changes that leave the physical state of the system invariant obey \( \tilde{\rho}_i^T \dot{\mu} = 0 \) for all \( i \). The three scaling variable gradients \([\partial \rho / \partial \mu], \text{etc.}\) must then be linear combinations of the vectors \( \tilde{\rho}_i \) at each state point. At the critical point these vectors are proportional to the vectors \( f_i \), defined such that \( f_i \) collects the nonzero entries of \( f \) that correspond to original species \( i \). One thus has, taking \( l_1 \) as an example

\[ l_1 = \sum_i L_i f_i \] (C13)

The coefficients \( L_i \) can be worked out from the density sum constraints (C1) again, giving

\[ l_1 = \sum_i f_i (l_1'^i)/f'_i \] (C14)

where the parent distribution in the original system, \( f'_i = e^{Tf_i} \), naturally emerges as normaliser. If we define a rectangular \( M \times M' \) ‘inflation’ matrix by

\[ S_{ji} = f_j/f'_i \quad \text{for } j \in i \] (C15)

and \( S_{ji} = 0 \) otherwise, then the relation (C13) can be written in the simple matrix form

\[ l_1 = S l'_1 \] (C16)

This then applies to all vector mixing coefficients. Matrix mixing coefficients are inflated from \( M' \) to \( M \) similarly by

\[ q_0 = S q'_0 S^T \] (C17)

etc. This transformation would then generalise to tensorial mixing coefficients in the obvious way, which would arise if one chose to include third or higher order terms in the mapping equations (4)–(6). In essence the transformation ensures that the \( M \) chemical potentials \( \tilde{\mu} \) in the larger system enter all physical properties only through the \( M' \) weighted combinations \( S^T \tilde{\mu} \), consistent with the invariance condition (C7).

Beyond conceptual use in understanding the monodisperse limit, the above method could also be deployed in fitting mixing coefficients to numerical data for the critical behaviour of polydisperse systems. In principle a description with \( M \) as large as possible is preferred as it would capture the most detail; on the other hand, the computational costs will increase with the number of fitting parameters and hence with \( M \) (see next Section). One could therefore envisage initially fitting parameters for some small \( M' \) and then using the method above to map these to an equivalent representation with larger \( M \). This should then constitute a suitable initial point for further parameter optimisation in the larger description. The process could be repeated in an iterative manner, building up increasingly refined data-driven descriptions of the critical behaviour of a polydisperse system.

Appendix D: Fitted mixing coefficients

In order to find fitted mixing coefficients, we first created a forward routine that, for any given set of mixing coefficients, solves the full system of equations (mapping equations and dilution line constraint) numerically.
to produce predictions for the cloud and shadow curves. The root mean squared error between these predictions and those Lennard-Jones data points from Ref. 40 that were not too far from the CP was then used as the objective function, to be minimised across all possible assignments of mixing coefficients. Only \( l_0 \) is taken as fixed because as shown in the main text it has to equal the normalised parent distribution \( f \).

Even for the smallest mixture description, \( M = 2 \), this still leaves 38 linear and quadratic mixing coefficients to be found; for general \( M \) this number is \((26 + 19M + 3M^2) / 2\), bearing in mind that each mixing vector contributes \( M \) parameters and each (symmetric) mixing matrix \( M(M + 1)/2 \). Minimisation of the root mean square objective over such a large parameter space proved difficult, in particular due to the presence of a large number of local minima. We therefore chose to simplify the set of mixing coefficients by keeping all first order coefficients plus \( q_0 \), and setting the remaining coefficients of quadratic terms to zero. The choice of \( q_0 \) was driven by the fact that, as explained in Appendix A, the presence of this term is essential in order to have a consistent theory that can properly describe fractionation. Of course we expect that in reality the other quadratic mixing coefficients will not be exactly zero but, as shown in Fig. 1, setting them to zero as we did is reasonable given that it still allows us to fit the simulation data well. For the same reason we fixed the amplitude parameter in the scaling relation (3) to \( Q = 1 \).

Given the considerations above we limited ourselves to fitting mixing coefficients for a mixture description with the smallest non-trivial value, \( M = 2 \). One then has to make an appropriate assignment of the effective parent distribution \( f \) for this chosen \( M \). The actual distribution of the polydisperse attributed used in Ref. 40 was roughly bell-shaped, more specifically a Schulz distribution with a standard deviation of 14% of the mean, limited to the range \( 0.5 < \sigma < 1.4 \) and then renormalised appropriately. To find \( f \) we formed \( M \) bins evenly spaced across the \( \sigma \)-range and then integrated the probability within each bin. For \( M = 2 \) this led to

\[
\begin{bmatrix}
0.378 & 0.622
\end{bmatrix}
\]  
(D1)

The best mixing coefficients corresponding to those choice of \( f \) were found using a combination of global optimisation using simulated annealing and local optimisation near candidate local minima. This produced the following nonzero coefficients:

\[
\begin{bmatrix}
-0.836 & -0.987
\end{bmatrix}
\]  
(D2)

\[
\begin{bmatrix}
1.10 & 1.05
\end{bmatrix}
\]  
(D3)

\[
\begin{bmatrix}
0.980 & 0.147 \\
0.147 & 0.600
\end{bmatrix}
\]  
(D4)

\[
j_1 = 0.231, j_2 = 0.217
\]  
(D5)

\[
k_0 = -0.599, k_2 = -0.996
\]  
(D6)

We also considered an alternative route towards fitting mixing coefficients, where cloud and shadow curve data are first fitted to the form we find in our analytical expansions [Eqs. (42) and (B2)], using arbitrary prefactors. Given our theoretical predictions that express these prefactors in terms of the mixing coefficients one could then, in a second step, find a set of coefficients that reproduces the fitted prefactors. While this approach is a priori attractive, it proved to be computationally no simpler and also has two conceptual drawbacks. Firstly, as our analytical expansions are truncated beyond a certain order, there is a possibility that they would be accidentally used for fitting in a region where the discarded terms would be significant. Secondly, using the theoretically predicted expansions for cloud and shadow as part of the fitting procedure would have removed the possibility of testing these predictions in an unbiased manner.
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