ON THE DENSITY OF THE ODD VALUES OF THE PARTITION FUNCTION, II: AN INFINITE CONJECTURAL FRAMEWORK
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Abstract. We continue our study of a basic but seemingly intractable problem in integer partition theory, namely the conjecture that $p(n)$ is odd exactly 50% of the time. Here, we greatly extend on our previous paper by providing a doubly-indexed, infinite framework of conjectural identities modulo 2, and show how to, in principle, prove each such identity. However, our conjecture remains open in full generality.

A striking consequence is that, under suitable existence conditions, if any $t$-multipartition function is odd with positive density and $t \not\equiv 0 \pmod{3}$, then $p(n)$ is also odd with positive density. These are all facts that appear virtually impossible to show unconditionally today.

Our arguments employ a combination of algebraic and analytic methods, including certain technical tools recently developed by Radu in his study of the parity of the Fourier coefficients of modular forms.

1. Introduction

Let $p(n)$ denote the number of partitions of a nonnegative integer $n$, where a partition of $n$ is an unordered set of positive integers that sum to $n$. It is well known that the generating function of $p(n)$ is

$$
\sum_{n=0}^{\infty} p(n)q^n = \frac{1}{\prod_{i=1}^{\infty} (1 - q^i)}.
$$

For any positive integer $t$, define $p_t(n)$ by

$$
\sum_{n=0}^{\infty} p_t(n)q^n = \frac{1}{\prod_{i=1}^{\infty} (1 - q^i)^t}.
$$

Hence, $p_t(n)$ denotes the number of $t$-multipartitions (also called $t$-colored partitions) of $n$. In particular, $p_1(n) = p(n)$.

The goal of this paper is to provide additional insight into the long-standing question of estimating the density of the odd values of the partition function. As Paul Monsky once pointedly stated [22], “the best minds of our generation haven’t gotten anywhere with understanding the parity of $p(n)$.” It is a famous conjecture of Parkin and Shanks [30].
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that the even and the odd values of $p(n)$ are equidistributed (see also Section 4 of [26]). Currently, the best result, which has improved on the work of multiple authors (see for example [1, 11, 14, 25, 29]), is due to Bellaïche, Green, and Soundararajan [10] and states that the number of odd values of $p(n)$ for $n \leq x$ has at least the order of $\frac{\sqrt{x}}{\log \log x}$, for $x \to \infty$.

In fact, their bound holds for any $t$-multipartition function $p_t(n)$, thus improving on a result of the second author (cf. [37], which includes an elementary proof for $t = 3$). We note that the current record lower bound on the number of even values of $p(n)$ has the order of $\sqrt{x}$ (cf. [11]. Unlike in the odd case, a lower bound of $\sqrt{x}$ for the even values is trivial).

We define the density of the odd values of $p_t(n)$ in the natural way:

$$\delta_t = \lim_{x \to \infty} \frac{\# \{ n \leq x : p_t(n) \text{ is odd} \}}{x},$$

if the limit exists. Note that, for obvious parity reasons, it suffices to restrict our attention to the case of $t$ odd. Given the above bounds, we are still very far from showing that $\delta_t > 0$, for any $t$. In fact, it is not even known at this time that any $\delta_t$ exists.

In [17], in collaboration with Keith, we generalized the conjecture of Parkin and Shanks (i.e., $\delta_1 = 1/2$) to every $t \geq 1$. Namely:

**Conjecture 1.1** ([17], Conjecture 1). *The density $\delta_t$ exists and equals 1/2, for any positive odd integer $t$. Equivalently, if $t = 2^kt_0$ with $t_0 \geq 1$ odd, then $\delta_t$ exists and equals $2^{-k-1}$.*

Much work has been done on partition congruences modulo odd prime numbers $p$ (several papers include [3, 21, 27, 31, 34]), though most successfully for $p > 3$, i.e., for $p$ coprime to 24. For example, [4, 5, 8, 12, 13, 15, 33] proved congruences for the partition function when $p = 5, 7, 11$ and powers of these primes, while in [6, 7, 9], analogous results were shown for small powers of certain other primes. Some of the most powerful results currently available are due to Ahlgren and Ono [2, 3, 27], who proved that for any integer $m$ coprime to 24, there exist infinitely many, nonnested arithmetic progressions $An + B$ such that $p(An + B) \equiv 0 (mod m)$. Mahlburg [21] later explained combinatorially all such congruences by means of a celebrated partition statistic called crank.

In this paper we focus on the case $p = 2$, and greatly extend on our first work [17] by conjecturally providing a *doubly-indexed, infinite* family of identities modulo 2 which relate the various multipartition functions. We will show explicitly how to, in principle, prove any given case of our conjecture using the analytic machinery of modular forms. However, we do not have a full proof for the conjecture nor for any infinite subfamily.

A striking consequence, which again greatly generalizes [17], is that (assuming existence of the $\delta_t$): $\delta_1 > 0$ if there is any $\delta_t > 0$ with $t \equiv 0 (mod 3)$; and $\delta_1 + \delta_3 > 0$ if there is any
\( \delta_t > 0 \). As noted earlier, an unconditional proof of any of these positivity results appears way beyond reach with the current technology.

Finally, we will provide a completely algebraic argument for one of our congruences (see [17] for more such proofs). It remains an interesting open problem to find algebraic proofs for most other congruences.

2. Formulation of the Main Conjectures

For sake of completeness, we recall the main results from [17] without proof.

**Theorem 2.1** ([17], Theorem 2). Assume all densities \( \delta_i \) below exist. Then \( \delta_t > 0 \) implies \( \delta_1 > 0 \) for

\[
t = 5, 7, 11, 13, 17, 19, 23, 25.
\]

Moreover, \( \delta_t > 0 \) implies \( \delta_r > 0 \) for the following pairs \( (t, r) \):

\[
(27, 9), (9, 3), (25, 5), (15, 3), (21, 3), (27, 3).
\]

Remember that two power series, \( \sum_n a(n)q^n \) and \( \sum_n b(n)q^n \), are congruent modulo \( m \) if \( a(n) \equiv b(n) \pmod{m} \) for all \( n \). Unless specified otherwise, all congruences from here on will be modulo 2. An essential tool to prove Theorem 2.1 was given by the following theorem, which we state in a slightly different form.

**Theorem 2.2** ([17], Theorem 3). The congruence

\[
q \sum_{n=0}^{\infty} p_t(an + b)q^n \equiv \frac{1}{\prod_{i=1}^{\infty} (1 - q^i)^a} + \frac{1}{\prod_{i=1}^{\infty} (1 - q^i)^t}
\]

holds for the following twelve pairs \((a, t)\):

\[
(5, 1), (7, 1), (11, 1), (13, 1), (17, 1), (19, 1), (23, 1), (3, 3), (5, 3), (7, 3), (5, 5), (3, 9),
\]

where

\[
b = \begin{cases} 
\frac{8}{3} \cdot 8^{-1} \pmod{a}, & \text{if } 3 \mid t; \\
\frac{24}{3} \cdot 24^{-1} \pmod{a}, & \text{otherwise.}
\end{cases}
\]

In this work, we frame the above congruences in a much broader context. Specifically, we conjecture that for any odd integers \( a \) and \( t \) such that \( 3 \mid t \) if \( 3 \mid a \), an identity similar to (though usually more complicated than) (1) exists. From this, we derive an infinite class of “delta implications” (under the assumption all relevant \( \delta_i \) exist) analogous to those given in Theorem 2.1. The following lays this out explicitly for \( t = 1 \). As usual, we denote by \( \lfloor \alpha \rfloor \) (respectively, \( \lceil \alpha \rceil \)) the nearest integer to \( \alpha \) that is less (respectively, greater) than or equal to \( \alpha \).
Conjecture 2.3. Fix a positive integer $a$ coprime to 24. Let $b = 24^{-1} \pmod{a}$ (or in the trivial case $a = 1$, let $b = 0$) and $k = \lceil \frac{a^2 - 1}{24a} \rceil$. Then

$$q^k \sum_{n=0}^{\infty} p(an + b)q^n \equiv \sum_{d|a} \sum_{j=0}^{\lfloor k/d \rfloor} \epsilon_{a,d,j}^1 q^{dj} \prod_{i \geq 1} \left(1 - q^{dj}\right)^{\frac{a}{d} - 24j},$$

for a suitable choice of the $\epsilon_{a,d,j}^1 \in \{0, 1\}$, where $\epsilon_{a,1,j}^1 = 1$ and $\epsilon_{a,d,j}^1 = 0$ if $a/d - 24j < 0$.

Corollary to Conjecture 2.3. Fix any positive integer $a \not\equiv 0 \pmod{3}$, and suppose all necessary $\delta_i$ exist. If $\delta_a > 0$, then $\delta_1 > 0$.

Something of note is what we mean by “necessary $\delta_i$” in the above corollary. Focusing without loss of generality on $a$ odd, it is certainly sufficient to assume that for all $1 \leq i \leq a$, $i \equiv \pm 1 \pmod{6}$, $\delta_i$ exists. However, in general, only a small fraction of such $\delta_i$ are actually needed in order to obtain a given delta implication, though determining explicitly which seems extremely hard.

The above conjecture is the main special case ($t = 1$) of the following. It provides an infinite, two-dimensional set of conjectural partition identities modulo 2.

Conjecture 2.4. Fix any positive odd integers $a$ and $t$, where $3|t$ if $3|a$. Let $k = \lceil \frac{t(a^2 - 1)}{24a} \rceil$. Then

$$q^k \sum_{n=0}^{\infty} p_t(an + b)q^n \equiv \sum_{d|a} \sum_{j=0}^{\lfloor k/d \rfloor} \epsilon_{a,d,j}^t q^{dj} \prod_{i \geq 1} \left(1 - q^{dj}\right)^{\frac{a}{d} - 24j},$$

where

$$b = \begin{cases} 0, & \text{if } a = 1; \\ \frac{t}{3} \cdot 8^{-1} \pmod{a}, & \text{if } 3|t; \\ t \cdot 24^{-1} \pmod{a}, & \text{otherwise}, \end{cases}$$

for a suitable choice of the $\epsilon_{a,d,j}^t \in \{0, 1\}$, where $\epsilon_{a,1,j}^t = 1$ and $\epsilon_{a,d,j}^t = 0$ if $at/d - 24j < 0$.

Corollary to Conjecture 2.4. Fix any positive integer $A$ and suppose all necessary $\delta_i$ exist. If $\delta_A > 0$, then $\delta_1 + \delta_3 > 0$.

Remark 2.5. Perhaps unsurprisingly, no partition congruence similar to the above and implying $\delta_3 > 0 \implies \delta_1 > 0$ appears to exist. In fact, we have not been able to determine any congruence, even on a conjectural level, that yields such a basic delta implication.
3. Modular Form Preliminaries

We now present the necessary facts and notation coming from modular forms, along with the main theorem of Radu [32]; for basic facts, proofs, and further details, we refer the reader to [13, 28]. The notation used below mainly follows [32].

Fix \( N \geq 1 \) and let \( \mathbb{Z}^{d(N)} \) denote the set of integer tuples with entries \( r_\delta \) indexed by the positive divisors \( \delta \) of \( N \). For a given \( r = (r_\delta) \in \mathbb{Z}^{d(N)} \), define

\[
\omega(r) = \sum_{\delta | N} r_\delta; \quad \sigma_\infty(r) = \sum_{\delta | N} \delta r_\delta; \quad \sigma_0(r) = \sum_{\delta | N} \frac{N}{\delta} r_\delta; \quad \Pi(r) = \prod_{\delta | N} \delta^{|r_\delta|}.
\]

Additionally, let \( \sum_{n \geq 0} \alpha_r(n)q^n = \prod_{\delta | N} \prod_{i \geq 1} (1 - q^{\delta i})^{-r_\delta} \), and define

\[
g_{a,b}(q) = q^{\frac{24b+\sigma_\infty(r)}{24a}} \sum_{n=0}^{\infty} \alpha_r(an+b)q^n.
\]

Now let \( \Delta^* \) be the set of tuples \( (a,N,M,b, (r_\delta)) \in (\mathbb{N}^+)^3 \times \{0,1,\ldots,a-1\} \times \mathbb{Z}^{d(N)} \) such that the following hold: For all primes \( p \), if \( p|a \) then \( p|M \); if \( r_\delta \neq 0 \), then \( \delta|aM \); and if \( \kappa = \gcd(a^2 - 1, 24) \), then

\[
24 \mid \kappa \frac{aM^2}{N} \sigma_0(r); \quad 8 \mid \kappa M \omega(r); \quad \frac{24a}{\gcd(\kappa(24b + \sigma_\infty(r)), 24a)} \mid M.
\]

We define \( \Gamma_0(N) \) as the subgroup of \( SL_2(\mathbb{Z}) \) consisting of the matrices \( \begin{pmatrix} v & w \\ x & y \end{pmatrix} \) where \( x \equiv 0 \pmod{N} \). For \( a,N \in \mathbb{N}^+, \ b \in \{0,1,\ldots,a-1\}, \) and \( r \in \mathbb{Z}^{d(N)} \), let \( P_{a,r}(b) \) be the set of residues modulo \( a \) that can be written as \( b\omega + (\omega^2 - 1)\sigma_\infty(r)/24 \) for some integer \( \omega \) with \( \gcd(\omega, 24) = 1 \). Further, let

\[
\chi_{a,r}(b) = \prod_{\ell \in P_{a,r}(b)} e^{2\pi i \frac{(1-a^2)(\ell \omega + \sigma_\infty(r))}{24a}}.
\]

Set \( f \) to be a modular form of weight \( k \) and character \( \chi \) for \( \Gamma_0(N) \). We let the level of \( f \) be the least value of \( N \) for which \( f \) is a modular form of weight \( k \) for \( \Gamma_0(N) \). An \( \eta \)-quotient is a quotient of powers of the Dedekind \( \eta \)-function, \( \eta(\tau) \), and magnifications thereof, \( \eta(C\tau) \), where

\[
\eta(\tau) = q^{\frac{1}{24}} \prod_{i=1}^{\infty} (1 - q^i), \quad q = e^{2\pi i \tau}.
\]

The following theorem of Gordon, Hughes, and Newman gives conditions sufficient for any given \( \eta \)-quotient to be a modular form.

**Theorem 3.1** ([16, 23]). Let \( N \geq 1 \) be an integer and \( f(\tau) = \prod_{\delta | N} \eta^{r_\delta}(\delta \tau) \), with \( r = (r_\delta) \in \mathbb{Z}^{d(N)} \). If

\[
\sigma_\infty(r) \equiv \sigma_0(r) \equiv 0 \pmod{24},
\]

then \( f(\tau) \) is a modular form of weight \( k \), level \( N \), and character \( \chi \) for \( \Gamma_0(N) \).
then \( f \) is a modular form of weight \( k = \frac{1}{2} \sum r_\delta \), level dividing \( N \), and character \( \chi(d) = \left( -\frac{1}{d} \right)^{k_\beta} \), where \( \beta = \prod_{\delta | N} \delta^{s_\delta} \) and \( \left( \frac{d}{7} \right) \) denotes the Jacobi symbol.

Radu’s main result can be phrased as follows:

**Theorem 3.2 (32).** Let \((a, N, M, b, r = (r_\delta)) \in \Delta^*, s = (s_\delta) \in \mathbb{Z}^{d(M)}\), and let \( \nu \) be an integer such that \( \chi_{a,r}(b) = e^{\frac{2\pi i \nu}{24}} \) (such an integer is guaranteed to exist by 32, Lemma 43). Define

\[
F(s, r, a, b)(\tau) = \prod_{\delta | M} \eta^{s_\delta}(\delta \tau) \prod_{u \in P_{a,r}(b)} g_{a,u}(q).
\]

Then \( F \) is a weakly holomorphic modular form of weight zero and trivial character for \( \Gamma_0(M) \) if and only if the following conditions simultaneously hold:

1. \(|P_{a,r}(b)| \cdot \omega(r) + \omega(s) = 0\); \( (4) \)
2. \( \nu + |P_{a,r}(b)| \cdot a \sigma_{\infty}(r) + \sigma_{\infty}(s) \equiv 0 \pmod{24} \); \( (5) \)
3. \( |P_{a,r}(b)| \cdot \frac{aM}{N} \sigma_{0}(r) + \sigma_{0}(s) \equiv 0 \pmod{24} \); \( (6) \)
4. \( \prod_{\delta | N} (a \delta)^{|r_\delta| \cdot |P_{a,r}(b)|} \) is a perfect square. \( (7) \)

(Note that, in the above statement, \( |r_\delta| \) refers to an absolute value while \( |P_{a,r}(b)| \) indicates the cardinality of a set.) We now present results of Ligozat and Radu that bound the order of the cusps for an \( \eta \)-quotient and the modular function \( F(s, r, a, b) \), respectively. Our statements slightly differ from the original papers.

**Theorem 3.3 ([18, 19, 28]).** Let \( N \) be a positive integer. If \( f(\tau) = \prod_{\delta | N} \eta^{r_\delta}(\delta \tau) \) is an \( \eta \)-quotient satisfying the conditions of Theorem 3.1 for \( \Gamma_0(N) \), then \( f \) can only have cusps at rational numbers of the form \( \gamma_{\mu} \), where \( \mu | N \) and \( \gcd(\gamma, \mu) = 1 \). When \( f \) has a cusp \( \gamma_{\mu} \), its order is the absolute value of

\[
\min_{n \in \mathbb{N}} \frac{M}{\gcd(n^2, M)} \left( |P_{a,r}(b)| \min_{\gcd(m_{\mu}, n) = 1} \frac{1}{24} \sum_{\delta | N} r_\delta \frac{(\gcd(\delta m, n))^2}{\delta a} + \frac{1}{24} \sum_{\delta | M} s_\delta \frac{(\gcd(\delta, n))^2}{\delta} \right).
\]
Finally, a classical result of Sturm \[36\] gives sufficient conditions to equate two modular forms modulo a given prime. We phrase it in the following way.

**Theorem 3.5 (36).** Let \( p \) be a prime number, and \( f(\tau) = \sum_{n=n_0}^{\infty} a(n)q^n \) and \( g(\tau) = \sum_{n=n_1}^{\infty} b(n)q^n \) be holomorphic modular forms of weight \( k \) for \( \Gamma_0(N) \) of characters \( \chi_1 \) and \( \chi_2 \), respectively, where \( n_0, n_1 \in \mathbb{N} \). If either \( \chi_1 = \chi_2 \) and \( a(n) \equiv b(n) \pmod{p} \) for all \( n \leq kN \), or \( \chi_1 \neq \chi_2 \) and

\[
a(n) \equiv b(n) \pmod{p} \quad \text{for all} \quad n \leq \frac{kN^2}{12} \cdot \prod_{d \text{ prime}; \ d|N} \left(1 - \frac{1}{d^2}\right),
\]

then \( f(\tau) \equiv g(\tau) \pmod{p} \) (i.e., \( a(n) \equiv b(n) \pmod{p} \) for all \( n \)).

### 4. Proofs

We begin with a proof for Corollary to Conjecture 2.3. The argument for Corollary to Conjecture 2.4 follows by essentially the same reasoning, and therefore will be omitted (see Remark 4.1). We restate the corollary here for reference:

**Corollary to Conjecture 2.3** Fix any positive integer \( a \neq 0 \pmod{3} \), and suppose all necessary \( \delta_i \) exist. If \( \delta_a > 0 \), then \( \delta_1 > 0 \).

**Proof.** We proceed by induction on \( a \), which we can assume to be odd for evident parity reasons. The base case \( a = 1 \) is clear. We first recall from [17] a proof of the case \( a = 5 \), as this will give insight into the logic we will use for the remainder of the argument. We use the corresponding identity given in [11] (which was proved in [17]), namely,

\[
q \sum_{n=0}^{\infty} p(5n+4)q^n \equiv \frac{1}{\prod_{i \geq 1}(1-q^i)^5} + \frac{1}{\prod_{i \geq 1}(1-q^{5i})}.
\]

Suppose that \( \delta_5 > 0 \) and \( \delta_1 = 0 \). Therefore, \( \# \{n \leq x : p_5(n) \text{ is odd} \} = \delta_5 x + o(x) \), while the number of odd coefficients up to \( x \) of \( 1/\prod_{i \geq 1}(1-q^i)^5 = \sum_{n=0}^{\infty} p(n)q^{5n} \) is \( o(x) \). Hence, the number of odd coefficients up to \( x \) of \( \sum_{n=0}^{\infty} p(5n+4)q^n \) is also \( \delta_5 x + o(x) \), which yields \( \delta_1 \geq \delta_5/5 > 0 \), a contradiction. This shows the case \( a = 5 \).

Now suppose the result holds for all cases up to and including an arbitrary \( a - 4 \geq 5 \), and assume \( \delta_1 = 0 \). The next case is either \( a - 2 \) or \( a \). We assume it is \( a \) and, consequently, that \( \delta_a > 0 \); the proof for the case \( a - 2 \) is entirely similar. By Conjecture 2.3, there exists some
identity of the form

\[ q^k \sum_{n=0}^{\infty} p(an + b)q^n \equiv \sum_{d|a} \sum_{j=0}^{[k/d]} \epsilon_{a,d,j}^1 q^{dj} \prod_{i \geq 1} (1 - q^{di})^{a/d - 24j}, \]

where \( \epsilon_{a,1,0}^1 = 1 \). By assumption, the number of odd coefficients of \( q^k \sum_{n=0}^{\infty} p(an + b)q^n \) up to \( x \) must be \( o(x) \), and the number of odd coefficients of \( 1/\prod_{i \geq 1} (1 - q^{di})^a \) is \( \delta_a x + o(x) \).

Therefore, at least one additional term in the finite double sum on the right side must give positive density. Suffices from here to note that an additional term giving positive density must be of the form

\[ q^{d_0j_0} \prod_{i \geq 1} (1 - q^{d_0i})^{a/d_0 - 24j_0}, \]

for suitable \( d_0 \) and \( j_0 \) with \( (d_0, j_0) \neq (1, 0) \), and that \( a/d_0 - 24j_0 \) is always \( \pm 1 \) (mod 6).

By the inductive assumption, since \( \delta_{a/d_0 - 24j_0} > 0 \), then \( \delta_1 > 0 \). This contradiction gives the result.

**Remark 4.1.** The proof of Corollary to Conjecture 2.4 is entirely similar. Indeed, we can again consider \( A \) odd and then set \( A = at \), with \( a \) and \( t \) as in the conjecture. Now the same reasoning yields that, if \( \delta_A > 0 \) and all the relevant \( \delta_i \) exist, at least one between \( \delta_1 \) and \( \delta_3 \) must be positive.

We next show, as a sample, one special case of Conjecture 2.3 namely when \( a = 31 \) and \( t = 1 \). (Consequently this proves that \( \delta_{31} > 0 \implies \delta_1 > 0 \), always under the assumption the necessary \( \delta_i \) exist.) In principle, any given identity of Conjectures 2.3 and 2.4 can be shown using the exact same strategy, as we will explicitly outline in the proof.

We will employ a technique introduced by Radu [32], which was first used in [17]. Our approach can be summarized as follows: We start with the identity for \( q^k \sum_{n=0}^{\infty} p_t(an + b)q^n \) given by Conjecture 2.4, and consider the subset of \( \Delta^* \) where \( N = 1 \) and \( r = (r_1) = (-t) \). Then we determine an integer \( M \geq 1 \) and an \( s \)-vector \( s \) such that the corresponding function \( F \) satisfies the conditions of Theorem 3.2. If in the process we encounter modular forms that are weakly holomorphic, we clear all poles by multiplying by another modular form of sufficiently high order (specifically, some \( \eta(4\tau)^{24i} \) will always work). This will be done according to Theorems 3.3 and 3.4. As a final step, we use Sturm’s bound (Theorem 3.5) to complete the proof.

Note that as \( a \) increases, a much higher power of \( \eta(4\tau)^{24} \) is needed to clear out the poles, thus making the computational cost necessary to verify Sturm’s bound significantly greater. Further, there appears to be no infinite family of congruences coming from either Conjecture 2.3 or 2.4 for which one can apply a uniform Sturm bound, nor any such family with a
bounded number of terms. In light of the above reasons, we have not yet been able to prove our conjectures in any form beyond a case-by-case basis.

**Theorem 4.2.**

\[ q^2 \sum_{n=0}^{\infty} p(31n + 22)q^n \equiv \frac{1}{\prod_{i \geq 1}(1 - q^{31i})} + \frac{q}{\prod_{i \geq 1}(1 - q^i)} + \frac{1}{\prod_{i \geq 1}(1 - q^{31i})}. \]  

(9)

**Proof.** We will provide as broad a proof as possible for arbitrary \(a\) and \(t\) as in Conjecture 2.4, and only look at the specific case of the statement \((a = 31, t = 1)\) in the second part of the argument. We begin by using the function \(\alpha_r\) defined at the beginning of Section 3, by setting

\[ \sum_{n \geq 0} \alpha_r(n)q^n = \sum_{n \geq 0} p_t(n)q^n = \frac{1}{\prod_{i \geq 1}(1 - q^i)^t}. \]

(10)

Therefore, \(N = 1\) and \(r = (r_1) = (-t)\). Now we consider \(P_{a,r}(b)\). Notice that \(\sigma_\infty(r) = -t\), and so

\[ b\omega^2 + \frac{\omega^2 - 1}{24} \sigma_\infty(r) = b\omega^2 + \frac{t(1 - \omega^2)}{24}. \]

Note that \(24b \equiv t \pmod{a}\), and as such, the above becomes

\[ b\omega^2 + \frac{24b(1 - \omega^2)}{24} = b\omega^2 + b - b\omega^2 = b \pmod{a}. \]

Hence \(P_{a,r}(b) = \{b\}\), for any \(a, b,\) and \(t\) satisfying the conditions in Conjecture 2.4. We now notice that

\[ g_{a,b}(q) = q^{\frac{2b(a - 1)}{24a}} \sum_{n \geq 0} p_t(an + b)q^n; \]

\[ \chi_{a,r}(b) = e^{\frac{2\pi i (24b - t)(1 - a^2)}{24a}}; \]

\[ \nu = \frac{(1 - a^2)(24b - t)}{a}. \]

(11)

Finally, since \(|P_{a,r}(b)| = 1\), by Theorem 3.2 we have

\[ F(s, r, a, b)(\tau) = \prod_{\delta | M} \eta^{s_\delta}(\delta \tau) q^{\frac{2b(a - 1)}{24a}} \sum_{n \geq 0} p_t(an + b)q^n, \]

(12)

for some \(M\) and some \(s\)-vector \(s = (s_\delta)\).

Consider now the specific case of the statement, where \(a = 31, t = 1,\) and \(b = 22\). We have \(N = 1,\) and \(r = (r_1) = (-1).\) Additionally, we choose \(M = 2 \cdot 31 = 62\). As proved above, \(P_{31,r}(22) = \{22\}.\) Moving to the conditions of Theorem 3.2 standard computations imply that we are looking for an \(s\)-vector \(s\) such that the following simultaneously hold:

\[ \omega(s) = 1; \]

\[ \sigma_\infty(s) \equiv 7 \pmod{24}; \]

\[ \sigma_0(s) \equiv 2 \pmod{24}; \]
31 \cdot \Pi(s) is a perfect square.

It is not hard to check that \( s = (s_1, s_2, s_{31}, s_{62}) = (3, 1, 4, -7) \) satisfies these conditions. This \( s \)-vector results in

\[
F(s, r, 31, 22)(\tau) = q^{\frac{17}{24}} \frac{\eta(\tau)^3 \eta(2\tau) \eta(31\tau)^4}{\eta(62\tau)^7} \sum_{n=0}^{\infty} p(31n + 22)q^n. \tag{13}
\]

By Theorem 3.2, this is a modular form of weight zero. Thus, in order to obtain \( F(s, r, 31, 22) \) on the left side of Equation (9), we have to multiply this latter by

\[
q^{-31} \frac{\eta(\tau)^3 \eta(2\tau) \eta(31\tau)^4}{\eta(62\tau)^7}. \tag{14}
\]

Now consider the right side of (9). Expressing it in terms of \( \eta \)-quotients, it becomes:

\[
q^{\frac{31}{24}} \eta(\tau)^3 \eta(2\tau) \eta(31\tau)^4 + q^{\frac{31}{24}} \eta(2\tau) \eta(31\tau)^4 + q^{\frac{31}{24}} \eta(31\tau)^3 \eta(62\tau)^7. \tag{15}
\]

By multiplying Formulas (14) and (15) together, we obtain

\[
\left( q^{\frac{31}{24}} \eta(\tau)^3 \eta(2\tau) \eta(31\tau)^4 + q^{\frac{31}{24}} \eta(2\tau) \eta(31\tau)^4 + q^{\frac{31}{24}} \eta(31\tau)^3 \eta(62\tau)^7 \right)^{-1} \cdot \eta(2\tau) \eta(31\tau)^4 + \eta(2\tau) \eta(31\tau)^4 + \eta(31\tau)^3 \eta(62\tau)^7. \tag{16}
\]

At this point, in order to match the weight of the modular form \( F \), we want to turn (16) into a weight zero modular form as well. Using the fact that \( \eta(2\tau) \equiv \eta(\tau)^2 \), we can rewrite (16) as

\[
\frac{\eta(\tau)^{32} \eta(31\tau)^4}{\eta(2\tau)^{28} \eta(62\tau)^7} + \frac{\eta(\tau)^8 \eta(31\tau)^4}{\eta(2\tau)^4 \eta(62\tau)^7} + \frac{\eta(\tau)^3 \eta(2\tau) \eta(31\tau)^3}{\eta(62\tau)^7}. \tag{17}
\]

This is a modular form of weight zero, by Theorem 3.1 along with the fact that the sum of weight zero modular forms is a weight zero modular form. It will be sufficient to show that the right sides of (13) and (17) are identical modulo 2. Before using Sturm’s Theorem, we must first clear all possible cusps. To do so, notice that the bound given in Theorem 3.4, uniform on all cusps of \( F(s, r, 31, 22) \), is

\[
\min_{n \in \mathbb{N}} \frac{1}{\gcd(n^2, 62)} \left( |P_{31, r}(22)| \min_{m, 31, \gcd(m, n)=1} \frac{1}{24} \sum_{\delta \mid 31} \frac{(\gcd(\delta m, 31n))^2}{31\delta} + \frac{1}{24} \sum_{\delta \mid 62} \frac{s_{\delta} (\gcd(\delta, n))^2}{\delta} \right) \leq 567 \quad \text{mod} \quad 8 = 70.875.
\]

Theorem 3.3 allows us to make a similar calculations to clear the possible cusps of (17), resulting in a bound on the order of 34. Thus, a power of \( \eta(4\tau) \) sufficient to simultaneously clear all cusps of (13) and (17) is \( 24 \cdot 14 = 336 \).

It follows that the identity to be checked is

\[
q^{\frac{37}{24}} \eta(4\tau)^{336} \frac{\eta(\tau)^3 \eta(2\tau) \eta(31\tau)^4}{\eta(62\tau)^7} \sum_{n=0}^{\infty} p(31n + 22)q^n \equiv \]

\[
\ldots
\]
\[
\eta(4\tau)^{336} \left[ \frac{\eta(\tau)^{32}\eta(31\tau)^4}{\eta(2\tau)^{29}\eta(62\tau)^7} + \frac{\eta(\tau)^8\eta(31\tau)^4}{\eta(2\tau)^5\eta(62\tau)^7} + \frac{\eta(\tau)^3\eta(2\tau)\eta(31\tau)^3}{\eta(62\tau)^7} \right],
\]
where both sides are holomorphic modular forms of weight \(k = 0 + \frac{336}{2} = 168\). A straightforward application of Theorem 3.5 now gives a Sturm bound of at most 416, 640. Finally, a Mathematica calculation verifies that this congruence holds modulo 2 up to that point, completing the proof. \(\square\)

We now present a completely algebraic proof for the case \(a = 49\) of Conjecture 2.3 (and therefore for the delta implication \(\delta_{49} > 0 \implies \delta_1 > 0\), under the assumption that all of \(\delta_25\), \(\delta_7\), and \(\delta_1\) exist, since we proved algebraically in [17] that both \(\delta_25 > 0\) and \(\delta_7 > 0\) imply \(\delta_1 > 0\). For sake of simplicity, we will use the notation

\[
f_k = f_k(q) = \prod_{i=1}^{\infty} (1 - q^{ki}).
\]

Theorem 4.3.

\[
q^3 \sum_{n=0}^{\infty} p(49n + 47)q^n \equiv \frac{1}{f_1^{49}} + \frac{q}{f_1^{25}} + \frac{q^2}{f_1} + \frac{1}{f_2^7}.
\]

Proof. We deduce, from Zuckerman’s identity for \(\sum_{n=0}^{\infty} p(49n+47)q^n\) (see [38]), the following congruence:

\[
\sum_{n=0}^{\infty} p(49n + 47)q^n \equiv q^2 f_7^{12} f_1^{13} + q^5 f_7^{28} f_1^{29} + q^5 f_7^{24} f_1^{25} + q^3 f_7^{56} f_1^{57}.
\]

Since we are working modulo 2, observe that the right side of (18) can be rewritten as

\[
q^2 f_7^3 y^4 + q^5 f_7 y^8,
\]
if we set

\[
y = \frac{f_7^3}{f_1^3} + \frac{f_7}{f_1^2}.
\]

We now employ an algebraic result of Lin ([20], Equation 2.4), namely:

\[
f_1 f_7 + f_7^8 \equiv q^2 f_7^8 + q f_1^4 f_7^4.
\]

(Alternatively, (21) can also be derived, after standard manipulations, from the case \((a, t) = (7, 1)\) of (11) along with Ramanujan’s congruence for \(\sum_{n=0}^{\infty} p(7n + 5)q^n\); see [17] and [12].) Dividing both sides of (21) by \(q f_7 f_7^4\), (20) easily becomes:

\[
y \equiv \frac{q^{-1}}{f_1^3} + \frac{q^{-1}}{f_7}.
\]

Thus, substituting (22) into (19) gives:

\[
\sum_{n=0}^{\infty} p(49n + 47)q^n \equiv q^2 f_1^3 \left( \frac{q^{-1}}{f_1^3} + \frac{q^{-1}}{f_7} \right)^4 + q^5 f_1^7 \left( \frac{q^{-1}}{f_1^7} + \frac{q^{-1}}{f_7} \right)^8.
\]
Multiplication by $q^3$ on both sides and some simple algebra modulo 2 now yield:

$$q^3 \sum_{n=0}^{\infty} p(49n + 47)q^n \equiv \frac{1}{f_{19}^1} + \frac{q}{f_{25}^1} + \left( \frac{f_{17}^1}{f_{25}^2} + q \frac{f_{17}^3}{f_{25}^3} \right). \quad (23)$$

Finally, we can divide both sides of (21) by $f_1 f_7^3$ and rearrange to obtain:

$$\frac{f_{17}^1}{f_{25}^2} + q \frac{f_{17}^3}{f_{25}^3} \equiv q^2 \frac{1}{f_1} + \frac{1}{f_7}. \quad (24)$$

Substituting (24) into the right side of (23) completes the proof. \□
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