Research on the course control of USV based on improved ADRC
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**ABSTRACT**

In order to improve the course control accuracy of unmanned surface vehicle (USV), a course control system based on improved active disturbance rejection control (ADRC) is proposed in this paper. The course controller designed in this paper can realize automatic course maintenance and achieve good stability of USV. The extended state observer of ADRC is used to estimate the unknown disturbance in real time and give appropriate compensation. It is difficult to set the ADRC parameters, so firefly algorithm (FA) is introduced into the ADRC algorithm to realize the self-setting of nonlinear feedback control law parameters. The simulation results show that the course control system designed in this paper can achieve precise control of the USV’s course and the system is robust.
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1. Introduction

Due to the advantages of high sailing rate, low cost, and ability to replace humans in various activities under severe conditions, USV has become a research hotspot of intelligent marine equipment at home and abroad. The motion control of USV is the core content of its development. Excellent control performance is the prerequisite for the successful implementation of various tasks of USV. At present, USV have become an important platform for tasks such as search and rescue, reconnaissance, monitoring, ship escort, anti-mine and anti-submarine. The under-actuated system refers to the system that the input dimension is less than the spatial dimension, that is, the number of system inputs is less than the number of degrees of freedom of the system. USV is a typical under-actuated system (Kolmanovsky & McClamroch, 1995). Due to the characteristics of large inertia, nonlinearity and time delay, USV will encounter environmental disturbances such as wind, wave and current during navigation, which will cause USV to deviate from its set course. The course control precision of USV determines its navigation safety. How to make the USV maintain the desired course in case of interference has become the research focus for the motion control of USV.

In Caccia et al. (2005), a theory of PD heading controller and line-of-sight planning algorithm was proposed. In Sukon and Manukid (2006), an online self-tuning precompensation for a Proportional-Integral-Derivative (PID) controller is proposed to control heading direction of a flying robot. The online self-tuning precompensation algorithm is implemented simply by adding the precompensator to the existing conventional PID controller. In Naeem et al. (2006), the course controller is designed by combining classical PID control technology and fuzzy control technology, and it is verified by simulation, and good control effect is obtained. In Kumarawadu and Kumara (2007), the speed control of an unmanned vehicle under the influence of longitudinal, lateral and course coupling has been studied. At the same time, in order to ensure the stability of course motion, a speed controller based on Lyapunov function was designed. In Bibuli et al. (2008), a set of course control method is designed based on Kalman filtering and PID control technology. In Bao et al. (2009), the sliding mode method has been adopted to identify the parameters of the unmanned aerial vehicle motion model, and then designs a course controller using the sliding mode variable structure. In Bao et al. (2009), a motion control system was designed based on sliding mode observer and sliding mode controller, which successfully solved the USV course and lateral control problems, and proved the stability and reliability of the switching control law by using Lyapunov stability theory.

In Sharma et al. (2014), evaluated the design of two kinds of nonlinear autopilot based on nonlinear local control network and nonlinear model predictive control, and establishes its effectiveness in terms of power consumption. In Larrazabal and Penas (2016), the performance of the course controller is improved by using
backstepping control, which made the controller more accurate in maintaining the course, and its performance in the line and forward control was satisfactory. In Das and Talole (2016), a design method of ship robust steering autopilot based on generalized extended state observer is proposed. The controller provides satisfactory tracking performance under the uncertainties and disturbances of matching and mismatching. In Larrazabal and Penas (2016), using a genetic algorithm to design gain scheduling PID controller and fuzzy logic controller, optimize the controller parameters, and combine the two controllers for simulation comparison.

In Mu et al. (2017), a non-singular fast terminal sliding mode controller is proposed based on multi-mode control theory. The chattering of the system is weakened by RBF neural network and fuzzy weighting. Finally, simulation and comparative study prove the rapidity and robustness of the proposed control method. In Wang and Han (2017), a new model based on the network is proposed and gives the stability criterion. The experimental results show that the controller design based on active packet loss can effectively reduce the sway of course angle and rudder angle. In Do et al. (2017), a nonlinear model of unmanned craft is established, designs a course controller based on the principle of fuzzy control, and designs an unmanned vehicle motion control system with autonomous planning capability based on the validity of the controller verified by MATLAB simulation. In Wang et al. (2017), the course controller is designed based on improved fuzzy predictive control strategy and the contrast experiment is carried out to demonstrate the superiority of the designed course controller over the traditional PID controller. The simulation results verify that the control effect of the proposed control method is better than that of the conventional control method.

In Zhao et al. (2018), an improved PID control method was proposed for the course control of USV, where the course maintaining effect was satisfactory and the course tracking speed was fast in the case of uncertainty. In Huang et al. (2019), a controller called ADRC was proposed, which inherits the advantage of PID control independent of the specific model of the controlled object, was proposed by Mr. Han from the Chinese academy of sciences. The core idea of ADRC is to estimate the unknown disturbance inside and outside the system in real time by using the extended state observer (ESO) and give the appropriate compensation, so as to realize the reasonable control of the system.

The course control of USV with three degrees of freedom is investigated in this paper. The main contribution of this paper is to introduce FA into the ADRC algorithm to realize the self-setting of nonlinear feedback control law parameters, thereby solving the difficult problem of setting the ADRC parameters and improving the accuracy of USV course control. For this purpose, this paper introduces the mathematical model of USV, and introduces the ADRC and FA algorithms in detail. Finally, by comparing FA-ADRC and ADRC, the simulation results show that the course control system designed in this paper can achieve precise control of the USV’s course and the system is robust.

2. Modelling

2.1. Model of USV

This section will introduce the mathematical model of USV. The actual USV is shown in Figure 1.

In this paper, Abkowitz’s 3-dof modelling idea is adopted (Abkowitz, 1964). The movement of unmanned surface vehicle includes forward movement, lateral drift and bow turning, as shown in Figure 2.

This paper adopts the second-order Nomoto mathematical model (Nomoto et al., 1957), and the formula of the second-order Nomoto mathematical model is as follows:

\[ G_\psi(s) = \frac{K_0}{s(T_0s + 1)} \]  (1)

where \( K_0 \) is index of cyclicity, and \( T_0 \) is followability index.

2.2. Model of steering gear

The steering gear has nonlinear characteristics such as dead zone, hysteresis, saturation etc. These characteristics will be more or less affect the performance of the marine USV control system. The steering gear can be represented by the following model (Yang, 2010).

\[ T_E \dot{\delta} = K_E \delta_E - \delta \]  (2)

Figure 1. The actual USV.
Figure 2. Plane movement diagram of USV, where \( u, v \) and \( r \) represent the forward speed, sway speed and yaw speed. \( \psi \) and \( \delta \) denote the course angle and rudder angle. \( V \) is the resultant velocity of \( u \) and \( v \). \( o-xy \) is the attachment coordinate system, and \( o \) is the centre of gravity of the USV, \( O-X_0Y_0 \) is the geodetic coordinate system, and \( O \) is the origin, and \( OX_0 \) represents the due north direction (Fossen, 1957).

where \( \delta_e \) is the command rudder Angle, and \( T_E \) is the steering gear time constant (generally 5.4 s for unmanned surface vehicle), and \( K_E \) is the steering gear control gain (usually approximately equal to 1).

Considering the actual situation of the steering gear, the rudder angle and rudder speed should meet the following constraints: \( |\delta| \leq 35^\circ \), \( |\dot{\delta}| \leq 3^\circ/s \).

2.3. Model of external disturbance

USV will encounter wind and wave interference when sailing at sea, so in actual simulation, continuous disturbance is used to replace the current disturbance. Wind and wave interference are represented by second-order oscillation link (Yang et al., 2001), the formula is as follows:

\[
y(s) = h(s)w(s)
\] (3)

where \( w(s) \) is White Gaussian Noise, and the spectral density is 3.

3. Principle of ADRC

3.1. Tracking differentiator

The ADRC consists of three components: the tracking differentiator (TD), the extended state observer (ESO) and the nonlinear state error feedback (NLSEF). The tracking differentiator can arrange the transition process (small error principle), which can not only quickly track the input signal of the system, but also extract the differential signal, which is very effective in solving the contradiction between rapidity and overshoot.

The core idea of the ADRC is to use the extended state observer to put the system internal disturbance and the external disturbance together as the total disturbance, estimate the total disturbance of the system in real time and give appropriate compensation, and finally a nonlinear combination is performed to generate the control quantity required by the system to achieve the control target of the controller. Taking second-order ADRC as an example, it is assumed that a class of uncertain control object is as follows:

\[
\ddot{y} = f(t, y, \dot{y}, w) + bu
\] (4)

where \( f(t, y, \dot{y}, w) \) is the unknown function of the system, and \( w(t) \) is the external disturbance from the system. The principle block diagram of the ADRC system is shown in Figure 3, where \( v \) is the input signal, and \( u \) is the control amount generated by the controller and \( y \) is the output of the controlled object.

The input signal of the actual control system is often polluted by noise, so it is difficult to obtain its differential signal. The tracking differentiator can arrange the transition process, which can not only track the input signal of the system quickly, but also extract the differential signal, which is very effective in solving the contradiction between speed and overshoot. The formula of tracking differentiator can be expressed as follows:

\[
\begin{align*}
x_1(k+1) &= x_1(k) + h x_2(k) \\
x_2(k+1) &= x_2(k) + h \cdot f h a n(x_1(k) - v(k), x_2(k), r, h)
\end{align*}
\] (5)

where \( v(k) \) is the input signal, and the \( x_1(k) \) denote tracking input signal \( v(k) \), and the \( x_2(k) \) denote tracking differential \( v(k) \), and \( r \) is the speed factor, which determines the speed of system tracking. \( h \) is the sampling step length, if the \( h \) of \( f h a n(x_1, x_2, r, h) \) is changed to \( h_0 \), the filter effect can be achieved, usually \( h_0 = 2 \sim 5h \).
Formula of discrete system time optimum control synthesis function \( f_{\text{han}}(x_1, x_2, r, h) \) can be expressed as follows:

\[
\begin{align*}
    d &= rh \\
    a_0 &= hd \\
    y &= x_1 + hx_2 \\
    a_0 &= \sqrt{a^2 + 8r|y|} \\
    a &= \begin{cases} 
        x_2 + (a_0 - d)\text{sign}(y)/2 & |y| > d_0 \\
        x_2 + \frac{y}{h} & |y| \leq d_0 
    \end{cases} \\
    f_{\text{han}} &= -\begin{cases} 
        r\text{sign}(a) & |a| > d \\
        r^2_0 & |a| \leq d
    \end{cases}
\end{align*}
\] (6)

3.2. Extended state observer

The core of ADRC is the extended state observer (ESO). ESO can treat the internal disturbance and external disturbance of the system as a whole. That is the total disturbance. ESO can estimate the total disturbance of the system in real time and calculate the appropriate compensation. The system with unknown disturbance, non-linearity and uncertainty can be transformed into a standard linear integral series system, thereby reducing the workload of measuring unknown disturbances (internal disturbance and external disturbance) and improving the system efficiency of the control system. ESO formula can be expressed as follows:

\[
\begin{align*}
    e &= z_1 - y \\
    z_1 &= z_2 - \beta_1 e \\
    z_2 &= z_3 - \beta_2 \text{fal}(e, a_1, \delta) + bu \\
    z_3 &= -\beta_3 \text{fal}(e, a_2, \delta)
\end{align*}
\] (7)

In order to eliminate vibration, on the basis of a large number of experiments, Professor Han selected a nonlinear power-function with a linear section near the origin. The function is defined as \( \text{fal}(\cdot) \) whose form is given as follows:

\[
\text{fal}(e, a, \delta) = \begin{cases} 
    |e|^a |\text{sign}(e)|, & |e| > \delta \\
    \frac{|e|^a}{\delta^{a-1}}, & |e| \leq \delta
\end{cases}
\] (8)

where \( 0 < a_2 < a_1 < 1 \) and \( a_1 = 0.5, a_2 = 0.25 \) can be taken in general, in which \( a_1 \) and \( a_2 \) are empirical values. When the parameter \( \beta_1, \beta_2, \beta_3 \) are selected reasonably, the extended state observer can observe the system and external interference, so it can be known: \( z_1(t) \rightarrow x_1(t), z_2(t) \rightarrow x_2(t), z_3(t) \rightarrow x_3(t) \).

3.3. Nonlinear state error feedback

In order to reduce the error as much as possible on the premise of system stability, Professor Han extended the PID control algorithm and proposed a nonlinear state error feedback. Assuming a second-order system, the model of NLSEF is as follows:

\[
\begin{align*}
    e_1 &= v_1 - z_1 \\
    e_2 &= v_2 - z_2 \\
    u_0 &= k_1 \text{fal}(e_1, a_1, \delta) + k_2 \text{fal}(e_2, a_2, \delta) \\
    u &= u_0 - \frac{z_3}{b}
\end{align*}
\] (9)

where \( e_1, e_2 \) are the state error, \( k_1, k_2 \) are the feedback control gain, \( u_0 \) is the extracted signal of nonlinear combination, \( z_3/b \) is the disturbance compensation quantity, and \( u \) is the output of ADRC.

4. Firefly algorithm

In 2009, the firefly algorithm (FA) proposed by Cambridge University professor Xin-She Yang by studying the behaviour of fireflies in nature. Professor Yang was inspired by the behaviour of the luminescence and flickering, using its flash as a signal to attract other fireflies. Firefly algorithm is a kind of advanced meta-heuristic algorithm. Compared with other intelligent algorithms, the algorithm process is very clear, the principle is simple and easy to understand, the adjustable parameters are less, the implementation difficulty is low, and the actual problem is easy to solve.

The core idea of firefly algorithm is to be attracted by firefly with greater absolute brightness and update its position according to the position update formula. The principle diagram of firefly algorithm is shown in Figure 4.

Assuming that the absolute brightness \( l_i \) of the firefly \( i \) at \( \vec{x}_j \) is the same as the objective function value at \( \vec{x}_j = (x_{j1}, x_{j2}, \cdots, x_{jd}) \), \( l_i = f(\vec{x}_j) \). Assuming that there is firefly \( i \) and firefly \( j \), the absolute brightness of firefly \( i \) is greater than that of firefly \( j \), then firefly \( j \) will move to their positions due to the attraction of firefly \( i \). Since the brightness of firefly \( i \) decreases with the increase of distance and air absorption, the relative brightness of firefly \( i \) to firefly \( j \) is assumed to be:

\[
l_{ij}(r_{ij}) = l_i e^{-\gamma r_{ij}^2} 
\] (10)

where \( \gamma \) is the light absorption coefficient, and \( r_{ij} \) a constant can be taken to represent the Cartesian distance between firefly \( i \) and firefly \( j \).

\[
r_{ij} = ||\vec{x}_i - \vec{x}_j|| = \sqrt{\sum_{k=1}^{d} (x_{ik} - x_{jk})^2} 
\] (11)

For solving a two-dimensional problem, equation (11) can be converted to:

\[
r_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} 
\] (12)

With the light intensity definition known, the next definition of attraction \( \beta \), the attraction of firefly \( i \) to firefly
In (13), $\beta_0$ is the maximum attraction, that is $r = 0$, the attraction of the light source, normally $\beta_0$ is 1. The absorption coefficient $\gamma$ has a great influence on the convergence and optimization of firefly algorithm.

As the firefly $j$ moves toward the firefly $i$, and the firefly $j$ updates its location. The update formula is as follows:

$$\bar{x}_j(t+1) = \bar{x}_j(t) + \beta_0 \gamma^{-\gamma \bar{r}^2_{ij}}$$

(13)

where $t$ is the set number of iterations, $\bar{x}_i, \bar{x}_j$ are the positions of firefly $i$ and the firefly $j$, and $\beta_0 \gamma^{-\gamma \bar{r}^2_{ij}}$ characterizes the attraction of firefly $i$ to firefly $j$. $\alpha$ is a constant, if the value of $\alpha$ is too large, it may cause algorithm to oscillate, if the value of $\alpha$ is too small, the algorithm will not be able to efficiently perform local searches, $\bar{r}_j$ is a random vector obtained from uniform distribution, Gaussian distribution or other distributions. The second term of equation (14) emphasizes the effect of attraction, and the third term is the random disturbance term.

5. FA-ADRC based course controller for USV

For the course control system of USV based on ADRC, the parameters of NLSEF module $k_1, k_2$ are adjusted by using FA. The structure diagram of FA optimized ADRC is shown in Figure 5.

The integral absolute error (IAE) can be used as a scale to evaluate the performance of the system. The main feedback signal or the expected output of the system can be expressed in the form of function integral. For the SISO system, a satisfactory transition process can be obtained by using IAE as the objective function to be optimized. The objective function form is as follows:

$$J = \int_0^\infty t |e(t)| dt$$

(15)

where $e(t)$ is the error between the actual output value of the system and its expected value.

6. Simulation experiment

The parameters of USV used in the simulation are shown in Table 1.

The USV Nomoto model is as follows:

$$G_{\psi \delta} = \frac{1.396}{0.918s^2 + s}$$

(16)

The ADRC and FA-ADRC are compared in the performance analyse of the designed course control strategy. The simulation parameters of the course control strategy based on FA-ADRC are set as follows.

FA: $\gamma = 1$, $\beta_0 = 2$, $\alpha = 0.5$;
Table 1. USV parameters.

| Name                               | Parameter | Unit |
|------------------------------------|-----------|------|
| Vehicle length                     | 12        | m    |
| Vehicle width                      | 3         | M    |
| Speed                              | 30        | Km   |
| Square coefficient                 | 0.6       |      |
| Rudder area                        | 0.07      | m²   |
| Absorb water                       | 0.5       | m    |
| Center of gravity from the center distance | −0.5 | m    |
| Displacement                       | 4         | m³   |

Table 2. Dynamic performance.

| Controller     | Overshoot (σ%) | Adjustment (s) |
|----------------|----------------|----------------|
| ADRC controller| 0.9            | 8.9            |
| FA-ADRC controller| 0.2        | 6.7            |

Figure 6. The curve of changing course under FA-ADRC and ADRC.

Figure 7. The curve of changing rudder under FA-ADRC and ADRC.

Figure 8. The curve of changing course under FA-ADRC and ADRC.

Figure 9. The curve of changing course under FA-ADRC and ADRC.

TD: $r = 15$, $h = 0.1$;
ESO: $\delta = 0.05$, $\beta_1 = 20$, $\beta_2 = 25$, $\beta_3 = 20$;
NLSEF: $k_1 = 1.5$, $k_2 = 12$, $\alpha_1 = 0.75$, $\alpha_2 = 1.4$.

The simulation results without external interference are as follows (Figures 6 and 7, Table 2).

Based on the above data, it is not difficult to conclude that the FA-ADRC based USV course controller is more responsive, smaller overshoot and requires less energy to steer than the ADRC based system.

Simulation under parameter perturbation. At this time, $K_0 = 2.094$, $T_0 = 1.377$ while other system parameters remain unchanged, the simulation results are as follows (Figure 8).

As can be seen from this figure, the ADRC-based USV course control system is sensitive to the variation of $K$ and $T$ parameters, while the FA-ADRC-based USV course control system has strong robustness and better system stability.

Simulation results under wind and wave interference (Figures 9 and 10).
As can be seen from the figure, when encountering external environmental interference, the ADRC-based USV course control system is larger than that based on FA-ADRC, and the system response is slower. The safety and reliability of FA-ADRC method have been further verified. When sailing at sea, the direction control system based on FA-ADRC can meet the requirements of high precision control and safety and stability.

**7. Conclusion**

In this paper, according to the characters of USV was designed based on FA-ADRC USV course controller. For no one closer to the actual sailing USV environment, increased the real-time disturbance simulation and interference in the simulation. From the simulation results we can know, based on FA-ADRC controller, better stability than ADRC USV course controller and it has strong robustness, good adaptability. It can meet USV course control to the requirement of rapidity and high accuracy. In our future research, the anti-interference ability of the control model will be further enhanced. In addition, the UAV-USV collaborative system will also be considered.
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