ABSTRACT

Modeling infection spread during pandemics is not new, with models using past data to tune simulation parameters for predictions. These help understand the healthcare burden posed by a pandemic and respond accordingly. However, the problem of how college/university campuses should function during a pandemic is new for the following reasons: (i) social contact in colleges are structured and can be engineered for chosen objectives, (ii) the last pandemic to cause such societal disruption was over 100 years ago, when higher education was not a critical part of society, (ii) not much was known about causes of pandemics, and hence effective ways of safe operations were not known, and (iii) today with distance learning, remote operation of an academic institution is possible. As one of the first to address this problem, our approach is unique in presenting a flexible simulation system, containing a suite of model libraries, one for each major component. The system integrates agent based modeling (ABM) and stochastic network approach, and models the interactions among individual entities, e.g., students, instructors, classrooms, residences, etc. in great detail. For each decision to be made, the system can be used to predict the impact of various choices, and thus enable the administrator to make informed decisions. While current approaches are good for infection modeling, they lack accuracy in social contact modeling. Our ABM approach, combined with ideas from Network Science, presents a novel approach to contact modeling. A detailed case study of the University of Minnesota’s Sunrise Plan is presented. For each decisions made, its impact was assessed, and results used to get a measure of confidence. We believe this flexible tool can be a valuable asset for various kinds of organizations to assess their infection risks in pandemic-time operations, including middle and high schools, factories, warehouses, and small/medium sized businesses.
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1 Introduction

As the events of 2020 have shown, pandemics due to novel viruses can lead to unimaginable disruption in society [1]. The impact has been two-fold; the direct impact of the pandemic on physical health and mortality and the indirect impact of lock-downs and social distancing on mental health [1,2,3] and the economy [2]. A specific example of a critical societal function facing disruption is higher education, especially for starting freshman for whom an important formative experience, namely of transitioning from home to an independent life, has been severely disrupted [4]. Higher education in the US contributed an estimated $528 billion [4] to the national Gross Domestic Product (GDP) in 2020 [5] and employed roughly 3 million people [6]. Disruptions in the education sector have long-term ramifications in terms of an inadequately prepared workforce for the future [7]. By mid-March 2020 most colleges and universities across the US either cancelled in-person classes or shifted to remote-only instruction and this mode of instruction may continue for an unknown amount of time. In a recent survey of nearly 3,000 institutions [4], only 21.3% said that they are considering fully or primarily in person model for Fall 2020 and beyond.

1https://www.ibisworld.com/industry-statistics/market-size/collge-universities-united-states/
Operating a major residential university during a pandemic requires making several decisions, with public health guidance coming from organizations like the Centers for Disease Control (CDC) and state health agencies, e.g. Minnesota Department of Health (MDH). Specific decisions include: (i) whether to wear a mask or not, and of what kind, (ii) how much of physical distancing to maintain, (iii) beyond what enrollment should the class be online, (iv) what type of testing to perform, of whom, and how often, (v) what kind of facility management practices to use, e.g. cleaning, ventilation, etc. Not only is there no history to provide guidance on this, even the medical understanding of the pandemic kept evolving over the period during which the decisions had to be made, making the problem even more difficult to address. Despite this, over 3,000 colleges and universities had to develop plans for opening campuses, essentially with no guidance. Public health and epidemiology models of infection spread use past data to estimate parameters and predict public health outcomes in unstructured population. These are helpful for understanding the healthcare burden posed by a pandemic and responding accordingly; and these models are being used in the current scenario as well.

However, the problem of how college and university campuses should function in this environment is completely new for at least the following reasons: (i) the spread of an airborne disease on campuses in not well understood; campus interaction is structured and often engineered that is not captured by common epidemiology models (ii) the last pandemic to cause such societal disruption was over 100 years ago, namely the Spanish flu, when higher education was not a critical part of society, (iii) not much was known about causes of pandemics, and hence effective ways of safe operations were not known, and (iv) today we have distance learning, via which remote operation of an academic institution is possible. Thus, the problem of managing the re-opening and operations of a university during a raging pandemic is only 6 months old; and development of techniques to address it are at a nascent stage. Ever evolving knowledge of the virus, no experience with socially distanced operations, and severe health risk of decisions, has made it even more difficult for administrators. Details of disease progression, infection transmission, and social contact patterns in response to operational decisions are largely unknown and evolving over time. However, administrators need to make decisions; which creates the need for a tool that can assess the future impact of decisions and provide guidance. Additionally, it needs to be flexible and adaptable to the changing knowledge base and data. In this paper, we present a flexible framework for impact analysis of university operating policies during a pandemic. Our simulation framework includes a library of models, a simulation adaptable to the changing knowledge base and data. These models are being used in the current scenario as well.

1.1 Modeling Community Transmission on Campus

The campus environment has some unique features as compared to other places. Figure 1 shows types of interactions on university campus, namely groups, queues and rivers. Groups can further be classified into on-campus interactions, that can be monitored and controlled and off-campus interactions that cannot be monitored. The former includes classrooms, study areas, student life activities under the university’s purview, e.g. dorms, extra-mural sports, clubs, etc. Off-campus activities include private housing, social activities, grocery shopping, and a myriad of other life activities. Queues appear at various kinds of service locations on campus, including those offered by the university, e.g. bookstores, student services, etc., as well as those offered by others, e.g. cafes, banks, etc. Rivers include pathways where students cross each other. This classification of interactions allows for more accurate modeling of disease spread. Given the nature of the pandemic, groups are the most risky types of interactions, involving sufficiently large number of people in close proximity for long periods of time. Further, it is comparatively easier to reduce community transmission in queues using appointments only service and in rivers using one-way rivers, ventilation, masking and physical distancing rules. Thus, among all different types of interactions, the on-campus group interactions are the ones that have high community transmission risk, are observable and controllable. Therefore, it is reasonable to have a sophisticated model for community transmission through on-campus group interactions, in particular classrooms and a simple model of infections through other types of interactions consistent with related work. In our work, we include a detailed stochastic network model of classes, especially since there is growing evidence of virus transmission through aerosol spread. Since classes have fixed schedules, they can be modeled as processes happening at specific times, with batched arrivals of students and instructors. Classrooms are assumed to be completely cleaned and sanitized between any two consecutive classes thus the transmission is limited within classes and mixing across two classes is only due to the same people in the two classes and not due to the shared classrooms. Infections outside the classroom settings are random with chances of infection depending upon the community prevalence rates.

1.2 Candidate Policies for University Operations

Based on our review of various discussions in the media and other sources over the past 6 months, and confirmed by our interactions with university administration, we identify the following key decisions (dimensions) to be considered:

---

2. https://www.cdc.gov/coronavirus/2019-ncov/index.html
3. https://www.health.state.mn.us/diseases/coronavirus/
1. Masking: What type of mask and compliance policy.
2. Physical distancing: Student classroom density, in sqft/student, based on the physical distance between students.
3. Class modality: In-person or online classes.
4. Testing: Testing policy, i.e. symptomatic or asymptomatic, and whether to do contact tracing.

Any operational policy consists of a set of choices, one for each of the decisions outlined above. An example of a policy is Minnesota’s Sunrise Plan [28], details of which are presented in Section 4. The University administration needs to evaluate the cost of implementing a policy and the benefits obtained from them. Implementation costs for policies are usually estimated based upon the predictions of behavior. For example, class modality decisions can incur technology, infrastructure and support costs, as well as revenue loss due to changes in student enrollment. Our work provides a method of estimating the benefits of the operational decisions and policies.

1.3 Our Contributions

In this paper, we present a flexible framework that allows for various models for human behavior and socialization patterns, decisions and choices, infection transfer models, disease progression models, etc. to simulate the outcomes under different policies. A simulation to evaluate policy impact requires several models. For the problem of evaluating University operations policy, four models are key, namely (i) a model of social behavior and interaction patterns among people, (ii) a model of infection transfer from people to people, which can be direct (person-to-person contact) or indirect (contact intermediated by temporally and spatially co-located visits to a location where infected people deposit the infection, and the susceptible people pick up the infection), (iii) a model of disease progression in an individual once infected, and (iv) the management policy being used. Once a set of models are selected from the model library and a management policy is chosen, a scenario needs to be executed to assess the impact. In our simulation framework there are three components that achieve this, namely the Person-Location Visit Generator, the Infection Transfer Generator, and the Disease Progression Generator. Each of these uses the corresponding model selected for the execution. For the Infection Transfer Generator and the Disease Progression Generator, several models exist, and we give brief descriptions of one of each kind in Section 2.2 and Section 2.3. For the Person-Location Visit Generator there are no good models and based on our ongoing work we propose to build new ones. These are described in detail in Section 2.1.

The framework we developed is flexible since it allows a policy analyst to experiment with various types of models and policies. In addition, it is expandable because new kinds of models, policies, as well as metrics and visualizations can be added.

New Model of Social Contact One important contribution of the paper is a new model of social contact. Disease spread depends upon the pathogen properties as well as the contact structure in the population. We introduce a people-place network model for social interactions that replaces the unstructured population model used for pandemic modeling. The disease spread prediction models for COVID-19 so far have ignored the heterogeneity and randomness in the contact structure of the population [12, 11, 21]. The models are based upon the variations of compartmental models...
such as SI, SIR, SIS, SIRS, SEIR [29, 30, 31, 32, 33, 34] that assume populations with homogeneous interactions and give rise to simple ordinary differential equations. The models were originally developed by medical doctors in early twentieth century and later studied by mathematicians, engineers and social scientists. There is limited use of structure in interactions, only at a coarse level in [1] based upon [35].

Case Study of a Major University’s Policy: Over summer 2020, we interacted with the University of Minnesota Administration to track various decisions, and analyzed a range of choices for each discussion, to help inform the decisions. We believe this case study, in addition to showing the usefulness of our approach, also provides helpful guidance for the future.

1.4 Outline

The rest of the paper is organized as follows: Section 2 describes the design of the toolkit, Section 3 provides an evaluation of the choices for each decision and its impact, Section 4 provides a detailed case study of the University of Minnesota’s Sunrise Plan, and Section 5 concludes the paper, with potential directions for future work.

2 Simulation Framework

We now present a flexible stochastic simulation framework for evaluating university operational decisions that contains libraries for (i) structural and behavioral models of human contact calibrated using real data, (ii) disease transmission models in buildings, and (iii) disease progression models. Current COVID-19 spread models are strong on modeling infection spread and disease progression, but relatively weak in modeling human behavior and social contact in various campus activities, e.g. attending classes. This leads to estimates that have a high degree of deviance from reality [13, 1]. Proposed approach uses an agent based model (ABM) for human interaction, and stochastic models for physical and biological processes. The ABM models human interactions as a network, which provides better predictions of disease spread than traditional SIR and SEIR models, which are population based. Given the airborne transmission mode of COVID-19, i.e. aerosolized droplets containing the pathogen stay suspended in air for long periods of time [26, 36], indirect human contact must be modeled in addition to direct contact. Therefore, we introduce a Person-Location Network, a bipartite graph that captures human interaction indirectly though locations visited.

Figure 2 shows the architecture of the simulation framework, consisting of three system components: the Person-Location Visit Generator, the Infection Transfer Generator, and the Disease Progression Generator. There exist several models for each of these components developed at different times as the knowledge about the disease evolved, along with available data such as list of courses for Fall 2020, course selections, mask use policy, number of in person courses, and number of students, faculty, and staff on campus. In the following, we describe the latest models which we have implemented for each component.
2.1 Person-Location Visit Generator

The Person-Location Visit Generator creates a sequence of visits, i.e. events of individuals visiting locations. In the following, we define the network and describe the generation process of the network and the event sequence.

**Person-Location Bipartite Network** The basis of the Person Location Visit Generator is the person-location bipartite network $G(P, L)$, with $P$ and $L$ the set of people and locations, respectively. This network captures all connections between people and locations, i.e. existence of an edge between $i$ and $j$ means that person $i$ visits location $j$ at some point. In the simulation, this network $G(P, L)$ is a realization from some random network generation process.

**Network Generation:** To generate the network $G(P, L)$, we consider the case where there are $N$ people and $M$ locations in the bipartite network, i.e. $|P| = N$ and $|L| = M$. Input to the generation process includes the set of nodes $P$ and $L$, degree sequence of nodes in $P$, denoted as $d_1, \ldots, d_N$, and the degree sequence of nodes in $L$, denoted as $w_1, \ldots, w_M$. These two degree sequences can either be obtained from data, or generated as random samples from certain degree distributions. Note that degree distributions for the people side and the location side can be different. Also, we may need additional adjustments of the two degree sequences to ensure $\sum_{i=1}^{N} d_i = \sum_{j=1}^{M} w_j$, so that they are valid sequences for the bipartite network.

The bipartite network is then generated as a realization from the configuration model \cite{37,38} with given set of nodes $P$ and $L$, and desired degree sequences $d_1, \ldots, d_N$ (for nodes in $P$) and $w_1, \ldots, w_M$ (for nodes in $L$). The pseudo code is highlighted in Algorithm 1. This algorithm returns the person-location bipartite network $G(P, L)$.

**Algorithm 1: Network Generation Process**

**Input:** Set of nodes $P$ and $L$; degree sequences $d_1, \ldots, d_N$ (for nodes in $P$) and $w_1, \ldots, w_M$ (for nodes in $L$).

**Output:** Return the generated person-location bipartite network $G(P, L)$.

**Initialization:** $S = \sum_{i=1}^{N} d_i = \sum_{j=1}^{M} w_j$.

Assign $d_i$ half-edges for person $i, i = 1, \ldots, N$ and $w_j$ half-edges for location $j, j = 1, \ldots, M$;

while $S > 0$ do

Choose one half-edge from the people side and one half-edge from the location side, both uniformly at random across all half-edges on the same side;

Connect the two half-edges to form an edge, and add it to the edge set of $G(P, L)$;

$S = S - 1$.

end

**Event sequence:** The input data for our simulation is an event sequence $G(P, L, T)$, where $T$ is the discretized time range for the whole simulation. For each time $t \in T$, $G(P, L, t)$ represents the actual visits between people and locations at time $t$ and is a subgraph of $G(P, L)$. We can see that $G(P, L, t)$ is still a bipartite network.

$G(P, L, T)$ can be obtained from data or generated as random samples. One simple way to create $G(P, L, T)$ as random samples can be: for each time $t$, we sample the set of edges in $G(P, L)$ with probability $p$ uniformly at random, and denote the resulting subgraph as $G(P, L, t)$. The parameter $p$ captures the sociability of people and locations. Within a region, certain areas may have higher sociability factor $p$, while other areas may have lower sociability factor $p$. Many factors, such as user behaviors, regional characteristics and customs, and geographic and weather conditions, can be integrated into this parameter $p$. More importantly, $p$ can also be modified to capture the impact of some public policies due to the outbreak of COVID-19. For example, shutdown or reduced operations of business as well as shelter-in-place can be modeled as reducing the value of the sociability factor $p$.

2.1.1 Modelling a Campus

Since we are particularly interested in the use case of university re-opening, we will present the campus specific Person-Location Visit Generator in this section. As discussed in Section 1.1 by assumption, we will only model the interactions within classes.

In modelling a campus, we generate a student / instructor-class bipartite network $G(S \cup I, C)$, where $S$ denotes the set of students, $I$ denotes the set of instructors, and $C$ denotes the set of classes. $G(S \cup I, C)$ models which student is taking which class as well as which instructor is teaching which class. Each student has a student profile indicating their department and academic level. Similarly, each class has a class profile indicating its department and difficulty level. Each instructor is assigned to exactly one class and this forms the instructor-class part of the bipartite network.
The student-class part of the bipartite network is generated by a modified configuration model, where students are assigned to classes following certain restrictions. We assume that each student chooses 2 to 5 classes (this forms the degree sequence of the students) subject to the capacities of classes (this forms the degree sequence of the classes). With probability \( p_1 \), students choose classes within their own department with difficulty levels matching their academic levels; with probability \( p_2 \), students choose classes within their own department with difficulty levels not matching their academic levels; with probability \( p_3 \), students choose classes outside their own department. In general, \( p_1 > p_2 > p_3 \) and we also require \( p_1 + p_2 + p_3 = 1 \). These restrictions can be imposed by integrating networks from multiple configuration model processes. We point that generating the network \( G(S \cup I, C) \) from such random processes is useful for analysis prior to course enrollment; if we have the exact student-class enrollment data and instructor-class data, then we can create a deterministic bipartite network \( G(S \cup I, C) \) from the data. Figure 3 shows the topology of the bipartite network \( G(S \cup I, C) \).

Based on the bipartite network \( G(S \cup I, C) \), and the teaching schedule of all classes throughout the semester, a visit schedule of who (students and instructors) visits which class and when will be created. If we assume that students will always attend classes, then this visit schedule becomes the natural event sequence \( G(S \cup I, C, T) \) for the simulation, where \( T \) denotes the set of days within the simulated academic semester. Otherwise, we can introduce an attendance rate \( p \) to generate the event sequence. The attendance rate \( p \) captures the students’ attendance activity: with probability \( p \), a student will attend a scheduled class; with probability \( 1 - p \), a student will skip a scheduled class. For day \( t \), we sample the set of edges in the visit schedule associated with that day with probability \( p \) uniformly at random, and denote the resulting graph as \( G(S \cup I, C, t) \). The event sequence \( G(S \cup I, C, T) \) can be obtained as \( \{ G(S \cup I, C, t) : t \in T \} \).

### 2.2 Infection Transfer Generator

The Infection Transfer Generator generates a sequence of infections using the event sequence generated by the Person-Location Visit Generator and a disease transmission model. The probability of infection is computed using the Wells–Riley equation [39, 40] commonly used for modeling indoor airborne disease transmission. The Wells-Riley equation is used to calculate the probability of each susceptible individual of getting infected when indoors (as in classrooms) with other infectious people. The probability of infection depends upon the physical environment, including room volume, ventilation rate, time spent in the room, pulmonary ventilation rate, and the infectiousness of the disease (quanta of pathogen). The probability calculation by the Wells-Riley equation is given by the following:

\[
P = \frac{C}{S} = 1 - e^{-\frac{Ipqt}{Q}},
\]

where \( P \) is probability of infection, \( C \) is the number of newly infected people, \( S \) is the number of susceptible people, \( I \) is the number of infectors, \( p \) is the pulmonary ventilation rate of susceptible (\( m^3/h \)), \( Q \) is the room ventilation rate (\( m^3/h \)), \( q \) is the quantum generation rate (quanta/h), and \( t \) is the exposure time. The equation demonstrates how changes to both the physical environment and infection control procedures may potentially impact the spread of airborne infections in indoor environments such as classrooms.
The original Wells-Riley equation is used for fast-moving infections. It assumes that during the scenario that a group of people are in an indoor environment, there is a chance that susceptible individuals exposed to the pathogen produced by infected individuals may get infected and start adding pathogen to the environment. This is unlikely in classroom settings because the class time is much smaller than the usual incubation period of COVID-19. Alternatively, the disease quantum generation rate is very small, making the infection transfer within a classroom slow-moving. We introduce a simple solution to this problem. We use the first-order Taylor approximation of the Wells-Riley equation (1) to model the transmission probability. We ignore the higher-order terms in the Taylor series that are not valid because of the high incubation time and low quantum generation rate of COVID-19. In particular, we are using the following equation to model the probability:

\[ P = \frac{I_p q t}{Q} \]  

(2)

This approximation of the Wells-Riley equation is extremely close to the original equation because the exposure time in classrooms is small and a linear approximation of an exponential function is very accurate when the argument of the function is small.

2.3 Disease Progression Generator

The disease progression generator library generates the disease state transitions of each agent. The key states of the library include Susceptible, Infected, Transmitting/Infectious, Asymptomatic, Symptomatic, Severely ill, Dead, and Recovered, which are highlighted in Figure 4. It shows a standard finite state epidemiological model of disease progression states [8], where arrows imply the direction of change of state. Our simulator follows this epidemiological model and obtains the distribution of time spent at different states from existing literature.

Figure 4: Disease progression stages

The transition from the susceptible to the infected state primarily occurs according to the Infection Transfer Generator and is probabilistically determined by the first-order Taylor approximation of the Wells-Riley equation (2) inside the campus. Secondly, it also happens spontaneously through outside infection, whose rate is a variable that depends upon the disease prevalence around the campus. Once infected, the agent starts his/her incubation period, which follows a Weibull distribution \( W(eibull(0.11, 1.97)) \) with a mean of 8.29 days and a median of 7.76 days, based on [41]. People become infectious and start transmitting viruses 1-3 days (uniformly distributed) before their incubation period ends [42]. Once an agent starts transmitting, it becomes asymptomatic (this includes agents that are pre-symptomatic).

When the incubation period ends, the agent either remains asymptomatic or transitions to being symptomatic with 65% probability [43]. We assume that the symptomatic or asymptomatic agents remain contagious until recovered. The distribution of this period has a mean of 7.8 days and is best fit by the gamma function \( Gamma(3, 7.8/3) \) [44]. These are parametric values that can be modified as we change our understanding of the disease or implement different testing policies.

Asymptomatic or symptomatic agents with incorrect test results (False Negative rate is assumed to be 3.3% of total tested based on the test mentioned in section 3.3.4) go around spreading the disease to locations they visit and eventually will transition to the recovered state at the end of their contagious period [45]. Agents with positive test results are taken out of the simulation and put in effective quarantine based on the number of days left in their contagious period. A portion of them, defined by a probabilistic parameter, will develop a severe illness or even mortality and will not be able to come back on campus throughout the semester. For those without severe illness or mortality, once the quarantine period ends for them, they are put back into the simulation as recovered state, which entails that state for the remainder of the semester and thus they will not get infected again. We have based this on the informed assumption that antibody immunity lasts for three months which is more than the entirety of our semester [46].

We point out that our Disease Progression Generator library is general enough to model the complete disease progression. For example, we can also include states like hospitalized, shortness of breath, respirator, ICU, dead, etc. into the library and perform further analysis. However, controlling the spread of the disease is the primary concern for universities, therefore we omit those states and focus more on the infection and transmission of the disease. For this study, we
analyze the cumulative infected students due to community transmission of COVID-19 in section 3, hence the fraction of agents who leave the system (severe illness or mortality) or get recovered is immaterial for our simulations because neither of the states impact new infections. Recovered patients are immune and don’t act as vectors whereas patients who leave are isolated from the system.

3 Experimental Evaluation of Policy choices

The simulator, available in Github\(^4\) was used to evaluate the effectiveness of different operational interventions for reducing infections during the semester. The University of Minnesota is chosen, to represent many big universities in the country. Following describes the data and assumptions used for the experiment in Section 3.1 and Section 3.2 and analyzes the impact of different operational interventions in Section 3.3.

3.1 Dataset

The simulator uses actual student class enrollment data from the University of Minnesota and contains 46,782 students, 5,570 classes and 5,570 instructors. These are from Fall 2019 Official Enrollment Statistics Report\(^5\). We consider students from each department except College of Continuing and Professional Studies, since students from that college primarily take online courses. Thus, our event sequence is \(G(S \cup I, C, T)\), where \(|S| = 46782, |I| = 5570, |C| = 5570\), and \(|T| = 7 \times 12 = 84\) days. Each student can enroll in 2 to 5 courses as per university guidelines to maintain student status, which defines the degree of each student in the network \(G(S \cup I, C)\). We assume that students can only take classes within departments of their own school / college in the results we present. Fall 2019 registration information of UMN\(^6\) is used to provide the set of classes offered, number of students enrolled in each class, timings, and the instructors to the simulation. With such information, we construct the person-location bipartite network and event sequence according to Section 2.1.

3.2 Parameter choices

Although the current focus is on the pandemic operations of a major university, the framework is flexible enough to analyze the spread of infectious diseases involving human interactions in a big campus if any kind, given relevant models and parameters. As we develop the understanding of the disease, we regularly update the parameters involved in the framework based on the current studies. Below we discuss some of the major parameters used in the framework.

Initial infection: We start our simulation with a sample of the population being initially infected. For our analysis, we assume this value to be 1% according to the Minnesota’s weekly COVID-19 reports\(^7\). We randomly select the initially infected people in the simulation, and uniformly distribute them into different groups based on the number of days since they have been infected (maximum 5 days).

Outside transmission: Students lead a significant portion of their life outside the university and this is not precisely modeled in the simulation, especially since it cannot be controlled. Further, 75% - 80% of students live in off-campus private housing, details of which are outside of the university’s purview. Detailed modeling of this has not been done. Instead, an assumption is made that 5 non-quarantined susceptible students are spontaneously infected every day due to presumed transmission from non-university contact. This is consistent with the analysis by the UPenn/Swarthmore team\(^2\). We expect modelers to have better estimate of this parameter as the semester progresses.

Indoor transmission: We consider indoor transmission of COVID-19 to be airborne, based on the assumption that tables, chairs, equipment and other surfaces inside the classrooms are being systematically sanitized by the university cleaning staff. We use an approximation of the Wells-Riley equation\(^2\), which already has well defined parameters for airborne transmission inside a classroom. The pulmonary ventilation rate of susceptible, defined as \(p\), is set at 0.48 \(m^3/h\)\(^8\). The quantum generation rate \(q\), or the amount of infection produced by a COVID-19 patient per hour, is assumed to be 20 quanta/h\(^9\). We also assume that different types of masks have various efficiency in filtering the quanta generated (COVID-19 virus released) and pulmonary ventilation (air intake). This is presented in the detailed analysis of masking impact in Section 3.3. The room ventilation rate \(Q\) is assumed to be the product of ventilation rate 4 \(ac/h\)\(^8\) and room volume (explained in Section 3.3.2).

\(^{4}\)https://github.com/shepherd13/Covid-19_university_reopening_framework.git
\(^{5}\)https://oir.umn.edu/student/enrollment
\(^{6}\)https://dept.aem.umn.edu/cgi-bin/courses/noauth/class-schedule
Parameters related to each policy dimension are explained in Section 3.3 in detail, along with their individual analysis.

3.3 Analysis of Individual policy dimensions of the Model

In this section we analyze the effects of individual policy dimensions, including masking, physical distancing, class modality, and testing. Specifically, we estimate the cumulative infected students due to the community transmission of COVID-19 within the university campus. To analyze the impact of each policy dimension, we vary values of parameters associated with that policy dimension, keeping the other dimensions as low as possible (i.e., equivalent to pre-COVID-19 times). For each set of simulation parameters we ran 1,000 simulations, plot the mean of cumulative infected students and the 95% confidence interval for the mean. Across different simulations the results are concentrated and the standard deviations are relatively small as compared to the mean values. Thus, the 95% confidence intervals are close to the mean values.

3.3.1 Masking

The masking policy is an aggregation of four parameters, namely, Student Mask Type, Student Mask Compliance, Instructor Mask Type, and Instructor Mask Compliance. We study the impact of this policy from two aspects, namely the Student Mask Compliance (the percentage of student population that wear a mask) and the Student Mask Types. For the study of Student Mask Compliance, students and instructors are assumed to be wearing cloth masks. The Instructor Mask Compliance is set to 100%, while the Student Mask Compliance is set as a variable. For the study of Student Mask Types, we consider three types of masks, namely cloth masks, medical masks, and N95 masks. The effectiveness of different mask types was modeled based on a study in [48], comparing the filtration efficiency of small aerosols on different types of masks. The study [48] found that, on average, N95 masks filter efficiency was 95%, medical mask filter efficiency was 55%, and general cloth mask filter efficiency was 38%. We also assume that all classes are in-person, physical distancing is 2 feet, and only symptomatic people are tested.

Figure 5 shows the impact of different Student Mask Compliance on the cumulative number of infected students due to community transmission within campus. A decrease of 23.25% in cumulative infected students can be observed when there is a change from no student mask compliance to strict mask policy adherence. In Figure 6, we fix the student mask compliance to be 100% and vary the mask types. We observe that the regular use of N95 masks by students will significantly reduce the spread. However, it’s also expensive for them to use these masks every day.
3.3.2 Physical Distancing

COVID-19 spreads among people in close proximity for sufficient time. In our simulation, we use physical distance as a radius to calculate the area of a circle which acts as a substitute for the area per student. This value is used to determine the room volume of a class based on the total number of students attending the class. The product of room volume and ventilation rate parameter (4 ac/h) is used as the room ventilation rate parameter in the Wells-Riley equation (2).

Center for Disease Control (CDC) recommends a physical distance of 6 feet [49]. To analyze physical distancing policy, we vary the physical distance from 2 (personal space [50] in normal times) to 6 feet. We analyze the physical distancing dimension by assuming scheduling of all classes in-person, no adherence on wearing mask among students, and only symptomatic people are tested. As seen in Figure 7, an increase from 2 to 6 feet in physical distance can decrease the cumulative infected by 70.50%, which suggests that it’s crucial to avoid close contact with other people even though they are not showing any symptoms.

3.3.3 Class Modality

Large gatherings, like classes, increase the likelihood of spreading the virus [51, 52]. Therefore, we analyze the impact of class modality by varying the maximum class size. We set the mask compliance among students to be 0%, physical distancing is reduced to 2 feet, and only symptomatic infected people are tested. In particular, we vary the maximum in-person class sizes to 30, 60 or all in-person, as shown in Figure 8.

A change from all classes being in-person to restricting classes with more than 30 students to be online, can bring a decrease of 72.99% in cumulative infected. Large classes act as hubs where typically students from various departments study together, which increases their potential exposure to other students. Consequently, it creates short paths between students of different departments (communities) [53], which exacerbates the community spread. Therefore, avoiding large classes can be very effective in controlling the spread of the disease.

3.3.4 Testing

In the simulation, we can implement testing policies to detect infection spread in the network. On a given day, each person has a test state of tested positive, tested negative, or not tested. The testing capacity each day is assumed to be limited due to constraints from time, labor, money, manufacture of testing supplies, etc. Available tests are preferentially used to test symptomatic people. People who turn symptomatic go for testing the next day. Based on the testing results on each day, we then create a list of classes attended by the positively tested people, called the ‘Contact Traced’ (CT) classes. The rest of the classes come under ‘Non-Contact Traced’ (NCT) classes. We can implement various policies to
Figure 7: Impact of different physical distancing on cumulative infected students due to the community transmission of COVID-19 within university campus.

Figure 8: Impact of different class size thresholds for class modality on cumulative infected students due to the community transmission of COVID-19 within university campus.
Figure 9: Impact of different test capacities on cumulative infected students due to the community transmission of COVID-19 within university campus

The available tests are preferentially used to test symptomatic people. The rest of the tests are used to test students only in 'Contact Traced' (CT) classes. Contact traced people are sampled based on the log of their infectability.

In the simulation, we use the test accuracy statistics from a publicly available Infection Testing manufactured by Inbios with 96.7% sensitivity and 100% specificity. If an individual has a False Negative test result, he / she can still attend classes and spread the virus. If an individual has a False Positive test result, he / she will be quarantined in the simulation. We also define a 'testing gap day' parameter which stops people from getting tested within a particular time frame. In the simulation we set the 'testing gap day' as 3 days, because this is the average number of days after which an infected person becomes infectious. This value can be changed depending upon the availability of tests and other policies. In addition, we set the mask compliance among students to be 0%, physical distancing to be 2 feet, and all classes to be held in-person in our simulation.

To study this policy dimension, we vary the test capacity by 2000, 5000 and 10,000 tests per day. As shown in Figure 9, 5x testing capacity (from 2000 to 10000) can lead to 36.45% decrease in cumulative infected, which is less effective as compared to other individual dimensions we studied.

3.4 Discussion

The higher education community finds itself in uncharted territory due to COVID-19, which has limited the functioning of the community. Operational policies being implemented also carry social and monetary costs, which are presently unclear, but will impact the future. Thus, implementing cost-effective policies with high impact on controlling the spread of the disease is extremely important.

Masking and physical distancing are economically cheaper to implement. However, as shown in Figure 5 and 7, when these policies are implemented in isolation, 71.57% and 27.50% student population respectively still gets infected. These two policies also have high social cost for implementation. In March, when understanding of the pandemic was nascent, policies such as self-isolation and social distancing were recommended to flatten the curve. Feelings of loneliness and isolation that are exacerbated during social distancing have caused mental health to suffer and lead to increased substance use, and elevated suicidal ideation [54, 55]. Masking as a voluntary policy would likely lead to insufficient compliance, would be perceived as less fair, and could intensify stigmatization such as negative emotional responses, social labeling, or prejudicial attitudes [56].

On the other hand, policies like mass testing and shifting classes with huge enrollments online bear the financial burden and may not be as effective as expected in isolation, unless all other recommendations are being strictly followed by the

---

7https://inbios.com/smart-detecttm-sars-cov-2-rrt-pcr-kit/
students. Scientists at the University of Illinois developed a quick, inexpensive saliva test and started doing 10,000 to 15,000 tests per day. However, mass testing and contact tracing alone doesn’t guarantee a control over the spread, as shown in our simulation results in Section 3.3.4, which also results in 58.3% population being infected by the end of the semester. Students’ defying quarantining/self-isolation when being testing positive has also led to another spike in infections [57].

These policies when implemented individually don’t seem to be enough to control the disease spread, but they can work well in conjunction with each other. We present a case study of a combination of these policies in our next section.

4 Case Study of a Big University Campus

Here we present a detailed case study of the impact of various decisions taken by the University of Minnesota, one of the largest universities in the country, as it went through the process of developing and implementing its Sunrise Plan [28]. On March 11th, 2020 the University of Minnesota (UMN) suspended in-person instruction, including field experiences and classes, across five campuses and are moved to online functioning. The assortment of all the decisions taken to re-open UMN for fall semester is called a Sunrise Plan.

The Sunrise Plan is summarized in Figure 10. Under UMN’s Sunrise Plan, recommendations for the use of masks and social distancing were made as early as May 1. Cloth masks are being provided to all students and employees who are on campus and required in specific settings. As of June 22, based on the physical distancing requirements outlined by the Minnesota Department of Health [58] and UMN’s own medical and public health experts, decision on maintaining 6 feet physical distance in general-purpose classrooms was adopted. Course delivery modality was entered into the university course scheduling system by the end of July 2. It was also decided that any in-person class meetings will end right before Thanksgiving (Nov 26), and the remainder of the class meetings, including final exams, will be entirely online. Led by UMN’s Health Emergency Response Office (HERO), a Testing and Tracing Advisory Team was formed and the team introduced an elaborate Testing Policy called MTest on July 30. On Aug 21, it was announced that all classes will be wholly online for at least first two weeks of the fall semester.

As the university considered and implemented alternative policies over time, we modeled the impacts of those decisions, including requiring masks, the extent of physical distancing in classrooms, introduction of class modalities as to designate classes as in-person, blended, remote, or online, and testing protocols. This was done over a roughly 4-month period from May 1st to August 21st, 2020. As each decision was considered, the impact of various alternatives for it were evaluated. Since decisions were made one at a time, in evaluating the impact of downstream decisions, the system also incorporated the earlier decision made in the Sunrise Plan. In Table 1 and Figure 11 we show the combined results of various policies adopted at different stages of Sunrise Plan. The results can be applied to get a measure of confidence for each decision. Our results show that, even just the proper adherence of masking and physical distancing can bring a drastic difference in the cumulative infected in comparison to individual policies.

---

8https://safe-campus.umn.edu/sunrise-plan#social-distancing
9https://safe-campus.umn.edu/return-campus/mtest-protocols-and-response
### Table 1: Impact of various decisions on Cumulative Infected due to the Community transmission of COVID-19 within university campus, implemented by UMN over time. M=Masking, PD=Physical Distancing, CM=Class Modality, T=Testing, and RCM=Revised Class Modality.

| Policies          | Week 1     | Week 2    | Week 3    | Week 4    | Week 6    | Week 8    | Week 10   | Week 12   |
|-------------------|------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| No Policy         | 3291.36    | 18808.63  | 34707.19  | 41032.28  | 43404.45  | 43605.42  | 43627.34  | 43629.96  |
| M                 | 1350.66    | 5895.81   | 14185.09  | 22147.44  | 30609.55  | 32862.29  | 33370.08  | 33484.94  |
| PD + M            | 612.29     | 789.27    | 981.02    | 1205.96   | 1766.62   | 2335.64   | 2753.98   | 3002.83   |
| CM + PD + M       | 542.76     | 558.7     | 566.93    | 570.98    | 575.68    | 578.98    | 581.88    | 579.99    |
| T + CM + PD + M   | 541.17     | 553.91    | 559.0     | 561.19    | 563.81    | 566.63    | 569.89    | 567.76    |
| RCM + T + PD + M  | 533.04     | 535.04    | 537.07    | 538.97    | 541.72    | 545.09    | 547.86    | 545.5     |

Figure 11: Impact of various decisions on Cumulative Infected due to the Community transmission of COVID-19 within university campus, implemented by UMN over time.
5 Conclusion

COVID-19 has presented administrators of higher education institutions with a completely new problem, i.e. what are the right decisions to make to for operating an educational campus during the pandemic, such that educational objectives can be met, while ensuring health safety for the entire community. The history on this problem is short, i.e. only around 6 months, since the last pandemic with this level of societal impact, i.e. the Spanish flu of 1918, happened at a time when higher education was not much of an integral part of the society.

This paper is among the first set of efforts to address this problem. Our approach is unique in that it presents a flexible simulation system that contains a suite of model libraries, one for each major system component. The simulation system merges agent based modeling (ABM) and stochastic network approach, and models the interactions of individual entities, e.g. students, instructors, classrooms, residences, etc. in great detail. For each decision to be made by administrators, the system can be used to predict the impact of various choices, and thus enable the administrator to make a suitable decision.

A detailed case study of the University of Minnesota’s Sunrise Plan [28] was presented. Specifically, as various decisions were made in sequence, their impact was assessed using this system. The results were used to get a measure of confidence in each decision. We believe this flexible tool can be a valuable asset for various kinds of organizations to assess their infection risks in pandemic-time operations.
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References

[1] OECD. OECD Economic Outlook, Interim Report March 2020. 2020.
[2] Howard Schneider. Economists see uneven jobs recovery, high u.s. unemployment through 2021, Apr 2020.
[3] Betty Pfefferbaum and Carol S. North. Mental health and the covid-19 pandemic. New England Journal of Medicine, 383(6):510–512, 2020.
[4] Chronicle Staff. Here’s our list of colleges’ reopening models, 2020.
[5] William J Hussar and Tabitha M Bailey. Projections of education statistics to 2026. nces 2018-019. National Center for Education Statistics, 2018.
[6] National Center for Education Statistics. Projected number of participants in educational institutions, by level and control of institution, 2018.
[7] United Nations. Education during covid-19 and beyond, 2020.
[8] David Smith, Lang Moore, et al. The sir model for spread of disease: the differential equation model. Loci.(originally Convergence.) https://www.maa.org/press/periodicals/loci/joma/the-sir-model-for-spread-of-disease-the-differential-equation-model, 2004.
[9] Duygu Balcan, Bruno Gonçalves, Hao Hu, José J Ramasco, Vittoria Colizza, and Alessandro Vespignani. Modeling the spatial spread of infectious diseases: The global epidemic and mobility computational model. Journal of computational science, 1(3):132–145, 2010.
[10] Laron Smith, Richard Beckman, and Keith Baggerly. Transims: Transportation analysis and simulation system. Technical report, Los Alamos National Lab., NM (United States), 1995.
[11] IHME COVID, Christopher JL Murray, et al. Forecasting covid-19 impact on hospital bed-days, icu-days, ventilator-days and deaths by us state in the next 4 months. MedRxiv, 2020.
[12] Christopher JL Murray et al. Forecasting the impact of the first wave of the covid-19 pandemic on hospital demand and deaths for the usa and european economic area countries. medRxiv, 2020.
[13] Covid Act Now. America’s covid warning system, 2020.
[14] Neil Ferguson, Daniel Laydon, Gemma Nedjati Gilani, Natsuko Imai, Kylie Ainslie, Marc Baguelin, Sangeeta Bhatia, Adhiratha Boonyasiri, ZULMA Cucunuba Perez, Gina Cuomo-Dannenburg, et al. Report 9: Impact of non-pharmaceutical interventions (npi) to reduce covid19 mortality and healthcare demand. 2020.
[15] Natsuko Imai, Anne Cori, Ilaria Dorrigati, Marc Baguelin, Christl A Donnelly, Steven Riley, and Neil M Ferguson. Report 3: transmissibility of 2019-ncov. Imperial College London, 2020.
[16] Julien Riou and Christian L Althaus. Pattern of early human-to-human transmission of wuhan 2019-ncov. bioRxiv, 2020.
[17] Adam J Kucharski, Timothy W Russell, Charlie Diamond, Yang Liu, John Edmunds, Sebastian Funk, Rosalind M Eggo, Fiona Sun, Mark Jit, James D Munday, et al. Early dynamics of transmission and control of covid-19: a mathematical modelling study. The lancet infectious diseases, 2020.

[18] Lauren Tindale, Michelle Coombe, Jessica E Stockdale, Emma Garlock, Wing Yin Venus Lau, Manu Saraswat, Yen-Hsiang Brian Lee, Louxin Zhang, Dongxuan Chen, Jacco Wallinga, et al. Transmission interval estimates suggest pre-symptomatic spread of covid-19. MedRxiv, 2020.

[19] Joel Hellewell, Sam Abbott, Amy Gimma, Nikos I Bosse, Christopher I Jarvis, Timothy W Russell, James D Munday, Adam J Kucharski, W John Edmunds, Fiona Sun, et al. Feasibility of controlling covid-19 outbreaks by isolation of cases and contacts. The Lancet Global Health, 2020.

[20] Joseph T Wu, Kathy Leung, and Gabriel M Leung. Nowcasting and forecasting the potential domestic and international spread of the 2019-ncov outbreak originating in wuhan, china: a modelling study. The Lancet, 395(10225):689–697, 2020.

[21] Predictive Healthcare. Covid-19 hospital impact model for epidemics (chime). Penn Medicine, The University of Pennsylvania. Published March 13, 2020.

[22] Bill Gates. Responding to covid-19—a once-in-a-century pandemic? New England Journal of Medicine, 382(18):1677–1679, 2020.

[23] Mahmud Mossa-Basha, Jonathan Medverd, Kenneth Linnau, John B Lynch, Mark H Wener, Gregory Kicska, Thomas Staiger, and Dushyant Sahani. Policies and guidelines for covid-19 preparedness: experiences from the university of washington. Radiology, page 201326, 2020.

[24] Jiumeng Sun, Wan-Ting He, Lifang Wang, Alexander Lai, Xiang Ji, Xiaofeng Zhai, Gairu Li, Marc A Suchard, Jin Tian, Jiyong Zhou, et al. Covid-19: epidemiology, evolution, and cross-disciplinary perspectives. Trends in Molecular Medicine, 2020.

[25] Philip T Gressman and Jennifer R Peck. Simulating covid-19 in a university environment. arXiv preprint arXiv:2006.03175, 2020.

[26] Elizabeth L Anderson, Paul Turnham, John R Griffin, and Chester C Clarke. Consideration of the aerosol transmission for covid-19 and public health. Risk Analysis, 2020.

[27] Ratan K Banik and Angela Ulrich. Evidence of short-range aerosol transmission of sars-cov-2 and call for universal airborne precautions for anesthesiologists during the covid-19 pandemic. Anesthesia & Analgesia, 131(2):e102–e104, 2020.

[28] University of Minnesota. University of minnesota sunrise plan, 2020.

[29] Frank M Bass. A dynamic model of market share and sales behavior. In Winter Conference American Marketing Association, pages 269–275, 1963.

[30] Everett M Rogers. Diffusion of innovations. Simon and Schuster, 2010.

[31] Roy M Anderson. Discussion: the kermack-mckendrick epidemic threshold theorem. Bulletin of mathematical biology, 53(1-2):1, 1991.

[32] Herbert W Hethcote. Three basic epidemiological models. In Applied mathematical ecology, pages 119–144. Springer, 1989.

[33] Herbert W Hethcote. The mathematics of infectious diseases. SIAM review, 42(4):599–653, 2000.

[34] Steven H Strogatz. Nonlinear dynamics and chaos with student solutions manual: With applications to physics, biology, chemistry, and engineering. CRC press, 2018.

[35] Duygu Balcan, Vittoria Colizza, Bruno Gonçalves, Hao Hu, José J Ramasco, and Alessandro Vespignani. Multiscale mobility networks and the spatial spreading of infectious diseases. Proceedings of the National Academy of Sciences, 106(51):21484–21489, 2009.

[36] Neeltje Van Doremalen, Trenton Bushmaker, Dylan H Morris, Myndi G Holbrook, Amandine Gamble, Brandi N Williamson, Azaibi Tamin, Jennifer L Harcourt, Natalie J Thornburg, Susan I Gerber, et al. Aerosol and surface stability of sars-cov-2 as compared with sars-cov-1. New England Journal of Medicine, 382(16):1564–1567, 2020.

[37] Edward A Bender and E Rodney Canfield. The asymptotic number of labeled graphs with given degree sequences. Journal of Combinatorial Theory, Series A, 24(3):296–307, 1978.

[38] Michael Molloy and Bruce Reed. A critical point for random graphs with a given degree sequence. Random structures & algorithms, 6(2-3):161–180, 1995.

[39] CJ Noakes, CB Beggs, PA Sleigh, and KG Kerr. Modelling the transmission of airborne infections in enclosed spaces. Epidemiology & Infection, 134(5):1082–1091, 2006.
Hui Dai and Bin Zhao. Association of infected probability of covid-19 with ventilation rates in confined spaces: a wells-riley equation based investigation. medRxiv, 2020.

Jing Qin, Chong You, Qiushi Lin, Taojun Hu, Shicheng Yu, and Xiao-Hua Zhou. Estimation of incubation period distribution of covid-19 using disease onset forward time: a novel cross-sectional and forward follow-up study. medRxiv, 2020.

Xi He, Eric HY Lau, Peng Wu, Xilong Deng, Jian Wang, Xinxin Hao, Yiu Chung Lau, Jessica Y Wong, Yujuan Guan, Xinghua Tan, et al. Temporal dynamics in viral shedding and transmissibility of covid-19. Nature medicine, 26(5):672–675, 2020.

Centers for Disease Control and Prevention. Covid-19 pandemic planning scenarios, 2020.

Eva A. Enns, Marina Kirkeide, Abhinav Mehta, Richard MacLehose, Gregory S. Knowlton, M. Kumi Smith, Kelly M. Searle, Ran Zhao, Erin Sanstead, Stefan Gildemeister, Pamela Mink, Alisha Simon, and Shalini Kulasingam. Modeling the impact of social distancing measures on the spread of sars-cov-2 in minnesota, 2020.

Ania Wajnberg, Fatima Amanat, Adolfo Firpo, Deena Altman, Mark Bailey, Mayce Mansour, Meagan McMahon, Philip Meade, Damodara Rao Mendu, Kimberly Muellers, Daniel Stadlbauer, Kimberly Stone, Shirin Strohmeier, Judith Aberg, David Reich, Florian Krammer, and Carlos Cordon-Cardo. Sars-cov-2 infection induces robust, neutralizing antibody responses that are stable for at least three months. medRxiv, 2020.

Jeroen J.A. van Kampen, David A.M.C. van de Vijver, Pieter L.A. Fraaij, Bart L. Haagmans, Mart M. Lamers, Nisreen Okha, Johannes P.C. van den Akker, Henrik Endeman, Diederer A.M.P.J. Gommers, Jan J. Cornelissen, Rogier A.S. Hoek, Menno M. van der Eerden, Dennis A. Hesselink, Herold J. Metselaar, Annelies Verbon, Jurriaan E.M. de Steenwinkel, Georgina I. Aron, Eric C.M. van Gorp, Sander van Boheemen, Jolanda C. Voermans, Charles A.B. Boucher, Richard Molenkamp, Marion P.G. Koopmans, Corine Geurtsvankessel, and Annemie A. van der Eijk. Shedding of infectious virus in hospitalized patients with coronavirus disease-2019 (covid-19): duration and key determinants. medRxiv, 2020.

Minnesota Department of Health. Minnesota department of health weekly covid-19 report 8/13/2020, 2020.

Hyejung Jung, Jongbo Kim Kim, Seungju Lee, Jinho Lee, Jooyoun Kim, Perngjy Tsai, Chungsik Yoon, et al. Comparison of filtration efficiency and pressure drop in anti-yellow sand masks, quarantine masks, medical masks, general masks, and handkerchiefs. Aerosol and Air Quality Research, 14(3):991–1002, 2013.