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Abstract

The tiny encryption algorithm (TEA) is widely used when performing dissipative particle dynamics (DPD) calculations in parallel, usually on distributed memory systems. In this research, we reduced the computational cost of the TEA hash function and investigated the influence of the quality of the random numbers generated on the results of DPD calculations. It has already been established that the randomness, or quality, of the random numbers depend on the number of processes from internal functions such as SHIFT, XOR and ADD, which are commonly referred to as “rounds”. Surprisingly, if we choose seed numbers from high entropy sources, with a minimum number of rounds, the quality of the random numbers generated is sufficient to successfully perform accurate DPD simulations. Although it is well known that using a minimal number of rounds is insufficient for generating high-quality random numbers, the combination of selecting good seed numbers and the robustness of DPD simulations means that we can reduce the random number generation cost without reducing the accuracy of the simulation results.

Introduction

Particle-based simulation methods are powerful tools with which to study microscopic stochastic systems. In order to make valid comparisons with experimental data, large-scale simulations are often required. Typically, this entails the simulation of large numbers of particles. Although this can be costly in terms of computational resources, the rapid development of faster and more efficient hardware such as many-core computers or graphic processing units (GPUs), coupled with new and improved calculation methods, permits us to perform such large-scale simulations. For Example, Ayuba et al. simulated systems composed of more than 100 million particles [1] using a many-core computer and an application called the Framework for Developing Particle Simulator (FDPS) [2], which allows performance optimisation of particle-based simulations on such hardware.

The use of coarse-grained (CG) methods is also an effective way to perform large-scale simulations. One such method is dissipative particle dynamics (DPD) [3–5]. Due to the broad applicability of this method, it has seen use for the simulation of polymers, [6–10] biological...
membranes, [11–14] colloids, [15–18] and other complex materials [19–22]. The future prospects and potential of DPD were discussed recently by Español and Warren [23].

A parallelised version of the DPD algorithm has been incorporated into a publicly available simulation code [24–26]. The result of this is that computationally efficient DPD simulations are now much more accessible to researchers. On the other hand, generating random numbers for parallel calculations is a non-trivial problem and has often been the topic of discussions in this area [27–31]. What makes this particularly difficult for DPD calculations is that the same pair-wise random forces are required for each pair of interacting particles. This presents a problem when particles may be allocated to different computational nodes. Since the random number used should be the same for both nodes, communication between nodes is required and this can cause a significant decrease in computational efficiency. To address this issue, Phillips et al. [32] employed a hash-based random number generator using the tiny encryption algorithm (TEA) [33] for their DPD calculations. Further to this, the effects of different PRNGs including TEA for parallel DPD simulations were considered by Nguyen and Plimpton [34]. Based on these ideas, more efficient random number generation methods have subsequently been developed [24, 35]. Here, we focus on the use of the TEA method since it is easier to adjust the calculation speed and the quality of the random numbers generated. The properties of these random numbers and the calculation cost of the TEA was evaluated by Zafar et al. [31] and they suggested that the number of rounds, which is the number of repetitions of the round function in the TEA, should be at least 8. This recommendation was made with consideration of the balance between calculation cost and the randomness of the generated random numbers, which we shall refer to here as their quality.

We question if it is indeed necessary to go to such lengths to ensure that the random numbers used in DPD simulations are of sufficiently high quality. We also suggest an easier and more efficient source for TEA seeds, which are usually taken from the number of steps, the particle ID, or the first 11 bits of the mantissa of the three-dimensional particle velocity components [24]. In this paper, we use the relative distance between particle pairs as seed numbers and investigate the usage of the TEA with fewer than 8 rounds. For DPD simulations performed with the TEA, we looked at how the quality of the randomly generated numbers changes as the number of rounds decreases. This was done by checking only the uniformity and correlations in successive steps. By measuring these two properties we were able to evaluate the randomness, or quality, of the random numbers produced. Further to this, we also applied the NIST test sets to provide additional validation to our findings.

We also studied, in detail, how the number of rounds effects several of the physical properties one may measure from systems simulated using DPD. As a result, it was shown that using our method, such simulations can be performed without errors or reduced accuracy, even if the number of rounds is set to the minimum value, i.e. 1. This implies that further speedup is possible. In our code, to check how much greater the computational cost of the random force is when compared to the computational cost for other conservative and dissipative forces, we calculated interaction forces for every particle pair regardless of whether they were inside or outside the cut-off radius. Finally, the generation of random numbers by the TEA with 8 rounds accounts for 40% of the total calculation time. Reducing the number of rounds cuts the random number generation cost to 1/8, yielding an overall simulation speed increase factor of 1.5. In the verification simulations, we fixed the number of particles allocated to each node. We make the assumption that by keeping the particle-to-node ratio constant we will be able to simulate larger systems without an increase in simulation time, simply by the addition of further nodes and the use of parallel computation. To test our method we examined whether the random numbers produced are distributed uniformly and to verify that there are no correlations between the random numbers. For the method which meets these two requirements, we...
also perform further validation checks using the NIST test sets. Next, we compared temperature, velocity distributions, mean square displacements and radial distribution functions of the DPD system using our method to those obtained using one of the most popular random number generators, the Mersenne Twister [36]. We believe this constitutes a good benchmark for comparison as the Mersenne Twister is renown for its high degree of randomness and computational efficiency. However, the Mersenne Twister is not always suitable for use with distributed memory systems that do not share memory between nodes, and this is where the TEA method has an advantage.

To conclude our simulations, we also apply our method to a biomembrane system and perform a similar comparison. This is done in order to demonstrate the wider applicability of the proposed random number generation method beyond that of a pure water simulation.

In the results and discussion section, we review our conjecture that the quality of the random numbers produced via our method is sufficient and that a DPD-water system, as well as membrane systems, can be simulated accurately using TEA calculations with only a single round. This implies two things: the seed numbers we select for our DPD calculations already possess a high degree of randomness; and selecting highly random seed numbers will help us to generate random numbers which themselves have an even higher degree of randomness, such that they produce accurate results when used in DPD simulations. In this research, we propose an improvement to the random number generation method used in the DPD method in a parallel computing environment. This work will, therefore, form the basis for more efficient DPD simulations in the future.

**Methods**

**Dissipative particle dynamics**

In DPD simulations, groups of several molecules are represented by single-site particles. The time evolution of the interacting coarse-grained particles is governed by Newton’s equation of motion. In our simulations particle masses are set to 1. The force is composed of three terms,

\[ f_i = \sum_{j \neq i} (F_{ij}^C + F_{ij}^D + F_{ij}^R), \]

where \( F_{ij}^C \) is the conservative force, \( F_{ij}^D \) is the dissipative force and \( F_{ij}^R \) is the random force. The conservative force is expressed using a soft potential as follows,

\[ F_{ij}^C = \begin{cases} -a_{ij} \left( 1 - \frac{r_{ij}}{r_c} \right) e_{ij} & (r_{ij} \leq r_c) \\ 0 & (r_{ij} > r_c) \end{cases} \]

where \( r_{ij} = r_j - r_i \), \( r_{ij} = |r_{ij}| \) and \( e_{ij} = r_{ij}/r_{ij} \). Here, \( a_{ij} \) is a parameter which describes the maximum repulsion between particle \( i \) and particle \( j \), and \( r_c \) is the cutoff distance. The dissipative and random forces are given by

\[ F_{ij}^D = \begin{cases} -\gamma \omega^D (r_{ij}) (e_{ij} \cdot v_{ij}) e_{ij} & (r_{ij} \leq r_c) \\ 0 & (r_{ij} > r_c) \end{cases} \]

and

\[ F_{ij}^R = \begin{cases} \sigma \omega^R (r_{ij}) \Delta t \cdot \hat{z} e_{ij} & (r_{ij} \leq r_c) \\ 0 & (r_{ij} > r_c) \end{cases} \]
respectively, where \( v_{ij} = v_j - v_i \); \( \gamma \) is the friction parameter, \( \sigma \) is the noise parameter, \( \Delta t \) is the size of a time step and \( \omega^D \) and \( \omega^R \) are \( r \)-dependant weight functions which we take as

\[
\omega^D(r_{ij}) = \begin{cases} 
(1 - \frac{r_{ij}}{r_c})^2 & (r_{ij} \leq r_c) \\
0 & (r_{ij} > r_c) 
\end{cases}
\]

(5)

Here, \( \zeta \) is a random variable with a Gaussian distribution. However, in DPD simulations, it has been found that uniformly distributed random variables can be also used [5]. In testing, we also can confirm that it is the case that both distribution types give the same results when used in DPD simulations. The dissipative force \( F^D_{ij} \) and the random force \( F^R_{ij} \) act as a thermostat in DPD simulations. Therefore the friction parameter and the noise parameter are connected by the fluctuation-dissipation theorem as follows

\[
\sigma^2 = 2\gamma k_B T,
\]

(6)

where \( k_B \) is the Boltzmann constant and \( T \) is the temperature.

In order to establish a baseline for comparisons for our DPD simulations, and to evaluate the performance of the modifications we make, we selected a simple test system. The details of which are discussed later in this paper.

**Tiny encryption algorithm**

The tiny encryption algorithm (TEA) was developed by David Wheeler and Roger Needham [33]. The TEA is shown in Algorithm 1. \( n \) is the number of rounds, \( x_0 \) and \( x_1 \) are plain text strings, which will be encrypted, the constant delta is a binary representation of the golden ratio, as specified by the original TEA, and \( k_0, k_1, k_2 \) and \( k_3 \) are the encryption keys, which we set as \( k_0 = 3, k_1 = 4, k_2 = 5 \) and \( k_3 = 6 \).

**Algorithm 1** The Tiny Encryption Algorithm

```plaintext
function TEA(n, x_0, x_1)  
sum = 0  
for n rounds do  
    sum = sum + delta  
    x_0 = x_0 + XOR(SHIFTLIGHT(x_1, 4) + k_0, SHIFTRIGHT(x_1, 5) + k_1, x_1 + sum)  
    x_1 = x_1 + XOR(SHIFTLIGHT(x_0, 4) + k_2, SHIFTRIGHT(x_0, 5) + k_3, x_0 + sum)  
endfor  
endfunction
```

It has been reported that the TEA is superior to other hash functions for the generation of random numbers in a parallel environment due to its low computational cost and high efficiency [31]. Today, it is widely used in DPD simulations which utilise parallel computation methods [24, 32]. The TEA is a Feistel type cipher that has a symmetric iterative structure. Within each round of the TEA, several bit operations like XOR, ADD and SHIFT are used. The quality of the random number produced by the algorithm depends on the number of rounds. Zafar et al. [31] suggested that 8 round is optimal when one considers the avalanche effect, which occurs after 6 rounds, and the results of NIST and DIEHARD tests. The TEA has been utilised in prior DPD simulations. Phillips et al. [32] also used 8 rounds, while Tang et al. [24] used 4 rounds, including preprocessing. In this paper, we check the accuracy of DPD simulations using two types of TEA for 1, 2, 3, 4, 5, 6, 8, 16 and 32 rounds. The first type is the unmodified original TEA, with two 32-bit inputs and two 32-bit outputs (Algorithm 2). In our DPD simulations, calculations are performed at 64-bit precision, so at the start of the TEA one
64-bit seed is split into two 32-bit numbers which are the inputs for the TEA. The products of the TEA are two new 32-bit random numbers, which are then subsequently combined to form one 64-bit random number. The name we give this type of TEA is 32TEA(n:number of rounds). We use the x component of relative particle-particle separation distance, which is stored as a 64-bit number, as the 32TEA(n) seed number. The second type of TEA used in this simulation study has two 64-bit inputs and two 64-bit outputs (Algorithm 3). No tuning was performed for this algorithm and we use the same delta as was used in 32TEA(n). With this type of TEA, we do not need to combine numbers together and so we obtain two random numbers from each TEA calculation. The name we give to this type of TEA is 64TEA(n:number of rounds). We use the x and y components of relative particle-particle separation distances as the 64TEA(n) seeds numbers. It is not clear if 64TEA(n) will produce high-quality random numbers, as it has also not been tested. The concern with 64TEA(n) is that there are two input numbers and thus twice as many sources for possible correlation between successive number generation iterations. So we have included it in our comparison in order to see how DPD simulations are influenced by the input and output process of the algorithms used.

Algorithm 2 Encryption Algorithm by 32TEA(n)

union Uni
    double SEED-NUMBER
    unsigned int seed-number[2]
    unsigned long long encrypted-number
end union
uni.SEED-NUMBER = distance
32TEAn(uni.seed-number[0], uni.seed-number[1])
rand = (double)uni.encrypted-number

Algorithm 3 Encryption Algorithm by 64TEA(n)

union Uni
    double SEED-NUMBER[2]
    unsigned long long encrypted-number[2]
end union
uni.SEED-NUMBER[0] = distanceX
uni.SEED-NUMBER[1] = distanceY
64TEAn(uni.SEED-NUMBER[0], uni.SEED-NUMBER[1])
rand0 = (double)uni.encrypted-number[0]
rand1 = (double)uni.encrypted-number[1]

Simulation conditions

Water system. To increase computational efficiency when performing large-scale simulations, the system may be divided into multiple cells, using domain decomposition methods. If the shortest length of a cell is set to be slightly larger than that of the cutoff distance, then each node will perform calculations for a cell size of $1.5 \times 1.5 \times 1.5$ and it will be responsible for about 270 particles at a density of $\rho = 3$. Based on such considerations, we created systems containing 256 particles of coarse-grained water and performed DPD calculations with a single node. This also allows us to make a straightforward comparison with results obtained from DPD simulations which use the Mersenne Twister for random number generation. For the DPD parameters used in the current work, we referred to the paper by Groot and Warren [5]. Time evolution is calculated using a modified version of the velocity-Verlet algorithm with a DPD algorithm parameter $\lambda = 0.5$ and a time step $\Delta t = 0.04$. The $\gamma$ parameter, which is related to dissipative forces, was set to 6.75. The cut-off radius $r_c = 1.0$ and $k_B T = 1.0$. The random number generators used were 32TEA(1), 32TEA(2), 32TEA(3), 32TEA(4), 32TEA(6), 32TEA(8), 32TEA(16), 32TEA(32), 64TEA(1), 64TEA(2), 64TEA(3), 64TEA(4), 64TEA(6), 64TEA(8), 64TEA(16) and 64TEA(32). These generators were used together with the Box-Muller
method [37] to produce random numbers with a Gaussian distribution. For comparison, we also performed a series of separate simulations with uniformly distributed random numbers, for which we did not use the Box-Muller method. Our motivation for doing this was because Groot and Warren [5] reported that the results obtained from using uniformly distributed random numbers are not appreciably different from those which use Gaussian random numbers. Since the computational cost of uniform random number generation is lower, it should be seen as the better method of the two, if the results are the same.

The time required for random number generation was compared for each of the random number generation methods described above. Although the TEA method requires over 8 rounds to generate high-quality random numbers, we briefly checked two properties of these random numbers. First, we examined whether the random numbers were uniformly distributed in the set interval. Second, we performed t-tests [38] to investigate whether there were any correlations between successively generated random numbers. This check is necessary since we know that there are correlations between the seed numbers, i.e. distances of particle pairs in consecutive steps. We then performed additional checks to measure the randomness of the generated numbers using the NIST test sets. Also, in order to confirm whether the random force and the dissipation force work well as a thermostat, the velocity distribution of the particles and temperature were investigated. Furthermore, the mean square displacement and the radial distribution function were examined to confirm the dynamic and static properties of the system.

Membrane system. To further demonstrate the validity of our approach, we tested the applicability of this method to a more complicated system. The system consists of 108,000 particles, 17% of which are POPC lipids and the rest are water particles. Each parameter was chosen to match those of a previous study [39]. These simulations were performed using parallel computing with 32TEA(1) and 32TEA(32). A comparison between the results obtained using these two algorithms is presented in the next section, along with our results from the previously described pure water simulations.

Results and discussion

Water system

To know the time required for the random number generation process, we generated many random numbers \(1.0 \times 10^{11}\) and measured the time as shown in Fig 1. As expected, it was found that the calculation cost is lower for a lower number of rounds for both 32TEA and 64TEA. In the paper of Zafar et al., [31] it was observed that as the number of rounds decreases in 32TEA, the quality of the generated random numbers also becomes worse. Although We already know that the properties of the generated random numbers are not as good as they could be, we have evaluated the properties we expect to be the minimum necessary for use in DPD simulation as follows.

First, we confirmed whether or not the generated random numbers are uniformly distributed. In one time-step, there will be close to \((256 \times 256 - 256)/2 = 32640\) pairs in the cell, and so, for the purposes of this test, we generated this many random numbers. We defined a null hypothesis as “the 32640 randomly generated numbers be distributed uniformly within the section \([0, 1]\)” . Then, we performed a \(\chi^2\)-test [40] for these random numbers to determine whether the hypothesis is valid or not. In this case, we divided the section \([0, 1]\) into 16 subsections and counted the number of random numbers which appeared in each subsection. If the random numbers are indeed uniformly distributed, then approximately 2040 random numbers will appear in each subsection. A measure of uniformity can then be estimated by
calculating $A$: 

$$A = \sum_{i=1}^{n} \left( \frac{n_i - N}{N} \right)^2,$$

(7)

where $n$ is the number of subsections which follows Sturges’ rule [41] i.e. 16, $n_i$ is the number of random numbers generated in the $i$th subsection, and $N$ is the theoretical expected frequency i.e. 2040, as is explained above. It is known that $A$ follows a $\chi^2$ distribution with $n - 1$ degrees of freedom. In order to test the null hypothesis, we may, therefore, compare $A$ with the value corresponding to a significance level of 1%.

Second, the relative particle-particle separation distances, which are used for TEA seeds, are correlated because DPD particle positions are strongly dependent on the positions in the previous time-step, so, in our t-tests we observed a correlation between the random numbers generated in consecutive calculation steps, for specific particle-pairs. For this test, we used 9500 random numbers which were taken from a total of 10000 steps, excluding the first 500, and defined a null hypothesis for the t-test as “the 9500 random numbers generated in consecutive calculation steps are not correlated”. In our case, to check for sequential correlations in the
series of 9500 numbers \((x_i; 1 \leq i \leq 9500)\), we calculated the correlation coefficient \(r\):

\[
r = \frac{1}{n} \sum_{i=1}^{n} x_i x_{i+1} - \bar{x},
\]

\[
\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2,
\]

(8)

where \(n\) is the number of random numbers, i.e. 9500, \(\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i\). We then derived \(B\) using \(r\) from the following expression:

\[
B = \sqrt{n - 2} \frac{r}{\sqrt{1 - r^2}}.
\]

(9)

It is known that \(B\) follows a \(t\) distribution with \(n - 2\) degrees of freedom. As before, to consider the null hypothesis, we compared the calculated \(B\) values with the value corresponding to a significance level of 1%.

In Fig 2 we present results of the \(\chi^2\)-test and \(t\)-test, respectively. The red lines in these plots indicate a significance level of 1%. The 64TEA method generates two random numbers per use, the second of which is expected to be of slightly higher quality, so these were plotted separately as 64TEA(n)a and 64TEA(n)b. As can be seen from Fig 2(a), for 64TEA(n), three, or more than three, rounds of 64TEA can generate random numbers that are sufficiently uniform in their distribution. For 32TEA only one round is required to meet this standard. In the \(t\)-test, unlike with the \(\chi^2\)-test, only one of the two random numbers of 64TEA with two rounds can pass this test. In the case of 32TEA, it was again seen that a single round is sufficient to ensure that the correlations are below a 1% significance level. In Fig 2, only the minimum number of rounds required to pass each test is shown because we have confirmed that the same requirements are satisfied when using a higher number of rounds.

As shown in Figs 1 and 2, when we compare the computational cost and the quality of random numbers produced, it appears that 32TEA(1) is the optimal algorithm at this stage of our analysis. To confirm that this is indeed the case, we also tested the randomness of the generated numbers using the NIST test sets for 32TEA. The NIST random number test sets consist of 15 different test methods. Each test method is performed for each series of 1048576 bits, and the results of the 1000 series are used to make a comprehensive judgment. Since these are statistical tests of a random stream, the result is provided in the form of a p-value for each test or subtest, indicating the probability that the result is due to random chance. We use a significance level of 0.01 and were able to confirm that 32TEA(1) passed all tests. We were also able to confirm that 32TEA(2), 32TEA(3), 32TEA(4), 282 32TEA(5), 32TEA(6), 32TEA(7), 32TEA(8) and 32TEA(32) pass every NIST test. In a previous study, it was shown that the conventional implementation of the 32TEA(1) was not sufficient to pass NIST tests [31]. However, by using the relative positions of particle pairs as seed numbers, we can generate random numbers with sufficiently high randomness when using only one round.

For the water system simulated using Gaussian random numbers, the temperature was measured from the kinetic energy of the system in order to confirm whether the temperature was correctly controlled or not (Fig 3(a)). To further verify this, we also calculated the mean temperature and its fluctuations from the final 9500 steps out of a total of 10000 steps (Fig 3(b)). From our results, we can confirm that the temperature was accurately controlled when the system was simulated with a TEA which passes the \(\chi^2\)-test and \(t\)-test detailed above. This is the case even when not using conventional TEAs. Furthermore, in Fig 4, we show a
comparison of the velocity distribution with theoretically predicted values and error rates. The error rate was calculated as follows,

\[ P(v_{\text{error}}) = \frac{|P(v) - P(v_{\text{theoretical}})|}{P(v_{\text{theoretical}})} \],

(10)

where \(P(v)\) is the probability distribution function of \(v_i (i = x, y, z)\), and \(P(v_{\text{theoretical}})\) is its theoretically calculated counterpart. From this figure, it seems that the simulated distribution is a close match to the theoretical one. The median value \((v = 0)\) has an error of about 2%, which is the same error rate as found with the Mersenne Twister. (Fig 4(c)) On the other hand, for the TEA versions which did not pass the above tests, such as 64TEA(2), we may see from

![Diagram](https://doi.org/10.1371/journal.pone.0250593.g002)
Fig 3. (a) Temperature of the water system, (b) mean temperature and its fluctuations.

https://doi.org/10.1371/journal.pone.0250593.g003
Fig 4(b) and 4(d) that there are discrepancies with the theoretical values, and that there are inconsistencies in the different cartesian directions for the velocities. In some cases, we found differences in the location of the center of these histograms, and in other cases, we found differences in the height of the highest point of the histograms.

Next, we investigated the dynamic properties of the DPD method for each type of TEA. The mean square distribution (MSD) is shown in Fig 5(a). We also calculated the error rate of the diffusion coefficient (Fig 5(b)) from the following expression,

\[
D_{\text{error}} = \frac{|D(\text{TEA}) - D(\text{MT})|}{D(\text{MT})}
\]  

where \(D(\text{TEA})\) is the diffusion coefficient of the water system when using a given TEA, and \(D(\text{MT})\) is the diffusion coefficient of the water system obtained through use of the Mersenne twister. From these figures, we observe that the difference between the water system simulated with 32TEA(1) and those with Mersenne twister is lower than it is for 32TEA(8), which is the more commonly used method. The same is true of static properties. The radial distribution function (RDF) is shown in Fig 6. From this picture, it is clear that the RDF of the system with 64TEA(1) is considerably different from those with other algorithms, especially around \(r = 0\). This demonstrates the effect of strong correlations between seeds numbers, which in this case are relative particle-particle separation distances. The random number algorithms cannot
Fig 5. (a) Mean square displacement for the water system, (b) error rate of the diffusion coefficient.

https://doi.org/10.1371/journal.pone.0250593.g005
Fig 6. (a) Radial distribution function, (b) error rate of radial distribution function.

https://doi.org/10.1371/journal.pone.0250593.g006
completely remove these correlations. In this case, for small seed numbers, which correspond
to two particles that are in close proximity, some specific values are generated, which eventu-
ally result in negative random forces, and the particle pairs may overlap. This point serves to
highlight the importance of ensuring minimal correlation between successively generated ran-
dom numbers. The error rate of the RDF (Fig 6(b)) is calculated as below,

\[
RDF_{\text{error}} = \frac{|RDF(r)_{\text{TEA}} - RDF(r)_{\text{MT}}|}{RDF(r)_{\text{MT}}} \quad (12)
\]

We find that only 64TEA(1) and 64TEA(2) has a periodic error in its RDF.

Moreover, we also compared the water system which used uniform random numbers gen-
erated from 32TEA(1) and the water system with uniform random numbers generated using
the Mersenne twister. Using the same analysis described above, we find that using 32TEA(1)
gives an acceptable level of accuracy, which is in agreement with the findings of prior work in
this area [5] (See S1 File).

For the 32TEA presented here, our evaluation using the NIST test sets confirms that it
passes these tests. Therefore, we can conclude that the 32TEA(1) can be used to generate ran-
dom numbers with a high degree of randomness.

**Membrane system**

In this section, we describe the reconstruction of a biomembrane structure using POPC lip-
ids. This type of biomembrane has been studied in detail in previous studies and we follow
the same approach here [39]. The temperature (Fig 7), pressure in each direction (Fig 8), and
thickness of the biomembrane were determined from the density profiles of each particle
(Fig 9). No difference was found between the simulation results for 32TEA(1) and 32TEA

![Fig7. Temperature of the membrane system.](https://doi.org/10.1371/journal.pone.0250593.g007)
We can therefore say that, when using the distance between particles is used as the seed number, only one round function of TEA is sufficient to produce accurate simulation results.

**Conclusion**

In this research, we tried to reduce the calculation cost of random number generation when using TEA algorithms and to check whether the properties of these random numbers will impact the results of DPD simulations. From these results, it has been shown that when using 64-bit particle-particle separation distances as 32TEA(1) seeds, random numbers of sufficient quality can be generated for use in DPD simulations. Usually, the TEA does not perform well enough with only one round, which includes only a few bit operations. However, these results suggest the possibility that simple bit processing is sufficient for DPD simulations, which benefit from the randomness in seed derived from DPD calculation itself. A good example of such seed numbers may be found in the form of relative particle-particle separation distances in molecular simulations. Taking these findings into consideration, the cost of random number generation via this new method is one-eighth that of the most commonly used alternative, where 8 rounds are required, and our DPD code achieved a speed-up factor of 1.5. Further to this, as reported by Groot and Warren, [5], the same statistical results may be achieved without Gaussian random numbers, using instead uniform random numbers generated by 32TEA(1). This paper presents the possibility of accelerating DPD calculations on distributed memory.
systems and gives a detailed review of the use of various hash functions as random number generators.

Supporting information
S1 File.
(PDF)

Author Contributions
Conceptualization: Kiyoshiro Okada, Kenji Yasuoka.
Data curation: Kiyoshiro Okada.
Formal analysis: Kiyoshiro Okada.
Investigation: Kiyoshiro Okada.
Methodology: Kiyoshiro Okada, Paul E. Brumby, Kenji Yasuoka.
Project administration: Kenji Yasuoka.
Supervision: Kenji Yasuoka.
Validation: Kiyoshiro Okada.
Writing – original draft: Kiyoshiro Okada.

Writing – review & editing: Kiyoshiro Okada, Paul E. Brumby, Kenji Yasuoka.

References

1. Ayuba S, Suh D, Nomura K, Ebisuzaki T, Yasuoka K. Kinetic analysis of homogeneous droplet nucleation using large-scale molecular dynamics simulations. J. Chem. Phys. 2018; 149(4):044504. https://doi.org/10.1063/1.5037647 PMID: 30068205

2. Iwasawa M, Tanikawa A, Hosono N, Nitadoshi K, Muranushi T, Makino J. Implementation and performance of FDPS: a framework for developing parallel particle simulation codes. Publ. Astron. Soc. Jpn. 2016; 68(4):54. https://doi.org/10.1093/pasj/psw053

3. Hoogerbrugge PJ, Koelman JMVA. Simulating Microscopic Hydrodynamic Phenomena with Dissipative Particle Dynamics. EPL. 1992; 19(3):155–160. https://doi.org/10.1209/0295-5075/19/3/001

4. España P, Warren P. Statistical Mechanics of Dissipative Particle Dynamics. EPL. 1995; 30(4):191–196. https://doi.org/10.1209/0295-5075/30/4/001

5. Groot RD, Warren PB. Dissipative particle dynamics: Bridging the gap between atomistic and mesoscopic simulation. J. Chem. Phys. 1998; 107(11):4423–4435. https://doi.org/10.1063/1.474784

6. Ma S, Hu Y, Wang R. Self-Assembly of Polymer Tethered Molecular Nanoparticle Shape Amphiphiles in Selective Solvents. Macromolecules. 2015; 48(9):3112–3120. https://doi.org/10.1021/ma5026219

7. Dorenbos G. Competition between side chain length and side chain distribution: Searching for optimal polymeric architectures for application in fuel cell membranes. J. Power Sources. 2015; 276:326–339. https://doi.org/10.1016/j.jpowsour.2014.11.144

8. Jiang W, Huang J, Wang Y, Laradji M. Hydrodynamic interaction in polymer solutions simulated with dissipative particle dynamics. J. Chem. Phys. 2007; 126(4):044901. https://doi.org/10.1063/1.2428307 PMID: 17286503

9. Litvinov S, Ellero M, Hu X, Adams NA. Smoothed dissipative particle dynamics model for polymer molecules in suspension. Phys. Rev. E. 2008; 77(6):066703. https://doi.org/10.1103/PhysRevE.77.066703 PMID: 18643393

10. Maurel G, Schnell B, Goujon F, Couty M, Malfreyt P. Multiscale Modeling Approach toward the Prediction of Viscoelastic Properties of Polymers. J. Chem. Theory Comput. 2012; 8(11):4570–4579. https://doi.org/10.1021/ct300582y PMID: 26605616

11. Arai N, Akimoto T, Yamamoto E, Yasui M, Yasuoka K. Poisson property of the occurrence of flip-flops in a model membrane. J. Chem. Phys. 2014; 140(6):064901. https://doi.org/10.1063/1.4863330 PMID: 24527934

12. Zhang L, Becton M, Wang X. Designing nanoparticle translocation through cell membranes by varying amphiphilic polymer coatings. J. Phys. Chem. B. 2015; 119(9):3786–3794. https://doi.org/10.1021/acs.jpcb.5b00825 PMID: 25675048

13. Zhang H, Ji Q, Huang C, Zhang S, Yuan B, Yang K, et al. Cooperative Transmembrane Penetration of Nanoparticles. Sci. Rep. 2015; 5(1):543. https://doi.org/10.1038/srep10525 PMID: 26013284

14. Guigas G, Weiss M. Membrane protein mobility depends on the length of extra-membrane domains and on the protein concentration. Soft Matter. 2014; 11(1):33–37. https://doi.org/10.1039/C4SM01846J

15. Li Z, Drazer G. Hydrodynamic interactions in dissipative particle dynamics. Phys. Fluids. 2008; 20(10):103601. https://doi.org/10.1063/1.2980039

16. Laradji M, Hore MJA. Nanospheres in phase-separating multicomponent fluids: a three-dimensional dissipative particle dynamics simulation. J. Chem. Phys. 2004; 121(21):10641–10647. https://doi.org/10.1063/1.1606815 PMID: 15549947

17. Phan-Thien N, Mai-Duy N, Khoa BC. A spring model for suspended particles in dissipative particle dynamics. J Rheol. 2014; 58(4):839–867. https://doi.org/10.1122/1.4874679

18. Boek ES, Coveney PV, Lekkerkerker HNW, van der Schoot P. Simulating the rheology of dense colloidal suspensions using dissipative particle dynamics. Phys. Rev. E. 1997; 55(3):3124–3133. https://doi.org/10.1103/PhysRevE.55.3124

19. Arai N, Yasuoka K, Zeng XC. Nanochannel with uniform and Janus surfaces: shear thinning and thickening in surfactant solution. Langmuir. 2012; 28(5):2866–2872. https://doi.org/10.1021/la2034643 PMID: 22204605

20. Xu J, Sun S, Wang Z, Peng S, Hu S, Zhang L. pH-induced evolution of surface patterns in micelles assembled from dirhamnolipids: dissipative particle dynamics simulation. Phys. Chem. Chem. Phys. 2018; 20(14):9460–9470. https://doi.org/10.1039/C8CP00751A PMID: 29565439
21. Shupanov R, Chertovich A, Kos P. Micellar polymerization: Computer simulations by dissipative particle dynamics. J Comput Chem. 2018; 39(19):1275–1284. https://doi.org/10.1002/jcc.25194 PMID: 29464743

22. Anderson RL, Bray DJ, Del Regno A, Seaton MA, Ferrante AS, Warren PB. Micelle Formation in Alkyl Sulfate Surfactants Using Dissipative Particle Dynamics. J. Chem. Theory Comput. 2018; 14(5):2633–2643. https://doi.org/10.1021/acs.jctc.8b00075 PMID: 29570296

23. Españał P, Warren PB. Perspective: Dissipative particle dynamics. J. Chem. Phys. 2017; 146(15):150901. https://doi.org/10.1063/1.4979514 PMID: 28433024

24. Tang YH, Kaniadakis GE. Accelerating dissipative particle dynamics simulations on GPUs: Algorithms, numerics and applications. Comput. Phys. Commun. 2014; 185(11):2809–2822. https://doi.org/10.1016/j.cpc.2014.06.015

25. Glaser J, Nguyen TD, Anderson JA, Lui P, Spiga F, Millan JA, et al. Strong scaling of general-purpose molecular dynamics simulations on GPUs. Comput. Phys. Commun. 2015; 192:97–107. https://doi.org/10.1016/j.cpc.2015.02.028

26. Blumers AL, Tang YH, Li Z, Li X, Kaniadakis GE. GPU-accelerated red blood cells simulations with transport dissipative particle dynamics. Comput. Phys. Commun. 2017; 217:171–179. https://doi.org/10.1016/j.cpc.2017.03.016 PMID: 29104303

27. Holian BL, Percus OE, Warnock TT, Whitlock PA. Pseudorandom number generator for massively parallel molecular-dynamics simulations. Phys. Rev. E. 1994; 50(2):1607–1615. https://doi.org/10.1103/PhysRevE.50.1607 PMID: 9962132

28. Langdon WB. A fast high quality pseudo random number generator for graphics processing units. 2008 IEEE Congress on Evolutionary Computation (CEC). IEEE; 2008. p. 459-465.

29. Zhmurov A, Rybnikov K, Kholodov Y, Barsegov V. Generation of Random Numbers on Graphics Processors: Forced Indentation In Silico of the Bacteriophage HK97. J. Phys. Chem. B. 2010; 115(18):5278–5288. https://doi.org/10.1021/jp109079t PMID: 21194190

30. Tzeng S, Wei LY. Parallel white noise generation on a GPU via cryptographic hash. Proceedings of the 2008 symposium on Interactive 3D graphics and games; 2008. p. 79-87.

31. Zafar F, Olano M, Curtis A. GPU random numbers via the tiny encryption algorithm. Proceedings of the Conference on High Performance Graphics. Citeseer; 2010. p. 133-141.

32. Phillips CL, Anderson JA, Glotzer SC. Pseudo-random number generation for Brownian Dynamics and Dissipative Particle Dynamics simulations on GPU devices. J. Comput. Phys. 2011; 230(19):7191–7201. https://doi.org/10.1016/j.jcp.2011.05.021

33. Wheeler DJ, Needham RM. TEA, a tiny encryption algorithm. Fast Software Encryption. Springer, Berlin, Heidelberg; 1994. p. 363–366.

34. Nguyen TD, Plimpton SJ. Accelerating dissipative particle dynamics simulations for soft matter systems. Comput. Mater. Sci. 2015; 100:173–180. https://doi.org/10.1016/j.commatsci.2014.10.068

35. Afshar Y, Schmid F, Pishevar A, Worley S. Exploiting seeding of random number generators for efficient domain decomposition parallelization of dissipative particle dynamics. Comput. Phys. Commun. 2013; 184(4):1119–1128. https://doi.org/10.1016/j.cpc.2012.12.003

36. Matsumoto M, Nishimura T. Mersenne twister: a 623-dimensionally equidistributed uniform pseudo-random number generator. ACM Transactions on Modeling and Computer Simulation (TOMACS). 1998; 8(1):3–30. https://doi.org/10.1145/272991.272995

37. Box GE, Muller ME. A Note on the Generation of Random Normal Deviates. Ann Math Statist. 1958; 29(2):610–611. https://doi.org/10.1214/aoms/1177706645

38. Student. The Probable Error of a Mean. Biometrika. 1908; 6(1):1–25. https://doi.org/10.2307/2331554

39. Doi H, Okuwait K, Mochizuki Y, Ozawa T, Yasuoka K. Dissipative particle dynamics (DPD) simulations with fragment molecular orbital (FMO) based effective parameters for 1-Palmitoyl-2-oleoyl phosphatidyl choline (POPC) membrane. Chem. Phys. Lett. 2017; 684:427–432. https://doi.org/10.1016/j.cplett.2017.07.032

40. Pearson K. X. On the criterion that a given system of deviations from the probable in the case of a correlated system of variables is such that it can be reasonably supposed to have arisen from random sampling. The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science. 1900; 50(302):157–175. https://doi.org/10.1080/14786440009463897

41. Sturges HA. The choice of a class interval. J Am Stat Assoc. 1926; 21(153):65–66. https://doi.org/10.1080/01621459.1926.10502161