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Abstract

In this paper, we address the problem of lip-voice synchronisation in videos containing human face and voice. Our approach is based on determining if the lips motion and the voice in a video are synchronised or not, depending on their audio-visual correspondence score. We propose an audio-visual cross-modal transformer-based model that outperforms several baseline models in the audio-visual synchronisation task on the standard lip-reading speech benchmark dataset LRS2. While the existing methods focus mainly on lip synchronisation in speech videos, we also consider the special case of the singing voice. The singing voice is a more challenging use case for synchronisation due to sustained vowel sounds. We also investigate the relevance of lip synchronisation models trained on speech datasets in the context of singing voice. Finally, we use the frozen visual features learned by our lip synchronisation model in the singing voice separation task to outperform a baseline audio-visual model which was trained end-to-end. The demos, source code, and the pre-trained models are available on https://ipcv.github.io/VocaLiST/
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1. Introduction

Online media is brimming with user-generated videos involving human voice in the form of speech and singing voice. A large number of these videos suffer from misalignment between the audio and visual streams arising due to the lack of appropriate care during video editing. As a result of this misalignment, the video viewers notice that the lip motion is not perfectly synchronised with the voice in the audio. Lip-voice synchronisation in such videos could be corrected by compensating the offset between the audio and visual modalities, which is rendering the video out-of-sync. A common method to determine this offset is by training a model to tell lip-synchronised audio-visual (AV) pairs from the non-synchronised pairs and then choose the alignment between the audio and visual signals in the non-synchronised pairs that maximise the synchronisation score. We design and train a new model that can discriminate between synchronised and unsynchronised AV pairs by learning their mutual AV correspondence in a self-supervised fashion.

A system capable of detecting lip synchronisation issues in a video has many applications. Such a system can be deployed to automatically fix the synchronisation error in online user-generated videos that suffer from this problem. It can also be used to automatically evaluate the performance of automatic AV dubbing of movies from one language to another. The features learned by the model trained to detect synchronisation have already been shown to be useful for other AV applications like visual speech recognition [1], cross-modal retrieval [2], same language dubbing [3], dubbing [4], source separation [5, 6, 7, 8] and source localisation [5, 6].

We make several contributions through this paper. We propose a novel AV transformer-based model for detecting lip-voice synchronisation that estimates the extent of synchronisation between the lips motion and the voice in a given voice video. Our lip synchronisation detector outperforms state-of-the-art models on the speech benchmark dataset Lip Reading Sentences 2 (LRS2) [9]. Besides, we also train and test our model on the A capella [10] dataset which contains videos of solo singing performances. We are the first to explore the relevance of lip-sync detectors trained in speech videos to detect lip-sync in the singing voice. We use the learned visual features in the lip synchronisation detection task to outperform a singing voice separation baseline model to showcase the practical utility value of our work. The source code and the pre-trained weights of our model will be provided for reproducibility.

The rest of the paper is organised as follows. We discuss the related work in the next section. In Sec. 3, we delineate our network architecture. Sec. 4 is dedicated to the experimentation, results, and discussion. Finally, we end the paper with a conclusion section and pointers for future work.

2. Related Work

The seminal work Audio vision [11] used AV synchronisation, measured as the mutual information between non-learned audio and visual features, to localise the active speaker in a video. More recently, with the advent of deep learning techniques, different models have addressed the synchronisation of AV signals in a self-supervised way, by automatically creating positive and negative AV sync/out-of-sync pairs. While some works focus on synchronisation in general sounds [6, 12, 13], others are specialised in speech signals [1, 3, 4, 14, 15]. The common trend is to extract features from each modality with an audio and a visual stream and then measure similarity/distance between the two embeddings using a sliding window to infer the offset of synchronisation. The first deep learning-based model for AV synchronisation in speech [14] uses a contrastive loss with a positive and negative pair. The use of N negative pairs in a multi-way cross-entropy loss with softmax function [1] further improved the performance of the same model. Unlike these works, [15] directly train the model to determine the offset in the AV pairs.

Transformers have emerged as powerful deep learning architectures capable of capturing long-range dependencies in time series. Lately, transformers have been explored for several AV tasks such as source separation [16, 17], source localisation [18] and speech recognition [19], including synchronisation [13]. Our work in this paper is closest to Audio-Visual Synchronisation with Transformers (AVST) [13]. At the high-level, both the models share the same outline as shown in the left part of Fig. 1. However, the overall architecture of our model is different with regard to the choice of audio and visual encoders and the design of the synchronisation block. The details of our model architecture are clearly outlined in Sec. 3.1.
3. Method

3.1. Architecture

The architecture of our model is shown in Fig. 1. We use a transformer-based classification model which uses the audio and visual features estimated by the audio and visual encoders to classify if a given face-voice pair is synchronised or not.

3.1.1. Audio Encoder

Our audio encoder (see Fig. 2) is very similar to the one used in the lip-sync expert discriminator [4]. The audio encoder is a stack of 2D convolutional layers with residual skip-connections that operate on the mel-spectrogram input of dimensions $1 \times 80 \times t_a$. The mel-spectrograms are obtained using 80 mel filterbanks with a hop size of 200 and window size of 800. The audios have a 16kHz sampling rate. The audio features are of the dimension $512 \times t_a$. The audio encoder conserves the temporal resolution of the input.

3.1.2. Visual Encoder

The visual encoder ingests a sequence of RGB images cropped around the mouth having dimensions $3 \times 48 \times 96 \times t_v$. Its architecture is inspired by the visual encoder of the lip-sync expert discriminator. Unlike in the latter, we apply 3D convolutions and conserve the temporal resolution in the feature maps. The output visual features are of dimension $512 \times t_v$. The conservation of temporal resolution in both the audio and visual features is helpful for learning the synchronisation patterns between the two modalities spread across the temporal dimension when we feed them into the synchronisation module. The visual frames are sampled from videos of 25 fps.

3.1.3. Synchronisation block

We design a powerful cross-modal AV transformer that can use the AV representations learned in its cross-modal attention modules to deduce the inherent AV correspondence in a synchronised voice and lips motion pair. We refer to our transformer model as VocaliST, the Vocal Lip Sync Transformer. Its design is inspired by the cross-modal transformer from [21]. The cross-modal attention blocks track correlations between signals across modalities.

The synchronisation block contains three cross-modal transformer encoders, each made up of 4 layers, 8 attention heads, and the hidden unit dimension of 512. The A→V unit takes in audio features as the query and the visual features as the key and values. The roles of these audio and visual features are swapped in the V→A unit. The output of the A→V unit forms the query to the hybrid fusion transformer unit, while its key and values are sourced from the output of the V→A unit. We max-pool the output of this hybrid fusion unit along the temporal dimension and pass it through $tanh$ activation. Fig. 1 shows the architecture of VocaliST.

Finally, there is a fully-connected layer acting as a classifier which outputs a score indicating if the voice and lips motion is synchronised or not. The whole architecture can handle any length of audio and visual inputs.
3.2. Training Setup

We train our model for estimating the AV correspondence score for a given AV pair in an end-to-end manner. The positive examples correspond to the synchronised pairs in which the audio corresponds to the visual. The negative examples are obtained by introducing random temporal misalignment between the in-sync AV pairs. This allows us to follow a self-supervised training pipeline. During the training, the positive and the negative examples are sampled equally. The AV correspondence score needs to be maximised for the positive examples and minimised for the negative examples. The binary cross-entropy loss criterion is used to optimise the model parameters during the training. Unless stated otherwise, we train our model with an AV input corresponding to a sequence length of 5 visual frames (0.2s) sampled at 25 fps. We use this training setup in 4.1 and 4.2.

4. Experiments

Here, we investigate lip synchronisation in two different settings: speech and singing voice. We also show the usefulness of the lip synchronisation models for a practical AV application.

4.1. Lip Synchronisation in Speech

Dataset. For the task of lip synchronisation in speech videos, we consider the LRS2 [9] dataset. The baseline methods SyncNet [14], Perfect Match (PM) [1] and Audio-Visual Synchronisation with Transformers (AVST) [13] also use the same dataset. This allows us to directly compare our method against these baselines. As in the baseline methods, we train our model on the ‘pretrain’ subset of LRS2 and evaluate on the ‘test’ subset.

Evaluation protocol. For a fair comparison, we mimic the evaluation protocol followed by the baseline methods. Given a sequence of cropped mouth frames and the mel-spectrograms, our model is tasked with predicting the correct synchronisation in the given pair of inputs. Human observers cannot tell unsynchronised speech videos from the synchronised ones when the temporal offset is in the ±1 frame range. Hence, for a synchronised pair of speech audio and lips motion inputs, the synchronisation is estimated to be correct if the predicted offset between the pair is within ±1 frame range. As in the baseline models, we estimate this offset by finding the index of maximum AV correspondence between the set of 5-frame visual features and all the audio feature sets (each temporally matching the length of 5 visual frames) lying in the ±15 frame range.

Though we mainly train our model on AV input pairs corresponding to the length of 5 visual frames, the model can be tested on inputs of larger lengths. This is particularly useful when a set of 5 visual frames is non-informative (e.g. silence in speech). To evaluate on inputs of a larger context window, the AV correspondence score is obtained for each possible 5-frame set within the evaluation window (with a temporal stride of 1 frame) and then averaged before determining the offset. This averaging has been shown to improve the accuracy of the baseline models. On the other hand, [13] showed that training models for specific context window sizes (other than 5) leads to better performance than the previous averaging strategy in the same context window.

Results and discussion. Table 1 shows a direct comparison of the lip synchronisation accuracy of our model against the baseline models on the LRS2 test set. The accuracy is computed for multiple context windows ranging from sizes of 5 to 15. The accuracy improves across all the models as we increase the context window size while the rate of improvement reduces.

| Model | Clip Length in frames (seconds) |
|-------|---------------------------------|
|       | 5 (0.2s) | 10 (0.4s) | 15 (0.6s) | 20 (0.8s) | 25 (1s) |
| SyncNet* | Acappella | 57.7 | 65.9 | 69.9 | 75.1 | 89.7 |
| SyncNet* | LRS2 | 56.7 | 65.1 | 72.2 | 77.2 | 81.2 |
| VocalLiST | Acappella | 58.8 | 65.4 | 71.6 | 76.5 | 80.5 |
| VocalLiST | LRS2 | 58.8 | 66.4 | 74.5 | 80.5 | 85.2 |

For each of the context window sizes, our model outperforms all the listed baseline models on the LRS2 test set. This improved performance can be attributed to the powerful cross-modal transformer blocks in our model in combination with our 3D-CNN based visual encoder. We tried reducing the complexity of our model by eliminating up to 2 cross-modal transformer blocks and also by replacing our visual encoder with the 18-layered Mixed Convolution network [22]. Both these attempts resulted in poorer performance.

4.2. Lip Synchronisation in Singing Voice

Dataset. We use Acappella [10], the only publicly available AV singing voice dataset. It consists of around 46-hours of solo-singing videos spanning four language categories. We test on the unseen-unheard test subset of the dataset which contains 83 song performances evenly distributed across each of the language categories and the genders. All the videos in the Acappella dataset have been manually curated from YouTube with care taken to ensure that the samples appear synchronised to human visual observation. On the other hand, in LRS2, an automatic method was used to better synchronise the AV signal pairs.

Models. We consider two models for the singing voice lip synchronisation: a baseline model and our VocalLiST. Instead of selecting SyncNet [14] as the baseline model, we choose the Lip Sync Expert Discriminator [4]. We refer to this new baseline model as SyncNet*. SyncNet* improves upon its predecessor SyncNet in the following ways: Unlike in SyncNet, i) SyncNet* operates on the RGB images, ii) the model is significantly deeper than the former with residual skip connections, and iii) the model is optimised using a cosine-similarity distance metric in combination with binary cross-entropy loss. We train both our VocalLiST and SyncNet* on the Acappella dataset’s training set in an end-to-end manner.

Evaluation protocol. Unlike in speech videos, it is difficult for humans to notice out-of-sync in videos belonging to the general sound categories [13] when the offset between the modalities is less than 5. Singing voice also falls in such general sound category. The presence of sustained vowel sounds in singing voice, makes it difficult to notice synchronisation errors for the offsets less than 5. Thus, we consider synchronisation to be correctly estimated if the model predicts the maximum AV correspondence within the ±5 frame range with respect to the ground truth. Unlike in [13], we do not decode the videos in lower frame rate for evaluation in singing voice.

Table 2: Accuracy of lip synchronisation in Acappella dataset

| Model | Var | Trained on | Clip Length in frames (seconds) |
|-------|-----|------------|---------------------------------|
|       |     |            | 5 (0.2s) | 10 (0.4s) | 15 (0.6s) | 20 (0.8s) | 25 (1s) |
| SyncNet* | N | Acappella | 57.7 | 65.9 | 69.9 | 75.1 | 89.7 |
| SyncNet* | Y | Acappella | 57.7 | 65.9 | 69.9 | 75.1 | 89.7 |
| VocalLiST | N | LRS2 | 56.7 | 65.1 | 72.2 | 77.2 | 81.2 |
| VocalLiST | Y | Acappella | 58.8 | 65.4 | 71.6 | 76.5 | 80.5 |

Results and discussion. We show the results in Table 2. Firstly,
we test the models trained on the speech dataset LRS2 directly on the singing voice samples. Among the baseline models discussed in Table 1, only the SyncNet model is publicly available. The Var column indicates if the results on larger context windows are obtained by the model trained with the exact length of the context window as the ones used for testing. Several observations arise from the results. First, the synchronisation accuracy in singing voice is lower than in the case of speech, even with a larger offset tolerance, showing that singing voice synchronisation is a harder task. Also, the increase of the context window size supposes a larger improvement, compared to the speech case. The best results are achieved with a dedicated network trained for 1s-length window. It can be noticed how our model trained for speech synchronisation generalises quite well for the singing voice case with large enough context window sizes. We hypothesise that with larger contexts it is more probable to find portions of singing voice excerpt with non-sustained vowels, or consonants, producing audio-visual cues more similar to the ones found in speech. The LRS2 ‘pretrain’ subset that we use for training spans around 195 hours, while the training set of Acappella totals up to less than 37 hours of videos. Hence, compared to LRS2, Acappella is a small dataset and, therefore, the models trained on LRS2 tend to perform better in Acappella than the other way round.

4.3. Singing Voice Separation

We would like to demonstrate the effectiveness of the features learned by the visual encoder of our synchronisation network by using them in the singing voice separation task. **Dataset.** We use the Acappella dataset [10], as in Sec. 4.2. **Training.** We use the same training pipeline that is used for training the model Y-Net-mr in [10]. Y-Net-mr is a U-Net [23] conditioned by visual features extracted from cropped mouth frames using an 18-layer mixed convolution network [22]. Y-Net-mr estimates the complex masks corresponding to a voice present in an audio mixture when given with a spectrogram of an audio mixture and the temporal sequence of the cropped mouth frames corresponding to the target voice as input. During training, half of the input audio mixtures contain one voice with a musical accompaniment, while the other half contains an additional voice besides the accompaniment.

**Models.** The main baseline model here is the Y-Net-mr from [10] which has been trained end-to-end for singing voice separation. It is a state-of-the-art audio-visual singing voice separation model among the models that operate directly on the cropped mouth frames. To investigate the contribution of the features learned by our lip synchronisation model, we propose Y-Net-mr-V. Y-Net-mr-V is nothing but a Y-Net-mr with its visual encoder replaced with that of our lip synchronisation model. In one setting, we train the Y-Net-mr-V for singing voice separation by loading the pre-trained weights of the visual encoder which was trained as a part of VocaLiST for singing voice lip synchronisation and keep them frozen throughout the training. In another setting, we train the entire model Y-Net-mr-V in an end-to-end manner without using the pre-trained weights learned from the lip synchronisation task. Finally, we also consider Y-Net-mr-S*, which is a Y-Net-mr with its visual encoder replaced by that of the SyncNet* [4]. For Y-Net-mr-S*, we only consider the setting where the pre-trained visual encoder weights corresponding to the singing voice lip synchronisation task are loaded from the SyncNet* and frozen as we train the rest of Y-Net-mr-S* for singing voice separation.

**Evaluation.** We evaluate the singing voice separation performance by computing the source separation metrics [24] Source-to-Distortion Ratio (SDR) and Source-to-Interference Ratio (SIR) on the estimated target voices in the unseen-unheard test subset of the Acappella dataset in the two-lead voice setup. In the two-lead voice setup, the music mixtures are artificially generated by randomly mixing two solo singing voices from the Acappella dataset in addition to another accompaniment audio. The higher these metrics are, the better the performance.

| Architecture  | Method      | SDR   | SIR   |
|---------------|-------------|-------|-------|
| Y-Net-mr [10] | E2E         | 5.03  | 15.80 |
| Y-Net-mr-V    | E2E         | 1.14  | 11.72 |
| Y-Net-mr-S*   | PT - SyncNet* | 5.44  | 16.17 |
| Y-Net-mr-V    | PT - VocaLiST | 6.32  | 17.08 |

**Results and Discussion.** Table 3 shows the performance of the models in singing voice separation. Our model Y-Net-mr-V outperforms Y-Net-mr when we use the pre-trained weights from the lip synchronisation task for the visual encoder. It is challenging to train a source separation network that operates directly with video frames when the dataset is small, which is the case of Acappella. There is a tendency of over-fitting in such small datasets. Under such circumstances, knowledge transfer from the audio-visual synchronisation could guide the source separation despite the dataset size limitations. To further highlight the importance of this knowledge transfer, we also train the Y-Net-mr-V to end without using the pre-trained synchronisation visual features. In this case, the model does not generalise well to the test-unseen subset despite having 38M trainable parameters solely in the visual encoder. Note that even Y-Net-mr-S* outperforms Y-Net-mr here. But since SyncNet* didn’t perform as good as the VocaLiST in lip synchronisation task (see Table 2), as we expected, Y-Net-mr-S* did not outperform Y-Net-mr-V trained with knowledge transfer.

5. Conclusions

This paper presents VocaLiST, a transformer-based model for voice-lip synchronisation. The model has been analysed both in speech and singing voice, producing state-of-the-art results. We have shown that it learns powerful visual features that are useful for solving the problem of singing voice separation in a mixture with more than one voice. It could perform even better for larger input contexts if we have dedicated models trained for each specific length of the input, as shown in Table 2 and also in [13].
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