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ABSTRACT Cooperative Intelligent Transport Systems (C-ITS) is an advanced technology for road safety and traffic efficiency over Vehicular Ad Hoc Networks (VANETs) allowing vehicles to communicate with other vehicles or infrastructures. The security of VANETs is one of the main concerns in C-ITS because there may be some attacks in such type of network that may endanger the safety of the passengers. Intrusion Detection Systems (IDS) play an important role to protect the vehicular network by detecting misbehaving vehicles. In general, the works in the literature use the same well-known features in a centralized IDS. In this paper, we propose a Machine Learning (ML) mechanism that takes advantage of three new features, which are mainly related to the sender position, allowing to enhance the performances of IDS for position falsification attacks. Besides, it presents a comparison of two different ML methods for classification, i.e. k-Nearest Neighbor (kNN) and Random Forest (RF) that are used to detect malicious vehicles using these features. Finally, Ensemble Learning (EL) which combines different ML methods, in our case kNN and RF, is also carried out to improve the detection performance. An IDS is constructed allowing vehicles to detect misbehavior in a distributed way, while the detection mechanism is trained centrally. The results demonstrate that the proposed mechanism gives better results, in terms of classification performance indicators and computational time, than the best previous approaches on average.
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I. INTRODUCTION Cooperative Intelligent Transport Systems (C-ITS), as a part of Intelligent Transport Systems (ITS), allow effective communication through wireless technologies to provide road safety. Vehicular ad hoc networks (VANETs) are mobile networks where mobile nodes are vehicles. They consist of a set of vehicles equipped with an on board unit (OBU) to ensure Vehicle-to-Vehicle (V2V) communications and infrastructures, called roadside units (RSUs), that exchange with OBUs to ensure Vehicle-to-Infrastructure (V2I) communications.

Security is one of the major challenges of VANETs, not only for vehicles but also for passengers’ lives. Since VANETs allow the vehicles to exchange data, attackers can exploit them to threaten both the security of the network and the safety of the passengers. Different types of attacks, like Sybil, DoS (denial-of-service), black-hole, and false data injection attacks, may occur on the V2V or V2I communications [1].

These attacks can be dealt with trust/reputation based schemes, data-centric and entity-centric misbehavior detection schemes, and intrusion detection systems (IDS) as depicted in Figure 1.

Trust/reputation based scheme uses the concept of trustworthiness or reputation of each node. Trust/reputation values of each node are calculated by various approaches to detect less trusted vehicles, namely misbehavior vehicles [2]. This scheme is generally implemented to enhance the performance of routing protocols. Less trusted vehicles are detected and can be excluded from the route selection process.

Data-centric and entity-centric misbehavior detection scheme also calculates trustworthiness using three metrics: direct trust, recommendation trust, and comprehensive trust [3].
Intrusion detection systems (IDS) are another widely used approach to protect the network. They are generally based on two main detection techniques: signature-based and anomaly-based or eventually a hybridization of these two techniques [4].

Signature-based techniques exploit a database corresponding to the behavior of some known attacks. Then, they compare the collected data with this database in order to detect a behavior that corresponds to a suspicious behavior [5].

Anomaly-based techniques observe the system to catch the deviations (anomalies) and classify them as misbehavior. For anomaly-based IDS on which this paper focuses, several methods have been already proposed [6]–[10], namely watchdog mechanism, machine learning, hashing pseudonym to common values, RSSI-based analysis, honeypot based approach, fuzzy clustering, etc.

IDS in VANETs can be classified based on the decision mechanism as well: Centralized, Decentralized, and Distributed IDS. In general, the decision maker is also the actor that detects the attack. However, there are some cases where the detection is done locally but the final decision is taken by another actor in the network. In centralized IDS, a central station (e.g. trust authority, misbehavior authority, etc.) collects the exchanged messages or misbehavior reports directly from vehicles/RSUs. In the first case, the central station detects the attack, whereas in the second case it evaluates the misbehavior sent reports. The final decision, if there is a launched attack, is taken by the central station and is broadcast to all vehicles. Decentralized IDS is based on the evaluation of attack detection by RSUs or cluster heads. This type of system may have different deployments for detection actors, where it could be done by vehicles, RSUs, or cluster heads. For cluster head based decentralized IDS, the selection of a cluster head is also an additional issue. For distributed IDS, the detection mechanism is deployed within all the vehicles that have to detect the attack and take their own decision/reaction.

In most of the existing misbehavior detection mechanisms in VANETs, the detection is done centrally after combining the data/results of vehicles or infrastructures. Although there are recent works developing distributed intelligent detection models, it still needs to be improved in terms of detection performance by proposing more suitable features and using more adapted learning techniques. Moreover, accurate real-time detection is essential. In this work with an ensemble learning based detection system, training phase will be executed centrally. Then, any vehicle will be able to use this trained model to detect rapidly an attack through the new arriving messages/vehicles.

This work proposes a new feature combination related to C-ITS and exploits them to develop a distributed IDS that benefit from machine learning techniques. The performance of the proposed misbehavior detection approach is evaluated by comparing it with other approaches using a specifically built large dataset. The contributions of the work are the following:

- Some new features are introduced to better detect position falsification misbehavior. These position-related features are the estimated angle of arrival, estimated distance between sender and receiver, and the difference between the declared and estimated distance between sender and receiver. These features enhanced well the detection performances.
- A distributed IDS mechanism that exploits the proposed features is suggested. After training is done centrally, each vehicle performs the trained model to decide the misbehaving vehicle whenever it receives a new message.
- An ensemble learning method combining two machine learning techniques is introduced to improve the IDS’s performances by aggregating the results of different base learners.
- A comprehensive analysis is done for different traffic densities and attack types to show the efficiency of our proposal.

The paper is organized as follows: the next section consists of a literature review on misbehavior detection. The proposed misbehavior detection mechanism is described in the third section. Section IV presents the used dataset, the results of experiments, and the comparisons. The last section states the conclusion of the paper and suggestions for further studies.

II. RELATED WORK

VANETs may suffer from several security issues related to authentication, privacy, data non-repudiation, etc. [11]–[14]. To overcome these issues, IDS, which were initially developed for classical computer networks, are more and more used to enhance the security in VANETs. This section aims to present a brief overview of the works related to misbehavior detection in VANETs with a specific focus on machine learning detection techniques. Moreover, on the existing approaches, IDS classification is applied according to the actor that decides whether a vehicle is an attacker or not.
A. MISBEHAVIOR DETECTION IN VANETS

Several works have studied various intrusion detection mechanisms for VANETs based on a central actor/authority or a decentralized actor such as RSU or cluster head. Malhi and Batra [15] developed a centralized IDS to detect fraudulent warning messages. A trusted central authority collects the data from vehicles and RSUs, and then detects the false information by using an XML dependency tree. Lal and Nair [16] proposed a detection algorithm based on hashing pseudonym to detect Sybil attacks. A centralized station (here, a department of motor vehicle (DMV)), which distributes certified pseudonyms to vehicles, confirms whether an attack has occurred, while checking the coarse-grained hash value of pseudonyms. Another centralized IDS is introduced by Bißmeyer et al. [17] for Sybil attack detection, where each vehicle controls a plausibility check to detect attacks and sends reports to a misbehavior evaluation authority. This central authority collects the reports and decides if a node is an attacker or not.

Subba et al. [7] presented a multi-layered game theory based and cluster head deployed IDS for selective forwarding, black-hole, DoS, wormhole, and Sybil attacks. It uses a lightweight neural network classifier module in order to detect these attacks. Bouali et al. [18] constructed a preventive decentralized mechanism based on Kalman filter to predict the behavior of vehicles for detection of possible DoS, Sybil, false alert, and packet alteration attacks. This decentralized approach where the cluster head monitors vehicles and detects the attack is repeated periodically for a proactive intrusion detection system. Khan et al. [19] proposed a decentralized IDS deployed on vehicles and cluster heads for malicious node detection. In this system, detection is done by vehicles considering the load, the distrust value (or reputation), and the distance. Then in case of an attack, vehicles inform the cluster head, which updates the distrust value and broadcasts the decision to other vehicles.

In addition to the works that propose centralized or decentralized detection algorithms, many works developed a distributed intrusion detection mechanism in VANETs. Ghaaleb et al. [20] introduced a context-aware data-centric misbehavior detection model for local detection of false mobility information. They used consistency and plausibility rules to decide whether a vehicle is suspicious or not. Zhang et al. [21] constructed a secure routing protocol using fuzzy logic and Ant Colony Optimization to detect black-hole and flooding attacks. They evaluated the performance of the system in terms of packet delivery ratio, end-to-end delay, and overhead. Ayaida et al. [10] developed a mathematical model based on traffic flow theory that allows vehicles to monitor their neighborhood in order to detect an eventual Sybil attack. In fact, they estimate the speed of the neighbors based on the number of vehicles using the fundamental diagram of the road, then they compare it with the declared ones in order to detect the Sybil attack. Yao et al. [22] proposed a distributed IDS using a method called Voiceprint, to detect Sybil attacks without any centralized infrastructure. Their method exploits the similarity between RSSI times series and dynamic time warping. Chen et al. [23] presented a distributed detection algorithm for Sybil attack, where vehicles use the difference of neighboring nodes’ digital signature vectors to detect the attack. Van der Heijden et al. [24] generated a public dataset to detect position falsification misbehavior and published it to allow researchers to compare and evaluate different misbehavior detection techniques. The dataset, called Vehicular Reference Misbehavior Dataset (VeReMi), is used as a basis to assess the performances of new detection approaches. Our proposal will be evaluated in this paper using this dataset (i.e. VeReMi) in order to compare its performances with related works that already implemented this dataset.

B. ML-BASED DETECTION MECHANISMS IN VANETS

One of the main used techniques for misbehavior detection in VANETs is Machine Learning. ML-based techniques learn the behavior of attacks and classify vehicles as normal or misbehavior/attacker. The performance of the approach is evaluated in terms of detection rate e.g. true positive rate, false positive rate, and performance indicators generated by these rates i.e. precision, recall, accuracy, and F1-score. These rates will be discussed in detail in the simulation section.

In this subsection, papers proposing ML-based IDS are studied and also classified based on the decision mechanism starting with the centralized ones. Maglaras [25] presented a centralized detection system for DoS attacks, where detection is done locally by static IDS mounted on RSUs and dynamic IDS mounted on vehicles acting as cluster heads. One-class Support Vector Machine (SVM) classification and K-means clustering methods are combined for detection. Finally, the central system decides if there is an attack after collecting the information from vehicles and RSUs. Zang and Yan [26] introduced an ML-based centralized IDS for DDoS attacks with different vehicle densities, where the process is executed by a centralized collector. Random Forest is used to classify attackers by source IP, destination IP, source port, destination port, protocol, and packet length. Zhang et al. [27] implemented SVM to detect false message attacks using, as features, the driving status, speed, acceleration, vehicle type, reputation, and distance. They also studied message suppression attacks dealing with packet drop rate, packet delay forward rate, etc. Their proposal on vehicle trust model requires a central Trust Authority (TA) as well as a local vehicle trust module to combine different assessments. Some other studies were inspired by the public dataset VeReMi and simulated their own scenarios to create new attack types for their approaches [28]–[30]. They also generated several other features (e.g. plausibility, consistency, etc.) as well as kinematic data (e.g. position, speed, acceleration). In these works, a centralized misbehavior authority takes the final decision even if the detection is done by vehicles and RSUs.

Decentralized IDS using ML techniques are also well studied in the literature. Sharma and Kaul [31] proposed a multi cluster head based detection system, where the head is chosen by hybrid fuzzy multi-criteria decision making approaches.
They dealt with packet drop, selective forwarding, and wormhole attacks in this scheme. AOMDV (Ad Hoc On-demand, multipath distance vector) routing protocol is used and dolphin swarm optimization is implemented to select the optimum features and then SVM is performed for separate classes and multi-class as well. Wahab et al. [32] defined a cluster head based IDS for detection of packet dropping attacks using an SVM. Ant Colony Optimization is implemented to select the cluster head. Although individual vehicles collect data and find evidence of an attack, the cluster head makes the final decision and broadcasts its decision to the cluster members and other cluster heads. Tian et al. [33] proposed a detection mechanism based on bus nodes for DoS attack detection using a Neural network. The bus nodes, which can be considered cluster heads, collect the data and send them to the access points, where the intrusion detection is performed.

In ML-based distributed IDS for VANETs, regardless of whether learning is done by the vehicles, the final decision is generally made by the vehicles using the classifier after the learning phase is complete. Ghaleb et al. [34] introduced a feed-forward back-propagation artificial neural network for a distributed misbehavior detection. They derived the necessary features for detecting false mobility information, which are related to misbehavior, environment, and communication status. In [35] and [36], a hybrid context-aware misbehavior detection model is proposed where consistency, plausibility, and behavioral-based features are combined. These two works implemented K-means and RF, respectively, on the before mentioned features to detect the false mobility information. Shams et al. [37] presented a distributed detection approach against the misbehaving vehicle that affects packet forwarding performance by dropping or delaying packets. Ad hoc On-demand Distance Vector (AODV) protocol is used as routing protocol and trust aware SVM is implemented for detection. Each vehicle in the packet forwarding route examines the behavior of the next hop to detect any signs of a misbehaving node that could influence the system performance. Kim et al. [38] created a public intrusion detection dataset, called KDD CUP 1999, for four attack types: DoS, probing, user to root (U2R), and remote to local (R2L) attacks. They considered these attacks as multi-class in the classification process of SVM and feed-forward neural network. Some features are determined through a trace file, the significant ones are extracted and fuzzified to be used in the distributed detection mechanism. Ghaleb et al. [39] developed a distributed misbehavior-aware on-demand IDS and implemented it on the previously mentioned KDD dataset. The important features are selected using chi-square test. They tested their proposed detection model using RF, XGBoost, and SVM.

Several works, using the public VeRemi dataset provided by [24], implemented well-known ML techniques, e.g. k-Nearest Neighbor, Random Forest, Support Vector Machines, and Logistic Regression (LR), while proposing different features for position falsification attack detection [40]–[44]. So et al. [40] observed the relation between RSSI and distance of sender-receiver. Different attacks are also detected by their proposal on three plausibility checks: First-Basic Safety Message (F-BSM), Majority-BSM (M-BSM), and Weighted-BSM (W-BSM). They compared the results with the ones obtained from SVM and kNN. Different feature combinations are proposed in [41] to detect misbehavior over a single class by considering all attack types in one overall class. They proposed a feature combination, which includes the position, the speed, the position difference between sender and receiver, and the speed difference between sender and receiver. They apply the classification methods LR with normalization and without normalization, and SVM. Authors of [42], [43] defined two plausibility scores, as well as the difference between the calculated and the predicted speed, the total displacement between the calculated and predicted displacement based on average speed. The first plausibility score is the location plausibility, which checks whether the sender’s GPS (Geographical Positioning System) location is in the predicted range of plausible locations; whereas the second one, movement plausibility, checks whether the average speed is different from 0 m/s, when the total displacement is 0 (to monitor the constant location). They used several ML methods, e.g. kNN, SVM, RF, LR, etc., considering these plausibilities as well. In [44], various ML methods such as LR, kNN, DT, RF, and Bagging are implemented for misbehavior detection. The proposed used features are the change in speed between two beacons, the change in position between two beacons, the receiving distance, the RSSI, the change in the speed, and the change in the location.

Table 1 classifies the related works in terms of implemented decision mechanism, number of detected attack types, usage of ML techniques or not. It also details the used detection method. These works point out that an ML-based misbehavior detection mechanism with suitable features is an effective way. Hence, this paper proposes a new distributed IDS by introducing new features and an ensemble learning method to improve the performance of position falsification detection mechanism in VANETs.

### III. PROPOSED DETECTION SCHEME

In this section, new features in our proposed IDS mechanism, related to the vehicles, are derived to enhance the detection of misbehaving vehicles. Then, a distributed ML-based intrusion detection scheme is developed exploiting these features for position falsification attacks in VANETs. The training phase is executed centrally and then the detection phase is distributed all over the vehicles.

Since the features have an important role in misbehavior detection system, a detailed feature selection mechanism is studied here. The latter integrates few commonly used features and new proposed ones.

To detect malicious vehicles, we propose to implement kNN and RF, which are mostly used in misbehavior detection and yield satisfying results. These two ML techniques will be performed together in order to obtain higher classification performances. Hence, an Ensemble Learning method is
proposed to carry out the proposed feature combinations. The details of the used learning methods will also be explained in the next subsections.

A. COMMON FEATURES
To detect position falsification attacks, the Position (P) and Speed (S) are considered in this work for both the receiver (R) and the sender (S). These features are commonly used in the previous works in the literature [41], and are respectively denoted: \( P_{R,a} \in \{x,y\}, P_{S,a} \in \{x,y\}, S_{R,a} \in \{x,y\} \) and \( S_{S,a} \in \{x,y\} \), where \( x \) and \( y \) stand for the 2D map dimension axes. Note that these features are directly extracted for the sender from the Basic Safety Messages (BSM) that are exchanged continuously between the vehicles, and retrieved directly from the GPS for the receiver. Moreover, the difference in position and speed between the last two BSM of the same sender [44] are useful features confirmed by the previous works. They are presented in Equations (1) and (2), respectively.

\[
\Delta P_{S,a}(i) = P_{S,a}(i) - P_{S,a}(i - 1) \quad (1) \\
\Delta S_{S,a}(i) = S_{S,a}(i) - S_{S,a}(i - 1) \quad (2)
\]

where \( P_{S,a}(i) \) and \( P_{S,a}(i - 1) \) denote, respectively, the positions retrieved from the BSM number \( i \) and number \( i - 1 \). The same applies for \( S_{S,a}(i) \) and \( S_{S,a}(i - 1) \).

The current position and speed of the receiver are retrieved from its GPS and the variations of the position and the speed are calculated as shown in Equations (3) and (4).

\[
\Delta P_{R,a}(i) = P_{R,a}(i) - P_{R,a}(i - 1) \quad (3) \\
\Delta S_{R,a}(i) = S_{R,a}(i) - S_{R,a}(i - 1) \quad (4)
\]

where \( P_{R,a}(i) \) and \( P_{R,a}(i - 1) \) denote, respectively, the positions of the receiver, when the BSM number \( i \) and number \( i - 1 \) were received. The same applies for \( S_{R,a}(i) \) and \( S_{R,a}(i - 1) \).

Another common and efficient feature, which is used in many approaches for misbehavior detection, corresponds to the distance between sender and receiver [40]–[43]. This feature can be calculated in all dimensions, as shown in Equation (5).

\[
\Delta P_{R} \rightarrow S_{a} = |P_{R,a} - P_{S,a}| 
\]

(5)

Difference in speed between sender and receiver [41] can also be computed as in Equation (6).

\[
\Delta S_{R} \rightarrow S_{a} = |S_{R,a} - S_{S,a}|
\]

(6)

B. PROPOSED FEATURES
To enhance the performances of the previous approaches, this paper proposes some new suitable features.

Our first new feature corresponds to the angle of arrival (AoA) illustrated in Fig. 3. It is obtained by using the arctangent function with the distance between sender

| Ref. | Year | Decision Mechanism | Number of Attack Types | Usage of ML Techniques | Detection Method |
|------|------|--------------------|------------------------|------------------------|-----------------|
| [15] | 2015 | Centralized        | One                    | -                      | XML dependency tree |
| [16] | 2015 | Centralized        | One                    | -                      | Hashing pseudonym |
| [17] | 2012 | Centralized        | One                    | -                      | Plausibility checks |
| [18] | 2018 | Decentralized      | Multi                  | -                      | Multi-layered game theory |
| [19] | 2014 | Decentralized      | One                    | -                      | Kalman filter |
| [20] | 2019 | Distri/Decent.     | Multi                  | -                      | Consistency and Plausibility rules |
| [21] | 2018 | Distributed        | Multi                  | -                      | Fuzzy logic and Ant Colony Optimization |
| [22] | 2019 | Distributed        | One                    | -                      | Mathematical model based on traffic flow |
| [23] | 2017 | Distributed        | One                    | -                      | Voiceprint (based on RSSI) |
| [24] | 2009 | Distributed        | One                    | -                      | Neighboring nodes’ digital signatures |
| [25] | 2018 | Distributed        | Multi                  | -                      | Accepted range threshold, sudden appearance warning, simple speed check, distance mover verifier |
| [26] | 2015 | Centralized        | One                    | ✓                     | One-class SVM and k-means (k-OCSVM) |
| [27] | 2018 | Centralized        | Multi                  | ✓                     | RF |
| [28] | 2019 | Centralized        | Multi                  | ✓                     | SVM |
| [29] | 2020 | Centralized        | Multi                  | ✓                     | Threshold, Aggregation, Behavioral Analysis; SVM, MLP, LSTM |
| [30] | 2020 | Centralized        | Multi                  | ✓                     | RF, XGBoost, NN |
| [31] | 2018 | Decentralized      | Multi                  | ✓                     | Dolphin swarm optimization and SVM |
| [32] | 2016 | Decentralized      | One                    | ✓                     | SVM |
| [33] | 2010 | Decentralized      | One                    | ✓                     | Neural Network |
| [34] | 2017 | Distributed        | Multi                  | ✓                     | Feed-forward back-propagation ANN |
| [35] | 2019 | Distributed        | Multi                  | ✓                     | K-means |
| [36] | 2019 | Distributed        | Multi                  | ✓                     | RF |
| [37] | 2018 | Distributed        | One                    | ✓                     | SVM |
| [38] | 2017 | Distributed        | Multi                  | ✓                     | SVM, Feed-Forward Neural Network |
| [39] | 2020 | Distributed        | Multi                  | ✓                     | RF, SVM, XGBoost |
| [40] | 2019 | Distributed        | Multi                  | ✓                     | First-BSM, Majority-BSM, Weighted-BSM: kNN, SVM |
| [41] | 2019 | Distributed        | One                    | ✓                     | SVM, LR |
| [42] | 2018 | Distributed        | Multi                  | ✓                     | kNN, SVM |
| [43] | 2019 | Distributed        | Multi                  | ✓                     | kNN, RF, LR, Long Short-Term Memory (LSTM) |
| [44] | 2019 | Distributed        | Multi                  | ✓                     | LR, kNN, DR, RF, Bagging |
and receiver, which is given by the Equation (7).

\[
\text{AoA} = \arctan \frac{\Delta P_{R \rightarrow S, y}}{\Delta P_{R \rightarrow S, x}} \tag{7}
\]

The second feature suggested in this paper to detect the position falsification attack is the estimated distance between the sender and the receiver. This feature is obtained using the received signal strength indicator (RSSI) according to:

\[
\text{RSSI} = P_T - P_L(d) \tag{8}
\]

where, \(P_T\) is the transmission power, \(P_L(d)\) corresponds to the path loss in dB at the estimated distance \(d\). We assume that the transmission power is constant and is the same for all the nodes. Therefore, it could not be modified by any vehicle.

Then, one can estimate the distance by using the log-normal shadowing model given by Equation (9) [45].

\[
P_L(d) = P_L(d_0) + 10n \log(d/d_0) \tag{9}
\]

where, \(P_L(d_0)\) is the reference power value in dB at a reference distance \(d_0\) and \(n\) denotes the path loss exponent that depends on the environment.

Eventually, by using the equations (8) and (9), the estimated distance is given by:

\[
d = 10^{\frac{P_T - \text{RSSI} - P_L(d_0)}{10n}} \times d_0 \tag{10}
\]

Note that since our objective is to estimate the distance between the sender and the receiver based on the RSSI, the notation \(d\) will be used in the rest of the paper instead of \(d\).

Finally, we propose to exploit the difference between the declared distance between the receiver and sender \(d\), and the estimated one \(\hat{d}\) as a useful feature to detect misbehavior. Fig. 4 represents the estimated distance \(|R \rightarrow S|\) and the declared distance \(|R \rightarrow F|\) between sender and receiver. The difference between these distances is given by:

\[
\Delta d_{R \rightarrow S} = \left\| \sqrt{\Delta P^2_{R \rightarrow S, x} + \Delta P^2_{R \rightarrow S, y}} - \hat{d} \right\| \tag{11}
\]

C. DETECTION TECHNIQUES

Anomaly-based IDS using supervised learning methods have shown their efficiency in many areas, including C-ITS [46]. Among these methods, one can cite SVM, kNN, LR, Decision Tree (DT), Artificial Neural Network (ANN), Bayesian Classifier, etc. In addition, ensemble learning is another alternative classification method that combines ML classification techniques to improve the training process, which could be: bagging, boosting, and stacking [47].

Among all used ML techniques, two of them are mostly preferred and generally show better results in misbehavior detection: kNN and RF [40], [42], [43]. To compare our proposed features with others, these two techniques are suitable in order to avoid the side effects of the used classification technique.

kNN is one of the most known ML techniques for classification problems (\(k\) is a pre-defined number of neighbors that should be selected carefully). Fig. 5 gives an example of kNN with different \(k\) values. Larger values of \(k\) cause less distinct boundaries for classes while decreasing the noise effect on the classification. Therefore, smaller \(k\) values are generally preferred. If the problem is binary classification, then an odd number of \(k\) is recommended to avoid equality of votes. Since this classification is based on neighbors’ votes, the computations rely on distance. The most popular distance calculation methods are Euclidean, Manhattan, Hamming, and Minkowski distance [48].

On the other hand, RF is based on DTs that are trained on independent sub-datasets as shown in Fig. 6. Hence, it prevents overfitting issues and classifies the data based on the maximum number of votes. These sub-datasets are randomly chosen with replacement excluding approximately one-third of the training dataset in each split. In addition, the features are randomly selected for the training of the sub-datasets [49].

Stacking is an ensemble learning method that allows the combination of heterogeneous learning techniques in order to enhance the performance of the classification. In such a method, various learning techniques are used in a first classification step on the same dataset. Then, a generalization model, i.e., meta-classifier, combines the predictions of the primary techniques [50]. Generalized Boosted Model (GBM) and Generalized Linear Model (GLM) are two examples of the methods used to combine the results in Stacking method. Thus, this paper proposes to exploit the potential of Stacking method by using kNN and RF for the first step and GLM for the generalization step as shown in Fig. 7. To the best of our knowledge, such an approach has not been yet studied in the literature to detect position falsification attacks in VANETs.

IV. SIMULATION RESULTS

To show the efficiency of our proposed IDS mechanism and to facilitate the comparison with the existing works, the
simulation results of this paper are based on a public dataset, denoted VeReMi, which has been built specifically for testing misbehavior detection [24].

The main workflow of the simulation is shown in Fig. 8. The first step of this workflow consists of obtaining a real or a simulated dataset and reorganizing it by matching senders and receivers. Then, new features are calculated to be used for the classification of the vehicles as attackers or normal vehicles by using different ML and ensemble learning techniques. Finally, the obtained results are compared with those using features already proposed by other researchers.

A. DATASET DESCRIPTION AND EVALUATION INDICATORS

VeReMi dataset, which allows evaluating misbehavior detection approaches, is used in this work as a basis for the implementation of the proposed mechanism. Reference [24] performed the simulations with the Luxembourg traffic scenario (LuST) for realistic mobility patterns in a city and used Veins, based on OMNET++ (an event-based network simulator) and Simulation of Urban MOBility (SUMO) (a road traffic simulator), for the vehicular network simulations to obtain this dataset.

The published VeReMi dataset consists of 5 different attacks and considers 3 different attacker rates (10%, 20%, and 30%) for different traffic densities (low, medium, and high).

The attacks, defined here, are related to position falsification, i.e. Constant, Constant Offset, Random, Random Offset, and Eventual Stop. In the constant attack with ID 1, an attacker sends a constant position. However, in the constant offset attack with ID 2, it adds a constant offset to its current position. In the random attack with ID 4, an attacker sends a new random position for every message. However, in the random offset attack with ID 8, an attacker sends a new random position in a preconfigured rectangle around the vehicle. Finally, in the eventual stop attack with ID 16, an attacker sometimes attacks by repeatedly sending the actual position. Table 2 gives more details about these attacks.

For each scenario, the dataset consists of a ground truth file and a set of message log files including both GPS data and BSM. GPS data provides the information about the local vehicle and BSM gives the information about the message received from other vehicles through Dedicated Short Range Communications (DSRC).

The performance of the proposal is evaluated using accuracy, precision, recall, and F1-Score, which are well-known performance indicators in classification problems. In order to calculate these performance indicators, the confusion matrix is obtained firstly, which consists of the metrics true positive (TP), true negative (TN), false positive (FP), and false negative (FN). Table 3 explains the meanings of these attributes where, “1” denotes an attacker and “0” a normal vehicle.

Accuracy gives the general correct classification ratio, that is, the rate of true prediction of both 0 and 1 to all cases. Precision is the rate of TP to all cases predicted as 1, whereas recall is the rate of TP to all cases actually 1.

Precision and recall show an inverse trend: when precision increases, recall will decrease and vice versa. Therefore,
TABLE 4. Comparison of features and detection techniques.

| Paper | Year | Features | Nb Features | Techniques |
|-------|------|----------|-------------|------------|
| [40]  | 2019 | RSSI, distance between sender and receiver, F-BSM, M-BSM, W-BSM | 5 | KNN, SVM |
| [41]  | 2019 | Position, speed, distance between sender and receiver, difference of speed between sender and receiver | 4 | LR, SVM |
| [42], [43] | 2018, 2019 | Location plausibility, movement plausibility, difference between calculated and predicted speed, magnitude of difference for speed, total displacement between calculated and predicted displacement | 5 | KNN, SVM, RF, LR, LSTM |
| [44]  | 2019 | RSSI, delta position of sender, delta speed of sender, distance between sender and receiver, delta position of receiver, delta speed of receiver | 6 | KNN, RF, DT, LR, Bagging |

B. DISCUSSION FOR RESULTS OF FEATURES COMPARISON

In order to show the interest in the new proposed features and the efficiency of the used approach, this section compares our results with those obtained by other works that are implemented using VeReMi dataset [40]–[44]. A summary of these works is given in Table 4.

To be able to present the performance of the proposed mechanism, the new features proposed in this work (AoA, $\hat{d}$, $\Delta d_{R \rightarrow S}$) are fixed in all possible feature combinations. Besides, previously defined features in the literature are added in pairs to these combinations. After several simulations, the combinations which yield commonly better performances were selected and are listed in Table 5.

Regarding the results of the used methods, the best features combination is selected for each scenario (traffic density, attacker rate, and position falsification attack type). The results of this step are summarized in Table 6, in which the notation $i^{th}$ corresponds to the best combination ID present in Table 5. The analysis of these results indicates clearly that both of $2^{nd}$ and $5^{th}$ combinations are well suitable for high traffic density while there are still other good combinations for low and medium densities.

Since the attacker rate is not obvious to be estimated, one has to optimize the performances of the IDS regarding only the traffic density. For this purpose, we recommend using the combinations summarized in Table 7 that have shown the best performances depending on the traffic density.

The works from [40]–[44] were primarily evaluated and the best one was selected, which was finally the mechanism proposed in [44] for every scenario. This best related work was then compared with our best features’ combinations shown in Table 7 that were directly derived from Table 6.

Then, the average results of the three methods (kNN, RF, and Stacking) in terms of accuracy, F1-Score, and computation time are computed for each attack type at different traffic densities as shown in Table 8. The accuracy and F1-Score results vary between 81.2% and 92.5% for different scenarios. One can also infer that the computation time increases as the traffic density increases for each Attack ID.

Furthermore, the percentages of the average improvements comparing with the work [44] are given in Table 8 in parentheses. According to this table, it can be easily seen that the computation time is reduced in each case for our proposal. Computation time mainly depends on the number of used features for classification and the learning method as well as the size of the data. When comparing our mechanism with the one in [44], while using the same learning methods and the same datasets with different feature combinations, one can notice that our proposal provides better or similar accuracy and F1-score by considering fewer number of features, which requires considerably less computation time. This decrease is very significant and it impacts positively the learning phase, while reducing its duration and the consumed resources needed for this phase. Furthermore, the accuracy and F1-score for Attack IDs 2, 4, and 16 are increased at almost all traffic densities, when implementing our proposal.

In the case that the position falsification type is unknown, one can need to implement a feature combination at a certain traffic density in order to detect any kind of these attacks. The $5^{th}$ feature combination, which consists of using the features AoA, $d$, $\Delta d_{R \rightarrow S}$, $\Delta P_{S,a}$, and $\Delta P_{R,a}$, is the most suitable one for this purpose and outperforms other combinations for different traffic densities. Since the position falsification attacks

TABLE 5. Different feature combinations.

| Combination ID | Features |
|----------------|----------|
| 1 | AoA |
| 2 | $\hat{d}$ |
| 3 | $\Delta d_{R \rightarrow S}$ |
| 4 | $\Delta P_{S,a}$ |
| 5 | $\Delta P_{R,a}$ |
| 6 | $P_{S,a}$ |
| 7 | $\Delta S_{R,a}$ |
| 8 | $\Delta S_{R,a}$ |
| 9 | $S_{R,a}$ |

TABLE 6. Selection of feature combination for each scenario.

| Traffic Density | Attacker Rate | Attack ID |
|-----------------|---------------|-----------|
| Low | 10 | 9th | 5th | 9th | 3rd | 9th |
| Low | 20 | 5th | 9th | 9th | 7th | 5th |
| Low | 30 | 5th | 9th | 9th | 8th | 9th |
| Medium | 10 | 9th | 9th | 6th | 9th | 7th | 9th |
| Medium | 20 | 5th | 9th | 9th | 9th | 9th | 9th |
| Medium | 30 | 5th | 9th | 9th | 9th | 9th | 9th |
| High | 10 | 5th | 9th | 2nd | 9th | 2nd | 5th |
| High | 20 | 2nd | 9th | 2nd | 9th | 2nd | 5th |
| High | 30 | 5th | 9th | 2nd | 5th | 2nd | 5th |
TABLE 7. Selection of feature combination for each density.

| Traffic Density | Attack ID  | 1 | 2 | 4 | 8 | 16 |
|-----------------|-----------|---|---|---|---|----|
| Low             | 5^{th}    | 5^{th} | 5^{th} | 5^{th} | 8^{th} |     |
| Medium          | 5^{th}    | 5^{th} | 5^{th} | 2^{nd} | 5^{th} |     |
| High            | 5^{th}    | 5^{th} | 2^{nd} | 5^{th} | 2^{nd} |     |

TABLE 8. The average performances of the proposed mechanism using feature combinations in Table 7 and improvements comparing with [44].

| Attack ID | Traffic Density | Accuracy | F1-Score | Computation Time |
|-----------|-----------------|----------|----------|------------------|
| 1         | Low             | 0.820    | 0.889    | 10.7 (4.4)       |
|           | Medium          | 0.860    | 0.910    | 188.7 (41.5)     |
|           | High            | 0.866    | 0.915    | 99390.5 (33.5)   |
| 2         | Low             | 0.825    | 0.890    | 19.9 (27.3)      |
|           | Medium          | 0.869    | 0.916    | 277.7 (30.7)     |
|           | High            | 0.873    | 0.920    | 9472.2 (24.7)    |
| 4         | Low             | 0.846    | 0.909    | 18.7 (40.5)      |
|           | Medium          | 0.835    | 0.893    | 298.2 (31.5)     |
|           | High            | 0.848    | 0.903    | 10728.4 (34.5)   |
| 8         | Low             | 0.816    | 0.888    | 19.2 (37.9)      |
|           | Medium          | 0.852    | 0.900    | 325.0 (43.3)     |
|           | High            | 0.852    | 0.907    | 99599.9 (31.1)   |
| 16        | Low             | 0.822    | 0.886    | 16.5 (40.3)      |
|           | Medium          | 0.881    | 0.925    | 255.2 (41.8)     |
|           | High            | 0.874    | 0.920    | 99482.2 (33.4)   |

TABLE 9. The average performances of the proposed mechanism using the 5th feature combination and improvements comparing with [44].

| Attack ID | Traffic Density | Accuracy | F1-Score | Computation Time |
|-----------|-----------------|----------|----------|------------------|
| 1         | Low             | 0.820    | 0.889    | 18.7 (40.5)      |
|           | Medium          | 0.860    | 0.910    | 188.7 (41.5)     |
|           | High            | 0.866    | 0.915    | 99390.5 (33.5)   |
| 2         | Low             | 0.825    | 0.890    | 19.9 (27.3)      |
|           | Medium          | 0.869    | 0.916    | 277.7 (30.7)     |
|           | High            | 0.873    | 0.920    | 9472.2 (24.7)    |
| 4         | Low             | 0.840    | 0.905    | 18.7 (40.5)      |
|           | Medium          | 0.830    | 0.896    | 263.9 (31.3)     |
|           | High            | 0.840    | 0.909    | 10109.3 (34.5)   |
| 8         | Low             | 0.808    | 0.884    | 17.8 (46.7)      |
|           | Medium          | 0.839    | 0.892    | 264.7 (46.6)     |
|           | High            | 0.852    | 0.907    | 99599.9 (31.3)   |
| 16        | Low             | 0.821    | 0.882    | 12.3 (48.9)      |

FIGURE 9. Comparison of detection methods for Attack ID 1.

are examined here, it is reasonable that a combination with the features related to location and distance provides an efficient IDS to detect these attacks. Table 9 presents the average performances of the used methods for the 5th feature combination and the percentages of the improvements (between parentheses) compared with the best related work [44]. When applying the 5th combination to all the scenarios, one can see real improvements in accuracy, F1-score, and computation time compared with the best related work [44] for Attack IDs 2, 4, and 16. For Attack ID 1, despite that our proposal enhances the performances for the medium traffic density, it does not improve the accuracy and the F1-score at low and high traffic densities. The results for Attack ID 8 do not show a real improvement comparing with the work [44]. Nevertheless, these decreases in detection performances of Attack IDs 1 and 8 are less than 0.7% on average, which can be neglected regard to the huge improvement in computation time.

The improvements were made by our proposed detection mechanism compared with the best related work [44] due to the new proposed features for position falsification detection. In [44], both the delta position and delta speed of the sender and receiver were considered as well as the RSSI and the declared distance between sender and receiver. However, our proposal exploits the features related to the position rather than the speed. Considering not only the declared distance between sender and receiver but also the estimated distance ensures these improvements in detection of position falsification.

C. DISCUSSION FOR RESULTS OF DETECTION METHODS

All the averaged results presented in the previous subsection were obtained using the methods kNN, RF, and Stacking in order to select the best feature combination for different traffic densities. On the other hand, it is obvious to compare the performances of these classification methods after selecting the 5th combination since it shows the best results. Thus, the performances of every method in terms of accuracy and F1-Score are retrieved at each traffic density for different attack types. Note here that the presented results are averaged by the attacker rates (10%, 20%, and 30%) to avoid its impact.

Fig. 9 represents the performances of the three classification methods (kNN, RF, and Stacking) for Attack ID 1 (Constant position) for different densities. It shows that Stacking method is the best one with 83.6% accuracy and 90.1% F1-score at the low traffic density to detect Attack ID 1, whereas RF is the best choice at the medium and high densities with better performances in both indicators. Moreover, the detection rate at the high density is the best compared to other densities for this type of attack, with an accuracy of 87.2% and an F1-score of 92.2%.

For Attack ID 2 (constant offset), performances, depicted in Fig. 10, show that RF is the best method for each traffic density. The accuracy rates are respectively 84.7%, 87.6%, and 88.1%, which indicate that the performance of the detection increases with traffic density. In addition, we achieved...
the highest accuracy at the high density with Attack ID 2 comparing to other attack types (1, 4, 8, and 16).

Fig. 11 details the results of Attack ID 4 (random position), which show similar behavior than the ones obtained for Attack ID 1. The best method choices for all densities are the same than the Attack ID 1. Stacking can detect this attack with the highest accuracy, which is 85.9%, compared to all other attack types (1, 2, 8, and 16) at the low density. Despite this success, RF is the best method at the medium and high traffic densities with an accuracy of 84.3% and 85.5%, respectively.

Fig. 12 shows that Stacking can be chosen at the low traffic density to detect Attack ID 8 (random offset) with an accuracy of 81.9%. However, it is the lowest rate compared to other attack types (1, 2, 4, and 16) at this density. Moreover, the results for random offset (ID 8) attack are close to the ones for random attack (ID 4) at the medium and high densities. This could be explained by the fact that these two types of attacks are similar in their way of attack launching. In fact, RF is the best detection method at these densities with an accuracy of 85.2% and 86.4%, respectively.

Finally, Fig. 13 illustrates the performances of each method for Attack ID 16 (eventual stop). RF is the best choice for all traffic densities for this type of attack. The accuracy and F1-score rates for the detection of Attack ID 16 are almost equal with RF and Stacking at the medium density. Thus, RF is chosen as well to be coherent with the other attack types.

Furthermore, the highest accuracy, compared to other attack types (1, 2, 4, and 8) at the medium density, is still obtained for this type of attack (88.4%).

Based on these results, the best methods for each traffic density and for each attack type are summarized in Table 10. It is seen that Stacking is preferred for Attack IDs 1, 4, and 8 in the low traffic density, whereas RF gives the best results for Attack IDs 2 and 16. However, RF is mainly suggested for each attack type at the medium and high densities.

In order to obtain a robust detection mechanism, a common detection method is proposed in this paper for each traffic density, regardless of the attack type. At the low traffic density, although Attack IDs 2 and 16 are detected with a higher performance using RF, Stacking can still be chosen as it produces close results to RF (see again Fig. 10 and Fig. 13). Consequently, the best detection method is Stacking at low traffic density and RF at medium and high traffic densities.

The suggested IDS mechanism for position falsification at different traffic densities is illustrated in Fig. 14. First, a vehicle has to check the level of traffic density. If it is located on a road with a low traffic density, Stacking is preferred...
to detect the position falsification attack. Otherwise, RF is selected at the medium and high densities.

V. CONCLUSION

In this paper, a distributed IDS, including new proposed features, is presented for VANETs to detect position falsification attacks. The well-known ML techniques, kNN and RF, and an ensemble learning by Stacking of kNN and RF are implemented to build a coherent mechanism. This learning step is launched in a central server. Then, the IDS scheme is deployed on the vehicles to detect distributively the attackers. Each scenario for different traffic densities, attacker rates, and attack types are analyzed separately using these three detection methods. By this comprehensive analysis, a generalized detection mechanism is constructed for position falsification attacks in VANETs.

The new proposed features to detect misbehavior are the angle of arrival between sender and receiver, the estimated distance calculated using the RSSI, and the difference of the angle of arrival between sender and receiver. Furthermore, the proposed detection methods were evaluated separately to obtain the most suitable method as well as the best feature combination. Then, a common detection method is suggested in each traffic density for any attack type: Stacking at the low density, RF at the medium and high densities.

Although the proposed scheme includes an efficient detection mechanism, it does not suggest any reaction mechanism for vehicles. Thus, to avoid this limitation, the work can be expanded with a suitable reaction mechanism as well (for example sending notifications to other vehicles, passive or active revocation of attackers, etc.).

Different other types of attacks, than the position falsification (e.g. DoS, DDoS, Sybil, black-hole attacks, etc.), could be also considered. A detection mechanism for a multi-class scheme that detects not only the attack but its type in the same algorithm can be developed.
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