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Abstract: This paper investigates the effective capacity of a point-to-point ultra-reliable low latency communication (URLLC) transmission over multiple parallel sub-channels at finite blocklength (FBL) with imperfect channel state information (CSI). Based on reasonable assumptions and approximations, we derive the effective capacity as a function of the pilot length, decoding error probability, transmit power and the sub-channel number. Then we reveal significant impact of the above parameters on the effective capacity. A closed-form lower bound of the effective capacity is derived and an alternating optimization based algorithm is proposed to find the optimal pilot length and decoding error probability. Simulation results validate our theoretical analysis and show that the closed-form lower bound is very tight. In addition, through the simulations of the optimized effective capacity, insights for pilot length and decoding error probability optimization are provided to evaluate the optimal parameters in realistic systems.
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I. INTRODUCTION

Ultra-reliable and low-latency communication (URLLC) is one of the main service scenarios supported by 5G wireless networks and beyond. It can enable many mission-critical applications such as autonomous driving, industrial automation, remote surgery and so on [1]. URLLC entails much stricter quality-of-service (QoS) requirements including a small packet error probability between $10^{-9} \sim 10^{-5}$ and a very low latency around 1 ms [1–4]. For URLLC, the latency is defined as end-to-end delay [1, 2], which not only contains the transmission delay in the physical layer but also includes the queueing delay in the buffer. The reliability is defined as the probability that a finite-size data packet is successfully delivered by the transmitter to the receiver within a target time duration [1]. Therefore, the reliability inherently includes the latency constraint and we can also call reliability as delay violation probability as it requires the latency constraint satisfied. Conventionally, due to the stochastic nature of wireless channels, it is quite challenging to support communications that have stringent requirement for delay and reliability.

To ensure low transmission latency, the packet size of URLLC is usually very small. Under the short-packet, or equivalently, finite blocklength (FBL), transmission constraint, the conventional Shannon formula derived from infinite blocklength model with error-free transmission is not applicable [5]. Specif-
ically, transmission at FBL will bring non-negligible loss in the achievable channel coding rate and non-zero probability of decoding error [6]. Another related and important problem is to study the impact of imperfect channel state information (CSI) under the FBL constraint [7]. Training based CSI acquisition will bring the tradeoff between the pilot length and the payload length. On the one hand, longer pilot length will improve the accuracy of the channel estimation but reduce the remaining blocklength for payload transmission. On the other hand, shorter pilot length will deteriorate the estimation of the channel while increase the blocklength for the payload transmission. The aim of this work is to investigate the throughput performance of URLLC from the link layer perspective in term of effective capacity, at FBL taking both statistical delay requirements and imperfect CSI into consideration.

1.1 Related Works

Information-theoretic study on the channel coding rate in the FBL regime was presented in [6] recently, where the authors proposed an accurate approximation (i.e., normal approximation) of the achievable rate over additive white Gaussian noise (AWGN) channels as a function of the signal-to-noise ratio (SNR), blocklength of the codeword, and decoding error probability. The extension to multiple-antenna fading channels was considered in [8, 9]. These new results have inspired many new research papers in different aspects.

Many of the existing works on URLLC have focused on how to achieve the stringent QoS requirement in the physical layer. Xu et al. investigated the energy-efficient packet scheduling problem over quasi-static block fading channels [10]. In [11], Sun et al. analyzed a nonorthogonal multiple access (NOMA) based downlink low latency transmission problem. Hu et al. [12] investigated the relay based cooperative URLLC transmission. Makki et al. [13] studied the hybrid automatic repeat request (ARQ) protocol in block fading channels. However, all of these works assumed perfect CSI at both the transmitter and the receiver. There are also many papers that consider both FBL and imperfect CSI. The works [14–16] investigated communications in block fading channels with pilot length optimizations under the assumption of the imperfect CSI estimation in the physical layer. Cheng et al. [17] investigated the effective capacity in the FBL regime was first analyzed by Gursoy in [23] with queueing constraints. It is proved that there exists a unique decoding error probability that maximizes the effective capacity. Hu et al. [24] investigated the optimal multiuser power allocation problem to maximize the normalized sum effective capacity with fixed decoding error probability. The authors in [25] obtained a closed-form approximation of the effective capacity under Rayleigh fading channel for machine type communications (MTC) through proper expansion and then investigated the power-delay tradeoff for fixed effective capacity. It is worthwhile to mention that, all the above works consider the channel coding performed only within one fading block. The following works consider the channel coding across multiple blocks. Choi [26] studied the effective capacity of parallel multi-channel for low latency communication for both infinite blocklength and FBL. Therein, FBL is only considered for the statistical CSI case where the channel coding rate remains unchanged for all fading blocks. Qiao et al. [27] investigated the effective capacity with FBL channel coding over multiple coherence blocks and re-
revealed the relationships between the decoding error probability, coherence block number and the effective capacity. Note that the tradeoffs among these system parameters are discussed via simulation results only. Nevertheless, none of these effective capacity related works considered the imperfect CSI scenario and finite blocklength at the same time.

The tool of SNC also has been applied for the link layer performance analysis for URLLC. Specifically, Xiao et al. [28, 29] investigated the power allocation problem and analyzed the delay performance in the link layer in downlink NOMA systems utilizing SNC. But these two papers did not take FBL channel coding and imperfect CSI into consideration. Schiessl et al. [30, 31] investigated the delay performance through a newly derived closed-form but approximate decoding error probability by taking both FBL and imperfect CSI into consideration with SNC. These two paper provided rate adaption strategies which lead to a minimum delay violation probability. However, none of these above SNC related works derived explicit closed-form relation between the delay violation probability and the considered parameters.

In this paper, we are primarily interested in the throughput performance with QoS guarantee instead of delay performance. Therefore, effective capacity is more suitable and we employ it as our analysis tool in this work.

1.2 Our Contributions

This work provides an analytical study on the performance in the link layer in terms of effective capacity at FBL with imperfect CSI over multiple parallel fading channels. Instantaneous CSI is assumed unavailable at the transmitter so that the transmitter must send pilot sequence to the receiver for channel estimation, then the receiver feeds back the estimated CSI. The main contributions and findings are as follows:

- Effective Capacity in Exponential Integral Expression and System Parameters’ Impact: We first derive an expression in the form of exponential integral for the effective capacity of the parallel channels following Rayleigh fading at FBL with imperfect CSI. This expression facilitates the evaluation the effective capacity with respect to key system parameters, including the pilot length, the decoding error probability, the transmit power as well as the sub-channel number. More specifically, it is proved that the effective capacity is concave with respect to the pilot length \( n_t \) and its inner term is also concave with respect to the decoding error probability \( \varepsilon \) respectively. This indicates that there exists a unique optimal pilot length \( n_t^* \) and unique optimal decoding error probability \( \varepsilon^* \) that maximize the effective capacity respectively.

- Closed-Form Lower Bound of Effective Capacity and Optimization Algorithm: With reasonable approximations, we derive a closed-form lower bound of the effective capacity possessing the same properties with respect to the aforementioned parameters. Based on the closed-form lower bound, an alternating optimization-based algorithm is proposed to find the optimal pilot length and decoding error probability for maximizing the effective capacity at given transmit SNR and sub-channel number.

- Numerical Validation and Key Observations: Numerical results validate that the lower bound of effective capacity is quite tight over a wide range of system parameters. Furthermore, through the numerical results of the optimized effective capacity, it is shown that the optimal decoding error probability \( \varepsilon^* \) decreases exponentially as the sub-channel number \( m \) or transmit SNR \( \gamma_0 \) (in dB) increases. The optimal pilot length \( n_t^* \) keeps constant as the sub-channel number increases. When the transmit SNR \( \gamma_0 \) increases, the optimal pilot length \( n_t^* \) decreases gradually and eventually keeps constant.

The remainder of this paper is organized as follows: Sec. II presents the system model and preliminaries of the FBL channel coding. Our main contributions are presented in Sec. III, identifying the impact of considered system parameters on the effective capacity and then providing a closed-form lower bound of the effective capacity. Numerical results are presented in Sec. IV. Finally, Sec. V concludes this paper.

II. SYSTEM MODEL AND EFFECTIVE CAPACITY

We consider data transmission from a source to a destination over multiple parallel fading channels using FBL coding as shown in Figure 1. The information...
2.1 Physical Layer Model

Let \( m \) denote the total number of parallel fading channels. Each sub-channel is subject to independent and identically distributed (i.i.d) Rayleigh block fading with additive white Gaussian noise. The fading coefficients, denoted as \( \{h_i\}_{i=1}^{m} \), remain constant within each block consists of \( n \in \mathbb{N} \) channel uses and change independently from one block to another. The channel gain is assumed to be normalized with \( E[|h_i|^2] = 1, \forall i \), and thus each channel coefficient follows the distribution \( h_i \sim \mathcal{CN}(0, 1) \). The transmission block structure of each sub-channel is illustrated in Figure 2, where the first \( n_t = \alpha n \in \mathbb{N} \) channel uses of each block are used for training and the remaining \( n_d = n - n_t \) channel uses are for data transmission.

We ignore the CSI feedback part due to the fact that very few bits will be used to feed back the estimated fading coefficient to the transmitter. Furthermore, the feedback is assumed to be error-free and delay-free for simplicity of analysis.

In the training phase, the transmitter sends a pilot sequence of length \( n_t \) on each sub-channel for channel estimation. The received pilot signal over the \( i \)-th sub-channel, for \( i = 1, ..., m \), can be written as

\[
y_i^p = \sqrt{n_t p} h_i^H q_i + n_i,
\]

where \( p \) is the pilot transmit power at the transmitter, \( q_i \) is the pilot sequence with \( q_i^H q_i = 1 \) and \( n_i \sim \mathcal{CN}(0, \sigma^2) \) is the additive white Gaussian noise.

Then the minimum mean square error (MMSE) estimate of the channel coefficient \( h_i \) is given by [32],[33]

\[
\hat{h}_i = \frac{n_t \gamma_0}{1 + n_t \rho} h_i + \frac{\sqrt{n_t \gamma_0}}{1 + n_t \gamma_0} n_i,
\]

where we define the transmit SNR as \( \gamma_0 = \frac{p}{\sigma^2} \). Hence, \( \hat{h}_i \) is also Gaussian distributed as \( \hat{h}_i \sim \mathcal{CN}(0, \frac{n_t \gamma_0}{1 + n_t \gamma_0}) \).

Figure 1. System diagram for multiple parallel fading channels URLLC transmission.

Figure 2. Illustration of the block structure on each sub-channel: the transmitter first sends pilot to the receiver, then the receiver feeds back the fading coefficient to the transmitter (omitted in the figure), finally the transmitter sends data to the receiver according to the estimated CSI.
The relationship between the MMSE estimate of the channel coefficient \( \hat{h}_i \) and its true value \( h_i \) can be given as [32]
\[
h_i = \hat{h}_i + z_i, \quad (3)
\]
where the channel estimation error \( z_i \sim \mathcal{CN}(0, \frac{1}{1+n_i \gamma_0}) \) is independent of \( \hat{h}_i \). After the training phase, the receiver feeds back the estimated channel coefficients to the transmitter using an ideal feedback link.

In the data transmission phase, both the receiver and the transmitter treat the estimated CSI as the realistic channel coefficients. Thus the estimation error \( z_i \) will be regarded as noise. The received signal on sub-channel \( i \) is given by:
\[
y_i = \sqrt{p}h_is_i + w_i = \sqrt{p}\hat{h}_is_i + \sqrt{p}z_is_i + w_i, \quad (4)
\]
where \( s_i \) is the transmitted signal with unit-power on the \( i \)th sub-channel, \( p \) is the data transmit power on each sub-channel and \( w_i \) is the complex Gaussian noise with zero mean and variance \( \sigma^2 \). Here we have assumed the training phase and data transmission phase have the same transmit power and the same noise power. According to the property of MMSE estimation, the estimation error and the estimated channel coefficient \( \hat{h}_i \) are independent. Thus the second noise term \( \{v_i\} \) in (4) can be viewed as independent to the first signal term.

The instantaneous received SNR of the \( i \)th sub-channel can be represented as
\[
\hat{\gamma}_i = p|\hat{h}_i|^2 \bigg/ \sigma^2 + \frac{p|\hat{h}_i|^2}{1+n_i \gamma_0} = \frac{n_i \gamma_0}{1 + \gamma_0 + n_i \gamma_0} x_i = Gx_i, \quad (5)
\]
where \( |\hat{h}_i|^2 = \frac{n_i \gamma_0}{1+n_i \gamma_0} x_i \), \( x_i \) is an exponential distributed random variable with probability density function \( f_{PDF}(x_i) = e^{-x_i} \), and \( G = \frac{n_i \gamma_0}{1+n_i \gamma_0} \) can be viewed as the average received SNR taking channel estimation error into account.

We assume that channel coding is performed across the \( m \) sub-channels, since these \( m \) parallel channels with estimated channel coefficients can be viewed as parallel AWGN channels with different noise variances. According to [34], the achievable coding rate in bits per channel use is shown in (6),
\[
R(\{\hat{\gamma}_i\}_1^m, \varepsilon) = \frac{1}{m} \sum_{i=1}^{m} \log_2 (1 + \hat{\gamma}_i) - \sqrt{\frac{V(\{\hat{\gamma}_i\}_1^m)}{n_d m}} Q^{-1}(\varepsilon) + o \left( \frac{\log_2 n_d}{mn_d} \right), \quad (6)
\]
where \( \varepsilon \) is the block decoding error probability, \( Q^{-1}(\cdot) \) is the inverse of the Gaussian Q function
\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2} dt, \quad (7)
\]
and \( V \) is the channel dispersion
\[
V(\{\hat{\gamma}_i\}_1^m) = \frac{1}{m} \sum_{i=1}^{m} \left( 1 - \frac{1}{(1 + \hat{\gamma}_i)^2} \right) \log_2 e. \quad (8)
\]
The achievable rate expression (6) is known as the normal approximation. For simplicity of analysis, we neglect the third term and approximate the channel dispersion term with an upper bound
\[
V(\{\hat{\gamma}_i\}_1^m) \approx \log_2 e. \quad (9)
\]
Then, an approximate lower bound of the achievable rate at FBL can be obtained as:
\[
R(\{\hat{\gamma}_i\}_1^m, \varepsilon) = \frac{1}{m} \sum_{i=1}^{m} \log_2 (1 + \hat{\gamma}_i) - \frac{\log_2 e}{\sqrt{n_d m}} Q^{-1}(\varepsilon). \quad (10)
\]
This approximation is shown to be accurate at high SNR (\( \geq 3 \)dB) in [35], especially when multiple parallel channels are considered.

### 2.2 Link Layer Model and Effective Capacity with Imperfect CSI at FBL

We assume that the transmitter applies a simple automatic repeat request (ARQ) mechanism as in [27]. Namely, when each transmission is over, the receiver can reliably detect the error transmission and then send a negative acknowledgement requesting for retransmission in case of transmission error. This feedback link is also assumed to be error-free and delay-free. When error occurs, the service rate of a specific transmission block is zero. Therefore, the service rate at the \( j \)th transmission block (in bits per block) can be
expressed as
\[
s(j) = \begin{cases} 
0, & \text{probability } \varepsilon \\
mn_d R(\{\hat{\gamma}_i\}_1^n, \varepsilon), & \text{probability } 1 - \varepsilon.
\end{cases}
\]

(11)

The sequence \( \{s(j), j = 1, 2, \ldots\} \) is a discrete-time stationary and ergodic stochastic service process.

Effective capacity is the maximum constant arrival rate that a given service process can support with statistical QoS guarantee specified by the QoS exponent \( \theta \) \[19\]. It can be calculated as \[19\]

\[
C_E(\theta) = - \lim_{t \to \infty} \frac{1}{\theta t} \ln \mathbb{E}\{e^{-\theta s(1,t)}\} \text{ bits/block},
\]

(12)

where \( S(1, t) = \sum_{i=1}^{t} s(i) \) is the accumulated amount of service bits up to the \( t \)-th transmission block.

Given the effective capacity \( C_E(\theta) = \mu \), the probability that the transmission delay of the arrived information bits in slot \( t \), denoted as \( D(t) \), exceeds a target delay bound \( D_{\text{max}} \), i.e., delay violation probability, can be expressed approximately as \[19\]

\[
P(D(t) > D_{\text{max}}) \approx \eta e^{-\theta \mu D_{\text{max}}},
\]

(13)

where \( \eta \) is the buffer non-empty probability and the QoS exponent \( \theta \) indicates the decaying speed. When the effective capacity and the delay bound are given, for larger \( \theta \), the delay violation probability decays faster. Therefore, throughout performance with different statistical QoS guarantee (i.e., delay violation probability) can be characterized appropriately by the effective capacity with different decaying exponent \( \theta \).

By definition (12), the effective capacity of \( m \) parallel channels at FBL can be given by

\[
C_E(\theta) = - \lim_{t \to \infty} \frac{1}{\theta t} \ln \mathbb{E}\{e^{-\theta s(1,t)}\}.
\]

(14)

\[
= - \lim_{t \to \infty} \frac{1}{\theta t} \ln \mathbb{E}\{e^{-\theta s(j)}\}^t.
\]

(15)

\[
= - \frac{1}{\theta} \ln \mathbb{E}\{e^{-\theta s(j)}\}.
\]

(16)

\[
= - \frac{1}{\theta} \ln \left\{ \varepsilon + (1 - \varepsilon)e^{-\theta mn_d R(\{\hat{\gamma}_i\}_1^n, \varepsilon)} \right\},
\]

(17)

where the expectation is with respect to \( \hat{\gamma} = [\hat{\gamma}_1, \hat{\gamma}_2, \ldots, \hat{\gamma}_m] \). Note that (15) follows from the fact that the services process \( s(j) \) changes independently from one block to another. By substituting (10) into (17), effective capacity is obtained as shown in (18)-(20).

\[
C_E(\theta) = - \frac{1}{\theta} \ln \mathbb{E}\{e^{-\theta mn_d R(\{\hat{\gamma}_i\}_1^n, \varepsilon)}\}
\]

(18)

\[
= - \frac{1}{\theta} \ln \left\{ \varepsilon + (1 - \varepsilon)e^{\theta \varepsilon Q^{-1}(\varepsilon)\ln mn_d e} \right\}.
\]

(19)

\[
= - \frac{1}{\theta} \ln \left\{ \varepsilon + (1 - \varepsilon) \left[ e^{-\theta mn_d (1 + \hat{\gamma})} + \theta mn_d (1 + \hat{\gamma}) e^{\theta \varepsilon Q^{-1}(\varepsilon)\ln mn_d e} \right] \right\}.
\]

(20)

2.3 Key System Parameters

The main focus of this paper is to investigate the impact of the key system parameters, including the pilot length \( n_t \), decoding error probability \( \varepsilon \), transmit power \( p \) and the sub-channel number \( m \) on the effective capacity. They are elaborated as follows:

**Impact of pilot length \( n_t \):** When using a long training sequence of \( n_t \) symbols, the channel estimation becomes more accurate, allowing transmissions with higher reliability but leaving fewer symbols \( n_d = n - n_t \) for the data transmission. While using a short training sequence, the channel estimation becomes inaccurate while the channel uses for the data transmission increases. Thus, the parameter \( n_t \) should be chosen carefully. This is particularly the case for FBL transmission since the blocklength reduction of
the data transmission part deteriorates the communication performance more rapidly due to the second order penalty term in (6).

**Impact of the decoding error probability $\varepsilon$:** When adopting a larger decoding error probability, the transmission rate is larger while more retransmissions will be needed; when adopting a smaller decoding error probability, the channel coding rate decreases while the number of retransmission will be small. Finding the optimal decoding error probability that maximizes the system throughput is quite important.

**Impact of the transmit power $p$ (i.e., transmit SNR):** The throughput increases as the transmit power increases by no means. But how does the throughput increase, especially in the FBL regime is still under investigated. Answering this question may help us design more practical power control scheme for URLLC systems.

**Impact of the number of sub-channels $m$:** Similar to the transmit power, how does the throughput increase as the number of sub-channels increases? This impact can provide valuable insights for subcarrier allocation in the OFDM system.

**III. PERFORMANCE ANALYSIS**

In this section, we first show the impact of the pilot length and the decoding error probability on the effective capacity and identify the optimal tradeoffs. Then the impact of the transmit power as well as the sub-channel number on the effective capacity are addressed. We then derive a closed-form lower bound of the effective capacity. Finally, we propose an alternating optimization based algorithm to maximize the effective capacity through optimizing the pilot length and the decoding error probability iteratively.

**3.1 Impact of the Considered Parameters on Effective Capacity**

In this subsection, we will investigate the impact of the pilot length $n_t$, transmit power $p$, sub-channel number $m$ and decoding error probability $\varepsilon$ on the effective capacity. Firstly, let us consider the impact of the decoding error probability $\varepsilon$. Denote the inner function in (18) with respect to $\varepsilon$ as shown in (21).

$$T(\varepsilon) = E \left\{ \varepsilon + (1 - \varepsilon) \varepsilon + \sum_{i=1}^{m} \log_2 \left( 1 + \hat{\gamma}_i \right) - \frac{\log_2 e}{mn_d Q^{-1}(\varepsilon)} \right\}. \tag{21}$$

**Theorem 1.** For given $\theta$, $m$, $n_t$ and $p$, $T(\varepsilon)$ is strictly convex in $\varepsilon$.

**Proof.** This theorem follows directly Theorem 1 in [27], with the only difference that our channel coding is performed over multiple sub-channels and while it is over multiple coherence blocks in [27].

Theorem 1 indicates that there exists an optimal decoding error probability that maximizes the effective capacity when the other parameters are given. This result reveals the optimal tradeoff between the decoding error probability (retransmissions) and the channel coding rate in terms of effective capacity.

Then we will consider the impact of the pilot length. Note that we shall remove the integer constraint of $n_t$ in the following analysis.

**Theorem 2.** For given $\theta$, $m$, $\varepsilon$ and $\gamma_0$, when $\alpha = \frac{n_t}{n} \in (0, 0.2)$, the effective capacity $C_E(\theta)$ is concave in $n_t$.

**Proof.** Please see appendix A.

Theorem 2 indicates that if the ratio of the pilot length over the entire transmission blocklength is upper bounded by a certain value, there exists a unique pilot length $n_t^*$ that maximizes the effective capacity $C_E(\theta)$. This result identifies the optimal tradeoff between the pilot length and the payload length in terms of the effective capacity.

**Theorem 3.** Assume that the received SNR $\hat{\gamma}_i > -3dB$, $\forall i \in \{1, 2, ..., m\}$, for given $\theta$, $m$, $\varepsilon$ and $n_t$, the effective capacity $C_E(\theta)$ is concave and monotonically increasing with respect to $p$. 
Proof. Please see appendix B.

This result indicates that under the given minimum received SNR assumption, as the transmit power increases, the effective capacity increases but in a diminishing manner. When the transmit power is large enough, the inner term of (21) is bounded by $\varepsilon$, hence the effective capacity is bounded by $-\frac{1}{\theta} \ln \varepsilon$. In this case and the decoding error probability becomes the main factor which affects the effective capacity.

**Theorem 4.** For given $\theta$, $p$, $n_t$ and $\varepsilon$, the effective capacity $C_E(\theta)$ is monotonically increasing with respect to $m$.

**Proof.** Please see appendix C.

Similarly, there is also an obvious upper bound of the effective capacity $-\frac{1}{\theta} \ln \varepsilon$. This result indicates, as the sub-channel number increases, the effective capacity also increases. When the sub-channel number is large enough, the effective capacity remains constant and the decoding error probability becomes the main factor which affects the effective capacity.

### 3.2 Closed-Form Approximation of the Effective Capacity

The aforementioned analysis indicates the existence of the impact of the parameters on the effective capacity. How to obtain the optimal parameters is a non-trivial problem, because the effective capacity in (20) is still an integral form. In this subsection, we will provide a closed-form lower bound expression of the effective capacity and verify the corresponding properties.

The effective capacity can be transformed as shown in (22)-(25):

\[
C_E(\theta) = -\frac{1}{\theta} \ln \mathbb{E} \left\{ \varepsilon + (1 - \varepsilon)e^{-\theta mn_d} \left\{ \frac{1}{m} \sum_{i=1}^{m} \log_2(1+\gamma_i) - \sqrt{\frac{\log_2\varepsilon}{mn_d}} Q^{-1}(\varepsilon) \right\} \right\} 
\]

(22)

\[
= -\frac{1}{\theta} \ln \left\{ \varepsilon + (1 - \varepsilon)e^{\theta' \sqrt{mn_d} \gamma^{-1}(\varepsilon)} \mathbb{E} \left\{ (1 + Gx_1)^{-\theta' n_d} \right\}^m \right\} 
\]

(23)

\[
= -\frac{1}{\theta} \ln \left\{ \varepsilon + (1 - \varepsilon)e^{\theta' \sqrt{mn_d} \gamma^{-1}(\varepsilon)} \int_{0}^{\infty} (1 + x_1)^{-\theta' n_d} e^{-x} dx_1 \right\}^m \]

(24)

\[
= -\frac{1}{\theta} \ln \left\{ \varepsilon + (1 - \varepsilon)e^{\theta' \sqrt{mn_d} \gamma^{-1}(\varepsilon)} \frac{1}{G} e^{\theta' n_d} \left\{ \frac{1}{G} \right\}^{-m} \right\} 
\]

(25)

therein, $\theta' = \theta \log_2 e$ and $E_v(x)$ is the exponential integral given by

\[
E_v(x) = \int_{1}^{\infty} e^{-xt} t^{-v} dt. 
\]

(26)

From (22) to (23), we employ the fact that all the sub-channels are i.i.d. Then, by applying the upper bound of exponential integral in [36]

\[
E_v(x) \leq \frac{e^{-x}}{v + x - 1}, v > 1, 
\]

(27)

a closed-form lower bound of the effective capacity is obtained in (28).

\[
C_E(\theta) = -\frac{1}{\theta} \ln \left\{ \varepsilon + (1 - \varepsilon)e^{\theta' \sqrt{mn_d} \gamma^{-1}(\varepsilon)} \times \right\} 
\]

(28)

Note that one should have $\theta' n_d > 1$ i.e., $\theta n_d \log_2 e > 1$ to make the upper bound (27) valid. Furthermore, $\theta n_d \log_2 e > 2$ can ensure the upper bound (27)’s tightness and in the following, we will mainly focus on this condition. This condition is reasonable because in the URLLC transmission, the QoS exponent $\theta$ is larger than 0.01 and the blocklength is larger than 200. The closed-form lower bound (28) provides an explicit relationship among the QoS exponent $\theta$, blocklength $n$, decoding error probability $\varepsilon$, and the effective capacity.
average received SNR $G$, and the sub-channel number $m$.

It is obvious that the properties of the closed-form lower bound $C_E(\theta)$ with respect to $\varepsilon$ and $m$ are the same as $C_E(\theta)$. Next we will verify the impact of the pilot length $n_t$ and the transmit power $p$ on the effective capacity lower bound $C_E(\theta)$. Firstly, fix $\varepsilon$ and remove it for simplicity. Furthermore, we employ the variable $n\alpha$ instead of the integer $n_t$ for convenience. Here we assume $\alpha = \frac{n\alpha}{n}$ is constrained by $\alpha \in (0, 0.2)$. Then we denote $\Gamma(m, \gamma_0, \alpha)$ as shown in (29)-(31). From (29)-(30), we employ the property of logarithmic function and from (30)-(31), we adopt the same approximation (A.4) employed in the proof of Theorem 2 in the Appendix.

$$\Gamma(m, \gamma_0, \alpha) = -\frac{1}{\theta} \ln \left[ e^{\theta \sqrt{mn_{d}Q^{-1}(\varepsilon)}} ((\theta' n_{d} - 1)G + 1)^{-m} \right]$$

$$\approx -\sqrt{mn_{d}Q^{-1}(\varepsilon)} \log \varepsilon + \frac{m}{\theta} \ln((\theta' n_{d} - 1)G + 1)$$

$$\approx -\sqrt{mn_{d}Q^{-1}(\varepsilon)} \log \varepsilon \left(1 - \frac{\alpha}{2} + \frac{m}{\theta} \ln((\theta' n(1 - \alpha) - 1)G + 1)\right)$$  

(29) 

(30) 

(31) 

**Theorem 5.** Assume that $\theta n_{d} \log_2 e > 2$, for given $\theta$, $m$, $\varepsilon$ and $p$, when $\alpha \in (0, 0.2)$, the closed-form lower bound of the effective capacity $C_E(\theta)$ is concave over $\alpha$.

**Proof.** Please see Appendix D.

It is easy to prove that the optimal pilot length $n_t^*$ that maximizes $\Gamma(m, \gamma_0, \alpha)$ also maximizes $C_E(\theta)$. Thus, to obtain the optimal pilot length $n_t^*$, we can directly calculate the root of the first order partial derivative of $\Gamma(m, \gamma_0, \alpha)$ in (31) with respect to $\alpha$ and the solution can be found by using binary search method. Note that $\alpha$ is a continuous variable and is in the interval (0, 0.2), while $n_t$ is an integer, thus when we find the optimal $\alpha^*$, it is necessary to compare the two adjacent integers to obtain the optimal $n_t^*$.

**Theorem 6.** Assume that the average received SNR $G > -3dB$ and $\theta n_{d} \log_2 e > 2$, for given $\theta$, $m$, $\varepsilon$ and $n_t$, the closed-form lower bound of the effective capacity $C_E(\theta)$ is concave and monotonically increasing with respect to $p$.

**Proof.** Please see Appendix E.

This theorem indicates that the closed-form lower bound has the same properties as the original function of effective capacity.

3.3 Joint Optimization of Pilot Length and Decoding Error Probability

In this subsection, our purpose is to maximize the effective capacity at given transmit power $p$ and the sub-channel number $m$ by jointly optimizing the pilot length $n_t$ and the decoding error probability $\varepsilon$. The problem is challenging since the effective capacity is not jointly concave in $(n_t, \varepsilon)$. However, the effective capacity is concave in both $n_t$ and $\varepsilon$ individually, here we adopt the the alternating optimization method, which can guarantee convergence. We first give the initial value of a decoding error probability. The optimal $n_t$ can be calculated through the first order derivative of (31) with respect to $\alpha$. The binary search method can find the optimal pilot length $n_t = \lceil n\alpha \rceil$ or $n_t = \lfloor n\alpha \rfloor$ efficiently. Then we take the derived $n_t$ as constant, the optimal decoding error probability can be updated through the first order derivative or directly obtained by leveraging the ternary search method of (28) with respect to $\varepsilon$. Indeed, the expression of the first order derivative of (28) is very complex, the ternary search method is employed in this paper. Based on previous analysis, we can obtain the optimal parameters in each iteration. Thus the convergence of the proposed method can be guaranteed. The overall procedure is outlined in Algorithm 1.
Algorithm 1. Alternating iterative method for effective capacity maximization.

Input: Number of sub-channels \( m \), transmit SNR \( \gamma_0 \);
Output: Optimal pilot length \( n_t \), optimal decoding error probability \( \varepsilon \);

1: Initialize \( \varepsilon(0) = 10^{-3} \), \( i = 1 \)
2: do
3: Calculate the optimal pilot length \( n_t(i) \) that maximizes (31) at given \( \varepsilon(0) \), then calculate the optimized effective capacity \( C_{E_n}(i) \) by (28);
4: Calculate the optimal decoding error probability \( \varepsilon(i) \) that maximizes (28) at given pilot length \( n_t(i) \), then calculate the optimized effective capacity \( C_{En}(i) \) by (28);
5: while \( C_{En}(i) - C_{E_n}(i) > 10^{-4} \)
6: return \( \varepsilon(i), n_t(i) \)

IV. NUMERICAL RESULTS

In this section, we evaluate our derived effective capacity and the closed-form lower bound under different conditions. Due to the accuracy of the channel dispersion approximation in (9), we mainly focus on the medium and high SNR scenarios. We set the noise power \( \sigma^2 = 1 \) for simplicity and thus the transmit SNR is actually the value of transmit power \( p \). Note that the low latency communication is considered, the QoS requirement of each user is quite stringent, we thus set the QoS exponent as 0.01 and the number of channel uses in each block is 300 unless otherwise addressed. Hence the approximation in (27) is tight under this condition \( \theta n_d \log_2 e > 2 \).

To elaborate this further, let us assume the target delay bound is \( D_{max} = 5 \) and the effective capacity is \( \mu = 300 \). Then, according to (13), we have the delay violation probability upper bounded by \( \Pr(D > D_{max}) = e^{\theta \mu D_{max}} \approx 4.5 \times 10^{-5} \), which is small enough to be considered as ultra-reliable.

To validate the analysis of effective capacity, we present three curves with the same parameters generated respectively by the following three methods: analytical results computed directly from the closed-form lower bound (28), Monte-Carlo simulation based on the definition in (22), and analytical results computed from the exponential integral form (25). The purpose is two-fold. The first is to validate the correctness of the theoretical derivation (25) using simulation based on (22). The detailed Monte-Carlo simulation shall be introduced in due course. The second is to verify the tightness of the lower bound (28) by comparing with (25) or (22).

In Subsec. 4.1, we present numerical results to validate the theoretical analysis. Then in Subsec. 4.2, we present the optimized effective capacity versus the sub-channel number and the transmit SNR based on our proposed alternating iterative method, where the corresponding optimal pilot length and optimal decoding error probability are also presented.

4.1 Theoretical Analysis and Approximation Accuracy Validation

In Figure 3(a), we validate the analysis with respect to the pilot length \( n_t \in \mathbb{N} \) and show the tightness of the closed-form lower bound with \( m = 5 \) sub-channels. The transmit SNR and corresponding decoding error probability of the three groups are \((3dB, 4.33 \times 10^{-6}), (6dB, 7.92 \times 10^{-5}), (9dB, 2.02 \times 10^{-7})\), we generate
block realizations to calculate the Monte-Carlo simulation results based on the definition in (22). It is first seen that the simulation results based on (22) match exactly with the analytical results based on the exponential integral form (25). It is also seen that the effective capacity is concave with respect to $n_t$ and the closed-form expression is exactly a lower bound of the effective capacity. In addition, the gap between the closed-form lower bound and the effective capacity decreases as the transmit SNR increases. The trends of the three curves with the same parameters are all concave and the optimal pilot length (points in the circles) that maximizes the effective capacity decreases as the transmit SNR increases.

In Figure 3(b), we validate the theoretical analysis with respect to the decoding error probability $\varepsilon$ and show the tightness of the closed-form lower bound for different transmit SNR $\gamma_0$. The number of sub-channels is $m = 5$. The transmit SNR and pilot length for the three groups are $(3dB, 19)$, $(6dB, 18)$, $(9dB, 17)$ respectively. We generate $10^{10}$ block realizations to calculate the Monte-Carlo simulation results. It is seen that the effective capacity is maximized by a specific decoding error probability as in [27] and our proposed closed-form lower bound is exactly a lower bound of (25). The trends of the three curves with the same parameters stay consistent and it can be seen that the optimal decoding error probabilities of the three curves in the same group are almost the same, which also shows the strength of our proposed closed-form lower bound. Furthermore, we can observe that the optimal decoding error probability decreases as the transmit SNR increases when the other parameters stay constant. The gap among the three groups are very small when $\varepsilon$ is large, while when $\varepsilon$ becomes smaller, the gap increases. The gap between the closed-form lower bound and the other two curves is inherently due to the exponential integral upper bound in (27). With higher transmit SNR, the upper bound is more tight and the gap becomes smaller.

In Figure 4(a), we show the effective capacity and the closed-form lower bound as a function of the transmit SNR $\gamma_0$ (not dB for intuition) with $\varepsilon = 10^{-10}$, $n_t = 20$ and set 3 groups with different values of $m$ for comparison. We generate $10^{11}$ block realizations to evaluate the Monte-Carlo simulation of each point. Firstly, it is observed that the effective capacity is concave and monotonically increasing with respect to $\gamma_0$, which validates our analysis. Moreover, when $m = 7$, the effective capacity approaches the limit $-\frac{1}{T} \ln \varepsilon$ as $\gamma_0$ increases. With given decoding error probability, there exists a transmit SNR threshold, when the transmit SNR is higher than this threshold, the effective capacity increases very slowly. When the sub-channel number $m$ increases, the threshold decreases. Secondly, the gap between the effective capacity and closed-form lower bound decreases as the transmit SNR increases.

In Figure 4(b), we show the effective capacity and the closed-form lower bound with respect to the sub-channel number $m$. Here we assume $n_t = 20$ and show different transmit SNR values for comparison. We generate $10^{11}$ block realizations to evaluate the Monte-Carlo simulation of each point. It is seen that the effective capacity is monotonically increasing with respect to $m$ and then converges to $-\frac{1}{T} \ln \varepsilon$, which proves Theorem 4. With given decoding error proba-
bility, there also exists a sub-channels threshold, when the sub-channel number is larger than the threshold, the effective capacity increases very slowly. When the transmit SNR increases, the threshold decreases and the gap between the effective capacity and the closed-form lower bound is smaller.

From Figure 4(a), it is seen the closed-form lower bound (28) is very tight. While as shown in from Figure 4(b), there is a small gap for the group $\gamma_0 = 3$ dB when $m \geq 4$. This gap is due to the number of sub-channels on the exponential position amplify the exponential integral approximation error in (27) and thus with larger $m$, the gap is bigger. The gap finally diminishes because all of the three curves within the same group gradually converge to $-\frac{1}{\theta} \ln \varepsilon$.

4.2 Optimized Effective Capacity

In this subsection, we present the optimized effective capacity as a function of the sub-channel number and the transmit SNR. Then we show the corresponding variations of the optimal pilot length $n_t^*$ and the optimal decoding error probability $\varepsilon^*$.

In Figure 5(a), we show the optimized effective capacity and the closed-form lower bound versus the number of sub-channels with different transmit SNR $\gamma_0$. We can see that the optimized effective capacity is monotonically increasing almost linearly with respect to $m$. For higher transmit SNR $\gamma_0$, the slope of the optimized effective capacity is larger.

We show the optimized effective capacity as function of the transmit SNR $\gamma_0$ (in dB) with different $m$ in Figure 5(b). The effective capacity is concave and monotonically increasing with respect to the transmit SNR $\gamma_0$ and the closed-form lower bound is very close to the effective capacity. Furthermore, for larger $m$, the slope of the optimized effective capacity is also larger.

Figure 6(a) shows the optimal pilot length of the optimized effective capacity as a function of $m$ for different transmit SNR $\gamma_0$. The optimal pilot length of given transmit SNR doesn’t change as the number of sub-channels increases. While the optimal pilot lengths with different transmit SNR are different. Specifically, higher SNR corresponds to shorter pilot length.

Figure 6(b) shows the optimal pilot length of the optimized effective capacity as a function of $\gamma_0$ with different $m$. It is seen that the optimal pilot lengths with different $m$ are exactly the same and gradually decrease and finally converge to a specific value as the transmit SNR increases in our simulated setting.

Figure 7(a) depicts the corresponding optimal values of the decoding error probability as a function of sub-channel number $m$. The optimal decoding error probability decreases exponentially as the sub-channel number increases. For higher transmit SNR $\gamma_0$, the optimal decoding error probability decays faster.

Figure 7(b) depicts the corresponding optimal values of the decoding error probability as a function of the transmit SNR $\gamma_0$. The optimal decoding error probability decreases exponentially as the transmit SNR (in dB) increases. For larger $m$, the optimal decoding error probability decays faster.

As a final remark, the main insights from the above numerical study are as follows: As $m$ or $\gamma_0$ increases, by optimizing $n_t^*$ and $\varepsilon$ iteratively, the optimized effective capacity can increase almost linearly. This is
due to the optimal decoding error probability $\varepsilon^*$ is decreasing exponentially, the transmission rate is not constrained by $\varepsilon^*$, i.e., the tradeoff between decoding error probability and coding rate is met. On the other hand, by optimizing the pilot length $n_t$, the transmission and training tradeoff can also be met. The optimized pilot length keeps constant as the number of sub-channels changes and decreases gradually as the transmit power $\gamma_0$ increases. This result coincides with intuition, i.e., the channel estimation is related to the channel statistical characteristics instead of the sub-channel number, and with higher transmit SNR, the shorter pilot length is required. So in the realistic system, the effective capacity can be calculated rapidly under certain conditions, e.g., with given transmit SNR, if we obtain two points of the curves, we can estimate the effective capacity with more or less sub-channels and the corresponding optimized decoding error probability can also be updated easily utilizing a linear approximation.

V. CONCLUSION

In this paper, we studied the throughput performance under statistical QoS requirement in terms of effective capacity over parallel fading channels at FBL with imperfect CSI. Firstly, we analyzed the impact of the considered parameters on the effective capacity. Then we derived a closed-form lower bound by adopting reasonable approximation of the exponential
integral and verified the aforementioned properties. Furthermore, we propose an alternating optimization-based algorithm to maximize the effective capacity by optimizing decoding error probability and the pilot length iteratively with given sub-channels and transmit SNR based on our proposed closed-form lower bound. Numerical results validated our analysis. Then we showed optimized effective capacity and corresponding optimal pilot length as well as optimal decoding error probability. As a result, this work can provide some insights to guide the design of key system parameters in practical URLLC systems.

\[ L(m, \gamma_0, n_t) = -\frac{1}{\theta} \ln \left\{ \mathbb{E} \left[ e^{-\theta n_d \log_2 (1+\hat{\gamma}_i)} + \theta n_d \sqrt{\frac{\log_2 e}{m n_d}} Q^{-1}(\epsilon) \right]^m \right\}. \]  

(\text{A.1})

Then, we transform the expression in (A.1) as shown in (A.3).

\[ L(m, p, n_t) = -\sqrt{mn_d} Q^{-1}(\epsilon) \log_2 e - \frac{m}{\theta} \ln \left\{ \mathbb{E} \left[ e^{-\theta n_d \log_2 (1+\hat{\gamma}_i)} \right] \right\} \approx -\sqrt{mn} Q^{-1}(\epsilon) \log_2 e (1 - \frac{n_t}{2n}) - \frac{m}{\theta} \ln \left\{ \mathbb{E} \left[ e^{-\theta n_d \log_2 (1+\hat{\gamma}_i)} \right] \right\}. \]

(\text{A.2})

\[ \approx -\frac{m}{\theta} \ln \left\{ \mathbb{E} \left[ e^{-\theta n_d \log_2 (1+\hat{\gamma}_i)} \right] \right\}. \]

(\text{A.3})

From (A.2) to (A.3), the following approximation is employed

\[ \sqrt{1 - \frac{n_t}{n}} \approx 1 - \frac{n_t}{2n}, \]

(A.4)

where this approximation is accurate enough when \( \frac{n_t}{n} \in (0, 0.2) \). Due to the linearity of the first term, it doesn’t alter the convexity of \( L(n_t) \), then the focus is on the latter function. Note that the latter term is quite complicated and the pilot length \( n_t \) is implicitly included in \( n_d \) and \( \hat{\gamma}_i \), we will show the convexity of \( e^{-\theta n_d \log_2 (1+\hat{\gamma}_i)} \) and then show the convexity of the overall latter term through compound function with respect to \( n_t \). Denote

\[ \Psi(p, n_t) = \log_2 (1 + \hat{\gamma}_i). \]

(A.5)

The first order and second order partial derivatives of \( \Psi(p, n_t) \) with respect to \( n_t \) are derived as follows:

\[ \frac{\partial \Psi}{\partial n_t} = \frac{\partial \Psi}{\partial \hat{\gamma}_i} \frac{\partial \hat{\gamma}_i}{\partial n_t} = \frac{\log_2 e}{1 + \hat{\gamma}_i} \frac{\gamma_0^2 (\gamma_0 + 1 + n_t \gamma_0)^2}{(1 + \hat{\gamma}_i (1 + \gamma_0 + n_t \gamma_0))^2} \geq 0, \]  

(\text{A.6})

\[ \frac{\partial^2 \Psi}{\partial n_t^2} = \frac{\partial^2 \Psi}{\partial \hat{\gamma}_i^2} \left( \frac{\partial \hat{\gamma}_i}{\partial n_t} \right)^2 + \frac{\partial \Psi}{\partial \hat{\gamma}_i} \frac{\partial^2 \hat{\gamma}_i}{\partial n_t^2} = \frac{\log_2 e}{(1 + \hat{\gamma}_i)^2} \left( \frac{\gamma_0^2 (\gamma_0 + 1 + n_t \gamma_0)^2}{(1 + \hat{\gamma}_i (1 + \gamma_0 + n_t \gamma_0))^2} \right)^2 \]

(\text{A.7})

where \( \frac{\partial \Psi}{\partial \hat{\gamma}_i} \frac{\partial \hat{\gamma}_i}{\partial n_t} = \frac{\log_2 e}{1 + \hat{\gamma}_i} \frac{\gamma_0^2 (\gamma_0 + 1 + n_t \gamma_0)^2}{(1 + \hat{\gamma}_i (1 + \gamma_0 + n_t \gamma_0))^2} \leq 0. \]

Therefore, \( \Psi(n_t) \) is concave over \( n_t \). Then the function \( \Phi(n_t) = (n - n_t) \Psi(n_t) \) is also concave with respect to \( n_t \). Because

\[ \frac{\partial^2 \Phi}{\partial n_t^2} = - \frac{\partial \Psi}{\partial n_t} - \frac{\partial \Psi}{\partial n_t} + (n - n_t) \frac{\partial^2 \Psi}{\partial n_t^2} < 0. \]

(\text{A.8})

The function \( -\Phi(n_t) \) is convex over \( n_t \), and thus, the function \( e^{-\Phi(n_t)} \) is also convex respect to \( n_t \). To show the convexity of \( \ln \mathbb{E} \left[ e^{-\Phi(n_t)} \right] \), Lemma 1 is proposed.
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APPENDIX

A Proof of Theorem 2

Firstly, we fix \( \epsilon \) and define the following function with respect to \( m, \gamma_0 \) and \( n_t \) in (A.1).
Lemma 1. Denote the function
\[ h(x) = \ln \left( \sum_{i=1}^{n} e^{a_i x} \right), \quad (A.9) \]
h(x) is convex with respect to x.

Proof. The first order and second order derivatives of h(x) are:
\[ h'(x) = \frac{\sum_{i=1}^{n} a_i e^{a_i x}}{\sum_{i=1}^{n} e^{a_i x}} \geq 0, \quad (A.10) \]
\[ h''(x) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} a_i a_j e^{a_i + a_j x} - \sum_{i=1}^{n} a_i a_j e^{a_i + a_j x}}{\left( \sum_{i=1}^{n} e^{a_i x} \right)^2} \geq 0. \quad (A.12) \]

Then consider a compound function h(g(x)) which is convex if g(x) is convex with respect to x. Hence - ln E \[ e^{-\theta h(n_t)} \] is concave with respect to n_t and therefore L(n_t) is concave over n_t. From this analysis result, there must exist an optimal n_t that maximizes the function L(n_t).

When taking the decoding error probability into consideration, the monotonicity of C_E(\theta) is the same as L(n_t). More specifically, L(n_t) can be viewed as a compound function consists of L_1(x) = -\frac{1}{2} \ln(x) and L_2(n_t) = E \{ e^{-\theta n_t d(R(\gamma_t)^{x})} \}. Now that the function L(n_t) = L_1(L_2(n_t)) is concave and the following condition must hold
\[ \frac{\partial^2 L}{\partial n_t^2} = \frac{\partial^2 L_1}{\partial n_t^2} \left( \frac{\partial L_2}{\partial n_t} \right)^2 + \frac{\partial L_1}{\partial L_2} \frac{\partial^2 L_2}{\partial n_t^2} \leq 0. \quad (A.13) \]
\[ = \frac{1}{L_2(n_t)} \left\{ \frac{1}{L_2(n_t)} \left( \frac{\partial L_2}{\partial n_t} \right)^2 - \frac{\partial^2 L_2}{\partial n_t^2} \right\} \leq 0. \quad (A.14) \]

For notation convenience, denote
\[ d(n_t) = (1 - \varepsilon)L_2(n_t) + \varepsilon, \quad (A.15) \]
and observe the expression in (20), T(n_t) can be expressed as
\[ T(n_t) = L_1(d(n_t)). \quad (A.16) \]
The second order derivative of T(n_t)
\[ \frac{\partial^2 T}{\partial n_t^2} = \frac{\partial^2 L_1}{\partial d^2} \left( \frac{\partial d}{\partial n_t} \right)^2 + \frac{\partial L_1}{\partial d} \frac{\partial^2 d}{\partial n_t^2} \]
\[ = \frac{1 - \varepsilon}{L_2(n_t) + \varepsilon} \left\{ \frac{1 - \varepsilon}{L_2(n_t) + \varepsilon} \left( \frac{\partial L_2}{\partial n_t} \right)^2 - \frac{\partial^2 L_2}{\partial n_t^2} \right\} \]
\[ \leq 0. \quad (A.18) \]

Based on this, we conclude that the effective capacity in (20) is concave with respect to the pilot length n_t.

B Proof of Theorem 3
Due to \gamma_0 = \frac{p}{2} and \sigma^2 is a constant, we will substitute p by \gamma_0 for notation simplicity. The first order partial derivative of \Psi with respect to \gamma_0 is as follows
\[ \frac{\partial \Psi}{\partial \gamma_0} = \frac{\partial \Psi}{\partial \gamma_t} \frac{\partial \gamma_t}{\partial \gamma_0} \quad (B.1) \]
\[ = \log_2 e \frac{n_t \gamma_0 (n_t \gamma_0 + \gamma_0 + 2)}{1 + \gamma_t (1 + \gamma_0 + n_t \gamma_0)^2} \geq 0, \quad (B.2) \]
and the second order partial derivative is shown in (B.3)-(B.6).
where the last inequality in (B.6) is due to the assumption \( \hat{\gamma}_i > -3dB \).

Based on the above analysis, \( \Psi(p, n_t) \) is concave and monotonically increasing with respect to \( p \), we can affirm that the function \( L(p) \) is concave and monotonically increasing with respect to \( p \). Then we apply the method adopted in the proof of Theorem 2 and can prove that the effective capacity is also concave and monotonically increasing with respect to \( p \).

### C Proof of Theorem 4

The first order partial derivative of \( L(m, \gamma_0, n_t) \) with respect to \( m \) is

\[
\frac{\partial L}{\partial m} = \sqrt{mn_d Q^{-1}(\varepsilon)} \log_2 e - m \varepsilon \log_2 \left\{ E \left\{ e^{-\frac{\Delta m \Delta d \log_2 (1 + \hat{\gamma}_i)}{m \varepsilon}} \right\} \right\},
\]

and the second order partial derivative of \( L(m, p, n_t) \) with respect to \( m \) is

\[
\frac{\partial^2 L}{\partial m^2} = -\frac{1}{4} \sqrt{\frac{n_d}{m^3}} Q^{-1}(\varepsilon) \log_2 e < 0.
\]

Given the other parameters, \( L(m, \gamma_0, n_t) \) is concave and is monotonically decreasing with respect \( m \), hence the effective capacity \( C_E(\theta) \) is monotonically increasing in \( m \).

### D Proof of Theorem 5

Substituting average received SNR \( G \) in (5) to (31), we can obtain equation (C.3). According to the definition of \( \Gamma(m, p, \alpha) \), we can see that the first term of \( \Gamma(m, p, \alpha) \) doesn’t alter the convexity of \( \Gamma(m, p, \alpha) \) over \( \alpha \). Then we need to determine the convexity of the latter term. The latter term can be viewed as a compound function, where the outer function is negative \( \log \) function and it is a convex function and is monotonically decreasing. The inner function can be simplified as a fractional function as follows

\[
O(\alpha) = \frac{-\theta' n^2 \gamma_0^2 \alpha^2 + (\theta' n^2 \gamma_0^2 - n \gamma_0^2 + \gamma_0)n\alpha + 1 + \gamma_0}{1 + \gamma_0 + n \gamma_0 \alpha},
\]

the second order derivatives of \( O(\alpha) \) can be derived as follows
Due to the assumption, the inequality $\theta' n_d - 1 > 1$ holds and thus $O''(\alpha) < 0$ holds. Therefore, $O(\alpha)$ is a concave function with respect to $\alpha$. According to the property of the compound function, the function $\Gamma(\alpha)$ is also concave with respect to $\alpha$.

Due to the fact that the constant terms corresponding with $\varepsilon$ in (28) do not alter the convexity and monotonicity. Theorem 5 is proved.

\begin{align}
\frac{\partial^2 \Gamma}{\partial \gamma_0^2} &= \frac{\partial^2 \Gamma}{\partial G^2} \left( \frac{\partial G}{\partial \gamma_0} \right)^2 + \frac{\partial \Gamma}{\partial G} \frac{\partial^2 G}{\partial \gamma_0^2} \\
&= \frac{m}{\theta} \left( \frac{(\theta' n_d - 1)^2}{(\theta' n_d - 1)G + 1} \right)^2 \left( \frac{[n_t \gamma_0 (n_t \gamma_0 + \gamma_0 + 2)]^2}{(1 + \gamma_0 + n_t \gamma_0)^2} \right)^2 + \frac{m}{\theta} \left( \frac{(\theta' n_d - 1)}{(\theta' n_d - 1)G + 1} \right)^2 \frac{2n_t}{(\theta' n_d - 1)G + 1} \left( \frac{\theta' n_d - 1}{\theta} \right) \\
&= \frac{m}{\theta} \left( \frac{(\theta' n_d - 1)n_t}{(1 + \gamma_0 + n_t \gamma_0)^3(\theta' n_d - 1)G + 1} \right) \times \left( \frac{n_t \gamma_0 + \gamma_0 + 2}{G + \frac{1}{\theta' n_d - 1}} \right)^4 \left( \frac{(\theta' n_d - 1)G + 1}{2} \right) \\
&= \frac{m}{\theta} \left( \frac{(\theta' n_d - 1)n_t}{(1 + \gamma_0 + n_t \gamma_0)^3(\theta' n_d - 1)G + 1} \right) \times \left( \frac{n_t \gamma_0 + \gamma_0 + 2}{G + \frac{1}{\theta' n_d - 1}} \right)^4 \left( \frac{G}{2} \right) \\
&= \frac{m}{\theta} \left( \frac{(\theta' n_d - 1)n_t}{(1 + \gamma_0 + n_t \gamma_0)^3(\theta' n_d - 1)G + 1} \right) \times \left( \frac{16G}{G + 1} \right)^2 \frac{G}{2} < 0. 
\end{align}

**E Proof of Theorem 6**

Here we also substitute $\rho$ by $\gamma_0$ for simplicity. The second order partial derivative of $\Gamma(m, \gamma_0, \alpha)$ with respect to $\gamma_0$ is shown in (E.1)-(E.4), where the first inequality in (E.6) is derived from the fact that $\theta' n_d - 1 > 1$ and the second inequality is derived due to $G > -3dB$.

Similarly, due to the fact that the constant terms corresponding with $\varepsilon$ in (28) do not alter the convexity and monotonicity. Theorem 6 is proved.

\begin{align}
O''(\alpha) &= -\frac{2(1 + \gamma_0)(n_t \gamma_0)^2 [\theta' n_d - 1] \gamma_0 + \theta'(1 + \gamma_0)]}{(1 + \gamma_0 + n_t \gamma_0)^3}.
\end{align}

(D.2)
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