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We use quasiparticle anisotropic hydrodynamics to study an azimuthally-symmetric boost-invariant quark-gluon plasma including the effects of both shear and bulk viscosities. In quasiparticle anisotropic hydrodynamics, a single finite-temperature quasiparticle mass is introduced and fit to the lattice data in order to implement a realistic equation of state (EoS). We compare results obtained using the quasiparticle method with the standard method of imposing the EoS in anisotropic hydrodynamics and viscous hydrodynamics. Using these three methods, we extract the primordial particle spectra, total number of charged particles, and average transverse momentum for various values of the shear viscosity to entropy density ratio $\eta/s$. We find that the three methods agree well for small shear viscosity to entropy density ratio, $\eta/s$, but differ at large $\eta/s$, with the standard anisotropic EoS method showing suppressed production at low transverse-momentum compared to the other two methods considered. Finally, we demonstrate explicitly that, when using standard viscous hydrodynamics, the bulk-viscous correction can drive the primordial particle spectra negative at large $p_T$. Such a behavior is not seen in either anisotropic hydrodynamics approach, irrespective of the value of $\eta/s$.
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I. INTRODUCTION

Ultrarelativistic heavy-ion collision experiments at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) study the quark-gluon plasma (QGP) using high energy nuclear collisions. The collective behavior seen in these experiments is quite successful, fully described by relativistic fluid dynamics. In early works, relativistic ideal hydrodynamics was applied as assuming the QGP to behave like a perfect fluid [1-3]. Later on, to include the dissipative (viscous) effects, viscous hydrodynamics has been applied [4-37]. Recently, due to the large momentum anisotropies generated during heavy-ion collisions, a new framework called anisotropic hydrodynamics has been developed [38-61] for a recent review, see Ref. [62]). This new framework has been compared to traditional viscous hydrodynamics in many ways. For boost-invariant and transversely homogeneous systems, by comparing to exact solutions it has been shown that anisotropic hydrodynamics more accurately describes the dynamics in all cases considered [49, 54, 55, 63-65]. In addition, it has been shown that anisotropic hydrodynamics best reproduces exact solutions of Boltzmann equation subject to 1+1d Gubser flow [66-68]. Finally, we also mention that it has been shown that anisotropic hydrodynamics shows better agreement with data from ultracold Fermi gases experiments than viscous hydrodynamics [69, 70].

The anisotropic hydrodynamics program is now focused on making phenomenological predictions for heavy-ion physics, including anisotropic freeze-out and a realistic lattice-based equation of state (EoS) [57]. In a recent paper it was demonstrated how to impose a realistic EoS assuming approximate conformality of the QGP [57]. In Ref. [59] a different method for imposing a realistic EoS was proposed in which the non-conformality of the QGP is taken into account by modeling the QGP as a gas of massive quasiparticles with temperature-dependent masses. This quasiparticle approach is motivated by perturbative results such as hard thermal loop (HTL) resummation, where the quarks and gluons can have temperature-dependent masses [71-79]. In the quasiparticle anisotropic hydrodynamics framework one introduces a single-finite temperature mass which is fit to available lattice data for the QCD EoS. Once $m(T)$ is determined, the realistic EoS together with the non-equilibrium energy momentum tensor can be used to derive the dynamical equations for such a quasiparticle gas using Boltzmann equation [59]. In this work, we extend the previous 0+1d work of Ref. [59] to 1+1d and we also use “anisotropic Cooper-Frye freeze-out” to compute the primordial particle spectra [57]. We limit our considerations to 1+1d because full 2+1d or 3+1d simulations using the quasiparticle method would currently require large scale computational resources.

Here we compare results of quasiparticle anisotropic hydrodynamics to those obtained using the standard anisotropic hydrodynamics [57] and second-order viscous hydrodynamics. We will refer to the three methods considered herein as “aHydroQP”, “aHydro” and “vHydro”, respectively. For our calculations, we use the general 3+1d dynamical equations derived in our previous paper [59]. We solve the equations numerically and perform self-consistent hadronic freeze-out in order to compare the total number of charged particles $N_{\text{chg}}$, the average transverse momentum $\langle p_T \rangle$ for pions, kaons, and protons, and also their differential spectra predicted by each approach. We find that the three methods agree well for small shear viscosity to entropy density ratio, $\eta/s$, but differ at large $\eta/s$. We find, in particular, that when...
using standard viscous hydrodynamics, the bulk-viscous $\eta/s$ correction can drive the primordial particle spectra negative at large $p_T$. Such a behavior is not seen in either anisotropic hydrodynamics approach, irrespective of the value of $\eta/s$.

The structure of the paper is as follows. In Sec. II, [146] two approaches used for implementing realistic EoS are explained. In Sec. III, dynamical equations for two anisotropic hydrodynamics methods are presented for azimuthally-symmetric boost-invariant systems. In IV, Sec. we discuss anisotropic Cooper-Frye freeze-out in the context of leading-order anisotropic hydrodynamics.[151] In Sec. V, our numerical results obtained using the three methods for central Pb-Pb and p-Pb collisions at LHC energies are presented. Sec. VI contains our conclusions and an outlook for the future. In App. A, we review the notation and conventions. App. B is about anisotropic distribution function used in the formulation. In App. C, we present details about second-order viscous hydrodynamics equations. Finally, all necessary identities and function definitions are collected in Apps. D and E.

II. EQUATION OF STATE

For the temperatures close to QCD phase transition, significant corrections to the Stefan-Boltzmann limit are observed and, as the temperature decreases, the relevant degrees of freedom change from quarks and gluons to hadrons. The standard way to determine the QGP EoS is to use non-perturbative lattice QCD calculations. For this purpose, we use an analytic parameterization of lattice QCD data taken from the Wuppertal-Budapest collaboration [80]. We refer the reader to Ref. [59] for more details. Herein we consider a system at finite temperature and zero chemical potential.

Method 1: Standard

In the "standard approach" for imposing a realistic EoS in anisotropic hydrodynamics, one exploits the conformal multiplicative factorization of the energy-momentum tensor components [38, 39] even though conformal system is explicitly broken. This approach is justified a priori by the smallness of corrections to factorization in the non-conformal case in the near-equilibrium limit [57]. For details concerning this method, we refer the reader to Ref. [57, 59].

Method 2: Quasiparticle

Since the standard method is only approximate, one needs an alternative implementation of the EoS which can be applied to non-conformal systems. In the quasiparticle EoS method, the QGP is taken to be gas of massive quasiparticles whose mass is temperature dependent. However, naive substitution of $m(T)$ into the thermodynamic relations obtained for constant-mass system would violate thermodynamic consistency [81]. As discussed before, thermodynamic consistency can be ensured by adding a temperature-dependent contribution to the energy-momentum tensor in equilibrium limit. Herein, we use the formalism developed in Ref. [59] which generalizes this idea to anisotropic hydrodynamics, in which case the mean-field contribution evolves as a non-equilibrium system parameter. For details concerning this approach, we refer readers to [59].

III. DYNAMICAL EQUATIONS

In what follows, the 1+1d anisotropic hydrodynamics equations for both quasiparticle and massless (standard) systems are presented [59]. The equations are based on moments of the Boltzmann equation for massive quasiparticles with a temperature-dependent mass. As a simplification, the collisional kernel is taken in the relaxation-time approximation. The derivations are based on an (ellipsoidally) anisotropic distribution function with a diagonal anisotropy tensor which includes the effect of bulk degree of freedom, $\Phi$. Herein, $\alpha_i = (1 + \xi_i + \Phi )^{-1/2}$ where $\xi_i$'s are the diagonal momentum-space anisotropy parameters and $\lambda$ is a temperature-like scale which represents the temperature only in the isotropic limit. For details, about the precise form of the distribution function and the various parameters, see App. B. Choosing two equations from the first moment, three from the second moment, together with the matching condition (which ensures the energy-momentum conservation), we end up with six equations for six independent variables $\alpha, \lambda, T$, and $\theta_\perp$ as

\[
D_\alpha E + \varepsilon \theta_u + P_x D_x \theta_\perp + \frac{P_y}{r} \sinh \theta_\perp + \frac{P_z}{\tau} \cosh \theta_\perp = 0, \quad (1)
\]

\[
D_x P_x + \varepsilon \theta_u + E D_x \theta_\perp - \frac{P_y}{r} \cosh \theta_\perp - \frac{P_z}{\tau} \sinh \theta_\perp = 0, \quad (2)
\]

\[
D_x \frac{I_x}{I_x} + \theta_u + 2 D_x \theta_\perp = \frac{1}{\tau_{eq}} \left( \frac{I_{eq}}{I_x} - 1 \right), \quad (3)
\]

\[
D_y \frac{I_y}{I_y} + \theta_u + 2 \frac{r}{\tau} \sinh \theta_\perp = \frac{1}{\tau_{eq}} \left( \frac{I_{eq}}{I_y} - 1 \right), \quad (4)
\]

\[
D_z \frac{I_z}{I_z} + \theta_u + 2 \frac{r}{\tau} \cosh \theta_\perp = \frac{1}{\tau_{eq}} \left( \frac{I_{eq}}{I_z} - 1 \right), \quad (5)
\]

\[
E_{\text{kinetic}} = I^2_{\text{kinetic, eq}}, \quad (6)
\]

where the derivatives $D_\alpha$ and divergences $\theta_\alpha$, with $\alpha \in \{ u, x, y, z \}$, are defined in App. D.

Massive gas

For the system of massive quasiparticles one has

\[
E = \mathcal{H}_3 (\alpha, \tilde{m}) \lambda^4 + B,
\]
\[ \mathcal{P}_i = \mathcal{H}_{3i}(\alpha, \tilde{m}) \lambda^4 - B, \]
\[ \mathcal{I}_i = \alpha \alpha_i^2 \mathcal{I}_{eq}(\lambda, m); \quad (i = x, y, z), \]
with \( \mathcal{I}_{eq}(\lambda, m) = 4\pi \tilde{N} \lambda^5 \tilde{m}^3 K_3(\tilde{m}) \) and \( \tilde{m} \equiv m/\lambda \). As is discussed in [59], in order to find \( B \) one needs to integrate
\[ \frac{dB_{eq}}{dT} = -4\pi \dot{\tilde{N}} m^2 T K_1(\tilde{m}_{eq}) \frac{dn_{i}}{dT}. \]
with \( m(T) \) obtained from thermodynamics relation
\[ \mathcal{E}_{eq} + \mathcal{P}_{eq} = TS_{eq} = 4\pi \tilde{N} T^4 \tilde{m}_{eq}^3 K_3(\tilde{m}_{eq}) \]
with the matching condition, \( \mathcal{H}_{3}(\alpha, \tilde{m}) \lambda^4 \]
\[ \mathcal{H}_{3}(\tilde{m}_{eq}) T^4 \]
where \( m_{eq} \equiv m/T \) and \( \mathcal{H}_{3}(\tilde{m}_{eq}) \equiv \tilde{H}_{3}(\tilde{m}_{eq}). \]

**Massless gas**

The energy density and pressures in massless case are
\[ \mathcal{E} = \mathcal{E}_{eq}(\lambda) \tilde{H}_{3}(\alpha), \]
\[ \mathcal{P}_i = \mathcal{P}_{eq}(\lambda) \tilde{H}_{3}(\alpha), \]
\[ \mathcal{I}_i = \alpha \alpha_i^2 \mathcal{I}_{eq}(\lambda); \quad (i = x, y, z), \]
with \( \mathcal{I}_{eq}(\lambda) = 32\pi \tilde{N} \lambda^5 \) and the matching condition
\[ \mathcal{E}_{eq}(\lambda) \tilde{H}_{3}(\alpha) = \mathcal{E}_{eq}(T). \]

\[ p^\mu \Xi_{\mu \nu} p^\nu = (1 + \Phi) \left[ m_{\perp} \cosh \theta_{\perp} \cosh(y - \varsigma) - p_{\perp} \sinh \theta_{\perp} \cos(\phi - \varphi) \right]^2 \]
\[ + \xi_x \left[ m_{\perp} \sinh \theta_{\perp} \cosh(y - \varsigma) - p_{\perp} \cosh \theta_{\perp} \cos(\phi - \varphi) \right]^2 \]
\[ + \xi_y p_{\perp}^2 \sin^2(\phi - \varphi) + \xi_z m_{\perp}^2 \sinh^2(y - \varsigma) - \Phi m^2. \]

At the late times, the system undergoes freeze-out procedure for particle production. For this purpose we perform “anisotropic Cooper-Frye freeze-out” using Eq. (B2) as the form for the one-particle distribution function. The advantage of this freeze-out method is that the anisotropic distribution function is guaranteed to be positive-definite, by construction, in all regions in phase space and the microscopic parameters can be taken directly from the aHydro evolution evaluated on the freeze-out hypersurface. In this paper, we follow the procedure derived in [57]; however, here we take into account the breaking of conformality. The only change required is in the argument of the distribution function itself, where the combination \( p^\mu \Xi_{\mu \nu} p^\nu \) has additional terms associated with the bulk degree of freedom \( \Phi = \frac{1}{2} \sum_i \alpha_i^2 - 1 \).

Parameterizing the particle momentum in the lab frame as \( p^\mu = (m_{\perp} \cosh \psi, p_{\perp} \cos \varphi, m_{\perp} \sin \varphi, m_{\perp} \sinh \psi) \) where \( m_{\perp} = \sqrt{p_{\perp}^2 + m^2}, \quad y = \text{tanh}^{-1}(p_{\perp}/p^0) \) is the particle’s rapidity, and \( \varphi \) is the particle’s azimuthal angle, one obtains

**IV. ANISOTROPIC FREEZE-OUT**

**V. RESULTS**

We now turn to our numerical results. We present comparisons of results obtained using the dynamical equations of anisotropic hydrodynamics presented in Sec. III and the second-order viscous hydrodynamics equations from Denicol et al. [29, 33]. For details about the vHydro equations solved herein we refer the reader to App. C.

**Ph-Pb collisions**: For all results presented in this section we use smooth Glauber wounded-nucleon overlap to set the initial energy density. As our test case we consider Pb-Pb collisions with \( \sqrt{s_{NN}} = 2.76 \text{ GeV} \). The inelastic nucleon-nucleon scattering cross-section is taken to be \( \sigma_{NN} = 62 \text{ mb} \). For the aHydro results, we use 200 points in the radial direction with a lattice spacing of \( \Delta r = 0.15 \text{ fm} \) and temporal step size of \( \Delta \tau = 0.01 \text{ fm/c} \). For the vHydro results, we use 600 points in the radial direction with a lattice spacing of \( \Delta r = 0.05 \text{ fm} \) and temporal step size of \( \Delta \tau = 0.001 \text{ fm/c} \). In all cases, we use fourth-order Runge-Kutta integration for the temporal updates and fourth-order centered differences for the evaluation of all spatial derivatives. We take the central initial temperature to be \( T_0 = 600 \text{ MeV} \) at \( \tau_0 = 0.25 \text{ fm/c} \) and assume that the system is initially isotropic, i.e. \( \alpha_x(\tau_0) = \alpha_y(\tau_0) = \alpha_z(\tau_0) = 1 \) for anisotropic hydrodynamics and \( \pi^\mu(\tau_0) = \Pi(\tau_0) = 0 \) for second-order viscous hydrodynamics. We take the freeze-out temperature to be \( T_{\text{FO}} = T_{\text{FO}} = 150 \text{ MeV} \) in all cases.

1. We found that the vHydro code was more sensitive to the spatial lattice spacing and required a smaller temporal step size for stability.
2. Since the initial conditions considered herein are smooth, naive centered differences generally suffice.
FIG. 1. Comparison of the neutral pions, kaons ($K^+$), and protons spectra as a function of transverse momentum $p_T$ obtained using aHydroQP, aHydro and vHydro. The shear viscosity to entropy density ratio is $4\pi\eta/s = 1$.

For the freeze-out we use 371 hadronic resonances ($M_{\text{hadron}} \leq 2.6$ GeV), with the masses, spins, etc. taken from the SHARE table of hadronic resonances [82-84]. We do not perform resonance feed down, hence all spectrum shown herein are primordial spectra.

In Figs. 1-3 we present our results for the primordial pion, kaon, and proton spectra produced for $4\pi\eta/s = 1$, $3$, and $10$, respectively. In each case, we have held the initial conditions fixed and only varied $\eta/s$. In each of these figures the solid black line is the result from standard second-order viscous hydrodynamics (vHydro), the red short-dashed line is the result from standard anisotropic hydrodynamics (aHydro), and the blue long-dashed line is the result from quasiparticle anisotropic hydrodynamics (aHydroQP). As can be seen from Fig. 1, for $4\pi\eta/s = 1$, both aHydro approaches are in good agreement over the entire $p_T$ range shown with the largest differences occurring at low momentum. The second-order viscous hydrodynamics result, however, shows a significant downward curvature in the pion spectrum resulting in many fewer high-$p_T$ pions. The trend is the same for the kaon and proton spectra, however, for the larger mass hadrons the downturn is less severe. We note that although we plot only up to $p_T = 3$ GeV, these plots can be extended to larger $p_T$, in which case one finds that eventually the primordial pion spectrum predicted by vHydro becomes negative, which is clearly unphysical.
primordial particle spectra become unphysical at lower momenta. For example, for $4\pi\eta/s = 3$ the differential pion spectrum goes negative at $p_T \sim 1.6$ GeV while for $4\pi\eta/s = 10$ it goes negative at $p_T \sim 0.9$ GeV.

This behavior is a result of the bulk-viscous correction to the one-particle distribution function specified in Eq. (C22). We have checked that if we neglect the bulk correction to the distribution function, then the resulting spectra are positive definite in the range of $p_T$ shown in Figs. 1-3. We have verified that this is a known issue with the bulk-viscous correction in the second-order viscous hydrodynamics approach. The same form for the bulk correction (C22) was used by the authors of Ref. [35] and they also observed a downward curvature turning into negatively-valued spectra at large $p_T$.

This problem does not occur in either aHydro approach because the one-particle distribution function is positive definite by construction in this framework.

Next, we turn to a discussion of Fig. 4. In this figure we plot the total number of $\pi^0$'s (top), $K^0$'s (middle), and $p$'s (bottom) obtained by integrating the differential yields over transverse momentum as a function of $4\pi\eta/s$. The line styles are the same as in Figs. 1-3. From this figure we see that at small $\eta/s$ all approaches are in agreement, however, at large $\eta/s$ the three methods can give dramatically different results. We, in particular, note that the number of pions from vHydro drops much quicker than the two aHydro approaches. This is primarily due to the fact that in vHydro one sees a negative number of pions at large $p_T$. As shown in Fig. 4 (top), the total number of pions predicted by vHydro goes negative at $4\pi\eta/s \sim 22$. This is a signal of the breakdown of viscous hydrodynamics and should come as no surprise.
since this approach is intended to be applicable only in the case of small $\eta/s$ and $p_T$. Finally, we note that although aHydro and aHydroQP are in reasonably good agreement for the pion and kaon spectra, we see a rather strong dependence on the way the EoS is implemented in the proton spectra and, hence, the total number of primordial protons.

As an additional way to compare the three methods, in Fig. 5 we present the average $p_T$ for $\pi^0$, $K^+$'s (middle), and $p$'s (bottom). The line styles are the same as in Figs. 1-3. From this figure we see that both aHydro approaches predict a weak dependence of the pion and kaon $\langle p_T \rangle$ on the assumed value of $\eta/s$, whereas vHydro predicts a much more steep decrease in $\langle p_T \rangle$ for the pions and kaons. Once again, we see that the $\eta/s$ strongly sensitive to the way in which the EoS is implemented when comparing the two aHydro approaches.

Finally, in Fig. 6 we plot the total number of charged particles as a function of $4\pi\eta/s$ for pions and kaons. Once again the line styles are the same as in Figs. 1-3. As this figure demonstrates, for small $\eta/s$ all three frameworks are in agreement and approach the ideal result as $\eta/s$ tends to zero. All three frameworks predict that $N_{chg}$ at first increases, then reaches a maximum, and then begins to decrease. The precise turnover point depends on the method with the lowest turnover seen using vHydro around $4\pi\eta/s \sim 3$; however, this turnover is due in large part to the fact that the total pion number drops precipitously in vHydro.

$p$-Pb collisions: We now turn to the case of an asymmetric collision between a proton and a nucleus. For this purpose, we use the same parameters as used for the Pb-Pb collisions considered previously, except for p-Pb we use a lower initial temperature of $T_0 = 400$ MeV . In addition, for the aHydro results, we use a lattice spacing of $\Delta r = 0.06$ fm and for vHydro results, we use a lattice spacing of $\Delta r = 0.02$ fm. The smaller lattice spacings simply reflect the smaller system size of the QGP created in a p-Pb collision.

In Figs. 7-8 we present our results for the primordial pion, kaon, and proton spectra produced for $4\pi\eta/s = 1$, and 3, respectively in p-Pb collisions. As we can see from Fig. 7, both aHydro approaches are in a good agreement at high $p_T$, however, there are some quantitative differences at low $p_T$. Comparing the low $p_T$ difference with that seen in Pb-Pb collisions, we find that there is a larger variation in the p-Pb spectra comparing aHydro and aHydroQP. This variation is a bit worrisome since it...
indicates a kind of theoretical uncertainty in the aHydro approach. Importantly, however, we mention that the two aHydro results are quite different than the vHydro result. For p-Pb collisions, the vHydro result shows the same behavior seen in the Pb-Pb collisions, namely that the particle spectra goes negative at high $p_T$. In Fig. 8, one can clearly see the unphysical behavior in the vHydro primordial spectra. As a result, there is even larger theoretical uncertainty associated with applications of vHydro to p-Pb collisions.

In this paper, we compared three different viscous hydrodynamics approaches: aHydro, aHydroQP, and vHydro. For all three cases we included both shear and bulk-viscous effects using the relaxation time approximation scattering kernel. In the standard aHydro approach one uses the standard method for imposing an equation of state in anisotropic hydrodynamics, which is to obtain conformal equations and then break the conformality only when introducing the EoS itself. In aHydroQP, one takes into account the breaking of conformality at the outset by modeling the QGP as a quasiparticle gas with a single temperature-dependent mass $m(T)$ which is fit to available lattice data for the EoS. Finally, for our comparisons with viscous hydrodynamics we used the for-

VI. CONCLUSIONS AND OUTLOOK

FIG. 7. Comparisons of the p-Pb neutral pions, kaons ($K^+$), and protons spectra as a function of transverse momentum $p_T$ obtained using aHydroQP, aHydro, and vHydro. The shear viscosity to entropy density ratio is $4\pi\eta/s = 1$.

FIG. 8. Same as Fig. 7, except here the shear viscosity to entropy density ratio was taken to be $4\pi\eta/s = 3$. 

FIG. 8. Same as Fig. 7, except here the shear viscosity to entropy density ratio was taken to be $4\pi\eta/s = 3$. 

FIG. 8. Same as Fig. 7, except here the shear viscosity to entropy density ratio was taken to be $4\pi\eta/s = 3$. 

VI. CONCLUSIONS AND OUTLOOK
malism of Denicol et al [29, 33] specialized to the case of a relaxation time approximation.

For each method, we specialized to the case of 1+1d boost-invariant and azimuthally-symmetric collisions using smooth Glauber initial conditions. We specialized to this case because of the computational intensity of the aHydroQP approach which requires real-time evaluation of complicated multi-dimensional integrals which are functions of all three anisotropy parameters and the longitudinal temperature-dependent mass. Using the numerical evolution, we then extracted fixed energy density freeze-out hypersurfaces in each case and implemented the scheme-appropriate freeze-out to hadrons allowing us to have an apples-to-apples comparison between the three different approaches. We found that the primordial particle spectra, total number of charged particles, and average transverse momentum predicted by the three methods agree well for small shear viscosity to entropy density ratio, $\eta/s$, but differ at large $\eta/s$. Finally we demonstrated that, when using standard viscous hydrodynamics, the bulk-viscous correction can drive the primordial particle spectra negative at large $p_T$. Such a behavior is not seen in either aHydro approach, irrespective of the value of $\eta/s$. Finally, and most importantly, we find a reasonable agreement between the two aHydro EoS implementations.

Looking to the future, it is feasible to extend the aHydroQP approach to 3+1d, however, this will be numerically intensive and require parallelization to implement fully. One possibility is to use polynomial fits to the various massive $\mathcal{H}$-functions necessary instead of evaluating them on-the-fly in the code. If this is possible, then aHydroQP could become a viable alternative to the standard method of implementing the EoS in aHydro and, since it takes into account the non-conformality of the system from the beginning, this could give us an idea of the theoretical uncertainty associated with the EoS method used in phenomenological applications. For now, this work will serve as a reference point for possible differences between the two approaches to imposing the aHydro EoS.
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**Appendix A: Conventions and Notation**

In this section, we summarize the general conventions and notations we used in the derivations. A parentheses in the indices indicates a symmetrized form, e.g. $A^{\mu\nu} \equiv (A^{\mu\nu} + A^{\nu\mu})/2$. The metric is taken to be in the “west coast convention” such that in Minkowski space with $x^\mu \equiv (t, x, y, z)$ the measure is $ds^2 = g_{\mu\nu}dx^\mu dx^\nu = dt^2 - dx^2 - dy^2 - dz^2$. We also use the standard transverse projector, $\Delta^{\mu\nu} \equiv g^{\mu\nu} - u^\mu u^\nu$. When studying relativistic heavy-ion collisions, it is convenient to transform to Milne coordinates defined by $\tau = \sqrt{t^2 - \vec{x}^2}$, which is the longitudinal proper time, and $\zeta = \tanh^{-1}(\vec{x}/\tau)$, which is the longitudinal spacetime rapidity. For a system which is azimuthally symmetric with respect to the beam-line, it is convenient to transform to polar coordinates in the transverse plane with $r = \sqrt{x^2+y^2}$ and $\phi = \tan^{-1}(y/x)$. In this case, the new set of coordinates $x^\mu = (\tau, r, \phi, \zeta)$ defines polar Milne coordinates. Also, $\tilde{N} \equiv N_{\text{dof}}/(2\pi)^3$ with $N_{\text{dof}}$ being the number of degrees of freedom.

**Appendix B: Ellipsoidal distribution function**

We introduce the anisotropy tensor in non-conformal anisotropic hydrodynamics as [44, 53]

$$\Xi^{\mu\nu} = u^\mu u^\nu + \xi^{\mu\nu} - \Delta^{\mu\nu}\Phi,$$  \hspace{1cm} (B1)

where $u^\mu$ is four-velocity, $\xi^{\mu\nu}$ is a symmetric and traceless tensor, and $\Phi$ is associated with the bulk degree of freedom. The quantities $\mu, \nu, \xi$, and $\Phi$ are functions of spacetime and obey $u^\mu u_\mu = 1$, $\xi^{\mu\nu} = 0$, $\Delta^{\mu\nu} = 3$, and $u_\mu \xi^{\mu\nu} = 0$; therefore, one has $\Xi^{\mu\nu} = 1 - 3\Phi$. The one-particle distribution function at leading order in the aHydro expansion is of the form

$$f(x, p) = f_{\text{iso}} \left( \frac{1}{\lambda} \sqrt{p_\mu \Xi^{\mu\nu} p_\nu} \right),$$ \hspace{1cm} (B2)

where $\lambda$ has dimensions of energy and can be identified only with the temperature in the isotropic equilibrium limit ($\xi^{\mu\nu} = 0$ and $\Phi = 0$). Herein, we assume that the distribution function is of Boltzmann form and chemical potential is taken to be zero. To good approximation one can assume that $\xi^{\mu\nu} = \text{diag}(0, \xi)$ with $\xi \equiv (\xi_x, \xi_y, \xi_z)$ because the most important viscous corrections are to the diagonal components of $T^{\mu\nu}$. In this case, Eq. (B2) in the LRF gives

$$f(x, p) = f_{\text{eq}} \left( \frac{1}{\lambda} \sqrt{\sum_i \frac{p_i^2}{\alpha_i^2} + m^2} \right),$$ \hspace{1cm} (B3)

where $i \in \{x, y, z\}$ and the scale parameters $\alpha_i$ are

$$\alpha_i \equiv (1 + \xi_i + \Phi)^{-1/2}.$$ \hspace{1cm} (B4)

For compactness, one can collect the three anisotropy parameters into vector $\alpha \equiv (\alpha_x, \alpha_y, \alpha_z)$. In the isotropic equilibrium limit, where $\xi_i = \Phi = 0$ and $\alpha_i = 1$, one has
\( p_\mu \Xi^{\mu \nu} p_\nu = E^2 \) and \( \lambda \to T \) and, hence,  
\[ f(x, p) = f_{eq} \left( \frac{E}{T(x)} \right). \]  
(B5)

we use the three variables \( \alpha_i \) as the dynamical anisotropy parameters since, by using Eq. (B4) and the tracelessness of \( \Xi^{\mu \nu} \), one can write \( \Phi \) in terms of the anisotropy parameters, \( \Phi = \frac{1}{3} \sum \alpha_i^2 - 1. \)

Note that, out of the four anisotropy and bulk parameters there are only three independent ones. In practice,

Appendix C: Second-order viscous hydrodynamics

The second order viscous hydrodynamics equations including bulk viscosity are \([29, 33]\)

\[
(\mathcal{E} + \mathcal{P} + \Pi) u^\mu = \nabla^\mu (\mathcal{P} + \Pi) - \Delta \sigma^\sigma_{\sigma \sigma} + \mu^{\mu \nu} D_\mu u_\nu, \tag{C1}
\]

\[
D_\mu \mathcal{E} = -(\mathcal{E} + \mathcal{P} + \Pi) \theta_\mu + \rho^{\mu \nu} \sigma_{\mu \nu}, \tag{C2}
\]

\[
\tau_\Pi D_\mu \mathcal{P} + \Pi = -z \theta_\mu - \delta_{\Pi \Pi} \Pi \theta_\mu + \varphi_{1} \Pi^2 + \lambda_{\Pi} \pi^{\mu \nu} \sigma_{\mu \nu} + \varphi_{3} \pi^{\mu \nu} \pi_{\mu \nu}, \tag{C3}
\]

\[
\tau_\pi \Delta_{\alpha \beta}^{\mu \nu} D_\mu \pi_{\alpha \beta} + \mu^{\mu \nu} = 2 \eta \sigma^{\mu \nu} + 2 \tau_\pi \pi^{\mu \nu} \theta_\mu + \varphi_{7} \pi^{\mu \nu} \theta_\mu - \delta_{\pi \pi} \pi^{\mu \nu} \theta_\mu + \varphi_{2} \pi^{\mu \nu} \theta_\mu - \tau_{\pi \pi} \pi^{\mu \nu} \theta_\mu + \lambda_{\pi} \pi^{\mu \nu} \pi_{\mu \nu}, \tag{C4}
\]

where \( \mathcal{E} \equiv \mathcal{E}_{eq} \) and \( \mathcal{P} \equiv \mathcal{P}_{eq} \) are the equilibrium energy density and pressure, \( \tau_\pi \) and \( \tau_\Pi \) are the shear and bulk relaxation time, and \( \tau_{\pi \pi} \) is the shear-shear-coupling transport coefficient. The various notations used are

\[
d_\mu u^\nu \equiv \partial_\mu u^\nu + \Gamma^\nu_{\mu \alpha} u^\alpha, \quad \sigma^{\mu \nu} \equiv \nabla^{(\mu} u^{\nu)},
\]

\[
A^{(\mu \nu)} \equiv \Delta_{\alpha \beta}^{\mu \nu} A^{\alpha \beta},
\]

\[
\theta_\mu \equiv \nabla_\mu u^\nu, \quad \Delta_{\alpha \beta}^{\mu \nu} \equiv \frac{1}{2} \left( \Delta_{\alpha \beta}^{\mu \nu} + \Delta_{\beta \alpha}^{\mu \nu} - \frac{2}{3} \Delta^{\mu \nu} \Delta_{\alpha \beta} \right), \tag{C5}
\]

\[
\omega^{\mu \nu} \equiv \frac{1}{2} \left( \nabla^{\mu} u^{\nu} - \nabla^{\nu} u^{\mu} \right).
\]

The non-vanishing Christoffel symbols for polar Milne coordinates are \( \Gamma^\gamma_{\xi \xi} = \tau, \Gamma^\xi_{\tau \tau} = 1/\tau, \Gamma^\xi_{\phi \phi} = -r, \) and \( \Gamma^\phi_{\xi \phi} = 1/r. \) Also, we note that for the smooth initial conditions considered herein in 1+1d, the vorticity tensor vanishes. As shown in Ref. [86], the terms \( \varphi_{1} \Pi^2, \varphi_{3} \pi^{\mu \nu} \pi_{\mu \nu}, \varphi_{6} \Pi \pi^{\mu \nu}, \) and \( \varphi_{7} \pi^{\mu \nu} \pi_{\mu \nu} \) appear only because the collision term is nonlinear in the single-particle distribution function. In the case of the RTA, the collision term is assumed to be linear in the distribution function and one has \( \varphi_{1} = \varphi_{3} = \varphi_{6} = \varphi_{7} = 0. \) In this case, the shear and bulk relaxation times, \( \tau_\pi \) and \( \tau_{\pi \pi}, \) respectively, are equal to the microscopic relaxation time \( \tau_{eq}, \) i.e., \( \tau_\Pi = \tau_\pi = \tau_{eq} [33]. \) The coefficients appearing in the equation for the bulk and shear corrections are \([33]\)

\[
\frac{\eta}{\tau_\pi} = \frac{4}{5} \mathcal{P} + \frac{1}{15} (\mathcal{E} - 3 \mathcal{P}), \quad \frac{\lambda_{\pi}}{\tau_\pi} = \frac{6}{5} \mathcal{P}, \quad \frac{\tau_{\pi \pi}}{\tau_\pi} = \frac{10}{7} \mathcal{P}, \tag{C6}
\]

with \( c_s^2 = d \mathcal{P}/d \mathcal{E} \) being the speed of sound squared and \( \tau_{eq} = 15 \eta (\mathcal{E} + \mathcal{P})/(\mathcal{E} + 9 \mathcal{P})/T. \)

1+1d viscous hydrodynamics equations of motion

In the boost-invariant and azimuthally-symmetric case, one has \( u^\mu = (u^r, u^r, 0, 0) \) and, as a result, \( v \equiv \tanh \theta_\perp = u^r/u^r. \) In addition, for this case, the shear tensor has the following form

\[
\pi^{\mu \nu} = \begin{pmatrix}
\pi^{rr} & \pi^{r \phi} & 0 & 0 \\
\pi^{r \phi} & \pi^{r r} & 0 & 0 \\
0 & 0 & \pi^{\phi \phi} & 0 \\
0 & 0 & 0 & \pi^{\phi \phi}
\end{pmatrix}, \tag{C7}
\]
In this case, expanding Eqs. (C1), (C2), and (C3) in polar Milne coordinates one obtains six equations where only five of them are independent

\[(\mathcal{E} + \mathcal{P} + \Pi)D_u u^r = -(u^r)^2 \left[ \partial_r (\mathcal{P} + \Pi) - d_\nu \pi^\nu \right] - u^r u^r \left[ \partial_r (\mathcal{P} + \Pi) - d_\nu \pi^\nu \right], \tag{C8} \]

\[(\mathcal{E} + \mathcal{P} + \Pi)D_u u^r = -u^r u^r \left[ \partial_r (\mathcal{P} + \Pi) - d_\nu \pi^\nu \right] - (u^r)^2 \left[ \partial_r (\mathcal{P} + \Pi) - d_\nu \pi^\nu \right], \tag{C9} \]

\[D_u \mathcal{E} = -(\mathcal{E} + \mathcal{P} + \Pi) \theta_u - \pi^r (1 - v^2) \nabla (2) - r^2 \pi^\phi \nabla (\phi) - r^2 \pi^\zeta \nabla (\zeta u^c), \tag{C10} \]

and

\[\tau_1 D_u \Pi^2 = -\zeta \theta_u - \delta_{\Pi\Pi} \Pi^2 \theta_u - \lambda_{\Pi} \left[ 2v^2 \pi^\phi \nabla (\phi) + 2r^2 \pi^\zeta \nabla (\zeta u^c) \right] + r^2 \pi^\zeta \nabla (\zeta u^c) + \tau_1 \pi^\zeta \nabla (\zeta u^c), \tag{C11} \]

\[\tau_2 D_u \pi^\phi + \pi^\phi = -2r^2 \eta \nabla (\phi) - \delta_{\pi\pi} \pi^\phi \theta_u - \frac{\tau_2 \pi^\phi}{3} \left[ -2r^2 \pi^\phi \nabla (\phi) + 2r^2 \pi^\zeta \nabla (\zeta u^c) \right] + r^2 \pi^\zeta \nabla (\zeta u^c) + \tau_2 \lambda_{\Pi} \Pi \nabla (\phi) \tag{C12} \]

\[\tau_3 D_u \pi^\zeta + \pi^\zeta = -2r^2 \eta \nabla (\zeta u^c) - \delta_{\pi\pi} \pi^\zeta \theta_u - \frac{\tau_3 \pi^\zeta}{3} \left[ 2r^2 \pi^\phi \nabla (\phi) - r^2 \pi^\zeta \nabla (\zeta u^c) \right] + r^2 \pi^\zeta \nabla (\zeta u^c) + \tau_3 \lambda_{\Pi} \Pi \nabla (\zeta u^c) \tag{C13} \]

where

\[d_\nu \pi^r = v^2 \partial_r \pi^r + v \partial_r \pi^r + \pi^r \left[ \partial_r v^2 + \partial_r v + \frac{v^2}{r} + \frac{1}{r} \pi^\zeta \right], \tag{C14} \]

\[d_\nu \pi^\nu = v \partial_r \pi^r + \partial_r \pi^r + \pi^r \left[ \partial_r v + \frac{v^2}{r} + \frac{2 - u^2}{r} \right] + \frac{1}{r} \pi^\zeta \tag{C15} \]

In addition, one needs the following identities

\[\nabla (r u^r) = -\partial_r u^r - u^r \nabla u^r + \frac{1}{3} (u^r)^2 \theta_u \tag{C16}, \]

\[r^2 \nabla (\phi) = \frac{-u^r}{r} + \frac{1}{3} \theta_u \tag{C17}, \]

\[r^2 \nabla (\zeta u^c) = \frac{-u^r}{r} + \frac{1}{3} \theta_u \tag{C18}, \]

\[\theta_u \equiv \nabla u^a = d_a u^a = \partial_r u^r + \partial_r u^r + \frac{u^r}{r} + \frac{u^c}{r} \tag{C19}, \]

where \( \pi^r = -v \pi^r \) and \( \pi^\phi = -\pi^\phi - (1 - v^2) \pi^r \) which are a consequence of the transversality of the shear-stress tensor, \( u^\mu \pi^\mu = 0 \). This system of equations has to be closed by providing an equation of state (EoS), e.g. \( \mathcal{P}_{eq} = \mathcal{P}_{eq}(\mathcal{E}_{eq}) \).

Viscous hydrodynamics freeze-out

The distribution function on the freeze-out hypersurface can be computed assuming that there is a linear correction to the equilibrium one due to shear and bulk viscosities [87, 88]

\[f(p, x) = f_{eq}(p, x) + \delta f_{shear}(p, x) + \delta f_{bulk}(p, x), \tag{C20} \]

where

\[\delta f_{shear}(p, x) = f_{eq}(1 - a_{f_{eq}}) \frac{p_\mu P_{\nu} \pi^\mu}{2(\mathcal{E} + \mathcal{P}) T^2}, \tag{C21} \]

\[\delta f_{bulk}(p, x) = -f_{eq}(1 - a_{f_{eq}}) \left[ \frac{m^2}{3 p_\mu u^\mu} - \left( \frac{1}{3} - c_s^2 \right) p_\mu u^\mu \right] \frac{\Pi}{C_{\Pi}}, \tag{C22} \]
with
\[ C_{11} = \frac{1}{3} \sum_{i=1}^{N} m_i^2 (2s_i + 1) \int \frac{d^3 p}{(2\pi)^3} f_{eq}(1 - a_{eq}) \left[ \frac{m_i^2}{3p_{\mu}u_\mu} - \left( \frac{1}{3} - c_s^2 \right) p_{\mu}u_\mu \right], \tag{C23} \]
where \( m_i \) is the hadron mass, \( s_i \) is the hadron spin, and \( N \) is the number of hadrons included in the freezeout. The components of the four-momentum in polar Milne coordinates are
\[ p_r = p_t \cosh \zeta - p_z \sinh \zeta = m_\perp \cosh(y - \zeta), \]
\[ p_r = p_x \cos \phi + p_y \sin \phi = p_\perp \cos(\phi - \varphi), \]
\[ p_\phi = -p_x \sin \phi + p_y \cos \phi = \frac{p_\perp}{r} \sin(\phi - \varphi), \]
\[ p_\zeta = -p_\tau \sinh \zeta + \cosh \zeta = \frac{m_\perp}{r} \sinh(y - \zeta). \tag{C24} \]

Using Eq. (C7) and expanding \( p_\mu p_\nu \pi^{\mu\nu} \) in polar Milne coordinates one has
\[ p_\mu p_\nu \pi^{\mu\nu} = -\left( \frac{\pi_\phi^2 + \pi_\zeta^2}{v^2 - 1} \right) \left( m_\perp v \cosh(y - \zeta) - p_\perp \cos(\phi - \varphi) \right)^2 \]
\[ -\pi_\phi^2 \rho_\perp^2 \sin^2(\phi - \varphi) - \pi_\zeta^2 m_\perp^2 \sinh^2(y - \zeta). \tag{C25} \]

**Appendix D: Explicit formulas for derivatives**

In this section, we introduce the notations used in hydrodynamics dynamical equations. In the case of boost-invariant and azimuthally-symmetric flow one can use the basis vectors presented in Ref. [59] to obtain
\[ D_u = u^\mu \partial_\mu = \cosh \theta_\perp \partial_r + \sinh \theta_\perp \partial_\tau, \quad \theta_u = \partial_\mu u^\mu = \cosh \theta_\perp \left( \frac{1}{r} + \partial_r \theta_\perp \right) + \sinh \theta_\perp \left( \frac{1}{r} + \partial_\tau \theta_\perp \right), \]
\[ D_x = X^\mu \partial_\mu = \sinh \theta_\perp \partial_r + \cosh \theta_\perp \partial_\tau, \quad \theta_x = \partial_\mu X^\mu = \sinh \theta_\perp \left( \frac{1}{r} + \partial_r \theta_\perp \right) + \cosh \theta_\perp \left( \frac{1}{r} + \partial_\tau \theta_\perp \right), \]
\[ D_y = Y^\mu \partial_\mu = \frac{1}{r} \partial_\phi, \quad \theta_y = \partial_\mu Y^\mu = 0, \]
\[ D_z = Z^\mu \partial_\mu = \frac{1}{r} \partial_\zeta, \quad \theta_z = \partial_\mu Z^\mu = 0. \tag{D1} \]

**Appendix E: special functions**

In this section, we provide definitions of the special functions appearing in the body of the text. We start by introducing
\[ H_2(y, z) = \frac{y}{\sqrt{y^2 - 1}} \left( z^2 + 1 \right) \tan^{-1} \sqrt{\frac{y^2 - 1}{y^2 + z^2} + \sqrt{(y^2 - 1)(y^2 + z^2)}} \right], \tag{E1} \]
\[ H_{2T}(y, z) = \frac{y}{(y^2 - 1)^{3/2}} \left( z^2 + 2y^2 - 1 \right) \tan^{-1} \sqrt{\frac{y^2 - 1}{y^2 + z^2} - \sqrt{(y^2 - 1)(y^2 + z^2)}} \right], \tag{E2} \]
\[ H_{2L}(y, z) = \frac{y^3}{(y^2 - 1)^{3/2}} \left[ \sqrt{(y^2 - 1)(y^2 + z^2)} - (z^2 + 1) \tan^{-1} \sqrt{\frac{y^2 - 1}{y^2 + z^2}} \right] \right], \tag{E3} \]
and
\begin{align}
\mathcal{H}_{2x1}(y, z) &= \frac{1}{(y^2 - 1)} \left[ \frac{2(y^2 + z^2)\mathcal{H}_{2L}(y, z)}{1 + z^2} - y^2 \mathcal{H}_{2T}(y, z) \right], \\
\mathcal{H}_{2x2}(y, z) &= \frac{y^2}{(y^2 - 1)} \left[ 2\mathcal{H}_{2L}(y, z) - \mathcal{H}_{2T}(y, z) \right], \\
\mathcal{H}_{2B}(y, z) &\equiv \mathcal{H}_{2T}(y, z) + \frac{\mathcal{H}_{2L}(y, z)}{y^2} = \frac{2}{\sqrt{y^2 - 1}} \tanh^{-1} \sqrt{\frac{y^2 - 1}{y^2 + z^2}}.
\end{align}

Derivatives of these functions satisfy the following relations
\begin{align}
\frac{\partial \mathcal{H}_{2}(y, z)}{\partial y} &= \frac{1}{y} \left[ \mathcal{H}_{2}(y, z) + \mathcal{H}_{2L}(y, z) \right], \\
\frac{\partial \mathcal{H}_{2}(y, z)}{\partial z} &= \frac{1}{z} \left[ \mathcal{H}_{2}(y, z) - \mathcal{H}_{2L}(y, z) - \mathcal{H}_{2T}(y, z) \right], \quad \frac{\partial \mathcal{H}_{2T}(y, z)}{\partial y} = \frac{1}{y(y^2 - 1)} \left[ 2\mathcal{H}_{2L}(y, z) - \mathcal{H}_{2T}(y, z) \right], \\
\frac{\partial \mathcal{H}_{2T}(y, z)}{\partial z} &= \frac{2z}{y^2(1 + z^2)} \mathcal{H}_{2L}(y, z).
\end{align}

1. Massive Case

The \(\mathcal{H}\)-functions appearing in definitions of components of the energy-momentum tensor in the massive case are
\begin{align}
\mathcal{H}_3(x, \hat{m}) &\equiv \hat{N}\alpha_x\alpha_y \int_0^{2\pi} d\phi \alpha_\perp \int_0^\infty d\tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_2 \left( \alpha_x, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right), \\
\mathcal{H}_{3x}(x, \hat{m}) &\equiv \hat{N}\alpha_x^3 \alpha_y \int_0^{2\pi} d\phi \cos^2 \phi \int_0^\infty d\tilde{p} \tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_{2T} \left( \alpha_x, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right), \\
\mathcal{H}_{3y}(x, \hat{m}) &\equiv \hat{N}\alpha_x \alpha_y^3 \int_0^{2\pi} d\phi \sin^2 \phi \int_0^\infty d\tilde{p} \tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_{2T} \left( \alpha_y, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right), \\
\mathcal{H}_{3T}(x, \hat{m}) &\equiv \frac{1}{2} \left[ \mathcal{H}_{3x}(x, \hat{m}) + \mathcal{H}_{3y}(x, \hat{m}) \right], \\
\mathcal{H}_{3xL}(x, \hat{m}) &\equiv \hat{N}\alpha_x \alpha_y \int_0^{2\pi} d\phi \alpha_\perp \int_0^\infty d\tilde{p} \tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_{2L} \left( \alpha_x, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right), \\
\mathcal{H}_{3B}(x, \hat{m}) &\equiv \hat{N}\alpha_x \alpha_y \int_0^{2\pi} d\phi \int_0^\infty d\tilde{p} \tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_{2B} \left( \alpha_x, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right).
\end{align}

The relevant derivatives are
\begin{align}
\frac{\partial \mathcal{H}_3}{\partial x} &= \frac{1}{\alpha_x} (\mathcal{H}_3 + \mathcal{H}_{3x}), \\
\frac{\partial \mathcal{H}_3}{\partial y} &= \frac{1}{\alpha_y} (\mathcal{H}_3 + \mathcal{H}_{3y}), \\
\frac{\partial \mathcal{H}_3}{\partial \alpha_x} &= \frac{1}{\alpha_x} (\mathcal{H}_3 + \mathcal{H}_{3xL}), \\
\frac{\partial \mathcal{H}_3}{\partial \alpha_y} &= \frac{1}{\alpha_y} (\mathcal{H}_3 - \mathcal{H}_{3x2}), \\
\frac{\partial \mathcal{H}_3}{\partial \alpha_x} &= \frac{1}{\alpha_x} (\mathcal{H}_3 - \mathcal{H}_{3x1}), \\
\frac{\partial \mathcal{H}_3}{\partial \alpha_y} &= \frac{1}{\alpha_y} (\mathcal{H}_3 - \mathcal{H}_{3x2}), \\
\frac{\partial \mathcal{H}_3}{\partial \hat{m}} &= \frac{1}{\hat{m}} (\mathcal{H}_3 - \mathcal{H}_{3L} - 2\mathcal{H}_{3T} - \mathcal{H}_{3m}), \\
\frac{\partial \mathcal{H}_3}{\partial \hat{m}} &= \frac{1}{\hat{m}} (\mathcal{H}_{3m1} - \mathcal{H}_{3m2}),
\end{align}

with
\begin{align}
\mathcal{H}_{3x1}(x, \hat{m}) &\equiv \hat{N}\alpha_x^3 \alpha_y \int_0^{2\pi} d\phi \cos^4 \phi \int_0^\infty d\tilde{p} \tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_{2x1} \left( \alpha_x, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right), \\
\mathcal{H}_{3x2}(x, \hat{m}) &\equiv \hat{N}\alpha_x^3 \alpha_y \int_0^{2\pi} d\phi \cos^2 \phi \sin^2 \phi \int_0^\infty d\tilde{p} \tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_{2x2} \left( \alpha_x, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right), \\
\mathcal{H}_{3x3}(x, \hat{m}) &\equiv \hat{N}\alpha_x^3 \alpha_y \int_0^{2\pi} d\phi \alpha_\perp^2 \cos^2 \phi \int_0^\infty d\tilde{p} \tilde{p} f_{eq} \left( \sqrt{\tilde{p}^2 + \hat{m}^2} \right) \mathcal{H}_{2x3} \left( \alpha_x, \frac{\hat{m}}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp} \right).
\end{align}
\[ \mathcal{H}_{3m}(\alpha, \tilde{m}) \equiv \tilde{N}_\alpha \sqrt{\pi} \mathcal{N}_2 \int_0^{2\pi} d\phi \alpha_\perp^2 \int_0^\infty d\hat{p}^3 \hat{f}_q \left( \frac{\sqrt{\hat{p}^2 + \tilde{m}^2}}{\sqrt{\hat{p}^2 + \mathcal{M}^2}} \right) \mathcal{H}_2 \left( \frac{\alpha_\perp}{\alpha_\perp}, \frac{\tilde{m}}{\alpha_\perp \hat{p}} \right), \]  

(18)

\[ \mathcal{H}_{3m1}(\alpha, \tilde{m}) \equiv \mathcal{H}_{3m}(\alpha, \tilde{m}) + \mathcal{H}_{3m2}(\alpha, \tilde{m}) - \mathcal{H}_{3m1}(\alpha, \tilde{m}), \]  

(19)

\[ \mathcal{H}_{3m2}(\alpha, \tilde{m}) \equiv \tilde{N}_\alpha \sqrt{\pi} \mathcal{N}_2 \int_0^{2\pi} d\phi \alpha_\perp^2 \int_0^\infty d\hat{p}^3 \hat{f}_q \left( \frac{\sqrt{\hat{p}^2 + \tilde{m}^2}}{\sqrt{\hat{p}^2 + \mathcal{M}^2}} \right) \mathcal{H}_{2T} \left( \frac{\alpha_\perp}{\alpha_\perp \hat{p}} \right), \]  

(20)

where \( \alpha_\perp^2 \equiv \alpha_x^2 \cos^2 \phi + \alpha_y^2 \sin^2 \phi. \)

2. Massless Case

The \( \mathcal{H} \)-functions used in definition of bulk variables in the standard (massless) case are

\[ \mathcal{H}_3(\alpha) \equiv \frac{1}{24\pi N} \lim_{\tilde{m} \to 0} \mathcal{H}_{3m}(\alpha, \tilde{m}) = \frac{1}{4\pi} \alpha_\perp \alpha_y \int_0^{2\pi} d\phi \alpha_\perp^2 \mathcal{H}_2 \left( \frac{\alpha_\perp}{\alpha_\perp} \right), \]  

(21)

\[ \mathcal{H}_{3x}(\alpha) \equiv \frac{1}{8\pi N} \lim_{\tilde{m} \to 0} \mathcal{H}_{3m}(\alpha, \tilde{m}) = \frac{3}{4\pi} \alpha_\perp^2 \alpha_y \int_0^{2\pi} d\phi \cos^2 \phi \mathcal{H}_{2T} \left( \frac{\alpha_\perp}{\alpha_\perp} \right), \]  

(22)

\[ \mathcal{H}_{3y}(\alpha) \equiv \frac{1}{8\pi N} \lim_{\tilde{m} \to 0} \mathcal{H}_{3m}(\alpha, \tilde{m}) = \frac{3}{4\pi} \alpha_\perp \alpha_y^3 \int_0^{2\pi} d\phi \sin^2 \phi \mathcal{H}_{2T} \left( \frac{\alpha_\perp}{\alpha_\perp} \right), \]  

(23)

\[ \mathcal{H}_{3L}(\alpha) \equiv \frac{1}{8\pi N} \lim_{\tilde{m} \to 0} \mathcal{H}_{3m}(\alpha, \tilde{m}) = \frac{3}{4\pi} \alpha_\perp \alpha_y \int_0^{2\pi} d\phi \alpha_\perp^2 \mathcal{H}_{2L} \left( \frac{\alpha_\perp}{\alpha_\perp} \right), \]  

(24)

where \( \mathcal{H}_{2T,2L}(y) \equiv \mathcal{H}_{2T,2L}(y,0). \)
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