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Abstract

Deep neural networks are known to exhibit a ‘double descent’ behavior as the number of parameters increases. Recently, it has also been shown that an ‘epochwise double descent’ effect exists in which the generalization error initially drops, then rises, and finally drops again with increasing training time. This presents a practical problem in that the amount of time required for training is long, and early stopping based on validation performance may result in suboptimal generalization. In this work we develop an analytically tractable model of epochwise double descent that allows us to characterise theoretically when this effect is likely to occur. This model is based on the hypothesis that the training data contains features that are slow to learn but informative. We then show experimentally that deep neural networks behave similarly to our theoretical model. Our findings indicate that epochwise double descent requires a critical amount of noise to occur, but above a second critical noise level early stopping remains effective. Using insights from theory, we give two methods by which epochwise double descent can be removed: one that removes slow to learn features from the input and reduces generalization performance, and another that instead modifies the training dynamics and matches or exceeds the generalization performance of standard training. Taken together, our results suggest a new picture of how epochwise double descent emerges from the interplay between the dynamics of training and noise in the training data.

1 Introduction

Training deep neural networks (DNNs) is typically a time consuming and computationally expensive process owing to the large number of parameters, non-linearity, and the resulting use of slow to converge first order optimization algorithms (SGD and its variants) \[1,2]. Fortunately, good solutions are often obtained well before actual minimization of the objective function occurs, found either by early stopping (ES) using a validation data set, or by training until diminishing returns in generalization performance are no longer worth additional training \[3]. It is therefore of practical interest to determine when these strategies may be employed without a loss in generalization performance.

In practice the number of training iterations is often estimated by monitoring generalization performance on validation data under the assumption that if the generalization performance no longer improves, or improves at a very slow rate then further training is unlikely to be worthwhile. However, it has been shown recently \[4] that this is not always the case, owing to a phenomenon called ‘Epochwise Double Descent’ (EDD) in which the generalization performance initially improves, then begins to decrease before reversing course and improving again. This behavior mirrors the more familiar double descent effect \[5] seen in model complexity. If the generalization performance follows the EDD behavior, simple heuristics for determining the end of training may give sub-optimal results. For example, a common early stopping criterion is to end training if the generalization performance does not improve for a set (typically fairly small) number of training epochs. Such a heuristic will likely only capture the first descent and miss the second, even if training longer would be beneficial.
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The goal of this work is to characterize the dependence of Epochwise Double Descent on the size of the model and the amount of noise in the data, and determine when this phenomenon is or is not likely to occur. To do this we use a combination of experiments and theory, and extend a line of work on double descent in linear models \[6, 7, 8, 9, 10, 11, 12\] to enable analysis of epochwise double descent in a theoretically tractable setting. Our main contributions can be summarized as follows:

1. We introduce a solvable model that exhibits Epochwise Double Descent and find its phase diagram, showing when it occurs and when early stopping gives optimal generalization.
2. In agreement with our theory, We show experimentally that Epochwise Double Descent occurs only if the amount of label noise exceeds a critical threshold, and simple early stopping heuristics fail only for intermediate amounts of noise.
3. Using insights gained from our analysis, we give two modifications to the training procedure that each remove Epochwise Double Descent. One comes at a price of reduced generalization, the other matches or exceeds the generalization of standard training.

On a practical level, our findings give insight into when simple heuristics may be used to determine when to stop training, and we provide a means of removing the epochwise double descent should it occur. From a more fundamental perspective, our findings have some tension with the generality of previously proposed ‘effective model complexity’ (EMC) hypothesis \[4\]. The EMC is related to the number of training samples a given training procedure can learn, and so it increases with increasing training time in the case of DNNs trained with SGD. The EMC hypothesis holds that double descent occurs as the training time is increased and the EMC exceeds the size of the training set. In contrast, we provide a training procedure that doesn’t exhibit an epochwise double descent. Instead, we hypothesize an alternate explanation of the phenomenon in the presence of informative, but slow to learn features which only become relevant late in training. We provide some evidence supporting this view by showing that removal of certain features in the input can also remove the epochwise double descent phenomenon, but this comes at a cost of reducing the generalization performance.

2 Related work

The non-monotonic behavior of generalization error as a function of model and sample size in some types of linear models has been known since at least the late 1980s \[13\] and was observed theoretically and experimentally in several works in the early 1990s \[6, 7, 8, 9, 10\] that studied learning using tools from statistical physics. These works connect the generalization properties of the pseudoinverse solution for perceptron-based classifiers \[13\] to the eigenvalue distribution of the input covariance matrix. For i.i.d. normally distributed input data in the limit that the number of datapoints \(P\) and input features \(N\) are large \((P \to \infty \text{ and } N \to \infty)\) but the ratio \(\alpha = P/N\) is a finite constant, the eigenvalue distribution is given by the Marchenko–Pastur distribution \[14\]. As a result, the generalization error of the pseudoinverse solution exhibits a phase transition at \(\alpha = 1\) characterized by poor generalization in the vicinity of \(\alpha = 1\). The generalization error of this solution continues to improve for increasing \(\alpha\) provided \(\alpha > 1\), and exhibits a U-shaped behavior for \(0 < \alpha < 1\) with poor generalization performance at \(\alpha = 0\) and \(\alpha = 1\) and better performance in between.

The peak in generalization error as the model transitions from underparameterized to overparameterized was rediscovered and phrased in the language of the bias-variance tradeoff in \[5\], which also named the phenomenon ‘double descent.’ While the connection to earlier work is unclear \[15, 16\], this work invokes the small norm bias of many common training procedures to show that the norm of the solution decreases as the amount of overparameterization increases, which is empirically associated with improvements in generalization performance \[17\]. Experimentally they show that double descent occurs across many types of models, including random feature models, decision tree ensembles, and neural networks, and argue that it is a general phenomenon. However, \[5\] notes that experiments involving neural networks trained with (stochastic) gradient descent are difficult due to the lack of theoretical solutions, long training times, and sensitivity to weight initialization.

Double descent in deep neural networks was experimentally investigated in \[4\]. In this setting, double descent is observed as a function of the number of parameters and the size of the dataset (see the follow up work \[18\]), a finding compatible with earlier results \[6, 7, 8, 9, 10\]. It is also shown that early stopping removes the double descent peak, similar to the results obtained for linear networks in \[11, 12\]. Intriguingly, double descent as a function of the number of SGD iterations is also
observed in that the test error has a peak near when the training error reaches zero, but decreases with further training. To unify these findings, this work builds from [19] and defines the ‘Effective Model Complexity’ (EMC) as the maximum number of samples, given a dataset and training procedure, that a model can fit with error ≤ const. This increases with training time as well as the number of parameters in a given model. Hypothesis 1 of [4] proposes that double descent occurs generally as a function of the EMC (EMC hypothesis).

Particularly relevant for the case of deep neural networks, which typically operate deep into the overparameterized regime [20], is the part of the hypothesis in [4] which states (paraphrasing) that if the EMC is much larger than the size of the training dataset, any modification to the training procedure that increases the EMC results in a decrease in the test error. While supported by the experiments of [34] in the parameter ranges considered, we note that this is different from what is known in the case of linear models, in which a minimum of the test error is achieved at a finite ratio of features to datapoints, after which increasing the number of features for a fixed amount of data results in an increasing test error.

Exploring the EMC hypothesis, [21] finds that in the case of linear regression, epochwise double descent occurs as a consequence of the gradient descent training dynamics when differently scaled features are learned at different times. In this setting, the test risk decomposes into a sum of bias-variance tradeoffs which occur at different times, resulting in an epochwise double descent. This effect can be removed by taking an appropriate learning rate for each feature, which lines up the different bias-variance tradeoffs in time, an effect which sometimes can improve generalization. Additionally, [21] shows analytically that similar effects occur in a two layer network, and experimentally demonstrates similar behavior in a 5-layer convolutional network.

Our work aims to bring our understanding of epochwise double descent closer to that of double descent with model complexity. Specifically, we characterize how the amount of data and noise interacts to produce an epochwise double descent given generic assumptions on the training data.

3 Setup for analysis of training dynamics

We consider training a model on $N$ samples \{$(x_1, y_1), (x_2, y_2), ..., (x_N, y_N)$\} \text{i.i.d.} $\sim D_{\text{train}}$ where $x_i \in \mathbb{R}^D$, and $y_i \in \mathbb{R}^C$. That is, a dataset of $N$ samples from a distribution $D$ with $D$ input features and $C$ classes. For convenience, we adopt the bold notation for matrices, and group the input features into the data matrix $X \in \mathbb{R}^{D \times N}$, and similarly, the matrix $\Phi \in \mathbb{R}^{F \times N}$ given by the result of an $F$ dimensional embedding of $x$ by $[\Phi]_{ij} = \phi_i(x_j)$ where each $\phi_i : \mathbb{R}^D \to \mathbb{R}$. Let $y \in \mathbb{R}^{C \times N}$, and $\hat{y} \in \mathbb{R}^{C \times N}$ be the training target matrix and model output matrix respectively. In the case of probabilistic (hard) labels we take $[y]_i = [P_L]_i \in \{0,1,...,C\}$.

We first consider training with mean squared error (MSE) cost $L_{\text{MSE}}$ defined as

$$L_{\text{MSE}} = \frac{1}{2N} \text{Tr} \left[ (w\Phi - y)^T (w\Phi - y) \right]$$ (1)

For some weights $w \in \mathbb{R}^{C \times F}$. Gradient descent on this cost with a learning rate of $\gamma$ gives the dynamics

$$w^{(t+1)}_{\text{MSE}} = w^{(t)}_{\text{MSE}} - \frac{\gamma}{N} w^{(t)}_{\text{MSE}} \Phi \Phi^T + \frac{\gamma}{N} y \Phi^T$$ (2)

The MSE dynamics permit an analytic solution (see appendix for the derivation)

$$w^{(t)}_{\text{MSE}} = w^{(\infty)}_{\text{MSE}} + \left( w^{(0)}_{\text{MSE}} - w^{(\infty)}_{\text{MSE}} \right) U [I_F - \gamma A]^t U^T$$ (3)

Where we have used the decomposition $\Phi \Phi^T / N = U A U^T$. The parameters after infinite training time are given by

$$w^{(\infty)}_{\text{MSE}} = y \Phi^T (\Phi \Phi^T)^+ + w^{(0)}_{\text{MSE}} \left( I_F - U A^+ A U^T \right)$$ (4)

Where the superscript + denotes the Moore-Penrose pseudoinverse and $I_F$ is the $F \times F$ identity.

In the appendix we show that in the high temperature limit the dynamics of training with softmax cross entropy permits a similar solution for the trajectory of the parameters $w_{\text{XENT}}$

$$Mw^{(t)}_{\text{XENT}} = Mw^{(\infty)}_{\text{XENT}} + M \left( w^{(0)}_{\text{XENT}} - w^{(\infty)}_{\text{XENT}} \right) U [I_F - \gamma A]^t U^T$$ (5)
After defining $M \equiv I_C - \tfrac{1}{C} 1_{CC}$, and introducing $1_{CN}$ as a $C \times N$ matrix of ones. The parameters after infinite training time are given similarly:

$$Mw^{(\infty)}_{XENT} = M(CP_L - 1_{CN})\Phi^\top(\Phi\Phi^\top)^+ + Mw^{(0)}_{XENT} (\Phi_F - UA^+AU^\top)$$

This is nearly identical to the solution for MSE given in Eq. 3 if the label matrix in the MSE case is identified as $y = (CP_L - 1_{CN})$. The matrix $M$ acts to subtract the mean across classes of whatever it acts on, so the cross entropy and MSE solutions are identical other than differences in this mean. This relationship allows us to gain insight into the generalization behavior of training with softmax cross entropy by analyzing the easier MSE case.

## 4 A simple model of epochwise double descent

In building a toy model of epochwise double descent, we note that the gradient descent training dynamics shown in Sec. 3 is such that large eigenvalues of the covariance matrix are learned first, and this has implications for observing epochwise double descent in linear models. In particular, the small eigenvalues will dominate the learning at long training times, and if test error is to decrease in this regime, the small eigenvalues must be relatively noise free. However, if the test error is to increase at intermediate training times, the larger eigenvalues must be noisy. In many analyses, such as [11], the noise is typically assumed to be uniform across eigenvalues, and so epochwise double descent does not occur in these works. Here we construct a model in which the noise only has an effect on the large eigenvalues of the data covariance matrix, which is sufficient to produce an epochwise double descent effect near $\alpha = 1$.

We assume a training dataset $X \in \mathbb{R}^{N \times D}$ consisting of $N$ datapoints each with $D$ normally distributed features such that $[X]_{i,j} \sim N(0, 1)$. These data points are assigned labels $y \in \mathbb{R}^{C \times N}$ via $y = w_T X + \epsilon$ labeled using a teacher matrix $w_T \in \mathbb{R}^{C \times D}$ chosen such that $[w_T]_{i,j} \sim N(0, 1/\sqrt{D})$.
Where the average has been taken over the teacher matrix, the training data, and the noise. With this distribution and the solutions in Sec. 3 we can calculate the expected generalization error additionally, the discontinuity at \( \lambda \) with \( t \) (as measured by the MSE cost function) after the end of training, necessitating early stopping. we define:

\[
[z]_{ij} \sim \begin{cases} 
N(0, \sigma) & |\Lambda|_{jj} \geq 1 \\
0 & |\Lambda|_{jj} \leq 1 
\end{cases}
\] (7)

Note that we still have \( \langle \epsilon \rangle = 0 \) and \( \langle \epsilon X^\top \rangle = 0 \), however the noise is now correlated across examples. For a further discussion on this type of noise, and how it relates to randomly labeled examples in a typical training setup, see the appendix.

The eigenvalues of the data covariance matrix \( XX^\top / N \) follow the Marchenko-Pasteur (MP) distribution \( 14 \) in the limit \( N, D \to \infty \) with \( D/N = \lambda \).

\[
p_{MP}(x|\lambda) = \frac{1}{2\pi} \sqrt{\frac{\lambda_+ - x}{\lambda x}} (x - \lambda_-) \mathbf{1}_{x \in [\lambda_-..\lambda_+]} (8)
\]

with \( \lambda_+ = (1 + \sqrt{\lambda}) \). Note that there is a point mass of \( p_{MP}(0) = 1 - 1/\lambda \) at \( x = 0 \) if \( \lambda > 1 \). Additionally, the discontinuity at \( |\Lambda|_{jj} = 1 \) in Eq. 7 corresponds to the mean of the MP distribution. With this distribution and the solutions in Sec. 3, we can calculate the expected generalization error (as measured by the MSE cost function) after \( t \) iterations of training as well as its dependence on the amount of noise, measured by \( \sigma \) and the amount of over/under parameterization as measured by \( \lambda \). The underparameterized regime has \( \lambda < 1 \) and the overparameterized regime has \( \lambda > 1 \).

\[
\langle L_{test}(t, \lambda, \sigma) \rangle_{e,X,\omega,T} = \int_1^\infty \left[ \left( 1 + \frac{\sigma}{x} \right) (1 - \gamma x)^{2t} + \frac{\sigma}{x} (1 - 2(1 - \gamma x)^t) \right] p_{MP}(x|\lambda)dx \\
+ \int_0^1 \left[ (1 - \gamma x)^{2t} \right] p_{MP}(x|\lambda)dx (9)
\]

Where the average has been taken over the teacher matrix, the training data, and the noise.

The dynamics given by Eq. 2 can be qualitatively different depending on the amount of training data and the amount of noise. We define four different classes of behavior depending on whether or not an epochwise double descent occurs and whether or not the minimum of the generalization cost occurs before the end of training, necessitating early stopping. We define:

1. **NDD-NES:** No epochwise double descent, no early stopping: Here the generalization cost decreases monotonically with increasing training time. We observe this behavior for small amounts of noise especially near critical parameterization \( \lambda \approx 1 \).

2. **NDD-ES:** No epochwise double descent, early stopping: Here the generalization cost first decreases, then increases and plateaus above its minimum value, meaning early stopping is necessary for optimal generalization performance.
Figure 3: Generalization behavior of ResNet18 trained on CIFAR10 at various widths and noise levels. Larger values of $k$ indicate a higher total parameter count. Epochwise double descent occurs at larger values of $k$ at noise levels above $\epsilon \approx 0.025$. At larger values of the noise $\epsilon$ the second descent does not achieve a lower generalization error than the first descent. Note the different scale on $k = 4$. All plots show mean (bold) ± std (shaded) across 10 random seeds.

3. **EDD-NES:** Epochwise double descent occurs, no early stopping: Here, epochwise double descent occurs in that the generalization cost first decreases, then increases, and then decreases again. The second decrease is large enough to overcome the increase, and so early stopping gives sub-optimal generalization.

4. **EDD-ES:** Epochwise double descent occurs, early stopping is necessary: Here, epochwise double descent occurs in that the generalization cost first decreases, then increases, and then decreases again. The second decrease is not large enough to overcome the increase, and so early stopping is necessary.

Each of these types of behaviors occurs in this model, and the situation is summarized in Fig. 1. The generalization error obtained by early stopping and training to convergence is shown in Fig. 2. We observe a discontinuous drop in generalization performance when using early stopping at the onset of epochwise double descent in Fig. 2B. We identify four properties P1-P4 with practical implications:

- **P1** For clean datasets (small $\sigma$), early stopping is not crucial for achieving good generalization performance.
- **P2** Epochwise double descent only occurs near critical parameterization.
- **P3** Epochwise double descent requires noise above a certain threshold to occur.
- **P4** If the amount of noise is too large (large $\sigma$), early stopping gives the best generalization performance, and epochwise double descent can be ignored in practice.

The first of these is known to hold true in deep neural networks as well, as common practice is to train models for as long as practically feasible regardless of the possibility of overfitting. The second of these has been partially demonstrated in [4] which shows that networks below a critical size do not exhibit epochwise double descent.

5 **EDD is only relevant within a specific noise range**

To evaluate properties 1-4 extracted from the linear model of Sec. 4 we replicated the experimental setup of [4] and trained instances of ResNet18 [22] with SGD and varying widths $k$ on the CIFAR10 dataset [23]. This work was implemented using PyTorch [24] and the TorchVision ResNet18 implementation. We did not replicate the experiments on CIFAR100 [23] as clean, unambiguous labels are required to investigate the generalization behavior with small amounts of label noise. CIFAR100 is known to have a much larger amount of label noise/ambiguity than CIFAR10 [25]. We investigated noise fractions ranging from $\epsilon = 0.0$ to $\epsilon = 0.1$ random label noise, and averaged the test error across 10 random seeds for each combination of width and amount of label noise.

Results can be seen in Fig. 3. At $\epsilon = 0$, test error monotonically decreases for all network widths, and so there is no well defined early stopping epoch (property 1). For smaller network widths ($k = 4$)
Figure 4: A: Generalization error of ResNet18 trained on CIFAR10 with 20% label noise ($\epsilon = 0.2$) as an increasing number of the smaller principal components are removed. When $\leq 100$ components remain, epochwise double descent disappears. B: Training error as an increasing number of the smaller principal components are removed. C: Visualization of the first 100 principal components showing that the larger principal components correspond to larger scale features. D: Examples of the training data when only the 100 largest principal components are kept. All lines show mean (bold) ± std (shaded) across 10 random seeds.

and $k = 32$) we observe little to no epochwise double descent at any noise levels, a finding consistent with [4] (property 2). At larger widths, such as the standard ResNet18 ($k = 64$) and larger ($k = 92$) we see a strong epochwise double descent effect above $\epsilon = 0.025$ (2.5% noisy labels). At $\epsilon = 0.025$ a small double descent peak begins to emerge, though it is similar in magnitude to the jitter in the test error due to SGD. Below $\epsilon = 0.025$, we do not observe epochwise double descent at any width. This is consistent with the phase diagram in Fig. 1A in the NDD-NES regime which suggests there is a critical noise level below which epochwise double descent does not occur (property 3).

At larger widths ($k = 64, 92$) and larger noise values ($\epsilon = 0.1$), we observe a strong epochwise double descent effect. However, the initial descent achieves a lower test error than the second descent, and so a simple early stopping heuristic outperforms training to convergence. This is also consistent with the EDD-ES regime in the phase diagram in Fig. 1A in which epochwise double descent occurs, but can be safely ignored via early stopping (property 4). For large widths and intermediate noise levels ($\epsilon = 0.025 - 0.05$ for $k = 64$ and $\epsilon = 0.025 - 0.075$ for $k = 92$) epochwise double descent occurs, and the lowest test error is achieved at the end of training. This is the regime in which early stopping gives sub-optimal performance, similar the EDD-NES regime in Fig. 1A.

Our linear model also predicts that networks which are above a certain size will also not exhibit epochwise double descent. While this may happen for very large networks, we were not able to observe it experimentally in ResNet18. Experiments at large values of $k$ are quite computationally expensive so it is possible our networks are simply not large enough to show this effect. Data augmentation and parameter redundancy both act to reduce the number of effective parameters, so in the case of ResNet18 it is unclear how large $k$ should be to reach the correct regime. We note that this occurs in the same regime as the decrease in generalization performance seen with increasing overparameterization regime shown in linear models ([11] and others) which has similarly not been observed in deep neural networks.

6 Removing epochwise double descent by removing features

A central assumption of the linear model in Sec. 4 is the existence of slow to learn but informative features. In the linear setting, these features consist of eigenvectors with small eigenvalues. In the case of DNNs, it is less clear what features in the input are slow to learn owing to the nonlinearity of the training dynamics and differing architecture choices. However, very wide DNNs are known to behave approximately linearly [26] in a transformed feature space determined by the network architecture and initial weights. While this transformation can change the ordering in which features are learned and introduce new nonlinearly constructed features, there may still be some correspondence between the slow to learn features in the linear case and the slow to learn features in a DNN. With this in mind,
we carried out an experiment in which we discarded the smaller eigenvalue features of a dataset that shows epochwise double descent and trained a DNN on the remaining components. Fig. 6A shows the result of training ResNet18 on CIFAR10 with $\epsilon = 0.1$ and a varying number of the largest principal components, leaving the test set unmodified. All results are averaged across 10 random seeds. When all components are kept (yellow line) we see epochwise double descent. However, as the number of components is reduced the epochwise double descent phenomenon becomes less pronounced, and vanishes when only the 100 largest components (which account for 90% of the variance) are kept. This is consistent with the features responsible for the epochwise double descent having been removed. As the removed features are informative, this also corresponds to a decrease in generalization performance. The top 100 PCA components are shown in Fig. 6C and the modified data with 100 components in Fig. 6D. As might be expected, the larger principal components tend to represent larger scale features. Fig. 6B demonstrates that ResNet18 is still able to fit this modified training data.

### 7 Removing epochwise double descent by training the last layer

While the experiment in Sec. 6 demonstrates that epochwise double descent can be eliminated by removing certain useful features in the training data, this also causes a significant drop in generalization performance. However, in the linear model of Sec. 4 epochwise double descent appears as a property of the training dynamics as well as the training data which hints at an alternate method of removing the effect. If it were possible to skip to the end of training, the order in which features are learned becomes irrelevant and there is no possibility for an epochwise double descent to exist. In general, this is not possible for a DNN as a whole as analytic solutions don’t exist, with the exception of the final layer.

As previous works have shown, representations in early layers of DNNs typically stabilize quickly [27, 28], while the final layers are responsible for memorizing noise [29] and continue to learn during training. This leads us to suspect that training just the final layer to convergence might be sufficient to remove the epochwise double descent as this layer plays a dominant role in the later epochs of training. This can be done in the case of a network trained with softmax cross entropy using the smooth-label approximation for the weights given in Eq. 6. Our procedure is as follows: Train a DNN with SGD using the softmax cross entropy objective for $t$ epochs (standard training procedure). Then, replace the weights of the final classification layer with the ‘converged’ weights given by Eq. 6 using the penultimate layer activations as features. The result is a network which has the final layer trained to convergence, and the earlier layers trained for $t$ epochs with a standard training procedure.

Fig. 7 shows the test error achieved by ResNet18 ($k = 64$) trained on CIFAR10 for values of $\epsilon$ between 0.0 and 0.4. The blue line represents the error achieved with standard training, and the orange ‘Converged’ line represents the error achieved after substituting in the converged weights of Eq. 6. We see that in all cases, using the ‘converged’ weights eliminates epochwise double descent. When $\epsilon > 0$, ‘converged’ weights give also give a lower test error than the standard training, as the
second descent in test error results in a very slow convergence to this final value. In the noise free case of $\epsilon = 0$, we find that standard training and using 'converged' weights for the final layer give equivalent performance, with differences smaller than variance arising from different random seeds.

8 Discussion and Conclusion

In constructing the linear model of epochwise double descent, we assumed the existence of small scale (small eigenvalue) features that are largely unaffected by the presence of noise, and learn slowly compared to to larger scale (large eigenvalue) features which are noisy. Near critical parameterization, this gives rise to an epochwise double descent for noise levels above a threshold. This is similar to other linear models (recently [11, 21]) that achieve the well-studied double descent in model complexity by assuming the existence of small scale (small eigenvalue) which couple to uniform noise. While not a focus of this work, we note that both effects can coexist if the small scale features are weakly affected by noise in comparison to the large scale features. We believe that the study of other noise models is likely to yield other behaviors which may be interesting, and the problem of determining which noise model is most appropriate for the case of training deep neural nets with label noise is a promising direction for future work.

We also demonstrated that epochwise double descent can be removed by the deletion of certain features in the input data (Sec. 6). While in this work we simply discarded the smallest principal components, this is likely suboptimal. Other approaches which are more selective about which input features to remove might have the potential to remove epochwise double descent at a smaller cost to generalization performance. Determining which features are responsible for epochwise double descent may also shed light on what features DNNs are sensitive to at different stages of training, and so this is a potential avenue for further work on DNN interpretability in connection to the various double descent phenomena.

Finally, we note an apparent tension between our experimental results and the EMC hypothesis of [4]. In Sec. 7 we give an example of a training procedure that does not exhibit double descent as the number of samples fit with error $\leq$ const. exceeds the size of the training set. Strictly speaking, this acts as a counterexample to the EMC hypothesis. Furthermore, we also note that our results in Sec. 5 suggest that a critical amount of noise is necessary to produce epochwise double descent, while the EMC hypothesis suggests that epochwise double descent should occur for all noise levels. We provide an alternate view: epochwise double descent occurs as a result of an interplay between the features in the data and the noise in the labels (as in out linear model) rather than as a result of the EMC. We believe additional work clarifying which view of the epochwise double descent phenomena is correct would improve the understanding of the generalization dynamics of DNNs.

In summary, we have developed a linear model which exhibits an epochwise double descent effect. We have calculated a phase diagram that shows when epochwise double descent does/does not occur, and when early stopping does/does not lead to optimal generalization performance. In spite of the simplicity of our linear model, all four combinations of these two effects occur depending on the amount of overparameterization and the amount of label noise. Experiments on deep neural networks show that these highly nonlinear models behave qualitatively similarly to our linear model, in that epochwise double descent requires both overparameterization and noise above a critical threshold to occur. Experimentally and in our linear model we find that above a second critical noise level epochwise double descent occurs but is not relevant as early stopping gives superior generalization performance. Using insights from the linear model we give two methods that experimentally eliminate the epochwise double descent effect, one which harms generalization and another which improves or matches the generalization performance of standard training. These findings follow from our hypothesis that the epochwise double descent effect arises from slow to learn but informative features. We hope future works will shed further light on the nature of these features and their relation to the influence of noisy labels on the generalization dynamics of deep neural nets.

Broader Impacts  Deep learning has become an incredibly compute-intensive field, where long-running model training runs are the norm. Epochwise double descent poses a challenge in this context, since, as described, early stopping may yield worse generalization performance. Beyond this, our work is application-agnostic, so we cannot foresee any clear negative impacts.
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9 Appendix

9.1 Derivation of MSE dynamics

The mean-squared error ($L_{MSE}$) is given by

$$L_{MSE} = \frac{1}{2N} \sum_{j=1}^{N} \sum_{c=1}^{C} |w\Phi - y|^2$$

(10)

Computing the gradient with respect to one of the parameters $w_{cj}$ gives

$$\frac{\partial L_{MSE}}{\partial w_{cj}} = \frac{1}{N} [w\Phi\Phi^\top - y\Phi^\top]_{cj}$$

(11)

Carrying out gradient descent with a learning rate $\gamma$ gives the recursion relation for the parameters (Eq. 2 from the main text)

$$w_{MSE}^{(t+1)} = w_{MSE}^{(t)} - \gamma \frac{1}{N} w_{MSE}^{(t)} \Phi \Phi^\top + \gamma y \Phi^\top$$

(12)

Where $w_{MSE}^{(t)}$ denotes the value of parameters obtained after training for time $t$ with MSE. This relation has a fixed point at

$$w_{MSE}^* = y \Phi^\top (\Phi \Phi^\top)^+$$

(13)

where $(\cdot)^+$ denotes the Moore-Penrose pseudoinverse. Changing variables to $z^{(t)} = w_{MSE}^{(t)} - w_{MSE}^*$

$$z^{(t+1)} = z^{(t)} - \gamma z^{(t)} \Phi \Phi^\top$$

(14)

Changing variables to the eigenbasis via $\Phi \Phi^\top / N = U \Lambda U^\top$ and $\tilde{z}^{(t)} = z^{(t)} U$ gives a set of decoupled linear recursion relations

$$\tilde{z}^{(t+1)} = \tilde{z}^{(t)} - \gamma \tilde{z}^{(t)} \Lambda$$

(15)

Which can easily be solved to give

$$\tilde{z}^{(t)} = \tilde{z}^{(0)} (I_F - \gamma \Lambda)^t$$

(16)

Changing variables back to the original basis with $\tilde{z}^{(t)} = z^{(t)} U$ and $z^{(t)} = w_{MSE}^{(t)} - w_{MSE}^*$

$$w_{MSE}^{(t)} = w_{MSE}^* + \left( w_{MSE}^{(0)} - w_{MSE}^* \right) U (I_F - \gamma \Lambda)^t U^\top$$

(17)

In the case where some eigenvalues of $\Phi$ are zero, there is a frozen subspace in which the parameters don’t change in time and so the infinite time solution can be written as

$$w_{MSE}^{(\infty)} = y \Phi^\top (\Phi \Phi^\top)^+ + w_{MSE}^{(0)} (I_F - \gamma \Lambda)^t U^\top$$

(18)

Where the quantity $\Lambda^+ \Lambda$ is a diagonal matrix with zeros on the diagonal corresponding to zero eigenvalues of $\Phi \Phi^\top$ and ones on the diagonal corresponding to nonzero eigenvalues of $\Phi \Phi^\top$. The dynamics can be written in terms of the infinite time solution as

$$w_{MSE}^{(t)} = w_{MSE}^{(\infty)} + \left( w_{MSE}^{(0)} - w_{MSE}^{(\infty)} \right) U (I_F - \gamma \Lambda)^t U^\top$$

(19)

Which is Eq. 3 of the main text.

9.2 Derivation of high temperature softmax cross entropy dynamics

In the case of cross entropy, we take the model outputs $y$ to be the probability assigned to class $i$ on examples $j$, given by the matrix $\hat{y}_{ij} = [P_M]_{ij}$. For our models, we have $P_M \in \mathbb{R}^{C \times N}$ given by the softmax function applied to the model outputs

$$P_M = \frac{e^{\beta x_{\text{ENT}} \Phi}}{\ell_C \beta x_{\text{ENT}} \Phi}$$

(20)

Where $w_{\text{XENT}} \in \mathbb{R}^{C \times F}$ is a weight matrix of learnable parameters, $\beta$ is the inverse temperature, and $\ell_C$ is a $C$ dimensional vector of ones. Exponentials should be interpreted as elementwise operations. We also have the label matrix

$$[P_L]_{ij} = \delta_{i, \text{argmax} y_j}$$

(21)

Where $\delta_{ij}$ is the Kronecker delta. $P_L$ is thus a matrix of one-hot vectors defining the labels given by the $y_j$s. We also define the label-smoothed label matrix as

$$\hat{P}_L = \alpha P_L + (1 - \alpha) \frac{\ell_C N}{C}$$

(22)
Where $\mathbb{1}_{CN}$ is a $C \times N$ matrix of ones, and $\alpha$ is a smoothing parameter\cite{30, 31} that obeys $0 \leq \alpha \leq 1$. Given an $\alpha$, we find the parameters $w_{XENT}$ by gradient descent on the cross entropy cost defined by

$$L_{XENT} = -\frac{1}{N} \text{Tr} \left[ \tilde{P}_L \log (P_M) \right]$$  \hspace{1cm} (23)

Where the log is elementwise. The gradient of $L_{XENT}$ with respect to the weights $w_{XENT}$ is given by

$$\frac{\partial L}{\partial w} = \frac{\beta}{N} \left( P_M - \tilde{P}_L \right) \Phi^T$$  \hspace{1cm} (24)

And the discrete time gradient descent dynamics of $w_{XENT}$ (abbreviated as $w$) is given by the nonlinear recursion relation

$$w^{(t+1)} = w^{(t)} - \gamma \frac{\beta}{N} \left[ Mw^{(t)} \Phi - \frac{\alpha}{\beta} (CP_L - \mathbb{1}_{CN}) \right] \Phi^T$$  \hspace{1cm} (25)

For learning rate $\gamma$. These dynamics are not solvable in general, but we can gain insight into their behavior by analyzing the high temperature limit. We construct this by taking the first order Taylor expansion of $P$ about $\mu = \mathbb{1}_C$ and using these properties gives

$$\Phi^T \left( Mw \Phi + O (\beta^2) \right)$$

Here $M$ is defined as

$$M \equiv I_C - \frac{1}{\beta} \mathbb{1}_{CC}$$  \hspace{1cm} (27)

Where $\mathbb{1}_{CC}$ is a $C \times C$ matrix of ones, and $I_C$ is a $C \times C$ identity matrix. Under this approximation, the dynamics simplify to

$$w^{(t+1)} = w^{(t)} - \gamma \frac{\beta^2}{N} \left[ Mw^{(t)} \Phi - \frac{\alpha}{\beta} (CP_L - \mathbb{1}_{CN}) \right] \Phi^T$$  \hspace{1cm} (28)

For simplicity, we absorb the factor of $\beta^2/N$ into the learning rate, and take $\beta = \alpha$ under the assumption that $\alpha \ll 1$ to get

$$w^{(t+1)} = w^{(t)} - \gamma \left[ Mw^{(t)} \Phi - (CP_L - \mathbb{1}_{CN}) \right] \Phi^T$$  \hspace{1cm} (29)

Lastly, we make use of two special properties of the matrix $M$:

$$M^2 = M$$

$$M \left( CP_L - \mathbb{1}_{CN} \right) = (CP_L - \mathbb{1}_{CN})$$

Both of these follow from the action of $M$ to subtract the mean across classes of whatever it acts on, and the second follows from the fact that $(CP_L - \mathbb{1}_{CN})$ is mean zero across classes. Multiplying through the recursion relation with $M$ and using these properties gives

$$Mw^{(t+1)} = Mw^{(t)} - \gamma \frac{\beta}{N} Mw^{(t)} \Phi \Phi^T + \gamma \frac{\gamma}{N} (CP_L - \mathbb{1}_{CN}) \Phi^T$$  \hspace{1cm} (30)

These dynamics are identical to the MSE dynamics given in the preceding section with labels $y = (CP_L - \mathbb{1}_{CN})$, and can be solved the same way except with a weight matrix given by $Mw$. This correspondence generates the solutions given in the main text.

### 9.3 Relationship between dynamics of softmax cross entropy and MSE

As shown in the previous two sections, the training dynamics of a highly label-smoothed softmax cross entropy cost is similar to the dynamics of training with a mean squared error cost. However, differences in the learned weights may occur in the mean across classes. Here we show that in the case of softmax cross entropy, the mean across classes of the weight matrix remains fixed at its initial value, while in the case of the mean squared error, it decays away to zero. First, we reparameterize the weight matrix via

$$w = Mw + \frac{1}{\beta} \mathbb{1}_{CC} w$$

$$= \tilde{w} + \mu$$  \hspace{1cm} (32)

Where $\tilde{w}$ has zero mean across classes, and $\mu$ is the mean of $w$ across classes. It is clear then that $Mw = \tilde{w}$ and $M\mu = 0$ by the action of $M$. In this parameterization, the high temperature dynamics of softmax cross entropy training become

$$w_{XENT}^{(t+1)} = w_{XENT}^{(t)} - \gamma \frac{\beta}{N} w_{XENT}^{(t)} \Phi \Phi^T + \gamma \frac{\gamma}{N} (CP_L - \mathbb{1}_{CN}) \Phi^T$$

$$\mu_{XENT}^{(t+1)} = \mu_{XENT}^{(t)}$$  \hspace{1cm} (33)
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We begin with the solution to the training dynamics in the case of MSE training, which behaves equivalently to high-temperature softmax cross entropy training. Which is identical to the dynamics of high temperature softmax cross entropy with the exception that the mean µ across classes decays to zero with a rate determined by ΦΦT. In general, the argmax model output is independent of µ, and so in all cases the top-1 accuracy of training with cross entropy and a high-temperature softmax and MSE will be identical.

9.4 Derivation of expected test cost

We begin with the solution to the training dynamics in the case of MSE training, which behaves equivalently to high-temperature softmax cross entropy training, and take the special case Φ = X ∼ N(0, 1) and w(0) = 0 for X ∈ Rn×d and w ∈ R0×d:

\[
\mathbf{w}^{(t+1)} = \mathbf{w}^{(t)} - \frac{\gamma}{N} \mathbf{MSE} \Phi \Phi^T + \frac{\gamma}{N} (C \mathbf{P}_L - \mathbb{I}_{CN}) \Phi^T
\]

Which is Eq. 9 of the main text.

Taking the labels \( \mathbf{y} = \mathbf{w}_T \mathbf{x}_{T \in [N]} + \epsilon \) for a teacher matrix \( \mathbf{w}_T \sim N(0, 1/\sqrt{D}) \) and noise \( \epsilon \), we change to the eigenbasis using the SVD \( \mathbf{X}/\sqrt{N} = \mathbf{U} \Lambda^{1/2} \mathbf{V}^T \). This involves defining \( \mathbf{q} = \mathbf{w} \mathbf{U}, \mathbf{q}_T = \mathbf{w}_T \mathbf{U}, \) and \( \eta = \epsilon \mathbf{V} \).

The result is

\[
\mathbf{q}^{(t)} = \left( \mathbf{q}_T + \eta \Lambda^{-1/2} \right) (\mathbb{I}_D - (\mathbb{I}_D - \gamma \Lambda)^T)
\]

We can then evaluate the expected generalization performance on noise free test data \( x_T \sim N(0, 1) \) via

\[
\langle \mathcal{L}_{\text{test}} \rangle_{\mathbf{x}, \mathbf{x}_T, \mathbf{w}_T} = \frac{1}{2} \langle (\mathbf{w}_T - \mathbf{w}_T \mathbf{x}_T)^T (\mathbf{w}_T - \mathbf{w}_T \mathbf{x}_T) \rangle_{\mathbf{x}, \mathbf{x}_T, \mathbf{w}_T}
\]

Here the expectation is taken over the distribution of the training data \( \mathbf{x}, \mathbf{x}_T, \) the test data \( \mathbf{x}_T \), and the teacher matrix \( \mathbf{w}_T \), and the label noise \( \epsilon \). The expectation over \( \mathbf{x}_T \) is easy, as \( \langle x_T \rangle_{\mathbf{x}_T} = \mathbb{I}_D \). Since the MSE is invariant to orthogonal transformations, we can compute the expectations in the rotated basis

\[
\langle \mathcal{L}_{\text{test}} \rangle_{\mathbf{x}, \mathbf{x}_T, \mathbf{w}_T} = \frac{1}{2} \langle (\mathbf{q}_T - \mathbf{q}_T)^T (\mathbf{q}_T - \mathbf{q}_T) \rangle_{\eta, \Lambda, \mathbf{q}_T}
\]

This can be evaluated for each dimension identically as so far everything is isotropic. Using the solution to the dynamics, and dropping terms first order in \( \mathbf{q}_T \) and \( \eta \) since \( \langle \mathbf{q}_T \rangle = 0 \) and \( \langle \eta \rangle = 0 \) gives

\[
\langle \mathcal{L}_{\text{test}} \rangle_{\mathbf{x}, \mathbf{x}_T, \mathbf{w}_T} = \frac{1}{2} \left\langle \left( q_T^2 + \frac{\eta^2}{l} \right) (1 - \gamma l)^2 + \frac{\eta^2}{l} (1 - 2(1 - \gamma l)^4) \right\rangle_{\eta, l, \mathbf{q}_T}
\]

Where \( q_T \) is a single component of \( \mathbf{q}_T \), \( \eta \) is a single component of the noise, and \( l \) is the corresponding eigenvalue. Using \( \langle q_T^2 \rangle = 1 \), along with the assumption for the noise

\[
\eta \sim \begin{cases} N(0, \sigma) & l \geq 1 \\ 0 & l \leq 1 \end{cases}
\]

We get

\[
\langle \mathcal{L}_{\text{test}} \rangle_{\mathbf{x}, \mathbf{x}_T, \mathbf{w}_T} = \frac{1}{2} \int_{1}^{\infty} \left[ \left( 1 + \frac{\sigma}{l} \right) (1 - \gamma l)^2 + \frac{\sigma}{l} (1 - 2(1 - \gamma l)^4) \right] p(l) \, dl + \frac{1}{2} \int_{0}^{1} [1 - (1 - \gamma l)^2] p(l) \, dl
\]

Here, \( p(l) \) is the distribution of eigenvalues of the training data. The expectation over the training data has thus been replaced with an expectation over \( l \). Owing to our assumption that the training data is drawn from an uncorrelated gaussian, the eigenvalues of the data covariance matrix \( \mathbf{X} \mathbf{X}^T / N \) follow the Marchenko-Pastur (MP) distribution in the limit \( N, D \to \infty \) with \( D/N = \lambda _{\mathcal{M}} \).

\[
p_{\mathcal{M}}(x|l) = \frac{1}{2\pi} \sqrt{\frac{(\lambda_+ - x)(x - \lambda_-)}{\lambda x}} 1_{x \in [\lambda_-, \lambda_+]}
\]

Taking this high-dimensional limit, we get

\[
\langle \mathcal{L}_{\text{test}} \rangle_{\mathbf{x}, \mathbf{x}_T, \mathbf{w}_T} = \frac{1}{2} \int_{1}^{\infty} \left[ \left( 1 + \frac{\sigma}{l} \right) (1 - \gamma l)^2 + \frac{\sigma}{l} (1 - 2(1 - \gamma l)^4) \right] p_{\mathcal{M}}(l|\lambda) \, dl + \frac{1}{2} \int_{0}^{1} [1 - (1 - \gamma l)^2] p_{\mathcal{M}}(l|\lambda) \, dl
\]

Which is Eq. 9 of the main text.
9.5 Correspondence between label noise and type of noise used in model

Our assumption that the noise in the training labels couples only to large eigenvalue features is key to obtaining an epochwise double descent effect. Other assumptions, such as noise that couples to all eigenvalues equally do not show epochwise double descent anywhere in the $\lambda, \sigma$ plane. Here we informally explain some of the intuition behind this assumption.

First, we note that noise introduced by randomly shuffling labels (as in the experiments on Deep Networks that show epochwise double descent) does not couple to all features equally in the eigenbasis. To see this, note that we can write totally random labels $y_{\text{rand}}$ in terms of the clean labels $y_{\text{clean}}$ and a noise term $\eta$.

$$y_{\text{rand}} = y_{\text{clean}} + \eta$$

Hence, noise in a dataset with totally random labels can be written as $\eta = y_{\text{rand}} - y_{\text{clean}}$. In a dataset where only a fraction $\epsilon$ of the $N$ training examples have random labels, we introduce the matrix $F$ where $F \in \mathbb{R}^{N \times N}$ is a diagonal matrix with $N\epsilon$ ones randomly distributed on the diagonal, and $1-\epsilon$ zeros in the remaining positions on the diagonal. Then we have

$$\eta = (y_{\text{rand}} - y_{\text{clean}}) F$$

In the solution to the dynamics, noise enters via the product $\eta X^\top$ for $X \in \mathbb{R}^{D \times N}$, and so through $FX^\top$. Using the SVD $X = U \Lambda V^\top$, we can write

$$FX^\top = V F \Lambda^{-1/2} U^\top - [F, V] \Lambda^{1/2} U^\top$$

The first term on the RHS includes a product $F \Lambda^{1/2}$ which acts to drop a subset of the eigenvalues. The second term arises from the commutator $[F, V]$ which has a simple structure:

$$[F, V] = V \odot D$$

Where $D$ is given by $D_{i,j} = (F_{ii} - F_{jj}) \in \{-1, 0, 1\}$. Thus, the action of fractional label permutation has two properties:

1. Some eigenvectors do not couple to the noise (for $D > N$)

9.6 Compute requirements

All of the experiments described here were run on an internal compute cluster. Each experiment was run on a compute unit with 1 GPU, 12 CPU Cores and 16 GB RAM. The results in the main paper stem from 340 ResNet18 training runs, which consume the bulk of our overall compute usage.

Our experiments were developed using the PyTorch library (pytorch.org), which is open-sourced under the BSD license. Many of our experiments were run on the CIFAR10 dataset, which is publicly available under the MIT license.

9.7 Experiment hyperparameters

Experiments in Section 5 were performed using hyperparameters found in [4]. This was done to ease comparisons with prior work, but we found those hyperparameters to be suboptimal. In Sections 6 and 7 we instead performed a hyperparameter sweep over learning rate, learning rate decay, batch size and momentum. For learning rate decay, we used a schedule of $\gamma(t) = \frac{1}{\beta^{\frac{t}{T}}}$, evaluated at the end of each epoch. We found the following hyperparameters to work best:

| Table 1: Experiment hyperparameters |
|-------------------------------------|
| **Cross entropy** | MSE |
| Optimizer | SGD | SGD |
| Batch size | 16 | 16 |
| Learning rate ($\gamma$) | 0.1 | 0.1 |
| Learning rate decay ($\beta$) | 1 | 0.01 |
| Momentum | 0 | 0 |