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Abstract: In data mining, association rule mining method is used to discover rules of type $X \rightarrow Y$ from transaction databases where $X$ and $Y$ are sets of attributes or items which are disjoint. This means a set of items $X$ if found present in a set of transactions then it is also found that another set of items $Y$ is also present in the same set of transactions. Support and confidence are two quantitative measures for association rules. Support denotes the number of occurrences of a rule in the whole database. Confidence means the conditional probability of presence of the set of items $Y$ subject to the presence of the set of items $X$. There are numerous areas of applications association rules. In this paper, association rule mining method is applied to discover and analyze eligibility criteria for jobs from a large set of data for choosing career and professional goals effectively. For this the data are collected by conducting a wide survey and is prepared and modelled suitably. Then the a priori algorithm is implemented for discovering the frequent itemsets and the association rules. The discovered rules are then classified based on the kind of jobs and also based on the kinds of qualifications. The discovered results are analyzed and interpreted and the computational performances are also analyzed.
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1. INTRODUCTION

A huge amount of data about career and jobs opportunities are generated and its availability is widely spread out in public domains namely on the internet, news papers, social media and elsewhere. Prospective candidates are required to judiciously analyze such data for selecting better and prosperous career options based on their academic and professional back grounds so as to maximize the scope and growth of their careers. It is observed that there is lack of preparedness among the candidates about extending and maximizing the career opportunities at a very early stage due to ineffective dissemination of knowledge in a suitable manner so that various career options could be evaluated in relation to their future scope, mobility and growth before taking up a particular option. This is recognized as a very critical need in the context of the present day as there are diverge and wide ranging career opportunities [1].

A. Employment Data Analytics

The data about employment are huge, unstructured, varying and growing continuously. In the context of big data there are enough complexities in such data [1]. The patterns of eligibility qualifications required for various jobs and careers can be discovered by using association rule mining technique. Prospective candidates can be guided by information services designed based on this technique for sustainable growth in career as the patterns discovered from the actual data are proofs about bright careers of various people. Such techniques based on analytics are more meticulous and can even be useful for guided public investments for higher education.

B. Association Rule Mining

The objective of data mining is to discover hidden patterns and rules from large databases which are nontrivial, interesting, previously unknown and potentially useful [2]. Association rule mining is a data mining technique. It is used to discover rules of type $X \rightarrow Y$ from transaction databases where $X$ and $Y$ are sets of attributes or items which are disjoint. The significance of association rule is that the sets of items namely $X$ and $Y$ involved in a rule are found to occur together in a number of transactions. In turn, it means that the occurrence of sets of items $X$ influences the occurrences of the sets of items $Y$. These occurrences are quantitatively measured by using the parameters support and confidence. Computation of the association rules from large transaction database is expensive as the search space grows exponentially with the increase in the number of the attributes or the database items [3] [4]. There occurs increase in data transfer activity since the association rule mining methods are iterative and require multiple database scans.

There are various research issues in algorithms for association rule mining. These include scalability, controlling exponential growth of the search space, reduction of I/O and multiple database scans; designing efficient internal data structures, optimizing computational overheads, increase in discovered rules with the increase in the number of items in the database.

B.1 Terminology and Notation

An itemset is defined as a set of items. A $k$-itemset is an itemset of cardinality $k$. The number of times for which an itemset say $X$, occurs in a database is called its support count. It is denoted as $\sigma(X)$. A large or frequent itemset is one i$if its support is not less than a pre specified minimum support called $\text{minsup}$ [6]. It is assumed that $L_k$ denotes a set of large or frequent itemset of cardinality $k$. 
B.2 Definition of Association Rule and Measures of Interestingness

The problem of mining Association Rules is defined in [5] [6]. It is described as below.

Consider a set of literals I such that I = \{i_1, i_2, i_3, …… i_m\}. Here the literals i_1, i_2, i_3, …… i_m represent the database items. Let D be transaction database. It consists of a set of transactions. The items in each transaction are drawn from the set I such that T \subseteq I. Let X and Y be sets of database items called itemsets such that X \subseteq I and Y \subseteq I. The itemsets X and Y are said to be present in a transaction T if and only if X \subseteq T and Y \subseteq T. Now an association rule is defined as X \Rightarrow Y in which X \subseteq I, Y \subseteq I and X \cap Y = \Phi. Such a rule is said to have a confidence c if X is present in c\% of the transactions of the database D then Y is also present in those transactions. The support of the rule X \Rightarrow Y is said to be s if the itemset XUY is present in s\% of the transactions in D.

Support and confidence are the most widely used measures of interestingness to indicate the quality of an association rule. Correlation or lift is another measure of interest used to express the relationships between the items in a rule [7].

The frequency of occurrence of the itemset XUY in the transactions of the database D is called support count of the rule X \Rightarrow Y. It is denoted by \sigma(XUY).

The confidence of a rule X \Rightarrow Y is calculated as the ratio of \sigma(XUY)/\sigma(X) in terms of support count or support(XUY)/support(X) in terms of percentage support. In other words confidence of a rule X \Rightarrow Y is the conditional probability of presence of the itemset Y in a transaction subject to the presence of the itemset X in the transaction. Confidence indicates the strength of a rule. The higher the support and confidence the stronger are the rules. The objective of association rule mining is to discover such rules for which the values of support and confidence are not less than pre specified threshold values of minimum support (minsup) and minimum confidence (minconf).

C. Organization of the Paper

A model was proposed in [1] to discover eligibility for jobs as association rules. In this paper the proposed model is implemented by using the a priori algorithm to discover the association rules connecting the academic and skill background with prospective career or job opportunities. This helps in finding necessary academic course(s) and skill for various career options.

A data set is prepared with on field data collected for this work. The programs are tested on synthetic data sets before applying on to the prepared data set. The results obtained are analyzed, interpreted and the performance of the implementation of the algorithm is also examined. The following is the organization of the paper. In section 2, relevant works about association rule mining are discussed. Application of data mining approach in employment is also referred here. The approach of mining eligibility for jobs is presented in section 3. The details of the data collection and the preparation of the data for the implementation are discussed in this section. The working of the a priori algorithm on a sample data set for eligibility of jobs is shown in section 4. The implementation details and the experimental set up are given in section 5. In section 6 results of computation are plotted and analyzed. In the end a conclusion with scope for the future is given.

II. RELATED WORKS

To find employment and career opportunities data mining techniques are applied. Association rule based technique is applied to find eligibility for employment in [1] and [8]. A job recommender system is designed by applying classification technique in [9]. In this method job preferences of the candidates are taken into account. For personnel selection in high technology industry data mining techniques are also used [10]. Prediction of students’ employability is done by classification technique in [11] and [12]. Several classification techniques are compared to find the most suitable algorithm for predicting the employability of the students in [12]. Employability of the graduates in Malaysia is studied by using model based on data mining [13]. Classification techniques are used for discovering knowledge about skills and vacancy and also to develop an appraisal management system [14] [15].

Apriori algorithm [5] [6] is one of the major algorithms proposed for mining of association rules in centralized databases. This is a level wise algorithm as it employs breadth first search and needs multiple passes over the database equal to the cardinality of the largest frequent itemset discovered.

Reduction of the number of the database scans is one of the major concerns of designing algorithms for mining frequent itemsets and association rules. In partition algorithm [16], it was possible to reduce the number database scans to two. For this, the database is divided into small partitions so that each such partition can be accommodated in the main memory. In AS–CPA algorithm [18] also partitioning technique is applied. It also needs at most two scans of the database. In the DLG algorithm [17], by using the TIDs, itemsets are converted to memory resident bit vectors. Then frequent itemsets are computed by logical AND operations on the bit vectors. In Dynamic Itemset Counting (DIC) algorithm [19], counting of itemsets of different cardinality is done simultaneously along with the database scans. Pincer – Search [20], All MFS [21] and MaxMiner [22] are algorithms for finding maximal itemsets.

In the apriori based approaches the frequent itemsets are discovered after generating the candidate itemsets. There is a change in the conceptual foundation for generating the frequent itemsets in the FP Tree - growth algorithm [23] as it discovered the frequent itemsets without generating the candidate itemsets by using a prefix tree based pattern growth technique. The ECLAT algorithm [4] uses vertical data format to discover frequent itemsets. Parallel algorithms are also designed for association rule mining but there are additional overhead of data transfer and message passing [24]. Sampling based algorithms are also proposed to reduce I/O overhead and to control the explosive growth of the search space [25]. But sampled data are not always the true representation of the actual data [4].
Therefore, the discovered association rules may not have correct values of the measures of interestingness. By mining sets of frequent patterns with average inter itemset distance attempts are made to reduce the huge set of frequent itemsets and association rules [3] [26].

Various quality measures for data mining are discussed in [27] [28]. Reduction of number of discovered association rules using ontologies is proposed in [29].

III. DISCOVERY OF ELIGIBILITY FOR JOBS

In this paper the a priori algorithm is implemented to discover the eligibility conditions for various jobs in the form of association rules from the collected data about employment.

A. Data Collection and Preparation of Data set

The data for performing the experiments are collected through an exhaustive survey from various primary sources by interacting with various individuals as well as from recruitment advertisements of different organizations from their websites and various other print and electronic media.

The collected data is preprocessed for mining. The dataset is prepared with 83 different educational qualifications and 49 different job titles. Based on the requirements of various educational qualifications for jobs the transaction dataset for association rule mining is prepared with qualification code and job code on the items in such a way that the job code appears as the last item in the transactions. Item codes in the transactions are also kept sorted in the ascending order. In this way the semantics of the transactions are prepared. The attributes of the data set are shown in tables 1 and 2 below.

Table 1: Educational Qualifications and Respective Codes

| Name of Educational Qualification | Code | Name of Educational Qualification | Code |
|-----------------------------------|------|-----------------------------------|------|
| H S Arts                          | 1    | Diploma in Electronics Engineering| 43   |
| H S Commerce                     | 2    | Diploma in Civil Engineering      | 44   |
| H S Science                      | 3    | Diploma in Mechanical Engineering | 45   |
| B A                               | 4    | Diploma in Automobile Engineering | 46   |
| B A (Honours)                    | 5    | Diploma in Electrical & Electronics Engineering | 47 |
| B Com (Honours)                  | 6    | Diploma in Medical Electronics   | 48   |
| B Com                             | 7    | Diploma in Computer Hardware      | 49   |
| B Sc                               | 8    | Diploma in Printing Technology   | 50   |
| B Sc (Honours)                   | 9    | Diploma in Leather Technology    | 51   |
| M. Sc.                            | 10   | Diploma in Plastic Engineering   | 52   |
| M. A.                             | 11   | Diploma in Rubber Technology     | 53   |
| M. Com                            | 12   | Diploma in Catering Technology  | 54   |
| Certificate in Computer           | 13   | Diploma in Hotel Management      | 55   |
| Certificate in Journalism         | 14   | Diploma in Travel & Tourism      | 56   |
| Certificate in Mass Communication | 15   | Diploma in Pulp & Paper Technology | 57 |
| Certificate in Hotel Management   | 16   | Diploma in Sugar Technology      | 58   |
| Certificate in Tourism            | 17   | Diploma in Editing               | 59   |
| Certificate in Hospitality        | 18   | Diploma in Environmental Engineering | 60 |
| Certificate in Secretarial Practice| 19  | Diploma in Fire Engineering      | 61   |
| Certificate in Front Office Management | 20 | Degree in Civil Engineering | 62 |
| Certificate in Medical Instrumentation | 21 | Degree in Mechanical Engineering | 63 |
| Certificate in Medical Services   | 22   | Degree in Chemical Engineering   | 64   |
| Certificate in Educational Technology | 23 | Degree in Electrical Engineering | 65 |
| Certificate in Disaster Management | 24 | Degree in Electronics Engineering | 66 |
| Certificate in Translation        | 25   | Degree in Electronics & Communication Engineering | 67 |
| Certificate in Short Hand & Stenography | 26 | Degree in Electrical & Electronics Engineering | 68 |
| Certificate in Typing             | 27   | Degree in Instrumentation         | 69   |
| Certificate in a Foreign Language | 28   | B. Sc. in Agriculture            | 70   |
| Certificate in Catering Technology| 29   | M. Sc. in Agriculture            | 71   |
| Certificate in Spoken English     | 30   | M. Tech./M. E.                   | 72   |
| Certificate in Actuarial Practice | 31   | MBBS                             | 73   |
| Degree in Computer Science & Engg.| 32   | MD                               | 74   |
| Certificate in Photography        | 33   | M. Ch                            | 75   |
| Certificate in Internet           | 34   | D. M.                            | 76   |
| Certificate in Advertising        | 35   | B. Ed.                           | 77   |
| Certificate in Packaging          | 36   | M. Ed.                           | 78   |
| Certificate in Customer Care      | 37   | MCA                             | 79   |
| Certificate in Supply Chain Management | 38 | Examinations: TET/CET/NET/GATE/UPSC- | 80 |
| Certificate in Archaeology        | 39   | Civil Service Exam/Others/Experience |   |
| Certificate in Music              | 40   | Ph. D                            | 81   |
| Diploma in Computer Engineering   | 41   | LLB                             | 82   |
| Diploma in Electrical Engineering | 42   | LLM                             | 83   |

Table 2: List of Jobs with job code

| Name of Job               | Code | Name of Job               | Code | Name of Job               | Code |
|---------------------------|------|---------------------------|------|---------------------------|------|
| Group D Post              | 84   | Civil Services            | 101  | Maintenance Engineer      | 118  |
| Teacher in Primary School| 85   | Programmer                | 102  | Electrician               | 119  |
| Teacher in M. E. School  | 86   | Software Developer        | 103  | Web Developer              | 120  |
| Teacher in High School    | 87   | Project Leader            | 104  | News Paper Reporter       | 124  |
| Teacher in Higher School  | 88   | Bank Clerk                | 105  | Junior TV Journalist      | 122  |
| Teacher in College        | 89   | Bank Officer              | 106  | Researcher                | 123  |
Then the a priori algorithm is implemented with T – Tree as the internal data structure for discovering the association rules showing eligibility for jobs. Then from the transaction data set of eligibility for jobs, the frequent itemsets are generated with respect to a pre specified value of minimum support. The association rules with respect to the pre specified minimum support and minimum confidence are generated from the frequent itemsets in such a way that the name of the job occurs in the consequent and all the required qualifications appear in the antecedent of the rules of the form X → Y where X represents the set of qualifications for the job represented by Y. This is the additional condition applied on the consequents of the rules and only the required rules are considered. The results are interpreted after analysis and conclusion is drawn.

This approach helps the candidates to find suitable employment options based on their qualifications in the form of association rules.

Thereafter, different sets of qualifications required for a job are identified from the large number of discovered rules by grouping the discovered association rules for the same job.

Candidates with a specific set of qualifications are also eligible for different jobs. For this the association rules with same qualifications appearing on the antecedent and different jobs on the consequent are identified and grouped.

IV. THE A PRIORI ALGORITHM

The A priori algorithm uses the downward closure property which states that any subset of a frequent itemset is a frequent itemset [5] [6]. This means if an itemset is found to be infrequent, then there is no need to generate any superset of this as candidate because it will also certainly be infrequent. This is the upward closure property according to which any superset of an infrequent itemset is infrequent.

The algorithm applies bottom up search and prunes away many of the itemsets which are unlikely to be frequent before reading the database at every level. In this method candidate itemsets of a particular size are generated at first, and then the database is scanned to count their supports to check if they are large.

In the first scan of the database, all itemsets of size-1 are treated as candidate itemsets. These candidate itemsets are denoted as C 1. From these candidate itemsets of size 1 (C 1) large itemsets of size 1 denoted as L 1 are computed by using the pre specified threshold value of minimum support (minsup). For this the support counts of the candidate itemsets of size 1 (C 1) are counted in the first scan to find the large itemsets of size 1 (L 1).

Let C k denotes candidate itemset of cardinality k. During the scan k at first, candidates of size k (C k) are discovered. Then by using the pre specified threshold value of minimum support (minsup), the large or frequent itemsets of size k (L k) are computed. By using these large itemsets found in the scan k, the candidate itemsets of size (k+1) for the (k+1)th scan of the database are computed. If all the subsets of an itemset are found to be large, then only such an itemset is considered to be a candidate itemset.

To generate candidates of size k+1, the set of frequent itemsets found in the previous pass, L k+1, is joined with itself to determine the candidates. An algorithm called A priori – Gen is used to generate candidate itemsets for each pass after the first.

An itemset of size k can be combined with another itemset of the same size if they have (k-1) common items between them. At the end of the first scan, for generating the candidate itemsets of size 2 (C 2) every large itemset of size 1 is combined with every other large itemset of size 1.

A subsequent pass, say pass k, consists of two phases: First, the frequent itemsets L k-1 found in the (k-1)th pass (k>1) are used to generate the candidate itemsets C k using the a priori generation procedure described below. Next the database is scanned and the support of each candidate in C k is counted. The set of candidate itemsets is subjected to a pruning process to ensure that all the subsets of the candidate sets are frequent itemsets.

The candidate generation and the pruning processes are discussed below. The A priori algorithm assumes that the data base is memory resident. The maximum number of database scans is one more than the cardinality of the largest frequent itemset.

Candidate Generation: Given L k-1, the set of all frequent (k – 1) itemsets (k>1), it is required to generate supersets of the set of all frequent (k – 1) itemsets.

It is known that if X is a large itemset than all the subsets of X are also large. For example, consider a set of large itemsets of size 3 (L 3) given as \{a, b, c\}, \{a, b, e\}, \{a, c, e\}, \{b, c, e\}, \{b, c, d\}. Then the Candidate - 4 itemsets (C 4) generated are the supersets of these Large – 3 itemsets (L 3) and in addition all the 3 – itemset subsets of any candidate – 4 itemset (so generated) must be already known to be in L 3. The first part and the part of the second part are handled by A priori candidate generation method.

Then candidate sets which do not meet the second criterion are pruned by a pruning algorithm. The candidate generation and pruning algorithms are given below:
\[ C_4 = \{a, b, c, e\}, \{b, c, d, e\}\] is obtained from \(L_3 = \{a, b, c\}, \{a, b, e\}, \{a, c, e\}, \{b, c, e\}, \{b, c, d\}\). \{a, b, c, e\} is generated from \{a, b, c\} and \{a, b, e\}. Similarly, \{b, c, d, e\} is generated from \{b, c, d\} and \{b, c, e\}.

**Pruning:** Pruning is done to eliminate such candidate itemsets for which all its subsets are not large or frequent. That is, a candidate set is considered to be acceptable if all its subsets are frequent. For example, from \(C_4\), the itemset \{b, c, d, e\} is pruned, since all its 3 – subsets are not in \(L_3\) (clearly, \{b, d, e\} is not in \(L_3\). The pruning algorithm is described below.

These two functions – candidate generation and pruning are used by the a priori algorithm in every iteration. It moves upward in the lattice starting from level 1 to level k, where no candidate set remains after pruning.

The a priori algorithm is applied on the experimental dataset prepared and various results are obtained. These results are presented in the next section.

Below, the working of the a priori algorithm is shown on the sample dataset of Table 5 for the discovery of the association rules for mining the eligibility criteria for jobs. The pre specified minimum support (minsup) is assumed to be minsup=1/30 = 0.033 = 3.3% i.e. minimum support count = 1.

The attributes (items) of the sample data set for this example is drawn from the tables 1 and 2 above based on the survey carried out and are shown in table 3 and table 4 respectively. The sample data set for this example is drawn from the survey carried out and is shown in table 5 below.

| Name of Educational Qualification | Code | Name of Educational Qualification | Code | Name of Educational Qualification | Code |
|-----------------------------------|------|-----------------------------------|------|-----------------------------------|------|
| H S Arts                           | 1    | B Sc                              | 8    | Degree in Chemical Engineering   | 64   |
| H S Commerce                      | 2    | M. Sc.                            | 10   | M. Tech./M. E.                   | 72   |
| H S Science                       | 3    | M. A.                             | 11   | MBBS                             | 73   |
| B A                               | 4    | M. Com                            | 12   | B. Ed.                           | 77   |
| B Com                             | 6    | Degree in Civil Engineering       | 62   | LLB                              | 82   |

Table 3: List of Eligibility Qualifications and names of jobs with codes
Table 4: List of Jobs with job code [The list of job codes is taken from [1]]

| Job Title                           | Job Code |
|-------------------------------------|----------|
| Teacher in Higher Secondary School  | 95       |
| Doctor by Profession                | 96       |
| Group C Post                        | 99       |

| TID | Items | TID | Items | TID | Items | TID | Items |
|-----|-------|-----|-------|-----|-------|-----|-------|
| 6   | 5     | 6   | 4     | 6   | 3     | 66  | 2     |
| 5   | 6     | 64  | 6     | 68  | 6     | 122 | 6     |
| 4   | 6     | 62  | 6     | 122 | 6     | 122 | 6     |

Table 5: Sample data set [The sample data set is taken from [1]]

Step 1: Generation of Candidate – 1 Itemsets (C₁)

Table 6: Candidate – 1 Itemsets (C₁) and all are qualified as Frequent – 1 (F₁) itemsets with respect to minimum support count = 1 or minsup = 0.033 = 3.3%.

| Itemset | Support Count |
|---------|---------------|
| (1,4)   | 8             |
| (1,11)  | 3             |
| (1,77)  | 2             |
| (1,82)  | 1             |
| (1,88)  | 1             |
| (1,93)  | 1             |
| (1,95)  | 2             |
| (1,99)  | 2             |
| (1,132) | 1             |
| (2,6)   | 6             |
| (2,12)  | 2             |
| (2,77)  | 2             |
| (2,87)  | 1             |
| (2,88)  | 1             |
| (2,93)  | 1             |
| (2,95)  | 2             |
| (2,132) | 1             |

Step 2: Generation of Candidate – 2 Itemsets (C₂) with non zero support count and the Frequent – 2 (F₂) itemsets

Table 7: Candidate – 2 Itemsets (C₂) with non zero support count and all are qualified as Frequent – 2 (F₂) itemsets with respect to minimum support count = 1 or minsup = 0.033 = 3.3%.

| Itemset | Support Count |
|---------|---------------|
| (1,4,11)| 2             |
| (1,4,77)| 2             |
| (1,4,82)| 1             |
| (1,4,87)| 1             |
| (1,4,88)| 1             |
| (1,4,93)| 1             |
| (1,4,95)| 1             |
| (1,4,99)| 2             |
| (1,4,132)| 1         |

Step 3: Generation of Candidate – 3 Itemsets (C₃) with non zero support count and the Frequent – 3 (F₃) itemsets

Table 8: Candidate – 3 Itemsets (C₃) with non zero support count and all are qualified as Frequent – 3 (F₃) itemsets with respect to minimum support count = 1 or minsup = 0.033 = 3.3%.

| Itemset | Support Count |
|---------|---------------|
| (1,4,11)| 2             |
| (1,4,77)| 2             |
| (1,4,82)| 1             |
| (1,4,87)| 1             |
| (1,4,88)| 1             |
| (1,4,93)| 1             |
| (1,4,95)| 1             |
| (1,4,99)| 2             |
| (1,4,132)| 1         |
the experimentation are as below:

The data set is prepared in the transaction format. The steps of the employed people in various organizations and then the data are collected based on a survey conducted among the pre-specified people in organizations.

The a priori algorithm is implemented on a PC with core 2 duo processor with 1 GB RAM and 100 GB hard disk capacity on windows. The programs are written in Java (JDK 1.2) with T Tree as the underlying data structure.

The computing time for the discovery of the rules are plotted for different values of support for the pre-specified support and confidence.

Then the association rules are generated with respect to minimum support count = 1 or minsup = 0.033 = 3.3%.

By varying the size of the dataset at specific values of pre-specified support and confidence the scalability of the algorithm is tested by computing and plotting the computational time of the implementation.

After mining the association rules, a classification of the association rules are also done for analyzing the qualifications required for various jobs.

A. The Experimental Set up

The experimental set up after the collection of data is depicted in figure 1 and has the following steps

1. Preparing transaction data set for computing eligibility for jobs.

V. IMPLEMENTATION

The a priori algorithm is implemented on a PC with core 2 duo processor with 1 GB RAM and 100 GB hard disk capacity on windows. The programs are written in Java (JDK 1.2) with T Tree as the underlying data structure.

The data are collected based on a survey conducted among the employed people in various organizations and then the data set is prepared in the transaction format. The steps of the experimentation are as below:

1. The frequent itemsets with respect to a pre specified minimum support (minsup) are discovered. Then those frequent item sets having one item belonging to the list of jobs in table 2 are considered. (No transaction has two items from the list of Jobs with job code).

2. Then the association rules are generated with respect to a pre specified minimum support (minsup) and minimum confidence (miconf) and only those discovered association rules are considered which are having only a single item in the consequent and which belongs to the list of jobs in table 2. These rules are analyzed to find the different sets of qualifications required for a job for the pre specified support and confidence.

3. The computing time for the discovery of the rules are plotted for different values of support for the data set of the same size.

4. Frequent itemsets, frequent Itemsets having its last item as job code, the association rules and the Association Rules whose consequent is a job code are discovered from the Job Eligibility Dataset by varying the pre specified minimum support threshold (minsup) at fixed value of confidence (miconf) 1% and corresponding graphs are plotted.

5. Frequent itemsets, frequent Itemsets having its last item as job code, the association rules and the association rules whose consequent is a job code are discovered from the job eligibility dataset by varying the pre specified minimum confidence (miconf) threshold at fixed value of pre specified minimum support (minsup) 3% and corresponding graphs are plotted.

6. By varying the size of the dataset at specific values of pre specified support and confidence the scalability of the algorithm is tested by computing and plotting the computational time of the implementation.

7. After mining the association rules, a classification of the association rules are also done for analyzing the qualifications required for various jobs.

### Step 4: Generation of Candidate – 4 Itemsets (C₄) with non zero support count and the Frequent – 3 (F₃) itemsets

| Itemset | Support Count | Itemset | Support Count | Itemset | Support Count | Itemset | Support Count |
|---------|---------------|---------|---------------|---------|---------------|---------|---------------|
| (1, 4, 11, 77) | 1 | (1, 11, 77, 88) | 1 | (3, 8, 10, 77) | 1 | (3, 8, 10, 95) | 1 |
| (1, 4, 11, 95) | 1 | (2, 6, 12, 77) | 1 | (3, 8, 10, 77) | 1 | (3, 8, 10, 95) | 1 |
| (1, 4, 11, 99) | 1 | (2, 6, 12, 88) | 1 | (3, 8, 10, 95) | 1 | (3, 8, 10, 77) | 1 |
| (1, 4, 11, 88) | 1 | (2, 6, 12, 95) | 1 | (3, 8, 95) | 1 | (3, 8, 10, 95) | 1 |
| (1, 4, 77, 88) | 1 | (2, 6, 77, 77) | 1 | (3, 8, 10, 77) | 1 | (3, 8, 10, 95) | 1 |
| (1, 4, 77, 88) | 1 | (2, 6, 77, 77) | 1 | (3, 8, 10, 95) | 1 | (3, 8, 10, 77) | 1 |
| (1, 4, 82, 132) | 1 | (2, 6, 12, 88) | 1 | (3, 8, 10, 95) | 1 | (3, 8, 10, 77) | 1 |
| (1, 4, 11, 99) | 1 | (2, 6, 12, 88) | 1 | (3, 8, 10, 95) | 1 | (3, 8, 10, 77) | 1 |

### Step 5: Generation of Candidate – 5 Itemsets (C₅) with non zero support count and the Frequent – 3 (F₃) itemsets

| Itemset | Support Count | Itemset | Support Count | Itemset | Support Count | Itemset | Support Count |
|---------|---------------|---------|---------------|---------|---------------|---------|---------------|
| (1, 4, 11, 77, 88) | 1 | (2, 6, 12, 77, 88) | 1 | (3, 8, 10, 77, 88) | 1 | (3, 8, 10, 95) | 1 |
| (1, 4, 11, 95) | 1 | (2, 6, 12, 77) | 1 | (3, 8, 10, 77) | 1 | (3, 8, 10, 95) | 1 |
| (1, 4, 11, 99) | 1 | (2, 6, 12, 88) | 1 | (3, 8, 10, 95) | 1 | (3, 8, 10, 77) | 1 |
| (1, 4, 11, 88) | 1 | (2, 6, 12, 95) | 1 | (3, 8, 95) | 1 | (3, 8, 10, 95) | 1 |
| (1, 4, 77, 88) | 1 | (2, 6, 77, 77) | 1 | (3, 8, 10, 95) | 1 | (3, 8, 10, 77) | 1 |
| (1, 4, 77, 88) | 1 | (2, 6, 77, 77) | 1 | (3, 8, 10, 77) | 1 | (3, 8, 10, 95) | 1 |
2. Implement the a priori algorithm with T – Tree as the internal data structure.
3. Discover the association rules.
4. Classify the rules and conclude the discovery with interpretation.

Figure 1: Experimental Steps

VI. EXPERIMENTAL RESULTS

Several results are obtained from the experiments performed and these are described and analyzed in this section.

A. Experimental Result 1

Frequent Itemsets and the association rules are discovered from the Job Eligibility Dataset by varying the pre specified minimum support threshold (minsup) at fixed value of confidence (minconf). Then the frequent itemsets having the last item belonging to the list of jobs are considered relevant and their numbers at each value of minsup is found. Then such frequent itemsets are plotted against all the frequent itemsets at different values of minsup for a specific value of minconf (Figure 2). Similarly, the association rules having only a job code as consequent are considered relevant and their numbers at each value of minsup is found and plotted against all association rules discovered (Figure 3). The execution times are also noted and plotted with respect to the various minsup (Figure 4). In Table 11, the frequent itemsets discovered with respect to various values of pre specified minimum support (minsup) at a fixed value of pre specified minimum confidence (minconf) 1% are shown. Then only the frequent itemsets having its last item as job code in the list of jobs are considered. Similarly only the association rules with a job code as its consequent from the list of jobs are retained. As can be seen from table 11, the lower the value of pre specified minimum support the more is the number of association rules discovered.

Table 11: Frequent itemsets, frequent itemsets having its last item as job code, the association rules and the Association Rules whose consequent is a job code are discovered from the Job Eligibility Dataset by varying the pre specified minimum support threshold (minsup) at fixed value of confidence (minconf) 1%.

| S. No | Minimum support (minsup) (%) | No. of Frequent Itemsets | No. of Frequent Itemsets having its last item as job code | No. of Association Rules | No. of Association Rules whose consequent is a job code | Execution Time (Seconds) |
|-------|----------------------------|--------------------------|----------------------------------------------------------|--------------------------|--------------------------------------------------------|--------------------------|
| 1     | 1%                         | 905                      | 412                                                      | 8616                     | 366                                                    | 651.706                  |
| 2     | 2%                         | 331                      | 106                                                      | 1900                     | 106                                                    | 41.075                   |
| 3     | 3%                         | 165                      | 28                                                       | 654                      | 38                                                     | 9.969                    |
| 4     | 4%                         | 112                      | 23                                                       | 346                      | 27                                                     | 5.881                    |
| 5     | 5%                         | 87                       | 22                                                       | 238                      | 22                                                    | 4.275                    |
| 6     | 6%                         | 54                       | 8                                                        | 102                      | 8                                                     | 2.433                    |
| 7     | 7%                         | 39                       | 3                                                        | 50                       | 3                                                     | 1.809                    |
| 8     | 8%                         | 34                       | 2                                                        | 41                       | 2                                                     | 1.763                    |
| 9     | 9%                         | 27                       | 1                                                        | 28                       | 1                                                     | 1.774                    |
| 10    | 10%                        | 25                       | 1                                                        | 26                       | 1                                                     | 1.575                    |
B. Experimental Result 2

The frequent itemsets and the association rules at varying pre specified minimum confidence (minconf) and at fixed pre specified minimum support (minsup) are discovered form the job eligibility dataset. Then the number of frequent itemsets having its last item as job code and the association rules whose consequent is a job code are discovered from the job eligibility dataset by varying the pre specified minimum confidence (minconf) threshold at fixed value of pre specified minimum support (minsup). The execution times are recorded. These results are shown at Table 12. These are plotted in figures 5 and figure 6 respectively.

Table 12: Frequent itemsets, frequent Itemsets having its last item as job code, the association rules and the association rules whose consequent is a job code are discovered from the job eligibility dataset by varying the pre specified minimum confidence (minconf) threshold at fixed value of pre specified minimum support (minsup) 3%.

| S. No | Minimum confidence (minconf) (%) | No. of Frequent Itemsets | No. of Frequent Itemsets having its last item as job code | No. of Association Rules | No. of Association Rules whose consequent is a job code | Execution (Seconds) | Time (Seconds) |
|-------|---------------------------------|-------------------------|----------------------------------------------------------|--------------------------|----------------------------------------------------------|---------------------|----------------|
| 1     | 1%                              | 165                     | 38                                                       | 654                      | 38                                                       | 8.768               | 8.768          |
| 2     | 5%                              | 165                     | 38                                                       | 654                      | 38                                                       | 9.032               | 9.032          |
| 3     | 10%                             | 165                     | 38                                                       | 619                      | 34                                                       | 8.767               | 8.767          |
C. Experimental Result 3

In the Table 13, some of the association rules discovered having only a single item in the consequent belonging to the list of jobs in Table 2 of the Job Eligibility Dataset are shown with their meaning along with support and confidence. It is not possible to show all such discovered rules for different combinations of support and confidence. Here only the association rules whose consequent is a job code are shown at fixed value of pre specified minimum support (minsup) 3% and pre specified minimum confidence (minconf) threshold 1%. Similarly, such association rules can be discovered for various values of pre specified minimum support (minsup).

Table 13: Some of the discovered association rules having only a single item in the consequent belong to the list of jobs in Table 2 of the Job Eligibility Dataset are shown with their meaning along with support and confidence.

| S. No. | Association Rule: Qualifications in the antecedent | Meaning of the Rule | Support (%) | Confidence (%) |
|--------|--------------------------------------------------|---------------------|------------|---------------|
| 1      | [1] HS Arts                                      | Lawyer with HS in Arts | 3.2%       | 11.594203     |
| 2      | [2] HS Commerce                                 | Junior Engineer with HS in Commerce | 3.3%       | 17.460318     |
| 3      | [3] HS Science                                  | Civil Services with HS in Science | 4.4%       | 8.224299      |
| 4      | [3] HS Science                                  | Engineer with HS in Science | 3.7%       | 6.915888      |
| 5      | [3] HS Science                                  | Junior Engineer with HS in Science | 5.0%       | 8.517         |
Therefore, these two rules can be filtered out. The reason for this is that the information obtained from the rules [1]-->[132] , [82]-->[132] can be treated as redundant as their antecedents are proper subsets of the rule [1, 82]-->[132]. Therefore, these two rules can be filtered out. Note that a rule with larger set of elements in antecedent specifies a certain extent as these contain only a single qualification in their antecedents for the job specified by its consequent. All such rules are discovered as these rules satisfy the pre-specified thresholds on minimum support and confidence.
A classification of the association rules discovered after mining are done for analyzing the background qualifications required for various jobs is shown in Table 15.

### VII. DISCUSSION AND CONCLUSION

In this paper apriori algorithm is implemented with T Tree to discover the eligibility qualifications required for jobs. A survey was undertaken to collect and prepare the data about employment. 

As a future work both association and classification or association and clustering techniques shall be applied in a hybrid manner for further refinements of the results. Rules can also be grouped by using clustering based on similarity. 

All such association rules which show the same eligibility qualification for different jobs are grouped together under a classification scheme and based on the support and confidence of the rules the rules can be ranked. This approach of classification of rules helps in determining the groups of jobs for which the same eligibility criteria are required.
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