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Abstract—An equiangular tight frame (ETF) is a set of equal norm vectors in a Euclidean space whose coherence is as small as possible, equaling the Welch bound. Also known as Welch-bound-equality sequences, such frames arise in various applications, such as waveform design, quantum information theory, compressed sensing and algebraic coding theory. ETFs seem to be rare, and only a few methods of constructing them are known. In this paper, we present a new infinite family of complex ETFs that arises from hyperovals in finite projective planes. In particular, we give the first ever construction of a complex ETF when

\[ d \leq 11 \] and

\[ n \leq 16 \].

Unfortunately, ETFs also seem to be rare. In quantum information theory \[22\], \[34\] and algebraic coding theory, compressed sensing \[2\], \[3\], wireless communication \[25\], compressed sensing \[2\], \[3\], and algebraic coding theory. ETFs seem to be rare, and only a few methods of constructing them are known. In particular, see \[20\], \[28\] and \[13\] for precursors of the Welch bound, harmonic ETFs and Steiner ETFs, respectively.

In this paper, we generalize the Steiner ETF construction of \[12\], \[16\] to construct a new infinite family of complex ETFs. In particular for any \( e \geq 1 \), we construct an \( n \)-vector ETF for a complex \( d \)-dimensional Hilbert space where

\[ d = 2^{2e} + 2^e - 1, \quad n = 2^e(2^{2e} + 2^e - 1). \]

From our perspective, this construction is significant for two reasons. First, as noted above, ETFs seem to be rare, and few infinite families of them are known. Comparing against known constructions \[11\], it appears that with the exception of \( e = 1 \) case, no real or complex ETF with parameters \[3\] has been discovered before. In fact, taking \( e = 2 \) in \[3\] gives \( d = 19 \) and \( n = 76 \), and the existence of a real ETF of this size appears to have been recently ruled out with a computer-assisted search \[11\], resolving a longstanding open problem \[33\].

Second, though the construction itself is a generalization of Steiner ETFs \[12\], it exploits a new realization: like previous work, we construct \( n \)-vector ETFs for \( \mathbb{H}_d \) as the columns of an \( m \times n \) matrix; unlike previous work, we realize that sometimes, the most natural choice of \( m \) is neither \( d \) nor \( n \). For example, the columns of the following \( 6 \times 10 \) matrix form a 10-vector ETF for a 5-dimensional Hilbert space, namely the orthogonal complement of the all-ones vector \( \mathbf{1} \) in \( \mathbb{R}^6 \):

\[
\begin{pmatrix}
+ + + + + + + + + + \\
+ + + + + + + + + + \\
+ + + + + + + + + + \\
- - - - - - - - - - \\
- - - - - - - - - - \\
- - - - - - - - - - \\
\end{pmatrix}.
\]

\[ (4) \]

Here, “+” and “−” denote 1 and −1, respectively.

Having minimal coherence, ETFs are useful in a number of real-world applications, including waveform design for wireless communication \[23\], compressed sensing \[2\], \[3\], quantum information theory \[22\], \[28\] and algebraic coding theory \[16\]. Unfortunately, ETFs also seem to be rare. In particular, when \( \mathbb{H}_d \) is a real Hilbert space, \( n \) and \( d \) necessarily satisfy certain strong integrality conditions \[26\]. Moreover, only a few methods for constructing infinite families of ETFs are known, and with the exception of orthonormal bases and regular simplices, each of these methods involves some type of combinatorial design.

Real ETFs in particular are equivalent to special types of strongly regular graphs (SRGs) \[15\], \[29\]. Such graphs have a rich literature \[5\], \[6\], \[7\]. The interrelated concepts of conference matrices, Hadamard matrices, Paley tournaments, and quadratic residues have all been used to construct various infinite families of ETFs in which \( n \) is either nearly or exactly \( 2d \) \[25\], \[15\], \[21\], \[24\]. Other constructions offer much more flexibility regarding the size of \( n \). These include harmonic ETFs, which are obtained by restricting the Fourier basis on a finite abelian group to a difference set for that group \[25\], \[52\], \[9\], and Steiner ETFs, which arise from a tensor-like product of a simplex and the incidence matrix of a certain type of balanced incomplete block design \[12\], \[16\]. To be clear, many of these ideas are rediscoveries or reimaginings of more classical results. In particular, see \[20\], \[28\] and \[13\] for precursors of the Welch bound, harmonic ETFs and Steiner ETFs, respectively.
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+ + + + + + + + + + \\
- - - - - - - - - - \\
- - - - - - - - - - \\
- - - - - - - - - - \\
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\[ (4) \]
This can be verified by noting that all the columns of this matrix are orthogonal to \( \mathbf{1} \) and that together they achieve equality in (1) for \( n = 10 \) and \( d = 5 \). Inspired by problems in experimental design, this example was produced by taking all \( \binom{10}{5} = 20 \) \((\pm 1)\)-valued vectors in \( \mathbb{R}^d \) that are orthogonal to \( \mathbf{1} \), and discarding one vector from each pair of antipodes. Our new construction is a generalization of this example: we form ETFs of size (3) as the columns of an \( m \times n \) matrix where \( m = d + 1 = 2^e + 2^f \). The construction only happens to be real in the \( e = 1 \) case, namely (4).

In the next section, we introduce the background material we need for the rest of the paper. In Section III we show how to construct complex ETFs of size (4). The construction relies on special collections of lines in finite affine planes that arise from hyperovals in corresponding projective planes. In the fourth and final section, we discuss how these ETFs can be made flat. This leads to several interesting open problems.

II. BACKGROUND

A. Steiner equiangular tight frames

Throughout, let the field of scalars \( \mathbb{F} \) be either \( \mathbb{R} \) or \( \mathbb{C} \), and let \( \mathbb{H}_d \) be a \( d \)-dimensional inner product space over \( \mathbb{F} \). The synthesis operator of a finite sequence of vectors \( \{ \varphi_i \}_{i=1}^n \) in \( \mathbb{H}_d \) is \( \Phi : \mathbb{H}_d \rightarrow \mathbb{F}^n \). The adjoint of \( \Phi \) is the analysis operator \( \Phi^* : \mathbb{H}_d \rightarrow \mathbb{F}^n \). For all \( \varphi \), \( \Phi^* \Phi \varphi = \langle \varphi, \varphi \rangle \) is the norm of \( \varphi \). We then generalize this result to the following concept from [10]:

A Steiner ETF is formed by taking a tensor-like product of Steiner ETFs. For example, for the 6 \times 4 incidence matrix in (7) we can take \( \mathbf{E}_1, \mathbf{E}_2, \mathbf{E}_3 \) and \( \mathbf{E}_4 \) to be

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}

respectively. A Steiner ETF is formed by using these operators to embed \( v \) copies of a unimodular simplex for \( \mathbb{F}^r \) into \( \mathbb{F}^b \). To be precise, let \( \{ \mathbf{s}_i \}_{i=1}^{r+1} \) be the columns of an \( r \times (r+1) \) submatrix \( \mathbf{S} \) of an \( (r+1) \times (r+1) \) Hadamard matrix whose entries lie in \( \mathbb{F} \). For example, the 6 \times 4 incidence matrix in (7) has \( r = 3 \) and we can form \( \mathbf{S} \) by removing the first row from the canonical 4 \times 4 Hadamard matrix:

\[
\begin{pmatrix}
+ & + & + & + \\
+ & + & + & + \\
+ & + & + & + \\
\end{pmatrix}
\]
For any BIBD\((v, k, 1)\) and unimodular simplex \(\{s_i\}_{i=1}^{r+1}\), the corresponding Steiner ETF is \(\{E_j s_i\}_{j=1, i=1}^{r+1}\). As shown in [12], [10], these \((r+1)\) vectors form an ETF for \(\mathbb{F}^6\), and their synthesis operator is the block matrix
\[
\Phi = [E_1 S \cdots E_r S]_.
\]

For example, using [3] to embed 4 copies of the unimodular simplex in (9) gives the 16-vector ETF for \(\mathbb{R}^6\) given in (2). The main idea of the construction is that \(\{E_j s_i, E_j s_i\}\) has unit modulus whenever \((j, l) \neq (j', l')\); if \(j \neq j'\), this follows from the fact that any two distinct blocks in the BIBD have exactly one vertex in common; if \(j = j'\) but \(l \neq l'\), this follows from the fact that the inner product of any two distinct columns of \(S\) has unit modulus. A Steiner ETF can be real whenever there exists a real Hadamard matrix of size \(r+1\).

The famously-unresolved Hadamard conjecture proposes that \(v = b\), or equivalently that \(k = r\). In general, the dual of a BIBD\((v, k, \lambda)\) is the incidence structure obtained by interchanging the roles of vertices and blocks, or equivalently, taking the transpose of its incidence matrix \(X\). Here, (6) implies \(r^2 - b\lambda = \frac{r^2(v-\lambda)}{v}\geq 0\), at which point (5) implies the columns of \((r - \lambda)\frac{1}{\sqrt{2}}[X - \frac{1}{r}\{(r^2 - b\lambda)\frac{1}{\sqrt{2}}[J\}]\) are orthonormal. When the BIBD is symmetric, this matrix is square and so its rows are also necessarily orthonormal, implying \(XX^T = (k-\lambda)I + \lambda J\). Thus, the dual of a symmetric BIBD\((v, k, \lambda)\) is another BIBD\((v, k, \lambda)\). In particular, the dual of any projective plane is another projective plane.

Whenever \(q\) is the power of a prime, there is a canonical construction of affine and projective planes of order \(q\). In particular, letting \(\mathbb{F}_q\) be the field of \(q\) elements, we can form an affine plane by letting \(\mathcal{V} = \mathbb{F}_q^2\) and letting \(\mathcal{B}\) be the collection of all affine lines in this vector space, namely sets of the form
\[
\{(x, y) \in \mathbb{F}_q^2 : dx + ey + f = 0\}
\]
for some \(d, e, f \in \mathbb{F}_q\) where \((d, e) \neq (0, 0)\). Though this manner of parametrizing these lines is redundant—multiplying \((d, e, f)\) by a nonzero scalar yields the same line—it gives a simple way to produce parallel classes: fix \((d, e) \neq (0, 0)\) and vary \(f\). It also facilitates the embedding of this affine plane in a projective plane where vertices and blocks correspond to one- and two-dimensional subspaces of \(\mathbb{F}_q^3\) respectively.

To be precise, let \([x, y, z]\) denote the set of all nonzero scalar multiples of a nonzero vector \((x, y, z) \in \mathbb{F}_q^3\). To form a projective plane, let \(\mathcal{V}\) be the set of all such \([x, y, z]\), and let \(\mathcal{B}\) be all sets of the form
\[
\{[x, y, z] : dx + ey + fz = 0\}
\]
for some \([d, e, f]\). The mapping \((x, y) \mapsto [x, y, 1]\) embeds our canonical affine geometry into this projective geometry: for any \([d, e, f]\) with \((d, e) \neq (0, 0), (11)\) is the image of (10) under this mapping, along with the “vertex at infinity” \([e, d, 0]\). Note that as expected, each new vertex corresponds to a unique parallel class in the affine plane, and taken together they constitute a new “block at infinity,” namely (11) where \([d, e, f] = [0, 0, 1]\).

Here, we can identify \(\mathbb{F}_q^3\) with the additive group of the field \(\mathbb{F}_{q^3}\). To be precise, let \(\alpha\) be a generator of the cyclic multiplicative group \(\mathbb{F}_{q^3}^\times\), and let \((x, y, z) := x + y\alpha + z\alpha^2\) for all \(x, y, z \in \mathbb{F}_q\). Since each vertex \([x, y, z]\) consists of all nonzero scalar multiples of the nonzero vector \((x, y, z)\), it is a unique element of the quotient group \(\mathbb{F}_{q^3}^\times/\mathbb{F}_q^\times\). That is,
\[
\mathcal{V} = \mathbb{F}_{q^3}^\times/\mathbb{F}_q^\times = \langle \alpha \rangle/\langle \alpha^{q^2+q+1} \rangle \cong \mathbb{Z}_{q^2+q+1}.
\]

Moreover, each two-dimensional subspace of \(\mathbb{F}_{q^3}^3\) is the kernel of a mapping of the form \(\beta \mapsto \text{tr}(\alpha^{-1}\beta)\) where \(\text{tr} : \mathbb{F}_{q^3}^3 \to \mathbb{F}_q\), \(\text{tr}(\beta) := \beta + \beta^q + \beta^{q^2}\), is the field trace. As such, all blocks
correspond to translates of the subset of $\mathbb{Z}q^{2}+q+1$ which correspond to members of $\mathbb{F}_{q^{2}}/\mathbb{F}_{q}$ whose coset representatives have trace 0. The resulting incidence matrix is circulant, and corresponds to a Singer difference set.

These explicit constructions show that affine and projective planes of order $q$ exist whenever $q$ is a power of a prime. Conversely, it is famously conjectured that if there exists an affine or projective plane of order $q$ then $q$ is necessarily a prime power. This conjecture remains open for many values of $q$, such as 12. We also note that for some prime powers $q$, there are constructions of projective planes of order $q$ that are provably not Desarguesian, meaning they are not isomorphic to the canonical construction given above. Our new method for constructing complex ETFs can be applied to any projective plane of order $q$ that contains a hyperoval, defined below. Applying this construction to the canonical projective plane of order $q = 2^{n}$ yields complex ETFs with parameters (3). If non-prime-power-order examples of such projective planes are discovered in the future, this same construction will yield yet more complex ETFs.

III. NEW ETFS FROM HYPEROVALS

In this section, we show how to construct ETFs with parameters (4). As detailed below, the main idea of any projective plane whose dual contains a hyperoval also contains an affine plane that contains the dual of a BIBD($q + 1, 2, 1$). This permits a new Steiner-like ETF construction involving Hadamard matrices of two distinct sizes. Some of the novelty here is that these ETFs most naturally arise in non-obvious subspaces of $\mathbb{F}_q^m$. The following result characterizes such frames in general.

**Lemma 1.** For any vectors $\{\varphi_i\}_{i=1}^n$ in $\mathbb{F}_q^m$, let $\Phi$ be the $m \times n$ matrix whose $i$th column is $\varphi_i$ for all $i$. For any $a > 0$, the following are equivalent:

(i) $\{\varphi_i\}_{i=1}^n$ forms an $a$-tight frame for its span,

(ii) $\Phi^* \Phi = a \Phi$.

(iii) $\|(\varphi_i, \varphi_j)\| = r$ for all $i \neq j$.

(iv) $\Phi^* \Phi = a \Phi$.

Also, if $\{\varphi_i\}_{i=1}^n$ is contained in a $d$-dimensional subspace $\mathbb{H}_d$ of $\mathbb{F}_q^m$, then it forms an $a$-tight frame for $\mathbb{H}_d$ if and only if $\Phi^* \Phi = a \Pi$ where $\Pi$ is the $m \times m$ orthogonal projection matrix onto $\mathbb{H}_d$.

As such, $\{\varphi_i\}_{i=1}^n$ forms an ETF for its span if and only if (ii)–(iv) hold and $\{\varphi_i\}_{i=1}^n$ is equiangular. In this case, letting $r = \|\varphi_i\|^2$, the dimension $d$ can be computed from either the tight frame constant or the equiangularity constant:

$$a = \frac{rn}{d}, \quad w = r \left( \frac{n - d}{d(n - 1)} \right)^{\frac{1}{2}}.$$

Alternatively, equal norm vectors $\{\varphi_i\}_{i=1}^n$ in a subspace $\mathbb{H}_d$ of $\mathbb{F}_q^m$ of dimension $d$ form an ETF for $\mathbb{H}_d$ if and only if they achieve equality in (4).

**Proof:** Fix $\{\varphi_i\}_{i=1}^n$ in $\mathbb{F}_q^m$ and $a > 0$, and let $\mathbb{H}_d$ be any $d$-dimensional subspace of $\mathbb{F}_q^m$ that contains $\{\varphi_i\}_{i=1}^n$.

To show (i) is equivalent to (ii), note the codomain of the synthesis operator $y \mapsto \Phi y$ can either be regarded as $\mathbb{F}_q^m$ or $\mathbb{H}_d$, and that by definition, $\{\varphi_i\}_{i=1}^n$ forms an $a$-tight frame for $\mathbb{H}_d$ if and only if the restricted version of this operator, namely $\Phi : \mathbb{F}_q^m \to \mathbb{H}_d$, satisfies $\Phi \Phi^* = aI$. When regarding $\Phi$ as an $mn \times n$ matrix, this is equivalent to having $\Phi \Phi^* x = ax$ for all $x \in \mathbb{H}_d$. In the special case where $\mathbb{H}_d$ is taken to be span$\{\varphi_i\}_{i=1}^n = \{\Phi y : y \in \mathbb{F}_q^m\}$, this tells us (i) is equivalent to having $\Phi \Phi^* y = a\Phi y$ for all $y \in \mathbb{F}_q^m$, namely (ii).

More generally, writing $\mathbb{H}_d = \{\Pi x : x \in \mathbb{F}_q^m\}$, we see that $\{\varphi_i\}_{i=1}^n$ forms an $a$-tight frame for $\mathbb{H}_d$ if and only if $\Phi \Phi^* \Pi x = a \Pi x$ for all $x \in \mathbb{F}_q^m$. To simplify this further, note that since $\Pi \varphi_i = \varphi_i$ for all $i$, we have $\Phi \Pi = \Phi$ and so $\Phi \Phi^* = (\Phi \Pi)^* = \Phi^*$. Thus, $\{\varphi_i\}_{i=1}^n$ forms an $a$-tight frame for $\mathbb{H}_d$ if and only if $\Phi \Phi^* = a \Pi$, as claimed. We emphasize that the above argument is delicate, and fails if we do not assume that each $\varphi_i$ lies in $\mathbb{H}_d$. Indeed, without this assumption, it is possible for $\{\varphi_i\}_{i=1}^n$ to not form an $a$-tight frame for $\mathbb{H}_d$ and yet still have $\Phi \Phi^* x = ax$ for all $x \in \mathbb{H}_d$, namely tight pseudoframes [18].

Continuing, note that multiplying (ii) by $\Phi^*$ on the right or left gives (iii) and (iv), respectively. Conversely, taking the singular value decomposition $\Phi = U \Sigma V^*$, if either (iii) or (iv) hold then the diagonal entries of the diagonal block of $\Sigma$ are all either 0 or $\sqrt{a}$, implying $\Sigma \Sigma^* = \Sigma$ and so (ii). To summarize, we have proven that (i)–(iv) are equivalent as well as the second claim.

For the remaining conclusions, we further assume that $\|\varphi_i\|^2 = r$ for all $i$, and generalize an argument of [16]. If $\{\varphi_i\}_{i=1}^n$ is an $a$-tight frame for $\mathbb{H}_d$, cycling a trace gives

$$ad = Tr(a \Pi) = Tr(\Phi \Phi^*) = Tr(\Phi^* \Phi) = rr,$$

so $a = \frac{rr}{d}$. As such, one way to measure the tightness of $\{\varphi_i\}_{i=1}^n$ is to take the Frobenius norm of $\Phi^* - \frac{rr}{d} \Phi$. We now simplify and bound this quantity using trace properties:

$$0 \leq Tr((\Phi^* - \frac{rr}{d} \Phi)^2)$$

$$= Tr(\Phi^* \Phi^* \Phi) - 2 \frac{rr}{d} \text{Tr} \Phi^* \Phi + \left(\frac{rr}{d}\right)^2 \text{Tr} \Pi$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} |(\varphi_i,\varphi_j)|^2 - \frac{rr}{d}^2$$

$$= r^2 \sum_{i=1}^{n} \sum_{j=1}^{n} \left(\frac{|\varphi_i,\varphi_j|}{\|\varphi_i,\varphi_j\|}\right)^2 - r^2 n(n-1)$$

$$\leq r^2 n(n-1) \left(\max_{i \neq j} \left(\frac{|\varphi_i,\varphi_j|}{\|\varphi_i,\varphi_j\|}\right)^2 - r^2 n(n-1) \right).$$

Solving for the coherence here gives the Welch bound (4). Moreover, if $\{\varphi_i\}_{i=1}^n$ is an ETF for $\mathbb{H}_d$ with $|\langle \varphi_i, \varphi_j \rangle| = w$ for all $i \neq j$, the two above inequalities become equalities, giving equality in (4) and $w = r \left( \frac{a(n-1)}{d} \right)^{\frac{1}{2}}$. Conversely, if (4) holds with equality, the final quantity in (12) is 0, implying both inequalities are equalities and so $\{\varphi_i\}_{i=1}^n$ is tight and equiangular.

These characterizations in hand, we turn to the construction itself. A hyperoval in a projective plane of order $q$ is a set of $q + 2$ vertices where no three of these vertices lie in a common block. For example, the first four vertices (columns) of the projective plane of order 2 given in (7) are a hyperoval since no block (row) contains three of them. As we now detail,
hyperovals decompose a projective plane into several other incidence structures.

**Lemma 2.** A projective plane of order \( q \) contains a hyperoval if and only if it has an incidence matrix of form

\[
X = \begin{bmatrix}
X_{1,1} & X_{1,2} \\
0 & X_{2,2}
\end{bmatrix}
\]  

(13)

where \( X_{1,1} \) is the incidence matrix of a BIBD(\( q + 2, 2, 1 \)). Here, the columns of \( X_{1,1} \) correspond to the vertices of the hyperoval. Moreover, in this case, \( q \) is even and \( X_{2,2} \) is the incidence matrix of a BIBD(\( \frac{1}{2} q(q-1), \frac{1}{2} q, 1 \)).

**Proof:** Consider a BIBD(\( q^2 + q + 1, q + 1, 1 \)) that contains \( u \) vertices that are special in the sense that no three of them lie in a common block. Without loss of generality, the first \( u \) columns of the incidence matrix \( X \) correspond to these special vertices. The total number of special vertex-block pairs is \( \sum_{j=1}^{u} \sum_{i=1}^{u} X(i, j) = \sum_{j=1}^{u} (q + 1) = u(q + 1) \). At the same time, each of the \( \binom{u}{2} \) pairs of distinct special vertices determine a unique block, and so

\[
u(q + 1) = \sum_{i=1}^{u} \sum_{j=1}^{u} X(i, j) \geq \binom{u}{2} 2 = u(u-1),
\]

implying \( u \leq q + 2 \). Having \( u = q + 2 \) gives equality above, meaning all special vertex-block pairs occur in blocks containing exactly two special vertices. That is, when the projective plane contains a hyperoval, there is an enumeration of its vertices and blocks so that its incidence matrix is of form \( \Box \) where \( X_{1,1} \) is the incidence matrix of a BIBD(\( q + 2, 2, 1 \)). Conversely, when the projective plane has such an incidence matrix, its first \( q + 2 \) vertices form a hyperoval since each block contains either 2 or 0 of them.

For the remaining conclusions, assume \( X_{1,1} \) is the incidence matrix of a BIBD(\( q + 2, 2, 1 \)). Here, \( \Box \) implies \( X_{1,1} \) is of size \( \frac{1}{2}(q + 1)(q + 2) \), implying the size of \( X_{2,2} \) is \( \frac{1}{2} q(q-1) \). Also, recall the dual of a projective plane is another projective plane, implying \( X^T X = qI + J \) and so \( X_{2,2} X_{2,2}^T = qI + J \). Thus, to show \( X_{2,2} \) is the incidence matrix of a BIBD(\( \frac{1}{2} q(q-1), \frac{1}{2} q, 1 \)) it suffices to show \( X_{2,2}^T 1 = \frac{q}{2} 1 \).

To see this, note \( X_{1,1} 1 = 21 \). Also, the upper-right block of the equation \( X^T X = qI + J \) gives \( X_{1,1}^T X_{1,2} = J \), where \( J \) is \( (q + 2) \times (q^2 - 1) \). Together, these facts imply

\[
(q + 2)I^T = 1^T J = 1^T X_{1,1}^T X_{1,2} = 2(1^T X_{1,2}).
\]

Thus, \( 1^T X_{1,2} = \frac{1}{2} (q + 2) 1^T \), which implies that \( q \) is even. Also, since \( 1^T X = (q + 1) 1^T \) then

\[
(q + 1)1^T = 1^T X_{1,2} + 1^T X_{2,2} = \frac{1}{2} (q + 2) 1^T + 1^T X_{2,2}.
\]

Thus, we indeed have \( X_{2,2}^T 1 = \frac{q}{2} 1 \).

The partition given in Lemma 2 has a geometric meaning: the column partition indicates whether a vertex is in the hyperoval or not, while the row partition indicates whether a block intersects the hyperoval in two or zero vertices, namely whether the block is secant or exterior to the hyperoval.

The matrix \( X_{2,2} \) given in Lemma 2 is the incidence matrix of a type of Denniston design \( \Box \). As an example of this lemma, note the incidence matrix of the projective plane of order 2 given in \( \Box \) is already in this form. There, \( X_{2,2} \) is a \( 1 \times 3 \) matrix of ones, corresponding to a degenerate BIBD with \( v = k = \lambda = 1 \) and \( b = r = 3 \).

To prove our main result, we need an infinite family of matrices of form \( \Box \), and thus need a general construction of hyperovals. Recall that projective planes of order \( q \) are only known to exist when \( q \) is a power of a prime. When coupled with the requirement that \( q \) be even, this means that all known constructions of hyperovals lie in projective planes of order \( q = 2^e \) for some \( e \geq 1 \). For the canonical projective plane of order \( q = 2^e \), the canonical hyperoval is set:

\[
\{(t, t^2, 1) : t \in \mathbb{F}_q \} \cup \{(0, 1, 0) \} \cup \{(1, 0, 0) \}.
\]

No three of these vertices lie in a common block, since no three of the corresponding vectors are linearly dependent, a fact that follows from the corresponding \( 3 \times 3 \) determinants.

We form new ETFs from the duals of projective planes containing hyperovals, as well as special affine planes that they contain. The requisite designs are produced by the following:

**Lemma 3.** If a projective plane of order \( q \) contains a hyperoval then its dual has an incidence matrix of the form

\[
Y = \begin{bmatrix}
Y_{1,1} & Y_{1,2} \\
0 & Y_{2,2}
\end{bmatrix}
\]  

(15)

where \( Y_{1,1} \) and \( Y_{2,2} \) are the incidence matrices of a BIBD(\( \frac{1}{2} q(q-1), \frac{1}{2} q, 1 \)) and BIBD(\( q + 2, 2, 1 \)), respectively. Moreover, removing any of the last \( q + 2 \) rows of \( Y \) along with the \( q + 1 \) columns it indicates produces an affine plane of order \( q \) with an incidence matrix of the form

\[
Z = \begin{bmatrix}
Z_{1,1} & Z_{1,2} \\
0 & Z_{2,2}
\end{bmatrix}
\]  

(16)

where \( Z_{2,2} \) is the incidence matrix of a BIBD(\( q + 1, 2, 1 \)).

**Proof:** For \( \Box \), take the transpose of the decomposition given in Lemma 2 and then permute rows and columns. For the remaining conclusions, recall from Section II that removing any single block (row) of \( Y \) along with the \( q + 1 \) vertices (columns) it contains produces an affine plane of order \( q \). Choosing one of the last \( q + 2 \) blocks in particular removes one row and \( q + 2 \) columns from \( Y_{2,2} \), removes one row from \( Y_{1,2} \) and leaves \( Y_{1,1} \) untouched, resulting in a matrix of form \( \Box \). Moreover, since the columns of \( Y_{2,2} \) indicate all pairs of \( q + 2 \) rows, the columns of \( Z_{2,2} \) indicate all pairs of the remaining \( q + 1 \) rows, meaning \( Z_{2,2} \) is the incidence matrix of a BIBD(\( q + 1, 2, 1 \)).

For example, the projective plane of order 2 given in \( \Box \) contains a hyperoval since it has form \( \Box \). Taking its transpose and then permuting rows and columns gives a \( 7 \times 7 \) incidence matrix of a projective plane that has form \( \Box \):
The second matrix here is an example of an incidence matrix of an affine plane that has form \((16)\). It is obtained by removing the fourth row and columns 2, 3 and 4 from the first matrix.

We form Steiner-like ETFs by using such BIBDs to embed the rows of two distinct (possibly) Hadamard matrices, one of size \(q + 2\) and the other of size \(q\). As with Steiner ETFs, we remove a row from a Hadamard matrix of size \(q + 2\) to obtain a \((q + 1) \times (q + 2)\) matrix \(S\) whose columns \(\{s_l\}_{l=1}^{q+2}\) form a unimodular simplex for \(\mathbb{F}^{q+1}\). See \((9)\) for an example of \(S\) for \(q = 2\). We also take the negative of the last row of a \((q + 1) \times q\) Hadamard matrix and attach it to its bottom to produce a \((q + 1) \times q\) matrix \(C\). For example, when \(q = 2\),

\[
C = \begin{bmatrix}
++ \\
+- \\
+ - \\
- + \\
- - \\
\end{bmatrix}.
\]

(18)

The columns of such a matrix \(C\) have the following properties:

**Definition 2.** For any \(r \geq 3\), a corresponding unimodular cosimplex is a sequence of vectors \(\{c_l\}_{l=1}^{r-1}\) in \(\mathbb{F}^r\) with the property that each \(c_l\) has unimodular entries, the last two entries of any \(c_l\) sum to zero, and \(|\langle c_l, c_r \rangle| = 1\) for all \(l \neq r\).

To form new ETFs, let \(Z\) be the incidence matrix of an affine plane of order \(q\) of form \((16)\), use the first \(\frac{q(q-1)}{2}\) of the operators \(\{E_j\}_{j=1}^{q^2}\) (cf. Definition \((1)\) to embed \(S\), and use the remaining operators to embed \(C\). For example, using the first column of the 6 \(\times 4\) affine plane in \((17)\) to embed \((9)\) and using the remaining columns to embed \((18)\) gives \([E_1 S \ E_2 C \ E_3 C \ E_4 C\] , namely

\[
\begin{bmatrix}
++ + + + 0 0 0 0 \\
++ + 0 0 + 0 + 0 \\
++ + 0 0 0 + + 0 \\
0 0 0 + + + 0 0 \\
0 0 0 + 0 + + 0 \\
0 0 0 0 0 0 + + \\
0 0 0 0 0 0 + + \\
\end{bmatrix}.
\]

(19)

Note that by inspection, the 10 columns of this matrix are equiangular with coherence \(\frac{1}{2}\). However, these vectors do not form an ETF for \(\mathbb{R}^6\): the rows of \((19)\) are not orthogonal, and moreover letting \(n = 10\) and \(d = 6\) in \((1)\) does not yield \(\frac{1}{2}\). Rather, by the final statement of Lemma \((3)\) they form an ETF for a 5-dimensional orthogonal complement of \((0,0,0,1,1,1,1)\).

When applied to the affine plane produced by Lemma \((3)\) from the canonical hyperoval and projective plane of order \(n = 4\), this same approach yields the 76-vector ETF for a 19-dimensional subspace of \(\mathbb{C}^{20}\), cf. Figure \((1)\). It can also be applied to projective planes of form \((15)\). For example, using the 7 \(\times 7\) projective plane in \((17)\) to embed \((9)\) and \((18)\) produces \([E_1 S \ E_2 C \ E_3 C \ E_4 C \ E_5 C \ E_6 C \ E_7 C\] , a 16-vector ETF for a 6-dimensional orthogonal complement of \((0,0,0,1,1,1,1)\) in \(\mathbb{R}^7\). We now formally prove these facts.

**Theorem 1.** For a projective plane of order \(q\) that contains a hyperoval, let \(\{E_j\}_{j=1}^{q^2}\) be embeddings arising from an affine plane of form \((16)\), cf. Definition \((7)\). Let \(\{s_l\}_{l=1}^{q+2}\) and \(\{c_l\}_{l=1}^{q}\) be a unimodular simplex and cosimplex for \(\mathbb{F}^{q+1}\), respectively, cf. Definition \((2)\) Then

\[
\{E_j s_{l=1}^{q+2} \frac{-q}{q-1} \cup \{E_j c_{l=1}^{q} \frac{q}{q-1} + \}
\]

(20)

is a \((q^2 + q - 1)\)-vector ETF for the \((q^2 + q - 1)\)-dimensional subspace of \(\mathbb{F}^{q+1}\) that consists of those vectors whose last \(q + 1\) entries sum to zero.

Moreover, if we instead let \(\{E_j\}_{j=1}^{q^2+q+1}\) be embeddings arising from a projective plane of form \((15)\), then

\[
\{E_j s_{l=1}^{q+2} \frac{-q}{q-1} \cup \{E_j c_{l=1}^{q} \frac{q^2}{q-1} + \}
\]

(21)

is a \((q^2+q+2)\)-vector ETF for the \((q(q+1))\)-dimensional subspace of \(\mathbb{F}^{q+1}\) of vectors whose last \(q + 2\) entries sum to zero.

**Proof:** We prove this result in the affine case; the proof in the projective case is similar. When \(n = \frac{q(q^2 + q - 1)}{2} + d = q^2 + q - 1\), the Welch bound \((1)\) is \(\frac{1}{n}\). Moreover, by definition, each embedding \(E_j\) maps an orthonormal basis of its domain to one of its range. This means each \(E_j\) is an isometry, namely \(E_j^* E_j = I\). Since each \(s_l\) and \(c_l\) has \(q + 1\) entries, all unimodular, this implies \(\|E_j s_l\|^2 = \|s_l\|^2 = q + 1\) and similarly \(\|E_j c_l\|^2 = q + 1\). As such, to prove the first claim using Lemma \((1)\) it suffices to show that (i) each of the vectors in \((20)\) lies in a hyperplane of \(\mathbb{F}^{q+1}\) and that (ii) the inner product of any two of these vectors has unit modulus.

For (i), we claim all vectors in \((20)\) lie in \(d\) where

\[
d \in \mathbb{F}^{q+1}, \quad d(i) = \begin{cases} 0, & 1 \leq i \leq q^2 - 1, \\ 1, & q^2 \leq i \leq q(q + 1). \end{cases}
\]

Indeed, for any \(j\) with \(1 \leq j \leq \frac{q}{q-1} q(q - 1)\), the form \((16)\) of our affine plane gives \(\langle E_j s_l \rangle (i) = 0\) for all \(l\) whenever \(q^2 \leq i \leq q(q - 1)\), and so \(\langle d, E_j s_l \rangle = 0\). In the remaining case where \(\frac{q}{q-1} q(q + 1) + 1 \leq i \leq q^2 + q + 1\), the form of our affine plane along with a property of the cosimplices gives

\[
\langle d, E_j c_l \rangle = \sum_{i=q^2}^{q(q+1)} E_j c_l (i) = c_l (q) + c_l (q + 1) = 0.
\]

For (ii), since each \(E_j\) is an isometry and \(\{s_l\}_{l=1}^{q+2}\) is a unimodular simplex, \(\langle E_j s_l, E_j s_{l'} \rangle = \langle s_l, s_{l'} \rangle = 1\) whenever \(l \neq l'\). Similarly, since \(\{c_l\}_{l=1}^{q}\) is a unimodular cosimplices, \(\langle E_j c_l, E_j c_{l'} \rangle = \langle c_l, c_{l'} \rangle = 1\) whenever \(l \neq l'\). A different argument is required for inner products of the form

\[
\langle E_j s_l, E_j s_{l'} \rangle, \quad \langle E_j s_l, E_j c_{l'} \rangle, \quad \langle E_j c_l, E_j c_{l'} \rangle,
\]

(22)

when \(j \neq j'\). There, the fact that any two distinct blocks in our BIBD have exactly one vertex in common implies that exactly one column of \(E_j\) appears as a column of \(E_{j'}\) while all other columns have disjoint support. This implies \(E_j^* E_{j'}\) is the outer product \(\delta_{j j'}\) of two standard basis elements of \(\mathbb{F}^r\), cf. Lemma 2.1 of \((10)\). In particular,

\[
\langle E_j s_l, E_j s_{l'} \rangle = \langle s_l, s_{l'} \rangle = \langle s_l, s_{l'} \rangle = \langle s_{l'}(i) s_{l'}(i') \rangle.
\]

Similarly, the other two inner products in \((22)\) are \(s_{l'}(i) c_{l'}(i')\) and \(c_{l'}(i) c_{l'}(i')\). Since the entries of every \(s_l\) and \(c_l\) are unimodular, these inner products have unit modulus.

We have some remarks about this result. First, recall that all known constructions of hyperovals lie in projective planes of order \(q = 2^n\) for some \(n \geq 1\). Further recall that for any such \(q\), the canonical projective plane of order \(q\) contains the hyperoval \((14)\). In this case, we construct the requisite unimodular simplex and cosimplex from Hadamard matrices.
of size $q+2 = 2^e + 2$ and $q = 2^e$, respectively. The second of these two Hadamard matrices can always be chosen to be real, obtained for example by taking the Kronecker product of the canonical $2 \times 2$ Hadamard matrix with itself $e$ times. However, $q+2 = 2^e + 2$ is not divisible by 4 except when $e = 1$, meaning our first Hadamard matrix is necessarily complex except when $q = 2$. That is, we obtain our (complex) unimodular simplex by removing a row from a discrete Fourier transform of size $q+2$, for example. Together, these facts imply:

**Corollary 1.** For any $e \geq 1$, applying Theorem 7 to the canonical projective plane of order $q = 2^e$ gives an $n$-vector ETF for $\mathbb{C}^d$ where $n$ and $d$ are given by (3). This ETF is real when $e = 1$, and is otherwise complex.

A second remark: while the ETF (21) arising from an affine plane of order $q = 2^e$ is new, the ETF (21) arising from a projective plane may not be. To be precise, two $n$-vector ETFs for $\mathbb{H}_d$ are equivalent if their synthesis operators satisfy

$$\Phi_1 = U \Phi_2 D P$$

for some unitary operator $U$ on $\mathbb{H}_d$ and some $n \times n$ matrices $D$ and $P$ where $D$ is diagonal with unimodular diagonal entries and $P$ is a permutation. Two ETFs that are constructed in different ways may, in fact, be equivalent. For example, in [16], it is shown that every harmonic ETF arising from a McFarland difference set [9] is equivalent to a special type of Steiner ETF arising from an affine geometry [12]. The ETF (21) has $n = q^2(q+2)$ and $d = q(q+1)$, and so it might be equivalent to Steiner ETFs from affine planes. We do not know: determining whether two ETFs are equivalent is similar to determining whether two graphs are isomorphic, and we leave a deeper investigation of (21) for future work.

For any $q = 2^e$ where $e > 1$, the ETF (20) is new [11]. Indeed, strongly regular graphs corresponding to real ETFs with these parameters are not known to exist [5, 6], and have been shown to not exist when $q = 4$ [1, 33]. Moreover, no ETF with these parameters can be harmonic since

$$\frac{d(d-1)}{n-1} = q+1 - \frac{2q+3}{(q+1)^2}$$

is not an integer; for harmonic ETFs, this quantity is the number of ways a nonzero element of the group can be written as a difference of members of the difference set. Also, no ETF with these parameters is a Steiner ETF, since by Theorem 2 of [12], the corresponding BIBD$(v, k, 1)$ would have $b = q^2 + q - 1$ and $r = q + 1$ and so

$$k = \frac{r(r-1)}{r^2 - b} = q - 1 + \frac{2}{q + 2}$$

which is not an integer.
Another remark about Theorem 1: note (16) contains the incidence matrix \( Y_{1,1} \) of a BIBD(\( \frac{q}{2}(q-1), \frac{1}{2}q, 1 \)), and is also contained in (15). This means the Steiner ETF \( \{ E_j s_l \}_{l=1, j=1}^{q+2, q(q-1)} \) arising from this Denniston design is contained in the ETF (20), which in turn is contained in the ETF (21). To our knowledge, this is the first time three nontrivial nested ETFs have been discovered. This possibility suggests a new program for discovering ETFs: given an existing ETF, find other ETFs it contains as well as other ETFs that contain it.

A final remark: note that by Lemma 1 the frame operator of (20) is necessarily a scalar multiple of a projection onto the subspace of vectors in \( \mathbb{F}^q(q+1) \) whose last \( q+1 \) entries sum to zero. In fact, this condition implies the construction of Theorem 1 does not generalize to any BIBDIs that are not affine or projective planes. To be precise, let

\[
X = \begin{bmatrix}
X_{1,1} & X_{1,2} \\
0 & X_{2,2}
\end{bmatrix}
\]  

(23)

be the incidence matrix of any BIBD(\( r, k, 1 \)) where \( X_{1,1} \) and \( X_{2,2}^T \) are the incidence matrices of some BIBD(\( v_0, k_0, 1 \)) and BIBD(\( b_0, 2, 1 \)), respectively. Here, (5) and (6) imply

\[
k_0 = k - \frac{k(k+1)}{2r}, \quad v_0 = r(k_0 - 1) + 1, \quad b_0 = k + 1.
\]

Use the first \( v_0 \) columns of \( X \) to embed an \( r \times (r+1) \) unimodular simplex \( S \), and use the remaining columns to embed an \( r \times (r-1) \) unimodular cosimplex \( C \) à la Theorem 1.

Let \( \Phi \) be the resulting \( b \times [v(r-1)+2v_0] \) synthesis operator. The columns of \( \Phi \) are equiangular; we want to know when they form a tight frame for their span. Since \( SS^* = (r+1)I \),

\[
CC^* = (r-1) \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & -1 \\
0 & -1 & 1
\end{bmatrix},
\]

the structure of \( X \) implies the frame operator is

\[
\Phi \Phi^* = \begin{bmatrix}
k(r+1-k+1)I \\
0
\end{bmatrix}
(\begin{bmatrix}
r-1 \\
(k+1)I-J
\end{bmatrix}).
\]

Computing the spectrum of \( \Phi \Phi^* \), we see it is a multiple of an orthogonal projection if and only if \( k(r+1-k+1) = (k+1)(r-1) \), or equivalently, \( 0 = (r-k)(r-(k+1)) \).

By Lemma 1, we thus see these equiangular vectors form an ETF for their span if and only if either \( r = k \) or \( r = k+1 \), namely when the underlying BIBD is either a projective plane or affine plane of form (23).

IV. FLAT ETFs

A matrix \( \Phi \) is flat if all of its entries have constant modulus. Flat waveforms are often used in real-world applications such as radar and wireless communication since they allow a transmitted waveform to have the maximal amount of energy subject to the transmitter’s power limit. That is, mathematically speaking, flat vectors provide the largest possible ratio of 2-norm to \( \infty \)-norm. In light of this, it is natural to investigate ETFs that have flat synthesis operators.

Previous work on this topic has focused on flat \( m \times n \) matrices whose columns form an ETF for \( \mathbb{F}^m \). In particular, the synthesis operator of a harmonic ETFs is flat, being a submatrix of a character table (discrete Fourier transform) of a finite abelian group. Some of these ETFs have recently been used to construct minimally-coherent vectors in a regime where no ETF can exist. Steiner ETFs, on the other hand, are very sparse. Nevertheless, whenever the underlying BIBD is resolvable, one can rotate the synthesis operator of a Steiner ETF so as to make it flat.

We begin this section by generalizing the method of (16) so as to apply it to the ETF in (20). This produces a flat \( m \times n \) matrix \( \Phi \) whose columns form an ETF for a proper subspace \( \mathbb{H}_d \) of \( \mathbb{F}^n \). We then consider such ETFs in general, discussing a connection between them and supersaturated designs, as well as how some of them imply the existence of other ETFs.

From Section II, recall that parallelism is an equivalence relation on the blocks of an affine plane, and that this implies its blocks can be arranged as \( q+1 \) groupings of \( q \) disjoint blocks. In particular, two rows of (16) lie in the same parallel class precisely when they have disjoint support. Let \( P \) be a permutation matrix that rearranges the rows of (16) into these parallel classes. For example, for the affine plane of order 2 in (17), take \( P \) to be the \( 6 \times 6 \) permutation matrix such that

\[
P \begin{bmatrix}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{bmatrix}.
\]  

(24)

Since a permutation is unitary, applying it to the synthesis operator \( \Phi \) of the ETF (20) that arises from (16) yields another ETF. For example, recall the columns of the \( 6 \times 10 \) matrix \( \Phi \) given in (19) form an ETF for the orthogonal complement of \( (0, 0, 0, 1, 1, 1) \). Taking \( P \) from (23), the columns of

\[
P \Phi = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & - & - & + & - & + \\
+ & - & + & + & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & - & + & 0 & 0 & + & - \\
+ & + & + & 0 & 0 & + & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & + & - & 0 & 0 & 0 & + \\
- & + & - & 0 & 0 & 0 & 0 & 0 & + & +
\end{bmatrix},
\]  

(25)

thus form a 10-vector ETF for the orthogonal complement of \( (1, 0, 1, 0, 1, 0) \). Note here that we have chosen the first member of every parallel class from the bottom \( q+1 \) rows of (16). This is always possible since \( Z_{2,2}^T \) is the incidence matrix of a BIBD(\( q+1, 2, 1 \)), meaning none of those \( q+1 \) rows have disjoint support. Doing so ensures that the columns of \( P \Phi \) are orthogonal to \( 1 \otimes \delta_1 \) in general (the concatenation of \( q+1 \) copies of the first standard basis element in \( \mathbb{F}^q \)).

With \( P \Phi \) in this form, we now multiply it on the left by a block-diagonal matrix \( I \otimes H \) whose diagonal blocks are all some Hadamard matrix \( H \) of size \( q \) whose first column is \( 1 \). Since \( H \) is a scalar multiple of a unitary operator, the columns of \( (I \otimes H)P \Phi \) form an ETF for the orthogonal complement of \( (1 \otimes H)(1 \otimes \delta_1) = 1 \otimes 1 = 1 \). For example, multiplying (25) by \( I \otimes H \) where \( H \) is the canonical \( 2 \times 2 \) Hadamard matrix gives a 10-vector ETF for the orthogonal
complement of \((1, 1, 1, 1, 1, 1)\), namely for the space of vectors in \(\mathbb{R}^6\) whose entries sum to zero:

\[
\begin{bmatrix}
+ & + & + & + & + & + \\
+ & + & + & + & + & + \\
+ & + & + & + & + & + \\
+ & + & + & + & + & + \\
+ & + & + & + & + & + \\
+ & + & + & + & + & +
\end{bmatrix}.
\] (26)

As seen in this example, \((I \otimes H)P\Phi\) is flat since each column of \(P\Phi\) has only one index of support in each parallel class.

Note here that whenever \(q = 2^e\) for some \(e \geq 1\) (the only case where projective planes that contain hyperovals are known to exist), both the requisite cosimplex and Hadamard matrix can be chosen to be real, implying the last \(\frac{1}{2}q^2(q+1)\) vectors in the ETF are \(\{\pm 1\}\)-valued and also have the property that their entries sum to zero. For example, permuting the rows of the \(20 \times 76\) in Figure 1 and then multiplying it by 5 copies of the canonical \(4 \times 4\) Hadamard matrix gives a \(20 \times 76\) matrix whose columns form a 76-vector ETF for the space of vectors in \(\mathbb{C}^{20}\) whose entries sum to zero. The last 40 of these vectors are \(\{\pm 1\}\)-valued while the first 36 take values from the sixth roots of unity. In summary:

**Theorem 2.** For a projective plane of order \(q\) that contains a hyperoval, let \(\Phi\) be the synthesis operator of the ETF (20). There exists a permutation matrix \(P\) and a Hadamard matrix \(H\) of size \(q\) such that \((I \otimes H)P\Phi\) is flat (unimodular) and its columns form an ETF for the space of vectors in \(\mathbb{F}^{q(n+1)}\) whose entries sum to zero.

In particular, when \(q = 2^e\), \(e \geq 1\), choosing the simplex, cosimplex and Hadamard matrix appropriately yields an ETF of this type where each vector’s entries are \((q+2)\)th roots of unity, with the last \(\frac{1}{2}q^2(q+1)\) vectors being \(\{\pm 1\}\)-valued.

**A. Flat ETFs and supersaturated designs**

The flat ETFs given in Theorem 2 are closely related to supersaturated designs in the field of statistics known as design of experiments. There, one seeks \(\{\pm 1\}\)-valued \(m \times n\) matrices \(\Phi\) whose columns \(\{\varphi_i\}_{i=1}^n\) are orthogonal to \(1\) and are also maximally orthogonal in some sense. To relate that theory to our work here, recall the proof of Lemma 1 for any \(\{\varphi_i\}_{i=1}^n\) in a \(d\)-dimensional subspace \(\mathbb{H}_d\) of \(\mathbb{F}^m\) with \(\|\varphi_i\|^2 = r\) for all \(i\), rewriting (12) gives:

\[
\frac{r^2(d-n)}{d(n-1)} \leq \frac{1}{n(n-1)} \sum_{i,j=1}^{n} |\langle \varphi_i, \varphi_j \rangle|^2 \leq \max_{i,j} |\langle \varphi_i, \varphi_j \rangle|^2.
\] (27)

where the first and second inequalities hold with equality precisely when \(\{\varphi_i\}_{i=1}^n\) is a tight frame for \(\mathbb{H}_d\) and equiangular, respectively. In supersaturated designs, each \(\varphi_i\) is restricted to be \(\{\pm 1\}\)-valued and lie in the orthogonal complement of \(1 \in \mathbb{R}^m\). Under these assumptions, the first half of (27) becomes

\[
\frac{m^2(n-m+1)}{(m-1)(n-1)} \leq E(s^2) := \frac{1}{n(n-1)} \sum_{i \neq j} |\langle \varphi_i, \varphi_j \rangle|^2.
\]

In the supersaturated design literature, this inequality is well-known [19, 27], and \(\{\pm 1\}\)-valued tight frames for \(1^\perp\) are called E\((s^2)\)-optimal designs. In light of the second half of (27), we pose the following problem:

**Problem 1.** For what values of \(m, n\) does there exist a sequence \(\{\varphi_i\}_{i=1}^n\) of \(\{\pm 1\}\)-valued vectors that forms an ETF for the orthogonal complement of \(1\) in \(\mathbb{R}^m\), and so has

\[
|\langle \varphi_i, \varphi_j \rangle| = \frac{(n-m+1)}{(m-1)(n-1)} \frac{1}{2}, \quad \forall i \neq j?
\]

Such ETFs are optimal in minimax sense, cf. [23]. It is unclear when they exist: reviewing both the ETF and supersaturated design literature, the only example of such an ETF we could find is when \(m = 6\) and \(n = 10\), namely (26) or the equivalent ETF (3). In the case where \(m = q(q+1)\), \(n = q(q^2 + q - 1)\) for some \(q = 2^e\), \(e > 1\), the ETFs of Theorem almost work. The only issue is that the entries of their first \(\frac{1}{2}q(q^2 + q - 2)\) vectors are \((q+2)\)th roots of unity, not necessarily \(\pm 1\). As a partial solution to Problem 1 we have the following necessary condition on \(m\) and \(n\):

**Theorem 3.** If \(m > 2\) and there are \(n\) vectors in \(\mathbb{R}^m\) with entries in \(\{\pm 1\}\) that form an ETF for \(1^\perp\), then there exists an even integer \(q \geq 2\) such that

\[
m = q(q+1), \quad n = q(q^2 + q - 1).
\] (28)

**Proof:** We exploit known integrality conditions on the existence of real ETFs: if \(1 < d < n-1\) and \(n \neq 2d\), and there exists an \(n\)-vector ETF for a \(d\)-dimensional real Hilbert space, then both

\[
\left[ \frac{d(n-1)}{n-d} \right]^{\frac{1}{2}}, \quad \left[ \frac{(n-d)(n-1)}{d} \right]^{\frac{1}{2}},
\] (29)

are odd integers [26]. These quantities are the reciprocals of the Welch bounds for the ETF and its Naimark complements, respectively. Here, our Hilbert space \(1^\perp \subset \mathbb{R}^m\) has dimension \(d = m-1 > 1\). Since our vectors are \(\{\pm 1\}\)-valued, their inner products are integers. Since they are also orthogonal to \(1\), \(m = d+1\) is necessarily even. Since they form an ETF for \(1^\perp\), they achieve the Welch bound (11), meaning the absolute value of their inner products is

\[
(d+1) \left[ \frac{n-d}{d(n-1)} \right]^{\frac{1}{2}}.
\] (30)

Together, these facts imply (30) is an integer. This immediately rules out \(d = n-1\), since in this case (30) becomes \(1 + \frac{1}{2}\). Moreover, in the case \(n = 2d\), a polynomial long division reveals the square of (30) to be

\[
\frac{(d+1)^2}{2d-1} = \frac{1}{4} \left( 2d + 5 + \frac{9}{2d-1} \right).
\]

Since \(d\) is odd, this is only an integer when \(d = 5\), in which case \((m, n) = (6, 10)\) is of form (28) with \(q = 2\); an example of such an ETF is given in (4). Knowing \(1 < d < n-1\) and having handled the case where \(n = 2d\), we now assume
n ≠ 2d, implying the numbers in (29) are odd integers. As such, products of (29) and (30) are integers. In particular,

\[(d + 1) \left\lfloor \frac{n - d}{d(n - 1)} \right\rfloor = n - d + \frac{n}{d}\]

is an integer, implying the redundancy \( q := \frac{n}{d} \) is an integer. Squaring the integer (30) and writing \( n = qd \) gives

\[\left( q - 1 \right)(q + 1)^2 \left( \frac{q - 1}{q^2 - q - 1} \right) = q + 1.\]

Since \( 0 < j < q + 1 \) and \( j \equiv 1 \mod q \), we have \( j = 1 \) and so \( (q - 1)(q + 1)^2 = q^2 - q - 1. \) Solving for \( d \) then gives \( d = q^2 + q - 1. \) Noting \( m = d + 1 \) and \( n = qd \) gives (23). To show \( q \) is even, recall the first quantity in (29) is odd; since \( d = q^2 + q - 1 \) and \( n = qd \), this quantity is \( q + 1. \)

We emphasize that the parameters \( m \) and \( n \) of the complex flat ETFs produced by Theorem 2 are identical to those given in (29). That is, when \( q = 2^e, \) \( e \geq 1, \) defining \( m \) and \( n \) by (29). Theorem 2 produces an \( m \times n \) complex flat matrix whose columns form an ETF for \( 1 \perp. \) We also note that in light of Theorem 3 Problem 1 is equivalent to:

**Problem 2.** Given \( q \), does there exist a sequence \( \{ \varphi_i \}_{i=1}^{q(q^2+q-1)} \) of \( \{ \pm 1 \} \)-valued vectors that form an ETF for \( 1 \perp \) in \( \mathbb{R}^{q(q^2+q-1)} \), and so have \( (\varphi_i, \varphi_j) = q \) for all \( i \neq j \)?

The answer to Problem 2 is “yes” when \( q = 2 \), e.g., (24), and “no” when \( q = 4 \), since real ETFs with \( (d, n) = (19, 76) \) do not exist [11, 33]. To our knowledge, the \( q = 6 \) case is open. Here, \( (m, n) = (42, 246) \) and computer-assisted searches might be impractical. Cases like this where \( \frac{m}{n} = q \equiv 2 \mod 4 \) are particularly interesting since they might be related to a fact from [16]: if there exist \( m \times n \) real flat matrices whose columns form an ETF for the entire space \( \mathbb{R}^m \), and these matrices arise from BIBD\((v,k,1)\) in the manner of [12, 16], then \( \frac{m}{n} \approx k \equiv 2 \mod 4 \).

**B. Extending flat ETFs to larger ETFs**

We conclude this paper by discussing how we can append vectors to certain flat ETFs to produce other ETFs. The inspiration for this work was the realization that both the columns and the rows of the matrices discussed in Theorems 2 and 3 form ETFs for their respective spans, and that the Welch bounds for these “paired” ETFs are closely related. To be precise, if \( q \) is any positive integer and \( \Phi \) is any \( q(q + 1) \times q(q^2 + q - 1) \) matrix whose columns form an ETF for \( 1 \perp \) in \( \mathbb{R}^m \), then Lemma 4 implies \( \Phi \Phi^* = a \Pi \) where \( a = q^2(q + 1) \) and \( \Pi = \mathbf{I} - \frac{1}{q(q+1)} \mathbf{J} \) is the orthogonal projection operator onto \( 1 \perp. \) That is,

\[\Phi \Phi^* = q^2(q + 1) \mathbf{I} - q \mathbf{J}.\]

This means the columns of \( \Phi \Phi^* \) are equiangular, with the inner product of any two of them being \(-q \). Remarkably, scaling the Welch bound of its columns by their norms, we find their inner products have the same magnitude:

\[m \left[ \frac{n - d}{d(n - 1)} \right]^{\frac{1}{2}} = q(q + 1) \frac{q - 1}{q^3 + q^2 - q - 1} = q.\]

Even more remarkably, we found that concatenating such \( \Phi \) with \( q \mathbf{I} + \frac{q(q^2 + q - 1)}{q^3 + q^2 - q - 1} \mathbf{J} \) led to even larger ETFs. For example, for the 10-vector flat ETF for \( 1 \perp \subset \mathbb{R}^6 \) given in (4), we can append 6 vectors to it to form a 16-vector ETF for \( \mathbb{R}^6 \):

\[
\begin{bmatrix}
+ & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\
+ & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\
+ & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\
+ & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\
+ & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\
+ & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\
- & - & - & - & - & - & - & - & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - & - & - & - & - & - & - & - & - \\
\end{bmatrix}
\]

In general, we do not know whether these ETFs are equivalent to other known families of ETFs with these same parameters, such as harmonic ETFs arising from certain McFarland difference sets [9], Steiner ETFs arising from affine planes [12], or those instances of [21] in Theorem 4 arising from a known hyperoval in a projective plane of order \( q = 2^e \). One reason such a construction is possible is that the columns of \( \Phi \) are orthogonal to those of \( \mathbf{J} \), and so only interact with the “\( \mathbf{I} \)” component of the columns of matrices of the form \( f \mathbf{I} + g \mathbf{J} \). Generalizing this construction gives the following result:

**Theorem 4.** Suppose \( \Phi \) is an \( m \times n \) non-square matrix with unimodular entries and that the columns of \( \Phi \) and \( \Phi^* \) both form ETFs for their \( d \)-dimensional spans with

\[\frac{1}{n} \left[ \frac{n - d}{d(n - 1)} \right]^{\frac{1}{2}} = \frac{1}{m} \left[ \frac{m - d}{d(m - 1)} \right]^{\frac{1}{2}}.\]

Then there exist real scalars \( f, g \) such that the columns of

\[\Psi = [ \Phi \ f \Phi^* + g \mathbf{I} ]\]

form an \( (m + n) \)-vector ETF for \( \mathbb{R}^m \), namely

\[f = -\frac{1}{2n} \left( m + n - 1 \right)^{\frac{1}{2}}, \]  
\[g = (m + n)^{\frac{1}{2}}.\]

**Proof:** We begin by expressing \( d \) in terms of \( m \) and \( n \). Squaring (31) and simplifying gives

\[mn[m(m - 1) - n(n - 1)]^{\frac{1}{2}} = m^2(m - 1) - n^2(n - 1).\]

Since \( \Phi \) is not square by assumption, we can divide both sides of this equation by \( m - n \) to obtain

\[mn(m + n - 1)^{\frac{1}{2}} = (m + n)(m + n - 1) - mn.\]

That is, \( d = \text{rank}(\Phi) = \text{rank}(\Phi^*) \) necessarily satisfies

\[\frac{1}{d} = \frac{1}{m} + \frac{1}{n} - \frac{1}{m + n - 1}.\]
This fact in hand, note that since the columns \( \{ \varphi_i \}_{i=1}^n \) of \( \Phi \) form an ETF for their span with \( \| \varphi_i \|^2 = m \) for all \( i \), Lemma 1 gives \( \Phi \Phi^* = a \Phi \) where

\[
a = \frac{mn}{d} = \frac{1}{m} + \frac{1}{n} + \frac{mn}{m+n-1}.
\]

Taking adjoints gives \( \Phi^* \Phi \Phi^* = a \Phi^* \) as well. As such, the frame operator of \( \Psi \) is

\[
\Psi \Phi \Phi^* + (f \Phi \Phi^* + gI)(f \Phi \Phi^* + gI)^* = (af^2 + 2fg + g^2)I.
\]

Since the \( f \) and \( g \) given in (32) satisfy

\[
a f^2 + 2fg + g^2 = 0,
\]

we have \( \Psi \Phi \Phi^* = (m+n)I \). Thus, the columns of \( \Psi \) form a tight frame for \( \mathbb{F}^m \). Next, the Gram matrix of \( \Psi \) is

\[
\Psi \Psi^* = \begin{bmatrix}
\Phi \Phi^* + (f \Phi \Phi^* + gI) & f \Phi \Phi^* + gI \\
(f \Phi \Phi^* + gI)^* & (af + g) \Phi^*
\end{bmatrix} = \begin{bmatrix}
(af + g) \Phi & (af + 2fg) \Phi^* + g^2I \\
(af + g) \Phi^* & (af + g)^2 \Phi^*
\end{bmatrix}.
\]

Since \( \Phi \) is an \( m \times n \) matrix with unimodular entries and \( g^2 = m+n \), all of the diagonal entries of \( g^2I - \Phi \Phi^* \) have value \( (m+n-n) = m \), which equals the value of the diagonal entries of \( \Phi \Phi^* \). Thus, the columns of \( \Psi \) form an equal norm tight frame for \( \mathbb{F}^m \). To show they form an ETF, note we can rewrite (33) as

\[
m \left[ \frac{n-d}{d(n-1)} \right]^2 = n \left[ \frac{n-d}{d(m-1)} \right]^2,
\]

naming that the off-diagonal entries of \( \Phi^* \Phi \) and \( \Phi \Phi^* \) have the same modulus. We further note that the values in (37) are equal to \( |af+g| \). Indeed, (35), (32) and (34) give

\[
(a + g)^2 = a(af + 2fg) + g^2 = \frac{mn}{m+n-1},
\]

which is the same value obtained by substituting (33) into the squares of the quantities in (37), e.g.,

\[
m^2 \frac{n-d}{d(n-1)} = \frac{m^2}{m} \left( \frac{n}{m+1} - \frac{n}{m+n-1} \right) = \frac{mn}{m+n-1}.
\]

Recalling \( \Phi \) has unimodular entries, this means all the off-diagonal entries of \( \Phi \) have the same modulus, and so the columns of \( \Psi \) form an ETF for \( \mathbb{F}^m \).

In the special case where \( d = m-1 \), (33) reduces to having \( n^2 + (m-1)n - mn(m-1)^2 = 0 \), whose only positive solution is \( n = \frac{1}{2}(m-1)[(m-1)^2 - 1] \). Here, since \( 4m+1 \) is an odd square, it can be written as

\[
4m+1 = (2q+1)^2 = 4q^2 + 4q + 1
\]

for some integer \( q \), meaning \( m = q(q+1) \), which in turn gives

\[
n = \frac{1}{2}(q^2 + q - 1)[(2q+1) - 1] = q(q^2 + q - 1).
\]

For this choice of \( m \) and \( n \), if there exists an \( m \times n \) flat matrix with unimodular entries whose columns form an ETF for \( 1^2 \), then Theorem 4 produces an ETF of \( q^2(q+2) \) vectors for \( \mathbb{F}^{q(q+1)} \).

In particular, when \( q = 6 \), if there exists a \( \pm 1 \)-valued matrix of size \( 42 \times 246 \) whose columns form an ETF for \( 1^2 \), then there is an ETF of \( 288 \) vectors in \( \mathbb{R}^{42} \), resolving an open problem in the theory of strongly regular graphs.

Interestingly, there are choices of \( (m, n, d) \) that satisfy (31) but do not have \( d = m-1 \), like \( (d, m, n) = (8, 10, 15) \). So far, we have been unable to find an ETF with these parameters that meets the hypotheses of Theorem 4. We leave a deeper investigation of such ETFs with \( d < m-1 \) for future research.

We finish with a tantalizing connection between Theorem 4 and difference sets. To be precise, for a finite abelian group \( G \) of order \( v \), a \( k \)-element subset \( D \) of \( G \) is a difference set of \( G \) if the cardinality of \( \{ \delta, \varepsilon \in G \cup \mathbb{G} : \gamma = \delta - \varepsilon \} \) is constant over all \( \gamma \neq 0 \). Letting \( H \) denote the \( v \times v \) character table of \( G \), it is well-known that the columns of a \( k \times v \) submatrix of \( H \) form an ETF for \( \mathbb{F}^v \) if and only if the \( k \) rows correspond to a difference set of \( G \) [32, 9]. Now consider a \( k \times k \) submatrix \( \Phi \) of \( H \) corresponding to two subsets \( D \) and \( D' \) of \( G \) which indicate rows and columns, respectively. If both \( D \) and \( D' \) are difference sets of \( G \), then \( \Phi \) is a matrix with unimodular entries and equiangular rows and columns. It is possible that \( \Phi \) has rank \( d \) where \( d \) satisfies (31). For example, when \( G = \mathbb{Z}_2^2 \), numerical experimentation reveals we can take \( D \) to be a McFarland difference set, and take \( D' \) to be the complement of a distinct McFarland difference set, such as:

\[
D = \{0000, 0010, 1000, 1001, 1100, 1111\},
\]

\[
D' = \{0000, 0001, 0010, 0100, 1000, 1001, 1011, 1100, 1110, 1111\}.
\]

The resulting \( 6 \times 10 \) matrix has unimodular entries and its columns and rows form an ETF for their 5-dimensional spans in \( \mathbb{R}^6 \) and \( \mathbb{R}^{10} \) respectively. Remarkably, numerical experimentation reveals other such “paired” difference sets exist when \( G = \mathbb{Z}_2^4 \), but not when \( G = \mathbb{Z}_2 \times \mathbb{Z}_8 \) or \( G = \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_4 \), despite the fact that difference sets of cardinality 6 and 10 exist in them all. That is, the existence of these sets seems very sensitive to the group structure of \( G \) itself. We summarize this train of thought with the following open problem:

**Problem 3.** Given a finite abelian group \( G \), find all pairs of difference sets \( D, D' \) of \( G \) so that the corresponding submatrix \( \Phi \) of the character table of \( G \) satisfies the hypotheses of Theorem 4 namely when \( d = \text{rank}(\Phi) \), \( m = |D| \) and \( n = |D'| \) satisfy (31).
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