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FORMAL REPRESENTATION OF THE PIXEL-BYPIXEL CLASSIFICATION PROCESS USING A MODIFIED WANG-MENDEL NEURAL NETWORK

The subject of research in the article are the processes of formalization of the pixel-by-pixel classification problem using the modified fuzzy neural production network of Wang-Mendel for segmentation of urban structures in the automated analysis of space and aerial photographs of the city. The purpose of the work is to develop the architecture of the modified fuzzy neural production network of Wang-Mendel as a classifier for image segmentation to increase the values of efficiency and reliability of urban monitoring. The following tasks are solved in the article: analysis of possibilities of Wang-Mendel network modification based on representation of membership functions in terms of interval fuzzy sets of the second type (IFST2) and realization of phasing, aggregation and activation operations using IFST 2 operations, development of the architecture of the modified fuzzy neural production network of Wang-Mendel as a classifier for image segmentation. The following methods and models are used: methods and models of fuzzy set theory (fuzzy Wang-Mendel neural network, interval fuzzy sets of the second type), methods and models of deep learning methodology (convolutional neural network for image segmentation (auto coder) U-net). The following results were obtained: the use of a fuzzy Wang-Mendel neural network as a classifier of a modified U-Net decoder based on the representation of membership functions in IFST2 and the implementation of phasing, aggregation and activation operations using operations on IFST2; introduction of an additional operation of type reduction in the phase of dephasification of the original variable based on the classical method of the center of gravity (centroid); introduction of several outputs of the network to recognize the appropriate number of classes (subclasses) of the subject area. To do this, the third layer is represented as a set of several pairs of adder neurons, and the fourth implements several normalizing neurons, the number of which corresponds to the number of pairs of the third layer. Conclusions: the use in the architecture of a convolutional neural network for segmentation of U-net images as a classifier of the modified fuzzy neural production network of Wang-Mendel will provide an additional increase in the accuracy of pixel-by-pixel classification of certain objects. Instead of fuzzy sets of the first type (FST1) in this network IFST2 are used. The proposed IFST2, on the one hand, provide a formalization of more additional degrees of uncertainty compared to FST1, on the other hand, are “implemented” in the development of fuzzy systems (models) and have less computational complexity, compared to fuzzy sets of the second type (FST2).
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Introduction

At present, the rapid growth of urban areas requires the improvement of management systems. In order to effectively manage a modern city, it is necessary to obtain timely data, which is ensured by conducting appropriate monitoring.

The main requirements for monitoring are efficiency and reliability in obtaining information. It is possible to increase the value of efficiency and reliability of urban monitoring through the use of data from automated analysis of space and aerial photographs of the city.

When monitoring, the most important thing is to identify changes in the urban environment and analyze the causes of their occurrence. The most common changes in the urban environment that can be monitored by automated analysis of space and aerial photographs are the demolition and erection of buildings, changes in the area of greeneries, construction or expansion of roads, detection of illegal construction, etc.

The first step in the analysis of space and aerial photographs, with automated monitoring of the urban environment, it is possible to consider the stage of automatic recognition of various objects in the field. The most effective for solving the problems of semantic segmentation in the framework of the theory of deep learning are various implementations of the auto encoder.

In this study, the U-Net network is used as the basic architecture of a deep neural network for the segmentation of urban structures in digital space and aerial photographs in automated monitoring of the urban environment. The classifier of the classic U-Net are fully connected layers, which are converted into a convolution.

However, studies show that fuzzy neural networks provide higher recognition accuracy compared to classical fully connected networks [1].

Thus, an actual scientific task is the development of neural network architecture, as a classifier of which it is possible to use a modified fuzzy Wang-Mendel neural network [1].

Analysis of publications

Currently, there are a large number of publications on the development of neural network architecture for the segmentation of objects in images for different purposes [4-12]. At the same time, the issues of integrated application of the modified fuzzy Wang-Mendel neural network for segmentation of urban structures in digital space and aerial photographs in automated monitoring of the urban environment, including the use of fuzzy neural networks, are not actually considered and require further research.

The aim of the article is to develop the architecture of the modified fuzzy neural production network of Wang-Mendel as a classifier for image segmentation and increase the values of efficiency and reliability of urban monitoring.

Main part

The classical fuzzy neural production network of Wang-Mendel implements a fuzzy production model according to the rules, the conditions and conclusions of
which are formed on the basis of a fuzzy set of type 1. In this case, the membership functions of all fuzzy sets are Gaussian. In this regard, the output signal of the Wang-Mendel network can be calculated according to the expressions [13–15]:

$$y_{class}(x) = \frac{\sum_{i=1}^{M} \prod_{j=1}^{N} \mu_{ij}(x_j)}{\sum_{i=1}^{M} \prod_{j=1}^{N} \mu_{ij}(x_j)}, \quad (1)$$

$$\mu_{ij}(x_j) = \exp \left(-\frac{(x_j - a_{ij})^2}{b_{ij}^2}\right), \quad (2)$$

where $x_j$ is an input signal; $c_i$ is the center of the width of the Gaussian function, which represents the membership function of a fuzzy set of rule conclusions; $\mu_{ij}$ is a Gaussian function with the parameters of the mathematical expectation, which determines the center $a_{ij}$, and the scatter parameters, which are determined by the standard deviation, which represents the membership function of a fuzzy set of conditions of the rules; $N$ – the number of input network variables; $M$ – the number of neurons in the first layer that realizes the fuzzification of input variables.

Directly, the structure of the Wang-Mendel network is a four-layer neural network in which:
- in the first layer the fuzzification of input variables is performed;
- in the second layer the aggregation of activation values of the fuzzy production rule condition is carried out;
- in the third layer activation of conclusions of rules of withdrawal is carried out;
- in the fourth layer, consisting of one neuron, defuzzification of the output variable and the formation of the output signal.

According to the network structure and expressions (1), (2), the first and third layers are parametric.

The fuzzy inference algorithm, which is implemented by this fuzzy neural network, is based on the following main provisions:
- input variables are clear;
- the membership functions of all fuzzy sets are represented by the Gaussian function;
- accumulation of activated rules is not carried out.

Modification of the classical Wang-Mendel network to solve the problem for pixel-by-pixel classification of certain objects is carried out with the following help:
1) representation of membership functions in terms of IFST2 and implementation of fuzzification, aggregation and activation operations using operations on IFST2;
2) the introduction of an additional type reduction operation in the phase of defuzzification of the original variable based on the classical method of the center of gravity (centroid);
3) introduction of several network outputs to recognize the appropriate number of classes (subclasses) of certain objects. To do this, the third layer is presented as a set of several pairs of neurons-adders, and the fourth implements several neurons-normalizers, the number of which corresponds to the number of pairs of the third layer.

In the general case, the fuzzy production rule for the modified fuzzy Wang-Mendel neural production network can be represented as follows [14]:

$$R : IF \beta_i = \alpha_1 AND ... AND \beta_n = \alpha_n THEN \beta_{n+1} = c^p_j, \quad (3)$$

where $\beta_i$ is the name of the input data (in the form of a clear (in some cases) or linguistic value (LV)) specified by the tuple $\langle \beta_i, T_i, X_i, M_i \rangle$, $i = 1, ... , n$ and $n$ is a number of input variables; $T_i = \{a_{i}\}$ – a set of values (terms) of the input LV of the rule $R$, each of which is the name of a fuzzy value (FV) to describe the values of the recognition parameters of compact (point) objects of air reconnaissance; $X_j$ – the range of values of the FV, the names of which are included in $T_i$, $M_i$ – semantic procedure that matches fuzzy set to the value of the LV. The syntactic procedure of generating new values for LV $G_i$ is not used, because all LV values within the proposed approach are determined at the stage of formation of the rule base; $\alpha_i$ is the value of the term of the input LV in the form of the name FV (linguistic value of the object recognition parameter), given by the tuple $\langle \alpha_i, X, \bar{A} \rangle$, $i = 1, ... , n$, $\bar{A} \subseteq X$; $\bar{A} = \{x, \mu_{\bar{A}}(x)\}$ – IFST2 on the set $X_i$, which describes the possible values that can take FV $\alpha_i \in T_i$; $\beta_{n+1}$ is the name of the original LV, given by the tuple $\langle \beta_{n+1}, T_{n+1}, Y, M_{n+1} \rangle$, $Y$ is the range of values of terms, the names of which are included in $T_{n+1}$, representing the number of the recognized class (subclass) of the object; $M_{n+1}$ is a semantic procedure that corresponds to the value of LV one-point fuzzy set; $c^p_j$ is the value of the term source LV in the form of the name or class number from the set $C_p = \{c^p_j\}$, $j = 1, ..., m$, where $m$ is the number of classes (subclasses) of compact (point) objects.

Formally, IFST2 means a fuzzy set of type 2, or all secondary degrees $f_x(u) = \mu_{\bar{A}}(x, u)$ are equal to 1 and are represented as follows:
- in the case of continuous (infinite) $X$ and $J_x$, as [15]:

$$\bar{A} = \int_{x \in J_x} \frac{1}{u}(x, u), u \in J_x \subseteq U = [0, 1], x \in X, \quad (4)$$

or:

$$\bar{A} = \int_{x \in J_x} \frac{1}{x}(u), u \in J_x \subseteq U = [0, 1], x \in X; \quad (5)$$

- in the case of discrete (finite) $X$ and $J_x$, as:
or as a set:
\[
\hat{A} = \{(x, u) \mid \forall x \in X, \forall u \in J_x \subseteq U = [0, 1]\},
\]
where \( x \) is a first variable \( x \in X \); \( X \) is the universal set of objects of the visual field; \( u \) is the second variable \( u \in J_x \); \( J_x \) is a primary affiliation \( J_x \subseteq U; U \) – area of definition of primary affiliation \( U = [0, 1] \);
\( f_x(u) = \mu_A(x, u) \) – secondary degree, which is equal to 1.

There are two main methods of formal representation of IFST2 – methods of vertical and wavy section [8, 9]. To represent the membership functions of the modified fuzzy Wang-Mendel neural production network in terms of IFST2, it is possible to use the basic concept of the occupied area of uncertainty.

The aggregation of all IFST2 primers is the footprint of uncertainty (FOU) and can be represented as [8, 9]:
\[
\text{FOU} (\hat{A}) = \bigcup_{x \in X} J_x = \{(x, u) \mid u \in J_x \subseteq [0, 1]\}.
\]

The definition of FOU for IFST2 and total FST2 is the same. However, for IFST2 the occupied area of uncertainty is of particular importance. This is due to the fact that, since the secondary stages of IFST2 do not transmit new information about the additional stages of uncertainty, it can be assumed that the FOU is a complete description of IFST2.

For IFST2, the primary membership can be represented as follows [8, 9]:
\[
J_x = [\overline{\mu}_A(x) , \mu_A(x)] ,
\]
where \( \overline{\mu}_A(x) \) – the value of the upper membership function denoted as \( UMF (\hat{A}) \) or \( \overline{\mu}_A(x) \) – the value of the lower membership function, denoted as \( LMF (\hat{A}) \) or \( \mu_A \).

The nested interval FST2 \( \hat{A}_e \) for continuous (infinite) sets \( X \) and \( J_x \) is a set in which each primary variable \( x \in X \) has only one secondary variable \( u \in J_x \) (ie one value of the primary membership) with a corresponding secondary degree equal to 1, that is:
\[
\hat{A} = \int_{x \in X} \left[ \frac{1}{x} \right] , u \in J_x \subseteq U = [0, 1].
\]

A nested FST1 \( \hat{A}_e \) with power \( N \) for discrete (finite) sets \( X \) and \( J_x \) is a set of pairs, where the first elements of the pair represent the corresponding primary variables, and the second elements are exactly the same value as \( J_{x_1}, J_{x_2}, ..., J_{x_N} \), namely \( u_1, u_2, ..., u_N \), i.e.:
\[
\hat{A} = \sum_{j=1}^{N} \frac{u_j}{x_j} , u_j \in J_x \subseteq U = [0, 1], x_j \in X.
\]

Comparing expressions (10) and (11), it is possible to represent the nested IFST2 through the elements of the nested FST1 as [8, 9]:
\[
\hat{A}_e = \frac{1}{\hat{A}_e}.
\]

Representation Theorem is considered in [8, 9], according to which IFST2 \( \hat{A} \) can be represented as a union of IFST2 nested in it, i.e.:
\[
\hat{A} = \bigcup_{j=1}^{n} \hat{A}_e^j .
\]

where \( n \) – the number of nested IFST2 \( \hat{A}_e^j \) is represented according to the expression (9) \( n = \prod_{i=1}^{N} M_i \); \( N \) – the number of values to which \( X \) is sampled; \( M_i \) – the number of values to which \( J_i \) is sampled.

Representation of IFST2 as expression (13) is a representation of IFST2 by the wavy section.

By analogy with expression (13), the occupied area of uncertainty FOU can be represented as:
\[
\text{FOU} (\hat{A}) = \bigcup_{j=1}^{n} \hat{A}_e^j.
\]

By expression (14) and taking into account expression (13), IFST2 can be represented as follows:
\[
\hat{A} = \bigcup_{j=1}^{n} \frac{1}{\hat{A}_e^j} = \frac{1}{\text{FOU} (\hat{A})} = \bigcup_{x \in X} \frac{1}{\hat{A}_e(x)}.
\]

In fig. 1 presents the final structure of the modified fuzzy Wang-Mendel neural network based on the use of IFST2 and with \( k \) outputs by the number of recognized classes (subclasses) of objects.

In this case, the output signal of the modified Wang-Mendel network can be calculated by the following series of expressions:
\[
\bar{y}_{class}(x) = \frac{\sum_{j=1}^{M} c_j \prod_{j=1}^{N} \mu_j(x_j)}{\sum_{i=1}^{M} \prod_{j=1}^{N} \mu_j(x_j)} ,
\]
\[
y_{class}(x) = \frac{\sum_{j=1}^{M} \prod_{j=1}^{N} \mu_j(x_j)}{\sum_{i=1}^{M} \prod_{j=1}^{N} \mu_j(x_j)} .
\]
where \( x_j \) is an input signal; \( \bar{c}_i, c_i \) is the center of the width of the upper and lower Gaussian function, which represents the membership function of a fuzzy set of rule conclusions; \( \mu_{ij}, \mu_{-ij} \) - the values of the upper and lower membership functions of the prerequisites of the rules; \( f_x^{\text{class}} \) - the primary affiliation of the recognized class (subclass).

Thus, according to the representative theorem (by expression (15)), IFST2 is the union of all nested FST1, which cover its occupied area of uncertainty. The importance of this conclusion is as follows:
- first, the thesis that IFST2 is fully described (determined) by its FOU is confirmed;
- secondly, it is possible to use as operations on IFST2 the corresponding operations on FST1, which greatly simplifies the computational complexity of IFST2 for their implementation within the framework of the corresponding fuzzy logic systems. Therefore, the membership functions are used, which are fully described by the corresponding FOU, in which, in turn, the upper and lower limits can be represented by the Gaussian function according to the expression (2).

Fig. 1. The structure of the modified fuzzy neural production network of Wang-Mendel based on IFST2

This study identified two classes for recognition: urban and non-urban. Semantic segmentation is used as a basic method of recognition. Semantic (or semantic) image segmentation is the selection of areas in the image, each of which corresponds to a certain feature. In general, the tasks of semantic segmentation are difficult to algorithmize, so for image segmentation are now widely used deep neural networks, which show a fairly high accuracy of recognition of segmentation objects (this is a network based on U-Net auto encoder, where the classifier is proposed to use modified fuzzy Wang-Mendel neural network). The input data for the corresponding network are digital images of the urban environment, and the output data are considered to be the corresponding
segmented images with the selection of pixels corresponding to two classes: urban structure and non-structure.

Conclusions

Thus, the architecture of the modified convolutional neural network with respect to image segmentation (auto coder) U-net is proposed. In this case, as a classifier, the use of a modified fuzzy Wang-Mendel neural production network with respect to the pixel-by-pixel classification of certain objects is proposed. Also, IFST2 is used in this network instead of FST1.

The proposed IFST2, on the one hand, provides a formalization of more additional degrees of uncertainty compared to FST1, on the other hand, are "implemented" in the development of fuzzy systems (models) and have less computational complexity compared to FST2.

The use of the developed architecture will increase the accuracy of segmentation of urban structures on digital space and aerial photographs with automated monitoring of the urban environment.
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ФОРМАЛЬНОЕ ПРЕДСТАВЛЕНИЕ ПРОЦЕССА ПОПИКСЕЛЬНОЙ КЛАССИФИКАЦИИ С ИСПОЛЬЗОВАНИЕМ МОДИФИЦИРОВАННОЙ НЕЙРОННОЙ СЕТИ ВАНГА-МЕНДЕЛЯ

Предметом исследования в статье являются процессы формализации задачи попиксельной классификации с использованием модифицированной нечеткой нейронной продукции сеты Ванга-Менделя в качестве классификатора для сегментації городских строений при автоматизированном анализе космических и аэрофотоснимков территорий города.

Цель работы – разработка архитектуры модифицированной нечеткой нейронной продукции сеты Ванга-Менделя в качестве классификатора для сегментації городских строений при автоматизированном анализе космических и аэрофотоснимков территорий города.

Основной результат работы – предложено использование нечеткой нейронной продукции сеты Ванга-Менделя в качестве классификатора для сегментації городских строений при автоматизированном анализе космических и аэрофотоснимков территорий города.

Ключевые слова: классификация; нечеткая нейронная продукция; попиксельная классификация; модифицированная нечеткая нейронная продукция; Ванга-Менделль.
являются такими, которые "реализовываются" при разработке нечетких систем (моделей) и имеют меньшую вычислительную сложность по сравнению с нечеткими множествами второго типа (НМТ2).

Ключевые слова: сегментация; классификация; нечеткое множество второго типа; нечеткая нейронная сеть; продукционная модель.
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