Improved Boltzmann machines with error corrected quantum annealing
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Boltzmann machines, a class of machine learning models, are the basis of several deep learning methods that have been successfully applied to both supervised and unsupervised machine learning tasks. These models assume that some given dataset is generated according to a Boltzmann distribution, and the goal of the training procedure is to learn the set of parameters that most closely match the input data distribution. Training such models is difficult due to the intractability of traditional sampling techniques, and proposals using quantum annealers for sampling hope to mitigate the cost associated with sampling. However, real physical devices will inevitably be coupled to the environment, and the strength of this coupling affects the effective temperature of the distributions from which a quantum annealer samples. To counteract this problem, error correction schemes that can effectively reduce the temperature are needed if there is to be some benefit in using quantum annealing for problems at a larger scale, where we might expect the effective temperature of the device to not be sufficiently low. To this end, we have applied nested quantum annealing correction (NQAC) to do unsupervised learning with a small bars and stripes dataset, and to do supervised learning with a coarse-grained MNIST dataset, which consists of black-and-white images of handwritten integers. For both datasets we demonstrate improved training and a concomitant effective temperature reduction at higher noise levels relative to the unencoded case. We also find better performance overall with longer anneal times and offer an interpretation of the results based on a comparison to simulated quantum annealing and spin vector Monte Carlo. A counterintuitive aspect of our results is that the output distribution generally becomes less Gibbs-like with increasing nesting level and increasing anneal times, which shows that improved training performance can be achieved without equilibration to the target Gibbs distribution.

I. INTRODUCTION

The existence of commercially available quantum annealers of a non-trivial size [1–3] along with the experimental verification of entanglement [4] and multi-qubit tunneling [5] have ignited interest and a healthy debate concerning whether quantum annealing (QA) may provide an advantage in solving classically hard problems. QA can be considered a special case of adiabatic quantum computation (AQC) (for a review see Ref. [6]). In AQC, computation begins from an initial Hamiltonian, whose ground state is easy to prepare, and ends in a final Hamiltonian, whose ground states encodes the solution to the computational problem. In a closed-system setting with no coupling to the external environment, the adiabatic theorem guarantees that the system will remain in an instantaneous ground state, provided the interpolation from initial to final Hamiltonian is sufficiently slow, such that all non-adiabatic transitions are suppressed. The runtime to ensure this happens is related to the inverse of the minimum gap encountered during computation [7, 8]. In this setting, errors arise only from non-adiabatic transitions and any control errors (e.g., in the annealing schedule or in the initial and final Hamiltonians). In QA, instead of running the computation once at a sufficiently long anneal time such that the adiabatic theorem is obeyed, one may choose to run the computation multiple times for a shorter anneal time, such that the time it takes to find the ground state with high probability is minimized [9].

Physical implementations of QA, however, will be coupled to the environment, which may introduce additional sources of errors, such as dephasing errors and thermal excitation errors [10–12]. Theoretical and experimental studies have indicated that due to relatively strong coupling to a thermal bath, current quantum annealing devices operate in a quasi-static regime [13–17]. In this regime there is an initial phase of quasi-static evolution in which thermalization times are much shorter than the anneal time, and thus the system closely matches a Gibbs distribution of the instantaneous Hamiltonian. Towards the end of the anneal, thermalization times grow and eventually become longer than the anneal time, and the system enters a regime in which the dynamics are frozen. The states returned by a quantum annealer operating in this regime therefore more closely match a Gibbs distribution not of the final Hamiltonian, but of the Hamiltonian at the freezing point.

The fact that open-system QA prepares a Gibbs state may be a bug for optimization problems [17] but it could be a feature for sampling applications. Recently, there has been interest in using QA to sample from classical or quantum Gibbs distributions (see Ref. [18] for a review), and there is interest in whether QA can prepare such distributions faster than using temperature annealing methods [19]. One application where sampling plays an important role is the training of Boltzmann machines (BMs). These are a class of probabilistic
energy-based graphical models which are the basis for powerful deep learning models that have been used for both supervised (with labels) and unsupervised (without labels) learning tasks [20, 21].

As its name suggests, a Boltzmann machine assumes that the target dataset is generated by some underlying probability distribution that can be modeled by a Boltzmann or Gibbs distribution. Whereas the temperature does not play a large role for classical methods, as the values of model parameters can simply be scaled as needed, physical constraints on current (and future) quantum annealers limit the range of model parameters that can be programmed. As such, an important parameter for using a physical quantum annealer is the effective temperature $T_{\text{eff}}$, corresponding to the best-fit classical Gibbs temperature for the distribution output by the annealer. For example, $T_{\text{eff}}$ is effectively infinite for the initial state of the quantum annealer, the uniform-superposition state, since the samples drawn from a quantum annealer at this point would be nearly random, and this would make training of a Boltzmann machine with a quantum annealer nearly impossible.

Nested quantum annealing correction (NQAC) [22] is a form of quantum annealing correction (QAC) [23–26] tailored for use on quantum annealing devices, including commercially available ones, that was developed to address some of these concerns. NQAC achieves error suppression by introducing an effective temperature reduction [22, 27, 28], and previous work has shown that NQAC can be used to improve optimization performance and obtain more accurate estimates of the gradient [27]. In this work we apply NQAC to an entire training procedure of fully-visible Boltzmann machines. We demonstrate an improvement for both supervised and unsupervised machine learning tasks using NQAC, explore the effects of increased anneal times, and make comparisons to spin-vector Monte Carlo (SVMC) [29] and simulated quantum annealing (SQA) [30] to probe the underlying physics of using a D-Wave (DW) quantum annealer as a sampler.

The remainder of the paper is structured as follows. We provide some more technical background, both of Boltzmann machines and the NQAC construction in Sec. II. In Sec. III we give an overview of the methods, and results are presented in Sec. IV. We conclude in Sec. V.

II. TECHNICAL BACKGROUND

A standard quantum annealing protocol defines the following time-dependent Hamiltonian:

$$H(s) = A(s)H_X + B(s)H_P, \quad s \in [0, 1],$$

(1)

where $s = t/t_f$ is the dimensionless time ($t_f$ is the total anneal time), and $A(s)$ and $B(s)$ are the transverse field and longitudinal field annealing schedules, respectively [31]. $H_X$, the initial (or “driver”) Hamiltonian, is usually defined as

$$H_X = -\sum_i \sigma_i^z,$$

such that the initial state of the system is in a uniform superposition over all input computational basis states (defined in the $\sigma^z$ basis). $H_P$, the problem Hamiltonian, is defined on a graph $G = (V, E)$ composed of a set of $N = |V|$ vertices and edges $E$:

$$H_P = \sum_{i \in V} h_i \sigma_i^z + \sum_{(i,j) \in E} J_{ij} \sigma_i^z \sigma_j^z.$$  

(2)

The local fields $\{h_i\}$ and the couplings $\{J_{ij}\}$ are used to represent the computational problem, and are programmable parameters in hardware implementations of quantum annealing.

In the remainder of this section we present an overview of NQAC and Boltzmann machines.

A. NQAC

NQAC is an implementation of a repetition code that can encode problems with arbitrary connectivity, allows for a variable code-size and also can be implemented on a generic quantum annealing device [22].

In general, to implement QAC, we encode the original (or "logical") quantum annealing Hamiltonian $H(s)$ in an "encoded physical Hamiltonian" $\bar{H}(s)$, using a repetition code [23, 24, 32]:

$$\bar{H}(s) = A(s)H_X + B(s)\bar{H}_P, \quad s \in [0, 1],$$

(3)

where $\bar{H}_P$ is the "encoded physical problem Hamiltonian" and all terms in $\bar{H}_P$ are defined over a set of physical qubits that is larger than the number of logical qubits in the original unencoded problem. The states of the logical problem Hamiltonian $\bar{H}_P$ can then by recovered by properly decoding the states of $\bar{H}_P$. Encoding the driver Hamiltonian would make this a full stabilizer code [33] and would provide improved performance with error correction since it would enable the implementation of fully encoded adiabatic quantum computation, for which rigorous error suppression results have been proven [34–39]. However, unfortunately this is not possible with present implementations of quantum annealers; i.e., only $\bar{H}_P$ is encoded in QAC.

NQAC encodes the logical Hamiltonian in two steps: (1) an "encoding" step that maps logical qubits to code qubits, (2) an "embedding" step that maps code qubits to the physical qubits, e.g., those on the Chimera graph of the DW quantum annealer. These two steps are depicted in Fig. 1 for a fully connected problem of 4 logical spins.

For the encoding step, the repetition code has length $C$, which we also refer to as the "nesting level" for reasons apparent from Fig. 1. $C$ determines the amount of hardware resources (qubits, couplers, etc.) used and allows the error correction method to be scaled, and provide protection against thermal and control errors. Each logical qubit $i$ ($i = 1, \ldots, N$) in $H_P$ is represented by a $C$-tuple of code qubits $(i, c)$, with $c = 1, \ldots, C$. The values of the ‘nested couplers’ $\tilde{J}_{(i,c),(j,c')}$ and “nested local fields” $\tilde{h}_{(i,c)}$ in terms of the logical problem parameters and $C$ are given as follows:

$$\tilde{J}_{(i,c),(j,c')} = J_{ij}, \quad \forall c, c', i \neq j,$$

(4a)

$$\tilde{h}_{(i,c)} = C_{i} h_{i}, \quad \forall c, i,$$

(4b)

$$\tilde{J}_{(i,c),(i,c')} = -\gamma_1, \quad \forall c \neq c'.$$

(4c)
Code qubits $c$ and $c'$ that belong to different logical qubits $i$ and $j$ are coupled with the strength of the original logical problem couplings $J_{ij}$. Since each logical qubit is encoded in $C$ code qubits, there are a total of $C^2$ nested couplers $J_{(i,c),(j,c')}^{(i,c),(j,c')}$ between all the $C$ code qubits that comprise two logical qubits $i$ and $j$. In order to keep the overall energy scale constant, each nested local field $h_{(i,c)}$ is set to be $C$ times as large as the logical problem local field. Finally, in order to facilitate alignment of the $C$ code qubits that make up a logical qubit $i$, $C(C-1)/2$ ferromagnetic couplings $J_{(i,c),(i,c')}$ (couplings between code qubits corresponding to the same logical qubit $i$) are introduced, the strength of which is given by $\gamma_1 > 0$. We refer to $\gamma_1$ as the ‘code penalty’.

The encoded problem must then be implemented on physical QA hardware, which typically has less than full connectivity. Because we collected our results in this work on the DW quantum annealers (described in Appendix A), we used a minor embedding \cite{40–42} onto the Chimera hardware graph. The minor embedding step replaces each code qubit by a ferromagnetically coupled chain of physical qubits, with the intra-chain coupling for physical qubits given by another penalty term $\gamma_2 > 0$, which helps keep physical qubits aligned. We refer to $\gamma_2$ as the ‘minor embedding penalty’. Finally, in order to extract states in terms of the original logical problem, a proper decoding scheme should be used. In this work, we used a majority vote to go from physical qubits to code qubits, and another majority vote to go from the physical problem states to the logical problem states. Other decoding strategies, such as local energy minimization, are also possible \cite{32}.

It is important to note that all local fields and couplers must satisfy $|h_i| \leq 2, |J_{ij}| \leq 1$ as hard constraints imposed by the physical processor. For the same reason, we must have $\gamma_1, \gamma_2 \leq 1$. This implies that in some cases we will find
NQAC to be ‘penalty-limited’ [27], meaning that the optimal values of \( \gamma_1 \) and \( \gamma_2 \) exceed 1 and thus cannot be attained in practice. As we shall see, this has important performance implications.

**B. Boltzmann machines**

We combined NQAC with training of a Boltzmann machine. Boltzmann machines are a class of probabilistic graphical models that can be stacked together as deep belief networks or as deep Boltzmann machines [43, 44]. Deep learning methods such as these have the potential to learn complex representations of the data, which is useful for applications such as image processing or speech recognition. Typically, Boltzmann machines include both visible and hidden units, which give greater modeling power. Here we restrict ourselves to examining fully-visible Boltzmann machines, which are less powerful [45], but allow us to demonstrate the effect of NQAC more directly.

A Boltzmann machine is defined on a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with binary variables on the vertices \( \mathcal{V} \). As before, let \( N = |\mathcal{V}| \) be the number of vertices. In exact analogy to Eq. (2), the energy of a particular configuration \( \mathbf{x} = (x_1, \ldots, x_N) \) is

\[
E(\mathbf{x}) = \sum_{i \in \mathcal{V}} b_i x_i + \sum_{(i,j) \in \mathcal{E}} w_{ij} x_i x_j,
\]

where \( b_i \) (the biases) and \( w_{ij} \) (the weights) are the parameters of the model to be learned from training. Each \( x_i \) is a binary variable, and to be consistent with quantum annealing conventions, we define \( x_i = \pm 1 \) (spins) instead of 0 or 1, so that \( \mathbf{x} \in \{-1, 1\}^N \). The associated Boltzmann or Gibbs distribution is:

\[
P(\mathbf{x}) = \frac{\exp[-\beta E(\mathbf{x})]}{Z}, \quad Z = \sum_\mathbf{x} \exp[-\beta E(\mathbf{x})],
\]

where \( \beta = 1/T \) is the inverse temperature and \( Z \) is the partition function. To use a Boltzmann machine for machine learning, we assume that a given training dataset is generated according to some probability distribution. The goal of the machine learning procedure is to find the set of parameters (i.e., the \( b_i \)'s and \( w_{ij} \)'s) that best models this distribution. Typically this is done by maximizing the log-likelihood over the data distribution (or minimizing the negative log-likelihood):

\[
\mathcal{L} = \sum_{\mathbf{x} \in \mathcal{D}} \log P(\mathbf{x}),
\]

where \( \mathcal{D} \) represents the target training data distribution.

We can derive the following update rule for the model parameters by taking gradients with respect to the model parameters:

\[
b_i(t + 1) = b_i(t) + \eta \frac{\partial \mathcal{L}}{\partial b_i}, \quad w_{ij}(t + 1) = w_{ij}(t) + \eta \frac{\partial \mathcal{L}}{\partial w_{ij}},
\]

where \( \eta \) is the learning rate that controls the size of the update, and the gradients are:

\[
\frac{\partial \mathcal{L}}{\partial b_i} = \langle x_i \rangle_\mathcal{D} - \langle x_i \rangle_\beta \quad (9a)
\]

\[
\frac{\partial \mathcal{L}}{\partial w_{ij}} = \langle x_i x_j \rangle_\mathcal{D} - \langle x_i x_j \rangle_\beta, \quad (9b)
\]

where \( \langle \cdot \rangle \) is the expectation value with respect to the appropriate distribution. In practice, rather than updating the model parameters based on averages over the entire dataset, “mini-batches” of a fixed number of training samples are used to reduce computational cost and insert some randomness. One pass through all the training samples is referred to as an epoch. In general, we implemented the training procedure as follows:

**Training**

1. Initialize the problem parameters (biases and weights \( b_i \) and \( w_{ij} \)) to some random values;
2. Compute the averages needed in Eq. (9) by sampling from the Gibbs distribution computed in the previous step;
3. Update the problem parameters using Eq. (8);
4. Repeat steps (2) and (3) until convergence (e.g., of the gradients) to within some tolerance or until a certain number of epochs is reached.

The first term in the gradient step, \( \langle \cdot \rangle_\mathcal{D} \), is referred to as the positive phase, and is an average of the training data distribution. The second term, \( \langle \cdot \rangle_\beta \), is referred to as the negative phase and is an average over the current Boltzmann model. The positive phase serves to move the probability density towards the training data distribution, and the negative phase moves probability away from states that do not match the data distribution. Calculating exact averages for the negative phase becomes intractable as the number of possible states grows exponentially in \( N \). Nevertheless, the averages can still be estimated if there is an efficient way to perform importance sampling. Classically, this is done by Markov chain Monte Carlo methods, or by replacing the likelihood function altogether by a different objective function, such as contrastive divergence (whose derivatives with regard to the parameters can be approximated accurately and efficiently) [46] for restricted Boltzmann machines.

Alternatively, one may try to use a quantum annealer to perform importance sampling by directly preparing a Gibbs distribution on a physical device, such as a thermalizing quantum annealer [47]. The hope is that this may speed up the bottleneck of computing the negative phase over classical methods for Gibbs sampling (we stress that this uses quantum annealing not for optimization, as originally envisioned [31], but for sampling). However, using a quantum annealer introduces at least two new complications. The first is that the Gibbs distribution sampled from need not be the one associated with the
cost function, due the quasi-static evolution phenomenon alluded to in the Introduction. The reason is that under such evolution the Gibbs distribution prepared by the annealer freezes in a state associated with an intermediate, rather than the final Hamiltonian. The second is the temperature of the distribution. In the classical method, $\beta$ in Eq. (6) is set to 1, as it amounts to an overall change in the energy scale of the cost function (Eq. (5)), which can be easily rescaled. For quantum annealers, the magnitude of the problem parameters depends on physical quantities, such as a biasing current; hence, the model parameters cannot become arbitrarily large, and both the freezing point and the physical $\beta$ play an important role. Because of these factors, one might expect to find a sweet-spot in effective temperature for quantum annealers. When the effective temperature of a sampler is too high, the samples drawn will essentially look random and will not provide any meaningful training. When the effective temperature is too low, the samples from this distribution will resemble delta-functions on the training example, and thus may fail to generalize to data not within the training set.

C. NQAC and Boltzmann Machines

NQAC is a method that may offer more control on the effective temperature, but there are important caveats to keep in mind. First, the low-lying spectrum associated with the physical NQAC Hamiltonian $H_P$ may not be a faithful representation of the spectrum of the associated logical Hamiltonian $H_L$. We only expect this to be the case for sufficiently strong penalty strengths $\gamma_1, \gamma_2$, but these parameters cannot be made arbitrarily large in practice. Furthermore, in practice these penalties are picked to maximize some performance metric, which does not guarantee a faithful representation of the logical spectrum. Therefore, after decoding the physical problem states to the encoded problem states and then to the logical problem states, the Gibbs distribution of $H_P$ at an inverse-temperature $\beta$ may not approximate the Gibbs distribution of $H_L$ at any inverse-temperature.

Second, there is no expectation that NQAC will be effective in solving the issues associated with using a quantum annealer for preparing a Gibbs state described earlier. In fact, already the first work on QAC suggested that freezing may occur even earlier [23]. Note that this need not be a disadvantage for machine learning purposes, since the (quantum) Gibbs distribution associated with the intermediate state may be preferable for sampling and updates.

We shall see all these considerations play out when we discuss our results in Section IV.

III. METHODS

A. Datasets and performance metrics

In this work we explored both supervised and unsupervised machine learning with two different datasets.

1. Supervised machine learning of MNIST

We trained a Boltzmann machine to do supervised machine learning with a coarse-grained version of the MNIST dataset [48], a set of hand-written digits. In supervised machine learning, the dataset consists of input states and response variables (labels), i.e., $D^\text{TRAIN} = \{(x_n, y_n)\}_{n=1}^S$, where $S$ is the size of the training dataset. The goal of the supervised machine learning task is to learn some function $f$ that maps inputs to response variables such that $y_n = f(x_n)$. For our purposes $x_n$ corresponds to the nth coarse-grained image and $y_n$ is the corresponding label of the image (i.e., an integer digit). Our metric of performance for the MNIST dataset is classification accuracy. Due to limitations on the number of qubits available on the DW processor, we coarse-grained the original MNIST digits, which are $28 \times 28$ pixels, to $4 \times 4$ images which bear little resemblance to the original digits (see Fig. 2 for some examples of coarse-grained images). We then removed the corners of the coarse-grained images and only selected images that were labeled 1–4, adding four "label" bits to each image (i.e., the last four digits set to 1000 means the image is labeled with "1", 0100 represents "2", 0010 represents "3", and 0001 represents "4"). After this, each $x_n$ is a vector of length 16. Of the 50,000 training images in the original dataset, we used 5000 samples for training, and about 2500 for testing. Minibatches of 50 images were used, so each training epoch consisted of 100 updates to the model parameters. The training examples were randomly permuted at the start of each epoch. Classification accuracies were evaluated on the held-out test dataset, which were unseen during training. Labels were predicted by "clamping" the values in the logical problem Hamiltonian to the input $[47, 49]$ and sampling from the clamped Hamiltonian $H_{\text{clamp}} = H_L(\sigma_i^z = x_i, \sigma_j^z = x_j)$, where $i, j \in \{1, \ldots, 12\}$ and $x_i, x_j$ are the image pixels (recall that the last four bits were used as label bits). Because we obtain $H_{\text{clamp}}$ by setting the values $\sigma_i^z$ and $\sigma_j^z$ of $H_L$ [Eq. (2)] to the value of the pixels in the image, $H_{\text{clamp}}$ is only defined on the last four label qubits, and the effect of clamping is to add a local field to the remaining unclamped label qubits. In order to determine the predicted label $\hat{y}_n$ of the nth image, we then sampled from the four unclamped label qubits, as we describe next.

We acquired $K = 100$ anneals from DW per image, with the kth anneal producing a vector $I_k$, of length four, corresponding to the four possible labels. Note that in principle, depending on the value of $H_{\text{clamp}}$ and due to the probabilistic nature of quantum annealing, $I_k$ could have more than one non-zero entry. We assigned the predicted label via $\hat{y}_n = \text{arg max } \frac{1}{K} \sum_{k=1}^K I_k$, where the arg max is over the four indices of $I_k$ (i.e., we selected the label qubit with the largest appearance frequency). Once we obtained the prediction $\hat{y}_n$ of a class label, we compared it to the true label $y_n$ and calculated the corresponding classification accuracy $A$:

$$A = \frac{1}{S_{\text{test}}} \sum_{n=1}^{S_{\text{test}}} \delta_{\hat{y}_n, y_n},$$

where $\delta$ is the Kronecker delta and $S_{\text{test}}$ is the size of the test
FIG. 2. Some representative images of training dataset. BAS (left) and coarse-grained MNIST (right). Although it is difficult for a human to tell, starting from the upper-left and going across the rows and down the columns, the digits are \{3, 6, 1, 5\}, \{2, 6, 7, 8\}, \{3, 1, 6, 4\}, \{0, 6, 8, 7\}.

2. Unsupervised machine learning of Bars and Stripes

In unsupervised machine learning, the data is provided without a response variable (i.e., \(D = \{x_n\}_{n=1}^N\)), and the goal is to learn the underlying structure within the data. Our main focus in this work was on exploring unsupervised machine learning with a “bars and stripes” (BAS) dataset [45], which has a very simple underlying probability distribution. A BAS dataset is generated by first selecting an orientation (rows or columns), and then setting all pixels in each row or column to 1 with probability \(\frac{1}{2}\) (see Figure 2 for some examples). We constructed a dataset of \(4 \times 4\) images, generating 5000 images for the training dataset and 5000 images for the test dataset. As with the MNIST dataset, we used minibatches of 50 images.

Our metric of performance for the BAS is the “empirical” log-likelihood; i.e., the log-likelihood of the distribution returned by drawing actual samples from DW. More formally, let \(Q(x)\) be the empirical probability of an image (or state) \(x\) in the distribution returned from a quantum annealer. We define the empirical log-likelihood as

\[
\tilde{L} = \sum_{x \in D} \log Q(x). \tag{11}
\]

Note that the “exact” log-likelihood in Eq. (7) is defined in terms of the exact Boltzmann distribution on the current model parameters, whereas the empirical log-likelihood defined above is defined in terms of the empirical probability distribution returned by a quantum annealer. To calculate the empirical log-likelihood, we sampled from DW \(10^4\) times, i.e., \(Q(x)\) was determined by finding frequencies of the images of the training distribution in the \(10^5\) samples returned by DW.

B. Temperature estimation

Based on the intuition that higher nesting level should result in a lower effective temperature, we estimated the temperature by comparing the distribution of energies of the decoded logical Hamiltonian to an exact Gibbs distribution on the logical problem Hamiltonian. To do so, we found the value of \(\beta\) such that the total variation distance

\[
d(\beta) = \frac{1}{2} \sum_{E_i} |Q(E_i) - P(E_i; \beta)|, \tag{12}
\]

between the empirical probability distribution \(Q\) and the exact Gibbs distribution \(P\) [Eq. (6)] is minimized, i.e.,

\[
\beta_{\text{eff}} = \arg \min_{\beta} d(\beta). \tag{13}
\]

We calculated the distribution distance in terms of energy levels, not in terms of distinct states, in order to speed up calculation. We also note that this method of estimating the temperature can only be done for sufficiently small problems, because of the challenge of computing the partition function. The data we used was composed of 16 pixels, and thus calculating the exact Boltzmann probabilities is still feasible. We emphasize that simply because we associate an effective inverse-temperature with the distribution \(Q\), it does not necessarily mean that the distribution is close to the corresponding Gibbs state of the Hamiltonian \(H_P\).

We also consider the dimensionless inverse-temperature:

\[
\tilde{\beta}_{\text{eff}} = \beta_{\text{eff}} ||H_P||, \tag{14}
\]

where \(||\cdot||\) denotes the operator norm, which allows us to also take into account the magnitude of the Ising parameters in the logical Hamiltonian.

C. Distance from data

For some of our results, we also plot the distance to the target data distribution, instead of the distance from a Gibbs distribution at a given inverse temperature. This quantity is defined as follows:

\[
d_{\text{data}} = \frac{1}{2} \sum_{E_i} |Q(E_i) - R(E_i)|, \tag{15}
\]

where \(R(E_i)\) is the frequency of finding a state with energy \(E_i\) in the data distribution; i.e., we first calculated the energies of every state that appeared in the data distribution under the

\[\beta_{\text{eff}}\]

This is due to the restriction to a single fitting parameter \(\beta\); the existence of a generalized Gibbs distribution, with \(\beta \mapsto \tilde{\beta} = \{\beta_i\}\), such that \(d(\tilde{\beta}) = 0\), is guaranteed by Jaynes’ principle [50], but in general this would require higher weight classical terms (of which the \(\beta_i\) would be prefactors). Similarly, in [51] it was shown that the ground state of quantum annealing maps to classical thermal states but with many-body terms.
current model parameters. However, unlike the distance from Gibbs, the distance from data does not depend on a value of the effective temperature; we calculated the distance this way to be consistent with how the distribution distance from Gibbs is calculated.

The distance to a target data distribution gives more information about how well an algorithm is learning information about the data distribution (and thus has a similar interpretation as the empirical log-likelihood), and the distance from a Gibbs distribution provides more information about how close the distribution of the samples is to the Gibbs distribution of $H_P$. With a perfect noiseless thermal sampler and the assumption that the data can be modeled by a Gibbs distribution of $H_P$, these two quantities should be perfectly correlated. However, as will be seen in our results, this is not always the case when dealing with imperfect samplers; the sampled distributions may be somewhat far away from Gibbs and yet closely resemble the target data distribution.

D. Training procedure

For the sake of comparison, we used a fix set of initial weights $\{w_{ij}\}$ and biases $\{b_i\}$ (the model parameters). First, to compare the best performance at each nesting level $C$, we need to find the optimal values of the penalty terms $\gamma_1$ and $\gamma_2$. To do so, we did a grid search from 0.2 to 1.0 in steps of 0.2 to find the combination of $\gamma_1$ and $\gamma_2$ that gave the best empirical log-likelihood for the BAS dataset and the best classification accuracy for each nesting level. The optimal $\gamma_1$ and $\gamma_2$ may be different at different nesting levels, but recall that $\gamma_1, \gamma_2 \leq 1$ due to the upper limit set by the hardware. After finding the optimal $\gamma_1(C)$ and $\gamma_2(C)$, we reinitialized the model parameters and trained for 10 epochs. All runs with DW were done with an anneal time $t_f$ of 10$\mu$s, except when we studied the dependence on $t_f$, and the learning rate $\eta$ [Eq. (8)] was set to 0.01.

As we will see later, the training performs reasonably well without the use of NQAC, indicating that the current temperature of the DW device does not hamper performance for the BAS data set at the sizes we consider. Therefore, to mimic an effectively higher temperature device for which NQAC might be useful (as the device gets larger and data sets get more complex, we expect the same temperature to not be sufficiently cold), we introduced a scaling parameter $\alpha$ for the logical problem Hamiltonian, i.e.,

$$H_P \rightarrow \alpha H_P, \quad 0 < \alpha \leq 1.$$  \hspace{1cm} (16)

Smaller $\alpha$ emulates a higher temperature for the Ising Gibbs state.

E. Classical repetition vs NQAC

Because higher nesting levels use more qubits than $C = 1$ it is fairer to compare the performance at a nesting level $C > 1$ with NQAC to the $C = 1$ problem replicated to use approximately the same amount of physical resources [recall from Fig. 1 that the physical problem uses at least $CN CN^{-1}/2 + CN (L - 1)$ qubits, where $C$ is the nesting level, $N$ is the size of the logical problem, and $L$ is the length of the chain needed for the embedding]. To implement this, we created $M_C$ replicas, where $M_C$ is the closest integer multiple of the number of physical qubits needed for nesting level $C$ compared to $C = 1$; we find that $M_2 = 4$ and $M_3 = 8$. Then, at each training iteration, we generated $M_C$ replicas of the $C = 1$ encoded physical problem and performed the update of the parameters according to Eqs. (9a) and (9b).

F. Quenching

In addition to evaluating the effect of NQAC on machine learning performance, we also explored various control parameters affecting the anneal. Specifically, we used the “annealing schedule variation” feature of the DW2000Q devices [52], which allows for different annealing rates along different segments of the annealing schedule. We can therefore approximate a quench by choosing a faster annealing rate for $s > s_{\text{int}}$ than for $s \leq s_{\text{int}}$, where $0 < s_{\text{int}} < 1$. To probe the distributions at intermediate points in the anneal, we quenched between $s_{\text{int}} = 0.1$ and 0.9 in steps of 0.1. Because the annealing parameters cannot be changed instantaneously, we set the quench time to $1 \mu$s. We emphasize that we do not expect this quench to be sufficiently fast that the measurement outcomes are an accurate reflection of the state at the beginning of the quench. For each quench point, we performed 20 programming cycles.

G. SQA and SVMC Simulations

We also compared performance to simulated quantum annealing (SQA) [30] and spin vector Monte Carlo (SVMC) [29] at intermediate points in the anneal. SQA is a version of the quantum Monte Carlo method that can capture thermal averages at intermediate points in the anneal but is unable to simulate unitary quantum dynamics. SVMC is also a Monte Carlo algorithm but replaces the qubits with classical angles; it can be considered the semi-classical limit of quantum annealing, where each qubit is a pure state on the $x$-$z$ plane of the Bloch sphere, but correlations between qubits are purely classical [53, 54]. For both SQA and SVMC, we used a temperature of 12mK. To simulate the effect of quenching described above, we used 500 sweeps to change the annealing parameters from their intermediate value to the final value. For each Hamiltonian at each quench point, we ran both SQA and SVMC with between 2500 and about $10^7$ sweeps (incremented on a logarithmic scale) on the same encoded physical problem Hamiltonian sent to DW. We then selected the num-
A. Training performance as a function of scaling parameter $\alpha$

1. **MNIST dataset**

For the MNIST data, we show in Fig. 3 the classification accuracy over 50 different groups of 100 random images. We observe two distinct regimes in the classification accuracy as a function of the scaling parameter $\alpha$. For small $\alpha$ when we expect the noise to be high, the classification accuracy grows almost linearly with $\log \alpha$ before entering a regime of slower growth. In both regimes, we observe that there is no significant performance difference between $C = 1$ and higher $C$ values, although for $\alpha \leq 10^{-2}$ (when the effect of noise should be very high) we begin to observe a small improvement for $C = 3$, which is most pronounced at $\alpha = 10^{-2}$. As $\alpha$ increases, NQAC becomes less and less effective and eventually $C = 1$ overtakes $C = 2$ before it catches up with $C = 3$. The performance results shown always use optimal penalty values for both $\gamma_1$ and $\gamma_2$, except for $C = 1$ where only the minor-embedding penalty strength $\gamma_2$ needs to be optimized. The hardware-imposed limit $\gamma_1, \gamma_2 \leq 1$ is not reached, except for $C = 2$ at the highest $\alpha$ value, which may explain why $C = 1$ overtakes $C = 2$; see Appendix B for further details. We stress, however, that because the results for each $\alpha$ correspond to a single Boltzmann machine instance, we cannot conclude whether this is the typical classification accuracy over different training runs.

Note that simple out-of-the-box classical methods like a logistic regression or a nearest neighbor classifier get accuracies of more than 90% (e.g., using the scikit-learn package in Python [55]). The results shown in Fig. 3 are not aimed at comparing to classical methods, but to test whether the use of NQAC improves machine learning performance with a quantum annealer. Despite the small but statistically significant performance improvement seen in Fig. 3 for $C = 3$ for $\alpha \leq 10^{-2}$, it is certainly not the case that NQAC affords a compelling advantage. This is likely due to the fact that the minor-embedding chains grow longer as a function of $C$, making the system more susceptible to ‘chain-breaking’ errors. Indeed, we find that the associated penalty parameter $\gamma_2$ is generally larger as $C$ grows (see Appendix B), as would be required to suppress such errors. Hence, our results suggest that the performance on the MNIST database is dominated by the cost of minor-embedding, and there may only be a small window where NQAC is effective at overcoming this cost. We likely need to await the next generation of quantum annealers with better qubit connectivity [56] to test whether an increase in nesting level can provide a significant advantage for the MNIST dataset.

2. **BAS dataset**

We now consider the BAS dataset and training at several anneal times. At each $t_f$, we repeated the same procedure: we did a grid search in steps of 0.2 for the values of $\gamma_1$ and $\gamma_2$ and selected the values that gave the best performance at the end of 5 epochs. We then took those optimal values of the
FIG. 4. NQAC training results for the BAS dataset at $\alpha = 1$, with different anneal times $t_f$. The empirical log-likelihood is computed using Eq. (11), whose maximum possible value in this case is $-3.41$, shown with a dotted line. Training consistently improves the empirical log-likelihood for $C = 1$, but $C = 2, 3$ exhibit fluctuations. The dimensionless temperature $1/\beta_{\text{eff}}$ is constant for $C = 1$ but increases for $C = 2, 3$. Likewise, the distance from the Gibbs distribution increases. For $C = 1$, the empirical log-likelihood exhibits minimal variation with $t_f$, while the maximum $\beta_{\text{eff}}$ exhibits some growth with $t_f$. For $C = 2, 3$, the performance is hampered by sub-optimality of the penalty strength, which reaches the maximum attainable value imposed by the hardware. This is reflected in the dimensionless inverse-temperature, in that the training for $C = 2, 3$ is unable to reach the same values as the $C = 1$ case.

We note that there could be a drift in the optimal penalty values after 5 epochs. However, in most machine learning contexts, hyperparameters are trained for a few iterations and then assumed to remain constant. We adopt the same strategy here, to avoid what could otherwise become an optimization over the entire space of parameters.

As the anneal time increases, the $C = 1$ distributions attain a lower dimensionless effective temperature as well as a slight reduction in distance from the associated Gibbs distribution. The latter is consistent with the system having more time to thermalize. However, the Gibbs distance consistently increases with training epochs, indicating that as the trained Hamiltonian becomes more complex, thermalization to the logical Gibbs state becomes more difficult.

We now consider the effect of nesting ($C > 1$). We observe that the training with NQAC underperforms, with higher $C$ values performing worse than lower $C$ values consistently as a function of both training time and anneal times used. In particular we note that $C = 1$ consistently has a lower dimensionless temperature, suggesting (perhaps counterintuitively) that the distributions generated for $C > 1$ are effectively too warm. This is very likely due to entering the ‘penalty-limited regime,’ as was also the case in previous NQAC work [27]. In
FIG. 5. Optimal penalty values found for the training results on the BAS dataset at $\alpha = 0.03$ and 0.1 for different annealing times.

this regime, the optimal strength of $\gamma_1$ and $\gamma_2$ is greater than 1, but as noted earlier, hardware limits prevent the penalties from reaching their optimal value. In this regime, we might expect that the decoding of the NQAC states does not preserve the ordering of the low-lying states of $H_p$, resulting in a distribution that appears warm. As can be seen in Appendix B, the minor embedding penalty indeed becomes hardware limited for $\alpha = 1$.

Next, we consider the same performance metrics for smaller $\alpha$ values, a proxy for increased physical temperature. We also expect datasets with larger problem sizes to require lower effective temperatures [17], and in this case one would expect NQAC to provide an advantage by lowering the effective temperature [22, 27, 28].

We first show in Fig. 5 the optimal penalty values at two smaller $\alpha$ values, $\alpha = 0.03, 0.1$. We find that while reducing the overall energy scale of the problem Hamiltonian allows the $C = 2$ case to have optimal penalties below 1 for all anneal times, the case of $C = 3$ continues to require penalty values greater than 1. We therefore expect that our results for $C = 3$ to also be penalty limited.

We note further that for both $\alpha$ values shown, for $C = 2, 3$ the code penalty $\gamma_1$ attains the minimum value of 0.2 in the set of values we tried. This appears counterintuitive since this penalty is expected to energetically suppress bit flip errors. However, the fact that the minor embedding penalty $\gamma_2$ is maximized at the same time, suggests a tradeoff whereby the low $\gamma_1$ value allows for clusters of code qubits to be flipped more easily, while the large $\gamma_2$ value reduces the number of broken chains to ensure successful chain decoding. It is also possible that the values found by our optimization procedure reflect a local optimum, and that a more balanced combination of $\gamma_1$ and $\gamma_2$ could be found via a more exhaustive search.

Figure 6 shows the empirical log-likelihood for the BAS dataset versus $t_f$, for different nesting levels $C$ and two smaller $\alpha$ values. As shown in the left panels, the empirical log-likelihood for the BAS dataset exhibits a small but statistically significant (at the $2\sigma$ level) improvement over a wide range of anneal times. We note that for $\alpha = 0.03$ [Fig. 6(a)], the advantage grows with increasing anneal time, although there is only a small difference between $C = 2$ and $C = 3$. For $\alpha = 0.1$ [Fig. 6(b)], the advantage for $C = 2$ and $C = 3$ is present at almost all anneal times, although the advantage starts to decrease for the largest anneal times. For $C = 3$, the advantage vanishes at the longest anneal time.

In order to better understand this performance behavior, we can consider the middle panels of Fig. 6. We first note that the dimensionless effective inverse temperature increases steadily with increasing anneal time. This indicates that training with longer anneal times results in a distribution that is effectively colder, and based on the results from the left panels, in better performance. For $\alpha = 0.03$ [Fig. 6(a)], the dimensionless effective temperature for $C = 3$ is consistently lower than for $C = 2$, which in turn is consistently lower than for $C = 1$. This suggests a correlation between improved performance and the ability to achieve effectively colder distributions. However, the right panel provides an important caveat. The sampled states for $C = 3$ are significantly further away from the corresponding Gibbs distribution relative to $C = 2$ for long anneal times. Together, the three panels suggest that while a colder effective distribution is generally useful in the high noise regime and can be achieved with a higher $C$, there is a price to be paid with increasing distance from Gibbs, which can then begin to hurt performance.

Similar observations can be made for $\alpha = 0.1$ [Fig. 6(b)]. For $C = 2$, the effective temperature is consistently lower than that of $C = 1$, and the performance is consistently better than $C = 1$ for all anneal times. We observe a decreasing advantage for large $t_f$, which may be attributed again to the growing distance from Gibbs. For $C = 3$, the interpretation of the results is complicated by the fact that we are penalty limited for most annealing times (see Fig. 5). We believe this is the reason that we observe a higher dimensionless effective temperature even if the performance beats $C = 2$ at low
FIG. 6. Effect of using NQAC with different anneal times for the BAS dataset, measured in microseconds, for $\alpha = 0.03$ (top row) and $\alpha = 0.1$ (bottom row). The maximum possible value of the empirical log-likelihood in this case is $-3.41$, shown with a dotted line. Both the empirical log-likelihood and inverse temperature exhibit statistically significant growth with anneal time $t_f$ and nesting level $C$. The distance from Gibbs grows with $C$ and also with $t_f$ for $C = 2, 3$.

For $C = 2$, the growing distance from Gibbs cannot be attributed to being 'penalty-limited', since the optimal penalties are always below the device limit of 1, as seen in Fig. 5 (except at $\alpha = 1$; see Appendix B). The growing deviation from Gibbs may appear unexpected in light of the adiabatic theorem for open systems [14, 57, 58], but we recall that the optimum penalty is chosen to maximize the log-likelihood and not to minimize the distance from Gibbs. It is likely that in the high noise (low $\alpha$) case, the optimal penalty values are such that the decoding procedure does not map the low lying spectrum of the implemented Hamiltonian to the logical Hamiltonian. This would explain why the distance from Gibbs grows, since the latter is measured relative to the Gibbs distribution of the logical problem. The mechanism could be that the optimal penalty values favor weakly coupled clusters of spins to help them flip. This is likely an outcome of decoherence that prevents coherent multi-qubit spin flips.

Taken together, these results indicate a complicated relationship between performance and anneal time for NQAC. For $C = 1$, the trend is clear: longer anneal times result in colder and more Gibbs like distributions. For NQAC, the decoding procedure likely distorts this picture: better performance can be achieved by lowering the effective temperature (maybe by facilitating large-cluster spin flips by having low penalties) even if the resulting distribution departs from being Gibbs (because the ordering of states is not preserved). Nevertheless, despite the increase in distance from the Gibbs distribution with $C$, the measures of machine learning performance improve with longer anneal times, indicating that some meaningful learning is still taking place. However, the advantage this can give does not appear to be indefinite and appears to be related to the noise level, as possibly indicated by the leveling of the performance results for $\alpha = 0.1$.

So far, our training performance comparison has ignored the extra qubit resources required by NQAC. Recall, as explained in Sec. III E, that a fair comparison should account for these resources, and compare NQAC at $C > 1$ to a classical
repetition of $C = 1$ with the same number of physical qubits. The result is shown in Fig. 7, for $t_f = 10\mu s$. First, in the left panel we compare different nesting levels and observe that increasing $C$ helps for sufficiently low $\alpha$, where the results are not penalty limited. The middle and right panels then address the equalization of resources question, by comparing $C = 2$ and $C = 3$ to repetitions of $C = 1$. In the repetition case we simply used $C = 1$ multiple times and took the best of these repetitions, as in previous work [22–24]. At very low values of $\alpha$, classical repetition performs better than NQAC. There is no improvement for $C = 2$ (middle panel of Fig. 7). However, for $C = 3$ there is a small, but statistically significant advantage at the 95% confidence level in using NQAC at intermediate values of $\alpha$. Given the non-optimal penalty values for $C = 3$ (Fig. 5), it is unclear whether the enhancement can actually be more substantial. What is clear is that at the highest $\alpha$ values, the performance of $C = 3$ is seriously hindered.

**B. Comparison to SQA and SVMC**

Our discussion so far has only relied on the output distribution of the DW processor at the end of the anneal. We can attempt to better understand the origin of this distribution by using the ‘annealing schedule variation’ feature of the DW200Q devices (see Sec. III F for more details) and comparing it to the distributions generated by SQA and SVMC. Recall that SVMC is a purely classical model of interacting $O(2)$ rotors subject to the semiclassical DW Hamiltonian, while SQA is a quantum Monte Carlo algorithm that is designed to converge to the instantaneous quantum Gibbs distribution (of the actual DW Hamiltonian) for a sufficiently large number of sweeps (see Sec. III G for more details). Figure 17 shows the average energy and the distribution distance between the DW, SQA, and SVMC for $C = 2$ and $C = 3$ on the 11 trained models (each corresponding to using a different $t_f$). We observe almost identical behavior among the three methods for different quench points, in particular a large change in the average energy as we increase the position of the quench. This change is likely associated with crossing the minimum gap of the system, and the associated freezing transition. This point moves to earlier in the anneal for larger $C$, which is consistent with the encoding raising the Ising energy scale and hence moving the global minimum gap to an earlier point in the anneal. We also notice that the larger $C$ value seems to make the transition sharper.

There is a consistent discrepancy between the approaches at the smallest quench points, where DW has a lower average energy than SVMC and SQA. Since these small quench points have the system crossing the minimum gap, the discrepancy is likely due to using too few sweeps in SVMC and SQA to accurately represent the quench. The number of sweeps at each quench point is presented in Appendix C.

We note that after crossing the minimum gap, the average energy of the decoded state does not change significantly anymore, indicative of the freeze-out point. Recall that this point is associated with the quasi-static regime effect [13–17], whereby the dynamics of a quantum annealer are dramatically slowed down after an intermediate point in the anneal. This has the important consequence that if the system reaches a Gibbs state at an intermediate point in the anneal and freezes there, then we should not expect agreement with the Gibbs state at the end of the anneal (which would correspond to the Gibbs distribution on the logical problem if the ordering of states is preserved).

The strong agreement between DW and SVMC suggests that quantum effects are not playing a significant role in de-
FIG. 8. Direct comparison between DW, SQA, and SVMC for (a) \( C = 2 \) and (b) \( C = 3 \) at \( \alpha = 0.03 \). In the first row, blue, red and green represent the average energy of DW, SQA and SVMC, respectively. In the second row, black, pink and yellow represent the distribution distances between DW and SQA, DW and SVMC, and SQA and SVMC, respectively. We chose the number of sweeps of SQA and SVMC to match DW’s \( \beta_{\text{eff}} \) at each anneal time and quench point (see Appendix C).

V. DISCUSSION

previous work has demonstrated that NQAC can offer an effective temperature reduction by trading more physical qubits to create ‘colder’ code qubits in optimization problems and estimation of gradients [27]. This previous result used a fixed Hamiltonian for a given problem size. Here, we have incorporated NQAC into training a machine learning model, where the parameters of the Hamiltonian are iteratively adjusted to match some target distribution. In order to be able to study the performance of NQAC on both the BAS and MNIST datasets, we had to rescale the Ising Hamiltonian by the scaling parameter \( \alpha \), in order to have accessible optimum penalty values. Even so, we found that only for \( C = 2 \) the optimum penalty value was generally within the accessible range of the

terminating the final distribution. Inasmuch as we trust SQA and SVMC as realistic simulations of the underlying physics, the fact that SQA and SVMC yield the smallest distance consistently strongly suggests that the temperature is simply too high to observe meaningful quantum effects like tunneling. This does not necessarily mean that tunneling cannot play a role at lower device temperatures. In Ref. [59], simulations demonstrated that at high temperature SQA and SVMC performed similarly, but at lower temperatures the two performed differently, most likely because SQA is able to simulate tunneling events, whereas SVMC can only make use of thermal hopping.

Additional results comparing SQA and SVMC to DW are provided in Appendix D. In particular, we study the freezing transition in more detail using other metrics.
creases with longer anneal times for we have also shown that the advantage for using NQAC in-
sight into the sampling process. Overall, our results agree made comparisons to SQA and SVMC to gain some physical
schedule variation” feature of the DW2000Q device to probe
temperature and distribution distance, we used the “annealing
times.

crease in the effective temperature. In addition, we found that
longer anneal times increase machine learning training per-
ance across all nesting levels, but—counterintuitively—
distribution distance from a Gibbs distribution on the final
Hamiltonian increased with anneal time. This shows that im-
proved unsupervised learning can happen without improved equilibration with respect to the target Hamiltonian.

Our results indicate a complicated relationship between performance, penalty strengths, and anneal time for NQAC. It is
clear that improved performance can be had at the expense of close¬ness to the Gibbs distribution for short and mid-range annealing times, but this gain diminishes at large annealing times.

To understand the details of the changes in the effective
temperature and distribution distance, we used the “annealing schedule variation” feature of the DW2000Q device to probe
the state of the system at intermediate points in the anneal, and
made comparisons to SQA and SVMC to gain some physical
insight into the sampling process. Overall, our results agree
quite well with previous understanding of the dynamics of a
quantum annealer in the quasi-static regime: at some inter-
mediate point in the anneal, dynamics are frozen and the dis-
tribution (and various expectation values of the distribution)
do not change significantly after this freezing point. Strong
agreement with SQA and SVMC suggests that DW is sam-
pling from the same semiclassical distribution at intermediate
points in the anneal, though this agreement weakens at longer
anneal times.

Caveats about our conclusions include generalizability to
problems of larger size and other datasets, and whether in-
creasing the nesting level will continue to provide an advan-
tage. One additional complication that is not discussed in de-
tail here is the effect of the decoding strategy. Majority vot-
ing has been shown to be a suboptimal decoding strategy in
a classical analysis of sampling problems [60]; replacing it in
the context of our work with a better strategy is an interesting
topic for future investigations. These caveats notwithstanding,
we remain hopeful that building upon the results demonstrated
here, NQAC, or improved error suppression and cor-
rection methods, may help in finding an advantage for noisy
intermediate-scale quantum annealers.
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Appendix A: DW processor used in this work

In this work we used the DW 2000Q processor located at Moffett Field and managed by NASA-Ames. The hardware graph consists of 2031 qubits and is depicted in Fig. 9.

Appendix B: Optimal penalty values

Figure 10 shows the optimal penalty values we obtained for training DW subject to the MNIST dataset. The key observation is that the penalty remains below the hardware limit of 1, with the one exception of $C = 2$, where $\gamma_1 = 1$ at $\alpha = 1$. This might explain why $C = 2$ is overtaken by $C = 1$ in terms of the performance seen in Fig. 3 in the main text. Also note that the chain penalty strength $\gamma_2$ generally grows with $C$, which means that the penalty plays a larger role in suppressing errors due to broken chains.

Figure 11 shows the optimal penalty values we obtained for training DW subject to the BAS dataset, for additional values not shown in Fig. 5. For $\alpha \geq 0.03$ the minor embedding penalty $\gamma_2$ becomes hardware-limited for $C = 3$, except at a few anneal time values. For $\alpha = 1$ the minor embedding penalty is hardware-limited for all $C$ values, except for $C = 1$ at the highest anneal time.

Figure 12 shows a heatmap of the empirical log-likelihood after tuning the hyper-parameters. For the two smallest values of $\alpha$ the exact values of $\gamma_1$ and $\gamma_2$ do not have much of an effect; the empirical log-likelihood after training for 5 epochs

FIG. 9. Chimera graph of the NASA DW 2000Q processor. Green circles indicate active qubits, red circles are inactive qubits, and active physical couplers are indicated by black lines.
FIG. 10. Optimal penalty values for the MNIST dataset as a function of the scaling parameter \( \alpha \), for different nesting levels \( C \).

FIG. 11. Optimal penalty values for the BAS dataset, as a function of the anneal time \( t_f \), for different values of the scaling parameter \( \alpha \), and for different nesting levels \( C \). This figure complements Fig. 5 in the main text.

(see Sec. IV A 2) is varies by around 0.5 at most. In other words, as might be expected, noise is dominant and learning is difficult. This makes it difficult to draw conclusion about the optimal values of the \( \gamma \)'s. At \( \alpha = 10^{-2} \) the value of \( \gamma_1 \) and \( \gamma_2 \) do not seem to be penalty-limited for \( C = 2 \) and \( C = 3 \), with a clear preference for \( \gamma_1 = 0.2 \). However as \( \alpha \) continues to increase, the best value of at least one of the \( \gamma \)'s begins: \( \gamma_2 \) quickly shifts towards 1. There seems to be a very limited range of \( \alpha \) where the \( \gamma \)'s are not penalty limited for higher values of \( C \); \( C = 3 \) appears to be penalty-limited by \( \alpha = 3 \times 10^{-2} \), \( C = 2 \) at \( \alpha = 10^{-1} \) and \( C = 1 \) by \( \alpha = 1 \).

Appendix C: SQA and SVMC sweeps

To recap Sec. III G, for each Hamiltonian at each quench point, we ran both SQA and SVMC on the encoded physical problem Hamiltonian sent to DW, and selected the number of sweeps that gave an effective inverse temperature on the logical problem distribution that was closest to DW’s. We compared SQA and SVMC at each quench point for each instance to 20 noisy realizations of DW and thus the closest \( \beta_{\text{eff}} \) could vary slightly from realization to realization.

Figure 13 shows (the mode of) the number of sweeps at each quench point for \( C = 2, 3 \), for both SQA and SVMC. Before \( s = 0.5 \) the number of sweeps for both SQA and SVMC varies significantly, with no discernible trend for the longer anneal times. This is unsurprising as freezing and the minimum gap likely occur before this point, and the contribution from the transverse field is still large. The 1\( \mu s \) DW quench time is probably not fast enough, so the trends in the number of sweeps in the early stages of the anneal are not consistent, as can be seen in Fig. 17. At later points in the anneal, trends for the number of sweeps are stable. In particular, as expected shorter anneal times require fewer sweeps.

Appendix D: More details on the comparison with SQA and SVMC

To complement Sec. IV B, we present results obtained using the quench feature of the DW2000Q devices, using the final trained Hamiltonians at \( \alpha = 0.03 \) [see Fig. 6(a)]. Figure 14 shows the effect of quenching at intervals of \( \delta s = 0.1 \). For these results we did not repeat the machine learning procedure from Sec. IV A 2 (i.e., starting from a random set of weights and biases and training for 10 epochs), but instead we used the final problem Hamiltonian after training for 10 epochs with a fixed anneal time \( t_f \). I.e., each colored curve in Fig. 14 at a different \( t_f \) corresponds to a different logical problem Hamiltonian. The results with a fixed Hamiltonian [27] are qualitatively very similar: see Fig. 15. Statistics were then obtained by sampling 20 times from each trained Hamiltonian at its corresponding \( t_f \).

Similarly to Fig. 17, which used the average energy over the logical problem as a metric, at all nesting levels shown in Fig. 14 there is a clear transition point, after which all quantities plotted remain nearly constant. Hence this is a “freeze-out” point, signifying the effective reezing of the dynamics. Beyond this point, the empirical log-likelihood [Eq. (11)], the distance from data [Eq. (15)], the distance from the final Gibbs distribution [Eq. (12)], and the effective inverse temperature [Eq. (13)] do not change significantly for most anneal times. Note that this freeze-out point happens earlier in the anneal with increasing \( C \). This is expected because we are only able to encode the final Hamiltonian, \( H_P \), which corresponds to increasing the scale of \( B(s) \) relative to \( A(s) \) [see Eq. (3)] [22, 23].

Note, though, that while the freeze-out point on the physical problem happens earlier with increasing nesting level, the effective temperature of the logical problem is still decreasing.
FIG. 12. Heat map of the empirical log-likelihood. $\gamma_1$ is on the vertical axis and $\gamma_2$ on the horizontal axis. The value shown is the average empirical log-likelihood after training for 5 epochs.

In this case, the final distribution will depend on the dynamics in this interval and may not correspond to a Gibbs distribution at the end or at any particular point [47].

When the transverse field is very strong, the spins are mostly random and there is very poor agreement with the target data distribution (second row of Fig. 14). However, the sharp change in distribution distances at the freezing point is consistent with a large reorganization of the state, in which spins flip such that the distribution more closely resembles the data distribution. This trend is consistent across nesting levels. While the behavior after the freeze-out point is suggestive of a tunneling event, the tunneling interpretation is not tenable due to agreement of the DW data with the classical SVMC model, as discussed in Sec. IV B, and in more detail below.

Figure 14 shows that in addition to the distribution distance increasing with anneal time, the distribution distance also increases slightly even after the freeze-out point, most noticeably at $C = 3$ and for the largest $t_f$ values. In order to gain more insight into the behavior of DW and to explore whether tunneling plays a role in DW’s performance, we show the results of SQA and SVMC in Fig. 16 for $C = 2$ and $C = 3$.

For the most part, both SQA and SVMC exhibit remarkably similar behavior to DW at $C = 2$ and $C = 3$. SQA and SVMC both exhibit a transition in the middle of the anneal, and trends with anneal time of the empirical log-likelihood,
FIG. 13. Number of SQA and SVMC sweeps (logarithmic scale) as a function of quench point. Top row: \( C = 2 \), bottom row: \( C = 3 \). Left: SQA, right: SVMC. The legend is the corresponding DW anneal time in \( \mu s \). What is plotted is the mode, i.e., the number of sweeps that appeared the most often. We used the mode because SQA and SVMC were compared to 20 different noisy realizations from DW, so each realization of DW had a distribution with a slightly different temperature.

Distance from data, and effective inverse temperature all echo the DW trends. The distance from the Gibbs distribution generally increases with the final annealed Hamiltonian, but not as consistently as the DW results. This is probably because we did not fine-tune the number of SQA and SVMC sweeps to match DW’s results.

A direct comparison of the DW, SQA, and SVMC at \( C = 2 \) and \( C = 3 \) is presented in Fig. 17. There is very clear agreement between all three in almost every respect, except at early points in the anneal and at late points in the anneal for the Hamiltonians trained at longer anneal times (the rightmost columns in Fig. 17). At \( s = 0.3 \) (the first data point in each column) and \( C = 3 \), DW differs significantly from SQA and SVMC, in that SQA and SVMC tend to have much lower empirical log-likelihoods and much smaller \( \beta_{eff} \). The reason for this may be an artifact in the length of the quench. For DW, the quench used is 1 \( \mu s \), and for SQA and SVMC we set the quench at 500 sweeps. For the trained Hamiltonian at 5\( \mu s \), quenching at \( s = 0.3 \) means that the total time the system has been allowed to evolve is 1.5\( \mu s \), comparable to the 1\( \mu s \) quench. For the Hamiltonian trained with a total anneal time of 2000\( \mu s \), quenching at \( s = 0.3 \) means that the system is allowed to evolve for 600\( \mu s \) before a 1\( \mu s \) quench. In other words, if the quench is relatively long, we may not have an accurate representation of the state of the system in the middle of the anneal. The quench may still be too long for DW, such that even at \( s = 0.3 \) across all anneal times, the system is able to thermalize as the quench is taking place.

For long anneal times at later points in the anneal, the distance from Gibbs does not increase as noticeably with quench point for SQA and SVMC as it does with DW. For both SQA and SVMC, the distance from a Gibbs distribution stays approximately the same after the “freeze-out” point, whereas DW’s distance from Gibbs increases. This may be attributable to the presence of 1/\( f \) noise, whose low frequency components impact performance at long anneal times [61].

The fact that SVMC and SQA yield nearly the same trends as DW suggests that for the most part DW is performing similarly to both SQA and SVMC, including in having larger distribution distances from Gibbs with longer anneal times. To the extent that we trust SQA and SVMC as realistic simulations of the underlying physics, this increase in distribution distance is not an artifact of DW but consistent with other physicals models. We offer two possible, complementary explanations for the increase in distance from Gibbs. The first relates primarily to the increase of distance from Gibbs with
FIG. 14. Comparison of DW results for nesting levels \( C = 1, 2, 3 \) at different anneal times with quench at various intermediate points in the anneal, for the BAS dataset. A 1µs quench was used throughout; \( \alpha \) was fixed at 0.03. Here error bars represent only one standard deviation to improve readability. For all \( C \) values there is a transition that becomes sharper with increasing anneal time. The transition point shifts to earlier in the anneal with increasing \( C \); after the transition all quantities freeze, except at the largest anneal times. The trend with increasing anneal time is consistent throughout: the empirical log-likelihood, fidelity with data \((1 - \text{distance})\) and inverse temperature all increase. In contrast, the distance from the Gibbs state at \( t_f \) is at first smaller as a function of quench point for larger \( t_f \), then becomes larger for larger \( t_f \) past the freeze-out point.

The overall trend is one of improvement with increasing anneal times, and of higher \( C \) leading to higher (but not statistically significant) empirical log-likelihood, except for \( \alpha = 1 \), where the ordering is reversed. This might be expected because for \( \alpha = 1 \) both \( C = 2, 3 \) are in the penalty-limited regime, meaning that \( \gamma_2 \) is pegged at 1. Except for \( \alpha = 1 \) the effective inverse temperature and distance from a Gibbs distribution on the logical problem do not exhibit trends, and it is difficult to interpret their behavior. However, note that for \( \alpha < 1 \) the maximum value of the empirical log-likelihood attained is very far from the maximum possible value of \(-3.41\), so that the inconsistent trends observed may be attributable to the anneal time being too short for the results to have converged.
FIG. 15. As in Fig. 14, but with a fixed logical problem Hamiltonian, as in Ref. [27]. The trends are similar to Fig. 14, where the Hamiltonian was updated for each anneal time. Freezing occurs earlier with higher nesting level. For $C = 3$, the distribution distance from Gibbs increases with longer anneal times. In addition, at longer anneal times, the distance from the Gibbs distribution of the final Hamiltonian increases at later quench points.

FIG. 16. SQA and SVMC simulations with quench point for $C = 2$ (left) and $C = 3$ (right). Error bars are one standard deviation. The “anneal time” in the legend corresponds to the final physical problem Hamiltonian trained by DW at the specified anneal time, as in Fig. 14. The corresponding number of sweeps for SQA and SVMC was selected such that the effective inverse temperature of the distribution was closest to that found by DW at the specified anneal time.
FIG. 17. Direct comparison between DW, SQA, and SVMC for (a) $C = 2$ and (b) $C = 3$. Each column represents the final logical Hamiltonian after training with a particular anneal time, i.e., each column is a different color curve in Fig. 14. The SQA and SVMC data is the same as in Fig. 16 (left). In the first three rows, blue, red and green represent DW, SQA and SVMC, respectively. In the last row, black, pink and yellow represent the distribution distances between DW and SQA, DW and SVMC, and SQA and SVMC, respectively. The close agreement in the second row is by design: we chose the number of sweeps of SQA and SVMC to match DW’s $\beta_{\text{eff}}$ at each anneal time and quench point (see Sec. C). For $C = 3$ the SQA and SVMC data is the same as in Fig. 16 (right).
FIG. 18. Effect of using NQAC with different anneal times for the BAS dataset, measured in microseconds, for several values of $\alpha$. The maximum possible value of the empirical log-likelihood in this case is $-3.41$. Error bars are two standard deviations.