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ABSTRACT

The role of predicting sarcasm in the text is known as automatic sarcasm detection. Given the prevalence and challenges of sarcasm in sentiment-bearing text, this is a critical phase in most sentiment analysis tasks. With the increasing popularity and usage of different social media platforms among users around the world, people are using sarcasm more and more in their day-to-day conversations, social media posts and tweets, and it is considered as a way for people to express their sentiment about some certain topics or issues. As a result of the increasing popularity, researchers started to focus their research endeavors on detecting sarcasm from a text in different languages especially the English language. However, the task of sarcasm detection is a challenging task due to the nature of sarcastic texts; which can be relative and significantly differs from one person to another depending on the topic, region, the user’s mentality and other factors. In addition to the aforementioned challenges, sarcasm detection in the Arabic language has its own challenges due to the complexity of the Arabic language, such as being morphologically rich, with many dialects that significantly vary between each other, while also being lowly resourced when compared to English. In recent years, only few research attempts started tackling the task of sarcasm detection in Arabic, including creating and collecting corpora, organizing workshops and establishing baseline models. This paper intends to create a new humanly annotated Arabic corpus for sarcasm detection collected from tweets, and implementing a new approach for sarcasm detection and quantification in Arabic tweets. The annotation technique followed in this paper is unique in sarcasm detection and the proposed approach tackles the problem.
as a regression problem instead of classification; i.e., the model attempts to predict the level of sarcasm instead of binary classification (sarcastic vs. non-sarcastic) for the purpose of tackling the complex and user-dependent nature of the sarcastic text. The humanly annotated dataset will be available to the public for any usage.

**Keywords** Sarcasm, Arabic Sarcasm Detection, Arabic Bert.

## 1 Introduction

Sarcasm in defined in the dictionary as the use of irony to make or convey contempt or ridicule [1]. It is a special sort of sentiment that plays a role as an interrupting element, which tends to flip the given text’s polarity [2]. In other words, sarcasm has a negative intended sentiment, but may not have a negative surface sentiment. A sarcastic sentence may also carry positive sentiment in the surface (for example, “Visiting dentists is the best!”), or a negative surface sentiment (for example, “His writing in the novel was in a matter of fact terrible anyway” as a response to the criticism of a novel author), or no surface sentiment (for example, the idiomatic expression “and I am the king of the world” is used to express sarcasm). Nowadays, with the popularity of social media platforms, people are using sarcasm while expressing their opinions on different subjects, topics, products and services including but not limited to political events, sports games and their day-to-day activities and posts on the different social media platforms concerning all type of topics and issues [3].

Since sarcasm implies sentiment, detection of sarcasm in a text is crucial to predicting the correct sentiment of the text which in turn makes sarcasm detection an essential tool that has numerous applications in many fields such as security, health, services, product reviews and sales. Therefore, major research endeavors started to focus on the task of sarcasm detection from text [4][5][6][7]. However, sarcasm detection task is an inherently challenging task due to many reasons. First of all, there are not many available labeled resources of data for sarcasm detection, and any available texts that can be collected (for example Tweets) contains many issues such as an evolving dictionary of slang words and abbreviations, and therefore it usually requires many hours of human annotators to prepare the data for any potential usage. Also, the nature of sarcasm detection adds to the challenging part of the task, as sarcasm can be regarded as being relative and differs significantly between people and it depends on many factors such as the topic, region, time, the events surrounding the sentence and the readers/writers mentality and the ; in other words, a sentence that can be found sarcastic by one person, might sound normal to another person, which will be further discussed and proven during this work.

Since the start of sarcasm detection research, most of the endeavors were concentrated on the English language, with only a few shy attempts on the Arabic language [8][9]. The work in this paper focuses on Arabic sarcasm detection by creating a new corpus that is humanly annotated and establishes a baseline classifier with a new approach for the both; the annotation of the data and the detection of sarcasm from text.

The paper is presented and organized as follows; Section 2 illustrates the related work to Arabic Sarcasm detection task, while Section 3 describes the dataset collected and annotated in this work. Section 4 presents the architecture and methodology of the implemented baseline classifier, followed by the experiments section (Section 5). Finally, the conclusions of this work are presented and discussed in Section 6.

## 2 Related Work

The task of sarcasm detection is relatively a new task in Natural Language Processing (NLP) and Understanding (NLU) when compared to other tasks. It mainly aroused after the huge popularity of social media platforms which made it possible for users to express their points of views on different issues and events sarcastically. Since the detection of sarcasm plays a role in a lot of applications such as sentiment analysis, researchers started to route their efforts into the task of sarcasm detection. However, as it is the case for most NLP and NLU tasks, the Arabic sarcasm detection does not get as much attention and efforts as the English language. Also, alongside the shortage of available resources in Arabic language when compared to the English language, Arabic being morphologically rich and the fact the it contains a lot of significantly different dialects, impose new challenges on Arabic NLP researchers [10][11].

There were only a few shy attempts on Arabic sarcasm detection which were mainly focused on creating datasets from tweets and establish a baseline for each created dataset [12]. In 2017, the work in [13] was the first attempt on sarcasm and irony detection in Arabic language in which the authors created a corpus of sarcastic Arabic tweets that are related to politics. The dataset was created by distant supervision as the authors relied on the keywords that are equivalent of sarcasm and irony in Arabic to label the tweets as ironic or sarcastic. The authors in the paper experimented multiple
classifiers on the developed dataset such as Support Vector Machines (SVM), Logistic regression, Naive Bayes and other classifiers.

In [14], the authors organized a shared task on Arabic sarcasm detection in which the authors assembled a dataset that consisted of tweets about different topics, where the tweets were labeled by filtering out the tweets with ironic and sarcastic hashtags and then manually labeled. The winning architecture was developed by the authors in [5] in which they implemented an ensemble classifier of XGBoost, random forest and fully connected neural networks while relying on a set of features that consists of sentiment and statistical features, in addition to word n-grams, topic modelling features and word embeddings. Recently, the authors in [15] released a new dataset (ArSarcasm) that consists of 10k tweets while publishing a baseline model based on Bidirectional Long Short Term Memory (BiLSTM) [16] architecture. Another dataset was prepared with a corpus of ironic Arabic tweets in which the authors filtered out the hashtags related to sarcasm and irony. Another recent study, created a corpus of ironic tweets, namely DAICT [17]. To prepare the corpus, the authors followed the same approach used by [14]. The most recent work on Arabic sarcasm detection namely ArSarcasm-v2 is an extension on the developed in [15], where the authors also developed a shared task for Arabic sarcasm detection. The dataset consists of the original ArSarcasm, and the data provided in [17], in addition to newly crawled tweets. The final dataset was humanly annotated by native Arabic speakers through crowd sourcing and was released for participants in a workshop. Participating teams in this workshop utilized many of the recent advancements in deep learning such as Bert, Roberta and other state-of-the-art models and paradigms like multi-task learning to enhance the accuracy of sarcasm/irony detection for Arabic language [18, 19, 20, 21, 22]. The following table summarizes the statistics of each developed dataset.

| Dataset | Category | # of tweets | Sarcastic tweets |
|---------|----------|-------------|------------------|
| 1       | Politics | 5479        | 1733             |
| 2       | US elections | 5030       | 2614             |
| 3       | Tweets   | 10547       | 1682             |
| 4       | Tweets   | 5358        | 4809             |
| 5       | Tweets   | 15,548      | 5491             |

The work in this paper proposes a new dataset for Arabic sarcasm that was collected from tweets and humanly annotated using a unique methodology. Along with a baseline model that utilizes multi-dialect Arabic Bert and presents a new approach for sarcasm detection by approaching the problem as a regression task instead of classification task as will be further discussed in details in later sections.

### 3 Dataset Collection and Annotation

In this paper, a new corpus is created for Arabic sarcasm detection. The dataset was collected though Twitter API with the language filter set to Arabic. There are four categories of the collected tweets; entertainment, politics, products and services, and finally sports. The dataset has multiple Arabic dialects and in addition to Modern Standard Arabic (MSA).

Due to the fact that Sarcasm is usually a relative concept and definition, and it significantly differs from one person to another, in addition to the fact that sometimes it depends on the time and events surrounding sentence (tweet). Therefore, each tweet was annotated by 11 different native Arabic speakers and labeled as sarcastic/non-sarcastic by each annotator. This method of labeling provides not only if a sentence is sarcastic or non-sarcastic but also a level of sarcasm depending on the number of annotators labeling a sentence as sarcastic.

The final dataset consists of 1554 tweets in 1165 of them are labeled as sarcastic. The following figures illustrate the distribution of data per label and category.

From the figures above, the majority of the sarcastic tweets crawled were in the category of politics, which can be explained by the fact that people tend to be more sarcastic on political topics.

Table 1 shows a segment of the training data and how it is labeled.

From the table above, it can be noticed how sarcasm is a highly relative concept and significantly differs between annotators.

The annotated dataset will be available for public use.
4 Methodology

As aforementioned, a new approach is implemented in this work for the task of sarcasm detection from the Arabic language which will be described in the section.

The implemented approach is divided into 3 stages; the first being data pre-processing and tokenization step, while the second stage consists of extracting vector representations (embeddings) for the training sentences and finally the final stage is the classifier network.

Looking more closely on the methodology implemented in this paper. For the first stage, the training samples did not undergo any pre-processing and are fed into the BERT tokenizer; specifically ArabicBERT tokenizer [23]. After the tokenization step, training samples are inserted into a pre-trained multi-dialect Arabic-BERT in order to extract the embeddings for each training sample on the sentence level, and hence getting a vector representation for each sentence.
Table 2: Sample of the dataset

| Sentence ID | Ann. 1 | Ann. 2 | Ann. 3 | Ann. 4 | Ann. 5 | Ann. 6 | Ann. 7 | Ann. 8 | Ann. 9 | Ann. 10 | Ann. 11 |
|-------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|--------|
| 1           | Yes    | Yes    | Yes    | No     | Yes    | Yes    | Yes    | Yes    | Yes    | Yes     | Yes    |
| 2           | Yes    | Yes    | No     | No     | No     | No     | No     | No     | No     | No      | Yes    |
| 3           | No     | Yes    | Yes    | No     | No     | Yes    | Yes    | Yes    | No     | Yes     | Yes    |
| 4           | No     | No     | Yes    | Yes    | No     | No     | Yes    | Yes    | No     | No      | No     |
| 5           | No     | No     | No     | No     | No     | No     | No     | No     | No     | No      | No     |

These representations are then fed into a simple fully connected neural network, with a sigmoid function as an activation function for the output layer.

4.1 Multi-Dialect-Arabic-BERT model

BERT \cite{24} stands for bidirectional encoder representations from Transformers. BERT model’s architecture consists of multiple transformer \cite{25} encoders for learning contextualized word embedding of a given input text and is trained with a masked language modeling as well as a next sentence prediction objective. BERT based models achieved state-of-the-art results on numerous NLP and NLU tasks.

The BERT model used in the implemented network is Multi-dialect Arabic BERT \cite{26} which was built on the ArabicBERT \cite{15} which is publicly available BERT model trained on around 93 GB of Arabic content crawled from the internet. This model is then fine-tuned on the Nuanced Arabic Dialect Identification (NADI) task \cite{27} which is the task of identifying 26 Arabic dialect from text, the fine-tuning step was trained with 10 million Arabic sentences crawled from twitter.

The retrieved vector from the Multi-Dialect-Arabic Bert is then fed into a shallow feed-forward neural classifier implemented for dialect identification. It is worth mentioning that during the fine-tuning process, the loss is propagated back across the entire network, including the BERT encoder.

The fine-tuning step was done on top of ArabicBERT on the 10 million Arabic tweets using an Adam optimizer \cite{28} with a learning rate of $3.75 \times 10^{-5}$ and a batch size of 16 for 3 epochs.

4.2 Task Classifier

As aforementioned, the work in this paper approaches the sarcasm detection task as a regression problem instead of a classification problem, in other words, the implemented classifier network predicts the level of sarcasm in a given sentence instead of predicting if it is sarcastic or non-sarcastic. A simple classifier is implemented using a feed-forward neural network, the network’s hyper-parameters are shown in the table below. The output layer of the network consists of one unit instead of two units, and the activation function is a Sigmoid function instead of Softmax that is used in the conventional classification tasks.

Table 3: Feed-forward network hyper-parameters

| Hyper-parameter     | Value      |
|---------------------|------------|
| Size of data        | 1555       |
| Batch-size          | 8          |
| Epochs              | 10         |
| Optimizer           | Adam       |
| Dropout             | 0.2        |
| Activation function | Sigmoid    |
| Hidden layers       | 2          |
| Hidden Neurons      | 128        |
| Output Activation   | Sigmoid    |
| Loss                | Mean Squared Error |

To summarize the implemented approach, the input sentence is fed into the tokenizer, which in turn is then entered to the trained Multi-Dialect Arabic BERT in order to extract the contextualized embeddings. These embeddings are then fed into a simple feed forward neural network which outputs a number between zero and one that represents the level of sarcasm of the input sentence.
5 Experiment and Results

As mentioned in earlier sections, the sarcasm detection task was treated in this paper as a regression problem instead of a classification problem, and hence the activation function of the output layer implemented feed-forward neural network (which consists of one unit only) is Sigmoid instead of the conventional Softmax activation function. Thus the reported results are loss instead of accuracy, F1 score and other classification metrics. The used loss function is the Mean Squared Error (MSE).

As aforementioned, each sentence (tweet) in the dataset was annotated by 11 different Arabic native speaker. The final label represents the level of sarcasm implied in the sentence. The table below shows an example of the training data.

| Sentence ID | Label |
|-------------|-------|
| 1           | 2/11  |
| 2           | 5/11  |
| 3           | 9/11  |
| 4           | 1     |
| 5           | 0     |
| 6           | 6/11  |

The Cross-validation method was used to evaluate and divide the data, 10 folds were used; 90% of the data was used for training where the other 10% were used for validation. The results of the 10 folds are shown in the table below.

| Fold Number | Evaluation loss |
|-------------|-----------------|
| Fold 1      | 0.039962884     |
| Fold 2      | 0.020321029     |
| Fold 3      | 0.012043999     |
| Fold 4      | 0.008851729     |
| Fold 5      | 0.010085999     |
| Fold 6      | 0.005922336     |
| Fold 7      | 0.006725985     |
| Fold 8      | **0.003881201** |
| Fold 9      | 0.005128059     |
| Fold 10     | 0.005128059     |
| **Final loss** | **0.011631458** |

6 Discussion and Conclusion

In this paper, the authors attempt to tackle the task of sarcasm detection from Arabic text (tweets) using a different approach than the conventional one. While previous work on all languages tackled the problem as a classification task, in this paper, the task is treated as a regression problem; in other words, the work in this paper tries to quantify the sarcasm in a given tweet instead of detecting it. Due to the complex nature of the sarcasm detection task; which mainly lies in the fact that sarcasm is a relative term between people and is time, events and region dependent. First of all, the tweets crawled in this work are humanly annotated by Arabic native speakers, in which each tweets is annotated by 11 people, and the tweets is labeled as a quantification of sarcasm as mentioned earlier. The dataset will be published and available to the public. The new method of labeling and training significantly reduces the error of the detection of sarcasm, as instead of predicting if a given text is sarcastic, it predicts the level if sarcasm in this text and hence reduces the error of mis-classification and can in fact provide more information of the sarcasm of the tweet for further applications such as sentiment analysis. Also, this method of predicting sarcasm tackles the relative nature of sarcasm, and takes into consideration multiple the sarcastic opinion of multiple people. Table V shows the results of the experiments and illustrates that the trained network achieves a good approximation of the humanly annotated level of sarcasm, leveraging the multiple opinions in labeling the data.

The results in this paper will be a benchmark for future experiments on this task and on this dataset (which will be released for public).
References

[1] Uraz Yavanoglu, Taha Yasin Ibisoglu, and Setra Genyang Wicana. Sarcasm detection algorithms. *International Journal of Semantic Computing*, 12(03):457–478, 2018.

[2] Setra Genyang Wicana, Taha Yasin Ibisoglu, and Uraz Yavanoglu. A review on sarcasm detection from machine-learning perspective. In *2017 IEEE 11th International Conference on Semantic Computing (ICSC)*, pages 469–476. IEEE, 2017.

[3] Aditya Joshi, Pushpak Bhattacharyya, and Mark J Carman. Automatic sarcasm detection: A survey. *ACM Computing Surveys (CSUR)*, 50(5):1–22, 2017.

[4] Ashwin Rajadesingan, Reza Zafarani, and Huan Liu. Sarcasm detection on twitter: A behavioral modeling approach. In *Proceedings of the eighth ACM international conference on web search and data mining*, pages 97–106, 2015.

[5] Muhammad Khalifa and Noura Hussein. Ensemble learning for irony detection in arabic tweets. In *FIRE (Working Notes)*, pages 433–438, 2019.

[6] Samer Muthana Sarsam, Hosam Al-Samarraie, Ahmed Ibrahim Alzahrai, and Bianca Wright. Sarcasm detection using machine learning algorithms in twitter: A systematic review. *International Journal of Market Research*, 62(5):578–598, 2020.

[7] Hamada Nayel, Eslam Amer, Aya Allam, and Hanya Abdallah. Machine learning-based model for sentiment and sarcasm detection. In *Proceedings of the Sixth Arabic Natural Language Processing Workshop*, pages 386–389, 2021.

[8] Dana Al-Ghadhban, Eman Alnkhilan, Lamma Tatwany, and Muna Alrazgan. Arabic sarcasm detection in twitter. In *2017 International Conference on Engineering & MIS (ICEMIS)*, pages 1–7. IEEE, 2017.

[9] Nawaf A Abdulla, Nizar A Ahmed, Mohammed A Shehab, and Mahmoud Al-Ayyoub. Arabic sentiment analysis: Lexicon-based and corpus-based. In *2013 IEEE Jordan conference on applied electrical engineering and computing technologies (AEECT)*, pages 1–6. IEEE, 2013.

[10] Ali Farghaly and Khaled Shaalan. Arabic natural language processing: Challenges and solutions. *ACM Transactions on Asian Language Information Processing (TALIP)*, 8(4):1–22, 2009.

[11] Imane Guellil, Houda Saâdane, Faical Azouaou, Billel Gueni, and Damien Nouvel. Arabic natural language processing: An overview. *Journal of King Saud University-Computer and Information Sciences*, 2019.

[12] Bilal Ghanem, Jihen Karoui, Farah Benamara, Paolo Rosso, and Véronique Moriceau. Irony detection in a multilingual context. In *European Conference on Information Retrieval*, pages 141–149. Springer, 2020.

[13] Jihen Karoui, Farah Banamara Zitoune, and Veronique Moriceau. Soukhria: Towards an irony detection system for arabic in social media. *Procedia Computer Science*, 117:161–168, 2017.

[14] Bilal Ghanem, Jihen Karoui, Farah Benamara, Véronique Moriceau, and Paolo Rosso. Idat at fire2019: Overview of the track on irony detection in arabic tweets. In *Proceedings of the 11th Forum for Information Retrieval Evaluation*, pages 10–13, 2019.

[15] Ibrahim Abu Farha and Walid Magdy. From arabic sentiment analysis to sarcasm detection: The arsarcasm dataset. In *Proceedings of the 4th Workshop on Open-Source Arabic Corpora and Processing Tools, with a Shared Task on Offensive Language Detection*, pages 32–39, 2020.

[16] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. *Neural computation*, 9(8):1735–1780, 1997.

[17] Ines Abbes, Wajdi Zaghouani, Omaima El-Hardlo, and Faten Ashour. DAICT: A dialectal Arabic irony corpus extracted from Twitter. In *Proceedings of the 12th Language Resources and Evaluation Conference*, pages 6265–6271, Marseille, France, May 2020. European Language Resources Association.

[18] Abdelkader El Mahdaouy, Abdellah El Mekki, Kabil Essefar, Nabil El Mamoun, Ismail Berrada, and Ahmed Khounsi. Deep multi-task model for sarcasm detection and sentiment analysis in arabic language. In *Proceedings of the Sixth Arabic Natural Language Processing Workshop*, pages 334–339, 2021.

[19] Abeer Abuzayed and Hend Al-Khalifa. Sarcasm and sentiment detection in arabic tweets using bert-based models and data augmentation. In *Proceedings of the Sixth Arabic Natural Language Processing Workshop*, pages 312–317, 2021.

[20] Hazem Elgabry, Shima Attia, Ahmed Abdel-Rahman, Ahmed Abdel-Ate, and Sandra Girgis. A contextual word embedding for Arabic sarcasm detection with random forests. In *Proceedings of the Sixth Arabic Natural Language Processing Workshop*, pages 340–344, Kyiv, Ukraine (Virtual), April 2021. Association for Computational Linguistics.
[21] Fatemah Husain and Ozlem Uzuner. Leveraging offensive language for sarcasm and sentiment detection in Arabic. In Proceedings of the Sixth Arabic Natural Language Processing Workshop, pages 364–369, Kyiv, Ukraine (Virtual), April 2021. Association for Computational Linguistics.

[22] Abdullah I Alharbi and Mark Lee. Multi-task learning using a combination of contextualised and static word embeddings for arabic sarcasm detection and sentiment analysis. In Proceedings of the Sixth Arabic Natural Language Processing Workshop, pages 318–322, 2021.

[23] Khalid N Elmadani, Mukhtar Elgezouli, and Anas Showk. Bert fine-tuning for arabic text summarization. arXiv preprint arXiv:2004.14135, 2020.

[24] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv preprint arXiv:1810.04805, 2018.

[25] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. arXiv preprint arXiv:1706.03762, 2017.

[26] Bashar Talafha, Mohammad Ali, Muhy Eddin Za’ter, Haitham Seelawi, Ibraheem Tuffaha, Mostafa Samir, Wael Farhan, and Hussein T Al-Natsheh. Multi-dialect arabic bert for country-level dialect identification. arXiv preprint arXiv:2007.05612, 2020.

[27] Muhammad Abdul-Mageed, Chiyu Zhang, AbdelRahim Elmadany, Houda Bouamor, and Nizar Habash. Nadi 2021: The second nuanced arabic dialect identification shared task. arXiv preprint arXiv:2103.08466, 2021.

[28] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.