Abstract

Bilevel optimization has been successfully applied to many important machine learning problems. Algorithms for solving bilevel optimization have been studied under various settings. In this paper, we study the nonconvex-strongly-convex bilevel optimization under a decentralized setting. We design decentralized algorithms for both deterministic and stochastic bilevel optimization problems. Moreover, we analyze the convergence rates of the proposed algorithms in different scenarios including the case where data heterogeneity is observed across agents. Numerical experiments on both synthetic and real data demonstrate that the proposed methods are efficient.

1 Introduction

Bilevel optimization provides a framework for solving problems arising from meta learning \cite{Titsias10, Du19, Ma20}, hyperparameter optimization \cite{Krauth17, Baydin17}, reinforcement learning \cite{Kanamori16}, etc. It aims at minimizing an objective in the upper level under a constraint given by another optimization problem in the lower level, and has been studied intensively in recent years \cite{Baydin17, Arcuri19, Kiwidze20, Arora20, Fratric21}. Mathematically, it can be formulated as:

\begin{equation}
\min_{x \in \mathbb{R}^p} \Phi(x) = f(x, y^*(x)), \quad \text{(upper level)} \\
\text{s.t.} \quad y^*(x) = \arg\min_{y \in \mathbb{R}^q} g(x, y), \quad \text{(lower level)}
\end{equation}

where $g$ is the lower level function which is usually assumed to be strongly convex with respect to $y$ for all $x$, and $f$ is the upper level function which is possibly non-convex. Designing a bilevel optimization algorithm typically consists of two parts: the lower loop and the upper loop. In the lower loop one can run algorithms like gradient descent on $y$ to find a good estimation of the global minimum of $g$ given $x$, which is guaranteed by the strong convexity of $g$. In the upper loop one can run gradient descent on $x$, which requires the estimation of the hypergradient $\nabla \Phi(x)$.

Decentralized optimization aims at solving the finite-sum problem:

\begin{equation}
\min_{x \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^{n} f_i(x),
\end{equation}

where the $i$-th agent only has access to the information related to $f_i$, and each agent communicates with neighbors so that they can cooperate to solve the original problem. There is no central server collecting local updates. Decentralized algorithms are better choices in certain scenarios \cite{Kar18, Kanamori16}. Since decentralized training has been proved to be efficient, it is natural to ask:

\textit{Can we design an algorithm to solve bilevel optimization problems in a decentralized regime?}

We will see later that the answer is affirmative. Our contributions can be summarized as follows.
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• We propose a novel algorithm that estimates the hypergradient in different cases.
• We design a decentralized bilevel optimization (DBO) algorithm and analyze its convergence rate. We also analyze the convergence results for the stochastic version of DBO. To the best of our knowledge, our paper is the first work proposing provably convergent decentralized bilevel optimization algorithms in the presence of data heterogeneity.
• We study the effect of gradient tracking in the deterministic decentralized bilevel optimization and analyze the convergence rates.
• We conduct numerical experiments on several hyperparameter optimization problems. The results demonstrate the efficiency of our algorithms.

1.1 Related work

Bilevel optimization can be dated back to [3]. Due to its great success in solving problems in meta learning [33, 29] and hyperparameter optimization [26, 8], there is a flurry of work proposing and analyzing bilevel optimization algorithms. The major challenge in bilevel optimization is the estimation of the hypergradient $$\nabla \Phi(x)$$ in (1), which includes Jacobian and Hessian matrices in the closed-form expression. There are several strategies to overcome this: approximate implicit differentiation (AID) [7, 26, 10, 9, 11, 13], iterative differentiation (ITD) [7, 20, 8, 11, 13] and Neumann series-based approach [9, 5, 12, 13]. Provably convergent algorithms (both deterministic and stochastic cases) include BSA [9], TTSA [12], stocBiO [13], ALSET [5], to name a few.

Decentralized optimization plays a key role in distributed optimization. Under a decentralized setting, the data is distributed to different agents, and each agent communicates with neighbors to solve a finite-sum minimization problem. As opposed to centralized optimization, decentralized optimization aims at solving the problem without a central server that collects iterates from local agents. The main challenge is the data heterogeneity across agents, which should be mitigated by communications. It has been proved that decentralized algorithms have their own advantages [17] under certain circumstances, for example, low network bandwidth will greatly hinder the communication with the central server if the algorithm is designed to be centralized. An important approach to accelerate the decentralized algorithms is gradient tracking, which has been proved to be efficient [38, 6, 28, 23]. We refer the interested readers to [37], which provides a comprehensive review of decentralized optimization in a unified variance reduction framework.

There exist recent works considering bilevel optimization under distributed setting. Bilevel optimization under a federated setting has received some attention recently [35, 16], and so does min-max optimization under various distributed settings [36, 19, 31]. However, none of these papers considers bilevel optimization under the decentralized setting. We notice that there is a concurrent work [18] also studying decentralized bilevel optimization. However, it aims at solving decentralized bilevel optimization problems under a personalized learning setting, in a sense that the lower level problems are different among agents. In Section 3 we will see that our problem is substantially different from [18].

2 Preliminaries

In this paper we consider the following decentralized optimization problem:

$$\min_{x \in \mathbb{R}^p} \Phi(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x, y^*(x)), \quad \text{(upper level)}$$

$$\text{s.t.} \quad y^*(x) = \arg \min_{y \in \mathbb{R}^q} g(x, y) := \frac{1}{n} \sum_{i=1}^{n} g_i(x, y), \quad \text{(lower level)}$$

(3)

where $$x \in \mathbb{R}^p, y \in \mathbb{R}^q$$. $$f_i$$ is possibly nonconvex and $$g_i$$ is strongly convex in $$y$$. Here $$n$$ denotes the number of agents, and agent $$i$$ only has access to information related to the local objective $$f_i$$:

$$f_i(x, y) = \mathbb{E}_{\phi \sim D_{f_i}} [F(x, y; \phi)], \quad g_i(x, y) = \mathbb{E}_{\xi \sim D_{g_i}} [G(x, y; \xi)].$$

In practice we can replace the expectation by empirical loss,

$$f_i(x, y) = \frac{1}{n_{f_i}} \sum_{j=1}^{n_{f_i}} F(x, y; \phi_{ij}), \quad g_i(x, y) = \frac{1}{n_{g_i}} \sum_{j=1}^{n_{g_i}} G(x, y; \xi_{ij}),$$

where $$n_{f_i}$$ and $$n_{g_i}$$ denote the number of samples used to estimate the empirical loss of $$f_i$$ and $$g_i$$, respectively.
and then use mini-batch or full batch gradient descent in the updates. When we use mini-batch
gradient descent, we call it "stochastic case", and when we use full batch gradient descent, we call
it "deterministic case". We will study the convergence rates under these two cases in Section 3.

Notation. We denote by $\nabla f(x, y)$ and $\nabla^2 f(x, y)$ the gradient and Hessian matrix of $f$, respectively.
We use $\nabla_x f(x, y)$ and $\nabla_y f(x, y)$ to represent the gradients of $f$ with respect to $x$ and $y$, respectively.
Denote by $\nabla_{xy} f(x, y) \in \mathbb{R}^{p \times q}$ the Jacobian matrix of $f$ and $\nabla^2_y f(x, y)$ the Hessian matrix of $f$ with
respect to $y$. $\| \cdot \|$ denotes the $\ell_2$ norm for vectors and spectral norm for matrices, unless specified. $\lambda_1$ is the all
one vector in $\mathbb{R}^n$, and $J_n = 1_n 1_n^T$ is the $n \times n$ all one matrix.

The following assumptions will be used, which are standard in bilevel optimization [5, 9, 12, 13] and
decentralized optimization literature [28][23][17][34].

**Assumption 2.1.** For any $i$, functions $f_i$, $\nabla f_i$, $\nabla^2 f_i$ are $L_{f,0}, L_{f,1}, L_{g,1}, L_{g,2}$ Lipschitz
continuous respectively. Moreover, we define $L = \max\{L_{f,1}, L_{g,1}\}$, and $\kappa = \frac{L}{\mu}$.

**Assumption 2.2.** Function $g_i$ is $\mu$-strongly convex in $y$ for all $i$.

**Assumption 2.3.** The weight matrix $W = (w_{ij}) \in \mathbb{R}^{n \times n}$ is symmetric and doubly stochastic, i.e.:
$W = W^T$, $W 1_n = 1_n$, $w_{ij} \geq 0, \forall i, j$, and its eigenvalues satisfy $1 = \lambda_1 > \lambda_2 \geq ... \geq \lambda_n$ and
$\rho := \max\{|\lambda_2|, |\lambda_n|\} < 1$.

**Assumption 2.4.** (Data homogeneity on $g$) Assume the data associated with $g_i$ is independent and
identically distributed, i.e., $D_{g_i} = D_g$. (Note that we do not require data homogeneity
in the upper level function.)

For the stochastic algorithm in Section 3 we assume:

**Assumption 2.5.** (Bounded variance) The stochastic derivatives $\nabla f_i(x, y; \phi)$, $\nabla g_i(x, y; \phi)$,
$\nabla^2 g_i(x, y; \phi)$ are unbiased with bounded variances $\sigma_1^2$, $\sigma_{g,1}^2$, $\sigma_{g,2}^2$, respectively.

## 3 Our Algorithms

Here we first discuss the main challenge when there is data heterogeneity, i.e., when Assumption 2.4
does not hold. Recall that in the outer loop, each node needs to estimate the hypergradient given by:

$$\nabla \Phi_i(x) = \nabla_x f_i(x, y^*(x)) - \nabla_{xy} g_i(\nabla^2 g(x, y^*(x)))^{-1} \nabla_y f_i(x, y^*(x)).$$

(4)

Note that node $i$ only has access to $\nabla f_i$ and $\nabla g_i$, but it does not have access to
$\nabla_{xy} g_i(\nabla^2 g(x, y^*(x)))^{-1}$ which requires the global information about $g$. One natural
idea is to use (9) as a surrogate (here $y_i^*(x) := \arg \min_y g_i(x, y)$):

$$\nabla f_i(x, y_i^*(x)) = \nabla_x f_i(x, y_i^*(x)) - \nabla_{xy} g_i(\nabla_y g_i(x, y_i^*(x)))^{-1} \nabla_y f_i(x, y_i^*(x)).$$

(5)

Unfortunately, this leads to the estimation for the error bound of

$$\left\| [\nabla^2 g_i(x, y)]^{-1} - [\nabla^2 g(x, y)]^{-1} \right\|,$$

which is not a diminishing term in the theoretical analysis without assuming the data homogeneity
(Assumption 2.4). Mathematically, we would like to compute

$$\left[ \sum_{i=1}^{n} \nabla_{xy} g_i(x, y) \right]^{-1} \left[ \sum_{i=1}^{n} \nabla_y g_i(x, y) \right]^{-1}$$

on node $i$ for any given $(x, y)$. In the next section we design a novel oracle to solve this subproblem
with heterogeneous data at the price of the computation of Jacobian matrices.

### 3.1 Jacobian-Hessian-Inverse Product oracle

We first introduce the Jacobian-Hessian-Inverse Product (JHIP) oracle, which is essentially a
decentralized algorithm. Denote by $H_i \in \mathbb{S}^{q \times q}$ and $J_i \in \mathbb{R}^{p \times q}$ the Hessian and Jacobian of $g_i$.
Every agent would like to find $Z \in \mathbb{R}^{q \times p}$ such that:

$$\sum_{i=1}^{n} H_i Z = \sum_{i=1}^{n} J_i^T$$

or equivalently, $Z^T = \left[ \sum_{i=1}^{n} J_i \right]^{-1} \left[ \sum_{i=1}^{n} H_i \right]^{-1}$. (6)
Notice that this is exactly the optimality condition of:

\[
\min_{Z \in \mathbb{R}^{p \times n}} \frac{1}{n} \sum_{i=1}^{n} h_i(Z), \quad \text{where} \quad h_i(Z) = \frac{1}{2} \text{Tr} (Z^T H_i Z) - \text{Tr} (J_i Z).
\]  

(7)

The objective in (7) is strongly convex since each \(H_i\) is symmetric positive definite. Hence we can design a decentralized algorithm with gradient tracking so that all the agents can collaborate to solve for (6) without a central server. The algorithm is described in Algorithm 1 where we use the bold texts to highlight the different updates when the problem is deterministic and stochastic.

**Algorithm 1: Jacobian-Hessian-Inverse Product oracle**

**Input:** \(Z_i^{(0)} \in \mathbb{R}^{q \times p}\), stepsizes \(\{\gamma_t\}_{t=0}^{\infty}\), iteration number \(N\), and initialization

- if deterministic, \(Y_i^{(0)} = H_i Z_i^{(0)} - J_i^T\), and \(G_i^{(0)} = H_i Z_i^{(0)}\);
- if stochastic, \(Y_i^{(0)} = \hat{H}_i Z_i^{(0)} - \left[\hat{j}_i^{(0)}\right]^T\), and \(G_i^{(0)} = \hat{H}_i Z_i^{(0)} - \left[\hat{j}_i^{(0)}\right]^T\).

**Data:** \(H_i \in \mathbb{S}^{q \times q}, J_i \in \mathbb{R}^{p \times q}\) accessible only to agent \(i\) (deterministic).

\((\hat{H}_i^{(t)}, \hat{j}_i^{(t)}), t \in \{0, 1, ..., N - 1\}\) accessible only to agent \(i\) (stochastic).

1. for \(t = 0, 1, ..., N - 1\) do
2.  for \(i = 1, 2, ..., n\) do
3.   \(Z_i^{(t+1)} = \sum_{j=1}^{n} w_{ij} Z_j^{(t)} - \gamma_t Y_i^{(t)},\)
4.   \(G_i^{(t+1)} = H_i Z_i^{(t+1)}\) if deterministic, or \(\hat{H}_i Z_i^{(t+1)} - \left[\hat{j}_i^{(t+1)}\right]^T\) if stochastic,
5.   \(Y_i^{(t+1)} = \sum_{i=1}^{n} w_{ij} Y_j^{(t)} + G_i^{(t+1)} - G_i^{(t)}\)
6. end
7. end

**Output:** \(Z_i^{(N)}\) on each node.

Note that for the deterministic case we can just maintain \(G_i^{(t+1)} = H_i Z_i^{(t+1)}\) instead of the gradient \(H_i Z_i^{(t+1)} - J_i^T\) because we only use \(G_i^{(t+1)}\) in line 5 – the gradient tracking step, and the constant term \(J_i^T\) will be cancelled if we set \(G_i^{(t+1)}\) as the gradient. We use \(\hat{H}_i Z_i^{(t)} - \left[\hat{j}_i^{(t)}\right]^T\) to represent the stochastic gradient of \(h_i(Z)\) at \(Z_i^{(t+1)}\). Although this oracle does not require Hessian computation for \(H_i\), it still requires Jacobian oracle for \(J_i\), which is more expensive than Jacobian-vector product oracle. Moreover, we have the convergence rates that have been well understood \([28, 27, 37]\). In general, one can also design other oracles (e.g., decentralized ADMM \([22, 4, 32, 1, 21]\)) to solve (7). The convergence rates of this algorithm are summarized in Lemma A.13 in supplementary materials.

### 3.2 Hypergradient estimate

Before we propose our algorithms, we first introduce hypergradient estimates (Algorithm 2) under different cases.

- **Case 1: Deterministic + homogeneous data.** In this case the hypergradient is estimated based on the AID approach \([13]\), which is essentially utilizing conjugate gradient method, and only requires Hessian-vector product oracles instead of explicit Hessian matrix computation. We adopt the approximation error (Lemma 3 in \([13]\)) in Lemma A.9

- **Case 2: Stochastic + homogeneous data.** In this case the hypergradient is estimated based on the Neumann series approach \([9]\). Gradients \(\nabla f_i\) and \(\nabla g_i\) are replaced by their corresponding first order stochastic oracles (i.e., stochastic gradients). We have the error estimation in Lemma A.32

- **Case 3: Heterogeneous data.** In this case we compute the global Jacobian-Hessian-Inverse product by using the JHIP oracle (Algorithm 1). The error estimation results are given in Lemma A.12
Algorithm 2: Hypergradient estimate

Input: $\nabla f_i(x, y), \nabla_y g_i(x, y), \nabla_y^2 g_i(x, y), N.$

Data: Samples $\phi = (\phi_0^{(i)}, ..., \phi^{(N+1)}_i)$ on node $i.$

1. if Assumption 2.4 holds then
   2. if Deterministic case then
      3. Run $N$-step conjugate gradient method on $[\nabla_y^2 g_i(x, y)] v = \nabla_y f_i(x, y)$ to get $v^N.$
      4. Set $\hat{\nabla} f_i = \nabla_x f_i(x, y) - \nabla_y g_i(x, y) v^N$ – AID based approach.
   5. end
   6. if Stochastic case then
      7. Set $\hat{\nabla} f_i = \nabla_x f_i(x, y; \phi^{(0)}) - \nabla_y g_i(x, y; \phi^{(1)}) \cdot H \cdot \nabla_y f_i(x, y; \phi^{(0)}),$ where
         $H = \left\{ cM \prod_{M'} (I - c \nabla_y^2 g_i(x, y; \phi^{(n+1)})) \right\},$ and $M'$ is drawn from $\{1, 2, ..., M\}$
         uniformly at random – Neumann series based approach.
     8. end
   9. else
      10. if Deterministic case then
         11. Run $N$-step deterministic Algorithm with $H_i = \nabla_y^2 g_i(x, y), J_i = \nabla_y g_i(x, y)$ and
             stepsize $\gamma_i = \gamma$ to get $Z_i^{(N)}.$
         12. Set $\hat{\nabla} f_i = \nabla_x f_i(x, y) - \left[ Z_i^{(N)} \right]^T \nabla_y f_i(x, y)$ – deterministic JHIP.
      13. end
     14. if Stochastic case then
         15. Run $N$-step stochastic Algorithm with
             $\hat{H}_i^{(t)} = \nabla_y^2 g_i(x, y; \phi_i^{(t)}), \hat{J}_i^{(t)} = \nabla_y g_i(x, y; \phi_i^{(t)}),$ and $\gamma_i = O(\frac{1}{\epsilon})$ to get $Z_i^{(N)}.$
         16. Set $\hat{\nabla} f_i = \nabla_x f_i(x, y; \phi_i^{(0)}) - \left[ Z_i^{(N)} \right]^T \nabla_y f_i(x, y; \phi_i^{(0)})$ – stochastic JHIP.
     17. end
   18. end

Output: $\hat{\nabla} f_i$ on node $i.$

3.3 Deterministic decentralized bilevel optimization

We propose the decentralized bilevel optimization algorithm (DBO) in Algorithm 3. In the inner loop (lines 3-9) each agent performs local gradient descent updates for variable $y$ in parallel (line 4-8). When Assumption 2.4 holds, we can simply run local gradient descent without communication because in the lower level local distribution already captures the global function information. When Assumption 2.4 does not hold, we set $\eta_x \leq \frac{2}{\mu T}, T = \Theta(\log(\kappa)),$ $N = \Theta(\log(\kappa)).$ If Assumption 2.4 does not hold, we set $\eta_x = \Theta(\kappa^{1/8} n^{3/8} \kappa^{-1/4}), \eta_y = \Theta(1), T = \Theta(\log K),$ $N = \Theta(\log K).$ In both cases, we have: $\frac{1}{K+1} \sum_{j=0}^K \|\nabla \Phi(\bar{x}_j)\|^2 = O \left( \frac{n^{3/8} \kappa^{3/8}}{K^{1/2}} \right),$ where $\bar{x}_j = \frac{1}{n} \sum_{i=1}^n x_{i,j}.$

This convergence rate matches the previous results in nonconvex decentralized optimization [17] [34]. We conjecture that the bound $N = \Theta(\log K)$ in the second case is not tight, and can be improved by using a technique similar to the case when Assumption 2.4 holds. We leave this as a future work.
Algorithm 3: (Deterministic) Decentralized Bilevel Optimization

```plaintext
Input: W, N, K, T, ηx, ηy, x(0), y(0).

1 for k = 0, 1, ..., K − 1 do
   2 y(0) = y(0) if k > 0 otherwise y(0) = y(0).
   3 for t = 0, 1, ..., T − 1 do
      4 for i = 1, 2, ..., n do
         5 if Assumption 2.4 holds then
            6 y(t+1) = y(t) − ηy∇ygi(x, y(t)).
         7 else
            8 vi(t) = ∑j=1^n wijkv(t−1)+ ∇ygi(x, y(t)) − ∇ygi(x, y(t−1)).
            9 y(t+1) = ∑j=1^n wijkv(t) − ηv(t).
         10 end
      11 end
   12 end
13 end
```

3.4 Deterministic decentralized bilevel optimization with gradient tracking

In this section we study the effect of gradient tracking in decentralized bilevel optimization. We propose the Decentralized Bilevel Optimization with Gradient Tracking (DBOGT) Algorithm 4. We introduce u and v to serve as the update direction. Gradient tracking technique has been widely used in distributed optimization literature [6, 28, 23]. The effect of adding such a direction accelerates the algorithm in a sense that one can choose a constant stepsize that is independent of the iteration number. For Algorithm 4, we have the following theorem.

Algorithm 4: (Deterministic) Decentralized Bilevel Optimization with Gradient Tracking

```plaintext
Input: W, N, K, T, ηx, ηy, x(0), y(0).

1 for k = 0, 1, ..., K − 1 do
   2 y(0) = y(0) if k > 0 otherwise y(0) = y(0).
   3 for t = 0, 1, ..., T − 1 do
      4 for i = 1, 2, ..., n do
         5 if Assumption 2.4 holds then
            6 y(t+1) = y(t) − ηy∇ygi(x, y(t)).
         7 else
            8 vi(t) = ∑j=1^n wijkv(t−1) + ∇ygi(x, y(t)) − ∇ygi(x, y(t−1)).
            9 y(t+1) = ∑j=1^n wijkv(t) − ηv(t).
         10 end
      11 end
   12 end
13 end
14 for i = 1, 2, ..., n do
   15 Run Algorithm 2 (with "deterministic case" option) and set the output as
   16 x̂f(x, y(t)).
   17 x̂i,k+1 = ∑j=1^n wijkx̂j,k, k = 1.
18 end
```
Theorem 3.2. In Algorithm 4 suppose Assumptions 2.2, 2.2 and 2.3 hold. If Assumption 2.4 holds, we set \( \eta_x = \Theta(K^{-\frac{1}{2}}) \), \( \eta_y \leq \frac{2}{\mu^2 T} \), \( T = \Theta(\log(K)) \), \( N = \Theta(\log(K)) \). If Assumption 2.4 does not hold, we set \( \eta_x = \Theta(K^{-1}) \), \( \eta_y = \Theta(1) \), \( N = \Theta(\log(K)) \), \( T = \Theta(\log(K)) \). In both cases, we have

\[
\frac{1}{K+1} \sum_{j=0}^{K} \|\nabla \Phi(x_j)\|^2 = \mathcal{O}\left(\frac{1}{K}\right),
\]

where \( x_j = \frac{1}{n} \sum_{i=1}^{n} x_{i,j} \).

Note that this result implies that in DBOGT we can set \( \eta_x \) as a constant that is independent of the total number of iterations \( K \), which matches the results in gradient tracking literature [28, 23, 14].

3.5 Decentralized stochastic bilevel optimization

Our stochastic version of the DBO algorithm: Decentralized Stochastic Bilevel Optimization (DSBO), is described in Algorithm 5. Its convergence rate is given in Theorem 3.3.

**Algorithm 5: Decentralized Stochastic Bilevel Optimization**

**Input:** \( W, N, K, T, \eta_x, \eta_y, x^{(0)}, y^{(0)} \).

1. for \( k = 0, 1, \ldots, K-1 \) do
2. 
3. for \( t = 0, 1, \ldots, T-1 \) do
4. 
5. for \( i = 1, 2, \ldots, n \) do
6. 
7. end
8. 
9. end
10. 
11. end
12. 
13. Run Algorithm 2 (with "stochastic case" option) and set the output as
14. 
15. end

Theorem 3.3. In Algorithm 6 suppose Assumptions 2.2, 2.2 and 2.3 hold. If Assumption 2.4 holds, we set \( M = \Theta(\log(K)) \), \( T = \Theta(\log(K)) \), \( E < \frac{1}{\mu} \), \( \tau_x = \Theta(K^{-\frac{1}{2}}) \), \( \eta_y = \Theta(K^{-\frac{1}{2}}) \). If Assumption 2.4 does not hold, we set \( \eta_x = \Theta(K^{-\frac{1}{2}}) \), \( \eta_y = \Theta(K^{-\frac{1}{2}}) \), \( T = \Theta(K^{\frac{1}{2}}) \), \( N = \Theta(\log(K)) \). In both cases, we have

\[
\frac{1}{K+1} \sum_{j=0}^{K} E \left[ \|\nabla \Phi(x_j)\|^2 \right] = \mathcal{O}\left(\frac{1}{\sqrt{K}}\right), \text{where } x_j = \frac{1}{n} \sum_{i=1}^{n} x_{i,j}.
\]

4 Numerical experiments

In this section we conduct several experiments on hyperparameter optimization problems in the decentralized setting, which can be formulated as:

\[
\min_{\lambda \in \mathbb{R}^p} \Phi(\lambda) = \frac{1}{n} \sum_{i=1}^{n} f_i(\lambda, \tau^*(\lambda)), \tag{8}
\]

s.t. \( \tau^*(\lambda) = \arg\min_{\tau \in \mathbb{R}^+} \frac{1}{n} \sum_{i=1}^{n} g_i(\lambda, \tau). \)

Here \( f_i \) and \( g_i \) denote the validation loss and training loss on node \( i \), respectively. The goal is to find the best hyperparameter \( \lambda \) under the constraint that \( \tau^*(\lambda) \) is the optimal model parameter of the lower level problem. For each experiment, we set our network topology as a special ring network, where \( W = (w_{i,j}) \) and the only nonzero elements are given by:

\[
w_{i,i} = a, \quad w_{i,i+1} = w_{i,i-1} = \frac{1-a}{2}, \text{ for some } a \in (0, 1).
\]
Here we overload the notation and set \( w_{n,n+1} = w_{n,1}, w_{1,0} = w_{1,n} \). Note that \( a \) is the unique parameter that determines the weight matrix and will be specified in each experiment.

### 4.1 Synthetic data

We first conduct logistic regression with \( l^2 \) regularization on synthetic heterogeneous data (e.g., [26], [11]). On node \( i \) we have:

\[
    f_i(\lambda, \tau^*(\lambda)) = \sum_{(x_e, y_e) \in D'_i} \psi(y_e x_e^T \tau^*(\lambda)),
    \]

\[
    g_i(\lambda, \tau) = \sum_{(x_e, y_e) \in D_i} \psi(y_e x_e^T \tau) + \frac{1}{2} \tau^T \text{diag}(e^\lambda) \tau,
    \]

where \( e^\lambda \) is element-wise, \( \text{diag}(v) \) denotes the diagonal matrix generated by vector \( v \), and \( \psi(x) = \log(1 + e^{-x}) \). \( D'_i \) and \( D_i \) represent validation set and training set on node \( i \). Following the setup in [11], we first randomly generate \( \tau^* \in \mathbb{R}^P \) and the noise vector \( \epsilon \in \mathbb{R}^P \). For the data point \((x_e, y_e)\) on node \( i \), each element of \( x_e \) is sampled from the normal distribution with mean 0, variance \( i^2 \). \( y_e \) is then set by \( y_e = \text{sign}(x_e^T \tau^* + m \epsilon) \), where \( \text{sign} \) denotes the sign function and \( m = 0.1 \) denotes the noise rate. In the experiment we choose \( p = q = 50 \), and the number of inner-loop and outer-loop iterations as 10 and 100 respectively. \( N \), the number of iterations of the JHIP oracle [11] is 20. The stepizes are \( \eta_x = \eta_y = \gamma = 0.01 \). The number of agents \( n \) is chosen as 20, and the weight parameter \( a = 0.4 \). We plot the logarithm of the norm of the gradient in Figure 1(a). From this figure we see that all three algorithms: DBO (Algorithm 3), DBOGT (Algorithm 4), and DSBO (Algorithm 5) can reduce the gradient to an acceptable level. Moreover, DBO and DBOGT have similar performance, and they are both slightly better than DSBO.

![Figure 1](http://qwone.com/~jason/20Newsgroups/)

(a) Logistic regression on synthetic data. (b) Logistic regression on 20 Newsgroup dataset.

### 4.2 Real-world data

We now conduct the DSBO algorithm on a logistic regression problem on 20 Newsgroup dataset [11]. On node \( i \) we have:

\[
    f_i(\lambda, \tau^*(\lambda)) = \frac{1}{|D_{val}^{(i)}|} \sum_{(x_e, y_e) \in D_{val}^{(i)}} L(x_e^T \tau^*, y_e),
    \]

\[
    g_i(\lambda, \tau) = \frac{1}{|D_{tr}^{(i)}|} \sum_{(x_e, y_e) \in D_{tr}^{(i)}} L(x_e^T \tau, y_e) + \frac{1}{c p \tau} \sum_{i=1}^{c} \sum_{j=1}^{p} e^\lambda \tau_{ij}^2,
    \]

where \( c = 20 \) denotes the number of topics, \( p = 101631 \) is the feature dimension, \( L \) is the cross entropy loss, \( D_{val} \) and \( D_{tr} \) are the validation and training data sets, respectively. Our codes can be seen as decentralized versions of the one provided in [13]. We first set inner and outer stepsizes \( \eta_x = \eta_y = 100 \) (the same as the ones used in [13]), and then compare its performance with different

[http://qwone.com/~jason/20Newsgroups/](http://qwone.com/~jason/20Newsgroups/)
stepsizes. We set the number of inner-loop iterations $T = 10$, the number of outer-loop iterations $K = 30$, the number of agents $n = 20$, and the weight parameter $a = 0.33$. At the end of $j$-th outer-loop iteration we use the average $\tau_j = \frac{1}{n}\sum_{i=1}^{n} \tau_{i,j}$ as the model parameter and then do the classification on the test set to get the test accuracy. In Figure 1(b) we plot the test accuracy of every iteration. From this figure we see that the DSBO algorithm is able to get good test accuracy under different settings of stepsizes.

Finally we apply deterministic DBO and DBOGT algorithms on a data hyper-cleaning problem for MNIST dataset. The purpose is to demonstrate the advantage of the gradient tracking technique. On node $i$ we have:

$$ f_i(\lambda, \tau) = \frac{1}{|D_{val}^{(i)}|} \sum_{(x,e,y_e) \in D_{val}^{(i)}} L(x_e^T \tau, y_e), $$

$$ g_i(\lambda, \tau) = \frac{1}{|D_{tr}^{(i)}|} \sum_{(x,e,y_e) \in D_{tr}^{(i)}} \sigma(\lambda_e) L(x_e^T \tau, y_e) + C_r \|\tau\|^2, $$

where $L$ is the cross-entropy loss and $\sigma(x) = (1 + e^{-x})^{-1}$ is the sigmoid function. The number of inner-loop iterations $T$ and outer-loop iterations $K$ are set as 10 and 30, respectively. The number of agents $n = 20$ and the weight parameter $a = 0.5$. Following [30] the regularization parameter $C_r$ is set as 0.001. We first choose stepsizes similar to those in [13] and then set larger stepsizes. In each iteration we evaluate the norm of the hypergradient at the average of the hyperparameters $\lambda$ and plot the logarithm (base 10) of the norm of the hypergradient versus iteration number in Figure 2.

The Figure 2(a) shows that the performance of DBO and DBOGT are similar when the stepsizes are small. However, the Figure 2(b) shows that DBOGT converges much faster than DBO when the stepsizes are relatively large. This supports the conclusions in Theorem 3.2.

![Figure 2: (a) and (b): Data hyper-cleaning on MNIST](image)

5 Conclusion

In this paper we propose both deterministic and stochastic algorithms for solving decentralized bilevel optimization problems. We obtain sublinear convergence rates when the lower level function is generated by homogeneous data. Moreover, at the price of computing Jacobian matrices, we propose decentralized algorithms with sublinear convergence rates when the lower level function is generated by heterogeneous data. Numerical experiments demonstrate that the proposed algorithms are efficient. It is still an open question whether one can design decentralized optimization algorithms without assuming data homogeneity and deterministic (or stochastic) Jacobian computation. We leave this as a future work.
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We first introduce a few lemmas that are useful in the proofs. The following lemma gives bounds for the convergence analysis.

A Appendix

Convergence analysis

In this section we provide the proofs of convergence results. For convenience, we first list the notation below.

\[ W := (w_{ij}) \in \mathbb{R}^{n \times n} \] is symmetric doubly stochastic, and \( \rho := \max \{ |\lambda_2|, |\lambda_n| \} < 1. \)

\[ X_k := [x_{1,k}, x_{2,k}, ..., x_{n,k}] \in \mathbb{R}^{p \times n}. \]

\[ x_k := \frac{1}{n} \sum_{i=1}^{n} x_{i,k} \in \mathbb{R}^{p}. \]

\[ \partial \Phi(X_k) := [\nabla f_1(x_{1,k}, y_{1,k}^{(T)}), \nabla f_2(x_{2,k}, y_{2,k}^{(T)}), ..., \nabla f_n(x_{n,k}, y_{n,k}^{(T)})] \in \mathbb{R}^{p \times n}. \]

\[ \partial \Phi(X_k) := \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x_{i,k}, y_{i,k}^{(T)}). \]

\[ q_{i,k} := x_{i,k} - x_k = X_k(e_i - \frac{1}{n}). \]

\[ Q_k := [q_{1,k}, q_{2,k}, ..., q_{n,k}] \in \mathbb{R}^{p \times n}. \]

Assume \( x_{i,0} = 0 \) and thus \( Q_0 = 0. \)

\[ r_{i,k} := u_{i,k} - u_k. \]

\[ R_k := [r_{1,k}, r_{2,k}, ..., r_{n,k}] \in \mathbb{R}^{p \times n}. \]

\[ S_K := \sum_{k=1}^{K} \| Q_k \|^2. \]

\[ T_K := \sum_{j=0}^{K} \| \nabla \Phi(x_j) \|^2. \]

\[ E_K := \sum_{j=1}^{K} \sum_{i=1}^{n} \| x_{i,j} - x_{i,j-1} \|^2. \]

When Assumption 2.3 holds, define:

\[ A_K := \sum_{j=0}^{K} \sum_{i=1}^{n} \| y_{i,j}^{(T)} - y_{i,j} \|^2, B_K := \sum_{j=0}^{K} \sum_{i=1}^{n} \| v_{i,j}^* - v_{i,j}^{(0)} \|^2, \]

where

\[ v_{i,j}^* := \left[ \nabla^2 g_i(x_{i,j}, y_{i,j}^*) \right]^{-1} \nabla g_i(x_{i,j}, y_{i,j}^*). \]

\[ \delta_{y}^N := (1 - \frac{2 \varphi L}{\mu + \varphi L})^T, \delta_{K}^N := (\frac{\delta_{y}^N}{\mu + \varphi L})^N. \]

We first introduce a few lemmas that are useful in the proofs. The following lemma gives bounds for matrix 2-norm.

**Lemma A.1.** For any given matrix \( A = (a_1, a_2, ..., a_q) \in \mathbb{R}^{p \times q}, \) we have:

\[ \| a_j \|^2 \leq \| A \|^2 \leq \sum_{i=1}^{q} \| a_i \|^2, \forall j \in \{1, 2, ..., q\}. \]

The following lemma is a common result in decentralized optimization (e.g., [17] Lemma 4).

**Lemma A.2.** Under Assumption 2.3 we have:

\[ \left\| W^k - \frac{J_n}{n} \right\| \leq \rho^k, \forall k \in \{0, 1, 2, \ldots\}. \]
Moreover, Assumptions 2.1 and 2.2. We will make use of these lemmas in our theoretical analysis.

Under Assumptions 2.1 and 2.2 we have:

\[
W^K = P \text{diag}(\lambda_k) P^{-1}, \quad J_n = P \text{diag}(1, 0, 0, \ldots, 0) P^{-1},
\]

and thus:

\[
\left\| W^K - J_n \right\| = \left\| P(\text{diag}(\lambda_k) - \text{diag}(1, 0, 0, \ldots, 0)) P^{-1} \right\| \leq \max\{|\lambda_2|^k, |\lambda_n|^k\} = \rho^k.
\]

The following three lemmas are adopted from Lemma 2.2 in [9]:

**Lemma A.3.** (Hypergradient) Define \( \Phi_i(x) := f_i(x, y^*(x)) \), where \( y^*(x) = \arg\min_{y \in \mathbb{R}^q} g(x, y) \). Under Assumptions 2.1 and 2.2 we have:

\[
\nabla \Phi_i(x) = \nabla_x f_i(x, y^*(x)) - \nabla_x g_i(x, y^*(x)) \left[ \nabla^2 g_i(x, y^*(x)) \right]^{-1} \nabla_y f_i(x, y^*(x)).
\]

Moreover, \( \nabla \Phi_i \) is Lipschitz continuous:

\[
\left\| \nabla \Phi_i(x_1) - \nabla \Phi_i(x_2) \right\| \leq L_\Phi \|x_1 - x_2\|,
\]

with the Lipschitz constant given by:

\[
L_\Phi = L + \frac{2L^2 + Lg_2L_{f,0}}{\mu} + \frac{LL_{f,0}Lg_2 + L^3 + Lg_2L_{f,0}L}{\mu^2} + \frac{Lg_2L^2L_{f,0}}{\mu^3} = \Theta(\kappa^2).
\]

**Remark:** If Assumption 2.4 does not hold, then this hypergradient is completely different from the local hypergradient:

\[
\nabla f_i(x, y^*_i(x)) = \nabla_x f_i(x, y^*_i(x)) - \nabla_x g_i(x, y^*_i(x)) \left[ \nabla^2 g_i(x, y^*_i(x)) \right]^{-1} \nabla_y f_i(x, y^*_i(x)), \quad (9)
\]

where \( y^*_i(x) = \arg\min_{y \in \mathbb{R}^q} g_i(x, y) \).

**Lemma A.4.** Define:

\[
\nabla f_i(x, y) = \nabla_x f_i(x, y) - \nabla_x g_i(x, y) \left[ \nabla^2 g_i(x, y) \right]^{-1} \nabla_y f_i(x, y).
\]

Under the Assumption 2.7 we have:

\[
\left\| \nabla f_i(x, y) - \nabla f_i(\tilde{x}, \tilde{y}) \right\| \leq L_f \| (x, y) - (\tilde{x}, \tilde{y}) \|,
\]

where the Lipschitz constant is given by:

\[
L_f = L + \frac{L^2}{\mu} + L_{f,0} \left[ \frac{Lg_2}{\mu} + \frac{Lg_2L}{\mu^2} \right] = \Theta(\kappa^2).
\]

**Lemma A.5.** Suppose Assumptions 2.7 and 2.2 hold, then we have:

\[
\left\| y^*_i(x_1) - y^*_i(x_2) \right\| \leq \kappa \| x_1 - x_2 \|, \quad \forall i \in \{1, 2, \ldots, n\}.
\]

These lemmas basically reveal some nice properties of functions in bilevel optimization under Assumptions 2.1 and 2.2. We will make use of these lemmas in our theoretical analysis.

**Lemma A.6.** If the iterates satisfy:

\[
x_{k+1} = x_k - \eta_x \partial \Phi(X_k), \quad \text{where} \ 0 < \eta_x \leq \frac{1}{L_\Phi},
\]

then we have the following inequality holds:

\[
\frac{1}{K} \sum_{k=0}^{K} \left\| \nabla \Phi(x_k) \right\|^2 \leq \frac{2}{\eta_x (K + 1)} \left( \Phi(x_0) - \inf_x \Phi(x) \right) + \frac{1}{K + 1} \sum_{k=0}^{K} \left\| \partial \Phi(X_k) - \nabla \Phi(x_k) \right\|^2.
\]

(10)
Proof. Since $\Phi(x)$ is $L_\Phi$-smooth, we have:
\[
\Phi(x_{k+1}) - \Phi(x_k) \leq \nabla \Phi(x_k)^T (-\eta_k \nabla \Phi(x_k)) + \frac{L_\Phi \eta_k^2}{2} \|\nabla \Phi(x_k)\|^2 = \frac{L_\Phi \eta_k^2}{2} \|\nabla \Phi(x_k)\|^2 - \eta_k \nabla \Phi(x_k)^T \nabla \Phi(x_k)
\]
\[
= \frac{L_\Phi \eta_k^2}{2} \|\nabla \Phi(x_k)\|^2 - \frac{L_\Phi \eta_k^2}{2} \|\nabla \Phi(x_k)\|^2.
\]
where the second inequality is due to Young’s inequality and $\eta_k \leq \frac{1}{L_\Phi}$. Therefore, we have:
\[
\|\nabla \Phi(x_k)\|^2 \leq \frac{2}{\eta_k} \Phi(x_k) - \Phi(x_{k+1}) + \|\nabla \Phi(x_k)\|^2.
\] (11)
Summing (11) over $k = 0, \ldots, K$, yields:
\[
\sum_{k=0}^K \|\nabla \Phi(x_k)\|^2 \leq \frac{2}{\eta_k} (\Phi(x_0) - \Phi(x_{K+1})) + \sum_{k=0}^K \|\nabla \Phi(x_k) - \nabla \Phi(x_k)\|^2,
\]
which completes the proof.

We have the following lemma which provides an upper bound for $E_K$:

**Lemma A.7.** In each iteration, if we have $x_{k+1} = x_k - \eta_k \nabla \Phi(x_k)$, then the following inequality holds:
\[
E_K \leq 8nS_K + 4m\eta_k^2 \sum_{j=0}^{K-1} \|\nabla \Phi(x_j) - \nabla \Phi(x_j)\|^2 + 4m\eta_k^2 T_{K-1}.
\]

Proof. By the definition of $E_K$, we have:
\[
E_K = \sum_{j=1}^K \sum_{i=1}^n \|x_{i,j} - x_{i,j-1}\|^2 = \sum_{j=1}^K \sum_{i=1}^n \|x_{i,j} - x_{i,j-1} + x_{i,j-1} - x_{i,j-1}\|^2
\]
\[
= \sum_{j=1}^K \sum_{i=1}^n \|q_{i,j} - \eta_k \nabla \Phi(x_{j-1}) - \nabla \Phi(x_{j-1})\|^2
\]
\[
\leq 4 \sum_{j=1}^K \sum_{i=1}^n \|q_{i,j}\|^2 + \eta_k^2 \|\nabla \Phi(x_{j-1}) - \nabla \Phi(x_{j-1})\|^2 + \eta_k^2 \|\nabla \Phi(x_{j-1})\|^2 + \|q_{i,j-1}\|^2
\]
\[
\leq 4n \sum_{j=1}^K (\|Q_j\|^2 + \|Q_j\|^2 + \eta_k^2 \|\nabla \Phi(x_{j-1})\|^2 + \eta_k^2 \|\nabla \Phi(x_{j-1})\|^2)
\]
\[
\leq 8nS_K + 4m\eta_k^2 \sum_{j=0}^{K-1} \|\nabla \Phi(x_j) - \nabla \Phi(x_j)\|^2 + 4m\eta_k^2 T_{K-1},
\]
where the second inequality is by the definition of $Q_j$, the third inequality is by the definition of $S_K$ and $Q_0 = 0$, the last equality is by the definition of $T_{K-1}$.

Next we give bounds for $A_K$ and $B_K$.

**Lemma A.8.** Under Assumption 2.2 if we properly choose $\eta_y$, $T$ and $N$ in Algorithm 3 and 4 such that:
\[
\eta_y \leq \frac{2}{\mu + L}, \quad \delta_\eta < \frac{1}{3}, \quad \delta_N < \frac{1}{8K},
\] (12)
then the following inequalities hold:

\[ A_K \leq 3\delta_0^T (c_1 + 2\kappa^2E_K), \quad B_K \leq 2c_2 + 2d_1 A_{K-1} + 2d_2 E_K, \]

where the constants are defined as follows:

\[ c_1 = \sum_{i=1}^n \|y_{i,0}^{(0)} - y_i^*(x_{i,0})\|^2, \quad c_2 = \sum_{i=1}^n \|v_{i,0}^* - e_i(0)\|^2, \]

\[ d_1 = 4(1 + \sqrt{\kappa})^2(\kappa + \frac{Lg_0 Lf_0}{\mu^2})^2 = \Theta(\kappa^5), \quad d_2 = 2(\kappa^2 + \frac{2L_f \kappa}{\mu} + \frac{2L_f \kappa^2}{\mu})^2 = \Theta(\kappa^6). \]

**Proof.** Recall that \( A_K := \sum_{j=0}^K \sum_{i=1}^n \|y_{i,j}^{(T)} - y_i^*(x_{i,j})\|^2 \). In order to bound \( A_K \), we bound each term as follows.

\[ \|y_{i,j}^{(T)} - y_i^*(x_{i,j})\|^2 = \|y_{i,j}^{(T-1)} - \eta_y \nabla_y g(x_{i,j}, y_{i,j}^{(T-1)}) - y_i^*(x_{i,j})\|^2 \]

\[ = \|y_{i,j}^{(T-1)} - y_i^*(x_{i,j})\|^2 - 2\eta_y \nabla_y g_i(x_{i,j}, y_{i,j}^{(T-1)})^T (y_{i,j}^{(T-1)} - y_i^*(x_{i,j})) + \eta_y^2 \|\nabla_y g_i(x_{i,j}, y_{i,j}^{(T-1)})\|^2 \]

\[ \leq (1 - \frac{2\eta_y \mu L}{\mu + L}) \|y_{i,j}^{(T-1)} - y_i^*(x_{i,j})\|^2 + \eta_y (\eta_y - \frac{2}{\mu + L}) \|\nabla_y g_i(x_{i,j}, y_{i,j}^{(T-1)})\|^2 \]

\[ \leq (1 - \frac{2\eta_y \mu L}{\mu + L}) \|y_{i,j}^{(T-1)} - y_i^*(x_{i,j})\|^2 \]

\[ \leq \delta_0^T \|y_{i,j}^{(0)} - y_i^*(x_{i,j})\|^2, \]

where the first inequality follows from the strong-convexity and smoothness of the function \( g \) [24 Theorem 2.1.12], and the second inequality holds since we have \( \eta_y \leq \frac{2}{\mu + L} \). We further have:

\[ \|y_{i,j}^{(0)} - y_i^*(x_{i,j})\|^2 = \|y_{i,j-1}^{(T)} - y_i^*(x_{i,j-1}) + y_i^*(x_{i,j-1}) - y_i^*(x_{i,j})\|^2 \]

\[ \leq 2\|y_{i,j-1}^{(T)} - y_i^*(x_{i,j-1})\|^2 + \|y_i^*(x_{i,j-1}) - y_i^*(x_{i,j})\|^2 \]

\[ \leq 2\delta_0^T \|y_{i,j-1}^{(0)} - y_i^*(x_{i,j-1})\|^2 + 2\kappa^2 \|x_{i,j-1} - x_{i,j}\|^2 \]

\[ \leq \frac{2}{3} \|y_{i,j-1}^{(0)} - y_i^*(x_{i,j-1})\|^2 + 2\kappa^2 \|x_{i,j-1} - x_{i,j}\|^2, \]

where the second inequality is by (14) and Lemma A.5, and the last inequality is by the condition (12). Taking summation on both sides, we get

\[ \sum_{j=1}^K \sum_{i=1}^n \|y_{i,j}^{(0)} - y_i^*(x_{i,j})\|^2 \]

\[ \leq \frac{2}{3} \sum_{j=1}^K \sum_{i=1}^n \|y_{i,j-1}^{(0)} - y_i^*(x_{i,j-1})\|^2 + 2\kappa^2 \sum_{j=1}^K \sum_{i=1}^n \|x_{i,j} - x_{i,j-1}\|^2 \]

\[ \leq \frac{2}{3} \sum_{j=0}^K \sum_{i=1}^n \|y_{i,j}^{(0)} - y_i^*(x_{i,j})\|^2 + 2\kappa^2 E_K \]

\[ \leq \frac{2}{3} c_1 + \frac{2}{3} \sum_{j=1}^K \sum_{i=1}^n \|y_{i,j}^{(0)} - y_i^*(x_{i,j})\|^2 + 2\kappa^2 E_K, \]

which directly implies:

\[ \sum_{j=1}^K \sum_{i=1}^n \|y_{i,j}^{(0)} - y_i^*(x_{i,j})\|^2 \leq 2c_1 + 6\kappa^2 E_K. \]
Combining (14) and (15) leads to:

\[ A_K = \sum_{j=0}^{K} \sum_{i=1}^{n} \| y_{i,j}^T - y_i^* (x_{i,j}) \|^2 \leq \delta_y^2 \sum_{j=0}^{K} \sum_{i=1}^{n} \| y_i^{(0)} - y_i^* (x_{i,j}) \|^2 \]

\[ \leq \delta_y^2 (c_1 + 2c_1 + \kappa^2 E_K) = 3\delta_y^2 (c_1 + 2\kappa^2 E_K). \]

We then consider the bound for \( B_K \). Recall that:

\[ v_{i,k}^* = \left[ \nabla_y^2 g_i (x_{i,k}, y_i^* (x_{i,k})) \right]^{-1} \nabla_y f_i (x_{i,k}, y_i^* (x_{i,k})), \]

which is the solution of the linear system \( \left[ \nabla_y^2 g_i (x_{i,k}, y_i^* (x_{i,k})) \right] v = \nabla_y f_i (x_{i,k}, y_i^* (x_{i,k})) \) in the AID-based approach in Algorithm 2. Note that \( v_{i,k}^* \) is a function of \( x_{i,k} \), and it is \((\kappa^2 + \frac{2L_f g \mu}{\mu^2} + \frac{2L_f g L_K}{\mu^2})\). Lipschitz continuous with respect to \( x_{i,k} \) [13]. For each term in \( B_K \), we have:

\[ \| v_{i,j}^* - v_{i,j}^{(0)} \|^2 \leq 2(\| v_{i,j-1}^* - v_{i,j-1}^{(N)} \|^2 + \| v_{i,j}^* - v_{i,j-1}^* \|^2) \]

\[ \leq 4(1 + \sqrt{\kappa})^2 (\kappa - \frac{L_g 2 L \mu}{\mu^2})^2 \| y_{i,j-1}^* - y_i^* (x_{i,j-1}) \|^2 \]

\[ + 4\kappa \left( \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} \right)^2 \| v_{i,j-1}^* - v_{i,j-1}^{(0)} \|^2 + 2(\kappa^2 + \frac{2L_f g \mu}{\mu^2} + \frac{2L_f g L_K}{\mu^2})^2 \| x_{i,j} - x_{i,j-1} \|^2, \]

where the second inequality follows [13] Lemma 4. Taking summation over \( i, j \), we get

\[ \sum_{j=1}^{K} \sum_{i=1}^{n} \| v_{i,j}^* - v_{i,j}^{(0)} \|^2 \leq d_1 A_{K-1} + 4\kappa \delta_y^N B_{K-1} + d_2 E_K \leq d_1 A_{K-1} + \frac{1}{2} B_K + d_2 E_K, \]

(16)

where the last inequality holds since we pick \( N \) such that \( 4\kappa \delta_y^N < \frac{1}{2} \). Therefore, we can get:

\[ B_K \leq c_2 + d_1 A_{K-1} + \frac{1}{2} B_K + d_2 E_K \Rightarrow B_K \leq 2c_2 + 2d_1 A_{K-1} + 2d_2 E_K, \]

which completes the proof. \( \square \)

The following lemmas give bounds on \( \sum \| \partial \Phi (X_k) - \nabla \Phi (\pi_k) \|^2 \) in (11). We first consider the case when the Assumption 2.4 holds. In this case, the outer loop computes the hypergradient via AID-based approach. Therefore, we borrow [13] Lemma 3 and restate it as follows.

**Lemma A.9.** [13] Lemma 3) Suppose Assumptions 2.1, 2.2 and 2.4 hold, then we have:

\[ \| \nabla f_i (x_{i,j}, y_{i,j}^{(T)}) - \nabla f_i (x, y_i^* (x)) \|^2 \leq \Gamma \| y_i^* (x_{i,j}) - y_i^{(T)} \|^2 + 6L^2_2 (\frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1})^{2N} \| v_{i,j}^* - v_{i,j}^{(0)} \|^2, \]

where the constant \( \Gamma \) is

\[ \Gamma = 3L^2 + \frac{3L_g^2 2 L_f 0}{\mu^2} + 6L^2 (1 + \sqrt{\kappa})^2 \left( \kappa + \frac{L_g 2 L_f 0}{\mu^2} \right)^2 = \Theta(\kappa^5). \]

Next, we are ready to bound \( \sum \| \partial \Phi (X_k) - \nabla \Phi (\pi_k) \|^2 \) when Assumption 2.4 holds.

**Lemma A.10.** Under Assumption 2.4 we have:

\[ \sum_{k=0}^{K} \| \partial \Phi (X_k) - \nabla \Phi (\pi_k) \|^2 \leq 2L^2_2 S_k + \frac{2\Gamma}{n} A_K + \frac{12L^2_2 \kappa}{n} \delta_y^N B_K. \]

(17)

**Proof.** Under Assumption 2.4 we know \( g_i = g \), and thus from (4) and (5) we have

\[ \nabla \Phi_i (\pi_k) = \nabla f_i (\pi_k, y_i^* (\pi_k)). \]
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Therefore, we have

\[
\|\partial \Phi(x_k) - \nabla \Phi(x)\|^2 = \frac{1}{n^2} \left\| \sum_{i=1}^{n} \left[ \nabla f_i(x_{i,k}, y_{i,k}^T) - \nabla f_i(x_k, y^*(x_k)) \right] \right\|^2 \\
\leq \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f_i(x_{i,k}, y_{i,k}^T) - \nabla f_i(x_k, y^*(x_k)) \right\|^2 \\
\leq \frac{2}{n} \sum_{i=1}^{n} \left( \| \nabla f_i(x_{i,k}, y_{i,k}^T) - \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) \|^2 + \| \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) - \nabla f_i(x_k, y^*(x_k)) \|^2 \right) \\
\leq \frac{2}{n} \sum_{i=1}^{n} \left( \| \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) - \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) \|^2 + \| \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) - \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) \|^2 \right) \\
\leq \frac{2}{n} \sum_{i=1}^{n} \left( \| \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) - \nabla f_i(x_{i,k}, y_{i,k}^*(x_{i,k})) \|^2 + \frac{12 L_k^2}{n} \delta_k^N \sum_{i=1}^{n} \| v_{i,k}^* - v_{i,k}^0 \|^2 + 2L_k^2 \| Q_k \|^2, \right)
\]

where the first inequality follows from the convexity of \(\| \cdot \|^2\), the third inequality follows from Lemma A.9 and Assumption 2.4, the last inequality is by Lemma A.3.

\[
\| \nabla f_i(x_{i,k}, y^*(x_{i,k})) - \nabla f_i(x_{i,k}, y^*(x_{i,k})) \|^2 = \| \nabla \Phi_i(x_{i,k}) - \nabla \Phi_i(x_{i,k}) \|^2 \\
\leq L_k^2 \| x_{i,k} - x_k \|^2 = L_k^2 \| q_k \|^2 \leq L_k^2 \| Q_k \|^2.
\]

Taking summation on both sides, we get:

\[
\sum_{k=0}^{K} \| \partial \Phi(x_k) - \nabla \Phi(x) \|^2 \leq 2L_k^2 S_K + \frac{2}{n} A_K + \frac{12 L_k^2}{n} \delta_k^N B_K. \quad (18)
\]

We now consider the case when Assumption 2.4 does not hold. In this case, our target in the lower level problem is

\[
y^*(x_k) = \arg\min_y \frac{1}{n} \sum_{i=1}^{n} g_i(x_k, y). \quad (19)
\]

However, the update in our decentralized algorithm (e.g. line 8 of Algorithm 3) aims at solving

\[
y_k^* := \arg\min_y \frac{1}{n} \sum_{i=1}^{n} g_i(x_{i,k}, y), \quad (20)
\]

which is completely different from our target [19]. To resolve this problem, we introduce the following lemma to characterize the difference:

**Lemma A.11.** The following inequality holds:

\[
\| y_k^* - y^*(x_k) \| \leq \kappa \sum_{i=1}^{n} \| x_{i,k} - x_k \| \leq \kappa \| Q_k \|.
\]

**Proof.** By optimality conditions of (19) and (20), we have:

\[
\frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_{i,k}, y_k^*) = 0, \quad \frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_k, y^*(x_k)) = 0.
\]

Combining with the strongly convexity and the smoothness of \(g_i\) yields:

\[
\| \frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_k, y_k^*) \| = \| \frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_k, y_k^*) \| = \| \frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_k, y^*(x_k)) \| \geq \mu \| y_k^* - y^*(x_k) \|, \\
\| \frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_k, y_k^*) \| = \| \frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_k, y_k^*) \| = \| \frac{1}{n} \sum_{i=1}^{n} \nabla_y g_i(x_{i,k}, y_k^*) \| \leq \frac{L}{n} \sum_{i=1}^{n} \| x_{i,k} - x_k \|.
\]
Therefore, we obtain the following inequality:
\[
\|\tilde{y}_k^* - y^*(\bar{x}_k)\| \leq \frac{\kappa}{n} \sum_{i=1}^{n} \|x_{i,k} - \bar{x}_k\| = \frac{\kappa}{n} \sum_{i=1}^{n} \|q_{i,k}\| \leq \kappa\|Q_k\|,
\]
where the last inequality is by Lemma A.1.

Notice that in the inner loop of Algorithms 3 and 4, i.e., Lines 4-11 of Algorithm 5, \(g_{i,k}\) converges to \(\tilde{y}_k\), and the rates are characterized by [25,27,37,28] (e.g., Corollary 4.7 in [25], Theorem 10 in [23] and Theorem 1 in [27]). We include all the convergence rates here.

**Lemma A.12.** Suppose Assumption 2.4 does not hold. We have:

- In Algorithm 3 there exists \(\eta_y^{(t)} = O(\frac{1}{t})\) such that \(\frac{1}{n} \sum_{i=1}^{n} \|y_{i,k}^{(T)} - \tilde{y}_k\|^2 \leq \frac{C_3}{T}\);
- In Algorithm 4 there exists a constant \(\eta_y\) such that \(\frac{1}{n} \sum_{i=1}^{n} \|y_{i,k}^{(T)} - \tilde{y}_k\|^2 \leq C_2\alpha_1\); and
- In Algorithm 5 there exists \(\eta_y^{(t)} = O(\frac{1}{t})\) such that \(\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[\|y_{i,k}^{(T)} - \tilde{y}_k\|^2\right] \leq \frac{C_3}{T}\).

Here \(C_1, C_2, C_3\) are positive constant and \(\alpha_1 \in (0, 1)\).

Besides, the JHIP oracle (Algorithm 1) also performs standard decentralized optimization with gradient tracking in deterministic case (Algorithms 3 and 4) and stochastic case (Algorithm 5). We have:

**Lemma A.13.** In Algorithm 7 we have:

- For deterministic case, there exists a constant \(\gamma\) such that if \(\gamma_t \equiv \gamma\) then \(\|Z_i^{(t)} - Z^*\|^2 \leq C_4\alpha_2\). (See [28]).
- For stochastic case and there exists a diminishing stepsize sequence \(\gamma_t = O(\frac{1}{t})\), such that \(\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[\|Z_i^{(t)} - Z^*\|^2\right] \leq \frac{C_5}{T}\). (See [37]).

Here \(C_4, C_5\) are positive constant, and \(\alpha_2 \in (0, 1)\). Here the optimal solution is denoted by \((Z^*)^T = [\sum_{i=1}^{n} J_i][\sum_{i=1}^{n} H_i]^{-1}\).

For simplicity we define:
\[
C = \max\{C_4, C_2, C_3, C_4, C_5\}, \quad \alpha = \max\{\alpha_1, \alpha_2\}.
\]

Since the objective functions mentioned in Lemma A.12 (the lower level function \(g\)) and A.13 (the objective in (7)) are strongly convex, we know \(C\) and \(\alpha\) only depend on \(\lambda, \mu, \rho\) and the stepsize (only when it is a constant). For example \(\alpha_2\) in Lemma A.13 only depends on the spectral radius of \(H_i\), smallest eigenvalue of \(H_i, \rho\) and \(\gamma\).

For heterogeneous data on \(g\) we have a different error estimation.

**Lemma A.14.** Suppose Assumption 2.4 does not hold. In Algorithm 3 and 4 we have:
\[
\|\nabla f_i(x_{i,k}, y_{i,k}^{(T)}) - \nabla f_i(x_{i,k}, \tilde{y}_k)\|^2 \leq 3L^2(1 + \kappa^2)\|y_{i,k}^{(T)} - \tilde{y}_k\|^2 + 3L^2f_0\alpha^N. \tag{21}
\]

**Proof.** Note that:
\[
\begin{align*}
\hat{\nabla} f_i(x_{i,k}, y_{i,k}^{(T)}) &= \nabla_x f_i(x_{i,k}, y_{i,k}^{(T)}) - \left[Z_i^{(N)}\right]^T \nabla_y f_i(x_{i,k}, y_{i,k}^{(T)}), \\
\tilde{\nabla} f_i(x_{i,k}, \tilde{y}_k) &= \nabla_x f_i(x_{i,k}, \tilde{y}_k) - \nabla_x g(x_{i,k}, \tilde{y}_k)\nabla_y g(x_{i,k}, \tilde{y}_k)^{-1}\nabla_y f_i(x_{i,k}, \tilde{y}_k).
\end{align*}
\]
Then we know:
\[
\|\tilde{\nabla} f_i(x_{i,k}, y_i^{(T)}) - \tilde{\nabla} f_i(x_{i,k}, \tilde{y}_i^*)\|^2 \leq 3\|\nabla_x f_i(x_{i,k}, y_i^{(T)}) - \nabla_x f_i(x_{i,k}, \tilde{y}_i^*)\|^2
\]
\[
+ 3\left[\left[Z_i^{(N)}\right]^T \nabla g(x_{i,k}, \tilde{y}_i^*) \nabla_y g(x_{i,k}, \tilde{y}_i^*)^{-1}\right] \nabla_y f_i(x_{i,k}, y_i^{(T)})
\]
\[
+ 3\left[\nabla g(x_{i,k}, \tilde{y}_i^*) \nabla g(x_{i,k}, \tilde{y}_i^*)^{-1}\right] \nabla_y f_i(x_{i,k}, y_i^{(T)}) - \nabla y f_i(x_{i,k}, \tilde{y}_i^*)\right\|^2
\]
\[
\leq 3L^2\|y_i^{(T)} - \tilde{y}_i^*\|^2 + 3L_{f,0}^2C\alpha^N + 3L_{f,0}^2\kappa^2\|y_i^{(T)} - \tilde{y}_i^*\|^2
\]
\[
= 3L^2(1 + \kappa^2)\|y_i^{(T)} - \tilde{y}_i^*\|^2 + 3L_{f,0}^2C\alpha^N.
\]

Notice that we have: \(Z_i^{(N)}\) is \(\nabla g(x_{i,k}, y_i^*)\) of the inner loop iterates, so the second inequality is by Assumption 2.4 and Lemma A.13.

**Lemma A.15.** Suppose Assumption 2.4 does not hold, then in Algorithms 3 and 4 we have:
\[
\|\partial \Phi(X_k) - \partial \Phi(\bar{X}_k)\|^2 \leq 6(L^2(1 + \kappa^2))C\alpha^T + 6L_{f,0}^2C\alpha^N + 2(L_{f,0}^2 + L_{f,0}^2\kappa^2)\|Q_k\|^2.
\] (22)

**Proof.** We have:
\[
\|\partial \Phi(X_k) - \partial \Phi(\bar{X}_k)\|^2 = \frac{1}{n}^2\sum_{i=1}^n \left[\tilde{\nabla} f_i(x_{i,k}, y_i^{(T)}) - \nabla f_i(\bar{X}_k, \bar{y}^*(\bar{X}_k))\right]^2
\]
\[
\leq \frac{1}{n}\sum_{i=1}^n \left[\tilde{\nabla} f_i(x_{i,k}, y_i^{(T)}) - \nabla f_i(\bar{X}_k, \bar{y}^*(\bar{X}_k))\right]^2
\]
\[
\leq \frac{2}{n}\sum_{i=1}^n \left[\|\tilde{\nabla} f_i(x_{i,k}, y_i^{(T)}) - \nabla f_i(x_{i,k}, \tilde{y}_i^*)\|^2 + \|\nabla f_i(x_{i,k}, \tilde{y}_i^*) - \nabla f_i(\bar{X}_k, \bar{y}^*(\bar{X}_k))\|^2\right]
\]
\[
\leq \frac{2}{n}\sum_{i=1}^n (3L^2(1 + \kappa^2))\|y_i^{(T)} - \tilde{y}_i^*\|^2 + 3L_{f,0}^2C\alpha^N + L_{f,0}^2\|y_i^{(T)} - \bar{y}_i\|^2 + L_{f,0}^2\|y_i^{(T)} - \bar{y}_i\|^2
\]
\[
\leq \frac{2}{n}\sum_{i=1}^n (3L^2(1 + \kappa^2))\|y_i^{(T)} - \tilde{y}_i^*\|^2 + 3L_{f,0}^2C\alpha^N + L_{f,0}^2\|y_i^{(T)}\|^2 + L_{f,0}^2\kappa^2\|Q_k\|^2
\]
\[
= \frac{6L^2(1 + \kappa^2)}{n}\sum_{i=1}^n \|y_i^{(T)} - \tilde{y}_i^*\|^2 + 6L_{f,0}^2C\alpha^N + 2(L_{f,0}^2 + L_{f,0}^2\kappa^2)\|Q_k\|^2,
\]
where the third inequality is due to Lemma A.14 and Lemma A.4. The last inequality is by Lemma A.11. Notice that \(\frac{1}{n}\sum_{i=1}^n \|y_i^{(T)} - \tilde{y}_i^*\|^2\) in the first term denotes the error of the inner loop iterates. In both DBO (Algorithm 3) and DBOGT (Algorithm 4), the inner loop performs a decentralized gradient descent with gradient tracking. By Lemma A.12, we have the error bound \(\frac{1}{n}\sum_{i=1}^n \|y_i^{(T)} - \tilde{y}_i^*\|^2 \leq C\alpha^T\), which completes the proof.

**A.1 Proof of the DBO convergence**

In this section we will prove the following convergence result of the DBO algorithm:

**Theorem A.16.** In Algorithm 3, suppose Assumptions 2.1, 2.2 and 2.3 hold. If Assumption 2.4 holds, then by setting \(\eta_x \leq \frac{1}{\max\{\kappa, \sqrt{\kappa}\}}, \eta_y \leq \frac{2}{\mu L}, T = \Theta(\log(\kappa)), N = \Theta(\log(\kappa))\), we have:
\[
\frac{1}{K+1} \sum_{j=0}^K \|\nabla \Phi(\bar{X}_j)\|^2 \leq \frac{4}{\eta_x(K+1)}(\Phi(\bar{x}_0) - \inf_x \Phi(x)) + \frac{1272L_{f,0}^2(1 + \kappa^2)^2}{(1 - \rho)^2} + \frac{C_1}{K+1}.
\]

If Assumption 2.4 does not hold, then by setting \(\eta_x \leq \frac{1}{\kappa}, \eta_y = \Theta(1)\), we have:
\[
\frac{1}{K+1} \sum_{j=0}^K \|\nabla \Phi(\bar{X}_j)\|^2 \leq \frac{4nL_{f,0}^2(1 + \kappa^2)^2}{(1 - \rho)^2} + C_1 + C_2,
\]
where \(C_1 = \Theta(1), C = \Theta(1)\) and \(\tilde{C}_1 = \Theta(1 + \kappa^2)\).
We first consider bounding the consensus error estimation for DBO:

**Lemma A.17.** In Algorithm 3 we have

\[ S_K := \sum_{k=1}^{K} \| Q_k \|^2 < \frac{\eta_x^2}{(1-\rho)^2} \sum_{j=0}^{K-1} \sum_{i=1}^{n} \| \nabla f_i(x_{i,j}, y_{i,j}^{(T)}) \|^2. \]

**Proof.** Note that the \( x \) update can be written as

\[ X_k = X_{k-1} W - \eta_x \partial \Phi(X_{k-1}), \]

which indicates

\[ x_k = x_{k-1} - \eta_x \partial \Phi(X_{k-1}). \]

By definition of \( q_{i,k} \), we have

\[ q_{i,k+1} = \sum_{j=1}^{n} w_{ij} x_{j,k} - \eta_x \hat{\nabla} f(x_{i,k}, y_{i,k}^{(T)}) - (\hat{x}_k - \eta_x \partial \Phi(X_k)) \]

\[ = \sum_{j=1}^{n} w_{ij} (x_{j,k} - \hat{x}_k) - \eta_x (\hat{\nabla} f(x_{i,k}, y_{i,k}^{(T)}) - \partial \Phi(X_k)) \]

\[ = Q_k W e_i - \eta_x \partial \Phi(X_k)(e_i - \frac{1}{n}), \]

where \( W \) is symmetric.

Therefore, the update for the matrix \( Q_{k+1} \) is

\[ Q_{k+1} = Q_k W - \eta_x \partial \Phi(X_k)(I - \frac{J_n}{n}) \]

\[ = (Q_{k-1} W - \eta_x \partial \Phi(X_{k-1})(I - \frac{J_n}{n}))W - \eta_x \partial \Phi(X_k)(I - \frac{J_n}{n}) \]

\[ = Q_0 W^{k+1} - \eta_x \sum_{i=0}^{k} (\partial \Phi(X_i)(I - \frac{J_n}{n})W^{k-i}) \]

\[ = -\eta_x \sum_{i=0}^{k} \partial \Phi(X_i)(W^{k-i} - \frac{J_n}{n}), \]

where the last equality is obtained by \( Q_0 = 0 \) and \( J_n W = J_n \). By Cauchy-Schwarz inequality, we have the following estimate

\[ \| Q_{k+1} \|^2 = \eta_x^2 \| \sum_{i=0}^{k} \partial \Phi(X_i)(W^{k-i} - \frac{J_n}{n}) \|^2 \]

\[ \leq \eta_x^2 \sum_{i=0}^{k} \rho^{k-i} \| \partial \Phi(X_i) \|^2 \left( \sum_{i=0}^{k} \frac{1}{\rho^{k-i}} \| W^{k-i} - \frac{J_n}{n} \|^2 \right) \]

\[ \leq \eta_x^2 \sum_{i=0}^{k} \rho^{k-i} \| \partial \Phi(X_i) \|^2 \left( \sum_{i=0}^{k} \rho^{k-i} \right) \]

\[ \leq \eta_x^2 \frac{1}{1-\rho} \left( \sum_{i=0}^{k} \rho^{k-i} \| \partial \Phi(X_i) \|^2 \right), \]

where the second inequality is obtained by Lemma A.2. Recall the definition of \( \partial \Phi(X_k) \):

\[ \partial \Phi(X_k) = [\nabla f_1(x_{1,k}, y_{1,k}^{(T)}), \nabla f_2(x_{2,k}, y_{2,k}^{(T)}), ..., \nabla f_n(x_{n,k}, y_{n,k}^{(T)})] \in \mathbb{R}^{p \times n}. \]

**Lemma A.11** further indicates:

\[ \| Q_{k+1} \|^2 < \frac{\eta_x^2}{1-\rho} \left( \sum_{j=0}^{k} \rho^{k-j} \| \partial \Phi(X_j) \|^2 \right) \leq \frac{\eta_x^2}{1-\rho} \left( \sum_{j=0}^{k} \rho^{k-j} \sum_{i=1}^{n} \| \nabla f_i(x_{i,j}, y_{i,j}^{(T)}) \|^2 \right) \]

\[ = \frac{\eta_x^2}{1-\rho} \sum_{i=1}^{n} \sum_{j=0}^{k} \rho^{k-j} \| \nabla f_i(x_{i,j}, y_{i,j}^{(T)}) \|^2. \]
We first consider the case when Assumption 2.4 holds. In this case, we obtain the following lemma.

where the second inequality is via the Assumption 2.1, the last inequality is based on the convergence where the second equality holds since we can change the order of summation.

Proof. By Lemmas A.17 and A.18, we have:

Suppose Assumptions 2.1, 2.2, and 2.4 hold, then we have:

\[ S_K < \frac{2\eta_k^2}{(1-\rho)^2} \left( L^2 \kappa \delta^2 \right) B_{K-1} + nK(1+\kappa)^2L^2_{f,0}. \]

Proof. By Lemmas A.17 and A.18 we have:

We are ready to prove the main results in Theorem A.16. We first summarize main results in Lemmas A.19, A.8, and A.7:

\[ S_K < \frac{2\eta_k^2}{(1-\rho)^2} \left( L^2 \kappa \delta^2 \right) B_{K-1} + nK(1+\kappa)^2L^2_{f,0}, \]

\[ A_K \leq 3\delta_k^2(c_1 + 2K^2E_K) \quad B_K \leq 2c_2 + 2d_1A_{K-1} + 2d_2E_K, \]

\[ E_K \leq 8nS_K + 4m^2 \sum_{j=0}^{K-1} \| \nabla \Phi(X_j) - \nabla \Phi(x_j^*) \|^2 + 4m^2T_{K-1}. \]
The next lemma proves the first part of Theorem A.16.

**Lemma A.20.** Suppose the assumptions of Lemma A.8 hold. Further Set $N = \Theta(\log(\kappa))$, $\eta_x = \Theta\left(\frac{1}{\sqrt{n\kappa}}\right)$ such that:

\[
\delta_N^\kappa < \min\left\{\frac{L_\Phi^2}{L^2\kappa d_1\kappa^2 + 2d_2\kappa^6}, \kappa^{-6}\right\} = \Theta(\kappa^{-6}), \quad \delta_T^\kappa < \min\left\{\frac{L_\Phi^2}{12\Gamma \kappa^2}, \kappa^{-5}\right\} = \Theta(\kappa^{-5}),
\]

\[
\eta_x < \frac{1 - \rho}{130\sqrt{nL_\Phi}} \text{ (which implies } \eta_x < \frac{(1 - \rho)}{4\sqrt{2nL_\Phi}}\text{)}, \quad 106L_\Phi^2 \cdot \frac{16nL_\Phi^n}{(1 - \rho)^2} + 52\eta_x^2L_\Phi^2 < \frac{1}{3},
\]

we have:

\[
\frac{1}{K + 1} \sum_{j=0}^{K} \|\nabla \Phi(x_j)\|^2 \leq \frac{4}{\eta_x(K + 1)}(\Phi(\bar{x}_0) - \inf_x \Phi(x)) + \frac{1272nL_\Phi^2L_{f,0}^2(1 + \kappa)^2}{(1 - \rho)^2} + \frac{C_1}{K + 1},
\]

where the constant is given by:

\[
C_1 = 106L_\Phi^2 \cdot \frac{6\eta_x^2}{(1 - \rho)^2}L^2\kappa\delta_N^\kappa (2c_2 + 2d_1c_1) + \frac{18L^2\kappa\delta_N^\kappa (2c_2 + 2d_1c_1) + 9nL_\Phi^n\kappa\delta_T^\kappa}{n}
\]

\[
= \Theta(n^2\delta_N^\kappa \kappa^{12} + \kappa^5\delta_T^\kappa) = \Theta(1).
\]

**Proof.** For $B_K$ we know:

\[
B_K \leq 2c_2 + 2d_1A_K + 2d_2E_K \leq 2c_2 + \frac{2}{3}d_1(3c_1 + 6\kappa^2E_K) + 2d_2E_K
\]

\[
= 2c_2 + 2d_1c_1 + (4d_1\kappa^2 + 2d_2)E_K. \tag{26}
\]

We first eliminate $B_K$ in the upper bound of $S_K$. Pick $N, T$ such that:

\[
\delta_N^\kappa \cdot (4d_1\kappa^2 + 2d_2) \cdot L^2\kappa < L_\Phi^2 \quad \Rightarrow \quad \delta_N^\kappa < \frac{L_\Phi^2}{L^2\kappa(4d_1\kappa^2 + 2d_2)}. \tag{27}
\]

Therefore, we have

\[
S_K \leq \frac{2\eta_x^2}{(1 - \rho)^2}(L^2\kappa\delta_N^\kappa (2c_2 + 2d_1c_1) + L^2\kappa\delta_N^\kappa (4d_1\kappa^2 + 2d_2)E_K + nK(1 + \kappa)^2L_{f,0}^2)
\]

\[
\leq \frac{2\eta_x^2}{(1 - \rho)^2}(L_\Phi^2E_K + L^2\kappa\delta_N^\kappa (2c_2 + 2d_1c_1) + nK(1 + \kappa)^2L_{f,0}^2).
\]

Next we eliminate $E_K$ in this bound. By the definition of $\eta_x$, we know:

\[
\eta_x < \frac{(1 - \rho)}{4\sqrt{2nL_\Phi}} \quad \Rightarrow \quad \frac{16n\eta_x^2L_\Phi^2}{(1 - \rho)^2} < \frac{1}{2},
\]

which, combining with (25), yields

\[
S_K \leq \frac{2\eta_x^2}{(1 - \rho)^2}(L_\Phi^2(8nS_K + 4m\eta_x^2 \sum_{j=0}^{K-1} ||\nabla \Phi(x_j) - \nabla \Phi(\bar{x}_j)||^2 + 4m\eta_x^2T_{K-1})
\]

\[
+ L^2\kappa\delta_N^\kappa (2c_2 + 2d_1c_1) + nK(1 + \kappa)^2L_{f,0}^2)
\]

\[
< \frac{1}{2}S_K + \frac{2\eta_x^2}{(1 - \rho)^2}(4n\eta_x^2L_\Phi^2 \sum_{j=0}^{K-1} ||\nabla \Phi(x_j) - \nabla \Phi(\bar{x}_j)||^2 + 4n\eta_x^2L_\Phi^2T_{K-1}
\]

\[
+ L^2\kappa\delta_N^\kappa (2c_2 + 2d_1c_1) + nK(1 + \kappa)^2L_{f,0}^2). \tag{28}
\]

The above inequality indicates

\[
S_K \leq \frac{4\eta_x^2}{(1 - \rho)^2}(4n\eta_x^2L_\Phi^2 \sum_{j=0}^{K-1} ||\nabla \Phi(x_j) - \nabla \Phi(\bar{x}_j)||^2 + \frac{4n\eta_x^2}{(1 - \rho)^2}L_\Phi^2 T_{K-1} + L^2\kappa\delta_N^\kappa (2c_2 + 2d_1c_1) + nK(1 + \kappa)^2L_{f,0}^2). \tag{29}
\]
Note that we have
\[ \delta_y^T < \frac{L_\Phi^2}{12 \Gamma \kappa^2} \Rightarrow \delta_y^T \cdot 6 \kappa^2 \cdot 2 \Gamma < L_\Phi^2. \] (30)

By Lemma A.10
\[
\sum_{k=0}^{K} \| \partial \Phi (X_k) - \nabla \Phi (x_k) \|^2 \leq 2 L_\Phi^2 S_K + \frac{2 \Gamma}{n} A_K + \frac{12 L_\Phi^2 \kappa^N B_K}{n} \delta_c^N
\]
\[
\leq 2 L_\Phi^2 S_K + \left( \frac{2 \Gamma}{n} \cdot 6 \kappa^2 \delta_y^T + \frac{12 L_\Phi^2 \kappa^N \cdot (4d_1 \kappa^2 + 2d_2)}{n} \right) E_K + \frac{12 L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + 6 \Gamma c_1 \delta_y^T}{n}
\]
\[
\leq 2 L_\Phi^2 S_K + \left( \frac{L_\Phi^2}{n} + \frac{12 L_\Phi^2}{n} \right) E_K + \frac{12 L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + 6 \Gamma c_1 \delta_y^T}{n}
\]
\[
\leq 2 L_\Phi^2 S_K + \frac{13 L_\Phi^2}{n} \left( 8 n S_K + 4 m \left( \sum_{j=0}^{K-1} \| \partial \Phi (x_j) - \nabla \Phi (x_j) \|^2 + 4 n \eta_x^2 T_{K-1} \right) + \frac{12 L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + 6 \Gamma c_1 \delta_y^T}{n} \right)
\]
\[
< 106 L_\Phi^2 S_K + 52 \eta_x^2 L_\Phi^2 \left( \sum_{j=0}^{K} \| \partial \Phi (x_j) - \nabla \Phi (x_j) \|^2 + T_K \right) + \frac{12 L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + 6 \Gamma c_1 \delta_y^T}{n}
\]
where the second inequality is by (25) and (26), the third inequality is by (27) and (30), the fourth inequality is obtained by (25) and the last inequality is by (29). Note that the definition of \( \eta_x \) also indicates:
\[
106 L_\Phi^2 \cdot \frac{16 n \eta_x^2 \eta_x^2}{(1 - \rho)^2} + 52 \eta_x^2 L_\Phi^2 < \frac{1}{3}.
\]
Therefore,
\[
\sum_{k=0}^{K} \| \partial \Phi (X_k) - \nabla \Phi (x_k) \|^2 < \frac{1}{3} \left( \sum_{k=0}^{K} \| \partial \Phi (X_k) - \nabla \Phi (x_k) \|^2 + T_K \right)
\]
\[
+ 106 L_\Phi^2 \cdot \frac{4 \eta_x^2}{(1 - \rho)^2} (L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + n K (1 + \kappa)^2 L_\Phi^2) + \frac{12 L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + 6 \Gamma c_1 \delta_y^T}{n},
\]
which leads to
\[
\sum_{k=0}^{K} \| \partial \Phi (X_k) - \nabla \Phi (x_k) \|^2 \leq \frac{1}{2} T_K + 106 L_\Phi^2 \cdot \frac{6 \eta_x^2}{(1 - \rho)^2} (L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + n K (1 + \kappa)^2 L_\Phi^2) + \frac{18 L_\Phi^2 \kappa^N (2c_2 + 2d_1 c_1) + 9 \Gamma c_1 \delta_y^T}{n}.
\]
Combining this bound with (10), we can obtain
\[
T_K \leq \frac{2}{\eta_x} (\Phi (x_0) - \inf_x \Phi (x)) + \sum_{k=0}^{K} \| \partial \Phi (X_k) - \nabla \Phi (x_k) \|^2
\]
\[
\leq \frac{2}{\eta_x} (\Phi (x_0) - \inf_x \Phi (x)) + \eta_x^2 \cdot \frac{63 \eta_x^2 (L_\Phi^2) (1 + \kappa)^2}{(1 - \rho)^2} K + \frac{1}{2} T_K + \frac{1}{2} C_1,
\]
which implies
\[
\frac{1}{K+1} \sum_{j=0}^{K} \| \nabla \Phi (x_j) \|^2 \leq \frac{4}{\eta_x (K+1)} (\Phi (x_0) - \inf_x \Phi (x)) + \eta_x^2 \cdot \frac{1272 \eta_x^2 (L_\Phi^2) (1 + \kappa)^2}{(1 - \rho)^2} + \frac{C_1}{K+1}.
\]
The constant $C_1$ is defined as
\[
C_1 = 106L_2^3 \frac{6 \eta_x^2}{(1-\rho)^2} L^2 \kappa^N (2c_2 + 2d_1 c_1) + \frac{18L^2 \kappa^N (2c_2 + 2d_1 c_1) + 9 \Gamma_1 \delta_T^2}{n} = \Theta(\kappa^N \kappa^{12} + \kappa^N \delta_T^2) = \Theta(1).
\]

Moreover, we notice that by setting $\eta_x = \Theta(K^{-\frac{1}{2}} n^{-\frac{1}{2}} \kappa^{-\frac{2}{3}})$, we have
\[
\frac{1}{K+1} \sum_{j=0}^{K} \| \nabla \Phi(x_j^T) \|^2 = \mathcal{O} \left( \frac{n^2 \kappa^N}{K^{\frac{1}{2}}} \right).
\]

\[\square\]

### A.1.2 Case 2: Assumption 2.4 does not hold

Now we consider the case when Assumption 2.4 does not hold.

**Lemma A.21.**

\[
S_K < \frac{\eta_x^2}{(1-\rho)^2} \sum_{j=0}^{K-1} \sum_{i=1}^{n} \| \nabla f_i(x_{i,j}, y_{i,j}^{(T)}) \|^2 < \frac{\eta_x^2 L_{f,0}^2}{(1-\rho)^2} 2nK(2(1+\kappa)^2 + 2C\alpha^N).
\]

**Proof.** The first inequality follows from Lemma [A.17]. For the second one observe that:
\[
\| \nabla f_i(x_{i,j}, y_{i,j}^{(T)}) \|^2 \leq (1 + \kappa + \| Z_{i,k}^{(N)} - Z_{i,k}\|)^2 L_{f,0}^2 \leq (2(1 + \kappa)^2 + 2\| Z_{i,k}^{(N)} - Z_{i,k}\|^2) L_{f,0}^2 \leq (2(1 + \kappa)^2 + 2C\alpha^N)L_{f,0}^2,
\]

which completes the proof. \[\square\]

Taking summation on both sides of [22] and applying Lemma [A.21] and [A.12] we know:
\[
\sum_{k=0}^{K} \| \Phi(x_k) - \Phi(x_0) \|^2 \leq 6L^2(1 + \kappa^2)(K + 1)C\alpha^T + (K + 1)6L_{f,0}^2C\alpha^N + 2L_{f}^2 + 2L_{f}^2 \kappa^2)S_K \leq (K + 1)(6L^2(1 + \kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N) + 2L_{f}^2(1 + \kappa^2) \frac{\eta_x^2 L_{f,0}^2}{(1-\rho)^2} nK(2(1+\kappa)^2 + 2C\alpha^N).
\]

Together with [10] we have:
\[
\frac{1}{K+1} \sum_{k=0}^{K} \| \Phi(x_k) \|^2 \leq \frac{2}{\eta_x(K + 1)} \Phi(x_0) - \inf_x \Phi(x) + \frac{1}{K+1} \sum_{k=0}^{K} \| \Phi(x_k) - \Phi(x_0) \|^2 \leq \frac{2}{\eta_x(K + 1)} \Phi(x_0) - \inf_x \Phi(x) + \eta_x^4 n L_{f,0}^2(1 + \kappa^2) \frac{L_{f,0}^2}{(1-\rho)^2} ((1 + \kappa)^2 + C\alpha^N) + C_1,
\]

where we define:
\[
C_1 = 6L^2(1 + \kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N = \mathcal{O}(\alpha^T + \alpha^N).
\]

Moreover, if we choose $\eta_x = \Theta(K^{-\frac{1}{2}} n^{-\frac{1}{2}} \kappa^{-\frac{2}{3}})$, $\eta_y(t) = \Theta(1)$, $T = \Theta(\log K)$, $N = \Theta(\log K)$ then we can get:
\[
\frac{1}{K+1} \sum_{j=0}^{K} \| \nabla \Phi(x_j^T) \|^2 = \mathcal{O} \left( \frac{n^2 \kappa^N}{K^{\frac{1}{2}}} \right).
\]
A.2 Proof of the convergence of DBOGT

In this section we will prove the following convergence result of Algorithm 4.

**Theorem A.22.** In Algorithm 4, suppose Assumptions 2.1, 2.2, and 2.3 hold. If Assumption 2.4 holds, then by setting \( \eta_x < \frac{(1-\rho)^2}{4\sqrt{2}\nu L} \), \( \eta_y = \Theta(1) \), \( T = \Theta(\log(\kappa)) \), \( N = \Theta(\log(\kappa)) \), we have:

\[
\frac{1}{K+1} \sum_{j=0}^{K} \| \nabla \Phi(x_j) \|^2 \leq \frac{4}{\eta_x(K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{C_2}{K+1}.
\]

If Assumption 2.4 does not hold, then by setting \( \eta_x < \frac{(1-\rho)^2}{4\sqrt{6}\nu L} \), \( \eta_y = \Theta(1) \), we have:

\[
\frac{1}{K+1} \sum_{j=0}^{K} \| \nabla \Phi(x_j) \|^2 \leq \frac{6}{\eta_x(K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{\| \partial \Phi(X_0) \|^2}{K+1} + \tilde{C}_2.
\]

Here \( C_2 = \Theta(1) \) and \( \tilde{C}_2 = \Theta(\alpha^T + \alpha^N + \frac{1}{K+1}) \).

We first bound the consensus estimation error in the following lemma.

**Lemma A.23.** In Algorithm 4, we have the following inequality holds:

\[
S_K \leq \frac{\eta_x^2}{(1-\rho)^2} \sum_{j=1}^{K-1} \sum_{i=1}^{n} \| \nabla f_i(x_{i,j}, y_{i,j}) - \nabla f_i(x_{i,j-1}, y_{i,j-1}) \|^2 + \| \partial \Phi(X_0) \|^2).
\]

**Proof.** From the updates of \( x \) and \( u \), we have:

\[
\overline{u}_k = u_{k-1} + \partial \Phi(X_k) - \partial \Phi(X_{k-1}), \quad \overline{u}_0 = \partial \Phi(X_0), \quad x_{k+1} = x_k - \eta_x \overline{u}_k,
\]

which implies:

\[
\overline{u}_k = \partial \Phi(X_k), \quad x_{k+1} = x_k - \eta_x \partial \Phi(X_k).
\]

Hence by definition of \( q_{i,k+1} \):

\[
q_{i,k+1} = x_{i,k+1} - \overline{x}_{k+1} = \sum_{j=1}^{n} w_{ij} x_{j,k} - \eta_x u_{i,k} - \overline{x}_k + \eta_x \overline{u}_k = \sum_{j=1}^{n} w_{ij} (x_{j,k} - \overline{x}_k) - \eta_x (u_{i,k} - \overline{u}_k)
\]

\[
= \sum_{j=1}^{n} w_{ij} q_{j,k} - \eta_x r_{i,k} = Q_k W e_i - \eta_x R_k e_i.
\]

Therefore, we can write the update of the matrix \( Q_{k+1} \) as

\[
Q_{k+1} = Q_k W - \eta_x R_k, \quad Q_1 = -\eta_x R_0.
\]

Note that \( Q_{k+1} \) takes the form of

\[
Q_{k+1} = (Q_{k-1} W - \eta_x R_{k-1}) W - \eta_x R_k = -\eta_x \sum_{i=0}^{k} R_i W^{k-i}.
\]

We then compute \( r_{i,k} \) as following

\[
r_{i,k+1} = u_{i,k+1} - \overline{u}_{k+1}
\]

\[
= \sum_{j=1}^{n} w_{ij} u_{j,k} + \nabla f_i(x_{i,k+1}, y_{i,k+1}) - \nabla f_i(x_{i,k}, y_{i,k}) - \overline{u}_k - (\partial \Phi(X_{k+1}) - \partial \Phi(X_k))
\]

\[
= \sum_{j=1}^{n} w_{ij} (u_{j,k} - \overline{u}_k) + (\partial \Phi(X_{k+1}) - \partial \Phi(X_k))(e_i - \frac{1}{n})
\]

\[
= R_k W e_i + (\partial \Phi(X_{k+1}) - \partial \Phi(X_k))(e_i - \frac{1}{n}).
\]
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The matrix $R_{k+1}$ can be written as

\[
R_{k+1} = R_k W + (\partial\Phi(X_{k+1}) - \partial\Phi(X_k))(I - \frac{J_n}{n})
\]

\[
= R_0 W^{k+1} + \sum_{j=0}^{k} (\partial\Phi(X_{j+1}) - \partial\Phi(X_j))(I - \frac{J_n}{n}) W^{k-j}
\]

\[
= \partial\Phi(X_0)(I - \frac{J_n}{n}) W^{k+1} + \sum_{j=0}^{k} (\partial\Phi(X_{j+1}) - \partial\Phi(X_j))(I - \frac{J_n}{n}) W^{k-j}
\]

\[
= \sum_{j=0}^{k+1} (\partial\Phi(X_j) - \partial\Phi(X_{j-1}))(I - \frac{J_n}{n}) W^{k+1-j},
\]

where the third equality holds because of the initialization $u_{i,0} = \nabla f_i(x_{i,0}, y_{i,0}^{(T)})$ and we denote $\partial\Phi(X_{-1}) = 0$. Plugging (32) into (31) yields

\[
Q_{k+1} = -\eta_k \sum_{i=0}^{k} \sum_{j=0}^{i} (\partial\Phi(X_j) - \partial\Phi(X_{j-1}))(I - \frac{J_n}{n}) W^{k-j}
\]

\[
= -\eta_k \sum_{i=0}^{k} \sum_{j=0}^{i} (\partial\Phi(X_j) - \partial\Phi(X_{j-1}))(W^{k-j} - \frac{J_n}{n})
\]

\[
= -\eta_k \sum_{j=0}^{k} (k + 1 - j)(\partial\Phi(X_j) - \partial\Phi(X_{j-1}))(W^{k-j} - \frac{J_n}{n}),
\]

where the second equality is obtained by $J_n W = J_n$ and switching the order of the summations. Therefore, we have

\[
\|Q_{k+1}\|^2 = \eta_k^2 \sum_{j=0}^{k} (k + 1 - j)(\partial\Phi(X_j) - \partial\Phi(X_{j-1}))(W^{k-j} - \frac{J_n}{n})^2
\]

\[
\leq \eta_k^2 \sum_{j=0}^{k} \rho^{k-j}(k + 1 - j)\|\partial\Phi(X_j) - \partial\Phi(X_{j-1})\|^2 (\sum_{j=0}^{k} \frac{(k + 1 - j)}{\rho^{k-j}})^2 \|W^{k-j} - \frac{J_n}{n}\|^2
\]

\[
\leq \eta_k^2 \sum_{j=0}^{k} \rho^{k-j}(k + 1 - j)\|\partial\Phi(X_j) - \partial\Phi(X_{j-1})\|^2 (\sum_{j=0}^{k} (k + 1 - j)\rho^{k-j})
\]

\[
< \frac{\eta_k^2}{(1 - \rho)^2} \left( \sum_{j=0}^{k} \rho^{k-j}(k + 1 - j)\|\partial\Phi(X_j) - \partial\Phi(X_{j-1})\|^2 \right),
\]

where the first inequality is by Cauchy-Schwarz inequality, the second inequality is by Lemma A.2, the last inequality uses the fact that:

\[
\sum_{j=0}^{k} (k + 1 - j)\rho^{k-j} = \sum_{m=0}^{k} (m + 1)\rho^m = \frac{1 - (k + 2)\rho^{k+1} + (k + 1)\rho^{k+2}}{(1 - \rho)^2} < \frac{1}{(1 - \rho)^2}. \tag{34}
\]
When Assumption 2.4 holds, we have the following lemmas.

where the last inequality uses Lemma A.9 and Lemma A.3. Taking summation (which completes the proof.

Together with Lemma A.8 and A.7, we have:

Together with Lemma A.23, we can prove the second inequality for $S_i$ and $S_j$.

Under Assumption 2.4, the following inequality holds for Algorithm 4:

A.2.1 Case 1: Assumption 2.4 holds

When Assumption 2.4 holds, we have the following lemmas.

**Lemma A.24.** Under Assumption 2.4, the following inequality holds for Algorithm 4

\[
\sum_{j=1}^{K-1} \sum_{i=1}^{n} ||\hat{\nabla} f_i(x_{i,j}, y_{i,j}^{(T)}) - \hat{\nabla} f_i(x_{i,j-1}, y_{i,j-1}^{(T)})||^2 \leq 6\Gamma A_{K-1} + 12L^2 \kappa \delta N B_{K-1} + L^2 E_{K-1}.
\]

Moreover, we have:

\[
S_K \leq \frac{\eta^2}{(1 - \rho)^4} (6\Gamma A_{K-1} + 12L^2 \kappa \delta N B_{K-1} + L^2 E_{K-1} + ||\partial \Phi(X_0)||^2).
\]

**Proof.** For each term, we know that for $j \geq 1$:

\[
||\hat{\nabla} f_i(x_{i,j}, y_{i,j}^{(T)}) - \hat{\nabla} f_i(x_{i,j-1}, y_{i,j-1}^{(T)})||^2 \leq 3(||\hat{\nabla} f_i(x_{i,j}, y_{i,j}^{(T)}) - \nabla \Phi_i(x_{i,j})||^2 + ||\nabla \Phi_i(x_{i,j}) - \nabla \Phi_i(x_{i,j-1})||^2
\]

\[
+ ||\nabla \Phi_i(x_{i,j-1}) - \hat{\nabla} f_i(x_{i,j-1}, y_{i,j-1}^{(T)})||^2)
\]

\[
\leq 3(\Gamma(\|v_{i,j} - y_{i,j}^{(T)}\|^2 + \|y_{i,j} - y_{i,j-1}^{(T)}\|^2) + 6L^2 \kappa \delta N (\|v_{i,j} - v_{i,j}^{(0)}\|^2 + \|v_{i,j} - v_{i,j-1}^{(0)}\|^2)
\]

\[
+ L^2 \|x_{i,j} - x_{i,j-1}\|^2),
\]

where the last inequality uses Lemma A.9 and Lemma A.3. Taking summation ($j = 1, 2, ..., K - 1$ and $i = 1, 2, ..., n$) on both sides, we have:

\[
\sum_{j=1}^{K-1} \sum_{i=1}^{n} ||\hat{\nabla} f_i(x_{i,j}, y_{i,j}^{(T)}) - \hat{\nabla} f_i(x_{i,j-1}, y_{i,j-1}^{(T)})||^2 \leq 6\Gamma A_{K-1} + 12L^2 \kappa \delta N B_{K-1} + L^2 E_{K-1}.
\]

Together with Lemma A.23, we can prove the second inequality for $S_K$.

Together with Lemma A.8 and A.7, we have:

\[
S_K \leq \frac{\eta^2}{(1 - \rho)^4} (6\Gamma A_{K-1} + 12L^2 \kappa \delta N B_{K-1} + L^2 E_{K-1} + ||\partial \Phi(X_0)||^2)
\]

\[
A_K \leq \delta (3c_1 + 6\kappa^2 E_K) \quad B_K \leq 2c_2 + 2d_1 A_{K-1} + 2d_2 E_K
\]

\[
E_K \leq 8nS_K + 4m^2 \sum_{j=0}^{K-1} ||\partial \Phi(X_j) - \nabla \Phi(X_j)||^2 + 4m^2 T_{K-1}.
\]

Now we can obtain the following result.

27
Lemma A.25. Suppose Assumptions 2.1, 2.2, 2.3, and 2.4 hold. Set parameters as:

\[ \delta_y^T < \min \left\{ \frac{L_p^2}{72K^2}, \kappa^{-5} \right\} = \Theta(\kappa^{-5}), \quad \delta^N_k < \min \left\{ \frac{L_p^2}{24L^2K(4d_1\kappa^2 + 2d_2)}, \kappa^{-4} \right\} = \Theta(\kappa^{-4}), \]
\[ \eta_x < \frac{(1 - \rho)^2}{4\sqrt{2nL_p}}. \]

For Algorithm 4, we have:

\[
\frac{1}{K + 1} \sum_{k=0}^K \|\nabla\Phi(\bar{X}_k)\|^2 \leq \frac{1}{K + 1} \sum_{j=0}^K \|\nabla\Phi(\bar{X}_j)\|^2 \leq \frac{4}{\eta_x(K + 1)} (\Phi(\bar{X}_0) - \inf_x \Phi(x)) + \frac{C_2}{K + 1},
\]

where the constants are defined as:

\[
\frac{1}{2} C_2 = \frac{24\eta_x^2 L_p^2}{(1 - \rho)^4}(\|\partial\Phi(X_0)\|^2 + 18\Gamma c_1 \delta_y^T + 12L^2\kappa \delta^N_k (2c_2 + 2d_1 c_1))
\]
\[ + 18L^2\kappa \delta^N_k (2c_2 + 2d_1 c_1) + 9\Gamma c_1 \delta_y^T
\]
\[ = \Theta(\eta_x^2 \kappa^6 + (\eta_x^2 \kappa^6 + 1)(\kappa^5 \delta_y^T + \kappa^4 \delta^N_k)) = \Theta(1). \]

\[ \text{Proof.} \text{ We first bound } B_K \text{ as}
\]
\[ B_K \leq 2c_2 + 2d_1 A_K + 2d_2 E_K \leq 2c_2 + \frac{2}{3} d_1 (3c_1 + 6\kappa^2 E_K) + 2d_2 E_K
\]
\[ = 2c_2 + 2d_1 c_1 + (4d_1 \kappa^2 + 2d_2) E_K. \]

Next we eliminate \( A_K \) and \( B_K \) in the upper bound of \( S_K \). Choose \( N, T \) such that

\[ \delta_y^T \cdot 6\kappa^2 \cdot 6\Gamma < \frac{L_p^2}{2}, \quad \delta^N_k \cdot (4d_1 \kappa^2 + 2d_2) \cdot 12L^2\kappa < \frac{L_p^2}{2}, \]

which implies

\[ \delta_y^T < \frac{L_p^2}{72K^2}, \quad \delta^N_k < \frac{L_p^2}{24L^2K(4d_1\kappa^2 + 2d_2)}. \] (36)

By (35), we have

\[ S_K \leq \frac{\eta_x^2}{(1 - \rho)^4} (2L_p^2 E_K - 1 + \|\partial\Phi(X_0)\|^2 + 18\Gamma c_1 \delta_y^T + 12L^2\kappa \delta^N_k (2c_2 + 2d_1 c_1)). \]

Next we eliminate \( E_{K-1} \) in this bound. The definition of \( \eta_x \) gives \( \eta_x < \frac{(1 - \rho)^2}{4\sqrt{2nL_p}} \), which implies \( \frac{16\eta_x L_p^2 \eta_x^2}{(1 - \rho)^4} < \frac{1}{2} \). Together with (35) and \( E_{K-1} \leq E_K \), we have:

\[ S_K \leq \frac{\eta_x^2}{(1 - \rho)^4} (2L_p^2 (8nS_K + 4n\eta_x^2 \sum_{j=0}^{K-1} \|\partial\Phi(X_j) - \nabla\Phi(\bar{X})\|^2 + 4n\eta_x^2 T_{K-1})
\]
\[ + \|\partial\Phi(X_0)\|^2 + 18\Gamma c_1 \delta_y^T + 12L^2\kappa \delta^N_k (2c_2 + 2d_1 c_1))
\]
\[ \leq \frac{1}{2} S_K + \frac{\eta_x^2}{(1 - \rho)^4} (2L_p^2 (4n\eta_x^2 \sum_{j=0}^{K} \|\partial\Phi(X_j) - \nabla\Phi(\bar{X})\|^2 + 4n\eta_x^2 T_K)
\]
\[ + \|\partial\Phi(X_0)\|^2 + 18\Gamma c_1 \delta_y^T + 12L^2\kappa \delta^N_k (2c_2 + 2d_1 c_1)), \]

which immediately implies

\[ S_K < \frac{2\eta_x^2}{(1 - \rho)^4} (8n\eta_x^2 L_p^2 \sum_{j=0}^{K} \|\partial\Phi(X_j) - \nabla\Phi(\bar{X})\|^2 + T_K)
\]
\[ + \|\partial\Phi(X_0)\|^2 + 18\Gamma c_1 \delta_y^T + 12L^2\kappa \delta^N_k (2c_2 + 2d_1 c_1)). \] (37)
where the constant is defined as following

Moreover, by (18) we have

\[
\sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x) \|^2 \leq 2L_\Phi^2 S_K + \frac{2\Gamma}{n} A_K + \frac{12L^2\kappa}{n} \delta_N^2 B_K
\]

\[
\leq 2L_\Phi^2 S_K + \left( \frac{L_\Phi^2}{6n} + \frac{L_\Phi^2}{2n} \right) E_K + \frac{12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1) + 6\Gamma c_1 \delta_T}{n}
\]

\[
\leq 2L_\Phi^2 S_K + \frac{2L_\Phi^2}{3n} (8n S_K + 4n \eta_x^2 \sum_{j=0}^{K-1} \| \partial \Phi(X_j) - \nabla \Phi(x) \|^2 + 4n \eta_x^2 T_{K-1})
\]

\[
+ \frac{12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1) + 6\Gamma c_1 \delta_T}{n}
\]

\[
\leq 8L_\Phi^2 S_K + \frac{8n^2 L_\Phi^2}{3} \sum_{j=0}^{K} \| \partial \Phi(X_j) - \nabla \Phi(x) \|^2 + T_K + \frac{12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1) + 6\Gamma c_1 \delta_T}{n}
\]

where the second inequality is by (36), the third inequality uses (35). Note that \( \eta_x \) satisfies:

\[
\eta_x < \frac{(1 - \rho)^2}{4\sqrt{2n} L_\Phi} \quad \Rightarrow \quad 8L_\Phi^2 \cdot \frac{16n L_\Phi^2 \eta_x^4}{(1 - \rho)^4} + \frac{8n^2 L_\Phi^2}{3} < \frac{1}{3}.
\]

Therefore, we have:

\[
\sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x) \|^2 \leq \frac{1}{3} \sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x) \|^2 + \frac{1}{3} T_K
\]

\[
+ 8L_\Phi^2 \cdot \frac{2\eta_x^2}{(1 - \rho)^4} (\| \partial \Phi(X_0) \|^2 + 18\Gamma c_1 \delta_T + 12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1)) + \frac{12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1) + 6\Gamma c_1 \delta_T}{n}
\]

which leads to

\[
\sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x) \|^2 \leq \frac{1}{2} T_K + \frac{24n^2 L_\Phi^2}{(1 - \rho)^4} (\| \partial \Phi(X_0) \|^2 + 18\Gamma c_1 \delta_T + 12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1)) + \frac{12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1) + 6\Gamma c_1 \delta_T}{n}
\]

\[
+ \frac{18L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1) + 9\Gamma c_1 \delta_T}{n}
\]

Recall (10), we have

\[
\frac{1}{K+1} T_K \leq \frac{2}{\eta_x (K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{1}{K+1} \sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x_0) \|^2
\]

\[
\leq \frac{2}{\eta_x (K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{1}{2(K+1)} T_K + \frac{1}{2(K+1)} C_2.
\]

Therefore, we get

\[
\frac{1}{K+1} \sum_{j=0}^{K} \| \nabla \Phi(x_j) \|^2 \leq \frac{4}{\eta_x (K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{C_2}{K+1},
\]

where the constant is defined as following

\[
\frac{1}{2} C_2 = \frac{24n^2 L_\Phi^2}{(1 - \rho)^4} (\| \partial \Phi(X_0) \|^2 + 18\Gamma c_1 \delta_T + 12L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1)) + \frac{18L^2\kappa\delta_N^2 (2c_2 + 2d_1c_1) + 9\Gamma c_1 \delta_T}{n}
\]

\[
= \Theta(\eta_x^2 \kappa^6 + (\eta_x^2 \kappa^6 + 1)(\kappa^5 \delta_T^3 + \kappa^4 \delta_N^3)) = \Theta(1).
\]
Finally, if we choose $\eta_x = \Theta(\kappa^{-3})$, then we have:

$$\frac{1}{K + 1} \sum_{j=0}^{K} \|\nabla \Phi(x_j)\|^2 = O\left(\frac{1}{K}\right).$$

\[\square\]

### A.2.2 Case 2: Assumption 2.4 does not hold

We first give a bound for $\|\tilde{y}_j^* - \tilde{y}_{j-1}^*\|$ in the following lemma.

**Lemma A.26.** Recall that $\tilde{y}_j^* = \arg\min_{\tilde{y}} \frac{1}{n} \sum_{i=1}^{n} g_i(x_{i,j}, \tilde{y})$. We have:

$$\|\tilde{y}_j^* - \tilde{y}_{j-1}^*\|^2 \leq \frac{k^2}{n} \sum_{i=1}^{n} \|x_{i,j} - x_{i,j-1}\|^2.$$

**Proof.** The proof technique is similar to Lemma A.11. Consider:

$$\frac{1}{n} \sum_{i=1}^{n} \nabla g_i(x_{i,j-1}, \tilde{y}_j^*) = \frac{1}{n} \sum_{i=1}^{n} \nabla g(x_{i,j-1}, \tilde{y}_j^*) - \frac{1}{n} \sum_{i=1}^{n} \nabla g(x_{i,j-1}, \tilde{y}_{j-1}^*) \geq \mu \|\tilde{y}_j^* - \tilde{y}_{j-1}^*\|,$$

$$\frac{1}{n} \sum_{i=1}^{n} \nabla g_i(x_{i,j-1}, \tilde{y}_j^*) = \frac{1}{n} \sum_{i=1}^{n} \nabla g_i(x_{i,j-1}, \tilde{y}_j^*) - \frac{1}{n} \sum_{i=1}^{n} \nabla g_i(x_{i,j-1}, \tilde{y}_{j-1}^*) \leq \frac{L}{n} \sum_{i=1}^{n} \|x_{i,j} - x_{i,j-1}\|,$$

which implies:

$$\|\tilde{y}_j^* - \tilde{y}_{j-1}^*\|^2 \leq \frac{k^2}{n} \sum_{i=1}^{n} \|x_{i,j} - x_{i,j-1}\|^2 \leq \frac{k^2}{n} \sum_{i=1}^{n} \|x_{i,j} - x_{i,j-1}\|^2.$$

\[\square\]

**Lemma A.27.** When the Assumption 2.4 does not hold, we have for Algorithm 4:

$$S_K \leq \frac{\eta_x^2}{(1 - \rho)^4} \left[6(L^2(1 + \kappa^2))n(K - 1)C\alpha^T + 6n(K - 1)L_{f,0}^2C\alpha^N + 3L_f^2(1 + \kappa^2)E_{K-1} + \|\Phi(X_0)\|^2\right].$$

**Proof.** We first consider:

$$\|\nabla f_i(x_{i,j}, y_{i,j}^{(T)}) - \nabla f_i(x_{i,j-1}, y_{i,j-1}^{(T)})\|^2 \leq 3\|\nabla f_i(x_{i,j}, y_{i,j}^{(T)}) - \nabla f_i(x_{i,j}, \tilde{y}_j)\|^2$$

$$+ 3\|\nabla f_i(x_{i,j}, \tilde{y}_j) - \nabla f_i(x_{i,j-1}, \tilde{y}_{j-1})\|^2 + 3\|\nabla f_i(x_{i,j-1}, \tilde{y}_{j-1}) - \nabla f_i(x_{i,j-1}, y_{i,j-1}^{(T)})\|^2$$

$$\leq 3(L^2(1 + \kappa^2))\|y_{i,j}^{(T)} - \tilde{y}_j\|^2 + 3L_{f,0}^2C\alpha^N + 3L_f^2(\|x_{i,j} - x_{i,j-1}\|^2 + \|\tilde{y}_j - \tilde{y}_{j-1}\|^2)$$

$$+ 3(L^2(1 + \kappa^2))\|y_{i,j-1}^{(T)} - \tilde{y}_{j-1}\|^2 + 3L_{f,0}^2C\alpha^N$$

$$\leq 3(L^2(1 + \kappa^2))\|y_{i,j}^{(T)} - \tilde{y}_j\|^2 + \|y_{i,j-1}^{(T)} - \tilde{y}_{j-1}\|^2 + 6L_{f,0}^2C\alpha^N + 3L_f^2(\|x_{i,j} - x_{i,j-1}\|^2$$

$$+ \frac{k^2}{n} \sum_{i=1}^{n} \|x_{i,j} - x_{i,j-1}\|^2),$$

where the last inequality uses Lemma A.26. Taking summation on both sides, we have:

$$\frac{1}{K - 1} \sum_{j=1}^{K} \sum_{i=1}^{n} \|\nabla f_i(x_{i,j}, y_{i,j}^{(T)}) - \nabla f_i(x_{i,j-1}, y_{i,j-1}^{(T)})\|^2$$

$$\leq 3(L^2(1 + \kappa^2)) \sum_{j=1}^{K-1} \sum_{i=1}^{n} (\|y_{i,j}^{(T)} - \tilde{y}_j\|^2 + \|y_{i,j-1}^{(T)} - \tilde{y}_{j-1}\|^2)$$

$$+ 6n(K - 1)L_{f,0}^2C\alpha^N + 3L_f^2(1 + \kappa^2) \sum_{j=1}^{K-1} \sum_{i=1}^{n} \|x_{i,j} - x_{i,j-1}\|^2$$

$$\leq 6(L^2(1 + \kappa^2))n(K - 1)C\alpha^T + 6n(K - 1)L_{f,0}^2C\alpha^N + 3L_f^2(1 + \kappa^2)E_{K-1},$$

which completes the proof together with Lemma A.25 and A.12.

\[\square\]
Lemma A.28. When the Assumption 2.4 does not hold, we further have for Algorithm 4:

\[
\frac{1}{K+1} \sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x_k) \|^2 \leq 6L^2(1+\kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N + \frac{2L_f^2(1+\kappa^2)}{K+1}S_K.
\]

Proof. By Lemma A.10, we have

\[
\sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x_k) \|^2 \leq 6L^2(1+\kappa^2)(K+1)C\alpha^T + 6L_{f,0}^2C\alpha^N(K+1) + 2(L_f^2 + L_f^2\kappa^2)S_K,
\]

which yields

\[
\frac{1}{K+1} \sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x_k) \|^2 \leq 6L^2(1+\kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N + \frac{2L_f^2(1+\kappa^2)}{K+1}S_K.
\]

Now we are ready to provide the convergence rate. Recall that from Lemma A.27, A.7 and inequality (10), we have:

\[
\frac{1}{K+1} \sum_{k=0}^{K} \| \nabla \Phi(x_k) \|^2 \leq \frac{2}{\eta_x(K+1)}(\Phi(x_0) - \inf_x \Phi(x)) + \frac{1}{K+1} \sum_{k=0}^{K} \| \partial \Phi(X_k) - \nabla \Phi(x_k) \|^2,
\]

\[
S_K \leq \frac{\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))n(K-1)C\alpha^T + 6n(K-1)L_{f,0}^2C\alpha^N + 3L_f^2(1+\kappa^2)E_{K-1} + \| \partial \Phi(X_0) \|^2 \right],
\]

\[
E_K \leq 8nS_K + 4n\eta_x^2 \sum_{j=0}^{K-1} \| \partial \Phi(X_j) - \nabla \Phi(x_j) \|^2 + 4n\eta_x^2T_{K-1}.
\]

(38)

The following lemma proves the convergence results in Theorem A.22

Lemma A.29. Suppose the Assumption 2.4 does not hold. We set \( \eta_x \) as

\[
\eta_x < \frac{(1-\rho)^2}{4\sqrt{6n\kappa}L_f} \quad \text{(which implies \( \frac{\eta_x^2}{(1-\rho)^2} \cdot 3L_f^2(1+\kappa^2) \cdot 8n < \frac{1}{2} \)).}
\]

(39)

Then we have:

\[
\frac{1}{K+1} \sum_{k=0}^{K} \| \nabla \Phi(x_k) \|^2 \leq \frac{6}{\eta_x(K+1)}(\Phi(x_0) - \inf_x \Phi(x)) + \| \partial \Phi(X_0) \|_2^2 + \tilde{C}_2,
\]

where the constant is given by:

\[
\frac{\tilde{C}_2}{6} = 6L^2(1+\kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N
\]

\[
+ 2L_f^2(1+\kappa^2) \cdot \frac{2\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))nC\alpha^T + 6nL_{f,0}^2C\alpha^N + \frac{\| \partial \Phi(X_0) \|^2}{K+1} \right]
\]

\[
= \Theta(\alpha^T + \alpha^N + \frac{1}{K+1}).
\]
**Proof.** We first eliminate $E_{K-1}$ in the upper bound of $S_K$. Since $E_{K-1} \leq E_K$, we can plug $E_K$ into the upper bound of $S_K$ and get

$$S_K \leq \frac{\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))n(K-1)C\alpha^T + 6n(K-1)L_{f,0}^2C\alpha^N + 3L_f^2(1+\kappa^2)E_{K-1} + \|\Phi(X_0)\|^2 \right]$$

$$\leq \frac{\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))n(K-1)C\alpha^T + 6n(K-1)L_{f,0}^2C\alpha^N + \|\Phi(X_0)\|^2 \right]$$

$$+ \frac{\eta_x^2}{(1-\rho)^4} \cdot 3L_f^2(1+\kappa^2) \cdot (8nS_K + 4n\eta_x^2 \sum_{j=0}^{K-1} \|\Phi(X_j) - \nabla \Phi(\bar{x}_j)\|^2 + 4n\eta_x^2 T_{K-1})$$

$$\leq \frac{\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))n(K-1)C\alpha^T + 6n(K-1)L_{f,0}^2C\alpha^N + \|\Phi(X_0)\|^2 \right]$$

$$+ \frac{1}{2} (S_K + \frac{\eta_x^2}{2} \sum_{j=0}^{K-1} \|\Phi(X_j) - \nabla \Phi(\bar{x}_j)\|^2 + \eta_x^2 T_{K-1}),$$

(40)

where the last step holds because of (39). We rewrite (40) as

$$S_K \leq \frac{2\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))n(K-1)C\alpha^T + 6n(K-1)L_{f,0}^2C\alpha^N + \|\Phi(X_0)\|^2 \right]$$

$$+ \frac{\eta_x^2}{2} \sum_{j=0}^{K-1} \|\Phi(X_j) - \nabla \Phi(\bar{x}_j)\|^2 + \eta_x^2 T_{K-1}.$$

By Lemma A.28, we have

$$\frac{1}{K+1} \sum_{k=0}^{K} \|\Phi(X_k) - \nabla \Phi(\bar{x}_k)\|^2 \leq \frac{6(L^2 + \kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N + \frac{2L_f^2(1+\kappa^2)}{K+1}S_K}{K+1}$$

$$\leq \frac{6(L^2 + \kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N}{K+1}$$

$$+ \frac{2L_f^2(1+\kappa^2)}{K+1} \cdot \left\{ \frac{2\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))n(K-1)C\alpha^T + 6n(K-1)L_{f,0}^2C\alpha^N + \|\Phi(X_0)\|^2 \right] \right\}$$

$$+ \frac{\eta_x^2}{2} \sum_{j=0}^{K-1} \|\Phi(X_j) - \nabla \Phi(\bar{x}_j)\|^2 + \eta_x^2 T_{K-1}$$

$$\leq \frac{\tilde{C}_2}{6} + \frac{2L_f^2(1+\kappa^2)}{K+1} \left\{ \frac{\eta_x^2}{2} \sum_{j=0}^{K-1} \|\Phi(X_j) - \nabla \Phi(\bar{x}_j)\|^2 + \eta_x^2 T_{K-1} \right\}$$

$$\leq \frac{\tilde{C}_2}{6} + \frac{1}{2(K+1)} \sum_{j=0}^{K-1} \|\Phi(X_j) - \nabla \Phi(\bar{x}_j)\|^2 + \frac{1}{3(K+1)} T_{K-1} + \frac{\|\Phi(X_0)\|^2}{6(K+1)},$$

(41)

where the last inequality holds since we have

$$\eta_x^2 L_f^2(1+\kappa^2) = \frac{(1-\rho)^4}{24n} \cdot \frac{\eta_x^2}{(1-\rho)^4} \cdot 3L_f^2(1+\kappa^2) \cdot 8n < \frac{1}{2} \cdot \frac{(1-\rho)^4}{24n} \frac{1}{48},$$

and the constant is defined as:

$$\frac{\tilde{C}_2}{6} = 6L^2(1+\kappa^2)C\alpha^T + 6L_{f,0}^2C\alpha^N$$

$$+ 2L_f^2(1+\kappa^2) \cdot \frac{2\eta_x^2}{(1-\rho)^4} \left[ 6(L^2(1+\kappa^2))nC\alpha^T + 6nL_{f,0}^2C\alpha^N + \|\Phi(X_0)\|^2 \right] \frac{1}{K+1}$$

$$= \Theta(\alpha^T + \alpha^N + \frac{1}{K+1}).$$

We then rewrite (41) as

$$\frac{1}{K+1} \sum_{k=0}^{K} \|\Phi(X_k) - \nabla \Phi(\bar{x}_k)\|^2 < \frac{\tilde{C}_2}{3} + \frac{2}{3} \frac{1}{K+1} T_{K-1} + \frac{\|\Phi(X_0)\|^2}{3(K+1)}.$$
By Lemma A.10 we have
\[
\frac{1}{K+1} T_K = \frac{1}{K+1} \sum_{k=0}^{K} \|\nabla \Phi(x_k)\|^2
\]
\[
\leq \frac{2}{\eta_x(K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{1}{K+1} \sum_{k=0}^{K} \|\partial \Phi(X_k) - \nabla \Phi(x_k)\|^2
\]
\[
< \frac{2}{\eta_x(K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{C_2}{3} + \frac{2}{3} \frac{1}{K+1} T_{K-1} + \frac{\|\partial \Phi(X_0)\|^2}{3(K+1)}.
\]
Since $T_{K-1} \leq T_K$, we get
\[
\frac{1}{K+1} T_K < \frac{6}{\eta_x(K+1)} (\Phi(x_0) - \inf_x \Phi(x)) + \frac{\|\partial \Phi(X_0)\|^2}{K+1} + \tilde{C}_2.
\]
Furthermore, by setting $\eta_x = \Theta(\kappa^{-3})$, $\eta_y = \Theta(1)$, $N = \Theta(\log K)$, $T = \Theta(\log K)$, we have
\[
\frac{1}{K+1} \sum_{j=0}^{K} \|\nabla \Phi(x_j)\|^2 = O\left(\frac{1}{K}\right),
\]
which completes the proof.  \hfill \Box

A.3 Proof of the convergence of DSBO

In this section we will prove the convergence result of the DSBO algorithm.

**Theorem A.30.** In Algorithm 5, suppose Assumptions 2.7, 2.2 and 2.3 hold. If Assumption 2.4 holds, then by setting $M = \Theta(\log K)$, $T = \Theta(\log(\kappa))$, $\epsilon < \frac{1}{7}$, $\eta_x \leq \frac{1}{L_2}$, $\eta_y \leq \frac{1}{\mu + L}$, we have:
\[
\frac{1}{K+1} \sum_{k=0}^{K} \mathbb{E} [\|\nabla \Phi(x_k)\|^2] \leq \frac{2}{\eta_x(K+1)} (\mathbb{E} [\Phi(x_0)] - \inf_x \Phi(x)) + \frac{3(\mu + L)}{2\mu L} \eta_y L_f^2 \sigma^2 + \frac{3n^2 \mu L^2}{(1-\rho)^2} C^2 \sigma_f^2 + \eta_x \sigma_f^2 + \tilde{C}_3.
\]

If Assumption 2.4 does not hold, then by setting $\eta_x \leq \frac{1}{L_2}$, $\eta_y(t) = O\left(\frac{1}{t}\right)$, we have:
\[
\frac{1}{K+1} \sum_{k=0}^{K} \mathbb{E} [\|\nabla \Phi(x_k)\|^2] \leq \frac{2}{\eta_x(K+1)} (\mathbb{E} [\Phi(x_0)] - \inf_x \Phi(x)) + \eta_x^2 \frac{4nL_f^2(1 + \kappa^2)}{(1-\rho)^2} ((1 + \kappa)^2 + C \alpha^2) + \frac{L \eta_x(4s_f^2(1 + \kappa^2) + (8L_f^2 + 4s_f^2) C)}{T} + \tilde{C}_3.
\]

Here $C = \Theta(1)$, $C_3 = \Theta(\eta_x^2 + \frac{1}{K+1})$ and $\tilde{C}_3 = O\left(\frac{1}{T} + \alpha^2\right)$.

We first define the following filtration:
\[
\mathcal{F}_k = \sigma\left(\bigcup_{i=1}^{n} \{x_{i,0}, x_{i,1}, \ldots, x_{i,k}\}\right), \quad G_i^{(t)} = \sigma(\{y_{i,l}^{(s)} : 0 \leq l \leq j, 0 \leq s \leq t\} \bigcup \{x_{i,l} : 0 \leq l \leq j\})
\]

Then in both cases we have the following lemma.

**Lemma A.31.** If $\eta_x \leq \frac{1}{L_2}$, then we have:
\[
\mathbb{E} [\|\nabla \Phi(x_k)\|^2] \leq \frac{2}{\eta_x} (\mathbb{E} [\Phi(x)] - \mathbb{E} [\Phi(x_k)]) + \mathbb{E} \left[\mathbb{E} \left[\partial \Phi(X_k; \phi) | \mathcal{F}_k\right] - \nabla \Phi(x_k)\right] + \eta_x \mathbb{E} \left[\partial \Phi(X_k; \phi) - \nabla \Phi(x_k)\right] + L \eta_x \mathbb{E} \left[\partial \Phi(X_k; \phi) - \nabla \Phi(x_k)\right] + \mathbb{E} \left[\partial \Phi(X_k; \phi) | \mathcal{F}_k\right] \right]^2.
\]

**Proof.** In each iteration of Algorithm 5 we have:
\[
x_{k+1} = x_k - \eta_x \partial \Phi(X_k; \phi).
\]
The $L_\Phi$-smoothness of $\Phi$ indicates that
\[
\Phi(x_{k+1}) - \Phi(x_k) \leq \nabla \Phi(x_k)^T (-\eta_k \partial \Phi(x_k; \phi)) + \frac{L_\Phi \eta_k^2}{2} \| \partial \Phi(x_k; \phi) \|^2.
\]
Taking conditional expectation with respect to $F_k$ on both sides, we have the following
\[
\mathbb{E}[\Phi(x_{k+1})|F_k] - \Phi(x_k) \leq \nabla \Phi(x_k)^T (-\eta_k \mathbb{E}[\partial \Phi(x_k; \phi)|F_k]) + \frac{L_\Phi \eta_k^2}{2} \mathbb{E}[\| \partial \Phi(x_k; \phi) \|^2 |F_k]
\]
\[
= -\eta_k \| \nabla \Phi(x_k) \|^2 + \| \mathbb{E}[\partial \Phi(x_k; \phi)|F_k] \|^2 - \| \mathbb{E}[\partial \Phi(x_k; \phi)|F_k] - \nabla \Phi(x_k) \|^2
\]
\[
+ \frac{L_\Phi \eta_k^2}{2} \left( \mathbb{E}[\| \partial \Phi(x_k; \phi) \|^2 |F_k] + \mathbb{E}[\| \partial \Phi(x_k; \phi) - \mathbb{E}[\partial \Phi(x_k; \phi)|F_k] \|^2 |F_k] \right)
\]
\[
=(\frac{L_\Phi \eta_k^2}{2} - \eta_k) \| \nabla \Phi(x_k) \|^2 + \mathbb{E}[\| \partial \Phi(x_k; \phi)|F_k] - \nabla \Phi(x_k) \|^2]
\]
where the second inequality holds since we pick $\eta_k \leq \frac{1}{2}$. Thus we can take expectation again and use tower property to obtain:
\[
\frac{\eta_k}{2} \mathbb{E}[\| \nabla \Phi(x_k) \|^2] \leq \mathbb{E}[\Phi(x_{k+1})] - \mathbb{E}[\Phi(x_{k+1})] + \frac{\eta_k}{2} \mathbb{E}[\| \nabla \Phi(x_k; \phi)|F_k] - \nabla \Phi(x_k) \|^2]
\]
\[
+ \frac{L_\Phi \eta_k^2}{2} \mathbb{E}[\| \partial \Phi(x_k; \phi) - \mathbb{E}[\partial \Phi(x_k; \phi)|F_k] \|^2].
\]
which completes the proof.

A.3.1 Case 1: Assumption 2.4 holds

**Lemma A.32.** Under Assumption 2.4, we have:
\[
\| \mathbb{E}[\nabla f_i(x_{i,k}, y_{i,k}^{(T)}; \phi_{i,k})|F_k] - \nabla f_i(x_{i,k}, y_{i,k}^{(T)}) \| \leq L_{f,0}(1 - \epsilon L)^M \kappa.
\]

**Proof.** We first consider the expectation
\[
\mathbb{E}[\nabla f_i(x_{i,k}, y_{i,k}^{(T)}; \phi_{i,k})|F_k]
\]
\[
= \nabla_x f_i(x_{i,k}, y_{i,k}^{(T)}) - \nabla_y g(x_{i,k}, y_{i,k}^{(T)}) \left[ \sum_{k=0}^{M-1} \epsilon (I - \epsilon \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)})) k \right] \nabla_y f_i(x_{i,k}, y_{i,k}^{(T)}),
\]
where we use the fact that $M'$ in Algorithm 2 is uniformly sampled from $[M]$. Notice that for the finite sum we have:
\[
\epsilon \sum_{k=0}^{M-1} (I - \epsilon \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)}))^k = \epsilon \left[ \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)}) \right]^{-1} (I - \epsilon \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)}))^M
\]
\[
= \left[ \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)}) \right]^{-1} (I - \epsilon \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)}))^M,
\]
which implies:
\[
\| \epsilon \sum_{k=0}^{M-1} (I - \epsilon \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)}))^k - \left[ \nabla_y^2 g(x_{i,k}, y_{i,k}^{(T)}) \right]^{-1} \| \leq \frac{(1 - \epsilon L)^M}{\mu}.
\]
These inequalities yields the following error bound
\[
\| \mathbb{E}[\nabla f_i(x_{i,k}, y_{i,k}^{(T)}; \phi_{i,k})|F_k] - \nabla f_i(x_{i,k}, y_{i,k}^{(T)}) \| \leq L_{f,0}(1 - \epsilon L)^M \kappa,
\]
which completes the proof.
Lemma A.33. Under the assumption\textsuperscript{24} we have:

\[
\sum_{k=0}^{K} \left\| \mathbb{E} \left[ \nabla \Phi (x_k; \phi) \right] - \nabla \Phi (\hat{x}_0) \right\|^2 \leq 3((K + 1) L^2 f_{0} (1 - \epsilon L)^2 \kappa^2 + \frac{L^2}{n} A_K + L^2 \delta S_K ).
\]

Proof. We first bound each component of the gradient error as

\[
\mathbb{E} \left[ \nabla f_i (x_{i,k}, y_{i,k}^{(T)} ; \phi_{i,k}) \right] - \nabla \Phi (\hat{x}_0) \right\|^2 \leq 3 \mathbb{E} \left[ \nabla f_i (x_{i,k}, y_{i,k}^{(T)} ; \phi_{i,k}) \right] - \nabla \Phi (\hat{x}_0) \right\|^2 
\]

where the second inequality is obtained by Lemma A.32 and Lemma A.3. Taking summation on both sides over \( i = 1, \ldots, n \), we have:

\[
\sum_{k=0}^{K} \left\| \mathbb{E} \left[ \nabla \Phi (x_k; \phi) \right] - \nabla \Phi (\hat{x}_0) \right\|^2 \leq 3 \sum_{i=1}^{n} \mathbb{E} \left[ \nabla f_i (x_{i,k}, y_{i,k}^{(T)} ; \phi_{i,k}) \right] - \nabla \Phi (\hat{x}_0) \right\|^2 
\]

Taking summation on both sides over \( k = 0, \ldots, K \), we know

\[
\sum_{k=0}^{K} \left\| \mathbb{E} \left[ \nabla \Phi (x_k; \phi) \right] - \nabla \Phi (\hat{x}_0) \right\|^2 \leq 3((K + 1) L^2 f_{0} (1 - \epsilon L)^2 \kappa^2 + \frac{L^2}{n} A_K + L^2 \delta S_K ),
\]

which completes the proof. \qed

The following Lemma is adopted from \cite{5} Lemma 5.

Lemma A.34. Under Assumptions \textsuperscript{27-23} we have:

\[
\mathbb{E} \left\| \nabla f_i (x_{i,k}, y_{i,k}^{(T)} ; \phi_{i,k}) \right\| - \nabla f_i (x_{i,k}, y_{i,k}^{(T)} ; \phi_{i,k}) \right\|^2 \leq \tilde{\sigma}^2_f,
\]

where the constants are defined as

\[
\tilde{\sigma}^2_f = \sigma^2_f + \frac{3}{\mu^2} [(\sigma^2_f + L^2 f_{0}) (\sigma^2_f + 2 L^2) + \sigma^2_f L^2] = O(\kappa^2).
\]

The following lemmas give the estimation bound of \( A_K \) and \( S_K \) in the stochastic case.

Lemma A.35. In Algorithm \textsuperscript{3} we have

\[
\mathbb{E} [S_K] < \frac{n^2}{(1 - \rho)^2} \sum_{j=0}^{K-1} \sum_{i=1}^{n} \mathbb{E} \left[ \| \nabla f_i (x_{i,j}, y_{i,j}^{(T)} ; \phi_{i,j}) \| \right] \leq \frac{n^2 n K}{(1 - \rho)^2} \tilde{C}^2_f,
\]

where the constant is defined as

\[
\tilde{C}^2_f = (L f_0 + \frac{L L f_{1,1}}{\mu} + \frac{L L f_{1,1}}{\mu})^2 + \tilde{\sigma}^2_f = O(\kappa^2).
\]

Proof. Observe that in this stochastic case, we can replace \( \nabla f_i (x_{i,j}, y_{i,j}^{(T)} ; \phi_{i,j}) \) with \( \nabla f_i (x_{i,j}, y_{i,j}^{(T)} ; \phi_{i,j}) \) in Lemma A.17 to get the first inequality. For the second inequality, we adopt the bound in Lemma 2 of \cite{5}. \qed
Lemma A.36. Set parameters in Algorithm[3] as
\[ \eta_y \leq \frac{2}{\mu + L}, \quad \delta_y^T \leq \frac{1}{3}. \] (47)

Then we have the following inequalities
\[
\mathbb{E}[A_K] \leq \delta_y^T (2\mathbb{E}[c_1] + 6\kappa^2 \mathbb{E}[E_K]) + \frac{\mu + L}{2\mu L} \eta_y n K \sigma_{g,1}^2, 
\]
\[
\mathbb{E}[E_K] \leq \left( \frac{6n}{(1 - \rho)^2} + 3 \eta_y^2 n K \tilde{C}_j^2 \right). 
\]

Proof. The proof is based on Lemma A.8. Taking conditional expectation with respect to the filtration \( G_{i,j}^{(t-1)} \), we get
\[
\mathbb{E} \left[ \|y_{i,j}^{(t)} - y_{i,j}^*(x_{i,j})\|^2 | G_{i,j}^{(t-1)} \right] = \mathbb{E} \left[ \|y_{i,j}^{(t-1)} - \eta_y \nabla_y g_i(x_{i,j}, y_{i,j}^{(t-1)}; x_{i,j}^*) - y_{i,j}^*(x_{i,j})\|^2 | G_{i,j}^{(t-1)} \right] 
\]
\[
= \|y_{i,j}^{(t-1)} - y_{i,j}^*(x_{i,j})\|^2 - 2\eta_y \mathbb{E} \left[ \nabla_y g_i(x_{i,j}, y_{i,j}^{(t-1)}; x_{i,j}^*)^T (y_{i,j}^{(t-1)} - y_{i,j}^*(x_{i,j})) \right] + \eta_y^2 \mathbb{E} \left[ \|\nabla_y g_i(x_{i,j}, y_{i,j}^{(t-1)}; x_{i,j}^*)\|^2 | G_{i,j}^{(t-1)} \right] 
\]
\[
\leq (1 - \frac{2\eta_y \mu L}{\mu + L}) \|y_{i,j}^{(t-1)} - y_{i,j}^*(x_{i,j})\|^2 + \eta_y (\eta_y - \frac{2}{\mu + L}) \|\nabla_y g_i(x_{i,j}, y_{i,j}^{(t-1)}; x_{i,j}^*)\|^2 + \eta_y^2 \sigma_{g,1}^2, 
\]
where the first inequality is obtained by the smoothness and the strongly convexity of function \( g \) and the second inequality is by (47). Taking expectation on both sides and using the tower property, we have
\[
\mathbb{E} \left[ \|y_{i,j}^{(T)} - y_{i,j}^*(x_{i,j})\|^2 \right] \leq (1 - \frac{2\eta_y \mu L}{\mu + L}) \mathbb{E} \left[ \|y_{i,j}^{(T-1)} - y_{i,j}^*(x_{i,j})\|^2 \right] + \eta_y^2 \sigma_{g,1}^2, 
\]
\[
\leq (1 - \frac{2\eta_y \mu L}{\mu + L}) T \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j})\|^2 \right] + \eta_y^2 \sigma_{g,1}^2 \sum_{s=0}^{T-1} (1 - \frac{2\eta_y \mu L}{\mu + L})^s, 
\]
\[
\leq \delta_y^T \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j})\|^2 \right] + \frac{\mu + L}{2\mu L} \eta_y^2 \sigma_{g,1}^2. 
\] (48)

Moreover, by the warm-start strategy, we have
\[
\mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j})\|^2 \right] = \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j-1}) + y_{i,j}^*(x_{i,j-1}) - y_{i,j}^*(x_{i,j})\|^2 \right] 
\]
\[
\leq 2(\mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j-1})\|^2 \right] + \mathbb{E} \left[ \|y_{i,j}^*(x_{i,j-1}) - y_{i,j}^*(x_{i,j})\|^2 \right]) 
\]
\[
\leq \frac{2}{3} \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j-1})\|^2 \right] + 2\kappa^2 \mathbb{E} \left[ \|x_{i,j-1} - x_{i,j}\|^2 \right], 
\] (49)

where the second inequality is by Lemma A.8 and (49) and the last inequality is by (47). Taking summation over \( i, j \), we have:
\[
\sum_{j=1}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j})\|^2 \right] \leq \frac{2}{3} \sum_{j=1}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j-1})\|^2 \right] + 2\kappa^2 \mathbb{E} \left[ E_K \right] 
\]
\[
\leq \frac{2}{3} \mathbb{E} \left[ c_1 \right] + \frac{2}{3} \sum_{j=1}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j})\|^2 \right] + 2\kappa^2 \mathbb{E} \left[ E_K \right], 
\]
which leads to
\[
\sum_{j=1}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \|y_{i,j}^{(0)} - y_{i,j}^*(x_{i,j})\|^2 \right] \leq 2\mathbb{E} \left[ c_1 \right] + 6\kappa^2 \mathbb{E} \left[ E_K \right]. 
\] (50)
Combining (50) with (48) and taking summation over \(i, j\), we have
\[
E[A_K] \leq \delta_T^T \sum_{j=1}^K \sum_{i=1}^n \mathbb{E} \left[ \left\| y_{i,j}^{(0)} - y^*_i(x_{i,j}) \right\|^2 \right] + \frac{\mu + L}{2\mu L} \eta_y nK\sigma_{\beta,1}^2
\leq \delta_T^T (2\mathbb{E}[c_1] + 6\kappa^2 E[E_K]) + \frac{\mu + L}{2\mu L} \eta_y nK\sigma_{\beta,1}^2.
\]
Recall that for \(E_K\) we have:
\[
E_K = \sum_{j=1}^K \sum_{i=1}^n \|x_{i,j} - x_{i,j-1}\|^2 = \sum_{j=1}^K \sum_{i=1}^n \|x_{i,j} - x_j + x_j - x_{j-1} + x_{j-1} - x_{i,j-1}\|^2
\]
\[
= \sum_{j=1}^K \sum_{i=1}^n \|q_{i,j} - \eta_x \partial \Phi(X_{j-1}; \phi) - q_{i,j-1}\|^2
\leq 3 \sum_{j=1}^K \sum_{i=1}^n (\|q_{i,j}\|^2 + \eta_x^2 \|\partial \Phi(X_{j-1}; \phi)\|^2 + \|q_{i,j-1}\|^2)
\leq 3n \sum_{j=1}^K (\|Q_j\|^2 + \|Q_{j-1}\|^2 + \eta_x^2 \|\partial \Phi(X_{j-1}; \phi)\|^2)
\leq 6nS_K + 3n^2 \sum_{j=0}^{K-1} \|\partial \Phi(X_j; \phi)\|^2
\leq 6nS_K + 3n^2 \sum_{j=0}^{K-1} \|\nabla f_i(x_{i,j}, y_{i,j}; \phi_i, j)\|^2.
\]
Taking expectation on both sides yields
\[
E[E_K] \leq 6n E[S_K] + 3n \sum_{j=0}^{K-1} \sum_{i=1}^n \mathbb{E} \left[ \|\nabla f_i(x_{i,j}, y_{i,j}; \phi_i, j)\|^2 \right]
\leq 6n \frac{\eta_x^2 nK}{(1 - \rho)^2} \bar{C}_f^2 + 3n^2 nK\bar{C}_f^2 = (\frac{6n}{(1 - \rho)^2} + 3)n^2 nK\bar{C}_f^2,
\]
which completes the proof. \(\square\)

Next, we prove the main convergence results in Theorem 3.30. Taking expectation on both sides in (46), we have:
\[
\frac{1}{K + 1} \sum_{k=0}^K \mathbb{E} \left[ \left\| \mathbb{E} \left[ \partial \Phi(X_k; \phi) | \mathcal{F}_k \right] - \nabla \Phi(\bar{x}_k) \right\|^2 \right]
\leq 3(L_{f,0}^2(1 - \epsilon L)^2M\kappa^2 + \frac{L_f^2}{n(K + 1)} \mathbb{E}[A_K] + \frac{L_{\Phi}^2}{K + 1} \mathbb{E}[S_K])
\leq C_3 + \frac{3(\mu + L)}{2\mu L} \eta_y L_f^2 \sigma_{\beta,1}^2 + \frac{3n^2 nL_{\Phi}^2}{(1 - \rho)^2} \bar{C}_f^2,
\]
where the constant is defined as:
\[
C_3 = 3L_{f,0}^2(1 - \epsilon L)^2M\kappa^2 + \frac{L_f^2}{n(K + 1)} \delta_T^T (2\mathbb{E}[c_1] + 6\kappa^2 E[E_K])
\leq 3L_{f,0}^2(1 - \epsilon L)^2M\kappa^2 + \frac{L_f^2}{n(K + 1)} \delta_T^T (2\mathbb{E}[c_1] + 6\kappa^2 (\frac{6n}{(1 - \rho)^2} + 3)n^2 nK\bar{C}_f^2)
= \Theta(\delta_T^M \kappa^2 + \eta_x^2 \delta_T^p \kappa^8).
\]
Here we denote \(\delta_x = (1 - \epsilon L)^2\) for simplicity. Therefore, we set \(M = \Theta(\log K)\) and \(T = \Theta(\log \kappa)\) such that \(C_3 = \Theta(\eta_x^2 + \frac{1}{\kappa T})\). Recall that [A.34] yields:

\[
\mathbb{E} \left[ \|\nabla \Phi(x_k)\|^2 \right] \leq \frac{2}{\eta_x} \mathbb{E} \left[ \Phi(x_k) \right] - \mathbb{E} \left[ \Phi(x_{k+1}) \right] + \frac{\mathbb{E} \left[ \|\partial \Phi(X_k; \phi)|F_k\| \right]}{\eta_x} - \mathbb{E} \left[ \|\nabla \Phi(x_k)\|^2 \right] + L\eta_x \mathbb{E} \left[ \|\partial \Phi(X_k; \phi)|F_k\| \right]^2.
\]

If we take sum on both sides and calculate the average, together with inequality [51] and Lemma [A.37], we have

\[
\frac{1}{K+1} \sum_{k=0}^{K} \mathbb{E} \left[ \|\nabla \Phi(x_k)\|^2 \right] \leq \frac{2}{\eta_x} (\mathbb{E} \left[ \Phi(x_0) \right] - \inf_x \Phi(x)) + \frac{3(\mu + L)}{2\mu L} \eta_x L_j^2 \sigma^2_{\alpha, 1} + \frac{3\eta_x^2 n L^2}{(1 - \rho)^2} \tilde{C}_j + L\eta_x \tilde{\sigma}_j + C_3.
\]

By setting \(\eta_x = \Theta(K^{-\frac{1}{2}})\), \(\eta_y = \Theta(K^{-\frac{1}{2}})\) we have

\[
\frac{1}{K+1} \sum_{k=0}^{K} \mathbb{E} \left[ \|\nabla \Phi(x_k)\|^2 \right] = \mathcal{O}(\frac{1}{\sqrt{K}}).
\]

### A.3.2 Case 2: Assumption 2.4 does not hold

We first consider the bound.

**Lemma A.37.** Assume the Assumption 2.4 does not hold in Algorithm 5, we have

\[
\frac{1}{K+1} \sum_{k=0}^{K} \mathbb{E} \left[ \|\partial \Phi(X_k; \phi)|F_k\| \right] \leq \frac{6C(L^2(1 + \kappa^2))}{T} + 6L^2_{f, \alpha} C \alpha N + 2L^2_j (1 + \kappa^2) \frac{\eta_x^2}{(1 - \rho)^2} n(2(1 + \kappa^2) + 2C \alpha N).
\]

**Proof.** Denote by \(\hat{Z}_{i,k}^{(N)}\) the output of each stochastic JHIP oracle 1 in Algorithm 5. Then

\[
\mathbb{E}[\hat{Z}_{i,k}^{(N)}] = Z_{i,k}^{(N)},
\]

which implies

\[
\mathbb{E}[\partial \Phi(X_k; \phi)|F_k] = \partial \Phi(X_k).
\]

Hence we can follow the same process in case 2 of DBO to get:

\[
\sum_{k=0}^{K} \mathbb{E} \left[ \|\partial \Phi(X_k; \phi)|F_k\| \right] \leq \frac{6C(L^2(1 + \kappa^2))}{T} + 6L^2_{f, \alpha} C \alpha N + 2L^2_j (1 + \kappa^2) \frac{\eta_x^2}{(1 - \rho)^2} nK(2(1 + \kappa^2) + 2C \alpha N).
\]

Taking expectation again on both sides and multiplying by \(\frac{1}{\kappa T}\) on both sides, we complete the proof. \(\square\)

The next lemma characterizes the variance of the gradient estimation.

**Lemma A.38.** Assume the Assumption 2.4 does not hold in Algorithm 5, we have

\[
\mathbb{E}\left[ \|\partial \Phi(X_k; \phi)|F_k\| \right]^2 \leq 4\sigma_f^2 (1 + \kappa^2) + \frac{8L_{f, \alpha}^2 + 4\sigma_j^2}{N} C_{\alpha}.
\]
Proof. Recall that we have:
\[
\nabla f_i(x_{i,k}, y_{i,k}(T); \phi) = \nabla x f_i(x_{i,k}, y_{i,k}(T); \phi^{(0)}_{i,k}) - \left[ Z_i^{(N)} \right]^T \nabla y f_i(x_{i,k}, y_{i,k}(T)).
\]
By introducing intermediate terms we can have the following inequality
\[
\|\nabla f_i(x_{i,k}, y_{i,k}(T); \phi) - \nabla f_i(x_{i,k}, y_{i,k}(T))\|^2 
\leq 4\|\nabla x f_i(x_{i,k}, y_{i,k}(T); \phi^{(0)}_{i,k}) - \nabla x f_i(x_{i,k}, y_{i,k}(T))\|^2 + 4\|\left[ Z_i^{(N)} \right]^T \nabla y f_i(x_{i,k}, y_{i,k}(T))\|^2.
\]
For the first term and the third term we use $E \left[ \|\nabla f_i(x, y; \phi) - \nabla f_i(x, y)\|^2 \right] \leq \sigma_f^2$. For the second term (and the fourth term) we use the fact that stochastic (and deterministic) decentralized algorithm achieves sublinear rate (Lemma \[A.12\]). Without loss of generality we can set $C$ such that:
\[
\max \left\{ \frac{1}{n} \sum_{i=1}^{n} E \left[ \| Z_i^{(N)} - Z_i \|^2, Z_i^{(N)} - Z_i \|^2 \right] \leq \frac{C}{n}. \right. \]
For partial gradients in the second and fourth terms, we have:
\[
\|\nabla y f_i(x, y; \phi)\|^2 \leq L_f, \forall i
\]
\[
E \left[ \|\nabla y f_i(x_{i,k}, y_{i,k}(T); \phi^{(0)}_{i,k})\|^2 \right] = E \left[ \|\nabla y f_i(x_{i,k}, y_{i,k}(T); \phi^{(0)}_{i,k}) - \nabla y f_i(x_{i,k}, y_{i,k}(T))\|^2 + \|\nabla y f_i(x_{i,k}, y_{i,k}(T))\|^2 \right] \leq \sigma_f^2 + L_f, \forall i.
\]
Taking summation and expectation on both sides, we have
\[
\frac{1}{n} \sum_{i=1}^{n} E \left[ \|\nabla f_i(x, y; \phi) - \nabla f_i(x, y)\|^2 \right] \leq 4\sigma_f^2 + 4(L_f^2 + \sigma_f^2) C \frac{C}{N} + \frac{C}{N} \frac{C}{N} + 4L_f, \forall i.
\]
which, together with
\[
E \left[ \|\partial \Phi(X_k; \phi)\| \right] - E \left[ \|\partial \Phi(X_k; \phi)\| F_k \| \right] \leq \frac{1}{n} \sum_{i=1}^{n} E \left[ \|\nabla f_i(x_{i,k}, y_{i,k}(T); \phi) - \nabla f_i(x_{i,k}, y_{i,k}(T))\|^2 \right],
\]
proves the lemma.

Now we are ready to give the final proof. Taking summation on both sides of (43) and putting Lemma \[A.37\] and \[A.38\] together we know:
\[
\frac{1}{K+1} \sum_{k=0}^{K} E \left[ \|\nabla \Phi(x_k)\|^2 \right] \leq \frac{2}{\eta_x (K+1)} (E [\Phi(x)] - \inf_x \Phi(x)) + \frac{6C(L_f^2(1 + \kappa^2))}{T} + 6L_f^2 C \alpha_N + 2L_f^2(1 + \kappa^2) \frac{\eta_x^2}{(1 - \rho)^2} n(2(1 + \kappa)^2 + 2C \alpha_N) + L \eta_x (4\sigma_f^2(1 + \kappa^2) + (8L_f^2 + 4\sigma_f^2) C \frac{C}{N})
\]
\[
= \frac{2}{\eta_x (K+1)} (E [\Phi(x)] - \inf_x \Phi(x)) + \frac{4n L_f^2(1 + \kappa^2)}{(1 - \rho)^2} ((1 + \kappa)^2 + C \alpha_N) + L \eta_x (4\sigma_f^2(1 + \kappa^2) + (8L_f^2 + 4\sigma_f^2) C \frac{C}{N}) + \hat{C}_3.
\]
\[
39
\]
which completes the proof. Here $\tilde{C}_3 = \frac{6C(L^2(1+\kappa^2))}{T} + 6L^2 f_0 C \alpha N = O\left(\frac{1}{T} + \alpha^N\right)$. By setting $\eta_x = \Theta(K^{-\frac{1}{2}})$, $\eta_y = \Theta(K^{-\frac{1}{2}})$, $T = \Theta(K^{\frac{1}{2}})$, $N = \Theta(\log K)$, we have:

$$\frac{1}{K+1} \sum_{k=0}^{K} \mathbb{E} \left[\|\nabla \Phi(x_k)\|^2\right] = O\left(\frac{1}{\sqrt{K}}\right).$$