On the rapid demise of Ly α emitters at redshift $z \sim 7$ due to the increasing incidence of optically thick absorption systems
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ABSTRACT
A variety of independent observational studies have now reported a significant decline in the fraction of Lyman-break galaxies which exhibit Lyα emission over the redshift interval $z = 6–7$. In combination with the strong damping wing extending redward of Lyα in the spectrum of the bright $z = 7.085$ quasar ULAS 1120+0641, this has strengthened suggestions that the hydrogen in the intergalactic medium (IGM) is still substantially neutral at $z \sim 7$. Current theoretical models imply H i fractions as large as 40–90 per cent may be required to explain these data assuming there is no intrinsic evolution in the Lyα emitter population. We propose that such large neutral fractions are not necessary. Based on a hydrodynamical simulation which reproduces the absorption spectra of high-redshift ($z \sim 6–7$) quasars, we demonstrate that the opacity of the intervening IGM redward of rest-frame Lyα can rise rapidly in average regions of the Universe simply because of the increasing incidence of absorption systems which are optically thick to Lyman continuum photons as the tail-end of reionization is approached. Our simulations suggest that these data do not require a large change in the IGM neutral fraction by several tens of per cent from $z = 6$ to 7, but may instead be indicative of the rapid decrease in the typical mean free path for ionizing photons expected during the final stages of reionization.
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1 INTRODUCTION
The opacity observed blueward of rest-frame Lyα in the spectra of distant quasars rises towards higher redshifts (Fan et al. 2006; Becker, Rauch & Sargent 2007), indicating that the fraction of neutral hydrogen in the intergalactic medium (IGM) is small but increasing with look-back time. This observation, coupled with the Thomson optical depth measured from cosmic microwave background data (Komatsu et al. 2011), suggests that an extended epoch of hydrogen reionization was ending by $z \sim 6–7$. Reaching further into the epoch of reionization – when intergalactic hydrogen is still substantially neutral – is difficult, but Lyα selected galaxies may offer one promising route to probing somewhat deeper into this distant era (Miralda-Escudé & Rees 1998; Haiman 2002). The increasing H i content in the IGM at $z > 6$ produces a Lyα damping wing which can extend redward of a galaxy’s Lyα emission line. The damping wing reduces the visibility of the Lyα emission (Miralda-Escudé 1998, and the number of Lyα emitting galaxies (LAEs) observed in flux-limited surveys will thus decrease as the ambient H i fraction rises with increasing redshift (Haiman & Spaans 1999).

The resonant nature of the Lyα transmission unfortunately complicates this simple picture. Source clustering (Furlanetto, Zaldarriaga & Hernquist 2006), dust (Hansen & Oh 2006; Dayal, Maselli & Ferrara 2011) and resonant Lyα scattering within the sources themselves – which is sensitive to both the H i content and gas velocities (Santos 2004; Dijkstra & Wyithe 2010) – all impact on the visibility of Lyα emission. The complex resonant radiative transfer within the galaxies often leads to substantial line redshifts of several hundred km s⁻¹ which can significantly enhance the visibility of LAEs when the surrounding IGM is still substantially neutral (Barnes et al. 2011; Dijkstra, Mesinger & Wyithe 2011; Laursen, Sommer-Larsen & Razoumov 2011; Zheng et al. 2011; Jeeon-Daniel et al. 2012).

Recently, however, a significant decrease in the transmission of Lyα photons from high-redshift galaxies has been found between $z = 6$ and 7 (Stark et al. 2010; Hayes et al. 2011; Pentericci et al. 2011; Curtis-Lake et al. 2012; Ono et al. 2012; Schenker et al. 2012). This result is based on the rapid decline in the fraction of Lyman-break galaxies (LBGs) which exhibit Lyα emission – a quantity
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which is (in principle) less susceptible than the LAE luminosity function (e.g. Malhotra & Rhoads 2004; Kashikawa et al. 2006; Hu et al. 2010) to observational selection effects and intrinsic evolution in the LAE population. Based on comparisons to existing numerical simulations and semi-numerical models of reionization, the reported rapid decrease in the transmission of Lyα emission at $z \sim 6$–7 may be interpreted as a rapid change in the volume-averaged neutral fraction (by several tens of per cent) over a rather short redshift interval (Pentericci et al. 2011; Ono et al. 2012; Schenker et al. 2012).

Such a rapid change in the neutral fraction is, however, at odds with the rather low ionizing emissivity suggested by the Lyα forest data at $z = 5$–6 (Bolton & Haehnelt 2007b) which appears to imply a much slower evolution of the neutral fraction. Theoretical reionization models matching the Lyα forest data (e.g. Ciardi et al. 2012; Jensen et al. 2012; Kuhlen & Faucher-Giguère 2012) therefore have considerable difficulty in explaining the rather large neutral fractions ($\sim 40$–90 per cent) that have been inferred from the recent LAE/LBG observations at $z \sim 7$. Alternative explanations which – either individually or in combination – might allow for a more modest change in the IGM neutral fraction include an increase in the escape fraction of ionizing photons, or an increase in the interstellar dust content of the galaxies towards higher redshift (see Forero-Romero et al. 2012 for further discussion of these points).

In this paper, we shall argue that one other clue to this puzzle is provided by the quasar ULAS J1120+0641 at $z = 7.085$, recently discovered by the United Kingdom Infrared Telescope (UKIRT) Infrared Deep Sky Survey (UKIDSS; Lawrence et al. 2007). The spectrum of ULAS J1120+0641 exhibits a strong Lyα damping wing extending redward of the quasar Lyα emission line (Mortlock et al. 2011) – exactly what is needed to suppress the generally redshifted (relative to the systemic redshift of the galaxy) emission of LAEs. Theoretical models predict that the regions surrounding rare, bright quasars are amongst the first to reionize (e.g. Furlanetto, Zaldarriaga & Hernquist 2004; Iliev et al. 2006; McQuinn et al. 2007b; Trac & Cen 2007; Zahn et al. 2007). If the environment around ULAS J1120+0641 is typical of quasar host galaxies at $z > 7$, the significantly weaker ionizing radiation field expected around even the brightest LAEs implies that the impact of the red Lyα damping wing on LAE visibility should be even stronger.

Bolton et al. (2011) used high-resolution simulations of Lyα absorption to demonstrate that unless a proximate damped Lyα absorber lies within $\sim 5$ pMpc of the quasar, a volume-averaged H i fraction of at least ($f_{HI} > 0.1$) is required to reproduce the damping wing observed around ULAS J1120+0641. In this work, we show that an H i fraction of around 10 per cent could also explain the rapid evolution of the LAEs – obviating the need for H i fractions as large as 40–90 per cent. The difference in the inferred neutral fraction is due to the inclusion of small-scale ($\sim 20$ pkpc), optically thick absorption systems which remain unresolved in large-scale ($\gtrsim 100$ cMpc) reionization simulations. On including these systems, the Lyα opacity up to a few hundred km s$^{-1}$ redward of rest-frame Lyα rises more rapidly with H i fraction than usually predicted. As we shall demonstrate, this is because the intervening Lyα opacity of the IGM at the end of hydrogen reionization is strongly affected by the increasing size of these systems, which naturally occurs as the metagalactic photoionization rate decreases. A more modest neutral fraction of $\sim 10$ per cent is much easier to reconcile with the fact that quasar absorption spectra at $z \sim 6$ appear to indicate that the IGM is highly ionized only 180 Myr later (Fan et al. 2006; Wyithe, Bolton & Haehnelt 2008, but see also Mesinger 2010).

We begin our analysis in Section 2, where we describe our modelling of the IGM Lyα opacity and the procedure we adopt for incorporating self-shielded gas into a hydrodynamical simulation. In Section 3, the properties of the optically thick absorbers in the simulations are discussed in more detail. We explore the implications of these absorption systems for the visibility of Lyα emission from galaxies in Section 4, and we conclude in Section 5. We assume the cosmological parameters $\Omega_m = 0.26$, $\Omega_L = 0.74$, $\Omega_b h^2 = 0.023$, $h = 0.72$ and a helium mass fraction of $Y = 0.24$ throughout. Comoving and proper distances are denoted by using the prefixes ‘c’ and ‘p’, respectively.

2 NUMERICAL SIMULATIONS OF THE IGM

2.1 Hydrodynamical model

We model the IGM using a high-resolution hydrodynamical simulation performed with the parallel TreeSPH code GADGET-3, last described in Springel (2005). The simulation employs a box size of $10^7$ cMpc, a gas particle mass of $9.2 \times 10^{4}$ h$^{-1}$ M$_\odot$ and a gravitational softening length of $0.65$ h$^{-1}$ c kpc. The gas is reionized instantaneously by a uniform, optically thin ionizing background at $z = 9$ based on the Haardt & Madau (2001) galaxies and quasars emission model. Although we subsequently recompute the ionization state of the gas, this means that the IGM density field at $z < 9$ is already Jeans smoothed by the increased gas pressure following photoheating (e.g. Pawlik, Schaye & van Scherpenzeel 2009). This simulation was previously used to model the Lyα opacity in the near zone of the high-redshift quasar ULAS J1120+0641 at $z = 7.085$ (Bolton et al. 2011). In this work, we use an output at $z = 7$.

The initial equilibrium ionization state of the gas is set by a spatially uniform ionizing background. We do not model the patchy ionization state of the IGM by following the radiative transfer of ionizing photons emitted by individual sources. We will, however, estimate the effect of a central source on the ionization state of the IGM later in our analysis. A box size of $10^6$ h$^{-1}$ cMpc is in any case too small to correctly capture the large-scale topology of the reionization process. Instead, the high-mass resolution of the simulation allows us to incorporate the small-scale structures responsible for optically thick absorption systems. These absorption systems are expected to define the edge of ionized bubbles (Crociani et al. 2011), regulate the mean free path at overlap (Miralda-Escudé, Haehnelt & Rees 2000; Gnedin & Fan 2006; McQuinn, Oh & Faucher-Giguère 2011) and delay the latter stages of reionization (Ciardi et al. 2006; Alvarez & Abel 2012). These systems remain unresolved in most large-scale reionization simulations (but see Choudhury, Haehnelt & Regan 2009; Crociani et al. 2011; Alvarez & Abel 2012 for recent ‘semi-numerical’ approaches, and Gnedin & Fan 2006; Kohler & Gnedin 2007; Altay et al. 2011; McQuinn et al. 2011 for smaller simulations which resolve self-shielded systems) and are therefore often not considered when estimating the impact of intergalactic Lyα absorption on the visibility of LAEs.

2.2 Modelling optically thick absorption systems

In order to include optically thick absorbers in our model, following Schaye (2001) we use a simple, physically motivated prescription to assign a density threshold above which gas remains self-shielded, which we briefly summarize here (see also Miralda-Escudé et al. 2000; Furlanetto & Oh 2005). Assuming that the typical size of an H i absorber is the Jeans scale and adopting the case A recombination
Table 1. The four background photoionization rates used in this work. The resulting volume-weighted neutral hydrogen fractions (which include the contribution from self-shielded gas) are summarized in the second column.

| $\log (\Gamma_{HI}/s^{-1})$ | $(f_{HI})_V$ |
|-----------------------------|-------------|
| $-12.8$                     | $2.7 \times 10^{-3}$ |
| $-13.2$                     | $9.2 \times 10^{-3}$ |
| $-13.6$                     | $3.2 \times 10^{-2}$ |
| $-14.0$                     | $1.1 \times 10^{-1}$ |

The four background photoionization rates used in this work: $\log (\Gamma_{HI}/s^{-1}) = -12.8$, $-13.2$, $-13.6$ and $-14.0$. These are summarized in Table 1 along with the corresponding volume-weighted H I fractions. This range is chosen so that the largest value is comparable to recent photoionization rate measurements from the Ly$\alpha$ forest at $z = 6$ (Calverley et al. 2011; Wyithe & Bolton 2011). The lowest value produces a volume-averaged H I fraction of around 10 per cent (with $\Delta_{ss} \sim 2$), and thus approaches the regime where this self-shielding prescription ceases to provide an adequate description of the spatial distribution of H I in the IGM.

2.3 Extracting line-of-sight quantities

We use these neutral hydrogen distributions as the starting point for constructing mock Ly$\alpha$ absorption spectra. Sightlines are extracted parallel to the box boundaries in three directions around the 100 most massive dark matter haloes in the simulation at $z = 7$. These halo sightlines are spliced together with sightlines drawn randomly from the periodic volume to form a total of 300 continuous skewers through the density, peculiar velocity and temperature field of the hydrodynamical simulation. The skewers have a total length of 12.5 Mpc, ranging from 8330 to $-2084$ km s$^{-1}$ around the halo position. The Ly$\alpha$ optical depth along each of the sightlines is then computed following a standard procedure, see e.g. equation (15) in Bolton & Haehnelt (2007a). In the rest of our analysis, all quantities will be estimated from these 300 sightlines.

We note, however, that the most massive dark matter halo in the simulation volume at $z = 7$ has a mass $M_{\text{halo}} = 9.0 \times 10^9 M_{\odot}$. In comparison, Ouchi et al. (2010) infer an average dark matter host halo mass of $10^{10} - 10^{11} M_{\odot}$ from the clustering of LAEs with $L_{\text{Ly} \alpha} > 2.5 \times 10^{42}$ erg s$^{-1}$ at $z = 6.6$. Our simulation is therefore too small to correctly sample typical LAE host haloes while simultaneously resolving the small-scale structure of the IGM, so in what follows we will underestimate the impact of the more extended gas overdensities and/or stronger inflows expected around larger haloes on the visibility of the Ly$\alpha$ emitters. However, both of these effects will tend to make the impact of Ly$\alpha$ absorption on the visibility of the Ly$\alpha$ emitters stronger, rather than weaker, serving to strengthen our main conclusion that modest H I fractions may explain the observed LAE fraction at $z = 7$.

3 PROPERTIES OF THE OPTICALLY THICK ABSORBERS

It is instructive to first make contact with observations by comparing our simulation results at $z = 7$ to constraints from the IGM at $z \leq 6$. The upper panel in Fig. 2 displays the four photoionization rates used in Fig. 1. The filled symbols in the middle panel display the corresponding volume-averaged H I fractions predicted by these models. The lowest H I fraction is consistent with only weak evolution from the lower observational limit at $z = 6$, whereas smaller photoionization rates result in a stronger increase in the H I fraction towards $z = 7$. Note that these H I fractions are higher than the values expected if self-shielding were ignored – this is demonstrated by the open symbols at $z = 7$, which display the H I fraction computed from our simulated sightlines without the self-shielding prescription given by equation (1) (i.e. assuming a uniform, optically thin ionizing background).

The bottom panel of Fig. 2 displays the resulting number density of absorption systems with column densities $10^{17.2} \lesssim N_{HI/cm^2} \lesssim 10^{20.0}$, along with the recent observational measurements presented by Songaila & Cowie (2010) at $z \leq 6$. The filled (open) symbols again display the results including (excluding) self-shielding. Lowering the amplitude of the H I ionizing background significantly increases the incidence of these absorption systems. This increase is more pronounced in the models incorporating self-shielding, with a factor of $\sim 25$ increase in the number density of absorbers per unit redshift from $\log (\Gamma_{HI}/s^{-1}) = -12.8$ to $-14.0$.

1 In other words, when the IGM is no longer in the 'post-overlap' stage of reionization (cf. Gnedin 2000) and neutral gas also resides in underdense regions far from ionizing sources. This self-shielding model only applies to what is sometimes referred to as the final 'outside-in' stages of reionization (e.g. Miralda-Escudé et al. 2000; Choudhury et al. 2009; Finlator et al. 2009).

2 Column densities are estimated by integrating the density field over a scale of $20$ pkpc; this choice is motivated by equation (2), which yields $L_{\text{ss}} \simeq 16$–40 pkpc for the range of photoionization rates considered here.
Figure 1. Slices mid-way ($R_x = 5 h^{-1} \text{Mpc}$, with width $\Delta R_x = 39 h^{-1} \text{ckpc}$) through the hydrodynamical simulation volume at $z = 7$ displaying the spatial distribution of the neutral hydrogen fraction, $n_{\text{HI}}/n_{\text{H}}$, for four different background photoionization rates. A self-shielding prescription (see equation 1) has been used in all four cases. Fully neutral self-shielded regions, which trace the highest density regions in the simulation, are shaded white. Anticlockwise from top left, $\log (\Gamma_{\text{HI}}/s^{-1}) = -12.8, -13.6, -14.0$ and $-13.2$.

The absorber properties are displayed in more detail in Fig. 3, where the left-hand panel displays the $\text{H} \, \text{I}$ column density distribution functions (CDDFs) obtained from the simulations. The CDDF follows the conventional definition:

$$f(N_{\text{HI}}, z) = \frac{\partial^2 N}{\partial z \partial N_{\text{HI}}} \frac{H(z)}{H_0 (1 + z)^2}.$$  

Including self-shielding increases the number of optically thick absorbers, flattening the otherwise power-law column density distribution at $10^{17.2} \leq N_{\text{HI}} \leq 10^{19.2}$. A similar flattening of the CDDF is inferred from observations at $z \sim 3.7$ (Prochaska, O’Meara & Worseck 2010), and it has also been noted in many other theoretical models (Katz et al. 1996; Zheng & Miralda-Escudé 2002; Nagamine, Choi & Yajima 2010; Altay et al. 2011; McQuinn et al. 2011). The distributions converge at $N_{\text{HI}} \sim 10^{20} \text{cm}^{-2}$, indicating that the highest column density systems (damped Ly$\alpha$ absorbers with $N_{\text{HI}} \geq 10^{20.3} \text{cm}^{-2}$) remain largely insensitive to changes in the background photoionization rate by virtue of their high gas density, at least for $\Gamma_{\text{HI}} \leq 10^{-12.8} \text{s}^{-1}$. The middle panel in Fig. 3 displays $N_{\text{HI}} f(N_{\text{HI}})$, which indicates which optically thick systems comprise the bulk of the $\text{H} \, \text{I}$ opacity. When self-shielding is included, it is absorption systems with $N_{\text{HI}} \sim 10^{18.5} - 10^{19.5} \text{cm}^{-2}$ which dominate.

Finally, the ionization state of the optically thick absorbers is displayed in the right-hand panel of Fig. 3 (see also fig. 5 of McQuinn et al. 2011). The blue diamonds and orange squares show the average $\text{H} \, \text{I}$ fraction against column density for $\log (\Gamma_{\text{HI}}/s^{-1}) = -12.8$ and $-14.0$, respectively. As the photoionization rate is lowered, the density threshold for self-shielding is reduced (since $\Delta_{\text{ss}} \propto \Gamma_{\text{HI}}^{2/3}$), and the size and incidence rate of optically thick absorption systems (i.e. $N_{\text{HI}} > \sigma_{\text{HI}}^{-1} = 10^{17.2} \text{cm}^{-2}$, where $\sigma_{\text{HI}}$ is the $\text{H} \, \text{I}$ photoionization cross-section at the Lyman limit) increase. The self-shielded regions first extend into the outer parts of galactic haloes and then into the filaments defining the cosmic web (e.g. Fig. 1). For comparison, the red triangles display the results obtained for $\log (\Gamma_{\text{HI}}/s^{-1}) = -12.8$ when ignoring self-shielding. Absorbers with the same $N_{\text{HI}}$ have larger $\text{H} \, \text{I}$ fractions when self-shielding is included, implying these must correspond to regions of lower gas density relative to the optically thin case. As we shall now demonstrate, it is this rapid increase in the incidence of optically thick absorption systems with increasing neutral fraction at the tail-end of reionization which is primarily responsible for strengthening the red Ly$\alpha$ damping wing in our simulations.

### 4 IMPLICATIONS FOR LAE VISIBILITY

#### 4.1 Photoionization by a central source

We now turn to the main result in this paper; estimating the impact of the increasing incidence of optically thick absorbers on the visibility of LAEs. Before proceeding further, however, we also allow for the
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We model the possible efect of the LAE as follows. First, we compute the emission rate of ionizing photons into the IGM, $N_{\text{ion}}$ (s⁻¹), by an LAE with observed $\text{Ly} \alpha$ luminosity $L_{\text{Ly} \alpha}$ assuming case B recombination:

$$N_{\text{ion}} = \frac{3}{2} \frac{L_{\text{Ly} \alpha}}{h_{\nu} \nu_{\alpha}} \frac{f_{\text{esc}}}{(1-f_{\text{esc}})}.$$  

Here, the energy of a Lyα photon is $h_{\nu} \nu_{\alpha} = 10.2 \text{ eV}$, and $f_{\text{esc}}$ and $f_{\text{esc}}$ are the escape fractions of Lyman continuum and Lyα photons into the IGM. In this work we follow Dijkstra, Lidz & Wyithe (2007) and assume $f_{\alpha} = 1$, such that $L_{\text{Ly} \alpha} = f_{\alpha} L_{\text{Ly} \alpha}^{\text{int}}$ yields the $\text{Ly} \alpha$ luminosity uncorrected for dust. We adopt $L_{\text{Ly} \alpha} = 5 \times 10^{42} \text{ erg s}^{-1}$ based on the typical $\text{Ly} \alpha$ luminosities measured in recent observations of $z \sim 7$ LAEs (e.g. Pentericci et al. 2011). We assume a Lyman continuum escape fraction of $f_{\text{esc}} = 0.2$, which yields $N_{\text{ion}} = 1.1 \times 10^{53} \text{ s}^{-1}$. The Lyman continuum escape fraction is highly uncertain. A value $\geq 20$ per cent is required at $z \leq 6$ if the observed LBG population is to reproduce ionizing background constraints from the Lyα forest (Bolton & Haehnelt 2007b; Finkelstein et al. 2012; Shull et al. 2012), but as we will discuss in more detail in Section 4.4 the relation between $\text{Ly} \alpha$ emission and the escape of ionizing radiation may not be straightforward.

In the models with a central ionizing source, we then assume the total photoionization rate to be the sum of the LAE contribution and the metagalactic background rate,

$$\Gamma_{\text{HI}}(R) = \frac{N_{\text{ion}}}{4\pi R^2} \frac{\beta + 3}{\beta + 1} + \Gamma_{\text{HI}}.$$

where we have assumed a power-law spectral energy distribution for the ionizing radiation from the LAE, $L_{\nu} \propto \nu^{-\beta}$, with $\beta = 3$ (cf. Leitherer et al. 1999). Note that we have (i) ignored the finite lifetime of the LAE, effectively assuming that the ionizing radiation propagates instantaneously along the line of sight, (ii) ignored the intervening $\text{H} \alpha$ opacity between self-shielded systems and (iii) assumed that the LAE luminosity is constant. All three assumptions will maximize the impact of ionizing radiation from the LAE on the surrounding neutral hydrogen. In what follows, we therefore consider this as a limiting case and bracket other possibilities by additionally computing the Lyα damping wing when the LAE is ignored. We do not explicitly account for the possible clustering

possible effect of ionizing radiation from a central source in our models (i.e. the Lyα emitter under observation). Ionizing radiation from the LAE itself can reduce the incidence of proximate self-shielded gas and therefore weaken the Lyα damping wing.

Figure 2. Top: comparison of the four photoionization rates assumed in this work (filled symbols at $z = 7$) with observational constraints at $z \leq 6$ from the Lyα forest opacity (Wyithe & Bolton 2011) and the line-of-sight proximity effect (Calverley et al. 2011). Middle: the filled symbols (offset from $z = 7$ for clarity) display the corresponding volume-averaged $\text{H} \alpha$ fraction. The open symbols show the $\text{H} \alpha$ fraction which results if self-shielding (see equation 1) is not included. Observational constraints at $z \leq 6.1$ are from IGM Lyα absorption measurements (Fan et al. 2006; Bolton & Haehnelt 2007b; McGreer, Mesinger & Fan 2011). Bottom: the number density of absorption systems with $10^{12.5} \leq N_{\text{HI}} / \text{cm}^{-2} \leq 10^{20.0}$ per unit redshift. The filled (open) symbols at $z = 7$ again show the model predictions including (excluding) gas which is self-shielded from the ionizing background. The data points with error bars display the number density of absorbers per unit redshift measured by Songaila & Cowie (2010) at $z < 6$, rescaled to match the cosmological parameters assumed in this work.

Figure 3. Left: CDDF predicted at $z = 7$ for the four different background ionization rates indicated on the plot. The vertical dotted lines demarcate the column density thresholds by which we define LLSs ($10^{17.2} \leq N_{\text{HI}} / \text{cm}^{-2} < 10^{20.0}$), super-LLSs ($10^{20.0} \leq N_{\text{HI}} / \text{cm}^{-2} < 10^{20.3}$) and damped Lyα absorbers ($N_{\text{HI}} \geq 10^{20.3} \text{ cm}^{-2}$). Middle: same as for the left-hand panel, but now displaying $\log N_{\text{HI}} f(N_{\text{HI}})$. Right: scatter plots of absorber $\text{H} \alpha$ fractions against $\text{H} \alpha$ column density for the largest and smallest of the ionization rates assumed. The red triangles show the results obtained when self-shielding is ignored for $\log (\Gamma_{\text{HI}} / \text{s}^{-1}) = -12.8$ only.
of ionizing sources around the LAE in addition to the range of background photoionization rates we already consider. As we shall demonstrate in the next section, larger background photoionization rates weaken the red Lyα damping wing by raising the density threshold at which gas self-shields.

4.2 The red Lyα damping wing

Fig. 4 displays the median IGM Lyα transmission profile obtained from the 300 simulated sightlines – each panel corresponds to a different IGM absorption model. Note that when computing the transmission profiles we have ignored the contribution of all gas within 20 pkpc of the centre of the LAE host halo to both the Lyman continuum and Lyα opacity. We do not model the complex radiative transfer within the host galaxy’s interstellar medium, and account for the absorption by this material with the parameters $f_{esc}$ and $f_{esc}$ instead.

The left-hand panel shows the transmission profile predicted by our simulations without photoionization by the LAE. A strong damping wing profile is produced, even for photoionization rates that correspond to H i fractions as low as ~3 percent (blue dot-dashed curve). This is due to the presence of high column density Lyman limit systems (LLS) or damped Lyα absorption systems within ~1 pMpc of the LAE host halo (at $\Delta v = 0$ km s$^{-1}$). For comparison, the grey binned line in all panels displays the transmission profile of the $z = 0.085$ quasar ULAS J1120+0641 (Mortlock et al. 2011); a strong damping wing extends redwards of systemic Lyα despite the expected quasar proximity effect and the fact that the biased regions where bright quasars form should reionize earlier than on average. This implies that if similar ionization conditions hold around bright LAEs at $z = 7$, an even stronger red damping wing may result.

The central panel instead shows the damping wings for our models including ionizing emission from an LAE. The source dominates the total photoionization rate (i.e. produces more than 50 percent of the total) within ~0.5 pMpc. The incidence of proximate, self-shielded systems within this radius is therefore significantly reduced, and the Lyα damping wing is consequently weakened. On the other hand, recall that the typical halo mass in our simulations is rather small (see Section 2.3). We therefore likely underestimate the abundance of proximate optically thick systems and this effect may be somewhat less important. The convergence of the transmission profiles at $F = 0$ (close to $\Delta v = -50$ km s$^{-1}$) is due to peculiar velocities arising from gravitational infall around the haloes. We have verified that ignoring peculiar motions produces profiles which converge at $\Delta v = 0$ km s$^{-1}$ instead. Note that in the left-hand panel of Fig. 4, where emission from a central LAE is excluded, this convergence is less prominent. This is because absorption line cores from proximate absorbers in addition to the Lyα damping wing can extend redward of systemic Lyα; this occurs more frequently as the photoionization rate is lowered and the size of the absorbers increases.

At this point, it is important to emphasize that the transmission profiles also vary significantly between individual sightlines; a strong damping wing will occur whenever there are super-LLS or damped Lyα absorbers lying close to the host halo. This can occur even when the IGM is highly ionized [i.e. for $\log \Gamma_{HI/s^{-1}} = -12.8$] assuming that a sufficiently overdense region lies in close proximity to the LAE. This variation can be seen clearly in Fig. 5, which shows the 68 and 95 per cent bounds for the scatter around the median Lyα absorption profile for $\log \Gamma_{HI/s^{-1}} = -12.8$ (upper panel) and $-14.0$ (lower panel). Some Lyα emitters will therefore be completely obscured by the damping wing while others will remain fully visible. The stochastic nature of the damping wing absorption from these high column density systems should therefore also impact on the clustering of LAEs (e.g. Furlanetto et al. 2006; McQuinn et al. 2007a) for even relatively low H i fractions of 3–10 per cent, modifying the enhanced clustering signal expected as the
For each IGM absorption model using our simulations.

The damping wing will therefore only reduce LAE visibility at times when individual H II bubbles have not yet grown to the typical size of $\gtrsim 50$ cMpc reached at overlap in these simulations.

4.3 TheREWdistribution

We now compare our models directly to recent measurements of the LBG/LAE fraction (Fontana et al. 2010; Pentericci et al. 2011; Vanzella et al. 2011; Ono et al. 2012; Schenker et al. 2012) following the approach of Dijkstra et al. (2011), which we recapitulate here. Our first requirement is to compute the fraction of the Lyα emission line which is transmitted, $\mathcal{F}$, where

$$\mathcal{F} = \frac{\int_{v_{\min}}^{v_{\max}} dv J(v) e^{-\tau_{\text{Ly}\alpha}(v)}}{\int_{v_{\min}}^{v_{\max}} dv J(v)}.$$  

Here, $J(v)$ gives the shape of the Lyα line profile, $e^{-\tau_{\text{Ly}\alpha}(v)}$ is the IGM transmission (e.g. Fig. 4), and $v_{\min}$ and $v_{\max}$ are chosen to correspond to the full extent of our simulated sightlines. To compute $\mathcal{F}$ for each of our simulated sightlines, we must assume an intrinsic Lyα profile. We adopt a Gaussian line profile with a standard deviation of 88 km s$^{-1}$, corresponding to the circular velocity of a dark matter halo of mass $10^{10} M_{\odot}$ at $z = 7$ (equation 25 in Barkana & Loeb 2001). We further assume that the line centre is shifted redward of Lyα by 400 km s$^{-1}$; this offset is typical of Lyα emission lines associated with LBGs at $z \simeq 2$–3 (Steidel et al. 2010), and is chosen to mimic the effect of resonant scattering by the (outflowing) gas on the Lyα line visibility (but see our discussion in the next section).

We next construct a probability distribution $dP(< \log \mathcal{F})/d \log \mathcal{F}$ for each IGM absorption model using our simulations. For Lyα redshifted relative to systemic we assume the observed rest-frame equivalent width (REW) at $z = 6$, when the hydrogen in Universe is already highly ionized, to be equal to the emitted REW (i.e. $\mathcal{F}_{\text{esc}} = 1$). If we further assume that there is no intrinsic evolution in the LAE population from $z = 6$ to 7, the cumulative probability distribution (CPDF) that a galaxy has an observed REW and an IGM transmission $\mathcal{F}$ at $z = 7$ is

$$P(\text{REW}) = \int_{0}^{\mathcal{F}_{\text{esc}}(\text{REW})} d\log \mathcal{F} \frac{dP(< \log \mathcal{F})}{d \log \mathcal{F}}.$$

Fig. 6 displays the resulting CPDFs for the IGM models with self-shielding only (left-hand panel) and including ionization by a central LAE (central panel). Note again that these two cases have been chosen to bracket the uncertain impact of Lyman continuum emission from the central LAE on the surrounding IGM (see also the discussion in Section 4.4). The CPDFs are compared to a recent data compilation presented by Ono et al. (2012), as well as an upper limit at 75 Å from Stark et al. (2010). All curves in the central panel lie above the quoted observational uncertainties, implying that a lower line-of-sight escape fraction ($f_{\text{esc}} < 0.2$) is required to match the data if the H I fraction remains fixed. As expected, however, our simulations do predict a rapid evolution in the REW distribution from $z = 6$, even for modest neutral fractions of 3 per cent (blue dot–dashed curve). In the right-hand panel, the CPDF for the log ($\Gamma_{\text{H}/s^{-1}} = -14.0$) model in the central panel (orange long-dashed curve with $(f_{\text{esc}})_{v} \simeq 0.1$) is shown assuming four different offsets for the Lyα emission line relative to systemic. Shifting the line blueward (redward) of the fiducial $-400$ km s$^{-1}$ decreases
Figure 6. Predicted cumulative probability distributions (CPDFs) for the rest-frame Ly\textsc{\textalpha} equivalent width (REW) at z = 7. The dotted curves display the intrinsic z = 6 CPDF assuming that the IGM is fully transparent to Ly\textsc{\textalpha} photons (Dijkstra et al. 2011). The solid, short-dashed, dot-dashed and long-dashed curves are constructed from our Ly\textsc{\textalpha} transmission models at z = 7 excluding (left) and including (centre) ionizing radiation emitted along the line of sight from a source with L_{Ly\alpha} = 5 \times 10^{42} \text{erg s}^{-1} and N_{HI} = 1.1 \times 10^{15} \text{cm}^{-2} (see the text for details). These models adopt an intrinsic REW distribution identical to that at z = 6 and differ due to evolution in the Ly\textsc{\textalpha} transmission only. A Gaussian Ly\textsc{\textalpha} profile with a standard deviation of 88 km s\textsuperscript{−1} and an offset of −400 km s\textsuperscript{−1} redward of rest-frame Ly\textsc{\textalpha} has been assumed in both cases. The right-hand panel instead displays the log (Γ_{HI}/s\textsuperscript{−1}) = −14.0 case from the central panel (with ⟨f_{esc}\rangle \sim 0.1) assuming four different Ly\textsc{\textalpha} emission line offsets. The models are compared to the composite data set compiled by Ono et al. (2012) (filled circles) which utilizes observations from Fontana et al. (2010), Vanzella et al. (2011), Pentericci et al. (2011) and Schenker et al. (2012). The upper limit at 75 Å is based on the earlier non-detection by Stark et al. (2010) at z ∼ 7.

4.4 Uncertainties

From our discussion thus far, it should be clear that modelling the IGM transmission for LAEs at the tail-end of reionization is uncertain mainly because of the difficulties with self-consistently modelling self-shielded regions. However, uncertainties associated with the escape of ionizing radiation from the (possibly clustered) Ly\textsc{\textalpha} emitters and the redshift relative to systemic of the Ly\textsc{\textalpha} emission also play a role.

When including an LAE in our models we have assumed f_{esc} = 0.2. It is, however, not obvious that high-redshift galaxies emit ionizing and Ly\textsc{\textalpha} radiation at the same time and/or in the same direction. It is certainly plausible that no ionizing radiation escapes in the direction of the observer (e.g. Gnedin, Kravtsov & Chen 2008), in which case even our IGM model excluding a central source (i.e. the left-hand panel in Fig. 6) may actually be an overestimate of the IGM transmission τ; recall that we have ignored all neutral gas within 20 pkpc of the halo centre and instead assumed the appropriate escape fractions for ionizing and Ly\textsc{\textalpha} photons. Note further that the escape of ionizing radiation and the emission redshift relative to systemic may also be unfavourably coupled. A large redshift for the emission line may need a large column density of neutral gas within the host halo of the LAE. This is required in order to resonantly scatter the Ly\textsc{\textalpha} photons locally far into the red wing of the line (e.g. Barnes et al. 2011). The redshifts of 400 km s\textsuperscript{−1} or more for the observed Ly\textsc{\textalpha} emission in z = 3 LBGs (Steidel et al. 2010) may therefore be incompatible with a simultaneous escape of ionizing radiation along the line of sight to the observer.

The detailed intrinsic line Ly\textsc{\textalpha} shape is also rather uncertain – in this work we have assumed a simple Gaussian line profile with standard deviation 88 km s\textsuperscript{−1}. In practice, however, radiative transfer models predict a characteristic double-peaked emission line (e.g. Verhamme, Schaerer & Maselli 2006) with intergalactic Ly\textsc{\textalpha} absorption removing the blue peak at high redshift. In their recent analysis of the REW distribution predicted by large-scale reionization simulations, Jensen et al. (2012) adopt a doubled-peaked Gaussian minus a Gaussian line based on the radiative transfer simulations presented by Laursen et al. (2011). They note that using this line profile weakens the impact of the H\textsc{i} fraction on the REW distribution compared to a simple Gaussian centred at the systemic redshift. Note, however, since we adopt a profile which is shifted redward of systemic, our assumption that the entire line is visible in the absence of a red Ly\textsc{\textalpha} damping wing is reasonable. Unless the line width becomes comparable to the line offset relative to systemic, this will not have a significant effect on the resulting REW distribution.

Lastly, the small simulation box size of 10 h\textsuperscript{−1} cm\textsuperscript{−3} and the omission of self-consistent modelling for the ionizing sources remains the most significant concern in this analysis. We do not correctly model large-scale variations in the IGM ionization state prior to overlap. On the other hand, we argue that the proper modelling of dense, self-shielded regions is an equally important part of this problem. A fully self-consistent model will require combining both of these aspects, either by resolving all relevant physical scales or adopting subgrid models which are informed by high-resolution simulations of the IGM density field. Furthermore, any modelling should be calibrated to reproduce the observed transmission redwards of Ly\textsc{\textalpha} in bright high-redshift quasars which appears to evolve rapidly between z = 6 and 7; the simulations presented here have been used to estimate a neutral fraction of >10 per cent around the z = 7.085 quasar ULAS J1120+0641 (e.g. Bolton et al. 2011; Mortlock et al. 2011). Note, however, that this is based on a small number of bright quasars at z ∼ 6 and only one at z > 7. Future observations will help determine whether ULAS J1120+0641 is typical.
5 CONCLUSIONS

We have used a hydrodynamical simulation to model the Lyα opacity of the intervening IGM during the final stages of reionization. As the photoionization rate drops, the opacity redward of rest-frame Lyα is expected to rise rapidly due to the increasing incidence of optically thick absorption systems. Our results indicate that the bulk of the H I opacity will arise from optically thick systems with column densities $N_{\text{HI}} \sim 10^{16.5} - 10^{19.5}$ cm$^{-2}$. When including these absorption systems in the simulations, only a moderate rise in the volume-averaged neutral fraction is required to significantly reduce the transmission redward of rest-frame Lyα.

This result has an important implication for the interpretation of the recently observed decline in the Lyα emission from high-redshift galaxies at $z \sim 6-7$ (e.g. Stark et al. 2010; Hayes et al. 2011; Pentlericci et al. 2011; Curtis-Lake et al. 2012; Ono et al. 2012; Schenker et al. 2012). We find that these observations do not require a large neutral fraction (~40–90 per cent) in the intervening IGM at $z = 7$ as previously suggested. Instead, if the rapid decline in the LAE/LBG fraction is further corroborated, it may instead be indicative of the rapid decrease of the mean free path of ionizing photons expected at the tail-end of reionization. Furthermore, as we find the Lyα emission from high-redshift galaxies will be suppressed for volume-averaged neutral fractions of only 3–10 per cent, the patchiness of reionization may produce a more modest impact on the clustering properties of observable high-redshift LAEs than previously predicted.

Our findings may be particularly relevant for future surveys which plan to use the transmission of Lyα emission and the clustering properties of LAEs to probe deep into the epoch of reionization. Detecting these LAEs at $z > 7$ may well become difficult, even when the IGM is only 10 per cent neutral. It may also mean that spectroscopic confirmation of high-redshift candidate galaxies identified with the dropout technique at $z > 7$ may become problematic, at least until emission lines other than Lyα can be observed with the James Webb Space Telescope. Finally, extending theoretical predictions beyond the approximate approach adopted in this work is vital. This will ultimately require incorporating small-scale absorption systems into simulations which also model the patchy nature of reionization on large scales. This remains a considerable but fundamental computational challenge for the current generation of reionization simulations.
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