Multi-Level Fine-Tuning, Data Augmentation, and Few-Shot Learning for Specialized Cyber Threat Intelligence

Markus Bayer · Tobias Frey · Christian Reuter

Abstract Gathering cyber threat intelligence from open sources is becoming increasingly important for maintaining and achieving a high level of security as systems become larger and more complex. However, these open sources are often subject to information overload. It is therefore useful to apply machine learning models that condense the amount of information to what is necessary. Yet, previous studies and applications have shown that existing classifiers are not able to extract specific information about emerging cybersecurity events due to their low generalization ability. Therefore, we propose a system to overcome this problem by training a new classifier for each new incident. Since this requires a lot of labelled data using standard training methods, we combine three different low-data regime techniques – transfer learning, data augmentation, and few-shot learning – to train a high-quality classifier from very few labelled instances. We evaluated our approach using a novel dataset derived from the Microsoft Exchange Server data breach of 2021 which was labelled by three experts. Our findings reveal an increase in F1 score of more than 21 points compared to standard training methods and more than 18 points compared to a state-of-the-art method in few-shot learning. Furthermore, the classifier trained with this method and 32 instances is only less than 5 F1 score points worse than a classifier trained with 1800 instances.
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1 Introduction

Social media is where cutting-edge and critical cyber threat information is disseminated, which is highly relevant to researchers, security providers, security operation centers, urban infrastructures, and cyber emergency response teams (CERTs), among others (Mitral et al., 2016; Rodriguez and Okamura, 2019). While there have been several research works on general cyber threat detection (Dionisio et al., 2020; Fang et al., 2020), the goal of this work is to enable a fine-grained information collection.

One major challenge in collecting specific information in this domain is that cyber information is highly dynamic and differs greatly from past events (in terms of specific names, different attack vectors, specific attack paths, affected functions, etc.) (Chatterjee and Thekdi, 2020). As a result, supervised machine learning yields poor results because these dynamics cannot be captured in the learning process. Alternatively, new classifiers could be trained for each cyber threat so that the new features are taken into account. However, since machine learning usually requires a large amount of data for normal training, this would result in having to label a dataset for each cyber threat, which is unrealistic considering the effort involved and the need for fast and up-to-date information. Against this background, the concept of active learning systems take a first step towards label reduction for supervised machine learning for cyber threats (Riebe et al., 2021b). Active learning supports the labeling process, so that only the instances with the highest learning value need to be labeled for...
machine learning. However, despite this method, too much data is still needed to train a useful classifier. The endeavor sought in this work takes an even stronger stance on labeling reduction by proposing a system with few-shot learning, transfer learning, and data augmentation. With few-shot learning, it is sufficient if the model is already trained with very few instances, as opposed to hundreds or thousands in the case of active or normal learning (Brown et al., 2020). This includes special learning techniques as well as transfer learning, where knowledge from a previous task is transferred to the new one. Data augmentation is used to create artificial instances from the training data using label-preserving transformations (Bayer et al., 2022).

The concept of few-shot learning is extended in this work through the use of multi-level transfer learning. The different levels start with a model that has been trained on a large general dataset and thus has a basic prior knowledge. During the next steps, this model is approximated more and more to the actual task domain. In this way, it can be ensured that the model is given a basic cybersecurity reference in order to be able to counter the dynamics in the task, in addition to being familiar with the task. This is particularly relevant for urban infrastructures, which require high resilience against cyberattacks, as well as for CERTs, as they need to collect and communicate information in the most reliable and targeted way possible (Riebe et al., 2021a). The data augmentation strategy is inspired by the work of Bayer et al. (2021) and follows the example of Yoo et al. (2021) by utilizing the large generation model GPT-3 to generate new instances based on the few existing labeled ones.

Our paper includes several contributions relevant for the cybersecurity and machine learning community:

- A novel pipeline combining transfer learning, data augmentation, and few-shot learning for developing an effective specialized cyber threat intelligence (CTI) classifier.
- Novel techniques of data augmentation and few-shot learning to deal with a small number of training instances.
- A new specialized CTI dataset annotated by three experts and based on the 2021 Microsoft Exchange Server data breach.

The code and dataset of this study are freely available. The remainder of the paper is structured as follows: After introducing related work on transfer learning, data augmentation, few-shot learning, and cyber threat detection and intelligence (Section 2), we explain the concept of our method (Section 3). It is subdivided in three components which are described in detail. In Section 4 the evaluation is presented and findings are given in detail. The last section (Section 5) contains a discussion of the implications, limitations, and potentials for future research.

2 Related Work

2.1 Transfer Learning

Transfer learning describes the process of transferring knowledge gained from training a neural network from one task to another related task (Torrey and Shavlik, 2010; Pan, 2020). This technique is now one of the standard learning methods for machine learning, especially in the field of natural language processing (NLP). It is particularly powerful for tasks where there is not enough training data or it is difficult to manually adjust the data for training. In this case, it is possible to use a pre-trained neural network that was trained to solve a related task or with more easily accessible data. Afterwards the neural network is fine-tuned with the task-specific data to fit the wanted task. One of the most frequently used pre-trained models is BERT by Devlin et al. (2018). BERT (short for Bidirectional Encoder Representations from Transformers) is a pre-trained deep bidirectional transformer for language understanding. In essence, it is trained by predicting words in a sentence given the other words, also called masked language modeling. It has a lot of widely used descendants trained for many different tasks, such as BioBERT (Lee et al., 2019), SciBERT (Beltagy et al., 2019), and CamemBERT (Martin et al., 2020). While BERT is already a considerably large model, nowadays far larger models, like GPT-3 from Brown et al. (2020), are trained. Compared to BERT’s base model with 110 million parameters, GPT-3 has 175 billion parameters, however, GPT-3 is not publicly available and cannot be easily fine-tuned due to its size.

2.2 Data Augmentation

Data augmentation is the concept for artificially enlarging the training datasets for machine learning by transforming the existing ones. Originated and heavily used in computer vision, it is now also increasingly being explored on textual data (Bayer et al., 2022). NLP data augmentation techniques can be applied to the raw text or also on the numerical representations. Ranging from small transformations, i.e. flipping characters (Belinkov and Bisk, 2018) or inducing adversarial noise (Jiang et al., 2020), to interpolated (Sun et al., 2020) or even newly created instances (Anaby-Tavor et al., 2020), data augmentation can have great
effects. Nevertheless, as Longpre et al. (2020) point out, the success of data augmentation in NLP is often not perceivable when fine-tuning large pre-trained models. A data augmentation technique needs to incorporate new linguistic patterns as otherwise the changes are too small and already captured by the pre-training phase of the model. For example, simple synonym replacement methods have not been shown to be beneficial with pre-trained models, as these synonyms are already mapped to nearly the same vector for their numerical representation (Mosolova et al., 2018). On the other hand, there are generation models that can integrate new linguistic patterns, for example, through their own training data during pre-training, as for example shown by Yoo et al. (2021) with the GPT-3 model. The challenge with using these models is to make the generations truly label preserving. This is, for example, done by Anaby-Tavor et al. (2020), Queiroz Abonizio and Barbon Junior (2020) and Bayer et al. (2021). The models are conditioned by fine-tuning on the label-induced training data (or just the class data) and are then tasked to complete a text given the label conditioned beginning (prompt). As this is oftentimes not sufficient to achieve a high label preservation, a filter mechanism is used that removes artificial instances that are unlikely to fit the class. For example, Anaby-Tavor et al. (2020) use a classifier trained on the data to predict whether the new instance can be assigned to the expected label.

For an overview of the data augmentation methods that could be used in this study, we advise the reader to have a look at the survey from Bayer et al. (2022).

2.3 Few-Shot Learning

Few-shot learning describes the training of effective classifiers on the basis of a small number of examples. While there are several strands of research on few-shot learning (Bragg et al., 2021), in this study we focus on the use of pre-trained language models. At the latest, the large language model GPT-3 by Brown et al. (2020) paved the way for using these kinds of models, as it reaches astounding performance even without task-specific training data. However, as GPT-3 is too large for most companies and research institutes, the research field adapted smaller language models to reach similar or even better few-shot performances (Tam et al., 2021).

Pre-trained language models can be especially beneficial for few-shot settings when the instances are reformulated in a cloze-style way. Cloze tests (Taylor, 1953) are tests where some words in the text are missing and have to be completed. For few-shot learning, instances are rephrased, often into questions, so that the text contains the label (or a word that can be mapped to the label), generally within the answer to the question. The label, known (training) or not known (testing and inference), is masked out, so that the language model can fill it with the right word and a label can be inferred. Using the language model directly is more effective for few-shot learning than the classical way of training a classifier head on top of it, as there are no more randomly initialized parameters that have to be learned (Gao et al., 2021).

A pattern describes the transformation of the input instance to the cloze-like text. The verbalizer maps the predicted words for the mask to the label. An example for a pattern and a verbalizer can be seen in Figure 1. Gao et al. (2021) show that the choice of template and verbalizer has a major impact on the resulting performance. Since domain knowledge is often necessary for these, the authors propose a method to automatically find meaningful templates and verbalizer. For this purpose, they use a language model and the existing training instances to predict the words for the verbalizer and template. Zhang et al. (2022) take a different perspective on automatic template generation with the DART method by making the template differentiable. They use special tokens in the template that are mapped into trainable parameters. These template parameters are then optimized together with the target label. PERFECT by Mahabadi et al. (2022) leverages task-specific adapters to replace template tokens. Adapters make it possible to train only the newly added parameters, which are able to transform the hidden states, while freezing all other parameters.

Schick and Schütze (2021) propose a semi-supervised few-shot learning technique, called PET. They take several manually designed templates and use the training data to train on each one a pre-trained language model. They take these models to generate pseudo-labels for unlabeled data. A classifier is then trained on the resulting dataset. Tam et al. (2021) adapt the PET method to not be dependent on additional training data and can even improve the performances. Contrary to the preceding PET technique, the word probabilities are computed not only for the verbalizer words, like “yes” and “no”, but also for all other words. In the training, incorrect class tokens are explicitly penalized and correct tokens are encouraged. Furthermore, ADAPET (Tam et al., 2021) introduces a label conditioning step in which the model is tasked to predict other tokens in the sentence given the label.

2.4 Cyber Threat Detection and Intelligence

Cyber threat detection is generally known as the process of automatic scraping of the webspace and Open
Source Intelligence (OSINT) to detect possible cybersecurity vulnerabilities (Sabottke et al., 2015; Riebe et al., 2021b; Le Sceller et al., 2017). Social Media platforms, like Twitter, are part of OSINT and propose a great space to share and discuss possible cybersecurity vulnerabilities. There are some automated systems and research that already scrape Twitter and other OSINT sources to detect cyber threats. Some examples are the CySecAlert system from Riebe et al. (2021b) or SONAR from Le Sceller et al. (2017), which collect cyber threat relevant tweets from Twitter, filter them, and present them in a manageable dashboard.

CTI on the other hand describes the process of collecting additional information after the first detection of a cyber threat. The process helps deliver the context of the vulnerabilities found to assist CERTs and cybersecurity organizations make sound decisions and find quick solutions (Abu et al., 2018; Tounsi and Rais, 2018; Wagner et al., 2019). CTI is currently mostly accomplished by manually sharing information on different platforms (Abu et al., 2018). They depend heavily on manual input and are therefore labor intensive (Wagner et al., 2019). However, there are already some threat intelligence platforms, such as Facebook ThreatExchange or CrowdStrike, that are able to automatically detect, monitor, and analyze cyber threat occurrences (Tounsi and Rais, 2018). A manageable dashboard is also provided by the Cyber Threat Observatory of Kaufhold et al. (2022), which aggregates cybersecurity information from various sources, including social media, security advisories, indicators of compromise and CVEs. However, these systems need too much time to adapt to a newly discovered threat that is, for example, propagated on Twitter.

2.5 Research Gap

Our study addresses several research gaps which are highly relevant for researchers as well as practitioners. Most importantly, our research paves the way for fine-grained CTI. Current research addresses CTI from a very coarse perspective, by building classifiers, like Riebe et al. (2021b), that are able to find general cyber threat information. As a result, only a small amount of data reduction can be achieved in these information-overloaded situations. On the other hand, specialized classifiers are not designed to generalize well to new situations. Our work fills this gap by introducing a pipeline for specialized CTI, where new cyber threat events are encountered with the very fast creation of new classifiers. By addressing this fine-grained information gathering challenge, we create a novel dataset combined with a sophisticated labeling guideline for CTI. Furthermore, with our pipeline we address research gaps of machine learning low-data regimes. Our data augmentation strategy is the first to explore the generation capabilities of large language models with constraining them through filtering mechanisms. We combine the works of Yoo et al. (2021) and Bayer et al. (2021) by using GPT-3 with a human-in-the-loop filtering mechanism. We extend the few-shot learning research by proposing a multi-level fine-tuning approach. In the process, the model learns a very broad knowledge in the first levels, which in the later stages becomes more and more directed to the specific CTI task.
3 Concept

3.1 Dataset Creation

The goal of dataset creation is to extract specific CTI information during a significant cyber threat event. This dataset is subsequently binary-labeled according to the relevance of the information for CTI and for cybersecurity experts. We focused on the Microsoft Exchange Server data breach of 2021, where four zero-day exploits were discovered. While the first report of a vulnerability was already made in January of that year, in March various attackers were found to be exploiting the vulnerabilities and a Proof of Concept was released.

We used the Twitter APIv2 to gather Tweets in March that fulfill the query “Microsoft Exchange” OR “MS Exchange” OR “CVE-2021-26855” OR “CVE-2021-26857” OR “CVE-2021-26858” OR “CVE-2021-27065”. For these Tweets we resolved the links that were shortened by Twitter, as the full URLs might be an important indicator in the context of CTI.

The labeling process of the data was performed by three cybersecurity experts guided by a codebook. The guidelines, which provide clear guidance on when to mark a contribution as relevant or irrelevant, were updated iteratively by the annotation leader. A first draft was developed using the CTI concept (McMillan, 2013): 

“Threat intelligence is referred to as the task of gathering evidence-based knowledge, including context, mechanisms, indicators, implications, and actionable advice, about an existing or emerging menace or hazard to assets that can be used to inform decisions regarding the subject’s response to that menace or hazard.”

After an initial sifting of the tweets and again after the first labeling of 750 tweets, the process was refined by the annotation leader.

The first round of annotation of 750 tweets was conducted by the annotation leader, who updated the guidelines after gathering several insights. He and the other two cybersecurity experts then annotated the 750 tweets again. After this round, all three experts discussed the cases they were not sure about and corrected them if necessary. Regarding the intercoder reliability the Kappa Scores were calculated (see Table 1). Subsequently, each annotator tagged 750 different examples, resulting in a total of 3001 commented Twitter posts for the complete dataset (the labels of the 750 instances of the first round were determined by majority vote).

The dataset was then split into a full and few-shot training set and development set. The splits (train, dev) consist of 1800 and 600 instances for the full set and 32 and 32 instances for the few-shot set, respectively. The test set is the same in both cases and consists of 601 instances.

3.2 Approach

Our system for dynamic, specialized cyber threat detection consists of three components, all of which help to boost performance with little data. We explain the three components in detail in the following:

Multi-Level Fine-Tuning: In light of the success of large pre-trained models such as BERT, we propose to further tune such models on several levels of domain-dependent data (see Figure 2). The levels begin from a broader view and are narrowed down to the actual task. In our case, we first take a pre-trained BERT model (which can be seen as the 0th level of fine-tuning), train it with masked language modeling on cybersecurity data. We then tune the resulting model for classification on the CySecAlert dataset (Riebe et al., 2021b) in which Twitter posts are generally assigned to the cybersecurity domain. Finally, we train it on the few training examples of the specialized cyber threat dataset. The rationale behind this is that the model gains more and more knowledge as it is tuned to more and more fitting tasks. The 0th level is about gaining general knowledge of text. In the first level, the dataset consists of papers, blogs, web pages, and also Twitter data, from which the model gains knowledge about
cybersecurity language and also how Twitter data is written in this domain. In the second level, the model should gain a general understanding of the relevance of cybersecurity information. Finally, in the third level, the model is tuned to the actual task data to which it can transfer the knowledge of the previous levels.

**GPT-3 Data Augmentation:** With data augmentation we can create new instances from existing ones, which can be particularly advantageous when the amount of data is small. We propose a data augmentation strategy based on text generation with GPT-3 [Brown et al., 2020], which is inspired by the method from Yoo et al. (2021) and Bayer et al. (2021). GPT-3 can be tasked to complete a given text, also called a prompt. We utilize this mechanism so that the generation model creates new instances based on the training data of one class. Specifically, this means that we are concatenating all instances of one class with a class specific priming token. For the class of cyber threat information we prepend every positive instance with “cybersecurity ->”. For the irrelevant class we chose “other ->” as priming token. In both cases the priming token is also appended at the end so that the model generates the instance(s) after it. Dependent on how many remaining generation tokens the model has after the prompt, it may generate more than one instance by picking up the priming token. After the creation of the instances we perform the human-in-the-loop filtering step proposed by Bayer et al. (2021). The training examples and generated instances are mapped into an embedding space. There, the generated instances that deviate the most from the training data are discarded. The distance from which this happens is determined by an expert.

**Few-Shot Learning:** We make use of the existing ADAPET [Tam et al., 2021] few-shot learning technique and adapt it to our case. With ADAPET, in contrast to normal use, no classification head is trained on the language models. The instances are transformed to cloze-style phrases and then the language model itself is used to predict the blank word in the phrases. The predicted word is subsequently transformed with a verbalizer to one of the labels. The cloze-style phrases are automatically formed with templates. For our task we use the following template:

```
<POST> Question: Is this text helpful for cybersecurity experts? Answer: <MASK>. [SEP]
```

The verbalizer maps the two possible words “yes” and “no” to the labels representing relevant and not relevant. As explained in Section 2.3 there also exist methods for automatically determining the pattern and verbalizer. We believe that these techniques are not necessary in our case, as we can integrate the expert knowledge regarding the task, which facilitates the learning process.

### 4 Evaluation

#### 4.1 Dataset, Models and Evaluation Settings

Following the research goal of specialized CTI for security professionals, we constructed a setting, consisting of models and datasets, representing the real conditions. For the dataset, we labeled data from the 2021 Microsoft Exchange Server data breach. The specifics of the dataset can be found in Section 3.1. The labeled dataset, including few-shot and normal-shot splits, is freely available.

In our main evaluation we have different settings regarding the dataset and models. The baseline and initial model of our evaluation is the bert-base-uncased model by Devlin et al. (2018). For the baseline, this model is fine-tuned on the few-shot dataset representing the standard training strategy without any few-shot or data augmentation methods. For the best case, on the other hand, we train the bert-base-uncased model with the full dataset of 1800 instances. This is called the best case because we consider this amount of data to be the best case in the event of a new cybersecurity attack. In addition, we also train a model with ADAPET, as we consider this to be the current state of the art in few-shot research. In preliminary tests, we found that ADAPET performed best on the few-shot split with ALBERT (Lan et al., 2020) compared to DART and a PERFECT variant. To be consistent with our evaluation settings as opposed to the evaluation settings of ADAPET, we use the bert-base-uncased model, instead of the albert-xlarge-v2 model by Tam et al. (2021). The evaluation settings of our procedure are divided into the three components mentioned. For the data augmentation technique we use GPT-3 (DaVinci) as text generation model, which is prompted with the specifics explained in section 3.2. The multi-stage fine-tuning process starts with the bert-base-uncased model, which is further pre-trained on a cybersecurity dataset, which is then fine-tuned with the ADAPET few-shot method on the CySecAlert dataset. This resulting model is finally trained on the few-shot split and evaluated on the test set of the Microsoft Exchange dataset. Furthermore, in addition to the CySecAlert fine-tuning process, we also use the ADAPET few-shot method for the fine-tuning of the Microsoft Exchange Server dataset. The mentioned components are also inspected within an ab-
lation study, showing their individual contribution to the overall pipeline.

The evaluation performance is measured in accuracy and with the F1-score. For every evaluation setting, we perform five runs to rule out random factors. The results are given with the minimum, maximum, mean, and standard deviation.

4.2 Hyperparameters

As already mentioned, we are using bert-base-uncased as base model for our experiments. The evaluations are performed on a NVIDIA A100 with 40 GB GPU memory. The training runs on the CySecAlert and Microsoft Exchange dataset are performed with 5 epochs each. Furthermore, we used a batch size of 48, 100 warmup steps with a warmup ratio of 0.06, a learning rate of 0.000001, and weight decay of 0.001. As optimization algorithm, we used the Adam algorithm. For the data augmentation technique we used the GPT-3 text-davinci-002, which has 175 billion parameters. The filtering was performed with SBERT with the all-mpnet-base-v2 model.

4.3 Evaluation

The first section of our evaluation is about the data augmentation process, as we manually inspected the instances generated by GPT-3. After this, the main evaluation follows where we compare our methods to a baseline, state-of-the-art and best case experiment. Finally, we inspect our method by doing ablation studies, testing how each component evaluates.

4.3.1 Data Augmentation

Due to our human-in-the-loop approach, we already saw that the generated instances are of very high quality. An excerpt of the generated data is given in Table 4. For research purposes, we were also interested in the most likely original instances that the model used for generating specific instances. This is why we tried to find the training instance with the closest resemblance to the generated one. We measured the resemblance by generating sentence embeddings with SBERT (Reimers and Gurevych, 2019) and comparing them with the cosine distance. These counterparts are also given in Table 4. These examples show that the data augmentation method is capable of many different transformations. The first example demonstrates that the model sometimes replaces one or few words with synonyms (hosting -> running) or adds context words (#cybersecurity). While in the second example, one can see that the model is able to paraphrase parts of the original instance (Another #ransomware operation known as ‘Black Kingdom’ is exploiting the [...] -> Black Kingdom ransomware is exploiting the [...] ), in the third example the entire instance is paraphrased (Just as predicted, the Microsoft Exchange exploit chain #Proxy-Logon now confirmed being used to install ransomware -> The ProxyLogon vulnerability in Microsoft Exchange Server is being actively exploited in the wild to install ransomware). The fourth shown instance is an example of the method stripping away parts, while still preserving the label (Thousands of US companies have been hacked by Chinese hackers using This RCE: Microsoft Exchange Server Remote Code Execution CVE-2021-26855 Exploit.). For some generated instances, like the fifth example, we were not able to find similar instances. The instances might be entirely new based on the interpolation of the given instances and the knowledge of the underlying model.

Regarding the irrelevant class, we see that many generated instances are duplicates of the training instances, differing at most by very small changes, such as removing the hashtag in the first example (#MicrosoftExchange Server Attack -> Microsoft Exchange Server Attack) or swapping the position of words in the second example (#Technology #TechNews Microsoft [...] Authority #Cybersecurity #AiUpNow #techy -> #Technology #Cybersecurity Microsoft [...] Authority #AiUp-Now #tech). While the third example, again, shows an instance where the content is paraphrased, the last two generated texts have no clear counterpart.

4.3.2 Main Experiments

In our main experiments, we test the whole pipeline proposed in Section 3. As a quick reminder, our method includes the multi-level fine-tuning with bert-base-uncased on cybersecurity data, the CySecAlert dataset and the actual few-shot learning task with 32 instances,
as well as the GPT-3-based data augmentation technique and ADAPET for few-shot training. For a sensible comparison, we first follow the standard training procedure by fine-tuning a bert-base-uncased model with a classifier head on the few-shot training instances (baseline). Furthermore, we test a bert-base-uncased model with the ADAPET method, as it can be regarded as the state-of-the-art method for performing few-shot learning. We also perform a best case evaluation in which we train the bert-base-uncased model on the full training dataset (1800 instances) to see how a classifier would perform with enough data. A more detailed analysis of the approach itself can be found in the ablation studies in Section 4.3.3.

The results of the pipeline experiments are shown in Table 2. It is observable that the baseline is not able to learn any meaningful classification strategy with the low dataset, reaching an accuracy of about 50% and F1 score of 58.70%. ADAPET reaches a significantly higher accuracy with an additive improvement of about 15 points in accuracy and a F1 score of 62.57%. This is, nevertheless, far from a good classification quality as the best case classifier reaches a F1 score of 85.35%. With an F1 score of 80.63%, our approach proposed in this paper could even almost keep up with the best case classifier. Particularly noteworthy at this point is that the best case classifier is trained with 1800 instances, while our approach only has access to 32 instances. Furthermore, our approach improves the current state of the art with 18.09 points in F1. A look at the violin plots in Figure 3 shows that both the best case and our approach have a very good standard deviation, which means that both are robust to random changes.

The evaluation results show that our approach is able to identify cyber threat information from which we can deduce that a new classifier can be trained for upcoming cybersecurity incidents with limited data.

### 4.3.3 Ablation Studies

Finally, we want to give a more detailed insight into our method by showing how each component contributes to the resulting score. For this purpose, we conducted three further experiments in which we omitted one component in each case and evaluated the other two components. When multi-level fine-tuning is not used, we evaluate the BERT base model with the auxiliary data of the augmentation method and ADAPET for the learning objective. Without ADAPET, we train the cybersecurity pre-trained model on the CySecAlert dataset and the final task (with augmented data) with a classifier head. In the last experiment, the augmented data are simply omitted, while training the model in the multi-level fine-tuning process with ADAPET.

Upon examination of the results, presented in Table 3, it becomes clear that leaving out a component worsens the overall results. The highest loss is reached when the multi-level fine-tuning component is left out, showing how important it is. This behavior could be due to the many specific cybersecurity words trained by the general language modelling of cybersecurity data (CyBERT) and to fine-tuning by a very related task that already gives the model an idea of how to distinguish between relevant and irrelevant content. Furthermore, we can clearly observe that leaving out ADAPET greatly worsens the results. When compared with the results of the main evaluation presented in Table 2, ADAPET even improves the values significantly more than compared to the baseline. This shows that ADAPET needs a strong base model to be highly beneficial. The smallest improvement is made with the augmented data. Although the data appeared to be of high quality (see Section 4.3.1), it did not significantly improve the classifier. Nevertheless, a small increase can be reached and the classifier training got more robust through the additional training data (smallest standard deviation).

| Name         | Model     | Accuracy | F1       |
|--------------|-----------|----------|----------|
| Best Case    | BERT      | 84.69/85.36(0.07) | 85.35/85.81 |
| Baseline     | BERT      | 46.26/49.65(1.90) | 50.58/58.70(18.81) |
| ADAPET       | BERT      | 64.89/65.89(1.35) | 62.54/69.81  |
| Our Approach | CyBERT    | 78.54/79.13(0.56) | 80.63/81.07  |

Table 2 Detailed evaluation results of the main experiments. The values on the left show the minimum, in the middle the mean, in brackets the standard deviation, and on the right the maximum value.

| Name             | F1       |
|------------------|----------|
| Our Approach     | 80.42/80.63(0.27) | /81.07 |
| → w/o Augmentation | 78.48/80.33(1.27) | /81.49 |
| → w/o Multi-Level Fine-Tuning | 63.95/66.16(1.67) | /67.43 |
| → w/o ADAPET     | 65.33/71.33(3.62) | /75.08 |

Table 3 Detailed evaluation results of the ablation experiments. The values on the left show the minimum, in the middle the mean, in brackets the standard deviation, and on the right the maximum value.
Table 4 Generated data instances and their most similar original counterparts. The instances created are displayed first and the most similar ones second. URLs are removed from the text.

| Positive                                      | Negative                                      |
|-----------------------------------------------|------------------------------------------------|
| RT If you’re running Microsoft Exchange Server on premises, you need to take these urgent security steps now. The zero-day exploits may have already caused a breach of your data. #infosec #cybersecurity #HAFNIUM http://.. |
| If you are hosting #MicrosoftExchange on premises you need to take these urgent security steps right now. The zero-day exploits may have already caused a breach of your data. #infosec #HAFNIUM http://.. |
| RT Black Kingdom ransomware is exploiting the Microsoft Exchange Server ProxyLogon vulnerabilities to encrypt servers. http://.. |
| Please take Information Security seriously. #CyberAttack can bring your reputation down. Another #ransomware operation known as 'Black Kingdom' is exploiting the Microsoft Exchange Server ProxyLogon vulnerabilities to #encrypt servers. http://.. |
| RT @SecureList: The ProxyLogon vulnerability in Microsoft Exchange Server is being actively exploited in the wild to install ransomware. #DEARCRY http://.. |
| RT Just as predicted, the Microsoft Exchange exploit chain #ProxyLogon now confirmed being used to install ransomware #DEARCRY http://.. |
| RT @SecureList: The ProxyLogon vulnerability in Microsoft Exchange Server is being actively exploited in the wild to install ransomware. #DEARCRY http://.. |
| RT RT @hackerfantastic: Microsoft Exchange Server Remote Code Execution CVE-2021-26855 Exploit. #BugBounty #RCE #infosec http://.. |
| RT Thousands of US companies have been hacked by Chinese hackers using This RCE. Microsoft Exchange Server Remote Code Execution CVE-2021-26855 Exploit. #BugBounty #RCE #infosec http://.. |
| RT @ryana_h: Microsoft just released their quarterly updates which include a patch for the Exchange zero-day. You can find more information here: http://.. |
| If you are hosting #MicrosoftExchange on premises you need to take these urgent security steps right now. The zero-day exploits may have already caused a breach of your data. #infosec #HAFNIUM http://.. |
| Microsoft Exchange Server Attack Escalation Prompts #Patching Panic #cybersecurity #vulnerabilities http://.. |
| #MicrosoftExchange Server Attack Escalation Prompts #Patching Panic #cybersecurity #vulnerabilities http://.. |
| #Technology #Cybersecurity Microsoft Exchange Hackers Also Breached European Banking Authority #AiUpNow #techy http://.. |
| #Technology #TechNews Microsoft Exchange Hackers Also Breached European Banking Authority #Cybersecurity #AiUpNow #techy via http://.. |
| RT Microsoft Exchange Server has been hacked – here’s what you need to know http://.. |
| RT Here’s what we know so far about the massive Microsoft Exchange hack http://.. |
| RT Here’s what we know so far about the massive Microsoft Exchange hack http://.. |
| Protected: Microsoft Exchange Server Attacks Escalate to Government, Healthcare and Financial Institutions http://.. |
| The Microsoft Exchange hacks: How they started and where we are http://.. |

5 Conclusion and Discussion

CTI, the collection of evidence-based knowledge of cybersecurity threats, is highly relevant for identifying and remediating security incidents. Professionals, security providers, CERTs, as well as many others in the cybersecurity realm can gain important information about the incidents, such as how severe they may be, which software and systems are affected, how to be protected, and if exploits exist. The challenges lie in the information overload and the high dynamics associated with every new threat event. To our knowledge, this is the first work to address this issue by proposing a framework for specialized CTI. It consists of sev-
eral components that allow the end user to label only a few data instances (tested here with 32 instances) to obtain a classifier that is comparable to one trained with 1800 instances. We also constructed a dataset labeled by three cybersecurity experts showing that this method indeed overcomes the problem of information overload and addresses high dynamics by being easily adaptable to new incidents.

5.1 Practical, Theoretical, and Empirical Contributions

Considering our findings, the study revealed (P) practical, (T) theoretical, and (E) empirical contributions:

(P) A novel pipeline for detecting specialized cyber threat information. Our work provides an approach to the detection of specific cyber threat information that is aligned with the circumstances of such events. These circumstances include that information has to be gathered fast in the early stages of the events and that security institutions and experts do not have the time and capacity to label many instances. Therefore, we combine few-shot learning with multi-level fine-tuning and data augmentation to produce classifiers that only need few instances to perform with high quality. For few-shot learning we utilize ADAPET by Tam et al. (2021) combined with the multi-level fine-tuning process. For data augmentation we use GPT-3 to create instances with novel linguistic patterns. Our pipeline reaches a F1-score of 80.63 on a specialized cyber threat dataset, which is 21.93 points above the score of a classical learning scheme. Other work, such as the cyber threat detection systems of Riebe et al. (2021) or Le Sceller et al. (2017), allow for coarse-grained information gathering. To the best of our knowledge, our system is the first to provide rapid detection of specialized cyber threat information.

(T) New few-shot learning technique based on multi-level fine-tuning. We propose a novel few-shot learning approach for creating classifiers of high quality with a smaller amount of training data. The idea behind this approach is to fine-tune a machine learning model in several levels where enough data is available (see Figure 2). In our study we first further trained a BERT model on a general cybersecurity corpus. This model was then trained on a general Twitter cybersecurity relevance dataset. From this point, the model has a fundamental understanding of cybersecurity texts and is also able to distinguish cybersecurity-related content from irrelevant content. With this pre-trained knowledge, the model only needs few data instances to be able to differentiate specific cybersecurity content. As shown in this study, this new technique can also be combined with other techniques like ADAPET or data augmentation to further reduce the amount of needed training data. However, we show that this multi-stage fine-tuning approach has the greatest impact on classification quality of all techniques (+14.47 F1, see Table 3). The multi-level fine-tuning approach significantly advances research in few-shot learning, as it allows for a much higher model quality and at the same time can be combined with previous few-shot studies, such as ADAPET (Tam et al., 2021), DART (Zhang et al., 2022), or PERFECT (Mahabadi et al., 2022).

(E) A specialized CTI dataset for further research purposes. In this study we created a CTI dataset based on the 2021 Microsoft Exchange Server data breach. The dataset was constructed by three experts. The guidelines have been revised several times in an attempt to flesh out the concept of cyber threat analysis as much as possible. Along with the code and the dataset, the guidelines are available in the repository. All annotators reached a good intercoder reliability showing that the guidelines and the general annotation process was successful. Further research can benefit from this dataset as it is, to our knowledge, the first to
contain a relevance coding regarding CTI in Twitter in relation to a specific cybersecurity event.

5.2 Limitations and Outlook

In terms of the overall concept, we look forward to research studies testing the performance of this approach in other domains. For example, it would be interesting to see if the same improvements can be achieved in medical or crisis domains, where data is also scarce. Moreover, our experiments are limited to the BERT base model. It would be interesting to see if the improvements are as high when a larger model like RoBERTa \cite{liu2019roberta} is used. Likewise, one could also test other language models for the data augmentation technique. Especially interesting would be to test if open source models, like GPT-NeoX-20B \cite{black2022gpt}, reach a good augmentation performance.

A part of our experiments was to fine-tune the model on the CySecAlert dataset of \cite{riebe2021cysecalert}. The authors of this work propose an active learning component to achieve high classification scores with less data. With a view to future research, it might be sensible to also include active learning into the concept of our approach to further increase the classification quality. In practice, our approach would in the worst case lead to users labelling very similar examples, resulting in poor execution of data augmentation and poor classification quality, which can happen quickly when labelling such a small amount of data. Therefore, an active learning system could help to collect very different examples. Otherwise, experts can also be trained to label diverse examples.
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