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Abstract. This article deals with the issue of the exponential stability of a linear Korteweg-de Vries equation with input saturation. It is proved that the system is well-posed and the origin is exponentially stable for the closed loop system, by using the classical argument used in this kind of problems.

1. Introduction. During the last decades, the linear Korteweg-de Vries (KdV) equation

\[
\begin{cases}
  u_t(t, x) + u_x(t, x) + u_{xxx}(t, x) + f = 0, & (t, x) \in \mathbb{R}_+ \times [0, L]; \\
  u(t, 0) = u(t, L) = u_x(t, L) = 0, & t \in \mathbb{R}_+ \\
  u(0, x) = u_0(x),
\end{cases}
\]

where \( u \) stands for the state, \( f \) for the control and \( L > 0 \), have received a considerable attention. Indeed, in the literature, we find several works which study this equation (see e.g [21], [16], [12], [1], [3] and the references within). In general, the control \( f \) is taken to achieve some specific objectives. Consequently, it must always obey to predefined restrictive constraints. In particular, (1) is studied in [9, 2] with boundary control and in [12, 14] with the control is distributed. In [12], the authors show that the feedback control \( f(t, x) = a(x)u(t, x) \), where \( a \) is a positive function whose support is an nonempty open subset of \([0, L]\), makes the origin exponentially stable. When \( a = 0 \), it is also proved that the linear KdV equation is exponentially stable provided that

\[
L \notin \left\{ 2\pi \sqrt{K^2 + kl + l^2}/k, l \in \mathbb{N}^* \right\}.
\]
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One of most known constraints which act on the feedback law is saturation (see [18, 10, 7, 20, 11]). In [10], the following KdV equation
\[
\begin{align*}
\begin{cases}
  u_t(t,x) + u_x(t,x) + u_{xxx}(t,x) + asat(u(t,x)) = 0, & (t,x) \in \mathbb{R}_+ \times [0,L]; \\
  u(t,0) = u(t,L) = u_x(t,L) = 0, & t \in \mathbb{R}; \\
  u(0,x) = u_0(x),
\end{cases}
\end{align*}
\] (2)
has been studied. The saturation function sat(⋅) is given by
\[
sat(s) = \begin{cases} 
  -u_0, & \text{if } s \leq -u_0, \\
  s, & \text{if } -u_0 \leq s \leq u_0, \\
  u_0, & \text{if } s \geq u_0.
\end{cases}
\] (3)
where \(a\) and \(u_0\) are positive constants.

The well-posedness of the closed loop system (2) is proved by applying the nonlinear semigroup theory. It is also stated that the origin is asymptotically stable using a sector condition and lyapunov theory for infinite dimensional systems. In [8], the authors proposed to study a wave equation by using an observability hypothesis in the presence of saturating control law. Unlike [8] where the strong stability of a wave equation is investigated, we study the exponential stability of the linear Korteweg-de Vries equation (1) with a saturating feedback law.

In our paper we define the feedback control by,
\[
f(t, x) = sat(a(x)u(t, x)).
\] (4)
where \(a = a(x) \in L^\infty([0, L])\) satisfying
\[
\begin{cases}
  a_1 \geq a = a(x) \geq a_0 > 0 \quad \text{on } \omega \subseteq [0,L], \\
  \omega \quad \text{is a nonempty open subset of } [0,L],
\end{cases}
\]
and the function sat(⋅) is defined by
\[
sat(s) = \begin{cases} 
  s, & \text{if } \|s\|_{L^2(0,L)} \leq 1, \\
  \frac{1}{\|s\|_{L^2(0,L)}}, & \text{if } \|s\|_{L^2(0,L)} \geq 1.
\end{cases}
\] (5)
In particular, we analyze the well-posedness and exponential stability for the linear KdV equation. The well-posedness of the closed loop system is proved by using the nonlinear semigroup theory. By using an argument by contradiction, we show that the origin of the KdV equation (1) in closed loop system with the saturated control (4) is exponentially stable, which is the mean contribution of this work.

The article is organized as follows. In section 2, we study the well-posedness of (1). Section 3 is devoted to the exponential stabilization of (1). Finally, we give some conclusions in section 4.

**Notation.** \(u_t\) (resp. \(u_x\)) stands for the partial derivative of the function \(u\) with respect to \(t\) (resp. \(x\)). \(R_+\) (resp. \(i\)) denotes the real (resp. imaginary) part of a complex number. \(B^*\) is the adjoint operator of linear operator \(B\). Given \(L > 0\) and \(J=[0, L]\), \(\|\cdot\|_{L^2(J)}\) (resp \(<\cdot, \cdot>_L\) \(L^2(J)\)), denotes the norm (resp the product scalar) in \(L^2(J)\). \(H^1(J)\) denotes the set of all functions \(u \in L^2(J)\) such that \(u_x \in L^2(J)\). The space \(H^1(J)\) is equipped with the norm \(\|u\|_{H^1(J)}^2 = \|u_x\|_{L^2(J)}^2 + \|u\|_{L^2(J)}^2\). \(H^2(J)\) is the set of all functions \(u \in L^2(J)\) such that \(u_x, u_{xx} \in L^2(J)\). The space \(H^2(J)\) is equipped with the norm \(\|u\|_{H^2(J)}^2 = \|u_x\|_{L^2(J)}^2 + \|u_{xx}\|_{L^2(J)}^2\). \(H^3(J)\) is the set of all functions \(u \in L^2(J)\) such that \(u_x, u_{xx}, u_{xxx} \in L^2(J)\). The space \(H^3(J)\) is equipped with the norm \(\|u\|_{H^3(J)}^2 = \|u_x\|_{L^2(J)}^2 + \|u_{xx}\|_{L^2(J)}^2 + \|u_{xxx}\|_{L^2(J)}^2\). \(H^1_0(J)\) is the closure in \(L^2(J)\) of the set of smooth functions that are vanishing at \(x = 0\).
0 and \( x = L \). The space \( H_0^1(J) \) is equipped with the norm \( \|u\|^2_{H_0^1(J)} = \|u_x\|^2_{L^2(J)} \). \( H^{-1}(J) \) is the dual space of \( H_0^1(J) \).

2. Well-posedness. In this section we study the well-posedness of the solution of the following system:

\[
\begin{align*}
 u_t(t,x) + u_x(t,x) + u_{xx}(t,x) + \text{sat}(a(x)u(t,x)) = 0, & \quad (t,x) \in \mathbb{R}_+ \times [0,L]; \\
u(t,0) = u(t,L) = u_x(t,L) = 0, & \quad t \in \mathbb{R}; \\
u(0,x) = u_0(x),
\end{align*}
\]

with \( a = a(x) \in L^\infty([0,L]) \) satisfying

\[
\begin{align*}
a_1 \geq a \geq a(x) \geq a_0 > 0 \text{ for all } x \in \omega \subseteq [0,L], \\
\omega \text{ is a nonempty open subset of } [0,L],
\end{align*}
\]

**Remark 1.** The hypothesis \( a = a(x) \in L^\infty([0,L]) \) satisfying (7), is the standard assumption used in this type of problems (see [11, 12]). In [10], the authors assume that \( a \) is a positive constant.

Before studying the well-posedness, we recall the following definitions.

Consider the abstract system in a Hilbert space \( H \)

\[
\begin{align*}
 \dot{u}(t) &= Au(t) + f(t), \\
u(0) &= u_0 \in H,
\end{align*}
\]

where \( A \) is an infinitesimal generator of linear \( C_0 \)-semigroup \( \{T(t)\}_{t \geq 0} \) defined on its domain \( D(A) \subseteq H \), and \( f \in L^1_{loc}([0,+,\infty[, H) \).

**Definition 2.1.** (Weak solution) A continuous function \( u : [0,+,\infty[ \to H \) is called a weak solution of (8) if

1. \( u(0) = u_0 \),

2. For all \( x^* \in D(A^*) \), the function \( t \mapsto <u(t), x^* > \) is absolutely continuous on all intervals \( [0,T], T > 0 \), and

\[
\frac{d}{dt} <u(t), x^*> = <u(t), A^* x^* > + <f(t), x^*> \text{ a.e on } [0,+,\infty[.
\]

**Definition 2.2.** (Classical solution) A function \( u(\cdot) \) is said to be a classical solution of (8) if \( u(\cdot) \in C^1([0,T], H) \), \( u(t) \in D(A) \) \( \forall t \geq 0 \) and \( u(\cdot) \) satisfies (8). \( u(\cdot) \) is said a classical solution of (8) on \( [0,+,\infty] \), if \( u(\cdot) \) is a classical solution of (8) on \( [0,T], \forall T > 0 \).

**Remark 2.** The function given by

\[
u(t) = T(t)u_0 + \int_0^t T(t-s)f(u(s))ds,
\]

is called a mild solution. By [4, Theorem 3.1.7, page 106], for every \( u_0 \in H \) and every \( f \in L^p([0,+,\infty[, H) \), a mild solution is also a weak solution.

**Remark 3.** From [15, Corollary 2.11, page 109], in a Hilbert space, if \( u_0 \in D(A) \) and \( f \) is lipschitz continuous, the weak solution (9) is also a classical solution.

For more details about weak (resp classical) solution see [6, Theorem 2.18, page 71](resp [15]).

In the following lemma we recall that the saturation function is Lipschitzian in \( L^2([0,L]) \).
Lemma 2.3. [20, Theorem 5.1] For all \((s_1, s_2) \in L^2(J)\), we have
\[ \|\text{sat}(s_1) - \text{sat}(s_2)\|_{L^2(J)} \leq 3\|s_1 - s_2\|_{L^2(J)}. \]

Let us state the main result of this section.

Theorem 2.4. (well-posedness). Assume that \(a = a(x) \in L^\infty(J)\) satisfying (7). Then for any \(u_0 \in L^2(J)\), there exists a unique weak solution \(u : [0, +\infty[ \to L^2(J)\), to (6).

Proof. Let us consider the following operators given by
\[
D(A) = \{ u \in H^3(J)/u(0) = u(L) = u_x(L) = 0 \}, \\
Au = -u_x - u_{xxx} - \text{sat}(a(x))u \quad \forall u \in D(A), \\
D(T_1) = D(A) \subset L^2(J), \\
T_1u = -u_x - u_{xxx},
\]
and
\[
D(T_2) = L^2(J), \\
T_2u = -\text{sat}(a(x))(u).
\]
Thus
\[
(T_1 + T_2)u = Au \quad \forall u \in D(A).
\]
First we will show that the operator \(T_1\) and its adjoint operator defined by
\[
T_1^*u = u_x + u_{xxx},
\]
(see [11]), are both dissipative. Indeed, let \(u \in D(T_1)\), we get
\[
\langle T_1u, u \rangle_{L^2(J)} = \langle -u_x - u_{xxx}, u \rangle_{L^2(J)} = - \int_0^L u_x \overline{u}dx - \int_0^L u_{xxx} \overline{u}dx
\]
Integrating by parts \(\int_0^L u_x \overline{u}dx\) and \(\int_0^L u_{xxx} \overline{u}dx\), we get
\[
-R_e \left\{ \int_0^L u_x \overline{u}dx \right\} = 0, \quad (14)
\]
and
\[
-R_e \left\{ \int_0^L u_{xxx} \overline{u}dx \right\} = -\frac{1}{2}|u_x(0)|^2 \leq 0. \quad (15)
\]
We deduce from (14) and (15) that
\[
R_e \langle T_1u, u \rangle_{L^2(J)} = -\frac{1}{2}|u_x(0)|^2 \leq 0.
\]
Let \(u \in D(T_1^*)\), we get
\[
R_e \langle T_1^*u, u \rangle_{L^2(J)} = R_e \langle u_x + u_{xxx}, u \rangle_{L^2(J)} = R_e \left\{ \int_0^L u_x \overline{u}dx \right\} + R_e \left\{ \int_0^L u_{xxx} \overline{u}dx \right\} = -\frac{1}{2}|u_x(L)|^2 \leq 0.
\]
It is well known that, \( T_1 \) is a closed operator (see \([16, Proposition\ 3.1]\)) and \( D(A) \) is dense in \( L^2(J) \), therefore from \([15, Corollary\ 4.4,\ page\ 15]\), the operator \( T_1 \) generates a strongly continuous linear semigroup of contractions which we denote by \( (T(t))_{t \geq 0} \). \([15, Theorem\ 4.3,\ page\ 14]\) implies that \( T_1 \) is a m-dissipative operator.

Moreover we will show that the operator \( T_2 \) is dissipative and globally lipschitzian. Indeed, for all \( u, v \in L^2(J), \) we have

\[
< sat(u) - sat(v), u - v >_{L^2(J)} = \int_0^L (sat(u) - sat(v))(u - v)dx 
\geq 0,
\]

this is clear as \([20]\)

\[
(sat(x) - sat(y))(x - y) \geq 0 \quad \forall \in \mathbb{R}. \quad (16)
\]

For our operator

\[
< sat(au) - sat(av), u - v >_{L^2(J)} = \int_0^L (sat(au) - sat(av))(u - v)dx 
= \int_{a \neq 0 \cap [0, L]} (sat(au) - sat(av))(au - av)\frac{1}{a} dx.
\]

By assumption \((7), \frac{1}{a} \geq 0 \) and by \((16), (sat(au) - sat(av))(au - av) \geq 0. \) Then

\[
< sat(au) - sat(av), u - v >_{L^2(J)} \geq 0. \quad (17)
\]

Therefore we deduce from \((17)\) that the operator \( T_2 = -sat(a(x)u) \) is dissipative in \( L^2(J). \)

Next by using lemma 2.3 and assumptions on \( a(x) \), we will show that \( T_2 \) is globally lipschitzian. Indeed for all \( u, v \in L^2(J), \) we have

\[
\|sat(a(x)u) - sat(a(x)v)\|_{L^2(J)} \leq 3\|a(x)(u - v)\|_{L^2(J)} 
\leq 3\|a(x)\|_{L^\infty([0, L])}\|u - v\|_{L^2(J)} 
\leq 3a_1\|u - v\|_{L^2(J)}. 
\]

Therefore, we deduce from \([19, Lemma\ 2.1,\ page\ 165]\) that \( A \) is a m-dissipative operator. \([13, Theorem\ 4.20,\ page\ 103]\), implies that the operator \( A \) generates a strongly continuous semigroup of contractions denoted by \( (T_{sat}(t))_{t \geq 0} \). Thus \((6)\) has a unique mild solution given by

\[
u(t) = T_{sat}(t)u_0, \quad (18)\]

and by \([6, Theorem\ 2.18,\ page\ 71]\) this mild solution is also a weak solution. \(\square\)

**Remark 4.** For every \( u_0 \in D(A) \), \((18)\) is a classical solution (see \([15, Corollary\ 2.11,\ page\ 109]\)).

**Remark 5.** For all \( u, v \in L^2(J), \) we have

\[
\|T_{sat}(t)u - T_{sat}(t)v\|_{L^2(J)} \leq \|u - v\|_{L^2(J)} \quad \forall t \geq 0. \quad (19)
\]

We deduce from \((19)\) that following map

\[
t \mapsto \|u(t, \cdot)\|_{L^2(J)},
\]

is non increasing, ie

\[
\|u(t, \cdot)\|_{L^2(J)} \leq \|u_0\|_{L^2(J)} \quad \forall u_0 \in D(A), \forall t \geq 0. \quad (20)
\]
3. **Exponential stability.** Before studying the exponential stability, we recall the following definition.

**Definition 3.1.** System (6) is said to be semi-globally exponentially stable in $L^2(J)$, if for any $r > 0$ there exists two constants $\mu_r := \mu_r(r) > 0$ and $K_r := K_r(r) > 0$ such that for any $u_0 \in L^2(J)$ with $\|u_0\|_{L^2(J)} \leq r$, the weak solution $u = u(t,x)$ to (6) satisfies

$$\|u(t,\cdot)\|_{L^2(J)} \leq K_r \|u_0\|_{L^2(J)} e^{-\mu_r t} \quad \forall t \geq 0.$$ 

The following lemmas play an important role to prove the exponential stability of the system (6).

**Lemma 3.2.** Suppose that $a = a(x)$ satisfies (7), $u_0 \in D(A)$ and $u$ is the classical solution of (6), then we have

$$\|u(t,.)\|_{L^2(0,T,H^1(J))}^2 \leq \frac{4T + L}{3} \|u_0\|_{L^2(J)}^2$$

with $T > 0$ and $L > 0$.

**Proof.** We multiply the equation (6) by $u$ and we integrate on $[0,L]$, we get

$$\int_0^L uu_t dx + \int_0^L uu_x dx + \int_0^L uu_{xxx} dx + \int_0^L sat(au).udx = 0$$

After some integrations by parts, we get

$$\int_0^L u(t,x)u_t(t,x)dx = \frac{1}{2} \frac{d}{dt}\|u(t,.)\|_{L^2([0,L])}^2; \quad \int_0^L uu_x dx = 0$$

and

$$\int_0^L uu_{xxx} dx = \frac{1}{2}\|u_x(t,0)\|^2.$$ 

Therefore, equation (22) becomes

$$\frac{1}{2} \frac{d}{dt}\|u(t,.)\|_{L^2(J)}^2 + \frac{1}{2}\|u_x(t,0)\|^2 + \int_0^L sat(au).udx = 0.$$ 

(23)

Then we multiply (6) by $xu$ and we integrate on $J \times [0,T]$, we obtain

$$\int_0^T \int_0^L xu u_t dx + \int_0^T \int_0^L xuu_x dx + \int_0^T \int_0^L xu_{xxx} dx + \int_0^T \int_0^L sat(au).xudx = 0$$

After some integrations by parts and by using the boundary conditions, we get

$$\int_0^T \int_0^L xu u_t dx dt = \frac{1}{2} \int_0^L xu^2(T,x) dx - \frac{1}{2} \int_0^L xu^2(0,x) dx;$$

(25)

$$\int_0^T \int_0^L xu u_x dx dt = -\frac{1}{2} \int_0^T \int_0^L u^2 dx dt$$

(26)

and

$$\int_0^T \int_0^L xu u_{xxx} dx dt = \frac{3}{2} \int_0^T \int_0^L u_x^2 dx dt$$

(27)
We multiply the last three equations and \( \int_0^T \int_0^L sat(au).xdx \) by \( \frac{2}{3} \) and we add it up, we obtain
\[
\begin{align*}
\int_0^T \int_0^L u_t^2 dxdt + \frac{1}{3} \int_0^T L x u(T,x)dx + \frac{2}{3} \int_0^T \int_0^L sat(au).xdxdt &= \frac{1}{3} \int_0^T \int_0^L u_t^2 dxdt + \frac{1}{3} \int_0^L x u^2(0,x). \\
(28)
\end{align*}
\]
Since \( a > 0 \) and \( sat(au).u \geq 0 \), we get
\[
\int_0^T \int_0^L u_t^2 dxdt = \frac{1}{3} \int_0^T \int_0^L u_t^2 dxdt + \frac{1}{3} \int_0^L x u^2(0,x)dx \\
- \frac{1}{3} \int_0^L x u^2(T,x)dx - \frac{2}{3} \int_0^T \int_0^L x sat(au).udxdt = 0
\]
(29)
Therefore we deduce from (23) and (29) that
\[
\|u(t,\cdot)\|_{L^2(0,T;H^1(J))} \leq \frac{4T + L}{3} \|u_0\|_{L^2(J)}^2
\]

**Lemma 3.3.** Suppose that \( a = a(x) \) satisfies (7), \( u_0 \in D(A) \) and \( u \) is the classical solution of (6), then we have
\[
\int_0^L |u_0|^2 dx \leq \frac{1}{T} \int_0^T \int_0^L |u(t,x)|^2 dxdt + \int_0^T |u_x(t,0)|^2 dt \\
+ 2 \int_0^T \int_0^L sat(au).udxdt
\]
(30)
with \( T > 0 \) and \( L > 0 \).

**Proof.** We multiply equation (6) by \((T-t)u\) and we integrate on \( J \times [0,T], \) we obtain
\[
\begin{align*}
\int_0^T \int_0^L (T-t)uu_t dxdt + \int_0^T \int_0^L (T-t)uu_x dxdt + \int_0^T \int_0^L (T-t)uu_{xx} dxdt \\
+ \int_0^T \int_0^L (T-t)u.sat(au)dxdt &= 0.
\end{align*}
\]
(31)
After some integrations by parts, we get
\[
\begin{align*}
\int_0^T \int_0^L (T-t)uu_t dxdt &= -\frac{T}{2} \int_0^L \left| u(0,x) \right|^2 dx + \frac{1}{2} \int_0^T \int_0^L \left| u(t,x) \right|^2 dtdx; \\
\int_0^T \int_0^L (T-t)uu_x dxdt &= 0
\end{align*}
\]
and
\[
\int_0^T \int_0^L (T-t)uu_{xx} dxdt = \frac{1}{2} \int_0^T (T-t)|u_x(t,0)|^2 dt,
\]
Then equation (31) becomes
\[
-T\frac{1}{2} \int_0^T \int_0^L |u(0,x)|^2 dx + \frac{1}{2} \int_0^T \int_0^L |u(t,x)|^2 dx \, dt + \frac{1}{2} \int_0^T (T-t)|u_x(t,0)|^2 dt \\
+ \int_0^T \int_0^L (T-t)\text{sat}(au) \, dx \, dt = 0.
\]
We multiply the last equation by 2, we get
\[
T \int_0^L |u_0|^2 dx = \int_0^T \int_0^L |u(t,x)|^2 dx \, dt + \int_0^T (T-t)|u_x(t,0)|^2 dt \\
+ 2T \int_0^L \int_0^L (T-t)\text{sat}(au) \, dx \, dt.
\]
Consequently,
\[
\int_0^L |u_0|^2 dx \leq \frac{2}{T} \int_0^T \int_0^L |u(t,x)|^2 dx \, dt + \int_0^T |u_x(t,0)|^2 dt \\
+ 2 \int_0^T \int_0^L \text{sat}(au) \, dx \, dt.
\]
Which completes the proof. \(\Box\)

**Lemma 3.4.** Suppose that \(a = a(x)\) satisfies (7) and \(u_0 \in D(A)\) with \(\|u_0\|_{L^2(J)} \leq r\). Then for any \(T > 0\), there exists \(c_1 = c_1(T) > 0\) such that
\[
\int_0^T \int_0^L |u(t,x)|^2 dx \leq c_1 \left\{ \int_0^T |u_x(t,0)|^2 dx + 2 \int_0^T T \int_0^L \text{sat}(au) \, dx \, dt \right\}.
\] (33)
Where \(u\) is the classical solution of (6).

**Proof.** We suppose that (33) fails to be true, then there exists a sequence of solution \((u_n)_{n \in \mathbb{N}}\) of (6) with
\[
\|u_n(0,\cdot)\|_{L^2(J)} \leq r,
\] (34)
and such that
\[
\lim_{n \to +\infty} \frac{\|u_n\|_{L^2(0,T,L^2(J))}^2}{\int_0^T \left| \frac{\partial}{\partial x} u_n(t,0) \right|^2 dt + 2 \int_0^T T \int_0^L \text{sat}(au_n) \, u_n \, dx \, dt} = +\infty.
\] (35)
We deduce from (20) and (34) that
\[
\|u_n(t,\cdot)\|_{L^2(J)} \leq r.
\] (36)
Let \(\lambda_n = \|u_n\|_{L^2(0,T,L^2(J))}^2\), \(v_n = \frac{u_n(t,x)}{\lambda_n}\) and \(v_n(0,x) = \frac{u_n(0,x)}{\lambda_n}\). By using (34), we deduce that \((\lambda_n)_{n \in \mathbb{N}}\) is bounded. Hence there exists a subsequence of \((\lambda_n)_{n \in \mathbb{N}}\) also denoted by \((\lambda_n)_{n \in \mathbb{N}}\) such that
\[
\lambda_n \to \lambda \geq 0 \text{ as } n \to +\infty.
\] (37)
\(u_n(t,x) = \lambda_n \circ v_n(t,x)\) is a solution of system (6), then we see that for all \(n \in \mathbb{N}\), the function \(v_n\) is a solution of the following system
\[
\begin{cases}
(v_n)_t(t,x) + (v_n)_x(t,x) + (v_n)_{xxx}(t,x) + \frac{\text{sat}(au_n(t,x))}{\lambda_n} = 0, & (t,x) \in \mathbb{R}_+ \times J, \\
v_n(t,0) = v_n(t,L) = (v_n)_x(t,L) = 0, & t \in \mathbb{R}_+, \\
v_n(0,x) = (v_n)_0(x),
\end{cases}
\] (38)
with

\[ \|v_n\|_{L^2(0,T,L^2(J))}^2 = 1 \]  \hfill (39)

We deduce from (35) and (39) that

\[ \lim_{n \to +\infty} \int_0^T \left| \frac{\partial}{\partial x} v_n(t,0) \right|^2 dt + 2 \int_0^T \int_0^L \frac{sat(a \lambda_n v_n)}{\lambda_n} v_n dx dt = 0 \]  \hfill (40)

We deduce from lemma 3.3, (39) and (40) that

\[ \|v_n(0,\cdot)\|_{L^2(J)}^2 = \frac{1}{T} \int_0^T \int_0^L |v_n(t,x)|^2 dx dt + \int_0^T |(v_n)_x(t,0)|^2 dt 
+ 2 \int_0^T \int_0^L sat(a v_n) v_n dx dt 
\leq \frac{1}{T} \|v_n\|_{L^2(0,T,L^2(J))}^2 + \int_0^T |(v_n)_x(t,0)|^2 dt 
+ 2 \int_0^T \int_0^L a(x)|v_n(t,x)|^2 dx dt 
\leq \frac{1}{T} + \int_0^T |(v_n)_x(t,0)|^2 dt + 2a_1 \int_0^T \int_0^L |v_n(t,x)|^2 dx dt 
= \frac{1}{T} + K(T) + 2a_1 = M \]  \hfill (41)

where \( M \) is positive constant. Consequently \( v_n(0,\cdot) \) is bounded in \( L^2(J) \). Then by using (20) and (41) we get

\[ \|v_n(t,\cdot)\|_{L^2(J)} \leq \sqrt{M} = M_1 \quad \forall t \in [0,T] \]  \hfill (42)

We deduce from lemma 3.2 that

\[ \|v_n\|_{L^2(0,T,L^2(J))}^2 = \left\| \frac{u_n(t,\cdot)}{\lambda_n} \right\|_{L^2(0,T,H^1(J))}^2 
\leq \frac{4T + L}{3} \left\| \frac{u_n(0,\cdot)}{\lambda_n} \right\|_{L^2(J)}^2 
\leq \frac{4T + L}{3} \|v_n(0,\cdot)\|_{L^2(J)}^2 
\leq \frac{4T + L}{3} M \]  \hfill (43)

Moreover \( \left\{ \frac{sat(a \lambda_n v_n)}{\lambda_n} \right\}_n \) is bounded in \( L^2(0,T,L^2(J)) \). Indeed from lemma 2.3, we deduce that

\[ \left\| \frac{sat(a \lambda_n v_n)}{\lambda_n} \right\| \leq 3 \left\| \frac{a \lambda_n v_n}{\lambda_n} \right\|_{L^2(0,T,L^2(J))} = 3 \|av_n\|_{L^2(0,T,L^2(J))} \leq 3a_1 \sqrt{L} \|v_n\|_{L^2(0,T,H^1(J))} \]  \hfill (44)
Therefore \( \left\{ \frac{sat(a\lambda_n v_n)}{\lambda_n} \right\}_{n \in \mathbb{N}} \) is subset of \( L^2(0, T, H^{-2}(J)) \), since \( L^2(J) \subset L^1(J) \subset H^{-1}(J) \subset H^{-2}(J) \). It follows by (38), (39), (43) and (44) that

\[
(v_n)_t = -(v_n)_x - (v_n)_{xxx} - \frac{sat(a\lambda_n v_n)}{\lambda_n} \quad (45)
\]

is bounded in \( L^2(0, T, H^{-2}(J)) \). Since the injection of \( H^1_0(J) \hookrightarrow L^2(J) \) is compact and \( (v_n)_n \) is bounded in \( L^2(0, T, H^1_0(J)) \), then \( (v_n)_n \) is relatively compact in \( L^2(0, T, L^2(J)) \). Then \( (v_n)_n \) has a convergent subsequence, denoted by \( (v_n)_n \) also, such that

\[
v_n \xrightarrow{n \to +\infty} v \quad \text{in} \quad L^2(0, T, L^2(J)) \quad (46)
\]

and

\[
\|v_n\|_{L^2(J)} \leq M_1. \quad (47)
\]

Using the weak lower semicontinuity, we have

- If \( \|a\lambda_n v_n\|_{L^2(J)} \leq 1 \), then \( sat(a\lambda_n v_n) = a\lambda_n v_n \), we get

\[
0 = \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L sat(a\lambda_n v_n) \lambda_n \, v_n \lambda_n \, v_n \, dx \, dt \right]
= \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L a\lambda_n v_n \lambda_n \, v_n \, dx \, dt \right]
= \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L a|v_n|^2 \, dx \, dt \right]
\geq \int_0^T \left| \frac{\partial}{\partial x} v(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L a \, |v|^2 \, dx \, dt
\]

we deduce from this last inequality that \( \frac{\partial}{\partial x} v(t, 0) = 0 \) and \( a(x)v = 0 \), in particular \( v = 0 \) on \( \omega \times [0, T] \).

- If \( \|a\lambda_n v_n\|_{L^2(J)} \geq 1 \),

\[
\frac{sat(a\lambda_n v_n)}{\lambda_n} = \frac{a\lambda_n v_n}{\|a\lambda_n v_n\|_{L^2(J)}} = \frac{a\lambda_n v_n}{\lambda_n \|a v_n\|_{L^2(J)}} = \frac{av_n}{\|av_n\|_{L^2(J)}}
\]

Moreover

\[
\|a(x)\|_{L^\infty(J)} \leq a_1 \quad \forall x \in J,
\]

then

\[
\frac{1}{\|a(x)\|_{L^\infty([0,L])}} \geq \frac{1}{a_1}. \quad (49)
\]

According to (37), in this case, we have two cases to study.
1. if \( \lambda_n \to 0 \), then \( \left( \frac{1}{\lambda_n} \right) \to +\infty \). By using (47) and (49), we get

\[
0 = \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L \frac{a(\lambda_n v_n)}{\lambda_n} v_n dx dt \right] 
= \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L \frac{a v_n}{\lambda_n \|a v_n\|_{L^2(J)}} v_n dx dt \right] 
\geq \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \left( \frac{1}{\lambda_n} \right) \int_0^T \int_0^L \frac{a|v_n|^2}{\|a(x)\|_{L^\infty} \|v_n\|_{L^2(J)}} dx dt \right] 
\geq \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \left( \frac{1}{\lambda_n} \right) \left( \frac{2}{M_1} \right) \left( \frac{1}{a_1} \right) \int_0^T \int_0^L a |v_n|^2 dx dt \right] 
= \int_0^T \left| \frac{\partial}{\partial x} v(t, 0) \right|^2 dt + \left( \frac{2}{M_1} \right) \left( \frac{1}{\lambda} \right) \left( \frac{1}{a_1} \right) \int_0^T \int_0^L a |v|^2 dx dt 
= + \infty 
\] 

(50)

senseless, thus \( \lambda_n \) does not converges to 0.

2. if \( \lambda_n \to \lambda > 0 \), then \( \left( \frac{1}{\lambda_n} \right) \to \left( \frac{1}{\lambda} \right) \). By using (47) and (49), we get

\[
0 = \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L \frac{a(\lambda_n v_n)}{\lambda_n} v_n dx dt \right] 
= \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \int_0^T \int_0^L \frac{a v_n}{\lambda_n \|a v_n\|_{L^2(J)}} v_n dx dt \right] 
\geq \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \left( \frac{1}{\lambda_n} \right) \int_0^T \int_0^L \frac{a|v_n|^2}{\|a(x)\|_{L^\infty} \|v_n\|_{L^2(J)}} dx dt \right] 
\geq \liminf_{n \to +\infty} \left[ \int_0^T \left| \frac{\partial}{\partial x} v_n(t, 0) \right|^2 dt + 2 \left( \frac{1}{\lambda_n} \right) \left( \frac{2}{M_1} \right) \left( \frac{1}{a_1} \right) \int_0^T \int_0^L a |v_n|^2 dx dt \right] 
\geq \int_0^T \left| \frac{\partial}{\partial x} v(t, 0) \right|^2 dt + \left( \frac{2}{M_1} \right) \left( \frac{1}{\lambda} \right) \left( \frac{1}{a_1} \right) \int_0^T \int_0^L a |v|^2 dx dt 
\] 

(51)

In all cases, \( \frac{\partial}{\partial x} v(t, 0) = 0 \) and \( a(x)v = 0 \), in particular \( v = 0 \) on \( \omega \times [0, T] \). The limit satisfies

\[
v_t + v_x + v_{xxx} = 0
\]

By Holmgreen’s theorem ([5]), we deduce that \( v = 0 \) on \( [0, L] \times [0, T] \), this contradicts the fact that

\[
\|v\|_{L^2(0, T; L^2(J))} = 1
\]

Therefore (33) is fair. \( \square \)
Lemma 3.5. Suppose that \( a = a(x) \) satisfies (7) and \( u_0 \in D(A) \) with \( \|u_0\|_{L^2(J)} \leq r \). Then for any \( T > 0 \), there exists \( c = c(T) > 0 \) such that

\[
\|u_0\|^2_{L^2([0,L])} \leq c \left\{ \int_0^T |u_x(t,0)|^2 dt + \int_0^T \int_0^L sat(u) \cdot udxdt \right\}
\]  

(52)

Proof. By using lemmas 3.3 and 3.4, we have that

\[
\int_0^L |u_0|^2 dx \leq \frac{1}{T} \int_0^T \int_0^L |u(t,x)|^2 dx dt + \int_0^T |u_x(t,0)|^2 dt + 2 \int_0^T \int_0^L sat(u) \cdot udxdt
\]

\[
\leq \frac{1}{T} \left( c_1 \int_0^T |u_x(t,0)|^2 dt + 2c_1 \int_0^T \int_0^L sat(u) \cdot udxdt \right) + \int_0^T |u_x(t,0)|^2 dt + 2 \int_0^T \int_0^L sat(u) \cdot udxdt
\]

\[
= \left( 1 + \frac{c_1}{T} \right) \int_0^T |u_x(t,0)|^2 dt + 2 \left( 1 + \frac{c_1}{T} \right) \int_0^T \int_0^L sat(u) \cdot udxdt
\]

\[
= c(T) \left\{ \int_0^T |u_x(t,0)|^2 dt + 2 \int_0^T \int_0^L sat(u) \cdot udxdt \right\}
\]

with \( c(T) = 1 + \frac{c_1}{T} \).

Thus it concludes the proof of Lemma 3.5. \( \Box \)

Remark 6. Our proof of Lemmas 3.2, 3.3 and 3.4 follows the same strategy of the proof of [12, Theorem 2.2]. Unlike [12] where the authors assume that \( f(t, x) = a(x)u(t, x) \), in this paper the control operator is given by \( f(t, x) = sat(a(x)u(t, x)) \).

Lemma 3.6. (semiglobal exponential stability). For any \( r > 0 \) there exist two constants \( \mu_r = \mu_r(r) > 0 \) and \( K_r = K_r(r) > 0 \) such that for any \( u_0 \in D(A) \) satisfying \( \|u_0\|_{L^2(J)} \leq r \), the solution \( u = u(t, x) \) to (6) satisfies

\[
\|u(t, \cdot)\|_{L^2(J)} \leq K_r \|u_0\|_{L^2(J)} e^{-\mu_r t} \quad \forall t \geq 0.
\]

Proof. By using lemma 3.5, we have for any \( u_0 \in D(A) \), with \( \|u_0\|_{L^2(J)} \leq r \), (52) holds. Then we deduce from (52) and (23) that there exists a constant \( \lambda \in [0, 1] \) such that

\[
\|u(kT, \cdot)\|^2_{L^2(J)} \leq \lambda k \|u_0\|^2_{L^2(J)} \quad \forall k \geq 0.
\]

Since

\[
\|u(t, \cdot)\|_{L^2(J)} \leq \|u(kT, \cdot)\|_{L^2(J)} \quad \text{for } kT \leq t \leq (k + 1)T,
\]

then we get

\[
\|u(t, \cdot)\|^2_{L^2(J)} \leq \frac{1}{\lambda} \|u_0\|^2_{L^2(J)} e^{\frac{\log(\lambda)}{T}},
\]

from which the result stated in Lemma 3.6 follows. \( \Box \)

Now we are able to state and prove the main result of this section.

Theorem 3.7. Suppose that \( a = a(x) \) satisfies (7). Then for any \( L > 0 \), there exists \( \mu > 0 \) and for all \( u_0 \in L^2(J) \) there is \( c_2(u_0) > 0 \), such that

\[
\|u(t, \cdot)\|^2_{L^2(J)} \leq c_2(u_0) \|u_0\|^2_{L^2(J)} e^{-\mu t}
\]  

(53)
for all \( t \geq 0 \) and for any weak solution of (6).

**Proof.** Let \( u_0 \in D(A) \). By lemma 3.6 and (20) if
\[
\|u_0\|_{L^2(J)} \leq \frac{1}{a_1},
\]
then, for all \( t \geq 0 \),
\[
\|u(t,\cdot)\|_{L^2(J)} \leq \|u_0\|_{L^2(J)} \leq \frac{1}{a_1}.
\] (54)

Thus, \( sat(au) = au \), then from [12, Theorem 2.2], the corresponding solution \( u \) to (6) satisfies
\[
\|u(t,\cdot)\|_{L^2(J)} \leq \|u_0\|_{L^2(J)} e^{-\mu t}.
\] (55)

In addition, for a given \( r > 0 \), there exists a positive constant \( \mu_r \) such that if \( \|u_0\|_{L^2(J)} \leq r \), then any classical solution \( u \) to (6) satisfies
\[
\|u(t,\cdot)\|_{L^2(J)} \leq \|u_0\|_{L^2(J)} e^{-\mu_r t}.
\] (56)

Therefore, setting \( T_r = \mu_r^{-1} \ln(a_1 r) \), we have
\[
\|u_0\|_{L^2(J)} \leq r \Rightarrow \|u(T_r,\cdot)\|_{L^2(J)} e^{-\mu(T_r) r} = \frac{1}{a_1}.
\]

Thus using (55), we obtain
\[
\|u(t,\cdot)\|_{L^2(J)} \leq \|u(T_r,\cdot)\|_{L^2(J)} e^{-\mu(T_r) t} \quad \forall t \geq T_r
\]
\[
\leq \|u_0\|_{L^2(J)} e^{-\mu t} e^{\mu T_r} \forall t \geq 0.
\] (57)

Therefore (6) is exponentially stable in \( D(A) \). By using the fact that \( D(A) = L^2(J) \), we conclude that (6) is exponentially stable in \( L^2(J) \).

**Remark 7.** Our proof of Theorem 3.7 follows the same strategy of the proof of [17, Theorem 3.7].

4. **Conclusion.** In this paper it is proved that the KdV equation (1) in closed-loop system with the saturated control (4) is well-posed and is exponentially stable. Thanks to the theory of the nonlinear semigroup, the well-posedness of the closed-loop system has been demonstrated. The exponential stability is proved by using the classical argument used in this type of problems.

A possible future research line could be the exponential stability of the linear KdV equation in closed-loop system with a saturating control in \( L^p \) with \( p \geq 1 \).

**Acknowledgments.** We would like to thank the referee for the time they will devote to studying this paper.

**REFERENCES**

[1] E. Cerpa, Control of a korteweg-de Vries equation: A tutorial, *Math. Control Relat. Fields*, 4 (2014), 45–99.

[2] E. Cerpa and J-M. Coron, Rapid stabilization for a Korteweg-de Vries equation from the left Dirichlet boundary condition, *IEEE Trans. Automat. Control*, 58 (2013), 1688–1695.

[3] J-M. Coron, *Control and Nonlinearity*, Mathematical Surveys and Monographs, 136, American Mathematical Society, Providence, RI, 2007.

[4] R. F. Curtain and H. Zwart, *An Introduction to Infinite-Dimensional Linear Systems Theory*, Texts in Applied Mathematics, 21. Springer-Verlag, New York, 1995.

[5] H. Hedenmalm, On the uniqueness theorem of Holmgren, *Math. Z.*, 281 (2015), 357–378.

[6] K. Ito and F. Kappel, *Evolution Equations and Approximations*, World Scientific, 2002.
[7] M. Laabissi and A. M. Taboye, Strong stabilization of non-dissipative operators in Hilbert spaces with input saturation, *Math. Control Signals Systems*, 33 (2021), 553–568.

[8] I. Lasiecka and T. I. Seidman, Strong stability of elastic control systems with dissipative saturating feedback, *Systems Control Lett.*, 48 (2003), 243–252.

[9] S. Marx and E. Cerpa, Output feedback control of the linear korteweg-de vries equation, *IEEE Conference on Decision and Control*, (2014), 2083–2087.

[10] S. Marx, E. Cerpa, C. Prieur and V. Andrieu, Stabilization of a linear korteweg-de vries equation with a saturated internal control, In *2015 European Control Conference (ECC)*, IEEE, (2015), 867–872.

[11] S. Marx, E. Cerpa, C. Prieur and V. Andrieu, Global stabilization of a Korteweg–de Vries equation with saturating distributed control, *SIAM J. Control Optim.*, 55 (2017), 1452–1480.

[12] G. P. Menzala, C. F. Vasconcellos and E. Zuazua, Stabilization of the Korteweg-de Vries equation with localized damping, *Quart. Appl. Math.*, 60 (2002), 111–129.

[13] I. Miyadera, *Nonlinear Semigroups*, American Mathematical Soc., 1992.

[14] A. F. Pazoto, Unique continuation and decay for the Korteweg-de Vries equation with localized damping, *ESAIM Control Optim. Calc. Var.*, 11 (2005), 473–486.

[15] A. Pazy, *Semigroups of Linear Operators and Applications to Partial Differential Equations*, Springer-Verlag, New York, 1983.

[16] L. Rosier, Exact boundary controllability for the Korteweg-de Vries equation on a bounded domain, *ESAIM Control Optim. Calc. Var.*, 2 (1997), 33–55.

[17] L. Rosier and B.-Y. Zhang, Global stabilization of the generalized Korteweg–de Vries equation posed on a finite domain, *SIAM J. Control Optim.*, 45 (2006), 927–956.

[18] T. I. Seidman and H. Li, A note on stabilization with saturating feedback, *Discrete Contin. Dynam. Systems*, 7 (2001), 319–328.

[19] R. E. Showalter, *Monotone Operators in Banach Space and Nonlinear Partial Differential Equations*, American Mathematical Soc., Providence, RI, 1997.

[20] M. Slemrod, Feedback stabilization of a linear control system in Hilbert space with an a priori bounded control, *Math. Control Signals Systems*, 2 (1989), 265–285.

[21] B.-Y. Zhang, Exact boundary controllability of the Korteweg–de Vries equation, *SIAM J. Control Optim.*, 37 (1999), 543–565.

Received July 2021; revised August 2021; early access September 2021.

E-mail address: ahmat.m@ucd.ac.ma
E-mail address: laabissi.m@ucd.ac.ma