Pitfalls in the theory of carrier dynamics in semiconductor quantum dots: the single-particle basis vs. the many-particle configuration basis
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We analyze quantum dot models used in current research for misconceptions that arise from the choice of basis states for the carriers. The examined models originate from semiconductor quantum optics, but the illustrated conceptual problems are not limited to this field. We demonstrate how the choice of basis states can imply a factorization scheme that leads to an artificial dependency between two, actually independent, quantities. Furthermore, we consider an open quantum dot-cavity system and show how the dephasing, generated by the dissipator in the von Neumann Lindblad equation, depends on the choice of basis states that are used to construct the collapse operators. We find that the Rabi oscillations of the s-shell exciton are either dephased by the dissipative decay of the p-shell exciton or remain unaffected, depending on the choice of basis states. In a last step we resolve this discrepancy by taking the full system-reservoir interaction Hamiltonian into account.

I. INTRODUCTION

There are many well-established theories to describe open quantum many-particle systems consisting of, e.g., quasi-free charge carriers in semiconductor heterostructures, cavity photons, phonons, ultracold Bose-gases, polaritons, and spins in an approximative way. The theories in the preceding references are related to mean-field theories and its successive improvements, like the cluster expansion (CE), in which equations of motion (EoM) for the mean single-particle occupations and their correlations are derived, whereas higher-order correlations are neglected.

Besides the approximations that are necessary to describe the interacting system itself, many of the referenced models also require additional approximations to include dissipative processes resulting from the systems coupling to an external bath. The von Neumann Lindblad equation is a common procedure to take the influence of the exterior bath on the system into account, provided that the Born-Markov-approximation is justified.

The experimental progress in the field of cavity quantum electrodynamics in semiconductors shows that there are many interesting systems in which the basic assumption of mean field theories, a large Hilbert space and weak interaction, is not valid. Many of these systems are sufficiently small to be described by their exact wave function or density matrix, formulated in the Hilbert space of all possible many-particle configurations without the need for an approximate theory. Despite the efforts that are made to improve the theories from both sides (exact description of relatively small systems and approximate description of relatively large systems), there is still a gap between those systems that are small enough to be described exactly and those that are large enough to fulfill the requirements of approximate theories like the CE.

In this article, we describe pitfalls in the choice of the basis states that may occur, when applying approximate theories on small systems within or close to the mentioned gap. We use three examples to contrast approaches that are based on a formulation in single-particle states with approaches that use many-particle configuration states as a basis. Although the formulations are equivalent, the choice of basis states can decide about further steps. In our three examples, we show that the choice of basis states can suggest misleading approximations or determine the modeling of dissipative processes, which leads to deviations of the results, in the two formulations that go beyond simple approximation errors.

The remainder of this paper is organized in the following way: In Sec. II, we discuss, based on an extended Jaynes-Cummings model (JCM), the effects of a fallacious mean-field factorization scheme, implied by a description in single-particle states.

In Sec. III, we consider an open system treated in the von Neumann Lindblad (vNL) formalism. We demonstrate that the basis states in which the collapse operators and with it the dissipator of the vNL equation are constructed can actually influence the modeling of the system. In the first example concerning the vNL (Sec. III A), the choice of basis states limits the possibilities to adjust the model to the experimental situation. Whereas, in the second example concerning the vNL formalism (Sec. III B), the basis states determine whether two parts of the system are affected by the environment independently or intertwined and one system part is dephased by the dissipative decay of the other. Finally we recapitulate how the dissipator in the vNL can be reconstructed from a system plus reservoir approach and resolve the misconception, that has led to results depending on the choice of basis states (Sec. III C).

The last section IV summarizes and concludes the paper. In the appendix, we give details of the EoM and the parameter space of the semiconductor JCM (App. A).
Furthermore we outline the derivation of the analytic solution for the open system (App. B1), and present the effects of an additional external pump on the open system (App. B2).

II. FALLACIOUS FACTORIZATION

To illustrate a conceptual problem that can arise from a Hartree-Fock-like factorization of expectation values, we consider a model with Jaynes-Cummings interaction, introduced in\(^\text{30}\), with the Hamiltonian

\[
H = \omega b^\dagger b + \varepsilon_e e^\dagger e + \varepsilon_h h^\dagger h - (g e b^\dagger + \text{h.c.}),
\]

where \( b^\dagger \) annihilates (creates) a cavity mode photon with frequency \( \omega \) and \( e^\dagger/h^\dagger \) annihilates (creates) an electron/hole, with energy \( \varepsilon_e/\varepsilon_h \), respectively. The dipole matrix element \( g \) can be chosen real, and all parameters are specified in units of \( \hbar \). This Hamiltonian describes a two-level quantum dot (QD) embedded in a semiconductor environment, coupled to a single cavity mode. It would be identical to the JCM, if one restricts the electronic states to fully correlated electrons and holes, i.e., restricting the electronic states to a single exciton (electron-hole pair). However, in order to describe the semiconductor properties of a QD, an independent occupation of the electron and hole states is allowed in this model, which we term the semiconductor JCM. Both systems perform a coherent exchange between the cavity photons and the exciton, called Rabi oscillations\(^\text{48}\). The calculation of the time evolution using EoM for the expectation values produces a hierarchy of coupled equations. We will show that a factorization of many-particle expectation values into single-particle expectation values, often used to truncate hierarchies of EoM, is not only unnecessary in this exemplary model, but also leads to conceptually wrong conclusions.

To derive the EoM, we follow the approach of\(^\text{30}\), in which the photons are not described by creation and annihilation operators, but by the photon probability distribution. This allows for a variant of the CE in which the photonic part is treated exactly, and is termed the photon probability CE by the authors of\(^\text{30}\). The expectation values of interest are the hole \( f_h = \langle h^\dagger h \rangle \) and the electron \( f_e = \langle e^\dagger e \rangle \) occupation, the occupation of the Fock-states with \( n \) photons \( p_n = \langle n \rangle \langle n \rangle \), and the imaginary part of the photon-assisted polarization \( \psi_n = \text{Im} \langle n+1 \rangle \langle n \rangle \). From the Heisenberg equation for the generalized occupations \( f_n^e = \langle n \rangle \langle n+1 \rangle \langle e^\dagger e \rangle \) and \( f_n^h = \langle n \rangle \langle h^\dagger h \rangle \), we obtain the time derivatives

\[
\begin{align*}
d_t f_n^e/h &= 2g\sqrt{n+1} \psi_n, \\
d_t p_n &= 2g\sqrt{n+1} \psi_n - 2g\sqrt{n} \psi_{n-1}, \\
d_t \psi_n &= -g\sqrt{n+1} \left( p_{n+1} - f_n^h - f_{n+1}^e \right) \\
&- g\sqrt{n+1} \left( C_n^X - C_n^X \right),
\end{align*}
\]

where the diagonal terms are zero since the cavity is chosen to be in resonance with the QD. The EoM for the photon-assisted polarization couples to the higher-order term

\[
C_n^X = \langle |n\rangle \langle n| e^\dagger e h^\dagger h \rangle
\]

that describes the electron-hole correlation. In the JCM, in which electrons and holes are perfectly correlated, the many-particle term \( C_n^X \) can be expressed exactly by the already known single electron expectation values \( f_n^e \), thus closing the hierarchy. In a semiconductor environment, the assumption of perfectly correlated electrons and holes is not valid\(^\text{30}\). Therefore, the term \( C_n^X \) can no longer be expressed by a single single-particle term.

**Guided by the single-particle basis**, one can proceed with an approximate treatment of \( C_n^X \). The first order of the photon probability CE results in the factorization

\[
C_n^X = \langle |n\rangle \langle n| e^\dagger e h^\dagger h \rangle \approx \frac{\langle |n\rangle \langle n| e^\dagger e \rangle \langle |n\rangle \langle h^\dagger h \rangle}{\langle |n\rangle \langle n\rangle \rangle} = \frac{f_n^e f_n^h}{p_n},
\]

which is related to a neglect of the electron-hole correlation

\[
\delta = \langle e^\dagger e h^\dagger h \rangle - \langle e^\dagger e \rangle \langle h^\dagger h \rangle,
\]

and corresponds to the Hartree-Fock approximation. With the applied factorization one obtains a closed set of EoM and is able to calculate the dynamics of the electronic and photonic occupations \( N = \langle b^\dagger b \rangle = \sum n p_n \), and the photon autocorrelation function\(^\text{30}\) at zero delay time \( \tau = 0 \)

\[
g^{(2)}(0) = \frac{\langle b^\dagger b^\dagger b b \rangle}{\langle b^\dagger b \rangle^2} = \frac{\sum (n^2 - n) p_n}{(\sum n p_n)^2}.
\]

Figure 1 shows the dynamics of the semiconductor JCM for a cavity with an initially prepared single-photon Fock state and \( f_e, f_h = 0.3, 0.1 \). The dimensionless charge \( C = f_h - f_e \) of the QD is preserved by the Hamiltonian. It is proposed in\(^\text{30}\) that, with a fixed
hole correlation $\delta$ Cclusion is only an artifact of the focus on single-particle configurations, whereas the approximate curve deviates, since the electron-hole correlation $\delta$ the electron-hole correlation $\delta$ on the charge $C$ number of total initial excitations (i.e., $p_n = \text{const}$ and $f^e + f^h = \text{const}$), the charge $C$ determines the maximum amplitude of the photon autocorrelation function $g_{\text{max}}^{(2)}(0)$, Figure 2(a) shows the dependence of $g_{\text{max}}^{(2)}(0)$ on $C$, when the system is initially prepared in a single-photon Fock state $p_1 = 1$ and $f^e + f^h = 1$ for the exact (see next paragraph) and the factorized system. The curves have their maximum at $C = 0$, which suits the notion that the probability that an electron can recombine with a matching hole, i.e., the ability of the system to oscillate, is directly connected to $C$. The exact and the approximate curves deviate, since the electron-hole correlation $\delta$ is forced to be zero for all times in the factorized version of the EoM, whereas $\delta = 0$ is only an initial condition in the exact EoM (see next paragraph).

When the system is described in many-particle configurations, it becomes apparent that the previous conclusion is only an artifact of the focus on single-particle properties, which manifests in the factorization of the term $C_n^X$. Factorizing the term $C_n^X$ forces the electron-hole correlation $\delta$ to be zero and introduces a constraint to the system that eventually results in the artificial connection between $g_{\text{max}}^{(2)}(0)$ and $C$. A reformulation in terms of many-particle configurations, depicted in Fig. 3 reveals which electronic states of the QD take part in the Rabi oscillations. The state of the system is determined by four coefficients $c_i = \langle i | i \rangle$ [45], corresponding to the many-particle configuration states $| i \rangle$. Examining the Hamiltonian formulated in this basis

$$H = \omega b^\dagger b + \sum_i \varepsilon_i (i \rangle \langle i) - \langle g \langle G| X_s |b^\dagger + \text{h.c.} \rangle$$

reveals that only $| G \rangle$ and $| X_s \rangle$ take part in the Rabi oscillations. This finding suggests the definition of a new quantity, the oscillation ability $O = \langle G \langle G| + \langle X_s \langle X_s|$, which actually determines the amplitude of the Rabi oscillations, rather than the charge $C = \langle | s \rangle \langle s \rangle - \langle | - s \rangle \langle - s \rangle$. Even in the case of $C = 0$ and fixed excitations, one could have no Rabi oscillations at all, if the initial electronic state of the system is equally distributed between the configurations $| s \rangle$ and $| - s \rangle$. Figure 2(b) shows $g_{\text{max}}^{(2)}(0)$ in dependence of $O$ and $C$ for a constant amount of total excitations (see App. A.2). The amplitude of $g^{(2)}(0)$ increases with $O$, independent of $C[46]$. The correlation between electrons and holes $\delta$ is depicted as a contour plot at the bottom of Fig. 2 (b), varying from anticorrelated to fully correlated electrons and holes with increasing $O$. The special case for the Hartree-Fock factorization $\delta = 0$ is marked by the three black curves. Following this path in parameter space, one regains the artificial dependence of the maximum amplitude of $g^{(2)}(0)$ on the charge $C$. This dependence, projected in the $C$-$g^{(2)}(0)$-plane, is identical to the black curve in Fig 2(a).

In conclusion, we have demonstrated that in the semiconductor JCM, not the charge of the QD $C$ but the oscillation ability $O$ determines the maximum of $g^{(2)}$. The constraint in configuration space introduced by the factorization scheme can lead to a misconception about the systems dynamic, in our case it is the connection between the charge of the QD and its ability to perform Rabi oscillations. The effect of this constraint in configuration space is especially drastic in our case, since a connection between observables of the system is derived, $g_{\text{max}}^{(2)}(0) = f(O, C)$, in contrast to a case where the dependence of an observable on an external parameter is derived, e.g. the input-output characteristics.

FIG. 2: The dependence of the maximum amplitude of $g^{(2)}(0)$ on the charge $C$ and the oscillation ability $O$. (a): $g_{\text{max}}^{(2)}(0)$ in dependence of $C$ for the exact and factorized (Hartree-Fock) EoM. (b): $g_{\text{max}}^{(2)}(0)$ (green area) in dependence of $C$ and $O$, and the electron-hole correlation $\delta$ (blue/red contour plot in the $C$-$O$-plane) which increases with $O$ from $\delta = -1/4$ to $\delta = 1/4$. The special case of $\delta = 0$ is marked by the black curves. The initial conditions are $\delta = 0$, $f^e + f^h = 1$ and $p_1 = 1$. To fix the additional free parameter we have chosen the initial probabilities for $| G \rangle$ and $| X_s \rangle$ to be equal, which is equivalent to the restriction to a fixed number of total excitations.

FIG. 3: Illustration of the electronic configurations $| i \rangle$ of the semiconductor JCM. The original JCM consists of the states within the dashed box, which are the only ones appearing in the interaction part of the Hamiltonian in Eq. 9.

\[ |+s\rangle, |G\rangle, |Xs\rangle, |-s\rangle \]
$\langle b^\dagger b \rangle = f(P_{\text{pump}})$ of a laser.

One can avoid problems and misconceptions like this by describing the finite states of the carriers localized in the QD in the basis of its many-particle configurations as we have demonstrated here. When a formulation in single-particle states is desirable one should include all correlations between the localized single-particle states [App. A] since correlations between single-particle states are strong in finite systems. There are many approaches on QD-(cavity) systems described in the literature, that either find a formulation that includes all possible many-particle configurations of the system or if this is not possible use hybrid factorization schemes related to the cluster expansion. These factorization schemes are hybrid approaches in the sense that the correlations between the carriers localized in a QD are fully included, while correlations between other system parts are treated approximately by factorization e.g. correlations between different QDs and delocalized wetting-layer states and QD states and continuum states of the light-field in free space.

### III. Open Systems and the Construction of the Dissipator

In the previous section, we have discussed misleading results that arise from an approximation scheme that truncates the hierarchy of EoM. In this section we demonstrate that when open quantum system are described in Born-Markov approximation using the vNL equation

$$
\begin{align*}
\frac{d\rho}{dt} &= i[\rho, H] + \sum_i \gamma_i \left( L_i \rho L_i^\dagger - \frac{1}{2} L_i^\dagger L_i \rho - \frac{1}{2} \rho L_i^\dagger L_i \right) \\
&= i[\rho, H] + D(\rho)
\end{align*}
$$

it can make a significant difference whether the dissipator $D$ is constructed in a single-particle or in a many-particle configuration basis. We demonstrate that a misleading assumption can already be incorporated in the construction of the EoM, thus producing questionable results even if the basic EoM for $\rho$ is then solved without further approximations.

#### A. Hole capture

As a first introductory example, we consider the hole capture of a semiconductor QD. To model the hole capture from delocalized wetting layer states, the model illustrated in Fig. 3 is augmented by further localized states. For cylindrical QDs these states are the p-shell states, which are energetically higher than the s-shell states. Restricting the model to one spin direction and one state in the p-shell results in four single-particle states that can be occupied by up to four carriers. This model, consisting of 16 possible many-particle configurations (see Ref. for details), is the basis for many models used to describe semiconductor QDs. The excitation of the QDs is facilitated by electron and hole capture from the quasi-continuous wetting layer states into the p-shell. To describe the hole capture in the single-particle basis, one uses a single collapse operator, $L = h_p^\dagger$ in Eq. (10), that creates a hole in the p-shell. Assigned to this process is a hole capture rate $\Gamma_h$. This formulation treats the hole capture in the p-shell independently of the occupation of the other states. However, the carriers are captured due to phonon and Coulomb scattering of the delocalized wetting layer carriers into the localized QD states and the single-particle-energies of the QD states are renormalized by the Coulomb interaction. Since the scattering rates depend on the energies of the final state, the hole capture rate of a positively charged QD is lower than the one of a negatively charged QD as illustrated in Fig. 4. To model the hole capture in a way that takes different capture rates into account, one needs to construct a collapse operator for each transition between two many-particle configurations in which a hole is created, with rates depending on the configurations. Two exemplary transitions are illustrated in Fig. 4 which create a hole in the p-shell, and correspond to the operators $L_1 = |++\rangle\langle +s|$ and $L_2 = |X_p\rangle\langle -p|$, with the rates $\Gamma_h^+ < \Gamma_h^-$. 

This example illustrates two possible ways to construct a transition of a carrier, triggered by the environment, within the dissipator $D$: (i) using single-particle creation and annihilation operators, resulting in a single collapse operator (e.g., $L = h_p^\dagger$ for the hole capture). (ii) using a set of different collapse operators formulated as transition operators between many-particle configurations (e.g., $L_1$ and $L_2$). This formulation allows for a direct distinction between different many-particle configurations.

Note that the dissipator in (i) can be also obtained using configuration operators, $L = h_p^\dagger = \sum_{ij} |i\rangle\langle j|$ (with $i,j$ chosen so that $L$ creates a p-shell hole). Accordingly, a combination of creation and annihilation operators can regain a distinction between the configurations as in (ii). However, these alternative ways would result in a rather clumsy notation.

The conclusion of this introductory example is that the dissipator $D$ can be constructed in two different ways and that it appears necessary to formulate the dissipator in the basis of many-particle configurations.

#### B. Non-local dephasing

In this example, we show that the two ways to construct the dissipator $D$, described in Sec. III A, lead to different results even when the rates for the different collapse operators formulated in the many-particle basis, are equal. We emphasize that the same set of operators is used in both constructions of $D$ and that the only difference is how the operators enter the dissipator.

Such a situation is the vacuum Rabi oscillation of an
electron-hole pair in the s-shell in resonance with a high quality cavity mode, in presence of the spontaneous decay of an electron-hole pair in the p-shell, as illustrated in Fig. 5 (a). The basis states of the Hilbert space for this system are \(|n,s⟩, |n,p⟩\) for the single-particle operator expectation values

\[
\begin{align*}
\langle e_p^\dagger e_p \rangle &= -\Gamma \langle e_p^\dagger e_p \rangle, \\
\langle e_s^\dagger e_s \rangle &= -\beta \langle e_s^\dagger e_s \rangle + 2g\psi, \\
\langle b^\dagger b \rangle &= -\beta\psi + g \left( \langle b^\dagger b \rangle - \langle e_s^\dagger e_s \rangle \right). \\
\langle b^\dagger b \rangle &= -2g\psi,
\end{align*}
\]

with \(\psi\) being the imaginary part of photon-assisted polarization (\(\psi = \text{Im} \langle h_s e_p b^\dagger \rangle\)) and Rabi\(^\pm\) marking the terms responsible for the Rabi-oscillations. The p-shell occupation decays exponentially with rate \(\Gamma\), the s-shell occupation oscillates with the vacuum Rabi-frequency \(2g\) and decays with rate \(\beta\), and the polarization is subject to the dephasing introduced by the spontaneous losses \(\beta\) in the s-shell. Fig. 5 (a) illustrates the dynamics of the single-particle occupations of the system.

In the configuration basis, the required quantities to formulate the EoM are the occupations of the basis states \(|XX⟩, |X_p⟩, |X_s⟩, |G⟩\) with photon number \(n_p\) e.g., \(G^n = \langle n, G \rangle \langle n, G \rangle\) and the photon-assisted polarizations between bi- and p-exciton \(\psi_X^\dagger = \text{Im} \langle \langle n, XX \rangle \langle n+1, X_p \rangle \rangle\) and between s-exciton and ground state \(\psi_s^\dagger = \text{Im} \langle \langle n, X_s \rangle \langle n+1, G \rangle \rangle\). Since we start with an empty cavity, the EoM are restricted to

\[
L_G = |G⟩⟨X_p| \quad \text{and} \quad L_X = |X_s⟩⟨XX|, \quad (13)
\]
the first photon block \((n = 0, 1)\) and read
\[
\begin{align*}
d_tXX^0 &= -(\Gamma + \beta)XX^0 + 2g\psi^0_X, \\
d_t\psi^0_X &= -gXX^0 - (\Gamma + \beta/2)\psi^0_X + gX_p^1, \\
d_tX_p^1 &= -2g\psi^0_X - \Gamma X_p^1, \\
d_tX_s^0 &= \Gamma XX^0 - \beta X^0_s + 2g\psi^0_s, \\
d_t\psi^0_s &= \{\Gamma, 0\}\psi^0_X - gX^0_s - \beta/2\psi^0_s + gG^1, \\
d_tG^1 &= \Gamma X_p^1 - 2g\psi^0_s, \\
d_tX_p^0 &= \beta XX^0 - \Gamma X_p^0, \\
d_tG^0 &= \beta X_s^0 + \Gamma X_p^0.
\end{align*}
\tag{15}
\]

The curled brackets \(\{\Gamma, 0\}\) in the fifth line of Eqs. (15) mark the difference between the single-particle (i: \(\Gamma\)) and the configuration basis (ii: \(0\)) in the EoM, which we will discuss in more detail below. For further discussion it is convenient to formulate the EoM in matrix form
\[d_t r = M r,\]
where the column vector \(r = (XX^0, \ldots, G^0)^T\) contains the dynamical quantities as listed in Eqs. (15) (for initial state \(r_0 = (1, 0, \ldots, 0)^T\)) and the parameter matrix \(M\) reads
\[
M = \begin{pmatrix}
-\Gamma - \beta & 2g & 0 \\
-g & -\Gamma - \beta/2 & g \\
0 & -2g & -\Gamma \\
\Gamma & 0 & 0 \\
0 & \{\Gamma, 0\} & 0 \\
0 & 0 & \Gamma \\
\beta & 0 & 0 \\
0 & 0 & \beta & 0 \\
0 & 0 & 0 & \Gamma & 0
\end{pmatrix}
\tag{16}
\]

The matrix \(M\) can be separated into eight blocks, indicated by the lines in Eq. (16). We refer to these blocks row-by-row. Block I describes the Rabi oscillations with frequency \(2g\) on its off-diagonal elements and the decay of the excitation and the dephasing of the polarization on its diagonal elements. The same holds for block IV and the off-diagonal elements of these blocks correspond to the terms Rabi\(\pm\) in Eq. (14). Since there is no pumping in this system, block II, which transports occupation from lower to higher electronic states, is zero. Block III together with the diagonal elements of block I describes the transfer of population from the part of the system with a p-shell exciton to the one without. The occupation that is lost due to the negative sign of the \(\Gamma\)s in block I is transferred to occupations without a p-shell exciton by the positive \(\Gamma\)s of block III. The entry in curled brackets \(M_{\psi^0, \psi_X} = \{\Gamma, 0\}\) reflects the difference between the construction of the dissipator in single-particle basis (i) \(M_{\psi, \psi_X} = \Gamma\) and in configuration basis (ii) \(M_{\psi, \psi_X} = 0\). In the single-particle basis, the photon-assisted polarization is transferred from the \(XX\) to \(X_p\) oscillation to the \(X_s - G\) oscillation. Therefore, only the s-exciton decay with rate \(\beta\) and not the p-exciton decay with rate \(\Gamma\) contributes to the dephasing of \(\psi\) in Eq. (14). The loss of polarization \(\psi^0_X\) with rate \(\Gamma\) is transferred to \(\psi^0_s\) with exactly the same rate. On the contrary in the many-particle basis, the polarization \(\psi^0_X\), which is lost by the decay of the p-shell exciton, is not picked up by the polarization \(\psi^0_s\), thus the element \(M_{\psi^0, \psi_X}\) is zero.

The remaining blocks can be interpreted analogously, by associating pairs of positive and negative entries in the same column with a transfer of occupation. The transitions between the states are illustrated in Fig. 5 (b).

The solutions of the numerical integration of Eq. (15) are shown in Fig. 7. In panel (a) and (b), a generic case for the time evolution of the system, for the configuration probabilities in (a) and the single-particle occupations in (b), is depicted. Here the deviations of the two approaches are visible but one might overlook or dismiss them as irrelevant. The results for the occupation of the s-exciton state \(|X_s\rangle\) and s-shell electron \(\langle \epsilon^1_s \epsilon_s^1\rangle\) depend on the construction of the dissipator. The results obtained in the single-particle basis are labeled by the subscript ‘sp’. The initially prepared biexciton (panel (a), shaded area) oscillates with the Rabi frequency \(2g\) and decays with the rate \(\Gamma + \beta\). The s-exciton occupation increases with rate \(\Gamma\), oscillates with the Rabi frequency, and decays with the rate \(\beta\). This behavior holds for both, the construction of the dissipator in the many-particle configurations and in the single-particle basis. The two curves deviate in the fact that in the single-particle basis, the oscillations have a larger amplitude than in the many-particle basis, and that in the single-particle basis, the ground state is fully occupied within each Rabi cycle.

An alternative representation of the dynamics is given in panel (b), in which the single-particle expectation values for the electrons \(\langle \epsilon^1_i \epsilon^1_i\rangle\) are shown. The p-electron is decaying with rate \(\Gamma\) in both formulations of the dissipator, whereas the oscillation of the s-shell electron depends on the formulation of the dissipator. To emphasize the characteristic difference between the two constructions of the dissipator we consider the limiting case of vanishing s-shell decay \((\beta = 0)\), where the deviations are not blurred by a circumstantial dephasing mechanism, with \(\langle \epsilon^1_i \epsilon^1_i\rangle\) shown in panel (c). In the single-particle basis, the s-shell performs Rabi oscillations with a constant amplitude of \(\sqrt{1/2}\), while the p-shell exciton decays exponentially. In the many-particle basis, the p-shell electron decay dephases the Rabi oscillations in the s-shell, resulting in a diminished amplitude in the long-term behavior. Due to the construction of the dissipator in the non-local basis of the many-particle configurations the dissipation in one system part induces non-local dephasing in an otherwise independent system part.

In many cases, e.g. in cw-lasers, the long term behavior or the steady state of the system are of interest. The simple form of the EoM in the case of vanishing \(\beta\) allows to derive analytic expressions for the dependence of the amplitude of the Rabi oscillations on the rate \(\Gamma\) (see App. 15 for details). In the long term behavior the
tor is constructed in the configuration basis (ii). Whereas shell loss, ties the s-exciton permanently to the dephasing 1 be seen in Fig. 8, the minimal amplitude is non-local dephasing is strongest, when its rate is the 1 0 0 of an immediate p-exciton decay, the amplitude remains 1 since no polarization could increase the non-local dephasing effect by exploiting the 1 = 0 2 3 measured in units of the Rabi frequency 2 g. The decay rates are β = 0.25 and Γ = 0.3 measured in units of the Rabi frequency 2 g for panel (a) and (b), in panel (c) the rate β = 0.

amplitude of the Rabi oscillations A can be expressed by

\[ A_{\beta=0.25, \Gamma=0.3} = \frac{1}{2} \sqrt{\left(\frac{\Gamma^2 + 2}{\Gamma^2 + 4}\right)^2 + \frac{\Gamma^2}{\Gamma^2 + 4}}, \quad \Gamma = \frac{\Gamma}{2g}, \quad (17) \]

Note the peculiar result that the long term effect of the non-local dephasing is strongest, when its rate is the smallest since in this case the Rabi oscillations are exposed to the dephasing for the longest time. As it can be seen in Fig. 8 the minimal amplitude is 1/4 for almost vanishing but nonzero decay rates \( \Gamma \). In the opposite case of an immediate p-exciton decay, the amplitude remains at its maximum value of 1/2 since no polarization could build up to be dephased.

Going beyond this minimal example one can further increase the non-local dephasing effect by exploiting the same mechanism discussed above. Adding an additional pump process to the dissipator \( \mathcal{D} \), compensating the p-shell loss, ties the s-exciton permanently to the dephasing influence of the p-shell. In this case the Rabi oscillations in the s-shell would completely vanish, when the dissipator is constructed in the configuration basis (ii). Whereas when the dissipator is constructed of in the single-particle basis (i), the Rabi oscillations in the s-shell would again not be effected at all by the p-shell (see App. [12]).

The problematic conclusion to this section is that the outcome of the EoM depends crucially on the choice of basis states for constructing the dissipator. In the next section we will see how this problem can be resolved and that, in contrast to our first example in Sec. [11] the non-local dephasing effect is not an artifact of an approximation error.

C. System plus reservoir approach

The discrepancies between the results, when the dissipator \( \mathcal{D} \) is constructed in either single-particle (i) or the configuration basis (ii) originate from deviating approximations and assumptions about the system-reservoir interaction, already build into the construction of the dissipator \( \mathcal{D} \) itself. To see where the crucial assumptions deviate we discuss in this section how the dissipator describing the decay of a p-shell exciton in Sec. [11] can be derived from a system plus reservoir approach.

Starting from the von Neumann equation \( d_\chi = i [\chi, H] \) for the full density operator \( \chi \) describing the QD-cavity-mode system and a reservoir of non-confined modes, we derive the EoM for the reduced density operator \( \rho = \text{Tr}_R(\chi) \) in Born-Markov approximation [10]. To this end we divide the Hilbert space \( \mathcal{H} \) into a reservoir part \( \mathcal{H}_R \) consisting of the non-confined modes and a system part \( \mathcal{H}_S = \mathcal{H}_{QD} \otimes \mathcal{H}_C \) consisting of the QD and the confined cavity mode. The QD Hilbert space itself consists of the s- and p-shell subspace \( \mathcal{H}_{QD} = \mathcal{H}_s \otimes \mathcal{H}_p \). After recapitulating how one can derive the general EoM for \( \rho \), where we essentially follow the approach from Ref. [10], we compare the obtained EoM (formulated in the single-particle and in the configuration basis) to the EoM for \( \rho \) used in the previous section.

Assuming a reservoir of harmonic modes with frequency \( \omega_k \) that are annihilated(created) by \( r_k^{\dagger} \), we can formulate the reservoir Hamiltonian \( \mathcal{H}_R \) and the system-reservoir interaction Hamiltonian \( \mathcal{H}_{S \otimes R} \) as

\[ \mathcal{H}_R = \sum_k \omega_k r_k^{\dagger} r_k, \quad (18) \]

\[ \mathcal{H}_{S \otimes R} = \sum_j \left( \sum_k \kappa_k^{e} r_k^{\dagger} L_j + \sum_k \kappa_k^{p} r_k^{\dagger} L_j^e \right) = \sum_j \left( R_j^{\dagger} L_j + R_j L_j^{\dagger} \right) \quad (19) \]

respectively. In \( \mathcal{H}_{S \otimes R} \) the sum over all reservoir modes is summarized in the reservoir operators \( R_j \) coupling to the system operators \( L_j \) in full rotating wave approximation [10,12]. The operators \( L_j \), will be chosen as \( L_{op} \) according to Eq. (12) in the single-particle (i) and as \( L_C \) and \( L_X \) according to Eq. (13) in the configuration basis formulation (ii).
In Born approximation the full density operator $\chi(t)$ factorizes to $\chi(t) = \rho(t) \otimes \rho_R(t)$, where $\rho_R$ is the reservoir density operator in thermal equilibrium. We trace over the reservoir $R$ and reformulate the von Neumann equation in the interaction picture for $\chi(t) = \rho(t) \otimes \rho_R^T$ as an integro-differential equation

$$d_t \rho(t) = \int_0^t dt' \text{Tr}_R([H_{S \otimes R}(t), [\rho(t'), \rho^T_R], H_{S \otimes R}(t')]]),$$

descrating the dissipative influence of the reservoir $R$ on the reduced density operator $\rho$. Now we insert the general Hamiltonian from Eq. (19) and execute the commutators and collect all reservoir operators in the reservoir correlations $\text{Tr}_R(\rho_R) = \langle \rho \rangle_R$. When the reservoir occupations can be neglected the only contributing reservoir correlations are $\langle R_j(t') R_j^\dagger(t) \rangle_R$ and the EoM for the reduced density operator reads

$$d_t \rho(t) = \sum_{ij} \int_0^t dt' \langle R_j(t') R_j^\dagger(t) \rangle_R \left\{ L_i(t') \rho(t') L_j^\dagger(t') - L_j^\dagger(t') L_i(t') \rho(t') + L_i(t') \rho(t') L_j^\dagger(t') - \rho(t') L_j^\dagger(t') L_i(t') \right\}.$$

When the time scales of the reservoir and the system can be separated we can apply the Markov approximation, which corresponds to

$$\langle R_j(t') R_j^\dagger(t) \rangle_R = \sum_{kl} \delta_{kl} \kappa_{ij}^k \kappa_{ij}^k e^{-i \omega_k t} e^{-i \omega_l t},$$

$$= \sum_k \kappa_{ij}^k \kappa_{ij}^k e^{-i \omega_k(t-t')} \approx \gamma_{ij}(t-t'),$$

and we obtain

$$d_t \rho = \tilde{D}(\rho) = \sum_{i,j} \gamma_{ij} \left\{ 2L_i \rho L_j^\dagger - L_j^\dagger L_i \rho - \rho L_j^\dagger L_i \right\}. \quad (21)$$

Here the dissipator $\tilde{D}$ has a more general non-diagonal form$^{13,24}$ in the collapse operators $L_i$ and rates $\gamma_{ij}$, in contrast to the dissipator $D$ in Eq. (10) used in Sec. III B. This non-diagonal dissipator appears in many systems, e.g., in open resonators the non-diagonal form of the dissipator induces correlations between different photon modes$^{42–45}$. We now use the non-diagonal dissipator $\tilde{D}$ from Eq. (21) and insert the system operators $L_j$ from the system-reservoir interaction Hamiltonian formulated in the single-particle basis and in the configuration basis.

In the single-particle basis the system-reservoir interaction Hamiltonian reads

$$H_{S \otimes R}^{sp} = \sum_k \kappa_k L_k^\dagger H_p e_p + \sum_k \kappa_k r_k L_k^\dagger R_p$$

$$= R_p^\dagger L_p + R_p L_p^\dagger$$

$$= \sum_{j=sp} (R_j^\dagger L_j + R_j L_j^\dagger)$$

with $\kappa_k$ being the coupling strength of reservoir mode $k$ to the p-exciton. This Hamiltonian leads to the dissipator

$$\tilde{D}_{sp}(\rho) = \Gamma \left\{ 2L_{sp} \rho L_{sp}^\dagger - L_{sp}^\dagger L_{sp} \rho - \rho L_{sp}^\dagger L_{sp} \right\}, \quad (22)$$

where we have identified the only appearing rate $\gamma_{sp}$ with the rate $\Gamma$ from the previous section. Equation (22) is identical to the dissipative part of the EoM (10) used in Sec. III B in single-particle formulation (i) with $L_j = L_{sp}$. Using Eq. (12) for $L_{sp}$ and $L_{sp}^\dagger L_{sp}^\dagger = 0$ we can reformulate Eq. (22) to

$$\tilde{D}_{sp}(\rho) = \Gamma \left\{ 2L_G L_G^\dagger - L_G^\dagger L_G \rho - \rho L_G^\dagger L_G \right\}$$

$$+ \Gamma \left\{ 2L_X L_X^\dagger - L_X^\dagger L_X \rho - \rho L_X^\dagger L_X \right\}$$

$$+ 2\Gamma L_G \rho L_G^\dagger + 2\Gamma L_X \rho L_X^\dagger,$$

which corresponds to the $\Gamma$ dependent part of Eqs. (15) with $M_{sp,sp} = \Gamma$. In the configuration basis the system-reservoir interaction Hamiltonian reads

$$H_{S \otimes R}^C = \sum_k \kappa_k^C L_k^G + \sum_k \kappa_k^C \kappa_k^X r_k^C L_X^G$$

$$+ \sum_k \kappa_k^C \kappa_k^X r_k^C L_X^G$$

$$= R_G^\dagger L_G + R_G^\dagger L_G^\dagger L_G^\dagger$$

where we have allowed the dipole-matrix elements $\kappa_{ij}^k$ to depend on s-exciton state $j = G, X$, which would not be possible in the single-particle basis. By inserting the system operators operators $L_j$ into Eq. (21) we obtain

$$\tilde{D}_C(\rho) = \gamma_{GO}^C \left\{ 2L_G \rho L_G^\dagger - L_G^\dagger L_G \rho - \rho L_G^\dagger L_G \right\}$$

$$+ \gamma_{XX}^C \left\{ 2L_X \rho L_X^\dagger - L_X^\dagger L_X \rho - \rho L_X^\dagger L_X \right\}$$

$$+ 2\gamma_{GO}^C L_G \rho L_G^\dagger + 2\gamma_{GO}^C L_X \rho L_G^\dagger.$$

This dissipator $\tilde{D}_C$ is in general not in agreement with the diagonal dissipator $D$ from Eq. (10). For rates $\gamma_{ij}^G = \Gamma$ the dissipator $\tilde{D}_C$ agrees with the dissipator constructed in the single-particle basis $D_{sp}$ in Eq. (23). If we assume the system-reservoir coupling strength to be independent of the s-shell exciton $\kappa_k^G = \kappa_k^X = \kappa_k$, we obtain $\gamma_{ij}^C = \Gamma$ and thus $\tilde{D}_C = D_{sp}$. In fact in this case the system-reservoir interaction Hamiltonians are identical with $H_{S \otimes R}^C = 1_s \otimes H_{S \otimes R}^{sp}$, where $1_s$ is the identity operator in $\mathcal{H}_s$. This resolves the problematic conclusion from Sec. III B and we see that starting from the system-reservoir interaction Hamiltonian leads to a dissipator that is in general non-diagonal and independent from the choice of basis states$^{20}$.
When we use the diagonal form of the dissipator ad-hoc as done in Eq (10), we implicitly make strong assumptions about the reservoir, namely that the reservoir correlations result in rates
\[ \gamma_{GG} = \gamma_{XX} = \Gamma \quad \text{and} \quad \gamma_{GX} = \gamma_{GX} = 0. \] (24)
Nevertheless, from a formal point of view it is possible to construct a reservoir Hamiltonian that leads to the rates in Eq. (24) and thus the described non-local dephasing effect. To this end it is however necessary that the coupling strengths \( \kappa^j \) depend on the s-exciton state and thus the system-reservoir Hamiltonian interacts non-locally with the QD as illustrated in Fig. 9.

V. CONCLUSION

We have shown how the choice of basis states can change the dynamics of a system, if an approximation is involved in the calculation. In our first example, the appearance of the equations, formulated in a single-particle basis, suggested a factorization scheme, which created an artificial dependence between two actually independent quantities. We have analyzed this dependence in terms of the systems many-particle basis states, in which the relations between the quantities can be seen directly.

In the second part, we have investigated an open system treated in Born-Markov-approximation, where the reservoir influence is modeled by a dissipator in Lindblad form. We have shown that the way, in which an equal set of collapse operators enter the dissipator, has a profound influence on the systems dynamics. The construction of the dissipator determines if the Rabi oscillations of the s-shell exciton are non-locally dephased by the decay of the p-shell exciton.

The problem of formulation dependent dynamics, has been resolved, by taking the system-reservoir interaction Hamiltonian into account. Starting from the full Hamiltonian and evaluating the reservoir correlation functions, we have shown that in both formulations, the s-shell Rabi oscillations are independent of the p-shell decay. However we also shown that the non-locally dephased s-shell oscillations can actually occur when the system-reservoir interaction Hamiltonian depends on the whole QD state. In contrast to the first example, the misconception in second part arises not from an inappropriate approximation scheme, but from the notion that two differently constructed dissipators would describe the same physical situation.
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Appendix A: Semiconductor JCM

1. Equation of Motion

The EoM for the photon-assisted polarization can be obtained by

\[ \text{d}_t \langle h e | n+1 \rangle \langle n |] = \langle i[H, g h e] | n+1 \rangle \langle n | \]

\[ = -ig \left( \langle \frac{h e b^\dagger h e}{h} | n+1 \rangle + e^\dagger h^\dagger b | n+1 \rangle \langle n | - h e | n+1 \rangle \langle n | b^\dagger + | n+1 \rangle \langle n | e^\dagger h^\dagger b \right) \]

\[ = -ig \sqrt{n + 1} \langle e^\dagger h^\dagger h | n \rangle \langle n | - e^\dagger h h^\dagger h | n+1 \rangle \langle n+1 | \]

\[ = -ig \sqrt{n + 1} \left( p_{n+1} - f_{n+1}^c - f_{n+1}^h \right) + ig \sqrt{n + 1} \langle e^\dagger h^\dagger h | n+1 \rangle \langle n+1 | - e^\dagger h^\dagger h | n \rangle \langle n | \right) \]  \hspace{1cm} (A1)

The EoM for the semiconductor JCM can be closed by calculating the derivative of \( C^X_n \), which reads

\[ d_t \langle e^\dagger h^\dagger h | n \rangle \langle n |] = \langle i[H, e^\dagger h^\dagger h] | n \rangle \langle n | \]

\[ - ig \left( \langle h e^\dagger h b^\dagger h^\dagger b | n \rangle \langle n | + e^\dagger h^\dagger h^\dagger h^\dagger | n \rangle \langle n | b^\dagger - e^\dagger h^\dagger h e^\dagger h^\dagger | n \rangle \langle n | \right) \]

\[ = ig \left( \langle e^\dagger h^\dagger h h^\dagger b^\dagger | n \rangle \langle n | + e^\dagger h^\dagger h h^\dagger h^\dagger | n \rangle \langle n | b^\dagger - e^\dagger h^\dagger h e^\dagger h^\dagger | n \rangle \langle n | \right) \]  \hspace{1cm} (A2)

and couples only to the already known polarization \( \psi_n \).

2. Parameter space and Correlation

To capture the full range of possible initial electronic configurations of the QD in the semiconductor JCM we need not only the charge \( C \), and the oscillation ability \( O \), but also the QDs inversion \( I \) in terms of the expansion coefficients of the density matrix \( c_i \). To this end we consider the following transformation:

\[ O = c_2 + c_3 \]

\[ c_2 = \frac{1}{2} (O - I) \]

\[ C = 1 - c_2 - c_3 - 2c_4 \]

\[ c_3 = \frac{1}{2} (O + I) \]  \hspace{1cm} (A3)

\[ I = c_3 - c_2 \]

\[ c_4 = \frac{1 - O - C}{2} \]

The coordinates are bounded by the values

\[ C \in [-1, 1] \quad O \in [0, |C|] \quad I \in [-O, O] \]  \hspace{1cm} (A4)

which is reflected by the triangular shape of the \( g^{(2)}_{\text{max}}(0) = f(O, C) \) plot in Fig. 2(b). To specify the number of excitations in the QD, we have chosen the initial condition \( I = 0 \), i.e., \( c_2 = c_3 \).

Appendix B: Dephasing

1. Analytical solution

Since we are interested in the long term effect of the non-local dephasing without s-shell decay, \( \beta = 0 \), only six of the eight equations of Eq. (15) have to be taken into account. The matrix \( M \) simplifies to

\[ M = \begin{pmatrix} W(\Gamma) & 0 \\ G & W(0) \end{pmatrix}, \]  \hspace{1cm} (B1)

where \( W \) and \( G \) are defined by

\[ W(\Gamma) = \begin{pmatrix} -\Gamma & \omega & 0 \\ -\omega/2 & -\Gamma & \omega/2 \\ 0 & -\omega & -\Gamma \end{pmatrix}, \quad G = \begin{pmatrix} \Gamma & 0 & 0 \\ 0 & \{\Gamma, 0\} & 0 \\ 0 & 0 & \Gamma \end{pmatrix} \]
with the notation $\omega = 2g$.

In the many-particle basis (formulation (ii)), the solution of the system with the initial condition $r_0 = (1, 0, 0, 0, 0, 0)^T$ reads

$$
\begin{pmatrix}
XX^0
\psi_0^0 \\
X^1_p \\
X^0_s \\
\psi_0^0 \\
G^1
\end{pmatrix} = T
\begin{pmatrix}
1/2 & 1 \\
-1/4 & e^{i\omega t} \\
-1/4 & e^{-i\omega t} \\
1/2 & e^{-\Gamma t} \\
1/4 & e^{-\Gamma t} e^{i\omega t} \\
1/4 & e^{-\Gamma t} e^{-i\omega t}
\end{pmatrix},
$$

where $T$ is the transformation matrix, consisting of all eigenvectors of $M$. For $\Gamma \neq 0$, the asymptotic behavior is determined by the first three rows of Eq. (B2). For $X^0_s(t + \tau)$, with $\tau \to \infty$, we obtain

$$
X^0_s(t)_{t \to 0} = \frac{(2\Gamma^2 + 4\omega^2) \cos \omega t + 2\Gamma \omega \sin \omega t}{4(\Gamma^2 + 4\omega^2)} + \frac{1}{2}
$$

where $\varphi$ is an irrelevant phase. The oscillation of $X^0_s$ is centered around $1/2$, and its amplitude varies from $1/4$ for small, but nonzero dephasing rates $\Gamma$, to $1/2$, for great $\Gamma \gg \omega$.

In the single-particle perspective (formulation (i)), the solution reads

$$
\begin{pmatrix}
XX^0 \\
\psi_0^0 \\
X^1_p \\
X^0_s \\
\psi_0^0 \\
G^1
\end{pmatrix} = T
\begin{pmatrix}
1/2 & 1 \\
-1/4 & e^{i\omega t} \\
-1/4 & e^{-i\omega t} \\
1/2 & e^{-\Gamma t} \\
1/4 & e^{-\Gamma t} e^{i\omega t} \\
1/4 & e^{-\Gamma t} e^{-i\omega t}
\end{pmatrix},
$$

and the coefficients do not depend on $\omega$ or $\Gamma$. Therefore, the amplitude of

$$
X^0_s(t)_{t \to 0} = \frac{1}{2}(\sin(\omega t + \delta) + 1)
$$

stays $1/2$ for all values of $\Gamma$ and $\omega$.

### 2. Pumped p-exciton

In Sec. III B in the main text we have presented a minimal example that induces the non-local dephasing effect. To demonstrate that the dephasing can become significantly stronger we present a further exploitation of the non-local dephasing mechanism.

When we add a pumping process to the p-exciton with rate $P$ to our model in Sec. III B we obtain a case where different constructions of the dissipator (i) and (ii) result in entirely different long term behaviour of the system. The pumping process is induced by the adjunct collapse operators for the p-exciton decay. In the single-particle basis (i) this is $L_{Psp} = \epsilon^1_p \hbar^0_p = |X_p\rangle\langle G| + |XX\rangle\langle X_s|$ (adjoint of Eq. (12)), and in the configuration basis (ii) these operators are $L_{Pc} = |X_p\rangle\langle G| + L_{PX} = |XX\rangle\langle X_s|$ (adjoint of Eq. (13)). As shown in Fig. 10, the s-shell electron occupation $\langle \epsilon^1_e s \rangle$ reaches a steady state for a dissipator constructed in the configuration basis, whereas in the single-particle basis the occupation $\langle \epsilon^1_e s \rangle_{sp}$ performs Rabi-oscillations for all times, independent of the p-shell decay and pumping.

![FIG. 10: Dynamics of $\langle \epsilon^1_e s \rangle$ in the single-particle basis (red dashed line) and in the many-particle basis (black line), and of $\langle \epsilon^1_e p \rangle$ (shaded area), for the same parameters as in Fig. 7(c) with additional p-shell pump $P = 0.3 = \Gamma$.](http://link.aps.org/doi/10.1103/PhysRevB.73.085324)
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Actually calculating the time derivative of $C(\alpha)^X$ reveals that it couples only to the known quantities $\psi_n$ (App. A).
In the incoherent regime all considered observables, only depend on the absolute value of the coefficients. So w.l.o.g. they can be chosen real. The free choice of the coefficients is reduced by condition $\text{Tr} \rho = 1$, resulting in three independent coefficients. In the formulation using creation and annihilation operators the three degrees of freedom are $f^\dagger$, $f^\dagger$ and $C^\dagger$.
The domain of $O$ is determined by $C$ (Eq. (A4), Fig. 2 (b)) and therefore, the maximum amplitude of $g^{2\dagger}(0)$ is indirectly affected by $C$.
An analog approach, based on a system-reservoir interaction Hamiltonian, is also advisable to describe the hole capture from our introductory example in Sec. IIIA.