Triadic interactions induce blinking and chaos in the connectivity of higher-order networks
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Ecological, biochemical and neuronal networks are characterized by triadic interactions formed by one node regulating the interaction between two other nodes. However, little is known about the effect of triadic interactions on macroscopic network properties. Here, we show that the combination of positive and negative regulatory interactions turns percolation into a fully-fledged dynamical system where the giant connected component intermittently involves a different set of nodes, and the order parameter undergoes period doubling and a route to chaos. This phenomenon is captured by a theory validated by numerical simulations on both synthetic and real networks.

Higher-order networks are ubiquitous in nature [1–6]. Paradigmatic examples are brain and chemical reaction networks [7,9]. Higher-order interactions may profoundly change the physical properties of a dynamical process compared to those displayed by the same process occurring on a classic network of pairwise interactions. Examples include synchronization [10–13], random walk dynamics [14], contagion dynamics [15–20] and game theory [21].

In this paper, we focus on a specific type of higher-order interactions named triadic interactions. A triadic interaction describes the regulatory activity of a node on the link between two other nodes. Regulation can be either positive, in the sense that the node facilitates the interaction, or negative, meaning that the regulator inhibits the interaction. Triadic interactions occur in ecosystems, where the competition between two species can be affected by the presence of a third species [22–24]. In chemical reaction networks, enzymes act as biological catalysts for reactions. In brain networks, the synaptic interaction between neurons is modulated by glia [25].

To the best of our knowledge, theoretical analyses of triadic interactions have been considered so far only for investigating small-scale dynamical systems describing species’ abundance in ecological networks [22–24].

Here, we change perspective and study the role of triadic interactions in shaping macroscopic network properties. We show that the large-scale connectivity of a higher-order network with triadic interactions is characterized by a time-dependent order parameter that undergoes period doubling and a route to chaos. We therefore establish a clear connection between non-linear dynamics on networks [26–28] and the percolation transition [29]. In particular, we show how the presence of triadic interactions turns bond percolation into a fully-fledged dynamical process.

Bond-percolation describe how the failure of some of the network edges affects the macroscopic connectivity of the system [30]. Being connected is a necessary condition for interaction, therefore percolation models allow for the establishment of the minimal requirements that a network should satisfy in order to support any type of interactive process that may occur on the network. In the ordinary version of the model, individual edges fail with probability $q = 1 - p$. Depending on the value of such a probability, the network can be found in two phases: (i) the percolating phase, where a single giant connected component (GC) exists in the network, and (ii) the non-percolating phase, where the network is composed of non-extensive connected components only. The model is a pivotal example for critical phenomena on networks [29]. On simple networks, it displays a continuous, second-order phase transition. Several papers of the last decade consider possible variants of the model leading to discontinuous, first-order phase transitions [31,39]. On multilayer networks [40–42], percolation displays a discontinuous hybrid transition [30,43–46]. In the context of multilayer networks, some attention has also been addressed to competitive or antagonistic interactions [47–49] among the different layers of the multiplex networks leading to bistability of the stationary state of the percolation process [47].

In this work, we propose a dynamical model of percolation that explicitly accounts for triadic interactions. The model consists of an iterative percolation-regulation procedure, where the two processes are applied in sequence and the outcome of one process influences the outcome of the other. The percolation-regulation scheme is possible under the assumption of a separation of time scales between the two interacting processes, with regulation taking place on a time scale much longer than the one of percolation. We study the model on both real and synthetic network topologies finding a universal set of results. If only positive regulatory interactions are allowed, then the dynamical model always reaches a steady state. In particular, we find that the size of the giant connect
component of the network undergoes a discontinuous and hybrid phase transition, as in the case of ordinary percolation on multilayer networks. However, in presence of both positive and negative regulatory interactions instead, the model displays a rich dynamical behavior with period doubling and a route to chaos. We provide evidence of these findings by means of extensive numerical simulations and an approximate analytical treatment of the model.

Model - We envision our higher-order network as composed of two networks: the structural network and the regulatory network. The structural network $\mathcal{A} = (V, \mathcal{E})$ is formed by the set of nodes $V$ connected by the structural links in the set $\mathcal{E}$. The regulatory network $\mathcal{B} = (V, \mathcal{E}, \mathcal{W})$ is a bipartite, signed network between the set of nodes $V$ of the structural network and the set of structural links $\mathcal{E}$, with nodes in $V$ regulating links in $\mathcal{E}$ on the basis of the regulatory interactions, either positive or negative, specified in the set $\mathcal{W}$.

We consider a model in which the activity of nodes and links is changing in time due to the triadic regulatory interactions of links and due to connectivity considerations leading to a regulated percolation process. At time $t = 0$, every structural link is damaged with probability $q_0 = 1 - p_0$. We then iterate the following algorithm for each time step $t \geq 1$:

**Step 1** Given a certain damage of the structural links happened at time $t - 1$, we set as *active* the state of all nodes in the giant component of the structural network and as *inactive* all the other nodes of the network.

**Step 2** Given the set of all active nodes obtained in step 1, we damage all links that are connected at least to one active negative regulator node and/or that are not connected to any active positive regulator node. All other links are damaged with probability $q = 1 - p$.

Note that for $p = p_0 = 1$ the model is deterministic. However, for $p < 1$ the model is stochastic as the Step 2 retains a stochastic character.

Figure 1 illustrates a typical realization of the model. Already there, one can appreciate how in a typical realization of this model the presence of triadic interactions can lead to a non-trivial dynamics characterized by network “blinking,” with nodes turning on and off periodically to form GCs of different size.

The various choices made in the design of the model are certainly simplistic and arbitrary. However, they can all be supported by some reasonable arguments. Specifically, the assumption that only nodes within the GC of the network are considered functioning/active is well accepted in the literature concerning network robustness [29]. Also, we do not expect the general behavior of the model to be too sensitive to the specific choice of the threshold for positive/negative regulations made here. Finally, the underlying ordinary percolation model represents a simple way to account for the unavoidable randomness that should affect both structural and regulatory networks in the real world.

Networks - We assume that the structural network $\mathcal{A}$ is given and contains $N$ nodes and $\langle k \rangle N$ structural links, with $\langle k \rangle$ average degree of the network. We consider structural networks given by individual instances of the configuration model [50]. To this end, we first generate degree sequences by selecting random variables from either Poisson or power-law degree distributions $\pi(k)$. Also, we consider real-world structural networks constructed from empirical data collected by Ref. [51].
To generate the regulatory network $B$, we assume that every node $i$ has associated two degree values, namely the number of positive regulatory interactions $\kappa_+^i$, and the number of negative regulatory interactions $\kappa_-^i$. For simplicity we consider the case in which both $\kappa_+^i$ and $\kappa_-^i$ are chosen independently on the structural degree $k$. Each structural link $\ell$ is assigned the degrees $\hat{\kappa}_+^\ell$ and $\hat{\kappa}_-^\ell$ indicating the number of positive regulators and the number of negative regulators, respectively. In particular, nodes’ degrees are extracted at random from the distribution $P(\kappa^+P(\kappa^-)$, and links’ degrees are randomly extracted from the distribution $\tilde{P}_L(\hat{\kappa}^+)\tilde{P}_L(\hat{\kappa}^-)$. Once degrees have been assigned to nodes and links, we establish the existence of a positive + or negative − regulatory interaction between the structural link $\ell$ and the node $i$ with probability

$$p_{\ell,i}^{\pm} = \frac{\kappa_+^\ell \hat{\kappa}_+^\ell}{\langle \kappa^+ \rangle N},$$

where $\langle \kappa^\pm \rangle$ denotes the average of $\kappa$ over all the nodes of the network.

Theory- Here we provide the theory for regulated percolation in the considered uncorrelated scenario in which the degree of a node in the structural network is independent on its degrees in the regulatory network (see the SM for the extension to the correlated case). If the structural network $A$ is generated according to the configuration model, and the network is sufficiently large and sparse, solutions of the model described above can be well approximated by the following analytical treatment that combines the theory of percolation with the theory of dynamical systems. Let us define $S_t(\ell)$ as the probability that a node at the endpoint of a random structural link of network $A$ is in the GC at time $t$. $R_t^\pm$ indicates instead the fraction of the nodes in the GC at time $t$ or equivalently the probability that a node at the end of a regulatory link is active. Finally, $l_t^\ell$ is the probability that a random node is damaged at time $t$. By putting $l_t^\ell = p_0$ indicating the probability that structural links are damaged at time $t = 0$, we have that for $t > 0$, as long as the network is locally tree like, $S_t(\ell)$, $R_t^\pm$ and $l_t^\ell$ are updated as

$$S_t(\ell) = 1 - G_1 \left( 1 - S_{t-1}(\ell) l_{t-1}^\ell \right),$$

$$R_t^\pm = 1 - G_0 \left( 1 - S_{t-1}(\ell) l_{t-1}^\ell \right),$$

$$l_t^\ell = p G_1 (1-R_t^-) \left[ 1 - G_0^+ \left( 1 - R_t^+ \right) \right],$$

where

$$G_0(x) = \sum_k \pi(k) x^k,$$

$$G_1(x) = \sum_k \frac{\pi(k)}{k} x^{k-1},$$

$$G_0^\pm(x) = \sum_{\kappa^\pm} \tilde{P}_L(\hat{\kappa}^\pm) x^{\kappa^\pm}.$$  

The Eq. (2) for the percolation model regulated by triadic interactions can be formally written as the map (2):

$$R_t^\pm = f(\rho_t^L),$$

$$l_t^\ell = g_p(R_t^\pm).$$

The previous sets of equations can be numerically integrated to generate approximate solutions valid for structural networks generated according to the configuration model. Specifically, we note that $G_0(x)$ and $G_1(x)$ are the generating functions of, respectively, the degree distribution $\pi(k)$ and the excess degree distribution $\pi(k) k/k$. These generating function appear in theoretical approximations of the percolation transition for simple networks [29]. The above framework differs from the traditional one defined on classical pairwise networks because of the presence of the regulatory network, whose contribution is summarized in the generating functions $G_0^\pm(x)$.

FIG. 2. The steady state value of the size $R$ of the giant component as a function of the bond occupation probability $p$. We consider a Poisson structural network with average degree $c = 4$, and a Poisson distribution with average $c^\star$ for the number of positive regulators $\hat{k}^+$ per link. Here negative regulatory interactions are not present. The results obtained from Monte Carlo (MC) simulations (symbols) over networks of $N = 10^4$ nodes are compared to theoretical expectations (solid curves).

Results- In absence of negative triadic interactions, when all regulatory interactions are positive, the dynamics always reaches a stationary point with $R^\star = R^\star$, independent of time. In Figure 2 we show the dependent of this stationary state with $p$, i.e. $R^\star = R^\star(p)$. The agreement between theoretical predictions and results of numerical simulations is excellent. Interestingly, the order parameter $R^\star$ displays a discontinuous hybrid phase transition as a function of $p$ showing that positive triadic interactions induce discontinuous hybrid percolation in
higher-order networks (see Figure 2 and the analytical derivation in the SM).

In presence of negative interactions, the model is even more interesting as the dynamics of the percolation process we have defined undergoes a period doubling and a route to chaos for both Poisson networks and scale-free networks. The phenomenon reveals the emergence of both “blinking” oscillations and a chaotic pattern of the order parameter (see Figure 3). “Blinking” refers to the intermittent switching on and off of two or more sets of nodes leads to periodic oscillations or the order parameter (Figure 3(c)), chaos implies that at each time a different set of nodes (different number of nodes) is activated (Figure 3(d)). The map of Eqs. (4) and (5) allows us to generate the cobweb of the dynamical process. Theoretical predictions display excellent agreement with results from extensive simulations of the model.

The bifurcation diagrams of Figure 4 reveal that the combination of negative and positive regulatory activity leads to a much richer behavior than to the one obtained in the case of positive regulation only, i.e., Figure 2. In this analysis, we monitor the relative size $R$ of the GC as a function of the bond occupation probability $p$. Eqs. (4) and (5) predict period doubling and a route to chaos irrespective of the degree distribution of the structural network (Figs. 3a and 3c). Theoretical predictions are well matched by results of numerical simulations (Figs. 4a and 4h). Although our theory does not apply to the structural network with non-Poisson degree distribution.
allow to well approximate the dynamical behavior of the percolation model only for structural networks that are generated according to specific network models, results of numerical simulations clearly denote a rich dynamical behavior of the model also if structural networks are taken from the real world (Figs 4-h).

Conclusions- A combination of positive and negative/antagonistic interactions is known to affect statistical mechanics problems in non-trivial ways [53, 54]. Here, we show that positive and negative regulatory triadic interactions can turn percolation into a fully dynamical process whose order parameter undergoes a period doubling and a route to chaos. In absence of negative regulatory interactions, this percolation process always reaches a steady state and the phase diagram displays a discontinuous hybrid phase transition.

The proposed framework can be applied to other generalized network structures such as hypergraphs and multiplex networks. Moreover the approach can be extended to situations in which the nodes sustain a more complex dynamics.
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SUPPLEMENTAL MATERIAL

REGULATED PERCOLATION FOR CORRELATED STRUCTURAL AND REGULATORY NETWORKS

General theoretical framework

In this appendix we extend the theoretical approach described in the main text in order to treat also the case in which the structural degree \( k \) of a node can be correlated with its regulatory degrees \( \kappa^+ \) and \( \kappa^- \).

In this case the random higher-order network with triadic interactions is characterized by a joint degree distribution \( P(k, \kappa^+, \kappa^-) \) and by the degree distributions \( P_k(\hat{k}^\pm) \). The distribution \( P(k, \kappa^+, \kappa^-) \) indicates the probability that a random node has structural degree \( k \) and regulatory degrees \( \kappa^+ \) and \( \kappa^- \). The distributions \( P_k(\hat{k}^\pm) \) indicate the probability that a random link has \( \hat{k}^+ \) or \( \hat{k}^- \) regulatory interactions, respectively.

Let us define \( S^{(t)} \) as the probability that a node at the endpoint of a random structural link of network \( \mathcal{A} \) is in the giant component (GC) at time \( t \). Let us define \( \hat{S}^{(t)} \) as the probability that a node regulating (positively + or negatively −) a random structural link is in the GC at time \( t \). Let us define with \( p_L^{(t)} \) the probability that a random node is damaged at time \( t \). By putting \( p_L^{(0)} = p_0 \) indicating the probability that structural links are damaged at time \( t = 0 \), we have that for all \( t > 0 \), as long as the network is locally tree-like, \( S^{(t)}, \hat{S}^{(t)} \) and \( p_L^{(t)} \) are updated as

\[
S^{(t)} = 1 - G_1 \left( 1 - S^{(t-1)} p_L^{(t-1)} \right),
\]

\[
\hat{S}^{(t)} = 1 - G^\pm (1 - S^{(t)} p_L^{(t-1)}),
\]

\[
p_L^{(t)} = pG_0 (1 - \hat{S}^{(t-1)} - 1 - G_0 (1 - \hat{S}^{(t+1)}),
\]

where

\[
G_1(x) = \sum_{k, \kappa^+, \kappa^-} \hat{P}(k, \kappa^+, \kappa^-) \frac{k}{\langle k \rangle} x^{k-1},
\]

\[
G_0^\pm (x) = \sum_{\kappa^\pm} \hat{P}_\pm (\hat{k}^\pm) x^{\hat{k}^\pm},
\]

\[
g^\pm (x) = \sum_{k, \kappa^+, \kappa^-} \hat{P}(k, \kappa^+, \kappa^-) \frac{\kappa^\pm}{\langle \kappa^\pm \rangle} x^k.
\]

The probability that a node is in the GC is given by

\[
R^{(t)} = 1 - G_0 \left( 1 - S^{(t)} p_L^{(t-1)} \right),
\]
where
\[ G_0(x) = \sum_{k, \kappa^+, \kappa^-} \hat{P}(k, \kappa^+, \kappa^-) x^k. \] (S-4)

The stationary solution and the onset of its instability

The equation for percolation regulated by triadic interaction can be formally written as a map [52]:
\[ \hat{S}^{(t)} = f^{\pm}(p_L^{(t-1)}), \quad p_L^{(t)} = g_p(\hat{S}^{(t)+}, \hat{S}^{(t)-}), \] (S-5)
whose stationary fixed point \( \hat{S}^{\pm}, p_L^{\pm} \) satisfies
\[ \hat{S}^{\pm} = f^{\pm}(g_p(\hat{S}^{\pm+}, \hat{S}^{\pm-})), \] (S-6)
or equivalently
\[ p_L^{\pm} = g_p(f^{\pm}(p_L^{\pm}), f^{-}(p_L^{\pm})). \] (S-7)
The stationary solution becomes unstable when
\[ |J| = 1, \] (S-8)
where
\[ J = \left. \frac{dg_p(f^{\pm}(p_L), f^{-}(p_L))}{dp_L} \right|_{p_L = p_L^{\pm}}. \] (S-9)
As we will show in the next paragraphs, there are two major types of instability. The first type of instability is observed when \( J = 1 \) and leads to discontinuous hybrid transitions. This type of instability is observed for instance in regulated percolation in absence of negative interactions. The second type of instability is achieved instead when \( J = -1 \) and this leads typically to the onset of period 2 oscillations of the order parameter \( R^{(t)} \) of percolation.

Note that the stability of the periodic oscillations of the order parameter can be studied in an analogous way by investigating the stability of the map iterated for a number of times equal to the period of the oscillation under study. However, we leave this analysis to later works.

Limiting case of uncorrelated structural and regulatory degrees of the nodes

If we assume that the structural and regulatory degrees of the nodes are uncorrelated, we can then write
\[ \hat{P}(k, \kappa^+, \kappa^-) = \pi(k) P(\kappa^+, \kappa^-). \] (S-10)
The equations [S-1] do simplify as \( G^+(x) = G^-(x) \) and the phase diagram is independent of the degree distribution \( P(\kappa^+, \kappa^-) \). Therefore in this limit we recover Eqs. (2) of the main text that we repeat here for completeness, i.e.,
\[ S^{(t)} = 1 - G_1 \left( 1 - S^{(t)} p_L^{(t-1)} \right), \]
\[ R^{(t)} = 1 - G_0 \left( 1 - S^{(t)} p_L^{(t-1)} \right), \]
\[ p_L^{(t)} = p G_0^- (1 - R^{(t)}) \left[ 1 - G_0^+ \left( 1 - R^{(t)} \right) \right]. \] (S-11)
Here, we have used the simplified definition of the generating functions given by
\[ G_0(x) = \sum_k \pi(k) x^k, \]
\[ G_1(x) = \sum_k \frac{\pi(k)}{k} x^{k-1}, \]
\[ G_0^{\pm}(x) = \sum_{\kappa^{\pm}} \hat{P}_{\pm}(\kappa^{\pm}) x^{\kappa^{\pm}}. \] (S-12)
As noted in the main text, Eq. (S-11) for the percolation model regulated by triadic interactions can be formally written as the map \[ R(t) = f \left( p_L^{(t-1)} \right), \quad p_L^{(t)} = g_p \left( R(t) \right), \] (S-13)
or combining these two equations as the map \[ R(t) = h_p \left( R(t-1) \right) = f \left( g_p \left( R(t-1) \right) \right). \] (S-14)
The stationary solution \( R(t) = R^* \) of this map obeys the equation \[ R^* = h_p(R^*). \] (S-15)

This stationary solution becomes unstable as soon as \( |J| = 1 \), \( (S-16) \)
where \[ J = h'_p(R^*). \] (S-17)
Interestingly, while the value \( J = 1 \) indicates a discontinuous and hybrid transition, the value \( J = -1 \) indicates the onset of period-2 oscillations. While we will give a concrete example of this result in the next section, let us here show that the discontinuous transition observed for \( J = 1 \) is actually hybrid. To this end we indicate with \( p_c \) the value of \( p \) for which \( J = 1 \) is satisfied and we consider small variations \( \delta p = p - p_c \ll 1 \). We indicate the corresponding change in the stationary solution \( R^* \) with \( \delta R = R^*(p_c) - R^*(p) \ll 1 \) and \( \delta p \). We can expand this latter equation in \( \delta p \) and \( \delta R^* \) obtaining \[ \delta R = h'_p(R_c) \delta p + \frac{1}{2} h''_p(R_c) (\delta R)^2 + \frac{\partial h_p(R_c)}{\partial p} \delta p. \] (S-18)
Since \( h'_p(R_c) = 1 \) this equation reduces to \[ \frac{1}{2} h''_p(R_c) (\delta R)^2 + \frac{\partial h_p(R_c)}{\partial p} \delta p = 0, \] (S-19)
from which it is immediate to derive the scaling \( \delta R \propto (\delta p)^{1/2} \) as long as \( h''_p(R_c) \) and \( \partial h_p(R_c) / \partial p \) have finite values and opposite sign. Therefore we have shown that \[ R^*(p) - R_c \propto (p - p_c)^{1/2}, \] (S-20)
which establishes that the discontinuous transition is hybrid.

**UNCORRELATED POISSON CASE**

**Theory of regulated percolation**

In this section we investigate the instability of the stationary solution in the case of a Poisson structural network of average degree \( c \) in which the structural and the regulatory degrees of the nodes are uncorrelated, i.e., \[ \tilde{P}(k, \kappa^+, \kappa^-) = \pi(k) P(\kappa^+, \kappa^-), \] (S-21)
with \[ \pi(k) = \frac{1}{k!} \kappa^k e^{-\kappa}. \] (S-22)
Additionally we assume that \( \tilde{\kappa}^+ \) and \( \tilde{\kappa}^- \) are drawn from Poisson distributions with average degree \( c^+ \) and \( c^- \) respectively, i.e., \[ \tilde{P}_\pm(\tilde{\kappa}) = \frac{1}{\tilde{\kappa}^\pm!} (c^\pm)^{\tilde{\kappa}^\pm} e^{-c^\pm}. \] (S-23)
In Figures S-1 and S-2 we show graphically the difference between the two types of possible instabilities of the stationary solutions.

### Onset of the instability of the stationary solutions

Regulated percolation on the structural Poisson network admits a stationary steady state when Eqs. (S-24) have the solution $R^{(t)} = R^*$, $p_L^{(t)} = p_L^*$, where $R^*$ and $p_L^*$ satisfy

\[
R^* = 1 - e^{-cp_L^* R^*},
\]

\[
p_L^* = p \left( 1 - e^{-c^+ R^*} \right) e^{-c^- R^*}.
\]  

(S-27)

These equations can be expressed as a single equation

\[
R^* = h_p(R^*) = f(g_p(R^*)),
\]  

(S-28)

where the functions $h_p(R)$, $f(p_L)$ and $g_p(R)$ have the same definition as in the previous paragraph. The stationary solution becomes unstable for

\[
|J| = |h'_p(R^*)| = \left| \frac{df(g_p(R^*))}{dR^*} \right| = \left| f'(p_L^*)g_p'(R^*) \right| = 1,
\]  

(S-29)

where

\[
f'(p_L^*) = -\frac{cR^*}{cp_L^* e^{-cp_L^* R^*}},
\]

\[
g_p'(R^*) = p(e^{c^+} + e^- e^{-c^+ - c^+ R^*} - e^- p e^{-c^- R^*}).
\]  

(S-30)

Solving Eq. (S-27) and Eq. (S-29) numerically when $J = 1$ we find the critical line of discontinuous hybrid transitions and when $J = -1$ we find the critical line of the onset of period-2 oscillations of the order parameter $R^{(t)}$.

In Figure S-1 we show graphically the difference between the two types of possible instabilities of the stationary solution $R^* = h(R^*)$. When $J = h'(R^*) = 1$ one observes the discontinuous emergence of a non-zero stationary solution $R^* > 0$. When $J = h'(R^*) = -1$ we observe the onset of period-2 oscillations of the order parameter satisfying the map $R^{(t)} = h(R^{(t-1)})$.

In Figure S-2 we show the obtained critical lines of the onset of period-2 oscillations of the order parameters (blue lines panels (a) and (b)) and for the onset of discontinuous hybrid transitions.

### TUNING THE POSITIVE AND NEGATIVE REGULATORY INTERACTIONS

Regulatory percolation in presence of triadic interactions admits two limiting scenarios: the limit $c^- \to 0$ in which the model includes only positive regulatory interactions and is insensitive to negative regulations, and the limit $c^+ \to \infty$ in which the role of positive regulatory interactions becomes negligible. In fact if $c^- \to 0$ then the condition that none of the negative regulators is active is always satisfied. On the contrary if $c_+ \to \infty$ it becomes sure that at least one of the infinite positive regulators is active, so the role of positive regulators becomes negligible. In Figures S-3 and S-4 we investigate the theoretically predicted orbit diagrams of regulated percolation for
FIG. S-1. The figures show the two different modalities for the onset of the instability of the stable solution of the iterative map \( R(t) = h_p(R(t-1)) \) for a Poisson network with triadic interactions corresponding to the crossing of the curves \( y = h_p(R) \) and \( y = R \). In panels (a), (b), and (c) we show the emergence of the discontinuous transition at \( p = 0.392 \) (panel (b)) on a Poisson network with average degree \( c = 4 \), and Poisson distribution \( \hat{P}^\pm(\hat{\kappa}^\pm) \) with average degrees \( c^+ = 4 \) and \( c^- = 0 \) respectively. Panels (a) and (c) show the functions \( y = h_p(R) \) and \( y = R \) for \( p = 0.30 \) (below the transition) and \( p = 0.50 \) (above the transition). Note that in panel (b) the function \( y = h_p(R) \) and the function \( y = R \) are tangent to each other at their non-trivial intersection indicating that the non-trivial solution disappears as soon as \( p < 0.392 \). In panel (d), (e), (f) we show the emergence of 2-cycle at \( p = 0.665 \) (panel (e)) for a Poisson network with average degree \( c = 30 \), and Poisson distributions \( \hat{P}^\pm(\hat{\kappa}^\pm) \) with average degree \( c^+ = 10 \) and \( c^- = 2.5 \) respectively. Panels (d) and (f) show the functions \( y = h_p(R) \) and \( y = R \) for \( p = 0.60 \) (below the transition) and \( p = 0.8 \) (above the transition) respectively. Note that in panel (e) the function \( y = h_p(R) \) displays a derivative \(-1\) leading to the emergence of the 2-limit cycle observed for \( p \leq 0.665 \). The relative cobweb are shown only for panels (b), (d) and (f) to improve the readability of the figure.

FIG. S-2. (a): Critical line for the onset of period-2 limit cycles for a Poisson network with average degree \( c = 30 \) and \( p = 1 \) plotted in plane \((c^+, c^-)\). (b) Critical line for the onset of period-2 limit cycles for a Poisson network with average degree \( c = 30 \) and \( c^+ = 1000 \) plotted in plane \((p, c^-)\). (c) Critical line for indicating the discontinuous hybrid transition of Poisson network with average degree \( c = 30 \) and \( c^- = 0 \) plotted in plane \((p, c^+)\). In all three cases \( c^\pm \) indicate the average degree of the Poisson distribution \( \hat{P}^\pm(\hat{\kappa}^\pm) \).

a Poisson structural network and for a scale-free structural network with structural degree uncorrelated with the
FIG. S-3. Theoretically obtained orbit diagrams of the Poisson structural network with average degree $c = 30$ and uncorrelated structural and regulatory degrees of the nodes. In the first row, $c^+ = 10$, from the left to the right we increase the $c^-$ that $c^- = 1.0$ (a), $c^- = 1.5$ (b), $c^- = 2.0$ (c), $c^- = 2.5$ (d). In the second row, $c^- = 2.5$, from the left to the right we increase the $c^+$ that $c^+ = 1$ (e), $c^+ = 10$ (f), $c^+ = 1000$ (g), $c^+ = \infty$ (h). In all the panels $c^\pm$ indicate the average degree of the Poisson distribution $P_{\pm}(\hat{k}^\pm)$. All figures are obtained by setting the initial condition $p_{L}^{(0)} = 0.1$.

FIG. S-4. Theoretically obtained orbit diagrams of the scale-free structural network with minimum degree $m = 4$, power-law exponent $\gamma = 2.5$, maximum degree $K = 100$ and uncorrelated structural and regulatory degrees of the nodes. In the first row, $c^+ = 10$, from the left to the right we increase the $c^-$ that $c^- = 1.5$ (a), $c^- = 1.9$ (b), $c^- = 2.3$ (c), $c^- = 2.7$ (d). In the second row, $c^- = 2.8$, from the left to the right we increase the $c^+$ that $c^+ = 1$ (e), $c^+ = 10$ (f), $c^+ = 1000$ (g), $c^+ = \infty$ (h). In all the panels $c^\pm$ indicate the average degree of the Poisson distribution $P_{\pm}(\hat{k}^\pm)$. All figures are obtained by setting the initial condition to $p_{L}^{(0)} = 0.1$.

regulatory degrees as a function of the average degrees $c^+$ and $c^-$ of the Poisson distributions $P_{\pm}(\hat{k}^\pm)$. In absence of negative regulators, i.e., $c^- \to 0$, we observe a discontinuous hybrid transition in both cases (although displaying a smaller discontinuity for the scale-free structural network). For $c^+ = \infty$, we observe period-2 oscillations in the case of the Poisson network and a single stable solution in the scale-free case. In both cases, we observe chaos only in presence of both positive and negative regulatory interactions.
COMPARISON BETWEEN THE THEORY AND THE MONTE CARLO SIMULATIONS

In the main text, we have studied the period-doubling cascade and the route to chaos of regulated percolation as a function of the probability $p$ that a link is intact when all the regulatory interactions are satisfied. However, here we show that the period-doubling cascade and the route to chaos can also be observed for fixed value of $p$ as a function of the average degree $c^-$ of the Poisson distribution $\hat{P}_-(\hat{\kappa}^-)$ in the case of uncorrelated structural and regulatory degrees of the nodes. In Figures S-5 and S-6, we show the theoretically obtained orbit diagram as a function of $c^-$ for a Poisson and for a scale-free network respectively and we compare the theoretical predictions with Monte Carlo simulations of regulated percolation for different values of $c^-$ finding very good agreement.

**FIG. S-5.** Theoretical obtained orbit diagram at fixed value $p = 0.8$ for the Poisson structural network, with average degree $c = 30$, uncorrelated structural and regulatory degree, Poisson distributed $\hat{\kappa}^\pm$ with average $\langle \hat{\kappa}^+ \rangle = c^+ = 10$ and $\langle \hat{\kappa}^- \rangle = c^-$. The tree blue lines in panel (a) indicate $c^- = 2.3$, $c^- = 2.7$ and $c^- = 3.2$. The corresponding Monte Carlo simulations on networks of $N = 10^4$ are shown in panel (b), (c) and (d). All figures are obtained with an initial condition $p^{(0)}_L = 0.1$.

**FIG. S-6.** Theoretical obtained orbit diagram at fixed value $p = 1$ for the scale-free structural network, with minimum degree $m = 4$, maximum degree $K = 100$, power-law exponent $\gamma = 2.5$. The nodes have uncorrelated structural and regulatory degrees, and the distribution of $\hat{\kappa}^\pm$ is Poisson with average $\langle \hat{\kappa}^+ \rangle = c^+ = 10$ and $\langle \hat{\kappa}^- \rangle = c^-$. The tree blue lines in panel (a) indicate $c^- = 1.7$, $c^- = 2.4$ and $c^- = 2.95$. The corresponding Monte Carlo simulations on a network of $N = 10^4$ nodes are shown in panel (b), (c) and (d). All figures are obtained with an initial condition $p^{(0)}_L = 0.1$.

In order to show furthermore the agreement between the theoretical expectation and the Monte Carlo simulations in Figure S-7, we compare the amplitude of the period-2 oscillations of the order parameter obtained with the Monte Carlo simulations with the predicted amplitude of the period-2 oscillations of the order parameter in a region of phase space where only period two oscillations are predicted. We find excellent agreement for both Poisson structural networks and scale-free structural networks with structural degree of the nodes uncorrelated with the regulatory degrees of the nodes.
FIG. S-7. In panel (a) and (b) we show the theoretically obtained orbit diagram of regulated percolation on a Poisson network (a) and a scale-free network (b) for $p = 1$ as a function of $c^-$ indicating the average degree of the Poisson distribution $\hat{P}_(\hat{\kappa}^-)$. In panel (c) and (d), we plot the amplitude $A = \langle |R(t) - R(t-1)| \rangle$ of the period 2 oscillations of the order parameter obtained by Monte Carlo simulations (blue circles) of regulated percolation as a function of the average degree $c^-$ (panel (c) refers to the same Poisson network as panel (a) and panel (d) refers to the same and scale-free network as panel (b)). The theoretical prediction for the amplitude $A$ are indicated with a green solid line in panels (c) and (d). The Poisson network (panels (a) and (c)) has average structural degree $c = 30$ and average degree of the Poisson distribution $\hat{P}_(\hat{\kappa}^-)$ equal to $c^+ = 10$. The scale-free network (panels (a) and (c)) has minimum degree $m = 4$, power-law exponent $\gamma = 2.5$ and average degree of the Poisson distribution $\hat{P}_(\hat{\kappa}^+)$ equal to $c^+ = 10$. The Monte Carlo simulations are conducted on networks of $N = 10^4$ nodes; the amplitude $A$ is obtained by averaging over 10 network realizations.