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Abstract. At present, cyber-security issues associated with the informatization objects of industry occupy one of the key niches in the state management system. As a result of functional disruption of these systems via cyberattacks, an emergency may arise related to loss of life, environmental disasters, major financial and economic damage, or disrupted activities of cities and settlements. When cyberattacks occur with high intensity, in these conditions there is the need to develop protection against them, based on machine learning methods. This paper examines interval forecasting and presents results with a pre-set intensity level. The interval forecasting is carried out based on a probabilistic cluster model. This method involves forecasting of one of the two predetermined intervals in which a future value of the indicator will be located; probability estimates are used for this purpose. A dividing bound of these intervals is determined by a calculation method based on statistical characteristics of the indicator. Source data are used that includes a number of hourly cyberattacks using a honeypot from March to September 2013.

1. Introduction
Currently, cyber-security issues of informatization objects of industry (IOI) are categorized by the details of their development. Most IOI are built on a base of modern technologies for information exchange and process management. As a result of functional disruption of IOI, an emergency may arise related to loss of life, environmental disasters, major financial and economic damage, or disrupted activities of cities and settlements. In this regard, research is needed on the development of new protection methods against cyberattacks [1,2]. Here, the most promising research direction is cyberattack forecasting based on machine learning [3-6]. Thus, in the direction related to protection against cyberattacks, in addition to assessing different risks and using traditional protection systems, attention should be paid to cyberattack forecasting [3].

It should be noted that in the past few years, researchers have become interested in probabilistic forecasting [4,6,7]. This can be explained by the fact that probabilistic forecasts make it possible to obtain not only forecasts of future events, but also probabilistic estimates of these events. One type of probabilistic forecasting is interval forecasting: this involves forecasting of one of the two predetermined intervals in which a future value of an indicator will be located. Probability estimates are used for this purpose. A dividing bound of these intervals is determined by a calculation method based on statistical characteristics of the indicator.
In this paper, source data are used that include a number of hourly cyberattacks received using a honeypot from March to September 2013 for the group ‘zeppo-norcal’ [8]. For analyzing ‘fronts’ of a beginning and end of cyberattacks, the author of [8] recommends applying a transformation by the simple moving average to the source data. In addition, this approach reduces the influence of outliers and high-frequency noise in the source data. Taking into account these recommendations, the simple moving average was applied to the source data with a window width of 4 hours, and a corresponding indicator (ZNI) has been obtained. To obtain statistical characteristics of the indicator, its class was determined by the method described in [9]. Subsequently, a study of cyberattack interval forecasting using an algorithm based on a probabilistic cluster model (PCM) was carried out. The obtained results demonstrate high accuracy of the interval forecasting based on applying the algorithm.

2. Formalization of a cyberattack indicator

Each indicator was formalized as the time series:

$q = \{q_t; t \in t\}$.  \hspace{1cm} (1)

Here, $q_t$ is the value of the indicator at the discrete moment of time $t$; $t \in t$; $t = \{1, ..., n\}$; $n$ is the number of values. For ZNI $n = 4374$.

Figure 1 shows a graph of the final 500 values of ZNI.

![Figure 1. A graph of the final 500 values of ZNI](image)

Calculations show that ZNI is a first class indicator [9]. This category of the indicator is the most difficult to use for interval forecasting implementation (in the statistical sense) compared with indicators of other classes.

3. Interval forecasting formalization

Let us define the range $(q_{\text{min}}; q_{\text{max}})$ of possible values $q$ (1) and an inner point (a dividing bound of intervals) $q_{\text{int}} (q_{\text{min}} < q_{\text{int}} < q_{\text{max}})$ and construct two intervals:

$I^- = (q_{\text{min}}; q_{\text{int}}), I^+ = (q_{\text{int}}; q_{\text{max}})$.  \hspace{1cm} (2)

Let us calculate $q_{\text{int}}$ in (2) as follows:

$q_{\text{int}} = \text{med}(q) + \beta \cdot \text{med}(|q - \text{med}(q)|) = \text{med}(q) + \beta \cdot \text{MAD}(q)$.  \hspace{1cm} (3)

Here $\beta \in [-1; 1]$ is a coefficient (the value is set beforehand); med(·) is median; and MAD(·) is median absolute deviation.

At time $t = n - 1$, it is necessary to identify the interval (2) in which future (unknown) value $q_{t+p}$ will be located. The following estimates of probabilities are required: $p_{t^-+p}$ and $p_{t^++p}$ where $p = 1, ..., r$ is the look-ahead period, $p_{t^++p}$ is the probability that indicator future value $q_{t+p} \in I^+$ and $p_{t^-+p}$ is the probability that the indicator future value is $q_{t+p} \in I^-; p_{t^++p} + p_{t^-+p} = 1$. 
Let \( \hat{\rho}_{t:p} \) and \( \hat{\rho}_{t:p}^- \) be probability estimates of \( \rho_{t:p}^+ \) and \( \rho_{t:p}^- \). The interval forecasting is carried out according to the following rules: future value \( q_{t+p} \in I^+ \) if \( \hat{\rho}_{t:p}^+ > \hat{\rho}_{t:p}^- \) and future value \( q_{t+p} \in I^- \) if \( \hat{\rho}_{t:p}^+ \leq \hat{\rho}_{t:p}^- \).

It is necessary to consider expression (3) in more detail and provide more detailed explanations.

Let us note that indicator (1) is considered as a random variable with some unknown probability distribution function, whose robust characteristics are the location parameter and the scale parameter. These parameters characterize the center of grouping of random variable values and the degree of deviation of random variable values relative to this center [9].

In expression (3), the first term is the location parameter estimate and the second term is the scale parameter estimate that is multiplied by \( \beta \). Using \( \beta \), the value of \( q_{\text{int}} \) can be specified in the range from \( \text{med}(q) - \text{MAD}(q) \) to \( \text{med}(q) + \text{MAD}(q) \). For \( \beta = -1.0 \), interval \( I^+ \) contains approximately 75% all values of \( q \) (1) and for \( \beta = 1.0 \) - about 25%. It is assumed that the value variation of \( q_{\text{int}} \) in this range is sufficient for further research.

It should be noted that cyberattack intensity is the total number of these attacks per unit of time (in this case, this is an hour). With this in mind, \( q_{\text{int}} \) (3) is defined as the pre-set level of cyberattack intensity. The higher the value of \( q_{\text{int}} \) (3), the more intense the cyberattack must be in order to get into interval \( I^+ \) (2). It is necessary to set the value of \( \beta \) for which interval forecasts of \( q_{t+p} \in I^+ \) will occur, to indicate the necessity for additional protective measures. Then, forecasts of \( q_{t+p} \in I^- \) will be considered as a usual situation and will not require additional attention. The lower the value of \( \beta \), the more often the forecasts of \( q_{t+p} \in I^+ \) will be made, and vice versa. Of course, in each specific case and in each particular organization, the values of \( \beta \) can be chosen by experts and, consequently, these values can be different.

4. Specificity of constructing a probabilistic cluster model
Let us suppose that \( t = n \) and there is a sequence of values \( q_{t-f+1}, \ldots, q_t \) in a number of \( f \). Let us create vector \( z = (q_{t-f+1}, \ldots, q_t) \). Let \( y_{t:p} \) be a dependent variable (or a response) whose true value is unknown and that can take only two possible values: \( y_{t+p} = 1 \) if \( q_{t+p} \in I^+ \) and \( y_{t+p} = -1 \) if \( q_{t+p} \in I^- \).

Performing interval forecasting using \( z \) requires making a forecast of \( y_{t+p} \) based on probability estimates that \( q_{t+p} \in I^+ \) and \( q_{t+p} \in I^- \). Let us recall that if \( \hat{\rho}_{t:p}^+ > \hat{\rho}_{t:p}^- \), then \( y_{t+p} = 1 \), as well as \( y_{t+p} = -1 \).

Next, let us create a training set based on the values of \( q \) (1) for \( t = 1, \ldots, m \), where \( m = n - f - p + 1 \) (this value is chosen so that the responses’ values can be calculated based on pre-history values of the indicator):

\[
\begin{pmatrix}
q_1 & \cdots & q_{1+f-1} \\
q_m & \cdots & q_{m+f-1}
\end{pmatrix},
\quad y = (y_1, \ldots, y_m).
\]  

(4)

Here \( x \) is the matrix of dimensions \( m \times f \) (a training set); \( y \) is a vector of responses of size \( m \) (these responses are calculated based on the pre-history values of the indicator); and \( m \) is the number of training samples.

Each row \( i \) of matrix \( x \) corresponds to the response of \( y \) (4): \( x_i \rightarrow y_i \).

Finally, a PCM is trained using training set (4) and the interval forecasting is implemented using \( z \).

Let us consider a specific example of creating a PCM:
Let us define two variables \( n^+ = 0 \) and \( n^- = 0 \) and choose value \( i = 1 \). For \( x_i \) and \( z \), let us calculate the value of the non-parametric correlation coefficient of Tarsitano-Lombardo [10] \( r_i \). Let us approximate linearly the values of \( z \) by values of \( x_i \): \( \hat{z} = a \cdot x_i \). The value of \( a \) is estimated by the Thail-Sen method [11]. If \( a \cdot (q_{i+f-1+p} - q_{i+f-1} + q_n > q_{\text{int}} \), this is the clustering rule for the raw data for two clusters), then \( n^+ = n^+ + \max(0, r_i) \); otherwise, \( n^- = n^- + \max(0, r_i) \). Using \( n^+ \) and \( n^- \) for all values \( i \), let us find probability estimates as follows:
Thus, the algorithm for the interval forecasting of the cyberattacks based on a probabilistic cluster model has only three parameters: $f$, $\beta$ and $p$.

5. Results and discussion
For analyzing the interval forecasting results of the cyberattacks, two scores are used:

$$ps = \frac{l}{u}, \quad bs = u^{-1} \sum_{t \in G} (\hat{\rho}_{t+p}^+ - v_{t+p})^2.$$  

Here $l$ is the number of true forecasts; $u$ is the total number of forecasts; $\hat{\rho}_{t+p}^+$ is the probability estimate of $\rho_{t+p}^+$ based on a selected model; $G$ is the set of values $t$ at which the forecast was made; $v_{t+p}$ is the outcome of the event (equal to 1 if $q_{t+p} \in I^+$ and equal to 0 if $q_{t+p} \in I^-$); $ps$ is the frequency of true forecasts [9]; $bs$ is the Brier score (the measure of the forecasting accuracy) [12,13]; and $0 \leq ps \leq 1$; $0 \leq bs \leq 1$. The higher the value of $ps$ and the lower the value of $bs$, the better the interval forecasting accuracy.

Scores (6) were estimated by the leave-one-out cross-validation using the training set (4). That is, rows with the number of $t = 1, \ldots, m$ were sequentially excluded from matrix (4) and considered as vectors ($z$) for the interval forecasting.

For the implementation of all algorithms, R was used [14]. For the acceleration of some functions and procedures, C ++ was used. For integration of R and C ++, the Rcpp-package was used [15].

Table 1 shows the interval forecasting results of the cyberattacks one day ahead ($p = 1$) for different values of $\beta$ and values of $f$ for which the interval forecasting accuracy was maximum. The value of $f$ varied from 1 to 10. In addition, the frequency ($sa$) of the indicator values (1) is in $I^+$ for a given value of $\beta$.

| $\beta$ | $f$ | $ps$ | $bs$ | $sa$ |
|---------|-----|------|------|------|
| -1.0    | 5   | 0.83 | 0.13 | 0.75 |
| -0.8    | 5   | 0.81 | 0.14 | 0.69 |
| -0.6    | 5   | 0.79 | 0.15 | 0.64 |
| -0.4    | 5   | 0.78 | 0.16 | 0.58 |
| -0.2    | 5   | 0.77 | 0.16 | 0.52 |
| 0.0     | 5   | 0.78 | 0.16 | 0.47 |
| 0.2     | 7   | 0.79 | 0.15 | 0.41 |
| 0.4     | 7   | 0.80 | 0.15 | 0.37 |
| 0.6     | 7   | 0.80 | 0.14 | 0.33 |
| 0.8     | 7   | 0.81 | 0.13 | 0.29 |
| 1.0     | 7   | 0.82 | 0.12 | 0.25 |

According to Table 1, it is clear that the interval forecasting accuracy of the cyberattacks for selected indicator is quite high. The minimum value of $ps$ is 0.77, and the maximum value of $bs$ is 0.16. With a linear increase of value $\beta$, the frequency of the cyberattacks, which are in $I^+$, nonlinearly decreases from 0.75 to 0.25. Thus, cyberattack interval forecasting based on a probabilistic cluster model handles the task successfully for all values of $\beta$.

Taking into account the obtained results, the following scheme for protection against the cyberattacks using interval forecasting can be recommended:

1) Determine the value of $\beta$ and, accordingly, the value of $q_{int}$ (3). For example, this can be done empirically or by expert judgment. Here, an additional criterion for choosing a value of $\beta$ can be the frequency ($sa$) of the values of $q$ (1) that are in $I^+$. This value is easily calculated based on the values of $q$ (1);
2) Estimate the value of $f$ by leave-one-out cross-validation at which the value of $bs$ (6) is minimum; 

3) Make an interval forecast for the hour ahead ($p = 1$). If $q_{t+p} \in I^+$, then implement the additional measures (they can be automatic) against the cyberattacks. If $q_{t+p} \in I^-$, then work in a normal mode;

4) After one hour, add a new value to the end of $q$ (1) and return to step 2.

It should be noted that the pre-set level of the cyberattack intensity (3) can be periodically reviewed. For example, the growing number of cyberattacks on industrial control systems can be taken into account.

6. Conclusion

The analysis of contemporary scientific studies has shown that for several years, the scientific community has been conducting research on cyberattack forecasting by different methods with the objective of creating adequate instruments for protection against cyberattacks. This paper has studied the interval forecasting of cyberattacks based on a probabilistic cluster model. The authors’ approach allows carrying out cyberattack interval forecasting with a pre-set intensity level of cyberattacks. This approach demonstrates the high accuracy of cyberattack interval forecasts for selected data. At the same time, the necessary practical recommendations for an application of the interval forecasting results in the protection against cyberattacks in industrial control systems were formulated. It should be noted that similar studies about cyberattack interval forecasting are not known by the authors, so this work can be considered as a novel effort. The authors hope that the obtained results will find their practical application and theoretical development in the field of research investigating protection against cyberattacks.
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