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A quantitative analysis is presented for the stochastic interactions of a pair of Brownian hard spheres in non-adsorbing polymer solutions. The hard spheres are hypothetically trapped by optical tweezers and allowed for random motion near the trapped positions. The investigation focuses on the long-time correlated Brownian motion. The mobility tensor altered by the polymer depletion effect is computed by the boundary integral method, and the corresponding random displacement is determined by the fluctuation-dissipation theorem. From our computations it follows that the presence of depletion layers around the hard spheres has a significant effect on the hydrodynamic interactions and particle dynamics as compared to pure solvent and uniform polymer solution cases. The probability distribution functions of random walks of the two interacting hard spheres that are trapped clearly shift due to the polymer depletion effect. The results show that the reduction of the viscosity in the depletion layers around the spheres and the entropic force due to the overlapping of depletion zones have a significant influence on the correlated Brownian interactions. © 2014 AIP Publishing LLC.

I. INTRODUCTION

The interactions between dispersed colloidal particles in solutions containing non-adsorbing polymer chains play an essential role in many phenomena and processes including macromolecular crowding, protein crystallization, food processing, and co- and self-assembly.1–5 Adding non-adsorbing polymer chains to a dispersion of colloids effectively induces an attractive potential between the colloidal particles6–8 and alters their phase behavior9–14 and transport properties.15 These changes originate from the presence of polymer depletion zones around the colloidal particles. To avoid the reduction of conformation entropy, polymers prefer to stay away from the colloidal surfaces. Hence depletion zones appear around the colloidal particles. Within the depletion zone the polymer concentration is reduced significantly compared to the bulk polymer concentration. The overlap of depletion layers causes an unbalanced osmotic pressure distribution by the polymers around the colloids, first understood by Asakura and Oosawa.6,7 The resulting attractive potential’s range and depth can be tuned by polymer size, concentration, and solution conditions. In the last few decades many studies on polymer depletion were focused on the equilibrium aspects of colloid-polymer mixtures, primarily on the depletion interaction, the resulting phase behavior, correct inclusion of polymer-polymer interactions, microstructure of the colloid-polymer suspensions, measurement of depletion forces, and scattering properties.9,10,12,13,16,18–23

In order to quantify the dynamic effects of a depletion layer, Donath et al.24 proposed an approximation for the hydrodynamic friction of a sphere in a non-adsorbing polymer solution by considering a slip boundary condition at the surface of the particle. Tuinier and Taniguchi considered a viscosity profile near the surface that followed the polymer segment density profile and could account for the polymer depletion-induced flow behavior close to a flat interface.25 The translational and rotational motion of a sphere and a pair of spheres through a non-adsorbing polymer were investigated by us using both a simplified two-layer model15,26 and a continuous viscous profile.27–29 For the continuous case, the equilibrium distribution of polymers was determined by mean-field theory.30 When two colloidal spheres are suspended in a liquid, they transfer momentum to each other by the hydrodynamic interactions and hence their stochastic motion is correlated. A way to directly measure the interactions between colloidal particles is to hold the particles in a desired separation distance which can be done by applying an optical trap, first introduced by Ashkin et al.31 This optical tweezer method has been used to measure the pair interactions under charge stabilization32 and the attractive entropic effect.16,17 Crocker33 developed a blinking optical trap to measure the free diffusive motion of pair particles. Two spherical particles were brought into a desired separation distance when the tweezer is on, while particles start to diffuse freely when off. The cross-correlation analysis of hydrodynamic interactions of two particles was investigated using optical tweezers.34–36 The method has been extended to investigate the dynamics of optically bounded particles37 and the shear effect.38,39 The higher-order effect of the analytical
II. THEORETICAL FORMULATION

We consider Brownian motion of a pair of isotropic and equal-sized hard spheres in a dilute to semi-dilute non-adsorbing polymer solution. It is assumed that each colloidal particle is surrounded by an assumed equilibrium depletion layer. The mean positions of both hard spheres are fixed by the optical traps as illustrated in Fig. 1. The depletion zone around each sphere is represented by the simplified two-layer model\(^5\) that has uniform solvent viscosity ($\eta_s$) in the inner layer ($\Omega_s$) and uniform bulk polymer solution viscosity ($\eta_p$) in the bulk ($\Omega_p$).

![Schematic of a pair of interacting colloidal spheres located by optical tweezers.](image)

FIG. 1. Schematic of a pair of interacting colloidal spheres located by optical tweezers. The domains $\Omega_p$ and $\Omega_s$ are for the bulk solution and the polymer depletion zones, respectively. $\eta_p$ and $\eta_s$ are the corresponding bulk and solvent viscosities. The distance $d$ is the apparent thickness of the depletion layer, $a$ is the colloid radius, and $k$ is the stiffness that represents the trapping potential. The particle tags 1 and 2 are given.

### A. Two-layer model

In the bulk solution, the polymer solution viscosity can be approximated by the Martin equation,$^{41}$

$$\lambda = \frac{\eta_p}{\eta_s} = 1 + [\eta]c_b e^{\lambda_0(\eta_p - \eta_s)} = 1 + e^{\kappa_H(\eta_p - \eta_s)},$$  \hspace{1cm} (1)

where $\eta_p$ and $\eta_s$ are the corresponding bulk and solvent viscosities, respectively, $c_b$ is the bulk polymer concentration, $[\eta] = 1/c_b^*$ is the intrinsic viscosity of the polymer, $c_b^*$ is the polymer overlap concentration, and $k_H$ is the Huggins coefficient. For the polymer concentration we use the scaled quantity $\epsilon = [\eta]c_b = c_b/c_b^*$.

The depletion thickness around the hard spheres can be calculated based on the bulk concentration and the sizes of the polymers and colloid spheres. As a correction of the depletion thickness at a planar surface $d_p$,\(^30\) the thickness at a spherical surface can be expressed as

$$d = a \left[ 1 + \frac{d_p}{a} + \frac{\pi^2}{4} \left( \frac{d_p}{a} \right)^2 \right]^{1/3} - a,$$  \hspace{1cm} (2)

where $d_p$ is the depletion thickness for a planar surface, $a$ is the colloid radius, $d_0 \approx d_0 \sqrt{1/(1 + c_1 \epsilon^2)}$, where $d_0 = 2R_0/\sqrt{\pi}$ indicates the thickness in the dilute limit, and $R_0$ is the radius of gyration of polymers. The coefficient $c_1$ is around 6.02 for polymers in a theta solvent, and in a good solvent $d_p \approx d_0 \sqrt{1/(1 + c_1 \epsilon^{1.33})}$ and $c_1 \simeq 3.95$.\(^14\)\(^30\)

According to the Asakura-Oosawa (AO) theory and Vrij’s penetrable hard sphere model,\(^6\)\(^8\) the depletion potential between two hard spheres in a solution of dilute depletants is given by the product of the osmotic pressure $\Pi$ and the overlap volume of the polymer depletion zones,\(^8\)

$$W_{\text{dep}}(\epsilon, r) = \begin{cases} \infty & \text{for } r \leq 2a \\ -\frac{4\pi}{3}(a+d)^3 \left[ 1 - \frac{3}{4} \left( \frac{r}{a+d} \right) + \frac{1}{16} \left( \frac{r}{a+d} \right)^3 \right] \Pi(\epsilon) & \text{for } 2a < r \leq 2(a+d) \\ 0 & \text{for } r > 2(a+d), \end{cases}$$  \hspace{1cm} (3)

where $r = |r_1 - r_2|$ is the center-to-center distance of the hard spheres, $\Pi(\epsilon) = \Pi_0[1 + c_2 \epsilon^2]$ approximates the osmotic pressure in the dilute to semi-dilute regime,\(^14\) where $\Pi_0(\epsilon) = n_b(\epsilon)k_BT$ is for the dilute limit with $n_b(\epsilon) = 3\epsilon/(4\pi R_0^3)$ as the number density of polymers, and $c_2$ is around 4.1 for a theta solvent.\(^14\) In a good solvent, $\Pi(\epsilon) \simeq \Pi_0[1 + c_2 \epsilon^{1.31}]$ and $c_2 \simeq 1.62$. The corresponding depletion force therefore is

$$F_{\alpha\beta}^{\text{dep}}(\epsilon, r) = -\nabla W_{\text{dep}}(\epsilon, r) = \pi(a+d)^2 \left[ 1 - \frac{3}{4} \left( \frac{r}{a+d} \right)^2 \right] \Pi(\epsilon) \hat{r}_{\alpha\beta},$$  \hspace{1cm} (4)

for $2a < r \leq 2(a+d)$, where $\hat{r}_{\alpha\beta} = [r_\beta - r_\alpha]/r$ is the unit vector pointing from particle $\alpha$ to $\beta$.  

---
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B. Brownian interactions

The translational Brownian motions of both spheres in two quiescent fluids can be described by the general Langevin equation,42

$$m_{a} \ddot{r}_{a} = F_{a}^{\text{H}} + F_{a}^{p} + F_{a}^{\text{B}} \quad (\alpha = 1, 2),$$

where $m$ is the particle mass, $\alpha$ labels particles 1 and 2, $r$ is the particle position vector, and the force summation acting on the hard spheres includes contributions of hydrodynamic forces ($F_{a}^{\text{H}}$), polymer depletion and optical trapping forces (non-hydrodynamic, $F_{a}^{p}$), and the random thermal fluctuation force ($F_{a}^{\text{B}}$) that drives the Brownian motion. They can be written as

$$F_{a}^{\text{H}} = -(\zeta_{a1} \cdot \dot{r}_{1} + \zeta_{a2} \cdot \dot{r}_{2}),$$

$$F_{a}^{p} = F_{a}^{\text{dep}} + F_{a}^{\text{trap}},$$

and

$$F_{a}^{\text{B}} = \kappa_{a1} \cdot \dot{x}_{1} + \kappa_{a2} \cdot \dot{x}_{2},$$

where $\zeta$ is the resistance tensor, $\kappa$ is the weighting coefficient tensor, and the vector $x$ contains random numbers in Cartesian coordinates and is defined by a Gaussian distribution with mean $\langle x_{a}(t) \rangle = 0$ and co-variance $\langle x_{a}(t)x_{a}(t + \tau) \rangle = 2\delta_{a\beta}\delta(t) I$, where $\delta$ is the Kronecker delta, $I$ is the identity tensor, and $\alpha, \beta = 1, 2$. The coefficient $\kappa$ is related to the thermal energy $k_{B}T$ and the resistance tensor $\zeta$ through the fluctuation-dissipation theory,43

$$\zeta_{\alpha\beta} = \frac{1}{k_{B}T} (\kappa_{\alpha1} \cdot \kappa_{1\beta} + \kappa_{\alpha2} \cdot \kappa_{2\beta}) \quad (\alpha, \beta = 1, 2).$$

The non-hydrodynamic force includes the entropic and optical trapping forces. For a small displacement away from the equilibrium position of the hard spheres, the optical trap provides a three-dimensional harmonic force,44

$$F_{a}^{\text{trap}} = -k [r_{a}(t) - r_{a}^{0}],$$

where $k$ is the apparent stiffness of the potential, and the superscript 0 indicates the equilibrium position in absence of the depletion potential. The stiffness of the harmonic force is approximately a linear function of the light intensity.44

In order to quantify typical time scales we consider colloidal spheres with radius 500 nm in an optical trap with a stiffness of 18.5 pN/µm44 in an aqueous solvent. The characteristic relaxation time for the colloidal Brownian motion under the potential can then be estimated by $6\pi \eta_{D}a/k \approx 10^{-7}$ s. If the mass density of the colloid is similar to the solvent, the momentum relaxation or decorrelation time, $m/6\pi\eta_{D}a$, is about $10^{-1}$ s, where $\eta_{D}$ is the solvent viscosity. The diffusive time scale for the colloid over its radius is $\sim 6\pi \eta_{D}a^{3}/k_{B}T \approx 0.6$ s. Therefore, for the long-time diffusive interaction, the motion of hard spheres is overdamped and the inertial effect is assumed negligible. By integrating the quasi-steady Langevin equation the new position for the colloidal sphere $\alpha$ at each simulation time step ($\gg$ momentum decorrelation time) can be described by the following diffusive displacement equation,45

$$r_{a}(t + \Delta t) = r_{a}(t) + \left[ \frac{\partial}{\partial r_{1}(t)} \cdot F_{a1}(t) + \frac{\partial}{\partial r_{2}(t)} \cdot F_{a2}(t) \right] \Delta t$$

$$+ \frac{1}{k_{B}T} \left[ F_{a1}(t) \cdot F_{a1}^{p}(t) + F_{a2}(t) \cdot F_{a2}^{p}(t) \right] \Delta t + R_{a}(\Delta t),$$

where $D_{a\beta}$ ($\alpha, \beta = 1, 2$) is the diffusion tensor, $\Delta t$ is the integration time step, and $R_{a}$ is the random displacement that has zero mean $\langle R_{a}(\Delta t) \rangle = 0$, and covariance $\langle R_{a}(\Delta t) \cdot R_{a}(\Delta t) \rangle = 2D_{a\beta}(t)\Delta t$. The displacements resulting from the spatial variation of the diffusion tensor, the potential forces acting on both hard spheres, and the thermal fluctuation are all included in the formulation. Computationally, the random displacement vector can be determined by $R_{a}(\Delta t) = \sum_{i=1}^{6} i_{a}(D_{a\beta}J_{i}(\Delta t) (i = 1, 2, \ldots 6)$, where $i = 1, 2, 3$ represent Cartesian components for colloid $a = 1$, and $i = 4, 5, 6$ are components for colloid $a = 2$, tensor $L$ is the weighting factor for random displacement, $L_{a\beta} = (\kappa_{1\beta} + \kappa_{2\beta})/k_{B}T$, and $X_{1}, X_{2}, \ldots X_{6}$ are series of random variables with zero mean and a covariance of $\sqrt{2\Delta t}$.45

C. Mobility functions

Since we apply the two layer approach to account for the depletion zones, the Rotne-Prager tensors46 or higher-order corrections47 are not applicable for resolving the self- and mutual-diffusivity. The diffusivity $D_{a\beta} = k_{B}T \zeta_{\alpha\beta}^{-1}$ here is quantified based on the distance between the hard spheres ($r$), the thickness of polymer depletion layer ($d$), and the bulk-to-solvent viscosity ratio ($\lambda = \eta_{p}/\eta_{s}$). The self-diffusivity can be formulated as a correction of the mobility functions47,48 for the motion of a pair of spheres in a homogeneous medium,

$$D_{aa}(r, d, \lambda) = \frac{D_{0}}{g_{0}(d, \lambda)} [1 + A(r, d, \lambda) \hat{R}_{a\beta} \hat{R}_{a\beta}$$

$$+ B^{s}(r, d, \lambda)(I - \hat{R}_{a\beta} \hat{R}_{a\beta})],$$

where $\alpha, \beta = 1, 2$ and $\alpha \neq \beta$, the superscript s indicatescross-mobility. The analytical expression for a single particle based on the two-layer approximation is given by26

$$g_{0}(d, \lambda) = \frac{2}{\Gamma} [(2 + 3\lambda^{-1})(1 + d^{s})^{6} - 2(1 - \lambda^{-1})(1 + d^{s})],$$

$$\hat{R}(d, \lambda) = \frac{2}{\Gamma} [(2 + 3\lambda^{-1})(1 + d^{s})^{6} - 2(1 - \lambda^{-1})(1 + d^{s})].$$
where \( d^* = da \) is the normalized depletion thickness and
\[
\Gamma = 2(2 + 3\lambda^{-1})(1 + d^*)^6 - 3(2 + 3\lambda^{-1})(1 - \lambda^{-1})(1 + d^*)^6 \\
+ 10(1 - \lambda^{-1})(1 + d^*)^3 - 9(1 - \lambda^{-1})(1 + d^*) + 4(1 - \lambda^{-1})^2.
\]

Here the mobility functions are decoupled and computed by the boundary integral method. Specifically, the four functions are expressed as
\[
A^\parallel(r, d, \lambda) = \frac{g_0(d, \lambda)}{2} \left[ \frac{1}{g_1^\parallel(r, d, \lambda)} + \frac{1}{g_1^\parallel(r, d, \lambda)} \right] - 1,
\]
\[
B^\parallel(r, d, \lambda) = \frac{g_0(d, \lambda)}{2} \left[ \frac{1}{g_1^\parallel(r, d, \lambda)} + \frac{1}{g_1^\parallel(r, d, \lambda)} \right] - 1,
\]
\[
A^\perp(r, d, \lambda) = \frac{g_0(d, \lambda)}{2} \left[ \frac{1}{g_1^\perp(r, d, \lambda)} + \frac{-1}{g_1^\perp(r, d, \lambda)} \right], \text{ and}
\]
\[
B^\perp(r, d, \lambda) = \frac{g_0(d, \lambda)}{2} \left[ \frac{1}{g_1^\perp(r, d, \lambda)} + \frac{-1}{g_1^\perp(r, d, \lambda)} \right],
\]
where \( g_1^\parallel, g_1^\parallel, g_1^\perp, \) and \( g_1^\perp \) are the corrections or the scaled resistances due to depletion effect and the hydrodynamic interaction between both spheres, defined as
\[
g_1^\parallel(r, d, \lambda) = \frac{F_1^\parallel(r, d, \lambda)}{6\pi \eta U}, \quad g_1^\parallel(r, d, \lambda) = \frac{F_1^\parallel(r, d, \lambda)}{6\pi \eta U},
\]
\[
g_1^\parallel = \frac{F_1^\parallel}{6\pi \eta U}, \quad \text{and} \quad g_1^\parallel = \frac{F_1^\parallel}{6\pi \eta U},
\]
where the four hydrodynamic interaction modes \( F_1^\parallel, F_1^\parallel, F_1^\parallel, F_1^\parallel \) (see Fig. 4 in Sec. III) are the computed resistance on each sphere for the interaction parallel and perpendicular to the center-to-center line, respectively. \( U \) is the velocity magnitude of both colloids, and \( g \rightarrow 1 \) as \( r \rightarrow \infty \). For mode I (indicated by the superscript) both spheres move in the same direction, whereas in mode II both spheres move in the opposite direction. Accordingly, the divergence of the diffusivity tensor becomes (the Appendix)
\[
\frac{\partial}{\partial r_1} \cdot \mathbf{D}_{11}(r, d, \lambda) = -\frac{D_0}{g_0} \left[ \frac{2A^\parallel - B^\parallel}{r} \right] \hat{r}_{12} = -\frac{\partial}{\partial r_2} \cdot \mathbf{D}_{22},
\]
and
\[
\frac{\partial}{\partial r_2} \cdot \mathbf{D}_{12}(r, d, \lambda) = \frac{D_0}{g_0} \left[ \frac{2A^\parallel - B^\parallel}{r} \right] \hat{r}_{12} = -\frac{\partial}{\partial r_1} \cdot \mathbf{D}_{21}.
\]

For a pair of hard spheres moving in a pure solvent the analytical approximation for all modes of hydrodynamic interactions have been provided by Stimson and Jeffery,\(^{49}\) Brenner,\(^{50}\) and O’Neill.\(^{51}\) However, the analytical results that account for the polymer depletion effect on pair interaction are not available. Here we apply the boundary integral method to compute the hydrodynamic interactions, i.e., \( F_1^\parallel, F_1^\parallel, F_1^\parallel, \) and \( F_1^\parallel \) in order to determine the random displacements that are consistent with the fluctuation-dissipation theorem.

### D. Integral formulation of the pair hydrodynamic interaction

The quasi-steady Stokes flow applied to the two-layer model can be formulated as
\[
\eta_\alpha \nabla^2 \mathbf{v}^{(\alpha)} - \nabla p^{(\alpha)} = 0, \quad \nabla \cdot \mathbf{v}^{(\alpha)} = 0 \quad \text{for} \quad \mathbf{r} \in \Omega_\alpha, (20)
\]
and
\[
\eta_\alpha \nabla^2 \mathbf{v}^{(s)} - \nabla p^{(s)} = 0, \quad \nabla \cdot \mathbf{v}^{(s)} = 0 \quad \text{for} \quad \mathbf{r} \in \Omega_s, (21)
\]
where \( \mathbf{v} \) is velocity, \( p \) is pressure, \( \mathbf{r} \) is position vector, superscript \( s \) and \( p \) indicate the solvent (depletion zone) and bulk polymer solution, respectively. The no-slip boundary condition is applied at the particle surface by combining the translational and rotational velocity, \( \mathbf{v}^{(s)} = \mathbf{U}_0 + \omega_0 \times \mathbf{r} \) (\( \alpha = 1, 2 \)). The far-field boundary conditions are \( \mathbf{v}^{(p)} \to 0 \) and \( p^{(p)} \to p^{(s)} \) as \( \mathbf{r} \to \infty \).

At the interface between the depletion zone and the bulk polymer solution, the velocity and stress are continuous, i.e., \( \mathbf{v}^{(s)} = \mathbf{v}^{(p)}, \) and \( \tau^{(s)} = \tau^{(p)} \) presuming that the surface tension at the interface is negligible. The translation velocity for four interactive modes is defined as
\[
\| \text{mode I :} \mathbf{U}_1 = \mathbf{U}_2 = \mathbf{U}_0 \hat{e}_z,
\]
\[
\| \text{mode II :} \mathbf{U}_1 = -\mathbf{U}_2 = -\mathbf{U}_0 \hat{e}_z,
\]
\[
\| \text{mode III :} \mathbf{U}_1 = \mathbf{U}_2 = \mathbf{U}_0 \hat{e}_z, \quad \text{and}
\]
\[
\| \text{mode IV :} \mathbf{U}_1 = -\mathbf{U}_2 = -\mathbf{U}_0 \hat{e}_z,
\]
where \( \mathbf{U}_0 \) is the velocity magnitude and both spheres are aligned along the \( z \)-axis. These modes are illustrated by the arrows in the spheres in Fig. 4.

To compute the resistance, the integral formulation of the Stokes flow\(^{52}\) is applied for the two-layer model. In the fluid domain \( \Omega \) bounded by surface \( \partial \Omega \), the velocity field satisfies the integral momentum equation,
\[
\int_{\partial \Omega} f_i \mathbf{G}_{ij} dS = -\eta \int_{\partial \Omega} \nu_i T_{ijk} n_k dS = 0 \quad \text{when the source point is located outside} \quad \text{the fluid domain, while} \quad \nu_i = -\int_{\partial \Omega} \mathbf{G}_{ij}/(8\pi \eta) dS + \int_{\partial \Omega} \nu_i T_{ijk} n_k/(8\pi \eta) dS \quad \text{when the source point is within the domain. Here} \eta \quad \text{is the viscosity,} \quad i \quad \text{and} \quad j \quad \text{are Einstein notations,} \quad f_i = \tau_{ij} n_j \quad \text{is traction,} \quad n \quad \text{represents the surface normal} \quad \text{pointing} \quad \text{into the fluid,} \quad G_{ij} \quad \text{is the fundamental solution} \quad \text{(Stokeslet)} \quad \text{of} \quad \text{the Stokes equation, and} \quad T_{ijk} \quad \text{is its corresponding stress field} \quad \text{(stresseset), written as}
\]
\[
\mathbf{G}_{ij}(\mathbf{r}, \mathbf{r}_0) = \frac{\delta_{ij}}{\lambda} + \frac{x_i x_j}{x^3}, \quad \text{and} \quad T_{ijk}(\mathbf{r}, \mathbf{r}_0) = -\frac{6x_i x_j x_k}{x^5} \quad \text{(23)}
\]
where \( \mathbf{r}_0 \) and \( \mathbf{r} \) are the source and field points, respectively, \( x = |\mathbf{x}| \) and \( \mathbf{x} = \mathbf{r} - \mathbf{r}_0 \). By applying the integral formulation and incorporating the stress-free condition at the interface between the depletion zone and the bulk solution \( \partial \Omega_s \) (Fig. 2),
dominant shown in Fig. 2, expressed as

\[\mathcal{H} v_j(r_0) = \frac{1}{8\pi \eta_p} \int_{\partial \Omega_d} f_i G_{ij} dS - \frac{1}{8\pi \lambda} \int_{\partial \Omega_d} (U_i + \epsilon_{ijk} \omega_j \ell_k) T_{ijk} n_k dS + \frac{1 - 1/\lambda}{8\pi} \int_{\partial \Omega_d} v_l T_{ijk} n_k dS, \tag{26}\]

where coefficient \(\mathcal{H} = 1\) for \(r_0 \in \Omega_p, \mathcal{H} = 1/\lambda\) for \(r_0 \in \Omega_s,\) and \(\mathcal{H} = (\lambda + 1)/(2\lambda)\) for \(r_0 \in \partial \Omega_d,\) and \(\mathcal{H} = 1/(2\lambda)\) for \(r_0 \in \partial \Omega_s.\) In the integral equation the rotational velocity \(\omega_j\) is unknown \textit{a priori}. It can be determined by the vanishing term applied to both isotropic spheres due to the hydrodynamic coupling,

\[T_a = \int_{\partial \Omega_a} \epsilon_{ijk} \ell_j f_k dS = 0. \tag{27}\]

In summary, the integral equations (Eqs. (26) and (27)) are discretized and computed for the primary variables \(v_j(r_0 \in \partial \Omega_d), f_j(r_0 \in \partial \Omega_s),\) and the rotational velocity for each sphere \(\omega_j.\) Once the boundary values are found, the results in the fluid domains can be obtained from Eqs. (24) and (25).

III. RESULTS AND DISCUSSION

The stochastic motions of both spheres are correlated due to hydrodynamic and thermodynamic interactions. The four hydrodynamic modes represented by \(F_{\parallel}^I, F_{\perp}^I, F_{\parallel}^I,\) and \(F_{\perp}^I\) are functions of the separation distance \(r,\) the polymer-to-sphere size ratio, and the polymer concentration. The latter quantity affects the bulk viscosity as well as the strength of the depletion attraction. Here the two-layer model requires two input parameters, the depletion thickness \(d\) and the bulk-to-solvent viscosity ratio \(\lambda.\) Figure 3 shows the flow patterns induced by the moving spheres corresponding to two parallel (Figs. 3(a) and 3(b)) and two perpendicular (Figs. 3(c) and 3(d)) modes with respect to the center-to-center line. Patterns 3a’ to 3d’ are corresponding typical Stokes flow for comparison. In the dilute limit, all flow patterns are similar to the cases in a uniform fluid medium as expected (Figs. 3(a’) to 3(d’)), while for a higher value of viscosity ratio, e.g., \(\lambda = 10\) as shown in

FIG. 2. Illustration of the surface mesh applied to the integral computation. \(\partial \Omega_d\) is the interface between the depletion zone and the bulk polymer solution. The mesh is refined near the region of overlapping depletion zones.

\[\Delta f_i = f_i^{(p)} - f_i^{(s)} = 0,\]

we have

\[v_j(r_0 \in \Omega_p) = \frac{1}{8\pi \eta_p} \int_{\partial \Omega_s} f_i G_{ij} dS - \frac{1}{8\pi \lambda} \int_{\partial \Omega_s} (U_i + \epsilon_{ijk} \omega_j \ell_k) T_{ijk} n_k dS + \frac{1 - 1/\lambda}{8\pi} \int_{\partial \Omega_s} v_l T_{ijk} n_k dS \tag{24}\]

and

\[\frac{1}{\lambda} v_j(r_0 \in \Omega_s) = \frac{1}{8\pi \eta_p} \int_{\partial \Omega_s} f_i G_{ij} dS - \frac{1}{8\pi \lambda} \int_{\partial \Omega_s} (U_i + \epsilon_{ijk} \omega_j \ell_k) T_{ijk} n_k dS + \frac{1 - 1/\lambda}{8\pi} \int_{\partial \Omega_s} v_l T_{ijk} n_k dS, \tag{25}\]

where \(\epsilon_{ijk}\) is the permutation tensor, and the directions of surface normals are given in Fig. 2. As the source approaches the colloidal surface and the depletion interface, the Cauchy principle value is applied to the double-layer integral that includes the velocity term.53

As a result, the corresponding integral equation can be derived for the two-layer model for the entire computation

FIG. 3. Streamlines and contours of the normalized velocities around interacting hard spheres in parallel and transverse directions, with (top panels from (a) to (d)) and without ((a’) to (d’)) polymer depletion zones. Parameters used for the demonstration are: \(d/a = 1, r/a = 4.5,\) and \(\lambda = 10.\)
FIG. 4. Semi-log plots showing the hydrodynamic correction function $g$ versus the scaled separation distance for both parallel and perpendicular motions to the center-to-center line along the same (a, c) and opposite (b, d) directions. The square data points are the exact series solution for a uniform solvent (lower bound) and uniform bulk solution (upper bound).\textsuperscript{49–51} The dashed-lines indicate boundary integral results as a numerical validation. The solid curves show the results for hard spheres in a nonadsorbing polymer solution with depletion layer described using the two-layer model.

Figs. 3(b) and 3(d), circulations appear in the depletion zone near the particle surface due to the cage-like behavior, which is similar to what we reported earlier for the single particle.\textsuperscript{15,26} The near-field effect has significant impact on the stress distribution and therefore the overall resistance applied to the spheres. The circulation further complicates the slip-like behavior and changes the shear and normal viscous force near the front and aft surface. The overall slip-like behavior yields a fast decay of the velocity magnitude away from the particle surface. Overall, mode II has a great reduction of the resistance, whereas in mode I the reduction is less significant. As later shown in Fig. 4, the hydrodynamic correction factor approaches the resistance-distance curve dominated by the solvent viscosity (the lower bound) in modes II for both parallel and perpendicular directions.

Figures 4(a) and 4(b) show the correction factors (Eq. (17)) for the hydrodynamic resistance at various scaled separation distance under parallel motion along the same (a) and opposite (b) directions. The boundary integral result is validated by the analytical approximations (the upper and lower bounds) for mode I\textsuperscript{49} and mode II,\textsuperscript{50} written as

\begin{align}
g_{||}^I &= \frac{4}{3} \sinh(\theta) \sum_{n=1}^{\infty} \frac{n(n+1)}{(2n-1)(2n+3)} \\ & \quad \times \left\{ 1 - \frac{4 \sinh^2 \left( \frac{n+\frac{1}{2}}{2} \right) \theta - (2n+1)^2 \sinh^2 \theta}{2 \sinh(2n+1)\theta + (2n+1) \sinh 2\theta} \right\}, \quad (28) \\

\end{align}

where $\theta = \cosh^{-1}(r/2a)$ and

\begin{align}
g_{||}^I &= \frac{4}{3} \sinh(\theta) \sum_{n=1}^{\infty} \frac{n(n+1)}{(2n-1)(2n+3)} \\ & \quad \times \left\{ 4 \cosh^2 \left( \frac{n+\frac{1}{2}}{2} \right) \theta + (2n+1)^2 \sinh^2 \theta - 2 \sinh(2n+1)\theta - (2n+1) \sinh 2\theta - 1 \right\}. \quad (29)
\end{align}

In the presence of the depletants, the hydrodynamic resistance is bounded by two limiting cases: solvent only and uniform polymer solution without the depletion effect (shown by the analytical data points and numerical dashed curves). The solid curve in between the upper and lower bounds...
illustrates the numerical results obtained for hard spheres in a non-adsorbing polymer solution described using the two-layer model. The asymptote \( g \to 1.54 \) is the analytical result for the resistance of a single sphere under the same depletion condition, \(^{26}\) and \( g \to 1.0 \) is the Stokes limit. For the uniform polymer solution the asymptote is \( g \to \lambda = 2 \) (the upper bound). In the lubrication regime when two spheres are close to each other \( (r/\alpha \to 2, \text{ mode II, Figs. } 4\text{b} \text{ and } 4\text{d}) \), the resistance approaches the solvent limit due to the dominant stress contribution from the polymer-depleted liquid film in between the spheres. However, on mode I (Figs. 4(a) and 4(c)) the thin liquid film has much less influence on the resistance compared with that from the surrounding fluid. The analytical results on the perpendicular modes (square data points in Figs. 4(c) and 4(d)) are provided by O’Neill and Majumdar, \(^{51}\) which are presented by the lower and upper bounds that we also used to validate the boundary integral results. The three data points are shown in Figs. 4(c) and 4(d). The same asymptotes as presented in the parallel mode are given for large separation distance. Note that in the lubrication limit, the liquid film has less effect on perpendicular-mode II compared with the parallel motion due to the torque-free condition.

In Fig. 5 we compare typical depletion and trapping harmonic potentials applied to the hard spheres. In general, the attractive force is enhanced by a higher polymer concentration if the overlap volume remains the same. However, the depletion thickness reduces as the bulk polymer concentration increases, which reduces the overlap volume and suppresses the attractive force. The value for the stiffness of the optical trap has a significant caging effect on the Brownian motion of both spheres as the simulation results illustrated in Fig. 5(b). Parameters used in the simulation are: time step \( \Delta t = 28.5 \mu s \), radius \( a = 500 \text{ nm} \), polymer concentration \( \epsilon = 0.5 \), and depletion thickness \( d_{\alpha} = 0.69 \) that corresponds to \( R_{g}/\alpha = 1 \). The distance between the traps and the initial particle separation distance are set to \( r/\alpha = 2.5 \). Both hydrodynamic and depletion effects are taken into account, the data points clearly shows the attractive depletion effect on the probability distribution of the spheres, with the characteristic distribution length inversely proportional to the square root of \( k \). Next we consider the correlation analysis that better characterizes the ensemble results.

As a baseline comparison for the correlation analysis, the long-time autocorrelation of the random displacement is considered for a single Brownian sphere with and without polymer depletion, which can be formulated by the analytical result, \(^{54}\)

\[
\langle x(t)x(0) \rangle = \frac{k_B T}{k} \left[ \exp \left( -\frac{t}{\tau} \right) \right], \tag{30}
\]

where \( k_B T / k \) measures the thermal energy versus the strength of the harmonic potential, and more importantly the decorrelation time depends on corrected hydrodynamic resistance and the harmonic potential,

\[
\tau = \frac{6\pi \eta \alpha g_0(\lambda, d)}{k}, \tag{31}
\]

and the mean square displacement can be formulated as

\[
\langle x(t)^2 \rangle = \frac{k_B T}{k} \left[ 1 - \exp \left( -\frac{2t}{\tau} \right) \right]. \tag{32}
\]

For spheres with a radius of 500 nm and an optical trap with stiffness \( k = 10, 1, \) and \( 0.1 \) pN/\( \mu m \), the corresponding characteristic length squares for the autocorrelation function \( \sqrt{k_B T / k} \) are approximately 20, 65, and 200 nm in a pure solvent. The corresponding decorrelation times are 1, 10, and 100 ms, respectively, whereas in a dilute polymer solution, the decorrelation times increases slightly to 1.33, 13.3, and 133 ms in a pure solvent. This increase is due to the enhanced viscous resistance or slower motion of the particles. Although the discussion here is applicable to an isolated particle, the resulting characteristic distribution length is about the same order of magnitude as the diffusive length (independent of hydrodynamic interactions) observed in Fig. 5(b) because the total simulation time (2 s) is far beyond the decorrelation time. In other words, the depletion effect shifts the probability distribution of the random walk instead of altering the characteristic diffusive length. If the bulk viscosity is used instead of the two-layer depletion model, the decorrelation times would be 1.53, 15.3, and 153 ms, respectively. One can speculate that these analysis for the result of stochastic motion of single sphere is applicable for colloid-polymer dispersions with colloid volume fraction \( \ll 10^{-5} \) or an averaged pair separation distance \( \gg 10a \).

In Fig. 6 results are shown for the random motion of a trapped single sphere. In Fig. 6(a) the mean square displacement is plotted versus time in a pure solvent and in polymer solutions with and without depletion. In Fig. 6(a), the thin blue curve is the ensemble average over 100 samples which is considerably noisy compared to the thick black curve from the average over \( 10^3 \) samples. Parameters applied to the simulations are: \( a = 500 \text{ nm} \), \( k = 10 \) pN/\( \mu m \), \( R_{g}/\alpha = 1 \), viscosity ratio \( \lambda = 1.611 \), depletion thickness \( d_{\alpha} = 0.638 \) for the normalized polymer concentration \( \epsilon = 0.5 \), and the time step for the Brownian simulation \( \Delta t = 3 \times 10^{-5} \) s. The data points obtained from Eqs. (30) and (32) agree well with the Brownian simulations. The sample size for computing the

![FIG. 5.](image-url)
Autocorrelation function is sufficiently large by considering total simulation time around 10 s. The decay time can be obtained from the best fit to the numerical results based on the exponential decay given by Eq. (31). The computed versus analytical decay times are 0.9424, 1.3298, and 1.5183 ms for $e = 0$, $e = 0.5$ with depletion, and $e = 0.5$ without depletion, respectively. Under the same stiffness, the large viscous effect essentially increases the decorrelation time. At shorter times the difference is negligible, whereas at longer times the viscous effect enhances the autocorrelation along the harmonic force direction as expected. Therefore, the case without the depletion effect has the largest decorrelation time (and thus the $g$ factor) due to the highest viscous resistance.

For the pair interaction, the analytical pair correlation function of spheres in homogeneous fluids is available. A straightforward extension of this result to incorporate the depletion effect for the two-dimensional movement of a pair of spheres in $x$– and $z$–direction ($y$ and $z$ are equivalent) can be written as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{z}_1 \\
\dot{x}_2 \\
\dot{z}_2
\end{bmatrix} =
\begin{bmatrix}
1 + A^s & 0 & A^c & 0 \\
0 & 1 + B^s & 0 & B^c \\
A^c & 0 & 1 + A^s & 0 \\
B^c & 0 & 1 + B^s & 0
\end{bmatrix}
\times
\begin{bmatrix}
-kx_1 - F_{\text{dep}} + F_{\text{B}} \\
-kz_1 + F_{\text{B}} \\
-kx_2 + F_{\text{dep}} + F_{\text{B}} \\
-kz_2 + F_{\text{B}}
\end{bmatrix}
\right)/(6\pi \eta_a g_0). \tag{33}
\]

The eigenvalues of the mobility tensor are $1/6\pi \eta_a g_0^I$, $1/6\pi \eta_a g_0^II$, $1/6\pi \eta_a g_0^III$, and $1/6\pi \eta_a g_0^IV$, which represent the inverse hydrodynamic resistance in the four hydrodynamic modes with boundary conditions described in Eq. (22). The four principal vectors are $Y^I_1 = x_1 + x_2$, $Y^I_2 = x_1 - x_2$, $Y^II_1 = z_1 + z_2$, and $Y^II_2 = z_1 - z_2$, representing the common (collective, mode I) and relative (mode II) motions of spheres in both parallel and perpendicular directions, respectively. The eigenvectors lead to the following autocorrelation functions for the pair interactions under the four eigenmodes,

\[
\langle Y^I_1(t)Y^I_1(0) \rangle = \frac{2k_BT}{k} \exp \left(-\frac{t}{\tau^I_1}\right),
\]

\[
\langle Y^I_1(t)Y^I_1(0) \rangle = \left(\frac{2F_{\text{dep}}}{k}\right)^2 + \frac{2k_BT}{k} \exp \left(-\frac{t}{\tau^I_1}\right),
\]

\[
\langle Y^II_1(t)Y^II_1(0) \rangle = \frac{2k_BT}{k} \exp \left(-\frac{t}{\tau^II_1}\right), \quad \text{and} \tag{34}
\]

\[
\langle Y^II_1(t)Y^II_1(0) \rangle = \frac{2k_BT}{k} \exp \left(-\frac{t}{\tau^II_1}\right),
\]

where the individual decay time for each mode are $\tau^I_1 = 6\pi \eta_a g_0^I/k$, $\tau^II_1 = 6\pi \eta_a g_0^II/k$, $\tau^I_2 = 6\pi \eta_a g_0^III/k$, and $\tau^II_2 = 6\pi \eta_a g_0^IV/k$. The four decay times of the corresponding principal modes all reduce to the single particle limit as the separation distance becomes large, e.g., $r/a > O(10^2)$. Figure 7 demonstrates autocorrelation functions under the four principal modes with various concentration and separation distance. Comparing Figs. 7(a) with 7(b), and 7(c) with 7(d), in both directions the decorrelation times in mode I (the collective motion, Figs. 7(a) and 7(c)) are always shorter than mode II (relative motion, Figs. 7(b) and 7(d)). The reason is because the hydrodynamic resistance is always higher in the relative motion, which slows down the particle motion more significantly especially in the lubrication regime. When comparing parallel to perpendicular motions, in mode I the behavior is similar for both motions because the depletion effect has been canceled in both eigenmodes $Y^I_1$ and $Y^II_1$ and therefore only the hydrodynamic effect plays a role in mode I, in which the correction factors in parallel and perpendicular directions the decorrelation times in mode I (the collective motion, Figs. 7(a) and 7(c)) are always shorter than mode II (relative motion, Figs. 7(b) and 7(d)). The reason is because the hydrodynamic resistance is always higher in the relative motion, which slows down the particle motion more significantly especially in the lubrication regime.
perpendicular motions have similar values. In the eigenmode II parallel motion (Fig. 7(b)), the autocorrelation function includes the decomposed contributions from two sources, the depletion force and the hydrodynamic resistance. The polymer depletion effect changes the equilibrium position of the depletion force and the hydrodynamic resistance. The view point through the shift $4(F_{\text{dep}}/k)^2$ in the autocorrelation function ($Y_{\text{II}}^\parallel$).

In physical space, the correlation functions on the $x, z$ plane are

$$\langle x_1(t)x_1(0) \rangle = \left( \frac{F_{\text{dep}}}{k} \right)^2 + \frac{k_BT}{2k} \left[ \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) + \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) \right],$$

$$\langle x_1(t)x_2(0) \rangle = -\left( \frac{F_{\text{dep}}}{k} \right)^2 + \frac{k_BT}{2k} \left[ \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) - \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) \right],$$

$$\langle z_1(t)z_1(0) \rangle = \frac{k_BT}{2k} \left[ \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) + \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) \right],$$

$$\langle z_1(t)z_2(0) \rangle = \frac{k_BT}{2k} \left[ \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) - \exp\left( -\frac{t}{\tau_{\text{II},1}} \right) \right].$$

FIG. 7. (a)–(d) Autocorrelation functions of the displacement along the four principal directions. The data points represent the analytical results (Eq. (34)) using the mobility functions given by Batchelor. Parameters for particles and polymer are the same as in Fig. 6.
The correlation results are plotted in Fig. 8. Note that correlation functions above include the self- and cross-correlations in the principle directions, and can be computed by

\[
\langle x_1(t)x_1(0) \rangle = \frac{1}{4} [\langle Y^I_1(t)Y^I_1(0) \rangle + \langle Y^I_2(t)Y^II_2(0) \rangle + \langle Y^II_1(t)Y^II_1(0) \rangle + \langle Y^II_2(t)Y^II_2(0) \rangle],
\]

and

\[
\langle x_1(t)x_2(0) \rangle = \frac{1}{4} [\langle Y^I_1(t)Y^II_2(0) \rangle - \langle Y^I_2(t)Y^II_1(0) \rangle + \langle Y^II_1(t)Y^I_2(0) \rangle - \langle Y^II_2(t)Y^I_1(0) \rangle].
\]

The same formulations are applied to find the correlations functions in the \(z\)-direction. Along the parallel direction (Figs. 8(a) and 8(b)) the auto- and cross-correlation functions at \(t = 0\) deviates from \(k_B T/k\) (auto) and zero (cross) with an amount of \((F_{dep}/k)^2\), however, the two decorrelation time scales involved maybe difficult to distinguish from each other. Similarly in the perpendicular direction, the correlation functions are determined by two time scales that originate from the two hydrodynamic modes. Considering the decayed hydrodynamic interactions, at very long lag time all correlations vanish, while at zero lag time the cross-correlation vanishes, implying that apparently the particle does not feel the presence of another particle at the beginning due to the mutual cancelation of collective and relative motions. The entropic force has a finite influence on both correlations. They are always anti-correlated because the first mode (collective motion) always decays faster than the second mode (relative motion) due to its less resistance. In other words, this relative motion dominates the relevance of the displacements of both particles after certain lag time, and the pair interaction behaves like in its second or anticorrelated mode. This fact is not to be confused with the intuition obtained from a steady mobility analysis.

The largest anticorrelation appears at

\[
\tau_{\text{min},\parallel} = \frac{t_{\text{lag}}^{I\parallel}}{t_{\text{lag}}^{I\parallel} - t_{\text{lag}}^{II\parallel}} \ln \left( \frac{t_{\text{lag}}^{I\parallel}}{t_{\text{lag}}^{II\parallel}} \right) = \frac{g_1^I g_{II}^{II\parallel}}{g_1^{II\parallel} - g_1^{II\parallel}} \ln \left( \frac{g_1^{II\parallel}}{g_1^{II\parallel}} \right).
\]

The same formulation is applicable for the perpendicular direction. The depth of the anticorrelation in parallel direction

FIG. 8. (a)–(d) Correlation functions of the displacement of two trapped spheres in the \(xz\)-plane under the influence of depletion layers. Parameters used for particles and polymer conditions are the same as in Fig. 6.
versus the distance of optical traps is predicted in Fig. 9. At large separation distance the motion obviously is uncorrelated. At short separation distance, the increase of the depth is due to both hydrodynamic and depletion interactions. Without the depletion effect, the analytical results from Batchelor’s approximation (solid curves) is somewhat higher than the numerical simulation (black circles) because the approximation yields a relative lower lubrication force, which enhances the influence of the relative motion. Consistent results are shown by the two blue lines in Figs. 8(b) and 8(d), in which the higher viscosity gives a shallower anticorrelation. By bringing the pair particles closer to each other, the minimum value for \( \langle x_1(t)x_2(0) \rangle \) is lower at small \( a/r \) and then higher for the polymer solution cases with depletion effect (red squares and blue diamonds) compared with the solvent-only case (black circles). The overlapping of the depletion zones appears at \( a/r \approx 0.31 \) (\( \epsilon = 0.5 \)) and \( a/r \approx 0.38 \) (\( \epsilon = 1.0 \)). Without depletion zones, the uniform polymer solution case, the hydrodynamic resistance experience by the spheres is higher because the higher bulk viscosity simply gives a shallower anticorrelation. Into the overlap region, the entropic force brings particles toward each other and enhances anticorrelation mode. This effect is further enhanced by bringing the spheres closer. The complicated flow pattern and resistance in the two-layer model has relatively much less contribution compared with the entropic effect on the anticorrelation depth. Experimental validation is needed to validate this result.

It is interesting to see whether the proposed model can reproduce the statistical characteristics observed experimentally by using optical tweezers to measure the force between two hard-sphere like silica spheres in an aqueous solution containing long semiflexible DNA polymers by Verma et al.\(^{16,17}\) We simulate the corresponding dynamic trajectories and the equilibrium state of the effective pair interaction between two spheres in a polymer solution. Following the reported experimental conditions, the sphere radius is 625 nm, and DNA polymer radius of gyration is 500 nm. The stiffness of the optical traps is set to 0.3 pN/\( \mu \)m in the simulation. The weak optical trap allows the particles to diffuse to an average distance \( (k_B T/k)^{1/2} \) of about 117 nm, which is similar to the apparent thickness of the depletion layer. In our simulation under a good solvent condition, the positions of the random walks are tracked from the histogram so that the pair probability distribution \( P_{\text{total}}(r) \) can be determined, which represents the probability of finding two spheres at certain center-to-center distance away from each other. The interaction potentials \( W_{\text{total}}(r) \) that includes the contributions of depletion and optical traps is connected to the pair distribution through the Boltzmann relation, \( P_{\text{total}}(r) \propto \exp(-W_{\text{total}}/k_B T) \). To subtract the trapping effect, a similar run is carried out without optical trap so that \( P_{\text{poly}}(r) \propto \exp(-W_{\text{trap}}/k_B T) \). The depletion potential therefore can be obtained from \( W_{\text{dep}}(r) = k_B T \ln[P_{\text{trap}}(r)/P_{\text{total}}(r)] - C \), where \( C \) can be a fitting constant or can be determined from the proportionality constants from both probability distributions. In Fig. 10 we compare the modeling results with experimental data of Verma et al.\(^{16,17}\) Overall the results are in good agreement with experiment, indicating that the simulation of our model has correctly reproduced the stochastic dynamics of the particles in the long-time regime. As expected the model agrees well with the experimental data in the dilute regime (Fig. 10(a)). Relatively noisy simulation data appear at small separation.

![FIG. 9. The maximum value of the anticorrelation in the parallel direction versus the center-to-center separation distance. The limit \( a/r = 0 \) indicates an isolated particle, while \( a/r = 0.5 \) means both particles are in contact with each other. The reference curve is the analytical approximation based on the mobility function for the solvent-only case.](image)

![FIG. 10. (a)–(c) The depletion potential between two hard spheres in non-adsorbing polymer solution for \( \epsilon = 0.1, 0.5, \) and 1.2, corresponding to the extracted experimental data 5 \( \mu \)g/ml, 25 \( \mu \)g/ml, and 120 \( \mu \)g/ml, respectively. The solid lines are from the AOV model (Eq. (3)), red squares are Brownian simulation results that reproduce the dynamic process, and blue dots are redrawn experimental data from Verma et al.\(^{16,17}\) The colloid radius is 625 nm, polymer radius of gyration is 500 nm, spring constant \( k = 0.3 \) pN/\( \mu \)m, and the distance between traps is 2.5a. The simulation time is 18.5 min with time step 5.5 ms.](image)
distance due to the relatively less samples within the time duration. In cases (b) and (c) with higher polymer concentration, the two-layer model overpredicts the strength of the depletion potential. Since the experimental data are model independent, the deviation between modeling and experiment is more likely due to the simplified thermodynamic potential we have applied. Furthermore, at equilibrium, our simulation including AO and hydrodynamic interactions almost recover the AO-only result, implying that in this comparison hydrodynamic interactions is indeed negligible in approximating \( P(r) \) using the Boltzmann relation. With the help of dynamic simulation, it is also possible to extract the equilibrium depletion information from the eigen-decomposition of the correlation functions presented above.

Finally, there are thermodynamic and hydrodynamic concerns about the accuracy of the two-layer model presented here. Established equilibrium models on predicting depletion forces include AO, phantom sphere free volume, mean field, and the polymer reference interaction site models.\(^{6,7,10,30,55}\) The AO and mean field models predict the depletion potential accurately for small polymers in the dilute limit, however, they overpredict the depth of the potential when the polymer concentration is beyond the overlapping regime and when the polymer chain is no longer smaller than the colloid.\(^{20,21}\) Similar results were also found for rod-shaped depletants.\(^{56-58}\) However, in principle, without changing the modeling framework, various depletion models that take mean-field or PRISM into account may be casted into the proposed dynamic model in terms of an effective depletion thickness derived from a more detailed theory. Further comparison and validation are needed. The second concern is regarding the mobility analysis. We have investigated the accuracy of the two-layer approach previously.\(^{27,59}\) The finding is that the mean field approach overestimates the attractive potential when \( R_g \sim a \). This is consistent with the results found in Fig. 10. Comparing with the simulation results and AO model, the experimental data have a shallower potential close to the colloidal surface. The difference is likely due to an increase probability of existence of polymer chains near the colloidal surface as the polymer concentration increases, and thus the translational entropy (depletion) effect becomes weaker. For polymer concentrations beyond the overlap concentration the two-layer model is accurate for \( R_g < a \). Our choice of making the calculations for \( R_g \sim a \) is to compare with available experimental data.\(^{16}\) Furthermore, the primitive two-layer model significantly simplifies the three-dimensional computation to reveal the dynamic characteristics on pair-correlated motions.

IV. CONCLUSION

We presented a theoretical description that enables to characterize the stochastic motions of a pair of hard spheres in non-adsorbing polymer solutions. Based on a two-layer approximation for the polymer depletion effect, the hydrodynamic mobility tensor is resolved by the boundary integral analysis, which determines the corresponding time evolution of stochastic displacements that are consistent with the fluctuation-dissipation theorem. We first find that the presence of depletion zones significantly modifies the hydrodynamic interactions between two moving spheres. Polymer depletion is found to distort the probability distribution of the random walks of two trapped spheres. The resulting auto- and cross-correlation functions are presented in the principal modes, which clearly identify the decomposed entropic and hydrodynamic effects on the dynamic behavior of two hard spheres under the influence of added polymers to the solvent for various particle separation distances. In the presence of depletants, the cross-correlation of the particle displacements is weakened in a way that higher viscosity slows down the motion significantly and lengthens the hydrodynamic decay time. However, the appearance of the depletion zone reduces this viscous effect. Finally, the cross-correlation is significantly enhanced when the depletion zones overlap.
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APPENDIX: DIVERGENCE OF DIFFUSIVITIES

The divergence of the self diffusivity (Eqs. (12) and (13)) can be expressed as

\[
\frac{\partial}{\partial r_a} \cdot \mathbf{D}_{aa} = \frac{D_0}{g_0} \left[ \mathbf{r}_{ab} \mathbf{r}_{ab} \cdot \frac{\partial A^s}{\partial r_a} \cdot \left( I - \frac{\mathbf{r}_{ab} \mathbf{r}_{ab}}{r^2} \right) \cdot \frac{\partial B^s}{\partial r_a} + \frac{A^s - B^s}{r^2} \mathbf{r}_{ab} \cdot \left( \frac{1}{r^2} \right) \right] + \frac{A^s - B^s}{r^2} \mathbf{r}_{ab} \cdot \left( \frac{2\mathbf{r}_{ab}}{r^4} \right) + \frac{A^s - B^s}{r^2} \left[ -\mathbf{r}_{ab} \cdot \mathbf{I} + \mathbf{r}_{ab} \cdot \left( \frac{\partial}{\partial r_a} \cdot \mathbf{r}_{ab} \right) \right]
\]

\[
= \frac{D_0}{g_0} \left[ -r^2 \mathbf{r}_{ab} \cdot \frac{\partial A^s}{\partial r} + \frac{\partial A^s}{\partial r} \cdot \mathbf{r}_{ab} \cdot \frac{\partial B^s}{\partial r} + \frac{\partial B^s}{\partial r} \cdot \frac{\partial B^s}{\partial r} \right] + \frac{2(A^s - B^s)}{r^2} \mathbf{r}_{ab} + \frac{4(A^s - B^s)}{r^2} \mathbf{r}_{ab} \right].
\] (A2)

Therefore,

\[
\frac{\partial}{\partial r_a} \cdot \mathbf{D}_{aa} = -\frac{D_0}{g_0} \left[ \frac{\partial A^s}{\partial r} + \frac{2(A^s - B^s)}{r} \right] \mathbf{r}_{ab} \cdot \frac{\partial A^s}{\partial r} \right].
\] (A3)
Similarly, the divergence of the mutual diffusivity can be expressed as
\[
\frac{\partial}{\partial \mathbf{r}_{\alpha\beta}} \cdot \mathbf{D}_{\alpha\beta} = \frac{D_0}{\delta_0} \left[ \frac{\partial A^c}{\partial r} \frac{r_{\alpha\beta} \partial A^c}{r} \left( \frac{r_{\alpha\beta}}{r} \right) \right] + \left( I - \frac{r_{\alpha\beta} \partial A^c}{r^2} \right) \cdot \left( \frac{r_{\alpha\beta}}{r} \frac{\partial B^c}{\partial r} \right) + \left( A^c - B^c \right) \mathbf{r}_{\alpha\beta} \cdot \mathbf{r}_{\alpha\beta} \cdot \left( \frac{\partial}{\partial \mathbf{r}_{\alpha\beta}} \cdot \mathbf{r}_{\alpha\beta} \right) \right]
\]
which simplifies to Eq. (19),
\[
\frac{\partial}{\partial \mathbf{r}_{\alpha\beta}} \cdot \mathbf{D}_{\alpha\beta} = \frac{D_0}{\delta_0} \left[ \frac{\partial A^c}{\partial r} \frac{r_{\alpha\beta} \partial A^c}{r} \left( \frac{r_{\alpha\beta}}{r^2} \right) \right] + \left( A^c - B^c \right) \mathbf{r}_{\alpha\beta} \cdot \mathbf{r}_{\alpha\beta} \cdot \left( \frac{\partial}{\partial \mathbf{r}_{\alpha\beta}} \cdot \mathbf{r}_{\alpha\beta} \right).
\]
In a uniform fluid ($\lambda = 1$), $A^c = B^c = 0$, $A^c = 3a/2r$, $B^c = 3a/4r$ for the Oseen tensor, and $A^c = B^c = 0$, $A^c = 3a/2r - a^3/r^3$, $B^c = 3a/4r + a^3/2r^3$ for Rotne-Prager tensor. It is known that above divergences vanish, which very much simplifies the simulation.
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