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Abstract. We consider a perturbation of a central force problem of the form

\[ \ddot{x} = V'(|x|) \frac{x}{|x|} + \varepsilon \nabla_x U(t, x), \quad x \in \mathbb{R}^2 \setminus \{0\}, \]

where \( \varepsilon \in \mathbb{R} \) is a small parameter, \( V : (0, +\infty) \to \mathbb{R} \) and \( U : \mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}) \to \mathbb{R} \) are smooth functions, and \( U \) is \( \tau \)-periodic in the first variable. Based on the introduction of suitable time-maps (the radial period and the apsidal angle) for the unperturbed problem (\( \varepsilon = 0 \)) and of an associated non-degeneracy condition, we apply an higher-dimensional version of the Poincaré–Birkhoff fixed point theorem to prove the existence of non-circular \( \tau \)-periodic solutions bifurcating from invariant tori at \( \varepsilon = 0 \). We then prove that this non-degeneracy condition is satisfied for some concrete examples of physical interest (including the homogeneous potential \( V(r) = \kappa / r^\alpha \) for \( \alpha \in (-\infty, 2) \setminus \{-2, 0, 1\} \)). Finally, an application is given to a restricted 3-body problem with a non-Newtonian interaction.
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1. Introduction

In this paper, we investigate the existence of periodic solutions for systems of differential equations of the form
\[ \ddot{x} = V'(|x|) \frac{x}{|x|} + \varepsilon \nabla_x U(t, x), \quad x \in \mathbb{R}^2 \setminus \{0\}, \] (1.1)
where \( \varepsilon \in \mathbb{R} \) is a parameter, \( V: (0, +\infty) \to \mathbb{R} \) and \( U: \mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}) \to \mathbb{R} \) are (smooth) potentials, and \( U \) is \( \tau \)-periodic in the first variable. The above system appears as a perturbation of a central force problem and we are actually interested in the existence of solutions bifurcating, for \( \varepsilon \to 0 \), from the set of \( \tau \)-periodic solutions of the unperturbed problem (\( \varepsilon = 0 \)).

In this setting, a typical strategy consists in looking for periodic solutions bifurcating from the set of circular solutions of the unperturbed problem. For instance, in [2] the existence of nearly-circular periodic solutions is proved for the singular problem
\[ \ddot{x} = -\kappa \frac{x}{|x|^\alpha + 2} + \varepsilon \nabla_x U(t, x), \]
where \( \kappa > 0 \) and \( \alpha \in (0, 2) \). The approach in [2] is variational, finding critical points of the associated action functional via an abstract perturbation theorem previously established in [4], which requires as a crucial hypothesis that the manifold of critical points for the unperturbed action functional is non-degenerate, in a suitable sense. Notice that essentially no assumptions on the perturbation term are made in the non-Newtonian case (that is, \( \alpha \neq 1 \)), while, due to the degeneracy of the Kepler problem, some symmetry conditions on \( U \) are required when \( \alpha = 1 \). For further results in a similar spirit see [26, 29] and the references therein.

As it is well-known, however, the central force problem
\[ \ddot{x} = V'(|x|) \frac{x}{|x|} \] (1.2)
could have also a great variety of non-circular periodic solutions. This is the case, for instance, for the \(-\alpha\)-homogeneous central force problem
\[ \ddot{x} = -\kappa \frac{x}{|x|^\alpha + 2}, \] (1.3)
where \( \alpha \in (0, 2) \) (see [3, p. 7] and [6, Section 2.8]). Notice that, if it exists, a non-circular periodic solution to (1.2) is actually part of a manifold which is at least two-dimensional, containing in fact all its time-translations and space-rotations. This is a consequence of the time-invariance and rotational-invariance of any central force problem in the plane, corresponding in turn to the existence of two first integrals: the energy and the angular momentum. Incidentally, we observe that, for the Kepler problem (that is, system (1.3) for \( \alpha = 1 \)) the manifold of periodic solutions of a fixed period is actually three-dimensional, containing all the Keplerian ellipses with fixed major semi-axis and, so, the circular solutions as a special case. On the contrary, this is not the case for system (1.3) with \( \alpha \in (0, 2) \setminus \{1\} \), for which the set of non-circular periodic solutions with a given period is the union of two-dimensional tori (see again [6, Section 2.8]). To the best of our knowledge, the possibility of using tools of nonlinear analysis to bifurcate from non-circular periodic solutions
of system (1.3), and more in general of system (1.2), has not yet been explored. Within this context, indeed, a serious difficulty consists in checking that a suitable non-degeneracy condition for the (at least two-dimensional) manifold of solutions holds true.

Alternatively, the existence of periodic solutions of a system like (1.1) can be tackled by using dynamical system techniques. Indeed, it is well-known that, under mild assumptions, the central force problem (1.2) can be regarded as a completely integrable Hamiltonian system with two degrees of freedom, so that problem (1.1) is interpreted as a perturbation of an integrable Hamiltonian system. Then, in a spirit which can be meant as a periodic counterpart of KAM theory, one could look for periodic solutions bifurcating from invariant tori of the unperturbed problem, see [12, 20] as well as the more recent contribution [27] relying on a higher-dimensional version of the Poincaré–Birkhoff fixed point theorem [30] (see also [28] for similar results in the case of one degree of freedom). Within this approach, the difficulty is now that action-angle coordinates \((I, \varphi)\) for the unperturbed problem must be constructed in order to check that the KAM non-degeneracy condition

\[
\det \nabla^2 K(I) \neq 0 \tag{1.4}
\]

is satisfied, where \(K\) is the Hamiltonian of the unperturbed problem in action-angle coordinates. A successful attempt in this direction is recently given in [15] for the perturbed relativistic Kepler problem

\[
\frac{d}{dt} \left( \frac{\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\kappa x |x|^{-3} + \varepsilon \nabla_x U(t, x),
\]

where an explicit formula for the Hamiltonian in action-angle coordinates is provided. For the homogeneous central force problem (1.3), and more in general for problem (1.2), however, this does not seem to be possible.

The main aim of this paper is to provide, in the general setting of problem (1.1), a more explicit non-degeneracy condition for the application of the above mentioned Hamiltonian perturbation approach. The crucial ingredients for this are two suitable functions \(T(H, L)\) and \(\Theta(H, L)\), where \(H\) and \(L\) denote the energy and the angular momentum of the unperturbed problem, respectively. In more detail (see Section 2.1 for the precise definitions) the function \(T\) is nothing but the time-map for the radial component of a solution with energy \(H\) and angular momentum \(L\), while the function \(\Theta\) is the so-called apsidal angle, namely the angular variation of the solution in a radial period (in turn, such a function \(\Theta\) can be meant as a time-map of a suitable oscillator, as well). The relation between the time-maps \(T\) and \(\Theta\) and the action-angle variables for the central force problem (1.2) is independent on the specific choice of the potential \(V\), as discussed in Section 2.2. Based on these functions \(T\) and \(\Theta\), the non-degeneracy condition proposed in this paper reads as

\[
\partial_H T(H, L) \cdot \partial_L \Theta(H, L) - \partial_L T(H, L) \cdot \partial_H \Theta(H, L) \neq 0. \tag{1.5}
\]

Actually, condition (1.5) is nothing but an equivalent formulation of the usual non-degeneracy condition (1.4), having however the advantage of depending only on the potential \(V\) appearing in system (1.2) and, instead, not requiring the explicit
knowledge of the Hamiltonian in action-angle coordinates. With this in mind, our main result reads as follows (see Theorem 3.1 for a more precise statement).

**Theorem 1.1.** Let us assume that there exists a $\tau$-periodic non-circular solution $x^*$ to (1.2) with energy $H^*$ and angular momentum $L^*$. If condition (1.5) holds true at $(H^*, L^*)$, then for $\varepsilon$ small enough there exist at least three $\tau$-periodic solutions to system (1.1).

The details of the proof of the above theorem are given in Section 3. Here, we just emphasize that these three $\tau$-periodic solutions to (1.1) are obtained, via the Poincaré–Birkhoff fixed point theorem, bifurcating from the invariant torus of the unperturbed problem containing the $\tau$-periodic non-circular solution $x^*$, as well as its time-translations and space-rotations. We also mention that a version of this result can be stated for perturbations of central force problems driven by the relativistic operator, namely

$$\frac{d}{dt} \left( \frac{\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = V'(|x|) \frac{x}{|x|} + \varepsilon \nabla_x U(t, x),$$

as well (cf. Remark 3.2).

In Section 4, the effectiveness of the non-degeneracy condition (1.5) is investigated in some concrete problems of physical interest. As a main example (see Section 4.2), we deal with the homogeneous problem (1.3), in the full range $\alpha \in (-\infty, 2)$ with $\alpha \neq 0$, thus considering both the case of Keplerian-like problems (that is, $\alpha > -1$) and the case of sublinear/superlinear oscillators (that is, $\alpha \leq -1$); incidentally, we recall that, for $\alpha \geq 2$, system (1.3) does not possess non-circular periodic solutions. For a generic choice of $\alpha$, the explicit computation of the time-map $T$ and $\Theta$ and of their derivatives is not possible. However, taking advantage of the homogeneity of the problem, it is possible to reduce the study of the sign of the left-hand side of (1.5) to the one of $\partial H \Theta$, that is, to the strict monotonicity of the apsidal angle as a function of the energy. This issue is investigated in [19, 39] and the results therein allow us to conclude that condition (1.5) holds true provided $\alpha \neq -2$ (the harmonic oscillator) and $\alpha \neq 1$ (the Kepler problem). In both these excluded cases, the function $\Theta$ is in fact constant, corresponding to the degenerate picture in which all bounded orbits are periodic, as provided by the celebrated Bertrand’s theorem (cf. [13]). For perturbations of the homogeneous problem (1.3), our result thus seems to be essentially sharp. Indeed, by the linear theory of ODEs, it is well known that periodic solutions to the harmonic oscillator cannot be provided for any perturbation term, due to resonance phenomena. On the other hand, perturbations of the Kepler problem have been investigated by assuming further condition on the perturbation term (as in [2], see also [25, 31, 42]) or meaning the solutions in a generalized sense, allowing collisions with the singularity, see [8, 16, 17].

Other examples of applications are provided in Section 4.1 and Section 4.3, dealing with the Levi-Civita equation (cf. [33])

$$\ddot{x} = -\kappa \frac{x}{|x|^3} - 2\lambda \frac{x}{|x|^4}, \quad \kappa, \lambda > 0,$$
and with the Lennard-Jones equation (cf. [32])
\[ \ddot{x} = -24\varsigma\sigma^6 \frac{x}{|x|^8} + 48\varsigma\sigma^{12} \frac{x}{|x|^14}, \quad \varsigma, \sigma > 0, \]
respectively, see the introduction of Section 4 for more details. In the first case, an explicit computation for the left-hand side of (1.5) is provided and the conclusion is easily obtained. In the latter, instead, we study the asymptotic behaviour of the left-hand side of (1.5) as \( H \) goes to its minimum admissible value, eventually proving that condition (1.5) is satisfied locally. It is worth noticing that for this proof we need to provide a series of auxiliary results for the derivative of a time-map with respect to a parameter. This analysis is partially inspired by the well-known papers by Chicone and Schaaf [21, 40] and is given in a final Appendix, which hopefully may have some independent interest.

In Section 5, we finally present an application of our approach to a restricted planar circular 3-body problem with a non-Newtonian interaction, precisely
\[ \ddot{q} = GM \frac{\xi_M(t) - q}{|\xi_M(t) - q|^{\alpha+2}} + Gm \frac{\xi_m(t) - q}{|\xi_m(t) - q|^{\alpha+2}}, \quad q \in \mathbb{R}^2, \]
where \( G \) is the gravitational constant, \( \xi_M \) and \( \xi_m \) are the heavy bodies with masses \( M, m > 0 \), and \( \alpha \in (0, 2) \) with \( \alpha \neq 1 \). After a suitable change of variable, such a problem is interpreted as a perturbation, when \( m \to 0 \), of the homogeneous problem (1.3), so that Theorem 1.1 can be applied. More precisely, by carefully analyzing the set of periodic solutions of the unperturbed problem so as to select the invariant tori for the bifurcation, we show that for any choice of the minimal period of the primaries a plethora of periodic solutions to the restricted problem can be provided when \( m \) is small enough.

To conclude this introduction, we briefly mention that from the non-degeneracy of the unperturbed problems proved in the paper other consequences can be derived. For instance, standard KAM theorems (see [6, Chapter 10] and [24]) can be applied to ensure the persistence of quasi-periodic invariant tori for small and sufficiently smooth perturbation terms.

2. Preliminaries on central force problems

In this section, we summarize some known facts about the central force problem
\[ \ddot{x} = V'(|x|) \frac{x}{|x|}, \quad x \in \mathbb{R}^2 \setminus \{0\}, \tag{2.1} \]
where \( V : (0, +\infty) \to \mathbb{R} \) is a \( C^2 \)-function.

We recall that system (2.1) has two natural first integrals, namely the energy
\[ H = \frac{1}{2} |\dot{x}|^2 - V(|x|) \tag{2.2} \]
and the (scalar) angular momentum
\[ L = \langle x, i\dot{x} \rangle. \tag{2.3} \]
Restricting our analysis to pairs \((H, L)\) such that the corresponding solutions of (2.1) are bounded (periodic or quasi-periodic) and not rectilinear (that is, \( L \neq 0 \),
in Section 2.1, we analyze the dynamics in polar coordinates, so as to define two suitable functions $T$ and $\Theta$ of $(H, L)$ (see formulas (2.5) and (2.6)) which will play a crucial role in our main result. Then, in Section 2.2, we adopt a Hamiltonian point of view and we present the construction of the action-angle coordinates in a neighbourhood of a fixed invariant torus with energy $H$ and angular momentum $L$.

Notice that, by reversing the time ($t \rightarrow -t$), it is not restrictive to assume that $L$ is positive. This will be tacitly assumed throughout the paper.

### 2.1. Periodic solutions

Introducing the polar coordinates

$$x(t) = r(t)(\cos(\vartheta(t)), \sin(\vartheta(t))) = r(t)e^{i\vartheta(t)},$$

formula (2.3) reads as

$$L = r^2 \dot{\vartheta}.$$ 

Notice that, since $L > 0$, the solutions wind around the origin in the counterclockwise sense. In polar coordinates (2.2) becomes

$$H = \frac{1}{2} \dot{r}^2 + W(r; L),$$

where

$$W(r; L) = \frac{L^2}{2r^2} - V(r)$$

is the so-called effective potential.

From now on, we assume that

$h_W$ there exists an open interval $J \subseteq (0, +\infty)$ such that for all $L \in J$ the function $W(\cdot; L)$ has a (strict) local minimum at $r = r_0(L)$ with $W'(\cdot; L) < 0$ on $(r_*(L), r_0(L))$ and $W'(\cdot; L) > 0$ on $(r_0(L), r^*(L))$, for some $0 \leq r_*(L) < r_0(L) < r^*(L) \leq +\infty$.

Setting

$$w_0(L) = -W(r_0(L); L),$$

for all $L \in J$, by $(h_W)$ there exists a value $H_0(L) > -w_0(L)$ such that for all $H \in (-w_0(L), H_0(L))$ the equation $W(r; L) = H$ has two solutions $r_{\pm}(H, L)$ such that

$$r_-(H, L) \in (r_*(L), r_0(L)), \quad r_+(H, L) \in (r_0(L), r^*(L)).$$

For simplicity, we assume that $H_0$ depends continuously on $L$, so that the set

$$\Lambda = \{(H, L) \in \mathbb{R}^2 : L \in J, H \in (-w_0(L), H_0(L))\}$$

is open. For values $(H, L) \in \Lambda$, the corresponding orbits in the $(r, \dot{r})$-plane are closed, winding around the point $(r_0(L), 0)$ with minimal period given by

$$T(H, L) = \sqrt{2} \int_{r_-(H, L)}^{r_+(H, L)} \frac{dr}{\sqrt{H - W(r; L)}}. \quad (2.5)$$

See Figure I for a graphical representation.

We then consider the function $\Theta : \Lambda \rightarrow \mathbb{R}$ defined by

$$\Theta(H, L) = \int_0^{T(H, L)} \dot{\vartheta}(t) dt. \quad (2.6)$$
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More precisely, in such a case the solution \( x \) has minimal period \( nT(H, L) \) with winding number around the origin equals to \( k \). Throughout the paper, we will call such solutions \textit{periodic solutions of type} \((n, k)\).

For further convenience, exploiting the relation \( \dot{\vartheta} = \frac{L}{r^2} \), we notice that we can provide for \( \Theta(H, L) \) the more explicit formula

\[ \Theta(H, L) = \int_0^{T(H, L)} \frac{L}{r^2(t)} \, dt = \sqrt{2}L \int_{r_- (H, L)}^{r_+ (H, L)} \frac{dr}{r^2 \sqrt{H - W(r; L)}}. \]

Moreover, via the Clairaut’s change of variable \( u = \frac{1}{r} \), we have\( \Theta(H, L) = LP(H, L) \),

(2.8)

where \( P(H, L) = \sqrt{2} \int_{\frac{1}{r_+ (H, L)}}^{\frac{1}{r_- (H, L)}} \frac{du}{\sqrt{H - W(\frac{1}{u}; L)}} \).

(2.9)

In such a way, the computation of \( \Theta(H, L) \) is reduced to the computation of the period \( P(H, L) \) of the abstract oscillator

\[ \frac{1}{2} \dot{u}^2 + W\left(\frac{1}{u}; L\right) = H \]

(compare with [6, 36, 39] for a similar trick).
Remark 2.1. We notice that when \( (2.7) \) does not hold the solution \( x \) is a quasi-periodic function with two rationally linearly independent frequencies. Hence, the image of \( x \) is a dense subset of the planar annulus \( \{ x \in \mathbb{R}^2 : r_-(H, L) \leq |x| \leq r_+(H, L) \} \). Unless the function \( \Theta \) is constant, the central force problem \( (2.1) \) thus possesses both periodic and quasi-periodic solutions.

According to the celebrated Bertrand’s theorem (cf. [13,36]), there are only two central force problems for which all bounded solutions are periodic: the harmonic oscillator and the Kepler problem, corresponding to \( V(|x|) = -\frac{\kappa}{2} |x|^2 \) and \( V(|x|) = \frac{\kappa}{|x|} \) with \( \kappa > 0 \), respectively. In such cases the function \( \Theta \) is in fact constant, precisely \( \Theta \equiv \pi \) for the harmonic oscillator and \( \Theta \equiv 2\pi \) for the Kepler problem. See [6, Section 2.8] for more details.

\(<\)

2.2. Invariant tori and action-angle coordinates

System \( (2.1) \) can be interpreted as the first order Hamiltonian system

\[
\begin{align*}
\dot{x} &= \nabla_p H(x,p), \\
\dot{p} &= -\nabla_x H(x,p),
\end{align*}
\]

where

\[
H(x,p) = \frac{1}{2} |p|^2 - V(|x|), \quad (x,p) \in (\mathbb{R}^2 \setminus \{0\}) \times \mathbb{R}^2.
\]

Notice that, since \( \dot{x} = p \) along a solution, \( H(x,p) = H \) (cf. \( (2.2) \)), according to the well-known fact that the Hamiltonian \( H \) is a first integral of system \( (2.10) \). We also define

\[
\mathcal{L}(x,p) = \langle x, ip \rangle
\]

and observe that \( \mathcal{L}(x,p) = L \) (cf. \( (2.3) \)), thus providing a second first integral of system \( (2.10) \).

For a pair \((H, L) \in \Lambda\) as in Section 2.1 (giving bounded solutions), we consider the level set

\[
\mathcal{T}_{(H,L)} = \{(x,p) \in (\mathbb{R}^2 \setminus \{0\}) \times \mathbb{R}^2 : H(x,p) = H, \mathcal{L}(x,p) = L\}.
\]

In principle, \( \mathcal{T}_{(H,L)} \) can be disconnected, so that we focus on the compact connected component

\[
\mathcal{T}_{(H,L)}^0 = \{(x,p) \in \mathcal{T}_{(H,L)} : r_-(H,L) \leq |x| \leq r_+(H,L)\}.
\]

It is easy to check that the assumptions of Liouville–Arnol’d theorem hold true on \( \mathcal{T}_{(H,L)}^0 \), and thus \( \mathcal{T}_{(H,L)}^0 \) is diffeomorphic to a two-dimensional torus \( \mathbb{T}^2 \) (cf. [6,11]). This is in agreement with the fact that, given a solution \( x \) of \( (2.1) \) with energy \( H \) and angular momentum \( L \), the function

\[
x_{\lambda, \phi}(t) = x(t + \lambda)e^{i\phi}, \quad \lambda \in \mathbb{R}, \ \phi \in \mathbb{R},
\]

is still a solution of \( (2.1) \) with same energy \( H \) and angular momentum \( L \).

Following [10], we now describe the construction of the action-angle variables \((I_1, I_2, \varphi_1, \varphi_2)\) on \( \mathcal{T}_{(H,L)}^0 \). In what follows it is convenient to visualize the torus \( \mathcal{T}_{(H,L)}^0 \) as in Figure 2. In particular, when it is useful, we can describe the points \((x,p) \in \mathcal{T}_{(H,L)}^0 \) via the coordinates \((r, \dot{r}, \vartheta, L)\).

The action variables \((I_1, I_2)\) are defined as

\[
I_1 = \frac{1}{2\pi} A(H,L) + L, \quad I_2 = L,
\]

where

\[
A(H,L) = \int_{r_-(H,L)}^{r_+(H,L)} \frac{dp}{\sqrt{2H - V(|p|)}}.
\]

where $\mathcal{A}(H,L)$ is the area of the bounded region enclosed by the orbit passing through $(r_\pm(H,L),0)$ in the $(r,\dot{r})$-plane. Of course $(I_1,I_2)$ are constant on $\mathcal{T}_{(H,L)}^0$. As for the angles, we take

$$\varphi_1 = 2\pi \frac{\mu}{T(H,L)}, \quad \varphi_2 = (\Theta(H,L) - 2\pi) \frac{\mu}{T(H,L)} + \psi.$$ (2.14)

In the above formula

- $\mu \in [0,T(H,L))$ is the time needed to reach the point $(r,\dot{r})$ moving in the $(r,\dot{r})$-plane along the orbit starting at $(r_-(H,L),0)$;
- $\psi \in [0,2\pi)$ is the angle, measured in the counter-clockwise sense from $\vartheta = 0$, of the greatest non-positive instant $t$ in which $x$ lies at the pericenter.

Figure 2. The two figures on the top provide a graphical representation of the torus $\mathcal{T}_{(H,L)}^0$; precisely $\mathcal{T}_{(H,L)}^0$ can be meant as the cartesian product between the closed orbit of energy $\bar{H}$ in the $(r,\dot{r};L)$-plane (on the left) and the circle $L = \bar{L}$ in the $(L,\vartheta)$-cylinder (on the right). The figure at the bottom shows the behaviour of a solution $x$ in the plane. Notice that $\psi$ is the angle, measured in the counter-clockwise sense from $\vartheta = 0$, of the greatest non-positive instant $t$ in which $x$ lies at the pericenter.
Notice that, in the definition of $\varphi_2$, possible discontinuities of the angle $\psi$ are remedied by the angle defined by $\mu$; in this way, $\varphi_1$ and $\varphi_2$ are continuously well-defined as variables in $T = \mathbb{R} / 2\pi\mathbb{Z}$.

The above construction of the action-angle coordinates can be done starting from every torus $T^0_{(\tilde{H}, \tilde{L})}$ with $(\tilde{H}, \tilde{L})$ in a neighbourhood of $(H, L)$. Therefore, the transformation

$$
\Sigma: (x, p) \mapsto (I_1, I_2, \varphi_1, \varphi_2)
$$

is well-defined for $(x, p)$ in a neighbourhood of the fixed torus $T^0_{(H, L)}$ and it is well-known that it provides a symplectic diffeomorphism from this set onto its image.

In the new variables, system (2.10) takes the simpler form

$$
\dot{I}_1 = 0, \quad \dot{I}_2 = 0, \quad \dot{\varphi}_1 = \partial_{I_2} \mathcal{K}(I_1, I_2), \quad \dot{\varphi}_2 = \partial_{I_1} \mathcal{K}(I_1, I_2),
$$

(2.15)

where

$$
\mathcal{K}(I_1, I_2) = \mathcal{H}(\Sigma^{-1}(I_1, I_2, \varphi_1, \varphi_2)),
$$

(2.16)

meaning that in the new coordinates the Hamiltonian $\mathcal{K}$ depends only on the action variables.

**Remark 2.2.** A similar scenario holds for central force problems driven by the relativistic operator, namely

$$
\frac{d}{dt} \left( \frac{\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = V'(|x|) \frac{x}{|x|},
$$

with $c > 0$ denoting the speed of light. Indeed, the above system can be written in the Hamiltonian form (2.10) with

$$
\mathcal{H}(x, p) = c^2 \sqrt{1 + \frac{|p|^2}{c^2}} - V(|x|);
$$

moreover, the angular momentum defined in (2.11) is still a first integral. Introducing the linear momentum

$$
l = \left\langle \frac{x}{|x|}, p \right\rangle,
$$

for $x = re^{i\vartheta}$, one obtains

$$
\begin{cases}
\dot{r} = \frac{l}{\sqrt{1 + \frac{l^2 + L^2/r^2}{c^2}}}, \\
\dot{l} = \frac{L^2}{r^3} \frac{1}{\sqrt{1 + \frac{l^2 + L^2/r^2}{c^2}}} - V'(r), \\
\dot{\vartheta} = \frac{L}{r^2} \frac{1}{\sqrt{1 + \frac{l^2 + L^2/r^2}{c^2}}},
\end{cases}
$$

where $L$ is the angular momentum. Then, one can first study the dynamics in the $(r, l)$-plane (with $L$ fixed) so as to define, for closed orbits, the radial period
Using the equation for $\dot{\vartheta}$, the apsidal angle $\Theta_{\text{rel}}(H, L)$ can thus be defined as in (2.6). The construction of the action-angle variables is exactly the same. The above analysis has been carried out in detail in [15], dealing with the relativistic Kepler problem

$$
\frac{d}{dt} \left( \frac{x}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\kappa \frac{x}{|x|^3},
$$

where $\kappa > 0$. In particular, explicit formulas for the radial period and the apsidal angle can be provided, precisely

$$
T_{\text{rel}}(H, L) = \frac{2\pi \kappa c^3}{(c^4 - H^2)^{\frac{3}{2}}}, \quad \Theta_{\text{rel}}(H, L) = \frac{2\pi}{\sqrt{1 - \frac{\kappa^2}{c^2 L^2}}}.
$$

(2.17)

See also Remark 3.2.

3. The main result

In this section, we state and prove our main result for system

$$
\ddot{x} = V'(|x|) \frac{x}{|x|} + \varepsilon \nabla_x U(t, x), \quad x \in \mathbb{R}^2 \setminus \{0\},
$$

(3.1)

where $\varepsilon \in \mathbb{R}$, $V : (0, +\infty) \to \mathbb{R}$ is $C^2$ and $U : \mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}) \to \mathbb{R}$ is continuous, $\tau$-periodic in the first variable, and differentiable with respect to the second variable with $\nabla_x U$ continuous in $(t, x)$.

Using the notation of Section 2, for a energy-angular momentum pair $(H, L) \in \Lambda$ we set

$$
D(H, L) = \partial_H T(H, L) \cdot \partial_L \Theta(H, L) - \partial_L T(H, L) \cdot \partial_H \Theta(H, L).
$$

Notice that the functions $T$ and $\Theta$ are of class $C^1$ (see Remark A.1) and so $D$ is a well-defined continuous function.

With the above notation and recalling the definition of the invariant torus $T_0^{(H, L)}$ given in (2.12), the following theorem can be stated.

**Theorem 3.1.** Let us assume that, for some $(H^*, L^*) \in \Lambda$, the torus $T_0^{(H^*, L^*)}$ is filled by periodic solutions of minimal period $\tau$. If, moreover

$$
D(H^*, L^*) \neq 0,
$$

(3.2)

then there exists $\varepsilon^* > 0$ such that, for every $\varepsilon \neq 0$ with $|\varepsilon| < \varepsilon^*$, system (3.1) has at least three $\tau$-periodic solutions bifurcating from the torus $T_0^{(H^*, L^*)}$.

A couple of remarks about the statement are in order. First of all, we recall that, as discussed in Section 2, a necessary and sufficient condition for the torus $T_0^{(H^*, L^*)}$ to be filled by periodic solutions is

$$
\Theta(H^*, L^*) = 2\pi \frac{k}{n}
$$

(3.3)

for some coprime positive integers $n$ and $k$; in such a case, we called the corresponding solutions of type $(n, k)$, meaning that their winding number around the origin
is $k$ and the winding number of $(r, \dot{r})$ around the point $(r_0(L^*), 0)$ is $n$. Hence, in Theorem 3.1 we are implicitly requiring that $\tau = nT(H^*, L^*)$.

Second, we comment on the expression bifurcating from the torus $\mathcal{T}^0_{(H^*, L^*)}$. By this, we mean that each of the above solutions $x_\varepsilon$ remains arbitrarily close, for $\varepsilon \to 0$, to a solution $x_0$ of the unperturbed system with $(x_0(0), \dot{x}_0(0)) \in \mathcal{T}^0_{(H^*, L^*)}$. In particular, for $\varepsilon$ small enough, the solutions $x_\varepsilon$ have winding number around the origin equal to $k$. We also remark that, by changing the sign of $L$, other three solutions (with negative winding number $-k$) can be provided.

**Proof.** The proof relies on a perturbation theorem for completely integrable Hamiltonian systems proved in [27] Section 2; more precisely, we are going to apply a simplified version of this result as discussed in [15] Section 3.1. To this end, we first write system (3.1) in Hamiltonian form as

$$\dot{x} = \nabla_p \mathcal{H}_\varepsilon(x, p), \quad \dot{p} = -\nabla_x \mathcal{H}_\varepsilon(x, p),$$

where

$$\mathcal{H}_\varepsilon(x, p) = \frac{1}{2} |p|^2 - V(|x|) - \varepsilon U(t, x),$$

and we then pass to action-angle variables $(I_1, I_2, \varphi_1, \varphi_2) = \Sigma(x, p)$ in a neighborhood of the torus $\mathcal{T}^0_{(H^*, L^*)}$, as described in Section 2.2. System (3.4) thus takes the form

$$\begin{cases}
\dot{I}_1 = -\varepsilon \partial_{\varphi_1} \mathcal{R}(t, I_1, I_2, \varphi_1, \varphi_2), \\
\dot{I}_2 = -\varepsilon \partial_{\varphi_2} \mathcal{R}(t, I_1, I_2, \varphi_1, \varphi_2), \\
\dot{\varphi}_1 = \partial_{I_1} \mathcal{K}(I_1, I_2) + \varepsilon \partial_{I_1} \mathcal{R}(t, I_1, I_2, \varphi_1, \varphi_2), \\
\dot{\varphi}_2 = \partial_{I_2} \mathcal{K}(I_1, I_2) + \varepsilon \partial_{I_2} \mathcal{R}(t, I_1, I_2, \varphi_1, \varphi_2),
\end{cases}$$

where $\mathcal{K}$ is defined in (2.16) and

$$\mathcal{R}(t, I_1, I_2, \varphi_1, \varphi_2) = U(t, x(I_1, I_2, \varphi_1, \varphi_2)),$$

with $x(I_1, I_2, \varphi_1, \varphi_2)$ the two-dimensional vector made by the first two components of the four-dimensional vector $\Sigma^{-1}(I_1, I_2, \varphi_1, \varphi_2)$. System (3.5) looks like a perturbation, for $\varepsilon \neq 0$ and small, of system (2.15). According to [15] Theorem 3.1, to prove our result we thus need to check that conditions

$$\tau \nabla \mathcal{K}(I_1^*, I_2^*) \in 2\pi\mathbb{Z}^2$$

and

$$\det \nabla^2 \mathcal{K}(I_1^*, I_2^*) \neq 0$$

are satisfied, where $(I_1^*, I_2^*)$ are the actions corresponding to $(H^*, L^*)$ via (2.13).

In order to simplify the computations, from now on system (3.5) is meant on the covering space, that is, the angles $\varphi_1, \varphi_2$ are allowed take values in the whole real line. With this in mind, recalling (2.15), and in particular $\dot{\varphi}_i = \partial_{I_i} \mathcal{K}(I_1, I_2)$ for $i = 1, 2$, we deduce that

$$(\varphi_1(\tau) - \varphi_1(0), \varphi_2(\tau) - \varphi_2(0)) = \tau \nabla \mathcal{K}(I_1, I_2).$$
On the other hand, from the explicit expression of the angle variables in (2.14) we have that

\[ \varphi_1(\tau) - \varphi_1(0) = 2\pi \frac{\tau}{T(H, L)}, \]

\[ \varphi_2(\tau) - \varphi_2(0) = (\Theta(H, L) - 2\pi) \frac{\tau}{T(H, L)}. \]

According to (3.3), solutions on \( T^0_{(H^*, L^*)} \) are periodic of type \((n, k)\) with minimal period \( \tau = nT(H^*, L^*) \). For such solutions, we thus have

\[ (\varphi_1(\tau) - \varphi_1(0), \varphi_2(\tau) - \varphi_2(0)) = 2\pi(n, k - n). \]

Recalling (3.8), we infer

\[ \tau \nabla K(I_1^*, I_2^*) = 2\pi(n, k - n), \]

so that (3.6) is verified.

As for condition (3.7), we first introduce the notation

\[ \Phi(H, L) = \left( 2\pi \frac{\tau}{T(H, L)}, (\Theta(H, L) - 2\pi) \frac{\tau}{T(H, L)} \right), \]

and

\[ \Psi(H, L) = \left( \frac{1}{2\pi} A(H, L) + L, L \right). \]

The map \( \Phi \) is of class \( C^1 \) since \( T \) and \( \Theta \) are so. Moreover, the regularity of \( \Sigma^{-1} \) implies that map \( \Psi \) is of class \( C^1 \) as well. As proved in [6, p. 282], \( \partial_H A(H, L) = T(H, L) \) and so

\[
\det D\Psi(H, L) = \det \begin{pmatrix}
\frac{\partial_H A(H, L)}{2\pi} & \frac{\partial_L A(H, L)}{2\pi} + 1 \\
0 & 1
\end{pmatrix} \neq 0.
\]

Since \( \Psi \) is a one-to-one map, we have \( \det D\Psi^{-1} \neq 0 \) as well.

According to this notation and the previous computations, we deduce

\[ \Phi(\Psi^{-1}(I_1, I_2)) = \tau \nabla K(I_1, I_2). \]

By differentiating, we find

\[ \nabla^2 K(I_1, I_2) = \frac{1}{\tau} D(\Phi(\Psi^{-1}(I_1, I_2))) \]

and, consequently,

\[ \det \nabla^2 K(I_1, I_2) = \frac{1}{\tau^2} \det D\Phi_{(H, L) = \Psi^{-1}(I_1, I_2)} \cdot \det D\Psi^{-1}(I_1, I_2). \]

Since \( D\Psi^{-1}(I_1, I_2) \) is invertible, to prove (3.7) we just need to verify that

\[ \det D\Phi(H^*, L^*) \neq 0. \]
By direct computations (and omitting the dependence on \((H, L)\) to simplify the notation), we have

\[
D\Phi(H, L) = \frac{\tau}{T} \begin{pmatrix}
-2\pi \frac{\partial H T}{T} & -2\pi \frac{\partial L T}{T} \\
\partial_H \Theta & (\Theta - 2\pi) \frac{\partial H T}{T} \\
\partial_L \Theta & (\Theta - 2\pi) \frac{\partial L T}{T}
\end{pmatrix},
\]

so that

\[
\det D\Phi(H, L) = -2\pi \frac{\tau^2}{(T(H, L))^3} \left[ \partial_H T(H, L) \cdot \partial_L \Theta(H, L) - \partial_L T(H, L) \cdot \partial_H \Theta(H, L) \right]
\]

\[
= -2\pi \frac{\tau^2}{(T(H, L))^3} D(H, L).
\]

Using assumption (3.2), the conclusion follows. □

**Remark 3.1.** We observe that, with no changes in the proof, the result is still valid if the perturbation term \(U\) depends also on \(\varepsilon\), that is \(U = U(t, x, \varepsilon)\), provided that \(U\) and \(\nabla_x U\) remain bounded as \(\varepsilon \to 0\). Moreover, by the local nature of the result, we could assume that \(U\) (as well as \(V\) itself) is defined only on a neighborhood of the planar annulus \(\{x \in \mathbb{R}^2 : r_-(H^*, L^*) \leq |x| \leq r_{+}(H^*, L^*)\}\). Finally, we mention that the fact that the periodic solutions filling the torus \(T^0_{(H^*, L^*)}\) have minimal period equal to \(\tau\) is unnecessary. In a similar way, one could bifurcate from tori made by solutions with smaller minimal period, namely \(\tau = \ell \ln T(H^*, L^*)\) for some \(\ell \geq 2\). All these observations will be crucial in Section 5. ▼

**Remark 3.2.** A version of Theorem 3.1 for perturbation of relativistic central force fields, namely

\[
\frac{d}{dt} \left( \frac{\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = V'(|x|) \frac{x}{|x|} + \varepsilon \nabla_x U(t, x),
\]

can be provided, as well. Indeed, as explained in Remark 2.2, the construction of the action-angle variables for the unperturbed problem is exactly the same; accordingly, periodic solutions bifurcating from an invariant torus of energy \(H^*\) and angular momentum \(L^*\) can be found whenever condition (3.2) is satisfied, with radial period \(T_{\text{rel}}\) and apsidal angle \(\Theta_{\text{rel}}\) as in Remark 2.2.

In particular, for the Kepler potential \(V(|x|) = \kappa/|x|\) (with \(\kappa > 0\)), from the explicit formulas (2.17) one immediately obtains \(D(H, L) \neq 0\). Thus, the relativistic variant of Theorem 3.1 applies, in agreement with the analysis performed in [15], requiring instead the explicit computations of the Hamiltonian in action-angle coordinates. ▼

### 4. Some examples

In this section, we present some applications of Theorem 3.1 to various central force problems of physical interest. More precisely, in Section 4.1 we deal with the
(perturbed) Levi-Civita equation
\[
\ddot{x} = -\kappa \frac{x}{|x|^3} - 2\lambda \frac{x}{|x|^4} + \varepsilon \nabla_x U(t, x), \quad \kappa, \lambda > 0,
\] (4.1)
introduced in [33] as a relativistic correction of the Kepler problem (see also [11, 25] and the references therein). In Section 4.2 we analyze the (perturbed) homogeneous central force problem
\[
\ddot{x} = -\kappa \frac{x}{|x|^\alpha} + \varepsilon \nabla_x U(t, x), \quad \kappa > 0, \quad \alpha < 2, \quad \alpha \notin \{-2, 1\},
\] (4.2)
modeling sublinear/superlinear oscillators when \(\alpha \leq -1\) (cf. [7, 34]) and generalizing the Kepler problem when \(\alpha \in (-1, 2)\) (cf. [2, 35]). Finally, in Section 4.3 we consider the (perturbed) Lennard-Jones equation
\[
\ddot{x} = -24\varsigma \sigma^6 \frac{x}{|x|^8} + 48\varsigma \sigma^{12} \frac{x}{|x|^{14}} + \varepsilon \nabla_x U(t, x), \quad \varsigma, \sigma > 0,
\] (4.3)
introduced in [32] to describe intermolecular interactions (see also [14, 22] and the references therein).

For all the above problems, we are going to show that Theorem 3.1 can be applied by checking that condition (3.2) holds true for the unperturbed problem. In Section 4.1 this is done by explicit computations for the functions \(T\) and \(\Theta\); in Section 4.2, instead, explicit formula cannot be provided and we take advantage of the homogeneity of the problem to prove that the sign of \(D(H, L)\) is the same as the one of \(\partial_H \Theta(H, L)\), which is studied in [19, 39]. The application in Section 4.3 is more involved: in this case, we are able to prove the result only for values of the energy near the minimum, by developing careful asymptotic expansions for the maps \(T\) and \(\Theta\) and their derivatives (see Appendix A).

We stress that, in the following, we are just going to prove that condition (3.2) is satisfied, without caring about the minimal period of the invariant torus from which the bifurcation occurs. Thus, our next applications have to be meant in the following way: fixed an invariant torus filled by periodic solutions, with minimal period \(\tau\), of the unperturbed problem, at least six \(\tau\)-periodic solutions (three with positive angular momentum and three with negative angular momentum) exist if a sufficiently small perturbation term, periodic in time with the same period \(\tau\), is added. The fact that tori filled by periodic solutions always exists is guaranteed since \(\Theta\) is not constant.

Of course, one could also try to study, for a period \(\tau\) fixed in advance, if \(\tau\)-periodic solutions of the unperturbed problem actually exist (and how many) and then bifurcate from the associated invariant torus. This requires however a study of the range of the functions \(T\) and \(\Theta\) which we will provide only for the homogeneous potential, see Section 5.1 and Section 5.2.

### 4.1. Levi-Civita potential
Let us consider the potential
\[
V(r) = \frac{\kappa}{r} + \frac{\lambda}{r^2},
\]
where \(\kappa, \lambda > 0\), giving rise to (4.1).
Recalling the notation introduced in Section 2, for every $L > 0$ we have

$$W(r; L) = \frac{L^2}{2r^2} - \frac{\kappa}{r} - \frac{\lambda}{r^2} = \frac{1}{2r^2}(-2\kappa r + L^2 - 2\lambda),$$

$$W'(r; L) = -\frac{L^2}{r^3} + \frac{\kappa}{r^2} + \frac{2\lambda}{r^3} = \frac{1}{r^3}(\kappa r + 2\lambda - L^2).$$

Therefore, $W'(\cdot; L)$ changes sign (once) in $(0, +\infty)$ if and only if $L^2 > 2\lambda$.

In this case $W(\cdot; L)$ has a unique strict global minimum at

$$r_0(L) = \frac{L^2 - 2\lambda}{\kappa},$$

with

$$w_0(L) = -W(r_0(L); L) = \frac{\kappa^2}{2(L^2 - 2\lambda)} > 0.$$

Moreover, $W'(\cdot; L) < 0$ in $(0, r_0(L))$, and $W'(\cdot; L) > 0$ in $(r_0(L), +\infty)$. Therefore condition $(h_W)$ is satisfied. Observing, moreover, that

$$\lim_{r \to 0^+} W(r; L) = +\infty, \quad \lim_{r \to +\infty} W(r; L) = 0,$$

we infer that the equation $W(r; L) = H$ has exactly two solutions $r_\pm(H, L)$ if and only if $-w_0(L) < H < 0$. Thus, recalling (2.4), we have

$$\Lambda = \left\{(H, L) \in \mathbb{R}^2: L \in (2\lambda, +\infty), H \in \left(-\frac{\kappa^2}{2(L^2 - 2\lambda)}, 0\right)\right\}.$$  

For further convenience, we also observe that the two solutions $r_\pm(H, L)$ satisfy

$$(r - r_+(H, L))(r - r_-(H, L)) = r^2 + \frac{\kappa}{H}r + \frac{2\lambda - L^2}{2H} = 0. \quad (4.4)$$

We are going to compute explicitly $T$ and $\Theta$ and, in consequence, their derivatives. As for $T$, using (4.4), we find

$$T(H, L) = \sqrt{2} \int_{r_-(H, L)}^{r_+(H, L)} \frac{dr}{\sqrt{H - W(r; L)}} = \frac{\sqrt{2}}{\sqrt{-H}} \int_{r_-(H, L)}^{r_+(H, L)} \frac{r \, dr}{\sqrt{(r_+(H, L) - r)(r - r_-(H, L))}}.$$  

By performing the change of variable

$$r = \frac{r_+(H, L) + r_-(H, L) u^2}{u^2 + 1}, \quad u = \sqrt{\frac{r_+(H, L) - r}{r - r_- (H, L)}}, \quad (4.5)$$
we thus obtain

\[
T(H, L) = \frac{2\sqrt{2}}{\sqrt{-H}} \int_0^{+\infty} \frac{r_+(H, L) + r_-(H, L)u^2}{(u^2 + 1)^2} \, du
= \frac{2\sqrt{2}}{\sqrt{-H}} \left[ \frac{r_+(H, L) - r_-(H, L)}{2} \frac{u}{u^2 + 1} + \frac{r_+(H, L) + r_-(H, L)}{2} \arctan(u) \right]_0^{+\infty}
= \frac{\pi \kappa}{\sqrt{2}(-H)^{3/2}}.
\]

Therefore,

\[
\partial_H T(H, L) = \frac{3\pi \kappa}{2\sqrt{2}(-H)^{5/2}} > 0, \quad \partial_L T(H, L) = 0. \tag{4.6}
\]

Notice that \(T\) is independent on \(L\).

As for \(\Theta\), by exploiting again the change of variable (4.5), we get

\[
\Theta(H, L) = \sqrt{2} L \int_{r_-(H, L)}^{r_+(H, L)} \frac{dr}{r^2 \sqrt{H - W(r; L)}}
= \sqrt{2} L \int_{r_-(H, L)}^{r_+(H, L)} \frac{dr}{\sqrt{r_+(H, L) - r_-(H, L)} (r - r_-(H, L))}
= \frac{2\sqrt{2} L}{\sqrt{-H}} \int_0^{+\infty} \frac{du}{r_+(H, L) + r_-(H, L) u^2}
= \frac{2\sqrt{2} L}{\sqrt{-H}} \left[ \frac{1}{\sqrt{r_+(H, L) \cdot r_-(H, L)}} \arctan \left( \frac{r_-(H, L)}{r_+(H, L)} u \right) \right]_0^{+\infty}
= \frac{2\pi L}{\sqrt{L^2 - 2\lambda}}.
\]

This implies that

\[
\partial_H \Theta(H, L) = 0, \quad \partial_L \Theta(H, L) = -\frac{4\pi \lambda}{(L^2 - 2\lambda)^{3/2}} < 0. \tag{4.7}
\]

Notice that \(\Theta\) is independent on \(H\).

Summing up, from (4.6) and (4.7), we can compute

\[
\mathcal{D}(H, L) = \partial_H T(H, L) \cdot \partial_L \Theta(H, L) = -\frac{3\sqrt{2} \pi^2 \kappa \lambda}{(-H)^{3/2} (L^2 - 2\lambda)^{3/2}} < 0,
\]

so that condition (3.2) holds true and Theorem 3.1 can be applied.

**Remark 4.1.** Notice that the previous computations for \(T\) and \(\Theta\) are valid for every \(\lambda \in \mathbb{R}\). In particular, it is easily checked that condition (3.2) is satisfied also when \(\lambda < 0\). On the other hand, for \(\lambda = 0\) (corresponding to the Kepler potential \(V(r) = \kappa/r\)) we find \(\mathcal{D}(H, L) = 0\) for all \((H, L) \in \Lambda\), and so Theorem 3.1 cannot be applied. Incidentally, notice that in this case \(\Theta \equiv 2\pi\), as already observed in Remark 2.1.
4.2. Homogeneous potentials

For \( \alpha \in (-\infty, 0) \cup (0, 2) \) and \( \kappa > 0 \), let us consider the potential

\[
V(r) = \frac{\kappa}{\alpha r^\alpha},
\]

(4.8)
giving rise to [4.2].

Recalling the notation introduced in Section 2, for all \( L > 0 \) we have

\[
W(r; L) = \frac{L^2}{2r^2} - \frac{\kappa}{\alpha r^\alpha} = -\frac{1}{2\alpha r^2} \left( 2\kappa r^{2-\alpha} - \alpha L^2 \right),
\]

(4.9)

\[
W'(r; L) = -\frac{L^2}{r^3} + \frac{\kappa}{r^{\alpha+1}} = \frac{1}{r^3} \left( \kappa r^{2-\alpha} - L^2 \right).
\]

(4.10)

Therefore, \( W'(\cdot; L) \) changes sign (once) in \((0, +\infty)\). Hence, \( W(\cdot; L) \) has a unique strict global minimum at

\[
r_0(L) = \left( \frac{L^2}{\kappa} \right)^{\frac{1}{2}}\alpha,
\]

(4.11)

with

\[
w_0(L) = -W(r_0(L); L) = \frac{2 - \alpha}{2\alpha} \kappa \frac{2}{\alpha} \frac{L^{2-\alpha}}{2} > 0.
\]

Moreover, \( W'(\cdot; L) < 0 \) in \((0, r_0(L))\), and \( W'(\cdot; L) > 0 \) in \((r_0(L), +\infty)\), so that condition \((h_W)\) holds. Observing furthermore that

\[
\lim_{r \to 0^+} W(r; L) = +\infty, \quad \lim_{r \to +\infty} W(r; L) = 0,
\]

we deduce that the equation \( W(r; L) = H \) has exactly two solutions \( r_{\pm}(H, L) \) if and only if \(-w_0(L) < H < 0\). Thus,

\[
\Lambda = \left\{ (H, L) \in \mathbb{R}^2 : L \in (0, +\infty), \ H \in \left( -\frac{2 - \alpha}{2\alpha} \kappa \frac{2}{\alpha} \frac{L^{2-\alpha}}{2}, 0 \right) \right\}.
\]

(4.12)

We now present two lemmas, showing that the homogeneity of the problem allows us to reduce the computations of \( T \) and \( \Theta \) to the case \( L = 1 \).

**Lemma 4.1.** For all \((H, L) \in \Lambda\), it holds that

\[
T(H, L) = L^{\frac{2+\alpha}{2-\alpha}} T(HL^{\frac{2}{2-\alpha}}, 1).
\]

(4.13)

**Proof.** We first observe (and we omit the straightforward proof) that, if \( r \) is a periodic function satisfying the energy relation

\[
\frac{1}{2}\dot{r}(t)^2 + W(r(t); L) = H,
\]

then the function \( \rho \) defined as

\[
\rho(t) = L^{-\frac{2}{2-\alpha}} r(L^{\frac{2+\alpha}{2-\alpha}} t)
\]

satisfies

\[
\frac{1}{2}\dot{\rho}(t)^2 + W(\rho(t); 1) = HL^{\frac{2}{2-\alpha}}.
\]

Denoting by \( T_r \) and \( T_\rho \) the minimal periods of \( r \) and \( \rho \), respectively, it obviously holds that \( T_r = T(H, L) \) and \( T_\rho = T(HL^{\frac{2}{2-\alpha}}, 1) \). Since \( T_r \) and \( T_\rho \) are related by

\[
T_r = L^{\frac{2+\alpha}{2-\alpha}} T_\rho,
\]

(4.14)
Recalling the definition of the function $P$ given in (2.9), in a similar way we have the following.

**Lemma 4.2.** For all $(H, L) \in \Lambda$, it holds that

$$P(H, L) = L^{-1}P(HL^{\frac{2\alpha}{\pi - \alpha}}, 1).$$

(4.14)

**Proof.** The proof is similar to the one of Lemma 4.1. Indeed, if $u$ is a periodic function satisfying

$$\frac{1}{2} \dot{u}^2 + W\left(\frac{1}{u}; L\right) = H,$$

then the function

$$\eta(t) = L^{\frac{2}{\pi - \alpha}} u(L^{-1}t)$$

satisfies

$$\frac{1}{2} \dot{\eta}^2 + W\left(\frac{1}{\eta}; 1\right) = H L^{\frac{2\alpha}{\pi - \alpha}}.$$ 

Denoting by $P_u$ and $P_\eta$ the minimal periods of $u$ and $\eta$, respectively, it holds that $P_u = P(H, L)$ and $P_\eta = P(HL^{\frac{2\alpha}{\pi - \alpha}}, 1)$. Since $P_u$ and $P_\eta$ are related by

$$P_u = L^{-1}P_\eta,$$

the thesis follows. □

From the above lemmas, we can obtain the following equalities involving $T$, $\Theta$, and their derivatives.

**Lemma 4.3.** For all $(H, L) \in \Lambda$, it holds that

$$\partial_L T(H, L) = \frac{L^{-1}}{2 - \alpha} \left( (2 + \alpha)T(H, L) + 2\alpha H \partial_H T(H, L) \right),$$

(4.15)

$$\partial_L \Theta(H, L) = \frac{2\alpha}{2 - \alpha} \frac{H}{L} \partial_H \Theta(H, L).$$

(4.16)

**Proof.** As for (4.15), we differentiate (4.13) with respect to $H$ and $L$ to obtain

$$\partial_H T(H, L) = L^{\frac{2 + \alpha}{2 - \alpha} + \frac{2\alpha}{\pi - \alpha}} \partial_H T(HL^{\frac{2\alpha}{\pi - \alpha}}, 1),$$

$$\partial_L T(H, L) = \frac{2 + \alpha}{2 - \alpha} L^{\frac{2 + \alpha}{2 - \alpha} - 1} \partial_H T(HL^{\frac{2\alpha}{\pi - \alpha}}, 1)$$

$$+ L^{\frac{2 + \alpha}{\pi - \alpha}} \partial_H T(HL^{\frac{2\alpha}{\pi - \alpha}}, 1)H \frac{2\alpha}{2 - \alpha} L^{\frac{2\alpha}{\pi - \alpha} - 1}$$

$$= \frac{2 + \alpha}{2 - \alpha} L^{-1}T(H, L) + \frac{2\alpha}{2 - \alpha} HL^{-1} \partial_H T(H, L).$$

Hence, (4.15) follows.

As for (4.16), we first differentiate (2.8) with respect to $L$ to obtain

$$\partial_L \Theta(H, L) = P(H, L) + L \partial_L P(H, L).$$

(4.17)
Then, exploiting (4.14), we have
\[
\partial_H P(H, L) = L^{-1 + \frac{2\alpha}{2-\alpha}} \partial_H P(HL^{\frac{2\alpha}{2-\alpha}}, 1),
\]
\[
\partial_L P(H, L) = -L^{-2} \partial_L P(HL^{\frac{2\alpha}{2-\alpha}}, 1) + L^{-1} \partial_H P(HL^{\frac{2\alpha}{2-\alpha}}, 1) H \frac{2\alpha}{2-\alpha} L^{\frac{2\alpha}{2-\alpha} - 1}
\]
\[
= -L^{-1} P(H, L) + \frac{2\alpha}{2-\alpha} L^{-1} H \partial_H P(H, L).
\]
Thus, using (4.17) we get
\[
\partial_L \Theta(H, L) = \frac{2\alpha}{2-\alpha} H \partial_H P(H, L).
\]
Since \(\partial_H \Theta(H, L) = L \partial_H P(H, L)\), (4.16) follows. \qed

Using this lemma, we can finally obtain the following formula for \(D(H, L)\).

**Lemma 4.4.** For all \((H, L) \in \Lambda\), it holds that
\[
D(H, L) = -\frac{2 + \alpha}{2 - \alpha} T(H, L) \partial_H \Theta(H, L).
\]

**Proof.** Using Lemma 4.3 we have
\[
D(H, L) = \partial_H T(H, L) \cdot \partial_L \Theta(H, L) - \partial_L T(H, L) \cdot \partial_H \Theta(H, L) =
\]
\[
= \partial_H T(H, L) \cdot \frac{2\alpha}{2 - \alpha} H L \partial_H \Theta(H, L)
\]
\[
- \frac{L^{-1}}{2 - \alpha} \left( (2 + \alpha) T(H, L) + 2\alpha H \partial_H T(H, L) \right) \cdot \partial_H \Theta(H, L)
\]
\[
= -\frac{2 + \alpha}{2 - \alpha} \frac{1}{T(H, L)} \partial_H \Theta(H, L)
\]
and the thesis follows. \qed

For \(\alpha = -2\) (corresponding to the harmonic oscillator), we have thus found
\(D(H, L) = 0\) for all \((H, L) \in \Lambda\) and so Theorem 3.1 does not apply. For \(\alpha = 1\) (corresponding to the Kepler problem) we again have \(D(H, L) = 0\) since \(\partial_H \Theta(H, L) = 0\) as shown in Remark 4.1. In the other cases (namely, \(\alpha < 2\) and \(\alpha \notin \{-2, 0, 1\}\)), we know from [19, 39] that
\[
\partial_H \Theta(H, L) \begin{cases} 
> 0, & \text{if } \alpha \in (-\infty, -2) \cup (1, 2), \\
< 0, & \text{if } \alpha \in (-2, 1) \setminus \{0\},
\end{cases}
\]
(4.18)
for all \((H, L) \in \Lambda\). Accordingly
\[
D(H, L) \begin{cases} 
> 0, & \text{if } \alpha \in (-\infty, 1) \setminus \{-2, 0\}, \\
< 0, & \text{if } \alpha \in (1, 2),
\end{cases}
\]
for all \((H, L) \in \Lambda\). Therefore, condition (3.2) holds true and Theorem 3.1 can be applied.
Remark 4.2 (Monotonicity of $\Theta$ with respect to $L$). We notice that, using (4.16), we can compute the sign of $\partial_L \Theta(H, L)$ thanks to (4.18). Indeed, recalling that $H < 0$, we obtain
\[
\partial_L \Theta(H, L) \begin{cases} 
> 0, & \text{if } \alpha \in (-\infty, -2) \cup (0, 1), \\
< 0, & \text{if } \alpha \in (-2, 0) \cup (1, 2),
\end{cases}
\]
for all $(H, L) \in \Lambda$. Notice that this was explicitly raised as an open problem in [18, p. 25].

Remark 4.3 (Logarithmic potential). For $\alpha = 0$, the definition of the potential $V$ in (4.8) is clearly meaningless. However, the central force problem (4.2) still makes sense, coming from the logarithmic potential
\[
V(r) = -\kappa \log r.
\]
with $\kappa > 0$. In this case, in spite of the missing homogeneity of $V$, one can still argue in a similar way as before. More precisely, exploiting the scaling $\rho(t) = L^{-1}r(Lt)$ it is easily proved that
\[
T(H, L) = LT(H - \log L, 1),
\]
while, using the scaling $\eta(t) = Lu(L^{-1}t)$, one can deduce that
\[
P(H, L) = L^{-1}P(H - \log L, 1).
\]
Differentiating these formulas, we reach
\[
\partial_L T(H, L) = L^{-1}(T(H, L) - \partial_H T(H, L))
\]
and
\[
\partial_L \Theta(H, L) = -L^{-1}\partial_H \Theta(H, L).
\]
Therefore
\[
\mathcal{D}(H, L) = -L^{-1}T(H, L)\partial_H \Theta(H, L).
\]
Incidentally, notice that the above formula corresponds exactly to formula (4.4) for $\alpha = 0$. Now, recalling [19], we known that $\partial_H \Theta(H, L) < 0$ and so $\mathcal{D}(H, L) > 0$. Hence, also in the case of the logarithmic potential condition (3.2) is satisfied. We omit the details for briefness.

4.3. Lennard-Jones potentials
Let us consider the potential
\[
V(r) = 4\varsigma \sigma^6 - 4\varsigma \sigma^{12},
\]
where $\varsigma, \sigma > 0$, giving rise to (4.3). Recalling the notation introduced in Section 2 for every $L > 0$, we have
\[
W(r; L) = \frac{L^2}{2r^2} - 4\varsigma \sigma^6 + 4\varsigma \sigma^{12},
\]
which satisfies
\[
\lim_{r \to 0^+} W(r; L) = +\infty, \quad \lim_{r \to +\infty} W(r; L) = 0.
\]
We analyze the monotonicity of $W(\cdot; L)$. Accordingly, we compute
\[
W'(r; L) = -\frac{L^2}{r^3} + 24\xi^{\frac{6}{r^7}} - 48\xi^{\frac{12}{r^{13}}} = \frac{1}{r^{13}} \left(-L^2r^{10} + 24\xi\sigma^6r^6 - 48\xi\sigma^{12}\right).
\]
Let us set
\[
n(r) := -L^2r^{10} + 24\xi\sigma^6r^6 - 48\xi\sigma^{12}.
\]
Then,
\[
n'(r) = -10L^2r^9 + 144\xi^{\frac{6}{r^5}} = 2r^5 \left(-5L^2r^4 + 72\xi\sigma^6\right).
\]
Thus, $n$ is strictly increasing in $(0, \bar{r}(L))$ and strictly decreasing in $(\bar{r}(L), +\infty)$, where
\[
\bar{r}(L) = \left(\frac{72\xi\sigma^6}{5L^2}\right)^{\frac{1}{4}}, \quad n(\bar{r}(L)) = 48\xi\sigma^{12} \left[\frac{1}{5} \left(\frac{72\xi^2\sigma^3}{5L^3}\right) - 1\right],
\]
are the maximum point and the maximum of $n$, respectively. Since
\[
\lim_{r \to 0^+} n(r) = -48\xi\sigma^{12} < 0, \quad \lim_{r \to +\infty} n(r) = -\infty,
\]
a necessary condition to have a zero of $W'(r; L)$ is $n(\bar{r}(L)) > 0$, that is
\[
L^2 < \left(\frac{1}{5}\right)^{\frac{2}{5}} \frac{72\xi^2}{5}\sigma^2. \quad (4.19)
\]
If (4.19) holds, then $n$ has exactly two zeros $r_1(L)$ and $r_2(L)$ with $0 < r_1(L) < r_2(L)$. From this analysis, we deduce that
\[
W'(\cdot; L) < 0 \quad \text{in} \quad (0, r_1(L)) \cup (r_2(L), +\infty), \quad W'(\cdot; L) > 0 \quad \text{in} \quad (r_1(L), r_2(L)).
\]
Hence, condition $(h_W)$ holds for $r_0(L) = r_1(L)$. See the representation of the graph of $W(\cdot; L)$ in Figure 3.

Since $r_0(L)$ solves $n(r) = 0$, we have
\[
L^2r_0(L)^{10} = 24\xi\sigma^6r_0(L)^6 - 48\xi\sigma^{12} \quad (4.20)
\]
and thus
\[ w_0(L) = -W(r_0(L); L) = -\frac{4\varsigma \sigma^6}{r_0(L)^2} (2r_0(L)^6 - 5\sigma^6) . \]

We consider the functions \( T \) and \( \Theta \) defined in the set
\[ \Lambda = \left\{ (H, L) \in \mathbb{R}^2 : L > 0, \ L^2 < \left( \frac{1}{5} \right)^\frac{3}{2} \frac{72}{5} \varsigma \sigma^2, \ \ H \in (-w_0(L), W(r_2(L))) \right\} . \]

A global study of the sign of \( \mathcal{D} \) on the set \( \Lambda \) seems to be a difficult task. Therefore, from now on our analysis will be local, in the sense that we are going to consider values of \( H \) slightly above \(-w_0(L)\). More precisely, taking advantage of the results in Appendix A, we compute the limits as \( H \to (-w_0(L))^+ \) of \( \partial_H T, \ \partial_L T, \ \partial_H \Theta, \ \partial_L \Theta \), in order to show that
\[ \lim_{H \to (-w_0(L))^+} \mathcal{D}(H, L) > 0, \quad (4.21) \]
for every admissible \( L \) sufficiently small. Thus, for every admissible \( L \) small enough, there exists a suitable \( \tilde{H}(L) > -w_0(L) \) such that \( \mathcal{D}(H, L) > 0 \) for every \( H \in (-w_0(L), \tilde{H}(L)) \). Hence, \( \mathcal{D}(H, L) \neq 0 \) at least on a non-empty open subset of \( \Lambda \).

First, we deal with the function \( T \). To enter the framework of Appendix A, we set \( \mathcal{V}(r) = V(r) \) and \( k = -1 \). Hence,
\[ \Omega(r; L) = W(r; L) + w_0(L) = \frac{1}{2r_{12}} \left( L^2 r_{10} - 36 \varsigma \sigma^6 r^6 + 8 \varsigma \sigma^4 r^6 + 2w_0(L)r_{12} \right). \]

The higher order derivatives are the following
\[
\begin{align*}
W''(r; L) &= \frac{3}{r_{14}} \left( L^2 r_{10} - 56 \varsigma \sigma^6 r^6 + 208 \varsigma \sigma^4 r^6 \right), \\
W'''(r; L) &= -\frac{12}{r_{15}} \left( L^2 r_{10} - 112 \varsigma \sigma^6 r^6 + 728 \varsigma \sigma^4 r^6 \right), \\
W^{(4)}(r; L) &= \frac{12}{r_{16}} \left( 5L^2 r_{10} - 1008 \varsigma \sigma^6 r^6 + 10920 \varsigma \sigma^4 r^6 \right).
\end{align*}
\]

Then, recalling (4.20) and the definition of \( \Omega^{(1)}_0(L) \) given in (A.8), we find
\[
\begin{align*}
\Omega^{(2)}_0(L) &= \frac{3}{r_0(L)^{14}} \left( (24 - 56) \varsigma \sigma^6 r_0(L)^6 + (-48 + 208) \varsigma \sigma^4 r_0(L)^6 \right) \\
&= \frac{2^5 \cdot 3 \varsigma \sigma^6}{r_0(L)^{14}} (-r_0(L)^6 + 5\sigma^6), \\
\Omega^{(3)}_0(L) &= \frac{2^5 \cdot 3 \varsigma \sigma^6}{r_0(L)^{15}} (11r_0(L)^6 - 85\sigma^6), \\
\Omega^{(4)}_0(L) &= \frac{2^5 \cdot 3^2 \varsigma \sigma^6}{r_0(L)^{16}} (-37r_0(L)^6 + 445\sigma^6).
\end{align*}
\]

Using the fact that \( n'(r_0(L)) > 0 \) together with (4.20), we easily deduce that
\[ \Omega^{(2)}_0(L) > 0. \quad (4.22) \]

Moreover, we compute
\[
\left( \frac{d}{dL} \Omega^{(2)}_0 \right)(L) = -\frac{2^5 \cdot 3 \varsigma \sigma^6}{r_0(L)^{15}} r_0'(L) \left( 14(-r_0(L)^6 + 5\sigma^6) + 6r_0(L)^6 \right) < 0,
\]
where the last inequality follows from (4.22) and the fact that \( r'_0(L) > 0 \) by (A.18) (with \( k = -1 \)). Now, omitting the dependence on \( L \), according to definition (A.23) of \( \Sigma_0 \), we thus have
\[
\Sigma_0 = 5(\Omega_0^{(3)})^2 - 3\Omega_0^{(2)}\Omega_0^{(4)}
\]
\[
= 2^{10} \cdot 3^2 \cdot 5^2 \sigma^{12} \left[ 5(11r_0^6 - 85\sigma^6)^2 - 3^2(-r_0^6 + 5\sigma^6)(-37r_0^6 + 445\sigma^6) \right]
\]
\[
= 2^{12} \cdot 3^2 \cdot 5^2 \sigma^{12} \left( 68r_0^{12} - 920\sigma^6r_0^6 + 4025\sigma^{12} \right) > 0.
\]

Then, by Proposition [A.1] for every admissible \( L \) it holds that
\[
\lim_{H \to (-\omega_0(L))^+} \partial_H T(H, L) > 0. \tag{4.23}
\]
Moreover, we have
\[
r_0^2\Sigma_0 + 24\Omega_0^{(2)}\Omega_0^{(3)}r_0 + 72(\Omega_0^{(2)})^2 =
\]
\[
= 2^{12} \cdot 3^2 \cdot 5^2 \sigma^{12} \left[ (68r_0^{12} - 920\sigma^6r_0^6 + 4025\sigma^{12}) + 6(-r_0^6 + 5\sigma^6)(11r_0^6 - 85\sigma^6) \right.
\]
\[
\qquad \qquad \qquad \qquad \qquad \qquad \left. + 18(-r_0^6 + 5\sigma^6)^2 \right]
\]
\[
= 2^{12} \cdot 3^2 \cdot 5^2 \sigma^{12} \left( 4r_0^{12} - 52\sigma^6r_0^6 + 385\sigma^{12} \right) > 0.
\]

Then, by Proposition [A.1] (with \( k = -1 \) and \( s_0(L) = r_0(L) \)), for every admissible \( L \) it holds that
\[
\lim_{H \to (-\omega_0(L))^+} \partial_L T(H, L) < 0. \tag{4.24}
\]

Second, we deal with the function \( \Theta \). To enter the framework of Appendix A we set \( \mathcal{V}(u) = V(1/u) \) and \( k = 1 \). Hence,
\[
\Omega(u; L) = W \left( \frac{1}{u}; L \right) + W \left( \frac{1}{r_0(L)}; L \right) = \frac{1}{2}L^2u^2 - 4\zeta\sigma u^6 + 4\xi\sigma^{12}u^{12} + W \left( \frac{1}{r_0(L)}; L \right).
\]
Notice that the minimum point of \( \Omega(u; L) \) is \( u_0(L) = 1/r_0(L) \), with \( r_0(L) \) defined as above, so that hypothesis \((h_W)\) is satisfied. The derivatives of \( \Omega \) are the following
\[
\Omega'(u; L) = L^2u - 24\zeta\sigma^6u^5 + 48\zeta\sigma^{12}u^{11},
\]
\[
\Omega''(u; L) = L^2 - 120\zeta\sigma^6u^4 + 528\zeta\sigma^{12}u^{10},
\]
\[
\Omega'''(u; L) = -480\zeta\sigma^6u^3 + 5280\zeta\sigma^{12}u^9,
\]
\[
\Omega^{(4)}(u; L) = -1440\zeta\sigma^6u^2 + 47520\zeta\sigma^{12}u^8.
\]

From (4.20), we deduce that
\[
L^2 = 24\zeta\sigma^6(u_0(L))^4 - 48\zeta\sigma^{12}(u_0(L))^{10}, \tag{4.25}
\]
which corresponds to the fact that $\Omega'(u_0(L); L) = 0$. Then, using (4.25), we find
\[
\begin{align*}
\Omega^{(2)}_0(L) &= 2^5 \cdot 3\varsigma^6 u_0(L)^4 (5\sigma^6 u_0(L)^6 - 1), \\
\Omega^{(3)}_0(L) &= 2^5 \cdot 3 \cdot 5\varsigma^6 u_0(L)^3 (11\sigma^6 u_0(L)^6 - 1), \\
\Omega^{(4)}_0(L) &= 2^5 \cdot 3^2 \cdot 5\varsigma^6 u_0(L)^2 (33\sigma^6 u_0(L)^6 - 1).
\end{align*}
\]
As above, one can easily check that
\[
\Omega^{(2)}_0(L) > 0
\]
and that
\[
\left( \frac{d}{dL} \Omega^{(2)}_0 \right)(L) = 2^5 \cdot 3\varsigma^6 u_0(L)(4u_0(L)^3 (5\sigma^6 u_0(L)^6 - 1) + 30\sigma^6 u_0(L)^9) < 0.
\]
Omitting again the dependence on $L$, we have
\[
\begin{align*}
\Sigma_0 &= 5(\Omega^{(3)}_0)^2 - 3(\Omega^{(2)}_0)^2 \Omega^{(4)}_0 \\
&= 2^{10} \cdot 3^2 \cdot 5\varsigma^2 \sigma^6 u_0^6 \left[ 5^2 (11\sigma^6 u_0^6 - 1)^2 - 3^2 (5\sigma^6 u_0^6 - 1)(33\sigma^6 u_0^6 - 1) \right] \\
&= 2^{12} \cdot 3^2 \cdot 5\varsigma^2 \sigma^6 u_0^6 (385\sigma^6 u_0^{12} - 52\sigma^6 u_0^6 + 4) > 0.
\end{align*}
\]
Then, by Proposition A.1 (with $k = 1$ and $s_0(L) = u_0(L)$), for every admissible $L$ it holds that
\[
\lim_{H \to (-w_0(L))^+} \partial_H P(H, L) > 0.
\]
Therefore, recalling (2.8), we have that
\[
\lim_{H \to (-w_0(L))^+} \partial_H \Theta(H, L) > 0. \tag{4.26}
\]
Next, in order to analyze the sign of $\partial_L \Theta(H, L)$, first we compute
\[
\begin{align*}
&u_0^6 \Sigma_0 - 24\Omega^{(2)}_0 \Omega^{(3)}_0 u_0 + 24(\Omega^{(2)}_0)^2 = \\
&= 2^{12} \cdot 3^2 \varsigma^2 \sigma^6 u_0^8 \left[ 5 (385\sigma^6 u_0^{12} - 52\sigma^6 u_0^6 + 4) \\
&\quad - 30(5\sigma^6 u_0^6 - 1)(11\sigma^6 u_0^6 - 1) + 6(5\sigma^6 u_0^6 - 1)^2 \right] \\
&= 2^{12} \cdot 3^2 \varsigma^2 \sigma^6 u_0^8 (425\sigma^6 u_0^{12} + 160\sigma^6 u_0^6 - 4).
\end{align*}
\]
Then, recalling again (2.8) and (4.17), by Proposition A.1 (with $k = 1$ and $s_0(L) = u_0(L)$), for every admissible $L$ it holds that
\[
\begin{align*}
&\lim_{H \to (-w_0(L))^+} \partial_L \Theta(H, L) = \\
&= \lim_{H \to (-w_0(L))^+} P(H, L) + \lim_{H \to (-w_0(L))^+} L\partial_L P(H, L) \\
&= \frac{2\pi}{(\Omega^{(2)}_0)^{\frac{3}{2}}} - \frac{\pi L^2}{12(\Omega^{(2)}_0)^{\frac{3}{2}}} \cdot 2^{12} \cdot 3^2 \varsigma^2 \sigma^6 u_0^8 (425\sigma^6 u_0^{12} + 160\sigma^6 u_0^6 - 4) \\
&= \frac{2\pi}{(\Omega^{(2)}_0)^{\frac{3}{2}}} \left[ (\Omega^{(2)}_0)^3 - L^2 \cdot 2^9 \cdot 3\varsigma^2 \sigma^6 u_0^8 (425\sigma^6 u_0^{12} + 160\sigma^6 u_0^6 - 4) \right].
\end{align*}
\]
Recalling (4.25), we compute the term into the square bracket
\[
2^{15} \cdot 3^3 \sigma^{18} u_0^{12} (5 \sigma^6 u_0^6 - 1)^3
- 2^9 \cdot 3 \sigma^6 u_0^4 (1 - 2 \sigma^6 u_0^6) \cdot 2^{12} \cdot 3^2 \sigma^{12} u_0^8 (425 \sigma^{12} u_0^{12} + 160 \sigma^6 u_0^6 - 4) =
= 2^{12} \cdot 3^3 \sigma^{18} u_0^{12} \left[ 3850 \sigma^{18} u_0^{18} - 1905 \sigma^{12} u_0^{12} + 192 \sigma^6 u_0^6 - 20 \right].
\]
Regarding the expression inside the brackets as a third order polynomial function of \( \sigma^6 u_0^6(L) \), one can prove that it change sign once in \((0, +\infty)\), say \( k_0 \) this point, being negative in \((0, k_0)\) and positive in \((k_0, +\infty)\). Since \( L \mapsto u_0(L) \) is a strictly decreasing function (by differentiating (4.25) and using the fact that \( \Omega_0^{(2)}(L) > 0 \)) and \( \lim_{L \to 0^+} u_0(L) > k_0 \), we conclude that there exists \( L_0 > 0 \) such that
\[
\lim_{H \to u_0(L)^+} H \Theta(H, L) \geq 0,
\]
for every admissible \( L \) with \( L \leq L_0 \) (and strictly positive otherwise).

Summing up, from (4.23), (4.24), (4.26), (4.27) we have that (4.21) holds true.

5. An application to a restricted 3-body problem with non-Newtonian interaction

In this section, we investigate the existence of periodic solutions for a restricted planar circular 3-body problem, with the interaction between the primaries driven by a \(-\alpha\)-homogeneous potential with \( \alpha \in (0, 2) \). Our strategy consists in interpreting this restricted problem as a perturbation, when the mass of one of the primaries tends to zero, of a \(-\alpha\)-homogeneous Kepler problem, so as to make an application of Theorem 3.1 possible, as discussed in Section 4.2. Notice that this forces us to assume \( \alpha \neq 1 \), thus excluding the case of a Newtonian attraction. For the existence of periodic solutions in the Newtonian case see [5, 23, 37, 38] and the references therein.

This section is organized as follows. In Section 5.1, we first prove some technical results about the functions \( T \) and \( \Theta \) for the potential (4.8). Based on this, in Section 5.2 we present a complete analysis of the periodic solutions of the \(-\alpha\)-homogeneous Kepler problem, finding a necessary and sufficient condition for the existence of \( \tau \)-periodic solutions of type \((n, k)\). In Section 5.3, we then give the details of the application to the restricted planar circular 3-body problem.

5.1. Some results about the functions \( T \) and \( \Theta \) for the \(-\alpha\)-homogeneous Kepler problem

Throughout this section, let \( V \) be as in (4.8), with \( \alpha \in (0, 2) \). For future convenience, we observe that the minimum point \( r_0(L) \) defined in (4.11) is non-degenerate, indeed by computing
\[
W''(r; L) = \frac{1}{r^4} \left( 3 L^2 - (\alpha + 1) \kappa r^{2-\alpha} \right),
\]
it follows that
\[
W''(r_0(L); L) = \frac{L^2(2 - \alpha)}{r_0(L)^4} > 0.
\]
We consider the functions $T$ and $\Theta$ defined for $(H,L) \in \Lambda$, with $\Lambda$ as in (4.12).

The first result ensures the strict monotonicity with respect to $H$ of the function $T$ defined in (2.5).

**Lemma 5.1.** Let $\alpha \in (0, 2)$. For every $(H,L) \in \Lambda$, it holds that $\partial_H T(H,L) > 0$.

**Proof.** We are going to exploit the Schaaf’s monotonicity criterion (cf. Theorem 1 and Remark A.2), thus, in addition to (5.2), we need to prove that

(i) $5(W''(r;L))^2 - 3W''(r;L)W^4(r;L) > 0$ for all $r > r_0(L)$,
(ii) $W'(r_0(L);L)W''(r_0(L);L) < 0$.

Preliminarily, recalling the definition of $W(\cdot;L)$ given in (4.9) and the expression of $W'(\cdot;L)$ in (4.10) and $W'(\cdot;L)$ in (5.1), we compute the higher order derivatives of $W(\cdot;L)$:

\[
W'''(r;L) = \frac{1}{r^7}(-12L^2 + (\alpha + 1)(\alpha + 2)\kappa r^{2-\alpha}),
\]
\[
W^4(r;L) = \frac{1}{r^6}(60L^2 + (\alpha + 1)(\alpha + 2)(\alpha + 3)\kappa r^{2-\alpha}).
\]

Then, we get

\[
5(W'''(r;L))^2 - 3W''(r;L)W^4(r;L) =
\]
\[
= \frac{5}{r^{10}}(-12L^2 + (\alpha + 1)(\alpha + 2)\kappa r^{2-\alpha})^2
\]
\[
- \frac{5}{r^{10}}(3L^2 - (\alpha + 1)\kappa r^{2-\alpha})(60L^2 + (\alpha + 1)(\alpha + 2)(\alpha + 3)\kappa r^{2-\alpha})
\]
\[
= \frac{1}{r^{10}}\left[180L^4 + 3(\alpha + 1)(3\alpha^2 - 25\alpha - 2)L^2\kappa r^{2-\alpha}
\right.
\]
\[
+ (\alpha + 1)^2(\alpha + 2)(2\alpha + 1)\kappa^2 r^{2(2-\alpha)}
\]

Regarding the expression inside the brackets as a second order polynomial function of $r^{2-\alpha}$, its discriminant is given by

\[
\Delta = 27(\alpha + 1)^2(2 - \alpha)^2(\alpha - 13)(3\alpha + 1)\kappa^2 L^4.
\]

Hence, $\Delta < 0$, and thus (i) is satisfied.

Recalling the expression of $r_0(L)$ given in (4.11), we can compute

\[
W'(r_0(L);L)W'''(r_0(L);L) =
\]
\[
= \frac{1}{(r_0(L))^8}\left(-L^2 + \frac{3L^2}{\alpha + 1}\right)\left(-12L^2 + (\alpha + 1)(\alpha + 2)\frac{3L^2}{\alpha + 1}\right)
\]
\[
= -\frac{1}{(r_0(L))^8}\frac{3L^4}{\alpha + 1}(2 - \alpha)^2 < 0.
\]

Therefore, condition (ii) is satisfied. The proof is complete. \qed

The next lemma provides, for a fixed $L > 0$, the behavior of $T(H,L)$ and $\Theta(H,L)$ when $H \to 0^-$. 

Lemma 5.2. For every $L > 0$, it holds that
\begin{align}
\lim_{H \to 0^-} T(H, L) &= +\infty, \quad (5.3) \\
\lim_{H \to 0^-} \Theta(H, L) &= \frac{2\pi}{2 - \alpha}. \quad (5.4)
\end{align}

Proof. Preliminarily, we notice that, by (4.13) and (4.14), we can reduce to the case $L = 1$. We start by proving (5.3). Recalling the definition (2.5), we have
\begin{align*}
T(H, 1) &= \sqrt{2} \int_{r_-(H, 1)}^{r_+(H, 1)} \frac{dr}{\sqrt{H - \frac{1}{2}r^2 + \frac{\kappa}{\alpha}r^\alpha}},
\end{align*}
where $r_{\pm}(H, 1)$ are the two solutions of the equation $H - \frac{1}{2}r^2 + \frac{\kappa}{\alpha}r^\alpha = 0$ with $r_-(H, 1) < r_+(H, 1)$. Passing to the limit as $H \to 0^-$ in the equation, we obtain that
\begin{align*}
\lim_{H \to 0^-} r_-(H, 1) &= \hat{r}_- = \left(\frac{\alpha}{2\kappa}\right)^{\frac{1}{2-\alpha}}, \quad \lim_{H \to 0^-} r_+(H, 1) = +\infty.
\end{align*}
Therefore, by Fatou’s lemma, we have
\begin{align*}
+\infty &= \sqrt{2} \int_{\hat{r}_-}^{+\infty} \frac{dr}{\sqrt{-\frac{1}{2}r^2 + \frac{\kappa}{\alpha}r^\alpha}} \leq \lim inf_{H \to 0^-} T(H, 1).
\end{align*}
From this, the conclusion follows.

Now we deal with (5.4). At first, we recall that $\Theta \equiv 2\pi$ for $\alpha = 1$, so that the limit relation clearly holds. Thus, we assume $\alpha \neq 1$ henceforth. Recalling the definitions (2.6) and (2.9), we have
\begin{align*}
\Theta(H, 1) &= P(H, 1) = \sqrt{2} \int_{u_-(H)}^{u_+(H)} \frac{du}{\sqrt{H - \frac{1}{2}u^2 + \frac{\kappa}{\alpha}u^\alpha}},
\end{align*}
where $u_{\pm}(H)$ are the two solutions of the equation $H - \frac{1}{2}u^2 + \frac{\kappa}{\alpha}u^\alpha = 0$ with $u_-(H) < u_+(H)$. Passing to the limit as $H \to 0^-$ in the equation, we obtain that
\begin{align*}
\lim_{H \to 0^-} u_-(H) &= 0, \quad \lim_{H \to 0^-} u_+(H) = \frac{1}{\hat{r}_-}.
\end{align*}
Therefore, passing to the limit in the integral (see the next paragraph for the details), we obtain
\begin{align}
\lim_{H \to 0^+} \Theta(H, 1) &= \sqrt{2} \int_{0}^{\frac{1}{\hat{r}_-}} \frac{du}{\sqrt{-\frac{1}{2}u^2 + \frac{\kappa}{\alpha}u^\alpha}}, \quad (5.5)
\end{align}
Next, via the change of variable
\begin{align*}
\xi &= \sqrt{\frac{\alpha}{2\kappa}} u^{\frac{2-\alpha}{2}},
\end{align*}
we have
\[ \sqrt{2} \int_0^{1/2} \frac{du}{\sqrt{-1/2 u^2 + \frac{\xi}{\alpha} u^\alpha}} = \frac{4}{2 - \alpha} \int_0^1 \frac{d\xi}{\sqrt{1 - \xi^2}} = \frac{4}{2 - \alpha} \left[ \arcsin \xi \right]_0^1 = \frac{2\pi}{2 - \alpha}, \]
from which the conclusion follows.

We now give the rigorous justification for passing to the limit under the integral sign, which is here a rather delicate issue since the direct use of standard theorems is not possible (cf. [41, Section 1.6]). To overcome this difficulty, it is convenient to use the change of variable described in Appendix A in order to rewrite \( \Theta(H, 1) \) as
\[ \Theta(H, 1) = \sqrt{2} \int_{\pi/2}^{\pi/2 + \delta} \frac{1}{h'(h^{-1}(\sqrt{H + w(1) \sin \vartheta}))} \, d\vartheta, \]
where
\[ h(u) = \text{sgn} \left( u - \frac{1}{r_0(1)} \right) \sqrt{\frac{1}{2} u^2 - \frac{\kappa}{\alpha} u^\alpha + w(1)}, \]
see Lemma A.3 (together with Remark A.3). Fixing \( \delta > 0 \) small, one has that
\[ h^{-1}(\sqrt{H + w(1) \sin \vartheta}) \geq \gamma > 0 \]
for every \( \vartheta \in [-\pi/2 + \delta, \pi/2] \) and \( H \in (-w(1), 0] \), for some \( \gamma > 0 \). Since \( h' \) is bounded away from zero on every compact subinterval of \((0, +\infty)\), by uniform convergence we infer that
\[ \lim_{H \to 0^-} \int_{-\pi/2 + \delta}^{\pi/2} \frac{1}{h'(h^{-1}(\sqrt{H + w(1) \sin \vartheta}))} \, d\vartheta = \int_{-\pi/2 + \delta}^{\pi/2} \frac{1}{h'(h^{-1}(\sqrt{w(1) \sin \vartheta}))} \, d\vartheta. \]  
(5.6)
We claim that
\[ \lim_{H \to 0^-} \int_{-\pi/2}^{-\pi/2 + \delta} \frac{1}{h'(h^{-1}(\sqrt{H + w(1) \sin \vartheta}))} \, d\vartheta = \int_{-\pi/2}^{-\pi/2 + \delta} \frac{1}{h'(h^{-1}(\sqrt{w(1) \sin \vartheta}))} \, d\vartheta, \]  
(5.7)
the difficulty now being that \( h'(u) \) may vanish as \( u \to 0^+ \). Simple computations show that
\[ h''(u) = \frac{k}{2w(1)^{1/2}}(\alpha - 1)u^{\alpha - 2} + o(u^{\alpha - 2}), \quad \text{as } u \to 0^+. \]
Thus, in a right neighborhood of \( u = 0 \) the function \( 1/h' \) is increasing if \( \alpha \in (0, 1) \) and decreasing if \( \alpha \in (1, 2) \). As a consequence, for \( \delta > 0 \) small enough the integrand functions
\[ \frac{1}{h'(h^{-1}(\sqrt{H + w(1) \sin \vartheta}))}, \quad \vartheta \in \left[ -\frac{\pi}{2}, -\frac{\pi}{2} + \delta \right], \]
are decreasing with respect to \( H \) if \( \alpha \in (0, 1) \) and increasing if \( \alpha \in (1, 2) \). Passing to the limit under the integral sign is then justified using the Lebesgue theorem in the former case and the monotone convergence theorem in the latter one. We thus find that (5.7) holds true. Recalling (5.6), we finally conclude
\[ \lim_{H \to 0^-} \Theta(H, 1) = \sqrt{2} \int_{-\pi/2}^{\pi/2} \frac{1}{h'(h^{-1}(\sqrt{w(1) \sin \vartheta}))} \, d\vartheta. \]
Undoing the change of variable described above, it is easily checked that the integral on the right hand-side of the above equality coincides with the integral in (5.5). The proof is thus complete. □

5.2. Periodic solutions to the \(-\alpha\)-homogeneous Kepler problem

Let us consider the system

\[ \ddot{x} = -\kappa \frac{x}{|x|^{\alpha+2}}, \quad x \in \mathbb{R}^2 \setminus \{0\}, \]  

(5.8)

where \(\alpha \in (0, 2)\). Our existence result for periodic solutions of (5.8) is the following (as in Section 2, we limit ourselves to solutions with positive angular momentum).

**Theorem 5.1.** Let \(\alpha \in (0, 2)\) and \(\alpha \neq 1\). For all \(\tau > 0\) and for all coprime positive integers \(n, k\), there exists a periodic solution of (5.8) of type \((n, k)\) and minimal period \(\tau\) if and only if

\[ \frac{k}{n} \in \begin{cases} \left(\frac{1}{2 - \alpha}, \frac{1}{\sqrt{2 - \alpha}}\right), & \text{if } \alpha \in (0, 1), \\ \left(\frac{1}{\sqrt{2 - \alpha}}, \frac{1}{2 - \alpha}\right), & \text{if } \alpha \in (1, 2). \end{cases} \]  

(5.9)

Moreover, the periodic solution is unique, up to time-translations and rotations.

**Proof.** According to the analysis of Section 2.1 periodic solutions of type \((n, k)\) and minimal period \(\tau\) exist if and only if there exists a pair \((H, L)\) \(\in \Lambda\), with \(\Lambda\) as in (4.12), such that

\[ T(H, L) = \frac{\tau}{n} \quad \text{and} \quad \Theta(H, L) = 2\pi \frac{k}{n}. \]  

(5.10)

Moreover, the uniqueness of the periodic solution (up to time-translations and rotations) corresponds to the uniqueness of such a pair \((H, L)\). Hence, we are going to study the unique solvability of (5.10). From now on, \(\tau > 0\) and the coprime positive integers \(n, k\) are fixed.

Since \(T\) is strictly increasing with respect to \(H\) by Lemma 5.1, the range of the function \(T(\cdot, L)\) is the open interval

\[ \left(\lim_{H \to (-w_0(L))^+} T(H, L), \lim_{H \to 0^-} T(H, L)\right) = \left(\frac{2\pi}{\sqrt{2 - \alpha}}L^{\frac{2+\alpha}{2\alpha}}, +\infty\right), \]

where the last equality comes from Proposition A.1 (see also Remark A.3) and (5.3). Hence, letting

\[ \hat{L} = \left(\frac{\tau \sqrt{2 - \alpha}}{2\pi n}\right)^{\frac{2-\alpha}{2+\alpha}}, \]

so that

\[ \lim_{H \to (-w_0(\hat{L}))^+} T(H, \hat{L}) = \frac{\tau}{n}, \]

we conclude that the first equation of (5.10) is (uniquely) solvable as a function of \(H\) if and only if \(L \in (0, \hat{L})\). Then, for all \(L \in (0, \hat{L})\), let us define \(\hat{H}(L)\) as the unique value such that

\[ T(\hat{H}(L), L) = \frac{\tau}{n}. \]  

(5.11)
Notice that the function $\hat{H}$ is of class $C^1$ by the implicit function theorem. Moreover, by differentiating (5.11) with respect to $L$ and exploiting (4.15), we obtain

$$\hat{H}'(L) = -\frac{\partial_L T(\hat{H}(L), L)}{\partial_H T(\hat{H}(L), L)} = -\frac{2 + \alpha}{2 - \alpha} L^{-1} \frac{T(\hat{H}(L), L)}{\partial_H T(\hat{H}(L), L)} - \frac{2\alpha}{2 - \alpha} \frac{\hat{H}(L)}{L}. \quad (5.12)$$

For further convenience, we also observe that

$$\lim_{L \to 0^+} \hat{H}(L) L^{\frac{2 + \alpha}{2 - \alpha}} = 0, \quad \lim_{L \to L^-} \hat{H}(L) = -w_0(\hat{L}). \quad (5.13)$$

The second equality is obvious. As for the first one, if not, up to a subsequence, $T(\hat{H}(L) L^{\frac{2 + \alpha}{2 - \alpha}}, 1)$ is upper-bounded, and so

$$T(\hat{H}(L), L) = L T(\hat{H}(L) L^{\frac{2 + \alpha}{2 - \alpha}}, 1) \to 0, \quad \text{as} \quad L \to 0^+, \quad \text{in contrast with} \quad (5.11).$$

Now, for $L \in (0, \hat{L})$, we define

$$\hat{\vartheta}(L) = \Theta(\hat{H}(L), L).$$

By exploiting (4.16) and (5.12), we find

$$\hat{\vartheta}'(L) = \partial_H \Theta(\hat{H}(L), L) \hat{H}'(L) + \partial_L \Theta(\hat{H}(L), L)
= \partial_H \Theta(\hat{H}(L), L) \left( \hat{H}'(L) + \frac{2\alpha}{2 - \alpha} \frac{\hat{H}(L)}{L} \right)
= -\frac{2 + \alpha}{2 - \alpha} L^{-1} \frac{T(\hat{H}(L), L)}{\partial_H T(\hat{H}(L), L)} \partial_H \Theta(\hat{H}(L), L).$$

Finally, recalling (4.18), we have

$$\hat{\vartheta}'(L) \begin{cases} > 0, & \text{if } \alpha \in (0, 1), \\ < 0, & \text{if } \alpha \in (1, 2). \end{cases}$$

Hence, the equation

$$\hat{\vartheta}(L) = 2\pi \frac{k}{n}$$

is uniquely solvable if and only if $2\pi \frac{k}{n}$ belongs to the open interval of extrema

$$\lim_{L \to 0^+} \hat{\vartheta}(L) \quad \text{and} \quad \lim_{L \to L^-} \hat{\vartheta}(L).$$

We now compute these limits. First, recalling the scaling formula (4.14), we have

$$\Theta(\hat{H}(L), L) = \Theta(\hat{H}(L) L^{\frac{2\alpha}{2 - \alpha}}, 1) \quad (5.14)$$

and, by the first relation in (5.13) and (5.4), we deduce that

$$\lim_{L \to 0^+} \hat{\vartheta}(L) = \lim_{H \to 0} \Theta(H, 1) = \frac{2\pi}{2 - \alpha}.$$
Second, using again (5.14) and the second relation in (5.13), we have
\[ \lim_{L \to \hat{L}} \hat{\vartheta}(L) = \lim_{H \to -w_0(\hat{L})} H \frac{2\alpha}{\Omega(2)(1)} = \frac{2\pi}{\sqrt{1 - \alpha}}, \]
where the last equality comes from the fact that, with the notation of Appendix A  
\[ \Omega(u; 1) = \frac{1}{2} u^2 - \frac{\kappa}{\alpha} u^\alpha + w_0(1). \]
The proof is complete. \( \square \)

Notice that condition (5.9) is independent on \( \tau \): hence, if a pair \( (n, k) \) satisfies it, then there exists a \( \tau \)-periodic solution of type \( (n, k) \) for any \( \tau > 0 \). Actually, by the homogeneity of the problem, these solutions are of the form
\[ t \mapsto \tau \frac{2\alpha}{\pi} x \left( \frac{t}{\tau} \right), \]
where \( x \) is the solution of type \( (n, k) \) and minimal period equal to 1. From this, it immediately follows the next proposition.

**Proposition 5.1.** For every \( \tau > 0 \), for every coprime positive integers \( n, k \) satisfying (5.9), and for every integer \( \ell \geq 1 \), let \( x_\ell \) be the unique periodic solution of (5.8) of type \( (n, k) \) and minimal period \( \tau/\ell \). Then
\[ \lim_{\ell \to +\infty} \|x_\ell\|_\infty = 0, \]
where \( \|x_\ell\|_\infty = \max_{t \in \mathbb{R}} |x_\ell(t)|. \)

### 5.3. Periodic solutions galore to a restricted 3-body problem

Let us consider the system
\[ \ddot{q} = GM \frac{\xi_M(t) - q}{|\xi_M(t) - q|^\alpha + 2} + Gm \frac{\xi_m(t) - q}{|\xi_m(t) - q|^\alpha + 2}, \quad q \in \mathbb{R}^2, \quad (5.15) \]
where \( \alpha \in (0, 2) \), \( G, M, m > 0 \), and \( \xi_M, \xi_m \) are given functions. The above equation can be meant as a model for the planar motion of a massless particle \( q \) under the attraction of two heavy bodies (the so-called primaries) with positions \( \xi_M \) and \( \xi_m \) and masses \( M \) and \( m \), respectively. The classical case of a Newtonian attraction \( (\alpha = 1) \) gives rise to the usual restricted 3-body problem; here, we deal with the non-Newtonian case \( \alpha \neq 1 \). For some results about the \( -\alpha \)-homogeneous \( N \)-body problem, see [9, 35] and the references therein.

From now on on, we assume that the primaries move along circular orbits of the \( -\alpha \)-homogeneous two-body problem
\[ \ddot{\xi}_M = GM \frac{\xi_M - \xi_m}{|\xi_M - \xi_m|^\alpha + 2}, \quad \ddot{\xi}_m = GM \frac{\xi_m - \xi_M}{|\xi_m - \xi_M|^\alpha + 2}. \]
Thus, \( \xi_M \) and \( \xi_m \) are periodic functions with a minimal period \( \tau > 0 \), depending on the radii of the circles on which the primaries move. By normalization, it is possible to set
\[ \tau = 2\pi, \quad m + M = 1, \quad |\xi_M - \xi_m| = 1, \]
implying \( G = 1 \). Finally, we suppose that the center of mass of the primaries is placed at the origin, namely
\[
m \xi_m(t) + M \xi_M(t) = 0, \quad \text{for every } t \in \mathbb{R}.
\]
According to these assumptions,
\[
\xi_M(t) = me^{it}, \quad \xi_m(t) = -(1 - m)e^{it},
\]
and therefore from now we deal with
\[
\ddot{q} = (1 - m) \frac{me^{it} - q}{|me^{it} - q|^\alpha + 2} - m \frac{(1 - m)e^{it} + q}{|(1 - m)e^{it} + q|^\alpha + 2}, \quad q \in \mathbb{R}^2.
\]
In this setting, our result is the following.

**Theorem 5.2.** Let \( \alpha \in (0, 2) \) and \( \alpha \neq 1 \). Then, for every \( N \geq 1 \) there exists \( m_*>0 \) such that, for every \( m \in (0, m_*) \), there exist \( N \) periodic solutions of (5.16) having period \( 2\pi \).

As it will be clear from the proof, the above solutions are obtained, after some suitable change of variables, as perturbations of periodic solutions of a \(-\alpha\)-homogeneous Kepler problem of type \((n,k)\) and minimal period
\[
\frac{2\pi}{\ell_*(n,k) + 1}, \frac{2\pi}{\ell_*(n,k) + 2}, \ldots, \frac{2\pi}{\ell_*(n,k) + N},
\]
where \( \ell_*(n,k) \) is a sufficiently large integer. The pair \((n,k)\) can be arbitrarily chosen, as long as \( n,k \) are coprime positive integers satisfying condition (5.9). Hence, by varying the pair \((n,k)\) other periodic solutions can be provided: all of them remain distinct for \( m > 0 \) sufficiently small, since they bifurcate from distinct tori of the unperturbed problem. System (5.15) thus possesses periodic solutions galore.

**Proof.** Let us perform the change of variable
\[
x(t) = (1 - m)^{-\frac{1}{\alpha + 2}} (q(t) - me^{it}),
\]
so as to place the primary with larger mass \((\xi_M(t) = me^{it})\) at the origin. Therefore, system (5.16) becomes
\[
\ddot{x} = -\frac{x}{|x|^{\alpha + 2}} - m \left( (1 - m)^{-1} \left( (1 - m)^{-\frac{1}{\alpha + 2}} e^{it} + x \right)^{\alpha + 2} - (1 - m)^{-\frac{1}{\alpha + 2}} e^{it} \right),
\]
which is of the form
\[
\ddot{x} = -\frac{x}{|x|^{\alpha + 2}} + m \nabla_x U(t, x, m),
\]
with
\[
U(t, x, m) = \frac{(1 - m)^{-1}}{\alpha |(1 - m)^{-\frac{1}{\alpha + 2}} e^{it} + x|^\alpha} + (1 - m)^{-\frac{1}{\alpha + 2}} (e^{it}, x).
\]
Note that the perturbation term \( U \) is singular on the circle of radius \((1 - m)^{-\frac{1}{\alpha + 2}}\), due to possible collisions with the primary with smaller mass. This radius tends to 1 as \( m \to 0^+ \).

We now regard \( m \) as a parameter, so as to interpret (5.17) as a perturbation of the \(-\alpha\)-homogeneous Kepler problem (5.8) (with \( \kappa = 1 \)). Fixing arbitrarily \( n,k \) coprime positive integers satisfying condition (5.9), by Theorem 5.1 the unperturbed
problem \((m = 0)\) admits a periodic solution \(x_\ell\) of type \((n, k)\) and minimal period \(2\pi/\ell\), for every integer \(\ell \geq 1\). Moreover, by Proposition 5.1 there exists \(\ell^*(n, k)\) such that \(\|x_\ell\|_\infty < 1/2\) if \(\ell > \ell^*(n, k)\). On this open ball, the perturbation term \(U\) is well-defined for \(m\) small. Thus, fixed an integer \(N \geq 1\), we can apply Theorem 3.1, in the generalized version discussed in Remark 3.1, to bifurcate from the tori associated with \(x_{\ell^*+i}\), for every \(i = 1, \ldots, N\), as long as \(m\) is small enough. The proof is thus completed. □

Appendix A. Some auxiliary results on time-maps and their derivatives

In this appendix, we provide some technical results for the time-maps \(T\) and \(P\) introduced in Section 2. More precisely, we are going to provide explicit formulas for both the derivatives with respect to \(H\) and \(L\) (see Lemma A.3) and, from this, we compute their limit values as \(H\) goes to the minimal value allowed (see Proposition A.1). The results on the dependence on the energy parameter \(H\) are essentially known from [21, 40, 41], while the ones for the parameter \(L\) seem to be new.

As observed in Section 2, the function \(T\) and \(P\) defined in (2.5) and (2.9) are the period maps of the nonlinear oscillators
\[
\frac{1}{2} r^2 + \frac{1}{2} \frac{L^2}{r^2} - V(r) = H
\]
and
\[
\frac{1}{2} u^2 + \frac{1}{2} \frac{L^2}{u^2} - V\left(\frac{1}{u}\right) = H,
\]
respectively. We aim to introduce a unifying approach to these two oscillators.

Let \(I, J \subseteq (0, +\infty)\) be open intervals and \(V \in C^2(I, \mathbb{R})\). For \(k \in \{-1, 1\}\), we define \(W: I \times J \to \mathbb{R}\) as
\[
W(s; L) = \frac{1}{2} L^2 s^{2k} - V(s), \quad (s, L) \in I \times J.
\]
In the following, the derivatives with respect to \(s\) are simply denoted as \(W^{(i)}\).

Observe that \(W^{(i)}, i = 0, 1, 2,\) is differentiable with respect to \(L\) and
\[
\begin{aligned}
\partial_L W(s; L) &= L s^{2k}, \\
\partial_L W'(s; L) &= 2 k L s^{2k-1}, \\
\partial_L W''(s; L) &= 2 k (2 k - 1) L s^{2k-2},
\end{aligned}
\tag{A.1}
\]
for every \((s, L) \in I \times J\).

We assume that
\((h_W)\) for all \(L \in J\) the function \(W(\cdot; L)\) has a (strict) local minimum at \(s = s_0(L)\) with \(W'(s_0; L) < 0\) on \((s_*(L), s_0(L))\) and \(W'(\cdot; L) > 0\) on \((s_0(L), s^*(L))\), for some \(s_*(L) < s_0(L) < s^*(L)\).

We set
\[
I_L = (s_*(L), s^*(L)), \quad \Gamma = \{(s, L) \in \mathbb{R}^2: L \in J, s \in I_L\}.
\]
From now on, we implicitly assume that \((s, L) \in \Gamma\).
Let us define
\[ \omega_0(L) = -W(s_0(L); L). \]  
(A.2)
The regularity of \( W \) implies that \( \omega_0 \) is differentiable and, from (A.1) and (A.2), we have that
\[ \omega_0'(L) = -W'(s_0(L); L)s_0'(L) - \partial_L W(s_0(L); L) \]
= \[-\partial_L W(s_0(L); L) = -\omega_0(L)^2, \]  
(A.3)
for every \( L \in J \).

Let us observe that in general the minimum level \(-\omega_0(L)\) of the potential \( W \) is not zero; in the next computations it will be useful to have a zero minimum, so we define
\[ \Omega(s; L) = W(s; L) + \omega_0(L), \quad (s, L) \in \Gamma. \]
From this definition and from hypothesis \((h_W)\) we plainly deduce that
\[ \Omega(s_0(L); L) = \Omega'(s_0(L); L) = 0, \]  
(A.4)
for every \( L \in J \), and that
\[ (s - s_0(L))\Omega'(s; L) > 0, \]  
(A.5)
for every \( L \in J \) and \( s \in I \setminus \{s_0(L)\} \). As a consequence, for all \( L \in J \) there exists \( H_0(L) > -\omega_0(L) \) such that for all \( H \in (-\omega_0(L), H_0(L)) \) the equation \( \Omega(s; L) = H + \omega_0(L) \) has two solutions \( s_\pm(H, L) \) such that
\[ s_-(H, L) \in (s_0(L), s_0(L)), \quad s_+(H, L) \in (s_0(L), s_0(L)). \]
For simplicity, we assume that \( H_0 \) depends continuously on \( L \), so that the set
\[ \Lambda = \{(H, L) \in I \times J : \omega_0(L) < H < H_0(L)\}, \]
is open. We now define
\[ T_\Omega(H, L) = \sqrt{2} \int_{s_-(H, L)}^{s_+(H, L)} \frac{ds}{\sqrt{H + \omega_0(L) - \Omega(s; L)}}, \quad (H, L) \in \Lambda. \]
The function \( T_\Omega \) can obviously be written as
\[ T_\Omega(H, L) = \sqrt{2} \int_{s_-(H, L)}^{s_+(H, L)} \frac{ds}{\sqrt{H - W(s; L)}}. \]
In the above formula we recognize the expressions of the time-maps \( T \) and \( P \) in (2.5) and (2.9), corresponding to \( k = -1 \) and \( V(s) = V(s) \), and \( k = 1 \) and \( V(s) = V(1/s) \), respectively, with \( V \) defined as in Section [2]

**Remark A.1.** Via a standard implicit function argument, it is possible to prove that \( T_\Omega \in C^1(\Lambda) \). Indeed, let us denote by \( s(\cdot; s_0, L) \) the solution of the Cauchy problem
\[ \begin{cases} 
\begin{aligned}
\dot{s} + W'(s; L) &= 0, \\
\dot{s}(0) &= s_0, \quad \dot{s}(0) = 0.
\end{aligned}
\end{cases} \]
Then, \( T_\Omega \) is implicitly defined by
\[ \dot{s}(T_\Omega(H, L); s_+(H, L), L) = 0, \]
for every \((H, L) \in \Lambda\). Since the vector solution \((s, \dot{s})\) and \(s_+\) depend in a \(C^1\)-way from all their variables, the conclusion follows by hypothesis \((h\_W)\). \(\triangleleft\)

In the following, we are going to prove asymptotic estimates on \(T_\Omega, \partial_H T_\Omega\) and \(\partial_L T_\Omega\) when the energy \(H\) goes to the minimum value allowed \(-\omega_0(L)\). To this aim, we assume that

\[
\mathcal{W}''(s_0(L); L) > 0, \quad \text{for every } L \in J, \tag{A.6}
\]

and that \(V \in C^4(I)\). From \((A.6)\) and the regularity of \(\mathcal{W}\) it follows that \(s_0\) is differentiable in \(J\) and, from \(\mathcal{W}''(s_0(L); L) = 0\) and \((A.1)\) we have that

\[
s'_0(L) = -\frac{2kLs_0(L)^{2k-1}}{\mathcal{W}''(s_0(L); L)}, \tag{A.7}
\]

for every \(L \in J\).

From the regularity of \(V\) and \(\omega_0\), it is immediate to see that \(\Omega(\cdot; L) \in C^4(I_L)\) and that \(\partial_L \Omega, \partial^2_L \Omega, \partial_L \Omega'\) and \(\partial_L \Omega''\) exist; moreover, setting \(\Omega_0^{(i)}(L) = \Omega^{(i)}(s_0(L); L), \quad i \in \{1, 2, 3, 4\},\)

we have

\[
\Omega_0^{(i)}(L) = \mathcal{W}^{(i)}(s_0(L); L), \quad i \in \{1, 2, 3, 4\}, \tag{A.8}
\]

for every \(L \in J\). In particular, condition \((A.6)\) writes equivalently as

\[
\Omega_0^{(2)}(L) > 0, \quad \text{for every } L \in J. \tag{A.9}
\]

It is now convenient to write \(T_\Omega\) in a different way, by a suitable change of variable in the integral; hence, recalling and inspired by [21], we first define

\[
h(s; L) = \text{sgn}(s - s_0(L))\sqrt{\Omega(s; L)}, \quad (s, L) \in \Gamma. \tag{A.10}
\]

The regularity of \(\Omega\) and \(s_0\) directly implies that \(h \in C(\Gamma)\) and \(h', h'', h''', \partial_L h, \partial_L h' \in C(\Gamma \setminus \gamma)\), where \(\gamma\) is the set

\[\gamma = \{(s, L) \in \Gamma: s = s_0(L), L \in J\}.\]

Under the supplementary condition \((A.11)\) below, it is possible to show that the regularity properties of the above functions can be extended to whole domain \(\Gamma\), as stated in the next preliminary lemma.

**Lemma A.1.** Let us assume \((A.9)\) and that

\[
\left(\frac{d}{dL}\Omega_0^{(2)}(L)\right) \neq 0, \quad \text{for every } L \in J. \tag{A.11}
\]

Then, it holds that

(i) \(h', h'', h''' \in C(\Gamma)\) and for every \(L \in J\) we have

\[
h'(s_0(L); L) = \frac{(\Omega_0^{(2)}(L))^{1/2}}{\sqrt{2}},
\]

\[
h''(s_0(L); L) = \frac{\Omega_0^{(3)}(L)}{3\sqrt{2}(\Omega_0^{(2)}(L))^{1/2}},
\]

\[
h'''(s_0(L); L) = \frac{3\Omega_0^{(2)}(L)\Omega_0^{(4)}(L) - (\Omega_0^{(3)}(L))^2}{12\sqrt{2}(\Omega_0^{(2)}(L))^{3/2}}. \tag{A.12}
\]
(ii) $\partial_L h, \partial_L h' \in C(\Gamma)$ and for every $L \in J$ we have

$$
\partial_L h(s_0(L); L) = \frac{\sqrt{2k} L s_0(L) 2^{k-1}}{(\Omega_0^{(2)}(L))^{\frac{1}{2}}},
$$

$$
\partial_L h'(s_0(L); L) = \frac{3 \Omega_0^{(2)}(L) \left( \frac{d}{dL} \Omega_0^{(2)}(L) \right)(L) + 4kL s_0(L) 2^{k-1} \Omega_0^{(3)}(L)}{6 \sqrt{2} (\Omega_0^{(2)}(L))^{\frac{3}{2}}}.\tag{A.13}
$$

Proof. Let us first define the set

$$
\tilde{\Gamma} = \{ (\xi, L) \in \mathbb{R} \times J : (\xi + s_0(L), L) \in \Gamma \}
$$

and observe that $(0, L) \in \tilde{\Gamma}$, for every $L \in J$. Let us also introduce the functions $\tilde{\Omega}, \tilde{h} : \tilde{\Gamma} \to \mathbb{R}$ defined by

$$
\tilde{\Omega}(\xi; L) = \Omega(\xi + s_0(L); L), \quad (\xi, L) \in \tilde{\Gamma},
$$

and

$$
\tilde{h}(\xi; L) = \text{sgn}(\xi) \sqrt{\tilde{\Omega}(\xi; L)}, \quad (\xi, L) \in \tilde{\Gamma},
$$

respectively.

We will prove that $\tilde{h}', \tilde{h}''', \tilde{h}'''', \partial_L \tilde{h}, \partial_L \tilde{h}'$ are continuous in $\tilde{\Gamma}$. Since

$$
\tilde{h}(\xi; L) = h(\xi + s_0(L); L), \quad \text{for every } (\xi, L) \in \tilde{\Gamma}, \tag{A.14}
$$

and $s_0 \in C^1(J)$, this implies the required regularity properties of $h$ and its derivatives.

According to (A.4) and (A.5), we plainly deduce that $\tilde{\Omega}$ satisfies

$$
\tilde{\Omega}(0, L) = \tilde{\Omega}'(0, L) = 0, \quad \text{for every } L \in J, \tag{A.15}
$$

and $\tilde{\Omega}(\xi; L) > 0$, for every $(\xi, L) \in \tilde{\Gamma}$ with $\xi \neq 0$. As a consequence, for every $(\xi, L) \in \tilde{\Gamma}$ with $\xi \neq 0$ we have

$$
\tilde{h}'(\xi; L) = \text{sgn}(\xi) \frac{\tilde{\Omega}'(\xi; L)}{2(\tilde{\Omega}(\xi; L))^{\frac{1}{2}}},
$$

$$
\tilde{h}''(\xi; L) = \text{sgn}(\xi) \frac{2 \tilde{\Omega}(\xi; L) \tilde{\Omega}''(\xi; L) - (\tilde{\Omega}'(\xi; L))^2}{4(\tilde{\Omega}(\xi; L))^{\frac{3}{2}}},
$$

$$
\tilde{h}'''(\xi; L) = \text{sgn}(\xi) \frac{4(\tilde{\Omega}(\xi; L))^2 \tilde{\Omega}'''(\xi; L) - 6 \tilde{\Omega}(\xi; L) \tilde{\Omega}'(\xi; L) \tilde{\Omega}''(\xi; L) + 3(\tilde{\Omega}'(\xi; L))^3}{8(\tilde{\Omega}(\xi; L))^{\frac{5}{2}}},
$$

$$
\partial_L \tilde{h}(\xi; L) = \text{sgn}(\xi) \frac{\partial_L \tilde{\Omega}(\xi; L)}{2(\tilde{\Omega}(\xi; L))^{\frac{1}{2}}},
$$

$$
\partial_L \tilde{h}'(\xi; L) = \text{sgn}(\xi) \frac{2 \tilde{\Omega}(\xi; L) \partial_L \tilde{\Omega}'(\xi; L) - \tilde{\Omega}'(\xi; L) \partial_L \tilde{\Omega}(\xi; L)}{4(\tilde{\Omega}(\xi; L))^{\frac{3}{2}}}, \tag{A.16}
$$

showing the continuity of these functions in $\tilde{\Gamma} \setminus \{(0, L) : L \in J\}$. 

Periodic perturbations of central force problems
Now, let us focus on the continuity at $(0, \bar{L})$, with $\bar{L} \in J$. From (A.15) we deduce that

$$\partial_L \tilde{\Omega}(0, L) = \partial^2_{LL} \tilde{\Omega}(0, L) = \partial^3_{LLL} \tilde{\Omega}(0, L) = \partial^4_{LLLL} \tilde{\Omega}(0, L) = 0$$

and that

$$\partial_L \tilde{\Omega}'(0, L) = \partial^2_{LL} \tilde{\Omega}'(0, L) = \partial^3_{LLL} \tilde{\Omega}'(0, L) = 0,$$

for every $L \in J$. Observing that

$$\tilde{\Omega}^{(i)}(0, L) = \Omega_0^{(i)}(L),$$

for every $L \in J$, it is immediate to prove the validity of the following Taylor expansions in $(0, \bar{L})$ with $\bar{L} \in J$:

$$\tilde{\Omega}(\xi, L) = \frac{1}{2} \Omega_0^{(2)}(\bar{L})\xi^2 + \frac{1}{6} \left( \Omega_0^{(3)}(\bar{L})\xi^3 + 3 \left( \frac{d}{dL} \Omega_0^{(2)}(\bar{L}) \right) \xi^2 (L - \bar{L}) \right) + \frac{1}{24} \left( \Omega_0^{(4)}(\bar{L})\xi^4 + 4 \left( \frac{d}{dL} \Omega_0^{(3)}(\bar{L}) \right) \xi^3 (L - \bar{L}) + 6 \left( \frac{d^2}{dL^2} \Omega_0^{(2)}(\bar{L}) \right) \xi^2 (L - \bar{L})^2 \right) + O(||(\xi, L - \bar{L})||^5), \quad (\xi, L) \to (0, \bar{L}),$$

$$\tilde{\Omega}'(\xi, L) = \Omega_0^{(2)}(\bar{L})\xi + \frac{1}{2} \left( \Omega_0^{(3)}(\bar{L})\xi^2 + 2 \left( \frac{d}{dL} \Omega_0^{(2)}(\bar{L}) \right) \xi (L - \bar{L}) \right) + \frac{1}{6} \left( \Omega_0^{(4)}(\bar{L})\xi^3 + 3 \left( \frac{d}{dL} \Omega_0^{(3)}(\bar{L}) \right) \xi^2 (L - \bar{L}) + 3 \left( \frac{d^2}{dL^2} \Omega_0^{(2)}(\bar{L}) \right) \xi (L - \bar{L})^2 \right) + O(||(\xi, L - \bar{L})||^4), \quad (\xi, L) \to (0, \bar{L}),$$

$$\tilde{\Omega}''(\xi, L) = \Omega_0^{(2)}(\bar{L}) + \Omega_0^{(3)}(\bar{L})\xi + \left( \frac{d}{dL} \Omega_0^{(2)}(\bar{L}) \right) (L - \bar{L}) + \frac{1}{2} \left( \Omega_0^{(4)}(\bar{L})\xi^2 + 2 \left( \frac{d}{dL} \Omega_0^{(3)}(\bar{L}) \right) \xi (L - \bar{L}) + \left( \frac{d^2}{dL^2} \Omega_0^{(2)}(\bar{L}) \right) (L - \bar{L})^2 \right) + O(||(\xi, L - \bar{L})||^3), \quad (\xi, L) \to (0, \bar{L}),$$

$$\tilde{\Omega}'''(\xi, L) = \Omega_0^{(3)}(\bar{L}) + \Omega_0^{(4)}(\bar{L})\xi + \left( \frac{d}{dL} \Omega_0^{(3)}(\bar{L}) \right) (L - \bar{L}) + O(||(\xi, L - \bar{L})||^2), \quad (\xi, L) \to (0, \bar{L}),$$

$$\partial_L \tilde{\Omega}(\xi, L) = \frac{1}{2} \left( \frac{d}{dL} \Omega_0^{(2)}(\bar{L}) \right) (L - \bar{L}) + \frac{1}{6} \left( \left( \frac{d}{dL} \Omega_0^{(3)}(\bar{L}) \right) (L - \bar{L}) + \left( \frac{d^2}{dL^2} \Omega_0^{(2)}(\bar{L}) \right) (L - \bar{L})^2 \right) + O(||(\xi, L - \bar{L})||^4), \quad (\xi, L) \to (0, \bar{L}),$$

$$\partial_L \tilde{\Omega}'(\xi, L) = \left( \frac{d}{dL} \Omega_0^{(2)}(\bar{L}) \right) (L - \bar{L}) + \frac{1}{2} \left( \left( \frac{d}{dL} \Omega_0^{(3)}(\bar{L}) \right) (L - \bar{L}) + \left( \frac{d^2}{dL^2} \Omega_0^{(2)}(\bar{L}) \right) (L - \bar{L}) \right) + O(||(\xi, L - \bar{L})||^3), \quad (\xi, L) \to (0, \bar{L}).$$
Recalling (A.16), quite long but simple computations prove that
\[
\lim_{(\xi,L)\to(0,\bar{L})} \tilde{h}'(\xi; L) = \left(\frac{\Omega_0^{(2)}(\bar{L})}{\sqrt{2}}\right)^{\frac{1}{2}},
\]
\[
\lim_{(\xi,L)\to(0,\bar{L})} \tilde{h}''(\xi; L) = \frac{\Omega_0^{(3)}(\bar{L})}{3\sqrt{2} (\Omega_0^{(2)}(\bar{L}))^{\frac{1}{2}}},
\]
\[
\lim_{(\xi,L)\to(0,\bar{L})} \tilde{h}'''(\xi; L) = \frac{3\Omega_0^{(2)}(\bar{L})\Omega_0^{(4)}(\bar{L}) - (\Omega_0^{(3)}(\bar{L}))^2}{12\sqrt{2} (\Omega_0^{(2)}(\bar{L}))^{\frac{3}{2}}},
\]  
(A.17)
\[
\lim_{(\xi,L)\to(0,\bar{L})} \partial_L \tilde{h}(\xi; L) = 0,
\]
\[
\lim_{(\xi,L)\to(0,\bar{L})} \partial_L \tilde{h}'(\xi; L) = \left(\frac{d}{d\bar{L}} \Omega_0^{(2)}(\bar{L})\right)^{\frac{1}{2}},
\]
thus showing that the functions \(\tilde{h}', \tilde{h}'', \tilde{h}''', \partial_L \tilde{h}, \partial_L \tilde{h}'\) can be extended in a continuous way to the whole set \(\bar{\Gamma}\).

In order to conclude, we observe that the validity of the relations in (A.12) and (A.13) is a consequence of (A.7), (A.14) and (A.17). Indeed, taking into account (A.8), let us first notice that (A.7) can be written as
\[
s_0'(L) = -\frac{2kLs_0(L)^{2k-1}}{\Omega_0^{(2)}(L)},
\]  
(A.18)
for every \(L \in J\). Now, (A.12) follows from the first three relations in (A.17), observing that
\[
\tilde{h}^{(j)}(s_0(L); L) = \tilde{h}^{(j)}(0; L), \quad j \in \{1, 2, 3\},
\]
for every \(L \in J\). On the other hand, from (A.14) we infer that
\[
\partial_L h(s_0(L); L) = \partial_L \tilde{h}(0; L) - \tilde{h}'(s_0(L); L)s_0'(L),
\]
\[
\partial_L h'(s_0(L); L) = \partial_L \tilde{h}'(0; L) - \tilde{h}''(s_0(L); L)s_0'(L),
\]
for every \(L \in J\). The last relations in (A.17), (A.18) and (A.12) allow then to conclude that (A.13) holds true. The proof is complete. \(\square\)

From the above lemma, by means of straightforward computations, it is possible to prove the following result.

**Lemma A.2.** Let us assume (A.9) and (A.11). Then, it holds that
\[
3(h''(s_0(L); L))^2 - h'(s_0(L); L)h'''(s_0(L); L) =
= \frac{1}{24\Omega_0^{(2)}(L)} \left(5(\Omega_0^{(3)}(L))^2 - 3\Omega_0^{(2)}(L)\Omega_0^{(4)}(L)\right),
\]
and
\[
h''(s_0(L); L)\partial_L h(s_0(L); L) - h'(s_0(L); L)\partial_L h'(s_0(L); L) = -\frac{1}{4} \frac{d}{d\bar{L}} \Omega_0^{(2)}(L),
\]  
(A.19)
for every \(L \in J\).
According to [21], the function \( h \) given in (A.10) can be used to introduce a change of variable in the integral defining \( T_\Omega \) which transforms it in an integral which is not improper. To this aim, let us first observe that
\[
h'(s; L) = \text{sgn}(s - s_0(L)) \frac{\Omega'(s; L)}{2\sqrt{\Omega(s; L)}}, \quad (s, L) \in \Gamma \setminus \gamma, \quad (A.20)
\]
and that \( h'(s; L) \) can be extended by continuity to \( \gamma \), as in Lemma A.1.

Moreover, from (A.5), (A.20) and the expression of \( h'(s; L) \) when \((s, L) \in \gamma\) we infer that
\[
h'(s; L) > 0, \quad \text{for every } (s, L) \in \Gamma,
\]
thus proving that \( h(\cdot; L) \) is invertible in \( I_L \), for every \( L \in J \).

As a consequence, in the integral defining \( T_\Omega \) we can introduce the change of variable
\[
s = s(\theta; H, L) := h^{-1}(\sqrt{H + \omega_0(L)} \sin \theta), \quad \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]. \quad (A.21)
\]

Via this transformation, we can prove the following result.

**Lemma A.3.** Let us assume (A.9) and (A.11). Then, for every \((H, L) \in \Lambda\) it holds that
\[
T_\Omega(H, L) = \sqrt{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{1}{h'(s; L)} \left. \right|_{s = s(\theta; H, L)} \cos^2 \theta \, d\theta,
\]
\[
\partial_H T_\Omega(H, L) = \frac{1}{\sqrt{2}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{3(h''(s; L))^2 - h'(s; L)h'''(s; L)}{(h'(s; L))^5} \left. \right|_{s = s(\theta; H, L)} \cos^2 \theta \, d\theta,
\]
\[
\partial_L T_\Omega(H, L) = \omega'_0(L) \partial_H T_\Omega(H, L)
\]
\[
+ \sqrt{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{h''(s; L)\partial_L h(s; L) - h'(s; L)\partial_L h'(s; L)}{(h'(s; L))^3} \left. \right|_{s = s(\theta; H, L)} \, d\theta,
\]
where \( s = s(\theta; H, L) \) is given in (A.21).

**Proof.** The formulas for \( T_\Omega \) and \( \partial_H T_\Omega \) given in Lemma A.3 have been proved in [21, Section 2] in the case of functions not depending on the parameter \( L \); the proofs given in [21] are valid also in our situation.

As far as the formula for \( \partial_L T_\Omega \) is concerned, let us first write \( T_\Omega \) as
\[
T_\Omega(H, L) = \sqrt{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \varphi(\theta; H, L) \, d\theta,
\]
for every \((H, L) \in \Lambda\), where the function \( \varphi \) is defined by
\[
\varphi(\theta, H, L) = \frac{1}{h'(s(\theta; H, L); L)} , \quad (\theta, H, L) \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \times \Lambda.
\]
A simple computation shows that
\[\partial_L\varphi(\theta, H, L) = -\left(\frac{\omega_0'(L)}{2\sqrt{H + \omega_0(L)}} \sin \vartheta - \partial_L h(s(\vartheta; H, L); L)\right) \frac{h''(s(\vartheta; H, L); L)}{h'(s(\vartheta; H, L); L)^3} \]

\[-\frac{\partial_L h'(s(\vartheta; H, L); L)}{h'(s(\vartheta; H, L); L)^2} \]

for every \((\vartheta, H, L) \in [-\pi/2, \pi/2] \times \Lambda\). From Lemma A.1 and the regularity of \(s\) and \(\omega_0\) we deduce that \(\partial_L\varphi\) is a continuous function in \([-\pi/2, \pi/2] \times \Lambda\). Hence, we can differentiate \(T_\Omega\) with respect to \(L\) and obtain
\[\partial_L T_\Omega(H, L) = \sqrt{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \partial_L \varphi(\vartheta; H, L) \, d\vartheta,\]

for every \((H, L) \in \Lambda\). Integrating by parts and taking into account the expression of \(\partial_H T_\Omega\), we obtain the thesis. \(\Box\)

**Remark A.2.** The well known Chicone’s criterion [21, Theorem A] for the monotonicity of \(T_\Omega\) with respect to \(H\) follows directly from the integral formula for \(\partial_H T_\Omega\) given in Lemma A.3. Indeed, it is straightforward to check that
\[3(h''(s; L))^2 - h'(s; L)h'''(s; L) = 6\Omega(s; L)(\Omega''(s; L))^2 - 3(\Omega'(s; L))^2\Omega''(s; L) - 2\Omega(s; L)\Omega'(s; L)\Omega'''(s; L)\]

and the right-hand side of the above equality is exactly the quantity appearing in the assumption of Chicone’s result.

On the other hand, the Schaaf’s criterion [40, Theorem 1] provides the monotonicity of \(T_\Omega\) with respect to \(H\) whenever the two conditions
\[(i)\ 5(\Omega''(s; L))^2 - 3\Omega''(s; L)\Omega^{(4)}(s; L) > 0 \text{ for all } s > s_0(L),\]
\[(ii)\ \Omega'(s_0(L); L)\Omega'''(s_0(L); L) < 0,\]

are satisfied. Actually, as shown in the proof of [40, Lemma 1], the above conditions imply that
\[6\Omega(s; L)(\Omega''(s; L))^2 - 3(\Omega'(s; L))^2\Omega''(s; L) - 2\Omega(s; L)\Omega'(s; L)\Omega'''(s; L) > 0, \quad (A.22)\]

so that Schaaf’s criterion can be considered weaker than Chicone’s one. In spite of this, however, in the proof of Lemma 5.1 we have chosen to verify hypotheses (i) and (ii) since this seems to be easier than proving directly Chicone’s assumption (A.22). \(\Box\)

We are now ready to state the result on the asymptotic behaviour of \(T_\Omega(H, L)\) and its derivatives as \(H \to -\omega_0(L)\). To this aim, let us define
\[\Sigma_0(L) = 5(\Omega_0^{(3)}(L))^2 - 3\Omega_0^{(2)}(L)\Omega_0^{(4)}(L). \quad (A.23)\]
**Proposition A.1.** Let us assume (A.9) and (A.11). Then, for every \( L \in J \) the following estimates hold true:

\[
\lim_{H \to (-\omega_0(L))^+} T_{\Omega}(H, L) = \frac{2\pi}{(\Omega_0^{(2)}(L))^{\frac{1}{2}}},
\]

\[
\lim_{H \to (-\omega_0(L))^+} \partial_H T_{\Omega}(H, L) = \frac{\pi}{12(\Omega_0^{(2)}(L))^{\frac{3}{2}}} \Sigma_0(L),
\]

\[
\lim_{H \to (-\omega_0(L))^+} \partial_L T_{\Omega}(H, L) = -\frac{\pi L s_0(L)^{2k-2}}{12(\Omega_0^{(2)}(L))^{\frac{3}{2}}} \left( s_0(L)^2 \Sigma_0(L) - 24k \Omega_0^{(2)}(L) \Omega_0^{(3)}(L) s_0(L) + 24k(2k-1) \Omega_0^{(2)}(L)^2 \right).
\]

**Proof.** Recalling (A.21), let us first observe that

\[
\lim_{H \to (-\omega_0(L))^+} s(\theta; H, L) = s_0(L), \quad \text{uniformly in } \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right], \quad (A.24)
\]

for every \( L \in J \). Hence, a simple argument shows that for every \( L \in J \) the limits of \( T_{\Omega}(H, L), \partial_H T_{\Omega}(H, L) \) and \( \partial_L T_{\Omega}(H, L) \) for \( H \to -\omega_0(L) \) can be computed passing to the limit under integral sign.

Now, taking into account Lemma \( \text{[A.1]} \) Lemma \( \text{[A.2]} \) Lemma \( \text{[A.3]} \) and \( \text{(A.24)} \), we immediately obtain

\[
\lim_{H \to (-\omega_0(L))^+} T(H, L) = \sqrt{2} \frac{\sqrt{2}}{(\Omega_0^{(2)}(L))^{\frac{1}{2}}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \mathrm{d}\theta = \frac{2\pi}{(\Omega_0^{(2)}(L))^{\frac{1}{2}}}
\]

and

\[
\lim_{H \to (-\omega_0(L))^+} \partial_H T(H, L) = \frac{1}{\sqrt{2} 24 \Omega_0^{(2)}(L)} \left( 5(\Omega_0^{(3)}(L))^2 - 3 \Omega_0^{(2)}(L) \Omega_0^{(4)}(L) \right) \frac{2\frac{3}{2}}{\Omega_0^{(2)}(L)^{\frac{3}{2}}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos^2 \vartheta \mathrm{d}\vartheta
\]

\[
= \frac{\pi}{12(\Omega_0^{(2)}(L))^{\frac{3}{2}}} \Sigma_0(L).
\]

As for the estimate of \( \partial_L T_{\Omega} \), we first observe that

\[
\frac{\mathrm{d}}{\mathrm{d}L} \Omega_0^{(2)}(L) = \frac{\mathrm{d}}{\mathrm{d}L} \Omega''(s_0(L); L) = \Omega''(s_0(L); L)s_0'(L) + \partial_L \Omega''(s_0(L); L),
\]

for every \( L \in J \). Recalling \( \text{[A.1]} \), \( \text{[A.7]} \) and \( \text{[A.8]} \) we then obtain

\[
\frac{\mathrm{d}}{\mathrm{d}L} \Omega_0^{(2)}(L) = \frac{2kLs_0(L)^{2k-1} \Omega_0^{(3)}(L)}{\Omega_0^{(2)}(L)} + \partial_L \Omega''(s_0(L); L)
\]

\[
= - \frac{2kLs_0(L)^{2k-1} \Omega_0^{(3)}(L)}{\Omega_0^{(2)}(L)} + 2k(2k-1)Ls_0(L)^{2k-2}
\]

\[
= - \frac{2kLs_0(L)^{2k-2}}{\Omega_0^{(2)}(L)} \left( s_0(L)\Omega_0^{(3)}(L) - (2k-1)\Omega_0^{(2)}(L) \right),
\]
for every \( L \in J \). Taking into account (A.3), the first relation in (A.12), (A.19) and the asymptotic estimate of \( \partial H T_\Omega \) we deduce that

\[
\lim_{H \to (-\omega_0(L))^+} \partial_L T(H, L) = \left( \frac{-\omega_0(L)}{L} \right)^2 \frac{2\sqrt{2}}{\Omega_0^2(L)} \frac{1}{\Omega_0^2(L)} \frac{1}{2} \frac{\sqrt{2}}{\pi L} = \left( \frac{-\omega_0(L)}{L} \right)^2 \frac{2\sqrt{2}}{\Omega_0^2(L)} \frac{1}{\Omega_0^2(L)} \frac{1}{2} \frac{\sqrt{2}}{\pi L}.
\]

The proposition is thus proved. \( \square \)

**Remark A.3.** A careful inspection of the proofs shows that assumption (A.11) is needed only to investigate the dependence of the time-maps on \( L \). Thus, in particular, the first and the second formula of Proposition A.1 are valid under the sole assumption (A.9). \( \square \)
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