Effective mesonic theory for the ’t Hooft model on the lattice
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We apply to a lattice version of the ’t Hooft model, QCD in two space-time dimensions for large number of colours, a method recently proposed to obtain an effective mesonic action starting from the fundamental, fermionic one. The idea is to pass from a canonical, operatorial representation, where the low-energy states have a direct physical interpretation in terms of a Bogoliubov vacuum and its corresponding quasiparticle excitations, to a functional, path integral representation, via the formalism of the transfer matrix. In this way we obtain a lattice effective theory for mesons in a self-consistent setting. We also verify that well-known results from other different approaches are reproduced in the continuum limit.
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I. INTRODUCTION

Since its formulation by ’t Hooft in 1974, QCD in two space-time dimensions in the limit for large number of colours (in the following: ’t Hooft model, or QCD$_2$) has been very successful as a toy model for strong interactions. Despite its relative simplicity, it exhibits highly nontrivial properties (such as confinement, spontaneous breakdown of chiral symmetry, a bound-state spectrum of excitations, ...) which makes it a per se worthwhile breakdown of chiral symmetry, a bound-state spectrum

tions. Despite its relative simplicity , it exhibits highly nontrivial properties (such as confinement, spontaneous breakdown of chiral symmetry, a bound-state spectrum of excitations, ...) which makes it a per se worthwhile study subject and an ideal benchmark for new ideas. In addition to the fundamental works [1–4], the interested reader can find clues of the richness of its features in reviews like [5].

The aim of the present work is to apply to QCD$_2$ a very general formalism introduced in many-body theory [6, 7] and extended to relativistic field theories in [8–12] to obtain a theory of effective mesonic excitations above a non-perturbative vacuum state, starting from the underlying theory of fundamental fermions (in this case, quarks). The method consists in two main ingredients:

- The canonical, operator formulation of the model, where the fermionic Fock space of states is explicitly built acting on the vacuum with creation and annihilation operators. Because of confinement, in the low energy phase of the model a condensation of the fermions into composites occurs, with some analogies with BCS-like theories [13]: there, the onset of superconductivity is justified by the existence of an energy gap between the ground state of non-interactive conduction electrons and a state, obtained from the first via a Bogoliubov transformation and a variational principle, where the fermions are coupled in weakly bounded states, the Cooper pairs. Here, a similar mechanism can be invoked to describe the formation of a non-perturbative vacuum where quarks and antiquarks form mesonic condensates.

- The holomorphic representation [14, 15] of the functional integral defining the partition function of the model. In order to have a mathematically well defined setting we use the Euclidean formulation of the model regularized on a lattice, where the dynamics is controlled by the transfer matrix which maps the Fock spaces defined at different time slices one into the other. The partition function is obtained evaluating the trace of the Boltzmann factor over the fermionic Fock space on a basis of canonical coherent states. Moreover, under the assumption of composite boson dominance [6–8], accordingcess, in the low energy phase of the model a condensation of the fermions into composites occurs, with some analogies with BCS-like theories [13]: there, the onset of superconductivity is justified by the existence of an energy gap between the ground state of non-interactive conduction electrons and a state, obtained from the first via a Bogoliubov transformation and a variational principle, where the fermions are coupled in weakly bounded states, the Cooper pairs. Here, a similar mechanism can be invoked to describe the formation of a non-perturbative vacuum where quarks and antiquarks form mesonic condensates.

- The holomorphic representation [14, 15] of the functional integral defining the partition function of the model. In order to have a mathematically well defined setting we use the Euclidean formulation of the model regularized on a lattice, where the dynamics is controlled by the transfer matrix which maps the Fock spaces defined at different time slices one into the other. The partition function is obtained evaluating the trace of the Boltzmann factor over the fermionic Fock space on a basis of canonical coherent states. Moreover, under the assumption of composite boson dominance [6–8], according to which the low-energy spectrum of the theory is dominated by bosonic modes, a projection of the transfer matrix over states built as mesonic excitations of the non-perturbative vacuum gives an approximate functional representation of the partition function in terms of an action for composite bosonic fields.

Along these lines we can pass from canonical to functional formalism and back, taking the best from each: physical intuition and a non-perturbative approach from the first, a full relativistic field theory formulation from the latter. In the ’t Hooft model we end up with an effective action for mesons on the lattice which bosonizes the model and reproduces, in the continuum limit, results well known from perturbative [1, 2] or Hamiltonian canonical [16, 17] approaches.

The work is organized as follows: in section II, after a brief review of the general method presented in [9], we explain how the hypothesis of composite boson dominance can be used to obtain an effective mesonic description of a fermionic theory (subsection II C). In section III we present the ’t Hooft model, in Coulomb gauge and in Wilson’s lattice formulation. The section IV is dedicated to the application of our formalism to this model until,
in section IV C, we derive an action for mesons in QCD and show how it has the correct continuum limit, equation (164). In commenting on the results, in subsections IV A and IV C, we stress similarities and differences between ours and the previous works on the subject, with a particular consideration to the ones by W. Bardeen and Kalashnikova and Nefed’ev, which are the most closely related to our present approach. Finally, we draw our conclusions in section V. Some formulas and technicalities, useful to re-obtain our results, are collected in the appendices.

A preliminary report of the present work has been presented at the XIII Quark Confinement and the Hadron Spectrum conference (Maynooth, August 2018). We refer the reader to the corresponding Proceedings for a concise exposition of our reasonings and results.

II. EFFECTIVE ACTION WITH BOGO LIUBOV TRANSFORMATIONS

This section starts with a review of methods and concepts fully developed in reference [9] and, unless explicitly stated, concerns fermionic lattice gauge theories in arbitrary space-time dimensions with very generic features. The last part, II C, presents a new point of view on the hypothesis of composite boson dominance in the spectrum of excitations of the theory.

A. Transfer matrix for fermionic theories

The quantum theory of fermions interacting with a gauge field descends, in the Euclidean functional formalism, from the partition function

\[ Z = \int D\psi D\bar{\psi} e^{-S[\psi,\bar{\psi},U]} \]

\[ = \int D\psi e^{-S_G[U]} \int D\bar{\psi} e^{-S_F[\psi,\bar{\psi},U]} \]

\[ = \int D\psi e^{-S_G[U]} Z_F \]

where, in the total action, we distinguished the pure gauge part \( S_G \)

\[ S[\psi,\bar{\psi},U] = S_F[\psi,\bar{\psi},U] + S_G[U] \]

and we introduced the fermionic partition function in the external gauge configuration

\[ Z_F[U] = \int D\psi D\bar{\psi} e^{-S_F[\psi,\bar{\psi},U]} . \]

The fermionic measure is defined by

\[ D\psi D\bar{\psi} = \prod_x d\psi(x) d\bar{\psi}(x) , \]

where \( d\psi(x) d\bar{\psi}(x) \) denotes a Berezin integral over the Grassmann variables \( \psi, \bar{\psi} \) defined at the site \( x \), representing fermions, while \( DU \) is the product of the Haar measures on all the gauge link variables which live, in the lattice formulation, in the gauge group SU(\( N_c \)).

The bridge between the functional and the operatorial formalism is provided by the partition function itself, written in terms of the Hamiltonian operator \( \hat{H}_F \) for the fermions:

\[ Z_F = \text{Tr}^F e^{-\beta \hat{H}_F} , \]

where \( \text{Tr}^F \) denotes a sum over fermionic Fock space and \( \beta \) represents the total time of evolution. Strictly speaking, on the lattice the Hamiltonian, which is the generator of continuum time evolution, is replaced by the transfer matrix \( \hat{T}_{t,t+1} \), the operator that maps the Fock space defined at time \( t \) into that defined at time \( t + 1 \), where time direction is a chosen lattice direction. Furthermore, as in our problem there is a dependence form the gauge configuration, which is time dependent, in the product appearing in

\[ Z_F = \text{Tr}^F \prod_t \hat{T}_{t,t+1} \]

we must follow an ordering in time of the different factors. If the transfer matrix is self-adjoint and strictly positive, then a lattice Hamiltonian can be defined as

\[ \hat{H}_F = -\frac{1}{a_0} \ln \hat{T}_{t,t+1} , \]

with \( a_0 \) the lattice spacing in the time direction. The proof of the existence of such an operator for Wilson fermions in the temporal gauge \( U_0 = 1 \) can be found in \cite{18-21}. For the construction of the transfer matrix for Kogut-Susskind fermions in the flavor basis see \cite{22} and erratum in \cite{23}, while for the spin basis see \cite{24}. In order to work in a more general gauge, we will use a slightly different method, as in \cite{9}. Then, the fermionic partition function (5) can be written as

\[ Z_F = \text{Tr}^F \prod_t \mathcal{J}_t \hat{T}_{t,t+1} , \]

where the operator \( \hat{T}_{t,t+1} \) can be put in the form

\[ \hat{T}_{t,t+1} = \hat{T}_t \hat{V}_t \hat{T}_{t+1} \]

with

\[ \hat{T}_t = \exp \left[ -\hat{u}_t^\dagger \mathcal{M}_t \hat{u}_t + \hat{u}_t \mathcal{M}_t \hat{u}_t^\dagger \right] \exp \left[ \hat{v}_t \mathcal{N}_t \hat{u}_t \right] , \]

\[ \hat{V}_t = \exp \left[ \hat{u}_t \ln \mathcal{U}_{0,t} - \hat{v}_t \ln \mathcal{U}_{0,t}^\dagger \right] , \]

\[ \mathcal{J}_t = \exp \left[ \text{Tr} \left( \mathcal{M}_t + \mathcal{M}_t^\dagger \right) \right] \]

and \( \mathcal{M}_t, \mathcal{N}_t, \mathcal{U}_{0,t} \) matrices in internal (colour) and space (time enters as a label only because the external gauge
configuration is time dependent) indices, with the last one defined as
\[ \mathcal{U}_{t,n_1,n_2} = \delta_{n_1,n_2}(U_{n,t})_{n_1,t}. \]  
(15)

Therefore, “Tr” is a sum over these indices. The symbols \( \hat{u}^\dagger \), respectively \( \hat{v}^\dagger \), denote the creation operator of fermions, respectively antifermions, and carry internal and space indices, which are understood. In the standard basis the fermion field has the form
\[ \hat{\psi} = \begin{pmatrix} \hat{u} \\ \hat{v}^\dagger \end{pmatrix}. \]  
(16)

The kernel of an operator can be expressed in terms of matrix elements between canonical coherent states; using formulas collected in Appendix B1 it’s easy to get, from the transfer matrix (11), the usual functional representation in term of anticommuting fields.

**B. Bogoliubov transformations**

As long as the theory exhibits confinement, the elementary fermions created by the operators \( \hat{u}^\dagger \) and \( \hat{v}^\dagger \) are not present in the low-energy spectrum: in building up the Fock space from the “perturbative” vacuum \( |0\rangle \), defined as the state annihilated by \( \hat{u} \) and \( \hat{v} \), we are adopting a point of view quite awkward to describe this phase of the theory. The true (“physical”) vacuum state, defined as the state of minimum energy, is strictly below the perturbative one in the spectrum, so that a gap is produced that makes the bound state more favorable. The fundamental tool we use to study this non-perturbative vacuum is the same as the one used in BCS theory [25] to explain the formation of Cooper pairs in the superconductive phase: a linear transformation that preserves canonical anticommutation rules is implemented on the fermion ladder operators. This Bogoliubov transformation mixes creators and annihilators in such a way that induces a transformation in the Fock space: the state whose particle content cannot be lowered by the new annihilators is different from the starting vacuum \( |0\rangle \) and depends on the parameters of the transformation. Then, the transformation is fixed by a variational principle (a request of minimal energy).

We define a linear transformation in the space of canonical operators as
\[ \hat{a} = \mathcal{R}^{1/2} (\hat{u} - \mathcal{F}^\dagger \hat{v}^\dagger) , \]
\[ \hat{b} = (\hat{v} + \hat{u}^\dagger \mathcal{F}^\dagger) \mathcal{R}^{1/2} , \]  
(17)

where \( \mathcal{F} \) is an arbitrary matrix and
\[ \mathcal{R} = (1 + \mathcal{F}^\dagger \mathcal{F})^{-1} , \quad \mathcal{R} = (1 + \mathcal{F} \mathcal{F}^\dagger)^{-1} . \]  
(18)

This transformation in canonical, in the sense that it preserves canonical anticommutation relations:
\[ \{ \hat{a}_j, \hat{a}_k^\dagger \} = \delta_{jk} = \{ \hat{b}_j, \hat{b}_k^\dagger \} , \]
\[ \{ \hat{a}_j, \hat{a}_k \} = \{ \hat{b}_j, \hat{b}_k \} = \{ \hat{a}_j, \hat{b}_k \} = 0 \]  
(19)

where capitol letters are multi-indices. The Bogoliubov transformation mixses creation and annihilation operators, so it transforms implicitly the Fock space, starting from the new (not yet normalized) vacuum
\[ |\mathcal{F}\rangle = \exp (\hat{u}^\dagger \mathcal{F}^\dagger \hat{v}^\dagger) |0\rangle , \]  
(20)

such that
\[ \hat{a} |\mathcal{F}\rangle = 0 \quad \hat{b} |\mathcal{F}\rangle = 0 . \]  
(21)

Acting on it with the new creation operators, it is possible to define a new basis of coherent states as in (B25):
\[ |\alpha^\beta; \mathcal{F}\rangle = \exp \left( -\alpha \hat{a}^\dagger - \beta \hat{b}^\dagger \right) |\mathcal{F}\rangle \]
\[ = \exp \left( -\alpha \hat{a}^\dagger - \beta \hat{b}^\dagger \right) \exp \left( \hat{u}^\dagger \mathcal{F}^\dagger \hat{v}^\dagger \right) |0\rangle , \]  
(22)

such that [26]
\[ |\alpha^\beta; \mathcal{F}\rangle = \exp \left( \hat{u}^\dagger \mathcal{F}^\dagger \hat{v}^\dagger - \hat{a}^\dagger \hat{a} - \hat{b}^\dagger \hat{b} - \beta \mathcal{F} \alpha \right) |0\rangle \]  
(23)

with
\[ \hat{a} = \mathcal{R}^{-1/2} \alpha , \quad \hat{b} = \beta \mathcal{R}^{-1/2} . \]  
(24)

The states constructed acting with the new creation operators on the vacuum \( |\mathcal{F}\rangle \) are called, in analogy with condensed matter, quasiparticle states. They are eigenvectors for the operators \( \hat{a} \), \( \hat{b} \):
\[ \hat{a} |\alpha^\beta; \mathcal{F}\rangle = \alpha |\alpha^\beta; \mathcal{F}\rangle , \quad \hat{b} |\alpha^\beta; \mathcal{F}\rangle = \beta |\alpha^\beta; \mathcal{F}\rangle , \]
\[ \langle \alpha^\beta; \mathcal{F}| \hat{a}^\dagger = \langle \alpha^\beta; \mathcal{F}| \alpha^\dagger , \quad \langle \alpha^\beta; \mathcal{F}| \hat{b}^\dagger = \langle \alpha^\beta; \mathcal{F}| \beta^\dagger . \]  
(25)

Further useful properties are collected in Appendix B2.

We can now evaluate the fermion partition function using the basis of the new coherent states:
\[ Z_F = \text{Tr}^F \prod_t \mathcal{J}_t \hat{T}_{t,t+1} \]
\[ = \int D\alpha^\dagger D\alpha D\beta^\dagger D\beta e^{-S_0[U;\mathcal{F}]-S_{QP}[\alpha^\beta,U;\mathcal{F}]} , \]  
(26)

where the \( S_0 \) term accounts for the part not depending on the Grassmannian fields. Using formulas collected in Appendix B3, we can easily write the zero-point action as
\[ S_0[U;\mathcal{F}] = -\sum_t \text{Tr} \left[ \ln(\mathcal{R}_d U_{t,t} \mathcal{E}_{t+1,t}) \right] , \]  
(27)

with the definitions
\[ \mathcal{E}_{t+1,t} = \mathcal{F}_{t+1,t}^\dagger e^{M_{t+1}^\dagger U_{0,t}^\dagger e^{M_{t+1}^\dagger} \mathcal{F}_{t+1,t}^\dagger} \]
\[ + \mathcal{F}_{t+1,t} e^{-M_{t+1} U_{0,t} e^{-M_{t+1}^\dagger} \mathcal{F}_{t+1,t}^\dagger} , \]  
(28a)

\[ \hat{\mathcal{E}}_{t+1,t} = \hat{\mathcal{F}}_{t+1,t} e^{M_{t+1}^\dagger U_{0,t} e^{M_{t+1}^\dagger} \mathcal{F}_{t+1,t}^\dagger} \]
\[ + \hat{\mathcal{F}}_{t+1,t} e^{-M_{t+1} U_{0,t} e^{-M_{t+1}^\dagger} \mathcal{F}_{t+1,t}^\dagger} , \]  
(28b)
where the mixing terms are (if gauge transformation, see [11]). The fields configuration (stationary, or evolving with a pure gauge transformation, see [11]). In the present work we will take a different path, as we will see in section IV: because of the perturbative nature of confinement in QCD, where it is simply a consequence of the linearity, in a single spatial dimension, of the Coulomb potential in the distance, a non-trivial result can be obtained even if the gauge fields are eliminated averaging over them after a weak coupling expansion in the coupling constant $g$, truncated at order $g^2$. If this operation is performed before arriving at the variational equations (30), then a corresponding stationary solution can be found, at least numerically, and all the properties of the theory around $|\bar{F}|$ are valid on average, that is after the gauge fields are carefully integrated out.

The quasiparticle action in (26) is

$$S_{QP}[\alpha, \beta, U; F] = -\sum_t \left[ \beta_t \mathcal{I}_t^{(2,1)} \alpha_t + \alpha_t \mathcal{I}_t^{(1,2)} \beta_t + \alpha_t (\nabla_t - \mathcal{H}_t) \alpha_{t+1} - \beta_{t+1} (\nabla_t - \mathcal{H}_t) \beta_t \right],$$

where the mixing terms are (if det $\mathcal{F} \neq 0$)[27]

$$\mathcal{I}_t^{(2,1)} = \tilde{R}_t^{-1/2} \left[ \tilde{R}_t - \tilde{\varepsilon}_{t+1} \tilde{F}_{N,t-1} e^{M_{t-1}}, \right] \mathcal{U}_{t-1} e^{M_{t-1}},$$

$$\mathcal{I}_t^{(1,2)} = \tilde{R}_t^{-1/2} \tilde{F}_t^{-1} \left[ \tilde{R}_t - e^{M_{t+1}} \mathcal{U}_{t+1}, e^{M_{t+1}} \tilde{F}_{N,t+1} \tilde{\varepsilon}_{t+1} \tilde{R}_{t+1} \right] \tilde{R}_t^{-1/2} + \mathcal{U}_{t+1} e^{M_{t+1}},$$

the one-particle Hamiltonians

$$\mathcal{H}_t = \mathcal{U}_{t-1} - \tilde{R}_t^{-1/2} \tilde{\varepsilon}_{t+1} \tilde{R}_t^{-1/2}$$

and the lattice derivatives

$$\nabla_t = \mathcal{U}_{t-1} - T_{t-1}$$

We will also use

$$\mathcal{H}'_t = 1 - \tilde{R}_t^{-1/2} \tilde{\varepsilon}_{t+1} \tilde{R}_t^{-1/2},$$

$$\mathcal{H}''_t = 1 - \tilde{R}_{t+1}^{-1/2} \tilde{\varepsilon}_{t+1} \tilde{R}_t^{-1/2}.$$
However,

\[
\langle \Phi_t; \mathcal{F}_t | \hat{T}_{t,t+1} | \Phi_{t+1}; \mathcal{F}_{t+1} \rangle \\
= \det \left( e^{-\mathcal{M}_t \mathcal{A}_t} e^{-\mathcal{M}_{t+1} \mathcal{A}_{t+1}} \mathcal{E}_{t,t+1} \right) \cdot \det \left\{ \left( \hat{R}_{t+1}^{1/2} \hat{\varepsilon}_{t+1}^{-1} \hat{R}_{t}^{-1/2} \right) \left( 1 + \Phi_t \mathcal{I}_t^{(1,2)} \right) \right. \\
\cdot \left( \hat{R}_t^{1/2} \hat{\varepsilon}_{t+1} \hat{R}_{t+1}^{1/2} \right) \left( 1 + \mathcal{I}_{t+1}^{(2,1)} \Phi_{t+1} \right) \\
+ \left. \Phi_t \left( \hat{R}_t^{-1/2} \varepsilon_{t+1}^{-1} \hat{R}_{t+1}^{-1/2} \right) \Phi_{t+1}^{\dagger} \right\}.
\]

(42)

The partition function restricted on the composites subspace is:

\[
\mathcal{Z}_C = \text{Tr} \prod_t \mathcal{J}_t \hat{P}_t \hat{T}_{t,t+1} \\
= \int \prod_t [d\Phi_t d\Phi_t] \mathcal{J}_t \langle \Phi_t; \mathcal{F}_t | \hat{T}_{t,t+1} | \Phi_{t+1}; \mathcal{F}_{t+1} \rangle \\
= \int \mathcal{D}\Phi \mathcal{D} \Phi e^{-S_0[U;\mathcal{F}] - S_{\text{rad}}[\Phi, \Phi^\dagger, U; \mathcal{F}]},
\]

(43)

where the composite effective action is

\[
S_M[\Phi, \Phi^\dagger, U; \mathcal{F}] = \sum_t \text{Tr} \left\{ \ln \left( 1 + \Phi_t \Phi_t^\dagger \right) - \ln \mathcal{D}_t \right\},
\]

(44)

with

\[
\mathcal{D}_t = 1 + \mathcal{I}_{t+1}^{(2,1)} \Phi_{t+1}^\dagger \\
+ \left( \hat{R}_{t+1}^{-1/2} \hat{\varepsilon}_{t+1}^{-1} \hat{R}_{t}^{-1/2} \right) \left\{ \Phi_t \mathcal{I}_t^{(1,2)} \left( \hat{R}_t^{1/2} \hat{\varepsilon}_{t+1} \hat{R}_{t+1}^{1/2} \right) \\
+ \Phi_t \left[ \mathcal{I}_t^{(1,2)} \left( \hat{R}_t^{1/2} \hat{\varepsilon}_{t+1} \hat{R}_{t+1}^{1/2} \right) \mathcal{I}_{t+1}^{(2,1)} \right] \\
+ \left( \hat{R}_t^{-1/2} \varepsilon_{t+1}^{-1} \hat{R}_{t+1}^{-1/2} \right) \Phi_{t+1} \right\}.
\]

(45)

2. Colourless pairs in the large $N_c$ limit

Can the state (36) represent a meson? Suppose we can specialize the multi-index $J$ carried by the fermion operators to a set $J = \{ x, \alpha, i \}$ designating, respectively, position, internal (like spin) and colour indices. Then we can define the annihilators and creators for fermion-antifermion colourless composites as the bi-local operators

\[
\hat{\Gamma}_{\alpha \beta}(x, y) = \frac{1}{\sqrt{N_c}} \sum_{\alpha = 1}^{N_c} \hat{b}_{\alpha}^\dagger(x) \hat{b}_\beta^\dagger(y),
\]

\[
\hat{\Gamma}_{\alpha \beta}^\dagger(x, y) = \frac{1}{\sqrt{N_c}} \sum_{\alpha = 1}^{N_c} \hat{a}_{\alpha}^\dagger(x) \hat{a}_\beta^\dagger(y).
\]

(46)

Note that, with our notations, $\hat{\Gamma}_{\alpha \beta}^\dagger(x, y) \neq \left[ \hat{\Gamma}_{\alpha \beta}(x, y) \right]^\dagger$ (other possible conventions in [16, 17]). These operators are not properly canonical operators for bosons, unless $N_c$ is infinite, because they are nilpotent, that is

\[
\left[ \hat{\Gamma}_{\alpha \beta}^\dagger(x, y) \right]^{N_c} = 0
\]

(47)

(as $\hat{a}_\gamma^\dagger$, $\hat{b}_\gamma$ are in the fundamental representation of SU$(N_c)$, there are only $N_c$ components available, and $(\hat{a}_\gamma)^2 = (\hat{b}_\gamma)^2$, and they do not satisfy canonical commutation relations, but

\[
\left[ \hat{\Gamma}_{\alpha \beta}(x, y), \hat{\Gamma}_{\gamma \delta}^\dagger(z, u) \right] = \delta_{\alpha \gamma} \delta_{\beta \delta} (x - u) \delta(z - y)
\]

\[
- \frac{1}{N_c} \sum_i \left[ \delta_{\alpha \delta} \delta(x - u) \hat{a}_{i}^\dagger(\hat{a}_i \hat{b}_\beta^\dagger(y) \\
+ \delta_{\gamma \beta} \delta(z - y) \hat{b}_{i}^\dagger(\hat{b}_i \hat{a}_\delta^\dagger(x) \right] \]

(48)

which become canonical only when $N_c \to \infty$.

Is $| \Phi; \mathcal{F} \rangle$ an eigenstate of $\hat{\Gamma}$ in the same way as (B11) and (25) hold? In other terms, is $| \Phi; \mathcal{F} \rangle$ a coherent bosonic state for the operator $\hat{\Gamma}$? It holds that (sum over repeated indices is understood)

\[
\hat{\Gamma}_{\alpha \beta}(x, y) | \Phi; \mathcal{F} \rangle = \frac{1}{\sqrt{N_c}} \left[ \phi_{\alpha \beta}^\dagger(\hat{a}_\beta \hat{b}_\alpha^\dagger(y, x) \\
+ \phi_{\beta \alpha}^\dagger(\hat{b}_\alpha \hat{a}_\beta^\dagger(x, y) \right] | \Phi; \mathcal{F} \rangle.
\]

(49)

Suppose now that $\Phi$ has the colour structure

\[
\Phi = \mathbb{I}_{N_c} \frac{\phi}{\sqrt{N_c}},
\]

(50)

with $\phi$ a matrix in space and spin indices which carries no gauge index. Then

\[
\hat{\Gamma}_{\alpha \beta}(x, y) | \Phi; \mathcal{F} \rangle = \phi_{\alpha \beta}^\dagger(\hat{a}_\beta \hat{b}_\alpha^\dagger(y, x) | \Phi; \mathcal{F} \rangle \\
- \frac{1}{N_c} \phi_{\alpha \beta}^\dagger(y, u) \hat{\Gamma}_{\alpha \beta}^\dagger(u, z) \phi_{\gamma \alpha}^\dagger(z, x) | \Phi; \mathcal{F} \rangle.
\]

(51)

The second term is $O(1/N_c)$ and so, when $N_c$ is large,

\[
\hat{\Gamma} | \Phi; \mathcal{F} \rangle \sim \phi^* | \Phi; \mathcal{F} \rangle,
\]

(52)

that is, $| \Phi; \mathcal{F} \rangle$ becomes a canonical bosonic coherent state with (matrix) eigenvalue $\phi^*$. Indeed, it can be written as

\[
| \Phi; \mathcal{F} \rangle = \exp \left[ \phi_{\alpha \beta}(x, y) \hat{\Gamma}_{\beta \gamma}^\dagger(y, z) \phi_{\gamma \alpha}^\dagger(z, x) \right] | \Phi; \mathcal{F} \rangle.
\]

(53)

In this limit it is also true that

\[
\hat{\mathcal{P}}[\mathcal{F}] | \Phi; \mathcal{F} \rangle = | \Phi'; \mathcal{F} \rangle,
\]

(54)

so $\hat{\mathcal{P}}[\mathcal{F}]$ becomes a true projector in the mesons subspace. The meson effective action (44), when $N_c$ is large, takes
the simple polynomial form

\[ S_M = \frac{1}{N_c} \sum_{\ell} \text{Tr} \left[ \left( \phi_\ell^\dagger \phi_{\ell+1} - \phi_{\ell+1}^\dagger \phi_\ell \right) \right] \]

\[ + \left( \hat{H}'_{\ell} \phi_\ell^\dagger + \hat{H}'_{\ell+1} \phi_\ell \right) + \frac{1}{2} \left( -2 \phi_{\ell+1} \hat{H}'_{\ell} \phi_{\ell+1} + \phi_\ell \hat{I}_{\ell}^{(1,2)} \phi_{\ell+1}^\dagger + \phi_{\ell+1}^\dagger \hat{I}_{\ell}^{(1,2)} + \phi_\ell \hat{I}_{\ell}^{(2,1)} \phi_{\ell+1}^\dagger + \phi_{\ell+1}^\dagger \hat{I}_{\ell}^{(2,1)} \right) \]

\[ - \frac{1}{\sqrt{N_c}} \sum_{\ell} \text{Tr} \left( \phi_\ell \hat{I}_{\ell}^{(1,2)} + \phi_{\ell+1}^\dagger \hat{I}_{\ell}^{(2,1)} \right). \] (55)

As already said before, when the variational principle fixes the parameter \( F \) of the Bogoliubov transformation in order to minimize the vacuum energy contribution, the mixing terms defined in (32) are null, and so is the last line of (55), leaving a quadratic action for the mesonic bilocal fields \( \phi \). This is true also in QCD_2, after the average over the gauge configurations is performed. We will explain this procedure in section IV.

3. Relationship with an expansion around a saddle point

In this subsection we will clarify the connection between the bosonization method explained above and the similar previous point of view presented for example in [8]. In both approaches there is a Bogoliubov transformation of the same form as (17) with \( F \) fixed by the variational principle (30). Within this paper, the states (36) are constructed by means of a second Bogoliubov transformation of the same form as (17), parametrized by a fluctuating \( \Phi \) which, following the reasoning in paragraph II C2, is suppressed with respect to \( F \) in the limit of large \( N_c \) (which, in the present scheme, has the role of a nilpotency index, see (47)):

\[ |0\rangle \xrightarrow{\mathcal{F}} |\Phi\rangle \xrightarrow{\Phi} |\Phi; F\rangle, \] (56)

and these states can be interpreted as bosonic excitations of the vacuum made of quasiparticles.

In [8], the bosonic excitations are obtained through a single Bogoliubov transformation, written as

\[ |0\rangle \xrightarrow{\mathcal{F} + \delta \mathcal{F}} |\mathcal{F} + \delta \mathcal{F}\rangle, \] (57)

where now \( \delta \mathcal{F} \) are oscillations suppressed for large nilpotency index. This translates into evaluating the resulting fermionic path integral to second order in \( \delta \mathcal{F} \) around the saddle point \( \mathcal{F} = \mathcal{F}' \).

Are the two descriptions equivalent? To answer this, we note that, in the basis (16), a Bogoliubov transformation of the form (17) can be written in general as a unitary linear transformation on the vector space of Dirac operators:

\[ \hat{\psi}' = U \hat{\psi}, \quad U = VR^{1/2}(1 + F), \] (58)

where

\[ F = \begin{pmatrix} 0 & -G \dagger \\ G & 0 \end{pmatrix}, \quad R = \begin{pmatrix} Q & 0 \\ 0 & Q \end{pmatrix}, \] (59)

and \( V \) is a unitary matrix which does not mix creation and annihilation operators:

\[ V = \begin{pmatrix} V^+ & 0 \\ 0 & V^- \end{pmatrix}, \] (60)

with \( V^+ \), \( V^- \) unitary matrices. More generally, given \( \hat{\psi} \) in any basis and given an involution \( I \),

\[ I^1 = I, \quad I^2 = \mathbb{I}, \] (61)

which defines the components “+” and “−” of \( \hat{\psi} \) via the corresponding projection operators,

\[ P^\pm_I = \frac{I \pm I}{2} \quad \Rightarrow \quad \hat{\psi}^{\pm} = P^\pm_I \hat{\psi}, \] (62)

so that the vector space \( W \) where the fermion operator \( \hat{\psi} \) leaves can be decomposed as \( W^{I, +} \oplus \ W^{I, -} \), a unitary transformation \( U \) on \( W \) can always be decomposed as

\[ U = U_e + U_o, \] (63)

where \( U_e \) (\( U_o \)) commutes (anti-commutes) with \( I \):

\[ IU_e I = U_e \quad \Rightarrow \quad U_e : W^{I, +} \rightarrow W^{I, +}, \]

\[ IU_o I = -U_o \quad \Rightarrow \quad U_o : W^{I, +} \rightarrow W^{I, -}. \] (64)

In the basis where \( I = \text{diag}(1, -1) \),

\[ U_e = \begin{pmatrix} U_+ & 0 \\ 0 & U_- \end{pmatrix}, \quad U_o = \begin{pmatrix} 0 & U_+ \\ U_- & 0 \end{pmatrix}. \] (65)

The choice (58), which we always make in the present work, corresponds to the choice of the involution

\[ I = \gamma^0. \] (66)

The unitary transformations (58) form a group:

\[ \hat{\psi}' = U_2 U_1 \hat{\psi} = U_{(2,1)} \hat{\psi}, \] (67)

where we denote with \( (\cdot, \cdot) \) the composition rule. The above composition (56) is obtained with \( \mathcal{F}_1 = \mathcal{F}, \mathcal{F}_2 = \Phi \). Note that it is always possible to choose \( \mathcal{F}_1, \mathcal{F}_2 \) in order to keep the block-diagonal terms \( V_1 \) and \( V_2 \) as the identity matrix, as we did above, but then \( V_{(2,1)} \) is fixed. In this case, the composition rule is

\[ F_{(\Phi, \mathcal{F})} = \begin{pmatrix} 0 & -G \dagger \\ G & 0 \end{pmatrix}, \quad R_{(\Phi, \mathcal{F})} = \begin{pmatrix} Q & 0 \\ 0 & Q \end{pmatrix}, \] (68)

\[ V_{(\Phi, \mathcal{F})} = \begin{pmatrix} A^+ & 0 \\ 0 & A^- \end{pmatrix}, \]
with
\[ G = F + \bar{R}^{-1/2} (1 - \Phi F) ^{-1} \Phi R^{-1/2}, \]
\[ Q = (1 + G^† G)^{-1} = R^{1/2} (1 - F^† F) S (1 - F^† F) R^{1/2}, \]
\[ \hat{Q} = (1 + G G^†)^{-1} = \tilde{R}^{1/2} (1 - F \Phi^† F) \tilde{S} (1 - F \Phi^† F) \tilde{R}^{1/2}, \]
\[ A^+ = \tilde{S}^{1/2} (1 - \Phi \Phi^†) \tilde{R}^{1/2}, \]
\[ A^- = \tilde{S}^{1/2} (1 - \Phi \Phi^†) \tilde{R}^{1/2}. \]

Given that, we can conclude that, factor a block-diagonal transformation, the composed transformation can be written as a single one with parameters \( F + \delta F \), such that
\[ \delta F = \tilde{R}^{-1/2} (1 - \Phi \Phi^†) ^{-1} \Phi R^{-1/2} \]
\[ = \tilde{R}^{-1/2} \Phi R^{-1/2} + O(\Phi^2). \] (70)

This also means that, when opportunely normalized, the states \( |F + \delta F\rangle \) and \( |\Phi; F\rangle \) differ only for a phase factor, and so they represent the same physical state:
\[ \frac{c}{|c|} \frac{|F + \delta F\rangle}{\sqrt{(F + \delta F) (F + \delta F)^†}} = \frac{|\Phi; F\rangle}{\sqrt{\langle \Phi; F | F; \Phi \rangle}}, \] (71)
with
\[ c = \exp\left[ - \text{Tr} \ln \left( 1 + R F \delta F^† \right) \right]. \] (72)

In this way we can see that the two procedures give an equivalent description of the resulting mesonic theory. Note that this is not a trivial observation, because in (56) the mesonic condensate is built using the quasiparticle operators (17), while in (57) only the fundamental \( \hat{u} \), \( \hat{v} \) appear. However, from the point of view of physical interpretation, we find more natural to describe the excitations above the non-perturbative vacuum \( |F\rangle \) using the corresponding quasiparticles, so that the approach with two distinct Bogoliubov transformations follows. Moreover, the explicit construction of the projector (40) and the request (54) fix the measure over the structure matrices \( d\Phi d\bar{\Phi} \) to be flat in the matrix elements, whereas, in order to set up the saddle point expansion in [8], an arbitrary probability measure \( d\mu(F,F^†) \) can be used to define the path integral in \( Z_G \) (see [10–12]). We leave a deeper understanding of the relation between the two approaches to future investigations.

### III. QCD$_2$ ON THE LATTICE

In this section we present the ’t Hooft model [1], in order to test how far it is possible to follow practically the method explained previously. In doing so, we were inspired by the early work [16], which adopts a point of view quite consistent with ours, but in the setting of continuum QFT in Hamiltonian approach. For a full treatment of this model along those lines, see [17].

#### A. Wilson action

The action for the model consists of two distinct terms: a fermion and a pure gauge ones, such that
\[ S = S_F + S_G. \] (73)

The fermion part of the action is
\[ S_F = a_0 a_1 \sum_{x \in (a_0 z) \times (a_1 z)} \left\{ \left( m + \frac{r_0}{a_0} + \frac{r_1}{a_1} \right) \bar{\psi}(x) \psi(x) \right. \]
\[ - \sum_{\mu=0}^{1} \left[ \bar{\psi}(x) \frac{\gamma_{\mu}}{2a_{\mu}} U_{\mu}(x) \psi(x + a_{\mu} \hat{\mu}) \right. \]
\[ + \bar{\psi}(x + a_{\mu} \hat{\mu}) \frac{\gamma_{\mu}}{2a_{\mu}} U_{\mu}^†(x) \psi(x) \left. \right\}. \] (74)

The terms proportional to the Wilson parameters \( r_{\mu} \) are introduced to solve the fermion doubling problem. The gauge link operators are
\[ U_0(x) = e^{i a_0 A_0(x)}, \quad U_1(x) = e^{i a_1 A_1(x)}, \] (75)
with the algebra-valued Hermitian field [28]
\[ A_{\mu}(x) = \sum_{a=1}^{N^2-1} A^a_{\mu}(x) \Theta^a \] (76)
and \( \Theta^a \) a set of Hermitian generators of the algebra, normalized such that
\[ \text{tr} \left( \Theta^a \Theta^b \right) = \frac{1}{2} \delta_{ab}. \] (77)

The quadratic Casimir operator is
\[ \Theta \cdot \Theta \equiv \sum_{a=1}^{N^2-1} \Theta^a \Theta^a = \frac{N^2 - 1}{2 N_c} \mathbb{I}_{N_c}. \] (78)

We will use also the following Fierz-type identity (see, for example, [29]):
\[ \sum_{a=1}^{N^2-1} \Theta^a_{ij} \Theta^a_{kd} = \frac{1}{2} \left( \delta_{il} \delta_{jk} - \frac{1}{N_c} \delta_{ik} \delta_{jl} \right). \] (79)

We call the representation of the action (74) “mass form”, because the bare mass parameter \( m \) is explicit in it. Introducing the hopping parameters
\[ \kappa_0 \equiv \frac{1}{2} \left( m a_0 + r_0 + r_1 \frac{a_0}{a_1} \right)^{-1}, \]
\[ \kappa_1 \equiv \frac{1}{2} \left( m a_1 + r_0 \frac{a_1}{a_0} + r_1 \right)^{-1}, \] (80)
so that
\[ \zeta \equiv \frac{a_0}{a_1} = \frac{\kappa_1}{\kappa_0}. \] (81)
and rescaling the fermion fields into the dimensionless variables
\[ \varphi = \left( \frac{a_1}{2\kappa_0} \right)^{1/2} \psi, \quad \bar{\varphi} = \left( \frac{a_1}{2\kappa_0} \right)^{1/2} \bar{\psi}, \]
the action can be written in the “hopping-parameter form”
\[ S_F = \sum_{n \in \mathbb{Z}} \sum_{t \in \mathbb{Z}} \left\{ \bar{\varphi}_{n,t} \varphi_{n+1,t} \phi_{n,t} \right\} - \kappa_0 \left[ \bar{\varphi}_{n,t} (r_0 - \gamma^0) (U_0)_{n,t} \varphi_{n,t+1} \right] + \bar{\varphi}_{n,t+1} (r_0 + \gamma^0) (U_0)_{n,t} \varphi_{n,t} \right\}, \]
with dimensionless lattice units
\[ t = x_0/a_0, \quad n = x_1/a_1. \]
To avoid inessential complications due to time doublets in the construction of the fermionic transfer matrix, which we will discuss below, we will always take \( r_0 = 1 \), so that the operators \( r_0 \pm \gamma_0 \) become projectors. \[ \text{[30]} \]

\section{Coulomb gauge}

A standard choice of the pure gauge action, that reduces to the Yang-Mills action in the continuum limit, is
\[ S_G = \frac{1}{a_0 a_1} \sum_p \frac{1}{g^2} \left[ 2N_c - \text{Tr} \left( U_p + U_p^\dagger \right) \right], \]
where the plaquette sum and variables are defined by
\[ \sum_p = \frac{1}{2} \sum_x \sum_{\mu,\nu = 0}^1, \]
\[ U_p = U_\mu(x) U_\nu(x + a_\mu \hat{\nu}) U_\mu^\dagger(x + a_\nu \hat{\mu}) U_\nu^\dagger(x). \]
As it is clear from (85), the bare coupling constant \( g \) in QCD2 has dimension of mass (the theory is nonrenormalizable) while the field \( A_\mu \) is dimensionless.

The gauge action can be written as a quadratic plus an interaction part in the field \( A_\nu(x) \) only in the continuum limit, when it becomes the usual Yang-Mills action for gluons. In order to define a gluon propagator for any finite lattice spacing \( a \) we need to formulate a perturbation theory in \( g \) on the lattice, the so called \textit{weak coupling expansion}, mirroring the diagrammatic series in the continuum (see the details in textbooks, like [31, 32]). For our future convenience, we only need an expression for the gluon propagator at the lowest order in \( g \) (that is, at tree level) in the Coulomb gauge. This gauge in two space-time dimensions is fixed by the condition
\[ U_1(x) = 1 \iff A_1(x) = 0. \]
so that the only gluon field remaining in the theory is \( A_0 \). Thus, the free gluon propagator is
\[ G^{ab}_{00}(x,y) = \frac{1}{\delta_{ab} (\partial_0)^2} \left[ \right. \]
The brackets indicate the average over the gauge fields. Using the Fourier transform (A10) we get the momentum representation
\[ G^{ab}_{00}(p,q) = (2\pi)^2 \delta^{(2)}(p + q) G^{ab}_{00}(p), \]
with
\[ \hat{p}^1 = \frac{2}{a_1} \sin \left( \frac{a_1 p^1}{2} \right), \]
so that
\[ G^{ab}_{00}(x,y) = \delta_{ab} \delta(x_0 - y_0) \int_{-\pi/a_1}^{\pi/a_1} \frac{d \xi}{2\pi} e^{i\xi(x_1 - y_1)} p_1^2. \]
In the continuum limit \( a_0, a_1 \rightarrow 0 \) this equation gives the well known result
\[ G^{ab}_{00}(x,y) = \delta_{ab} \delta(x_0 - y_0) \int_{-\infty}^{\infty} \frac{dp}{2\pi} e^{i p (x_1 - y_1)} p_1^2 \]
where the last equality can be obtained with a prescription to regularize the integral (see, for reference, [17]). In this form, it is more evident that, in two space-time dimensions, the interaction between quarks mediated by the gluons yields to linear confinement already in a perturbative setting.

\section{Transfer matrix}

From the fundamental work [18] it is easy to get, for the matrices defining the operator (11) in the present model,
\[ B_t \equiv 2\kappa_0 e^{2M_1} = \mathbb{I} - \kappa_1 r_1 \left( U_1 T_1 + T_1 U_1^\dagger \right), \]
\[ N_t = -i \kappa_1 B_t^{-1/2} \left( U_1 T_1 - T_1 U_1^\dagger \right) B_t^{-1/2}, \]
where we used the definition (A1) for the lattice shift operators. In Coulomb gauge (87) these matrices have the easy, time-independent form
\[ B = \mathbb{I} - \kappa_1 (T_1 + T_1^\dagger), \]
\[ N = -i \kappa_1 B^{-1/2} (T_1 - T_1^\dagger) B^{-1/2}. \]
Using the Fourier representation (A10) we get
\begin{align}
\mathcal{B}(p, q) &= 2\pi a_1 \delta(p + q) \mathcal{B}(q), \\
\mathcal{N}(p, q) &= 2\pi a_1 \delta(p + q) \mathcal{N}(q), \\
e^{2M}(p, q) &= 2\pi a_1 \delta(p + q) e^{2M}(q),
\end{align}
with
\begin{align}
\mathcal{B}(q) &= 1 - 2\kappa_1 r_1 \cos a_1 q, \\
\mathcal{N}(q) &= 2\kappa_1 \mathcal{B}^{-1}(q) \sin a_1 q, \\
e^{2M}(q) &= \mathcal{B}(q) = 1 + ma_0 - r_1 \zeta(\cos a_1 q - 1).
\end{align}
Thus, we can see that in this case \( M \) and \( \mathcal{N} \) commute.

**IV. QCD\(_2\) EFFECTIVE ACTION**

We have now all the ingredients to apply at the present model the machinery explained above. In this section we derive results for the vacuum contribution, the quasiparticles behaviour and, finally, the mesonic sector of the theory.

**A. Vacuum energy**

In order to proceed, we need to parametrize efficiently the matrix \( F_t \) in (17). Because all the time dependence comes from the residual gauge field \( A_0(t) \), which will be integrated out in an intermediate step, we can choose a transformation corresponding to a stationary \( F_t = F \). Moreover, in two space-time dimensions there is no residual spin index for the Weyl spinors, and we can think as well the transformation to be an identity in colour space. Because of space translational invariance, its Fourier transform can be written as

\begin{align}
\mathcal{F}(p, q) &= 2\pi a_1 \delta(p + q) \mathcal{F}(q), \\
\mathcal{F}(q) &= \tan \frac{\theta_q}{2} = \mathcal{F}(q),
\end{align}
where \( \theta_q \) is the Bogoliubov-Valatin angle usually introduced in literature to parametrize the unitary transformation. So, in QCD\(_2\) we can use a single parameter for each value of the momentum. In this way

\begin{align}
\mathcal{R}(p, q) &= 2\pi a_1 \delta(p + q) \mathcal{R}(q), \\
\mathcal{R}(q) &= \left(1 + \tan \frac{\theta_q}{2}\right)^{-1} = \cos^2 \frac{\theta_q}{2},
\end{align}
and
\begin{align}
\cos \theta_q &= \frac{1 - \mathcal{F}^2(q)}{1 + \mathcal{F}^2(q)} = 2\mathcal{R}(q) - 1, \\
\sin \theta_q &= \frac{2\mathcal{F}(q)}{1 + \mathcal{F}^2(q)}.
\end{align}

We will work at the lowest orders in lattice spacings and ultimately take the limit \( a_0, a_1 \to 0 \), to confront with the previous continuum results [16, 17]. For this reason, in the following we will omit the hat \( \hat{\ } \) in lattice momenta and extend the integrals defined in the first Brillouin Zone \([-\pi/a_1, \pi/a_1]\) (as in (91)) to all \( \mathbb{R} \). However, in case of ambiguity, the lattice produces a natural momentum cut-off for divergent integrals. Thanks to Wilson’s prescription, we can ignore the contributions coming from the fermion doublers, expanding for \( a_1 q \approx 0 \) and then taking the limit \( a_1 \to 0 \). We get, from III C,

\begin{align}
e^{M}(q) &= 1 + \frac{ma_0}{2} + O(a_0a_1), \\
\mathcal{N}(q) &= \zeta a_1 q + O(a_0a_1) = a_0q + O(a_0a_1).
\end{align}

We will also need to expand the link variables (75) to second order in \( g \), using the results sketched in subsection III B. In this way

\[ U_0 = 1 + i g a_0 A_0 - \frac{1}{2} g^2 a_0^2 A_0^2 + \cdots \] (108)

We remark that, unlike the previous one, this is not actually an expansion in the lattice spacing \( a_0 \); in particular, once we have mediated over gauge fields, the quantity \( a_0^2 (A_0^2) \) will be not \( O(a_0^2) \), but only \( O(a_0) \). Indeed, this object is proportional to the gluon propagator we reported in (91): one of the \( a_0 \) factor simplifies with the one in the denominator and leaves an overall term \( O(a_0) \). This will happen to all (even) orders in \( g \), because the powers of \( a_0 \) will always be equal to those of \( A_0 \). What is really in force here is a weak coupling expansion that, as we will see, is nothing else than the ’t Hooft limit

\[ N_c \to \infty \quad \text{with } g^2 N_c \text{ fixed.} \] (109)

We now report, as an example of this kind of calculations, all the passages needed to get the continuum limit of the vacuum contribution (27); the results in the next sections can be obtained in a similar way. The reader not interested in the details can skip to equation (123). Expanding (28) to second order in \( g \) we get

\[ \mathcal{E}_{t+1, t} = \mathcal{E}^{(0)} + g \mathcal{E}^{(1)}_{t} + g^2 \mathcal{E}^{(2)}_{t}, \] (110)

with

\begin{align}
\mathcal{E}^{(0)} &= (1 + \mathcal{F} \mathcal{N}) e^{2M} (1 + \mathcal{F} \mathcal{N}) + \mathcal{F} e^{-2M} \mathcal{F}, \\
\mathcal{E}^{(1)}_{t} &= -i (1 + \mathcal{F} \mathcal{N}) e^{M} a_0 A_{0, t} e^{-M} (1 + \mathcal{F} \mathcal{N}) \\
&\quad - i \mathcal{F} e^{-M} a_0 A_{0, t} e^{-M} \mathcal{F}, \\
\mathcal{E}^{(2)}_{t} &= -\frac{1}{2} (1 + \mathcal{F} \mathcal{N}) e^{M} a_0^2 A_{0, t}^2 e^{-M} (1 + \mathcal{F} \mathcal{N}) \\
&\quad - \frac{1}{2} \mathcal{F} e^{-M} a_0^2 A_{0, t}^2 e^{-M} \mathcal{F}.
\end{align}

(111)
so that, in momentum space,
\[
\mathcal{E}^{(0)}(p, q) = 2\pi a_1 \delta(p + q) \\
\cdot \left\{ (1 + \mathcal{F}\mathcal{N}) e^{2\mathcal{M}} + \mathcal{F} e^{-2\mathcal{M}} \right\}[q], \\
\mathcal{E}_t^{(1)}(p, q) = -ia_1 a_0 \left\{ (1 + \mathcal{F}\mathcal{N}) e^{\mathcal{M}} \right\}[-p] \\
\cdot A_{0,t}(p + q) \left[ e^{\mathcal{M}} (1 + N\mathcal{F}) \right][q] \\
+ \left[ \mathcal{F} e^{-\mathcal{M}} \right](-p) A_{0,t}(p + q) \left[ e^{-\mathcal{M}} \right][q], \\
\mathcal{E}_t^{(2)}(p, q) = -\frac{a_1 a_0^2}{2} \int \frac{dk}{2\pi} \left\{ (1 + \mathcal{F}\mathcal{N}) e^{\mathcal{M}} \right\}[-p] \\
\cdot A_{0,t}(p + k) A_{0,t}(-k + q) \left[ e^{\mathcal{M}} (1 + N\mathcal{F}) \right][q] \\
+ \left[ \mathcal{F} e^{-\mathcal{M}} \right](-p) A_{0,t}(p + k) A_{0,t}(-k + q) \\
\cdot \left[ e^{-\mathcal{M}} \right][q].
\] (112)

Using (107) and keeping only first-order terms in \( a_0 \), we get
\[
\mathcal{E}^{(0)}(p, q) = 2\pi a_1 \delta(p + q) \left\{ 1 + \mathcal{F}^2(q) \\
+ ma_0 \left( 1 - \mathcal{F}^2(q) \right) \right\} + 2a_0 q \mathcal{F}(q) \\
\mathcal{E}_t^{(1)}(p, q) = -ia_1 a_0 A_{0,t}(p + q) \left[ 1 + \mathcal{F}(-p) \mathcal{F}(q) \right], \\
\mathcal{E}_t^{(2)}(p, q) = -\frac{a_1 a_0^2}{2} \int \frac{dk}{2\pi} A_{0,t}(p + k) A_{0,t}(-k + q) \\
\cdot \left[ 1 + \mathcal{F}(-p) \mathcal{F}(q) \right].
\] (113)

Then, we multiply on left and right by \( \mathcal{R}^{1/2} \) and use (106):
\[
\mathcal{R}^{1/2} \mathcal{E}^{(0)} \mathcal{R}^{1/2}(p, q) = 2\pi a_1 \delta(p + q) \cdot \left( 1 + ma_0 \cos \theta_q + a_0 q \sin \theta_q \right), \\
\mathcal{R}^{1/2} \mathcal{E}_t^{(1)} \mathcal{R}^{1/2}(p, q) = -ia_1 a_0 A_{0,t}(p + q) \cos \frac{\theta_q - \theta_p}{2}, \\
\mathcal{R}^{1/2} \mathcal{E}_t^{(2)} \mathcal{R}^{1/2}(p, q) = -\frac{a_1 a_0^2}{2} \int \frac{dk}{2\pi} A_{0,t}(p + k) A_{0,t}(-k + q) \cos \frac{\theta_q - \theta_p}{2}.
\] (114)

In evaluating the logarithm of the sum of these quantities to first order in \( a_0 \) we use the usual formula
\[
\ln \left[ 1 + \left( \mathcal{R}^{1/2} \mathcal{E}_{t+1,t} \mathcal{R}^{1/2} - 1 \right) \right] \simeq \mathcal{R}^{1/2} \mathcal{E}_{t+1,t} \mathcal{R}^{1/2} - 1 - \frac{1}{2} \left( \mathcal{R}^{1/2} \mathcal{E}_{t+1,t} \mathcal{R}^{1/2} - 1 \right)^2 
\] (115)
and note that the only term that can produce an \( O(a_0) \) addend when squared is \( \mathcal{R}^{1/2} \mathcal{E}^{(1)} \mathcal{R}^{1/2} \), because of the property of \( \langle A_0^2 \rangle \) we already mentioned. As a matter of fact,
\[
-\frac{1}{2} \left( \mathcal{R}^{1/2} \mathcal{E}_t \mathcal{R}^{1/2} \right)^2(p, q) = \frac{a_1 a_0^2}{2} \int \frac{dk}{2\pi} \\
\cdot A_{0,t}(p + k) A_{0,t}(-k + q) \mathcal{R}^{1/2}(-p) \mathcal{R}(k) \mathcal{R}^{1/2}(q) \\
\cdot \left[ 1 + \mathcal{F}(-p) \mathcal{F}(q) \mathcal{F}(k) \mathcal{F}(k) \right],
\] (116)

Summing the \( O(a^2) \) terms we get
\[
\mathcal{R}^{1/2} \mathcal{E}_t^{(2)} \mathcal{R}^{1/2}(p, q) - \frac{1}{2} \left( \mathcal{R}^{1/2} \mathcal{E}_t \mathcal{R}^{1/2} \right)^2(p, q) = -\frac{a_1 a_0^2}{2} \int \frac{dk}{2\pi} A_{0,t}(p + k) A_{0,t}(-k + q) \\
\cdot \left[ \sin \frac{\theta_q - \theta_p}{2} \sin \frac{\theta_q - \theta_k}{2} \right].
\] (117)

The logarithm becomes
\[
\ln \mathcal{R}^{1/2} \mathcal{E}_{t+1,t} \mathcal{R}^{1/2}(p, q) \simeq \\
2\pi a_0 a_1 \delta(p + q) \left( m \cos \theta_q + q \sin \theta_q \right) \\
- ia_0 a_1 g A_{0,t}(p + q) \cos \frac{\theta_q - \theta_p}{2} \\
- \frac{a_1 a_0^2 g^2}{2} \int \frac{dk}{2\pi} A_{0,t}(p + k) A_{0,t}(-k + q) \\
\cdot \left[ \sin \frac{\theta_q - \theta_p}{2} \sin \frac{\theta_q - \theta_k}{2} \right],
\] (118)

It’s now time to integrate over the gauge fields, that is to perform the gauge integral in (10). This means, in weak coupling approximation, that we can substitute the gauge fields with their expectation values. Using (89), ultimately we get
\[
\langle \ln \mathcal{R}^{1/2} \mathcal{E}_{t+1,t} \mathcal{R}^{1/2}(p, q) \rangle \simeq \\
2\pi a_0 a_1 \delta(p + q) \left( m \cos \theta_q + q \sin \theta_q \right) \\
- \frac{g^2}{2} \int \frac{dk}{2\pi} \frac{\Theta \cdot \Theta}{(q - k)^2} \sin^2 \frac{\theta_q - \theta_k}{2},
\] (119)

which no more depends on time. We used directly the continuum gluon propagator instead of its lattice version to lighten the notation: that’s what we would get in the continuum limit, which is implicit in our choice to maintain only the lowest terms in lattice spacing, as explained at the beginning of this section. We also imposed that \( \langle A_0 \rangle = 0 \): that’s true for all the odd products of the gauge fields. Evaluating the trace over space (see (A15)) and colour indices we find
\[
\langle \text{Tr} \left( \ln \mathcal{R}^{1/2} \mathcal{E}_{t+1,t} \mathcal{R}^{1/2} \right) \rangle = a_0 2\pi \delta(0) \frac{N_c}{2\pi} \\
\cdot \left[ \int dq \left( m \cos \theta_q + q \sin \theta_q \right) \\
- \alpha_s \left( \frac{N_c^2 - 1}{2N_c} \right) \int dq \int \frac{dk}{2\pi} \frac{1}{(q - k)^2} \sin^2 \frac{\theta_q - \theta_k}{2} \right],
\] (120)

with
\[
\alpha_s = \frac{g^2}{4\pi}.
\] (121)

The factor \( 2\pi \delta(0) \) is simply the length of the lattice in the spatial direction, as we can see from (A12):
\[
2\pi \delta(0) = a_1 \sum_{x^1} 1.
\] (122)
Summing over \( t \) we can finally derive the expression for the vacuum contribution to the action:

\[
S_0[\theta] = \langle S_0[\theta; A_0] \rangle = -\frac{VN_c}{2\pi} \left[ \int dq \left( m \cos \theta_q + q \sin \theta_q \right) - \frac{\alpha_s}{2} \frac{(N_c^2 - 1)}{N_c} \int dq \int dk \frac{1}{(q - k)^2} \sin \frac{\theta_q - \theta_k}{2} \right].
\]

(123)

The space-time volume

\[
V = a_0 a_1 \sum_{x^0} \sum_{x^1} 1
\]

(124)

accounts for the fact that energy is an extensive property; it can be regularized imposing boundaries on the lattice and then perform a thermodynamic limit procedure. We remark here that, in the weak coupling regime \( g \to 0 \), this result is not trivial (that is, different from what we would obtain in the free theory) only if \( N_c \to \infty \), accordingly to the ’t Hooft’s limit (109). In this way, the dispersion law for the vacuum energy density is

\[
\omega_q^0[\theta] = m \cos \theta_q + q \sin \theta_q - \frac{\gamma}{2} \int dk \frac{1}{(q - k)^2} \sin \frac{\theta_q - \theta_k}{2}
\]

with

\[
\gamma \equiv \alpha_s \frac{N_c^2 - 1}{N_c} \to 0 \quad \text{as} \quad N_c \to \infty.
\]

(126)

Imposing parity on this expression for any value of \( \gamma \), we get

\[
\omega_q^0 = \omega_{-q}^0 \quad \iff \quad \theta_q = -\theta_{-q}.
\]

(127)

We also note that (123) is a \( O(N_c) \) contribution in the ’t Hooft’s limit.

A variation with respect to the Bogoliubov angle \( \theta_q \) leads to the gap equation

\[
-m \sin \theta_q + q \cos \theta_q - \frac{\gamma}{2} \int dk \frac{\sin (\theta_q - \theta_k)}{(q - k)^2} = 0.
\]

(128)

The solution \( \bar{\theta}_q \) can be obtained in closed form only in the free (\( \gamma = 0 \)) theory, where it is simply

\[
\bar{\theta}_q^{(\text{free})} = \arctan \left( \frac{q}{m} \right).
\]

(129)

However, using the numerical methods described in [33], we can see its form also in the interacting theory, as reported in Figure 1. Confronting the result with the free value (129), one can see that the interaction produces, even in the chiral limit, a non-trivial shape for \( \bar{\theta}_q \) in a way qualitative similar to the effect of a mass in the free theory. As we will see in a moment, this sort of dynamical mass produced by the interaction breaks indeed the chiral symmetry in the massless theory, giving a nonzero value of the chiral condensate (see also [16] for a discussion). Once that the values of \( \theta_q \) solving the gap equation are available, the form for the energy density \( \omega_q^0 \), which we interpret as the vacuum contribute to the energy density, follows easily (Figure 2).

These results are well known in literature; see, for example, reference [17] and graphs within. The fact that we can derive them in the continuum limit of our present scheme is a proof for the validity of the method proposed. In particular, equation (128) is the celebrated gap equation for the ’t Hooft model, written in this form for the first time by Bars and Green in [2], both from cannon-
ical and diagrammatic approaches. Their result follows from the request for the theory to be diagonal in what we call quasiparticles excitations, that is to decouple quasi-fermions from quasi-antifermions at the quadratic level (when the integration over the gauge fields is performed, the resulting theory is actually quartic in the quasiparticles: see subsection IV B). In our notation, this means to look for the \( \theta \) that cancels the mixings \( \mathcal{I}^{(1,2)} \), \( \mathcal{I}^{(2,1)} \) in the quasiparticle action (31). As we noted in section II and we will explicitly see in the following, our variational approach produces the requested diagonalization as a consequence. In this respect, we follow more closely the work [16] by W. Bardeen, where however the variational principle is imposed on the expectation value of the Hamiltonian on a trial vacuum state in Hartree approximation. Note that this translates into the minimization of the constant terms in the Hamiltonian that are produced by a normal-ordering procedure with respect to the quasiparticle operators, as also explained in [17]. The equivalence between a diagonalization condition and a variational principle after normal-ordering is a general fact of quadratic Hamiltonians and has already been pointed out elsewhere. We conclude that our zero-point action \( S_0 \), arising from the terms that, after the expansion of the partition function on the new canonical coherent states, do not depend on the quasiparticle fields, is the functional equivalent of the normal-ordering constant terms in canonical approach.

1. Chiral condensate

The vacuum contribution we have just evaluated is the leading order term when \( N_c \) is large, so it can be used to estimate the expectation value of relevant physical quantities on the ground state of the theory. In order to investigate the possible spontaneous breaking of chiral symmetry, we search for the condensate \( \langle \bar{\psi} \psi \rangle \), with the average now intended over all fields of the theory. Note that, from the starting partition function (5), we can simply obtain this quantity differentiating with respect to the fermion bare mass \( m \) (see [11]). At leading order

\[
\langle \bar{\psi}(x) \psi(x) \rangle = -\frac{1}{V} \frac{\partial \ln Z}{\partial m} = -N_c \int \frac{dq}{2\pi} \cos \theta_q. \tag{130}
\]

This result is well known in literature, since [3, 16]. Using the numerical solution of equation (128) it is easy to find, in the chiral limit,

\[
\langle \bar{\psi}(x) \psi(x) \rangle|_{m=0} = -0.29 N_c \sqrt{2\gamma} \tag{131}
\]
as in [3]. Analytically, from [34], we know that

\[
\langle \bar{\psi}(x) \psi(x) \rangle|_{m=0} = -\frac{N_c}{\sqrt{12}} \sqrt{2\gamma}, \tag{132}
\]
in perfect agreement. The apparent contradiction with Coleman’s theorem is avoided because of the large \( N_c \) limit (see [35] for a review).

B. Quasiparticle action

We will now switch on the quasiparticle contribution to the action, in order to find informations about the excited states of the theory. From the perturbative point of view we adopted when we set up the weak coupling expansion (108), the fermion action can be written as a series in \( g \) that, to second order, reads as

\[
S_{QP} \simeq S_{QP}^{(0)} + g S_{QP}^{(1)} + g^2 S_{QP}^{(2)}. \tag{133}
\]

This series can be calculated, as we will do in the next paragraphs, using the same arguments we formulated to obtain the zero-point action. However, the integration over gauge fields in (10) acts on the exponential of the action: we should first expand it to the desired order in \( g \) and then averaging over gluons, eventually re-exponentiating the result. We get

\[
\exp(-S_{QP}) \simeq \exp \left( -S_{QP}^{(0)} - g S_{QP}^{(1)} \right) \cdot \left[ 1 - g S_{QP}^{(1)} + \frac{1}{2} g^2 \left( S_{QP}^{(1)} \right)^2 \right]. \tag{134}
\]

The term proportional to \( \left( S_{QP}^{(1)} \right)^2 \), which we would miss if we had not expand the exponential, is quartic in the fields \( \alpha, \beta \): it could be interpreted as an interaction term between effective mesons composed of quasifermions, bound by gluon exchange. We will discuss it in paragraph IV B 3, while now we will focus on the bilinear terms in \( \alpha, \beta \), which can be obtained mediating directly the action (133).

1. Mixing terms

To begin the discussion about the quasiparticle bilinear part, we will now calculate explicitly the terms in (31) that mix the \( \alpha \) and \( \beta \) fields. By Hermiticity and commutativity we have

\[
\mathcal{I}_1^{(1,2)} = \mathcal{I}_1^{(2,1)} \equiv \mathcal{I}_1. \tag{135}
\]

With the same arguments used in the previous section, we get

\[
\mathcal{I}_1^{(0)}(p,q) = 2\pi a_0 a_1 \delta(p+q) (-m \sin \theta_q + q \cos \theta_q),
\]

\[
\mathcal{I}_1^{(1)}(p,q) = i a_0 a_1 A_{\gamma}(p+q) \sin \frac{\theta_p + \theta_q}{2},
\]

\[
\mathcal{I}_1^{(2)}(p,q) = a_1 a_2 \int \frac{dk}{2\pi} A_{\gamma}(p+k) A_{\gamma}(k+q)
\cdot \left[ -\frac{1}{2} \sin \frac{\theta_p + \theta_q}{2} \cos \frac{\theta_q - \theta_k}{2} \sin \frac{\theta_p + \theta_k}{2} \right]. \tag{136}
\]

Integrating over the gauge fields,

\[
\langle \mathcal{I}_1 \rangle(p,q) = 2\pi a_0 a_1 \delta(p+q) \left[ -m \sin \theta_q + q \cos \theta_q \right.
- g^2 \int \frac{dk}{2\pi} \Theta(q-k)^2 \cos \frac{\theta_q - \theta_k}{2} \sin \frac{\theta_q - \theta_k}{2} \right]. \tag{137}
\]
Inserting the expression for the Casimir operator (78) and contracting the colour indices we get, for the mixing terms,

\[
\sum_I \langle \beta_I \alpha_I + \alpha_I^\dagger \beta_I^\dagger \rangle = \frac{a_0}{a_1} \sum_I \int \frac{d\theta}{2\pi} \mathcal{I}_I[\theta] [\beta_I(q)\alpha_I(-q) + \alpha_I^\dagger(q)\beta_I^\dagger(-q)],
\]

(138)

with

\[
\mathcal{I}_I[\theta] = -m \sin \theta_q + q \cos \theta_q - \gamma \int d\kappa \frac{1}{(q-k)^2} \cos \frac{\theta_q - \theta_k}{2} \sin \frac{\theta_q - \theta_k}{2}.
\]

(139)

Confronting this expression with equation (125) we can verify that

\[
\mathcal{I}_I[\theta] = \frac{d}{d\theta_q} \omega_q^0[\theta].
\]

(140)

Thus, if \( \theta = \tilde{\theta} \) is a solution of the gap equation, that is respects the extremality condition for the zero-point action, the mixing term in the quasiparticle action is null once the gauge fields have been integrated out.

2. Kinetic terms

At this point we have to perform the calculation of the quasiparticle Hamiltonians (33), a relevant aspect in order to understand how the mechanism of confinement is realized in our picture. We sketch it for the \( \alpha \) field, as the \( \beta \) field discussion is analogue. The corresponding term in (31) is

\[
\alpha_I^\dagger [\nabla_I - \mathcal{H}_I] \alpha_{I+1} = \alpha_I^\dagger (\alpha_{I+1} - \alpha_I) - \alpha_I^\dagger \mathcal{H}_I^\prime \alpha_{I+1}.
\]

(141)

The first term in the last line is simply proportional to the lattice time (right) derivative (A2), so we only need to find the expression of the second term. Inverting (114) we obtain, from (35),

\[
\mathcal{H}_I^\prime(0, \theta) = 2\pi a_0 a_1 \delta(p + q) (m \cos \theta_q + q \sin \theta_q),
\]

\[
\mathcal{H}_I^\prime(1, \theta) = ia_0 a_1 A_0, (p + q) \cos \frac{\theta_p + \theta_q}{2},
\]

\[
\mathcal{H}_I^\prime(2, \theta) = \frac{a_0 a_1}{2} \int d\kappa \frac{1}{2\pi} A_0, (p + k) A_0, (-k + q) \left[ \cos \frac{\theta_p + \theta_q}{2} - 2 \cos \frac{\theta_p - \theta_k}{2} \cos \frac{\theta_q - \theta_k}{2} \right].
\]

(142)

After the integration over gluon fields:

\[
\langle \mathcal{H}_I^\prime \rangle(p, \theta) = 2\pi a_0 a_1 \delta(p + q) \left[ m \cos \theta_q + q \sin \theta_q + \frac{g^2}{2} \int d\kappa \frac{\Theta \cdot \Theta}{(q-k)^2} \cos(\theta_q - \theta_k) \right].
\]

(143)

Inserting the expression for the Casimir operator (78) and contracting the colour indices we get, for the quasiparticle kinetic energy in the action,

\[
\zeta \int \frac{dq}{2\pi} \omega_q^0[\theta] \alpha_I^\dagger(q)\alpha_{I+1}(-q),
\]

(144)

with

\[
\omega_q^0[\theta] = m \cos \theta_q + q \sin \theta_q + \frac{\gamma}{2} \int \frac{d\kappa}{2\pi} \frac{\cos(\theta_q - \theta_k)}{(q-k)^2}.
\]

(145)

Sending \( A_0 \to -A_0 \) to get \( \tilde{\mathcal{E}}_I \) from \( \mathcal{E}_I \), the \( \beta \) term follows easily:

\[
\zeta \int \frac{dq}{2\pi} \omega_q^0 \beta_I(q)\beta_{I+1}(-q),
\]

(146)

with the same quasiparticle energy \( \omega_q^{QP} \).

It is clear that the integral in \( \omega_q^{QP} \) diverges in a neighbourhood of \( q \). This is not what happens for the contribution \( \omega^0 \) to the vacuum energy in (125), which is regular in the IR integration. The traditional \([1-3, 17]\) way out of this problem is to define a principal value procedure subtracting the divergence and obtaining a regularized \( \omega_q^{QP} \) with a structure similar to the one of \( \omega^0 \) (note that it is this regularized quasiparticle energy that is plotted in \([3, 17, 33]\) and not \( \omega^0 \) as in our Figure 2, despite the similarities of the pictures). However, following \([35]\), we interpret the bad behaviour of the fermions energy as a sign of confinement: in the low momentum phase the quasiparticles do not propagate individually because they would require an infinite energy to do so. As we can see, the quasiparticle contributions are \( O(1) \) in \( N_c \), while the term we have evaluated in the previous section is \( O(N_c^2) \); that’s the reason we neglected them, in the large \( N_c \) expansion, when we were searching for the vacuum energy.

3. Quartic potential

Let’s move on now to the evaluation of the quartic terms in the effective action, as explained at the beginning of subsection IV B. Practically, we have to square the sum of the \( O(g) \) terms we found in the previous section (in equations (136) and (142)). We will get objects with a colour structure of the type

\[
(\psi^A \Theta^a \psi^B) (\psi^C \Theta^b \psi^D),
\]

(147)

with \( \psi^A \cdots \) one of the \( \alpha, \beta, \alpha^\dagger, \beta^\dagger \) fields. After the integration over gauge fields, the adjoint indices of the \( \Theta \) matrices will be summed over, because the gluon propagator is proportional to \( \delta_{ab} \), and we can thus rearrange the contractions between fermions using the Fierz identity (79). Keeping only the leading part in \( N_c \), we will end with

\[
\sum_{a=1}^{N_c^2} (\psi^A \Theta^a \psi^B) (\psi^C \Theta^a \psi^D) \simeq \frac{1}{2} (\psi^A \psi^B) (\psi^B \psi^C).
\]

(148)
To express them we can introduce effective “mesonic” and “number” fields made of fermion pairs:

\[
\begin{align*}
\Gamma_0(p, q) &= \beta_0(p) \alpha_0(q) / \sqrt{N_c}, \\
\Gamma_i(p, q) &= \alpha_i(p) \beta_i(q) / \sqrt{N_c}, \\
\Lambda^a_0(p, q) &= \beta_0(p) \alpha_{t+1}(q) / \sqrt{N_c}, \\
\Lambda^a_i(p, q) &= \beta_i(p) \beta_{t+1}(q) / \sqrt{N_c}.
\end{align*}
\]  
(149)

We can see that these objects are non-local in momentum space: this is due to the fact that they do not represent elementary particles, but composite ones. Furthermore, they are colourless: they carry no colour indices, because of the contractions in the bilinears; we say that they represent singlet states in colour.

Now we have to find the momentum structure. A generic term (147) is of the type

\[
\frac{g^2}{2a_i^3} \int \frac{dp \, dp' \, dq \, dq'}{2 \pi^4} \psi^i_0(-p) \mathcal{L}_i(p, -p') \psi^i_0(p') \cdot \psi^j_0(-q) \mathcal{L}_j(q, -q') \psi^j_0(q'),
\]  
(150)

with \( \mathcal{L}_i^{1,II} \) one of the operators \( \mathcal{I}_i^{(1)}, \mathcal{J}_i^{(1)}, \mathcal{H}_i^{(1)} \). Then

\[
\mathcal{L}_i^{1,II}(p, -p') \in \left\{ i a_0 a_1 A_{0,1}(p - p') \sin \frac{\theta_p - \theta_{p'}}{2}, \right. \\
\left. i a_0 a_1 A_{0,1-1}(p - p') \sin \frac{\theta_p - \theta_{p'}}{2}, \right. \\
\left. i a_0 a_1 g A_{0,1}(p - p') \cos \frac{\theta_p - \theta_{p'}}{2}, \right.
\]  
(151)

Calculating all the combinations, integrating over gauge fields, anticommuting the bilinears to obtain the composite fields (149), redefining the momenta integration variables \( p \to -p \) when needed, we finally obtain

\[
\frac{1}{2} g^2 \left( S^{(1)}_{QP} \right)^2 = -a_0 \sum_i \frac{1}{a_i^3} \mathcal{V}_i \left[ \Gamma, \Gamma^\dagger, \Lambda^a, \Lambda^\beta; \theta \right],
\]  
(152)

with

\[
\mathcal{V}_i[\Gamma, \Gamma^\dagger, \Lambda^a, \Lambda^\beta; \theta] = -\frac{\gamma}{2} \frac{1}{(2\pi)^2} \int dp \, dp' \, dq \, dq' \frac{\delta(p + p' + q + q')}{(p + p')^2} \cdot \left\{ \sin \frac{\theta_p + \theta_{p'}}{2} \sin \frac{\theta_q + \theta_{q'}}{2} \cdot \left[ \Gamma_i(p, q') \Gamma_i(q, p') + \Gamma_i(p, q') \Gamma_i(q, p') \cdot \Lambda^a_i(p, q') \Lambda^\beta_i(q, p') - \Lambda^a_i(p, q') \Lambda^\beta_i(q, p') \right] \right. \\
+ \cos \frac{\theta_p + \theta_{p'}}{2} \cos \frac{\theta_q + \theta_{q'}}{2} \cdot \left[ \Gamma_i(p, q') \Gamma_i(q, p') + \Gamma_i(p, q') \Gamma_i(q, p') \cdot \Lambda^a_i(p, q') \Lambda^\beta_i(q, p') \right] + 2 \cos \frac{\theta_p + \theta_{p'}}{2} \sin \frac{\theta_q + \theta_{q'}}{2} \cdot \left[ -\Gamma_i(p, q') \Lambda^a_i(q, p') + \Lambda^a_i(p, q') \Gamma_i(q, p') - \Lambda^a_i(p, q') \Gamma_i(q, p') \right].
\]  
(153)

This contribution to the action is quartic in the quasifermions and represents an interaction term.

Thus, the quasiparticle action (31), after the average over the gauge fields and evaluated at \( \theta \), is

\[
S_{QP}[\alpha, \beta] = -a_0 \sum_i \frac{1}{a_i^3} \int \frac{dq}{2\pi} \left[ \alpha_i(q) (\partial_q^{(-)} - \omega^q) \alpha_{i+1}(-q) \right. \\
- \beta_{i+1}(q) (\partial_q^{(+)} - \omega^q) \beta_i(-q) \left. \right] + a_0 \sum_i \frac{1}{a_i^3} \mathcal{V}_i \left[ \Gamma, \Gamma^\dagger, \Lambda^a, \Lambda^\beta \right].
\]  
(154)

C. Mesons

The procedure we used in the previous section to derive an effective quasiparticle action did not require further hypothesis other than weak coupling and small lattice spacing. However, the resulting action describes a fermionic model with quartic interaction, while we know since [1] that the excitations surviving after the large \( N_c \) limit are the mesonic ones, corresponding to planar diagrams. The straightforward interpretation of the above model in terms of a collective mesonic theory is quite troublesome: to start with, while it is tempting to take the bilinear fields \( \Gamma_i(x, y) \) as describing mesons, they are not proper complex fields, because of the nilpotency of the Grassmann fields \( \alpha, \beta \), so a measure over them is not well-defined unless \( N_c \) is strictly infinite. Moreover, the kinetic term in the action is still quadratic,
and not quartic, in the quasifermions fields, so it cannot be expressed as a kinetic term for the bilinears (not to mention the fact that it is IR divergent). These problems can be overcome, in a quite natural way, using the method described in subsection II C, which produces a legitimate effective action for mesons, well describing the model in the hypothesis of boson dominance. In the rest of this section we explain how to derive an action of the form (55) for the ‘t Hooft model.

1. Mesonic action

From equation (55) and (140), we find that the linear terms in \( \phi, \phi^\dagger \) are exactly null when integrated over the gauge fields and evaluated in \( \theta \), solution of the gap equation (128) (in the following, we will omit the bar over \( \theta \) for brevity). In the same conditions, the kinetic terms become

\[
\langle \text{Tr} \frac{1}{N_c} \mathcal{H}_t(\phi^\dagger_t, \phi_t) \rangle = \frac{a_0}{a_1^2} \int \frac{dp \, dq}{2\pi \omega_p} \left( \phi^\dagger_{t+1}(q-p) \phi_t(-p, q) \right),
\]

(155)

\[
\langle \text{Tr} \frac{1}{N_c} \mathcal{H}_t(\phi_t, \phi^\dagger_{t+1}) \rangle = \frac{a_0}{a_1^2} \int \frac{dp \, dq \, dk \, du}{2\pi \omega_p} \left( \phi^\dagger_{t+1}(q-p) \phi_t(-p, q) \right),
\]

(156)

The interaction terms are

\[
\langle \text{Tr} \left( -\frac{g^2}{N_c} \phi^\dagger_{t+1} \mathcal{H}_t^{(1)}(\phi_t \mathcal{H}_t^{(1)}(\phi_t) \right) \rangle = -\frac{2g}{(2\pi)^2} \frac{a_0}{a_1^2} \int \frac{dp \, dq \, dk \, du}{\omega_p} \frac{\delta(p + q - k - u)}{(k - q)^2} \cdot \cos \frac{\theta_q}{2} \cos \frac{\theta_p}{2} \phi^\dagger_{t+1}(p, q) \phi_t(-k, -u),
\]

(157)

\[
\langle \text{Tr} \left( \frac{g^2}{N_c} \phi_t \mathcal{I}_t^{(1)}(\phi_t \mathcal{I}_t^{(1)}) \right) \rangle = -\frac{\gamma g}{(2\pi)^2} \frac{a_0}{a_1^2} \int \frac{dp \, dq \, dk \, du}{\omega_p} \frac{\delta(p + q + k + u)}{(k + q)^2} \cdot \sin \frac{\theta_q}{2} \sin \frac{\theta_p}{2} \phi_t(p, q) \phi_t(k, u)
\]

(158)

and the same for the \( \phi^\dagger_t \phi^\dagger_{t+1} \) term.

Now we are left with the terms obtained expanding the exponential of the action to order \( 1/N_c \), mediating over the gauge fields and then re-exponentiating the result. The new terms are

\[
\frac{g^2}{2} \frac{1}{N_c} \sum_{t, t'} \text{Tr} \left( \phi_t \mathcal{I}_t^{(1)}(\phi_t^\dagger \mathcal{I}_t^{(1)}(\phi_t) + \phi^\dagger_{t+1} \mathcal{I}_t^{(1)}(\phi_t) \right)
\]

\[
\cdot \text{Tr} \left( \phi_t \mathcal{I}_t^{(1)}(\phi_t^\dagger \mathcal{I}_t^{(1)}(\phi_t) + \phi^\dagger_{t+1} \mathcal{I}_t^{(1)}(\phi_t) \right).
\]

(159)

However, these terms are null to order \( g^2 \), because the traces over colour act on something linear in \( A_0 = A_0^a \Theta^a \) (and so traceless).

Thus, we find, from (55),

\[
S_M = a_0 \sum_t \frac{1}{a_1^2} \int \frac{dp \, dq}{2\pi \omega_p} \left( -\phi_t(-q, p) \phi^\dagger_{t+1}(-p, q) \right)
\]

\[
+ (\omega_q + \omega_p) \phi^\dagger_{t+1}(-q, p) \phi_t(-p, q)
\]

\[
- \frac{\gamma}{2} \int \frac{dk \, du}{(k + q)^2} \cdot \left[ 2 \cos \frac{\theta_q}{2} \cos \frac{\theta_p}{2} \phi_t(p, q) \phi_t(k, u)
\]

\[
+ \sin \frac{\theta_q}{2} \sin \frac{\theta_p}{2} \phi_t(p, q) \phi_t(k, u) \right]
\]

(160)

The annoying \( a_1^{-2} \) factor appears because we kept all the quantities dimensionful except the spinor fields, which are dimensionless (in coordinate space: as equation (A14) holds, their Fourier components have dimension -1) to avoid lattice factors in solving the Berezin integrals in subsections B.3 and II C. The dimensionless spinor fields are related to their dimensionful counterparts (respectively, on the LHS and RHS of the following relations) by

\[
\alpha_t \rightarrow a_1^{1/2} \alpha_t, \quad \beta_t \rightarrow a_1^{1/2} \beta_t,
\]

(161)

so the meson field (which in equation (160) has dimension -2, because of (A14)) becomes

\[
\phi_t \rightarrow a_1 \phi_t.
\]

(162)

Now, after the rescaling,

\[
\text{dim } \phi_t(x, y) = 1, \quad \text{dim } \phi_t(p, q) = -1.
\]

(163)

Finally, evaluating the delta functions, we get the effective meson action

\[
S_M = a_0 \sum_t \int \frac{dQ \, dq}{(2\pi)^2} \cdot \left[ \phi_t(Q-q, q) \left[ -\partial_t^\dagger(-q) + (\omega_Q-q + \omega_q) \right] \phi^\dagger_{t+1}(-q, -Q+q) \right)
\]

\[
- \frac{\gamma}{2} \int \frac{dQ \, dq}{(q - q' + \omega_q - \omega_q')^2} \cdot \left[ 2 \cos \frac{\theta_q}{2} \cos \frac{\theta_q'}{2} \phi_t(Q-q, q) \phi_t(-q', -Q+q')
\]

\[
+ \sin \frac{\theta_q}{2} \sin \frac{\theta_q}{2} \phi_t(Q-q, q) \phi_t(-q', -Q+q') \right)
\]

(164)
2. Diagonalization

The expression (164) still cannot be interpreted as an action for complex scalar fields representing physical mesons: the fields involved are not local, and the interaction terms are not in the usual form $\phi \phi$. We know of two ways to proceed: the first is to recognize in (164) an action (in holomorphic representation) obtained starting from a Nambu-like Hamiltonian in the operator doublets $(\Gamma, \Gamma')$, which can be diagonalized with a generalized Bogoliubov transformation for bilocal bosonic operators. This is the approach of [17]: the parameters of the transformation that diagonalize the action comply with the Bars-Green equations [2] for the structure functions of the mesons. This procedure also gives a large-$N_c$ subleading correction for the vacuum contribution.

The other path would be to expand, directly in the functional formalism, the bilocal functions $\phi$ and $\phi^\dagger$ on a basis of two-particles states. In the free ($\gamma = 0$) case the procedure is straightforward: the fields are expanded as

$$
\phi_t(Q, q) = \sum_n \varphi_t^{(n)}(Q) \rho_{Q}^{(n)}(q),
$$

$$
\phi_t^\dagger(q, Q-q) = \sum_n \varphi_t^{(n)}(Q) \rho_{Q}^{(n)}(q),
$$

(165)

where the index $n$ spans the basis of two-particles states $\rho_{Q}^{(n)}(q)$, which satisfy the completeness relations

$$
\int \frac{dq}{2\pi} \rho_{Q}^{(n)}(q) \rho_{Q}^{(m)}(-q) = \delta_{nm},
$$

$$
\sum_n \rho_{Q}^{(n)}(q) \rho_{Q}^{(n)}(p) = 2\pi \delta(p+q),
$$

(166)

while $\varphi_t^{(n)}(Q)$ are the corresponding coefficients. In this way we can separate the parts of the fields that depend only from center-of-mass momenta, which ultimately will be identified with the physical mesons, from the structure part, depending also on internal momenta. Indeed, as the basis is fixed, the functional measure over $\phi$ becomes a measure for the coefficients:

$$
\prod_{p,p'} d\phi_t(p, p') \rightarrow \prod_Q \prod_n d\varphi_t^{(n)}(Q).
$$

(167)

Because of (166) and the fact that the structure functions do not depend on time, the temporal derivative part is already diagonal in the indices $(n)$. In order to diagonalize also the energy part, we need to impose

$$
\lambda_Q^{(n)} \delta_{mn} = \int \frac{dq}{2\pi} (\omega_{Q-q} + \omega_q) \rho_Q^{(n)}(q) \rho_Q^{(m)}(-q)
$$

(168)

so that, in the free case,

$$
S_M^{(\gamma=0)} = a_0 \sum \int \frac{dQ}{2\pi} \cdot \sum_n \varphi_t^{(n)}(Q) \left[ -\partial_0^{-} + \lambda_Q^{(n)} \right] \varphi_t^{(n)}(-Q).
$$

(169)

Equation (168) is equivalent to the request that

$$
(\omega_{Q-p} + \omega_p - \lambda_Q^{(n)}) \rho_Q^{(n)}(p) = 0.
$$

(170)

We see that the physical mesons form a tower of states spanned by the index $(n)$.

In the general case with $\gamma \neq 0$ the action have to be diagonalized also with respect to the Nambu doublets, in order to obtain only terms $\varphi \varphi^\dagger$. The procedure is similar as before (and similar to the one in [17]), but now (165) mixes the coefficients $\varphi^\dagger$ and $\varphi$, given two sets of different structure functions $\varphi^{(n)}_t$ and $\varphi^{(n)}$. It turns out that, to leave a diagonal action like (169), the structure functions need to satisfy the Bars-Green equations, which, in this respect, generalize equation (170). The divergences we noted in subsection IV.B in the quasiparticle energies are no more present in the mesonic spectrum found in this way.

V. CONCLUSIONS AND OUTLOOKS

In the present work we have studied the ’t Hooft model on the lattice, adopting, in a relativistic setting, methods and intuitions inspired by quantum many-body systems. In particular, the confinement of the quarks has been understood as a collective phenomenon similar to the condensation of Cooper pairs in the BCS theory of superconductivity. The existence of an energy gap between the perturbative vacuum and the one where the condensation occurs has been verified fixing the parameters of a Bogoliubov transformation on the canonical fermionic operators via a variational principle, obtaining the gap equation (128). Moreover, we exploited the bridge between canonical formalism and functional formulation for a quantum partition function to obtain a relativistic theory of the fluctuations around this non-perturbative vacuum. At first, we have considered quasiparticle fermionic fluctuations, obtaining the model (154). Then, we have implemented an hypothesis of composite bosons dominance on the spectrum, which in our approach has been realized by a projection onto the mesons subspace, to find an effective action (164) of these composite fields on the
lattice. We have also verified that the continuum limit of this theory reproduces lots of results already known from different approaches. In this way we have checked the full consistency of method proposed, which allows to derive the properties of the effective model from the ones of the fundamental, fermionic, theory. In this way, the effective description and the fundamental one are unified in a coherent frame.

Regarding future developments, we remark here that, as it is formulated in [9, 12], the method we used has already been extended to include models at finite temperature and chemical potential. Considering the great interest aroused by the study of the phase diagram of gauge theories, the path we have traced in the present work naturally leads to a formulation of the ’t Hooft model at finite density, which should, in principle, reproduce the results of [3, 35]. Moreover, thanks to the great generality of our approach, other models of strong interaction can be studied as well, searching for non trivial predictions about ground states and low-energy excitations. Of course, in real QCD confinement is not a perturbative matter from the point of view of the configuration of the gauge fields, so we do not expect that the present reasoning can be adopted verbatim in that context. Indeed, the description of the ground state is one of the QCD long standing problem, and has been addressed in countless ways in the past (see, for a recent survey, [36]). Still, models that mimic some aspects of strong interactions, such as [37], can be studied in the present scheme with almost no modifications.

Appendix A: Useful formulas

1. Lattice operators

For a lattice with spacing $a$, we define the free shift operators as

$$[T_\mu]_{xy} = \delta_{x+a\hat{\mu},y}, \quad [T_\mu^\dagger]_{xy} = \delta_{x-a\hat{\mu},y}. \quad (A1)$$

Lattice right and left derivatives are

$$\partial_\mu^{(+)} = \frac{1}{a}(T_\mu - 1), \quad \partial_\mu^{(-)} = \frac{1}{a}(1 - T_\mu). \quad (A2)$$

Their action on a generic function is

$$\partial_\mu^{(+)} f(x) = \pm \frac{f(x \pm a\hat{\mu}) - f(x)}{a}. \quad (A3)$$

A symmetric choice for the derivative is

$$\partial_\mu^{(s)} = \frac{1}{2}(\partial_\mu^{(+)} + \partial_\mu^{(-)}) = \frac{1}{2a}(T_\mu - T_\mu^\dagger). \quad (A4)$$

and so

$$\partial_\mu^{(s)} f(x) = \frac{f(x + a\hat{\mu}) - f(x - a\hat{\mu})}{2a}. \quad (A5)$$

The free Laplacian operator on the lattice is

$$\partial^2 = \sum_\mu \partial_\mu^{(+)} \partial_\mu^{(-)} = \sum_\mu \frac{1}{a^2}(T_\mu + T_\mu^\dagger - 2). \quad (A6)$$

Introducing a connection, we get the covariant derivatives

$$D_\mu^{(+)}(x,y) = \frac{1}{a} \{ U_\mu(x) [T_\mu]_{xy} - 1 \}, \quad (A7a)$$

$$D_\mu^{(-)}(x,y) = \frac{1}{a} \{ 1 - [T_\mu^\dagger]_{xy} U_\mu(y) \}, \quad (A7b)$$

$$D_\mu(x,y) = \frac{1}{2a} \{ U_\mu(x) [T_\mu]_{xy} - [T_\mu^\dagger]_{xy} U_\mu(y) \}, \quad (A7c)$$

where $U_\mu(x)$ is the parallel transporter in direction $\mu$. As usual,

$$\mathcal{D}(x,y) = \sum_\mu \gamma_\mu D_\mu(x,y). \quad (A8)$$

The covariant Laplacian is naturally

$$D^2(x,y) = \sum_\mu \frac{1}{a^2} \{ U_\mu(x) [T_\mu]_{xy} + [T_\mu^\dagger]_{xy} U_\mu(y) - 2 \}. \quad (A9)$$

2. Fourier representation for the lattice in 1+d dimensions

To expand lattice functions in the Fourier basis, we introduce the momentum representation in the spatial dimensions [38]

$$f(p) = \int_{BZ} \frac{d^d p}{(2\pi)^d} f(p) e^{i p \cdot x}, \quad f(x) = \int_{BZ} \frac{d^d p}{(2\pi)^d} f(p) e^{i p \cdot x}, \quad (A10)$$

where $x$ and $p$ denote the spatial $d$-vectors of position and momentum $(d+1)$-vectors (which are dimensional variables with dimension of mass, respectively, -1 and 1) and $f(p)$ is a periodic function in $p$ (it takes values in the first Brillouin Zone, $BZ = (-\pi/a, \pi/a)^d$). As $x$ is a discrete variable, we have simply defined

$$\sum_x = \sum_n = \sum_{n_1,\cdots,n_d}, \quad x = a_s n, \quad n \in \mathbb{Z}^d. \quad (A11)$$

Therefore, the delta functions can be represented on the lattice as

$$\delta^d(p - q) = \left(\frac{a_s}{2\pi}\right)^d \sum_x e^{-i x \cdot (p-q)}, \quad (A12)$$

$$\frac{\delta^d_{xy}}{a_s^d} = \int_{BZ} \frac{d^d p}{(2\pi)^d} e^{i p \cdot (x-y)}. \quad (A12)$$

In this respect we follow [32] (see section 2.5). These definitions tend (formally) to the usual ones for the continuum Fourier transform in the limit $a_s \to 0$. 


For a matrix $A$ our convention is to use (A10) for each index:

$$A(p, q) = a_{s}^{2d} \sum_{x, y} A_{xy} e^{-i(p \cdot x + q \cdot y)} ,$$

(A13)

so, by dimensional analysis,

$$\dim f(p) = \dim f(x) - d, \ \dim A(p, q) = \dim A_{xy} - 2d$$

(A14)

where “dim” indicates the physical dimension in mass unit. Using these formulas it’s easy to prove that, for any two operators $A, B$ and functions $f, g$, the following convolution relations hold:

$$tr A = \sum_{x} A_{xx} = a_{s}^{-d} \int_{BZ} \frac{d^{d}p}{(2\pi)^{d}} A(p, -p) ,$$

(A15)

$$(AB)_{xy} = \int_{BZ} \frac{d^{d}p}{(2\pi)^{d}} \frac{d^{d}q}{(2\pi)^{d}} e^{i(p \cdot x + q \cdot y)} A(p, k) B(-k, q) ,$$

(A16)

$$Af(x) = \int_{BZ} \frac{d^{d}p}{(2\pi)^{d}} e^{i p \cdot x} \left[ a_{s}^{-d} \int_{BZ} \frac{d^{d}q}{(2\pi)^{d}} A(p, q) f(-q) \right] ,$$

(A17)

$$\sum_{x} f(x) g(x) = a_{s}^{-d} \int_{BZ} \frac{d^{d}p}{(2\pi)^{d}} f(p) g(-p) ,$$

(A18)

$$\sum_{z} A_{xz} f(z) B_{xy} = \int_{BZ} \frac{d^{d}p}{(2\pi)^{d}} \frac{d^{d}q}{(2\pi)^{d}} e^{i(p \cdot x + q \cdot y)} \left[ a_{s}^{-d} \int_{BZ} \frac{d^{d}k}{(2\pi)^{d}} \frac{d^{d}s}{(2\pi)^{d}} A(p, k) f(-k + s) B(-s, q) \right] ,$$

(A19)

and so on.

Conventions on complex and Hermitian conjugation are the same:

$$f^{*}(x) = \int_{BZ} \frac{d^{d}p}{(2\pi)^{d}} f^{*}(p) e^{ip \cdot x} ,$$

$$f^{*}(p) = a_{s}^{d} \sum_{x} f^{*}(x) e^{-ip \cdot x} ,$$

$$[A \dagger]_{xy} = \int_{BZ} \frac{d^{d}p}{(2\pi)^{d}} \frac{d^{d}q}{(2\pi)^{d}} A_{xy} e^{i(p \cdot x + q \cdot y)} ,$$

(A20)

$$A_{xy} = a_{s}^{2d} \sum_{x, y} [A \dagger]_{xy} e^{-i(p \cdot x + q \cdot y)} .$$

Note that this means

$$[f(p)]^{*} = f^{*}(-p) ,$$

$$[A(p, q) \dagger] = A^{\dagger}(-q, -p) .$$

(A21)

### 3. Dirac matrices

In 1+1 dimensions we choose the representation

$$\gamma^{0} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} = \sigma^{3} , \quad \gamma^{1} = i \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix} = -\sigma^{2} ,$$

$$\gamma^{5} = -i \gamma^{0} \gamma^{1} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \sigma^{1} .$$

(A22)

### 4. Berezin Integrals

To define a path integral for fermions it is customary to work with anticommuting (“Grassmannian”) variables. This construction is standard and can be found in virtually every textbook about QFT. We report here the main points for practicality and to establish conventions. Let $\theta_{K}, \theta_{K}^{\dagger}, K = 1, \ldots, \Omega$, be two (independent, in spite of the $\dagger$) sets of anticommuting symbols, that is

$$\{ \theta_{K}, \theta_{J} \} = 0 , \quad \{ \theta_{K}, \theta_{J}^{\dagger} \} = 0 , \quad \{ \theta_{K}, \theta_{J}^{\dagger} \} = 0 .$$

(A23)

An integral over these symbols is defined by the requests

$$\int d\theta_{K} 1 = 0 , \quad \int d\theta_{K} \theta_{K} = 1 ,$$

$$\int d\theta_{K}^{\dagger} 1 = 0 , \quad \int d\theta_{K}^{\dagger} \theta_{K}^{\dagger} = 1 .$$

(A24)

This means that

$$\int d\theta_{K} \equiv \frac{\partial}{\partial \theta_{K}} , \quad \int d\theta_{K}^{\dagger} \equiv \frac{\partial}{\partial \theta_{K}^{\dagger}} .$$

(A25)

The product measures are simply

$$d\theta \equiv d\theta_{1} \cdots d\theta_{\Omega} , \quad d\theta^{\dagger} \equiv d\theta_{1}^{\dagger} \cdots d\theta_{\Omega}^{\dagger} \equiv d\theta^{\dagger} \theta = \prod_{K=1}^{\Omega} d\theta_{K} d\theta_{K} .$$

(A26)

Using these definitions, it is easy to show that the following formula for Gaussian integrals holds:

$$\int d\theta^{\dagger} d\theta e^{-\theta^{\dagger} A_{\theta}^{\dagger} \theta + \eta^{\dagger} \theta + \eta} = \det A e^{\eta^{\dagger} A^{-1} \eta} .$$

(A27)

### Appendix B: Effective action with Bogoliubov transformations

#### 1. Canonical coherent states

Let $\mathcal{F} = \bigotimes_{K=1}^{\Omega} \mathcal{H}_{K}$ be a Fock space defined as a direct product of single-particle fermionic Hilbert spaces. The annihilation and creation operators obey canonical anticommutation relations

$$\{ \hat{a}_{J}, \hat{a}_{K} \} = 0 , \quad \{ \hat{a}_{J}^{\dagger}, \hat{a}_{K}^{\dagger} \} = 0 , \quad \{ \hat{a}_{J}, \hat{a}_{K}^{\dagger} \} = \delta_{JK} .$$

(B1)
with $J, K = 1, \ldots, \Omega$. For each sector, the vacuum state is defined by

$$\hat{a}_K |0\rangle_K = 0$$

and therefore the vacuum state in $\mathcal{F}$ is

$$|0\rangle = \otimes_{K=1}^{\Omega} |0\rangle_K .$$

Applying the creation operators, we obtain

$$|K_1 \cdots K_p\rangle = \hat{a}^\dagger_{K_1} \cdots \hat{a}^\dagger_{K_p} |0\rangle$$

for $p = 1, \ldots, \Omega$. These states span the entire Fock space: they form an orthonormal basis

$$(J_1 \cdots J_p |K_1 \cdots K_p\rangle = \delta_{pq} \sum_{\text{perm } \pi} (-)^{\pi} \delta_{J_1, \pi(K_1)} \cdots \delta_{J_p, \pi(K_p)}$$

and the resolution of unity reads

$$\sum_{p=0}^{\Omega} \frac{1}{p!} \sum_{K_{1} \cdots K_{p}} |K_1 \cdots K_p\rangle \langle K_1 \cdots K_p| = I .$$

The factor $1/p!$ takes account of the indistinguishability of the particles. A generic state $|\psi\rangle$ can be written as

$$|\psi\rangle = |\psi(\hat{a}^\dagger)|0\rangle , \quad \psi(\hat{a}^\dagger) = \sum_{p=0}^{\Omega} \frac{1}{p!} \psi_{J_1 \cdots J_p} \hat{a}^\dagger_{K_1} \cdots \hat{a}^\dagger_{K_p} ,$$

where the coefficients $\psi_{J_1 \cdots J_p}$ are totally antisymmetric. An arbitrary operator $\hat{A}$ can be written as

$$\hat{A} = \sum_{p, q} \frac{1}{p! q!} a_{J_1 \cdots J_p} a^\dagger_{K_1 \cdots K_p} \hat{a}_{J_1} \cdots \hat{a}_{J_p} ,$$

normal-ordered.

The canonical coherent states are defined by

$$|\theta\rangle = e^{-\sum_K \theta_K^* \hat{a}^\dagger_K} |0\rangle = \prod_K \left( 1 - \theta_K^* \hat{a}^\dagger_K \right) |0\rangle ,$$

with $\theta_K$ Grassmannian variables such that

$$\theta_j \theta_K = -\theta_K^* \theta_j , \quad \theta_j^* \theta_K = -\theta_K \theta_j^* ,$$

$$\theta_j \hat{a}_K = -\hat{a}_K^\dagger \theta_j , \quad \theta_j^* \hat{a}_K = -\hat{a}_K \theta_j^* ,$$

where the variables $\theta_K$ and $\theta_K^*$ are independent for the purpose of constructing the algebra. The state $|\theta\rangle$ is an eigenstate of $\hat{a}_K$, with eigenvalues $\theta_K$:

$$\hat{a}_K |\theta\rangle = \theta_K |\theta\rangle .$$

The inner product between two coherent states $|\theta\rangle$ and $|\eta\rangle$ is

$$\langle \theta |\eta\rangle = \exp \left( \sum_K \theta_K^* \eta_K \right) = \exp (\theta^\dagger \eta) .$$

These states form an overcomplete basis, and the resolution of unity reads as

$$\hat{1} = \int d\theta^\dagger d\theta \frac{|\theta\rangle \langle \theta|}{\langle \theta |\theta\rangle} .$$

Using (B13) a generic state can be written as

$$|\psi\rangle = \int d\theta^\dagger d\theta e^{-\theta^\dagger \theta} \psi(\theta^\dagger) |\theta\rangle ,$$

with

$$\psi(\theta^\dagger) = \langle \theta |\psi\rangle = \sum_{p=0}^{\Omega} \frac{1}{p!} \psi_{\theta_{J_1} \cdots \theta_{J_p}} \eta_{\theta_{K_1} \cdots \theta_{K_p}} ,$$

as it results from (B7) and (B11). Using (B8), the expression for the representative of a generic operator follows:

$$A(\theta^\dagger, \eta) = \langle \theta |\hat{A}|\eta\rangle$$

$$= e^{\theta^\dagger \eta} \sum_{p=0}^{\Omega} \frac{1}{p!} A_{\theta_{J_1} \cdots \theta_{J_p}} \eta_{\theta_{K_1} \cdots \theta_{K_p}} \eta_{\theta_{K_1} \cdots \theta_{K_p}} ,$$

and so

$$A(\theta^\dagger, \eta) = \langle \theta |\hat{A}|\eta\rangle = \int d\eta^\dagger d\eta e^{-\eta^\dagger \eta} A(\theta^\dagger, \eta) \psi(\theta^\dagger) ,$$

and

$$AB(\theta^\dagger, \eta) = \langle \theta |\hat{A}|\hat{B}|\eta\rangle = \int d\eta^\dagger d\eta e^{-\eta^\dagger \eta} A(\theta^\dagger, \eta) B(\eta^\dagger, \eta) .$$

If an operator $\hat{O}$ can be written in the special form

$$\hat{O} = \exp \left( \sum_{J, K} \hat{a}_J^\dagger M_{J K} \hat{a}_K \right) ,$$

then its representative is

$$O(\theta^\dagger, \eta) = \langle \theta |\hat{O}|\eta\rangle = \exp \left( \sum_{J, K} \theta^\dagger_J (e^M)_{J K} \eta_K \right) .$$

Combining this formula with (B18) it follows that, if two operators are in the form

$$\hat{O}_1 = \exp \left( \sum_{J, K} \hat{a}_J^\dagger M_{J K} \hat{a}_K \right) , \quad \hat{O}_2 = \exp \left( \sum_{J, K} \hat{a}_J^\dagger N_{J K} \hat{a}_K \right) ,$$

then

$$\hat{O}_1 \hat{O}_2(\theta^\dagger, \eta) = \exp \left( \sum_{J, K} \theta^\dagger_J (e^M e^N)_{J K} \eta_K \right) .$$

Finally, the trace of an even operator $\hat{A}$ (such as it commutes with any Grassmannian variable, $\hat{A} \theta_K = \theta_K \hat{A}$) can be written as

$$\text{tr} \hat{A} = \int d\theta^\dagger d\theta e^{-\theta^\dagger \theta} A(\theta^\dagger, -\theta) .$$
If two kind of fermions (namely, particles and antiparticles) are admitted, the Fock space can be constructed from the set of canonical creation and annihilation operators
\begin{align}
\{\hat{u}_j^\dagger, \hat{u}_K\} &= \{\hat{v}_j^\dagger, \hat{v}_K\} = \delta_{JK}, \\
\{\hat{u}_j, \hat{u}_K\} &= \{\hat{v}_j, \hat{v}_K\} = \cdots = 0,
\end{align}
where $u_j^\dagger$ and $v_j^\dagger$ create, respectively, a particle and an antiparticle in the state $J$. Canonical coherent states can be defined in the same way:
\begin{equation}
|\rho\sigma\rangle = \exp\left(-\sum_K \rho_K \hat{u}_K^\dagger - \sum_K \sigma_K \hat{v}_K^\dagger\right) |0\rangle
\end{equation}
and the resolution of unity reads as
\begin{equation}
\hat{1} = \prod_K \int \! d\rho_K^j d\rho_K d\sigma_K^j d\sigma_K e^{-\sum_j \rho_j^j \rho_j - \sum_j \sigma_j^j \sigma_j} |\rho\sigma\rangle \langle \rho\sigma|.
\end{equation}

2. More on Bogoliubov transformations

We collect here some properties of the Bogoliubov transformation (17). With the definitions (18), it follows that
\begin{equation}
f(\hat{R})\mathcal{F}^\dagger = \mathcal{F}^\dagger f(\hat{R}), \quad f(\hat{R})\mathcal{F} = \mathcal{F} f(\hat{R})
\end{equation}
for any function $f$. The transformation inverse of (17) is
\begin{align}
\hat{a} &= \hat{R}^{1/2} \left( \hat{a} + \mathcal{F}^\dagger \hat{b}^\dagger \right), \\
\hat{b} &= \left( \hat{b} - \hat{a}^\dagger \mathcal{F} \right) \hat{R}^{1/2},
\end{align}
as expected sending $\mathcal{F} \to -\mathcal{F}$. The vacuum state (20) is normalized as
\begin{equation}
\langle \mathcal{F}|\mathcal{F} \rangle = (\det \hat{R}^{-1}) = (\det \hat{R})^{-1}.
\end{equation}
The norm of the new coherent states (23) is
\begin{equation}
\langle \alpha\beta; \mathcal{F}|\alpha\beta; \mathcal{F} \rangle = e^{\hat{a}^\dagger \alpha + \hat{b}^\dagger \beta} (\det \hat{R})^{-1}.
\end{equation}

The inner product with the old coherent states is
\begin{equation}
\langle \rho\sigma|\alpha\beta; \mathcal{F} \rangle = e^{\hat{b}^\dagger \rho - \hat{a}^\dagger \sigma - \beta^\dagger \mathcal{F}_\alpha}.
\end{equation}

3. Quasiparticle action

To find the trace of the transfer matrix in (26) we can write
\begin{align}
\langle \alpha\beta; \mathcal{F}_t|\alpha\beta; \mathcal{F}_{t+\epsilon}\rangle &= \langle \alpha\beta; \mathcal{F}_t|\tilde{\mathcal{V}}_t \tilde{\mathcal{V}}_{t+\epsilon}^\dagger|\alpha\beta; \mathcal{F}_{t+\epsilon}\rangle, \\
\langle \alpha\beta; \mathcal{F}_t|\alpha\beta; \mathcal{F}_{t+\epsilon}\rangle &= \det \mathcal{F}_{N,t}^\dagger \exp\left[-\beta_t \hat{F}_t^\dagger \hat{R}^{-1}_t \hat{F}_t^\dagger \right] \\
&\times \exp\left[-\beta_t \hat{F}_t^\dagger \hat{R}^{-1}_t \hat{F}_t^\dagger \right] e^{-\mathcal{M}_{t+\epsilon}\alpha^\dagger + \mathcal{M}_{t+\epsilon}\beta} \\
&\times \exp\left[-\beta_t \hat{F}_t^\dagger \hat{R}^{-1}_t \hat{F}_t^\dagger \right] e^{-\mathcal{M}_{t+\epsilon}\alpha^\dagger + \mathcal{M}_{t+\epsilon}\beta}.
\end{align}
In the same way
\begin{align}
\langle \alpha\beta; \mathcal{F}_t|\alpha\beta; \mathcal{F}_{t+\epsilon}\rangle &= \det \mathcal{F}_{N,t}^\dagger \exp\left[-\beta_t \hat{F}_t^\dagger \hat{R}^{-1}_t \hat{F}_t^\dagger \right] \\
&\times \exp\left[-\beta_t \hat{F}_t^\dagger \hat{R}^{-1}_t \hat{F}_t^\dagger \right] e^{-\mathcal{M}_{t+\epsilon}\alpha^\dagger + \mathcal{M}_{t+\epsilon}\beta}.
\end{align}
The last effect:
\begin{align}
\langle \alpha\beta; \mathcal{F}_t|\alpha\beta; \mathcal{F}_{t+\epsilon}\rangle &= \det \left(e^{-\mathcal{M}_{t+\epsilon}\alpha^\dagger + \mathcal{M}_{t+\epsilon}\beta} \hat{F}_{t+\epsilon} \hat{R}^{-1}_t \hat{F}_{t+\epsilon}^\dagger \hat{R}^{-1}_t \hat{F}_{t+\epsilon} \right) \\
&\times \exp\left(-\beta_t \hat{F}_t^\dagger \hat{R}^{-1}_t \hat{F}_t^\dagger \right) \hat{F}_{t+\epsilon}^\dagger e^{-\mathcal{M}_{t+\epsilon}\alpha^\dagger + \mathcal{M}_{t+\epsilon}\beta}.
\end{align}
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