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Abstract—The brain, as the source of inspiration for Artificial Neural Networks (ANN), is based on a sparse structure. This sparse structure helps the brain to consume less energy, learn easier and generalize patterns better than any other ANN. In this paper, two evolutionary methods for adopting sparsity to ANNs are proposed. In the proposed methods, the sparse structure of a network as well as the values of its parameters are trained and updated during the learning process. The simulation results show that these two methods have better accuracy and faster convergence while they need fewer training samples compared to their sparse and non-sparse counterparts. Furthermore, the proposed methods significantly improve the generalization power and reduce the number of parameters. For example, the sparsification of the ResNet47 network by exploiting our proposed methods for the image classification of ImageNet dataset uses 40% fewer parameters while the top-1 accuracy of the model improves by 12% and 5% compared to the dense network and their sparse counterpart, respectively. As another example, the proposed methods for the CIFAR10 dataset converge to their final structure 7 times faster than its sparse counterpart, while the final accuracy increases by 6%.

Index Terms—Artificial Neural Network, Natural Neural Network, Sparse Structure, Sparsifying, Scalable Training.

I. INTRODUCTION

A RTIFICIAL Neural Networks (ANN) are inspired by Natural Neural Networks (NNN) which constitute the brain. Hence, scientists are trying to adopt natural network functionalities to the ANNs. The observations show that the NNNs have sparse properties. First, neurons in NNNs fire sparsely in both time and spatial domains [1]–[6]. Furthermore, the NNNs profit from a scale-free small-world [8], and sparse structure which means each neuron connects to a very limited set of other neurons. In other words, the connections in a natural network is a very small portion of the possible connections [9]–[11]. This property eventuates in very important features of NNNs such as low complexity, low power consumption, and strong generalization power [12], [13]. On the other hand, conventional ANNs do not have sparse structures which lead to the important differences between them and their natural counterparts. They have an extraordinary large number of parameters and need extraordinary large storage space, large sample number, and powerful underlying hardware [14]. Although deep learning has gained enormous success in wide variety of domains such as image and video processing [15]–[17], Biomedical processing [15], [18]–[22], speech recognition [23], Physics [24], [25], and Geophysics [26], the mentioned barriers make it impractical to exploit deep networks in portable and cheap applications. Sparsifying a neural network can significantly reduce network parameters and learning time. However, we need to find a suitable sparse structure which also leads to an acceptable accuracy.

There are three main approaches to sparsifying a neural network:

1) Training a conventional network completely, and at the end, making it sparse with pruning techniques [27]–[29].
2) Modification of the loss function to enforce the sparsity [30], [31].
3) Updating a sparse structure during the learning process (evolutionary methods) [32]–[36].

The methods using the first approach train a conventional ANN. Then, they remove the least important connections which their elimination does not decrease the accuracy of network significantly. Hence, finding a good measure to identify such connections is the most important part in this approach. Pruning in this way guarantees good performance of the network model [28]. However, the learning time does not decrease in this approach as a conventional non-sparse network must be trained completely. There are also methods which fine-tune the resultant pruned model to compensate even small drop of accuracy in the pruning procedure [37]–[39]. In [40], it is shown that a randomly initialized dense neural network contains a sub-network that can match the test accuracy of the dense network and also needs the same iteration number for training (called winning lottery ticket). However, finding this sub-network is computationally expensive as it needs multiple pruning and re-training starting from a dense network. Thus, several references have concentrated on finding this configuration faster [41]–[43] and using less memory [44].

In the second approach, a sparsifying term is added to the loss function in order to shape the sparse structure of the network. If the loss function is chosen properly, the network tends towards a sparse structure with good performance properties. This can be achieved by adding a sparse regularization term such as $l_1$ norm. In MorphNet [45], this term is added to the loss function. MorphNet is a method which iteratively shrinks and expands a network to find a suitable configuration. In other words, it needs multiple re-training to achieve its final configuration.

In the third approach, both the network structure and the values of connections are trained and updated in the learning process. First of all, an initial sparse graph model is generated for the network. Then, at each epoch of the training phase, both the weights of connections and the sparse structure are updated. NeuroEvolution of Augmenting Topologies (NEAT) [46] is an example of such methods which seeks to optimize both the weights and the topology of an ANN for a given task. Although its impressive results have been reported [47], [48], NEAT is not scalable to large networks as it should search a large space. References [38], [39], [49] also propose...
In [32], a scalable evolutionary method is proposed, called SET. In this method, the weights are updated by back-propagation algorithm [50] and the candidate connections are chosen to be replaced by new ones in each training epoch. The candidate connections are tried to be chosen from the weakest ones. Thus, replacing them leads to the structure improvement of the model. This method profits from the reduced learning time and acceptable performance. However, there are some drawbacks with this evolutionary method. The novelty of this method is the process through which the structure is updated: identifying weak connections and replacing them with new ones. Hence, there are two questions to be answered: 1) what is a “weak” connection and 2) what makes a connection suitable for replacing the eliminated one? In [32], the magnitude of the connections are considered as their strength (importance), which means connections with less magnitudes are weaker. Furthermore, new connections are chosen randomly. It seems that these two metrics can be chosen more efficiently by utilizing methods of evolution in natural networks.

In this paper, we proposed two evolutionary sparse methods: 1) “Path-Weight” method and 2) “Sensitivity” method, both of which have more reasonable updating structures. The proposed methods show significant improvement in updating the structure compared to other existing methods. They show more generalization power and have higher accuracy in challenging datasets like ImageNet [51]. Furthermore, they need less training samples and training epochs which make them suitable for cases with low number of training samples.

This paper is organized as follows. In Section II and Section III, we propose the “Path-Weight” and the “Sensitivity” methods, respectively. The simulation results are discussed in Section IV, and finally, we conclude the paper in section V.

II. PATH-WEIGHT METHOD

As discussed earlier, an important part in the evolutionary methods for finding the sparse structures is to find the weak connections at each training epoch; this requires a measure to quantify the “Importance” of each connection. In reference [32], the weight magnitude of a connection is considered as its importance. However, in our approach, we measure the importance of a connection based on its effect on the final output. We should note two facts. First, the magnitudes of the inputs have the same importance as the weight magnitudes of the connections. A connection with small weight magnitude can be effective if the input of its node has a large magnitude; in this case, a small variation in its weight may change the output significantly. Another fact is that the “Path” which contains a connection is effective on its importance. We define a path as a sequence of connections, one in each layer, which starts from the first layer and ends in the last layer. A path with large connection weight magnitudes generally has more impact on the final output of the network. A small variation in the value of the corresponding feature (feature which is the input of the path in the first layer) leads to significantly large variation at the output of a “strong path”. Hence, a connection with low weight magnitude in a strong path should not be eliminated in the learning procedure as by eliminating this connection, its underlying path is also eliminated which is not desirable.

By considering the aforementioned facts, an evolutionary method leading to a sparse structure called the Path-Weight method is proposed. In this method, we tend to choose the weakest connections in the weakest paths and replace them with the best candidates as opposed to random ones described in [32].

In the proposed method, the initial structure is based on Erdos-Renyi random graph [52] which leads to a binomial distribution for degree of hidden neurons [53]. Let us denote the connection between the \( i^{th} \) neuron in the \( k \) \(-1^{th} \) layer and the \( j^{th} \) neuron in the \( k^{th} \) layer by \( W_{i,j}^{(k)} \). In this initial distribution, the existence probability of connection \( W_{i,j}^{(k)} \) is

\[
P(W_{i,j}^{(k)}) = \frac{\epsilon (n_i^{(k)} + n_{j}^{(k-1)})}{n_i^{(k)} n_{j}^{(k-1)}},
\]

where \( n^{(k)} \) is number of neurons in the \( k^{th} \) layer and \( \epsilon \) is a parameter which controls the sparsity of the model; the higher the \( \epsilon \), the fewer the sparsity becomes.

In the rest of this section, the proposed method is described in three parts: identifying weak connections, adding new connections to the network in the substitution of the eliminated ones, and the time-varying version of the method.

A. The Identification of Weak Connections

In each training epoch, the structure must be updated as well as the weights. Updating the structure needs a measure to identify the importance or the effectiveness of paths. Let us denote the \( m^{th} \) path of the network by \( p_m \) and the importance measure of \( p_m \) by \( I_{p_m} \). This importance measure is defined as follows:

\[
I_{p_m} = \prod_{l=1}^{L} I(W_l^{(p_m)}),
\]

where \( L \) is the number of the network layers, and \( W_l^{(p_m)} \) is the constituent connection of \( p_m \) in the \( l^{th} \) layer. In [32], \( I(W_l^{(p_m)}) \) is called Normalized-Weight of \( W_l^{(p_m)} \) and is defined as follows:

\[
I(W_l^{(p_m)}) = \frac{|W_l^{(p_m)}|}{|F_l|},
\]

where \( |F_l| \) denotes the Euclidean norm of the feature vector in layer \( l \). This definition helps us to involve the effect of the input magnitude in our measure. We choose the elimination candidates from those paths which have smallest importance measures. Hence, the strong paths remain intact. For the selection of the weakest connections, we first determines a fraction \( \lambda \) of the paths with the smallest importance measures and then, remove a fraction \( \zeta \) of the connections with the smallest normalized-weights in those paths. \( \lambda \) and \( \zeta \) are the parameters which should be set beforehand. Increasing these two parameters leads to more changes in the structure during each training epoch. This parameters also can be changed during the training procedure. At the end of this section, we...
propose a time-varying version for these parameters which improves the convergence speed of the proposed method.

B. Adding New Connections

After removing the less important connections, they should be replaced by the new ones. For selecting the best substituting candidates, we propose a probability based method which aims to add connections to the most important nodes, called key nodes, instead of randomly adding them. A key node is a node which has a significant impact in the model. In other words, removing it may ruin the performance and its connections are very important ones. If a node is a part of several strong paths, it can be a key node. We define the importance measure of a node as the sum of the importance measures of all paths which pass through this node:

\[ I_{n_i}^{(k)} = \sum_{m=1}^{M} U(n_i^{(k)} \in p_m) \times I_{pm}, \tag{4} \]

\[ U(x) = \begin{cases} 1, & \text{if } 'x' \text{ is True} \\ 0, & \text{otherwise} \end{cases}, \tag{5} \]

where \( I_{n_i}^{(k)} \) is the importance measure of \( i^{th} \) node in \( k^{th} \) layer and \( M \) is the total number of paths in the network. By normalizing this measure, we have a probability density function for adding new connections based on their source node as follows:

\[ \bar{I}_{n_i}^{(k)} = \frac{\delta \times I_{n_i}^{(k)}}{\sum_i \sum_k I_{n_i}^{(k)}}. \tag{6} \]

Parameter \( \delta \) manages the number of connections which are established in each epoch; higher values of \( \delta \) leads to more established connections in each epoch. Hence, a connection originating from an important node is more likely to be added. This helps the model reach its final stable structure faster. According to ref.13, in natural networks, adding new connections through the evolution mostly occurs in the “hub nodes” (nodes which have more importance in connecting different network regions). Thus, our method for evolving the network is aligned with the behavior of natural networks. The path-weight method is presented in Algorithm 1.

C. Time-Varying Version

The parameters of the proposed methods (\( \lambda, \zeta, \) and \( \delta \)) directly affect on the properties of the model. These parameters can control the number of connections which are removed or established at each epoch. In the early epochs of the training, the network needs to be changed a lot because the initialized structure is random. On the other hand, when the number of training epochs increases, most of the important connections are established in the structure and the structure of the model reaches somehow maturity. Thus, less manipulation is required compared to the early epochs.

In time-varying version of the proposed method, we initialize these parameters with the large values. Let us define the

\[ \text{Algorithm 1: The Proposed Evolutionary Sparse Model} \]

1. Initialization:
   2. Set algorithm parameters \( \epsilon, \lambda, \zeta, \) and \( \delta; \)
   3. Initialize the weights of connections by exploiting Erdos-Renyi distribution;

4. Learning Procedure:
   5. for each epoch do
      6. Implement the standard back-propagation algorithm;
      7. Update the weights;
      8. for each connection do
         9. Calculate the importance measure;
      10. for each node do
           11. Sum the importance measures of all paths which go through the node to achieve its importance measure;
           12. Normalize the importance measure of all nodes to achieve probability density functions for adding connections;
           13. Add connections based on the probability density function of nodes which these connection originate from;

“primary” and the “secondary” criteria at the \( t^{th} \) epoch, \( C_{\text{prim}}^{(t)} \) and \( C_{\text{sec}}^{(t)} \), as the following:

\[ C_{\text{prim}}^{(t)} = \frac{\sum_{i, k} I_{n_i}^{(t)}}{N}, \tag{7} \]

\[ C_{\text{sec}}^{(t)} = \frac{\sum_{i, k \in \Omega(t)} I_{n_i}^{(t)}}{|\Omega(t)|}, \tag{8} \]

which are the average of all importance measures and the average of the eliminated ones, respectively. In (8), \( \Omega(t) \) is the set of eliminated connections at the \( t^{th} \) epoch.

Now, the parameters can be changed during the learning process in the following manner:

\[ \rho(t+1) = \begin{cases} K_1 \rho(t), & \text{if } C_{\text{sec}} < K_3 C_{\text{prim}} \\ K_2 \rho(t), & \text{if } C_{\text{sec}} > K_4 C_{\text{prim}} \\ \rho(t), & \text{otherwise} \end{cases}, \tag{9} \]

where \( \rho \) is \( \lambda \) or \( \zeta \) or \( \delta \). In [9], \( K_1, K_2, K_3, \) and \( K_4 \) is constants where \( K_2 < 1 < K_1 \) and \( K_3 < K_4 < 1 \). According to the simulation results, \( K_1 = 2, \ K_2 = 0.5, \ K_3 = 0.1, \) and \( K_4 = 0.5 \) are good choices for these constants.

The simulation results show a great improvement especially in generalization power and data requirement for this method. Besides, because of the improvements in the structure updating and the convergence speed, the proposed method can reach
better performance compared to non-sparse methods with fewer number of training samples. Despite its well performance, the complexity of this method may cause problems as the number of layers increases. The number of total paths in a non-sparse model exponentially increases with the increase in the number of layers. Although sparse structures have much fewer paths in comparison with the non-sparse ones, an increase in the number of layers leads to a high number of paths and, consequently, a high processing load in updating the structure. Hence, in the next section, we propose another evolutionary method which has approximately no overhead process load and has a slightly lower performance than the path-weight method.

III. SENSITIVITY METHOD

In this section, we propose another evolutionary method for applying sparsity in ANNs called the sensitivity method. This method has low computational load despite of the path-weight method while their performance in accuracy is almost the same. As we discussed before, the measure which determines the weak connections is so critical. In the previous section, we define a weak connection as a connection which has small effect on the output. If we consider the layers of a neural network as Multi Input- Multi Output (MIMO) systems, the importance measure, considering the mentioned definition, can be expressed by the “sensitivity” measure which is defined as:

$$S(W_{i,j}^{(k)}) = \left| \frac{\partial f}{\partial W_{i,j}^{(k)}} \right|,$$

where \( f \) stands for the final output of the neural network. This measure is well-known in Control and Systems research field and is used for measuring the importance of parameters in a system \[54\].

Fortunately, the partial differentiation of the final output with respect to all the connections are calculated during the training procedure by the back-propagation algorithm. Hence, there is no overhead computational load for calculating the sensitivity measure in the updating procedure except for dividing the partial differentiations by the corresponding weights.

The only difference between the Sensitivity method and the Path-Weight method is their importance measures; all other stages of the methods such as initialization and adding new connections are the same. In the Sensitivity method, the importance measure of a node is considered as the sum of sensitivity measures of all the connections that originate from that particular node:

$$S(n_i^{(k)}) = \sum_{j=1}^{n_i^{(k+1)}} \left| \frac{\partial f}{\partial W_{i,j}^{(k)}} \right|,$$

In the training phase at each epoch, the number of required operations for the evolutionary part is \( O(L\mu N) \) for the sensitivity method; where \( N \) is the average number of the neurons in each layer and \( \mu \) is the sparse factor of the model which is defined as ratio of number of existing connections to the number of all possible ones and lies between 0 and 1. In the other hand, the path-weight method requires \( O((\mu N)^L) \) operations at each epoch. As expected, the complexity of the path-weight method grows exponentially when the number of layers increases. The linear complexity of sensitivity method makes it scalable in networks with a large number of layers. Although the Path-Weight measure is more complex, the simulation results show that the Sensitivity method performs only slightly lower than the path-weight method in terms of accuracy, the number of required training samples, and the generalization power. Details are discussed in the next section.

IV. SIMULATION RESULTS

In this section, we have evaluated the performances of the proposed methods in terms of accuracy, generalization power, convergence speed, complexity, and the number of required training samples. In the simulations, four different networks were compared for both multi-layer perceptron (MLP) and convolutional architectures. These networks are the conventional non-sparse network, sparse evolutionary training (SET) network (it is introduced in ref \[32\]), sparse network based on the path-weight method, and sparse network based on the sensitivity method. The convolutional networks are based on ResNet18 \[55\] architecture where its last fully-connected layers is modified according to the four aforementioned methods.

In the first scenario, a MLP network is trained on CIFAR10 dataset. All networks have 5 layers and 2000 neurons. They all use ReLU \[56\] as the activation function. The only differences are the number and the configuration of connections. The dense network also uses dropout \[57\] in each layer.

The accuracy of the mentioned networks versus the epoch number is shown in Fig. [1]. In this figure, the sparse networks have the tenth of possible connections which means they have 90% sparsity. The networks which used proposed methods have 5% better accuracy than the dense network and 3% better accuracy than the SET network. The network used the path-weight method reaches 70% accuracy at the 36th epoch and
Table 1 shows top-1 accuracy of different versions of ResNet18 for various fraction of used training samples of the ImageNet dataset. This can be concluded from Table 1 that the proposed methods are more robust to the size of the training data rather than the others. This helps to use deep networks in applications such as medical imaging, cancer detection, disease prediction which there is no enough samples for conventional deep networks to be learned.

V. CONCLUSION

In this paper, we have proposed two evolutionary methods for sparsifying ANNs which update both the sparse structure of a network and the values of its parameters during the learning procedure. In the first method, we regard end-to-end paths of the network for updating the structure instead of regarding only single connections. In this method, which is called “Path-Weight” method, the effects of inputs are also considered in the updating metric. In this approach, new connections are added to the most important nodes with a high probability. In section 2, a less complex method is introduced which has slightly lower properties than the “Path-Weight” method described in section 1. The sensitivity measure is used as the updating metric for this method. The simulation results show that these two methods have 5% better accuracy, 7 times faster convergence to their final structures, and more generalization power while they reduce the number of parameters up to 95% in ImageNet and CIFAR10 datasets.
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