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Abstract. The vector space of symmetric matrices of size $n$ has a natural map to a projective space of dimension $2^n - 1$ given by the principal minors. This map extends to the Lagrangian Grassmannian $LG(n, 2n)$ and over the complex numbers the image is defined, as a set, by quartic equations. In case the characteristic of the field is two, it was observed that, for $n = 3, 4$, the image is defined by quadrics. In this paper we show that this is the case for any $n$ and that moreover the image is the spinor variety associated to $Spin(2n + 1)$. Since some of the motivating examples are of interest in supergravity and in the black-hole/qubit correspondence, we conclude with a brief examination of other cases related to integral Freudenthal triple systems over integral cubic Jordan algebras.
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1 Introduction

In the paper [21] the maximal commutative subgroups of the $n$-qubit Pauli group were studied. Such subgroups correspond to points in a Lagrangian Grassmannian $LG(n, 2n)$ over the Galois field $F_2$ with two elements. A subset of this Grassmannian is parametrized by symmetric $n \times n$ matrices. The principal minor map

$$\pi: S_n := \{\text{symmetric } n \times n \text{ matrices}\} \rightarrow PF_2^{2^n},$$

which associates to a symmetric matrix with coefficients in $F_2$ its principal minors, extends to a map, again denoted by $\pi$, on all of $LG(n, 2n)$:

$$\pi: LG(n, 2n) \rightarrow Z_n \quad (\subset PF_2^{2^n}),$$

where the image $Z_n$ of $\pi$ is called the variety of principal minors of symmetric matrices.

Over the field of complex numbers, the variety $Z_n$ was studied in [19]. In [33] quartic equations which define $Z_n$, as a set, were obtained. In case $n = 3$, $Z_3$ is defined by a unique quartic polynomial which is Cayley’s hyperdeterminant.

Returning to the case of the field $F_2$, it was observed that the hyperdeterminant reduces to the square of a quadratic polynomial over this field and $Z_3$ is the quadric in $PF_2^3$ defined by this
quadratic polynomial. Moreover, in [21] it was shown that for \( n = 4 \) the variety \( Z_n \) is defined by ten quadrics in \( \mathbb{P}F_2^{16} \).

We will show that over any field of characteristic two, \( Z_n \) is defined by quadrics for any \( n \geq 3 \). Moreover, these quadrics define the (image of the) well-known spinor variety \( S_{n+1} \) associated to the group \( \text{Spin}(2n + 1) \):

\[
Z_n \cong S_{n+1} \quad (\subset \mathbb{P}^{2^n-1}).
\]

Over the complex numbers there is a natural embedding

\[
\sigma: S_{n+1} \rightarrow \mathbb{P}C^{2^n},
\]

where \( C^{2^n} \) is the spin representation of \( \text{Spin}(2n + 1) \). Considering now a field of characteristic two, one obtains similarly an embedding

\[
\sigma: S_{n+1} \rightarrow \mathbb{P}^{2^n-1}.
\]

It is well-known that the image of \( \sigma \) (and of \( \sigma \)) is defined by quadrics. The spinor variety \( S_{n+1} \) parametrizes maximally isotropic subspaces of a smooth quadric. A subset of these subspaces is parametrized by alternating \( (n + 1) \times (n + 1) \) matrices (since the characteristic is two, that means \( tA = -A \) (which is \( A! \)) and all diagonal coefficients of \( A \) should be zero). The maps \( \sigma \) and \( \bar{\sigma} \) are given by the \( 2^n \) Pfaffians of the principal submatrices of \( A \). The restriction of \( \bar{\sigma} \) to these subspaces will again be denoted by the same symbol:

\[
\bar{\sigma}: A_{n+1} := \{ \text{alternating } (n + 1) \times (n + 1) \text{ matrices} \} \rightarrow \mathbb{P}^{2^n-1}.
\]

To show that \( Z_n = \sigma(S_{n+1}) \), we will define in Section 2.4 an explicit map

\[
\alpha: S_n \rightarrow A_{n+1}, \quad \text{such that} \quad \bar{\pi}(S_n) = \sigma(\alpha(S_n))
\]

for all symmetric matrices \( S_n \in S_n \) with coefficients in a(ny) algebraically closed field of characteristic 2. The proof involves an ‘induction on \( n \)’ argument and the verification of a quadratic relation between the determinant of a symmetric matrix and certain of its principal minors, see Proposition 3.1.

The map \( \alpha \) extends to a map

\[
\alpha: LG(n, 2n) \rightarrow S_{n+1}.
\]

To complete the picture, we discuss in Section 5 a classical map, over fields of characteristic two,

\[
\beta: S_{n+1} \rightarrow LG(n, 2n), \quad \beta \alpha = F_{LG(n, 2n)}, \quad \alpha \beta = F_{S_{n+1}},
\]

where \( F \) is the Frobenius map, which is induced by the map \( (\ldots : x_i : \ldots ) \mapsto (\ldots : x_i^2 : \ldots ) \) on the projective spaces. This points to the ‘exceptional’ isogeny of linear algebraic groups between \( \text{Spin}(2g + 1) \) and \( \text{Sp}(2g) \) in characteristic two as the ‘reason’ for these results.

In fact, after having completed a first draft of this paper, we became aware of the paper [17], where R. Gow uses this isogeny to provide the ingredients for a more intrinsic proof of the fact that \( Z_n = \sigma(S_{n+1}) \) in characteristic two, see Remark 5.2. We also noticed the recent paper [28] which involves the geometry studied in this paper.

Since the Cayley hyperdeterminant, \( LG(3, 6) \) and \( S_6 \) also appear in the context of Freudenthal triple systems and four-dimensional Maxwell–Einstein supergravity on four space-time dimensions (as well as in [20, Table 3]), we add a brief discussion on some characteristic two aspects of that topic.
2 The maps

2.1 The fields

Even if our motivation comes from algebra and geometry over the Galois field \( \mathbb{F}_2 \) with two elements, we will consider the case of an algebraically closed field \( K \) of characteristic two. In such a field \( 2 = 0 \) (and \(-1 = +1\)), in particular the finite ‘binary’ field \( \mathbb{F}_2 = \mathbb{Z}/2\mathbb{Z} \) is contained in \( K \), but \( K \) will have infinitely many elements and one can do algebraic geometry over such a field as well.

2.2 Principal minors of symmetric matrices

We recall the basics of the principal minors of a symmetric matrix. Let

\[
S_n := \begin{pmatrix}
    x_{11} & x_{12} & x_{13} & \cdots & x_{1n} \\
    x_{12} & x_{22} & x_{23} & \cdots & x_{2n} \\
    x_{13} & x_{23} & x_{33} & \cdots & x_{3n} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    x_{1n} & x_{2n} & x_{3n} & \cdots & x_{nn}
\end{pmatrix}
\]

be a symmetric \( n \times n \) matrix. For a subset \( I := \{i_1, \ldots, i_k\} \) of \( \{1, \ldots, n\} \) with \( 1 \leq i_1 < \cdots < i_k \leq n \), the principal minor defined by \( I \) is the determinant of the submatrix of \( S_n \) with coefficients \( (S_n)_{ij} \) with \( i, j \in I \). This principal minor will be denoted by \( S_{n,I} \) and if \( I \) is the empty set we put \( S_{n,\emptyset} = 1 \). For example,

\[
S_{n,\emptyset} = 1, \quad S_{n,\{i\}} = x_{ii}, \quad S_{n,\{i,j\}} = x_{ii}x_{jj} - x_{ij}^2,
\]

\[
S_{n,\{i,j,k\}} = x_{ii}x_{jj}x_{kk} - x_{ii}x_{jk}^2 - x_{jj}x_{ik}^2 - x_{kk}x_{ij}^2 + 2x_{ij}x_{ik}x_{jk}.
\]

The principal minor map \( \pi: S_n \rightarrow \mathbb{P}^{2^n-1} \) is defined by the

\[
2^n = \binom{n}{0} + \binom{n}{1} + \cdots + \binom{n}{m} + \cdots + \binom{n}{n}
\]

principal minors of the \( m \times m \) principal submatrices with \( 0 \leq m \leq n \).

Example 2.1 (the case \( n = 3 \)). Let \( z_{abc} \), with \( a, b, c \in \{0, 1\} \) be the coordinates on \( \mathbb{P}^7 \). The principal minor map

\[
\pi: S_3 \rightarrow \mathbb{P}^7, \quad S_3 \mapsto (z_{000} : z_{001} : \ldots : z_{111}) = (S_{3,\emptyset} : S_{3,\{1\}} : \ldots : S_{3,\{2,3\}}),
\]

in general, \( z_{abc} = S_{3,I} \) where \( 1 \in I \) iff \( c = 1 \), \( 2 \in I \) iff \( b = 1 \) and \( 3 \in I \) iff \( a = 1 \). So \( z_{100} = S_{3,\{3\}} = x_{33} \) and \( z_{013} = S_{3,\{1,2\}} = x_{11}x_{22} - x_{12}^2 \). The equation of the (Zariski closure of the) image of \( \pi \) is \( H = 0 \) where \( H \) is the hyperdeterminant \([19, 33]\))

\[
H := z_{000}^2z_{111}^2 + z_{001}^2z_{110}^2 + z_{010}^2z_{101}^2 + z_{100}^2z_{011}^2 - 2(z_{000}z_{001}z_{110}z_{111} + z_{010}z_{011}z_{100}z_{110} + z_{000}z_{010}z_{101}z_{111} + z_{001}z_{011}z_{100}z_{110} + z_{001}z_{010}z_{101}z_{110}) + 4(z_{000}z_{011}z_{101}z_{110} + z_{001}z_{010}z_{100}z_{111}).
\]

In case we work over a field of characteristic two, \( H \) is the square of a degree two polynomial

\[
H \equiv z_{000}^2z_{111}^2 + z_{001}^2z_{110}^2 + z_{010}^2z_{101}^2 + z_{100}^2z_{011}^2 \equiv (z_{000}z_{111} + z_{001}z_{110} + z_{010}z_{101} + z_{100}z_{011})^2 \mod 2,
\]
since now \((a + b)^2 = a^2 + 2ab + b^2 = a^2 + b^2\). The (closure of the) image \(Z_3\) of the map \(\pi : S_3 \to \mathbf{P}^2\) is defined by this degree two polynomial, since

\[
1 \cdot (x_{11}x_{22}x_{33} + x_{11}x_{23}^2 + x_{22}x_{13}^2 + x_{33}x_{12}^2) + x_{11}(x_{22}x_{33} + x_{23}^2) + x_{22}(x_{11}x_{33} + x_{13}^2) + x_{33}(x_{11}x_{22} + x_{12}^2) = 0.
\]

### 2.3 Pfaffians of alternating matrices

Let \(A_N = (y_{ij})\) be the alternating \(N \times N\) matrix where the coefficients \(y_{ij}\) are the variables in the polynomial ring \(R := Z[\ldots, y_{ij}, \ldots]_{1 \leq i < j \leq N}\) (so if \(j > i\) then \(y_{ji} = -y_{ij}\) and the diagonal coefficients of \(A\) are zero):

\[
A = A_N := \left(\begin{array}{cccccc}
0 & y_{12} & y_{13} & y_{14} & \cdots & y_{1N} \\
-y_{12} & 0 & y_{23} & y_{24} & \cdots & y_{2N} \\
-y_{13} & -y_{23} & 0 & y_{34} & \cdots & y_{3N} \\
-y_{14} & -y_{24} & -y_{34} & 0 & \cdots & y_{4N} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-y_{1N} & -y_{2N} & -y_{3N} & -y_{4N} & \cdots & 0
\end{array}\right).
\]

Then \(A\) corresponds to a 2-form

\[
\sigma_A := \sum_{1 \leq i < j \leq N} y_{ij} e_i \wedge e_j,
\]

where the \(e_i\) are the standard basis of \(R^N\). In case \(N\) is even, one defines a homogeneous polynomial \(\text{Pf}(A) \in Z[\ldots, y_{ij}, \ldots]_{1 \leq i < j \leq N}\) of degree \(N/2\) by considering the \(N/2\)-th exterior power of \(\sigma_A\):

\[
\sigma_A^{N/2} := \sigma_A \wedge \sigma_A \wedge \cdots \wedge \sigma_A = (N/2)! \text{Pf}(A)e_1 \wedge \cdots \wedge e_N,
\]

In case \(N\) is odd, we simply put \(\text{Pf}(A) = 0\).

For any field \(K\) there is a natural homomorphism of rings \(Z \to K\) defined by sending \(1 \in Z\) to \(1 \in K\) and this extends to a homomorphism of rings \(Z[\ldots, y_{ij}, \ldots] \to K[\ldots, y_{ij}, \ldots]\). The image \(\text{Pf}_K\) of the polynomial \(\text{Pf}(A)\) under this homomorphism defines the Pfaffian of an \(N \times N\) alternating matrix coefficients in \(K\) as follows. Let \(B = (b_{ij})\) be such an alternating matrix, then \(\text{Pf}(B) := \text{Pf}_K(\ldots, b_{ij}, \ldots)\), so we evaluate \(\text{Pf}_K\) in \(y_{ij} := b_{ij}\).

It is not hard to verify the following formula for the Pfaffian of an alternating \(N \times N\) matrix \(A\) with coefficients \(y_{ij}\):

\[
\text{Pf}(A) := \sum_{j=2}^{N} (-1)^{j} y_{1j} \text{Pf}(A_{1\bar{j}}),
\]

where \(A_{1\bar{j}}\) is the \((N - 2) \times (N - 2)\) submatrix of \(A\) where the first and \(j\)-th row and column of \(A\) are deleted. In case \(\text{char}(K) = 2\) and \(n\) is a fixed integer with \(1 \leq n \leq N\) one similarly has the following formula (we omit a sign since \(\text{char}(K) = 2\) and notice that \(y_{jj} = 0\)):

\[
\text{Pf}(A) := \sum_{j=1}^{N} y_{jn} \text{Pf}(A_{j\bar{n}}), \quad \text{char}(K) = 2.
\]

For any subset \(\bar{I} \subset \{1, \ldots, N\}\) with an even number of elements we consider the ‘principal’ submatrix of \(A\) with coefficients \((A_N)_{ab}\) and \(a, b \in \bar{I}\). These matrices are again alternating and
thus we can consider their Pfaffians, which we denote by $A_{N,I}$ and we put $A_{N,\emptyset} := 1$. For example,

$$A_{N,\emptyset} = 1, \quad A_{N,\{i,j\}} = y_{ij}, \quad A_{N,\{i,j,k,l\}} = y_{ij}y_{kl} - y_{ik}y_{jl} + y_{il}y_{jk}.$$

The Pfaffian map $\sigma: A_N \to \mathbb{P}^{2^{N-1}-1}$ is defined by the

$$2^{N-1} = \binom{N}{0} + \binom{N}{2} + \binom{N}{4} + \cdots$$

Pfaffians of the $m \times m$ principal submatrices, with $m$ even and $0 \leq m \leq N$.

Since $e_i \wedge e_j$ and $e_k \wedge e_l$ commute in the exterior algebra $\wedge^k K^N$, one easily verifies that, with $A = A_N$,

$$\exp(\sigma_A) := 1 + \sigma_A + \frac{1}{2!} \sigma_A \wedge \sigma_A + \cdots + \frac{1}{(N/2)!} \sigma_A^{\wedge N/2} = \sum_{\bar{I}} \text{Pf}(A_{\bar{I}}) e_{\bar{I}},$$

where the sum is over the ordered subsets $\bar{I} = \{i_1, \ldots, i_{2k}\} \subset \{1, \ldots, N\}$ with an even number of elements and $e_{\bar{I}} = e_{i_1} \wedge \cdots \wedge e_{i_{2k}}$, since the $k!$ in the definition of $\text{Pf}(A_{\bar{I}})$ cancels with the $\frac{1}{k!}$ in the exponential function. Using commutativity as well as $(e_i \wedge e_j)^{\wedge 2} = (e_i \wedge e_j) \wedge (e_i \wedge e_j) = 0$, we also have

$$\exp(\sigma_A) = \exp \left( \sum_{i < j} y_{ij} e_i \wedge e_j \right) = \prod_{i < j} \exp(y_{ij} e_i \wedge e_j) = \prod_{i < j} (1 + y_{ij} e_i \wedge e_j),$$

and thus

$$\prod_{i < j} (1 + y_{ij} e_i \wedge e_j) = \sum_{\bar{I}} \text{Pf}(A_{\bar{I}}) e_{\bar{I}},$$

a formula which works over any field, also of finite characteristic. The Pfaffian map now appears as a natural map from $A_N$ into $\mathbb{P} \wedge^{\text{even}} K^N$.

**Example 2.2** (the case $N = 4$). We define the Pfaffian map

$$\sigma: A_4 \longrightarrow \mathbb{P}^7, \quad A_4 \mapsto (z_{000} : z_{001} : \ldots : z_{111}) = (A_{4,\emptyset} : A_{4,\{1,4\}} : \ldots : A_{4,\{1,2,3,4\}}),$$

by $z_{abc} = A_{4,\bar{I}}$ and $\bar{I}$ is obtained from $I$ with $z_{abc} = S_{3,I}$ in Example 2.1 by $\bar{I} = I$ if $\# I$, the cardinality of $I$, is even and else $\bar{I} = I \cup \{4\}$. One easily verifies that

$$A_{4,\emptyset} A_{4,\{1,2,3,4\}} - A_{4,\{1,2\}} A_{4,\{3,4\}} + A_{4,\{1,3\}} A_{4,\{2,4\}} - A_{4,\{1,4\}} A_{4,\{2,3\}} = 0,$$

hence the (closure of the image) of $\sigma$ is the quadric defined by $z_{000}z_{111} - z_{001}z_{310} + z_{010}z_{101} - z_{100}z_{011}$.

In particular, the image of $\sigma: A_4 \to \mathbb{P}^7$ is defined by the degree two polynomial $z_{000}z_{111} + z_{001}z_{110} + z_{010}z_{101} + z_{100}z_{011}$ and thus, comparing with Example 2.1, the polynomials defining the images of $\sigma$ (for $N = 4$) and $\tilde{\sigma}$ (for $n = 3$) are the same (and this holds over any field of characteristic two).
2.4 A map from symmetric to antisymmetric matrices

In Example 2.2 we observed that, over a field with characteristic two, the maps \( \pi \) and \( \sigma \), with domains \( S_3 \) and \( A_4 \) respectively, have images that are defined by the same quadratic polynomial. Now we define a map \( \alpha : S_n \to A_{n+1} \) which will be shown to have the property: \( \pi(S_n) = \sigma(\alpha(S_n)) \) for any \( n \).

With the notation from Sections 2.2 and 2.3, we define a (non-linear) map

\[
\alpha : S_n \longrightarrow A_{n+1}, \quad S_n \longmapsto \tilde{S}_n := \alpha(S_n),
\]

\[
(\tilde{S}_n)_{ij} = \begin{cases} 
0 & \text{if } i = j, \\
x_{ii} & \text{if } j = n + 1, \\
x_{jj} & \text{if } i = n + 1. 
\end{cases}
\]

Notice that we assume the field to have characteristic two, so \( \tilde{S}_n \) is alternating (in fact, \( (\tilde{S}_n)_{ii} = 0 \) for all \( i \) and \( (\tilde{S}_n)_{ij} = -(\tilde{S}_n)_{ji} = (\tilde{S}_n)_{ji} \)). For example,

\[
\alpha : S_3 = \begin{pmatrix} x_{11} & x_{12} & x_{13} \\
 x_{12} & x_{22} & x_{33} \\
 x_{13} & x_{23} & x_{33} \end{pmatrix} \longrightarrow \tilde{S}_3 = \begin{pmatrix} 0 & x_{11}x_{22} + x_{12}^2 & x_{11}x_{33} + x_{13}^2 & x_{11} \\
x_{11}x_{22} + x_{12}^2 & 0 & x_{22}x_{33} + x_{23}^2 & x_{22} \\
x_{11}x_{33} + x_{13}^2 & x_{22}x_{33} + x_{23}^2 & 0 & x_{33} \\
x_{11} & x_{22} & x_{33} & 0 \end{pmatrix}.
\]

Finally we define how the coordinate functions of \( \pi \) and \( \sigma \) correspond: for any subset \( I \subset \{1, \ldots, n\} \) we define a subset \( \tilde{I} \subset \{1, \ldots, n+1\} \) with an even number of elements as follows

\[
\tilde{I} = \begin{cases} 
I & \text{if } \#I \text{ is even,} \\
I \cup \{n+1\} & \text{if } \#I \text{ is odd.} 
\end{cases}
\]

We will prove the following theorem in Section 3:

**Theorem 2.3.** Let \( \pi : S_n \to \mathbb{P}^{2n-1} \) be the principal minor map with coordinate functions \( S_{n,I} \) as in Section 2.2 and let \( \sigma : A_{n+1} \to \mathbb{P}^{2n-1} \) be the Pfaffian map with coordinate functions \( A_{n+1,\tilde{I}} \) as in Section 2.3 and where \( I \) and \( \tilde{I} \) correspond as above. Let \( \alpha : S_n \to A_{n+1} \) be defined as in Section 2.4.

Then we have, over any field of characteristic two

\[ \pi = \sigma \circ \alpha. \]

In fact, \( S_{n,I} = \tilde{S}_{n,I} \) for all \( S_n \in S_n \) and all subsets \( I \) of \( \{1, \ldots, n\} \).

**Examples 2.4.** We give some examples of the identity \( S_{n,I} = \tilde{S}_{n,I} \). Obviously \( S_{n,\emptyset} = 1 = \tilde{S}_{n,\emptyset} \).

In case \( I = \{i\} \) one has \( \tilde{I} = \{i, n+1\} \) and indeed \( S_{n,\{i\}} = x_{ii} = \tilde{S}_{n,\{i, n+1\}} \). In case \( I = \{i,j\} \) one has \( \tilde{I} = I \) and we do have the identity

\[
S_{n,\{i,j\}} = \det \begin{pmatrix} x_{ii} & x_{ij} \\
 x_{ij} & x_{jj} \end{pmatrix} = x_{ii}x_{jj} + x_{ij}^2 = \text{Pf} \begin{pmatrix} 0 & x_{ii}x_{jj} + x_{ij}^2 \\
x_{ii}x_{jj} + x_{ij}^2 & 0 \end{pmatrix} = \tilde{S}_{n,\{i,j\}}.
\]

Finally if \( I = \{i,j,k\} \) then \( \tilde{I} = \{i, j, k, n+1\} \) and we do have \( S_{n,\{i,j,k\}} = \text{Pf} \left( \tilde{S}_{n,\{i,j,k,n+1\}} \right) \) because of the identity

\[
\det \begin{pmatrix} x_{ii} & x_{ij} & x_{ik} \\
 x_{ij} & x_{jj} & x_{jk} \\
 x_{ik} & x_{jk} & x_{kk} \end{pmatrix} = \text{Pf} \begin{pmatrix} 0 & x_{ii}x_{jj} + x_{ij}^2 & x_{ii}x_{kk} + x_{ik}^2 & x_{ii} \\
x_{ii}x_{jj} + x_{ij}^2 & 0 & x_{jj}x_{kk} + x_{jk}^2 & x_{jj} \\
x_{ii}x_{kk} + x_{ik}^2 & x_{jj}x_{kk} + x_{jk}^2 & 0 & x_{kk} \\
x_{ii} & x_{jj} & x_{kk} & 0 \end{pmatrix}.
\]
which holds since
\[ x_{ii}x_{jj}x_{kk} + x_{ii}x_{jk}^2 + x_{jj}x_{ik}^2 + x_{kk}x_{ij}^2 = (x_{ii}x_{jj} + x_{ij}^2)x_{kk} + (x_{ii}x_{kk} + x_{ik}^2)x_{jj} + (x_{jj}x_{kk} + x_{jk}^2)x_{ii}. \]

Notice that these examples show that for \( n = 3 \) we have \( S_{3,I} = \tilde{S}_{3,I} \) for all subsets \( I \) of \( \{1, 2, 3\} \). Thus we verified Theorem 2.3 for \( n = 3 \) and this will be the starting point for an induction argument.

3 The proof of Theorem 2.3

3.1 The determinant of a symmetric matrix

In order to prove Theorem 2.3, we start with some observations on the determinant of a symmetric matrix, in particular in the case the field has characteristic two.

The determinant of an \( n \times n \) matrix \( A = (a_{ij}) \) is

\[
\det(A) = \sum_{\sigma \in \Sigma_n} \text{sgn}(\sigma)a_{1\sigma(1)} \cdots a_{n\sigma(n)},
\]

where \( \Sigma_n \) is the symmetric group on \( \{1, \ldots, n\} \). As \( \det(A) = \det(^tA) \), under the substitution \( a_{ij} := a_{ji} \) the monomials of the determinant are either fixed or permuted in pairs. A fixed term may contain any \( a_{ii} \)'s and if \( a_{ij} \) occurs, so does \( a_{ji} \). In a field of characteristic two, one has \( +1 = -1 \) and \( x + x = 0 \), so in a determinant of a symmetric matrix over such a field the paired monomials will cancel and only the fixed monomials appear, all with coefficient 1. If \( a_{ij} \), with \( i \neq j \), occurs in a fixed term, then since \( a_{ij} = a_{ji} \), the term contains \( a_{ij}^2 \). Up to a simultaneous permutation of the rows and columns (to preserve the symmetry) any term in the determinant of the symmetric matrix \( S_n \) is thus of the form

\[ x_{11} \cdots x_{kk}x_{k+1,k+2}^2 \cdots x_{n-1,n}^2, \quad k = 0, 1, \ldots, n. \]

Proposition 3.1. Let \( K \) be a field of characteristic two and let \( S_n = (x_{ij}) \) be a symmetric \( n \times n \) matrix. Then we have the following relation between principal minors of \( S_n \):

1. In case \( n \) is even,
\[
\det(S_n) = (x_{11}x_{nn} + x_{1n}^2) \det(S_{n,\{1,n\}}) + \cdots + (x_{n-1,n-1}x_{nn} + x_{n-1,n}^2) \det(S_{n,n-1,\{n\}}),
\]
2. In case \( n \) is odd,
\[
\det(S_n) = (x_{11}x_{nn} + x_{1n}^2) \det(S_{n,\{1,n\}}) + \cdots + (x_{n-1,n-1}x_{nn} + x_{n-1,n}^2) \det(S_{n,n-1,\{n\}}) + x_{nn} \det(S_{n-1}),
\]

where \( \det(S_{n,\{i,j\}}) \) is the principal minor \( S_{n,I} \) with \( I \) the subset of \( \{1, \ldots, n\} \) with only \( i, j \) omitted and \( S_{n-1} = S_{n,\{n\}} \) is the submatrix of \( S_n \) where the last row and column are omitted.

Proof. The right hand sides of the two formulas in Proposition 3.1 are invariant under simultaneous permutations of rows and columns which fix the last row and column. Therefore the formulas follow if the following monomials have equal coefficients on both sides of the identity

\[ t_k := (x_{11} \cdots x_{kk}x_{k+1,k+2}^2 \cdots) \cdot x_{n-1,n}^2, \quad t'_k := (x_{11} \cdots x_{kk}x_{k+1,k+2}^2 \cdots x_{n-2,n-1}^2) \cdot x_{nn}. \]
Notice that the $t_k$ appearing on the left hand side are those for which $n$ and $k$ have the same parity. Similarly, the $t'_k$ on the left are those for which $n$ and $k$ have different parity.

On the right hand side, each term in $(x_{ii}x_{nn} + x_{nn}^2) \det(S_{n,i,\bar{n}})$ and also in $x_{nn} \det(S_{n-1})$ is a $t_k$ or a $t'_k$ up to simultaneous permutation of rows and columns. So we only need to verify that each term of type $t_k$ occurs an odd number of times in the summands on the right hand sides of Proposition 3.1.

The terms $t_k$ all have the variable $x_{n-1,n}$. In the matrices $S_{n,i,\bar{n}}$ ($i = 1, \ldots, n - 1$) and $S_{n-1}$ appearing in the two formulas in Proposition 3.1 we omit the $n$-th row and column, so they don’t have the variable $x_{n-1,n}$. Only $x_{n-1,n-1}x_{nn} + x_{nn}^2$ has this variable. Each $t_k$, $k = 0, \ldots, n - 2$, thus occurs at most once in the expansion of the right hand side. It is also not hard to see that each $t_k$ actually occurs in $x_{n-1,n}^2 \cdot \det(S_{n,n-1,\bar{n}})$, provided $k$ has the same parity as $n$.

Now consider the terms $t'_k$. We notice first of all that $t'_{n-1} = x_{11} \cdots x_{nn}$ occurs in all terms on the right hand side of each of the two formulas in Proposition 3.1 and since the two right hand sides each have an odd number of terms, it survives.

Next we consider $t'_{n-3} = x_{11} \cdots x_{n-3,n-3}x_{n-2,n-1}^2x_{n,n}$. Considering $x_{n-2,n-1}^2$, it obviously does not occur in the two terms

$$\left( x_{n-2,n-2}x_{nn} + x_{nn}^2 \right) \det(S_{n,n-2,\bar{n}}), \quad \left( x_{n-1,n-1}x_{nn} + x_{nn}^2 \right) \det(S_{n,n-1,\bar{n}}).$$

However, $t'_{n-3}$ does appear in all other summands of each of the two right hand sides in Proposition 3.1. Thus $t'_{n-3}$ appears in an odd number of summmand and hence it appears on the right hand side. More generally, $t'_{n-2k}$ does not appear in the $2k$ summands $(x_{n-i,n-i}x_{nn} + x_{nn}^2)$ for $i = 1, \ldots, 2k$, but it appears in all other summands. Hence $t'_{n-2k}$ appears in an odd number of summands and hence it appears on the right hand side. This concludes the proof of Proposition 3.1.

**Proof of Theorem 2.3.** We need to show that $S_{n,I} = \tilde{S}_{n,I}$ for any $n$ and any $I \subset \{1, \ldots, n\}$. We proceed by induction on $n$, and we already verified the equalities for all $I$ in the case $n = 3$. So we assume that $S_{n,I} = \tilde{S}_{n,I}$ holds for all $I \subset \{1, \ldots, n\}$ and we must prove that $S_{n+1,J} = \tilde{S}_{n+1,J}$ for all subsets $J \subset \{1, \ldots, n+1\}$.

In case $\#J < n+1$, after a permutation of the indices, we may assume that $J = \{1, 2, \ldots, k\} \subset \{1, \ldots, n\}$, and then $S_{n+1,J} = \tilde{S}_{n+1,J}$ follows from the induction hypothesis. To deal with the remaining case $J = \{1, \ldots, n+1\}$ we distinguish the cases $n + 1$ odd and $n + 1$ even.

In case $n + 1$ is odd, $J = \{1, \ldots, n+1, n+2\}$ and we must show that $S_{n+1,J} = \tilde{S}_{n+1,J}$ that is det$(S_{n+1}) = Pf(\tilde{S}_{n+1})$. It is more convenient to change the integer $n$ to $n - 1$ and then we must show det$(S_n) = Pf(\tilde{S}_n)$ for $n$ odd. Using the formula for computing the Pfaffian given in Section 2.3 (with $N = n + 1$) we have

$$Pf(\tilde{S}_n) = \sum_{k=1}^{n+1} Pf(\tilde{S}_{n,k,\bar{n}}) = \sum_{k=1}^{n-1} Pf(\tilde{S}_{n,k,\bar{n}}) + x_{nn} Pf(\tilde{S}_{n,\bar{n},n+1}).$$

The principal submatrix $\tilde{S}_{n,\bar{n}}$ of $\tilde{S}_n$ obtained by deleting the $n$-th row and column, is an alternating $n \times n$ matrix where the coefficients $x_{ii}$ no longer appear and which is exactly $\tilde{S}_{n-1}$, so $\tilde{S}_{n,\bar{n}} = \tilde{S}_{n-1}$. For all $k \in \{1, \ldots, n - 1\}$ the Pfaffian of the $(n-1) \times (n-1)$ alternating matrix $\tilde{S}_{n-1,k}$ obtained by deleting the $k$-th row and column of $\tilde{S}_{n-1}$ is $\tilde{S}_{n-1,k}$ where $\bar{k} = \{1, \ldots, k, \ldots, n\}$. By induction we know that this Pfaffian is det$(S_{n-1})$ where $I = \{1, \ldots, k, \ldots, n-1\}$ in case $k < n$, which is also det$(\tilde{S}_{n-1,k})$. In case $k = n$, we have $(\tilde{S}_n)_{n,n} = 0$ and we already omitted this term. Finally if $k = n + 1$ we have $\tilde{S}_{n,\bar{n},n+1} = \tilde{S}_{n-1,J}$ where $\bar{J} = \{1, \ldots, n - 1\}$ and thus, by induction, Pf$(\tilde{S}_{n,\bar{n},n+1}) = \det(S_{n-1})$. Thus we can rewrite the
Pfaffian of $\tilde{S}_n$ in terms of principal minors of $S_{n-1}$:

$$\text{Pf} (\tilde{S}_n) = \left( \sum_{k=1}^{n-1} (x_{kk}x_{nn} + x_{kn}^2) \det (S_{n-1,k}) + x_{nn} \det (S_{n-1}) \right),$$

and the equality $\det(S_n) = \text{Pf} (\tilde{S}_n)$ for $n$ odd follows from Proposition 3.1(2).

In case $n + 1$ is even, $J = \{1, \ldots, n + 1\} = \tilde{J}$ and we must show that $S_{n+1,J} = \tilde{S}_{n+1,J}$, that is $\det (S_{n+1}) = \text{Pf} (\tilde{S}_{n+1,J})$. Again we prefer to change the integer $n$ to $n - 1$, so we must show that for $n$ even we have $\det(S_n) = \text{Pf} (\tilde{S}_{n,n+1})$. We have the following expansion of the Pfaffian of the alternating $n \times n$ matrix $\tilde{S}_{n,n+1}$:

$$\text{Pf} (\tilde{S}_{n,n+1}) = \sum_{k=1}^{n-1} (\tilde{S}_{n,n+1})_{k,n} \text{Pf} (\tilde{S}_{n,n+1,k,n+1}) = \sum_{k=1}^{n-1} (x_{kk}x_{nn} + x_{kn}^2) \text{Pf} (\tilde{S}_{n,n+1,k,n+1}).$$

Notice that $\tilde{S}_{n,n+1,k,n+1} = \tilde{S}_{n-1,k,n}$ and by induction we may assume that

$$\text{Pf} (\tilde{S}_{n-1,k,n}) = \det (S_{n-1,k}),$$

since if $n$ is even, then $I := \{1, \ldots, k, \ldots, n - 1\} = \tilde{I}$. Finally we notice that $S_{n-1,k} = S_{n,k,n}$. Thus the equality $\det(S_n) = \text{Pf} (\tilde{S}_{n,n+1})$ for $n$ even follows from Proposition 3.1(1).\]

4 From matrices to Grassmannians

4.1 Global aspects

We recall that the spaces of symmetric and antisymmetric matrices have a natural interpretation as open subsets of certain Grassmannians, like the spinor varieties, and that the principal minor map $\pi$ and the Pfaffian map $\sigma$ extend to these Grassmannians. We also discuss the actions of some groups on these Grassmannians. In the final section we recall that the image of the spinor variety is defined by quadrics.

4.2 The Lagrangian Grassmannian

Let $V$ be a vector space over a field $K$ and let

$$e : V \times V \rightarrow K,$$

be a symplectic form, that is, an alternating, non-degenerate, bilinear form (so for any $x \in V$, $e(x, x) = 0$ and if $x \neq 0$, there is a $y \in V$ with $e(x, y) \neq 0$). Then $V$ has a symplectic basis $f_1, \ldots, f_{2n}$, that is, $e(f_i, f_{j+n}) = -e(f_{j+n}, f_i) = \delta_{ij}$ (Kronecker’s delta) for $1 \leq i, j \leq n$ and all other $e(f_i, f_j)$ are zero. So if $\mathbf{I}$ denotes the $n \times n$ identity matrix, then

$$e \left( \sum_{i=1}^{2n} x_i f_i, \sum_{j=1}^{2n} y_j f_j \right) = \sum_{i=1}^{n} x_i y_{i+n} - x_{i+n} y_i = (x_1 \ldots x_{2n}) \begin{pmatrix} 0 & \mathbf{I} \\ -\mathbf{I} & 0 \end{pmatrix} \begin{pmatrix} y_1 \\ \vdots \\ y_{2n} \end{pmatrix}.$$

A (linear) subspace $W \subset V$ is called isotropic if $e(w, w') = 0$ for all $w, w' \in W$ and $W$ is called Lagrangian if it is isotropic and $\dim W = n$, the maximal possible. Choosing a basis $w_1, \ldots, w_n$
of $W$, let $M_W$ be the $2n \times n$ matrix whose columns are the $w_i$. Then $W = \mathrm{im} \left( M_W : K^n \to K^{2n} \right)$ and $W$ is isotropic iff

$$tM_W \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} M_W = 0 \iff tAB - tBA = 0, \quad M_W = \begin{pmatrix} A \\ B \end{pmatrix}.$$

In particular, the subspace $W_0 := (f_1, \ldots, f_n)$ is Lagrangian and $M_{W_0}$ has blocks $A = I$ and $B = 0$. More generally, given a symmetric $n \times n$ matrix $X$, the subspace $W_X$ spanned by the columns of the matrix $M$ with blocks $A = I$ and $B = X$ is Lagrangian

$$S_n \to \mathrm{LG}(n, 2n), \quad X \mapsto W_X := \mathrm{im} \left( \begin{pmatrix} I \\ X \end{pmatrix} \right).$$

The Lagrangian subspaces of $K^{2n}$ are parametrized by the Lagrangian Grassmannian $\mathrm{LG}(n, 2n)$, an algebraic subvariety of dimension $n(n + 1)/2$ of the Grassmannian $\mathrm{Gr}(n, 2n)$ of all $n$-dimensional subspaces of $K^{2n}$.

### 4.3 The Plücker map

The Plücker map gives an embedding of

$$\mathrm{Gr}(n, 2n) \to \mathbb{P} \wedge^n K^{2n}, \quad W \mapsto \wedge^n W = \sum_I p_I(W) f_I,$$

where $I = \{i_1, \ldots, i_n\}$ is an ordered subset of $\{1, \ldots, 2n\}$ and $f_I := f_{i_1} \wedge \cdots \wedge f_{i_n}$, where the $f_i$ are the standard basis of $K^{2n}$. If $W$ is the span of the columns of an $2n \times n$ matrix $M_W$, then $p_I(W)$ is the determinant of the $n \times n$ submatrix of $M_W$ given by the rows $i_1, \ldots, i_n$ of $M_W$.

To understand the restriction of the Plücker map to the submanifold $\mathrm{LG}(n, 2n)$ of $\mathrm{Gr}(n, 2n)$, we recall some general results on the exterior algebra of a symplectic vector space over a field $K$ of characteristic zero (see [17] and the references given there, or [34, Section 11.6.7], but note the misprints). Let $e$ be the standard symplectic form on $V := K^{2n}$, then one defines contraction maps

$$\partial: \wedge^k V \to \wedge^{k-2} V,$$

$$\partial(v_1 \wedge \cdots \wedge v_k) := \sum_{i < j} e(v_i, v_j)(-1)^{i+j-1} v_1 \wedge \cdots \wedge \hat{v}_i \wedge \cdots \wedge \hat{v}_j \wedge \cdots \wedge v_k.$$

Let the $f_i$ be a symplectic basis of $V$ as before, then we define

$$\epsilon: \wedge^k V \to \wedge^{k+2} V, \quad \theta \mapsto \Gamma \wedge \theta \quad \text{with} \quad \Gamma := \sum_{i=1}^n f_i \wedge f_{i+n} \quad (\in \wedge^2 V).$$

We extend $\partial$ and $\epsilon$ to the exterior algebra $\wedge^* V$ of $V$ by linearity. Finally we define a linear map

$$H: \wedge^* V := \bigoplus_{k=0}^{2n} \wedge^k V \to \wedge^* V, \quad H(\theta) = (n - k)\theta \quad \text{if} \quad \theta \in \wedge^k V.$$  

These linear maps define a representation of the Lie algebra $\mathfrak{sl}(2)$ on $\wedge^* V$:

$$H = [\partial, \epsilon], \quad [H, \partial] = 2\partial, \quad [H, \epsilon] = -2\epsilon.$$  

We denote the subspace of highest weight vectors, of weight $n-k \geq 0$, for this $\mathfrak{sl}(2)$-representation by

$$\left(\wedge^k V\right)_0 := \{ \theta \in \wedge^k V: \partial \theta = 0 \}, \quad k = 0, 1, \ldots, n.$$
As a consequence, there is a decomposition ([34, Section 11.6.7, Theorem 3], basically the Lefschetz decomposition from [18, p. 122]),
\[
\bigwedge^k V = \bigoplus_{2i \geq k-n} \Gamma^i \cap (\bigwedge^{k-2i} V)_0,
\]
which is the decomposition of $\bigwedge^k V$ into irreducible $\text{Sp}(2n)$ subrepresentations. In the case $k = n$, the vector space $\bigwedge^n V$ is the weight space for $\mathfrak{sl}(2)$ with weight 0, and thus
\[
\bigwedge^n V = (\bigwedge^n V)_0 \oplus V'_{n}, \quad V'_{n} = \text{im} \left( \varepsilon: \bigwedge^{n-2} V \hookrightarrow \bigwedge^n V \right) = \text{im} \left( \partial: \bigwedge^{n+2} V \hookrightarrow \bigwedge^n V \right),
\]
and $(\bigwedge^n V)_0$ is a trivial $\mathfrak{sl}(2)$-representation, moreover, $\varepsilon^2: \bigwedge^{n-2} V \to \bigwedge^{n+2} V$, $\partial^2: \bigwedge^{n+2} V \to \bigwedge^{n-2} V$ are isomorphisms.

Let $W$ be a Lagrangian subspace of $V$. Then one can choose a symplectic basis $f_1, \ldots, f_n$ for $V$ such that $f_1, \ldots, f_n$ are a basis of $W$ and one easily finds that now $\Gamma \bigwedge (\bigwedge^n W) = 0 \in \bigwedge^{n+2} V$. Since the decomposition of $\bigwedge^n V$ does not depend on the choice of a symplectic basis we find that
\[
\text{LG}(n, 2n) = \text{Gr}(n, 2n) \cap \text{P}(\bigwedge^n V)_0 \quad (\subset \text{P} \bigwedge^n V),
\]
where we view $\text{Gr}(n, 2n)$ as a subvariety of $\text{P}(\bigwedge^n V)$.

For example, if $n = 3$ then $\text{LG}(3, 6)$ maps to $\text{P}^{13}$ since the dimension of $(\bigwedge^3 V)_0$ is then $20 - 6 = 14$, this case is discussed in [22] and Section 6.7.

### 4.4 The principal minor map

The principal minor map extends to a map, again denoted by $\pi$,
\[
\pi: \text{LG}(n, 2n) \longrightarrow \text{P}^{2^n-1}, \quad W \longmapsto (\ldots \colon p_J(W) \colon \ldots),
\]
where $J$ runs over the $2^n$ special subsets $J \subset \{1, \ldots, 2n\}$ with $\sharp J = n$, where, for every $i \in \{1, \ldots, n\}$, $J$ contains either $i$ or $n+i$. In case $W$ is the image of $M_W$ and $M_W$ has blocks $I$ and $X \in S_n$, then these $p_J(W)$ are easily seen to be the principal minors of $X$. Thus $\pi$ is a projection of $\text{LG}(n, 2n) \subset \text{P}(\bigwedge^n K^{2n})_0$ into $\text{P}^{2^n-1}$ and it is not hard to verify that $\pi$ is a regular map (base point free) on $\text{LG}(n, 2n)$. The closure $Z_n$ of $\pi(S_n)$ is thus the projective variety $\pi(\text{LG}(n, 2n))$.

We now show that the morphism $\pi: \text{LG}(n, 2n) \to Z_n$ has degree $2^{n-1}$, if the characteristic of the field $K$ is not two. (In the lemma below, $\text{LG}(n, 2n)/G_n$ is not isomorphic to $Z_n$ for $n > 3$ since there are invariant monomials in the $x_{ij}$ on $S_n \subset \text{LG}(n, 2n)$ which are not contained in the ring of principal minors.)

**Lemma 4.1.** The principal minor map $\pi: \text{LG}(n, 2n) \to Z_n(\subset \text{P}^{2^n-1})$ has degree $2^{n-1}$ over a field of characteristic different from two. This map factors over a quotient of $\text{LG}(n, 2n)$ by a group $G_n \cong (\mathbb{Z}/2\mathbb{Z})^{n-1}$.

**Proof.** Any diagonal matrix $D = \text{diag}(t_1, \ldots, t_n, t_1^{-1}, \ldots, t_n^{-1})$ with $t_i \neq 0$ fixes the symplectic form $\varepsilon$ and thus maps $\text{LG}(n, 2n)$ into itself by $W \mapsto DW$, equivalently, $M_W \mapsto DM_W$. Let $D_1 := \text{diag}(t_1, \ldots, t_n)$, and notice that $DM_W$ and $DM_W D_1^{-1}$ map $K^n$ to the same subspace $DW$ in $K^{2n}$. For $M_W$ with blocks $I, X$, the matrix $DM_W D_1^{-1}$ has blocks $I, D_1^{-1} XD_1^{-1}$, so we see that $D$ maps the image of $S_n$ in $\text{LG}(n, 2n)$ into itself and acts as $D: X \mapsto D_1^{-1} XD_1^{-1}$. In case all $t_i \in \{1, -1\}$, we have $D_1^{-1} = D_1$ and we write more suggestively $D: X \mapsto D_1 XD_1^{-1}$, the conjugation by $D_1$. Any principal submatrix of $X$ is then also conjugated by a submatrix of $D_1$, and hence the principal minors of $X$ and those of $D_1 XD_1^{-1}$ are the same. So the fiber of $\pi$ over $\pi(X)$ contains all the $D_1 XD_1^{-1}$ where $D_1$ has coefficients $\pm 1$. Obviously $D_1 = -I$ acts trivially and thus we have an action of the group $G_n := (\mathbb{Z}/2\mathbb{Z})^{n-1}$ on $\text{LG}(n, 2n)$ and $\pi$.
factors over $\text{LG}(n,2n)/G_n$. The $ij$-coefficient of $D_1 X D_1^{-1}$ is $x_{ij} t_i t_j$. Since the $x_{ii}, x_{ii}x_{jj} - x_{ij}^2$ are principal minors of $X$, we can recover the $x_{ij}$ from $\pi(W_X)$, except for the signs of the $x_{ij}$ with $i \neq j$. However, the principal minors $S_{n,i,j,k}$ (see Section 2.2) show that once, for a fixed $i$, all the $x_{il}$ are non-zero and the signs of all these $x_{il}$ are fixed, then the signs of all $x_{jk}$ are fixed. Therefore the fiber over $\pi(X)$, for general $X \in S_n$, consists of exactly $2^{n-1}$ elements that are an orbit of $G_n$. This implies that $\pi$ has degree $2^{n-1}$ and that $\pi$ factors over $\text{LG}(n,2n)/G_n$. ■

4.5 The spinor varieties

A quadratic form on a vector space $V$ over a field $K$ is a map

$$q: V \rightarrow K,$$

such that $q(ax) = a^2 q(x), q(x + y) = q(x) + q(y) + e(x, y)$,

where $a \in K$ and $e$ is a bilinear form and $x, y \in V$. We consider the quadratic form $q$ on $V = K^{2n}$ defined by

$$q \left( \sum_{i=1}^{2n} x_i f_i \right) := \sum_{i=1}^{n} x_i x_{i+n}, \quad 2q(x) = (x_1 \ldots x_{2n}) \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} \begin{pmatrix} x_1 \\ \vdots \\ x_{2n} \end{pmatrix}.

A (linear) subspace $W \subset V$ is called an isotropic subspace of $q$ if $q(w) = 0$ for all $w \in W$ and it is a maximally isotropic subspace of $q$ if moreover $\dim W = n$, the maximum possible. Choosing a basis $w_1, \ldots, w_n$ of $W$, let $M_W$ be the $2n \times n$ matrix whose columns are the $w_i$. Then $W = \text{im} (M_W : K^n \rightarrow K^{2n})$. The subspace $W$ is maximally isotropic for $q$ iff

$$q(w_i) = 0, \quad q(w_i + w_j) = 0, \quad 1 \leq i, j \leq n,

in fact, if $q(w_i) = 0$ and also $0 = q(w_i + w_j) = e(w_i, w_j)$ for all $i, j$, then from

$$q \left( \sum_{i=1}^{n} a_i w_i \right) = q \left( \sum_{i=1}^{n-1} a_i w_i \right) + a_n^2 q(w_n) + \sum_{i=1}^{n-1} a_i a_n e(w_i, w_n)

= \sum_{i=1}^{n} a_i^2 q(w_i) + \sum_{i<j} a_i a_j e(w_i, w_j)

we see that $W$ is maximally isotropic. In case $\text{char}(K) \neq 2$ this can also be checked using the symmetric matrix of $e$:

$${}^t M_W \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} M_W = 0 \iff {}^t AB + {}^t BA = 0, \quad M_W = \begin{pmatrix} A \\ B \end{pmatrix},

and notice that $q(w_i) = ({}^t AB + {}^t BA)_{ii}$ and $q(w_i + w_j) = ({}^t AB + {}^t BA)_{ij}$.

The subspace $W_0 := \langle f_1, \ldots, f_n \rangle$ is thus maximally isotropic for $q$. More generally, given an antisymmetric $n \times n$ matrix $Y$, the subspace $W_Y$ spanned by the columns of the matrix $M$ with blocks $A = I$ and $B = Y$ is Lagrangian, so

$$A_n \leftrightarrow S_n^+, \quad Y \mapsto \text{im} \begin{pmatrix} I \\ Y \end{pmatrix},

where $S_n^+$ denotes the spinor variety containing $W_0$. This holds over any field, since $q(w_i) = y_{ii}$ and $q(w_i + w_j) = y_{ii} + y_{jj} + y_{ij} + y_{ji}$ and thus $W_Y$ is maximally isotropic for $q$ iff the diagonal coefficients of $Y$ are zero and $y_{ij} + y_{ji} = 0$ iff $Y$ is alternating. Recall that there are two $n(n-1)/2$-dimensional families of maximally isotropic subspaces of $q$. They are parametrized by the spinor varieties $S_n^+$ and $S_n^-$, which are isomorphic. For spinor varieties see [8], [34, Section 11.7] and the references given in [35, Section 6.0].
4.6 The image of the Pfaffian map

Over the complex numbers, the Pfaffian map on $A_n$ from Section 2.3 extends to an embedding of the spinor variety

$$\sigma: S_n^+ \rightarrow \mathbb{P}^{2n-1}.$$ 

In the introduction we used a map $\sigma$ on the spinor variety associated to $\text{Spin}(2n - 1)$, but we will see that these spinor varieties are isomorphic in Section 5.2.

The spinor variety $S_n^+$ is the homogeneous variety $G/P$, with $G = \text{Spin}(2n)$ and the image of $\sigma$ consists of the pure spinors (for any one of the two half spin representations of $G$), as in $[34, \text{Section 11.7.2}]$, $\sigma(S_n)$ is also the $G$-orbit of the highest weight vector in the projectivization of the half spin representation. Under certain natural identifications, the Lie algebra of the Spin group is identified with a subspace of the Clifford algebra $C(q)$ of $q$ and a maximally isotropic subspace $W$ of $q$ defines a subalgebra $\wedge^2 W \subset C(q)$. In case $e_1, \ldots, e_n$ is a basis of $W$, the element $\exp(y_{ij}e_i \wedge e_j) = \prod (1 + y_{ij}e_i \wedge e_j)$ introduced in Section 2.3 is actually an element of the Spin group and from this one can deduce that the orbit of the highest weight vector is indeed locally parametrized by the Pfaffian map.

In general, the orbit under a semisimple simply connected algebraic group $G$ (defined over an algebraically closed field of arbitrary characteristic) of a highest weight vector in an irreducible minuscule representation of $G$ is the intersection of quadrics, see $[37]$. This implies that the image of $\sigma$ is an intersection of quadrics. The number of quadrics can also be determined, it is

$$\dim I_2 := \left(\frac{2^{n-1} + 1}{2}\right) - \frac{1}{2}\left(\frac{2^n}{n}\right), \quad I_2 := \{Q \in k[\ldots, z_I, \ldots]: Q(\sigma(W)) = 0 \forall W \in S_n^+\},$$

where $K[\ldots, z_I, \ldots]$ is the homogeneous coordinate ring of $\mathbb{P}^{2n-1}$, in fact, $[37]$ shows that $\dim I_2$ does not depend on the characteristic of the field and over the complex numbers one can use for example (the proof of) $[16, \text{Theorem 2}]$. So for $n = 4, 5, 6$ we find $36 - 35 = 1$, $136 - 126 = 10$, $528 - 462 = 66$ quadrics respectively. See also the end of section $[34, \text{Section 11.7.2}]$ for the quadratic relations between Pfaffians, $[39]$ for explicit methods to find the quadratic equations of $\sigma(S_n^+)$ and $[35, \text{Section 6}]$ for a study of the case $n = 5$.

**Proposition 4.2.** Let $\pi: S_n \rightarrow \mathbb{P}^{2n-1}$ be the principal minor map over an algebraically closed field of characteristic two. Then the closure $Z_n$ of the image of $\pi$ is $\sigma(S_n^+)$ and in particular $Z_n$ is an intersection of quadrics.

**Proof.** Since the symmetric matrices $S_n$ are Zariski dense in $LG(n, 2n)$ and the alternating matrices are Zariski dense in $S_n^+$, we find, using Theorem 2.3, that

$$Z_n = \pi(LG(n, 2n)) = \sigma(S_n^+) \subset \mathbb{P}^{2n-1}.$$ 

In Section 4.6 we recalled that $\sigma(S_n^+)$ is defined by quadrics, hence also $Z_n$ is defined by quadrics.

5 The map $\beta$

5.1 From antisymmetric to symmetric matrices

We work over a field of characteristic two. In Section 2.4 we defined $\alpha: S_n \rightarrow A_{n+1}$ in such a way that the principal minors of $S_n$ were the Pfaffians of $\alpha(S_n)$, this condition determined the map $\alpha$. Now we consider a map $\beta: A_{n+1} \rightarrow S_n$, which is defined in terms of a well-known map from $S_n^+ \cong S_{n+1} \rightarrow LG(n, 2n)$, which we will also denote by $\beta$. The maps $\alpha$ and $\beta$ are
not mutual inverses, instead their compositions are purely inseparable maps, given by squaring all coefficients in the matrix. Since the field has characteristic two, these maps are injective and if the field is algebraically closed (or more generally, if it is perfect) then these maps are bijections.

Let \( A_{n+1} = (y_{ij}) \in A_{n+1} \) be an alternating \((n + 1) \times (n + 1)\) matrix (so \(y_{ii} = 0\) and \(y_{ij} = y_{ji}\)) and define

\[
\beta: A_{n+1} \to S_n, \quad A_{n+1} \mapsto \overline{A}_{n+1} := \beta(A_{n+1}), \quad (\overline{A}_{n+1})_{ij} := y_{ij} + y_{i,n+1}y_{j,n+1}.
\]

For example,

\[
A_4 = \begin{pmatrix}
0 & y_{12} & y_{13} & y_{14} \\
y_{12} & 0 & y_{23} & y_{24} \\
y_{13} & y_{23} & 0 & y_{34} \\
y_{14} & y_{24} & y_{34} & 0
\end{pmatrix} \mapsto \overline{A}_4 = \begin{pmatrix}
y_{14}^2 & y_{12} + y_{14}y_{24} & y_{13} + y_{14}y_{34} \\
y_{12} + y_{14}y_{24} & y_{24}^2 & y_{23} + y_{24}y_{34} \\
y_{13} + y_{14}y_{34} & y_{23} + y_{24}y_{34} & y_{34}^2
\end{pmatrix}.
\]

It is not hard to verify that

\[
\beta(\alpha(S_n))_{ij} = (S_n)_{ij}^2, \quad \alpha(\beta(A_{n+1}))_{kl} = (A_{n+1})_{kl}^2,
\]

for all \(i, j = 1, \ldots, n\) and all \(k, l = 1, \ldots, n + 1\). Thus the maps \(\beta\alpha: S_n \to S_n\) and \(\alpha\beta: A_{n+1} \to A_{n+1}\) are the (coordinate wise) Frobenius maps on the respective vector spaces of matrices

\[
\beta\alpha = F_{S_n}, \quad \alpha\beta = F_{A_{n+1}}.
\]

### 5.2 From even to odd spinor varieties

We denote the field of characteristic two by \(K\). In Section 4.5 we considered an embedding \(A_{n+1} \hookrightarrow S_{n+1}^+\), where \(S_{n+1}^+\) parametrizes certain maximally isotropic subspaces for the quadratic form \(q(y) = \sum_{i=1}^{n+1} y_i y_{n+1+i}\) on \(K^{2n+2}\). We define a hyperplane

\[
H: y_{n+1} + y_{2n+2} = 0 \quad (\subset K^{2n+2}).
\]

The intersection \(H \cap (q = 0)\) can be identified with the quadric in \(K^{2n+1}\) defined by \(q'\),

\[
q' = q_{|H}: K^{2n+1} \rightarrow K, \quad q'(z) = z_1 z_{n+2} + \cdots + z_n z_{2n+1} + z_{n+1}^2,
\]

simply by mapping \(z = (z_1, \ldots, z_{2n+1}) \mapsto y = (z_1, \ldots, z_{2n+1}, z_{n+1}) \in H\). A linear subspace contained in \(q' = 0\) has dimension at most \(n\) and there is a unique family of such subspaces. If \(W \subset (q = 0)\) is a maximal isotropic subspace for \(q\), so \(\dim W = n + 1\), then \(W' := W \cap H\) is a subspace of \(q' = 0\) of dimension \(\geq n + 1 - 1 = n\) and we conclude that \(W'\) must have dimension \(n\), so \(W'\) is maximally isotropic in \(q' = 0\). This sets up an isomorphism

\[
S_{n+1}^+ \xrightarrow{\cong} S_{n+1}
\]

between the spinor variety of \(\text{Spin}(2n + 2)\) containing \(W_0\) as in Section 4.5 and the spinor variety \(S_{n+1}\) of \(\text{Spin}(2n + 1)\) that parametrizes the maximally isotropic subspaces for \(q'\).
5.3 The geometry of \( \beta \)

We explain the geometry behind the map \( \beta \), using the notation from Section 5.2. Since the field \( K \) is assumed to have characteristic two, the alternating bilinear form \( e' \) defined by \( q' \) is degenerate

\[
e'(z, w) := q(z + w) + q(z) + q(w),
\]

\[
e'(z, w) = z_1w_{n+2} + \cdots + z_nw_{2n+1} + z_{n+2}w_1 + \cdots + z_{2n+1}w_n,
\]

since the variables \( z_{n+1}, w_{n+1} \) do not appear in \( e' \). More intrinsically, define the subspace

\[
\ker(e') := \{ z \in K^{2n+1} : e'(z, w) = 0 \ \forall w \in K^{2n+1} \},
\]

then we see that \( \ker(e') \) is one-dimensional (and is spanned by the \( n + 1 \)-st standard basis vector of \( K^{2n+1} \)). We consider the quotient space \( K^{2n+1}/\ker(e') \cong K^{2n} \) where we map \( z = (z_1, \ldots, z_{2n+1}) \mapsto x = (z_1, \ldots, z_{n+1}, \ldots, z_{2n+1}) \), i.e., we omit the \( (n+1) \)-st coefficient. Since \( e' \) is bilinear, it defines a non-degenerate alternating form \( \bar{e} \) on this quotient space simply by defining \( \bar{e}(x, y) := e'(z, w) \), where \( z, w \in K^{2n+1} \) map to \( x, y \in K^{2n} \) respectively.

Let \( W' \) be a maximally isotropic subspace in \( q' = 0 \). Then for \( z, w \in W' \subset (q' = 0) \) we have \( e'(z, w) = 0 \), and thus \( \bar{W'} \), the image of \( W' \) in \( K^{2n} \), is an isotropic subspace for the symplectic form \( \bar{e} \) on \( K^{2n} \). Since \( \ker(e') \cap (q' = 0) = \{0\} \), the projection \( \bar{W'} \) also has dimension \( n \) and hence \( \bar{W'} \) is a Lagrangian subspace for the symplectic form \( \bar{e} \) on \( K^{2n} \). Thus we have a map

\[
\beta: S_{n+1} \rightarrow LG(n, 2n), \quad W' \mapsto \bar{W}'.
\]

It is well-known that the orthogonal group \( O(q) \) of \( q \) acts as the identity on \( \ker(e') \) and that the projection to \( K^{2n} \) induces a homomorphism (an isogeny) of algebraic groups \( O(q) \rightarrow Sp(2n) \),

the symplectic group defined by \( \bar{e} \) ([38, Section 4.11], [31], [9, Section 7.1, Remark 7.1.6]).

**Proposition 5.1.** The map \( \beta: S_{n+1} \rightarrow LG(n, 2n) \) we just defined induces the map \( \beta: A_{n+1} \rightarrow S_n \) from Section 5.1.

**Proof.** Given \( Y \in A_{n+1} \), let \( W_Y \subset K^{2n+2} \) be the subspace spanned by the columns of the \((2n+2) \times (n+1)\) matrix \( M \) with blocks \( I \) and \( Y \). The intersection \( W'_Y := H \cap W_Y \) is spanned by the \( n \) vectors \( c_i + y_{i,n+1+1c_{n+1}} \), \( i = 1, \ldots, n \), where \( c_i \) is the \( i \)-th column of \( M \), in fact the \( n+1 \) and \( 2n+2 \) coefficients of \( c_i + y_{i,n+1+1c_{n+1}} \) are \( 0 + y_{i,n+1+1} \) and \( y_{i,n+1+1} + y_{i,n+1} \) respectively, and their sum is indeed zero, showing that these vectors do lie in \( H \cap W_Y \). Next we project these vectors to \( K^{2n} \), so we omit the \( (n+1) \)-st coefficients, their span is then \( \bar{H} \cap \bar{W}_Y \). The image vectors are the columns of the \( 2n \times n \) matrix with blocks \( I \) and \( Y \), which proves that \( \beta \) induces \( Y \mapsto \bar{Y} \). \( \blacksquare \)

**Remark 5.2.** The underlying reason for the results we obtained thus seems to be the isogeny of the linear algebraic groups \( SO(2n+1) \rightarrow Sp(2n) \) (of type \( B_n \) and \( C_n \) respectively) over a field of characteristic two, cf. [38, Section 4.11], [31], [9, Section 7.1, Remark 7.1.6]. The description of the isogeny leads directly to the map \( \beta: S_{n+1} \rightarrow LG(n, 2n) \).

Using this isogeny, in [25, p. 197] one finds the definition of the \((2^n-1)\)-dimensional Spin representation of \( Sp(2n)(K) \), where \( K \) is a field of characteristic two. In Section 4.3 we recalled the decomposition of \( \wedge^4 V \) into \( Sp(2n) \)-representations, where \( V \) is the standard \( 2n \)-dimensional representation of \( Sp(2n) \) in case the field \( K \) has characteristic zero.

Now we assume that the field \( K \) has characteristic two. The symplectic form on \( V \) still induces an \( Sp(2n) \)-equivariant contraction map \( \partial_n : \wedge^n V \rightarrow \wedge^{n-2} V \) and \( \wedge^n V \) is a \( Sp(2n) \)-subrepresentation of \( \wedge^4 V \) (but if \( n > 3 \), then the dimension of \( \wedge^n V \) in characteristic two is larger than its dimension in characteristic zero, cf. [17, Theorem 2.2]). Gow [17] showed that now the image of the contraction map \( \partial_{n+2} : \wedge^{n+2} V \rightarrow \wedge^n V \) has codimension \( 2^n \) in \( ker(\partial_n) \) and...
that the quotient $\text{Sp}(2n)$-representation $\ker(\partial_n)/\text{im}(\partial_{n+2})$ is the Spin representation of $\text{Sp}(2n)$. The explicit description of the quotient module given in [17, Section 3] shows also that the composition $\text{LG}(n, 2n) \to \mathbb{P}(\langle \wedge^n V \rangle_0) \to \mathbb{P}(\ker(\partial_n)/\text{im}(\partial_{n+2}))$ factors over the principal minor map $\pi: \text{LG}(n, 2n) \to \mathbb{P}^{2n-1}$.

Since the composition $\pi$ of the Plücker map with Gow’s quotient map

$$\text{LG}(n, 2n) \to \mathbb{P}(\langle \wedge^n V \rangle_0) \to \mathbb{P}(\ker(\partial_n)/\text{im}(\partial_{n+2})) = \mathbb{P}^{2n-1}$$

is equivariant for the action of $\text{Sp}(2n)$ and $\text{Sp}(2n)$ acts transitively on $\text{LG}(n, 2n)$, this composition is everywhere defined (so there are no base points). The image of $\text{LG}(n, 2n)$ is then the unique closed orbit of $\text{Spin}(2n+1)$ in the projectivization of its spin representation, which is the spinor variety $\mathbb{S}_{n+1}$. Thus we get a map $\text{LG}(n, 2n) \to \mathbb{S}_{n+1}$ ‘for free’.

So, just from the isogeny and Gow’s results, we recover a main result which we previously deduced from explicit computations. However, if one would like to know what the restriction of this map to the subset of $\text{LG}(n, 2n)$ parametrized by symmetric matrices is and what the quadratic relations between principal minors in characteristic two are, then the results of the first part of this paper are still useful.

6 Freudenthal triple systems

6.1 Outline

The case $n = 3$, where we considered Cayley’s hyperdeterminant and the Lagrangian Grassmannian $\text{LG}(3, 6)$, and the case $n = 6$, where we considered the spinor variety $\mathbb{S}_6 \subset \mathbb{P}^{31}$ associated to $\text{Spin}(12)$, appear in the context of groups of type $E_7$ [6] and reduced Freudenthal triple systems related to cubic Jordan algebras, as well as in the Freudenthal magic square [27]. These subjects are also of relevance in Maxwell–Einstein four-dimensional supergravity (see, e.g., [1, 4, 7, 11, 12, 14]), as well as in the so-called black-hole/qubit correspondence (cf. [2, 5, 10, 24]).

It should be noticed that one usually excludes fields of characteristic 2 and 3 in these subjects. However, e.g., in [3] integral Freudenthal triple systems and integral cubic Jordan algebras have been studied, and these can be reduced modulo two. Below we will also consider an approach to these subjects through the algebraic geometry of tangential varieties of certain homogeneous spaces.

6.2 Groups of type $E_7$

A group of type $E_7$ is the subgroup, which we denote by $G_4$, of $\text{GL}(R)$, where $R$ is a finite-dimensional vector space over a field $k$, which preserves a non-degenerate alternating form $e$ and a homogeneous quartic polynomial $q$ (cf. [6, 26]). It turns out that given some additional conditions, including a compatibility between $e$ and $q$ and $\text{char}(k) \neq 2, 3$, as well as the condition that $-\frac{1}{2}q(f, f, f, f)$ is a non-zero square for some $f \in R$ (such triples $(R, q, e)$ are called reduced, [6, p. 90]), the vector space $R$ decomposes as

$$R = k \oplus J \oplus J \oplus k,$$

where $J$ is a (cubic) Jordan algebra [23], in [26, Section 3.1] $R$ is denoted by $M(J)$. The Jordan algebras of interest for us are those given by the $3 \times 3$ matrices of the form

$$A := \begin{pmatrix} a & z & \bar{y} \\ \bar{z} & b & x \\ y & \bar{x} & c \end{pmatrix}, \quad a, b, c \in k, \quad x, y, z \in C,$$
where $C$ is a composition algebra with involution $x \mapsto \bar{x}$. and norm $n: C \to k$. The best known examples are $k = \mathbb{R}$ and $C = \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}$, where $\mathbb{H}$ are the quaternions and $\mathbb{O}$ are the octonions. For simplicity we will also consider the corresponding split algebras as in [26, Section 2.1] here.

Notice that the dimension of $J$ as a $k$-vector space is $3q + 3$ where $q := \dim C$ and $\dim R = 2 + 2(3q + 3) = 6q + 8$. Over the complex numbers (the split case), the group $G_4$ will be $SL(2, \mathbb{C})^3$, $Sp(6, \mathbb{C})$, $SL(6, \mathbb{C})$, $Spin(12, \mathbb{C})$ and $E_7(\mathbb{C})$ for $q = 0, 1, 2, 4, 8$, respectively, cf. [20, Table 3]. The $G_4$-orbit $Y_q$ of the highest weight vector in $PR = P^{6q + 7}$ is a complex projective algebraic variety of dimension $3q + 3$, it is the unique closed orbit of $G_4$ in $PR$. The tangential variety $X_q$ of $Y_q$ (see also Section 6.6) has dimension $6q + 6$ and is defined by the quartic polynomial $q$ (cf. [11, 20, 27]).

### 6.3 The alternating form and the quartic

The algebra $J$ comes with a norm $N: J \to k$, which is homogeneous of degree three, and which generalizes the determinant of a $3 \times 3$ matrix:

$$N(A) = abc - ax\bar{x} - by\bar{y} - cz\bar{z} + (xy)z + \bar{z}(\bar{y}\bar{x}).$$

One defines the regular trace $\text{Tr}: J \to k$ and a symmetric bilinear form $(-, -): J \times J \to k$ by

$$\text{Tr}(A) = a + b + c, \quad (A, B) := \text{Tr}(\frac{1}{2}(AB + BA)).$$

Finally there is ‘sharp’ operation on $J$, similar to the adjoint of a matrix,

$$A^\sharp := \begin{pmatrix}
    bc - n(x) & \bar{y}\bar{x} - cz & zx - \bar{b}\bar{y} \\
    xy - \bar{c}\bar{z} & ac - n(y) & \bar{z}\bar{y} - ax \\
    \bar{x}\bar{z} - by & yz - a\bar{x} & ab - n(z)
\end{pmatrix}.$$

We will write elements of $R$ as four tuples $(a, A, B, b)$ with $a, b \in k$ and $A, B \in J$ but often a matrix notation is used (cf. [26, equation (29)]). With these definitions (cf. [26, Section 2.4]), the alternating form $e: R \times R \to k$ is given by (cf. [26, Section 3.1])

$$e((a, A, B, b), (c, C, D, d)) = ad - bc + (A, D) - (B, C),$$

and the quartic form $q: R \to k$ is

$$G := -2G', \quad G'((a, A, B, b)) = -4(A^\sharp, B^\sharp) + 4aN(A) + 4bN(B) + ((A, B) - ab)^2.$$

A Freudenthal triple system is a vector space $R$ with a non-degenerate alternating form and a composition $T: R \times R \times R \to R$ such that certain conditions are satisfied cf. [26, Section 3.1]. Under additional conditions one recovers a group of type $E_7$ as the automorphism group of a Freudenthal triple system.

#### Example 6.1 ($q = 0$)

Recall that $q := \dim C$ and if $C = 0$ then $J$ is the three-dimensional algebra of diagonal matrices and $\dim R = 8$. We change the coordinates as follows

$$x := (a, \text{diag}(a_{11}, a_{22}, a_{33}), \text{diag}(b_{11}, b_{22}, b_{33}), b) = (z_{000}, z_{110}, z_{011}, z_{001}, z_{010}, z_{001}, z_{111}),$$

and similarly $((c, C, D, d) = (y_{000}, \ldots, y_{111})$. The symplectic form is then

$$e(x, y) = z_{000}y_{111} - z_{001}y_{110} - z_{010}y_{101} + z_{011}y_{011} + z_{100}y_{010} + z_{101}y_{010} + z_{110}y_{001} - z_{111}y_{000}$$

and the quartic polynomial $G'$ is the hyperdeterminant: $G'(x) = H$ (cf. Example 2.1). Since the hyperdeterminant becomes a square modulo two, as we observed in Example 2.1, we consider some other cases of the construction above.
6.4 Reduction modulo two

More generally, if we assume that $N(A), N(B)$ and $(A,B)$ are polynomials in the coefficients of $A$, $B$ with integer coefficients, then the reduction of the quartic form $G'$ is

$$G' \equiv Q^2 \mod 2, \quad Q((a, A, B, b)) := (A, B) - ab,$$

so it becomes the square of a quadratic polynomial. This may be particularly relevant when considering integral Freudenthal triple systems in characteristic 2, since in this case the so-called Freudenthal duality is always defined, albeit becoming simply an antinvolutive electric-magnetic symplectic duality transformation [3, 13].

Since $(A, B)$ is symmetric and bilinear in $A$, $B$ the bilinear form associated to $(A, B) - ab$, defined as $Q(x + y) - Q(x) - Q(y)$, is

$$(A + C, B + D) - (a + c)(b + d)) - ((A, B) - ab) - ((C, D) - cd)) = (A, D) + (B, C) - ad - bc,$$

hence (notice that $'+'=i$) the associated bilinear form is now the alternating form $e$. In general, the associated bilinear form $e$ of a quadratic form over a field of characteristic two is alternating (that is $e(x, x) = 0$) which follows easily by putting $x = y$ in $Q(x + y) - Q(x) - Q(y) = e(x, y)$.

In particular, the group fixing both the alternating form and the quadric is just the orthogonal group fixing the quadric, see also [26, Remark 20]. The case $q = 1$ presents some extra features since in that case the quadric and the alternating form are degenerate, see Example 6.2.

Example 6.2 ($q = 1$). We consider the constructions from Section 6.3 for the case that $k = C = \mathbb{R}$, with $\vec{x} = x$ and $n(x) = x$ for $x \in C$. Then $q = \dim_k C = 1$ and $\dim J = 6$, $\dim R = 14$ and $R = (\wedge^3 k^6)_0$, which is an irreducible $\text{Sp}(6, \mathbb{R})$-representation, cf. Section 4.3. In that case $J$ is just the six-dimensional $\mathbb{R}$-algebra of $3 \times 3$ symmetric matrices, $N(A) = \det(A)$ and $A^2$ is the adjoint matrix of $A$ and we write $A = (a_{ij})$, ..., $D = (d_{ij})$ where $A, \ldots, D$ are $3 \times 3$ symmetric matrices. Then

$$e(((a, A, B, b), (c, C, D, d))) = a_{11}d_{11} - b_{11}c_{11} + a_{22}d_{22} - b_{22}c_{22} + a_{33}d_{33} - b_{33}c_{33} + 2(a_{12}d_{12} - b_{12}c_{12} + a_{13}d_{13} - b_{13}c_{13} + a_{23}d_{23} - b_{23}c_{23}) + ad - bc,$$

notice the factors 2 which appear. The quartic $G'(x) = a_{11}b_{11} + 4a_{12}a_{22}b_{33} + \cdots + a_{22}b_{22} + a_{33}b_{33} + ab$, and $Q = 0$ is a singular quadric in $\mathbb{P}^{13}$ (notice that the 6 = 3 + 3 variables $a_{ij}, b_{ij}$ with $i < j$ do not appear). The associated bilinear form of $Q$ is the reduction of $e \mod 2$, and this is a degenerate alternating form. Notice that while [26] discusses the next three cases, $q = 2, 4, 8$, the case $q = 1$ is avoided.

As we observed in Remark 5.2, Gow showed that the $\text{Sp}(6)$-representation $R$ has a subrepresentation $\text{im}(\partial_5)$, the image of the contraction map $\partial_5: \wedge^5 k^6 \to \wedge^3 k^6$, with $2^3 = 8$-dimensional quotient $R/\text{im}(\partial_5)$, the Spin representation of $\text{Sp}(6)$. In this case, the subrepresentation coincides with the kernel of the bilinear form defined by $Q$, written again as $Q$, that is

$$\text{im}(\partial_5) = \{v \in R: Q(v, w) = 0 \forall w \in R\}.$$ 

Thus $Q$ restricts to a nondegenerate quadratic form on the Spin representation of $\text{Sp}(6)$. According to [17, Section 4], such an $\text{Sp}(2n)$-invariant non-degenerate quadratic form on the Spin representation exists for any $n$. 
6.5 The cases \( q = 2, 4, 8 \)

The cases \( q = 2, 4, 8 \) do not seem to present special features. In case \( q = 8 \) (see also [40]), we use the expression for the quartic invariant that we found in [15]. Let \( X := (x_{ij}) \), \( Y := (y_{ij}) \) be alternating \( 8 \times 8 \) matrices over the real or complex numbers. We view the \( x_{ij}, y_{ij} \) as coordinates on a \( 28 + 28 = 56 \)-dimensional vector space and we define a symplectic form on this vector space by requiring that the \( x_{ij}, y_{ij} \) are the coordinates on a symplectic basis. The quartic invariant of \( E_7 \) is defined as

\[
J := \text{Pf}(X) + \text{Pf}(Y) - \frac{1}{4} \text{Tr}(XYXY) + \frac{1}{16}(\text{Tr}(XY))^2.
\]

The degree four polynomial \( J \) has 1036 terms and coefficients in \( \{ \pm 1, \pm \frac{1}{2}, -\frac{1}{4} \} \). To find a reduction mod 2 we simply multiply \( J \) by 4 and then reduce mod 2 to obtain a quartic \( \mathcal{J} \) which has only 28 terms

\[
\mathcal{J} = x_{12}^2 y_{12}^2 + x_{13}^2 y_{13}^2 + \cdots + x_{78}^2 y_{78}^2 = \sum_{1 \leq i < j \leq 28} x_{ij}^2 y_{ij}^2,
\]

which is the square of the quadratic polynomial \( Q = \sum_{i < j} x_{ij} y_{ij} \). Notice that the alternating form defined by \( Q \) is indeed the symplectic form defined above.

6.6 Tangential varieties

The representation of the group \( G_4 \) on \( \mathbb{P}R = \mathbb{P}^{6q+7} \) has a unique closed orbit \( Y_q \) of dimension \( 3q + 3 \) and one recovers the zero locus of the quartic invariant as the \((6q + 6)\)-dimensional tangential variety \( X_q \) of \( Y_q \). This allows one to determine the equation of \( X_q \) over a field of characteristic two. In the case \( q = 1 \) we again find the singular quadric from Example 6.2 and in the cases \( q = 0, 2, 4 \) where we did the computations, we again find a smooth quadric as before. We didn’t attempt to compute the \( q = 8 \) case.

Given a subvariety \( Z \) of \( \mathbb{P}^N \), its tangential variety, often denoted by \( \tau(Z) \), is the union of all of its projective tangent spaces, equivalently, it is the union of all embedded tangent lines to \( Z \), see [41]. If locally we have a parametrization

\[
\phi: \ k^n \longrightarrow Z, \quad \phi(x) = (f_0(x) : \ldots : f_N(x))
\]

for certain functions on \( k^n \), then the tangent spaces to the image of \( \phi \) are locally parametrized by

\[
\tilde{\phi}: \ k^n \times k^n \longrightarrow \mathbb{P}^N, \quad (x, y) \longmapsto \left( \ldots : f_k(x) + \sum_{j=1}^{n} \frac{\partial f_k}{\partial x_j}(x)y_j : \ldots \right).
\]

In particular, given an explicit local parametrization of \( Z \) with dense image, one can compute the homogeneous polynomials vanishing on the tangential variety of \( Z \). For references and some recent results, mostly over the complex numbers, see [32].

As we will see in the next section, over a field of characteristic two the tangential varieties behave rather differently from other characteristics (in all our examples we find quadrics instead of quartics).

One of the referees for this paper offered the following explanation (actually we simplify quite a bit) for this ‘bad’ behaviour. In the examples we consider the secant variety of \( Y_q \), which is the closure of the union of all lines in \( \mathbb{P}R \) joining two distinct points in \( Y_q \), is all of \( \mathbb{P}R \). Moreover, a general point of \( \mathbb{P}R \) lies on a unique secant of \( Y_q \). Over an open subset \( U \subset \mathbb{P}R \) we thus have a fibration \( L \to U \) where the fiber \( L_r \) over \( r \in U \) is the unique secant containing \( r \). On each secant there are the two points where \( L_r \) intersects \( Y_q \). These points give a subvariety...
$V \subset L$ and the induced map $\pi : V \to U$ has degree two. The map $\pi$ ramifies exactly when $L_r$ is tangent to $Y_q$, that is when $r \in X_q$, the tangential variety of $Y_q$. Notice that locally $V$ is defined by an equation $a(r)s^2 + b(r)st + c(r)t^2$ with $r \in U$ and $(s : t)$ homogeneous coordinates on the line $L_r$. The ramification locus of $\pi$ is then defined by $b(r)^2 - 4ac(r) = 0$ which reduces to $b(r)^2 = 0$ when the field has characteristic two. The examples in the next section in fact show that the quartics defining the tangential variety $X_q$ are the squares of quadrics in that case. A worked out example for a related, but simpler, case $q = -1$ is given in [36, Example 4.7].

### 6.7 The various cases

We verified in the cases $q = 0, 1, 2, 4$ that the zero locus $X_q$ of the quartic invariant, which is the tangential variety of the closed orbit $Y_q$, is actually a quadric in characteristic two, by explicitly finding an equation for the tangential variety to $Y_q$ in characteristic two.

In case $q = 0$, we verified that the quadric we found in Example 6.1 is the tangential variety of the Segre 3-fold $Y_0$, the image of $P^1 \times P^1 \times P^1$ in $P^7$.

For $q = 1$, one finds by direct computation that the image $Y_1$ of $LG(3, 6)$ under the Plücker map spans a $P^{13} \subset P^{19}$. The tangential variety $X_1$ of $LG(3, 6)$ in this $P^{13}$ is a singular quadric of rank 8. The singular locus of the quadric is a $P^5 \subset P^{13}$. Notice that this $P^5$ is mapped into itself under the action of $Sp(6)$ on $LG(3, 6)$ and $P^{13}$, in fact $P^5$ is $P(\text{im} \partial_5)$, the subrepresentation of $PR$ as in Example 6.2.

For $q = 2$, we found that the tangential variety of the Plücker embedded $Y_2 = \text{Gr}(3, 6) \subset P^{19}$ is a smooth quadric.

Also for $q = 4$, we checked that the tangential variety of the 15-dimensional $Y_4 = S_6$, Pfaffian embedded in $P^{31}$, is a smooth quadric (cf. [29] for such aspects of the geometry of spinor varieties).

In case $q = 8$, the variety $Y_8$ of dimension 27 in $P^{55}$ is known as the Freudenthal variety [30]. Its tangential variety $X_8$, over the complex numbers, is the quartic hypersurface defined by $J = 0$ in Section 6.5. We haven’t computed what happens over a field of characteristic two since the only parametrization of $Y_8$ that we know of is rather cumbersome.

### Acknowledgments

BvG would like to thank L. Oeding and W. van der Kallen for helpful correspondence and discussions. We are indebted to the referees of this paper for comments and suggestions for improvements.

### References

[1] Bellucci S., Ferrara S., Günaydin M., Marrani A., Charge orbits of symmetric special geometries and attractors, *Internat. J. Modern Phys. A* 21 (2006), 5043–5097, arXiv:hep-th/0606209.

[2] Borsten L., Dahanayake D., Duff M.J., Ebrahim H., Rubens W., Black holes, qubits and octonions, *Phys. Rep.* 471 (2009), 113–219, arXiv:0809.4685.

[3] Borsten L., Dahanayake D., Duff M.J., Rubens W., Black holes admitting a Freudenthal dual, *Phys. Rev. D* 80 (2009), 026003, 28 pages, arXiv:0903.5517.

[4] Borsten L., Duff M.J., Ferrara S., Marrani A., Rubens W., Small orbits, *Phys. Rev. D* 85 (2012), 086002, 27 pages, arXiv:1108.0424.

[5] Borsten L., Duff M.J., Lévay P., The black-hole/qubit correspondence: an up-to-date review, *Classical Quantum Gravity* 29 (2012), 224008, 80 pages, arXiv:1206.3166.

[6] Brown R.B., Groups of type $E_7$, *J. Reine Angew. Math.* 236 (1969), 79–102.
[7] Cerchiai B.L., Ferrara S., Marrani A., Zumino B., Duality, entropy, and ADM mass in supergravity, *Phys. Rev. D* **79** (2009), 125010, 23 pages, arXiv:0902.3973.

[8] Chevalley C.C., The algebraic theory of spinors, Columbia University Press, New York, 1954.

[9] Conrad B., Gabber O., Prasad G., Pseudo-reductive groups, 2nd ed., *New Mathematical Monographs*, Vol. 26, Cambridge University Press, Cambridge, 2015.

[10] Duff M.J., String triality, black hole entropy, and Cayley’s hyperdeterminant, *Phys. Rev. D* **76** (2007), 025017, 4 pages, arXiv:hep-th/0601134.

[11] Ferrara S., Gimon E.G., Kallosh R., Magic supergravities, $N = 8$ black hole composites, *Phys. Rev. D* **74** (2006), 125018, 18 pages, arXiv:hep-th/0606211.

[12] Ferrara S., Gunaydin M., Orbits of exceptional groups, duality and BPS states in string theory, *Internat. J. Modern Phys. A* **13** (1998), 2075–2088, arXiv:hep-th/9708025.

[13] Ferrara S., Kallosh R., Marrani A., Degeneration of groups of type $E_7$ and minimal coupling in supergravity, *J. High Energy Phys.* **2012** (2012), no. 6, 074, 47 pages, arXiv:1202.1290.

[14] Ferrara S., Marrani A., On the moduli space of non-BPS attractors for $N = 2$ symmetric manifolds, *Phys. Lett. B* **652** (2007), 111–117, arXiv:0706.1667.

[15] Freudenthal H., Sur le groupe exceptionnel $E_7$, *Nederl. Akad. Wetensch. Proc. Ser. A.* **15** (1953), 81–89.

[16] van Geemen B., Schottky–Jung relations and vectorbundles on hyperelliptic curves, *Math. Ann.* **381** (1988), 431–449.

[17] Gow R., Contraction of exterior powers in characteristic 2 and the spin module, *Geom. Dedicata* **64** (1997), 283–295.

[18] Griffiths P., Harris J., Principles of algebraic geometry, *Pure and Applied Mathematics*, Wiley-Interscience, New York, 1978.

[19] Holtz O., Sturmfels B., Hyperdeterminantal relations among symmetric principal minors, *J. Algebra* **316** (2007), 634–648, arXiv:math.RA/0604374.

[20] Holweck F., Geometric constructions over $C$ and $F_2$ for quantum information, in *Quantum Physics and Geometry*, Lect. Notes Unione Mat. Ital., Vol. 25, Springer, Cham, 2019, 87–124, arXiv:1810.04258.

[21] Holweck F., Saniga M., Lévay P., A notable relation between $N$-qubit and $2^{N-1}$-qubit Pauli groups via binary LGr($N$, $2N$), *SIGMA* **10** (2014), 041, 16 pages, arXiv:1311.2408.

[22] Iliev A., Ranestad K., Geometry of the Lagrangian Grassmannian LG(3, 6) with applications to Brill–Noether loci, *Michigan Math. J.* **53** (2005), 383–417, arXiv:math.AG/0209169.

[23] Jordan P., von Neumann J., Wigner E., On an algebraic generalization of the quantum mechanical formalism, *Ann. of Math.* **35** (1934), 29–64.

[24] Kallosh R., Linde A., Strings, black holes, and quantum information, *Phys. Rev. D* **73** (2006), 104033, 15 pages, arXiv:hep-th/0602061.

[25] Kleidman P., Liebeck M., The subgroup structure of the finite classical groups, *London Mathematical Society Lecture Note Series*, Vol. 129, Cambridge University Press, Cambridge, 1990.

[26] Krutelevich S., Jordan algebras, exceptional groups, and Bhargava composition, *J. Algebra* **314** (2007), 924–977, arXiv:math.NT/0411104.

[27] Landsberg J.M., Manivel L., The projective geometry of Freudenthal’s magic square, *J. Algebra* **239** (2001), 477–512, arXiv:math.AG/9908039.

[28] Lévay P., Holweck F., Finite geometric toy model of spacetime as an error correcting code, *Phys. Rev. D* **99** (2019), 086015, 49 pages, arXiv:1812.07242.

[29] Manivel L., On spinor varieties and their secants, *SIGMA* **5** (2009), 078, 22 pages, arXiv:0904.0565.

[30] Manivel L., Michalek M., Secants of minuscule and cominuscule minimal orbits, *Linear Algebra Appl.* **481** (2015), 288–312, arXiv:1401.1956.

[31] Milne J.S., Algebraic groups: the theory of group schemes of finite type over a field, *Cambridge Studies in Advanced Mathematics*, Vol. 170, Cambridge University Press, Cambridge, 2017.

[32] Oeding L., Set-theoretic defining equations of the tangential variety of the Segre variety, *J. Pure Appl. Algebra* **215** (2011), 1516–1527, arXiv:0911.5276.

[33] Oeding L., Set-theoretic defining equations of the variety of principal minors of symmetric matrices, *Algebra Number Theory* **5** (2011), 75–109, arXiv:0809.4236.
[34] Procesi C., Lie groups: an approach through invariants and representations, *Universitext*, Springer, New York, 2007.

[35] Ranestad K., Schreyer F.-O., Varieties of sums of powers, *J. Reine Angew. Math.* 525 (2000), 147–181, arXiv:math.AG/9801110.

[36] Russo F., Projective duality and non-degenerated symplectic Monge–Ampère equations, in Geometry of Lagrangian Grassmannians and Nonlinear PDEs, *Banach Center Publ.*, Vol. 117, Polish Acad. Sci. Inst. Math., Warsaw, 2019, 113–144.

[37] Seshadri C.S., Geometry of $G/P$. I. Theory of standard monomials for minuscule representations, in C.P. Ramanujam – a tribute, *Tata Inst. Fund. Res. Studies in Math.*, Vol. 8, Springer, Berlin – New York, 1978, 207–239.

[38] Steinberg R., The isomorphism and isogeny theorems for reductive algebraic groups, *J. Algebra* 216 (1999), 366–383.

[39] Sturmfels B., Velasco M., Blow-ups of $\mathbb{P}^{n-3}$ at $n$ points and spinor varieties, *J. Commut. Algebra* 2 (2010), 223–244, arXiv:0906.5096.

[40] Wilson R.A., A quaternionic construction of $E_7$, *Proc. Amer. Math. Soc.* 142 (2014), 867–880.

[41] Zak F.L., Tangents and secants of algebraic varieties, *Translations of Mathematical Monographs*, Vol. 127, Amer. Math. Soc., Providence, RI, 1993.