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We construct a modified Arratia flow with mass and energy conservation. We suppose that particles have a mass obeying the conservation law, and their diffusion is inversely proportional to the mass. Our main result asserts that such a system exists under the assumption of the uniform mass distribution on an interval at the starting moment. We introduce a stochastic integral with respect to such a flow and obtain the total local time as the density of the occupation measure for all particles.

1. Introduction and statement of main results. The paper is devoted to a model of interacting diffusion particles on the real line. Intuitively, the new model can be understood as follows. The particles start from all points of a fixed interval (for convenience, we consider the interval [0, 1]), move independently up to the meeting time then coalesce and stay together. Each particle carries a mass, and when two particles coalesce, the resulting particle carries the mass of both. This implies the mass conservation as, for example, in [16, 31, 40]. In addition, we suppose that the diffusion rate of each particle is inversely proportional to its mass. This is a new feature of our model which is not present in the classical ones. While this new mechanism makes the model physically more realistic it also makes its investigation more complicated. It should be noted that the dependence of the diffusion on the mass distinguishes our model from those that are actively investigated such as the well-known Arratia flow [1, 2, 10, 35], where every subsystem can be described as a separate system. This fact facilitates the study of fine properties of the Arratia flow as in [4, 11–14, 18, 32, 34, 39].

Systems of interacting particles with a mass or measure-valued processes corresponding to them arise in statistical mechanics, where particles are interpreted as molecules of gas or liquid, in genetics, where the phase space is a space of possible genotypes and the mass of a particle corresponds to the share of individuals of a population that have some genotype, in hydrodynamics and cosmology, where the mass is interpreted as a naturally physical mass of molecules of liquid or gas, in turbulence theory, where particles are interpreted as curls and the
mass corresponds to circulation. Such models of particles with masses were studied by Smoluchowski \[40\], Lang \[31\], Dawson \[6, 7\], Wang \[41, 42\], Fleming \[19\], Gorostiza \[20, 21\], Norris \[36\], Sinai \[16\], Dorogovtsev \[8, 9, 15\], Karlikova \[25\], Konarovskyi \[26–30\] and others. In some models, such as those studied in \[16, 31, 40\] the mass influences the motion of the particles, but in many other cases this does not happen \[6, 7, 41, 42\].

The author has already investigated in \[26, 27, 29\] simpler discrete models where the diffusion rate is inversely proportional to the mass. In these papers, a countable system of particles started with positive mass and the mass of the whole system was infinite. The difference in this work is the assumption that the particles start from all points of an interval with “infinitesimal mass.” We prove existence for such model of particles, which is a delicate issue due to the fact that particles start with zero mass and, therefore, infinite diffusion rate. The main reason for existence is the fact that particles coalesce immediately to a finite set of points. Consequently, the particles have a finite diffusion rate at any positive time. Since we must simultaneously consider an uncountable number of particles, another important question is the method of defining the system of processes describing the evolution of the particles. To do this, we use a martingale approach. We construct a continuum of martingales that satisfy certain properties characterizing our model. Let \( \text{Leb} \) denote the Lebesgue measure on \([0, 1]\). The following theorem is the main result of the paper.

**Theorem 1.1.** There exists a random element \( \{y(u,t), u \in [0, 1], t \in [0, T]\} \) in the Skorohod space \( D([0, 1], C[0, T]) \) such that:

- **(C1)** for all \( u \in [0, 1] \), the process \( y(u, \cdot) \) is a continuous square integrable martingale with respect to the filtration

\[
\mathcal{F}_t = \sigma(y(u, s), u \in [0, 1], s \leq t), \quad t \in [0, T];
\]

- **(C2)** for all \( u \in [0, 1] \), \( y(u, 0) = u \);

- **(C3)** for all \( u < v \) from \([0, 1]\) and \( t \in [0, T] \), \( y(u, t) \leq y(v, t) \);

- **(C4)** for all \( u \in [0, 1] \), the quadratic variation has the form

\[
\langle y(u, \cdot) \rangle_t = \int_0^t \frac{ds}{m(u, s)},
\]

where \( m(u, t) = \text{Leb}\{v : \exists s \leq ty(v, s) = y(u, s)\}, t \in [0, T]\);

- **(C5)** for all \( u, v \in [0, 1] \) and \( t \in [0, T] \),

\[
\langle y(u, \cdot), y(v, \cdot) \rangle_{t \wedge \tau_{u,v}} = 0,
\]

where \( \tau_{u,v} = \inf\{t : y(u, t) = y(v, t)\} \wedge T \).

Here, \( y(u, t) \) will be interpreted as the position of the particle starting from \( u \) at a time \( t \). Let us briefly explain conditions (C1)–(C5). Conditions (C1) and
(C2) are responsible for the fact that we have a set of diffusing particles starting from all points of \([0, 1]\). Condition (C3) reflects the coalescing behaviour of the particles. (C4) and (C5) give the diffusion rate, and a sort of “independence” of the motions up to their collision time. It should be noted, that since the diffusion of every particle depends on how many particles coalesce to it, we cannot talk about the usual independence of the movement of particles up to the moment of meeting as for the Arratia flow (in our case the motion depends on the mass). However, in between two collision times particles move independently.

At the moment, we do not know whether (C1)–(C5) imply uniqueness. This remains an interesting open problem. It seems reasonable to conjecture that uniqueness holds. However, as it turns out, this approach is very useful for obtaining qualitative properties of the system. For example, using (C1)–(C5) in the paper we construct the stochastic integral with respect to the flow denoted by

\[
\int_0^1 \int_0^t \varphi(y(u,s)) \, dy(u,s) \, du
\]

(see Proposition 3.1), which is different from the integral with respect to the Arratia flow introduced by Dorogovtsev [13]. Namely, the integral with respect to the Arratia flow is the sum of integrals over all pieces of trajectories up to the moment of coalescing. In our case, we integrate, roughly speaking, over “the measure” \(d_s y(u,s) \, du\). Using this integral, we obtain the analog of Itô’s formula for functionals of the form \(\int_0^1 \varphi(y(u,t)) \, du\). Next, using this analog of Itô’s formula, we establish the existence of the local time \(\{L(a,t), a \in \mathbb{R}, t \in [0, T]\}\). This is the density of the occupation measure

\[
\mu(A) = \int_0^1 \int_0^{\tau(u) \wedge t} \mathbb{I}_A(y(u,s)) \, ds
\]

(we refer to Chapter 7 [13] for the precise meaning of this object). We also establish a Tanaka formula for the local time:

\[
L(a,t) = \int_0^1 (y(u,t) - a)^+ \, du - \int_0^1 (u - a)^+ \, du
\]

\[
- \int_0^1 \int_0^t \mathbb{I}_{(a, +\infty)}(y(u,s)) \, dy(u,s) \, du.
\]

Here, the definition of the local time exactly coincides with one which was introduced for the Arratia flow in [4].

Let us briefly describe the idea of the proof of Theorem 1.1 and the structure of the article. To build a system of particles starting from all points of the interval, we use the thermodynamic limit as in [38], that is, we approximate our system by the system of particles starting from \(\frac{k}{n}, k = 1, \ldots, n\), with the mass \(\frac{1}{n}\). We construct this approximate system in Proposition 2.1. Next, we pass to the limit as the number of particles tends to infinity. Since the diffusion rate of the particles at
the start tends to infinity, we will pass to the limit in two steps. First, in Section 2.2 we show that a sequence approximating the continuum particle system is tight in the space $D([0,1], C(0,T))$, and hence a subsequence is weakly convergent to an element \( \{y(u,t), u \in [0,1], t \in (0,T]\} \) in $D([0,1], C(0,T))$. In order to show this, we use some ideas of the paper [37], in which the author checks the convergence rescaling homeomorphic isotropic stochastic flows to the Arratia flow. Next, we extend \( \{y(u,t), u \in [0,1], t \in (0,T]\} \) to $t = 0$ in Section 2.3. To do this, first we establish a property of the sequence (Proposition 2.4) and using it we show that

\[
\int_0^1 \varphi(y(u,t)) \, du \to \int_0^1 \varphi(u) \, du \quad \text{in probability, } t \to 0.
\]

Thanks to this property, the monotonicity of \( y(u,\cdot), u \in [0,1] \), and the fact that \( y(u,\cdot) \) is a continuous martingale for each \( u \) (see Lemmas 2.6 and 2.9), we establish the possibility of extending \( \{y(u,t), u \in [0,1], t \in (0,T]\} \) to the whole interval \([0,T] \). Section 2.4 is devoted to checking of conditions (C4) and (C5). Using conditions (C2)–(C5), we derive in Section 2.5 some estimates for the expectation of the diffusion rate of the particles and show that \( y(u,\cdot) \) is a continuous square integrable martingale, for each \( u \). In Section 3, we introduce the definition of a stochastic integral with respect to the flow of heavy diffusion particles, as a limit of partial sums and obtain an analog of Itô’s formula. In Section 4, we establish existence of the local time using the Itô formula. From Section 2.5 on, we do not assume that the set of processes \( \{y(u,t), u \in [0,1], t \in [0,T]\} \) is the limit of a finite systems, but we only assume that it is some process satisfying (C1)–(C5).

2. Construction of the system.

2.1. A finite system of particles. In this section, we construct a system of processes that describes an evolution of diffusion particles on the real line. We suppose that particles start from a finite number of points, move independently up to the moment of the meeting and coalesce, and change their diffusion rates accordingly. Since we approximate a system of particles starting from all points of the interval \([0,1]\) by a finite system, it is enough to consider the case where particles start from the points \( \frac{k}{n}, k = 1, \ldots , n \), with the mass \( \frac{1}{n} \). So, let \( n \in \mathbb{N} \) be fixed. Denote \([n] = \{1, 2, \ldots , n\}\).

**Definition 2.1.** A set \( \pi = \{\pi_1, \ldots , \pi_p\} \) of nonintersecting subsets of \([n]\) is called an order partition of \([n]\) if:

1. \( \bigcup_{i=1}^p \pi_i = [n] \);
2. if \( l, k \in \pi_i \) and \( l < j < k \) then \( j \in \pi_i \), for all \( i \in [p] \).

The set of all order partitions of \([n]\) is denoted by \( \Pi^n \).

Every element \( \pi = \{\pi_1, \ldots , \pi_p\} \in \Pi^n \) generates an equivalence relation between \([n]\) elements. We write \( i \sim_\pi j \) provided there exists a number \( k \) such that
i, j ∈ πk. Denote the equivalence class that contains the element $i \in [n]$ by $\hat{i}_\pi$, that is,

$$\hat{i}_\pi = \{ j \in [n] : j \sim_\pi i \}.$$

Using a system of independent Wiener processes $\{w_k(t), t \in [0, T], k \in [n]\}$, we construct the required system. Denote

$$\tau^0 = 0, \quad \pi^0 = \{ \{k\}, k \in [n]\} \in \Pi^n$$

and

$$w^0_k(t) = \frac{k}{n} + \frac{1}{\sqrt{n}} w_k(t), \quad t \in [0, T], k \in [n].$$

Define by induction for $p \in [n - 1]$

$$\tau^p = \inf\{t > \tau^{p-1} : \exists i, j \in [n], i \sim_{\pi^{p-1}} j, w_i^{p-1}(t) = w_j^{p-1}(t)\} \wedge T.$$

Take $\pi^p \in \Pi^n$ such that

$$i \sim_{\pi^p} j \iff w_i^{p-1}(\tau^p) = w_j^{p-1}(\tau^p)$$

and set for $k \in [n]$

$$w^p_k(t) = \begin{cases} w_k^{p-1}(t), & t \leq \tau^p, \\ \sum_{i \in \hat{k}_{\pi^p}} \frac{w_i^0(t)}{|k_{\pi^p}|}, & t > \tau^p. \end{cases}$$

Denote for convenience $x^n_k(t) = w^n_k(t), t \in [0, 1], k \in [n]$.

**PROPOSITION 2.1.** The set of the processes $\{x^n_k(t), k \in [n], t \in [0, T]\}$ satisfies the following conditions:

(F1) for each $k \in [n]$, $x^n_k(\cdot)$ is a continuous square integrable martingale with respect to the filtration

$$\mathcal{F}_t^n = \sigma(x^n_l(s), s \leq t, l \in [n]);$$

(F2) for all $k \in [n]$, $x^n_k(0) = \frac{k}{n}$;

(F3) for all $k < l$ and $t \in [0, T]$, $x^n_k(t) \leq x^n_l(t)$;

(F4) for all $k \in [n]$, the quadratic variation has the form

$$\langle x^n_k(\cdot) \rangle_t = \int_0^t \frac{ds}{m^n_k(s)},$$

where $m^n_k(t) = \frac{1}{n} ||\{j : \exists s \leq tx^n_k(s) = x^n_k(s)\}||, t \in [0, T]$;

(F5) for all $k, l \in [n]$ and $t \in [0, T]$,

$$\langle x^n_k(\cdot), x^n_l(\cdot) \rangle_{t \wedge \tau^n_{k,l}} = 0,$$

where $\tau^n_{k,l} = \inf\{t : x^n_k(t) = x^n_l(t)\} \wedge T$. 
The proof of this proposition can be easily derived from the above construction of the processes $\chi^n_k(\cdot)$, $k \in [n]$. In [27], the author proved that conditions (F1)–(F5) of Proposition 2.1 uniquely determine the distribution of $(\chi^n_k(\cdot))_{k \in [n]}$ in the space of continuous functions from $[0, T]$ to $\mathbb{R}^n$. In other words, if a set of processes $\{\xi_k(t), k \in [n], t \in [0, T]\}$ satisfies (F1)–(F5), then the distributions of $(\chi^n_k(\cdot))_{k \in [n]}$ and $(\xi_k(\cdot))_{k \in [n]}$ coincide.

Let us prove a property of the constructed system which will be used.

**Lemma 2.1.** (i) If $C = \sqrt{T} + 1$, then for all $n \in \mathbb{N}$, $k \in [n]$ and $t \in [0, T]$

$$E|\chi^n_k(t)| \leq C.$$  

(ii) For each $0 < p_1 < p_2 < 1$ there exists a constant $C(p_1, p_2)$ such that

$$E \max_{t \in [0, T]} (\chi^n_k(t))^2 \leq C(p_1, p_2),$$

for all $n \geq \frac{1}{p_1}$ and $k \in [n]$ satisfying $\frac{k}{n} \in (p_1, p_2)$.

**Proof.** Consider the process

$$\eta_n(t) = \frac{1}{n} \sum_{k=1}^{n} x^n_k(t), \quad t \in [0, T].$$

Note that by condition (F1), $\eta_n(\cdot)$ is a continuous square integrable martingale. Using Itô’s formula and condition (F4), we obtain

$$\eta_n^2(t) = \text{mart.} + \frac{1}{n^2} \sum_{k=1}^{n} \sum_{l=1}^{n} \int_0^t \frac{\mathbb{I}_{\{\tau^n_{k,l} \leq s\}}}{m^n_k(s)} ds = \text{mart.} + t.$$  

So, $\eta_n(\cdot)$ is a continuous square integrable martingale with the quadratic variation $\langle \eta_n(\cdot) \rangle_t = t$, $t \in [0, T]$. By the martingale characterization of Brownian motion (see Theorem 2.6.1 [22]), $\eta_n(\cdot)$ is a Wiener process. To bound the expectation of $|\chi^n_k(t)|$, write

$$E|\chi^n_k(t)| \leq E|\chi^n_k(t) - \eta_n(t)| + E|\eta_n(t)|$$

$$\leq E(\chi^n_k(t) - \xi^n_k(t)) + \sqrt{T} = \sqrt{T} + 1.$$  

The latter inequality follows from conditions (F1) and (F2).

Next, we prove the second part of the lemma. Let $n \geq \frac{1}{p_1}$ be fixed. Set

$$A_1 = \left\{ l \in [n] : \frac{l}{n} \leq p_1 \right\}, \quad A_2 = \left\{ l \in [n] : \frac{l}{n} \geq p_2 \right\}.$$  

Note that $A_1$ and $A_2$ is nonempty, by the choice of $n$. By (F1), the processes

$$M_i(t) = \frac{1}{|A_i|} \sum_{l \in A_i} x^n_l(t), \quad t \in [0, T], i = 1, 2,$$
are continuous square integrable martingales. Using (F3), we have for all $t \in [0, T]$

$$M_1(t) \leq x^n_k(t) \leq M_2(t), \quad \text{if } \frac{k}{n} \in (p_1, p_2).$$

Thus,

$$E \max_{t \in [0, T]} (x^n_k(t))^2 \leq E \max_{t \in [0, T]} (M^2_1(t) \lor M^2_2(t))$$

$$\leq E \max_{t \in [0, T]} M^2_1(t) + E \max_{t \in [0, T]} M^2_2(t).$$

Hence, by the Burkholder–Davis–Gundy inequality

$$E \max_{t \in [0, T]} M^2_i(t) \leq E \langle M_i \rangle_T, \quad i = 1, 2.$$

Let us estimate the quadratic variation of $M_i$. By conditions (F4) and (F5),

$$\langle M_i \rangle_T = \frac{1}{|A_i|^2} \sum_{l \in A_i} \sum_{j \in A_i} \int_0^T \mathbb{I}_{\{l_j \leq s\}} \frac{n t^n_{j,l}}{m^n_l(s)} \, ds.$$

Using the relation $\sum_{j \in A_i} \mathbb{I}_{\{l_j \leq s\}} = |\{j : \exists r \leq s x^n_j(r) = x^n_l(r)\} \cap A_i| \leq n m^n_l(s)$, we obtain

$$\langle M_i \rangle_T \leq \frac{n T}{|A_i|^2} \sum_{l \in A_i} 1 = \frac{n T}{|A_i|},$$

where $|A_1| = \lfloor np_1 \rfloor$ and $|A_2| = \lfloor n(1 - p_2) \rfloor + 1$. It completes the proof of the lemma. □

2.2. Tightness in Skorohod space $D([0, 1], C(0, T))$. Let $C[a, b]$ denote the metric space of continuous functions from $[a, b]$ to $\mathbb{R}$ with the uniform distance, and $C(0, T)$ denote the metric space of continuous functions from $(0, T)$ to $\mathbb{R}$ with the metric generated by the uniform convergence on compact subsets of $(0, T)$. Denote by $D([0, 1], E)$ the space of right continuous functions from $[0, 1]$ to a metric space $E$ with left limits, equipped with the standard Skorohod topology.

Let us set

$$y_n(u, \cdot) = \begin{cases} x^n_k(\cdot), & \frac{k-1}{n} \leq u < \frac{k}{n}, k \in [n], \\ x^n_n(\cdot), & u = 1, \end{cases}$$

and note that $y_n = \{y_n(u, t), u \in [0, 1], t \in [0, T]\}$ is a random element of the space $D([0, 1], C(0, T))$. We are going to show that the sequence $\{y_n\}_{n \geq 1}$ is tight. But from Condition (F4), we can see that for large enough $n$ the mass of each particle is small for small time. It means that the fluctuations of the particles grow, so we cannot talk about tightness on the whole time interval $[0, T]$. For this reason, first we consider an evolution of the particles on the time interval $[\varepsilon, T]$, where
ε > 0, and using the fact that the particles coalesce quickly we prove the tightness of our system in $D([0,1], C[\varepsilon, T])$. Then we conclude that the tightness in $D([0,1], C(0, T])$ holds.

**Proposition 2.2.** For all $\varepsilon > 0$, the sequence $\{y_n(u,t), u \in [0,1], t \in [\varepsilon, T]\}_{n \geq 1}$ is tight in $D([0,1], C[\varepsilon, T])$.

First, we prove several auxiliary lemmas.

**Lemma 2.2.** For all $n \in \mathbb{N}$, $u \in [0,1]$, $h \in [0, u]$ and $\lambda > 0$

$$P\{\|y_n(u+h, \cdot) - y_n(u, \cdot)\| \geq \lambda, \|y_n(u, \cdot) - y_n(u-h, \cdot)\| \geq \lambda\} \leq \frac{9h^2}{\lambda^2}.$$

Here, $y_n(u, \cdot) = y_n(1, \cdot)$, $u \in [1,2]$, and $\|\cdot\|$ is the uniform norm on $[0, T]$.

**Proof.** Let $(\mathcal{F}^{y_n}_t)_{t \in [0, T]}$ be the filtration generated by $y_n$, that is,

$$\mathcal{F}^{y_n}_t = \sigma(y_n(u,s), s \leq t, u \in [0,1]), \quad t \in [0, T].$$

Consider the $(\mathcal{F}^{y_n}_t)$-stopping times:

$$\sigma^+ = \inf\{t : y_n(u+h,t) - y_n(u,t) \geq \lambda\} \land T,$$

$$\sigma^- = \inf\{t : y_n(u,t) - y_n(u-h,t) \geq \lambda\} \land T,$$

$$\tau = \inf\{t : y_n(u+h,t) - y_n(u,t) = 0 \text{ or } y_n(u,t) - y_n(u-h,t) = 0\} \land T$$

and the process

$$M(t) = (y_n(u+h, t \land \sigma^+) - y_n(u, t \land \sigma^+)) \times (y_n(u, t \land \sigma^-) - y_n(u-h, t \land \sigma^-)), \quad t \in [0, T].$$

We show that $M(\cdot)$ is a supermartingale. For this purpose, we calculate the joint quadratic variation of $y_n(u_1, \cdot \land \sigma^+)$ and $y_n(u_2, \cdot \land \sigma^-)$, $u_1 = u + h$ and $u_1, u_2 = u$ and $u - h$:

$$\langle y_n(u + h, \cdot \land \sigma^+), y_n(u, \cdot \land \sigma^-) \rangle_{t \land \tau}$$

$$= \left\langle \int_{0}^{t \land \tau} \mathbb{1}_{[s \leq \sigma^+]} dy_n(u+h, s), \int_{0}^{t \land \tau} \mathbb{1}_{[s \leq \sigma^-]} dy_n(u, s) \right\rangle_{t \land \tau}$$

$$= \int_{0}^{t \land \tau} \mathbb{1}_{[s \leq \sigma^+ \land \sigma^-]} d\langle y_n(u+h, \cdot), y_n(u, \cdot) \rangle_s = 0,$$

since $\langle y_n(u+h, \cdot), y_n(u, \cdot) \rangle_t = 0$, for all $t \leq \tau$. Similarly,

$$\langle y_n(u + h, \cdot \land \sigma^+), y_n(u - h, \cdot \land \sigma^-) \rangle_{t \land \tau} = 0,$$

$$\langle y_n(u, \cdot \land \sigma^+), y_n(u - h, \cdot \land \sigma^-) \rangle_{t \land \tau} = 0.$$
and
\[ \langle y_n(u, \cdot \wedge \sigma^+), y_n(u, \cdot \wedge \sigma^-) \rangle_{t \wedge \tau} = \int_0^{t \wedge \tau} \mathbb{I}_{[s \leq \sigma^+ \wedge \sigma^-]} \, d\langle y_n(u, \cdot) \rangle_s = A(t). \]

Since \( y_n(u, \cdot \wedge \sigma^+) y_n(u, \cdot \wedge \sigma^-) - A(\cdot) \) is a martingale and the process \( A(\cdot) \) does not decrease, \( y_n(u, \cdot \wedge \sigma^+) y_n(u, \cdot \wedge \sigma^-) \) is a submartingale. Write
\[ M(t) = M(t \wedge \tau) = y_n(u + h, t \wedge \sigma^+ \wedge \tau) y_n(u, t \wedge \sigma^- \wedge \tau) \]
\[ - y_n(u + h, t \wedge \sigma^+ \wedge \tau) y_n(u - h, t \wedge \sigma^- \wedge \tau) \]
\[ + y_n(u, t \wedge \sigma^+ \wedge \tau) y_n(u - h, t \wedge \sigma^- \wedge \tau) \]
\[ - y_n(u, t \wedge \sigma^+ \wedge \tau) y_n(u, t \wedge \sigma^- \wedge \tau). \]
The first three terms are martingales and the last term is a submartingale, so \( M(\cdot) \) is a supermartingale.

Note that \( M(T) \geq \lambda^2 \mathbb{I}_{[\sigma^+ \vee \sigma^- < T]} \). Hence,
\[ P\left\{ \|y_n(u + h, \cdot) - y_n(u, \cdot)\| \geq \lambda, \|y_n(u, \cdot) - y_n(u - h, \cdot)\| \geq \lambda \right\} \leq P\{\sigma^+ \vee \sigma^- < T]\]
\[ \leq \frac{EM(T)}{\lambda^2} \leq \frac{EM(0)}{\lambda^2} \]
\[ = \frac{1}{\lambda^2} (y_n(u + h, 0) - y_n(u, 0))(y_n(u, 0) - y_n(u - h, 0)) \leq \frac{9h^2}{\lambda^2}. \]

**Lemma 2.3.** For all \( \beta > 1 \),
\[ \lim_{\delta \to 0} \sup_{n \geq 1} E\left[ \|y_n(\delta, \cdot) - y_n(0, \cdot)\|^{\beta} \wedge 1 \right] = 0. \]

**Proof.** Set
\[ \sigma_\delta = \{ t : y_n(\delta, t) - y_n(0, t) = 1 \} \wedge T. \]
The assertion of the lemma follows from the inequalities
\[ E\left[ \sup_{t \in [0, T]} (y_n(\delta, t) - y_n(0, t))^{\beta} \wedge 1 \right] \]
\[ = E \sup_{t \in [0, T]} (y_n(\delta, t \wedge \sigma_\delta) - y_n(0, t \wedge \sigma_\delta))^{\beta} \]
\[ \leq C_\beta E(y_n(\delta, T \wedge \sigma_\delta) - y_n(0, T \wedge \sigma_\delta))^{\beta} \]
\[ \leq C_\beta E(y_n(\delta, T \wedge \sigma_\delta) - y_n(0, T \wedge \sigma_\delta)) \leq C_\beta \delta. \]

**Lemma 2.4.** Let \( \xi(t), t \in [0, T], \) be a continuous local square integrable martingale starting from 0 and \( w(t), t \geq 0, \) be a Wiener process. Denote for a fixed \( a \in \mathbb{R} \)
\[ \tau = \inf\{ t : \xi(t) = a \} \wedge T. \]
If there exists a constant $b > 0$, such that
\[ \langle \xi(\cdot) \rangle_t \geq bt, \quad t \in [0, \tau], \]
then
\[ P\{\tau \geq t\} \leq P\{\sigma \geq t\}, \quad t \in [0, T], \]
and
\[ E\tau \leq E\sigma, \]
where $\sigma = \inf\{t : w(bt) = a\} \wedge T$.

**Proof.** Since a continuous local martingale is necessarily a local square integrable martingale, there exists a Wiener process $\tilde{w}(t), t \geq 0$, such that $\xi(t) = \tilde{w}(\langle \xi(\cdot) \rangle_t)$, by Theorem 2.7.2’ [22]. Denote $\tilde{\sigma} = \inf\{t : \tilde{w}(bt) = a\}$. It is easy to see that $b\tilde{\sigma} \geq \langle \xi(\cdot) \rangle_\tau \geq b\tau$. Since $\tau \leq T$, $\tau \leq \tilde{\sigma} \wedge T$. The latter inequality proves the lemma. □

**Lemma 2.5.** For all $\varepsilon > 0$ and $u \in [0, 1]$, the sequence $\{y_n(u, t), t \in [\varepsilon, T]\}_{n \geq 1}$ is tight in $C[\varepsilon, T]$.

**Proof.** To prove the lemma, we use the Aldous tightness criterion (see, e.g., Theorem 3.6.5. [5]). So, for the tightness of $\{y_n(u, t), t \in [\varepsilon, T]\}_{n \geq 1}$ in the space $C[\varepsilon, T]$ we have to check the following properties:

- (A1) for all $t \in [\varepsilon, T]$ the sequence $\{y_n(u, t)\}_{n \geq 1}$ is tight in $\mathbb{R}$;
- (A2) for all $r > 0$, each set of stopping times $\{\sigma_n\}_{n \geq 1}$ taking values in $[\varepsilon, T]$ and each sequence $\delta_n \downarrow 0$
  \[ \lim_{n \to \infty} P\{|y_n(u, \sigma_n + \delta_n) - y_n(u, \sigma_n)| \geq r\} = 0. \]

Note that property (A1) follows from Lemma 2.1 and Chebyshev’s inequality. In order to prove (A2), we will first estimate the probability of the event $\{m_n(u, \varepsilon) < \gamma\}$, for all $\gamma \in (0, \frac{1}{2})$. We can assume, without loss of generality, that $u \in [0, \frac{1}{2}]$. Set $\xi(t) = y_n(u + \gamma, t) - y_n(u, t), t \in [0, T]$, and note that
\[ \langle \xi(\cdot) \rangle_t = \int_0^t \left( \frac{1}{m_n(u + \gamma, s)} + \frac{1}{m_n(u, s)} \right) ds \geq 2t, \quad t \in [0, \tau_{u,u+\gamma}]. \]
So, using Lemma 2.4 with $b = 2$, we obtain
\[ P\{m_n(u, \varepsilon) < \gamma\} \leq P\{\tau_{u,u+\gamma}^n \geq \varepsilon\} \leq P\{\tilde{\tau}_{u,u+\gamma}^n \geq \varepsilon\} \leq C\gamma. \]
where
\begin{equation}
(2.2) \quad m_n(u, \cdot) = \begin{cases} 
m_n^k(\cdot), & \frac{k-1}{n} \leq u < \frac{k}{n}, k \in [n], 
m_n^u(\cdot), & u = 1,
\end{cases}
\end{equation}

\begin{equation}
(2.3) \quad \tau_n^{u,v} = \inf\{t : y_n(u, t) = y_n(v, t)\} \wedge T, \quad u, v \in [0, 1],
\end{equation}
and \( \bar{\tau}_{u,v} \) is a time of meeting of two independent Wiener processes starting from \( u \) and \( v \) respectively. Let \( \varepsilon_1 > 0 \) be fixed. Choose \( \gamma > 0 \) so that
\[ P\{m_n(u, \varepsilon) < \gamma\} \leq \varepsilon_1^2. \]

Next, set
\[ \xi_n(t) = y_n(u, \sigma_n + t) - y_n(u, \sigma_n) \]
and estimate the following probability:
\[ P\{|\xi_n(t)| \geq r\} \leq P\{|\xi_n(t)| \geq r\ \|m_n(u, \varepsilon) \geq \gamma\} + P\{m_n(u, \varepsilon) < \gamma\}. \]

To prove the smallness of the first term for large \( n \), we will show that \( \xi_n(\cdot) \|_{\text{proj}} \) is an \( (\mathcal{F}_{\sigma_n + t}^y) \)-martingale. So, assume \( s \leq t \) and consider
\[ E(\xi_n(t) \|_{\text{proj}} \|_{\text{proj}} | \mathcal{F}_{\sigma_n + s}^y) \]
\[ = E((y_n(u, \sigma_n + t) - y_n(u, \sigma_n)) \|_{\text{proj}} \|_{\text{proj}} | \mathcal{F}_{\sigma_n + s}^y) \]
\[ = \|_{\text{proj}}((y_n(u, \sigma_n + s) - y_n(u, \sigma_n)) = \xi_n(s) \|_{\text{proj}}. \]

Here, we used the optional sampling theorem (see, e.g., Theorem 1.6.11 [22]) and the inclusion \( \mathcal{F}_{\sigma_n + s}^y \subseteq \mathcal{F}_{\sigma_n + s}^y \). Now we are ready to estimate
\[ P\{|\xi_n(\delta_n)| \geq r\} \]
\[ \leq \frac{1}{r^2} E[\xi_n^2(\delta_n) \|_{\text{proj}} \|_{\text{proj}}] \]
\[ = \frac{1}{r^2} E[E((y_n(u, \sigma_n + \delta_n) - y_n(u, \sigma_n))^2 \|_{\text{proj}} \|_{\text{proj}} | \mathcal{F}_{\sigma_n}^y)] \]
\[ = \frac{1}{r^2} E[\|_{\text{proj}} \|_{\text{proj}} E((y_n(u, \sigma_n + \delta_n) - y_n(u, \sigma_n))^2 | \mathcal{F}_{\sigma_n}^y)] \]
\[ = \frac{1}{r^2} E[\|_{\text{proj}} \|_{\text{proj}} \int_{\sigma_n}^{\sigma_n + \delta_n} \frac{ds}{m_n(u, s)} | \mathcal{F}_{\sigma_n}^y]] \]
\[ = \frac{1}{r^2} E[\|_{\text{proj}} \|_{\text{proj}} \int_{\sigma_n}^{\sigma_n + \delta_n} \frac{ds}{m_n(u, s)}] \]
\[ \leq \frac{4}{r^2} E[\int_{\sigma_n}^{\sigma_n + \delta_n} \frac{ds}{m_n(u, s)}] \leq \frac{\delta_n}{r^2}. \]
Thus, there exists $N \in \mathbb{N}$ such that for all $n \geq N$ $\mathbb{P}\{\|\xi_n(\delta_n)\|_{[m_n(u, \varepsilon) \geq \gamma]} \geq r\} < \frac{\varepsilon}{2}$. This completes the proof. □

**Proof of Proposition 2.2.** By Lemmas 2.2, 2.3 and 2.5, Theorems 3.8.6 and 3.8.8 [17], Remark 3.8.9 [17], we obtain the assertion of the proposition. □

Proposition 2.2 and Proposition A.1 immediately imply the tightness of $\{y_n(u, t), u \in [0, 1], t \in (0, T]\}$.

**Proposition 2.3.** The sequence $\{y_n(u, t), u \in [0, 1], t \in (0, T]\}$ is tight in $D([0, 1], C([0, T]))$.

2.3. *Extension to the space $D([0, 1], C[0, T])$.* It should be noted that since the sequence $\{y_n(u, t), u \in [0, 1], t \in (0, T]\}$ is tight in the separable metric space $D([0, 1], C([0, T]))$, it has limit points (in the weak topology), by Prokhorov’s theorem. In this section, we will show that every limit point of the sequence can be extended to the space $D([0, 1], C[0, T])$. Denote by $C^2_b(\mathbb{R})$ the set of twice continuously differentiable functions on $\mathbb{R}$ which are bounded together with their derivatives.

**Proposition 2.4.** Let $\varphi \in C^2_b(\mathbb{R})$ and

$$
\xi_n(t) = \int_0^1 \varphi(y_n(u, t)) \, du, \quad t \in [0, T].
$$

Then the sequence $\{\xi_n(t), t \in [0, T]\}_{n \geq 1}$ is tight in $C[0, T]$.

**Proof.** We use the Aldous tightness criterion to prove the proposition. By the boundedness of $\varphi$, the sequence $\{\xi_n(t)\}_{n \geq 1}$ is bounded for each $t \in [0, T]$. Hence, it is enough to check that for all $\varepsilon > 0$, a set of stopping times $\{\sigma_n\}_{n \geq 1}$ on $[0, T]$ and a sequence $\delta_n \downarrow 0$ one has

$$
\lim_{n \to \infty} \mathbb{P}\{\|\xi_n(\sigma_n + \delta_n) - \xi_n(\sigma_n)\| \geq \varepsilon\} = 0.
$$

To show (2.5), we consider the difference $\xi_n(\sigma_n + t) - \xi_n(\sigma_n)$ and use Itô’s formula. So, we obtain

$$
\begin{align*}
\xi_n(\sigma_n + t) - \xi_n(\sigma_n) &= \frac{1}{n} \sum_{k=1}^n \left[ \varphi(x^n_k(\sigma_n + t)) - \varphi(x^n_k(\sigma_n)) \right] \\
&= \frac{1}{n} \sum_{k=1}^n \int_0^t \dot{\varphi}(x^n_k(\sigma_n + s)) \, dx^n_k(\sigma_n + s) \\
&+ \frac{1}{2n} \sum_{k=1}^n \int_0^t \frac{\ddot{\varphi}(x^n_k(\sigma_n + s))}{m^n_k(\sigma_n + s)} \, ds \\
&= M(t) + \frac{1}{2} A(t).
\end{align*}
$$
Next, estimate $E|A(t)|$ and $E|M(t)|$.

Denote the number of distinct points $x^n_k(\sigma_n + t)$, $k \in [n]$, by $\chi_n(t)$, that is,

$$\chi_n(t) = \left| \{x^n_k(\sigma_n + t), k \in [n] \} \right|.$$

So,

$$E|A(t)| \leq \frac{\|\hat{\varphi}\|}{n} \sum_{k=1}^{n} \int_{0}^{t} \frac{ds}{m^n_k(\sigma_n + s)} = \frac{\|\hat{\varphi}\|}{n} E \int_{0}^{t} \chi_n(s) \, ds = \frac{\|\hat{\varphi}\|}{n} \sum_{k=1}^{n} E\gamma^n_k(t),$$

where

$$\gamma^n_1(t) = t,$$

$$\gamma^n_k(t) = \inf \{ s : x^n_k(\sigma_n + s) = x^n_{k-1}(\sigma_n + s) \} \land t, \quad k = 2, \ldots, n.$$

Let $\{z^n_k(t), t \in [0, T], k \in [n] \}$ be the set of coalescing Brownian particles starting from nonrandom points and possessing $z^n_k(0) = z^n_{k+1}(0)$, $k \in [n-1]$, $t \in [0, T]$, and let $\{\tilde{z}^n_k(t), t \in [0, T], k \in [n] \}$ be the set of processes which satisfy conditions (F1), (F3)–(F5). Define $\tilde{\gamma}^n_k(t), k \in [n]$, and $\tilde{\gamma}^n_k(t), k \in [n]$, in the same way as $\gamma^n_k(t), k \in [n]$, replacing $x^n_k(\sigma_n + \cdot)$ with $z^n_k(\cdot), k \in [n]$, and $x^n_k(\sigma_n + \cdot)$ with $\tilde{x}^n_k(\cdot), k \in [n]$, respectively.

Using Markov’s property of $\{x^n_k(t), t \in [0, 1], k \in [n] \}$ [28] and Lemma 2.4, we have

$$E\tilde{\gamma}^n_k(t) = E(E(\gamma^n_k(t) | F^n_{\sigma_n})) = E(E(x^n(\sigma_n) \tilde{\gamma}^n_k(t)) \leq E(E(x^n(\sigma_n)) \tilde{\gamma}^n_k(t)).$$

It is well known that there exists a constant $C$, which does not depend on $n$ and $z^n_k(0), k \in [n]$, such that for all $t \in [0, T]$

$$E \left( \sum_{k=1}^{n} \tilde{\gamma}^n_k(t) \right) \leq C(z^n_1(0) - z^n_1(0)) \sqrt{t}$$

(see Section 7.1. [13]). Thus,

$$E|A(t)| \leq \frac{\|\hat{\varphi}\|}{n} \sum_{k=1}^{n} E(E(x^n(\sigma_n) \tilde{\gamma}^n_k(t)) \leq C E(x^n(\sigma_n) - x^n_1(\sigma_n)) \sqrt{t} \leq C \sqrt{t}.$$

Next, consider

$$(E|M(t)|)^2 \leq EM^2(t) = E \left( \frac{1}{n} \sum_{k=1}^{n} \int_{0}^{t} \hat{\varphi}(x^n_k(\sigma_n + s)) \, dx^n_k(\sigma_n + s) \right)^2$$

$$= \frac{1}{n^2} \sum_{k=1}^{n} \sum_{l=1}^{n} E \int_{0}^{t} \frac{\hat{\varphi}^2(x^n_k(\sigma_n + s)) \hat{\varphi}(x^n_l(\sigma_n + s))}{m^n_k(\sigma_n + s)} \, ds$$

$$= \frac{1}{n} \sum_{k=1}^{n} E \int_{0}^{t} \hat{\varphi}^2(x^n_k(\sigma_n + s)) \sum_{l=1}^{n} \frac{\|\tau^n_k,l \leq \sigma_n + s\|}{nm^n_k(\sigma_n + s)} \, ds$$

$$= \frac{1}{n} \sum_{k=1}^{n} E \int_{0}^{t} \hat{\varphi}^2(x^n_k(\sigma_n + s)) \, ds \leq \|\hat{\varphi}\|^2 t.$$
Now from the obtained estimations of $E[A(t)]$ and $E[M(t)]$ and Chebyshev’s inequality, we have (2.5). The proposition is proved. □

Note that, since the space $D([0, 1], C(0, T))$ is separable, there exists a sequence $\{n'\}$ and a random element $\{y(u, t), u \in [0, 1], t \in (0, T)\}$ in this space such that $y_{n'}$ tends to $y$ in distribution in $D([0, 1], C(0, T))$, by Prokhorov’s theorem [3]. Next, from Skorohod’s theorem (see Theorem 3.1.8 [17]), we have the following result.

**Lemma 2.6.** There exists a probability space with random elements \(\{\tilde{y}_{n'}(u, t), u \in [0, 1], t \in (0, T)\}_{n'}\) and \(\{y(u, t), u \in [0, 1], t \in (0, T)\}\) taking values in $D([0, 1], C(0, T))$ such that:

1. for all $n'$ Law($\tilde{y}_{n'}$) = Law($y_{n'}$);
2. $\tilde{y}_{n'} \rightarrow y$ in $D([0, 1], C(0, T))$ a.s.

**Remark 2.1.** Since for every $n'$, $\{\tilde{y}_{n'}(u, t), u \in [0, 1], t \in (0, T)\}$ satisfies 1) of Lemma 2.6, we may suppose that $\tilde{y}_{n'}$ is a random element in $D([0, 1], C(0, T))$ considering $\tilde{y}_{n'}(\cdot, 0) = y_{n'}(\cdot, 0)$.

**Remark 2.2.** By Lemma A.2, property 2) is equivalent to:

2' for all $\varepsilon > 0$, $\tilde{y}_{n'}(\cdot, \varepsilon \vee \cdot) \rightarrow \tilde{y}(\cdot, \varepsilon \vee \cdot)$ in $D([0, 1], C[0, T])$ a.s.

**Remark 2.3.** Note that the index $n$ in $y_n$ or in $x_n$ means that we have a system of particles which start from the set of the points $\frac{k}{n}, k \in [n]$, with the mass $\frac{1}{n}$. Since we are not going to use this fact any more, for convenience we will suppose that $\tilde{y}_{n'} = y_n$ and $\tilde{y} = y$, namely we will suppose that for each $\varepsilon > 0$

\[ y_n(\cdot, \varepsilon \vee \cdot) \rightarrow y(\cdot, \varepsilon \vee \cdot) \quad \text{in } D([0, 1], C[0, T]) \text{ a.s.} \]

We are going to extend \(\{y(u, t), u \in [0, 1], t \in (0, T)\}\) to $D([0, 1], C[0, T])$. We will be able to do it due to the following lemmas.

**Lemma 2.7.** Let $\varphi \in C^2_b(\mathbb{R})$ and $y(u, 0) = u$, $u \in [0, 1]$. Then the random process $\xi(t) = \int_0^1 \varphi(y(u, t)) du$, $t \in [0, T]$, is continuous a.s.

**Proof.** Let us consider the map $F_\varphi : D([0, 1], C(0, T)) \rightarrow C(0, T)$

\[ F_\varphi(g)(t) = \int_0^1 \varphi(g(u, t)) du, \quad t \in (0, T], g \in D([0, 1], C(0, T)). \]

It is easy to see that $F_\varphi$ is continuous. Let $\xi_n(t), t \in [0, T]$, be defined by (2.4). Thus,

\[ \xi_n = F_\varphi(y_n) \rightarrow \xi \quad \text{in } C(0, T) \text{ a.s.} \]
On the other hand, by Proposition 2.4, \( \{\xi_n\}_{n \geq 1} \) is tight in \( C[0, T] \). It implies that \( \xi \) is continuous on \( [0, T] \) a.s. \( \Box \)

Let \( C_K(\mathbb{R}) \) denote the class of continuous functions on \( \mathbb{R} \) with compact support and \( \mathcal{H} \) be a dense subset of \( C_K(\mathbb{R}) \).

**Lemma 2.8.** Let \( \{z(u, t), u \in [0, 1], t \in (0, T]\} \in D([0, 1], C(0, T)) \), \( z(u, t) \leq z(v, t), u < v, t \in (0, T] \), and for all \( \varphi \in \mathcal{H} \)

\[
\int_0^1 \varphi(z(u, t)) \, du \to \int_0^1 \varphi(u) \, du, \quad t \to 0.
\]

Then for each \( u \in (0, 1) \), \( \lim_{t \to 0} z(u, t) = u \). Moreover, if \( \lim_{t \to 0} z(0, t) = 0 \) and \( \lim_{t \to 0} z(1, t) = 1 \), then the extension of \( z \) on \([0, T]\) belongs to \( D([0, 1], C[0, T]) \).

**Proof.** Note that the density of \( \mathcal{H} \) implies that (2.6) holds for all \( \varphi \in C_K(\mathbb{R}) \). Let \( \{t_n\}_{n \geq 1} \subset (0, T] \) be a sequence that converges to zero. Next, we will consider \( z(\cdot, t_n), n \in \mathbb{N} \), as random elements in the probability space \(([0, 1], \mathcal{B}([0, 1]), \text{Leb})\).

For each \( n \in \mathbb{N} \) we denote the distribution of \( z(\cdot, t_n) \) in \( \mathbb{R} \) by \( \mu_n \), that is, \( \mu_n = \text{Leb} \circ z(\cdot, t_n)^{-1} \). Then \( \mu_n \) converges vaguely to \( \mu \), where \( \mu \) coincides with the Lebesgue measure on \([0, 1]\) and \( \mu([0, 1]^c) = 0 \). Since \( \mu(\mathbb{R}) = 1 \), \( \mu_n \) converges to \( \mu \) weakly, by Lemma 5.20 [24]. Set

\[
F_n(x) = \text{Leb}\{u : z(u, t_n) \leq x\}, \quad x \in \mathbb{R}.
\]

Then using Theorem 2.1 [3], we get

\[
F_n(x) = \mu_n((-\infty, x]) \to \mu((-\infty, x]) = x \quad \text{as } n \to \infty,
\]

for all \( x \in [0, 1] \). By the monotonicity and the right continuity of \( z(\cdot, t_n) \), for all fixed \( n \),

\[
z(u, t_n) = \sup\{x : F_n(x) \leq u\}, \quad u \in (0, 1).
\]

Next, let \( u \in (0, 1) \) and \( \varepsilon > 0 \) be fixed and \( u + \varepsilon, u - \varepsilon \in (0, 1) \). By (2.7), there exists \( N \) such that for all \( n \geq N \), \( F_n(u - \varepsilon) \leq u < F_n(u + \varepsilon) \). Hence,

\[
u - \varepsilon \leq z(u, t_n) \leq u + \varepsilon, \quad \text{if } n \geq N.
\]

Since \( \varepsilon > 0 \) was arbitrary small, we have that \( z(\cdot, t_n) \to u \), for all \( u \in (0, 1) \). Hence, for all \( u \in (0, 1) \),

\[
\lim_{t \to 0} z(u, t) = u, \quad u \in (0, 1).
\]
This proves the first part of the lemma.

Let \( \lim_{t \to 0} z(0, t) = 0 \) and \( \lim_{t \to 0} z(1, t) = 1 \). Then for each sequence \( \{v_n\}_{n \geq 1} \) decreasing to \( u \) and for all \( t \in [0, T] \), \( z(v_n, t) \downarrow z(u, t) \). By Dini’s theorem, \( z(v_n, \cdot) \to z(u, \cdot) \) in \( C[0, T] \). So, \( z(u, \cdot), u \in [0, 1], \) is right continuous. Using Dini’s theorem for an increasing sequence \( \{v_n\}_{n \geq 1} \) again, we obtain that \( z(u, \cdot), u \in [0, 1], \) has left limits. \( \square \)

Let us prove the main result of this section.

**Proposition 2.5.** Set

\[
y(u, 0) = u, u \in [0, 1].
\]

Then \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) is a random element in \( D([0, 1], C[0, T]) \). Furthermore, for all \( u \in [0, 1] \) the process \( y(u, \cdot) \) is a continuous \((\mathcal{F}_t)\)-martingale, where

\[
\mathcal{F}_t = \sigma(y(u, s), u \in [0, 1], s \leq t).
\]

To prove the proposition, we first show that \( y(u, \cdot \lor \varepsilon) \) is a martingale, for all \( u \in [0, 1] \). Then using Lemmas 2.7 and 2.8, we extend \( y \) to \( D([0, 1], C[0, T]) \). To prove that \( y(u, \cdot \lor \varepsilon) \) is a martingale we are going to use the fact that \( \{y_n(u, \cdot \lor \varepsilon)\}_{n \geq 1} \) is also a martingale. It should be noted that in general, property \((2')\) does not imply the convergence of \( \{y_n(u, \cdot \lor \varepsilon)\}_{n \geq 1} \) to \( y(u, \cdot \lor \varepsilon) \). So, we need the following result, which by a standard property of the Skorohod topology then does give this convergence (see Corollary 2.1 below).

**Lemma 2.9.** For all \( \varepsilon > 0 \) and \( u \in [0, 1] \), one has

\[
P\{y(u, \varepsilon \lor \cdot) \neq y(u-, \varepsilon \lor \cdot)\} = 0.
\]

**Proof.** Let \( u \in [0, 1] \) and \( \varepsilon > 0 \) be fixed. Since for all \( n \geq 1 \), \( y_n(\cdot, \varepsilon \lor \cdot) \) is nondecreasing in the first argument, \( y(\cdot, \varepsilon \lor \cdot) \) is nondecreasing also. So, for \( \gamma > 0, \delta > 0 \) and \( \beta > 1 \), we have

\[
P\{\|y(u, \varepsilon \lor \cdot) - y(u- \delta, \varepsilon \lor \cdot)\| > \gamma\}
\leq P\{\|y(u + \delta, \varepsilon \lor \cdot) - y(u - \delta, \varepsilon \lor \cdot)\| > \gamma\}
\leq \lim_{n \to \infty} P\left\{\bigcap_{k=n}^{\infty} \left\{\|y_k(u + 2\delta, \varepsilon \lor \cdot) - y_k(u - 2\delta, \varepsilon \lor \cdot)\| > \gamma\right\}\right\}
\leq \lim_{n \to \infty} P\left\{\|y_n(u + 2\delta, \varepsilon \lor \cdot) - y_n(u - 2\delta, \varepsilon \lor \cdot)\| > \gamma\right\}
\leq \frac{1}{\gamma^\beta} \lim_{n \to \infty} \mathbb{E}\left[\|y_n(u + 2\delta, \cdot) - y_n(u - 2\delta, \cdot)\|^\beta \wedge 1\right] \leq \frac{4\delta C^\beta}{\gamma^\beta}.\]
Next, passing to the limit as $\delta$ tends to 0 and using the monotonicity of $\{\|y(u, \varepsilon \vee \cdot) - y(u - \delta, \varepsilon \vee \cdot)\| > \gamma\}$ in $\delta$ we obtain

$$\mathbb{P}\{\|y(u, \varepsilon \vee \cdot) - y(u-, \varepsilon \vee \cdot)\| > \gamma\} = 0.$$ 

This proves the lemma. \(\square\)

**Corollary 2.1.** For all $\varepsilon > 0$ and $u \in [0, 1]$,

$$y_n(u, \varepsilon \vee \cdot) \to y(u, \varepsilon \vee \cdot) \text{ in } C[0, T] \text{ a.s.}$$

**Proof of Proposition 2.5.** Set

$$\mathcal{F}^\varepsilon_t = \sigma \left( y(u, s), u \in [0, 1], s \in [\varepsilon, t \vee \varepsilon] \right), \quad t \in [0, T].$$

Reasoning as in the proof of Proposition 9.1.17 [23], we can prove, using Corollary 2.1, that $y(u, t \vee \varepsilon), t \in [0, T]$, is an $(\mathcal{F}^\varepsilon_t)$-local martingale, for all $u \in [0, 1]$. By Lemma 2.1(i) and Fatou’s lemma, there exists a constant $C$, independent on $u, t$ and $\varepsilon$, such that

$$(2.8) \quad \mathbb{E}|y(u, t)| \leq C, \quad u \in [0, 1], t \in [0, T].$$

Using the second part of the Lemma 2.1, it is easy to see that $y(u, t \vee \varepsilon), t \in [0, T]$, is an $(\mathcal{F}^\varepsilon_t)$-martingale for all $u \in (0, 1)$. Since for each $t$ and $\varepsilon$, $y(\cdot, t \vee \varepsilon)$ is nondecreasing with respect to the first variable and continuous at $u = 0$ and $u = 1$, $y(u, t \vee \varepsilon), t \in [0, T]$, is an $(\mathcal{F}^\varepsilon_t)$-martingale for $u = 0$ and $u = 1$, by the monotone convergence theorem and (2.8).

Note that

$$\mathcal{F}_t = \sigma \left( \bigcup_{0 < \varepsilon \leq t} \mathcal{F}^\varepsilon_t \right), \quad t \in (0, T].$$

Take $\varepsilon \leq s \leq t$ and consider

$$\mathbb{E}(y(u, t \vee \varepsilon)|\mathcal{F}^\varepsilon_s) = y(u, s \vee \varepsilon),$$

that is equivalent to

$$\mathbb{E}(y(u, t)|\mathcal{F}^\varepsilon_s) = y(u, s).$$

By Lévy’s theorem (see, e.g., Theorem 1.5 [33])

$$\mathbb{E}(y(u, t)|\mathcal{F}^\varepsilon_s) \to \mathbb{E}(y(u, t)|\mathcal{F}_s) \quad \text{a.s., } \varepsilon \to 0$$

so

$$(2.9) \quad \mathbb{E}(y(u, t)|\mathcal{F}_s) = y(u, s)$$

and it means that $y(u, t), t \in (0, T]$, is an $(\mathcal{F}_t)$-martingale.

Let $\mathcal{H} \subset C^2_0(\mathbb{R})$ be a countable dense subset of $C_K(\mathbb{R})$. By Lemma 2.7, there exists $\Omega'$ such that $\mathbb{P}\{\Omega'\} = 1$ and for all $\omega \in \Omega'$ and $\varphi \in \mathcal{H}, \int_0^1 \varphi(y(u, t, \omega)) \, du, t \in$$
[0, T], is continuous. Consequently, \( \int_0^1 \varphi(y(u, t, \omega)) \, du \) converges to \( \int_0^1 \varphi(u) \, du \) as \( t \to 0 \). Hence, Lemma 2.8 implies the continuity of \( y(u, t, \omega), t \in [0, T], \) for all \( u \in (0, 1) \) and \( \omega \in \Omega' \).

Next, using Lemma 2.9 and the martingale property of \( y(u, \cdot) \), we will show that \( \lim_{t \to 0} y(1, t) = 1 \) and \( \lim_{t \to 0} y(0, t) = 0 \) a.s. Thus, we will be able to use the second part of Lemma 2.8 in order to state that \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \in D([0, 1], C[0, T]) \) a.s.

Since \( y(u, t), t \in (0, T) \), is an \( (\mathcal{F}_t) \)-martingale

\[
y(u, t) = \mathbb{E}(y(u, T) \mid \mathcal{F}_t), \quad u \in [0, 1].
\]

By Lévy’s theorem,

\[
\mathbb{E}(y(u, T) \mid \mathcal{F}_t) \to \mathbb{E}(y(u, T) \mid \mathcal{F}_{0+}) \quad \text{a.s., } t \to 0.
\]

So, \( \mathbb{E}(y(u, T) \mid \mathcal{F}_{0+}) = u \) a.s. for all \( u \in (0, 1) \). Let us prove that \( \mathbb{E}(y(0, T) \mid \mathcal{F}_{0+}) = 0 \) and \( \mathbb{E}(y(1, T) \mid \mathcal{F}_{0+}) = 1 \).

Let \( v_n \downarrow 0 \) then by Lemma 2.9 and the monotone convergence theorem for conditional expectations (see, e.g., Theorem 1.1 [33])

\[
0 = \lim_{n \to \infty} v_n = \lim_{n \to \infty} \mathbb{E}(y(v_n, T) \mid \mathcal{F}_{0+}) = \mathbb{E}(y(0, T) \mid \mathcal{F}_{0+}),
\]

where we understand \( \lim \) as the limit almost surely. Similarly,

\[
\mathbb{E}(y(1, T) \mid \mathcal{F}_{0+}) = 1.
\]

Thus, by Lemma 2.8, \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) belongs to \( D([0, 1], C[0, T]) \) a.s. Moreover, since for each \( u \in [0, 1] \), \( y(u, \cdot) \) is a random element of \( C[0, T] \), \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) is a random element of \( D([0, 1], C[0, T]) \), by Proposition 3.7.1 [17].

Note that the martingale property of \( y(u, t), t \in [0, T] \), follows from (2.9) and the equality \( \mathbb{E}(y(u, T) \mid \mathcal{F}_{0+}) = u, u \in [0, 1] \). The proposition is proved. \( \square \)

2.4. Verification of conditions (C4) and (C5). In this section, we will show that the process \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) satisfies conditions (C4) and (C5) of Theorem 1.1. To check this, first we state some properties of a sequence of stopping times which are defined by a sequence of local martingales, then we will prove that the joint local quadratic variation of \( y(u, \cdot) \) and \( y(v, \cdot) \) is the limit of the joint local quadratic variation of \( y_n(u, \cdot) \) and \( y_n(v, \cdot) \).

It should be noted that \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) satisfies conditions (C2) and (C3) (see Proposition 2.5). Let us prove an auxiliary lemma.

**Lemma 2.10.** Let \( z_n(t), t \in [0, T], n \geq 1, \) be a set of continuous local martingales such that for all \( n \geq 1 \) and \( s, t \in [0, \tau_n], s < t, \)

\[
\langle z_n(\cdot) \rangle_t - \langle z_n(\cdot) \rangle_s \geq pt - s,
\]

where \( \tau_n \) is a \( \mathcal{F}_t \)-stopping time process and \( p > 0 \) is a fixed number.
where $\tau_n = \inf\{t : z_n(t) = 0\} \land T$ and $p$ is a nonrandom positive constant. Let $z(t), t \in [0, T]$, be a continuous process such that

$$z(\cdot \land \tau) = \lim_{n \to \infty} z_n(\cdot \land \tau_n) \quad (\text{in } C([0, T], \mathbb{R})) \ a.s.,$$

where $\tau = \inf\{t : z(t) = 0\} \land T$. Then

(2.11) \hspace{1cm} \tau = \lim_{n \to \infty} \tau_n \quad \text{in probability.}

**Remark 2.4.** If the function $\langle z_n(\cdot) \rangle_t$, $t \in [0, T]$, is absolutely continuous with $\frac{d}{dt}(z_n(\cdot))_t \geq p$, $t \in (0, T)$, then it satisfies (2.10).

**Proof.** Set $A = \{\omega : z(\cdot \land \tau(\omega), \omega) = \lim_{n \to \infty} z_n(\cdot \land \tau_n(\omega), \omega)\}$. Let $\varepsilon > 0$, $\omega \in A$ and suppose that $\tau(\omega) > 0$. Denote the subset $\{z(t, \omega) : t \in [0, \tau(\omega) - \varepsilon) \lor 0]\}$ of $\mathbb{R}$ by $K_\varepsilon(\omega)$.

Since $z$ is a continuous process, $K_\varepsilon(\omega)$ is a compact set as image of a compact set and $0 \notin K_\varepsilon(\omega)$. Hence, there exists $\delta(\omega) > 0$ such that $0 \notin K_{\delta}(\varepsilon) = \{a \in \mathbb{R} : \inf\{|a - b|, b \in K_\varepsilon(\omega)\} < \delta\}.$

Since $z(\cdot \land \tau(\omega), \omega) = \lim_{n \to \infty} z_n(\cdot \land \tau_n(\omega), \omega)$, there exists $N(\omega)$ such that for every $n \geq N(\omega)$, $z_n(t, \omega) \in K_\varepsilon(\delta)$, $t \in [0, (\tau(\omega) - \varepsilon) \lor 0]$. It implies the inequality

$$\tau_n(\omega) \geq \tau(\omega) - \varepsilon.$$

For the case $\tau(\omega) = 0$, the latter inequality is obvious. So, we have

$$\lim_{n \to \infty} P\{\tau - \tau_n \geq \varepsilon\} = 0.$$

To prove the equality $\lim_{n \to \infty} P\{\tau_n - \tau \geq \varepsilon\} = 0$, we need the following lemma.

**Lemma 2.11.** Let $w(t), t \geq 0$, be a Wiener process and $\sigma_x = \inf\{t : w(t) = x\}. Then for every $\varepsilon > 0$,

$$\sup_{x \in \mathbb{R}} P\left\{\sigma_x \geq \varepsilon, \sup_{t \in [\sigma_x - \varepsilon, \sigma_x]} |w(t) - x| < \delta\right\} \to 0 \quad \text{as} \ \delta \to 0.$$

**Proof.** Take $\varepsilon_1 > 0$ and consider

$$F(x, \delta) := P\left\{\sigma_x \geq \varepsilon, \sup_{t \in [\sigma_x - \varepsilon, \sigma_x]} |w(t) - x| < \delta\right\} \leq P\{\sigma_x \geq \varepsilon\}.$$

It is clear that there exists $\rho > 0$ such that for all $|x| < \rho$ and all $\delta > 0 F(x, \delta) < \varepsilon_1$. Let $|x| \geq \rho$ and $\delta < \rho$, estimate

$$F(x, \delta) = P\left\{\sigma_x - \delta \cdot \text{sgn} x \leq \sigma_x - \varepsilon, \sup_{t \in [\sigma_x - \varepsilon, \sigma_x]} |w(t) - x| < \delta\right\}$$

$$\leq P\{\sigma_x - \delta \cdot \text{sgn} x \leq \sigma_x - \varepsilon\} \leq P\left\{\max_{t \in [0, \varepsilon]} w(t) < \delta\right\}.$$
Here, we used the strong Markov property of a Wiener process. Hence, there exists $\rho_1 \leq \rho$ such that for all $\delta < \rho_1$ and $|x| \geq \rho$:
\[
F(x, \delta) \leq \mathbf{P}\left( \max_{t \in [0, \varepsilon]} w(t) < \delta \right) < \varepsilon_1.
\]
This proves Lemma 2.11. \qed

Let us continue the proof of Lemma 2.10. Take $\varepsilon_1 > 0$ and consider for a fixed $\varepsilon > 0$
\[
\mathbf{P}\{\tau_n - \tau \geq \varepsilon\} \leq \mathbf{P}\{\tau + \varepsilon \leq \tau_n, \sup_{[\tau_n - \varepsilon, \tau_n]} |z_n(t)| < \delta\}
\]
\[
+ \mathbf{P}\{\tau + \varepsilon \leq \tau_n, \sup_{[\tau_n - \varepsilon, \tau_n]} |z_n(t)| \geq \delta\}
\]
\[
\leq \mathbf{P}\{\tau + \varepsilon \leq \tau_n, \sup_{[\tau_n - \varepsilon, \tau_n]} |z_n(t)| < \delta\}
\]
\[
+ \mathbf{P}\{\sup_{[\tau_n - \varepsilon, \tau_n]} |z_n(t) - z(t \wedge \tau)| \geq \delta\}
\]
\[
\leq \mathbf{P}\{\tau + \varepsilon \leq \tau_n, \sup_{[\tau_n - \varepsilon, \tau_n]} |z_n(0) + w_n(\langle z_n \rangle_t)| < \delta\}
\]
\[
+ \mathbf{P}\{\sup_{[0, T]} |z_n(t \wedge \tau_n) - z(t \wedge \tau)| \geq \delta\}.
\]

(2.12)

Here, $\{w_n(t), t \geq 0, n \geq 1\}$ is a system of Wiener processes such that
\[
z_n(t) = z_n(0) + w_n(\langle z_n \rangle_t), \quad t \in [0, T].
\]
Set
\[
\sigma_n = \inf\{t : z_n(0) + w_n(t) = 0\}
\]
and
\[
\tilde{\varepsilon} = p\varepsilon,
\]
where $p$ is defined by (2.10). It should be noted that $\langle z_n(\cdot) \rangle_{\tau_n} = \sigma_n$. So, since $\langle z_n(\cdot) \rangle_{0} = 0$, (2.10) implies $p\tau_n \leq \sigma_n$. Moreover, by (2.10),
\[
\langle z_n(\cdot) \rangle_{\tau_n - \varepsilon} \leq \langle z_n(\cdot) \rangle_{\tau_n} - p(\tau_n - (\tau_n - \varepsilon)) = \sigma_n - \tilde{\varepsilon}.
\]

Now we can estimate
\[
\mathbf{P}\{\tau + \varepsilon \leq \tau_n, \sup_{[\tau_n - \varepsilon, \tau_n]} |z_n(0) + w_n(\langle z_n \rangle_t)| < \delta\}
\]
\[
\leq \mathbf{P}\{p\varepsilon \leq p\tau_n, \sup_{[\langle z_n(\cdot) \rangle_{\tau_n - \varepsilon}, \langle z_n(\cdot) \rangle_{\tau_n}]} |z_n(0) + w_n(t)| < \delta\}
\]
\[
\leq \mathbf{P}\{\tilde{\varepsilon} \leq \sigma_n, \sup_{[\sigma_n - \tilde{\varepsilon}, \sigma_n]} |z_n(0) + w_n(t)| < \delta\}
\]
\[
= \int_{\mathbb{R}} F(x, \delta)(\mathbf{P} \circ z_n(0)^{-1})(dx) \leq \sup_{x \in \mathbb{R}} F(x, \delta).
\]
By Lemma 2.11, there exists $\delta_1 > 0$ such that

$$\sup_{x \in \mathbb{R}} F(x, \delta_1) < \frac{\varepsilon_1}{2}.$$ 

Next, choosing $N \in \mathbb{N}$ such that for all $n \geq N$

$$\mathbb{P}\left\{ \sup_{0 \leq t \leq T} |z_n(t) - z(t) - \delta_1| \geq \delta_1 \right\} < \frac{\varepsilon_1}{2},$$

and using estimate (2.12) we obtain

$$\mathbb{P}\{\tau_n - \tau \geq \varepsilon\} < \varepsilon_1,$$  

for all $n \geq N$.

Lemma 2.10 is proved. □

**Lemma 2.12.** Let $u, v \in [0, 1]$, the sequence $\{\tau_{u,v}^n\}_{n \geq 1}$ be defined by (2.3) and

$$\tau_{u,v} = \inf\{t : y_u(t) = y_v(t)\} \wedge T.$$  

Then

$$\lim_{n \to \infty} \tau_{u,v}^n = \tau_{u,v} \quad \text{in probability.}$$

**Proof.** Let $u < v$ and $\varepsilon > 0$. Set

$$z_n(t) = y_n(v, \varepsilon + t) - y_n(u, \varepsilon + t), \quad t \in [0, T - \varepsilon],$$

$$z(t) = y(v, \varepsilon + t) - y(u, \varepsilon + t), \quad t \in [0, T - \varepsilon],$$

$$\tau_n = \inf\{t : z_n(t) = 0\} \wedge T, \quad \tau = \inf\{t : z(t) = 0\} \wedge T.$$  

Then

$$\langle z_n(\cdot) \rangle_{\tau_n} = \langle y_n(u, \cdot) \rangle_{\tau_n} + \langle y_n(v, \cdot) \rangle_{\tau_n} \geq 2(t \wedge \tau_n).$$

By Lemma 2.10, $\lim_{n \to \infty} \tau_n = \tau$ in probability. The equalities $\tau_n + \varepsilon = \tau_{u,v}^n \vee \varepsilon$ and $\tau + \varepsilon = \tau_{u,v} \vee \varepsilon$ easily imply the assertion of the lemma. □

**Lemma 2.13.** For all $u, v \in [0, 1]$ and $t \in [0, T]$, $\langle y(u, \cdot), y(v, \cdot) \rangle_{t \wedge \tau_{u,v}} = 0$.

**Proof.** For fixed $u, v \in [0, 1]$ denote

$$M_n^\varepsilon(t) = y_n(u, (t \wedge \tau_{u,v}^n) \vee \varepsilon) y_n(v, (t \wedge \tau_{u,v}^n) \vee \varepsilon), \quad t \in [0, T].$$

First, we will show that $M_n^\varepsilon(\cdot)$ is an $(\mathcal{F}_{t \wedge \tau_{u,v}^n})$-martingale, where $(\mathcal{F}_{t \wedge \tau_{u,v}^n})$ is generated by $y_n$ [see (2.1)].
It is well known that $M_\varepsilon^n(\cdot) - \langle y_n(u, \cdot), y_n(v, \cdot) \rangle_{(t \wedge \tau_{u,v}^{n}) \vee \varepsilon}$ is an $(\mathcal{F}^n_{(t \wedge \tau_{u,v}^{n}) \vee \varepsilon})$-martingale. Note that $\langle y_n(u, \cdot), y_n(v, \cdot) \rangle_{(t \wedge \tau_{u,v}^{n}) \vee \varepsilon}$ is also an $(\mathcal{F}^n_{(t \wedge \tau_{u,v}^{n}) \vee \varepsilon})$-martingale because $\langle y_n(u, \cdot), y_n(v, \cdot) \rangle_{(t \wedge \tau_{u,v}^{n}) \vee \varepsilon} = \langle y_n(u, \cdot), y_n(v, \cdot) \rangle_{\varepsilon}$ and it is measurable with respect to $\mathcal{F}^n_{0 \wedge \tau_{u,v}^{n} \vee \varepsilon}$. Thus, $M_\varepsilon^n(\cdot)$ is an $(\mathcal{F}^n_{(t \wedge \tau_{u,v}^{n}) \vee \varepsilon})$-martingale. Passing to the limit as $n \to \infty$ and using the continuity of the map $(f,a) \to f(\cdot \wedge a)$ from $C[0,T] \times [0,T]$ to $C[0,T]$ and Lemma 2.12 we have

$$M_\varepsilon^n(\cdot) \to y(u, (\cdot \wedge \tau_{u,v}) \vee \varepsilon)y(v, (\cdot \wedge \tau_{u,v}) \vee \varepsilon)$$

in $C[0,T]$, in probability.

By Proposition 9.1.17 [23], $y(u, (\cdot \wedge \tau_{u,v}) \vee \varepsilon)y(v, (\cdot \wedge \tau_{u,v}) \vee \varepsilon)$ is a local martingale. Since $y(u, (\cdot \wedge \tau_{u,v}) \vee \varepsilon)y(v, (\cdot \wedge \tau_{u,v}) \vee \varepsilon) \to y(u, \cdot \wedge \tau_{u,v})y(v, \cdot \wedge \tau_{u,v})$ a.s., $\varepsilon \to 0$, again, $y(u, \cdot \wedge \tau_{u,v})y(v, \cdot \wedge \tau_{u,v})$ is a local martingale. It proves the lemma. □

To check Condition (C4), we will verify that for each $t \in (0,T]$ the set $\{y(u, t), u \in [0,1]\}$ is finite.

**Lemma 2.14.** Let $N(t)$ denote the number of distinct points of $\{y(u, t), u \in [0,1]\}$, for each $t \in (0,T]$, that is,

$$N(t) = |\{y(u, t), u \in [0,1]\}|.$$

Then there exists a constant $C$ such that $E_N(t) \leq \frac{C}{\sqrt{t}}$, $t \in (0,T]$.

**Corollary 2.2.** For all $t \in (0,T]$, $y(\cdot, t)$ is a step function.

**Proof of Lemma 2.14.** Denote by $N_n(t)$ the number of distinct points of $\{y_n(u, t), u \in [0,1]\}$. First, we prove that there exists a constant $C$ which does not depend on $n$ such that $E_N(t) \leq \frac{C}{\sqrt{t}}$, $t \in (0,T]$. To show this, it is enough to consider the system $\{x^n_k(t), t \in [0,T], k \in [n]\}$, which was constructed in Section 2.1, and check that $E_N(t) \leq \frac{C}{\sqrt{t}}$, $t \in (0,T]$, where

$$\tilde{N}_n(t) = |\{x^n_k(t), k \in [n]\}|.$$

Denote

$$\gamma^n_1(t) = t,$$

$$\gamma^n_k(t) = \inf\{s : x^n_{k-1}(s) = x^n_k(s)\} \wedge t, \quad k = 2, \ldots, n,$$

$$\gamma^n(t) = \sum_{k=1}^n \gamma^n_k(t).$$
Let \( \{ z^n_k(t), t \in [0, T], k \in [n] \} \) be the system of coalescing Brownian particles which start from \( \frac{k}{n}, k \in [n] \). Define \( \hat{\gamma}^n(t), t \in (0, T] \), similarly as \( \gamma^n(t), t \in (0, T] \), replacing \( x^n_k(\cdot), k \in [n] \), with \( z^n_k(\cdot), k \in [n] \). By Lemma 2.4 and Lemma 7.1.1 [13], there exists a constant \( C \) such that

\[
E\gamma^n(t) \leq E\hat{\gamma}^n(t) \leq C \sqrt{t}, \quad t \in (0, T], n \geq 1.
\]

Note that

\[
t\tilde{N}_n(t) \leq \gamma^n(t), \quad t \in (0, T],
\]

so

\[
E\tilde{N}_n(t) \leq \frac{C}{\sqrt{t}}, \quad t \in (0, T].
\]

It is easy to check that

\[
N(t) \leq \lim_{n \to \infty} N_n(t).
\]

Hence, by Fatou’s lemma, \( EN(t) \leq \frac{C}{\sqrt{t}}, t \in (0, T] \). The lemma is proved. □

**Lemma 2.15.** For every \( u \in [0, 1] \) and \( t \in [0, T] \),

\[
\langle y(u, \cdot) \rangle_t = \int_0^t \frac{ds}{m(u, s)},
\]

where \( m(u, t) = \text{Leb}\{v : \exists s \leq ty(v, s) = y(u, s)\} \).

**Proof.** Let \( u \in [0, 1] \) be fixed and let \( \tau^n_{u,v} \) and \( \tau_{u,v} \) be defined by (2.3) and (2.13), respectively. Denote

\[
\Xi_u = \{ \varepsilon \in (0, T) : \mathbb{P} \{ \tau_{u,v} \neq \varepsilon, \text{ for all } v \in \mathbb{Q} \cap [0, 1] \} = 1 \}.
\]

Note that \( (0, T) \setminus \Xi_u \) is countable because it is a subset of the countable set \( \{ \varepsilon \in (0, T) : \exists v \in \mathbb{Q} \cap [0, 1] \mathbb{P} \{ \tau_{u,v} = \varepsilon \} > 0 \} \). By the definition of \( m(u, t) \), it is clear that

(2.14) \quad \quad m(u, t) = \int_0^1 \mathbb{1}_{[\tau_{u,v} \leq t]} dv.

Similarly,

(2.15) \quad \quad m_n(u, t) = \int_0^1 \mathbb{1}_{[\tau^n_{u,v} \leq t]} dv,

where \( m_n(u, t) \) is defined by (2.2). Using Lemma 2.12 and Lemma 4.2 [24], we choose a sequence \( \{n'\} \) such that for each \( v \in \mathbb{Q} \cap [0, 1] \)

\[
\tau^n_{u,v} \to \tau_{u,v} \quad \text{a.s., } n' \to \infty.
\]
Fix $\varepsilon \in \Xi_u$ and set
\[
\Omega' = \{ \forall v \in \mathbb{Q} \cap [0, 1] \, \tau_{u,v}^{n'} \to \tau_{u,v} \} \cap \{ \forall v \in \mathbb{Q} \cap [0, 1] \, \tau_{u,v} \neq \varepsilon \}
\]
and nonincreasing on $[0, u]$, \text{for all } n' \}
\]
and nondecreasing on $[u, 1]$
\]
\]
It is clear that \( P(\Omega') = 1 \). For every $\omega \in \Omega'$, set
\[
R(\omega) = \{ \tau_{u,v}(\omega) : v \in \mathbb{Q} \cap [0, 1] \} \cap [\varepsilon, T].
\]
It should be noted that $\varepsilon \notin R(\omega)$ and $R(\omega)$ is countable. Take $\omega \in \Omega'$ and $t \in [\varepsilon, T] \setminus R(\omega)$ and show that
\[
(2.16) \quad m_{n'}(u, t, \omega) \to m(u, t, \omega), \quad n' \to \infty.
\]
To prove it, observe that, since $t \notin R(\omega)$, for all $v \in \mathbb{Q} \cap [0, 1]$
\[
I_{\{\tau_{u,v}^{n'}(\omega) \leq t\}} \to I_{\{\tau_{u,v}(\omega) \leq t\}}, \quad n' \to \infty.
\]
Next, denote
\[
v^+(\omega) = \sup \{ v : \tau_{u,v}(\omega) < t \},
\]
\[
v^-(\omega) = \inf \{ v : \tau_{u,v}(\omega) < t \}
\]
and take $v \in (v^-(\omega), v^+(\omega))$. Then $\tau_{u,v}(\omega) < t$. Let $\bar{v}$ be a rational point from $(v^-(\omega), v^+(\omega))$ such that $\bar{v} > v > u$ or $\bar{v} < v < u$. Then $\tau_{u,\bar{v}}(\omega) < t$. Since
\[
\tau_{u,\bar{v}}^{n'}(\omega) \to \tau_{u,\bar{v}}(\omega) \neq t,
\]
\[
I_{\{\tau_{u,v}^{n'}(\omega) \leq t\}} \geq I_{\{\tau_{u,\bar{v}}^{n'}(\omega) \leq t\}} \to I_{\{\tau_{u,v}(\omega) \leq t\}} = I_{\{\tau_{u,v}(\omega) \leq t\}} = 1.
\]
So, we obtain that for all $v \in (v^-(\omega), v^+(\omega))$
\[
(2.17) \quad I_{\{\tau_{u,v}^{n'}(\omega) \leq t\}} \to I_{\{\tau_{u,v}(\omega) \leq t\}}, \quad n' \to \infty.
\]
Now consider $v \in [0, 1] \setminus [v^-(\omega), v^+(\omega)]$. Note that, by the choice of the set $R(\omega)$ there is no interval $[a, b] \subset [0, 1]$ $(a < b)$, such that $\tau_{u,v}(\omega) = t$, $v \in [a, b]$, because the interval contains rational points and we know that for these points the equality is false. So, by the monotonicity of $\tau_{u,\cdot}(\omega)$, we have that
\[
\tau_{u,v}(\omega) > t.
\]
Again, we can show that (2.17) holds for all $v \in (v^-(\omega), v^+(\omega))$. Thus, by the dominated convergence theorem, (2.14) and (2.15), we can conclude that (2.16) is valid.
Next, note that $ε \notin R(ω)$ so

$$m_{n'}(u, ε, ω) \to m(u, ε, ω), \quad n' \to \infty.$$  

Since $y(·, ε, ω)$ belongs to $D([0, 1], \mathbb{R})$ and it is a step function (see Corollary 2.2), 

$$m(u, ε, ω) > 0.$$  

So,

$$\frac{1}{m_{n'}(u, ε, ω)} \to \frac{1}{m(u, ε, ω)} < \infty, \quad n' \to \infty.$$  

Hence, there exists a constant $C(u, ε, ω)$ such that

$$\frac{1}{m_{n'}(u, t, ω)} \leq \frac{1}{m_{n'}(u, ε, ω)} \leq C(u, ε, ω), \quad t ∈ [ε, T] \setminus R(ω), n' ≥ 1.$$  

Noting that the Lebesgue measure of $R(ω)$ equals 0 and using the dominated convergence theorem, we get

$$\sup_{t ∈ [ε, T]} \left| \int_{ε}^{t} \frac{ds}{m_{n'}(u, s, ω)} - \int_{ε}^{t} \frac{ds}{m(u, s, ω)} \right| \leq \int_{ε}^{T} \frac{1}{m_{n'}(u, s, ω)} - \frac{1}{m(u, s, ω)} |ds → 0, n' \to \infty.$$  

Thus,

$$\langle y_{n'}(u, · ∨ ε) \rangle_t = \int_{ε}^{· ∨ ε} \frac{ds}{m_{n'}(u, s, ω)} \to \int_{ε}^{· ∨ ε} \frac{ds}{m(u, s, ω)} \quad \text{a.s. in} \ C[0, T].$$  

Since

$$y_{n'}(u, · ∨ ε) → y(u, · ∨ ε) \quad \text{a.s. in} \ C[0, T],$$  

it is easy to see that

$$\langle y(u, · ∨ ε) \rangle_t = \int_{ε}^{t ∨ ε} \frac{ds}{m(u, s, ω)}, \quad t ∈ [0, T].$$  

But on the other hand,

$$\langle y(u, · ∨ ε) \rangle_t = \langle y(u, ·) \rangle_{t ∨ ε} - \langle y(u, ·) \rangle_{ε}$$  

so

$$\int_{ε}^{t ∨ ε} \frac{ds}{m(u, s, ω)} = \langle y(u, ·) \rangle_{t ∨ ε} - \langle y(u, ·) \rangle_{ε}, \quad t ∈ [0, T].$$  

Since $\langle y(u, ·) \rangle$, is the quadratic variation of a continuous martingale, it is continuous and nondecreasing. Consequently, passing to the limit as $ UserController::add(?username, ?password, ?email) { 
    $this->userRepository->createUser($username, $password, $email); 
} 

Since $\langle y(u, ·) \rangle$, is the quadratic variation of a continuous martingale, it is continuous and nondecreasing. Consequently, passing to the limit as $\Xi_u \ni ε \to 0$, we obtain the proof of the lemma. □
2.5. Verification of (C1). In this section, we will show that \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) satisfies Condition (C1), that is, we will prove that \( y(u, t) \) has a second moment for all \( u, t \). Since \( y(u, \cdot) \) is a local square integrable martingale, it is enough to establish \( \mathbb{E}\{y(u, \cdot)\}_t < \infty \). To check this, we will prove an estimation of \( \mathbb{P}\{\frac{1}{m(u, t)} > r\} \) and using it we will estimate \( \mathbb{E}\frac{1}{m(u, t)} \). The following lemma holds.

**Lemma 2.16.** For each \( \beta \in (0, \frac{3}{2}) \), there exists a constant \( C \) such that for all \( u \in [0, 1] \),

\[
\mathbb{E}\frac{1}{m^\beta(u, t)} \leq \frac{C}{\sqrt{t}}, \quad t \in (0, T].
\]

**Proof.** Let us estimate the probability

\[
\mathbb{P}\left\{\frac{1}{m(u, t)} > r\right\}, \quad r \geq 2, t \in (0, T].
\]

We can assume, without any restriction of generality, that \( u \in [0, \frac{1}{2}] \). Denote

\[
M(t) = y\left(u + \frac{1}{r}, t\right) - y(u, t)
\]

and

\[
A_t = \left\{\frac{1}{m(u, t)} > r\right\}.
\]

Since \( M(\cdot) \) is a continuous martingale (see Proposition 2.5), \( M(\cdot) \) is a continuous local square integrable martingale. To calculate the quadratic variation of \( M(\cdot) \), we have

\[
\langle M(\cdot) \rangle_t = \left\{ y\left(u + \frac{1}{r}, \cdot, \omega\right) \right\}_t + \langle y(u, \cdot) \rangle_t - 2\left\{ y\left(u + \frac{1}{r}, \cdot, \omega\right), y(u, \cdot) \right\}_t.
\]

Note that, by Lemma 2.13,

\[
\left\{ y\left(u + \frac{1}{r}, \cdot, \omega\right), y(u, \cdot) \right\}_t |_{M(t) > 0} = 0, \quad t \in [0, T].
\]

Take \( \omega \in A_t \), then \( \omega \in \{ M(t) > 0 \} \) because \( y(u + \frac{1}{r}, \cdot, \omega) \) and \( y(u, \cdot, \omega) \) do not meet by time \( t \). Hence,

\[
\langle M(\cdot) \rangle_t(\omega) = \left\{ y\left(u + \frac{1}{r}, \cdot\right) \right\}_t(\omega) + \langle y(u, \cdot) \rangle_t(\omega)
\]

\[
\geq \langle y(u, \cdot) \rangle_t(\omega) = \int_0^t \frac{ds}{m(u, s, \omega)} \geq rt.
\]
Next, since $M(\cdot)$ is a continuous martingale, there exists a Wiener process $w(t), t \geq 0$, such that

$$M(t) = \frac{1}{r} + w([M(\cdot)]_t).$$

Set

$$\tau = \inf\{t : M(t) = 0\} \wedge T, \quad \sigma = \inf\left\{t : \frac{1}{r} + w(t) = 0\right\}.$$ 

As in the proof of Lemma 2.4, we can prove that

$$\langle M(\cdot) \rangle_{\tau} \leq \sigma.$$ 

Note that if $\omega \in A_t$ then $\tau(\omega) > t$, and hence, by the last inequality $\sigma(\omega) \geq \langle M(\cdot) \rangle_{\tau(\omega)}(\omega) \geq \langle M(\cdot) \rangle_t(\omega) \geq rt$. Now we are ready to estimate the probability of $A_t$. So,

$$P\{A_t\} = P\{A_t, M(t) > 0\} = P\{A_t, \tau > t\} \leq P\{A_t, \sigma \geq rt\}$$

$$\leq 2 \int_0^{\sqrt{tr^3}} e^{-\frac{x^2}{2}} dx \leq \frac{2}{\sqrt{2\pi}} \int \frac{1}{\sqrt{tr^3}} e^{-\frac{x^2}{2}} dx \leq 2 \sqrt{\frac{1}{2\pi}} \frac{1}{\sqrt{tr^3}}.$$

Thus,

$$E \frac{1}{m^\beta(u, t)} = E \int_0^\infty I_{\left\{\frac{1}{m^\beta(u, s)} > r\right\}} dr = \int_0^\infty P\left\{\frac{1}{m(u, s)} > \frac{1}{r^{1/\beta}}\right\} dr$$

$$\leq 2 + \int_2^\infty \frac{1}{\sqrt{2\pi}} \sqrt{\frac{1}{tr^{2/\beta}}} dr \leq \frac{C}{\sqrt{t}}.$$

The lemma is proved. □

**Lemma 2.17.** There exists a constant $C$ such that for all $u \in [0, 1]$

$$E \int_0^t \frac{ds}{m(u, s)} \leq C\sqrt{t}, \quad t \in [0, T].$$

**Proof.** The assertion of the lemma immediately follows from Lemma 2.16. □

This lemma allows us to obtain the following result.

**Lemma 2.18.** There exists a constant $C$ such that for all $u \in [0, 1]$

$$E(y(u, t) - u)^2 \leq C\sqrt{t}, \quad t \in [0, T].$$

Moreover, $y(u, \cdot)$ is a continuous square integrable martingale.
REMARK 2.5. Since we did not use the fact that \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) was a limit of a finite system of particles, we claim that all the results of this subsection are valid for every random element \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) of \( D([0, 1], C[0, T]) \) which satisfies conditions (C2)–(C5) and:

(C1’) for all \( u \in [0, 1] \) the process \( y(u, \cdot) \) is a continuous martingale with respect to the filtration

\[
\mathcal{F}_t = \sigma(y(u, s), u \in [0, 1], s \leq t), \quad t \in [0, T].
\]

3. Stochastic integral with respect to the constructed flow and an analog of Itô’s formula. Hereafter, we will suppose that \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) is a random element of \( D([0, 1], C[0, T]) \) which satisfies conditions (C1)–(C5).

For such a flow, we will construct a stochastic integral

\[
\int_0^1 \int_0^t \phi(y(u,s)) dy(u,s) du
\]

and using the constructed integral we obtain an analog of Itô’s formula. First, let us establish a property of \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \).

LEMMA 3.1. For all \( t \in (0, T) \), the function \( y(u, t), u \in [0, 1] \), is a step function in \( D([0, 1], \mathbb{R}) \). Moreover, \( \mathbb{P}\{for \ all \ u, v \in [0, 1], \ if \ y(u, t) = y(v, t) \ then \ y(u, t + \cdot) = y(v, t + \cdot)\} = 1. \)

Note that earlier this property followed from the fact that \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) was approximated by a finite particle system. But in fact this property follows from (C1)–(C5).

PROOF OF LEMMA 3.1. This is the same proof as the one of a similar result for a coalescing Brownian motion (see, e.g., Section 7.1 [13]). \( \square \)

Let \( \mathcal{M} \) denote the space of continuous square integrable martingales on \( [0, T] \) with respect to the filtration defined by (1.1) and let

\[
(M, N) = \mathbb{E}M(T)N(T), \quad M, N \in \mathcal{M}
\]

be an inner product on \( \mathcal{M} \). It is well known that \( \mathcal{M} \) is a Hilbert space.

Consider for \( n \geq 1 \) a partition \( 0 = u^n_0 < \cdots < u^n_n = 1 \). Let \( v^n_k \in [u^n_{k-1}, u^n_k], k \in [n], \lambda_n = \max_{k \in [n]} \Delta u^n_k \), where \( \Delta u^n_k = u^n_k - u^n_{k-1}, k \in [n] \), and let \( \phi \) is a bounded piecewise continuous function from \( \mathbb{R} \) to \( \mathbb{R} \). Set

\[
M_n(t) = \sum_{k=1}^n \int_0^t \phi(y(v^n_k, s)) dy(v^n_k, s) \Delta u^n_k, \quad t \in [0, T].
\]

Note that \( M_n(\cdot) \) belongs to \( \mathcal{M} \). The following proposition holds.

PROPOSITION 3.1. The sequence \( \{M_n(\cdot)\}_{n \geq 1} \) is convergent in \( \mathcal{M} \) as \( \lambda_n \to 0 \) and its limit does not depend on the choice of the partition \( u^n_k, k \in [n] \), and the points \( v^n_k, k \in [n] \).
A SYSTEM OF HEAVY DIFFUSION PARTICLES

Proof. To prove the proposition, it is enough to check that \( \{M_n(\cdot)\}_{n \geq 1} \) is a Cauchy sequence. So, consider

\[
\begin{align*}
(M_n(\cdot), M_p(\cdot)) &= E \{M_n(\cdot), M_p(\cdot)\}_T \\
&= E \sum_{k=1}^n \sum_{l=1}^p \int_0^T \frac{\varphi(y(v^n_k, s))\varphi(y(v^p_l, s))}{\sqrt{m(v^n_k, s)m(v^p_l, s)}} \mathbb{I}_{[\tau_{v^n_k,v^p_l} \leq s]} \Delta u^n_k \Delta u^p_l \, ds \\
&= E \int_0^T \sum_{k=1}^n \varphi^2(y(v^n_k, s)) \frac{\sum_{l=1}^p \mathbb{I}_{[\tau_{v^n_k,v^p_l} \leq s]} \Delta u^p_l}{m(v^n_k, s)} \, ds \\
&= E \int_0^T \sum_{k=1}^n \varphi^2(y(v^n_k, s)) \Delta u^n_k \, ds \\
&\quad + E \int_0^T \sum_{k=1}^n \varphi^2(y(v^n_k, s)) \Delta u^n_k \left[ \frac{\sum_{l=1}^p \mathbb{I}_{[\tau_{v^n_k,v^p_l} \leq s]} \Delta u^p_l}{m(v^n_k, s)} - 1 \right] \, ds \\
&= I_{1, n, p} + I_{2, n, p}.
\end{align*}
\]

By the dominated convergence theorem,

\[
I_{1, n, p} \to E \int_0^T \int_0^1 \varphi^2(y(u, s)) \, du \, ds, \quad \lambda_n, \lambda_p \to 0.
\]

Estimate the second term of the right-hand side of (3.1):

\[
|I_{2, n, p}| \leq E \int_0^T \sum_{k=1}^n \Delta u^n_k \mathbb{E} \left| \frac{\sum_{l=1}^p \mathbb{I}_{[\tau_{v^n_k,v^p_l} \leq s]} \Delta u^p_l}{m(v^n_k, s)} - 1 \right| \, ds \\
\leq \|\varphi^2\| \int_0^T \sum_{k=1}^n \Delta u^n_k \mathbb{E} \left| \frac{\sum_{l=1}^p \mathbb{I}_{[\tau_{v^n_k,v^p_l} \leq s]} \Delta u^p_l}{m(v^n_k, s)} - 1 \right| \, ds \\
\leq \|\varphi^2\| \int_0^T \sup_{u \in [0, 1]} \mathbb{E} \left| \frac{\sum_{l=1}^p \mathbb{I}_{[\tau_{u,v^p_l} \leq s]} \Delta u^p_l - m(u, s)}{m(u, s)} \right| \, ds \\
\leq \|\varphi^2\| \int_0^T \sup_{u \in [0, 1]} \mathbb{E} \frac{2\lambda_p}{m(u, s)} \, ds \leq 2\lambda_p \|\varphi^2\| C \sqrt{T}.
\]

Here, the latter inequality follows from Lemma 2.16. Hence, \( I_{n, p} \to 0 \) as \( \lambda_n, \lambda_p \to 0 \). Thus, \( \{M_n(\cdot)\}_{n \geq 1} \) is a Cauchy sequence in \( \mathcal{M} \) and, therefore, \( \{M_n(\cdot)\}_{n \geq 1} \) is convergent. By the method of mixing of two sequences, it is easy to show that the limit does not depend on the choice of the permutation. The proposition is proved. \( \square \)
Denote
\[ \int_0^1 \int_0^t \varphi(y(u,s)) dy(u,s) du = \lim_{n \to 0} M_n(\cdot) \quad \text{in } \mathcal{M}. \]

**Proposition 3.2.** For each bounded piecewise continuous function \( \varphi \), \( \int_0^1 \int_0^t \varphi(y(u,s)) dy(u,s) du, \ t \in [0,T] \), is a continuous square integrable \((\mathcal{F}_t)\)-martingale with the quadratic variation
\[ \langle \int_0^1 \int_0^t \varphi(y(u,s)) dy(u,s) du \rangle_t = \int_0^1 \int_0^t \varphi^2(y(u,s)) ds du, \quad t \in [0,T]. \]

**Proof.** The martingale property of \( \int_0^1 \int_0^t \varphi(y(u,s)) dy(u,s) du \) follows from its construction. Let us check (3.2). As in the proof of Proposition 3.1, we can show that for each \( t \in [0,T] \)
\[ \langle M_n(\cdot) \rangle_t \to \int_0^1 \int_0^t \varphi^2(y(u,s)) ds du \quad \text{in } L_1. \]

Next, take \( r \leq t \) and consider
\[ \mathbb{E}(M^2_n(t) - \langle M_n(\cdot) \rangle_t | \mathcal{F}_r) = M^2_n(r) - \langle M_n(\cdot) \rangle_r. \]
By the dominated convergence theorem, for the conditional expectations one has
\[ \mathbb{E}\left( \left( \int_0^1 \int_0^t \varphi(y(u,s)) dy(u,s) du \right)^2 - \int_0^1 \int_0^t \varphi^2(y(u,s)) ds du \bigg| \mathcal{F}_r \right) = \left( \int_0^1 \int_0^r \varphi(y(u,s)) dy(u,s) du \right)^2 - \int_0^1 \int_0^r \varphi^2(y(u,s)) ds du. \]
Hence, (3.2) is valid. It completes the proof of the proposition. \( \square \)

Now we are ready to establish an analog of Itô’s formula.

**Theorem 3.1.** For each twice continuously differentiable function \( \varphi : \mathbb{R} \to \mathbb{R} \) having bounded derivatives we have
\[ \int_0^1 \varphi(y(u,t)) du = \int_0^1 \varphi(u) du + \int_0^1 \int_0^t \dot{\varphi}(y(u,s)) dy(u,s) du \]
\[ + \frac{1}{2} \int_0^t \int_0^1 \frac{\ddot{\varphi}(y(u,s))}{m(u,s)} du ds, \quad t \in [0,T]. \]
PROOF. Let \( \varepsilon > 0 \) and \( 0 = u_0^n < \cdots < u_n^n = 1 \). By Itô’s formula,

\[
\sum_{k=1}^{n} \varphi(y(u_k^n, t)) \Delta u_k^n = \sum_{k=1}^{n} \varphi(y(u_k^n, t)) + \sum_{k=1}^{n} \int_{\varepsilon}^{t} \hat{\varphi}(y(u_k^n, s)) \, dy(u_k^n, s) \Delta u_k^n \\
+ \frac{1}{2} \sum_{k=1}^{n} \int_{\varepsilon}^{t} \frac{\hat{\varphi}(y(u_k^n, s))}{m(u_k^n, s)} \, ds \Delta u_k^n \\
= I_1^n + I_2^n + I_3^n.
\]

Note that

\[
I_1^n \to \int_{0}^{1} \varphi(y(u, \varepsilon)) \, du \quad \text{a.s., } \lambda_n \to 0
\]

and

\[
I_2^n \to M(t) - M(\varepsilon) \quad \text{in } L_2, \lambda_n \to 0,
\]

where

\[
M(t) = \int_{0}^{1} \int_{0}^{t} \hat{\varphi}(y(u, s)) \, dy(u, s) \, du, \quad t \in [0, T].
\]

Hence, these sequences converge in probability. Denote

\[
S_n(s) = \sum_{k=1}^{n} \frac{\hat{\varphi}(y(u_k^n, s))}{m(u_k^n, s)} \Delta u_k^n, \quad s \in [\varepsilon, t].
\]

By Lemma 3.1, almost surely \( m(\cdot, s) \) is a step function with a finite number of discontinuity points and \( \sup_{u \in [0, 1]} \frac{1}{m(u, s)} < \infty \), for all \( s \in [\varepsilon, t] \), so

\[
S_n(s) \to \int_{0}^{1} \frac{\hat{\varphi}(y(u, s))}{m(u, s)} \, du \quad \text{a.s., } \lambda_n \to 0, s \in [\varepsilon, t].
\]

Next, by the monotonicity of \( m(u, s), s \in [\varepsilon, t] \), for all \( u \in [0, 1] \), we have

\[
S_n(s) \leq \| \hat{\varphi} \| \sup_{u \in [0, 1]} \frac{1}{m(u, \varepsilon)} < \infty, \quad s \in [\varepsilon, t], \text{ a.s.}
\]

Thus, by the dominated convergence theorem,

\[
\int_{\varepsilon}^{t} S_n(s) \, ds \to \int_{\varepsilon}^{t} \int_{0}^{1} \frac{\hat{\varphi}(y(u, s))}{m(u, s)} \, du \, ds \quad \text{a.s., } \lambda_n \to 0.
\]

So,

\[
I_3^n \to \int_{\varepsilon}^{t} \int_{0}^{1} \frac{\hat{\varphi}(y(u, s))}{m(u, s)} \, du \, ds \quad \text{in probability, } \lambda_n \to 0.
\]
Hence,
\[
\int_0^1 \varphi(y(u, t)) \, du = \int_0^1 \varphi(y(u, \varepsilon)) \, du + M(t) - M(\varepsilon) \\
+ \frac{1}{2} \int_\varepsilon^t \int_0^1 \frac{\ddot{\varphi}(y(s, u))}{m(u, s)} \, du \, ds.
\]

Note that the integral \( \int_0^t \int_0^1 \frac{\ddot{\varphi}(y(u, s))}{m(u, s)} \, du \, ds \) exists a.s., since
\[
\mathbb{E} \int_0^t \int_0^1 \frac{\left| \ddot{\varphi}(y(u, s)) \right|}{m(u, s)} \, du \, ds \leq \sup_{x \in \mathbb{R}} |\ddot{\varphi}(x)| \mathbb{E} \int_0^t \int_0^1 \frac{du \, ds}{m(u, s)} < \infty,
\]
by Lemma 2.17. So, passing to the limit as \( \varepsilon \to 0 \) and using the dominated convergence theorem, we obtain
\[
\lim_{\varepsilon \to 0} \frac{1}{2} \int_\varepsilon^t \int_0^1 \frac{\ddot{\varphi}(y(u, s))}{m(u, s)} \, du \, ds = - \int_0^1 \varphi(u) \, du \\
- M(t) + \int_0^1 \varphi(y(u, t)) \, du,
\]
where \( \lim \) we understand as the limit almost surely. The theorem is proved. \( \square \)

4. Total local time. In this section, we define a local time for the constructed flow and prove its existence.

**Definition 4.1.** A random process \( \{L(a, t), a \in \mathbb{R}, t \in [0, T]\} \) is said to be the local time for the process \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) if:

(a) \( (a, t) \to L(a, t) \) is a continuous map a.s.;

(b) for every continuous function \( f \) with compact support
\[
\int_0^1 \int_0^{\tau(u) \wedge t} f(y(u, s)) \, ds \, du = 2 \int_{-\infty}^{+\infty} f(a) L(a, t) \, da,
\]
where the integral in the left-hand side is defined by Dorogovtsev (see, e.g., [13] or Appendix B).

**Theorem 4.1.** The local time for the flow \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) exists. Moreover,
\[
L(a, t) = \int_0^1 (y(u, t) - a)^+ \, du - \int_0^1 (u - a)^+ \, du \\
- \int_0^t \int_0^1 I_{(a, +\infty)}(y(u, s)) \, dy(u, s) \, du.
\]
PROOF. Let $g_n$ be a continuous positive function on $\mathbb{R}$ such that its support is contained in $(-\frac{1}{n} + a, \frac{1}{n} + a)$, $g_n(a + u) = g_n(a - u)$, $u \in \mathbb{R}$, and
\[ \int_{-\infty}^{+\infty} g_n(u) \, du = 1. \]

Set
\[ f_n(u) = \int_{-\infty}^{u} dp \int_{-\infty}^{p} g_n(q) \, dq. \]

By Itô’s formula (see Theorem 3.1) and Corollary B.1,
\[ \int_0^1 f_n(y(u,t)) \, du - \int_0^1 f_n(u) \, du - \int_0^1 \int_0^t \dot{f}_n(y(u,s)) \, dy(u,s) \, du \]
\[ = \frac{1}{2} \int_0^1 \int_0^t \frac{\dot{f}_n(y(u,s))}{m(u,s)} \, ds \, du = \frac{1}{2} \int_0^1 \int_0^{\tau(u) \wedge t} \dot{f}_n(y(u,s)) \, ds. \]

If the local time exists then passing to the limit in previous expression, we deduce that it should have the form (4.1).

In what follows, we will show that the family of random variables $\{L(a,t), a \in \mathbb{R}, t \in [0, T]\}$ satisfies properties (a) and (b) of Definition 4.1. Since $(y(u,t) - a)^+ - (u - a)^+$ is continuous in $(a,t)$ with probability 1, for all $u \in [0, 1],
\[ \int_0^1 (y(u,t) - a)^+ \, du - \int_0^1 (u - a)^+ \, du \]

is also continuous in $(a,t)$ a.s. Next, let us show that the $C[0, T]$-valued process
\[ \xi(a, \cdot) = \int_0^1 \int_0^t I_{(a, +\infty)}(y(u,s)) \, dy(u,s) \, du, \quad a \in \mathbb{R}, \]

has a continuous modification. Note that for $a < b$
\[ \xi(a, t) - \xi(b, t) = \int_0^1 \int_0^t I_{(a, b]}(y(u,s)) \, dy(u,s) \, du, \quad t \in [0, T], \]

is a continuous square integrable martingale with the quadratic variation
\[ \langle \xi(a, \cdot) - \xi(b, \cdot) \rangle_t = \int_0^1 \int_0^t I_{(a, b]}(y(u,s)) \, ds \, du, \quad t \in [0, T]. \]

By Theorem 3.3.1 [22],
\[ \mathbb{E} \sup_{t \in [0, T]} |\xi(a, t) - \xi(b, t)|^4 \leq C \mathbb{E}\langle \xi(a, \cdot) - \xi(b, \cdot) \rangle_T^2 \]
\[ = C \mathbb{E}\left( \int_0^1 \int_0^T I_{(a, b]}(y(u,s)) \, ds \, du \right)^2. \]
Let $\psi : \mathbb{R} \to \mathbb{R}$ be a twice continuously differentiable function with bounded derivatives such that

$$\ddot{\psi}(u) \geq 2\Pi_{[a,b]}(u), \quad |\dot{\psi}(u)| \leq 2(b-a), \quad u \in \mathbb{R}.$$ 

Then, by Theorem 3.1,

$$\int_0^1 \int_0^T \Pi_{[a,b]}(y(u,s)) \, ds \, du \leq \frac{1}{2} \int_0^1 \int_0^T \dot{\psi}(y(u,s)) \, ds \, du$$

$$\leq \frac{1}{2} \int_0^1 \int_0^T \frac{\dot{\psi}(y(u,s))}{m(u,s)} \, ds \, du$$

$$= \int_0^1 \psi(y(u,T)) \, du - \int_0^1 \psi(u) \, du - \int_0^1 \int_0^T \dot{\psi}(y(u,s)) \, dy(u,s) \, du$$

$$\leq \|\dot{\psi}\| \int_0^1 |y(u,T) - u| \, du + \int_0^1 \int_0^T \dot{\psi}(y(u,s)) \, dy(u,s) \, du.$$ 

Next, estimate

$$\mathbf{E}\left( \int_0^1 \int_0^T \dot{\psi}(y(u,s)) \, dy(u,s) \, du \right)^2 = \mathbf{E} \int_0^1 \int_0^T \psi^2(y(u,s)) \, ds \, du$$

$$\leq 4T(b-a)^2.$$ 

Consequently, by Lemma 2.18,

$$\mathbf{E}\sup_{t \in [0,T]} |\xi(a, t) - \xi(b, t)|^4$$

$$\leq 2\|\dot{\psi}\|^2 \mathbf{E}\left( \int_0^1 |y(u,T) - u| \, du \right)^2 + 2\mathbf{E}\left( \int_0^1 \int_0^T \dot{\psi}(y(u,s)) \, dy(u,s) \, du \right)^2$$

$$\leq 8(b-a)^2 \mathbf{E} \int_0^1 (y(u,T) - u)^2 \, du + 8T(b-a)^2$$

$$\leq C_1(b-a)^2.$$ 

So, $\xi(a, \cdot)$ has a continuous modification. Further, we will consider only this modification. Hence, $L(a, t), a \in \mathbb{R}, t \in [0, T]$, is a continuous process. Let us check Condition $(b)$ of Definition 4.1. Let $f$ be a continuous function on $\mathbb{R}$ with a compact support. Set

$$F(x) = \int_{-\infty}^{+\infty} f(a)(x-a)^+ \, da, \quad x \in \mathbb{R}.$$ 

It is clear that $F$ is a twice continuously differentiable function with

$$\dot{F}(x) = \int_{-\infty}^{x} f(a) \, da, \quad \ddot{F}(x) = f(x), \quad x \in \mathbb{R}.$$
By Itô’s formula (see Theorem 3.1),
\[
\int_0^1 F(y(u,t)) du - \int_0^1 F(u) du - \int_0^1 \int_0^t \frac{\dot{F}(y(u,s))}{m(u,s)} ds du = \frac{1}{2} \int_0^1 \int_0^{\tau(u) \wedge t} f(y(u,s)) ds du.
\]
Rewrite the left-hand side of the previous relation:
\[
\int_{-\infty}^{+\infty} f(a) \left( \int_0^1 (y(u,t) - a)^+ du - \int_0^1 (u - a)^+ du \right) da
\]
\[
- \int_0^1 \int_0^t \int_{-\infty}^{+\infty} f(a) \mathbb{I}_{(a,+\infty)}(y(u,s)) da dy(u,s) du
\]
If we could rearrange the order of integration in the last integral, then we would obtain
\[
\int_{-\infty}^{+\infty} f(a) \left( \int_0^1 (y(u,t) - a)^+ du - \int_0^1 (u - a)^+ du \right) da
\]
\[
- \int_0^1 \int_0^t \int_{-\infty}^{+\infty} f(a) \mathbb{I}_{(a,+\infty)}(y(u,s)) da dy(u,s) du
\]
Let us show that we can rearrange the order of integration. First, prove that
\[
I(t) = \int_{-\infty}^{+\infty} \left( f(a) \int_0^1 \int_0^t \mathbb{I}_{(a,+\infty)}(y(u,s)) dy(u,s) du \right) da, \quad t \in [0, T],
\]
has a continuous modification. To check it, we estimate
\[
\mathbb{E} \int_{-\infty}^{+\infty} |f(a)| \max_{t \in [0,T]} \left| \int_0^1 \int_0^t \mathbb{I}_{(a,+\infty)}(y(u,s)) dy(u,s) du \right| da
\]
\[
\leq \int_{-\infty}^{+\infty} |f(a)| \left( \mathbb{E} \max_{t \in [0,T]} \left| \int_0^1 \int_0^t \mathbb{I}_{(a,+\infty)}(y(u,s)) dy(u,s) du \right|^2 \right)^{\frac{1}{2}} da
\]
\[
\leq C \int_{-\infty}^{+\infty} |f(a)| \left( \mathbb{E} \int_0^1 \int_0^T \mathbb{I}_{(a,+\infty)}(y(u,s)) ds du \right)^{\frac{1}{2}} da
\]
\[
\leq CT \int_{-\infty}^{+\infty} |f(a)| da < +\infty.
\]
Since \( \xi(a,t), a \in \mathbb{R}, t \in [0, T] \), is continuous a.s., \( \xi(a, \cdot) \) is continuous with probability 1, for all \( a \in \mathbb{R} \). From the last estimation, it easily follows that \( I(t), t \in [0, T] \), is continuous a.s.

Next, let \( \text{supp} \ f \subseteq [-M, M] \),
\[
-M = a_0 \leq \tilde{a}_1 \leq a_1 \leq \tilde{a}_2 \leq \cdots \leq a_n = M
\]
and \( \lambda_n = \max_{k \in [n]} (a_k - a_{k-1}) \). Consider for \( t \in [0, T] \)

\[
I_n(t) = \sum_{k=1}^{n} f(\tilde{a}_k) \int_{0}^{1} \int_{0}^{t} \mathbb{I}_{(\tilde{a}_k, +\infty)}(y(u, s)) \, dy(u, s) \, du \, \Delta a_k
\]

\[
= \int_{0}^{1} \int_{0}^{t} \sum_{k=1}^{n} f(\tilde{a}_k) \mathbb{I}_{(\tilde{a}_k, +\infty)}(y(u, s)) \, \Delta a_k \, dy(u, s) \, du.
\]

Note that for a fixed \( t \in [0, T] \)

\[
I_n(t) \rightarrow \int_{-\infty}^{+\infty} \left( f(a) \int_{0}^{1} \int_{0}^{t} \mathbb{I}_{(a, +\infty)}(y(u, s)) \, dy(u, s) \, du \right) \, da \quad \lambda_n \rightarrow 0, \text{ a.s.}
\]

On the other hand,

\[
\left\langle \int_{0}^{1} \int_{0}^{t} \left[ \sum_{k=1}^{n} f(\tilde{a}_k) \mathbb{I}_{(\tilde{a}_k, +\infty)}(y(u, s)) \, \Delta a_k \right.ight.
\]

\[
\left. - \int_{-\infty}^{+\infty} f(a) \mathbb{I}_{(a, +\infty)}(y(u, s)) \, da \right] \, dy(u, s) \, du \right\rangle_t
\]

\[
= \int_{0}^{1} \int_{0}^{t} \left[ \sum_{k=1}^{n} f(\tilde{a}_k) \mathbb{I}_{(\tilde{a}_k, +\infty)}(y(u, s)) \, \Delta a_k \right.
\]

\[
\left. - \int_{-\infty}^{+\infty} f(a) \mathbb{I}_{(a, +\infty)}(y(u, s)) \, da \right]^2 \, ds \, du \rightarrow 0, \quad \lambda_n \rightarrow 0, \text{ a.s.},
\]

by the dominated convergence theorem. So,

\[
I_n(t) \rightarrow \int_{0}^{1} \int_{0}^{t} \left( \int_{-\infty}^{+\infty} f(a) \mathbb{I}_{(a, +\infty)}(y(u, s)) \, da \right) \, dy(u, s) \, du,
\]

\[
\lambda_n \rightarrow 0, \text{ in } L_2.
\]

Hence, by the continuity of the integrals in \( t \) we have

\[
\int_{-\infty}^{+\infty} \left( \int_{0}^{1} \int_{0}^{t} f(a) \mathbb{I}_{(a, +\infty)}(y(u, s)) \, dy(u, s) \, du \right) \, da
\]

\[
= \int_{0}^{1} \int_{0}^{t} \left( \int_{-\infty}^{+\infty} f(a) \mathbb{I}_{(a, +\infty)}(y(u, s)) \, da \right) \, dy(u, s) \, du.
\]

This proves the theorem. \( \square \)

**APPENDIX A: SOME RESULTS ABOUT TIGHTNESS IN SPACE**

\( D([0, 1], C(0, T]) \)

Here we will show that the tightness of a system of probability measures \( \{P_n\}_{n \geq 1} \) in the space \( D([0, 1], C(0, T]) \) is equivalent to the tightness of the set
of probability measures \( \{ P_n \circ \pi^{-1}_{\varepsilon} \}_{n \geq 1} \) in \( D([0, 1], C[\varepsilon, T]) \) for all \( \varepsilon > 0 \), where \( \pi_{\varepsilon} \) is a restriction map on \( D([0, 1], C[\varepsilon, T]) \), which will be defined later.

Denote by \( C(0, T) \) the space of continuous functions from \((0, T)\) to \(\mathbb{R}\) with the metric
\[
\rho(f, g) = \sum_{k=1}^{\infty} \frac{1}{2^k} \left( \sup_{t \in [\frac{k}{2}, T]} |f(t) - g(t)| \wedge 1 \right).
\]

For a function \( f : [0, 1] \times (0, T] \to \mathbb{R} \) and \( \varepsilon > 0 \), set
\[
(\pi_{\varepsilon} f)(u, t) = \pi_{\varepsilon} f(u, t) = f(u, t), \quad u \in [0, 1], t \in [\varepsilon, T].
\]

Note that \( \pi_{\varepsilon} f : [0, 1] \times [\varepsilon, T] \to \mathbb{R} \).

**Lemma A.1.** A function \( f : [0, 1] \times (0, T] \to \mathbb{R} \) belongs to \(D([0, 1], C(0, T])\) if and only if for every \( \varepsilon > 0 \) \( \pi_{\varepsilon} f \) belongs to \( D([0, 1], C[\varepsilon, T]) \).

The proof is a standard technical exercise.

**Lemma A.2.** Let \( \{f_n\}_{n \geq 1} \) be a sequence of functions in \( D([0, 1], C(0, T]) \):

(i) If the sequence \( \{f_n\}_{n \geq 1} \) converges to a function \( f \) in \( D([0, 1], C(0, T]) \) then for every \( \varepsilon > 0 \), \( \pi_{\varepsilon} f_n \) converges to \( \pi_{\varepsilon} f \) in \( D([0, 1], C[\varepsilon, T]) \).

(ii) If for every \( \varepsilon > 0 \), \( \pi_{\varepsilon} f_n \) converges to a function \( g_{\varepsilon} \) in \( D([0, 1], C[\varepsilon, T]) \) then the function
\[
(A.1) \quad f(u, t) = g_{\varepsilon}(u, t), \quad u \in [0, 1], t \in (0, T], \varepsilon \leq t,
\]
is well defined and \( \{f_n\}_{n \geq 1} \) converges to \( f \) in \( D([0, 1], C(0, T]) \).

**Proof.** Let \( d_0 \) and \( d_\varepsilon \) be the Skorohod metrics in \( D([0, 1], C(0, T]) \) and \( D([0, 1], C[\varepsilon, T]) \) respectively. The inequality
\[
d_\varepsilon(\pi_{\varepsilon} f, \pi_{\varepsilon} g) \leq C d_0(f, g), \quad f, g \in D([0, 1], C(0, T]),
\]
implies the assertion of the first part of the lemma.

To prove the second part, we first recall the definition of the Skorohod metric. Let \( \Lambda \) denote a set of strictly increasing Lipschitz continuous functions from \([0, 1]\) onto \([0, 1]\). Set for \( \lambda \in \Lambda \)
\[
\gamma(\lambda) = \sup_{0 \leq s < t \leq 1} \left| \ln \frac{\lambda(t) - \lambda(s)}{t - s} \right|.
\]

Then the metric on \( D([0, 1], C(0, T]) \) is defined by
\[
d_0(f, g) = \inf_{\lambda \in \Lambda} \left[ \gamma(\lambda) \vee \sup_{u \in [0, 1]} \rho(f(u, \cdot), g(u, \cdot)) \wedge 1 \right].
\]
The metric $d_{\varepsilon}$ is defined similarly as $d_0$ replacing $\rho$ with $\rho_{\varepsilon}$, where $\rho_{\varepsilon}$ is uniform distance on $C[\varepsilon, T]$.

Let $f$ be defined by (A.1). Prove that $f$ is well defined. Take $t \in [\varepsilon_1 \lor \varepsilon_2, T]$. Then for each $n \geq 1$
\[ \pi_{\varepsilon_1} f_n(\cdot, t) = \pi_{\varepsilon_2} f_n(\cdot, t). \]

Since $\pi_{\varepsilon_i} f_n(\cdot, t) \to g_{\varepsilon_i}(\cdot, t)$ in $D([0, 1], \mathbb{R})$, $i = 1, 2$, $g_{\varepsilon_1}(\cdot, t) = g_{\varepsilon_2}(\cdot, t)$. So, $f$ is well defined. Note that for each $\varepsilon > 0$, $\pi_{\varepsilon} f = g_{\varepsilon}$ so by Lemma A.1, $f \in D([0, 1], C(0, T))$.

Next, fix $\delta > 0$ and take $p \in \mathbb{N}$ such that $\frac{1}{2^p} < \frac{\delta}{2}$. Since
\[ d_1\left(\frac{1}{p} \pi_{\varepsilon} f_n, \frac{1}{p} f\right) \to 0, \quad \text{as } n \to \infty, \]
there exist a sequence $\{\lambda_n\}_{n \geq 1} \subset \Lambda$ and a number $N \in \mathbb{N}$ such that for each $n \geq N$ (A.2)
\[ \gamma(\lambda_n) < \frac{\delta}{2} \]
and
\[ \sup_{u \in [0, 1]} \rho\left(\frac{1}{p} \pi_{\varepsilon} f_n(\lambda_n(u), \cdot), \frac{1}{p} f(u, \cdot)\right) < \frac{\delta}{2}. \]

Note that
\[ \sup_{u \in [0, 1]} \rho\left(\frac{1}{p} \pi_{\varepsilon} f_n(\lambda_n(u), \cdot), \frac{1}{p} f(u, \cdot)\right) < \frac{\delta}{2}, \quad k \in [p], n \geq N. \]

Hence, for all $u \in [0, 1]$,
\[ \sum_{k=1}^{p} \frac{1}{2^k} \rho\left(\frac{1}{p} \pi_{\varepsilon} f_n(\lambda_n(u), \cdot), \frac{1}{p} f(u, \cdot)\right) < \frac{\delta}{2}, \quad n \geq N. \]

By the choice of $p$ and the latter inequality, for each $n \geq N$ and $u \in [0, 1],$
\[ \rho\left(\pi_{\varepsilon} f_n(\lambda_n(u), \cdot), f(u, \cdot)\right) < \delta. \]

This and (A.2) imply the inequality
\[ d_0(f_n, f) \leq \delta, \quad n \geq N. \]

The lemma is proved. \[\square\]

**Proposition A.1.** A set $\{P_n\}_{n \geq 1}$ of probability measures in $D([0, 1], C(0, T))$ is tight if and only if for every $\varepsilon > 0$ the set $\{P_n \circ \pi_{\varepsilon}^{-1}\}_{n \geq 1}$ is tight in $D([0, 1], C[\varepsilon, T])$. 
PROOF. The necessity follows from the continuity of the map:
\[ \pi_\varepsilon : D([0, 1], C(0, T)) \to D([0, 1], C[\varepsilon, T]) \]
[see Lemma A.2(i)]. Let us prove the sufficiency. Let \( \varepsilon_q = \frac{1}{q} \) and \( K_q \) be a compact set in \( D([0, 1], C[\varepsilon_q, T]) \), \( q \in \mathbb{N} \). Show that
\[ (A.3) \quad K = \bigcap_{q=1}^{\infty} \pi_{\varepsilon_q}^{-1}(K_q) \]
is compact in \( D([0, 1], C(0, T)) \). Since \( K \) is closed and \( D([0, 1], C(0, T)) \) is a metric space, to prove the compactness of \( K \), it suffices to show that every sequence of elements of \( K \) has a convergent subsequence. So, let \( \{f_n\}_{n \geq 1} \subseteq K \).

Note that \( \{\pi_{\varepsilon_q} f_n\}_{n \geq 1} \subseteq K_q \), for each \( q \in \mathbb{N} \). Hence, \( \{\pi_{\varepsilon_q} f_n\}_{n \geq 1} \) has a convergent subsequence. By Cantor’s diagonal argument, we can choose a sequence \( \{n'\} \subseteq \mathbb{N} \) such that for all \( q \in \mathbb{N} \) the sequence \( \{\pi_{\varepsilon_q} f_{n'}\}_{n'} \) tends to some function \( g_q \) in \( D([0, 1], C[\varepsilon_q, T]) \). By Lemma A.2(ii), the sequence \( \{f_{n'}\}_{n'} \) is convergent in \( D([0, 1], C(0, T)) \). Thus, we obtain that \( K \) is compact.

Let \( \delta > 0 \) be fixed. By the tightness of \( \{P_n \circ \pi_{\varepsilon_{n}}^{-1}\}_{n \geq 1} \), we can take a compact set \( K_q \) in \( D([0, 1], C[\varepsilon_q, T]) \) such that
\[ \inf_{n \geq 1} P_n(\pi_{\varepsilon_q}^{-1}(K_q)) \geq 1 - \frac{\delta}{2^q}, \quad q \geq 1. \]

Defining \( K \) by (A.3) and using the standard argument we have the estimation
\[ P_n(K) \geq 1 - \delta, \quad n \geq 1. \]

This completes the proof of the proposition. □

APPENDIX B: A SPECIAL INTEGRAL FOR A STOCHASTIC COALESCING FLOW

In this section, we recall the construction of an integral with respect to a stochastic flow that was defined by Dorogovtsev and state the fact used in the proof of Theorem 4.1. Let \( \{y(u, t), u \in [0, 1], t \in [0, T]\} \) be a random element of \( D([0, 1], C[0, T]) \) which satisfies conditions (C1)–(C5). For a set of points \( \{u_k, k \in \mathbb{N}\} \subseteq [0, 1] \), denote
\[ \tau(u_1) = T, \]
\[ \tau(u_k) = \inf\{t : \exists l \in [k - 1] \; y(u_l, t) = y(u_k, t)\} \wedge T, \quad k = 2, 3, \ldots. \]

LEMMA B.1. Let \( \{u_k, k \in \mathbb{N}\} \) be dense in \( [0, 1] \). Then for each continuous bounded function \( \varphi : \mathbb{R} \to \mathbb{R} \) and \( t \in [0, T] \) the series \( \sum_{k=1}^{+\infty} \int_{0}^{\tau(u_k) \land T} \varphi(y(u_k, s)) \, ds \) converges almost surely. Moreover, its sum is independent of the choice of \( \{u_k, k \in \mathbb{N}\} \) and equals \( \int_{0}^{1} \int_{0}^{T} \frac{\varphi(y(u, s))}{m(u, s)} \, ds \, du. \)
PROOF. To prove the lemma, first show that the series is absolutely convergent a.s. For each \( n \in \mathbb{N} \) let
\[
S_n = \sum_{k=1}^{n} \left| \int_0^{\tau(u_k) \land t} \varphi(y(u_k, s)) \, ds \right|
\]
and \( \{u_n^k, k \in [n]\} \) be the set of \( \{u_k, k \in [n]\} \) ordered by increasing. Set
\[
\bar{\tau}(u_1^n) = T,
\]
\[
\bar{\tau}(u_k^n) = \inf\{t : y(u_{k-1}^n, t) = y(u_k^n, t)\} \land T, \quad k = 2, \ldots, n.
\]
Then
\[
S_n = \sum_{k=1}^{n} \left| \int_0^{\bar{\tau}(u_k^n) \land t} \varphi(y(u_k^n, s)) \, ds \right|
\]
and hence
\[
E S_n = \sum_{k=1}^{n} E \left( \int_0^{\bar{\tau}(u_k^n) \land t} \varphi(y(u_k^n, s)) \, ds \right) \leq \|\varphi\| \sum_{k=1}^{n} E(\bar{\tau}(u_k^n) \land t).
\]
By Lemma 7.1.1 [13], there exists a constant \( C \) such that for all \( n \in \mathbb{N} \) \( E S_n \leq C \). So, the sequence \( \{S_n\}_{n \geq 1} \) is convergent a.s., and consequently
\[
\sum_{k=1}^{+\infty} \int_0^{\tau(u_k) \land t} \varphi(y(u_k, s)) \, ds
\]
converges a.s.

In order to prove the second part of the lemma, set
\[
\Omega' = \{y \in D([0, 1], C[0, T]) \cap \{y(u, t) \leq y(v, t), u < v, t \in [0, T]\}
\]
\[
\cap \{y(\cdot, t) \text{ is a step function, } t \in (0, T]\} \cap \{m(u, t) > 0, u \in [0, 1], t \in (0, T]\}
\]
\[
\cap \{\text{for all } u, v \in [0, 1] \text{ if } y(u, t) = y(v, t) \text{ then } y(u, t + \cdot) = y(v, t + \cdot)\}.
\]
By Theorem 1.1, Lemmas 2.18, 3.1, Remark 2.5, taking into account the relation
\[
E \int_0^1 \int_0^1 \frac{1}{m(u, s)} \, ds \, du = \int_0^1 E(y(u, t) - u)^2 \, du
\]
and the monotonicity of \( m(u, t), t \in [0, T] \), for all \( u \in [0, 1] \), we conclude that \( P(\Omega') = 1 \).

Next, fix \( \omega \in \Omega' \) and denote for \( s \in (0, t] \)
\[
A(u, s) = \{v \in [0, 1] : \exists r \leq s \ y(u, r, \omega) = y(v, r, \omega)\}
\]
and \( B(s) = \{\min A(u, s), u \in [0, 1]\} \). From the choice of \( \omega \), it easily follows that \( B(s) \) is finite. Since \( \{u_k, k \in \mathbb{N}\} \) is dense in \( [0, 1] \) and \( \text{int} A(u, s) \neq \emptyset \) [because \( m(u, s, \omega) > 0 \), \( u \in [0, 1] \)], there exists \( N(s) \in \mathbb{N} \) such that \( A(u, s) \cap \{u_k, k \in [N(s)]\} \neq \emptyset \), for all \( u \in [0, 1] \).
Let $\varepsilon < t$. Then for all $n \geq N(\varepsilon)$,

\[
\int_0^1 \int_0^t \frac{\varphi(y(u, s, \omega))}{m(u, s, \omega)} \, du \, ds = \int_0^t \sum_{v \in B(s)} \frac{\varphi(y(u, s, \omega))}{m(u, s, \omega)} \, du \, ds
\]

\[
= \int_0^t \sum_{v \in B(s)} \varphi(y(v, s, \omega)) \, ds = \sum_{k=1}^n \int_{\varepsilon}^{(\varepsilon \lor \tau(u_k, \omega)) \land t} \varphi(y(u_k, s, \omega)) \, ds.
\]

So, we obtain that for all $\omega \in \Omega'$ and $\varepsilon < t$

\[
\int_0^1 \int_0^t \frac{\varphi(y(u, s, \omega))}{m(u, s, \omega)} \, du \, ds = \sum_{k=1}^{+\infty} \int_{\varepsilon}^{(\varepsilon \lor \tau(u_k, \omega)) \land t} \varphi(y(u_k, s, \omega)) \, ds.
\]

Next, if $\varphi$ is nonnegative, then by the monotone convergence theorem,

\[
\int_0^1 \int_0^t \varphi(y(u, s, \omega)) \, du \, ds = \sum_{k=1}^{+\infty} \int_{\tau(u_k, \omega)}^{\tau(u_k, \omega) \land t} \varphi(y(u_k, s, \omega)) \, ds,
\]

where the integral in the left-hand side is finite a.s., by Lemma 2.17. To get the statement for any continuous bounded function $\varphi$, it is needed to apply the obtained result to its positive and negative parts. This completes the proof. □

Lemma B.1 implies that the sum $\sum_{k=1}^{+\infty} \int_{\tau(u_k, \omega)}^{\tau(u_k, \omega) \land t} \varphi(y(u_k, s)) \, ds$ does not depend on the choice of a dense set $\{u_k, k \in \mathbb{N}\}$. So we set

\[
\int_0^1 \int_0^{\tau(u) \land t} \varphi(y(u, s)) \, ds = \sum_{k=1}^{+\infty} \int_{\tau(u_k, \omega)}^{\tau(u_k, \omega) \land t} \varphi(y(u_k, s)) \, ds.
\]

**Corollary B.1.** Let $\varphi$ be a bounded continuous function. Then a.s.,

\[
\int_0^1 \int_0^t \frac{\varphi(y(u, s))}{m(u, s)} \, ds \, du = \int_0^1 \int_0^{\tau(u) \land t} \varphi(y(u, s)) \, ds.
\]

**Acknowledgments.** The author is thankful to Professor A. A. Dorogovtsev for the statement of the problem and for help during this work. The author also is grateful to Max von Renesse and Florent Barret for useful discussions and suggestions. Special thanks go to the anonymous referee for helpful suggestions and comments.

**REFERENCES**

[1] **Arratia, R. A.** (1979). Brownian motion on the line. PhD dissertation, Univ. Wisconsin, Madison.
ARRATIA, R. A. (1981). Coalescing Brownian motion and the Voter model on Z. Unpublished manuscript.

BILLINGSLEY, P. (1999). *Convergence of Probability Measures*, 2nd ed. Wiley, New York. MR1700749

CHERNEGA, P. P. (2012). Local time at zero for Arratia flow. *Ukrainian Math. J.* 64 616–633. MR3104786

DAWSON, D. A. (1993). Measure-valued Markov processes. In *Ecole D’ete de Probabilites SaintFlour XXI. Lecture Notes in Math* 154. Springer, Berlin. MR1242575

DAWSON, D. A., LI, Z. and WANG, H. (2001). Superprocesses with dependent spatial motion and general branching densities. *Electron. J. Probab.* 6 33 pp. (electronic). MR1873302

DAWSON, D. A., LI, Z. and ZHOU, X. (2004). Superprocesses with coalescing Brownian spatial motion as large-scale limits. *J. Theoret. Probab.* 17 673–692. MR2091555

DOROGOVTSEV, A. A. (2003). Stochastic flows with interaction and measure-valued processes. *Int. J. Math. Math. Sci.* 63 3963–3977. MR2030388

DOROGOVTSEV, A. A. (2004). Measure-valued Markov processes and stochastic flows on abstract spaces. *Stoch. Stoch. Rep.* 76 395–407. MR2096728

DOROGOVTSEV, A. A. (2004). One Brownian stochastic flow. *Theory Stoch. Process.* 10 21–25. MR2329772

DOROGOVTSEV, A. A. (2005). Some remarks on a Wiener flow with coalescence. *Ukrainian Math. J.* 57 1550–1558.

DOROGOVTSEV, A. A. (2006). A stochastic integral with respect to the Arratia flow. *Dokl. Akad. Nauk* 410 156–157. MR2455372

DOROGOVTSEV, A. A. (2007). *Measure-Valued Processes and Stochastic Flows*. Institute of Mathematics of NAS of Ukraine, Kiev.

DOROGOVTSEV, A. A., GNEDIN, A. V. and VOVCHANSKII, M. B. (2012). Iterated logarithm law for sizes of clusters in Arratia flow. *Theory Stoch. Process.* 18 1–7. MR3124769

DOROGOVTSEV, A. A. and KOTELENEZ, P. (1997). Smooth Stationary Solutions of Quasilinear Stochastic Differential Equations. Finite Mass. Preprint No. 97. Department of Mathematics Case Western Reserve Univ. Cleveland, Ohio.

E, WEINAN, RYKOV, YU. G. and SINAİ, YA. G. (1996). Generalized variational principles, global weak solutions and behavior with random initial data for systems of conservation laws arising in adhesion particle dynamics. *Comm. Math. Phys.* 177 349–380. MR1384139

ETHIER, S. N. and KURTZ, T. G. (1986). *Markov Processes: Characterization and Convergence*. Wiley, New York. MR0838085

EVANS, S. N., MORRIS, B. and SEN, A. (2013). Coalescing systems of non-Brownian particles. *Probab. Theory Related Fields* 156 307–342. MR3055261

FLEMING, W. H. and VIOT, M. (1979). Some measure-valued Markov processes in population genetics theory. *Indiana Univ. Math. J.* 28 817–843. MR0542340

GOROSTIZA, L. G. and ROELLY, S. (1991). Some properties of the multitype measure branching process. *Stochastic Process. Appl.* 37 259–274. MR1102873

GOROSTIZA, L. G. and WAKOLBINGER, A. (1991). Persistence criteria for a class of critical branching particle systems in continuous time. *Ann. Probab.* 19 266–288. MR1085336

IKEDA, N. and WATANABE, SH. (1981). *Stochastic Differential Equations and Diffusion Processes*. North-Holland Mathematical Library, Amsterdam.

JACOD, J. and SHIRYAEV, A. N. (2003). *Limit Theorems for Stochastic Processes*, 2nd ed. Springer, Berlin. MR1943877

KALLENBERG, O. (2002). *Foundations of Modern Probability*, 2nd ed. Springer, New York. MR1876169

KARLIKOVÁ, M. P. (2005). On a weak solution of an equation for an evolutionary flow with interaction. *Ukrainian Math. J.* 57 1055–1065. MR2214482
[26] Konarovskyi, V. V. (2010). System of sticking diffusion particles of variable mass. 
Ukrainian Math. J. 62 97–113. MR2888581

[27] Konarovskii, V. V. (2010). On an infinite system of diffusing particles with coalescing. 
Theory Probab. Appl. 55 134–144. MR2768524

[28] Konarovskii, V. V. (2011). The martingale problem for a measure-valued process with heavy 
diffusing particles. Theory Stoch. Process. 17 50–60. MR3076876

[29] Konarovskyi, V. V. (2013). Mathematical model of heavy diffusion particles system with drift. 
Commun. Stoch. Anal. 7 591–605. MR3213281

[30] Konarovskyi, V. V. (2014). Large deviations principle for finite system of heavy diffusion 
particles. Theory Stoch. Process. 19 37–45. MR3337132

[31] Lang, R. and Nguyen, X.-X. (1980). Smoluchowski’s theory of coagulation in colloids 
holds rigorously in the Boltzmann-Grad-limit. Probab. Theory Related Fields 54 227–280.

[32] Le Jan, Y. and Raimond, O. (2004). Flows, coalescence and noise. Ann. Probab. 32 1247– 
1315. MR2060298

[33] Liptser, R. S. and Shiryaev, A. N. (2001). Statistics of Random Processes. I, expanded ed. 
Springer, Berlin. MR1800857

[34] Malovichko, T. V. (2009). Girsanov’s theorem for stochastic flows with interaction. 
Ukrainian Math. J. 61 435–456. MR2562218

[35] Norris, J. and Turner, A. (2015). Weak convergence of the localized disturbance flow to 
the coalescing Brownian flow. Ann. Probab. 43 935–970. MR3342655

[36] Norris, J. R. (1999). Smoluchowski’s coagulation equation: Uniqueness, nonuniqueness 
and a hydrodynamic limit for the stochastic coalescent. Ann. Appl. Probab. 9 78–109. 
MR1682596

[37] Piterbarg, V. V. (1998). Expansions and contractions of isotropic stochastic flows of home-
omorphisms. Ann. Probab. 26 479–499. MR1626162

[38] Ruelle, D. (1969). Statistical Mechanics: Rigorous Results. W. A. Benjamin, Inc., New York. 
MR0289084

[39] Shamov, A. (2011). Short-time asymptotics of one-dimensional Harris flows. Commun. Stoch. 
Anal. 5 527–539. MR2840266

[40] Smoluchowski, M. V. (1916). Drei vortrage uber diffusion, brownsche bewegung und koag-
ulation von kolloidteilchen. Physik. Zeit. 17 557–585.

[41] Wang, H. (1997). State classification for a class of measure-valued branching diffusions in a 
Brownian medium. Probab. Theory Related Fields 109 39–55. MR1469919

[42] Wang, H. (1998). A class of measure-valued branching diffusions in a random medium. Stoch. 
Anal. Appl. 16 753–786. MR1632574

MAX PLANCK INSTITUT 
FÜR MATHEMATIK IN DEN NATURWISSENSCHAFTEN 
INSELSTRASSE 22 
04103 LEIPZIG 
GERMANY 
AND 
DEPARTMENT OF MATHEMATICS AND INFORMATICS 
YURIY FEDKOVYCH CHERNIVTSI NATIONAL UNIVERSITY 
KOTSUBINSKY STR. 2 
58012 CHERNIVTSI 
UKRAINE 
E-MAIL: konarovskiy@gmail.com