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Abstract

We study the barycenter of the Hellinger–Kantorovich metric over non-negative measures on compact, closed subsets of $\mathbb{R}^d$. The article establishes existence, uniqueness (under suitable assumptions) and equivalence between a ‘coupled-two-marginal’ and a multi-marginal formulation. We analyze the HK barycenter between Dirac measures in detail, and find that it differs substantially from the Wasserstein barycenter by exhibiting a local ‘clustering’ behaviour.

1 Introduction

1.1 Overview

Optimal transport. The optimal transport problem dates back to the seminal work of Monge [19] and its modern formulation by Kantorovich [13]. Recent years have seen a tremendous development of the corresponding theory and applications. We refer to the monographs [27, 28, 25] for detailed introductions to the transport problem, a historical account and applications in the analysis of PDEs, Riemannian geometry and traffic modelling. An exposition of applications in economics can be found in [11].

Due to the robustness of Wasserstein distances to ‘positional noise’ and quantization errors optimal transport is also becoming a valuable tool in data analysis. For the viability of these applications efficient numerical algorithms are required. An overview on the computational aspects of optimal transport and numerical applications is given in [20].

Wasserstein barycenter and multi-marginal problems. A common problem in geometric data analysis is the computation of an average between various samples. The standard Euclidean average or mean can be generalized to the center of mass on Riemannian manifolds. The Wasserstein barycenter introduced in [1] shows that this notion is also meaningful in Wasserstein spaces.

The Wasserstein barycenter was defined in two different formulations that were then shown to be equivalent. One is an explicit ‘center of mass’-based formulation where the weighted (squared) distance of the sought-after mean to all reference measures is minimized. For reasons that will soon become apparent we refer to this as the ‘coupled-two-marginal formulation’ (see Section 2). The other is based on a multi-marginal transport problem introduced by [12]. A discussion on numerical applications of the Wasserstein barycenter can be found, for instance, in [20, Chapter 9.2].

More generally, multi-marginal problems were studied since the 1960s in operations research and probability theory [14, 21, 22], and more recently also found application in economics [4] and the approximation of the electronic structure of molecules [10, 3, 9].
Unbalanced transport. The standard Wasserstein distance is restricted to the comparison of measures with equal mass which is evidently restrictive in many applications. A potential remedy is to use the Hellinger–Kantorovich (or Wasserstein–Fisher–Rao) distance instead [15, 5, 18], see also [17, 7]. It can be interpreted as a Riemannian infimal convolution between the Wasserstein and Hellinger distances and thus provides a trade-off between transport at small length scales and pointwise interpolation at large length scales. A corresponding numerical algorithm based on entropic regularization is given in [6].

Outline and contribution. In this article we address the natural question of the barycenter with respect to the Hellinger–Kantorovich distance. To make the analysis somewhat less technical yet cover typical situations in applications, we focus on non-negative measures on compact, convex subsets of $\mathbb{R}^d$. Notation and technical preliminaries are established in Section 1.2. We then give some reminders about the Wasserstein barycenter (Section 2) and the Hellinger–Kantorovich distance (Section 3).

In Section 4 we study a ‘coupled-two-marginal’ formulation of the Hellinger–Kantorovich barycenter, show existence and establish uniqueness of the HK barycenter under the natural assumption that at least one marginal is Lebesgue-absolutely continuous. Our proof is based solely on the coupled-two-marginal formulation and the argument also applies to the standard Wasserstein barycenter, thus providing an alternative strategy to that of [1].

In Section 5 we give a multi-marginal formulation of the HK barycenter. In analogy to the Wasserstein barycenter this involves the definition of a suitable multi-marginal cost function via computation of a ‘pointwise barycenter’. Unfortunately, for the HK distance, this analog pointwise barycenter problem can in general not be solved explicitly and thus the arguments from the Wasserstein barycenter cannot be adapted immediately. We circumvent this obstacle by a detailed analysis of the convexity properties of the multi-marginal cost function and invoking dual problems for the HK barycenter and therefore eventually establish the equivalence between both formulations for the HK barycenter. The section is concluded by an analysis of the one-dimensional case ($d = 1$) at small distances where a more explicit form of the multi-marginal cost can be given.

Section 6 is dedicated to the HK barycenter between Dirac measures. It turns out that the behaviour is encoded in the convexity properties of the multi-marginal cost function (studied in the previous section) and fundamentally different from the Wasserstein barycenter. While the Wasserstein barycenter between Dirac measures is always a Dirac measure this no longer holds for the HK barycenter. Instead, it may consist of several Dirac measures that can be interpreted as a ‘clustering’ of the Diracs in the reference measures. We first give some general results about the characterization of the HK barycenter between Dirac measures and then provide exemplary discussions of the cases $N = 2$ and $N = 3$ as well as some numerical illustrations. We argue that the HK barycenter may be more adequate than the Wasserstein barycenter in various data analysis applications.

Finally, Section 7 investigates a potential ‘soft-marginal formulation’ of the HK barycenter. Among the several formulations of the HK distance is a particularly elegant ‘soft-marginal formulation’. We show that under reasonable assumptions no analogous formulation can exist for the HK barycenter for $N \geq 3$.

Relation to [8]. After this work was essentially completed we became aware of the related concurrent article [8] which studies the HK barycenter on general metric spaces under some suitable assumptions concerning the existence of the ‘pointwise barycenter’. The authors study a
coupled-two-marginal and a multi-marginal formulation of the HK barycenter, their equivalence, as well as existence and uniqueness (over $\mathbb{R}^d$). In our article the setting is restricted to compact, convex subsets of $\mathbb{R}^d$, and the exposition is rather different and complementary. First, we provide an alternative proof for the uniqueness of the HK barycenter over $\mathbb{R}^d$. By a detailed study of the convexity properties of the multi-marginal cost we explicitly show existence of a continuous (and thus measurable) ‘pointwise barycenter map’ without invocation of measurable selection theorems. In addition we provide a detailed analysis of the HK barycenter between Dirac measures based on the relation to the convexity properties of the multi-marginal cost and provide corresponding numerical illustrations. Finally, we discuss the existence of a multi-marginal soft-marginal formulation for the HK barycenter.

1.2 Notation and preliminaries

- $\mathbb{R}_+ := [0, \infty)$, $\mathbb{R}_{++} := (0, \infty)$.
- $\Omega$ is a convex, compact subset of $\mathbb{R}^d$ with non-empty interior.
- For a Polish space $X$, $C(X)$ denotes the set of continuous functions from $X$ to $\mathbb{R}$, equipped with the sup-norm; $C_0(X)$ denotes the subspace of continuous functions that vanish at infinity.
- $\mathcal{M}(X)$ denotes the set of Radon measures on $X$; $\mathcal{M}_+(X)$ the set of non-negative Radon measures; and $\mathcal{P}(X)$ the set of Radon probability measures.
- For compact $X$, we identify the dual space of $C(X)$ with $\mathcal{M}(X)$; for non-compact $X$, we identify the dual space of $C_0(X)$ with $\mathcal{M}(X)$.
- For a product space $X^n$ we denote by $\pi_i$ the canonical projection $(x_1, \ldots, x_n) \mapsto x_i$. For a measurable map $f$, $f^\#$ denotes the push-forward operation acting on corresponding measures.
- For $\mu \in \mathcal{M}(X)^n$ (i.e. $\mu$ may be a vector-valued measure), $|\mu| \in \mathcal{M}_+(X)$ denotes the variation measure. For $\nu \in \mathcal{M}_+(X)$, $\mu \ll \nu$ denotes absolute continuity of $\mu$ with respect to $\nu$. For $\sigma \in \mathcal{M}_+(X)$, $\mu = \frac{d\mu}{d\sigma} \cdot \sigma + \mu^\perp$ denotes the Lebesgue decomposition of $\mu$ with respect to $\sigma$, into the absolutely continuous part where $\frac{d\mu}{d\sigma}$ denotes the corresponding density, and the singular part $\mu^\perp$.
- For a function $f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$, we denote by $f^*$ its Fenchel–Legendre conjugate, its subdifferential by $\partial f$. For a set $C \subset \mathbb{R}^n$, we denote by $i_C(s) := 0$ if $s \in C$ and $+\infty$ otherwise, its indicator function. Similar notation will be used for functionals on $C(X)$ and $\mathcal{M}_+(X)$. We assume that the reader has a basic familiarity with convex analysis (in finite dimensions). For an introduction we refer, for instance, to [24].
- $N \in \mathbb{N}$ is an integer $\geq 2$, specifying the number of reference measures of which we want to compute the barycenter.
- $(\lambda_1, \ldots, \lambda_N) \in (0, 1)^N$ are the respective weights of the reference measures, satisfying $\sum_{i=1}^N \lambda_i = 1$. Reference measures with $\lambda_i = 0$ can be removed from the problem, thus we assume $\lambda_i > 0$ (and thus $\lambda_i < 1$).
The results in this article rely heavily on convex duality between positively 1-homogeneous integral functionals on measures and indicator functions on continuous functions which is provided in the following Lemma, which is essentially due to Rockafellar [23, Theorem 6] with assumptions slightly simplified due to [2, Lemma A2]. It was used in this form already in [7, Lemma 2.9].

Lemma 1.1. Let $X$ be a compact metric space and $f : X \times \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ a lower-semicontinuous function such that for all $x \in X$, $f_x(\cdot) := f(x, \cdot)$ is convex, positively 1-homogeneous and proper. Then $f_x = \iota_{Q(x)}^*$ for some family of closed convex sets $Q(x) \subset \mathbb{R}^n$. Then $I_f : \mathcal{M}(X)^n \to \mathbb{R} \cup \{\infty\}$ and $I_f^* : C(X)^n \to \mathbb{R} \cup \{\infty\}$ defined as

$$I_f(\mu) := \int_X f(x, \frac{d\mu}{d\sigma}) \, d\sigma \quad \text{and} \quad I_f^*(\phi) := \begin{cases} 0 & \text{if } \phi(x) \in Q(x) \forall x \in X, \\ +\infty & \text{else}, \end{cases}$$

form a pair of convex, proper, lower-semicontinuous conjugate functions with respect to the sup-norm topology on $C(X)^n$ and the weak* topology on $\mathcal{M}(X)^n$. In the definition of $I_f$, $\sigma$ is some arbitrary measure in $\mathcal{M}_+(X)$ with $\mu \ll \sigma$. By positive 1-homogeneity of $f(x, \cdot)$ the value of the functional does not depend on the choice of $\sigma$.

2 Reminder: Wasserstein barycenter

We introduce the standard Wasserstein-2 distance on $\Omega$ in the Kantorovich-formulation and its corresponding dual.

Definition 2.1 (Wasserstein distance). For $\mu_1, \mu_2 \in \mathcal{P}(\Omega)$ set

$$W(\mu_1, \mu_2)^2 := \inf \left\{ \int_{\Omega^2} |x_1 - x_2|^2 \, d\gamma(x_1, x_2) \bigg| \gamma \in \mathcal{M}_+(\Omega^2), \pi_{\#} \gamma = \mu_i \right\}. \quad (2.1)$$

A dual formulation is given by

$$W(\mu_1, \mu_2)^2 = \sup \left\{ \sum_{i=1}^N \int_{\Omega} \psi_i \, d\mu_i \bigg| \psi_1, \psi_2 \in C(\Omega), \sum_{i=1}^2 \psi_i(x_i) \leq |x_1 - x_2|^2 \text{ for } x_1, x_2 \in \Omega \right\}. \quad (2.2)$$

The set $\Pi(\mu_1, \mu_2) := \{\gamma \in \mathcal{M}_+(\Omega^2) \big| \pi_{\#} \gamma = \mu_i\}$ is called the set of couplings or transport plans between $\mu_1$ and $\mu_2$.

For a comprehensive introduction to Wasserstein spaces we refer to the monographs [28, 25].

Remark 2.2. We briefly illustrate how duality between (2.1) and (2.2) can be established via the Fenchel–Rockafellar theorem as this will be instructive for more involved proofs later on. Let

$$G : C(\Omega)^2 \to \mathbb{R}, \quad (\psi_1, \psi_2) \mapsto -\sum_{i=1}^2 \int_{\Omega} \psi_i \, d\mu_i,$$

$$F : C(\Omega^2) \to \mathbb{R} \cup \{\infty\}, \quad \phi \mapsto \begin{cases} 0 & \text{if } \phi(x_1, x_2) \leq |x_1 - x_2|^2 \text{ for all } x_1, x_2 \in \Omega, \\ +\infty & \text{else}, \end{cases}$$

$$A : C(\Omega)^2 \to C(\Omega^2), \quad (\psi_1, \psi_2) \mapsto \phi \text{ with } \phi(x_1, x_2) = \sum_{i=1}^2 \psi_i(x_i).$$
Note that $F$ and $G$ are convex, $G$ is continuous, at $\phi = (x, y) \mapsto -2 = A(x \mapsto -1, y \mapsto -1)$ the function $F$ is finite and continuous and $A$ is a bounded linear map. With the assistance of Lemma 1.1, explicit calculations yield

$G^* : M(\Omega)^2 \to \mathbb{R} \cup \{\infty\}, \quad (\rho_1, \rho_2) \mapsto \sum_{i=1}^{2} t_{(-\mu_i)}(\rho_i),$

$F^* : M(\Omega)^2 \to \mathbb{R} \cup \{\infty\}, \quad \gamma \mapsto \begin{cases} \int_{\Omega^2} |x_1 - x_2|^2 \, d\gamma(x_1, x_2) & \text{if } \gamma \geq 0, \\ +\infty & \text{else}, \end{cases}$

$A^* : M(\Omega)^2 \to M(\Omega)^2, \quad \gamma \mapsto (\pi_{1\sharp} \gamma, \pi_{2\sharp} \gamma).$

Then, by Fenchel–Rockafellar duality, (2.2) can be rewritten as

$$(2.2) = -\inf \left\{ G(\psi_1, \psi_2) + F(A(\psi_1, \psi_2)) \mid (\psi_1, \psi_2) \in C(\Omega)^2 \right\}$$

$$= \inf \left\{ G^*(-A^*\gamma) + F^*(\gamma) \mid \gamma \in M(\Omega^2) \right\}$$

$$= \inf \left\{ \sum_{i=1}^{2} t_{(-\mu_i)}(\pi_{i\sharp} \gamma) + \int_{\Omega^2} |x_1 - x_2|^2 \, d\gamma(x_1, x_2) \mid \gamma \in M_+(\Omega^2) \right\} = (2.1).$$

Similar to Euclidean space or Riemannian manifolds one can now wonder what the weighted center of mass of a tuple of probability measures $\mu_1, \ldots, \mu_N$ in $\mathcal{P}(\Omega)$ with weights $\lambda_1, \ldots, \lambda_N$ (\(\lambda_i > 0, \sum_{i=1}^{N} \lambda_i = 1\), see Section 1.2) with respect to the squared Wasserstein distance is.

**Definition 2.3** (Coupled-two-marginal formulation for Wasserstein barycenter). For $\mu_1, \ldots, \mu_N \in \mathcal{P}(\Omega)$ set

$$W_{C2M}(\mu_1, \ldots, \mu_N) := \inf \left\{ \sum_{i=1}^{N} \lambda_i \cdot W(\mu_i, \nu)^2 \mid \nu \in M_+(\Omega) \right\}. \quad (2.3)$$

This is a nested optimization problem where one needs to minimize over $\nu \in M_+(\Omega)$ and over each $\gamma \in M_+(\Omega^2)$ within the $W(\mu_i, \nu)^2$ terms. Hence, we refer to this as the ‘coupled-two-marginal’ formulation, as opposed to the multi-marginal formulation introduced below. Since $W(\mu_i, \nu)^2 = +\infty$ when $\|\mu_i\| \neq \|\nu\|$ (as the feasible set in (2.1) is empty), we need not add the constraint $\nu \in \mathcal{P}(\Omega)$, as it is enforced automatically.

**Proposition 2.4.** Minimizers $\nu$ of (2.3) exist. A minimizer is called Wasserstein barycenter of $(\mu_1, \ldots, \mu_N)$ with weights $(\lambda_1, \ldots, \lambda_N)$.

A proof can be found in [1] or follows from standard arguments about weak* compactness of bounded measures and weak* continuity of the Wasserstein distance on compact metric spaces.

Complementarily, the Wasserstein barycenter problem can also be formulated as a multi-marginal transport problem on $\Omega^N$ with a suitable cost function.

**Definition 2.5** (Multi-marginal formulation for Wasserstein barycenter).

$$c_{W,MM}(x_1, \ldots, x_N) := \inf_{y \in \Omega} \sum_{i=1}^{N} \lambda_i |x_i - y|^2 = \sum_{i=1}^{N} \lambda_i |x_i - T(x_1, \ldots, x_N)|^2 = \sum_{i,j=1}^{N} \frac{\lambda_i \lambda_j}{2} |x_i - x_j|^2 \quad (2.4)$$

where $T(x_1, \ldots, x_N) := \sum_{i=1}^{N} \lambda_i x_i \quad (2.5)$
takes the points \((x_1, \ldots, x_N)\) to the unique minimizer \(y = T(x_1, \ldots, x_N)\) in the first line.

\[
W_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 := \inf \left\{ \int_{\Omega_N} c_{\text{W,MM}} \, d\gamma \right\}
\]

\[
\gamma \in \mathcal{M}_+(\Omega^N), \, \pi_\#\gamma = \mu_i \right\}
\]  

(2.6)

**Proposition 2.6** (Agueh–Carlier [1]). \(W_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2 = W_{\text{MM}}(\mu_1, \ldots, \mu_N)^2\). \(\nu\) is a minimizer of (2.3) if and only if there exists a minimizer \(\gamma\) of (2.6) such that \(T_2^*\gamma = \nu\) (with \(T\) given by (2.5)). Consequently, for minimizers \(\gamma\) of (2.6) we will also call \(T_2^*\gamma\) a barycenter.

This result was shown in [1]. Since we will later re-use some of its central arguments we give a short sketch as illustration.

**Sketch of proof.** Let \(\gamma\) be a minimizer of (2.6), set \(\nu := T_2^*\gamma\) and \(\gamma_i := (\pi_i, T)^*_\nu\gamma\) for \(i = 1, \ldots, N\), where \((\pi_i, T) : \Omega^N \to \Omega^2, (x_1, \ldots, x_N) \mapsto (x_i, T(x_1, \ldots, x_N))\). One finds that \(\pi_{12}^*\gamma_i = (\pi_{1} \circ (\pi_i, T))_2^*\gamma = \pi_i^*\gamma = \mu_i\) and similarly \(\pi_{22}^*\gamma_i = \nu\), so that \(\gamma_i \in \Pi(\mu_i, \nu)\). Therefore, one finds that

\[
W_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 = \int_{\Omega_N} c_{\text{W,MM}} \, d\gamma = \int_{\Omega_N} \left[ \sum_{i=1}^N \lambda_i |x_i - T(x_1, \ldots, x_N)|^2 \right] \, d\gamma(x_1, \ldots, x_N)
\]  

\[
= \sum_{i=1}^N \lambda_i \int_{\Omega_N} |\pi_i(x_1, \ldots, x_N) - T(x_1, \ldots, x_N)|^2 \, d\gamma(x_1, \ldots, x_N)
\]  

\[
= \sum_{i=1}^N \lambda_i \int_{\Omega^2} |x - y|^2 \, d\pi_i((\pi_i, T)^*_\nu\gamma)(x, y)
\]  

\[
= \sum_{i=1}^N \lambda_i \int_{\Omega^2} |x - y|^2 \, d\gamma_i(x, y) \geq W_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2.
\]  

(2.7)

Conversely, let now \(\hat{\nu}\) be a minimizer of (2.3) and let \(\hat{\gamma}_i \in \Pi(\mu_i, \hat{\nu})\) be a minimizer of \(W(\mu_i, \hat{\nu})^2\) in (2.1) for \(i = 1, \ldots, N\). Further, let \((\hat{\gamma}_i^y)_{y \in \Omega}\) be the disintegration of \(\hat{\gamma}_i\) w.r.t. its second marginal. Introduce now the measure \(\hat{\gamma} \in \mathcal{M}_+(\Omega^N)\) via

\[
\int_{\Omega^N} \phi \, d\hat{\gamma} := \int_{\Omega^{N+1}} \phi(x_1, \ldots, x_N) \, d\gamma_1^y(x_1) \cdots d\gamma_N^y(x_N) \, d\hat{\nu}(y)
\]  

(2.8)

for test functions \(\phi \in C(\Omega^N)\). One then finds for \(\phi \in C(\Omega)\) that

\[
\int_{\Omega^N} \phi \circ \pi_i \, d\hat{\gamma} = \int_{\Omega^2} \phi(x_i) \, d\gamma_i^y(x_i) \, d\hat{\nu}(y) = \int_{\Omega^2} \phi \circ \pi_i \, d\gamma_i = \int_{\Omega} \phi \, d\mu_i
\]

and therefore that \(\pi_{12}^*\gamma = \mu_i\). Consequently,

\[
W_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 \leq \int_{\Omega_N} c_{\text{W,MM}} \, d\hat{\gamma} = \int_{\Omega_{N+1}} \left( \inf_{z \in \Omega} \sum_{i=1}^N \lambda_i |x_i - z|^2 \right) \, d\gamma_1^y(x_1) \cdots d\gamma_N^y(x_N) \, d\hat{\nu}(y)
\]  

\[
\leq \int_{\Omega_{N+1}} \left( \sum_{i=1}^N \lambda_i |x_i - y|^2 \right) \, d\gamma_1^y(x_1) \cdots d\gamma_N^y(x_N) \, d\hat{\nu}(y)
\]  

\[
= \sum_{i=1}^N \lambda_i \int_{\Omega^2} |x_i - y|^2 \, d\gamma_i^y(x_i) \, d\hat{\nu}(y) = \sum_{i=1}^N \lambda_i \int_{\Omega^2} |x_i - y|^2 \, d\gamma_i(x_i, y)
\]  

\[
= \sum_{i=1}^N \lambda_i W(\mu_i, \hat{\nu})^2 = W_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2.
\]  

(2.9)
Combining (2.7) and (2.9) one finds that \( W_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 = W_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2 \) and that \( \nu \) constructed from \( \gamma \) is optimal for \( W_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2 \) and \( \hat{\gamma} \) constructed from \( \hat{\nu} \) is optimal for \( W_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 \).

In addition, by equality of \( W_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 \) and \( W_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2 \) the second inequality in (2.9) must be an equality and thus one must have that \( y \) is a minimizer of \( z \mapsto \sum_{i=1}^{N} \lambda_i \| x_i - z \|^2 d\hat{\gamma}_i^y(x_1) \ldots d\hat{\gamma}_N^y(x_N) d\hat{\nu}(y) \)-almost everywhere, i.e. \( y = T(x_1, \ldots, x_N) \) almost surely. Therefore, one finds

\[
\int_{\Omega^N} \phi \circ T \, d\hat{\gamma} = \int_{\Omega} \phi \, d\hat{\nu}
\]

for \( \phi \in C(\Omega) \) and thus \( T \circ \hat{\gamma} = \hat{\nu} \).

It will also be instructive to study a dual formulation of the coupled-two-marginal formulation for the Wasserstein barycenter, (2.3).

**Proposition 2.7** (Dual formulation of Wasserstein barycenter).

\[
W_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2 = \sup \left\{ \sum_{i=1}^{N} \int_{\Omega} \psi_i \, d\mu_i \left| \psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N \in C(\Omega), \psi_i(x) + \phi_i(y) \leq \lambda_i \| x - y \|^2 \forall i \in \{1, \ldots, N\}, x, y \in \Omega, \sum_{i=1}^{N} \phi_i \geq 0 \right\} \quad (2.10)
\]

A very similar dual formulation was established in [1]. Based on Remark 2.2 we sketch a proof.

**Proof.** Let

\[
G : C(\Omega)^{2N} \to \mathbb{R} \cup \{\infty\}, \quad (\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N) \mapsto \begin{cases} -\sum_{i=1}^{N} \int_{\Omega} \psi_i \, d\mu_i & \text{if } \sum_{i=1}^{N} \phi_i \geq 0, \\ +\infty & \text{else,} \end{cases}
\]

\[
F : C(\Omega^2)^{N} \to \mathbb{R} \cup \{\infty\}, \quad (\xi_1, \ldots, \xi_N) \mapsto \begin{cases} 0 & \text{if } \xi_i(x, y) \leq \lambda_i \| x - y \|^2 \\ +\infty & \text{for all } i \in \{1, \ldots, N\}, x, y \in \Omega, \end{cases}
\]

\[
A : C(\Omega)^{2N} \to C(\Omega^2)^{N}, \quad (\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N) \mapsto (\xi_1, \ldots, \xi_N)
\]

with \( \xi_i(x, y) = \psi_i(x) + \phi_i(y) \).

Then one can write

\[
(2.10) = -\inf \{ G(\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N) + F(A(\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N)) \mid \psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N \in C(\Omega) \}.
\]
For conjugates of $F$ and $G$ and the adjoint of $A$ one finds:

\[G^*: \mathcal{M}(\Omega)^{2N} \to \mathbb{R} \cup \{\infty\}, \quad (\rho_1, \ldots, \rho_N, \sigma_1, \ldots, \sigma_N) \mapsto \begin{cases} \sum_{i=1}^N \lambda_i \int_{\Omega^2} |x - y|^2 d\gamma_i(x, y) & \text{if } \gamma_i \geq 0 \\
+\infty & \text{else,} \end{cases} \]

\[F^*: \mathcal{M}(\Omega^2)^N \to \mathbb{R}, \quad (\gamma_1, \ldots, \gamma_N) \mapsto \begin{cases} \sum_{i=1}^N \lambda_i \int_{\Omega^2} |x - y|^2 d\gamma_i(x, y) & \text{if } \gamma_i \geq 0 \\
+\infty & \text{else,} \end{cases} \]

\[A^*: \mathcal{M}(\Omega^2)^N \to \mathcal{M}(\Omega)^{2N}, \quad (\gamma_1, \ldots, \gamma_N) \mapsto (\pi_1^\sharp \gamma_1, \ldots, \pi_1^\sharp \gamma_N, \pi_2^\sharp \gamma_1, \ldots, \pi_2^\sharp \gamma_N) \]

and again by Fenchel–Rockafellar duality that

\[(2.10) = \inf \{G^*(-A(\gamma_1, \ldots, \gamma_N)) + F^*(\gamma_1, \ldots, \gamma_N) | \gamma_1, \ldots, \gamma_N \in \mathcal{M}(\Omega^2)\} = (2.3). \]

### 3 Reminder: Hellinger–Kantorovich distance

#### 3.1 Dynamic formulation

Possibly the most intuitive way to define the Hellinger–Kantorovich distance is via modifying the Benamou–Brenier formula for the Wasserstein metric by introducing a source term into the continuity equation and a corresponding penalty into the energy.

**Definition 3.1** (Dynamic Benamou–Brenier-type formulation [15, 5, 18]). For $\mu_1, \mu_2 \in \mathcal{M}_+(\Omega)$ the Hellinger–Kantorovich distance between them is given by

\[
HK(\mu_0, \mu_1)^2 := \inf \left\{ \int_{[0,1] \times \Omega} \left[ \left( \frac{d\omega}{d\rho} \right)^2 + \frac{1}{2} \left( \frac{d\zeta}{d\rho} \right)^2 \right] d\rho \left| (\rho, \omega, \zeta) \in CE(\mu_0, \mu_1) \right. \right\} 
\]

where $CE(\mu_0, \mu_1) \subset \mathcal{M}([0,1] \times \Omega)^{1 \times d \times 1}$ are distributional solutions of the continuity equation with source, satisfying $\omega, \zeta \ll \rho$, and interpolating between $\mu_0$ and $\mu_1$, i.e. they solve

\[
\partial_t \rho + \text{div } \omega = \zeta, \quad \rho(0) = \mu_0, \quad \rho(1) = \mu_1
\]

in a distributional sense.

For more details we refer to [15, 5, 18] where it was shown that HK is a geodesic distance on $\mathcal{M}_+(\Omega)$. The distance between two Dirac measures is of particular interest.

**Proposition 3.2** (HK-distance between Dirac measures [5, 18]).

\[
HK(\delta_{x_1} \cdot m_1, \delta_{x_2} \cdot m_2)^2 = m_1 + m_2 - 2\sqrt{m_1 m_2} \cos(|x_1 - x_2|)
\]

where $\cos(s) := \cos(\min\{s, \frac{\pi}{2}\})$.

This motivates search for equivalent Kantorovich-type formulations of HK. Several such formulations are given in [18, 7]. We review them in following subsections.
3.2 Kantorovich-type formulations

Motivated by Proposition 3.2 we introduce the following function.

**Definition 3.3 (HK cost function).**

\[
c(x_1, m_1, x_2, m_2) := \begin{cases} m_1 + m_2 - 2\sqrt{m_1 m_2} \cos(|x_1 - x_2|) & \text{if } m_1, m_2 \geq 0, \\
+\infty & \text{else.}
\end{cases}
\]  

(3.4)

The extension to negative masses by \(+\infty\) allows us to look at the Fenchel–Legendre conjugate of \(c\) with respect to the mass arguments \(m_1, m_2\) (for fixed positions \(x_1, x_2\)), which will naturally appear in a dual problem. We now very briefly introduce a formulation of HK that was discovered in [18] where more details can be found (with slightly different conventions).

**Definition 3.4 (Cone over \(\Omega\)).** In the following, let

\[
C := \Omega \times \mathbb{R}_+
\]  

(3.5)

where we recall our notation \(\mathbb{R}_+ := [0, \infty)\). If one identifies all points \(\Omega \times \{0\}\) in \(C\) then \(C^2 \ni ((x_1, m_1), (x_2, m_2)) \mapsto \sqrt{c(x_1, m_1, x_2, m_2)}\) is a metric on \(C\). With this identification \(C\) becomes a cone over \(\Omega\). For our purposes the identification is not required and thus we dispense with it.

Further, we introduce the sets

\[
\mathcal{M}_1(C) := \left\{ \gamma \in \mathcal{M}(C) \left| \int_C m \, d|\gamma|(x, m) < +\infty \right. \right\},
\]

\[
\mathcal{M}_1(C^N) := \left\{ \gamma \in \mathcal{M}(C^N) \left| \int_{C^N} \left( \sum_{i=1}^N m_i \right) \, d|\gamma|(x_1, m_1, \ldots, x_N, m_N) < +\infty \right. \right\},
\]

of measures with bounded moment along the \(\mathbb{R}_+\)-axis of \(C\) and the equivalent on \(C^N\). By \(\mathcal{M}_{1,+}(C)\) and \(\mathcal{M}_{1,+}(C^N)\) we denote the sets of non-negative measures in \(\mathcal{M}_1(C)\) and \(\mathcal{M}_1(C^N)\). Finally, let

\[
p : C \to \Omega, \quad (x, m) \mapsto x, \quad \mathbf{P} : \mathcal{M}_1(C) \to \mathcal{M}(\Omega), \quad \mu \mapsto p_1(m \cdot \mu).
\]  

(3.6)

We can interpret a Dirac measure \(\delta_{(x,m)} \in \mathcal{M}_+(C)\) for \((x, m) \in C\) as representing a Dirac mass at \(x \in \Omega\) with mass \(m \in \mathbb{R}_+\). The projection of \(\delta_{(x,m)}\) to a measure on \(\Omega\) is obtained by the operator \(\mathbf{P}\). One has \(\mathbf{P}\delta_{(x,m)} = m \cdot \delta_x\). More generally, the representation of \(m \cdot \delta_x\) by \(\delta_{(x,m)}\) is not unique. Let \(\rho \in \mathcal{M}_+(\mathbb{R}_+)\) with \(\int_{\mathbb{R}_+} \tilde{m} \, d\rho(\tilde{m}) = m\). Then \(\mathbf{P}(\delta_x \otimes \rho) = m \cdot \delta_x\) since

\[
\int_{\Omega} \phi \, d\mathbf{P}(\delta_x \otimes \rho) = \int_{\Omega \times \mathbb{R}_+} \phi(\tilde{x}) \cdot \tilde{m} \, d\delta_x(\tilde{x}) \, d\rho(\tilde{m}) = m \cdot \phi(x).
\]

It is easy to see that any measure \(\mu \in \mathcal{M}_+(\Omega)\) can be represented (in a non-unique way) by a measure on \(\mathcal{M}_1(C)\) and it was realized in [18] that HK(\(\mu_1, \mu_2\)) can be formulated as transport problem on \(C\) between pairs of measures \(\sigma_1, \sigma_2 \in \mathcal{M}_1(C)\) with \(\mathbf{P}\sigma_i = \mu_i\) with respect to the cost function \(c\).

**Proposition 3.5 (Cone lifting formulation [18]).** For \(\mu_1, \mu_2 \in \mathcal{M}_+(\Omega)\) one has

\[
HK(\mu_1, \mu_2)^2 = \inf \left\{ \int_{C^2} c(x, r, y, s) \, d\gamma((x, r), (y, s)) \left| \gamma \in \mathcal{M}_{1,+}(C^2), \mathbf{P}\pi_2 \gamma = \mu_2 \right. \right\}.
\]  

(3.7)

Minimizers exist.
Since this is a formulation of HK in terms of a transport plan $\gamma$ (albeit on $C^2$, and with somewhat generalized marginal constraints) we refer to this as a Kantorovich-type formulation in analogy to Definition 2.1.

An alternative Kantorovich-type formulation was given in [7] in terms of two transport plans $\gamma_1, \gamma_2$ (and an auxiliary measure $\gamma$).

**Proposition 3.6 (Semi-coupling formulation [7]).**

$$HK(\mu_1, \mu_2)^2 = \inf \left\{ \int_{\Omega^2} c(x_1, \frac{d\gamma_1}{d\gamma}, x_2, \frac{d\gamma_2}{d\gamma}) d\gamma(x_1, x_2) \bigg| \gamma, \gamma_1, \gamma_2 \in \mathcal{M}_+(\Omega^2), \pi_i\gamma_i = \mu_i, \gamma_i \ll \gamma \right\}$$

(3.8)

Minimizers exist.

Note that the value of the objective in (3.8) does not depend on the choice of $\gamma$, as long as $\gamma_i \ll \gamma$, due to the joint positive 1-homogeneity of $c$ in the mass arguments. While the objective is now non-linear in the transport plans it has the technical advantage of involving only measures on compact spaces which somewhat simplifies our duality arguments. In general, throughout the article we find it convenient to have multiple formulations of HK available as it allows to pick the one most suitable for any given proof.

It is intriguing that HK can also be rewritten as an optimization problem over a single transport plan on $\mathcal{M}_+(\Omega^2)$ with a particular linear transport cost (linear as opposed to the more general non-linear cost used in (3.8)) where the strict marginal constraints $\pi_i\gamma = \mu_i$ are replaced by ‘soft-marginal’ constraints, that penalize the deviation between $\pi_i\gamma$ and $\mu_i$ with the Kullback–Leibler divergence.

**Proposition 3.7 (Soft-marginal formulation [18]).**

$$HK(\mu_1, \mu_2)^2 = \inf \left\{ \int_{\Omega^2} c_{HK,KL} d\gamma + \sum_{i=1}^N KL(\pi_i\gamma | \mu_i) \bigg| \gamma \in \mathcal{M}_+(\Omega^2) \right\}$$

(3.9)

where

$$c_{HK,KL}(x_1, x_2) = \begin{cases} -2 \log(\cos(|x_1 - x_2|)) & \text{if } |x_1 - x_2| < \frac{\pi}{2}, \\ +\infty & \text{else.} \end{cases}$$

(3.12)

Minimizers of (3.9) exist.

**Corollary 3.8.** $HK(\mu_1, \mu_2)^2 \geq (\sqrt{\|\mu_1\|} - \sqrt{\|\mu_2\|})^2$.

**Proof.** This follows from (3.9) by using $c_{HK,KL} \geq 0$ and $KL(\pi_i\gamma | \mu_i) \geq \varphi(\|\gamma\|/\|\mu_i\|) \cdot \|\mu_i\|$.

Finally, we complete our collection of formulations with a corresponding dual.

**Proposition 3.9 (Dual formulation).**

$$HK(\mu_1, \mu_2)^2 = \sup \left\{ \sum_{i=1}^N \int_{\Omega} \psi_i d\mu_i \bigg| \psi_1, \psi_2 \in C(\Omega), (\psi_1(x_1), \psi_2(x_2)) \in Q(x_1, x_2) \forall x_1, x_2 \in \Omega \right\}$$

(3.13)
where the closed convex set $Q(x_1, x_2)$ is characterized by $c^*(x_1, \cdot, x_2, \cdot) = \iota Q(x_1, x_2)$ and

$$Q(x_1, x_2) = \{(a, b) \in (-\infty, 1]^2 \mid (1-a) (1-b) \geq \cos(|x_1 - x_2|^2)\}.$$  \hfill (3.14)

Here $c^*(x_1, \cdot, x_2, \cdot)$ denotes the Fenchel–Legendre conjugate of $c$ w.r.t. the second and fourth arguments for fixed $x_1, x_2 \in \Omega$.

### 3.3 Some equivalence proofs

Equivalence of all formulations in Sections 3.1 and 3.2 has already been established in [18] and [7]. However, analogous to Section 2 we provide here some selected arguments in preparation for later proofs. To the best of our knowledge the construction given in Remark 3.10 is new and we will reuse it for Proposition 5.5. A sketch on how to prove the equivalence of (3.9) can be found in Section 7.

**Remark 3.10** (Equivalence between cone lifting and semi-coupling formulation).

**Part 1:** (3.8) $\geq$ (3.7). Let $\mu_1, \mu_2 \in \mathcal{M}_1(\Omega)$ be given. Let $\gamma, \gamma_1, \gamma_2$ be minimizers in (3.8). Then $\gamma_1, \gamma_2 \ll \gamma$ and we abbreviate $u_i := \frac{d\mu_i}{d\gamma}$. One has $u_1, u_2 \in L^1(\Omega^2, \gamma)$ and in particular they are measurable. Denote by $((\pi_1, u_1), (\pi_2, u_2))$ the map $\Omega^2 \rightarrow \mathbb{C}^2$ that assigns $(x_1, x_2) \mapsto ((x_1, u_1(x_1, x_2)), (x_2, u_2(x_1, x_2)))$. Set now $\hat{\gamma} := ((\pi_1, u_1), (\pi_2, u_2))_\sharp \gamma$. For $\phi \in C(\Omega)$ one has

$$\int_{\Omega^2} \phi \, d\pi_i \hat{\gamma} = \int_{\mathbb{C}^2} \phi(x) \, m_i \, d\hat{\gamma}((x, m_1), (x_2, m_2)) = \int_{\Omega^2} \phi(x) \, u_i(x_1, x_2) \, d\gamma(x_1, x_2)$$

$$= \int_{\Omega^2} \phi(x_1) \, d\gamma_1(x_1, x_2) + \int_{\Omega^2} \phi(x_2) \, d\gamma_2(x_1, x_2) = \int_{\Omega^2} \phi \, d\mu_i$$

and therefore $\pi_i \hat{\gamma} = \mu_i$ for $i = 1, 2$. Setting $\phi(x) = 1$ above we find that $\hat{\gamma} \in \mathcal{M}_1(\mathbb{C}^2)$ and since $\hat{\gamma}$ is the push-forward of a non-negative measure it is non-negative. Therefore, $\hat{\gamma}$ is feasible in (3.7) and we find

$$(3.7) \leq \int_{\Omega^2} c(x_1, m_1, x_2, m_2) \, d\gamma((x_1, m_1), (x_2, m_2))$$

$$= \int_{\Omega^2} c(x_1, u_1(x_1, x_2), x_2, u_2(x_1, x_2)) \, d\gamma(x_1, x_2) = (3.8).$$

**Part 2:** (3.8) $\leq$ (3.7). Let now $\hat{\gamma}$ be a minimizer of (3.7) and set $\gamma := (p, p)_\sharp \hat{\gamma}, \gamma_i := (p, p)_\sharp m_i \cdot \hat{\gamma}$ for $i = 1, 2$. Since $m_i \in L^1(\mathbb{C}^2, \hat{\gamma})$ by construction we have $\gamma_i \ll \gamma$. For $\phi \in C(\Omega)$ we find

$$\int_{\Omega^2} \phi(x_1) \, d\gamma_i(x_1, x_2) = \int_{\mathbb{C}^2} \phi(x_1) \, m_i \, d\hat{\gamma}((x_1, m_1), (x_2, m_2)) = \int_{\Omega} \phi \, d(P \pi_i \hat{\gamma}) = \int_{\Omega} \phi \, d\mu_i$$

and thus $(\gamma, \gamma_1, \gamma_2)$ are feasible for (3.8). Let $(\hat{\gamma}(x_1, x_2))_{(x_1, x_2) \in \Omega^2}$ be the disintegration of $\hat{\gamma}$ with respect to its $\Omega^2$-marginal $\gamma$, i.e. for $\phi \in L^1(\mathbb{C}^2, \hat{\gamma})$ one has

$$\int_{\mathbb{C}^2} \phi \, d\hat{\gamma} = \int_{\Omega^2} \left[ \int_{\mathbb{R}_+^2} \phi(x_1, m_1, x_2, m_2) \, d\hat{\gamma}(x_1, x_2)(m_1, m_2) \right] \, d\gamma(x_1, x_2).$$
Finally, we find
\[ \phi \; \text{for} \; \gamma \] and we conclude that analogy to Remark 2.2 we can reformulate (3.13) as can be applied since (3.8) only involves measures on compact spaces (as opposed to (3.7)). In Remark 3.11 (Duality) arguments.

where the second inequality is due to Jensen, (3.15) and the joint convexity of \( c \) by choosing \( A \) and continuous and

Note that \( F \) is finite

\[ \Omega \] one finds (once more invoking Lemma 1.1):

\[ \gamma \; \text{with} \; \phi_i(x_1, x_2) = \psi_i(x_i) \]

Finally, we find
\[
\begin{align*}
(3.8) & \leq \int_{\Omega^2} c(x_1, u_1(x_1, x_2), x_2, u_2(x_1, x_2)) \, d\gamma(x_1, x_2) \\
& \leq \int_{\Omega^2} \left[ \int_{\mathbb{R}_+^2} c(x_1, m_1, x_2, m_2) \, d\hat{\gamma}(x_1, x_2) \right] \, d\gamma(x_1, x_2) \\
& = \int_{\mathbb{R}^2} c(x_1, m_1, x_2, m_2) \, d\hat{\gamma}(x_1, m_1, (x_2, m_2)) = (3.7)
\end{align*}
\]

where the second inequality is due to Jensen, (3.15) and the joint convexity of \( c \) in the mass arguments.

**Remark 3.11 (Duality).** We now show duality between (3.8) and (3.13). Standard arguments can be applied since (3.8) only involves measures on compact spaces (as opposed to (3.7)). In analogy to Remark 2.2 we can reformulate (3.13) as

\[
(3.13) = \inf \{ G(\psi_1, \psi_2) + F(A(\psi_1, \psi_2)) | (\psi_1, \psi_2) \in C(\Omega^2) \}
\]

by choosing

\[
\begin{align*}
G : C(\Omega)^2 & \to \mathbb{R}, & (\psi_1, \psi_2) & \mapsto -\sum_{i=1}^2 \int_{\Omega} \psi_i \, d\mu_i, \\
F : C(\Omega^2)^2 & \to \mathbb{R} \cup \{\infty\}, & (\phi_1, \phi_2) & \mapsto \begin{cases} 
0 & \text{if } (\phi_1(x_1, x_2), \phi_2(x_1, x_2)) \in Q(x_1, x_2) \\
+\infty & \text{for all } x_1, x_2 \in \Omega,
\end{cases} \\
A : C(\Omega)^2 & \to C(\Omega^2)^2, & (\psi_1, \psi_2) & \mapsto (\phi_1, \phi_2) \text{ with } \phi_i(x_1, x_2) = \psi_i(x_i).
\end{align*}
\]

Note that \( F \) and \( G \) are convex, \( G \) is continuous, at \( A(x \mapsto -1, y \mapsto -1) \) the function \( F \) is finite and continuous and \( A \) is a bounded linear map. For the conjugates of \( F \) and \( G \) and the adjoint of \( A \) one finds (once more invoking Lemma 1.1):

\[
\begin{align*}
G^* : M(\Omega)^2 & \to \mathbb{R} \cup \{\infty\}, & (\rho_1, \rho_2) & \mapsto \sum_{i=1}^2 \ell_{\{\rho_i\}}(\rho_i), \\
F^* : M(\Omega^2)^2 & \to \mathbb{R} \cup \{\infty\}, & (\gamma_1, \gamma_2) & \mapsto \int_{\Omega^2} c(x_1, \frac{d\gamma_1}{d\gamma}, x_2, \frac{d\gamma_2}{d\gamma}) \, d\gamma(x_1, x_2), \\
A^* : M(\Omega^2)^2 & \to M(\Omega)^2, & (\gamma_1, \gamma_2) & \mapsto \left( \pi_{1\sharp} \gamma_1, \pi_{2\sharp} \gamma_2 \right),
\end{align*}
\]
where $\gamma \in \mathcal{M}_+(\Omega^2)$ in the expression of $F^*$ is some measure with $\gamma_i \ll \gamma$. Due to the joint positive 1-homogeneity of $c$ in the mass arguments the definition of $F^*$ does not depend on the choice of $\gamma$, as long as $\gamma_i \ll \gamma$. Then one finds

$$
(3.7) = \inf \left\{ G^*(-A^*(\gamma_1, \gamma_2)) + F^*(\gamma_1, \gamma_2) \middle| \gamma_1, \gamma_2 \in \mathcal{M}_+(\Omega^2) \right\}
$$

and thus equivalence of (3.7) and (3.13) by Fenchel–Rockafellar duality.

## 4 HK barycenter: coupled-two-marginal formulation

### 4.1 Definition, existence and uniqueness of HK barycenter

In analogy to Definition 2.3 in this section we introduce a ‘coupled-two-marginal’ formulation of the HK barycenter by minimizing a (weighted) sum of squared distances to the reference measures. This formulation is suitable for showing existence and uniqueness of the barycenter (under suitable assumptions), as well as for numerical approximation, see [6].

**Definition 4.1** (Coupled-two-marginal formulation of HK barycenter). For $\mu_1, \ldots, \mu_N \in \mathcal{M}_+(\Omega)$ set

$$
\text{HK}_{C2M}(\mu_1, \ldots, \mu_N)^2 := \inf \left\{ \sum_{i=1}^N \lambda_i \text{HK}(\mu_i, \nu)^2 \middle| \nu \in \mathcal{M}_+(\Omega) \right\}.
$$

Note that we can use all three definitions, (3.7, 3.8, 3.9) or the corresponding dual formulation (3.13) for $\text{HK}(\cdot, \cdot)^2$ in (4.1) and this flexibility is very convenient in proofs.

**Proposition 4.2** (Existence). For $\mu_1, \ldots, \mu_N \in \mathcal{M}_+(\Omega)$ minimizers $\nu$ in (4.1) exist. We call these minimizers HK-barycenters of the tuple $(\mu_1, \ldots, \mu_N)$ with weights $(\lambda_1, \ldots, \lambda_N)$.

**Proof.** Let $(\nu_k)_k$ be a minimizing sequence in (4.1). From the lower bound $\text{HK}(\mu, \nu)^2 \geq (\sqrt{\|\mu\|} - \sqrt{\|\nu\|})^2$ (Corollary 3.8) one concludes that the mass of $(\nu_k)_k$ must be uniformly bounded and thus that the sequence must have a weak* cluster point $\nu$.

As HK metrizes weak* convergence on $\mathcal{M}_+(\Omega)$ [18, Theorem 7.15] it is weak* lower-semi-continuous and thus so is the objective in (4.1). Therefore, $\nu$ must be a minimizer.

**Proposition 4.3** (Uniqueness). When at least one $\mu_i$ is Lebesgue-absolutely continuous, the HK-barycenter is unique.

**Proof.** W.l.o.g. assume $\mu_1 \ll \mathcal{L}$. Plugging the soft-marginal formulation of HK, (3.9), into (4.1) we find that

$$
\text{HK}_{C2M}(\mu_1, \ldots, \mu_N)^2 = \inf \left\{ \hat{E}(\nu, \gamma_1, \ldots, \gamma_N) \middle| \nu \in \mathcal{M}_+(\Omega), \gamma_1, \ldots, \gamma_N \in \mathcal{M}_+(\Omega^2) \right\}
$$

with

$$
\hat{E}(\nu, \gamma_1, \ldots, \gamma_N) := \sum_{i=1}^N \lambda_i \left[ \int_{\Omega^2} c_{\text{HK}, \text{KL}} \, d\gamma_i + \text{KL}(\pi_1^*\gamma_i | \mu_i) + \text{KL}(\pi_2^*\gamma_i | \nu) \right]
$$
Existence of minimizers for $\hat{E}$ follows from combining Propositions 3.7 and 4.2. Let $(\hat{\nu}^1, \hat{\gamma}^1, \ldots, \hat{\gamma}^N)$ and $(\hat{\nu}^2, \hat{\gamma}^1, \ldots, \hat{\gamma}^N)$ be two minimizers of $\hat{E}$ (in particular $\hat{\nu}^1$ and $\hat{\nu}^2$ are two HK-barycenters). Set now
\[
(\hat{\nu}^3, \hat{\gamma}^1, \ldots, \hat{\gamma}^N) := \frac{1}{2} \sum_{j=1}^{2} (\hat{\nu}^j, \hat{\gamma}^j, \ldots, \hat{\gamma}^N).
\]
Since KL is jointly convex in its two arguments, $\hat{E}$ is jointly convex in all its arguments. Therefore, $(\hat{\nu}^3, \hat{\gamma}^1, \ldots, \hat{\gamma}^N)$ must also minimize $\hat{E}$.

Note that $\hat{\gamma}^1$ must be a minimizer for HK($\mu_1, \hat{\nu}^1$)$^2$ in the formulation (3.9) for $j \in \{1, 2, 3\}$. Therefore, since $\mu_1 \ll \mathcal{L}$ by assumption, from [18, Theorem 6.6] it follows that $\hat{\gamma}^1$ is concentrated on the graph of a map $\hat{t}^j : \Omega \to \Omega$ and can thus be written as $\hat{\gamma}^1_j = (\mathrm{id}, \hat{t}^j)_{\pi} \hat{\gamma}^j$ for some $\hat{\gamma}^j \in \mathcal{M}_+(\Omega)$ and $(\mathrm{id}, t^j)$ takes $x \mapsto (x, t^j(x))$ for $j \in \{1, 2, 3\}$.

Since we have $\hat{\gamma}^3 = \frac{1}{2}(\hat{\gamma}^1 + \hat{\gamma}^2)$ we find that there must be a single map $t : \Omega \to \Omega$ such that $\hat{\gamma}^j = (\mathrm{id}, t)_{\pi} \hat{\gamma}^j$ for $j \in \{1, 2, 3\}$ with $\hat{\gamma}^3 = \frac{1}{2}(\hat{\gamma}^1 + \hat{\gamma}^2)$. Let now
\[
\hat{E} : \mathcal{M}_+(\Omega)^2 \times \mathcal{M}_+(\Omega)^N \to \mathbb{R} \cup \{\infty\}, \quad (\nu, \hat{\gamma}, \gamma_2, \ldots, \gamma_N) \mapsto \hat{E}(\nu, (\mathrm{id}, t)_{\pi} \hat{\gamma}, \gamma_2, \ldots, \gamma_N).
\]
We see directly that
\[
\hat{E}(\hat{\nu}^j, \hat{\gamma}^j, \hat{\gamma}^2, \ldots, \hat{\gamma}^N) = \hat{E}(\hat{\nu}^j, \hat{\gamma}^1, \hat{\gamma}^2, \ldots, \hat{\gamma}^N) \quad \text{for} \quad j \in \{1, 2, 3\}.
\]
More explicitly one finds that
\[
\hat{E}(\nu, \hat{\gamma}, \gamma_2, \ldots, \gamma_N) = \lambda_1 \left[ \int_{\Omega} \text{CHK,KL}(x, t(x)) \, d\gamma(x) + \text{KL}(\hat{\gamma} | \mu_1) + \text{KL}(t_{\pi} \hat{\gamma} | \nu) \right] + \sum_{i=2}^{N} \lambda_i \left[ \int_{\Omega} \text{CHK,KL}(x, t(x)) \, d\gamma_i + \text{KL}(\pi_{1\gamma_i} | \mu_i) + \text{KL}(\pi_{2\gamma_i} | \nu) \right].
\]
From convexity of $\hat{E}$, strict convexity of $\hat{\gamma} \mapsto \text{KL}(\hat{\gamma} | \mu_1)$ and from equality of $\hat{E}(\hat{\nu}^j, \hat{\gamma}^j, \hat{\gamma}^2, \ldots, \hat{\gamma}^N)$ for $j \in \{1, 2, 3\}$ we find that all $\hat{\gamma}_j$ must be equal. Since $\nu \mapsto \text{KL}(t_{\pi} \hat{\gamma} | \nu)$ is strictly convex, again equality of $\hat{E}$ for all three candidates then implies that all $\hat{\nu}^j$ must agree and that thus the barycenter is unique.

**Remark 4.4.** The same proof strategy also applies to the standard Wasserstein barycenter, and provides an alternative to the proof of uniqueness given in [1]. In that case the equivalent of $\hat{E}$ is given by
\[
\hat{E}(\nu, \gamma_1, \ldots, \gamma_N) := \sum_{i=1}^{N} \lambda_i \left[ \int_{\Omega} (x - y)^2 \, d\gamma_i(x, y) + \iota_{\{\nu, \mu_i\}}(\pi_{1\gamma_i}) + \iota_{\{\nu\}}(\pi_{2\gamma_i}) \right].
\]
By existence of a transport map one then obtains, as above, that any two optimal $\gamma_1$ are concentrated on the graph of the same map, $\hat{\gamma}_1 = (\mathrm{id}, t)_{\pi} \hat{\gamma}_1$. The term $\iota_{\{\mu_i\}}(\hat{\gamma}_1)$ that then appears in the equivalent of $\hat{E}$ then ensures that the optimal $\hat{\gamma}$ is unique and the term $\iota_{\{\nu\}}(t_{\pi} \hat{\gamma}_1)$ then ensures uniqueness of $\nu$. 
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4.2 Dual formulation

Once more, a dual formulation can be given. It will be particularly useful in establishing the equivalence between the coupled-two-marginal and multi-marginal formulations of the HK barycenter.

Proposition 4.5.

\[ \text{HK}_{C2M}(\mu_1, \ldots, \mu_N)^2 = \sup \left\{ \sum_{i=1}^N \int_{\Omega} \psi_i \, d\mu_i \mid \psi_i, \phi_i \in C(\Omega), \left( \frac{\psi_i(x)}{\lambda_i}, \frac{\phi_i(y)}{\lambda_i} \right) \in Q(x, y) \right\} \]  
\[ \forall i = 1, \ldots, N, x, y \in \Omega, \sum_{i=1}^N \phi_i \geq 0 \]  
(4.2)

Proof. The proof quickly follows from combining the ideas of Proposition 2.7 and Remark 3.11. We merely give the functions \( F \) and \( G \) and the operator \( A \). The rest follows as before. \( G : C(\Omega)^{2N} \to \mathbb{R} \cup \{\infty\} \) is chosen as in Proposition 2.7. For \( F \) and \( A \) we pick:

\[ F : C(\Omega)^{2N} \to \mathbb{R} \cup \{\infty\}, \quad (\xi_1, \ldots, \xi_N, \zeta_1, \ldots, \zeta_N) \mapsto \begin{cases} 0 & \text{if } \frac{\xi_i(x_1, x_2)}{\lambda_i}, \frac{\zeta_i(x_1, x_2)}{\lambda_i} \in Q(x_1, x_2) \text{ for all } i \in \{1, \ldots, N\}, x_1, x_2 \in \Omega, \\ +\infty & \text{else}, \end{cases} \]

\[ A : C(\Omega)^{2N} \to C(\Omega)^{2N}, \quad (\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N) \mapsto (\xi_1, \ldots, \xi_N, \zeta_1, \ldots, \zeta_N) \]

with \( \xi_i(x_1, x_2) = \psi_i(x_1), \quad \zeta_i(x_1, x_2) = \phi_i(x_2) \).

This yields

\[ (4.2) = -\inf \{ G(\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N) + F(A(\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N)) \mid \psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N \in C(\Omega) \}. \]

Conjugation of \( F \) and \( G \) and determining the adjoint of \( A \) follows analogously to Proposition 2.7 and Remark 3.11 and yields, via Fenchel–Rockafellar duality and (3.8), equivalence with (4.1). \( \square \)

5 HK barycenter: multi-marginal formulation

In this section we introduce a multi-marginal formulation of the HK barycenter problem. We study the corresponding multi-marginal cost function and show equivalence to the coupled-two-marginal formulation.

5.1 Cone lifting and semi-coupling multi-marginal formulation

We now define the analogon for the HK barycenter to the multi-marginal cost function for the Wasserstein barycenter, (2.4).

Definition 5.1 (Multi-marginal cost function). For \((x_1, \ldots, x_N) \in \Omega^N, \ (m_1, \ldots, m_N) \in \mathbb{R}^N \) set

\[ c_{MM}(x_1, m_1, \ldots, x_N, m_N) := \inf_{y \in \Omega, s \geq 0} \sum_{i=1}^N \lambda_i c(x_i, m_i, y, s). \]  
(5.1)

As soon as some \( m_i < 0 \) one finds \( c_{MM}(x_1, m_1, \ldots, x_N, m_N) = \infty. \)
Unlike in the Wasserstein case (2.4), a minimizer $y$ can in general not be given explicitly (see Section 5.4 for an exceptional special case). Further, due to the minimization over $y \in \Omega$, $c_{MM}$ is in general not a convex function in the $m_1, \ldots, m_N$ for fixed $x_1, \ldots, x_N$. It turns out that this non-convexity and the corresponding convex hull of the function play a crucial role in understanding the HK barycenter and this becomes particular explicit in the study of barycenters between Dirac measures, see Section 6. Therefore, we now extend the above definition.

**Definition 5.2.** We introduce the convex conjugate of $c_{MM}$ with respect to the mass arguments:

$$c^\star_{MM}(x_1, \psi_1, \ldots, x_N, \psi_N) := \sup \left\{ \sum_{i=1}^N \psi_i \cdot m_i - c_{MM}(x_1, m_1, \ldots, x_N, m_N) \mid m_1, \ldots, m_N \in \mathbb{R} \right\}$$

(5.2)

Due to positive 1-homogeneity of $c_{MM}$ in the mass arguments (which is inherited from the positive 1-homogeneity of $c$ in the mass arguments) one has that $c^\star_{MM}(x_1, \ldots, x_N, \cdot)$ can be written as the indicator function of a closed convex set which we denote by $Q_{MM}(x_1, \ldots, x_N)$:

$$c^\star_{MM}(x_1, \psi_1, \ldots, x_N, \psi_N) = \iota_{Q_{MM}(x_1, \ldots, x_N)}(\psi_1, \ldots, \psi_N)$$

(5.3)

A more explicit form of $Q_{MM}$ will be given in Proposition 5.8. The convex hull of $c_{MM}$ with respect to the mass arguments is given by

$$c^\star\star_{MM}(x_1, m_1, \ldots, x_N, m_N) := \sup \left\{ \sum_{i=1}^N \psi_i \cdot m_i \mid (\psi_1, \ldots, \psi_N) \in Q_{MM}(x_1, \ldots, x_N) \right\}.$$  \hspace{1cm} (5.4)

And finally we introduce the set where $c_{MM}$ and its convex hull coincide (and a variant with at least one $m_i > 0$),

$$S_0 := \left\{ ((x_1, m_1), \ldots, (x_N, m_N)) \in \mathbb{C}^N \mid c_{MM}(x_1, m_1, \ldots, x_N, m_N) = c^\star\star_{MM}(x_1, m_1, \ldots, x_N, m_N) \right\},$$

$$S := \left\{ ((x_1, m_1), \ldots, (x_N, m_N)) \in S_0 \mid (m_1, \ldots, m_N) \neq 0 \right\}.$$  \hspace{1cm} (5.5)

**Remark 5.3.** For brevity we will often write $\vec{x} = (x_1, \ldots, x_N)$, $\vec{m} = (m_1, \ldots, m_N)$, $\vec{\psi} = (\psi_1, \ldots, \psi_N)$ and use the notations

$$c_{MM}(\vec{x}, \vec{m}) := c_{MM}(x_1, m_1, \ldots, x_N, m_N),$$

$$c^\star_{MM}(\vec{x}, \vec{\psi}) := c^\star_{MM}(x_1, \psi_1, \ldots, x_N, \psi_N),$$

$$c^\star\star_{MM}(\vec{x}, \vec{m}) := c^\star\star_{MM}(x_1, m_1, \ldots, x_N, m_N),$$

$$Q_{MM}(\vec{x}) := Q_{MM}(x_1, \ldots, x_N),$$

and similar notations for related objects.

Based on these definitions we can now introduce a multi-marginal HK barycenter problem by combining the ideas from Definition 2.5 and Proposition 3.5: a multi-marginal transport problem on the cone $\mathbb{C}$ with suitable ‘projection marginal constraints’ and the cost function $c^\star\star_{MM}$.

**Definition 5.4 (Multi-marginal barycenter formulation).**

$$HK_{MM}(\mu_1, \ldots, \mu_N)^2 := \inf \left\{ \int_{\mathbb{C}^N} c^\star\star_{MM}(x_1, m_1, \ldots, x_N, m_N) \, d\gamma((x_1, m_1), \ldots, (x_N, m_N)) \right\}$$

$$\gamma \in \mathcal{M}_{1,+}(\mathbb{C}^N), \ P_i \gamma = \mu_i \text{ for } i \in \{1, \ldots, N\}$$  \hspace{1cm} (5.6)
In analogy to (3.8) we also introduce a semi-coupling multi-marginal formulation of the HK barycenter. As before, it is defined in terms of measures over compact spaces.

**Proposition 5.5** (Semi-coupling multi-marginal barycenter formulation).

\[
\text{HK}_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 = \inf \left\{ \int_{\Omega^N} c_{\text{MM}}^*(x_1, \frac{\partial y_1}{\partial \gamma}, \ldots, x_N, \frac{\partial y_N}{\partial \gamma}) \, d\gamma(x_1, \ldots, x_N) \right. \\
\left. \gamma, \gamma_1, \ldots, \gamma_N \in \mathcal{M}_+(\Omega^N), \pi_d \gamma_i = \mu_i, \gamma \ll \gamma \text{ for } i \in \{1, \ldots, N\} \right\}
\]

(5.7)

*Proof.* The proof works in complete analogy to Remark 3.10.

\[ \square \]

### 5.2 Some properties of $c_{\text{MM}}$ and $Q_{\text{MM}}$

Before we are able to make more detailed statements about the multi-marginal formulation of HK and its relation to the coupled-two-marginal formulation we need to have a closer look at $c_{\text{MM}}$ and $Q_{\text{MM}}$. We start with some fundamental observations about $c_{\text{MM}}$.

**Lemma 5.6.**

(i) For given $(x_1, m_1), \ldots, (x_N, m_N) \in C$ minimizers $(y, s) \in C$ in the definition of $c_{\text{MM}}$, (5.1), exist.

(ii) $c_{\text{MM}}$ is continuous on $C^N$. For $\bar{m} \notin \mathbb{R}^N_+$ one has $c_{\text{MM}} = \infty$, thus, $c_{\text{MM}}$ is lower-semicontinuous on $C^N$.

(iii) The minimization in (5.1) can be restricted to $(y, s) \in H \times \mathbb{R}_+$ where $H$ denotes the convex hull of the points $x_1, \ldots, x_N$ in $\Omega$.

*Proof.* (i): Let $(y^{(\ell)}, s^{(\ell)})_{\ell}$ be a minimizing sequence in $C$. Since $c(x_i, m_i, y^{(\ell)}, s^{(\ell)}) \geq (\sqrt{m_i} - \sqrt{s^{(\ell)}})^2$, $(s^{(\ell)})_{\ell}$ must be bounded and therefore, by compactness of $\Omega$, $(y^{(\ell)}, s^{(\ell)})_{\ell}$ must have a cluster point. By continuity of $c$ any cluster point must be a minimizer.

(ii): $c_{\text{MM}}$ is upper-semicontinuous as it is the infimum over a family of continuous functions. Let $(\bar{x}^{(\ell)}, \bar{m}^{(\ell)})_{\ell}$ be a sequence in $C^N$ that converges to $(\bar{x}, \bar{m}) \in C^N$ and let $(y^{(\ell)}, s^{(\ell)})_{\ell}$ be a corresponding sequence of minimizers. Since $(\bar{m}^{(\ell)})_{\ell}$ is bounded $(s^{(\ell)})_{\ell}$ must be bounded (arguing as above) and thus by compactness of $\Omega$, $(y^{(\ell)}, s^{(\ell)})_{\ell}$ must have some cluster point $(y, s)$. Up to selection of a suitable subsequence one then has by continuity of $c$,

\[
c_{\text{MM}}(\bar{x}^{(\ell)}, \bar{m}^{(\ell)}) = \sum_{i=1}^{N} \lambda_i c(x_i^{(\ell)}, m_i^{(\ell)}, y^{(\ell)}, s^{(\ell)}) \xrightarrow{\ell \to \infty} \sum_{i=1}^{N} \lambda_i c(x_i, m_i, y, s) \geq c_{\text{MM}}(\bar{x}, \bar{m})
\]

and thus $c_{\text{MM}}$ is continuous on $C^N$.

(iii): Assume $y$ is a minimizer with $y \notin H$ and let $y'$ be the projection of $y$ onto $H$ (which exists, since $H$ is a closed, convex, non-empty set). Then $|x_i - y'| < |x_i - y|$ for all $i \in \{1, \ldots, N\}$ and thus, by monotonicity of $\text{Cos}(\cdot)$ the objective for $y'$ is potentially better.

As discussed below the introduction of $c_{\text{MM}}$, Definition 5.1, a minimizer $y$ can in general not be given explicitly and it causes issues with the convexity of $c_{\text{MM}}$ in the mass arguments. Therefore, often it is useful to not minimize over $y$ but only over $s$, for instance, when the minimizer $y$ is assumed to be known.
Lemma 5.7. For $\bar{x} \in \Omega^N$, $\bar{m} \in \mathbb{R}^N$ and $y \in \Omega$ let

$$c_{MM}(\bar{x}, \bar{m}, y) := \inf_{s \in \mathbb{R}_+} \sum_{i=1}^N \lambda_i c(x_i, m_i, y, s) = \sum_{i=1}^N \lambda_i m_i - \left( \sum_{i=1}^N \lambda_i \sqrt{m_i} \cos(|x_i - y|) \right)^2 \quad (5.8)$$

with the second equality holding for $\bar{m} \in \mathbb{R}^N_+$. For all $\bar{x} \in \Omega^N$, $y \in \Omega$, the function $\mathbb{R}^N \ni \bar{m} \mapsto c_{MM}(\bar{x}, \bar{m}, y)$ is convex and lower-semicontinuous. There is a family $(\bar{x}, z) \mapsto Q_{MM}(\bar{x}, z) \subset \mathbb{R}^N$ of closed, convex sets such that for $\bar{y} \in \mathbb{R}^N$

$$c_{MM}(\bar{x}, \bar{m}, y) = c^*_{MM}(\bar{x}, \bar{m}, y), \quad c^*(\bar{x}, \bar{y}, y) = \iota_{Q_{MM}(\bar{x}, y)}(\bar{y}), \quad \quad (5.9)$$

where $c^*_{MM}(\bar{x}, \cdot, y)$ is the conjugate of $c_{MM}(\bar{x}, \cdot, y)$ with respect to the mass arguments. More explicitly, one finds

$$Q_{MM}(\bar{x}, y) = \left\{ \bar{y} \in \mathbb{R}^N \mid \psi_i \leq \lambda_i \text{ for } i \in \{1, \ldots, N\}, \sum_{i=1}^N \frac{\lambda_i \cos(|x_i - y|)^2}{1 - \psi_i/\lambda_i} \leq 1 \} \quad (5.10)$$

where for $\psi_i = \lambda_i$ we adopt the convention

$$\frac{\lambda_i \cos(|x_i - y|)^2}{1 - \psi_i/\lambda_i} = \begin{cases} 0 & \text{if } \cos(|x_i - y|) = 0, \\ +\infty & \text{else.} \end{cases} \quad (5.11)$$

Further, one has

$$c_{MM}(\bar{x}, \bar{m}) = \inf_{y \in \Omega} c_{MM}(\bar{x}, \bar{m}, y), \quad Q_{MM}(\bar{x}) = \bigcap_{y \in \Omega} Q_{MM}(\bar{x}, y). \quad (5.12)$$

Proof. The explicit form of $c_{MM}(\bar{x}, \bar{m}, y)$ in (5.8) follows from direct maximization over $s \in \mathbb{R}_+$. For $\bar{m} \notin \mathbb{R}^N_+$, $c_{MM}(\bar{x}, \bar{m}, y) = \infty$. For $\bar{m} \in \mathbb{R}^N_+$, from the explicit form we deduce immediately that $\bar{m} \mapsto c_{MM}(\bar{x}, \bar{m}, y)$ is continuous, convex and positively 1-homogeneous. Thus, on $\mathbb{R}^N$ the function is lower-semicontinuous, convex and positively 1-homogeneous. So it is the conjugate of the indicator function of a closed, convex set and it coincides with its biconjugate. So it satisfies relations (5.9) for some closed, convex $Q_{MM}(\bar{x}, y)$.

The explicit form of $Q_{MM}(\bar{x}, y)$ can be obtained by direct computations: Let $\bar{y} \in \mathbb{R}^N$. Then

$$\iota_{Q_{MM}(\bar{x}, y)}(\bar{y}) = \sup_{\bar{m} \in \mathbb{R}^N} \sum_{i=1}^N \psi_i \cdot m_i - \inf_{s \in \mathbb{R}_+} \sum_{i=1}^N \lambda_i c(x_i, m_i, y, s) = \sup_{m_1, \ldots, m_N, s \in \mathbb{R}_+} \sum_{i=1}^N [\psi_i \cdot m_i - \lambda_i m_i - \lambda_i s + 2\lambda_i \sqrt{m_i} \cdot s \cos(|x_i - y|)] \quad (5.13)$$

If $\psi_i > \lambda_i$ for some $i \in \{1, \ldots, N\}$, we find by sending $m_i \to \infty$ that $\iota_{Q_{MM}(\bar{x}, y)}(\bar{y}) = \infty$. If $\psi_i = \lambda_i$ and $\cos(|x_i - y|) > 0$, by fixing some $s > 0$ and sending $m_i \to \infty$ one also has $\iota_{Q_{MM}(\bar{x}, y)}(\bar{y}) = \infty$. For $\psi_i \leq \lambda_i$ and $\cos(|x_i - y|) = 0$ the objective does not depend on $m_i$. Assume now that $\psi_i \leq \lambda_i$ and that $[\psi_i = \lambda_i] \Rightarrow [\cos(|x_i - y|) = 0]$. Set $I(y) = \{i \in \{1, \ldots, N\} \mid \cos(|x_i - y|) > 0\}$. Then, in (5.13), for $i \in I(y)$ one can explicitly maximize over $m_i$ (for $s$ fixed) and obtains

$$\iota_{Q_{MM}(\bar{x}, y)}(\bar{y}) = \sup_{s \in \mathbb{R}_+} \left[ \sum_{i \in I(y)} \lambda_i s \cos(|x_i - y|)^2 \right] - s.$$
Taking now the supremum over $s \in \mathbb{R}_+$ and adopting the convention (5.11) one arrives at (5.10).

The first equation of (5.12) follows directly from the definitions of $c_{\text{MM}}^{**}(\vec{x}, \cdot)$ and $c_{\text{MM}}^{**}(\vec{x}, \cdot, y)$. The second equality follows from

$$
\iota_{Q_{\text{MM}}}(\vec{\psi}) = \sup_{\vec{m} \in \mathbb{R}^N} \sum_{i=1}^{N} \psi_i \cdot m_i - c_{\text{MM}}(\vec{x}, \vec{m})
= \sup_{\vec{m} \in \mathbb{R}^N, y \in \Omega} \sum_{i=1}^{N} \psi_i \cdot m_i - c_{\text{MM}}(\vec{x}, \vec{m}, y) = \sup_{y \in \Omega} \iota_{Q_{\text{MM}}(\vec{x}, y)}(\vec{\psi}).
$$

Based on (5.12) we can now give a somewhat explicit expression for the set $Q_{\text{MM}}(\vec{x})$.

**Proposition 5.8.** For $\vec{x} \in \Omega^N$ one has

$$
Q_{\text{MM}}(\vec{x}) = \left\{ \vec{\psi} \in \mathbb{R}^N \mid \psi_i \leq \lambda_i - \lambda_i^2 \text{ for } i \in \{1, \ldots, N\}, \sum_{i=1}^{N} \frac{\lambda_i \cos(|x_i - y|)^2}{1 - \psi_i/\lambda_i} \leq 1 \forall y \in \Omega \right\}.
$$

(5.14)

It suffices to enforce the constraint in (5.14) for all $y$ in the convex hull of the points $x_1, \ldots, x_N$.

**Proof.** Combining (5.10) and (5.12) one finds

$$
Q_{\text{MM}}(\vec{x}) = \left\{ \vec{\psi} \in \mathbb{R}^N \mid \psi_i \leq \lambda_i \text{ for } i \in \{1, \ldots, N\}, \sum_{i=1}^{N} \frac{\lambda_i \cos(|x_i - y|)^2}{1 - \psi_i/\lambda_i} \leq 1 \forall y \in \Omega \right\}
$$

where we still need to keep in mind convention (5.11). By considering the constraint for $y = x_i$, we find that $\psi_i \leq \lambda_i - \lambda_i^2$ and can thus restrict $\psi_i$ to $(-\infty, \lambda_i - \lambda_i^2]$ and dispense with convention (5.11).

For the convex hull we argue as in Lemma 5.6 (iii). If $y$ does not lie in the convex hull, let $y'$ be the corresponding projection. Then $|x_i - y| > |x_i - y'|$, and thus by the monotonicity of $\cos(\cdot)$ the constraint for $y'$ is stricter than the one for $y$ and the latter is redundant.

The duality between $c_{\text{MM}}^{**}$ and $Q_{\text{MM}}$ will, in the following, become a very useful tool and the next Lemma will play a central role.

**Lemma 5.9.** For $\vec{x} \in \Omega^N$ the function $c_{\text{MM}}^{**}(\vec{x}, \cdot)$ is differentiable on $\mathbb{R}^N_+$, i.e. for every $\vec{m} \in \mathbb{R}^N_+$ there exists a unique $\vec{\psi} \in \mathbb{R}^N$ such that $\vec{m}$ and $\vec{\psi}$ satisfy the three following equivalent conditions:

$$
[\vec{\psi} \in \partial c_{\text{MM}}^{**}(\vec{x}, \vec{m})] \Leftrightarrow [\vec{m} \in \partial Q_{\text{MM}}(\vec{x})] \Leftrightarrow \left[ \sum_{i=1}^{N} \psi_i \cdot m_i = c_{\text{MM}}^{**}(\vec{x}, \vec{m}) \land \vec{\psi} \in Q_{\text{MM}}(\vec{x}) \right]
$$

(5.15)

where $\partial c_{\text{MM}}^{**}$ denotes the subdifferential of $c_{\text{MM}}^{**}$ with respect to the mass arguments (for fixed $\vec{x}$).

**Proof.** Since $c_{\text{MM}}^{**}$ is by construction proper, convex and lower-semicontinuous in the mass arguments, equivalence of the three conditions (5.15) is a well-known result from convex analysis.

As $c$ is finite for all non-negative masses and bounded from below, $c_{\text{MM}}$ and $c_{\text{MM}}^{**}$ are finite for all non-negative masses. By construction, $c_{\text{MM}}^{**}$ is convex in its mass arguments and thus continuous in its mass arguments for strictly positive masses $\vec{m} \in \mathbb{R}^N_+$. Therefore, $\partial c_{\text{MM}}^{**}(\vec{x}, \vec{m}) \neq \emptyset$ and some $\vec{\psi} = (\psi_1, \ldots, \psi_N) \in \partial c_{\text{MM}}^{**}(\vec{x}, \vec{m})$ exists, which therefore satisfies (5.15).
For uniqueness, assume \( \tilde{\phi} = (\phi_1, \ldots, \phi_N) \in \partial c_{\text{MM}}^\ast(x, \tilde{m}) \) and thus also satisfies

\[
\tilde{\phi} \in Q_{\text{MM}}(x), \quad \sum_{i=1}^N \phi_i \cdot m_i = c_{\text{MM}}^\ast(x, \tilde{m}).
\]

Let now \( \tilde{\xi} = \frac{1}{2}(\tilde{\psi} + \tilde{\phi}) \). One has immediately that \( \sum_{i=1}^N \xi_i \cdot m_i = c_{\text{MM}}^\ast(x, \tilde{m}) \) and \( \tilde{\xi} \in Q_{\text{MM}}(x) \) and thus that

\[
\tilde{m} \in \partial_t Q_{\text{MM}}(x)(\tilde{\xi}).
\]

Assume now \( \tilde{\phi} \neq \tilde{\psi} \). Since \( \tilde{\xi} \in Q_{\text{MM}}(x) \), which implies \( \xi_i < \lambda_i \), and in particular by strict convexity of \( (-\infty, 1) \ni z \mapsto \frac{1}{1-z} \) one has that

\[
\frac{1}{1 - \xi_i/\lambda_i} \leq \frac{1}{2} \frac{1}{1 - \psi_i/\lambda_i} + \frac{1}{2} \frac{1}{1 - \phi_i/\lambda_i} \quad \text{for } i \in \{1, \ldots, N\}
\]

and all \( \tilde{\xi} \in \mathbb{R}^N \) that satisfy

\[
\tilde{\xi}_i < \lambda_i, \quad \frac{1}{1 - \xi_i/\lambda_i} \leq \frac{1}{2} \frac{1}{1 - \psi_i/\lambda_i} + \frac{1}{2} \frac{1}{1 - \phi_i/\lambda_i} \quad \text{for } i \in \{1, \ldots, N\}
\]

are also contained in \( Q_{\text{MM}}(x) \). This implies that \( \tilde{\xi} \) lies in the interior of \( Q_{\text{MM}}(x) \) and therefore \( \partial_t Q_{\text{MM}}(x)(\tilde{\xi}) = \{0\} \), which contradicts (5.16). Therefore, \( \tilde{\phi} = \tilde{\psi} \) and thus \( \psi \) is unique.

For the equivalence between the coupled-two-marginal and the multi-marginal formulation of the Wasserstein barycenter the map \( T \), see (2.5), played a central role. For the HK barycenter we were able to show that minimizers \((y, s)\) exist, Lemma 5.6, but we still need a measurable map \((\tilde{x}, \tilde{m})\) to minimizers \((y, s)\) to mimic the proof strategy of Proposition 2.6. The following Proposition, the main result of this section, establishes that such a map also exists for the HK multi-marginal cost function, at least on a subset of \( \mathbf{C}^N \), and is even continuous.

**Proposition 5.10.** For \((\tilde{x}, \tilde{m}) \in S \) (i.e. if \( c_{\text{MM}}(\tilde{x}, \tilde{m}) = c_{\text{MM}}^\ast(\tilde{x}, \tilde{m}) \) and \( \tilde{m} \neq 0 \) the minimizer \((y, s)\) in the definition of \( c_{\text{MM}} \), (5.1) is unique. \( y \) lies in the convex hull of the \( x_i \) for which \( m_i > 0 \). The map \( T : S \ni (\tilde{x}, \tilde{m}) \mapsto (y, s) \in \mathbf{C} \), which takes \((\tilde{x}, \tilde{m})\) to the unique minimizer \((y, s)\), is continuous. One has \(|y - x_i| < \pi/2 \) for all \( i \in \{1, \ldots, N\} \) where \( m_i > 0 \).

**Proof.**

**Step 1: Preparation.** Throughout this proof let \((x_1, m_1), \ldots, (x_N, m_N) \in \mathbf{C}\) be fixed such that \((\tilde{x}, \tilde{m}) \in S \). Further, assume for now that \( \tilde{m} \in \mathbb{R}^N_+ \). Partially zero masses are discussed further below. By Lemma 5.9 there exists a unique \( \tilde{\psi} \in \mathbb{R}^N \) that satisfies the three equivalent conditions (5.15).

**Step 2: Optimality condition for \( y \).** By Lemma 5.6 there exists some \( y \in \Omega \) such that \( c_{\text{MM}}(\tilde{x}, \tilde{m}) = c_{\text{MM}}(\tilde{x}, \til{y}) \), cf. (5.8). Since \( \tilde{\psi} \in Q_{\text{MM}}(\tilde{x}) \) one must find \( \tilde{\psi} \in Q_{\text{MM}}(\tilde{x}, y) \), cf. (5.12). And since \( c_{\text{MM}}(\tilde{x}, \til{y}) = c_{\text{MM}}(\tilde{x}, \til{m}) = c_{\text{MM}}^\ast(\tilde{x}, \til{m}) = \sum_{i=1}^N \psi_i \cdot m_i \) one must have that \( \tilde{m} \in \partial_t Q_{\text{MM}(\tilde{x}, y)}(\tilde{\psi}) \), cf. (5.9) and (5.15). In the primal picture this means \( \psi \in \partial c_{\text{MM}}(\tilde{x}, \til{m}, y) \), which is differentiable in \( \tilde{m} \), see (5.8). This condition can be written down explicitly to obtain

\[
\psi_i = \lambda_i - \frac{\eta \cos(|x_i - y|)}{\sqrt{m_i}} \quad \text{for } i \in \{1, \ldots, N\} \quad \text{where } \eta := \sum_{i=1}^N \lambda_i \frac{1}{\sqrt{m_i}} \cos(|x_i - y|)
\]
and \( \eta \) does not depend on the choice of the minimizer \( y \) for \( c_{MM}(\tilde{x}, \tilde{m}) \). Since \( \psi \leq \lambda \) by \( \tilde{\psi} \in Q_{MM}(\tilde{x}) \) this implies \( \cos(|x_i - y|) > 0 \) (and therefore \(|x_i - y| < \pi/2\)) and \( \eta > 0 \) and we can thus resolve for \(|x_i - y|\) to get

\[
|x_i - y| = r_i := \arccos \left( \frac{\sqrt{m_i} (\lambda - \psi_i)}{\eta} \right) \quad \text{for } i \in \{1, \ldots, N\}.
\]

This implies that \( y \in B(x_i, r_i) \) for \( i \in \{1, \ldots, N\} \) where \( B(x_i, r_i) \) denotes the closed ball around \( x_i \) with radius \( r_i \). If the intersection \( B := \bigcap_{i=1}^N B(x_i, r_i) \) contains more than a single point, it must contain some point \( y' \) which satisfies \(|x_i - y'| < r_i \) for \( i \in \{1, \ldots, N\} \) and thus \( \cos(|x_i - y'|) > \cos(|x_i - y|) \). Plugging this into (5.1) we find that \( y \) could not be a minimizer, which is a contradiction. Thus, \( B = \{y\} \) and \( y \) must be unique.

**Step 3: Convex hull.** By Lemma 5.6 (iii) the search for minima \( y \) can be restricted to the convex hull of the \( x_1, \ldots, x_N \). Therefore, the unique minimizer must lie in the hull.

**Step 4: Unique \( s \).** Finally, by assumption \( m_i > 0 \) and for the unique minimizer \( y \), we have noted above that \( \cos(|x_i - y|) > 0 \) and thus \( s \mapsto c(x_i, m_i, y, s) \) is strictly convex, which implies that the minimizing \( s \) in (5.8) is unique.

**Step 5: Extension to partially zero masses.** Now we treat the case where some (but not all) \( m_i \) are zero. In this case the subdifferential \( \partial c_{MM}(\tilde{x}, \tilde{m}) \) may be empty and thus we argue by reduction to the strictly positive case. By reordering the arguments we may assume that \( m_i > 0 \) for \( i \in \{1, \ldots, K\} \) and \( m_i = 0 \) for \( i \in \{K + 1, \ldots, N\} \) for some \( K \in \{1, \ldots, N - 1\} \). Set

\[
\Lambda := \sum_{i=1}^K \lambda_i, \quad \tilde{x}^K := (x_1, \ldots, x_K), \quad \tilde{m}^K := \Lambda^2 \cdot (m_1, \ldots, m_K)
\]

and finally

\[
c^K_{MM}(\tilde{x}^K, \tilde{m}^K) := \inf_{(y,s) \in \mathbb{C}} \sum_{i=1}^K \frac{\lambda_i}{\Lambda} c(x_i^K, m_i^K, y, s).
\]

One can quickly verify that the objectives for \( c_{MM}(\tilde{x}, \tilde{m}) \) and \( c^K_{MM}(\tilde{x}^K, \tilde{m}^K) \) differ by \( (\sum_{i=1}^K \lambda_i m_i) \cdot (1 - \Lambda) \) and thus both problems have the same minimizer \( (y, s) \in \mathbb{C} \). In particular, the minimizer for \( c_{MM}(\tilde{x}, \tilde{m}) \) is unique if the one for \( c^K_{MM}(\tilde{x}^K, \tilde{m}^K) \) is unique. Since \( m^K_1 > 0 \) for \( i \in \{1, \ldots, K\} \), the above arguments apply for the uniqueness of the minimizer when \( c^{K*\ast}_{MM}(\tilde{x}^K, \tilde{m}^K) = c^K_{MM}(\tilde{x}^K, \tilde{m}^K) \).

Assume for contradiction that \( c^{K*\ast}_{MM}(\tilde{x}^K, \tilde{m}^K) < c^K_{MM}(\tilde{x}^K, \tilde{m}^K) \) which (by 1-homogeneity) implies that there exist \( \tilde{m}^{K,j} \in \mathbb{R}^K_+ \), \( j \in \{1, \ldots, J\} \) for some \( J \in \mathbb{N} \) such that

\[
\sum_{j=1}^J \tilde{m}^{K,j} = \tilde{m}^K, \quad c^K_{MM}(\tilde{x}^K, \tilde{m}^K) > \sum_{j=1}^J c^K_{MM}(\tilde{x}^K, \tilde{m}^{K,j}).
\]

For \( j \in \{1, \ldots, J\} \) set now

\[
\tilde{m}^j := \Lambda^{-2} \cdot (m^K_1, \ldots, m^K_j, 0, \ldots, 0)
\]

where we fill entries \( K + 1 \) to \( N \) with zeros. Then \( \sum_{j=1}^J \tilde{m}^j = \tilde{m} \) and arguing as above we find

\[
c_{MM}(\tilde{x}, \tilde{m}) = c^K_{MM}(\tilde{x}^K, \tilde{m}^{K,j}) + (1 - \Lambda) \cdot \sum_{i=1}^K \lambda_i m_i^j.
\]
Finally, this yields
\[ c_{\text{MM}}(\vec{x}, \vec{m}) = c_{\text{MM}}^{K}(\vec{x}^{K}, \vec{m}^{K}) + (1 - \lambda) \cdot \sum_{i=1}^{K} \lambda_{i} m_{i} \]
\[ > \sum_{j=1}^{J} \left( c_{\text{MM}}^{K}(\vec{x}^{K}, \vec{m}^{K,j}) + (1 - \lambda) \cdot \sum_{i=1}^{K} \lambda_{i} m_{i}^{j} \right) = \sum_{j=1}^{J} c_{\text{MM}}(\vec{x}, \vec{m}^{j}) \]
which contradicts \((\vec{x}, \vec{m}) \in S\).

**Step 6: Continuity.** Now, let \((\vec{x}^{(\ell)}, \vec{m}^{(\ell)})_{\ell}\) be a sequence in \(S^{N}\) that converges to \((\vec{x}, \vec{m}) \in S\) and let \((y^{(\ell)}, s^{(\ell)})_{\ell}\) be the sequence of corresponding unique minimizers. Since \((\vec{m}^{(\ell)})_{\ell}\) is bounded, \(s^{(\ell)}\) must be bounded (cf. Lemma 5.6) and thus by compactness of \(\Omega\), \((y^{(\ell)}, s^{(\ell)})_{\ell}\) must have some cluster point \((y, s) \in C\). By continuity of \(c_{\text{MM}}\) (Lemma 5.6) and \(c\) and up to selection of a suitable subsequence one thus finds:
\[ c_{\text{MM}}(\vec{x}, \vec{m}) = \lim_{\ell \to \infty} c_{\text{MM}}(\vec{x}^{(\ell)}, \vec{m}^{(\ell)}) = \lim_{\ell \to \infty} \sum_{i=1}^{N} c(x_{i}^{(\ell)}, m_{i}^{(\ell)}, y^{(\ell)}, s^{(\ell)}) = \sum_{i=1}^{N} c(x_{i}, m_{i}, y, s). \]
Therefore, any cluster point of \((y^{(\ell)}, s^{(\ell)})_{\ell}\) must be equal to the unique minimizer for \(c_{\text{MM}}(\vec{x}, \vec{m})\) and thus the whole sequence must converge to \((y, s)\).

The last Lemma of this section gives an explicit relation between \(c_{\text{MM}}^{**}\) and \(c_{\text{MM}}\), which is instructive in understanding the HK barycenter between Dirac measures, see Proposition 6.2. Moreover, it provides the technical aspect that \(c_{\text{MM}}^{**}\) is jointly lower semi-continuous in \((\vec{x}, \vec{m})\) which is required for the derivation of the dual of the multi-marginal problem, Proposition 5.12.

**Lemma 5.11.** For \(\vec{x} \in \Omega^{N}, \vec{m} \in \mathbb{R}_{+}^{N}\) one has the representation
\[ c_{\text{MM}}^{**}(\vec{x}, \vec{m}) = \min \left\{ \sum_{j=1}^{N} c_{\text{MM}}(\vec{x}, \vec{m}^{j}) \left| \vec{m}^{1}, \ldots, \vec{m}^{N} \in \mathbb{R}_{+}^{N}, \sum_{j=1}^{N} \vec{m}^{j} = \vec{m} \right. \right\} \tag{5.17} \]
Minimizing \(\vec{m}^{j}\) satisfy \((\vec{x}, \vec{m}^{j}) \in S_{0}\). \(c_{\text{MM}}^{**}\) is lower-semicontinuous on \((\Omega \times \mathbb{R})^{N}\).

**Proof.** For \(\vec{m} = 0\) formula (5.17) is trivial, for \(\vec{m} \neq 0\), and with \(\inf\) in place of \(\min\), it follows from [24, Corollary 17.1.6]. Existence of minimizers follows from continuity of \(c_{\text{MM}}\) (Lemma 5.6) and compactness of the minimization set. Minimizers must satisfy \((\vec{x}, \vec{m}^{j}) \in S\), otherwise an even better decomposition could be found.

\(c_{\text{MM}}\) is finite and non-negative on \(\mathbb{C}^{N}\) and \(+\infty\) on \((\Omega \times \mathbb{R})^{N} \setminus \mathbb{C}^{N}\). Thus, \(c_{\text{MM}}^{**}\) shares these properties. It remains to prove that \(c_{\text{MM}}^{**}\) is lower-semicontinuous on \(\mathbb{C}^{N}\). Let \(\vec{x} \in \Omega^{N}, \vec{m} \in \mathbb{R}_{+}^{N}\) and let \((\vec{x}^{(\ell)})_{\ell}\) and \((\vec{m}^{(\ell)})_{\ell}\) be sequences in \(\Omega^{N}\) and \(\mathbb{R}_{+}^{N}\) converging to \(\vec{x}\) and \(\vec{m}\). For \(\vec{x}^{(\ell)}\) and \(\vec{m}^{(\ell)}\) let \((\vec{m}^{(1,\ell)}, \ldots, \vec{m}^{(N,\ell)})\) be minimizers for \(c_{\text{MM}}^{**}(\vec{x}^{(\ell)}, \vec{m}^{(\ell)})\) in (5.17). Since \((\vec{m}^{(\ell)})_{\ell}\) is bounded, the sequence of minimizers is bounded and a converging subsequence that attains the limit inferior of the sequence \((c_{\text{MM}}^{**}(\vec{x}^{(\ell)}, \vec{m}^{(\ell)}))_{\ell}\) can be extracted (for simplicity the sequence notation now refers to this subsequence). Let \((\vec{m}^{1}, \ldots, \vec{m}^{N})\) be the limit which satisfies \(\sum_{j=1}^{N} \vec{m}^{j} = \vec{m}\) and therefore by continuity of \(c_{\text{MM}}\) on \(\mathbb{C}^{N}\),
\[ \lim_{\ell \to \infty} c_{\text{MM}}^{**}(\vec{x}^{(\ell)}, \vec{m}^{(\ell)}) = \lim_{\ell \to \infty} \sum_{j=1}^{N} c_{\text{MM}}(\vec{x}^{(\ell)}, \vec{m}^{(j,\ell)}) = \sum_{j=1}^{N} c_{\text{MM}}(\vec{x}, \vec{m}^{j}) \geq c_{\text{MM}}^{**}(\vec{x}, \vec{m}). \]
5.3 Duality and equivalence with coupled-two-marginal formulation

In this section we establish a dual problem for the multi-marginal barycenter problem. As before, we show duality with the semi-coupling formulation as it merely involves measures on compact spaces.

**Proposition 5.12** (Dual multi-marginal barycenter problem and existence of minimizers).

\[
\text{HK}_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 = \sup \left\{ \sum_{i=1}^{N} \int_{\Omega} \psi_i \, d\mu_i \bigg| \psi_1, \ldots, \psi_N \in C(\Omega), \right. \\
\left. (\psi_1(x_1), \ldots, \psi_N(x_N)) \in Q_{\text{MM}}(x_1, \ldots, x_N) \text{ for all } x_1, \ldots, x_N \in \Omega \right\} 
\] (5.18)

Minimizers of (5.6) and (5.7) exist.

**Proof.** The proof works in close analogy to Remark 3.11. We choose:

\[ G : C(\Omega)^N \to \mathbb{R}, \quad (\psi_1, \ldots, \psi_N) \mapsto -\sum_{i=1}^{N} \int_{\Omega} \psi_i \, d\mu_i, \]

\[ F : C(\Omega)^N \to \mathbb{R} \cup \{\infty\}, \quad (\xi_1, \ldots, \xi_N) \mapsto \begin{cases} 0 & \text{if } (\xi_1, \ldots, \xi_N)(x_1, \ldots, x_N) \in Q_{\text{MM}}(x_1, \ldots, x_N) \\
+\infty & \text{else,} \end{cases} \]

\[ A : C(\Omega) \to C(\Omega^N), \quad (\psi_1, \ldots, \psi_N) \mapsto (\xi_1, \ldots, \xi_N) \text{ with } \xi_i(x_1, \ldots, x_N) = \psi_i(x_i). \]

With Lemmas 1.1 and 5.11 conjugates of \( F \) and \( G \) and the adjoint of \( A \) are obtained as before. Once more with Fenchel–Rockafellar duality one finds

\[
(5.18) = -\inf \{ G(\psi_1, \ldots, \psi_N) + F(A(\psi_1, \ldots, \psi_N)) | \psi_1, \ldots, \psi_N \in C(\Omega) \} \\
= \inf \{ G^*(-A^*\gamma) + F^*(\gamma) | \gamma \in \mathcal{M}_1(C^N) \} = (5.7)
\]

and one directly implies existence of minimizers for (5.7). Via the explicit construction underlying the proof of Proposition 5.5 (see also Remark 3.10) this implies existence of minimizers in (5.6). \( \square \)

Now we have gathered all ingredients to show equivalence between the multi-marginal and the semi-coupling formulation. Since we have established the existence of a measurable map \( T \) of tuples \( \vec{x} \in \Omega^N, \vec{m} \in \mathbb{R}^N_+ \) to corresponding minimizers \( (y, s) \in \mathcal{C} \) in (5.1) only for \( (\vec{x}, \vec{m}) \in S \), the reasoning from Proposition 2.6 is not entirely sufficient here. To overcome this difficulty we rely on the dual problems as well.

**Proposition 5.13.** Let \( \mu_1, \ldots, \mu_N \in \mathcal{M}_+(\Omega) \).

(i) One has \( \text{HK}_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2 = \text{HK}_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 \).

(ii) This equality also holds if one uses \( c_{\text{MM}}^* \) instead of \( c_{\text{MM}}^{**} \) in \( \text{HK}_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 \), (5.6).

(iii) There exist minimizers of (5.6) that are concentrated on \( S \), see (5.5).
(iv) If $\gamma$ minimizes (5.6) and is concentrated on $S$ then $\text{PT}_i\gamma$ is a barycenter, i.e. it minimizes (4.1).

(v) Conversely, for every minimizer $\nu$ of (4.1) there is some $\gamma$ that minimizes (5.6) with $\text{PT}_i\gamma = \nu$.

Proof. Step 1: $\text{HK}_{C_2M}(\mu_1, \ldots, \mu_N)^2 \geq \text{HK}_{MM}(\mu_1, \ldots, \mu_N)^2$. Let $\nu$ be a minimizer for $\text{HK}_{C_2M}(\mu_1, \ldots, \mu_N)^2$, (4.1) and let $\gamma_i \in M_{1+}(C^2)$ be minimizers for $\text{HK}(\mu_i, \nu)^2$ in (3.7) for $i \in \{1, \ldots, N\}$. By the constraints of (3.7) one has $\mathbf{P}\pi_{2i}\gamma_i = \nu$ for $i \in \{1, \ldots, N\}$ but the marginals $\pi_{2i}\gamma_i$ are not necessarily all identical. By virtue of [18, Lemma 7.10] there are $\hat{\gamma}_i$ that are also minimal in (3.7) for $\text{HK}(\mu_i, \nu)^2$ and that satisfy

$$\pi_{2i}\hat{\gamma}_i = \nu \otimes \delta_1 =: \rho \in M_{1+}(C).$$

for $i \in \{1, \ldots, N\}$. Here $\rho = \nu \otimes \delta_1$ denotes the measure characterized by

$$\int_C \phi(x, m) \, d\rho(x, m) = \int_\Omega \phi(x, 1) \, d\nu(x) \quad \text{for } \phi \in C_0(C).$$

We can now repeat the construction (2.8) from the proof of Proposition 2.6: Let $(\hat{\gamma}_i^{(y,s)})_{(y,s) \in C}$ be the disintegration of $\hat{\gamma}_i$ with respect to its second marginal and introduce $\hat{\gamma} \in M_{1+}(C^N)$ by

$$\int_{C^N} \phi \, d\hat{\gamma} := \int_{C^{N+1}} \phi((x_1, m_1), \ldots, (x_N, m_N)) \, d\hat{\gamma}_1^{(y,s)}(x_1, m_1) \ldots d\hat{\gamma}_N^{(y,s)}(x_N, m_N) \, d\rho(y, s)$$

for $\phi \in C_0(C^N)$. Analogous to Proposition 2.6 we find $\pi_{2i}\hat{\gamma} = \hat{\gamma}_i$ for $i \in \{1, \ldots, N\}$ and by using

$$c_{MM}^{**}(\vec{x}, \vec{m}) \leq c_{MM}(\vec{x}, \vec{m}) \leq \sum_{i=1}^N \lambda_i c(x_i, m_i, y, s) \quad \text{for all } (y, s) \in C$$

one finds, in analogy to (2.9), that

$$\text{HK}_{MM}(\mu_1, \ldots, \mu_N)^2 \leq \int_{C^N} c_{MM}^{**}(x_1, m_1, \ldots, x_N, m_N) \, d\hat{\gamma}((x_1, m_1), \ldots, (x_N, m_N))$$

$$\leq \int_{C^N} c_{MM}(x_1, m_1, \ldots, x_N, m_N) \, d\hat{\gamma}((x_1, m_1), \ldots, (x_N, m_N))$$

$$\leq \sum_{i=1}^N \lambda_i \int_{C^2} c(x, r, y, s) \, d\hat{\gamma}_i((x, r), (y, s))$$

$$= \sum_{i=1}^N \lambda_i \text{HK}(\mu_i, \nu)^2 = \text{HK}_{C_2M}(\mu_1, \ldots, \mu_N)^2. \quad (5.20)$$

Step 2: $\text{HK}_{C_2M}(\mu_1, \ldots, \mu_N)^2 \leq \text{HK}_{MM}(\mu_1, \ldots, \mu_N)^2$. For the converse inequality we cannot replicate the argument of Proposition 2.6 since we have, in this article, not established the existence of a measurable map that takes $\Omega \times \mathbb{R}_+^N \ni (\vec{x}, \vec{m})$ to minimizers $(y, s) \in \Omega \times \mathbb{R}_+$ in the definition of $c_{MM}(\vec{x}, \vec{m})$ beyond the set $S$. Instead we argue via the dual problems.

By a simple density argument in (4.2) we can add the constraint $\psi_i(x) < \lambda_i$ for all $i \in \{1, \ldots, N\}$, $x \in \Omega$ without changing the value of the supremum (the constraint $\left(\frac{\psi_i(x)}{\lambda_i}, \frac{i(y)}{\lambda_i}\right) \in$
$Q(x, y)$ already entails the constraint $\psi_i(x) \leq \lambda_i$ and any feasible $\psi_i$ does not become unfeasible by slightly decreasing its value. (We are not interested in the existence of maximizers in (4.2).) Let now $(\psi_1, \ldots, \psi_N, \phi_1, \ldots, \phi_N) \in C(\Omega)^{2N}$ be feasible candidates for (4.2) with $\psi_i < \lambda_i$. Then one finds with (3.14) for all $x_1, \ldots, x_N, y \in \Omega$ that

$$\sum_{i=1}^{N} \lambda_i \frac{\cos(|x_i - y|)^2}{1 - \psi_i(x_i) / \lambda_i} \leq 1 - \sum_{i=1}^{N} \phi_i(y) \leq 1 \tag{5.21}$$

where the last inequality is due to the constraint on $\phi_1, \ldots, \phi_N$ in (4.2) and thus that

$$(\psi_1(x_1), \ldots, \psi_N(x_N)) \in Q_{MM}(x_1, \ldots, x_N).$$

So $(\psi_1, \ldots, \psi_N)$ is feasible for (5.18) with the same score as for (4.2). Since we can do this for a dense set of candidates in (4.2) one finds (4.2) $\leq$ (5.18).

**Step 3: Conclusion.** As in Proposition 2.6 these two inequalities establish (i). Combing this with the chain of inequalities (5.20), which we now know to be equalities, and $c_{MM}^{\ast} \leq c_{MM}$ one finds (ii). This also implies that the $\hat{\gamma}$ constructed in (5.19) is a minimizer concentrated on $S$. Since $c_{MM}^{\ast} = 0$ on $S_0 \setminus S$ and $P_{\psi_1}^{\ast}(\hat{\gamma} \perp S) = P_{\psi_1}^{\ast}(\hat{\gamma})$ one has that $\hat{\gamma} \perp S$ is also a minimizer, which is concentrated on $S$, thus proving (iii). If $\gamma$ is a minimizer of (5.6) that is concentrated on $S$ we can work analogous to (2.7) with the map $T$ and the operator $P$ to show that $PT_{\gamma}^{\ast}$ is a barycenter, yielding (iv). Finally, repeating the arguments from Proposition 2.6 one finds that $T_{\gamma}^{\ast} = \rho$ and eventually $PT_{\gamma}^{\ast} = \nu$ thus showing (v).

5.4 An explicit form for $c_{MM}$ and $Q_{MM}$ for $d = 1$ and small distances

In one dimension and for sufficiently small distances the particular form of $c(x_1, m_1, x_2, m_2)$ allows more explicit representations of $c_{MM}$ and $Q_{MM}$ which are instructive in their own right and useful for some additional results (e.g. Section 7).

**Proposition 5.14.** For $d = 1$ and $\Omega = [0, \pi/2]$ one has

$$c_{MM}(\bar{x}, \bar{m}) = \sum_{i=1}^{N} \lambda_i m_i - \sum_{i,j=1}^{N} \lambda_i \lambda_j \sqrt{m_i} \sqrt{m_j} \cos(|x_i - x_j|). \tag{5.22}$$

**Proof.** Since $|x - y| \leq \pi/2$ on $\Omega$, we have for $(x, m), (y, s) \in C$, $c(x, m, y, s) = |\sqrt{m} e^{ix} - \sqrt{s} e^{iy}|^2$ and therefore

$$c_{MM}(\bar{x}, \bar{m}) = \min_{(y, s) \in C} \sum_{i=1}^{N} \lambda_i |\sqrt{m_i} e^{ix_i} - \sqrt{s} e^{iy}|^2 = \min_{q \in C} \sum_{i=1}^{N} \lambda_i |p_i - q|^2$$

where we introduced $p_i := \sqrt{m_i} e^{ix_i}$ and the parametrization $q := \sqrt{s} e^{iy}$. Note that the minimizing $q$ will lie in the convex hull of the $p_i$ and thus the minimizing $y$ will lie in the convex hull of the $x_i$ and thus in $\Omega$, and thus this reparametrization is indeed valid. A simple explicit computation yields that the minimizing $q$ is given by $\sum_{i=1}^{N} \lambda_i p_i$ and

$$c_{MM}(\bar{x}, \bar{m}) = \sum_{i,j=1}^{N} \frac{\lambda_i \lambda_j}{2} |p_i - p_j|^2 = \sum_{i=1}^{N} \lambda_i m_i - \sum_{i,j=1}^{N} \lambda_i \lambda_j \sqrt{m_i} \sqrt{m_j} \cos(|x_i - x_j|). \quad \Box$$
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Example 5.15. For $N = 2$ and $|x_1 - x_2| \leq \pi/2$ the computation of $c_{\text{MM}}$ can always be reduced to Proposition 5.14 since the minimization over $y$ in (5.1) can be restricted to the convex hull of $x_1, x_2$, i.e. the one-dimensional line segment between $x_1$ and $x_2$ (see Lemma 5.6 (iii)) which can be embedded isometrically into the interval $[0, \pi/2]$.

For $t \in (0, 1)$ let $\lambda_1 = 1 - t$, $\lambda_2 = t$. Then one finds with (5.22)

$$c_{\text{MM}}(x_1, m_1, x_2, m_2) = (1 - t)t c(x_1, m_1, x_2, m_2)$$

(5.23)

and since this function is jointly convex in $(m_1, m_2)$ (for fixed $(x_1, x_2)$) this also equals $c_{\text{MM}}^{**}$. For $|x_1 - x_2| > \pi/2$ we see that the function

$$y \mapsto \sum_{i=1}^2 \lambda_i \frac{\cos(|x_i - y|)^2}{1 - \psi_i/\lambda_i}$$

has its maximum at $y = x_1$ or $y = x_2$ and thus $Q_{\text{MM}}(\bar{x})$ reduces to $(-\infty, \lambda_1 - \lambda_2^2] \times (-\infty, \lambda_2 - \lambda_2^2]$ (cf. (5.14)). For $\lambda_1 = 1 - t$, $\lambda_2 = t$ this again implies

$$c_{\text{MM}}^{**}(x_1, m_1, x_2, m_2) = (1 - t)t c(x_1, m_1, x_2, m_2),$$

but as we will later see (Example 6.5) at this point $c_{\text{MM}} > c_{\text{MM}}^{**}$. Therefore,

$$
\begin{align*}
HK_{\text{MM}}(\mu_1, \mu_2)^2 &= (1 - t)t HK(\mu_1, \mu_2)^2
\end{align*}
$$

as expected, since computing the barycenter for $N = 2$ corresponds to finding points on the geodesic between the two measures.

In this specific setup it is also possible to explicitly determine the maximal value of the function $\sum_{i=1}^N \frac{\lambda_i \cos(|x_i - y|)^2}{1 - \psi_i/\lambda_i}$ in (5.14) and thus to simplify the description of $Q_{\text{MM}}(\bar{x})$. For this, it is more convenient to switch to scaled coordinates $\chi_i := \frac{\lambda_i}{1 - \psi_i/\lambda_i}$, where the reparametrization $\psi_i \mapsto \chi_i$ is an increasing bijection on $(-\infty, \lambda_i - \lambda_i^2] \leftrightarrow (0, 1]$.

Proposition 5.16. For $d = 1$ and $\Omega = [0, \pi/2]$ one has for $\bar{x} \in \Omega^N$, $\bar{\psi} \in \mathbb{R}^N$,

$$[\bar{\psi} \in Q_{\text{MM}}(\bar{x})] \quad \iff \quad [\exists \bar{\chi} \in \tilde{Q}_{\text{MM}}(\bar{x}) \text{ with } \psi_i = \lambda_i - \chi_i^2/\chi_i \text{ for } i \in \{1, \ldots, N\}]$$

(5.24)

where

$$
\tilde{Q}_{\text{MM}}(\bar{x}) = \left\{ \bar{\chi} \in (0, 1)^N \left| \sum_{i=1}^N (\chi_i - \sum_{1 \leq j < k \leq N} \chi_j \chi_k \sin(x_j - x_k)^2 \leq 1 \right\} \right. \right\}.
$$

(5.25)

Thus in scaled coordinates the set $Q_{\text{MM}}$ is described just by trivial linear upper bounds on each component and a single quadratic inequality. The boundary of the set satisfying the quadratic inequality is a two-sheeted hyperboloid and the linear bounds just serve to select the right branch.

Proof. By Proposition 5.8,

$$\tilde{Q}_{\text{MM}}(\bar{x}) = \left\{ \bar{\chi} \in (0, 1)^N \left| \sum_{i=1}^N \chi_i \cos(|x_i - y|)^2 \leq 1 \forall y \in \Omega \right\} \right\}.
$$
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By the trigonometric identity \( \cos(s)^2 = \frac{1}{2}(1 + \cos(2s)) \) it follows that

\[
\sum_{i=1}^{N} \chi_i \cos(|y - x_i|)^2 = \frac{1}{2} \sum_{i=1}^{N} \chi_i + \frac{1}{2} \sum_{i=1}^{N} \chi_i \cos(2(y - x_i)) =: g(y).
\]

We now polar-decompose \( \sum_{j=1}^{N} \chi_j e^{-2ix_j} = \chi_* e^{-2i\delta} \) with \( \chi_* \geq 0, \delta \in \mathbb{R} \) (and in particular it is possible to choose \( \delta \) in the convex hull of \( (x_i) \)). It follows by multiplying with \( e^{2iy} \) and taking real parts that \( g(y) = \chi_* \cos(2(y - \delta)) \) (physically, a superposition of one-dimensional same-frequency harmonics is again a harmonic of that frequency) and therefore \( \max_{y \in \Omega} g(y) = \chi_* \), and by taking absolute values that

\[
\chi_* = \sqrt{\sum_{j=1}^{N} \chi_j^2 + 2 \sum_{1 \leq j < k \leq N} \chi_j \chi_k \cos(2(x_j - x_k))}.
\]

Hence \( \chi \in (0, 1]^N \) belongs to \( \tilde{Q}{_{MM}} \) if and only if

\[
\frac{1}{2} \sum_{i=1}^{N} \chi_i + \frac{\chi_*}{2} \leq 1
\]

with \( \chi_* \) as above. The latter inequality is equivalent to \( \chi_* \leq 2 - \sum_{i=1}^{N} \chi_i \) and, because of the nonnegativity of \( \chi_* \), to its analogon obtained by squaring both sides, \( \chi_*^2 \leq (2 - \sum_{i=1}^{N} \chi_i)^2 \). After some rearrangement and using \( \cos(2(x_j - x_k)) = 2 \cos(x_j - x_k)^2 - 1 \), it finally becomes

\[
\sum_{j=1}^{N} \chi_j - \sum_{1 \leq j < k \leq N} \chi_j \chi_k \sin(x_j - x_k)^2 \leq 1.
\]

6 HK barycenter between Dirac measures

In this section we study the HK barycenter between Dirac measures \( \mu_i := m_i \cdot \delta_{x_i}, (x_i, m_i) \in C, i \in \{1, \ldots, N\} \). The case \( N = 2 \) is already well understood since is equivalent to computing the geodesic between the two marginals (cf. Examples 5.15 and 6.5). For \( |x_1 - x_2| < \pi/2 \) the barycenter is given by a single Dirac measure on the line segment between \( x_1 \) and \( x_2 \). For \( |x_1 - x_2| > \pi/2 \) it is given by two Dirac measures at \( x_1 \) and \( x_2 \). At the cut locus \( |x_1 - x_2| = \pi/2 \) any superposition of the two options is viable [5]. In this section we observe that this behaviour is fully encoded in the behaviour of the function \( c_{MM} \) and the relation to its convex hull \( \tilde{c}{_{MM}} \). For \( N \geq 3 \) we show that the ‘splitting’ behaviour of the HK barycenter between Dirac measures no longer merely depends on the mutual distance of the points but also on the point masses.

We begin with some general results in Section 6.1 and then apply these to the cases \( N = 2 \) and \( N = 3 \) for illustration in Section 6.2.

6.1 General results

The two main results of this section are Propositions 6.2 and 6.4. Roughly speaking, the former provides sufficient conditions for HK barycenters between Dirac measures and the latter, by leveraging duality between \( c_{MM}^{**} \) and \( Q_{MM} \), necessary conditions.
The following lemma helps to reduce the complexity of the multi-marginal problem in the case that some of the marginals are Dirac measures. This will make it easier in the following to solve the ‘remaining problem’.

**Lemma 6.1.** Let \( \mu_1, \ldots, \mu_N \in \mathcal{M}_+(\Omega) \) and consider the multi-marginal semi-coupling formulation of \( \text{HK}_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 \), (5.7).

(i) If one has \( \mu_i = m_i \cdot \delta_{x_i} \) for \( (x_i, m_i) \in \mathbb{C} \) for some \( i \in \{1, \ldots, N\} \) then one can restrict the support of the feasible candidates \( \gamma_1, \ldots, \gamma_N, \gamma \) in (5.7) to \( \Omega^{i-1} \times \{x_i\} \times \Omega^{N-i} \) and still get the optimal value.

(ii) If \( \mu_i = m_i \cdot \delta_{x_i} \) for several \( i \in I \subset \{1, \ldots, N\} \) then (i) can be applied to each \( i \in I \), restricting the support along the \( i \)-th axis to \( \{x_i\} \).

(iii) The same argument holds for \( \mu_1, \mu_2 \in \mathcal{M}_+(\Omega) \) and the semi-coupling formulation of \( \text{HK}(\mu_1, \mu_2)^2 \).

**Proof.** For the first part, assume w.l.o.g. \( i = 1 \). Let \( \gamma_1, \ldots, \gamma_N, \gamma \in \mathcal{M}_+(\Omega^N) \) be a feasible candidate for (5.7) and let \( u_j := \frac{d\gamma_j}{d\gamma} \) be the density of \( \gamma_j \) with respect to \( \gamma \) for \( j \in \{1, \ldots, N\} \). Since \( \pi_{1\gamma_1} = m_1 \cdot \delta_{x_1} \) one has the implication

\[
[u_1(z) > 0] \Rightarrow [z_1 = x_1] \quad \text{for } \gamma\text{-almost every } z \in \Omega^N.
\]

Moreover,

\[
c_{\text{MM}}(z_1, 0, z_2, \ldots, z_N, r_N) = c_{\text{MM}}(x_1, 0, x_2, x_3, \ldots, z_N, r_N).
\]

Let \( \vec{\gamma} = (\pi_2, \ldots, \pi_N)_{\gamma} \) and let \( (\gamma(z_2, \ldots, z_N))_{(z_2, \ldots, z_N) \in \Omega^{N-1}} \) be the disintegration of \( \gamma \) with respect to \( \vec{\gamma} \). With this, we find

\[
\begin{align*}
\int_{\Omega^N} c_{\text{MM}}^{**}(z_1, u_1(z), \ldots, u_N(z)) d\gamma(z_1, \ldots, z_N) \\
= \int_{\Omega^N} c_{\text{MM}}^{**}(x_1, u_1(z), z_2, u_2(z), \ldots, z_N, u_N(z)) d\gamma(z_1, \ldots, z_N) \\
= \int_{\Omega^{N-1}} \left[ \int_{\Omega} c_{\text{MM}}^{**}(x_1, u_1(z), z_2, u_2(z), \ldots, z_N, u_N(z)) d\gamma(z_2, \ldots, z_N) \right] d\vec{\gamma}(z_2, \ldots, z_N) \\
\geq \int_{\Omega^{N-1}} c_{\text{MM}}^{**}(x_1, \vec{u}_1(z), z_2, \vec{u}_2(z), \ldots, z_N, \vec{u}_N(z)) d\vec{\gamma}(z_2, \ldots, z_N) \\
\end{align*}
\]

where \( z \) from the last line onward only refers to entries \( (z_2, \ldots, z_N) \), the inequality is due to Jensen and we introduced

\[
\vec{u}_j(z) := \int_{\Omega} u_j(z_1, z_2, \ldots, z_N) d\gamma(z_1).
\]

Note also that

\[
\int_{\Omega^{N-1}} \phi(z) \vec{u}_j(z) d\vec{\gamma}(z) = \int_{\Omega^N} \phi(z) u_j(z_1, z_2, \ldots, z_N) d\gamma(z_1) d\vec{\gamma}(z) \\
= \int_{\Omega^N} \phi(z) u_j(z_1, z_2, \ldots, z_N) d\gamma(z_1, z_2, \ldots, z_N)
\]
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for all $\phi \in C(\Omega^{N-1})$, which implies that $\bar{u}_j = \frac{d\gamma_j}{d\pi_j}$ with $\pi_j = (\pi_2, \ldots, \pi_N)\gamma_j$. Therefore, (6.1) corresponds to the objective of (5.7) for the feasible candidate $(\delta_{x_1} \otimes \gamma_1, \ldots, \delta_{x_i} \otimes \gamma_i, \delta_{x_j} \otimes \gamma_j)$, which as required, has support along the first axis restricted to $\{x_1\}$ and a potentially better score than the original candidate $(\gamma_1, \ldots, \gamma_N, \gamma)$.

For the second part, we now just keep on ‘integrating out’ axes with Dirac marginals. For the third part the same arguments apply since $c$, just like $c^{**}_{MM}$, is convex and positively 1-homogeneous in the mass arguments. 

Proposition 6.2. Let $\bar{x} \in \Omega^N$, $\bar{m} \in \mathbb{R}^N_+$ and set $\mu_i = m_i \cdot \delta_{x_i}$ for $i \in \{1, \ldots, N\}$.

(i) Then $HK_{MM}(\mu_1, \ldots, \mu_N) = c^{**}_{MM}(\bar{x}, \bar{m})$.

(ii) Assume $\bar{m} \neq 0$. Then, if and only if $(\bar{x}, \bar{m}) \in S$ a HK barycenter between the measures $(\mu_1, \ldots, \mu_N)$ (for the weights $(\lambda_1, \ldots, \lambda_N)$) is a single Dirac $\nu = s \cdot \delta_y$. In this case $(y, s) = T(\bar{x}, \bar{m})$.

(iii) More generally, given a decomposition

$$
\bar{m} = \sum_{j=1}^J \bar{m}^j, \quad \bar{m}^j \in \mathbb{R}^N_+ \quad \text{for } j = 1, \ldots, J,
$$

such that $c^{**}_{MM}(\bar{x}, \bar{m}) = \sum_{j=1}^J c_{MM}(\bar{x}, \bar{m}^j)$

where $J \in \{1, \ldots, N\}$ is a suitable integer, then $(\bar{x}, \bar{m}^j) \in S_0$ for $j \in \{1, \ldots, J\}$ and $\sum_{j=1}^J s_j \cdot \delta_{y^j}$ is a barycenter where $(y^j, s_j) = T(\bar{x}, \bar{m}^j)$ if $\bar{m}^j \neq 0$, and $s_j = 0$ otherwise.

Existence of such a decomposition for any $\bar{m}$ is provided by Lemma 5.11.

Proof. (i): We apply Lemma 6.1 (ii) with $I = \{1, \ldots, N\}$. This means we may restrict the support of the $\gamma_i$ and $\gamma$ in (5.7) to $\{\bar{x}\}$ and therefore by the marginal constrains must have $\gamma_i = m_i \cdot \delta_{\bar{x}}$. W.l.o.g. we may choose $\gamma = \delta_{\bar{x}}$ and so we find by (5.7)

$$
HK_{MM}(\mu_1, \ldots, \mu_N)^2 = \int_{\Omega^N} c^{**}_{MM}(z_1, \frac{dz_1}{\gamma}, \ldots, z_N, \frac{dz_N}{\gamma}) d\gamma(z_1, \ldots, z_N) = c^{**}_{MM}(\bar{x}, \bar{m}).
$$

(ii): Assume now $(\bar{x}, \bar{m}) \in S$. Plugging $\gamma := \delta_{(x_1, m_1), \ldots, (x_N, m_N)}$ into (5.6) we find that it is optimal. Since by construction $\gamma$ is concentrated on $S$, by Proposition 5.13 (iv) $\nu := PT_\gamma \gamma$ is a HK barycenter. One finds $T_\gamma \gamma = \delta_{(y, s)}$ with $(y, s) = T(\bar{x}, \bar{m})$ and subsequently $\nu = s \cdot \delta_y$. Thus, there exists a single-Dirac barycenter.

Conversely, let now $(\bar{x}, \bar{m}) \notin S$, $\bar{m} \neq 0$. Then, for any $\nu := s \cdot \delta_y$ we have $HK(\mu_i, \nu)^2 = c(x_i, m_i, y, s)$ and plugging $\nu$ into (4.1) one obtains

$$
\sum_{i=1}^N \lambda_i c(x_i, m_i, y, s) \geq c_{MM}(\bar{x}, \bar{m}) > c^{**}_{MM}(\bar{x}, \bar{m}) = HK_{MM}(\mu_1, \ldots, \mu_N)
$$

and so $\nu$ cannot be optimal in (4.1) and thus cannot be a HK barycenter.

(iii): Let $(\bar{m}^1, \ldots, \bar{m}^J)$ be such a decomposition of $\bar{m}$. Since by construction

$$
c^{**}_{MM}(\bar{x}, \bar{m}) \leq \sum_{j=1}^J c^{**}_{MM}(\bar{x}, \bar{m}^j) \quad \text{and} \quad c^{**}_{MM}(\bar{x}, \bar{m}) \leq c_{MM}(\bar{x}, \bar{m}^j),
$$
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one finds that $c^*_{MM}(\vec{x},\vec{m}) = c_{MM}(\vec{x},\vec{m})$ and so $(\vec{x},\vec{m}) \in S_0$. Therefore, by (ii) $\nu_j := s_j \cdot \delta_{y_j}$ with $(y_j,s_j) := T(\vec{x},\vec{m})$ is a HK barycenter for $(\vec{x},\vec{m})$ if $\vec{m} \neq 0$. If $\vec{m} = 0$, the barycenter $\nu_j$ is trivially 0. Since the function

$$(\mu_1, \ldots, \mu_N, \nu) \mapsto \sum_{i=1}^N \lambda_i \text{HK}(\mu_i, \nu)^2$$

is subadditive in its arguments, we thus find that $\nu := \sum_{j=1}^J \nu_j$ is a feasible candidate for the HK barycenter between $(\mu_1, \ldots, \mu_N)$ in (4.1) with score at most $\sum_{j=1}^J c_{MM}(\vec{x},\vec{m}) = c^*_{MM}(\vec{x},\vec{m})$ and thus $\nu$ must be optimal by (i).

Proposition 6.4 leverages duality between $c^*_{MM}$ and $Q_{MM}$ and requires a characterization of the normal cone of $Q_{MM}(\vec{x})$ (or equivalently, the subdifferential of $\iota_{Q_{MM}(\vec{x})}$). As $Q_{MM}(\vec{x})$ is described as an uncountable intersection of sets, see (5.12) and (5.14), this characterization is not entirely trivial and the following Lemma takes care of this technical aspect.

Lemma 6.3. Let $\vec{x} \in \Omega^N$, $\vec{m} \in \mathbb{R}^N_+$ and let $\vec{\psi}$ be the gradient of $c^*_{MM}(\vec{x}, \cdot)$ at $\vec{m}$, cf. Lemma 5.9. Let further

$$Y := \left\{ y \in \Omega \left| \sum_{i=1}^N \frac{\lambda_i \text{Cos}(|x_i - y|)^2}{1 - \psi_i / \lambda_i} = 1 \right. \right\}, \quad Q^Y_{MM} := \bigcap_{y \in Y} Q_{MM}(\vec{x},y).$$

(i) Then $c^*_{MM}(\vec{x},\vec{m}) = \iota^*_{Q^Y_{MM}}(\vec{m})$ and $\vec{\psi}$ is also maximal for this conjugation, i.e. $\vec{m} \in \partial \iota_{Q^Y_{MM}}(\vec{\psi})$.

(ii) If $Y$ is finite, then

$$\partial \iota_{Q^Y_{MM}}(\vec{\psi}) = \sum_{y \in Y} \partial \iota_{Q_{MM}(\vec{x},y)}(\vec{\psi})$$

where the sum denotes the Minkowski sum for sets.

Proof. Step 1: Preparation. Throughout this proof let

$$f : \mathbb{R}^N \times \Omega \rightarrow \mathbb{R} \cup \{\infty\}, \quad (\xi, y) \mapsto \begin{cases} +\infty & \text{if } \xi_i > \lambda_i \text{ for some } i = 1, \ldots, N, \\ \sum_{i=1}^N \frac{\lambda_i \text{Cos}(|x_i - y|)^2}{1 - \psi_i / \lambda_i} & \text{else} \end{cases}$$

where we use convention (5.11) for the situation when $\psi_i = \lambda_i$. $\vec{\xi} \in Q_{MM}(\vec{x},y)$ is equivalent to $f(\vec{\xi},y) \leq 1$, otherwise we say that $\vec{\xi}$ violates the constraint at $y$. Assume that there exists some $\vec{\phi}_{\text{pre}} \in Q_{MM}^y$ with $\sum_{i=1}^N m_i \phi_{i,\text{pre}} > \sum_{i=1}^N m_i \psi_i$. In the following we consider the candidate $\vec{\phi} := \frac{1}{2}(\vec{\phi}_{\text{pre}} + \vec{\psi})$, which will still yield a better score than $\vec{\psi}$ but which is bounded by $\phi_i \leq \lambda_i - \lambda_i^2/2$ (since $\psi_i \leq \lambda_i - \lambda_i^2$, by virtue of $f(\vec{\psi},x_i) \leq 1$ and $\phi_{i,\text{pre}} \leq \lambda_i$). Since $\vec{\phi}$ has a better score than $\vec{\psi}$, it cannot lie in $Q_{MM}(\vec{x})$ (and therefore, $f(\vec{\phi},y) > 1$ for some $y \in \Omega \setminus Y$).

Step 2: Constraints with ‘sufficient slack’. Assume that there were some $\varepsilon > 0$ such that $\vec{\phi}$ only violates constraints of $Q_{MM}(\vec{x})$ where $f(\vec{\phi},y) < 1 - \varepsilon$. Since the family of functions $(\vec{\xi} \mapsto f(\vec{\xi},y))_{y \in \Omega}$ is equicontinuous at $\vec{\psi}$, there exists some $\delta > 0$ such that for $\vec{\zeta} := \vec{\psi} + \delta(\vec{\phi} - \vec{\psi})$ one has $f(\vec{\xi},y) \leq f(\vec{\psi},y) + \varepsilon$ and so, by convexity of $f$ with respect to the first argument,

$$f(\vec{\xi},y) \leq \begin{cases} f(\vec{\psi},y) + \varepsilon \leq 1 & \text{where } f(\vec{\psi},y) < 1 - \varepsilon, \\ (1 - \delta) f(\vec{\psi},y) + \delta f(\vec{\phi},y) \leq 1 & \text{where } f(\vec{\psi},y) \geq 1 - \varepsilon, \end{cases}$$
and so $\xi \in Q_{\text{MM}}(\vec{x})$ but with strictly better score than $\vec{\psi}$, which is a contradiction. So for all $\epsilon > 0$ there must exist some $y \in \Omega$ with $f(\vec{\psi}, y) \geq 1 - \epsilon$ such that $f(\vec{\phi}, y) > 1$.

**Step 3:** $\vec{\phi}$ violates constraints arbitrarily close to $Y$. For every $\delta > 0$ there is some $\epsilon > 0$ such that

$$[f(\vec{\psi}, y) \geq 1 - \epsilon] \Rightarrow \text{dist}(Y, y) \leq \delta \text{ with } \text{dist}(Y, y) := \inf_{y' \in Y} |y - y'|$$

Assume this were not true, then let $(\epsilon^{(t)})_{t}$ be a positive sequence, converging to $0$ and let $(y^{(t)})_{t}$ be a corresponding sequence with $f(\vec{\psi}, y^{(t)}) \geq 1 - \epsilon^{(t)}$ but dist$(Y, y^{(t)}) > \delta$. By continuity of $f(\vec{\psi}, \cdot)$ and compactness of $\Omega$ one could extract a cluster point $y$ with $f(\vec{\psi}, y) = 1$ and dist$(Y, y) \geq \delta$, which contradicts the requirement that $y \in Y$ by definition. Combining this with the previous step we find that for every $\delta > 0$ there must be some $y \in \Omega \setminus Y$ with dist$(Y, y) \leq \delta$ and $f(\vec{\phi}, y) > 1$.

**Step 4:** Close constraints can only be violated by a little. Since $f(\vec{\phi}, y) \leq 1$ for $y \in Y$ and $\phi_i \leq \lambda_i - \lambda_i^2/2$ one gets that $f(\vec{\phi}, y) \leq 1 + O(\delta)$ for dist$(Y, y) \leq \delta$. Here and in the following $O(\delta)$ denotes a number $s(\delta)$, depending on $\delta$, such that there exists a positive constant $C < \infty$ which does not depend on $\delta$, $\vec{\psi}$, $\vec{\phi}$, $y$ or $\vec{m}$ such that $|s(\delta)| \leq C \cdot \delta$ for all $\delta > 0$.

**Step 5:** Contradiction. Since $f(\vec{\psi}, y) = 1$ for $y \in Y$ and $\psi_i \leq \lambda_i - \lambda_i^2/2$, there is some constant $C > 0$ (not depending on $\delta$, $\vec{\psi}$, $\vec{\phi}$, $y$ or $\vec{m}$) such that $\max_{i \in \{1, \ldots, N\}} \cos(|x_i - y|)^2 > C$ for each $y \in Y$. Therefore, moving from $y \in Y$ to some $y^\delta$ with dist$(Y, y^\delta) \leq \delta$ means that the changes of length and orientation of the tuple $(\cos(|x_i - y|^2))_{i \in \{1, \ldots, N\}}$ interpreted as vector in $\mathbb{R}^N$ are both $O(\delta)$. So to get some $\vec{\phi}^\delta$ such that $f(\vec{\phi}^\delta, y^\delta) \leq 1$ it suffices to decrease some of the entries of the vector $(\lambda_i/(1 - \phi_i/\lambda_i))_{i \in \{1, \ldots, N\}}$ by $O(\delta)$. Since $[\phi_i \leq 0$ for $i \in \{1, \ldots, N\}]$ implies $[\vec{\phi} \in Q_{\text{MM}}(\vec{x})]$, it is sufficient to only reduce elements of $\vec{\phi}$ with $\phi_i \in (0, \lambda_i - \lambda_i^2/2]$, where the slope of $s \mapsto \lambda_i/(1 - s/\lambda_i)$ is bounded from below. Thus, we can construct some $\vec{\phi}^\delta$ with $\phi_i - \phi_i^\delta = O(\delta)$ and so

$$\sum_{i=1}^{N} \phi_i^\delta \cdot m_i = \sum_{i=1}^{N} \phi_i \cdot m_i - O(\delta) > \sum_{i=1}^{N} \psi_i \cdot m_i$$

where the inequality holds for sufficiently small $\delta > 0$. At the same time $\vec{\phi}^\delta$ violates no constraints closer than $\delta$ to $Y$, which contradicts Step 3. Therefore, $\vec{\psi}$ must be optimal with respect to $Q_{\text{MM}}^Y$.

**Step 6:** Subdifferential. The second part of the Lemma is a classical result from convex analysis, see e.g. [24, Theorem 23.8] which applies since $(-\infty, 0)^N \subset Q_{\text{MM}}(\vec{x}, y)$ for all $y \in \Omega$ and thus the functions $\iota_{Q_{\text{MM}}(\vec{x}, y)}$ have a common point in the (relative) interior of their domain. □

**Proposition 6.4.** Let $\vec{x} \in \Omega^N$, $\vec{m} \in \mathbb{R}^N_{++}$, let $\vec{\psi}$ be the gradient of $c_{\text{MM}}^{**}(\vec{x}, \cdot)$ at $\vec{m}$, cf. Lemma 5.9, and assume that the set $Y$ from Lemma 6.3 (6.2) is finite.

(i) Then there exists a decomposition

$$\vec{m} = \sum_{y \in Y} \vec{m}^y, \quad \vec{m}^y \in \partial_{Q_{\text{MM}}(\vec{x}, y)}(\vec{\psi}) \text{ for } y \in Y \quad (6.4)$$

such that

$$c_{\text{MM}}^{**}(\vec{x}, \vec{m}) = \sum_{y \in Y} c_{\text{MM}}(\vec{x}, \vec{m}^y, y) \quad \text{and} \quad c_{\text{MM}}(\vec{x}, \vec{m}^y, y) = c_{\text{MM}}(\vec{x}, \vec{m}^y) = c_{\text{MM}}^{**}(\vec{x}, \vec{m}^y). \quad (6.5)$$
(ii) For this decomposition one finds \( \sum_{y \in Y} s^y \delta_y \) is a HK barycenter between \( \mu_1, \ldots, \mu_N \) with \( (y, s^y) = T(\vec{x}, \vec{m}^y) \) for \( y \in Y \).

(iii) There are no HK barycenters between \( \mu_1, \ldots, \mu_N \) that are supported outside of \( Y \). This also holds when \( Y \) is not finite.

(iv) Any HK barycenter between \( \mu_1, \ldots, \mu_N \) can be written in the way described in (i) and (ii).

(v) If the subdifferentials \( \partial_t Q_{MM}(\vec{x}, y)(\vec{\psi}) \) for \( y \in Y \) are linearly independent the barycenter is unique.

(vi) Every \( \mu_i = m_i \cdot \delta_{x_i} \) (where \( m_i > 0 \) by assumption) is (partially) transported to some (possibly multiple) non-zero \( s^y \cdot \delta_y \) in the HK barycenter, i.e. no mass particle ‘vanishes completely’.

Proof. (i): By Lemma 6.3 we have \( \vec{m} \in \partial_t Q_{MM}(\vec{\psi}) \) and
\[
\partial_t Q_{MM}(\vec{\psi}) = \sum_{y \in Y} \partial_t Q_{MM}(\vec{x}, y)(\vec{\psi})
\]
thus decomposition (6.4) exists. The relation \( \vec{m}^y \in \partial_t Q_{MM}(\vec{x}, y)(\vec{\psi}) \) implies (cf. (5.15))
\[
c_{MM}(\vec{x}, \vec{m}^y, y) = \sum_{i=1}^N \psi_i m_i^y
\]
and so
\[
c_{MM}^*(\vec{x}, \vec{m}) = \sum_{i=1}^N \psi_i m_i = \sum_{y \in Y} \sum_{i=1}^N \psi_i m_i^y = \sum_{y \in Y} c_{MM}(\vec{x}, \vec{m}^y, y) \geq \sum_{y \in Y} c_{MM}(\vec{x}, \vec{m}^y) \geq \sum_{y \in Y} c_{MM}^*(\vec{x}, \vec{m}^y) \geq c_{MM}^*(\vec{x}, \vec{m}).
\]
Thus, all inequalities must be equalities, and equality must also hold for each term in the sums separately. This proves (6.5).

(ii): The left part of (6.5) establishes that \( (\vec{x}, \vec{m}^y) \in S \) and that \( T(\vec{x}, \vec{m}^y) = (y, s^y) \) for some \( s^y \in \mathbb{R}_+ \). The fact that \( \sum_{y \in Y} s^y \delta_y \) is a barycenter then follows from Proposition 6.2 (iii).

(iii): We will prove this by a complimentary slackness argument. Let \( \mu_i := m_i \cdot \delta_{x_i} \) and let \( \nu \in \mathcal{M}_+(\Omega) \) some non-negative measure. From Lemma 6.1 (iii) we find that in (3.8) for HK\( (\mu_i, \nu)^2 \) we can restrict the support of \( \gamma_1, \gamma_2 \) and \( \gamma \) to \( \{x_i\} \times \Omega \). This implies that \( \gamma_1 = \delta_{x_i} \otimes \rho_i \) for some \( \rho_i \in \mathcal{M}_+(\Omega) \) with \( \|\rho_i\| = m_i \) and \( \gamma_2 = \delta_{x_i} \otimes \nu \) and thus one finds
\[
HK(\mu_i, \nu)^2 = \min \left\{ \int_{\Omega} c(x_i, \frac{d\rho_i}{d\gamma}(y), y, \frac{d\nu}{d\gamma}(y)) d\gamma(y) \left| \rho_i, \gamma \in \mathcal{M}_+(\Omega), \|\rho_i\| = m_i, \rho_i, \nu \ll \gamma \right. \right\}.
\]
Plugging this into (4.1) we get
\[
HK_{C2M}(\mu_1, \ldots, \mu_N)^2 = \min \left\{ \int_{\Omega} \sum_{i=1}^N \lambda_i c(x_i, \frac{d\rho_i}{d\gamma}(y), y, \frac{d\nu}{d\gamma}(y)) d\gamma(y) \left| \rho_1, \ldots, \rho_N, \nu, \gamma \in \mathcal{M}_+(\Omega), \|\rho_i\| = m_i \text{ for } i \in \{1, \ldots, N\}, \rho_1, \ldots, \rho_N, \nu \ll \gamma \right. \right\}.
\]

Let now $\rho_1, \ldots, \rho_N, \nu, \gamma$ be a minimizer. With Propositions 5.13 and 6.2 we find
\[ c^*_{\text{MM}}(\vec{x}, \vec{m}) = \text{HK}_{\text{MM}}(\mu_1, \ldots, \mu_N)^2 = \text{HK}_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2 \]
\[ = \int_{\Omega} \sum_{i=1}^N \lambda_i c(x_i, \frac{d\nu}{d\gamma}(y), \frac{d\nu}{d\gamma}(y)) \, d\gamma(y) \geq \int_{\Omega} c_{\text{MM}}(\vec{x}, \frac{d\vec{\nu}}{d\gamma}(y), y) \, d\gamma(y) \]
(where $\frac{d\vec{\nu}}{d\gamma}(y) = (\frac{d\nu}{d\gamma}(y), \ldots, \frac{d\nu}{d\gamma}(y))$ is the vector of densities and we recall definition (5.8))
\[ \geq \int_{\Omega} \left[ \sum_{i=1}^N \psi_i \cdot \frac{d\nu}{d\gamma}(y) \right] \, d\gamma(y) = \sum_{i=1}^N \psi_i \cdot m_i = c^*_{\text{MM}}(\vec{x}, \vec{m}) \]
where we have used $\vec{\nu} \in Q_{\text{MM}}(\vec{x}) \subset Q_{\text{MM}}(\vec{x}, y)$ for all $y \in \Omega$, see (5.12). Once more, this implies that all inequalities are actually equalities and that the integrands must agree $\gamma$-almost everywhere. In particular
\[ c_{\text{MM}}(\vec{x}, \frac{d\vec{\nu}}{d\gamma}(y), y) = \sum_{i=1}^N \psi_i \cdot \frac{d\nu}{d\gamma}(y) \quad \gamma(y)\text{-almost everywhere} \]
which means $\frac{d\vec{\nu}}{d\gamma}(y) = \partial_{Q_{\text{MM}}(\vec{x},y)}(\vec{\nu}) \gamma(y)$-almost everywhere. Since $\partial_{Q_{\text{MM}}(\vec{x},y)}(\vec{\nu}) = \{0\}$ if $\vec{\nu}$ lies in the interior of $Q_{\text{MM}}(\vec{x}, y)$, which in turn is equivalent to $y \notin Y$, cf. (6.2), we find that $\frac{d\vec{\nu}}{d\gamma}$ is zero $\gamma$-almost everywhere outside of $Y$. Finally, by direct computation we find that the optimal $\nu$ must satisfy $[\frac{d\vec{\nu}}{d\gamma} = 0] \Rightarrow [\frac{d\nu}{d\gamma} = 0]$ $\gamma$-almost everywhere (since $s = 0$ is the unique minimizer in (5.8) for $m_1 = \ldots = m_N = 0$). Therefore, the barycenter $\nu$ must be concentrated on $Y$.

(iv): We continue the argument from the previous part. The minimal $\rho_i$ must be concentrated on $Y$ and thus can be written as $\rho_i = \sum_{y \in Y} m_i^y \delta_y$ and the constraint $\|\rho_i\| = m_i$ becomes $\sum_{y \in Y} m_i^y = m_i$. Likewise, the optimal $\nu$ can be written as $\sum_{y \in Y} s^y \delta_y$. The corresponding objective for $\text{HK}_{\text{C2M}}(\mu_1, \ldots, \mu_N)^2$ then is $\sum_{y \in Y} \sum_{i=1}^N \lambda_i c(x_i, m_i^y, y, s^y)$, which me minimize over non-negative decompositions $\vec{m} = \sum_{y \in Y} \vec{m}^y$ and masses $s^y$, $y \in Y$. Clearly, the $s^y$ must be minimizers for $c_{\text{MM}}(\vec{x}, \vec{m}^y, y)$ in (5.8) so that the objective becomes $\sum_{y \in Y} c_{\text{MM}}(\vec{x}, \vec{m}^y, y)$. By Proposition 6.2 (i) this implies that the optimal decomposition satisfies the left part of (6.5), which implies the right part by Lemma 5.11, which then, by convex analysis, implies the right part of (6.4).

(v): If the subdifferentials are linearly independent the decomposition $\vec{m} = \sum_{y \in Y} \vec{m}^y$ is unique. Since, by (iv) any barycenter can be written as such a decomposition, this must be the unique barycenter.

(vi): For every $i \in \{1, \ldots, N\}$, $m_i^y > 0$ for at least one $y \in Y$. By Proposition 5.10 $|y - x_i| < \pi/2$ and therefore by explicit computation (cf. (5.8)), $s_y > 0$.

6.2 Examples and illustrations

In this subsection we assume $\vec{x} \in \Omega^N$, $\vec{m} \in \mathbb{R}^N_+$ and $\vec{\nu}$ is the gradient of $c^*_{\text{MM}}(\vec{x}, \cdot)$ at $\vec{m}$, cf. Lemma 5.9. As in the proof of Lemma 6.3, throughout this subsection we will use the function
\[ f : \mathbb{R}^N \times \Omega \to \mathbb{R} \cup \{\infty\}, \quad (\vec{x}, y) \mapsto \begin{cases} +\infty & \text{if } \xi_i > \lambda_i \text{ for some } i = 1, \ldots, N, \\ \sum_{i=1}^N \frac{\lambda_i c(x_i, y - y_i)}{1 - \psi_i / \lambda_i} & \text{else} \end{cases} \]
with convention (5.11) to study the set $Q_{\text{MM}}(\tilde{x})$. For $\tilde{\psi} \in Q_{\text{MM}}(\tilde{x})$, $\psi_x \leq \lambda_i - \lambda^2$, and thus the function $f(\cdot, y)$ is smooth at $\tilde{\psi}$ for all $y \in \Omega$. This implies that for $f(\tilde{\psi}, y) = 1$ the normal cone of $Q_{\text{MM}}(\tilde{x}, y)$ at $\tilde{\psi}$, which is equal to $\partial_t Q_{\text{MM}}(\tilde{x}, y)(\tilde{\psi})$, is given by

$$\partial_t Q_{\text{MM}}(\tilde{x}, y)(\tilde{\psi}) = \mathbb{R}_+ \cdot \nabla_{\tilde{\psi}} f(\tilde{\psi}, y) = \mathbb{R}_+ \cdot \left(\frac{\cos(|x_1 - y|)^2}{(1 - \psi_1/\lambda_1)^2} \cdots \frac{\cos(|x_N - y|)^2}{(1 - \psi_N/\lambda_N)^2}\right).$$

(6.6)

We can now complement and conclude the discussion for $N = 2$ started in Example 5.15.

Example 6.5 ($N = 2$). By the ‘convex hull argument’ (see Lemma 5.6 (iii) and Proposition 5.8) we can restrict our considerations to line segment between $x_1$ and $x_2$.

Case $|x_1 - x_2| < \pi/2$. Since $\tilde{\psi} \in Q_{\text{MM}}(\tilde{x})$ the function $f(\tilde{\psi}, \cdot)$ has a unique maximum $y$ on the open line segment (this can be verified by considering the derivative of $f(\tilde{\psi}, \cdot)$ along the line). By Proposition 6.4, $f(\tilde{\psi}, y)$ must be 1 and the unique HK barycenter is given by $s \cdot \delta_y$ with $(y, s) = T(\tilde{x}, \tilde{m})$, $(\tilde{x}, \tilde{m}) \in S$. In principle one could work out the values of $(y, s)$ and would find that they agree with the point on the constant speed geodesic between the two marginals at time $t = 1 - \lambda_1 = \lambda_2$, cf. [5, Theorem 4.1].

Case $|x_1 - x_2| > \pi/2$. The function $f(\tilde{\psi}, \cdot)$ has two (local) maxima at $x_1$ and $x_2$. Since $\tilde{\psi}$ must be maximal for $\sup_{\phi \in Q_{\text{MM}}(\tilde{x})} \sum_{i=1}^N m_i \cdot \phi_i$ we find that $\psi_x = \lambda_i - \lambda^2$ and $f(\tilde{\psi}, x_i) = 1$ (and strictly smaller elsewhere). Since $\cos(|x_1 - x_2|) = 0$ we find that

$$Q_{\text{MM}}(\tilde{x}, x_1) = (-\infty, \lambda_i - \lambda_1^2] \times (-\infty, \lambda_2], \quad Q_{\text{MM}}(\tilde{x}, x_2) = (-\infty, \lambda_1] \times (-\infty, \lambda_2 - \lambda_2^2],$$

$$\partial_t Q_{\text{MM}}(\tilde{x}, x_1)(\tilde{\psi}) = \mathbb{R}_+ \times \{0\}, \quad \partial_t Q_{\text{MM}}(\tilde{x}, x_2)(\tilde{\psi}) = \{0\} \times \mathbb{R}_+.$$

So the decomposition implied by Proposition 6.4 (i) is

$$\bar{m} = \sum_{i=1}^2 \bar{m}_i, \quad \bar{m}_1 = (m_1, 0) \in \partial_t Q_{\text{MM}}(\tilde{x}, x_1), \quad \bar{m}_2 = (0, m_2) \in \partial_t Q_{\text{MM}}(\tilde{x}, x_2)$$

and is unique. It follows that the unique barycenter is given by $\sum_{i=1}^2 s_i \delta_{x_i}$ where $s_i = \lambda^2 m_i$ is obtained by explicitly solving (5.8). Again, this is consistent with the HK geodesic [5, Theorem 4.1]. We deduce by Proposition 6.2 (ii) that $(\tilde{x}, \tilde{m}) \notin S$.

Case $|x_1 - x_2| = \pi/2$. $\psi_x = \lambda_i - \lambda_2^2$ is still optimal and $f(\tilde{\psi}, \cdot) = 1$ on the whole line segment. Thus, $Y$ is uncountable and Proposition 6.4 does not apply immediately. (6.6) yields that $\partial_t Q_{\text{MM}}(\tilde{x}, y) = \mathbb{R}_+ \cdot (\cos(|x_1 - y|)^2/\lambda_1^2, \cos(|x_2 - y|)^2/\lambda_2^2)$. Then, applying the complementary slackness argument used in the proof of Proposition 6.4 (iii) we find that we can construct HK barycenters with essentially arbitrary support on the line segment. In addition, there is some $y$ such that $\bar{m} \in \partial_t Q_{\text{MM}}(\tilde{x}, y)$ and so there also exists a barycenter which is a single Dirac measure, i.e. again $(\tilde{x}, \tilde{m}) \in S$.

In conclusion, we find that for $\bar{m} \in \mathbb{R}_{++}^2$, $(\tilde{x}, \tilde{m}) \in S$ is equivalent to $|x_1 - x_2| \leq \pi/2$ and we have reconstructed the behaviour of HK geodesics between Dirac measures via the barycenter for $N = 2$.

Example 6.6 ($N = 3$). For simplicity we restrict this discussion to one spatial dimension ($d = 1$). In principle, higher dimensions can be treated analogously but the distinction between the separate cases becomes more complicated. We ignore cases with $|x_i - x_j| = \pi/2$, they can either be dealt with similarly to the $N = 2$ example or the third point ‘breaks the symmetry'.
Figure 1: Visualization of a part of the surface of $Q_{\text{MM}}(\vec{x})$ for various $\vec{x}$ for $N = 3$, $d = 1$. The black box (approximately) represents the region $\times_{i=1}^{N}[0, \lambda_i - \lambda_{i-1}^2]$, orientation of the axes is given in (a). The cases (a) to (d) are described in Example 6.6.

In the interior of each colored region the function $f(\psi, \cdot)$ has a unique maximum $y \in \Omega$. The location of $y$ is encoded by the color. Red: $|y - x_i| < \pi/2$ for $i = 1, 2, 3$; purple: $|y - x_1| < \pi/2$, $|y - x_i| > \pi/2$ for $i = 2, 3$; analogous for blue ($x_2$) and teal ($x_3$); green: $|y - x_i| < \pi/2$ for $i = 1, 2$, $|y - x_3| > \pi/2$; orange: $|y - x_i| < \pi/2$ for $i = 2, 3$, $|y - x_1| > \pi/2$.

For $\vec{m} \in \mathbb{R}_+^N$ the vector $\vec{\psi} = \nabla \vec{m} \omega_{\text{MM}}^*(\vec{x}, \vec{m})$ is the unique point on the surface where $\vec{m}$ is normal to the surface.
W.l.o.g. we may assume \( x_1 < x_2 < x_3 \). The sets \( Q_{\text{MM}}(\vec{x}) \) for all cases are illustrated in Figure 1.

**Case** \( |x_1 - x_3| < \pi/2 \), **Figure 1 (a)**. A careful but elementary analysis of trigonometric functions yields that \( f(\vec{\psi}, y) = 1 \) only for a single point \( y \) in \((x_1, x_3)\). Thus, the barycenter is unique, consists of a single Dirac and \((\vec{x}, \vec{m}) \in S \). Existence of a single-Dirac-barycenter and \((\vec{x}, \vec{m}) \in S \) can also be verified since the setting of Section 5.4 applies, (5.22) is convex in \( \vec{m} \), and Proposition 6.2 (ii).

**Case** \( |x_1 - x_2| > \pi/2 \land |x_2 - x_3| > \pi/2 \), **Figure 1 (b)**. One finds \( f(\vec{\psi}, y) = 1 \) for \( y \in \{x_1, x_2, x_3\} \), analogous to the case \( |x_1 - x_2| > \pi/2 \) the unique barycenter consists of three Diracs at \( x_1, x_2, x_3 \). \((\vec{x}, \vec{m}) \notin S \). The set \( Q_{\text{MM}}(\vec{x}) \) becomes a product set, \( Q_{\text{MM}}(\vec{x}) = \bigtimes_{i=1}^{3} (-\infty, \lambda_i - \lambda_i^2] \) and since we assumed \( \vec{m} \in \mathbb{R}_{++}^3 \), \( \vec{\psi} \) lies at the ‘vertex’, \( \psi_i = \lambda_i - \lambda_i^2 \) of the three faces (see Figure).

**Case** \( |x_1 - x_2| < \pi/2 \land |x_2 - x_3| > \pi/2 \), **Figure 1 (c)**. \( f(\vec{\psi}, \cdot) = 1 \) for \( y_1, y_2 \), with \( y_1 \in (x_1, x_2) \), corresponding to the barycenter between \( m_1 \cdot \delta_{x_1} \) and \( m_2 \cdot \delta_{x_2} \) and \( y_2 = x_3 \) for the ‘isolated mass’. \((\vec{x}, \vec{m}) \notin S \). One has \( Q_{\text{MM}}(\vec{x}) = Q_{\text{MM}}^{1,2} \times (-\infty, \lambda_3 - \lambda_3^2] \) where \( Q_{\text{MM}}^{1,2} \) is a rescaled version of the constraint set \( Q \), (3.14), of Proposition 3.9, see also Example 5.15 and the ‘partially zero mass’-discussion in the proof of Proposition 5.10. For strictly positive masses, \( \vec{\psi} \) lies at the ‘edge’ between the teal and green region of the surface (see Figure). The case \( |x_1 - x_2| > \pi/2 \land |x_2 - x_3| < \pi/2 \) is analogous.

**Case** \( |x_1 - x_2| < \pi/2 \land |x_2 - x_3| < \pi/2 \land |x_1 - x_3| > \pi/2 \), **Figure 1 (d)**. This case is more complicated than the previous scenarios and the number of Dirac masses in the barycenter does not solely depend on \( \vec{x} \), but also on \( \vec{m} \). For \( \psi_2 \) ‘relatively large’, \( f(\vec{\psi}, \cdot) = 1 \) for a unique point \( y \in (x_3 - \pi/2, x_1 + \pi/2) \), which is also the location of the Dirac mass that is the unique barycenter in this case and \((\vec{x}, \vec{m}) \in S \). For \( \psi_2 \) ‘relatively small’, \( f(\vec{\psi}, \cdot) = 1 \) for two distinct points \( y_1 \in (x_1, x_3 - \pi/2) \), \( y_2 \in (x_1 + \pi/2, x_3) \). The unique barycenter consists of two Dirac masses at \( y_1 \) and \( y_2 \). The mass at \( x_2 \) is then ‘split’ between \( y_1 \) and \( y_2 \). At the transition between the two regimes \( f(\vec{\psi}, \cdot) = 1 \) on \([x_3 - \pi/2, x_1 + \pi/2] \) and the barycenter may also be diffuse. The set \( Q_{\text{MM}}(\vec{x}) \) has an ‘edge’ where \( f(\vec{\psi}, \cdot) = 1 \) for two distinct points and \((\vec{x}, \vec{m}) \notin S \). For strictly positive masses, if \((\vec{x}, \vec{m}) \in S \), \( \vec{\psi} \) lies in the red region of the surface, otherwise at the edge between the orange and green region, the diffuse case corresponds to the point where the three colors meet (see Figure).

An illustration of \( c_{\text{MM}}(\vec{x}, \cdot) \) and \( c^*_{\text{MM}}(\vec{x}, \cdot) \) for this case is given in Figure 2. Illustrations of the HK barycenter between three Dirac masses for various pairwise distances are given in Figure 3.

Moving from \( N = 2 \) to \( N = 3 \) we observe that the behaviour of the HK barycenter between Dirac measures becomes more complex. Nearby points are ‘clustered’ into a single Dirac mass, far separated points are approximated by distinct masses. The transition between the two regimes is not purely based on the distance between the points but also depends on their masses. Two points at a distance between \( \pi/2 \) and \( \pi \) may still be represented by the same Dirac mass in the barycenter if there is a suitable third point between them with sufficiently high mass. This ‘clustering behaviour’ could be particularly useful for computing meaningful barycenters between empirical measures where none of the samples accurately represents the whole underlying distribution but only their combination does. This is illustrated with a toy set-up in the following example.

**Example 6.7** (Point clouds in \( d = 2 \)). Let \((x_i)_{i=1}^N \) be a set of points, sampled from a mixture of Gaussians in \( d = 2 \).
Figure 2: Visualization of $c_{\text{MM}}(\vec{x}, \cdot)$ and $c_{\text{MM}}^{**}(\vec{x}, \cdot)$ for $N = 3$, $d = 1$, $\vec{x}$ as in Figure 1 (d) for $m_1, m_3 \in [0,1]^2$, $m_1 + m_3 \leq 1$ as in (a), $m_2 := 1 - m_1 - m_3$. By positive 1-homogeneity of $c_{\text{MM}}^{**}$ this fully characterizes the functions. (a,b): absolute color scale (blue: small, yellow: large), (c,d): visualization of level sets via periodic color scale.

For $m_2$ large (i.e. $m_1, m_3$ small) the two functions agree, this corresponds to the red region in Figure 1 (d) where the barycenter is a single Dirac measure. For $m_2$ small $c_{\text{MM}}(\vec{x})$ becomes non-convex and splitting the barycenter into two Diracs is more efficient.

If we set $\mu_i = \delta_{x_i}$ the Wasserstein barycenter of $(\mu_1, \ldots, \mu_N)$ (for simplicity with uniform weights $\lambda_i = 1/N$) is given by $\nu = \delta_{\overline{\mathbf{x}}}$ with $\overline{\mathbf{x}} = T(x_1, \ldots, x_N)$. The information about the mixture of Gaussians is lost. This is illustrated in Figure 4 (a).

Assume the diameter of the point cloud is larger than $\pi/2$. If we consider instead the HK barycenter, we expect it to consist of multiple Diracs, more accurately representing the underlying structure of the point cloud, see Figure 4 (b).

The situation is similar when $\mu_i = \sum_{j=1}^{n_i} \delta_{x_{i,j}}$ with points $x_{i,j}$ sampled from some underlying distribution, but now each $\mu_i$ contains $n_i > 0$ points (and the $n_i$ might not all be equal). The Wasserstein barycenter (after normalization of all $\mu_i$) becomes a combination of Dirac measures near the global center of mass of the sampling distribution (Figure 4 (c)) whereas the HK barycenter contains Dirac masses near the means of the underlying Gaussians, once more providing the more accurate representation.

It should be noted that the desired effect of the HK barycenter compared to the Wasserstein barycenter depends on the proper length scale of the data points which must be chosen in advance.

7 Non-existence of a multi-marginal soft-marginal formulation

In Section 3 various formulations for HK were given. Formulation (3.7) is based on a lifting to a transport problem on the higher-dimensional cone $C$, formulation (3.8) involves multiple ‘semi-couplings’ and a non-linear transport cost. It is remarkable that there also exists formulation (3.9) in terms of a ‘simple’ transport problem on $\Omega$ for a particular cost function $c_{\text{HK,KL}}$ and relaxed marginal constraints.

In this section we study whether an analogous simplification for the HK-barycenter problem exists and show that the answer is negative for $N \geq 3$ under natural structural assumptions.
More we precisely, we want to see if

$$\text{HK}_{MM}(\mu_1, \ldots, \mu_N)^2 = \inf \left\{ \int_{\Omega^N} c_{MM,KL}(\vec{x}) \, d\gamma(\vec{x}) + \sum_{i=1}^{N} H_i(\pi_{i\#} \gamma) \, \left| \gamma \in \mathcal{M}_+(\Omega^N) \right. \right\} \quad (7.1)$$

for suitable choices of $c_{MM,KL} : \Omega^N \to \mathbb{R} \cup \{\infty\}$ and $H_i : \mathcal{M}_+(\Omega) \to \mathbb{R} \cup \{\infty\}$. For very particular choices of $c_{MM,KL}$ and $H_i$ this is certainly possible (for instance, set $c_{MM,KL}(\vec{x}) := \text{HK}_{MM}(\mu_1, \ldots, \mu_N)^2$ and $H_i(\sigma) = 0$ if $\|\sigma\| = 1$ and $+\infty$ otherwise, but it is not mathematically interesting) and we are interested whether it is possible under additional natural structural assumptions:

(A1) $c_{MM,KL}$ is lower-semicontinuous in $\vec{x}$ and depends only on the weights $(\lambda_1, \ldots, \lambda_N)$ and the pairwise distances $|x_i - x_j|$, $i, j \in \{1, \ldots, N\}$ but not on $(\mu_1, \ldots, \mu_N)$.

(A2) $H_i$ only depends on $\mu_i$ (not on the other reference measures) and the dependency is local,

Figure 3: HK barycenter in $d = 1$ between $N = 3$ Dirac measures $\mu_i = \delta_{x_i(t)}$ for various distances between the three points.
Horizontal axis: $\Omega \subset \mathbb{R}$, vertical axis: time for parametrizing moving points. Red lines: positions of points $x_i(t)$, $i$ increasing from left to right. Gray horizontal lines: transition between the cases discussed in Example 6.6. $t < t_1$: $|x_1 - x_3| < \pi/2$, $t < t_2$: $|x_2 - x_3| < \pi/2$, $t < t_3$: $|x_1 - x_2| < \pi/2$.
Color image: each row gives the approximation of the HK barycenter between the three points at their current locations, computed with the entropic regularization approximation on a grid of 256 points and Sinkhorn algorithm introduced in [6] using the code from [26]. With increasing distance between the points the barycenter goes through the stages described in Example 6.6. When the barycenter is not unique (e.g. during the transitions) the entropic smoothing selects a diffuse solution. This also happens close to the transitions where even though the minimal barycenter is unique, various almost-minimal configurations exist.
Figure 4: Comparison of Wasserstein and Hellinger–Kantorovich barycenters for point clouds in $d = 2$ according to Example 6.7. Each image region represents the area $[0, 5.12]^2$. Points marked with red crosses were sampled from a mixture of Gaussians. Image color coding shows the approximate $W$ or HK barycenter between marginal measures generated from the points (yellow: high mass, blue: low/no mass), computed on a $128 \times 128$ grid with entropic regularization methods, see [6], using code from [26]. Each $\mu_i$ by itself is only a poor approximation of the underlying sampling distribution. In this case the HK barycenter is a more useful representation of the underlying distribution than the Wasserstein barycenter.

i.e. via an integral representation. More precisely, $H_i$ can be written as

$$H_i(\sigma) = \begin{cases} 
\lambda_i \cdot \left[ \int_\Omega h \left( \frac{d\sigma}{d\mu_i} \right) d\mu_i + h^\infty \cdot \|\sigma^\perp\| \right] & \text{if } \sigma \geq 0, \\
+\infty & \text{else}.
\end{cases}$$

(7.2)

for a proper convex lower-semicontinuous function $h : \mathbb{R} \to \mathbb{R} \cup \{\infty\}$ where $h^\infty := \lim_{s \to \infty} h(s)/s \in \mathbb{R} \cup \{\infty\}$ is the recession constant of $h$ and $\sigma = \frac{d\sigma}{d\mu_i} \cdot \mu_i + \sigma^\perp$ is the Lebesgue decomposition of $\sigma$ with respect to $\mu_i$. Without loss of generality we may assume that $h(s) = +\infty$ for $s < 0$.

**Remark 7.1 (On the assumptions).** Indeed, the joint dependency of $H_i$ on $\sigma$ and $\mu_i$ must be positively 1-homogeneous (so that under rescaling all reference measures $\mu_i$, the minimizing $\gamma$ is rescaled as well) implying that by the assumption of local dependency on $\mu_i$, $H_i$ can be written
Therefore, \( g \) which in turn can be written as

\[
H_i(\sigma) = \int_{\Omega} h_i(x, \frac{d\sigma}{d\mu_i}) \, d\mu_i + \int_{\Omega} h_i^\infty(x) \, d\sigma_i^\perp(x)
\]

with a function \( h_i(\cdot, \cdot) \) that may, a priori, also explicitly depend on \( x \in \Omega \) and \( i \) (and thus, so does the recession constant). \( h_i(\cdot, \cdot) \) must be jointly lower-semicontinuous in both arguments and convex in the second argument, \( c_{MM, KL} \) must be lower-semicontinuous to yield a well-defined minimization problem. Since \( HK_{MM}(\mu_1, \ldots, \mu_N)^2 \) is invariant under applying isometric transformations to the measures \( \mu_i \) (as long as their support remains within \( \Omega \)), \( h_i(\cdot, \cdot) \) cannot depend explicitly on the location \( x \in \Omega \) and \( c_{MM, KL} \) only depends on pairwise distances and the weights \((\lambda_1, \ldots, \lambda_N)\). If one were to reweigh all \( \lambda_i \) by a constant factor \( \eta > 0 \) (ignoring the normalization condition \( \sum_{i=1}^N \lambda_i = 1 \)) then \( HK_{MM}(\mu_1, \ldots, \mu_N)^2 \) is also rescaled by \( \eta \) (cf. (4.1)). Thus, the dependency of \( H_i \) on \( \lambda_i \) must be positively \( 1 \)-homogeneous. Applying a permutation to the order of \((\mu_1, \ldots, \mu_N)\) and \((\lambda_1, \ldots, \lambda_N)\) must leave \( HK_{MM}(\mu_1, \ldots, \mu_N)^2 \) invariant. Thus, \( h_i(\cdot, \cdot) \) cannot explicitly depend on the index \( i \). This leaves us with (7.2).

We will show that \( HK_{MM}(\mu_1, \ldots, \mu_N)^2 \) cannot be written in the form (7.1) under assumptions (A1) and (A2) by considering a dual problem to (7.1) and show that it cannot agree with (5.18) for any choices of \( c_{MM, KL} \) and \( h \). Since a rigorous derivation of the dual problem would only be possible if additional properties of \( c_{MM, KL} \) and \( h \) were known (e.g. the details of the asymptotic behaviour of \( h \) at \( \infty \), the behaviour of \( h^* \) at the boundaries of its domain, the sign of \( \inf c_{MM, KL} + h^\infty \)), we do a formal derivation of the dual problem instead and show that its form is incompatible with (5.18).

**Remark 7.2.** Formally, a dual for the optimization problem in (7.1) is given by

\[
\sup \left\{ \sum_{i=1}^N \int_{\Omega} \xi_i \, d\mu_i \bigg| \xi_1, \ldots, \xi_N \in C(\Omega), \sum_{i=1}^N \lambda_i \, g(\xi_i(x_i)/\lambda_i) \leq c_{MM, KL}(\bar{x}) \quad \forall \bar{x} \in \Omega^N \right\} \tag{7.3}
\]

where the convex function \( g \) is given by

\[
g(s) := \inf \{ r \in \mathbb{R} \mid -h^*( -r ) \geq s \}.
\]

**Sketch of proof.** Since \( h(s) = \infty \) for \( s < 0 \), \( h^* \) is an increasing function. Therefore, so is \( s \mapsto -h^*(-s) \) and consequently also \( g \) is increasing. Since \( s \mapsto -h^*(-s) \) is concave, \( g \) is convex. Therefore, \( g \) is continuous on (the interior of) its domain. Then, by a change of variables \( \psi_i := \lambda_i \, g(\xi_i/\lambda_i) \), we find that (7.3) is equivalent to

\[
\sup \left\{ \sum_{i=1}^N \int_{\Omega} -\lambda_i \, h^*( -\frac{\psi_i}{\lambda_i} ) \, d\mu_i \bigg| \psi_1, \ldots, \psi_N \in C(\Omega), \sum_{i=1}^N \psi_i \leq c_{MM, KL}(\bar{x}) \quad \forall \bar{x} \in \Omega^N \right\}
\]

which in turn can be written as

\[
-\inf \left\{ G(\tilde{\psi}) + F(A\tilde{\psi}) \bigg| \tilde{\psi} \in C(\Omega)^N \right\}
\]
with

\[ G : C(\Omega)^N \to \mathbb{R} \cup \{\infty\}, \quad \tilde{\psi} \mapsto \begin{cases} \sum_{i=1}^N \int_{\Omega} \lambda_i h^\star(-\frac{\psi}{\lambda_i}) \, d\mu_i & \text{if } \psi_i / \lambda_i \geq -h^\infty \text{ for } i = 1, \ldots, N, \\ +\infty & \text{else.} \end{cases} \]

\[ F : C(\Omega^N) \to \mathbb{R} \cup \{\infty\}, \quad \phi \mapsto \begin{cases} 0 & \text{if } \phi(\vec{x}) \leq c_{\text{MM,KL}}(\vec{x}) \text{ for all } \vec{x} \in \Omega^N, \\ +\infty & \text{else,} \end{cases} \]

\[ A : C(\Omega)^N \to C(\Omega^N), \quad \tilde{\psi} \mapsto \phi \text{ with } \phi(\vec{x}) = \sum_{i=1}^N \psi_i(x_i). \]

The conjugate of \( F \) and the adjoint of \( A \) are analogous to Remark 2.2. The conjugate of \( G \) is formally given by \( G^*(\vec{\sigma}) = \sum_{i=1}^N H_i(-\sigma_i) \). Therefore, the formal dual problem

\[
\inf \left\{ G^*(-A^*\gamma) + F^*(\gamma) \mid \gamma \in \mathcal{M}(\Omega^N) \right\}
\]

coincides with (7.1) with \( H_i \) given by (7.2). \( \square \)

Now we observe that by Proposition 6.2 \( c_{\text{MM}}^{**} \) is the unique function that is convex and positively 1-homogeneous in its mass arguments that can be plugged into (5.6) or (5.7) to yield \( \text{HK}_{\text{MM}} \) (\( c_{\text{MM}} \) can also be used in (5.6) but it is not everywhere convex in its mass arguments). Further, \( Q_{\text{MM}} \) is the unique family of closed convex sets that satisfies the relation \( c_{\text{MM}}^{**}(\vec{x}, \cdot) = i_{Q_{\text{MM}}(\vec{x})}^* \) (because \( c_{\text{MM}}^{**}(\vec{x}, \cdot) = \iota_{Q_{\text{MM}}(\vec{x})} \)). Therefore, in the dual formulation (5.18) the constraint set \( Q_{\text{MM}}(\vec{x}) \) is the unique choice to yield \( \text{HK}_{\text{MM}} \) in combination with the objective \( \sum_{i=1}^N \int_{\Omega} \psi_i \, d\mu_i \).

So finally, for (7.1) with (7.3) as its (formal) dual to be an equivalent formulation of \( \text{HK}_{\text{MM}} \) one must have that

\[
\left[ \tilde{\psi} \in Q_{\text{MM}}(\vec{x}) \right] \iff \left[ \sum_{i=1}^N \lambda_i g(\psi_i / \lambda_i) \leq c_{\text{MM,KL}}(\vec{x}) \right] \quad \forall \vec{x} \in \Omega^N, \tilde{\psi} \in \mathbb{R}^N \tag{7.4}
\]

for some choice of \( g \) and \( c_{\text{MM,KL}} \). The following Proposition shows that this is not possible for \( N \geq 3 \) and thus no formulation of \( \text{HK}_{\text{MM}} \) in the form of (7.1) under assumptions (A1) and (A2) is possible.

**Proposition 7.3.** For \( N \geq 3 \) there exists no function \( g : \mathbb{R} \to \mathbb{R} \cup \{\infty\} \) and no function \( c_{\text{MM,KL}} : \Omega^N \to \mathbb{R} \cup \{\infty\} \) such that (7.4) is true.

**Proof.** We prove the result by providing a counterexample. Assume that \( g \) and \( c_{\text{MM,KL}} \) exist such that (7.4) is true. It suffices to produce a contradiction for some particular choice of the \( x_i \); take \( x_1 \in \Omega \) and \( x_2 = \ldots = x_N \in \Omega \), distinct but closer than \( \pi / 2 \), and define \( \alpha := \sin(|x_1 - x_2|)^2 \in (0, 1) \). For simplicity we choose \( \lambda_i = 1/N \) for \( i \in \{1, \ldots, N\} \) but the example can be extended to general weights.

By Lemma 5.6 (iii) we can restrict the minimization over \( y \) in (5.1) to the convex hull of \( x_1 \) and \( x_2 = \ldots = x_N \), i.e. the line segment between the points. Thus the setting of Proposition 5.16 and the representation (5.24) for \( Q_{\text{MM}} \) applies.

The following choice of \( \tilde{\psi} \) lies in \( Q_{\text{MM}}(\vec{x}) \):

\[
\psi_1 = \tilde{\psi} := \left( \frac{1}{N} - \frac{1}{N^2} \right) \alpha, \quad \psi_2 = \cdots = \psi_N = 0.
\]
The corresponding $\chi$ for $\tilde{Q}_{MM}(\vec{x})$, cf. (5.24), is given by

$$\chi_1 = \hat{\chi} := \frac{1}{N - (N - 1)\alpha}, \quad \chi_2 = \cdots = \chi_N = \frac{1}{N}.$$ 

Indeed, observe that

$$\sum_{i=1}^{N} \chi_i = \hat{\chi} + \frac{N - 1}{N}, \quad \sum_{1 \leq j < k \leq N} \chi_j \chi_k \sin(|x_j - x_k|)^2 = \hat{\chi} \left(1 - \frac{N - 1}{N} \alpha\right) + \frac{N - 1}{N} = 1.$$ 

By the assumed equivalence (7.4),

$$\frac{1}{N} g(N \hat{\psi}) + \left(1 - \frac{1}{N}\right) g(0) \leq c_{MM,KL}(\vec{x}).$$

Using that equivalence in the other direction, we conclude — recall that the $\psi_i$ enter symmetrically, since $\lambda_i = 1/N$ — that also the choice

$$\psi_1 = 0, \quad \psi_2 = \hat{\psi}, \quad \psi_3 = \cdots = \psi_N = 0$$

should lie in $Q_{MM}(\vec{x})$ and therefore,

$$\chi_1 = \frac{1}{N}, \quad \chi_2 = \hat{\chi}, \quad \chi_3 = \cdots = \chi_N = \frac{1}{N}$$

should lie in $\tilde{Q}_{MM}(\vec{x})$. We show that this cannot be true. Namely, observe that

$$\sum_{i=1}^{N} \chi_i = \hat{\chi} + \frac{N - 1}{N}, \quad \sum_{1 \leq j < k \leq N} \chi_j \chi_k \sin(|x_j - x_k|)^2 = \hat{\chi} \left(1 - \frac{N - 1}{N} \alpha\right) + \frac{N - 1}{N} = 1.$$ 

and so

$$\sum_{i=1}^{N} \chi_i - \sum_{1 \leq j < k \leq N} \chi_j \chi_k \sin(|x_j - x_k|)^2 = \hat{\chi} \left(1 - \frac{\alpha}{N}\right) + \frac{N - 1}{N} - \frac{(N - 2)\alpha}{N^2}$$

$$= \frac{1}{N} \left[N - (N - 1)\alpha + (N - 2)\alpha\right]$$

$$= \frac{1}{N} \left[1 + \hat{\chi} \frac{(N - 2)\alpha}{N} + \left(1 - \frac{1}{N}\right) - \frac{(N - 2)\alpha}{N^2}\right]$$

which is strictly greater than 1 since $N \geq 3$ and $\alpha \in (0, 1)$.

\[\square\]
Remark 7.4. The above argument hinges on the fact that the set $Q_{\text{MM}}(\vec{x})$ is not invariant under permutations of the entries of $\vec{\psi}$ (even when taking into account the weights $\lambda_1, \ldots, \lambda_N$) and thus cannot be adapted to the case $N = 2$. Indeed, for $N = 2$ we find with (5.23) that

$$[(\psi_1, \psi_2) \in Q_{\text{MM}}(x_1, x_2)] \Leftrightarrow \left[\frac{(\psi_1, \psi_2)}{t(1-t)} \in Q(x_1, x_2)\right]$$

and from (3.14) we see that $Q(x_1, x_2)$ can be represented as

$$Q(x_1, x_2) = \{(\psi_1, \psi_2) \in (-\infty, 1]^2 | g(\psi_1) + g(\psi_2) \leq c_{\text{HK,KL}}(x_1, x_2)\}$$

for $g(s) = -\log(1 - s)$ for $s \in (-\infty, 1)$ and $g(1) = +\infty$. Then, retracing the duality arguments for Remark 7.2 we arrive at the formulation (3.9) which is indeed of the form (7.1).

8 Conclusion

In this article we have studied two ultimately equivalent formulations for the barycenter with respect to the HK metric on non-negative measures over $\mathbb{R}^d$. Particular attention was paid to the barycenter between Dirac measures which illustrates the fundamental difference to the Wasserstein barycenter. In this case the Wasserstein barycenter is always a single Dirac measure whereas the HK barycenter ‘clusters’ only sufficiently close masses into a single Dirac, while far separated masses are represented by separate Dirac measures. We argued that this clustering behaviour may be favourable in data analysis applications.

Interesting questions for future research are a more explicit characterization of the set $S$ where the multi-marginal cost function agrees with its convex hull; a more detailed analysis of the ‘clustering behaviour’ beyond Dirac marginals and the study of a barycenter with respect to the spherical Hellinger–Kantorovich distance [16].
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