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ABSTRACT. For a polynomial $W$ with an isolated singularity, we can consider the Jacobian ring as an invariant of the singularity. If in addition we have a group action on the polynomial ring with $W$ fixed, we are led to consider the twisted Jacobian ring which reflects the equivariant structure as well. Our main result is to show that the twisted Jacobian ring is isomorphic to an endomorphism ring of the "twisted diagonal" matrix factorization. As an application, we suggest a way to investigate Floer theory of Lagrangian submanifolds which represent homological mirror functors.

1. Introduction

Given a nontrivial automorphism group $G$ of the space-time, it is natural to consider $G$-equivariant 2-dimensional topological field theory (2d TFT for short). Turaev formulated closed $G$-equivariant 2d TFT as a $G$-graded algebra $\mathcal{C} = \bigoplus_{g \in G} \mathcal{C}_g$ (which was later called Turaev algebra) satisfying a number of axioms which include $G$-invariance of the pairing, trace axiom etc. If we take the invariant of each graded piece $\mathcal{C}_g$ by centralizer $Z_g$, then it gives rise to the orbifold theory (see [1, 18]).

There is a well-known geometric example of Turaev algebras. When $X$ is a compact almost complex manifold and $G$ is a finite group acting on $X$, Fantechi-Göttsche [9] defined an algebra $\mathcal{H}(X, G)$, so-called the stringy cohomology of $(X, G)$. It was shown that $\mathcal{H}(X, G)$ satisfies axioms of Turaev algebras. It is also known that the $G$-invariant subalgebra $\mathcal{H}(X, G)^G$ is isomorphic to the orbifold cohomology $H^*_\text{orb}(X/G)$ (see also [12]).

We recall another important example of TFTs from singularity theory which is the main topic of this paper. Let $X$ be a variety and $W$ be an algebraic function on $X$. When we want to investigate the singularity of $W$, we are led to consider an important invariant, so-called Jacobian ring (denoted by $\text{Jac}(W)$) which is the function ring of the singular locus of $W$. Together with residue pairing, Jacobian ring is a Frobenius algebra which encodes a (non-equivariant) closed 2d TFT. If a group $G$ acts on the variety $X$ and the function $W$ is invariant under the action, then it is natural to consider $G$-equivariant invariants of the singularity. If $G$ is finite and abelian, such a pair $(W, G)$ is called a Landau-Ginzburg orbifold which is an interesting object in mirror symmetry. For simplicity we only consider $(W, G)$ where $W$ is a polynomial in $R = k[x_1, \ldots, x_n]$ ($k$ is a field of characteristic 0) which has a singularity at the origin, and $G$ is a finite abelian group which acts diagonally on $R$. It is natural to ask how we can construct an algebra structure which corresponds to the closed $G$-equivariant 2d TFT for $(W, G)$. For convenience, let us introduce its name as twisted Jacobian algebra of $(W, G)$ and denote it by $\text{Jac}'(W, G)$. There is a natural candidate for the underlying module structure of $\text{Jac}'(W, G)$ as

$$\text{Jac}'(W, G) = \bigoplus_{g \in G} \text{Jac}(W^g) \cdot \xi_g$$  \hspace{1cm} (1.1)

where $W^g := W|_{\text{Fix}(g)}$ and $\xi_g$ is a formal generator with $|\xi_g| = n - \dim(\text{Fix}(g))$.

We recall earlier works on the construction of twisted Jacobian algebras.

- Kaufmann [11] classified possible algebraic structures on (1.1) in terms of discrete torsions of $G$. He also observed that one needs to allow nontrivial characters which modify Turaev’s axioms to accommodate more general classes of singularities.
- Basaev-Takahashi-Werner [3] investigated $\text{Jac}'(W, G)$ in the context of mirror symmetry of Frobenius manifolds which essentially involve primitive forms. They axiomatized twisted Jacobian algebras employing primitive forms, and obtained existence and uniqueness result for twisted Jacobian algebras of invertible polynomials together with diagonal symmetry group actions.
• Shklyarov [16] gave an explicit multiplication formula of \( \text{Jac}'(W, G) \) for arbitrary Landau-Ginzburg orbifolds. He deduced the formula from the cup product on Hochschild cohomology of a curved algebra with crossed product coefficient.

• He-Li-Li [10] deduced a combinatorial multiplication formula together with verification of Kaufmann’s axioms (concerning not only multiplications, but also pairings and trace axiom etc) for invertible polynomials.

In this paper, we will focus on the product structure on \( \text{Jac}'(W, G) \).

Recall that taking invariant of a closed \( G \)-equivariant 2d TFT by centralizers gives rise to the orbifold theory. It is also the case for twisted Jacobian algebras. Namely, if we take \( G \)-invariant of \( \text{Jac}'(W, G) \), it becomes a commutative Frobenius algebra \( \text{Jac}(W, G) \) which is called the orbifold Jacobian algebra of \((W, G)\). Orbifold Jacobian algebras naturally arise from categories as follows.

**Theorem A.** For a Landau-Ginzburg orbifold \((W, G)\), we have an algebra isomorphism

\[
\text{Jac}(W, G) \cong \text{HH}^*(MF_G(W))
\]

where \( \text{HH}^*(MF_G(W)) \) is the Hochschild cohomology of the dg category of \( G \)-equivariant matrix factorizations of \( W \).

Computation of Hochschild cohomology of a dg category is in general not easy. For a dg category of matrix factorizations, however, we can realize the Hochschild cochain complex very explicitly. The original definition (due to Toën [17]) of Hochschild cochain complex of a dg category \( \mathcal{A} \) is

\[
C^*(\mathcal{A}, \mathcal{A}) := \text{hom}_{\text{RHom}_G(\mathcal{A}, \mathcal{A})}(\text{Id}_\mathcal{A}, \text{Id}_\mathcal{A}),
\]

where \( \text{RHom}_G(\mathcal{A}, \mathcal{A}) \) is the dg category of continuous endofunctors of \( \mathcal{A} \).

The notion of kernels for dg functors between categories of matrix factorizations enables us to compute Hochschild cohomology. The theory of kernels for functors between (possibly non-affine) matrix factorization categories was extensively studied in [2]. For affine case, we have the following results.

• If \( \mathcal{A} = MF(W) \), then \( \text{RHom}_G(\mathcal{A}, \mathcal{A}) = MF(W \boxtimes W) \), and the identity functor \( \text{Id}_\mathcal{A} \) corresponds to a Koszul matrix factorization \( \Delta_W \) of the diagonal ideal.

• If \( \mathcal{A} = MF_G(W) \), then \( \text{RHom}_G(\mathcal{A}, \mathcal{A}) = MF_{G \times G}(W \boxtimes W) \) and the identity functor \( \text{Id}_\mathcal{A} \) corresponds to a \((G \times G)\)-equivariant Koszul matrix factorization \( \Delta_{W}^{G \times G} \) of the twisted diagonal ideal.

Therefore we can reformulate (1.2) as follows.

\[
\text{Jac}(W, G) \cong \text{Hom}_{MF_{G \times G}(W \boxtimes W)}(\Delta_{W}^{G \times G}, \Delta_{W}^{G \times G}).
\]

The isomorphism (1.3) gives a clue to interpret \( \text{Jac}'(W, G) \) in terms of matrix factorizations. Our approach towards multiplication formula of \( \text{Jac}'(W, G) \) is via category \( MF_{1 \times G}(W \boxtimes W) \). Such a choice of the category is natural in the sense that \( \text{Jac}'(W, G) \) can be thought of a \( G \)-lifting of \( \text{Jac}(W, G) \). The following is our main theorem.

**Theorem A.** For a Landau-Ginzburg orbifold \((W, G)\), we have an algebra isomorphism

\[
\text{Jac}'(W, G) \cong \text{Hom}_{MF_{1 \times G}(W \boxtimes W)}(\Delta_{W}^{G \times G}, \Delta_{W}^{G \times G}).
\]

Shklyarov’s multiplication formula comes from Hochschild cohomology of a curved algebra which is the endomorphism algebra of a compact generator of the category. On the other hand, we obtain the formula inside the whole category of matrix factorizations. Since we take an explicit Koszul matrix factorization and consider its endomorphisms, the product is described by calculus of Clifford generators which are nothing but differential forms and interior products. In our formulation, complicatedness appears in the expression of closed endomorphisms of \( \Delta_{W}^{G \times G} \). Therefore, classification of closed endomorphisms of \( \Delta_{W}^{G \times G} \) is the most important starting point. We will observe that we recover Shklyarov’s formula by restricting our multiplication of endomorphisms to the twisted diagonal.

The main motivation of this work is based on the mirror symmetry. Singularity often appears as a mirror counterpart of a symplectic manifold. Roughly, a Lagrangian submanifold \( L \subset X \) which can be "deformed" gives rise to an algebraic function \( W_L \) on the deformation space. In some case, the singularity theory of \( W_L \) is "equivalent" to the symplectic geometry of \( X \) itself, in which case we say that \( W_L \) is a Landau-Ginzburg mirror to \( X \). A concrete mirror symmetry statement was given by Kontsevich as follows.
**Conjecture 1.2** (Homological Mirror Symmetry). Let $X$ be a symplectic manifold and $W : \check{X} \to k$ be a Landau-Ginzburg mirror to $X$. Then we have an equivalence of categories

$$\text{Fuk}(X) \simeq \text{MF}(W).$$

For some symplectic manifolds, we can construct an explicit (curved) Yoneda functor $\mathcal{F}$ giving the equivalence (1.5) (see [4, 5] for example) with the representing Lagrangian submanifold $L$. In [7] it was shown that Lagrangian Floer theory of $L$ is deeply related to $\text{Jac}(W_L)$. We consider a technical assumption (which is Assumption 5.2) which is expected to be satisfied by representing Lagrangians for mirror functors, and is indeed true for various examples. If $L \subset X$ satisfies Assumption 5.2, then the following holds:

$$H\text{F}(L^x, L^x) \otimes R \cong \text{Jac}(W_L)$$

where $R$ means the function ring of the deformation space of $L$ and $x$ means its coordinates. We refer to [7] for details and examples.

The story becomes even more interesting for $\mathcal{L} \subset X/G$, where $X/G$ is a global quotient orbifold and $\mathcal{L}$ satisfies Assumption 5.2. Let $\pi : X \to X/G$ be the quotient map. It was shown in [7] that their $\hat{G}$-invariant subalgebras are indeed isomorphic as algebras.

$$\left( H\text{F}(\pi^{-1}(L^\mathcal{L}), \pi^{-1}(L^\mathcal{L})) \otimes R \right)^{\hat{G}} \cong \text{Jac}(W_{\hat{L}}^\hat{G}).$$

(1.6)

Our application of Theorem A is that we indeed have an isomorphism of "$\hat{G}$-liftings" of above.

**Theorem B.** We have an algebra isomorphism

$$H\text{F}(\pi^{-1}(L^\mathcal{L}), \pi^{-1}(L^\mathcal{L})) \otimes R \cong \text{Jac}(W_{\hat{L}}^\hat{G}).$$

(1.7)

**Proof.** We combine the following algebra isomorphism in [7] with (1.4):

$$H\text{F}(\pi^{-1}(L^\mathcal{L}), \pi^{-1}(L^\mathcal{L})) \otimes R \cong \text{Hom}_{MF_{\hat{G}}(W_{\hat{L}})}(\Delta_{\hat{W}_L}^{G \times G}, \Delta_{\hat{W}_L}^{G \times G}).$$

We conclude the introduction by the following nontrivial result on the structure of Floer cohomology of $\pi^{-1}(L^\mathcal{L})$.

**Theorem C.** $H\text{F}(\pi^{-1}(L^\mathcal{L}), \pi^{-1}(L^\mathcal{L})) \otimes R$ is a $\hat{G}$-twisted commutative algebra.

The paper is organized as follows. In Section 2, we recall the notion of twisted Jacobian algebras following [16]. Then we give a brief overview on categories of equivariant matrix factorizations. In particular, we investigate the structure of a kernel $\Delta_{W}^{G \times G}$ for $\text{Id}_{MF_{\hat{G}}(W)}$ in detail. We conclude Section 2 by showing that if we consider $(1 \times G)$-equivariant endomorphisms of $\Delta_{W}^{G \times G}$, then it gives rise to a module which is isomorphic to $\text{Jac}(W, G)$, using spectral sequence argument. In Section 3, we classify all closed $(1 \times G)$-equivariant endomorphisms of $\Delta_{W}^{G \times G}$. We remark that the endomorphism space of $\Delta_{W}^{G \times G}$ is a double complex and we find its closed elements by "extending leading order terms". In Section 4 we compare multiplications of our closed endomorphisms of $\Delta_{W}^{G \times G}$ and those in [16]. In Section 5 we connect our main result to Lagrangian Floer theory and investigate an example of Floer cohomology in $T^2$ with $Z_2$-action.

1.1. **Standing assumptions and notations.**

1. $R = k[x_1, \ldots, x_n]$ is a polynomial ring over a field $k$. $W$ is a polynomial in $R$ and has a critical point at the origin with the critical value $0$. $G$ is a finite abelian group which acts diagonally on $k[x_1, \ldots, x_n]$, i.e. $g \cdot x_i = g_i x_i$ for some $g_i \in k^*$. We also let $S = k[x_1, \ldots, x_n, y_1, \ldots, y_n]$.

2. $W$ is invariant under $G$-action, i.e.

$$W(g x_1, \ldots, g x_n) = W(x_1, \ldots, x_n)$$

for any $g \in G$.

3. For $g \in G$, define

$$I^g := \{i \mid 1 \leq i \leq n, g \cdot x_i = x_i\}, \quad I_g := \{1, \ldots, n\} \setminus I^g, \quad d_g := |I_g|.$$  

(1.8)

Denote the natural projection map by

$$\pi_g : R \to R/(x_i : i \in I_g),$$

for any $g \in G$. We consider the structure of $\pi_{g^{-1}}$-equivariant endomorphisms of $\Delta_{W}^{G \times G}$ for $\text{Id}_{MF_{\hat{G}}(W)}$ in detail.
and for any \( f \in R \),
\[
f^g := \pi_g(f).
\]  
In particular,
\[
x^g_i = \begin{cases} 
  x_i & \text{if } g x_i = x_i \\
  0 & \text{otherwise.}
\end{cases}
\]  

(4) Sometimes we just write
\[
W(x) := W(x_1, \cdots, x_n), \quad W(y) := W(y_1, \cdots, y_n).
\]
Also, for a polynomial \( f \in S \), we write
\[
f(x, y) := f(x_1, \cdots, x_n, y_1, \cdots, y_n).
\]
We will specify variables for \( W \equiv W \) as \( W(y) - W(x) \).
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2. Preliminaries

In this section, first we briefly recall the construction of twisted Jacobian algebras mainly following [16]. Then we collect some essential ingredients concerning equivariant matrix factorizations. Finally we reconstruct the underlying module of a twisted Jacobian algebra in terms of matrix factorizations.

2.1. Twisted Jacobian algebras.

**Definition 2.1.** The Jacobian algebra of \( W \in k[x_1, \cdots, x_n] \) is defined by
\[
\text{Jac}(W) := \frac{k[x_1, \cdots, x_n]}{(\partial_1 W, \cdots, \partial_n W)}.
\]

Before introducing \( G \)-twisted Jacobian algebras of Landau-Ginzburg orbifolds, we need to recall the following.

**Definition 2.2.** The \( n \)th graded Clifford algebra is a \( Z \)-graded \( k \)-algebra
\[
\text{Cl}_n := k[\theta_1, \cdots, \theta_n, \partial_1, \cdots, \partial_n], \quad |\theta_i| = -1, \quad |\partial_i| = 1 \quad \text{for all } i
\]
together with relations
\[
\theta_i \theta_j = -\theta_j \theta_i, \quad \partial_i \partial_j = -\partial_j \partial_i, \quad \partial_i \theta_j = -\theta_j \partial_i + \delta_{ij}.
\]  

**Notation 2.3.** For an ordered subset \( I = \{i_1 < \cdots < i_r\} \subset \{1, \cdots, n\} \), we denote
\[
\theta_I := \theta_{i_1} \cdots \theta_{i_r}, \quad \partial_I := \partial_{i_1} \cdots \partial_{i_r}.
\]

Let \( W \) be a polynomial in variables \( x = (x_1, \cdots, x_n) \). We define a difference operator
\[
\nabla_j^{x-(y,z)} W := \frac{W(y_1, \cdots, y_{j-1}, x_{j+1}, \cdots, x_n) - W(y_1, \cdots, y_{j-1}, x_j, \cdots, x_n)}{y_j - x_j}.
\]
A successive application of difference operators like \( \nabla_j^{x-(y,z)} \nabla_j^{x-(y,\tilde{z})} W \) for \( i \leq j \) means that we obtain a polynomial in variables \( (x, y) \) first by \( \nabla_j^{x-(y,\tilde{z})} \), then we treat it as a polynomial only in \( y \)-variables (that is, consider \( x \)-variables as constants) and apply \( \nabla_i^{x-(y,\tilde{z})} \).
The $G$-twisted Jacobian algebra of a Landau–Ginzburg orbifold $(W, G)$ is a $(Z_2 \times G)$-graded algebra

$$\text{Jac}'(W, G) = \bigoplus_{h \in G} \text{Jac}(W^h) \cdot \xi_h$$

where $\xi_h$ is a formal generator of degree $d_h \mod 2$. The structure constant $\sigma_{g,h} \in \text{Jac}(W^g)$ for the product of $\xi_g$ and $\xi_h$ is given by the coefficient of $\theta_{i,j} := \prod I_i h_j \theta_i$ in the following expression

$$\frac{1}{d_{g,h}} Y\left([H_W(x, g \cdot x, x)]_{g,h} + \sum_{\beta \in \mathbb{Z}^m} \frac{1}{\beta!} \prod \frac{2\pi i}{\beta} \prod \frac{1}{\beta} \prod \right)$$

where

- $H_W(x, y, z) := \sum_{1 \leq i \leq n} \nabla_i^{x_1 - (x,y,z)}(W) \partial_j \Phi_i \partial_j$.

- $H_{g,h} := \sum_{i,j \in I_g, i < j} \frac{1}{\nabla_i^{x_1 - (x,y,z)}(W) \partial_j \partial_j \Phi_i \partial_j \partial_j \in R[\partial_1, \ldots, \partial_n]}$. Recall that

$$x_i^g = \begin{cases} x_i & \text{if } i \in I_g \\ 0 & \text{if } i \in I_g \\ \end{cases}$$

The operations $\nabla_i^{x_1 - (x,y,z)}(W)$ and $\nabla_i^{x_1 - (x,y,z)}(W)$ are computed from $\nabla_i^{x_1 - (x,y,z)}$ followed by substitutions $y = g \cdot x$ and $y = x^g$, respectively.

- $\{f^g\} := \{f^g\} \in \text{Jac}(W^g)$.

- $d_{g,h} := d_g + d_h - d_{g,h}$. Define $\sigma_{g,h} = 0$ if $d_{g,h}$ is not an integer.

- The map $\Upsilon$ is defined as

$$\Upsilon : R[\theta_1, \ldots, \theta_n] \otimes R[\theta_1, \ldots, \theta_n] \rightarrow R[\theta_1, \ldots, \theta_n],$$

$$p_1(\partial) \otimes p_2(\partial) \otimes q_1(\theta) \otimes q_2(\theta) \mapsto (-1)^{|q_1|q_2|p_1|p_2} p_1(\partial) \cdot p_2(q_2),$$

where $p_i(q_i)$ means the action of $p_i(\partial)$ on $q_i(\theta)$ on $k[\theta_1, \ldots, \theta_n]$ via (2.1).

The algebra in Definition 2.4 is worth being called the twisted Jacobian algebra due to the following result.

**Theorem 2.5** ([16]). $\text{Jac}'(W, G)$ is braided super-commutative, that is

$$\xi_g \cdot \xi_h = (-1)^{|\xi_h||\xi_h|} \xi_h \cdot h^{-1} \xi_g.$$
Definition 2.8 ([17]). Let $\mathcal{A}$ and $\mathcal{A}'$ be dg categories. A dg functor $\mathcal{F} : \mathcal{A} \rightarrow \mathcal{A}'$ is continuous if it commutes with direct sums. The dg category of continuous dg functors from $\mathcal{A}$ to $\mathcal{A}'$ is denoted by $Rhom_{\mathcal{A}}(\mathcal{A}, \mathcal{A}')$.

Definition 2.9 ([17]). The Hochschild cochain complex of a dg category $\mathcal{A}$ is

$$C^*(\mathcal{A}, \mathcal{A}) := hom_{Rhom_{\mathcal{A}}(\mathcal{A}, \mathcal{A})}(\text{Id}_{\mathcal{A}}, \text{Id}_{\mathcal{A}})$$

and its cohomology is called the Hochschild cohomology of $\mathcal{A}$, denoted by $HH^*(\mathcal{A})$.

By modifying results in [17] for differential $\mathbb{Z}/2$-graded categories and applying them to matrix factorizations, Dyckerhoff showed the following.

Theorem 2.10 ([8]). There is a quasi-equivalence between two dg categories

$$Rhom_{\mathcal{A}}(MF(R, W), MF(R', W')) \cong MF(R \otimes_k R', - W \otimes 1 + 1 \otimes W').$$

Definition 2.11. For $\mathcal{F} \in Rhom_{\mathcal{A}}(MF(R, W), MF(R', W'))$, the corresponding matrix factorization under the quasi-equivalence (2.3) is called a kernel for $\mathcal{F}$.

We focus on a specific type of matrix factorizations. It will be used to describe kernels for identity functors of $MF(W)$ and $MF_G(W)$.

Definition 2.12. Let $W = \sum_{i=1}^m a_i b_i$ for $a_i, b_i \in R$. Let

$$\tilde{a} := (a_1, \ldots, a_m), \tilde{b} := (b_1, \ldots, b_m).$$

Then the following matrix factorization

$$\{ R \otimes_k [\theta_1, \ldots, \theta_m], \sum_{i=1}^m (a_i \theta_i + b_i \partial_i) \}$$

is called the Koszul matrix factorization of $W$ with respect to $(\tilde{a}, \tilde{b})$.

Let

$$W(y) - W(x) := W(y_1, \ldots, y_n) - W(x_1, \ldots, x_n) \in S.$$ 

Denote $\nabla_i W := \nabla_i^{x \rightarrow (x,y)} W$ for simplicity. We have

$$W(y) - W(x) = \sum_{i=1}^n (y_i - x_i) \nabla_i W,$$

so we can construct a Koszul matrix factorization $\Delta_W$ of $W(y) - W(x)$ as follows.

$$\Delta_W = \left\{ S[\theta_1, \ldots, \theta_n], \sum_{i=1}^n \left( (y_i - x_i) \theta_i + \nabla_i W(x, y) \cdot \partial_i \right) \right\}.$$

It is easy to observe that $\Delta_W$ is a kernel for $\text{Id}_{MF(W)}$, because it is given by a resolution of the diagonal ideal $R \subset S$. For the following result see [3] for example.

Theorem 2.13. We have algebra isomorphisms

$$HH^*(MF(W)) \cong \text{Hom}_{MF(W)(y) - W(x)}(\Delta_W, \Delta_W) \cong \text{Jac}(W).$$

We turn our attention to $G$-equivariant matrix factorizations. Let $G$ act on $k[x_1, \ldots, x_n]$ diagonally, which means that $h \cdot x_i = h_i x_i$ for $h_i \in k^*$. We define $G$-action on $k[\theta_1, \ldots, \theta_n, \partial \theta_1, \ldots, \partial \theta_n]$ and distinguish it by following notations.

$$\rho(h) \theta_i := h_i^{-1} \theta_i, \quad \rho(h) \partial \theta_i := h_i \partial \theta_i$$

Since the action is diagonal, $\Delta_W$ is automatically $G$-equivariant.

Theorem 2.14 ([14]). The following is a $(G \times G)$-equivariant matrix factorization of $W(y) - W(x)$ and is a kernel for $\text{Id}_{MF_G(W)}$:

$$\Delta_W^{G \times G} := \bigoplus_{g \in G} \left\{ S[\theta_1, \ldots, \theta_n], \sum_{i=1}^n \left( (y_i - g x_i) \theta_i + \nabla_i W(g x, y) \cdot \partial_i \right) \right\},$$

consequently we have an isomorphism of algebras:

$$HH^*(MF_G(W)) \cong \text{Hom}_{MF_{G \times G}(W(y) - W(x))}(\Delta_W^{G \times G}, \Delta_W^{G \times G}).$$
As we saw in the introduction, we have

\[ HH^*(MF_G(W)) \cong \text{Jac}(W, G). \]

To recover \( \text{Jac}'(W, G) \) from matrix factorizations, we consider a category \( MF_{1\times G}(W(y) - W(x)) \). We denote each summand of \( \Delta_{W}^{G \times G} \) by following.

\[ \Delta_{\mathcal{R}} \left\{ S[\theta_1, \cdots, \theta_n], \sum_{i=1}^{n} \left( (y_i - gx_i)\theta_i + \nabla_i W(gx, y) \cdot \partial_i \right) \right\}. \]

Let \( r(x, y) \in S, v \in k[\theta_1, \cdots, \theta_n] \) so that \( r(x, y) v \in S[\theta_1, \cdots, \theta_n] \). Then \((G \times G)\)-action on \( \Delta_{W}^{G \times G} \) is given by

\[ (h_1 \times h_2) \cdot (r(x, y) v) := r(h_1 x, h_2 y) \rho(h_2) v \in \Delta_{h_1 G h_2^{-1}}. \tag{2.5} \]

**Notation 2.15.** Let \( v = \sum_{i} c_i \theta_i \in k[\theta_1, \cdots, \theta_n] \). We specify the element \( v \in \Delta_{\mathcal{R}} \) by \( v_{\mathcal{R}} \). With this notation, (2.5) can be written as

\[ (h_1 \times h_2) \cdot (r(x, y) v_{\mathcal{R}}) = r(h_1 x, h_2 y) \rho(h_2) v_{h_1 G h_2^{-1}}. \]

**Lemma 2.16.** A \((1 \times G)\)-equivariant endomorphism of \( \Delta_{W}^{G \times G} \) is completely determined by its restriction to \( \Delta_1 \).

**Proof.** If \( \phi \) is a \((1 \times G)\)-equivariant endomorphism, then we have

\[ (1 \times h) \cdot \phi(r(x, y) v_{\mathcal{R}}) = \phi((1 \times h) \cdot (r(x, y) v_{\mathcal{R}})) = \phi(r(x, h y) \rho(h) v_1). \]

Taking \((1 \times h^{-1})\)-action on both sides, we get

\[ \phi(r(x, y) v_{\mathcal{R}}) = (1 \times h^{-1}) \cdot (r(x, h y) \phi(\rho(h) v_1)) = r(x, y) \cdot (1 \times h^{-1}) \cdot (\phi(\rho(h) v_1)). \tag{2.6} \]

The right hand side is now completely determined by \( \phi|_{\Delta_1} \).

**Corollary 2.17.** We have a quasi-isomorphism

\[ \text{hom}_{MF_{1\times G}(W(y) - W(x))}(\Delta_{W}^{G \times G}, \Delta_{W}^{G \times G}) \cong \bigoplus_{g \in G} \text{hom}_{MF(W(y) - W(x))}((\Delta_1, \Delta_{\mathcal{R}}). \]

This corollary is really useful as the following lemma indicates.

**Lemma 2.18.** \( \text{Hom}_{MF(W(y) - W(x))}((\Delta_1, \Delta_{\mathcal{R}}) \) is a rank 1 free module over \( \text{Jac}(W^h) \).

**Proof.** Recall that for \( h \in G \),

\[ \Delta_h = \left\{ S[\theta_1, \cdots, \theta_n], dh(x, y) \right\} \]

where

\[ dh(x, y) = \sum_{i=1}^{n} ((y_i - hx_i)\theta_i + \nabla_i W(hx, y) \cdot \partial_i) \].

\( \Delta_h \) is constructed by the resolution of a shifted MCM module \( S/(y_1 - hx_1, \cdots, y_n - hx_n)[-n] \over \text{hypersurface ring } S/(W(y) - W(x)) \). Hence we have

\[ \text{hom}_{MF(W(y) - W(x))}(\Delta_1, \Delta_{\mathcal{R}}) = \text{hom}_{S}(\Delta_1, S/(y_1 - hx_1, \cdots, y_n - hx_n)[-n]) \]

\[ = \text{hom}_{S}(\Delta_1[-n], S/(y_1 - hx_1, \cdots, y_n - hx_n)) \]

\[ = \Delta_{\mathcal{R}}[-n] \otimes_{S} S/(y_1 - hx_1, \cdots, y_n - hx_n) \tag{2.7} \]

where the first quasi-isomorphism is due to [8, Lemma 4.2]. By self-duality of Koszul matrix factorizations, \( \Delta_1[-n] \) is quasi-isomorphic to \( \Delta_1 \). Hence we have

\[ (2.7) \cong \left\{ \mathcal{R}[\theta_1, \cdots, \theta_n], dx, hx \right\} \]
The latter is the following double complex:

\[\begin{array}{ccccccc}
\vdots & & & & & & \\
 & d_{\text{vert}} & & d_{\text{hor}} & & \cdots & d_{\text{hor}} \\
0 & R & d_{\text{hor}} & \cdots & d_{\text{hor}} & \cdots & d_{\text{hor}} \\
& d_{\text{vert}} & & d_{\text{vert}} & & \cdots & d_{\text{vert}} \\
0 & R & d_{\text{hor}} & \cdots & d_{\text{hor}} & \cdots & d_{\text{hor}} \\
& d_{\text{vert}} & & d_{\text{vert}} & & \cdots & d_{\text{vert}} \\
\vdots & & & & & & \\
\end{array}\]

where

\[d_{\text{hor}} := \sum_{i=1}^{n} (hx_i - x_i)\theta_i, \quad d_{\text{vert}} := \sum_{i=1}^{n} \nabla_i W(x, hx)\partial_i.\]

We compute its cohomology by spectral sequence from horizontal filtration. The first page is the cohomology with respect to \(d_{\text{hor}}\). The \(i\)th row is

\[\begin{array}{ccccccc}
0 & R & d_{\text{hor}} & \cdots & d_{\text{hor}} & \cdots & d_{\text{hor}} \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{array}\]

and it is quasi-isomorphic to the following complex:

\[\begin{array}{ccccccc}
0 & R^h \cdot \theta_{I_0} & 0 & \bigoplus_{i \in I^h} R^h \cdot \theta_i \theta_{I_0} & 0 & \bigoplus_{i_1, i_2 \in I^h} R^h \cdot \theta_{i_1} \theta_{i_2} \theta_{I_0} \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & R^h \cdot \theta_{I_1} \cdots \theta_{I_{n-1}} \theta_{I_n} & 0 & R^h \theta_{[1, \ldots, n]} & 0 \\
\end{array}\]

where \(R^h := R/(x_i : i \in I_h)\).

By Shklyarov’s Lemma 4.9 in [16], we can replace \(d_{\text{vert}}\) by \(d'_{\text{vert}}\) which is defined as

\[d'_{\text{vert}} := \sum_{i \in I^h} (\partial_i W^h) \theta_i.\]

We compute the cohomology of \(d'_{\text{vert}}\), induced on \(E_1\). Since it is isomorphic to the Koszul complex of \((\partial_i W^h : i \in I^h)\), the cohomology is concentrated on \((|I_h| + i, i)\)-th position for all \(i \in \mathbb{Z}\). Hence, the spectral sequence converges at \(E_2\). Recall that the genuine cocycle of the double complex is constructed by extending tails of a cocycle at \(E_2\). Any cocycle at \(E_2\) is represented by \(\gamma \theta_{I_h}\) for \(\gamma \in \text{Jac}(W^h)\), so our assertion holds.

Combining above results, we have an isomorphism of \emph{modules}

\[\text{Hom}_{MFG}(W(y) - W(x))(\Delta^o_W G, \Delta^o_W G) \cong \text{Jac}(W, G).\]

To show that it is indeed an algebra isomorphism, we need to classify cocycles in \(\text{hom}_{MFG}(W(y) - W(x))(\Delta_1, \Delta_h)\) for \(h \in G\). The following section is devoted to that classification problem.
3. Classification of $(1 \times G)$-equivariant closed endomorphisms of $\Delta^G_{W}$

For $0 \leq j < i \leq n$ and $h \in G$, define

\[ W^h_{ji} := W(y_1, \ldots, y_j, x_{j+1}, \ldots, x_i, h x_{i+1}, \ldots, h x_n) \in S, \]
\[ \tilde{W}^h_{ij} := W(x_1^h, \ldots, x_j^h, x_{j+1}, \ldots, x_i, h x_{i+1}, \ldots, h x_n) \in R. \]

(Recall that $x_i^h = x_i$ if $h x_i = x_i$ and $x_i^h = 0$ otherwise.) We also define

\[ W^h_{ii} := W(y_1, \ldots, y_i, h x_{i+1}, \ldots, h x_n), \]
\[ \tilde{W}^h_{ii} := W(x_1^h, \ldots, x_i^h, h x_{i+1}, \ldots, h x_n). \]

For $i, j \in [1, \ldots, n]$, define

\[ g^h_{ij} := \begin{cases} \frac{(\tilde{W}^h_{ij} - W^h_{ij-1}) - (\tilde{W}^h_{i-1,j-1} - W^h_{i-1,j})}{(y_j - x_j)(x_i - h x_j)} & \text{if } i \in I_h, \\ 0 & \text{otherwise} \end{cases} \]
\[ f^h_{ij} := \begin{cases} \frac{\tilde{W}^h_{ij} - W^h_{ij-1} - (\tilde{W}^h_{i-1,j} - W^h_{i-1,j-1})}{(x_j - h x_j)(x_i - h x_j)} & \text{if } i, j \in I_h, \\ 0 & \text{otherwise} \end{cases} \]
\[ g^h_{ii} := \begin{cases} \frac{1}{y_i - x_i} \left( \frac{\tilde{W}^h_{i-1,i-1} - W^h_{i-1,i-1}}{x_i - h x_i} \right) & \text{if } i \in I_h, \\ 0 & \text{otherwise} \end{cases} \]

Remark 3.1. $g^h_{ij} = 0$ if $j > i$, and $f^h_{ij} = 0$ if $j \geq i$.

For $S = k[x_1, \ldots, x_n, y_1, \ldots, y_n]$, define an $S$-linear map

\[ \eta_h : S[\theta_1, \ldots, \theta_n, \partial_1, \ldots, \partial_n] \to S[\theta_1, \ldots, \theta_n, \partial_1, \ldots, \partial_n], \]
\[ \theta_i \partial_j \mapsto \sum (-1)^{|\ell|} g^h_{ij} \frac{\partial \theta_j}{\partial \theta_i} \partial \theta_j + \sum f^h_{ij} \frac{\partial^2 \theta_j}{\partial \theta_i \partial \theta_j} \partial \theta_j. \] (3.1)

We also let

\[ \exp(\eta_h) := 1 + \eta_h + \frac{\eta_h^2}{2!} + \cdots : S[\theta_1, \ldots, \theta_n, \partial_1, \ldots, \partial_n] \to S[\theta_1, \ldots, \theta_n, \partial_1, \ldots, \partial_n]. \] (3.2)

(3.2) is a finite sum due to graded commutativity of $\theta$ and $\partial$, hence well-defined.

The following classification theorem is a cornerstone of this paper.

**Theorem 3.2.** $\exp(\eta_h)(\theta_{I_h})$ is a closed element in $\text{hom}_{MF(W(y) - W(x))}(\Delta_1, \Delta_h)$.

**Proof.** Decompose $D = D^1 + D^0$, where

\[ D^1(f \theta \partial_j) := \sum (y_i - h x_i) \partial_i \cdot f \theta_j \partial_j + (-1)^{|j|+|i|+1} \sum f \theta_{i} \partial_{j} \cdot (y_i - x_i) \theta_i, \]
\[ D^1(f \partial \partial_j) := \sum \nabla_i W(h x_i, y) \partial_i \cdot f \theta_j \partial_j + (-1)^{|i|+|j|+1} \sum f \theta_{i} \partial_{j} \cdot \nabla_i W(x, y) \partial_j. \]

Our assertion holds if we show the following:

\[ D^0 \left( \frac{\eta_h^k}{k!} \theta_{I_h} \right) = -D^1 \left( \frac{\eta_h^{k+1}}{(k+1)!} \theta_{I_h} \right). \]

Throughout the proof, we let $g_{ji} := g^h_{ji}$ and $f_{ji} := f^h_{ji}$ for simplicity. First we verify

\[ \frac{\eta_h^k}{k!} \theta_{I_h} = \sum_{i=1}^{n} \epsilon_i \gamma g_{j_1 i_1} \cdots g_{j_{i-1} i_{i-1}} g_{j_{i} i_{i+1}} \cdots g_{j_{i+1} i_{i+1}} \cdots g_{j_{i+m} i_{i+m}} \frac{\partial^{i+m} \theta_{I_h}}{\partial \theta_{i_1} \cdots \partial \theta_{i_{i+m}}} \partial_{j_1} \cdots \partial_{j_i}, \]

with the sign given by

\[ \epsilon_i := \frac{l(I-I_h) + l(l-1)\epsilon}{2}, \]

where $l(I-I_h)$ is the length of $I-I_h$.
If \( l + m = k \), the coefficient \( g_{j_1 i_1} \cdots g_{j_l i_l} f_{i_1 \cdots i_{2m}} \) occurs \( k! \) times as we apply \( \eta^k_h \) on \( \theta_{l_h} \). To compare signs, observe that

\[
\begin{align*}
\delta_l g_{j_1} &\frac{\partial^2 \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_k}} \partial_j \partial_l = g_{j_1} \delta_l g_{j_k} \frac{\partial^2 \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_k}} \partial_j \partial_l, \\
\delta_l f_{i_1} g_{j_1} &\frac{\partial^3 \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \partial \theta_{l_k}} \partial_j = f_{i_1} \delta_l g_{j_1} \frac{\partial^3 \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \partial \theta_{l_k}} \partial_j, \\
\delta_l f_{i_1} f_{i_2} &\frac{\partial^4 \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \partial \theta_{l_i} \partial \theta_{l_i}} \partial_j = f_{i_1} f_{i_2} \frac{\partial^4 \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \partial \theta_{l_i} \partial \theta_{l_i}} \partial_j.
\end{align*}
\]

by graded commutativity (2.1). By induction, we conclude that the terms of \( \eta^k_h \theta_{l_h} \) with coefficients \( g_{j_1 i_1} \cdots g_{j_l i_l} f_{i_1 \cdots i_{2m}} \) are all the same including their signs. Dividing by \( k! \), we get (3.3). We have

\[
D_l \left( \frac{\eta^k_h}{(k+1)!} \theta_{l_h} \right)
= \sum_{1 \leq i, j, k \leq n} \nabla_i W(h_x, y) \partial_i \left( (-1)^{\ell_1} g_{j_1 i_1} \cdots g_{j_l i_l} f_{i_1 \cdots i_{2m}} \frac{\partial^{l+2m} \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \cdots \partial \theta_{l_{2m}}} \partial_j \cdots \partial_j \right)
+ \sum_{1 \leq i, j, k \leq n} (-1)^{k+1 + e_1} g_{j_1 i_1} \cdots g_{j_l i_l} f_{i_1 \cdots i_{2m}} \frac{\partial^{l+2m+1} \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \cdots \partial \theta_{l_{2m+1}}} \partial_j \cdots \partial_j.
\]

Recall that we need to show

\[(3.5) = -D_l \left( \frac{\eta^k_h}{(k+1)!} \theta_{l_h} \right).\]

We consider a sum over a subcollection of summands of \( \frac{\eta^k_h}{(k+1)!} \theta_{l_h} \) as follows.

\[
\Psi_{l_1, \cdots, l_2m} \frac{\partial^{l+2m} \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \cdots \partial \theta_{l_{2m}}} \partial_j \cdots \partial_j.
\]

Then

\[
\frac{\eta^k_h}{(k+1)!} \theta_{l_h} = \sum_{1 \leq i, j, k \leq n} \Psi_{l_1, \cdots, l_{2m}} \frac{\partial^{l+2m+1} \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \cdots \partial \theta_{l_{2m+1}}} \partial_j \cdots \partial_j.
\]

**Notation 3.3.** For \( \Psi = \sum \sum f_{j_1} \theta_{j_1} \partial_j \in S[\theta_1, \cdots, \theta_n, \partial_1, \cdots, \partial_n] \), denote the summand \( f_{j_1} \theta_{j_1} \partial_j \) by \( \langle \Psi, \partial_j \rangle \). Be careful that \( \langle \Psi, \partial_j \rangle \) is not just \( f_{j_1} \).

We observe that

\[
\begin{align*}
\langle D_l \left( \Psi_{l_1, \cdots, l_{2m}} \right), \frac{\partial^{l+2m+1} \theta_{l_h}}{\partial \theta_{l_i} \partial \theta_{l_i} \cdots \partial \theta_{l_{2m+1}}} \partial_j \cdots \partial_j \rangle \\
= \sum_{l} (x_l - h x_l) \langle -(-1)^{\ell_1} g_{j_1 i_1} \cdots g_{j_l i_l} f_{i_1 \cdots i_{2m}} \partial_j \cdots \partial_j \rangle.
\end{align*}
\]

\[(3.6) \]

\[
= \sum_{l} (x_l - h x_l) \langle -(-1)^{\ell_1} g_{j_1 i_1} \cdots g_{j_l i_l} f_{i_1 \cdots i_{2m}} \partial_j \cdots \partial_j \rangle.
\]
\[ \sum_{1 \leq i < n} (x_i - h x_i) \cdot (-1)^{f(i)} g_j x_i \cdot f_{i+1} \cdots f_{i+2m-1} \eta_{i+2m} \cdot \frac{\partial^{i+2m} \theta_i}{\partial \theta_{i_1} \cdots \partial \theta_{i_{2m}}} \partial \theta_j \cdots \partial j_i. \]

In the last expression, there is no contribution for \( i = i_1, \ldots, i_{2m} \), because in each of such cases \( \theta_i \) is differentiated twice by same variable \( \theta_j \). Nevertheless, we add such dummy terms to (3.6) and consider

\[ \sum_{1 \leq i \leq n} (x_i - h x_i) \cdot (-1)^{f(i)} g_j x_i \cdot f_{i+1} \cdots f_{i+2m-1} \eta_{i+2m} \cdot \frac{\partial^{i+2m} \theta_i}{\partial \theta_{i_1} \cdots \partial \theta_{i_{2m}}} \partial \theta_j \cdots \partial j_i. \]

(3.7)

We show that the dummy terms added in (3.7) also occur as dummy terms pairwise for other summands of \( D(\frac{n}{n+1} \theta_i) \) with opposite signs, so that they eventually cancel in \( D(\frac{n}{n+1} \theta_i) \).

Without loss of generality, let \( i = i_1 \) in (3.7). We consider another summation \( \psi \ni \sum_{(j_1, \ldots, j_{2m})} \cdot \partial \theta_j \partial j_i \cdots \partial j_i \)

as a part of \( \frac{n}{n+1} \theta_i \). Then

\[ \langle D(\psi) \rangle \frac{n}{n+1} \theta_i \partial \theta_j \partial j_i \cdots \partial j_i \]

(3.8)

In (3.8), the \( \theta_i \) th summand

\( (1 - h) x_i \cdot (-1)^{f(i)} g_j x_i \cdot f_{i+1} \cdots f_{i+2m-1} \eta_{i+2m} \cdot \frac{\partial^{i+2m} \theta_i}{\partial \theta_{i_1} \cdots \partial \theta_{i_{2m}}} \partial \theta_j \partial j_i \cdots \partial j_i \)

(3.9)

do not appears, but (3.9) equals the dummy \( \theta_i \) th summand for (3.6) with the opposite sign. Signs are opposite because the positions of \( \partial \theta_j \) and \( \partial j_i \) are swapped from each other. So nevertheless we add dummy terms for (3.6) and (3.8) for \( i = i_j \), they cancel each other in \( D(\frac{n}{n+1} \theta_i) \). There is no other dummy \( \theta_i \) th term which equals to (3.9) in another partial summation in \( \frac{n}{n+1} \theta_i \). Same argument shows that adding the \( i_2 \) th, \( \cdots \), \( i_{2m} \) th summand do not affect the computation of whole \( D(\frac{n}{n+1} \theta_i) \).

Now we deal with cases \( i = i_k \) for \( k = l + 1, \ldots, l + 2m \). First we let \( i = i_{l+2p-1} \) for \( p = 1, \ldots, m \). Then consider \( \psi \ni \sum_{(j_1, \ldots, j_{2m})} \cdot \partial \theta_j \partial j_i \cdots \partial j_i \), where the hat notation means the exclusion of indices under the hat. Compute

\[ \langle D(\psi) \rangle \frac{n}{n+1} \theta_i \partial \theta_j \partial j_i \cdots \partial j_i \]

(3.10)

In (3.10), there is no contribution by \( i = i_{l+2p-1} \). If we add such a dummy term, then it cancels with the \( i_{l+2p-1} \) th dummy term for (3.6). Their signs are opposite, because the positions of \( \partial \theta_{i_{l+2p}} \) and \( \partial \theta_{i_{l+2}} \) are swapped. We can repeat the same argument for \( i = i_{l+2p} \) for \( p = 1, \ldots, m \).

We conclude that

\[ \langle D(\frac{n}{n+1} \theta_i) \rangle \frac{n+1}{n} \theta_i \partial \theta_j \partial j_i \cdots \partial j_i \]

(3.11)
Next, we compute
\[\begin{align*}
\langle D^i (\Psi^{i_1, \ldots, i_{l+2m}}_{j_1, j_2, \ldots, j_{l+2m}}), \frac{\partial^{l+2m} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \rangle \\
= \sum_{j \neq j_1, \ldots, j_l} (y_j - x_j) g_{j_1} \cdots (-1)^{s_{j_1} + 1 + |I_h|} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \\
+ \sum_{j \neq j_1, \ldots, j_l} (1 - h) x_j f_{i_1} \cdots (-1)^{s_{j_1} + 1} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \\
+ \sum_{k \neq i_1, \ldots, i_{l+2m}} (1 - h) x_k f_{i_1} \cdots (-1)^{s_{i_1} + 1} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l}.
\end{align*}\]

Again, in each summation of (3.12) some indices do not contribute. As above, we will consider such dummy terms altogether and show that they eventually cancel each other. In the first summation of (3.12), consider \(j = j_1\) without loss of generality. For another summand \(\Psi^{i_1, \ldots, i_{l+2m}}_{j_1, j_2, \ldots, j_{l+2m}}\) we have
\[\begin{align*}
\langle D^i (\Psi^{i_1, \ldots, i_{l+2m}}_{j_1, j_2, \ldots, j_{l+2m}}), \frac{\partial^{l+2m} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \rangle \\
= \sum_{j \neq j_1, \ldots, j_l} (y_j - x_j) g_{j_1} \cdots (-1)^{s_{j_1} + 1 + |I_h|} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \\
+ \sum_{j \neq j_1, \ldots, j_l} (1 - h) x_j f_{i_1} \cdots (-1)^{s_{j_1} + 1} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \\
+ \sum_{k \neq i_1, \ldots, i_{l+2m}} (1 - h) x_k f_{i_1} \cdots (-1)^{s_{i_1} + 1} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l}.
\end{align*}\]

The \(j_1\)th dummy term for (3.13) coincides with the \(j_1\)th dummy term for (3.12) with the opposite sign. Likewise, in the second summation of (3.12) the \(i_1\)th summand does not contribute. Consider
\[\begin{align*}
\langle D^i (\Psi^{i_1, i_2, \ldots, i_{l+2m}}_{j_1, j_2, \ldots, j_{l+2m}}), \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \rangle \\
= \sum_{k \neq i_1, \ldots, i_{l+2m}} (1 - h) x_k \cdots (-1)^{s_{i_1} + 1} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \\
= \sum_{k \neq i_1, \ldots, i_{l+2m}} (1 - h) x_k \cdots (-1)^{s_{i_1} + 1} g_{j_1} \cdots \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l}.
\end{align*}\]

Again, the dummy \(i_1\)th summand for (3.14) coincides with the dummy \(i_1\)th summand for (3.13) with opposite sign. We can apply the same argument for the second summation of (3.12). Therefore, we modify (3.12) adding all dummy terms and get the same result for
\[\langle D^i (\Psi^{i_1, \ldots, i_{l+2m}}_{j_1, j_2, \ldots, j_{l+2m}}), \frac{\partial^{l+2m+1} \theta_{I_h}}{\partial \theta_{I_1} \cdots \partial \theta_{I_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \rangle.\]

By definition (3.4), we have
\[\epsilon_{l+1} + l + |I_h| + 1 = \epsilon_l + 1,\]
and adding all dummy terms, we can rewrite (3.12) as
\[
\langle D \left( \frac{n_h^{k+1}}{(k + 1)!} \theta_h \right), \frac{\partial^{l+2m+1} \theta_{h_k}}{\partial \theta_{i_1} \cdots \partial \theta_{i_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \rangle
\]
\[
= \left( \sum_{j=1}^{n} (y_j - x_j) g_{ji} + \sum_{j>i} (1-h) x_j f_{ij} - \sum_{k<k<i} (1-h) x_j f_{ki} \right) 
\cdot (-1)^l g_{ji} i \cdots g_{ji} i f_{i_1 i_1 i_{l+2}} \cdots f_{i_{l+2m-1} i_{l+2m}} \frac{\partial^{l+2m+1} \theta_{h_k}}{\partial \theta_{i_1} \cdots \partial \theta_{i_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l}.
\]

Finally we are at the stage of wrapping up the proof. By definition of \( g_{ji} \), we have
\[
\sum_{i=j}^{n} (x_i - h x_i) g_{ji} = \nabla_j W - \nabla_j W(h, x, y).
\]

Also,
\[
\sum_{j=1}^{i} (y_j - x_j) g_{ji} = \nabla_i W(h, x, y) - \frac{W_{0,i} - W_{0,i-1}}{x_i - h x_i}.
\]

Note that
\[
W_{0,i} = \bar{W}_{0,i}. \tag{3.15}
\]

Also by \( G \)-invariance of \( W \), for any \( i \),
\[
W_{i,i} = W(x_1^h, \ldots, x_i^h, h x_{i+1}, \ldots, h x_n) \]
\[
= W(h x_1^h, \ldots, h x_i^h, h x_{i+1}, \ldots, h x_n) \]
\[
= W(x_1^h, \ldots, x_i^h, x_{i+1}, \ldots, x_n) \]
\[
= \bar{W}_{i,n}. \tag{3.16}
\]

Consequently, we have
\[
\sum_{k=1}^{i-1} (x_k - h x_k) f_{ki} - \sum_{j=1}^{n} (x_j - h x_j) f_{ij}
\]
\[
= \sum_{k=1}^{i-1} (\bar{W}_{i-1,k} - \bar{W}_{i,k}) - (\bar{W}_{i-1,i-1} - \bar{W}_{i,i-1}) - \sum_{j=i+1}^{n} (\bar{W}_{i-1,j} - \bar{W}_{i,j-1}) - (\bar{W}_{i,j} - \bar{W}_{i,j-1})
\]
\[
= (\bar{W}_{0,i} - \bar{W}_{0,i-1}) - (\bar{W}_{0,i-1} - \bar{W}_{i-1,i-1}) - (\bar{W}_{i-1,n} - \bar{W}_{i,n}) + (\bar{W}_{i,n} - \bar{W}_{i,i})
\]
\[
= \frac{\bar{W}_{0,i} - \bar{W}_{0,i-1} + \bar{W}_{i-1,i-1} - \bar{W}_{i-1,n} + \bar{W}_{i,n} - \bar{W}_{i,i}}{x_i - h x_i}. \tag{3.17}
\]

Above observations (3.15) and (3.16) show that
\[
(3.17) = \frac{\bar{W}_{0,i} - \bar{W}_{0,i-1}}{x_i - h x_i}.
\]

By (3.5),
\[
\langle D \left( \frac{n_h^k}{k!} \theta_h \right), \frac{\partial^{l+2m} \theta_{h_k}}{\partial \theta_{i_1} \cdots \partial \theta_{i_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \rangle
\]
\[
= \sum_{i=1}^{l} \sum_{r=1}^{m} (-1)^{l+2m+1} \left( \nabla_j W(h, x, y) - \nabla_j W \right) g_{ji} i \cdots g_{ji} i f_{i_1 i_1 i_{l+2}} \cdots f_{i_{l+2m-1} i_{l+2m}} \frac{\partial^{l+2m} \theta_{h_k}}{\partial \theta_{i_1} \cdots \partial \theta_{i_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l}.
\]

We fix indices \((i_r, j_r)\) and \((i_s, j_s)\) for \( r = 1, \ldots, l \) and \( s = l, \ldots, l + 2m - 1 \) of the summation. Fixing same indices in (3.11), we have
\[
\langle D \left( \frac{n_h^{k+1}}{(k + 1)!} \theta_h \right), \frac{\partial^{l+2m} \theta_{h_k}}{\partial \theta_{i_1} \cdots \partial \theta_{i_{l+2m}}} \partial_{j_1} \cdots \partial_{j_l} \rangle
\]
2.18

We verify that \( \text{Hom}(\Delta, \Delta_h) \) is a free \( \text{Jac}(W^h) \)-module of rank 1. \( \text{Jac}(W^h) \) is finite dimensional over \( k \) because it has the isolated singularity. Therefore a rank 1 free \( \text{Jac}(W^h) \)-module does not have any proper free submodule: any element of \( \text{Jac}(W^h) \) is not a zero-divisor if and only if it is a unit. Define a module homomorphism

\[
\text{Jac}(W^h) \cdot \xi_h \rightarrow \text{Hom}(\Delta, \Delta_h),
\]

\[ f(x) \cdot \xi_h \rightarrow f(x) \cdot \text{exp}(\eta_h)\theta_{ih}. \]  

(3.18)

We verify that (3.18) is an injective module homomorphism. Suppose that \( f(x) \cdot \text{exp}(\eta_h)\theta_{ih} \) is null-homotopic. The morphism \( f(x)\cdot\text{exp}(\eta_h)\theta_{ih} \) restricts to \( f(x)\cdot\theta_{ih} \) on \( S \subset \Delta_1 = S[\theta_1, \ldots, \theta_n] \), and a homotopy is given as follows.

\[
 f(x) = \sum_i (y_i - hx_i) s'_{x_i,j} + \sum_i \nabla_i W(hx, y) s'_{2,i} + \sum_i (y_i - x_i) s'_{3,i}
\]

(3.19)

for some \( s'_{x_i,j}, s'_{2,i}, s'_{3,i} \in S \) for \( i = 1, \ldots, n \). Since the left hand side of (3.19) is a polynomial only in \( x \) variables, the right hand side does not change after we substitute \( y_i = hx_i \) for all \( i \). Therefore we can rewrite (3.19) as

\[
 f(x) = \sum_i \nabla_i W(hx, y)|_{y=hx} s'_{2,i}(x, hx) + \sum_{i \in \theta_h} (hx_i - x_i) s'_{3,i}(x, hx)
\]

\[
 = \sum_{i} h_i^{-1} \partial_i W \cdot s'_{2,i}(x, hx) + \sum_{i \in \theta_h} (hx_i - x_i) s'_{3,i}(x, hx).
\]

The first summation is in the Jacobian ideal of \( W \), and the second summation is zero on \( \text{Fix}(h) \). So \( f(x) \) is zero in \( \text{Jac}(W^h) \). Since (3.18) is injective, it is also surjective because \( \text{Hom}(\Delta, \Delta_h) \) is a rank 1 free \( \text{Jac}(W^h) \)-module and thus has no proper free submodule.

\( \Box \)

4. Comparison of multiplications

We are ready to examine the algebra structure on \( \text{Hom}_{1 \times G}(\Delta^G, \Delta^G) \). By Lemma 2.16, we naturally construct the multiplication \( \cup \) on \( \bigoplus_{R \in G} \text{Hom}(\Delta, \Delta_R) \) as follows. Let \( \phi \in \text{hom}(\Delta, \Delta_R) \) and \( \psi \in \text{hom}(\Delta, \Delta_{Rh}) \). Then

\[
 \phi \cup \psi := (h, \phi) \circ \psi \in \text{hom}(\Delta, \Delta_{Rh})
\]

(4.1)
where \( h_\ast \phi : \Delta_h \to \Delta_{g_h} \) is defined by
\[
(h_\ast \phi)(r(x, y) v_1) := r(x, y) \cdot (1 \times h^{-1}) \cdot (\phi(\rho(h) v_1)).
\]
The definition of \( \cup \) in (4.1) is justified by (2.6). Namely, given \( \phi : \Delta_1 \to \Delta_g \), the \((1 \times G)\)-equivariant endomorphism of \( \Delta^g_{W_G} \) which restricts to \( \phi \) on \( \Delta_1 \) is \( \Theta_{h \in G} h_\ast \phi \).

**Remark 4.1.** If \( \phi = f(x, y) \vartheta_1 \vartheta_f \in \text{Hom}(\Delta_1, \Delta_g) \), then
\[
h_\ast \phi = f(x, h^{-1} y) \cdot \rho(h^{-1})(\vartheta_1 \vartheta_f) \in \text{Hom}(\Delta_h, \Delta_{h g}).
\]

**Lemma 4.2.** Let \( \phi \in \text{Hom}_{MF(W(\varphi) - W(\psi))}(\Delta_1, \Delta_h) \) be a closed element. If the coefficient of \( \vartheta_n \) in \( \phi \) is zero, then \( \phi \) is nullhomotopic.

**Proof.** By Corollary 3.4, \( \phi \) is homotopic to \( f \cdot \exp(\eta_h) \vartheta_1 \vartheta_f \) for some \( f \in R \). Let \( s \) be a homotopy between \( \phi \) and \( f \cdot \exp(\eta_1) \vartheta_1 \vartheta_f \). Consider the following diagram which expresses a part of morphisms from \( \Delta_1 \) to \( \Delta_h \).

In this part \( S \) is mapped to \( 0 \) via \( \phi \), while mapped by \( f \vartheta_h \) via \( f \cdot \exp(\eta_1) \vartheta_1 \vartheta_f \). The homotopy \( s \) gives rise to
\[
f \vartheta_1 := \left( \sum_i (y_i - h x_i) \vartheta_i \right) \cdot x_1 + \left( \sum_i \nabla_i W(h x, y) \vartheta_1 \right) \cdot s_2 + (-1)^{|s|+1} S \cdot \sum_i (y_i - x_i) \vartheta_i,
\]
so
\[
f(x) = \left( \sum_i (y_i - h x_i) s'_j \right) + \sum_i \nabla_i W(h x, y) s'_j \vartheta_i + \sum_i (y_i - x_i) s'_j \vartheta_i
\]
for some \( s'_j, s'_j, s'_j, \in S \) for \( i = 1, \ldots , n \). Now the latter part of the proof of Corollary 3.4 implies that \( f(x) \) is zero inside \( \text{Jac}(W^h) \), so \( f \cdot \exp(\eta_1) \vartheta_1 \vartheta_f \) is zero in \( \text{Hom}(\Delta_1, \Delta_h) \). Therefore, \( \phi \) is nullhomotopic.

Lemma 4.2 implies that a cohomology class in \( \text{Hom}(\Delta_1, \Delta_h) \) is completely determined by its coefficient of \( \vartheta_h \). Hence when we compute \( \phi \cup \psi \) for \( \phi \in \text{Hom}(\Delta_1, \Delta_g) \) and \( \psi \in \text{Hom}(\Delta_1, \Delta_h) \), it suffices to compute the coefficient of \( \vartheta_h \) in \( (h_\ast \phi) \cup \psi \).

Before introducing our main theorem, we need two computations concerning Clifford variables.

**Lemma 4.3.** Let \( \partial_i \otimes \partial_j, k(1|\partial_1, \ldots, \partial_n) \) for \( s = 1, \ldots, n \). Then
\[
\partial_i \otimes \partial_j \in \text{ker}(\partial_1, \ldots, \partial_n) \implies (-1)^{|k|} \partial_i \otimes \partial_{j_k} \in \text{ker}(\partial_1, \ldots, \partial_n). \]

**Proof.** Note that \( (\partial_1 \otimes \partial_j) \cdot (\partial_k \otimes \partial_{j_k}) \) is \( (-1)^{|k|} \partial_1 \otimes \partial_{j_k} \otimes \partial_{j_k} \in \text{ker}(\partial_1, \ldots, \partial_n) \). The proof is finished by induction.

**Lemma 4.4.** For \( h_1, h_2 \in G \), suppose that we have maps
\[
\omega_{h_1}^{(1)}, \omega_{h_1}^{(2,0)} : S[\vartheta_1, \ldots, \vartheta_n, \vartheta_1, \ldots, \vartheta_n] \to S[\vartheta_1, \ldots, \vartheta_n, \vartheta_1, \ldots, \vartheta_n]
\]
as follows.
\[
\omega_{h_1}^{(1)}(\vartheta_1 \vartheta_f) = \sum_{i,j \in I_{h_1}} (-1)^{|i|} a_{i,j} \frac{\partial \vartheta_i}{\partial \vartheta_j} \vartheta_i \vartheta_j, \quad \omega_{h_1}^{(2,0)}(\vartheta_1 \vartheta_f) = \sum_{i \in I_{h_1}} b_{ij} \frac{\partial \vartheta_i}{\partial \vartheta_j} \vartheta_i \vartheta_j,
\]
\[
\omega_{h_1}^{(1)}(\vartheta_1 \vartheta_f) = \sum_{i,j \in I_{h_2}} (-1)^{|i|} c_{i,j} \frac{\partial \vartheta_i}{\partial \vartheta_j} \vartheta_i \vartheta_j, \quad \omega_{h_2}^{(2,0)}(\vartheta_1 \vartheta_f) = \sum_{i,j \in I_{h_2}} d_{ij} \frac{\partial \vartheta_i}{\partial \vartheta_j} \vartheta_i \vartheta_j,
\]
where \( a_{ij}, b_{ij}, c_{ij}, d_{ij} \in S \). Let
\[
\omega_{h_1} := \omega_{h_1}^{(1)} + \omega_{h_1}^{(2,0)}, \quad \omega_{h_2} := \omega_{h_2}^{(1)} + \omega_{h_2}^{(2,0)}.
\]
Then

\[
\left\langle \sum_{k+l=n} \frac{\omega^k_{h_1} \theta_{h_1}}{k!} \frac{\omega^l_{h_2} \theta_{h_2}}{l!}, \theta_{h_1h_2} \right\rangle
\]

(4.4)

\[= \left\langle \frac{1}{n!} \gamma \left( \left( \sum_{i,j \in h_1} (a_{ij} \partial_j \circ \partial_i + b_{ij} \partial_i \partial_j \circ 1) + \sum_{i,j \in h_2} d_{ij} \cdot 1 \otimes \partial_i \partial_j \right)^n \otimes \theta_{h_1} \otimes \theta_{h_2} \right), \theta_{h_1h_2} \right\rangle. \]

(4.5)

Proof.

\[
\frac{1}{n!} \left( \sum_{i,j \in h_1} (a_{ij} \partial_j \circ \partial_i + b_{ij} \partial_i \partial_j \circ 1) + \sum_{i,j \in h_2} d_{ij} \cdot 1 \otimes \partial_i \partial_j \right)^n
\]

\[= \sum_{k+l=n} \sum_{k_1+k_2=k} \frac{1}{k_1!} \sum_{i \in i_1} \sum_{j \in J_1} (-1)^{\frac{k(k-1)}{2}} a_{i_1j_1} \cdots a_{i_{k_1}j_{k_1}} \partial_{i_1} \cdots \partial_{i_{k_1}} \otimes \partial_{j_1} \cdots \partial_{j_{k_1}}
\]

\[\cdot \sum_{l \in l_1} \sum_{k_2 \in k_2} \sum_{i \in i_2} \sum_{j \in J_2} \sum_{k_2 \in k_2} \sum_{l \in l_2} \cdot d_{i_1j_1} \cdots d_{i_{k_2}j_{k_2}} \cdot \partial_{i_1} \cdots \partial_{i_{k_2}} \otimes \partial_{j_1} \cdots \partial_{j_{k_2}} \cdot \partial_{i} \cdots \partial_{i_{k_2}} \otimes \partial_{j} \cdots \partial_{j_{k_2}}. \]  

(4.6)

The sign is due to (4.3). Plugging (4.6) into (4.5), we get

\[
(4.5) = \left\langle \sum_{k_1+k_2=k} \sum_{i \in i_1} \sum_{j \in J_1} \sum_{l \in l_1} \sum_{k_2 \in k_2} \sum_{l \in l_2} \sum_{k_1+k_2=k} (-1)^{\frac{k_1(k_1-1)}{2}+k_1 \cdot h_1} \frac{1}{k_1!k_2!} a_{i_1j_1} \cdots a_{i_{k_1}j_{k_1}} \cdot b_{i_1j_1} \cdots b_{i_{k_2}j_{k_2}} \cdot d_{i_1j_1} \cdots d_{i_{k_2}j_{k_2}} \cdot \partial_{i_1} \cdots \partial_{i_{k_1}} \otimes \partial_{j_1} \cdots \partial_{j_{k_1}} \otimes \partial_{i_1} \cdots \partial_{i_{k_2}} \otimes \partial_{j_1} \cdots \partial_{j_{k_2}} \right\rangle. \]

By \(\omega_{h_1}^{(1,1)} \omega_{h_1}^{(2,0)} = \omega_{h_1}^{(2,0)} \omega_{h_1}^{(1,1)}\) which is easy to verify, we have

\[
\frac{1}{k!} \omega^k_{h_1} (\theta_{h_1}) = \sum_{k_1+k_2=k} \frac{(\omega_{h_1}^{(1,1)} \cdot k_1 \cdot (\omega_{h_1}^{(2,0)} k_2)}{k_1!k_2!} \theta_{h_1})
\]

\[= \sum_{k_1+k_2=k} \frac{1}{k_1!k_2!} \left( (\omega_{h_1}^{(1,1)} \cdot k_1 \cdot \sum_{i \in i_1} \sum_{j \in J_1} \sum_{l \in l_1} \sum_{k_2 \in k_2} \sum_{l \in l_2} \sum_{k_1+k_2=k} (-1)^{\frac{k_1(k_1-1)}{2}+k_1 \cdot h_1} \frac{1}{k_1!k_2!} a_{i_1j_1} \cdots a_{i_{k_1}j_{k_1}} \cdot b_{i_1j_1} \cdots b_{i_{k_2}j_{k_2}} \cdot d_{i_1j_1} \cdots d_{i_{k_2}j_{k_2}} \cdot \partial_{i_1} \cdots \partial_{i_{k_1}} \otimes \partial_{j_1} \cdots \partial_{j_{k_1}} \otimes \partial_{i_1} \cdots \partial_{i_{k_2}} \otimes \partial_{j_1} \cdots \partial_{j_{k_2}} \right) \]

\[= \sum_{k_1+k_2=k} \frac{1}{k_1!k_2!} \left( (\omega_{h_1}^{(1,1)} \cdot k_1 \cdot \sum_{i \in i_1} \sum_{j \in J_1} \sum_{l \in l_1} \sum_{k_2 \in k_2} \sum_{l \in l_2} \sum_{k_1+k_2=k} (-1)^{\frac{k_1(k_1-1)}{2}+k_1 \cdot h_1} \frac{1}{k_1!k_2!} a_{i_1j_1} \cdots a_{i_{k_1}j_{k_1}} \cdot b_{i_1j_1} \cdots b_{i_{k_2}j_{k_2}} \cdot d_{i_1j_1} \cdots d_{i_{k_2}j_{k_2}} \cdot \partial_{i_1} \cdots \partial_{i_{k_1}} \otimes \partial_{j_1} \cdots \partial_{j_{k_1}} \otimes \partial_{i_1} \cdots \partial_{i_{k_2}} \otimes \partial_{j_1} \cdots \partial_{j_{k_2}} \right) \]

\[= \sum_{k_1+k_2=k} \frac{1}{k_1!k_2!} \left( (\omega_{h_1}^{(1,1)} \cdot k_1 \cdot \sum_{i \in i_1} \sum_{j \in J_1} \sum_{l \in l_1} \sum_{k_2 \in k_2} \sum_{l \in l_2} \sum_{k_1+k_2=k} (-1)^{\frac{k_1(k_1-1)}{2}+k_1 \cdot h_1} \frac{1}{k_1!k_2!} a_{i_1j_1} \cdots a_{i_{k_1}j_{k_1}} \cdot b_{i_1j_1} \cdots b_{i_{k_2}j_{k_2}} \cdot d_{i_1j_1} \cdots d_{i_{k_2}j_{k_2}} \cdot \partial_{i_1} \cdots \partial_{i_{k_1}} \otimes \partial_{j_1} \cdots \partial_{j_{k_1}} \otimes \partial_{i_1} \cdots \partial_{i_{k_2}} \otimes \partial_{j_1} \cdots \partial_{j_{k_2}} \right) \]  

(4.7)
The differential operator terms \( \sum_{|I|+|J|=1, |I| \neq |J|} f_i \frac{\partial^{2|I|} \theta_{b_1}}{\partial \theta_{r_{l_1}} \cdots \partial \theta_{r_{l_1}}} \partial_j \) in (4.8) does not contribute to (4.4). The comparison of (4.4) and (4.5) is now straightforward.

Finally, we are ready to prove our main theorem.

**Theorem 4.5.** Define an \( R \)-module homomorphism

\[
\Phi: \text{Jac}^r(W, G) \rightarrow \bigoplus_{g \in \overline{G}} \text{Hom}(\Delta_1, \Delta_g),
\]

\( \xi_h \mapsto [\exp(\eta_{h^{-1}}) \theta_{b_{k-1}}] \).

Then

1. \( \Phi \) is \( G \)-equivariant.
2. \( \Phi(\xi_{h_1} \cdot \xi_{h_2}) = h_2^{-1} \Phi(\xi_{h_1}) \cup \Phi(\xi_{h_2}) \).

**Proof.** Recall that

\[
h' \cdot \xi_h = \prod_{l \in I_h} (h_l')^{-1} \cdot \xi_h,
\]

where the scalar \( h_l' \in k^* \) is defined by \( h' \cdot x_l = h_l' x_l \).

On a summand \( \text{Hom}(\Delta_1, \Delta_{h^{-1}}) \),

\[
h' \cdot \theta_{I_{h^{-1}}} = \prod_{l \in I_{h^{-1}}} (h_l')^{-1} \cdot \theta_{I_{h^{-1}}},
\]

but it is clear that \( I_{h^{-1}} = I_h \). Furthermore,

\[
h' \cdot (g_{ji}^{-1} \theta_{I_{h^{-1} \setminus \{i\}}} \partial_j) = (h' \cdot g_{ji}^{-1} \rho(h')(\theta_{I_{h^{-1} \setminus \{i\}}} \partial_j))
\]

\[
= h' \cdot \left( (\overline{W}_{j, i})_{h^{-1} \setminus \{i\}} - (\overline{W}_{j, i-1})_{h^{-1} \setminus \{i\}} \right) \rho(h')(\theta_{I_{h^{-1} \setminus \{i\}}} \partial_j)
\]

\[
= (h' h_i')^{-1} g_{ji}^{-1} \prod_{l \in I_{h^{-1}}} (h_l')^{-1} \theta_{I_{h^{-1} \setminus \{i\}}} \partial_j
\]

\[
= \prod_{l \in I_{h^{-1}}} (h_l')^{-1} g_{ji}^{-1} \theta_{I_{h^{-1} \setminus \{i\}}} \partial_j,
\]

where the third equality comes from \( G \)-invariance of \( W \). The same argument shows that

\[
h' \cdot (f_{ji}^{-1} \theta_{I_{h^{-1} \setminus \{j, i\}}} ) = \prod_{l \in I_{h^{-1}}} (h_l')^{-1} f_{ji}^{-1} \theta_{I_{h^{-1} \setminus \{j, i\}}}.
\]

By induction, we conclude that

\[
h' \cdot \exp(\eta_{h^{-1}})(\theta_{I_{h^{-1}}} ) = \prod_{l \in I_{h^{-1}}} (h_l')^{-1} \exp(\eta_{h^{-1}})(\theta_{I_{h^{-1}}} ),
\]

and it finishes the proof of the first assertion.

Now we proceed to the second part. Without loss of generality, let

\[
I_{h_1} = I_{h_1^{-1}} = \{1, \ldots, j\}, \quad I_{h_2} = I_{h_2^{-1}} = \{i + 1, \ldots, k, k + 1, \ldots, j, j + 1, \ldots, m\}
\]

such that \( I_{h_1} \cap I_{h_2} = \{i + 1, \ldots, k, k + 1, \ldots, j\} \) and \( h_1 \cdot x_l = h_2^{-1} \cdot x_l \) for \( k + 1 \leq l \leq j \). Then

\[
I_{h_1 h_2} = I_{h_2^{-1} h_1^{-1}} = \{1, \ldots, k, j + 1, \ldots, m\}
\]

and

\[
d_{h_1, h_2} = \frac{d_{h_1} + d_{h_2} - d_{h_1 h_2}}{2} = \frac{j - k + i}{2} = \frac{j - k - i}{2}.
\]
By Lemma 2.4, the coefficient \( \langle h^{-1} \rangle, \langle h^{-1} \rangle \cdot \exp(\eta_{h^{-1}}) \cdot \exp(\eta_{h^{-1}}) \cdot \partial \eta \rangle \) completely determines the product \( \langle h^{-1} \rangle, \langle h^{-1} \rangle \cdot \exp(\eta_{h^{-1}}) \cdot \partial \eta \rangle \). Recall that

\[
\eta_{h}(\theta_{i} \partial_{j}) = \sum \langle -1 \rangle \eta_{i} h \theta_{i} \partial_{j} \partial_{j} + \sum \langle -1 \rangle \eta_{i} h \theta_{i} \partial_{j} \partial_{j}.
\]

Decompose \( \eta_{h} \) into the following two maps:

\[
\eta_{h}^{1}(\theta_{i} \partial_{j}) := \sum \langle -1 \rangle \eta_{i} h \theta_{i} \partial_{j} \partial_{j}, \quad \eta_{h}^{2}(\theta_{i} \partial_{j}) := \sum \langle -1 \rangle \eta_{i} h \theta_{i} \partial_{j} \partial_{j}.
\]

It is evident that it suffices to consider \( \exp(\eta_{h_{2}^{-1}}) \langle \theta_{i} \rangle \) only, because differential operator summands (i.e., products of \( \partial_{j} \)) with \( \exp(\eta_{h_{2}^{-1}}) \langle \theta_{i} \rangle \) remain after left multiplication of \( \langle h^{-1} \rangle, \langle h^{-1} \rangle \cdot \exp(\eta_{h^{-1}}) \cdot \partial \eta \rangle \), so they do not contribute to the coefficient of \( \theta_{h_{2}^{-1}} \). On the other hand, differential operator summands of \( \langle h^{-1} \rangle, \langle h^{-1} \rangle \cdot \exp(\eta_{h_{2}^{-1}}) \langle \theta_{i} \rangle \) can act on \( \theta \)-variables of \( \exp(\eta_{h_{2}^{-1}}) \langle \theta_{i} \rangle \), so we need to consider whole \( \langle h^{-1} \rangle, \langle h^{-1} \rangle \cdot \exp(\eta_{h_{2}^{-1}}) \langle \theta_{i} \rangle \), not only a part of it.

Recall that

\[
\frac{\eta_{h_{2}^{-1}}^{2}(\theta_{i})}{k!} = \sum \langle -1 \rangle \eta_{i} h \theta_{i} \partial_{j} \partial_{j}.
\]

Since

\[
\theta_{h_{2}^{-1}} = \theta_{1} \cdots \theta_{k} \theta_{k+1} \cdots \theta_{j}, \quad \theta_{h_{2}^{-1}} = \theta_{k+1} \cdots \theta_{k} \theta_{1} \cdots \theta_{j}, \quad \theta_{h_{1}^{-1}} = \theta_{1} \cdots \theta_{k} \theta_{j+1} \cdots \theta_{m},
\]

\( \theta_{h_{2}^{-1}} \)-summand of the product comes from differentiating all \( \theta_{k+1}, \cdots, \theta_{j} \), differentiating each of \( \theta_{k+1}, \cdots, \theta_{k} \) only once in \( \theta_{h_{1}^{-1}} \) and \( \theta_{h_{2}^{-1}} \), and then multiplying them. When \( \eta_{h_{2}^{-1}} \) and \( \eta_{h_{1}^{-1}} \) are applied to \( \theta_{j} \), they differentiate \( \theta \)-variables twice, or differentiate once and give birth to a degree 1 differential operator. We conclude that

\[
\langle h^{-1} \rangle, \langle h^{-1} \rangle \cdot \exp(\eta_{h_{2}^{-1}}) \langle \theta_{i} \rangle \rangle \cdot \exp(\eta_{h_{1}^{-1}}) \langle \theta_{i} \rangle \rangle \cdot \theta_{h_{2}^{-1}} \rangle \not= 0
\]

only if \( k_{1} + k_{2} = j - k + \frac{k_{2}}{2} = d_{h_{1}, h_{2}} \). In particular,

\[
\langle h^{-1} \rangle, \langle h^{-1} \rangle \cdot \exp(\eta_{h_{2}^{-1}}) \langle \theta_{i} \rangle \rangle \cdot \exp(\eta_{h_{1}^{-1}}) \langle \theta_{i} \rangle \rangle \cdot \theta_{h_{2}^{-1}} \rangle \not= 0
\]

only if \( d_{h_{1}, h_{2}} \in \mathbb{Z} \).

We calculate the product \( \xi_{h_{1}} \cdot \xi_{h_{2}} \), namely the coefficient of \( \theta_{h_{1}} \cdot \theta_{h_{2}} \), in the following expression

\[
Y((\langle H_{W}(x, h_{1} \cdot x) \rangle)_{h_{1}, h_{2}} + [H_{W}(h_{1} \cdot x)]_{h_{1}, h_{2}} \otimes 1 + [H_{W}(h_{1} \cdot x)]_{h_{1}, h_{2}} d_{h_{1}, h_{2}} \otimes \theta_{h_{1}} \otimes \theta_{h_{2}})_{h_{1}, h_{2}}
\]

Recall that \( H_{W}(x, y, z) \) is defined by

\[
H_{W}(x, y, z) = \sum_{1 \leq i \leq j \leq n} v_{i}^{y \cdot (x, y)} v_{j}^{x \cdot (x, y)} (W)_{\partial_{j}} \otimes \partial_{i}.
\]

We compute each summand more carefully as follows.

- If \( i < j \), then

\[
[Y_{i}^{y \cdot (x, y)} v_{j}^{x \cdot (x, y)} (W)_{\langle h_{1} \rangle} h_{1}, h_{2}] = [W(x_{1}, \cdots, x_{i-1}, h_{1} x_{i}, \cdots, h_{1} x_{j-1}, x_{j}, \cdots, x_{n}) - W(x_{1}, \cdots, x_{i}, h_{1} x_{i}, \cdots, h_{1} x_{j-1}, x_{j}, \cdots, x_{n})]
\]

\[
(W(x_{1}, \cdots, x_{i-1}, h_{1} x_{i}, \cdots, h_{1} x_{j-1}, x_{j}, \cdots, x_{n}) - W(x_{1}, \cdots, x_{i}, h_{1} x_{i}, \cdots, h_{1} x_{j}, x_{j-1}, \cdots, x_{n}))
\]

\[
(W(x_{1}, \cdots, x_{i-1}, h_{1} x_{i}, \cdots, h_{1} x_{j}, x_{j+1}, \cdots, x_{n}) - W(x_{1}, \cdots, x_{i}, h_{1} x_{i}, \cdots, h_{1} x_{j}, x_{j+1}, \cdots, x_{n}))
\]

\[
(W(x_{1}, \cdots, x_{i-1}, h_{1} x_{i}, \cdots, h_{1} x_{j}, x_{j+1}, x_{j-1}, \cdots, x_{n}) - W(x_{1}, \cdots, x_{i}, h_{1} x_{i}, \cdots, h_{1} x_{j}, x_{j+1}, x_{j-1}, \cdots, x_{n}))
\]

\[
\langle h_{1}, h_{2} \rangle.
\]
Lemma 4.6.

\[
(4.11) = \left[(1 \times h_2) \cdot h_2^{-1} \cdot g_{ij}^{-1}\right]_{y=(h_1 h_2)^{-1} x} \cdot h_1 h_2,
\]
\[
(4.12) = \left[(1 \times h_2) \cdot h_2^{-1} \cdot g_{ii}^{-1}\right]_{y=(h_1 h_2)^{-1} x} \cdot h_1 h_2.
\]

Proof of the Lemma.

\[
\left[(1 \times h_2) \cdot h_2^{-1} \cdot g_{ij}^{-1}\right]_{y=h_2^{-1} x} \cdot h_1 h_2
= \left[(h_2^{-1} \times 1) \cdot g_{ij}^{-1}\right]_{y=(h_1 h_2)^{-1} x} \cdot h_1 h_2
= \frac{1}{(h_2^{-1} h_1^{-1} x_i - h_2^{-1} x_j)(h_2^{-1} x_j - h_2^{-1} h_1^{-1} x_j)}
\]
\[
\cdot \left\{ W(h_2^{-1} h_1^{-1} x_i, \ldots, h_2^{-1} h_1^{-1} x_i, h_2^{-1} x_i, \ldots, h_2^{-1} h_1^{-1} x_i, x_n) - W(h_2^{-1} h_1^{-1} x_i, \ldots, h_2^{-1} h_1^{-1} x_i, h_2^{-1} x_i, \ldots, h_2^{-1} h_1^{-1} x_i, x_n) - W(h_2^{-1} h_1^{-1} x_i, \ldots, h_2^{-1} h_1^{-1} x_i, x_n)
\right. \\
\left. - W(h_2^{-1} h_1^{-1} x_i, \ldots, h_2^{-1} h_1^{-1} x_i, x_n)ight\} \cdot h_1 h_2
\]
\[
= \frac{1}{(x_i - h_1 x_j)(h_1 x_j - x_j)}
\]
\[
\cdot \left\{ W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n) - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n) - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n) + W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n)\right\} \cdot h_1 h_2.
\]

The last identity is due to the following: for any polynomial \(f(x_1, \ldots, x_n),\)

\[
\left[f(x_1, \ldots, x_n)\right]_{h_1 h_2} = \left[f(h_1 h_2 x, \ldots, h_1 h_2 x)\right]_{h_1 h_2}.
\]

(4.13)

The proof of the second identity is similar so omitted.

Next we consider

\[H_{i,j,h_1} = \sum_{i,j \in h_1, i < j} \frac{1}{1 - (h_1)_{ij}} \cdot \left[\nabla_{x_i}^{-1}(x, h_1) \cdot \nabla_{x_j}^{-1}(x, h_1) \cdot (W)\partial_i \partial_j\right].\]

Again, a summand can be written as

\[
\left[\frac{1}{1 - (h_1)_{ij}} \cdot \nabla_{x_i}^{-1}(x, h_1) \cdot \nabla_{x_j}^{-1}(x, h_1) \cdot (W)\right]_{h_1 h_2}
= \left[\frac{1}{(h_1 x_i - x_j)(h_1 x_j - x_j)}
\right.
\]
\[
\cdot \left\{ W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n) - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n) - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n)
\right. \\
\left. - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n)\right\} \cdot h_1 h_2
\]
\[
= \left[\frac{1}{(h_1 x_i - x_j)(h_1 x_j - x_j)}
\right.
\]
\[
\cdot \left\{ W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n) - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n) - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n)
\right. \\
\left. - W(x_1, \ldots, x_i, h_1 x_i, x_j, \ldots, x_n)\right\} \cdot h_1 h_2.
\]

(4.14)
For the last identity, we used \( x_i^{h_1} = 0 \). We also observe that
\[
\left[ H_{W, h_2} (h_1 \cdot x) \right]_{h_1 h_2} = \left[ \frac{1}{1 - (h_2)^{x_i}} (\theta(x, \phi_{h_2}) \cdot (W)(h_1 \cdot x)) \right]_{h_1 h_2}
\]
\[
\frac{1}{(h_1 h_2 x_i - h_1 x_i)} \cdot \left( W(h_1 x_i^{h_2}, \ldots, h_1 x_i^{h_2}, h_1 x_i^{h_2} x_i h_1 x_i^{h_2}, \ldots, h_1 x_i^{h_2} x_i^{h_2} x_i) \right)
\]
\[
= \left[ \frac{1}{(x_i - h_2^{-1} x_i)} \cdot \left( W(h_2^{-1} x_i^{h_2}, \ldots, h_2^{-1} x_i^{h_2} x_i, h_2 x_i^{h_2} x_i, \ldots, h_2 x_i^{h_2} x_i^{h_2}) \right) \right]_{h_1 h_2}
\]
\[
= \left[ \frac{1}{(x_i - h_2^{-1} x_i)} \cdot \left( W(h_1 x_i^{h_2}, \ldots, h_1 x_i^{h_2} x_i, h_1 x_i^{h_2} x_i, \ldots, h_1 x_i^{h_2} x_i^{h_2}) \right) \right]_{h_1 h_2}.
\]

The second identity comes from
\[
[f(x_1, \ldots, x_n)]_{h_1 h_2} = [f(h_2^{-1} x_1, \ldots, h_2^{-1} x_n)]_{h_1 h_2}
\]
for any polynomial \( f(x_1, \ldots, x_n) \). The following lemma can be proved similarly as Lemma 4.6.

**Lemma 4.7.**
\[
(4.14) = [(1 \times h_2) \cdot h_2^{-1} f_{ij}^{h_1} ]_{h_1 h_2}, \quad (4.15) = [f_{ij}^{h_2} ]_{h_1 h_2}.
\]

By Lemma 4.6 and 4.7, we can rewrite (4.10) as
\[
\frac{1}{d_{h_1, h_2}!} \cdot \sum_{i,j \in I_{h_1}, j < i} (\phi_{h_1}^{h_2} \cdot \gamma_{ij}^{h_1}) \cdot \left[ h_1 h_2 \cdot \partial_j \otimes \partial_i \right]
\]
\[
+ \sum_{i,j \in I_{h_1}, j < i} (\phi_{h_1}^{h_2} \cdot \gamma_{ij}^{h_1}) \cdot \left[ h_1 h_2 \cdot \partial_i \partial_j \right]
\]
\[
+ \sum_{i,j \in I_{h_1}, j < i} (\phi_{h_1}^{h_2} \cdot \gamma_{ij}^{h_1}) \cdot \left[ h_1 h_2 \cdot \partial_j \partial_i \right] \cdot \left[ h_1 h_2 \cdot \theta_{i h_1} \otimes \theta_{j h_2} \right].
\]

The proof is finally finished by applying Lemma 4.4. \( \square \)

**Corollary 4.8.** \( \bigoplus_{g \in G} \text{Hom}(\Delta_1, \Delta_g) \) is braided super-commutative in the following sense:
\[
[\exp(\eta_g)(\theta_{h_1})] \cup [\exp(\eta_h)(\theta_{h_2})] = (g \cdot [\exp(\eta_h)(\theta_{h_1})]) \cup [\exp(\eta_g)(\theta_{h_2})].
\]
The original motivation of this work was to enhance the understanding of Floer theory for representing objects of homological mirror functors. We briefly review how we obtain a mirror algebraic function (often called a potential) of a symplectic manifold. Let $M$ be a symplectic manifold and $\mathbb{L} \subset M$ be a Lagrangian submanifold. Suppose that $L$ is weakly unobstructed, i.e., there is a space $\mathcal{MC}(L)$ of cochains of $L$, such that the $A_\infty$-structure $(\mathcal{MC}(L))(k)_{k \geq 0}$ can be deformed by elements of $\mathcal{MC}(L)$, so that the obstruction for $\mathcal{MC}(L)$ vanishes. Elements of $\mathcal{MC}(L)$ are called weak bounding cochains. Suppose that $0$ is the critical value of $W$. They were computed in [15] that $W$ was proved in [4].

5. Application: Lagrangian Floer Theory

Theorem 5.1 ([4, 6]).

Let $W_{2,3,6}$, $W_{3,3,3}$ and $W_{2,4,4}$ be potentials from Seidel Lagrangians in $\mathcal{P}^{1}_{2,3,6}$, $\mathcal{P}^{1}_{3,3,3}$ and $\mathcal{P}^{1}_{2,4,4}$ respectively. They were computed in [4, 6] as follows.

$W_{2,3,6} = q^6 x_1^3 - a_1 x_1 x_2 x_3 + a_1 x_2^3 + a_2 x_3^3 + a_3 x_2^2 x_3^2 + a_4 x_2 x_3^4,
W_{3,3,3} = b_1 (x_1^2 + x_2^3 + x_3^3) - b_2 x_1 x_2 x_3,
W_{2,4,4} = q^6 x_1^3 - a_1 x_1 x_2 x_3 + c_1 x_2^4 + c_2 x_3^4 + c_3 x_2^2 x_3^2,$

where $a_1, a_2, a_3, a_s, b_1, b_2, c_1, c_2, c_3$ are elements in the Novikov field $k = \Lambda$ ($q$ is the Novikov variable). We omit their precise expressions.
implies that 
\[
\text{Theorem 5.3}
\]
Lagrangian submanifold

Then we have an algebra isomorphism
\[
\text{Theorem 5.4.}
\]
For each pair $(\mathcal{L}, \mathcal{L})$, we need.

We state a technical assumption which we need.

**Assumption 5.2.**
- $\mathcal{M}(\mathcal{L})$ consists of linear combinations of $\{e_1, \cdots, e_n\} \subset CF^1(\mathcal{L}, \mathcal{L})$.
- Let $R$ be the function ring on $\mathcal{M}(\mathcal{L})$, i.e. $R = k[x_1, \cdots, x_n]$. The Floer complex $CF(\mathcal{L}, \mathcal{L}) \otimes R$ is generated by following elements
\[
e_i := m_2^R(\{e_i, m_2^R(\{e_i, \cdots, e_i\})\})
\]
where $m_2^R$ is the binary $A_\infty$-operation deformed by $\bar{b}$.

It is reasonable to predict that any Lagrangian submanifold which represents a mirror equivalence satisfies this assumption and it will be studied elsewhere. Now we recall some results.

**Theorem 5.3 ([7]).**
- Any Seidel Lagrangian $\mathcal{L} \subset \mathbb{P}_{a,b,c}^1$ satisfy Assumption 5.2.
- If a weakly unobstructed Lagrangian $(\mathcal{L}, \mathcal{L}) \subset M$ satisfies Assumption 5.2, then $HF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})) \otimes R \cong \text{Jac}(W_L)$.
- If $\mathcal{L} \subset M/G$ satisfies Assumption 5.2 and $\mathcal{L} \subset M$ is the preimage of $\mathcal{L}$ via quotient, then $HF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})) \otimes R \cong \text{Hom}(\text{MF}_{X_{t+1}}(\mathcal{L}, \mathcal{L}), \Delta_G^{\bar{G}, \bar{G}})$, where $b$ is a lift of $\bar{b}$.

Combining this with Theorem 4.5, we can find a quite interesting algebraic structure on $\mathcal{L}$ as follows:

**Theorem 5.4.** For each pair $(T^2, G)$ where $G$ is one of $\mathbb{Z}/6\mathbb{Z}$, $\mathbb{Z}/4\mathbb{Z}$ or $\mathbb{Z}/3\mathbb{Z}$, consider the immersed Lagrangian submanifold $\mathcal{L} \subset T^2$ together with a cochain
\[
b = x_1(\sum_{g \in G} g \cdot X_1) + x_2(\sum_{g \in G} g \cdot X_2) + x_3(\sum_{g \in G} g \cdot X_3) \in CF^1(\mathcal{L}, \mathcal{L}) \otimes R.
\]

Then we have an algebra isomorphism
\[
HF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})) \otimes R \cong \text{Jac}(W_L, \bar{G}).
\]

Theorem 5.4 implies that $HF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})) \otimes R$ is a braided super-commutative algebra.

**Remark 5.5.** Any twisted Jacobian algebra has a sector decomposition indexed by group elements, so $HF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})) \otimes R$ also has such a decomposition. It is given by an $A_\infty$ quasi-isomorphism as follows.
\[
\Phi : CF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})) \otimes \bar{G} \cong CF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})),
\]
\[
\nu \otimes \chi \mapsto \sum_{g \in G} \chi(g^{-1})(g \cdot \nu).
\]

The $A_\infty$-structure on $CF((\mathcal{L}, \mathcal{L}), (\mathcal{L}, \mathcal{L})) \otimes \bar{G}$ is addressed in [7, Section 6]. In the following example we will use this identification to describe Floer cohomology elements for $(\mathcal{L}, \mathcal{L}) \subset \mathbb{P}_{2,3,6}^1$. 

5.1. An example. In the remainder, let us illustrate the structure of Jac\(^c\)(W\(_{2,3,6}\), Z/6Z). For convenience let W := W\(_{2,3,6}\). Denote elements of Z/6Z by [ρ₀, ρ₁, · · · , ρ₅], and let Z/6Z act on k[x₁, x₂, x₃] by
\[
ρ₁ · x₁ = e^{2πi/3} x₁, \quad ρ₁ · x₂ = e^{4πi/3} x₂, \quad ρ₁ · x₃ = e^{−πi/3} x₃.
\]
Then we have
\[
I_{p₀} = φ, \quad I_{p₁} = I_{p₅} = [1, 2, 3], \quad I_{p₂} = I_{p₄} = [2, 3], \quad I_{p₃} = [1, 3]
\]
and
\[
W^{p₀} = W, \quad W^{p₁} = W^{p₅} = 0 ∈ k, \quad W^{p₂} = W^{p₄} = q^₆ x₂² ∈ k[x₁], \quad W^{p₃} = c₂₂(q) x₃³ ∈ k[x₂].
\]
Therefore, the underlying module structure of Jac\(^c\)(W, Z/6Z) is as follows:
\[
\text{Jac\(^c\)(W, Z/6Z) ∼= Jac(W) ⊕ k[ρ₁] ⊕ k[ρ₂] ⊕ (k[x₂]/(x₂^5)) ⊕ k[ρ₃] ⊕ k[ρ₄] ⊕ k[ρ₅].}
\]
It already tells a lot about the structure of HF([[L, b], [L, b]]) ⊗ R. Its summand generated by the unit 1 \(_L\) is isomorphic to Jac(W). It has 5 more sectors indexed by ρ₁, · · · , ρ₅ ∈ Z/6Z. To describe those Floer cohomology elements more precisely, we refer to some previous works. Let us take an example ρ₂, where I\(_{p₂}\) = [2, 3]. By combining Proposition 4.8 and Proposition 9.1 of [7], we conclude that ρ₂ corresponds to the Floer cohomology element
\[
Φ(m₂(X₂, X₃)) = Φ(c · X₁) + α ∈ HF([[L, b], [L, b]]) ⊗ R
\]
for some c ∈ k, where α is the sum of lower degree elements. ρ₁ corresponds to
\[
Φ(m₂(X₁, m₂(X₂, X₃)) = Φ(c' · p₁L) + α' ∈ HF([[L, b], [L, b]]) ⊗ R
\]
for some c' and α'. Similarly for other generators, ρ₄ corresponds to Floer cocycles whose leading order cochains are Φ(X₁), and ρ₃ corresponds to the Floer cocycle whose leading order cochain is Φ(X₂).

We can check that dₚ₀,ₚ₁ = 0 (i = 1, 2, 3, dₚ₁,ₚ₅ = dₚ₅,ₚ₁ = 3, dₚ₂,ₚ₄ = dₚ₄,ₚ₂ = dₚ₃,ₚ₃ = 2) are only integers among d\(_{g,h}\) for g, h ∈ Z/6Z. By dₚ₀,ₚ₁ = 0, we have a few straightforward computations:
\[
ξ_{p₀} · ξ_{p₁} = ξ_{p₁}, \quad ξ_{p₁} · ξ_{p₂} = −ξ_{p₂}, \quad ξ_{p₁} · ξ_{p₄} = ξ_{p₄} · ξ_{p₁}, \quad η_{p₀} · η_{p₁} = η_{p₁} · η_{p₀} = η_{p₁} · η_{p₄}.
\]
Computation of ξ\(_{p₁}\) · ξ\(_{p₂}\), ξ\(_{p₂}\) · ξ\(_{p₃}\) and ξ\(_{p₃}\) · ξ\(_{p₄}\) comes from the formula (2.2). By braided super-commutativity, we easily deduce that
\[
ξ_{p₁} · ξ_{p₂} = −ξ_{p₂} · ξ_{p₁}, \quad ξ_{p₁} · ξ_{p₄} = ξ_{p₄} · ξ_{p₁}, \quad η_{p₀} · η_{p₁} = η_{p₁} · η_{p₀} = η_{p₁} · η_{p₄}.
\]
Actually, we can identify Z/6Z-invariant elements of Jac\(^c\)(W, Z/6Z) as images of elements in HF\(^c\)(T\(^2\)) via Kodaira-Spencer map, which is a ring isomorphism. In particular, two odd degree elements ξ\(_{p₁}\) and ξ\(_{p₅}\) are Z/6Z-invariant elements and correspond to degree 1 cohomology classes of T\(^2\) via Kodaira-Spencer map, so it is straightforward that their product is nontrivial and skew-symmetric. We refer to [7] for the detail.

Let us illustrate the computation of ξ\(_{p₂}\) · ξ\(_{p₄}\) which does not exist in the orbifold Jacobian ring. To use the formula (2.2), we first compute the following polynomials which are given by applying difference operators twice to W.
\[
\begin{align*}
V₁₁W & := V₁^{−(j, z)} V₁^{−(x, y)} W = q^₆, \\
V₁₂W & := V₁^{−(j, z)} V₂^{−(x, y)} W = −q x₃, \\
V₂₂W & := V₂^{−(j, z)} V₂^{−(x, y)} W = a₁ (z₂ + y₂ + x₂) + a₃ x₃, \\
V₁₃W & := V₁^{−(j, z)} V₃^{−(x, y)} W = −q y₂, \\
V₂₃W & := V₂^{−(j, z)} V₃^{−(x, y)} W = −q y₁ + a₃ (y₃ + z₃) (z₂ + y₂) + a₄ (y₃ + x₃) (y₂ + x₂), \\
V₃₃W & := V₃^{−(j, z)} V₃^{−(x, y)} W = a₂ 2z₃² − y₃² + a₂ x₃ 2z₃ − y₃ z₃ − y₃ + (a₂ x₃ + a₄ y₂) y₃³ + a₂ x₃ + a₄ (y₂ x₃ + y₂ z₃) y₃² + a₂ x₃ + a₄ y₂ x₃².
\end{align*}
\]
Then we deduce that
\[
σ_{p₂, p₄} = −\frac{1}{2} Φ([V₂₂W(x, p₂, x, x)] ∂₂ ⊗ ∂₂ + [V₂₃W(x, p₂, x, x)] ∂₂ ⊗ ∂₃ + [V₃₃W(x, p₂, x, x)] ∂₃ ⊗ ∂₃.
\]
We readily check that \( \sigma \) is nonzero in \( \text{Jac}(W) \).

Likewise, we can also compute

\[
\sigma_{\rho_4, \rho_5} = \frac{1}{2} \gamma \left( \left\{ \rho^6 \partial_1 \otimes \partial_1 + \frac{6}{1-(\rho_3)^3} a_2 x_3^4 + \frac{3}{1-(\rho_3)^3} a_4 (\rho_3 x_2)^2, a_3 (\rho_3 x_2)^2 \right\} \right) \]

and it is also straightforward to verify that \( \sigma_{\rho_4, \rho_5} \) is nonzero in \( \text{Jac}(W) \).

Summarizing in terms of Floer cohomology, we have the following.

**Theorem 5.6.** Let \( \mathbb{L} \subset \mathbb{P}^1_{2,3,6} \). Let \( (\mathbb{L}, b) \) be as above. Then we have a decomposition

\[
HF(\mathbb{L}, b) \otimes R = \bigoplus_{\rho_i \in \mathbb{Z}/6\mathbb{Z}} HF(\mathbb{L}, \mathbb{L}, \rho_i),
\]

where

\[
HF(\mathbb{L}, \mathbb{L}, \rho_0) \equiv \text{Jac}(W) \cdot 1_L,
\]

\[
HF(\mathbb{L}, \mathbb{L}, \rho_1) \equiv k \cdot (\rho_1 x_1 + aX + bY + cZ),
\]

\[
HF(\mathbb{L}, \mathbb{L}, \rho_3) \equiv k \cdot (\rho_3 x_1 + aX + bY + cZ),
\]

and we have nontrivial multiplications between following pairs of components:

\[
HF(\mathbb{L}, \mathbb{L}, \rho_0) \otimes HF(\mathbb{L}, \mathbb{L}, \rho_1) - HF(\mathbb{L}, \mathbb{L}, \rho_0),
\]

\[
HF(\mathbb{L}, \mathbb{L}, \rho_1) \otimes HF(\mathbb{L}, \mathbb{L}, \rho_3) - HF(\mathbb{L}, \mathbb{L}, \rho_0),
\]

\[
HF(\mathbb{L}, \mathbb{L}, \rho_3) \otimes HF(\mathbb{L}, \mathbb{L}, \rho_3) - HF(\mathbb{L}, \mathbb{L}, \rho_0).
\]
The multiplication is super-commutative by (5.2).
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