Abstract

In this article, we derive a general form of local volume-averaging theory and apply it to a model of zinc-air conversion batteries. Volume-averaging techniques are frequently used for the macroscopic description of micro-porous electrodes. We extend the existing method by including reactions between different phases and time-dependent volume fractions of the solid phases as these are continuously dissolved and reconstructed during operation of conversion batteries. We find that the constraint of incompressibility for multi-component fluids causes numerical instabilities in simulations of zinc-air battery cells. Therefore, we develop a stable sequential semi-implicit algorithm which converges against the fully implicit solution. Our method reduces the coupling of the variables by splitting the system of equations and introducing an additional iteration step.
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1. Introduction

Next-generation batteries promise large energy densities while relying on cheap, safe, and ecologically friendly materials. Zinc-air batteries are a prominent example. However, there are some hurdles to overcome before rechargeable zinc-air batteries will become a widespread commercial reality. We contribute to this research by multi-dimensional cell-level simulations.

Electrodes and separators of zinc-air batteries are highly porous composites. Their pore sizes are much smaller than their cell sizes. The conversion of electrode structure takes place on an even smaller scale. Therefore, we cannot resolve the whole cell micro-structure on a single computational grid. Two approaches are feasible, either we perform detailed simulations of micro-scale processes or we perform mean-field simulations for the whole cell. The latter approach requires a theory of averaging transport and reaction equations. In this article, we discuss the local volume-averaging theory (LVA), formulate a model for averaged quantities, such as a mean concentration and mean potential, and develop a numeric integration algorithm.

Our theory of local volume-averaging is based on the works of Chen [1,2] and Whitaker [3,4,5]. They assume a constant porosity and neglect reactions between phases. Thus, the solid volume fraction depends on space only. We derive a more general theory for space- and time-dependent volume fractions. Convection of liquid and solid phases as well as reactions at phase boundaries contribute to continued material redistribution. As reactions on phase boundaries, we consider the transport through interfaces and the conversion of phases.

Clark et al. [6] review the current state of zinc-air battery modeling [7,8,9,10,11,12,13,14,15,16]. In our previous works on metal-air batteries [17,7,8,9,10,18], we show how to incorporate convection by a multi-component incompressibility constraint for concentrated solutions (see Eq. (55)). Our definition differs from the standard incompressibility condition in computational fluid dynamics. Multi-dimensional simulations based on our transport model are numerically unstable because all variables are strongly coupled by the constraint of incompressibility. Our one-dimensional simulations, in contrast, are stable [8,19]. Conventional approaches for the stabilization of the solver algorithm [20,21] cannot resolve this issue here. In this article, we develop a stable particle-number-conserving integration algorithm (see Sec. 2) and demonstrate multi-dimensional simulations of conversion type batteries (see Sec. 3).

2. Local Volume-Averaging Theory

Local volume-averaging enables simulations of porous media on length scales, which are much larger than the typical grain size. The transport equations are stated with averaged, i.e., effective, field variables which are determined by an average over the local neighborhood. Figure 1 illustrates this principle. This approach is used phenomenologically in battery modelling, but a rigorous derivation and consistent formulation for conversion-type batteries is still missing. In this section, we derive a volume-averaging theory based on Refs. [1,2,3,4,5].
which includes space- and time-dependent volume fractions of all phases. Additionally, we incorporate convection and phase changing bulk and surface reactions. In Section 2.1.1, we introduce the concepts of local volume-averaging before applying them to the set of transport equations in Section 2.2. Modeling choices are necessary to evaluate the resulting transport and reaction equations (see Section 2.3).

2.1. Definitions and Theory

Let us define a region in space \( \mathcal{D} \subseteq \mathbb{R}^3 \) with the coordinate vector \( \mathbf{x} \in \mathcal{D} \) and let further \( \Psi(t, \mathbf{x}) \) be a tensor field of rank \( n \) defined on \( \mathcal{D} \). We assume that \( \mathcal{D} \) contains a number of phases, denoted with the index \( \alpha \) (see Fig. 1). Typically, these phases are solid, liquid, and gas. Let further \( \mathcal{D}_\alpha \) be the part of \( \mathcal{D} \) occupied by phase \( \alpha \). The local volume-average of \( \Psi \) is obtained by an integration over \( \mathcal{D} \) weighted by \( m(\mathbf{x}) \) (see Fig. 2). It is defined by

\[
Psi_\alpha(t, \mathbf{x}) = \begin{cases} 1, & \text{if } \mathbf{x} \text{ at time } t \text{ is in phase } \alpha \\ 0, & \text{else} \end{cases} \quad (3)
\]

We apply the local volume-averaging theory for the equations of fluid dynamics. In the following subsections Secs. 2.1.1 and 2.1.2 we discuss two especially relevant mathematical terms: the divergence of a vector field and the partial time derivative of a scalar field. Then we present our choice of the weighting function in Sec. 2.1.3 In Sec. 2.1.4 we introduce intrinsic and surface averages needed for the formulation of battery models.

2.1.1. Divergence of a Vector Field

\( \langle \nabla \Psi_\alpha(t, \mathbf{x}) \rangle \) is evaluated as

\[
\langle \nabla \Psi_\alpha(t, \mathbf{x}) \rangle = \int_{\mathcal{D}} \nabla \Psi_\alpha(t, \mathbf{x}) |_{\mathcal{D}}(t, \mathbf{x}^\prime)m(\mathbf{x} - \mathbf{x}')d^3 \mathbf{x}'.
\quad (4)
\]

We transform the first term of Eq. (5) with the divergence theorem into a surface integral over the boundary \( \partial \mathcal{D} \) with the outward pointing normal vector \( \mathbf{n}_D \). The characteristic phase function \( \chi_\alpha(t, \mathbf{x}') \) is a Heaviside-like function. Its derivative is a delta distribution times the surface normal vector \( \mathbf{n}_D \).

\[
\nabla \Psi_\alpha(t, \mathbf{x}') |_{\mathcal{D}} = \delta(d_{\rho D_\alpha \partial \mathcal{D}}) \mathbf{n}_{D_\alpha} n_{D_\alpha'}, \quad (6)
\]

with the distance function \( d_{\rho D_\alpha \partial \mathcal{D}} \) to the boundary \( \partial D_\alpha \partial \mathcal{D} \) \( \partial \mathcal{D}_\alpha \) without \( \partial \mathcal{D} \) and the surface normal vector \( \mathbf{n}_{D_\alpha} \) pointing
from phase \( \alpha' \) to \( \alpha \). The surface \( \partial \Omega \) is the boundary between the phases \( \alpha \) and \( \alpha' \). The domain boundary \( \partial D \) is by definition no phase boundary and thus \( \nabla \chi_{\alpha}(x)_{|_{\partial D}} = 0 \) (see Fig. 2). This reduces the volume integral in term two of Eq. (5) into a surface integral. To transform term three, we use

\[
\nabla_x m(x - x') \, d^3 x' = -\nabla_x m(x - x') \, d^3 x'.
\]

(7)

Writing a single surface integral for the whole surface (\( \alpha' \) can change within the integration boundaries), we get

\[
\langle \nabla_x \Psi_{\alpha}(t, x) \rangle = \int_{\partial D} \Psi_{\alpha}(t, x') n_{\alpha'}(t, x') \chi_{\alpha}(t, x') m(x - x') \, d^2 x' \\
- \int_{\partial D} \Psi_{\alpha}(t, x') n_{\alpha, \alpha'}(t, x') m(x - x') \, d^2 x' \\
+ \nabla_x \int_{\partial D} \Psi_{\alpha}(t, x') \chi_{\alpha}(t, x') m(x - x') \, d^2 x'.
\]

(8)

Using the definition of \( \chi_{\alpha} \) reduces the integration boundary of the first term to \( \partial \Omega_{\alpha} \) on \( \partial D \), denoted by \( \partial \Omega_{\alpha} \cap \partial D \). On this surface, it holds \( n_{\alpha} = n_{\alpha'} \). In the second term, we use that \( n_{\alpha, \alpha'} = -n_{\alpha', \alpha} = n_{\alpha} \) holds on \( \partial \Omega_{\alpha} \cap \partial D \). We simplify the last term with Eq. (2). Thus, we get

\[
\langle \nabla_x \Psi_{\alpha}(t, x) \rangle = \nabla_x \langle \Psi_{\alpha}(t, x) \rangle \\
+ \int_{\partial \Omega_{\alpha}} \Psi_{\alpha}(t, x') n_{\alpha'}(t, x') m(x - x') \, d^2 x' \\
+ \nabla_x \langle \Psi_{\alpha}(t, x) \rangle.
\]

(9)

We see that both surface integrals are complementing each other to a closed surface integral over \( \partial \Omega_{\alpha} \). This results in

\[
\langle \nabla_x \Psi_{\alpha}(t, x) \rangle = \langle \nabla_x \langle \Psi_{\alpha}(t, x) \rangle \rangle \\
+ \int_{\partial \Omega_{\alpha}} \Psi_{\alpha}(t, x') n_{\alpha'}(t, x') m(x - x') \, d^2 x'.
\]

(10)

2.1.2. Time Derivative of a Scalar Field

Next, we evaluate the average of a partial time derivative \( \langle \partial_t \Psi_{\alpha} \rangle \). As a preparation, we express the continuity equation for \( \chi_{\alpha} \) in an Eulerian form with a production term \( Q_{\chi_{\alpha}} \) on the right hand side,

\[
\partial_t \chi_{\alpha}(t, x') + w_{\alpha, \alpha'}(t, x') \cdot \nabla \chi_{\alpha}(t, x') = Q_{\chi_{\alpha}}(t, x'),
\]

(11)

with the phase field convection velocity \( w_{\alpha, \alpha'} \). We express \( Q_{\chi_{\alpha}} \) by a volume creation rate per surface area \( w_{0, \alpha, \alpha'} \), which we call growth velocity. The phase modifying reactions take place only on a phase surface. Thus, we set the production term to

\[
Q_{\chi_{\alpha}}(t, x') = \left( w_{0, \alpha, \alpha'}(t, x') \cdot n_{\alpha, \alpha'} \right) \langle \partial_t (x', \partial D) \rangle
\]

(12)

Inserting this in Eq. (11), we get

\[
\partial_t \chi_{\alpha}(t, x') = - (w_{0, \alpha, \alpha'} + w_{\alpha, \alpha'})(t, x') \cdot \nabla \chi_{\alpha}(t, x'),
\]

(13)

with the total phase field velocity \( w_{\alpha, \alpha'} = w_{\alpha, \alpha'} + w_{\alpha, \alpha'} \). Now, we can derive the volume-average of \( \partial_t \Psi_{\alpha} \). We start with

\[
\partial_t \langle \Psi_{\alpha}(t, x) \rangle = \int_{\partial D} \left[ \partial_t \Psi_{\alpha}(t, x') \right] \chi_{\alpha}(t, x') m(x - x') \, d^3 x' \\
+ \int_{\partial D} \Psi_{\alpha}(t, x') \left[ \partial_t \chi_{\alpha}(t, x') \right] m(x - x') \, d^3 x' \\
+ \int_{\partial D} \Psi_{\alpha}(t, x') \left[ \partial_t m(x - x') \right] \, d^3 x'.
\]

(14)

The first term of Eq. (14) is identified with \( \langle \partial_t \Psi_{\alpha} \rangle \). We insert Eqs. (5) and (13) into the second term and drop the last one because \( m(x) \) is time independent. This transforms Eq. (14) into

\[
\partial_t \langle \Psi_{\alpha}(t, x) \rangle = \langle \partial_t \Psi_{\alpha}(t, x) \rangle \\
+ \int_{\partial D} \Psi_{\alpha}(t, x') \left[ \omega_{0, \alpha, \alpha'} \cdot n_{\alpha, \alpha'} \right] (t, x') m(x - x') \, d^3 x' \\
= \langle \partial_t \Psi_{\alpha}(t, x) \rangle \\
+ \int_{\partial D} \Psi_{\alpha}(t, x') \left[ \omega_{0, \alpha, \alpha'} \cdot n_{\alpha, \alpha'} \right] (t, x') m(x - x') \, d^3 x'.
\]

(15)

Reshuffling the terms yields

\[
\langle \partial_t \Psi_{\alpha}(t, x) \rangle = \langle \partial_t \Psi_{\alpha}(t, x) \rangle \\
- \int_{\partial D} \Psi_{\alpha}(t, x') \left[ \omega_{0, \alpha, \alpha'} \cdot n_{\alpha, \alpha'} \right] (t, x') m(x - x') \, d^3 x'.
\]

(16)

2.1.3. Choice of the Weighting Function

A possible choice of the weighting function \( m \) is a symmetric well-like function as suggested in Refs. 13 14 27. This implies

\[
m(x) = \frac{1}{|V|} V(x) = \begin{cases} 1 & \text{if } x \text{ is in } V \\ 0 & \text{else} \end{cases},
\]

(17)

with the characteristic function \( \chi_{V} \) for the volume \( V \) of size \( |V| \). We denote with \( V_{c} \) the restriction of \( V \) to phase \( \alpha \). Examples of spherically symmetric and rectangular weighting functions are shown in Figs. 1 and 2. Inserting Eq. (17) into Eqs. (2), (10) and (15) reduces the integral boundaries (see Fig. 2).

\[
\langle \Psi_{\alpha} \rangle = \frac{1}{|V_{c}|} \int_{V_{c}} \Psi_{\alpha}(t, x - x') \, d^3 x',
\]

(18)

\[
\langle \nabla \Psi_{\alpha} \rangle = \nabla \langle \Psi_{\alpha} \rangle + \frac{1}{|V_{c}|} \int_{V_{c}, \partial D_{\alpha}} \Psi_{\alpha}(t, x - x') n_{\alpha}(t, x - x') \, d^3 x',
\]

(19)

\[
\langle \partial_t \Psi_{\alpha} \rangle = \partial_t \langle \Psi_{\alpha} \rangle \\
- \frac{1}{|V_{c}|} \int_{V_{c}, \partial D_{\alpha}} \Psi_{\alpha}(t, x - x') \left( \omega_{0, \alpha, \alpha'} \cdot n_{\alpha, \alpha'} \right) (t, x - x') \, d^3 x'.
\]

(20)
2.1.4. Intrinsic and Surface Averages

In battery models, the intrinsic volume average $\overline{\Psi}$ appears. We define it analogous to Eq. (18) as the average of $\Psi$ within a specific phase,

$$\overline{\Psi}_\alpha = \frac{1}{|V_\alpha|} \int_{V_\alpha} \Psi_\alpha(t, x - x') d^3 x',$$

(21)

The volume fraction of phase $\alpha$ in the averaging-volume $V$ is $\varepsilon_\alpha(t, x) = |V_\alpha|(t, x) / |V|$. Thus, the two volume-averages (Eqs. (18) and (21)) are related by

$$\langle \Psi_\alpha \rangle = \varepsilon_\alpha \overline{\Psi}_\alpha.$$  

(22)

Analogous to the local volume-average, we define the local surface-average over the whole phase surface $\Psi_\alpha$ and over individual surface segments $\Psi_{\alpha, a'}$.

$$\Psi_\alpha = \frac{1}{|A_\alpha|} \int_{A_\alpha} \Psi_\alpha(t, x - x') d^2 x',$$

(23)

$$\Psi_{\alpha, a'} = \frac{1}{|A_{\alpha, a'}|} \int_{A_{\alpha, a'}} \Psi_\alpha(t, x - x') d^2 x'.$$

(24)

We now define the surface areas $A_\alpha$ and $A_{\alpha, a'}$ by (compare with Fig. 2)

$$A_\alpha = V \cap \partial D_\alpha,$$

$$A_{\alpha, a'} = \begin{cases} V \cap \partial D_{\alpha'} & \text{if } \alpha' \text{ is related to a phase} \\ V \cap \partial D & \text{if } \alpha' \text{ is a domain boundary} \end{cases}.$$  

(25)

For simplicity, we treat the domain boundary as an additional phase in Eq. (25).

The surface integral of the intrinsic mean $\overline{\Psi}_\alpha$ over a phase boundary appears in the derivation of a volume-averaged battery model in Section 2.2. As a preliminary, we represent the field variable $\Psi$ as the sum of its intrinsic mean and a variation field $\tilde{\Psi}$ (see Ref. 5 chapter 1.2).

$$\Psi_\alpha(t, x) = \overline{\Psi}_\alpha(t, x) + \tilde{\Psi}_\alpha(t, x).$$

(26)

The variation field is the deviation of the intrinsic mean from $\Psi$. In Eq. (26), $\overline{\Psi}_\alpha$ is defined at the center of the averaging volume. We use a Taylor expansion to obtain $\overline{\Psi}_\alpha$ on the phase boundary

$$\overline{\Psi}_\alpha(t, x + x') = \overline{\Psi}_\alpha(t, x) + (x' \cdot \nabla x) \overline{\Psi}_\alpha(t, x) + \frac{1}{2} (x' \otimes x' : \nabla x \otimes \nabla x) \overline{\Psi}_\alpha(t, x) + \ldots,$$

(27)

where $\otimes$ is the dyadic product and : marks the complete contraction of the left and right matrices. The vector $x'$ points from the center of the averaged volume to a point on $D_\alpha$. With Eq. (27) we evaluate the surface integral of $\overline{\Psi}_\alpha$ as

$$\int_{A_\alpha} \overline{\Psi}_\alpha(t, x + x') n v(t, x + x') d^3 x'$$

$$\approx \int_{A_\alpha} \overline{\Psi}_\alpha(t, x) n v(t, x + x') d^3 x'$$

$$+ \int_{A_\alpha} (x' \cdot \nabla x) \overline{\Psi}_\alpha(t, x) n v(t, x + x') d^3 x'$$

$$+ \int_{A_\alpha} \left[ \frac{1}{2} (x' \otimes x' : \nabla x \otimes \nabla x) \overline{\Psi}_\alpha(t, x) n v(t, x + x') \right] d^3 x'$$

$$+ \ldots$$

$$\approx \left[ \int_{A_\alpha} n v d^3 x \right] \overline{\Psi}_\alpha + \left[ \int_{A_\alpha} x' n v d^3 x' : \nabla x \right] \overline{\Psi}_\alpha$$

$$+ \frac{1}{2} \left[ \int_{A_\alpha} x' \otimes x' n v d^3 x' : \nabla x \otimes \nabla x \right] \overline{\Psi}_\alpha.$$  

(28)

We neglect all derivatives beyond second order [5]. The zeroth, first, and second spatial moments of Eq. (28) are transformed into [5][24].

$$\frac{1}{|V|} \int_{A_\alpha} n v d^3 x' = -\nabla x \varepsilon_\alpha,$$

(29)

$$\frac{1}{|V|} \int_{A_\alpha} x' n v d^3 x' = -\nabla x \langle x \rangle,$$

(30)

$$\frac{1}{|V|} \int_{A_\alpha} x' \otimes x' n v d^3 x' = -\nabla x \langle x \otimes x \rangle.$$  

(31)

Inserting these results into Eq. (28) and dividing by $|V|$ gives

$$\frac{1}{|V|} \int_{A_\alpha} \overline{\Psi}_\alpha(t, x + x') n v(t, x + x') d^3 x'$$

$$\approx - (\nabla x \varepsilon_\alpha) \overline{\Psi}_\alpha - \left[ (\nabla x \otimes \langle x \rangle) : \nabla x \right] \overline{\Psi}_\alpha$$

$$- \frac{1}{2} \left[ (\nabla x \otimes \langle x \otimes x \rangle) : \nabla x \otimes \nabla x \right] \overline{\Psi}_\alpha.$$  

(32)

For reasons of simplicity, we drop the function arguments $t$, $x$ and $x'$ in the following sections.

2.2. Volume-Average of Temporal Evolution Equations

In this subsection, we volume-average the various transport and reaction equations occurring in a dynamic battery cell model (see Section 2.1).

2.2.1. Evolution of Volume Fractions

In conversion-type batteries, phase volume fractions change in time [28]. We obtain their temporal evolution by applying
the local volume-averaging theory on unity. Setting \( \Psi_\alpha = 1 \) in Eqs. (18) to (20) yields

\[
\langle 1_\alpha \rangle = \frac{1}{|V|} \int_{V_\alpha} d^3x = \frac{V_\alpha}{|V|} \equiv e_\alpha, \tag{33}
\]

\[
\nabla e_\alpha = -\frac{1}{|V|} \int_{A_\alpha} n_{\alpha} \cdot d^2x', \tag{34}
\]

\[
\partial_t e_\alpha = \frac{1}{|V|} \int_{A_\alpha \cup \partial D} \left( \langle w^\alpha_{\alpha',\alpha} \rangle \cdot n_{\alpha,\alpha'} \right) d^2x'. \tag{35}
\]

We divide the total phase field velocity into its components \( w^\alpha_{\alpha',\alpha} \) and \( w^\alpha_{\alpha',\alpha'} \). Because the convective velocity \( w^\alpha_{\alpha',\alpha} \) is zero on \( \partial D \), we transform the surface integral over \( w^\alpha_{\alpha',\alpha'} \) using the Gaussian theorem (see Eq. (35)) into

\[
\frac{1}{|V|} \int_{A_\alpha \cup \partial D} \left( \langle w^\alpha_{\alpha',\alpha} \rangle \cdot n_{\alpha,\alpha'} \right) d^2x' = \frac{1}{|V|} \int_{V_\alpha} \nabla \times \langle w^\alpha_{\alpha',\alpha} \rangle (x-x')d^3x'. \tag{36}
\]

Analogous to Eq. (7), we change the differentiation variable and use Eq. (41) to obtain

\[
\frac{1}{|V|} \int_{V_\alpha} \nabla \times \langle w^\alpha_{\alpha',\alpha} \rangle (x-x')d^3x' = -\nabla_x \left( \frac{|V_\alpha|}{|V|} \langle w^\alpha_{\alpha'} \rangle \right) = -\nabla_x \langle w^\alpha_{\alpha'} \rangle, \tag{37}
\]

where \( \langle w^\alpha_{\alpha'} \rangle \) and \( \langle w^\alpha_{\alpha''} \rangle \) denote the intrinsic and superficial volume-average of \( w^\alpha_{\alpha',\alpha} \) over the phase \( \alpha \). Inserting this result in Eq. (35) yields

\[
\partial_t e_\alpha = -\nabla_x \langle w^\alpha_{\alpha'} \rangle + \frac{1}{|V|} \int_{A_\alpha \cup \partial D} \left( \langle w^\alpha_{\alpha',\alpha} \rangle \cdot n_{\alpha,\alpha'} \right) d^2x'. \tag{38}
\]

It is worth mentioning here that \( w^\alpha_{\alpha'} \) must not be confused with \( x_\alpha \). \( w^\alpha_{\alpha'} \) relates to the phase field \( \chi_{\alpha'} \), whereas \( x_\alpha \) is the convection velocity of internal quantities, such as concentrations. Nevertheless, in certain cases one can use \( \langle w^\alpha_{\alpha'} \rangle \approx \langle x_\alpha \rangle \) as an approximation. This would be the case, for example, for rigid bodies.

### 2.2.2. Evolution of Concentrations

Concentrations \( c_{\beta_\alpha} \) in the liquid electrolyte are time evolved with\( \beta_\alpha \in \{\beta_1, \ldots, \beta_n\} \)

\[
\partial_t c_{\beta_\alpha} + \nabla N_{\beta_\alpha} + \nabla \langle c_{\beta_\alpha} x_\alpha \rangle = \frac{\partial^{\alpha \beta}}{\beta_\alpha}. \tag{39}
\]

The index \( \beta_\alpha \) denotes a solute in the liquid phase. The non-convective fluxes \( N_{\beta_\alpha} \) contain diffusion and migration terms. \( x_\alpha \) is the convection velocity of the fluid, and \( \frac{\partial^{\alpha \beta}}{\beta_\alpha} \) is the source term defined inside the volume \( \Omega \). Reactions on phase boundaries are not included. We now average Eq. (39) using Eqs. (18) to (20), which results in

\[
\langle \frac{\partial^{\alpha \beta}}{\beta_\alpha} \rangle = \partial_t \langle c_{\beta_\alpha} \rangle + \nabla \langle N_{\beta_\alpha} \rangle + \nabla \langle c_{\beta_\alpha} x_\alpha \rangle + \frac{1}{|V|} \int_{A_\alpha} \left( N_{\beta_\alpha} + c_{\beta_\alpha} x_\alpha - c_{\beta_\alpha} w^\alpha_{\beta_\alpha} - c_{\beta_\alpha} w^{\beta_\alpha}_{\beta_\alpha} \right) n_{\alpha'} d^2x'. \tag{40}
\]

When using Eq. (20), we integrate over the whole surface \( A_\alpha \), since the phase velocity \( \dot{w}^\alpha_{\alpha',\alpha} \) is zero on the domain boundary \( \partial D \). To rewrite the integrand of Eq. (40), we use the definition of the non-convective flux

\[
N_{\beta_\alpha} = c_{\beta_\alpha} (v_{\beta_\alpha} - \dot{x}_1), \tag{41}
\]

with the particle velocity \( v_{\beta_\alpha} \). With Eq. (41), the integrand of Eq. (40) transforms to

\[
N_{\beta_\alpha} + c_{\beta_\alpha} \dot{x}_1 - c_{\beta_\alpha} w^\alpha_{\beta_\alpha} - c_{\beta_\alpha} w^{\beta_\alpha}_{\beta_\alpha} = c_{\beta_\alpha} v_{\beta_\alpha} - c_{\beta_\alpha} w^\alpha_{\beta_\alpha} - c_{\beta_\alpha} w^{\beta_\alpha}_{\beta_\alpha}. \tag{42}
\]

As this flux is evaluated on a phase boundary, we identify it with the flux through the surface. This flux is given by jump mass balance equations [29]. We describe zinc-air batteries in Section 2.3.

### 2.2.3. Evolution of Electric Potential

The general form of the evolution equation for the electric potential in phase \( \alpha \) is

\[
\partial_t \phi^\alpha + \nabla N^\alpha_{\phi} + \nabla \langle \phi^\alpha_{\alpha'} x_{\alpha'} \rangle = \frac{\partial^{\alpha \phi}}{\phi^\alpha}. \tag{47}
\]
with the electric charge density $\rho^c$. Because this equation has the same structure as Eq. (59), we apply the same volume-averaging procedure as in Section 2.2.2. This results in

$$\partial_t \langle \rho^c \rangle + \nabla \cdot \langle \mathbf{v} \rho^c \rangle = \langle \mathbf{v} \cdot \mathbf{D} \rangle + \langle \dot{\rho}^c \rangle .$$  (48)

We calculate the surface charge source term $\dot{\rho}^c$ analogous to Eqs. (43) and (44). If the bulk material is electroneutral, the charge density vanishes, $\rho^c = 0$. Then Eq. (48) becomes

$$0 = -\nabla \langle N^c \rangle + \langle \mathbf{v} \cdot \mathbf{D} \rangle + \langle \dot{\rho}^c \rangle .$$  (49)

2.2.4. Evolution of Convection Velocity

The multi-component incompressibility constraint (MCIC) of a fluid is

$$0 = -\nabla \langle N^c \rangle + \langle \mathbf{v} \cdot \mathbf{D} \rangle + \langle \dot{\rho}^c \rangle ,$$  (50)

with the partial molar volume $\gamma^c$. By volume-averaging this equation we obtain

$$0 = -\langle \nabla \mathbf{x} \rangle + \sum_{\beta} \gamma^c \left[ -\langle \nabla \mathbf{N}_{\beta} \rangle + \langle \mathbf{v}_{\beta} \cdot \mathbf{D} \rangle \right] .$$  (51)

The terms $\langle \gamma^c \nabla \mathbf{N}_{\beta} \rangle$ and $\langle \gamma^c \mathbf{v}_{\beta} \cdot \mathbf{D} \rangle$ can only be evaluated with further assumptions. To this aim, we separate the flux and source terms from the partial molar volume. The error of this approximation is limited by the Cauchy-Schwarz inequality. Since the standard deviation of $\gamma^c$ is small, the error is also small. Thus, we transform Eq. (51) into

$$0 \approx -\langle \nabla \mathbf{x} \rangle + \sum_{\beta} \nabla \gamma^c \left[ -\langle \nabla \mathbf{N}_{\beta} \rangle + \langle \mathbf{v}_{\beta} \cdot \mathbf{D} \rangle \right]$$

$$= -\langle \nabla \mathbf{x} \rangle - \frac{1}{|V|} \int_{V} \mathbf{x} m_{\beta} d^2 \mathbf{x}$$

$$+ \sum_{\beta} \nabla \gamma^c \left[ -\langle \nabla \mathbf{N}_{\beta} \rangle + \langle \mathbf{v}_{\beta} \cdot \mathbf{D} \rangle - \frac{1}{|V|} \int_{V} \mathbf{N}_{\beta} m_{\beta} d^2 \mathbf{x} \right] .$$  (52)

With Eq. (41) we express $N_{\beta} m_{\beta}$ as

$$N_{\beta} m_{\beta} = c_{\beta} \left( \gamma_{\beta} - \mathbf{x} \right) m_{\beta}$$

$$= c_{\beta} \left( \gamma_{\beta} - w_{\beta} \right) m_{\beta} + c_{\beta} \left( w_{\beta} - \mathbf{x} \right) m_{\beta} .$$  (53)

As in Eq. (43), we write the first term as the surface source term. Using the incompressibility constraint ($1 = \sum_{\beta} \gamma_{\beta} c_{\beta}$), we transform Eq. (52) into

$$0 = -\langle \nabla \mathbf{x} \rangle - \frac{1}{|V|} \int_{V} w_{\beta} m_{\beta} d^2 \mathbf{x}$$

$$+ \sum_{\beta} \nabla \gamma^c \left[ -\langle \nabla \mathbf{N}_{\beta} \rangle + \langle \mathbf{v}_{\beta} \cdot \mathbf{D} \rangle - \frac{1}{|V|} \int_{V} \mathbf{N}_{\beta} m_{\beta} d^2 \mathbf{x} \right] .$$  (54)

The second term of Eq. (54) identifies with the temporal change of the liquid volume fraction (see Eq. (58)). This yields our final form for the local volume-averaged multi-component incompressibility constraint

$$0 = -\nabla \langle x \rangle + \sum_{\beta} \nabla \gamma^c \left[ -\langle \mathbf{N}_{\beta} \rangle + \langle \mathbf{v}_{\beta} \cdot \mathbf{D} \rangle \right] - \partial_i e_i .$$  (55)

2.3. Modeling of Transport Fluxes and Reaction Sources

The local volume-averages (LVA) appearing in Eqs. (46), (49) and (55) can only be evaluated with further assumptions. However, we can approximate it by mean quantities. The error of this step is limited by the Cauchy-Schwarz inequality. We divide the integrals maximally into products of intrinsic volume-averages of bulk variables. For those quantities, the LVA is

$$\langle \mathbf{v} \rangle = e_{\alpha} \mathbf{v}_{\alpha} .$$  (56)

2.3.1. Transport Expressions

Averaging flux expressions is generally very complicated and tedious. We exemplify our procedure for a diffusive flux in a liquid phase

$$\langle \mathbf{N}_{\beta} \rangle = -\mathbf{D}_{\beta} \langle \nabla c_{\beta} \rangle .$$  (57)

We assume that the diffusion coefficient $\mathbf{D}_{\beta}$ changes slowly throughout the domain $D$. Thus, we approximate Eq. (57) by

$$\langle \mathbf{N}_{\beta} \rangle \approx -\mathbf{D}_{\beta} \left[ \langle \nabla c_{\beta} \rangle + \frac{1}{|V|} \int_{V} c_{\beta} m_{\alpha} d^2 \mathbf{x} \right]$$

$$= -\mathbf{D}_{\beta} \left[ \varepsilon_{\beta} \nabla \bar{c}_{\beta} + \bar{c}_{\beta} \nabla e_{\beta} + \frac{1}{|V|} \int_{V} c_{\beta} m_{\beta} d^2 \mathbf{x} \right] .$$  (58)

$\mathbf{D}_{\beta}$ is the mean diffusion coefficient. It is approximated by $\overline{D(c, \phi)} = \overline{D(\bar{c}, \phi)}$. We adopt the spatial decomposition of Eq. (26) and insert Eq. (32) in Eq. (58).

$$\langle \mathbf{N}_{\beta} \rangle \approx -\mathbf{D}_{\beta} \left[ \varepsilon_{\beta} \nabla \bar{c}_{\beta} - \langle \nabla \mathbf{x} \rangle : \nabla \bar{c}_{\beta} \right]$$

$$- \frac{1}{2} \left[ \langle \nabla \mathbf{x} \rangle \cdot \langle \nabla \mathbf{x} \rangle : \nabla \bar{c}_{\beta} + \langle \nabla \mathbf{x} \rangle \cdot \nabla \bar{c}_{\beta} \right] .$$  (59)

Here, the non-physical term $\bar{c}_{\beta} \nabla e_{\beta}$ vanishes when evaluating the surface integral in Eq. (58). In the next step, we discuss the first and second order spatial moments in Eq. (59). Whitaker elaborates on this topic in Ref. [5, chap. 1.3] and Ref. [24] in detail. In disordered media, these moments can be completely neglected, as long as the averaging volume is much larger than the typical grain size of the averaging phase. In ordered media, however, they do not vanish completely, but they can be estimated to be small. Ref. [24] shows that certain choices of the
weighting function $m$ reduce this contribution. Thus, Eq. (59) simplifies to

$$\langle \chi^\text{diff} \rangle \approx -\mathbf{D}_\beta \left[ \varepsilon_i \nabla c_{\beta i} + \frac{1}{|V|} \int \varepsilon_{\beta i} n_{\alpha' \beta} d^2 \mathbf{x} \right]. \quad (60)$$

We transform Eq. (60) according to Ref. [5, chap. 1.4] into

$$\langle \chi^\text{diff} \rangle \approx -\mathbf{D}_\beta \mathbf{r}_i^\text{eff} \cdot \nabla \varepsilon_{\beta i}, \quad (61)$$

with the effective transport tensor $\mathbf{T}_i^\text{eff}$ of rank 2. Models for this tensor were developed among others by J.C. Maxwell, H.L. Weisssberg and M. Quintard [35, 36, 37]. They came up with models for different geometries in different porosity regimes. A popular choice is to assume a macroscopic isotropic medium and reduce $\mathbf{T}_i^\text{eff}$ to a scalar tortuosity factor

$$\mathbf{T}_i^\text{eff} \approx \frac{1}{\tau_i} \mathbf{I} = \varepsilon_i^{-1} \mathbf{I}, \quad (62)$$

with the Bruggemann coefficient $\varepsilon_i$.

The calculation of the other transport expressions is analogous to the provided example.

2.3.2. Reactions Source Terms

The surface source terms appearing in Eqs. (46) and (48) are

$$\mathbf{P}_i = \frac{1}{|V|} \sum_{\alpha'} |A_{\alpha \alpha'}| \mathbf{F}_{i}^{\alpha \alpha'}, \quad (63)$$

$$\mathbf{P}_q = \frac{1}{|V|} \sum_{\alpha'} |A_{\alpha \alpha'}| \mathbf{F}_{q}^{\alpha \alpha'}. \quad (64)$$

These equations state that the total reaction rate emerges from the sum over all surface elements. The surface source term per surface element is the reaction rate per surface area times its specific surface area $|A_{\alpha \alpha'}|/|V|$. The reaction rates $p_{i}^{\alpha \alpha'}$ of reaction $i$ at the interface between phase $\alpha$ and $\alpha'$ determine the reaction rate per surface area

$$p_{i}^{\alpha \alpha'} = \sum_{\alpha''} \chi_{\alpha''} \mathbf{f}_{i}^{\alpha \alpha''}, \quad \mathbf{f}_{q}^{\alpha \alpha'} = \sum_{\alpha''} \mathbf{F}_{q}^{\alpha \alpha''}, \quad (65)$$

with the set of all reactions $I$, the stoichiometric coefficients $\chi_{\alpha''}$ of species $\alpha''$ in reaction $i$, the Faraday constant $F$ and the charge number $z_{\alpha'}$. The latter one is the number of virtual, positively charged units, released in this phase by reaction $i$. The volume source term $\mathbf{P}_{q}$ is zero because of the conservation of electric charge.

3. Numerical Analysis

In Ref. [7], we develop a multi-dimensional and physics-based model of zinc-air batteries. Multi-dimensional simulations of such conversion-type batteries are made possible by the general local volume-averaging theory described in Section 2. However, we find that the resulting system of equations (SOE) is strongly coupled and numerically unstable.

We implement the governing equations (see Section S1 of the Supplementary Information) in our in-house tool BEST, Battery and Electrochemistry Simulation Tool [38, 39, 40]. BEST uses a finite volume scheme for spatial discretization and an implicit Euler method for time integration [41]. The implementation of the time integration is very stable for stiff systems of equations. A Newton iteration produces a linearized system of equations. The solver for the linear system is a multi-grid BiCGSTAB algorithm with an incomplete LU decomposition as preconditioner [42, 43, 44, 45, 46] and PARDISO [47, 48] as coarsest-level solver.

To test the stability of our algorithms we use the setup described in Section S1 and evaluate different rectangular geometrical grids (see Fig. S1). We vary the number of voxels $N_Y$ and their size $\Delta Y$ in $y$-direction parallel to the electrodes while keeping the discretization in the orthogonal directions constant. As measure of stability, we choose the maximum time step $\Delta t_{\text{max}}$, for which the solver converges towards a stable solution. If $\Delta t_{\text{max}}$ is greater, the algorithm is more robust. We demand that $\Delta t_{\text{max}}$ exceeds $10^3$ s because simulations should finish within reasonable time.

3.1. Initialization

The initial values of bulk concentrations and volume fractions are not restricted by our model equations. We start from an initially equilibrated state with no reactions, no current, and no fluid flow. Thus, we set $c_{i,\text{COH}}^0 = \varepsilon_{\text{OH}}^0, \mathbf{P}_i^0 = \mathbf{P}_m^0$, and $\mathbf{P}_s^0 = 0$. The liquid volume fraction $\varepsilon_i^0$ is then determined by the Leverett function [17, 49] from Eq. (57). The electric potentials are described by elliptic equations and have to be consistent at all times. We determine the initial potentials by solving these nonlinear elliptic equations. We find that the solver fails to converge for large ratios $N_Y/\Delta Y$. This corresponds to the white regions in Figs. 3 to 5. Note that these failed initializations are confined to regions of minor interest and do not obstruct our analysis.

3.2. Numerical Challenges of a Multi-Component Incompressibility Constraint

In multi-dimensional simulations, the constraint of incompressible media stiffens the system of equations (SOE), such that common algorithms fail to converge. This is even observed for the standard incompressibility constraint $\nabla \cdot (\mathbf{x}_i) = 0$. The multi-component incompressibility constraint (MCIC) [17, 38, 39, 40, 56], stemming from

$$\sum_{\beta_i} \nabla \tilde{\phi}_{\beta_i} = 1, \quad (66)$$

worsens this issue (see Eq. (55)). Most kind of solvers have problems to solve a SOE with a constraint of the form of Eq. (55). Thus, we carry out a numerical stability analysis. We examine three scenarios: $\langle \mathbf{x}_i \rangle = 0, \nabla \langle \mathbf{x}_i \rangle = -\partial_{\mathbf{x}_i}$, and the MCIC (see Eq. (55)).
3.2.1. Stability Analysis

Strong coupling of physico-chemical processes over various length and time scales can prevent the solver from finding a stable solution. Wong et al. [50] have recently proposed a new sequential-implicit Newton method for solving such systems. However, they focus on simple systems with few variables. We analyze a physically motivated problem of current interest with 13 unknown fields and propose a different method.

First, we analyze the simplest case, i.e., \( \langle x_1 \rangle = 0 \). This leads to a simple Jacobi matrix. We test the stability of the solver on the SOE from Section S1 by varying geometry and resolution. Figure 3a depicts the result of our stability analysis. For most numerical parameters, our standard solver is very stable. Generically, we find a minor drop of \( \Delta t_{\text{max}} \) for large ratios \( N_Y / \Delta Y \). For individual parameter sets, this drop is more significant.

Generally, the best stability is achieved for small \( N_Y \) and large \( \Delta Y \). Stability worsens for increasing \( N_Y / \Delta Y \). This is because of the higher complexity for a large number of voxels and because of an improper proportion of \( \Delta X, \Delta Y, \) and \( \Delta Z \) for a small voxel size in \( y \)-direction. However, most of the parameter-space shows a very good stability reaching up to \( 10^5 \) s, which is above the required \( 10^4 \) s. Interesting for our physical system are parameter sets with a valid voxel size according to the local volume-averaging theory (\( \Delta Y \gtrsim 100 \mu m \)) and a reasonable physical extent of the battery (\( N_Y \cdot \Delta Y \approx 1 \) cm). These sets lie in the intersection of the black shaded and the red shaded regions in Fig. 3a. For a vanishing velocity field \( \langle x_1 \rangle = 0 \), this parameter region exhibits sufficient stability.

Second, we test the classical incompressibility-constraint \( \nabla \cdot \mathbf{X} = -\partial \varepsilon_l \) and find a reduced stability. The partial time derivative of the electrolyte volume fraction originates here from local volume-averaging of \( \nabla \cdot \mathbf{X} = 0 \). We depict the corresponding stability analysis in Fig. 3b. A significant drop of stability appears for \( N_Y / \Delta Y \gtrsim 10^4 \) m\(^{-1}\). Nevertheless, many of the examined numerical parameter sets and most of the shaded region of interest show a large \( \Delta t_{\text{max}} \) and thus a good robustness of the standard algorithm.

Third, we use the MCIC. Figure 4 reveals that the stability of the algorithm drops drastically in this case. An appropriate stability is still achieved for \( N_Y = 1 \), which corresponds to two-dimensional simulations. This is due to a sparser Jacobian matrix with fewer dependencies. For truly three-dimensional simulations, i.e., \( N_Y \gtrsim 2 \), the maximum time step \( \Delta t_{\text{max}} \) decreases strongly for most numerical parameter sets. Most of the physical reasonable configurations are unstable in this case, leading to small time steps of \( \Delta t \approx 1 \) s. If we use a finer resolution in \( x \)- and \( z \)-direction, \( \Delta t_{\text{max}} \) is reduced even further. Thus, Fig. 4 makes clear that the standard algorithm in BEST is not suited for solving the SOE with sufficiently large time steps.

3.2.2. Discussion of Stability Analysis

The observed limited stability has several reasons. First, introducing a pressure field increases the number of unknowns. Second, it increases the number of entries in the Jacobi matrix and makes it denser. Thus, it complicates the linear system of equations, which is passed to the solver. Third and most importantly, the MCIC (see Eq. (55)) causes a strong coupling of all variables and stiffens the SOE (larger condition number). The last point has the strongest implications. The convection velocity depends on the non-convective fluxes \( \langle N_\beta \rangle \) and the source terms \( P_\beta \) (see Eq. (55)) in contrast to the standard incompressibility constraint \( \langle \nabla \cdot \mathbf{x} \rangle = -\partial \varepsilon_l \). Thus, convective and non-convective fluxes are tightly entangled. For example, the local diffusion of a single species causes a change of the liquid volume fraction. This in turn induces a pressure gradient and influences the convection of all species in the whole simulation domain.

The reduction of time steps with increasing resolution is a major challenge. A larger number of grid points implies a longer computation time per iteration. If at the same time \( \Delta t_{\text{max}} \) becomes smaller, more iterations have to be carried out to simulate a certain time span. Therefore, the computational effort increases overproportionally with the grid size. In our case, this makes it impossible to perform simulations with a reasonable resolution. Therefore, we develop a novel and robust algorithm for the MCIC in Section 3.3.
3.3. Sequential Semi-Implicit Algorithm

We present in Section S3 of the supplementary material a set of algorithms, which we tested for the MCIC [47, 48, 46, 44, 43, 45, 20, 21, 51]. However, none of them leads to stable simulations. Thus, we develop a new sequential semi-implicit (SSI) algorithm.

We split the system of equations into two subsystems, which are solved separately. The main idea is the separation of the liquid volume fraction and the pressure from the concentrations. This reduces the strong coupling of a fully implicit treatment. The distribution of the unknowns into the two subsystems \( \textbf{A} \) and \( \textbf{B} \) is shown in Table 1. If solid phase convection is included, it can be advantageous to separate \( p_s \) from \( \langle \beta \rangle \), too. Because of the decoupling of the two subsystems, the multi-component incompressibility constraint is no longer fulfilled numerically. Thus, we introduce the following additional layer of iteration. In each time step, we first solve \( \textbf{A} \) partially implicitly, with an explicit treatment of the remaining unknowns. Afterwards, we solve \( \textbf{B} \) fully implicitly, with updated explicit values from \( \textbf{A} \). Partially implicit means in this context that we use \( \epsilon_1 \) explicitly in the calculation of the flux expressions. For that we use the previous solution from \( \textbf{A} \). All other occurrences of \( \epsilon_1 \) and the other variables are implicit. We iterate between the two subsystems, until the solution vector \( \psi \) (\( m \) index of SSI iteration) of the whole system of equations converges. We require\( \| \psi_{m+1} - \psi_m \| \leq \epsilon_{\text{dec}} \| \psi_m \| \), with \( \epsilon_{\text{dec}} = 1 \cdot 10^{-4} \). If it does not converge within \( m_{\text{max}} \) iterations, we reduce the time step \( \Delta t \) and try again. If it converges, we increase \( \Delta t \) until a maximum predefined time step is reached.

The variables \( \epsilon_{\text{Zn}} \) and \( \epsilon_{\text{ZnO}} \) loosely couple to the other variables. Thus, we include them in both subsystems. This increases slightly the computational effort, but it represents better the original implicit system of equations and it results in faster convergence.

We show a flowchart of our new SSI algorithm in Fig. 5. Our procedure is motivated by the SIMPLE algorithm, which is widely used in computational fluid dynamics [20, 21, 52]. We present the linear and nonlinear solver algorithms in Section S4. We include the solid volume fractions in both subsystems in order to speed up the convergence. Additionally, we solve the liquid mass density \( \bar{p}_l^m \) at the end of each time step by

\[
\partial_t \langle \rho_l^m \rangle = -\nabla \cdot \langle \rho_l^m \mathbf{a} \rangle + \sum_{\beta_i} M_{\beta} \left[ \langle \ell \rangle_{\beta_i} + \langle \rho_l^m \rangle \right],
\]

with the updated unknowns of \( \textbf{A} \) and \( \textbf{B} \). This step is not necessary for solving the differential equations, because the liquid mass density is determined by the electroneutrality and incompressibility constraints. However, we use this mass density to analyze the numerical accuracy of the SSI algorithm in Section S4.

Our stability analysis of this newly developed algorithm is depicted in Fig. 6. We find an improvement by orders of magnitude (in measures of \( \Delta t_{\text{max}} \)) compared to the fully coupled system in Fig. 4. Most valid parameter sets, determined by the constraints of the local volume-averaging theory, are solved with time steps of \( 10^3 \) s. This is even true for a finer resolution in the \( x \)- and \( z \)-directions. Due to these improvements, it is now possible to perform multi-dimensional simulations of zinc-air batteries with a multi-component incompressibility constraint [7].
3.4. Error Analysis

Decoupling the system of equations introduces an additional numerical error. The multi-component incompressibility constraint Eq. (66) is no longer satisfied in each of the subsystems A and B, as liquid volume fraction and pressure are separated from concentrations (see Table 1). By iterating between the two subsystems, however, we improve accuracy. We check numerically if the solution of our SSI algorithm converges against the solution of the fully implicit algorithm. To this aim, we calculate the liquid mass density \( \rho^m \) by solving Eq. (67) and compare the two independent solutions for the water concentration,

\[
\begin{align*}
\rho^m_{\text{H}_2\text{O}} &= \frac{1}{M_{\text{H}_2\text{O}}} \left( \rho^m - \sum_{\beta} M_{\beta} \rho^m_{\beta} \right), \\
\rho^m_{\text{PMV}} &= \frac{1}{V_{\text{H}_2\text{O}}} \left( 1 - \sum_{\beta} \nu_{\beta} \rho^m_{\beta} \right).
\end{align*}
\]

If our SSI algorithm generates a consistent solution, as does the fully implicit algorithm, \( \rho^m_{\text{H}_2\text{O}} \) and \( \rho^m_{\text{PMV}} \) should coincide within the limit of numerical accuracy. We check the consistency of the SSI algorithm for global and local constraints. On the global scale we test if the total liquid volumes, expressed by the particle numbers of hydrogen and zinc atoms, which should be conserved in time. We calculate them with

\[
\begin{align*}
V^\text{dens}_{\text{L, tot}} &= N \sum_{\beta} \sum_{i} \epsilon_{i \beta} |V_i| \nu_{\beta,i} \rho^m_{\beta,i}, \\
V^\text{PMV}_{\text{L, tot}} &= N \sum_{\beta} \sum_{i} \epsilon_{i \beta} |V_i| \nu_{\beta,i} \rho^m_{\beta,i},
\end{align*}
\]

are consistent and discuss their deviation

\[
E^\text{glob} = \frac{V^\text{dens}_{\text{L, tot}} - V^\text{PMV}_{\text{L, tot}}}{\frac{1}{2} (V^\text{dens}_{\text{L, tot}} + V^\text{PMV}_{\text{L, tot}})}.
\]

The index \( i \) runs over all \( N \) discretized volume elements with the volumes \( |V_i| \). However, even a globally consistent solution \( E^\text{glob} = 0 \) might violate the MCIC locally. Therefore, we check the local deviation of volumes according to the MCIC (see Eq. (66)) by

\[
E^\text{loc} = \max_{\epsilon_{1,...,N}} \left( \left| 1 - \sum_{\beta} \nu_{\beta,i} \rho^m_{\beta,i} \right| \right). 
\]

We compare the global (Eq. (72)) and the local (Eq. (73)) errors of the fully implicit and the SSI algorithms in Fig. 7. They are on the same orders of magnitude, i.e., \( 10^{-7} \) and \( 10^{-6} \), for both algorithms. The temporal relative standard deviation of this measure is approximately \( 10^{-7} \). To conclude, sequential iteration successfully improves the local and global accuracy to the level of the fully coupled algorithm.

Furthermore, we monitor the error by checking the total number of hydrogen and zinc atoms, which should be conserved in time. We calculate them with

\[
\begin{align*}
n^H &= \sum_{i} \epsilon_{i H} |V_i| \left( 2 \nu_{\text{PMV}} \text{H}_2\text{O} + \text{O}^{\text{OH}}_{-\beta,i} + 4 \epsilon_{\text{ZnOH}} \text{OH}^{\beta,i}_2 \right), \\
n^Zn &= \sum_{i} \epsilon_{i Zn} |V_i| \left( V_{\text{mol}} \text{Zn} + \epsilon_{\text{ZnO}} |V_i| \right) + \epsilon_{i Zn} |V_i| \epsilon_{\text{ZnOH}} \text{OH}^{\beta,i}_2.
\end{align*}
\]

Let \( \Psi = \int_{t_0}^{t_1} \Psi dt / (t_1 - t_0) \) be the temporal average of a field variable \( \Psi \). The relative errors of the conserved number of hydrogen and zinc atoms are then

\[
\begin{align*}
E^H &= \frac{n^H - \bar{n}^H}{\bar{n}^H}, \\
E^Zn &= \frac{n^{Zn} - \bar{n}^{Zn}}{\bar{n}^{Zn}}.
\end{align*}
\]

We plot \( E^H \) and \( E^Zn \) from Eq. (76) in Fig. 8. The variations of the particle numbers of hydrogen and zinc are smaller than \( 10^{-7} \) with a temporal standard deviation on the order of \( 10^{-7} \) for the
fully coupled and the SSI algorithms. Thus, our new SSI algorithm conserves the number of particles and its solution satisfies nicely the electroneutrality and incompressibility constraints. It takes on average eleven iterations of the subsystems $A$ and $B$ to achieve this accuracy.

Finally, we directly compare the results of the fully coupled and the SSI algorithm. To this aim, we compare the relative deviation for all variables in all discretization units. Figure 9 shows the maximum of this deviation over time. We find that the new algorithm delivers the same result as the fully implicit system with an inaccuracy below $5 \cdot 10^{-5}$. The steep increase of the deviation at the end of the simulation is due to the fact that the zinc is nearly completely dissolved and thus $\varepsilon_{Zn} \approx 0$.

To conclude, the solution of the SSI algorithm converges against one of the fully implicit algorithm and our new SSI algorithm conserves the physical constraints.

### 3.5. Performance Analysis

In the fully coupled algorithm, a single implicit nonlinear system has to be solved per time step. In the SSI algorithm instead, the two nonlinear subsystems $A$ and $B$ are solved iteratively, i.e., multiple times per time step (see Fig. 5). This implies a greater computational workload in each time step. However, the systems $A$ and $B$ are smaller and less stiff and convergence is faster. Nevertheless, the SSI system is computationally more expensive per time step. As discussed in Section 3.2, the maximum time step of the coupled algorithm is highly dependent on the grid resolution. Therefore, we examine the dependence of total computation times on grid resolution.

The results are presented in Fig. 10. As test scenario, we choose a 2D simulation of a complete discharge of a zinc-air battery with 710 mA h and a current density of 54.2 A m$^{-2}$. We use here a first order Adams-Moulton method for the time integration. We examine the average time step size $\Delta t_{avg}$ and the total time for completion of the two algorithms, fully coupled and SSI. We find that for less than 100 discretization units, both algorithms reach the maximum specified time step of 2048 s. In this case, the SSI algorithm is about three times slower than the fully coupled one. As the number of discretization units increase, the average time step of the fully coupled algorithm decreases linearly and the execution time increases nearly quadratically. In contrast, the average time step of the SSI algorithm remains constant and its total execution time increases only linearly. We conclude that the performance of the SSI algorithm is significantly better than the performance of the fully coupled algorithm for reasonable grid resolutions.

### 4. Conclusion

In this paper, we have presented a local volume-averaging theory capable of describing time-varying phase compositions. Morphology-changing mechanisms are described by phase convection and heterogeneous reactions. With our newly
derived theory, we set up a volume-averaged model of zinc-air conversion batteries. Thus, it is possible to describe and simulate such cells on scales much larger than the pore size. However, we find that the resulting system of equations is not numerically stable in a multi-dimensional case. The reason for this is the multi-component incompressibility constraint of the concentrated electrolyte. We solve this problem by decoupling the system of equations and solving the subsystems iteratively and semi-implicitly. In a subsequent error analysis, we show that this new algorithm conserves the number of particles, fulfills all constraints, and converges against the fully implicit solution.

Conflicts of Interest
There are no conflicts to declare.

Acknowledgments
The authors thank Simon Hein and Max Schammer for fruitful discussions. This work was supported by the German Ministry of Education and Research (BMBF) (project LUZI, BMBF: 03SF0499E). Further support was provided by the bwHPC initiative and the bwHPCC5 project through associated compute services of the JUSTUS HPC facility at the University of Ulm. This work contributes to the research performed at CELEST (Center for Electrochemical Energy Storage Ulm-Karlsruhe).

References

[1] Z. Chen, Large-Scale Averaging Analysis of Single Phase Flow in Fractured Reservoirs, SIAM Journal on Applied Mathematics 54 (3) (1994) 641–659. doi:10.1137/0036153992235202
[2] Z. Chen, Large-scale averaging analysis of multiphase flow in fractured reservoirs, Transport in Porous Media 21 (3) (1995) 269–295. doi:10.1007/BF00617009
[3] S. Whitaker, Diffusion and dispersion in porous media, AICHe Journal 13 (3) (1967) 420–427. doi:10.1002/aic.690130308
[4] S. Whitaker, A Simple Geometrical Derivation of the Spatial Averaging Theorem, Chemical Engineering Education 19 (1) (1985) 18–21.
[5] S. Whitaker, The Method of Volume Averaging, 1st Edition, Kluwer Academic Publishers, 1999. doi:10.1007/978-94-017-3389-2
[6] S. Clark, A. Latz, B. Horstmann, A Review of Model-Based Design Tools for Metal-Air Batteries, Batteries 4 (1). doi:10.3390/batteries4010005
[7] T. Schmitt, T. Arit, I. Manke, A. Latz, B. Horstmann, Zinc electrode shape-change in secondary air batteries: A 2D modeling approach, Journal of Power Sources 432 (2019) 119–132. doi:10.1007/jpowsour.2019.126649
[8] J. Stamm, A. Varzi, A. Latz, B. Horstmann, Modeling nucleation and growth of zinc oxide during discharge of primary zinc-air batteries, Journal of Power Sources 360 (2017) 136–149. doi:10.1007/jpowsour.2017.05.073
[9] S. Clark, A. R. Mainar, E. Iruin, L. C. Colmenares, J. Alberto, J. R. Tolchard, A. Latz, B. Horstmann, Towards Rechargeable Zinc-Air Batteries with Aqueous Chloride Electrolytes, Journal of Materials Chemistry A 7 (2019) 11387–11399. doi:10.1039/C9TA01190K
[10] S. Clark, A. Latz, B. Horstmann, Rational Development of Neutral Aqueous Electrolytes for Zinc-Air Batteries, ChemSusChem 10 (23) (2017) 4735–4747. doi:10.1002/cssc.201701468
[11] D. Schröder, T. Arit, U. Krewer, I. Manke, Analyzing transport paths in the air electrode of a zinc air battery using x-ray tomography, Electrochemistry Communications 40 (2014) 88–91. doi:10.1016/j.elecom.2014.01.001
[12] D. Schröder, U. Krewer, Model-based quantification of air-impaction composition on secondary zinc air batteries, Electrochimica Acta 117 (2014) 541–553. doi:10.1016/j.electacta.2013.11.116
[13] E. Deiss, F. Holzer, O. Haas, Modeling of an electrically rechargeable alkaline Zn-air battery, Electrochimica Acta 47 (25) (2002) 3995–4010. doi:10.1016/S0013-4686(02)00316-X
[14] M. J. Isaacson, F. R. McLarnom, E. J. Caurns, Current Density and ZnO Precipitation-Dissolution Distributions in Zn-ZnO Porous Electrodes and Their Effect on Matenal Redistribution: A Two-Dimensional Mathematical Model, Journal of The Electrochemical Society 137 (7) (1990) 2086-208656.
[15] Z. Mao, R. E. White, Mathematical modeling of a primary zinc/air battery, Journal of the Electrochemical Society 139 (4) (1992) 1105–1114. doi:10.1149/1.2069348
[16] W. G. Sunu, Transient and Failure Analyses of Porous Zinc Electrodes, PhD thesis, University of California, Los Angeles (1978).
[17] B. Horstmann, T. Danner, W. G. Bessler, Precipitation in aqueous lithium-oxygen batteries: a model-based analysis, Energy & Environmental Science 6 (4) (2013) 1299–1314. doi:10.1039/c3ee24299d
[18] T. Danner, B. Horstmann, D. Wittmaier, N. Wagner, W. G. Bessler, Reaction and transport in Ag/AgO gas diffusion electrodes of aqueous Li2O2 batteries: Experiments and modeling, Journal of Power Sources 264 (2014) 320–332. doi:10.1016/j.jpowsour.2014.03.149
[19] V. Hoffmann, G. Pulletikurthi, T. Carstens, A. Lahri, A. Borodin, M. Schammer, B. Horstmann, A. Latz, F. Endres, Influence of a Silver salt on the Nanostructure of a Au(111)/Ionic Liquid Interface: an Atomic Force Microscopy Study and Theoretical Concepts, Phys. Chem. Chem. Phys. 20 (7) (2018) 4760–4771. doi:10.1039/c7cp06243f
[20] S. V. Patankar, Numerical heat transfer and fluid flow, Hemisphere Publishing Corporation, 1980. doi:10.1002/cite.330533023
[21] J. H. Ferziger, M. Peric, Computational Methods for Fluid Dynamics, 1st Edition, Springer-Verlag, 2002. doi:10.1007/978-3-642-56026-2
[22] J. H. Cushman, On unifying the concepts of scale, instrumentation, and stochastic in the development of multiphase transport theory, Water Resources Research 20 (11) (1984) 1668–1676. doi:10.1029/WR020i011p01868
[23] M. Quintard, S. Whitaker, Transport in ordered and disordered porous media II: Generalized volume averaging, Transport in Porous Media 14 (2) (1994) 179–206. doi:10.1007/BF00169200
[24] M. N. Golz, P. V. Roberts, Using the method of moments to analyze three-dimensional diffusion-limited solute transport from temporal and spatial perspectives, Water Resources Research 23 (8) (1987) 1575–1585. doi:10.1029/WR023i008p01576
[25] I. Wolfram Research. Heaviside Step Function, http://mathworld.wolfram.com/HeavisideStepFunction.html. Last visited 2019-01-08.
[26] J. C. Slattery, Flow of viscoelastic fluids through porous media, AICHe Journal 13 (6) (1967) 1066–1071. doi:10.1002/aic.690130605
[27] J. P. Neidhardt, D. F. Bronczek, T. Jahntke, T. Danner, B. Horstmann, W. G. Bessler, A Flexible Framework for Modeling Multiple Solid, Liquid and Gaseous Phases in Batteries and Fuel Cells, Journal of The Electrochemical Society 159 (9) (2012) A1528–A1542. doi:10.1149/1.202309jes
[28] P. De Vidas, R. E. White, Governing Equations for Transport in Porous Electrodes, Journal of The Electrochemical Society 144 (4) (1997) 1343–1353. doi:10.1149/1.1387595
[29] F. Single, B. Horstmann, A. Latz, Theory of Impedance Spectroscopy for Lithium Batteries, submitted to The Journal of Physical Chemistry A, arXiv:1908.00992
[30] F. Single, B. Horstmann, A. Latz, Revealing SEI Morphology: In-
Depth Analysis of a Modeling Approach, Journal of The Electrochemical Society 164 (11) (2017) E3132–E3145. doi:10.1149/2.012171jes

[33] J. M. Steele, The Cauchy-Schwarz Master Class: An Introduction to the Art of Mathematical Inequalities, 1st Edition, Cambridge University Press, 2004. doi:10.1017/CBO9780511817106

[34] B. Goyeau, T. Benhaddadene, D. Gobin, M. Quintard, Averaged Momentum Equation for Flow Through a Nonhomogeneous Porous Structure, Transport in Porous Media 28 (1) (1997) 19–50. doi:10.1023/A:1006578602112

[35] J. C. Maxwell, Treatise on Electricity and Magnetism, 2nd Edition, Vol. I, Clarendon Press, 1881.

[36] H. L. Weissberg, Effective Diffusion Coefficient in Porous Media, Journal of Applied Physics 34 (9) (1963) 2636–2639. doi:10.1063/1.172973

[37] M. Quintard, S. Whitaker, Transport in ordered and disordered porous media: volume-averaged equations, closure problems, and comparison with experiment, Chemical Engineering Science 48 (14) (1993) 2537–2564. doi:10.1016/0009-2509(93)80266-S

[38] BEST - Battery and Electrochemistry Simulation Tool, https://www.itwm.fraunhofer.de/en/departments/sms/products-services/best-battery-electrochemistry-simulation-tool.html . Last visited 2019-01-08.

[39] A. Latz, J. Zausch, O. Iliev, Modeling of species and charge transport in Li-Ion Batteries based on non-equilibrium thermodynamics, in: Numerical Methods and Applications, NMA 2010, Lecture Notes in Computer Science, vol. 6046, Springer-Verlag, 2011, pp. 329–337. doi:10.1007/978-3-642-18466-6_39

[40] A. Latz, J. Zausch, Multiscale modeling of lithium ion batteries: thermal aspects., Beilstein journal of nanotechnology 6 (1) (2015) 987–1007. doi:10.3762/bjnano.6.102

[41] Stability regions of implicit time integrations, https://www3.math.tu-berlin.de/Vorlesungen/SS14/NumMath2/exp_ExpStabRegionsRKimpl.pdf . Last visited 2019-01-08.

[42] Y. Saad, Iterative Methods for Sparse Linear Systems, https://www-users.cs.umn.edu/~saad/IterMethBook_2ndEd.pdf . Last visited 2019-01-08.

[43] A. Quarteroni, A. Valli, Numerical approximation of partial differential equations, 1st Edition, Springer-Verlag, 1994. doi:10.1007/978-3-540-85268-1

[44] A. Quarteroni, R. Sacco, F. S. Springer, Numerical Mathematics, 2nd Edition, Springer-Verlag, 2000. doi:10.1007/978-88-88685

[45] A. Quarteroni, Numerical Models for Differential Problems, 2nd Edition, Springer-Verlag, 2012. doi:10.1007/978-88-470-5522-3

[46] R. J. LeVeque, Finite Difference Methods for Ordinary and Partial Differential Equations, Society for Industrial and Applied Mathematics, 2007. doi:10.1137/1.9780898717839

[47] O. Schenk, K. Gartner, Solving unsymmetric sparse systems of linear equations with PARDISO, Future Generation Computer Systems 20 (3) (2004) 475–487. doi:10.1016/j.future.2003.07.011

[48] PARDISO 6.0 Solver Project, https://www.pardiso-project.org/ . Last visited 2019-01-08.

[49] S. Whitaker, Flow in porous media I: A theoretical derivation of Darcy’s law, Transport in Porous Media 1 (1) (1986) 3–25. doi:10.1007/BF01036523

[50] Z. Y. Wong, F. Kwok, R. N. Horne, H. A. Tchelepi, Sequential-Implicit Newton Method for Multiphysics Simulation, Journal of Computational Physics 391 (2019) 115–178. doi:10.1016/j.jcp.2019.04.023

[51] T. Kitajima, K. Kitamura, Computational Fluid Dynamics, Springer International Publishing, 2017. doi:10.1007/978-3-319-45304-0