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Abstract

Recent studies have shown that adversarial examples hand-crafted on one white-box model can be used to attack other black-box models. Such cross-model transferability makes it feasible to perform black-box attacks, which has raised security concerns for real-world DNNs applications. Nevertheless, existing works mostly focus on investigating the adversarial transferability across different deep models that share the same modality of input data. The cross-modal transferability of adversarial perturbation has never been explored. This paper investigates the transferability of adversarial perturbation across different modalities, i.e., leveraging adversarial perturbation generated on white-box image models to attack black-box video models. Specifically, motivated by the observation that the low-level feature space between images and video frames are similar, we propose a simple yet effective cross-modal attack method, named as Image To Video (I2V) attack. I2V generates adversarial frames by minimizing the cosine similarity between features of pre-trained image models from adversarial and benign examples, then combines the generated adversarial frames to perform black-box attacks on video recognition models. Extensive experiments demonstrate that I2V can achieve high attack success rates on different black-box video recognition models. On Kinetics-400 and UCF-101, I2V achieves an average attack success rate of 77.88% and 65.68%, respectively, which sheds light on the feasibility of cross-modal adversarial attacks.

1. Introduction

Deep learning has achieved significant progress in a series of computer vision tasks, such as image recognition [8], object detection [19], action recognition [2]. However, recent studies have shown that deep neural networks (DNNs) are highly vulnerable to adversarial examples [7, 23], which are generated by adding small human-imperceptible perturbations that can lead to wrong predictions. The existence of adversarial examples has posed serious security threats for the application of DNNs in security-critical scenarios, such as autonomous driving [20], face recognition [5], video analysis [26], etc. As a result, adversarial examples have attracted numerous research attentions in recent years.

It has been demonstrated in recent works [17] that adversarial examples have the property of transferability, i.e., the adversarial example generated from one model can be used to attack other models. Such cross-model transferability makes it feasible to perform black-box attacks by leveraging adversarial examples handcrafted on white-box models. As a result, how to enhance the transferability of adversarial examples for efficient black-box attacks has attracted several research interests recently. These works either perform data augmentation [4, 16, 30], optimize gradient calculations [3, 16, 28], or disrupt common properties among different models [29], to avoid the generated adversarial samples being overfitted to white-box models. Nevertheless, all of these works require the white-box models and target black-box models to be homomodal, which share the same modal of input data. Transferability between heteromodal models has never been explored.

To bridge this gap, this paper investigates the cross-modal transferability of adversarial examples. Specifically, we explore the adversarial transferability between image models and video models by performing transfer-based black-box attacks on video models with image models pre-trained on ImageNet only. This is an extremely challenging setting since there are no white-box video models for generating video adversarial samples. There are two major obstacles in transferring adversarial perturbations generated on images models to attack video models. First, in addition to the domain gap between image and video data, video data contain additional temporal information, which leads to differences in the learned features between image
models and video models. The difference makes it difficult to transfer the adversarial perturbations from images to videos. Second, existing transfer-based attacks on homomodal models (e.g., image models) are not applicable to the cross-modal attack scenarios. Unlike existing transfer-based attacks on images, where image labels are available for optimizing task-specific loss function (e.g., Cross Entropy loss) in the process of adversarial perturbations generation, in the cross-modal image to video attack, no labels are available for video frames.

To address the aforementioned challenges and perform black-box attacks on video models, we propose a simple yet effective cross-modal attack method, named Image To Video (I2V) attack. Despite there being a domain gap between image data and video data, we observed that the intermediate features between images models and video models are similar to a certain extent. This motivates us to perturb the intermediate features of the ImageNet-pretrained image models to craft adversarial video frames for attacking video recognition models. To this end, the proposed I2V optimizes the adversarial perturbations by minimizing the cosine similarity of intermediate features between benign frames and the generated adversarial frames. The minimization of the cosine similarity makes the features extracted from adversarial video frames orthogonal to that from benign frames. Consequently, it will cause the adversarial video features to move away from the benign video features due to the feature similarity between image and video models. Figure 1 gives an overview of the proposed I2V attack method. I2V takes individual frames from a video clip as input to the image model and generates adversarial frames one by one. Then the generated adversarial frames are grouped into video adversarial examples according to the temporal information of the benign video clip.

We briefly summarize our primary contributions as follows:

- We investigate the transferability of adversarial perturbations between image models and video models. Specifically, we propose an I2V attack to boost the transferability of video adversarial examples generated from image models across different video recognition models. To the best of our knowledge, this is the first work on cross-modal transfer-based black-box attacks for video recognition models.

- We provide insightful analysis on the correlations of feature maps between image and video models. Based on this observation, I2V optimizes adversarial frames on perturbing feature maps of image models to boost the transferability across different video recognition models.

- We conduct empirical evaluations using six video recognition models trained with the Kinetic-400 dataset and UCF-101 dataset. Extensive experiments demonstrate that our proposed I2V helps to boost the transferability of video adversarial examples generated from image models.

2. Related work

2.1. Transfer-based attacks on image models

Prior works in generating adversarial examples with high transferability are based on white-box attacks, such as Fast Gradient Sign Method (FGSM) [7] and Basic Iterative Method (BIM) [15]. FGSM linearizes the loss function around the current parameters and performs a one-step update along with the gradient sign of the loss function with respect to inputs. BIM is the iterative version of FGSM...
and overfits the white-box model to generate stronger adversarial examples in attacking the white-box model. To further improve the transferability of adversarial examples in attacking black-box models, several approaches are proposed recently. In general, there are three ways to improve transferability, which include data augmentation, gradient modification and common property disruption of discriminative features among different models. The main idea of data augmentation is to improve the generalization of adversarial examples and avoid overfitting the white-box model. For example, Diversity Input (DI) [30] attack conducts random resizing and padding to the input. Scale-invariant method (SIM) [16] applies the scale transformation to the input. Translation-invariant (TI) [4] attack performs horizontal and vertical shifts with a short distance to the input. The second way modifies gradients used for updating adversarial perturbations. For example, Momentum Iterative (MI) [3] attack integrates the momentum into the iterative process for stabilizing update directions. As an improved momentum method, Nesterov Accelerated Gradient (NAG) [16] can be also integrated into the BIM. Skip Gradient Method (SGM) [28] uses more gradients from the skip connections and emphasizes the gradients of shallow layers. The main idea of the third way focuses on disrupting the common property of classification among different models. For example, Attention-guided Transfer Attack (ATA) [29] prioritizes the corruption of critical features that are likely to be adopted by diverse architectures. Other transfer-based attacks such as Dispersion Reduction (DR) [18], Intermediate Level Attack (ILA) [9] have improved the transferability of adversarial examples in different tasks through perturbing feature maps. In contrast, the proposed I2V attack implements a cross-modal transfer-based attack through a correlation between the spatial features encoded between the image model and the video model.

2.2. Transfer-based attacks on video recognition models

There is much less work about transfer-based attacks on video models compared with transfer-based attacks on image models. Temporal Translation (TT) attack method [27] optimizes the adversarial perturbations over a set of temporally translated video clips for avoiding overfitting to the white-box model being attacked. Although TT achieves better results than transfer-based image attack methods, it increases the computational cost. Different from it, the proposed I2V attack achieves better performance without trained video models and is easy to perform.

2.3. Video recognition models

Video action recognition models have made significant progress in recent years. Previous studies [12, 32] adopt a 2D + 1D paradigm, where 2D CNNs are applied over per-frame input to extract features, followed by a 1D module (e.g., RNNs) that integrates per-frame features. Current studies use 3D CNNs to jointly capture the dynamic semantic of videos. For example, I3D [2] leverages ImageNet architecture designs and their parameters to encode spatio-temporal features by inflating the 2D convolution kernels into 3D. Non-local (NL) [24] network inserts a non-local operation into I3D for encoding long-range temporal dependencies between video frames. SlowFast [6] contrasts the visual tempos along the temporal axis, which involves a slow pathway and a fast pathway to capture spatial semantics and motion at fine temporal resolution respectively. Temporal Pyramid Network (TPN) [31] capture action instances at various tempos through a feature hierarchy architecture. In this paper, we use six representative video action recognition models for experiments, including NL, SlowFast, TPN with 3D Resnet-50 and Resnet-101 as backbones.

3. Methodology

3.1. Preliminary

Given a video sample \( x \in \mathcal{X} \subset \mathbb{R}^{T \times H \times W \times C} \) with the true label \( y \in \{1, 2, \ldots, K\} \), where \( T, H, W, C \) denote the number of frames, height, width and channels respectively. \( K \) represents the number of classes. Let \( g \) denote the ImageNet-pretrained image model (e.g., ResNet, VGG), \( f \) denote the video recognition model. We use \( f(x) : \mathcal{X} \rightarrow \mathcal{Y} \) to denote the prediction of the video recognition model for an input video. Thus, the proposed I2V attack aims to generate the adversarial example \( x_{adv} = x + \delta \) by \( g \), which can fool the video model \( f \) into \( f(x_{adv}) \neq y \) without knowledge about \( f \), where \( \delta \) denotes the adversarial perturbation. To ensure that the adversarial perturbation \( \delta \) is imperceptible, we restrict it by \( \|\delta\|_p \leq \epsilon \), where \( \|\cdot\|_p \) denotes the \( L_p \) norm, and \( \epsilon \) is a constant of the norm constraint. We adopt \( L_\infty \) norm and untargeted adversarial attacks, which are commonly used in [4, 16, 28–30]. In a white-box setting, the objective of untargeted adversarial attacks can be formulated as follows:

\[
\arg \max_\delta J(f(x + \delta), y), \text{s.t. } \|\delta\|_\infty \leq \epsilon, \tag{1}
\]

where \( J \) is the loss function (e.g., cross-entropy loss) of the video model \( f \). However, in this paper, the adversary cannot access knowledge about \( f \). The proposed I2V attack leverages adversarial examples generated from \( g \) to attack \( f \) in the black-box setting.

3.2. Correlation analysis between image and video models

Before introducing the proposed method, we firstly give an empirical analysis of the correlation between image and
video models. It has been demonstrated in the prior work [11] that utilizing ImageNet-pretrained image models to generate tentative perturbations assumes fewer queries for attacking black-box video recognition models. This basically suggests that the intermediate features between image models and video models may be similar to a certain extent. Hence perturbing intermediate feature maps of image models could affect that of video models. To verify this assumption, we analyze the intermediate features’ similarity of both benign and adversarial frames between image and video models with cosine similarity.

Figure 2 shows the cosine similarity of intermediate features between image and video models. The intermediate features are extracted from 400 randomly selected videos in Kinetics-400 and then averaged for calculating cosine similarity. For all video models, the intermediate features are extracted from the first 3D-Resnet block, while for different image models, the features are extracted from different intermediate layers, which are summarized in Table 2 (marked in red color). Here we choose different intermediate layers for different image models for the purpose of maximizing the similarity between image features and video features. From figure 2, it can be observed that, for both benign samples and adversarial samples, their intermediate layer features extracted from image models and video models are similar to a certain extent. This is mainly because the convolution operations in image models and video models are somehow similar. It is worthwhile to mention that the cosine similarities obtained from benign samples and adversarial samples are quite similar. This basically suggests that adversarial perturbations have little effect on the similarity of feature space between image and video models. Similar trends can be also observed when using other intermediate layers of video models (see Appendix).

To demonstrate that the adversarial perturbations on the feature maps are translatable between video and image models, we further compare the magnitude changes in the channel-wise activation of image and video models before and after adding the same adversarial perturbations to the video frames. The results are shown in Figure 3. As can be seen, the adversarial examples generated on NL-101 perturb the channel-wise activation magnitude not only in NL-101 but also in Resnet-101. Since each channel of features captures a specific pattern of the object and contributes differently to the final classification, the magnitude changes of image and video models are likely to result in wrong predictions, demonstrating possibilities in transferring adversarial perturbations between image and video models.

3.3. Image To Video (I2V) Attack

Based on the above observations, we propose the Image To Video (I2V) attack, which generates video adversarial examples from an ImageNet-pretrained image model, to boost the transferability of hetero-modal models and attack video models in the black-box setting. By perturbing intermediate features of image models, I2V generates adversarial examples to disturb intermediate features of black-box video models with high probability. In particular, I2V opti-
Algorithm 1: Image to Video (I2V) attack.

Input : A video example \( x \), image model \( g \).
Parameter: Perturbation budget \( \epsilon \), iteration number \( I \), step size \( \alpha \), the number of layer \( l \).
Output : The adversarial example \( x_{adv} \).

\[
\begin{align*}
&\text{for } i = 1 \text{ to } T \text{ do} \\
&\quad x^i = \text{the } i\text{-th frame of } x \\
&\quad \delta^0_i = \left( \frac{0.01}{255} \right)^{H \times W \times C} \\
&\quad \text{for } j = 0 \text{ to } I - 1 \text{ do} \\
&\quad \quad \text{Update } \delta^j_i \text{ by Adam optimizer:} \\
&\quad \quad \quad \delta^{j+1}_i = \text{ADAM}(\delta^j_i, \alpha, \text{CosSim}(g_l(x^i + \delta^j_i), g_l(x^i))) \\
&\quad \text{end} \\
&\quad \text{Project } x^i_{adv} \text{ to the } \epsilon\text{-ball of } x^i: \\
&\quad x^i_{adv} = \text{clip}_{x^i}(x^i + \delta^j_i) \\
&\text{end} \\
&\text{return } x_{adv} = (x^1_{adv}, \ldots, x^i_{adv}, \ldots, x^T_{adv}) \\
\end{align*}
\]

minimizes the \( i \)-th adversarial frame by:

\[
\arg \min_{\delta} \text{CosSim}(g_l(x^i + \delta), g_l(x^i)), \text{ s.t. } ||\delta||_\infty \leq \epsilon, \tag{2}
\]

where \( g_l(x^i) \) denotes the intermediate feature map of the \( l \)-th layer with respect to \( x^i \) in the image model, \( x^i \in \mathbb{R}^{H \times W \times C} \) denotes the \( i \)-th frame of \( x \), the function \( \text{CosSim} \) calculates the cosine similarity between \( g_l(x^i + \delta) \) and \( g_l(x^i) \).

In this way, the minimization of the cosine similarity makes it possible to optimize adversarial examples with features that are orthogonal to ones of benign examples. Consider that \( g_l(x^i) \) is the output of the penultimate layer and let \( W = (W_1, \ldots, W_y, \ldots, W_K) \) denote the weight of the classification layer, thus \( W_y \) and \( g_l(x^i) \) are highly aligned for making a true prediction. With minimizing \( \text{CosSim}(g_l(x^i + \delta), g_l(x^i)) \), \( g_l(x^i + \delta) \) can get minimizing \( g_l(x^i + \delta)^T g_l(x^i) \) if \( g_l(x^i + \delta) \) and \( g_l(x^i) \) have unit length. Due to the high alignment between \( W_y \) and \( g_l(x^i) \), the minimization of the cosine similarity induces that the value of \( W_y \cdot g_l(x^i + \delta) \) decreases a lot to fool the image model \( g \) into making error predictions. Based on the similarity of feature space between image and video models, the generated adversarial examples \( x_{adv} = (x^1_{adv}, \ldots, x^i_{adv}, \ldots, x^T_{adv}) \) may fool video models with high probability by perturbing video intermediate features.

Following [25], we initialize the adversarial perturbations \( \delta \) with a small constant value \( \frac{0.01}{255} \) and use the Adam optimizer [13] to solve the Equation 2 and updates \( \delta^j_i \). Algorithm 1 illustrates the generation of adversarial examples of the proposed I2V attack. Where \( I \) denotes the iteration number of Adam optimizer, \( \text{clip}_{x^i}(\cdot) \) denote to project \( x^i + \delta^j_i \) to the vicinity of \( x^i \) for meeting \( ||\delta^j_i||_\infty \leq \epsilon \). In the end, I2V attack combines all generated adversarial frames \( x^i_{adv} \) into a video adversarial examples \( x_{adv} \).

### 3.4. Attacking an ensemble of models

MIFGSM [3] shows that attacking an ensemble of models can boost the transferability of generated adversarial examples. When a generated example remains adversarial over an ensemble of models, it may transfer to attack other models. Based on this, we propose to use multiple ImageNet-pretrained image models to perform the I2V attack, named ENS-I2V, which optimizes \( i \)-th adversarial frame by:

\[
\arg \min_{\delta} \sum_{n=1}^{N} \text{CosSim}(g^n_l(x^i + \delta), g^n_l(x^i)), \text{ s.t. } ||\delta||_\infty \leq \epsilon, \tag{3}
\]

where \( N \) is the number of used image models, \( g^n_l(\cdot) \) returns the intermediate feature map of the \( l \)-th layer in the \( n \)-th image model. In this way, the intermediate features of the adversarial frames generated by ENS-I2V are orthogonal to the ensemble of features from benign examples, thus ENS-I2V allows the generation of highly transferable adversarial examples.

### 4. Experiments

#### 4.1. Experimental setting

**Dataset.** We evaluate our approach using UCF-101 [22] and Kinetics-400 [2] datasets, which are widely used datasets for video recognition. UCF-101 consists of 13,320 videos from 101 actions. Kinetics-400 contains approximately 240,000 videos from 400 human actions.

**ImageNet-pretrained image models.** We perform our proposed methods on four ImageNet-pretrained image models: Alexnet [14], Resnet-101 [8], Squeezenet 1.1 [10] and Vgg-16 [21]. Where Squeezenet 1.1 has 2.4x less computation and slightly fewer parameters than SqueezeNet 1.0, without sacrificing accuracy. These four models are commonly used in the image classification.

**Video recognition models.** Our proposed methods are evaluated on three different architectures of video recog-
tion models: Non-local (NL) [24], SlowFast [6], TPN [31]. NL, SlowFast and TPN use 3D Resnet-50/101 as the backbone. We train these video models from scratch with Kinetics-400 and fine-tune them on UCF-101. For Kinetics-400, we skip every other frame from randomly selected 64 consecutive frames into constructing input clips. For UCF-101, we use 32 consecutive frames as input clips. The spatial size of the input is $224 \times 224$. Table 1 summarizes top-1 validation accuracy of these six models on UCF-101 and Kinetics-400.

**Attack setting.** In our experiments, we use the Attack Success Rate (ASR) to evaluate the attack performance, which is the rate of adversarial examples that are successfully misclassified by the black-box video recognition model. Thus higher ASR means better adversarial transferability. If not specifically stated, average ASR (AASR) is the average ASR over all black-box video models. Following [4, 30], we randomly sample one video, which is correctly classified by all models, from each class to conduct our experiments, and set the norm constraint $\epsilon = 16$.

### 4.2. Ablation study

We first investigate the effects of step size $\alpha$, iteration number $I$ and different attacked layers $l$ of image models. The evaluations are conducted on video models trained on Kinetics-400.

**Step size and iteration number.** Equation 2 is solved by the Adam optimizer, which can be affected by the step size $\alpha$ and iteration number $I$. Figure 4 shows the results of using Block-2 of Resnet-101 as the perturbed layer of the image model with different step sizes and iteration numbers. It can be seen that smaller $\alpha$ and $I$ have poorer AASR because of under-fitting. While larger $\alpha$ can achieve better AASR with a smaller $I$. To achieve the best performance, we adopt $\alpha = 0.005$ and $I = 60$ in subsequent experiments.

**Intermediate layer selection.** For each image model, we select four layers from bottom to top layer (as shown in Table 2) to craft the adversarial perturbations. Figure 5 shows the results of performing attack on different layers. Attacking the middle layers (layer 2 or layer 3) of image models is better than attacking bottom or top layers. Based on the results, we attack the middle layers, which are marked in Red in Table 2 for each model.

### 4.3. Performance comparison

Since transferability between hetero-modal models has never been explored, we compare our proposed I2V and ENS-I2V attacks with DR [18], which is originally proposed to enhance cross-task transferability. DR minimizes the standard deviation of intermediate features to degrade the recognizability of images. We extend DR to optimize adversarial examples on the Imagenet-pretrained image models and use the same setting as the I2V attack.

The results of attacking UCF-101 and Kinetics-400 datasets are shown in Table 3 and 4, respectively. From the results, we have the following observations. First, the proposed I2V and ENS-I2V attacks achieve much higher ASR than DR by a large margin. For example, compared with DR, I2V can boost AASR of more than 63.33% and 42.51% for UCF-101 and Kinetics-400 separately. Second, I2V using Resnet-101 as the white-box image model outperforms all the other I2V attacks, which suggests that 2D Resnet101 and 3D Resnet-101 in the backbone of video models share more similar feature space than other 2D image models. Third, ENS-I2V further improves the average AASR to 65.68% against UCF101 and 77.88% against

| Model       | Layer 1  | Layer 2  | Layer 3  | Layer 4  |
|-------------|----------|----------|----------|----------|
| Alexnet     | ReLU-1   | ReLU-2   | ReLU-3   | ReLU-5   |
| Resnet-101  | Block-1  | Block-2  | Block-3  | Block-4  |
| Squeezenet  | Fire-1   | Fire-3   | Fire-5   | Fire-8   |
| Vgg-16      | ReLU-1   | ReLU-5   | ReLU-9   | ReLU-13  |

Table 2. Intermediate layer selection. For each image model, the selected intermediate layer used for crafting adversarial perturbations in the proposed I2V attack is in Red.
### Table 3. ASR (%) against video recognition models on UCF-101.

| Attack | Image Model | Black-box Video Model |
|--------|-------------|-----------------------|
|        |             | NL-101 | NL-50 | SlowFast-101 | SlowFast-50 | TPN-101 | TPN-50 |
| DR [18] | Alexnet     | 29.70  | 26.73 | 19.80      | 25.74      | 8.91    | 13.86  |
|        | Resnet-101  | 14.85  | 23.76 | 18.81      | 27.72      | 15.84   | 20.79  |
|        | Squeezenet  | 12.87  | 24.75 | 12.87      | 15.84      | 4.95    | 13.86  |
|        | Vgg-16      | 14.85  | 29.70 | 13.86      | 22.77      | 6.93    | 15.84  |
| I2V    | Alexnet     | 50.49  | 53.46 | 35.64      | 43.56      | 28.71   | 44.50  |
|        | Resnet-101  | 71.28  | 60.39 | 50.49      | 57.42      | 61.38   | 71.28  |
|        | Squeezenet  | 43.56  | 54.45 | 36.63      | 37.62      | 23.76   | 35.64  |
|        | Vgg-16      | 43.56  | 48.51 | 28.71      | 39.60      | 21.78   | 32.67  |
| ENS-I2V | Ensemble   | 71.28  | 76.23 | 56.43      | 62.37      | 52.47   | 75.24  |

### Table 4. ASR (%) against video recognition models on Kinetics-400.

| Attack | Image Model | Black-box Video Model |
|--------|-------------|-----------------------|
|        |             | NL-101 | NL-50 | SlowFast-101 | SlowFast-50 | TPN-101 | TPN-50 |
| DR [18] | Alexnet     | 22.00  | 31.50 | 43.00      | 41.75      | 31.00   | 39.00  |
|        | Resnet-101  | 25.50  | 37.25 | 49.00      | 52.25      | 41.50   | 42.75  |
|        | Squeezenet  | 17.00  | 25.00 | 37.00      | 36.50      | 24.25   | 29.50  |
|        | Vgg-16      | 16.75  | 23.00 | 36.75      | 35.75      | 23.75   | 29.00  |
| I2V    | Alexnet     | 44.00  | 54.75 | 61.50      | 59.50      | 59.75   | 69.50  |
|        | Resnet-101  | 56.25  | 64.50 | 74.75      | 77.00      | 87.25   | 90.25  |
|        | Squeezenet  | 37.75  | 51.00 | 62.50      | 60.25      | 55.50   | 58.50  |
|        | Vgg-16      | 39.00  | 46.25 | 57.75      | 59.00      | 59.00   | 70.50  |
| ENS-I2V | Ensemble   | 65.00  | 72.25 | 79.75      | 76.50      | 85.75   | 88.00  |

Kinetics-400. Which demonstrates the validity of attacking an ensemble of image models. In general, our method, which considers minimizing the cosine similarity between features from adversarial and benign examples, consistently outperforms DR. These experiments validate the effectiveness of the proposed I2V attack.

### 4.4. Comparing against stronger baselines

We further compare the proposed I2V attack against several existing transfer-based attacks that are designed for homomodal models (e.g., images models or video models). It’s worthwhile to mention that the comparisons are unfair because the existing transfer-based attacks require the white-box video recognition models to generate the adversarial perturbations. For the comparison, several transfer-based attacks, such as FGSM [7], BIM [15], MI [3], DI [30], TI [4], SIM [16], SGM [28], TAP [33], ATA [29], and TT [27] are used as baselines. For these baselines, NL-101, SlowFast-101 and TPN-101 are used as the white-box models. It has been illustrated in ILA [9], the transferability of generated adversarial examples can be further enhanced through the proposed fine-tuning methods ILAP and ILAF. Compared to ILAP, ILAF achieves better performance by maintaining the existing adversarial direction and increases the magnitude of feature perturbations under $L_2$ norm [9]. Therefore, for the compared baseline methods, we use ILAF to fine-tune the generated adversarial examples.

Figure 6 shows the comparison results. From the results, we have the following observations. First, despite the comparisons being unfair since our method does not require any white-box video models, the proposed ENS-I2V still performs much better than ILAF for most cases. As shown in Figure 6(a)(b)(d)(f), on both UCF-101 and Kinetics-400, ENS-I2V exceeds ILAF by a large margin when using NL-101 or SlowFast-101 as the white-box model. Second, our I2V attack performs worse than baseline methods when they use TPN-101 as the white-box model on Kinetics-400 (Figure 6f). This may be because that Kinetics-400 contains richer motion information than UCF-101 and such motion information are unlikely to be well captured by image models. On the contrary, by fusing multi-layer features, TPN-101 can better capture the motion information. As a result,
disrupting motion information (Figure 6f) can achieve better performances (see more discussion in Appendix).

4.5. Discussion

To experimentally demonstrate the effectiveness of the optimized object function (Equation 2), we investigate the changes in the cosine similarity of the adversarial image/video features to the benign image/video features by increasing the iteration number. Pearson Correlation Coefficient (PCC) [1] is used to measure the linear correlation of cosine similarity trends computed from image and video models. Figure 7 shows the PCC analysis of cosine similarity trends using 4 image models and a video model (NL-101). As can be seen, all PCCs are close to 1, which implies an exact positive linear relationship between the directional changes of image and video intermediate features.

It suggests that minimizing the cosine similarity of image models can make intermediate features of video adversarial examples generated from Imagenet-pretrained models orthogonal to their benign video features. Similar trends are observed when using other video models (see Appendix).

5. Conclusion

In this paper, we identify the existence of a similar feature space between image and video models, which can be leveraged to generate adversarial examples from image models to attack black-box video models. More specifically, we proposed the Image To Video (I2V) attack, which optimizes adversarial frames on the ImageNet-pretrained image model by minimizing the cosine similarity between features from adversarial and benign examples for perturbing intermediate feature space. Besides, we proposed ENS-I2V to attack an ensemble of image models for boosting transferability. To validate the effectiveness of the proposed methods, we conducted a series of experiments to show that the proposed methods can significantly improve transferability. The results indicate that cross-modal adversarial transferability occurs even across image and video domains. In the future, we will combine temporal information of videos into image models to further boost transferability.
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