Methods to Apply a 3-Parameter Logistic Model to Wind Turbine Data
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Abstract: Power curves provided by wind turbine manufacturers are obtained under certain conditions that are different from those of real life operation and, therefore, they actually do not describe the behavior of these machines in wind farms. In those cases where one year of data is available, a logistic function may be fitted and used as an accurate model for such curves, with the advantage that it describes the power curve by means of a very simple mathematical expression. Building such a curve from data can be achieved by different methods, such as using mean values or, alternatively, all the possible values for given intervals. However, when using the mean values, some information is missing and when using all the values the model obtained can be wrong. In this paper, some methods are proposed and applied to real data for comparison purposes. Among them, the one that combines data clustering and simulation is recommended in order to avoid some errors made by the other methods. Besides, a data filtering recommendation and two different assessment procedures for the error provided by the model are proposed.
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1. Introduction

Wind turbine performance is usually described by means of the relationship between output power and wind speed. The manufacturers provide these curves, or alternatively a set of points representing pairs of wind speeds and powers, after testing the wind turbine according to the IEC (International Electrotechnical Commission) Standard procedure (IEC 61400-12) [1]. The process to obtain such curves is based on the definition of bins of 0.5 m/s, from where pairs of data are taken (wind speed, output power). The Standard states that at least 180 min of total data must be taken and, also, at least 30 min of data per bin must be included in the test. Besides, turbulence is a very important circumstance to be taken into account when obtaining the power curve because the output power of a wind turbine is also influenced by it. Moreover, some specific corrections must be included in the test in order to reach the proper power curve as explained in [2,3]. These corrections are not considered in this research and may be considered as a future work.

The information described in the previous paragraph is enough to analyze the behavior of a wind turbine under normal operating conditions and the results provided can be considered valid when estimating or assessing its performance in an aggregate way. However, in the case of installed wind turbines, the working conditions may be very different from the expected ones: weather [4–6], terrain conditions [7–9] and aging [10–13] may affect their performance. In the latter case, only real data can provide an accurate information of the wind turbine behavior.
In a real case, discarding wrong or out of range data is critical. Errors in the measurement process or even in the wind turbine performance cannot be considered when trying to model or simulate its real behavior. Therefore, real data filtering before analysis is needed [14–16].

Filtered data can be analyzed in order to model or simulate wind turbine behavior [17]. As there is a wide variability in the real data [18], and the objective is to have accurate information of the installed wind turbine, a possible option is to use the simplest model for the power curve with valid results. Linear [19], quadratic [20] and cubic [21] models are discarded due to their inaccuracy. Splines [22] are very complex due to the high number of parameters and the lack of a unique expression due to the piecewise definition. Another option might be to use the sigmoid functions (‘S’ shape functions) that combine a low number of parameters with a single expression which makes them suitable to be implemented in direct calculations and in compounded expressions. Among them, the logistic-type functions have been successful in wind power curve modeling.

Logistic functions were introduced as models of population growth and nowadays are used in statistics, medicine, linguistics, agriculture, economics or sociology [23–26]. Lately, they were introduced to model wind turbine power curves with success due to their simplicity, diversity and versatility. Among them, the so called 3PLE (Three parameter logistic exponential) was chosen as the most suitable one because it only needs three parameters and its error level is very low [27,28].

In spite of all the above, there is not just a single way to apply a specific model to wind turbine data analysis. From the filtered data to the model itself there are several options to proceed. The simplest method to apply the model may be to define a number of intervals for the wind speed, to identify each interval by the mean value and to assign the mean output power as the corresponding value for each wind speed identifier. With these pairs of values, i.e., points in a graph, the model can be defined as the function that best represents the points, by using an optimization process for an objective function which is the error made [29–31]. An optimization process is based on an algorithm and, in this paper, the Interior Point Algorithm has been chosen because it is well known due to its satisfactory performance when dealing with a wide variety of problems. There are some other methods to apply the model, such as using all the existing data, defining a different objective function, etc. When comparing the methods to apply the model, the error made when using the different models constitutes a proper metric for assessing their performances.

This paper is organized as follows: the process of filtering data is depicted in Section 2, the description of the methods applied is shown in Section 3, assessment errors are defined in Section 4, the case study is shown in Section 5 and the conclusions are outlined in Section 6.

2. Data Filtering

In order to apply the methods proposed in this work in a proper manner, only valid data need to be considered, which means that raw data have to be filtered. From the point of view of the values, wrong data can be classified into two groups: those values that are clearly outside the proper range and those values that are close to being valid but must be discarded, too. For the first ones, the following procedure was applied:

- To discard wind speed values that are lower than the cut-in wind speed.
- To discard wind speed values that are 1.5 m/s above the cut-in wind speed, when they provide an output power lower than a 5% of the rated power.
- To discard wind speed values that are 1 m/s above the rated wind speed, when they provide an output power lower than a 75% of the rated power.

The limits correspond to values clearly out of bounds, i.e., clearly dispersed and out of place in the data cloud. In the second case, and in order to establish a reasonable limit, a filter based in a Normal distribution is applied. In this case, the mean power (µ) is obtained for all the wind speed values that correspond to an interval of 0.5 m/s and, centering a Normal distribution in those values, all the values outside the range µ ± 3σ are discarded, being σ the standard deviation of the values in
that interval. As a final checking, if the percentage of values discarded is over 5%, those limits have to be reconsidered.

In Figure 1, raw data and filtered data are shown in order to be compared.

![Figure 1](image)

**Figure 1.** A comparison between data before and after filtering: (a) Raw data; (b) Filtered data.

3. Methods Proposed

In order to define the best method to assess the application of the model to the wind turbine power curve, firstly the reference one is defined, based on the spline, by using the same procedure as the one proposed by IEC 61400-12. Notice that the curve obtained is not the same as the one provided by the manufacturer because, for the latter case, the conditions to perform the test are standardized. Then, the rest of methods are depicted: Clustering, Cloud data, Cluster simulation and Maximum error cluster. The input data in all cases is the filtered data.

3.1. Spline

The reference case is based on the spline model. It uses the mean values on each interval (i.e., 0.5 m/s) to be the points of continuity of 3-degree polynomials. In those points, the derivation of the function are satisfied. The reference is considered because wind turbine manufacturers provide a number of pairs of points, and those pairs of points do not allow to obtain a better approximation than the spline. Its cons are the high number of parameters involved (four every 0.5 m/s) and the difficult combination of the function with others (i.e., the wind speed Probabilistic Density Function).

The procedure to obtain the spline by means of filtered data is the following:

1. Divide the data into intervals, one every 0.5 m/s. The identification of each interval is an integer or the mean value of two consecutive integers. Notice that the number of data on each interval may be different.
2. Obtain the mean power on each interval and assign that value to the identification of the interval on each one, too. The result is a number of pairs of values (wind speed, output power).
3. Finally, the spline according to Equation (1) is obtained. Using MATLAB (R2019a, Mathworks Inc.), all the points for the spline are provided.

\[
P(v) = a_i v^3 + b_i v^2 + c_i v + d_i \quad \forall i \in [1 : 50]
\]

where \(a_i, b_i, c_i, d_i\) are the corresponding parameters for the wind speed \(v\) belonging to interval \(i\).

The spline, the points used to obtain it and the filtered data can be seen in Figure 2.
3.2. Clustering

The first method for applying the model is based on clustering, i.e., intervals of 0.5 m/s are defined and, in each one, a mean value for the output power is obtained. In every case, the mean output power is assigned to the identifier of the interval and, as a final result, pairs of values are obtained. After this, an optimization process is performed considering a specific model. In this paper, 3PLE one is used but the procedure is valid for any other. The 3PLE model follows the expression given by Equation (2), where $\alpha$, $\beta$ and $\gamma$ are the only parameters. In order to a better fitting of the model, only pairs of values greater than the cut-in wind speed ones are considered.

\[
P(v) = \frac{\alpha}{1 + \exp(\beta(v - \gamma))}
\]

(2)

The optimization is performed by using the above mentioned Interior Point Algorithm and the results are the values of the parameters that best approximate the pairs of values. The optimization process has, as its objective function, the Least Squares Error, due to its performance in this type of algorithms.

The Interior Point Algorithm solves optimization problems by going through the middle of the solid defined by the problem rather than around its surface. The possible solution evolves on each iteration inside the feasible set to search the optima and it is stopped when the solution obtained cannot be optimized any more by the algorithm.

The algorithm is applied using the “optimtools” package provided by MATLAB, where some maxima and minima for the parameters need to be defined in order to accelerate the process. The application of the model based on clustering is shown in Figure 3.
3.3. Cloud Data

Another way to apply the model to filtered data consists of optimizing it with respect to all the data (cloud data), instead of only the mean values. Besides, the data are not divided, or clustered, into intervals. On the contrary, all of them have the same influence in the model obtained. In this case, the 3PLE model is used again and parameters $\alpha$, $\beta$ and $\gamma$ of Equation (2) are obtained by optimizing that expression through the Interior Point Algorithm, and by using the Least Squares Error, as in the previous case. Therefore, in this case, the parameters of the 3PLE model are obtained by using all the filtered data through the Interior Point Algorithm. The model using this method can be seen in Figure 4.

![Figure 4. 3PLE model applied to the power curve based on cloud data.](image)

It can be clearly seen that the curve obtained is far from expected for wind speeds higher than the rated wind speed, where there are not so many data available. The reason is that, using an optimization process, the result provided is good from a numerical point of view (the total sum of errors is not very high, even though a few of them are quite high) but very bad from the modeling point of view.

3.4. Cluster Simulation

The procedure, in this case, is a hybridization of the two previous methods. On one hand, using the filtered data, a better way to optimize the model than using the means is provided. On the other, clustering is needed in order to provide the same importance to all data, avoiding errors due to intervals with a low number of data.

Therefore, the process in this case is as follows:

1. Divide the data in intervals, one every 0.5 m/s. The identification of each interval is an integer or and the mean value of two consecutive integers. This method is just an alternative when the number of data on each interval is different, as usual.
2. Obtain the mean power and the standard deviation for each interval.
3. Afterwards, a Normal distribution of the data on each interval is assumed and, with the parameters $\mu$, $\sigma$ obtained, values of power for each interval are simulated. The number of values generated for each interval has to be the same and has to be representative of all the possibilities (i.e., 200) The simulation has to be performed using MATLAB.
4. Using the simulated values as data, the process depicted in the method Cloud data is applied.

The result of the application of the model using this procedure is shown in Figure 5.
Two measurements of the error committed are taken into account. Therefore, the lower they are, the better the performance of the method is. Both measurements take the Mean Absolute Percentage Error (MAPE) as a reference. They are the following:

3.5. Maximum Error Cluster

The last method proposed with the aim of applying a model to the wind turbine power curve is based on a different focus. In the described methods, the optimization is based on a given objective function. In this case, a new error is defined according to equation instead of using the Least Squares Error (3). The reason is that the Least Squares Error is a sum of errors and, instead of optimizing the sum of errors, the maximum mean error on each interval can be a better objective to optimize.

The procedure is the same as in the method “Cloud data” but the objective function used in the Interior Point Algorithm is the maximum of the expression in Equation (3).

\[
\overline{e}_i = \frac{\sum \text{abs}(P_{\text{model}_j} - P_{\text{data}_j})}{n_i}
\] (3)

Therefore, the objective function is \( \text{max}(\overline{e}_i) \). The application of the model using this method can be seen in Figure 6.

4. Method Assessment

In order to assess the performance of the described methods, a suitable criterion must be defined. Two measurements of the error committed are taken into account. Therefore, the lower they are, the better the performance of the method is. Both measurements take the Mean Absolute Percentage Error (MAPE) as a reference. They are the following:

- **Cloud Data MAPE**: it measures the difference, in absolute value, between the value provided by the model and the output power value (from the filtered data). It is obtained according to Equation (4).

\[
\text{Cloud Data MAPE} = \frac{\sum \text{abs}(P_{\text{model}_j} - P_{\text{data}_j})}{P_{\text{rated}}}
\] (4)
• Mean Values MAPE: it measures the difference, in absolute value, between the value provided by the model and the corresponding mean value of the power. In order to obtain the mean values, intervals of 0.5 m/s were taken. It is obtained according to Equation (5).

\[
\text{Mean Values MAPE} = \frac{\sum \text{abs}(P_{\text{model}_j} - P_{\text{mean}_j})}{P_{\text{rated}}}
\]  

(5)

5. Case Study

In order to check the performance of the methods, real data measured at the wind farm of Le Haute Borne (Meuse, France) along five years (2013–2017) were used. The data were downloaded from the French company Engie web page, https://opendata-renewables.engie.com/, updated on 9 October 2019. In that link data from four wind turbines of the wind farm were available. Each provided measurement that corresponds to the 10-min mean value of each variable. Besides, the data were analyzed by year and by wind turbine in order to reduce possible errors and to improve the models obtained. This means that each wind turbine of the same type may have slight differences on its performance and, from one year to the following, aging may reduce the power supplied. The features of the wind turbines used by Engie in the wind farm of Le Haute Borne are described in Table 1.

Table 1. Wind turbine features in Le Haute Borne wind farm.

| Manufacturer | Model       | Rated Power (kW) | Hub Height (m) | Rotor Diameter (m) | Rated Wind Speed (m/s) | Cut-in Wind Speed (m/s) | Cut-out Wind Speed (m/s) |
|--------------|-------------|------------------|----------------|--------------------|------------------------|--------------------------|--------------------------|
| Senvion      | MM82        | 2050             | 80             | 82                 | 14.5                   | 3.5                      | 25                       |

As it was described above, first, raw data were filtered and, then, all the methods were applied for the 3PLE model. Finally, the methods were assessed by using the two measurements of errors described in the previous section, i.e., Cloud data MAPE (CD MAPE) and Mean values MAPE (MV MAPE). The results of the performance are given in Tables 2–5, where each table corresponds to a different wind turbine. On each one, columns mean a different year and rows a specific combination of method and measurement of error. Notice that including turbulence corrections when applying these methods will be very valuable, however it has been discarded for simplicity.

Table 2. Performance of wind turbine R80711 for different methods.

|                         | 2013  | 2014  | 2015  | 2016  | 2017  |
|-------------------------|-------|-------|-------|-------|-------|
| CD MAPE spline (%)      | 1.71  | 1.64  | 2.14  | 1.94  | 2.08  |
| MV MAPE spline (%)      | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| CD MAPE clustering (%)  | 2.62  | 2.60  | 3.27  | 3.17  | 3.23  |
| MV MAPE clustering (%)  | 1.16  | 1.40  | 1.29  | 1.38  | 1.81  |
| CD MAPE cloud data (%)  | 2.26  | 2.11  | 2.77  | 2.57  | 2.66  |
| MV MAPE cloud data (%)  | 6.86  | 6.34  | 5.87  | 7.07  | 6.94  |
| CD MAPE cluster simulation (%) | 2.57 | 2.53 | 3.15 | 3.05 | 3.23 |
| MV MAPE cluster simulation (%) | 1.21 | 1.39 | 1.34 | 1.44 | 2.02 |
| CD MAPE max error cluster (%) | 2.70 | 2.68 | 3.20 | 3.13 | 4.71 |
| MV MAPE max error cluster (%) | 1.76 | 1.62 | 2.24 | 2.52 | 4.63 |
Table 3. Performance of wind turbine R80721 for different methods.

|          | 2013  | 2014  | 2015  | 2016  | 2017  |
|----------|-------|-------|-------|-------|-------|
| CD MAPE spline (%) | 1.50  | 1.30  | 1.79  | 1.68  | 1.76  |
| MV MAPE spline (%) | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| CD MAPE clustering (%) | 2.61  | 2.49  | 2.99  | 2.95  | 2.81  |
| MV MAPE clustering (%) | 1.25  | 1.36  | 1.52  | 1.35  | 1.46  |
| CD MAPE cloud data (%) | 2.01  | 1.73  | 2.34  | 2.24  | 2.33  |
| MV MAPE cloud data (%) | 8.85  | 8.60  | 6.91  | 7.77  | 6.81  |
| CD MAPE cluster simulation (%) | 2.51  | 2.41  | 2.91  | 2.79  | 2.69  |
| MV MAPE cluster simulation (%) | 1.30  | 1.42  | 1.54  | 1.43  | 1.48  |
| CD MAPE max error cluster (%) | 2.66  | 2.52  | 3.29  | 3.11  | 2.65  |
| MV MAPE max error cluster (%) | 1.60  | 1.59  | 1.53  | 1.55  | 2.05  |

Table 4. Performance of wind turbine R80736 for different methods.

|          | 2013  | 2014  | 2015  | 2016  | 2017  |
|----------|-------|-------|-------|-------|-------|
| CD MAPE spline (%) | 1.50  | 1.42  | 1.76  | 1.64  | 1.75  |
| MV MAPE spline (%) | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| CD MAPE clustering (%) | 2.42  | 2.42  | 2.80  | 2.82  | 2.78  |
| MV MAPE clustering (%) | 1.11  | 1.26  | 1.27  | 1.18  | 1.18  |
| CD MAPE cloud data (%) | 2.03  | 1.89  | 2.35  | 2.22  | 2.35  |
| MV MAPE cloud data (%) | 6.57  | 5.99  | 5.09  | 6.33  | 6.11  |
| CD MAPE cluster simulation (%) | 2.31  | 2.30  | 2.69  | 2.64  | 2.70  |
| MV MAPE cluster simulation (%) | 1.14  | 1.32  | 1.29  | 1.24  | 1.19  |
| CD MAPE max error cluster (%) | 2.54  | 2.68  | 3.51  | 2.89  | 3.04  |
| MV MAPE max error cluster (%) | 1.41  | 1.28  | 1.46  | 1.64  | 2.19  |

Table 5. Performance of wind turbine R80790 for different methods.

|          | 2013  | 2014  | 2015  | 2016  | 2017  |
|----------|-------|-------|-------|-------|-------|
| CD MAPE spline (%) | 2.04  | 1.62  | 2.33  | 2.16  | 2.27  |
| MV MAPE spline (%) | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| CD MAPE clustering (%) | 4.69  | 2.85  | 3.62  | 3.49  | 3.50  |
| MV MAPE clustering (%) | 1.60  | 1.51  | 1.52  | 1.40  | 1.27  |
| CD MAPE cloud data (%) | 3.48  | 2.14  | 3.00  | 2.83  | 2.96  |
| MV MAPE cloud data (%) | 11.45 | 6.88  | 6.36  | 7.08  | 7.37  |
| CD MAPE cluster simulation (%) | 4.93  | 2.78  | 3.42  | 3.33  | 3.39  |
| MV MAPE cluster simulation (%) | 1.50  | 1.53  | 1.58  | 1.47  | 1.29  |
| CD MAPE max error cluster (%) | 3.84  | 2.83  | 4.06  | 4.15  | 3.71  |
| MV MAPE max error cluster (%) | 3.97  | 2.04  | 1.86  | 3.30  | 2.96  |

CD means Cloud Data, MV refers to Mean Value and MAPE is the acronym of Mean Absolute Percentage Error.

In the first wind turbine, the analysis of the errors obtained by each combination of method and type of error provides the following items to be pointed out:

- In the reference case the MV MAPE is always 0 because it is the definition of the reference. However, when obtaining the CD MAPE, the value obtained is close to 2%. The reason is that all the pairs of points do not correspond exactly with the spline models, there is some variability.
- In all cases, the MV MAPE is lower than the CD MAPE because the latter measures the errors of all the pairs of points with respect to the model, so the variability is higher. There is an exception to the previous rule and is in the case of the cloud data because, in that case, all the pairs of points participate with the same weight in the model.
- The errors provided by the Clustering and the Cluster simulation methods are very low in both cases. In fact, in both cases the difference between the CD MAPE and the MV MAPE is lower than the corresponding one of the spline.
- Comparing Clustering and Cluster simulation methods, they provide very similar results in this case.
- In the case of the Max error cluster method, the values of errors are a bit higher in all cases.
Analyzing the second wind turbine, a similar discussion can be made and the following comments can be added:

- The CD MAPE for the Spline is a bit lower than in the case of the first wind turbine. The reason may be that the variability of the output power of that wind turbine is lower than in the first one which can be due to performance reasons.
- The MV MAPE Cloud data is higher than in the first wind turbine while the CD Cloud data is lower. The reason may be the same as in the first comment, the pairs of points are not very dispersed, therefore, they provide a very good model, when assessing all data.

For the third wind turbine, the following comments can be made:

- It is the wind turbine with the lower errors from a general point of view. The MV MAPE Clustering and the MV MAPE Cluster simulation errors are close to 1%.
- Its behavior and levels of errors are very similar to the ones of the first one.

In the fourth wind turbine some differences can be pointed out with respect to former wind turbines:

- The CD MAPE for the spline is over 2% (very high compared with the others).
- The CD MAPE Clustering is also very high (more than 3%).
- The MV MAPE for Clustering and Cluster simulation are very similar to the rest of wind turbines.
- The rest of errors are out of the ranges of the other three wind turbines.

In Table 6, the mean values of the error measurements are provided organized by method and by type of measurement in order to assess the performance of each method on its own.

| Optimization Method   | Cloud Data MAPE (%) | Mean Values MAPE (%) |
|-----------------------|----------------------|-----------------------|
| Spline                | 1.80                 | 0.00                  |
| Clustering            | 3.01                 | 1.36                  |
| Cloud data            | 2.41                 | 7.06                  |
| Cluster simulation    | 2.92                 | 1.41                  |
| Maximum error of cluster | 3.19               | 2.16                  |

The Cloud data is the one that provides a lower percentage of error when it is measured using the CD MAPE. However, when considering the MV MAPE, the error obtained is far from the expected (7.06%). The reason may be that the data are dispersed.

Besides, the method based on the maximum error of the clusters is not a good option due to the results provided in both cases, the worst in the CD MAPE (3.19%) and the next to the worst in the MV MAPE (2.16%).

Also, influence of aging can be assessed and compared for the proposed methods. In general, it can be said that there is no specific influence but the slight increment of the error values with the aging for all the methods.

Finally, both methods based on clustering provide good results and, after discarding the others, the results obtained are the best when assessing the CD MAPE (Clustering simulation) and the MV MAPE (Clustering).

6. Conclusions

The power generated by a wind turbine can be different from that predicted by the manufacturer’s power curve due to several reasons such as aging, difference between test conditions and real-life ones, or even performance efficiency. A full year of data measurement may be enough to ensure a good
assessment of its current performance, but even in this case good practice recommends data filtering and modeling. The models with low number of parameters, such as the 3PLE, which is a logistic model, are very useful to obtain instantaneous values and to be combined with other expressions (i.e., wind speed Probability Density Function). In order to obtain the parameters of the model that better fits the data, several methods can be applied. However, some methods have performance errors due to the difference in the number of data available on each interval of the power curve. In this paper, two methods to face this problem are proposed: Clustering and Cluster simulation. In both cases, the optimization is based on intervals and provide better results than those obtained by means of other methods. The second one is specially recommended when there is a low number of available data in some intervals because it can reproduce the behavior of the wind turbine, in order to balance the number of data. Besides, in the case of the IEC 61400-12, the application of the Cluster simulation method can provide better results than just using the data obtained. This means that, for the highest bins, the information may not be enough to properly define some parts of the curve.

Therefore, the method based on Cluster simulation can be used to obtain the best power curve when there are not so much data available in some of the bins. On the other hand, in the general case the method based on Cluster can be used for the same purpose. Both methods provide acceptable error values when applied to the 3PLE model, i.e., to a model of just three parameters, which outperforms the spline model, which needs around two hundred. The model obtained can be combined with a wind speed distribution to provide an output power distribution that can be the input for solving the Probabilistic Load Flow problem in an electrical network with wind power.
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