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Abstract—Development of robust quantum control has been challenging and there are numerous obstacles to applying classical robust control to quantum system including bilinearity, marginal stability, state preparation errors, nonlinear figures of merit. The requirement of marginal stability, while not satisfied for closed quantum systems, can be satisfied for open quantum systems where Lindbladian behavior leads to non-unitary evolution, and allows for nonzero classical stability margins, but it remains difficult to extract physical insight when classical robust control tools are applied to these systems. We consider a straightforward example of the entanglement between two qubits dissipatively coupled to a lossy cavity and analyze it using the classical stability margin and structured perturbations. We attempt, where possible, to extract physical insight from these analyses. Our aim is to highlight where classical robust control can assist in the analysis of quantum systems and identify areas where more work needs to be done to develop specific methods for quantum robust control.

I. INTRODUCTION

Despite the extensive success and ongoing development of robust control theory [1], the tools developed were found not to be readily applicable to classical systems [2], and they are even less readily adaptable to quantum mechanical systems. This is increasingly problematic amidst the second quantum revolution, when quantum mechanical devices for computing, networking, sensing, and simulation are moving out of laboratories and into commercial markets [3], where robust control of these devices is critical to their utility in real-world settings [4]. These issues arise because quantum systems can be difficult to cast as linear, time-invariant control systems subject to feedback control stabilization.

Rather, quantum control systems, especially those that evolve unitarily in so-called closed systems, are typically open-loop bilinear systems, although several types of feedback control for closed-loop quantum systems, using both measurement-based and coherent feedback, have been developed [4], [5].

Uncertainties in quantum systems can take the form of structured perturbations in state parameters (similar to classical structured uncertainties), but these uncertainties must arise in such a way that the evolution of the system remains physical and follows the law of quantum mechanics (i.e. is Hermitian), so care must be taken when applying the methods of structured uncertainties. Also, classical robust control is usually not concerned with initial state errors, which mainly affect the transient dynamics, while such errors are considerably more important for quantum systems.

There are perturbations of quantum systems that do not make sense classically at all, such as decoherence. Other challenges that arise are degeneracies that often give rise to multiple poles in a region. Some of these can be easily broken via additional parameters (e.g. electric or magnetic fields) [6], while others are the result of symmetries and physical constraints (e.g., the requirement that the trace of a density matrix be unity) that cannot be eliminated. In addition, the existence of uncertainty relations (e.g., the inability for one to precisely measure both position and momentum simultaneously) is a uniquely quantum phenomenon that limits the information that one can glean about the state of the system. Finally, while some performance measures such as state transfer or gate fidelities can be expressed as linear functions in the quantum state, other performance measures that are intrinsically quantum, such as state entanglement or squeezing, are inherently nonlinear functions of the quantum state, which poses additional challenges when developing quantum-amenable robust control theories.

Robustness for quantum systems is therefore typically assessed via Monte-Carlo simulations, wherein one samples the parameter space of uncertainties and determines averages and distributions of relevant performance measures [7], although there exist other methods for determining uncertainty [8]. Monte-Carlo approaches have their merits, but they are often computationally expensive and rely solely on numerical and statistical analyses. Other robustness measures, such as the log-sensitivity of the performance measure, are sometimes (but not always) analytically tractable, but they typically only apply in the regime of small perturbations (known as the perturbative regime in the quantum literature). Thus it is of interest to develop quantum analogues to tools like mu-analysis and robust performance, that can handle perturbations regardless of their size. However, due to the challenges listed above, this is not straightforward.

Closed quantum systems are, by definition, marginally stable in that all of their poles lie along the imaginary axis. Instead, open quantum systems, that are subject to decoherence or dissipation (i.e., exhibit non-unitary evolution), are classically stable due to the fact that the dissipative effects push the poles into the left half of the plane.

As a result, we can apply classical robust control techniques to open systems [9], but this comes with an inevitable
II. TWO QUBITS COUPLED TO A LOSSY CAVITY

We begin with the Lindblad open quantum system model
\[ \frac{d}{dt} \rho(t) = -i[H, \rho(t)] + \sum_k \gamma_k^2 P(V_k)\rho(t), \quad \rho(0) = \rho_0, \]
(1)
where \([A, B] = AB - BA\) represents the commutator, \(\rho\) is the density operator over the Hilbert space \(H\) of dimension \(N\), \(H\) is the Hamiltonian, and the Lindblad superoperator is
\[ \mathcal{L}(V_k)\rho = \sum_k V_k \rho V_k^\dagger - \frac{i}{2}(V_k^\dagger V_k \rho + \rho V_k^\dagger V_k), \]
(2)
where the \(V_k\)'s are the qubit cavity coupling operators that are typically problem-specific. We apply this formalism to the combined qubit cavity system described in Ref. [10] wherein, upon adiabatic elimination of the cavity via a unitary transformation, the system can be described via Eq. (1) with a Hamiltonian summing over qubits \(\ell = 1, 2\),
\[ H = \sum_{\ell=1,2} \alpha_{\ell} \sigma_\ell^x + \alpha_{\ell} \sigma_\ell^y + \Delta_{\ell} \sigma_\ell^+ \sigma_\ell^-, \]
(3)
where the Pauli raising and lowering operators are \(\sigma^+ = (\sigma^-)^\dagger\) and \(\sigma^y = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\). We define the operators \(\sigma_1 = \sigma \otimes I_{2 \times 2}\) and \(\sigma_2 = I_{2 \times 2} \otimes \sigma\) for a given Pauli operator \(\sigma\). The type of Pauli operator is represented with a superscript,
\[ \sigma^{(x)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^{(y)} = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \sigma^{(z)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]
The parameters \(\alpha\) and \(\Delta\) represent the qubit's Rabi frequency and detuning of the qubit drive from the cavity, respectively. The qubit-cavity coupling via the cavity mode can then be described by the quantum jump operator
\[ V_c = s_1 \sigma_1^- + s_2 \sigma_2^-, \]
(4)
with \(s_{1,2}\) scalar. We emphasize that this operator represents collective coupling between the qubits due to the two terms arising in \(V_c\), and is distinctly separate from the single-qubit decay operators \(V_{(1,\phi)} = \gamma_1^{(\phi)} \sigma_1^-\) and \(V_{(2,\phi)} = \gamma_2^{(\phi)} \sigma_2^-\) that disturb the system, as do the single-qubit decoherence operators \(V_{(1,\phi)} = \gamma_1^{(\phi)} \sigma_1^z\) and \(V_{(2,\phi)} = \gamma_2^{(\phi)} \sigma_2^z\).

We work within the Bloch formalism [11]–[14] that allows us to represent density matrices as vectors, in order to bring our system closer to the language of classical control. This formalism is derived from the classical technique of expanding \(\rho\) with respect to a suitable orthonormal basis \(\{|\nu_n\rangle\}_{n=1}^N\), for the Hermitian operators on the Hilbert space \(H\) of dimension \(N = 4\). We can choose the basis such as \(\nu_{N/2} = \frac{1}{\sqrt{2}} I\), where \(I\) is the identity operator in dimension \(N^2\).

Then defining \(r = (r_n)_{n=1}^N\) with \(r_n = \text{Tr}(\sigma_n \rho)\), the basic operator \(H\) and superoperator \(\mathcal{L}\) are mapped to \(N^2 \times N^2\) real matrices as follows (defining \(\{A, B\} = AB + BA\) as the anticommutator)
\[ (A_H)_{mn} = \text{Tr}(iH|\nu_m, \nu_n\rangle), \]
\[ (A_{V_c})_{mn} = \sum_k \gamma_k^2 \text{Tr}
\[ \left(V_k|\nu_m, \nu_n\rangle \nu_m, \nu_n\right) - \frac{1}{2} V_k^\dagger V_k|\nu_m, \nu_n\rangle. \]
(5)

Defining \(A = A_H + \sum_k A_{V_c} = \) and a vector \(c\) with
\[ c_m = \frac{1}{N} \sum_k \gamma_k^2 \text{Tr}
\[ \left(V_k|\nu_m, V_k^\dagger|\nu_m\rangle \right), \]
(6)
we can define either an equation for the full state \(r\) that includes the pole at 0 or an equation for the reduced state \(r_1\) that does not include the trivial dynamics of \(\text{Tr}(\rho)\) and hence does not involve the pole at 0.

\[ \dot{r} = AR, \quad \dot{r}_1 = A_{11} r_1 + c, \]

where \(A_{11}\) is a \((N^2 - 1) \times (N^2 - 1)\) matrix containing the first \(N^2 - 1\) rows and columns of \(A\). Both forms equivalently describe the system dynamics and the second is readily solved to find the steady-state solution by setting the left-hand side to zero. One can also go between \(r\) and the density matrix \(\rho\) by inverting the expansion. This is useful because, in what follows, we use the concurrence [15] at steady-state as a performance measure. The concurrence (which, as expected, is nonlinear in the state \(\rho\)) provides a measure of entanglement between two qubits, where \(\tilde{C} = 1\) denotes a fully entangled quantum state (e.g., a Bell state):
\[ \tilde{C}(\rho) = \max (0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4), \]
(7)
where the \(\lambda_k\) are the eigenvalues (ranked from largest to smallest) of the matrix \(R = \sqrt{\rho \rho^*}\), and \(\hat{\rho}\) is given by
\[ \hat{\rho} = (\sigma^{(y)} \sigma^{(y)\dagger}) \rho^* (\sigma^{(y)} \sigma^{(y)\dagger}) \]
(8)
where \(\rho^* = \rho^T\) because \(\rho\) is Hermitian. In addition, we consider the fidelity \(F\) of the steady state \(\rho_{ss}\) with respect to a target state \(\rho_0\). As our bare state (defined in detail in the next subsection) has unit purity (i.e. \(\text{Tr}(\rho_{ss}^2) = 1\)), we define
\[ F(\rho_{ss}) = \text{Tr}(\rho_0 \rho_{ss}), \]
(9)
which, if \(\rho_0\) is known, is linear in the steady state. Note that the purity is bounded between \(1/N \leq \text{Tr}(\rho^2) \leq 1\) for a state with Hilbert space dimension \(N\).
A. Parameter values and units

To illustrate the utility of the various methods considered in this manuscript, we consider the following scenario. Firstly, we will work with the following bare parameters, cf. Eq. (3): $\alpha_1 = \alpha_2 = 1$, $\Delta_1 = -\Delta_2 = 0.1$, and $s_1 = s_2 = 1$, giving a concurrence of $C_{\text{bare}} = 0.995$ for a bare state described by a density matrix $\rho_0$. For systems of superconducting transmon qubits like those described in Ref. [16], these values are typical given that, for each parameter, a unity value corresponds to a frequency of 10 MHz. In these systems, typical values for the $\gamma^{(r)}$ and $\gamma^{(\sigma)}$ are about 0.001, but we will consider here a wider range of decay and decoherence rates in an attempt to find the point at which system entanglement is lost completely, which can inform device design.

Furthermore, we consider the set of structured perturbations $S((\alpha_1, \alpha_2, \Delta_1, \Delta_2, s_1, s_2, \gamma^{(r)}, \gamma^{(\sigma)}, \gamma^{(\phi)})$, similar to those considered in [9] (using the same notation as [9]):

- $S_2 = \{0, 1, 0, 0, 0, 0, 0, 0, 0, 0\}$
- $S_4 = \{0, 0, 0, 1, 0, 0, 0, 0, 0\}$
- $S_5 = \{0, 0, 0, 0, 1, 1, 0, 0, 0\}$
- $S_7 = \{0, 0, 0, 0, 0, 0, 1, 0, 0\}$
- $S_9 = \{0, 0, 0, 0, 0, 0, 0, 0, 1\}$
- $S_{10} = \{0, 0, 0, 0, 1, -1, 0, 0, 0\}$

where the perturbations $S_5$ and $S_{10}$ change the collective coupling in a symmetric and antisymmetric way, respectively. However, due to the nonlinear dependence on the quantum jump operators in Eq. (2), the effects of these perturbations is not strictly additive when considered below and one has to be more careful when considering general perturbations to $s_1$ and $s_2$. We consider only positive perturbations on $S_7$ and $S_9$ since negative decay and decoherence make no sense physically. With the exception of the coupled decay $S_5$ and $S_{10}$, all Hamiltonian perturbations act on qubit 2; the results for perturbations on qubit 1 are identical due to symmetry. In addition, we expect that, for this problem, all perturbations are symmetric about $s = 0$, where $s$ is the perturbation frequency.

Future work on the physics of this system can expand the methodology described here to perturbations on qubit 1 as well as the consideration of simultaneous perturbations on both qubits beyond those considered here.

III. RESULTS

A. Structured perturbations of nonlinear entanglement and stability margin and linear fidelity

In this section, we study structured perturbations of the system defined in Sec. II-A with an eye towards the concurrence as our performance measure. In particular, we consider the system $A_k = A + \delta_k S_k$ for $k = 2, 4, 5, 7, 9, 10$ where $\delta_2 \in [-0.2, 0.2]$, $\delta_4 \in [-1, 1]$, $\delta_5 \in [-1, 1]$, $\delta_7, \delta_9 \in [0, 1]$ to ensure physical constraints (e.g., non-negative decoherence rates) are satisfied.

Before diving into the classical control results, we study how the system purity, concurrence error $E_C = 1 - C$, fidelity error $E_F = 1 - F$, and the classically-inspired stability margin, defined as

$$G = \max_{\lambda_n(A + \delta_k S_k) \neq 0} \lambda_n(A + \delta_k S_k),$$

where $\lambda_n(A + \delta_k S_k)$ are the eigenvalues of $A + \delta_k S_k$, change as we vary the parameters $\alpha_2, \Delta_2,$ and $s_1 + s_2$. The results in Fig. 1(d) and (e) show that, when varying the decoherence and decay rates, there is a clear, traditionally inspired [17], trade-off between the classical stability margin and the concurrence in that lower concurrence implies a higher stability margin, in line with the observation that more decoherence and decay render the system less “quantum”. However, there is also some surprising behavior: one might expect the steady state of the system in the presence of decay to rapidly become trivial with both qubits in their ground state and no phase coherence between them as spontaneous emission is an incoherent process. Likewise, under decoherence, one would expect concurrence to rapidly decay as entanglement depends strongly on coherence between the two qubits. However, substantial concurrence persists in the steady state up to decay rates of $\approx 0.01$, i.e., entanglement can persist even in a system under high degrees of decoherence and decay.

In general, we see that the system is slightly more sensitive to concurrence error than fidelity error. The lack of sensitivity in symmetric perturbation of $s_1 + s_2$ (with $s_1 = s_2$) is expected given that, for $\alpha_1 = \alpha_2 = \alpha$, $\Delta_1 = -\Delta_2$, $s_1 = s_2 = s_c/2$, and $\Delta_1 \ll \alpha$ (as satisfied roughly by our bare parameters), we can approximate $C \approx 2\alpha s_c/(\Delta^2 + 2\alpha^2)$ [10]. This expression is independent of $s_c$, but if $s_c = 0$, the stability margin is zero and the concurrence error is 1 due to the lack of any dissipative coupling (i.e., the system evolution is purely unitary). However, any break in symmetry of the system causes the concurrence to drop rapidly. The concurrence drops off rapidly as a function of $\alpha_2$ compared to perturbations on $\Delta_2$, implying that qubit entanglement is far more sensitive to the Rabi frequency of the drive than to its detuning; such analyses are extremely important when considering what real parameters one should make the effort to properly stabilize in an experimental system. Anomalous behavior arises at $\Delta_2 = \Delta_1$ (i.e. $\delta_4 = -0.2$), where the classical stability margin drops near zero, indicating that at least one pole is moving towards zero. It is, however, impossible here to distinguish whether this is a single pole or whether the system is moving towards unitary behavior. However, where $s_1 = s_2 = 0$ (i.e. $\delta_5 = 1$), the Lindblad term coupling the qubits to the cavity is zero and thus the system evolves without any nonzero quantum jump operators; its evolution is governed only by the quantum Hamiltonian $H$ and thus the system behaves unitarily, although interestingly, it maintains its concurrence up to (but not including) this point. This indicates that, as long as some non-zero coupling is present, the steady-state of the system has high concurrence.

B. Structured perturbation of the error transfer matrix

We now turn to the question of whether we can recover the same physics from classical structured perturbation analysis.
After constructing the Bloch matrix $A$, while considering only the unperturbed Hamiltonian and the lossy dual-qubit coupling term $V_c$, we compute the transfer matrix

$$T_{z,r}(s, \delta) = (sI - A - sS_\delta)^{-1} \delta S_k$$

(11)

from the unperturbed or nominal dynamics $r$ to the error dynamics $z = r_{\delta} - r$ via the perturbed dynamics $r_{\delta}$ as introduced in [9], where $S_k$ is a structured perturbation of strength $\delta$ and $s$ is the Laplace variable. The Bloch matrix and its structured perturbation take the form

$$A = \begin{bmatrix} A_{11} & A_{12} \\ 0 & 0 \end{bmatrix}, \quad S = \begin{bmatrix} S_{11} & S_{12} \\ 0 & 0 \end{bmatrix},$$

(12)

where $A$ has size $N^2 \times N^2$ and $A_{12}$ has size $(N^2 - 1) \times 1$.

$$ (sI - A)^\# := \begin{bmatrix} (sI' - A_{11})^{-1} & 0 \\ 0 & 0 \end{bmatrix}$$

(13)

is the matrix $\#$-inverse of $(sI - A)$ developed for such open quantum systems as in Ref. [9], with $I'$ the $15 \times 15$ identity matrix. It is then readily verified that $\tilde{z}(s) = T_{z,r}(s, \delta) \tilde{r}(s)$ with

$$T_{z,r}(s, \delta) = \begin{bmatrix} \Theta_{11}(s, \delta) \delta S_{11} & \Theta_{11}(s, \delta) \delta S_{12} \\ 0 & 0 \end{bmatrix}$$

(14)

and $\Theta_{11}(s, \delta) = (sI' - A_{11} - \delta S_{11})^{-1}$. The zero eigenvalue associated with the constancy of the trace is removed while, as shown in [9], most of the properties of $\Theta(s, \delta) \delta S$ for $s \neq 0$ are preserved; in particular $\lim_{s \to 0} \Theta(s, \delta) \delta S = T_{z,r}(0, \delta)$. Specifically, this shows that $z_2 \equiv 0$ and

$$\tilde{z}_1(s) = \Theta_{11}(s) \delta S_{11} \tilde{r}_1 + \Theta_{11}(s) \delta S_{12} \tilde{r}_2.$$  

(15)

We can use the transfer function to study the effect of various structured perturbations and observe its behavior as a function of the perturbation strength $\delta$ and frequency $s = j\omega$.

C. The classical transfer function as a bound for the distance between states

To understand how the transfer function relates to a bound for the fidelity, recall that $r$ follows the dynamics of the unperturbed system, $\dot{r} = Ar$ (cf. Eq. (6)) with some initial condition $r(0)$. Taking the Laplace transform gives $s\tilde{r}(s) - r(0) = A\tilde{r}(s)$ and $\tilde{r}(s) = (sI - A)^{-1}r(0)$ if $sI - A$ is invertible. Recalling $T_{z,r}(s, \delta) = (sI - A - sS)^{-1} \delta S$ gives

$$\tilde{z}(s) = T_{z,r}(s, \delta) \tilde{r}(s)$$

$$= (sI - A - sS)^{-1} \delta S (sI - A)^{-1}r(0)$$

$$= [(sI - A - sS)^{-1} - (sI - A)^{-1}]s r(0)$$

where the equality in the third line comes from the matrix inversion lemma (as in Eq. (13) in Ref. [9]). If the transfer function only has poles for $\Re(s) < 0$ or $s = 0$, then the final value theorem applies, and if $A$ and $A + \delta S$ are invertible,

$$\lim_{t \to \infty} z(t) = \lim_{s \to 0} s \tilde{z}(s)$$

$$= \lim_{s \to 0} [-A + (A + \delta S)^{-1} - (sI - A)^{-1}]s r(0) = 0,$$

(16)

i.e., the error asymptotically vanishes.

The situation is more complicated for the systems we are interested in due to the constants of motion. If the state vector $r(t)$ follows the evolution of the unperturbed system then

$$\begin{bmatrix} \dot{r}_1 \\ \dot{r}_2 \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} r_1 \\ r_2 \end{bmatrix},$$

(17)

where $r_2$ are the coordinates that are invariants of motion. Taking the Laplace transform

$$\begin{bmatrix} s\tilde{r}_1 - r_1(0) \\ s\tilde{r}_2 - r_2(0) \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \tilde{r}_1 \\ \tilde{r}_2 \end{bmatrix},$$

(18)
For a generic quantum system, there is usually one constant of motion, the trace of the density operator, and using a standard orthonormal basis, \( \rho_2(0) = 1/N \), \( A_{12}\rho_2(0) = c \) and \( \Theta_{11}(0,0)c \) is the steady-state \( r_{1,ss}(0) \) of the unperturbed system and \( \Theta_{11}(0,\delta)(A_{12} + \delta S_{12})/N \) is the steady-state \( r_{1,ss}(\delta) \) of the perturbed system. In particular, the steady-state depends only on the constants of motion and is independent of \( r_1(0) \), the dynamic part of the initial state.

The distance between the steady states of the perturbed and unperturbed system is bounded by the norm of the transfer function at \( s = 0 \) and \( \lim_{s \to 0} s \hat{F}(s) \). If \( A_{11} \) is invertible then we can infer from Eq. (19) and \( \hat{r}_2(s) = (Ns)^{-1} \) that

\[
\lim_{s \to 0} s \hat{F}(s) = \frac{\left| A_{12}^{-1} A_{12}^2 \right|}{N^2} = d
\]

If both states \( r_{1,ss}(\delta) \) and \( r_{2,ss}(0) \) are pure (which the latter is by definition), then \( |r| = 1 \). This can be related to the fidelity error by noting that the fidelity can be written \( F(\delta) = \left| r_{1,ss}(\delta)^T r_{2,ss}(0) \right| \) and thus

\[
\left| r_{1,ss}(\delta) - r_{2,ss}(0) \right| = \lim_{s \to 0} \left| T_{zz}(s,\delta) s \hat{F}(s) \right| \\
\leq \left| T_{zz}(0,\delta) \right| \| d \|
\]

If all plots the x-axis is on a linear scale, except for (d) and (e) where the x-axis is logarithmic.
we find that concordance is minimal at best and the $|z_1|$ bound is even discordant relative to the concurrence error. Note, however, that for the $S_{10}$ bound, the concurrence is completely flat for all $\delta \neq -1$, and the fidelity similarly shows little change as we scan $\delta$, and, away from a small region around $\delta = 0$, the same is true for $S_{10}$, although the former indicates that the system is completely robust to symmetric variations in $s_1$ and $s_2$ while the latter indicates a strong lack of robustness when this symmetry is broken, representing two very different scenarios. As such, while this bound can be a useful linear parameter that can monitor the nonlinear concurrence, this is not universal, and thus such concordance should be checked before, e.g., using the $|z_1|$ norm as a performance measure in lieu of the concurrence, especially in cases where the concurrence or fidelity is particularly robust to a given perturbation. Thus, the general utility of this method is limited, which serves to further obviate the need for a theory of quantum control that works independently of classical robust control, even if some ideas can be gleaned from classical robust control.

**IV. DISCUSSION AND FUTURE WORK**

The results shown in this manuscript demonstrate three main ideas: (a) When considering an open quantum system, where there is some decoherence, there is a quantum/classical tradeoff in that the classically-inspired stability margin increases as the "quantunness" of the system decreases (due to increased dissipation or dephasing). (b) When considering other structured perturbations (i.e. those not driving deleterious interactions with the environment), one cannot guarantee concordance between their size and the classically-inspired stability margin, especially when considering nonlinear performance indices like the concurrence. (c) Even though rigorous bounds on the fidelity error (but not the concurrence error, due to its nonlinearity) can be derived for pure states, these bounds fail in the case of any state impurity, and they provide little real physical insight.

These statements should be couched, however, in the fact that we consider only one example system, and we make no claim that this is a rigorous proof that such methods would not apply better to other open quantum systems. The purpose of this manuscript is simply to try and glean physical insight from the application of classical control techniques to a given quantum system. Due to the relative lack of success in this area, we would like to highlight the need for a general quantum robust control theory that will allow for the derivation of real, useful bounds outside of the perturbative regime that apply to any general quantum system and do not require techniques like Monte-Carlo sampling, which can be computationally expensive, but are commonplace in the field due to the lack of a sensible alternative.
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