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Background: The scissors mode is a rotational mode of isovector character in deformed nuclei. Together with the isoscalar rotation, it is the prominent collective mode at low excitation energies.

Purpose: We use a simple field theory model to investigate the role of the nucleon spin for the magnetic sum rules associated with the low-lying scissors mode. Special emphasis is put on the coupling of the spin part of the M1 operator to the scissors mode.

Methods: We apply the mean field approximation and random phase approximation (RPA) to a model Hamiltonian based on a simple quadrupole-quadrupole interaction. The effects of the spin-orbit interaction are included in the mean field Hamiltonian. Ward-Takahashi relations are used to derive the M1 sum rules.

Results: The presence of the spin-orbit interaction leads to interference terms in the inverse energy weighted sum rule. It is shown that the low-lying scissors mode, which is generated by the isovector combination of proton and neutron total angular momenta, gives the main contribution to the spectral sum for this case.

Conclusions: The basic concept of the scissors mode as an isovector vibrational rotation remains valid in the presence of the nucleon spin. The inverse energy weighted sum rule, however, receives non-trivial modifications because of interference terms.

PACS numbers: 21.10.Ky,21.10.Re,21.60.Ev

I. INTRODUCTION

The scissors mode, which is a rotational mode of isovector character in deformed nuclei, 1,2 is usually visualized by an out of phase orbital motion of protons against neutrons. This intuitive picture lead to the prediction of the scissors mode both in terms of nucleonic 3 and bosonic 4 degrees of freedom, and has formed the basis of many investigations 5–7. In some respect, the scissors mode can be thought of as an extension of the familiar isoscalar collective rotation 8 to the isovector rotational motion. Indeed, in a recent work 8 we have used a simple field theory model for the collective orbital motion to show how an effective Hamiltonian of the 2-rotor type emerges naturally from the cooperation of the isoscalar (Goldstone) and isovector (scissors) degrees of freedom.

In usual nuclear Hamiltonians, the orbital angular momentum alone is not conserved. A familiar example is the spin-orbit potential, which explicitly breaks the separate spin and orbital symmetries on the level of the mean field Hamiltonian. The explicit breaking of the spin symmetry on the mean field level has important consequences for the properties of nuclear rotational states, and we mention two of them here in more detail: First, if we use the mechanism of spontaneous symmetry breaking to generate a deformed mean field, it is the total angular momentum symmetry which will be restored by the collective rotation of the whole system. That is, the isoscalar Goldstone modes are generated essentially by the total angular momentum $J = J_p + J_n$, and their degrees of freedom will lead to an effective rotational Hamiltonian of the schematic form $J^2/(2I^2)$, where $I^2 = I_p^2 + I_n^2$ is the total moment of inertia. 1 In analogy to the situation found for the pure orbital case 8, 12, we can then anticipate the existence of a mode at low excitation energy, which is generated by the isovector combination of $J_p$ and $J_n$, and which cooperates with the Goldstone mode so as to give a total effective rotational Hamiltonian of the schematic 2-rotor form $J_p^2/(2I_p^2) + J_n^2/(2I_n^2)$. The structure of the Goldstone and scissors modes can therefore be expected to come out similar to the case of the pure orbital motion, but with the orbital angular momenta replaced by the total angular momenta.

Second, the explicit breaking of the spin symmetry on the mean field level leads to new types of correlation functions, because the spin operators ($S_p$ and $S_n$) can generate particle-hole states of finite excitation energy. These new types of non-interacting correlators, which are visualized by the bubble graphs shown by Fig. 2 of the next section with one of the external operators being a spin operator, will obviously modify the sum rules, because

---

1 For a discussion on the connection between Goldstone modes and the emergence of rotational bands in finite systems, see e.g., Ref. 10. Recently, more general and extensive discussions have been presented in the framework of effective field theories 11.
the latter ones can be represented in terms of correlation functions\cite{13,14}. In particular, we will see that the presence of these correlators implies that the spin part of the M1 operator can couple to the low energy scissors modes. This observation is of particular interest, because it is known that there exists a discrepancy between the theoretical and experimental values of the inverse energy weighted M1 sum rule, for which the low energy scissors mode is expected to give the dominant contribution\cite{3,15}.

The purpose of the present paper is to consider a “minimal model” to get analytic insight into the role of the spin for the low energy rotational states in deformed nuclei. By “minimal” we mean that the spin dependence of the nuclear Hamiltonian is taken into account only via the one-body spin-orbit potential, and not via the two-body interactions. Besides simplicity, the reason to restrict ourselves to this “minimal model” is to keep the discussions distinct from the collective spin modes at higher energies, which are known to be strongly modified by interactions of the spin-spin type\cite{16}. In order to concentrate on the important role of the spin-orbit potential, we will also not include the effects of pairing correlations in this paper. The role of spin dependent interactions and pairing correlations for the M1 sum rules will be discussed in a separate work\cite{17}.

In Sect. II we will briefly explain the model and the approximations (mean field approximation and random phase approximation (RPA)). In Sect. III we will explain the constraints which follow from angular momentum conservation, and in Sect. IV we will discuss the M1 sum rules, with a special emphasis on the role of the spin in the inverse energy weighted (IEW) sum rule. Sect. V gives a summary of our results. More formal discussions and derivations are presented in four Appendices.

II. MODEL AND APPROXIMATION SCHEMES

Our model is based on the simple quadrupole-quadrupole (QQ) interaction, which we used in our earlier work\cite{9} to describe the pure orbital collective motion. Because the mean field approximation and RPA for this model are discussed in detail in that paper, we only summarize the main points here.

The one-body part of the Hamiltonian contains a spherical mean field $U_0(x)$, which we will not need to specify, and a spin-orbit interaction of the simplest possible form from (see Eq. (II.3) below). The two-body interaction, which we need to describe the collective rotational states, is of the form

$$V_{QQ} = \sum_{\tau \rho} \frac{\chi_{\tau \rho}}{2} Q_\tau^\dagger Q_\rho,$$

where $\tau$ denotes protons ($p$) and neutrons ($n$), and for the coupling constants we assume $\chi_{pp} = \chi_{nn}$ and $\chi_{pn} = \chi_{np}$.

The quadrupole operator is defined by

$$Q_\tau^K = \int d^3x \psi_\tau^\dagger(x) Q^K(x) \psi_\tau(x),$$

where $Q^K(x) = r^2 Y_{2K}(\hat{x})$. Because the spin-orbit potential breaks the spin symmetry explicitly from the outset, the Hamiltonian is only invariant under rotations generated by the total angular momentum $J = L + S$.

The assumption that the $K = 0$ component of the quadrupole operator has a finite ground-state expectation value

$$Q_\tau^0 = \langle Q^K_\tau \rangle + : Q^K_\tau :$$

leads to spontaneous breaking of the rotational symmetry down to rotations generated by $J^2 = J^0$. The first term in (II.3) expresses a deformed mean field for protons and neutrons, and the dots in the second term denote normal ordering. By requiring self consistency for the strength of the deformed mean fields, one finally arrives at the following form of the Hamiltonian \cite{9}:

$$H = H_{0p} + H_{0n} + C + \sum_{\tau \rho} \frac{\chi_{\tau \rho}}{2} (:: Q^K_\tau : \cdot (:: Q^K_\rho :),$$

where the one-body parts are given by

$$H_{0\tau} = \int d^3x \times \psi_\tau^\dagger(x) \left( \frac{\Delta}{2M} + U_0(x) - \gamma_\tau L \cdot S - \beta_\tau Q_\tau^0(x) \right) \psi_\tau(x),$$

and $C$ is a constant given by

$$C = -\frac{\chi_{pp}}{2} (\langle Q^K_\rho \rangle^2 + \langle Q^K_n \rangle^2) - \chi_{pm} \langle Q^K_\rho \rangle \langle Q^K_n \rangle.$$

The parameters $\gamma_\tau$ in (II.3) represent the strength of the spin-orbit potential. The deformation parameters $\beta_\tau$ obey the self consistency relations

$$\beta_\tau = \varepsilon_\tau - \sum_\lambda \chi_{\tau \lambda} \langle Q^K_\lambda \rangle,$$

where the parameters $\varepsilon_\tau$, which describe the explicit breaking of the rotational symmetry via a term $-\sum_\tau \varepsilon_\tau Q^K_\tau^2$ in the Hamiltonian, are introduced only for technical reasons and will be set to zero in all final results.

The excitation energies and wave functions of the collective states of the system are determined by the poles and the residues of particle-hole T-matrix, which is a solution of the Bethe-Salpeter (BS) equation, or equivalently the RPA equation. Because we are assuming axial symmetry, we can characterize the states by the quantum number $K$, which is the projection of the total angular momentum on the symmetry ($z$) axis. Since we are interested in the isoscalar Goldstone and the isovector
and an integral is taken over the other variables. The total energy in the particle-hole channel (ω) and the positions x, x' are fixed, and an integral is taken over the other variables.

\[
\pi^{WW}_{\tau}(\omega) = i \int \frac{dk_0}{2\pi} \int d^3x \int d^3x' \left[ W^{\tau\dagger}(x',x;k_0+\omega) W^{\tau}(x,x';k_0) \right]
\]

![Graphical representation of the bubble graph Eq. (II.11).](image)

scissors rotational states, we consider the BS equation in the K = 1 channel, which is graphically represented by Fig. 1. Its solution is of the following form:

\[
T_{\tau\rho}(x',x;\omega) \equiv -iQ^1_{\tau}(x') t_{\tau\rho}(\omega) Q^1_{\rho}(x),
\]

where the reduced T-matrix satisfies the equation

\[
t(\omega) = \chi - \chi \pi^{QQ}(\omega) t(\omega)
\]

\[
\Rightarrow t(\omega) = \frac{1}{1 + \chi \pi^{QQ}(\omega)} \chi = \frac{1}{1 + \pi^{QQ}(\omega) \chi},
\]

Here the quantities t_{\tau\rho}, the coupling constants \chi_{\tau\rho} and the reduced T-matrix \pi^{QQ}(\omega) are considered as \(2 \times 2\) matrices in charge space. Having in mind later applications, we define the proton and neutron bubble graphs for arbitrary external tensor operators (K = 1 components \(W^{\tau\dagger}\) and \(W^{\tau}\)) as follows (see Fig. 2):

\[
\pi^{WW}_{\tau}(\omega) = i \int \frac{dk_0}{2\pi} \int d^3x \int d^3x' \left[ W^{\tau\dagger}(x',x;k_0+\omega) W^{\tau}(x,x';k_0) \right]
\]

\[
\chi = \frac{1}{1 + \pi^{QQ}(\omega) \chi},
\]

The full vertex functions \(\Gamma^{\tau}_{\rho}(x)\) for the K = 1 collective states with excitation energy \(\omega_{\alpha i}\) are defined similarly to (II.10) by the residues of the full T-matrix (II.8), and are given in the present model by

\[
\Gamma^{\tau}_{\rho}(x) = Q^1_{\tau}(x) N_{\tau}(\omega_{\alpha i}).
\]

The relation of this BS formalism to the usual RPA is explained in Appendix A, where it is shown that (II.15) is equivalent to the familiar normalization condition for the forward and backward RPA amplitudes.

III. CONSTRAINTS FROM ROTATIONAL SYMMETRY

By definition, a tensor operator \(W^q\) of rank \(k\) with spherical components \(q = -k, \ldots, k\) satisfies the following conditions:

2 In the phase convention used in this paper, the T-symmetry of an operator \(O\) is defined as in Eq. (A.22) of [18] by \(\bar{O}(O) = t_{\alpha i} \langle \alpha | O | i \rangle\), where the time-reversed single particle states \(|\alpha i\rangle\) have the opposite values of \(j_\alpha = j_\alpha - s_\alpha\) but the same energies as \(|\alpha i\rangle\) for the case of axial symmetry. The sign is \(t_{\alpha i} = +1\) for a T-even operator (like the quadrupole operator), and \(t_{\alpha i} = -1\) for a T-odd operator (like the angular momentum operators).
lowing commutations relations with the total angular momentum operators \[^{3}\]
\[ J^{\pm 1} = \pm \frac{1}{\sqrt{2}} (J^x \pm i J^y), \]
\[ J^0 = J^z : \]
\[ [J^{\pm 1}, W^q] = \frac{1}{\sqrt{2}} \sqrt{k(k+1) - q(q \pm 1)} W^{q\pm 1} \quad (III.1) \]
\[ [J^0, W^q] = q W^q. \quad (III.2) \]
The commutator of \( H_0 \), (Eq. (II.5)) with total angular momentum operators then becomes
\[ [H_0, J^{\pm 1}] = \mp \sqrt{3} \beta \omega \beta \omega, \quad [H_0, J^0] = 0, \quad (III.3) \]
and if we consider matrix elements of these identities between non-interacting particle-hole states, we obtain the useful relations
\[ \langle \alpha | J^{\pm 1} | \beta \rangle = \mp \sqrt{3} \beta \omega \beta \omega \langle \alpha | Q^{\pm 1} | \beta \rangle, \quad \langle \alpha | J^0 | \beta \rangle = 0. \quad (III.4) \]
Here \((\alpha i) \in \tau\), and the above relations hold for non-degenerate particle-hole states (\(\omega_{\alpha i} \neq 0\)). Let us note here two applications of the relations (III.4): First, consider the bubble graph (II.11) for the case where \(W' = Q\) is the quadrupole operator which is \(T\)-even, and another operator which is \(T\)-odd, for example one of the angular momentum operators \(R \equiv L, S, J\). Eq. (III.4) for \(K = 1\) then leads to the relation
\[ \pi^{QR}_\tau(\omega) = -\frac{\omega}{\sqrt{3}} \beta \omega \beta \omega \pi^{JR}_\tau(\omega). \quad (III.5) \]
Second, the derivative of the \(QQ\) bubble graph (II.16) at \(\omega = 0\) can be expressed in terms of the \(JJ\) bubble graph as follows:
\[ \pi^{Q \prime Q}_\tau(0) = \frac{2}{3\beta^2} \sum_{(\alpha i) \in \tau} \frac{|\langle \alpha | J^{\prime}_1 | i \rangle|^2}{\omega_{\alpha i}} = \frac{1}{3\beta^2} \pi^{J \prime J}_\tau(0). \quad (III.6) \]
The quantities \(\pi^{J \prime J}_\tau(0)\) are actually the moments of inertia of protons or neutrons, according to the familiar Ingls formula [20], expressed in terms of the total angular momentum operators:
\[ I^{\prime}_\tau \equiv \pi^{J \prime J}_\tau(0) = 2 \sum_{(\alpha i) \in \tau} \frac{|\langle \alpha | J^{\prime}_1 | i \rangle|^2}{\omega_{\alpha i}} \quad (III.7) \]
\[ I^J \equiv I^J_\rho + I^J_\delta. \quad (III.8) \]
Here \(I^J\) is the total moment of inertia.

Next let us discuss the Ward-Takahashi identities [21] for the full \(K = 1\) correlation functions, which follow from angular momentum conservation. We consider the time derivative of the 2-point function \((0|T \{W^{J1}(t') J^1(t)\}|0)\) with one arbitrary tensor operator \(W^{J1}(t')\) of rank \(k\) and the total angular momentum operator \(J^1(t) = J^+_1(t) + J^-_1(t)\). Using the Heisenberg equation of motion
\[ \frac{\partial J^1}{\partial t} = \frac{\partial J^1}{\partial t} = -i \sqrt{3} \sum_\tau \varepsilon_\tau Q^1_\tau, \quad (III.9) \]
and the equal time commutator \([J^1(t), W^{J1}(t')]\) from (III.1), and performing a Fourier transformation \((t' - t) \rightarrow \omega\), we obtain the Ward-Takahashi identity
\[ \sum_\lambda \omega \Pi^{WJ}_\tau(\omega) = -\sqrt{3} \sum_\lambda \Pi^{WQ}_\tau(\omega)\varepsilon_\lambda + \sqrt{\frac{k(k+1)}{2}} (W^0_\tau). \quad (III.10) \]
Here we defined the exact 2-point functions for arbitrary tensor operators \(W'\) and \(W\) by
\[ \langle 0|T \{W^{J1}(t') W^{J1}_\lambda(t)\}|0 \rangle \equiv -i \Pi^{WJ}_\tau(\omega) = -i \int d\omega e^{-i\omega(t'-t)} \Pi^{WJ}_\tau(W). \quad (III.11) \]
To visualize these correlators in our chain approximation (RPA), we represent them graphically in Fig.3, which translates into the following expressions in terms of the reduced particle-hole t-matrix of Eq. (II.9):
\[ \Pi^{WJ}_\tau(\omega) = \delta_{\lambda \tau} \pi^{WJ}_\tau(\omega) - \sum_\rho \pi^{WQ}_\tau(\omega) \chi_{\tau \rho} \rho^{WQ}_\lambda(\omega) \quad (III.12) \]
\[ = \delta_{\lambda \tau} \pi^{WJ}_\tau(\omega) - \pi^{WQ}_\tau(\omega) t_{\tau \lambda}(\omega) \pi^{WJ}_\rho(\omega). \quad (III.13) \]
For later reference, we also note that the spectral representation of the exact correlators is given in analogy to Eq. (III.11) for the non-interacting ones by
\[ \Pi^{WJ}_\tau(\omega) = \delta_{\lambda \tau} \pi^{WJ}_\tau(\omega) = \sum_\rho \pi^{WQ}_\tau(\omega) \chi_{\tau \rho} \rho^{WJ}_\lambda(\omega) \quad (III.14) \]
where \(\Omega_\rho\) are the exact excitation energies of the \(K = 1\) eigenstates \(|\rho\rangle\) of the Hamiltonian \(H\), and \(\Omega_\lambda\) is defined.

---

3 In this paper, we use the definitions \(V^{\pm 1} = (V^x \pm i V^y)/\sqrt{2}\), \(V^0 = V^z\) for all vector operators \(V\), including the case of the angular momentum operators \((V = L, S, J)\). Therefore the sign of the \(q = 1\) component of the angular momentum operators is opposite to Ref. [19] or [3].
as in Eq. (II.11) by \( \Omega = \Omega_n \) (if \( t_{W'} = t_W \)) and \( \Omega = \omega \) (if \( t_{W'} = -t_W \)).

Returning to the Ward-Takahashi relation (III.10), there are two important limits, namely the “Goldstone limit” (\( \omega \to 0 \) for finite \( \varepsilon_\lambda \)), and the “exact symmetry limit” (\( \varepsilon_\lambda \to 0 \) for finite \( \omega \)). In the Goldstone limit we have

\[
\sum_\lambda \Pi_{\tau \lambda}^{WQ}(0) \varepsilon_\lambda = \sqrt{\frac{k(k+1)}{6}}(W_\tau^0), \tag{III.15}
\]

while in the exact symmetry limit we have

\[
\omega \sum_\lambda \Pi_{\tau \lambda}^{WJ}(\omega) = \sqrt{\frac{k(k+1)}{2}}(W_\tau^0). \tag{III.16}
\]

Each of these limits has important implications. Consider first the Goldstone limit (III.15) for the case where \( W \) is \( T \)-odd. We know from the spectral representation Eq. (II.14) that the l.h.s. of (III.15) then vanishes, which implies that the ground state expectation value of the \( K = 0 \) component of any \( T \)-odd tensor operator is zero: 
\( \langle W_\tau^0 \rangle = 0 \) if \( t_W = -1 \). Using this result in the exact symmetry limit (III.16), we obtain the constraint

\[
\sum_\lambda \Pi_{\tau \lambda}^{WJ}(\omega) = 0 \quad (\varepsilon_\lambda = 0, \; t_W = -1, \; k > 0). \tag{III.17}
\]

Later, in connection with the M1 sum rules, we will verify Eq. (III.17) explicitly for the case where \( W \) is an angular momentum operator and \( \omega = 0 \).

The relation (III.17) holds if the tensor operator \( W \) is \( T \)-odd. If \( W \) is \( T \)-even and its \( K = 0 \) component has a non-vanishing ground state expectation value, the rotational symmetry is spontaneously broken, and \( \sum_\lambda \Pi_{\tau \lambda}^{WJ}(\omega) \) is nonzero. The spectral representation (III.14) shows that only the Goldstone mode (\( \Omega_0 = 0 \)) contributes here, because the total angular momentum \( J = \sum_\lambda J_\lambda \) cannot give rise to finite energy excitations because of \( [H, J] = 0 \). Then it follows from the spectral representation (III.14) that for this case \( \sum_\lambda \Pi_{\tau \lambda}^{WJ}(\omega) = \frac{\Delta}{\omega} \), where \( K \) is a constant, in agreement with (III.16).

The Goldstone limit (III.15) for the case \( W = Q \) can be used to confirm the existence of 2 independent Goldstone modes, corresponding to the 2 broken generators \( J^x \) and \( J^y \), and to determine the vertex functions of those modes. The arguments are very similar to those given in Ref. 3, and we briefly summarize the main points here. First, to show the existence of the Goldstone modes, we note that the Dyson equation (III.12) for the case \( W' = W = Q \) takes the matrix form (1 + \( \pi^{QQ}(\omega) \chi \)) \( \Pi^{QQ}(\omega) = \pi^{QQ}(\omega) \).

Multiplying then (III.15) for \( W = Q \) from left by \((1 + \pi^{QQ}(\omega)\chi)\) we obtain

\[
\pi^{QQ}(0)(\beta + \chi(Q^0)) = (1 + \pi^{QQ}(0)\chi)(Q^0),
\]

where we used the self consistency relation (II.17) to eliminate \( \varepsilon \). (In this notation, \( \beta \) and \( Q^0 \) are considered as vectors in charge space.) We then obtain the identity

\[
\pi^{QQ}(0)\beta = \langle Q^0 \rangle, \tag{III.18}
\]

by which the self consistency relation (II.17) can be rewritten as

\[
\beta = \varepsilon - \sum_\lambda \left( \chi_\tau \lambda \pi^{QQ}(0) \right) \beta_\lambda. \tag{III.19}
\]

In the limit of exact rotational symmetry (\( \varepsilon_\tau = 0 \)), this equation leads to the condition \( \text{Det} (1 + \chi \pi^{QQ}(0)) = 0 \) for a nontrivial solution. Comparing this with the pole equation (II.12), we see that in the limit of exact rotational symmetry the self consistency relation guarantees the existence of a Goldstone pole (\( \omega_0 = 0 \)) in the \( K = 1 \) channel. A similar argument holds for the case \( K = -1 \), which completes the proof for the existence of 2 Goldstone modes. The reduced T-matrix (II.13) therefore behaves in the exact symmetry limit (\( \varepsilon_\lambda = 0 \)) as follows:

\[
t_{\tau \rho}(\omega) = \frac{N_\tau(0)N_\rho(0)}{\omega^2 + i\delta} + \text{(terms regular for } \omega \to 0\text{)}.
\]

(III.20)

Second, to determine the vertex functions of the Goldstone modes, we note that a comparison of the homogeneous BS equation (II.14) with (III.19) in the limit of exact symmetry (\( \varepsilon_\lambda = 0 \)) allows to specify the charge dependence of the Goldstone vertex functions as

\[
N_\tau(0) = N_\beta_\tau, \tag{III.21}
\]

where the charge independent constant \( N \) is determined from the normalization condition (II.15) as

\[
N = \left( \sum_\tau \beta_\tau^2 \pi^{QQ}(0) \right)^{-\frac{1}{2}} = \sqrt{\frac{3}{J}}, \tag{III.22}
\]

where we used the relations (II.10) - (II.18). The form of the reduced and full \( K = 1 \) Goldstone vertex functions
The vertex function for the $K = -1$ Goldstone mode is obtained from (III.24) by replacing $Q^1 \rightarrow Q^{-1}$.

Next we turn to the exact symmetry limit (III.16) for the case $W = Q$. Since for the case of spontaneously broken symmetry the r.h.s. of this relation is a non-zero constant, we obtain in the limit $\omega \rightarrow \omega_n$, where $\omega_n \neq 0$ is one of the nonzero solutions of the eigenvalue equation,

$$\lim_{\omega^2 \rightarrow \omega_n^2} (\omega^2 - \omega_n^2) \sum_\lambda \Pi^{QJ}_\lambda(\omega) = 0 \quad (\omega_n \neq 0).$$

(III.25)

Inserting here the RPA form (III.13) and using the pole behavior of the reduced T-matrix (II.13), we obtain

$$\sum_\lambda N^{(0)}_\lambda(\omega_n) \Pi^{QJ}_\lambda(\omega_n) = 0 \quad (\omega_n \neq 0).$$

(III.26)

The physical meaning of this relation is that the total angular momentum operator $J = J_p + J_n$ cannot cause transitions from the ground state to a state with finite excitation energy. This follows easily from (III.26) by noting that the transition matrix element of the $K = 1$ component of any tensor operator $W^1_\tau$ from the ground state to an excited state is given by (see Fig.4)

$$\langle \omega_n, K = 1|W^1_\tau|0 \rangle = \frac{1}{\sqrt{2\omega_n}} N^{(0)}_\tau(\omega_n) \Pi^{QW}_\tau(\omega_n).$$

(III.27)

For the case $W = J$ we obtain the physical interpretation of the relation (III.26) as explained above.

In Appendix A, the creation and annihilation operators for the Goldstone modes and the resulting isoscalar part of the effective rotational Hamiltonian are presented. In particular, it is shown that the total angular momentum operator determines the form of the creation and annihilation operators for the zero modes and the effective rotational Hamiltonian. In Appendix B, a simple analytic approximation, which takes into account only the isoscalar zero modes and the isovector low energy modes, is used to present a similar discussion for the isovector scissors mode. In particular, it is shown that the isovector combination of $J_p$ and $J_n$ determines the form of the rotational part of the creation and annihilation operators and the effective rotational Hamiltonian. By adding the contributions from the Goldstone and scissors degrees of freedom, we derive an effective Hamiltonian of the 2-rotor form.

\section{IV. M1 SUM RULES}

In this Section we wish to discuss the inverse energy weighted (IEW) and energy weighted (EW) magnetic sum rules as they emerge in the simple framework discussed in the previous Sections. Our main interest is to see how the presence of the spin part of the M1 operator changes the sum rules, and to gain some intuitive understanding of the results.

We express the $K = 1$ component of the M1 operator in the form

$$M^1 = \sum_\tau (g_\tau L^1_\tau + g_\tau S^1_\tau) \equiv \sum_\tau (g_\tau J^1_\tau + h_\tau S^1_\tau),$$

(IV.1)

where the values of the free proton and neutron g-factors are $g_{p}^{\text{free}} = 1$, $g_{n}^{\text{free}} = 0$, $g_{p}^{\text{free}} = 5.58$, $g_{n}^{\text{free}} = -3.82$. In the second equality of (IV.1) we used $L^1_\tau = J^1_\tau - S^1_\tau$, and defined

$$g_\tau \equiv g_\tau^p, \quad h_\tau = g_\tau^p - g_\tau^n.$$

(IV.2)

The free nucleon values of $h_\tau$ are therefore $h_{p}^{\text{free}} = 4.58$ and $h_{n}^{\text{free}} = -3.82$. We remark that in principle the g-factors appearing in (IV.1) should be regarded as effective ones, which include short range processes (tensor correlations, meson exchange currents, etc), which are not taken into account by the RPA-type correlations.

To derive the sum rules, we follow Ref.\cite{9} and consider the following 2-point function with external M1 operators:

$$\Pi^{MM}(\omega) = i \int \! d\tau e^{i\omega\tau} \langle 0|T \{M^1(t') M^1(t)\} |0 \rangle,$$

$$= -2 \sum_n |\langle n|M^1|0 \rangle|^2 \omega \frac{\Omega_n}{\omega^2 - \Omega_n^2 + i\delta},$$

(IV.3)

where $\tau = t' - t$, and we used the notations of Eq. (III.14). The IEW and EW sum rules can then be expressed as

\footnote{In Appendix A, we also take the chance to correct some formal inaccuracies which occurred in Ref.\cite{4} in connection with the Goldstone limit $\omega_n \rightarrow 0$.}
follows\cite{13}:

\[ S_{\text{IEW}} = \sum_{n>0} \frac{|\langle n|M^1|0\rangle|^2}{\Omega_n} = \lim_{\omega \to 0} \Pi^{MM}(\omega), \quad (IV.4) \]

\[ S_{\text{EW}} = \sum_{n>0} |\langle n|M^1|0\rangle|^2 \Omega_n = - \lim_{\omega \to \infty} \omega^2 \Pi^{MM}(\omega). \quad (IV.5) \]

The quantity \( \Pi^{MM}(\omega) \) of (IV.3) is related to the correlators \( \Pi_{\tau\lambda}^{RR}(\omega) \) of (III.11) by

\[ \Pi^{MM}(\omega) = \sum_{\tau\lambda} \left( g_{\tau} \Pi_{\tau\lambda}^{JJ}(\omega) + g_{\tau} \Pi_{\tau\lambda}^{SS}(\omega) h_{\lambda} \right) + h_{\tau} \Pi_{\tau\lambda}^{J}(\omega) g_{\lambda} + h_{\tau} \Pi_{\tau\lambda}^{S}(\omega) h_{\lambda}, \quad (IV.6) \]

and therefore the calculation of M1 sum rules reduces to the calculation of the correlators \( \Pi_{\tau\lambda}^{RR}(\omega) \) in the limits indicated by Eq. (IV.3) and (IV.5), where \( R \) or \( R' \) denotes \( J \) or \( S \). In our simple RPA framework, those correlators are given by (III.13), i.e.,

\[ \Pi_{\tau\lambda}^{RR}(\omega) = \delta_{\tau\lambda} \pi_{\tau}^{RR}(\omega) - \pi_{\tau}^{RQ}(\omega) t_{\tau}(\omega) \pi_{\lambda}^{QR}(\omega). \quad (IV.7) \]

### A. Inverse energy weighted sum rule

For the IEW sum rule, we need the correlator (IV.7) for \( \omega = 0 \). Because of the relation (III.5), the bubble graphs in the second term on the r.h.s. of (IV.7) bring in a factor \( \omega^2 \), and therefore only the singular term in the reduced T-matrix of Eq. (III.20) contributes. Using the relation (III.23), we obtain the very simple result

\[ \Pi_{\tau\lambda}^{RR}(0) = \delta_{\tau\lambda} \pi_{\tau}^{RR}(0) - \pi_{\tau}^{RQ}(0) t_{\tau}(0) \pi_{\lambda}^{QR}(0). \quad (IV.8) \]

By taking \( R' \) or \( R \) equal to \( J \) in this expression, and using the definition of the moments of inertia as given by Eq. (III.7) and (III.8), it is then evident that

\[ \sum_{\lambda} \Pi_{\tau\lambda}^{RJ}(0) = \sum_{\tau} \Pi_{\tau\lambda}^{JR}(0) = 0. \quad (IV.9) \]

This is a special case of the condition (III.17) for \( \omega = 0 \), which follows from angular momentum conservation. The relation (IV.9) implies that only the isovector combination of the \( J_p \) and \( J_n \) contributes. It is therefore useful to split the orbital \( g \)-factors into isoscalar and isovector parts according to

\[ g_{\tau} = g_0 + t_{\tau} g_1, \quad (IV.10) \]

where \( t_p = 1 \) and \( t_n = -1 \). The factors \( g_0 \) and \( g_1 \) are the isoscalar and isovector orbital \( g \)-factors, with the free nucleon values given by \( g_0^{\text{free}} = g_1^{\text{free}} = 0.5 \). Because of (IV.9), we can effectively replace \( g_{\tau} \to t_{\tau} g_1 \) in the correlator (IV.6) for \( \omega = 0 \). On the other hand, the terms involving the spin operators give both isoscalar and isovector contributions, and the result does not simplify by splitting \( h_{\tau} \) into isoscalar and isovector pieces like in (IV.10). We therefore express the final result by using the factors \( g_1, h_p, h_n \) in the following way (see Appendix D):

\[ S_{\text{IEW}} = \frac{4 I_p J_p}{I_J} g_1 \left( g_1 + h_p \frac{I_p}{I_J} - h_n \frac{I_n}{I_J} \right) \quad (IV.11) \]

\[ + h_p^2 I_p + h_n^2 I_n - \frac{h_p I_p + h_n I_n}{I_J}. \quad (IV.12) \]

The term \( \propto g_1^2 \) in (IV.11) is the familiar scissors IEW sum rule \cite{12}. In order to express the contributions from the spin part of the M1 operator, we defined the spin and mixed moments of inertia (\( I^S_\tau \) and \( I^M_\tau \)) as follows:

\[ I^S_\tau \equiv \pi^SS_\tau(0) = 2 \sum_{\langle \alpha \beta \rangle \in \tau} |\langle \alpha | S^I_{\tau} | \beta \rangle|^2 \omega_{\alpha\beta} \quad (IV.13) \]

\[ I^M_\tau \equiv \pi^JS_\tau(0) = 2 \sum_{\langle \alpha \beta \rangle \in \tau} \langle \alpha | J^I_{\tau} \rangle^2 \langle \alpha | S^I_{\tau} | \beta \rangle \frac{1}{\omega_{\alpha\beta}} \quad (IV.14) \]

\[ = \pi^{LS}_{\tau}(0) + \pi^{SS}_{\tau}(0), \quad (IV.15) \]

and \( I^M_\tau \) in (IV.11) means the real part \( \Re \) of \( I^M_\tau \).

In Appendix B we show that the contribution (IV.11), which arises from the terms \( J_J, J_S \) and \( J_J \) in the correlator (IV.6), can be reproduced in a simple analytic approximation which takes into account only the low energy scissors mode, in addition to the Goldstone mode. This makes it plausible that the contribution (IV.11) arises mainly from the low energy scissors mode in the spectral sum (IV.3). The term (IV.12), on the other hand, cannot be reproduced in this way. In fact, because this term arises from the \( SS \) term in the M1 correlator (IV.6), it will be modified by spin dependent interactions, and cannot be reliably discussed within our “minimal model”. Nevertheless, it is worth while to point out that the \( QQ \)-type interaction, which leads to the last term of (IV.12) in the RPA, gives a negative contribution to the spin-spin part of the IEW sum rule, that is, the spin part of the sum rule is smaller than the naive (non-interacting) part, which is given by the first two terms in (IV.12).

If the spin-orbit interaction is assumed to be zero, all spin correction terms in (IV.11), and also all terms

\[ ^{6} \text{The phase conventions used in this paper are the same as in Ref.} \cite{8}, \text{and } I^p_\tau \text{ is actually real. Formally this is seen by noting that the expansion coefficients of deformed states in terms of spherical states (see Eq.} \text{(C.1)} \text{are real, and matrix elements of the spherical components of angular momentum operators between the spherical states are also real.} \]

\[ ^{7} \text{The sum of the 3 terms in (IV.12) is of course positive, because it corresponds to the sum rule (IV.3) with } M^1 \text{ replaced by } \sum h_{\tau} S^I_{\tau}. \]
in \([V.12]\), vanish. This is easily seen because in this case the relation \([H_0, S_i^1] = 0\) is satisfied, which implies \(\langle \alpha | S_i^1 | i \rangle = 0\) for \(\omega_{\alpha i} > 0\). That is, if \(S_i^1\) commutes with the mean field Hamiltonian, it cannot cause particle-hole excitations with finite excitation energy. The spectral representation \([V.11]\) then indicates that \(\pi^{R^\nu}_i S^i(\omega) = 0\), where \(R^\nu = J^\nu\) or \(S^\nu\). Therefore, if the spin-orbit interaction is set to zero, the IEW sum rule reduces to the pure orbital result\(^8\), as expected. We also remark that, for the case of spherical symmetry, all terms except the pure spin terms (the first 2 terms in \([V.12]\)) vanish, because in this case the relation \([H_0, J^\nu_\tau] = 0\) is satisfied, and a similar argument as given above implies that all bubble graphs which involve at least one operator \(J^\nu_\tau\) vanish. In particular, the mixed moments of inertia, which are responsible for the spin correction terms in \([V.11]\), vanish in the limit of spherical symmetry.

From the above discussions it is clear that the correction terms in \([V.11]\), which mainly arise from the coupling of the external spin operator to the scissors mode, are non-zero only in the case of finite spin-orbit interaction and finite deformation. This is also clear from the basic formulae for the matrix elements of the orbital and spin angular momentum operators between deformed single particle states, which are collected in Appendix C. The sign of the mixed polarization \(I^M_{\tau \lambda}\) is, however, a delicate matter, because it depends on the quantum numbers of the valence nucleon states, the degree of deformation, and also further model assumptions on the mean field Hamiltonian. If the sign of \(I^M_{\tau \lambda}\) turns out to be negative, the spin correction terms in \([V.11]\) will decrease the value of \(S_{\text{IEW}}\), which would help to explain the discrepancy between the theoretical and experimental values. In order to see the sign and the size of the correction terms, a numerical analysis in a Nilsson-type approach\(^9\) is necessary, which, however, goes beyond the purpose of the analytical approach pursued in this paper.

B. Energy weighted sum rule

The evaluation of the EW sum rule \([IV.3]\) is again based on the expressions \([IV.6]\) and \([IV.7]\) for the correlators. Because now we have to consider the limit \(\omega \to \infty\), the \(T\)-matrix \(t_{\tau \lambda}\) in the RPA correlators \([IV.7]\) reduces to the 4-Fermi coupling constant \(\chi_{\tau \lambda}\), as is clear from the expression \([III.9]\). By using the expression \([III.11]\) for the bubble graphs, we obtain

\[
\lim_{\omega \to \infty} \omega^2 \Pi^{R^\nu}_\tau S^i(\omega) = 2 \delta_{\tau \lambda} \sum_{\alpha \in \tau} \langle \alpha | R^\nu_0 | i \rangle \langle \alpha | R^\nu_0 | i \rangle \omega_{\alpha i}
\]

\[
+ 4 \sum_{\alpha \in \tau} \sum_{\alpha' \in \lambda} \langle \alpha | R^\nu_0 | i \rangle \langle \alpha | Q^\nu_0 | i \rangle \chi_{\tau \lambda} \langle \alpha' | Q^\nu_0 | i \rangle \langle \alpha' | R^\nu_0 | i \rangle ,
\]

where \(R\) (or \(R^\nu\)) denotes either \(J\) or \(S\). For the case \(R^\nu = R = J\), one can use the relation \([III.4]\) to replace the operators \(J_\tau\) by the quadrupole operators \(Q_\tau\), and make use of the self consistency relation \([II.7]\) to obtain the result derived in Ref.\(^9\). A similar calculation is possible also for the case where \(R\) (or \(R^\nu\)) is the spin operator \(S\). The derivation is explained in Appendix D, which in particular shows that there are no crossing terms between \(J\) and \(S\) in the EW sum rule, i.e.,

\[
\lim_{\omega \to \infty} \omega^2 \Pi^{JS}_\tau S^i(\omega) = 0 .
\]

The final result becomes

\[
S_{\text{EW}} = -12 g_1^3 \langle Q^0_\mu \rangle \chi_{\mu n} \langle Q^0_n \rangle + \frac{2}{3} \sum_{\tau} \hbar^2 \gamma_\tau (L_\tau \cdot S_\tau) .
\]

Here \(\gamma_\tau\) is the strength of the spin-orbit interaction, see Eq.\([II.5]\).

The second term in \([IV.19]\), which comes from the spin part of the M1 operator, is positive because \((L_\tau \cdot S_\tau) > 0\). (A formal argument for this is given in Appendix D.) However, as we noted already in connection with the IEW sum rule, spin dependent interactions will give additional contributions to the \(S - S\) correlator, which will modify the result \([IV.19]\). Unlike the case of the IEW sum rule, there is no spin effect in the EW sum rule which reflects the excitation of the low energy scissors mode.

V. SUMMARY

In this paper we used a simple field theory model for nucleons to get analytic insight into the role of the spin for low energy nuclear rotational states. Our starting point was a nuclear Hamiltonian which explicitly breaks the separate spin and orbital symmetries due to the presence of the spin-orbit potential from the outset, and we used the mechanism of spontaneous symmetry breaking to generate a deformed mean field. The residual interaction, for which we used a simple \(QQ\) interaction, was taken into account in the framework of the RPA. Our main focus was on the inverse energy weighted (IEW) magnetic sum rule, for which we found that the spin part of the M1 operator gives nonzero contributions, even in the absence of spin dependent residual interactions. We
argued that the spin-orbit potential gives rise to new non-interacting polarizations $\pi R^R$, where one of the operators $R^R$, $R$ is a spin operator. In particular, the polarizations $\pi^{JS}$ modify that part of the IEW sum rule which arises mainly from the excitation of the low energy scissors mode. In order to assess the effect of those spin corrections quantitatively, however, a numerical approach is necessary.

By using a simple analytic approximation, we also confirmed that the structures of the isoscalar Goldstone and isovector scissors modes, and of the resulting effective rotational Hamiltonian, are similar to the case of the pure orbital description, if one replaces the orbital angular momenta by the total angular momenta.

Finally we wish to address the question whether it is possible to construct models where the pure orbital nature of the low energy scissors mode is maintained. This is indeed possible if one starts from a Hamiltonian which conserves the orbital and spin symmetries separately, and generates the spin-orbit interaction by the mechanism of spontaneous symmetry breaking. The order parameter which describes this breaking is the ground state expectation value $(L \cdot S)$, and the three associated Goldstone bosons are represented by $L \times S$. If combined with the pattern of dynamical symmetry breaking used in the present paper, the associated 5 isoscalar Goldstone degrees of freedom lead to separate orbital and spin rotational bands, and for each there exists an isovector counterpart at low excitation energy $\langle \omega \rangle$.

We plan to present such an approach in a separate paper $[26]$. In order to establish the connection of the BS formalism used in the main text to the more conventional RPA formalism $[18,27]$, we return to the expression (III.27) for the transition matrix element of a tensor operator $W_{\tau}^1$ and insert the spectral representation of the correlator $\pi_{\tau}^{QW}$ in the form

$$
\pi_{\tau}^{QW}(\omega) = -\sum_{(\alpha i) \in \tau} \left[ \frac{\langle \alpha | W^1 | i \rangle \langle i | Q^1 | \alpha \rangle^*}{\omega - \omega_{\alpha i} + i\delta} - \frac{\langle i | W^1 | \alpha \rangle \langle \alpha | Q^1 | i \rangle^*}{\omega + \omega_{\alpha i} - i\delta} \right].
$$

(A.2)

By using the $T$-symmetry relation (A.3) for the second term in (A.2) to combine it with the first one, it is easy to see that this relation is the same as (III.11) of the main text. Using (A.2), the transition matrix element (III.27) then takes the form

$$
\langle \omega_n, K = 1 | W_{\tau}^1 | 0 \rangle = \sum_{(\alpha i) \in \tau} \left[ (Y_\tau^*)_{\alpha i} (\omega_n) (W_{\tau}^1)_{\alpha i} + (Z_\tau^*)_{\alpha i} (\omega_n) (W_{\tau}^1)_{i\alpha} \right].
$$

(A.3)

We used the notation $(A)_{\alpha i} = \langle \alpha | A | i \rangle$ for the particle-hole matrix elements of an operator $A$, and defined the $K = 1$ components of the RPA amplitudes by

$$
(Y_\tau)_{\alpha i} (\omega_n) = \frac{-1}{\sqrt{2\omega_n}} \frac{N_\tau(\omega_n)}{\omega_n - \omega_{\alpha i} + i\delta} (Q_{\tau}^1)_{\alpha i},
$$

(A.4)

$$
(Z_\tau)_{\alpha i} (\omega_n) = \frac{1}{\sqrt{2\omega_n}} \frac{N_\tau(\omega_n)}{\omega_n + \omega_{\alpha i} - i\delta} (Q_{\tau}^1)_{i\alpha}.
$$

(A.5)

In the conventional RPA formalism, the states $|\omega_n, K = 1\rangle$ are then expressed by

$$
|\omega_n, K = 1\rangle = O^\dagger(\omega_n, K = 1) | 0 \rangle,
$$

(A.6)

where $O = \sum_\tau O_\tau^\dagger$ with

$$
O_\tau^\dagger(\omega_n, K = 1) = \sum_{\alpha i} \left[ (Y_\tau)_{\alpha i} (\omega_n) B_{\alpha i}^\dagger + (Z_\tau)_{\alpha i} (\omega_n) B_{i\alpha}^\dagger \right].
$$

(A.7)

Here we introduced the creation and annihilation operators for a particle-hole pair by

$$
B_{\alpha i}^\dagger = a_{\alpha}^\dagger a_i, \quad B_{i\alpha} = a_i^\dagger a_{\alpha}.
$$

(A.8)

The RPA consists in

$$
B_{\alpha i}, B_{i\beta}^\dagger \equiv \delta_{\alpha\beta} \delta_{ij},
$$

(A.9)

while the commutators of two creation (or two annihilation) operators vanish. If we also expand the external operator $W_{\tau}^1$ in terms of the creation and annihilation operators as

$$
W_{\tau}^1 = \sum_{(\alpha i) \in \tau} \left[ (W^1)_{\alpha i} B_{\alpha i}^\dagger + (W^1)_{i\alpha} B_{i\alpha}^\dagger \right].
$$

(A.10)
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\textbf{Appendix A: Creation operators for the Goldstone modes and isoscalar effective rotational Hamiltonian}

We first recall that the $T$-symmetry relation for the particle-hole matrix elements of any operator $A$ is given by (see footnote 1 of Sect. II)

$$
\langle \tau | A | \pi \rangle = t_A (\alpha | A | i),
$$

(A.1)

where the time-reversed single particle states $(\pi | i)$ have the opposite values of $j_\tau$ but the same energies as $(\alpha i)$ for the case of axial symmetry, and $t_A = \pm 1$. For the case of the $T$-even quadrupole operator we have $t_Q = +1$.

$^9$ A condensate of the above kind in the particle-particle channel $(^3P_0$ condensate) has been used for the description of superfluid Helium 3 in the B phase $[24]$. The spin rotational bands mentioned above might be connected to the so called magnetic rotational bands observed in weakly deformed nuclei $[23]$. 
and require the RPA (A.9), it is easy to check that
\[
\langle \omega_n, K = 1|W^1_T|0 \rangle = \langle 0|O_\tau(\omega_n, K = 1), W^2_T|0 \rangle
\]
gives the same result as (A.3).

By using the forms (A.4) and (A.5) and the T-symmetry relation (A.1), it is also easy to confirm the familiar normalization relation for the RPA amplitudes:
\[
\sum_\tau \sum_\alpha (|Y_\tau(\omega_n)|^2 - |Z_\tau(\omega_n)|^2) = \sum_\tau N^2(\omega_n)P_{QQ}(\omega_n) = 1, \tag{A.12}
\]
where the derivatives of the QQ bubble graphs were given in (II.16), and in the last step of (A.12) we used the condition (II.14) of the main text.

In the rest of this Appendix, we concentrate on the case of the \( K = ±1 \) Goldstone modes \( (n = 0) \), where the limit \( \omega_0 \to 0 \) needs special care. We first wish to confirm that our method gives creation and annihilation operators for those modes, which are independent of each other and satisfy the correct boson commutation relations. By using the relation (II.23) in the expressions (A.4) and (A.5) of the RPA amplitudes, and the form (II.23) of the normalization factors, we obtain the following expressions up to the order \( \sqrt{\omega_0} \):
\[
Y_\tau(\omega_0) = \frac{1}{\sqrt{2\omega_0I^T}} \left( 1 + \frac{\omega_0}{\omega_{\alpha i}} \right) \langle \alpha|J^1_\tau|i \rangle, \tag{A.13}
\]
\[
Z_\tau(\omega_0) = \frac{1}{\sqrt{2\omega_0I^T}} \left( 1 - \frac{\omega_0}{\omega_{\alpha i}} \right) \langle i|J^1_\tau|\alpha \rangle. \tag{A.14}
\]

The important points to note for the subsequent calculations are: (i) The squares of those amplitudes contain, besides the divergent terms \( \propto 1/\omega_0 \), also finite terms of order 1. (ii) In the subsequent expressions, the divergent terms cancel between the forward and backward amplitudes, on account of the T-symmetry relation (A.1) for the T-odd operators \( J^\pm \). By noting these two points, it is then easy to confirm that (A.13) and (A.14) and their \( K = -1 \) counterparts, which are obtained by \( J^1_\tau \to -J^{-1}_\tau \), satisfy the following relations:

1. Normalization of RPA amplitudes:
\[
\sum_\tau \sum_\alpha (|Y_\tau(\omega_0)|^2 - |Z_\tau(\omega_0)|^2) = \frac{2}{T^2} \sum_\tau \sum_\alpha \frac{1}{\omega_{\alpha i}}|\langle \alpha|J^1_\tau|i \rangle|^2 = 1, \tag{A.15}
\]
where in the last step we used the form (II.8) of the total moment of inertia. The same argument can be applied also to the \( K = -1 \) mode.

2. Orthogonality of \( K = 1 \) and \( K = -1 \) modes:

The RPA amplitudes for the \( K = -1 \) Goldstone mode are obtained by replacing \( J^1_\tau \to -J^{-1}_\tau \) in the expressions (A.13) and (A.14). Indicating the \( K \)-values explicitly, we obtain
\[
\sum_\tau \sum_\alpha \left( \langle Y^*_\tau(\omega_0, K = 1)|Z_\tau(\omega_0, K = 1) \rangle - \langle Z^*_\tau(\omega_0, K = -1)|Y_\tau(\omega_0, K = -1) \rangle \right)
= \frac{2}{T^2} \sum_\tau \sum_\alpha \frac{1}{\omega_{\alpha i}}|\langle \alpha|J^1_\tau|i \rangle|^2 = 0, \tag{A.16}
\]
where in the last step we used the fact that for axial symmetry \( j^z \equiv m \) of the single particle states is a good quantum number. This implies that the state \( |\alpha \rangle \) cannot have the values \( m_i + 1 \) and \( m_i - 1 \) at the same time.

3. Boson commutation relations for the Goldstone modes:

The creation and annihilation operators for the \( K = 1 \) Goldstone mode are obtained by inserting the forms (A.13) and (A.14) into (A.7) and the h.c. of (A.7). This gives
\[
O^\dagger(\omega_0, K = 1) = \frac{-1}{\sqrt{2\omega_0I^T}} \sum_\tau \sum_\alpha \left( \langle \alpha|J^1_\tau|i \rangle B^\dagger_{\alpha i} + \left( 1 - \frac{\omega_0}{\omega_{\alpha i}} \right) \langle i|J^1_\tau|\alpha \rangle B_{\alpha i} \right) \times \left( 1 + \frac{\omega_0}{\omega_{\alpha i}} \right) \langle \alpha|J^1_\tau|i \rangle B_{\alpha i}.
\]

The operators for the \( K = -1 \) mode are obtained by \( J^1_\tau \to -J^{-1}_\tau \) in the above expressions. By using the T-symmetry relation (A.1) for the operators \( J_\tau \), it is then easy to confirm that
\[
[O(\omega_0, K = 1), O^\dagger(\omega_0, K = 1)] = \frac{2}{T^2} \sum_\tau \sum_\alpha \frac{1}{\omega_{\alpha i}}|\langle \alpha|J^1_\tau|i \rangle|^2 = 1, \tag{A.19}
\]
where in the last step we used the form (II.8) of the total moment of inertia. Similar arguments hold also for the case \( K = -1 \). The conservation of \( j^z \) of the single particle states can be used to show that the commutators between the operators for the \( K = 1 \) and \( K = -1 \) modes vanish, similar to the argument given below Eq (A.16). The commutation relation (A.19) can be used to confirm the correct normalization of the Goldstone boson states \( |\omega_0, K \rangle = O^\dagger(\omega_0, K)|0 \rangle \), namely \( \langle \omega_0, K|\omega_0, K \rangle = 1 \).
Finally in this Appendix, we note that the Goldstone modes give the following contribution to the effective rotational Hamiltonian of the system:

\[ H_{\text{rot}}(\omega_0) = \omega_0 \sum_{K=\pm 1} O^1(\omega_0, K)O(\omega_0, K) \]
\[ = \frac{(J^x)^2 + (J^y)^2}{2J^2} = \frac{J^2 - (J^z)^2}{2J^2}, \quad (A.20) \]

where we used the forms (A.17) and (A.18). We see that, because of the overall factor \( \omega_0 \), only the singular terms in (A.17) and (A.18) contribute to the effective rotational Hamiltonian, although it would be meaningless to take the limit \( \omega_0 \to 0 \) directly in those expressions.

### Appendix B: Scissors mode and M1 sum rule

In this Appendix we discuss a simple analytic approximation for the isovector scissors mode. One of our intentions is to show that this approximation can reproduce the contribution (IV.11) to the IEW sum rule, which suggests that also in the “exact” RPA approach of the main text this term comes mainly from the scissors mode contribution to the transition matrix element depicted in Fig. 4.

Analytic approximations are obtained by assuming simple pole forms for the bubble graphs (II.11) [8]. Here we discuss the simplest approximation of a one-pole form, where the energies of the particle-hole states are replaced by an average excitation energy: \( \omega_{ai} \to \epsilon_0 \). In this approximation, which is similar to the “closure approximation” (effective energy denominators) used in different contexts [28], the pole equation (II.12) gives only two solutions, which correspond to the isoscalar Goldstone mode and the low energy isovector scissors mode.

#### 1. Excitation energy and vertex functions

To obtain the excitation energy and the vertex functions for the scissors mode in the schematic model, we need the form of \( \pi_t^{QQ} \), see (II.11). If we use the identity (II.4) and make the one-pole approximation as explained above, it can be expressed in terms of the moments of inertia (II.7):

\[ \pi_t^{QQ}(\omega) = \frac{-1}{3\beta^2_\pi} \frac{\epsilon_0^4}{\omega^2 - \epsilon_0^2} I^J_p \]

(B.1)

Inserting this form into the pole equation (II.12) we obtain

\[ \left( \omega^2 - \epsilon_0^2 \right) \left( 1 + \frac{\chi_{pp}\epsilon_0^4 I^J_p}{3\beta^2_\pi} \right) \]
\[ \times \left( \omega^2 - \epsilon_0^2 \right) \left( 1 + \frac{\chi_{nn}\epsilon_0^4 I^J_n}{3\beta^2_n} \right) = \frac{\chi_{pp}\epsilon_0^4\epsilon_0^4 I^J_p I^J_n}{9\beta^2_\pi^2 \beta^2_n}. \]

(B.2)

On account of the self consistency relation (III.19) for exact symmetry (\( \epsilon_\tau = 0 \)), the Goldstone mode \( \omega^2 = 0 \) is a solution of (B.2). The other solution is then obtained as

\[ \omega_1^2 = \epsilon_0^2 \left( 1 + \frac{\chi_{pp}\epsilon_0^4 I^J_p}{3\beta^2_\pi} \right) + \epsilon_0^2 \left( 1 + \frac{\chi_{nn}\epsilon_0^4 I^J_n}{3\beta^2_n} \right) \]
\[ = \frac{-\chi_{pp}\epsilon_0^2\epsilon_0^2}{3} \beta_\pi \beta_n, \]

(B.3)

where in the second step we used again the self consistency relation (III.19) for exact symmetry (\( \epsilon_\tau = 0 \)).

By using the above relations, one can obtain the reduced vertex functions from (II.11) and (II.15). The result for the ratio follows from (II.14) as

\[ \frac{N_p(\omega_1)}{N_n(\omega_1)} = -\frac{\omega_1^2 - \epsilon_0^2}{\omega_1^2 - \epsilon_0^2} I^J_p I^J_n \epsilon_0^2 \beta_\pi \beta_n, \]

(B.4)

and the individual factors are then obtained from (II.15) as

\[ N_p(\omega_1) = -\frac{3}{J^2} \beta_\pi \sqrt{I^J_p} \frac{\omega_1^2 - \epsilon_0^2}{\epsilon_0^2}, \]

(B.5)

\[ N_n(\omega_1) = \frac{3}{J^2} \beta_n \sqrt{I^J_n} \frac{\omega_1^2 - \epsilon_0^2}{\epsilon_0^2}. \]

(B.6)

The opposite sign for protons and neutrons indicates the isovector character of this mode.

#### 2. Scissors contribution to the inverse energy weighted M1 sum rule

The contribution of the scissors mode \( |\omega_1, K = 1 \rangle \to |\omega_1, K = 1 \rangle \)

to the IEW sum rule (IV.14) is given by

\[ S^{(\text{sec})}_{\text{IEW}} = \frac{2}{\omega_1} \langle \omega_1, K = 1 \rangle \sum_\tau \left( g_{\tau} J^1_\tau + h_{\tau} S^1_\tau \right) |0 \rangle \]
\[ \times \langle \omega_1, K = 1 \rangle \sum_\tau \left( g_{\tau} J^1_\tau + h_{\tau} S^1_\tau \right) |0 \rangle^*, \]

(B.7)

where we used the second form given in (IV.1) for the M1 operator. To evaluate this, we need the form of the transition matrix element for an angular momentum operator \( R = J \) or \( S \), which is obtained from (III.27) as

\[ \langle \omega_1, K = 1 | R^J_\tau |0 \rangle = \frac{1}{\sqrt{2\omega_1}} \pi_t^{QR}(\omega_1) N_\tau(\omega_1). \]

(B.8)

If we use the results (B.5) and (B.6) for the normalization factors, and the following form of the polarization \( \pi_t^{QR} \) in the one-pole approximation

\[ \pi_t^{QR}(\omega_1) = -\frac{\omega_1}{\sqrt{3\beta_\pi}} \frac{\epsilon_0^2}{\omega_1^2 - \epsilon_0^2} \pi_t^{QR}(0), \]

(B.9)
we obtain for the transition matrix elements
\[
\langle \omega_1, K = 1 | R_p^J | 0 \rangle = \sqrt{\frac{\omega_1}{2J^f}} \sqrt{\frac{I_p^f}{I_p^m}} \pi_p^J R(0) \quad (B.10)
\]
\[
\langle \omega_1, K = 1 | R_n^J | 0 \rangle = -\sqrt{\frac{\omega_1}{2J^f}} \sqrt{\frac{I_p^f}{I_n^m}} \pi_n^J R(0) . \quad (B.11)
\]

The ordinary moments of inertia \( I_J^f \) and the mixed ones \( I_J^M \) have been defined in the main text as (see Eq. (III.17) and (IV.13))
\[
I_J^f = \pi_J^0(0), \quad I_J^M = \pi_J^S(0) . \quad (B.12)
\]

It is then clear from (B.10) and (B.11) that \( \langle \omega_1, K = 1 | J_J^f + J_J^m | 0 \rangle = 0 \), which is a consequence of angular momentum conservation. (See Eq. (III.26) and the discussions below that equation.) Therefore the isoscalar part of the first term in the M1 operator (IV.1) does not contribute to the transition matrix element, and we can replace \( g_\tau \rightarrow t_g 1 \) in (B.7), see Eq. (IV.10). The transition matrix element of the isovector \( J^t \) part is then obtained from (B.10) and (B.11) as
\[
\langle \omega_1, K = 1 | \sum_\tau g_\tau J_J^t | 0 \rangle = 2g_1 \sqrt{\frac{\omega_1}{2J^f}} \sqrt{\frac{I_p^f}{I_n^m}} . \quad (B.13)
\]

We insert this expression, as well as (B.10), (B.11) for the spin operator (\( R = S \)), where also the isoscalar contribution is nonzero, into (A.7), and obtain finally
\[
S_{\text{LW}}^{(\omega)} = \frac{4J^f J_J^f}{I_J^f} g_1 \left( g_1 + \hbar_p \frac{I_M}{I_p^m} - \hbar_n \frac{I_M}{I_n^m} \right) \quad (B.14)
\]
\[
+ \frac{1}{I_J^f} \left| h_p \sqrt{\frac{I_p^f}{I_p^m}} I_p^m - h_n \sqrt{\frac{I_p^f}{I_n^m}} I_n^m \right|^2 . \quad (B.15)
\]

If we compare this result to the full RPA result of our model, which was given by (IV.11) and (IV.12), we see that the terms (IV.11) and (IV.14), which originate from the products \( J - J, J - S \) and \( S - J \) in the sum rule, are identical, while the terms (IV.12) and (B.15), which come from the product \( S - S \), are different. This observation suggests that the contribution (IV.11) of the full RPA sum rule comes mainly from the excitation of the scissors mode, while the spin contribution (IV.12) receives also contributions from other modes.

3. Creation operators for the scissors mode and two-rotor model

Using the results of Sect. (B.1) for the excitation energy and the reduced vertex functions, it is straightforward to determine the RPA amplitudes, and the creation operators for the scissors mode from (A.4), (A.5) and (A.7), and also the contribution to the effective Hamiltonian of the system. The calculation is the same as in Ref. [9] with the only difference that we now have the total angular momentum operators instead of the orbital ones. We therefore simply quote the results here.

The creation operator for the \( K = 1 \) scissors mode is obtained from an expression similar to Eq. (A.17), with the RPA amplitudes (A.4), (A.5) determined from the scissors vertex functions (B.3) and (B.4). It has the form
\[
O_J^1(\omega_1, K = 1) = O_J^1(\omega_1, K = 1) + O_Q^1(\omega_1, K = 1) , \quad (B.16)
\]
\[
O_Q^1(\omega_1, K = 1) = \frac{1}{\sqrt{2\omega_1 I_J^f}} \sqrt{\frac{-\chi_p I_J^f}{\beta_p \beta_n}} \left( 2I_J^f \beta_n Q_1^p - 2I_J^f \beta_p Q_1^n \right) . \quad (B.17)
\]

Here the isovector moment of inertia is defined as
\[
I_J^f = \frac{4I_J^f I_J^m}{I_J} . \quad (B.18)
\]

The form (B.16) of the creation operator clearly indicates the scissors character of the mode. It is important, however, to note that it involves the total angular momenta \( J_\tau \) of protons and neutrons, instead of the orbital ones.

The annihilation operator for the \( K = 1 \) scissors mode, \( O(\omega_1, K = 1) = O_J(\omega_1, K = 1) + O_Q(\omega_1, K = 1) \), is obtained by replacing \( J_\tau ^f \rightarrow -J_\tau ^f \) and \( Q_\tau ^f \rightarrow -Q_\tau ^f \) in (B.16) and (B.17). The creation and annihilation operators for the \( K = -1 \) modes can then be expressed in terms of the operators for \( K = 1 \) by \( O^1(\omega_1, K = -1) = O_J(\omega_1, K = 1) - O_Q(\omega_1, K = 1) \), and \( O(\omega_1, K = -1) = O_J^1(\omega_1, K = 1) - O_Q^1(\omega_1, K = 1) \).

The contribution of the scissors mode to the effective Hamiltonian of the system is given in analogy to the relation (A.20) by
\[
H_{\text{rot}}(\omega_1) = \sum_{K = \pm 1} O^1(\omega_1, K) O(\omega_1, K) . \quad (B.19)
\]

Inserting here the forms of the operators, we see that the effective Hamiltonian has a rotational part and a vibrational part, which are given by
\[
H_{\text{rot}}(\omega_1) = \frac{1}{2I_J} \left\{ I_J^f \left[ (J_J^f)^2 + (J_J^m)^2 \right] + I_J^m \left[ (J_J^m)^2 + (J_J^f)^2 \right] -2(J_J^f J_J^m J_J^p + J_J^m J_J^p J_J^f) \right\} , \quad (B.20)
\]
\[
H_Q(\omega_1) = -\frac{\chi_p m_f}{4\beta_p \beta_n I_J^f I_J^m} \left( 2I_J^f \beta_n Q_1^p - 2I_J^f \beta_p Q_1^n \right) \times \left( 2I_J^f \beta_n Q_1^p - 2I_J^f \beta_p Q_1^n \right) . \quad (B.21)
\]
The term \((\text{B.21})\) represents the restoring force which acts against the proton-neutron oscillations. If one adds the contribution of the Goldstone mode \((\text{B.20})\) to that of the scissors mode \((\text{B.20})\), one obtains the kinetic part of the 2-rotor model:

\[
H_{\text{rot}} \equiv H_{\text{rot}}(\omega_0) + H_{\text{rot}}(\omega_1) = \frac{(J_x^p)^2}{2I_p^f} + \frac{(J_y^p)^2}{2I_p^f} + \frac{(J_x^n)^2}{2I_n^f} + \frac{(J_y^n)^2}{2I_n^f}.
\]

(B.22)

This is analogous to the result derived in Ref.\[8\], but now the 2-rotor Hamiltonian is expressed in terms of the total proton and neutron angular momentum operators instead of the orbital ones.

### Appendix C: Formulae needed for the evaluation of correlators in deformed nuclei

For the numerical evaluation of the non-interacting correlators, one may use the Nilsson model\[23\] for single particle states in a deformed potential with axial symmetry. Assigning the “asymptotic quantum numbers” \([8]\) \(N, n, \Lambda, \Omega\) to a single particle state \(|a\rangle\), one can expand it in a spherical basis with quantum numbers \(N, \ell, m, \Omega\) as follows:

\[
|a\rangle \equiv |Nn\Lambda\Omega\rangle = \sum_\ell \left[c^a(\ell, m_-)|N\ell m_-\Omega\rangle + c^a(\ell, m_+)|N\ell m_+\Omega\rangle\right],
\]

(C.1)

where \(m_\pm = \Omega \pm \frac{1}{2}\) corresponds to spin up or down. The coefficients \(c^a(\ell, m)\) must be obtained by diagonalizing the mean field Hamiltonian in the spherical basis, and an example for the results is given in Table 5-2b of Ref.\[8\]. In the phase convention used in this paper and in Ref.\[8\], the coefficients \(c^a(\ell, m)\) are real and obey the orthonormalization relation

\[
\sum_\ell \left(c^a(\ell, m_-)c^b(\ell, m_-) + c^a(\ell, m_+)c^b(\ell, m_+)\right) = \delta^{ab}.
\]

(C.2)

The matrix elements of \(L^1 = -(L^x + iL^y)/\sqrt{2}\) and \(S^1 = -(S^x + iS^y)/\sqrt{2}\) are given in the spherical basis by the well known expressions of elementary quantum mechanics, and are also real. We then obtain the following results:

\[
\langle a|L^1|i\rangle = \left(-\frac{1}{\sqrt{2}}\right) \sum_\ell \left(\sqrt{\ell(\ell + 1) - m_- m_+} c^a(\ell, m_+) c^b(\ell, m_-) + \sqrt{\ell(\ell + 1) - m_+ (m_+ + 1)} c^a(\ell, m_+ + 1) c^b(\ell, m_+)\right).
\]

(C.3)

In Eqs. \((\text{C.3})\) and \((\text{C.4})\), \(m_\pm\) is defined as \(m_\pm = \Omega \pm \frac{1}{2}\), and we made use of the angular momentum conservation \(\Omega^2 = \Omega^2 + 1\).

The above expressions can be used to calculate the \(\omega = 0\) polarizations needed for the IEW sum rule, see \((\text{IV.14})\) and \((\text{IV.15})\). The particle states \((\alpha)\) and hole states \((\imath)\), which contribute to the correlators, depend on the deformation, the number of protons and neutrons, and model assumptions for the single particle Hamiltonian, like the strength of the \(L^2\) term or the spin-orbit interaction. Therefore the correlators must be calculated in the Nilsson model for each nucleus separately.

### Appendix D: Sum rules involving spin operators

In this Appendix we first briefly explain the derivation of the IEW sum rule \(S_{\text{IEW}}\) given in \((\text{IV.11})\) and \((\text{IV.12})\), before turning to the derivation of the EW sum rule \(S_{\text{EW}}\) given in \((\text{IV.19})\).

#### 1. IEW sum rule \((\text{IV.11})\) and \((\text{IV.12})\)

We consider the \(\omega = 0\) limit of the correlator \(\Pi^{MM}_{\tau}(0)\) of \((\text{IV.6})\), using the form \((\text{IV.8})\). As explained in the main text below Eq.\((\text{IV.10})\), we can replace the orbital \(g\)-factors by their isovector parts, \(g_\tau \rightarrow t_{\tau g_1}\). This gives

\[
\Pi^{MM}_{\tau}(0) = \sum_{\lambda\tau} (g_1^2 t_{\tau} \Pi_{\tau\lambda}^{IJ}(0) t_{\lambda} + g_1 t_{\tau} \Pi_{\tau\lambda}^{JS}(0) h_{\lambda})
\]

(D.1)

Using the form \((\text{IV.8})\) and the definitions \(I_{\tau}^I = \pi_{\tau}^{IJ}(0)\), \(I_{\tau}^J = \pi_{\tau}^{JS}(0)\), \(I_{\tau}^S = \pi_{\tau}^{SS}(0)\), we easily obtain for the individual terms in \((\text{D.1})\):

\[
\sum_{\tau\lambda} t_{\tau} \Pi_{\tau\lambda}^{IJ}(0) = (I_p^I + I_n^I) - \frac{(I_p^I - I_n^I)^2}{I_p^I I_n^I} = \frac{4I_p^I I_n^I}{I_p^I I_n^I},
\]

(D.2)

\[
\sum_{\tau\lambda} (t_{\tau} \Pi_{\tau\lambda}^{JS}(0)) h_{\lambda} + h_{\tau} \Pi_{\tau\lambda}^{JS}(0) t_{\lambda} = 2 \left(h_p^M i_p^M + h_n^M i_n^M\right)
\]

\[
- \frac{2(I_p^I - I_n^I)}{I_p^I I_n^I} \left(h_p^M i_p^M + h_n^M i_n^M\right) = 4 \left(h_p^M i_p^I + h_n^M i_n^I\right),
\]

(D.3)

where \(\tilde{I}_{\tau}^M\) means the real part of \(I_{\tau}^M\), and

\[
\sum_{\tau\lambda} h_{\tau} \Pi_{\tau\lambda}^{JS}(0) h_{\lambda} = h_p^2 i_p^S + h_n^2 i_n^S - \frac{|h_p^M i_p^M + h_n^M i_n^M|^2}{I_p^I I_n^I}.
\]

(D.4)

Using these forms in \((\text{D.1})\), we arrive at \((\text{IV.11})\) and \((\text{IV.12})\) of the main text.
2. EW sum rule (IV.19)

We first briefly recapitulate the evaluation of (IV.16) and (IV.17) for the case $R' = R = J$. We make use of the identity (III.3) to express the result in terms of the $QQ$ bubble graph $\pi^{QQ}_1(0)$, and the self consistency relation (II.7) for $\varepsilon = 0$ to express the final result in terms of the quadrupole field $(\varOmega^Q)^0$:

\[
\lim_{\omega \to \infty} \omega^2 \Pi^{\varOmega^Q}_\varOmega^0(\omega) = 3\delta_{\tau \lambda} \beta^2 \pi_{\tau}^{QQ}(0) + 3(\beta \pi_{\tau}^{QQ}(0)) \chi_{\tau \lambda} \left( \beta \pi_{\lambda}^{QQ}(0) \right) = 3\delta_{\tau \lambda} \beta \langle Q^0_\tau \rangle + 3\langle Q^0_\tau \rangle \chi_{\tau \lambda} \langle \varOmega^Q_\lambda \rangle. \tag{D.5}
\]

Because of the self consistency relation (II.7) for exact symmetry, it is clear that this expression vanishes if we sum over $\tau$ or $\lambda$. Therefore we can replace the orbital $g$-factors in the first term of (IV.6) by their isovector parts, i.e., $g_{\tau} \to t_{\tau} g_{1}$ and $g_{\lambda} \to t_{\lambda} g_{1}$. The result can again be simplified by using the relation (II.7), and becomes finally

\[
\lim_{\omega \to \infty} \omega^2 \sum_{\tau \lambda} \left( \langle g_{\tau} \Pi^{\varOmega^Q}_\varOmega^0(\omega) g_{\lambda} \rangle \right) = -12g_{1}^2 \langle Q_{\mu} \rangle \chi_{\mu \nu} \langle Q_{\nu}^0 \rangle.
\tag{D.6}
\]

Next we will show that the second and third terms in the correlator (IV.6) vanish in the limit which is needed for the EW sum rule of (IV.5). For this purpose, we need the counterparts of some of the identities in the main text for the spin operator. The identities analogous to (III.4) and (III.3) for the EW sum rule of (IV.5). For this purpose, we need the identities (III.3) and (IV.6) for the spin operator. The identities analogous to (III.4) and (III.3) are

\[
\left[ H_{0\tau}, S^{\pm 1}_\tau \right] = \sqrt{2} \varOmega^1_\tau V^{\pm 1}_\tau \tag{D.7}
\]

\[
\langle \alpha | S^{\pm 1}_\tau | \beta \rangle = \frac{\sqrt{2} \gamma_{\tau}}{\omega_{\alpha \beta}} \langle \alpha | V^{\pm 1}_\tau | \beta \rangle. \tag{D.8}
\]

Here $\gamma_{\tau}$ is the strength parameter of the spin-orbit interaction (see Eq. (II.5)), and we defined the operator $V^K$ as the tensor product of order 1 of the orbital and spin angular momentum operators. In the notation of first quantization,

\[
V^K = [L \times S]_{1(1)}^K = \frac{i}{\sqrt{2}} \left( \bar{L} \times \bar{S} \right)^K, \tag{D.9}
\]

where the product in the last expression denotes the usual vector product. Then, without making use of any symmetry constraints, the following identity for the correlator $\Pi^{\varOmega^S}_\varOmega^0$ with one arbitrary operator ($K = 1$ component $W^{1}$) and the spin operator $S^{1}$ can be derived (compare to the relation (III.10) in the main text):

\[
\omega \Pi^{\varOmega^S}_\varOmega^0(\omega) = \sqrt{2} \Pi^{\varOmega^V}_\varOmega^0(\omega) + \delta_{\lambda}(\langle S^{1}_\tau, W^{1 \dagger}_\tau \rangle). \tag{D.10}
\]

By setting $\omega = 0$ in this relation, we obtain the identity (compare to (III.11))

\[
\Pi^{\varOmega^V}_\varOmega^0(0)\gamma_{\lambda} = -\frac{1}{\sqrt{2}} \delta_{\tau \lambda}(\langle S^{1}_\tau, W^{1 \dagger}_\tau \rangle). \tag{D.11}
\]

In particular, for the case $W = Q$ this identity implies that $\Pi^{\varOmega^Q}_\varOmega^0(0) = 0$, because the quadrupole operator obviously commutes with the spin operator. By using the RPA equation (III.12) for $W' = Q$ and $W = V$, we see that also the non-interacting correlator vanishes for $\omega = 0$, i.e.,

\[
\Pi^{\varOmega^Q}_\varOmega^0(0) = \pi^{QQ}_0(0) = 0. \tag{D.12}
\]

Returning now to the evaluation of (IV.16) and (IV.17) of the main text for the case $R' = J$ and $R = S$, we obtain from the identities (III.3) and (IV.6) the self consistency relation (III.4) for the quadrupole field $(\varOmega^Q)^0$.

\[
\lim_{\omega \to \infty} \omega^2 \Pi^{\varOmega^Q}_\varOmega^0(\omega) = -\sqrt{6} \delta_{\tau \lambda} \beta \pi^{QQ}_\lambda(\varOmega^Q)^0 \chi_{\tau \lambda} \left( \beta \pi^{QQ}_\lambda(\varOmega^Q)^0 \right) = \frac{2}{3} \delta_{\tau \lambda} \gamma_{\tau} \pi^{QQ}_\lambda(\varOmega^Q)^0 \chi_{\tau \lambda} \left( \gamma_{\tau} \pi^{QQ}_\lambda(\varOmega^Q)^0 \right).
\tag{D.13}
\]

where we used (D.12) and (D.14) in the last step. We therefore conclude that there are no $J-S$ crossing contributions, corresponding to the second and third terms in (IV.6), to the EW sum rule (IV.5).

Turning finally to the $S - S$ contribution to the EW sum rule, we obtain for the case $R' = R = S$ in (IV.16) and (IV.17)

\[
\lim_{\omega \to \infty} \omega^2 \Pi^{\varOmega^S}_\varOmega^0(\omega) = \frac{2}{3} \delta_{\tau \lambda} \gamma_{\tau} \pi^{QQ}_\lambda(\varOmega^Q)^0 \chi_{\tau \lambda} \left( \gamma_{\tau} \pi^{QQ}_\lambda(\varOmega^Q)^0 \right), \tag{D.14}
\]

where we used the result (D.12) in the last step. We therefore see that in our present schematic model, which does not include spin-spin interactions, the $S - S$ correlator in the limit $\omega \to \infty$ is simply the non-interacting one. In order to express $\pi^{QQ}(0)$ in terms of a ground state expectation value, we use the identity (D.11) for the case $W = V$. The commutator on the r.h.s. can be decomposed into tensors of rank 0, 1 and 2. Because only the scalar term can have a ground state expectation value, the identity (D.11) gives

\[
\Pi^{\varOmega^V}_\varOmega^0(0)\gamma_{\lambda} = \frac{1}{3} \delta_{\tau \lambda}(\mathbf{L}_{\tau} \cdot \mathbf{S}_{\tau}). \tag{D.15}
\]

From the RPA equation (III.12) for $W' = W = V$ and the result (D.12), we see that $\Pi^{\varOmega^Q}_\varOmega^0(0) = \delta_{\tau \lambda} \pi^{QQ}(0)$, and we obtain from (D.14) and (D.15)

\[
\lim_{\omega \to \infty} \omega^2 \Pi^{\varOmega^S}_\varOmega^0(\omega) = \frac{2}{3} \delta_{\tau \lambda} \gamma_{\tau} \left( \mathbf{L}_{\tau} \cdot \mathbf{S}_{\tau} \right). \tag{D.16}
\]

Using this result in the $S - S$ term of the EW sum rule, which arises from the last term in (IV.6), we obtain the result given in Eq. (IV.19) of the main text.

It is clear from the identity (D.11) that $(\mathbf{L}_{\tau} \cdot \mathbf{S}_{\tau}) > 0$, because the correlator $\Pi^{\varOmega^Q}_\varOmega^0(0) = \delta_{\tau \lambda} \pi^{QQ}_\lambda(\varOmega^Q)^0$ is positive.
due to the spectral representation (II.11). It is also easy to see that this term is nothing but the contribution from the mean field Hamiltonian ($H_0$) to the familiar double commutator, i.e.

$$\langle 0 | \left[ H_0, M^1 \right], M^{-1} | 0 \rangle = \frac{2}{3} \sum_\tau h_2 \gamma_\tau \left( L_\tau \cdot S_\tau \right). \quad (D.17)$$

In the diagrammatic approach used in the main text of this paper, this is reflected by the fact that the second term in (IV.19) comes from the non-interacting correlator $\pi_{SS}$, see in particular Eq. (D.14).

We finally add a remark on Eq. (D.12): Because the operators $Q$ and $V$ have the same $T$-symmetry (both $T$-even), the identity $\Pi^{QV}_{\tau \lambda}(0) = 0$ does not follow from the spectral representation (III.14). Also, this identity does not rely on rotational symmetry, i.e., it holds also for finite symmetry breaking parameters $\varepsilon_\lambda$. Therefore, if we use $\Pi^{VQ}_{\tau \lambda}(0) = 0$ on the l.h.s. of the identity (III.15) of the main text for finite $\varepsilon_\lambda$, we can confirm that $\langle V_0 \rangle = 0$. 
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