Finite-size scaling at first-order quantum transitions when boundary conditions favor one of the two phases
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We investigate scaling phenomena at first-order quantum transitions, when the boundary conditions favor one of the two phases. We show that the corresponding finite-size scaling behavior, arising from the interplay between the driving parameter and the finite size of the system, is more complex than that emerging when boundary conditions do not favor any phase. We discuss this issue in the framework of the paradigmatic one-dimensional quantum Ising model, along its first-order quantum transition line driven by an external longitudinal field.

I. INTRODUCTION

Zero-temperature quantum phase transitions are phenomena of great interest [1–3]. They arise in many-body systems with competing ground states controlled by nonthermal parameters. They are continuous when the ground state of the system changes continuously at the transition point and correlation functions develop a divergent length scale. They are instead of first order when ground-state properties are discontinuous across the transition point. In general, singularities develop only in the infinite-volume limit. If the size $L$ of the system is finite, all properties are analytic as a function of the external parameter driving the transition. However, around the transition point, low-energy thermodynamic quantities and large-scale structural properties show a finite-size scaling (FSS) behavior depending only on the general features of the transition. An understanding of these finite-size properties is important for a correct interpretation of experimental or numerical data, when phase transitions are investigated in relatively small systems — see, e.g., Refs. [4–9]. These issues cover a fundamental role also at first-order quantum transitions (FOQTs), which are very interesting, as they occur in a large number of quantum many-body systems, such as quantum Hall samples [10], itinerant ferromagnets [11], heavy fermion metals [12,13], etc.

Crossings of the lowest-energy states give rise to FOQTs. In the absence of conservation laws, they only occur in the infinite-volume limit [15]. In a finite system, the presence of a nonvanishing matrix element among these states lifts the degeneracy, giving rise to the phenomenon of avoided level crossing. The emerging FSS behaviors have been mostly investigated [9,16,19] assuming boundary conditions that do not favor any of the different phases at the FOQT. In this paper we extend the discussion to boundary conditions that favor one of the two phases.

We study this issue within the simplest paradigmatic quantum many-body system, exhibiting a nontrivial zero-temperature behavior: the one-dimensional quantum Ising chain in the presence of a transverse field, whose zero-temperature phase diagram presents a line of FOQTs driven by a longitudinal external field. Earlier works [9,17,19] considered boundary conditions that are invariant under the $\mathbb{Z}_2$ spin-inversion symmetry and which therefore do not favor any of the two phases—they will be called neutral boundary conditions henceforth; for instance, periodic, antiperiodic, or open boundary conditions (PBC, ABC, and OBC, respectively). As we shall see, the FSS emerging when boundary conditions favor one the two magnetized phases, substantially differs from, and appears more complex than, those already found for neutral boundary conditions. In particular we consider equal fixed boundary conditions (EFBC), with both boundary states favoring the same phase. This issue is worth being examined in depth, because boundary conditions favoring one of the quantum phases at FOQTs are generally more realistic than the neutral ones such as PBC and ABC.

The paper is organized as follows. In Sec. II we introduce the one-dimensional quantum Ising model and some of the observables which are interesting to be considered along the FOQT line driven by the longitudinal field. Moreover, we summarize the relevant features of the FSS behavior in the presence of neutral boundary conditions, such as PBC, OBC, and ABC. Sec. III reports the main results of this research, i.e., the numerical study of the finite-size quantum Ising chain with EFBC favoring one of the two magnetized phases. Finally, in Sec. IV we draw our conclusions and perspectives.

II. THE QUANTUM ISING CHAIN

A. Model and its observables

The quantum Ising chain in a transverse field is perhaps the simplest quantum many-body system exhibiting a nontrivial zero-temperature phase diagram. The corresponding Hamiltonian, in the presence of an additional
longitudinal field, reads
\[
H_{\text{Is}} = -J \sum_{(x,y)} \sigma_x^{(3)} \sigma_y^{(3)} - g \sum_x \sigma_x^{(1)} - h \sum_x \sigma_x^{(3)},
\]
where \( \sigma \equiv (\sigma^{(1)}, \sigma^{(2)}, \sigma^{(3)}) \) are the Pauli matrices, the first sum is over all bonds of the chain connecting nearest-neighbor sites \((x,y)\), while the other sums are over the \(L\) sites of the chain. We assume \( h = 1, J = 1 \) and \( g > 0 \).

At \( g = 1 \) and \( h = 0 \), the model undergoes a continuous quantum transition (CQT) belonging to the two-dimensional Ising universality class, separating a disordered phase \((g > 1)\) from an ordered \((g < 1)\) one \cite{[20]}.

For any \( g < 1 \), the field \( h \) drives FOQTs along the \( h = 0 \) line. We are interested in the FSS behavior of the system along the FOQT line, i.e., in the interplay between the longitudinal field \( h \) and the size \( L \), for \( g < 1 \).

In a FOQT, low-energy properties depend on the chosen boundary conditions, even in the limit \( L \to \infty \). If one considers neutral boundary conditions, the behavior close to the transition can be completely characterized by considering two magnetized states \(|\pm\rangle\) and \(|-\rangle\) such that \cite{[20]}

\[
(\pm|\sigma_x^{(3)}\rangle\pm) = \pm m_0, \quad m_0 = (1 - g^2)^{1/8},
\]
in the infinite-volume limit. Moreover, the longitudinal average magnetization
\[
m(L,h) = \frac{1}{L} \sum_x \langle \sigma_x^{(3)} \rangle,
\]
is discontinuous, i.e., \( \lim_{h \to 0^=} \lim_{L \to \infty} m(L,h) = \pm m_0 \).

We should however note that this simple two-level description does not hold for some other choices of boundary conditions, as we discuss below.

Here we are going to investigate the finite-size behavior of the energy difference \(\Delta(L,h)\) of the lowest-energy states,
\[
\Delta(L,h) \equiv E_1(L,h) - E_0(L,h),
\]
the average magnetization \(m(L,h)\) defined in Eq. \((3)\), and the local magnetization \(m_c(L,h)\) at the center of the chain,
\[
m_c(L,h) = \langle \sigma^{(3)}_c \rangle,
\]
where \(x_c\) is the central site of the chain (or one of the two central sites, when \(L\) is even). Let us also introduce the renormalized average and central magnetizations
\[
M = \frac{m}{m_0}, \quad M_c = \frac{m_c}{m_0},
\]
which take the values \(\pm 1\), in the limit \(L \to \infty\), for \(h \to 0^\pm\) and any \(g < 1\).

The FSS behaviors originating from the cases of neutral boundary conditions have been already scrutinized in earlier works \cite{[20] \cite{[21]}}. In order to appreciate the new emerging features of FSS for boundary conditions favoring one of the two magnetized phases, it is instructive to first briefly summarize the known features of FSS for neutral boundary conditions. This is the purpose of the remainder of this section. The next section reports the results of our analysis, dealing with EFBC favoring one of the two magnetized phases.

### B. Finite-size scaling with periodic and open boundary conditions

In a finite system of size \(L\) with PBC or OBC, due to tunneling effects, the lowest eigenstates are superpositions of the states \(|+\rangle\) and \(-\rangle\), defined as \(\langle \pm|\sigma_x^{(3)}|\pm\rangle = \pm m_0\). For \(h = 0\), their energy difference
\[
\Delta_0(L) = \Delta(L, h = 0)
\]
vanishes exponentially as \(L\) increases \cite{[20] \cite{[21]}):
\[
\Delta_0(L) = 2(1 - g^2)^L \left[ 1 + O(g^{2L}) \right] \quad \text{for OBC}, \quad \Delta_0(L) \approx 2(\pi L)^{-1/2} (1 - g^2)^L \quad \text{for PBC}.
\]

On the other hand, the difference \(\Delta_{0,i} = E_i - E_0\) for the higher excited states \((i > 1)\) remains finite for \(L \to \infty\), in particular \(\Delta_{0,2} = 2(1 - g) + O(L^{-2})\) for OBC and \(\Delta_{0,2} = 4(1 - g) + O(L^{-2})\) for PBC.

The interplay between the size \(L\) and the field \(h\) gives rise to an asymptotic FSS of the low-energy properties \cite{[20]}, in particular those related to the ground state. The relevant scaling variable is the ratio between the energy associated with the longitudinal field \(h\), i.e., \(2m_0hL\), and the gap \(\Delta_0(L)\) at \(h = 0\),
\[
\kappa = \frac{2m_0hL}{\Delta_0(L)}.
\]
The FSS limit corresponds to \(L \to \infty\) and \(h \to 0\), keeping \(\kappa\) fixed. In this limit, the gap \(\Delta\) and the magnetization behave as
\[
\Delta(L,h) \approx \Delta_0(L) D(\kappa),
\]
\[
M(L,h) \approx M_c(L,h) \approx M(\kappa).
\]

Note—this remark will be important in the case of EFBC—that the energy \(2m_0hL\) can be interpreted as the difference between the magnetic energy at the given value of \(h\) and that at the value where the gap displays its minimum, i.e., for \(h = 0\).

In the PBC and OBC cases, the scaling functions can be exactly computed. Since, close to the FOQT, the low-energy spectrum is characterized by the crossing of the two lowest levels, while the energy differences \(\Delta_{0,i}\) with the other ones remain finite, FSS functions can be obtained by performing a two-level truncation \cite{[20] \cite{[22]}}.

keeping only the two lowest energy levels \(|\pm\rangle\). Then, a straightforward calculation leads to the scaling functions
\[
D(x) = D_{2L}(x) = \sqrt{1 + x^2},
\]
\[
M(x) = M_{2L}(x) = \frac{x}{\sqrt{1 + x^2}}.
\]
It is important to note that, in the derivation of Eq. (14), we have assumed that the magnetization $M$ of the two states $|\pm\rangle$ is $\pm 1$, respectively.

It is also worth mentioning that an analogous FSS behavior emerges when, instead of the homogeneous field $h$, we consider an external longitudinal field $h_l$ applied at one site only \[9\], \[22\]. The only difference amounts to replacing the product $hL$ with $h_l$ in the definition \[10\] of the scaling variable $\kappa$, while the two-level truncation holds as well. In a sense, the system behaves rigidly at the FOQT when PBC or OBC are considered, i.e. its response to global or local longitudinal perturbations is analogous.

C. Finite-size scaling with antiperiodic boundary conditions

The size dependence of the gap $\Delta_0(L)$ at FOQTs may significantly depend on the boundary conditions, exhibiting a power-law behavior in some cases \[9\], \[17\], \[21\], \[23\]. For example, for ABC \[17\] we have

$$\Delta_0(L) \equiv \Delta(L, h = 0) = \frac{g}{\pi} \frac{\pi^2}{L^2} + O(L^{-4}). \quad (15)$$

This is related to the fact that the low-energy states for ABC are one-kink states (characterized by a nearest-neighbor pair of antiparallel spins), which behave as one-particle states with $O(L^{-1})$ momenta. Therefore, using Eq. \[10\], we expect FSS to hold if we define the scaling variable $\kappa$ as

$$\kappa \sim hL^3. \quad (16)$$

Such a behavior has been indeed observed in Ref. \[9\]. However, in this case, scaling functions cannot be obtained by performing a two-level truncation, because the low-energy spectrum at the transition point presents a tower of excited states with $\Delta_{0,1} = O(L^{-2})$, at variance with the OBC and PBC case, where only two levels matter, close to the transition point.

Note that a similar behavior also emerges for fixed and opposite boundary conditions \[17\], for which the lowest states can be associated with kink states, as well.

III. BOUNDARY CONDITIONS FAVORING ONE OF THE TWO PHASES

Let us now focus on a quantum Ising chain of size $L$ with EFBC favoring one of the two magnetized phases. We consider $L + 2$ spins defined at the lattice sites $x = 0, \ldots, L + 1$ and the Hamiltonian

$$H_{Is} = -\sum_{x=0}^{L} \sigma_x^{(3)} \sigma_{x+1}^{(3)} - g \sum_{x=1}^{L} \sigma_x^{(1)} - h \sum_{x=1}^{L} \sigma_x^{(3)} \cdot \quad (17)$$

EFBC are fixed by restricting the Hilbert space to states $|s\rangle$ such that $\sigma_0^{(3)}|s\rangle = -|s\rangle$ and $\sigma_{L+1}^{(3)}|s\rangle = -|s\rangle$.

As we shall see below, the interplay between the size $L$ and the bulk longitudinal field $h$ gives rise to a more complex finite-size behavior, with respect to that of neutral boundary conditions. In the following, this issue is investigated by analyzing numerical results for two values of $g$, i.e., $g = 0.5$ and $g = 0.8$, obtained by exact diagonalization, up to $L \approx 22$, and density-matrix renormalization group (DMRG) methods \[24\] for larger sizes, up to $L \approx 300 \ [25\].

EFBC can be naturally enforced with exact methods. On the other hand, DMRG naturally works with OBC. Therefore, in this case we effectively simulated a nonhomogeneous chain of $L+2$ sites with OBC, and then added two large local magnetic fields on the first and last site, whose net effect is that of removing from the low-energy spectrum the unwanted states, i.e., those corresponding to $|\uparrow\rangle$ occupancies in the two boundary sites \[25\].

Before entering the details of our discussion, let us provide a qualitative picture of the system’s response to the longitudinal field $h$, by analyzing the magnetization profile. Figure 1 highlights the net macroscopic effect of two values of $h$, on a system with $L = 40$ sites, $g = 0.8$, and EFBC. It emerges that, if the longitudinal field is not sufficiently strong, the magnetization profile displays a nearly flat behavior: because of the boundary conditions, the value of $\langle \sigma_x^{(3)} \rangle$ always stays close to $-1$, corresponding to the $|\downarrow\rangle$ state on each site $x$ of the chain. Conversely, a sufficiently large value of $h$ is able to substantially modify the profile, inducing a local magnetization in the bulk of the chain which is close to $+1$ (corresponding to a $|\uparrow\rangle$ state), thus opposed to that favored by the EFBC. Thus, there should exist some threshold value (or region) of $h$, separating the two distinct behaviors.

A glimpse at the numerical data of the central magnetization $M_c$ versus $h$ presented in Fig. 2(a) immediately spotlights that the above outlined transition from $M_c \approx -1$ to $M_c \approx +1$ is indeed very rapid, when increasing $h$ across an $L$-dependent value $h_{tr}(L) > 0$ (indi-
A. Small-h region

For $h = 0$, the phase with negative magnetization is favored by the boundary conditions. Correspondingly, we have

$$\lim_{L \to \infty} M(L,0) = \lim_{L \to \infty} M_c(L,0) = -1,$$

and the gap is finite \[19\]:

$$\Delta_0(L) = 4(1 - g) + O(L^{-2}).$$

The finite-size transition to the phase with positive magnetization occurs for $h \approx h_{tr}(L) > 0$. Therefore, at fixed $L$, we expect observables to be smooth for $h \approx 0$ and to have a regular expansion around $h = 0$, which is predictive up to $h_{tr}(L) > 0$. The $L$-dependence of the observables in this regime depends on their nature. Local observables that are defined far from the boundaries (they are localized in a region whose distance from the boundaries is much larger than the correlation length $\xi$ of the system) are expected to have a negligible dependence on $L$, thus they smoothly depend only on $h$, for $h < h_{tr}(L)$. In particular, this is the case for the central magnetization $M_c$; where $L \gg \xi$ and $h < h_{tr}(L)$, $M_c \approx f_m(h)$, with a little dependence on $L$. This agrees with our numerical findings (data not shown here). On the other hand, the energy gap, which is a global quantity, obeys the scaling relation

$$\Delta(L,h) \approx \Delta_0(L)f_{\Delta}(hL),$$

where $f_{\Delta}(x)$ is a smooth function of $x$, around $x = 0$. This is shown in Fig. 3 where we clearly observe data collapse for $g = 0.5$ already at small sizes (main frame), while for $g = 0.8$ the collapse occurs at larger sizes (inset). The slower approach to scaling when raising $g$ along the FOQT line can be easily explained by the increasing correlation length $\xi \sim (1 - g)^{-1}$, when approaching the CQT at $g = 1$.

B. Transition region

For $h \approx h_{tr}(L)$, the gap between the ground state and the first excited state becomes small. We were able to reliably determine its minimum $\Delta_m(L)$ up to values of the order of $10^{-6}$, within the accuracy of our numerical simulations — see Fig. 4. Our data show that $\Delta_m(L) \sim e^{-bL}$ for $L$ sufficiently large. We estimate $b \approx 0.481$ and $b \approx 0.15$, for $g = 0.5$ and $g = 0.8$, respectively.

The position of $h_{tr}(L)$ can be determined more accurately, since its estimate does not require to probe regions with very small gaps, where numerical methods, such as Lanczos or DMRG, may typically encounter problems. Using DMRG, we obtained results up to $L = 300$, as shown in Fig. 5. The resulting estimates of $h_{tr}(L)$ are very accurate. In particular, the relative accuracy is of the order of $10^{-6}$ for $g = 0.5$ ($L \gtrsim 100$) and of $10^{-4}$ for...
corrections which must be generally present). If we fit
with data for the largest sizes are consistent with the ansatz
where \( \zeta = 0 \) (inset of Fig. 5). For both
system size
FIG. 4: Minimum gap \( \Delta_m \) for \( h = h_{tr}(L) \) as a function of the size \( L = 10 \sim 26 \sim 30 \), as explained in the legend. The dotted lines are only meant to guide the eye: they show that the data approximately behave as \( \Delta_m \sim e^{-bL} \).

\( g = 0.8 \). Results are consistent with the expected 1/\( L \) asymptotic behavior, i.e., with

\[
\lim_{L \to \infty} L h_{tr}(L) = \eta ,
\]

where \( \eta \) decreases with \( g \). However, the next-to-leading corrections are not consistent with the expected analytic 1/\( L^2 \) behavior. Our data indicate \( L h_{tr}(L) = \eta + O(L^{-\zeta}) \), where \( \zeta \) is an exponent that is strictly less than 1 (see the inset of Fig. 5). For both \( g = 0.5 \) and \( g = 0.8 \), the data for the largest sizes are consistent with the ansatz

\[
L h_{tr} = \eta + a_1 L^{-\zeta} + a_2 L^{-1}
\]

with \( \zeta \approx 2/3 \) (the \( L^{-1} \) term represents an analytical corrections which must be generally present). If we fit

our data for \( g = 0.5 \) and \( L \geq 100 \) to the ansatz \[22\), we obtain \( \eta = 1.0370(5) \), \( a_1 = 4.0(1) \), and \( \zeta = 0.67(1) \) with \( \chi^2/\text{dof} \approx 1 \) (dof is the number of degrees of freedom of the fit, and \( \chi^2 \) is the sum of the residuals). Errors are estimated by also taking into account the variation of the results with the minimum size allowed in the fit. Analogously, for \( g = 0.8 \), fitting the available data for \( L \geq 60 \) gives \( \eta = 0.455(5) \), \( a_1 = 2.6(6) \), and \( \zeta = 0.64(4) \), with \( \chi^2/\text{dof} \lesssim 0.5 \). We will return to this point later, in Sec. III C, providing an explanation for the \( O(L^{-\zeta}) \) correction with \( \zeta = 2/3 \) in Eq. \[22\].

The above picture, and in particular the asymptotic behavior of \( h_{tr}(L) \), is also supported by the analysis of the \( g \to 0 \) limit, where the energy levels of model \[17\] can be easily computed, obtaining that \( h_{tr}(L) = 2/L \), thus \( \eta = 2 \), in the limit \( g \to 0 \). In this limit, it is also trivial to verify that that gap \( \Delta_m \) at \( h_{tr}(L) \) decreases exponentially as \( e^{-bL} \) with \( b \approx -\ln g \).

For \( h \) close to \( h_{tr}(L) \), we can define a FSS in terms of the scaling variable

\[
y = \frac{2m_0 L [h - h_{tr}(L)]}{\Delta_m(L)}.
\]

This variable is the analogue of \( \kappa \) defined in Eq. \[10\]. The essential difference is related to the fact that the finite-size pseudotransition occurs at \( h = h_{tr}(L) \), and not at \( h = 0 \). Therefore, the relevant magnetic energy scale is the difference between the magnetic energy at \( h \) and that at \( h_{tr}(L) \), while the relevant gap is the one at \( h_{tr}(L) \).
The infinite-volume critical point $h = 0$ lies outside the region in which FSS holds. Note that a crucial point in the definition of the scaling variable $y$ is that the values of $h_{tr}(L)$ and $\Delta_m(L)$ must be those associated with the minimum of the gap for the given size $L$, i.e., they cannot be replaced with their asymptotic behaviors.

For $h \approx h_{tr}(L)$, observables are expected to develop a FSS behavior given by

$$\Delta(L, h) \approx \Delta_m(L) D_f(y),$$  
$$M_c(L, h) \approx M_{cf}(y),$$  
$$M(L, h) \approx M_f(y).$$

These predictions are nicely supported by the data, see Figs. 6 and 8. We observe that the convergence to the asymptotic infinite-volume limit appears to be slightly slower for $g = 0.8$, as is reasonable for values of the transverse field which are closer to $g = 1$ [this is especially evident in panel (b) of Fig. 7 for the local magnetization at the center of the chain].

Note that, close to $h_{tr}(L)$, there are only two relevant levels (those whose energy difference becomes exponentially small) and therefore we can again apply a two-level truncation of the state space to compute the FSS functions. For the energy gap we recover Eq. (13), apart from a trivial but unique renormalization of the argument, $y = cx$, i.e.

$$D_f(y) = D_{2l}(y/c),$$

where $D_{2l}$ is the function obtained by the two-level truncation, cf. Eq. (14). This is once more supported by the data shown in Fig. 9 which nicely fit the two-level scaling behavior (with $c \approx 1.18$ for $g = 0.5$, and $c \approx 1.4$ for $g = 0.8$). This confirms that, even for EFBC, the FOQT is characterized by the crossing of two quantum energy levels.

For the magnetization we should be more careful, as Eq. (14) has been derived under the assumption that the magnetization of the two states is $\pm 1$, respectively. For the central magnetization, this assumption is satisfied, as can be seen from Fig. 7 [indeed $M_{cf}(y)$ converges to $\pm 1$, as $y \to \pm \infty$], and hence we expect

$$M_{cf}(y) = M_{2l}(y/c),$$

with $M_{2l}$ given in Eq. (14), and the same constant $c$ obtained in the analysis of the gap. The results shown in Fig. 7 are fully consistent. On the other hand, the assumption is not true for the average magnetization $M$. Indeed, for $y \to \infty$, it converges to a value that is less than 1 — see the inset of Fig. 8. We can identify this value with the magnetization $M_{2s}$ of the ground state that is obtained by approaching $h_{tr}(L)$ from above, and is the relevant one in the limit $y \to \infty$. Numerically, we find $M_{2s} \approx 0.72$ and $M_{2s} \approx 0.52$ for $g = 0.5$ and $g = 0.8$, respectively. Using the two-level truncation, we predict for the scaling function

$$M_f(y) = M_{2l,a}(y/c),$$  
$$M_{2l,a}(x) = \frac{M_{2s} - 1}{2} + \frac{M_{2s} + 1}{2} \frac{x}{\sqrt{1 + x^2}}.$$
which interpolates between \( M_{2l,a}(x \to -\infty) = -1 \) and \( M_{2l,a}(x \to \infty) = M_{2s} \). Numerical results are in perfect agreement — see Fig. 8 for the data at \( g = 0.5 \).

It is important to note that the energy difference between the ground state and the higher excited states is expected to be of order \( h \), hence of order \( 1/L \) at the transition point. The presence of this tower of states does not contradict the validity of the two-level approximation, since the relevant ratios \( \Delta(L)/\Delta_{0,n}(L) \) vanish exponentially for all \( n \geq 2 \).

An interesting question concerns the nature of the two states which give rise to the above level-crossing scenario in the large \( L \) limit. One of them is the ground state for \( h = 0 \), i.e., the negatively magnetized state with \( M = -1 \) in the large-\( L \) limit; the other one is a state with a large positively magnetized region around the center, and two negatively magnetized regions at the boundaries, separated by a kink and an antikink close to the left and right boundary, respectively — see, e.g., Fig. 4. Close to the transition, the size of such regions at the boundaries must be of order \( L \), to guarantee that the average magnetization is strictly less than 1.

C. Large-\( h \) region

We now discuss the main features of the finite-size behavior for \( h > h_{tr} \). As stated above, in this regime, low-energy states are characterized by a positively magnetized region around the center of the chain and by two negatively magnetized regions at the boundaries. The nature of the central region can be easily understood by considering the central magnetization \( M_c \), displayed in Fig. 9. As \( L \) increases, results rapidly approach a function of \( h \) only. This trivial dependence on \( h \) is expected, since \( M_c \) is a local quantity which is not sensitive to the boundaries. On the other hand, as we shall see below, the behavior in proximity of the boundaries is more involved.

In Fig. 10 we report the magnetization profile close to one of the boundaries. The local magnetization differs from the value at the center, in a region of size \( \ell_- \) close to \( x = 0 \). The region where \( M \) varies significantly shrinks as \( h \) increases, as expected. A detailed analysis of the data shows that \( \ell_- \) has a non trivial power-law dependence on \( h \), for \( h \) large enough. Indeed, numerical results and a phenomenological theory for the magnetization profile in this regime — see Sec. IID — lead us to conjecture that

\[
\ell_- \sim h^{-1/2}. \tag{30}
\]

The emergence of this behavior is clearly supported by the plot reported in the inset of Fig. 10. If we plot the magnetization data versus \( x / \sqrt{h} \), we observe the collapse
of the data. This is consistent with the data for a wide range of values of $L$ and $h$, and for two different values of $g$. The scaling (30) implies that the relative size of the negatively magnetized region at one of the boundaries behaves as

$$v_- \equiv \frac{\ell_-}{L} \sim \frac{1}{h^{1/2}L}. \quad (31)$$

Equation (31) implies a scaling behavior for the average magnetization $M$, since this quantity is sensitive to the behavior at the boundaries. If we make a simple approximation in which the magnetization is $-1$ in two boundary regions of linear size $\ell_-$ and $+1$ in the central region of linear size $L - 2\ell_-$, we predict $M = -4\ell_-/L = 1 - 4v_-$. We can take this equation as the definition of the relative length of the region in which the magnetization is negative. Equation (31) then predicts

$$v_- = \frac{1 - M}{4} \approx \frac{a(g)}{h^{1/2}L}. \quad (32)$$

for $h > h_{tr}(L)$. This scaling behavior is clearly supported by the data displayed in Fig. 11 for two different values of $g$. We estimate $a(g = 0.5) \approx 0.42$ and $a(g = 0.8) \approx 0.62$ (see dashed straight lines in the figure). Therefore, Eq. (31) signals the presence of two negatively magnetized regions, whose width widens as $h$ decreases at fixed $L$. However, since the scaling applies only up to $h_{tr}(L)$, at fixed $L$, the width $v_-$ satisfies

$$v_- \leq v_{\text{max}} = \frac{a(g)}{h_{tr}(L)^{1/2}L} \sim L^{-1/2}, \quad (33)$$

i.e., the maximum relative size decreases with $L$. Note that $v_-$ decreases with increasing $L$ only outside the transition region close to $h_{tr}(L)$. In the scaling region around $h_{tr}(L)$, $v_-$ remains finite as $L$ increases.

Let us finally analyze the energy gap $\Delta(L, h)$ between the two lowest-energy states. Results are reported in Fig. 12. For each value of $L$, the gap shows three distinct behaviors. For small magnetic fields $\Delta$ decreases. At $h_{tr}(L)$ it is essentially zero on the scale of the figure, then it increases sharply up to an $L$-independent value $h_x(L)$ [26]. Finally, for $h > h_x(L)$ it follows an $L$-independent curve. In the latter regime, the gap behaves as

$$\Delta(L, h) \sim h^{2/3}, \quad (34)$$

as it appears neatly from the rescaling provided in the inset. Note that Eq. (34) is the expected behavior for kink-antikink states in an external longitudinal magnetic field — see, e.g., Refs. [27,29]. This confirms our conjecture that the general features of the low-energy properties for $h > h_{tr}$ are related to states with positively and negatively magnetized regions separated by kink-like structures.

The scaling (34) explains the nonanalytic behavior of $h_{tr}(L)$, outlined in Eq. (22). Indeed, assume that the negatively magnetized state has an energy that scales as $E_{\text{magn}} \approx E_0(L) - a_mhL - b_mh$, while all kink-antikink states have an energy that, consistently with the result [34], scales as $E_{\text{kink}} = E_1(L) + a_khL + c_kh^{2/3} + b_kh$. Equating the two energies, $E_{\text{magn}} = E_{\text{kink}}$, and taking into account that $E_1(L) - E_0(L)$ is finite for large $L$, we obtain the behavior (22), and in particular the $O(L^{-\zeta})$ correction with $\zeta = 2/3$.

D. Phenomenological theory for the large-$h$ region

We develop here a phenomenological theory for the behavior of the system. Given the numerical results, two
states are relevant for the system. One should consider the negatively magnetized state $\mu(x) = -1$ of energy $E = hL$ (hereafter we adopt the shorthand notation $\mu(x) \equiv \langle \sigma_x^{(3)} \rangle$), which has average renormalized magnetization $M = -1$. The second relevant state is a double-kink state, characterized by two boundary regions of size $\xi$ in which the magnetization is less than 1, and by one central region of size $L - 2\xi$, in which $\mu(x) = 1$. The average magnetization of the double-kink state is
\begin{equation}
M = \frac{1}{L} (L - a_1 \xi),
\end{equation}
where $a_1$ is an appropriate constant. Correspondingly, its energy is
\begin{equation}
E = E_0 - hLM = E_0 - hL + a_1 \xi h,
\end{equation}
where $E_0$ is the energy of the state in the absence of magnetic field. To compute $E_0$ we use a phenomenological approach. We assume that, for $h = 0$, the Hamiltonian can be written in terms of $\mu(x)$ as
\begin{equation}
H = \int_0^L dx \left[ a \left( \frac{d\mu(x)}{dx} \right)^2 + b (\mu(x)^2 - 1)^2 \right].
\end{equation}
Boundary conditions require $\mu(0) = -1$ and $\mu(L) = -1$. The double-kink state can be parametrized as
\begin{equation}
\mu(x) = A \tanh[Bx] + A \tanh[B(L - x)] + C,
\end{equation}
where $C$ should be fixed to guarantee the boundary conditions. Equation (38) holds only if the localized kink and antikink do not interact, which in turn requires that $BL \gg 1$. If we further assume that $\mu(L/2) = 1$, the profile can be written as
\begin{equation}
\mu(x) = 2 \tanh[Bx] + 2 \tanh[B(L - x)] - 3.
\end{equation}
It is clear that $B$ should be identified with the parameter $\xi$ defined before. A simple computation gives
\begin{equation}
H = \frac{1}{B} a_0 + a_2 B \quad \text{for } BL \gg 1,
\end{equation}
with
\begin{equation}
a_0 = \frac{64}{3} (3 \ln 2 - 2) b, \quad a_2 = \frac{16}{3} a.
\end{equation}
Therefore, the energy of the double-kink state in a magnetic field is
\begin{equation}
E = a_0 \xi + \frac{a_2}{\xi} - hL + h a_1 \xi.
\end{equation}
The ground-state energy is obtained by minimizing $E$ with respect to $\xi$. We obtain
\begin{equation}
\xi = \left( \frac{a_0 + a_1 h}{a_2} \right)^{-1/2},
\end{equation}
and, correspondingly,
\begin{equation}
E = 2 \sqrt{a_2 (a_0 + a_1 h)} - hL,
\end{equation}
\begin{equation}
M = 1 - \frac{a_1}{L} \left( \frac{a_2}{a_0 + a_1 h} \right)^{1/2}.
\end{equation}
The double-kink state competes with the magnetized one with $\mu(x) = -1$. The transition between the corresponding large-$h$ and small-$h$ regimes, where the ground states are the double-kink and magnetized states respectively, occurs for
\begin{equation}
h = h_{tr} = \left( \frac{a_0 a_2}{L} \right)^{1/2}.
\end{equation}
Close to $h_{tr}$, $\xi$ is a finite number. The behavior changes as $h$ increases. If $a_1 h \gg a_0$ we find $\xi \sim h^{-1/2}$ which shows that the region in which $\mu(x) < 1$ shrinks as $h^{-1/2}$. Moreover,
\begin{equation}
H \approx -hL \left[ 1 - 2 \left( \frac{a_1 a_2}{hL^2} \right)^{1/2} \right],
\end{equation}
\begin{equation}
M \approx 1 - \left( \frac{a_1 a_2}{hL^2} \right)^{1/2}.
\end{equation}
Corrections to scaling are functions of $hL^2$, in agreement with numerical results — see Fig. 11.

### E. Localized magnetic field

It is likewise interesting to discuss the case of an Ising chain with a localized magnetic field. To this purpose, let us consider a chain with an odd number of sites, $L = 2\ell + 1$, whose Hamiltonian is obtained by replacing the homogeneous term $-h \sum_{x=1}^L \sigma_x^{(3)}$ with a local term $-h_l \sigma_x^{(3)}$ in Eq. (17), where $x_c$ is the central site. As in the homogeneous case, we can easily identify two distinct regions, in which ground-state properties are different. For small $h_l$, the system is magnetized, as before. For large $h_l$, it is enough to observe that, in the ground state, the central site is essentially fixed, as it should be aligned with the magnetic field. Therefore, the ground state is equivalent to that of two disjoint chains with fixed and opposite boundary conditions. Using the results of Refs. [9, 19], we can conclude that the ground state is a kink state, with zero average magnetization. In this case the gap is [19],
\begin{equation}
\Delta(\ell) \approx \frac{3g}{1 - g} \pi^2 \ell.
\end{equation}
Thus, for $h_l$ small and $h_l$ large, the nature of the ground state differs. Therefore, we expect two different regions: a magnetized region for $h < h_{l,tr}$ and a kink phase for $h > h_{l,tr}$. For $h_l = h_{l,tr}(L)$ a sharp transition occurs between the magnet and kink phases [19].
where the magnetization profile is expected to qualitatively change. Its location \( h_{t, tr}(L) \) is expected to be associated with the minimum \( \Delta_m(L) \) of the gap \( \Delta(L, h_l) \), i.e., \( \Delta_m(L) \equiv \Delta(L, h_{t, tr}(L)) \).

This picture is confirmed by the numerical data, as shown in Fig. 13 for \( g = 0.5 \). As expected, \( h_{t, tr}(L) \) converges to a finite value for \( L \to \infty \). For \( h_l \) close to such value, the relevant FSS variable is expected to be

\[
y_l = \frac{2m_0[l_h - h_{t, tr}(L)]}{\Delta_m(L)}.
\]  

(50)

We note that, like for the case of the global magnetic field considered previously, the definition of the scaling variable \( y_l \) requires the actual values of \( h_{t, tr}(L) \) and \( \Delta_m(L) \) for the size \( L \), and not their asymptotic behaviors. Then, in the large-\( L \) limit, we expect that

\[
M(L, h) \approx \mathcal{M}_l(y_l).
\]

(51)

The scaling function \( \mathcal{M}_l(y_l) \) is expected to be negative, and asymptotically \( \mathcal{M}_l(y_l \to \infty) = 0 \). The numerical data in Fig. 14 clearly support this scaling behavior. Qualitatively, we therefore obtain the same behavior as in the homogeneous case. Quantitatively, however, there are important differences. For instance, in the large-\( h_l \) region (i.e., \( h_l \gg h_{t, tr} \)), the average magnetization is smaller than 1 and correspondingly the size \( l_\perp \) of the negatively magnetized region at the boundaries is of order \( L \), and not of order \( L^{1/2} \).

The classical counterpart of this complex scenario for quantum many-body systems at FOQTs has been investigated at thermal first-order transitions in statistical

FIG. 13: The energy difference (gap) of the lowest states as a function of the localized magnetic field \( h_l \) at the center of the chain, for \( g = 0.5 \). The insets show its minimum \( \Delta_m(L) \) (top inset) and the corresponding \( h_{t, tr}(L) \) (bottom inset), which appears to approach a constant value with \( O(L^{-1}) \) corrections. Indeed, by fitting the available data to \( h_{t, tr}(L) = h_{t, tr} + b/L \), we obtain \( h_{t, tr} = 1.02 \), see the dashed line in the corresponding inset.

FIG. 14: Renormalized average magnetization \( M(L, h_l) \) for \( g = 0.5 \) versus \( y \) [see Eq. (50)] for the model with a local magnetic field at the center of the chain. The curves appear to approach a scaling function \( \mathcal{M}_l(y) \) with increasing \( L \), i.e. \( M(L \to \infty, h_l) \approx \mathcal{M}_l(y_l) \). Note that, although the magnetization appears positive for \( y_l > 0 \), its large-\( L \) limit is consistent with negative extrapolations, and \( \mathcal{M}_l(y_l \to \infty) = 0 \).

F. Summary

Our numerical results show that the quantum Ising chain with EFBC favoring one of the magnetized phases develops notable scaling features along the FOQT line. The FSS arising from the interplay between the size \( L \) and the bulk longitudinal field \( h \) turns out to be intriguingly more complex than that observed with neutral boundary conditions, see in particular Sec. IVB for PBC and OBC. In the case of EFBC with both ends favoring the same phase, the observables around \( h = 0 \) depend smoothly on \( h \), up to a pseudo transition value \( h_{t, r}(L) \), behaving as \( h_{t, r}(L) \approx \eta/L \), where they develop a singularity. This corresponds to a sharp transition to the oppositely magnetized phase, which appears to be analogous to a discontinuous transition. Around the finite-size transition point \( h_{t, r}(L) \), the system develops a FSS controlled by an exponentially vanishing gap \( \Delta(L) \sim e^{-bL} \). The scaling arises from the competition of the two lowest-energy states, indeed, scaling functions correspond to those of a two-level system. The relevant low-energy states are superpositions of a negatively magnetized state, which is the ground state for \( h < h_{t, r}(L) \), and of a state with a positively magnetized region around the center and two negatively magnetized regions at the boundaries, separated by kink-like structures (see the magnetization profile shown in Fig. 1). The latter state becomes the ground state for \( h > h_{t, r} \). Outside the transition region, it is characterized by two negatively magnetized regions close to the boundaries, of typical size \( l_\perp \sim h^{-1/2} \).
systems with disordered boundary conditions [30], where the interplay between the temperature and the finite size gives rise to a complex scenario as well, characterized by different scaling regions.

We also considered the case of a localized external longitudinal field. Again we can identify two different regimes separated by a transition at a finite value of the local magnetic field. However, at variance with what happens in the case of PBC and OBC (see the discussion in Sec. [II B]), the nature of the transition and of the high local-field phase differs. In particular, its FSS at the transition does not arise from an avoided two-level crossing in finite systems, and the average magnetization cannot exceed $M = 0$.

IV. CONCLUSIONS

We have investigated FSS at FOQTs when boundary conditions favor one of the two phases. We have shown that substantial differences emerge with respect to neutral boundary conditions, such as PBC.

For this purpose, we presented a numerical study of one of the simplest paradigmatic quantum many-body systems exhibiting a nontrivial zero-temperature behavior: the one-dimensional quantum Ising chain in the presence of a transverse field, whose zero-temperature phase diagram features a line of FOQTs driven by a longitudinal external field. We provided evidence that the interplay between the size $L$ and the bulk longitudinal field $h$ is more complex than that observed with neutral boundary conditions. In the case of EFBC favoring the same phase, for small values of $h$, observables depend smoothly on $h$, up to $h_{tr}(L) \approx \eta/L$, where $\eta$ is a $g$-dependent constant, where a sharp transition to the oppositely magnetized phase occurs. In proximity of $h_{tr}(L)$, a universal FSS behavior emerges from the competition of the two lowest-energy states, separated by a gap which vanishes exponentially with $L$. For even larger longitudinal fields, $h > h_{tr}(L)$, a scaling behavior controlled by another variable $\sim 1/(h^{1/2} L)$ appears.

We believe that analogous behaviors can be observed in other FOQTs, when boundary conditions favor one of the two phases. In particular, they should also occur in systems defined in more than one dimension. It would be also interesting to verify whether these complex behaviors may occur in FOQTs driven by even perturbations as well, where OBC favor the disordered phase and EFBC the ordered one. Some results for the quantum Potts chain appeared in Ref. [10], where, however, only the behavior around $h = 0$, analogous to that discussed in Sec. [II A] was considered.

Finally we mention that it would be tempting to generalize the discussion to off-equilibrium dynamics across the FOQT. For example, one could address a situation where the longitudinal field is subject to a time-dependent driving, and devise suitable scaling laws which may depend on the properties of the equilibrium transition [31], in analogy to what has been done so far for the same system with neutral boundary conditions [22]. However, in view of the presence of several different equilibrium scaling behaviors, the off-equilibrium dynamics in the presence of EFBC may exhibit an intriguing, and possibly more complex, scenario.

Quite remarkably, the FSS behavior outlined in this paper can be observed for relatively small sizes: in some cases a limited number of spins already displays the asymptotic behavior. Therefore, even systems of modest size ($L \lesssim 100$) may show definite signatures of the scaling laws derived in this work. In this respect, present-day quantum-simulation platforms have already demonstrated their capability to reproduce and control the dynamics of quantum Ising-like chains with a small number of spins. Ultracold atoms in optical lattices [32–34], trapped ions [34–38], and Rydberg atoms [39] seem to be the most promising candidates where the emerging universality properties of the quantum many-body physics discussed here can be tested with a minimal number of controllable objects.
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