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Abstract

We study the reduction of classical strings rotating in the deformed three-sphere truncation of the double Yang-Baxter deformation of the $\text{AdS}_3 \times S^3 \times T^4$ background to an integrable mechanical model. The use of the generalized spinning-string ansatz leads to an integrable deformation of the Neumann-Rosochatius system. Integrability of this system follows from the fact that the usual constraints for the Uhlenbeck constants apply to any deformation that respects the isometric coordinates of the three-sphere. We construct solutions to the system in terms of the underlying ellipsoidal coordinate. The solutions depend on the domain of the deformation parameters and the reality conditions of the roots of a fourth order polynomial. We obtain constant-radii, giant-magnon and trigonometric solutions when the roots degenerate, and analyze the possible solutions in the undeformed limit. In the case where the deformation parameters are purely imaginary and the polynomial involves two complex-conjugated roots, we find a new class of solutions. The new class is connected with twofold giant-magnon solutions in the degenerate limit of infinite period.
1 Introduction

The representation of classical strings rotating in the AdS$_5 \times S^5$ background in terms of effective integrable mechanical systems is a renowned trait of the integrable structure underlying the AdS$_5$/CFT$_4$ correspondence [1,2]. In reference [1], it was shown that the usage of a periodic ansatz for which the coordinates of the Cartan subalgebra of the AdS$_5 \times S^5$ background are proportional to the world-sheet time reduces the action of the corresponding spinning string to the Neumann integrable system. The latter is a mechanical model that consists of a collection of $N + 1$ simple harmonic oscillators restricted to lie in a $N$-dimensional sphere. The existence of the Uhlenbeck constants, a set of $N$ independent first integrals in involution, proves the integrability of the system by virtue of the Liouville theorem. The analysis was broadened in [2] by allowing non-trivial winding numbers along the compact coordinates of the Cartan subalgebra in the ansatz. The associated mechanical model is accordingly extended to the Neumann-Rosochatius integrable system, which involves an additional centrifugal potential for each oscillator. The integrability of the problem is preserved since the Uhlenbeck constants are also enhanced with terms that account for the centrifugal potentials. The connection between spinning strings and mechanical systems was extensively exploited in the study of the AdS$_5$/CFT$_4$ correspondence, as it permits to construct systematically classical solutions and their associated conserved charges by means of hyperelliptic functions and hyperelliptic integrals, respectively.

This picture poses the problem of the realization of such a connection in integrable deformations of backgrounds germane to the AdS$_{d+1}$/CFT$_d$ correspondence. The double Yang-Baxter deformation of the AdS$_3 \times S^3 \times T^4$ space-time supported with pure Ramond-Ramond three-form flux plays a distinctive role among this class [3–5]. The permutation supercoset structure of the initial background allows an independent Yang-Baxter deformations for each of the two factors of the global symmetry group [6,7]. This type of two-parameter deformations were first considered in the context of the AdS$_{d+1}$/CFT$_d$ correspondence in [8]. There, the two-parameter deformation of the O(4) non-linear sigma-model put forward in [9] was identified with the double Yang-Baxter deformation of the SU(2) × SU(2) model of [6,7], and was then extended to the AdS$_3 \times S^3$ space. Such a symmetric space was promoted to a full type IIB superstring background in [3] by means of the straightforward resolution of the supergravity equations. In reference [4] an alternative background was obtained through a double Yang-Baxter deformation of the associated
non-linear sigma model. Unlike the approach of \cite{3}, the construction of \cite{4} ensures that the classical integrable structure is preserved. The invariance under kappa-symmetry transformations of the action was proven in \cite{5}, where the expressions for the Ramond-Ramond fluxes were also provided. From the viewpoint of the background fields, the constructions of both \cite{3} and \cite{4, 5} provide the same metric and dilaton, and an ignorable Kalb-Ramond two-form, but their respective Ramond-Ramond fluxes differ.\footnote{Further developments in the context of double Yang-Baxter deformations and generalizations thereof may be found in \cite{10-16}. Moreover, classical solutions in this scenario have been considered in \cite{17}.}

The aim of the present article is to analyze the extension of the Neumann-Rosochatius integrable system for spinning strings rotating in the deformed three-sphere truncation of the double Yang-Baxter deformation of the AdS$_3 \times S^3 \times T^4$ background. The body of the text is organized as follows. In section 2 we will put forward the deformation of the integrable mechanical model. We will prove the integrability of the model adducing the conservation of the canonically conjugate momenta to the angular coordinates and the Hamiltonian. We will then derive the deformation of the Uhlenbeck constants under the assumption that their initial constraints are respected by the deformation. The argument applies to every deformation of the three-sphere that upholds the isometric directions of the Cartan subalgebra. In section 3 we will construct formally the general solution to the deformation of the Neumann-Rosochatius system in terms of the ellipsoidal coordinate that parameterizes the equations of motion. The squared derivative of the ellipsoidal coordinate equals a fourth-order polynomial, whose degree is increased by one due to the presence of the deformation. We will show that the solutions depend on the domain of the parameters and the hierarchy of roots, obtaining the degenerate and undeformed limits in each case. We will find that the degenerate limits of the solution are realized by constant-radii and giant-magnon solutions, some of which have not undeformed counterpart. In the case of purely imaginary deformation parameters, we will further obtain trigonometric degenerate limits, and we will construct a new class of general rotating solutions. We will argue that this class reduce to twofold giant-magnon solutions in the degenerate limit of infinite period. In section 4 we will conclude with a summary and comment on possible lines for further research.


## 2 Deformation of the Neumann-Rosochatius system

In this section we will present the extension of the Neumann-Rosochatius integrable system for spinning strings whose motion is confined to the two-parameter deformation of the three-sphere $M_3$. We stress that the metric of $M_3$ can be obtained from the metric of the deformation of the $\text{AdS}_3 \times S^3 \times T^4$ space-time, since the double Yang-Baxter deformation does not mingle its $S^3$-components with its $\text{AdS}_3$-components or its $T^4$-components $[3–5]$. The metric of $M_3$ may be conveniently expressed in terms of the embedding coordinates of the three-sphere into $\mathbb{C}^2$. If the latter are denoted by $Z_1$ and $Z_2$, it reads $[4, 5]$

\[
\begin{align*}
    ds^2 &= \frac{1}{1 + \kappa_-^2 Z_1 \bar{Z}_1 + \kappa_+^2 Z_2 \bar{Z}_2} \left( d\bar{Z}_1 dZ_1 + d\bar{Z}_2 dZ_2 \right. \\
    & \quad - \frac{1}{4} \left[ \kappa_- (Z_1 d\bar{Z}_1 - \bar{Z}_1 dZ_1) + \kappa_+ (Z_2 d\bar{Z}_2 - \bar{Z}_2 dZ_2) \right]^2 \right), \\
\end{align*}
\]

(2.1)

where $\kappa_- \text{ and } \kappa_+$ are the independent deformation parameters, the bar refers to complex conjugation and the embedding coordinates must be supplied with the constraint

\[
    \bar{Z}_1 Z_1 + \bar{Z}_2 Z_2 = 1. 
\]

(2.2)

The attributes of strict positivity and regularity of the metric demand either that the parameters belong to the real line or that they are purely imaginary numbers with modulus no greater than the unity, exclusive of the situation where both moduli equal one $[4]$. The metric of the round three-sphere in complex embedding coordinates is retrieved when $\kappa_{\pm} = 0$. The construction of the classical mechanical system of interest requires us to introduce the parameterization of the two complex coordinates

\[
    Z_a = r_a e^{i\varphi_a}, 
\]

(2.3)

with $a = 1, 2$. In these coordinates, the metric (2.1) turns into

\[
\begin{align*}
    ds^2 &= \frac{1}{1 + \kappa_-^2 r_1^2 + \kappa_+^2 r_2^2} \left[ dr_1^2 + dr_2^2 + r_1^2 d\varphi_1^2 + r_2^2 d\varphi_2^2 + \left( \kappa_- r_1^2 d\varphi_1 + \kappa_+ r_2^2 d\varphi_2 \right)^2 \right], \\
\end{align*}
\]

(2.4)

and the constraint (2.2) becomes

\[
    r_1^2 + r_2^2 = 1. 
\]

(2.5)

In this parameterization, $\varphi_a$ are the azimuthal angles, with $0 \leq \varphi_a < 2\pi$, whereas the radial coordinates $r_a$ are related to the polar angle of the round three-sphere via $r_1 = \cos \theta$ and $r_2 = \sin \theta$, with $0 \leq \theta \leq \pi$. 

3
The starting point of our analysis is the Polyakov action for closed strings propagating in $\mathbb{R} \times M_3$. The real line represents the time direction along the center of the deformed three-dimensional anti-de Sitter space and it is parameterized by the coordinate $t$. It remains underformed, since setting the hyperbolic radius in the global chart of the deformed anti-de Sitter space to zero erases the presence of the deformation parameters. In the conformal gauge the action reads

$$S = -\sqrt{\lambda} \frac{1}{4\pi} \int_{-\infty}^{\infty} d\tau \int_{0}^{2\pi} d\sigma \left( -\eta^{\alpha \beta} \partial_{\alpha} t \partial_{\beta} t + 2L \right),$$

where $L$ is the non-linear sigma model Lagrangian corresponding to (2.4). Note that, in principle, we should furnish the action above with both a Wess-Zumino term, which accounts for the Kalb-Ramond two-form, and a two-dimensional Hilbert-Einstein term, which couples the non-trivial dilaton of the background. In the case at issue, however, we may ignore the former, because the $B$-field is an exact two-form whose contribution vanishes by virtue of the periodic boundary conditions that closed strings exhibit. Neither the latter term is necessary, since the scalar of curvature of the world-sheet vanishes once we impose the conformal gauge.

In order to obtain the deformed Neumann-Rosochatius system we will impose the generalized spinning-string ansatz first proposed in [2], which extends the Neumann system for spinning strings put forward in [1]. The ansatz is

$$t(\tau, \sigma) = \kappa \tau, \quad r_a(\tau, \sigma) = r_a(\sigma), \quad \varphi_a(\tau, \sigma) = \omega_a \tau + \alpha_a(\sigma),$$

where $\omega_a$ are the frequencies, and it is supplied with periodic boundary conditions pertinent to closed strings,

$$r_a(\sigma + 2\pi) = r_a(\sigma), \quad \alpha_a(\sigma + 2\pi) = \alpha_a(\sigma) + 2\pi m_a, \quad m_a \in \mathbb{Z},$$

where $m_a$ are the winding numbers. The usage of this ansatz reduces the Lagrangian in (2.6) to that of a classical mechanical system,

$$L = \frac{1}{2} \left( \frac{1}{(1 + \kappa^2 r_1^2 + \kappa_+^2 r_2^2)} \left[ r_1'^2 + r_2'^2 + r_1^2 (1 + \kappa^2 r_1^2) (-\omega_1^2 + \alpha_1'^2) + r_2^2 (1 + \kappa_+^2 r_2^2) \right] \times \left( -\omega_2^2 + \alpha_2'^2 \right) + 2\kappa_+ \kappa_+ r_1 r_2^2 (\omega_1 \omega_2 + \alpha_1' \alpha_2') \right) \frac{\Lambda}{2} (r_1^2 + r_2^2 - 1),$$

where the prime denotes derivative with respect to the spatial world-sheet coordinate, the constraint (2.5) has been implemented by means of the Lagrange multiplier $\Lambda$ and a
superfluous prefactor has been omitted. The Virasoro constraints are accordingly written down as

\[ r_1^2 + r_2^2 + r_1^2 \left( 1 + \kappa_- r_1^2 \right) \left( \omega_1^2 + \alpha_1^2 \right) + r_2^2 \left( 1 + \kappa_+ r_2^2 \right) \left( \omega_2^2 + \alpha_2^2 \right) + 2 \kappa_- \kappa_+ r_1^2 r_2^2 \left( \omega_1 \omega_2 + \alpha_1' \alpha_2' \right) = \left( 1 + \kappa_- r_1^2 + \kappa_+ r_2^2 \right) \kappa^2, \] (2.10)

\[ r_1^2 \left( 1 + \kappa_- r_1^2 \right) \omega_1 \alpha_1' + r_2^2 \left( 1 + \kappa_+ r_2^2 \right) \omega_2 \alpha_2' + \kappa_+ \kappa_- r_1^2 r_2^2 \left( \omega_1 \alpha_2' + \alpha_1' \omega_2 \right) = 0. \]

Besides, the invariance of the action under shifts along the directions of \( t \) and \( \varphi_a \) implies the conservation of the energy \( E \) and the angular momenta \( J_a \), respectively. These conserved charges read

\[ E = -\sqrt{\lambda} \kappa, \]
\[ J_1 = \frac{\sqrt{\lambda}}{2\pi} \int_0^{2\pi} d\sigma \frac{r_1^2 \left( 1 + \kappa_- r_1^2 \right) \omega_1 + \kappa_- \kappa_+ r_1^2 r_2^2 \omega_2}{1 + \kappa_- r_1^2 + \kappa_+ r_2^2}, \] (2.11)
\[ J_2 = \frac{\sqrt{\lambda}}{2\pi} \int_0^{2\pi} d\sigma \frac{r_2^2 \left( 1 + \kappa_+ r_2^2 \right) \omega_2 + \kappa_- \kappa_+ r_1^2 r_2^2 \omega_1}{1 + \kappa_- r_1^2 + \kappa_+ r_2^2}. \]

The cyclicity of the generalized coordinates \( \alpha_a \) in the Lagrangian entails that their respective conjugate momenta \( v_a \), explicitly expressed as

\[ v_1 = \frac{r_1^2 \left[ \left( 1 + \kappa_- r_1^2 \right) \alpha_1' + \kappa_- \kappa_+ r_2^2 \alpha_2' \right]}{1 + \kappa_- r_1^2 + \kappa_+ r_2^2}, \quad v_2 = \frac{r_2^2 \left[ \left( 1 + \kappa_+ r_2^2 \right) \alpha_2' + \kappa_- \kappa_+ r_1^2 \alpha_1' \right]}{1 + \kappa_- r_1^2 + \kappa_+ r_2^2}, \] (2.12)

are conserved. The inversion of the previous relations leads to

\[ \alpha_1' = \frac{\left( 1 + \kappa_+ r_2^2 \right) v_1 - \kappa_- \kappa_+ r_1^2 v_2}{r_1^2}, \quad \alpha_2' = \frac{\left( 1 + \kappa_- r_1^2 \right) v_2 - \kappa_- \kappa_+ r_2^2 v_1}{r_2^2}, \] (2.13)

whose integration provides an expression for the winding numbers \( m_a \). We may then write down the Hamiltonian following from (2.9) like

\[ H = \frac{1}{2} \left[ \frac{r_1^2 + r_2^2}{1 + \kappa_- r_1^2 + \kappa_+ r_2^2 + \omega_1^2 r_1^2 + \omega_2^2 r_2^2} + \left( \frac{\kappa_+ \omega_1 - \kappa_- \omega_2}{1 + \kappa_- r_1^2 + \kappa_+ r_2^2} \right) \frac{r_1^2 r_2^2}{r_1^2 + r_2^2} \right. \]
\[ \left. + \frac{1 + \kappa_- r_1^2}{r_1^2} v_1 + \frac{1 + \kappa_+ r_2^2}{r_2^2} v_2 - 2 \kappa_- \kappa_+ v_1 v_2 + \Lambda \left( r_1^2 + r_2^2 - 1 \right) \right]. \] (2.14)

In the Hamiltonian picture, the Virasoro constraints are reformulated simply as

\[ 2H = \kappa^2, \quad \left( 1 + \kappa_- r_1^2 + \kappa_+ r_2^2 \right) \left( \omega_1 v_1 + \omega_2 v_2 \right) = 0. \] (2.15)

While the first Virasoro constraint relates the energy \( E \) with the angular momenta \( J_a \) and the remaining parameters involved, the second constraint restricts the admissible values for
these parameters. In view of the presence of three integrals of motion, \( v_a \) and \( H \), for the four generalized coordinates together with a constraint, we conclude that the two-parameter deformation of the Neumann-Rosochatius system preserves its classical integrability. This is of course expected since the initial non-linear sigma model has undergone two Yang-Baxter deformations, which uphold the classical integrable structure of the setting.

The integrable mechanical model above possesses some significant limits that are worth to underline. First and foremost, the undeformed Neumann-Rosochatius system \([2]\) is recovered when we set \( \kappa_\pm = 0 \). We can also retrieve a truncation of the \( \eta \)-deformation of the Neumann-Rosochatius system \([18, 20]\), which describes classical strings spinning in the \( \eta \)-deformation of the AdS\(_5 \times S^5\) background, for \( \kappa_- = 0 \) and \( \kappa_+ = \kappa \). Such a limit corresponds to the case in which the two factors of the global symmetry group of the semisymmetric space are deformed in the same way \([4, 5]\). This implies that all considerations regarding the limits \( \kappa = i \) and \( \kappa = \infty \) studied in \([20]\) can be recovered starting from \([2.9]\) for special choices of the deformation parameters. In particular, the limit \( \kappa = i \) deserves a special mention, since in this case the spinning string rotates in a truncation of a ten-dimensional pp-wave background \([8]\) and it is possible to find explicit solutions to the Neumann-Rosochatius system in terms of hyperbolic functions \([20]\).

### 2.1 Integrals of motion

The integrability of the \( N \)-dimensional undeformed Neumann system follows from the conservation of \( N - 1 \) independent integrals of motion, known as the Uhlenbeck constants \([1]\).

The integrability of the \( N \)-dimensional Neumann-Rosochatius system is derived from the existence of \( N \) first integrals analogue to \( v_a \) for the cyclic coordinates and \( N - 1 \) independent extended Uhlenbeck constants, which can be obtained from the Uhlenbeck integrals of the \( 2N \)-dimensional Neumann system. Therefore, we may address the problem of proving the integrability of a deformation of the \( N \)-dimensional Neumann-Rosochatius system, provided that it preserves the directions of the Cartan subalgebra of the \((2N - 1)\)-dimensional sphere, attaining a deformation of the Uhlenbeck constants. This task may be fulfilled, for instance, trying to deform the Uhlenbeck constants directly \([20, 22]\) or drawing on the associated Lax connection in order to generate them \([18, 19]\). Nevertheless, the problem we study here is simplified by the low dimensionality of the model, which allows us to

\(^2\text{Henceforth, the integer } N > 1 \text{ denotes the number of non-cyclic generalized coordinates. If } N = 1, \text{ the Uhlenbeck constants of the deformed Neumann-Rosochatius system may be postulated directly } [21].\)
construct straightforwardly these first integrals in a systematic and symmetric fashion.

Let us then consider the undeformed $N = 2$ Neumann-Rosochatius system, which corresponds to setting $\kappa_\pm = 0$ in the Hamiltonian (2.14). If we solve the constraint (2.5), using for instance that $r_1 = \cos \theta$ and $r_2 = \sin \theta$, or, equivalently, restricting the coordinates of the phase space to lie upon the constraint submanifold, the Lagrangian multiplier is erased in (2.14) and the Uhlenbeck constants satisfy

$$H = \frac{1}{2} \left( \omega_1^2 I_1 + \omega_2^2 I_2 + v_1^2 + v_2^2 \right), \quad I_1 + I_2 = 1 .$$

(2.16)

Since $H$ is conserved, so they are the integrals $I_1$ and $I_2$. If the two squared frequencies $\omega_n^2$ differ between them (otherwise one would be dealing with a degenerate limit of the model connected with the Rosochatius model), one can express the two Uhlenbeck constants in terms of the Hamiltonian

$$I_1 = \frac{2H - \omega_2^2 - v_1^2 - v_2^2}{\omega_1^2 - \omega_2^2}, \quad I_2 = \frac{2H - \omega_1^2 - v_1^2 - v_2^2}{\omega_2^2 - \omega_1^2} .$$

(2.17)

We infer that, whenever the Hamiltonian of a deformation of the Neumann-Rosochatius system is conserved and the two squared frequencies differ between them, one may define the Uhlenbeck constants through the above relation from the assumption that the two equalities (2.16) still hold. If we make this assumption, the Hamiltonian (2.14) leads to

$$I_1 = r_1^2 - \frac{1}{\omega_2^2 - \omega_1^2} \left[ \frac{(r_1 r_2' - r_2 r_1')^2}{1 + \kappa_r^2 r_1^2 + \kappa_2 r_2^2} - \frac{(\kappa_+ \omega_1 - \kappa_- \omega_2)^2 r_1^2 r_2^2}{1 + \kappa_r^2 r_1^2 + \kappa_2' r_2^2} \right. \left. + \frac{(1 + \kappa_r^2) r_2^2}{r_1^2} v_1^2 + \frac{(1 + \kappa_r^2) r_1^2}{r_2^2} v_2^2 - 2\kappa_+ v_1 v_2 \right] ,$$

(2.18)

$$I_2 = r_2^2 + \frac{1}{\omega_2^2 - \omega_1^2} \left[ \frac{(r_1 r_2' - r_2 r_1')^2}{1 + \kappa_r^2 r_1^2 + \kappa_2 r_2^2} - \frac{(\kappa_+ \omega_1 - \kappa_- \omega_2)^2 r_1^2 r_2^2}{1 + \kappa_r^2 r_1^2 + \kappa_2' r_2^2} \right. \left. + \frac{(1 + \kappa_r^2) r_2^2}{r_1^2} v_1^2 + \frac{(1 + \kappa_r^2) r_1^2}{r_2^2} v_2^2 - 2\kappa_- v_1 v_2 \right] ,$$

(2.19)

where we have used that the constraint (2.5) implies that $(r_1 r_2' - r_2 r_1')^2 = r_1^2 + r_2^2$.

### 3 Spinning string solutions

In this section we will construct the various classes of elliptic solutions to the two-parameter deformation of the Neumann-Rosochatius system corresponding to closed strings rotating
in \( M_3 \). In order to proceed, we will introduce the parameterization of \( r^2_a \) in terms of the ellipsoidal coordinate \( \zeta \), defined by

\[
\frac{r^2_1}{\zeta - \omega_1^2} + \frac{r^2_2}{\zeta - \omega_2^2} = 0, \tag{3.1}
\]
or, equivalently, by

\[
r^2_1 = \frac{\zeta - \omega_1^2}{\omega_2^2 - \omega_1^2}, \quad r^2_2 = \frac{\omega_2^2 - \zeta}{\omega_2^2 - \omega_1^2}. \tag{3.2}
\]

The ellipsoidal coordinate satisfies

\[
-\frac{\zeta'^2}{4 (\zeta - \omega_2^2) (\zeta - \omega_1^2)} = (r_1 r_2' - r_2 r_1')^2. \tag{3.3}
\]

Assuming that \( \omega_1^2 < \omega_2^2 \) without loss of generality, the conditions \( 0 \leq r^2_a \leq 1 \) entail that \( \omega_1^2 \leq \zeta \leq \omega_2^2 \). If we write, for instance, the first Uhlenbeck constant (2.18) in terms of the ellipsoidal coordinate, we find that

\[
\zeta'^2 = 4 P_4(\zeta), \tag{3.4}
\]

where \( P_4(\zeta) \) is the fourth order polynomial

\[
P_4(\zeta) = \frac{\omega_2^2 - \omega_1^2 + \kappa_+^2 (\zeta - \omega_1^2) - \kappa_-^2 (\zeta - \omega_2^2)}{\omega_2^2 - \omega_1^2} \left[ (\omega_2^2 - \omega_1^2) I_1 (\zeta - \omega_1^2) (\zeta - \omega_2^2) - (\zeta - \omega_1^2)^2 (\zeta - \omega_2^2)^2 v_1^2 - (1 + \kappa_+^2) (\zeta - \omega_2^2)^2 v_1^2 (1 + \kappa_-^2) (\zeta - \omega_1^2)^2 v_2^2 \right. \\
\left. - 2 \kappa_- \kappa_+ v_1 v_2 (\zeta - \omega_1^2) (\zeta - \omega_2^2) \right] + \left( \kappa_+ \omega_1 - \kappa_- \omega_2 \right)^2 (\zeta - \omega_1^2)^2 (\zeta - \omega_2^2)^2. \tag{3.5}
\]

Even though the expressions for the roots are too lengthy to be considered explicitly, the ordinary differential equation could still be solved formally.\footnote{We must first discriminate between the two alternative domains for the parameters stated below equation (2.1), namely, the case of real deformation parameters and the one in which they are purely imaginary. The polynomial (3.3) is actually quartic if \( |\kappa_- \omega_1 - \kappa_+ \omega_2| > 0 \), whereas it is cubic when \( \kappa_- \omega_1 - \kappa_+ \omega_2 = 0 \). If the former inequality is satisfied, we need to further differentiate three cases for both real and purely imaginary deformation parameters. Those are the case in which all roots are real, the one that involves two real roots and two complex-conjugated roots, and, lastly, that where there are two pairs of complex-conjugated roots. In principle, the three possibilities could emerge as the discriminant of the quartic polynomial has no definite sign for general values of the parameters satisfying the second Virasoro constraint \footnote{The usage of the second Virasoro constraint in (2.15) does not introduce any appreciable simplification.}} We must first discriminate between the two alternative domains for the parameters stated below equation (2.1), namely, the case of real deformation parameters and the one in which they are purely imaginary. The polynomial (3.3) is actually quartic if \( |\kappa_- \omega_1 - \kappa_+ \omega_2| > 0 \), whereas it is cubic when \( \kappa_- \omega_1 - \kappa_+ \omega_2 = 0 \). If the former inequality is satisfied, we need to further differentiate three cases for both real and purely imaginary deformation parameters. Those are the case in which all roots are real, the one that involves two real roots and two complex-conjugated roots, and, lastly, that where there are two pairs of complex-conjugated roots. In principle, the three possibilities could emerge as the discriminant of the quartic polynomial has no definite sign for general values of the parameters satisfying the second Virasoro constraint.
in (2.15). The undeformed limit entails the divergence of one of the four roots. If we have \( \kappa - \omega_1 - \kappa_+ \omega_2 = 0 \) instead, the discriminant has no definite sign either, and the polynomial may possess three real roots, or one real root and two-complex conjugated roots. None of the roots diverges in the undeformed limit.

Moreover, we emphasize here that the differential equation (3.4) may be used to determine the angular momenta in terms of the roots of the polynomial, which potentially leads to the energy as a function of the latter momenta drawing on the Virasoro contraints. However, the presence of deformation parameter ravels the integrands as displayed in (2.11), which leads to intricate expressions for the angular momenta that we will not present here.

Before we set out with the analysis of the solutions to (3.4), it is convenient to stress some aspects of the undeformed limit of \( P_4(\zeta) \). If the deformation parameters \( \kappa_\pm \) are set to zero in (3.5), it becomes the third-order polynomial
\[
P_3(\zeta) = \left( \omega_2^2 - \omega_1^2 \right) I_1 \left( \zeta - \omega_2^2 \right) \left( \zeta - \omega_1^2 \right) + \left( \zeta - \omega_1^2 \right)^2 \left( \omega_2^2 - \zeta \right) - \left( \zeta - \omega_1^2 \right)^2 v_2^2 - \left( \zeta - \omega_2^2 \right)^2 v_1^2 .
\] (3.6)

The discriminant of this polynomial has no definite sign for general values of the parameters satisfying the second Virasoro constraint of (2.15), and hence \( P_3(\zeta) \) may have three real roots or one real root together with a pair of complex-conjugate roots. If we denote the roots by \( \bar{\zeta}_i \), with \( i = 1, 2, 3 \), we can express the equation (3.4) in the undeformed limit like
\[
\zeta' = -4 \prod_{i=1}^{3} \left( \zeta - \bar{\zeta}_i \right) .
\] (3.7)

We stress that the coefficient of the third-order term equals minus four (minus one in \( P_3(\zeta) \)) since it will turn out to be important regarding the study of the undeformed limit.

Let us briefly review the type of solutions to the equation above that we can construct. First and foremost, they depend on the reality conditions of the roots \( \bar{\zeta}_i \). The solutions are also constrained by the reality of the right-hand side of (3.7) and the requirement of boundedness \( \omega_1^2 \leq \zeta \leq \omega_2^2 \). For instance, let us consider that the three roots \( \bar{\zeta}_i \) are real and different, which we can take to be ordered in the hierarchy \( \bar{\zeta}_1 < \bar{\zeta}_2 < \bar{\zeta}_3 \). The simplest solutions that we can construct are constant-radii solutions with \( \zeta = \bar{\zeta}_i \), for which we should have \( \omega_1^2 \leq \bar{\zeta}_i \leq \omega_2^2 \). Apart from them, we can also construct periodic rotating solutions with non-constant radii. Boundedness in this case requires the ellipsoidal coordinate to be confined to the interval \( \bar{\zeta}_2 \leq \zeta \leq \bar{\zeta}_3 \), whose bounds should likewise satisfy...
\( \omega_1^2 \leq \tilde{\zeta}_2 < \tilde{\zeta}_3 \leq \omega_2^2 \). We can also focus on the degenerate limit in which two roots coalesce. If \( \tilde{\zeta}_1 = \tilde{\zeta}_2 \), we have a giant-magnon solution that constitutes an aperiodic limit of the rotating solution. If \( \tilde{\zeta}_2 = \tilde{\zeta}_3 \), we have a constant-radii solution, since the interval of \( \zeta \) collapses to a point. If \( \tilde{\zeta}_1 = \tilde{\zeta}_2 = \tilde{\zeta}_3 \) is further satisfied, we are always led to this last case. Besides, if two roots are non-real and complex-conjugated to each other, we need to set the ellipsoidal coordinate to the real root, leading us to a constant-radii solution.

It is worthwhile to bear the scheme of the undeformed scenario in mind when the problem of constructing solutions to (3.4) is addressed, since an analogous analysis will be deployed therein. In addition, such a scheme lies the foundations for the study of the extension of the solutions under the presence of the deformation.

### 3.1 Real deformation

We will study now the case where the deformation parameters \( \kappa_\pm \) are real. We will first consider the scenario in which all the roots are real, and denote them by \( \zeta_\alpha \), with \( \alpha = 1, 2, 3, 4 \). Let us further require the condition \( \kappa_- \omega_1 - \kappa_+ \omega_2 \neq 0 \) that ensures that the polynomial (3.5) is indeed quartic. Accordingly, it is possible to express

\[
\zeta' = 4 \left( \frac{\kappa_- \omega_1 - \kappa_+ \omega_2}{(\omega_2^2 - \omega_1^2)} \right)^2 \prod_{\alpha=1}^{4} (\zeta - \zeta_\alpha). \tag{3.8}
\]

In the non-degenerate case, where all the roots are different, we may choose the hierarchy \( \zeta_1 < \zeta_2 < \zeta_3 < \zeta_4 \) without loss of generality. Firstly, we look out for general rotating solutions, and hence we assume the non-trivial dependence of \( \zeta \) on the spatial world-sheet coordinate. The ordinary differential equation can then be solved in terms of a direct integration and the subsequent inversion of the expression thus obtained. But before integrating we need to find out the legitimate domain of the ellipsoidal coordinate. In order for the square root of the right-hand side of the equation (3.8) to be real, we should have either \( \zeta \leq \zeta_1, \zeta_2 \leq \zeta \leq \zeta_3 \) or \( \zeta_4 \leq \zeta \). The first and the last possibilities lead to unbounded solutions that are incompatible with the condition \( \omega_1^2 \leq \zeta \leq \omega_2^2 \), since the derivative of (3.8) cannot attain the two critical points necessary for the ellipsoidal coordinate to be confined to such an interval (this fact may also be shown explicitly proceeding as below).
Therefore, the range is \( \zeta_2 \leq \zeta \leq \zeta_3 \). We should perform the following integration,

\[
2 \frac{|\kappa_\omega - \kappa_\omega^2|}{\omega_2^2 - \omega_1^2} (\sigma - \sigma_0) = \int_{\zeta_2}^{\zeta} \frac{d\eta}{\sqrt{(\zeta_4 - \eta) (\zeta_3 - \eta) (\eta - \zeta_2) (\eta - \zeta_1)}}
\]

(3.9)

where \( \sigma_0 \) is an integration constant, \( F(z, m) \) denotes the incomplete elliptic integral of the first kind, and the elliptic modulus \( \mu \) is given by

\[
\mu = \sqrt{\frac{(\zeta_4 - \zeta_1) (\zeta_3 - \zeta_2)}{(\zeta_4 - \zeta_2) (\zeta_3 - \zeta_1)}}.
\]

(3.10)

Note that the elliptic modulus belongs to the fundamental domain since the complementary modulus does. We will set to zero the integration constant \( \sigma_0 \), addressing the cases in which plays a relevant role separately. If we invert the equality, we obtain

\[
\zeta = \zeta_2 + \frac{(\zeta_3 - \zeta_2) (\zeta_2 - \zeta_1) \text{sn}^2 (\omega \sigma, \mu)}{\zeta_3 - \zeta_1 - (\zeta_3 - \zeta_2) \text{sn}^2 (\omega \sigma, \mu)},
\]

(3.11)

where we have defined the frequency

\[
\omega = \frac{|\kappa_\omega - \kappa_\omega^2|}{\omega_2^2 - \omega_1^2} \sqrt{(\zeta_4 - \zeta_2) (\zeta_3 - \zeta_1)},
\]

(3.12)

and \( \text{sn} (z, m) \) denotes the Jacobian elliptic sine. The periodic boundary conditions for \( r_a \) in (2.8) are inherited by the ellipsoidal coordinate, that must satisfy \( \zeta (\sigma) = \zeta (\sigma + 2\pi) \). Such a requirement entails that the frequency satisfies

\[
\omega = \frac{nK (\mu)}{\pi},
\]

(3.13)

where \( K(m) \) denotes the complete elliptic integral of the first kind and \( n \) is an integer number. Moreover, since \( \omega_1^2 \leq \zeta \leq \omega_2^2 \), we have \( \omega_1^2 \leq \zeta_2 < \zeta_3 \leq \omega_2^2 \). Besides this solution, the equation (3.8) also admits constant-radii solution whose ellipsoidal coordinate equals one root. They are allowed whenever \( \omega_1^2 \leq \zeta_\alpha \leq \omega_2^2 \), likewise those of non-constant radii.

We may now study the solutions in which two or more roots of \( P_4(\zeta) \) coalesce through the analysis of the degenerate limits of the general solution above. According to the ordering of roots that we have considered, the first set of cases to consider is \( \zeta_1 = \zeta_2, \zeta_2 = \zeta_3 \) and \( \zeta_3 = \zeta_4 \). From the identification of the two degenerate roots in the expression of \( \omega \), we conclude that all of them yield finite non-vanishing values for it. However, (3.13)
does not hold anymore, since the coalescence of two roots implies the degeneration of the periodicity properties of the solution, as we will show below.

Let us first assume that \( \zeta_3 = \zeta_4 \). Since the elliptic modulus \( \mu \) becomes one, the general solution reduces to

\[
\zeta = \zeta_2 + \frac{(\zeta_3 - \zeta_2) (\zeta_2 - \zeta_1) \tanh^2 (\omega \sigma) \zeta_3 - \zeta_1 - (\zeta_3 - \zeta_2) \tanh^2 (\omega \sigma)}{\zeta_3 - \zeta_1 - (\zeta_3 - \zeta_2) \tanh^2 (\omega \sigma)}. \tag{3.14}
\]

The degeneration is reflected as an aperiodic limit of \( \zeta \). The period becomes infinite and thus \( \zeta_3 \) does not hold. We may also deduce the aperiodicity from the latter relationship, which diverges when \( \mu = 1 \). The solution then represents a giant-magnon configuration with non-trivial real deformation parameters. From the target-space viewpoint, we can depict the situation as follows. In general, \( \zeta_3 \) encodes the polar angle \( \theta (\sigma) \) of the embedding of the world-sheet into the two-parameter deformation of the three-sphere \( M_3 \). It exhibits the periodic boundary conditions \( \theta (\sigma) = \theta (\sigma + 2\pi) \), which are governed by the frequency satisfying \( \zeta_3 \). Due to this relation, the more \( \zeta_3 \) and \( \zeta_4 \) approach each other, the more distance should range the argument of \( \text{sn} (z, m) \) to bring \( \theta (\sigma) \) until \( \theta (\pi) \) and then bring it back to the initial point \( \theta (0) \). In the limit where \( \zeta_3 \) and \( \zeta_4 \) merge, the Jacobian elliptic sine loses its periodicity properties and becomes a hyperbolic tangent. The polar angle accordingly is unable to go back to \( \theta (0) \) as it just reaches \( \theta (\pi) \) asymptotically.

Of course, this picture is not exclusive of \( \zeta_4 \) and carries over into the giant-magnon solutions of the undeformed setting. The distinguished property of the present framework rather consists in allowing us to construct two different giant-magnon solutions instead of just one.

Indeed, the solution \( \zeta_3 \) is not the only giant-magnon configuration that can emerge. The degenerate limit \( \zeta_1 = \zeta_2 \) leads us again to an infinite period in view of \( \zeta_3 \). However, if we take this limit directly in \( \zeta_3 \), we obtain the constant solution \( \zeta = \zeta_2 \). The apparent contradiction is a consequence of the choice of the integration constant in the general solution, which matters in the aperiodic limit. We can obtain an expression of the giant-magnon type for the ellipsoidal coordinate if we set \( \sigma_0 \) to an appropriate value prior to the application of the limit. In particular, if instead of zero we set it to be proportional to a quarter of a period of the elliptic function,

\[
\sigma_0 = \frac{K (\mu)}{\omega} = \frac{(\omega_2^2 - \omega_1^2) K (\mu)}{|\kappa_- \omega_1 - \kappa_+ \omega_2| \sqrt{(\zeta_4 - \zeta_2) (\zeta_3 - \zeta_1)}}, \tag{3.15}
\]

we are led to

\[
\zeta = \zeta_3 - \frac{(\zeta_4 - \zeta_3) (\zeta_4 - \zeta_2) \text{sn}^2 (\omega \sigma, \mu)}{\zeta_4 - \zeta_2 - (\zeta_3 - \zeta_2) \text{sn}^2 (\omega \sigma, \mu)}. \tag{3.16}
\]
To arrive to this expression we have employed the property
\[ sn^2(z - K(m), m) = \frac{cn^2(z, m)}{1 - m^2 sn^2(z, m)}, \]
and \( cn(z, m) \) denotes the Jacobian elliptic cosine. This expression allows us to take the degenerate limit \( \zeta_1 = \zeta_2 \) in (3.16), leading us to
\[ \zeta = \zeta_3 - \frac{(\zeta_4 - \zeta_3)(\zeta_4 - \zeta_2) \tanh^2(\omega \sigma)}{\zeta_4 - \zeta_2 - (\zeta_3 - \zeta_2) \tanh^2(\omega \sigma)}, \]
(3.18)
Therefore, the degeneration \( \zeta_1 = \zeta_2 \) reduces the solution to a giant-magnon configuration. Notice that if we set \( \zeta_3 = \zeta_4 \) in (3.16), the ellipsoidal coordinate becomes \( \zeta = \zeta_3 \). The situation is complementary to (3.11).

The remaining degenerate limit \( \zeta_2 = \zeta_3 \) yields to the constant radii solution \( \zeta = \zeta_2 \). The elliptic modulus vanishes and the relationship (3.13) breaks down because the period of a constant is arbitrary. A target-space picture may be portrayed along the lines of what we have previously considered for the giant-magnon solution. Since the general solution satisfies \( \zeta_2 \leq \zeta \leq \zeta_3 \), the polar angle \( \theta(\sigma) \) oscillates between the pair of points \( \theta(0) \) and \( \theta(\pi) \), which get closer as \( \zeta_2 \) and \( \zeta_3 \) get closer. In the limit \( \zeta_2 = \zeta_3 \), the two points \( \theta(0) \) and \( \theta(\pi) \) merge and \( \theta(\sigma) \) collapses to a point in \( M_3 \). Actually, we can merely construct constant-radii solutions when more than two roots degenerate. If three consecutive roots coalesce, the hierarchy of roots \( \zeta_1 < \zeta_2 < \zeta_3 < \zeta_4 \) entails that \( \zeta \) unavoidably collapses to a point. The statement also applies to the giant-magnon solutions (3.14) and (3.18) that, despite having lost the periodicity properties, still range between \( \zeta_2 \) and \( \zeta_3 \). If we have \( \zeta_1 = \zeta_2 < \zeta_3 = \zeta_4 \), we need to study the limit in terms of the giant-magnon solutions. We conclude that the functional dependence is erased due to the vanishing of the prefactor, so the solution becomes equal to \( \zeta = \zeta_2 \) in (3.14) and \( \zeta = \zeta_3 \) in (3.18). However, if we had started with an unsuited choice of integration constant, we would have obtained \( \zeta = \zeta_3 \) in (3.14) and \( \zeta = \zeta_2 \) in (3.18). We can puzzle this result out noting that in general the solution ranges between the endpoints \( \zeta_2 \) and \( \zeta_3 \), or equivalently \( \theta(0) \) and \( \theta(\pi) \). In the limit in which both endpoints correspond to a degenerate root, the solution disintegrates and localizes on them. Note that such a disintegration requires the presence of four real roots undergoing a double pairwise degeneration. Finally, if the four roots coalesce, we have that the solution equals the available root.

Let us turn to the undeformed elliptic counterpart of the solution (3.11). In principle, it depends on the root \( \zeta_\alpha \) of the quartic polynomial that diverges in the limit of vanishing
deformation parameters. In order to proceed we should take into account two facts. Firstly, we have that for $\kappa_\pm$ close enough to zero the hierarchy $\zeta_1 < \zeta_2 < \zeta_3 < \zeta_4$ has to be respected. Secondly, in the non-degenerate case, taking the limit in which $\kappa_\pm$ tend to zero cannot turn two real roots into a pair of complex-conjugated ones, and vice versa, if the remaining parameters are fixed. Therefore, there are two possibilities that may permit us to recover the cubic polynomial $P_3(\zeta)$ as expressed in (3.7), with $\bar{\zeta}_i$ denoting three real roots assumed to be ordered like $\bar{\zeta}_1 < \bar{\zeta}_2 < \bar{\zeta}_3$. One alternative consists in the divergence of the greatest root as $\zeta_4 \to \infty$ and the other consists in the divergence of the lowest one as $\zeta_1 \to -\infty$. However, the occurrence of the latter possibility can be excluded drawing on the expression of the cubic polynomial $P_3(\zeta)$ in (3.7), whose third-order coefficient is minus one. If the limit $\zeta_1 \to -\infty$ occurred, we would recover a third-order coefficient equal to plus one. The undeformed limit should be then realized by

$$\zeta_4 \to \infty, \quad \zeta_i \to \bar{\zeta}_i, \quad \text{with} \quad \frac{(\kappa_+ \omega_1 - \kappa_- \omega_2)^2}{(\omega_2^2 - \omega_1^2)^2} \zeta_4 \to 1.$$ (3.19)

If we apply this limit in (3.10) and (3.12), we find

$$\omega \to \bar{\omega} = \sqrt{\bar{\zeta}_3 - \bar{\zeta}_1}, \quad \mu \to \bar{\mu} = \sqrt{\frac{\bar{\zeta}_3 - \bar{\zeta}_2}{\zeta_3 - \zeta_1}}.$$ (3.20)

Regarding the general solution (3.11), the application of the limit of vanishing deformation parameters thus amounts to the proper replacement of unbarred by barred parameters. The periodicity condition (3.13) also holds once the quantities are barred. The undeformed solution can be simplified to obtain the expressions for $\zeta$ considered in [1, 2]. Either shifting the spatial world-sheet coordinate as $\sigma \mapsto \sigma + K(\bar{\mu})/\bar{\omega}$ or, equivalently, taking the undeformed limit in the alternative expression (3.16), leads us to

$$\zeta \to \bar{\zeta}_3 - (\bar{\zeta}_3 - \bar{\zeta}_2) \text{sn}^2 (\bar{\omega} \sigma, \bar{\mu}) .$$ (3.21)

It is worth to point out that the requirement of boundedness of the ellipsoidal coordinate $\omega_1^2 \leq \zeta_2 < \zeta_3 \leq \omega_2^2$ carries over into an analogous condition in the undeformed limit, namely, $\omega_1^2 \leq \bar{\zeta}_2 < \bar{\zeta}_3 \leq \omega_2^2$. Moreover, the constant-radii solutions that are present in the non-degenerate scenario with $\zeta = \zeta_i$ (but not with $\zeta = \zeta_4$) reduce to their undeformed counterparts $\zeta = \bar{\zeta}_i$.

We may acquire insight into the behavior of the solution by means of the study of the connection between the degenerate limits of the deformed and undeformed settings. Let
us consider first the degenerate limits with $\zeta_1 = \zeta_2$ and $\zeta_2 = \zeta_3$. When $\zeta_1 = \zeta_2$ we have obtained the giant-magnon solution (3.18). We can argue that the solution is the double Yang-Baxter deformation with real deformation parameters of the ordinary giant-magnon solution. Indeed, taking the limit (3.19) in the solution (3.18) provides us

$$\zeta \to \tilde{\zeta}_3 - (\tilde{\zeta}_3 - \tilde{\zeta}_2) \tanh^2 (\bar{\omega} \sigma) .$$

(3.22)

This expression is obtained again from (3.21) in the degenerate limit where $\bar{\zeta}_1 = \bar{\zeta}_2$. It is an aperiodic limit of infinite period, because (3.20) states that elliptic modulus $\bar{\mu}$ equals one in this case. Similarly, we can argue that the degenerate limit with $\zeta_2 = \zeta_3$ (and also with $\zeta_1 = \zeta_2 = \zeta_3$) leading to $\zeta = \tilde{\zeta}_2$ is related to $\zeta = \tilde{\zeta}_2$ in the degenerate limit with $\tilde{\zeta}_2 = \tilde{\zeta}_3$ (respectively $\tilde{\zeta}_1 = \tilde{\zeta}_2 = \tilde{\zeta}_3$).

The behavior of the giant-magnon solution (3.14), for which $\zeta_3 = \zeta_4$, is more subtle. The direct application of the undeformed limit (3.19) therein leads us to an unbounded solution. However, this is not an actual solution in the undeformed limit, since the divergence of $\zeta_4$ would imply that the root $\zeta_3$ also diverges. This possibility is denied by the fact that $P_3 (\zeta)$ is a cubic polynomial irrespective of the value of the parameters in the solution. In contradistinction to the two the cases with $\zeta_1 = \zeta_2$ and $\zeta_2 = \zeta_3$, the equality $\zeta_3 = \zeta_4$ cannot hold in the undeformed limit. In fact, the solution (3.14) ceases to exist before the undeformed limit is reached even if the equality $\zeta_3 = \zeta_4$ remains valid. To clarify why this is the case, we find useful to resort to the viewpoint of the target-space embedding of the world-sheet. From this perspective, the reason underlying the disappearance of the solution is the following. The initial deformed scenario involves the partially degenerate hierarchy $\zeta_1 < \zeta_2 < \zeta_3 = \zeta_4$, whose associated solution (3.14) represents a polar angle $\theta (\sigma)$ starting at $\theta(0)$ when $\zeta = \zeta_2$ and ending at $\theta (\pi)$ at $\zeta = \zeta_3$. The more $\kappa_{\pm}$ approach zero, the more the degenerate roots $\zeta_3 = \zeta_4$ increase. If the equality $\zeta_3 = \zeta_4$ is assumed to hold (for instance, tuning the parameters of the solution), beyond a small enough value of $\kappa_{\pm}$ the bound $\zeta_3 \leq \omega^2_2$ cannot be satisfied. The violation of the bound entails that a real solution for $\theta (\sigma)$ ceases to exist because of the complexification of $\theta (\pi)$, which renders the associated solution unacceptable. Therefore, we find that the presence of the real deformation parameters gives rise to a giant-magnon solution that lacks any counterpart in the undeformed limit. Following an analogous reasoning, we conclude that the deformation parameters also yield constant-radii solutions that have no correlates in the undeformed setting. Such solutions are those involving $\zeta = \zeta_4$, which emerge when either none, three or all roots degenerate.
We consider now the case where the $P_4(\zeta)$ involves two real and two complex-conjugated roots. If two of the four roots are complex-conjugated to each other, the positivity of the right-hand side of (3.4) implies that just unbounded solutions could be obtained for $\zeta$ unless it equals one of the two real roots. The statement is valid in either the non-degenerate and degenerate cases. In a non-degenerate scenario, the undeformed setting involving one real root and two complex-conjugated roots is retrieved when the greatest real root diverges. Thus, if $\zeta$ equals the greatest real root, it lacks any undeformed counterpart, whereas it reduces to its undeformed analogue if it equals the lowest real root. The degenerate limit involving the identification of two roots of $P_4(\zeta)$ in this case is either realized by the equality of the two real roots or by the equality of the two complex-conjugated roots, which become real. The former possibility possesses a constant-radii solution that lacks any counterpart since the undeformed polynomial $P_3(\zeta)$ cannot be directly recovered. On the contrary, the latter is comprised by the previous analysis on the degenerate limit involving two roots of a hierarchy of four real roots, and hence it may have an undeformed counterpart. The cases with three or four degenerate roots are also encompassed in this analysis. Moreover, if $P_4(\zeta)$ involves two pairs of complex-conjugated roots, (3.8) neither admits any solution for $\zeta$ nor is connected with $P_3(\zeta)$ through the divergence of one of the roots. In order to obtain acceptable solutions we need to focus on the degenerate limits that have been previously discussed.

Let us assume now that $\kappa_-\omega_1 - \kappa_+\omega_2 = 0$. We will exclude the possibility where either $\kappa_-$ or $\kappa_+$ vanish, since we would be addressing the construction of solutions to a truncation of the $\eta$-deformation of the Neumann-Rosochatius system. This problem has been already studied in [18], and we refer the reader to that reference. If $\kappa_-\omega_1 - \kappa_+\omega_2 = 0$, the polynomial in $P_4(\zeta)$ lowers its degree by one and we are led to a cubic polynomial $Q_3(\zeta)$. Let us denote its roots by $\zeta_i$, with $i = 1, 2, 3$. Its discriminant has not definite sign for parameters satisfying the second Virasoro constraint of (2.15). Hence, the polynomial $Q_3(\zeta)$ may present three real roots, or one real root and two complex-conjugated ones. It could be formally rephrased alike $P_3(\zeta)$ in the equation (3.7) if the roots $\bar{\zeta}_i$ are replaced by $\zeta_i$ and the coefficient of the third-order term that equals minus one is extended to $A$. Regarding the latter, instead of writing down its expression directly, it is convenient to employ the available constraints to eliminate some parameters and simplify the resultant expression. First of all, $\kappa_-\omega_1 - \kappa_+\omega_2 = 0$ allows us to express one of the frequencies $\omega_a$ in terms of the other and $\kappa_\pm$. Notice that the condition $\omega_1^2 \neq \omega_2^2$ required for the definition
of the ellipsoidal coordinate entails that $\kappa_\pm^2$ must differ between them and that none $\omega_a$ can vanish. We underline the contrast with the condition needed when $\kappa_-\omega_1 - \kappa_+\omega_2 \neq 0$, that is, the condition stating that the $\omega_a$ are different (while the smaller could vanish). We may then take $\omega_2 = \kappa_-\omega_1/\kappa_+$. Our choice $\omega_1^2 < \omega_2^2$ renders into $\kappa_+^2 < \kappa_-^2$. We can then use the equation for $\omega_2$ in the second Virasoro constraint of (2.15), thereby obtaining $v_2 = -\kappa_+v_1/\kappa_-$. Following these steps, we find that the coefficient of the third-order term $A$ in $Q_3(\zeta)$ reads

$$A = -1 + \kappa_-^2 - 2\frac{\kappa_+\kappa_-}{\omega_1} + I_1 \left( \kappa_-^2 - \kappa_+^2 \right) - \frac{\kappa_+^2 \left( \kappa_-^2 + \kappa_+^2 \right) \omega_2^2}{\omega_1^2 \kappa_-^2}v_1^2.$$

We conclude that it has not definite sign for general values of the parameters involved. To obtain the undeformed limit in the explicit expression for the polynomial, we have to undo the transformations for $\omega_2$ and $v_2$ in $Q_3(\zeta)$ because they do not hold if $\kappa_\pm$ tend to zero. The limit does not involve the divergence of any root $\zeta_i$ because the degree of $Q_3(\zeta)$ is already three. In any case, it is manifest from (3.23) that the undeformed limit provides minus one, as it should.

The retrieval of $Q_3(\zeta)$ in terms of the roots of $P_4(\zeta)$ mimics the undeformed limit. Let us first assume that all the roots $\zeta_i$ are real and ordered in the hierarchy $\zeta_1 < \zeta_2 < \zeta_3$. Through a parallel reasoning to the one developed in the analysis of the undeformed limit, we conclude that the limit that takes $P_4(\zeta)$ to $Q_3(\zeta)$ depends on the sign of $A$. If $A < 0$, the limit is supplied by (3.19) once the proper replacements are performed. Namely, the substitution of $\bar{\zeta}_i$ by the roots $\zeta_i$, and the factor one in the rightmost condition by $A$. If $A > 0$, we have instead that the lower root of $P_4(\zeta)$ should diverge as $\zeta_1 \to -\infty$ in order for the hierarchy $\zeta_1 < \zeta_2 < \zeta_3 < \zeta_4$ to be upheld and for the correct sign of $A$ to be recovered. The limit is then given by

$$\zeta_1 \to -\infty, \quad \zeta_{i+1} \to \zeta_i, \quad \text{with} \quad \frac{(\kappa_-\omega_1 - \kappa_+\omega_2)^2}{(\omega_2^2 - \omega_1^2)^2} \zeta_1 \to -A.$$

The left-hand side of the limit above refers to the roots of the quartic polynomial $P_4(\zeta)$, while its right-hand side refers to the roots of the cubic polynomial $Q_3(\zeta)$. As far as the reduction of the solutions is concerned, they depend on the sign of $A$. If $A < 0$, the solutions follow from those in undeformed limit if we take

$$\omega = \sqrt{-A (\zeta_3 - \zeta_1)}, \quad \mu = \frac{\zeta_3 - \zeta_2}{\zeta_3 - \zeta_1}.$$

(3.25)
We could then obtain the solutions for the case with $A > 0$ through an analytically con-
uation of the expressions with $A < 0$. By means of the properties of the Jacobian elliptic
functions, we are eventually led to a similar solution that depends the complementary
elliptic modulus of $\mu$. The result is consistent with the fact that the bound changes to
$\zeta_1 \leq \zeta \leq \zeta_2$, and so does the interval of the integration involved in the direct resolution
of the equation $\zeta'^2 = 4Q_3(\zeta)$. The parallels with the undeformed scenario imply that
the analysis of the degenerate limits of $P_3(\zeta)$ extends to those of $Q_3(\zeta)$. Conversely, the
reduction of the deformed solutions (for which we should take $A < 0$) to their undeformed
counterparts is immediate. The degenerate and non-degenerate cases for $Q_3(\zeta)$ with one
real root and a pair of complex-conjugated roots follow the same pattern as above.

Lastly, it remains to address the point where $A = 0$. It does not occur for particularly
significant values of the parameters in (3.23). Accordingly, the polynomial $Q_3(\zeta)$ lowers
its degree to two. Irrespective of the sign of the discriminant of $Q_3(\zeta)$, the quadratic
polynomial comes about as a consequence of the divergence of a real root. From the point
of view of $P_4(\zeta)$, the situation is rather involved due to the various possibilities that could
lead to this situation, but they always involve the simultaneous divergence of two roots.
The techniques needed to address this case are formally the same as the ones that have
been already employed. We will then omit an explicit treatment of this point for the sake
of conciseness. The reader can consult the reduction of a solution involving three roots to
a solution involving two roots in a different context in [22].

### 3.2 Purely imaginary deformation

We will move now to the case of purely imaginary deformation parameters $\kappa_{\pm}$ whose
moduli are less or equal than the unity (we will exclude from the analysis the case in
which both moduli are equal to one). It is convenient to write $\kappa_{\pm} = ik_{\pm}$, where $k_{\pm}$ are
real numbers whose absolute value do not equal the unity at the same time. We will study
first the scenario with $k_-\omega_1 - k_+\omega_2 \neq 0$. Let us further assume that all the roots are real.
If we denote them again by $\zeta_\alpha$, with $\alpha = 1, 2, 3, 4$, we may write

$$\zeta'^2 = -4\frac{(k_-\omega_1 - k_+\omega_2)^2}{(\omega_2^2 - \omega_1^2)^2} \prod_{\alpha=1}^{4} (\zeta - \zeta_\alpha) \, . \quad (3.26)$$

Firstly, we will focus on general rotating solutions in the non-degenerate case, where we
will consider the ordering $\zeta_1 < \zeta_2 < \zeta_3 < \zeta_4$. We can then solve (3.26) by direct integration.
The reality of the square root of the right-hand side of (3.26) and the boundedness of $\zeta$ require that either $\zeta_1 \leq \zeta \leq \zeta_2$ or $\zeta_3 \leq \zeta \leq \zeta_4$, but there is no additional property that implies the preference of one interval to the other. Let us assume that $\zeta_1 \leq \zeta \leq \zeta_2$. We can thus integrate the differential equation like

$$2|k_1 - k_2| \left( \frac{\omega - k_1}{\omega_2^2 - \omega_1^2} \right) (\sigma - \sigma_0) = \int_{\zeta_1}^{\zeta} \frac{d\eta}{\sqrt{(\zeta_4 - \eta)(\zeta_3 - \eta)(\zeta_2 - \eta)(\eta - \zeta_1)}}$$

$$= \frac{2!}{\sqrt{(\zeta_4 - \zeta_2)(\zeta_3 - \zeta_1)}} \left[ \arcsin \left[ \frac{\sqrt{(\zeta_4 - \zeta_2)(\zeta_3 - \zeta_1)}}{(\zeta_2 - \zeta_1)(\zeta_4 - \zeta_1)} \right] \right] \mu$$

(3.27)

where $\sigma_0$ is an integration constant and the elliptic modulus is

$$\mu = \sqrt{\frac{(\zeta_4 - \zeta_3)(\zeta_2 - \zeta_1)}{(\zeta_4 - \zeta_2)(\zeta_3 - \zeta_1)}}$$

(3.28)

If we set the integration constant to zero and invert this relation, we find

$$\zeta = \zeta_1 + \frac{(\zeta_4 - \zeta_1)(\zeta_2 - \zeta_1) \text{sn}^2 (\omega \sigma, \mu)}{\zeta_4 - \zeta_2 + (\zeta_2 - \zeta_1) \text{sn}^2 (\omega \sigma, \mu)}$$

(3.29)

where the frequency $\omega$ is

$$\omega = \frac{|k_1 - k_2| \omega_1}{\omega_2^2 - \omega_1^2} \sqrt{(\zeta_4 - \zeta_2)(\zeta_3 - \zeta_1)}$$

(3.30)

If we choose instead the domain where $\zeta_3 \leq \zeta \leq \zeta_4$, we obtain

$$\zeta = \zeta_4 - \frac{(\zeta_4 - \zeta_1)(\zeta_4 - \zeta_3) \text{sn}^2 (\omega \sigma, \mu)}{\zeta_3 - \zeta_1 + (\zeta_4 - \zeta_3) \text{sn}^2 (\omega \sigma, \mu)}$$

(3.31)

where $\mu$ and $\omega$ are as in equations (3.28) and (3.30) and the integration constant has been fixed to

$$\sigma_0 = \frac{K(\mu)}{\omega} = \frac{(\omega_2^2 - \omega_1^2) K(\mu)}{|k_1 - k_2| \sqrt{(\zeta_4 - \zeta_2)(\zeta_3 - \zeta_1)}}$$

(3.32)

Such a choice will facilitate the attainment of the giant-magnon solution limit of this solution. Of course, the complementary choice with $\sigma_0 = 0$ would have been also valid. Periodic boundary conditions imply that the frequency should satisfy a relationship analogous to (3.13) for the two solutions above,

$$\omega = \frac{nK(\mu)}{\pi}$$

(3.33)

Moreover, the restriction $\omega_1^2 \leq \zeta \leq \omega_2^2$ implies that $\omega_1^2 \leq \zeta_1 < \zeta_2 \leq \omega_2^2$ in the former case, and that $\omega_1^2 \leq \zeta_3 < \zeta_4 \leq \omega_2^2$ in the latter. We finally note that, apart from the (3.29) and (3.31), constant-radii solutions with $\zeta = \zeta_0$ are also admissible whenever $\omega_1^2 \leq \zeta_0 \leq \omega_2^2$. 
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The degenerate cases for these two solutions are as follows. When two roots merge, the required hierarchy allows either $\zeta_1 = \zeta_2$, $\zeta_2 = \zeta_3$ or $\zeta_3 = \zeta_4$. The coalescence of two roots leads to finite non-vanishing values for the frequency. As opposed to the degenerate limit of the regime where the deformation parameters are real, the equation (3.33) holds for certain solutions. In the case where $\zeta_1 = \zeta_2$, the elliptic modulus vanishes and the periodicity condition amounts to $\omega = n/2$. Regarding (3.29), the range of the ellipsoidal coordinate collapses to a point and it reduces to $\zeta = \zeta_1$. In this case, (3.33) breaks down as the period of a constant is arbitrary. On the contrary, the formula (3.31) becomes

$$
\zeta = \zeta_4 - \frac{(\zeta_4 - \zeta_1) (\zeta_4 - \zeta_3) \sin^2(\omega \sigma)}{\zeta_3 - \zeta_1 + (\zeta_4 - \zeta_3) \sin^2(\omega \sigma)},
$$

(3.34) which is consistent with the fact that the range remains $\zeta_3 \leq \zeta \leq \zeta_4$. The equation $\omega = n/2$ states nothing but the periodicity condition for trigonometric functions. If $\zeta_2 = \zeta_3$, the relation (3.33) does not hold since $\mu = 1$ and hence the period tends to infinity. Accordingly, both (3.29) and (3.31) turn into giant-magnon solutions. The expression of the former becomes

$$
\zeta = \zeta_1 + \frac{(\zeta_4 - \zeta_1) (\zeta_2 - \zeta_1) \tan^2(\omega \sigma)}{\zeta_4 - \zeta_2 + (\zeta_4 - \zeta_1) \tan^2(\omega \sigma)},
$$

(3.35) whereas that of the latter reads

$$
\zeta = \zeta_4 - \frac{(\zeta_4 - \zeta_1) (\zeta_4 - \zeta_2) \tanh^2(\omega \sigma)}{\zeta_2 - \zeta_1 + (\zeta_4 - \zeta_2) \tanh^2(\omega \sigma)}.
$$

(3.36) Analogously to the subsection 3.1, we have then found that there exist two distinct giant-magnon solutions. Nonetheless, the two solutions may coexist as opposed to the case there. Finally, if $\zeta_3 = \zeta_4$, we have again $\omega = n/2$. The solution (3.29) accordingly reads

$$
\zeta = \zeta_1 + \frac{(\zeta_3 - \zeta_1) (\zeta_2 - \zeta_1) \sin^2(\omega \sigma)}{\zeta_3 - \zeta_2 + (\zeta_2 - \zeta_1) \sin^2(\omega \sigma)},
$$

(3.37) while (3.31) becomes a constant-radii solution $\zeta = \zeta_3$ owing to the collapse of the corresponding interval.

When three roots merge, the behavior of the solution again depends on the interval chosen for the ellipsoidal coordinate. If $\zeta_1 = \zeta_2 = \zeta_3$, the solution (3.29) becomes equal to the degenerate root since the interval for $\zeta$ contracts to a point. Regarding (3.31), we should consider either its trigonometric reduction (3.34) or its associated giant-magnon solution (3.36), and follow the reasoning presented in subsection 3.1 when four real roots undergo a double pairwise degeneration. Proceeding in this way, we conclude that, starting
from whichever degenerate limits, the solution disintegrates and becomes localized at its
two endpoints \( \zeta = \zeta_3 \) and \( \zeta = \zeta_4 \). The roles of the two solutions are swapped if \( \zeta_2 = \zeta_3 = \zeta_4 \), where (3.31) equals the degenerate root and both the trigonometric and the
aperiodic reduction of (3.29) disintegrates and localizes on its two endpoints. Moreover,
if \( \zeta_1 = \zeta_2 = \zeta_3 = \zeta_4 \), the admissible intervals of the ellipsoidal coordinate shrink to two
points and we have that (3.29) becomes \( \zeta = \zeta_1 \) and (3.31) becomes \( \zeta = \zeta_3 \). If the four
roots merge, we have that \( \zeta = \zeta_{\alpha} \) for both solutions.

Let us turn to the undeformed limit of the two solutions in the non-degenerate setting.
We are then led to study the reduction of the four real roots \( \zeta_{\alpha} \) above to the corresponding
three real roots of \( P_3 (\zeta) \). We denote them by \( \bar{\zeta}_i \), with \( i = 1, 2, 3 \), and we assume that they
are ordered like \( \bar{\zeta}_1 < \bar{\zeta}_2 < \bar{\zeta}_3 \). The alternatives that respect the hierarchy \( \zeta_1 < \zeta_2 < \zeta_3 < \zeta_4 \)
are formally the same as the ones in the previous subsection, namely, the divergence of
the greatest root \( \zeta_4 \to \infty \) and the divergence of the lowest root \( \zeta_1 \to -\infty \). The former is
ruled out by the prefactor minus four in the expression (3.7), since this limits rather leads
to plus four. Therefore, we need that

\[
\zeta_1 \to -\infty , \quad \zeta_{i+1} \to \bar{\zeta}_i , \quad \text{with} \quad \frac{(k_+ \omega_1 - k_+ \omega_2)^2}{(\omega_2^2 - \omega_1^2)^2} \zeta_1 \to -1 .
\tag{3.38}
\]

The preceding couple of distinct solutions are to be paired with their undeformed correlatives. Nonetheless, the solution (3.29) lacks such a counterpart as the root that plays the role of lower bound diverges. The absence of undeformed counterparts is shared by any reduction of both solutions involving the degeneration of \( \zeta_1 \), and also by the constant-radii solution \( \zeta = \zeta_1 \). As a matter of fact, the solution (3.29) ceases to exist before the undeformed limit is reached, since at some point the bound \( \omega_1^2 \leq \zeta_1 \) should be violated in order for (3.38) to occur. We have provided a description of this phenomenon in an analogous context in subsection 3.1, and for that reason we omit it here. We content ourselves with emphasizing that the lack of an undeformed counterpart for the solution (3.29) points out
the emergence of new classes of solutions due to the presence of purely imaginary limits,
such as giant-magnon and constant-radii solutions. Therefore, we just have to pay attention
to the undeformed limit of (3.31) and its degenerate limits with \( \zeta_2 = \zeta_3, \zeta_3 = \zeta_4 \) and
\( \zeta_2 = \zeta_3 = \zeta_4 \). If (3.38) is applied to (3.31), we obtain the solution (3.21) with the parameters (3.20) of the previous subsection. In the degenerate limits with \( \zeta_2 = \zeta_3 \) and \( \zeta_3 = \zeta_4 \), we respectively obtain the giant-magnon solution (3.22) and the constant-radii solution
\( \zeta = \bar{\zeta}_3 \). The latter is also obtained when \( \zeta_2 = \zeta_3 = \zeta_4 \). Reversing the viewpoint, this result
means that the solution \((3.31)\), together with its giant-magnon and constant-radii degenerate limits, constitutes the extension of the corresponding undeformed solutions under the presence of purely imaginary deformation parameters.

Consider now the situation where the roots \(\zeta_3\) and \(\zeta_4\) are real, and the two remaining roots are complex-conjugated to each other, \(\zeta_2 \pm i \zeta_1\). As opposed to the case in which the parameters \(\kappa_\pm\) are real, there exists just one interval that leads to a bounded solution such that the right-hand side of \((3.4)\) is non-negative. If we consider the non-degenerate setting with the ordering \(\zeta_3 < \zeta_4\), the ellipsoidal coordinate can lie in \(\zeta_3 \leq \zeta \leq \zeta_4\). The solution here can be derived upon integration as above if we write the polynomial \((3.4)\) as

\[
\zeta'^2 = 4 \left( k_\omega (\omega_1^2 - \omega_2^2) \right)^2 \left( (\zeta_4 - \zeta) (\zeta - \zeta_3) \left[ (\zeta - \zeta_2)^2 + \zeta_1^2 \right] \right).
\]

Therefore,

\[
2 \left| \frac{k_\omega (\omega_1^2 - \omega_2^2)}{\omega_2^2 - \omega_1^2} \right| \sigma = \int_{\zeta_3}^{\zeta} \frac{d\eta}{\sqrt{(\zeta_4 - \eta) (\eta - \zeta_3) \left[ (\eta - \zeta_2)^2 + \zeta_1^2 \right]}}
\]

\[
= \frac{1}{\sqrt{pq}} F \left( 2 \arccotan[0,\pi/2] \sqrt{\frac{q (\zeta_4 - \zeta)}{p (\zeta - \zeta_3)}, \mu} \right),
\]

where we have defined

\[
p = \sqrt{(\zeta_4 - \zeta_2)^2 + \zeta_1^2}, \quad q = \sqrt{(\zeta_3 - \zeta_2)^2 + \zeta_1^2},
\]

the elliptic modulus is

\[
\mu = \frac{1}{2} \sqrt{\frac{(\zeta_4 - \zeta_3)^2 - (p - q)^2}{pq}},
\]

and we have set to zero the integration constant. The inversion of \((3.40)\) leads to

\[
\zeta = \zeta_3 + \frac{q (\zeta_4 - \zeta_3) (1 - \text{cn}(2 \omega \sigma, \mu))^2}{p \text{sn}^2(2 \omega \sigma, \mu) + q (1 - \text{cn}(2 \omega \sigma, \mu))^2},
\]

where we have defined

\[
\omega = \frac{\left| k_\omega (\omega_1^2 - \omega_2^2) \right|}{\omega_2^2 - \omega_1^2} \sqrt{pq}.
\]

To the best of our knowledge, this class of solutions has not appeared in previous works. The condition \(\omega_1^2 \leq \zeta \leq \omega_2^2\) entails that \(\omega_1^2 \leq \zeta_3 < \zeta_4 \leq \omega_2^2\), and \(\zeta(\sigma) = \zeta(\sigma + 2\pi)\) that \(\omega\) satisfies a periodicity condition alike \((3.33)\) where \(\mu\) therein is replaced by the elliptic modulus \((3.42)\). In addition, the boundedness condition implies that the constant-radii solutions \(\zeta = \zeta_3\) and \(\zeta = \zeta_4\) are also admissible.
We may cast some light on the new solution by means of the study of its degenerate limits. First of all, we consider the case in which two roots become equal. The most straightforward case is the one in which \( \zeta_3 = \zeta_4 \), because the range of \( \zeta \) shrinks to a point and we are led to \( \zeta = \zeta_3 \). On the contrary, the case involving \( \zeta_1 = 0 \) is more involved because it gives rise to different limits depending on the hierarchy satisfied by the real roots \( \zeta_3 \) and \( \zeta_4 \) and degenerate real root \( \zeta_2 \). Let us begin with the array \( \zeta_2 < \zeta_3 < \zeta_4 \).

From (3.41) we have

\[
p = \zeta_4 - \zeta_2 , \quad q = \zeta_3 - \zeta_2 ,
\]

and thus

\[
\mu = 0 , \quad \omega = \frac{|k_- \omega_1 - k_+ \omega_2|}{\omega_2^2 - \omega_1^2} \sqrt{(\zeta_4 - \zeta_2) (\zeta_3 - \zeta_2)} .
\]

We note that the periodicity condition still holds with \( \omega = n/2 \). Accordingly, the Jacobian elliptic functions reduce to their trigonometric counterparts, and the solution becomes

\[
\zeta = \zeta_3 + \frac{(\zeta_4 - \zeta_3) (\zeta_3 - \zeta_2) \sin^2 (\omega \sigma)}{\zeta_4 - \zeta_2 - (\zeta_4 - \zeta_3) \sin^2 (\omega \sigma)} .
\]

If we shift the spatial world-sheet coordinate as \( \sigma \mapsto \sigma + \pi/2 \omega \), we find the formula (3.34). It is worth to underline that performing a shift is equivalent to choosing an alternative non-zero integration constant. The general solution (3.31) and (3.43) then share the same degenerate limit. This property may traced back to the respective expressions of the polynomials (3.26) and (3.39), which become identical, and thus the solutions bounded between the same pairs of roots should also do so. We can bear this result out by the degenerate limit involving the hierarchy \( \zeta_3 < \zeta_4 < \zeta_2 \). In this case, we find that (3.43) reduces to (3.37) once we relabel \( \zeta_2 \mapsto \zeta_3 \), \( \zeta_4 \mapsto \zeta_2 \) and \( \zeta_3 \mapsto \zeta_1 \).

Let us now consider \( \zeta_3 < \zeta_2 < \zeta_4 \). In this case, we have

\[
p = \zeta_4 - \zeta_2 , \quad q = \zeta_2 - \zeta_3 ,
\]

and then

\[
\mu = 1 , \quad \omega = \frac{|k_- \omega_1 - k_+ \omega_2|}{\omega_2^2 - \omega_1^2} \sqrt{(\zeta_4 - \zeta_2) (\zeta_2 - \zeta_3)} .
\]

Since the elliptic modulus equals one, this limit constitutes an aperiodic limit of the solution (3.43). The periodicity condition of the frequency thus breaks down. If we apply the limit to the solution, it becomes

\[
\zeta = \zeta_3 + \frac{(\zeta_4 - \zeta_3) (\zeta_2 - \zeta_3) \tanh^2 (\omega \sigma)}{\zeta_4 - \zeta_2 + (\zeta_2 - \zeta_3) \tanh^2 (\omega \sigma)} .
\]
We have that the ellipsoidal coordinate ranges between $\zeta_3$ and $\zeta_2$, but it does not reach $\zeta_4$. This expression is the giant-magnon solution (3.35) after the relabelling $\zeta_3 \mapsto \zeta_1$. Besides the violation of the periodicity conditions, the degenerate limit implies that the role of upper bound previously played by $\zeta_4$ is transferred to $\zeta_2$, which becomes the new nearest real root to $\zeta_3$ from above. We can also obtain the alternative giant-magnon solution (3.36) if we proceed along the lines of our previous analysis of aperiodic limits of general solutions. In particular, we may choose a non-vanishing integration constant in (3.40) or, equivalently, shift the spatial world-sheet coordinate before we take the degenerate limit. Following the latter path, we shift the spatial world-sheet coordinate as $\sigma \mapsto \sigma + K(\mu)/\omega$, which turns (3.43) into

$$
\zeta = \zeta_4 - \frac{p(\zeta_1 - \zeta_3) \text{sn}^2(2\omega \sigma, \mu)}{p \text{sn}^2(2\omega \sigma, \mu) + q(1 + \text{cn}(2\omega \sigma, \mu))^2}.
$$

The degenerate limit now provides

$$
\zeta = \zeta_4 - \frac{(\zeta_1 - \zeta_2)(\zeta_4 - \zeta_3) \tanh^2(\omega \sigma)}{\zeta_2 - \zeta_3 + (\zeta_4 - \zeta_2) \tanh^2(\omega \sigma)}.
$$

This equation reproduces (3.36) if we relabel $\zeta_3 \mapsto \zeta_1$. The role of lower bound has been transferred from $\zeta_3$ to $\zeta_2$ since the latter has become the nearest root to $\zeta_4$ from below. We can solve this apparently contradictory situation, according to which two different giant-magnon solutions constitute the degenerate limit of the solution (3.43), recalling what we have obtained for the degenerate hierarchy of real roots $\zeta_1 < \zeta_2 = \zeta_3 < \zeta_4$. In that case, the coalescence of the intermediate real roots $\zeta_2 = \zeta_3$ provided the giant-magnon solutions (3.35) and (3.36) as the aperiodic limit of (3.29) and (3.31), respectively. Both solutions were admissible if $\omega_1^2 \leq \zeta_1 < \zeta_2 < \zeta_4 \leq \omega_2^2$. Taking into account that $\zeta_3 \mapsto \zeta_1$, we puzzled the problem out realizing that the boundedness condition $\omega_1^2 \leq \zeta_3 < \zeta_4 \leq \omega_2^2$ (assumed to hold in order for the limit of the solution to exist) implies that $\omega_1^2 \leq \zeta_2 \leq \omega_2^2$. The solution involving two real roots and two-complex conjugated roots thus generates both giant-magnon solutions simultaneously. Conversely, we may consider the solution (3.43) as the parent periodic solution of a twofold giant-magnon solution. Moreover, since the degenerate limits of three or four roots in (3.39) involve only real roots, they are already comprised in the discussion of the degeneration of the hierarchy of four real roots.

It remains to study the undeformed limit of the solution to (3.39). In the non-degenerate scenario, the limit of vanishing deformation parameters entails the set of roots $\zeta_2 \pm i \zeta_1$, $\zeta_3$ and $\zeta_4$ should correspond to a set of roots $\bar{\zeta}_2 \pm i \bar{\zeta}_1$ and $\bar{\zeta}_3$ of the cubic polynomial (3.6), with $\bar{\zeta}_1$, $\bar{\zeta}_2$ and $\bar{\zeta}_3$ real. Such a statement is justified by two facts. First, the
impossibility of the non-degenerate set of two real and two complex-conjugated roots to give rise continuously to a non-degenerate set of three real roots. Secondly, the fact that the divergence of one real root intervenes in the reduction, since the two non-real roots are intertwined between them by complex-conjugation and hence cannot diverge separately. Regarding the latter remark, the retrieval of the prefactor minus four in (3.7) precludes the highest root $\zeta_4$ from diverging. Therefore, we should have

$$\zeta_3 \to -\infty, \quad \zeta_4 \to \bar{\zeta}_3, \quad \zeta_i \to \bar{\zeta}_i, \quad i = 1, 2,$$

with

$$\frac{(k_- \omega_1 - k_+ \omega_2)^2}{(\omega_2^2 - \omega_1^2)} \zeta_3 \to -1. \quad (3.53)$$

Building on the previous discussions on the undeformed limit, we conclude that (3.43) lacks any undeformed counterpart in the non-degenerate scenario because the limit contravenes the bound $\omega_1^2 \leq \zeta_3$ at some point. While for the same reason the constant-radii solutions $\zeta = \zeta_3$ lacks any undeformed limit, the counterpart of solutions $\zeta = \zeta_4$ is $\zeta = \bar{\zeta}_3$. Furthermore, the degenerate limits of (3.39) are connected with the degenerate limits of (3.26), and hence all the considerations regarding the latter carry over into the former. We merely emphasize that the twofold giant-magnon solution loses the component bounded by the divergent root since it becomes inadmissible when the aforementioned bound is violated.

Let us make a few concluding remarks on the last two scenarios. One of them involves the polynomial with two pairs of complex-conjugated roots. It is enough to observe that this scenario involves a non-positive polynomial in the right-hand side of (3.4), and thus it does not provide any admissible solution. This is in accordance with the non-degenerate setting in the undeformed limit, because the two pairs of complex-conjugated roots could give neither a set of three real roots, nor a set of a real root and a pair of complex-conjugated roots, in which all of them are different. The degenerate limits of this setting are encompassed in previously considered cases.

The other scenario consists in considering that the equality $k_- \omega_1 - k_+ \omega_2 = 0$ is satisfied. This turns (3.26) into a cubic polynomial $Q_3 (\zeta)$. The coefficient $A$ of the third-order term follows from (3.23) at the end of subsection 3.1 after we introduce $\kappa_{\pm} = i k_{\pm}$. Analogously to the case involving real deformation parameters, we find that neither $A$ nor the discriminant of $Q_3 (\zeta)$ have definite sign (even for $|k_{\pm}| < 1$). The discussion concluding the subsection 3.1 then extends almost identically to the present setting, and hence we omit it.
4 Conclusions

In this article we have put forward the two-parameter deformation of the Neumann-Rosochatius system for spinning strings that rotate in the three-sphere truncation of the double Yang-Baxter deformation of the AdS$_3 \times$ S$^3 \times$ T$^4$ background. In section we have employed the generalized spinning-string ansatz to obtain the Hamiltonian of the underlying mechanical system, which remains integrable. We have also derived an expression for the Uhlenbeck constants assuming that the usual constraints for the mechanical system are preserved by the deformation. The argument carries over to any other deformation that preserves the directions of the Cartan subalgebra of the three-sphere. In section we have constructed formally the general solution to the system by means of the associated ellipsoidal coordinate, where we have also studied its degenerate and undeformed limits. We have differentiated the cases of real and purely imaginary parameters. Admissible solutions depend on the hierarchy of the roots and their reality properties. We have shown that aperiodic limits involving the degeneration of two roots renders into giant-magnon and constant-radii solution. If the deformation parameters are purely imaginary, we have found that periodic trigonometric solutions also emerge when two real roots merge, and we have constructed a new class of solutions when two roots are real and two of them are complex-conjugated to each other. The latter class reduce to twofold giant-magnon solutions in its degenerate limit of infinite period.

The most immediate problem suggested by the present text refers to the reduction to a classical mechanical model of spinning strings that rotate in the double Yang-Baxter deformation of the three-dimensional anti-de Sitter space. In the undeformed limit it leads to an analytic continuation of the Neumann-Rosochatius system where the oscillators are confined to an hyperboloid rather than to a sphere [2]. Since the time coordinate cannot posses winding index, the counterpart of (3.5) would have one parameter less than the quartic polynomial considered here. This feature may shed light on the presence of possible limits in which the general solution simplifies, where the attainment of expressions for the conserved charges is also more manageable. On the other hand, the legitimate range for the deformation parameters is considerably more involved regarding the anti-de Sitter space [4], and presumably solutions exhibiting new behavior could emerge. Besides, classical strings pulsating in such a background are also amenable to a treatment in terms of the mechanical system at issue. Even though their analysis is utterly analogous to that of
spinning strings, the interchange between time and space world-sheet coordinates sharply simplifies the expression for the conserved charges \[2,23,24\]. This fact could facilitate the analysis of the dispersion relation for these solutions.

The Neumann-Rosochatius system does not restrictively concern closed strings. The usage of a rotationally-invariant ansatz in \[25\] allowed minimal surfaces to be represented by means of this mechanical model. The classical solutions are again attainable systematically in terms of hyperelliptic functions and limits thereof, but they display their very own characteristics due to the Dirichlet boundary conditions that should be imposed in this case. Therefore, a possible line to pursue consists in adapting the approach considered here to study open strings propagating in the double Yang-Baxter deformation of the \(\text{AdS}_3 \times S^3 \times T^4\) background. In particular, it should be possible to analyze the dominance of the regularized on-shell action of different solutions with the same boundary conditions, and to examine if the deformation parameters could induce a phase transition of the Gross-Ooguri type \[26\]. Certain ambiguities could in fact arise in the computation of the regularized on-shell action, in a parallel fashion to those that appear in the study of the quark-antiquark minimal surface in the \(\eta\)-deformation of the \(\text{AdS}_5 \times S^5\) background \[27\]. This would require to extend the criterion on the basis of which divergences are excluded to this scenario.
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