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Abstract—Channel measurements show that significant spatially non-wide-sense-stationary characteristics rise in massive MIMO channels. Notable parameter variations are experienced along the base station array, such as the average received energy at each antenna, and the directions of arrival of signals impinging on different parts of the array. In this paper, a new channel model is proposed to describe this spatial non-stationarity in massive MIMO channels by incorporating the concepts of partially visible clusters and wholly visible clusters. Furthermore, a closed-form expression of an upper bound on the ergodic sum capacity is derived. Analysis shows that for non-identically-and-independent-distributed (i.i.d.) Rayleigh fading channels, the non-stationarity benefits the sum capacity by bringing a more even spread of channel eigenvalues. Specifically, more partially visible clusters, smaller cluster visibility regions and a larger antenna array can all help to yield a well-conditioned spatial channel, and benefit the sum capacity. This shows the advantage of using a large antenna array in a non-i.i.d. channel: the sum capacity benefits not only from a higher array gain, but also from a more spatially non-stationary channel. Numerical results demonstrate our analysis and the tightness of the upper bound.
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I. INTRODUCTION

Massive multiple-input-multiple-output (MIMO) is a technology that has drawn considerable interest in recent years. The idea is to employ a very large number (tens or hundreds) of antennas at a base station (BS) and to serve tens of users in the same time-frequency slot [1]. Very high spectral efficiency can be achieved without using extra spectral resources [1]–[4]. Intra-cell interference and thermal noise can be averaged out using simple linear signal processing like zero forcing (ZF) [1], [5], [6]. Thus, low complexity linear processing can be applied to achieve performance close to non-linear capacity-achieving processing such as successive interference cancellation (SIC). In addition, huge improvement in system energy efficiency can also be achieved in massive MIMO systems [7], [8]. The reduced transmit power per antenna further enables us to employ inexpensive components of lower quality [3], [9]. These attractive features make massive MIMO one of the key technologies for the next generation wireless communication networks.

Existing investigations on massive MIMO are mostly based on conventional channel models that are suitable for “standard” MIMO systems, such as the i.i.d. Rayleigh fading model in [1], [5], [7], [10]–[12], the Kronecker model in [13] and the double-scattering model in [14]. However, these models can not illustrate the non-wide sense stationary (non-WSS) characteristics of the practical massive MIMO channels. For example, measurements for massive MIMO channels [15] show that the statistical properties of the received signal vary significantly over the large array, such as the average received power and the signal directions of arrivals (DOAs). Denote the uplink channel from a single-antenna user to the k-th antenna at BS at a coherence block as $h_k$, then $h_k$ is a discrete complex random sequence in the spatial domain (i.e., with respect to the antenna index $k$). According to the definition of WSS complex random sequence in Chapter 7 of [16], $h_k$ is WSS if the expectation $E[h_k]$ is a constant that is independent of $k$, and the covariance $\rho_{kl} = E[h_k^\dagger h_l]$ depends solely on $k - l$, instead of the values of $k$ and $l$. However, the observations in [15] indicate the dependence of $\rho_{kl}$ on $k$ and $l$ in massive MIMO channels. Consequently, massive MIMO channels cannot be regarded as WSS in the spatial dimension, and therefore, cannot be described directly by the aforementioned channel models.

Based on the analysis in [18]–[20], the non-stationarity of massive MIMO channels results from the following two aspects. First, since the distances between the BS antenna array and some clusters are smaller than the Rayleigh distance when the number of antennas is large, the far-field propagation assumption is no longer valid. Consequently, the wavefront should be modeled as spherical wavefront instead of plane, which brings the shift of DOAs of signals along the array. In addition, many clusters are only visible to a part of the large array due to their directions, sizes, shapes and obstacles between them and the array. Thus, two more-separated antennas are less likely to share the same set of clusters, which also leads to the variations of parameter on array axis, such as DOAs of signals and average received power. According to the measurements in [15], the first aspect is obvious for

\[ d^2 M^2 / \lambda \]
line-of-sight (LOS) users, while the second is significant for non-line-of-sight (NLOS) users.

To capture the spatially non-WSS characteristics of massive MIMO channels, the authors of [18], [20] have done some pioneering modelling work. The concept of visibility region (VR) in the COST 2100 model was employed in [18]. A one-dimensional VR was modeled at the BS side and a cumulative distribution function (CDF) of the VR size was proposed. In [20], a theoretical 3-D non-stationary wide band channel model for massive MIMO was proposed. It includes a birth-death process to describe the appearance and disappearance of a cluster on the array axis and a spherical wavefront assumption. By investigating their impacts on the statistical channel properties, the authors show that the spatially WSS assumption is not valid for massive MIMO channels. These geometrical models in [18] and [20] are suitable for system level simulations. However, they are too complex for theoretical analysis of performance metrics such as channel capacity.

In this paper, we propose a new tractable massive MIMO channel model to describe the non-WSS channel characteristics in the spatial domain. Specifically, clusters are divided into two categories: wholly visible (WV) clusters that are visible to the entire array (e.g., very large buildings), and partially visible (PV) clusters that are visible only to a part of the array (e.g., small buildings, trees and cars, etc.). Then the channel spatial non-stationarity can be modeled by incorporating the two kinds of clusters and the corresponding parameters. Based on the new model, a closed-form expression of an upper bound on the ergodic sum capacity is further derived, and the influence of the spatial non-stationarity is analyzed. Analysis shows that for non-i.i.d. Rayleigh channels, the non-stationarity from the cluster partial visibility can increases the sum capacity by bringing a more even spread of channel eigenvalues. This shows the advantage of using a large antenna array in a practical non-i.i.d. Rayleigh fading channel: the sum capacity will benefit not only from a higher array gain, but also a more spatially non-WSS channel. Numerical results demonstrate our analysis and the tightness of the upper bound.

The rest of this paper is organized as follows. Section II gives a concise introduction of the VR in the COST 2100 model. The new channel model is proposed in Section III. An upper bound on the ergodic sum capacity is derived in Section IV. Simulation results are provided in Section V. Before we conclude the paper in Section VI. All proofs are deferred to the appendix.

Notations: Boldface lower and upper case symbols represent vectors and matrices, respectively. The trace, transpose, conjugate, Hermitian transpose and matrix inverse operators are denoted by tr(·), (·), (·)*, (·)H and (·)−1, respectively.

II. Preliminaries on the COST 2011 Model

The COST 2100 MIMO channel model is a geometry-based stochastic channel model that was built upon the framework of the earlier COST 259 and COST 273 models [21], [22]. It can reproduce the stochastic properties of MIMO channels over time, frequency and space. An important concept is the VR of a scattering cluster. Given BS location, the VR of a cluster is where users can receive energy scattered from that cluster. It is a circular region of fixed size. As shown in Fig. 1(a) after the terminal moves into the VR, it receives signals scattered by the related cluster, and as it moves towards the VR center, the cluster smoothly increases its visibility. This visibility is accounted for mathematically by a VR gain, which grows from 0 to 1 upon entrance of the VR. By employing the VR and the VR gain, terminal mobility is supported in the COST 2100 model.

These two concepts can also be extended to the BS side, especially in massive MIMO systems, to illustrate the spatially non-WSS stationary channel characteristics. As shown in Fig. 1(b), different BS antennas can be within the VRs of different clusters. If the two clusters provide unequal energy and DOAs, then the received energy and DOAs of the signals vary at each BS antenna, and the channel is non-WSS in spatial dimension. From this perspective, the channel model can be built on a cluster basis.

III. Spatially Non-stationary Channel Model

A. Scenario description

We consider a single-cell multi-access uplink massive MIMO system. The BS is equipped with a linear array of M antennas, with the antenna spacing being d. K single-antenna NLOS users are served simultaneously in the same time-frequency slot, and they are assumed to fall into the same geographical group, i.e., observe the same transmitter-side local clusters, as shown in Fig. 2. Although in the same group, the users are assumed to be spatially separated by at least a few wavelengths, so the channels of different users are mutually independent. Although it is suggested in [23],
that users from different geographical groups should be served to suppress inter-user interference, we focus on the same-group scenario since more than one users in each group will be served when the number of users is large.

The propagation paths between each transmitter and the receiver are obstructed on both sides of the link by a set of scattering clusters. Signals emitted by the users first impinge on the transmitter-side local clusters (such as buildings, trees and cars), and then arrive at $S$ receiver-side clusters (R-clusters). The DOAs of signals that arrive at the R-clusters span an angular spread of $\theta_s$. After being captured by the R-clusters, the radio signals are further reradiated to the BS. The R-clusters can be viewed as an array of $S$ virtual antennas with inter-antenna spacing $d_s$. As mentioned in the introduction, for NLOS users, many clusters are only visible to a part of the large antenna array at the BS, which is an important factor for the spatially non-WSS channel characteristics. Therefore, we divide the $S$ clusters into two categories: $s_w$ WV clusters that are visible to the whole array, and $s_p = S - s_w$ PV clusters that are only visible to a part of the array. It is also shown by [15] that the VRs of many clusters cover almost the same antennas. Therefore, we further divide the $s_p$ PV clusters into $g$ groups according to their VRs, and assume that the VRs of clusters in the same group cover the same antennas at the BS. It is also shown by [15] that the VRs of different groups may cover a few the same antennas. But to facilitate our analysis, we assume that the VRs of different PV groups do not overlap. For signals reradiated from the WV clusters, their DOAs at the BS antenna array span an angular spread of $\theta_w$. For signals coming from the $i$th PV cluster group which consists of $s_{p,i}$ clusters and covers $r_{p,i}$ consecutive antennas at the BS, the DOAs at the corresponding antenna sub-array span an angular spread of $\theta_{p,i}$. Then $\sum_{i=1}^{g} s_{p,i} = s_p$ and $\sum_{i=1}^{g} r_{p,i} = M$. Without loss of generality, it is assumed that the first $s_p$ clusters are PV clusters, the last $s_w$ clusters are WV clusters, and the indices of antennas covered by the $i$th PV group are $\{1 + \sum_{m=1}^{i-1} r_{p,i-1}, \ldots, 1 + \sum_{m=1}^{i} r_{p,i}\}$. We further assume that the channels from the PV clusters group to their sub-arrays, and the channel from the WV clusters to the whole array, are spatially WSS.

**Remarks:** The VRs of different PV groups do not overlap is an ideal case to some degree. But the investigation of this special case enables us to shed some light on the influence of the spatial non-stationarity on channel capacity, since channels in this case have more clear structures. Moreover, the WSS massive MIMO channel studied in most existing literature is actually another ideal case where the VRs of all clusters cover the whole antenna array. The study of the two cases can lay a foundation for the analysis of general scenarios.

### B. Channel modeling

Based on the propagation described in Subsection III-A, the multi-access channel can be modelled as

$$ G = \left[ D_p^\frac{1}{2} R_p^\frac{1}{2} H_p \sqrt{\frac{C_w}{C_w}} R_w^\frac{1}{2} H_w \right] R_w^\frac{1}{2} H \in \mathbb{C}^{M \times K}, \quad (1) $$

where $D_p = \text{bdiag}\{I_{r_{p,1}}, \ldots, I_{r_{p,g}}\} \in \mathbb{C}^{M \times M}$, $R_p = \text{bdiag}\{R_{p,1}, \ldots, R_{p,g}\} \in \mathbb{C}^{M \times M}$, and $H_p = \text{bdiag}\{H_{p,1}, \ldots, H_{p,g}\} \in \mathbb{C}^{M \times s_p}$. The function $\text{bdiag}\{X_1, \ldots, X_N\}$ creates a block-diagonal matrix with $X_i$ being its $i$th diagonal block. $R_s = R_s(d_s, \theta_s) \in \mathbb{C}^{S \times S}$ is the receiver spatial correlation matrix yielded by the propagation from the users to the virtual antenna array. $R_{p,i} = R_{p,i}(d_r, \theta_{p,i}) \in \mathbb{C}^{r_{p,i} \times r_{p,i}}$ represents the receiver correlation matrix resulted from the propagation from the $i$th PV group to the $i$th sub-array, and $\rho_{p,i} \geq 0$ is the corresponding propagation gain. $R_w = R_w(d_r, \theta_w) \in \mathbb{C}^{M \times M}$ and $\rho_w \geq 0$ are similar parameters related to the WV group. $H_{p,i} \in \mathbb{C}^{r_{p,i} \times s_{p,i}}$, $H_w \in \mathbb{C}^{M \times s_w}$ and $H \in \mathbb{C}^{S \times K}$ consist of i.i.d. zero-mean and unit-variance Gaussian random entries, and they are mutually independent.

**Remark 1:** As shown above, the channel spatial correlation matrix is governed by the angular spread and the antenna spacing. Take $R_s$ as an example. It can be calculated based on the geometrical channel model as

$$ R_s = \sum_{p=1}^{P} \alpha_p \mathbb{E} \left[ \mathbf{a}(\beta_p) \mathbf{a}(\beta_p)^H \right], \quad (2) $$

where $P$ is the number of propagation paths that arrive at the R-clusters and $\alpha_p$ is the attenuation of the $p$th path. DOAs $\beta_p$ span an angular spread $\theta_s$ and

$$ \mathbf{a}(\beta_p) = \left[ 1, e^{\left(-j\Delta \cos(\beta_p)\right)}, \ldots, e^{\left(-j\Delta(S-1) \cos(\beta_p)\right)} \right]^T $$

is the steering vector corresponding to $\beta_p$, where $\Delta = 2\pi d_s/\lambda$. Different assumptions on the statistics of $\beta_p$ yield different
expressions for $R_s$ [26], [27]. In general, a larger $\theta_s$ and/or $d_s$ bring a lower correlation, and a lower $\theta_s$ and/or $d_s$ result in a higher correlation.

One can also use matrices with special structures to describe the channel spatial correlation. For example, the Toeplitz structure can reflect real-life channel statistics and cover a wide range of worst-case to best-case scenarios [28]. Therefore, it has been widely used for many communication problems of MIMO systems [29]–[32].

**Remark 2**: One may notice that our proposed model (1) has a similar structure to the traditional double-scattering model [25]

$$G = \frac{1}{\sqrt{S}} R_s^\dagger H_i R_i^\dagger H, \quad (4)$$

where $R_s$ is the receiver correlation matrix observed at the BS antenna array, $H_i$ consists of i.i.d. Gaussian random entries and is independent of $H$. Notice that our proposed model (1) can reduce to model (4) when all clusters are WV clusters. However, as mentioned in Section I, the general case where both PV and WV clusters exist is more relevant in massive MIMO channels. In these general case, it is not straightforward to use model (4) to investigate the influence of the spatial non-stationarity on capacity, since $R_s$ is influenced by both kinds of clusters. With model (1), however, we can show clearly how the PV clusters affect the channel structure by introducing the PV-related parameters $R_{p,i}$, $\rho_{p,i}$, and the WV-related parameters $R_{w,i}$, $\rho_w$. Therefore, the proposition of the more tractable model (1) is necessary for the further capacity analysis of the non-WSS massive MIMO channels.

Based on (1), the channel receiver correlation matrix is

$$E[GG^H] = K \left( \Lambda_p D_p R_p + \mathrm{tr}(A_w) \rho_w/R_w \right), \quad (5)$$

where $\Lambda_p = \text{bdiag}\{\text{tr}(A_{p,1})I_{p,1}, \ldots, \text{tr}(A_{p,g})I_{p,g}\}$. The diagonal matrix $\Lambda = \text{bdiag}(\Lambda_{p,1}, \ldots, \Lambda_{p,g})A_w \in \mathbb{C}^{S \times S}$ contains the eigenvalues of $R_s$, with $\Lambda_{p,i} \in \mathbb{C}^{s_p, \times s_p}$ and $A_w \in \mathbb{C}^{s_w \times s_w}$ containing the eigenvalues related to the $i$th PV cluster group and the WV group, respectively. In $R_s$, since the channel from each cluster group to the corresponding sub-array is WSS by assumption, the diagonal elements of $R_{p,i}$ are the same, and they can be incorporated into $\rho_{p,i}$. Thus, the diagonal elements of $R_{p,i}$ can be reduced to unity. Furthermore, $\text{tr}(A_{p,1})/s_{p,1}$ represents the large-scale propagation gain from a user to the ith sub-array through a cluster of the $i$th PV group. With similar analysis for $R_w$ and $\text{tr}(A_w)/s_w$, we can consider $\rho_w$ as the propagation gain from a user to a BS antenna through a WV cluster. Therefore, the ratio of energy contributed by the PV clusters to that contributed by the WV clusters at the $i$th sub-array is $\rho_{p,i}/\rho_w$. This ratio imposes effects on the channel structure, the correlation between channels to different BS antennas, and further on the channel sum capacity.

IV. An Upper Bound on Ergodic Sum Capacity

In this section, an upper bound on the ergodic sum capacity is derived for the proposed channel model. Perfect CSI is assumed to be known at the receiver but unknown at the transmitters. Transmitted signal $x = [x_1, \ldots, x_K]^T \in \mathbb{C}^{K \times 1}$ contains independent data streams of all users, and the transmit power constraint for each user is assumed to be $P/K$. At each symbol interval, the received signal $y \in \mathbb{C}^{M \times 1}$ at the BS is

$$y = \sqrt{P} G x + n, \quad (6)$$

where $E[|x_k|^2] \leq 1/K$ and $n \sim CN(0, \sigma^2 I)$.

By maximizing the mutual information $I(x; y, G)$ using the maximal transmit power, the ergodic sum capacity of this multi-access channel is given by [33]

$$C = E \left[ \log_2 \det \left( I_M + \frac{P}{K\sigma^2} GG^H \right) \right], \quad (7)$$

where $\mu = {P}/(K\sigma^2)$. An exact expression of the above sum capacity has been obtained for the i.i.d. Rayleigh fading channel [13], and several upper bounds have also been derived for the traditional double-scattering channel [14], [34], [35]. However, it is difficult to derive an exact expression for our model due to the complex channel structure, and it is also not straightforward to get the corresponding upper bounds for our new model, since our new model has a different channel structure from (4) by introducing PV clusters. Therefore, we derive a new upper bound, and with the new upper bound, we further shed some light on the influence of the spatial non-stationarity on the channel capacity. According to the concavity of log function, the upper bound on the sum capacity can be obtained by Jensen’s inequality as

$$C \leq C_{\text{up}} = \log_2 \left( E \left[ \det \left( I_M + \frac{P}{K\sigma^2} GG^H \right) \right] \right). \quad (8)$$

We will show numerically in Section V that this upper bound is very tight. A closed form expression of the upper bound is given in the following subsection by following an approach proposed in [34].

A. Closed form expression of the upper bound

**Theorem 1** For a multi-access uplink massive MIMO channel in the form of model (1), the upper bound in (8) on the ergodic sum capacity is given in (9) on top of the next page, where $\det((X)_{j1,\ldots,jK})$ is the determinant of the $k \times k$ matrix lying in the $(j_1, \ldots, j_k)$ rows and $(j_1, \ldots, j_k)$ columns of $X$. $R_s$ is defined as

$$R_s = \begin{bmatrix} W_p & W_{p,1}^T \rho_{p,1} & \cdots & W_{p,g}^T \rho_{p,g} \\ W_{p,1} & W_{p,1,1}^T \rho_{p,1} & \cdots & W_{p,1,g}^T \rho_{p,1,g} \\ \vdots & \vdots & \ddots & \vdots \\ W_{p,g} & W_{p,g,1}^T \rho_{p,g,1} & \cdots & W_{p,g,g}^T \rho_{p,g,g} \end{bmatrix} \in \mathbb{C}^{2M \times 2M}, \quad (10)$$

with $W_p = D_p R_p$ and $W_w = \rho_w R_w$. $C_K = \frac{K^1}{k! (K-k)!}$ is the number of $k$-combination of set $\{1, \ldots, K\}$. Define a block diagonal matrix

$$E = \text{bdiag}(1_{r_{p,1},1_{s_{p,1}}}, \ldots, 1_{r_{p,g},1_{s_{p,g}}}, 1_M 1_{s_w}) \in \mathbb{C}^{2M \times S}, \quad (11)$$

where $1_n = [1, \ldots, 1]^T \in \mathbb{C}^{1 \times n}$. Suppose $(j_1, \ldots, j_k)$ and $(i_1, \ldots, i_k)$ select $m_i$ rows and $n_i$ columns from the $i$th diagonal block of $E$, respectively, then $\sum_{i=1}^{g+1} m_i = k$ and $\sum_{i=1}^{g+1} n_i = k$ and

$$N(j_1, \ldots, j_k, i_1, \ldots, i_k)$$

The acquisition of CSI can be accomplished by uplink pilot signaling.
\[ C_{up} = \log_2 \left( \min\{M, K, S\} \sum_{k=0}^{g+1} (\mu)^k \binom{k}{\mu} C_M^k \sum_{1 \leq i_1 \leq \ldots \leq i_k \leq S} \det \left( (R_{s})_{i_1, \ldots, i_k} \right) \right) \times \sum_{1 \leq j_1 \leq \ldots \leq j_k \leq 2M} \det \left( (R_{s})_{j_1, \ldots, j_k} \right) N(j_1, \ldots, j_k, 1, \ldots, i_k) \] 

\[ C_{up} = \log_2 \left( \min\{M, K, S\} \sum_{k=0}^{g+1} (\mu)^k \binom{k}{\mu} C_M^k \sum_{1 \leq i_1 \leq \ldots \leq i_k \leq S} \det \left( (R_{s})_{i_1, \ldots, i_k} \right) \right) \times \sum_{1 \leq j_1 \leq \ldots \leq j_k \leq 2M} \det \left( (R_{s})_{j_1, \ldots, j_k} \right) N(j_1, \ldots, j_k, 1, \ldots, i_k) \] 

Proof: See Appendix [A]

Theorem [I] shows that the influence of the channel spatial non-stationarity on the sum capacity lies in the structure of the correlation matrix \( R_s \) in (10) and the value of \( N \) in (12). For example, if all clusters are PV to the BS array, i.e., \( S = s_p \) and \( \rho_w/s_w = 0 \), then \( R_s \) reduces to the block diagonal matrix \( W_p \), which means the channels to different sub-arrays are mutually independent. Therefore, a more even spread of eigenvalues of \( R_s \) can be expected, which will bring a capacity increase. The upper bound on the sum capacity in this case is presented in Proposition [I].

**Proposition 1** If all clusters are PV clusters, which means \( S = s_p \) and \( \rho_w/s_w = 0 \), the capacity upper bound is given in (13) on top of the next page, where \( W_p \) is defined in Theorem [I].

Another extreme case is that all clusters are WV to the array, i.e., \( S = s_w \) and \( \rho_p/s_p = 0 \), and then \( R_s \) reduces to \( W_w \) and \( N(j_1, \ldots, j_k, 1, \ldots, i_k) = k! \), and our proposed model reduces to model [3]. The upper bound on the ergodic sum capacity in this case can also be obtained from Theorem [I] and has been studied in Theorem III.3 in [34]. In a ideal rich scattering environment, our model further reduces to the i.i.d. Rayleigh fading channel by setting \( W_w = I_M \), \( R_s = I_S \) and \( S \rightarrow \infty \), and its capacity upper bound can also be simplified from Theorem [I] as

\[ C_{up} = \log_2 \left( \min\{M, K, S\} \sum_{k=0}^{g+1} (\mu)^k k! C_M^k C_K^k \right), \] 

which is consistent with (22) in [34]. In a practical propagation environment, however, the correlation coefficients in \( W_w \) can be very large due to the finite scattering, which will seriously compromise the sum capacity. In the following analysis, we will focus on the scenarios where spatial correlations exist.

The all-PV and all-WV examples above indicate that the number of PV clusters and the energy contributed by them could impose notable influence on the structure of \( R_s \), and then on the sum capacity. To show the influence explicitly, the influence of \( \rho_{p,i}/\rho_w \) on the sum capacity is first investigated.

**B. Impact of the energy ratio \( \rho_{p,i}/\rho_w \) on the sum capacity**

Before we continue, a closed form expression of the upper bound at high SNR is first obtained. Due to the factorial of \( k \) and the \( k \)-exponent on SNR \( \mu \) in (9), the \( \min\{M, K, S\} \)th order becomes dominant in the upper bound at high SNR. If \( M = S = K = n \), we have at high SNR

\[ C_{up} = n \log_2 \mu + \log_2 (n!) + \log_2 \det (R_s) + \log_2 (s_w)! + \log_2 \left( \frac{1}{s_w} \right) + \log_2 \left( \sum_{(j_1, \ldots, j_n) \in A} \det (\tilde{R}_s)_{j_1, \ldots, j_n} \right), \] 

where \( \tilde{R}_s \) is defined as

\[ \tilde{R}_s = \begin{bmatrix} R_p & R_p^2 & R_p^3 & \ldots & R_p^j \\ R_p^2 & R_p^3 & R_p^4 & \ldots & R_p^{j+1} \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ R_p^{j-1} & R_p^{j} & R_p^{j+1} & \ldots & R_p^{2j-1} \\ \end{bmatrix}, \]

\( \forall (j_1, \ldots, j_n) \in A, (j_1, \ldots, j_n) \) satisfies the condition under which \( N(j_1, \ldots, j_k, 1, \ldots, i_k) \) in (12) is non-zero.

Proof: See Appendix [B].

**Proposition 2** shows that the maximum value of the upper bound is obtained when the energy proportions of the two kinds of clusters match their number proportions. The conclusion makes sense since more clusters tend to capture more energy from users and reradiate more energy to BS antennas. Proposition [B] itself is an intermediate result which leads to a more important question: in the site selection for a
massive MIMO system, if the received energy from multiple BSs are almost the same, which propagation environment is more favorable, the one with a higher number proportion of PV clusters or the one with a lower proportion? This question can be answered by studying the effect of $s_p/S$ on $C_{\text{max}}$ in [16].

To conduct in-depth analysis, a reasonable and easy-to-use structure is needed for the correlation matrices in our model. As mentioned in Subsection III-B, the complex Toeplitz structure has advantages of reflecting real-life channel statistics and covering a wide range of scenarios. Therefore, the complex Toeplitz structure is used in the following discussion. Without loss of generality, $R_{p,i} = R_{p,0}$ is further assumed. Then $R_{p,0} = \Omega_{r_p,0}(a_p)$, $R_w = \Omega_M(a_w)$ and $R_{s} = \Omega_S(a_s)$, where $\Omega_d(a)$ is a $d \times d$ complex Toeplitz matrix that can be written as

$$
\Omega_d(a) = \begin{bmatrix}
1 & a & a^2 & \ldots & a^{d-1} \\
a & 1 & a & \ldots & a^{d-2} \\
(a^*)^2 & a^* & \ldots & \ldots & \ldots \\
\vdots & \vdots & 1 & a & \ldots & a^* \\
(a^*)^{d-1} & (a^*)^{d-2} & \ldots & a & 1
\end{bmatrix}, \quad (18)
$$

with $0 \leq |a| \leq 1$.

It should be noticed that the capacity is not only influenced by the structure of $R_r$, but also influenced by the values of the elements of $R_r$, i.e., the values of $|a_p|$ and $|a_w|$. The relation between $|a_p|$ and $|a_w|$ (e.g., $|a_p| < |a_w|$) in a particular scenario would also influence our analysis about the impact of spatial non-stationarity on capacity. In general, however, an exact relation can not be provided, since the angular spread of a cluster group is related to the spatial distribution of the clusters belong to that group, and a wide spread of clusters can lead to a large angular spread. In practical propagation environment, a WV cluster group may consist of clusters that are co-located (e.g., a part of a wall of a building), while a PV cluster group may consist of clusters that are separated (like cars and walls of several buildings), and they are only visible to some antennas due to their directions, small sizes, or due to some obstacles between them and the antenna array. In this case, the PV group can give a larger angular spread than the WV cluster group. For the same reason, there are also cases that a WV cluster group gives a larger angular spread. In general, since the spatial distribution of clusters is not known, we assume that these two kinds of cluster group give the same (or similar) angular spread, and as a result, give the same correlation parameters, i.e., $|a_p| = |a_w|$.

For the investigation of the effect of $s_p/S$ on $C_{\text{max}}$, two special cases, $S = s_p$ and $S = s_w$, are considered here, since it is nontrivial to obtain the derivative of $C_{\text{max}}$ with respect to $s_p$. The general case with $0 < s_p < S$ is considered numerically in the next section. The following corollary is obtained.

**Corollary 2.1** Keeping other parameters fixed, the $C_{\text{max}}$ in [16] achieves a higher value with $S = s_p$ than it does with $S = s_w$, i.e.,

$$
C_{\text{max}}|_{S=s_p} > C_{\text{max}}|_{S=s_w}, \quad (19)
$$

and the gap $C_{\text{max}}|_{S=s_p} - C_{\text{max}}|_{S=s_w}$ increases as $g$ grows.

**Proof:** See Appendix C.

Corollary 2.1 shows that a higher capacity upper bound can be expected from a complete PV channel. As shown in Section V, the behavior also holds for the true capacity. The increase of the capacity results from the fact that in a complete PV scenario, channels to different BS sub-arrays are uncorrelated, which brings a more even spread of channel eigenvalues, and then help to increase the sum capacity. Consequently, a more PV-significant environment is favorable in the site selection for massive MIMO systems, if the received energy at multiple BSs are almost the same, and the angular spreads of the WV group and the PV group are similar. This conclusion is based on the simplification assumption that $|a_p| = |a_w|$, and can extend to the cases that $|a_p| < |a_w|$ where the PV clusters contribute more to a correlation reduction. However, it may not necessarily extend to the cases that $|a_p| > |a_w|$.

**C. Impact of VR size and BS antenna array size**

Besides the energy ratio and the number ratio of PV clusters, the channel spatial non-stationarity is impacted by the VR sizes and the size of the BS antenna array as well. For example, if some clusters in the environment provide small VRs, more PV cluster groups are needed to cover the BS antenna array, which increases the channel non-stationarity and exerts positive effect on the sum capacity. Moreover, when a physically larger antenna array (which consists of more antennas with fixed antenna spacing) is built at the BS, it tends to see more clusters, especially PV clusters which, also has influence on the channel non-stationarity. Since the number of WV clusters will not increase as the array size grows, it is reasonable to assume that all clusters are PV clusters when the array size is large enough. Thus, we focus on the complete PV scenarios in this subsection.

In the following analysis, we still consider the case of $M = K = S = n$, $R_{p,i} = R_{p,0} = \frac{M}{g}$, $s_{p,i} = s_{p,0} = \frac{s}{g}$, $R_{p,i} = R_{p,0} = \Omega_{r_p,0}(a_i \in \{1, \ldots, g\})$ and $R_w = \Omega_M(a)(0 \leq a \leq 1)$. Apparently, a larger $g$ brings smaller VR sizes, thus the influence of VR size can be studied by...
investigating the influence of \( g \). The following proposition is obtained.

**Proposition 3** Keeping all other parameters fixed, the capacity upper bound at high SNR in (15) is an increasing function of the number of PV cluster groups \( g \).

**Proof:** The proof is similar to that of Corollary 2.1 thus it is omitted.

This result is quite intuitive. Since a larger \( g \) means that the BS antenna array is divided into more sub-arrays, and channels to different sub-arrays are uncorrelated in the complete PV scenarios, a more even spread of channel eigenvalues can be expected. Therefore, Proposition 3 implies that placing the BS array in a more PV significant environment will bring a higher sum capacity. However, it is worth noticing that the received energy at each BS antenna is independent of the cluster number in our model (all channels to sub-arrays are normalized with respect to the cluster numbers). Thus in our analysis, although an increase of \( g \) means less clusters in each cluster group, it does not result in a decrease of received energy at the BS. Consequently, Proposition 3 is implicitly based on the assumption that the received energy at the BS does not decrease with the increase of \( g \). It is also based on the assumption that \(|a_p|\) remains unchanged as \( g \) grows.

To analyze the impact of array size, the number of antennas \( M \), the number of clusters \( S \) and the number of cluster groups \( g \) are assumed to increase simultaneously. This assumption makes sense in real propagation environments, since a larger antenna array tends to see more clusters and cluster groups. Therefore we assume \( n = cg \) where \( c > 0 \) is a constant, then the increase of \( n \) brings the simultaneous increase of \( g \). Then for the considered scenario, the capacity upper bound at high SNR is

\[
C_{up} = n \log_2 \left( \frac{\hat{\mu}}{n} \right) + \log_2 (nl) + \log_2 \det(\mathbf{R}_s) + \frac{n}{c} \log_2 \det \left( \frac{1}{c} \mathbf{R}_{p,0} \right) + \frac{n}{c} \log_2 (e^c),
\]

where \( \hat{\mu} = \frac{\mu}{\sigma^2} \). Applying Stirling’s approximation to \( n! \), and plugging the determinants of \( \mathbf{R}_s \) and \( \mathbf{R}_{p,0} \) into \( C_{up} \), we investigate the influence of array size by investigating the monotonicity and the increasing rate of \( C_{up} \) with respect to \( n \). The conclusion is obtained in the following proposition.

**Proposition 4** Keeping all other parameters fixed, \( g(n) \) is an increasing function of \( n \) and as \( n \to \infty \),

\[
\frac{\partial C_{up}}{\partial n} \to \log_2 \left( \frac{\hat{\mu}}{ec} \right) + \frac{1}{c} \log_2 (e^c) + \log_2 h(a_s, a_p),
\]

where \( h(a_s, a_p) = (1 - |a_s|^2)(1 - |a_p|^2)^{1-\frac{1}{2}} \).

**Proof:** See Appendix D.

Proposition 4 shows that a higher capacity can be achieved by increasing the system dimensions, and in the large system limit, i.e., \( n \to \infty \), the increasing rate \( \frac{\partial C_{up}}{\partial n} \) converges to a constant. Notice that we reduce the transmit power of each user by \( \frac{1}{c} \) as stated in (19), therefore the benefit brought by a larger array gain is offset. Thus, the capacity increase comes from a higher multiplexing gain and a more non-WSS channel. Moreover, as shown in Section V, the increase can still be obtained even if we fix the number of users \( K \) while increasing \( M \) and \( S \), i.e., fix the multiplexing gain. It shows that aside from a higher array gain and a higher multiplexing gain, the sum capacity of a massive MIMO system also benefits from a more spatially non-WSS channel.

In addition, it is straightforward to prove that \( \frac{\partial C_{up}}{\partial g} \) is a decreasing function of \( c \), i.e., the VR size. Therefore, a complete PV scenario \((c < n)\) provides a higher increasing rate of capacity than a complete WV scenario \((c = n)\), which also shows the benefit of a spatially non-WSS channel.

**V. Numerical Evaluation**

In this section, we present numerical results to verify the tightness of the upper bound and conclusions of our analysis. In every simulation, 10000 independent Monte-Carlo realizations of channels in form of model (1) are generated. The capacity predicted by the upper bound is compared to the numerical computation of (7). The definition of SNR is \( \mu = \frac{P}{\sigma^2} \).

The results that validate Proposition 2 are shown in Fig. 3 with \( \rho_{p,i} = \rho_p \in \{0, 0.25, 0.5, 0.75, 1\} \). Given \( M = S = 128 \), \( K = g = 32 \) and \( s_p = 96 \), the simulation results and the analytical results are compared. As shown in the figure, the sum capacity first increases and then decreases as \( \rho_p \) grows, and the maximum value is achieved when \( \rho_p = \frac{\sigma_p}{\mu} \).

In addition, the capacity gain by increasing \( \rho_p \) is notable: the capacities at \( \rho_p = 0.75 \) and \( \rho_p = 1 \) are 34% and 31% higher than that at \( \rho_p = 0 \), respectively. Therefore, more energy from PV clusters benefits the sum capacity. Moreover, the figure shows that the derived upper bound is very tight.

![Fig. 3. Ergodic sum capacity as a function of \( \rho_p \), with \( M = S = 128 \), \( K = g = 32 \), \( s_p = 96 \) and SNR=15 dB.](image-url)
since the channels to different sub-arrays are independent, the eigenvalues in the same group do not indicate correlation and therefore, drop very slowly. Moreover, the channel to a sub-arrays is spatially correlated, thus the eigenvalues in different groups indicate correlation and drop drastically. If we focus on the first 32 dominant eigenvalues, the singularity of $\mathbb{E}[GG']$ drops drastically as $\rho_p$ increases, which implies that notably positive influence on capacity can be brought by a larger $\rho_p$.

To validate Corollary 2.1, results of the maximal sum capacity are shown in Fig. 5. As shown in the figure, a larger $s_p$ brings a higher sum capacity: the capacity of $s_p = S$ (i.e., a complete PV channel) is 13 bit/s/Hz higher than that of $s_p = 0$ (i.e., a complete WV channel). It justifies our conclusion that the number of PV clusters, i.e., the significance of the channel non-stationarity is an important factor worth consideration in the site selection.

The influence of the cluster VR size on the sum capacity is shown in Fig. 6. A notable increase of capacity is brought by increasing $g$ from 16 to 32 (i.e., the size of cluster VRs drop from 8 to 4), which justifies Proposition 4. The spatially WSS channel (i.e., $g = 1$) is also provided as a baseline.

Now we investigate the influence of size of antenna array by increasing $M$, $g$ and $S$ simultaneously with fixed $K$. Since a larger $M$ provides a higher array gain, the transmit power is reduced as $\frac{1}{M}$. The simulation results are shown in Fig. 7. As shown in the figure, even though we reduce the transmit power, a significant increase of capacity is still obtained, which comes from the more significant spatial non-stationarity characteristics. When SNR is 15dB, the capacity with $M = 64$ and $g = 16$ is 10 bit/s/Hz higher than that with $M = 16$ and $g = 4$. The spatially WSS channel (i.e., $g = 1$) is also provided as a baseline. Fig. 7 indicates that in massive MIMO channels, a capacity gain can be obtained not only from a higher array gain, but also from a more non-WSS channel.

To see the asymptotic behavior of sum capacity in large system dimension, Fig. 8 is further plotted with the total SNR $\bar{\mu}_{1\text{dB}} = 10\log_{10}(\bar{\mu}) = 35$ dB where $\bar{\mu}$ is defined in Proposition 4. The high SNR is selected so that the upper bound at high SNR is an accurate approximation of the real upper bound. As shown in the figure, the capacity increases linearly with $M$ when $M$ becomes large. The increasing rate of capacity is 7.1 bit/s/Hz for the complete PV channel, which is equal to that predicted by Proposition 4. Moreover, it is shown that the complete PV channel has a higher increasing rate than the complete WV channel, and the capacity advantage becomes larger as $M$ increases.

Finally, we consider the performance gap between the sum capacity and the achievable rate achieved by linear MMSE
receivers. In the i.i.d. Rayleigh fading channels, linear processing could achieve a sum rate that is close to the sum capacity in massive MIMO systems, which is one of the key motivations of massive MIMO systems in literature. Thus it inspires us to compare them in non-i.i.d. massive MIMO channels. The simulation results are provided in Fig. 9. As shown in the figure, for the i.i.d. Rayleigh fading channel, the performance gap between the sum capacity and the achievable rate is small and decreases rapidly as $M$ grows. However, in the other non-i.i.d. Rayleigh channels, the gaps are bigger and decrease very slowly as $M$ increases. It indicates that the use of the suboptimal linear MMSE receivers can cause notable performance losses in non-i.i.d. Rayleigh channels. Notice that although it is spatially WSS, the i.i.d. Rayleigh fading channel has no spatial correlation, and thus it has the most even spread of eigenvalues. Therefore, the i.i.d. fading channel gives the highest sum capacity. In non-i.i.d. channels, the complete PV channel provides the highest capacity, which is consistent with our conclusion that more significant spatially non-WSS characteristics benefit the sum capacity.

VI. CONCLUSIONS

In this paper, a new channel model is proposed for massive MIMO systems to describe the spatially non-WSS channel characteristics. Based on the new model, a closed-form expression of an upper bound on the ergodic sum capacity is further derived, and the influence of the spatial non-stationarity on sum capacity is analyzed. Analysis shows that in non-i.i.d. Rayleigh channels, the non-stationarity results from cluster partial visibility can benefit the sum capacity by bringing a more even spread of channel eigenvalues. This shows the advantage of using a large antenna array in a practical non-i.i.d. Rayleigh fading channel: the sum capacity will benefit not only from a higher array gain, but also a more spatially non-wide sense stationary channel. Simulation results validate our analysis and the tightness of the upper bound.

APPENDIX A

PROOF OF THEOREM 1

To derive the close form expression of $C_{up}$ in (9), we need to obtain the expression of $R \triangleq \mathbb{E} \left[ \det \left( I_M + \mu GG^H \right) \right]$. Define matrix

$$
A = \left[ \begin{array}{cc}
W_p^1 & W_w^1 \\
0 & H_w
\end{array} \right],
$$

where $H_w$ is defined in (1), and the $W_p$ and $W_w$ are defined in (5), then $G = AR_s^2H$. Inspired by [34], we apply the theorem of principal minor determinant expansion for the characteristic polynomial of a matrix in [36], and the Binet-Cauchy formula for the determinant of a product matrix in [37] to $R$ to obtain

$$
R = \sum_{k=0}^{m} (\mu)^k \sum_{1 \leq d_1 \leq d_{K}} \sum_{1 \leq d_{i} \leq K} \sum_{1 \leq b_1 \leq S} \sum_{1 \leq b_{i} \leq S} \sum_{1 \leq s_1 \leq S} \sum_{1 \leq s_{i} \leq S} \sum_{1 \leq i_1 \leq K} \sum_{1 \leq i_{i} \leq K} \sum_{1 \leq a_1 \leq K} \sum_{1 \leq a_{i} \leq K} \mathbb{E} \left[ \det \left( A^H A \right)_{a_1,\ldots,a_k} \right] \\
\times \det \left( \sum_{1 \leq d_1 \leq d_{K}} \left( R_s^1 \right)_{d_1,\ldots,d_{K}} \right) \det \left( \sum_{1 \leq b_1 \leq S} \left( R_s^1 \right)_{b_1,\ldots,b_{K}} \right) \\
\times \mathbb{E} \left[ \det \left( H^1 \right)_{d_1,\ldots,d_{K}} \det \left( H^1 \right)_{c_1,\ldots,c_{K}} \right] \\
= \left\{ \begin{array}{ll}
k! & \text{if } b_1 = d_1, \ldots, b_{k} = d_{k} \\
0 & \text{otherwise}
\end{array} \right.
$$

Thus, (22) can be simplified as

$$
R = \sum_{k=0}^{m} (\mu)^k k!C_k \sum_{1 \leq d_1 \leq d_{K}} \sum_{1 \leq d_{i} \leq K} \sum_{1 \leq b_1 \leq S} \sum_{1 \leq b_{i} \leq S} \det \left( \sum_{1 \leq d_1 \leq d_{K}} \left( R_s^1 \right)_{d_1,\ldots,d_{K}} \right) \\
\times \mathbb{E} \left[ \det \left( A^H A \right)_{a_1,\ldots,a_k} \right].
$$

Let $B = \left[ \begin{array}{cc}
W_p^1 & W_w^1 \\
0 & \mathbf{I}
\end{array} \right]$ and $D = \text{diag}(H_p, H_w)$, we get

$$
\tilde{A} \triangleq A^H A = D^H B^H B D.
$$
By applying the Binet-Cauchy formula for a product matrix again, we get
\[
E \left[ \det \left( \mathbf{A}^{i_1, \ldots, i_k} \right) \right] = \sum_{1 \leq i_1 \leq \ldots \leq i_k \leq \min(n_i)} \det \left( \mathbf{B}^{u_1, \ldots, u_k} \right) \]
\[
\times E \left[ \det \left( \mathbf{D}^{v_1, \ldots, v_k} \right) \right] \det \left( \mathbf{D}^{a_1, \ldots, a_k} \right) \]  
(26)
According to the definition of matrix determinant,
\[
\det \left( \mathbf{D}^{v_1, \ldots, v_k} \right) = \sum_p (-1)^{\tau(p)} d_{v_1, p_1} d_{v_2, p_2} \ldots d_{v_k, p_k},
\]
(27)
where \( p = (p_1, \ldots, p_k) \) represents a permutation of \( (a_1, \ldots, a_k) \), and \( \tau(p) \) denotes the inverse number of \( p \). Then we have
\[
E \left[ \det \left( \mathbf{D}^{v_1, \ldots, v_k} \right) \right] \det \left( \mathbf{D}^{a_1, \ldots, a_k} \right) = \sum_p \sum_q (-1)^{\tau(p) + \tau(q)} E \left[ d_{u_1, p_1} \ldots d_{u_k, p_k} \right] d_{u_1, q_1} \ldots d_{u_k, q_k}.
\]
(28)
Due to the special structure of \( \mathbf{D} \), \( d_{v_i, p_i} (i \in \{1, \ldots, k\}) \) is either zero or an i.i.d. Gaussian variable with zero mean and unit variance. Consequently, the necessary condition for
\[
E \left[ \det \left( \mathbf{D}^{v_1, \ldots, v_k} \right) \right] \det \left( \mathbf{D}^{a_1, \ldots, a_k} \right) \neq 0
\]
is that
\[
\begin{align}
u_1 &= v_1, \ldots, u_k = v_k, \\
a_1 &= i_1, \ldots, a_k = i_k, \\
p_1 &= q_1, \ldots, p_k = q_k.
\end{align}
\]
(30a, 30b, 30c)
Then \( R \) in (31) can be reduced as
\[
R = \sum_{k=0}^{m} (\mu)^k k! C_k^k \sum_{1 \leq i_1 \leq \ldots \leq i_k \leq S} \det \left( \mathbf{R}^{i_1, \ldots, i_k}_{j_1, \ldots, j_k} \right) \]
\[
\times E \left[ \det \left( \mathbf{A}^{i_1, \ldots, i_k}_{j_1, \ldots, j_k} \right) \right],
\]
(31)
and
\[
E \left[ \det \left( \mathbf{A}^{i_1, \ldots, i_k}_{j_1, \ldots, j_k} \right) \right] = \sum_{1 \leq j_1 \leq \ldots \leq j_k \leq 2M} \det \left( \mathbf{R}^{j_1, \ldots, j_k}_{i_1, \ldots, i_k} \right) \]
\[
\times E \left[ \det \left( \mathbf{D}^{j_1, \ldots, j_k} \right) \right] \det \left( \mathbf{D}^{i_1, \ldots, i_k} \right) \]  
(32)
where \( \mathbf{R} = \mathbf{B}^H \mathbf{B} \). Define
\[
N(j_1, \ldots, j_k, i_1, \ldots, i_k) = E \left[ \det \left( \mathbf{D}^{j_1, \ldots, j_k} \right) \right] \det \left( \mathbf{D}^{i_1, \ldots, i_k} \right),
\]
(33)
then from constraint (30c), we know that
\[
N(j_1, \ldots, j_k, i_1, \ldots, i_k) = \sum_{p} \sum_{p \leq u_1 \leq \ldots \leq u_k \leq \min(n_i)} \det \left( \mathbf{R}^{u_1, \ldots, u_k}_{i_1, \ldots, i_k} \right) \]  
(34)
since \( d_{j_n, p_n} = 0 \) or \( d_{j_n, p_n} \sim \mathcal{C}\mathcal{N}(0, 1) \), thus for a particular \( p \), \( N(j_1, \ldots, j_k, i_1, \ldots, i_k) \) \( \neq 0 \) leads to \( d_{j_n, p_n} \sim \mathcal{C}\mathcal{N}(0, 1) \) for all \( n \in \{1, \ldots, k\} \). Consequently, \( N(j_1, \ldots, j_k, i_1, \ldots, i_k) \) represents how many permutations of \( (i_1, \ldots, i_k) \), denoted as \( p = (p_1, \ldots, p_k) \), can guarantee that \( d_{j_n, p_n} \sim \mathcal{C}\mathcal{N}(0, 1) \) for all \( n \in \{1, \ldots, k\} \). Assume that for a particular \( (j_1, \ldots, j_k, i_1, \ldots, i_k) \), \( m_v \) rows and \( n_v \) columns are selected from the \( v \)th diagonal block of \( D \) \( (v \in \{1, \ldots, g+1\}) \), and we denote \( r_{g+1} = M \) and \( s_{g+1} = s_w \). Then
\[
\sum_{v=1}^{g+1} m_v = k, \quad \sum_{v=1}^{g+1} n_v = k.
\]
(35)
Therefore, \( N(j_1, \ldots, j_k, i_1, \ldots, i_k) \neq 0 \) indicates that \( m_v \leq n_v \). Together with (33), we have
\[
m_v = n_v
\]
(36)
for all \( v \in \{1, \ldots, g+1\} \), which means \( m_v \) rows and columns are selected from the \( v \)th diagonal block. Consequently, the number of permutations, \( p \), is \( \prod_{v=1}^{g+1} m_v \). Thus,
\[
N(j_1, \ldots, j_k, i_1, \ldots, i_k)
\]
\[
= \begin{cases} \\
\prod_{v=1}^{g+1} m_v!, & \text{if } m_1 = n_1, \ldots, m_{g+1} = n_{g+1}, \\
0, & \text{otherwise}.
\end{cases}
\]
(37)
Then \( R \) in (31) is
\[
R = \sum_{k=0}^{m} (\mu)^k k! C_k^k \sum_{1 \leq j_1 \leq \ldots \leq j_k \leq S} \sum_{1 \leq i_1 \leq \ldots \leq i_k \leq 2M} \det \left( \mathbf{R}^{i_1, \ldots, i_k}_{j_1, \ldots, j_k} \right) N(j_1, \ldots, j_k, i_1, \ldots, i_k),
\]
(38)
which completes the proof of Theorem 1.

Appendix B

Proof of Proposition 2

Under the conditions of Proposition 2, we have at high SNR
\[
C_{up} \approx n \log_2 \mu + \log_2 (n!) + \log_2 \det (\mathbf{R}_s)
\]
\[
+ \log_2 \sum_{1 \leq u_1 \leq \ldots \leq u_n \leq 2n} \det \left( \mathbf{R}^{u_1, \ldots, u_n}_{u_1, \ldots, u_n} \right) N(u_1, \ldots, u_n, 1, \ldots, n),
\]
(39)
where only the last term will change as \( \rho_i \) changes.

Assume that \( (u_1, \ldots, u_n) \) selects \( m_v \) rows from the \( v \)th block of \( D \). Since \( (i_1, \ldots, i_n) = (1, \ldots, n) \) selects \( s_p \) columns in the first \( g \) blocks, and \( s_w \) columns in the \( (g+1) \)th block, then similar to the analysis in Appendix A we have
\[
m_v = s_p, m_{g+1} = s_w,
\]
(40)
if \( N(u_1, \ldots, u_n, 1, \ldots, n) \neq 0 \). Define \( A \) to be the set that contains all \( (u_1, \ldots, u_n) \) that satisfy condition A, then \( \forall (u_1, \ldots, u_n) \in A, \ N(u_1, \ldots, u_n, 1, \ldots, n) = (s_p, 0)^g (s_w)! \). Consequently,
\[
\sum_{1 \leq u_1 \leq \ldots \leq u_n \leq 2n} \det \left( \mathbf{R}^{u_1, \ldots, u_n}_{u_1, \ldots, u_n} \right) N(u_1, \ldots, u_n, 1, \ldots, n)
\]
\[
= (s_p, 0)^g (s_w)! \sum_{(u_1, \ldots, u_n) \in A} \det \left( \mathbf{R}^{u_1, \ldots, u_n}_{u_1, \ldots, u_n} \right).
\]
(41)
Define
\[ \tilde{R}_g = \begin{bmatrix} R_p & R_p^2 R_w \\ R_p^2 R_p & R_w \end{bmatrix}, \]
then according to (40),
\[ (R_g)^{u_1,\ldots,u_n} = \begin{bmatrix} \rho_{u_1} & \rho_{u_2} \\ \rho_{u_1} & \rho_{u_2} \end{bmatrix} Y \begin{bmatrix} \rho_{u_1} & \rho_{u_2} \\ \rho_{u_1} & \rho_{u_2} \end{bmatrix} X \begin{bmatrix} \rho_{u_1} & \rho_{u_2} \\ \rho_{u_1} & \rho_{u_2} \end{bmatrix}, \]
where \( Y = B(u) - XH(u)A(u)^{-1}X(u). \) Since \( \tilde{R}_g \) is a positive semi-definite matrix, each principal minor of \( \tilde{R}_g \) is non-negative. Thus,
\[ \sum_{(u_1,\ldots,u_n)\in A} \det\left( \begin{bmatrix} \tilde{R}_g & u_1,\ldots,u_n \end{bmatrix} \right) \geq 0. \]

Define \( l(x) = x^{s_p}(1-x)^{s_w}(x \in [0,1]) \), then it is easy to prove that \( l(x) \) is an increasing function of \( x \) when \( 0 \leq x \leq \frac{s_p}{s_w} \), and a decreasing function when \( \frac{s_p}{s_w} < x \leq 1 \). Thus,
\[ f(\rho_p) = l(\rho_p) \sum_{(u_1,\ldots,u_n)\in A} \det\left( \begin{bmatrix} \tilde{R}_g & u_1,\ldots,u_n \end{bmatrix} \right) \]
is an increasing function of \( \rho_p \) when \( 0 \leq \rho_p \leq \frac{s_p}{s_w} \) and a decreasing function when \( \frac{s_p}{s_w} < \rho_p \leq 1 \), which completes the proof of Proposition 2.

**APPENDIX C**

**PROOF OF COROLLARY 2.1**

When \( s = s_p \), we have
\[ \sum_{(u_1,\ldots,u_n)\in A} \det\left( \begin{bmatrix} \tilde{R}_g & u_1,\ldots,u_n \end{bmatrix} \right) = \det(R_p)^g. \]

It is trivial to prove that the determinant of the complex Toeplitz matrix \( \Omega_d(a) \) is \( \det(\Omega_d(a)) = (1-|a|^2)^d-1 \). Define
\[ f(g) = \log_2 \left( \frac{n^g}{g!} \right) + \log_2 \left( \frac{n^g}{g!} \right) + \log_2 \left( (1-|a|^2)^{-g} \right). \]
Then Corollary 2.1 is proved if \( f(g) \) is a monotone increasing function of \( g \).

Let \( f_1(g) \triangleq \log_2 \left( \frac{n^g}{g!} \right)^g \), then \( f_1(g) \) is not differentiable since the factorial is only defined for non-negative integers. To facilitate analysis, a tight approximation of the factorial, Stirling’s approximation, is applied. According to Stirling’s approximation,
\[ \left( \frac{n^g}{g!} \right)^g \approx (2\pi n)^{\frac{1}{2}} e^{-n} \left( \frac{n}{e} \right)^n. \]

Thus the derivative of \( f_1(g) \) is
\[ \frac{\partial f_1}{\partial g} = \frac{1}{2 \ln 2} \left( \frac{2\pi n}{g} - n \right). \]
Let \( f_2(g) \triangleq \log_2 \left( (1-|a|^2)^{-g} \right) \), then
\[ \frac{\partial f_2}{\partial g} = 1 \ln 2 \left( \frac{2\pi n}{g} \right) + \log_2 \left( 1-|a|^2 \right). \]
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