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Introduction

Our aim is the study of the convergence to its limiting distribution for the maximum of a sampling of \( n \) ergodic Ornstein-Uhlenbeck processes (O.U.P. for shorthand) driven by an \( \alpha \)-stable processes. O.U.P. are one of the simplest examples of stochastic processes where almost all computations can be done explicitly. Similarly to the Gaussian case, O.U.P. driven by \( \alpha \)-stable processes have been extensively studied since they appear in many areas of applied mathematics. For further details about applications of O.U.P. we refer to [1], [3] and the references therein.

The analysis of the distribution of the extremum consists in the study of the random variable (r.v. for shorthand) defined as the maximum (or minimum) of a set of random variables. The interest in the distribution of extremes goes back as far as applications of laws of chance to actuarial and insurance problems. The early theoretical work was done by R. Fisher and L. Tippett (1928) in [6]. B. Gnedenko (1943) in [9] developed the theory to a high level by establishing practically all results. Nowadays, it is a well-studied feature in Probability and Statistics. For a survey of the literature we recommend Section 2.11 in [8].

The cut-off phenomenon was studied in the eighties to describe the phenomenon of abrupt convergence that appears in the Markov models of cards’ shuffling, Ehrenfests’ urn and random transpositions. Very generally, a family of stochastic processes is said to have cut-off if its distance between the distribution at time \( t \) and its limiting distribution comes abruptly from near its maximum to near zero. The term cut-off is naturally associated to switching phenomena, that is, “1/0” behavior. Alternative names are threshold phenomenon and abrupt convergence. For more details about the stochastic models in which cut-off phenomenon occurs we refer to [3], [5] and the references therein.

We are interested on the long-time behavior of the maximum of \( n \) independent and identically distributed (i.i.d. for shorthand) O.U.P.. To be precise, let \( X := (X_t : t \geq 0) \) be the unique strong solution of the following stochastic differential equation

\[
\begin{aligned}
\frac{dX_t}{dt} = -\lambda X_t dt + dL_t & \quad \text{for any } t \geq 0, \\
X_0 = x_0, 
\end{aligned}
\]

where \( \lambda \) is a positive constant, \( x_0 \) is a deterministic initial datum on \( \mathbb{R} \) and \( L = (L_t : t \geq 0) \) denotes a one-dimensional \( \text{Lévy} \) process. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be the probability space in which \( L \) is defined and denote by \( \mathbb{E} \) the expectation with respect to \( \mathbb{P} \).

We assume that the characteristic function of the r.v. \( L_1 \) is given by

\[
\mathbb{E} [e^{izL_1}] = \exp(-c|z|^{\alpha}) \quad \text{for any } z \in \mathbb{R},
\]

where \( c \) is a positive constant and \( \alpha \in (0, 2] \).

For simplicity, for any \( n \in \mathbb{N} \) denote by \( [n] \) the set \( \{1, 2, \ldots, n\} \). Let

\[
X^{(j)} := \left( X^{(j)}_t : t \geq 0 \right), \quad j \in [n]
\]
be i.i.d. O.U.P. according to \( \text{OU} \).

Our goal is the study of the so-called cut-off phenomenon in the total variation distance (t.v.d. for shorthand) when \( n \) tends to infinity for the family of continuous-time stochastic processes indexed by \( n \in \mathbb{N} \),

\[
Z_t^{(n)} := \max_{j \in [n]} X_t^{(j)} : t \geq 0.
\]

Using the asymptotic theory of extremes, when \( \alpha = 2 \) we prove that the t.v.d. between \( Z_t^{(n)} \) and \( Z_\infty^{(n)} \) converges to a universal function in a constant time window around the cut-off time, a fact known as profile cut-off in the context of stochastic processes. On the other hand, when \( \alpha \in (0, 2) \) we prove that the convergence is not abruptly.

The article is organized as follows. Section 1 provides the definitions and the main results. Section 2 is devoted to the proofs of the main results.

1 Main results

In this section we establish the main results and their consequences. We start by introducing the basic definitions.

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and let \(X\) and \(Y\) be two random variables defined on \(\Omega\) and taking values on \(\mathbb{R}\). Let \(\mathcal{B}(\mathbb{R})\) denote the Borel \(\sigma\)-algebra on \(\mathbb{R}\). The t.v.d. between \(X\) and \(Y\) is defined by

\[
d_{\text{TV}}(X, Y) := \sup_{B \in \mathcal{B}(\mathbb{R})} |\mathbb{P}(X \in B) - \mathbb{P}(Y \in B)|.
\]

Two remarkable properties of the t.v.d. that we use along this article are translation and scaling invariance, for more details see Lemma A.1 in [3].

Later on, we see that \( Z_t^{(n)} \) converges in the t.v.d. to \( Z_\infty^{(n)} \) as \( t \) goes by. Moreover, the r.v. \( Z_\infty^{(n)} \) is given by

\[
Z_\infty^{(n)} = \max_{j \in [n]} X_\infty^{(j)}.
\]

For any \( n \in \mathbb{N} \) and \( t > 0 \) let

\[
d^{(n)}(t) := d_{\text{TV}}(Z_t^{(n)}, Z_\infty^{(n)}).
\]

Notice that the above distance depends on the initial datum \( x_0 \in \mathbb{R} \) and \( \alpha \in (0, 2] \). To do the notation more fluid, we avoid its dependence from our notation. For each \( n \in \mathbb{N} \), let

\[
Z_t^{(n)} := (Z_t^{(n)} : t \geq 0).
\]

According to [2] and the references therein, the cut-off phenomenon can be expressed in three increasingly sharp levels as follows.

**Definition 1** The family \( \{Z^{(n)} : n \in \mathbb{N}\} \) has
i) \textit{cut-off} at \((t^{(n)} : n \in \mathbb{N})\) with cut-off time \(t^{(n)}\) if \(t^{(n)}\) tends to infinity as \(n\) tends to infinity and

\[
\lim_{n \to \infty} d^{(n)}(\delta t^{(n)}) = \begin{cases} 
1 & \text{if } \delta \in (0, 1), \\
0 & \text{if } \delta \in (1, \infty).
\end{cases}
\]

ii) \textit{window cut-off} at \((\{t^{(n)}, w^{(n)} : n \in \mathbb{N}\})\) with cut-off time \(t^{(n)}\) and time window \(w^{(n)}\) if \(t^{(n)}\) tends to infinity as \(n\) tends to infinity, \(\lim_{n \to \infty} w^{(n)} = 0\),

\[
\lim_{b \to -\infty} \lim_{n \to \infty} \inf_{n \to \infty} d^{(n)}(t^{(n)} + bw^{(n)}) = 1
\]

and

\[
\lim_{b \to \infty} \lim_{n \to \infty} \sup_{n \to \infty} d^{(n)}(t^{(n)} + bw^{(n)}) = 0.
\]

iii) \textit{profile cut-off} at \((\{t^{(n)}, w^{(n)} : n \in \mathbb{N}\})\) with cut-off time \(t^{(n)}\), time window \(w^{(n)}\) and profile function \(G : \mathbb{R} \to [0, 1]\) if \(t^{(n)}\) tends to infinity as \(n\) tends to infinity, \(\lim_{n \to \infty} w^{(n)} = 0\),

\[
\lim_{n \to \infty} d^{(n)}(t^{(n)} + bw^{(n)}) =: G(b) \quad \text{exists for any } b \in \mathbb{R}
\]

together with \(\lim_{b \to -\infty} G(b) = 1\) and \(\lim_{b \to \infty} G(b) = 0\).

Bearing all this in mind, we provide a complete characterization of when cut–off occurs which is exactly the statements of the following theorems. In the Gaussian case, profile cut-off always occurs as the following theorem states.

\textbf{Theorem 1 (Gaussian Case)} Assume that \(\alpha = 2\). For any \(x_0 \in \mathbb{R}\) the family of processes \((Z^{(n)} : n \in \mathbb{N})\) possesses profile cut-off in the t.v.d. as \(n\) tends to infinity. The cut-off time is given by

\[
t^{(n)} := \frac{1}{2\lambda} \ln(\ln(n))
\]

and the time window

\[
w^{(n)} := \kappa + o_n(1),
\]

where \(\kappa\) is any positive constant and \(\lim_{n \to \infty} o_n(1) = 0\). Moreover, for any \(b \in \mathbb{R}\) the limit

\[
\lim_{n \to \infty} d^{(n)}(t^{(n)} + bw^{(n)}) = d_{TV} \left(2\sqrt{\lambda}e^{-\lambda b}x_0 - e^{-2\lambda b} + \xi, \xi \right) =: G(b) \quad \text{exists,}
\]

where the r.v. \(\xi\) has Gumbel distribution. In addition,

\[
G(-\infty) = 0 \quad \text{and} \quad G(\infty) = 1.
\]

On the other hand, in the heavy-tailed case there is not cut-off as the following theorem states.
**Theorem 2 (Strictly Stable Case)** Assume that $\alpha \in (0, 2)$. For any $x_0 \in \mathbb{R}$ and for any sequence $(t^{(n)}: n \in \mathbb{N})$ such that $t^{(n)}$ tends to infinity as $n$ tends to infinity we have

$$\lim_{n \to \infty} d^{(n)}(t^{(n)}) = 0.$$  

In particular, the family of processes $(\mathcal{Z}^{(n)}: n \in \mathbb{N})$ does not exhibit cut-off in the t.v.d. as $n$ tends to infinity.

The minimum of a set of i.i.d. random variables can be recovered from its maximum as follows

$$-\max_{j \in [n]}(-X_t^{(j)}) = \min_{j \in [n]} X_t^{(j)} \quad \text{for any } t \geq 0 \text{ and } n \in \mathbb{N}.$$  

As a consequence we have the following corollaries.

**Corollary 1** Assume that $\alpha = 2$. For any $x_0 \in \mathbb{R}$ the family of processes

$$\left(\mathcal{Z}^{(n)} := \left(\min_{j \in [n]} X_t^{(j)}: t \geq 0\right): n \in \mathbb{N}\right)$$

possesses profile cut-off in the t.v.d. as $n$ tends to infinity. The cut-off time is given by

$$t^{(n)} := \frac{1}{2\lambda} \ln(\ln(n))$$

and the time window

$$u^{(n)} := \kappa + o_n(1),$$

where $\kappa$ is any positive constant and $\lim_{n \to \infty} o_n(1) = 0$. Moreover, for any $b \in \mathbb{R}$ the limit

$$\lim_{n \to \infty} d_{\text{TV}} \left(\min_{j \in [n]} X_t^{(j)}: t^{(n)} + bu^{(n)}, \min_{j \in [n]} X_t^{(j)}\right) = d_{\text{TV}} \left(2\sqrt{\lambda} e^{-\lambda b} x_0 + e^{-2\lambda b} + \xi, \xi\right)$$

exists and it is called $G(b)$, where the r.v. $\xi$ has Gumbel distribution. In addition,

$$G(-\infty) = 0 \quad \text{and} \quad G(\infty) = 1.$$  

**Corollary 2** Assume that $\alpha \in (0, 2)$. For any $x_0 \in \mathbb{R}$ the family of processes

$$\left(\mathcal{Z}^{(n)} := \left(\min_{j \in [n]} X_t^{(j)}: t \geq 0\right): n \in \mathbb{N}\right)$$

does not exhibit cut-off in the t.v.d. as $n$ tends to infinity.
2 Proof of the main theorems

Along this section, equality in distribution is denoted by \( \overset{D}{=} \). Let \( \alpha \in (0, 2] \) and \( t \geq 0 \). Denote by \((X_t : t \geq 0)\) the solution of \((\text{OU})\). The characteristic function of the r.v. \( X_t \) can be computed explicitly as follows

\[
E[e^{izX_t}] = \exp \left( ie^{-\lambda t}x_0z - \frac{c(1-e^{-\lambda t})}{\lambda \alpha}|z|^\alpha \right)
\]

for any \( z \in \mathbb{R} \), see for instance Lemma 17.1 in [12]. Then

\[
X_t \overset{D}{=} e^{-\lambda t}x_0 + \left( \frac{1 - e^{-\lambda t}}{\lambda \alpha} \right)^{1/\alpha} L_1 \quad \text{for any } t \geq 0.
\]  

(2.1)

Therefore, the celebrated Slutsky Theorem implies that \( X_t \) converges in distribution to \( X_\infty \) as \( t \) tends to infinity, where

\[
X_\infty \overset{D}{=} \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} L_1.
\]  

(2.2)

Observe that the r.v. \( L_1 \) has an infinitely differentiable density with respect to the Lebesgue measure on \( \mathbb{R} \) (see for instance Proposition 28.1 in [12]). The latter together with the celebrated Scheffé Lemma imply that \( X_t \) converges in the t.v.d. to \( X_\infty \) as \( t \) goes by.

On the other hand, due to the t.v.d. decreases under mappings, Theorem 5.2 in [11] implies

\[
d_{TV} \left( Z_t^{(n)}, Z_\infty^{(n)} \right) \leq d_{TV} \left( \left( X_t^{(1)}, \ldots, X_t^{(n)} \right), \left( X_\infty^{(1)}, \ldots, X_\infty^{(n)} \right) \right)
\]

for any \( t \geq 0 \). Recall that \( X^{(1)}, X^{(2)}, \ldots, X^{(n)} \) are i.i.d. processes then

\[
d_{TV} \left( \left( X_t^{(1)}, \ldots, X_t^{(n)} \right), \left( X_\infty^{(1)}, \ldots, X_\infty^{(n)} \right) \right) \leq nd_{TV} \left( X_t^{(1)}, X_\infty^{(1)} \right)
\]

for any \( t \geq 0 \) (see for instance (4.4)-(4.5) in [11] for further details). Consequently, for each \( n \in \mathbb{N} \), \( Z_t^{(n)} \) converges in the t.v.d. to \( Z_\infty^{(n)} \) as \( t \) tends to infinity.

Recall that

\[
d^{(n)}(t) = d_{TV} \left( Z_t^{(n)}, Z_\infty^{(n)} \right) \quad \text{for any } t \geq 0.
\]

From relation (2.1) and relation (2.2) we deduce

\[
Z_t^{(n)} \overset{D}{=} e^{-\lambda t}x_0 + \left( \frac{1 - e^{-\lambda t}}{\lambda \alpha} \right)^{1/\alpha} \max_{j \in [n]} L_t^{(j)} \quad \text{for any } t \geq 0,
\]

\[
Z_\infty^{(n)} \overset{D}{=} \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} \max_{j \in [n]} L_1^{(j)}.
\]
Hence, for any \( t \geq 0 \)

\[
d^{(n)}(t) = d_{\mathrm{TV}} \left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-\lambda t}}{\lambda} \right)^{1/\alpha} \zeta^{(n)}, \left( \frac{1}{\lambda} \right)^{1/\alpha} \zeta^{(n)} \right), \tag{2.3}
\]

where \( \zeta^{(n)} := \max_{j \in [n]} L_1^{(j)} \).

The next lemma is our main tool for proving cut-off or no cut-off. It provides the local central limit theorem for the r.v. \( \zeta^{(n)} \) as \( n \) increases.

**Lemma 1** There exist a sequence \((a_n : n \in \mathbb{N})\) of real numbers, a sequence of positive numbers \((b_n : n \in \mathbb{N})\) and a r.v. \( \xi \) with absolutely continuous distribution such that

\[
\lim_{n \to \infty} d_{\mathrm{TV}} \left( \frac{\zeta^{(n)} - a_n}{b_n}, \xi \right) = 0.
\]

In addition,

i) If \( \alpha = 2 \), the sequences \((a_n : n \in \mathbb{N})\) and \((b_n : n \in \mathbb{N})\) can be taken as

\[
a_n = \sqrt{2e} \left( (2 \ln(n))^{1/2} - \frac{\ln(\ln(n)) + \ln(4\pi)}{2(2 \ln(n))^{1/2}} \right), \quad b_n = \sqrt{2e}(2 \ln(n))^{-1/2}
\]

for \( n \geq 2 \), and the r.v. \( \xi \) has Gumbel distribution function \( F_{\xi}(x) = e^{-e^{-x}} \) for any \( x \in \mathbb{R} \).

ii) If \( \alpha \in (0, 2) \), the sequences \((a_n : n \in \mathbb{N})\) and \((b_n : n \in \mathbb{N})\) can be taken as

\[
a_n = 0, \quad b_n = (cC_\alpha n)^{1/\alpha} \quad \text{for } n \geq 2,
\]

where \( C_\alpha = \frac{\sin(\pi \alpha/2) \Gamma(\alpha)}{\pi} \), and the r.v. \( \xi \) has Pareto distribution function

\[
F_{\xi}(x) = \begin{cases} e^{-x^{-\alpha}} & \text{if } x > 0, \\ 0 & \text{if } x \leq 0. \end{cases}
\]

**Remark 1** The choice of normalizing sequences are not unique. For instance, in item i) of Lemma 1 the most natural way to define normalizing sequences \((a_n : n \in \mathbb{N})\) and \((b_n : n \in \mathbb{N})\) is to let \( b_n \) be the solution of the equation

\[
2\pi a_n^2 \exp \left( \frac{a_n^2}{2e} \right) = 2cn^2
\]

and set \( b_n = 2ca_n^{-1} \), see [10] for further details. On the other hand, in item ii) of Lemma 1 one can also take as normalizing sequences \((a_n : n \in \mathbb{N})\) and \((b_n : n \in \mathbb{N})\)

\[
a_n = 0 \quad \text{and} \quad b_n = \inf \left\{ x \in \mathbb{R} : 1 - F_{L_1}(x) \leq \frac{1}{n} \right\}
\]

for \( n \geq 2 \), where \( F_{L_1} \) denotes the distribution function of the r.v. \( L_1 \), see Theorem 2.1.1 in [8]. Since the tails of a stable distribution (not Gaussian) are asymptotically equivalent to a Pareto distribution, using relation (2) in [7] one can verify that the sequence \((b_n : n \in \mathbb{N})\) can be also taken as

\[
b_n = (cC_\alpha n)^{1/\alpha}, \quad \text{where} \quad C_\alpha = \frac{\sin(\pi \alpha/2) \Gamma(\alpha)}{\pi}.
\]
In most of the references about asymptotic theory of extremes, the convergence takes place in the distribution sense and not in the t.v.d.. Since we are not given any information about the rate of convergence, in our setting the convergence also holds in the t.v.d.. To prove that the convergence is actually in the t.v.d., we recall that the distribution function of the r.v. \( \xi^{(n)} \), \( F_{\xi^{(n)}} \), is given by

\[
F_{\xi^{(n)}}(x) = (F_{L_1}(b_n x + a_n))^{n} \quad \text{for any } x \in \mathbb{R},
\]

where \( F_{L_1} \) is the distribution function of the r.v. \( L_1 \). Consequently, the density of the r.v. \( \xi^{(n)} \), \( f_{\xi^{(n)}} \), is given by

\[
f_{\xi^{(n)}}(x) = n(F_{L_1}(b_n x + a_n))^{n-1} f_{L_1}(b_n x + a_n) b_n \quad \text{for any } x \in \mathbb{R},
\]

where \( f_{L_1} \) is the density of the r.v. \( L_1 \). Now, we prove Lemma 1.

**Proof** First we prove item i). We know that the r.v. \( b_n^{-1}(\xi^{(n)} - a_n) \) converges in distribution to the r.v. \( \xi \) as \( n \) tends to infinity, see Section 2.3.2 in [3]. Since \( \lim_{n \to \infty} a_n = \infty \) and \( \lim_{n \to \infty} b_n = 0 \) then \( \lim_{n \to \infty} F_{L_1}(b_n x + a_n) = 1 \). Observe that \( F_{L_1}(y) \in (0, 1) \) for any \( y \in \mathbb{R} \). Then

\[
\lim_{n \to \infty} (F_{L_1}(b_n x + a_n))^{n-1} = \lim_{n \to \infty} \frac{(F_{L_1}(b_n x + a_n))^{n}}{F_{L_1}(b_n x + a_n)} = F_\xi(x) \quad \text{for any } x \in \mathbb{R}.
\]

Since the r.v. \( L_1 \) has Gaussian distribution with zero mean and variance \( 2\alpha \), a straightforward computation also shows that

\[
\lim_{n \to \infty} f_{L_1}(b_n x + a_n) b_n = e^{-x^2} \quad \text{for any } x \in \mathbb{R}.
\]

By a direct application of the Scheffé Lemma we conclude the statement.

Now, we prove item ii). Observe that \( \lim_{n \to \infty} b_n = \infty \) and that \( F_{L_1}(y) \in (0, 1) \) for any \( y \in \mathbb{R} \). We claim that \( \lim_{n \to \infty} f_{L_1}(b_n x) b_n = \frac{\alpha}{\Gamma(1+\alpha)} x^{-1-\alpha} \) for any \( x \neq 0 \). Indeed, it is well-known that

\[
\lim_{n \to \infty} \frac{f_{L_1}(b_n x)}{\Gamma(1+\alpha) b_n^{\alpha \Gamma(1+\alpha)}} = 1 \quad \text{for any } x \neq 0,
\]

where \( C_\alpha = \sin(\frac{\pi \alpha}{2}) / \Gamma(1+\alpha) \), see for instance Section 2 in [7]. Since \( b_n = (c C_\alpha n)^{\Gamma(1+\alpha)} \) then

\[
\lim_{n \to \infty} f_{L_1}(b_n x) b_n = \frac{\alpha}{x^{1+\alpha}} \quad \text{for any } x \neq 0.
\]

On the other hand, by applying Theorem 2.1.1 in [8] we have that the r.v. \( b_n^{-1}\xi^{(n)} \) converges in distribution to the r.v. \( \xi \) as \( n \) tends to infinity. Then

\[
\lim_{n \to \infty} (F_{L_1}(b_n x))^{n-1} = \begin{cases} 0 & \text{if } x \leq 0, \\ F_\xi(x) & \text{if } x > 0. \end{cases}
\]

Therefore

\[
\lim_{n \to \infty} f_{\xi^{(n)}}(x) = \begin{cases} 0 & \text{if } x \leq 0, \\ F_\xi(x) & \text{if } x > 0. \end{cases}
\]

By the Scheffé Lemma we conclude the statement. \( \square \)
For the convenience of computations we turn to study another distance as the following lemma states.

**Lemma 2** Let \((a_n : n \in \mathbb{N})\) and \((b_n : n \in \mathbb{N})\) be the sequences, and \(\xi\) be the r.v. obtained in Lemma 1. Then for any \(n \in \mathbb{N}\) and \(t > 0\) we have

\[
\left| d^{(n)}(t) - D^{(n)}(t) \right| \leq 2 d_{TV} \left( \left( \frac{\zeta(n) - a_n}{b_n} \right), \xi \right),
\]

(2.4)

where

\[
D^{(n)}(t) = d_{TV} \left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n), \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n) \right).
\]

**Proof** Let \(n \in \mathbb{N}\) and \(t > 0\). From relation (2.3) we know that

\[
d^{(n)}(t) = d_{TV} \left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} \zeta^{(n)}, \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} \zeta^{(n)} \right).
\]

From the triangle inequality we deduce

\[
d^{(n)}(t) \leq d_{TV} \left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} \zeta^{(n)}, \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n) \right) + d_{TV} \left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n), \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n) \right) + d_{TV} \left( \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n), \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} \zeta^{(n)} \right).
\]

Then

\[
d^{(n)}(t) \leq d_{TV} \left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} \zeta^{(n)}, \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n) \right) + D^{(n)}(t) + d_{TV} \left( \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} (b_n \xi + a_n), \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} \zeta^{(n)} \right).
\]

(2.5)
On the other hand, again from the triangle inequality we obtain

\[ D^{(n)}(t) \leq \]
\[ d_{TV}\left( e^{-\lambda t}x_0 + \left( \frac{1 - e^{-\lambda t}}{\lambda} \right)^{\frac{1}{\alpha}} (b_\alpha x + a_\alpha), e^{-\lambda t}x_0 + \left( \frac{1 - e^{-\lambda t}}{\lambda} \right)^{\frac{1}{\alpha}} \zeta^{(n)} \right) \]
\[ + d_{TV}\left( \left( \frac{1}{\lambda} \right)^{\frac{1}{\alpha}} \zeta^{(n)}, \left( \frac{1}{\lambda} \right)^{\frac{1}{\alpha}} \zeta^{(n)} \right) \]
\[ + d_{TV}\left( \left( \frac{1}{\lambda} \right)^{\frac{1}{\alpha}} \zeta^{(n)}, \left( \frac{1}{\lambda} \right)^{\frac{1}{\alpha}} (b_\alpha x + a_\alpha) \right). \]

Then

\[ D^{(n)}(t) \leq \]
\[ d_{TV}\left( e^{-\lambda t}x_0 + \left( \frac{1 - e^{-\lambda t}}{\lambda} \right)^{\frac{1}{\alpha}} (b_\alpha x + a_\alpha), e^{-\lambda t}x_0 + \left( \frac{1 - e^{-\lambda t}}{\lambda} \right)^{\frac{1}{\alpha}} \zeta^{(n)} \right) \]
\[ + d^{(n)}(t) + d_{TV}\left( \left( \frac{1}{\lambda} \right)^{\frac{1}{\alpha}} \zeta^{(n)}, \left( \frac{1}{\lambda} \right)^{\frac{1}{\alpha}} (b_\alpha x + a_\alpha) \right). \]

Combining inequality (2.5) and inequality (2.6) and using the fact that the t.v.d. is invariant by translation and by scaling (see for instance Lemma A.1 in [2]), we deduce

\[ \left| d^{(n)}(t) - D^{(n)}(t) \right| \leq 2 d_{TV}\left( \zeta^{(n)} - a_\alpha \right), b_\alpha x + a_\alpha. \]

The following lemma implies that the distances \( d^{(n)} \) and \( D^{(n)} \) are asymptotically equivalent.

**Lemma 3** Let \( (t^{(n)} : n \in \mathbb{N}) \) be a sequence such that \( \lim_{n \to \infty} t^{(n)} = \infty \). Then

\[ \liminf_{n \to \infty} d^{(n)}(t^{(n)}) = \liminf_{n \to \infty} D^{(n)}(t^{(n)}) \]

and

\[ \limsup_{n \to \infty} d^{(n)}(t^{(n)}) = \limsup_{n \to \infty} D^{(n)}(t^{(n)}). \]

**Proof** The proofs follow from Lemma 1 and Lemma 2.

Since the right-hand side of inequality (2.4) does not depend on \( t \), therefore cut-off/windows cut-off/profile cut-off for the distance \( d^{(n)} \) is equivalent for the distance \( D^{(n)} \), respectively.

Now, we stress the fact that Theorem 1 and Theorem 2 are just consequences of what we have proved up to here.
2.1 Proof of Theorem 1

According to item ii) of Lemma 1 the sequences \((a_n : n \in \mathbb{N})\) and \((b_n : n \in \mathbb{N})\) can be taken as

\[ a_n = \sqrt{2e} \left( (2 \ln(n))^{1/2} - \frac{\ln(\ln(n)) + \ln(4\pi)}{2(2 \ln(n))^{1/2}} \right) \]  

and

\[ b_n = \sqrt{2e}(2 \ln(n))^{-1/2} \]  

for \(n \geq 2\). Let \(t > 0\) and recall that

\[ D^{(n)}(t) = d_{TV} \left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-2\lambda t}}{2\lambda} \right)^{1/2} (b_n \xi + a_n), \left( \frac{1}{2\lambda} \right)^{1/2} (b_n \xi + a_n) \right). \]

Since the t.v.d. is invariant by translation and by scaling, we deduce

\[ D^{(n)}(t) = d_{TV} \left( \theta_t^{(n)} + (1 - e^{-2\lambda t})^{1/2} \xi, \xi \right), \]

where

\[ \theta_t^{(n)} := \left( \frac{2\lambda}{c} \right)^{1/2} e^{-\lambda t} x_0 - \frac{a_n}{b_n} \left( 1 - (1 - e^{-2\lambda t})^{1/2} \right) \text{ for any } t > 0. \]

Let \(\varphi_t := 1 - (1 - e^{-2\lambda t})^{1/2}, t > 0\). A straightforward computation shows that

\[ \lim_{t \to \infty} e^{2\lambda t} \varphi_t = 1/2. \]

From relation (2.7) and relation (2.8) we obtain

\[ \theta_t^{(n)} = \left( \frac{2\lambda}{c} \right)^{1/2} \left( \ln(n) \right)^{1/2} e^{-\lambda t} x_0 - e^{-2\lambda t} \left( \ln(n) - \frac{\ln(\ln(n)) + \ln(4\pi)}{4} \right) \left( \frac{2\lambda}{c} \right)^{1/2} e^{2\lambda t} \varphi_t \]

for any \(t > 0\) and \(n \geq 2\). Set

\[ t^{(n)} = \frac{1}{2\lambda} \ln(\ln(n)) \text{ and } \omega^{(n)} = \kappa + o_n(1), \]

where \(\kappa\) is any positive constant and \(\lim_{n \to \infty} o_n(1) = 0\). Then

\[ \lim_{n \to \infty} \theta_t^{(n)} = \left( \frac{2\lambda}{c} \right)^{1/2} e^{-\lambda \kappa b} x_0 - e^{-2\lambda \kappa b} \text{ for any } b \in \mathbb{R}. \]

Since the r.v. \(\xi\) has continuous density the Scheffé Lemma allows us to deduce

\[ \lim_{n \to \infty} D^{(n)}(t^{(n)} + b\omega^{(n)}) = d_{TV} \left( \left( \frac{2\lambda}{c} \right)^{1/2} e^{-\lambda \kappa b} x_0 - e^{-2\lambda \kappa b} + \xi, \xi \right) =: G(b) \]

for any \(b \in \mathbb{R}\). The latter together with Lemma 3 imply

\[ \lim_{n \to \infty} d^{(n)}(t^{(n)} + b\omega^{(n)}) = G(b) \text{ for any } b \in \mathbb{R}. \]

Moreover, again using the Scheffé Lemma we obtain \(\lim_{b \to \infty} G(b) = 0\). By Lemma A.3 in [3] we also deduce \(\lim_{b \to -\infty} G(b) = 1\) which completes the proof. \(\square\)
2.2 Proof of Theorem 2

From item ii) of Lemma 1 we know that \( \lim_{n \to \infty} b_n = \infty \) and \( a_n = 0 \) for each \( n \geq 2 \). Then for any \( t \geq 0 \)

\[
D^{(n)}(t) = d_{TV}\left( e^{-\lambda t} x_0 + \left( \frac{1 - e^{-\lambda \alpha t}}{\lambda \alpha} \right)^{1/\alpha} b_n \xi, \left( \frac{1}{\lambda \alpha} \right)^{1/\alpha} b_n \xi \right).
\]

Using the scale invariant property for the t.v.d. we obtain

\[
D^{(n)}(t) = d_{TV}\left( \left( \frac{\lambda \alpha}{1/\alpha} \right)^{1/\alpha} e^{-\lambda t} x_0 + \left( 1 - e^{-\lambda \alpha t} \right)^{1/\alpha} \xi, \xi \right)
\]

for any \( t \geq 0 \).

Let \( (t^{(n)} : n \in \mathbb{N}) \) be any sequence such that \( \lim_{n \to \infty} t^{(n)} = \infty \). Observe that

\[
\lim_{n \to \infty} \frac{e^{-\lambda t^{(n)}}}{b_n} = 0 \quad \text{and} \quad \lim_{n \to \infty} \left( 1 - e^{-\lambda \alpha t^{(n)}} \right)^{1/\alpha} = 1.
\]

Since the r.v. \( \xi \) has continuous density the Scheffé Lemma implies that

\[
\lim_{n \to \infty} D^{(n)}(t^{(n)}) = 0.
\]

Lemma 3 allows us to deduce \( \lim_{n \to \infty} d^{(n)}(t^{(n)}) = 0 \) which implies the statement. □
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