Abstract. In this paper, we study the extreme statistics in the complex Ginibre ensemble of $N \times N$ random matrices with complex Gaussian entries, but with no other symmetries. All the $N$ eigenvalues are complex random variables and their joint distribution can be interpreted as a $2d$ Coulomb gas with a logarithmic repulsion between any pair of particles and in presence of a confining harmonic potential $v(r) \propto r^2$. We study the statistics of the eigenvalue with the largest modulus $r_{\text{max}}$ in the complex plane. The typical and large fluctuations of $r_{\text{max}}$ around its mean had been studied before, and they match smoothly to the right of the mean. However, it remained a puzzle to understand why the large and typical fluctuations to the left of the mean did not match. In this paper, we show that there is indeed an intermediate fluctuation regime that interpolates smoothly between the large and the typical fluctuations to the left of the mean. Moreover, we compute explicitly this ‘intermediate deviation function’ (IDF) and show that it is universal, i.e. independent of the confining potential $v(r)$ as long as it is spherically symmetric and increases faster than $\ln r^2$ for large $r$ with an unbounded support. If the confining potential $v(r)$ has a finite support, i.e. becomes infinite beyond a finite radius, we show via explicit computation that the corresponding IDF is different. Interestingly, in the borderline case where the confining potential grows very slowly as $v(r) \sim \ln r^2$ for $r \gg 1$ with an unbounded support, the intermediate regime disappears and there is a smooth matching between the central part and the left large deviation regime.
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1. Introduction and the main results

Extreme value questions in random matrix theory (RMT) have attracted a lot of interest during the last twenty years (for a short review see [1]). It was indeed realized that RMT constitutes a very interesting laboratory to go beyond the standard theory of extreme value statistics (EVS) of independent and identically distributed (i.i.d.) random variables. For $N$ i.i.d. random variables $x_1, \cdots, x_N$ drawn from a continuous common probability distribution function (PDF) $p(x)$, the statistics of $x_{\text{max}} = \max\{x_1, \cdots, x_N\}$ is very well understood thanks to the identification, in the large $N$ limit, of three distinct universality classes, depending only on the tail of $p(x)$ [2]:

(i) Gumbel universality class, e.g. if the support of $p(x)$ is not upper bounded and $p(x)$ decays faster than any power law for large argument (this includes for instance an exponential or a Gaussian decay),

(ii) Fréchet universality class if $p(x)$ has an infinite support and an algebraic tail, i.e. $p(x) \sim x^{-\alpha}$ for $x \gg 1$ and $\alpha > 0$

(iii) Weibull universality class if the support of $p(x)$ is upper bounded, i.e. $p(x > x^*) = 0$ and $p(x) \sim (x^* - x)\nu$, as $x \to x^*$, with $\nu > -1$.

However, much less is known in the case where the random variables $x_i$’s are either strongly correlated and/or non identically distributed. The eigenvalues $\lambda_k$’s of random matrices with real spectrum (or their moduli if the eigenvalues are complex) are non i.i.d. random variables for which EVS can be studied analytically thanks to the powerful tools of RMT [3–5]: these sets of random variables are thus extremely useful as they shed light on the theory of EVS beyond the i.i.d. case.

For instance, the fluctuations of the largest eigenvalue $\lambda_{\text{max}}$ in the Gaussian unitary ensemble (GUE) have opened the way to important developments in EVS. A GUE matrix is a random Hermitian matrix, whose entries (both real and imaginary parts) are i.i.d. Gaussian variables, of variance $O(1/N)$. Its $N$ eigenvalues are thus all real and it is well known that their average density is given, in the limit $N \to \infty$, by the Wigner semi-circle, which has a finite support $[-\sqrt{2}, +\sqrt{2}]$. In this case, the typical fluctuations of $\lambda_{\text{max}}$ around the soft edge $\sqrt{2}$ can be written as $\lambda_{\text{max}} = \sqrt{2} + (1/\sqrt{2})N^{2/3}x$, where the random variable $x$ is of order $O(1)$ and its cumulative distribution function (CDF) is given by the function $F_2(x)$, the celebrated Tracy–Widom (TW) distribution for GUE [6]. Similar scaling forms are also known for the Gaussian orthogonal and symplectic ensemble [7]. These are non-trivial functions with non-Gaussian asymmetric tails, e.g. for GUE

\[
F_2(x) \sim \begin{cases} 
0 & x \to -\infty \\
1 - e^{-x^{3/2}} & x \to +\infty.
\end{cases}
\]

Interestingly, the TW distributions have then appeared in a variety of other problems not directly related to RMT [8], including combinatorics [9], stochastic growth [10] and directed polymer models [11] in the Kardar–Parisi–Zhang (KPZ) universality class as well as the continuum $(1 + 1)$-dimensional KPZ equation [12], non-interacting fermions

https://doi.org/10.1088/1742-5468/aa9bb2
in a trap [13], etc. Far away from $\sqrt{2}$, the fluctuations of $\lambda_{\text{max}}$ are governed by large deviation functions, characterizing the right [14] and the left [15] tails of the distribution of $\lambda_{\text{max}}$. For GUE, these different behaviors are summarized as follows

$$\Pr(\lambda_{\text{max}} \leq w) \sim \begin{cases} e^{-N^{2}\varphi_-(w)+o(N^{2})}, & \text{for } 0 < (\sqrt{2} - w) = O(1) \\ \mathcal{F}_2(\sqrt{2}N^{2/3}(w - \sqrt{2})), & \text{for } w - \sqrt{2} = O(N^{-2/3}) \\ 1 - e^{-N\varphi_+(w)+o(N)}, & \text{for } 0 < (w - \sqrt{2}) = O(1), \end{cases}$$

(2)

where the rate functions $\varphi_+(w)$ and $\varphi_-(w)$ can be computed explicitly [14, 15]. In particular, $\varphi_+(w) \sim (2^{11/4}/3)(w - \sqrt{2})^{3/2}$ for $w \to \sqrt{2}^+$ while $\varphi_-(w) \sim (\sqrt{2}/6)(\sqrt{2} - w)^3$ when $w \to \sqrt{2}^-$ [15]. Using these behaviors of the rate functions close to $\sqrt{2}$ together with the asymptotic of $\mathcal{F}_2(x)$ in equation (1) one can show that both the left and right tails match smoothly with the central part of the distribution described by $\mathcal{F}_2(x)$. Note that the behavior in equation (2), together with the cubic behavior of $\varphi_-(w)$ close to $\sqrt{2}$, indicate a third-order phase transition as $w$ crosses the critical value $\sqrt{2}$, which was argued in [1] to be at the origin of the universality of the TW distribution.

Another interesting ensemble of RMT is the so called complex Ginibre ensemble [3, 4, 16]. This corresponds to $N \times N$ random matrices $M$, without any specific symmetry, in which all entries (both real and imaginary part) are i.i.d. Gaussian random variables of variance $O(1/N)$. In this case the $N$ eigenvalues of $M$ lie in the complex plane and their joint probability distribution function (PDF) is given by

$$P_{\text{joint}}(z_1, \cdots, z_N) = \frac{1}{Z_N} \prod_{i<j} |z_i - z_j|^2 \prod_{k=1}^{N} e^{-NV(z_k)},$$

(3)

with $V(z) = |z|^2$ and $Z_N$ being the partition function. Interestingly, $P_{\text{joint}}(z_1, \cdots, z_N)$ appears in a variety of contexts. For instance,

- consider $N$ non-interacting spinless fermions (of electric charge $q$) in the $(xy)$ plane and in presence of a magnetic field $B = Bu_z$ perpendicular to the plane. The squared many-body ground-state wave function of $N$ fermions in the lowest Landau level (and in the symmetric gauge) can be shown to be proportional to $P_{\text{joint}}(z_1, \cdots, z_N)$ (see e.g. [17–19]) upon setting $B = 2\hbar N/|q|$.
- Another example concerns the so called normal random matrices $M$, that satisfy the commutation relation $[M, M^\dagger] = 0$. If one chooses the matrix $M$ from the probability distribution $P(M) \propto e^{-NTrV(M)}$ (where $V(M)$ is a confining potential such that $P(M)$ is normalizable), the joint distribution of $N$ complex eigenvalues can be shown to be of the form in equation (3) [17].

The joint distribution in (3) can be rewritten as

$$P_{\text{joint}}(z_1, \cdots, z_N) = \frac{1}{Z_N} e^{-N \sum_{k=1}^{N} V(z_k)} e^{\sum_{i<j} \ln |z_i - z_j|}.$$

(4)

In this form, equation (4) can be interpreted as the Boltzmann weight associated with a 2d Coulomb gas of $N$ charged particles, each subjected to an external confining potential
$N V(z)$ and every pair repelling each other via the 2d Coulomb repulsion. In the case of Ginibre matrices, $V(z) = |z|^2$. However, in this paper, we will consider more general spherically symmetric potential $V(z) = v(|z|)$. Our main objective in this paper is to study the statistics of the radius $r_{\text{max}}$ of the particle which is farthest from the origin

$$r_{\text{max}} = \max_{1 \leq i \leq N} |z_i|,$$

and we denote its CDF by $Q_N(w)$

$$Q_N(w) = \text{Prob}(r_{\text{max}} \leq w).$$

The statistics of $r_{\text{max}}$ for such 2d Coulomb gases with $V(z) = v(|z|)$, has been well studied in the recent literature [20–24], in particular (albeit not only) for Ginibre matrices. It turns out that, for spherically symmetric potential $V(z) = v(|z|)$ as considered here, $Q_N(w)$ has a closed form expression, valid for any finite $N$ [21, 25] (see appendix A for a derivation),

$$Q_N(w) = \prod_{k=1}^{N} q_k(w), \quad q_k(w) = \frac{\int_{0}^{w} r^{2k-1} e^{-Nv(r)} \, dr}{\int_{0}^{\infty} r^{2k-1} e^{-Nv(r)} \, dr}.$$  

Therefore, from the product structure of this CDF, one deduces that $r_{\text{max}}$ is the maximum among a collection of random variables $x_k$ which are independent but non-identically distributed since each $x_k$ has its own $k$-dependent CDF $q_k(w) = \text{Pr}(x_k \leq w)$. This formula (7) clearly shows that Ginibre matrices, and its generalizations (3) to other spherically symmetric potentials $V(z) = v(|z|)$ are a natural laboratory to test the deviations from the standard theory of EVS for i.i.d. random variables, by considering non-identical distributions, while retaining the independence of these random variables. A natural question is whether and how the three universality classes, Gumbel, Fréchet and Weibull, get modified when the variables are no longer identically distributed. Similar questions were recently studied in the related context of record statistics for independent but non-identically distributed random variables [26].

1.1. Ginibre matrices: the Gumbel case

It is useful to recall first the results for the Ginibre matrices, which is certainly the best studied case (see for instance [27])\(^1\). It is well known that, for Ginibre matrices, the average density of eigenvalues $\rho_N(z) = \frac{1}{N} (\sum_k \delta(z - z_k))$ converges, in the limit $N \to \infty$, to the uniform distribution on the unit disk (the so called Girko’s circular law [28, 29]), $\rho_N(z) \to \pi^{-1} \Theta(r_{\text{edge}} - |z|)$, where $r_{\text{edge}} = 1$ and $\Theta(x)$ is the Heaviside step function (see figure 1). The limiting density thus exhibits a sharp drop at $r = r_{\text{edge}} = 1$ (from its value in the bulk $\rho_b(r) = \pi^{-1}$ for $r \leq r_{\text{edge}}$ to 0 for $r > r_{\text{edge}}$). For large but finite $N$ this jump is smeared out over a length scale $\Delta_N = \sqrt{2N}$ where the density is described by the following smooth edge profile [30] (see figure 1)

$$\rho_N(r) = \rho_b(r_{\text{edge}}) \tilde{\rho} \left( \frac{r - r_{\text{edge}}}{\Delta_N} \right), \quad \tilde{\rho}(u) = \frac{1}{2} \text{erfc}(u),$$

\(^1\) section 18 in [5].
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where \( \text{erfc}(u) = (2/\sqrt{\pi}) \int_{u}^{\infty} e^{-y^2} \, dy \) and \( \rho_b(r_{\text{edge}}) = 1/\pi \). The function \( \tilde{\rho}(u) \) behaves asymptotically as \( \tilde{\rho}(u) \sim 1 \) as \( u \to -\infty \) where it matches with the constant density profile in the bulk while it decays rapidly as \( \tilde{\rho}(u) \sim e^{-u^2/(2\sqrt{\pi} u)} \) for \( u \to \infty \), i.e. far from the unit disk. Integrating the average density in equation (8) over a width \( \Delta_N \) around \( r = r_{\text{edge}} = 1 \), one finds that the average number of eigenvalues in this edge region scales as \( 2\pi N \int \rho_N(r) \, dr \sim N \Delta_N \sim \sqrt{N} \).

This model thus exhibits a soft edge at \( r_{\text{edge}} = 1 \) beyond which the density vanishes and consequently \( r_{\text{max}} \to r_{\text{edge}} = 1 \) as \( N \to \infty \). It was further shown that the typical fluctuations around the edge \( r_{\text{edge}} = 1 \) properly centered and scaled are described by the Gumbel law [20]

\[
Q_N(w) \sim G(a_N(w - b_N)), \quad \text{with } G(x) = \exp(-\exp(-x)),
\]

where the scaling factors are

\[
a_N = \sqrt{4N} c_N, \quad b_N = 1 + \sqrt{c_N \over 4N} \quad \text{and} \quad c_N = \ln N - 2 \ln \ln N - \ln 2\pi.
\]

Note that the peak of the PDF \( Q'_N(w) \) occurs at \( w = b_N \sim 1 + \sqrt{\ln N/(4N)} \) and the width of this peak is of order \( 1/a_N \sim 1/\sqrt{4N \ln N} \). Thus the location of the peak lies far outside the edge regime of width \( \Delta_N = O(1/\sqrt{N}) \) around \( r_{\text{edge}} = 1 \). This is because \( b_N - r_{\text{edge}} = b_N - 1 = \sqrt{\ln N/(4N)} \gg \Delta_N \) for large \( N \).

While the Gumbel law describes the probability of typical fluctuations of \( r_{\text{max}} \), its atypically large fluctuations are described by large deviation tails [22], much like the GUE case in equation (2). To summarize

\[
Q_N(w) \sim \begin{cases} 
    e^{-N^2 \Phi_-(w) + o(N^2)}, & \text{for } 0 < (1 - w) = O(1) \\
    G(a_N(w - b_N)), & \text{for } (w - b_N) = O(a_N^{-1}) \\
    1 - e^{-N\Phi_+(w) + o(N)}, & \text{for } 0 < (w - b_N) = O(1),
\end{cases}
\]

where \( \Phi_+(w) \) and \( \Phi_-(w) \) can be explicitly computed [22]

\[
\Phi_-(w) = \frac{1}{4} (4w^2 - w^4 - 4 \ln w - 3), \quad \text{for } 0 < w < 1,
\]

\[
\Phi_+(w) = w^2 - 2 \ln w - 1, \quad \text{for } w > 1.
\]

As an outcome of our computations, we obtain a more precise asymptotic expansion for the right tail for \( N \gg 1 \)

\[
Q'_N(w) \sim \left( \sqrt{\frac{2N}{\pi}} \frac{w}{w^2 - 1} + O(N^0) \right) e^{-N\Phi_+(w)}, \quad w > 1.
\]

It is not hard to check that the right tail of the central scaling function \( G(a_N(w - b_N)) \) for \( w - b_N \gg 1/a_N \) matches smoothly with the right large deviation tail. To see this, we first set \( w = b_N + x \) in equation (13) and expand for \( x \ll 1 \). To leading order, it gives
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\[ \Phi_+ (b_N + x) = b_N^2 - 2 \ln b_N - 1 + 2(b_N - 1/b_N) x + O(x^2). \]

Using \( b_N \) from equation (10) one gets \( \Phi_+ (b_N + x) \sim c_N/(2N) + \sqrt{4c_N/N} x \). Substituting in (14), the right large deviation tail of the PDF \( Q'_N(w) \) behaves for \( 1/a_N \ll w - b_N \ll 1 \) as

\[ Q'_N(w) \sim \sqrt{\frac{N}{2\pi}} e^{-\frac{2w}{c_N}} \sqrt{4Nc_Ne^{-\sqrt{4Nc_N}(w-b_N)}} = \sqrt{4Nc_Ne^{-\sqrt{4Nc_N}(w-b_N)}}, \]

where we used \( c_N = \ln N - 2 \ln \ln N - \ln 2\pi \) to obtain that, at leading order, \( \sqrt{\frac{N}{2\pi}} e^{-\frac{2w}{c_N}} \sim 1 \). In contrast, if we start from the central typical fluctuation regime in the second line of equation (11), and set \( w - b_N \gg 1/a_N \), we can use the right tail asymptotic of the Gumbel law \( G(z) \sim 1 - e^{-z} \). Taking derivative, the PDF \( Q'_N(w) \) in this regime reads

\[ Q'_N(w) \sim a_N G'(a_N(w - b_N)) \sim \sqrt{4Nc_Ne^{-\sqrt{4Nc_N}(w-b_N)}}. \]

Comparing equations (16) and (17), we see that the two regimes match smoothly, as expected.

Figure 1. Typical repartition of the eigenvalues in the complex plane (top) and average density profile (bottom) for the three classes of matrix models with a spherically symmetric potential \( V(z) = v(r = |z|) \) studied in this paper (3): (left) complex Ginibre matrices corresponding to \( v(r) = r^2 \), (center) spherical matrices corresponding to \( v(r) = (1 + 1/N) \ln (1 + r^2) \) and (right) unitary truncated matrices corresponding to \( v(r) = -(\nu/N) \ln (1 - r^2) \) with \( \nu = 4 \). In the top panels, the size of the matrices is \( N = 1000 \).
What about the left tail? As in the case of the right tail above, one would naively expect a similar matching on the left tail also. However, this does not happen [22]! To see this, consider the left asymptotic tail of the central Gumbel distribution. Using $G(z) \sim e^{-e^{-z}}$ as $z \to -\infty$, the PDF $Q_N(w)$ has a super exponential tail for large negative argument. In contrast, as $w \to 1$ from the left, using $\Phi_-(w) \sim (4/3)(r_{edge} - w)^{4}$ one sees from the first line of equation (11) that $Q_N(w) \sim e^{-(4/3)N^2(r_{edge} - w)^4}$. Clearly, this can not match with the super exponential tail of the central Gumbel regime. This represents a puzzle, since, in most of the known cases, in particular for rotationally invariant matrix models as in equation (2), there is a smooth matching between the central part and the large deviation tails [1].

In fact, this mismatch in the left tail is not only restricted to Ginibre matrices, i.e. for a quadratic potential $v(r) = r^2$ in equation (3), but also holds for a much wider class of sufficiently confining (and spherically symmetric) potentials, e.g. $v(r) \sim r^p$ with $p > 1$. As in the Ginibre case, for a general spherically symmetric potential $v(r)$, the large $N$ limit of the average density exhibits a soft edge $r_{edge}$, where the bulk density $\rho_b(r)$ drops from a finite value to 0. One can easily show [22] that this edge satisfies the equation

$$2\pi \int_0^{r_{edge}} r \rho_b(r) \, dr = 1 \text{ with } r_{edge} < \infty,$$

(18)

where the bulk density $\rho_b(r)$ is given by

$$\rho_b(r) = \frac{1}{4\pi} \frac{d}{dr} (r v'(r)) \Theta(r_{edge} - r).$$

(19)

For finite $N$ this drop is also smeared out over a finite length scale $\Delta_N = O(1/\sqrt{N})$ (see below) where the density is described by the universal profile given by $\hat{\rho}(u)$ as in equation (8). For such spherically symmetric potentials, the CDF of $r_{max}$, denoted by $Q_N(w)$, has again a central part described by a Gumbel law [21, 24]. In addition, the left large deviation $\Phi_-(w)$ also exhibits a cubic behavior as $w \to r_{edge}$ from below [23]. Thus the problem of mismatch at the left tail also exists for generic spherically symmetric potentials. Our main goal in this paper is to understand how one can reconcile this mismatch on the left tail.

In this paper, we solve this interesting puzzle by showing that there exists a novel intermediate deviation regime for $(r_{edge} - w) \sim \Delta_N = O(1/\sqrt{N})$ which interpolates smoothly between the left large deviation tails for $0 < (r_{edge} - w) = O(1)$ and the central part, given by the Gumbel law, for $(b_N - w) = O(1/\sqrt{N \ln N})$ (see equation (11)). In this intermediate regime, we show that the CDF $Q_N(w)$ takes the scaling form

$$Q_N(w) \sim \exp \left[ -\frac{r_{edge}}{\Delta_N} \phi_1 \left( \frac{w - r_{edge}}{\Delta_N} \right) \right]$$

(20)

where $r_{edge}$ is given in equation (18) and $\Delta_N = (2\pi N \rho_b(r_{edge}))^{-1/2}$ with $\rho_b(r)$ given in equation (19). The rate function $\phi_1(y)$ is an intermediate deviation function (IDF) (in analogy with large deviation function LDF). Remarkably, the IDF $\phi_1(y)$ is universal, i.e. independent of the details of the confining potential, and is given by the exact formula
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\[
\phi_1(y) = -\int_0^\infty dv \ln \left( \frac{1}{2} \text{erfc}(-y - v) \right).
\]  \tag{21}

A plot of this function, together with a comparison with numerical simulations, is shown in figure 5. The asymptotic behaviors of this rate function \( \phi_1(y) \) are

\[
\phi_1(y) \sim \begin{cases} 
\frac{|y|^3}{3} + |y| \ln |y| + O(y), & y \to -\infty \\
\frac{e^{-y^2}}{4\sqrt{\pi}y}, & y \to +\infty.
\end{cases}
\]  \tag{22}

The details of the derivation of the first line in equation (22) is given in appendix C.1 while the second line is straightforward to obtain from the limit \( \text{erfc}(-z) = 2 - e^{-z^2}/(z\sqrt{\pi}) \) for \( z \to \infty \). Note that this scaling function \( \phi_1(y) \) appeared in previous works, in intermediate computations, on Ginibre matrices [4] section 15.5.2 (see also [24]) but without the interpretation that it is an IDF interpolating between the left large deviations and the typical fluctuations of \( r_{\text{max}} \).

To summarize, there are now four regimes for the full CDF \( Q_N(w) \), including our new intermediate deviation regime (see also figure 2)

\[
Q_N(w) \sim \begin{cases} 
e^{-N^2\Phi_-(w)}, & 0 < (r_{\text{edge}} - w) = O(1) \\
e^{-\frac{r_{\text{edge}}}{\Delta_N} \phi_1 \left( \frac{w-r_{\text{edge}}}{\Delta_N} \right)}, & (r_{\text{edge}} - w) = O(\Delta_N) \\
G(a_N(w - b_N)), & (w - b_N) = O(a_N^{-1}) \\
1 - e^{-N\Phi_+(w)}, & 0 < (w - b_N) = O(1).
\end{cases}
\]  \tag{23}

To see how this intermediate deviation regime of \( Q_N(w) \) in the second line of the above equation (23) solves the puzzle of matching the left tail, let us first consider for simplicity the Ginibre case, where \( v(r) = r^2, r_{\text{edge}} = 1 \) and \( \Delta_N = 1/\sqrt{2N} \). We first consider the matching between the right tail of the second line and the left tail of the third line in equation (23). Using \( \phi_1(y) \sim e^{-y^2} \) for large \( y \) from equation (22), one finds that the right tail of the intermediate regime behaves to leading order as

\[
Q_N(w) \sim \exp \left( -\frac{1}{\Delta_N} e^{-((w-1)/\Delta_N)^2} \right), \quad \text{valid for } w - 1 \gg \Delta_N = 1/\sqrt{2N}.
\]

Setting further \( w = b_N + x/a_N \) where \( b_N \sim 1 + \sqrt{\ln N/(4N)} \) and \( a_N \sim 1/\sqrt{4N \ln N} \), from equation (10), it is easy to show that \( Q_N(w) \sim e^{-e^{-x}} \) as \( N \to \infty \). But this is precisely the left tail of the Gumbel regime in the third line of equation (23). Next, we demonstrate the emergence of the intermediate regime smoothly interpolates between the left large deviations...
deviation tail and the central Gumbel form (see figure 2). Here, for simplicity, we considered the Ginibre case. However, it is easy to show that the same interpolation works for general confining potential $v(r)$ (the only difference is in the non-universal scale factors $a_N, b_N, r_{\text{edge}}$ and $\Delta_N$).

So far we have been considering the joint PDF in equation (3) with sufficiently confining spherically symmetric potential $v(r)$ such that the average density has a finite support, in the limit $N \to \infty$. This happens when $v(r) \gg \ln r^2$ as $r \to \infty$ (see equation (D.9) and the paragraph below it). In this case, we have seen that the typical fluctuations of $r_{\text{max}}$ are governed by a Gumbel law. In the EVS of i.i.d. random variables, there are two other known universality classes, namely the Fréchet and the Weibull classes, as discussed in the introduction. It is then natural to ask whether there are analogues of the Fréchet and Weibull laws for $r_{\text{max}}$ for the 2d Coulomb gases in equation (4). In other words, what classes of potential $v(r)$ may lead to Fréchet and Weibull type behaviors for the typical fluctuations of $r_{\text{max}}$. Below we will see that if the potential behaves as $v(r) \sim \ln r^2$ for $r \gg 1$, this leads to a Fréchet type distribution for the typical fluctuations of $r_{\text{max}}$. In contrast, if $v(r)$ has a finite support over $r \in [0, r^*]$ and is infinite for $r > r^*$, the typical fluctuations of $r_{\text{max}}$ do have a Weibull distribution. We also show that there are matrix models that lead to these types of potentials. In addition, as in the Gumbel case, we also discuss the atypical fluctuations of $r_{\text{max}}$ and show that, while this new intermediate deviation regime exists for potentials that give rise to the Gumbel and the Weibull limiting distributions of $r_{\text{max}}$, it does not exist for the Fréchet class. This will clarify the mechanism that leads to this intermediate deviation regime.

Figure 2. Sketch of the plot of the CDF $Q_N(w) = \Pr(r_{\text{max}} \leq w)$ for Ginibre matrices, in the limit of large $N$. It exhibits the four different regimes described in equation (23). The main result of this paper concerns the intermediate regime, described by the corresponding IDF $\phi_n(y)$ given in (47), that smoothly connects the left tail, for $1 - w \gg \Delta_N$, and the central Gumbel part, for $w - b_N \sim a_N^{-1}$. A similar behavior also holds for any Coulomb gas as in equation (4) with a confining potential that has an infinite support and such that $v(r) \gg \ln r^2$. 
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1.2. The Weibull case

To investigate the equivalent of the Weibull universality class, which in the i.i.d. case corresponds to random variables with an upper bounded support, we study a family of matrix models, for which the eigenvalues are bounded within a finite domain of the complex plane (here the unit disk). We consider in equation (3) the family of potentials

\[ V_\nu(|z| = r) = v_\nu(r) = -\frac{\nu}{N} \ln(1 - r^2), \quad |z| < 1, \quad (24) \]

with \( \nu > -1 \). In the case where \( \nu \) is a positive integer, this type of potential can be obtained from a simple matrix model \([31, 32]\). Indeed, consider an \( M \times M \) unitary matrix \( U \) (such that \( U^\dagger U = 1 \)). We define its truncation \( A \), which is a \( N \times N \) matrix, with \( N \leq M \), such that \( U \) can be written in the following block form

\[ U = \begin{pmatrix} A & C \\ B & D \end{pmatrix}. \quad (25) \]

In this case, one can show that the eigenvalues of \( A \) are distributed in the complex plane as in equation (3) with \( V(z) = V_\nu(|z|) \), for \( \nu = M - N - 1 \) and with a natural hard edge at \( |z| = r_{\text{edge}} = 1 \). For such potentials, the eigenvalues, for \( N \gg 1 \), are concentrated close to the hard edge at \( |z| = r_{\text{edge}} = 1 \) on an annulus of size \( \Delta_N = (2N)^{-1} \) (see figure 1 and equation (61) below).

In the limit \( N \to \infty \), it is clear that \( r_{\text{max}} \to r_{\text{edge}} = 1 \) and for any \( \nu > -1 \), we show that the typical fluctuations of \( r_{\text{max}} \) around \( r_{\text{edge}} = 1 \) are of the order \( N^{-\frac{\nu+2}{\nu+3}} \) and governed by a Weibull distribution \( W_{\nu+1}(s) = e^{-s^\nu} \) for \( s > 0 \), as in the i.i.d. case. On the other hand, there exists a standard left large deviation function for \( r_{\text{edge}} - w = O(1) \) where \( Q_N(w) \sim e^{-N^2 \phi_\Pi(w)} \). We show that, between these two regimes, there also exists an intermediate regime, corresponding to \( r_{\text{edge}} - w \sim \Delta_N = (2N)^{-1} \), governed by a nontrivial IDF \( \phi_\Pi(y) \), which is different from the corresponding rate function \( \phi_1(y) \) found in the Gumbel case \((20)\). Our results can be summarized as follows (for \( 0 < w < 1 \)) (see also figure 3)

\[
Q_N(w) \sim \begin{cases} 
\exp(N^2 \ln w), & (r_{\text{edge}} - w) = O(1) \\
\exp \left[ -\frac{r_{\text{edge}}}{\Delta_N} \phi_\Pi \left( \frac{r_{\text{edge}} - w}{\Delta_N} \right) \right], & (r_{\text{edge}} - w) = O(\Delta_N) \\
\exp \left( -\frac{1}{2(\nu+3)} \left( 2N \right)^{\frac{\nu+2}{\nu+3}} \left( r_{\text{edge}} - w \right)^{\nu+1} \right), & (r_{\text{edge}} - w) = O(N^{-\frac{\nu+2}{\nu+3}}). 
\end{cases}
\]

The IDF \( \phi_\Pi(y) \) describing the intermediate regime is given explicitly by

\[ \phi_\Pi(y) = -\frac{1}{2y} \int_0^y \ln \frac{\Gamma(\nu+1, v)}{\Gamma(\nu+1)} dv, \quad y \geq 0, \quad (26) \]

where \( \Gamma(a, z) = \int_z^{\infty} t^{a-1} e^{-t} dt \) is the upper incomplete Gamma function and \( \Gamma(a) = \Gamma(a, 0) \) is the standard Gamma function. It has the asymptotic behaviors
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Figure 3. Sketch of the plot of the CDF $Q_N(w) = \Pr(r_{\text{max}} \leq w)$ for 2d Coulomb gas (4) with a potential $v_\nu(r) = -(\nu/N) \ln(1 - r^2)$ for $r < 1$, thus including truncated unitary matrices, in the limit of large $N$. It exhibits the three different regimes described in equation (26). In this case, there exists an intermediate deviation regime, with a corresponding IDF $\phi_{\text{II}}(y)$ given explicitly in (27), that connects smoothly the typical regime (described by a Weibull distribution) and a large deviation regime.

\[
\phi_{\text{II}}(y) \sim \begin{cases} 
\frac{y^{(\nu+1)}}{2\Gamma(\nu+3)}, & y \to 0 \\
\frac{y}{\nu} \ln y, & y \to +\infty.
\end{cases}
\]  

Using these behaviors (28) together with $r_{\text{edge}}/\Delta_N = 2N$ it is straightforward to show that there is a smooth matching between the three regimes in equation (26). In the special case $\nu = 0$, the two first regimes merge. It is important to emphasize the universality of both the typical as well as the intermediate regimes. Indeed, if we consider a more general potential of the form $V(\nu) = -(\nu/N) \ln(1 - |z|^2) + V_{\text{smooth}}(|z|)$ where $V_{\text{smooth}}(|z|)$ is a smooth function of $z$ then the results in the first two lines of equation (26) will still hold, albeit with non-universal $r_{\text{edge}}$ and $\Delta_N$. It was observed for instance in [33] that taking a smooth potential, e.g. $v(r) \sim r^p$ with a hard wall at its edge $v(r) = \infty$ for $r > r_{\text{edge}}$, the typical distribution, properly centered and scaled, is given by $W_1(s) = e^{-s}$ (see [35] for a similar result in the context of chaotic scattering). This Weibull class is discussed in section 3.

1.3. The Fréchet-like case

Finally, to investigate the equivalent of the Fréchet universality class, we consider in equation (3) a family of potentials $V_\alpha(z)$ of the form

\[V_\alpha(|z| = r) = v_\alpha(r) = (1 + \alpha/N) \ln(1 + r^2), \ \alpha > 0.\]  

This potential with $\alpha = 1$ arises in the so called spherical ensemble of random matrices [32]. These are matrices of the form $M = A^{-1} B$, where $A$ and $B$ are two independent Ginibre matrices. The eigenvalues of such matrices are distributed according to the joint PDF in equation (3), with $V(z) = V_{\alpha=1}(z)$. Note that as $A$ and $B$ play a
symmetric role, the eigenvalues of $M^{-1} = B^{-1} A$ are distributed as those of $M$, therefore the eigenvalues $\{z_1, \cdots, z_N\}$ and their inverse $\{1/z_1, \cdots, 1/z_N\}$ are identically distributed for this model. For any $\alpha > 0$, the density of eigenvalues has support on the full complex plane and it has an algebraic tail $\rho_N(z) = \sim |z|^{-2(\alpha+1)}$ for $|z| \to \infty$, and in that sense one expects that the statistics of $r_{\text{max}}$ could be similar to the Fréchet universality class. For the specific case of $\alpha = 1$, the average density can be computed explicitly as $\rho_N(z) = 1/(\pi (1 + |z|^2))^2$, independently of $N$ [34] (see also [36]).

In this case, we show that the typical fluctuations of $r_{\text{max}}$ are of order $\sqrt{N}$ and we compute explicitly the limiting CDF of $r_{\text{max}}/\sqrt{N}$, which depends continuously on $\alpha$. In the special case $\alpha = 1$, we recover the result of [37] (see also [21] for related results). Besides, we also compute the large deviations, both on the left, for $w \ll \sqrt{N}$, and on the right, for $w \gg \sqrt{N}$. Our main results can be summarized as follows (see also figure 4)

$$Q_N(w) \sim \begin{cases} e^{-N^2 \Phi_{\text{III}}(w)}, & w = O(1) \\ F_{\text{III}} \left( \frac{w}{\sqrt{N}} \right), & w = O(\sqrt{N}) \\ 1 - N^\alpha \Psi_+(w), & w \gg \sqrt{N}. \end{cases}$$

(30)

The corresponding functions $\Phi_{\text{III}}(w)$ and $\Psi_+(w)$ are given respectively in equations (84) and (88) below. The central regime is described by the scaling function

$$F_{\text{III}}(y) = \prod_{k=0}^{\infty} \frac{\Gamma(\alpha + k, 1/y^2)}{\Gamma(\alpha + k)}.$$

(31)

Its asymptotic behaviors are given by

$$F_{\text{III}}(y) \sim \begin{cases} e^{-\frac{1}{y^\alpha}}, & y \to 0 \\ 1 - \frac{1}{\Gamma(\alpha+1)^{1/2}}, & y \to \infty. \end{cases}$$

(32)

Using these asymptotic behaviors (32), we show that there is a smooth matching between the three regimes in equation (30). Hence, at variance with the Gumbel (23) and Weibull (26) cases, we find that there is no intermediate deviation regime in this case. The results in equation (32) also show that although the typical central PDF $F_{\text{III}}(y)$ has a power law tail for $y \to \infty$ and an essential singularity for $y \to 0$, the full PDF is actually different from a simple Fréchet distribution $\propto e^{-1/x^\alpha}/x^{\sigma+1}$, as we could have naively expected from the EVS for i.i.d. random variables. At variance with the Gumbel (23) and the Weibull cases (26), even the typical fluctuations of $r_{\text{max}}$ are sensitive to the fact that $r_{\text{max}}$ is the maximum of $N$ independent but non-identically distributed random variables (30). This Fréchet-like class is the subject of section 4.

The paper is organized as follows: in section 2 we study the Gumbel case (in particular the Ginibre ensemble). In section 3 we focus on the Weibull case (including truncated unitary matrices). Finally, the section 4 is devoted to the case of a Fréchet-like Coulomb gas (which include the spherical ensemble of random matrices).
2. Gumbel case

In this section, we consider spherically symmetric potentials \( V(|z| = r) = v(r) \gg \ln r^2 \) for \(|z| = r \to \infty\) in equation (3). For simplicity, we start in section 2.1 with the Ginibre case, i.e. \( v(r) = r^2 \), and then consider more general potentials in section 2.2.

2.1. Ginibre matrices

Let us first focus on the case of Ginibre matrices, whose eigenvalues are distributed according to equation (3) with \( v(r) = r^2 \). For this potential, the density can be worked out explicitly (see appendix B.1) and it reads, for any \( N \)
\[
\rho_N(r) = \frac{1}{\pi} \frac{\Gamma(N, N r^2)}{\Gamma(N)}.
\]  

(33)

In the large \( N \) limit, there is a uniform density in the bulk \( \rho_b(r) = \frac{\Theta(r-r_{\text{edge}})}{\pi} \) that vanishes at the edge \( r_{\text{edge}} = 1 \) on a scale \( (|z| - 1) \sim \Delta_N = (2N)^{-1/2} \) with the scaling form
\[
\rho_N(r) \to \rho_b(r_{\text{edge}}) \tilde{\rho} \left( \frac{r - r_{\text{edge}}}{\Delta_N} \right), \text{ with } \tilde{\rho}(u) = \frac{1}{2} \text{erfc}(u).
\]  

(34)

We now want to investigate the behavior of the full CDF \( Q_N(w) \) of \( r_{\text{max}} \). To do so, we consider the product structure of equation (7). For \( v(r) = r^2 \), it reads
\[
Q_N(w) = \prod_{k=1}^{N} q_k(w), \text{ where } q_k(w) = \int_{0}^{w} p_k(r) \, dr
\]  

(35)

and

Figure 4. Sketch of the plot of the CDF \( Q_N(w) = \Pr(r_{\text{max}} \leq w) \) for 2d Coulomb gas (4) with a potential \( u_{\alpha}(r) = (1 + \alpha/N) \ln(1 + r^2) \), thus including (for \( \alpha = 1 \)) the spherical ensemble of random matrices, in the limit of large \( N \). It exhibits the three different regimes described in equation (30). In this case, there is a central regime for \( w = O(\sqrt{N}) \), described by a non-trivial function given explicitly in equation (31), flanked on both sides by a left and right large deviation form. Hence, in this case, there is no intermediate deviation regime.
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\[ p_k(r) = \frac{2N^k}{\Gamma(k)} r^{2k-1} e^{-N r^2} = \frac{2N^k}{\Gamma(k)} e^{-N r^2 + (2k-1) \ln r}. \]  

(36)

Note that \( p_k(r) \) is normalized to unity, i.e. \( \int_0^\infty p_k(r) \, dr = 1 \). This form clearly demonstrates that \( Q_N(w) \) can be interpreted as the CDF of the maximum of a set of \( N \) independent but non-identically distributed random variables, where the \( k \)-th random variable is drawn from the \( k \)-dependent PDF \( p_k(r) \) in equation (36). From this expression of \( p_k(r) \) in equation (36) it is clear that for \( r \gg 1 \), the tail of the distribution is Gaussian (and independent of \( k \)). The \( k \)-dependence appears only in the sub-leading term \((2k-1) \ln r \) in equation (36). Hence, for the typical distribution of \( r_{\text{max}} \), only the leading Gaussian tail contributes and the system effectively behaves as \( N \) i.i.d. random variables with a Gaussian tail. Naturally, the limiting distribution is given by the Gumbel form in equations (9) and (10). However, to analyze the left deviation tail of \( r_{\text{max}} \), where \( r \) is not so large in \( p_k(r) \), the sub-leading \( k \)-dependent term becomes important and we will see that precisely this \( k \)-dependent contribution leads to the intermediate deviation regime.

Let us now analyze \( Q_N(w) \) in equation (35). In the large \( N \) limit, anticiping (and verifying a posteriori) that the product in equation (35) is dominated by \( k = O(N) \), we set \( k = uN \) in the expression of \( q_k(w) \) in (35) and (36) and analyze it the the large \( N \) limit. This yields

\[ q_{k=Nu}(w) = \frac{2N^Nu}{\Gamma(Nu)} \int_0^w t^{2Nu} e^{-N r^2} \, dt \sim \frac{\int_0^w e^{-N \varphi_u(r)} \, dr}{\int_0^\infty e^{-N \varphi_u(r)} \, dr}, \quad \text{with} \quad \varphi_u(r) = r^2 - 2u \ln r. \]  

(37)

This integral can be evaluated in the large \( N \) limit by the saddle point method. The function \( \varphi_u(r) \) has a single minimum at \( r = r_u = \sqrt{u} \). If \( w \geq r_u \), the minimum lies within the interval \([0, w]\) and one can develop \( \varphi_u(r) \) close to \( r_u \), up to second order, to obtain

\[ \int_0^w e^{-N \varphi_u(r)} \, dr \sim \int_0^w e^{-N \varphi_u(r_u) - N \varphi_u''(r_u) (r-r_u)^2} \, dr \sim \frac{e^{-N \varphi_u(r_u)}}{r_u} \sqrt{\frac{\pi}{2N \varphi_u''(r_u)}} \text{erfc} \left( \sqrt{\frac{N \varphi_u''(r_u)}{2}} (r_u - w) \right). \]  

(38)

If \( w < r_u = \sqrt{u} \), the minimum lies in the interval \([w, \infty)\) and the same method can be used to evaluate the following quantity

\[ \int_0^w e^{-N \varphi_u(r)} \, dr = \int_0^w e^{-N \varphi_u(r)} \, dr - \int_0^\infty e^{-N \varphi_u(r)} \, dr \sim \frac{e^{-N \varphi_u(r_u)}}{r_u} \sqrt{\frac{\pi}{2N \varphi_u''(r_u)}} \left[ 2 - \text{erfc} \left( \sqrt{\frac{N \varphi_u''(r_u)}{2}} (w - r_u) \right) \right]. \]  

(40)

Using (38) and (40) and the property \( 2 - \text{erfc}(-x) = \text{erfc}(x) \), \( q_{Nu}(w) \) reads, in both cases \( w \geq \sqrt{u} \) and \( w \leq \sqrt{u} \)
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\[ q_{Nu}(w) \sim \frac{1}{2} \text{erfc} \left[ \sqrt{2N} (\sqrt{u} - w) \right]. \]  

(42)

To analyze the CDF \( Q_N(w) \) in the large \( N \) limit, it is convenient to rewrite it as

\[ Q_N(w) = \exp \left( \sum_{k=0}^{N-1} \ln q_k(w) \right). \]  

(43)

For \( N \gg 1 \), the sum over \( k \) in (43) can be replaced by an integral over \( u = k/N \), using the expression in equation (42)

\[ Q_N(w) \sim \exp \left( N \int_0^1 du \ln \frac{1}{2} \text{erfc} \left( \sqrt{2N} (\sqrt{u} - w) \right) \right). \]  

(44)

We want to analyze this integral in the edge regime where \( w = 1 + y/\sqrt{2N} \) where \( y = O(1) \). We substitute this form of \( w \) in equation (44). This naturally leads to a change of variable \( u = 1 - v/\sqrt{2N} \). Making this change of variable in equation (44) and using \( \sqrt{u} - w \approx -(v + y)/\sqrt{2N} \), we get

\[ Q_N(w) \sim \exp \left( \sqrt{2N} \int_0^{\sqrt{N/2}} dv \ln \left( \frac{1}{2} \text{erfc}(-y - v) \right) \right). \]  

(45)

In the large \( N \) limit, we can replace the upper limit of the integral by \(+\infty\) (the integral over \( v \) is convergent) and this leads to

\[ Q_N(w) \sim \exp \left[ -\sqrt{2N} \phi_I \left( \sqrt{2N} (w - 1) \right) \right] \]  

(46)

with \( \phi_I(y) = -\int_0^{\infty} dv \ln \left( \frac{1}{2} \text{erfc}(-y - v) \right) \).  

(47)

This result in equations (46) and (47) is one of the main results in this paper. As manifest from equation (46), this new intermediate regime holds for \( w - 1 = O(1/\sqrt{N}) \). If \( w - 1 \gg 1/\sqrt{2N} \), e.g. if \( w \sim 1 + \sqrt{\ln N}/(4N) \) as in equation (10), the intermediate behavior in equations (46) and (47) matches with the Gumbel behavior, as discussed below equation (23). Another point to note is that the scale of the intermediate regime i.e. \( w - 1 = O(1/\sqrt{2N}) \), coincides with the scale over which the density decays to zero near the edge \( r_{edge} = 1 \) as seen in equation (8). In figure 5, we compare this exact result (46) with a numerical estimate of \( Q_N(w) \) obtained by a direct diagonalization of large complex Ginibre matrices. As we can see, the agreement with numerics is excellent.

2.2. More general confining potentials \( v(r) \gg \ln r^2 \)

For a more general symmetric potential \( V(|z| = r) = v(r) \), such that \( v(r) \gg \ln r^2 \) for large \( r \), it was shown [21, 24] that the typical fluctuations of \( r_{max} \) are still given by a Gumbel law. It is thus natural to ask if this intermediate fluctuation regime that we have found in equation (46) holds as well. First, let us consider the finite \( N \) density, which is given by (see appendix B)
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\[ \rho_N(r) = e^{-Nv(r)} \sum_{k=0}^{N-1} \int_{0}^{\infty} e^{2ku+1} e^{-Nv(u)} du. \]  

(48)

This result is general but not very enlightening for finite \( N \). In the large \( N \) limit, a Coulomb gas method can be used (see appendix D.1) to obtain the density in the bulk

\[ \rho_N(r) \to \rho_b(r) = \frac{1}{4\pi r} \frac{dv'}{dr}(r) . \]  

(49)

For potential growing at infinity faster than \( \ln r^2 \), the bulk density \( \rho_b(r) \) has a finite edge (see equation (D.9) and the paragraph below it) \( r_{\text{edge}} \) given by the solution of equation (18) at which the density vanishes. This condition can be written using (49) as

\[ r_{\text{edge}} v'(r_{\text{edge}}) = 2. \]  

(50)

In the large \( N \) limit and for \( k = Nu \) with \( u = O(1) \), the expression for the density (48) close to the edge can be analyzed using a saddle point approximation (see appendix B.1). As in equation (37), we define the function \( \varphi_u(r) \)

\[ \varphi_u(r) = v(r) - 2u \ln r, \]  

(51)

which is positive for all \( r > 0 \) and admits a single minimum at \( r = r_u \) such that \( r_u v'(r_u) = 2u \). Note that at this minimum there is a simple relation between \( \varphi'_u(r_u) \) and \( \rho_b(r_u) \), given in equation (49), which reads

\[ \varphi'_u(r_u) = v'(r_u) + \frac{2u}{r_u} = \frac{1}{r_u} \left( r_u v''(r_u) + v'(r_u) \right) = \frac{1}{r_u} \left. \frac{d}{dr} \left( rv'(r) \right) \right|_{r=r_u} = 4\pi \rho_b(r_u). \]  

(52)

Note also from (50) that for \( u = 1 \), we have \( r_{u=1} = r_{\text{edge}} \). One can then show that the form of the density at the edge given in equation (8) is universal where \( r_{\text{edge}} \) is solution of (50) and \( \Delta_N = (2\pi N \rho_b(r_{\text{edge}}))^{-1/2} \).
To compute the CDF of $r_{\text{max}}$, $Q_N(w)$, we start again from the exact expression in equation (7). It can be rewritten as in equation (35), which demonstrates that in this case $r_{\text{max}}$ is the maximum among $N$ independent but non-identically distributed random variables, where the PDF of the $k$-th random variable is $p_k(r) \propto e^{-Nv(r)+(2k-1)\ln r}$.

Since $v(r) \gg \ln r^2$ for large $r$, the right tail of $p_k(r) \sim e^{-Nv(r)}$ for $r \to\infty$ is independent of $k$ and decays faster than any power law. As for Ginibre matrices, the $k$-dependence appears only in the sub-leading term $(2k-1)\ln r$. Consequently, $Q_N(w)$ behaves like the CDF of the maximum of a set of $N$ i.i.d. random variables, whose PDF $\propto e^{-Nv(r)}$ decays faster than any power law. This implies that the limiting distribution of $r_{\text{max}}$ is given by a Gumbel law. On the other hand, the sub-leading $k$-dependent term $(2k-1)\ln r$ in $p_k(r)$ becomes important in the left large deviation tail of $r_{\text{max}}$. As in the case of Ginibre matrices, these $k$-dependent terms give rise to the intermediate deviation regime, which we now study in detail.

As before for Ginibre matrices, the product that enters the formula of $Q_N(w)$ in equation (7) is dominated by $k = O(N)$ and we set $k = Nu$ with $u = O(1)$. We then use the same method as in section 2.1 to analyze $q_{k=Nu}(w)$ in equation (7) which we write as

$$q_{Nu}(w) = \frac{\int_0^w e^{-N\varphi_u(r)\,dr}}{\int_0^\infty e^{-N\varphi_u(r)\,dr}} \quad \text{with} \quad \varphi_u(r) = v(r) - 2u \ln r.$$  \quad (53)

One then obtain using equations (38) and (40), together with (52)

$$q_{Nu}(w) \sim \frac{1}{2} \text{erfc}\left[\sqrt{2\pi N\rho_u(r_u)}(r_u - w)\right].$$  \quad (54)

The large $N$ limit of $Q_N(w)$ is conveniently obtained by using the formula $Q_N(w) = \exp\left(\sum_{k=0}^{N-1} \ln q_k(w)\right)$. Substituting in the latter $q_{k=Nu}(w)$ by its asymptotic behavior (54), and replacing there the sum over $k$ by an integral over $u = k/N$, one obtains

$$Q_N(w) = \exp\left[ -N \int_0^1 du \ln \frac{1}{2} \text{erfc}\left[\sqrt{2\pi N\rho_u(r_u)}(r_u - w)\right]\right].$$  \quad (55)

As done previously in the case of Ginibre matrices below equation (45), we want to analyze this integral (55) in the edge regime where $w - r_{\text{edge}} = O(\Delta_N) = O(1/\sqrt{N})$. Substituting $w = r_{\text{edge}} + y \Delta_N$ in equation (55) and recalling that $r_{\text{edge}} = r_{u=1}$, one sees that the integral over $u$ in equation (55) is dominated, for large $N$, by the vicinity of $u = 1$. The expansion of $r_u$ (which is defined as the solution of $r_u v'(r_u) = 2u$) close to $u = 1$ reads

$$r_u = r_{\text{edge}} + (1 - u) \left. \frac{dr_u}{du} \right|_{u=1} + O(u - 1)^2,$$  \quad (56)

where we have used $r_{u=1} = r_{\text{edge}}$. To evaluate $\left. \frac{dr_u}{du} \right|_{u=1}$ in equation (56), we take the derivative with respect to $u$ of the relation $r_u v'(r_u) = 2u$, which yields

$$\frac{dr_u}{du} v'(r_u) + r_u \frac{dr_u}{du} v''(r_u) = 2 \Rightarrow \frac{dr_u}{du} = \frac{2}{r_u \left( \sqrt{4u^2 + v''(r_u)} \right)}.$$  \quad (57)
The denominator in (57) can be simply evaluated, using the relation in equation (52), and finally the expansion of $r_u$ for $1-u \ll 1$ in equation (56) reads

$$r_u = r_{\text{edge}} + \frac{u - 1}{2\pi r_{\text{edge}} \rho_b(r_{\text{edge}})} + O(u - 1)^2. \quad (58)$$

Inserting this expansion (58) in the formula for $Q_N(w)$ in equation (55) evaluated at $w = r_{\text{edge}} + y \Delta_N$ suggests to perform the change of variable $u = 1 - v \sqrt{\frac{2\pi \rho_b(r_{\text{edge}})}{N}}$, $r_{\text{edge}} = 1 - v r_{\text{edge}} / (N \Delta_N)$, where we recall that $\Delta_N = (2\pi N \rho_b(r_{\text{edge}}))^{-1/2}$. Performing this change of variable, we finally obtain

$$Q_N(w) \to \exp \left[ - \frac{r_{\text{edge}}}{\Delta_N} \phi_1 \left( \frac{w - r_{\text{edge}}}{\Delta_N} \right) \right]$$

with

$$\phi_1(y) = - \int_0^\infty dv \ln \left( \frac{1}{2} \text{erfc}(y - v) \right), \quad (60)$$

where we recall that $r_{\text{edge}}$ is the root of equation (50) and $\Delta_N = (2\pi N \rho_N(r_{\text{edge}}))^{-1/2}$. As in the Ginibre case, the scale of fluctuations of $r_{\text{max}}$ around $r_{\text{edge}}$ in this intermediate regime is again $\Delta_N$, which is the typical fluctuations of the density near the edge. This shows that the IDF $\Phi_1(y)$ is universal, i.e. it holds for a wide class of 2d Coulomb gas (4) with a sufficiently confining spherically symmetric potentials $v(r) \gg \ln r^2$.

3. Weibull case

We will now consider the Weibull case where a hard edge is directly imposed by the potential. It is the case for potentials $V_v(|z| = r) = v(r) = -(v/N) \ln(1 - r^2)$ defined in equation (24) for which the eigenvalues are constrained to lie in the unit disk $|z| \leq 1$. For large $N$, it turns out that most of the eigenvalues are localized on a ring of width $\Delta_N = (2N)^{-1}$ close to the edge $r_{\text{edge}} = 1$ (see figure 1). In this region, the density takes the scaling form (see appendix B.2)

$$\rho_N(r) \to \frac{1}{\Delta_N} \rho_\nu \left( \frac{r_{\text{edge}} - r}{\Delta_N} \right), \quad \text{with} \quad \rho_\nu(y) = \frac{1}{2\pi y^2} \frac{\gamma(\nu + 2, y)}{\Gamma(\nu + 1)} \quad \text{and} \quad \Delta_N = \frac{1}{2N}. \quad (61)$$

It has the asymptotic behaviors of

$$\rho_\nu(y) \sim \begin{cases} \frac{\nu+1}{2\pi \Gamma(\nu+2)} y^{\nu}, & y \to 0 \\ \frac{\nu+1}{2\pi} \frac{1}{y^{\nu+1}}, & y \to \infty. \end{cases} \quad (62)$$

Hence, in the limit $N \to \infty$, the density converges to a simple Dirac delta function at $r = r_{\text{edge}}$, i.e. $\rho_N(r) \to (2\pi r_{\text{edge}})^{-1}\delta(r - r_{\text{edge}})$. And in particular $r_{\text{max}} \to 1$ as $N \to \infty$. To compute the CDF of $r_{\text{max}}$, $Q_N(w)$, in the vicinity of $w = 1$ for large but finite $N$, we start again from the exact expression in equation (7),
which can be rewritten as in equation (35), i.e. $Q_N(w) = \prod_{k=1}^{N} q_k(w)$, $q_k(w) = \frac{\int_0^w r^{2k-1} e^{-N\nu(r)} dr}{\int_0^\infty r^{2k-1} e^{-N\nu(r)} dr}$. Therefore, to leading order for $r \to 1$, $p_k(r) \sim e^{r\ln(1-r^2)}$, independently of $k$. As before for the Gumbel case, the $k$-dependence only appears in the sub-leading term $(2k-1)\ln r$. Hence the limiting distribution of $r_{\text{max}}$ is given by the maximum of $N$ i.i.d. random variables drawn from a common PDF $e^{\nu \ln(1-r^2)} \propto (1-r)^{\nu}$ as $r \to 1$. Consequently, the typical behavior of the CDF $Q_N(w)$, properly centered and scaled, converges in this case to the Weibull distribution of index $\nu + 1$, denoted as $W_{\nu+1}(s) = e^{-s^{\nu+1}}$. As we show below, this behavior holds in a very narrow scale $O(N^{-(\nu+1)})$ close to 1. Beyond that scale, the sub-leading $k$-dependent term $(2k-1)\ln r$ becomes important and gives rise, as in the Ginibre case, to an intermediate deviation regime. Below we compute explicitly the corresponding IDF, which turns out to be different from the one found for Ginibre random matrices.

We start with equation (35) where, in this Weibull case, $q_k(w) = \int_0^w p_k(r) dr$ reads

$$q_k(w) = \frac{\int_0^w r^{2k-1} (1-r^2)^{\nu} dr}{2B(k, \nu + 1)} = 1 - \frac{\int_0^1 (1-t)^{k-1} t^{\nu} dt}{B(k, \nu + 1)},$$

where $B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}$ is the Euler beta function. We compute $Q_N(w)$ for $w$ close to $r_{\text{edge}}$ and we set $w = r_{\text{edge}} - y \Delta N$. In the large $N$ limit, we anticipate, as before, that the product in equation (35) is dominated by the values of $k = O(N)$ and we thus set $k = Nu$. Keeping $u = O(1)$, we obtain for large $N$

$$q_{k=Nu}(r_{\text{edge}} - y \Delta N) = 1 - \frac{\int_0^y \nu e^{(Nu-1)\ln(1-\frac{z}{\Delta N})} dt}{B(Nu, \nu + 1)N^{\nu+1}} \sim 1 - \frac{\int_0^y \nu u \nu e^{-ut} dt}{B(Nu, \nu + 1)N^{\nu+1}}. \quad (65)$$

Using the large $N$ asymptotic behavior $B(Nu, \nu + 1)N^{\nu+1} = \Gamma(\nu + 1)u^{-\nu-1}$ and performing the change of variable $v = ut$ in equation (65), one obtains the scaling form

$$q_{Nu}(w) \sim \xi_u \left( \frac{r_{\text{edge}} - y \Delta N}{\Delta N} \right) \quad \text{with} \quad \xi_u(y) = \frac{\Gamma(\nu + 1, uy)}{\Gamma(\nu + 1)}. \quad (66)$$

Rewriting the product in equation (63) as $Q_N(w) = \exp(\sum_{k=1}^{N} \ln q_k(w))$ and substituting $q_k(w)$ by its asymptotic behavior obtained in (66), one can then replace the sum over $k$ by an integral over $u = k/N$ to obtain the intermediate deviation form

$$Q_N(w) \sim \exp \left[ -\frac{r_{\text{edge}}}{\Delta N} \phi_\Pi \left( \frac{r_{\text{edge}} - y \Delta N}{\Delta N} \right) \right] \quad (67)$$

with $\phi_\Pi(y) = -\frac{1}{2y} \int_0^y \ln \frac{\Gamma(\nu + 1, v)}{\Gamma(\nu + 1)} dv, \quad (68)$

and where we recall that $r_{\text{edge}} = 1$ and $\Delta N = (2N)^{-1}$. Note that for integer values of $\nu$ (which is the case for instance for truncated Unitary matrices), the function $\phi_\Pi(y)$ can be computed explicitly. For instance, $\phi_\Pi(y) = y/4$ for $\nu = 0$ and
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φ\(I\) = \(\nu/2\Gamma(\nu + 3)\), \(y \to 0\)

\[\phi_{II}(y) \sim \begin{cases} 
\frac{y^{\nu+1}}{2\Gamma(\nu+3)}, & y \to 0 \\
\frac{y}{\nu} - \frac{\nu}{2}\ln y, & y \to +\infty.
\end{cases}\] (69)

In figure 6, we show a comparison between numerical data obtained by diagonalizing truncated unitary matrices (corresponding to \(\nu = 4\)) and our analytical result for the IDF \(\phi_{I}(y)\) in equation (68), showing a good agreement.

By inserting the small \(y\) behavior of the IDF \(\phi_{II}(y)\) for \(y \to 0\) given in the first line of equation (69) into (67), one finds that for \(r_{\text{edge}} - r \ll \Delta_{N}\)

\[Q_{N}(w) \sim \exp\left(-\frac{r_{\text{edge}}}{\Delta_{N}}\frac{1}{2\Gamma(\nu + 3)}\left(\frac{r_{\text{edge}} - r}{\Delta_{N}}\right)^{\nu+1}\right).\] (70)

Using \(r_{\text{edge}} = 1\) and \(\Delta_{N} = 1/(2N)\) one easily sees that the expression in equation (70) yields, after simple rearrangements, the Weibull form given in the first line of equation (26). This Weibull form describes the typical fluctuations of \(r_{\text{max}}\) over a very narrow scale of \(O(N^{-\frac{\nu+2}{\nu+3}})\) close to the hard edge \(r_{\text{edge}} = 1\).

On the other hand, far away from the hard edge, for \(|w - r_{\text{edge}}| = O(1)\), one can show, using Coulomb gas methods (see appendix D.2), that the CDF \(Q_{N}(w)\) takes a simple large deviation form

\[Q_{N}(w) \sim \exp(-N^{2}\Phi_{II}(w)), \quad \Phi_{II}(w) = -\ln w,\] (71)

which is the result given in the third line of equation (26). When \(w \to 1\), \(\Phi_{II}(w) \sim (1 - w)\).

Hence by inserting this behavior in equation (71) one finds that the right tail of the large deviation regime behaves as \(Q_{N}(w) \sim \exp(-N^{2}(1 - w))\) as \(w \to 1\). On the other hand, by inserting the large \(y\) behavior of the IDF \(\phi_{II}(y) \sim y/4\) (69) in equation (67) one finds that the left tail of the intermediate regime behaves as \(Q_{N}(w) \sim \exp(-\frac{r_{\text{edge}}}{\Delta_{N}}(r_{\text{edge}} - w)/(4\Delta_{N}))\).

Therefore using \(r_{\text{edge}} = 1\) together with \(\Delta_{N} = 1/(2N)\), this demonstrates that the intermediate and the large deviation regimes in equation (26) match smoothly. The most interesting results of this section is the existence of the intermediate regime, described by the IDF \(\phi_{II}(y)\) given in equation (68) which is obviously different from the IDF \(\phi_{I}(y)\) in equation (20) found in the Gumbel case.

4. Fréchet-like case

For a potential \(V(|z| = r) = v(r)\) such that \(v(r) \gg \ln r^{2}\), we have seen that the average density has a finite edge at \(r = r_{\text{edge}}\) for \(N \to \infty\), which is determined by equation (50). In this section we consider the case of a potential \(V_{\alpha}(|z| = r) = v_{\alpha}(r) = (1 + \alpha/N)\ln(1 + r^{2})\) for which the limiting average density has support on the full complex plane. In the special case \(\alpha = 1\) (corresponding to the spherical ensemble of random matrices), the density has a simple \(N\)-independent expression [34].

https://doi.org/10.1088/1742-5468/aa9bb2
Extremes of 2d Coulomb gas: universal intermediate deviation regime

\[ \rho_b(r) = \frac{1}{\pi (1 + r^2)^2}. \] (72)

For large \( N \), one can show that for any value \( \alpha > 1 \) there are two regimes (see appendix B.3)

\[ \rho_N(r) \sim \begin{cases} 
\rho_b(r), & r \ll \sqrt{N} \\
\rho_b(r) \rho_\alpha \left( \frac{r}{\sqrt{N}} \right), & r = O(\sqrt{N}),
\end{cases} \] (73)

where \( \rho_b(r) \) is given in equation (72) and the scaling function \( \rho_\alpha(y) \) reads

\[ \rho_\alpha(y) = \frac{\gamma(\alpha - 1, 1/y^2)}{\Gamma(\alpha - 1)}. \] (74)

where \( \gamma(a, z) = \int_0^z t^{a-1}e^{-t}dt \) is the lower incomplete Gamma function. Note that for \( \alpha = 1 \), \( \rho_{\alpha=1}(u) = 1 \), in agreement with the result of (72). Using that \( \gamma(a, z) \sim z^a \) when \( z \to 0 \), we obtain that the density vanishes as \( \rho_N(r) \propto r^{-4} \) for \( \sqrt{N} \gg r \gg 1 \) and crosses over to a faster decay \( \rho_N(r) \propto r^{-2(\alpha+1)} \) for \( r \gg \sqrt{N} \).

To compute the CDF of \( r_{\text{max}}, Q_N(w) \), we start again from the exact expression in equation (7),

\[ Q_N(w) = \prod_{k=1}^N q_k(w), \quad q_k(w) = \int_0^w r^{2k-1}e^{-N\nu_\alpha(r)}dr = \int_0^\infty r^{2k-1}e^{-N\nu_\alpha(r)}dr, \] (75)
which can be rewritten as in equation (35), i.e.

\[ Q_N(w) = \prod_{k=1}^{N} p_k(r) \]  

but in this case \( p_k(r) = q_k'(r) \propto e^{-(1+r^2)\max(1/(r^2)+2k-1)\ln r} \). Hence for large \( r \), \( p_k(r) \sim r^{-N+\alpha+2k-1} \) which clearly depends on \( k \). Therefore in this case, one sees that even in the typical regime the \( k \)-dependent term is not sub-leading and one expects that a large number of \( k \)-dependent terms will contribute to the product in equation (7). Nevertheless, it turns out that the leading contribution comes for the values of \( k \) close to \( N \) and it is thus convenient here to perform a change of indices \( k \to N-k \) in equation (7) and write the CDF as \( Q_N(w) = \prod_{k=0}^{N-1} q_{N-k}(w) \) where

\[
q_{N-k}(w) = \frac{\int_0^w \frac{r^{2N-2k-1}}{(1+r^2)^{N+\alpha}} \, dr}{\int_0^\infty \frac{r^{2N-2k-1}}{(1+r^2)^{N+\alpha}} \, dr} = 1 - \frac{\Gamma(N+\alpha)}{\Gamma(N-k)\Gamma(\alpha+k)} \int_{w^2}^\infty \frac{t^{-N-k-1}}{(1+t)^{N+\alpha}} \, dt. \tag{76}
\]

We anticipate that for large \( N \), \( r_{\text{max}} = O(\sqrt{N}) \) such that we substitute \( w = y\sqrt{N} \), with \( y \) of \( O(1) \), in equation (76) to get

\[
q_{N-k}(y\sqrt{N}) = 1 - \frac{\Gamma(N+\alpha)N^{-\alpha-k}}{\Gamma(N-k)\Gamma(\alpha+k)} \int_{y^2}^\infty \frac{t^{-\alpha-k-1}}{(1+t)^{N+\alpha}} \, dt. \tag{77}
\]

In the large \( N \) limit, we use the asymptotic behavior

\[
\frac{\Gamma(N+\mu)}{\Gamma(N+\nu)N^{\nu-\mu}} \sim 1, \quad N \gg 1, \quad \mu, \nu = O(1) \tag{78}
\]

and rewrite the integrand in (77) as \( (1 + 1/(Nt))^{N-\alpha} = \exp[-(N+\alpha)\ln(1 + 1/(Nt))] \). Expanding for large \( N \), one obtains

\[
q_{N-k}(y\sqrt{N}) \sim 1 - \frac{\int_{y^2}^\infty \frac{t^{-\alpha-k-1}e^{-\frac{t}{N}}}{\Gamma(\alpha+k)} \, dt}{\Gamma(\alpha+k)}. \tag{79}
\]

Finally, by performing the change of variable \( u = 1/t \), the integral over \( u \) can be performed explicitly, with the result

\[
q_{N-k}(w) \sim \chi_k\left(\frac{w}{\sqrt{N}}\right), \quad \text{with} \quad \chi_k(y) = \frac{\Gamma(\alpha+k, 1/y^2)}{\Gamma(\alpha+k)}. \tag{80}
\]

Therefore the individual CDF \( q_{N-k}(y\sqrt{N}) \) reaches for large \( N \) a stationary form \( \chi_k(y) \) that does not depend on \( N \). The full CDF \( Q_N(w) \) of \( r_{\text{max}} \) for \( w = O(\sqrt{N}) \) is then given in the large \( N \) limit as an infinite product of these individual CDF \( \chi_k(w/\sqrt{N}) \)

\[
Q_N(w) \sim F_{\text{III}}\left(\frac{w}{\sqrt{N}}\right) \tag{81}
\]

with

\[
F_{\text{III}}(y) = \prod_{k=0}^\infty \frac{\Gamma(\alpha+k, 1/y^2)}{\Gamma(\alpha+k)}. \tag{82}
\]

The asymptotic behaviors of this scaling function are given by (see appendix C.2)

\[
F_{\text{III}}(y) \sim \begin{cases} 
  e^{-\frac{y^2}{2\nu}}, & y \to 0 \\
  1 - \frac{1}{\Gamma(\alpha+1)y^\alpha}, & y \to \infty.
\end{cases} \tag{83}
\]
In figure 7 we show a comparison between a numerical evaluation of \( Q_N(w) \) for \( \alpha = 1 \) (corresponding to the spherical ensemble of random matrices) and our exact result \( F_{III}(y) \) in equation (82) and corresponding to the typical regime of fluctuation.

The plot shown in figure 7 shows a very good agreement between the numerics and this exact formula (82). We emphasize that here the typical behavior of the CDF deviates from the Fréchet distribution that would be obtained for i.i.d. random variables whose PDF have an algebraic tail.

We can also investigate the behavior of \( Q_N(w) \) in the left large deviation regime, where \( w = O(1) \). Using Coulomb gas techniques, we show that (see appendix D.2)

\[
Q_N(w) = \exp(-N^2\Phi_{III}(w)), \quad \Phi_{III}(w) = \frac{1}{2} \ln \left(1 + \frac{1}{w^2}\right) - \frac{1}{2(1 + w^2)}. \tag{84}
\]

Its asymptotic behaviors are given by

\[
\Phi_{III}(w) \sim \begin{cases} -\ln w, & w \to 0 \\ \frac{1}{4w^2}, & w \to \infty \end{cases}. \tag{85}
\]

In particular, by inserting the large \( w \) behavior of \( \Phi_{III}(w) \) in equation (84) one obtains that the right tail behavior of the left large deviation regime behaves as \( Q_N(w) \sim \exp(-N^2/(4w^4)) = \exp(-(1/4)(\sqrt{N}/w)^4) \), which matches with the left tail of the central part \( Q_N(w) \sim F_{III}(w/\sqrt{N}) \sim \exp(-N^2/(4w^4)) \) for \( w/\sqrt{N} \ll 1 \), where we have used the first line of equation (83).

In the other limit \( w \to \infty \) (and in particular \( w \gg \sqrt{N} \)) one can use the following general expansion (see e.g. [38])

\[
Q_N(w) \sim 1 - 2\pi N \int_w^\infty r\rho_N(r)dr. \tag{86}
\]
Using the result of equations (73) and (74), the integral of the density can be worked out

\[
2\pi \int_{w}^{\infty} r \rho_N(r)dr = \frac{1}{\Gamma(\alpha - 1)} \left[ \frac{N}{w^2} \gamma \left( \alpha - 1, \frac{N}{w^2} \right) - \gamma \left( \alpha, \frac{N}{w^2} \right) \right],
\]

where we recall that \( \gamma(a, z) = \int_{0}^{z} t^{a-1} e^{-t} dt \). Taking the large \( w \) limit \( w \gg \sqrt{N} \), using \( \gamma(a, z) \sim z^a/a \) as \( z \to 0 \) yields

\[
Q_N(w) \sim 1 - N^{\alpha} \Psi_+(w), \quad \text{with} \quad \Psi_+(w) = \frac{1}{\Gamma(\alpha + 1)w^{2\alpha}},
\]

as announced in equation (30). On the other hand, if one uses the asymptotic behavior of \( F_{\text{III}}(y) \) given in the second line of equation (83), one finds that the right tail behavior of the central part is given by

\[
Q_N(w) \sim F_{\text{III}}(y/\sqrt{N}) \sim 1 - \frac{1}{\Gamma(\alpha + 1)}(\sqrt{N}/w)^{2\alpha} = 1 - N^{\alpha} \Psi_+(w).
\]

Therefore there is a smooth matching between the three regimes in equation (30), which indicates that there is no intermediate regime in this case.

5. Conclusion

In this paper, we have revisited the statistics of the largest absolute value \( r_{\text{max}} \) of the eigenvalues of the complex Ginibre matrices of size \( N \times N \). All the eigenvalues are complex and, on average, for large \( N \), they are uniformly distributed on the unit disk.

The typical fluctuations of \( r_{\text{max}} \) around its mean, properly centered and scaled, was known to be described by the Gumbel distribution. Even the large deviation tails of the PDF of \( r_{\text{max}} \) were also known. However there was a puzzle in matching the left large deviation tail with the left asymptotic tail of the central Gumbel distribution [22].

In this paper we have solved this puzzle by showing that there is an intermediate deviation regime that interpolates smoothly between the left tail of the Gumbel law and the extreme left large deviation tail. We have computed explicitly this intermediate deviation function and shown that it is universal, i.e. it does not depend on the details of the confining potential (see equation (3)), e.g. \( v(r) \sim r^p \) (the Ginibre ensemble corresponds to a harmonic potential \( v(r) = r^2 \)). We have shown that the main mechanism behind this intermediate regime can be traced back to the fact that the statistics of \( r_{\text{max}} \) can be exactly mapped to the maximum of a set of \( N \) independent but non-identically distributed random variables. This intermediate regime in the statistics of \( r_{\text{max}} \) emerges due to the contribution of the top \( O(\sqrt{N}) \) of the underlying random variables.

We have also analyzed two other matrix ensembles where the limiting distribution of \( r_{\text{max}} \) is given respectively by a Weibull law (corresponding to truncated unitary matrices) and by a Fréchet-like distribution. In all these cases, the statistics of \( r_{\text{max}} \) is still described by the maximum of a set of \( N \) independent but non-identically distributed random variables. It turns out that an intermediate deviation regime exists for the Weibull case, while in the Fréchet-like case, such a regime does not exist. A similar mechanism has been recently shown to lead to the intermediate deviation regime for \( r_{\text{max}} \) in the ground state of a system of noninteracting fermions in a \( d \)-dimensional...
spherical box in $d > 1$ [39] (where it can not be simply related to any random matrix ensemble)—see also [40] for a study a $r_{\text{max}}$ for non-interacting fermions in a smooth confining $d$-dimensional potential. We notice that related structures also appear for the statistics of the largest absolute value of the roots of random Kac polynomials of degree $N$ in the complex plane [41, 42] and it would be interesting to see how an intermediate regime, analogous to the Ginibre case, appears in this random polynomial problem.

More generally, if we consider a set of independent but non-identically distributed random variables, under which conditions should one expect an intermediate deviation regime to emerge in the statistics of $r_{\text{max}}$? This remains an interesting open problem.
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**Appendix A. Derivation of the formula for $Q_N(w)$ given in equation (7)**

In this appendix, we derive the expression for $Q_N(w)$ given in equation (7) in the text.

**A.1. Determinantal structure**

First, it is useful to recall the determinantal structure of the Coulomb gas described by the joint PDF in equation (3) with a spherically symmetric potential $V(z) = v(|z|)$

$$P_{\text{joint}}(z_1, \cdots, z_N) = \frac{1}{Z_N} \prod_{i<j} |z_i - z_j|^2 \prod_{k=1}^N e^{-Nv(|z_k|)}, \quad (A.1)$$

where $Z_N$ is the partition function, defined as

$$Z_N = \int d^2 z_1 \cdots \int d^2 z_N \prod_{i<j} |z_i - z_j|^2 \prod_{k=1}^N e^{-Nv(|z_k|)}. \quad (A.2)$$

It is customary to introduce the monic polynomials $\pi_k(z) = z^k + \cdots$, of degree $k$, which are orthogonal with respect to the weight $V(z) = v(|z|)$, i.e.

$$\int d^2 z \, \pi_k(z) \overline{\pi_l(z)} e^{-Nv(|z|)} = h_k \delta_{k,l}, \quad (A.3)$$

where $\overline{z}$ denotes the complex conjugate of $z$ and where $h_k$‘s are called the norms of the polynomials. It is easy to see that the polynomials

$$\pi_k(z) = z^k \quad (A.4)$$

satisfy this orthogonality condition (A.3) with the corresponding norm

$$h_k = 2\pi \int_0^\infty r^{2k+1} e^{-Nv(r)} dr. \quad (A.5)$$
Indeed, by using the polar coordinates \( z = r e^{i \theta} \), one has
\[
\int d^2 z \; z^k \overline{z}^l e^{-N \nu(|z|)} = \int_0^{2\pi} d\theta \; e^{i(k-l)\theta} \int_0^\infty dr \; r^{k+l+1} e^{-N \nu(r)}
\]
\[
= \delta_{k,l} \; 2\pi \int_0^\infty dr \; r^{2k+1} e^{-N \nu(r)},
\]
which shows that the polynomials \( \pi_k(z) = z^k \) satisfy the orthogonality condition in equation (A.3) with \( h_k \) given in equation (A.5).

Let us show how to compute the partition function \( Z_N \) in (A.2) in terms of the norms \( h_k \). By rewriting explicitly the Vandermonde determinants in (A.1) as \( \prod_{k<l}(z_k - z_l) = \det_{1 \leq k,l \leq N} \pi_{k-1}(z_l) \) one finds (for a real potential \( \nu(r) \))
\[
Z_N = \int d^2 z_1 \cdots \int d^2 z_N \; \det_{1 \leq k,l \leq N} \left( \pi_{k-1}(z_l) e^{-\frac{N}{2} \nu(|z_l|)} \right) \det_{1 \leq k,l \leq N} \left( \pi_{k-1}(z_l) e^{-\frac{N}{2} \nu(|z_l|)} \right).
\]
This multiple integral can be explicitly computed using the Cauchy–Binet identity, which leads to a single determinant
\[
Z_N = N! \; \det_{1 \leq k,l \leq N} \int d^2 z \; \pi_{k-1}(z) \overline{\pi_{l-1}(z)} e^{-N \nu(|z|)} = N! \prod_{k=1}^N h_{k-1},
\]
where, in the last equality, we have used the orthogonality condition (A.3).

Coming back to the joint PDF \( P_{\text{joint}} \) in equation (A.1), writing the Vandermonde determinant as \( \prod_{i<j}(z_j - z_i) = \det_{1 \leq i,j \leq N} \pi_{i-1}(z_j) \), and using the explicit expression of the partition function \( Z_N \) in (A.9) one has
\[
P_{\text{joint}}(z_1, \ldots, z_N) = \frac{1}{N!} \left| \det_{1 \leq k,l \leq N} \left( \frac{\pi_{k-1}(z_l) e^{-\frac{N}{2} \nu(|z_l|)}}{\sqrt{h_k}} \right) \right|^2
\]
\[
= \frac{1}{N!} \det_{1 \leq k,l \leq N} K_N(z_k, z_l),
\]
where the kernel \( K_N(z, z') \) reads
\[
K_N(z, z') = \sum_{k=0}^{N-1} \frac{(z \overline{z'})^k}{h_k} e^{-\frac{N}{2} \left( \nu(|z|) + \nu(|z'|) \right)}.
\]
Thanks to the orthogonality condition in equation (A.3), it is easy to see that this kernel (A.12) satisfies the reproducibility property
\[
\int d^2 z' K_N(z_1, z') K_N(z', z_2) = K_N(z_1, z_2),
\]
which implies that the \( n \)-point correlation function of the \( z_i \)'s can be written as a \( n \times n \) determinant built from this kernel [43]. In particular the average density \( \rho_N(z) \), which is a one-point correlation function, is given by
\[ \rho_N(z) = \rho_N(|z| = r) = \frac{1}{N} K_N(z, z) = \frac{1}{N} \sum_{k=0}^{N-1} \frac{r^{2k}}{h_k} e^{-Nv(r)}, \quad (A.14) \]

where \( h_k \) is given in equation (A.5).

A.2. Cumulative distribution \( Q_N(w) \)

The CDF of \( r_{\max} \), \( Q_N(w) = \Pr(r_{\max} \leq w) \) is obtained by integrating the joint PDF of the eigenvalues \( z_1, \ldots, z_N \) in equation (A.1) over the whole region of \( \mathbb{C}^N \) such that \( |z_i| \leq w \) for all \( i = 1, 2, \ldots, N \). It reads

\[ Q_N(w) = \int_{|z_1|\leq w} \cdots \int_{|z_N|\leq w} d^2z \rho_{\text{joint}}(z_1, \ldots, z_N), \quad (A.15) \]

where the joint PDF \( \rho_{\text{joint}}(z_1, \ldots, z_N) \) is given in equation (A.1). We now write \( \rho_{\text{joint}}(z_1, \ldots, z_N) \) as a product of two determinants as in equation (A.10) and use again the Cauchy–Binet formula to perform the multiple integrals over \( z_i \)'s in equation (A.15) with \( |z_i| \leq w \). This yields

\[ Q_N(w) = \det_{1 \leq k,l \leq N} \int_{|z|\leq w} d^2z \sqrt{\frac{z^{k-1}z^{l-1}}{h_{k-1}h_{l-1}}} e^{-Nv(|z|)}. \quad (A.16) \]

One can now compute the matrix element in polar coordinates, setting \( z = re^{i\theta} \) and obtain

\[ \int_{|z|\leq w} d^2z \sqrt{\frac{z^{k-1}z^{l-1}}{h_{k-1}h_{l-1}}} e^{-Nv(|z|)} = \int_0^{2\pi} e^{i\theta(l-k)} d\theta \int_0^w dr r^{k+l-1} e^{-Nv(r)} \]

\[ = \delta_{kl} \left[ \int_0^w dr r^{2k-1} e^{-Nv(r)} \right]. \quad (A.17) \]

Therefore, thanks to the spherical symmetry of the potential, the determinant in equation (A.16) is extremely simple to compute as this is simply the product of the diagonal terms, i.e.

\[ Q_N = \prod_{k=1}^N \int_0^w dr r^{2k-1} e^{-Nv(r)} = \prod_{k=1}^N \frac{2\pi}{h_{k-1}} \int_0^w dr r^{2k-1} e^{-Nv(r)}, \quad (A.18) \]

where the first equality is the formula given in equation (7) and where, in the second equality, we have used the expression of \( h_k \) given in equation (A.5).

Appendix B. Average density: large \( N \) analysis

In this appendix, we analyze the exact formula (A.14) for the different potentials studied in the paper.

B.1. Ginibre matrices \( v(r) = r^2 \)

For Ginibre matrices, the coefficients \( h_k \) in equation (A.5) read \( h_k = \pi N^{-k-1} k! \). The average density \( \rho_N(r) \) in (A.14) can then be evaluated explicitly for any \( N \) as

https://doi.org/10.1088/1742-5468/aa9bb2
Extremes of 2d Coulomb gas: universal intermediate deviation regime

\[
\rho_N(r) = \frac{e^{-N r^2}}{\pi} \sum_{k=0}^{N-1} \frac{(N r^2)^k}{k!} = \frac{1}{\pi} \frac{\Gamma(N, N r^2)}{\Gamma(N)}. \tag{B.1}
\]

To analyze the large \( N \) limit of this formula (B.1), it is convenient to use the uniform asymptotic expansion of incomplete Gamma function \( \Gamma(k, x) \) when both \( k \) and \( x \) are large with \( x/k \) fixed [44],

\[
\frac{\Gamma(k, x)}{\Gamma(k)} \sim \frac{1}{2} e^{x} \text{erfc} \left[ \frac{\text{sgn}(x-k) \sqrt{k} \eta \left( \frac{x}{k} \right)}{2} \right] + \frac{e^{-k x^2}}{2 \sqrt{\pi k}} \left( \frac{\sqrt{2 k}}{x-k} - \frac{1}{\eta} + O(k^{-1}) \right), \tag{B.2}
\]

with \( \eta(\lambda) = \sqrt{\lambda - \ln \lambda - 1} \).

Applying this formula (B.2) with \( k = N \) and \( x = N r^2 \) to equation (B.1), one obtains

\[
\rho_N(r) \sim \frac{1}{2 \pi} e^{N r^2} \left( \text{erfc} \left( \frac{(r-1) \sqrt{N} \eta(r^2)}{2} \right) + \frac{e^{-N \eta^2(r^2)}}{2 \sqrt{\pi N}} \left( \frac{\sqrt{2}}{r^2 - 1} - \frac{1}{\eta(r^2)} + O(N^{-1}) \right) \right). \tag{B.4}
\]

If we fix \( r \) and take the limit \( N \to \infty \) in equation (B.4) one finds

\[
\rho_N(r) \sim \begin{cases} \frac{e^{-N (r^2-2 \ln r-1)}}{\pi^{3/4} 2^{1/2} N (r^2-1)} (1 + O(N^{-1})), & r > 1 \\ \frac{1}{\pi} + O(N^{-1/2}), & r < 1 \end{cases}. \tag{B.5}
\]

First this immediately implies that

\[
\rho_N(r) \sim \rho_b(r) \text{ as } N \to \infty \text{ with } \rho_b(r) = \frac{1}{\pi} \Theta(1-r). \tag{B.6}
\]

On the other hand, to study the density at the edge, we set \( r = r_{\text{edge}} + u \Delta_N = 1 + u/\sqrt{2N} \) in equation (B.4) (we recall that \( \Delta_N = 1/\sqrt{2N} \) in this case) and expand for large \( N \). One finds

\[
\rho_N(1 + u \Delta_N) \sim \frac{1}{2 \pi} \text{erfc}(u) \\
\sim \rho_b(r_{\text{edge}}) \tilde{\rho}(u), \text{ with } \tilde{\rho}(u) = \frac{1}{2} \text{erfc}(u), \tag{B.7}
\]

which coincides with the formula for the edge density given in the text in (34). For more general confining potentials \( v(r) \gg \ln r^2 \) for large \( r \), we start again with the exact formula for the density (A.14), approximate the discrete sum, for large \( N \), by an integral and then perform a saddle point approximation calculation, very similar to the one done for \( Q_N(w) \) in section 2.2. One finds that the form of the density at the edge given in equation (B.7) is universal where \( r_{\text{edge}} \) is solution of (50) and \( \Delta_N = \left( 2\pi N \rho_b(r_{\text{edge}}) \right)^{-1/2} \).

We close this section by noting that the asymptotic behavior in equation (B.4) can be used to obtain a rather precise asymptotic behavior for the right tail of \( Q_N(w) \). Indeed, for \( w \geq 1 \) and large \( N \) one can use the general expansion (see e.g. [38])

\[
Q_N(w) \sim 1 - 2\pi N \int_{w}^{\infty} r \rho_N(r) dr + \text{‘two–point’ + ‘three–point’ + \cdots} \tag{B.8}
\]
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where ‘two-point’ means a double integral involving two-point correlation function (and similarly for ‘three-point’ etc). For \( r > 1 \) the density \( \rho_N(r) \) is exponentially small for large \( N \) (see equation (B.5)) and one thus expects that the higher-order terms, ‘two-point’, ‘three-point’ etc—which behave as \( \rho_N^2(r) \), \( \rho_N^3(r) \), etc—will be exponentially small compared to the term \( \int_0^\infty r \rho_N(r) \, dr \) in (B.8). Hence, finally, taking the derivative of equation (B.8) and using the large \( N \) behavior of the density \( \rho_N(r) \) for \( r > 1 \) in equation (B.5) yields the result given in the text in equation (14).

### B.2. Potential \( v_\nu(r) = -\frac{\nu}{N} \ln(1 - r^2) \)

The average distribution for the potential \( V_\nu(|z| = r) = v_\nu(r) \) can be computed from equation (A.14) using that the norm \( h_k \) in (A.5) is given by \( h_k = \pi \Gamma(k + 1) / (2 + k + \nu) \), with the result

\[
\rho_N(r) = \frac{(1 - r^2)^\nu}{N \pi \Gamma(\nu + 1)} \sum_{k=0}^{N-1} \frac{\Gamma(k + \nu + 2)}{\Gamma(k + 1)} r^{2k}.
\]

(B.9)

This sum is dominated by large values of \( k = O(N) \) and we thus set \( k = uN \), with \( u = O(1) \), such that the discrete sum over \( k \) can be replaced by an integral over \( u \in [0, 1] \). This yields, using \( \Gamma(uN + \nu + 2) / \Gamma(uN + 1) \sim (uN)^{\nu+1} \) for large \( N \),

\[
\rho_N(r) \sim \frac{(1 - r^2)^\nu}{\pi \Gamma(\nu + 1)} N^{\nu+1} \int_0^1 u^{\nu+1} e^{2N\nu \ln r} \, du.
\]

(B.10)

One can now evaluate the density close to the edge by setting \( r = 1 - \Delta_N y \) in equation (B.10) with \( \Delta_N = 1/(2N) \)

\[
\rho_N(1 + \Delta_N y) \sim \frac{N y^\nu}{\pi \Gamma(\nu + 1)} \int_0^1 u^{\nu+1} e^{-u y} \, du
\]

(B.11)

such that we finally obtain

\[
\rho_N(r) \sim \frac{1}{\Delta_N} \rho_\nu \left( \frac{r_{\text{edge}} - r}{\Delta_N} \right), \quad \text{with} \quad \rho_\nu(y) = \frac{1}{2\pi y^2} \frac{\gamma(\nu + 2, y)}{\Gamma(\nu + 1)},
\]

(B.12)

where we recall that \( \gamma(a, z) = \int_z^\infty t^{a-1} e^{-t} \, dt \). One can easily check that this limiting distribution is normalized

\[
2\pi \int_0^\infty \rho_\nu(r) \, dr = \int_0^\infty \frac{\gamma(\nu + 2, r)}{r^{\nu + 2}} \, dr = \left[ -\frac{\gamma(\nu + 2, r)}{r^{\nu + 1}} \right]_0^\infty + \int_0^\infty \frac{r^{\nu} e^{-r}}{\Gamma(\nu + 1)} \, dr = 1.
\]

(B.13)

Finally, using the asymptotic behaviors of the lower incomplete Gamma function \( \gamma(a, z) \sim z^a / a \) as \( z \to 0 \) and \( \gamma(a, z) \sim \Gamma(a) \) as \( z \to \infty \), one easily obtains the asymptotic behaviors of \( \rho_\nu(y) \) given in equation (62).

### B.3. Potential \( v_\alpha(r) = (1 + \frac{\alpha}{N}) \ln(1 + r^2) \)

For the potential \( V_\alpha(|z| = r) = v_\alpha(r) = (1 + \frac{\alpha}{N}) \ln(1 + r^2) \) the norms \( h_k \) in equation (A.5) read
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Inserting this expression \( \text{B.14} \) in the exact expression for \( \rho_N(r) \) in equation (A.14) one obtains

\[
\rho_N(r) = \frac{1}{\pi N (1 + r^2)^{N+\alpha}} \sum_{k=0}^{N-1} r^{2k} \frac{\Gamma(N + \alpha)}{\Gamma(N + \alpha - k - 1)\Gamma(k+1)}.
\]  

(\text{B.15})

In the special case \( \alpha = 1 \) the sum over \( k \) in (B.15) can be computed explicitly using \( \Gamma(n + 1) = n! \) and the binomial theorem

\[
\sum_{k=0}^{N-1} r^{2k} \frac{(N - 1)!}{(N - k - 1)!k!} = \sum_{k=0}^{N-1} r^{2k} \left( \begin{array}{c} N - 1 \\ k \end{array} \right) = (1 + r^2)^{N-1}.
\]  

(\text{B.16})

Using this formula (B.16) in equation (B.15) one finds that for \( \alpha = 1 \),

\[
\rho_N(r) = \frac{1}{\pi(1 + r^2)^2},
\]  

(\text{B.17})

which, as one can easily check, is normalized to 1, i.e. \( \int d^2r \rho_N(r) = 2\pi \int_0^\infty r \rho_N(r) \text{d}r = 1 \).

For \( \alpha \neq 1 \), the sum over \( k \) in equation (B.15) can be expressed as a hypergeometric function, which is however not very helpful for a large \( N \) analysis. Instead, in this case, we perform the large \( N \) analysis directly on equation (B.15). We first consider the case \( r \) finite, and take the limit \( N \rightarrow \infty \). It turns out that in this case the sum in equation (B.15) is dominated by \( k = O(N) \). Hence, setting \( k = u N \) with \( u = O(1) \), we expand for large \( N \) the generic term of the sum in equation (B.15) using Stirling’s formula

\[
r^{2uN} \frac{\Gamma(N + \alpha)}{\Gamma(N + \alpha - u N - 1)\Gamma(u N + 1)} = (1 - u)^{2-\alpha} \sqrt{\frac{N}{2\pi u(1 - u)}} e^{N g_r(u)},
\]  

(\text{B.18})

with \( g_r(u) = 2 u \ln r - u \ln u - (1 - u) \ln(1 - u) \).  

(\text{B.19})

Hence in this regime \( r = O(1) \) and \( N \rightarrow \infty \), the sum over \( k \) in equation (B.15) can be replaced by an integral over \( u \in [0,1] \). Injecting this asymptotic behavior (B.18) and (B.19) in equation (B.15), one finds

\[
\rho_N(r) \sim \frac{\sqrt{N}}{\pi(1 + r^2)^{N+\alpha}} \frac{1}{\sqrt{2\pi}} \int_0^1 \frac{\text{d}u}{\sqrt{u(1 - u)}} (1 - u)^{2-\alpha} e^{N g_r(u)}.
\]  

(\text{B.20})

For large \( N \), this integral (B.20) can be evaluated by saddle point method. The saddle point occurs at \( u^* \) such that \( g_r(u^*) = 0 \), i.e.

\[
u^* = r^2/(1 + r^2) < 1,
\]  

(\text{B.21})

which yields

\[
\rho_N(r) \sim \frac{1}{\pi(1 + r^2)^{N+\alpha}} \frac{(1 - u^*)^{2-\alpha}}{\sqrt{|g_r''(u^*)|u^*(1 - u^*)}} e^{N g_r(u^*)}.
\]  

(\text{B.22})
Inserting the value of \( u^* \) given in (B.21) into equation (B.22), using \( g_r(u^*) = \ln(1 + r^2) \) and \( |g''(u^*)| = |u^*(1 - u^*)|^{-1} \), one finally obtains the result for the bulk density (for \( r = O(1) \) as \( N \to \infty \))

\[
\rho_N(r) \sim \rho_b(r) = \frac{1}{\pi(1 + r^2)^2},
\]  
(B.23)

which coincides with the one obtained for \( \alpha = 1 \) above (B.17), as announced in the text (73).

For \( \alpha > 1 \) we show that there is another interesting regime for the density \( \rho_N(r) \) when \( r \sim \sqrt{N} \). In this regime, it turns out that the sum in equation (B.15) is dominated by the vicinity of \( k = N - 1 \). We thus perform the change of variable \( k \to N - k - 1 \)

\[
\rho_N(r) = \frac{r^{2N-2}}{N\pi(1 + r^2)^{N+\alpha}} \sum_{k=0}^{N-1} \frac{\Gamma(N + \alpha)r^{-2k}}{\Gamma(N - k)\Gamma(k + \alpha)},
\]  
(B.24)

and then use the asymptotic behavior \( \Gamma(N + \alpha)/\Gamma(N - k) \sim N^{\alpha+k} \) to obtain

\[
\rho_N(r) \sim \left(1 + \frac{1}{\pi r^2}\right)^{-N-\alpha} \frac{N!}{r^{2N}} \sum_{k=0}^{N-1} \frac{1}{\Gamma(k + \alpha)} \left(\frac{N}{r^2}\right)^k.
\]  
(B.25)

Setting \( r = y\sqrt{N} \) with \( y = O(1) \) and \( N \to \infty \), one has \( (1 + 1/r^2)^{-N-\alpha} \sim e^{-1/y^2} \). Using \( \rho_b(r) \sim 1/(\pi r^4) \) (see equation (B.23)), the expression in equation (B.25) reads, in this limit,

\[
\rho_N(r) \sim \rho_b(r)e^{-\frac{1}{y^2}} y^{2(1-\alpha)} \sum_{k=0}^{\infty} \frac{y^{-2k}}{\Gamma(k + \alpha)},
\]  
(B.26)

which can finally be written as

\[
\rho_N(r) \to \rho_b(r) \rho_a \left(\frac{r}{\sqrt{N}}\right), \quad \text{where} \quad \rho_a(y) = \frac{\gamma(\alpha - 1, 1/y^2)}{\Gamma(\alpha - 1)},
\]  
(B.27)

where we have recognized in (B.26) the series representation of the lower incomplete Gamma function [45]. This yields the second line of equation (73) in the text.

**Appendix C. Asymptotic behaviors of the functions \( \phi_1(y) \) and \( F_{III}(y) \)**

In this appendix we derive the asymptotic behavior of the IDF \( \phi_1(y) \) given in equation (47) and of the scaling function \( F_{III}(y) \) given in equation (82) in the text.

**C.1. Asymptotic behaviors of \( \phi_1(y) \)**

We start with the IDF \( \phi_1(y) \) given by

\[
\phi_1(y) = -\int_0^\infty dv \ln \left(\frac{1}{2} \text{erfc} (-y - v)\right) = -\int_y^\infty dz \ln \left(\frac{1}{2} \text{erfc} (-z)\right).
\]  
(C.1)

This form in the second equality of (C.1) suggests to study \( \phi'_1(y) \).
\[ \phi'_I(y) = \ln \left( \frac{1}{2} \text{erfc}(-y) \right). \] (C.2)

Using the asymptotic behaviors of \( \text{erfc}(-y) \)

\[ \text{erfc}(-y) \sim \begin{cases} \frac{e^{-y^2}}{\sqrt{\pi} |y|} (1 + O(1/y^2)), & y \to -\infty \\ 2 - \frac{e^{-y^2}}{\sqrt{\pi} y} (1 + O(1/y^2)), & y \to +\infty \end{cases} \] (C.3)

one finds that \( \phi'_I(y) \) in (C.2) behaves as

\[ \phi'_I(y) \sim \begin{cases} -y^2 - \ln |y| + O(1), & y \to -\infty \\ -\frac{e^{-y^2}}{2\sqrt{\pi} y} (1 + O(1/y^2)), & y \to +\infty. \end{cases} \] (C.4)

By integrating these asymptotic behaviors (C.4), using that \( \phi_I(y \to \infty) \to 0 \) as can be easily seen on equation (C.1), one obtains the asymptotic behaviors of \( \phi_I(y) \) given in equation (22) in the text.

### C.2. Asymptotic behaviors of \( F_{III}(y) \)

We recall that the scaling function \( F_{III}(y) \) is given by

\[ F_{III}(y) = \prod_{k=0}^{\infty} \frac{\Gamma(\alpha + k, 1/y^2)}{\Gamma(\alpha + k)} \] (C.5)

where we recall that \( \Gamma(a, z) = \int_{z}^{\infty} t^{a-1} e^{-t} dt \). Let us consider \( y \to \infty \) and \( y \to 0 \) separately.

**C.2.1. The behavior for \( y \to \infty \).** This behavior is simply obtained by using the small \( z \) behavior \( \Gamma(a, z) \sim \Gamma(a) - z^a / a \), which, once inserted in equation (C.5) yields

\[ \ln F_{III}(y) \sim - \sum_{k \geq 0} y^{-2\alpha - 2k} / \Gamma(\alpha + k + 1), \] which is a perfectly convergent series. Retaining only the first term \( k = 0 \) yields the second line of equation (32) in the text.

**C.2.2. The behavior for \( y \to 0 \).** This case is a bit more delicate to analyze. It turns out that for small \( y \) the product in equation (C.5) is dominated by large \( k \), with \( k = O(1/y^2) \). For large \( k \) and \( y \to 0 \), we use the uniform expansion of the incomplete Gamma function \([44]\) which reads here (see also equation (B.2) above)

\[ \frac{\Gamma(\alpha + k, 1/y^2)}{\Gamma(\alpha + k)} \sim \frac{1}{2} \text{erfc} \left( \text{sgn}(1/y^2 - k) \sqrt{k} \eta \left( \frac{1}{y^2 k} \right) \right) \] (C.6)

with

\[ \eta(\lambda) = \sqrt{\lambda - \ln \lambda - 1}. \] (C.7)

Using this behavior (C.6) together with the asymptotic behavior of \( \text{erfc}(x) \) (see e.g. (C.3)) one sees that this ratio behaves quite differently for \( k > 1/y^2 \) and \( k < 1/y^2 \). Indeed one has, for \( k \gg 1 \), \( y \to 0 \) keeping \( k^2 y \) fixed
\[
\ln \frac{\Gamma(\alpha + k, 1/y^2)}{\Gamma(\alpha + k)} \sim \begin{cases} 
\frac{1}{2\sqrt{\pi \eta}} e^{-k\eta^2}, & k > 1/y^2 \\
-k\eta^2, & k < 1/y^2 
\end{cases} \quad \text{(C.8)}
\]

where \(\eta \equiv \eta(1/(y^2k))\). Hence, to extract the leading small \(y\) behavior of \(F_{\text{III}}(y)\) in equation (C.5) it is convenient to first write \(\ln F_{\text{III}}(y)\) as

\[
\ln F_{\text{III}}(y) = \sum_{k=0}^{\infty} \ln \frac{\Gamma(\alpha + k, 1/y^2)}{\Gamma(\alpha + k)}. \quad \text{(C.9)}
\]

and observe from equation (C.8) that for large \(y\) the leading contribution comes from \(k < 1/y^2\), since the contribution for \(k > 1/y^2\) will be exponentially small for \(y \to 0\), i.e.

\[
\ln F_{\text{III}}(y) \sim - \sum_{k \leq 1/y^2} k \left[ \eta \left( \frac{1}{k y^2} \right) \right]^2. \quad \text{(C.10)}
\]

In the limit \(y \to 0\), the variable \(u = ky^2\) becomes continuous and the discrete sum over \(k\) can be replaced by an integral over \(u\), leading finally to

\[
\ln F_{\text{III}}(y) \sim -\frac{1}{y^4} \int_0^1 du \left( 1 - u + u \ln u \right) = -\frac{1}{4 y^4}, \quad \text{(C.11)}
\]

where we have used the explicit expression of \(\eta(\lambda)\) in equation (C.7). This yields the first line of equation (32) given in the text.

**Appendix D. Coulomb gas method**

In this appendix, we briefly recall the Coulomb gas method. It is very useful to obtain the bulk densities \(\rho_b(r)\) given in equations (49) and (72) as well as the left large deviation rate functions given in equations (71) and (84), in the large \(N\) limit.

**D.1. Coulomb gas method under constraint**

The CDF \(Q_N(w)\) of \(r_{\text{max}}\) reads for any value of \(N\)

\[
Q_N(w) = \frac{Z_N(w)}{Z_N(w \to \infty)}, \quad Z_N(w) = \int_{|z_1| \leq w} d^2 z_1 \cdots \int_{|z_N| \leq w} d^2 z_N e^{-N^2 E(z_1, \cdots, z_N)} \quad \text{(D.1)}
\]

with \(E(z_1, \cdots, z_N) = \frac{1}{N} \sum_{k=1}^N v(|z_k|) + \frac{1}{N^2} \sum_{i \neq j} \ln |z_i - z_j|\). \quad \text{(D.2)}

Note that \(Z_N(w \to \infty) = Z_N\) given in equation (A.2). In the large \(N\) limit, we approximate the multiple integral over \(z_i\) in equation (D.1) by a functional integral over all the possible density profiles \(\rho_w(z) \equiv \rho_w(|z| = r) = \frac{1}{N} \sum_k \delta(z - z_k)\) that vanish for \(r \geq w\) and are normalized, i.e. \(2\pi \int_0^w \rho_w(r) \, dr = 1\). This yields

\[
Z_N(w) \propto \int D\rho_w \exp \left( -N^2 E[\rho_w] + O(N) \right) \delta \left( 2\pi \int_0^w r \rho_w(r) \, dr - 1 \right) \quad \text{(D.3)}
\]
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where
\[
E[\rho_w] = 2\pi \int_0^w rv(r) \rho_w(r) \, dr - 2\pi \int_0^w r \rho_w(r) \, dr \int_0^w r' \rho_w(r') \, dr' \int_0^{2\pi} d\theta \ln |r - r'e^{i\theta}|.
\]

Using the integral representation of the delta function \(\delta(a - b) = \int_{-\infty}^{\infty} \frac{da}{2\pi} e^{i\lambda(a - b)}\) in equation (D.3), one obtains
\[
Z_N(w) \propto \int \mathcal{D}\rho_w \exp \left(-N^2 S[\rho_w] + O(N)\right),
\]
where the action \(S[\rho_w]\) is given by
\[
S[\rho_w] = 2\pi \int_0^w rv(r) \rho_w(r) \, dr + \mu(w) \left(2\pi \int_0^w r \rho_w(r) \, dr - 1\right) - 2\pi \int_0^w r \rho_w(r) \, dr \int_0^w r' \rho_w(r') \, dr' \int_0^{2\pi} d\theta \ln |r - r'e^{i\theta}|.
\]

In equation (D.6), \(\mu(w)\) appears as a Lagrange multiplier that imposes the normalization of the empirical density in presence of an impenetrable circular wall at \(r = w\), i.e. \(2\pi \int_0^w r \rho_w(r) \, dr = 1\). In the large \(N\) limit, \(Z_N(w)\) can be evaluated by a saddle point approximation
\[
Z_N(w) \propto \exp \left(-N^2 S[\rho^*_w]\right),
\]
where \(\rho^*_w(r)\) minimizes the action \(S\), i.e.
\[
\frac{\delta S[\rho_w]}{\delta \rho_w} \bigg|_{\rho^*_w(r)} = 0
\]
\[
\Rightarrow v(r) + \mu(w) - 2 \int_0^w dr' \rho^*_w(r') \int_0^{2\pi} d\theta \ln |r - r'e^{i\theta}| = 0, \quad 0 \leq r \leq w.
\]

In particular, in the limit \(w \to \infty\), one obtains an integral equation satisfied by \(\rho_b(r) = \rho^*_{w \to \infty}(r)\)
\[
v(r) + \mu(\infty) - 2 \int_0^{\infty} dr' \rho_b(r') \int_0^{2\pi} d\theta \ln |r - r'e^{i\theta}| = 0,
\]
which is valid for any \(r\) inside the support of \(\rho_b(r)\). Using this equation (D.9), one can easily show that if \(v(r) \gg \ln r^2\), then the density \(\rho_b(r) = \rho^*_{w \to \infty}(r)\) has a finite support. Suppose indeed that it has an infinite support, such that equation (D.9) holds for arbitrary large values of \(r\). Then in the limit \(r \to \infty\), equation (D.9) implies that \(v(r) \sim \ln r^2\) where we have used that \(2\pi \int_0^{\infty} r \rho_b(r) \, dr = 1\). This is in contradiction with the initial hypothesis that \(v(r) \gg \ln r^2\). Thus the density \(\rho_b(r)\) has necessarily a finite support \([0, r_{\text{edge}}]\) in this case. In the borderline case \(v(r) \sim \ln r^2\), as for \(v_u(r) = (1 + \alpha/N) \ln(1 + r^2)\), the density has an infinite support (D.24).

Coming back to the CDF \(Q_N(w)\), it can be explicitly computed from the solution \(\rho^*_w\) of the equation (D.8) together with equations (D.1) and (D.7), yielding
\[
Q_N(w) \approx \exp \left(-N^2 \Phi(w)\right), \quad \text{with} \quad \Phi(w) = S[\rho^*_w] - S[\rho^*_\infty] = E[\rho^*_w] - E[\rho^*_\infty],
\]
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where we used the notation \( \rho^*_w = \lim_{w \to \infty} \rho^*_w \). Notice that \( \rho^*_w \) is nothing else but the equilibrium density in the absence of a wall, which is denoted as \( \rho^*_w = \rho_b \) in the text.

In the following, we first evaluate the energy \( E[\rho^*_w] \) of the gas when the wall is sent to infinity and then we compute the energy in presence of the constraint \( E[\rho^*_w] \).

### D.1.1. Energy without constraint.

This situation is equivalent to a gas of charges without constraint and the density \( \rho^*_\infty(r) = \rho_b(r) \) will correspond to this equilibrium situation. To compute this distribution, we can use an electrostatic analogy. Indeed, the two dimensional solution of the Poisson’s equation reads

\[
\frac{1}{2\pi} \nabla_r g(r) = f(r) \implies g(r) = \int_0^\infty \int_0^{2\pi} \ln |r - re^{i\theta}| d\theta f(r) dr,
\]

where \( \nabla_r = \frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} \) is the two dimensional radial Laplace operator. This result allows us to obtain the bulk density \( \rho_b(r) \) solution of (D.8) for \( w \to \infty \) as

\[
\rho_b(r) = \frac{1}{4\pi} \Delta_r v(r) = \frac{1}{4\pi r} \frac{d}{dr} (rv'(r)) \Theta(r - r_{\text{edge}}),
\]

with

\[
2\pi \int_0^{r_{\text{edge}}} r \rho_b(r) dr = \frac{1}{2} r_{\text{edge}} v'(r_{\text{edge}}) = 1.
\]

We will now use this bulk density to evaluate the normalization factor \( Z_N = e^{-N^2 E[\rho_b]} \).

To compute the multiple integral in equation (D.6), we use the following identity

\[
2\pi \int_0^\infty r \rho_b(r) dr \int_0^\infty r' \rho_b(r') dr' \int_0^{2\pi} d\theta \ln |r - re^{i\theta}| = \pi \int_0^{r_{\text{edge}}} v(r) r \rho_b(r) dr + \frac{\mu(\infty)}{2},
\]

which is obtained by multiplying both sides of equation (D.8) by \( \pi r \rho_b(r) \) and by integrating over \( r \). This yields

\[
E[\rho_b] = \pi \int_0^{r_{\text{edge}}} r \rho_b(r) v(r) dr - \frac{\mu(\infty)}{2}.
\]

Finally, the value of \( \mu(\infty) \) can be obtained by setting \( r = 0 \) (which lies within the support \([0, r_{\text{edge}}]\) of \( \rho_b(r) \)) in equation (D.8) (and setting \( w \to \infty \)). One obtains

\[
\mu(\infty) = 2\pi \int_0^{r_{\text{edge}}} r \ln r^2 \rho_b(r) dr.
\]

By injecting equation (D.16) into equation (D.15) we find

\[
Z_N \propto e^{(-N^2 E[\rho_b])}, \quad \text{with} \quad E[\rho_b] = \pi \int_0^{r_{\text{edge}}} r \rho_b(r) \left[ v(r) - \ln r^2 \right] dr.
\]

### D.1.2. Energy in presence of a wall.

We now compute \( \rho^*_w(r) \) and evaluate the corresponding energy \( E_w[\rho^*_w] \). We expect that when imposing an infinite wall at a finite radius \( r = w \), the charges get reorganized compared to their equilibrium density \( \rho_b(r) \). Indeed, for \( w < r_{\text{edge}} \), while the density remains identical in the bulk (\( r < w \)), a finite fraction
of charges condense at the position of the wall at \( r = w \) to conserve the normalization of the density \((2\pi \int_0^w r \rho_w^*(r) \, dr = 1)\). Hence the solution \( \rho_w^*(r) \) of equation (D.8) reads

\[
\rho_w^*(r) = \rho_b(r) + \left[ 2\pi \int_w^r \rho_b(u) \, du \right] \frac{\delta(r-w)}{2\pi w}. \tag{D.18}
\]

One can easily check, using that \( 2\pi \int_0^{r_{\text{edge}}} r \rho_b(r) \, dr = 1 \), that this density \( \rho_w^*(r) \) is normalized, i.e. \( 2\pi \int_0^w r \rho_w^*(r) \, dr = 1 \). The energy \( E[\rho_w^*] \) is evaluated from the density \( \rho_w^*(r) \) using the same method described for the energy without constraint, replacing simply in equation (D.17) \( r_{\text{edge}} \) by \( w \) and \( \rho_b \) by \( \rho_w^* \),

\[
E[\rho_w^*] = \pi \int_0^w r \rho_b(r) \left[ v(r) - \ln r^2 \right] \, dr + \pi \int_w^{r_{\text{edge}}} r \rho_b(r) \, dr \left[ v(w) - \ln w^2 \right]. \tag{D.19}
\]

Finally, the left large deviation rate function \( \Phi(w) \) can be obtained by combining equations (D.17) and (D.19), yielding

\[
Q_N(w) \approx \exp \left( -N^3 \Phi(w) \right), \quad 0 \leq w \leq r_{\text{edge}}, \tag{D.20}
\]

\[
\Phi(w) = \pi \int_w^{r_{\text{edge}}} \rho_b(r) \left[ v(w) - v(r) + 2 \ln \left( \frac{r}{w} \right) \right] \, dr, \tag{D.21}
\]

where \( \rho_b(r) \) is given in equation (D.12). One can explicitly check that \( \Phi(w) \to 0 \), for \( w \to r_{\text{edge}} \), as it should. We now use this formula (D.21) for the potentials of interest \( v_\nu(r) \) and \( v_\alpha(r) \).

### D.2. Computation of the large deviation rate functions

#### D.2.1. The case \( v_\nu(r) = -\nu/N \ln(1-r^2) \)

Since we only retain the potential terms which are of order \( O(1) \) in the large \( N \gg 1 \) limit, \( v_\nu(r) \approx 0 \) for \( r \leq 1 \) (to leading order for large \( N \)) and \( v_\nu(r) = \infty \) for \( r > 1 \). Consequently the rate function \( \Phi_\nu(w) \) does not depend on the value of \( \nu \). The bulk density is \( \rho_b(r) = 0 \) for \( r < r_{\text{edge}} = 1 \) while all the charges are localized at the edge

\[
\rho_b(r) = \frac{\delta(r-1)}{2\pi}. \tag{D.22}
\]

Using equations (D.21) and (D.22), the left large deviation function reads in this case

\[
\Phi_\nu(w) = \int_w^1 \delta(r-1) \ln \left( \frac{r}{w} \right) \, dr = - \ln w, \quad w \leq 1, \tag{D.23}
\]

which is the result given in equation (71) in the text.

#### D.2.2. The case \( v_\alpha(r) = (1+\alpha/N) \ln(1+r^2) \)

Retaining only terms of order \( O(1) \) for \( N \gg 1 \), the effective potential is \( v_\alpha(r) \approx \ln(1+r^2) \). It is therefore clear that the large deviation rate function, in this case, will not depend on the value of \( \alpha \). The density in the bulk \( \rho_b(r) \) can be computed using equation (D.12) yielding

\[
\rho_b(r) = \frac{1}{2\pi r} \frac{d}{dr} \left( \frac{r^2}{1+r^2} \right) = \frac{1}{\pi(1+r^2)^2}, \quad 0 \leq r < \infty. \tag{D.24}
\]
As $\rho_0(r)$ is normalized $\left(2\pi \int_0^\infty r \rho_0(r) = 1\right)$, there is no finite edge $r_{\text{edge}} = \infty$. We can now use equation (D.21) and (D.24) to compute the left large deviation rate function

$$\Phi_{\text{IH}}(w) = \int_w^{\infty} \frac{r}{(1 + r^2)^{2}} \ln \left(\frac{1 + w^{-2}}{1 + r^{-2}}\right) \, dr = \frac{1}{2} \ln \left(1 + \frac{1}{w^2}\right) - \frac{1}{2(1 + w^2)}.$$  \hspace{1cm} (D.25)

which is the result given in equation (84).

References

[1] Majumdar S N and Schehr G 2014 J. Stat. Mech. P01012
[2] Gumbel E J 1958 Statistics of Extremes (New York: Columbia University Press)
[3] Mehta M L 1991 Random Matrices 2nd edn (New York: Academic)
[4] Forrester P J 2010 Log-Gases and Random Matrices (Princeton, NJ: Princeton University Press)
[5] Akemann G, Baik J and Di Francesco P (ed) 2011 The Oxford Handbook of Random Matrix Theory (Oxford: Oxford University Press)
[6] Tracy C A and Widom H 1994 Commun. Math. Phys. 159 151
[7] Tracy C A and Widom H 1996 Commun. Math. Phys. 177 727
[8] Majumdar S N 2007 Random matrices, the Ulam problem, directed polymers and growth models, and sequence matching Complex Systems (Les Houches Lecture Notes) ed J-P Bouchaud et al (Amsterdam: Elsevier) p 179 arXiv:cond-mat/0701193
[9] Baik J, Deift P and Johansson K 1999 J. Am. Math. Soc. 12 1119
[10] Prähofer M and Spohn H 2000 Phys. Rev. Lett. 84 4882
[11] Majumdar S N and Nechaev S 2004 Phys. Rev. E 69 011103
[12] Imanura T and Sasamoto T 2004 Nucl. Phys. B 699 503
[13] Johansson K 2000 Commun. Math. Phys. 209 437
[14] Baik J and Rains E M 2000 J. Stat. Phys. 100 523
[15] Sasamoto T and Spohn H 2010 Phys. Rev. Lett. 104 230602
[16] Calabrese P, Le Doussal P and Rosso A 2010 Europhys. Lett. 90 20002
[17] Dotsenko V 2010 Europhys. Lett. 90 20003
[18] Amir G, Corwin I and Quastel J 2011 Commun. Pure Appl. Math. 64 466
[19] Dean D S, Le Doussal P, Majumdar S N and Schehr G 2015 Phys. Rev. Lett. 114 110402
[20] Dean D S, Le Doussal P, Majumdar S N and Schehr G 2016 Phys. Rev. A 94 063622
[21] Majumdar S N and Vergassola M 2009 Phys. Rev. Lett. 102 060601
[22] Dean D S and Majumdar S N 2006 Phys. Rev. Lett. 97 160201
[23] Ginibre J 1965 J. Math. Phys. 6 140
[24] Chau L-L and Yu Y 1992 Phys. Lett. A 167 452
[25] Garcia-Garcia A M, Nishigaki S M and Verbaarschot J J M 2002 Phys. Rev. E 66 016132
[26] Dalibard J 2014 Le magnétisme Artificiel Pour les Gaz D’atomes Froids (Lectures given at Collège de France) www.phys.ens.fr/~dalibard/CdF/2014/notes2.pdf
[27] Rider B 2003 J. Phys. A: Math. Gen. 36 3401
[28] Chaïf D and Pécé S 2014 J. Stat. Phys. 156 368–83
[29] Cunden F D, Mezzadri F and Vivo P 2016 J. Stat. Phys. 164 1062–81
[30] Cunden F D, Facchi P, Ligabò M and Vivo P 2017 J. Stat. Mech. 053303
[31] Ebrahimi R and Zohren S 2017 arXiv:1704.07488
[32] Khorunzhenko B A and Sommers H-J 2009 Non-Hermitian Random Matrix Ensembles The Oxford Handbook of Random Matrix Theory (Oxford: Oxford University Press)
[33] Seo S M 2015 arXiv:1508.06591

https://doi.org/10.1088/1742-5468/aa9bb2 38
[34] Bordenave C 2011 Electron. Commun. Probab. 16 104–13
[35] Fyodorov Y V and Mehlig B 2002 Phys. Rev. E (R) 66 045202
[36] Hardy A 2012 Electron. Commun. Probab. 17 1
[37] Jiang T and Qi Y 2017 J. Theor. Probab. 30 326–64
[38] Majumdar S N, Schehr G, Villamaina D and Vivo P 2013 J. Phys. A: Math. Theor. 46 022001
[39] Lacroix-A-Chez-Toine B, Le Doussal P, Majumdar S N and Schehr G 2017 arXiv:1706.03598
[40] Dean D S, Le Doussal P, Majumdar S N and Schehr G 2017 J. Stat. Mech. 063301
[41] Butez R 2017 arXiv:1704.02761
[42] Barhoumi-Andréani Y 2017 arXiv:1706.07516
[43] Chau L L and Zaboronsky O 1998 Commun. Math. Phys. 196 203
[44] Temme N M 1975 Math. Comput. 29 1109–14
[45] NIST Digital Library of Mathematical Functions http://dlmf.nist.gov/8.7.E1