Nutrimetabolomics: An Integrative Action for Metabolomic Analyses in Human Nutritional Studies
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The life sciences are currently being transformed by an unprecedented wave of developments in molecular analysis, which include important advances in instrumental analysis as well as biocomputing. In light of the central role played by metabolism in nutrition, metabolomics is rapidly being established as a key analytical tool in human nutritional studies. Consequently, an increasing number of nutritionists integrate metabolomics into their study designs. Within this dynamic landscape, the potential of nutritional metabolomics (nutrimetabolomics) to be translated into a science, which can impact on health policies, still needs to be realized.

A key element to reach this goal is the ability of the research community to join, to collectively make the best use of the potential offered by nutritional metabolomics. This article, therefore, provides a methodological description of nutritional metabolomics that reflects on the state-of-the-art techniques used in the laboratories of the Food Biomarker Alliance (funded by the European Joint Programming Initiative “A Healthy Diet for a Healthy Life” (JPI HDHL)) as well as points of reflections to harmonize this field. It is not intended to be exhaustive but rather to present a pragmatic guidance on metabolomic methodologies, providing readers with useful “tips and tricks” along the analytical workflow.
1. Introduction

The rapidly growing field of metabolomics focuses on the analysis of many hundreds of metabolites in complex specimens that include biofluids, tissues, or cells. Recent advances in high-throughput metabolomic approaches have provided an improved understanding of altered metabolic pathways, new gene functions, or the regulation of important enzymes. At the same time, the integration of metabolomics with nutritional science enhances current clinical and research practices by providing a deeper insight into the relationships between various metabolites and health status. Both society and industry insist and push for a mechanistic understanding of the impact of diet on human health. In nutritional metabolomics, the aim is usually to investigate perturbations of the human metabolome by specific diets, foods, nutrients, microorganisms, or bioactive compounds. Although nutrition research encompasses studies on the interaction of foods and nutrients with a range of biological model systems (human, animal, cellular, enzymatic), the concept of nutritional metabolomics employed in this article specifically refers to the application of metabolomics to the analysis of samples derived from human nutritional studies. As metabolomics is fundamentally phenotype-driven, nutritional metabolomics provides better and more individualized biomarkers than most other techniques and is expected to furnish better indicators of dietary effects on a target population or patients. Ultimately, the intertwining of nutrition and metabolomics in nutritional metabolomics aims to achieve personalized prognostic and diagnostic nutrition - making nutrimetabolomics one of the most promising avenues for improving the nutritional care and dietary treatment of patients in the future.
There is a widely acknowledged need for standardization in both nutrition and metabolomics; however, the agreement and implementation of adequate standards is often difficult. These needs become even more evident when considering the overall goals of nutritional metabolomics: health improvement, disease prevention, better clinical practice, formulation of healthy foods, and substantiation of health claims. Fortunately, recent efforts by the international community have allowed agreements on data sharing and a consensus around the proposed standards to be reached.\(^1\) Advances in the “omics” fields have already led to the publication of validated, highly standardized datasets suitable for data mining/sharing and for inclusion in informative systems complying with the FAIR (Findable, Accessible, Interoperable, and Re-usable) protocol.\(^2\) In that context, the international metabolomics community has made efforts to determine standard procedures,\(^3\) to evaluate the analytical performance of untargeted metabolomics,\(^4\) and to identify the needs for infrastructure,\(^5\) including data sharing.\(^6\) The Food Biomarker Alliance (FoodBAll), which includes the authors of this article, participates in this effort by fostering the application of novel metabolomic techniques for human nutrition studies as complement to traditional dietary assessment methods such as food frequency questionnaire and 24-h recall.\(^7\)

There are several challenges in standardizing nutritional metabolomics. Among the most important issues, which greatly influence the validity and usefulness of results, are experimental design and sample definitions (e.g., type and number). Proper design of the experiment is a prerequisite for obtaining a clean dataset, in which systematic errors, random errors, and artifacts are minimized. This supports the production of reliable and reproducible results. Second, sample preparation prior to analysis also represents an important step that should be executed with caution and under standardized and validated conditions, to avoid and/or reduce systematic errors. This is an essential requirement, because many biological samples change over time and are thus unstable during storage. Consequently, their chemical composition can vary greatly. The lack of standardization in the protocols used for sample handling and for acquiring mass spectrometry (MS) and nuclear magnetic resonance (NMR) spectral data (e.g., controlling the pH of a biological sample in aqueous solution before recording the NMR spectrum) could lead to poor reproducibility and/or incorrect interpretation of the recorded data. A third challenge is the diversity of procedures involved in metabolomic data analysis. In untargeted metabolomic experiments, the choice of the algorithms (and their parameters) for metabolic feature extraction (hereafter referred to as ‘feature’) and data processing have a fundamental role in determining the outcomes of the analysis. An incorrect choice at this level will result in an erroneous representation of the chemical information encoded in the raw data (spectra). Problems may also arise in later stages of the analysis if advanced data analysis tools are inappropriately applied or proper validation strategies are not implemented. Indeed, whereas advances in analytical technologies have made MS and NMR particularly attractive and useful to the nutritional metabolomics community, the data analysis protocols used in many metabolomic approaches are still unsatisfying. Today’s ultrasensitive instruments provide analytical scientists an unprecedented opportunity to detect more compounds at lower concentrations, resulting in a larger and larger proportion of unknown compounds to be identified, most of which are not found in available databases. This is particularly true in the field of nutritional metabolomics, where the focus is not only on human endogenous metabolites, but also on food-derived compounds introduced with the diet. Finally, the future evolution of nutritional metabolomics lies in integrating with other evolving “omics” techniques and with other well-defined tools used in disease diagnostics.

Nutritional metabolomics experiments should be thoroughly discussed by all participating stakeholders, such as nutritionists, analytical chemists, statisticians, medical doctors, data analysts, ethical experts, and legislators. These discussions should be undertaken to address or resolve common issues regarding, for example, the expected level of intra- and interindividual variation (metabotype), the uncertainty of measurements, the power of the investigation, the requirements for issuing health claims, etc. There are many opinions on these matters and widely differing approaches - but relatively little guidance or consensus. The aim of this article is therefore to conduct a critical review of this field that combines information available in the scientific literature and the opinions of experts from different scientific areas to provide some guidance regarding nutritional metabolomics methods - from beginning to end.

The structure of this article follows the workflow of an untargeted metabolomic experiment (Table 1). Chapters 2 and 3 describe the study design as well as provide considerations on sampling issues, two generic tasks that are essential to the success of nutritional studies. Chapters 4 to 7 and 9 describe experimental methodologies that require specific considerations depending on the selected (untargeted) technology (GC–MS, LC–MS, NMR). These chapters are summarized in the main text and covered in detail in the Appendices. In particular, they cover the pre-analytical component (sample preparation) as well as four sections on instrumental processing (chromatography, data acquisition, raw data file processing, and compound identification). Finally, Chapters 8 and 10 are devoted to data analysis and biological interpretations, since these topics are common to all three instrumental techniques. Both data analysis and biological interpretation are essential to derive information and to complete a full picture of metabolic changes in the body after a nutritional intervention. As reflected in the structure of this review, the metabolomic workflow in nutritional studies is essentially a linear process spanning from the study design to the biological interpretation of the data. At the same time, this workflow is also a complex process integrating branching into its structure in order to allow for the necessary flexibility associated with the complex analysis of human biology as well as with the wealth of technological solutions made available to researchers. Therefore, this review does not provide a single standardized metabolomic workflow but, rather, presents guidelines and expert opinions for each of the modules building this workflow. Of note, metabolomic technologies are currently also transforming food sciences by allowing an in-depth characterization of food composition. Combing the food metabolome with the metabolome of biospecimens from human studies will further foster nutritional sciences. Food metabolomics is, however, beyond the scope of this article and the reader is referred to reviews on this topic.\(^8\)
2. Study Design

The fundamental prerequisite to ensure robust and trustworthy conclusions from study data is a suitable study outline. By definition, experimental design is the process of planning data acquisition in order to meet predefined objectives and providing the power for a statistically significant answer to the research question. Nutritional metabolomic investigations test a hypothesis dependent on a nutritional pattern or a defined food intake. These investigations range in type from double-blind, randomized, placebo-controlled, nutrient supplementation studies to community-based lifestyle intervention or population-based fortification projects. The study design process should therefore include careful consideration of the hypothesis, study duration, intervention, control and blinding, primary and secondary outcome measures (including assessment of background diet), acceptance criteria, statistical power, eligibility criteria, data collection methodology, and ways of measuring and encouraging compliance.\textsuperscript{[13]}

2.1. Research Hypothesis and Experimental Planning

Experimental design is about maximizing the possibilities of obtaining significant results in relation to the hypothesis being investigated. There are three initial steps in deciding how to proceed with a research idea. The first is to state a precise research question, including the concepts of interest. The second involves brainstorming about the primary and confounding variables and appropriate study subjects. Finally, it is necessary to state a specific, measurable hypothesis from which research designs and methods can be defined.\textsuperscript{[14–16]} The research question and hypothesis to be tested will directly influence all other aspects of the study, including the study design and duration, the treatment/exposure and control concept, the identity of the subjects, and the eligibility/exclusion criteria.

The main difference between nutritional metabolomics and more traditional nutritional studies is the multivariate data output. This is considered to be an important advantage, because multivariate responses allow much more rigorous result validation and give a broader coverage of what is happening during a nutritional intervention. On the other hand, the fact that large metabolomic datasets, in general, consist of much more variables than observational trials makes proper statistical analyses challenging. For this reason, strong input from data analytics at the beginning of study planning is essential.

As with all highly sensitive methodologies, minimization of any type of unwanted variation is important. Unwanted variation can be broadly summarized as biological and technical (pre-analytical and analytical). Variation can arise from differences in sample collection, storage conditions, metabolite extraction, and instrument/stability. Given that biological variance is part of the outcome, failure to minimize unwanted technical variation can have a negative impact on the outcome of any study, thus resulting in the identification of fewer biomarkers or of false (positive or negative) biomarkers. This is especially important for biomarker candidates of low abundance.\textsuperscript{[17,18]}
2.2. Study Design and Duration

Studies need to be sufficiently powered to produce meaningful measurement of specificity and sensitivity, and the use of cross-validation procedures assumes that test subjects need to be carefully selected. In this way, a properly planned study with collection of sufficient metadata (dietary, anthropometric, medication, etc.) should make it possible to avoid the need for a pilot study and to use metabolomics to its full potential.

The selection of the study design depends on the central scientific hypothesis, as well as on the availability of time, ethical issues, economical resources, subject compliance, and the possible role of confounding factors, such as seasonal variations. The study duration should be sufficiently long to allow the tracking of changes in the primary outcome measurements, supported by data from exploratory studies or pilot experiments. At the same time, it is also important to limit the study duration to prevent participant fatigue leading to noncompliance or withdrawal.\[^{15}\]

In principle, there are two main categories of study designs to assess research outcomes: randomized controlled intervention (clinical trials) and observation (e.g., cohort - either longitudinal or cross-sectional, case–control) studies. These two groups are distinguished by the intervention (providing of a particular nutrient, whole food, food group, whole diet, bioactive compound, and/or placebo). Observational studies help generating hypotheses and exploring associations between diet and health outcomes. These studies, however, cannot categorically prove cause-and-effect relationships.\[^{16–18}\]

Interventional study designs can vary from short-term studies, when the immediate effect of the intervention is investigated within few hours to as long as 24 or 48 h postprandial (i.e., meal/food item consumed once), to long-term studies that evaluate the effects of the intervention over a period of weeks, months, or years.\[^{19–21}\] The study setting can also vary, from those in free-living populations to studies conducted in controlled facilities (i.e., hospitals, nursing homes). Nutritional interventions encompass the consumption of a wide range of specific products, including nutrients, food extracts, foods, dietary supplements, etc., which are given to participants at single occasions (e.g., at the beginning of acute postprandial studies) or delivered at home at regular intervals (e.g., every week in case of long term dietary interventions) with instructions on how to prepare and preserve them. The handling of these products (storage, extraction, analysis, etc.) is, however, beyond the scope of this article and the reader is referred to reviews and books on this topic.\[^{22–25}\]

If no information on a defined output variable is available from literature, pilot studies (early exploratory studies) are sometimes necessary to generate essential data for a power calculation. These studies tend to be single-arm, with or without a control group. Pilot studies are a cost- and time-effective way of assessing the potential effects of a food/biomolecules and are considered as a forerunner to controlled studies. Moreover, they help identify challenges in implementing a full-scale trial to evaluate food matrix issues or to ascertain the dose or quantity of food to be consumed. Further, pilot studies form the basis of power calculations for subsequent controlled studies.\[^{26,27}\]

Randomized controlled trials (RCTs) are considered the “gold standard” in nutritional studies. In the case of RCTs, the subjects are randomly assigned to treatment groups (allocation concealment). Additional quality steps in RCTs include the use of blind-
Box 1. Nutritional study designs.

by inter- and intraindividual variation. Biological variability arises from many factors, for example, sex, age, genetic background, circadian rhythm, seasonal differences, menstrual cycle, stress, and gut microbiota. These biological factors may introduce systematic bias. Inter- and intraindividual variations are considerable for each biofluid. Experiments from Rasmussen et al. with urine samples have shown that diet standardization during a 3-day period reduced inter- and intraindividual variations and that effects of diet culture and cohabitation were significantly attenuated following diet standardization. On the
other hand, Welch et al.\cite{Welch2019} showed that a 1-day standard diet followed for 24 h before biofluid collection appeared to reduce variation in first void urine but not in fasting plasma samples. Therefore, in the study of human nutrition, it is important to control and understand the factors that contribute to normal physiological variation. This is done so that normal metabolic fluctuations are not confused with biomarkers representing a metabolic change due to nutritional intervention. In particular, the experimental design should consider the possible presence of subgroups of individuals responding differently to the same nutritional intervention, i.e., having a different metabolotype.\cite{Nyamundanda2020} This consideration directly impacts on the number of participants enrolled in nutritional studies as a higher number of biological replicates is then required. Therefore, it is important to understand the factors underlying this variability and adapt the study design accordingly.

### 2.3. Sample Size

As with any good study design, an estimation of the number of participants (sample size, biological replicates) is essential. The usual methods for sample size estimation require specification of the magnitude of the smallest meaningful difference in the outcome variable. The study must be sufficiently large to have acceptable power to detect this difference as statistically significant and must take into account possible noncompliance and the anticipated drop-out rate. Except of that, the number of participants must also consider intra- and interindividual variations. Higher numbers of biological replicates thus allow for a better characterization of the studied population. However, in metabolomic studies, it is often not known which variables will change and the classical approaches to sample size can normally not be applied.\cite{Nestel2015, Nestel2016}

Nyamundanda et al.\cite{Nyamundanda2020} proposed a method known as MetSizeR for sample size estimation in metabolomic experiments, considering factors such as FDR (false discovery rate) and the availability of pilot studies. The main advantages of this approach include the ability to determine sample size, even when experimental pilot data are not available, and technique specificity (NMR and MS), which can improve the power of the study. More recently, Blaise and colleagues\cite{Blaise2020} developed a method for performing power calculations for metabolic phenotyping. The method is composed of three steps: i) modeling of the distribution of pilot data; ii) introducing an artificial effect; and iii) estimating confidence intervals for performance metrics. Furthermore, a recent update for MetaboAnalyst, a comprehensive web-based tool designed to perform metabolomic data analysis, includes a power analysis module based on an approach originally used for gene expression and requires pilot data.\cite{Tseng2020} Using either of these approaches can help researchers estimate sample size for metabolomics data.

### 2.4. Data Collection and Sampling Methodology

As one would expect from international best practices, studies should follow the CONSORT (Consolidated Standards of Reporting Trials) guidelines for reporting and should accurately define recruitment, inclusion, and exclusion criteria.\cite{CONSORT2010, CONSORT2012} Clear guidelines on how the samples are labeled should be established from the outset.\cite{Nestel2015} From a nutritional metabolomic viewpoint, it is advisable to collect background dietary information on participants in order to characterize their habitual diet in terms of foods and diet composition. Furthermore, detailed characteristics of the population are important to collect but should not be limited to age, sex, BMI, anthropometric data, level of medication use, physical activity, and smoking habits (Table 2). Sample management is a part of process control, and one of the essentials of a quality management system. The quality of the work an analytical laboratory produces is only as good as the quality of the samples it uses for testing. Also, particular care should be given to the labeling of samples. The laboratory must be proactive in ensuring that the samples received meet all of the requirements needed to produce accurate test results. In fact, sample handling, such as collection, labeling, processing, aliquoting, storage, and transportation, may significantly affect the results of the study. For example, if test samples are handled differently from control samples, biased misclassification may occur.

The main information that has to be associated with each sample can be divided into two categories: the information regarding the participant and the specific sample information. This information should be reported in a database that each lab should keep. Each sample, especially in intervention studies, should also report a computer-printed label on the container with the relevant information. Although this seems obvious, there is a large percentage of laboratories employing handwriting. Handwritten labels are difficult to read and are unreliable. The ink can smear and the information can be easily misread,

| Table 2. Collection and labeling of biological samples. |
|----------------------------------------------------------|
| **Information on the participant**                         |
| Gender                                                    |
| Age                                                       |
| Recent diet and supplement use                             |
| Physiological conditions (e.g., menstrual cycle)           |
| Recent smoking                                            |
| Current medication use                                     |
| Recent medical illness                                     |
| **Specific information on the sample**                    |
| Laboratory identification number (anonymized)              |
| Type of sample (blood/urine/feces)                        |
| Study name                                                |
| Time and date of collection                               |
| Volume of aliquot                                         |
| Storage conditions                                        |
| Tests to be performed                                     |
| Precise storage location                                  |
| **Labeling of samples**                                   |
| Study name                                                |
| Participant ID                                           |
| Visit number                                              |
| Sample Type                                               |
| Time-point                                                |
leading to repetitive errors. Some laboratories are now employing barcodes. This labelling method certainly avoids any possible smearing or misreading problems, though it requires special equipment and software.

Blood samples are generally collected after overnight fasting (10–12 h) for biochemical and metabolome analysis, while in the case of postprandial studies, blood samples are taken according to a specific design (e.g., at 0, 30, 60, 120, 180, 240, and 300 min). It is imperative that all blood samples are collected in a similar fashion and according to the correct procedures (Boxes 2–4).

Urine samples are usually collected before blood donation. Depending on the study design and the research hypothesis, first void, spot, or 24 h urines can be collected. Pooled urine samples can also be collected parallel to postprandial blood samples, either by spot sampling at the time of the blood sampling or by pooling the urine samples between consecutive time points. For urine collection, it is essential to pay attention to the chilling procedure and strict protocols should be adhered to. Fecal samples, as a result of human physiology, can be collected less often than urine or blood. If fecal samples are included for analysis by the study design, their collection may occur once per day, usually at the beginning of the study, to reflect the microbiome and metabolome status before intervention, and at the end of study, to observe eventual changes after intervention.\(^\text{[47]}\) The protocols and recommendations for samples collections and preparation are discussed in section 3.2 as well as in Appendix 4, Supporting Information. The hypothesis and objectives may differ substantially from one research work to another, and for this reason the sampling time is set according to the aim of the research. Samples can be collected as: (i) random samples collected at any time; (ii) timed samples used to study time-related trends in nutritional studies, e.g., fasting samples and consecutive time intervals (every half hour or every hour); and (iii) samples collected over 24 h to understand the overall status of the individual. At the sample collection stage due attention to the number and size of aliquots is necessary in order to avoid unwanted freeze–thaw cycles (see Section 3.5 for more details).

3. Sample Characteristics and Preanalytical Processing

3.1. Type of Biological Samples

Blood plasma, serum, urine, feces, saliva, muscle, liver, sweat, exhaled breath, or gastrointestinal fluid all reflect different responses to dietary intakes and, thus, can potentially be used for metabolome exploration. The rationale for selecting a particular biofluid for further analysis will be essential for appropriate physiological and biological interpretation of the observed metabolome. Whereas the selected fluids and tissues report up to a certain point on overlapping physiological phenomena, each of them provide specific insights: plasma and serum on the bioavailability of nutrients, saliva as well as gastrointestinal fluids on food digestion, feces on the interaction of the gut microbiome with food, and urine on clearance effects. Plasma, serum, urine, and feces are frequently used for metabolic profiling in nutrition, while other fluids and tissues are not yet well explored. The salivary metabolome has been measured to investigate the effect of standardizing diet on reducing intra- and interindividual variability in nutritional studies\(^\text{[48]}\) as well as to identify biomarkers of compliance to the Mediterranean diet,\(^\text{[49]}\) whereas breath was used to investigate biomarkers of intake of garlic.\(^\text{[50,51]}\)

---

Box 2. Urine and feces collection. Different collection devices and containers are shown for sampling of spot urine and 24 h urine, as well as faces.
**Box 3.** Pre-storage and aliquoting of plasma/serum and urine.

**PLASMA/ SERUM**

**PRE-STORAGE PREPARATION**

Plasma/serum (top layer) should be decanted as aliquots into micro tubes pre-labelled according to their destination using a transfer pipette, homogenized by vortexing and then aliquoted.

**ALIQUOTING**

- For GC-MS: 3 replicates 150-300 µL each
- For LC-MS: 3 replicates 150-300 µL each
- For NMR: 3 replicates 150-300 µL each
  - + Pooled QC 50-300 µL from each sample, split into few vials

**URINE**

Centrifugation of urine is a necessary step in order to remove human cells/bacteria, as well as other non-cellular components and materials in suspension. Selected volumes of urine should be transferred into appropriate centrifuge tubes and centrifuged at 1800 x g for 10 min at 4°C. After that the supernatant should be aliquoted.

- For GC-MS: 3 replicates 150-300 µL each
- For LC-MS: 3 replicates 150-300 µL each
- For NMR: 3 replicates 150-300 µL each
  - + Pooled QC 50-300 µL from each sample split into few vials

**Box 4.** Pre-storage and aliquoting of feces. Three different ways of feces preparation are presented: fresh feces freezing, fecal water preparation, and fecal powder preparation.

**FECES**

**HOMOGENIZATION OF STOOL SAMPLE:**
- automatic homogenization of a whole plastic bag in stomacher or blender
- stirring of fresh sample with a sterile spatula directly in delivery bag/container
- collecting multiple aliquots of i.e. 20 mg from the same area below the surface of the stool

**PREPARATION OF SAMPLE AFTER HOMOGENIZATION:**
- fresh feces freezing at -80°C
- centrifuging of fresh feces with or without portions of extracting agent (ice-cold PBS, 95% ethanol, etc.) and collection of supernatants (fecal water)
- feces freeze-drying (fecal powder)

**ALIQUOTING**

**Fresh feces freezing**

- For GC-MS: 3 replicates 10-50 g each
- For LC-MS: 3 replicates 10-50 g each
- For NMR: 3 replicates 10-50 g each
  - + Pooled QC 0.5-10g from each sample split into several vials

**Fresh feces centrifuging: fecal water**

- For GC-MS: 3 replicates 300-1000 µL each
- For LC-MS: 3 replicates 300-1000 µL each
- For NMR: 3 replicates 300-1000 µL each
  - + Pooled QC 50-200 µL from each sample split into several vials

**Feces freeze-drying: fecal powder**

- For GC-MS: 3 replicates 50-400 mg each
- For LC-MS: 3 replicates 50-400 mg each
- For NMR: 3 replicates 50-400 mg each
  - + Pooled QC approx. 30-100 mg from each sample split into several vials

Fecal powder is hygroscopic, weigh with caution. Verify the weight of one spatula of fecal powder, and fill eppendorf tube/vial with only approximative amount (i.e. ca 50 mg or 100mg). Take note of exact weight on the sample label.
There is clear evidence that a single biological fluid is not sufficient to decipher the impact of foods or diets on human physiology and health. Consequently, an increasing number of investigations use multicompartiment metabolomic analyses. The following sections focus on the most popular biological fluids, namely plasma, serum, urine, and feces.

### 3.1.1. Serum/Plasma

Blood-derived serum and plasma are the most common matrices used in human metabolomic studies, because they are relatively easy to collect and because the blood metabolome reflects individual changes in metabolism. A decision on the choice of the blood sample (plasma or serum) to be collected during the entire duration of the study should be taken at an early stage of the study design. The essential difference between serum and plasma is that serum is collected after a process of clotting, while plasma is collected without clotting. Serum and plasma are separated from macroparticles in whole blood, including coagulated material and cells, by centrifugation. Serum is less viscous than plasma due to the lack of fibrinogen, prothrombin, and other clotting proteins. However, serum is more prone to ex vivo protein degradation, which generates large numbers of small peptides that can significantly complicate the task of extracting meaningful information. General comparisons of serum versus plasma metabolomes, in terms of reproducibility, discriminative ability, and coverage indicate that they offer similar analytical opportunities (Box 5). However, metabolite concentrations are generally higher in serum, yet still highly correlated between the two matrices. Furthermore, serum reveals more potential biomarkers than plasma when comparing different phenotypes. Therefore, a pragmatic solution must be adopted according to practical considerations.

### 3.1.2. Urine

Urine is an easy-to-access biological fluid composed of endogenous and exogenous metabolites. Urine contains over 95% water. Major urinary solutes are sodium, ammonia, phosphate, sulfate, urea, and creatinine. Furthermore, urine contains a large palette of compounds derived from metabolism in tissues and by microbiota as well as some proteins (globulins). The number of conjugated metabolites in urine is higher than in human blood or serum, because urine reflects the human metabolism at the end of the ADME (absorption, distribution, metabolism, and excretion) nutrikinetic process. The main advantages of urine compared to other biological fluids are that large quantities can be obtained using noninvasive procedures under normal circumstances (self-collected) and sample preparation is easier due to lower protein content. A disadvantage of urine, compared to blood, is that urine volume and thus the overall concentration of urine metabolites may vary by up to a factor of 20. This necessitates sample-specific normalization, either to urine volume or osmolarity. Furthermore, urine samples can
contain cell debris, crystals, and other particles, which may form sediments. Fresh urine samples should, therefore, be gently centrifuged to remove solid particles (see Boxes 2 and 3). Nevertheless, despite this pretreatment, thawed urine samples often still show substantial sediments, which only dissolve if the samples are gently heated or diluted. Sediment particles may impair instrumental analysis. On the other hand, urine sediments may contain a number of relevant metabolites, such as uric acid, cysteine, oxalate, lipid species, and probably many others. Depending on the focus of the study and the intended analysis, it must be decided whether the sediment of thawed urine samples should be removed by strong centrifugation or whether measures should be taken to release the metabolites contained in or adsorbed to the sediment particles.

3.1.3. Feces

Fecal material is a complex biological matrix with a diverse metabolic composition, containing both endogenous and exogenous metabolites with variant polarity. These metabolites include both nonpolar lipids (e.g., fatty acids, triglycerides, and phosphoglycerolipids) as well as polar compounds (e.g., short chain fatty acids (SCFAs), amino acids, bile acids, and carbohydrates). In addition, feces contain both microbial and mammalian cells with numerous enzymes and biological processes continuing during sample collection, storage, and transport. Fecal samples provide direct information about interactions between host and gut microbiota since they carry numerous biochemical compounds derived from the host, the host’s microbiota, and food residuals. With straight links to the dietary pattern and state of health (i.e., gastrointestinal pathologies), feces are an interesting biological matrix for studying metabolic alterations and gaining nutritional–clinical insight. Hence, fecal metabolomics offers significant potential for investigating the impact of the environment (exposome) on the regulation of host metabolism and for understanding the underlying mechanisms controlling the colonic–systemic axis in the metabolism of various food components. An advantage of the fecal sample is the fact that it can be obtained noninvasively in relative large quantities (see Section 3.2.3 and Boxes 2 and 4).

3.2. Sample Collection and Prestorage Sample Preparation

The preanalytical phase, comprising sample collection, post-collection sample processing, and storage, is a major source of variability in metabolomics. This is particularly relevant in large-scale multicenter studies or when using samples coming from biobanks. Therefore, the implementation of standard operating procedures (SOPs) throughout the entire metabolomic pipeline in order to ensure good reproducibility and repeatability is mandatory. In this sense, some general considerations, regardless of the type of sample investigated, should include the choice of the correct sample-collection container and the metabolic quenching protocol. Sampling devices usually contain additives that may generate confounding peaks in metabolomic profiles and cause ion suppression when MS is used as detector. Thus, it is recommended that sample tubes/containers from a single manufacturing batch are used for a complete study, whenever possible. Moreover, sample tubes/containers should be checked before initiating the study to ensure that no chemicals are present or leaking from the tubes into the samples, as this may affect the subsequent analysis. Blood collection tubes can introduce numerous exogenous interfering compounds into blood samples, mainly when anticoagulants are employed for obtaining plasma samples. Therefore, collection kits must be carefully selected in order to minimize matrix effects. Urine samples are usually collected using bare polypropylene containers of the required volume.

The application of a metabolic quenching protocol after sample collection is crucial to inactivate enzymatic reactions, which is necessary to obtain an accurate picture of the metabolome at the time of sampling. It has been demonstrated that residual enzymatic activities and chemical reactions induced by air oxidation and light can induce significant metabolic alterations during sample processing, including depletion of easily oxidizable species, conversion of labile metabolites (e.g., energy-related metabolites, nucleotides), and increased lipid hydrolysis among others. The metabolic quenching of biofluids is usually achieved by snap-freezing in liquid nitrogen, since many metabolites have a very short half-life. The use of dry ice for this purpose is not recommended, since the solubilization of carbon dioxide may cause nonreproducible changes in the sample pH, which has important consequences on subsequent chemical analysis.

3.2.1. Serum/Plasma

Plasma is obtained from nonclotted whole blood by separating all blood cells from the liquid part by centrifugation, for which several anticoagulants can be used as described below. On the contrary, serum is obtained from clotted whole blood by sedimenting the clot containing blood cells and clotting proteins. Independently of the sample type, it is noteworthy that a consistent blood sampling site must be used throughout the whole study, since venous and arterial blood have shown different metabolic compositions (see Box 3).

There are two systems for blood collection: vacuum (e.g., Vacutainer tubes) and aspiration (e.g., Monovettes). In many metabolomic studies, Vacutainer tubes are used due to the safe and standardized way of blood collection. The vacuum in the tubes ensures a constant volume of blood collected that cannot be influenced. Other researchers prefer the use of Monovettes, with which an experienced phlebotomist can control the vacuum to adapt to the veins of the volunteer and reduce the risk of hemolysis (i.e., lysis of red blood cells). In any case, the blood collection tubes should not be shaken while handling and the time of collection should be recorded. Each tube should be filled up as much as possible (to ensure a reproducible concentration of anticoagulant in the samples) and inverted gently at least eight times after collection. Plasma tubes should be placed horizontally “on” ice (not “in” ice) to prevent red cell lysis and to reduce protease activity, whereas serum tubes should be incubated for 30 minutes at room temperature (RT) to allow for clotting. If other tubes are collected, for example to characterize the subject’s
nutritional status (measurement of serum glucose, lipids, etc.),
the tubes intended for metabolomic measurement should be
collected first, to prevent potentially lysed cells in the needle from
contaminating the sample. Plasma samples can immediately be
processed after blood collection, but serum requires a previous
clotting step at RT that can introduce great metabolic variability.
The time needed for clot formation (30 min) facilitates the en-
zymatic conversion, degradation, and loss of several metabolites,
as well as the release of numerous compounds into serum from
activated platelets, as previously reported.[55–57] Therefore, the
implementation of SOPs is particularly important when serum sam-
pies are collected, paying particular attention to the use of the
same clotting time for all samples along the study. The delay time
and storage temperature between blood collection and centrifu-
gation also have a large impact on metabolomic profiles. Boyan-
ton et al.[56] analyzed the stability of 24 compounds in plasma
and serum stored at RT in contact with cells and after centrifuga-
tion. The authors found significant changes in the metabolome
when cells were not removed. Similarly, Kamlage et al.[75] dem-
strated that a high number of metabolites are significantly altered
as a consequence of prolonged processing times at different tem-
peratures, including signaling metabolites, lipids, carbohydrates,
and amino acids. However, the most important changes can be
associated with energy-related metabolites (i.e., increased lactate,
decreased glucose, and pyruvate), which could be attributable to
the anaerobic metabolism of erythrocytes.[76–78] Thus, as a general
recommendation, blood processing times should be reduced to
the minimum (preferably no longer than 2 h) and samples should
be kept cool in the meantime.

Although manufacturers recommend centrifugation time and
speed, still different centrifugation protocols alter the biochem-
istry of the samples through different amount of platelets
remaining in the plasma. Indeed, significant differences in platelet
count, together with alterations in NMR and HRMS
metabolomes, related to the different centrifugation protocols
were recently found.[79–81] Yazigi Junior et al.[79] reported that the
greatest platelet enrichment was obtained after two rounds of
centrifugation at 400 × g and 10 min. In addition to the num-
ber of centrifugation cycles, the centrifugal force significantly influ-
enced platelet enrichment, with a centrifugation protocol at
1500 × g for 10 min producing a higher platelet enrichment than
at 3000 × g for 5 min. As a protocol at 3000 × g for 5 min resulted
in lower platelet counts, the authors assumed that the centrifugal
force recompenses the effect of the centrifugation time. More-
over, in the NMR analyses, the plasma content of free glutamine,
as well as of different lipid classes (i.e., glycerophosphocholines
and sphingomyelins) in untargeted UPLC–QTOF-MS analyses,
respectively, while serum proved to be the best option for the metabolic
profiling of polar compounds. A couple of years earlier, Barri and
Dragsted[86] found that differences between plasma preparation
types were primarily related to ion suppression or enhancement
caused by citrate and EDTA anticoagulants. Mass spectral char-
acteristics of sodium formate and potassium formate ion clusters
were detected in citrate and EDTA plasma samples respec-
tively. These originate from formate in the mobile phase and
Na+ (in Na-citrate tubes) and K+ (in K-EDTA tubes). It was also
reported that the anticoagulant counter cation (Na+ or K+) can
make some metabolites more dominant in electrospray ioniza-
tion (ESI)–MS. Moreover, polymeric material residues originating
from blood collection tubes for serum preparation were only
observed in serum samples.[86] Hence, the choice of the best an-
ticoagulant in metabolomic research is still a subject of debate.

Finally important preanalytical issue to consider during blood
collection and processing is the hemolysis of blood samples.
This results in the contamination of plasma and serum samples
through the release of hemoglobin and other intracellular
components from erythrocytes. Common causes of hemolysis
include long application of the tourniquet, strong aspiration,
vigorous shaking of the blood collection tube, excessive cen-
trifugation speed, and exposure to inappropriate temperature.
Thus, special care must be taken during drawing and handling
of blood samples. The breakdown of blood cells strongly alters
metabolic profiles of blood-derived samples by increasing the
concentrations of numerous metabolites coming from the intracellular space as well as by inducing the degradation of some compounds by the action of released enzymes. For this reason, the use of hemolyzed samples should be avoided in metabolomic studies.

3.2.2. Urine

Urine samples should be collected in containers that do not to release plasticizers or other compounds into the sample (see Box 2). Generally, for metabolomic analyses no preservatives should be added to the container, but urines should be kept cool (≤ 10 °C) until processing.

Different sampling modes can be used to collect urine samples depending on the purpose of the experiment, including spot sampling, timed sampling at preset intervals, or collection of 24-h urine. The sampling time, however, may affect sample collection. Spot urine samples can be directly collected in an appropriate container at any time of day and put on ice or in the fridge until processing. For this purpose, the collection of mid-stream urine is normally preferred in order to minimize the presence of contaminants (e.g., bacteria, particles). On the other hand, timed sampling can be used to investigate the excretion pattern of metabolites during intervention studies or to monitor metabolic oscillations associated with the circadian rhythm. In that case, if subjects need to urinate before the time point for the next collection, they should collect this urine in a jug and transfer it to a 2.5 L urine container that must be kept on ice or refrigerated until urine collection at the subsequent collection time point. These urine samples should then be pooled as one sample before processing. Finally, the use of 24-h urine allows one to obtain an overall picture of metabolic excretion, by eliminating the large variability observed over shorter sampling times. However, the collection of 24-h samples is cumbersome, since all urines from the day must be collected in jugs and transferred to 2.5 L urine containers, which must be kept cool by placing them on ice, in a refrigerator or in a cool bag. After 24-h collection is completed, the volume of the whole urine samples should be measured and recorded.

The addition of preservatives offers another route to enhance the stability of samples such as urine, which are prone to bacterial contamination during collection and storage. In practice, the most common preservatives are boric acid and sodium azide, but their use in metabolomics research is under debate. In this context, it has been demonstrated that borate causes slight alterations in NMR urinary metabolomics profiles as a result of the formation of complexes with hydroxyl and carboxylate groups from some metabolites (e.g., mannitol, citrate, and hydroxyisobutyrate). However, these changes were negligible in comparison with interindividual variations and the authors of this study proposed that this method of preservation is fit for purpose in metabolomic studies. Saude and Sykes proposed that sodium azide should be added to all urine samples in order to stabilize metabolomic profiles acquired by NMR. However, other authors note that the use of this preservative is not mandatory if urine samples are correctly stored. In this line, Bernini et al. observed that the combined application of a mild pre-centrifugation step and filtration shows higher performance for bacterial removal than the use of azide. Accordingly, the general recommendation of the European Consensus Expert Group is to avoid the use of additives to urine.

For processing of all types of urine samples, a centrifugation or filtration step is recommended in order to remove sediments: primary (cell debris, bacteria, small molecules) and secondary (artifacts created due to freezing and thawing), as well as to eliminate other noncellular components and materials in suspension. In this regard, Saude and Sykes found that filtration is effective in conserving the urinary metabolome, although caution must be taken due to possible losses of larger metabolites. More recently, it has been demonstrated that the application of a mild pre-centrifugation step combined with filtration is the best protocol to avoid urine contamination with compounds derived from cellular components. However, filtration can lead to adsorptive losses of some metabolites; so the most common procedure for urine processing is simple centrifugation. For this, the required volume of urine should be transferred into appropriate centrifuge tubes and centrifuged at 1800 × g for 10 min at 4 °C. The supernatant can then be decanted into the required number of pre-labeled Micro-plastic tubes or Falcon tubes and the rest of the sample discarded, storing all aliquots immediately at –80 °C.

3.2.3. Feces

Fecal material a relatively new matrix for metabolomic profiling. As a noninvasive matrix, feces can be self-collected by volunteers using collection kits that consist of a sterilized wide-mouth plastic bag and a plastic container (i.e., Exakt Pak canister), comfortable special stool specimen collection units (i.e., Fecotainer, Suesse, Labortechnik, Gudensberg, Germany; Fisherbrand Commode Specimen Collection System, Diagnolab, CA, USA) or even a freezing toilet operating at –30 °C (see Boxes 2 and 4). Participants must be carefully instructed to avoid stool contamination with water, urine, or other materials (e.g., toilet paper). The samples are collected directly inside sterilized plastic bags or a Fecotainer, sealed with a clip or cover, and placed immediately in sealed insulated containers. Frequently stool samples are produced in participants homes, thus intermediate storage in a domestic freezer is a practical solution prior to pick-up from participants. Even in cases where a common household freezer is available, in studies where human participants are asked to self-sample and ship to a laboratory, samples may experience temperature fluctuations during storage (as home freezers undergo automatic defrost cycles; typical temperature ranges vary from –20 to –2 °C) or during shipping, allowing samples to thaw. In regions with extreme temperatures or in cases of freezer failure, samples may additionally be exposed to extreme heat. However, it is unknown how a domestic freezer and temperature fluctuations affect the accuracy of further metabolomic analysis. As a general rule, containers should be delivered to the laboratory as soon as possible for further storage. The elimination of microbial activity in fecal samples prior to metabolomic analysis is crucial for achieving good metabolomic coverage and warranted by the storage of fecal samples at –80 °C and lyophilization prior to extraction.
For example, SCFAs may undergo bacterial fermentation and the results may be drastically affected by time and temperature fluctuations. For this reason, the adherence to well-defined preanalytical protocols is definitely required for this particular matrix.

Fecal samples reflect diet–gut microbiota–host interactions covering a time span from several hours to a few weeks. Sometimes, it can be difficult to collect fecal samples together with urine samples (i.e., 24-h) or plasma samples (i.e., fasting blood) due to the physiological characteristics of participants (sever/mild constipation, fecal impaction, mild diarrhea). The volume of fecal samples may vary from few grams up to several hundred grams. Likewise, the state and water content can show large variation, in particular with transit time (seven stool types according to the Bristol Stool Chart). Moreover, Gratton et al. [98] and Santiago et al. [99] found significant differences in metabolite profiles and microbial composition between the top, middle, bottom, and edge positions of stool samples. For this reason, the homogenization of the sample and selection of a representative part of the stool sample are important factors prior to aliquoting and freezing. [98,100,101]

Several methods for fecal pre-preparation exist for storage, including: i) fresh feces freezing at −80 °C; ii) centrifuging of fresh feces with or without portions of extracting agent-fecal water; or iii) freeze-drying (fecal powder). [96,97,102,103]

The easiest method for fecal storage is homogenization of the fresh stool sample by stirring with a sterile spatula directly in the delivery bag [104–106] and then aliquoting a few milligrams to a few grams into feces tubes (i.e., Sarstedt) and storing at −80 °C. [97,105,107,108] Le Galle et al. [108] described a method that involved collecting multiple fecal aliquots of 20 mg from the same area below the surface of the stool, thereby improving representativeness of the sample. For high volumes, where homogenizing manually by spatula is difficult, a stomacher blender can be used that automatically homogenizes samples in the delivery bag for a certain amount of time (i.e., 2 min).

For the extraction of polar metabolites, feces can be transformed into fecal water and then stored at −80 °C. Fecal samples should be homogenized with a buffer for few minutes and then centrifuged for 2 h at 35 000 × g at 4 °C. The supernatant is usually decanted, sterile filtered (Millipore, 0.8/0.2 mm), aliquoted in 1–2 mL portions, and stored at −80 °C until analysis. A very important aspect in the preparation of fecal water is the selection of an appropriate feces volume over weight ratio. It is strongly recommended to select relatively large quantities of stool (e.g., 15 g) for fecal water preparation, in order to compensate for the eventual inefficiency of fecal homogenization due to the significant variation of the types of human fecal matter.

Prestorage treatment and homogenization of fecal material is frequently done directly in ice-cold phosphate-buffered saline (PBS) by mixing representative volumes of feces with 2 volumes of PBS buffer. [96,97,102] It has been shown that the addition of 95% ethanol, water/methanol, or twice distilled water tends to improve the overall recovery of fecal metabolites [96,97,105,107,109,110]. Such prepared fecal slurry (fecal water) should be vortexed and ultracentrifuged at 35 000 × g for 2 h at 4 °C and the supernatant filtered, aliquoted, and stored at −80 °C. Ultracentrifugation of feces and fecal slurries is crucial for sedimenting particles.

As an alternative, fresh feces can be transformed in fecal powder. Gorzelak et al. [100] successfully applied this technique starting from ground freezing (−80 °C) in liquid nitrogen of entire stool samples using a mortar and pestle until the sample was a fine powder. From the powder a collection of subsamples were prepared and stored at −80 °C. [100] Similarly, Vanden Bossche et al. [63] and Van Meulebroek et al. [111] proposed protocols for untargeted polar metabolomic and lipidomic analysis of feces, where fecal samples were frozen at −80 °C for 1 or 2 days and lyophilized, prior to aliquoting and final storage at −80 °C. Freeze drying in sample preparation may remove the water from the sample, thus minimizing the effect of confounding factors for NMR spectroscopy. [112] However, freeze drying may also potentially decrease the content of volatile compounds such as SCFAs, [102] which may be of interest as potential biomarkers, [109] In this context, proper execution of the freeze-drying process and the absence of any defrosting is crucial as freeze drying was shown to deliver the richest fecal metabolomes (over 9000 compounds) in recent untargeted studies. [63,111]

### 3.3. Aliquoting

Aliquots should be prepared at the moment of sampling, when serum/plasma and urine (see Box 3) or feces (see Box 4) are obtained from volunteers, in order to minimize subsequent freeze–thaw cycles, which affect sample quality. As previously mentioned, all samples collected throughout a metabolomic study must be aliquoted in tubes from the same manufacturer to avoid any analytical bias. Aliquots should be prepared according to the study design and number and types of tests to be performed. It is strongly recommended to have at least three aliquots dedicated to each test (i.e., three aliquots for an LC–MS assay, three aliquots for a GC–MS assay, etc.) (Box 6). The generation of a number of extra aliquots is highly recommended in order to allow for eventual additional analyses (e.g., identification of newly discovered biomarkers) that may turn out to be necessary or interesting at later stages. The volume of one aliquot should fit the volume of biological fluid used for extraction or analysis. In particular, for LC–MS assays involving between 50 and 100 µL of biofluid for extraction, the aliquot should be 150–300 µL. This allows for precise pipetting and QC preparation. Storage containers should be chosen according to the chosen storage temperature, volume of aliquots, and sample processing procedures. For example, not all sample tubes are suited for storage in liquid nitrogen. G cryovials, however, have different sizes than standard microvials and cannot be centrifuged in the same rotors. In any case, it is important to ensure that the same tubes are used throughout the study or project and that the tubes do not leak substances that can interfere with metabolomic analyses.

In preparing aliquots, we suggest filling storage vials at ≈80–90% of their volume, in order to avoid air storage and the prompt conservation of the aliquots at the lowest possible temperature (e.g., −80 °C) (Boxes 7 and 8). Alternatively, prompt freezing at −20 °C and transferring samples to lower temperatures for long-term storage within 1 week does not negatively affect sample integrity. Of note, the CO2 sublimating from the dry ice can acidify samples, which is highly undesirable in NMR-based
metabolomics as this technology is sensitive to shifts in pH.[72]
In situations where samples are not aliquoted immediately after collection or in situations where samples need to be thawed in order to divide already frozen samples into smaller aliquots for several different analyses/procedures, or for pooled QC sample preparation, thawing samples on ice, followed by prompt redistribution of the larger sample into several smaller aliquots and prompt refreezing until analysis, should minimize any variability that could be introduced by additional handling. Recording this deviation from the SOP is required as such information may later allow one to account for unexpected variance in the dataset.

3.4. Storage

In general, urine, plasma/serum and fecal samples should be transferred into cryovials immediately after collection and kept at −80 °C in an ultra-cold freezer or in liquid nitrogen tanks until analysis with continuous monitoring of temperature and storage data. In case of 24-h urine or fecal samples collected at the volunteer’s home, when the sample collection is not immediate as in case of plasma/serum, samples in container should be stored in volunteer’s refrigerator at 4 °C in order to lower enzymatic and bacterial activities. Once the collection of
24-h urine or fecal samples is accomplished, the samples should be transported to the laboratory, preferably on ice, or in a cooling bag. In the laboratory, samples should be prepared according to their destination, and stored at −80 °C (see Boxes 7 and 8).

For long-term stability of biological fluids for untargeted metabolomics, freeze–thaw cycles need to be avoided. However, in many cases the availability of −80 °C freezers is limited in clinical settings, so temporary freezing at −20 °C is often necessary before the shipment of samples to biobanks. For this reason, numerous studies have been conducted over the past few years with the aim of evaluating the stability of the entire metabolome under different storage conditions. Some authors have demonstrated that the storage of urine samples in the fridge (4 °C) or by using cool packs (10 °C) is possible for 24–72 h without significant degradation of urinary components. It has also been shown that long-term storage of urine at either −20 or −80 °C, for up to 6 months, usually yields comparable metabolic profiles. On the other hand, Živković et al. found in a recent study that levels of volatile metabolites show a time-dependent decrease over time if urine samples are not deep frozen, which is of great importance in GC–MS-based metabolomics. In any case, it should be noted that even urine stored at −80 °C can suffer slight metabolic alterations, especially during the first days of storage. As a result, some authors recommend a 1-week minimum period of storage to ensure a consistent degradation of urinary components in all samples across the study cohort in order to facilitate their comparison.

Regarding plasma and serum, there is a clear consensus about the metabolome’s instability in nonfrozen samples because of the high concentration of enzymes. Clark et al. reported changes in fat-soluble vitamins and various plasma analytes (albumin, apolipoproteins A1 and B, cholesterol, HDL, total protein, triglycerides, alanine transaminase, creatine kinase, creatinine, and γ-glutamyl transferase) when whole blood was stored over several days at room temperature (RT). Similarly, a recent NMR-based metabolomics study revealed a large impact on lipoproteins and choline compounds in plasma samples stored at RT for more than 2.5 h, while sample refrigeration at 4 °C only preserves metabolite profiles for up to 24 h. Anton et al. also examined the effects of different storage conditions (RT, dry ice, wet ice, for 12, 24, and 36 h) on the concentrations of 127 metabolites in serum. These authors found a clear signature of degradation in samples kept at RT (lysophosphatidylcholines, phosphatidylcholines, decadienylcarnitine, arginine, glycine, ornithine, phenylalanine, serine, leucine, isoleucine, ornithine, phenylalanine, and serine), while storage on wet ice led to less pronounced concentration changes. Therefore, the most common procedure for long-term storage of blood-derived samples and urine is deep freezing at −80 °C, although some authors have described that samples stored at −20 °C can also be stable for short periods (i.e., a few weeks or months). Finally, some studies investigated the stability of plasma samples at −80 °C over multiple years (5 to 17 years), concluding that some metabolites, especially amino acids, acylcarnitines, glycerophospholipids, sphingomyelins, vitamins, and hexoses suffer from long term storage, with changes in concentration varying between +13.7% and −14.5%, while analysis of plasma samples after 14 to 17 years showed no significant differences using an untargeted ultra performance liquid chromatography (UPLC)-TOF approach.
3.5. Thawing

Before analysis, samples need to be thawed. Plasma or serum samples are thawed by many researchers at 4 °C overnight (see Box 8). This often yields lumps of heat shock proteins. Thawing blood samples at RT reduces the formation of lumps/clots but increases the risk of enzymatic reactions or other changes to the samples. Feces and fecal water should be thawed in controlled and gradual manner to avoid extensive exposure to RT. Gradual thawing in a fridge overnight or by placing samples on ice reduces fermentative processes and enzymatic activities. The choice of the thawing method in this case depends on size and quantity of aliquots. A few grams of feces requires longer thawing time than, for instance, 500 µL of fecal water, which can be defrosted within 30 min. Additionally, it is important to note that the metabolic composition of feces suffers more from changes in temperature than fecal water.[98]

Not all metabolites are equally sensitive to pre-analytical handling conditions. Therefore, sample stability during thawing must be ensured. Several authors have assessed the impact of freeze–thaw cycles on the quantity of different metabolites in plasma and serum samples, including lipids and some amino acids. For example, Anton and co-authors[122] performed a series of experiments in which several freeze–thaw cycles were followed by a targeted metabolomic approach (180 metabolites) to assess its impact on the serum metabolome. Except for minor increases in glycine, methionine, tryptophan, phenylalanine, and tyrosine, no major changes were found in concentrations of the 127 metabolites in serum after four freeze–thaw cycles. The slight increase in phenylalanine and other amino acids may indicate some protein degradation, which occurs during thawing and refreezing and reflects some ongoing metabolism. In this context, Wood et al.[128] found two fatty acids, namely docosahexaenoic acid (DHA) and eicosapentaenoic acid (EPA), are stable for up to three freeze–thaw cycles, while arachidonic acid increased significantly at the third freeze–thaw cycle. Zivkovic and co-authors[116] also studied changes in serum lipid composition, with up to three freeze–thaw cycles. Minor alterations were observed following three cycles (<1% of monitored metabolites), which could be caused by enzymatic hydrolysis and synthesis, enzymatic transfer of lipids between lipoproteins, and nonenzymatic oxidation. Similarly, other authors also found that no more than three to four freeze–thaw cycles are tolerated, as beyond this number significant alterations can be introduced in metabolic profiles.[119,129]

Interestingly, the effect of thawing is strongly sample-dependent, with a larger impact on lipid-rich samples.[119] In particular, Fliniaux et al.[139] observed a visible impact of five or ten freeze–thaw cycles on the metabolic profiles of serum samples, measured using an untargeted proton NMR spectroscopy approach. By contrast, Cuhadar et al.[123] reported good stability of 17 routine chemistry analytes in serum for up to ten freeze–thaw cycles (aspartate aminotransferase, alanine aminotransferase, creatine kinase, gamma-glutamyl transferase, direct bilirubin, glucose, creatinine, cholesterol, triglycerides, and HDL) while others changed significantly (blood urea nitrogen, uric acid, total protein, albumin, total bilirubin, calcium, and lactate dehydrogenase).

As a general rule, urine stability upon repetitive freeze–thaw cycles seems to be higher compared to serum and plasma. LC or UPLC–MS metabolomic profiles of urine are not affected by the thawing of samples for up to nine freeze–thaw cycles.[113] However, Saude and Sykes[92] previously found that urines thawed twice a week during 4 weeks show reduced metabolic stability. More recently, the stability of urinary volatile metabolites was investigated with regard to different storage conditions and freeze–thaw processes. The authors of these studies found that more than two freeze–thaw cycles may impact GC–MS metabolite profiles.[116,130] To ensure good reproducibility, it is advisable to thaw urine on ice or overnight in the fridge and to keep samples on ice during extraction. The latter process should be initiated as soon as the samples melt in order to avoid microbial growth.

Neither fresh feces nor fecal water stored for further metabolomic analysis should be subjected to unnecessary freeze–thaw cycles. Fresh fecal samples thawed to RT risk enzymatic activity that can affect the metabolic profile of the sample. Grattan et al.[206] found that alanine, lysine, leucine, isoleucine, and uracil were elevated after the second freeze–thaw cycle of fecal water and these changes persisted after the third freeze–thaw cycle. They also noticed increased levels of phenylalanine and decreased levels of N6-acetyllysine.

It is generally recommended to keep the number of freeze–thaw cycles of all biological fluids to a minimum, for which proper aliquoting of samples after their collection is crucial. However, if re-aliquoting of frozen samples is unavoidable, stepwise thawing at 4 °C and immediate refreezing is advisable. Furthermore, a correct study design should consider the use of samples with the same number of freeze–thaw cycles for comparison purposes.

3.6. Quality Control

3.6.1. Quality Control Samples for GC–MS and LC–MS Analyses

A major challenge in GC–MS and LC–MS metabolomic analyses is the handling of analytical variability. To date, test mixtures, internal standards, and pooled quality control (QC) samples have commonly been used in order to monitor metabolomic workflows[208] (Boxes 9 and 10). QC samples in the context of metabolomics have been described in earlier studies.[131–133] The repeated analysis of QC samples serves several purposes: i) the general monitoring of the performance of the analytical system, for example, concerning retention time (tR) and signal intensity stability, mass calibration, etc.; ii) the determination of a method’s overall precision (including sample preparation, intra-day and inter-day) if several QC sample aliquots are prepared independently per batch; and iii) the calculation of QC sample-based drift correction functions aiming to remove systematic trends and batch effects (see more information regarding batch effect and signal drifts in Chapter 8).

The QC samples should be representative of the qualitative and quantitative composition of the samples being analyzed in the study. A pooled QC sample can be prepared at the time of sampling, directly from the vactuator/container while other aliquots are created. Alternately, the sample can be prepared at the time of sample extraction, by taking a part of the biological fluid or extract from each sample. The pooled QC sample can
Box 9. LC-MS analysis: preparation of QC samples and injection queue.

Extraction with 96 well plate, preparation of ca. 200 samples/day for LC-MS

QCs extracts are combined in one QC pooled vial, and injected multiple times along injection queue. This quantity is sufficient to cover injections of full sample set at least twice – in both ionization modes. It is recommended to split this QC pooled vial into smaller aliquots.

Example of injection queue, with double QCs injections incorporated every 10 samples. Depending on chromatography time duration, QCs can be incorporated more or less frequently.

Examples:
- Run time is 12 min: double QCs every ca. 8/10 injections
- Run time is 5 min: double QCs every ca. 20 injections

**RANDOMIZATION**

**IT’S A MUST !!!**
be preserved in a single vial/container. However, it is strongly advisable to split the pooled QC sample into several aliquots of sufficient volume (i.e., 5 mL aliquots)\(^{[131–133]}\) to avoid too many freeze–thaw cycles (see Box 8) and to allow for multiple extractions at later stages (e.g., future analyses). The pooled QC sample should be prepared and extracted in the same way as the rest of samples from the study according to the SOP. For small to medium studies (up to 500 samples) aliquoting of 50 or 100 \(\mu\)L from each sample guarantees a sufficient volume of pooled QC sample. Extraction of study samples, QCs, and blanks must be organized carefully, and depends on complexity and duration of extraction method. In LC–MS assays, where 96-well plates can be used, a high number of samples can be prepared at once (i.e., 200 per day). It is thus possible to extract the pooled QC sample, i.e., 20–30 times at the beginning of the first well plate and combine extracts into a single vial. Such a strategy allows one to obtain several milliliters of pooled QC extracts. This QC extract is then injected multiple times at regular intervals during instrumental analysis run (e.g., two QC injections every five of eight samples) and algorithms aimed at discarding noisy features or reducing sample-to-sample or batch-to-batch variations in signal intensity from these injections are then applied during data processing\(^{[17,131–141]}\) (see Box 9). High volumes of the extracted pooled QC sample are particularly important when the full sample set is being injected more than once, for example, separately in the positive and negative ionization mode. Furthermore, if the QCs are prepared independently several times per day or batch, intraday/intrabatch and interday/interbatch method precision can be calculated for all the analytes detectable in the QCs. In case of long extraction methods (i.e., liquid–liquid extraction or derivatization procedures), where a limited number of samples can be extracted per day (i.e., 10–15 d\(^{-1}\)), it is impossible to prepare a high volume QC extract at the beginning of whole extraction process. In these cases, the pooled QC sample must be extracted every day, together with blanks, and consecutively injected on a daily basis. This is particularly true for GC–MS metabolomics: a repeated injection of derivatized (especially trimethylsilylated) extracts is not recommended due
to their limited stability (see Box 10). In addition, derivatized extracts can be affected by the increased formation of artefacts such as siloxanes after penetration of the GC vial septa by the injection needle. For these reasons, an appropriate organization of QC sample preparation and injection is of key importance to reduce noise intensity, to reduce differences between samples or batches, and for a correct determination of variations in all processes involved in data acquisition (e.g., $t_R$ and abundance) and data preprocessing (e.g., feature extraction)\textsuperscript{[17,131–139,142]} (see Boxes 9 and 10). We recommend a double QC sample injection along the injection queue, as the trend estimation based on a mean of two injections is more robust.

If it is not possible to create a pooled QC sample due to limited sample volume or if the study involves thousands of samples to be collected over several months or years, then an alternative QC sample should be used. In the case of a large study (i.e., greater than 500 samples), the QC may be prepared from the first batch of samples collected. However, the recruitment of subjects should be randomized and the samples should be representative of the entire study group. Alternatively, a commercially available QC sample may be used, for example, pooled human serum and urine can be purchased from commercial suppliers. Preparation of the QCs should follow the same sample procedure performed in the preparation of the biological study samples, and the number of freeze–thaw cycles should be standardized for the QC and biological study samples.\textsuperscript{[131–133]} If neither a pooled QC nor a commercial alternative is available, (i.e., for samples with low volumes such as tears or bile), a synthetic substitute may be used. The synthetic substitute should comprise a metabolite mix that includes multiple representatives from each class of metabolites expected in the study samples. The synthetic QC should be prepared under identical conditions as the study samples.

The frequent injection of QC samples has proven to be quite efficient for correcting small variations like batch effects. But this only solves part of the problem since some types of variation, reduce noise intensity, to reduce differences between samples or batches, and for a correct determination of variations in all processes involved in data acquisition (e.g., $t_R$ and abundance) and data preprocessing (e.g., feature extraction)\textsuperscript{[17,131–139,142]} (see Boxes 9 and 10). We recommend a double QC sample injection along the injection queue, as the trend estimation based on a mean of two injections is more robust.

If it is not possible to create a pooled QC sample due to limited sample volume or if the study involves thousands of samples to be collected over several months or years, then an alternative QC sample should be used. In the case of a large study (i.e., greater than 500 samples), the QC may be prepared from the first batch of samples collected. However, the recruitment of subjects should be randomized and the samples should be representative of the entire study group. Alternatively, a commercially available QC sample may be used, for example, pooled human serum and urine can be purchased from commercial suppliers. Preparation of the QCs should follow the same sample procedure performed in the preparation of the biological study samples, and the number of freeze–thaw cycles should be standardized for the QC and biological study samples.\textsuperscript{[131–133]} If neither a pooled QC nor a commercial alternative is available, (i.e., for samples with low volumes such as tears or bile), a synthetic substitute may be used. The synthetic substitute should comprise a metabolite mix that includes multiple representatives from each class of metabolites expected in the study samples. The synthetic QC should be prepared under identical conditions as the study samples.

The frequent injection of QC samples has proven to be quite efficient for correcting small variations like batch effects. But this only solves part of the problem since some types of variation, caused by reductions in sensitivity, or the fact that different compounds or compound classes exhibit different drift patterns, are almost impossible to correct afterwards.\textsuperscript{[17,131–139,142]} To account for or to minimize this variation, action must be taken prior to the analytical run. For example, a systematic scheme for the sample run order should be created by combining the experimental design with randomization.

As mentioned earlier, QC samples should be analyzed intermittently throughout the analytical experiment. As they correspond to identical samples being analyzed multiple times, the data acquired from the QC samples can be used to determine the within-experiment precision. Following signal correction, calculation of the RSD (relative standard deviation) for each feature and the percentage of QC samples in which the feature was detected is applied for quality assessment. The percentage detection rate defines whether the feature is consistently detected or not, with an acceptance criterion of 50% being applied. If the feature is detected in fewer than five out of ten QC samples, then the data for that feature is removed.\textsuperscript{[123]} In terms of RSD limits, the cutoff level depends on the analytical platform, i.e., an RSD $<20–30\%$ for UPLC–MS and an RSD $<30\%$ for GC–MS are generally accepted. The higher acceptance limit for GC–MS reflects the greater number of processing steps for GC–MS studies (e.g., chemical derivatization), lower injection volumes, and the reproducibility of GC injectors that creates a greater between-sample variation.\textsuperscript{[131,132]} This feature filtering step removes non-reproducible features before data analysis.

### 3.6.2. Randomization

One challenge in metabolomics is the analysis of large sample cohorts or samples measured at different points in time. This is because analytical drift often introduces a bias that obscures the data analysis. This includes common situations such as comparing matched sample pairs (e.g., control vs. case or pre- vs. post-intervention) and matched sample series (e.g., individual subjects over time or the duration of a process). This analytical drift can confound interpretation and biomarker detection.\textsuperscript{[131–134]}

Thus, an additional necessary step in the experimental design is randomization of the sample extraction and sample analysis sequence (see Boxes 9 and 10). This procedure minimizes the bias introduced when preparing and analyzing replicate samples jointly. An example of an already existing and accepted approach is to use the experimental design to create sample run order schemes, e.g., to obtain a balanced distribution between cases and controls in all separate batches or wells plates.\textsuperscript{[17,131–139,142]}

In principle, two randomization schemes are possible: complete randomization and partial or groupwise randomization. Complete randomization means that all samples are randomized over all batches or the entire measurement series. This means that the samples from all groups are exposed to all sources of analytical errors (random or systematic) to approximately the same extent. This randomization scheme is appropriate if, in principle, a comparison between all samples or all groups is the aim. Sometimes, full randomization is not possible due to many reasons. The most frequent reasons are when high numbers of samples need to be analyzed (i.e., several thousand), when a technical intervention needs to be conducted during the instrumental analysis (e.g., cleaning of mass spectrometer), or when the duration of the experiment is very long (population screening of several years or follow-up studies). Partial randomization means that samples belonging to particular subgroups are analyzed in a batchwise fashion (equal amount of samples in each batch). For example, in a kinetic intervention study, one batch could comprise all timed samples from one volunteer. This approach minimizes analytical errors within the group but accepts potentially higher systematic offsets between the groups.\textsuperscript{[119]} Other factors that should be balanced when dividing samples between several batches are: diet (equal number of control vs intervention), sex (equal number of males and females), age, BMI, etc. The choice of the randomization scheme may thus depend on the research question being asked.

### 3.6.3. Internal Standards and Retention Index Markers

The variability of a metabolomic measurement can be determined with internal standards. Internal standards serve to control entire measurement series, to correct for $t_R$ shifts during chromatography, and to help correct drift or batch effects.
happening during measurement. How many and what kind of internal standards should be used depends on the analytical question. Internal standards can either be added to the sample or they can be taken from the analysis itself (endogenous compounds). In the first case, chemicals, which normally are not present in the biofluid or an isotopically labeled compound, can be added. Both approaches are used for \( t_8 \) (GC–MS, LC–MS) or reference frequency (NMR) alignment between analyses and batches. Isotopically labelled metabolites can also be used for absolute quantification of their corresponding endogenous metabolites. It is advisable to choose a labeling level with care, especially in case of deuterated compounds. Compounds with one to three deuterium atoms can overlap partially with the isotopes of native compounds, thereby creating identification and quantification problems. It is often difficult to decide what isotopically labeled metabolites should be added for nontargeted metabolomic analysis. As a general rule, it is advisable to add more than one chemical for \( t_8 \) verification. The more standards are added, the less dependent the correction is for unexplained effects of single chemicals. Internal standards should be introduced into the analysis process as early as possible.

In case of \(^1\)H-NMR spectroscopy, internal reference compounds such as a 3-(trimethylsilyl)propionic–2,2,3,3–d\(_4\) acid sodium salt (TMSP or TSP) and 2,2-dimethyl–2-silapentane–5-sulfonic acid (DSS) are used in most studies. DSS is similar to TMSP, traditionally employed in NMR analyses, but the former is characterized by a much higher water solubility.\(^{114}\) In GC analysis, some compounds are used to determine the retention indices such as \( n \)-alkanes or saturated fatty acid methyl esters (FAMES).\(^{114}\) Retention index markers can be added to all samples or only to the blanks (depending on their use in data processing). For LC–MS assays, a variety of deuterated compounds such as tryptophan-d\(_5\), hippuric acid-d\(_5\), phenylalanine-d\(_5\), bile acids (any kind)-d\(_5\), or creatinine-d\(_5\) are frequently used, as they are characterized by a good ionization response in the ion source for both ionization modes. In Chapter 8, more information is given regarding the use of internal standards in explorative analysis and quality assessment.

### 3.7. Normalization: Pre- or Postanalytical Processing

Normalization within the metabolomic workflow can occur during the early stages of the sample analysis phase (preanalytical normalization) or, later, during the data analysis or data processing phase (postanalytical normalization) (Table 3) (see Chapter 8 for postacquisition data normalization). Normalization of samples themselves is key as, depending on the biofluid analyzed, their composition can greatly vary depending on day time, health status, food and water intake, gender, and age (see Section 2.2.1 on inter- and intra-individual variability).

The human body tightly controls blood volume and composition.\(^{115}\) Thus, blood samples - whether serum or plasma - often do not have to be normalized in human studies. However, in the case of urine, overall concentration of metabolites may differ by a factor of more than 20 as a result of the physiological control mechanisms responsible for the maintenance of water homeostasis.\(^{116}\) In order to enable a proper comparison of metabolite levels in different urine samples, a normalization step is mandatory.\(^{117–119}\)

Preanalytical normalization means one adjusts the overall sample concentration by differential dilution during sample preparation. In principle, this can be done according to, e.g., creatinine content, osmolality, specific gravity, or urine volume. As demonstrated by Edmonds et al.,\(^{110}\) the discovery of discriminating features of dietary intake could be improved by preanalytical normalization based on urine specific gravity. In accordance to these outcomes, the ability to identify discriminating markers based on multivariate data analysis was improved when preanalytical normalization to osmolality was compared with nonnormalized datasets.\(^{111}\) Preanalytical normalization has both advantages and disadvantages. The advantages are that i) more analytes can be consistently detected within the linear dynamic range (which is especially relevant in the case of MS-based metabolomics) and ii) inter-sample matrix effects caused by largely different concentrations of matrix components, for example, during derivatization or evaporation in the GC sample inlet, are reduced. The disadvantages are that: i) it is time consuming; ii) it can be an additional source of error during sample preparation; iii) it excludes the possibility to change the normalization later on; and iv) it might cause low abundance metabolites to fall below their detection limit. Normalization on creatine content should only be considered if the study population consists of only men or only women, but not both (Box 11).\(^{112,113,115–117}\)

If reference data for preanalytical normalization are missing, post-analytical normalization is required.

Post-analytical normalization is done by calculation after the instrumental data has been collected and enables a comparison of the effects of different normalization references (more details are given in Chapter 8). However, post-analytical normalization means that one has to scale the intensities of the analytes using a global sample-specific factor, which ignores the existence of analyte-specific response factors.\(^{118–120}\) Thus, as equal solute concentrations among urine samples cannot be taken for

| Normalization method | Pros | Cons |
|----------------------|------|------|
| Urine volume         | Easy to perform | Not very accurate |
| Creatinine\(^{114,115}\) | Standard clinical laboratory technique | Can vary up to 5 fold |
| Specific gravity\(^{116,117}\) | Easy standard laboratory method, correlates well with osmolality | Sensitive to protein or glucose containing samples |
| Osmolality\(^{118–120}\) | Standard clinical laboratory technique, very reliable absolute quantification of urine concentration | – |

**Table 3.** Normalization methods.
Box 11. Normalization of nutrimetabolomic data: possible gender bias.

granted, we suggest to use preanalytical normalization if information regarding osmolality or specific gravity are available, otherwise post-analytical normalization is required. Details regarding these issues are available in Chapter 8.

4. Sample Preparation

Beyond considerations based on the characteristics of the samples to be analyzed, a proper nutritional metabolomic experiment requests a careful preparation of the samples, which is specific to the instrument being used for the analysis. Detailed information on these aspects can be found in Chapter 4 (Appendix 1, Supporting Information) devoted to the sample preparation as detailed for GC–MS (section 4.1, Appendix 1, Supporting Information, Sample preparation for GC–MS), LC–MS (section 4.2, Appendix 1, Supporting Information, Sample preparation for LC–MS), and NMR (section 4.3, Appendix 1, Supporting Information, Sample preparation for NMR).

5. Chromatography

While the use of NMR for metabolomics usually does not require chromatographic fractionation of the samples, this step is crucial for all MS-based metabolomics [155,156]. Chapter 5 (Appendix 2, Supporting Information) provides detailed information on the organization of the samples for chromatography, which is common to both GC–MS and LC–MS (section 5.1, Appendix 2, Supporting Information). The reader interested in GC–MS may then proceed to a special section devoted to the injection of GC samples (section 5.2, Appendix 2, Supporting Information). The two major chromatographic techniques in GC–MS are then presented in section 5.3 (1D-GC) and section 5.4 (2D-GC), Appendix 2, Supporting Information. Readers interested in LC–MS may continue reading section 5.1 as well as section 5.5, Appendix 2, Supporting Information, devoted to the injection of LC samples, and section 5.6, Appendix 2, Supporting Information, describing LC.

6. Data Acquisition

Data acquisition, presented in Chapter 6 (Appendix 3, Supporting Information), is the core process in metabolomics allowing the detection and quantification of relevant features. Two key spectrometric technologies, MS and NMR, are used for data acquisition. Section 6.1, Appendix 3, Supporting Information provides details on data acquisition in MS whereas Section 6.2, Appendix 3, Supporting Information describes data acquisition in NMR spectroscopy.

7. Raw Data Files Conversion and Feature Extraction

Before a proper statistical analysis of the data can be performed, data acquired by MS and NMR spectroscopy first needs to be processed in a technology-dependent manner.
Chapter 7 (Appendix 4, Supporting Information) provides a review of data conversion and feature extraction methods in MS-based metabolomics (section 7.1, Appendix 4, Supporting Information) whereas section 7.2, Appendix 4, Supporting Information provides the corresponding information for NMR-based metabolomics.

8. Data Visualization, Preprocessing, and Analysis

Once the features have been extracted, the data is typically presented in a "raw" data matrix, which normally needs to be processed before data analysis. We refer to this phase as preprocessing. This step encompasses several operations, such as imputation of missing values, sample normalization, and transformation/scaling of variables. The subsequent data analysis includes a broad range of techniques used to extract relevant information from the data. Nutritional studies often rely on repeated measure designs, which can be either parallel or crossover according to the aim of the particular experiment\(^ {157} \) (see Chapter 2). Classical statistical modeling offers established approaches to effectively manage these designs. However, explicit inclusion of such a design or factor information in multivariate analysis and machine learning is less established and is still an active area of research. Regardless of whether one is using classical or multivariate data analytical approaches, modelling, validation, and testing are crucial aspects that have to be carefully considered. Above all, we want to stress that the selection of the most appropriate approaches for data analysis and validation require an early and continuous interaction between the data analysts and the researchers when defining the study design and its goals. Box 12 shows tips and tricks on a typical workflow for data analysis and statistical modeling.

8.1. Data Visualization

The efficient use of visualization tools to capture the complexity of a nutritional metabolomic dataset does often not receive sufficient attention in the design of the data analysis protocol. However, relevant results should be clearly visible inspecting the raw data, regardless of the complexity of the data and the analysis strategy. In particular we recommend that: i) biomarkers should, e.g., show different concentrations in strip-plots; ii) correlated variables should show nonrandom patterns in xy-plots; and iii) outliers should be clearly distinguishable from the bulk of the data\(^ {158,159} \). If these criteria are not met, an error has most likely occurred in the data analysis pipeline. Unfortunately, it is not always easy to visualize metabolomic datasets, especially in complex experimental designs. First, the sheer number of
variables does not allow for an efficient visual inspection. Second, a multivariate visualization is generally more informative in the presence of correlated variables. Appropriate statistical or other data analytical models, suitable for the study design and for addressing the aims of the investigation, should only be applied after careful data inspection and data quality assessment.

8.1.1. Multivariate Data Visualization

Principal component analysis (PCA) is a multivariate statistical approach that is particularly suited for data exploration. It projects a multidimensional dataset onto a reduced number of (usually few) latent variables that correspond to the main variance components in the data. In PCA, variance is a proxy for the information content and this tool is thus useful to identify the dominant sources of variability in the dataset (outliers, analytical trends, batch effects, etc.). In the PCA approach, the data are approximated with a linear combination of observation scores and variable loadings. The scores are the coordinates of the observations (i.e., samples) in the lower-dimensional PCA space, while the loadings quantify the contribution of the measured variables to each component. The PCA model is then represented graphically with score plots, loading plots, or biplots. The score plot (usually) gives a 2D representation of the sample distributions, according to the score values of the principal components. Since PCA is built without using information from the study design or other underlying factors (such as age, gender, BMI, etc.), any pattern observable among the samples is due only to the trends, similarities and dissimilarities of the inherent metabolomic fingerprints. Thus, PCA can be used to inspect relationships among the samples (Box 13), such as the presence of obvious clusters in the data or outliers, and to identify possible confounding factors. However, since the interindividual variability often exceeds the systematic treatment variability, the first principal component(s) may not reveal the class separation of relevance to the research question. This, however, does not per se imply the absence of intervention effects. Other tools, such as probabilistic principal component analysis (PPCA), may be used to visualize metabolomic data conditional on covariates such as age, gender, and body mass index. PCA loading plots can be used for exploring relations among variables. However, interpretation of loading plots can be complex, especially in the presence of many variables. Finally, biplots are a superimposition of the previous two representations (score plots and loading plots), which can be used to give a general view of the relations between the variables and the samples. The biplot can be useful to identify variables “driving” the separation between sample classes or variables relating to gradients of outcome or confounding variables. PCA is normally performed on mean-centered data and is sensitive to the variable scaling, which affects the relative potential contribution of variables to the overall variability and thus to the PCA. Different approaches for variable scaling can be adopted with “unit variance” scaling (i.e., scaling by standard deviation) and Pareto scaling (i.e., scaling by the square root of the standard deviation, which reduces the impact of low intensity signals) being the most frequent scaling techniques used in nutritional metabolomics. For a detailed review on centering and scaling see van den Berg et al. For complex experimental designs, ANOVA-simultaneous component analysis (ASCA) and ANOVA-PCA can be used to model the structure of the study, including multiple factors (both study and confounding factors) and time series designs, into
modeling and visualization. These methods decompose the original metabolomics data matrix by factor levels into several submatrices. These “effect matrices” can then be analyzed by PCA to examine their overall variability.

8.1.2. Outliers

Outliers can be seen as the (few) observations that clearly stand out from the bulk of data and they can be the result of biological or analytical variability. Removing these observations can often remove focus in the data analysis from differences between bulk and outlier observations to systematic differences between treatment effects. However, outlier removal should not be performed without careful consideration. Outliers due to biological variation can, indeed, highlight relevant phenomena that have been underconsidered in the experimental design and which are therefore potentially highly informative. On the contrary, “odd” samples, which can be clearly attributed to analytical issues, should be removed in order to obtain unbiased results.

In untargeted metabolomics, outliers are normally detected using PCA, where outlying samples indeed will contribute strongly to systematic variability and, thus, be clearly distinguished in the first principal components (see Box 13). Outliers can also be identified in a hierarchical clustering. At the univariate level, outliers are often identified using box plots, where they are located far away from the interquartile range (IQR). However, it is important to note that univariate approaches can be misleading in untargeted experiments since they do not necessarily reflect the complexity of the dataset.

8.2. Data Matrix Preprocessing

The data matrix may require preprocessing to account for undesired sources of variability, e.g., preanalytical or analytical variability. Preanalytical variability needs to be minimized during sampling and sample management, but it may also be reduced post-analysis using various computational approaches.

The impact of undesired analytical variability is especially pronounced in MS-based data and can be measured and reduced by proper organization of the analytical sequence and by including suitable QC samples for modeling and correcting instrumental drift (see Section 8.2.2). Care should be taken to keep analytical factors (batches and sequences) orthogonal to the study factors to reduce systematic instrumental analysis bias to a minimum.

Preprocessing also includes the removal of insignificant features, as well as sample normalization and variable transformation. Careful curation of data is essential to ensure high quality data analysis and to effectively focus on the relevant study questions.

8.2.1. Removal of Insignificant Features: Blanks, Noise

The current practice for data cleaning is to use blank samples to subtract chemical noise from derivatization reagents, solvents, contaminants, column bleeding, or carryover. The identification and elimination of noisy features, commonly present in MS data and NMR spectroscopy, allows one to focus on relevant features present in the data. For instance, it is likely that variables showing small variance (across all the samples) are not affected by the dietary treatment under study and thus can be considered just noise and filtered out.

Filtering can also be performed on the basis of analytical criteria, by considering the feature variance across repeated injection of QC samples. In a similar way, it is also possible to set up a dilution series of QC samples, thereby excluding features not exhibiting linear trends. However, as discussed by Naz et al., this approach may lead to the loss of relevant features. Blank samples (run at the beginning of each analytical batch) may also be used to identify spurious signals, which can be excluded from the subsequent data analysis.

8.2.2. Batch Effect Inspection and Removal

In addition to the biological variability brought on by the study design, variability also arises from undesired factors, such as preanalytical issues in sample management or instrumental variability within and between batches. These batch effects have to be carefully monitored and managed as they may otherwise significantly determine the outcome of the study.

In many cases, the magnitude of the batch effect can be inspected using PCA (see Box 13). Ideally, biological variability should dominate the score plot, indicating that the analytical pipeline is sufficiently stable to address the biological problem under investigation. If this is not the case, systematic variability can be modeled and therefore be used for signal improvement.

Instrument stability is widely considered to be higher for NMR than for MS. Therefore batch correction in NMR-based metabolomics may not be necessary. On the contrary, for LC–MS metabolomics, systematic and random variability in signal sensitivity, mass accuracy (m/z), and retention time between samples, both within and between batches, contribute to noise and increased risk for misalignment. This can have a negative impact on statistical analysis. Misalignment is, in general, larger between batches than within and systematic misalignment between batches is especially problematic. However, efforts to address this issue are still extremely limited.

Due to the lower analytical stability of MS compared to NMR, awareness of the need to correct for signal drift is much higher and several options are available. For targeted analysis, the use of internal standards is recommended. For untargeted metabolomics, instead, internal standards may not cover all signal fluctuations adequately, since the large number of detectable analytes in general cannot be adequately covered by a limited number of internal standards. Following a seminal paper published in 2011, QC sample strategies have become commonly applied in signal drift management. These strategies use QC feature intensities to model and normalize sample-to-sample variation in signal intensity. The current literature is rife with QC-correction algorithms (e.g., ref. [65]). For instance, it is possible to correct the signal drift by local regression (LOESS) of the intensity trend in pooled QC samples. Several regression models have been proposed with different susceptibility/tolerance to...
8.2.3. Missing Value Imputation

With the term “missing value” we refer to a hole in the data matrix, which indicates the absence of a specific feature inside a sample. A typical metabolomic dataset may contain 20% of missing data in up to 80% of all variables. Missingness can occur from analytical, computational, or biological causes, but regardless of origin, a principled strategy to deal with them is required. Features showing a high degree of missingness can, for example, be removed from the data matrix whereas remaining missing values can be imputed, i.e. filled in with reasonable numbers. Unfortunately, a consensus definition of the high degree of missingness-threshold does not exist. A feature can be missing because its associated compound is absent in the biological sample or because its concentration is below the detection limit of the equipment. Missing values of this type are frequently concentrated in one of the study groups, reflecting biological variability induced by the study question. This can be particularly frequent in nutritional studies, where some metabolites appear in the biological samples only after eating specific foods (i.e., intervention groups), while they are absent if these foods are not consumed (i.e., control groups). When this happens, the threshold for variable removal should be evaluated taking into account the design of the study to avoid substantial biases in the analysis, e.g., by evaluating missingness on a per-class-basis. On the other hand, when missing values are seemingly randomly distributed among study groups, the situation is less critical and the analyst has more freedom to remove highly missing variables, while imputing the rest. Some of the most popular strategies for handling missing data in metabolomics are zero imputation, k-nearest neighbors (kNN), and random forest (RF) imputation. Several other strategies have been proposed and implemented, although none of them is considered universally optimal. In MS, it has been shown that single-value imputation methods (such as zero, half-minimum, mean, or median imputation) risk to artificially reduce and skew variable distributions and therefore should not be the first choice. Moreover, several imputation techniques are sensitive to outliers, where outlier detection is required prior to the application of imputation. It is important to remark that imputation strategies should not be guided by known factors or covariates to avoid overfitting.

8.2.4. Data Transformation: Normalization and Scaling

In addition to analytical variability from instrumentation, biological samples may also represent different dilution conditions. Metabolite concentrations in urine, for example, can vary greatly between samples. In such cases, a straight comparison of metabolic profiles without correction could result in biased or unclear results. Therefore it is often necessary to normalize between urine samples to improve comparability. Sample normalization methods do indeed have an impact on the outcome of metabolomic experiments and this topic has received much attention in the last decades. Normalization is often performed by using sample specific scaling factors like total ion current (TIC), mean or median intensity, thus assuming that all signals within the samples should scale similarly. Another aspect of this assumption, however, is an implied self-averaging. To maintain a constant overall signal, a reduction of some metabolites should be compensated by an equal increase of other metabolites, which is not always the case. To address this limitation, several alternatives have been developed, such as probabilistic quotient normalization (PQN). This technique was originally developed for NMR and represents an attractive alternative for LC–MS. All the above-mentioned methods are “data driven” in that normalization is performed based only on signals arising from the actual sample without using external information, such as intrinsic matrix properties. For example, creatinine or osmolality can be used for normalization of urine both pre- and post-analysis. It should, however, be noted that normalizing by creatinine or osmolality has been criticized since these levels are not necessarily constant for various diseases or other physiological conditions. As a general recommendation, several normalization methods should be tried and critically assessed (see Boxes 11 and 13). Heuristics for the performance comparison of normalization strategies were recently suggested, based on statistical criteria such as the maximization of biological intergroup effects, the reduction of intragroup effects, and p-value distributions.

Between-sample normalization thus aims to make comparisons between samples less sensitive to preanalytical or analytical variability. On the other hand, operations such as transformation, centering, and scaling can instead be performed on the variables to adjust how they contribute to data modeling and data analytical results. For models with underlying assumptions of homoscedasticity (i.e., where the variance is independent on the signal intensity) or where extreme differences in intensity between samples may occur, logarithmic (or square root) transformations can be employed to achieve more statistically valid and reliable results. Multivariate, component-based methods, such as PCA and PLS (partial least squares), are particularly sensitive to the scale of the variables. Therefore mean centering and scaling are frequently performed prior to applying these methods. The two most frequently applied methods for scaling include scaling to unit variance (achieved by dividing intensities by the standard deviation) and Pareto scaling (achieved by dividing intensities by the square root of the standard deviation). A frequent intuitive interpretation is that unit variance scaling allows the variables equal opportunity to contribute to the multivariate model, whereas Pareto scaling downweights the contributions from signals with lower intensity. It is
important to note that the increase in importance of low intensity variables makes the overall results more sensitive to analytical issues because low intensity signals are more difficult to measure reliably and often show a higher degree of missingness. On the other hand, downweighting of low intensity signals may result in loss of biologically relevant information. Traditionally, unit variance scaling has been the standard choice for MS-based approaches, whereas Pareto scaling is more frequent in NMR metabolomics, although the edges are blurring. It should furthermore be noted that several other options for transformation, centering and scaling are available and the default choices described above are not always the best choice. In addition, there are also multivariate methods that are scale invariant and therefore insensitive to variable transformation, centering, and scaling, such as RF.

8.3. Data Analysis

The last part of the data analysis protocol comprises the extraction of useful information from the data. At this point the data analyst should be quite familiar not only with the scientific question and the experimental design, but also with the peculiar characteristics of the dataset (outliers, trends, batches, possible confounding factors). All this information will be critical to performing a fruitful data analysis and avoiding mistakes or biased conclusions.

In principle, the experimental design already defines the most appropriate statistical approach, but also the application of the most suitable statistical model will not be straightforward because many models rely on specific assumptions on data distribution that could often not be met in practice. In addition, the experimental variables often largely outnumber the samples and this poses further challenges to many well-established statistical tools. Data mining or machine learning tools can help in such scenarios because these algorithms usually have limited requirements about the data distribution. Unfortunately, the introduction of external knowledge (such as information about the experimental design) in these tools can be difficult and this can lead to inconclusive results. Moreover, the interpretation of the outcomes of the analysis in terms of the initial variables is often not straightforward. In other words, machine learning algorithms are often very efficient for prediction, but can be unsatisfactory for visualization, interpretation, or search for a mechanistic understanding of the process under investigation. However, machine learning methods can be hyphenated with pathway or network visualization tools to improve interpretability.

8.3.1. Statistical Modeling

Classical statistics provide researchers with a well-established set of tools for addressing several research questions, such as comparing the response to different treatments or modeling the effects of a set of variables on the concentration of a metabolite. Statistical models can be constructed with high flexibility and, in the process of model building and checking, it is possible to include external knowledge from the experimental design or knowledge of confounding variables. Building and fitting a model is normally an iterative procedure where the data analyst will have to decide, which variables should be included. This usually leads to well-fitting, interpretable models. Due to multiple collinearities, poor signal-to-noise, or lack of relevant information in individual variables, it will rarely happen that more than a minority of all measured features are included in the model. This may facilitate (or even over-facilitate) the interpretation. Linear models (LM) are the basis for comparing outcome averages (both for numerical and categorical variables) across subpopulations and they can be extended to cope with a variety of more complex study designs. When the outcome variable is restricted (e.g., count or binary) or when variable variances depend on their signal intensities, such as for most chemical analyses, the analytical framework should be extended to generalized linear models (GLM). In the presence of grouped data, LMs and GLMs should be made hierarchical (mixed models) to fully take advantage of the groups defined in the study design. Such grouping includes repeated measures (both parallel and crossover), blocked designs, and multilevel data.

In the specific area of nutritional studies, statistical models can also be fruitfully used to analyze time course data. When the interest is to model trends in time, generalized additive models (GAM) are a possible solution with the caveat that, due to their data driven nature, they require a sufficient amount of time points to give reliable results. In presence of a less frequent sampling, kinetic models can be an attractive alternative, because less data are required to reliably fit a model of well-defined mathematical form. Unfortunately, the application of statistical models in multivariable omics is not always easy, with the major issue being unstable modelling arising from multiple variable collinearities, which are always present in untargeted metabolomic experiments (e.g., ions resulting from the ionization of the same metabolite or NMR signals arising from the same molecule). Consequently, a preliminary step of variable selection is always necessary, which may result in loss of information. See Box 12 for an overview of different statistical methods.

8.3.2. Data Mining Methods

In contrast to linear models that strain under the pressure of collinear variables, multivariate methods will typically thrive in the presence of correlated variables. These approaches have indeed been developed with the explicit objective to exploit variable correlation and identify hidden structures in the data. The hypothesis is that -omic experiments are not actually reflecting thousands of measured variables but, rather, that these measured entities are in fact the proxies of much fewer, relevant latent variables.

Two extremely popular multivariate approaches in metabolomics are Partial Least Squares (or Projection to Latent Structures [PLS]) and its classification version PLS Discriminant Analysis (PLS-DA). The interested reader can find a recent review tutorial on PLS-DA in the work of Triba et al. A variant of PLS, Orthogonal Projection to Latent Structures (OPLS) has also been developed to facilitate model interpretation in terms of the original experimental design variables. Being supervised techniques, PLS-based approaches identify
spectral signals that co-vary with the modeled variable, e.g., class membership (PLS-DA) or actual dietary exposure (PLS regression). In other words, taking a priori knowledge of samples into account allows one to filter out metabolic information that is not correlated to the nutritional treatment or dietary pattern under consideration.\textsuperscript{[169,207-210]} Recently, PLS-based methods have also been proposed in data fusion applications. Despite their popularity, these tools are not the be-all and end-all of supervised, multivariate data analysis. One fundamental problem is that correlation among variables arises by chance as the sample-to-variable ratio decreases and the multivariate tool can be fooled by random correlation resulting in overfitting and false positive findings. In this condition, multivariate models can return attractive results, which unfortunately cannot be generalized. In order to avoid this situation, a thorough validation of multivariate models is absolutely mandatory (see Section 8.3.3). This fundamental aspect is often not given enough attention, which has resulted in a plethora of overoptimistic results (i.e., false positive results) in the metabolomic literature.

As already mentioned, it is not easy to include the experimental design (dependent samples, cross-over designs, etc.) in multivariate algorithms. However, specific solutions for PLS-based methods have recently been proposed. These multilevel, multivariate tools have been first suggested for unsupervised PCA\textsuperscript{[211]} and later also for supervised PLS\textsuperscript{[205,212]} The general idea behind these techniques is to apply multivariate modeling not on the original data, but rather on the effect (or difference) matrix between dependent samples, thus effectively managing the dependency between samples. A version of the multilevel technique, OPLS-Effect Projection, has been recently suggested, which provides analytically identical results as standard multilevel PLS\textsuperscript{[213]} OPLS-Effect Projection is more easily implemented in commercial software for PLS analysis, since most commercial software does not allow cross-validation conditional on dependent samples. In broad terms, a standard PLS-DA can be seen as a multivariate equivalent of an unpaired t-test between two groups and multilevel analysis, primarily developed to manage the dependency between two samples per repeating unit, corresponds to a multivariate paired t-test. Following this line of thought, one could envisage the development of multivariate tools able to incorporate multiple (>1) factors and/or multiple (>2) levels per factor like in the abovementioned extensions of the linear model family. These types of tools would be extremely useful for the analysis of time series data. Time series data is frequently collected in studies on postprandial metabolic regulation or biomarker discovery, especially when the most opportune time to look for relevant biomarkers of dietary (or other) exposure is a priori unknown. Along this line of development, it has already been suggested to analyze ANOVA-decomposed matrices in a supervised fashion by PLS.\textsuperscript{[214]}

Going beyond PLS, other data mining tools, like support vector machines (SVM), RF, genetic algorithms, and kNN, to name a few, are routinely applied in other domains. These are receiving increasing attention for the analysis of untargeted metabolicomic data.\textsuperscript{[215]} Unfortunately, even the most powerful approach will be confronted with the need to develop a strategy for including knowledge about the experimental design in the analysis, which is not obvious for many of the above-mentioned algorithms. To obtain an optimal performance, machine learning tools usually require the tuning of (sometimes many) algorithm parameters; this requires access to a sufficient number of samples. This is always a problem in untargeted metabolomic investigations. Moreover, the interpretation of machine learning outcomes is generally less easy than PLS family of algorithms that can make the quest for a meaningful biological interpretation a daunting task.

8.3.3. Validation and Statistical Testing

Untargeted metabolomics will, in general, produce “wide” data, i.e., dataset in which the number of variables (or features) outnumbers the number of observations. This results in mathematically underdetermined systems and produces the connected “curse of dimensionality”, also known as the “large p, small n” problem.\textsuperscript{[200]} This huge number of partially collinear variables poses challenges not only in statistical modeling, but also for the validation of models and the generalization of scientific findings. Any findings from a statistical analysis should ideally be validated using independent samples. The experimental design should then allow the (iterative) splitting of the samples in training and test sets: the former to be used for model tuning, the latter for honest estimation of its model performance. Unfortunately, researchers in nutritional metabolomics can seldom afford to keep samples out of model construction due to the loss in power combined to the high resource cost to generate data. Several procedures to address the issue of validation have been proposed: they aim to reduce overfitting and false positive findings using only available data.\textsuperscript{[200]}

In the case of univariate approaches, the most common strategy is to assess the general validity of the results using significance (p-value) as a proxy. Variables are analyzed one by one using classical statistical tools (e.g., Student’s t-test, ANOVA, or mixed models) and only the variables showing a sufficiently small p-value are considered relevant (for historical reasons, 0.05 and 0.01 are commonly considered as acceptable significance thresholds, even though they should not be taken as sharp boundaries). The multitude of variables in -omic sciences result, however, in the well-known multiplicity issue.\textsuperscript{[216]} Thus, to assess statistical significance it is necessary to adopt strategies to reduce false positive discoveries using p-value correction approaches. These include, for instance, the most conservative Bonferroni correction,\textsuperscript{[164,217]} the Benjamini–Hochberg (“false discovery rate” or FDR) correction,\textsuperscript{[170,180,210,217]} or the Holm step-down procedure.\textsuperscript{[217]}

Multivariate models, on the other hand, will, in general, not generate p-values for modeling outcomes, so validation is the necessary step to check if the outcome of a specific experiment can be generalized. Three different levels of validation can be used: (internal) cross-validation to decrease the level of overfitting,\textsuperscript{[205,218]} permutation analysis to assess overfitting during model construction and to formally test the actual model performance,\textsuperscript{[205,219]} and external validation to examine the generalizability of observed findings.
In (internal) cross-validation, the data are divided into segments and submodels are created by holding out test segments and training on the remaining data. Examples of strategies for splitting the data include K-fold, leave one out, Monte-Carlo, and repeated double cross-validation. Optimal parameter values can then be obtained from predictions for several parameter settings, by comparing fitness metrics. Among them, Q2 (predictive ability of the model) is particularly popular, although several other fitness metrics are available. Despite its usefulness, cross-validation does not safeguard against overfitting, so more complex validation schemes have been developed to attain more unbiased prediction estimates. To gauge model performance further, permutation analysis is used to compare the fitness metric from the actual model against a null model. Performance further, permutation analysis is used to compare the fitness metric from the actual model against a null model. Performing permutation analysis, so more complex validation schemes have been developed to attain more unbiased prediction estimates.

8.3.4. Selection of Discriminative Features

To facilitate the interpretation of the experimental results, it is often necessary to identify the features, which contribute the most to the performance of a multivariate model. In general, the identification of the subset of the most important features (potential biomarker candidates) depends heavily on the analysis pipeline. In the case of statistical modeling, the selection of the most interesting variables is included into, and indistinguishable from, the complex process of building statistical models. On the contrary, if a multivariate approach has been chosen, inner characteristics of the model (like weights, loadings, or regression coefficients) are usually inspected for identifying the most important features. In the case of projection-based methods, the Variable Importance in Projection (VIP) score represents the relative importance of a variable within the PLS model. For OPLS, S-plots can also be used for variable importance visualization and variable selection. On the contrary, if a multivariate approach has been chosen, inner characteristics of the model (like weights, loadings, or regression coefficients) are usually inspected for identifying the most important features. In the case of projection-based methods, the Variable Importance in Projection (VIP) score represents the relative importance of a variable within the PLS model. For OPLS, S-plots can also be used for variable importance visualization and variable selection.

8.3.5. Data Analysis and Outcome Reproducibility

Making data and data processing workflows available for the community is essential to guarantee computational and scientific reproducibility according to the FAIR protocol. Metabolomic data can be documented with the ISAtab format and then stored into Metabolights or in the European Nutritional Phenotype Assessment and Data Sharing Initiative (ENPADASI), which delivers the Data Sharing In Nutrition (DASH-IN) infrastructure (http://www.enpadasi.eu/), or other similar dedicated cross-infrastructure repositories. The data analyst can ensure the reproducibility of the data analysis workflow by relying on scripting languages such as R (R Core Team (2017). R: A language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria. URL https://www.R-project.org/) or Matlab (MATLAB and Statistics Toolbox, The MathWorks, Inc., Natick, Massachusetts, United States) and sharing the code needed for repeating the analysis (for instance through Github or similar platforms). An interesting alternative is represented by web-based workflow management solutions. In the field of metabolomics, Workflow4Metabolomics (W4M; http://workflow4metabolomics.org) permits the building and running of complete data analysis pipelines, which can be stored and documented together with the associated data, published on W4M (i.e., shared with the community) and referenced with a digital object identifier (DOI), which can be cited in publications. Another example is Phenomenal-Nal (http://phenomenal-h2020.eu/home/), a comprehensive and standardized e-infrastructure that supports the data processing and analysis pipelines for molecular phenotype data generated by metabolomics applications. Also, XCMS Online, a web-based version of the widely used XCMS software, allows users to easily upload and process LC–MS data, providing a solution for the complete untargeted metabolomic workflow including feature detection, t-test correction, alignment, annotation, statistical analysis, and data visualization (https://xcmsonline.scripps.edu/). Finally the processing of NMR data can be done with NMRProcFlow an open source software that greatly helps spectra processing (https://nmprocflow.org/). NMRProcFlow has been developed as two separate applications (NMRspec and NMRviewer), each of them embedded in Docker images, sharing a data volume and communicating together through AJAX web services by making intensively use of JavaScript functionalities.

9. Compound Identification

Compound identification, presented in Chapter 9 (Appendix 5, Supporting Information), is clearly the major bottleneck in
metabolomics. This issue is even more relevant in nutritional studies, which deal with complex interactions between the human organism and foods or diets that are characterized by a large compositional diversity. In this context, particular care needs to be given to clearly identifying the level of identification of the metabolites (section 9.1, Appendix 5, Supporting Information). Section 9.2, Appendix 5, Supporting Information provides information on the databases available to researchers conducting metabolomic experiments, including a database focusing on the food metabolome. Finally, specific aspects of compound identification are detailed for each of the three metabolomic technologies, namely GC–MS (section 9.3, Appendix 5, Supporting Information), LC–MS (section 9.4, Appendix 5, Supporting Information), and NMR (section 9.5, Appendix 5, Supporting Information).

10. Biological Interpretations

10.1. Defining Biomarkers

Once the compounds of interest in a nutritional intervention study have been identified by a particular analytical platform, the next step is the biological interpretation of the findings. However, the research community is often confronted with a semantic issue in as much as biological effects are tightly associated with biomarkers and the mere definition of biomarkers is poorly harmonized, even understood. Therefore the term ‘biomarker’ needs to be defined because it is used with different meanings in different scientific communities. The FoodBall consortium has recently defined biomarkers as “objective measure used to characterize the current condition of a biological system.”[233] In particular, three major categories of markers are presented in this position paper: i) exposure and intake biomarkers, reflecting the level of extrinsic variables that humans are exposed to, such as diets and food compounds, including nutrients and non-nutrients; ii) effect biomarkers, referring to the functional response of the human body to an exposure; and, finally iii) susceptibility or host factor biomarkers, representing the individual susceptibility or resilience to an exposure predicting the intensity of its effect on the individual. Gao et al.[235] propose a scheme with six subclasses of biomarkers based on their intended use, rather than the technology or outcomes. These include: i) food compound intake biomarkers (FCIBs); ii) food or food component intake biomarkers (FIBs); iii) dietary pattern biomarkers (DPBs); iv) food compound status biomarkers (FCSBs); v) effect biomarkers; and vi) physiological or health state biomarkers. Further initiatives to define biomarkers have been conducted elsewhere. In the context of nutritional metabolomic applications, the use of ‘monitoring biomarker’ was suggested by an FDA-NIH working group.[234] A monitoring biomarker was defined as “a biomarker measured serially for assessing status of a disease or medical condition or for evidence of exposure to (or effect of) a medical product or an environmental agent”. The FDA-NIH working group proposed and defined “diagnostic biomarkers, pharmacodynamic/response biomarkers, predictive and prognostic biomarkers, and safety and risk biomarkers”. Taken together, the definition of the various terms enveloping the concept of biomarkers is still dynamic and awaiting international harmonization. Confusion in terminology should nonetheless be avoided and an appropriate use of the terms of the ‘biomarker’ family across the life sciences requires from experts in food, diet, and nutrition to be precise in defining what is meant when using this generic term. In line with the recommendation of the FoodBall consortium, the remaining of this section will use the term food intake biomarker (FIB) and effect biomarker.[233]

FIBs are interesting from a nutritional point of view as they provide information on metabolites, or metabolite ratio, identified in human samples (eventually in animal samples) in response to acute or previous ingestion of distinct food constituents or certain food items. FIBs, however, do not undergo major biological modification, if any, in the mammalian system but clearly change in the biosamples in concentration over time in response to the ingestion of test foods. Such metabolites could also be called “flow-through entities” and their dynamic nature make them suboptimal as FIBs. FIBs may respond to dietary intake within hours (acute biomarkers) or time periods extending from days to years, a clear terminology defining medium-term from long-term biomarkers being not harmonized among nutritionists. A well-known example for a FIB is proline-betaine found in citrus fruits and products.[235] Like other betaine-derivatives, proline-betaine is an important osmolyte in the plant, is absorbed in the human intestine, and is excreted without any metabolism via the kidneys. An effect biomarker, in contrast to a pure FIB, would be a metabolite that is a product of a major biological process in the mammalian system associated with enzymatic/chemical modification. This will, in most cases and for almost all plant foods, be the transformation of a secondary plant metabolite by phase I and phase II processes, which result in a variety of conjugates, for example, with sulfate or glucuronic acid (or both) for better excretion from the mammalian system.

10.2. Markers of Intake

Food metabolomics has a number of application areas that can be seen as game-changers in food and nutrition science. This applies, for example, to using metabolomics as a tool for food authenticity[236] or for following the transformation of a food as it moves through the food chain.[10,237,238] When it comes to the food–diet–health relationship in humans, science needs to assess food consumption by calculating nutrient or calorie intake; that is done mainly via dietary surveys such as food frequency questionnaires or 24-h recalls. Here, food metabolomics comes into play by providing qualitative insights on what happens to food constituents as they move through the human body. Of course, it would be fantastic if food metabolomics could provide quantitative measures of consumption; which for selected food items seems feasible. What also appears to be reasonable as another achievement is to classify food intake patterns (diet styles) based on corresponding metabolite signatures. With a rapidly growing number of excellent studies that identify food-specific metabolite markers, there is the perspective that food metabolomics will transform the sciences relying on food consumption data. The FoodBall consortium will certainly have its share here.[8,233]
There are of course some intrinsic problems when using metabolite analysis to assess the response to intake of distinct food items. Most foods contain only tiny amounts of ingredients that qualify as markers since the bulk ingredients are water, carbohydrates, proteins, and fats. These macronutrients are either stored in glycogen or lipids in liver and fat tissue or are transformed into CO₂, H₂O, and some nitrogen and sulphur appearing in breath, urine, and feces. That leaves mainly minerals and trace elements, vitamins, and compounds from secondary metabolism that mammary species excrete after ingestion of food as being potential markers. Actually, minerals and trace elements can now easily be measured by means of inductively coupled plasma (ICP–MS) and urine is the prime site of excretion. Unfortunately, only a few studies have used urinary mineral profiling for food intake marker discovery. When we talk about foods of animal origin, we have currently a limited number of markers of intake. This is not surprising since all mammals, including humans, produce and contain essentially the same nutrients and metabolites. Therefore, it is a question of whether the consumption of a given animal product brings plasma levels and, in turn, levels in urine above the levels contained in blood and urine as a result of endogenous production in human metabolism. In this respect, it is important to look at the ratio of individual metabolites before and after food intake. However, at the same time, we need to know better under which conditions certain metabolites change in biofluids, independently of food intake. Some animal products have unique constituents such as anserine (ß-alanine-1-methylhistidine) that is found in very high levels in poultry and is not synthesized in mammalian system. Heterogeneity in biotransformation that mammary species excrete after ingestion of food needs to be long enough to cover full retention in the body drastically. This means a sufficient time frame for urine collection must be built into the study design to recover as much of the dose in urine as possible. Genetic heterogeneity in enzymes that mediate phase I and phase II processes, as well as differences in conjugation capacity, add another layer of complexity to urinary metabolite profiling of plant material in the mammalian system. Heterogeneity in biotransformation becomes even more of an issue as previous intake of plant material with "bioactives" can have pronounced effects on enzymes of xenobiotic metabolism. This means that the extent by which an administered food with given constituents is converted into gastrointestinal bowel syndromes, inflammatory bowel diseases, celiac disease, and others. Once in blood, there are no enzymes in the extracellular space that can hydrolyze the disaccharides and they are thus filtered in kidney and appear in urine since they are also not reabsorbed in the renal system. Although not systematically assessed, human urine can contain unusual disaccharides and larger oligosaccharides since thousands of different heterooligosaccharides are synthesized in the human system and those are mainly bound to proteins passing through the secretary pathway. Although these glycosylated proteins are mainly degraded in intracellular compartments, some obviously escape complete hydrolysis, appearing in plasma and urine.

The plant kingdom is also represented by thousands of different organic acids, polyphenolic compounds, and terpenoids. These compounds have the advantage over all other metabolites with regard to their uniqueness either by individual compounds or their patterns of metabolites for a given plant or plant family (here called a lead compound). These entities are not synthesized in mammals and are in most cases are not degraded by any enzymes in the human system - except when they reach the large intestine and are subjected to bacterial fermentation with degradation products found in blood and urine. When looking at polyphenols as a subfamily of secondary plant metabolites, it is still not known by which mechanism they are absorbed in the gut, although there are marked differences in the kinetics of appearance in systemic circulation. Since numerous compounds are found as glycosides in the plant material, deglycosylation seems to be required for efficient uptake of the aglycone into intestinal cells. This may also require enzymatic processes provided by gut microbiota, which in turn leads to absorption from large intestine. This is in contrast to uptake in the small intestine - that usually brings compounds into plasma with peaks occurring at one to two hours after intake - which may need 6–8 h. That means that the time of collection of samples after ingestion of a food needs to be long enough to cover full absorption of the test dose provided. For most of the polyphenols, plasma levels rarely exceed 1 μmol L⁻¹ at normal amounts of a test food. Already in intestinal epithelial cells, but mostly in liver, lead compounds undergo, depending on their chemical nature, xenobiotic phase I and/or phase II transformation with conjugation to sulfate and/or glucuronic acid to increase water solubility for efficient renal excretion. For most polyphenols ingested by humans, only metabolites are found in plasma with the lead compound not modified rarely exceeding 1–5% of the sum of all metabolites in plasma. The latter has of course a huge difference in activity at the intestinal mucosa based on whether humans carry the mutations in the minichromosome-maintenance gene that determines whether an individual is lactose-tolerant or not and that depends on whether the mutations are found on just one or on both alleles. The best explanation currently is that the disaccharides pass passively through the intestinal epithelium (in magnitude depending on the oral load of the sugar). This passive transport could be higher in some physiological conditions (i.e., stress) or states of impaired intestinal functions, such as
metabolites and conjugates will vary depending on previous exposure to the same or different plant food. The most impressive examples for this phenomenon is the induction but also inhibition of cytochrome P450 oxidases, such as CYP3A4 in the intestine and liver generated by a single dose (glass) of grapefruit juice and more so by repeated doses. This issue has become a highly relevant research area since this interaction of plant food constituents with the human system have major effects of the metabolism of drugs that utilize the same pathways. A large number of drugs from almost all important medical indication areas are metabolized by CYP3A4 with the production of metabolites that usually have no or much lower activity than the parent compound. Changes in CYP3A4 activity therefore alter the plasma levels of the active compound drastically. This can lead to unwanted side effects or even increased toxicity. Based on hundreds of human studies, measures were taken to inform users of the drugs aware of these grapefruit–drug interactions by advising them not to consume grapefruit juice when taking the drugs. Although this may only be the best indicator reaction, it can be anticipated that many more plant compounds can alter enzymes and transporters in xenobiotic metabolism; developed by nature to excrete these natural xenobiotics. Such effects may need to be taken into account when marker metabolites are defined since the spectrum and quantity of the metabolite may be different, depending on previous exposure to plant material.

The gut microbiota with its huge diversity in species and in its metabolic capacity adds an extra layer of complexity to metabolite analysis. The latter is an emerging field and for only few compounds/compound classes has the metabolic activity of the gut microbiota been assessed as an important contributor to metabolite transformation and urinary metabolite profiles. The production of equol from daidzein as a lead in soy and soy products is the paradigm, with only around 30–40% of the European population able to produce equol (that carries likely the relevant bioactivity) in their guts.

Next to the question of sensitivity and selectivity of a marker metabolite, a key question for food intake assessment is whether food metabolomic applications will be able to provide quantitative information on the amount of the food consumed. Studies published recently have provided the first evidence that quantification appears feasible with proline-betaine as a key compound for citrus intake or anserine and methyl-histidines for estimation of chicken meat consumption. Another important question is whether metabolite signatures can serve as a surrogate of a diet style; first studies suggest that this may be possible. Of course, each food will have a different quantity of constituents depending on where and how it was produced, transported, processed, and consumed. Portion size and interindividual or even intranormal individual differences in metabolism brings in additional variability beyond other physiological parameters, such as gastrointestinal processing and differences in absorption and renal clearance. That leaves researchers with a huge challenge on how quantitative information from food metabolomics can be expected for the majority of the ordinary foods consumed in free-living individuals. Despite this limitation, patterns or signatures of metabolites that come with different types of diets comprising variable quantities of food of plant or animal origin will help epidemiologists to improve data quality when assessing the diet–health relationship.

10.3. Markers Reflecting the Health Status

Although this research strategy focusing metabolomics on health status sounds appealing, it is almost impossible to define an individual’s health status based on metabolite profiles of human biofluids. The best example for the difficulties associated with this is the reference value for a “healthy” plasma level of cholesterol (LDL-cholesterol) or a critical level for medical intervention. It is still controversial despite decades of discussions in different science communities. Although the World Health Organization (WHO) defined health in 1948, this definition is not applicable to any issue when metabolomic tools are being used to assess the health to disease transition. The current state-of-the-art is the use of huge cohorts of seemingly healthy humans to obtain metabolite profiles in blood (plasma or serum) or urine or any other accessible bio-sample. The next step is to analyze in retrograde perspective whether any disease occurred in the population under study for the time of observation associated with alterations of individual or multiple metabolites observed in the biosample. It is interesting to note that, in hundreds of such studies, metabolite concentrations are almost exclusively provided as “relative levels” or fold-changes, despite the fact that metabolomics could measure real concentrations. Remarkably, any statistical analysis applied to cohorts comprising hundreds or thousands, now even tens of thousands, of people brings back differences for subgroups with disease or at risk of disease with impressive p-values despite little differences between the measured mean values. That challenges the proposal that metabolomics could be an important tool in personalizing medical treatment or for individualizing nutrition. If projected from a mega-cohort back onto the individual, the cohort-derived data are questionable in value.

Yet, metabolomics as a new screening tool in human cohorts for association studies on disease markers and employing genetic, epigenetic, transcriptomic (usually by RNAseq), and proteomic applications has become a gold standard. Giving meaning to the data and providing an answer of what may have caused the changes in metabolite levels or patterns is still the biggest challenge. Unfortunately, it appears that more data and more data points will not necessarily increase our understanding of the underlying biology. The same holds true for the question of whether the marker metabolites are just reporters of a health to disease trajectory or also causative for the disease. There are hundreds of papers published with claims that disease-specific biomarkers have been identified in blood or urine profiles by nontargeted or targeted approaches. However, they all have in common that they measure in compartments that in most cases are not the origin of the metabolic perturbation. These are, of course, specialized cells in specialized organs and based on organ mass, adipose tissue, muscle, and liver may dominate the metabolite levels in plasma. But plasma is extracellular space and extra- and intracellular compartments are separated by cell membranes with low intrinsic permeability. However, a huge diversity of proteins transport in unidirectional or bidirectional manner literally every metabolite into or out of the cell. Based on these ion gradients cells maintain distinct metabolite levels and patterns and those can be different by one to two orders of magnitude in concentration across a plasma cell membrane. The same holds true for the renal epithelium. Although all low molecular compounds are filtered by the glomerulus in the kidney and reach the tubular system,
hundreds of transport proteins in renal tubular cells are responsible for reabsorption of nutrients/metabolites or are involved in secreting compounds across the renal epithelium into urine. This also creates huge concentration differences and different metabolite patterns when comparing plasma and urinary samples in the same volunteer. Although a bit speculative, the (genetic) make-up of renal transporters and their expression levels seem to provide or at least contribute to an individual fingerprint of metabolite patterns as shown for urine samples in which individuals are easily identified based on few discriminating amino acids. Most interestingly, there is no correlation between these amino acids measured in plasma and urine in the same humans.

Metabolomic approaches to identify metabolites that associate with the development of type 2 diabetes in humans, used here as an example, have identified around 50 to 80 metabolites that characterize an insulin-resistant state or fully developed diabetes. Surprisingly, most of the metabolites are amino acids and intermediates from their degradation pathways followed by lipids, mainly from the phospholipid/lysophosphatide subclasses. Although diabetes is considered to be a metabolic disease with relevance to carbohydrate metabolism, so far only few sugars and metabolites derived from these substrates have been reported as markers. This also sheds some light on the bias that the methods bring into these discovery approaches. Analytes that can easily be measured are easily measured on whatever platform and thus are frequently overrepresented in the ranking of disease-specific markers that may finally turn out not to be so specific. It is also not too surprising that a number of these marker-metabolites have been known for decades as changed in states of obesity, insulin resistance, or the metabolic syndrome. What is disappointing is the fact that the diabetes-specific marker-metabolites identified so far do not provide a significant improvement in the diagnosis of type 2 diabetes when compared to the classical diagnostic measures, such as fasting glucose level, a family history, or a calculated diabetes risk score.

In summary, metabolic profiling approaches used in food research for identifying markers of dietary exposure or used as discovery tools to identify disease-specific markers are still in the early developmental phase and that leaves hope that they could really turn out to be game changers. What we need is to better harmonize the use of the term “biomarker” and we also need more experts in food, diet, and health to give meaning to the wealth of data generated by high throughput and high density technologies. While the science of classical physiology and biochemistry of intermediate metabolism was largely left behind when genetics and the genomics revolution arrived, it is the hope of the authors of this document that metabolomics may be able to bring back the interest in and attraction to study metabolism. This would certainly give meaning and provide more sound biological interpretation of the analytical data that can now be measured.
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