Use of Local Region Maps on Convolutional LSTM for Single-Image HDR Reconstruction
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Abstract: Low dynamic range (LDR) images captured by consumer cameras have a limited luminance range. As the conventional method for generating high dynamic range (HDR) images involves merging multiple-exposure LDR images of the same scene (assuming a stationary scene), we introduce a learning-based model for single-image HDR reconstruction. An input LDR image is sequentially segmented into the local region maps based on the cumulative histogram of the input brightness distribution. Using the local region maps, SParam-Net estimates the parameters of an inverse tone mapping function to generate a pseudo-HDR image. We process the segmented region maps as the input sequences on long short-term memory. Finally, a fast super-resolution convolutional neural network is used for HDR image reconstruction. The proposed method was trained and tested on datasets including HDR-Real, LDR-HDR-pair, and HDR-Eye. The experimental results revealed that HDR images can be generated more reliably than using contemporary end-to-end approaches.
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1 Introduction

The dynamic range of digital images is represented by the luminance range from the darkest to the brightest area. The images generated by digital display devices are generally stored as 8 bits, and the pixel intensities have a value between zero and 255 in the R, G, and B color channels. However, this range is limited when attempting to represent the wide luminance range of real-world objects. Images represented by 8 bits are known as low dynamic range (LDR) images. In contrast, a high dynamic range (HDR) image has a wider dynamic range than an LDR image. HDR techniques are actively used in photography, physically based rendering, films, medical, and industrial imaging, and the most recent displays support HDR content [1,2].

To reconstruct HDR images, sequentially capturing multiple images with different exposures, estimating the camera response function, and merging the brightness values in the images are necessary [3,4]. Traditional methods require multiple exposure LDR images of the same scene as
inputs. However, image artifacts can be generated by movements of the camera or objects to be captured by acquiring multi-expose LDR images. Therefore, the target scenes are assumed to be static. Several methods have been proposed to reduce these artifacts, which cannot be completely excluded [5,6]. Although special imaging devices, such as exposure-filtering masks, can reduce motion artifacts, they are not widely used owing to their high manufacturing costs [7,8]. In addition, the vast majority of LDR images have only one exposure. To address these challenges, studies on HDR image reconstruction from a single LDR image are being actively pursued [9–22].

Single-image HDR inference is referred to as inverse tone mapping. Because the details of an image are frequently lost in quite bright and/or dark regions (i.e., the over and/or under-exposed image regions), HDR reconstruction from a single LDR is a challenging problem. Inverse tone mapping can transform a large amount of legacy LDR content into HDR images that are suitable for enhanced viewing on HDR displays and various applications, such as image-based lighting with HDR environment maps. Inverse tone mapping algorithms often expand the luminance range, adjust the image contrast, and fill in the clipped (saturated) regions [9–13]. A non-linear curve is often employed in the global luminance expansion to increase the dynamic range and preserve the details of an image. Banterle [11] developed an approach wherein an input image is initially linearized, and an expanded map derived from the light source density estimation is used to enhance specific features. Wang [14] developed in-painting techniques based on the reflectance component of highlights. However, the method is applicable to the only textured highlights and requires some manual interaction. Reinhard [15] proposed a curve operator in the image tone mapping process. Rempel [16] expanded the contrast of the input LDR image, blurred the brightness values in the saturated regions, and preserved the strong edges. Wang [10] proposed a region-based enhancement of pseudo-exposures to enhance the details in distinct regions. An exposure curve was used to convert one LDR image into pseudo-exposure images. Salient regions of pseudo-exposure images contained noticeable details, which were fused into an HDR image. In this procedure, four local regions were segmented from the LDR image based on the distribution of the accumulated histogram. Details such as the bright region of the dark image were enhanced in the fused image by adjusting the Gaussian-based weighting in the local regions under the pseudo-exposures. However, the local method requires user intervention to determine the optimum parameters of the exposure curve for the HDR image. In addition, the control coefficients of the Gaussian weighting functions were determined experimentally.

Recently, many methods have been actively developed to reconstruct an HDR image from a single LDR input using deep convolutional neural networks (CNNs). These technologies expand the dynamic range of conventional LDRs, increasing the contrast ratio of the image [17–22]. Zhang [17] used an auto-encoder network to produce HDR panoramas from single LDR panoramas. However, the method assumes that the sun is at the same azimuthal position in outdoor panorama images. In addition, the method is sensitive to the tone mapping function of the input LDR image. Because the resolution of the output is limited to $64 \times 128$, the details of the HDR information cannot be shown. Marnerides [18] presented a three-branch architecture model to learn the local, mid, and global properties of an LDR image to generate an HDR image.

Endo [19] introduced a deep learning-based approach to synthesize the bracketed images that represent LDR images with different exposures and reconstructed an HDR image by merging these images. The method employed heuristic algorithms or manual intervention to select normally exposed LDR images. Therefore, if the input LDR image is over- and/or under-exposed, inferred bracketed images with quite high/low exposures should be avoided in this approach because they tend to contain artifacts.
Jang [20] developed an adaptive inverse tone mapping function to convert a single LDR image into an HDR image by learning the cumulative histogram and color difference relationship between LDR-HDR image pairs. Specifically, the method used histogram matching for the HDR reconstruction based on the learned cumulative histogram. However, the method cannot restore perfectly lost information because the intensity is tightly compressed in the LDR image. Because LDR images with limited exposed bracket modes (three stops) were used in the learning process, the estimated HDR generated by the deep learning model only had a limited dynamic range.

Liu [21] utilized the HDR-to-LDR image formation pipeline, including dynamic range clipping, non-linear mapping from a camera response function, and quantization. The physical constraints are imposed in the training of individual sub-networks. For example, it reflected the physical formation in over-exposed regions in which lost pixels were always brighter than those in the image.

Eilertsen [22] addressed the problem of recovery of the lost information in the over-exposed image regions. The method employed an encoder–decoder model with skip connections, which might generate the unwanted checkerboard artifacts in large over-exposed regions. In addition, the errors in the under-exposed regions were not considered. Chen [23] reconstructed an HDR image using a spatially dynamic encoder–decoder network with denoising and dequantization. A U-Net-like network was adopted as the base network. Two networks address the non-uniformly distributed noise problem and restore fine details in the under- and over-exposed regions. Moreover, a loss function was proposed to balance the impact of high luminance and other values during training. However, the complexity in the training time is quite high: when the patch size of input is set to 256 × 256, the total training time is approximately 5 days. The deep learning model has also been applied in the improvement of an HDR video reconstruction from multiple exposure images taken over time [24].

To reconstruct an HDR image from a single LDR image, we introduce a deep learning model: SParam-Net and convolutional long short-term memory (ConvLSTM)-Net. The input LDR image is sequentially segmented into local region maps based on the cumulative histogram of the brightness distribution. SParam-Net derives a global inverse tone mapping function from the local region maps. Using the local segmentation regions within specific brightness value ranges, the relationship between the inverse tone mapping function and details of the LDR image can be effectively learned. A pseudo-HDR image is generated using the inverse tone mapping, and the local details in the segmented regions are inputted sequentially to ConvLSTM-Net. Thereafter, the correlation of the brightness distribution in the local region maps and global luminance distribution of the pseudo-HDR image can be encoded. The encoded feature map is transferred into a fast super-resolution convolutional neural network (FSRCNN) to reconstruct the HDR image. Our contribution is that the local region maps based on the cumulative distribution can be used in the inverse tone mapping function estimation and inputted sequentially into LSTM model for HDR image reconstruction. Fig. 1 shows our deep learning model.

The remainder of this paper is organized as follows. In Section 2, we describe the proposed deep learning model: SParam-Net and ConvLSTM-Net. Then, we explain the dataset and experimental results in Section 3 and finally conclude the paper in Section 4.

2 Proposed Method

2.1 Local Region Map Segmentation: SParam-Net

The input LDR image is sequentially segmented into local maps based on the cumulative histogram of the brightness distribution. Specifically, we obtained a histogram of the brightness values of the LDR image and computed its cumulative brightness distribution. Regarding the relatively
brighter regions to the dark regions, the local region maps are segmented based on Eq. (1), considering the order of the cumulative brightness, regardless of the camera exposure values.

\[
h_n(x, y, c) = \begin{cases} 
1 & \text{if } \frac{1}{N} \ast (n - 1) \leq cdf_c < \frac{1}{N} \ast n \quad \text{or} \quad cdf_c = 1 \\
0 & \text{otherwise}
\end{cases}, \quad (1)
\]

where \((x, y)\) represents the pixel location and \(c\) represents the color channel index of the LDR image. Further, \(N\) and \(n\) \((n \in \{1, 2, \ldots, N\})\) represent the total number of local region maps and corresponding index, respectively, and \(h_n(x, y, c)\) is the brightness at pixel \((x, y)\) of the \(n\)-th segmented region in the \(c\)-th channel of the input image. Fig. 2 shows the local region maps generation based on the cumulative histogram. When \(N\) is five, each of the five local region maps (\(h1\)–\(h5\)) sequentially has a cumulative probability of 20\%, as shown in Fig. 2.

![Figure 1: Proposed deep learning model](image1)

![Figure 2: Local region map generation based on the cumulative histogram](image2)

Fig. 3 shows the local region maps obtained from the same scene under different exposures \((EV = -2, 0, +2)\). We obtained the segment region map for each color (R, G, and B) channel, and the resultant maps were concatenated in the color channels. In the figure, the maps have similar brightness distributions over three exposure values. This indicates that using the local region maps in the learning process such as inverse tone function estimation can reduce the effects associated with the exposure range of the input LDR image. Although significantly over- and/or under-exposed LDR images are inputted, the network model can effectively learn the relationship between the ground truth HDR image and input LDR image in the cumulative brightness bands.
Banterle [13] developed an inverse tone mapping technique in which a world luminance $L_w(x, y)$ is represented via a display luminance $L_d(x, y)$, where $L_d$ is the luminance at the pixel $(x, y)$ in an image. The relationship between $L_w$ and $L_d$ has an S-like shape in a two-dimensional (2D) space; hence, it is referred to as an S-curve. This curve emphasizes both the bright and dark regions and increases the contrast of regions with intermediate brightness.

\[
\frac{\alpha^2}{L_{\text{white}}^2 L_{w, \text{mean}}^2} L_w^2(x, y) + \frac{\alpha}{L_{w, \text{mean}}} (1 - L_d(x, y)) L_w(x, y) - L_d(x, y) = 0 \tag{2}
\]

\[
\left( \frac{\alpha}{L_{w, \text{mean}}} (1 - L_d(x, y)) \right)^2 + 4 \frac{\alpha^2}{L_{\text{white}}^2 L_{w, \text{mean}}^2} L_d(x, y) \geq 0 \tag{3}
\]

Eqs. (2) and (3) are the quadratic equation of $L_w$ and its determinant, respectively. Here, $\alpha$ is a key value of the scene that indicates whether it is subjectively light, normal, or dark. $L_{\text{white}}$ is the minimum luminance value that is mapped into a white color in the tone mapping process. This parameter also controls the contrast of the middle tone regions in the inverse tone mapping. The log-average luminance of $L_w$ is represented as $L_{w, \text{mean}}$, which is approximated using the log-average of the luminance in the LDR image. Because $L_d(x, y)$ always has a positive value, $L_w$ has two different solutions. To solve the quadratic equation (Eq. (2)), we must obtain a scaling coefficient $\alpha$ and the maximum value $L_{w, \text{max}}$ via inverse tone mapping. The relationship between $\alpha$, $L_{w, \text{max}}$, $L_{\text{white}}$, and $L_{w, \text{mean}}$, is described in Eq. (4).

\[
L_{w, \text{max}} = \frac{L_{\text{white}} L_{w, \text{mean}}}{\alpha} . \tag{4}
\]

\[
L_w(x, y) = \frac{L_{w, \text{max}}}{2} (L_{\text{white}} (L_d(x, y) - 1) + \sqrt{L_{\text{white}}^2 (1 - L_d(x, y))^2 + 4L_d(x, y)}). \tag{5}
\]
We derived a quadratic equation from Eqs. (2) and (4) and obtained the solution (Eq. (6)) by using a quadratic formula. Fig. 4 shows the input image, luminance values (blue-colored dots) of the ground truth HDR, considering the luminance values of the LDR image. The inverse tone mapping function is represented as the orange-colored line. Here, the luminance values (y-axis) are log-scaled, and \( L'_{\text{max}} \) and \( L_{\text{white}} \) are set to 3.6 and 22, respectively. Fig. 4 shows that the LDR image can be precisely mapped into the ground truth HDR image using the S-curve generated from the user’s intervention. Because the luminance does not represent the chromatic components of the LDR image, we modified the luminance channel into an RGB channel of the LDR image. Therefore, we transformed Eq. (5) into Eq. (6). Therefore, \( R_s, G_s, \) and \( B_s \) can be computed using \( R_d, G_d, \) and \( B_d \) in the LDR image. Here, \( R_d, G_d, \) and \( B_d \) are the luminance at each pixel \((x, y)\) in the color channels.

\[
R_s(x, y) = \frac{L'_{\text{max}}}{2}(R_{\text{white}}(R_d(x, y) - 1) + \sqrt{R_{\text{white}}^2(1 - R_d(x, y))^2 + 4R_d(x, y)}),
\]

\[
G_s(x, y) = \frac{L'_{\text{max}}}{2}(G_{\text{white}}(G_d(x, y) - 1) + \sqrt{G_{\text{white}}^2(1 - G_d(x, y))^2 + 4G_d(x, y)}),
\]

\[
B_s(x, y) = \frac{L'_{\text{max}}}{2}(B_{\text{white}}(B_d(x, y) - 1) + \sqrt{B_{\text{white}}^2(1 - B_d(x, y))^2 + 4B_d(x, y)}).
\]

**Figure 4:** Log-scaled luminance values of pseudo- and ground truth HDR considering the LDR.

We introduced a deep learning model, known as SParam-Net, to estimate the parameters of S-curve: \( L'_{\text{max}}, R_{\text{white}}, G_{\text{white}}, \) and \( B_{\text{white}} \). Using this approach, the parameters of S-curve can be estimated without relying on the parameter setting of a user, to generate a pseudo-HDR image. Fig. 5 shows the details of the SParam-Net construction process. The LDR image with a resolution of 256 \( \times \) 256 and locally segmented region maps with the same resolution in the R, G, and B channels are inputted to SParam-Net. The tensor size is 256 \( \times \) 256 \( \times \) 18 because the total number of local region maps is five. The SParam-Net with a visual geometry group (VGG) backbone [25] has 13 convolution layers. The kernel size and stride are 3 \( \times \) 3 and one. In SParam-Net, four max-pooling layers with a size of 2 \( \times \) 2 (the stride is 2) were used to reduce the size of the feature map. The feature map of the final convolution layer was resized to 7 \( \times \) 7 using adaptive average pooling. The final output (7 \( \times \) 7 \( \times \) 512) of the convolution layer map was passed through three fully connected layers. The first two layers had 4,096 nodes, and the final layer had four outputs: \( L'_{\text{max}}, R_{\text{white}}, G_{\text{white}}, \) and \( B_{\text{white}} \). Using S-curve with the
output parameter values (Eq. (7)), the input LDR image can be mapped into the pseudo-HDR image. Further, the rectified linear unit (ReLU) function was used as an active function for the convolution and fully connected layers, and the dropout was utilized to prevent overfitting of the deep learning model.

\[
\text{Loss} = (1 - a)L_1 + a(1 - \text{SSIM}(\text{PseudoHDR}, \text{HDR})),
\]

where \(\text{PseudoHDR}\) represents the pseudo-HDR image generated by SParam-Net and \(\text{HDR}\) represents the ground truth HDR image. In Eq. (7), \(a\) parameter, which controls the relative weights of L1 and SSIM losses, is set to 0.83.

### 2.2 HDR-Image Generation: ConvLSTM-Net

To generate an HDR image, the segmented local maps were sequentially inputted to ConvLSTM-Net based on the brightness. Here, the pseudo-HDR image generated using SParam-Net was also used. The LSTM is recurrent neural network architecture with feedback connections, which is well-suited for classifying and making predictions based on time-series data, such as voice and texts [28]. To obtain the convolutional structures in both the input-to-state and state-to-state transitions, a previously employed fully connected LSTM was extended to convolutional LSTM [29]. In this study, the sequentially segmented local region maps based on the cumulative histogram were considered time-dependent data inputs in the convolutional LSTM. The proposed LSTM-based model sequentially learned the local region maps, not on the time axis. However, it learned those on the cumulative brightness distribution, considering the global inverse tone mapping. The proposed approach is the first example of the processing of the sequentially segmented maps in the convolutional LSTM.
ConvLSTM-Net is composed of two parts: an encoder and a decoder. The encoder extracts the relationship of the local brightness distribution in each brightness band, which is divided using the cumulative histogram and global luminance of the pseudo-HDR image. Deconvolution operation is performed on the feature map with the lower resolution to reconstruct the feature map with the same resolution as the input LDR image [19,22]. Previous encoders based on U-Net [30] cause images to be distorted by checkerboard artifacts owing to the upsampling layers [31,32]. The proposed approach is not encumbered by checkerboard artifacts because neither the upsampling nor the downsampling layers are employed.

The convolution operation of ConvLSTM-Net is represented as Conv($f_i$, $n_i$, $c_i$), where $f_i$, $n_i$, and $c_i$ represent the size of the convolution kernel, number of output, and input channels, respectively. The convolutional LSTM with two layers, namely, Conv(3, 64, 6) and Conv(3, 6, 64), was used as the encoder. As previously indicated, the local region maps were obtained from the relatively bright regions close to the dark local regions, based on the order of brightness. Both the pseudo-HDR image obtained via S-param Net and segmented region maps were sequentially forwarded to each cell of the convolutional LSTM. Because the LDR image is non-linearly mapped to the camera response function, learning a direct HDR mapping from a single LDR image is difficult. The proposed model can effectively learn their relationship by using the HDR image and sequentially segmented local regions based on the order of brightness.

The encoded feature map was transferred into the decoder to reconstruct the HDR image. We employed the FSRCNN, which was constructed using feature extraction, shrinking, mapping, expanding, and deconvolution processes [33]. First, the feature map was extracted from the input tensor using the Conv(5, 64, 6) operation. Second, the dimension of the feature map was reduced using Conv(1, 12, 64). The mapping process performed four Conv(3, 12, 12) operations and non-linear active functions, learning the non-linear mapping. Considering the expanding process, the decreased dimension was expanded using the Conv(1, 64, 12) operation. Regarding the deconvolution process, the previously developed FSRCNN model increased the dimension of the feature map to generate a super-resolution image. Because the dimensions of the input image and those of the output are the same, the HDR image can be reconstructed using DeConv(9, 3, 64) with one stride. The parametric ReLU active function was employed after every convolution operation of the decoder. The ReLU function was used in the final deconvolution operation. The loss function, defined using L1 and SSIM measures, computes the errors between the output HDR image generated by the ConvLSTM-Net and ground truth HDR. Fig. 6 presents the details of the ConvLSTM-Net construction process.

The proposed network model, which was constructed using the SParam-Net and ConvLSTM-Net, was jointly learned for HDR reconstruction from a single image. SParam-Net was learned to estimate the inverse tone mapping function. The weight values of SParam-Net were used as the initial weight values of the proposed model during the learning process. The final loss function was defined as Eq. (8).

$$\text{Loss}_{\text{combined}} = \alpha \text{Loss}_{\text{LSTM}} + \beta \text{Loss}_{\text{SParam}},$$

where $\text{Loss}_{\text{LSTM}}$ and $\text{Loss}_{\text{SParam}}$ represent the losses by ConvLSTM-Net and SParam-Net, respectively. Here, $\alpha$ and $\beta$ are the relative weight values of the two loss values.
3 Experimental Results

3.1 Dataset

In this experiment, HDR-Real [21], LDR-HDR pair [20], and HDR-Eyes [34] datasets were used in learning and training processes. The HDR-Real dataset images were captured using 42 cameras, including NIKON D90, NEX-5N, and Canon EOS 6D with multiple exposures. Bracketed image pairs comprising 5–20 images of the same scene were used for HDR image generation. The dataset included 820 HDR and 9,786 LDR images. The LDR-HDR pair datasets were captured using a Samsung NX3000 camera in an auto-exposure bracket mode (EV = −2, 0, 2) at a resolution of 1024 × 1024 pixels. Three images of the 450 scenes of several categories (e.g., indoor, outdoor, landscape, objects, buildings, and nights) were obtained at different exposures and merged into an HDR image using the Pro algorithm [3]. The HDR-Eye dataset was built by combining nine bracketed images that were acquired using several cameras, including Sony DSC-RX100 II, NEX-5N, and α6000, with different exposure settings (EV = −2.7, −2, −1.3, −0.7, 0, 0.7, 1.3, 2, 2.7) [34]. Regarding the three datasets, 970 HDR and 10,236 LDR images were randomly chosen as the training dataset, and 346 HDR and 946 LDR images were chosen as the test dataset.

The LDR images were represented based on the dynamic range of a pixel (8-bit) (i.e., [0, 255]). Generally, because different HDR-images have different dynamic ranges and maximum values, normalization of the dataset is required to ensure an effective learning performance. In addition, if
the luminance values of the HDR-images are normalized with the maximum value in the range of [0, 1], many pixels in the image have near-zero values. This is because the HDR image has a large dynamic range, and the size of the bright regions is generally small. The network finds it difficult to learn to reconstruct HDR-images that have quite small pixel values. Prior to the learning process in our network model, the average pixel value of the HDR image was normalized to 0.5.

There are many image quality assessment methods for the evaluation of the performance of inverse tone mappings [12,20,21,35,36]. High dynamic range visible difference predictor 2 (HDR-VDP-2) estimates the probability that an average human observer will detect the difference and quality between a pair of images [12]. Because HDR-VDP-2 is based on the visual model for all the luminance conditions, this measure is used to evaluate the accuracy of HDR reconstruction. In addition, the peak signal-to-noise ratio (PSNR) and SSIM metrics are widely employed. Both the reconstructed HDR and reference ground-truth HDR-images were normalized using a previously reported processing step [18]. We used PSNR and SSIM to evaluate the tone-mapped HDR-images and determined the average scores from four tone-mapping operators: Balanced, Smooth, Enhanced, and Soft in Photomatix [21].

3.2 Evaluation

To train and test our proposed deep learning model, we conducted experiments on a computer equipped with a Core i5-9600k CPU, 16 GB RAM, and GeForce GTX 1080Ti GPU, and we used Python language and PyTorch deep learning library. Our network model has been implemented and performed in the commercial computer system, considering the computation and memory complexity. We trained our model with a stochastic gradient descent of a batch size of four using the Adam optimizer ($\beta_1$ and $\beta_2$: 0.9 and 0.999, respectively) with a fixed learning rate of 7e-5. When an input image size is 256×256, SParam-Net has 134.28 M weight parameters and 20.79 giga floating operations per second (GFLOPs), and ConvLSTM-Net has 0.21 M parameters and 59.07 GFLOPs. The total number of the proposed model is 134.49 M and has 79.86 GFLOPs. The LSTM network maintains a low number of parameters by weight sharing; nonetheless, its operation is performed iteratively across the input sequences. Therefore, unlike Sparam-Net, ConvLSTM-Net has fewer parameters and more computation load (GFLOPs).

In our experiment, the proposed network model was converged after training for 50 epochs. SParam-Net was trained to generate the global inverse tone mapping from the local region maps. The trained weight parameters of SParam-Net were used as the initial values in joint learning of SParam-Net and ConvLSTM-Net. It took 10 min to train SParam-Net and 18 min per epoch for the joint training our model (SParam-Net and ConvLSTM-Net). The running time at inference in our network model is approximately 76 ms for 256×256 images and 262 ms for 512×512 images.

First, the luminance distribution of the ground truth HDR image was compared to that of the pseudo-HDR image that was generated using the inverse tone mapping function via SParam-Net. Because these luminance values were obtained in the color channels, the pixel values could be evaluated without considering additional chromatic components [20]. Fig. 7 shows the log-scaled luminance values of an HDR image, considering the luminance values of the LDR image. The inverse tone mapping function estimated by SParam-Net is represented by the orange-colored line in Fig. 4. Fig. 7 also shows that the estimated inverse tone mapping function adequately represents the relationship between the HDR and LDR luminance values. Considering the input LDR image captured using a low aperture value, the estimated inverse tone mapping function exhibited more differences compared to other cases.
The proposed model was compared to contemporary deep learning-based methods: Expand-Net [18], DrTMO [19], HDRCNN [22], SingleHDR [21]), using HDR-VDP-2, PSNR, and SSIM as the evaluation metrics. These methods were implemented using codes by the authors and open sources. In Tab. 1, the median values and variation ranges for HDR-VDP-2, PSNR, and SSIM metrics for the HDR-Real, LDR-HDR-pair, and HDR-Eye datasets are presented, considering the relative weight values ($\alpha$ and $\beta$) of SParam-Net and ConvLSTM-Net. When the relative weight ($\alpha$) of ConvLSTM-Net is larger than that of SParam-Net ($\beta$), the proposed model provides a better performance as shown in Tab. 1. This implies that sequential learning of the details in local region maps based on the global luminance distribution is more effective than the estimation of the inverse tone mapping.

The proposed method achieved a comparable performance, considering the other three methods (Expand-Net, DrTMO, HDRCNN) except for SingleHDR to some extent. SingleHDR utilizes three CNNs for the sub-tasks of dequantization, linearization, and hallucination [21]. The proposed model sequentially learns the correlation between the global luminance distribution and local regions based on the cumulative brightness distribution. In this study, both the correction of the quantization errors and the reconstruction of the details in over-exposed regions are considered implicitly. If additional considerations about the over- and/or under-exposed information are included, the performance can be further improved. Tab. 2 shows the performance over the total number ($N$) of the segmented local region maps, which is the divisor of the cumulative histogram. In Tab. 2, the best performance is obtained when $N$ is 5.
Table 1: Comparison of the performances with relative weights of the loss functions

| Methods              | HDR-VDP-2   | PSNR | SSIM  |
|----------------------|-------------|------|-------|
| ExpandNet [18]       | 56.11 ± 5.37| 20.91| 0.8221|
| DrTMO [19]           | 56.39 ± 5.09| 20.54| 0.8221|
| HDRCNN [22]          | 55.95 ± 5.96| 18.95| 0.7939|
| SingleHDR [21]       | 58.83 ± 4.96| 25.73| 0.8932|
| Our model            |             |      |       |
| $\alpha = 1, \beta = 0.2$ | 57.91 ± 5.74| 23.84| 0.8547|
| $\alpha = 1, \beta = 0.5$ | 57.81 ± 5.63| 23.73| 0.8521|
| $\alpha = 1, \beta = 1.0$ | 57.77 ± 5.73| 23.78| 0.8524|
| $\alpha = 1, \beta = 1.6$ | 57.90 ± 5.71| 23.70| 0.8521|
| $\alpha = 1, \beta = 2.0$ | 57.30 ± 5.65| 23.20| 0.8506|

Table 2: Comparison of the performances over the number ($N$) of local region maps

| Our model ($\alpha = 1, \beta = 0.2$) | HDR-VDP-2   | PSNR | SSIM  |
|--------------------------------------|-------------|------|-------|
| $N = 3$                              | 57.84 ± 5.73| 23.55| 0.8498|
| $N = 4$                              | 57.67 ± 5.74| 23.43| 0.8352|
| $N = 5$                              | 57.91 ± 5.74| 23.84| 0.8547|
| $N = 6$                              | 57.67 ± 5.70| 23.52| 0.8537|
| $N = 7$                              | 57.89 ± 5.69| 23.88| 0.8501|

Fig. 8 shows the resultant HDR images obtained using the contemporary approaches, compared to those generated using the proposed method. The results are tone-mapped to facilitate qualitative evaluation. To better compare the results, the areas identified using the red-colored square are enlarged. In the bright regions of Figs. 8a and 8c and the dark regions of Fig. 8b, the details of the image are more precisely reconstructed, and the resultant HDR-images are more visually appealing. Regarding the results generated by the ExpandNet and DrTMO methods, the color tones of the reconstructed results are different from that of the ground truth HDR image (GT in Fig. 8). By estimating the inverse tone mapping function in the R, G, and B channels, the proposed method can more precisely reconstruct the ground truth HDR color.

The following is the summary of the main contributions of this paper: 1) The local region maps, which are segmented based on the cumulative brightness distribution, are used to estimate an inverse tone mapping function. 2) The globally tone mapped-local region maps are used as the input sequences on the LSTM model for HDR image reconstruction. In our network model, the correlation of the brightness distribution in the local region maps and the global luminance distribution of the pseudo-HDR image can be encoded. However, the proposed model still encounters difficulty in reconstructing over and/or under-exposed regions. Therefore, we need to further consider scattered noise or contouring artifacts that occurred often in the quantization process.
Figure 8: (a) Comparison of the HDR-images by the contemporary methods and proposed approach
Figure 8: (b) Continued
Figure 8: (c) Continued
4 Conclusion

In this paper, we presented a deep learning model for reconstructing an HDR image from a single LDR image. SParam-Net was used to estimate the inverse tone mapping function to generate a pseudo-HDR image. Both the pseudo-HDR image and segmented local region maps based on the cumulative histogram were inputted sequentially into the convolutional LSTM. The weights obtained from the SParam-Net were transferred for joint learning of the end-to-end reconstruction model. It was demonstrated that based on the order of the brightness values obtained from the LDR image, the local region maps can be effectively used in the convolutional LSTM to learn the relationship between the LDR and HDR images. Therefore, the model can sequentially learn the details of the brightness bands, considering the global luminance distribution. The proposed model was compared to contemporary deep learning-based methods based on HDR-VDP-2, PSNR, and SSIM measures. The results of the experiments show that the proposed deep learning model can reconstruct an HDR image from a single LDR image more reliably than the contemporary end-to-end methods. However, the proposed model still encounters difficulty in reconstructing over and/or under-exposed regions. Further considerations on the scattered noise or contouring artifacts that occur often in the quantization process are needed.
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