Exploring Mutual Information between IRIS Spectral Lines. I. Correlations between Spectral Lines during Solar Flares and within the Quiet Sun.
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Abstract

Spectral lines allow us to probe the thermodynamics of the solar atmosphere, but the shape of a single spectral line may be similar for different thermodynamic solutions. Multiline analyses are therefore crucial, but computationally cumbersome. We investigate correlations between several chromospheric and transition region lines to restrain the thermodynamic solutions of the solar atmosphere during flares. We used machine-learning methods to capture the statistical dependencies between six spectral lines sourced from 21 large solar flares observed by NASA’s Interface Region Imaging Spectrograph (IRIS). The techniques are based on an information-theoretic quantity called mutual information (MI), which captures both linear and nonlinear correlations between spectral lines. The MI is estimated using both a categorical and numeric method, and performed separately for a collection of quiet Sun and flaring observations. Both approaches return consistent results, indicating weak correlations between spectral lines under quiet Sun conditions, and substantially enhanced correlations under flaring conditions, with some line-pairs such as Mg II and C II having a normalized MI score as high as 0.5. We find that certain spectral lines couple more readily than others, indicating a coherence in the solar atmosphere over many scale heights during flares, and that all line-pairs are correlated to the GOES derivative, indicating a positive relationship between correlation strength and energy input. Our methods provide a highly stable and flexible framework for quantifying dependencies between the physical quantities of the solar atmosphere, allowing us to obtain a three-dimensional picture of its state.

1. Introduction

The Sun emits radiation over the entire electromagnetic spectrum, with the bulk of its emission in the visible band. NASA’s Interface Region Imaging Spectrograph (IRIS) small explorer spacecraft (De Pontieu et al. 2014) captures UV radiation from plasma sensitive to temperatures in the range of 5000 to 10,000,000 K, corresponding to a height range between the photosphere and the corona. Part of this radiation is collected by IRIS’s onboard spectrograph, which covers several strong chromospheric and transition region lines.

The shapes of these spectral lines are often related to the thermodynamics of the surrounding plasma, with each line’s diagnostic capacity being determined via a forward modeling exercise of some quintessential model atom placed within an accurate solar atmosphere and allowed to radiate in accordance to a numerically feasible subset of radiative transfer constraints. Assuming accurate solar models, each line provides a different and complementary window of insight into the thermodynamic behavior of the solar atmosphere (see for instance, Leenaarts et al. 2013; Lin & Carlsson 2015; Rathore & Carlsson 2015).

The shape of a single spectral line, however, is often overly determined, and can be explained by a degenerate set of variations within the velocity fields, ionization ratios, densities, and temperatures at a multitude of scale heights. This was clearly highlighted by Rubio da Costa & Kleint (2017), who fed iteratively adjusted artificial flaring atmospheres (in an unconstrained way) from the radiative hydrodynamic code RADYN into the RH transfer code in an attempt to simulate the necessary thermodynamic conditions for the formation of a few interesting Mg II h&k flaring profiles. They found that single-peaked spectral shapes could be generated in a variety of ways: either by introducing large temperature and electron density spikes into the upper chromosphere, or by introducing unresolved up- and downflows within the same pixel. These results imply that the analysis of a single spectral line can easily be taken out of context. It is therefore crucial that one studies a multitude of lines simultaneously, leading to stronger physical constraints and less ambiguous conclusions.

An example of the utility of multiline studies can be found in a recent article by Sadykov et al. (2019), who discovered several incompatibilities between observation and simulation by monitoring correlations between the Doppler shifts of both the C II 1334.5 Å and Fe Xxii 1354.1 Å lines as a function of deposited heat flux for seven IRIS flare observations during their impulsive phases. Similarly, multiline inversion studies use the different formation heights of multiple spectral lines to derive atmospheric properties in three dimensions (e.g., Bjørgen et al. 2019; Riehmüller & Solanki 2019; Vissers et al. 2021, 2019).

The modern analysis of solar flare physics depends on a three-pillar self-referential system of checks, consisting of direct observations, simulations, and theoretical expectations. Any new results should be filtered through this system, with inconsistencies warranting either changes to our current understanding of the standard flare model (e.g., Fletcher et al. 2011), or to the underlying assumptions of our simulations. The above-mentioned studies call for the use of multiline observations to challenge our current models and restrain the parameter space of solutions.

These considerations naturally promote the question about interline correlations, a topic that has not received enough attention in the solar physics community given the weight of its importance both as a diagnostic tool and as a way of providing...
strict multi-height benchmarks for current state-of-the-art hydrodynamic and radiative transfer codes (e.g., Graham et al. 2020; Testa et al. 2020). Although there have been a few such studies (see Milligan 2015 for a multiwavelength spectroscopic overview), the analyses seldom deal with spectral shapes and rely almost exclusively on simple linear-correlation-based metrics such as covariance to capture dependencies.

The objective of this paper is to provide a machine-learning-based model, derived from 21 large solar flares, that can highlight the dependencies between a multitude of chromospheric and transition region lines observed by IRIS. These dependencies or correlation can then be used to understand the physics of the solar atmosphere at various heights. The spectral line shapes compared are from the following ions: MgII, CII, Si IV, O IV, Fe II, and Fe XXI. The final model will calculate the degree of correlation between any two of the above-mentioned spectral lines. To do this in the most rigorous way possible, we make use of an information-theoretic quantity called the mutual information (MI), which is capable of picking up both linear and nonlinear dependencies (Wentian 1990).

This paper is organized as follows. In Section 2, we address the preprocessing steps necessary to prepare the data for our particular research goals. In particular, we use a variational autoencoder (VAE) to generate a clean flaring data set. In Section 3, we discuss the concept of mutual information, and provide both a categorical and numerical method for estimating it. The relevant intuitions and mathematical concepts are addressed, and the convergence properties of the numerical scheme are subsequently investigated. In Section 4, we apply the above technology to both the quiet Sun and flaring data sets, and analyze the evolution of the latter with respect to the Geostationary Operational Environment Satellite (GOES) curve and derivative of a single flare. We also investigate the changes in correlation strengths when considering spectra only from the flare ribbon. In Section 5, we discuss some of the results, including the meaning of low correlation scores, and finally conclude and offer potential attractive extensions and research avenues in Section 6.

### 2. Data

The assumptions underlying line formation in the quiet Sun are often not extendable to flaring atmospheres, with key differences underpinning the radiative transfer in both cases. The additional energy supplied by the electron beam during a solar flare can understandably lead to an increase in line correlation by either reducing the thermalization lengths and thereby forcing a type of "locality" (see, for example, a study by Kerr et al. 2019b where the Si IV line formation becomes optically thick), or by inducing bulk velocity flows, which could knit the atmosphere together at multiple scale heights. In anticipation of these differences, we chose to analyze line correlations in the quiet Sun and flaring atmospheres separately. We therefore created two data sets consisting of 18 quiet Sun observations and 21 flare observations sourced from the years 2014 and 2015. All observations were on disk and encompassed a rich variety of modes, including sit-and-stares, rasters with both fast and slow cadence rates, and a few observations with roll angles offset from solar north. A list of the quiet Sun observations can be found in Table 1, while the flare observations can be found in Table 2, along with an accompanying collage of slit-jaw-images (SJs) in Figure 1 taken at a critical moment in each flare’s development. We restricted our analysis to large M- and X-class flares, with the IRIS slit positioned directly over the flare ribbon. Each IRIS observation also covers all six of the above-mentioned spectral windows, coming to a total of 4,788,392 × 6 spectra for flare observations, and 2,977,090 × 6 spectra for quiet Sun observations.

In order to make the data compatible with our particular research goals and methods, an additional layer of preprocessing was required on top of the IRIS level 2 data product. Spectra with missing data in the form of large negative values as well as overexposed spectra with more than five consecutive points at the same intensity were removed. The spectra associated with each line were then interpolated onto the same wavelength grid, such that different observations always contained the same number of wavelength (λ) points. Note that we only require the number of bins to be consistent within each spectral line; for instance, all Mg II spectra should have the same number of λ points regardless of the observation.

| Date        | Time Obs. Start | OBSID      |
|-------------|-----------------|------------|
| 2014-02-06  | 12:44           | 3803257203 |
| 2014-02-07  | 11:29           | 3803257203 |
| 2014-02-08  | 13:32           | 3803257203 |
| 2014-02-11  | 05:10           | 3864255653 |
| 2014-05-11  | 06:49           | 3800258458 |
| 2014-05-15  | 14:09           | 3820357403 |
| 2014-05-16  | 07:58           | 3800258458 |
| 2014-06-26  | 22:32           | 3820005183 |
| 2014-06-28  | 16:48           | 3820505482 |
| 2014-06-28  | 21:42           | 3820505482 |
| 2014-09-02  | 07:30           | 3800258465 |
| 2014-10-07  | 07:54           | 3800258458 |
| 2014-12-14  | 15:38           | 3800106080 |
| 2014-12-14  | 17:15           | 3800106080 |
| 2014-02-10  | 12:39           | 3803257203 |
| 2014-09-25  | 22:09           | 3820107266 |
| 2015-02-18  | 20:01           | 3800010006 |
| 2015-10-10  | 23:34           | 3620005935 |

| Class | Date        | Time Obs. Start | OBSID      |
|-------|-------------|-----------------|------------|
| M1.0  | 2014-06-12  | 11:09           | 3863605329 |
| M1.0  | 2014-11-07  | 09:37           | 3860602088 |
| M1.1  | 2014-06-12  | 18:44           | 3863605329 |
| M1.1  | 2014-09-06  | 11:23           | 3820259253 |
| M1.1  | 2015-08-21  | 16:01           | 3660104044 |
| M1.3  | 2014-10-26  | 18:52           | 364111353 |
| M1.4  | 2015-03-12  | 05:45           | 3660107053 |
| M1.8  | 2015-03-11  | 04:46           | 3860259280 |
| M2.3  | 2014-11-09  | 15:17           | 3860258971 |
| M2.9  | 2015-08-27  | 05:37           | 3860605380 |
| M3.4  | 2014-10-27  | 20:56           | 364111353 |
| M3.9  | 2014-06-11  | 18:19           | 3663605329 |
| M6.5  | 2015-06-22  | 17:00           | 3660100039 |
| M7.3  | 2014-04-18  | 12:33           | 3820259153 |
| M8.7  | 2014-10-21  | 18:10           | 366021353 |
| X1.0  | 2014-04-29  | 14:09           | 3860258481 |
| X1.6  | 2014-09-10  | 11:28           | 3860259453 |
| X1.6  | 2014-10-22  | 08:18           | 3860261381 |
| X2.0  | 2014-10-27  | 14:04           | 3860354980 |
| X2.1  | 2015-03-11  | 15:19           | 3660107071 |
| X3.1  | 2014-10-24  | 20:52           | 3860111353 |
while Si IV spectra can have their own self-consistent $\lambda$ grid. This step is important for the machine-learning methods used to calculate the line correlations. Finally, the intensity degree of freedom was removed from the data by normalizing each spectrum by its maximum value, such that we only study different line shapes.

### 2.1. Separating Quiet Sun and Flaring Spectra

The spectrograph of IRIS can scan a field of view (FOV) of $130 \times 175$ arcsec$^2$, and therefore most flare observations in Table 2 also contain a number of quiet Sun spectra toward the observation’s peripheries. In addition to this, a region might be both flaring and not flaring at different instances in time. Since our research methodology relies on the generation of two clean data sets containing either quiet Sun or flaring spectra exclusively, we had to find a reliable way of isolating the flaring region of each observation. The criterion for determining the flaring region was based on characteristics derived from a single spectral line. For reasons that will be made clear at the end of this section, we selected the Mg II h&k lines. As a first approximation, we could introduce an intensity threshold and simply discard any spectrum that falls below this threshold.

![Figure 1. Collage of IRIS slit-jaw-images (SJI) showing a single snapshot from each of the 21 flares listed in Table 2. Spectral data was collected from the highlighted regions, with red and cyan indicating which flares are M- and X-class, respectively. These particular flares were chosen on account of the good alignment between IRIS’ spectrometer and the flaring activity seen in white. Note that spectra were only collected from evenly spaced steps within the colored regions, such that the spectrometer need not cover the entire colored region. The number of steps is indicated on the left-hand side of every image, along with the flare number on top, SJI filter, central position of the image in arcseconds, and the time each individual SJI was rendered at the base of the image.](image-url)
This approach is well founded since strong lines typically experience an increase of two to three orders of magnitude in intensity during solar flares (Kerr et al. 2015); however, there are several noticeable deficiencies with this approach. The selection of a single threshold is not a trivial task, and experience indicates that a threshold that isolates a flaring region appropriately for one observation does not necessarily translate well to a different observation. In addition to this, a simple threshold method may discard interesting low-intensity flare spectra.

An alternative and, in our opinion, more forgiving approach is to isolate flaring regions based on spectral shape. Panos & Kleint (2020) showed that Mg II h&k line profiles associated with quiet Sun and flaring atmospheres could easily be distinguished using neural networks (NNs). Although their models incorporated an intensity component, features such as k/h ratio and subordinate line emission appeared to be strongly descriptive of the two classes.

In line with this research, we implemented a dual NN architecture, VAE, to learn the salient features associated with quiet Sun spectral shapes; see Figure 2. A VAE is a type of NN that learns how to compress/encode and reconstruct/decode data. For instance, a VAE can take a Mg II spectrum consisting of 240 λ points and compress it down into a latent space representation (z) of just a few numbers (in our case 10). These number could represent things such as the k/h ratio, line width, or integrated emission between the line cores; however, it is up to the network to decide what the most efficient basis is for representing the spectrum. The VAE then tries to learn a set of instructions that will allow it to unfold the efficient 10-dimensional representation back into a full 240-dimensional vector, with the objective of making the reconstructed spectrum as similar to the original as possible. The function that guides the learning process of the network is called an objective function. In this case the objective function is the mean squared difference between each λ point’s intensity \( \sum_{i} ||I_{\lambda} - \hat{I}_{\lambda}||_{2}^{2} \), where \( I_{\lambda} \) is the original and \( \hat{I}_{\lambda} \) is the reconstructed spectrum, with \( i \in [1 \cdots 240] \). The VAE adjusts its parameters via a process called backpropagation, which allows the network to efficiently minimize the objective function via a simple gradient descent method. If the difference between the reconstruction and original (called the reconstruction error) is small, then the network has learned: (1) the most important features of the spectrum, and (2) a set of instructions for rebuilding the spectrum from these features. In essence, a VAE attempts to learn the relationships and dependencies between the intensity values at each λ point of the spectrum, by looking at how they are connected over the entire data set. As an example, the quasi-continuum emission between the Mg II line cores always has a parabolic shape; sometimes more flat, sometimes with a higher continuum value between the two spectral lines. It is therefore inefficient to store all intensity values at each of the λ points, when a single number representing the integrated emission could provide a good estimate of the shape of this continuum region.

The learned relationships and dependencies between the intensity values at each λ point depend on the type of data the network is trained on. In machine-learning terminology, the VAE learns a model for the particular training distribution (in our case, quiet Sun spectra). The relationships between the intensities at each λ point may follow an entirely different set of rules for a distribution of flaring spectra. If we therefore train the VAE only on quiet Sun spectra, it will not have the vocabulary necessary to compress and reconstruct a spectrum from a solar flare, without incurring a comparatively large reconstruction error. An example of this can be seen in Figure 3. In the left panel, the reconstructed spectrum (dashed line) is almost identical to the original quiet Sun spectrum (solid line); however, the flaring spectrum on the right is very poorly approximated by its reconstructed counterpart. Notice that although the approximation is not appropriate, the VAE nevertheless attempts to create a profile that has broad cores and a flat quasi-continuum. Since it does not know how to construct something outside of the set of rules governing the quiet Sun, it cannot form a single peak. This reconstruction feature of a VAE is useful for solving our problem. We therefore trained a VAE on the entire quiet Sun data set of 18 IRIS observations, and used the reconstruction error to isolate the flaring regions. The regions with low reconstruction error were not used in any subsequent analyses.

A comparison between the intensity threshold and VAE method for the Mg II line can be seen in Figure 4. We have displayed the results for two different solar flares. In both cases, there is an expectation for higher intensities and reconstruction errors (blue < orange < yellow) to better isolate the flaring regions; however, the affiliation of higher intensities and reconstruction errors with more flare-like spectra is somewhat arbitrary. For instance, a low-intensity spectrum might have a particular shape that never occurs within the quiet Sun. Under these circumstances, the spectrum is as flare-like as possible; nevertheless, the spectrum will be assigned to a lower-ranked bin (orange) under the intensity framework.

The definition of quiet Sun and flare from the limited perspective of a single spectral line is again somewhat arbitrary. For instance, Fe II only deviates in shape substantially from its quiet Sun counterpart directly over the flare ribbon. This leads to a nested set of quiet Sun masks (one for each spectral line). Selecting the strongest criteria where all lines agree upon the flaring region would result in a stunted analysis of only the most intense parts of solar flares. For this reason, we chose to define the flaring region as the combination of yellow and orange pixels from the perspective of the Mg II line, which most often encompassed all other masks.

We have simplified our description of the VAE architecture for clarity; the full mathematical background can be found in Doersch (2016). For the most part, we have described a simpler
model called an autoencoder. The difference between an ordinary autoencoder and a VAE can be found in the smoothness of the latent space $z$. Autoencoders do not respect the shape of the latent space, and are allowed to contort it pathologically to meet the needs of the objective function. On the contrary, a VAE has an additional term in the objective function that not only tries to minimize the difference between the original and reconstructed spectra, but also tries to promote the construction of a smooth latent space. On a high level, this means that a VAE can interpolate to new latent space points, and generate spectra that have never been seen before, but are still convincingly quiet-sunlike. This particular quality of a VAE elevates it into a class of models called generative models. The generative nature of VAEs make them especially appropriate for our purposes, since in theory, any quiet Sun spectrum that we missed within our 18 observations can be constructed by the VAE and still assigned a small reconstruction error.

3. Calculating the Correlation between Spectral Lines

In this section, we develop the intuition and notation necessary to understand an information-theoretic quantity that will allow us to calculate the correlations between lines in a robust way. We then provide two different approaches for estimating the correlation between pairs of spectral lines, both under quiet Sun and flaring conditions.

3.1. Mutual Information

In probability theory, a random variable $X$ is associated with a number of possible states $x_i \in X$. The marginal probability distribution $p(x)$ tells us how likely each of these states are. Similarly, we can have another random variable $Y$ described by the marginal distribution $p(y)$. If the two random variables are completely independent, then the probability $p(x_i, y_j)$ of simultaneously observing a particular pair of states, called the joint probability, would be given by the product of the probabilities of observing them individually $p(x_i)p(y_j)$. This is commonly referred to as the product of the marginals, and is precisely the behavior we would expect from two fair dice throws. The concept of variable independence is depicted graphically in the left panel of Figure 5, with the blue horizontal and vertical blocks corresponding to the marginal probability distributions of $X$ and $Y$, respectively, whose products give the resulting joint probability distribution $p(x, y)$ in black. We have allowed both random variables to have seven degrees of freedom (states), and assigned darker shades to higher probabilities. This means that this example is not similar to a dice throw, because we arbitrarily selected the probability of each state, with state 1 being more likely than, e.g., state 2. For the example, we selected the same probabilities for $X$ and $Y$. As a consequence of the high frequency of state 1, $p(x_1, y_1)$ in the lower left corner is predicted to occur most often. The fact that these pairs occur with a particularly high frequency has nothing to do with any physical relationship between them, but is merely the byproduct of a statistical rule. In conclusion, the defining quality of two uncorrelated variables is that the pattern of the joint probability distribution mirrors the frequencies of the marginals. If we apply this to the example of two fair dice throws, the left panel of Figure 5 would have an equal gray color everywhere because any combination of two dice is equally likely.

On the other hand, the right panel of Figure 5 shows a distinct decoupling between the marginals and joint distributions, with the probability of $p(x_1, y_1)$ this time being small despite the high frequencies associated with state 1. The departure from the rules governing independent variable behavior naturally implies a degree of dependence between the variables. This affords us a mechanism for calculating the correlation between two random variables as the degree to which the black distributions in the left- and right-hand panels of Figure 5 deviate from one another. We refer to these distributions as the independent $P^1$ and true $P$ probability distributions, respectively. An example is described in Figure 5.

The Kullback–Leibler or KL-divergence is commonly used as a statistical measure of distance between two probability distributions. We will use this measure to calculate the degree to which $P^1$ and $P$ disagree. In general, the KL-divergence between two distributions $p$ and $q$ is defined as:

$$D_{KL}(p||q) = \sum_x p(x) \log \frac{p(x)}{q(x)} = \mathbb{E}_{p(x)} \left[ \log \frac{p(x)}{q(x)} \right].$$

\[ (1) \]
where $E_p$ is the expectation value of the log difference between both distributions with respect to $p(x)$. Notice that the distance between both distributions is simply the sum of the logarithmic difference between the probabilities at each point, i.e., we superimpose the left- and right-hand panels of Figure 5 and take the log difference between the shades. The prefactor of $p(x)$ makes the KL-divergence asymmetric and not a metric in the common sense (since $D_{KL}(p||q) \neq D_{KL}(q||p)$, and the triangle inequality is not necessarily respected). However, the addition of this factor along with the logarithmic terms encourages interpretations within the field of information theory, where the asymmetry is a desirable quality rather than a glitch. We suggest the text of Cover & Thomas (2006) for readers interested in an information-theoretic understanding of this quantity. The dependence between two random variables is then simply the distance between the true and independent distributions $D_{KL}(P||P')$, which is the MI and is explicitly written as:

$$MI(X; Y) = \sum_x \sum_y p(x, y) \log \frac{p(x, y)}{p(x)p(y)}$$

Unlike covariance, MI can capture nonlinear dependencies and is amenable to categorical data, where the symbols used to represent each category do not have a meaningful mapping into $\mathbb{R}^N$ (Kinney & Atwal 2014). In this sense, MI is a natural extension of covariance, and is a complete measure of all possible dependencies.
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The data in its current form makes the construction of this

matrix impractical, since the shape of each spectrum can vary

continuously, allowing each profile to be distinct. In this case,

the number of states for each line equals the number of spectral

profiles in the observation, so that we have a trivial one-to-one

mapping between L1 and L2, corresponding to a statistically

uninformative homogeneous same-colored grid in Figure 5. In

order to construct \( P \), we therefore have to restrict the number

of states available for labeling the spectra, and disregard any

unimportant details. This is a form of data binning, and is

commonly used to estimate the MI of continuous random

variables (Scott 1979).

The granularity of the binning is something we have to set

a priori. The grid that we bin over is defined as \( G(k1, k2) \),

where \( k1 \) and \( k2 \) are the number of unique states for two line-

pairs, often referred to as the line’s \textit{cardinality} (our example in

Figure 5 has a grid \( G(7, 7) \)). We have discussed how this

binning technique breaks down for asymptotically fine grids,

and the same is true for asymptotically coarse grids. If the

cardinalities \( k1 \) are extremely low, then spectra with very

different profile shapes may be assigned into the same state,

making any physical interpretations untenable. It is therefore

desirable to avoid both of these limiting cases; however, the

limits for which the binning breaks down are uniquely defined

for each line and the particulars of the method used to distribute

the labels.

After selecting the size of our grid, we have to establish an

automatic way of distributing the labels among the spectra,

such that spectra assigned the same label (state) also share a

similar shape. There are many unsupervised machine-learning

techniques that can distribute the set of labels in this intuitive

way. We selected the celebrated k-means clustering algorithm

of MacQueen (1967). The algorithm initiates points \( \mu_i \) called

\textit{centroids}, randomly within the data space, and then performs

coordinate descent, iterating between an assignment and an

update step, with the objective of minimizing within cluster

distances \( D = \sum_{i=1}^{n} \sum_{j=1}^{k} d_{ij} \| x_i - \mu_j \|^2 \) between the

centroids \( \mu_i \) and their assigned spectra \( x_i \) (see Panos et al. 2018,

for details). Since we normalized out the intensity information

in the preprocessing step, the spectra are grouped according to

their shape.

In Figure 6, we have provided a synthetic example of a

converged k-means clustering. Each group contains profiles of a

similar shape and is represented by the group centroid, which

is taken to be the average of all group members. Representing

the probability densities with prototype vectors or centroids is

commonly referred to as a \textit{vector quantization}.

We used k-means to generate six lists of labels, one list for

each spectral line. By comparing the list of labels, say from

Mg II and Si IV, we could generate a true probability distribution

\( P_{G(k1,k2)} \), calculate both the marginal and conditional

probability distributions by summing either over the rows or columns, and consequently estimate the MI using

Equation (2). Because the MI depends heavily on the particular

choice of granularity \( G \) (the number of unique labels available

for each line), one ordinarily has to repeat the calculation over a

large set of different granularities \( G \in G(k1, k2) \), and select the

maximum MI. This statistical approach of exhausting all pairs

of grid sizes is known as the \textit{maximum information coefficient}.

![Figure 5. An example of an independent and a true joint probability distribution (left and right panels, respectively). The marginal distributions \( p(x) \) and \( p(y) \) in blue represent the probability of observing specific spectral shapes falling within the seven shape categories of lines L1 and L2, respectively. For instance, \( p(x_1) \) may represent the probability of observing a single-peaked Mg II spectral shape, while \( p(y_1) \) could correspond to the probability of observing blue Doppler-shifted Si IV shapes. If the shapes from one line are completely independent from the shapes in the other line, the joint probability \( p(x, y) \) (left grid) reflects the frequencies of the marginal distributions, which, for our example, would mean that Mg II spectra with single peaks would occur most often with blueshifted Si IV spectra, purely based on their occurrence frequencies and not necessarily any physical correlation. On the other hand, if the joint probability decouples from the marginal distributions (right panel), there exists a correlation between the two spectral lines. In our fictitious example, it may mean that single-peaked Mg II spectra \( x_1 \) are correlated to broad Si IV spectra \( y_1 \), but rarely occur together with Si IV blueshifts \( y_1 \), even though blueshifts are very common in Si IV. The degree of this correlation can be calculated as the difference between the left and right distributions, which is the MI.](image-url)
are sensitive to line-of-sight from the same pixels sourced from the members overplotted in color. Each spectral profile is assigned into three groups. The three centroids are plotted on the right in black, with their corresponding group black points represent the centroids or prototypes of each group. The three applying the k-means algorithm, the spectra are assigned into three groups. The points are in a 240-dimensional space transformation on the data depending on which group they belong to, so that k-means imposes a categorical projection this into two dimensions for a visual simplification.

Figure 6. Synthetic representation of a k-means clustering for the MgII spectral line. Each point in the left panel represents an entire spectral profile. In reality, the points are in a 240-dimensional space (one dimension for each wavelength); the plot projects this into two dimensions for a visual simplification. After applying the k-means algorithm, the spectra are assigned into three groups. The black points represent the centroids or prototypes of each group. The three centroids are plotted on the right in black, with their corresponding group members overplotted in color. Each spectral profile is assigned a label, 1, 2, or 3, depending on which group they belong to, so that k-means imposes a categorical transformation on the data $\mathbb{R}^d \rightarrow \mathbb{N}$.

\[
\text{MIC} \equiv \max_{G \in \{k, 1, 2, 3\}} \frac{\log(\text{min}(k, k_2))}{\text{MI}(X(G); Y(G))}
\]

where the normalization factor $\log(\text{min}(k, k_2))$ penalizes synthetically high MI's associated with fine grid sizes, ensuring comparable results at different cardinalities. The results of this analysis can be seen in Figure 7. Each subplot contains MI scores for a particular line-pair, while each pixel in a subplot represents the MI for a particular choice of grid size. The MIC as well as the optimal choice of cardinalities for each line-pair are indicated in each subplot's title. The advantage of this approach is that one can immediately select a set of pixels with the feature that one is interested in (e.g., single-peaked Mg spectra). A disadvantage is that k-means requires some supervision to verify that the grouping captures all variations that we want to study. We therefore also explored a second method without k-means.

### 3.3. Approach 2: Numerical

We now develop an approach that allows us to estimate the MI directly from the raw continuous spectral data, without reverting to a categorical transformation, and without enlisting an additional clustering algorithm to distribute labels. This provides us with an objective result that does not depend artificially on any particular choice of hyperparameter. Because of the technicality of this method, we will first provide a brief summary of the intuition behind the idea, after which we will substantiate the method mathematically.

### 3.4. Idea Behind the Approach

Suppose that we receive pairs of spectral shapes from two different lines with similar formation heights. Furthermore, suppose that both $L_1$ and $L_2$ are sensitive to line-of-sight velocity flows, which are encoded as simple Doppler shifts from their core rest wavelengths. A human could tell if the two lines were correlated or not by inspecting individual pixels. If the magnitude and direction of the Doppler shifts for both lines are always proportional within the same pixel, then there is a good chance that the lines are correlated. The connections between spectral lines do not have to be as obvious as the ones discussed here; for instance, the Mg II subordinate line emission may be connected to downflows within the SiIV line. Indeed there may be a large number of obscure connections that a human observer would not consider analyzing. To address this issue, we allow an NN to discover a set of optimal features in much the same way that we allowed the VAE in Section 2.1. For the case of the VAE, our objective function was to minimize the difference between real and reconstructed quiet Sun spectra. After training the VAE, we were left with a very useful byproduct called a model, which contained a rich internal description of all interdependences between the quiet Sun $\lambda$ points. We now replace the objective of minimizing the difference between real and reconstructed spectra with the new objective of maximizing the difference between pairs of spectra from lines $L_1$ and $L_2$ sourced from the same, and different, pixels. It is important to note that whenever we take $L_1$ and $L_2$ from the same pixels (pixel-wise), we are sampling from the true distribution $P$, as opposed to sampling from the independent distribution $P^\dagger$ (across pixels). In this way, we construct two data sets, one containing pixel-wise concatenated spectra of $L_1$ and $L_2$, and the other containing concatenations across pixels. These two streams of data are then fed into a network that tries to distinguish between them. The logic is simple: if we assume that pairs of spectra from different pixels are completely uncorrelated, then the only way for the network to distinguish the two streams of data would be to learn all of the dependencies that exist between spectra from the same points. The degree to which the network can separate the data sets is then directly proportional to the amount of correlation that exists between the lines, and provides us with an indirect way of monitoring the degree to which $P$ deviates from $P^\dagger$. The byproduct in this case is a model that contains the statistical distributions of intensity interdependences between spectral lines.

This procedure is depicted in Figure 8. The network is separated by a horizontal dashed line. The upper half of the network is fed spectra pixel-wise from line $L_1$ (blue) and $L_2$ (yellow), while the lower half of the network is fed the same data but with a random permutation of the spectra from $L_2$ (orange). The upper half is therefore sampling data from $P$, while the lower half samples data from $P^\dagger$. The network’s objective is to try and distinguish between these two streams of data. Focusing on the upper half of the network: each pair of spectra are passed to an encoder (represented by $E_1$ and $E_2$), which compresses the profiles down into a latent space of dimension $|z|$. The features from both lines are subsequently concatenated and passed to a final encoder $E_3$ that maps the $2|z|$ features into a single real number represented by the blue circle. The same procedure maps the data from the lower half of the network onto a real number represented by the orange circle. The encoders here are similar to the encoder used in the VAE of Figure 2, in that they find an optimal basis (set of features) that best minimizes the objective function. These features are referred to as latent variables because they are not
Figure 7. Mutual information $MI_{\text{categorical}}(X, Y)$ between line-pairs using the categorical approach over the entire flare data set for different grid sizes. Each panel contains MI scores for a particular line-pair, while each pixel represents the MI for a particular choice of granularity. The MIC as well as the optimal choice of cardinalities for each line-pair are indicated in the titles of the subplots.
preprogrammed but emerge organically as solutions during the training process. The network’s objective is now to separate the blue and orange circle as much as possible. If there is no difference between pairs of pixel-wise spectra and shuffled spectra, then the network will not be able to distinguish the two streams of data, resulting in zero separation between the two circles. On the other hand, if the two streams of data are distinctly different from one another, then the network will be able to leverage this difference and separate the blue and orange circles. In this way, the degree to which the circles are separated can be used as a measure of correlation.

Notice again the parallel between this method and the previous method in Section 3.2. In both cases, the true $P$ and independent $P^*$ distributions are estimated, and the dependence is subsequently calculated as the difference between them. It can be shown that if we require the network to maximize the difference between the two circles, then the two real numbers associated with these circles can be used to estimate the MI with arbitrarily high accuracy. We will now substantiate this claim and demonstrate how the network in Figure 8 flows naturally from a numerically compatible reformulation of the KL-divergence.

### 3.5. Mathematical Description

Donsker & Varadhan (1983) showed that there exists a function $T$, such that Equation (1) can be written in a way that engages expectation values from both probability distributions, giving us the so-called dual representation

$$D_{KL}(p||q) = \sup_{T: \Omega \rightarrow \mathbb{R}} \{E_q[T] - \log(E_q[e^T])\},$$  

(4)

where “$\sup$” stands for the supremum, meaning that the equality only holds for the particular function $T^*$, which maximizes the expression. As usual, the MI appears as the special case where $p \rightarrow P$ and $q \rightarrow P^*$. Simply stated, the dual representation says that we can measure the difference between the true $P$ and independent $P^*$ distributions indirectly by measuring the different effects they have on a third distribution. Concretely, we form a weighted sum of some random distribution $T$ with respect to both the grid values of the true and independent distributions. The difference between the two summed versions of $T$ encodes something about the difference between $P$ and $P^*$. It is easy to see that some functions have a higher capacity for reflecting this difference than others. For instance, a distribution with a support that coincides only with the equal value grid points of both $P$ and $P^*$ will not be capable of highlighting the discrepancies that may exist. It follows that any suboptimal function $T$ will only ever result in an underestimation of the actual dependence, i.e., $D_{KL}(P||P^*) \geq D_{KL}(P^*||P^*; T)$.

The dual formulation has therefore afforded us a numerical foothold into a variational maximization problem that did not exist before. We can initiate an arbitrary distribution $T$, and update it in such a way as to maximize $D_{KL}(P||P^*; T)$, while always being assured that the MI can never be overestimated. Of course we cannot explore an infinite number of distributions; however, the expressive power of NNs allows us to sample the most relevant fraction of these functions (Cybenko 1989). Therefore, instead of taking the supremum over all possible functions, we consider the subset of functions $\mathcal{F} = \{T_\theta \mid \theta \in \Theta\}$, parameterized by an NN, and rewrite Equation (4) for the case of MI as:

$$MI(X; Y) \geq \sup_{\theta \in \Theta} \{E_{P_\theta}[T_\theta] - \log(E_{P_\theta}[e^{T_\theta}])\}. \quad (5)$$

The possible functions are explored in a controlled and directed manner, using backpropagation to update the network’s parameters after each batch of spectral samples. Since the network is slowly trained over subsamples of data, each nth batch provides a different estimate of the true underlying distributions; hence, the MI is parameterized by the batch number $n$. The fact that NNs are universal function approximators ensures that the value after the algorithm converges will approximate the actual MI with arbitrary accuracy.

---

**Figure 8.** Architecture for the mutual information neural estimator (MINE), used to calculate the correlations between spectral lines directly. The raw spectra from $L1$ and $L2$ are initially fed pixel-wise, one batch at a time into the network (blue and yellow), where a batch refers to a small subsample of the data used to update the networks parameters. The spectra are then compressed by encoders $E1$ and $E2$ into a latent representation, where they are subsequently concatenated and compressed again by $E3$ into a real number represented by the blue circle. The same data with a permutation on $L2$ (blue and orange), is then processed in an identical manner to produce another real number represented by the orange circle. Since the upper half of the network samples from the true distribution, and the lower half from the independent distribution, the real number outputs can be substituted into the objective function given by Equation (5), which in turn is used to train and eventually estimate the MI. The degree to which the network can separate the blue and orange circle is directly proportional to the degree of correlation between the spectral lines.

Note that the parameters between the upper and lower half of the network are shared, i.e., encoders $E1$, $E2$, and $E3$ in the top half are the same encoders used in the bottom half.
In summary, we can sample from the true \( P \) and independent \( P^t \) distributions by collecting spectra either pixel-wise or across pixels. The MI is given by the difference between these two distributions. This difference can be obtained indirectly by monitoring the individual effects of \( P \) and \( P^t \) on a third distribution \( T \). Some \( T \) distributions are more suitable than others. If we allow an NN to be the function that generates \( T \), then we can numerically optimize \( T \) until it has the capacity to reflect most, if not all, of the differences between \( P \) and \( P^t \). The statement in Equation (5), combined with the fact that NNs are universal function approximators, ensures that the result after convergence will be a tight lower bound on the actual MI.

What we have discussed here is precisely the network shown in Figure 8. This particular type of network is called a mutual information neural estimator (MINE), developed first by Belghazi et al. (2018).

Recent investigations by McAllester & Stratos (2020) have contended the assumption of a tight lower bound for the particular case of a large MI and small sample size, showing that methods that maximize a variational lower bound, such as MINE, cannot obtain a bound larger than \( O(\log n) \), where \( n \) is the number of samples. Therefore, there is the potential for MI to be grossly underestimated in such a circumstance.

Some of the most exciting features of statistical networks like MINE are the low computational demands, short training times and sparse coding schemes given the current advanced state of high-level deep learning libraries. For our particular task, the network consisted of 32 lines of python code written within the PyTorch library (Paszke et al. 2019). This code includes both the network architecture and training loop. The training time required to estimate the MI between a single line-pair under flaring conditions, including both orange and yellow pixels, required the processing of \( 2332884 \times 2 \) spectral profiles, which, running on a GeForce RTX 2080 Ti TURBO 11G for 20 epochs, took 2 minutes. The computational demands can be further decreased if one uses stochastic gradient descent, where instead of incrementally updating the network parameters after each epoch, we update the network parameters using estimations of the true gradient from small samples of data. We found that the network could be trained on a CPU with a similar time complexity using a batch size and number of iterations of 1000.

4. Results

We tested the network for \( \text{Mg II | C II} \) and \( \text{Mg II | Fe II} \) on spectra from flare 17 of Table 2. The training of MINE for both line-pairs can be seen in the upper panel of Figure 9, with latent dimension \( |z| = 10 \). The network initially produces suboptimal \( T_\theta \) distributions, which result in underestimations of the MI; however, with each successive pass over the data set (epoch), the MINE network slowly learns to distinguish between pairs of spectra sampled across pixel and pixel-wise. The true MI represents the point at which the network converges and stops improving. This point is indicated by the blue and red horizontal dashed lines for \( \text{Fe II and C II} \), respectively. The result indicates that for this single flare observation, the \( \text{Mg II} \) line is more correlated with \( \text{C II} \) than with \( \text{Fe II} \), with an MI of 0.82 versus an MI of 0.45. Note that only the relative differences are important.

To evaluate the effect of the network’s architecture on the results, specifically the dimensionality of the latent space, we performed calculations for a single line-pair (\( \text{Mg II | Si IV} \)) at a variety of different \( |z| \) settings. The results are encapsulated in the lower panel of Figure 9. We see that the network is robust against changes to the architecture, with latent dimensions \( |z| > 2 \) always converging to the same final MI. We incorporated additional complexities into the network such as dropout and pooling layers. More complex variants of the MINE network appear to only enhance the rate at which the network converges. In conclusion, the MINE network appears to be extremely robust, and given enough time, will always produce an accurate estimate of the true MI.

The main results for both the categorical and numeric approaches can be found in Figure 10. Each panel displays the estimated MI for different data sets and approaches. Panel A contains the relative MI results from the categorical approach applied to the entire flare data set (including both orange and yellow pixels from the VAE mask). Each index represents the relative MI between the coinciding spectral lines indicated by the rows and columns. The results were calculated by integrating over each grid in Figure 9, and normalizing by the maximum line-pair MI, which in this case is the \( \text{Mg II/C II} \) line-pair. Panel B represents the categorical results over the entire flare data set, but instead of integrating over each grid, the MIC values for optimal granularity were used, and the normalization between line-pairs was suppressed. Panel C is identical to B, except applied over the entire quiet Sun data set. It shows that line correlations are very weak in the quiet Sun. Finally, panel D encapsulates the relative MI scores of the MINE network applied to the entire flare data set (orange and yellow pixels). Although we included the actual numerical values of the MI for the categorical method in panel B, we do not include the MINE equivalent here, since the network does not easily lend itself to estimates of the specific line entropies, which would ordinarily lead to easily interpretable MIs bound between 0 and 1. Even though the absolute values of MI between methods 1 and 2 are not comparable, the order of
correlated lines is largely preserved between both methods, which can be seen as similar shades in Panels A and D.

4.1. Are Weakly Coupled Lines Really Weak?

There is a clear distinction in panel B of Figure 10, between lines that couple strongly and lines that couple weakly. In the prior case, we have: Mg II, C II, and Si IV, with the largest correlation for the (Mg II | C II) line-pair, reaching a normalized MI of 0.5. The weakly coupled lines include: Fe II, Fe XXI, and O IV. There are two components that could contribute to weak couplings: (1) The above lines are simply not correlated with any other line. This could be the case for the Fe II line, which forms at a height (the photosphere) that is significantly different from the remaining lines. (2) The lines are weak and have a low signal-to-noise ratio. This may be the case for the O IV and Fe XXI lines.

In both of the above-mentioned cases, it may be possible that weakly coupling lines become strongly coupled at a particular time or over a particular region. For instance, the line couplings could be enhanced during the impulsive phase when IRIS is observing directly over the flare ribbons. This could be in part due to the expected strong bulk velocity flows, which may knit the upper and lower atmosphere together, or from a general enhancement of the quality of the signal-to-noise ratio. To explore these possibilities, we performed a case study on flare #13 in Table 2. This flare was selected because the double flare ribbons unfold during the course of the observation to encompass the entire 16-step raster FOV.

Therefore, if the weak lines are only weak because of the particular region we typically observe (regions off of the ribbon), we should in this case expect them to become enhanced. We calculated the MI between Mg II and the three above-mentioned weak lines for each of the observations raster sweeps. This generated a temporal evolution, as seen in Figure 11, of the correlations over 120 rasters.

The results indicate that the MI of the “weak” lines experiences a drastic fluctuation during the passage of the flare, and that this fluctuation is directly proportional to the GOES derivative. In fact, all three of the weak lines follow the GOES derivative closely, confirming our suspicion that correlations appear to be enhanced during the impulsive phase over regions receiving a high amount of energy flux.

It is clear from the above that the MI is inhomogeneously distributed over time. To further support the idea that the MI is also unequally distributed spatially, we performed MI calculations with the MINE network over the entire flare data set adhering to two different criteria: (1) a weak flare condition, that includes both the yellow and orange pixels into the calculations as seen, e.g., in Figure 4, and (2) a strong flare criteria, where we only calculate the MI for yellow pixels, which are assumed to coincide with the flare ribbons. The results can be seen in Figure 12. It appears that all line couplings experience an increase in correlation when confined to highly energetic portions of the flare. Generally, the strongly correlated lines experience a greater enhancement in MI than the weakly correlated lines, except for the case of (Mg II | O IV), which experiences a significant jump from 0.62 to 1.19.

The above analysis can be generalized as follows: if spectral line-pairs do not have high MI scores, the conclusion of absolute independence is unwarranted. For example, it may be possible (such as the above case) that a line-pair with a low aggregate MI concentrates its correlations within a small subset of spectra; in which case, these spectra would still have very predictable counterparts in their partner line. It is therefore important not only to consider the aggregate MI, but also how this MI is distributed among the individual spectra. These considerations segue into the idea of point-wise MI (MPI), a concept that we will address fully in the second paper.

5. Discussion

The results indicate that for the six spectral lines compared, the correlations are almost entirely suppressed under quiet Sun conditions, which can be seen in panel C of Figure 10. The natural conclusion from these results would be that for the quiet Sun, the layers of the solar atmosphere at different scale heights behave largely independently from one another. If there is a communication between the different layers, the rate of energy transfer might be on a timescale that cannot be appreciated by a pixel-wise analysis. Alternatively, since we have not exhausted all possible variables such as intensity, the line shape may not be a suitable observable for capturing the flow of energy through the atmosphere of the quiet Sun.

Panel B makes it clear that during solar flares, the correlations turn on and become significant for lines with similar formation heights. As expected, the two resonant lines of Mg II and C II, which share a similar formation height, also have the highest degree of correlation with an MI of 0.5, followed by (C II | Si IV), and finally (Mg II | Si IV). This is also evident in the first three panels of Figure 7(a). On the other hand, both the O IV and Fe lines are very weakly correlated with any other line. This low correlation may be due in part to...
From pixel noise ratio increases. In contrast, for the MI between magnesium and the strong lines, C II and Si IV remain highly coupled throughout the entire IRIS. We postulate that the weaker lines only become coupled over the most energetic regions of the solar flare, possibly over the flare ribbons where the signal-to-noise ratio increases. In contrast, for the MI between magnesium and the strong lines, C II and Si IV remain highly coupled throughout the entire flare. The GOES soft X-ray curve and derivative. The weak lines follow a close relationship with the X-ray signature of GOES, and couple strongly to magnesium during the impulsive phase, and that its formation height could be explained using the MINE network from spectra collected over each of the 129 16-step rasters. The weak lines are criterion. Line correlations are enhanced over more energetic regions, specifically over the flare ribbons.

To address the possibility of dependencies existing at time lags, we performed an exhaustive study over the temporal domain for all line-pairs and for all 21 flares independently. In this case, the lower baseline estimate of the uncorrelated state for the MINE network was achieved in the same way as before, by sampling $\mathcal{L}_1$ and $\mathcal{L}_2$ from pixels $A$ and $B$ freely across space and time. However, the upper channel of the network received $\mathcal{L}_1$ from pixel $A$ and $\mathcal{L}_2$ from pixel $A + n\Delta t$, where $n$ is the number of rasters in the observation, and $\Delta t$ is the cadence. Independent models were then trained for all integers $n$, and the MI followed suit. We found that in general, the MI between different spectral lines steadily decreases with increased time lag; however, for flares 6, 17, and 20 in Table 2, the line-pair (C II | Fe II) obtained a maximum MI at a consistent time lag of 2.5 minutes. This exceptional subset requires more analysis, but for the most part, it is clear that the MI results obtained in this study are best analyzed instantaneously. We do not present the details of this time series analysis here, but will include it in a future paper. It should however be mentioned that IRIS data are not ideal for this type of analysis, since $\Delta t$ can vary between observations.
The design of our analysis allows us to gain confidence with our results. Even though we calculated the same quantities using two very different approaches, both the categorical and numeric methods return highly complementary results as seen in panels A and D of Figure 10. The magnitudes of the results are not however comparable, since the numerical method does not allow us to estimate the individual entropies of each line, which are necessary to compress the MI into its normalized form over the domain $\text{MI} \in [0, 1]$. Regardless of this detail, both methods are almost in a one-to-one agreement with regards to the order of line-pair correlation strengths.

The interpretation of low MI scores requires a subtle analysis. Since we now know that the quiet Sun at best only weakly couples the shapes of spectra from different layers of the solar atmosphere, the preprocessing step of quiet Sun masking could play a crucial role in the interpretation of our results. For instance, we mentioned in Section 2.1 that each line defines the extent of its flaring region differently. That is, Fe II only has spectral shapes that differ substantially from the spectral shapes of the quiet Sun, directly over the flare ribbon, while on the other hand, Mg II has a large flaring area that encompasses the flaring region of Fe II and much more. Therefore, part of the MI score reflects the size of the line-specific flaring region. If instead of defining the flaring region in terms of Mg II, we chose to define it in terms of Fe II, then we would expect the correlations between weakly coupled lines to increase.

The analysis of the temporal behavior of the MI between magnesium and the three weaker lines during solar flare 13 in Table 2 strengthens this argument. Figure 11 makes it clear that these lines can achieve MI scores much higher than anticipated from Panel B in Figure 10. Since the MI curves in Figure 11 closely follow the GOES X-ray signatures, and since this particular observation had ribbons that eventually covered a large portion of the IRIS FOV, we can tentatively conclude that weak lines like Fe II only couple to different atmospheric heights directly over the flare ribbons, where the signal-to-noise ratio is greatly improved, and violent atmospheric motions knit the entire column together. This conclusion gains more support when comparing the MI scores calculated for both the weak (orange and yellow pixels) and strong (yellow pixels) flare conditions. Since the VAE reliably assigns yellow labels to regions over the flare ribbon, an enhancement in the MI indicates a positive relationship between correlation strength and energy deposition.

Furthermore, even though some spectral lines show a weak aggregate MI score, they may nevertheless contain highly correlated spectra. This would be the case if the majority of the MI (even if it were small) were concentrated among a small subset of spectra. These considerations make it clear that an analysis of the PMI is indispensable.

6. Conclusions and Outlook

We analyzed the dependencies between six spectral lines in terms of profile shapes (not absolute intensities). The lines selected sample a large range of atmospheric heights from the photosphere up to the transition region, with the goal of finding correlations between the thermodynamics of the different solar atmospheric layers. We looked at an information-theoretic measure, MI, which captures both linear and nonlinear dependencies between spectra. We used two different approaches to calculate the MI: a categorical binning approach with the k-means algorithm, and a numerical approach with an NN architecture called an MINE.

We obtained the following list of conclusions.

1. Both approaches returned complementary results and therefore support the accuracy of our calculations.
2. The numerical approach is preferable over the categorical approach for several reasons. It is automatic and robust, allowing us to work with the raw spectral data directly. The results are largely independent of the input dimensions and are insensitive to the specifics of the network architecture, with different architectures and more complex layers simply resulting in shorter convergence times. This implies that unlike the categorical approach, the MINE network does not introduce any hyperparametric dependencies, and leaves us with accurate objective estimations of the true MI.
3. Under quiet Sun conditions, the lines are almost entirely decoupled, which implies one of two conclusions: (1) The different height layers of the solar atmosphere operate independently from one another and are largely uncoupled. This uncoupling is only in terms of line shape, and we do not rule out the possibility of intensity correlations. (2) The timescale for energy transfer between the different atmospheric layers, absent of small-scale activity, is so gradual in comparison to the local effects, that any coupling in terms of line shape is washed out before the energy deposition reaches the area of effect, and is therefore impossible to untangle.
4. The correlations between line shapes turn on during solar flares. There appears to be two groups of lines, weakly and strongly coupling lines. The latter include Mg II, Si IV, and C II, which show significantly high MI scores, with the highest being between the (Mg II | C II) line-pair, with a score of 0.5. Since these lines are both optically thick resonant lines that share a similar formation height, this result bolsters the confidence of our methods.
5. The remaining spectral lines: Fe II, Fe XXI, and O IV have significantly weaker coupling capacities. These couplings are only weak on aggregate. A single flare study with a large unfolding double ribbon indicates that the strength of the couplings is closely correlated to the GOES soft X-ray derivative, and becomes significantly enhanced over the flare ribbons.
6. The MI between all line-pairs is enhanced when considering spectra only sourced from pixels over the flare ribbon.

In conclusion, there appears to be a direct relationship between energy deposition and the strength of correlations between line-pairs. We initially observed that the coupling strengths under quiet Sun conditions were negligible. These couplings became significant during solar flares. The correlations were further enhanced during the impulsive phase of flares and when considering only spectra from pixels associated with the flare ribbons. This allows us to conclude that the solar atmosphere is coupled from the photosphere to the corona in regions of strong energy deposition during large M- and X-class solar flares.

Since we now know that the MI is amorphously distributed both in time (impulsive phase) and space (flare ribbons), it becomes crucial to investigate how the aggregate MI is distributed among individual spectra. This quantity is known...
as the PMI, and along with conditional probability distributions, is the subject of the next paper. By knowing the PMI, the coupling of the different solar layers can be investigated in more detail, and it becomes possible to predict spectral line shapes and their occurrence from one line to another. The methods used in this paper can easily be extended and applied to the analysis of smaller flares, which would greatly extend the statistical validity of these results. It would also be of interest to investigate whether these correlations vary between smaller and larger flares, since there may exist fundamental differences in ionization equilibrium timescales (Kerr et al. 2019a). Additionally, the MINE network represents a highly versatile tool, which could also be used to examine the mutual information between two different data types, such as images and spectra.
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