Abstract

We study continuity properties of Sobolev mappings \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n), \ n \geq 2 \), that satisfy the following generalized finite distortion inequality

\[
|Df(x)|^n \leq K(x)J_f(x) + \Sigma(x)
\]

for almost every \( x \in \mathbb{R}^n \). Here \( K : \Omega \to [1, \infty) \) and \( \Sigma : \Omega \to [0, \infty) \) are measurable functions. Note that when \( \Sigma \equiv 0 \), we recover the class of mappings of finite distortion, which are always continuous. The continuity of arbitrary solutions, however, turns out to be an intricate question. We fully solve the continuity problem in the case of bounded distortion \( K \in L^\infty(\Omega) \), where a sharp condition for continuity is that \( \Sigma \) is in the Zygmund space \( \Sigma \log^\mu(e+\Sigma) \in L^1_{\text{loc}}(\Omega) \) for some \( \mu > n - 1 \). We also show that one can slightly relax the boundedness assumption on \( K \) to an exponential class \( \exp(\lambda K) \in L^1_{\text{loc}}(\Omega) \) with \( \lambda > n + 1 \), and still obtain continuous solutions when \( \Sigma \log^\mu(e+\Sigma) \in L^1_{\text{loc}}(\Omega) \) with \( \mu > \lambda \). On the other hand, for all \( p, q \in [1, \infty] \) with \( p^{-1} + q^{-1} = 1 \), we construct a discontinuous solution with \( K \in L^p_{\text{loc}}(\Omega) \) and \( \Sigma/K \in L^q_{\text{loc}}(\Omega) \), including an example with \( \Sigma \in L^\infty_{\text{loc}}(\Omega) \) and \( K \in L^1_{\text{loc}}(\Omega) \).
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Let $\Omega$ be a connected, open subset of $\mathbb{R}^n$ with $n \geq 2$. Recall that a differential inclusion is a condition requiring that, for almost every (a.e.) $x \in \Omega$, a weakly differentiable mapping $f \in W^{1,1}_{loc}(\Omega, \mathbb{R}^m)$ satisfies $Df(x) \in F(x, f(x))$ where $F$ is a function from $\Omega \times \mathbb{R}^m$ to subsets of $m \times n$-matrices. Here, we are searching for differential inclusions under which a Sobolev map $f \in W^{1,n}_{loc}(\Omega, \mathbb{R}^n)$ has a continuous representative. More specifically, we are interested in ones that are motivated by the Geometric Function Theory, with connections to mathematical models of Nonlinear Elasticity.

This leads us to consider the differential inclusions given by the set functions
\[ \mathcal{M}_n(K, \Sigma) : x \mapsto \{ A \in \mathbb{R}^{n \times n} : |A|^n \leq K(x) \det A + \Sigma(x) \}, \tag{1.1} \]
where $K : \Omega \to [1, \infty)$ and $\Sigma : \Omega \to [0, \infty)$ are given measurable functions. Here and in what follows, $|A|$ stands for the operator norm of matrix $A \in \mathbb{R}^{n \times n}$; that is, $|A| = \sup\{|Ah : h \in S^{n-1}\}$.

We also use the shorthand $G \in \mathcal{M}_n(K, \Sigma)$ if $G : \Omega \to \mathbb{R}^{n \times n}$ satisfies $G(x) \in \mathcal{M}_n(K, \Sigma)(x)$ for a.e. $x \in \Omega$. Now, our continuity problem reads as follows.

**Problem 1.1.** Find a necessary and sufficient condition on the functions $K$ and $\Sigma$ which guarantees that if $f \in W^{1,n}_{loc}(\Omega, \mathbb{R}^n)$ with $Df \in \mathcal{M}_n(K, \Sigma)$, then $f$ has a continuous representative.

A necessary condition for Problem 1.1 is that $\Sigma$ must at least to lie in the Zygmund space $L^1_{log^\mu}(\Omega)$ for some $\mu > n - 1$: that is,
\[ \Sigma \log^\mu(e + \Sigma) \in L^1_{log^\mu}(\Omega) \quad \mu > n - 1. \tag{1.2} \]

Indeed, the mapping $f : \mathbb{B}^n(0,1) \to \mathbb{R}^n$ defined by
\[ f(x) = \left( \log \log \log \frac{e^x}{|x|}, 0, \ldots, 0 \right) \tag{1.3} \]
has $\det Df \equiv 0$ and $|Df|^n \log^{n-1}(e + |Df|^n) \in L^1(\mathbb{B}^n(0,1))$, but $\lim_{x \to 0} |f(x)| = \infty$.

### 1.1 Results for bounded $K$

When $\Sigma \equiv 0$ and $K \in L^\infty(\Omega)$, $\mathcal{M}_n(K, 0)$ recovers the mappings of bounded distortion, also known as quasiregular mappings; a mapping $f : \Omega \to \mathbb{R}^n$ is $K$-quasiregular for $K \in [1, \infty)$ if $f \in W^{1,n}_{loc}(\Omega, \mathbb{R}^n)$ with $|Df(x)|^n \leq K \det Df(x)$ for a.e. $x \in \Omega$. Homeomorphic $K$-quasiregular mappings are called $K$-quasiconformal. The first breakthrough in the theory of mappings of bounded distortion was Reshetnyak’s theorem on Hölder continuity: a $K$-quasiregular mapping is locally $1/K$-Hölder continuous, see [23] and [24, Corollary II.1]. Such Hölder continuity properties of quasiconformal mappings in the plane were earlier established by Morrey [21].

Other differential inclusions of the type $\mathcal{M}_n(K, \Sigma)$ with $K \in L^\infty(\Omega)$ have also arisen naturally in different contexts. For instance, Simon [26] developed a local regularity theory for minimal graphs of functions $u : \mathbb{R}^2 \to \mathbb{R}$ such that the Gauss map of the graph of $u$ satisfies
\[ |Df(x)|^2 \leq K \det Df(x) + \Sigma, \tag{1.4} \]
where $1 \leq K < \infty$ and $0 \leq \Sigma < \infty$ are given constants. Recall that the Gauss map takes the points of a surface $S \subset \mathbb{R}^n$ to the unit normal vector in $\mathbb{S}^{n-1}$. In particular, the Gauss map automatically satisfies \((1.4)\) when $u$ is a solution of any equation of mean curvature type [26, (1.9)(ii)]. Similar results for simply connected surfaces embedded in $\mathbb{R}^3$ are due to Schoen and Simon [25]. The main result in [26] enabling the regularity theory states that a local $W^{1,2}$-solution to \((1.4)\) between embedded 2D-surfaces is Hölder continuous; see also [9, Ch. 12].

This Hölder continuity result has been generalized for unbounded $\Sigma$ as well. Precisely, if $K \in L^\infty$ and $\Sigma \in L^p_{\text{loc}}(\Omega)$ for some $p > 1$, then a mapping $f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n)$ with $Df \in \mathcal{M}_n(K, \Sigma)$ has a Hölder continuous representative. For the planar case, see the proof of [3, Theorem 8.5.1] by Astala, Iwaniec, and Martin, and for the more general case $n \geq 2$, see the argument in [17, Section 3] by Kangasniemi and Onninen. While the planar argument of Astala, Iwaniec, and Martin relies on complex potential theory, the higher dimensional proof is closer to that of Simon [26], mimicking the lines of reasoning by Morrey [21] and Reshetnyak [23] in the case of mappings of bounded distortion.

However, despite yielding sharp results on the $L^p$-scale, the Morrey-type decay argument used in [17, Section 3] does not give a sharp result if one moves to the Zygmund space setting $\Sigma \in L^{\log \mu}(\mathbb{R}^n)$. In particular, the decay argument shows continuity when $\mu > n$, but the optimal regularity assumption for $\Sigma$ is in fact $\mu > n - 1$, precisely the minimal necessary condition stated in \((1.2)\). This optimal regularity theorem is our first main result.

**Theorem 1.2.** Suppose that $f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n)$ and $Df(\cdot) \in \mathcal{M}_n(K, \Sigma)(\cdot)$ a.e. in $\Omega$, with

\[
K \in L^\infty(\Omega) \quad \text{and} \quad \Sigma \log^\mu (e+\Sigma) \in L^1_{\text{loc}}(\Omega),
\]

for some $\mu > n - 1$. Then $f$ has a continuous representative.

Furthermore, under the assumptions of Theorem 1.2, the local modulus of continuity

\[
\omega_f(x_0, r) = \sup\{|f(x_0) - f(x)| : x \in \Omega, \ |x - x_0| \leq r\}
\]

is majorized by $C \log^{-\frac{\mu-n+1}{n}}(1/r)$ for $x_0 \in \Omega$ and small $r > 0$. By considering functions of the form $f(x) = (\log^{-\alpha} |x|^{-1}, 0, \ldots, 0)$ with $\alpha > 0$, it is easy to see that the above exponent $(\mu - n + 1)/n$ is sharp.

Theorem 1.2 is obtained by proving the following sharp higher integrability result for $Df$ on the Zygmund scale.

**Theorem 1.3.** Suppose that $f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n)$ and $Df \in \mathcal{M}_n(K, \Sigma)$ with

\[
K \in L^\infty(\Omega) \quad \text{and} \quad \Sigma \log^\mu (e+\Sigma) \in L^1_{\text{loc}}(\Omega),
\]

for some $\mu > 0$. Then $|Df|^n \log^\mu(e + |Df|) \in L^1_{\text{loc}}(\Omega)$.

It is worth noting that the sharp local $1/K$-Hölder continuity result for spatial $K$-quasiregular mappings cannot be obtained from known higher integrability results. Indeed, while $K$-quasiregular mappings have been shown to belong to the Sobolev space $W^{1,pn}_{\text{loc}}(\Omega, \mathbb{R}^n)$ for some $p > 1$ [8, 20], the sharp exponent $p = p(n, K)$ remains unknown when $n \geq 3$. A well-known
conjecture asserts that
\[ p(n, K) = \frac{K}{K - 1}. \] (1.6)

In a seminal work, Astala [2] established the sharp exponent in the planar case.

This conjecture also has a counterpart for mappings \( f \in W_{1, n}^{1}(\Omega, \mathbb{R}^n) \) with \( \nabla f \in \mathcal{H}^n(K, \Sigma) \).

Indeed, if \( \|K\|_{L^{\infty}(\Omega)} \leq K_{\circ} \), we expect that \( f \in W_{1, p}^{1}(\Omega, \mathbb{R}^n) \) whenever \( \Sigma \in L_{p}^{p}(\Omega) \) for all \( p \leq p(n, K_{\circ}) \), where \( p(n, K_{\circ}) \) is as in (1.6). This is the maximal amount of higher integrability of \( \nabla f \) possible when \( \Sigma \in L_{p}^{p}(\Omega) \), which can be seen by taking \( f = (g, 0, \ldots, 0) \) and \( \Sigma = |\nabla g|^n \), where \( g \) is any function in \( W_{1, p}^{1}(\Omega) \setminus \bigcup_{q > n} W_{1, q}^{1}(\Omega) \). However, similar to the quasiregular theory, current tools are only enough to prove a result like this with an unknown value of \( p(n, K_{\circ}) \).

**Theorem 1.4.** For given \( n \geq 2 \) and \( K_{\circ} \in [1, \infty) \), there exists a value \( p(n, K_{\circ}) > 1 \), such that if \( f \in W_{1, n}^{1}(\Omega, \mathbb{R}^n) \) and \( \nabla f \in \mathcal{H}^n(K, \Sigma) \) with
\[ \|K\|_{L^{\infty}(\Omega)} \leq K_{\circ} \quad \text{and} \quad \Sigma \in L_{p}^{p}(\Omega), \]
for some \( p \in [1, p(n, K_{\circ})) \), then \( |\nabla f|^n \in L_{p}^{p}(\Omega) \).

### 1.2 Results for general \( K \)

In the last 20 years, systematic studies of mappings of finite distortion have emerged in the field of geometric function theory. Recall that a mapping \( f \in W_{1, n}^{1}(\Omega, \mathbb{R}^n) \) has finite distortion if \( |\nabla f(x)|^n \leq K(x) \det \nabla f(x) \) a.e. on \( \Omega \) for some measurable \( K: \Omega \to [1, \infty) \): that is, if \( \nabla f \in \mathcal{H}^n(K, 0) \). Thus, the class of mappings of finite distortion extends the theory of mappings of bounded distortion to the degenerate elliptic setting, [12, 15]. There one finds applications in materials science, particularly in nonlinear elasticity. The mathematical models of nonlinear elasticity have been pioneered by Antman [1], Ball [4], and Ciarlet [6].

In general, some bounds on the distortion are needed to obtain a full theory, analogous to the theory of quasiregular maps. The continuity property, however, follows without any restriction on the distortion function \( K \). Precisely, if \( K: \Omega \to [1, \infty) \) is any measurable function, then a Sobolev mapping \( f \in W_{1, n}^{1}(\Omega, \mathbb{R}^n) \) with \( \exp(\lambda K) \in L_{1}(\Omega) \) and \( \lambda > 0 \), then \( f \) is both discrete and open [19].

Surprisingly, the continuity problem becomes a lot more challenging when \( \Sigma \neq 0 \). Our next result shows that the solutions need not be continuous even in the case of bounded \( \Sigma \) if the distortion \( K \) is just a measurable function.

**Theorem 1.5.** There exist a domain \( \Omega \subset \mathbb{R}^2 \) and a Sobolev map \( f \in W_{1, 2}^{1}(\Omega, \mathbb{R}^2) \) such that \( 0 \in \Omega \), \( f \in C(\Omega \setminus \{0\}, \mathbb{R}^2) \), \( \lim_{x \to 0} |f(x)| = \infty \), and \( \nabla f \in \mathcal{M}_{n}(K, \Sigma) \) with
\[ \Sigma \in L^{\infty}(\Omega) \quad \text{and} \quad K \in L^{1}(\Omega). \]

On the other hand, it is well-known that mappings of exponentially integrable distortion behave in many ways like quasiregular mappings [12]. For instance, if a nonconstant Sobolev mapping \( f: \Omega \to \mathbb{R}^n \) satisfies \( \nabla f \in \mathcal{M}_{n}(K, 0) \) with \( \exp(\lambda K) \in L^{1}(\Omega) \) and \( \lambda > 0 \), then \( f \) is both discrete and open [19]. Moreover, the local modulus of continuity \( \omega_{f}(x_0, r) \) of \( f \) is majorized up to a multiplica-
tive constant by \(\log^{−λ/n}(1/r)\) if \(x_0 \in \Omega\) and \(r > 0\) is sufficiently small [14]. This raises a natural question in the general case \(Df \in \mathcal{M}_n(K, \Sigma)\): is there a version of the continuity result of Theorem 1.2 where the boundedness assumption \(K \in L^\infty(\Omega)\) has been relaxed to \(\exp(\lambda K) \in L^1_{\text{loc}}(\Omega)\) for some \(\lambda > 0\). The next result shows that this is not the case for arbitrary \(\lambda > 0\).

**Theorem 1.6.** For every \(\mu \in (0, 2)\), there exist a domain \(\Omega \subset \mathbb{R}^2\) and a Sobolev map \(f \in W^{1,2}(\Omega, \mathbb{R}^2)\) such that \(0 \in \Omega\), \(f \in C(\Omega \setminus \{0\}, \mathbb{R}^2)\), \(\lim_{x \to 0} |f(x)| = \infty\), and \(Df \in \mathcal{M}_2(K, \Sigma)\) with

\[
\exp(\lambda K) \in L^1(\Omega) \quad \text{and} \quad \Sigma \log^{\mu}(e + \Sigma) \in L^1(\Omega)
\]

for every \(\lambda > 0\).

Nevertheless, it is possible to obtain a modulus of continuity in the case with \(\exp(\lambda K) \in L^1_{\text{loc}}(\Omega)\) and \(\Sigma \log^{\mu}(e + \Sigma) \in L^1_{\text{loc}}(\Omega)\), if one assumes \(\lambda\) and \(\mu\) to be sufficiently large.

**Theorem 1.7.** Let \(\Omega \subset \mathbb{R}^n\) be a domain, and let \(f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n)\) and \(Df \in \mathcal{M}_n(K, \Sigma)\) with

\[
\exp(\lambda K) \in L^1_{\text{loc}}(\Omega) \quad \text{and} \quad \Sigma \log^{\mu}(e + \Sigma) \in L^1_{\text{loc}}(\Omega),
\]

for some \(\mu > \lambda > n + 1\). Then \(f\) has a continuous representative.

In particular, for all \(x_0 \in \Omega\) and sufficiently small \(r > 0\), we have the following local modulus of continuity estimate:

\[
\omega_f(x_0, r) \leq C \log^{-\alpha}(1/r) \quad \text{where} \quad \alpha = \frac{\lambda - n - 1}{n}.
\]

### 1.3 Single-value theory

Understanding the pointwise behavior of quasiregular mappings motivates us to study a variant of the differential inclusion of \(\mathcal{M}_n(K, \Sigma)\). In particular, given \(K, \Sigma : \Omega \to \mathbb{R}^n\) and \(y_0 \in \mathbb{R}^n\), we define a map \(\mathcal{M}_n(K, \Sigma, y_0)\) from \(\Omega \times \mathbb{R}^n\) to subsets of \(\mathbb{R}^{n \times n}\) by

\[
\mathcal{M}_n(K, \Sigma, y_0) : (x, y) \mapsto \{A \in \mathbb{R}^{n \times n} : |A|^n \leq K(y) \det A + |y - y_0|^n \Sigma(x)\}.
\]

Consequently, we obtain a differential inclusion by requiring that \(Df(x) \in \mathcal{M}_n(K, \Sigma, y_0)(x, f(x))\) for a.e. \(x \in \Omega\), which we again denote by the shorthand \(Df \in \mathcal{M}_n(K, \Sigma, y_0)\).

For \(K \in L^\infty(\Omega)\), the differential inclusion \(Df \in \mathcal{M}_n(K, \Sigma, y_0)\) leads to the theory of *quasiregular values* developed by the last two authors in [17] and [18]. This term is motivated by the fact that for bounded \(K \in L^\infty(\Omega)\), solutions of \(Df \in \mathcal{M}_n(K, \Sigma, y_0)\) satisfy a single-value version of the celebrated Reshetnyak’s theorem at \(y_0\). Precisely, if \(f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n)\) is nonconstant and \(Df \in \mathcal{M}_n(K, \Sigma, y_0)\) with \(K \in [1, \infty)\) constant and \(\Sigma \in L^p(\Omega)\) for some \(p > 1\), then \(f\) is continuous, \(f^{-1}\{y_0\}\) is discrete, the local index \(i(x, f)\) is positive in \(f^{-1}\{y_0\}\), and every neighborhood of a point of \(f^{-1}\{y_0\}\) is mapped to a neighborhood of \(y_0\); see [18, Theorem 1.2].
Notably, the additional term \( |f - y_0|^n \) in the differential inclusion \( Df \in \mathcal{M}_n(K, \Sigma, y_0) \) causes no additional difficulty in our continuity problem on the \( L^p \)-scale. Indeed, if \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) and \( Df \in \mathcal{M}_n(K, \Sigma, y_0) \) with \( \Sigma \in L^p_{\text{loc}}(\Omega) \), \( p > 1 \), one can define \( \Sigma_0 = |f - y_0|^n \Sigma \) and conclude using the Sobolev embedding theorem that \( \Sigma_0 \in L^q_{\text{loc}}(\Omega) \) for every \( q \in [1, p) \). The question then reduces to the continuity of solutions of \( Df \in \mathcal{M}_n(K, \Sigma_0) \).

The sharpness of such an approach, however, becomes an issue when one moves to the Zygmonld space scale of (1.2). Indeed, if \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) satisfies \( Df \in \mathcal{M}_n(K, \Sigma, y_0) \) with \( K: \Omega \to [1, \infty) \), \( \Sigma: \Omega \to [0, \infty) \) and \( y_0 \in \mathbb{R}^n \), then it can be shown using the Moser–Trudinger inequality that \( \Sigma_0 = |f - y_0|^n \Sigma \) satisfies \( \Sigma_0 \log \mu(e + \Sigma_0) \in L^1_{\text{loc}}(\Omega) \). Theorem 1.2 hence yields that \( f \) has a continuous representative if \( \mu - n + 1 > n - 1 \), that is, \( \mu > 2n - 2 \).

This result for \( \mu > 2n - 2 \), however, turns out to be far from optimal. This is because, by an iteration argument using Theorem 1.3, this gap from (1.2) can be entirely eliminated. Again the mapping \( f(x) = (\log \log \log (e^x / |x|), 0, \ldots, 0) \) on \( \mathbb{B}^n(0, 1) \) shows that the following theorem is sharp.

**Theorem 1.8.** Let \( \Omega \) be a domain in \( \mathbb{R}^n \). Suppose that a Sobolev mapping \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) satisfies \( Df \in \mathcal{M}_n(K, \Sigma, y_0) \) with \( K: \Omega \to [1, \infty) \), \( \Sigma: \Omega \to [0, \infty) \) and \( y_0 \in \mathbb{R}^n \). If

\[
K \in L^\infty_{\text{loc}}(\Omega) \quad \text{and} \quad \Sigma \log \mu(e + \Sigma) \in L^1_{\text{loc}}(\Omega),
\]

for some \( \mu > n - 1 \), then \( f \) has a continuous representative.

However, in the case of \( Df \in \mathcal{M}_n(K, \Sigma, y_0) \) with exponentially integrable \( K \), the use of this trick is prevented as our results are not based on higher integrability. Hence, the current best bound in this case is the following result, given by the above Moser–Trudinger argument combined with Theorem 1.7.

**Theorem 1.9.** Let \( \Omega \) be a domain in \( \mathbb{R}^n \). Suppose that a Sobolev mapping \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) satisfies \( Df \in \mathcal{M}_n(K, \Sigma, y_0) \) with \( K: \Omega \to [1, \infty) \), \( \Sigma: \Omega \to [0, \infty) \) and \( y_0 \in \mathbb{R}^n \). If

\[
\exp(\lambda K) \in L^1_{\text{loc}}(\Omega) \quad \text{and} \quad \Sigma \log \mu(e + \Sigma) \in L^1_{\text{loc}}(\Omega),
\]

for some \( \mu > n - 1 > 2n \), then \( f \) has a continuous representative.

In particular, for all \( x_0 \in \Omega \) and sufficiently small \( r > 0 \), we have the following local modulus of continuity estimate:

\[
\omega_f(x_0, r) \leq C \log^{-\alpha}(1/r), \quad \text{where} \quad \alpha = \frac{\lambda - n - 1}{n}.
\]

**1.4 \( L^p \)-integrable \( K \)**

In the case where \( K \in L^p_{\text{loc}}(\Omega) \) with \( p \in [1, \infty) \), we conjecture that Problem 1.1 has a positive answer if \( \Sigma \in L^q_{\text{loc}}(\Omega) \) for any \( q > p^* \), where \( p^* \) is the Hölder conjugate of \( p \). In fact, we conjecture that a stronger statement is true, where \( \Sigma \in L^q_{\text{loc}}(\Omega) \) can be replaced by the hypothesis \( \Sigma/K \in L^q_{\text{loc}}(\Omega) \).
**Conjecture 1.10.** Let \( 1 \leq p, q \leq \infty \). Suppose that \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n), Df \in M_n(K, \Sigma) \) with \( K \geq 1, \Sigma \geq 0 \),

\[
K \in L^p_{\text{loc}}(\Omega), \quad \text{and} \quad \frac{\Sigma}{K} \in L^q_{\text{loc}}(\Omega), \quad \text{where} \quad \frac{1}{p} + \frac{1}{q} < 1.
\]

Then \( f \) has a continuous representative.

To justify the assumption \( p^{-1} + q^{-1} < 1 \) of Conjecture 1.10, we point out that we have a discontinuous example in the case \( p = 1, q = \infty \) due to Theorem 1.5. Moreover, in the case \( q = 1, p = \infty \), the triple logarithm map (1.3) provides a discontinuous example. The necessity of the assumption for the remaining cases \( 1 < p < \infty \) is then given by the following example.

**Theorem 1.11.** Let \( p, q \in (1, \infty) \). If \( p^{-1} + q^{-1} \geq 1 \), then there exists a domain \( \Omega \subset \mathbb{R}^2 \) and a Sobolev map \( f \in W^{1,2}(\Omega, \mathbb{R}^2) \) such that \( 0 \in \Omega, f \in C(\Omega \setminus \{0\}, \mathbb{R}^2), \lim_{x \to 0} |f(x)| = \infty \), and \( Df \in M_2(K, \Sigma) \) with

\[
K \in L^p(\Omega) \quad \text{and} \quad \frac{\Sigma}{K} \in L^q(\Omega).
\]  

Furthermore, we give several versions of Theorem 1.11 where (1.8) is replaced by a condition of the type

\[
K \in L^p(\Omega) \quad \text{and} \quad \Sigma \in L^s(\Omega),
\]

see Theorems 4.1 and 5.1 for details.

## 2 RESULTS BASED ON HIGHER INTEGRABILITY

In this section, we prove the continuity results that are based on higher integrability: Theorems 1.2, 1.3, 1.4, and 1.8.

### 2.1 Higher integrability on the \( L^p \)-scale

The higher integrability result of Theorem 1.4 is essentially the same as [18, Lemma 6.1], with only minor tweaks to account for the nonconstant \( K \). We regardless recall the argument for the convenience of the reader, as we require the reverse Hölder inequality proven during the argument for our later proof of Theorem 1.3.

If \( B = B^n(x, r) \) is a ball and \( c \in (0, \infty) \), then we denote \( cB = B^n(x, cr) \). Similarly, if \( Q = x + (−r, r)^n \subset \mathbb{R}^n \) is a cube and \( c \in (0, \infty) \), we denote \( cQ = x + (−cr, cr)^n \).

**Lemma 2.1.** Suppose that \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) and \( Df \in M_n(K, \Sigma) \) with

\[
K \in L^{\infty}(\Omega) \quad \text{and} \quad \Sigma \in L^1_{\text{loc}}(\Omega).
\]

Then for every cube \( Q \) such that \( 2Q \subset \Omega \), we have the reverse Hölder inequality

\[
\left( \int_Q |Df|^n \right)^{\frac{n}{n+1}} \leq C(n)\|K\|_{L^{\infty}(\Omega)}^{\frac{n}{n+1}} \left( \int_{2Q} |Df|^n \right)^{\frac{n}{n+1}} + \left( \int_{2Q} \Sigma \right)^{\frac{n}{n+1}}.
\]
**Proof.** Let $Q$ be such a cube. Choose a cutoff function $\eta \in C^\infty_0(2Q)$ such that $0 \leq \eta \leq 1$, $\eta \equiv 1$ on $Q$, and $|\nabla \eta| \leq C_1(n)|2Q|^{-1/n}$. By using the distortion estimate $|Df|^n \lesssim K_j + \Sigma$, the assumption that $K \geq 1$, and a Caccioppoli-type inequality given, for instance, in [15, Lemma 8.1.1], we have

$$
\int_Q |Df|^n \leq \frac{\|K\|_{L^\infty} |Q|}{|Q|} \int_{\Omega} |Df|^n \eta^n \leq \frac{\|K\|_{L^\infty(\Omega)} |Q|}{|Q|} \int_{\Omega} Jf \eta^n + \frac{\|K\|_{L^\infty(\Omega)} |Q|}{|Q|} \int_{\Omega} \Sigma \eta^n.
$$

By using $|\nabla \eta| \leq C_1(n)|2Q|^{-1/n}$, $\eta \leq 1$, and $|2Q| = 2^n|Q|$, we hence obtain that

$$
\int_Q |Df|^n \leq C_3(n) \|K\|_{L^\infty} \left( \frac{1}{|Q|} \int_{2Q} |Df|^{n-1} |f - c| + \int_{2Q} \Sigma \right).
$$

Hölder and Sobolev–Poincaré inequalities then yield that

$$
\frac{1}{|Q|} \int_{2Q} |Df|^{n-1} |f - c| \leq \left( \int_{2Q} |Df|^n \right)^{\frac{n}{n-1}} \frac{1}{|Q|} \left( \int_{2Q} |f - c|^n \right)^{\frac{1}{n}} \leq \left( \int_{2Q} |Df|^{n} \right)^{\frac{n}{n+1}} \left( \int_{2Q} |Df|^{n} \right)^{\frac{n+1}{n}} = C_4(n) \left( \int_{2Q} |Df|^{n} \right)^{\frac{n+1}{n}}.
$$

Thus, the claimed estimate follows by using the elementary inequality $a + b \leq (a^{1/p} + b^{1/p})^p$ for $a, b \geq 0, p \geq 1$. \hfill \square

We then recall the statement of Theorem 1.4 and give the short remaining parts of the proof.

**Theorem 1.4.** For given $n \geq 2$ and $K_\circ \in [1, \infty)$, there exists a value $p(n, K_\circ) > 1$, such that if $f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n)$ and $Df \in \mathcal{M}_n(K, \Sigma)$ with $\|K\|_{L^\infty(\Omega)} \leq K_\circ$ and $\Sigma \in L^p_{\text{loc}}(\Omega)$,

$$
\text{for some } p \in [1, p(n, K_\circ)), \text{ then } |Df|^n \in L^p_{\text{loc}}(\Omega).
$$

**Proof.** Due to $f$ satisfying the reverse Hölder inequality given in Lemma 2.1, the claimed result follows immediately from the version of Gehring’s lemma given in [13, Proposition 6.1]. The upper
bound of higher integrability given there depends only on the constants of the reverse Hölder inequality, which in turn depend only on $n$ and $\|K\|_{L^\infty(\Omega)}$. □

### 2.2 Higher integrability on the Zygmund space scale

For the Zygmund space version of our main result, we need a corresponding variant of Gehring’s lemma. We expect this to be known, but are not aware of any references that would directly give the version we need. Hence, we provide a proof here of the relevant version of Gehring’s lemma, with the proof modeled on the arguments used in [13, section 3].

**Lemma 2.2.** Let $G, H \in L^p(\mathbb{R}^n)$ be nonnegative functions satisfying the reverse Hölder inequality

$$
\left( \int_Q G^p \right)^{\frac{1}{p}} \leq C \left( \int_{2Q} G^q \right)^{\frac{1}{q}} + \left( \int_{2Q} H^p \right)^{\frac{1}{p}},
$$

for all cubes $Q \subset \mathbb{R}^n$, where $1 \leq q < p < \infty$ and $C \geq 1$ is a constant. Then for every $\mu > 0$, we have

$$
\int_{\mathbb{R}^n} G^p \log^\mu(\mu + G) \leq a \int_{\mathbb{R}^n} G^p + b \int_{\mathbb{R}^n} H^p \log^\mu(\mu + H),
$$

with $a = a(C, n, \mu, p, q) \geq 1$ and $b = b(C, n, \mu, p, q) \geq 1$.

We start the proof with the following estimate that directly follows from [13, section 3].

**Lemma 2.3.** Let $G, H \in L^p(\mathbb{R}^n)$ be nonnegative functions satisfying the reverse Hölder inequality

$$
\left( \int_Q G^p \right)^{\frac{1}{p}} \leq C \left( \int_{2Q} G^q \right)^{\frac{1}{q}} + \left( \int_{2Q} H^p \right)^{\frac{1}{p}},
$$

for all cubes $Q \subset \mathbb{R}^n$, where $1 \leq q < p < \infty$ and $C \geq 1$ is a constant. Then for every $t > 0$, we have

$$
\int_{G^{-1}(t, \infty)} G^p \leq \alpha t^{p-q} \int_{G^{-1}(1, \infty)} G^q + \beta \int_{H^{-1}(1, \infty)} H^p,
$$

with $\alpha = \alpha(n, C, p, q) > 1$ and $\beta = \beta(n, C, p, q) > 0$.

**Proof.** This estimate is [13, Proof of Lemma 3.1, estimate (3.11)], where in the notation used therein we’ve chosen $\Phi(t) = t F(t) = t^{p/q}$ with $F(t) = t^{p/q-1}$, $g = G^q$, and $h = H^q$. □

**Proof of Lemma 2.2.** We assume first that $\mu \neq 1$; for $\mu = 1$, see the remark at the end of the proof. We define an auxiliary function

$$
A_\mu(t) = \frac{p-q}{\mu} \log^\mu(t) + \frac{\mu}{\mu-1} \log^{\mu-1}(t).
$$
The purpose of this specific choice is that

\[ t^{p-q} \log(t) A'_\mu(t) = \frac{d}{dt}(t^{p-q} \log\mu(t)). \] (2.2)

We may select a constant \( M > 1 \) large enough that \( A_\mu \) and \( A'_\mu \) are positive on \([M, \infty)\), and also large enough that

\[ A_\mu(t) - \frac{\alpha}{\log(M)} \log\mu(t) \geq \frac{p-q}{2\mu} \log(e+t) \quad \text{for all } t \in [M, \infty), \] (2.3)

where \( \alpha \) is from (2.1). Let \( L > M \). We multiply both sides of (2.1) with \( A'_\mu(t) \), and integrate over \([M, L]\) with respect to \( t \). By a use of the Fubini–Tonelli theorem, the left-hand side yields

\[
\int_M^L A'_\mu(t) \int_{G^{-1}(t, \infty)} G^p(x) \, dx \, dt
\]

\[
= \int_{G^{-1}(L, \infty)} G^p(x) \int_M^L A'_\mu(t) \, dt \, dx + \int_{G^{-1}[M,L]} G^p(x) \int_M^L A'_\mu(t) \, dt \, dx
\]

\[
= \int_{G^{-1}(L, \infty)} A_\mu(L) G^p + \int_{G^{-1}[M,L]} G^p A_\mu(G) - \int_{G^{-1}(M, \infty)} A_\mu(M) G^p.
\]

By the same computation for the \( H^p \)-term, we get the upper bound

\[
\int_M^L A'_\mu(t) \int_{H^{-1}(t, \infty)} H^p(x) \, dx \, dt
\]

\[
= \int_{H^{-1}(L, \infty)} A_\mu(L) H^p + \int_{H^{-1}[M,L]} H^p A_\mu(H) - \int_{H^{-1}(M, \infty)} A_\mu(M) H^p
\]

\[
\leq \int_{H^{-1}(L, \infty)} A_\mu(H) H^p + \int_{H^{-1}[M,L]} H^p A_\mu(H) \leq 2 \int_{H^{-1}[M, \infty)} H^p A_\mu(H).
\]

For the \( G^q \)-term, we use (2.2) and similar computations to obtain that

\[
\int_M^L A'_\mu(t) t^{p-q} \int_{G^{-1}(t, \infty)} G^q(x) \, dx \, dt
\]

\[
\leq \frac{1}{\log(M)} \int_M^L A'_\mu(t) t^{p-q} \log(t) \int_{G^{-1}(t, \infty)} G^q(x) \, dx \, dt
\]

\[
= \frac{1}{\log(M)} \int_M^L \frac{d}{dt}(t^{p-q} \log\mu(t)) \int_{G^{-1}(t, \infty)} G^q(x) \, dx \, dt
\]

\[
\leq \int_{G^{-1}(L, \infty)} \frac{L^{p-q} \log\mu(L) G^q}{\log(M)} + \int_{G^{-1}[M,L]} \frac{G^p \log\mu(G)}{\log(M)}.
\]
In total, we have
\[
\int_{G^{-1}(L,\infty)} A_{\mu}(L)G^p + \int_{G^{-1}[M,L]} G^p A_{\mu}(G) \\
\leq A_{\mu}(M) \int_{G^{-1}(M,\infty)} G^p + \frac{\alpha}{\log(M)} \int_{G^{-1}(L,\infty)} L^{p-q} \log^\mu(L)G^q \\
+ \frac{\alpha}{\log(M)} \int_{G^{-1}[M,L]} G^p \log^\mu(G) + 2\beta \int_{H^{-1}[M,\infty)} H^p A_{\mu}(H).
\]

Note that on $G^{-1}(L,\infty)$, we have $L^{p-q} \leq G^{p-q}$. By applying this and subtracting the $\alpha/\log(M)$-terms from both sides of the above estimate, we obtain
\[
\int_{G^{-1}(L,\infty)} \left( A_{\mu}(L) - \frac{\alpha \log^\mu(L)}{\log(M)} \right)G^p + \int_{G^{-1}[M,L]} \left( A_{\mu}(G) - \frac{\alpha \log^\mu(G)}{\log(M)} \right)G^p \\
\leq A_{\mu}(M) \int_{G^{-1}(M,\infty)} G^p + 2\beta \int_{H^{-1}[M,\infty)} H^p A_{\mu}(H).
\]

We then apply (2.3), and conclude that
\[
\int_{G^{-1}[M,L]} G^p \log^\mu(e + G) \\
\leq \int_{G^{-1}(L,\infty)} G^p \log^\mu(e + L) + \int_{G^{-1}[M,L]} G^p \log^\mu(e + G) \\
\leq \frac{2\mu A_{\mu}(M)}{p-q} \int_{G^{-1}(M,\infty)} G^p + \frac{4\mu \beta}{p-q} \int_{H^{-1}[M,\infty)} H^p A_{\mu}(H).
\]

Notably, this upper bound is independent on $L$. As we have $0 \leq A_{\mu}(H) \leq A_{\mu}(e + H) \leq ((p-q)/\mu + \mu/|\mu - 1|) \log^\mu(e + H)$ in $H^{-1}[M,\infty)$, letting $L \to \infty$ gives us
\[
\int_{G^{-1}[M,\infty)} G^p \log^\mu(e + G) \leq a_0 \int_{\mathbb{R}^n} G^p + b \int_{\mathbb{R}^n} H^p \log^\mu(e + H),
\]
with $a_0, b$ dependent only on $\alpha, \beta, p, q, \mu$. The final desired claim then follows by combining the previous estimate with
\[
\int_{G^{-1}[0,M]} G^p \log^\mu(e + G) \leq \log^\mu(e + M) \int_{\mathbb{R}^n} G^p.
\]

We finally comment on the case $\mu = 1$. In this case, we must instead define $A_1(t) = (p-q)\log(t) + \log\log(t)$, which yields (2.2) for $\mu = 1$. The rest of the proof goes through essentially similarly in this case.

With Lemma 2.2 proven, we may proceed to prove Theorem 1.3. We again recall the statement.
Theorem 1.3. Suppose that \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) and \( Df \in \mathcal{M}_n(K, \Sigma) \) with \( K \in L^\infty_{\text{loc}}(\Omega) \) and \( \Sigma \log^\mu(e + \Sigma) \in L^1_{\text{loc}}(\Omega) \), for some \( \mu \geq 0 \). Then \( |Df|^n \log^\mu(e + |Df|) \in L^1_{\text{loc}}(\Omega) \).

Proof. We select a ball \( B = B^n(x_0, r) \) with \( r \leq 1 \) such that \( \overline{B} \subset \Omega \). By using Lemma 2.1, we obtain that \( |Df| \) and \( \Sigma \) satisfy a reverse Hölder inequality for all cubes \( Q \subset B \). It was shown in the proof of [13, Proposition 6.1] that in this case, the functions \( G, H : \mathbb{R}^n \to [0, \infty) \) defined by
\[
G(x) = \text{dist}(x, \mathbb{R}^n \setminus B)|Df(x)|^\frac{n^2}{n+1},
\]
\[
H(x) = \text{dist}(x, \mathbb{R}^n \setminus B)\Sigma^\frac{n}{n+1} + \chi_B(x) \left( \int_B \Sigma^\frac{n}{n+1} \right)^\frac{n}{n+1},
\]
satisfy a reverse Hölder inequality in all of \( \mathbb{R}^n \). In particular, it follows from Lemma 2.2 that
\[
\int_{\mathbb{R}^n} G^\frac{n+1}{n} \log^\mu(e + G) \leq a \int_{\mathbb{R}^n} G^\frac{n+1}{n} + b \int_{\mathbb{R}^n} H^\frac{n+1}{n} \log^\mu(e + H). \tag{2.4}
\]

We then assume \( 0 < \varepsilon < r \), and denote \( B_\varepsilon = \{ x \in B : \text{dist}(x, \mathbb{R}^n \setminus B) > \varepsilon \} \). We note that for \( t \geq 1 \), and \( p \geq 1 \), we may estimate using Bernoulli’s inequality that
\[
e + \varepsilon t^p = e(1 + \varepsilon e^{-1} t^p) \geq e^\varepsilon(1 + e^{-1} t^p)^\varepsilon = (e + t^p)^\varepsilon \geq (e + t)^\varepsilon.
\]
Hence, for every point \( x \in B_\varepsilon \), we have either \( |Df(x)| \leq 1 \) and thus also \( |Df(x)|^n \log^\mu(e + |Df(x)|) \leq \log^\mu(e + 1) \), or
\[
G^\frac{n+1}{n} \log^\mu(e + G) \geq \varepsilon \frac{n+1}{n} |Df|^n \log^\mu(e + \varepsilon |Df|)^\frac{n^2}{n+1} \leq \varepsilon \frac{n+1}{n+1} |Df|^n \log^\mu(e + |Df|).
\]
Consequently,
\[
\int_{B_\varepsilon} |Df|^n \log^\mu(e + |Df|) \leq |B_\varepsilon| \log^\mu(e + 1) + \varepsilon^{-\frac{n+1}{n}} \int_{\mathbb{R}^n} G^\frac{n+1}{n} \log^\mu(e + G).
\]
On the other hand, \( G^{(n-1)/n} \leq |Df|^n \chi_B \in L^1(\mathbb{R}^n) \). For the \( H \)-term of (2.4), we have \( H \equiv 0 \) outside \( B \) and \( \Sigma \leq \Sigma^{n/(n+1)} + C \) in \( B \) with \( C = \||\Sigma||^{n/(n+1)}_{L^1(B)} < \infty \). We recall that we have the elementary inequality \( \log(e + a + b) \leq \log(e + a) + \log(e + b) \) for \( a, b \geq 0 \), and that \( \Sigma^{n/(n+1)} \leq 1 + \Sigma \). Hence, we may estimate
\[
\int_{\mathbb{R}^n} H^\frac{n+1}{n} \log^\mu(e + H) \leq \int_B (\Sigma^\frac{n}{n+1} + C)^\frac{n+1}{n} \log^\mu(e + \Sigma^\frac{n}{n+1} + C) \leq \int_B 2^\frac{n+1}{n} \left( \Sigma + C^\frac{n}{n+1} \right) \left( \log^\mu(e + \Sigma) + \log^\mu(e + C + 1) \right) < \infty.
\]
It follows that $|Df|^n \log^\mu (e + |Df|)$ has finite integral over $B_\varepsilon$, which completes the proof of the claim. □

### 2.3 Embedding theorems

As stated in the introduction, Theorem 1.2 is a direct corollary of combining Theorem 1.3 with a suitable version of Morrey’s inequality for Zygmund spaces. Recall that the classical Morrey’s inequality implies that if $p > n$, then elements of $W^{1,p}_{\text{loc}}(\Omega)$ have a locally Hölder continuous representative, with Hölder exponent $1 - n/p$. For a Zygmund space version, we refer to, for example, [16, Theorem 3.1], which gives us the following.

**Theorem 2.4.** Let $\Omega \subset \mathbb{R}^n$ be a domain, and let $f \in W^{1,n}_{\text{loc}}(\Omega)$ satisfy

$$|Df|^n \log^\mu (e + |Df|) \in L^1_{\text{loc}}(\Omega),$$

where $\mu > n - 1$. Then $f$ has a continuous representative. In particular, whenever $0 < r < R$ and $B^n(x,R) \subset \Omega$, the modulus of continuity $\omega_f(x_0,r)$ defined in (1.5) satisfies

$$\omega_f(x,r) \leq C(Df,\mu,x,R) \log \frac{\mu-n+1}{\mu} \left( 1 + \frac{2R}{r} \right),$$

where

$$C(Df,\mu,x,R) = \int_{B^n(x,R)} |Df|^n \log^\mu \left( e + \frac{|B^n(x,r)||Df|}{\|Df\|_{L^n(B^n(x,r))}} \right).$$

Hence, by combining Theorems 1.3 and 2.4, the proof of Theorem 1.2 is complete.

Due to us requiring it in the following subsection, we also recall the corresponding result for $\mu \in [0, n - 1)$. In this case, $f$ is not necessarily continuous, but does satisfy an exponential Sobolev embedding theorem. We refer to, for example, [5, Theorem 2, Example 1] for the following result; note also that the case $\mu = 0$ corresponds to the classical Moser–Trudinger inequality.

**Theorem 2.5.** Let $\Omega \subset \mathbb{R}^n$ be a domain, and let $f \in W^{1,n}_{\text{loc}}(\Omega)$ satisfy

$$|Df|^n \log^\mu (e + |Df|) \in L^1_{\text{loc}}(\Omega),$$

where $0 \leq \mu < n - 1$. Then there exists $\lambda > 0$ such that

$$\exp(\lambda |f|^\frac{n}{n-1-\mu}) \in L^1_{\text{loc}}(\Omega).$$

### 2.4 Continuity for (1.7) with bounded $K$

The final result we prove in this section is Theorem 1.8. For the proof, we require the following lemma on the integrability of products of functions.
Lemma 2.6. Let $\Omega \subset \mathbb{R}^n$ be measurable, let $\mu, \nu, \lambda > 0$ be such that $\nu \leq \mu$, and let $f, g : \Omega \to [0, \infty]$ be measurable functions such that

$$f \log^\mu(e + f) \in L^1_{\text{loc}}(\Omega), \quad \exp(\lambda g^\frac{1}{\nu}) \in L^1_{\text{loc}}(\Omega).$$

Then $fg^{\lambda - \nu}(e + fg) \in L^1_{\text{loc}}(\Omega)$.

We begin the proof of Lemma 2.6 by recalling the proof of the following elementary inequality. See, for example, [12, Lemmas 2.7, 6.2] for similar results and proofs.

Lemma 2.7. Let $a, b \geq 0$, and $\kappa, \lambda > 0$. Then

$$ab < \exp \left( \frac{\lambda a}{\kappa} \right) + C(\kappa, \lambda) b \log^\kappa(e + b),$$

where $C(\kappa, \lambda) \geq 0$.

Proof. Note that there exists a constant $A = A(\kappa)$ such that

$$\exp(t) \geq At^{2\kappa}. \quad (2.5)$$

If $ab \leq \exp(a^{1/\kappa} \lambda)$, then the claim is clear. Hence, we assume that $ab > \exp(a^{1/\kappa} \lambda)$, with a goal of showing that $ab < C(\kappa, \lambda) b \log^\kappa(e + b)$.

By combining this assumption with (2.5), we have

$$a = a^{-1} a^2 \leq a^{-1} \left( \frac{\exp(a^{1/\kappa} \lambda)}{A\lambda^{2\kappa}} \right) < a^{-1} \left( \frac{ab}{A\lambda^{2\kappa}} \right) = \frac{b}{A\lambda^{2\kappa}}.$$ 

Consequently, we have

$$\exp(a^{1/\kappa} \lambda) < ab < \frac{b^2}{A\lambda^{2\kappa}} < \frac{(e + b)^2}{A\lambda^{2\kappa}}.$$ 

Taking logarithms yields

$$a^{1/\kappa} \lambda < \log \left( \frac{e + b)^2}{A\lambda^{2\kappa}} \right) = \log \frac{1}{A\lambda^{2\kappa}} + 2 \log(e + b).$$

In particular,

$$a < \left| \frac{1}{A} \frac{1}{\lambda^{2\kappa}} + \frac{2}{\lambda} \log(e + b) \right|^{\kappa} \leq \frac{2^\kappa}{\lambda^\kappa} \left| \log \frac{1}{A\lambda^{2\kappa}} \right|^{\kappa} + \frac{4^\kappa}{\lambda^\kappa} \log^\kappa(e + b).$$

And hence, we obtain the desired estimate

$$ab < \left( \frac{2^\kappa}{\lambda^\kappa} \left| \log \frac{1}{A\lambda^{2\kappa}} \right|^{\kappa} b + \left( \frac{4^\kappa}{\lambda^\kappa} \right) b \log^\kappa(e + b) \right) \leq \left( \frac{2^\kappa}{\lambda^\kappa} \left| \log \frac{1}{A\lambda^{2\kappa}} \right|^{\kappa} + \frac{4^\kappa}{\lambda^\kappa} \right) b \log^\kappa(e + b).$$ \[\square\]
Proof of Lemma 2.6. We first observe that \( fg \in L^1_{\text{loc}}(\Omega) \). Indeed, Lemma 2.7 yields that \( fg \leq \exp(\lambda g^{1/\nu}) + C f \log^\nu(e + f) \), where both terms on the right-hand side are integrable by \( \nu \leq \mu \).

We then further estimate using Lemma 2.7
\[
f g \log^{\mu-\nu}(e + f) \leq \exp \left( 2^{-1} \lambda g^{1/\nu} \right) \log^{\mu-\nu}(e + f) + C_1 f \log^\nu(e + f) \log^{\mu-\nu}(e + f).
\] (2.6)

We have \( \exp(2^{-1} \lambda g^{1/\nu}) \in L^2_{\text{loc}}(\Omega) \), and also \( \log^{\mu}(e + f) \in L^2_{\text{loc}}(\Omega) \). It follows that the first term on the right-hand side of (2.6) is locally integrable. For the second term, we estimate \( e + fg \leq (e + f)(e + g) \), and hence
\[
f \log^\nu(e + f) \log^{\mu-\nu}(e + f) \leq C_2 (f \log^{\mu}(e + f) + f \log^\nu(e + f) \log^{\mu-\nu}(e + f)).
\] (2.7)

The first term on the right-hand side of (2.7) is locally integrable by assumption. For the second term, we again use Lemma 2.7, this time with \( \kappa = \mu - \nu \) and \( \lambda = 1 \). We get
\[
f \log^\nu(e + f) \log^{\mu-\nu}(e + g)
\]
\[
\leq e + g + C_3 f \log^\nu(e + f) \log^{\mu-\nu}(e + f)
\]
\[
\leq e + g + C_4 f \log^\mu(e + f)
\]
\[
+ C_4 f \log^\nu(e + f) \log^{\mu-\nu}(e + f),
\]
where the right-hand side is locally integrable by the local integrability of \( g \) and \( f \log^\mu(e + f) \). Hence, the claim follows. \( \Box \)

We are now ready to prove Theorem 1.8. We again recall the statement for convenience.

**Theorem 1.8.** Let \( \Omega \) be a domain in \( \mathbb{R}^n \). Suppose that a Sobolev mapping \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) satisfies \( Df \in \mathcal{M}(K, \Sigma, y_0) \) with \( K: \Omega \to [1, \infty) \), \( \Sigma: \Omega \to [0, \infty) \) and \( y_0 \in \mathbb{R}^n \). If
\[
K \in L^\infty_{\text{loc}}(\Omega) \quad \text{and} \quad \Sigma \log^{\mu}(e + \Sigma) \in L^1_{\text{loc}}(\Omega),
\]
for some \( \mu > n - 1 \), then \( f \) has a continuous representative.

**Proof.** Let \( q = \mu - (n - 1) > 0 \). By slightly shrinking \( \mu \), we may assume that \( n - 1 \) is not an integer multiple of \( q \). By our assumption, we have \( |Df|^n \leq K I_f + \Sigma' \), where \( \Sigma' = \Sigma |f - y_0|^n \).

By the Moser–Trudinger inequality (case \( q = 0 \) of Theorem 2.5), there exists \( \lambda_0 > 0 \) such that
\[
\exp \left( \frac{n}{\pi^2} \lambda_0 |f - y_0|^n \right) \in L^1_{\text{loc}}(\Omega).
\]
Combining this with our assumption that \( \Sigma \log^{\mu}(e + \Sigma) \in L^1_{\text{loc}}(\Omega) \) and recalling that \( q = \mu - (n - 1) \), we can thus use Lemma 2.6 to conclude that
\[
\Sigma' \log^q(e + \Sigma') \in L^1_{\text{loc}}(\Omega).
\]
Using Theorem 1.3, we hence conclude that

\[ |Df|^n \log^q(e + |Df|) \in L^1_{\text{loc}}(\Omega). \]

If \( q > n - 1 \), we are now done, as Theorem 2.4 implies that \( f \) has a continuous representative. Otherwise, we proceed to iterate this argument. Indeed, as \( |Df|^n \log^q(e + |Df|) \in L^1_{\text{loc}}(\Omega) \), Theorem 2.5 yields us a slightly better estimate

\[ \exp \left( \lambda_1 |f - y_0|^\frac{n}{n-1-q} \right) \in L^1_{\text{loc}}(\Omega) \]

for some \( \lambda_1 > 0 \). Lemma 2.6 then yields that

\[ \Sigma' \log^2 q(e + \Sigma') = \Sigma' \log^\mu((n-1)-q)(e + \Sigma') \in L^1_{\text{loc}}(\Omega), \]

from which we get that

\[ |Df|^n \log^q(e + |Df|) \in L^1_{\text{loc}}(\Omega). \]

Then next iteration of this argument then yields \( |Df|^n \log^{3q}(e + |Df|) \in L^1_{\text{loc}}(\Omega) \), the next iteration after that yields \( |Df|^n \log^{kq}(e + |Df|) \in L^1_{\text{loc}}(\Omega) \), et cetera.

We may continue this iteration until \( |Df|^n \log^{kq}(e + |Df|) \in L^1_{\text{loc}}(\Omega) \), where \( k \) is the smallest positive integer such that \( kq > n - 1 \). Indeed, we assumed \( n - 1 \) not to be an integer multiple of \( q \), so \( (k-1)q \) is a valid exponent for Theorem 2.5. Moreover, we also must have \( kq < \mu \), as \( kq = (k-1)q + q < (n-1) + q = \mu \). Hence, it follows that \( f \) has a continuous representative by Theorem 2.4.

\[ \square \]

3 DIRECT CONTINUITY RESULTS

In this section, we prove Theorems 1.7 and 1.9. The method is a generalization of the approach used in [17, Section 3]. In particular, we prove a decay estimate for the integral of \( |Df|^n \) over balls, which then implies continuity by using a chain of balls argument as in [11].

We begin by recalling an estimate that is used in the proofs of similar continuity results for mappings of finite distortion; see, for example, [22, Section 3] or [12, Theorem 5.18]. We give the proof for the convenience of the reader.

**Lemma 3.1.** Let \( \Omega \subset \mathbb{R}^n \) be a domain, and let \( \exp(K) \in L^1(\Omega) \) with \( \lambda > 0 \). Then there exist constants \( C = C(\Omega, K, \lambda) > 0 \) and \( R_0 = R_0(\Omega, K, \lambda) \) as follows: if \( x \in \Omega \), \( R < \min(R_0, d(x, \partial \Omega)) \) and \( r \in (0, R/e^3) \), then

\[
\int_r^R s^{-\frac{1}{n-1}} \left( \int_{B^n(x, s)} K^{n-1} \right)^{-\frac{1}{n-1}} ds \geq \frac{\lambda}{n} \left( \log \log \frac{C}{rn} - \log \log \frac{Ce^2}{R^n} \right).
\]

**Proof.** We denote \( B_s = B^n(x, s) \). We let \( k \) be the largest integer such that \( re^k \leq R \). As \( r < R/e^3 \), we must have \( k \geq 3 \). We define the function \( \tilde{K} = \max(K, (n-2)\lambda^{-1}) \), where we still have
exp(\mathcal{K}) \in L^\lambda_{\text{loc}}(\Omega). We estimate \mathcal{K} \leq \tilde{\mathcal{K}}, perform a change of variables, and split the integral into a sum as follows:

\int_r^R s^{-1} \left( \int_{\partial B_s} \mathcal{K}^{n-1} \right)^{-\frac{1}{n-1}} ds \geq \sum_{i=1}^{k-1} \int_{i+\log r}^{i+1+\log r} \left( \int_{\partial B_{s^i}} \tilde{\mathcal{K}}^{n-1} \right)^{-\frac{1}{n-1}} dt.

We then use Jensen's inequality a total of three times, with the convex functions \(\tau \mapsto \tau^{-1}\), \(\tau \mapsto \exp(\lambda \tau \frac{1}{n-1})\) and \(\tau \mapsto \exp(\tau)\). Note that \(\tau \mapsto \exp(\lambda \tau \frac{1}{n-1})\) is only convex for \(\tau \geq ((n-2)\lambda)^{-1}\), but the range of \(\tilde{\mathcal{K}}^{n-1}\) is in this region. The resulting estimate is

\int_{i+1+\log r}^{i+1+\log r} \left( \int_{\partial B_{s^i}} \tilde{\mathcal{K}}^{n-1} \right)^{-\frac{1}{n-1}} dt \geq \left( \int_{i+1+\log r}^{i+1+\log r} \left( \int_{\partial B_{s^i}} \tilde{\mathcal{K}}^{n-1} \right)^{-\frac{1}{n-1}} dt \right)^{-1}

\geq \lambda \left( \int_{i+1+\log r}^{i+1+\log r} \log \left( \int_{\partial B_{s^i}} \exp(\lambda \tilde{\mathcal{K}}) \right) dt \right)^{-1}

\geq \lambda \log^{-1} \int_{i+1+\log r}^{i+1+\log r} \left( \int_{\partial B_{s^i}} \exp(\lambda \tilde{\mathcal{K}}) \right) dt.

Now we may estimate

\log^{-1} \int_{i+1+\log r}^{i+1+\log r} \left( \int_{\partial B_{s^i}} \exp(\lambda \tilde{\mathcal{K}}) \right) dt = \log^{-1} \int_{re^i}^{re^{i+1}} \left( \int_{\partial B_s} \exp(\lambda \tilde{\mathcal{K}}) \right) ds

= \log^{-1} \int_{re^i}^{re^{i+1}} \frac{1}{\omega_{n-1} s^n} \left( \int_{\partial B_s} \exp(\lambda \tilde{\mathcal{K}}) \right) ds \geq \log^{-1} \frac{\| \exp(\lambda \tilde{\mathcal{K}}) \|_{L^1(\Omega)}}{\omega_{n-1} (re^i)^n}.

We then select \(C = \| \exp(\lambda \tilde{\mathcal{K}}) \|_{L^1(\Omega)} / \omega_{n-1}\). The sum of the above terms over \(i\) can now be estimated by

\sum_{i=1}^{k-1} \int_{i+1+\log r}^{i+1+\log r} \left( \int_{\partial B_{s^i}} \tilde{\mathcal{K}}^{n-1} \right)^{-\frac{1}{n-1}} dt \geq \lambda \sum_{i=1}^{k-1} \log^{-1} \frac{C}{(re^i)^n}

\geq \lambda \int_0^{k-1} \log^{-1} \frac{C}{(re^i)^n} dt \geq \lambda \int_{R^2 - e^2}^{R^n - e^2} s^{-1} \log^{-1} \frac{C}{s^n} ds

= \frac{\lambda}{n} \left( \log \log \frac{C}{e^2} - \log \log \frac{Ce^2}{R^n} \right).

The claim hence holds, assuming that \(\log \log (Ce^2 / R^n)\) is well-defined; this is the case if we select \(R_0^n = Ce\). \(\square\)
We then consider the following abstract differential inequality of real functions, and show that it yields a decay condition. This is a more general version of [17, Lemma 3.2], which is essentially given by the case $Ψ(r) = r$ and $Γ(r) = C r^α$.

**Lemma 3.2.** Let $A > 0$, and let $Φ : [0, R] → [0, S]$, $Ψ : [0, R] → [0, ∞)$, and $Γ : [0, R] → [0, ∞)$ be absolutely continuous increasing functions such that $Φ(0) = 0$. Suppose that

$$Φ(r) ≤ A \frac{Ψ(r)}{Ψ'(r)} Φ'(r) + Γ(r)$$

for a.e. $r ∈ (0, R)$, where $A > 0$. Then there exists a constant $C = C(A, R, S, Ψ, Γ) ≥ 0$ such that we have

$$Φ(r) ≤ Γ(r) + C Ψ^{-A−1}(r) \left(1 + \int_{r}^{R} \frac{Γ'(s)}{Ψ^{A−1}(s)} ds\right)$$

for all $r ∈ [0, R]$.

**Proof.** We find an integrating factor for the terms involving $Φ$:

$$-\frac{d}{ds}(Ψ^{-A−1}(s)Φ(s)) = \left(Φ(s) - A \frac{Ψ(s)}{Ψ'(s)} Φ'(s)\right) \left(Ψ^{-A−1}(s)Ψ'(s)\right) ≤ -Γ(s) \frac{d}{ds}Ψ^{-A−1}(s).$$

We then integrate on both sides over $[r, R]$, and use integration by parts:

$$Ψ^{-A−1}(r)Φ(r) - Ψ^{-A−1}(R)Φ(R) ≤ -\int_{r}^{R} Γ(s) \frac{d}{ds}Ψ^{-A−1}(s) ds$$

$$= Γ(r)Ψ^{-A−1}(r) - Γ(R)Ψ^{-A−1}(R) + \int_{r}^{R} Γ'(s) \frac{1}{Ψ^{A−1}(s)} ds.$$ 

Multiplying by $Ψ^{A−1}(r)$ and moving the negative term to the right-hand side yields the desired

$$Φ(r) ≤ Γ(r) + \frac{S - Γ(R)}{Ψ^{A−1}(R)} Ψ^{A−1}(r) + Ψ^{A−1}(r) \int_{r}^{R} Γ'(s) \frac{ds}{Ψ^{A−1}(s)}.$$ 

□

Combining Lemmas 3.1 and 3.2 allows us to show the following decay estimate.

**Lemma 3.3.** Let $Ω ⊂ \mathbb{R}^n$ be a connected domain. Let $f ∈ W^{1,n}(Ω, \mathbb{R}^{n})$ and $Df ∈ M_n(K, Σ)$ with $exp(λK) ∈ L^1(Ω)$ and $Σ log^μ(ε + Σ) ∈ L^1(Ω)$, where $μ > λ > 0$. Then there exists $R_0 = R_0(Ω, λ, K) > 0$ as follows: for any choice of $x ∈ Ω$ and $R ∈ (0, R_0)$ such that $B^n(x, R) ⊂ Ω$, we have

$$\int_{B^n(x,r)} \frac{|Df|^n}{K} ≤ C log^{−λ} r^{-1}.$$ 

for all $r ∈ (0, R/e^3)$, where $C = C(Ω, λ, μ, K, Σ, R, ||Df||_{L^n(Ω)})$. Notably, $C$ is independent of $x$. 


Proof. We choose \( R_0 < e^{-1} \) such that Lemma 3.1 holds for \( R < R_0 \); note that this choice depends only on \( \Omega, \lambda, \) and \( K \). We fix a point \( x \in \Omega \) and a radius \( R < R_0 \) such that \( \mathbb{B}^n(x, R) \subset \Omega \), and we denote \( B_r = \mathbb{B}^n(x, r) \) for all \( r \in [0, R] \). We then define a function \( \Phi : [0, R] \to [0, \infty) \) by

\[
\Phi(r) = \int_{B_r} \frac{|Df|^n}{K}.
\]

By using the definition of \( \mathcal{M}_n(K, \Sigma) \), we may estimate \( \Phi(r) \) by

\[
\int_{B_r} \frac{|Df|^n}{K} \leq \int_{B_r} J_f + \int_{B_r} \frac{\Sigma}{K}.
\]

For the first term on the right-hand side, we apply the isoperimetric inequality of Sobolev maps, see, for example, [24, Lemma II.1.2 and (II.1.7)], followed by a use of Hölder’s inequality. The result is

\[
\int_{B_r} J_f \leq \frac{1}{n} \left( \int_{\partial B_r} |Df|^{n-1} \right)^{\frac{n}{n-1}} \leq \frac{1}{n} \left( \int_{\partial B_r} K^{n-1} \right)^{\frac{1}{n-1}} \int_{\partial B_r} |Df|^n K \leq \frac{r}{n} \left( \int_{\partial B_r} K^{n-1} \right)^{\frac{1}{n-1}} \int_{\partial B_r} \frac{|Df|^n}{K}
\]

for a.e. \( r \in [0, R] \). For the other term, using \( K \geq 1, \Sigma \log_+^{\mu}(\Sigma) \in L^1(\Omega) \), and \( r \leq R < R_0 < e^{-1} \), we estimate that

\[
\int_{B_r} \frac{\Sigma}{K} \leq \int_{B_r} \frac{\Sigma}{\left[ \{z \in B_r : \Sigma(z) < r^{-1}\} \right] + \left[ \{z \in B_r : \Sigma(z) > r^{-1}\} \right]} \Sigma + \int_{\{z \in B_r : \Sigma(z) > r^{-1}\}} \Sigma \leq \log^{\mu}(e + \Sigma) \leq C_1 \log^{\mu} r^{-1}
\]

for some \( C_1 = C_1(n, \mu, \Sigma, R) > 0 \). In conclusion, we have

\[
\Phi(r) \leq \frac{r}{n} \left( \int_{\partial B_r} K^{n-1} \right)^{\frac{1}{n-1}} \Phi'(r) + C_1 \log^{-\mu} r^{-1} \tag{3.1}
\]

for all \( r \in (0, R) \).

We then define

\[
\Psi(r) = \exp \left( -\int_r^R s^{-\frac{1}{n-1}} \left( \int_{\partial B_s} K^{n-1} \right)^{-\frac{1}{n-1}} ds \right).
\]
A simple computation by chain rule hence reveals that

$$
\Psi'(r) = \Psi(r)r^{-1} \left( \int_{\partial B_r} K^{n-1} \right)^{-\frac{1}{n-1}}
$$

for all \( r \in (0, R) \). In particular, (3.1) now reads as

$$
\Phi(r) \leq \frac{1}{n} \frac{\Psi(r)}{\Psi'(r)} \Phi'(r) + C_1 \log^{-\mu} r^{-1}.
$$

We also note that as \( K \geq 1 \), we have \( \Phi(r) \leq S \) for all \( r \in [0, R] \) with \( S = \|Df\|_{L^n(\Omega)} \). Hence, we are in position to apply Lemma 3.2, which yields that

$$
\Phi(r) \leq C_1 \log^{-\mu} r^{-1} + C_2 \left( \Psi^n(r) + \int_r^R \frac{\Psi^n(s)}{\Psi^n(s) \text{slog}^{\mu+1}(s^{-1})} ds \right) \tag{3.2}
$$

when \( r \in [0, R/e^3] \), for some \( C_2 = C_2(\Omega, \lambda, \mu, K, \Sigma, R, \|Df\|_{L^n(\Omega)}) \).

Lemma 3.1 yields that for \( r \in (0, R/e^3) \), we have

$$
\Psi^n(r) \leq \exp \left( -\frac{n\lambda}{n} \left( \log \log \frac{C_3}{r^n} - \log \log \frac{C_3e^2}{R^n} \right) \right) = \left( \frac{\log(C_3e^2R^{-n})}{\log(C_3e^{2-n})} \right)^\lambda \leq C_4 \log^{-\lambda} r^{-1},
$$

where \( C_3 = C_3(\Omega, \lambda, K) \) and \( C_4 = C_4(\Omega, \lambda, K, R) \). As \( \mu > \lambda \), we also have

$$
\log^{-\mu} r^{-1} \leq C_5 \log^{-\lambda} r^{-1}
$$

for all \( r \in (0, R/e^3) \), where \( C_5 = C_5(\mu, \lambda, R) \). Hence, in order to obtain the claimed decay estimate for \( \Phi \) from (3.2), it remains to estimate the term with the integral.

For this, we let \( r \in (0, R/e^3) \), and split the integral into two parts:

$$
\int_r^R \frac{\Psi^n(r)}{\Psi^n(s) \text{slog}^{\mu+1}(s^{-1})} ds = \int_r^{e^3r} \frac{\Psi^n(r)}{\Psi^n(s) \text{slog}^{\mu+1}(s^{-1})} ds + \int_{e^3r}^R \frac{\Psi^n(r)}{\Psi^n(s) \text{slog}^{\mu+1}(s^{-1})} ds.
$$

In the range of the latter integral, we have \( r < s/e^3 \), which allows us to use Lemma 3.1 again to estimate

$$
\frac{\Psi^n(r)}{\Psi^n(s)} = \exp \left( -n \int_r^s t^{-1} \left( \int_{\partial B_t} K^{n-1} \right)^{-\frac{1}{n-1}} dt \right) \leq \left( \frac{\log(C_3e^2s^{-n})}{\log(C_3r^{-n})} \right)^\lambda.
$$

Hence, by using the fact that \( \mu - \lambda > 0 \), and the fact that \( s^{-1} \log^{-1-t}(s^{-1}) \) is integrable for \( t > 0 \), the second integral can now be estimated by
\[
\int_{e^3r}^{R} \frac{\Psi^n(r)}{\Psi^n(s)} \frac{ds}{s \log^{\mu+1}(s-1)} \leq \int_{e^3r}^{R} \left( \frac{\log(C_3 e^{2s-n})}{\log(C_3 r^{-n})} \right)^{\lambda} \frac{ds}{s \log^{\mu+1}(s-1)} \leq \left( \int_{0}^{R} \frac{ds}{s \log^{-\lambda}(C_3 e^{2s-n}) \log^{\mu+1}(s-1)} \right) \log^{-\lambda} \frac{C_3}{r^n} \leq C_6 \log^{-\lambda} r^{-1}
\]
where \( C_6 = C_6(\Omega, \lambda, \mu, K, R) \). On the other hand, for the first integral, we may merely use the fact that \( \Psi \) is increasing to estimate that \( \Psi^n(s) \geq \Psi^n(r) \), which again combined with \( \mu > \lambda \) yields that

\[
\int_{e^3r}^{e^3r} \frac{\Psi^n(r)}{\Psi^n(s)} \frac{ds}{s \log^{\mu+1}(s-1)} \leq \int_{e^3r}^{e^3r} \frac{ds}{s \log^{\mu+1}(s-1)} = \frac{1}{\mu} \left( \log^{-\mu} \frac{1}{e^3r} - \log^{-\mu} \frac{1}{r} \right) \leq C_7 \log^{-\lambda} r^{-1}
\]
where \( C_7 = C_7(\mu, \lambda, R) \). The proof of the claimed estimate is hence complete.

We then proceed to prove Theorem 1.7. We again begin by recalling the statement.

**Theorem 1.7.** Let \( \Omega \subset \mathbb{R}^n \) be a domain, and let \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) and \( Df \in M_n(K, \Sigma) \) with

\[
\exp(\lambda K) \in L^1_{\text{loc}}(\Omega) \quad \text{and} \quad \Sigma \log^{\mu}(e + \Sigma) \in L^1_{\text{loc}}(\Omega),
\]
for some \( \mu > \lambda > n+1 \). Then \( f \) has a continuous representative.

In particular, for all \( x_0 \in \Omega \) and sufficiently small \( r > 0 \), we have the following local modulus of continuity estimate:

\[
\omega_f(x_0, r) \leq C \log^{-\alpha}(1/r) \quad \text{where} \quad \alpha = \frac{\lambda - n - 1}{n}.
\]

**Proof.** Fix a ball \( B = B^n(x, R) \) such that \( B \) is compactly contained in \( \Omega \) and \( R < R_0 \), with \( R_0 \) given by Lemma 3.3. Let \( A \subset B \) be the set of all Lebesgue points of \( f \) in \( B \). We show first that the restriction of \( f \) to \( A \cap B^n(0, R/(4e^3)) \) is continuous. For this, let \( y, z \in A \cap B^n(0, R/(4e^3)) \).

We may select a two-sided sequence balls \( B_i \subset B, i \in \mathbb{Z} \) in the following way: \( B_0 = B^n((y+z)/2, r_0) \) with \( r_0 = \frac{|y-z|}{\in (0, R/(2e^3))} \), \( B_i = B^n(y, e^{-|i|} r_0) \) for \( i \in \mathbb{Z} > 0 \), \( B_i = B^n(z, e^{-|i|} r_0) \) for \( i \in \mathbb{Z} < 0 \). We denote the integral average of \( f \) over \( B_i \) by \( f_{B_i} \in \mathbb{R}^n \); as \( y \) and \( z \) are Lebesgue points, we have

\[
\lim_{i \to \infty} f_{B_i} = f(y), \quad \lim_{i \to -\infty} f_{B_i} = f(z).
\]

Moreover, as \( B^n(y, R/2) \) and \( B^n(z, R/2) \) and \( B^n((y+z)/2, R/2) \) are all contained in \( B \) and \( r_i < (R/2)/e^3 \), Lemma 3.3 yields for every \( i \in \mathbb{Z} \) that

\[
\int_{B_i} \frac{|Df|^n}{K} \leq C_1 \log^{-\lambda} \frac{1}{r_i} = C_1 \left( \log \frac{1}{|y-z|} + |i| \right)^{-\lambda},
\]
with \( C_1 = C_1(B, \lambda, \mu, K, \Sigma, R/2, \|Df\|_{L^n(B)}) \) independent of \( y, z, \) and \( i \).

We then estimate \( |f_{B_{i+1}} - f_{B_i}| \). We present the case \( i \geq 0 \), as the case \( i < 0 \) is similar but with \( i \) and \( i-1 \) switched. As \( B_{i+1} \subset B_i \) and the radius of \( B_{i+1} \) is \( e^{-1} \) times the radius of \( B_i \), we have by
the Sobolev–Poincaré inequality that

$$\left| f_{B_{i+1}} - f_{B_i} \right| \leq \int_{B_{i+1}} \left| f - f_{B_i} \right| \leq e^{-n} \int_{B_i} \left| f - f_{B_i} \right| \leq C_2(n) r_i \left( \int_{B_i} |Df|^{n-1} \right)^{\frac{1}{n-1}}.$$

We then use Hölder’s inequality to estimate that

$$r_i \left( \int_{B_{i+1}} |Df|^{n-1} \right)^{\frac{1}{n-1}} \leq r_i \left( \int_{B_{i+1}} \frac{|Df|^n}{K} \right)^{\frac{1}{n}} \left( \int_{B_{i+1}} K^{n-1} \right)^{\frac{1}{n^2-n}}.$$

Applying the decay estimate (3.4), we hence have that

$$\left| f_{B_{i+1}} - f_{B_i} \right| \leq C_3 \left( \int_{B_{i+1}} K^{n-1} \right)^{\frac{1}{n^2-n}} \left( \log \frac{1}{|y-z|} + |i| \right)^{\frac{1}{n}},$$

where $C_3 = C_3(B, \lambda, K, \Sigma, \|Df\|_{L^p(B)})$. We then estimate the average integral term. For this, we again define $\bar{K} = \max(K, (n-2)\lambda - 1)$ as in Lemma 3.1, and use Jensen’s inequality with the function $\tau \mapsto \exp(\lambda \tau^{1/(n-1)})$. This yields the estimate

$$\left( \int_{B_{i+1}} K^{n-1} \right)^{\frac{1}{n^2-n}} \leq \lambda^{-\frac{1}{n}} \log \frac{1}{|y-z|} + |i| \frac{1}{n^2-n} \leq C_4 \log \frac{1}{r_i} + \left( \log \frac{1}{|y-z|} + |i| \right)^{\frac{1}{n}},$$

(3.5)

where $C_4 = C_4(B, \lambda, K)$.

Now, by (3.3) and a telescopic sum argument, we obtain that

$$|f(y) - f(z)| \leq \sum_{i=-\infty}^{\infty} |f_{B_{i+1}} - f_{B_i}| \leq 2 \sum_{i=0}^{\infty} C_5 \left( \log \frac{1}{|y-z|} + |i| \right)^{\frac{1}{n}},$$

(3.6)

with $C_5 = C_5(B, \lambda, K, \Sigma, \|Df\|_{L^p(B)})$. We then denote $a = \log(1/|y-z|)$, noting that $a > 1$ because $|y-z| < R < R_0 < e^{-1}$. As we also assume that $\lambda > n + 1$, we have that $i \mapsto (a + i)^{(1-\lambda)/n}$ is decreasing, and we may estimate

$$\sum_{i=0}^{\infty} (a+i)^{\frac{1-\lambda}{n}} \leq a^{\frac{1-\lambda}{n}} + \int_{0}^{\infty} (a + t)^{\frac{1-\lambda}{n}} \, dt = a^{\frac{1-\lambda}{n}} + \frac{n}{\lambda - n - 1} a^{\frac{\lambda-1-\lambda}{n}} \leq \frac{\lambda - 1}{\lambda - n - 1} a^{\frac{\lambda-1-\lambda}{n}}.$$
In conclusion,
\[ |f(y) - f(z)| \leq 2C_5 \sum_{i=0}^{\infty} (a + i)^{\frac{\lambda - 1}{n}} \leq 2C_5 \frac{\lambda - 1}{\lambda - n - 1} a^{-\frac{\lambda - n - 1}{n}} \frac{1}{|y - z|}, \tag{3.7} \]
with \( C_6 = C_6(B, \lambda, \mu, K, \Sigma, \|Df\|_{L^n(B)}) \).

We hence have obtained the desired modulus of continuity for all Lebesgue points \( y, z \in A \cap B^n(x, R/(4e^3)) \). Now, if \( y \in B^n(x, R/(4e^3)) \setminus A \), we can then use the fact that \( A \) has full measure in \( B^n(x, R/(4e^3)) \) to select \( y_j \in A \cap B^n(x, R/(4e^3)) \) such that \( y_j \to y \) as \( j \to \infty \). By (3.7), \( (f(y_j)) \) is a Cauchy sequence, and therefore convergent. We select \( f(y) = \lim_{j \to \infty} f(y_j) \); doing this for all \( y \in B^n(x, R/(4e^3)) \setminus A \) only changes the values of \( f \) in a set of measure zero, and doesn’t change \( f(y) \) in points \( y \) where \( f \) is continuous. Now, by passing to the limit, we see that (3.7) applies to all \( y, z \in B^n(x, R/(4e^3)) \). Hence, \( f \) has a continuous representative with the desired modulus of continuity.

Theorem 1.9 then follows as an immediate corollary of already proven results.

**Theorem 1.9.** Let \( \Omega \) be a domain in \( \mathbb{R}^n \). Suppose that a Sobolev mapping \( f \in W^{1,n}_{\text{loc}}(\Omega, \mathbb{R}^n) \) satisfies \( Df \in M_n(K, \Sigma, y_0) \) with \( K : \Omega \to [1, \infty) \), \( \Sigma : \Omega \to [0, \infty) \) and \( y_0 \in \mathbb{R}^n \). If
\[ \exp(\lambda K) \in L^1_{\text{loc}}(\Omega) \quad \text{and} \quad \Sigma \log^\mu(e + \Sigma) \in L^1_{\text{loc}}(\Omega), \]
for some \( \mu > \lambda + n - 1 > 2n \), then \( f \) has a continuous representative.

In particular, for all \( x_0 \in \Omega \) and sufficiently small \( r > 0 \), we have the following local modulus of continuity estimate:
\[ \omega_f(x_0, r) \leq C \log^{-\alpha}(1/r) \quad \text{where} \quad \alpha = \frac{\lambda - n - 1}{n}. \]

**Proof.** As \( \Sigma \log^\mu(e + \Sigma) \in L^1_{\text{loc}}(\Omega) \), and as \( \exp(A|f|^n/(n-1)) \in L^1_{\text{loc}}(\Omega) \) for some \( A > 0 \) by Theorem 2.5, we have \( \Sigma|f|^n \log^{\mu-n+1}(e + \Sigma|f|^n) \in L^1_{\text{loc}}(\Omega) \) by Lemma 2.6, where \( \mu - n + 1 > \lambda > n + 1 \). Hence, the claim follows by applying Theorem 1.7.

## 4 \quad COUNTEREXAMPLES BASED ONCUSPS

In this section, we consider our first type of counterexample, which yields Theorems 1.6 and 1.11. Our construction will be in a planar disk \( D(r_0) \) with center at the origin and radius \( r_0 \). Our constructed mapping \( f : D(r_0) \to \mathbb{R}^2 \) has a first coordinate function of \( -\log \log |z|^{-1} \), which is well-defined in \( D(r_0) \setminus \{0\} \) as long as \( r_0 \) is small enough. We split the disk \( D(r_0) \) into two regions \( D(r_0) = A \cup B \) with different definitions of the second coordinate function, where in \( A \) we aim to have \( J_f(x) \geq 0 \) with \( |Df(x)|^2 \leq KJ_f(x) \), and in \( B \) we try to obtain \( J_f(x) \leq 0 \) and \( |Df(x)|^2 + K|J_f(x)| \leq \Sigma \). The region \( B \) will form a cusp at the origin.

### 4.1 \quad The two regions

Let \( \Omega = D(r_0) \), where we assume that \( r_0 \leq e^{-e} \). We begin by assuming that \( \gamma \) is an absolutely continuous increasing function \( \gamma : [0, r_0) \to [0, 1) \) such that \( \gamma(0) = 0 \). We specify \( \gamma \) later in the text,
as we use different choices of $\gamma$ to prove different theorems. We will use polar coordinates $(r, \theta)$ on the domain side in $\Omega$, where $\theta \in (-\pi, \pi]$.

The regions $A, B \subset \Omega$ will consist of two sub-regions $A = A_1 \cup A_2$ and $B = B_1 \cup B_2$ each. We let $B_1$ be the cusp-like region of $\Omega$ bounded by the curves $\theta = \gamma(r)$ and $\theta = -\gamma(r)$. Similarly, we let $A_1$ be the region bounded by the curves $\theta = \gamma(r)$ and $\theta = \pi - \gamma(r)$. The region $B_2$ is the reflection $-B_1$ of $B_1$ across the origin, and similarly $A_2 = -A_1$. See Figure 1 for an illustration.

**4.2 The function $f$ in the region $A$**

We first define $f$ in the region $A_1$. There, using polar coordinates on the domain side and Cartesian coordinates on the target side, we have

$$f(r, \theta) = (-\log \log r^{-1}, h(r)\theta)$$

for some absolutely continuous increasing function $h : [0, \infty) \to [0, \infty)$. We again specify $h$ later.

Hence, we obtain a matrix of derivatives

$$
\begin{bmatrix}
\frac{\partial f_1}{\partial r} & r^{-1}\frac{\partial f_1}{\partial \theta} \\
\frac{\partial f_2}{\partial r} & r^{-1}\frac{\partial f_2}{\partial \theta}
\end{bmatrix} =
\begin{bmatrix}
r^{-1}\log^{-1} r^{-1} & 0 \\
h'(r)\theta & r^{-1}h(r)
\end{bmatrix}.
$$

In particular,

$$
|Df(r, \theta)|^2 \leq \frac{1}{r^2 \log^2 r^{-1}} + [h'(r)\theta]^2 + \frac{h^2(r)}{r^2} \quad (4.2)
$$

and

$$
J_f(r, \theta) = \frac{h(r)}{r^2 \log r^{-1}} \geq 0. \quad (4.3)
$$

We then simply pick $K = |Df|^2/J_f$ and $\Sigma \equiv 0$.

On $A_2$, we define $f(z) = f(-z)$. As $z \mapsto -z$ is an orientation-preserving isometry in the plane, it follows that (4.2) and (4.3) remain true in $A_2$. 

---

**FIGURE 1** The regions $A_1, A_2, B_1$ and $B_2$. 

\[ \begin{array}{c}
\theta = \pi - \gamma(r) \\
\theta = -\pi + \gamma(r) \\
\end{array} \]

\[ \begin{array}{c}
A_1 \\
B_2 \\
A_2 \\
\end{array} \]
4.3 The function \( f \) in the region \( B \)

We wish that our function \( f \) is continuous outside the origin. Hence, our boundary values in \( B_1 \) must match the ones given by \( A_1 \) and \( A_2 \). For this, we define the second coordinate of \( f \) as a linear interpolation of these boundary values. That is, we define in \( B_1 \) that

\[
f(r, \theta) = \left( -\log \log r^{-1}, h(r) \left( \frac{\pi + 2\theta - \pi \theta / \gamma(r)}{2} \right) \right).
\]

Indeed, in the cases \( \theta = \gamma(r) \) and \( \theta = -\gamma(r) \), the second coordinate has the correct boundary values of \( h(r)\gamma(r) \) and \( h(r)(\pi - \gamma(r)) \), respectively.

The derivatives of the first coordinate of \( f \) remain unchanged from domain \( A \). For the other terms in the matrix of derivatives, we first get

\[
\partial_r f_2 = \left( \frac{\pi}{2} + \theta \right) h'(r) - \frac{\pi \theta}{2} \frac{d}{dr} \left( \frac{h(r)}{\gamma(r)} \right).
\]

Then, by \( \gamma(r) < 1 \), we get

\[
r^{-1} \partial_\theta f_2 = \frac{h(r)}{r} \left( 1 - \frac{\pi}{2\gamma(r)} \right) < -\left( \frac{\pi}{2} - 1 \right) \frac{h(r)}{\gamma(r)}.
\]

In particular, we have that \( r^{-1} \partial_\theta f_2 < 0 \), and consequently \( J_f < 0 \) in \( B_1 \). Hence, in \( B_1 \), we select \( K = -|Df|^2/J_f \geq 1 \), and \( \Sigma = 2|Df|^2 \).

Similarly as for \( A_2 \), we may define \( f \) in \( B_2 \) by \( f(z) = f(-z) \), and all our considerations will also apply to \( B_2 \).

4.4 Fixing the parameters

We have now outlined the construction, but have left the functions \( h \) and \( \gamma \) undetermined. The theorems we wish to prove follow with different choices of \( h \) and \( \gamma \).

Throughout the rest of this paper, given two functions \( f, g : X \to \mathbb{R} \), we use the notation \( f \lesssim g \) if there exists a constant \( C > 0 \) such that \( f \leq Cg \). We also denote \( f \approx g \) if \( f \lesssim g \lesssim f \). Several of the uses of these symbols are based on the elementary fact that if \( f, g : [a, \infty) \to (0, \infty), a \in \mathbb{R} \), are continuous and \( \limsup_{t \to \infty} f(t)/g(t) < \infty \), then \( f \lesssim g \).

We now recall the statement of Theorem 1.11, and then give its proof.

**Theorem 1.11.** Let \( p, q \in (1, \infty) \). If \( p^{-1} + q^{-1} \geq 1 \), then there exists a domain \( \Omega \subset \mathbb{R}^2 \) and a Sobolev map \( f \in W^{1,2}(\Omega, \mathbb{R}^2) \) such that \( 0 \in \Omega \), \( f \in C(\Omega \setminus \{0\}, \mathbb{R}^2) \), \( \lim_{x \to 0} |f(x)| = \infty \), and \( Df \in \mathcal{M}_2(K, \Sigma) \) with

\[
K \in L^p(\Omega) \quad \text{and} \quad \frac{\Sigma}{K} \in L^q(\Omega).
\]

**Proof.** Let \( p, q \in (1, \infty) \), and let \( \varepsilon > 0 \). We select \( r_0 = e^{-\varepsilon} \) and

\[
h(r) = r^{2p^{-1}}, \quad \gamma(r) = \log^{-\varepsilon} r^{-1}.
\]

Indeed, when \( r < e^{-\varepsilon} \), we have \( 0 \leq \gamma(r) < e^{-\varepsilon} < 1 \).
In $A_1$, we have by (4.2) that

$$|Df(r, \theta)|^2 \leq \frac{1}{r^2 \log^2 r^{-1}} + \left(\frac{4\pi^2}{p^2} + 1\right) r^{-2 + 2p^{-1}} \lesssim \frac{1}{r^2 \log^2 r^{-1}}.$$ 

Hence, $|Df| \in L^2(A)$. By also referring to (4.3), we have in $A_1$ the estimate

$$K(r, \theta) = \frac{|Df(r, \theta)|^2}{J_f(r, \theta)} \lesssim \frac{1}{r^{2p^{-1}} \log r^{-1}}.$$ 

We hence estimate that

$$\int_A K^p = 2 \int_0^{\pi - \gamma(r)} \int_{\gamma(r)}^{\pi - \gamma(r)} K^p(r, \theta) r \, d\theta \, dr \lesssim \int_0^{e^{-\varepsilon}} r^{-1} \log^{-p} r^{-1} \, dr < \infty,$$

showing that $K \in L^p(A)$.

We then consider points $(r, \theta)$ in $B_1$. By (4.5) and $|\theta| \leq \gamma(r) < 1 \leq \pi$, we have

$$|\partial_r f_2(r, \theta)|^2 = \left|\frac{2\theta + \pi}{p} r^{2p^{-1} - 1} + \frac{\pi \theta \log r^{-1}}{2} r^{2p^{-1} - 1} \left(\frac{2}{p} - \frac{\varepsilon}{\log r^{-1}}\right)\right|^2 \lesssim r^{4p^{-1} - 2} (1 + \log^{-2 + 2\varepsilon} r^{-1}).$$

Furthermore, by (4.6),

$$\left|r^{-1} \partial_\theta f_2(r, \theta)\right|^2 \lesssim r^{4p^{-1} - 2} \log^{2\varepsilon} r^{-1}.$$ 

The exponent $4p^{-1} - 2$ in the above bounds is greater than $-2$. Hence, we have the overall estimate

$$|Df(r, \theta)|^2 \approx \frac{1}{r^2 \log^2 r^{-1}} \quad (4.7)$$

whenever $(r, \theta) \in B_1$. In particular, we have $|Df| \in L^2(B_1)$, and consequently $|Df| \in L^2(\Omega)$. Moreover, we have

$$-J_f(r, \theta) = \left(\frac{\pi}{2} \log r^{-1} - 1\right) r^{2p^{-1} - 2} \log r^{-1},$$

so by $\log^{\varepsilon} r^{-1} > 1$ we get the two-sided estimate

$$-J_f(r, \theta) \approx r^{2p^{-1} - 2} \log^{\varepsilon - 1} r^{-1}.$$ 

(4.8)
Combined with (4.7), this yields

\[
\frac{|Df(r, \theta)|^2}{-J_f(r, \theta)} = K(r, \theta) \approx \frac{1}{r^{2p-1} \log^{1+\epsilon} r-1}.
\]

As \(p(2p^{-1}) = 2\) and \(p(1 + \epsilon) > 1\), we see that \(K \in L^p(B)\), and hence \(K \in L^p(\Omega)\).

It hence remains to consider the integral \((\Sigma/K)^q\) over \(B\). As we chose \(\Sigma = |Df|^2\) and \(K = |Df|^2/(-J_f(x))\), we have \(\Sigma/K = -J_f(x)\). Hence, by (4.8), we have \(\Sigma/K \lesssim r^{2p-1-2}\log^{-1} r^{-1}\). We note that as \(B\) is a cusp, this majorant in fact has a better degree of integrability over \(B\) than it has over \(\Omega\). In particular, we may estimate that

\[
\int_B \frac{\Sigma^q}{K^q} \lesssim \int_0^{e^{-\epsilon}} \int_{\gamma(r)}^{\gamma(r)} r \, d\theta \, dr 
\]

\[
\lesssim 2 \int_0^{e^{-\epsilon}} dr \frac{r^{2q-2p-1} \log^{q-2} r^{-1}}{r^{2q-2p-1} \log^{q-2} (q-1) r^{-1}}.
\]

For integrability, we require \(2q - 2p^{-1} q - 1 \leq 1\), which is equivalent to \(q^{-1} \geq 1 - p^{-1}\). Moreover, in the extremal case \(q^{-1} + p^{-1} = 1\), we also require \(q - (q-1)\epsilon > 1\), which is equivalent to \(\epsilon < 1\). Hence, any choice of \(\epsilon \in (0, 1)\) will give us the desired example.

Our next result is the version of this example with the highest degree of integrability for \(\Sigma\). This is by a different choice of \(h\) and \(\gamma\), and hence this gain in the regularity of \(\Sigma\) comes at a cost in the regularity of \(\Sigma/K\).

**Theorem 4.1.** Let \(p, s \in (1, \infty)\). If \((p+1)^{-1} + s^{-1} \geq 1\), then there exists a domain \(\Omega \subset \mathbb{R}^2\) and a Sobolev map \(f \in W^{1,2}(\Omega, \mathbb{R}^2)\) such that \(0 \in \Omega\), \(f \in C(\Omega \setminus \{0\}, \mathbb{R}^2)\), \(\lim_{x \to 0} |f(x)| = \infty\), and \(Df \in \mathcal{M}_2(K, \Sigma)\) with

\[
K \in L^p(\Omega) \quad \text{and} \quad \Sigma \in L^s(\Omega).
\]

**Proof.** Let \(p, q \in (1, \infty)\), and let \(\epsilon > 0\). This time we choose

\[
h(r) = r^{2p^{-1}}, \quad \gamma(r) = r^{2p^{-1}} \log r^{-1}.
\]

We may select an \(r_0 \leq e^{-\epsilon}\) such that \(\gamma\) is increasing on \([0, r_0]\) and \(\gamma(r_0) < 1\).

The verification that \(K \in L^p(A)\) is unchanged from the previous lemma. The difference arises when applying (4.5) and (4.6). Indeed, as \(|\theta| \leq r^{2p^{-1}} \log r^{-1} \leq 1\), we obtain

\[
|\partial_r f_2(r, \theta)|^2 = \left| \frac{2\theta + \pi}{p} r^{2p^{-1} - 1} + \frac{\pi \theta}{2} r^{-1} \log^{-2} r^{-1} \right|^2 
\]

\[
\lesssim r^{4p^{-1} - 2} + r^{-2} \log^{-4} r^{-1},
\]

and

\[
|r^{-1} \partial_\theta f_2(r, \theta)|^2 \lesssim r^{-2} \log^{-2} r^{-1}.
\]
In all of the previously computed terms, either the exponent of $r$ is greater than $-2$, or the exponent of $r$ is $-2$ and the exponent of the logarithm is at most $-2$. Hence, we still have (4.7) unchanged. For $J_f$, we compute similarly as in the last lemma, and instead get

$$-J_f(r, \theta) \approx r^{-2} \log^{-2} r^{-1}$$

(4.9)

when $(r, \theta) \in B$. In particular, $K = |Df|^2 / (-J_f) \in L^\infty(B)$.

It remains to estimate the integral of $\Sigma^s = (2|Df|)^s$ over $B$. Computing similarly as in the previous lemma, we get

$$\int_B \Sigma^s \lesssim \int_0^{r_0} \int_{\gamma(r)}^{\gamma(r)} \frac{r \, d\theta \, dr}{\log^{2s} r^{-1}} \lesssim 2 \int_0^{r_0} \frac{dr}{r^{2s-2p-1-1} \log^{2s-1} r^{-1}}.$$  

For this to converge, as the exponent of the logarithm satisfies $2s - 1 > 1$ due to $s > 1$, we only require $2s - 2p^{-1} - 1 \leq 1$. Rearranging yields $s \leq 1 + p^{-1} = (p + 1)^\ast$, where $(p + 1)^\ast$ is the Hölder conjugate of $p + 1$. In particular, this is equivalent with $(p + 1)^{-1} + s^{-1} \geq 1$.

The remaining result that relies on this example type is Theorem 1.6. This is achieved by selecting both $h$ and $\gamma$ to be powers of logarithms, with a suitable choice of corresponding exponents.

**Theorem 1.6.** For every $\mu \in (0, 2)$, there exist a domain $\Omega \subset \mathbb{R}^2$ and a Sobolev map $f \in W^{1,2}(\Omega, \mathbb{R}^2)$ such that $0 \in \Omega$, $f \in C(\Omega \setminus \{0\}, \mathbb{R}^2)$, $\lim_{x \to 0} |f(x)| = \infty$, and $Df \in \mathcal{M}_2(K, \Sigma)$ with

$$\exp(\lambda K) \in L^1(\Omega) \quad \text{and} \quad \Sigma \log^\mu(e + \Sigma) \in L^1(\Omega)$$

for every $\lambda > 0$.

**Proof.** Let $\lambda \in (0, \infty)$. We may assume $\mu > 1$, as an example for a given $\mu$ also works for all smaller $\mu$. We choose

$$h(r) = \log^{-\nu} r^{-1}, \quad \gamma(r) = \log^{1-\nu} r^{-1},$$

where $\nu \in (\mu, 2)$. As $\nu > \mu > 1$ by assumption, $\gamma$ is increasing, and we may hence choose $r_0 = e^{-e}$ as $\gamma(e^{-e}) = e^{1-\nu} < 1$.

In $A_1$, (4.2) yields due to $\nu > 1$ that

$$|Df(r, \theta)|^2 \leq \frac{1}{r^2 \log^2 r^{-1}} + \frac{\nu}{r^2 \log^{2\nu+2} r^{-1}} + \frac{1}{r^2 \log^{2\nu} r^{-1}} \lesssim \frac{1}{r^2 \log^2 r^{-1}}.$$

Hence, clearly $|Df| \in L^2(A)$. Moreover, $J_f = r^{-2} \log^{-1-\nu} r^{-1}$, so

$$K(r, \theta) \leq C \log^{\nu-1} r^{-1}$$
for some $C > 0$. The exponential integrals of $K$ are all finite by the estimate

$$\int_{\Lambda} \exp(\lambda K) \leq 2\pi \int_0^e \exp(C\lambda \log^{y-1} r^{-1}) r \, dr$$

$$= 2\pi \int_0^e r^{1-C\lambda \log^{y-2} r^{-1}} \, dr < \infty,$$

as $\lim_{r \to 0^+} C\lambda \log^{y-2} r^{-1} = 0$ due to $\nu < 2$.

In $B_1$, (4.5) and (4.6) combined with $|\theta| \leq \log^{1-y} r^{-1} \leq 1 \leq \pi$ result in

$$|\partial_r f_2(r, \theta)|^2 = \left| \frac{2\nu \theta + \pi \nu}{2} r^{-1} \log^{-y} r^{-1} + \frac{\pi \theta}{2} r^{-1} \log^{-2} r^{-1} \right|^2$$

$$\lesssim r^{-2} (\log^{-2} r^{-1} + \log^{-4} r^{-1})$$

and

$$\left| r^{-1} \partial_{\theta} f_2(r, \theta) \right|^2 \lesssim r^{-2} \log^{-2} r^{-1}.$$

As $\theta^t r^{-1}$ is increasing with respect to $t$ when $r < e^{-e}$, we again have

$$|Df(r, \theta)|^2 \leq \frac{C'}{r^2 \log^2 r^{-1}}$$

in $B_1$ for some $C' > 0$. For the Jacobian, we instead get

$$-J_f(r, \theta) \approx r^{-2} \log^{-2} r^{-1}. \quad (4.10)$$

In particular, our choice $K = |Df|^2/(-J_f)$ is in $L^\infty(B)$, concluding exponential integrability of $K$ in all of $\Omega$ for all choices of $\lambda$.

The last step is to estimate the integral of $\Sigma \log^\mu(e + \Sigma)$ over $B_1$, where $\Sigma = 2|Df|^2$. We estimate using $(a + ab) \leq (a + a)(a + b)$ for $a, b \geq 0$ that

$$\log(e + \Sigma) \leq \log \left( e + \frac{2C'}{r^2 \log^2 r^{-1}} \right) \leq \log \left( e + \frac{2C'}{\log^2 r^{-2}} \right) + 2\log(e + r^{-1}),$$

and hence, as $\gamma(r) = \log^{1-y} r^{-1}$, we get

$$\int_B \Sigma \log^\mu(e + \Sigma) = 2 \int_0^e \int_{-\gamma(r)}^{\gamma(r)} \Sigma(r, \theta) \log^\mu(e + \Sigma(r, \theta)) r \, d\theta \, dr$$

$$\lesssim \int_0^e \frac{\log^\mu(e + 2C' \log^{-2} r^{-1}) + \log^\mu(e + r^{-1})}{r \log^{2(1-y)} r^{-1}} \, dr.$$

When $r \to 0$, we have $\log^{-2} r^{-1} \to 0$. Hence, for small $r$, the largest term in the numerator is $\log^\mu(e + r^{-1})$. As $r^{-1} > e^e$, we have $r^{-2} - r^{-1} - e > 0$. Hence, we may estimate

$$\frac{\log^\mu(e + r^{-1})}{r \log^{2(1-y)} r^{-1}} \leq \frac{2^\mu}{r \log^{1+\nu(\mu-\nu)} r^{-1}},$$
which is integrable over \([0, e^{-\epsilon}]\) due to our assumption \(\nu > \mu\). Thus, \(\Sigma \log^\mu (e + \Sigma) \in L^1(B)\), and consequently \(\Sigma \log^\mu (e + \Sigma) \in L^1(\Omega)\).

\[\square\]

5 COUNTEREXAMPLES BASED ON SPIRALS

In this section, we construct a counterexample built around the case \(\Sigma \in L^\infty(\Omega)\), which will give us Theorem 1.5. Furthermore, if \(K \in L^p_{loc}(\Omega)\) with \(p \in [1, 2]\), then this counterexample also yields an alternate proof of Theorem 1.11. In exchange for failing when \(p > 2\), this alternate counterexample has a better optimal integrability for \(\Sigma\) when \(p < \sqrt{2}\); that is, it improves Theorem 4.1 for such values of \(p\). Moreover, this improved integrability of \(\Sigma\) is achieved simultaneously with the optimal integrability of \(\Sigma/K\), whereas the construction of Theorem 1.11 involves a trade-off between the integrabilities of \(\Sigma\) and \(\Sigma/K\).

**Theorem 5.1.** Suppose that \(p \in [1, 2]\), \(q \in [1, \infty]\), and \(p^{-1} + q^{-1} \geq 1\). Then there exist a domain \(\Omega \subset \mathbb{R}^2\) and a Sobolev map \(f \in W^{1,2}(\Omega, \mathbb{R}^2)\) such that \(0 \in \Omega\), \(f \in C(\Omega \setminus \{0\}, \mathbb{R}^2)\), \(\lim_{x \to 0} |f(x)| = \infty\), and \(Df \in M_2(K, \Sigma)\) with

\[
K \in L^p(\Omega), \quad \frac{\Sigma}{K} \in L^q(\Omega), \quad \Sigma \in L_{2}^q(\Omega).
\]

We again construct our example in a planar region \(\Omega \subset \mathbb{R}^2\) with a point of discontinuity at the origin, and we retain our strategy from the previous section of splitting \(\Omega\) into two regions \(A\) and \(B\), where \(|Df|^2 \leq KJ_f|f|\) in \(A\) and \(|Df|^2 + K|J_f| \leq \Sigma\) in \(B\). Notably, when \(\Sigma\) is bounded from above by a constant, \(f\) ends up being Lipschitz under the path length metric in \(B\). Hence, if we wish that \(f\) escapes to infinity along \(B\), the region \(B\) must somehow be infinitely long. This pushes us toward a construction where \(A\) and \(B\) are two interlocking infinitely long spirals centered at the origin.

5.1 Preliminaries: Lambert’s \(W\)-function

We begin by recalling a special function that is of great use to us in our construction. Namely, *Lambert’s \(W\)-function* is the inverse function \(W = \psi^{-1}\) of the function \(\psi(t) = te^t\). The \(W\)-function has two branches on the real line. In this paper, we assume \(W\) to be the positive branch:

\[
W : [-e^{-1}, \infty) \to [-1, \infty), \quad W(t)e^{W(t)} = t.
\]

We collect into the following lemma the elementary properties of the \(W\)-function that we use. For a general reference on the \(W\)-function, see, for example, [7].

**Lemma 5.2.** The \(W\)-function satisfies the following.

1. \(W\) is strictly increasing on \([-e^{-1}, \infty)\).
2. \(W(0) = 0\), and hence \(W(t) > 0\) if \(t > 0\).
3. We have \(W(t \log t) = \log t\) if \(t \geq e^{-1}\).
4. The derivative of \(W\) is given on \((-e^{-1}, \infty)\) by

\[
W'(t) = \frac{W(t)}{t(1 + W(t))} = \frac{1}{t + e^{W(t)}},
\]

where \(W(0) = 0\).
5.2 Construction

We define two spirals in polar coordinates. The first one is the spiral \( r = g(\theta) \), where
\[
g(\theta) = \frac{1}{\theta \log \theta}, \quad \theta \in [\theta_0, \infty),
\]
where \( \theta_0 \geq 2\pi \) is some starting angle. The second one is given by \( r = h(\theta) \), where
\[
h(\theta) = \frac{g(\theta) + g(\theta + 2\pi)}{2}, \quad \theta \in [\theta_0, \infty);
\]
that is, the spiral \( r = h(\theta) \) lies exactly halfway between the successive points where the spiral \( r = g(\theta) \) meets a specific ray from the origin. Using the standard symbol \( i \) for the complex imaginary unit, we define our domain \( \Omega \subset \mathbb{C} \) by
\[
\Omega = \{ re^{i\theta} : 0 \leq r < g(\theta), \theta \in (\theta_0, \theta_0 + 2\pi]\}.
\]
See Figure 2 for an illustration of \( \Omega \) and the spirals.

We parameterize \( \Omega \) in the following way: let
\[
U = \{(r, \theta) \in \mathbb{R}^2 : \theta \geq \theta_0, \ g(\theta + 2\pi) \leq r < g(\theta)\},
\]
in which case the map \((r, \theta) \mapsto re^{i\theta}\) maps \( U \) bijectively to \( \Omega \setminus \{0\} \). Let \( \alpha \in (0, 1] \). We define \( f : \Omega \setminus \{0\} \to \mathbb{C} \) on the two regions between the spirals \( r = g(\theta) \) and \( r = h(\theta) \) in terms of polar coordinates \((r, \theta) \in U\) : when \( h(\theta) \leq r < g(\theta) \), we define the complex-valued output of \( f \) by
\[
f(r, \theta) = \varphi(r) - i \log \log \theta,
\]
where \( \varphi(r) : [0, r_0] \to \mathbb{R} \) is an increasing absolutely continuous function to be fixed later, with \( r_0 > \theta_0^{-1} \log^{-1} \theta_0 \). In the other region where \( g(\theta + 2\pi) \leq r < h(\theta) \), we instead define
\[
f(r, \theta) = \varphi(r) - i \log W\left(\frac{1}{2r - g(\theta + 2\pi)}\right).
\]
This defines \( f \) on all of \( \Omega \setminus \{0\} \).
We briefly verify that \( f \) is indeed continuous on \( \Omega \setminus \{0\} \). If \( r = h(\theta) \), then
\[
\log W \left( \frac{1}{2r - g(\theta + 2\pi)} \right) = \log W \left( \frac{1}{2h(\theta) - g(\theta + 2\pi)} \right) \\
= \log W \left( \frac{1}{g(\theta)} \right) = \log W(\theta \log \theta) = \log \theta,
\]
which verifies that \( f \) is continuous on the spiral \( r = h(\theta) \). On the other hand, if \( r = g(\theta + 2\pi) \), then
\[
\log W \left( \frac{1}{2r - g(\theta + 2\pi)} \right) = \log W \left( \frac{1}{g(\theta + 2\pi)} \right) \\
= \log W((\theta + 2\pi) \log(\theta + 2\pi)) = \log \log(\theta + 2\pi),
\]
which verifies continuity of \( f \) on the spiral \( r = g(\theta) \). Hence, \( f \) is continuous on \( \Omega \setminus \{0\} \).

5.3 | The first region

We then compute \(|Df|\) and \(J_f\) in the region \( B \subset \Omega \) where \( h(\theta) < r < g(\theta) \) in terms of our polar coordinate parameterization. In polar coordinates, the derivative matrix of \( f \) becomes
\[
\begin{bmatrix}
\partial_r \text{Re}(f) & r^{-1} \partial_\theta \text{Re}(f) \\
\partial_r \text{Im}(f) & r^{-1} \partial_\theta \text{Im}(f)
\end{bmatrix} = \begin{bmatrix}
\varphi'(r) & 0 \\
0 & -r^{-1} \theta^{-1} \log^{-1} \theta
\end{bmatrix}.
\]

As we, moreover, have \( r \geq h(\theta) = (g(\theta) + g(\theta + 2\pi))/2 \geq g(\theta)/2 \), we obtain the upper bound
\[
\frac{1}{r} g(\theta) \leq 2.
\]

Hence, we have the estimate
\[
|Df(r, \theta)|^2 \leq 4 + (\varphi'(r))^2.
\]

Note especially that \(|Df|\) is bounded in \( B \) when \( \varphi \) is Lipschitz. Moreover, we have \(|Df| \in L^2(B)\) as long as \( r(\varphi'(r))^2 \in L^1([0, r_0]) \).

On the other hand, \( J_f(r, \theta) = -r^{-1} \varphi'(r) g(\theta) \), which is negative because \( \varphi(r) \) is increasing. Furthermore, \( -J_f(r, \theta) \) is bounded from above by \( 2\varphi(r) \). Hence, in order to achieve the desired condition \(|Df|^2 + K|J_f| \leq \Sigma\), we arrive at the following valid choices for \( \Sigma \) and \( K \):
\[
\Sigma(r, \theta) = 6 + 3(\varphi'(r))^2, \quad K(r, \theta) = \max(\varphi'(r), 1). \quad (5.1)
\]

5.4 | The second region

Next, we consider the region \( A \subset \Omega \) where we have \( g(\theta + 2\pi) \leq r < h(\theta) \) in terms of our polar coordinate parameterization. We still have \( \partial_r \text{Re}(f) = \varphi'(r) \) and \( \partial_\theta \text{Re}(f) = 0 \), which are square
integrable whenever \( r(\varphi'(r))^2 \in L^1([0,r_0]) \). The next step is then to compute \( \partial_r \text{Im}(f) \) and \( \partial_\theta \text{Im}(f) \). We use the shorthands
\[
\tau = \theta + 2\pi, \quad u = (2r - g(\tau))^{-1}.
\]
For \( \partial_r \text{Im}(f) \), we have \( \partial_r u = -2u^2 \), and we may hence use Lemma 5.2 to obtain
\[
\partial_r(-\log W(u)) = -\frac{1}{W(u)} \frac{W(u)}{u(1 + W(u))} (-2u^2) = \frac{2u}{1 + W(u)}.
\]
For \( \partial_\theta \text{Im}(f) \), we have \( \partial_\theta u = -u^2 \cdot (-g'(\tau)) = -u^2(1 + \log(\tau))/((\tau^2 \log^2 \tau)\), and hence Lemma 5.2 similarly yields
\[
\partial_\theta(-\log W(u)) = \frac{(1 + \log \tau)u}{(1 + W(u))\tau^2 \log^2 \tau}.
\]
We thus arrive at the derivative matrix
\[
\begin{bmatrix}
\partial_r \text{Re}(f) & r^{-1} \partial_\theta \text{Re}(f) \\
\partial_r \text{Im}(f) & r^{-1} \partial_\theta \text{Im}(f)
\end{bmatrix} = \begin{bmatrix}
\varphi'(r) & 0 \\
\frac{2u}{1 + W(u)} & \frac{(1 + \log \tau)u}{r(1 + W(u))}\tau^2 \log^2 \tau
\end{bmatrix}.
\]
To estimate these derivatives, we note that \( g(\tau) \leq 2r - g(\tau) \leq g(\theta) \) in our region. Inverting all terms, it follows that \( \frac{\theta \log \theta}{1 + \log \tau} \leq \partial_\theta \text{Im}(f) \leq \frac{1 + \log \tau}{\tau \log(\theta)\log^2 \tau} \). Moreover, recalling the notation from the beginning of Section 4.4, it is reasonably easy to see that \( \log(\theta) \approx \log(\tau) \) and \( g(\theta) \approx g(\tau) \) for \( \theta \in [\theta_0, \infty) \). In particular, we have
\[
u \approx \frac{\theta \log \theta}{1 + \log \tau} \quad \text{and} \quad W(u) \approx \log \theta.
\]
We can then estimate \( |\partial_r \text{Im}(f(r, \theta))| \) from both sides by
\[
\frac{2\theta \log \theta}{1 + \log \tau} \leq |\partial_r \text{Im}(f(r, \theta))| \leq \frac{2\tau \log \tau}{1 + \log \theta},
\]
implying that
\[
|\partial_r \text{Im}(f(r, \theta))| \approx \theta. \quad (5.2)
\]
To bound \( r^{-1} \partial_\theta \text{Im}(f) \), we first use the above estimates to obtain
\[
\frac{1}{\theta \log \theta} \leq \frac{\theta \log \theta}{\tau^2 \log^2 \tau} \leq r^{-1} \partial_\theta \text{Im}(f(r, \theta)) \leq \frac{1 + \log \tau}{\tau \log(\theta)\log^2 \theta} \leq \frac{1}{\theta \log \theta}.
\]
That is, \( \partial_\theta \text{Im}(f(r, \theta)) \approx g(\theta) \). Then, as \( g(\tau) \leq r < h(\theta) \leq g(\theta) \) in our domain, and as \( g(\tau) \approx g(\theta) \), we in fact have \( r \approx g(\theta) \). Hence,
\[
\frac{\partial_\theta \text{Im}(f(r, \theta))}{r} \approx 1. \quad (5.3)
\]
In particular, the function \( r^{-1} \partial_\theta \text{Im}(f) \) is bounded and hence clearly square integrable over \( A \).
Next, we check the square integrability of $\partial_r \text{Im}(f)$. We begin by investigating the integral of an arbitrary function of $\theta$ over $A$ under our chosen parameterization. Letting $F : [\theta_0, \infty) \to [0, \infty)$, we use polar integration to get

$$
\int_A F(\theta) = \int_{\theta_0}^{\infty} \int_{g(\tau)}^{h(\theta)} F(\theta) r \, dr \, d\theta \leq \int_{\theta_0}^{\infty} (h(\theta) - g(\tau)) \frac{F(\theta)}{\theta \log \theta} \, d\theta.
$$

Moreover, we have

$$
h(\theta) - g(\tau) = \frac{g(\theta) + g(\theta + 2\pi)}{2} - g(\theta + 2\pi) = \frac{g(\theta) - g(\theta + 2\pi)}{2} = \frac{1}{2} \left( \frac{1}{\theta \log \theta} - \frac{1}{(\theta + 2\pi) \log (\theta + 2\pi)} \right) = \frac{2\pi \log(\theta + 2\pi) + \theta \log(1 + 2\pi/\theta)}{2\theta(\theta + 2\pi) \log \theta \log (\theta + 2\pi)} \lesssim 1.
$$

Note in particular that in the last step of the above computation, we have $\theta \log(1 + 2\pi/\theta) = \log((1 + 2\pi/\theta)^{\theta}) \to \log(\exp(2\pi)) = 2\pi$ as $\theta \to \infty$, so hence the dominant term in the numerator is $2\pi \log(\theta + 2\pi)$. We thus finish our estimate as follows:

$$
\int_A F(\theta) \leq \int_{\theta_0}^{\infty} (h(\theta) - g(\tau)) \frac{F(\theta)}{\theta \log \theta} \, d\theta \lesssim \int_{\theta_0}^{\infty} \frac{F(\theta)}{\theta^3 \log^2 \theta}.
$$

Now, as $|\partial_r \text{Im}(f)|^2 \lesssim \theta^2$ by (5.2), we conclude that $|\partial_r \text{Im}(f)| \in L^2(A)$ by taking $F(\theta) = \theta^2$ in (5.4), and observing that the resulting integrand $\theta^{-1} \log^{-2} \theta$ has a finite integral. We thus conclude that if $r(\varphi'(r))^2 \in L^1([0, r_0])$, then $f \in W^{1,2}(\Omega \setminus \{0\}, \mathbb{C})$, and consequently $f \in W^{1,2}(\Omega, \mathbb{C})$ by removability of isolated points for planar $W^{1,2}$-spaces.

It remains to find suitable choices of $K$ and $\Sigma$. We choose $\Sigma \equiv 0$ in this region, in which case we require $K \geq |Df|^2/J_f$. By (5.2) and (5.3), we have

$$
|Df(r, \theta)|^2 \lesssim (\varphi'(r))^2 + \theta^2.
$$

On the other hand, we have

$$
J_f(r, \theta) \gtrsim \varphi'(r).
$$

Consequently, we may choose $\Sigma$ and $K$ so that

$$
\Sigma(r, \theta) = 0, \quad K(r, \theta) \approx \varphi'(r) + \frac{\theta^2}{\varphi'(r)} + 1. \quad (5.5)
$$

### 5.5 The results

It remains now to state our choices of $\varphi$ and the resulting counterexamples. We begin with Theorem 1.5, recalling first its statement.
Theorem 1.5. There exist a domain $\Omega \subset \mathbb{R}^2$ and a Sobolev map $f \in W^{1,2}(\Omega, \mathbb{R}^2)$ such that $0 \in \Omega$, $f \in C(\Omega \setminus \{0\}, \mathbb{R}^2)$, $\lim_{x \to 0} |f(x)| = \infty$, and $Df \in \mathcal{M}_2(K, \Sigma)$ with

$$\Sigma \in L^\infty(\Omega) \quad \text{and} \quad K \in L^1(\Omega).$$

Proof. We use the above construction with $\theta_0 = 2\pi, r_0 = 1$, and

$$\varphi(r) = r.$$ 

Notably, $\varphi$ is Lipschitz, and consequently the resulting map $f$ is Lipschitz in $B$. This choice indeed satisfies $r(\varphi'(r))^2 = r \in L^1([0, 1])$, so $|Df| \in L^2(\Omega \setminus \{0\})$. Moreover, by (5.1), both $\Sigma$ and $K$ are constant in the region $B$. As $\Sigma \equiv 0$ in the other region $A$, we have $\Sigma \in L^\infty(\Omega)$. For $K \in L^1(\Omega)$, as $\varphi'$ is constant, it suffices by (5.5) to show that

$$\int_A \theta^2 < \infty.$$ 

But this is true by (5.4) with yet again $F(\theta) = \theta^2$. Finally, as $x \to 0$, the imaginary part of $f(x)$ clearly tends to infinity. \hfill \Box

The remaining result to prove is Theorem 5.1.

Proof of Theorem 5.1. The case $q = \infty$ is exactly the result of Theorem 1.5. Hence, we may assume that $q \in [1, \infty)$.

We use the above construction, this time with the choice

$$\varphi(r) = \int_0^r t^{2p-1-2} \log^{-7/4+p^{-1}} t^{-1} dt.$$ 

Note that by $p \in [1, 2]$, we have $2p-1-2 \geq -1$. Moreover, the case $2p-1-2 = -1$ corresponds to $p = 2$, in which case $-7/4 + p^{-1} = -5/4 < -1$. Hence, the integral used to define $\varphi(r)$ is finite for all $r > 0$ small enough, and we may hence choose $r_0$ and $\theta_0$ so that $\varphi(r)$ is a finite-valued increasing function on $[0, r_0]$. By our choice of $\varphi$, we have

$$\varphi'(r) = r^{2p-1-2} \log^{-7/4+p^{-1}} r^{-1}. \quad (5.6)$$ 

We first determine the degree of integrability of $\varphi'(|x|)$ over $\Omega$, as this is used for many parts in the verification that our example is as desired. Indeed, if $s \in [1, \infty)$, we have by (5.6) that

$$\int_{\Omega} (\varphi'(|x|))^s \lesssim \int_0^{r_0} \frac{dr}{r^{2s-2sp^{-1}-1} \log^{7s/4-sp^{-1}} r^{-1}}. \quad (5.7)$$ 

This integral is finite if $2s - 2sp^{-1} - 1 \leq 1$, which is equivalent to $p^{-1} + s^{-1} \geq 1$. Note that in the extremal case $p^{-1} + s^{-1} = 1$, the finiteness of the integral also requires that $7s/4 - sp^{-1} > 1$; however, this condition rearranges to $p^{-1} + s^{-1} < 7/4$, which holds in the extremal case because $p^{-1} + s^{-1} = 1$. 

We have $\Sigma(x) \leq 6 + 3(\varphi'(|x|))^2$ and $\Sigma(x)/K(x) \leq 6 + 3\varphi'(|x|)$ in $B$ by (5.1), and we also have $\Sigma = \Sigma/K \equiv 0$ in $A$. Hence, (5.7) with $s = q$ yields that $\Sigma/K \in L^q(\Omega)$ and $\Sigma \in L^{q/2}(\Omega)$ if $p^{-1} + q^{-1} \geq 1$. Moreover, $|Df| \in L^2(\Omega)$ was shown to be equivalent with $r(\varphi'(r))^2 \in L^1([0,r_0])$: referring to (5.7) with $s = 2$, this is true if $p^{-1} + 2^{-1} \geq 1$, which holds due to our assumption that $p \leq 2$. As our last application of (5.7), we have by (5.1) that $K \in L^p(B)$ if $\varphi'(r) \in L^p(B)$: this is true if $2p \leq 4$, which again holds by our assumption that $p \leq 2$.

It remains to show that $K \in L^p(A)$. For this, it suffices by (5.5) to show the $L^p$-integrability of $\varphi'(r)$ and $\Theta^2/\varphi'(r)$ over $A$. As $K(r,\Theta) \geq \varphi'(r)$ in $B$, the $\varphi'(r)$-term is covered by the same argument as used previously for $K \in L^p(B)$. For the other term, we again use (5.4). Indeed, we have

$$
\left( \frac{\Theta^2}{\varphi'(r)} \right)^p = \frac{\Theta^{2p} r^{2p-2}}{\log^{-7/p+1} r^{-1}} \leq \frac{\Theta^{2p} (\Theta \log \Theta)^{2-2p}}{\log^{-7/p+1} ((\Theta + 2\pi) \log (\Theta + 2\pi))} \leq \frac{\Theta^2}{\log^{p/4-1} (\Theta)}
$$

for all $\Theta \in [\Theta_0, \infty)$. Selecting $F(\Theta) = \Theta^2 \log^{1-p/4} (\Theta)$, the resulting integrand $\Theta^{-1} \log^{-1-p/4} (\Theta)$ in (5.4) is integrable whenever $-1 - p/4 < -1$, which is clearly true. We conclude that $K \in L^p(\Omega)$, completing the proof. □
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