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Abstract

Consider two critical Liouville quantum gravity surfaces (i.e., γ-LQG for γ = 2), each with the topology of $H$ and with infinite boundary length. We prove that there a.s. exists a conformal welding of the two surfaces, when the boundaries are identified according to quantum boundary length. This results in a critical LQG surface decorated by an independent SLE$_4$. Combined with the proof of uniqueness for such a welding, recently established by McEnteggart, Miller, and Qian (2018), this shows that the welding operation is well-defined. Our result is a critical analogue of Sheffield’s quantum gravity zipper theorem (2016), which shows that a similar conformal welding for subcritical LQG (i.e., γ-LQG for γ ∈ (0, 2)) is well-defined.
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1 Introduction

Let $D_1$ and $D_2$ be two copies of the unit disk $\mathbb{D}$, and suppose that $\phi : \partial D_1 \to \partial D_2$ is a homeomorphism. Then $\phi$ provides a way to identify the boundaries of $D_1$ and $D_2$, and hence produce a topological sphere. The classical conformal welding problem is to endow this topological sphere with a natural conformal structure. When the sphere is uniformised (i.e., when it is conformally mapped to $\mathbb{S}^2$) we get a simple loop $\eta$ on $\mathbb{S}^2$, which is the image of the unit circle. Equivalently, the conformal welding problem consists of finding a triple $\{\eta, \psi_1, \psi_2\}$, where $\eta$ is a simple loop on $\mathbb{S}^2$, and $\psi_1$ and $\psi_2$ are conformal transformations taking $D_1$ and $D_2$, respectively, to the two components of $\mathbb{S}^2 \setminus \eta$, such that $\phi = \psi_2^{-1} \circ \psi_1$. If such a triple exists and is uniquely determined by $\phi$ (up to Möbius transformations of the sphere) then one says that the conformal welding (associated to $\phi$) is well-defined.

The extension of this problem to the setting of random homeomorphisms has received much attention in recent years; in particular, when the random curves and homeomorphisms are related to natural conformally invariant objects such as Schramm–Loewner evolutions (SLE) and Liouville quantum gravity (LQG). This will be the focus of the present paper. In particular, we consider the case of critical ($\gamma = 2$) LQG, which is associated with SLE$_4$.

Roughly speaking, LQG is a theory of random fractal surfaces obtained by distorting the Euclidean metric by the exponential of a real parameter $\gamma$ times a Gaussian free field (GFF). Such random surfaces give rise to random conformal welding problems, for instance, when the homeomorphism $\phi$ corresponds to gluing the boundaries of two discs according to their LQG-boundary lengths. Weldings of this type have been studied in several recent works [3, 4, 28, 11, 20]. In particular, for a class of homeomorphisms defined in terms subcritical LQG measures ($\gamma$-LQG for $\gamma \in (0, 2)$) existence and uniqueness of the conformal welding was established by Sheffield [28], and the interface $\eta$ was proven to have the law of an SLE$_\kappa$ with $\kappa = \gamma^2 \in (0, 4)$. Uniqueness of a random conformal welding where the interface $\eta$ has the law of an SLE$_4$ was recently established by McEnteggart, Miller, and Qian [20].

Let us now make the set-up more precise. Given a parameter $\gamma \in (0, 2]$, a simply connected domain $D \subset \mathbb{C}$, and an instance $h$ of (some variant of) a GFF on $D$, one would heuristically like to define the $\gamma$-LQG “surface” associated with $(D, h)$ to be the 2d Riemannian manifold with metric tensor $e^{\gamma h}(dx^2 + dy^2)$ on $D$. This definition does not make rigorous sense since $h$ is a distribution and not a function, but one can prove by regularising the field ([17, 25, 14, 7]) that $h$ induces a so-called “$\gamma$-LQG area measure” $\mu_h^\gamma$ in $D$ (with
formal definition $e^{\gamma h(z) \, dx \, dy}$ and a “$\gamma$-LQG boundary length measure” $\nu^\gamma_h$ along $\partial D$ (with formal definition $e^{(\gamma/2) h(z) \, dx}$). The case $\gamma = 2$ is known as critical, because the regularisation procedure used when $\gamma \in (0, 2)$ breaks down at this point, and defining the critical measure requires a different strategy.

Given two pairs $(D_1, h_1)$ and $(D_2, h_2)$, such that $0 < \nu^\gamma_h(\partial D_1) = \nu^\gamma_{h_2}(\partial D_2) < \infty$ one may define the homeomorphism $\phi$ that identifies $\partial D_1$ and $\partial D_2$ according to these boundary lengths. That is, $\phi : \partial D_1 \to \partial D_2$ is such that for all $A \subset \partial D_1$, $\nu^\gamma_{h_1}(A) = \nu^\gamma_{h_2}(\phi(A))$. One can then ask if the conformal welding associated to $\phi$, as described above, is well-defined.

In fact, it is more convenient to consider this problem in the setting where $(D_i, h_i)$ for $i = 1, 2$ have infinite boundary length. To explain the interpretation of the conformal welding problem in this framework, and to state our main theorem, we need the following definition. For a simply connected domain $D \subseteq \mathbb{C}$ let $H^{-1}_{loc}(D)$ denote the space of generalised functions $h$ on $D$ such that for any open set $U \subseteq D$, the distribution $h|_U$ is in the Sobolev space $H^{-1}(U)$.

**Definition 1.1** Let $\gamma \in (0, 2]$. A $\gamma$-Liouville quantum gravity (LQG) surface is an equivalence class of pairs $(D, h)$, where $D \subseteq \mathbb{C}$ is a simply connected domain and $h \in H^{-1}_{loc}(D)$ is a distribution (or generalised function) on $D$. Two pairs $(D_1, h_1)$ and $(D_2, h_2)$ are defined to be equivalent if there is a conformal map $\psi : D_2 \to D_1$ such that

$$h_2 = h_1 \circ \psi + Q \gamma \log |\psi'|,$$

where $Q_\gamma = 2/\gamma + \gamma/2$. \[1\]

It follows from the regularisation procedure used to define the LQG measures that if $h_1$ and $h_2$ are related as in [1], then the push-forward of $\mu^\gamma_{h_2}$ (resp., $\nu^\gamma_{h_2}$) by $\psi$ is equal to $\mu^\gamma_{h_1}$ (resp., $\nu^\gamma_{h_1}$).

In this paper the distribution $h$ will always be a Gaussian free field or a related kind of distribution. We think of two equivalent pairs $(D_1, h_1)$ and $(D_2, h_2)$ as two different parametrisations of the same $\gamma$-LQG surface; indeed, the previous paragraph implies that they describe equivalent LQG measures. We will often abuse notation and refer to $(D, h)$ as a $\gamma$-LQG surface, i.e., we identify $(D, h)$ with its equivalence class.

If we introduce a $\gamma$-LQG surface $\mathcal{S}$ by writing $\mathcal{S} = (D, h)$ we mean that $\mathcal{S}$ is a $\gamma$-LQG surface (i.e., an equivalence class) while $(D, h)$ is a particular parametrisation of this surface. Recall that by the Riemann mapping theorem, a quantum surface comes equipped with a well-defined notion of topology: either that of $\mathbb{H}$ (equivalently, some other bounded simply connected domain), $\mathbb{C}$, or $\mathbb{S}^2$.

We also consider marked quantum surfaces; these are tuples $(D, h, z_1, \ldots, z_k)$ for $k \in \mathbb{N}$ and $z_1, \ldots, z_k \in D$ or $\partial D$. In order for two marked quantum surfaces $(D_1, h_1, z_1, \ldots, z_k)$ and $(D_2, h_2, w_1, \ldots, w_k)$ to be equivalent we require that there exists a $\psi$ as in Definition 1.1 which also satisfies $z_i = \psi(w_i), \ldots, z_k = \psi(w_k)$.

Let us now come back to conformal welding: we will consider the following alternative version of the problem. Suppose that $\mathbb{H}_1, \mathbb{H}_2$ are two copies of the upper half-plane and $\phi$ is a homeomorphism from $\mathbb{R}_+$ to $\mathbb{R}_-$. The problem is to find a triple $\{\eta, \psi_1, \psi_2\}$, where $\eta$ is a simple curve in $\mathbb{H}$ from $0$ to $\infty$ and $\psi_1, \psi_2$ are conformal transformations taking $\mathbb{H}_1$ and $\mathbb{H}_2$ to the two components of $\mathbb{H} \setminus \eta$, such that $\phi = \psi_2^{-1} \circ \psi_1$. If such a triple exists and is unique then we say that the conformal welding associated to $\phi$ is well-defined.

Given two doubly-marked $\gamma$-quantum surfaces with the topology of $\mathbb{H}$ parametrised by $(h_1, \mathbb{H}, 0, \infty)$ and $(h_2, \mathbb{H}, 0, \infty)$, and such that $\nu^\gamma_{h_1}(\mathbb{R}_+) = \infty$, $\nu^\gamma_{h_2}(\mathbb{R}_-) = \infty$, but $\nu^\gamma_{h_1}, \nu^\gamma_{h_2}$ give finite and positive mass to bounded intervals of positive length, we can define the homeomorphism $\phi$ that identifies $\mathbb{R}_+$ and $\mathbb{R}_-$ according to $\nu^\gamma_{h_1}, \nu^\gamma_{h_2}$ boundary length. That is, $\nu^\gamma_{h_1}([0, a]) = \nu^\gamma_{h_2}((\phi(a), 0])$ for all $a \in [0, \infty)$. The main result of this paper is that for certain critical ($\gamma = 2$) quantum surfaces known as quantum wedges (see Section 2.2), this conformal welding problem has a solution. See Figure 1 for an illustration.

**Theorem 1.2** Let $\mathcal{S} = (\mathbb{H}, h, 0, \infty)$ be a $(2, 1)$-quantum wedge, and let $\eta$ be an SLE$_4$ from $0$ to $\infty$ which is independent of $h$. Let $D^L \subseteq \mathbb{H}$ (resp., $D^R \subseteq \mathbb{H}$) be the points of $\mathbb{H}$ lying strictly to the left (resp., right) of $\eta$, and define the 2-LQG surfaces $S^L = (D^L, h|_{D^L}, 0, \infty)$ and $S^R = (D^R, h|_{D^R}, 0, \infty)$.

Then $S^L$ and $S^R$ are independent 2-LQG surfaces, and each surface has the law of a $(2, 2)$-quantum wedge. Furthermore, the quantum boundary lengths along $\eta$ as defined by $S^L$ and $S^R$ agree.

---

1Note that this equivalence relation depends on $\gamma$. Also note that $h_1 \in H^{-1}_{loc}(D_1)$ if and only if $h_2 \in H^{-1}_{loc}(D_2)$. 
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Figure 1: Illustration of the conformal welding problem. We get a topological half-plane by welding together the two surfaces $S^L$ and $S^R$. By Corollary 1.4 if $S^L$ and $S^R$ are independent $(2, 2)$-quantum wedges and the welding is defined in terms of 2-LQG boundary length, then the resulting surface (a $(2, 1)$-quantum wedge) has an a.s. uniquely defined conformal structure, and the interface $\eta$ has the law of an SLE$_4$.

Figure 2: Consider a $(2, 1)$-quantum wedge $(H, h, 0, \infty)$ decorated by an independent SLE$_4$ $\eta$. The quantum zipper identifies segments $[0, X(t)]$ and $[Y(t), 0]$, each of quantum length $t > 0$. This gives a new surface/curve pair $(h_t, \eta_t)$ with the same law as before. By Theorem 1.5 the processes of zipping up and zipping down are measurable with respect to $(h, \eta)$.

We remark that independence of the 2-LQG surfaces $S^L$ and $S^R$ in Theorem 1.2 does not mean that the fields $h|_{DL}$ and $h|_{DR}$ are independent; these two fields are dependent e.g. since they induce the same quantum length measure along $\eta$. Instead, we have independence of the two surfaces viewed as equivalence classes. This means that if we embed the two surfaces in some standard form then the fields in this embedding are independent. Explicitly, if $(H, \bar{h}^L, 0, \infty)$ is an embedding of $S^L$ such that (say) the unit half-circle has unit mass, and $(H, \bar{h}^R, 0, \infty)$ is defined similarly for $S^R$, then the fields $\bar{h}^L$ and $\bar{h}^R$ are independent.

By Theorem 1.2 we have a quantum length measure along $\eta$ which is defined by considering the LQG boundary measure of the surfaces $S^L$ and $S^R$. We remark that this length measure along $\eta$ can be defined equivalently in a more intrinsic way by considering $e^h dm$, where $m$ is the measure supported on $\eta$ given by its 3/2-dimensional Minkowski content. This equivalence was proved for the subcritical zipper in [5] and the critical case follows by the same argument.

The following uniqueness result concerning the conformal welding problem of Theorem 1.2 was recently established in [20, Theorem 2].

**Theorem 1.3 (McEnteggart-Miller-Qian ’18)** Let $\eta$ be an SLE$_4$ in $\mathbb{H}$ from $0$ to $\infty$. Suppose that $\varphi : \mathbb{H} \to \mathbb{H}$ is a homeomorphism which is conformal in $\mathbb{H} \setminus \eta$ and such that $\varphi(\eta)$ has the same law as $\eta$. Then $\varphi$ is a.s. a conformal automorphism of $\mathbb{H}$.

Hence, if $\{\eta, \psi_1, \psi_2\}$ and $\{\eta', \psi'_1, \psi'_2\}$ are two solutions to the conformal welding problem associated with the same homeomorphism $\phi$, and $\eta$, $\eta'$ both have the law of SLE$_4$, then applying the above theorem to the map $\varphi$ which is set equal to $\psi'_2 \circ \psi_2^{-1}$ on the left of $\eta$ and $\psi'_1 \circ \psi_1^{-1}$ on the right, it follows that $\varphi$ must be a conformal automorphism of $\mathbb{H}$. Theorems 1.2 and 1.3 together therefore imply that the conformal welding operation for critical LQG is well-defined.

**Corollary 1.4** Consider two $(2, 2)$-quantum wedges $S^L = (\mathbb{H}, h^L, 0, \infty)$ and $S^R = (\mathbb{H}, h^R, 0, \infty)$, and identify the boundary arc $[0, \infty)$ of $S^L$ and the boundary arc $(-\infty, 0]$ of $S^R$ according to 2-LQG boundary length.
This a.s. gives a uniquely defined conformal welding of the two 2-LQG surfaces such that the interface \( \eta \) between the surfaces has the law of a chordal SLE\(_4\).

Observe that the conformal welding in this corollary is not proven to be the unique conformal welding among all possible conformal weldings; since it is assumed in Theorem 1.3 that the curves \( \varphi(\eta) \) and \( \eta \) both have the law of SLE\(_4\) curves, we only obtain uniqueness among the weldings for which the interface has this law. The uniqueness result can be strengthened to curves a.s. satisfying certain deterministic geometric properties by using the stronger variant of Theorem 1.3 found in [20, Theorem 2].

We also obtain a dynamic version of the critical conformal welding, analogous to Sheffield’s quantum gravity zipper [28, Theorem 1.8] in the case \( \gamma \in (0,2) \). See Figure 2 for an illustration.

Theorem 1.5 Let \( (\mathbb{H}, h_0, 0, \infty) \) be the equivalence class representative of a \((2,1)\)-quantum wedge with the last exit parametrization (see Definition 2.2)\(^2\) \(\eta_0\) be an SLE\(_4\) from 0 to \(\infty\) in \(\mathbb{H}\) which is independent of \(h_0\). Then for every \(t > 0\) there exists a conformal map \(f_t\) defined on \(\mathbb{H}\), which is measurable with respect to \(h_0\), such that:

- \( (h_t, \eta_t) \) has the same law as \((h_0, \eta_0)\), where \(h_t = h_0 \circ f_t^{-1} + 2 \log |(f_t^{-1})'| \) and \(\eta_t\) is the union of \(f_t(\eta_0)\) and \(\mathbb{H} \setminus f_t(\mathbb{H})\);
- if \((X(s))_{0 \leq s \leq t}\) and \((Y(s))_{0 \leq s \leq t}\) are such that \(\nu_{h_0}([0,X(s)]) = \nu_{h_0}([Y(s),0]) = s\) for every \(s \in [0, t]\), then \(f_t\) maps \([0,X(t)]\) and \([Y(t),0]\) to the right- and left-hand sides of \(\eta_t \setminus f_t(\eta_0)\), respectively, and for every \(s \leq t\), \(X(s)\) and \(Y(s)\) are mapped to the same point on \(\eta_t \setminus f_t(\eta_0)\).

This gives rise to a bi-infinite process \((h_t, \eta_t)_{t \in \mathbb{R}}\), such that:

- \((h_t, \eta_t)_{t \in \mathbb{R}}\) is measurable with respect to \((h_0, \eta_0)\) for any \(t_0 \in \mathbb{R}\); and
- \((h_t, \eta_t)_{t \in \mathbb{R}}\) is stationary, i.e., for any \(t_0 \in \mathbb{R}\) the two processes \((h_{t_0}, \eta_{t_0})_{t \in \mathbb{R}}\) and \((h_{t_0+t}, \eta_{t_0+t})_{t \in \mathbb{R}}\) are equal in law.

As described in [28] we can think of the operation \((h_0, \eta_0) \mapsto (h_t, \eta_t)\) for \(t > 0\) as zipping up the surfaces \(h_0|_{\partial \mathbb{H}}, h_0|_{\partial \mathbb{D}}\) to the left and right of \(\eta_0\) by \(t\) units of quantum boundary length. Similarly, we think of the operation \((h_0, \eta_0) \mapsto (h_t, \eta_t)\) for \(t < 0\) as zipping down.

1.1 Related works

Conformal weldings related to LQG were first studied in [3], [4], where it was proven that the conformal welding of a subcritical LQG surface to a Euclidean disk according to boundary length is a.s. well-defined (see [20] for the case of critical LQG). In Sheffield’s breakthrough work [28] it is shown that the conformal welding of two subcritical LQG surfaces is a.s. well-defined, and that the interface is given by an SLE\(_\kappa\) curve. More precisely, the following is proved.

Theorem 1.6 (Sheffield ‘16) Consider two \((\gamma, \gamma')\)-quantum wedges \(S^L = (\mathbb{H}, h^L, 0, \infty)\) and \(S^R = (\mathbb{H}, h^R, 0, \infty)\), with \(\gamma \in (0,2)\), and identify the boundary arc \([0, \infty)\) of \(S^L\) to the boundary arc \((-\infty, 0)\) of \(S^R\) according to \(\gamma\)-LQG boundary length. This a.s. gives a uniquely defined conformal welding of the two \(\gamma\)-LQG surfaces. In this conformal welding, the interface \(\eta\) between the surfaces has the law of a chordal SLE\(_{\kappa, \gamma}^\pm\), and the combined surface\(^3\) has the law of a \((\gamma, \gamma - 2/\gamma)\)-quantum wedge that is independent of \(\eta\).

The existence part of Theorem 1.6 is established by studying a certain coupling between a GFF and a reverse SLE\(_\kappa\), where the law of the GFF is invariant under zipping up and down the SLE\(_\kappa\). The uniqueness part follows from [16], where Jones and Smirnov proved that the boundaries of Hölder domains are conformally removable, and [24], where Rohde and Schramm proved that the complement of an SLE\(_\kappa\) for \(\kappa \in (0,4)\) is a.s. a Hölder domain. For an overview of the proof, we recommend the notes [6].

Remark 1.7 The analogue of Theorem 1.6 is also proved in [28, Theorem 1.8] in the case \(\gamma \in (0,2)\). That is, starting with the curve and combined surface described at the end of Theorem 1.6 (let us call them \((h_0, \eta_0)\)) we get a bi-infinite stationary process \((h_t, \eta_t)_{t \in \mathbb{R}}\) that is measurable with respect to \((h_0, \eta_0)\).\(^4\)

\(^2\)The theorem is still true if we let \((\mathbb{H}, h_0, 0, \infty)\) be some other equivalence class representative of a \((2,1)\)-quantum wedge, provided the field \(h_0\) is measurable with respect to the LQG surface, i.e., the equivalence class representative is chosen in a measurable way relative to the surface.

\(^3\)It can be shown that \(h_t \in H^{-1}(\mathbb{H})\) is well-defined independently of its definition on \(\eta_t \setminus f_t(\eta_0)\).

\(^4\)That is, the surface parametrised by \((\mathbb{H}, h, 0, \infty)\) where \(h\) is set equal to the image (after welding) of \(h^L\) on the left of \(\eta\) and of \(h^R\) on the right of \(\eta\). The field \(h\) is a well-defined element of \(H^{-1}(\mathbb{H})\) regardless of how \(h\) is defined on \(\eta\) itself.
Duplantier, Miller, and Sheffield [11] have also studied problems closely related to conformal welding. In particular, they proved that if one considers an SLE$_{\kappa}$, $\eta$ on an independent $\gamma$-LQG surface $\mathcal{S}$, where $\kappa \gamma^2 = 16$, then $\eta$ is measurable with respect to a pair of so-called forested wedges. These wedges are the restrictions of $\mathcal{S}$ to the components of the complement of $\eta$ – one consisting of components traced anti-clockwise by $\eta$, and the other consisting of components traced clockwise – along with topological information (encoded by a pair of Lévy processes) about how these components are glued together. A number of other measurability results concerning welding of general LQG surfaces are established in the same paper. We note however that these measurability results are of a weaker kind than, for example, the result in [28]. For instance, uniqueness of the “gluing” of forested wedges described above is only proved under the assumption that the resulting field $h$ and curve $\eta$ have a particular joint law.

As already mentioned, McEnteggart, Miller, and Qian in the recent paper [20], have also proved uniqueness of conformal weldings in certain settings. More precisely, they prove that if $\eta$ is a curve in $\mathbb{H}$ and $\psi : \mathbb{H} \to \mathbb{H}$ is a homeomorphism which is conformal on $\mathbb{H} \setminus \eta$, then $\psi$ is in fact conformal as soon as $\eta$ and $\psi(\eta)$ both satisfy certain geometric regularity conditions. These conditions are in particular satisfied a.s. if $\eta$ and $\psi(\eta)$ both have the law of an SLE$_{\kappa}$ for $\kappa \in (0,8)$. Their result is new for $\kappa \in [4,8)$, while it follows from conformal removability for $\kappa \in (0,4)$.

1.2 Outline

The rest of the article is structured as follows. We begin in Section 2 by collecting relevant definitions: of the Gaussian free field and its variants; LQG surfaces and their parametrisations; and the specific quantum surfaces known as quantum wedges that will be particularly important in this paper. Here we also describe the construction of boundary LQG measures, and discuss some properties of these measures that are needed in what follows. In particular we will make use of a connection between subcritical and critical measures, that is a consequence of [2]. We conclude the preliminaries by briefly introducing Schramm–Loewner evolutions, and proving some basic convergence results that will be useful later on.

Sections 3 and 4 provide the key ingredients (Propositions 3.1 and 4.4, respectively) for the proofs of Theorems 1.2 and 1.5. In Section 3 it is shown that if one observes a $2$-LQG surface in a small neighbourhood of a critical LQG-measure typical boundary point, then it closely resembles a $(2,2)$-quantum wedge. This gives the critical LQG analogue of [28 Proposition 1.6], justifies why the $(2,2)$-quantum wedge is a natural quantum surface (to our knowledge this is the first time that this surface is defined in the literature), and is important to identify the laws and establish independence of the quantum surfaces $\mathcal{S}^L$ and $\mathcal{S}^R$ in the proof of Theorem 1.2.

In Section 4 we prove that Sheffield’s subcritical quantum gravity zipper (defined for $\gamma \in (0,2)$), has a limit in a strong sense as $\gamma \uparrow 2$. This is shown by proving and combining various convergence results concerning reverse SLE$_{\kappa = \gamma^2}$ and $\gamma$-LQG measures as $\gamma \uparrow 2$. The proof requires a careful study of quantum wedges and their associated measures in a neighbourhood of the origin, and analysis of the Loewner equation for points on the real line. As a consequence of this section, we obtain Theorem 1.5. Finally, in Section 5 we show how the main results of the previous sections allow us to deduce Theorem 1.2.

It is also worth taking a moment now to discuss why the proof in [28] does not generalise straightforwardly to the critical case. At a very high level, the key difficulties are: (a) lack of first moments for critical LQG-measures; and (b) non-Gaussian conditioning for the law of the field around “quantum typical points”. To explain this in more detail, we first need to describe the general strategy of [28] (for a more complete overview, the reader should consult [28] or [6]). As in the present paper, the fundamental object to construct is the quantum gravity zipper: a dynamic coupling between a $(\gamma, \gamma - 2/\gamma)$-quantum wedge and an SLE$_{\kappa = \gamma^2}$ analogous to the coupling described in Theorem 1.5. From this, the analogue of Theorem 1.2 follows fairly easily.

In order to construct the subcritical quantum gravity zipper, Sheffield first describes a different dynamic coupling, this time between an SLE$_{\eta}$ and a Neumann GFF plus a log singularity, that he calls the “capacity zipper”. The existence of this coupling is straightforward to prove using a martingale argument. From here, roughly speaking, the “quantum zipper” can be obtained by “zooming in” at the origin of the capacity zipper. One key tool that is made use of (see, for example, [28 Proposition 1.6]) is a nice description of the field plus a $\gamma$-quantum typical point, when the field is weighted by $\gamma$-LQG boundary length. The difficulty with this in the critical case is that, in contrast to the subcritical setting, critical LQG measures assign mass
with infinite expectation to finite intervals. Although this issue is actually possible to circumvent for many purposes – we will do exactly this using a truncation argument in Section 3 – it causes significant problems if we want to say anything precise about the joint law of the curve and the surface in the critical analogue of the capacity zipper, at a time when a critical quantum typical point is “zipped up” to the origin. An additional technical difficulty is created by the fact that critical measures need to be defined using a different approximation procedure to subcritical measures (see Section 2.3). This means that the law of the field around a quantum-typical point is no longer described in terms of its original law via a simple Girsanov shift, and makes it difficult to describe how the law of the curve changes in the context mentioned above. For example, it is unclear if it will simply add a drift to the reverse SLE driving function, as is the case when $\gamma \in (0, 2)$.

Although it may be possible to obtain the results of this paper by adapting the method of [28] in some way, for the sake of avoiding significant additional technicalities we have chosen the approximation approach.
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# 2 Preliminaries

## 2.1 Gaussian free field

Let $D \subset \mathbb{C}$ be a domain with harmonically non-trivial boundary, i.e., such that a Brownian motion started at some point in $D$ hits $\partial D$ a.s. Let $C_0^\infty(D)$ denote the space of infinitely differentiable functions on $D$ with compact support. For $f, g \in C_0^\infty(D)$ define the Dirichlet inner product of $f$ and $g$ by

$$\langle f, g \rangle_D = \int_D \nabla f \cdot \nabla g \, dx \, dy.$$ 

Let $H_0(D)$ denote the Hilbert space closure (with respect to this inner product) of the subspace of functions $f \in C_0^\infty(D)$ with $\|f\|_D := \langle f, f \rangle_D < \infty$. Let $f_1, f_2, \ldots$ be a $(\cdot, \cdot)_D$-orthonormal basis for $H_0(D)$. The zero boundary Gaussian free field (GFF) $h$ is then defined by setting

$$h = \sum_{j=1}^\infty \alpha_j f_j, \quad \text{where } \alpha_1, \alpha_2, \ldots \sim \mathcal{N}(0, 1) \text{ are independent.} \quad (2.1)$$

The convergence of (2.1) does not hold in $H_0(D)$ itself, but rather in a space of generalised functions. More precisely, let $H^{-1}(D)$ be the dual space of $H_0(D)$, equipped with the norm

$$\|k\|_{H^{-1}(D)} = \sup_{g \in H_0(D), \|g\|_D = 1} \langle k, g \rangle$$

(2.2)

where we use the notation $(k, \cdot)$ for the action of $k \in H^{-1}(D)$ on $H^1(D)$. Note that an element of $H^{-1}(D)$ defines a distribution on $D$ with action $f \mapsto \langle k, f \rangle$, since $C_0^\infty(D) \subset H^1(D)$. We further define the space $H^{-1}_\text{loc}(D)$ to be the subspace of generalised functions $h$ on $D$ such that for any open set $U \subset D$, the restriction of $h$ to $U$ is in the space $H^{-1}(U)$. We say that $h_n \rightarrow h$ in $H^{-1}_\text{loc}(D)$ if and only if $h_n|_U \rightarrow h|_U$ in $H^{-1}(D)$ for any such $U$.

Then the series (2.1) converges a.s. in $H^{-1}_\text{loc}(D)$ and the Gaussian free field $h$ is defined as an element of this space a.s. In particular, $h$ is a.s. a random distribution; as above, we write $(h, f)$ for the action of $h$ on $f \in C_0^\infty(D)$. We note that when $D$ is bounded, the series actually converges a.s. in $H^{-1}(D)$ and so $h$ is a.s. an element of this space.

Finally, we mention that for $f \in C_0^\infty(D)$,

$$\text{var}(h, f)) = \langle \Delta^{-1}f, \Delta^{-1}f \rangle_D = \langle f, \Delta^{-1}f \rangle$$

(2.3)

5Note that $H_0(D)$ is the Sobolev space which is often denoted by $H^1_0(D)$ or $W^{1,2}_0(D)$ in the literature. Similarly, the space $H(D)$ defined below is the Sobolev space $H^1(D) = W^{1,2}(D)$.
and so \((h, f)\) actually makes sense (as an a.s. limit) for any \(f\) such that \((f - f_n, \Delta^{-1}(f - f_n)) \to 0\) for some sequence \(f_n \in C_0^\infty(D)\). When is \(D\) is bounded, for instance, this is exactly the set of functions \(f\) in \(H^{-1}\).

For any given bounded and measurable \(\rho : \partial D \to \mathbb{R}\) the GFF with Dirichlet boundary condition \(\rho\) is defined to be a random distribution with the law of \(h + \overline{\rho}\), where \(\overline{\rho}\) is the harmonic extension of \(\rho\) to the interior of \(D\).

To define a mixed boundary condition GFF, assume that \(\partial D\) is divided into two boundary arcs \(\partial D_\rho\) and \(\partial \overline{\rho}\), and that a function \(\rho : \partial D \to \mathbb{R}\) satisfying \(\rho|_{\partial D_\rho} = 0\) is given. Write \(\overline{\rho}\) for the harmonic extension of \(\rho\) to \(D\) and let \(H_{\partial D_\rho, \partial \overline{\rho}}(D)\) be the Hilbert space closure of the subspace of functions \(f \in C^\infty(D)\) with \(\|f\|_{\overline{\rho}} < \infty\) and \(f|_{\partial D_\rho} = 0\). The mixed boundary GFF with Dirichlet boundary data \(\rho\) on \(\partial D_\rho\), is then defined to be a random distribution with the law of \(h + \overline{\rho}\), where \(h\) is now defined by [2.11] with \(f_1, f_2, \ldots\) an orthonormal basis for \(H_{\partial D_\rho, \partial \overline{\rho}}(D)\).

To define the free boundary GFF (equivalently, the Neumann GFF), consider the subspace of functions \(f \in C^\infty(D)\) with \(\|f\|_{C^1} < \infty\). Notice that \(\langle \cdot, \cdot \rangle_{C^1}\) is degenerate on this subspace of functions, in the sense that \(\langle f_C, g \rangle_{C^1} = 0\) for any \(g\) if \(f_C \equiv C \in \mathbb{R}\). However, \(\langle \cdot, \cdot \rangle_{C^1}\) defines a positive definite inner product as soon as we quotient the space by identifying functions that differ by an additive constant. Write \(H(D)\) for the Hilbert space closure of this quotient space with respect to the inner product \(\langle \cdot, \cdot \rangle_{C^1}\). The free boundary GFF \(h\) is then defined by [2.11], where \(f_1, f_2, \ldots\) is now an orthonormal basis for \(H(D)\). Again the convergence of the defining sum does not take place in \(H(D)\) itself, but in the quotient space of \(H_{\text{loc}}^1(D)\) under the equivalence relation that identifies elements differing by an additive constant. We therefore define the free boundary GFF as an element of \(H_{\text{loc}}^{-1}(D)\), modulo an additive constant, i.e., \(h\) and \(h + C\) are identified for any \(C \in \mathbb{R}\). One may fix the additive constant in various ways, for example by requiring that the average of \(h\) over some fixed set is 0.

When \(D = \mathbb{H}\), by [11] Lemma 4.2, \(H(\mathbb{H}) = H_1(\mathbb{H}) \oplus H_2(\mathbb{H})\) is an orthogonal decomposition of \(H(\mathbb{H})\), where \(H_1(\mathbb{H})\) is the subspace of functions \(f \in H(\mathbb{H})\) that are radially symmetric about the origin (considered modulo an additive constant), and \(H_2(\mathbb{H})\) is the subspace of functions \(f \in H(\mathbb{H})\) that have average zero on all semi-circles centred at the origin. This induces a decomposition of \(H_{\text{loc}}^1(\mathbb{H})\): any \(h \in H_{\text{loc}}^1(\mathbb{H})\) can be uniquely written as \(h = h_{\text{rad}} + h_{\text{circ}}\), where \(\langle h_{\text{rad}}, f \rangle_{\mathbb{C}} = 0\) for any \(f \in H_2(\mathbb{H})\) and \(\langle h_{\text{circ}}, f \rangle_{\mathbb{C}} = 0\) for any \(f \in H_1(\mathbb{H})\). In the following we will often make a slight abuse of notation and talk about the “projection” of an element of \(H_{\text{loc}}^{-1}(\mathbb{H})\) onto \(H_1(\mathbb{H})\) or \(H_2(\mathbb{H})\): by this we mean the corresponding projection in \(H_{\text{loc}}^{-1}(\mathbb{H})\).

**Remark 2.1** To reiterate: in the spaces \(\{H^{-1}(D), H_{\text{loc}}^{-1}(D), H_{\partial D_\rho, \partial \overline{\rho}}(D), H_0(D), H_2(\mathbb{H})\}\) functions that differ by an additive constant are not identified, while in \(\{H(D), H_1(\mathbb{H})\}\) they are identified.

Finally, we mention that if \(f \in H(D)\) and \(h\) is a Neumann GFF in \(D\), then the law of \(h + f\) is absolutely continuous with respect to the law of \(h\). Indeed by standard theory of Gaussian processes, the Radon–Nikodym derivative of the former with respect to the latter is proportional to \(e^{\langle h, f \rangle_{\mathbb{C}}\rangle}\), where \(\langle h, f \rangle_{\mathbb{C}} := \lim_{n \to \infty} (\sum_{j=1}^n a_j f_j, f)_{\mathbb{C}}\).

### 2.2 Quantum wedges

Recall the definition of a \(\gamma\)-LQG surface from the introduction (Definition [1.1]).

Quantum wedges are a particular family of doubly-marked LQG surfaces which were originally introduced in [28] (see also [11]). We will parametrise these surfaces by \((\mathbb{H}, h, 0, \infty)\) throughout most of the paper, but also sometimes by the strip \(S = \mathbb{R} \times [0, \pi]\) with marked points at \(\pm \infty\). These will be related by the conformal map \(\phi : S \to \mathbb{H}\) defined by

\[
\phi(z) = \exp(-z),
\]  

(2.4)

which sends \(\infty\) (resp., \(-\infty\)) to 0 (resp., \(\infty\)). When we discuss quantum wedges, there will be two parameters of interest. The first parameter \(\gamma\) specifies how we are defining equivalence classes of quantum surfaces (i.e., it plays the role of the parameter \(\gamma\) in Definition [1.1]) and the second parameter \(\alpha\) specifies the weight of a logarithmic singularity that we are placing at the origin. We refer to the surface as a \((\gamma, \alpha)\)-quantum wedge. In this paper we will actually only consider \((\gamma, \gamma - 2/\gamma)\)-quantum wedges and \((\gamma, \gamma)\)-quantum wedges for \(\gamma \in (0, 2]\). The case \(\gamma = 2\) has not been considered in earlier papers, but the definition from [28][11] extends in a natural way to this case. Before we state the formal definition of the \((\gamma, \alpha)\)-quantum wedge we need to introduce some notation.
Since a doubly-marked quantum surface actually refers to an equivalence class, and since for any $a > 0$ the map $z \mapsto az$ defines a conformal map from $(\mathbb{H}, 0, \infty)$ to $(\mathbb{H}, 0, \infty)$, there are several different fields $h$ that describe the same quantum surface $(\mathbb{H}, h, 0, \infty)$. It is therefore convenient to decide on a canonical way to choose $h$ from the set of possible fields, or a “canonical parametrisation”. We will consider the last exit parametrisation in most of this paper, since this parametrisation leads to the cleanest definition of $(2, 2)$-quantum wedges. Note that this is different from the unit circle parametrisation considered in [11].

### Definition 2.2
The last exit (resp., unit circle) parametrisation of a doubly-marked $\gamma$-quantum surface $S$ with the topology of $\mathbb{H}$, is defined to be the representative $(\mathbb{H}, h, 0, \infty)$ of $S$ such that if $h_{rad}(r)$ is the average of $h$ on the semi-circle of radius $r$ around 0 (i.e., $h_{rad}$ is the projection of $h$ onto $H_1(\mathbb{H})$), then $s \mapsto h_{rad}(e^{-8}) - Q, s$ hits 0 for the last (resp., first) time at $s = 0$.

If the last exit parametrisation of a surface exists (i.e., if $h_{rad}(r) + Q \log r \neq 0$ for all $r > 0$ small enough) it can easily be seen to be unique, by mapping the surface to the strip $S$ with the map $\phi$ from [24]. Let $h_{circ} = h - h_{rad}$ be the projection of $h$ onto $H_2(\mathbb{H})$, and write $h_{circ}^{\text{GFF}}$ for the law of this field when $h$ is a Neumann GFF on $\mathbb{H}$. Observe that this describes the law of a well-defined element of $H_2^{-1}(\mathbb{H})$ (i.e., not only an element up to an additive constant).

### Definition 2.3
Let $\gamma \in (0, 2]$ and $\alpha < Q_{\gamma}$. Then the $(\gamma, \alpha)$-quantum wedge is the doubly-marked $\gamma$-quantum surface whose last exit parametrisation $(\mathbb{H}, h, 0, \infty)$ can be described as follows:

- $(h_{rad}(e^{-8}))_{s \geq 0}$ has the law of $(B_{2s} + \alpha s)_{s \geq 0}$ conditioned to stay below $(Q, s)_{s \geq 0}$ for all time, where $B$ is a standard Brownian motion with $B_0 = 0$.
- $(h_{rad}(e^{-8}))_{s \leq 0}$ has the law of $(\hat{B}_{-2s} + \alpha s)_{s \leq 0}$, where $\hat{B}$ is a standard Brownian motion with $\hat{B}_0 = 0$.
- $h_{circ}$ is equal in law to $h_{circ}^{\text{GFF}}$.
- $h_{circ}$, $(h_{rad}(e^{-8}))_{s \geq 0}$, and $(h_{rad}(e^{-8}))_{s < 0}$ are independent.

### Remark 2.4
In [28] [11] the $(\gamma, \alpha)$-quantum wedge is defined to be the $\gamma$-quantum surface whose unit circle parametrisation is given by $(\mathbb{H}, h, 0, \infty)$, where: $h = h_{circ} + h_{rad}$; $h_{circ}$ is as in Definition 2.3; $h_{circ}$ and $h_{rad}$ are independent; and $h_{rad}(e^{-8})$ is equal to $B_{2s} + \alpha s$ for $s \geq 0$, and to $\hat{B}_{-2s} + \alpha s$ conditioned to stay above $s \mapsto Q, s$ for $s < 0$.

We show in Lemma 2.8 below that this definition is equivalent to Definition 2.3.

In Definition 2.3 we require $\alpha$ to be strictly smaller than $Q_{\gamma}$, and one can check that this is satisfied for $\alpha = \gamma$ when $\gamma \in (0, 2)$. However, we are also interested in the case $\gamma = 2$, where we have $Q_{\gamma} = 2 = \gamma$. Thus, we need to give a definition of the following surface, which arises as a limit of a $(\gamma, \gamma)$-quantum wedge when $\gamma \uparrow 2$.

### Definition 2.5
We define the $(2, 2)$-quantum wedge to be the doubly-marked 2-quantum surface whose last exit parametrisation $(\mathbb{H}, h, 0, \infty)$ can be described as follows:

- $(h_{rad}(e^{-8}))_{s \geq 0}$ has the law of $(-B_{2s} + 2s)_{s \geq 0}$, where $B$ is a 3-dimensional Bessel process started from 0.
- $(h_{rad}(e^{-8}))_{s \leq 0}$ has the law of $(\hat{B}_{-2s} + 2s)_{s \geq 0}$, where $\hat{B}$ is a Brownian motion started from 0.
- $h_{circ}$ is equal in law to $h_{circ}^{\text{GFF}}$.
- $h_{circ}$, $(h_{rad}(e^{-8}))_{s \geq 0}$, and $(h_{rad}(e^{-8}))_{s < 0}$ are independent.

The $(\gamma, \gamma)$-quantum wedges are of particular interest since they may be obtained by sampling a point from the boundary $\gamma$-LQG measure and then “zooming in” near this point. This was established in [28] for $\gamma \in (0, 2)$, and Proposition 3.1 below is a variant of this result for $\gamma = 2$.

### Remark 2.6
The last exit parametrisation is more convenient than the unit circle parametrisation for the $(2, 2)$-quantum wedge since with the unit circle parametrisation any neighborhood of zero has infinite mass a.s. This can be seen by using that with the unit circle parametrisation, the field $(h_{rad}(e^{-8}))_{s \geq 0}$ has the law of $(B_{2s} + 2s)_{s \geq 0}$ for $B$ a standard Brownian motion started from 0.

---

6More precisely, if $h$ is the field of a $(2, 2)$-quantum wedge in the last exit parametrisation, and for $\gamma \in (0, 2)$, $h_\gamma$ is the field of a $(\gamma, \gamma)$-quantum wedge in the last exit parametrisation, then $h_\gamma \rightarrow h$ in law as $\gamma \uparrow 2$. To see this, it is easiest to map the surfaces to the strip $S$ with marked points at $\pm \infty$. 
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In some of our proofs it will be convenient to parametrise the quantum wedges by the strip $S$ instead of the upper half-plane $\mathbb{H}$. Recall that $H(S)$ denotes the Hilbert space closure of the subspace of functions $f \in C^\infty(S)$ with $\|f\|_V := (f, f)_V < \infty$, defined modulo additive constant. By [11] Lemma 4.2, $H(S) = H_1(S) \oplus H_2(S)$ is an orthogonal decomposition of $H(S)$, where $H_1(S)$ is the subspace of functions $f \in H(S)$ that are constant on all line segments $\{x\} \times [0, \pi]$ for $x \in \mathbb{R}$ (considered modulo an additive constant), and $H_2(S)$ is the subspace of functions $f \in H(S)$ that have mean zero on all such line segments. Let $h_{\text{circ}}^{\text{GFF}, S}$ denote a field with the law of a Neumann GFF on $S$ projected onto $H_2(S)$ (as in the case of $\mathbb{H}$, this is a well-defined element of $H_2(S)$). The strip is convenient to work with since the term $Q_s \log |\phi'|$ in the coordinate change formula (1.1) is equal to zero for conformal transformations of the kind $z \mapsto z + a$ for $a \in \mathbb{R}$ (these are precisely the conformal maps from $S$ to itself that map $+\infty$ to $+\infty$ and $-\infty$ to $-\infty$, and correspond after conformal mapping to dilations of $\mathbb{H}$). Furthermore, as the following remark illustrates for the case of the $(2,2)$-quantum wedge, the quantum wedges defined above have a somewhat nicer description when parametrised by the strip.

**Remark 2.7** The surface $(S, h, \infty, -\infty)$ with $h \overset{d}{=} h_{\text{circ}}^{\text{GFF}, S} + h_{\text{rad}}$ has the law of a $(2,2)$-quantum wedge, if $h_{\text{rad}} \in H_1(S)$ (viewed as a distribution modulo an additive constant) and the following hold:

- $h_{\text{rad}}(s)_{s \geq 0}$ has the law of $-B_{2s}$ where $B$ is a $3$-dimensional Bessel process starting from $0$.
- $h_{\text{rad}}(s)_{s < 0}$ has the law of $B_{-2s}$, where $B$ is a standard Brownian motion starting from $0$.
- $h_{\text{rad}}^{\text{GFF}, S}$, $(h_{\text{rad}}(s)_{s \geq 0})$ and $(h_{\text{rad}}(s)_{s \leq 0})$ are independent.

**Lemma 2.8** For $\gamma \in (0,2)$ the definition of a $(\gamma, \alpha)$-quantum wedge in Definition 2.3 is equivalent to the definition given in [17] Definition 4.5 (see Remark 2.4).

**Proof.** Let $(\mathbb{H}, h_u, -\infty, \infty)$ be the [11] definition of a quantum wedge, as in Remark 2.4. Let $(\mathbb{H}, h_\ell, -\infty, \infty)$ be a $(\gamma, \alpha)$-quantum wedge with the last exit parametrization as in Definition 2.3. Also let $\phi : S \to \mathbb{H}$ be defined by (2.7), and observe that $\{0\} \times [0, \pi]$ is mapped to the unit semi-circle under this map.

Define $h_u = h_u \circ \phi + Q_s \log |\phi'|$ and $h_\ell = h_\ell \circ \phi + Q_s \log |\phi'|$, and let $\hat{h}_u = \hat{h}_{u,\text{rad}} + \hat{h}_{u,\text{circ}}$ and $\hat{h}_\ell = \hat{h}_{\ell,\text{rad}} + \hat{h}_{\ell,\text{circ}}$ be the orthogonal decompositions of these fields. Then $\hat{h}_{u,\text{circ}}$ and $\hat{h}_{\ell,\text{circ}}$ are both equal in distribution to $h_{\text{circ}}^{\text{GFF}, S}$. For $B$ a standard Brownian motion, $(\hat{h}_{\ell,\text{rad}}(s))_{s \geq 0}$ has the law of $(B_{2s} + \alpha - Qs)_{s \geq 0}$ conditioned to be negative for $s > 0$, and $(\hat{h}_{\ell,\text{rad}}(s))_{s \leq 0}$ has the law of $(B_{-2s} + \alpha - Qs)_{s \leq 0}$. Furthermore, $(\hat{h}_{u,\text{rad}}(s))_{s \geq 0}$ has the law of $(B_{2s} + \alpha - Qs)_{s \geq 0}$, and $(\hat{h}_{u,\text{rad}}(s))_{s \leq 0}$ has the law of $(B_{-2s} + \alpha - Qs)_{s \leq 0}$ conditioned to be positive for $s < 0$. Let $a = \inf\{t \leq 0 : \hat{h}_{\ell,\text{rad}}(t) < 0\}$. We conclude by observing that if we apply the change of coordinates $z \mapsto z - a$ to the field $\hat{h}_\ell$, we get a field with the law of $\hat{h}_u$; this can e.g. be deduced from the last assertion of [24] Lemma 3.4 and [24] Remark 3.5, which refers to [30].

### 2.3 Gaussian multiplicative chaos and the Liouville measures

In this section, we give a proper definition of the *boundary* Liouville quantum gravity measures described in the introduction. For a much more complete survey, including the case of bulk LQG measures, we refer the reader to [25] [11] [7] for the subcritical case and to [23] [12] [13] [22] for the critical case.

In the following, when we refer to the topology of *local weak convergence* for measures on $\mathbb{R}$, we mean the topology such that $\mu_n \to \mu$ iff $\mu_n|_{[-R,R]} \to \mu|_{[-R,R]}$ weakly as measures on $[-R,R]$ for every $R > 0$.

The following statement comes from [14] when $\gamma \in (0,2)$, and from [22] when $\gamma = 2$ (with a trivial adaptation of the argument from the bulk to the boundary measure).

**Lemma 2.9** Suppose that $\gamma \in (0,2]$ and let $h$ be a Neumann GFF in $\mathbb{H}$ with some fixed choice of additive constant, or a GFF with mixed boundary conditions on $\mathbb{D}^+ = \mathbb{D} \cap \mathbb{H}$ (free on $\partial \mathbb{D}^+ \cap \mathbb{R}$, and Dirichlet with some $\rho$ on $\partial \mathbb{D}^+ \setminus \mathbb{R}$). Let $h_\varepsilon$ denote the $\varepsilon$ semi-circle average field of $h$ on $\mathbb{R}$, let $dz$ denote Lebesgue measure on $\mathbb{R}$, and set

$$
\nu_{\varepsilon}^\gamma(dz) = \left(\frac{\gamma}{2}\right)^{\gamma / 4} \exp\left(\frac{\gamma}{2} h_\varepsilon(z)\right)\varepsilon^{\gamma / 4} dz \quad \gamma \in (0,2),
$$

$$
\nu_{h_\varepsilon}(dz) = \left(\frac{h_\varepsilon}{2} + \log(1/\varepsilon)\right)\exp(h_\varepsilon(z))\varepsilon dz \quad \gamma = 2.
$$

That is, $h_\varepsilon(z) = \langle h, \rho_\varepsilon^2 \rangle$ where $\rho_\varepsilon^2$ is uniform measure on the semi-circle (contained in $\mathbb{H}$) of radius $\varepsilon$ around $z$. 

---
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Then $\nu_{h,\varepsilon}^\gamma$ converges in probability to a limiting measure $\nu_h^\gamma$ (resp., $\nu_{h,\varepsilon}$ converges in probability to a limiting measure $\nu_h$ when $\gamma = 2$) as $\varepsilon \to 0$. These convergences are with respect to the topology of local weak convergence of measures on $\mathbb{R}$.

**Lemma 2.10** The result of Lemma 2.9 also holds when $h$ is the field of a $(\gamma', \alpha)$-quantum wedge in the last exit parametrisation, with $2 \geq \gamma' \geq \gamma$ and $\alpha < Q_{\gamma'} \leq Q_\gamma$.

Note that we do not require $\gamma' = \gamma$ here. We need to work in this set-up in, for example, Lemma 2.13.

**Proof.** For notational simplicity we work in the case $\gamma \in (0, 2)$, but the argument when $\gamma = 2$ is the same. Without loss of generality, it suffices to show that $\nu_{h,\varepsilon}^\gamma$ converges in probability, as a measure on $[-1, 1]$, as $\varepsilon \to 0$. To show this, we will explain how to obtain $\tilde{h}|_D$ from a field $h'$ that is absolutely continuous with respect to a Neumann GFF (by re-centring around a $\nu^\alpha$-typical point). The result then follows from Lemma 2.9.

More precisely, we consider the following construction. Let $\mathbb{P}$ denote the law of a Neumann GFF on $\mathbb{H}$, with additive constant fixed so that its average on the unit semi-circle is equal to 0, and write $(h', z)$ for a pair with joint law

$$\frac{1_{\{z \in [-1, 1]\}} \nu_h^\gamma(dz)}{\mathbb{P}[\nu_h^\gamma([-1, 1])]} \mathbb{P}(dh').$$

Let $\bar{h}$ be the field $h'$ after re-centring around the point $z$, i.e., $\bar{h} = h'(-z)$.

Then it follows from [14, §6.3] that if $\bar{h}_{\text{rad}}$ is the projection of $\bar{h}$ onto $H_1(\mathbb{H})$ (and $h_{\text{rad}}(s)$ denotes its common value on the semi-circle of radius $e^{-s}$ around 0) then $h_{\text{rad}}(s) - h_{\text{rad}}(0)$ for $s > 0$ has the law of $(B_{2s} + \alpha s)_{s \geq 0}$, where $B$ is a standard Brownian motion. Moreover, by scale invariance of $h_{\text{circ}}^\gamma$, the projection $\bar{h}_{\text{circ}}$ of $\bar{h}$ onto $H_2(\mathbb{H})$ is equal in law to $h_{\text{circ}}^\gamma$.

Now, let $M = \sup_{s > 0} \bar{h}_{\text{rad}}(s) - Q_{\gamma}s$, and let $T$ be the time at which this maximum is achieved (these are both finite a.s. since $\alpha < Q_\gamma$ by assumption). Then by scale invariance of $h_{\text{circ}}^\gamma$, if $\psi_T : \mathbb{H} \to \mathbb{H}$ is the map $z \mapsto e^{-T}z$, the field $\tilde{h} := h \circ \psi_T - M$ restricted to $\nu_{\text{circ}}^\gamma$ has the same law as $h$ restricted to $\mathbb{H}^+$. From here we can conclude, by observing that the law of $h'$ is absolutely continuous with respect to that of a Neumann GFF in $\mathbb{H}$. Therefore, since all that is done to get from $h'$ to $\tilde{h}$ is to re-centre around a random point, rescale by a random amount, and subtract a random constant, Lemma 2.9 implies that $\nu_{h,\varepsilon}^\gamma$ converges in probability as a measure on $[-1, 1]$. By the previous paragraph, the same thing then holds for $\bar{h}$. □

**Remark 2.11** The measures $\nu_{h}^\gamma$, $\nu_h$ defined in Lemmas 2.9 and 2.10 are a.s. atomless and give strictly positive mass to every interval of strictly positive length a.s. (see, for example, [14, §2]).

**Remark 2.12** The measures $\nu_{h'}^\gamma$ (resp., $\nu_{h'}$) can be defined using the same regularisation procedure whenever $h' = h \circ \phi + Q_{\gamma} \log |\phi'|$ (resp., $h' = h \circ \phi + 2\log |\phi'|$) for $h$ as in Lemma 2.9 or 2.10 and some conformal map $\phi$. Equivalently, $\nu_{h'}^\gamma$ (resp., $\nu_{h'}$) can be defined as the push-forward of $\nu_h^\gamma$ (resp., $\nu_h$) by $\phi^{-1}$.

The following lemma will be important when we construct the critical quantum zipper by taking a limit of subcritical quantum zippers.

**Lemma 2.13** Let $\gamma_n \uparrow 2$ as $n \to \infty$, and $h$ be a $(2, 1)$-quantum wedge in the last exit parametrisation. Then

$$\frac{\nu_h^\gamma}{2 - \gamma_n} \to 2\nu_h$$

in probability as $n \to \infty$, with respect to the topology of local weak convergence of measures on $\mathbb{R}$.

**Proof.** This was shown in [2, §4.1.1-2] when $h$ is either one of the fields in the statement of Lemma 2.9. It extends to the case when $h$ is a $(2, 1)$-quantum wedge by the same proof as for Lemma 2.9 (using that it holds for the Neumann boundary condition GFF and then re-centring the field around a $\nu_h^\gamma$-typical point). □
2.4 Schramm–Loewner evolutions

We assume the reader is familiar with the basic theory of Schramm–Loewner evolutions (SLE): for an introduction, see e.g. [19, 18]. In this section we simply fix some notation and discuss a few points that will be relevant later on.

In this article, we will consider chordal SLE with $\kappa \in (0,4]$. SLE$_{\kappa}$ in $\mathbb{H}$ from 0 to $\infty$ is defined to be the Loewner evolution in $\mathbb{H}$ with random driving function $(W_t)_{t \geq 0} = (\sqrt{\kappa}B_t)_{t \geq 0}$, where $B$ is a standard Brownian motion. When $\kappa \in (0,4]$ an SLE$_{\kappa}$ is a.s. a simple curve that does not touch the real line. We usually parametrise an SLE$_{\kappa}$ curve $\eta$ by half-plane capacity: that is, we choose the parametrisation of $\eta$ such that for every $t > 0$, the unique conformal map $g_t : \mathbb{H} \setminus \eta([0,t]) \rightarrow \mathbb{H}$ with $g_t(z) = z + a_t/z + O(|z|^{-2})$ as $|z| \rightarrow \infty$ for some $a_t > 0$, satisfies $a_t = 2t$. We use the notation $g_t$ for the centred Loewner map $g_t = g_t - W_t$, that sends $\eta(t)$ to 0.

A curve $\eta$ between boundary points $a$ and $b$ in a domain $D$ is said to be an SLE$_{\kappa}$ from $a$ to $b$ if it is the image of an SLE$_{\kappa}$ in $\mathbb{H}$ from 0 to $\infty$, under a conformal map from $\mathbb{H}$ to $D$ mapping 0 to $a$ and $\infty$ to $b$.

Definition 2.14 (Reverse SLE$_{\kappa}$) A reverse Loewner evolution with continuous driving function $W_t : [0,\infty) \rightarrow \mathbb{R}$ is a solution $f(t,z) = \tilde{f}_t(z)$ to the following differential equation for every $z \in \mathbb{H}$:

$$\partial_t \tilde{f}_t(z) = -\frac{2}{\tilde{f}_t(z)} - W_t; \quad \tilde{f}_0(z) = z.$$ 

In fact for every $z \in \mathbb{H}$ (see e.g. [18, Lemma 4.9]), a solution exists for all $t \geq 0$, so that each $\tilde{f}_t$ defines a map $\mathbb{H} \mapsto \tilde{f}_t(\mathbb{H})$.

A reverse SLE$_{\kappa}$ flow is the reverse Loewner evolution $(\tilde{f}_t)_{t \geq 0}$ driven by $W_t = \sqrt{\kappa}dB_t$, where $B$ is a standard Brownian motion. One can also consider the centred reverse SLE$_{\kappa}$ flow, defined by $f_t(z) = \tilde{f}_t(z + W_t)$ for all $z,t$. Then $(f_t)_{t \geq 0}$ satisfies the following SDE for all $z \in \mathbb{H}$:

$$df_t(z) = -\frac{2}{f_t(z)}dt - dW_t \quad f_0(z) = z. \quad (2.7)$$

Moreover, there a.s. exists a continuous curve $\eta$ such that for each $t$ we have $\mathbb{H} \setminus f_t(\mathbb{H}) = \eta([0,t])$.

Due to the time-reversal property of Brownian motion, if $(f_t)_{t \geq 0}$ is a centred reverse SLE$_{\kappa}$ and $(g_t)_{t \geq 0}$ is a centred forward SLE$_{\kappa}$, both parametrised by half-plane capacity, then for any fixed $t \geq 0$, $f_t^{-1}$ is equal in law to $g_t$. In other words, if $t > 0$ is fixed, $\eta([0,t])$ is a forward SLE$_{\kappa}$ run until it has half-plane capacity $t$ and $\eta'([0,t])$ is a reverse SLE$_{\kappa}$ run until it has half-plane capacity $t$, then $\eta([0,t])$ is equal in law to $\eta'([0,t])$.

Let us now provide a notion of convergence for Loewner evolutions; this will be particularly important in our construction of the critical conformal welding. Note that when considering sequences $(f_n)_{n \in \mathbb{N}}$ or $(g_n)_{n \in \mathbb{N}}$ of Loewner evolutions, we move the time parameter $t$ into a superscript.

Definition 2.15 Suppose that $(f_n^i)_{i \geq 0}$ for $n \in \mathbb{N}$ and $(f^i)_{i \geq 0}$ are centred, reverse Loewner evolutions in $\mathbb{H}$ from 0 to $\infty$, parametrised by half-plane capacity. Let $\sigma_n : \mathbb{R} \rightarrow [0,\infty)$ be defined by setting $\sigma_n(x) = \inf\{t \geq 0 : f_n^i(x) = 0\}$ for each $x \in \mathbb{R}, n \in \mathbb{N}$, and define $\sigma$ in the corresponding way for $f$. Then we say that $f_n \rightarrow f$ in the Carathéodory+ topology if

- for every $T < \infty$ and $\varepsilon > 0$, $f_n$ converges to $f$ uniformly on $[0,T] \times \{\mathbb{H}+i\varepsilon\}$; and
- $\sigma_n \rightarrow \sigma$ uniformly on compacts of $\mathbb{R}$.

Remark 2.16 Note that this is stronger than the usual notion of Carathéodory convergence for Loewner evolutions. For forward Loewner evolutions, Carathéodory convergence is characterised by the requirement that, if $g_n, g$ are the flows in question, we have $g_n^{-1} \rightarrow g^{-1}$ uniformly on $[0,T] \times \{\mathbb{H}+i\varepsilon\}$ for every $T, \varepsilon > 0$ (see [19, §4.7]). The motivation for working with this stronger topology should be clear from the nature of the conformal welding problem that we are considering.

In the sequel we make the following slight abuse of notation. Suppose we have $(\eta_n)_{n \in \mathbb{N}}$ and $\eta$, a collection of simple, continuous, transient curves starting from 0 in $\mathbb{H}$. Then we will say that $\eta_n \rightarrow \eta$ in the Carathéodory
topology, if the corresponding forward (half-plane capacity parametrised) Loewner evolutions converge in the Carathéodory sense.

The convergence results that will be important in this article are the following.

**Lemma 2.17** Suppose that \( \kappa_n \uparrow 4 \) as \( n \to \infty \), that \( \eta_n \) has the law of an \( \text{SLE}_{\kappa_n} \) curve in \( \mathbb{H} \) from 0 to \( \infty \) for each \( n \in \mathbb{N} \), and that \( \eta \) has the law of an \( \text{SLE}_4 \) in \( \mathbb{H} \) from 0 to \( \infty \). Then \( \eta_n \to \eta \) in distribution as \( n \to \infty \), with respect to the Carathéodory topology.

**Proof.** See [18, Lemma 6.2] \( \square \)

**Lemma 2.18** Suppose that \( \kappa_n \uparrow 4 \) as \( n \to \infty \), and that \( f_n \) is a centred, reverse \( \text{SLE}_{\kappa_n} \) in \( \mathbb{H} \) from 0 to \( \infty \) for each \( n \). Let \( f \) be a centred, reverse \( \text{SLE}_4 \) in \( \mathbb{H} \) from 0 to \( \infty \). Then \( f_n \) converges to \( f \) in distribution, with respect to the Carathéodory+ topology.

**Proof.** For the proof we couple together \( ((f_n)_{n \in \mathbb{N}}, f) \), by setting their driving functions equal to \( ((\sqrt{\kappa_n}B)_{n \in \mathbb{N}}, 2B) \), where \( B \) is a single standard Brownian motion. Then by [18 Proposition 6.1] we have that \( f_n \to f \) uniformly a.s. on \([0,T] \times (\mathbb{H} + i\varepsilon)\), for any \( T, \varepsilon > 0 \).

To show the convergence of \( \sigma_n \) (as in Definition 2.15), we define \( h_n^t(x) := ((\sqrt{\kappa_n})^{-1}f_n((\sqrt{\kappa_n}/2)x))_{t \geq 0} \) for each \( n \) and \( x \in \mathbb{R} \) so that

\[
\begin{align*}
    dh_n^t(x) &= \frac{-2(\frac{1}{\kappa_n})}{h_n^t(x)} dt - 2dW_t \quad \text{for all } t \leq \sigma_n^*(x); \\
    df_n(x) &= \frac{-2}{f_n(x)} dt - 2dW_t \quad \text{for all } t \leq \sigma_n(x); \\
    h_0(x) &= x, \\
    f_0(x) &= x, \quad (2.8)
\end{align*}
\]

where \( \sigma_n^*(x) := \sigma_n(\frac{\sqrt{\kappa_n}}{2} x) \).

We will first show that \( \sigma_n^* \to \sigma \) uniformly a.s. on compacts of time. Observe that the coupled equations \( (2.8) \) imply that for any fixed \( x \in \mathbb{R} \), \( \sigma_n^*(x) \) is a.s. increasing in \( n \) and bounded above by \( \sigma(x) \), so has some a.s. limit \( \sigma^*(x) \leq \sigma(x) \). In fact, it holds that \( \sigma^*(x) = \sigma(x) \) a.s. To see this, without loss of generality assume that \( x > 0 \) and suppose for contradiction that \( \sigma(x) > \sigma^*(x) \). This means that for some \( \varepsilon > 0 \) we have

\( f^t(x) \geq \varepsilon \) for all \( t \leq \sigma^*(x) \). Define \( \sigma_n^*(x) \) to be the first time that \( h^t_n(x) \leq \varepsilon/2 \) for each \( n \), so that:

- \( \sigma_n^*(x) \leq \sigma_n^*(x) \leq \sigma_n(x) \) for all \( n \); and
- \( h^t_n(x), f^t(x) \geq \varepsilon/2 \) for all \( t \leq \sigma_n^*(x) \) and all \( n \).

Then \( (2.8) \), plus Grönwall’s inequality applied to the function \( h^t_n - f^t \), implies that \( |h^t_n(x) - f^t_n(x)| \to 0 \) as \( n \to \infty \). This is a contradiction, since the first term in the difference is equal to \( \varepsilon/2 \) by definition, and the second should always be greater than \( \varepsilon \).

For any \( K > 0 \), this argument then gives the existence of a probability one event \( \Omega_0 \), on which we have \( \sigma_n^*(q) \to \sigma(q) \) for all \( q \in \mathbb{Q} \cap [0, K + 1] \). Since \( \sigma \) and \( (\sigma_n)_{n \in \mathbb{N}} \) are defined from reverse \( \text{SLE}_4 \) curves, we may also assume that \( \sigma \) and \( (\sigma_n)_{n \in \mathbb{N}} \) are continuous on \( \Omega_0 \). So now, suppose we are working on \( \Omega_0 \), and take any \( x \in [0, K] \). Let \( q_k^- \uparrow x \) and \( q_k^+ \downarrow x \) with \( q_k^\pm \in \mathbb{Q} \cap [0, K + 1] \) for every \( k \), so that \( \sigma_n^*(q_k^-) \leq \sigma_n^*(x) \leq \sigma_n^*(q_k^+) \) for every \( n \), and \( \sigma_n^*(q_k^-) \uparrow \sigma(q_k^-), \sigma_n^*(q_k^+) \uparrow \sigma(q_k^+) \) as \( n \to \infty \) for every \( k \). This means that \( \sigma_n^*(x) \) is a bounded sequence, and any converging subsequence has limit lying between \( \sigma(q_k^-) \) and \( \sigma(q_k^+) \) for every \( k \). Since \( \sigma_n \) is continuous, this implies that any such subsequential limit must be equal to \( \sigma(x) \), and so in fact, it must be that \( \sigma_n^*(x) \to \sigma(x) \).

To summarise, on this event \( \Omega_0 \) of probability one, we have that: \( \sigma_n^* \to \sigma \) pointwise on \([0, K] \); \( \sigma_n^*(x) \) is increasing in \( n \) for every \( x \in [0, K] \); and the functions \( \sigma \) and \( (\sigma_n^*)_{n \in \mathbb{N}} \) are continuous. These are exactly the conditions of Dini’s theorem, and so we may deduce that \( \sigma_n^* \to \sigma \) uniformly on \([0, K] \) a.s.

To finish the proof, it is enough to show that for \( K' \) arbitrary, the quantity \( \sup_{x \in [0, 2K']} |\sigma_n(x) - \sigma(x)| \) converges to 0 a.s. as \( n \to \infty \). Suppose without loss of generality that \( \kappa_n \geq 2 \) for all \( n \). Then setting \( K = 2K' \) in the previous paragraph, one deduces the existence of a probability one event \( \Omega_1 \), on which \( \sup_{y \in [0, 2K']} |\sigma_n(y) - \sigma(y)| \to 0 \) as \( n \to \infty \) and \( \sigma \) is continuous. Then we have

\[
\begin{align*}
    \sup_{x \in [0, K']} |\sigma_n(x) - \sigma(x)| &= \sup_{x \in [0, K']} |\sigma_n((2/\sqrt{\kappa_n}) x) - \sigma(x)| \\
    &\leq \sup_{x \in [0, K']} |\sigma_n((2/\sqrt{\kappa_n}) x) - \sigma((2/\sqrt{\kappa_n}) x)| + |\sigma((2/\sqrt{\kappa_n}) x) - \sigma(x)| \\
    &\leq \sup_{y \in [0, 2K']} |\sigma_n(y) - \sigma(y)| + \sup_{x \in [0, K']} |\sigma((2/\sqrt{\kappa_n}) x) - \sigma(x)|,
\end{align*}
\]
and on $\Omega_1$, the final expression goes to 0. This completes the proof. \qed

3 The $(2, 2)$-wedge via “zooming in” at quantum-typical point

The main goal of this section is to prove Proposition 3.1 below. This proposition illustrates why the $(2, 2)$-quantum wedge is a particularly natural quantum surface, and will also be important in our proof of Theorem 1.2 Before we state this proposition, we briefly define the relevant notion of convergence for $\gamma$-LQG surfaces. Let $S_n$ for $n \in \mathbb{N}$ and $S$ be doubly-marked $\gamma$-quantum surfaces with the topology of $\mathbb{H}$. We say that $S_n$ converges to $S$ in the sense of doubly-marked $\gamma$-quantum surfaces if we can find parametrisations $(D, h_n, a, b)$ and $(D, h, a, b)$ of $S_n$ and $S$, respectively, with $D \subseteq \mathbb{C}$ and $a, b \in \partial D$, such that for any open and bounded $U \subseteq D$, $h_n|_U$ converges to $h|_U$ in $H^{-1}(U)$.

Proposition 3.1 Let $D \subset \mathbb{H}$ be a simply connected domain such that $\partial D \cap \mathbb{R}$ contains an interval of positive length. Furthermore, assume there exists a conformal map $\phi : D \to \mathbb{H}$ such that the derivative $\phi'$ extends continuously to $\partial D \cap \mathbb{R}$ and is non-zero on $D \cup \{\partial D \cap \mathbb{R}\}$. Let $h$ be an instance of the GFF with continuous Dirichlet boundary conditions on $\partial D \setminus \mathbb{R}$ and free boundary conditions on $\partial D \cap \mathbb{R}$. Let $I = (a, b) \subset \partial D \cap \mathbb{R}$ be a bounded interval, and let $z_0$ be an arbitrary fixed point of $\partial D \setminus I$. Finally, sample $z$ uniformly from $\nu_h$ restricted to $I$ (renormalised to be a probability measure).

Then as $C \to \infty$, conditioned on the location of $z$ and on $\nu_h([a, z]), \nu_h([z, b])$, the random quantum surface $(D, h + C, z, z_0)$ converges in law with probability one with respect to $z, \nu_h([a, z]), \nu_h([z, b])$ (in the sense of doubly-marked 2-quantum surfaces) to a $(2, 2)$-quantum wedge.

Remark 3.2 Note that the above is a statement about the law of a quantum surface conditionally on several quantities. The same statement holds unconditionally, but we need the stronger statement for the proof of Theorem 1.2. Let us now briefly explain why.

Theorem 1.2 says that when we cut a $(2, 1)$-quantum wedge with an independent $\text{SLE}_4$, the surfaces on either side are independent $(2, 2)$-quantum wedges. For the proof the idea is to make use of the stationary critical zipper, Theorem 1.3. This can be used (by “zipping down” the $\text{SLE}_4$ some amount of quantum length) to say that the law of two surfaces in question are the same as the law as the surfaces $\lim_{C \to \infty} (\mathbb{H}, h + C, X, \infty)$ and $\lim_{C \to \infty} (\mathbb{H}, h + C, Y, \infty)$ where $X, Y$ are two quantum-typical points at equal quantum distance to the right and left of 0. See Proposition 5.1 and the proof of Theorem 1.3 below. In particular $X$ and $Y$ depend on one another via the quantum boundary length measure. It is therefore important to know that the local convergence to a quantum wedge described in Proposition 3.1 holds even given this information.

We first prove a lemma that says, roughly speaking, that convergence of the type considered in Proposition 3.1 only depends on the local behaviour of the field $h$ around the point $z$. This will be useful several places in what follows.

Lemma 3.3 Consider the setting of Proposition 3.1, but now with arbitrary $h \in H_{\text{loc}}^{-1}(\hat{D})$, where $\hat{D} \subset \mathbb{H}$ is a simply connected domain containing $D$. Assume further that the boundary measure $\nu_h$ is well-defined on $I$ (as in Lemma 2.9), and a.s. assigns positive and finite mass to every subinterval of $I$ with strictly positive length. Finally, let $z_0$ be an arbitrary fixed point on $\partial \hat{D} \setminus I$. Then the following statements are equivalent:

(i) conditioned on the location of $z$, and on $\nu_h([a, z]), \nu_h([z, b])$, the random quantum surface $(D, h|_D + C, z, z_0)$ converges in law to a $(2, 2)$-quantum wedge as $C \to \infty$;

(ii) conditioned on the location of $z$, and on $\nu_h([a, z]), \nu_h([z, b])$, the random quantum surface $(\hat{D}, h + C, z, z_0)$ converges in law to a $(2, 2)$-quantum wedge as $C \to \infty$.

We remark that convergence of quantum surfaces is defined somewhat differently in [28] and [11] than in the current paper. In [28] one embeds the surfaces such that the field $h_n$ gives unit mass to the unit half-disk for all $n$, and the surfaces are said to converge if, restricted to any bounded subset of $\mathbb{H}$, the area measures $\mu_{h_n}^{(0)}$ associated with the $h_n$ converge weakly to the area measure $\mu_h^{(0)}$ associated with $h$. In [11] one embeds the surfaces with the unit circle embedding and requires that the fields $h_n$ converge as distributions to $h$. However, the exact notion of convergence considered does not play an important role in this paper, and the convergence results we prove also hold for the alternative notions of convergence considered in [28] and [11].
Proof. We may assume without loss of generality that \( h \in H^{-1}(\hat{\mathcal{D}}) \) (rather than \( h \in H^{-1}_{\text{loc}}(\hat{\mathcal{D}}) \)) since the field of a \((2, 2)\)-quantum wedge restricted to any bounded set is in \( H^{-1}(\hat{\mathcal{D}}) \), so the considered fields must be in \( H^{-1}(U) \) for some neighbourhood \( U \) around \( z \) in order for the assumed convergence to hold. We may also assume without loss of generality that \( \hat{\mathcal{D}} = \mathbb{H} \) and \( \hat{z}_0 = \infty \). Consider a conformal map \( \phi : \mathbb{H} \to D \) sending \( 0 \mapsto z \) and \( \infty \mapsto \hat{z}_0 \). Without loss of generality, upon replacing \( \phi \) by \( \phi(c \cdot) \) for an appropriate \( c > 0 \), we may assume that \( \phi'(0) = 1 \). We only prove that (ii) implies (i), since the other direction can be verified by a similar argument.

Suppose that (ii) holds, and write \( \tilde{\partial}_\phi \) for a random element of \( H^{-1}(\mathbb{H}) \), with the law of \( h(z + \hat{z}) \) conditionally on \((z, \nu_{h}(\{a, z\}), \nu_{h}(\{z, b\}))\). Then for every \( C > 0 \) there exists a random conformal map \( \psi_C : \mathbb{H} \to \mathbb{H} \) of the form \( w \mapsto r_C w \) for \( r_C > 0 \), such that \( \tilde{\partial}_\phi \circ \psi_C + 2 \log |\phi'| + C \) converges in law in \( H^{-1}(\mathbb{H}) \) as \( C \to \infty \), to the field described in Definition 2.5. Note that \( r_C \to 0 \) as \( C \to \infty \) since when \( C \to \infty \) the measure assigned to any fixed boundary segment by \( \tilde{\partial}_\phi \circ \psi_C + 2 \log |\phi'| + C \) goes to infinity, while the measure assigned to \( (say) [-1, 1] \) by the field in Definition 2.5 is of order 1.

By the definition of convergence for doubly-marked \( 2\)-LQG surfaces, in order to prove (i) it is sufficient to show convergence of the following quantum surface to a \((2, 2)\)-quantum wedge:

\[
(\mathbb{H}, \tilde{\partial}_\phi \circ \psi_C + 2 \log |\phi'| + C, 0, \infty),
\]

where we note that the field depends only on the restriction of \( h \) to \( D \). Equivalently, letting \( h_{\text{wedge}} \) denote the field in Definition 2.5, it is sufficient to show the existence of maps \( \tilde{\psi}_C : \mathbb{H} \to \mathbb{H} \) of the same form as \( \psi_C \) such that the convergence in law

\[
\tilde{\partial}_\phi \circ \tilde{\psi}_C + 2 \log |\phi'| \circ \tilde{\psi}_C + 2 \log |\tilde{\psi}_C'| + C \to h_{\text{wedge}}.
\]

holds in \( H^{-1}(\mathbb{H}) \) as \( C \to \infty \). We will show that this in fact holds with \( \tilde{\psi}_C = \psi_C \).

To do this, we set \( \tilde{h}_C := \tilde{\partial}_\phi \circ \psi_C + 2 \log |\phi'| \circ \psi_C + C \) and rewrite the left-hand side of (3.1) as

\[
\tilde{h}_C \circ \psi_C^{-1} \circ \phi \circ \psi_C + 2 \log |\phi' \circ \psi_C|,
\]

where we can immediately note (since \( \phi'(0) = 1 \), \( \phi' \) is continuous, and \( r_C \to 0 \)) that the second term converges to 0 in distribution as \( C \to \infty \). Furthermore, \( \tilde{h}_C \) is equal in distribution to \( h_{\text{wedge}} + g_C \) where \( g_C \Rightarrow 0 \) in \( H^{-1}(\mathbb{H}) \) as \( C \to \infty \). Defining \( \tilde{\phi}_C = \psi_C^{-1} \circ \phi \circ \psi_C \), in order to conclude the proof it is therefore sufficient to show that

\[
(i) \quad h_{\text{wedge}} \circ \tilde{\phi}_C \Rightarrow h_{\text{wedge}}, \quad (ii) \quad g_C \circ \tilde{\phi}_C \Rightarrow 0,
\]

as \( C \to \infty \), whenever \( (h_{\text{wedge}}, \tilde{\phi}_C) \) and \((g_C, \tilde{\phi}_C)\) are coupled such that the marginal laws of \( h_{\text{wedge}}, g_C \) and \( \tilde{\phi}_C \) are as in the discussion above. Observe that \( \tilde{\phi}_C - z \) and its first derivatives converge to 0 in probability, uniformly on compact subsets of \( \mathbb{H} \cup \mathbb{R} \) as \( C \to \infty \).

Let \( \mathcal{F} := \{ f \in H_0(\mathbb{H}) : \| f \|_{\text{loc}} = 1 \} \) and recall that for an arbitrary \( g \in H^{-1}(\mathbb{H}) \), its \( H^{-1}(\mathbb{H}) \) norm is defined by

\[
\| g \|_{H^{-1}(\mathbb{H})} = \text{sup} \{ (g, f) : f \in \mathcal{F} \}.
\]

To prove (ii), first note that

\[
\| f \circ \tilde{\phi}_C^{-1} \|_{\text{loc}} = \int |\partial_x (f \circ \tilde{\phi}_C^{-1})|^2 + |\partial_y (f \circ \tilde{\phi}_C^{-1})|^2 = \int |\partial_x f|^2 (1 + \xi_1) + |\partial_y f|^2 (1 + \xi_2),
\]

for some functions \( \xi_1, \xi_2 \) converging to 0 in probability, uniformly on compact sets as \( C \to \infty \). Therefore the inequality \( \| f \circ \tilde{\phi}_C^{-1} \|_{\text{loc}} \leq 2 \| f \|_{\text{loc}} \) holds with probability converging to 1 as \( C \to \infty \), uniformly on \( \mathcal{F} \). We now get (ii), since \( \| g_C \|_{H^{-1}(\mathbb{H})} \to 0 \) as \( C \to \infty \), and

\[
\text{sup} \{ g_C \circ \tilde{\phi}_C, f \}_{\mathcal{F}} = \text{sup} \{ g_C, f \circ \tilde{\phi}_C^{-1} \}_{\mathcal{F}} \leq \text{sup} \{ g_C \|_{H^{-1}(\mathbb{H})} \cdot \| f \circ \tilde{\phi}_C^{-1} \|_{\text{loc}} \leq 2 \| g_C \|_{H^{-1}(\mathbb{H})}
\]

with probability converging to 1 as \( C \to \infty \).
Lemma 3.5
Denote by $\nu$ the law of $h$, and this therefore converges to 0 in probability as $C \to \infty$, uniformly in $\nu \in \mathcal{F}$ and as $C \to \infty$,

$$\langle h_{\text{wedge}} \circ \phi_C - h_{\text{wedge}}, f \rangle \nu = \langle h_{\text{wedge}}, f \circ \phi_C^{-1} - f \rangle \nu \leq \|h_{\text{wedge}}\|_{H^{-1}(B)} \cdot \|f \circ \phi_C^{-1} - f\| \nu \Rightarrow 0.$$ 

□

For $z \in I$ and $\varepsilon > 0$, define the semi-disk $\hat{B}(z, \varepsilon)$ and $\varepsilon_z \in (0, 1]$ by

$$\hat{B}(z, \varepsilon) := B(z, \varepsilon) \cap \mathbb{H}, \quad \varepsilon_z = \sup\{\varepsilon \in (0, 1] : \hat{B}(z, \varepsilon) \subset D\}.$$ 

Unless otherwise stated we assume throughout the section that $I$ is bounded away from $\mathbb{H} \setminus D$ and, to simplify notation slightly, that

$$\inf\{\varepsilon_z : z \in I\} > 1. \tag{3.2}$$

Let $h$ be a random generalised function with the law described in Proposition 3.1 in the sequel, we denote the law of $h$ by $\mathbb{P}$. For $\varepsilon \in (0, \varepsilon_z)$ let $h_{\varepsilon}(z)$ denote the average of $h$ on the semi-circle $\partial \hat{B}(z, \varepsilon) \cap \mathbb{H}$, and for $\beta > 1$ and $\varepsilon \in (0, 1]$, define the measure $d_{h,\varepsilon}^\beta$ on $I$ by

$$d_{h,\varepsilon}^\beta(dz) = \left(-\frac{h_{\varepsilon}(z)}{2} + \log(1/\varepsilon) + \beta\right) e^{h_{\varepsilon}(z)} \varepsilon \mathbf{1}_{\{\frac{h_{\varepsilon}(z)}{\hat{B}(z, \varepsilon)} < \log(1/\varepsilon) + \beta \forall \varepsilon \in [0, 1]\}} \mathbf{1}_{\varepsilon_z \in I} dz. \tag{3.3}$$

These measures played an important role in [12, 13, 22], and they are closely related to the derivative martingale for the branching random walk (9). The key point is that $d_{h,\varepsilon}^\beta$ is a good approximation to the measure $\nu_{h,\varepsilon}$ from Lemma 2.9 when $\beta$ is large. It is however more convenient to work with, since its total mass is uniformly integrable in $\varepsilon$ (which is not the case for $\nu_{h,\varepsilon}$). More precisely, we have the following.

**Lemma 3.4** For any $A \subset I$ the family $(d_{h,\varepsilon}^\beta(A))_{\varepsilon \in (0, 1]}$ is uniformly integrable (under $\mathbb{P}$).

**Lemma 3.5** Denote by $C_\beta$ the event $\{\sup_{z \in I} \frac{h_{\varepsilon}(z)}{2} < \log(1/\varepsilon) + \beta : \forall \varepsilon \in [0, 1]\}$. Then $\mathbb{P}(C_\beta) \to 1$ as $\beta \to \infty$.

The version of Lemma 3.4 when the measures $d_{h,\varepsilon}^\beta$ are defined in the bulk comes from [22], and the proof goes through in exactly the same way for the boundary measures 3.3. Lemma 3.5 is a consequence of 11.

**Remark 3.6** On the event $C_\beta$ it holds that $d_{h,\varepsilon}^\beta(dz) = \nu_{h,\varepsilon}(dz) + \beta \varepsilon e^{h_{\varepsilon}(z)} dz$. Moreover, (see 22) the measure $\varepsilon e^{h_{\varepsilon}(z)} dz$ converges to 0 a.s. as $\varepsilon \to 0$.

By uniform integrability of $d_{h,\varepsilon}^\beta(I)$, we have the following.

**Lemma 3.7** Let $\beta$ be fixed. Then the sequence $(h, d_{h,\varepsilon}^\beta)$ is tight in $\varepsilon$, with respect to the product topology formed from the topology of $H_{\text{loc}}^1(D)$ in the first coordinate and the weak topology for measures on $D$ in the second coordinate.

Let us take a subsequence of $\varepsilon$ along which

$$(h, d_{h,\varepsilon}^\beta) \Rightarrow (h, d^\beta),$$

and denote by $\mathbb{P}_\infty$ the law of the limiting pair. Note that the $\mathbb{P}_\infty$ marginal law of $h$ must be equal to its $\mathbb{P}$ law (as in Proposition 3.1). Also write $d_{h}^\beta$ for the $\mathbb{P}_\infty$ conditional law of $d^\beta$ given $h$, which is a measurable function of $h$ by definition (although we will not need it, the proof of Lemma 3.10 below actually shows that this function does not depend on the chosen subsequence). In fact, it should be the case that under $\mathbb{P}_\infty$, $d^\beta$ is measurable with respect to $h$ (and so $d^\beta$ and $d_{h}^\beta$ are equal a.s.). However, for us it suffices to simply work with $d_{h}^\beta$. 
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Remark 3.8: Observe that by Remark 3.6, on the event $\mathcal{C}_\beta$ the convergence $d_{h,\varepsilon}^3 \rightarrow \nu_h$ holds in probability as $\varepsilon \to 0$ (i.e., along any subsequence). Thus $d_{h}^3 = d_{h}^3 = \nu_h$ on this event.

The following elementary lemma will be used in the proof of Proposition 3.1. It is straightforward to verify using Girsanov’s theorem, the Markov property of Brownian motion, the reflection principle, and the fact that a 3-dimensional Bessel process started from a positive value is equal in law to a 1-dimensional Brownian motion started from that value and conditioned to stay positive. See, for example, [21, Example 3].

Lemma 3.9: Let $(B_t)_{t \geq 0}$ be a Brownian motion started from a possibly random position $B_0$ and let $\alpha := \text{Var}(B_1 - B_0)$ (so the Brownian motion has speed $\sqrt{\alpha}$). Let $\beta, \gamma > 0$. Assume $\mathbb{P}[B_0 < \beta] > 0$ and $\mathbb{E}[|B_0|^\gamma | B_0] < \infty$. Then the following process $(M_t)_{t \geq 0}$ is a martingale (with respect to the natural filtration of $B$):

$$M_t := (-B_t + \gamma \alpha t + \beta)1_{\{B_t > 0\}} \mathbb{P}[\mathbb{R}^3_{B_0} = e^{\gamma B_t} - \frac{\alpha}{\beta} \gamma \alpha t].$$

For $t \geq 0$ let $\mathbb{P}_t$ denote the probability measure for which the Radon-Nikodym derivative relative to $\mathbb{P}$ is proportional to $M_t$. Define $X_u := -B_u + \gamma \alpha u + \beta$ for $u \geq 0$. Under $\mathbb{P}_1$, the process $(X_u)_{u \leq t}$ has the following law:

- $X_0$ has the law of $-B_0 + \beta$ reweighted by $M_0 = (-B_0 + \beta)1_{\{B_0 > 0\}} e^{\gamma B_0}$.
- Conditioned on $X_0$, $(X_u)_{u \in [0,t]}$ has the law of $(B_0 e^{\gamma X_s})_{u \in [0,t]}$, where $B$ is a 3-dimensional Bessel process started from $X_0$.
- Conditioned on $(X_u)_{u \in [0,t]}$, the process $(X_{u+t} - X_t)_{u \geq 0}$ has the law of $(B_u - B_0)_{u \geq 0}$.

Lemma 3.10: Let $h$ and $\beta$ be as in Lemma 3.7. Let $\mathbb{Q}$ denote the law of $h$ reweighted by $d_{h,\varepsilon}^3(I)$, and define

$$g(z) := \mathbb{Q}(-h_1(z) + \beta)e^{h_1(z)}1_{\{h_1(z) < \beta\}}.$$ Note that under $\mathbb{Q}$, $d_{h,\varepsilon}^3(I)$ is a.s. strictly positive. Then (i) and (ii) below give two equivalent procedures to sample a pair

$$(\hat{h}, z) \in I \text{ and } \hat{h} \in H^{-1}(B(z,1)).$$

(i) Sample $h$ according to $\mathbb{Q}$, then sample $z$ from $d_{h,\varepsilon}^3$ (normalised to be a probability measure), and set

$$\hat{h} = h|_{\mathbb{B}(z,1)}.$$ (ii) Sample $z$ from $I$ with density proportional to $g$ relative to Lebesgue measure, and then set $\hat{h} = \hat{h}_{\text{circ}} + \hat{h}_{\text{rad}}$, where $\hat{h}_{\text{circ}}$ and $\hat{h}_{\text{rad}}$ are independent, $\hat{h}_{\text{circ}}$ has the law of the projection of $h$ onto $H_2(B(z,1))$, and $\hat{h}_{\text{rad}}(x) = A_{-\log |x-z|}$ for a process $(A_s)_{s \geq 0}$ such that:

- $A_0$ has the law of $h_1(z)$, reweighted by $(-h_1(z) + \beta)e^{h_1(z)}1_{\{h_1(z) \leq \beta\}}$;
- conditioned on $A_0$, $(A_s)_{s \geq 0}$ is equal in distribution to $(-B_{2s/\alpha} + 2s + \beta)_{s \geq 0}$ for $(B_s)_{s \geq 0}$ a 3-dimensional Brownian process started from $-A_0 + \beta$.

The proof of Lemma 3.10 goes via an argument in the style of [27].

Proof. Let $\mathbb{Q}_\varepsilon$ be the law of $h$ reweighted by $d_{h,\varepsilon}^3(I)$. By Lemma 3.9 and the definition of $d_{h,\varepsilon}^3$, (i) and (ii') below give two equivalent procedures to sample a pair $(\hat{h}, z)$ as in (3.4).

(i') Sample $h$ according to $\mathbb{Q}_\varepsilon$, then sample $z$ from $d_{h,\varepsilon}^3$ (normalised to be a probability measure), and set

$$\hat{h} = h|_{\mathbb{B}(z,1)}.$$ (ii') Sample $z$ from $I$ with density proportional to $g$ relative to Lebesgue measure, and then set $\hat{h} = \hat{h}_{\text{circ}} + \hat{h}_{\text{rad}}$, where $\hat{h}_{\text{circ}}$ and $\hat{h}_{\text{rad}}$ are independent, $\hat{h}_{\text{circ}}$ has the law of the projection of $h$ onto $H_2(B(z,1))$, and $\hat{h}_{\text{rad}}(x) = A_{-\log |x-z|}$ for a process $(A_s)_{s \geq 0}$ such that:

- $A_0$ has the law of $h_1(z)$, reweighted by $(-h_1(z) + \beta)e^{h_1(z)}1_{\{h_1(z) \leq \beta\}}$;
- conditioned on $A_0$, $(A_s)_{s \geq 0}$ is equal in distribution to $(-B_{2s/\alpha} + 2s + \beta)_{s \geq 0}$ for $(B_s)_{s \geq 0}$ a 3-dimensional Brownian process started from $-A_0 + \beta$;
- conditioned on $(A_s)_{s \in [0,\log \varepsilon^{-1}]}$, $(A_s)_{s \in [\log \varepsilon^{-1}, \infty)}$ is equal in distribution to $(B_{2(s-\log \varepsilon^{-1})} + A_{\log \varepsilon^{-1}})_{s \in [\log \varepsilon^{-1}, \infty)}$ for $(B_s)_{s \geq 0}$ a standard Brownian motion started from 0.
It is clear that the law in (ii') converges to the law in (ii) as ε → 0. Now we will argue that, along the subsequence that was used to define $d_{h,\varepsilon}^\beta$, the law in (i') also converges to the law in (i). Let $F$ be a continuous bounded functional on $H_{\text{loc}}^1(\mathbb{H})$ and let $A \subset I$ be a Borel set. By uniform integrability of $d_{h,\varepsilon}^\beta$, along the considered subsequence,

$$
\frac{\mathbb{P}(d_{h,\varepsilon}^\beta(A)F(h))}{\mathbb{P}(d_{h,\varepsilon}^\beta(I))} \to \frac{\mathbb{P}_\infty(d^\beta(A)F(h))}{\mathbb{P}_\infty(d^\beta(I))} = \frac{\mathbb{P}(d_{h}^\beta(A)F(h))}{\mathbb{P}(d_{h}^\beta(I))},
$$

where we slightly abuse notation and also use $\mathbb{P}, \mathbb{P}_\infty$ to denote expectation relative to the probability measures $\mathbb{P}, \mathbb{P}_\infty$. Since the left-hand side is equal to the expectation of $F(h)1_{\{z \in A\}}$ for $(h, z)$ sampled as in (i') and the right-hand side is equal to the same expectation for $(h, z)$ sampled as in (i), we can conclude that the law in (i') converges to the law in (i). Clearly the equivalence of (i') and (ii') for every ε, together with the convergence (i') ⇒ (i) and (ii') ⇒ (ii) implies the equivalence of (i) and (ii).

\[\square\]

**Lemma 3.11** Let $(\hat{h}, z)$ have the law described in (i) of Lemma 3.10. Then as $C \to \infty$ and conditioned on $z$, the surface $(\hat{B}(z, 1), \hat{h} + C, z, z + i)$ converges in law to a $(2,2)$-quantum wedge.

**Proof.** One can check that the proof of Lemma 3.3 works identically if we condition only on $z$ in (i) and (ii) rather than on $(z, \nu_\alpha([a, z]), \nu_\beta([z, b]))$. By this variant of Lemma 3.3, proving Lemma 3.11 is equivalent to showing that conditioned on $z$, the quantum surface $(\mathbb{H}, \hat{h} + C, z, z, \infty)$, with $\hat{h}$ viewed as a distribution on $\mathbb{H}$, (i.e., we set $\hat{h}$ equal to 0 outside of $\hat{B}(z, 1)$) converges in law to a $(2,2)$-quantum wedge. Write $\hat{B} = \hat{B}(z, 1)$ to simplify notation. Decompose $\hat{h} = \hat{h}_{\circ} + \hat{h}_{\text{rad}}$, where $\hat{h}_{\circ} \in H_2(\hat{B})$ and $\hat{h}_{\text{rad}} \in H_1(\hat{B})$. By the Markov property, both the mixed GFF in $D$ and the Neumann GFF in $\mathbb{H}$, when restricted to $\hat{B}$, can be written as the sum of a mixed GFF in $\hat{B}$ (with free boundary conditions on $\partial \hat{B} \cap \mathbb{R}$ and zero boundary conditions on $\partial \hat{B} \setminus \mathbb{R}$) plus a harmonic function that extends continuously to $\partial \hat{B} \cap \mathbb{R}$. Therefore $\hat{h}_{\circ}$ and $\hat{h}_{\circ}^{\text{GFF}}|_{\hat{B}}$ can be coupled together so they differ by a random function which extends continuously to $\hat{B} \cap \mathbb{R}$. In particular, $\hat{h}_{\circ}$ and $\hat{h}_{\circ}^{\text{GFF}}|_{\hat{B}}$ can be coupled so that $\hat{h}_{\circ}(c) - \hat{h}_{\circ}^{\text{GFF}}(c)$ converges a.s. to a random constant as $c \to 0$. It is therefore sufficient to show that if $\hat{h}_{\circ}^{\text{GFF}}$ is independent of $\hat{h}_{\text{rad}}$ then $(\mathbb{H}, \hat{h}_{\circ}^{\text{GFF}} + \hat{h}_{\text{rad}} + C, z, \infty)$ converges in law to a $(2,2)$-quantum wedge as $C \to \infty$.

By Lemma 3.10, $\hat{h}_{\text{rad}}$ can be coupled together with $A$ in (ii) of that lemma such that $\hat{h}_{\text{rad}}(x) = A - \log|z - x|$. Recall that $A$ can be coupled together with a $3$-dimensional Bessel process $(B_s)_{s \geq 0}$ started from $-A_0 + \beta$ such that $A_s = -B_{2s} + 2s + \beta$. For $C > 1$ define

$$
T^1_C = \inf\{s \geq 0 : B_{2s} = C + \beta\}, \quad T^2_C = \sup\{s \geq 0 : B_{2s} = C + \beta\},
$$

$$
T_C^3 = \arg \min_{s \in [T^1_C, T^2_C]} B_{2s}, \quad \theta = \inf\{B_{2s} : s \in [T^1_C, T^2_C]\} = B_{2T^1_C}.
$$

Note that $(B_{s + 2T^3_C})_{t \geq 0}$ has the law of a Bessel process started from $C + \beta$. By [30] Theorem 3.5, $\theta$ has the law of a uniform random variable on $[0, C + \beta]$, and, conditioned on $\theta$,

(i) the process $(B_{s + 2T^3_C} - (C + \beta))_{s \geq 0}$ has the law of a Bessel process started from 0, and

(ii) $(B_{s + 2T^3_C})_{s \in [0, 2T^3_C - 2T^3_C]}$ has the law of a Brownian motion started from $C + \beta$ and stopped at the first time it reaches $\theta$.

It follows that as $C \to \infty$ the process $(B_{s + 2T^3_C} - (C + \beta))_{s \in \mathbb{R}}$ converges in law to the *negative* of the process considered in Remark 2.7 on any compact interval. Therefore $(-B_{s + 2T^3_C} + (C + \beta) + 2s)_{s \in \mathbb{R}}$ converges in law to the process $(h_{\text{rad}}(c))_{c \in \mathbb{R}}$ in Definition 2.3 which concludes the proof.

\[\square\]

**Lemma 3.12** Assume the same set-up as in Lemma 3.11, except now without the assumption that $I$ is bounded away from $\mathbb{H} \setminus D$ and the assumption [3,2]. Then as $C \to \infty$ and conditioned on $(z, d_{h}^\beta([a, z]), d_{h}^\beta([z, b]))$, the surface $(\hat{B}(z, 1), \hat{h} + C, z, z + i)$ converges in law to a $(2,2)$-quantum wedge (where $\hat{h}$ is identically equal to 0 on $\hat{B}(z, 1) \setminus D$).
Proof. First we will argue that $d_{h,\varepsilon}^{\beta}$ is atomless a.s. Notice that $d_{h,\varepsilon}^{\beta}(dz) \leq \nu_{h,\varepsilon}(dz) + \beta \varepsilon e^{h_{\varepsilon}(z)}dz$ (with equality on the event $C_{h}$; see Remark 3.6). Since $\beta \varepsilon e^{h_{\varepsilon}(z)}$ converges a.s. to 0 and $\nu_{h,\varepsilon}(dz)$ converges a.s. to the non-atomic measure $\nu_{h}$ as $\varepsilon \to 0$, this implies that $d_{h}^{\beta}$ is atomless a.s.

Now observe that the proof of Lemma 3.11 above carries through just as before if we replace the 1 on the right side of (3.2) with some other constant $r$ by an interval satisfying (3.2) for some $r \in (0, 1)$. Then we see that Lemma 3.11 also holds if $I$ is not bounded away from $\mathbb{H} \setminus D$, since any interval contained in $\partial D \cap \mathbb{R}$ can be approximated arbitrarily well by an interval satisfying (3.2) for some $r \in (0, 1)$. This implies, since $d_{h}^{\beta}$ is atomless, that the point $z$ in the former case converges in total variation distance to the point $z$ in the latter case when $r \to 0$.

From Lemma 3.11 (without the assumption that $I$ is bounded away from $\mathbb{H} \setminus D$), and by proceeding exactly as in the proof of [28, Proposition 5.5], we get that Lemma 3.11 also holds if we condition on $d_{h}^{\beta}([a, z])$ and $d_{h}^{\beta}([z, b])$. □

Lemma 3.13 Let $(X_{n}, Y_{n})$ for $n \in \mathbb{N}$ and $(X, Y)$ be random variables such that the vectors $(X_{n}, Y_{n})$ converge in total variation distance to $(X, Y)$ as $n \to \infty$. Assume $Y_{n}, Y$ are vectors in $\mathbb{R}^{N}$ for some $N \in \mathbb{N}$, while $X_{n}, X$ take values in some Borel space $(S, \mathcal{S})$. Then there exists a set $A \subset \mathbb{R}^{N}$ such that $\mathbb{P}[Y \in A] = 1$, and such that for any $a \in A$ the law of $X_{n}$ given $Y_{n} = a$ converges to the law of $X$ given $Y = a$.

Proof. Let $\varepsilon > 0$. It is clearly sufficient to prove the lemma under the weaker requirement that $A$ satisfies $\mathbb{P}[Y \in A] = 1 - (2 \cdot 12^{N} + 1)\varepsilon$. For this, it suffices to show that for an arbitrary function $F : S \to \{0, 1\}$, any $a \in A$, and all sufficiently large $n$,

$$\left| \mathbb{P}[F(X) = 1 \mid Y = a] - \mathbb{P}[F(X_{n}) = 1 \mid Y_{n} = a] \right| \leq 3\varepsilon. \quad (3.5)$$

Choose $n$ sufficiently large such that the total variation distance between $(X_{n}, Y_{n})$ and $(X, Y)$ is smaller than $\varepsilon^{2}$. We will work with such a fixed choice of $n$ in the remainder of the proof, and will prove that (3.5) is satisfied.

Choose $\delta > 0$ sufficiently small such that for all $a$ in a set $A_{0} \subset \mathbb{R}^{N}$ satisfying $\mathbb{P}[Y \in A_{0}] > 1 - \varepsilon/2$ the following hold:

$$\left| \mathbb{P}[F(X) = 1 \mid Y = a] - \mathbb{P}[F(X_{n}) = 1 \mid \|Y - a\|_{\infty} < \delta] \right| < \varepsilon; \quad (3.6)$$

$$\left| \mathbb{P}[F(X_{n}) = 1 \mid Y_{n} = a] - \mathbb{P}[F(X_{n}) = 1 \mid \|Y_{n} - a\|_{\infty} < \delta] \right| < \varepsilon.$$

Let $K \subset A_{0}$ be a compact set such that $\mathbb{P}[Y \in K] > 1 - \varepsilon$. For any $a \in \mathbb{R}^{N}$ define $\mathcal{N}(a) = \{z \in \mathbb{R}^{N} : \|z - a\|_{\infty} \leq \delta\}$. Say that a point $a \in K$ is bad if $\mathbb{P}[Y \in \mathcal{N}(a)] = 0$, $\mathbb{P}[Y_{n} \in \mathcal{N}(a)] = 0$, or the total variation distance between $(X_{n}, Y_{n})$ and $(X, Y)$ conditioned on $Y_{n} \in \mathcal{N}(a)$ and $Y \in \mathcal{N}(a)$, respectively, is at least $\varepsilon$. A point in $K$ which is not bad is good. Let $B \subset K$ denote the set of bad points. We will prove that

$$\mathbb{P}[Y \in B] \leq 2 \cdot 12^{N} \varepsilon. \quad (3.7)$$

Choosing $A = K \setminus B$ and applying (3.6), then completes the proof.

Choose points $a_{1}, \ldots, a_{M} \in B$ for some $M \in \mathbb{N}$ using the following rule. Given $a_{1}, \ldots, a_{m}$ let $a_{m+1} \in B$ be chosen such that $\mathcal{N}(a_{m+1})$ is disjoint from $\mathcal{N}(a_{1}), \ldots, \mathcal{N}(a_{m})$, and such that $\mathbb{P}[Y \in \mathcal{N}(a_{m+1})]$ is maximized. Let $M$ be the smallest $m$ such that there is no possible way to choose $a_{m+1}$ (i.e., all points in $B$ have $\|z - a\|_{\infty}$ distance less than $\delta$ from $\mathcal{N}(a_{1}) \cup \cdots \cup \mathcal{N}(a_{m})$). Define $m = \mathbb{P}[Y \in \mathcal{N}(a_{1})] + \cdots + \mathbb{P}[Y \in \mathcal{N}(a_{M})]$.

The idea for the proof of (3.7) is that $m$ has to be small because the total variation distance between $(X_{n}, Y_{n})$ and $(X, Y)$ is assumed to be small, and that by the definition of the $\{\mathcal{N}(a_{i})\}_{i}$, $\mathbb{P}[Y \in B]$ is of order $O(m)$.

Proceeding with the details, since $\mathcal{N}(a_{1}), \ldots, \mathcal{N}(a_{M})$ are disjoint, we can bound the total variation distance between $(X_{n}, Y_{n})$ and $(X, Y)$ from below by summing the contribution from each set $\mathcal{N}(a_{i})$. More precisely, for arbitrary Borel (not necessarily probability) measures $\sigma_{1}, \sigma_{2}$ defined on $\mathbb{R}^{N}$, define

$$d_{TV}(\sigma_{1}, \sigma_{2}) = \sup_{A \subset \mathbb{R}^{N}} |\sigma_{1}(A) - \sigma_{2}(A)|,$$

---

9The conditional law of $X$ (resp. $X_{n}$) given $Y = a$ (resp. $Y_{n} = a$) exists for almost all $a$ sampled from the law of $Y$ (resp. $Y_{n}$) by e.g. [12, Section 5.1.3]. Proceeding as in e.g. [10, Exercise 33.16] one can argue that $\mathbb{P}(X \in \cdot \mid Y = a) = \lim_{\delta \to 0} \mathbb{P}(X \in \cdot \mid \|Y - a\|_{\infty} < \delta)$ for almost all $a$, and the same statement holds for $X_{n}, Y_{n}$ instead of $X, Y$. 
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and note that this defines a metric on the set of Borel measures on \( \mathbb{R}^N \). Let \( \sigma_n \) (resp. \( \sigma \)) denote the law of \( (X_n, Y_n) \) (resp. \( (X, Y) \)), and let \( \sigma_n^m = \sigma_n |_{\mathcal{N}(a_n)} \) and \( \sigma^m = \sigma |_{\mathcal{N}(a)} \). For an arbitrary measure \( \tilde{\sigma} \) let \( |\tilde{\sigma}| \) denote its total mass. By the triangle inequality and since \( d_{tv}(\sigma_n^m | \sigma_n^m, \sigma_n^m) = ||\sigma_n^m| - |\sigma_n^m|| \leq d_{tv}(\sigma_n^m, \sigma_n) \),

\[
d_{tv}(\frac{\sigma_n^m}{|\sigma_n^m|}, \frac{\sigma_n^m}{|\sigma_n^m|}) \leq \frac{1}{|\sigma_n^m|} d_{tv}(\sigma_n^m, \sigma_n^m) + \frac{1}{|\sigma_n^m|} d_{tv}(\frac{\sigma_n^m}{|\sigma_n^m|}, \frac{\sigma_n^m}{|\sigma_n^m|}) \leq \frac{2}{|\sigma_n^m|} d_{tv}(\sigma_n^m, \sigma_n).
\]

Using \( m = \sum_{m=1}^M |\sigma_n^m| \) we now get

\[
\frac{1}{2} m \varepsilon \leq \sum_{m=1}^M \frac{1}{2} |\sigma_n^m| \cdot d_{tv}(\frac{\sigma_n^m}{|\sigma_n^m|}, \frac{\sigma_n^m}{|\sigma_n^m|}) \leq \sum_{m=1}^M d_{tv}(\sigma_n^m, \sigma_n^m) \leq d_{tv}(\sigma, \sigma_n) < \varepsilon^2,
\]

which gives \( m \leq 2 \varepsilon \). Using this, we get (3.7) if we can prove the following

\[
P[Y \in B] \leq 12^N m. \tag{3.8}
\]

Let \( \mathcal{M}(a_m) \) be the box of side length \( 6\delta \) centred at \( a_m \), minus the union of \( \mathcal{M}(a_1), \ldots, \mathcal{M}(a_{m-1}) \). To prove (3.8) it is sufficient to show that: (i) \( P[Y \in B \cap \mathcal{M}(a_m)] \leq 12^N P[Y \in \mathcal{N}(a_m)] \), and (ii) \( B \subset \mathcal{M}(a_1) \cup \cdots \cup \mathcal{M}(a_M) \), since then we have

\[
P[Y \in B] \leq \sum_{m=1}^M P[Y \in B \cap \mathcal{M}(a_m)] \leq \sum_{m=1}^M 12^N P[Y \in \mathcal{N}(a_m)] = 12^N m.
\]

Assertion (i) follows upon dividing the box of side length \( 6\delta \) centred at \( a_m \) (which contains \( \mathcal{M}(a_m) \)) into \( 12^N \) boxes \( b \) of side length \( \delta/2 \), and using that, by the definition of \( a_m \), if \( b \cap \mathcal{M}(a_m) \cap \mathcal{N}(a_m) = 0 \) then \( P[Y \in b] \leq P[Y \in \mathcal{N}(a_m)] \). Assertion (ii) follows by using the definition of \( \mathcal{M} \) and since (by the definition of \( \mathcal{M}(a_1), \ldots, \mathcal{M}(a_M) \)) points in the complement of \( \mathcal{M}(a_1) \cup \cdots \cup \mathcal{M}(a_M) \) have distance at least 2\( \delta \) from \( \mathcal{M}(a_1) \cup \cdots \cup \mathcal{M}(a_M) \). We conclude that (3.7) and (3.8) both hold. \( \square \)

**Proof of Proposition 3.1** Consider the law on \((z, h)\) that can be sampled from as follows. First sample \( h \) from \( \mathbb{P} \) (i.e., as in Proposition 3.1). Then, on the event \( d^\beta_h(I) > 0 \) sample \( z \) from \( d^\beta_h \) normalised to be a probability measure, and otherwise sample \( z \) from Lebesgue measure on \( I \).

Write \( \hat{h} \) for \( h \) restricted to \( \hat{B}(z, 1) \). Observe that on the event \( \{d^\beta_h(I) > 0\} \), the conditional law of \( \hat{h} \) given \((z, d^\beta_h([a, z]), d^\beta_h([z, b]))\) is exactly the same as the conditional law of \( \hat{h} \) given \((z, d^\beta_h([a, z]), d^\beta_h([z, b]))\) in Lemma 3.12. This is because we have conditioned on the Radon–Nikodym derivative between the two different laws on \( h \). Hence, under the law on \((z, h)\) just defined, on the event that \( d^\beta_h(I) > 0 \) and conditionally on \((z, d^\beta_h([a, z]), d^\beta_h([z, b]))\),

\[(\hat{B}(z, 1), \hat{h} + C, z, z + i) \)

converges in law to a \((2, 2)\)-quantum wedge as \( C \to \infty \).

Finally, by Lemma 3.5, Remark 3.8 and Lemma 3.13 letting \( \beta \to \infty \), we can conclude that if we sample \( h \) from \( \mathbb{P} \), then sample \( z \) from \( \nu_h \), and let \( \hat{h} \) be \( h \) restricted to \( \hat{B}(z, 1) \), then we have that conditionally on \((z, \nu_h([a, z]), \nu_h([z, b]))\), \((\hat{B}(z, 1), \hat{h} + C, z, z + i) \)
converges in law to a \((2, 2)\)-quantum wedge as \( C \to \infty \).

Proposition 3.1 now follows upon application of Lemma 3.3. \( \square \)

### 4 The critical quantum zipper via subcritical approximation

The goal of this section is to prove Proposition 4.4 below. In this proposition it is shown that given a \((2,1)\)-quantum wedge \((\mathbb{H}, h, 0, \infty)\), one can conformally weld together the intervals to the left and right of the origin with quantum boundary length one. Concretely, it provides the existence of a conformal map \( f \) (measurable with respect to \( h \)) from \( \mathbb{H} \) to \( \mathbb{H} \setminus \tilde{\eta} \), where \( \tilde{\eta} \) is a section of a simple curve starting from 0, such that any two points to the left and right of 0 with equal \( \nu_h \) boundary length (less than one) are mapped to the same point on \( \tilde{\eta} \). Moreover, if one also starts with a curve \( \eta \) on \((\mathbb{H}, h, 0, \infty)\), that is independent of \( h \)
and has the law of an SLE$_4$ from 0 to $\infty$, then the new field/curve pair defined by $f(h)$ and $\tilde{\eta} \cup f(\eta)$ has the same law as $(h, \eta)$.

The strategy is to use the fact that such an operation exists [28] in the subcritical case $\gamma \in (0, 2)$, i.e., when the SLE$_4$ is replaced by an SLE$_{\gamma, 2}$, the $(2, 1)$-quantum wedge is replaced by a $(\gamma, \gamma - 2/\gamma)$-quantum wedge, and critical boundary length is replaced by $\gamma$-LQG boundary length. See Figure 3 for an illustration. We will show that a number of limits can be taken as $\gamma \uparrow 2$, using, for example, the fact that critical LQG measures can be obtained as a limit of subcritical measures (Lemma 2.13). Combining these convergence statements provides the existence of the welding operation. Making use of Theorem 1.3, we can prove that the conformal map $f$ is measurable with respect to $\eta$.

Let $(\gamma_n)_{n \in \mathbb{N}}$ be a sequence in $(0, 2)$ with $\gamma_n \uparrow 2$ as $n \to \infty$, and set $\kappa_n = \gamma_n^2$. We will always denote by $h_n$ a random element of $H^{-1}_{\text{loc}}(\mathbb{H})$ with the law of a $(\gamma_n, \gamma_n - 2/\gamma_n)$-quantum wedge, as in Definition 2.3. That is, $\mathcal{H}(h_n, 0, \infty)$ has the distribution of the equivalence class representative of a $(\gamma_n, \gamma_n - 2/\gamma_n)$-quantum wedge in the last exit parameterisation. Given such an $h_n$ we denote by $\nu_n = (4 - 2\gamma_n)^{-1} \nu_{h_n}^{\gamma_n}$, the associated (renormalised) $\gamma_n$-Liouville boundary measure on $\mathbb{R}$ (as in Lemma 2.10). For $q \in \mathcal{Q} := \mathcal{Q} \cap [0, 1]$, we denote

$$X_n(q) = \inf\{x \geq 0 : \nu_n([0, x]) \geq q\}; \quad Y_n(q) = -\inf\{y \geq 0 : \nu_n([-y, 0]) \geq q\};$$

(4.1)

so that $(X_n(q), Y_n(q))$ is a pair of points to the right and left, respectively, of 0, with $\nu_n([Y_n(q), 0]) = \nu_n([0, X_n(q)]) = q$.

Similarly, $h$ will always denote an element of $H^{-1}_{\text{loc}}(\mathbb{H})$ with the law of a $(2, 1)$-quantum wedge (in the last exit parameterisation) and $\nu_n = \nu$ will be the critical boundary measure associated to $h$ (as in Lemma 2.10). For $q \in \mathcal{Q}$ we define $(X(q), Y(q))$ corresponding to $\nu$ as in (4.1), so that $(X(q), Y(q)) \in [0, \infty) \times (-\infty, 0]$ and $\nu([0, X(q)]) = \nu([Y(q), 0]) = q$.

**Lemma 4.1** There exists a coupling of $((h_n)_{n \in \mathbb{N}}, h)$ such that a.s. as $n \to \infty$,

$$(h_n, \nu_n) \to (h, \nu).$$

This is with respect to the topology of $H^{-1}_{\text{loc}}(\mathbb{H})$ in the first coordinate, and the local weak topology for measures on $\mathbb{R}$ in the second.

**Proof.** By the Skorokhod representation theorem, it is sufficient to show that $(h_n, \nu_n)$ converges in distribution to $(h, \nu)$ as $n \to \infty$. The idea is that away from 0 and the unit circle, $h_n$ is arbitrarily close to $h$.
in total variation distance for large $n$, so we can essentially just apply Lemma 2.13 in these regions. We then deal with neighbourhoods of 0 and the unit circle separately; showing that as the size of the neighbourhoods goes to 0 the behaviour of $(h_n, \nu_n)$ restricted to these neighbourhoods can be neglected (uniformly in $n$).

To carry out this idea, when $x \in \mathbb{R}$ and $r > s > 0$ we write

$$\widehat{B}(x, r) := \{w \in \mathbb{H} : |w - x| < r\} \quad \text{and} \quad \widehat{A}(x, r, s) := \widehat{B}(x, r) \setminus \widehat{B}(x, s).$$

First, we observe that for any $(r_i)_{i=1}^4$ such that $r_4 > r_3 > 1 > r_2 > r_1 > 0$ there exists a sequence of couplings $(h_n, h)$, such that $\mathbb{P}(h_n = h \mid \widehat{A}(0, r_1, r_2, r_3))$ tends to 1 as $n \to \infty$. Indeed, since we can couple the fields to have the same circular part, this just follows because setting:

- $\mathcal{L}_n$ to be the law of a double sided Brownian motion plus drift $(2 - 2/\gamma_n)$, restricted to some interval $[-M, M]$ and conditioned to stay below the curve $s \mapsto Q_{\gamma_n} s$ for all positive time; and
- $\mathcal{L}$ to be the law of a double sided Brownian motion with drift 1, restricted to $[-M, M]$ and conditioned to stay below the curve $s \mapsto 2s$ for all positive time,

then $\mathcal{L}_n \to \mathcal{L}$ with respect to total variation distance as $n \to \infty$. Hence, by Lemma 2.13 it suffices to show that

$$\nu([-\delta, \delta] \cup [-1 + \delta, -1 - \delta] \cup [1 + \delta, 1 - \delta]) \to 0; \quad \|h\|_{H^{-1}(\widehat{B}(0, \delta))} \to 0; \quad \|h\|_{H^{-1}(\widehat{A}(0, 1 + \delta, 1 - \delta))} \to 0 \quad (4.2)$$

in probability (equivalently, in distribution) as $\delta \to 0$, and

$$\mathbb{P}(\nu_n([-\delta, \delta] \cup [-1 + \delta, -1 - \delta] \cup [1 + \delta, 1 - \delta]) > \eta) \to 0 \quad (4.3)$$

and

$$\mathbb{P}(\|h_n\|_{H^{-1}(\widehat{B}(0, \delta))} > \eta) \to 0; \quad \mathbb{P}(\|h_n\|_{H^{-1}(\widehat{A}(0, 1 + \delta, 1 - \delta))} > \eta) \to 0 \quad (4.4)$$

for any $\eta > 0$, uniformly in $n$, as $\delta \to 0$.

The first statement of (4.2) holds because $\nu$ is a.s. atomless (Remark 2.11). Moreover, (4.4) and the last two statements of (4.2) follow by decomposing $h$ and $(h_n)_{n \in \mathbb{N}}$ into their projections onto $H_1(\mathbb{H})$ and $H_2(\mathbb{H})$. Indeed, the projections onto $H_2(\mathbb{H})$ all have the same law – that of $h_{\text{GFF}}$ – and it can be verified by a direct computation that the $H^{-1}(\widehat{B}(0, \delta) \cup \widehat{A}(0, 1 + \delta, 1 - \delta))$ norm of $h_{\text{GFF}}$ goes to 0 in probability as $\delta \to 0$. The projections onto $H_1(\mathbb{H})$, when restricted to $\widehat{B}(0, 1 + \delta)$, can also be stochastically dominated (for example) by the random function

$$1_{\{z \in \widehat{A}(0, 1 + \delta, 1)\}} B_2 \log |z| - 2 \log(|z|),$$

where $B$ is a standard Brownian motion. One can easily check that this function has $L^2(\widehat{B}(0, \delta) \cup \widehat{A}(0, 1 + \delta, 1 - \delta))$ norm going to 0 in probability as $\delta \to 0$, which is more than we need.

For (4.3), first fix $\eta > 0$. We will deal with the neighbourhood $[-\delta, \delta]$ of 0, and the intervals $[\pm 1 - \delta, \pm 1 + \delta]$ around $\pm 1$, separately. To show that $\mathbb{P}(\nu_n([-\delta, \delta]) > \eta) \to 0$ uniformly in $n$ as $\delta \to 0$, we observe (as in the proof of Lemma 2.10) that if $\widehat{h}$ is a Neumann GFF with additive constant fixed so that its average on $\partial \widehat{B}(0, 1)$ is equal to 0, then for every $n$ there exists a random constant $c_n$ such that

$$c_n^{-\frac{\gamma_n^2}{4}} B_{\gamma_n} [\widehat{h} + (\gamma_n - 2/\gamma_n) \log |\cdot - c_n \delta, c_n \delta|] \overset{d}{=} (4 - 2\gamma_n) \nu_n([-\delta, \delta]).$$

Moreover, the probability that $c_n$ is greater than $M$ goes to 0 uniformly in $n$ as $M \to \infty$, since, by the proof of Lemma 2.8 $c_n$ has the law of the exponential of minus the last time that a Brownian motion with negative drift $B_{2t} - (Q_{\gamma_n} - \gamma_n + 2/\gamma_n)t$ is greater than or equal to 0. Hence it suffices to show that

$$(4 - 2\gamma_n)^{-1} \int_{-\delta}^\delta |z|^{-\gamma_n^2/4} \nu_n^\times(dz) \to 0 \quad (4.5)$$

in probability (or, equivalently, in distribution) as $n \to \infty$. However, it follows from [2] Lemmas 3.1 and 3.2 (with straightforward adaptation to the boundary case) that the integral in (4.5) has $(1 - \gamma_n/2)^{\text{th}}$ moment converging to 0 with $\delta$, uniformly in $n$. Since $(4 - 2\gamma_n)^{1-\gamma_n/2} \to 1$ as $n \to \infty$, the result then follows by Markov’s inequality.

To show that $\mathbb{P}(\nu_n([\pm 1 - \delta, \pm 1 + \delta] > \eta) \to 0$ uniformly in $n$ as $\delta \to 0$, we first note that (by Lemma 2.13) this would hold if the fields $h_n$ were all replaced by a Neumann GFF in $\mathbb{H}$, with additive constant fixed so that its average on $\partial \widehat{B}(0, 1)$ is 0. Then, since
such a Neumann GFF can be written as the sum of \( h_{\text{circ}} \) plus a random function whose supremum in \( \tilde{B}(\pm 1, 2\delta) \) goes to 0 as \( \delta \to 0 \), and
- \( \check{h}_n \) can be written as the sum \( h_{\text{circ}} + F_n \) where \( \mathbb{P}(\sup_{\tilde{B}(\pm 1, 2\delta)} F_n \geq a) \to 0 \) as \( \delta \to 0 \) uniformly in \( n \) for any fixed \( a > 0 \), the result follows.

\[ \square \]

Lemma 4.2 There exists a coupling of \( ((h_n, \eta_n)_{n \in \mathbb{N}}, h, \eta) \) such that:
- \( (h_n, \eta_n) \) for each \( n \) has the marginal law of a \( (\gamma_n, \gamma_n - 2/\gamma_n) \)-quantum wedge and an independent SLE\(_n \) from 0 to \( \infty \) in \( \mathbb{H} \) (\( \kappa_n = \gamma_n^2 \));
- \( (h, \eta) \) has the marginal law of a \( (2, 1) \)-quantum wedge and an independent SLE\(_4 \) from 0 to \( \infty \) in \( \mathbb{H} \);
- \( (h_n, \eta_n, (X_n(q))_{q \in Q}, (Y_n(q))_{q \in Q}) \) converges to \( (h, \eta, (X(q))_{q \in Q}, (Y(q))_{q \in Q}) \) in probability as \( n \to \infty \), with respect to \( H_{\text{loc}}^{-1}(\mathbb{H}) \) convergence in the first coordinate, Carathéodory convergence in the second coordinate, and the product topology on \( \mathbb{R}^Q \) in the third and fourth coordinates.\(^{10}\)

Proof. First, by Lemma 2.17, it is possible to couple a sequence of SLE\(_n \) curves and an SLE\(_4 \) such that one has convergence with respect to the Carathéodory topology in probability as \( n \to \infty \). Next, since the curves can be sampled independently of everything else in the statement, it is enough to show that with the coupling of Lemma 4.1, we have \( (X_n(q))_{q \in Q} \) converging to \( (X(q))_{q \in Q} \) and \( (Y_n(q))_{q \in Q} \) converging to \( (Y(q))_{q \in Q} \) in probability as \( n \to \infty \) (with respect to the product topology on \( \mathbb{R}^Q \)). We will show the statement for \( X \); the corresponding statement for \( Y \) follows by the same argument.

Let \( F_n : [0, \infty) \to [0, \infty) \) and \( F : [0, \infty) \to [0, \infty) \) describe the cumulative mass of the measures \( \nu_n \) and \( \nu \), i.e., \( F_n(x) = \nu_n([0, x]) \) and \( F(x) = \nu([0, x]) \) for all \( x \), and note that a.s. by Remark 2.11 both are continuous and strictly increasing. This means that \( F_n \) converges pointwise to \( F \) a.s. as \( n \to \infty \), and hence also that the generalised inverses

\[
F_n^{-1}(s) = \inf \{ x \in [0, \infty) : F_n(x) \geq s \}
\]

(4.6)

 converge pointwise to the generalised inverse \( F^{-1} \) (defined analogously) a.s. as \( k \to \infty \). In particular, this implies that \( (X_n(q))_{q \in Q} \) converges to \( (X(q))_{q \in Q} \) a.s. as \( n \to \infty \), with respect to the product topology on \( \mathbb{R}^Q \). \( \square \)

For what follows, we need to recall the definition of Sheffield’s capacity quantum zipper \(^{28}\) for \( \gamma \in (0, 2) \).

Definition 4.3 Let \( \gamma \in (0, 2) \) and \( (\mathbb{H}, \tilde{h}_0, 0, 0) \) be an equivalence class representative of a \( (\gamma, \gamma - 2/\gamma) \)-quantum wedge. Let \( \kappa = \gamma^2 \), and let \( \tilde{\eta}_0 \) be an independent SLE\(_\kappa \) in \( \mathbb{H} \) from 0 to \( \infty \). Then the capacity quantum zipper is a centered, reverse Loewner flow \( (\check{f}_t)_{t \geq 0} \) coupled with \( (\tilde{h}_0, \tilde{\eta}_0) \), such that:
- \( (\check{f}_t)_{t \geq 0} \) is measurable with respect to \( \tilde{h}_0 \);
- the marginal law of \( (\check{f}_t)_{t \geq 0} \) is a centered, reverse SLE\(_\kappa \) flow parameterised by half-plane capacity;
- for any \( t \) and \( x \) in \( \tilde{\eta}_0 \setminus \check{f}_t(\tilde{\eta}_0) \), denoting by \( \eta^L_x \) and \( \eta^R_x \) the left- and right-hand sides of \( \eta \) up to \( x \), the \( \nu^\gamma_{\tilde{h}_0} \) length of the intervals \( \check{f}^{-1}_t(\eta^L_x) \) and \( \check{f}^{-1}_t(\eta^R_x) \) agree.

This induces a dynamic

\[
(\check{h}_t, \check{\eta}_t) := (\tilde{h}_0 \circ \check{f}^{-1}_t + Q \cdot 2 \log |(\check{f}^{-1}_t)'|, \check{f}_t(\check{\eta}_0))
\]

on \( (\tilde{h}_0, \tilde{\eta}_0) \) which is stationary when observed at quantum typical times. More precisely, for any \( l \geq 0 \), if

\[
X_l = \inf \{ x \geq 0 : \nu^\gamma_{\tilde{h}_0}(0, x) = l \} \quad \text{and} \quad T_l = \inf \{ t \geq 0 : f_t(X_l) = 0 \},
\]

then \( (\check{h}_T_l, \check{\eta}_T_l) \) is equal in distribution, as a quantum surface, to \( (\tilde{h}_0, \tilde{\eta}_0) \)^{11}\)

\(^{10}\)Here \( (X_n(q), Y_n(q))_{n \in \mathbb{N}, q \in Q}, (X(q), Y(q))_{q \in Q} \) are defined with respect to \( ((h_n)_{n \in \mathbb{N}}, h) \) as in the introduction to this section.

\(^{11}\)By this we mean that \( (\mathbb{H}, \check{h}, 0, \infty) \), up to the equivalence described in Definition 1.3, has a \( (\gamma, \gamma - 2/\gamma) \)-quantum wedge, and \( \check{\eta}_0 \) is an SLE\(_\kappa \) that is independent of \( \check{h} \).
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This flow thus represents a dynamic welding of $[0, \infty)$ to $(-\infty, 0]$, according to the $\gamma$-LQG boundary length. It is essentially the same as the dynamic defined in the (subcritical version of) Theorem 1.5 but with a different time parameterisation.

Now, assume that $((h_n, \eta_n)_{n \in \mathbb{N}}, h, \eta)$ are coupled together as in Lemma 4.2, and that $(X_n(q), Y_n(q))_{n \in \mathbb{N}, q \in \mathbb{Q}}$ and $(X(q), Y(q))_{q \in \mathbb{Q}}$ are defined as in (4.1) with respect to $(h_n)_{n \in \mathbb{N}}$ and $h$, respectively. For each $n \in \mathbb{N}$, let $(f_n^t)_{t \geq 0}$ be the centered reverse flow in Definition 4.3 when $(\hat{h}_0, \hat{\eta}_0)$ are replaced by $(h, \eta_n)$. For $q \in \mathbb{Q}$, we let $\tau_q$ be the time at which $(X_n(q), Y_n(q))$ is mapped to 0 by $f_n$. For $t \geq 0$, let $h_n^t = f_n^t(h_n) := h_n \circ (f_n^t)^{-1} + Q_n \log \left| (f_n^t)^{-1} \right|$ and $\eta_n = f_n(\eta_n)$. As in footnote 4, although $h_n^t$ is only defined on the slit domain $\mathbb{H} \setminus f_n(\eta_n)$ we can view it as an element of $H_{loc}^{-1}(\mathbb{H})$. Then by the properties described in Definition 4.3 it follows that for any $q \in \mathbb{Q}$:

- $\eta_n^{\tau_q}$ and $h_n^{\tau_q}$ are independent;
- $\eta_n^{\tau_q}$ has the law of an SLE$_{\kappa_n}$ from 0 to $\infty$; and
- $h_n^{\tau_q}$ is (equivalent as a doubly-marked $\gamma_n$-quantum surface to) a $(\gamma_n, \gamma_n - 2/\gamma_n)$-quantum wedge.

We also define $r_n := f_n^\tau(X_n(2))$ for each $n$, where the definition of $X_n(q)$ for $q \in \mathbb{Q}$ is extended in the obvious way to $X_n(2)$. Let $\psi_n$ denote the scaling map $z \mapsto r_n z$ on $\mathbb{H}$.

This next proposition provides, by approximation, the existence of a local conformal welding of $[0, \infty)$ to $(-\infty, 0]$ for a $(2,1)$-quantum wedge.

**Proposition 4.4** Suppose that $((h_n, \eta_n)_{n \in \mathbb{N}}, h, \eta)$ are coupled together as in Lemma 4.2, on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Then there exists a conformal map $f : \mathbb{H} \to \mathbb{H}$ and a pair $(h', \eta')$ with

\[
(h_n, \eta_n, \psi_n^{-1} \circ f_n^{\tau_n(1)}, h_n^{\tau_n(1)} \circ \psi_n + Q_n \log |r_n|, \psi_n^{-1}(\eta_n^{\tau_n(1)})) \xrightarrow{\mathbb{P}} (h, \eta, f, h', \eta')
\]

as $n \to \infty$ where the convergence is with respect to $H_{loc}^{-1}(\mathbb{H})$ in the first and fourth coordinates, with respect to Carathéodory convergence in the second and fifth coordinates, and with respect to uniform convergence on $(\mathbb{H} + i \varepsilon)$ for every $\varepsilon > 0$ in the third coordinate. Furthermore, we have that:

(a) $(\mathbb{H}, h', 0, 0)$ (viewed as a doubly-marked 2-quantum surface) has the law of a $(2,1)$-quantum wedge, and $\eta_n([0,1]) = 1$;
(b) $\eta'$ has the law of an SLE$_4$ from 0 to $\infty$ in $\mathbb{H}$;
(c) $h'$ and $\eta'$ are independent;
(d) $\eta' = f(\eta)$ and $h' = f(h) := h \circ f^{-1} + 2 \log \left| (f^{-1})' \right|$ a.s.
(e) $f(X(1)) = f(Y(1)) = 0$, and $f(X(q)) = f(Y(q))$ for every $q \in \mathbb{Q}$ a.s. and finally
(f) $(f, h', \eta')$ is measurable with respect to $\sigma \{ \{h, \eta \} \}$.

The set-up for the proof is as follows. Consider the joint law of the tuple, for $n \in \mathbb{N}$:

\[
(h_n, \eta_n, (X_n(q))_{q \in \mathbb{Q}}, (Y_n(q))_{q \in \mathbb{Q}}, (f_n^t)_{t \geq 0}, \tau_n(1), h_n^{\tau_n(1)} \circ \psi_n + Q_n \log |r_n|, \psi_n^{-1}(\eta_n^{\tau_n(1)}), r_n).
\]  

We consider the topology of $H_{loc}^{-1}(\mathbb{H})$ in the 1st and 7th coordinates, Carathéodory convergence in the 2nd and 8th coordinates, pointwise convergence (i.e., with respect to product topology on $\mathbb{R}^\mathbb{Q}$) in the 3rd and 4th coordinates, convergence on $\mathbb{R}$ in the 6th and 9th coordinates, and Carathéodory+ convergence in the 5th coordinate.

**Lemma 4.5** With respect to product topology above, the tuple (4.8) is tight. Furthermore, if $(h, \eta, X, Y, (f_n^t)_{t \geq 0}, \tau_n, h', \eta', r)$ denotes a subsequential limit, then (a) and (b) of Lemma 4.4 are satisfied and $\tau'$ is a.s. strictly positive.

**Proof.** First observe that by Lemma 4.2 we have joint convergence in distribution of the first four coordinates. It remains to prove tightness of the remaining five coordinates, and verify the asserted properties of the subsequential limit. The sequence $((f_n^t)_{t \geq 0})_{n \in \mathbb{N}}$ is tight, since by Lemma 2.18 we have convergence in distribution to a reverse SLE$_4$ with respect to the Carathéodory+ topology. It is also immediate that the sequence $(\eta_n^{\tau_n(1)})_{n \in \mathbb{N}}$ is tight and that $\eta'$ satisfies (b), since by stationarity of the subcritical quantum zipper, the law of $\eta_n^{\tau_n(1)}$ is that of an SLE$_{\kappa_n}$ curve from 0 to $\infty$ in $\mathbb{H}$, and the map $\psi_n$ is independent of $\eta_n^{\tau_n(1)}$.

To see that the sequence $(\tau_n(1))_{n \in \mathbb{N}}$ is tight, first observe that $\mathbb{P}(X_n(1) \geq M) \to 0$ as $M \to \infty$, uniformly in $n$ (since we already know that $X_n(1)$ converges in probability). Therefore, we need only show that for
fixed $M$, if $\sigma_n^a$ is the first time $M$ hits 0 under a reverse SLE$_{\kappa_n}$ flow, then $P(\sigma_n(M) > K) \to 0$ as $K \to \infty$ uniformly in $n$. This follows directly from the proof of Lemma 2.18.

Finally, by stationarity of the subcritical quantum zipper and definition of $r_n$ we know that for every $n$:

- $\langle \mathbb{H}, h_n^{\tau_n(1)}(0, \infty) \rangle$ is equal in law to a $(\gamma_n, \gamma_n - 2/\gamma_n)$-quantum wedge (when viewed as a quantum surface); and
- $(4 - 2\gamma_n)^{-1} \nu_{h_n^{\tau_n(1)}}([0, r_n]) = 1$.

It therefore follows from Lemma 4.1 that $h_n^{\tau_n(1)} \circ \psi_n + Q_n \log |r_n|$ converges in distribution to the equivalence class representative of a $(2, 1)$-quantum wedge in $\mathbb{H}$, with marked points at 0 and $\infty$, that gives critical boundary length 1 to the interval $[0, 1]$. In particular, (a) holds and $(h_n^{\tau_n(1)} \circ \psi_n + Q_n \log |r_n|)_{n \in \mathbb{N}}$ is tight.

To prove tightness of $(r_n)_{n \in \mathbb{N}}$, and the assertion about positivity of any subsequential limit, we will show that

$$P(r_n \notin [1/M, M]) \to 0 \text{ as } M \to \infty, \text{ uniformly in } n.$$  \hspace{1cm} (4.9)

For this we use the fact [8 Proposition 4.11] that $|X_n(2) - X_n(1)| \leq r_n$, and if $\xi_n$ is the driving function of $f_n$, then $X_n(2) = (|f_n^{\tau_n(1)}|^{-1}(r_n)) \geq r_n - |\xi_n^{\tau_n(1)}|$. Then (4.9) follows because $(X_n(1) - X_n(2))$ converges in probability to something a.s. positive (by the same reasoning as in Lemma 4.2), $\tau_n(1)$ is tight (as explained above), and $\xi_n$ is a Brownian motion run at speed $\sqrt{M}$. $\square$

With Lemma 4.5 in hand, let us take a subsequence $(n_k)_{k \in \mathbb{N}}$ such that along this subsequence (4.8) converges in distribution to a limit

$$(h, \eta, X, (f^t)_{t \geq 0}, \tau, h', \eta', r).$$  \hspace{1cm} (4.10)

Note that by Lemma 4.2, the joint law of this tuple must be such that $[0, X(q)]$ and $[Y(q), 0]$ for $q \in \mathbb{Q}$ have critical $\nu_n$-boundary length equal to $q$. We further claim the following.

**Lemma 4.6**: The joint law of (4.10) is such that if $\psi_r$ is the scaling map $z \mapsto rz$ and $f' := \psi_r^{-1} \circ f^r$, then $(h, \eta, f, h', \eta')$ satisfies conditions (a)-(e).

We first show how to conclude the proof of Proposition 4.4 using Lemma 4.6 and then turn to the proof of the lemma itself.

**Proof of Proposition 4.4** Letting $(h, \eta, f, h', \eta')$ be as in Lemma 4.6, it follows from [20] that $(f, h', \eta')$ must be measurable with respect to $h$ and $\eta'$. Indeed, if $(h, \eta, f_1, h_1', \eta_1', f_2, h_2', \eta_2')$ is a coupling such that $(h, \eta, f_i, h_i', \eta_i')$ satisfies (a)-(e) for $i = 1, 2$ then it follows from Theorem 1.3 that $f_1 \circ f_2^{-1}$ is a conformal automorphism of $\mathbb{H}$ that fixes $\{0, \infty\}$, and moreover by (a) and (d), that $f_1(h)$ and $f_2(h)$ give the same critical boundary length to the interval $[0, 1]$. This implies that $f_1 = f_2$ a.s. and so $(f_1(h), \eta_1) = (f_1(h), f_1(h), \eta_1)$ are equal for $i = 1, 2$ a.s. Since $(h_n, \eta_n)$ converges in probability to $(h, \eta)$ as $n \to \infty$, and $(\psi_1^{-1} \circ f_1^{\tau_n(1)}, h_n^{\tau_n(1)} \circ \psi_n + Q_n \log |r_n|, \psi_1^{-1}(\eta_n^{\tau_n(1)}))$ is also measurable with respect to $(h_n, \eta_n)$ for each $n$, this implies that the convergence

$$(h_n, \eta_n, \psi_1^{-1} \circ f_1^{\tau_n(1)}, h_n^{\tau_n(1)} \circ \psi_n + Q_n \log |r_n|, \psi_1^{-1}(\eta_n^{\tau_n(1)})) \to (h, \eta, f, h', \eta')$$

along the subsequence $(n_k)_{k \in \mathbb{N}}$ is actually a limit in probability, and by uniqueness, that it holds along the whole sequence $n \to \infty$. $\square$

**Proof of Lemma 4.6** By Lemma 4.5, properties (a) and (b) are satisfied. Property (c) is satisfied because $h^{\tau_n(1)} \circ \psi_n + Q_n \log |r_n|$ and $\psi_n^{-1}(\eta_n^{\tau_n(1)})$ are independent for every $n$.

To show that property (d) is satisfied, let us via Skorokhod embedding assume that we have joint convergence of the whole tuple a.s. along the subsequence $(n_k)_{k \in \mathbb{N}}$. Then since a.s.

$$r_{n_k} \to r \in (0, \infty); \tau_n(1) \to \tau < \infty; (f_{n_k}^t)_{t \geq 0} \to (f^t)_{t \geq 0} \text{ uniformly on compacts of time and space,}$$

it follows that $(\psi_n^{-1} \circ f_{n_k}^{\tau_n(1)})$ converges to $f$ uniformly on compacts of $\mathbb{H}$ a.s. From this, because

$$\eta_{n_k} \to \eta \text{ and } \psi_{n_k}^{-1}(\eta_{n_k}^{\tau_n(1)}) = (\psi_n^{-1} \circ f_{n_k}^{\tau_n(1)})(\eta_{n_k}) \to \eta' \text{ a.s.,}$$


we see that with probability one $\eta' = f(\eta)$.

To verify that $h' = f(h)$ (since $\eta'$ is independent of $h'$ and the Lebesgue measure of the $\varepsilon$-neighborhood of the $\eta'$ restricted to any compact set goes to zero as $\varepsilon \to 0$) we only need to check that for any test function $\rho$ with compact support in $\mathbb{H}$, we have

$$(h' - 2\log |(f^{-1})'|, |f'|^{-2}(\rho \circ f^{-1})) = (h, \rho) \text{ a.s.,}$$

where, by definition,

$$(h, \rho) = (f(h) - 2\log |(f^{-1})'|, |f'|^{-2}(\rho \circ f^{-1})).$$

However, since the support of $\rho$ is compact and we have seen above that $(\psi_{n_k}^{-1} \circ f_{n_k}(1)} \to f$ uniformly on compacts of $\mathbb{H}$ a.s., the sequence

$$(h_{n_k}, \rho) = (h_{n_k}(1) \circ \psi_{n_k} - Q \gamma_{n_k} \log \left(|(\psi_{n_k}^{-1} \circ f_{n_k}(1)}(1))', |(\psi_{n_k}^{-1} \circ f_{n_k}(1)}(1)'|^{-2}(\rho \circ (\psi_{n_k}^{-1} \circ f_{n_k}(1)})^{-1}\right)$$

converges to $(h' - 2\log |(f^{-1})'|, |f'|^{-2}\rho \circ f^{-1})$ a.s. as $k \to \infty$. On the other hand, because $h_{n_k}$ converges to $h$, we have $(h_{n_k}, \rho) \to (h, \rho)$ a.s. as $k \to \infty$. This implies the result.

Finally, we need to show property (e). For this, recall the definitions of $\sigma_n$ and $\sigma$ from the definition of Carathéodory+ convergence, and note that $\sigma_n(X(1)) = \tau_n(1)$ for each $n$. Since $(f_{n_k}, X_{n_k}, Y_{n_k}, \tau_{n_k}(1)) \Rightarrow (f, X, Y, \tau)$ by assumption, and since convergence in the first coordinate is with respect to the Carathéodory+ topology we have that $(\sigma_{n_k}(X_{n_k}(1)), \sigma_{n_k}(Y_{n_k}(1)), \tau_{n_k}(1)) \Rightarrow (\sigma(X(1)), \sigma(Y(1)), \tau)$ as $k \to \infty$. On the other hand, the left-hand side is actually equal to $(\tau_{n_k}(1), \tau_{n_k}(1), \tau_{n_k}(1))$ for every $k$, and we clearly have $(\tau_{n_k}(1), \tau_{n_k}(1), \tau_{n_k}(1)) \Rightarrow (\tau, \tau, \tau)$. Hence it must be the case that $\sigma(X(1)) = \tau = \sigma(Y(1))$ with probability one, and since $f(\sigma(x)) = 0$ for every $x$ (by definition of $\sigma$), this implies that

$$f^*(X(1)) = f^*(Y(1)) = 0 \text{ a.s.}$$

Since $f = \psi_{r_1}^{-1} \circ f^*$, the same holds a.s. if $f^*$ is replaced with $f$.

For $q < 1$ we observe that the sequence $\tau_n(q)$ is also tight in $n$, and so we may pass to a further subsequence along which the tuple formed by appending $\tau_n(q)$ to (4.8) converges in distribution to $(h, \eta, X, Y, (f')_{i \geq 0}, \tau, h', \eta', r, \tau')$. Then repeating the same argument as above with 1 replaced by $q$, we see that $f^*(X(q)) = f^*(Y(q)) = 0$ a.s. Moreover, since $\tau_n(q) \leq \tau_n(1)$ for every $n$ we have $\tau' \leq \tau$ a.s. These two facts together (and using that $(f')_{i \geq 0}$ is a centred, reverse Loewner flow) imply that $f^*(X(q)) = f^*(Y(q))$ with probability one. Again, this still holds a.s. if $f^*$ is replaced with $f$. \hfill $\square$

**Remark 4.7** Observe that if $(h, \eta, f, h', \eta')$ are as in Proposition 4.4, then by applying a scaling that puts $h'$ in the last exit parametrisation, we obtain the map from the statement of Theorem 1.5 with $t = 1$.

### 5 Proof of main results

In this section we conclude the proof of Theorems 1.2 and 1.5 by combining results of Sections 3 and 4.

**Proof of Theorem 1.5.** The theorem follows immediately from Remark 4.7 noting that everything generalises trivially if the special value 1 in Section 4 is replaced with any other $t > 0$. \hfill $\square$

**Proposition 5.1.** Let $(h, \eta, X, \mathcal{Y})$ be such that $(\mathbb{H}, h, 0, \infty)$ is a $(2,1)$-quantum wedge in the last exit parametrisation, $\eta$ is an independent chiral SLE$_{6}$ in $\mathbb{H}$ from $0$ to $\infty$, and $X, \mathcal{Y} \in \mathbb{R}$ are sampled by choosing $X$ from the uniform distribution on $[0, 1]$ and then let $\mathcal{Y} < 0$ be such that $\nu([\mathcal{Y}, 0)) = \nu([0, X])$. Let $D_L \subset \mathbb{H}$ (resp., $D_R \subset \mathbb{H}$) be the domain which is to the left (resp., right) of $\eta$. Then the pair of doubly-marked $2$-quantum surfaces $(D_L, h + C, \mathcal{Y}, \infty), (D_R, h + C, X, \infty)$ converge as $C \to \infty$ to a pair of independent $(2,2)$-quantum wedges.

---

12Recall that this topology requires uniform convergence of the functions $\sigma_n$. 
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Proof. The R-unit circle embedding is defined just as the unit circle embedding (Definition 2.2), except that \( s \mapsto h_{\text{rad}}(e^{-s}) - Q_{2s} \) hits \( R \) (rather than 0) for the first time at \( s = 0 \). For a given \( R > 1 \) make a change of coordinates \( z \mapsto rz \) via (1.1) (with \( r \) random and depending on \( R \)) such that the field \( h \) has the \( R \)-unit circle embedding. Let \( \nu \) denote the corresponding boundary length measure, and let \( X = rX \) and \( Y = rY \) be the images of \( X \) and \( Y \) respectively under the change of coordinates. Since \( \nu([-1,0]) \) and \( \nu([0,1]) \) converge in law to \( \infty \) as \( R \to \infty \), we see that with probability converging to 1 as \( R \to \infty \), we have \( X \in (0, 1) \) and \( Y \in (-1, 0) \).

Notice that \( h \) restricted to the unit semi-disk \( \mathbb{D}^+ \subset \mathbb{H} \) has the law of a free boundary GFF in \( \mathbb{D}^+ \) plus \( z \mapsto -\log |z| \), with additive constant chosen such that the field restricted to the unit semi-circle has average \( L \). Let \( F \) denote the \( \sigma \)-algebra generated by \( h \) restricted to the parts of the imaginary axis and the unit circle that are contained in \( \mathbb{H} \). Let \( U_R \) (resp., \( U_L \)) denote the unit disc restricted to the first (resp., second) quadrant. Then \( h|_{U_R} \) and \( h|_{U_L} \) are independent conditioned on \( F \), and \( h|_{V_R} \) (resp., \( h|_{V_L} \)) has the law of a mixed boundary GFF with continuous Dirichlet boundary conditions on \( \partial U_R \cap \mathbb{H} \) (resp., \( \partial U_L \cap \mathbb{H} \)) and free boundary conditions on \( \partial U_R \cap \mathbb{R} \) (resp., \( \partial U_L \cap \mathbb{R} \)). The proposition now follows from Proposition 3.1 and Lemma 3.3 applied with \( U_L, U_R, D_L, \) and \( D_R \), when we condition on the \( \sigma \)-algebra generated by \( F \) in addition to \( \nu([-1, 0]), \nu([0, 1]), \nu([0, 1]), \) and \( \nu([X, 1]) \).

Proof of Theorem 1.2. Consider the “critical zipper” \((h_t, \eta_t)_{t \in \mathbb{R}}\) of Theorem 1.5 and let \( X \) and \( Y \) be as in Proposition 5.1 with respect to \((h_0, \eta_0)\). Define \( s = \nu([0, X]) \) and “zip up” by time \( \tau(s) = \tau \), i.e., consider \((h_t, \eta_t)\), and add a constant \( C \) to the field. By Lemma 5.1 as \( C \to \infty \) the surfaces to the left and to the right of \( \eta_\tau \) (both with marked points at 0 and \( \infty \)) converge to independent (2, 2)-quantum wedges. Furthermore, the law of the pair \((h_t, \eta_t)\) is that of a (2,1)-quantum wedge, which is invariant under adding any constant \( C \) to the field. Thus, taking a limit as \( C \to \infty \) proves the first statement of the theorem. The statement concerning boundary lengths follows directly from Theorem 1.5.

References

[1] J. Acosta. Tightness of the recentered maximum of log-correlated Gaussian fields. *Elec. Journal Probab.*, 19:1–25, 2014.

[2] J. Aru, E. Powell, and A. Sepúlveda. Critical Liouville measure as a limit of subcritical measures. *Electron. C. Probab. (to appear)*, 2019.

[3] K. Astala, P. Jones, A. Kupiainen, and E. Saksman. Random curves by conformal welding. *C. R. Math.*, 348(5-6):257–262, 2010.

[4] K. Astala, P. Jones, A. Kupiainen, and E. Saksman. Random curves by conformal welding. *Acta Math.*, 207(2):203–254, 2011.

[5] S. Benoist. Natural parametrization of SLE: the Gaussian free field point of view. *Electronic Journal of Probability*, 23, 2018.

[6] N. Berestycki. Introduction to the Gaussian free field and Liouville quantum gravity. Lecture Notes, available on the webpage of the author, 2016.

[7] N. Berestycki. An elementary approach to Gaussian multiplicative chaos. *Electron. Commun. Probab.*, 22:27(12p), 2017.

[8] N. Berestycki and J. Norris. Lectures on Schramm–Loewner evolution. *Cambridge University*, 2011.

[9] J. D. Biggins and A. E. Kyprianou. Measure change in multitype branching. *Adv. in Appl. Probab.*, 36(2):544–581, 2004.

[10] P. Billingsley. *Probability and measure*. Wiley Series in Probability and Mathematical Statistics. John Wiley & Sons, Inc., New York, third edition, 1995. A Wiley-Interscience Publication.

[11] B. Duplantier, J. Miller, and S. Sheffield. Liouville quantum gravity as a mating of trees. Preprint \textit{arXiv:1409.7055}, 2018+.
[12] B. Duplantier, R. Rhodes, S. Sheffield, and V. Vargas. Critical Gaussian multiplicative chaos: convergence of the derivative martingale. *Ann. Probab.*, 42(5):1769–1808, 2014.

[13] B. Duplantier, R. Rhodes, S. Sheffield, and V. Vargas. Renormalization of critical Gaussian multiplicative chaos and KPZ relation. *Comm. Math. Phys.*, 330(1):283–330, 2014.

[14] B. Duplantier and S. Sheffield. Liouville quantum gravity and KPZ. *Invent. Math.*, 185(2):333–393, 2011.

[15] R. Durrett. *Probability: theory and examples*, volume 31 of *Cambridge Series in Statistical and Probabilistic Mathematics*. Cambridge University Press, Cambridge, fourth edition, 2010.

[16] P. Jones and S. Smirnov. Removability theorems for Sobolev functions and quasiconformal maps. *Ark. Mat.*, 38(2):263–279, 2000.

[17] J.-P. Kahane. Sur le chaos multiplicatif. *Ann. Sci. Math. Québec*, 9(2):105–150, 1985.

[18] A. Kemppainen. *Schramm-Loewner evolution*, volume 24 of *SpringerBriefs in Mathematical Physics*. Springer, Cham, 2017.

[19] G. F. Lawler. *Conformally invariant processes in the plane*, volume 114 of *Mathematical Surveys and Monographs*. American Mathematical Society, Providence, RI, 2005.

[20] O. McEnteggart, J. Miller, and W. Qian. Uniqueness of the welding problem for SLE and Liouville quantum gravity. *Preprint arXiv:1809.02092*, 2018+.

[21] R. G. Pinsky. On the convergence of diffusion processes conditioned to remain in a bounded region for large time to limiting positive recurrent diffusion processes. *Ann. Probab.*, 13(2):363–378, 1985.

[22] E. Powell. Critical Gaussian chaos: convergence and uniqueness in the derivative normalisation. *Electron. J. Probab.*, 23:31(26p), 2018.

[23] R. Rhodes and V. Vargas. Gaussian multiplicative chaos and applications: a review. *Probab. Surv.*, 11:315–392, 2014.

[24] R. Rhodes and V. Vargas. The tail expansion of gaussian multiplicative chaos and the liouville reflection coefficient. *The Annals of Probability*, 47(5):3082–3107, 2019.

[25] R. Robert and V. Vargas. Gaussian multiplicative chaos revisited. *Ann. Probab.*, 38(2):605–631, 2010.

[26] S. Rohde and O. Schramm. Basic properties of SLE. *Ann. of Math. (2)*, 161(2):883–924, 2005.

[27] A. Shamov. On Gaussian multiplicative chaos. *J. Funct. Anal.*, 270(9):3224–3261, 2016.

[28] S. Sheffield. Conformal weldings of random surfaces: SLE and the quantum gravity zipper. *Ann. Probab.*, 44(5):3474–3545, 2016.

[29] N. Tecu. Random Conformal Weldings at criticality. *Preprint arXiv:1205.3189*, 2018+.

[30] D. Williams. Path decomposition and continuity of local time for one-dimensional diffusions. I. *Proc. London Math. Soc. (3)*, 28:738–768, 1974.