By examining wireline data from Woodford and Wolfcamp gas shale, we find that the primary controls on the elastic-wave velocity are the total porosity, kerogen content, and mineralogy. At a fixed porosity, both $V_p$ and $V_s$ strongly depend on the clay content, as well as on the kerogen content. Both velocities are also strong functions of the sum of the above two components. Even better discrimination of the elastic properties at a fixed porosity is attained if we use the elastic-wave velocity of the solid matrix (including kerogen) of rock as the third variable. This finding, fairly obvious in retrospect, helps combine all mineralogical factors into only two variables, $V_p$ and $V_s$ of the solid phase. The constant-cement rock physics model, whose mathematical form is the modified lower Hashin-Shtrikman elastic bound, accurately describes the data. The inputs to this model include the elastic moduli and density of the solid component (minerals plus kerogen), those of the formation fluid, the differential pressure, and the critical porosity and coordination number (the average number of grain-to-grain contacts at the critical porosity). We show how this rock physics model can be used to predict the elastic properties from digital images of core, as well as 2D scanning electron microscope images of very small rock fragments.
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INTRODUCTION

Relations between the elastic properties of unconventional rocks and their volumetric properties, namely porosity, mineralogy, and kerogen content, are important in guiding reservoir development based on seismic data. Examples of interpreting seismic-scale impedances and density, product of simultaneous impedance inversion, for porosity, mineralogy, and water saturation are presented for conventional gas- and oil-bearing reservoirs by Arevalo-Lopez and Dvorkin (2016), Wollner et al. (2017), Arevalo-Lopez and Dvorkin (2017). Such interpretation based on a rock physics model (RPM) is also possible in shale and other unconventional resource rocks.

Relations of elastic properties of unconventional sediments to their volumetric properties can also be used in a reverse mode. Specifically, porosity, mineralogy, and kerogen content that are assessed using rock material, such as drill cuttings, from deviated and horizontal wells, where direct logging measurements are complicated or virtually impossible, can be related to the elastic moduli of the formation. Nowadays, this volumetric information contained in drill cuttings is readily quantified from their 3D or even 2D digital SEM images (e.g., Al Jallad et al., 2019). Where these dynamic elastic properties can be connected to the static elastic constants, among them Young's modulus and Poisson's ratio (e.g., Sone and Zoback, 2013; Hamza et al., 2015; Meléndez-Martínez and Schmitt,
2016; Elkhatatny et al., 2018; He et al., 2019), they can be immediately used in hydraulic fracture prediction and modeling. The same principle applies to formations designated for CO2 sequestration and waste disposal.

Theoretical rock physics analysis based on laboratory or wireline data is key to developing a relevant and general enough RPM. The USA domestic shale revolution has given impetus to such rock physics developments, some of them endeavoring to introduce no less than the general rock physics of all organic shales (e.g., Vernik and Milovac, 2011; Khadeeva and Vernik, 2014; Yenugu and Vernik, 2015; Vernik et al., 2018).

At the same time, serious and careful laboratory studies have addressed the effects of mineralogy and microstructure of unconventional shale on its elastic and other properties (e.g., Prasad et al., 2009; Beloborodov et al., 2019). Shale anisotropy is also a prolific topic, giving rise to a host of observations of limited generality (e.g., Vernik and Landis, 1996) and theoretical models requiring a large number of inputs (e.g., Sayers, 2013; Sayers et al., 2015; Sayers and Dasgupta, 2019). A model by Vernik and Kachanov (2010) is another example of an elaborate anisotropic theory requiring a number of essentially unknown inputs, such as pore shape factors, pore orientations, and crack density as a function of stress.

The latest installment into this branch of geosciences is by Sayers et al. (2019), where a careful and mathematically involved analysis of anisotropic parameters is conducted using wireline data from the Wolfcamp formation. This paper shows good agreement between model prediction and wireline log data in the Wolfcamp when reasonable assumptions are made about the elastic properties of kerogen and clay. The authors demonstrate that robust, local wireline petrophysical and elastic rock properties data are essential for calibrating a RPM. Once again, the theory pertaining to deriving anisotropic elastic constants, although elaborate, is not substantiated by data simply because anisotropic in-situ measurements are extremely rare.

Here we aim at establishing a data-driven, physics-based, and “as simple as possible but not simpler” theoretical RPM based on wireline data in two vertical wells, one in Woodford and the other in Wolfcamp shale. The input data include the bulk density, resistivity-derived water saturation, and the P- and S-wave velocity. Detailed mineralogy and kerogen content in the wells under examination are produced using advanced well log interpretation techniques. The data available come from a vertical well. Hence, we are not able to assess the elastic anisotropy of this shale and limit this discussion to the elastic properties of the formation only measured in the vertical (“33”) direction.

Based on these data, we conduct rock physics diagnostics, the technique aimed at establishing a theoretical RPM. We find that the constant-cement model, which has the mathematical form of the modified lower Hashin-Shtrikman elastic bound, accurately describes the data. At fixed porosity, the elastic-wave velocity appears to be a unique function of the elastic properties of the solid matrix that includes the minerals and kerogen. These elastic properties, in turn, strongly depend on the volumetric fractions of the softest solids, clay and kerogen.

We present applications of this RPM in the context of digital rock physics (DRP), where we compute the elastic properties as a function of porosity, mineralogy, and kerogen content obtained from digital images of core, as well as 2D SEM images of small rock fragments.

**WIRELINE DATA**

The wireline data and interpreted curves for the Woodford well are shown in Figure 1. The mineralogy in Woodford is dominated by clay (illite) and quartz with small amounts of dolomite. The kerogen content is between 10 and 20% by volume and is essentially constant 15% in the main reservoir. The total porosity varies between 5 and 8%. The Wolfcamp well (Figure 2) is dominated by quartz, clay (illite), calcite, and dolomite, with kerogen content between 5 and 10% and the total porosity smaller than in Woodford, varying between 4 and 8%.

In both wells, all mineral fractions, including kerogen, are volumetric and normalized to add up to 100%. The mineralogy, as well as the kerogen content were estimated using existing well log interpretation methods (e.g., Zhao et al., 2016).

Both wells contained high-salinity brine and wet gas. The densities and bulk moduli of these pore-fluid components were computed using the Bätzle and Wang (1992) equations. The inputs to these equations are: the pore pressure 51 and 45 MPa in Woodford and Wolfcamp, respectively; temperature 95 and 84 °C; and salinity 250,000 and 100,000 ppm. The gas gravity in both wells was estimated to vary between 0.7 and 0.9. Using either of these two bounds did not noticeably affect the total porosity computations or fluid substitution (see below) results. This is why in the following quantitative analysis we assumed gas gravity 0.8. The resulting densities and bulk moduli of the brine and gas are listed in Table 1.

The total porosity $\phi$ along the intervals was computed using the mass-balance equation

$$\phi = \frac{(\rho_s - \rho_f)}{(\rho_s - \rho)}$$

(1)

where $\rho_s$ and $\rho_f$ are the densities of the solid phase and pore fluid, respectively, and $\rho_b$ is the bulk density.

The density of the pore fluid was computed from those of brine and gas ($\rho_w$ and $\rho_g$, respectively) and water saturation $S_w$ as

$$\rho_f = S_w \rho_w + (1 - S_w) \rho_g$$

(2)

The density of the solid phase was computed as the arithmetic average of those of the solid components (Table 1) weighted by the respective volume fractions. The elastic properties, namely the bulk and shear moduli of the solid phase, were computed as Hill (1952) average using the elemental elastic constants also listed in Table 1.

The values for the elastic moduli of pure kerogen available in literature span fairly wide ranges, which is fairly typical for some minerals, especially clays (see Mavko et al., 2020). For example, Mavko et al. (2020) suggest 2.9 and 2.7 GPa for the bulk and shear moduli of kerogen, respectively. Vernik et al. (2018) quote 3.9 and 3.8 GPa for the same moduli of nano-porous kerogen. This means that the respective moduli of pure non-porous kerogen can be
higher. Sayers et al. (2015) use 5.5 and 3.2 GPa, respectively. Much smaller values, 1.8 and 0.4 GPa, respectively, are reported by Wolf (2010) based on laboratory measurements in a large pure bitumen sample at 60°C.

Khatibi et al. (2018) obtained Young’s modulus as high as 16 MPa based on Raman spectroscopy analysis. With Poisson’s ratio assumed 0.14 (Mavko et al., 2020), this value translates into 7.4 GPa for bulk modulus and 7.0 GPa for shear modulus. Yan and Han (2013) list the bulk modulus as high as 5 GPa with the shear modulus about half of this value. Kashinath et al. (2020) provide approximately 20 and 8 GPa, respectively, for the bulk and shear moduli of kerogen based on atomistic models and for 1.3 g/cc density.

Generally, the elastic properties of organic matter depend on its maturity (e.g., Zhao et al., 2016; Suwannasri et al., 2019). The values listed in Table 1 were selected to provide a best fit to the wireline data in the two wells under examination, as well as in a number of other wells not discussed here. These values fall within

**FIGURE 1** | Woodford well. Top: GR; water saturation; the total porosity; and bulk density. Middle: GR; $V_p$ and $V_s$; P-wave impedance; and Poisson’s ratio. The in-situ data are shown in black, while the variables for 100% water saturated conditions are shown in blue. Bottom: GR; dolomite (blue) and calcite (black) volume fractions; quartz (red), clay (black), and pyrite (green) volume fractions; and kerogen content.
the permissible range of these elastic moduli and can certainly be used in future analyses.

**FLUID SUBSTITUTION**

In order to conduct rock physics diagnostics, i.e., find the RPM, we first need to bring the entire interval under examination to the so-called common fluid denominator by using theoretical fluid substitution to compute the elastic properties and density at 100% formation water saturation. This step helps us remove one variable, the pore fluid, from the diagnostics process.

We conducted fluid substitution using two different methods:
(a) Gassmann (1951) method using the bulk modulus \( K \) computed from \( \rho_b, V_p, \) and \( V_s \) as

\[
K = \rho_b \left( \frac{V_p^2 - \frac{4}{3} V_s^2}{V_p^2 - 4} \right)
\]

and the \( V_p \)-only method (Mavko et al., 1995) using the compressional modulus \( M \):
At a dry-rock bulk modulus, \( K_f \) is that of the pore fluid; and \( \phi \) is the total porosity. The shear modulus \( G \) is fluid-independent.

The \( V_p \) only method uses the same functional form, but with the bulk modulus replaced by the compressional modulus:

\[
M = \rho_s V_p^2.
\]

Gassmann’s (1951) equations read

\[
K_{Sat} = K_f \left( \frac{1 + \phi}{(1 - \phi)K_f + \phi K_s - K_f K_{Dry}/K_s} \right) K_{Dry} + K_f.
\]

\[
G_{Sat} = G_{Dry},
\]

where \( K_{Sat} \) is the bulk modulus in fluid-saturated rock; \( K_{Dry} \) is the dry-rock bulk modulus; \( K_s \) is the bulk modulus of the solid phase; \( K_f \) is that of the pore fluid; and \( \phi \) is the total porosity. The shear modulus \( G \) is fluid-independent.

Both methods gave almost identical results for \( V_p \) at 100% water saturation. The resulting 100% wet-rock properties are shown in Figures 1, 2 as blue curves.

Both aforementioned fluid substitution methods assume zero-frequency (static) deformation of rock. In other words, the minute pore pressure oscillations induced by a passing wave have to be able to equilibrate across a rock volume during the oscillation period. Such equilibration often does not occur in the laboratory where the frequency of the signal is on the order of MHz. It may not occur even at the relative low wireline sonic and dipole frequencies on the order of 1–10 kHz if the pore fluid has high viscosity, such as heavy oil. Because the pore fluid phases in the case under examination are low-viscosity brine and gas, we can assume that the fluid substitution methods employed are applicable.

### ROCK PHYSICS DIAGNOSTICS

We start with the Woodford well. Let us cross-plot the 100%-wet-rock \( V_p \) and \( V_s \) versus porosity (Figure 3A). The result is quite discouraging. At a fixed porosity value, \( V_p \) may vary by more than 1,000 m/s, while the \( V_s \) scatter is about 750 m/s.

This picture changes if we color-code these datapoints by a third variable. Figures 3B,C show plots of \( V_p \) and \( V_s \) versus porosity color-coded by clay and kerogen contents, respectively. Both variables provide strong discrimination of the velocity at fixed porosity. Using the sum of the clay and kerogen (the softest components of the solid matrix) contents also provides strong velocity discrimination (Figure 3D).

Since clay and kerogen are the softest components of the solid phase, it is not surprising that color-coding \( V_p \) and \( V_s \) by the respective velocities (\( V_{ps} \) and \( V_{ss} \)) computed in the solid phase (all minerals plus kerogen) also provides powerful discrimination of these velocities at fixed porosity (Figure 4). These velocities are computed from the bulk \( (K_i) \) and shear \( (G_i) \) moduli and the density \( (\rho_i) \) of the solid phase (the minerals plus kerogen) as

\[
V_{ps} = \sqrt{\frac{K_i + (4/3)G_i}{\rho_i}}, \quad V_{ss} = \sqrt{\frac{G_i}{\rho_i}},
\]

where \( \rho_i \) is the weighted arithmetic average of the elemental densities listed in Table 1

\[
\rho_i = \frac{\sum_{i=1}^{N} f_i \rho_i}{N},
\]

where \( f_i \) is the volume fraction of the ith mineral component in the solid matrix; \( \rho_i \) is its density; and \( N \) is the number of the solid-matrix components.

\( K_i \) and \( G_i \) are computed as Hill (1952) average using the elemental elastic moduli listed in Table 1:

\[
K_i = \frac{K_V + K_R}{2}, \quad G_i = \frac{G_V + G_R}{2},
\]

with

\[
K_V = \sum_{i=1}^{N} f_i K_i; \quad G_V = \sum_{i=1}^{N} f_i G_i; \quad K_R^{-1} = \sum_{i=1}^{N} f_i K_i^{-1}; \quad G_R^{-1} = \sum_{i=1}^{N} f_i G_i^{-1},
\]

where \( K_i \) and \( G_i \) are the bulk and shear moduli of the ith component, respectively.

We can conclude now that the elastic-wave velocities in Woodford uniquely depend on the total porosity and mineralogy, the latter represented by the elastic moduli of the solid phase.

This somewhat anticipated and obvious, in retrospect, result is still novel in the rock physics field. The traditional and commonly used approach is to relate the elastic properties to the clay or kerogen or feldspar content examining these mineralogies as separate inputs. Here we mathematically combine these mineralogies in only two self-similar variables, \( V_p \) and \( V_s \) in the solid matrix, that serve as discriminators for \( V_p \) and \( V_s \), respectively, in the porous rock itself. Such self-similarity in rock physics transforms was first described by Gal et al. (1998) and Dvorkin (2007), where one of such variables was a linear combination of porosity and clay content. It is akin to the classic self-similarity in mechanics where, e.g., fluid flow characteristics can be related to a single variable, Reynolds
FIGURE 3 | Woodford well. (A) 100%-wet-rock $V_p$ (left) and $V_s$ (right) versus porosity. (B) Same as (A) but color-coded by the clay content. Colored symbols at zero porosity are for $V_p$ (left) and $V_s$ (right) in the solid phase and are color-coded by the same third variables. Upper solid black line is computed from the constant-cement model starting from the stiffest zero-porosity data point. Lower solid black line is computed from the same model starting from the least stiff zero-porosity data point. (C) Same as (B) but color-coded by kerogen content. (D) Same as (B) but the color is the sum of the clay and kerogen contents.
number, instead of separately to the viscosity, velocity of flow, and size of the orifice.

In order to theoretically match these data, we select the constant-cement model that has the mathematical form of modified lower Hashin-Shtrikman bound described in, e.g., Dvorkin et al. (2014) and expressed by the following equations:

\[
K_{\text{dry}} = \left[ \frac{\phi' z_{\text{HM}}}{K_{\text{HM}} + 2G_{\text{HM}}} + \frac{1 - \phi' z_{\text{HM}}}{G + z_{\text{HM}}} \right]^{-1} - \frac{4}{3} G_{\text{HM}}; \\
G_{\text{dry}} = \left[ \frac{\phi' \phi}{G_{\text{HM}} + z_{\text{HM}}} + \frac{1 - \phi' \phi}{G + z_{\text{HM}}} \right]^{-1} - z_{\text{HM}}; \\
z_{\text{HM}} = \frac{G_{\text{HM}}}{6} \left( \frac{9K_{\text{HM}} + 8G_{\text{HM}}}{K_{\text{HM}} + 2G_{\text{HM}}} \right),
\]

(11)

where \(K_{\text{dry}}\) and \(G_{\text{dry}}\) are the dry-rock bulk and shear moduli, respectively; \(\phi'\) is the critical porosity (about 0.40), and

\[
K_{\text{HM}} = \left[ \frac{n^2 (1 - \phi')^2 G^2}{18\pi^2 (1 - \nu)^2} \right]^{1/3}; \\
G_{\text{HM}} = \frac{2 + 3/f - \nu (1 + 3/f)}{5 (2 - \nu)} \left[ \frac{3n^4 (1 - \phi')^2 G^2}{2n^2 (1 - \nu)^2} \right]^{1/3},
\]

(12)

where \(n\) is the coordination number (the average number of contacts per grain, usually greater or equal 5); \(G_i\) and \(\nu_i\) are the effective shear modulus and Poisson’s ratio of the mineral phase, respectively; \(P\) is the differential stress; and \(f\) is the shear stiffness reduction factor (usually greater or equal 1).

The inputs required by this model are the differential stress (overburden minus pore pressure); critical porosity; coordination number (the average number of contacts per grain at critical porosity); and the shear stiffness reduction factor. The parameters we chose for the case under examination are listed in Table 2. The densities and elastic moduli of the solid phase and pore fluid are required as well.

This model, as well as its counterparts, the soft-sand and stiff-sand transforms, although originally developed for sandstones, have all proven to be fairly universal and work for other rock types, such as shales (Dvorkin et al., 2002) and carbonates (Dvorkin and Alabbad, 2019). Let us remind that the essence of these models is in the mathematical form of the curves connecting the high- to zero-porosity endpoints in the velocity-porosity space. The zero-porosity endpoint is the velocity of the mineral matrix. The high-porosity (or critical-porosity) endpoint can be computed from a contact theory, such as expressed by Eq. 12, or simply determined based on the data.

We compute velocity versus porosity curves according to this model for 100% water saturation case and a) using the minimum density and the bulk and shear moduli of the solid phase in the interval under examination and b) the maximum values of these inputs. In other words, the a) model curve starts from the softest zero-porosity data point, while the b) curve starts from the stiffest zero-porosity data point. The resulting curves almost perfectly envelop the data (Figures 3, 4).

Notice that color gradation in velocity data shown in Figures 3, 4 is practically the same as that in the solid-phase velocity data displayed at zero-porosity. This fact illustrates our finding that the solid-phase elastic properties act as robust discriminators of the porous shale elastic properties at fixed porosity and that these properties are unique functions of the total porosity, and mineralogy and kerogen content.

The next step is to apply this model in the entire interval using the depth-dependent inputs and the in-situ fluid properties. The results are shown in Figure 5. The match between the model predictions and wireline data is fairly accurate except for Lower Woodford where the predicted velocities are higher than measured. We could certainly adjust the model in this interval to better match the data, but the difference is likely caused by over-pressure in this interval for which we have no information.

| Formation       | \(P_{\text{dmb}}\) (MPa) | \(\phi'\) | C | \(f\) | \(\rho_w\) (g/cc) | \(K_w\) (GPa) |
|-----------------|--------------------------|----------|---|------|----------------|--------------|
| Woodford        | 25.75                    | 0.40     | 12| 1.0  | 1.1629         | 3.7388       |
| Wolfcamp        | 29.37                    | 0.40     | 22| 0.6  | 1.0573         | 3.1146       |

\(P_{\text{dmb}}\), differential pressure; \(\phi'\), critical porosity; C, coordination number; f, shear stiffness reduction factor; \(\rho_w\), mean density of brine; \(K_w\), mean bulk modulus of brine.
Let us finally make several useful cross-plots using Woodford data. The cross-plot in **Figure 6A** (top) indicates that there is (albeit not very sharp) connection between the clay and kerogen contents: both increase in accord. Plotting the total porosity versus kerogen content (**Figure 6B**, top) and the sum of clay and kerogen contents (**Figure 6C**, top) produces a curious V-shaped pattern with maximum porosity practically the same at the lowest and highest contents and minimum porosity at...
approximately 0.13 kerogen content and 0.50 clay plus kerogen content. This pattern arguably points out to how porosity is partitioned among the components of the solid phase.

The positive correlation between the clay and kerogen contents observed in this figure is fairly common in the continental US deposits (e.g., Sone and Zoback, 2013).

Figure 7, top and bottom, is for the Wolfcamp well with the displays same as in Figures 3, 4, respectively. Data quality in this well is worse than in the Woodford well, which is clear from the “lacy” character of the cross-plots in these figures. Such configurations are characteristic of the petrophysicist’s attempts to shift and smooth the original curves. Yet, the patterns similar to those observed in the Woodford emerge here as well. Once again, it appears that the elastic properties of this shale are also unique functions of the total porosity, and mineralogy and kerogen content.

The same RPM is applicable in Wolfcamp shale, but with some parameter adjustments. Perhaps because the calcite and dolomite contents in Wolfcamp are higher than in Woodford (Figure 2), this rock appears stiffer and requires an increase in the coordination number to 22. Also, the shear stiffness reduction factor $f$ in this case is 0.6.

Having this factor less than 1.0 is unphysical in the context of the original constant-cement model, where the critical porosity endpoint elastic moduli come from the Hertz-Mindlin contact theory (Mindlin, 1949). However, if we remember that this factor is only an adjustment parameter for the high-porosity end member in the modified lower Hashin-Shtrikman bound, using $f = 0.6$ is permissible. The reason behind this selection is to honor the fact that the apparent Poisson’s ratio measured in the vertical direction is quite small in this well (about or even less than 0.2). Let us emphasize again that the essence of this model is not the selection of the critical porosity endpoint, but rather the functional form of the curves connecting this endpoint with the zero-porosity (pure-mineral) endpoint.

The model predictions are compared to measured data for this well in Figure 5 (bottom). As in Woodford, we observe an accurate match. Figure 6 (bottom) is the same as Figure 6 (top), but now for the Wolfcamp well. Because of the poorer quality of this wireline data, it is difficult to make any meaningful conclusions here.

APPLICATION TO DIGITAL ROCK PHYSICS

High resolution petrophysical properties can be determined from dual energy computed tomography (CT) imaging on core material extracted from a well (Walls et al., 2016). Dual-energy CT-scanning for evaluating reservoir rocks involves scanning the same location within the rock twice, using a different X-ray energy each time. One image intensity is proportional to the bulk density, while the other is proportional to the atomic number. These two inputs are combined with spectral gamma ray readings to obtain high-

FIGURE 7 | Wolfcamp well. Top. Display is the same as in Figure 3D. Bottom. Display is the same as in Figure 4.
resolution bulk density and mineralogy data along the core. The output includes the total porosity (computed from the mass balance equation), as well as the volume fractions of kerogen, carbonate, silica and clay. Usually these 3D volumetric data are averaged across the sample for each cross-section, however nothing prevents utilizing these results in the entire volume, voxel by voxel, given adequate dynamic memory handling. Now, by applying the RPM derived here from wireline data to petrophysical results from such core CT scanning, we can obtain high-resolution profiles of the dynamic elastic properties along the core.

For this purpose we assumed that the carbonate is pure dolomite, silica is quartz, and clay is illite. The constant-cement model established for the Woodford well was implemented with the abovementioned CT outputs. The results are shown in Figure 8, where the elastic properties thus computed, as well as the dual energy outputs, are compared with the wireline data.

The high-resolution density, mineralogy, and mass-balance-computed total porosity closely match those inferred from the wireline data. As a result, the elastic-wave velocities, P-wave impedance, and Poisson’s ratio are also close to the values measured in the well. Such high-resolution elastic property profiles are essential in highly laminated thinly layered unconventional formations.

Another digital rock methodology is based on 2D SEM images of rock material (Figure 9), such as drill cuttings recovered from deviated or horizontal wells. Image analysis combined with X-ray fluorescence (XRF) data yields the total porosity, as well as the kerogen, pyrite, silica, carbonate, and clay contents. By applying a RPM to these outputs, we can estimate the elastic properties in deviated or horizontal wells where wireline measurements and core extraction are difficult and risky, if not impossible.

These rock-physics-based elastic property results are also plotted in Figure 8. The velocities thus computed slightly overestimate \( V_p \) and \( V_s \) measured in the well, likely due to the
difference in the scale of the measurement. Still, these results confirm the robustness of the methodology where DRP is combined with traditional rock physics to estimate the elastic properties where no other rock material but drill cuttings are available.

As could be expected, both aforementioned DRP methods provide the inputs that are close to the wireline data but are not exactly the same. This situation is typical when comparing laboratory to wireline data in conventional rock physics analysis. Even such basic properties as porosity, density, and the elastic-wave velocities show discrepancies. Among the reasons for these differences are the conditions of the measurements, as well as the devices used. Still, in the case under examination, these inputs match reasonably well hence providing a close match between the elastic properties measured in the well and computed using DRP.

DISCUSSION

DRP has rapidly evolved during the last decade. Many publications have reported reliable estimates of the absolute and relative permeability, as well as electrical properties, based on microimages of natural rock (e.g., Arns et al., 2005; Dvorkin et al., 2011; Andra et al., 2012). Yet, correctly computing the elastic properties from microimages has remained elusive. The main reason is that these properties strongly depend on microscopic elastic defects, such as hairline cracks or grain contacts, which are impossible to resolve within a reasonably large field of view.

Still, some authors report DRP-based plausible values for the elastic moduli. These results are based on ad-hoc alteration of material properties (Knackstedt et al., 2009), special image processing (Dvorkin et al., 2011), or an application of an inclusion effective-medium theory to digital images (Karimpouli et al., 2018). The latter approach is arguably questionable since it has to include an ad-hoc element since the finest elastic cracks most responsible for the elastic properties cannot be adequately imaged.

The approach used here is somewhat different. We combine two types of data, physical measurements (wireline) and digital (images). The first type provides us with a robust site-specific rock physics transform between the volumetric and elastic properties, which is then applied to the second type to estimate these elastic properties from image-based volumetrics. This approach appears to be quite powerful as it can be applied to images of drill cuttings in wells where other types of measurements are hardly attainable.

In this study, we only used two wells. Nevertheless, this RPM appears to be general as it also works in other wells in the US and Middle East. We could not publish these data due to...
confidence restrictions. What is very important is that a fairly simple and ubiquitous RPM helped us quantify the velocity-porosity-mineralogy behavior in a sediment whose microstructure is prohibitively complex (Figure 10) for any implicit modeling involving elaborate effective-medium theories. 

It may be tempting to try to determine the parameters of this model from micro-images of shale. However, it is arguably impossible since the inputs, such as the coordination number, are assigned to the critical-porosity end-member, while here we are dealing with low-porosity rocks. Once again, the essence of this RPM is the connection between the two endpoints rather than the specific properties at these endpoints.

We only used data from vertical wells. In other words, the information available only pertains to the “33” direction in generally anisotropic shales. Here we did not attempt to estimate the anisotropic elastic coefficients simply because the input information for such evaluation is not available. Moreover, such information is almost never available in the field since high-quality wireline data usually come from vertical wells. The workflow used here is self-consistent in the sense that the RPM pertains to the properties along the same direction as the measurements were made. Should the elastic properties in other directions be required, they can be estimated from the “33” properties using the existing studies of anisotropy in shales (e.g., Hornby et al., 1994; Sayers and Dasgupta, 2019).

The main result of this work is establishing a simple RPM that relates the volumetric properties of rock to its elastic properties. This model requires such additional inputs as the elastic moduli and densities of the mineral components and kerogen, as well as those of the brine and gas. The latter were computed using the fluid properties provided by the operator of the field. The former were assigned commonly used values tabulated in existing literature.

Let us emphasize again that the elastic properties of organic shale reservoirs depend on many and often hardly controllable geological factors (e.g., Bandopadhyay, 2009; Suwannasri, et al., 2018; Zhao et al., 2018). We show here that in spite of this complexity, a simple RPM can be used to describe wireline data. Perhaps the most uncertain input is the properties of the kerogen as discussed above. These were selected to ensure the best fit between the data and model-derived elastic properties. Hence, if these properties are consistently employed in any application of this model, be it seismic-based reservoir interpretation or DRP, no uncertainty propagation into the predictions is expected.

The workflow offered here uses a number of assumptions, such as attributing all clay mineralogy to illite. All these assumptions were based on concrete field and laboratory data. Most importantly, they allowed us to generate a meaningful RPM and successfully apply it to digital rock physics inputs. An important issue to be aware of when using a RPM in interpretation is the spatial scale of investigation. The scale of wireline data is on the order of ft, while that of the digital rock physics input is on the order of mm. In spite of this difference, it has been shown (e.g., Dvorkin et al., 2011) that RPM (transforms) are often approximately scale independent and, hence, while established at one spatial scale can be used at another.

The quality of the controlled-experiment data is key to establishing meaningful rock physics trends. The concept of data quality depends on the purpose of the experiment. For example, the log interpreter attempts to process the acoustic waveforms and/or bulk density readings to achieve the accuracy best possible, often forgetting to cross-plot velocity versus density to ensure that the cross-plot is physically meaningful. The rock physics data quality criterion is somewhat different. Here we pay special attention to cross-plots, their theoretical meaning, and their agreement with appropriate effective-medium theories. In other words, if the data allow for establishing a meaningful relation between different rock attributes, the data quality is deemed satisfactory. The Wolfcamp case study discussed here is an example of such approach. In spite of the less-than-perfect data quality, these wireline measurements can still be used to generate a meaningful cross-correlation and exploit it is a predictive fashion.

CONCLUSION

Wireline data from Woodford and Wolfcamp gas shale indicate that two unique controls of the elastic properties are the total porosity and mineralogy, the latter’s effect combined in the elastic-wave velocities of the mineral phase plus kerogen. A theoretical RPM that accurately relates the elastic-wave velocities to the volumetric properties of rock has been established based on this finding. A powerful application of this model is in using digital rock physics to estimate the elastic properties of rock from its small irregular fragments, such as drill cuttings.
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