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\textbf{Abstract.} Materials with charged chiral quasiparticles in external parallel electric and magnetic fields can support an electric current that grows linearly in time, corresponding to diverging DC conductivity. From experimental viewpoint, this “Chiral Magnetic Superconductivity” (CMS) is thus analogous to conventional superconductivity. However the underlying physics is entirely different – the CMS does not require a condensate of Cooper pairs breaking the gauge degeneracy, and is thus not accompanied by Meissner effect. Instead, it owes its existence to the (temperature-independent) quantum chiral anomaly and the conservation of chirality. As a result, this phenomenon can be expected to survive to much higher temperatures. Even though the chirality of quasiparticles is not strictly conserved in real materials, the chiral magnetic superconductivity should still exhibit itself in AC measurements at frequencies larger than the chirality-flipping rate, and in microstructures of Dirac and Weyl semimetals with thickness below the mean chirality-flipping length that is about $1 - 100 \mu m$. In nuclear physics, the CMS should contribute to the charge-dependent elliptic flow in heavy ion collisions.

\section{Introduction}

The chiral magnetic effect (CME) is the generation of electric current induced by an external magnetic field in the presence of imbalance between the left- and right-handed chiral fermions. The CME and related phenomena are the subject of vigorous ongoing research in particle, nuclear, and condensed matter physics, and I will not attempt to cover it here – reviews can be found in Refs. [1–3]. Instead, I would like to address the relation between the CME and conventional superconductivity (SC). Both are non-dissipative transport phenomena, but as we will see the underlying physics is drastically different. Nevertheless, the CME and SC do share some common properties, and accentuating the similarities and the differences between these macroscopic quantum phenomena may be useful for focusing the future research in this area.

\section{London theory of superconductivity}

Let us start with a brief recap of “conventional” superconductivity. Instead of microscopic BCS theory introducing the condensate of Cooper pairs, we will base our discussion on the approach proposed in
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1935 by Fritz and Heinz London [4]. The London equations describe electromagnetic response of a superconductor and can be derived from the following bold assumption about the proportionality between the electric current $J$ and the vector gauge potential $A$:

$$J = -\mu^2 A,$$

where a phenomenological constant $\mu$ is related to the density of superconducting carriers $n_s$, electron mass $m$ and electric charge $e$ by $\mu = (e^2 n_s/m)^{1/2}$.

This equation is striking, as it is in manifest conflict with gauge invariance. Indeed, the electric current is a measurable physical quantity, and is thus gauge-invariant. On the other hand, the gauge potential obviously changes under gauge transformations, $A \rightarrow A + \nabla \varphi$, where $\varphi$ is an arbitrary scalar function. At present we understand that this apparent breaking of gauge invariance is due to the Higgs-Anderson mechanism and is triggered by the formation of Cooper pair condensate in the ground state of a superconductor; it is in fact perfectly consistent with the gauge symmetry, as we will discuss below. Nevertheless, to apply the equation (1) we need to specify a gauge condition, and following Londons we will use the Coulomb gauge $\nabla A = 0$.

In Coulomb gauge, the electric field is $E = -\dot{A}$ and the magnetic field is $B = \nabla \times A$; therefore, the assumption (1) yields the following two equations of superconductor electrodynamics:

$$\dot{J} = \mu^2 E,$$

and

$$\nabla \times J = -\mu^2 B.$$

The first of these equations (2) tells us that a constant external electric field $E$ generates inside a superconductor a transient state with an electric current that grows linearly in time. Once the electric field is turned off (or screened away), Eq. (2) tells us that the current $J$ is not allowed to decay and should persist – this is superconductivity.

For our forthcoming discussion of the relation between superconductivity (SC) and chiral magnetic effect (CME), it is instructive to look at (1) from the viewpoint of fundamental discrete symmetries. Under parity transformation $P$, both vectors $J$ and $A$ flip sign, so the quantity $\mu^2$ is $P$-even, unlike the CME conductivity [5, 6] defined by

$$J = \frac{e^2}{2\pi^2} \mu_5 \mu \equiv \sigma_{CME} B,$$

that is $P$-odd ($e$ is electric charge and $\mu_5 = (\mu_L - \mu_R)/2$ is the chiral chemical potential describing the difference of chemical potentials for left- and right-handed fermions).

Under time reversal $T$, both vectors $J$ and $A$ again flip sign, and so $\mu^2$ is even under $T$, just like the CME conductivity. There is however a very essential difference between SC and CME – in the latter case, since $B$ is a gauge-invariant quantity, the absence of dissipation does not require breaking gauge degeneracy, and can thus be achieved without any condensates in the ground state. Since condensates are usually destroyed by thermal fluctuations, this makes CME potentially a more robust phenomenon that can survive to much higher temperatures than SC.

Being even under time reversal is a highly unusual property for a conductivity – for example, the Ohmic conductivity defined by $J = \sigma E$ is $T$-odd (the electric current $J$ is $T$-odd, but electric field $E$ is $T$-even). This is natural, because the Ohmic conductivity describes the processes of dissipation, and dissipation leads to the increase of entropy. The growth of entropy according to the second law of thermodynamics cannot be reversed, and thus generates an arrow of time. On the other hand, a
conductivity that is T-even describes the processes that can be reversed in time, and thus have to be non-dissipative [7].

To gain a deeper insight, we can consider the power \( P \) dissipated by Ohmic current:

\[
P_{\text{Ohm}} = \int d^3x \mathbf{J} \cdot \mathbf{E} = \sigma \int d^3x \mathbf{E}^2.
\]

(5)

The quantity on the r.h.s. is positive-definite, and is proportional to the energy of electric field. Therefore, the dissipated power has to be positive as well.

On the other hand, for superconductors we get

\[
P_{\text{SC}} = \int d^3x \mathbf{J} \cdot \mathbf{E} = -\mu^2 \int d^3x \mathbf{A} \cdot \mathbf{E} = \frac{\mu^2}{2} \frac{d}{dt} \int d^3x \mathbf{A}^2.
\]

(6)

Once the electric field is switched off, \( \mathbf{E} = 0 \), eq. (2) tells us that the current persists, but the dissipated power according to (6) vanishes.

The quantity \( \mathbf{A}^2 \) on the r.h.s. of (6) appears to break gauge invariance, but this is only apparent: as is well known, the action of a superconductor is formulated in terms of the combination \( A_\mu - 1/e \partial_\mu \phi \), where \( \phi \) is the phase of the condensate field. In the ground state of a superconductor, \( \mathbf{A} = 1/e \nabla \phi \) is a pure gauge, so there is thus no magnetic field, \( \mathbf{B} = \nabla \times \mathbf{A} = 0 \). On the other hand, a deviation from the ground state with \( \mathbf{B} \neq 0 \) requires \( \mathbf{A} \) proportional to a coordinate transverse to the direction of \( \mathbf{B} \), so the corresponding contribution to the free energy \( \int d^3x \mathbf{A}^2 \) grows faster than the volume (note that the value of this integral is minimal in the Coulomb gauge [10]). The magnetic field is thus energetically unfavorable and is expelled by the superconductor – this is the Meissner effect. Therefore both the superconductivity and the Meissner effect can be seen as a direct consequence of (1), and its symmetry properties.

3 Chiral magnetic effect as a new type of superconductivity

Let us now consider the corresponding expression for CME:

\[
P_{\text{CME}} = \int d^3x \mathbf{J} \cdot \mathbf{E} = \sigma_{\text{CME}} \int d^3x \mathbf{E} \cdot \mathbf{B} = -\frac{1}{2} \sigma_{\text{CME}} \frac{d}{dt} \int d^3x \mathbf{A} \cdot \mathbf{B}.
\]

(7)

It is proportional to the time derivative of magnetic helicity \( h_m \equiv \int d^3x \mathbf{A} \cdot \mathbf{B} \) that is a topological Chern-Simons 3-form describing the topology of magnetic flux. This invariant counts the chirality of a knot formed by the lines of magnetic field in a given gauge configuration. The expression (7) thus shows that as long as the topology of magnetic flux does not change, the power dissipated by the chiral magnetic current is equal to zero. This shows that the CME current is protected by topology of the gauge field. In fact, a topological mechanism for one-dimensional superconductivity was introduced long time ago by Frohlich [11], see [12, 13] for more recent developments.

The chiral magnetic instability [14–22] can result in the transfer of chirality carried by fermions into magnetic helicity, but this decay happens at rather long space and time scales – in fact, this mechanism may be responsible for the generation of magnetic fields in the Universe. At late times, the instability leads to a self-similar cascade towards the Chandrasekhar-Kendall states that minimize magnetic energy for a given value of magnetic helicity [18, 20]. In a condensed matter setup this decay can be eliminated, if the characteristic instability wavelength is smaller than the size of sample [18]. If the decay does occur, the CME current can dissipate into magnetic helicity, as illustrated by the expression (7).
To make an analogy with superconductivity, let us consider a chiral material (i.e. a material that hosts massless charged chiral fermions, such as a Dirac or Weyl semimetal, or a quark-gluon plasma) in external parallel magnetic and electric fields. First, let us assume that the chirality of fermions is strictly conserved. The chiral anomaly of quantum electrodynamics [8, 9] then dictates that the electric and magnetic fields generate the chiral charge density \( \rho^5 \) with the rate given by

\[
\frac{d\rho^5}{dt} = \frac{e^2}{4\pi^2\hbar^2c} \mathbf{E} \cdot \mathbf{B},
\]

and the chiral charge density grows linearly in time:

\[
\rho^5 = \frac{e^2}{4\pi^2\hbar^2c} \mathbf{E} \cdot \mathbf{B} t.
\]

Let us now relate the density of the chiral charge \( \rho^5 \) and the chiral chemical potential \( \mu^5 \) by introducing \( \chi \equiv \partial \rho^5 / \partial \mu^5 \), so that \( \rho^5 = \chi \mu^5 + \ldots \) and \( \mu^5 \approx \chi^{-1} \rho^5 \) for small \( \mu^5 \); note that at late times when \( \mu^5 \) grows larger than other scales in the system, this relation will eventually be violated.

Using (4) for \( \mathbf{E} \parallel \mathbf{B} \) we now get

\[
\mathbf{J} = \frac{e^2}{2\pi^2} \mu^5 \mathbf{B} = \frac{e^4}{8\pi^4\hbar^2c} \chi^{-1} \mathbf{B}^2 \mathbf{E} t \equiv \mu_{\text{CME}}^2 \mathbf{E} t.
\]

Taking the time derivative on both sides, we get

\[
\dot{\mathbf{J}} = \mu_{\text{CME}}^2 \mathbf{E},
\]

which is completely analogous to the corresponding expression for superconductivity (2)! We thus see that the CME in an ideal chiral material can be viewed as a new type of superconductivity – we will call it Chiral Magnetic Superconductivity (CMS). In particular, if the electric field is switched off, the CME current according to (11) persists. In real experiments, the current will eventually decay, but on a time scale set by the chirality-flipping transitions that is much longer than a typical transport time.

Despite the similarity between SC and CMS discussed above, the physics underlying the conventional and chiral magnetic superconductivities is entirely different: in the case of CMS, the relation (4) tells us that no breaking of gauge degeneracy is needed, in contrast to superconductivity (1). Because of this, there is no Meissner effect – in the free energy instead of \( \int d^3x \mathbf{A}^2 \), we now have a gauge-invariant quantity \( \int d^3x \mathbf{B}^2 \) that scales with the volume, so the magnetic field is not expelled.

On the contrary, the CMS is driven by magnetic field, and the corresponding conductivity in weak magnetic fields is proportional to the square of magnetic field strength, see (10). In strong magnetic fields, when \( B \gg T, \mu \) (where \( T \) is the temperature and \( \mu \) is the chemical potential), the fermions are frozen on the lowest Landau level, and \( \rho^5 \) and \( \chi \) become proportional to \( eB/2\pi \), the density of Landau levels in the transverse plane. In this case, the relation (10) tells us that the CMS current should become proportional to \( B \) instead of \( B^2 \).

In real materials, the chirality of fermions is not conserved exactly, and can be flipped through chirality-flipping scattering, or due to the surface Fermi arcs in the case of Weyl semimetals. Introducing the characteristic chirality-flipping time \( \tau_V \), we then note that the CMS is limited to the AC response at frequencies \( \omega > \tau_V^{-1} \). Indeed, in the presence of chirality-flipping transitions, one should add the chirality loss term to the r.h.s. of the anomaly equation (8):

\[
\frac{d\rho^5}{dt} = \frac{e^2}{4\pi^2\hbar^2c} \mathbf{E} \cdot \mathbf{B} - \frac{\rho^5}{\tau_V}.
\]
At short times $t < \tau_V$, the corresponding CME current will still grow linearly in time. However at late times $t \gg \tau_V$ the system approaches a stationary state with the chiral charge density

$$\rho_5 = \frac{e^2}{4\pi^2\hbar^2 c} \mathbf{E} \cdot \mathbf{B} \tau_V. \quad (13)$$

The corresponding CME current when $\mathbf{E} \parallel \mathbf{B}$ is given by

$$\mathbf{J} = \frac{e^4}{8\pi^4\hbar^2 c} \chi^{-1} B^2 \tau_V \mathbf{E}. \quad (14)$$

When paired with a conventional Ohmic current, the CME current induces a negative magnetoresistance [23, 24] with a characteristic Lorentzian dependence on magnetic field. This CME current has recently been observed [25–28] through the negative magneto-resistance in Dirac and Weyl semimetals (see also [29] for a result in a topological insulator).

4 Chiral magnetic conductivity in microstructures

Since many potential applications of CME will probably rely on the AC current, it is worth to emphasize again that at frequencies above $\omega_\chi \equiv \tau_V^{-1}$ the CME response is close to superconducting. The chiral magnetic conductivity at finite frequency drops [6], and magnetization current has to be taken into account to describe the AC response properly [30]. Unlike at zero frequency, the AC response is characterized by a finite dissipation that grows with frequency [6], so to stay close to non-dissipative regime we need to choose frequency not much larger than $\omega_\chi$.

In currently available chiral materials, the frequency $\omega_\chi$ is probably in the range of 10 GHz to 1 THz, see e.g. [25, 26]; the corresponding chirality flipping time is between $10^{-12} \text{ s}$ and $10^{-10} \text{ s}$. During this time, the fermion quasiparticles propagate without chirality-flipping backscattering over the distances that in ballistic regime are on the order of $l_\chi \approx v_F \tau_V$, where $v_F$ is the quasiparticle Fermi velocity (in the diffusive regime, the relevant distance is $l_\chi \sim (D\tau_V)^{1/2}$, where $D$ is the diffusion constant). Assuming $\tau_V = 0.001 - 0.1$ ns, and $v_F = 1/300 c$, we estimate that chiral fermions can preserve their chirality up to rather long distances of $l_\chi \sim 1 - 100 \mu m$. The propagation of the chiral charge through the material can be detected using the “chiral battery” [5, 31] – in an external magnetic field, the chiral charge due to the CME induces an electric voltage. This phenomenon can be studied using the nonlocal transport measurement in which the chiral charge pumped by parallel electric and magnetic fields between one pair of terminals is detected through the electric voltage induced between the other pair of terminals located a distance $L$ away [32].

A recent experiment [33] has observed this phenomenon in Cd$_3$As$_2$, and used the dependence $\sim \exp(-L/l_\chi)$ of nonlocal transport on the separation $L$ between the terminals to extract the characteristic chirality-flipping length $l_\chi$. The corresponding value $l_\chi \approx 2 \mu m$ is on the lower side of the range estimated above; however, it is still much larger than the typical mean free path of charge carriers. Remarkably, the value of $l_\chi$ appears almost independent of temperature up to $T \approx 300 K$ [33] – this observation suggests that chirality is robust even at room temperature. Previously, similar results were obtained for 2D graphene [34], so the approximate conservation of chirality appears a common feature for both 2D and 3D chiral materials – and in the latter case, it enables anomaly-induced transport.

The conservation of chirality over long distances suggests another path towards achieving CMS in 3D chiral materials – instead of using the finite frequency response at $\omega > \omega_\chi$, one can use microstructures with thickness $l < l_\chi \sim 1 - 100 \mu m$. Such microstructures are still thick enough to support 3D chiral quasiparticles, but are not too thick to induce chirality flips through the bulk scattering. In this case, we expect that even a response to constant electric and magnetic fields can be superconducting.
This conclusion has an interesting implication for CME in the quark-gluon plasma, since the “samples” produced in heavy ion collisions are of size comparable to $l_\chi$. The colliding ions produce strong electromagnetic fields \cite{35}, and electric and magnetic fields are, on the average, parallel above the reaction plane, and antiparallel below it. The chiral magnetic superconductivity would thus contribute to the electric quadrupole deformation manifested in the charge-dependent elliptic flow and predicted as a signature of the chiral magnetic wave \cite{36-38} and observed at RHIC \cite{39} and LHC \cite{40}. Detailed estimates of these phenomena will be presented elsewhere.

I am indebted to Q. Li and V.I. Zakharov for valuable and stimulating discussions. This work was supported in part by the U.S. Department of Energy under Contracts No. DE-FG- 88ER40388 and DE-AC02-98CH10886.
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