Diagonal and off-diagonal hyperfine structure matrix elements in KCs within the relativistic Fock space coupled cluster theory
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The four-component relativistic Fock space coupled cluster method is used to describe the magnetic hyperfine interaction in low-lying electronic states of the KCs molecule. Both diagonal and off-diagonal matrix elements as functions of the internuclear separation $R$ are calculated within the finite-field scheme. The resulting matrix elements exhibit very weak dependence on $R$ for the separations exceeding 8 Å, whereas in the vicinity of the ground-state equilibrium the deviation of molecular HFS matrix elements from the atomic values reaches 15%. The dependence of the computed HFS couplings on the level of core correlation treatment is discussed.
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I. INTRODUCTION

Accurate theoretical predictions of properties of the ground and excited states of few-atomic molecules are of crucial importance for preparation and interpretation of different fundamental physical experiments such as laser-synthesis of diatomics \cite{1,2}, laser cooling of diatomic and polyatomic molecules, experiments aimed at the search for the fundamental symmetry violations effects such as the electron electric dipole moment, etc. In particular, both diagonal and off-diagonal matrix elements of magnetic dipole hyperfine structure (HFS) and other operators, strongly localized in vicinities of atomic nuclei and sometimes referred to as core property operators, are required for the accurate treatment of non-adiabatic effects \cite{3,4}, parity non-conserving amplitudes \cite{5} and some other transition properties in molecules. In this regard, magnetic dipole hyperfine structure calculations are of particular interest since they are conventionally used as a probe of the accuracy of theoretical predictions.

An optimization of paths of laser synthesis of diatomic alkali molecules requires exceptionally complete information on both the energy and radiative properties of their rovibronic states, typically provided by nonadiabatic models including both \textit{ab initio} and spectroscopic data \cite{6,7}.

In this connection the most challenging problem is the accurate description of the complex formed by the ground and the first excited electronic states of alkali dimers, $X^1\Sigma^+ \sim a^3\Sigma^+$ (see Fig. 1 for KCs), since rovibrational levels belonging to this complex are exploited as the working ones at the first step of any laser synthesis procedure (photoassociation or magnetoassociation). The $X^1\Sigma^+ - a^3\Sigma^+$ mixing due to the hyperfine interaction results in extremely complex compositions of rovibronic states near the dissociation limit \cite{1,2}. Most nonadiabatic models of the $X^1\Sigma^+ \sim a^3\Sigma^+$ complex constructed to date assumed hyperfine interaction matrix elements to be constant with respect to the internuclear distance $R$, and thus their values were derived from the atomic ones (for example, see \cite{1} and references therein). However, there are indications that the hyperfine interaction matrix elements actually depend on $R$ at least in the bound region of potential energy curves (PECs) \cite{8-10}, but the character of this dependence is quite unclear since no highly reliable calculations of the HFS matrix
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\caption{Potential energy curves of the $X^1\Sigma^+$ and $a^3\Sigma^+$ states of the KCs molecule.}
\end{figure}
elements in alkali diatomics were reported. The clarification of this question can not only justify the neglect of R-dependence for large values of R, but also bring the nonadiabatic models to a new level of accuracy which will be adequate to the current level of high-resolution molecular spectroscopy.

In the present paper, we report ab initio calculations of the HFS matrix elements in the KCs molecule. The relativistic Fock space coupled cluster (FS-RCC) method \[11\] combined with the denominator-shift technique was employed throughout the paper. This combination has been proven to be a powerful tool for modeling both the energy and radiative properties of such molecules \[12, 13\]. Being able to treat relativistic and correlation effects simultaneously, which is of particular importance for really high-precision simulations of systems containing heavy nuclei \[13\], the FS-RCC method is not well-suitable for analytic calculation of density matrices and calculation of properties due to difficulties with the extraction of explicit wave functions \[15, 16\]. This difficulty can be bypassed by using the finite-field (FF) approach. This approach is straightforward for diagonal matrix elements and is based on the Hellmann-Feynman theorem. However, its extension to the case of off-diagonal elements originally introduced in the multireference perturbation theory framework \[14\] and recently generalized for the case of the Fock space coupled cluster method \[16\] also allows one to avoid analytic construction of CC transition density matrices. Moreover, within this approach, all off-diagonal matrix elements of interest can be obtained simultaneously. Here we report the first application of the off-diagonal FF technique to calculation of core property matrix elements. In Sec. \[\text{II}\] we present the theory underlying the magnetic dipole hyperfine interaction in molecules and the extension of the finite-field technique to off-diagonal HFS matrix elements. Technical details describing the computational approach are given in Sec. \[\text{III}\]. Sec. \[\text{IV}\] reports the calculations of the HFS matrix elements mixing the \(X^1\Sigma^+\) and \(a^3\Sigma^+\) states of the KCs molecule, including the discussion of the corresponding selection rules, the role of core relaxation and correlation, the dependence of the HFS matrix elements on internuclear separation and the analysis of possible errors. The final Sec. \[\text{V}\] concludes on our research.

II. THEORETICAL CONSIDERATIONS

A. Molecular hyperfine structure

The magnetic dipole hyperfine interaction of the nuclear magnetic moment \( \mu = \mu_N I / I \) (where \( \mu \) is the value of the nuclear magnetic moment in nuclear magnetons \( \mu_N \) and \( I \) is the nuclear spin) with electrons is given by the following operator (see, e.g. \[18\])

\[ H_{\text{hf}} = \mu \cdot T, \]  

where the electronic part of the operator is

\[ T = \sum_i \frac{[r_i \times \alpha_i]}{r_i^3}, \]  

\( \alpha \) is the set of Dirac alpha matrices and \( r_i \) is a radius-vector of electron \( i \) with respect to the center of the chosen nucleus with the magnetic moment \( \mu \).

In the present paper we are interested in matrix elements of the operator \[2\] between two electronic states with wavefunctions \( \psi_n \) and \( \psi_m \):

\[ A_{nm}^{\eta} = \frac{\mu}{I} \langle \psi_n | T_\eta | \psi_m \rangle, \]  

where \( \eta = x, y, z \). In these designations the usual “parallel” component of the HFS constant, i.e. diagonal matrix element of the HFS operator, for the given electronic state \( \psi_n \) of the diatomic molecule with the total electronic angular momentum projection \( \Omega \) onto the internuclear axis \( z \) is:

\[ A_{||} = \frac{1}{\Omega} A_{||}^{\eta} = \frac{\mu}{I \Omega} \langle \psi_n | T_\eta | \psi_n \rangle. \]  

The diagonal matrix elements \[4\] are non-zero for all \( \Omega > 0 \); off-diagonal matrix elements are non-zero for electronic states with \( \Delta \Omega = 1 \) or \( 0^+ \) and \( 0^- \) states. For the case of the \( X^1\Sigma^+ \sim a^3\Sigma^+ \) complex in KCs these selection rules result in non-zero matrix elements \( 1^- - 1^-, 0^+ - 0^-, 0^- - 1 \) and \( 0^+ - 1 \) (we note that the \( a^3\Sigma^+ \) state consists of the \( 0^- \) and \( 1 \) spin-orbit-split states, while the \( 1^\Sigma^+ \) state remains unsplit, \( 0^\pm \)). At the \( \text{K(}^2\text{S}) + \text{Cs(}^2\text{S}) \) dissociation limit all these non-zero matrix elements converge to the atomic HFS constant (up to a factor 1/2, arising from the \( \Omega = 1/2 \) value for the atomic \( ^2 \text{S} \) state).

It should be emphasized that in all the previous studies of HFS in alkali dimers the non-relativistic approximation to the Hamiltonian \[1\] was employed; the Fermi-contact term was shown to be dominant in the HFS mixing of the \( X^1\Sigma^+ \) and \( a^3\Sigma^+ \) states \[9\]. The relativistic form of the HFS Hamiltonian \[1\] is more general and precise, including the paramagnetic spin-orbit, Fermi-contact, and spin-dipole hyperfine operators.

B. Finite-field approach to hyperfine interaction matrix element calculations

Since multireference coupled cluster models do not provide closed expressions for wavefunctions, the evaluation of property matrix elements through constructing pure-state and transition density matrices is normally very costly \[15\] or some linearization approximations are required. However, most properties represented by one-electron operators can be calculated in a more convenient manner by numerical differentiation with respect to the amplitude of some external perturbation. This approach usually called the finite-field method is widely used to evaluate expectation values. For example, the
magnetic dipole hyperfine structure constant for the electronic state $\psi_n$ can be considered as the partial derivative of molecular energy with respect to the parameter $\lambda$ formally setting the strength of the hyperfine interaction, $H_{hf} \to \lambda H_{hf}$:

$$\langle \psi_n | H_{hf} | \psi_n \rangle = \frac{\partial E_n}{\partial \lambda} \bigg|_{\lambda=0} .$$ (5)

The counterpart of Eq. (5) for off-diagonal matrix elements can be obtained from the approximate Hellmann-Feynman-like relation for effective operators formulated in Ref. [17]. For the case of the magnetic dipole hyperfine structure, the $\langle \psi_n | H_{hf} | \psi_m \rangle$ matrix element between two electronic states with wavefunctions $\psi_n$ and $\psi_m$ satisfy the approximate relation

$$\langle \psi_n | H_{hf} | \psi_m \rangle \approx (E_m - E_n) \left( \frac{\partial \psi_m}{\partial \lambda} \right) \left( \frac{\partial \psi_n}{\partial \lambda} \right) \bigg|_{\lambda=0} .$$ (6)

Here $\eta = x, y, z$ and $\tilde{\psi}$, $\tilde{\psi}$ denote left and right eigenvectors of the field-dependent non-Hermitian FS-RCC effective Hamiltonian acting in the field-dependent (constructed for $\lambda = 0$) model space, and $E_m$ and $E_n$ are the field-free energies of the involved states. The derivative in the r.h.s. of Eq. (6) is readily estimated by the finite difference method. Although the formula (6) involves only the effective Hamiltonian eigenvectors (the model space projections of many-electron wavefunctions), the resulting matrix elements estimates implicitly incorporate the bulk of the contributions from the remainder parts of these wavefunctions [16, 17].

Note that the approximate matrix elements $\langle \psi_n | H_{hf} | \psi_m \rangle$ and $\langle \psi_m | H_{hf} | \psi_n \rangle^*$ defined by Eq. (6) generally do not coincide due to the non-Hermitian nature of the FS-RCC effective Hamiltonian. To prevent the appearance of unphysical differences between these quantities (which are normally within 1%), the preliminary transformation of the non-Hermitian FSRCC effective Hamiltonians to the Hermitian form via the symmetric orthogonalization of their eigenvectors can be performed.

For the case of the KCs molecule the differentiation (5) allows one to obtain only the diagonal $1 - 1$ matrix element; the other three ($0^+ - 0^+$, $0^- - 1$ and $0^+ - 1$) can be calculated within the relation (6). Furthermore, in allalkali dimer molecules the lowest $0^-$ and 1 electronic states corresponding to the $a^2\Sigma^+$ state are nearly not perturbed by the spin-orbit interaction with higher-lying states and hence are actually degenerate (see Fig. [4]). This results in insurmountable numerical instabilities when using (6) and the $0^- - 1$ matrix element cannot be accessed within the current formulation of the finite-field technique. However, this does not give rise to any problem since the $1 - 1$ and $0^- - 1$ matrix elements are expected to have nearly the same values (and the same dependence on internuclear distance, which is even more important here).

### III. COMPUTATIONAL DETAILS

The relativistic Fock space coupled cluster method with single and double excitations (FS-RCCSD), recently demonstrated to be ideally suitable for high-precision modeling of energy and radiative properties of alkali diatomics [13], was used throughout. The coupled cluster calculations were carried out within the EXP-T program package [19]. Molecular spinors and molecular integrals, including the HFS ones, were calculated within the DIRAC code [20, 21].

Since the magnetic dipole hyperfine interaction is mainly determined by the behavior of electronic wavefunctions in the vicinity of the atomic nucleus, the all-electron four-component relativistic calculations with the Dirac-Coulomb Hamiltonian were performed in order to achieve high and controllable accuracy. An alternative two-step approach [22] based on a restoration of spinors in the vicinity of a heavy nucleus is formally less precise (however, it can be used in combined schemes to treat high-order correlation effects, basis set corrections, etc. to increase the final accuracy [23]). In the present calculations, all electrons were correlated; the role of core relaxation and correlations is discussed below in Sec. [IV].

The ground state of KCs$^{2+}$ was used as the reference state in the FS-RCC calculations and the electronic states of the neutral KCs molecule were constructed in the $(0h, 2p)$ Fock space sector (two particles over the Fermi vacuum). The active space comprised 12 lowest Kramers pairs of spinors with the total angular momentum projection $|m_j| = 1/2$, 6 pairs with $|m_j| = 3/2$ and 2 pairs with $|m_j| = 5/2$. At the dissociation limit this corresponds to the $ns$, $np$, $(n-1)d$ and $(n+1)s$ spinors of the isolated K and Cs atoms. In order to suppress numerical instabilities due to intruder states in the FS-RCC calculations, the new modification of denominator shift technique [12] based on the simulation of an imaginary shift was used (see Appendix A). We have used flexible uncontracted basis sets (18s14p6d1f) for K and (28s22p15d5f) for Cs (see Supplementary [24]). These sets are based on the Dyall’s basis set family [25] and augmented with functions required to reproduce the atomic HFS constants and low-lying energy levels with the fairly good accuracy (see Table [1]). The finite-field approach with the numerical differentiation step $\Delta \lambda = 10^{-8}$ MHz$^{-1}$ ($\approx 1.3 \cdot 10^{-4}$ a.u.) was employed to calculate hyperfine interaction expectation and transition matrix elements; this value was found to be optimal for ensuring numerical stability.

We considered only the most abundant isotopomer $^{39}\text{K}^{133}\text{Cs}$; the HFS constants for other isotopes can be obtained simply by scaling. The qualitative picture of
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1. See also [http://www.cchem.pnpi.spb.ru/expt](http://www.cchem.pnpi.spb.ru/expt) accessed on 28 June 2020.
2. Available from the Dirac web site, [http://dirac.chem.sdu.dk](http://dirac.chem.sdu.dk) accessed on 28 June 2020.
energy levels at the $K(2S)+Cs(2S)$ dissociation limit is strongly dominated by the HFS induced by the $^{133}Cs$ nucleus ($I = 7/2$, $A_{^{4}s^{2}S_{1/2}} = 2298.1579425$ MHz \[27\]); the effect induced by the $^{39}K$ nucleus ($I = 3/2$, $A_{^{4}s^{2}S_{1/2}} = 239.8598601(3)$ MHz \[26\]) is much smaller. The picture is actually the same for the two other natural potassium isotopes ($^{39}K$ and $^{41}K$). Since the magnetic dipole hyperfine interaction is a one-electron property essentially defined by the behavior of the wavefunctions in the vicinity of nuclei, the HFS matrix element dependencies $A(R)$ can be calculated for the K and Cs nuclei separately. The contributions to the hyperfine structure induced by nuclear electric quadrupole moments are negligible for alkali diatomics \[9, 29\] and hence are not considered here. The values of nuclear dipole magnetic moments, $\mu^{39}K = 0.39147\mu_N$ and $\mu^{133}Cs = 2.582025\mu_N$, were taken from Ref. \[30\].

Special attention is to be paid to the accuracy limitations of the model employed. The most important factors restricting the overall accuracy of the calculated HFS matrix elements are the following ones: (i) the approximation to the relativistic Hamiltonian (lack of Breit and QED terms), (ii) restrictions of the point dipole model of nuclear magnetization distribution, (iii) the approximation to the cluster operator (e.g., CCSD) used in the FS-RCC calculation and (iv) errors caused by the basis set incompleteness. The latter factor can be suppressed rather efficiently by using extended uncontracted basis sets designed specifically for HFS calculations. The contribution of the Breit two-electron interaction to the $A_{^{4}s^{2}S_{1/2}}$ constant of Cs atom was found to be less than 0.5% and even smaller for lighter alkali atoms \[31\], thus the Dirac-Coulomb approximation can be regarded as precise enough. Errors arising from the point-dipole approximation were estimated recently to be smaller than 1% \[32, 33\]. The effect of higher-order excitations in the cluster operator was found to be small for the Cs $6s^{2}S_{1/2}$ HFS constant (ca. $\sim2\%$) \[34\]. Finally, errors due to non-compensated denominator shifts used to suppress intruder states in a wide range of $R$ are negligible for such low-lying electronic states \[12, 13\]. However, the clarification of the $R$-dependence of HFS matrix elements does not require extremely high accuracy; an error of about 5% is to be regarded as quite satisfactory.

### IV. RESULTS AND DISCUSSION

The magnetic dipole hyperfine interaction matrix elements between the $X^{1}\Sigma_{0}^{+}$ and $a^{3}\Sigma_{u}^{+}$ states of $^{39}K^{133}Cs$ as functions of the internuclear distance are shown in Fig. 2. The obtained $R$-dependencies of the $0^{-} - 0^{+}$ coupling elements closely resemble those reported in \[9\] for the Fermi-contact interaction in the $a^{3}\Sigma_{u}^{+}$ state of homonuclear alkali dimers.

![Figure 2](https://example.com/figure2.png)

**FIG. 2.** Hyperfine coupling matrix elements mixing the $X^{1}\Sigma_{0}^{+}$ and $a^{3}\Sigma_{u}^{+}$ states of $^{39}K^{133}Cs$ for the HFS induced by the $^{133}Cs$ nucleus (top panel) and the $^{39}K$ nucleus (bottom panel). The black horizontal ticks show the corresponding experimental values for the atomic hyperfine structure constant $A_{\text{at}}/2$. The widely used assumption that the hyperfine coupling matrix elements are constant is not correct for the “bonding” region of potential curves ($R < 8\ \text{Å}$) where the deviations from the corresponding atomic values reach 15% (see Fig. 1). However, these deviations are small for a larger $R$. Thus the variation of the matrix elements of the magnetic dipole hyperfine interaction with
$R$ is not expected to affect significantly the hyperfine mixing near the dissociation limit. This conclusion is in agreement with the experimentally observed hyperfine splittings which are nearly constant with respect to the vibrational quantum number for the $a^3\Sigma^+$ state (see Fig. 5 in [1]). This fact legitimizes the use of atomic values for the modeling of laser synthesis via Feshbach resonances or photoassociation.

The variations of HFS matrix elements functions are essentially confined to the “bonding” domain of $R$ values. It is thus natural to suppose that these variations originate mainly from the redistribution of valence-shell electrons during the formation of chemical bonds. In other words, these variations can be considered as “chemical shifts”. This feature of the HFS matrix elements can be used to reduce the number of adjustable parameters in non-adiabatic models considering heteronuclear alkali dimers.

The elucidation of the role of core relaxation and correlations is of great interest since the neglect of these effects can in principle lead to significant computational savings, making feasible calculations of core properties for large systems. Within the FS-RCCSD approach, core correlations are associated with the double excitations in the cluster operator which involve two core spinors. Omitting these excitations, one neglects the core correlations but retains the bulk of the core relaxation and core-valence correlation which are described by cluster terms involving only one core spinor. Fig. 3 presents the $R$-dependencies of the $1-1$ and $0^+ - 0^-$ matrix elements of the Cs-induced HFS calculated with different sizes of the Cs core. It can be seen that electron correlations restricted to the core including all spinors with the principal quantum numbers $n \leq 3$ practically do not contribute to the HFS matrix elements. On the contrary, the results are distorted significantly if the core relaxation and core-valence correlations are omitted as well (i.e. all core spinors are frozen at the post-SCF correlation calculation step): the deviation from the results with the full correlation treatment (black solid curve) reaches 5% for the frozen $n \leq 3$ core and 10% for the frozen $n \leq 4$ core. The latter error is of the same order of magnitude as that of the two-step non-variational core restoration scheme [22], which also completely neglects core relaxation and core-valence correlation contributions. However, since these contributions are actually independent from the chemical environment (see Fig. 3), it might be reasonable to keep the core spinors frozen in molecular calculations and to extract the missing contributions from atomic calculations. A similar scheme can be used for evaluating other core properties. Furthermore, HFS matrix elements calculated as functions of molecular geometry with the frozen core can be adjusted to experimental atomic values simply by appropriate shift.

V. CONCLUSIONS

The relativistic four-component Fock space coupled cluster method was used to calculate both diagonal and off-diagonal matrix elements of the magnetic dipole hyperfine interaction operator within the finite-field approach. The numerical stability of the solutions of the FS-RCC equations was ensured by the imaginary shift simulation technique. From the results for the dissociation limit, the overall error of our estimates should be about 3-5%.

Our results demonstrate that the HFS coupling matrix elements in KCs are nearly constant for large and intermediate internuclear distances ($R > 8$ Å, i.e. including the area of small separations of the $X^1\Sigma^+$ and $a^3\Sigma^+$ states in energy). This finding justifies the use of unscaled atomic hyperfine structure data for modeling the Feshbach resonances in alkali diatomics. For smaller $R$
the variation of HFS matrix elements become significant; the deviation of these entities from the corresponding atomic values reaches ca. 15% in the vicinity of equilibrium distances for the ground and strongly bound excited states. A detailed study of the effect of the core relaxation, core-core and core-valence electron correlations on the computed matrix elements was performed. Core-core correlations practically do not contribute to the matrix elements under study. Rather significant (up to ∼10%) core relaxation and core-valence correlation contributions were found nearly independent on $R$. Thus the essential information on the variation of the HFS matrix elements upon chemical bond formation (“chemical shift”) can be obtained via relatively inexpensive calculations within the frozen core approximation.
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VII. APPENDIX A

Although the strategy of solving the relativistic many-electron problem generally followed that described in Refs. [12 35], we employed a somewhat different scheme to suppress numerical instabilities which is described below.

Due to the model space completeness, the straightforward application of the conventional FS-RCC formulation in wide ranges of internuclear separations is blocked by numerical instabilities caused by intruder states (see e.g. Refs. [12 36] for detailed discussions). The presence of intruder states manifests itself as the appearance of poles of the $D_K^{-1}$ factors arising from small or zero energy denominators in FS-RCC amplitude equations at certain nuclear geometries ($D_K$ stands for the energy denominator for the excitation $K$ [12]).

Similarly to the technique used in our previous work [12], we replace the original energy denominators $D_K$ in the FS-RCC amplitude equations by their shifted counterparts in such a way that numerical instabilities are suppressed without significant distortions of the description of low-lying states. However, the particular Ansätze for the dependencies of real shifts on the original denominator values proposed in Refs. [12 35 37] can give rise to non-negligible systematic errors and rather strong dependencies of results on the particular choice of shift parameters. Though this problem is efficiently solved through extrapolating to the zero shift limit [35 37], a less cumbersome approach is desirable for molecular excited state calculations in wide areas of nuclear configurations.

To construct a potentially better Ansatz, let us turn to the idea of intruder state avoidance by means of imaginary denominator shifts [38 39]. The imaginary analog of the denominator shift proposed in Ref. [12] would imply the replacement

$$D_K \Rightarrow D_K^C(m) = D_K + s_K \left( \frac{|s_K|}{D_K + s_K} \right)^m \left( \frac{1}{D_K^C(m)} \right)^i, \quad (7)$$

where the $s_K$ parameters (shift amplitudes) are real; these parameters are supposed to have the same value for all classes of excitations. The non-negative integer $m$ (attenuation parameter) is common for all excitations $K$.

The imaginary part of $D_K^C(m)$ tends to $s_K$ for nearly zero denominators $D_K$ and becomes small for “well-defined” (large negative or positive) $D_K$. The larger the $m$ value, the smaller the shifting of “well-defined” energy denominators. The essential advantage of imaginary shifts compared to their real counterpart introduced in Ref. [12] arises from the fact that $D_K^C(m)^{-1}$ with any non-zero $s_K$ have no poles on the real axis regardless the behaviour of $D_K$ as functions of the nuclear geometry. Note, however, that the straightforward application of (7) could lead to non-physical imaginary contributions to effective Hamiltonian eigenvalues; furthermore, one would lose the possibility to perform FS-RCC calculations of diatomic (or other highly symmetric) molecules in real numbers. Therefore instead of using Eq. (7), we replace the original energy denominators $D_K$ in the FS-RCC amplitude equations by real shifted denominators $D_K^C(m)$

$$D_K \Rightarrow D_K^C(m) = D_K + s_K \left( \frac{s_K^2}{D_K^2 + s_K^2} \right)^m, \quad (8)$$

satisfying the requirement

$$\frac{1}{D_K^C(m)} = \text{Re} \left( \frac{1}{D_K^C(m)} \right), \quad (9)$$

and thus simulating in a sense the modification (7) without leaving the real axis.

The modification (8) is a straightforward generalization of the “imaginary shifting” widely used in second-order multireference many-body perturbation theories [39 40]. Assuming $m = 0$ in Eq. (8), one immediately arrives at the expression for energy denominators introduced in the cited works. The increase of $m$ should reduce the errors introduced through the replacement of original denominators by shifted ones but can slow down (and finally ruin) the convergence of the iterative solution of the modified cluster equations in the presence of intruder states. A series of single-point calculations demonstrated that the use of a larger $m$ ($m \geq 2$) is essential for suppressing the dependence of the resulting
energies on the choice of shift amplitudes $s_k$. All results presented in Sec. IV were obtained with shift parameters $s = -0.2$ a.u. and $n = 3$ in the $(0h, 2p)$ Fock space sector; FS-RCC equations for the $(0h, 0p)$ and $(0h, 1p)$ were not modified.
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