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Abstract: In this paper, we proposed an accurate and robust method for absolute pose estimation with UAV (unmanned aerial vehicle) using RANSAC (random sample consensus). Because the artificial 3D control points with high accuracy are time-consuming and the small point set may lead to low measuring accuracy, we designed a customized UAV to efficiently obtain mass 3D points. A light source was mounted on the UAV and used as a 3D point. The position of the 3D point was given by RTK (real-time kinematic) mounted on the UAV, and the position of the corresponding 2D point was given by feature extraction. The 2D–3D point correspondences exhibited some outliers because of the failure of feature extraction, the error of RTK, and wrong matches. Hence, RANSAC was used to remove the outliers and obtain the coarse pose. Then, we proposed a method to refine the coarse pose, whose procedure was formulated as the optimization of a cost function about the reprojection error based on the error transferring model and gradient descent to refine it. Before that, normalization was given for all the valid 2D–3D point correspondences to improve the estimation accuracy. In addition, we manufactured a prototype of a UAV with RTK and light source to obtain mass 2D–3D point correspondences for real images. Lastly, we provided a thorough test using synthetic data and real images, compared with several state-of-the-art perspective-n-point solvers. Experimental results showed that, even with a high outlier ratio, our proposed method had better performance in terms of numerical stability, noise sensitivity, and computational speed.
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1. Introduction

Estimating the camera pose from 2D–3D point correspondences is a key step in computer vision [1–4], SLAM (simultaneous localization and mapping) [5–7], and photogrammetry [8,9], via a process called camera pose estimation [10,11]. Many methods have been proposed to solve this problem with different numbers of 2D–3D point correspondences to work with different cases, which are named PnP (perspective-n-point problem) solvers [12–17]. The camera pose contains six parameters, i.e., three rotation parameters and three translation parameters. If the pose parameters are all unknown and the intrinsic camera parameters are all known, the minimal subset for pose estimation only contains three 2D–3D point correspondences since one point correspondence can give two constraints, and the corresponding methods are called P3P (perspective-three-point) solvers [18,19]. In addition, some methods can estimate the pose and partial intrinsic camera parameters when more than three 2D–3D point correspondences can be given. Some methods can work well with cases where the focal length is unknown, and the size of the minimal subset is four, which are called P4P solvers [8,20–22]. Actually, four 2D–3D point correspondences give eight constraints; hence, some methods can work well with cases where the focal length and radial distortion are unknown, which are called P4Pfr solvers [23,24]. The P4Pfr solvers only obtain one radial distortion parameter. If we have five 2D–3D point correspondences, three radial distortion parameters can be obtained, and the corresponding methods...
are called P5Pfr solvers [25,26]. If the number of point correspondences is at least six, all the intrinsic camera parameters and poses can be obtained using DLT (direct linear transform) solvers [27–29].

These above-described methods work well with cases where the six pose parameters are all unknown. In contrast, if the partial pose parameters are known, some methods can solve the problem using only two 2D–3D point correspondences for the minimal subset. When the vertical direction is known through IMUs (inertial measurement units), some methods can work well with cases using two 2D–3D point correspondences [30–32] or cases where some partial intrinsic camera parameters are unknown using more point correspondences [33,34].

We proposed a new method to estimate pose using two 2D–3D point correspondences when the camera position, but not the vertical direction is obtained [35]. In that paper, we mentioned that the proposed method would be used with RANSAC (random sample consensus) [2,36–38] in a future study, as currently presented herein.

Many PnP + RANSAC methods [13,39–43] have been proposed and work well with several point correspondences with outliers, especially when the outlier ratio is high. The mass correspondence set used in these methods is generally obtained from feature extraction if there are many feature points in the field of view (FOV) [39,44–46]. However, these correspondences are 2D–3D point correspondences and can only obtain the relative pose in multi-view geometry [4,15], not the absolute pose [35]. If we want to estimate the absolute pose with outliers using RANSAC, the mass 2D–3D point correspondences are needed, but it is a challenge to obtain so many correspondences in real scenarios because the position of the 3D point is hard to measure. In addition, in some cases, mass 3D points may not exist in the FOV, such as in missile testing, where the environment is mostly the desert and the FOV is mostly the sky, which hinders the obtention of mass feature points [35]. Some methods [14] use artificial 3D control points and obtain their positions using the total station or RTK (real-time kinematic), and then 2D–3D point correspondences without outliers can be given. In these cases, the number of 2D–3D point correspondences is small and can be used to estimate the pose directly by applying PnP solvers without RANSAC. However, the problem is that artificial 3D control points with high accuracy are time-consuming, and the small point set may lead low measuring accuracy.

Many cases can be solved using ground control points, either manually or naturally. However, in some cases, the layout and the acquisition of enough ground control points are challenging. For example, in missile experiments, which are mainly conducted in the desert, there are no natural feature points, and we can only deploy artificial control points. However, affected by the wind and the flow of sand, extensive work is needed to obtain enough control points and prevent their movement. This leads to a rapid increase in cost. In addition, the field of view is sometimes completely in the air. In this case, artificial control points and natural feature points cannot be established. Estimating the camera pose at this time is a difficult job, which serves as the motivation for this study. We adopt the method of a UAV mounting control point (light source) to solve the above problems. Accordingly, in this paper, we design a customized UAV (unmanned aerial vehicle) to efficiently obtain mass 3D points.

A light source and RTK are mounted on the UAV, and they share power with the UAV. The light source is used as 3D point that can be easily seen and extracted as a 2D point in the image. The RTK is used to obtain the 3D position of the light source. Actually, the RTK is not mounted on the light source; hence, the value of RTK does not perfectly agree with the 3D position of the light source. However, because the RTK and light source are both fixed, their relative position is known; consequently, we can use the relative position to obtain the position of light source as 3D point with RTK. Then the valid 2D–3D point correspondence is given. Lastly, the UAV flies in the FOV of the camera to obtain the mass 2D–3D point correspondences.

In practice, we can find that the 2D–3D point correspondences from UAV contain outliers, and the outliers consist of three parts. First, when the UAV is flying, the accuracy
of the RTK mounted on it may decrease, which will bring some outliers of 3D points. Secondly, the extraction of the light source from the corresponding image may fail, which will bring some outliers of 2D points. Thirdly, wrong matches for 2D points and 3D points may occur [44]. Hence, in this paper, we use the method proposed in [35] with RANSAC to remove the outliers, which makes our method robust and obtains coarse pose estimation. Lastly, we develop a cost function in reprojection error to refine the coarse pose estimation through gradient descent, which makes our method accurate.

The remainder of this paper is organized as follows: Section 2 presents the problem and method statement with UAV using RANSAC, including the design of a customized UAV for point correspondence and our proposed method for pose estimation. Section 3 thoroughly tests our method in terms of robustness to camera position noise, numerical stability, performance analysis of outlier ratio, noise sensitivity, and computational speed, as well as compares it with several existing state-of-the-art PnP solvers. Section 4 provides a discussion, and Section 5 presents the conclusions.

2. Problem and Method Statement with UAV Using RANSAC

In this section, we design a customized UAV to obtain mass 2D–3D point correspondences, and then we propose our method using RANSAC to obtain the coarse pose. In computer vision, RANSAC is widely used to remove outliers, such as in essential matrix estimation [47–49]. Lastly, a cost function in reprojection error is developed to refine the coarse pose estimation on the basis of gradient descent.

2.1. Design of UAV for Point Correspondence

It is a challenge to estimate the absolute pose in cases where no feature points and buildings exist, or where the FOV is mostly the sky (e.g., missile testing in the desert). The difficulty lies in accurately placing and measuring the 3D points. In this section, we design a customized UAV with a mounted light source to obtain 3D points. In addition, an RTK is mounted on the UAV to accurately obtain the position of the light source, as shown in Figure 1.

![Figure 1. The design of the light source and RTK, exhibiting the RTK unit on the ground, the light source and RTK unit on the UAV, and the IPC (information processing center).](image)
As shown in Figure 1, the power supply on the UAV powers the light source, which is used as the correspondence point. The antenna of the UAV determines the 3D position of light source, and then the data transmission antenna transmits the data to the RTK unit on the ground and the IPC (information processing center) through wireless communication. The IPC sends instructions to the camera to obtain the 2D image and 3D position of the light source to finish the 2D–3D point correspondence acquisition.

Then, the UAV flies in the FOV of camera, and the corresponding images are simultaneously captured by the camera. The 3D position of the light source on the UAV is given by the RTK, and the 2D position of the light source in the image is obtained through feature extraction. Consequently, we can easily obtain mass 2D–3D point correspondences via correspondence mapping.

2.2. Pose Estimation

In Section 2.1, mass 2D–3D point correspondences were obtained through the UAV. However, they contain outliers, consisting of three parts as described in Section 1. Hence, our proposed method using RANSAC is applied in this case to obtain the coarse pose. Then, a cost function in reprojection error is developed to refine the coarse pose estimation using gradient descent.

2.2.1. Pose Estimation with UAV Using RANSAC

In this paper, the camera is fixed. If all the 2D–3D point correspondences are valid, the DLT can be directly used to estimate the absolute camera pose. However, some point correspondences would be contaminated and become outliers, as described above. In this paper, two 2D–3D point correspondences are randomly selected as the minimal subset, and our proposed method [35] is used to estimate the pose. Then, the image reprojection of the 3D point can be achieved, and a cost function, \( d = \left\| x - x' \right\| \), is developed. Here, \( x \) is the 2D point through feature extraction, and \( x' \) is the 2D reprojection of the 3D point \( X \) after pose estimation using our proposed method. \( d \) is the reprojection error. RANSAC decides if the 2D–3D point correspondence \( (x, X) \) is an inlier or outlier as follows:

\[
\begin{align*}
\text{inlier} & \quad \text{if} \quad d \leq t \\
\text{outlier} & \quad \text{if} \quad d > t'
\end{align*}
\]

where \( t \) is the threshold of the reprojection error, which is generally less than one pixel. Then, the number of inliers is denoted as \( S \), while the number of iterations is denoted as \( N \). If \( S \) or \( N \) is more than their corresponding threshold, the iteration stops; otherwise, it continues.

The threshold \( N_{\text{max}} \) of \( N \) is calculated using the following Equation [35]:

\[
N_{\text{max}} = \frac{\log(1-p)}{\log\left(1-(1-r)^s\right)},
\]

where \( p \) is the probability of at least one success without outliers (in this paper, we set \( p = 0.99 \)), \( r \) is the outlier ratio, and \( s \) is the size of the minimal subset for estimation algorithm (in this paper, \( s = 2 \)) [35]. If the UAV gives \( n \) 2D–3D point correspondences consisting of inliers and outliers, and the outlier ratio \( r \) is unknown, the adaptive algorithm for \( N_{\text{max}} \) in RANSAC is as illustrated in Figure 2.
After the application of RANSAC, the outliers are removed, and the maximal subset of inliers is obtained, which is subsequently used for absolute pose estimation and refining.

2.2.2. Normalization for Inliers

Because there are many 2D–3D point correspondences of the inliers, normalization should be applied to all 2D–3D point correspondences to improve the estimation accuracy before absolute pose estimation and refining, as described below [4]. In this paper, all 2D points were in the same frame, i.e., the image plane, and the origin was the center of image. All 3D points were in the world frame. Because we only used one UAV as the 3D point and, consequently, only one UAV was in each image, only one 2D point could be extracted from the same image.

The centroids of 2D points \( (x_i, 1 \leq i \leq n) \) and 3D points \( (X_i, 1 \leq i \leq n) \) of all the inliers can be obtained using

\[
C_{2D} = \frac{\sum_{i=1}^{n} x_i}{n}, \\
C_{3D} = \frac{\sum_{i=1}^{n} X_i}{n}.
\]

The origins of the 2D and 3D points of the inliers can be transformed to the centroids as follows:

\[
x_i = x_i - C_{2D}, \\
X_i = X_i - C_{3D}.
\]
To normalize the inliers, the average distance from the inliers to the origins is set to $\sqrt{2}$ and $\sqrt{3}$ for the 2D and 3D points, respectively, using the following formulas:

$$x_{i}^{\text{nор}} = \frac{\sqrt{2} n}{\sum_{j=1}^{n} \|x_{i}^{j}\|} x_{i}^{j},$$

$$X_{i}^{\text{nор}} = \frac{\sqrt{3} n}{\sum_{j=1}^{n} \|X_{i}^{j}\|} X_{i}^{j},$$

(5)

where $x_{i}^{\text{nор}}$ and $X_{i}^{\text{nор}}$ are the new point correspondences after normalization for pose estimation, and we can obtain the transformation from the original inliers to the new inliers using the following formula:

$$\begin{bmatrix} x_{i}^{\text{nор}} \\ 1 \end{bmatrix} = T_{x} \begin{bmatrix} x_{i} \\ 1 \end{bmatrix},$$

$$\begin{bmatrix} X_{i}^{\text{nор}} \\ 1 \end{bmatrix} = T_{x} \begin{bmatrix} X_{i} \\ 1 \end{bmatrix}.$$  

(6)

where

$$T_{x} = \begin{bmatrix} \frac{\sqrt{2} n}{\sum_{j=1}^{n} \|x_{i}^{j}\|} & 0 & -\frac{\sqrt{2} n}{\sum_{j=1}^{n} \|x_{i}^{j}\|} C_{2D} \end{bmatrix},$$

(1)

$$= \begin{bmatrix} 0 & \frac{\sqrt{2} n}{\sum_{j=1}^{n} \|x_{i}^{j}\|} & -\frac{\sqrt{2} n}{\sum_{j=1}^{n} \|x_{i}^{j}\|} C_{2D} \\ 0 & 0 & 1 \end{bmatrix},$$

$$= \begin{bmatrix} \frac{\sqrt{3} n}{\sum_{j=1}^{n} \|X_{i}^{j}\|} & 0 & 0 & -\frac{\sqrt{3} n}{\sum_{j=1}^{n} \|X_{i}^{j}\|} C_{3D} \end{bmatrix},$$

(1)

$$= \begin{bmatrix} 0 & \frac{\sqrt{3} n}{\sum_{j=1}^{n} \|X_{i}^{j}\|} & 0 & -\frac{\sqrt{3} n}{\sum_{j=1}^{n} \|X_{i}^{j}\|} C_{3D} \\ 0 & 0 & \frac{\sqrt{3} n}{\sum_{j=1}^{n} \|X_{i}^{j}\|} & -\frac{\sqrt{3} n}{\sum_{j=1}^{n} \|X_{i}^{j}\|} C_{3D} \end{bmatrix},$$

(2)

$$= \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}.$$  

(3)

In the next section, $x_{i}^{\text{nор}}$ and $X_{i}^{\text{nор}}$ are used to estimate the absolute pose.

2.2.3. Absolute Pose Estimation and Refining

Here, the first stage is to estimate the coarse pose, and the second stage is to refine the absolute pose.

In this section, we use all new inliers $x_{i}^{\text{nор}}$ and $X_{i}^{\text{nор}}$ to estimate the coarse pose with the DLT algorithm. According to a standard pinhole camera, the projection can be written as
$$z_x \begin{bmatrix} x_i^{nor} \\ 1 \end{bmatrix} = K \begin{bmatrix} R & t \end{bmatrix} \begin{bmatrix} X_i^{nor} \\ 1 \end{bmatrix},$$

(8)

where $K$ is the intrinsic parameter matrix, which is expressed as

$$K = \begin{bmatrix} f & 0 & u_0 \\ 0 & f & v_0 \\ 0 & 0 & 1 \end{bmatrix},$$

(9)

where $f$ is the focal length in pixels, and $(u_0, v_0)$ is the principal point, i.e., the center of the image in this paper. Now, a matrix $P$ can be obtained from Equation (8) by eliminating the unknown parameter $z_c$.

$$P = \begin{bmatrix} x_i & y_i & z_i & 0 & 0 & 0 & -u_i x_i & -u_i y_i & -u_i z_i & 1 & 0 & -u_i \\ 0 & 0 & 0 & x_i & y_i & z_i & -v_i x_i & -v_i y_i & -v_i z_i & 0 & 1 & v_i \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ x_n & y_n & z_n & 0 & 0 & 0 & -u_n x_n & -u_n y_n & -u_n z_n & 1 & 0 & -u_n \\ 0 & 0 & 0 & x_n & y_n & z_n & -v_n x_n & -v_n y_n & -v_n z_n & 0 & 1 & -v_n \end{bmatrix},$$

(10)

where the size of the matrix $P$ is $2n \times 12$, and $n$ is the number of the inliers. Then, singular value decomposition is carried out for the matrix $P^T P$.

$$[U \quad S \quad V] = \text{SVD}(P^T P).$$

(11)

According to the least squares solution of the homogeneous equation system, we can obtain the rotation matrix $R^{nor}$ and translation vector $t^{nor}$ after normalization.

$$\begin{bmatrix} R^{nor} & t^{nor} \end{bmatrix} = \begin{bmatrix} V(1,12) & V(2,12) & V(3,12) & V(4,12) \\ V(5,12) & V(6,12) & V(7,12) & V(8,12) \\ V(9,12) & V(10,12) & V(11,12) & V(12,12) \end{bmatrix}. $$

(12)

Lastly, the original rotation matrix and translation vector can be given using

$$\begin{bmatrix} R^{ori} & t^{ori} \end{bmatrix} = T_x^{-1} \begin{bmatrix} R^{nor} & t^{nor} \end{bmatrix} T_x. $$

(13)

Having completed the coarse pose estimation, it is subsequently refined. The procedure is formulated as the optimization of a cost function. Consequently, the first stage is to develop a cost function. In this paper, the optimization of the cost function is to minimize the reprojection error.

$$z_x \begin{bmatrix} X_i^{nor} \\ 1 \end{bmatrix} = K \begin{bmatrix} R^{nor} & t^{nor} \end{bmatrix} \begin{bmatrix} X_i^{ori} \\ 1 \end{bmatrix},$$

(14)

Next, the pose is refined to solve the cost function $F(\hat{R}^{ori}, \hat{t}^{ori})$. In this paper, we refine the pose by minimizing the reprojection error using the error transferring model and gradient descent to obtain the optimal solution from Equation (14). The process for minimizing the reprojection error is illustrated in Figure 3.
The pose refinement process described in Equation (14) is applied to obtain the optimal solution of \( R^{oi} \) and \( t^{oi} \); however, the pose parameters are rotation angle \( O^{oi} \) and translation vector \( t^{oi} \), not \( R^{oi} \) and \( t^{oi} \). \( R^{oi} \) is the rotation matrix based on the rotation angles \( O^{oi} \). Hence, the goal of pose refining is to minimize the reprojection error using rotation angles \( O^{oi} \) and translation vector \( t^{oi} \). If the optimization parameters are \( R^{oi} \) and \( t^{oi} \), we can minimize the reprojection error, and the optimal solution of \( R^{oi} \) and \( t^{oi} \) can be obtained. The problem is that components of the rotation matrix \( R^{oi} \) are not theoretically independent because \( R^{oi} \) has nine parameters with three degrees of freedom (dof), whereas they are independent if the optimization parameters are \( R^{oi} \) and \( t^{oi} \). Then, the computed result might not be a rotation matrix. Actually, the rotation matrix is orthogonal, but we cannot obtain an orthogonal matrix if \( R^{oi} \) is directly used as the optimization parameter because of the lack of constraints.

To solve this problem, the rotation matrix \( R^{oi} \) is represented by rigid body transformation using rotation angles \( O^{oi} (\alpha, \beta, \gamma) \) as follows:

\[
R^{oi} = f_{\text{rots}}(O^{oi})
\]

\[
f_{\text{rots}}(O^{oi}) = \begin{bmatrix}
\cos \beta \cos \gamma - \sin \alpha \sin \beta \sin \gamma & \cos \alpha \sin \gamma & \cos \beta \cos \gamma + \cos \beta \sin \alpha \sin \gamma \\
-\cos \beta \sin \gamma - \sin \beta \sin \alpha \cos \gamma & \cos \alpha \cos \gamma & -\sin \beta \sin \gamma + \cos \beta \sin \alpha \cos \gamma \\
-\sin \beta \cos \alpha & -\sin \alpha & \cos \beta \cos \alpha
\end{bmatrix}.
\] (15)

Then, the cost function is rewritten as

\[
F(O^{oi}, t^{oi}) = \min_{O^{oi}} \sum_{i=1}^{N} \|x_i - x'_i\|.
\] (16)

Using the error transferring model and gradient descent, the reprojection error \( \|x_i - x'_i\| \) and the partial derivative with respect to the rotation angle and translation vector need to be obtained. Hence, the procedure of pose refining is illustrated in Figure 4.
Figure 4. Pose refining.

Absolute pose refining can be achieved using the procedure illustrated in Figure 4, which always results in a valid rotation matrix and translation vector.

In brief, we proposed an accurate and robust method for camera pose estimation with a UAV using RANSAC, which is outlined below (Figure 5).

3. Experiments and Results

In this section, our proposed method is thoroughly and directly tested using synthetic data in terms of robustness to camera position noise, numerical stability, performance analysis of outlier ratio, noise sensitivity, and computational speed, and it is compared with P3P [18], RPNP (robust O (n) solution to the perspective-n-point) [41], and EPnP (efficient solution to the perspective-n-point) [42] solvers. Then, we manufactured a prototype of the UAV to obtain real images, and our proposed method was indirectly tested using real images to verify the feasibility in practice.
3.1. Synthetic Data

A virtual perspective camera was synthesized with a resolution of 1280 × 800, pixel size of 14 μm × 14 μm, and focal length of 50 mm. In our proposed method, the camera position is known; hence, the virtual camera was fixed at (0 0 0) in the world frame.

A total of 400 3D points in the world frame were randomly selected in the box of [−17, 17] × [−11, 11] × [100, 110]. Then, 400 2D points (i.e., the projections of the 3D points) were obtained through the virtual perspective camera. We then used the 2D–3D point correspondences to thoroughly test our proposed method with RANSAC. The minimal subset was set to a size of two, three, five, and five for our proposed method, P3P, RPNP, and EPnP, respectively. Depending on the testing needs, some outliers were added to the point correspondences in this section.

3.1.1. Robustness to Camera Position Noise

Compared with the existing methods (P3P, RPNP, and EPnP solvers), the difference of our proposed method is the use of the camera position as prior knowledge. In practice, the camera position obtained using RTK or the total station is not absolutely accurate. Hence, to eliminate the impact of the camera position noise when testing the performance, it was essential to analyze the effect of camera position noise on the absolute pose estimation with RANSAC.

The camera position is generally given by RTK or the total station, whose accuracy is better than 3 cm or 0.5 cm, respectively. Hence, we added zero-mean Gaussian noise to the camera position, varying the noise deviation level from 0 to 3 cm [50,51]. In addition, the outlier ratio was set to 30% as suggested in [1]. A total of 50,000 independent trials were performed at each noise level. The mean errors of rotation and translation at each noise level are reported in Figure 6.

![Figure 6. Rotation error (left) and translation error (right).](image)

Figure 6 shows that, as the camera position noise increased, so did the rotation error and translation error. When the noise was 3 cm, the maximum errors were 0.07° for rotation and 0.08 m for translation. The maximum error revealed that the performance degradation caused by the camera position noise was very slight.

3.1.2. Numerical Stability

In this section, no noise was added to the 2D–3D point correspondences and camera position, and the outlier ratio was 30%. A total of 50,000 trials were performed independently for our proposed method, P3P + RANSAC, RPNP + RANSAC, and EPnP +
RANSAC. Then, the numerical stability of rotation and reprojection was determined, as reported in Figure 7.

![Figure 7](image)

**Figure 7.** Numerical stability of rotation (left) and reprojection (right) for our proposed method (blue), P3P + RANSAC (black), RPnP + RANSAC (red), and EPnP + RANSAC (purple).

Figure 7 presents the distributions of rotation error (left) and reprojection error (right). We can see that our proposed method had the highest numerical stability among the methods according to the distribution of the $\log_{10}$ value of rotation error and reprojection error. P3P + RANSAC and RPnP + RANSAC performed similarly with the second best numerical stability, while EPnP + RANSAC had the worst numerical stability.

3.1.3. Performance Analysis of Outlier Ratio

We added very small noise (0.01 pixel) to the 2D point and performed a performance analysis of the outlier ratio. A total of 50,000 independent trials were performed at each outlier ratio level. Then, the mean rotation error, translation error, reprojection error, and number of iterations with different outlier ratios (0–0.5) were determined, as reported in Figure 8.
Figure 8. Performance analysis of outlier ratio in terms of rotation error (top left), translation error (top right), reprojection error (bottom left), and number of iterations (bottom right) for our proposed method (blue), P3P + RANSAC (black), RPnP + RANSAC (red), and EPnP + RANSAC (purple).

Figure 8 shows that the errors changed slightly when the outlier ratio increased from 0 to 0.5. The reason is mainly that many inliers could still be obtained through RANSAC despite the existence of mass outliers. In addition, these inliers were enough to estimate the pose without noise. Accordingly, the errors changed slightly, highlighting the numerical stability, which is consistent with the results in Section 3.1.2. However, Figure 6 (bottom right) shows that the number of iterations increased sharply, especially for RPnP + RANSAC and EPnP + RANSAC. This was caused by the increase in outlier ratio, consistent with Equation (2); the main reason was that the size of the minimal subset was larger than that of our method and the P3P solver.

Despite the errors changing slightly when the outlier ratio increased, our proposed method still performed better than the other three solvers, as shown in Figure 8. In addition, the performance superiority of our proposed method in terms of the number of iterations improved sharply when the outlier ratio increased compared with the other three methods, especially with respect to RPnP + RANSAC and EPnP + RANSAC.

3.1.4. Noise Sensitivity

There are two sources of noise in the inliers (i.e., 2D point noise and 3D point noise). They are not independent because the 2D point is the image projection of the 3D point. Consequently, the noise of the 3D point is reflected in the noise of the 2D point. Hence, zero-mean Gaussian noise was only added to the 2D points, with the noise deviation level varying from 0 to 2 pixels in this section. A total of 50,000 independent trials were performed at each noise level, and then the mean errors of rotation, translation, and reprojection, as well as the mean number of iterations, at each noise level are reported in Figure 9.
Figure 9. Noise sensitivity in terms of rotation error (top left), translation error (top right), reprojection error (bottom left), and iteration (bottom right) for our proposed method (blue), P3P + RANSAC (black), RPnP + RANSAC (red), and EPnP + RANSAC (purple).

Figure 9 shows that, as the noise increased, the errors of rotation, translation, and reprojection increased for all the four methods. In addition, our proposed method performed much better than the other three solvers in terms of rotation error, translation error, and number of iterations, while the performance superiority of our proposed method increased sharply when the noise increased compared with the other three methods. In addition, our proposed method performed slightly better than the other three solvers in terms of reprojection error. In brief, this section highlighted the excellent noise sensitivity of our proposed method.

3.1.5. Computational Speed

We analyzed the computational speed under different noise and outlier ratio levels on a 3.3 GHz four-core laptop.

First, the noise was maintained at 0.5 pixels while the outlier ratio was varied from 0 to 0.5. Then, 50,000 independent trials were performed at each outlier ratio level. The mean computational time was determined, and the results are reported in Figure 10 (left).
Figure 10. Computational time under different noise (left) and outlier ratio (right) levels for our proposed method (blue), P3P + RANSAC (black), RPnP + RANSAC (red), and EPnP + RANSAC (purple).

Then, the outlier ratio was maintained at 0.3 while the noise was varied from 0 to 2 pixels. Then, 50,000 independent trials were performed at each noise level. The mean computational time was determined, and the results are reported in Figure 10 (right).

Figure 10 shows that, as the outlier ratio or noise increased, so did the computational time of all the four methods. This is consistent with the analysis of the number of iterations in Sections 3.1.3 and 3.1.4. The increase in computational time was mainly caused by the increase in the number of iterations, as shown in Figure 8 (bottom right) and Figure 9 (bottom right).

Moreover, the computational speed of our proposed method was much faster than that of RPnP + RANSAC and EPnP + RANSAC, and the performance superiority of our proposed method increased sharply when the outlier ratio or noise increased.

3.2. Real Images

To obtain 2D–3D point correspondences from real images, we manufactured a prototype of a UAV (DJI M300 PRO made by DJI in Shenzhen, China) using RTK (Sino GNSS, K705 made by South Group in Guangzhou, China) according to the design in Section 2.1, as shown in Figure 11.

Figure 11. Prototype of the UAV featuring the mounted light source, used as the 3D point.
Due to the limited endurance of our prototype UAV, we were only able to capture approximately 40 real images in the experiment before the UAV ran out of power and landed. These real images of the light source on the UAV were captured using two cameras, as shown in Figure 12. The two cameras were located at \([-100, -100, 0]\) and \([100, -100, 0]\) m in the world frame, and their focal lengths were both 50 mm. The two cameras both pointed to \([0, 0, 20]\). The UAV flew in the box of \([-15, 15] \times [-15, 15] \times [5, 35] \) m in the world frame.

The FOV of the cameras was the pure sky; hence, no natural feature was used as 3D point. However, we used the light source on the UAV as the 3D point for camera pose estimation. The 3D point of the light source in the world frame was given by RTK, and the corresponding 2D point in the real image was obtained by feature extraction. Then, 40 2D–3D point correspondences were obtained for pose estimation, consisting of inliers and outliers.

In real scenarios, the ground truth of the camera pose is unknown; hence, we could not directly test the performance of our proposed method for rotation or translation. However, the ground truth of the 3D point could be obtained through RTK, which could be indirectly used to test our proposed method. First, we estimated the pose of the two cameras using the 40 2D–3D point correspondences with RANSAC. Then, another 10 2D–3D point correspondences were obtained using the UAV. Note that these 10 correspondences had to be valid with no outliers; hence, the UAV kept flying until all 10 correspondences were inliers. Lastly, stereo vision using the two cameras with the pose estimated by our proposed method and the other three methods was employed to calculate the positions of the 10 3D points, and the mean relative error of the position between the ground truth given by RTK and the measured value given by stereo vision [52], as well as the mean reprojection error, was calculated, as reported in Table 1.

### Table 1. Position relative error and reprojection error in real images

| Method      | Proposed Method | P3P + RANSAC | EPnP + RANSAC | RPnP + RANSAC |
|-------------|-----------------|--------------|---------------|---------------|
| Position relative error | 0.08%           | 0.14%        | 0.19%         | 0.13%         |
| Reprojection error/pixel  | 0.28            | 0.49         | 0.61          | 0.46          |

Because the error of pose estimation can affect the measurement accuracy of stereo vision, the measurement error of stereo vision can reflect the performance of pose estimation. In addition, the measurement accuracy of stereo vision can affect the reprojection accuracy; hence, the reprojection error of stereo vision can also reflect the performance of
pose estimation. Consequently, the position relative error and reprojection error could be used to indirectly test the performance of our proposed method.

From Table 1, it can be seen that our proposed method performed better than the other three methods according to the position relative error and reprojection error. Our proposed method achieved the best results, whereas EPhP + RANSAC performed the worst. This is consistent with the results from the synthetic data, highlighting that our proposed method could work well with both synthetic data and real images.

In addition, even though only 40 real images (in contrast to the 400 synthetic data) were used in the experiment, we still achieved good experimental results, and our method performed better than the other methods. Actually, because more point correspondences lead to better accuracy, we can expect better results with more real images, which was also reflected in the synthetic data.

4. Discussion

Pose estimation is one of the key steps in computer vision, photogrammetry, SLAM, and SfM (structure from motion). In this paper, we proposed an accurate and robust method for absolute pose estimation with UAV using RANSAC. Because obtaining artificial 3D control points with high accuracy is time-consuming and a small point set can lead to low measuring accuracy, we designed a customized UAV to efficiently obtain mass 3D points. A light source was mounted on the UAV and used as 3D points. The position of the 3D point was given by RTK mounted on the UAV, while the position of the corresponding 2D point was obtained through feature extraction. The 2D–3D point correspondences presented some outliers because of the failure of feature extraction, RTK error, and wrong matches of 2D and 3D points. Hence, RANSAC was used to remove the outliers and obtain the coarse pose. Then, we proposed a method to refine the coarse pose. This is unlike existing pose estimation solvers, and the advantages of our proposed method are discussed below.

4.1. Differences and Advantages

The first difference of the method lies in the approach to obtaining the 2D–3D point correspondences. Existing methods generally use the feature points in the environment of the FOV. The 2D–3D point correspondences can be obtained by feature extraction and matching. In addition, some methods use several artificial 3D control points and obtain their positions using the total station or RTK. In this paper, we designed a UAV with a light source and RTK to efficiently obtain the 2D–3D point correspondences. Mass 2D–3D point correspondences can be obtained even if there is no feature point or artificial 3D control point. This approach can be extended to the application scenarios of pose estimation, thereby improving the efficiency of obtaining point correspondences.

Because the size of the minimal subset of 2D–3D point correspondences is two in our proposed method, which is smaller than the other methods, the iterations are smaller. This is the main reason why our proposed method was faster than the other methods, as described in Section 3.1.5. In addition, because our method without RANSAC has higher accuracy [35], it can save time when we refine the coarse pose. This is another reason why our proposed method was faster than the other methods.

Although our proposed method uses camera position as prior knowledge unlike other methods, it does not cause a loss of accuracy, as described in Section 3.1.1. This is a reason why our proposed method had improved numerical stability.

Then, we use RANSAC to remove the outliers, which makes our method robust and allows obtaining the coarse pose estimation. We developed a cost function in reprojection error to refine the coarse pose estimation through gradient descent, making our method accurate.

Lastly, because of the higher accuracy of pose estimation, a smaller position error and reprojection error can be obtained using stereo vision with our proposed method, thereby verifying the feasibility for pose estimation in practical application.
4.2. Future Work

In the future, we will optimize the mechanical structure of the prototype to improve the accuracy of RTK during the UAV flight and reduce the outliers. This can improve the computational speed. In addition, because the prototype mounts a light source and RTK on the UAV, this brings extra load and results in a shorter flight time. The flight time determines the size of the point correspondences. Hence, if we want more point correspondences, the power supply system of the prototype will need to be optimized.

5. Conclusions

We designed and manufactured a prototype UAV to obtain mass 2D–3D point correspondences for camera pose estimation. We mounted a light source on the UAV and used it as 3D point, whose position was given by the RTK mounted on the UAV. Because the 2D–3D point correspondences had outliers, an accurate and robust method using RANSAC was proposed in this paper to estimate the coarse pose. Then, we used a cost function in reprojection error to refine the coarse pose through gradient descent.

The experimental results showed that our proposed method works well using synthetic data and real scenarios. It is particularly suitable for estimating camera pose in cases where there is no feature point or artificial 3D control point in the environment. Our proposed method can extend the application scenarios of pose estimation and improve the efficiency of obtaining point correspondences.
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