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Abstract—In order to study the application of sensors in intelligent clothing design, the artificially intelligent cutting-edge technology—machine learning method was proposed to combine a variety of signals of non-contact sensors in several different positions. Higher accuracy was achieved, while maintaining the comfort brought by a non-contact sensor. The experimental results showed that the proposed strategy focused on the combination of clothing design technology and artificial intelligence technology. As a result, without changing the sensor materials, it enhances the comfort and precision of clothing, eliminates the comfort reduced by sensor close to the skin, and transforms inaccurate measurement into accurate measurement.
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1 Introduction

One of the most important applications of intelligent clothing is currently based on the daily health care of people's sensors embedded in clothing, for real-time detection to the body's biological signal changes, such as body temperature, pulse, blood pressure and respiratory status [1]. Through the intelligent computer program, we can determine whether there are potential disease threats, to play the role of early warning and prevention in advance. Especially for infants and young children, this intelligent clothing will have more applications, because infants are less able to resist diseases than adults, and ability to timely and accurately give feedback on physical condition and predict diseases is also poor. There are two important factors in the design of infant intelligent clothing, one is the accuracy of intelligent clothing prediction disease, and the other is the comfort of clothing [2,3]. However, in the actual design, the two are often contradictory. For example, in order to get physiological signal with high precision, such as body temperature and pulse, we usually need to make sensor close to the skin, which leads to the loss of comfort and safety. On the contrary, if the sensor is not in direct contact with the skin, it will reduce greatly the quality of signal and accuracy of prediction. Therefore, it is a key issue in the field how to improve the design method and how to improve the prediction accuracy of intelligent clothing in the case of guaranteeing good comfort [4].
2 State of the art

The wide application of computer embedded system has a great role in promoting the exploration of intelligent fabric. Stephenson, A. et al. [5] pointed out that the intelligent clothing can be seen as a special computer, embedded into the traditional fabric, and can realize the perception, data storage and computing functions. In recent years, the research of wearable computer has become a new direction in the field of embedded computer. This direction focuses on how to integrate sensors into clothing and how to implement specific interactive functions. The concept was put forward by Edward O. Thorp in 1961, and its original intention is to collect and predict the field data in the roulette gambling game in real time. He and Claude Shannon jointly developed the first wearable computer, which is a cigarette box size simulator with 4 keystrokes, equipped with a data collector. After that, all kinds of wearable computers continued to appear. A new type of smart sensor is designed for such flexible materials, because conventional sensors and gauges were not suitable as their general mechanical characteristics were incompatible with those of textile structures. In fact, textile materials are very flexible and easily deformable in all directions, and the sensors used should be able to support, often all at the same time, tensile, shear, bending and even compression deformations. The sensors should be intimately integrated in the textile structure to be able to follow all these mechanical deformations, without affecting the original textile characteristics such as softness, feel, etc.

Campos-Taberner, M. et al. [6] consider that smartphones are nowadays ubiquitous sensor devices with high computational power, moderate cost, and high-quality sensors. A smartphone app, which is called PocketLAI, was recently presented and tested for acquiring ground LAI estimates. For instance, in 1991, the United States Carnegie Mellon University (CMU) has developed wearable computer VuMen1 for engineering maintenance and use, which consisted of a small computer and glasses type display; in 1994, Steve Mann realized the image real-time wireless internet access of wearable computer. Geng, Y. et al. [7] thought that the real-time health monitoring system is a promising body area network application to enhance the safety of firefighters when they are working in harsh and dangerous environments. Other than monitoring the physiological status of the firefighters, on-body monitoring networks can be also regarded as a candidate solution of motion detection and classification. In 2002, in Kevin Warwick's research program, we developed a necklace that could display human nervous system signals. It can detect human nervous system signals by electrode array. Su, R. et al. [8] offer a practical way of realizing a robust and wearable EMG-ACC-based SLR systems. Necklace can be changed to different colors according to different biological signals. The field with the most rapid development is the military application. The US Department of Defense has continuously put forward different development plans, providing a large number of practical military wearable computers for the construction of its digitized forces [9]. At present, the army has been equipped with troops.

In recent years, science and technology and business and application departments seem to see its application prospects at the same time, and they work together to make the development of wearable computing technology showing a new prospect. The
development of wearable computers has laid a good foundation for intelligent clothing, but there is still a great distance from people's expectations. Clothing is very different from rigid electronic computer. Clothing is usually comfortable, soft, beautiful and safe. It is necessary to embed the computer skilfully into the soft, beautiful and comfortable fabric, so as to achieve the perfect combination of clothing and computer. This ability to determine quantitatively internal distributions of physical parameters within a textile structural composite integrated with such sensors has been demonstrated by Majstorović, G [10]. At present, intelligent clothing has been applied to many fields, including health monitoring, for guarding people working in extreme environment, helping disabled people's daily life or entertainment, which has made a series of notable achievements. Although many researchers think that intelligent clothing will become one of the main trends of clothing development in the future, there are many challenges in research and practical application, which needs further exploration and upgrading [11,12,13].

To sum up, in previous studies, although smart clothing has been widely used in protecting extreme environment workers and helping people with disabilities in daily life and entertainment, their comfort needs to be further improved. To solve this problem, the artificially intelligent cutting-edge technology was proposed to combine a variety of signals of non-contact sensors in several different positions. Higher accuracy was achieved, while maintaining the comfort brought by a non-contact sensor. The proposed strategy focused on the combination of clothing design technology and artificial intelligence technology. As a result, without changing the sensor materials, it enhances the comfort and precision of clothing, eliminates the comfort reduced by sensor close to the skin, and transforms inaccurate measurement into accurate measurement.

3 Methodology

In this study, we use the method of point to lead aspect. Taking the intelligent clothing used for temperature measurement an example, we specifically study non-contact sensor effect and improvement of accuracy by the method based on clothing design technology and artificial intelligence. Because intelligent clothing can be regarded as wearable computer, this chapter introduces the design of intelligent clothing based on the temperature measurement from the aspects of computer hardware (including clothing version and structure design) and software.

3.1 Hardware design

The shirt described in this paper has two functions of real-time temperature measurement and high temperature warning. The difference between the two is mainly about software design, and the hardware design is basically the same. The shirt has three temperature sensors located on the chest, back and waist, respectively. Each sensor is placed on the inside of the garment, but not always in contact with the skin. For example, when the body everts, the back sensor often has no contact with the
skin; but when he bends down, it will be close to the skin. The sensor on the waist contacts with the skin only when the body is sided; there is a clothes barrier between the sensor and the skin of the chest, so any actions or gestures are not in direct contact with the skin. In order to simulate the situation in everyday life, the experimenter in the shirt kept the different movements and positions, such as sitting, standing, lying and so on throughout the process. In the experiment, sometimes, the sensor contacts the skin and sometimes, it has a certain distance from the skin. Therefore, it effectively simulates the non-contact sensor signals in daily life. As a result, from these non-contact sensors, we got a series of noisy and unstable temperature signals.

In the experiment, we recorded the temperature signal of the sensor every 2 seconds and recorded the current room temperature. The reason is that unlike contact temperature sensors, non-contact sensors are affected not only by body temperature, but also greatly influenced by room temperature. In consequence, we will get a lot of signals from different sensors and these separate signals often have a lot of noise. But if there is a method to organically integrate the noise signals, learn from each other, and form a more accurate temperature signal? The answer is positive. Through a large number of experiments on intelligent algorithm design, we have achieved encouraging results. We found that only through the machine learning regression model for the fusion of these signals can make the temperature prediction accuracy greatly improved, without changing hardware structure of smart clothing. As a result, it did not reduce the comfort of clothing.

If the sensor is an electronic component, will it harm the human body? Especially for infant clothing, the consideration of safety is more important. This paper uses a small temperature sensor DS18B20, which has the characteristics of small size, high precision and safety to the human body. Since the principle is based on a thermistor, the voltage and current are usually very small; no evidence of harm to the human body is found in the present study.

3.2 Software design

This chapter mainly introduces the software design of the intelligent clothing. Its purpose is to use machine learning methods to integrate several inaccurate temperature measurement results into a relatively accurate result, so as to achieve just using the non-contact sensor to reach close to the touch sensor effect. In the design, we use the supervised machine learning method, including four main steps, data annotation, feature design, training and testing, as shown in Figure 1. They will be introduced respectively in the following:
Since the machine learning method is to obtain the model that can predict the new data from analyzing the historical data, in the implementation, a certain amount of sample annotation are necessary, or called the teacher signal. The computer learns under the guidance of teachers signal. For instance, the weight of the linear regression in Figure 2 is acquired through learning manual annotation data. In the experiment, data collection has gone through 10 days, and 100 samples are collected. Each sample corresponds to a time point, the current body temperature (obtained through the thermometer), all signals of each sensor in the first 5 minutes (every 2 seconds, there is a temperature measurement value) and the current room temperature (obtained by thermometer). In order to maintain the difference between samples and make each sample more representative, each sample is at least 5 minutes apart. Because if the distance between sampling points is very close, the measured body temperature change is very small, which will increase the redundancy of samples.

In the temperature prediction task based on regression model, the standard value (Gold standard) is a thermometer measured temperature. The observation values used to predict it comes from signal and ambient temperature of different temperature sensors. We design these observed signals into machine learning features. In the temperature classification task, because it is difficult to obtain the abnormal temperature of the sample in the experiment, we will define positive example as the situation of temperature more than 36.2 DEG C. The average temperature of all test data is regarded as the virtual threshold, so the task is a simulation experiment. The purpose is the inspection of whether the non-contact sensor fusion based on machine learning can improve the effect of warning temperature.
The step is to represent each sample in the form of a eigenvector, and each element (or feature) in the vector reacts the attributes of the sample in a certain aspect. The common principle of feature selection is to select the characteristics with the strong ability of individual prediction, and make the characteristics as complementary as possible. Therefore, although the accuracy of each individual feature is very weak, if the multiple features can complement each other, the effect after fusion will be greatly improved compared with single features. For instance, the example in Figure 2 shows that a combination of the weak features can even achieve a perfect effect through a proper combination. In this experiment, 10 features are designed for each sample to reflect the measured signals of different sensors from different angles. These include the average temperature of each sensor in different time periods, and the temperature (room temperature) of the current environment. All these specific characteristics are listed in Table 2. According to the description, we can design feature extraction program and transform raw data into feature vector representation. For example, the

---

**Table 1.** Machine learning features for body temperature prediction and high temperature alarm

| Feature ID | Feature description                      | Sensor ID |
|------------|------------------------------------------|-----------|
| 1          | Back, average temperature, 2s            | 1         |
| 2          | Back, average temperature, 60s           | 1         |
| 3          | Back, average temperature, 120s          | 1         |
| 4          | Chest, average temperature, 2s           | 2         |
| 5          | Chest, average temperature, 60s          | 2         |
| 6          | Chest, average temperature, 120s         | 2         |
| 7          | Waist, average temperature, 2s           | 3         |
| 8          | Waist, average temperature, 60s          | 3         |
| 9          | Waist, average temperature, 120s         | 3         |
| 10         | Environment temperature                  | 4         |
features in the first line in the table (Back, average temperature, 2s) indicates the average temperature of the back sensor within 2 seconds before the current time point is measured. Again, the sixth line (Chest, average temperature, 120s) represents the average temperature of the chest sensor within 120 seconds before the sampling point.

After the data is tagged, we can use it to train the machine learning model, so as to integrate the different weak sensor signals. The labeled data are also known as the training set. For instance, in the example in Figure 2, linear regression weights are obtained by statistical learning from training sets. The training purpose is learning to get a series of parameters, so as to make the organic integration of different features, similar to the parameter estimation in statistics. This experiment uses the Weka toolkit, which includes many classic statistical machine learning models. For the temperature prediction task, we try to use different regression models, including linear regression, least square regression, radial basis function network, regression, Gaussian processes and support vector machine (SVM). In the experiment, we found that the effect of Gauss process based on the radial basis function is the best. Due to the small amount of training data, in order to prevent the phenomenon of over-fitting, the parameters of all the model are selected by default, and no parameters are adjusted according to the training set or test set. For the task of body temperature classification, we tried to use support vector machine, Logistic regression, Naive Bayes classifier, random forest and so on. The results show that most classifiers have little difference, and the performance of SVM based on polynomial kernel function is the highest.

The training process is done on the basis of artificial annotation data. When training model parameters, the standard answers of samples are used, such as the temperature from thermometer in body temperature estimation, and whether the temperature of the thermometer in the fever warning task more than 36.2 DEG C. However, in the process of testing, the standard answer of the samples to be tested will not be used, but to use the model obtained by other samples learning and to forecast the new sample. Then, the standard answer of samples and predicted results are compared, so as to obtain the relevant accuracy indexes. In the experiment, we use the leave one out to test, namely choosing samples one by one for testing. We also use all other samples to construct a machine learning model and to predict the sample. In addition, the prediction results and the sample standard answer are compared and assessed. In regression tasks, the evaluation index is correlation coefficient (CC) and mean absolute error (MAE), which are commonly used indicators in various regression tasks. The correlation coefficient is defined as:

\[
\text{Correlation Coefficient} = \frac{\sum_{i=1}^{n}(Y_i - \bar{Y})(X_i - \bar{X})}{\sqrt{\sum_{i=1}^{n}(Y_i - \bar{Y})^2 \sum_{i=1}^{n}(X_i - \bar{X})^2}}
\] (1)

In the above formulas, \(Y_i\) and \(X_i\) are the estimated value and true value of i-th sample, respectively. \(\bar{X}\) and \(\bar{Y}\) are the mean values of the estimated value and true value, respectively. The range of the indicator is 0 to 1, and 0 and 1 represents the poorest and best effects, respectively. The mean absolute error is defined as:

\[
\text{Mean Absolute Error} = \frac{1}{n} \sum_{i=1}^{n}|X_i - Y_i|
\] (2)
The index directly reflects the deviation degree between the estimated value and the true value. The lower the value is, the closer the estimated value is to the real value. 0 value represents a perfect estimate without any error.

For tasks of the second body temperature classification, we used a series of commonly used indicators to evaluate classification tasks, including precision, recall, F-score, accuracy and AUC.

\[
\text{Precision} = \frac{\#\text{true positives}}{\#\text{true positives} + \#\text{false positives}} \tag{3}
\]

\[
\text{Recall} = \frac{\#\text{true positives}}{\#\text{true positives} + \#\text{false negatives}} \tag{4}
\]

\[
\text{F-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{5}
\]

\[
\text{Accuracy} = \frac{\#\text{true positives} + \#\text{true negatives}}{\#\text{all the examples}} \tag{5}
\]

Among them, "\#true positives" indicates the case of correct classification; "true negatives" indicates negative cases with correct classification; "false positives" indicates positive cases of classification errors; "false negatives" is a negative example of classification errors. The F-score is the harmonic average of the accuracy rate and the recall rate. The accuracy reflects the proportion of correct prediction. AUC refers to the area under the ROC curve, which reflects the average accuracy under the selection of different thresholds, and it is not affected by the threshold selection.

4 Experiment and result analysis

4.1 Temperature estimation task

In the experiment, we observe and study the effects and various statistical data of a single non-contact sensor. In Table 2, we can see that the temperature of the non-contact sensor is far lower than the temperature of the thermometer (used as the standard answer), and there are strong noise signals, which can be clearly seen from the standard deviation in Table 2. The reason is that the temperature of the environment is much lower than that of the body, and the signal of the sensor often changes with the movement of the body. The experimental result is also as we have predicted that, even the best non-contact sensor, the effect has only 12.9% correlation coefficient and 4.95 absolute error. Such a low accuracy is hard to be applied in practice. In Table 3, from results 4 to 6, based on a single sensor, we use the machine learning method, and compared with the results 1 to 3 in Table 2, it can be seen that the mean absolute error is greatly reduced. However, the correlation coefficient did not change significantly. The reason is that the machine learning method can use simple linear or nonlinear transform to adjust the predicted temperature to the range similar to the standard tem-
perature. Whereas, only using a separate sensor cannot achieve similar fitting further, so the correlation coefficient changes little.

### Table 2. Signal statistics and body temperature prediction performance of individual sensors.

| Sensor | Minimum | Maximum | Mean   | Deviation | CC (%) | MAE (%) |
|--------|---------|---------|--------|-----------|--------|---------|
| Back   | 28.69°C | 33.38°C | 31.22°C| ±0.93     | 7.16   | 4.95    |
| Chest  | 24.69°C | 33.5°C  | 27.89°C| ±1.91     | 12.54  | 7.57    |
| Waist  | 26.5°C  | 33.5°C  | 29.78°C| ±1.41     | 12.9%  | 6.4%    |

CC – Correlation coefficient; MAE – Average absolute error

### Table 3. Body temperature estimation based on Gaussian Processes

| ID   | Sensor       | Machine Learning | Features | Correlation coefficient | Mean Absolute Error |
|------|--------------|------------------|----------|-------------------------|---------------------|
| 1    | back         | No               | None     | 7.16%                   | 4.95                |
| 2    | chest        | No               | None     | 12.54%                  | 7.57                |
| 3    | waist        | No               | None     | 12.9% (baseline)        | 6.4                 |
| 4    | back         | Yes              | 1        | 15.12%                  | 0.2365              |
| 5    | chest        | Yes              | 4        | 11.29%                  | 0.24                |
| 6    | waist        | Yes              | 7        | 13.42%                  | 0.2315              |
| 7    | back         | Yes              | 1,10     | 46.42%                  | 0.2063              |
| 8    | chest        | Yes              | 4,10     | 33.78%                  | 0.2245              |
| 9    | waist        | Yes              | 7,10     | 31.53%                  | 0.2203              |
| 10   | back         | Yes              | 1,2,3,10 | 45.52%                  | 0.206               |
| 11   | chest        | Yes              | 4,5,6,10 | 38.01%                  | 0.2229              |
| 12   | waist        | Yes              | 7,8,9,10 | 32.03%                  | 0.2204              |
| 13   | back+chest   | Yes              | 1,2,3,4,5,6,10 | 50.99%                  | 0.2019              |
| 14   | back+wais     | Yes              | 1,2,3,7,8,9,10 | 50.11%                  | 0.2009              |
| 15   | chest+wais    | Yes              | 4,5,6,7,8,9,10 | 40.95%                  | 0.2171              |
| 16   | back+chest+wais   | Yes              | 1,2,3,4,5,6,7,8,9,10 | 53.91% (+317.9%)    | 0.1984 (-96%) |

4.2 Non-contact sensor fusion

The effect of single sensor and multiple sensor combinations is compared in Table 3. In order to compare the effect of feature combination, the machine learning models used here are all Gauss process regression. From the data in the table, we can clearly see that the combination of multi sensors greatly improves the indicators. For instance, the sixteenth sets of results fuse all the characteristics of all sensors. In terms of the correlation coefficient, it achieved relative increase of more than 300%, so that the absolute error is reduced by 96%. This is a huge improvement compared with the prediction effect of individual sensors, which fully demonstrates the effectiveness of the proposed multi sensor fusion method in the paper. On the basis of keeping the sensor not close to the skin, the sensor measurement accuracy is improved significa-
ntly. In addition, it can be seen from the table that all the estimated results have been greatly improved after the ambient temperature (feature 10) is added. This is easier to understand because a non-contact sensor has a great relationship with the temperature of the surrounding air and depends on the temperature of the skin and the environment.

4.3 Comparison of the effect of machine learning model

Machine learning is one of the most active branches of artificial intelligence. In recent years, people put forward many different machine learning models, which often has different effects in different application models. Therefore, one of the important purposes of this experiment is, through the experimental comparison of the effect, to select the machine learning model most suitable for the application. For temperature estimation tasks, we compare 6 popular regression methods, including linear regression, least squares regression, RBF network regression, neural network, support vector machine and Gauss process. The feature set uses all the features in Table 2. In order to make a fair comparison and prevent the influence of over fitting, all these models use default parameter settings in the whole experiment, and do not debug the best parameters according to the test data, which is conducive to the reproducibility of the experimental results. From table 4, we can see that the Gauss process has obtained the highest correlation coefficient and absolute error. The reason is probably that the temperature data of the sensor is in accordance with Gauss distribution to a certain extent.

| Regression model          | Correlation Coefficient | Mean Absolute Error |
|---------------------------|-------------------------|---------------------|
| Linear regression         | 37.14                   | 0.2248              |
| Least square              | 39.68                   | 0.2303              |
| RBF network               | 13.42                   | 0.234               |
| Neural network            | 23.06                   | 0.2789              |
| Support vector machine    | 42.92                   | 0.2197              |
| Gaussian processes        | 53.91                   | 0.1984              |

4.4 Temperature early warning task

Table 5 records the effect of different classifiers in temperature early warning task. Compared to the temperature regression estimation task, the goal of this task has been reduced. Because we only need to determine whether the temperature is higher than the specified limit, it is only necessary to know the relative size between the temperatures and then we can achieve accurate prediction. Therefore, most of the evaluation indicators seem to be better than the task of temperature regression estimation, although the classification and regression evaluation indicators are different.

From table 5, we can get 66% accuracy (obtained by the waist sensor) without the use of machine learning of a single sensor. This contrast with 12.9% of the correlation
coefficient in the regression estimate shows that, although the non-contact sensor cannot get the accurate temperature, the relative size of the obtained value has a great correlation with the real body temperature. For example, for two sample points, if the true temperature is 35.9 DEG C and 36.5 DEG C, the temperature from non-contact sensor temperature is 25.6 DEG C and 29.5 DEG C. Obviously, the temperature regression estimation results of a single non-contact sensor will be poor (such as CC, MAE and so on indexes). However, if 27 DEG C is selected as the decision threshold to judge whether the temperature exceeds the warning line, the sensor alone will still get the correct result. The reason is that the relative size of the measured temperature is consistent with the true value. The SVM based on the kernel function of the 3-order polynomial functions has obtained the best effect, which uses the default regularization parameter setting. Another interesting phenomenon is that the result of the tenth groups were only used the regression estimation results for the classification task, almost achieved the best effect. It indicated that the temperature regression estimation task had strong generalization ability, can be directly applied to a classification task. It is unnecessary for designing another machine learning model especially for the classification task, which can greatly simplify the design process of intelligent clothing.

Table 5. Performance of body temperature alarm using different methods

| Result ID | Sensors       | Models                  | Precision | Recall | F-score | Accuracy | AUC        |
|-----------|---------------|-------------------------|-----------|--------|---------|----------|------------|
| 1         | Back sensor   | None                    | 66.67%    | 30.43% | 41.79%  | 61%      | 54.99%     |
| 2         | Chest sensor  | None                    | 51.69%    | 100%   | 68.21%  | 57%      | 53.58%     |
| 3         | Waist sensor  | None                    | 67.65%    | 50%    | 57.5%   | 66%      | 66.22%     |
| 4         | back+chest+waist | Naive Bayes            | 70.8%    | 37%    | 48.6%   | 64%      | 66.2%      |
| 5         | back+chest+waist | Logistic regression   | 72.1%    | 67.4%  | 69.7%   | 73%      | 75.3%      |
| 6         | back+chest+waist | SVM (Poly - 3)         | 73.5%    | 78.3%  | 75.8% (+11.1%) | 77% (+16.7%) | 77.1%      |
| 7         | back+chest+waist | Neural network         | 68.3%    | 60.9%  | 64.4%   | 69%      | 73.1%      |
| 8         | back+chest+waist | Random forest          | 68.1     | 69.6   | 68.8    | 71       | 74.9       |
| 9         | back+chest+waist | Nearest Neighbour      | 69.2%    | 78.3%  | 73.5%   | 74%      | 74.3%      |
| 10        | back+chest+waist | Gaussian process       | 72%      | 78.26% | 75%     | 76%      | 77.15% (+16.5%) |

5 Conclusion

In this paper, a design strategy of intelligent temperature monitoring clothing based on non-contact sensor is proposed. The experimental results show that the accuracy of temperature prediction can be greatly improved by effective fusion of multiple
signals placed at different locations of the non-contact sensor, and the comfort degree will not be reduced due to the skin close to the sensor. The main contributions of this article can be summarized as follows:

1. This method only uses the ingenious combination of existing hardware devices, such as sensors, to achieve the effect of improving comfort. No other materials, such as smart fabrics, are introduced, which greatly reduces the cost of clothing production. And this method is not in contradiction with the new sensor technology, which will further improve the comfort of intelligent clothing.

2. In the experiments, it is found that based on the best machine learning method at present, the simple average temperature characteristics are used to achieve an increase from 10% to 300% in the evaluation index. This is undoubtedly a great progress, and it has also left a lot of space for further development.
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