Automatic Diagnosis of COVID-19 Using a tailored Transformer-Like Network
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Abstract. The emergence of the novel coronavirus(COVID-19) has left disastrous effect on global health and individuals. Even though in most areas, the RT-PCR test used as the dominant approach for diagnosis of COVID-19 has shown good accuracy, the test requires equipment, personnel and it is time-consuming. Researches have shown the effectiveness of X-ray images for predicting COVID-19. In this study, we applied a transformer-like deep-learning model on this problem with transfer learning technique, to diagnose X-ray images as COVID-19 or normal. The model outperformed the CNN SOTA. The model achieved a classification accuracy of 99.7% on the targeting dataset.

1. Introduction
A novel coronavirus disease(COVID-19) started in late December, 2019, quickly spread out around the world\cite{1,2}. By 20 July 2021, there were 190,169,833 confirmed cases and 4,086,000 dead cases\cite{3}. The fatality rate of COVID-19 is 2%-3\%\cite{4} and its contiguous nature and rapid spreading made it a global health crisis of the time. There were many challenges in some countries’ public health systems, such as limited medical resources and personnel, which may further increase the infection rate of the healthcare workers\cite{5}. Considering its rapid spreading nature, the early screening of COVID-19 is becoming important to avoid further spread.

Real-time polymerase chain reaction(RT-PCR) is the current solution for the diagnosis of COVID-19\cite{6}. However, the method is laborious, time-consuming and requires expert medical workers\cite{7}, it may not be feasible in some countries where medical resources are limited. Some researchers have used CT-scan images for diagnosis of COVID-19\cite{32,33}. While CT-scan can provide more features and better performance than X-ray images in detecting COVID-19, CT-scan is generally more costly than X-ray images.

Researchers have shown that lungs are one of the first affected organs\cite{8}. Deep learning with CNN has been long used in disease detection such as cancer\cite{9,10,11}, brain tumor and heart failure\cite{14,15}. The emergence of various datasets provides the possibility of employing deep learning in diagnosis of COVID-19. Recent studies\cite{12,13} showed the effectiveness of applying deep learning in assisting the diagnosis of COVID-19.

1.1 Related Work
Apostolopoulos and Mpesiana\cite{16} conducted research evaluating five classical deep learning models, including VGG19, MobileNet v2, Inception, Xception and Inception ResNet. The CNN models are
trained and evaluated on two datasets. The first dataset is Cohen’s covid-chestxray-dataset[[17]], which consists of 224 COVID-19 X-ray images, 700 common pneumonia images and 504 normal X-ray images. The second dataset[[18]] contains 224 COVID-19 X-ray images, 714 common pneumonia images and 504 normal images. MobileNet v2 achieved the highest accuracy of 96.78% on Top2 score and 94.72% on Top3 score. However, the study[[16]] suffers from the limited sample size of the dataset.

A study conducted by Hamdan et al.[[19]] proposed COVIDX network, which contains comparative analysis of seven deep learning models. The models were VGG19, DenseNet201, ResNetV2, InceptionV3, InceptionResNetV2, Xception and MobileNetV2. The models were trained and evaluated on Cohen’s dataset(early version), with 25 COVID-19 X-ray images and 25 normal images[[17]]. The study showed that VGG19 and DenseNet have the best accuracy of 90%. The analysis is limited due to its small data size. Similarly, Ahammed et al.[[23]] proposed a CNN network with accuracy of 94.03%. The size of the dataset is limited, with 285 images each for the three classes. Another research done on Cohen’s dataset[[17]] conducted by Kumar et al.[[25]] used ResNet50 and Support Vector Machine(SVM) for image classification. The study used two datasets: Cohen’s dataset[[17]] and Chest X-ray images(Pneumonia)[[26]]. The highest accuracy achieved by the study was 95.38%, which outperformed Hamdan et al.[[19]] on the same dataset. Similarly, Narin et al.[[27]] trained and evaluated on Cohen’s dataset[[17]] and Chest X-ray images(Pneumonia)[[27]]. The study achieved an accuracy of 96.1%.

Wang et al.[[20]] proposed a COVID-net model and compared the model with VGG19 and ResNet50. The model was pre-trained on ImageNet dataset and it achieved the accuracy of 93.3% on the three-class classification task. A combined dataset were created from multiple sources, with total 13974 X-ray images[[17],[19],[21],[31]]. The dataset suffers from imbalanced distribution, though Wang et al.[[20]] used data augmentation to reduce the impact of imbalanced dataset. Similar to Wang et al.[[20]], Apostolopoulos and Mpesiana[[16]] conducted comparative analysis on the combination of multiple datasets[[17], [21], [22]]. The total number of images used was 1427, including 224 COVID-19, 700 pneumonia and 504 normal images. The research showed that VGG19 outperformed other models with an accuracy of 98.75%. Another research conducted by Khan and Aslam[[28]] overcome the issue of imbalanced dataset by selecting images across different datasets to make data distribution evenly. The dataset contains 630 COVID-19 images and 642 Normal images. They performed comparative analysis using ResNet50, VGG16, VGG19 and DenseNet121, where VGG outperforms other networks and achieved an remarkable accuracy of 99.38%, though the size of the dataset is limited.

In the above related work, most researches used CNN network to perform either two-class or three-class image classification. Most datasets used were at limited sizes. Very few researches used large dataset. Wang et al.[[20]] used a dataset containing 13974 X-ray images but the distribution of the dataset was imbalanced. Moreover, most evaluations were done on classical CNN networks, but not evaluating transformer networks such as Vision Transformers. Recently visual recognition has been revolutionized by Vision Transformers(ViT) [[29]]. ViT has outperformed CNN networks on ImageNet classification task with extra training data.

In this study, we have proposed a fine-tuned deep learning network tailored for diagnosis COVID-19, which is based on Transformer-like network, named VOLO[[30]]. VOLO declared SOTA on ImageNet classification task without extra training data. The novelty and originality of proposed study is as follows:

1. The study does not suffer from imbalanced data distribution.
2. The network is fed with a relatively large number of X-ray images, compared with other related work.
3. One of the first studies on applying VOLO for specific image classification task and verifying the generality of VOLO.
4. The network outperforms the benchmark analysis on the targeting datasets.
2. Materials and Methods

2.1 Dataset
There are two datasets used in the study. Both are available on Internet. The first dataset originally
contained 219 COVID-19 X-ray images, 1341 Normal X-ray images and 1345 X-ray viral pneumonia
images\cite{31}. As mentioned in Ranman et al.\cite{33}, there are three researches conducted on the
dataset\cite{31-33}. Chowdhury et al.\cite{31} achieved the highest accuracy of 98.3%.

The dataset after updates now contains 3616 COVID-19 X-ray images, 10192 normal X-ray
images\cite{31}. To balance the dataset, in this study we randomly shuffle normal images and pick up
3600 normal images from it. So the data distribution of the first dataset(namely Dataset-1) is as Figure
1.

Dataset-1 is further divided into three parts: 2900 images for each class as training data, 300
images for validation and 400 images for testing. Data augmentation was applied on training dataset.
The size of training data of Dataset-1 after data augmentation is as follows:

Figure 1. Data distribution of Dataset-1

The second dataset used in the study, namely Dataset-2, was based from Cohen’s dataset\cite{17},
which contains 340 COVID-19 images and 340 normal images(Figure 4). Dataset-2 was used as
testing only, to prove that VOLO has generality given that it is not trained on Dataset-2. Some early
studies used Cohen’s vanilla dataset\cite{19,25], with 25 COVID-19 images. Ioannis et al.\cite{16}
conducted analysis on Cohen’s dataset with 224 COVID-19 images and 504 normal images.

2.2 Deep neural networks and Transfer Learning
Soon after the publication of ResNet\cite{34} in 2015, deep neural networks on image classification task
made remarkable progress. Recently, the emergence of Vision Transformers(ViT) challenged the
dominant position of CNN models. Until July 2021, ViT-G declared SOTA on ImageNet classification
task, with Top1 accuracy of 90.45%\cite{35]. However, both CNN-based
models and transformer-based models require large training dataset, and CNN models generally
outperform transformers without extra training data\cite{30}. There is a high correlation between the size
of the training data and the performance of the deep neural network. Deep neural networks can be
applied to a task where limited size of data is provided, by utilizing the technique of transfer
learning\cite{16,24]. The idea of transfer learning is to transfer the knowledge learning from previous
tasks to a target task where the latter lacks of high-quality data. In this study, we used pre-trained
models of VOLO, which was pre-trained on ImageNet-1K\cite{30}. The structure of the model is tailored
at the final stage and fine-tuned to the binary class classification task.
2.3 VOLO model
Vision Outlooker (VOLO) was developed based on transformer. VOLO aims to resolve the bottlenecks that restricted the performance of ViT by applying a new attention mechanism named outlooker attention [30]. VOLO declares SOTA on ImageNet classification with Top1 accuracy of 87.1% (no extra training data) on Jun 2021 and it is the first model that exceeds 87% without extra training data. In this study, we use VOLO-D3 because D3 outperforms D4 and D5 on the targeting dataset. Yuan et al. [30] also stated that D5 and D4 with parameters exceeding 100M may lead to overfitting on small dataset.

![Figure 2. VOLO outlooker attention structure][30]

2.4 Model Hyper-parameters and Set-up
All images are scaled to size of $224 \times 224$ pixels before loaded into the model. We used a cosine learning rate scheduler, with initial learning rate of $1.6 \times 10^{-7}$, decay epoch of 30, decay rate of 0.1. Total number of epoch is 300. The optimizer used is AdamW. The training was performed on GPU Tesla V100 * 8 parallelly with memory 32GB each.

3. Results & Discussion
Figure 4 shows the training process of VOLO-D3 on Dataset-1, which consists of 11.6k images for each class after data augmentation. The best Top1 accuracy achieved is 99.67%. According to Rahman et al. [33], this has outperformed the SOTA on the dataset, which was 98.3% [31].

![Figure 3. Top1 accuracy during training](image)
![Figure 4. Evaluation loss during training](image)

To further investigate and verify the generality of VOLO, we applied the trained model from Dataset-1 to be tested on Dataset-2. The model with the best test score on Dataset-1 after cross-
validation was selected to be tested on Dataset-2 and no extra training data from Dataset-2 was applied on the model. Top1 accuracy of the model on Dataset-2 is 98.98%, which outperforms Apostolopoulos[[16]] 98.75%. A more detailed comparison is shown in Table 1:

| Studies                           | Model             | Top 1 Accuracy |
|----------------------------------|-------------------|----------------|
| Apostolopoulos et al.[[16]]      | VGG-19            | 98.8%          |
| Narin[[27]]                      | ResNet50/RestNet101| 96.1%          |
| Lv et al. [[36]]                 | DenseNet169       | 97.1%          |
| Punn et al. [[37]]               | NASNet            | 98.0%          |
| **Ours**                         | VOLO-tailored     | **99.0%**      |

Table 2. Performances of models in general

| Studies                           | Model             | Top 1 Accuracy |
|----------------------------------|-------------------|----------------|
| Hemdan et al. [[19]]             | COVIDX-Net        | 90.0%          |
| Wang et al. [[20]]               | Tailored CNN      | 93.3%          |
| Kumar et al. [[25]]              | ResNet + SVM      | 95.4%          |
| Minaee et al. [[24]]             | Deep-COVID        | (Sensitivity 97.5%) |
| Oh et al.[[39]]                  | ResNet18          | 88.9%          |
| Farooq et al.[[38]]              | COVID-ResNet      | 96.2%          |
| **Ours**                         | **VOLO-tailored** | **99.7%**      |

The proposed VOLO-tailored model outperforms some studies in the benchmark. Most studies had limited data and suffered from imbalanced data distribution.

4. Conclusions
In this study we trained and validated a new proposed model VOLO tailored with transfer learning technique using a larger X-ray dataset, compared with the related work. Early studies on detecting COVID-19 generally suffered from insufficient data and imbalanced data distribution. VOLO outperforms SOTA on the targeting datasets and an accuracy of 99.67% was achieved. The generality of VOLO was verified across datasets. In light of the study, it is believed that the model can assist medical workers during the diagnosis of COVID-19 with the support from more valid data.
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