Mixed excitonic nature in water-oxidized BiVO₄ surfaces with defects
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BiVO₄ is a promising photocatalyst for efficient water oxidation, with surface reactivity determined by the structure of active catalytic sites. Surface oxidation in the presence of oxygen vacancies induces electron localization, suggesting an atomistic route to improve the charge transfer efficiency within the catalytic cycle. In this work, we study the effect of oxygen vacancies on the electronic and optical properties at BiVO₄ surfaces upon water oxidation. We use density functional theory and many-body perturbation theory to explore the change in the electronic and quasiparticle energy levels and to evaluate the electron-hole coupling as a function of the underlying structure. We show that while the presence of defects alters the atomic structure and largely modifies the wavefunction nature, leading to defect-localized states at the quasiparticle gap region, the optical excitations remain largely unchanged due to substantial hybridization of defect and non-defect electron-hole transitions. Our findings suggest that defect-induced surface oxidation supports improved electron transport, both through bound and tunable electronic states and via a mixed nature of the optical transitions, expected to reduce electron-hole defect trapping.

Metal oxide semiconductors serve as promising photoanodes for solar-driven water splitting processes.³ Bismuth vanadate (BiVO₄) is a famous example of exceeding interest, being relatively stable, non toxic, and long-lasting, with absorption well within the solar spectrum⁴ and with suitable electronic properties for efficient oxygen evolution reaction (OER).⁵⁶ Despite these appealing properties, electron conductivity and carrier transport through BiVO₄ surfaces is found to be relatively low⁷⁸, greatly limiting its use in practical applications. This low conductance is typically attributed to fast charge recombination and polaronic interactions⁹, strongly coupled to surface structure¹⁰ and the conditions in which it was prepared¹¹.¹² A broadly-explored pathway to improve BiVO₄ functionality is through electronic doping upon element substitution and the introduction of surface vacancies near the interacting BiVO₄ surfaces¹³⁻¹⁵. These induce modified electronic densities and allow controllable electron mobility and electron-hole recombination rate¹⁶⁻¹⁷.

Oxygen vacancies are typical intrinsic defects in BiVO₄ that can also be generated and controlled via external treatments, such as hydrogen annealing and nitrogen flow¹⁸.¹⁹ By acting as n-type donors, these defect hold the promise to significantly increase the water oxidation reaction yield¹⁰⁻¹¹. From an electronic structure point of view, oxygen vacancies introduce localized electronic states, allowing tunable electronic bandgaps and suggesting enhancement of the separation between photogenerated electrons and holes and improved absorption cross-section of the visible light¹²⁻¹⁴. On the other hand, localized defect states are also considered as active electron-hole recombination centers, which can trap the photogenerated energy carriers- namely, excitons- and consequently reduce the electronic conductivity and the electron and energy transfer efficiency associated to it¹⁵⁻¹⁶. The role of oxygen vacancies in photogenerated carrier transport thus remains controversial, and a comprehensive understanding of the involved defect-induced phototransport mechanisms is still lacking.

Recent density functional theory (DFT) studies found that a structurally-stable split oxygen vacancy, in the form of a V–O–V bridge, is pivotal to the catalytic reaction that produces molecular oxygen upon water adsorption at the thermodynamically-stable (001) BiVO₄ surfaces²⁵⁻²⁶. These studies showed that the change in surface structure and the underlying chemical bonding due to oxygen vacancies strongly depend on the adsorbate. In particular, main steps within the OER involve either a peroxo bridge between the Bi and V atoms at the surface, or a surface o xo group evolving into an OOH group. The electronic structure associated with the defects is thus expected to vary due to significant surface-structure modifications within the various steps in the catalytic reaction. The electronic states and the electron-hole binding associated with the vacancies within the catalytic reaction are hence non-trivial, and a predictive assessment of the associated electronic and excitonic fine structure as a function of these structural modifications is required.

In this work, we study the effect of oxygen vacancies on the electronic and excitonic properties in BiVO₄ upon surface water oxidation. We use DFT and many-body perturbation theory within the GW and GW-Bethe-Salpeter equation (GW-BSE) approximation to calculate the quasiparticle energies and the electron-hole coupling for representative structures found to be stable during the water oxidation stage in the catalytic cycle. We explore how the introduction of oxygen vacancies and the charge localization associated to it influence these properties. Our results show defect-localized states nearby the valence region, associated with the modified underlying chemical bonding, with quasiparticle bandgap largely unchanged upon the inclusion of surface defects. This leads to largely mixed exciton states, hybridizing transitions between defect and non-defect bands. We find that due to this mixing, and surprisingly, the presence of defects does not alter the exciton binding energy in the examined systems.
FIG. 1. Four BiVO$_4$ surface structures upon water adsorption, studied in this work: (a) a pristine surface, with full water coverage; (b) a pristine-peroxo surface, in which one water molecule per repeating cell went through oxidation; (c) a surface including a split vacancy with full water coverage; and (d) a split vacancy-oxo surface, in which one water molecule in a surface including a split vacancy went through oxidation. Oxidized water molecules are marked by red circles; black arrows represent the structural change upon oxidation. The split vacancy, appears as a V–O–V bridge, is marked with a black dashed circle and denoted by ‘SV’. Each structure represents the repeating unit cells in the $\hat{a}$, $\hat{b}$ direction; the $\hat{c}$ direction contains six layers as well as additional vacuum, and is shown in the SI for the case of the pristine system.

The examined systems are shown in Fig. 1. Our focus is on the (001) facet of monoclinic scheelite, which is considered to be thermodynamically stable and thus the active polymorph of the BiVO$_4$ surface. The calculated unit cell includes six layers, each containing four Bi and four V atoms, with a vacuum of 14 Å separating repeating cells along the $\hat{c}$ direction (see SI). We considered four structures occurring within two oxidation pathways, recently suggested to play a key role within the photocatalytic cycle$^{25}$: a pristine BiVO$_4$ surface (Fig. 1a); the same system after one water molecule per cell went through oxidation, resulting in a surface-peroxo group (Fig. 1b); a BiVO$_4$ surface with a subsurface split vacancy (SV) (Fig. 1c); and the same system after one water molecule per cell went through oxidation in the presence of a vacancy, resulting in an surface-oxo group (Fig. 1d).

In the following, we present the calculated quasiparticle and excitonic properties associated with these structures, and examine the electronic distribution and electron-hole coupling as a function of oxidation with and without the subsurface defects. To compute the single-particle electronic structure and the wavefunctions of the examined surfaces, we employ density functional theory (DFT) within the Perdew-Burke-Ernzerhof (PBE) approximation$^{43}$ for the exchange-correlation functional including spin-orbit coupling, using the QUANTUM ESPRESSO package$^{44}$. The resulting DFT energies and wavefunctions are then used as a starting point for our many-body perturbation theory calculations, performed within the BerkeleyGW package$^{45}$. We compute quasiparticle energy corrections applying the G$_0$W$_0$ approach within the generalized plasmon-pole model for the frequency dependence of the dielectric screening$^{46}$. Following standard converging procedures, we consider a 30 Ry screening cut-off and a total of 3500 electronic bands, among them 1280 being occupied. Due to the large size of the explored repeating cells, we sample the reciprocal space with a relatively coarse uniform $k$-point grid of $2 \times 2 \times 1$. To account for electron-hole coupling and excitonic properties, we employ the Bethe-Salpeter equation (BSE) formalism within the Tamm-Dancoff approximation$^{47}$, while considering 14 valence (occupied) bands and 16 conduction (empty) bands in the coupling matrices (see full computational details in the SI).

Fig. 2 shows the computed DFT electronic energies and the GW quasiparticle energies, as well as the associated bandgaps, for the (a) pristine, (b) pristine-peroxo, (c) split vacancy, and (d) split vacancy-oxo systems at the $\Gamma$ point. Pristine-like CBM and VBM states are indicated in orange and blue dashed lines, respectively, and additional oxo and defect energy levels are shown as black dashed lines. The projected density of states of each of the surface structures onto the atomic contributions is also shown (violet: Bi; grey: V; red: O; white: H), with the dashed line corresponding to the total density of states.
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water oxidation and the formation of a surface peroxo group (Fig. 2c), the DFT results show an additional occupied in-gap state, which is shifted down to the VBM onset when including GW quasiparticle corrections.

In the presence of split vacancies (Fig. 2d), the defect states marked as $d_{1,2}$ appear in the gap region. In this structure the GW gap of 2.9 eV is significantly smaller than in the pristine case. We associated this gap reduction to a partial state charging at the CBM region, responsible for the instability of this structure. Notably, upon oxidation of the defect surface (Fig. 2d), three occupied in-gap states, largely localized on the o xo group, appear at the valence edge region. The quasiparticle GW gap obtained is similar to the pristine and pristine-peroxo cases. These results suggest that the presence of oxygen vacancies induces localized states in addition to the pristine-like ones, which change their nature upon surface water oxidation. As we show in the following, these changes in the quasiparticle spectra result from the involved modifications in the chemical bonding around the missing atoms.

To further quantify the defect- and oxidation-induced change in the electronic structure, we examine the wavefunction coupling before and after water oxidation, for the two pristine and the two split-vacancy structures. For this, we evaluate the coupling matrix elements between the computed DFT wavefunctions of each two structures. We define the overlap matrix $S_{AB} = |\langle \phi_A | \phi_B \rangle|^2$, where $A$ and $B$ are different systems, and $\phi$ is an electronic Kohn–Sham state in a plane wave basis set. As anticipated above, it is enough to only discuss the $S$ matrix at the $\Gamma$-point, as the other $k$-points show a similar behavior due to the small band dispersion in the Brillouin Zone (see SI). Fig. 3a shows the computed overlap between the pristine and pristine-peroxo structures, $S = |\langle \phi_{pris} | \phi_{pris-peroxo} \rangle|^2$. For this case, we find substantial coupling between the two systems - before and after surface oxidation - at the valence and conduction areas. As expected, the additional peroxo-localized in-gap states have negligible overlap with any of the pristine bands, suggesting that the local modification due to the surface oxidation and the peroxo formation is small.

In contrast, in the presence of sub-surface split-vacancy defects, this picture becomes more complicated. The computed overlap between the split vacancy and split vacancy-oxo structures, $S = |\langle \phi_{sv} | \phi_{sv-oxo} \rangle|^2$ (Fig. 3b), shows that while few bands around the valence and conduction area remain of similar nature, the defect states largely change their nature before and after surface oxidation. As a result, we find negligible overlap between defect states with water surface adsorbates (fig. 2e) and defect states with oxidized adsorbates (fig. 2f), namely there are significant changes in the wavefunction nature due to the surface oxidizing and the structural changes associated to it. We further note that the overlap matrix elements vanish almost completely when comparing between the pristine and the split vacancy structures, and between the pristine-peroxo and the split vacancy-oxo structures (see SI). We hence find that the presence of oxygen vacancies leads to changes in the underlying bonding, which completely varies the electronic wavefunctions; and surface oxidation changes the surface bonding in the presence of defects, leading to the observed modifications in the electronic and quasiparticle spectra.

Having identified the change in electronic states and quasiparticle energy levels upon surface water oxidation and in the presence of defects, we now turn to compute the electron-hole coupling and the associated optical and excitonic properties. Fig. 4 shows the obtained GW-BSE absorption spectra of the two oxidized surfaces with and without sub-surface defects, pristine-peroxo and split vacancy-oxo, upon optical excitation with light polarized at the three main crystal directions. The absorption peaks are further analysed through the electron-hole transitions composing them. We first note that in both structures, the absorption oscillator strengths at the $\tilde{a}$ and $\tilde{b}$ polarization directions are much larger than at the $\tilde{c}$ direction, suggesting that in-plane excitations dominate the spectra, associated with the layered coupling in the explored structures. However, while the lowest excitation peak in the pristine-peroxo case is at the $\tilde{b}$ polarization direction, in the split vacancy-oxo case it is at the $\tilde{a}$ direction, serving as another signature of the significant underlying structural changes involved upon the presence of defects.

For the pristine-peroxo structure, Fig. 4a, the lowest bright excitation is at 3.08 eV, and the low-energy absorption peak is at 3.23 eV. These excitation energies are in good agreement with experimental findings, where the optical gap is found at $\sim$3 eV [23,24]. The differences between the computed quasiparticle and optical gaps point to a relatively large exciton binding energy, at the order of 0.6 eV, suggesting strong electron-hole binding. We note that this energy difference does not include lattice relaxation processes, which can largely reduce the bandgap in these materials [25,41,51]. The computed excitation energies for the non-oxidized pristine case are very similar (see computed absorption in the SI), and are in good agreement with previous calculations for the bulk pristine system [8]. Such agreement between surface and bulk structures can be explained by the local nature of the electron-hole interactions, leading to small long-range surface effects on the computed excitation energies. We note however that this points to larger exciton binding energy at the surface compared to the bulk, as expected, due to an increase in the quasiparticle gap while the optical gap remains similar.
FIG. 4. (a) Calculated GW-BSE absorption spectra for the three main polarization directions, as well as electron-hole transitions contributing to the absorption peaks, for the pristine-peroxo system. Contributions from occupied (hole) bands are shown in blue, from unoccupied (electron) bands in orange, and from localized peroxo and oxo bands in black. Each dot in the lower panel represents the band contribution to the exciton as a function of the excitation energy, weighted by the oscillator strength at the dominating polarization direction ($\hat{b}$). (b) Representative wavefunction distributions corresponding to the electron and hole Kohn-Sham states with the largest contribution to the low-energy absorption peaks. (c) - (d) Same as in (a) - (b) for the split vacancy-oxo system. The exciton contributions are weighted with oscillator strength at the $\hat{a}$ polarization direction, which is the dominating one in this structure.

The exciton coefficients for each excitonic state $S$, $A^S_{\text{vec},k}$, quantify the coupling between an electron at band $c$ and a hole at band $v$, at the k-point $k$. Electron-hole transitions composing the absorption spectra of the pristine-peroxo system are shown below the corresponding absorption energies in Fig. 4. Dot size represents the relative magnitude of the normalized exciton contribution, $\sum_k |A^S_{\text{vec},k}|^2$ for unoccupied ($c$) bands and $\sum_k |A^S_{\text{vec},k}|^2$ for occupied ($v$) bands, summed over all k-points and scaled with the oscillator strength at the dominating polarization direction, so that only bright peaks are shown (contributions weighted by the other polarization directions are shown in the SI). This analysis allows us to quantify the contribution from each electron/hole state (orange/blue dots, respectively) to each one of the computed excitons. Black dots represent localized and occupied surface oxidation states, associated to the dashed black states of Fig. 2b. The electron/hole wavefunctions with the most significant contributions to low-lying excitons are shown in Fig. 4b. Notably, the lowest bright exciton around 3.1 eV is mainly composed of coupling between the conduction electron band, $e_1$, and a hole band below the valence region, $h_1$. We note that this hole state is mainly localized at the bottom layer and thus may have increased delocalization when more layers are included, bringing it closer to the higher-energy hole states at the valence region. The peak around 3.2 eV already includes multiple electron-hole transitions, with additional contributions from occupied states localized at the oxidized surface peroxo group, as well as other hole and electron states which are not associated with the surface peroxo group.

This hybridized excitation nature is also present upon the inclusion of sub-surface defects in the oxidized structure, Fig. 4c,d. The lowest bright excitation is at 3.08 eV, and the low-energy absorption peak is at 3.22 eV, similarly to the pristine case. In contrast to the non-defective structure, in this case, defect-induced localized oxo states play a significant role in the excitation. The electron-hole contribution from defect-induced oxide states are shown as black dots in Fig. 4c and the associated wavefunctions are presented in Fig. 4d.
though these defect-induced states show significant electron-hole coupling, our GW-BSE results suggest that the associated excitons strongly mix defect-induced transitions with non-defect transitions. As a result, the overall peak position does not change compared to the non-defect case. Since the quasiparticle gap is also similar in both systems, the exciton binding energy associated with the low-energy excitation peak remains unchanged upon defect formation. However, the absorption contribution at the various polarization directions changes due to the modification in the underlying structure, reflecting change in directionality of the wavefunction components, as discussed above.

The main excitation peaks thus show a highly hybridized nature, which eventually leads to comparable excitation energies between the non-defect and the defect oxidized surface structures. This is a direct outcome of the localized nature of both non-defect and defect states in this system, as is also evident by the large quasiparticle gap and the electron-hole binding energies found with and without defects. This suggests that the role of oxygen vacancies in the associated catalytic cycle mainly comes to play in structural modification and stabilization upon water oxidation. Such modification leads to near-gap surface states which can support improved charge transport, in particular upon defect charging expected to occur through electronic transport and push those bands deeper into the gap. However, our computations show that the electron-hole transitions composing the excitons are hybridized and include both pristine and defect states, suggesting that defects cannot be trivially treated as charge traps. Our results thus imply that the many-body excitonic picture associated with photogeneration processes within BiVO₄ surfaces photocatalysis in the presence of defects can support improved carrier transport.

To conclude, in this work we explored how sub-surface defects alter the electronic and excitonic properties in BiVO₄ within atomic structures associated with surface water oxidation. We find that state localization due to structural modifications strongly influences the quasiparticle charge distributions and energy levels. However, oxygen vacancies only slightly change the exciton states, due to hybridized electron-hole transitions which mix defect and pristine states at similar energy regions. Our study presents a connection between the change in chemical bonding due to the presence of defects and the subsequent variations in the electronic bandstructure, wavefunctions, and optical excitations, demonstrating the non-trivial effect of defects on the mechanisms in which light is stored and energy is transferred in BiVO₄.
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