Robust Shape Control of Gyroscopic Tensegrity Robotic Arm
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Abstract—This paper proposes a model-based approach to control the shape of a tensegrity system by driving its node position locations. The nonlinear dynamics of the tensegrity system is used to regulate position, velocity, and acceleration to the specified reference trajectory. State feedback control design is used to obtain the solution for the control variable as a linear programming problem. Shape control for the gyroscopic tensegrity system is discussed, and it is observed that these systems increase the reachable space for the structure by providing independent control over certain rotational degrees of freedom. Disturbance rejection of the tensegrity system is further studied in the paper. A methodology to calculate the control gains to bound the errors for five different types of problems is provided. The formulation uses a Linear Matrix Inequality (LMI) approach to stipulate the desired performance bounds on the error for $H_{\infty}$ generalized $H_2$, LQR, covariance control and stabilizing control problem. A high degree of freedom tensegrity $T_2D_1$ robotic arm is used as an example to show the efficacy of the formulation.
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I. INTRODUCTION

Tensegrity structures are networks of axially loaded compressive (bars or struts) or tensile (strings or cables) members [11]. A “class-k” tensegrity structure has a maximum of $k$ bars connected with ball joints, restricting any torque/moment transfer between the elements. Thus, a “class-1” structure has all the compressive members floating with no two compression members touching each other [2]. The unique property of tensegrity structures allowing to change the shape of the structure without changing its stiffness and changing the stiffness without changing the shape makes them suitable for soft robotics [2, 3]. Tensegrity is also called as “The Architecture of Life” due to its presence in tissues, viruses, cells, and even in humans [4]. There have been a large number of studies on kinematic and static analysis for various topological considerations to support different loading conditions with minimum mass [5, 6, 7, 8]. The minimal mass architecture along with compliance and morphable shape characteristics makes tensegrity systems suitable for applications like planetary landers [9, 10], deployable space structures [11, 12, 13] and flexible robots [14, 15, 16]. The easy addition of redundant strings enables robust design approaches making the structure well suited for human-robot interaction. A theoretical framework for sensor placements and damage detection in tensegrity structures is a topic of recent research [17].

Tensegrity structures are most suitable to serve as morphing structures to achieve different shapes like tensegrity plates, domes, self-tunable antennas and wings [18, 19, 20]. However, much of the research in the past was done using static or kinematic analysis. The research in the last two decades shifted from static studies to dynamic analysis where several different approaches were used to develop dynamic models for tensegrity structures [21, 22, 23], which further led the exploration of various active control strategies [24, 16]. Learning/evolutionary algorithm based approaches [9, 25, 26, 27, 28] and model-based approaches [14, 16] have been used in the control the tensegrity structures. A comparison between the model-based and data-based approach is an emerging topic of recent research [29]. Both of these active control strategies are useful for the deployment of tensegrity-based civil engineering structures [30, 31], and tensegrity robots [32, 33, 34, 35]. In this paper, a model-based output regulation approach for the nonlinear shape control of a general “class-k” tensegrity structure using control Lyapunov function is discussed. The advantage of having a very precise dynamic model due to the 1-dimensional (1D) deformation motion of each member is exploited in this model-based approach [22].

Many other model-based control techniques are used for the control of tensegrity structures. The Central Pattern Generator (CPG) controller mimics the periodic system in our biological neural circuits [36, 35]. Model Predictive Control (MPC) approaches have recently been used to control tensegrity structures [37, 34]. MPC designed an adaptive controller for these underactuated systems and further used robust control techniques for the controlled deployment and stabilization using $H_{\infty}$ control theory but specifically for the tensegrity membrane system. A shape controller using output feedback linear parameter varying formulation is developed in [39]. A pose estimation strategy was recently developed to control the position of the end effector of a tensegrity manipulator [40].

A framework for automatic robotic assembly of tensegrity structures by controlling the motion of a specific end-effector is also recently proposed [41]. The end-effector for this research was attached to a standard industrial robot [41].

Most of the dynamic compensators for controlling tensegrity robots are based on the kinematics of mechanical manipulators. These kinematic models typically involve transcendental functions. In some cases, approximate linear models either de-
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rived from data or physics are used. The control law designed in this paper is based on the recently developed matrix-based exact nonlinear dynamics model which assumes bars to be rigid and strings to be Hookean \([42]\). This exact dynamic model is free of trigonometric functions, making the trajectory design more efficient and implementation of the controller very simple. The dynamic model also allows for some or all bars in the structure to have small gyroscopic wheels. This is further shown to increase the reachable space of allowable final shapes of the structure. The control algorithm to change the shape of the structure uses “force density” as the control variable which is dependent on the axial deformation of string members in the formulated gyroscopic tensegrity systems. The final equation to solve for the control variable at each step is obtained as a linear programming problem that can be solved very efficiently. This paper further develops the methodology to calculate feedback gains to put different bounds on the position errors for five different types of problems. The robustness to external disturbances is solved by posing them as feasibility problems by providing different kinds of bounds on the performance using an LMI formulation \([33]\).

II. DYNAMICS OF GYROSCOPIC TENSEGRITY STRUCTURES

This section provides a brief overview of the nonlinear dynamic model of a general tensegrity structure. The final form of class-1 tensegrity dynamics is formulated as a second-order matrix differential equation \([32]\), which can be written in compact matrix form with the following definitions of \(M_s\), \(K_s\), and \(W_T\) as:

\[
\dot{\gamma}_i = \omega_i - \omega_s, \quad i = 1, 2, \ldots, n \tag{6}
\]

and \(N = \begin{bmatrix} n_1 & n_2 & \cdots & n_{2\beta+\sigma} \end{bmatrix} \in \mathbb{R}^{3\times(2\beta+\sigma)}\) represents the matrix containing the node position vectors \(n_i \in \mathbb{R}^{3\times1}\), \(\beta\) represents the number of bars, and \(\sigma\) represents the number of string-to-string nodes. The acceleration vector corresponding to the \(i^{th}\) node is represented by \(\ddot{n}_i\), which forms the matrix \(\ddot{N} = \begin{bmatrix} \ddot{n}_1 & \ddot{n}_2 & \cdots & \ddot{n}_{2\beta+\sigma} \end{bmatrix}\). The bar matrix \(B = \begin{bmatrix} b_1 & b_2 & \cdots & b_{\beta} \end{bmatrix} \in \mathbb{R}^{3\times\beta}\) and string matrix \(S = \begin{bmatrix} s_1 & s_2 & \cdots & s_{\sigma} \end{bmatrix} \in \mathbb{R}^{3\times\sigma}\) contain bar vectors \(b_i\) and string vectors \(s_i\), respectively. The diagonal matrices \(\ddot{m}_s\) and \(\ddot{m}_s\) are formed by arranging bar masses and string point masses along the diagonal elements, respectively, and \(\ddot{J}_i\) is a diagonal matrix with \(J_{ii} = \frac{m_{b}}{12} + \frac{m_{b} r_{b}^2}{t^2}\) as the diagonal element that allows to accommodate the inertia in the bars. The connectivity matrices \(C_{nb}, C_{b}, C_{r}, C_{ns}, C_s, C_{s_b}\), and \(C_{ss}\) define the connections between different nodes to form bar vector, string vectors and string-to-string node positions. The external force matrix \(W = \begin{bmatrix} w_1 & w_2 & \cdots & w_{2\beta+\sigma} \end{bmatrix}\) represents the matrix containing external force vector \(w_i\) corresponding to each node position vector \(n_i\). The term ‘force density in strings’ is denoted by \(\gamma_i\) to describe tensile force per unit length in the \(i^{th}\) string member and \(\gamma\) represents the diagonal matrix formed from \(\gamma_i\) as its diagonal elements. Equation (6) provides the
analytical formula to calculate the diagonal matrix $\lambda$ where $[a]$ operator sets every off-diagonal element of the square matrix to zero. The diagonal matrix $\lambda$ is formed by the length of the bar members where $l_i$ denotes the length of the $i^{th}$ bar. For class-$k$ tensegiry systems, the linear constraints of the form $NP = D$ can be added to the system, where $P \in \mathbb{R}^{(2k+\sigma)\times c}$ and $D \in \mathbb{R}^{3\times c}$ are specified such that constrained nodes coincide at all times with $c$ as the number of added constraints. The resulting dynamics with added Lagrange constraints can be written as:

$$\dot{N}M_s + NK_s = W_T + \Omega P^T,$$

(7)

where $\Omega \in \mathbb{R}^{3\times c}$ is a matrix of Lagrange multipliers satisfying the dynamics constraints at all time-steps. Please refer to [42] for a detailed derivation of this dynamics model.

III. SHAPE CONTROL FOR GYROSCOPIC TENSEGIRY SYSTEMS

This section provides the control law to control the shape for gyroscopic tensegiry systems, which can also be easily used for standard tensegiry structures by keeping the inertia and angular velocity of the gyroscopic wheels to zero. The benefit of using the gyroscopic tensegiry system over standard tensegiry is that it allows us to control the shape of the structure in a plane where even strings are not present or activated. In other words, this new system increases the reachability of the structure and allows for an increased actuation redundancy.

A. Linear relation between force density for bars and strings

One of the important steps in writing the control of this nonlinear dynamic system into a linear programming problem is to be able to write the force densities in the bar

$$\lambda = [\lambda_1^T \lambda_2^T \cdots \lambda_{\beta}^T]^T$$

in terms of the linear function of force densities in the strings $\gamma = [\gamma_1 \gamma_2 \cdots \gamma_{\beta}]^T$. This is required in order to write down control only as a function of force densities in the strings. Let us start by extracting the $i^{th}$ diagonal element of $\lambda$ by multiplying Eq. (29) from the left by $e_i^T$ and from the right by $e_i$ as:

$$\lambda_i = -J_i l_i^{-2} e_i^T [B^T B] e_i - \frac{1}{2} l_i^{-2} e_i^T [B^T (W + \Omega P^T - S^\gamma C_s) C^T_{nb} C^T_b] e_i,$$

(8)

which again after using the definition of the operator $[a]$ can be written as:

$$\lambda_i = -J_i l_i^{-2} \|b_i\|^2 + \frac{1}{2} l_i^{-2} b_i^T S^\gamma C_s C^T_{nb} C^T_b e_i,$$

(9)

Using the identity $\dot{\hat{xy}} = \hat{\dot{x}}\hat{y}$ on the last term for x and y being the column vectors, we get:

$$\lambda_i = -J_i l_i^{-2} \|b_i\|^2 + \frac{1}{2} l_i^{-2} b_i^T S (C^T_{nb} C^T_b e_i) \gamma$$

$$- \frac{1}{2} l_i^{-2} b_i^T (W + \Omega P^T) C^T_{nb} C^T_b e_i.$$  

(10)

Now, stacking all these scalars into a column gives:

$$\lambda = \Lambda \gamma + \tau,$$

(11)

where $\Lambda = [\Lambda_1^T \Lambda_2^T \cdots \Lambda_{\beta}^T]^T$,

$$\tau = [\tau_1^T \tau_2^T \cdots \tau_{\beta}^T]^T, \Lambda_i = \frac{1}{2} l_i^{-2} b_i^T S(C_s C^T_{nb} C^T_b e_i),$$

and $\tau_i = -J_i l_i^{-2} \|b_i\|^2 - \frac{1}{2} l_i^{-2} b_i^T (W + \Omega P^T) C^T_{nb} C^T_b e_i$, for $i = 1, 2, \cdots, \beta$.

This provides a linear relation between force density in the strings and force density of the bars.

B. Stability analysis of the model-based controller for gyroscopic tensegiry structures

This subsection provides the control algorithm to regulate the node position of specified nodes to achieve the desired shape. We start by defining the node positions for the nodes we want to control as $Y = LNR$, where $L \in \mathbb{R}^{n_1 \times 3}$ is a matrix that allows choosing of the $x, y$ or $z$ coordinates of the node and $R \in \mathbb{R}^{(2k+\sigma)\times n_r}$ matrix defines which nodes to be controlled. The matrix $\bar{Y}$ defines the final desired location of the nodes that we want to move from $Y$ to $\bar{Y}$. The error in the positions at any time can be written as:

$$E = Y - \bar{Y}, \ E = LNR - \bar{Y},$$

(12)

and its first and second derivatives with respect to time can be written as:

$$\dot{E} = LNR, \ \ddot{E} = L\dot{N}R.$$

(13)

Now, let us write the dynamics of tensegiry systems in a general nonlinear matrix form as:

$$\dot{x} = f(x) + g(x)u \rightarrow \dot{N} = f(N, \dot{N}) + g(N)(\dot{u})h(N, \dot{N}),$$

(14)

where $(\dot{u})$ is the diagonal matrix made from the control input and the aim is to derive the states to some position $Y(t) \rightarrow \bar{Y}(t)$. Let us define the lyapunov function $V(N, \dot{N})$ as:

$$V = \frac{1}{2} \text{Tr}(E^T \Theta E + \dot{E}^T \dot{E}) > 0 \ \forall [E, \dot{E}] \neq 0,$$

(15)

where $\text{Tr}(\cdot)$ is the trace and the matrix $\Theta > 0$ is positive definite, which can be used to change the weights between error and error velocity. Let us write the first derivative w.r.t. time as:

$$\dot{V} = \text{Tr}(\dot{E}^T \Theta E + \dot{E}^T \dot{E}),$$

(16)

where the goal is to get the time derivative to be:

$$\dot{V} = -\text{Tr}(\dot{E}^T \Theta \dot{E}) < 0, \ \Theta > 0.$$

(17)

Substituting the above equation to previous equation, we get:

$$\text{Tr}(\dot{E}^T \dot{E} + \dot{E}^T \dot{E} + \dot{E}^T \Theta E) = 0,$$

(18)

which after using the properties of trace operator, gives the final equation as:

$$\ddot{E} + \dot{E} \Psi + E \Theta = 0.$$  

(19)
Notice that this gives a second-order differential equation in the error dynamics to derive the error to zero. The idea is to move the nodes from the current position to the desired position by aptly choosing the control gain parameters matrices $\Psi$ and $\Theta$. Now, we derive the final equations for the lyapunov controller mentioned earlier to generate the solution for the control as the linear programming problem. Let us start by substituting for $E$, $\dot{E}$ and $\ddot{E}$ in Eq. (19) to obtain:

$$L \dddot{N} R + L \dddot{N} R \Psi + (LNR - \bar{Y}) \Theta = 0. \quad (20)$$

Further substituting for $\dddot{N}$ from Eq. (1), we get:

$$L(W_T + \Omega P^T - KN_s)M_s^{-1}R + L \dddot{N} R \Psi = (\bar{Y} - LNR) \Theta, \quad (21)$$

$$L(NK_s M_s^{-1}R = L(W_T + \Omega P^T)M_s^{-1}R + L \dddot{N} R \Psi + (LNR - \bar{Y}) \Theta. \quad (22)$$

Taking the $i^{th}$ column of the matrices from the above equation gives:

$$L(NK_s M_s^{-1} Re_i = L \dddot{N} R \Psi e_i + (LNR - \bar{Y}) \Theta e_i + L \left[W + \left(\begin{bmatrix} \hat{\dot{B}} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w \end{bmatrix} C_b \right) 0 + \Omega P^T \right] M_s^{-1} Re_i. \quad (23)$$

Taking the left hand side and substituting for $K_s = C_s^T \hat{\gamma} C_s - C_{nb}^T C_b \hat{\lambda} C_b C_{nb}$, we get:

$$L(NK_s M_s^{-1} Re_i = \text{LNC}_s^T \hat{\gamma}_s C_s M_s^{-1} Re_i - LNC_{nb}^T C_b \hat{\lambda} C_b C_{nb} M_s^{-1} Re_i, \quad (24)$$

and using the identity $\dot{x} y = \dot{y} x$ for the right-hand side terms gives:

$$L(NK_s M_s^{-1} Re_i = \text{LNC}_s^T \hat{\gamma}_s C_s M_s^{-1} Re_i \gamma - LNC_{nb}^T C_b \hat{\lambda} C_b C_{nb} M_s^{-1} Re_i \lambda. \quad (25)$$

Substituting for $\lambda$ in terms of $\gamma$ from Eq. (11) gives:

$$L(NK_s M_s^{-1} Re_i = \text{LNC}_s^T \hat{\gamma}_s C_s M_s^{-1} Re_i \gamma - LNC_{nb}^T C_b \hat{\lambda} C_b C_{nb} M_s^{-1} Re_i \gamma + \tau, \quad (26)$$

which again can be written by combining the terms together as:

$$L(NK_s M_s^{-1} Re_i = \left(\text{LNC}_s^T \hat{\gamma}_s C_s M_s^{-1} Re_i \gamma - LNC_{nb}^T C_b \hat{\lambda} C_b C_{nb} M_s^{-1} Re_i \gamma \right) - LNC_{nb}^T C_b \hat{\lambda} C_b C_{nb} M_s^{-1} Re_i \gamma, \quad (27)$$

Taking the right-hand side of Eq. (23) and rearranging it gives:

$$L \left[ W + \left(\begin{bmatrix} \hat{\dot{B}} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w \end{bmatrix} C_b \right) 0 + \Omega P^T \right] M_s^{-1} Re_i + L \dddot{N} R \Psi (LNR - \bar{Y}) \Theta e_i + \left[ L(W + \Omega P^T)M_s^{-1}R + L \dddot{N} R \Psi + (LNR - \bar{Y}) \Theta \right] e_i. \quad (28)$$

Now, taking out the angular speed of the wheels $\omega_w$ from the first term of the right-hand side:

$$L \left[ \hat{\dot{B}} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w C_b \right] 0 M_s^{-1} Re_i = L \left[ \hat{\dot{B}} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w C_b \right] 0 \left[M_{sb}^{-1}\right] Re_i = L \hat{B} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w C_b M_{sb}^{-1} Re_i, \quad (29)$$

and using the identity $\dot{x} y = \dot{y} x$ for the right term gives:

$$L \hat{B} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w C_b M_{sb}^{-1} Re_i = \hat{B} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w C_b M_{sb}^{-1} Re_i \omega_w. \quad (30)$$

Finally, stacking all the matrices on the left and vectors on the right, we get:

$$\begin{bmatrix} \Gamma_p_1 \\ \Gamma_p_2 \\ \vdots \\ \Gamma_{p_n} \end{bmatrix} \gamma = \begin{bmatrix} \mu_p_1 \\ \mu_p_2 \\ \vdots \\ \mu_{p_n} \end{bmatrix} + \begin{bmatrix} \Upsilon_p_1 \\ \Upsilon_p_2 \\ \vdots \\ \Upsilon_{p_n} \end{bmatrix} \omega_w, \quad \gamma \geq 0, \quad (31)$$

where:

$$\Gamma_p = \text{LNC}_s^T \hat{\gamma}_s C_s M_s^{-1} Re_i - \text{LNC}_{nb}^T C_b \hat{\lambda} C_b C_{nb} M_s^{-1} Re_i \lambda, \quad (32)$$

$$\mu_p = \left[L(W + \Omega P^T)M_s^{-1}R + L \dddot{N} R \Psi + (LNR - \bar{Y}) \Theta \right] e_i \quad (33)$$

$$\Upsilon_p = \hat{B} \hat{\dot{J}} \hat{\dot{J}}^{-1} \hat{\dot{a}} \omega_w C_b M_{sb}^{-1} Re_i, \quad i = 1, \ldots, n_r. \quad (34)$$

Equation (31) has $n_l \times n_r$ number of rows and $\sigma$ number of unknowns (control variables), assuming all the strings...
are activated, which can be solved as a linear programming problem with the linear constraint of $\gamma \geq 0$ due to strings inability to take compressive forces.

C. Controlling the velocity and acceleration

The previous subsection detailed the control for node positions by writing the error in position as $E_p = L_p \bar{N} R_p - \bar{Y}_p$ where subscript $p$ is used for the position. A second-order differential equation was then used to derive the error to zero, which resulted in a linear equation for the force densities in the string (refer Eq. (31)). The same equation can again be written in a compact form as:

$$\Gamma_p \dot{\gamma} = \mu_p + \Upsilon_p \omega_w, \quad \gamma \geq 0. \quad (35)$$

To control the velocity of certain nodes, the error in the velocity of certain nodes can be written as:

$$E_v = L_v \bar{N} R_v - \bar{Y}_v, \quad (36)$$

with a first-order differential equation to derive the error in velocity to zero:

$$\dot{E}_v + E_v \Psi_v = 0, \quad (37)$$

where only first derivative of error $E_v$ is used to find the linear relation for the control variable. The same approach discussed in the previous subsection is used to write the linear equation to control the nodal velocities as:

$$\begin{bmatrix} \Gamma_{v1} \\ \Gamma_{v2} \\ \vdots \\ \Gamma_{vn_r} \end{bmatrix} \gamma = \begin{bmatrix} \mu_{v1} \\ \mu_{v2} \\ \vdots \\ \mu_{vn_r} \end{bmatrix} + \begin{bmatrix} \Upsilon_{v1} \\ \Upsilon_{v2} \\ \vdots \\ \Upsilon_{vn_r} \end{bmatrix} \omega_w, \quad \gamma \geq 0. \quad (38)$$

where

$$\Gamma_{vi} = L_v N C_s^T (C_s M_s^{-1} R_v e_i)$$

$$- L_v N C_n c_b^T (C_b C_n b M_s^{-1} R_v e_i) \Lambda, \quad (39)$$

$$\mu_{vi} = \left( L_v (W + \Omega P^T) M_s^{-1} R_v + (L_v \bar{N} R_v - \bar{Y}_v) \Psi \right) e_i$$

$$+ L_v N C_n c_b^T (C_b C_n b M_s^{-1} R_v e_i) \tau, \quad (40)$$

$$\Upsilon_{vi} = L_v \bar{N} \bar{B} \bar{B} \bar{J}_a \Gamma^{-1} (C_b M_{ab}^{-1} R_v e_i), \quad i = 1, 2 \ldots n_r, \quad (41)$$

which again can be written in the compact form as:

$$\Gamma_v \gamma = \mu_v + \Upsilon_v \omega_w, \quad \gamma \geq 0. \quad (42)$$

Now, the error in the acceleration of the nodes can be written as:

$$E_a = L_a \ddot{N} R_a - \ddot{Y}_a, \quad (43)$$

which can be directly converted to a linear equation in control variable by equating it to zero as $E_a = 0$. Using the same procedure, the linear programming problem to solve for the control variable $\gamma$ is written as:

$$\begin{bmatrix} \Gamma_{a1} \\ \Gamma_{a2} \\ \vdots \\ \Gamma_{a_n} \end{bmatrix} \gamma = \begin{bmatrix} \mu_{a1} \\ \mu_{a2} \\ \vdots \\ \mu_{an} \end{bmatrix} + \begin{bmatrix} \Upsilon_{a1} \\ \Upsilon_{a2} \\ \vdots \\ \Upsilon_{an} \end{bmatrix} \omega_w, \quad \gamma \geq 0. \quad (44)$$

where

$$\Gamma_{ai} = L_a NC_s^T (C_s M_s^{-1} R_a e_i)$$

$$- L_a NC_n c_b^T (C_b C_n b M_s^{-1} R_a e_i) \Lambda, \quad (45)$$

$$\mu_{ai} = \left( L_a (W + \Omega P^T) M_s^{-1} R_a - \bar{Y}_a \right) e_i$$

$$+ L_a NC_n c_b^T (C_b C_n b M_s^{-1} R_a e_i) \tau, \quad (46)$$

$$\Upsilon_{ai} = L_a \bar{B} \bar{B} \bar{J}_a \Gamma^{-1} (C_b M_{ab}^{-1} R_a e_i), \quad i = 1, 2 \ldots n_r, \quad (47)$$

which again can be written in the compact form as:

$$\Gamma_a \gamma = \mu_a + \Upsilon_a \omega_w, \quad \gamma \geq 0. \quad (48)$$

Finally, combining Eqs. (35), (42) and (48) allows for the simultaneous control of the position, velocity and acceleration of different nodes in the structure as:

$$\begin{bmatrix} \Gamma_p \\ \Gamma_v \\ \Gamma_a \end{bmatrix} \gamma = \begin{bmatrix} \mu_p \\ \mu_v \\ \mu_a \end{bmatrix} + \begin{bmatrix} \Upsilon_p \\ \Upsilon_v \\ \Upsilon_a \end{bmatrix} \omega_w, \quad \gamma \geq 0. \quad (49)$$

IV. VECTORIZED EQUATIONS FOR TENSEGRITY DYNAMICS WITH DISTURBANCE

Let us write the second-order matrix differential equation describing dynamics of any tensegrity structure in the presence of some disturbance $W_d$ as:

$$\ddot{N} M_s + \dot{N} K_s = W_T + W_d, \quad (50)$$

which can also be written using the kronecker product ($\otimes$) in the second-order vector differential equation as:

$$\mathcal{M} \ddot{\mathbf{u}} + \mathcal{K} \mathbf{u} = \mathbf{W} + w_d, \quad (51)$$

where $n \in [n_{1x}, n_{2x}, \ldots, n_{1y}, n_{2y}, \ldots, n_{1z}, n_{2z}, \ldots]^T \in \mathbb{R}^{21 \times 1}$, $\mathcal{M} = (I_3 \otimes M_s)$, $\mathcal{K} = (I_3 \otimes K_s)$, $\mathbf{W} = [e_1^T W_T e_2^T W_T e_3^T W_T]^T$, and $w_d = [e_1^T W_d e_2^T W_d e_3^T W_d]^T$. In class-$k$ tensegrity systems, multiple bars are connected (using ball joints) at a node such that there is no torque/moment transfer from one bar member to any other bar member. The dynamics of class-$k$ tensegrity structures (for $k > 1$) can be easily extended from the formulation developed in the previous section. Each class-$k$ joint can be handled by creating $k - 1$ virtual nodes which are constrained to coincide
at all times with the use of Lagrange constraint forces. These constraints are written as:

\[ An = d, \quad (52) \]

where \( A \in \mathbb{R}^{N_c \times (2\beta + \sigma)} \) and \( N_c \) represents the number of constraints. The linear constraints will restrict the motion in certain dimensions and will add some constraint forces in the dynamics. Let us define the constraints forces as \( f_c \) which satisfies \( f_c^T \delta n = 0 \) because of no virtual work condition and \( A\delta n = 0 \) due to motion constraints for any arbitrary displacement \( \delta n \) as:

\[
\begin{bmatrix}
  f_c^T \\
  A
\end{bmatrix} \delta n = 0, \quad (53)
\]

The above equation should be satisfied for arbitrary displacement \( \delta n \), which will be true if and only if the coefficient matrix will have rank deficiency. Hence, we can write:

\[ f_c = A^T \omega, \quad (54) \]

where \( \omega \in \mathbb{R}^{N_c \times 1} \) represents the Lagrange multipliers vector. Adding this constraint force to the dynamics equation, we obtain:

\[ \mathcal{M} \ddot{n} + \mathcal{K} n = W + w_d + A^T \omega. \quad (55) \]

Dividing \( A \) as \( A = [A_1 \ A_2 \ A_3] \), where \( A_1, A_2, A_3 \in \mathbb{R}^{N_c \times (2\beta + \sigma)} \), we can write \( \lambda \) as:

\[
\dot{\lambda} = -j \dot{t}^{-2} [\dot{B}^T \dot{B}]
\]

\[
= \frac{1}{2} t^{-2} [B^T (W + [A_1^T \omega \ A_2^T \omega \ A_3^T \omega]^T - S \gamma C_s) C_{mb}^T C_b^T].
\]

(56)

A. Reduced-order dynamics

Adding the linear constraints into the dynamics will restrict the motion in certain dimensions, thus reducing the order of the dynamics to a span a smaller space. To this end, we use the singular value decomposition (SVD) of matrix \( A \) as:

\[ A = UV \Sigma V^T = U \left[ \Sigma_1 \ 0 \right] \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix}, \quad (57) \]

where \( U \in \mathbb{R}^{N_c \times N_c} \) and \( V \in \mathbb{R}^{(2\beta + \sigma) \times (2\beta + \sigma)} \) are both unitary matrices, \( V_1 \in \mathbb{R}^{(2\beta + \sigma) \times N_c} \) and \( V_2 \in \mathbb{R}^{(2\beta + \sigma) \times (2\beta + \sigma) - N_c} \) are submatrices of \( U \), and \( \Sigma_1 \in \mathbb{R}^{N_c \times N_c} \) is a diagonal matrix of positive singular values. By defining:

\[
\eta = \begin{bmatrix} \eta_1 \\ \eta_2 \end{bmatrix} = V^T n = \begin{bmatrix} V_1^T n \\ V_2^T n \end{bmatrix}, \quad (58)
\]

the constraint equation (Eq. (52)) can be modified as:

\[ An = U \Sigma V^T n = U \left[ \Sigma_1 \ 0 \right] \begin{bmatrix} \eta_1 \\ \eta_2 \end{bmatrix} = d, \quad (59) \]

which implies:

\[ \eta_1 = \Sigma_1^{-1} U^T d, \quad \dot{\eta}_1 = 0, \quad \dot{\eta}_1 = 0. \quad (60) \]

Here, \( \eta_1 \) represents the no-motion space in transformed coordinates. Moreover, \( \eta_2 \) will evolve according to the constrained dynamics in new coordinate system. Using Eqs. (57-60), the dynamics equation (Eq. (55)) can be rewritten as:

\[
\mathcal{M} V V^T \ddot{\eta}_1 + \mathcal{K} V V^T \ddot{n} = W + w_d + A^T \omega, \quad (61)
\]

\[
\mathcal{M} V_2 \ddot{\eta}_2 + \mathcal{K} V_2 \eta_2 = W + w_d + V_1 \Sigma_1 U^T \omega. \quad (62)
\]

Pre-multiplying the above equation by a non-singular matrix \( [V_2 \ \mathcal{M}^{-1} V_1]^T \) will yield two parts, where first part gives the second order differential equation for the reduced dynamics:

\[
V_2^T \mathcal{M} \ddot{\eta}_2 + V_2^T \mathcal{K} \eta_2 = V_2^T W + V_2^T w_d - V_2^T \mathcal{K} V_1 \eta_1, \quad (63)
\]

\[
\Rightarrow \mathcal{M}_2 \ddot{\eta}_2 + \mathcal{K}_2 \eta_2 = \ddot{W} + \ddot{w}_d, \quad (64)
\]

with \( \mathcal{M}_2 = V_2^T \mathcal{M} V_2 \) and \( \mathcal{K}_2 = V_2^T \mathcal{K} V_2 \), and the second part gives an algebraic equation that is used to solve for the Lagrange multiplier:

\[
V_1^T \mathcal{M} \ddot{\eta}_1 + V_1^T \mathcal{K} \eta_1 = V_1^T (W + w_d), \quad (65)
\]

\[
\Rightarrow V_1^T \mathcal{M} \ddot{\eta}_1 = V_1^T (W + w_d), \quad (66)
\]

Notice that \( \mathcal{K} \) is also a function of \( \omega \), making it a linear algebra problem, the solution for which can be solved following the same approach as discussed in the appendix of [22].

B. Controller for reduced-order dynamics model with disturbance

The error in the position of the nodes which is desired to be zero is defined as:

\[ e = \mathcal{L} \ddot{n} - \ddot{\bar{n}} = \mathcal{L} (V_1 \eta_1 + V_2 \eta_2) - \ddot{\bar{n}}. \quad (68) \]

The second-order output equation can be written as:

\[ \ddot{e} + \Psi \dot{e} + \Theta e = B_1 w_d, \quad (69) \]

which can be written in state-space form as:

\[
\begin{bmatrix}
  \ddot{e} \\
  \dot{\bar{e}}
\end{bmatrix} = \begin{bmatrix}
  0 & I \\
  -\Theta & -\Psi
\end{bmatrix} \begin{bmatrix}
  \ddot{e} \\
  \dot{\bar{e}}
\end{bmatrix} + \begin{bmatrix}
  0 \\
  B_1
\end{bmatrix} w_d. \quad (70)
\]

We need to find the controller gain parameters \( \Psi \) and \( \Theta \), which we write in controller gain matrix \( G \) as:

\[ G = \begin{bmatrix} -\Theta & -\Psi \end{bmatrix}, \quad (71) \]

and decompose the matrix \( A_{cl} \) as:

\[ \begin{bmatrix}
  0 & I \\
  -\Theta & -\Psi
\end{bmatrix} = \begin{bmatrix}
  0 & I \\
  0 & 0
\end{bmatrix} + \begin{bmatrix}
  0 & f \\
  A_p & B_p
\end{bmatrix} \begin{bmatrix}
  -\Theta & -\Psi
\end{bmatrix}, \quad (72) \]

which allows us to write the closed-loop dynamics as:

\[ \dot{x} = (A_p + B_p G)x + B_{cl} w_d, \quad y = Cx. \quad (73) \]
Now, Eq. (69) after substitution from Eq. (68) can be written as:
\[
LV_2\ddot{\eta}_2 + \Psi LV_2\dot{\eta}_2 + \Theta(LV_1\eta_1 + LV_2\eta_2 - \ddot{n}) = B_1 w_d,
\]
where \( \dot{\eta}_1 = \ddot{n} = 0 \) was used from the dynamics model formulation and which after multiplying Eq. (64) from left hand side by \( M_2^{-1} (M_2^{-1} \times \text{Eq. (64)}) \) and substitution gives:
\[
B_1 w_d = LV_2 M_2^{-1}(\ddot{\gamma} + \ddot{\omega}_{vec} - \ddot{\kappa}_2 \eta_2)
+ \Psi LV_2\ddot{\eta}_2 + \Theta(LV_1\eta_1 + LV_2\eta_2 - \ddot{n}).
\]
Let us choose \( B_1 = LV_2 M_2^{-1} V_2^T \) (without loss of generality) to write:
\[
LV_2 M_2^{-1}(\ddot{\gamma} - \ddot{\kappa}_2 \eta_2) + \Psi LV_2\ddot{\eta}_2
= \Theta(\ddot{n} - LV_1\eta_1 - LV_2\eta_2).
\]
Let us write \( V_2 M_2^{-1} = \text{I} \) and substitute for \( \kappa_2 \) from Eq. (64) to obtain:
\[
\mathcal{L} M_{sn} = LV_2 M_2^{-1} V_2^T W - V_2^T K V_1 \eta_1 - LV_2 \ddot{\eta}_2 + \Psi LV_2\ddot{\eta}_2
= \Theta(\ddot{n} - LV_1\eta_1 - LV_2\eta_2).
\]

Let us write \( M_{sn} = V_2 M_2^{-1} V_2^T \) and substitute for \( \kappa_2 \) from Eq. (64) to obtain:
\[
\mathcal{L} M_{sn} \left[ (I_3 \otimes (C^T \hat{C}_s)) - (I_3 \otimes (C_{nb}^T C_\beta C_{nb})) \right] n
= \mathcal{L} M_{sn} W + \Psi LV_2\ddot{\eta}_2 + \Theta(LV_1\eta_1 + LV_2\eta_2 - \ddot{n}).
\]
which after using the properties of kronecker product, can further be written as:
\[
\mathcal{L} M_{sn} (I_3 \otimes C_s^T) (I_3 \otimes \hat{\gamma}) (I_3 \otimes C_s) n
= \mathcal{L} M_{sn} (I_3 \otimes C_{nb}^T C_\beta) (I_3 \otimes \hat{\lambda}) (I_3 \otimes C_{nb}) n + \text{C}.
\]
Now, recognizing that the term \((I_3 \otimes C_s)n\) is a vector and \((I_3 \otimes \hat{\gamma})\) is a diagonal matrix, we use the property \( \hat{x} y = \hat{y} \hat{x} \) to get:
\[
\mathcal{L} M_{sn} (I_3 \otimes C_s^T) ((I_3 \otimes C_s) n) (\text{I} \otimes \hat{\gamma})
= \mathcal{L} M_{sn} (I_3 \otimes C_{nb} C_\beta^T) ((I_3 \otimes C_{nb} C_{nb}) n) (\text{I} \otimes \hat{\lambda}) + \text{C},
\]
where \( \hat{\lambda} \triangleq [1 1 1]^T \). The above equation can again be written as:
\[
\mathcal{L} M_{sn} (I_3 \otimes C_s^T) ((I_3 \otimes C_s) n) (\text{I} \otimes I_\alpha) \gamma
= \mathcal{L} M_{sn} (I_3 \otimes C_{nb} C_\beta^T) ((I_3 \otimes C_{nb} C_{nb}) n) (\text{I} \otimes I_\beta) \lambda + \text{C}.
\]

Let us use Eq. (11) to write the above mentioned equation as:
\[
A \gamma = B(A \gamma + \tau) + C,
\]
which can be re-written after combining terms for force density \( \gamma \) to generate a linear equation as:
\[
(A - B \lambda) \gamma = B \tau + C.
\]
The above equation along with the positive force density constraint \( \gamma \geq 0 \) can be solved as a linear programming problem to reject the disturbance for some choice of gain matrix \( G \). Note that while other ways to manage redundancy exist, the linear program is especially useful in tensegrity since it maintains the positivity of the force density in tension members.

V. DIFFERENT ERROR BOUNDS FOR VARIOUS DISTURBANCES

In the previous sections, the gains for the second-order differential equations were chosen to stabilize the output differential equation i.e., to derive the errors to zero. However, no performance criteria was discussed in selecting the output differential equation \( \ddot{x} = \Theta(x) \). This section solves this issue by formulating five different problems for bounding errors using the LMI framework. The gains for these five different problems are calculated using the semi-definite convex programming problem.

A. Bound on \( L_\infty \) norm of error or generalized \( H_2 \) problem

The peak value of a variable in the time domain is defined as \( L_\infty \) norm of the variable, i.e., \( \| y \|_{L_\infty} = \sup \| y(t) \| y(t) \). The following result provides a bound on peak value such that \( \| y \|_{L_\infty} < \epsilon \), meaning that the peak value of \( y(t) \) is less than \( \epsilon^2 \) in the presence of finite energy disturbance. This problem can be solved as a “energy to peak gain - \( \Gamma_{ep} \)” [44] or generalized \( H_2 \) problem [44].

\[
\Gamma_{ep} \triangleq \sup_{\| w \|_{L_2} \leq 1} \| y \|_{L_\infty},
\]
\[
\Gamma_{ep} = \inf_Q \| CQC^T \|^{1/2} : A_{cl} Q + QA_{cl}^T + B_{cl} B_{cl}^T < 0, Q > 0.
\]

Lemma V.1. The controller gain matrix \( G \) (c.f. Eq. (27)) for system given in Eq. (72), which provides a \( L_\infty \) bound \( \Gamma_{ep} < \epsilon \) on the error in the desired position can be solved as:
\[
\min \epsilon, \left[ \begin{array}{c} \epsilon I \\ \text{sym}(A_{cl} Q + B_{cl} R) \\ B_{cl}^T B_{cl} \end{array} \right] > 0,
\]
\[
\left[ \begin{array}{c} CQ \\ Q C^T \\ -I \end{array} \right] < 0,
\]
where \( G = R Q^{-1} \).

Proof is given in appendix.
B. Bounded $\Gamma_{ee}$ or $\mathcal{H}_\infty$ problem

This subsection provides the result to bound the peak value of the frequency response of the transfer function $T(s) \triangleq C(sI - A_{cl})^{-1}B_{cl}$. The $\mathcal{H}_\infty$ Problem is defined as \cite{45, 46}:

$$\|T\|_{\mathcal{H}_\infty} \triangleq \sup_{\omega} |T(j\omega)| < \epsilon$$

which can also be understood in time domain analysis as the energy-to-energy gain problem \cite{43}:

$$\Gamma_{ee} \triangleq \sup_{\|w\|_2 \leq 1} \|y\|_{\mathcal{L}_2} < \epsilon.$$  \hspace{1cm} (88)

Lemma V.2. The controller gain matrix $G$ (c.f. Eq. (71)) for system given in Eq. (73), which provides a $\mathcal{H}_\infty$ bound ($\Gamma_{ee} < \epsilon$) on the error in the desired position can be solved as:

$$\begin{bmatrix}
sym(A_pY + B_pL) & B_{cl} & YC^T \\
B_{cl}^T & -R & 0 \\
CY & 0 & -I
\end{bmatrix} < 0,$$

$$Y > 0, \quad R = \epsilon^2 I, \quad G = LY^{-1}.$$  \hspace{1cm} (90)

Proof is given in appendix.

C. Bounded $\Gamma_{ie}$ or LQR problem

We define the linear quadratic regulator (LQR) problem to provide a performance bound $\epsilon > 0$ on the integral squared output such that $\|y\|_{\mathcal{L}_2} < \epsilon$ for any vector $w_0$ such that $w_0^T w_0 \leq 1$, and $z_0 = 0$. The disturbance $w$ is the impulsive disturbance $w(t) = w_0 \delta(t)$. This can also be defined as the peak disturbance to energy gain ($\|y\|_{\mathcal{L}_2}$) for the system \cite{43}.

$$\Gamma_{ie} \triangleq \sup_{w_0 \delta(t) \leq 1} \|y\|_{\mathcal{L}_2},$$

$$\Gamma_{ie} = \inf_{P} ||B_{cl}^T P B_{cl}||^{1/2} : PA_{cl} + A_{cl}^T P + C^T C < 0, \quad P > 0.$$  \hspace{1cm} (91)

Lemma V.3. The controller gain matrix $G$ (c.f. Eq. (71)) for system given in Eq. (73), which provides a bound on the error $\Gamma_{ie} < \epsilon$ from the desired position can be solved as:

$$\begin{bmatrix}
eI & B_{cl}^T & Y \\
B_{cl} & -R & 0 \\
CY & 0 & -I
\end{bmatrix} > 0,$$

$$\begin{bmatrix}
sym(A_pY + B_pR) & YC^T \\
B_{cl}^T & -I
\end{bmatrix} < 0,$$  \hspace{1cm} (93)

where $G = RY^{-1}$.  \hspace{1cm} (94)

Proof is given in appendix.

D. Bound on covariance in position error

It is impossible to derive the error to precise zero in the presence of process noise; however, one can control the statistics of the error given the statistics of the noise \cite{43, 44}. This subsection provides the required controller gain matrix to bound the covariance of the error in the position or velocity of the nodes.

$$\dot{x} = (A_p + B_pG)x + B_{cl}w, \quad y = Cx,$$

$$\mathcal{E}[yy^T] = Y = CXC^T < \bar{Y}.$$  \hspace{1cm} (96)

Lemma V.4. The covariance bound on output ($Y = CXC^T < \bar{Y}$) can be achieved with the following choices of controller gain matrix $G$ (c.f. Eq. (71)) for system given in Eq. (73) for the zero-mean white noise of intensity $\mathcal{E}[ww^T] = W$ for $X > 0$:

$$\begin{bmatrix}
\bar{Y} & CX \\
XC^T & X
\end{bmatrix} > 0,$$

$$\begin{bmatrix}
sym(A_pX + B_pR) & B_{cl} \\
B_{cl}^T & -W^{-1}
\end{bmatrix} < 0,$$  \hspace{1cm} (97)

where $G = RX^{-1}$.

Proof is given in appendix.

E. Stabilizing control

A simple requirement to effectively control the shape of the tensegrity structure is to stabilize the second-order output feedback differential equation (Eq. (69)). This can be achieved by making the matrix $(A_p + B_pG) < 0$ Hurwitz or $A_{cl}X + XA_{cl}^T < 0$, $X > 0$, for the following equation:

$$\dot{x} = (A_p + B_pG)x + B_{cl}w, \quad y = Cx.$$  \hspace{1cm} (99)

Lemma V.5. The controller gain matrix $G$ (c.f. Eq. (71)) for system given in Eq. (73), that will yield a stable controller can be solved as:

$$(A_pX + B_pR) + (A_pX + B_pR)^T < 0,$$  \hspace{1cm} (100)

where $G = RX^{-1}$.

F. Bounds on the bar length error

The idea here is to use extra information provided by the bar length constraints to calculate the control gains for shape control. The formulation provided here allows us to add some convex constraints to choose the control gains to bound the $\mathcal{L}_\infty$ norm of the error in the length of the bars. The LMI constraints can be added with other convex constraints discussed in the previous section to reject different kinds of disturbances in the control of the tensegrity structure. Let us start by writing a bar vector for the $i$th bar as:

$$b_i = (C_{b_i} \otimes I)n = (C_{b_i} \otimes I)(e + \bar{n}) = C_{b_i}(e + \bar{n}).$$  \hspace{1cm} (101)

Now, the desired performance to bound the error in bar length $l_i$ for a particular compressive bar member $(\bar{b}_i = C_{b_i} \bar{n})$ can be written as:

$$z_i = ||C_{b_i}(e + \bar{n})|| - \bar{l}_i = ||C_{b_i}e + \bar{b}_i|| - \bar{l}_i,$$

$$z_i = e^T C_{b_i}^T C_{b_i} e + 2\bar{b}_i C_{b_i} e.$$  \hspace{1cm} (102)

Let us define $y_i \triangleq C_{b_i} e$ and let us write the peak value of the error in the bar-length can be bound as:

$$||z_i||_{\mathcal{L}_\infty} < \epsilon_{b_i},$$

$$||y_i^T y_i + 2\bar{b}_i^T y_i||_{\mathcal{L}_\infty} < \epsilon_{b_i},$$  \hspace{1cm} (105)

where $\epsilon_{b_i}$ is the maximum allowed value of the bar length error for the bar $b_i$.

It is important to notice that the actual problem at hand is to bound the $(y_i^T y_i + 2\bar{b}_i^T y_i)$, which can be done by bounding the
peak value of \((y^T_i y_i)\) using the formulation discussed further. Now, the aim here is to bound the maximum value of the \(y_i\) for all time as this is an easier problem to tackle, known as generalized \(H_2\) problem or energy to peak gain \(\Gamma_{ep}\) problem.

**Lemma 6.** The S-Procedure or S-Lemma [47], [48]: Let \(A_1\) and \(A_2\) be symmetric matrices, \(b_1\) and \(b_2\) be vectors and \(c_1\) and \(c_2\) be real numbers. Assume that there is some \(x_0\) such that the strict inequality \(x_0^T A_1 x_0 + 2 b_1^T x_0 + c_1 < 0\) holds. Then the implication

\[
x^T A_1 x + 2 b_1^T x + c_1 \leq 0 \implies x^T A_2 x + 2 b_2^T x + c_2 \leq 0,
\]

(106)

holds if and only if there exists some nonnegative number \(\lambda\) such that

\[
\lambda \begin{bmatrix} A_1 & b_1 \\ b_1^T & c_1 \end{bmatrix} - \begin{bmatrix} A_2 & b_2 \\ b_2^T & c_2 \end{bmatrix} > 0.
\]

(107)

Using the standard S-Procedure or S-Lemma [48] given above, we can write the following for our problem:

\[
y_i^T y_i < \bar{\epsilon}_b \implies y_i^T y_i + 2\bar{b}_i^T y_i < \epsilon_b,
\]

(108)

\[
\lambda \geq 0, \quad \lambda \begin{bmatrix} I & 0 \\ 0 & -\bar{\epsilon}_b \end{bmatrix} - \begin{bmatrix} I & \bar{b}_i \\ \bar{b}_i^T & -\epsilon_b \end{bmatrix} \geq 0,
\]

(109)

(110)

which can again be written as the following to minimize the maximum value of error in the bar length:

\[
\min \epsilon_b, \quad \lambda \geq 0, \quad \left[ (\lambda - 1)I - \bar{b}_i \epsilon_b - \epsilon_b \right] \geq 0.
\]

The above mentioned LMI for variables \(\epsilon_b\) and \(\lambda\) and given value of \(\bar{\epsilon}_b\) and \(\bar{b}_i\) can be solved along with the LMI mentioned earlier for bounding different kinds of errors. Another way to write this equation is by defining \(\kappa = 1/\lambda\) and then writing the LMI as:

\[
\max \epsilon_b, \quad \kappa \geq 0, \quad \left[ (1 - \kappa)I - \kappa \bar{b}_i \epsilon_b - \epsilon_b \right] \geq 0.
\]

(112)

Notice that this LMI allows us to calculate the maximum value of bound to be put on \((y_i^T y_i < \bar{\epsilon}_b)\) by defining the desired bound on the bar length error \((y_i^T y_i + 2\bar{b}_i^T y_i < \epsilon_b)\).

**VI. RESULTS FOR THE TENSEGRITY ROBOTIC ARM**

A traditional tensegrity D-bar structure of complexity \((q_D = 1)\) consists of 4 compressive members (bars) and 2 tensile members (strings) as shown in Figure 3(a) where all the compressive members are connected through ball joints [2]. The vertical string in the structure supports the compressive loading and the horizontal string is needed to provide a self-equilibrium state and deployability [10]. The structure got his name from the “Diamond (D)” shape its compressive members form. A tensegrity T-bar structure of complexity \((q_T = 1)\) contains 4 compressive members (bars) and 4 tensile members (strings). The four compressive members are constrained at the center with a spherical joint to form a “T” shape structure, as shown in Fig. 3(b) [2]. Strings are connected along the periphery to avoid global buckling in the structure by carefully optimizing the prestress in the strings and T-bar angle \(\alpha_T\) [7].

The concept of self-similar iterations is used to provide better mass efficiency as every compressive member in the structure can be replaced with the structure itself. This works for both D-bar and T-bar structure yielding higher complexities to minimize the mass of the structure to take a given load. Tensegrity T-bar structure has been shown to provide better mass efficiency than a D-bar structure [7]. Please refer to 2 for more details. However, D-bar provides a special feature of deployability making it more suitable for robotic applications. In this study, we combine the mass efficiency of the T-bar and with deployability of the D-bar to make a dexterous tensegrity robotic arm.

**Fig. 3:** 2D representation of D-bar and T-bar structure with bars shown in black and strings shown in red.

To define our design of the tensegrity robotic arm, we use the concept of fractals or self-similar iterations. The structure is made from a T-bar of complexity \(q_T = \) where at the last stage horizontal compressive members are replaced with a D-bar structure of complexity \(q_D = \) to yield a \(T_D D_1\) tensegrity structure. Figure 4 shows the 2-dimensional representation of a \(T_D D_1\) tensegrity structure with T-bar angle \(\alpha_T\) and D-bar angle \(\alpha_D\). Notice that because of complexity \(q_T = 2\) for the T-bar, there would be two T-bar angles, \(q_T 1\) corresponding to the first iteration and \(q_T 2\) corresponding to the second iteration. Figure 5 shows the 3-dimensional tensegrity structure. In this

**Fig. 4:** 2D representation of \(T_D D_1\) tensegrity structure.

**Fig. 5:** 3D representation of \(T_D D_1\) tensegrity structure.
section, simulation results are given to show the extension of the robotic arm from a stowed configuration to an extended configuration and its movement (angular motion) to reach any particular point in a given 3-dimensional hemisphere. The motion to rotate the robotic arm about its own axis can not be achieved using the standard tensegrity system. In other words, the last section of the robotic arm which is a D-bar, cannot be rotated about its axis (the line connecting two ends) by simply controlling the rest lengths of the string. However, we can achieve this rotation using gyroscopic tensegrity systems, which is needed in order to reach the desired orientation of the end-effector. Therefore, six gyroscopic wheels are attached to each of the bars in the last D-bar unit to allow for the rotation of the end-effector about its own axis (see Fig. 8). All the dynamic simulations are performed using a MATLAB® based software MOTES developed using the dynamic formulation described earlier [49].

A. Extension from a stowed configuration

In this subsection, we extend the $T_2D_1$ tensegrity robotic arm from a stowed configuration to an extended configuration. This can be understood as controlling the shape of the robotic arm from some initial configuration shown in Fig. 6 to a final configuration shown in Fig. 8.

![Fig. 6: Initial configuration of gyroscopic tensegrity $T_2D_1$ robotic arm. The numbers in the blue represent the node numbers.](image)

We use the control algorithm developed in the previous section to control the configuration of the robotic arm, which drives the errors to zero by carefully designing a trajectory based on the control gains. The angular speed of all the six wheels in this simulation was kept to be zero. Figure 7(a) shows the trajectory for the errors in the node position for nodes $n_1$, $n_2$ and $n_3$. Notice that the error goes to zero and stays there after roughly $2 \times 10^3$ time-steps. Notice the small error in $y$ and $z$ directions as the arm extends along its length which lies along the $x$ axis as shown in Fig. 8. Figure 7(b) shows the node position trajectories for nodes $n_1$, $n_2$ and $n_3$ during the extension of the tensegrity arm. Notice that as the arm extends, the $x$ coordinates for the nodes increases and settle for the desired value, and it was also observed that as the length of the bars are constant, the $z$ coordinates of the nodes decrease and finally reaches the steady-state position (observed in the trajectories of different nodes which are not given here). This can also be understood as the arm extension in length causes the thickness of the arm to decrease. The velocities of those nodes are shown in Fig. 7(c).

Finally, Fig. 9 shows the control inputs required to extend the tensegrity $T_2D_1$ robotic arm. The control inputs in these systems are assumed to be the force density in the strings, which can be uniquely converted to the rest length (real physical control) of the strings. The figure shows trajectories only for nine strings in the structure as due to the symmetry of the structure, other strings will follow the same trend and can easily be recognized. Notice that the control values reach a steady-state value after 2 seconds, but small changes in the strings can still be expected as tensegrity structures have multiple equilibrium solutions for a given configuration of the structure. The step changes in the control values are also due to multiple solutions of force densities switching from one set of strings to the other set of strings.

B. Tip movement in 3-dimensional hemisphere

The previous subsection extended the arm to the desired location, and in this subsection, we control the shape of the structure (angular motion) for the tip of the arm to reach any particular point in the given 3-dimensional space. The reduced-order dynamic model was used in controlling the shape of the robotic arm. Figure 10 shows the initial configuration of the robot with the tip of the arm pointing along the length of the arm. In this example, we aim to move the tip to the arm to the desired location corresponding to the configuration shown in Fig. 12.

It is relatively difficult to reach the desired position for the tip of the arm without specifying the position of the other nodes in the structure. Therefore, to perform this simulation, the node positions of the final configuration was first calculated based on the kinematic analysis. Figure 11(a) shows the plots for the nodes $n_1$, $n_2$ and $n_3$. Notice that for this simulation, both the $x$ coordinate and $y$ coordinate change (refer Fig. 12) and reach a steady state value in again $\approx 2 \times 10^3$ time-steps. Small disturbances are observed in $z$ direction also as the arm moves to the desired position. The node position trajectories for nodes $n_1$, $n_2$ and $n_3$ during the movement of the tip of the robotic arm to reach a given desired position in the 3-dimensional space are shown in Fig. 11(b) and the corresponding velocities are shown in Fig. 11(c). The wheels were assumed to be static for this motion of the robotic arm. Finally, Fig. 13 shows the control inputs (force density in the strings) required to move the tip of the tensegrity robotic $T_2D_1$ arm. The figure shows the trajectories for some of the strings in the process as the rest of the strings follow the same trend due to the symmetry of the structure.

C. End-effector rotation about the axis of the arm

The gyroscopic wheels in this robotic arm are needed only for the last D-bar section of the arm to achieve the
desired rotation of the end-effector about its own axis. The objective here is to rotate the last part of the robotic arm (the D-bar structure) from the initial configuration to the final configuration, as shown in Fig. 15. Notice the nodes \( n_3, n_4, \) and \( n_5 \) in both configurations to see the different orientation of the D-bar section of the robotic arm.

Figure 14(a) shows the plots for error in node-position in the orientation control of the gyroscopic tensegrity \( T_2D_1 \) robotic arm. The error in the figure reaches a steady-state value of zero in around \( 2.5 \times 10^3 \) time-steps for all the three axes. Notice that the \( x \) axis is shown to have no initial and final error, it is
Figure 11: Plots for the angular rotation of gyroscopic tensegrity $T_2D_1$ robotic arm.

Figure 12: Trajectories for force-densities in the strings for the angular rotation of the robotic arm.

because the matrix $L$ in the formulation was chosen to control only $y$ and $z$ axis:

$$L = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (113)

Figure 14(b) shows the node position trajectories in controlling the orientation of the end-effector of the gyroscopic tensegrity robotic arm. The plots corresponding to $y$ and $z$ axis show the movement for the rotation as the values change from the initial configuration to the final configuration. The node velocity trajectories in the orientation control of the end-effector are shown in Fig. 14(c). The velocity for all the nodes reaches the steady-state value of zero depicting that the structure has reached and will maintain the desired final configuration.

The control inputs (force densities in the string) required to rotate the gyroscopic robotic arm are shown in Fig. 16. The force densities for the first three strings ($S_1$, $S_2$, and $S_3$) which are part of the D-bar triangle, follow the same trend due to the symmetry of the structure and reach a steady-state value along with the last string $S_4$. Notice that only these four strings are needed in rotating the end-effector of the tensegrity $T_2D_1$ robotic arm about its axis as the last D-bar is connected to the rest of the arm by a ball joint.

D. Complete motion analysis

In traditional robotics, optimal use of redundantly actuated manipulators is carried out to maximize dexterity while staying away from kinematic singularities [50]. Control effort is typically not included as performance measures and kinematic criteria are often employed. The simplicity of vector dynamics approaches, albeit non-minimal, are quite useful in including control effort for optimal use of redundancy. An objective of the complete motion analysis is to provide control effort
Fig. 14: Plots for the end-effector rotation of gyroscopic tensegrity robotic arm.

Fig. 15: Initial and final configuration of the gyroscopic tensegrity $T_2D_1$ robotic arm for end-effector rotation.

Fig. 16: Trajectories for force-densities in the strings in the end-effector rotation of gyroscopic tensegrity $T_2D_1$ robotic arm.

Fig. 17: Contour circles representing a similar motion to reach the desired position of end-effector in the complete control of the gyroscopic tensegrity robotic arm. The contour circles are shown for four different reachable space hemispheres.

measures in addition to kinematic approaches for managing actuator redundancy. This is explained using an example. The previous subsections show the result for two independent movements of the robotic arm to reach a given point in space with the extension of the arm followed by the angular rotation. In this subsection, the results are shown for a single shape control simulation to reach any given point in space. Figure 17 shows the contour circles for four different 3D hemispheres. The contour circles represent the symmetric space where the end-effector will reach the desired point with similar motion and control actions of the strings due to the rotational symmetry about the x-axis (direction of extension). The simulation is performed for the final position to be any point on the contour circles of hemispheres with the starting position as the configuration given in Fig. 6.
A more detailed inference of the control required to move the end-effector in 3D space can be drawn from Figs. 18 and 19. A spherical coordinate representation of the workspace is used to identify trends in control required corresponding to the traversal point from the initial configuration (see Fig. 6). The points are chosen for four different reaches of 4m, 6m, 10m and 12m with five different angular rotations. The points numbered “1” are achieved with the only extension of the arm and points numbered “2, 3, 4 and 5” are achieved with simultaneous extension and angular rotation as shown in Fig. 18. Figure 19 provides the values of \( \text{avg}(\gamma) \) control required to move the end-effector in 3D space with four different colors representing the four different reach of 4m (red), 6m (yellow), 10m (green) and 12m (maroon) corresponding to Fig. 18. The avg\( \text{avg}(\gamma) \) is the average value of the force density calculated as the sum of force density for all the strings averaged with the total number of time-steps. Notice the systematic increase in control required to move the arm from the initial configuration to achieve the increasing reach from 4m to 12m. The second observation is the increase in control effort to achieve a large angular rotation going from points numbered “1” to points numbered “2”, “3” and “4” for the chosen control gains of \( \Omega = 30I \) and \( \Psi = 20I \) with a total of 5000 time-steps. For points numbered “5”, smaller control gains had to be used to achieve the desired end point location. The decrease in control effort to reach points numbered “5” in Fig. 18 can be attributed to thin gain change. In conclusion, these path-dependent and systematic costs can be used to augment traditional measures of dexterity to control the shape change of complex tensegrity systems. These preliminary demonstrations provide optimism to utilize redundancy to ensure control economy stability.

E. Disturbance rejection with different bounds on error

The tensegrity \( T_1D_1 \) robotic arm with the initial configuration shown in Fig. 20 is used to demonstrate the efficacy of the disturbance rejection formulation discussed in Section 5. A MATLAB® based CVX toolbox is used for numerical implementation [51].

The first plot from Fig. 21 shows the norm of position error for the open-loop simulation for a finite energy force disturbance given at all node locations. The plot shows a periodic motion for the position error from the initial nominal configuration. The second plot in Fig. 21 shows the norm in position error for the closed-loop system with gains value \( \Theta = 30I \) and \( \Psi = 20I \). The chosen stable gains derive the system to zero but with a large value of peak value of error. The last plot in Fig. 21 shows the closed-loop performance with the gains calculated using the bounded \( L_\infty \) norm or generalized \( \mathcal{H}_2 \) problem for the depicted robotic arm. Notice that the peak value of the error has been brought down considerably using the LMI formulation described earlier. The theoretical value of the gain by solving the LMIs in Lemma VI was calculated to be \( \Gamma_{ep} = 1.00 \times 10^{-4} \) and the gain calculated using the nonlinear simulation result was observed to be \( \Gamma_{ep} = 6.82 \times 10^{-7} \), which satisfies the requirement. Moreover, the value from the simulation results was considerably smaller as the disturbance values of the output will only match the theoretical results for the worst-case disturbance. Figure 22 shows the trajectories for error in node positions for nodes \( (n_1, n_2, n_3 \) and \( n_4) \) for all the three cases mentioned earlier.

The following simulation results are generated using the same energy bounded disturbance used in the analysis of
Fig. 21: Plots of norm in position error for open-loop, closed loop with $\Theta = 30I$ and $\Psi = 20I$, and gains calculated using the bounded $\mathcal{L}_\infty$ norm or Generalized $\mathcal{H}_2$ Problem for the tensegrity robotic arm.

Fig. 22: Trajectories of node positions ($n_1$, $n_2$, $n_3$ and $n_4$) for open-loop, closed loop with $\Theta = 30I$ and $\Psi = 20I$, and gains calculated using the bounded $\mathcal{L}_\infty$ norm or Generalized $\mathcal{H}_2$ Problem for the tensegrity robotic arm.

Fig. 23: Plots of norm in position error for gains calculated using the bounded $\Gamma_{ee}$ or $\mathcal{H}_\infty$ problem for the $T_1D_1$ robotic arm.

Fig. 24: Trajectories of node positions ($n_1$, $n_2$, $n_3$ and $n_4$) for the gains calculated using the bounded $\Gamma_{ee}$ or $\mathcal{H}_\infty$ problem for the $T_1D_1$ robotic arm.

bounded $\mathcal{L}_\infty$ norm. The first two plots for $\mathcal{H}_\infty$ results would be the same as Fig. 21 showing the norm of position error for the open-loop simulation for the closed-loop system with gains value $\Theta = 30I$ and $\Psi = 20I$. The plot in Fig. 23 shows the closed-loop performance with the gains calculated using the bounded $\Gamma_{ee}$ or $\mathcal{H}_\infty$ problem. The theoretical value of the energy-to-energy gain was obtained to be $\Gamma_{ee} = 1.27 \times 10^{-5}$ by solving the LMIs in Lemma V.2 and the gain in energy from disturbance to error for the nonlinear simulation was observed to be $\Gamma_{ee} = 5.14 \times 10^{-9}$, which satisfies the requirement. Just as in the previous case, there would be some worst-case disturbance for this nonlinear system that would cause the error due to disturbance to meet the theoretical value. The similar trend can be observed from Fig. 24 which shows the
Fig. 25: Plots of norm in position error for open-loop, closed loop with $\Theta = 30I$ and $\Psi = 20I$, and gains calculated using the bounded impulse to energy problem ($\Gamma_{ie}$) for the $T_1D_1$ robotic arm.

Fig. 26: Trajectories of node positions ($n_1, n_2, n_3$ and $n_4$) for open-loop, closed loop with $\Theta = 30I$ and $\Psi = 20I$, and gains calculated using the bounded impulse to energy problem ($\Gamma_{ie}$) for the $T_1D_1$ robotic arm.

VII. CONCLUSIONS

In this paper, a model-based nonlinear control methodology to drive the node-positions/shape of a very high DOF tensegrity robot is provided. A shape control algorithm for both standard and gyroscopic tensegrity system is developed, which allows for added orientation control of the structure. A generalized reduced-order vector form of tensegrity dynamics in the presence of given disturbance is formulated and a second-order output regulator was used to control the shape, velocity, and acceleration of certain nodes. The solutions for control gains to generate different kinds of performance bounds formulated in the LMI framework are shown to be solvable as convex semi-definite programming problems. A tensegrity $T_2D_1$ robotic arm was introduced and controlled to show the efficacy of the formulation by allowing the end effector to reach the desired point and orientation in a 3-dimensional space. The results are further detailed to reject energy bounded disturbance using the formulation for Generalized $H_2$, $H_\infty$ and Impulse-to-energy gain problem.
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which can be written as the following after using the Schur’s complement with $Y = P^{-1}$ and $R = YC$ as:

$$\begin{align*}
\min \epsilon, \quad & \epsilon I - B_c^T P B_c > 0, \quad \left[ \begin{array}{c}
\epsilon I \quad B_c^T \\
B_c \quad Y
\end{array} \right] > 0, \\
& \left[ \begin{array}{c}
sym(A_p Y + B_p R) \\
CY
\end{array} \right] < 0.
\end{align*}$$

(123)

Proof of Lemma [V.4]: The covariance matrix $X$ for the linear system for a given system can be written as:

$$A_c X + X A_c^T + B_c W B_c^T < 0,$$

(124) which can be used to bound the output covariance and after substitution from Eq. (73) can be written as (123):

$$CX C^T < \bar{Y}, \quad (A_p + B_p G) X + X (A_p + B_p G)^T + B_c W B_c^T < 0,$$

(125) which again can be written with $R = YC$ as:

$$\left[ \begin{array}{c}
\bar{Y} \\
X C^T
\end{array} \right] > 0, \quad \left[ \begin{array}{c}
sym(A_p X + B_p R) \\
B_c^T
\end{array} \right] < 0.$$

(126)

Proof of Lemma [V.2]: The $H_{\infty}$ problem with given $\epsilon$ and for a positive definite matrix $P > 0$ can be solved with the following matrix inequality (43, 46):

$$P > 0, \quad R = \epsilon^2 I > 0, \quad PA_c + A_c^T P + PB_c R^{-1} (PB_c)^T + C^T C < 0,$$

(117) which can be written as:

$$Y = P^{-1} > 0, \quad R = \epsilon^2 I > 0, \quad A_c Y + Y A_c^T + B_c R^{-1} B_c^T + Y C^T C Y < 0,$$

(118) which can substituted with Eq. (73) to give:

$$(A_p Y + B_p G Y) + (\bullet)^T + [B_c \quad Y C^T] \left[ \begin{array}{c}
R^{-1} \\
I
\end{array} \right] \left[ \begin{array}{c}
B_c^T \\
CY
\end{array} \right] < 0,$$

(119) and after using the Schur’s complement with $R > 0$ and $L = GY$ can be written as:

$$\left[ \begin{array}{c}
sym(A_p Y + B_p L) \\
B_c^T \\
C Y
\end{array} \right] < 0, \quad Y > 0.$$

(120) Proof of Lemma [V.3]: The gain matrix $G$ can be calculated using Eq. (72) which can be substituted with Eq. (73) to give:

$$\begin{align*}
\min \epsilon, \quad & \epsilon I - B_c^T P B_c > 0, \\
& P (A_p + B_p G) + (A_p + B_p G)^T P + C^T C < 0.
\end{align*}$$

(121) and the last equation on both sides can be multiplied by $P^{-1} > 0$ to obtain:

$$\begin{align*}
\min \epsilon, \quad & \epsilon I - B_c^T P B_c > 0, \\
& (A_p + B_p G) P^{-1} + P^{-1} (A_p + B_p G)^T + P^{-1} C^T C P^{-1} < 0.
\end{align*}$$

(122)