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Abstract. The main goal of this paper is to propose an approach to inverse spectral problems for functional-differential operators (FDO) with involution. For definiteness, we focus on the second-order FDO with involution-reflection. Our approach is based on the reduction of the problem to the matrix form and on the solution of the inverse problem for the matrix Sturm-Liouville operator by developing the method of spectral mappings. The obtained matrix Sturm-Liouville operator contains the weight, which causes qualitative difficulties in the study of the inverse problem. As a result, we show that the considered FDO with involution is uniquely specified by five spectra of certain regular boundary value problems.
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1 Introduction

The paper is concerned with functional-differential operators (FDO) with involution. For an operator considered on the segment \([-1, 1]\), involution is a non-identical mapping \(\nu: [-1, 1] \to [-1, 1]\) such that \(\nu(\nu(x)) = x\). In this paper, we confine ourselves to the involution-reflection \(\nu(x) = -x\). In investigation of some aspects, the case of arbitrary smooth involution can be reduced to the case of the reflection.

Ordinary and partial FDO with involution attract attention of scholars because of several reasons. First, non-local equations, which contain the values of the unknown function and its derivatives not only at \(x\) but also at some other points, often appear to be more adequate for description of various real-world processes than local differential equations. For example, non-local FDO are widely applied in biological population models and in studying of diffusion processes (see [1]). FDO with reflection have applications in supersymmetric quantum mechanics (see [2, 3]). Second, differential equations with reflection of argument are used in the investigation of stability of differential-difference equations (see [4]). In addition, FDO with involution cause purely mathematical interest from both analytic and algebraic points of view (see, e.g., [5]).

In recent years, the spectral theory of ordinary FDO with involution has been actively developed. Vladykina and Shkalikov [6,7] have described the classes of regular boundary conditions and studied spectral properties for the arbitrary-order FDO of form

\[
y^{(n)}(-x) + \sum_{j=0}^{n-1} p_j(x)y^{(j)}(-x) + \alpha y^{(m)}(x) + \sum_{j=0}^{m-1} q_j(x)y^{(j)}(x), \quad x \in (-1, 1). \tag{1.1}
\]

There is also a number of studies devoted to the first-order (see [8–15]) and second-order FDO with involution (see [16–22]). The majority of results of the mentioned papers are concerned with the basis property of eigenfunctions, eigenvalue asymptotics, and other issues of direct
spectral theory. However, as far as the author knows, there have been no results so far on inverse spectral problems which consists in the recovery of FDO with involution from their spectral characteristics. This paper aims to make the first steps in this direction. Our goals are to find spectral characteristics sufficient for the unique reconstruction of an FDO and to propose an approach for further investigation of the corresponding inverse problems.

The greatest success in the theory of inverse spectral problems has been achieved for ordinary differential operators (see the monographs [23–26]). Furthermore, inverse problems were studied for certain classes of non-local operators, namely, for integro-differential operators, FDO with frozen argument and with constant delay (see, e.g., the recent papers [27–29] and the references therein). For those non-local operators, classical methods of inverse problem theory do not work and, therefore, new specific methods were developed. Nevertheless, the situation for FDO with involution-reflection is different. The latter operators can be transformed into differential systems, and the method of spectral mappings [30] can be modified to deal with the corresponding inverse problems. As far as the author knows, this was first noticed by Sergey Buterin.

For definiteness, we focus on the following boundary value problem for the second-order functional-differential equation:

$$\begin{align*}
-\alpha u''(x) - u''(-x) + p(x)u(x) + q(x)u(-x) &= \lambda u(x), \quad x \in (-1, 1), \\
u(-1) &= u(1) = 0,
\end{align*}$$

(1.2)

(1.3)

where $\lambda$ is the spectral parameter, $\alpha \in (-1, 1) \cup (\mathbb{C} \setminus \mathbb{R})$, $p, q \in L_1(-1, 1)$. We aim to answer the question: what spectral data uniquely specify the functions $p(x)$ and $q(x)$? For this purpose, we represent the eigenvalue problem (1.2)-(1.3) in the matrix form:

$$\begin{align*}
-Y'' + Q(x)Y &= \lambda W Y, \quad x \in (0, 1), \\
Y(0) &= 0, \quad V(Y) := T Y'(1) - T^\perp Y(1) = 0,
\end{align*}$$

(1.4)

(1.5)

where

- $Y = Y(x)$ is a vector function of length $m$ (in our case, $m = 2$);
- $Q(x)$ is an $(m \times m)$-matrix function, called the potential, with complex-valued elements of class $L_1(0, 1)$;
- $W = \text{diag}\{w_j\}_{j=1}^m$ is a diagonal constant matrix, called the weight;
- $T$ is an $(m \times m)$ orthogonal projector: $T = T^\dagger = T^2$, the symbol \( ^\dagger \) denotes the conjugate transpose.
- $T^\perp$ is the complementary projector: $T^\perp = I - T$, $I$ is the unit $(m \times m)$-matrix.

Inverse spectral problems for the matrix Sturm-Liouville equation (1.4) with $W = I$ have been studied fairly completely (see [31–38]). Those results generalize the classical inverse problem theory for the scalar Sturm-Liouville equation $-y'' + q(x)y = \lambda y$ (see [23–26]). However, the case $W \neq I$ causes qualitative difficulties, which are similar, roughly speaking, to the differences in the study of the higher-order differential operators

$$y^{(n)}(x) + \sum_{k=0}^{n-2} p_k(x)y^{(k)}(x), \quad n > 2,$$

(1.6)
comparing with the second-order ones. Namely, the complex plane of the spectral parameter should be divided into sectors and the asymptotic behavior of the differential equation solutions should be analyzed separately in each sector. The inverse spectral theory of the higher-order differential operators (1.6) has been created by Yurko [30]. Using some ideas of Leibenson [39, 40], Yurko has developed the so-called method of spectral mappings. This method allows to prove uniqueness theorems and to obtain constructive procedures for solution together with necessary and sufficient conditions of solvability for various classes of inverse spectral problems.

In this paper, we develop the ideas of the method of spectral mappings for the matrix Sturm-Liouville problem (1.4)-(1.5), and, consequently, obtain the results for the FDO with involution. We prove that the potential \( Q(x) \) is uniquely specified by the Weyl matrix, which is a standard spectral characteristic for the matrix Sturm-Liouville operators. This implies the unique specification of the coefficients \( p(x) \) and \( q(x) \) of equation (1.2) by the spectra of five regular eigenvalue problems for equation (1.2) with different boundary conditions. Our results can be applied for developing reconstruction algorithms and for investigating the solvability of the considered inverse problems.

Note that the second-order FDO (1.2)-(1.3) is chosen for simplicity. Our approach can be also applied to the higher-order FDO of form (1.1), but the analysis will be more technically complicated. Other types of the second-order FDO with involution, different from (1.2)-(1.3), are discussed in Section 4.

It is worth mentioning that the matrix Sturm-Liouville equation (1.4) can be transformed into the first-order system

\[
\mathcal{D}_0 \mathcal{Y}'(x) + \mathcal{D}(x) \mathcal{Y}(x) = \mu \mathcal{Y}(x),
\]

where \( \mathcal{Y}(x) \) is a column vector of length \( 2m \), \( \mathcal{D}_0 \) and \( \mathcal{D}(x) \) are \((2m \times 2m)\) matrices, \( \mathcal{D}_0 = \text{diag}\{q_k\}_{k=1}^{2m} \) with distinct non-zero entries \( q_k \), \( \mu \) is the new spectral parameter. Inverse problems for such systems were also studied by Yurko [41, 42]. However, those results are not applicable for our purposes because of the two reasons. First, the reduction of the second-order system (1.4)-(1.5) to the first-order one is non-unique. Therefore, the potential \( \mathcal{D}(x) \) of the first-order system will not be uniquely determined by the spectral data of the second-order system. Second, the boundary conditions from [41, 42] are unsuitable for investigation of FDO with involution. These two issues are discussed in more details in Appendix. Here, we only mention that the specific boundary conditions induced by the continuity of \( u(x) \) and \( u'(x) \) at \( x = 0 \) imply the absence of “the triangular structure” which appears in [41, 42], and this is an essential feature of our problem.

The paper is organized as follows. Section 2 contains preliminaries, namely, the reduction of the problem (1.2)-(1.3) to the matrix form (1.4)-(1.5) and the asymptotic properties of solutions of equation (1.4). In Section 3, we state the inverse problem for the matrix Sturm-Liouville operator (1.4)-(1.5) and prove the uniqueness of solution for that inverse problem. In Section 4, the results of Section 3 are applied to the problem (1.2)-(1.3) with involution. It is shown that \( p(x) \) and \( q(x) \) are uniquely specified by five spectra of suitable eigenvalue problems. Other types of the second-order FDO with involution are also discussed. In Appendix, we transform the matrix Sturm-Liouville problem (1.4)-(1.5) into the first-order system and discuss the difference of our inverse problem from the inverse problem for the first-order system.
2 Preliminaries

2.1 Reduction to the matrix form

Obviously, equation (1.2) can be represented in the matrix form

$$-Z'' + Q(x)Z = \lambda WZ, \quad x \in (0, 1),$$

(2.1)

where

$$Z(x) = \begin{bmatrix} z_1(x) \\ z_2(x) \end{bmatrix} = \begin{bmatrix} u(-x) \\ u(x) \end{bmatrix}, \quad W = \begin{bmatrix} \alpha & 1 \\ 0 & \alpha \end{bmatrix}, \quad Q(x) = W \begin{bmatrix} p(-x) & q(-x) \\ q(x) & p(x) \end{bmatrix}. $$

(2.2)

The continuity of $u(x)$ and $u'(x)$ at zero implies

$$z_1(0) = z_2(0), \quad z_1'(0) + z_2'(0) = 0. $$

This together with (1.3) yield the boundary conditions

$$V(Z) := T'Z(0) + T^\perp Z(0) = 0, \quad Z(1) = 0,$$

(2.3)

where $T$ and $T^\perp$ are the following orthogonal projectors:

$$T = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}, \quad T^\perp = I - T = \frac{1}{2} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}. $$

Diagonalizing the matrix $W$ and changing $x \rightarrow 1 - x$, we reduce the eigenvalue problem (2.1),(2.3) to form (1.4)-(1.5), where

$$Y(x) = UZ(1 - x), \quad Q(x) = UQ(1 - x)U^\dagger, \quad W = UWU^\dagger, \quad T = U\mathcal{T}U^\dagger,$$

$$U = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}, \quad W = \begin{bmatrix} \alpha+1 & 0 \\ 0 & \alpha-1 \end{bmatrix}, \quad T = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad T^\perp = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}. $$

(2.4)

One can easily check that

$$\alpha \in (-1, 1) \cup (\mathbb{C} \setminus \mathbb{R}) \iff w_1w_2 \neq 0, \quad \arg w_1 \neq \arg w_2,$$

where $w_j = \frac{1}{\alpha+(-1)^{j+1}}, \quad W = \text{diag}\{w_1, w_2\}$.

2.2 Asymptotics of solutions

In this subsection, we study the asymptotics of special solutions of the matrix equation (1.4) with an arbitrary complex-valued weight $W = \text{diag}\{w_k\}_{k=1}^m$ such that $w_k \neq 0$, $w_k \neq w_j$ for $k \neq j$.

Put $\lambda = \rho^2$. We start with the construction of the Birkhoff solutions with the certain asymptotic behavior as $|\rho| \rightarrow \infty$, by using the standard method (see, e.g., [33]). The complex plane $\mathbb{C}$ can be divided into sectors $\Gamma_j = \{\rho: \arg \rho \in (\theta_{j-1}, \theta_j]\}, \quad j = 1, r, 0 \leq \theta_0 < \theta_1 < \ldots < \theta_{r-1} < \theta_r = \theta_0 + 2\pi$ so that, in each fixed sector $\Gamma = \Gamma_j$, the numbers $\pm \sqrt{w_k}, \quad k = 1, m$ can be renumbered as $R_1, R_2, \ldots, R_{2m}$ so that

$$\text{Re} (\rho R_1) < \text{Re} (\rho R_2) < \cdots < \text{Re} (\rho R_{2m}), \quad \rho \in \Gamma.$$
For each fixed sector $\Gamma$, equation (1.4) with $\lambda = \rho^2$ has the fundamental system of vector solutions $\{E_k(x, \rho)\}_{k=1}^{2m}$ defined by the following integral equations:

$$E_k(x, \rho) = f_k \exp(\rho R_k x) + \sum_{j=1}^{k} \frac{1}{2\rho R_j} \int_0^x J_j \exp(\rho R_j (x - t)) Q(t) E_k(t, \rho) \, dt + \sum_{j=k+1}^{2m} \frac{1}{2\rho R_j} \int_x^1 J_j \exp(\rho R_j (x - t)) Q(t) E_k(t, \rho) \, dt,$$

where $f_j = [f_{j,s}]^T_{s=1,m}$ is the column vector, $f_{j,s} = 1$ if $\pm i\sqrt{w_s} = R_j$ and $f_{j,s} = 0$ otherwise, $J_j = f_j f_j^\dagger$. The solutions $\{E_k(x, \rho)\}_{k=1}^{2m}$ have the following properties for $\nu = 0, 1$ and some $\rho^* > 0$:

(i) The vector functions $E_k^{(\nu)}(x, \rho)$ are continuous for $x \in [0, 1]$, $\rho \in \Gamma$, $|\rho| \geq \rho^*$;

(ii) For each fixed $x \in [0, 1]$, the vector functions $E_k^{(\nu)}(x, \rho)$ are analytic with respect to $\rho \in \Gamma$, $|\rho| \geq \rho^*$;

(iii) $E_k^{(\nu)}(x, \rho) = (\rho R_k)^\nu \exp(\rho R_k x)(f_k + O(\rho^{-1}))$ as $|\rho| \to \infty$, $\rho \in \Gamma$, uniformly with respect to $x \in [0, 1]$.

For a fixed sector $\Gamma$, denote $d_k = \sqrt{w_k}$, $k = 1, m$, choosing the sign of the square root so that $\text{Re}(\rho d_k) > 0$ for $\rho \in \Gamma$. Set $D = \text{diag}\{d_k\}_{k=1}^m$. By using the columns $\{E_k(x, \rho)\}_{k=1}^{2m}$, one can form the $(m \times m)$ matrix solutions $E_{\pm}(x, \rho)$ of equation (1.4) with the properties similar to (i)-(ii) and satisfying the asymptotic relation

$$E_{\pm}^{(\nu)}(x, \rho) = [I](\pm i\rho D)^\nu \exp(\pm i\rho D x), \quad |\rho| \to \infty, \quad \rho \in \Gamma, \quad \nu = 0, 1, \quad (2.5)$$

uniformly with respect to $x \in [0, 1]$. Here and below $[I] = I + O(\rho^{-1})$.

Denote by $C(x, \lambda)$ and $S(x, \lambda)$ the matrix solutions of equation (1.4) under the initial conditions

$$C(0, \lambda) = S'(0, \lambda) = I, \quad C'(0, \lambda) = S(0, \lambda) = 0. \quad (2.6)$$

Clearly, the matrix functions $C^{(\nu)}(x, \lambda)$, $S^{(\nu)}(x, \lambda)$ are entire in $\lambda$ for each fixed $x \in [0, 1]$ and $\nu = 0, 1$. Using (2.5) and (2.6), one can easily show that

$$C^{(\nu)}(x, \lambda) = \frac{1}{2}(E_{+}^{(\nu)}(x, \rho)[I] + E_{-}^{(\nu)}(x, \rho)[I]), \quad (2.7)$$

$$S^{(\nu)}(x, \lambda) = \frac{1}{2}(i\rho D)^{-1}(E_{+}^{(\nu)}(x, \rho)[I] - E_{-}^{(\nu)}(x, \rho)[I]), \quad (2.8)$$

for $|\rho| \to \infty$, $\rho \in \Gamma$, $\nu = 0, 1$, $\lambda = \rho^2$, uniformly with respect to $x \in [0, 1]$.

## 3 Matrix Sturm-Liouville operator

Consider the boundary value problem $L = L(Q, W, T)$ of form (1.4)-(1.5) with $m = 2$, a matrix potential $Q(x)$ with entries of class $L_1(0, 1)$, a weight $W = \text{diag}\{w_1, w_2\}$ such that $\arg w_1 \neq \arg w_2$, $w_1 w_2 \neq 0$, and an arbitrary orthogonal projector $T$.

In this section, we formulate the inverse spectral problem for the matrix Sturm-Liouville operator, and prove the uniqueness theorem for this inverse problem. The presence of the weight $W \neq I$ causes the following difficulty. The asymptotics of solutions of equation (1.4) contain the two exponents $\exp(i\rho d_k x)$, $k = 1, 2$, with $d_1 \neq d_2$. Therefore, we find such rays
arg $\rho = \theta_j$ that $\text{Re}(i\rho d_1) = \text{Re}(i\rho d_2)$. The asymptotic behavior of the solutions along these rays allows us to apply the method of spectral mappings to the inverse problem.

The eigenvalues of $L$ coincide with the zeros of the characteristic function $\Delta(\lambda) = \det(V(S(x, \lambda)))$, which is entire in $\lambda$. Taking the asymptotics (2.8) into account, one can show that $\Delta(\lambda)$ has a countable set of the zeros $\{\lambda_n\}$ (see Section 4 for details).

Denote by $\Phi(x, \lambda)$ the matrix solution of equation (1.4) satisfying the boundary conditions

$$\Phi(0, \lambda) = I, \quad V(\Phi) = 0,$$

and put $M(\lambda) = \Phi'(0, \lambda)$. The matrix functions $\Phi(x, \lambda)$ and $M(\lambda)$ are called the Weyl solution and the Weyl matrix of the problem $L$, respectively. The notion of Weyl matrix generalizes the notion of Weyl function for the scalar Sturm-Liouville operator (see [23, 26]). In the scalar case, the specification of the Weyl function is equivalent to the specification of the two spectra of Borg’s problem [44]. Weyl functions and their generalizations are natural spectral characteristics in the inverse problem theory. In particular, the Weyl matrices have been used for reconstruction of the matrix Sturm-Liouville operators with $W = I$ in [33, 38].

One can easily obtain the following relations

$$\Phi(x, \lambda) = C(x, \lambda) + S(x, \lambda)M(\lambda),$$

$$M(\lambda) = -(V(S))^{-1}V(C).$$

Consequently, the matrix functions $M(\lambda)$ and $\Phi(x, \lambda)$ for each fixed $x \in [0, 1]$ are meromorphic in the $\lambda$-plane, and their poles coincide with the eigenvalues of $L$.

Proceed with the investigation of the Weyl solution asymptotics. Consider the partition of the complex plane into sectors described in Subsection 2.2. Under the condition $\text{arg} \ w_1 \neq \text{arg} \ w_2$, there exist the rays $\text{arg} \ \rho = \theta_j$, $s = \{1, 4\}, 0 \leq \theta_1 < \theta_2 < \pi, \ \theta_3 = \theta_1 + \pi, \ \theta_4 = \theta_2 + \pi$, such that

$$\text{Re}(i\rho d_1) = \text{Re}(i\rho d_2) > 0, \quad \text{arg} \ \rho = \theta_j.$$ (3.4)

Note that, although the choice of the square root sign $d_j = \pm \sqrt{w_j}$ depends on the sector $\Gamma$, in the two neighboring sectors separated by the ray $\text{arg} \ \rho = \theta_j$, the choice of the signs is the same.

**Example 3.1.** Consider the case $w_1 = 1$, $w_2 = -1$ corresponding to the operator [1.2]–[1.3] with involution and $\alpha = 0$. Then $\theta_j = \frac{\pi j}{2}$, $j = 0, 2, \{j_1, j_2, j_3, j_4\} = \{1, 3, 5, 7\}$. In particular, in the sectors $\Gamma_1 = \{\rho: \text{arg} \ \rho \in (0, \frac{\pi}{4})\}$ and $\Gamma_2 = \{\rho: \text{arg} \ \rho \in (\frac{\pi}{2}, \frac{3\pi}{4})\}$, we have $d_1 = -1$, $d_2 = -i$, and

$$\text{Re}(-i\rho d_2) < \text{Re}(-i\rho d_1) < 0 < \text{Re}(i\rho d_1) < \text{Re}(i\rho d_2), \quad \rho \in \Gamma_1,$$

$$\text{Re}(-i\rho d_1) < \text{Re}(-i\rho d_2) < 0 < \text{Re}(i\rho d_2) < \text{Re}(i\rho d_1), \quad \rho \in \Gamma_2.$$ (3.4)

In other words, when $\rho$ passes over the ray $\text{arg} \ \rho = \frac{\pi}{2}$, the numbers $d_1$ and $d_2$ remain the same, but the values $\text{Re}(i\rho d_1)$ and $\text{Re}(i\rho d_2)$ change their order. The situation in the other quarter-planes is symmetric.

**Lemma 3.2.** The following asymptotic relations hold

$$C^{(\nu)}(x, \lambda) = \frac{1}{2}(i\rho D)^{\nu} \exp(i\rho Dx)[I], \quad S^{(\nu)}(x, \lambda) = \frac{1}{2}(i\rho D)^{\nu-1} \exp(i\rho Dx)[I], \quad x \in (0, 1), \quad \text{as} \ |\rho| \to \infty, \ \text{arg} \ \rho = \theta_j, \ s = \{1, 4\}, \ \lambda = \rho^2, \ \nu = 0, 1.$$ (3.5)

$$\Phi^{(\nu)}(x, \lambda) = \exp(-i\rho Dx)[I], \quad x \in (0, 1), \quad \text{as} \ |\rho| \to \infty, \ \text{arg} \ \rho = \theta_j, \ s = \{1, 4\}, \ \lambda = \rho^2, \ \nu = 0, 1.$$ (3.6)
Proof. Observe that condition (3.4) implies
\[
\exp(i\rho Dx)[I] = [I]\exp(i\rho Dx), \quad \arg \rho = \theta_j, \quad s = 1, 4.
\] (3.7)
Combining (2.5), (2.7)-(2.8), and (3.7), we easily obtain (3.5).

Fix a ray \( \arg \rho = \theta_j \) and an adjacent sector \( \Gamma \). Consider the solutions \( E_{\pm}(x, \rho) \), \( \rho \in \Gamma \).

Clearly, the \( 2m \) columns of the matrix functions \( E_{\pm}(x, \rho) \) form a fundamental system of solutions of equation (1.4) on the ray \( \arg \rho = \theta_j \), so the Weyl solution can be expanded with respect to this system:
\[
\Phi(x, \lambda) = E_{+}(x, \rho)B_{+}(\rho) + E_{-}(x, \rho)B_{-}(\rho), \quad \arg \rho = \theta_j, \quad \lambda = \rho^2,
\] (3.8)
where \( B_{\pm}(\rho) \) are \( (m \times m) \) matrix functions. Using (2.5), (3.7), and (3.9), we show that
\[
B_{+}(\rho) = O(\exp(-2\text{Re}(i\rho D))), \quad B_{-}(\rho) = [I].
\] (3.9)
Substituting (2.5), (3.9) into (3.8) and using (3.7), we arrive at (3.6).

Along with (1.4), consider the equation
\[
-Z'' + ZQ(x) = \lambda ZW, \quad x \in (0, 1).
\] (3.10)
Let \( Y(x) \) and \( Z(x) \) be arbitrary solutions of equations (1.4) and (3.10), respectively. Define the matrix Wronskian \( \langle Z, Y \rangle := ZY' - Z'Y \). Calculations imply the relation
\[
\frac{d}{dx} \langle Z, Y \rangle = 0.
\] (3.11)
Denote by \( C^*(x, \lambda) \), \( S^*(x, \lambda) \), and \( \Phi^*(x, \lambda) \) the solutions of equation (3.10) satisfying the conditions
\[
C^*(0, \lambda) = S^*(0, \lambda) = I, \quad C^*(0, \lambda) = S^*(0, \lambda) = 0,
\] (3.12)
\[
\Phi^*(0, \lambda) = I, \quad V^*(\Phi^*) := \Phi^*(1, \lambda)T - \Phi^*(1, \lambda)T^\perp = 0.
\] (3.13)
Denote \( M^*(\lambda) := \Phi^*(0, \lambda) \). Similarly to (3.2), we get
\[
\Phi^*(x, \lambda) = C^*(x, \lambda) + M^*(\lambda)S^*(x, \lambda).
\] (3.14)
Using (3.11), (3.1), and (3.13), we obtain
\[
\langle \Phi^*, \Phi \rangle = \langle \Phi^*, \Phi \rangle_{x=0} = M(\lambda) - M^*(\lambda),
\]
\[
\langle \Phi^*, \Phi \rangle = \langle \Phi^*, \Phi \rangle_{|x=1} = \Phi^*(1, \lambda) T \Phi'(1, \lambda) + \Phi^*(1, \lambda) T^{-1} \Phi'(1, \lambda) - \Phi''^*(1, \lambda) T \Phi(1, \lambda) - \Phi''^*(1, \lambda) T^{-1} \Phi(1, \lambda) = 0.
\]

Hence \( M(\lambda) \equiv M^*(\lambda) \).

Let us study the following inverse problem. The matrices \( W \) and \( T \) are supposed to be known.

**Inverse Problem 3.3.** Given the Weyl matrix \( M(\lambda) \), find \( Q(x) \).

Along with the boundary value problem \( L = L(Q, W, T) \) consider another problem \( \tilde{L} = L(\tilde{Q}, W, T) \) of the same form but with another potential \( \tilde{Q}(x) \). The matrices \( W \) and \( T \) for these two boundary value problems coincide. If a symbol \( \gamma \) denotes an object related to the problem \( L \), then the symbol \( \tilde{\gamma} \) with tilde will be used for the analogous object related to \( \tilde{L} \).

The following theorem asserts the uniqueness of solution for Inverse Problem 3.3.

**Theorem 3.4.** If \( M(\lambda) \equiv \tilde{M}(\lambda) \), then \( Q(x) = \tilde{Q}(x) \) a.e. on \((0, 1)\).

**Proof.** Define the \((2m \times 2m)\) matrix of spectral mappings \( P(x, \lambda) = [P_{jk}(x, \lambda)]_{j,k=1,2} \), consisting of the \((m \times m)\) block matrices \( P_{jk}(x, \lambda) \), by the following relation:

\[
\begin{bmatrix}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{bmatrix}
\begin{bmatrix}
\tilde{S} & \tilde{\Phi} \\
\tilde{S}' & \tilde{\Phi}'
\end{bmatrix}
= \begin{bmatrix}
S & \Phi \\
S' & \Phi'
\end{bmatrix}.
\]

(3.15)

Here and below in this proof, the arguments \((x, \lambda)\) are omitted for brevity. Using (3.11) and the conditions for \( \tilde{S}, \Phi, \tilde{S}^*, \Phi^* \) at \( x = 0 \), we get

\[
\begin{bmatrix}
\tilde{S} & \tilde{\Phi} \\
\tilde{S}' & \tilde{\Phi}'
\end{bmatrix}^{-1}
= \begin{bmatrix}
-\tilde{\Phi}^* & \tilde{\Phi}^* \\
-\tilde{S}^* & -\tilde{S}^*
\end{bmatrix}.
\]

Consequently,

\[
\begin{bmatrix}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{bmatrix}
= \begin{bmatrix}
S & \Phi \\
S' & \Phi'
\end{bmatrix}
\begin{bmatrix}
-\tilde{\Phi}^* & \tilde{\Phi}^* \\
-\tilde{S}^* & -\tilde{S}^*
\end{bmatrix}.
\]

In particular,

\[
P_{11} = -S\tilde{\Phi}'' + \Phi\tilde{S}'', \quad P_{12} = S\tilde{\Phi}^* - \Phi\tilde{S}^*.
\]

(3.16)

Using the asymptotics of Lemma 3.2 for \( S, \Phi \) and the similar asymptotics for \( \tilde{S}, \Phi^* \), we get

\[
P_{11}(x, \rho^2) = [I], \quad P_{12}(x, \rho^2) = O(\rho^{-1}), \quad |\rho| \to \infty,
\]

(3.17)

for \( \arg \rho = \theta_{jk}, s = 1, 4, \) and each fixed \( x \in (0, 1) \).

On the other hand, the substitution of (3.2) and (3.14) into (3.16) yields

\[
P_{11} = -SC'' + CS'S + S(M - \tilde{M}^*)\tilde{S}'', \quad P_{12} = SC^* - CS'S + S(M^* - \tilde{M})\tilde{S}^*.
\]

Since \( M(\lambda) \equiv \tilde{M}(\lambda) \equiv \tilde{M}^*(\lambda) \), then the matrix functions \( P_{11}(x, \rho^2) \) and \( P_{12}(x, \rho^2) \) are entire in \( \rho \) of order 1 for each fixed \( x \in (0, 1) \). Since (3.17) hold on the rays \( \arg \rho = \theta_{jk} \) and the angles between the neighboring rays are less than \( \pi \), then Phragmen-Lindelöf’s theorem (see [45]) implies the asymptotics (3.17) in the whole \( \rho \)-plane. Consequently, by virtue of Liouville’s theorem, \( P_{11}(x, \lambda) \equiv I, P_{12}(x, \lambda) \equiv 0 \). Therefore, (3.15) implies \( S(x, \lambda) \equiv \tilde{S}(x, \lambda) \). Hence, \( Q(x) = \tilde{Q}(x) \) a.e. on \((0, 1)\).

Using the method of spectral mappings, one can obtain a constructive solution of Inverse Problem 3.3.
4 Operators with involution

In the previous section, we have proved the uniqueness of recovering the potential \(Q(x)\) of the matrix Sturm-Liouville operator from the Weyl matrix \(M(\lambda)\). The goal of this section is to show that the specification of the Weyl matrix is equivalent to the specification of the five spectra of operators with involution induced by equation (1.2) and different boundary conditions. Consequently, we prove that those five spectra uniquely specify the coefficients \(p(x)\) and \(q(x)\) of (1.2).

It will be convenient for us to return from the problem (1.4)-(1.5) to (2.1), (2.3). Denote by \(\mathcal{C}(x, \lambda)\) and \(\mathcal{S}(x, \lambda)\) the matrix solutions of equation (2.1) satisfying the initial conditions
\[
\mathcal{C}(1, \lambda) = \mathcal{S}'(1, \lambda) = I, \quad \mathcal{C}'(1, \lambda) = \mathcal{S}(1, \lambda) = 0.
\]

In view of (2.4),
\[
C(x, \lambda) = U^\dagger C(1 - x, \lambda) U, \quad S(x, \lambda) = -U^\dagger S(1 - x, \lambda) U.
\]

Using (3.3), we obtain
\[
U^\dagger M(\lambda) U = (\mathcal{V}(S))^{-1} \mathcal{V}(\mathcal{C}) =: \mathcal{M}(\lambda). \tag{4.1}
\]

By using Cramer’s rule, we represent \(\mathcal{M}(\lambda)\) in the form
\[
\mathcal{M}(\lambda) = \frac{1}{\Delta(\lambda)} \begin{bmatrix}
\Delta_{11}(\lambda) & \Delta_{12}(\lambda) \\
\Delta_{21}(\lambda) & \Delta_{22}(\lambda)
\end{bmatrix}, \tag{4.2}
\]

where
\[
\Delta(\lambda) = \det \mathcal{V}(S) = \det \mathcal{V}(\mathcal{S}),
\Delta_{11}(\lambda) := \det [\mathcal{V}(\mathcal{C}_1), \mathcal{V}(\mathcal{S}_2)], \quad \Delta_{12}(\lambda) := \det [\mathcal{V}(\mathcal{C}_2), \mathcal{V}(\mathcal{S}_2)],
\Delta_{21}(\lambda) := \det [\mathcal{V}(\mathcal{S}_1), \mathcal{V}(\mathcal{C}_1)], \quad \Delta_{22}(\lambda) := \det [\mathcal{V}(\mathcal{S}_1), \mathcal{V}(\mathcal{C}_2)].
\]

The notations \(\mathcal{C}_1, \mathcal{C}_2\) and \(\mathcal{S}_1, \mathcal{S}_2\) are used for the corresponding columns of the matrix functions \(\mathcal{C}(x, \lambda)\) and \(\mathcal{S}(x, \lambda)\), respectively. Obviously, the functions \(\Delta(\lambda)\) and \(\Delta_{jk}(\lambda)\), \(j, k = 1, 2\), are entire in \(\lambda\) of order not greater than \(\frac{1}{2}\).

Observe that \(\Delta(\lambda)\) is the characteristic function of the eigenvalue problem (1.2)-(1.3) (this problem will be denoted by \(\mathcal{L}\)). Similarly, \(\Delta_{jk}(\lambda)\), \(j, k = 1, 2\), are the characteristic functions of the corresponding eigenvalue problems \(\mathcal{L}_{jk}\) for equation (1.2) with the following boundary conditions:
\[
\mathcal{L}_{11}: u'(-1) = u(1) = 0, \quad \mathcal{L}_{12}: u(-1) = u'(-1) = 0,
\mathcal{L}_{21}: u(1) = u'(1) = 0, \quad \mathcal{L}_{22}: u(-1) = u'(1) = 0.
\]

That is, the zeros of the characteristic functions coincide with the eigenvalues of the corresponding problems. Note that, although the problems \(\mathcal{L}_{12}\) and \(\mathcal{L}_{21}\) have initial conditions, they are spectral problems, since equation (1.2) is non-local. All the five problems \(\mathcal{L}, \mathcal{L}_{jk}, j, k = 1, 2\), are regular in terms of \([1]\).

**Lemma 4.1.** The following asymptotic relations hold for \(|\rho| \to \infty, \arg \rho = \theta_j, s = 1, 4:\)
\[
\Delta(\lambda) = -\frac{1}{2i \rho d_2} \exp(\rho (d_1 + d_2)) [1], \tag{4.3}
\]
\[
\Delta_{jk}(\lambda) = \frac{1}{4} \alpha_{jk} \exp(\rho (d_1 + d_2)) [1], \quad \alpha_{jk} = \begin{cases}
\frac{d_1}{d_2} + 1, & j = k, \\
\frac{d_1}{d_2} - 1, & j \neq k,
\end{cases} \tag{4.4}
\]

where \(\lambda = \rho^2\), \([1] = 1 + O(\rho^{-1}).\)
Proof. In this proof, we suppose that \( \arg \rho = \theta_{js}, \ s \in \{1, 2, 3, 4\}, \ \lambda = \rho^2 \). The asymptotics \((3.5)\) imply

\[
V(S) = \frac{1}{2} \Theta(\rho) \exp(i\rho D)[I], \quad V(C) = \frac{1}{2} \Theta(\rho)i\rho D \exp(i\rho D)[I], \quad |\rho| \to \infty, \quad (4.5)
\]

where

\[
\Theta(\rho) = T - T^\dagger (i\rho D)^{-1}, \quad \det \Theta(\rho) = -(i\rho d_2)^{-1}.
\]

Therefore, we immediately obtain the asymptotics \((4.3)\) for \( \Delta(\lambda) = \det V(S) \). Using \((3.3), (4.1), \) and \((4.5)\), we get

\[
M(\lambda) = -i\rho D[I], \quad M(\lambda) = -i\rho U^\dagger DU[I], \quad |\rho| \to \infty.
\]

Using the latter asymptotics together with \((3.7), (1.2), \) and \((4.3)\), we arrive at \((4.4)\). Note that \( \alpha_{jk} \) defined in \((4.1)\) are non-zero, because \( w_1 \neq w_2 \) and so \( d_1 \neq \pm d_2 \).

In view of the asymptotics \((4.3)\) and \((4.4)\), the characteristic functions \( \Delta(\lambda) \) and \( \Delta_{jk}(\lambda) \), \( j, k = 1, 2 \), have the countable sets of zeros \( \Lambda = \{\lambda_n\} \) and \( \Lambda_{jk} = \{\lambda_{n,jk}\} \), respectively, counted with their multiplicities and being the eigenvalues of the corresponding boundary value problems. By Hadamard’s factorization theorem, the characteristic functions can be represented in the form

\[
\Delta(\lambda) = c \prod_n \left( 1 - \frac{1}{\lambda_n} \right), \quad \Delta_{jk}(\lambda) = c_{jk} \prod_n \left( 1 - \frac{1}{\lambda_{n,jk}} \right), \quad j, k = 1, 2. \quad (4.6)
\]

Here, for simplicity, we assume that all the eigenvalues are non-zero. The case of zero eigenvalues requires minor changes. The constants \( c \) and \( c_{jk} \) in \((4.6)\) can be found by the following formulas, obtained by using Lemma \((4.1)\)

\[
c = \frac{-1}{2id_2} \lim_{|\rho| \to \infty} \rho^{-1} \exp(i\rho(d_1 + d_2)) \prod_n \left( 1 - \frac{\rho^2}{\lambda_n} \right)^{-1}, \quad (4.7)
\]

\[
c_{jk} = \frac{1}{4} \alpha_{jk} \lim_{|\rho| \to \infty} \exp(i\rho(d_1 + d_2)) \prod_n \left( 1 - \frac{\rho^2}{\lambda_{n,jk}} \right)^{-1}, \quad j, k = 1, 2. \quad (4.8)
\]

Thus, it is natural to consider the following five-spectra inverse problem.

**Inverse Problem 4.2.** Given the spectra \( \Lambda, \Lambda_{jk}, \ j, k = 1, 2 \), of the eigenvalue problems \( L, L_{jk}, \ j, k = 1, 2 \), respectively, find \( p \) and \( q \).

The parameter \( \alpha \in (-1, 1) \cup (\mathbb{C} \setminus \mathbb{R}) \) is supposed to be fixed and known a priori.

In the theorem below, we suppose that, if a symbol \( \gamma \) denotes an object related to equation \((1.2)\), then the symbol \( \tilde{\gamma} \) with tilde denotes the analogous object related to equation \((1.2)\) with \( p, q \) replaced by \( \tilde{p}, \tilde{q} \) of the same class.

**Theorem 4.3.** Suppose that \( \Lambda = \tilde{\Lambda}, \ \Lambda_{jk} = \tilde{\Lambda}_{jk}, \ j, k = 1, 2 \) (counting with multiplicities). Then \( p(x) = \tilde{p}(x) \) and \( q(x) = \tilde{q}(x) \) a.e. on \((-1, 1)\). Thus, the solution of Inverse Problem \((4.2)\) is unique.

**Proof.** According to the above discussion, the characteristic functions \( \Delta(\lambda), \ \Delta_{jk}(\lambda), \ j, k = 1, 2 \), can be uniquely constructed by the spectra \( \Lambda, \ \Lambda_{jk}, \ j, k = 1, 2 \), by formulas \((4.1), (4.3)\), where the constants \( c, c_{jk}, \ j, k = 1, 2 \), are determined by \((4.1)-(4.3)\). Hence, under the conditions of this theorem, \( \Delta(\lambda) \equiv \Delta(\tilde{\lambda}), \ \Delta_{jk}(\lambda) \equiv \Delta_{jk}(\tilde{\lambda}) \), \( j, k = 1, 2 \). Using \((4.1)\) and \((1.2)\), we get \( M(\lambda) \equiv \tilde{M}(\lambda) \). Therefore, Theorem \((3.4)\) implies \( Q(x) = \tilde{Q}(x) \) a.e. on \((0, 1)\). Taking the change of variables \((2.2)\) and \((3.7)\) into account, we arrive at the assertion of the theorem.
Remark 4.4. For clarity of exposition, we consider the simplest Dirichlet boundary conditions $u(-1) = u(1) = 0$. Analogously, our approach can be applied to other types of boundary conditions.

Remark 4.5. Note that the condition $\alpha \in (-1, 1) \cup (\mathbb{C} \setminus \mathbb{R})$ is equivalent to $\arg w_1 \neq \arg w_2$, $w_1 w_2 \neq 0$. This condition guarantees the existence of the four rays $\arg \rho = \theta_{jk}$, $s = 1, 4$, with the property (3.4), which is crucial for our proofs. In the case $\alpha \in (-\infty, -1] \cup [1, \infty)$, the development of other methods is necessary for investigation of inverse problems.

Remark 4.6. The functional-differential equation with involution

$$- u''(x) + p(x)u(x) + q(x)u(-x) = \lambda u(x), \quad x \in (0, 1),$$

(4.9)

considered, e.g., in [22], can be reduced to the matrix form (2.1) with $W$. The uniqueness of the reconstruction of the matrix Sturm-Liouville operator with $W = I$ and the general self-adjoint boundary conditions has been proved in [37]. Although in [37] only the Hermitian potentials $Q(x) = Q^\dagger(x)$ are considered, this restriction is not necessary for the uniqueness of recovering the potential $Q(x)$ from the Weyl matrix. The results of [37] imply that the functions $p(x)$ and $q(x)$ in equation (4.9) are uniquely specified by the five characteristic functions $\Delta(\lambda, j, k), j, k = 1, 2$, of the corresponding eigenvalue problems $\mathcal{L}, \mathcal{L}_{jk}, j, k = 1, 2$, for equation (4.9) instead of (1.2) with the same boundary conditions as defined above. However, the problems $\mathcal{L}_{12}$ and $\mathcal{L}_{21}$ are irregular in this case. In particular, $\Delta_{12}(\lambda) \equiv \Delta_{21}(\lambda) \equiv 0$ if $p(x) = q(x) = 0$ in $(-1, 1)$. Consequently, only $\Delta(\lambda), \Delta_{11}(\lambda)$, and $\Delta_{22}(\lambda)$ can be uniquely constructed by their zeros as infinite products. For $\Delta_{12}(\lambda)$ and $\Delta_{21}(\lambda)$, the constants $c_{12}$ and $c_{21}$ in (4.6) should be additionally given.

Remark 4.7. In this paper, we do not rigorously prove the minimality of the given spectral data. However, for the matrix Sturm-Liouville operators with $W = I$, the complete spectral data characterization is obtained in [33–35,38]. Those spectral data are equivalent to the Weyl matrix. The known results imply that, for the non-self-adjoint potential $Q(x) \neq Q^\dagger(x)$, a certain small perturbation of one element of the Weyl matrix leads to the correct Weyl matrix corresponding to another potential $\tilde{Q}(x)$. Thus, the Weyl matrix is the minimal data for the unique determination of the matrix Sturm-Liouville operator. The author guesses that, in the case of weight $W \neq I$, the situation is similar, so the described five spectra are the minimal spectral data for the recovery of $p(x)$ and $q(x)$ in (1.2).

Appendix

In Appendix, we transform the matrix Sturm-Liouville equation with a weight $W = \text{diag}\{w_j\}_{j=1}^m$, $w_j \neq 0$, $w_j \neq w_k$ for $j \neq k$, into the first-order system. This transform can be useful for investigation of various issues of the spectral theory of the matrix Sturm-Liouville operators and of PDO with involution. We start with an auxiliary lemma.

Lemma 5.1. There exists $\lambda_* \in \mathbb{C}$ such that equation (1.4) with $\lambda = \lambda_*$ has an $(m \times m)$ matrix solution $X(x)$ such that $\det X(x) \neq 0$ for all $x \in [0, 1]$.

Proof. Fix a sector $\Gamma = \Gamma_j$ and a ray $\{\rho: \arg \rho = \varphi\} \subset \Gamma$. Let us prove that there exists $\rho_* > 0$ such that $\det C(x, \rho^2) \neq 0$ for all $\rho$ satisfying $|\rho| \geq \rho_*$, $\arg \rho = \varphi$ and for all $x \in [0, 1]$. The asymptotics (2.5) and (2.7) imply

$$C(x, \rho^2) = \frac{1}{2} \text{det}[\exp(i\rho dx)[I] + \exp(-i\rho dx)I + O(\rho^{-1})], \quad \arg \rho = \varphi, \quad |\rho| \to \infty.$$
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Here and below in this proof, the convergence is uniform with respect to $x \in [0, 1]$. Let $a \in \mathbb{C}^m$ be an arbitrary unit vector: $\|a\| = \sqrt{\sum_{j=1}^{m} |a_j|^2} = 1$, and let

$$b(x, \rho) = \frac{1}{2} (\exp(i \rho D x) [I] + \exp(-i \rho D x)) a.$$

We aim to prove that $\|b\| \geq c_0 > 0$ for sufficiently large $|\rho|$, $\arg \rho = \varphi$, and $x \in [0, 1]$. Clearly, $b = [b_j(x, \rho)]_{j=1}^{m}$, where

$$b_j(x, \rho) = \cos(\rho d_{j} x) a_j + O(\rho^{-1} \exp(|\text{Im}(\rho d_{j} x)|)), \quad \arg \rho = \varphi, \quad j = 1, m. \quad (5.1)$$

Recall that

$$\text{Re}(i \rho d_{j}) = |\text{Im}(\rho d_{j})| > 0, \quad \rho \in \Gamma, \quad j = 1, m.$$

Therefore, the standard estimate yields

$$|\cos(\rho d_{j} x)| \geq c_1 \exp(|\text{Im}(\rho d_{j} x)|), \quad \arg \rho = \varphi, \quad j = 1, m, \quad (5.2)$$

where the constant $c_1$ does not depend on $|\rho|$ and $x$. Combining (5.1) and (5.2), we conclude that, for every $\varepsilon > 0$, there exists $\rho_\varepsilon > 0$ such that

$$\|b_j(x, \rho)\| \geq c_1 |a_j| - \varepsilon, \quad |\rho| \geq \rho_\varepsilon, \quad \arg \rho = \varphi.$$

Since $\|a\| = 1$, then $\|b\| \geq c_1 > 0$ for sufficiently large $|\rho|$. Consequently,

$$\|C(x, \rho^2) a\| \geq \|I\| (b + O(\rho^{-1})) \geq c_2 > 0, \quad |\rho| \geq \rho_\varepsilon, \quad \arg \rho = \varphi, \quad x \in [0, 1],$$

for some $\rho_\varepsilon > 0$. Hence, $\lambda_\varepsilon = (\rho_\varepsilon \exp(i \varphi))^2$, $X(x) = C(x, \lambda_\varepsilon)$ satisfy the assertion of the lemma. \hfill \Box

It will be convenient for us to consider the equation of form

$$- \hat{W} Y''(x) + \hat{Q}(x) Y(x) = \lambda Y(x), \quad x \in (0, 1), \quad (5.3)$$

where $\hat{W} = \text{diag}\{\hat{w}_k\}_{k=1}^{m}$. Clearly, equation (1.4) can be easily reduced to (5.3) by the transform $\hat{W} = W^{-1}$, $\hat{Q}(x) = W^{-1} Q(x)$.

Put $\hat{D} := \text{diag}\{\hat{d}_j\}_{j=1}^{m}$, $d_j := \sqrt{w_j}$, $\mu = \sqrt{\lambda - \lambda_\varepsilon}$ (the square root branch can be chosen arbitrarily), $U(x) := \hat{D} X'(x) X^{-1}(x)$, where $\lambda_\varepsilon$ and $X(x)$ satisfy the assertion of Lemma 5.1.

Since the entries of $Q(x)$ belong to $L_1(0, 1)$, then $X'(x)$ is absolutely continuous on $[0, 1]$, and so does $U(x)$. Denote

$$Y_1(x) = Y(x), \quad Y_2(x) = -\mu^{-1}(\hat{D} Y_1''(x) - U(x) Y_1(x)). \quad (5.4)$$

**Lemma 5.2.** For $\lambda \neq \lambda_\varepsilon$ ($\mu \neq 0$), equation (5.3) is equivalent to the system

$$-\hat{D} Y_1' + U Y_1 = \mu Y_2, \quad (5.5)$$

$$\hat{D} Y_2' + \hat{D} U \hat{D}^{-1} Y_2 = \mu Y_1. \quad (5.6)$$
Proof. Relation (5.3) holds due to (5.4). In order to prove the equivalence of (5.3) and (5.5)-(5.6), we substitute the definition (5.4) of $Y_2$ into the left-hand side of (5.6):

$$
\hat{D}Y_2' + \hat{D}U\hat{D}^{-1}Y_2 = \frac{1}{\mu} \hat{D}(-\hat{D}Y_1'' + U'Y_1 + U\hat{D}^{-1}UY_1).
$$

(5.7)

Calculations show that

$$
U' = \hat{D}X''X^{-1} - \hat{D}X'X^{-1}X'X^{-1} = \hat{D}^{-1}(\hat{Q} - \lambda_\ast I) - U\hat{D}^{-1}U.
$$

(5.8)

Substituting (5.8) into (5.7) and using (5.3), we arrive at (5.6):

$$
\hat{D}Y_2' + \hat{D}U\hat{D}^{-1}Y_2 = \frac{1}{\mu}(-\hat{W}Y_1'' + \hat{Q}Y_1 - \lambda_\ast Y_1) = \mu Y_1.
$$

(5.9)

The system (5.5)-(5.6) can be represented in the following block-matrix form:

$$
\begin{bmatrix}
0 & \hat{D} \\
-\hat{D} & 0
\end{bmatrix}
\begin{bmatrix}
Y_1' \\
Y_2'
\end{bmatrix}
+ \begin{bmatrix}
0 & \hat{D}U\hat{D}^{-1} \\
U & 0
\end{bmatrix}
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix} = \mu
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix}.
$$

Diagonalizing the matrix

$$
\begin{bmatrix}
0 & \hat{D} \\
-\hat{D} & 0
\end{bmatrix}
$$

by a suitable unitary transform

$$
\mathcal{U}^\dagger
\begin{bmatrix}
0 & \hat{D} \\
-\hat{D} & 0
\end{bmatrix}
\mathcal{U} = \begin{bmatrix}
\hat{D} & 0 \\
0 & -\hat{D}
\end{bmatrix} =: \mathcal{Q}_0, \quad \mathcal{U}^\dagger = \mathcal{U}^{-1} \in \mathbb{C}^{2m \times 2m},
$$

we reduce the system (5.5)-(5.6) to the form

$$
\mathcal{Q}_0 \mathcal{Y}'(x) + \mathcal{Q}(x)\mathcal{Y}(x) = \mu \mathcal{Y}(x),
$$

(5.9)

where

$$
\mathcal{Y}(x) := \mathcal{U}^\dagger \begin{bmatrix} Y_1(x) \\ Y_2(x) \end{bmatrix}, \quad \mathcal{Q}(x) := \mathcal{U}^\dagger \begin{bmatrix}
0 & \hat{D}U(x)\hat{D}^{-1} \\
U(x) & 0
\end{bmatrix} \mathcal{U}.
$$

Note that the described reduction of the matrix Sturm-Liouville equation (1.4) to form (5.9) is non-unique, since the choice of the solution $X(x)$ satisfying Lemma 5.1 is non-unique. Hence, the potential $\mathcal{Q}(x)$ of the system (5.9) can not be uniquely determined by any spectral data corresponding to (1.4). Therefore, it is inconvenient to use the reduction to the first-order system to deal with inverse spectral problems for FDO with involution. Anyway, this reduction may be useful for studying direct spectral problems.

It is also worth mentioning that the inverse problem statement for the first-order system (5.9) from [41, 42] has the principal difference comparing with the inverse problems studied in this paper. In [41, 42], the linear forms $U_\xi(Y) = h_\xi Y(0)$ and $V_\eta(Y) = H_\xi Y(1)$ are introduced for $\xi = 1, 2m$, where $h_\xi$ and $H_\xi$ are row vectors of length $2m$, and the Weyl solutions $\Phi_k(x, \mu)$, $k = 1, 2m$, of (5.9) are defined by the boundary conditions

$$
U_\xi(\Phi_k) = 0, \quad \xi = 1, 2m - k, \quad U_k(\Phi_k) = 1, \quad V_\eta(\Phi_k) = 0, \quad \eta = 1, 2m - k.
$$

This special structure of the boundary conditions allows the author of [41, 42] to achieve the triangular structure of the Weyl matrix. However, studying FDO with involution-reflection, we have the fixed boundary conditions induced by the continuity of $u(x)$ and its derivatives at
$x = 0$, and these conditions cannot be changed. Therefore, Yurko’s problem statement with the triangular structure appears to be unnatural for investigation of FDO with involution. The main technical feature of our problem is that suitable asymptotics are only valid on certain rays $\arg \rho = \theta_j$, $s = 1, 4$. This feature implies qualitative differences of our problem from the ones for the higher-order differential operators [30] and for the first-order systems [11][42].
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