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ABSTRACT

We propose a Distributional Approach for addressing Controlled Text Generation from pre-trained Language Models (LMs). This approach permits to specify, in a single formal framework, both “pointwise” and “distributional” constraints over the target LM — to our knowledge, the first model with such generality — while minimizing KL divergence from the initial LM distribution. The optimal target distribution is then uniquely determined as an explicit EBM (Energy-Based Model) representation. From that optimal representation we then train a target controlled Autoregressive LM through an adaptive distributional variant of Policy Gradient. We conduct a first set of experiments over pointwise constraints showing the advantages of our approach over a set of baselines, in terms of obtaining a controlled LM balancing constraint satisfaction with divergence from the initial LM. We then perform experiments over distributional constraints, a unique feature of our approach, demonstrating its potential as a remedy to the problem of Bias in Language Models. Through an ablation study, we show the effectiveness of our adaptive technique for obtaining faster convergence†.

1 INTRODUCTION

Neural language models, such as GPT-2/3 (Radford et al., 2019; Brown et al., 2020a), pretrained on huge amounts of text, have become pre-eminent in NLP, producing texts of unprecedented quality. In this paper, we are concerned with the problem of controlling a generic pretrained LM in order to satisfy certain desiderata. For instance, we may want to avoid toxic content; prevent certain demographic biases; or steer generations towards a certain topic or style. Prior work, taking inspiration from Reinforcement Learning (RL), has aimed at inducing autoregressive models to optimize global objectives using task specific rewards such as BLEU and ROUGE for Machine Translation and Summarization (Ranzato et al., 2016; Bahdanau et al., 2017), or hand crafted rewards (Li et al., 2016b; Tambwekar et al., 2019) to improve certain a priori desirable features. However, such an optimization process is not infallible; Liu et al. (2016a) noted that it often leads to “degeneration”, producing poor examples that improve the average reward but forgo coherence and fluency. This degeneration is often diagnosed as an effect of deviating too much from the original pretrained LM during optimization. Consequently, prior work has regarded proximity to the pretrained model as a prescription for sample quality. This view is most prominent in open-domain generation where no gold references are available for fine-tuning, making the pretrained LM itself the yardstick for fluency. Jaques et al. (2017); Ziegler et al. (2019) propose a conservative fine-tuning approach moderated by a KL penalty between the trained policy and the original LM, discouraging large deviations. A KL penalty was also used by Dathathri et al. (2020), this time in a plug-and-play rather than a fine-tuning context. However, the authors show that balancing policy deviations from the original LM while also satisfying the control conditions is delicate. To combat degeneration they had to combine the KL penalty with post-norm fusion, reranking, and early-stopping procedures.

∗ Equal Contributions.
† Work done during an internship at NAVER Labs Europe.
‡ Code available at https://github.com/naver/gdc
Most of the existing work on Controlled Generation has taken what we refer to as a “pointwise” view, namely focusing on the quality of each individual output, a view that is encouraged by the standard RL goal of maximizing rewards computed at the individual level. Such techniques are incapable of enforcing “distributional” conditions, where some collective statistical properties are desired over the set of all generations.

Distributional control is key to solving the problem of social biases in LMs trained on large, uncategorized Web corpora. Those LMs - dubbed “Stochastic Parrots” in [Bender et al., 2021] - tend to encode hegemonic biases that are harmful to marginalized populations. There has been a large body of work analysing these distributional biases (Blodgett et al., 2020; Stanovsky et al., 2019; Prates et al., 2020; Sheng et al., 2019a; Brown et al., 2020b). However, applying distributional control on pretrained models is still an understudied problem. Sheng et al. (2020) introduce a method relying on adversarial triggers (Wallace et al., 2019); this method does not de-bias the whole distribution but only obtains non-biased continuations of given prompts. Bordia & Bowman (2019) introduce a regularization term for reducing gender bias when training a language model from scratch (as opposed to de-biasing a pretrained model).

In this work, we present our Generation with Distributional Control (GDC) approach, in which we formalize the problem of controlled text generation as a constraint satisfaction problem over the probability distribution $p$ representing the desired target LM. Namely, we require the expectations (“moments”) relative to $p$ of certain output features to have specific values; this permits for instance to condition all outputs to speak about sports (a pointwise constraint), and 50% of them to mention female characters (a distributional constraint). Additionally, we require $p$ to have a minimal KL divergence $D_{KL}(p, a)$ from the original pretrained LM $a$. This has the effect that $p$ now inherits favorable linguistic qualities from $a$. As we will explain, this formulation is a generalization of the Maximum Entropy Principle and leads to a unique solution $P(x)$. $P(x)$ is an unnormalized distribution, aka an Energy-Based Model (EBM) (Hinton, 2002; LeCun et al., 2006; Bakhtin et al., 2020), of which $p(x) = 1/Z P(x)$ is the normalized version, where $Z = \sum_x P(x)$ is the partition function of $P$.

Computing the EBM representation $P$ is a crucial step, as it fully determines the optimal distribution $p$ we are looking for. However, it is not the end of the story, because the representation thus obtained does not enable us to directly sample from $p$, an essential property of any LM. To this end, we introduce KL-Adaptive DPG (Distributional Policy Gradient), a variant of an algorithm recently proposed in (Parshakova et al., 2019b). We train the policy $\pi_\theta$ to approximate $p$ in an adaptive way, by speeding up the next round of approximations based on approximations previously obtained. At the end of this process, we obtain a final $\pi_\theta$, our target LM, on which we can estimate diverse metrics, including $D_{KL}(p, \pi_\theta)$, measuring the approximation quality of $\pi_\theta$ relative to the optimal $p$, and $D_{KL}(\pi_\theta, a)$, measuring the divergence of $\pi_\theta$ relative to the original LM $a$.

This two-step approach differs from much research in NLP-oriented work with EBMs, which tends to use EBM representations inside the training loops of neural networks, blurring different dimensions of the problem. By contrast — similarly to Parshakova et al. (2019a,b) in a different context — we clearly decouple the relatively simple problem of determining a “pivot” optimal EBM from the more difficult problem of exploiting this EBM at inference time. Such decoupling is valuable, because it permits to better diagnose the important challenges to focus on.

Overall, our contributions can be summarized as follows:

1. We introduce a Distributional View for controlled text generation formalized as a constraint satisfaction problem combined with a divergence minimization objective, providing a single framework both for “distributional” constraints (collective statistical requirements) and for “pointwise” constraints (hard requirements on each individual) (§2.1). To our knowledge, this is the first framework with such generality for controlled text generation.

2. We show how these constraints lead to an optimal EBM for the target model (§2.2), propose the KL-Adaptive DPG algorithm for approximating the optimal EBM distribution by...
We follow Csiszár & Shields (2004) on this question, a problem that is at the core of the field of Information Geometry (Nielsen, 2018; Amari & Nagaoka, 2000). Under the assumption that \( C \neq \emptyset \), they prove the following result (also see §A.1):

\[
D_{KL}(p||\alpha) = \min_{c\in C} D_{KL}(c||p) + D_{KL}(p||\alpha)
\]

(1)

Equation (1) is a generalization of the Maximum Entropy Principle of Jaynes (1957), which corresponds to the limit case where \( \alpha \) is the uniform \( \alpha \) distribution over \( X \), noting that minimizing \( D_{KL}(c, \alpha) \) is equivalent to maximizing the entropy of \( c \) under the constraints — in other words, trying to find the least “specific” distribution satisfying the constraints.

2 Formalization

We denote by \( X \) the set of all sequences \( x \) of bounded length \( L_{\text{max}} \), by \( a \) the initial pretrained model and by \( p \) the desired target model. The probabilities of \( x \) according to each model are \( a(x) \) and \( p(x) \). Our approach consists in expressing our desiderata through constraints on the desired values \( \mu_i \) of the expectations (aka moments) \( \mu_i = E_{x \sim p} \phi_i(x) \) of certain predefined real-valued feature functions \( \phi_i(x) \), for \( i \in \{1, \ldots, k\} \).

To illustrate, the previous example can be expressed by using two binary features, \( \phi_1(x) = 1 \) iff \( x \) is classified as speaking about sports, \( \phi_2(x) = 1 \) iff \( x \) mentions a female character. Then our “moment constraints” take the following form: \( \mu_1 = E_{x \sim p} \phi_1(x) = 1.0 \), \( \mu_2 = E_{x \sim p} \phi_2(x) = 0.5 \).

The first (pointwise) constraint implies that each individual \( x \) has to speak about sports (otherwise \( \mu_1 \) could not reach its maximum value 1.0), the second (distributional) constraint that 50% of the \( x \)’s have to mention a female character.

Let \( C \) be the set of all distributions \( c \) over \( X \) that satisfy the moment constraints. We then propose to specify \( p \) as a distribution respecting the constraints, but also minimizing KL divergence from \( a \):

\[
p = \arg \min_{c \in C} D_{KL}(c, a),
\]

(1)

2.1 Constraints, Information Geometry, Exponential Families

To recap our formal approach, we have a finite set \( X \), a distribution \( \alpha \) over \( X \) s.t. \( a(x) > 0, \forall x \in X \), and real functions \( \phi_1, \ldots, \phi_k \) over \( X \). We specify moment constraints \( \mu_i = \bar{\mu}_i \) on distributions \( c \) over \( X \), where \( \mu_i = E_{x \sim c} \phi_i(x) \) and the \( \bar{\mu}_i \)’s are given targets; the set of distributions satisfying these constraints is denoted by \( C \). Our Problem is to find a \( p \) such that \( p = \arg \min_{c \in C} D_{KL}(c, a) \).

We follow Csiszár & Shields (2004) on this question, a problem that is at the core of the field of Information Geometry (Nielsen, 2018; Amari & Nagaoka, 2000). Under the assumption that \( C \neq \emptyset \), they prove the following result (also see §A.1):

This example uses only binary features, but real-valued features can also be used, for instance scores returned by a soft classifier.
**Theorem 1** (A) There exists a unique solution \( p \) to the problem above, obtained as \( p(x) \propto P(x) \) where \( P \) is in exponential family form:

\[
P(x) = a(x) \, 1_{x \in X_C} \, e^{\sum_i \lambda_i \phi_i(x)},
\]

(2)

In other words \( p(x) = 1/Z \, P(x) \), with \( Z = \sum_{x \in X} P(x) \); \( P \) is an unnormalized distribution, i.e. an EBM. Here \( X_C = \{ x \in X \mid \exists c \in C \; s.t. \; c(x) > 0 \} \) is the “support set” associated with \( C \). The \( \lambda_i \)'s are real numbers called the natural parameters associated with the moments \( \mu_i \).

(B) \( p \) can be approximated to arbitrary precision by distributions \( p_e \) of the form:

\[
p_e(x) \propto a(x) \, e^{\sum_i \lambda_i \phi_i(x)}
\]

(3)

for appropriate real values of the \( \lambda_{e,i} \).

(C) \( p \) satisfies the Pythagorean Identity: \( D_{K_L}(c,a) = D_{K_L}(c,p) + D_{K_L}(p,a), \forall c \in C \) (see Fig [1]).

The advantage of this version of the connection between Generalized Maximum Entropy and Exponential Families is its generality, which distinguishes it from other presentations, and which makes it ideal for unified application to pointwise, distributional or hybrid constraints.

In the special case of only pointwise constraints, of the form \( E_{x \sim b} \phi_i(x) = 0.0, \, i \in [1,k] \), with \( \phi_i(x) \in \{0,1\} \), let’s define the predicate \( b(x) \) to be 1 iff \( x \) satisfies all the constraints. Then, using the (A) form of the result, it is an easy exercise (see [A.2]) to prove that \( X_C = \{ x \in X \mid b(x) = 1 \} \) and that one has \( p(x) \propto a(x) b(x) \). In this case \( P(x) = a(x) b(x) \) is a very simple EBM that does not involve an exponential part; this is the EBM form that we use for experiments involving only pointwise constraints.

In the general case where some constraints are distributional, the determination of \( X_C \) is not as direct, and we prefer to use the approximation provided by (B), which permits a generic implementation. With only distributional constraints, an exact solution is typically obtained with finite \( \lambda \)'s. With hybrid constraints, some of the \( \lambda \)'s may tend to infinite (positive or negative) values but thresholding them suffices to get a good approximation.

### 2.2 From Moment Constraints to EBM

Let’s now consider a set of desired moment constraints \( \hat{\mu} \). In the general case (i.e., when some constraints are distributional), we use Theorem 1.(B), which says that the desired energy-based model \( P \) can be approximated arbitrarily closely in the following form:

\[
P(x) = a(x) e^{\lambda \phi(x)}.
\]

(4)

This EBM defines the desired normalized distribution \( p(x) \propto P(x)/Z \), where \( Z = \sum_x P(x) \). What is left is to learn appropriate values for the parameter vector \( \lambda \) s.t.:

\[
E_{x \sim p} \phi(x) \approx \hat{\mu}.
\]

(5)

We address this problem through Algorithm 1. First, we sample a large number \( N \) of sequences \( x_1, x_2, \ldots, x_N \) from \( a \). On line 2, we define “importance weights” \( w_j(\lambda) = \frac{P(x_j)}{a(x_j)} = \exp(\lambda \cdot \phi(x_j)) \). On line 3, we then use SNIS (Self Normalized Importance Sampling) (Kim & Bengio 2016; Parshakova et al. 2019) to estimate \( \mu(\lambda) = E_{x \sim p} \phi(x) \). SNIS consists in computing:

\[
\hat{\mu}(\lambda) = \frac{\sum_{j=1}^N w_j(\lambda) \, \phi(x_j)}{\sum_{j=1}^N w_j(\lambda)}.
\]

(6)


---

**Algorithm 1** Computing \( \lambda 

**Input:** \( a \), features \( \phi \), imposed moments \( \hat{\mu} 

1: sample a batch \( x_1, \ldots, x_N \) from \( a \)

2: for each \( j \in [1,N] \): \( w_j(\lambda) \leftarrow e^{\lambda \cdot \phi(x_j)} \)

3: \( \hat{\mu}(\lambda) \leftarrow \frac{\sum_{j=1}^N w_j(\lambda) \, \phi(x_j)}{\sum_{j=1}^N w_j(\lambda)} \)

4: solve by SGD: \( \arg \min_\lambda ||\hat{\mu} - \mu(\lambda)||^2 \)

**Output:** parameter vector \( \lambda \)

---

\(^{3}\)Boldface \( \phi \) and \( \mu \) represents vectors of real values (features and moments).
and it can be shown that $\hat{\mu}(\lambda) \simeq \mu(\lambda)$, with convergence in the limit (Owen 2013).

Note that the estimate $\hat{\mu}(\lambda)$ is obtained not as a single number, but as a parametric function of the variable $\lambda$. We want to find $\lambda$ such that $\hat{\mu}(\lambda) = \mu$, a question that we handle on line 4 by performing an SGD optimization over the objective $\min \| \hat{\mu} - \mu(\lambda) \|^2$.

At the end of this process, we obtain an estimated value for the parameter vector $\lambda$, and a representation $P(x) = a(x) \exp(\lambda, \phi(x))$. While $a(x)$ is a normalized distribution by construction, the introduction of the second factor loses this normalization property, making $P(x)$ an EBM.

### 2.3 From EBM to Autoregressive Policy

The EBM representation just obtained for $P$ defines the optimal $p = Z^{-1}P$ unambiguously, a crucial intermediate step in the solution of our problem. From it we can immediately compute ratios of the form $p(x)/p(x')$ for two sequences $x, x'$, but without knowing $Z$, we cannot compute $p(x)$ and, even with such a knowledge, we cannot produce samples from $p$.

This problem is typical of EBMs at large: they provide a rich and flexible mechanism for specifying models, but they leave a gap between representation and exploitation. A range of techniques, from sophisticated MCMC approaches (especially for continuous models in vision) to contrastive learning techniques, have been developed for bridging this gap.

One technique that is suitable for our objective here, namely sampling from a sequential EBM that includes an autoregressive component $a(x)$, is the DPG (“Distributional Policy Gradient”) algorithm (Parshakova et al. 2019b).

The objective of DPG is to obtain an autoregressive policy $\pi_\theta$ that approximates $p$, where approximation is formalized in terms of making the cross-entropy $CE(p, \pi_\theta) = -\sum_x p(x) \log \pi_\theta(x)$ as small as possible. DPG exploits the fact that, for any “proposition” distribution $q$ whose support contains the support of $p$, we have

$$\nabla_\theta CE(p, \pi_\theta) = -\nabla_\theta \mathbb{E}_{x \sim p} \log \pi_\theta(x) = -\mathbb{E}_{x \sim p} \nabla_\theta \log \pi_\theta(x) = -\mathbb{E}_{x \sim q} \frac{p(x)}{q(x)} \nabla_\theta \log \pi_\theta(x)$$

where the last equality is an instance of importance sampling.

Our “KL-adaptive” version of DPG is shown in (Algorithm 2). We start from an input EBM $P$, along with an initial policy $q$ which is a proxy to $p$; in our case we take $q = a$. During an iteration (think minibatch or set of minibatches), we sample a number of sequences from $q$, do an SGD update of $\theta$ (line 5), where $P$ is used instead of $p$ (noting that they only differ by a multiplicative constant), and where $\alpha^{(\theta)}$ is a learning rate. The efficiency of the algorithm is related to how close the proposal $q$ is to the target $p^{10}$. The algorithm is adaptive in the sense that it modifies $q$ periodically to take advantage of the evolving approximations $\pi_\theta$. On line 6, we test whether the current $\pi_\theta$ is closer

---

1. $\mu(\lambda)$ can approximate $\mu$ arbitrarily closely, and we know from SNIS theory that with increasing $N$, $\hat{\mu}(\lambda)$ will become arbitrarily close to $\mu(\lambda)$. In our experiments we stop the SGD optimization when $\| \hat{\mu} - \mu(\lambda) \|^2$ becomes smaller than 0.01.

2. The class of Energy-Based Models (EBMs) (LeCun et al. 2006) is much larger than the exponential family models we are considering in this paper. An EBM $P(x)$ is just any unnormalized distribution over an input space $X$, in other words a mapping $P$ from $X$ to the non-negative reals. The terminology comes from physics, and corresponds to writing $P(x)$ in the form $P(x) = e^{-\mathcal{E}(x)}$, $\mathcal{E}$ being called the “energy” associated with $x$.

3. A question was raised by an anonymous reviewer about the viability of adding new constraints incrementally. The answer is yes, more details provided in the Appendix, §A.3.

4. This is equivalent to minimizing $D_{KL}(p, \pi_\theta) = CE(p, \pi_\theta) - H(p)$.

5. In the limit where $q$ were equal to $p$, the algorithm would be identical to standard supervised training, except that samples would be obtained directly from the underlying process $p$ rather than a training set of samples.
than \( q \) to \( p \) in terms of KL-divergence, and if so we update \( q \) to \( \pi_0 \) on line 7\(^{11}\) §B.2 provides an ablation study showing the effectiveness of this adaptive step for obtaining faster convergence.

3 EXPERIMENTS, RESULTS, AND EVALUATION

In this section we describe our evaluation methodology and perform experiments on pointwise constraints (§3.2) and on distributional and hybrid constraints (§3.3). The Appendix contains a detailed view of evaluation (§F), comparison with extra baselines (§D.2), and an ablation study (§B.2).

3.1 Evaluation Metrics

The main metrics we report are: (1) \( \mathbb{E}_{x \sim \pi_0} \phi_i(x) \), assessing the ability of \( \pi_0 \) to reach the expectation goal on the \( i \)-th constraint, (2) \( D_{KL}(p||\pi_\theta) \), the forward KL divergence from the optimal distribution (which should be as close to 0 as possible), (3) \( D_{KL}(\pi_\theta||a) \), the reverse KL divergence from the original GPT-2; for details on the estimation of these metrics see §B.1.

Previous work has mostly focused on the diversity of each individual output using Dist-1,2,3 scores \([\text{Li et al., 2016a}]\) to measure repetitions within a single generated sequence. However, the shortcomings in terms of sample diversity, of optimization techniques when training generative models for text, has recently been documented in \([\text{Caccia et al., 2020}]\). So additionally, we report Self-BLEU-3,4,5 \([\text{Zhu et al., 2018}]\) to measure repetitions at a distributional level across the whole set of generated samples, and also provide a token/type frequency analysis (see Fig. 4 and §B.4).

Note that KL divergence from the original GPT-2 also implicitly captures sample diversity: a distribution that focuses all its probability mass on a few sequences typically displays high divergence from GPT-2. Implementation details and hyper-parameters are available in the Appendix (§F).

3.2 Pointwise Constraints Experiments

Pointwise constraints are of the form \( \mathbb{E}_p \phi_i(x) = 1 \), with \( \phi_i \) a binary feature. Contrarily to distributional constraints, they can be directly associated with a “reward”, namely \( \phi_i \) itself. RL-inspired baselines can then be introduced naturally, and this is what we do here.

Single-Word Constraints: Here we constrain the presence of a specific word \( w \) in the generated text i.e. \( \phi(x) = 1 \) iff \( w \) appears in the sequence \( x \). We use 9 single-word constraints of different rarity levels: “US” (original frequency: \( 7 \times 10^{-3} \)), “China” \( (4 \times 10^{-3}) \), “Canada” \( (2 \times 10^{-5}) \), “amazing” \( (1 \times 10^{-3}) \), “Paris” \( (5 \times 10^{-4}) \), “restaurant” \( (6 \times 10^{-4}) \), “amusing” \( (6 \times 10^{-5}) \), “Vampire” \( (9 \times 10^{-5}) \), “Wiki-leaks” \( (8 \times 10^{-5}) \).

Word-list Constraints: We use 4 different word lists among those proposed in \([\text{Dathathri et al., 2020}]\), covering the following topics: “kitchen”, “fantasy”, “politics”, and “computers”. We set \( \phi_i(x) = 1 \) if \( x \) contains at least one one word from the word list \( l \).

Classifier-based Constraints: We use pre-trained classifiers from \([\text{Dathathri et al., 2020}]\), which consist of a linear head on top of GPT-2. We select 4 classes and define corresponding pointwise constraints: “very positive”, “positive”, “very negative” and “Clickbait”. See §F for details on constraint computations.

Baselines: We compare our method GDC to three baselines: (1) REINFORCE \([\text{Williams, 1992}]\), using the reward \( \phi(x) \), i.e. trying to maximize \( \mathbb{E}_{\pi_\theta} \phi(x) \); (2) REINFORCE\(_{\pi_\theta} \) : REINFORCE again, but now using the reward \( P(x) \) based on our energy model \( P \), i.e. maximizing \( \mathbb{E}_{\pi_\theta} P(x) \); this baseline starts from the same optimal EBM \( P \) representation as GDC but with a standard optimization objective rather than a distributional one; in other words, while GDC tries to get a similar sampling distribution to \( p \), this baseline tries to get sequences of maximal probability \( p(x) \). (3) ZIEGLER \([\text{Ziegler et al., 2019}]\), an approach relying on the RL Proximal Optimization (PPO) algorithm \([\text{Schulman et al., 2017}]\) and which tries to maximize the objective \( \mathbb{E}_{\pi_\theta} \phi(x) - \beta D_{KL}(\pi_\theta||a) \), which interpolates the reward \( \phi(x) \) with a KL-divergence penalty from the pretrained model, but where the goal is not explicitly to satisfy a constraint; for a geometric illustration of the differences with

\(^{11}\)In the original DPC, the superiority test is done on the basis of the log-likelihood on a validation set. Here we are in the more demanding situation where no validation set is available. To directly estimate the KL divergence from \( p \) (line 6), we exploit the identity \( D_{KL}(p||\pi) = -\log Z + 1/Z \mathbb{E}_{x \sim q(x)} P(x) / q(x) \log P(x). \) See §B.1 for derivations and a comparison with using Total Variation Distance (TVD) for assessing divergence.
In summary, in these experiments, we see that with GDC the constraint expectation generation model may have, a problem identified in several previous works (Sheng et al., 2019b). As formalized in §2, GDC permits to define pointwise and distributional constraints as well as any mix between them. This unique feature makes it very suitable to remedy biases that the text generation model may have, a problem identified in several previous works (Sheng et al., 2019b).

Results: Figure 2 shows the evolution of the metrics over training steps, aggregated across the 17 point-wise experiments (single words, wordlists, discriminators), performed at each 10 gradient updates, for policies obtained from GDC against three training baselines REINFORCE, REINFORCE_{\pi(x)} and ZIEGLER. See Appendix H for a detailed view for each experiment and more evaluation metrics.

GDC see §D.1 §D.2 provides a comparison of GDC with two additional baselines.

In the case of ZIEGLER we can see a positive effect of the interpolation factor $\beta$ between the reward and the KL penalty in the objective function. In the aggregated experiments reported here, the reward is slightly better than with GDC, but with inferior diversity scores (see also Fig. 4 showing that GDC produces richer vocabulary), and the stability is much worse (a detailed view of each experiment is provided in §4 showing more clearly the instability of this baseline). A complementary evaluation is provided by Figure 3 focusing on the ability of $\pi_\theta$ to converge to the optimal distribution $p$. We see that GDC is superior to all baselines in terms of $D_{K L}(p||\pi_\theta)$ and also much more stable.

In summary, in these experiments, we see that with GDC the constraint expectation $E_{\pi_\theta}\phi(x)$ smoothly increases while $\pi_\theta$ maintains the lowest divergence from GPT-2, becomes closest to the optimal $p$, and has the best diversity scores overall. On the other hand, we also note that at the point where we stop training (30K steps), the average over experiments of $E_{\pi_\theta}\phi(x)$, while still increasing, does not reach 100%, an issue that we discuss at the end of the paper (§4).

3.3 Distributional and Hybrid Constraints Experiments

As formalized in §2, GDC permits to define pointwise and distributional constraints as well as any mix between them. This unique feature makes it very suitable to remedy biases that the text generation model may have, a problem identified in several previous works (Sheng et al., 2019b).
Figure 4: “Zipf-like” token frequency analysis on sets of 68000 generated samples from each method (only samples strictly satisfying the constraints are kept, for fair comparison). Longer tails mean a lower concentration of mass on the high frequency tokens, and therefore indicate more vocabulary richness. See Appendix H.4 for details.

We employ GDC to balance gender and profession distributions across biographies generated by a GPT-2 model fine-tuned on Wikipedia Biographies (Lebret et al. 2016 (henceforth GPT-2bio)) (§G gives additional details). The bias in GPT-2bio is significant: we calculated that this model generates only around 7% female biographies. It also displays a large imbalance between professions related to “Science” (1.5%), “Art” (10.0%), “Business” (10.9%) and “Sports” (19.5%).

Experiment 1: Single Distributional Constraint We use the distributional constraint \( \mathbb{E}_{x \sim p} \phi_{female}(x) = 0.5 \); GDC is able to reduce the bias of GPT-2bio to obtain 35.6% female biographies rather than only 7.4% (see Fig. 2 for this experiment and the next ones).

Experiment 2: Multiple Distributional Constraints We then test our framework with several distributional constraints of different values and control directions. We specify four distributional constraints all at once with the goal of increasing the expectations of “science” and “art” to 40% and decreasing those of “sports” and “business” to 10%. GDC is able to increase the expectations of the first two professions respectively from 1.5% to 20.3% and from 10 to 31.6% and to decrease those of “business” and “sports” respectively from 10.9% to 10.2% and from 19.5% to 11.9%, reaching expectations close to the desired ones for all features using a single training method.

Experiments 3,4,5,6: Hybrid Constraints Here we want to de-bias the model as in the previous case but we single out biographies of scientists, artists, etc. Formally, our requirements become \( \mathbb{E}_{x \sim p} \phi_{profession}(x) = 1.0 \), a pointwise constraint, and \( \mathbb{E}_{x \sim p} \phi_{female}(x) = 0.5 \), a distributional constraint. In those 4 hybrid experiments we can clearly see that GDC can address both pointwise and distributional constraints increasing each simultaneously with just the right amount to reach the desired expectations. Appendix §G further elaborates Fig. 2 (convergence curves).

4 DISCUSSION

Our approach to controlled text generation is distinguished by its breadth — the first one to handle distributional along with pointwise constraints, with applications to the important problem of Bias in pretrained LMs — and by the transparency of the supporting formalism. It decouples the training objective along two different dimensions. The first consists in solving the initial constraints specification, and leads through a direct algorithm to an optimal solution in EBM format. The second, where the real computational difficulty lies, consists in approximating this EBM with an autoregressive policy for use at inference time.

Sampling from an EBM is an important, hard, and well-identified challenge in the literature. Our approach there consists in proposing a KL-adaptive version of the DPG algorithm, which exploits ascertained improvements of the trained policy to speed up convergence.

This is an effective method for rare events, as we show in an ablation study (§5.2). In the case of pointwise constraints, where comparisons with baselines can be done, our experiments show the
## Table 2: Distributional and hybrid constraints experiments demonstrating the generality of GDC in dealing with this mixed type of constraints. ↑/↓ indicates which direction (increasing/decreasing) improves the target expectation. See Appendix §G for convergence curves.

| Aspect | Desired | Before | After |
|--------|---------|--------|-------|
| **Single Distributional constraint** | | | |
| 1 Female | 50% | 07.4% | 36.7% |
| **Multiple distributional constraints** | | | |
| 2 Art | 40% ↑ | 10.9% | ↑ 31.6% |
| Science | 40% ↑ | 01.5% | ↑ 20.1% |
| Business | 10% ↓ | 10.9% | ↓ 10.2% |
| Sports | 10% ↓ | 19.5% | ↓ 11.9% |
| **Hybrid constraints** | | | |
| 3 Female | 50% | 07.4% | 31.9% |
| Sports | 100% | 17.5% | 92.9% |
| 4 Female | 50% | 07.4% | 36.6% |
| Art | 100% | 11.4% | 88.6% |
| 5 Female | 50% | 07.4% | 37.7% |
| Business | 100% | 10.1% | 82.4% |
| 6 Female | 50% | 07.4% | 28.8% |
| Science | 100% | 01.2% | 74.7% |

method’s superiority in satisfying the constraints while avoiding degeneration. Reaching close to 100% samples meeting the constraints, can sometimes be obtained in these baselines, but only at a severe cost in terms of quality and sample diversity. Of course, if we do not care about such aspects, obtaining 100% constraint satisfaction is trivial: just generate one sentence satisfying the pointwise constraint!

Our method does not suffer from degeneration, but our end policies still generate a number of samples not satisfying the constraints. A possibility, left for future work, might consist in filling the moderate residual gap with MCMC techniques, which would be guaranteed to reach our optimal $p$ in the limit. We do not go this route here, but conduct an experiment (see §C to better understand the nature of the problem. In the simple case of a single-word constraint ($x$ includes “amazing”), we sample directly 1M samples from GPT-2 and keep the roughly 5K samples containing amazing (a variant of rejection sampling, taking two processing days). We then do a standard supervised fine-tuning of GPT-2 with these samples, stopping training when the CE validation loss starts to increase, and observe that this model exhibits a worse constraint satisfaction rate than ours. This experiment does not mean that a much larger fine-tuning dataset, obtained in this slow, non-adaptive way, would not reach better statistics, but it raises doubts about the ability of the GPT-2 architecture to fine-tune over such a non-standard constraint as containing a given word somewhere in its output.

Overall, we believe that the proposed decomposition into two sub-problems is a methodological advantage compared to most other works, which directly aim at training a policy with the goal of improving certain evaluation metrics, but without clearly defining what qualifies as an optimal solution. The computational challenge of fully bridging the gap between the optimal EBM and an efficient sampling engine remains, and we hope that the formalism we propose, along with initial applications and experimental validations, will motivate further research along these lines.
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Appendix

A DETAILS ON FORMALIZATION (§2)

A.1 COMMENTS ON THEOREM 1

Our statement of Theorem 1 is actually a reformulation of two results in section 3 of Csiszár & Shields (2004). Our property (A) is a simple notational transposition of their Remark 3.1 (p. 444). Property (C) is the Pythagorean Identity in their Theorem 3.2 (p. 442). Property (B) reformulates the last part of the same Theorem “... and in general \( \mathcal{L} \cap \text{cl}(\mathcal{E}_Q) = \{ P^* \} \)” in terms of a limit of a sequence of distributions.

Note: Csiszár & Shields (2004) assume a finite \( X \) here, but generalizations to infinite (countable and/or continuous) \( X \) spaces are possible, see (Csiszar, 1975).

A.2 THE CASE OF POINTWISE CONSTRAINTS IN §2.2

In the case of purely pointwise constraints, if \( b(x) = 1 \), then the distribution \( c = \delta_x \) is in \( \mathcal{C} \), hence \( x \in X_C \). Conversely, if \( x \in X_C \) then there is some \( c \in \mathcal{C} \) such that \( c(x) > 0 \), implying that \( b(x) = 1 \). Hence \( X_C = \{ x \in X | b(x) = 1 \} \). Thus, in equation (2), \( P(x) = a(x)b(x)\exp\sum \lambda_i \phi_i(x) \); but for \( b(x) \neq 0, \phi_i(x) = 1 \), so the exponential factor is a constant, which proves that \( P'(x) = a(x)b(x) \) is proportional to \( P(x) \), and therefore \( p(x) \propto P'(x) \).

A.3 INCREMENTALLY ADDING NEW CONSTRAINTS

An interesting question\(^{13}\) is whether the process explained in §2 can be made incremental: if one has already computed a \( p \) and a \( \pi_\theta \) relative to a certain number of constraints, can one add a new constraint without restarting the whole process from scratch? The answer is yes, and here we provide some formal elements to understand why.

A.3.1 TRANSITIVITY PROPERTY OF GENERALIZED MAXENT

According to (Csiszár, 1996), the Generalized MaxEnt of sections §2.1 and §2.2 has the “Transitivity property”. In our notation, this says that if we have \( k' > k \) constraints, with \( \mathcal{C} \) the manifold of distributions respecting only the first \( k \) constraints, \( \mathcal{C}' \) the manifold respecting all \( k' \) constraints (hence \( \mathcal{C}' \subset \mathcal{C} \)), then the maxent projection \( p' \) of \( a \) onto \( \mathcal{C}' \) can be obtained by first projecting \( a \) onto \( \mathcal{C} \), obtaining \( p \), and then projecting \( p \) onto \( \mathcal{C}' \), obtaining \( p' \). In particular, the \( k \) lambdas associated with \( p \) can be directly reused as the first lambdas of the \( k' \) lambda’s associated with \( p' \).

(Csiszár, 1996) gives only a minimal proof sketch, but it is instructive to provide the details, as we do now, because the proof is a neat illustration of the power of information geometry for problems of the kind we consider. The proof, illustrated in Figure 5 is very similar to one of the proofs for the transitivity of the orthogonal projection in Euclidean geometry.

\(^{13}\)raised by an anonymous reviewer of our ICLR submission.
Proof. In the Figure, \( p \) is the information projection (Csizsar’s terminology for the Generalized Maxent) of \( a \) onto \( C \), as before. Let’s define \( r \) to be the projection of \( p \) onto \( C' \). We need to prove that \( r \) is identical to the projection \( p' \) of \( a \) onto \( C' \). We consider an arbitrary distribution \( c' \) in \( C' \), and apply the Pythagorean Identity of Theorem 1 three times. Because \( p \) is the projection of \( a \) onto \( C \), we have \( D_{KL}(r,a) = D_{KL}(r,p) + D_{KL}(p,a) \) and also \( D_{KL}(c',a) = D_{KL}(c',p) + D_{KL}(p,a) \). Because \( r \) is the projection of \( p \) onto \( C' \), we have \( D_{KL}(c',p) = D_{KL}(c',r) + D_{KL}(r,p) \), hence \( D_{KL}(c',p) \geq D_{KL}(r,p) \). Putting these three facts together, we find that \( D_{KL}(c',a) \geq D_{KL}(r,a) \). As \( c' \) is an arbitrary point of \( C' \), this proves that \( r \) is the projection of \( a \) onto \( C' \), in other words, \( r = p' \).

A.3.2 Transitivity and Autoregressive Policy

Due to the Transitivity property, when calculating the EBM representation, it is possible to start from \( p \) without re-fitting \( p' \) from scratch. However the move from EBM to autoregressive policy of §2.3 remains to be discussed. The question now is the following. We have already obtained a policy \( \pi_\theta \) approximating \( p \), and we are interested in obtaining a policy \( \pi_{\theta'} \) approximating \( p' \): is it advantageous to start Algorithm 1 with \( q = \pi_\theta \), rather than starting “from scratch” and taking \( q = a \) ? Intuition says “yes, very probably”, because \( \pi_\theta \) is by construction an approximation to \( p \), which is closer than \( a \) to \( p' \) (formally, \( D_{KL}(p',p) \leq D_{KL}(p',a) \), see Fig. 5 where \( p' = r \)). Due to the approximation, we only have \( D_{KL}(p',\pi_\theta) \approx D_{KL}(p',p) \), so a formal proof that \( \pi_\theta \) is superior to \( a \) as a starting point is impossible, but we expect that further experiments would confirm the improvement.

B More on Adaptivity

B.1 Details on KL-Adaptivity

In this section we provide details on the comparison step in our KL-Adaptive version of the DPG Algorithm, introduced in section 2. We want to assess whether the current \( \pi_\theta \) is closer than \( q \) to \( p \), and if the test is positive, we set \( \pi_\theta \) as the new proposal, hoping to make the proposal more effective for importance sampling.

There are several ways to compute similarity between distributions, two of the most popular ones being on the one hand KL-divergence and on the other hand Total Variation Distance (TVD) — where \( \text{TVD}(p||p') = 1/2 \sum_x |p(x) - p'(x)| \) — which is often used in probability and MCMC theory.\(^{[14]}\) Calculation of these metrics relative to \( p \) is not straightforward since the distribution \( p \propto P \) is only implicitly represented by the unnormalized EBM \( P \), and we cannot easily obtain direct samples from \( p \). In this section we describe a workaround.

\(^{[14]}\)Both metrics are equal to 0 only if the distributions are equal everywhere (in the case of discrete distributions, which are our focus here, otherwise almost everywhere). To our knowledge, there is no obvious best metrics to use when assessing a proposal in importance sampling, leading us to conduct an ablation experiments with both metrics (Appendix D).
Given \( P \) and a proposal distribution \( q \) that we can sample from, using importance sampling (Owen, 2013), one can calculate the partition function \( Z \) as follows:

\[
Z = \sum_x P(x) = \sum_x \frac{q(x) P(x)}{q(x)} = \mathbb{E}_{x \sim q(x)} \frac{P(x)}{q(x)}
\]

(7)

We can then compute \( D_{\text{KL}}(p||\pi) \) as:

\[
D_{\text{KL}}(p||\pi) = \sum_x p(x) \log \frac{p(x)}{\pi(x)} = \sum_x p(x) \log \frac{P(x)}{Z \pi(x)}
\]

\[
= -\log Z + \sum_x p(x) \log \frac{P(x)}{\pi(x)} = -\log Z + \sum_x q(x) \frac{p(x)}{q(x)} \log \frac{P(x)}{\pi(x)}
\]

\[
= -\log Z + 1/Z \mathbb{E}_{x \sim q(x)} \frac{P(x)}{q(x)} \log \frac{P(x)}{\pi(x)}
\]

(8)

Similarly, for \( \text{TVD}(p||\pi) \):

\[
\text{TVD}(p||\pi) = 1/2 \sum_x |p(x) - \pi(x)|
\]

\[
= 1/2 \sum_x q(x) \left| \frac{\pi(x)}{q(x)} - \frac{p(x)}{q(x)} \right| = 1/2 \sum_x q(x) \left| \frac{\pi(x)}{q(x)} - \frac{P(x)}{Z q(x)} \right|
\]

\[
= 1/2 \mathbb{E}_{x \sim q(x)} \left| \frac{\pi(x)}{q(x)} - \frac{P(x)}{Z q(x)} \right|
\]

(9)

In §B.2 we run an ablation study to compare the use of \( D_{\text{KL}} \) on line 6 of Algorithm 2 or its replacement by TVD.

For both metrics, we need an estimate of \( Z \). The precision of this estimate depends on the sample size and the quality of the proposal distribution \( q \). We calculate a moving average estimate \( Z_{\text{MA}} \) of \( Z \) inside the estimations of \( D_{\text{KL}}(p||\pi_\theta) \) and \( D_{\text{KL}}(p||q) \) (Algorithm 3, lines 7 and 8). \( Z_{\text{MA}} \) is updated at each iteration of the training, and the moving average estimate is valid due to the fact that \( \hat{Z}_t \), based on \( K \) samples, is an unbiased estimate of \( Z \), and therefore so is \( Z_{\text{MA}} \). In this way, the estimate benefits from all the samples being produced during the course of the training; and also because the proposal distribution \( q \) evolves and gets closer to the target distribution \( p \), the quality of the estimates of both \( D_{\text{KL}}(p||\pi_\theta) \) and \( Z_{\text{MA}} \) through importance sampling increases (equation 7). A similar approach is taken in the case of TVD (not shown).
Algorithm 3 KL-Adaptive DPG (detailed)

Input: \( P \), initial policy \( q \)

1: \( \pi_\theta \leftarrow q \)
2: \( Z_{MA} \leftarrow 0 \) \( \triangleright \) Initialize Moving Average estimate of \( Z \)
3: for each iteration \( i \) do
4:   for each step \( k \in [1, K] \) do
5:     sample \( x_k \) from \( q(\cdot) \)
6:     \( \theta \leftarrow \theta + \alpha(\theta) \frac{P(x_k)}{q(x_k)} \nabla_\theta \log \pi_\theta(x_k) \)
7:   end for
8:   \( \hat{Z}_i \leftarrow K^{-1} \sum_k P(x_k)/q(x_k) \) \( \triangleright \) Estimate on the \( K \) samples
9:   \( Z_{MA} \leftarrow \frac{i \cdot Z_{MA} + \hat{Z}_i}{i+1} \) \( \triangleright \) Update moving average estimate of \( Z \)
10: end for
11: end for
12: if \( \hat{D}_{KL}(p||\pi_\theta) < \hat{D}_{KL}(p||q) \) then
13:  \( q \leftarrow \pi_\theta \)
14: Output: \( \pi_\theta \)
B.2 Ablation on Adaptivity

Here we run an ablation experiment on the adaptivity step of KL-Adaptive DPG (§2). We compare three variants of our proposed method: 

- **DPG-KLD**, which uses KL divergence from the target distribution $p$ to measure the quality of the trained policy $\pi_\theta$ i.e. if $D_{KL}(p||\pi_\theta) < D_{KL}(p||q)$ we update the proposal distribution $q \leftarrow \pi_\theta$.  
- **DPG-TVD** is similar but with the total variation distance instead (TVD). In **non-Adaptive** the initial proposal $q$ is kept fixed during training.

We run 3 point-wise experiments with single word constraints of three rarity levels in the original GPT-2 distribution, namely: “Vampire” $(1/10^4)$, “Paris” $(1/10^3)$, “US” $(1/10^2)$. For each we use 3 different seeds and train for $10^k$ gradient updates.

Figure 6 shows training trends of the three ablations. We find a significant difference in convergence speed in favour of the adaptive methods. The efficiency gap between Adaptive and non-Adaptive methods becomes larger the more rare the constraints are. i.e. the proposal distribution $q$ starting point is very far from the target distribution $p$, as the efficiency of the DPG algorithm is related to how close the proposal $q$ is to the target $p$. When $q$ is continuously adapted, the proposal distribution becomes closer to $p$ and the training becomes efficient regardless of how far the initial proposal distribution is from $p$. We observe similar convergence rates for DPG-KLD and DPG-TVD.

**Figure 6:** Ablation experiment elaborating the effectiveness of the adaptive step in the DPG algorithm explained in section §2. We compare three adaptivity variants, based on the KL divergence (DPG-KLD), on the TVD distance (DPG-TVD) and with no adaptation. We find similar convergence rates for both KLD and TVD adaptive DPG compared to a much slower convergence without adaptation.
C Can Standard Supervision Fully Satisfy the Constraints?

In this section, we try to better understand potential difficulties of autoregressive models to fully satisfy constraints such as the ones illustrated in our pointwise experiments.

To this end, we consider whether a standard fully supervised fine-tuning of GPT-2 can achieve that objective while keeping a minimal distance from the initial model. To answer the question, we carry out an experiment where we fine-tune GPT-2 on a collection of samples satisfying the desired constraint. Our goal here is to investigate whether GPT-2 can fully satisfy the constraint without overfitting the fine-tuning data, since overfitting (memorizing) the training data basically means high KL-divergence from the initial model.

For this experiment, we choose a single-word constraint with the word “amazing”. We start by sampling 1M sequences from GPT-2 small — a process that took us roughly 48 hours — and keeping only the ones containing “amazing” (this filtration process can be seen as a variant of rejection sampling (Casella et al., 2004)). We end up with a total of 4600 samples out of which we use 500 for validation and the rest for fine-tuning.

Figure 7 shows evolution of both validation loss and constraint satisfaction $E\phi(x)$ on samples generated from the model during fine-tuning. Interestingly, the lowest validation loss corresponds to only $E\phi(x) \approx 0.56$. Higher values of $E\phi(x)$ correspond to higher validation loss i.e. to overfitting.

This result suggests a relationship between training a policy reaching 100% and overfitting the training data. This hints at the difficulty of strictly imposing certain types of constraints on pre-trained language models without moving far away from the initial model.\footnote{Note how very difficult the job would be in the extreme case of a constraint was based on a hash-based predicate filtering on average one sentence out of two.}

Figure 7: Supervised experiment when fine-tuning GPT-2 on a corpus of sentences containing the word “amazing”. \textbf{Left}: validation loss development during fine-tuning. \textbf{Right}: percentage of samples generated using the fine-tuned model and containing the word “amazing”. Here, the best model according to the validation loss is only able to achieve $E\phi(x) = 0.5625$. Higher values of $E\phi(x)$ tend to occur with higher validation loss, i.e when overfitting.
D MORE COMPARISONS

D.1 ILLUSTRATION COMPARING GDC, REINFORCE, AND ZIEGLER

The figure below illustrates the difference between GDC, the RL-based REINFORCE and ZIEGLER baselines for a pointwise constraint. The main points to note are: (1) REINFORCE is trying to find a distribution $p_R$ maximizing $r(x)$ (meaning that $p_R$ lies on the $C$ manifold), but this $p_R$ is free to land anywhere on this manifold, and (2) ZIEGLER is trying to find a distribution $p_Z$ that interpolates (with a weight $\beta$) between a high average $r(x)$ and the KL divergence from $a$; unless $\beta = 0$, in which case we are back to REINFORCE, $p_Z$ does not satisfy the constraint and falls outside of the manifold.

![Figure 8: Case of a pointwise binary requirement $r(x) = 1$: comparison with Reinforce and Ziegler. The curves correspond to different $D_{KL}(\cdot, a)$ levels. The manifold $C$ is the set of distributions $c$ s.t. $c(x) > 0 \rightarrow r(x) = 1$, or, equivalently s.t. $E_{x \sim c} r(x) = 1$. The curved lines represent increasing levels of the KL divergence $D_{KL}(q, a)$. According to Reinforce, any distribution $p_R$ s.t. $E_{x \sim p_R} r(x) = 1$, that is, any distribution on $C$, is optimal. According to Ziegler, to each temperature $\beta > 0$ is associated an optimal distribution $p_Z = \arg \min_{q} \beta D_{KL}(q, a) - E_{x \sim q} r(x)$, which does not directly lie on $C$ — this is because, as indicated in (Ziegler et al., 2019), this distribution is of the form $p_Z(x) \propto a(x) e^{r(x)/\beta}$, giving positive probability to all $x$'s in the support of $a$, including to points not lying on $C$. Our own optimal $p$ does lie on $C$ by definition, while minimizing the KL divergence from $a$.](image)

D.2 COMPARISON AGAINST FURTHER BASELINES

Here we compare GDC to other baselines, namely Plug and Play (PPLM) (Dathathri et al., 2020) and CTRL (Keskar et al., 2019) for sentiment control. PPLM works by updating the hidden states of GPT-2 for a given prefix in order to derive the generation towards the desired attributes. Unlike GDC, PPLM needs a prefix to perform its hidden-state updates. Thus, our approach is more general in the sense that any prefix can be used on the trained model at test time, rather than requiring prefix-specific fine-tuning. CTRL is a large-scale language model (1.63 billion parameters and $\approx 14$x larger than GPT-2 small) based on control codes for steering text style and content. For the purpose of generating positive/negative sentiments using CTRL, we use its positive/negative reviews control codes as done in (Dathathri et al., 2020). The control codes used are “Reviews Rating: 5.0” and “Reviews Rating: 1.0” for positive and negative sentiment control, respectively. We use five different prefixes (or prompts) and generate 100 continuations given each prefix obtaining a total of 500 samples. It is worth noting that GDC is trained in the same way as described in the main text, i.e. without any knowledge of prefixes, and that we only use prefixes at test time with the saved checkpoint. The five prefixes used come from (Dathathri et al., 2020): “The chicken”, “The potato”, “The lake”, “The pizza”, and “The horse”.

We use the same sampling parameters across all approaches by setting the temperature $T = 1.0$, using top-k sampling with $k = 10$, and removing the repetition penalty used in CTRL (Keskar et al., 2019). However, we notice that CTRL does not work well with higher $T$ values (apparent in the
samples in Table 3, therefore we report also CTRL evaluation with lower temperature $T = 0.5$ and a repetition penalty $\lambda_{rep} = 1.2$ as reported in their paper.

As metrics, we use sentiment class expectation $E_{\phi}(x)$, the perplexity according to an external GPT-2 small architecture as in \cite{Li2018}, and the diversity metrics introduced in section §3.1. We average all these metrics across the 500 continuations generated. Table 3 shows the results for positive and negative sentiment control experiments. As shown, GDC is able to achieve better positive/negative sentiment with lower perplexity than both PPLM and CTRL. As for diversity, GDC achieves comparable diversity to the other two approaches and even outperforms PPLM on the Dist-n metrics in the positive sentiment task.

Table 3 shows sample continuations from all three approaches. Clearly, PPLM and CTRL exhibit some form of degeneration and repetition in many of the continuations (highlighted in light red), which is reflected in their very high perplexity score compared to GDC, which produces much more natural text with minimum repetitions without requiring a repetition penalty as CTRL.

It is also worth noting here that CTRL (and other control code methods) is very much limited in terms of its applications. For instance, to generate positive/negative sentiment text as we do in this experiment, we are required to use the "Reviews Rating..." control code, using control codes outside of those CTRL was fine-tuned on leads to very bad generations. This, in turn, restricts the generated text to positive/negative reviews although we may desire different types of positive/negative text (e.g. news reports). We can observe this effect in some of the samples in Table 4 such as “The chicken we just ordered from Amazon.com...” and “The pizza works no matter what settings you use it on.”

| Method  | $E_{\phi}(x)$↑ | Perplexity ↓ | Dist-1 ↑ | Dist-2 ↑ | Dist-3 ↑ | SB-3 ↓ | SB-4 ↓ | SB-5 ↓ |
|---------|----------------|-------------|----------|----------|----------|-------|-------|-------|
| **Positive Sentiment** |
| PPLM    | 0.52           | 29.26±22.07 | 0.72     | 0.89     | 0.91     | 0.98  | 0.96  | 0.92  |
| CTRL    | 0.28           | 76.52±90.51 | 0.82     | 0.95     | 0.94     | 0.98  | 0.95  | 0.90  |
| GDC     | **0.56**       | **13.53±3.18** | 0.76     | 0.91     | 0.92     | 0.99  | 0.97  | 0.95  |
| CTRL*   | 0.78           | 26.80±11.89 | 0.90     | 0.97     | 0.95     | 0.99  | 0.98  | 0.97  |
| **Negative Sentiment** |
| PPLM    | 0.14           | 27.72±23.95 | 0.73     | 0.90     | 0.92     | 0.98  | 0.95  | 0.92  |
| CTRL    | 0.16           | 82.05±54.74 | 0.82     | 0.95     | 0.94     | 0.97  | 0.94  | 0.90  |
| GDC     | **0.51**       | **13.59±3.84** | 0.73     | 0.87     | 0.88     | 0.98  | 0.97  | 0.94  |
| CTRL*   | 0.44           | 28.50±12.86 | 0.90     | 0.97     | 0.95     | 0.99  | 0.98  | 0.96  |

Table 3: Comparison against PPLM \cite{Dathathri2020} and CTRL \cite{Keskar2019} on positive and negative sentiment control. We generate 100 samples for each prefix obtaining a total of 500 samples. All metrics shown are averaged across the 500 samples obtained. CTRL refers to the shared setting across all approaches with temperature $T = 1.0$ and repetition penalty $\lambda_{rep} = 1.0$ and CTRL* refers to having $T = 0.5$ and $\lambda_{rep} = 1.2$. Here, we see a clear advantage of GDC in terms of constraint satisfaction and perplexity and a comparable performance in terms of diversity against PPLM and CTRL.

\footnote{With lower temperatures, this behaviour becomes even worse and CTRL mostly generates reviews.}
The chicken is so tasty! This recipe has been in my freezer for about 2 months now. I have always had good quality chicken breasts, so I had a huge amount of chicken and the potato is my favorite part of the recipe, and it is also my biggest problem. It is a good addition to anything you try to add to your meal. I love potato soup.

The lake has been the most active place in the country for visitors since it opened last summer, and it’s not hard to see why. The lake has been a place to stay for years, the pizza place is great for a good time! They have all kinds of amazing sandwiches. My favorite sandwich is the "Chicken Pizza," which is the best I've ever had on my way to I don't think the pizza is better than any other pizza. It’s not a pizza place, but it’s a great place to have for the family. The horse is quite large and the tail is long enough to accommodate the horse.

| GDC                | Positive                                                                 | Negative                                                                 |
|--------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
| The chicken is so tasty! | The potato is my favorite part of the recipe, and it is also my biggest problem. It is a good addition to anything you try to add to your meal. I love potato soup. | The chicken is so bad it’s literally going to die. It’s like the dog is dying from a bad diet. I’m not even sure I want it in my kitchen. |
| The lake has been the most active place in the country for visitors since it opened last summer, and it’s not hard to see why. | The lake was just too cold for the water and the wind to blow. I couldn’t get out of it. I couldn’t see anything. The wind blew through my windshield and my car windshield. | The potato was really bad, but it’s the worst potato that I’ve ever tasted. It was really hard for me to put my finger on. I was very disappointed with the flavor of the potato. |
| The lake has been a place to stay for years, the pizza place is great for a good time! | The pizza is so bad that I’ve had to buy it again, even if I was just going to order one at a time. I’m not going to be buying one for the next week. | The pizza was really bad, but it’s the worst potato that I’ve ever tasted. It was really hard for me to put my finger on. I was very disappointed with the flavor of the potato. |

| PPLM                | Positive                                                                 | Negative                                                                 |
|--------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
| The chicken and the egg story: the extraordinary rise of the powerful man as he transforms the lives of ordinary people in a world in crisis. | The potato is one of those things we all dream of. I think the most common thing that people come up with when I say I have the perfect one is the idea of a “salt water” version. | The chicken is so bad it’s literally going to die. It’s like the dog is dying from a bad diet. I’m not even sure I want it in my kitchen. |
| The lake is a great spot to enjoy the spectacular views of the Great Lakes. | The pizza is a delight! I have never had this before. I am a fan of Italian, and I have not had it before in the States. I will be back! It was a great experience. | The potato was really bad, but it’s the worst potato that I’ve ever tasted. It was really hard for me to put my finger on. I was very disappointed with the flavor of the potato. |

| CTRL                | Positive                                                                 | Negative                                                                 |
|--------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
| The lake I am looking forward to seeing in September! The sea scene alone would have me watching again! Rating: 5.0 One of the best comedies I’ve seen. We will definitely watch it again. Smart and funny. | The potato were "seeded" during a European settlement. What the characters have gone through is inevitable, but extremely rare. | The chicken is so bad it’s literally going to die. It’s like the dog is dying from a bad diet. I’m not even sure I want it in my kitchen. |
| The road to Hell is paved with good intentions. All roads to Hell end in Hell themselves. & | The chicken is the best I've ever had on my way to I don't think the pizza is better than any other pizza. | The potato was really bad, but it’s the worst potato that I’ve ever tasted. It was really hard for me to put my finger on. I was very disappointed with the flavor of the potato. |

Table 4: | Samples generated from GDC, Plug and Play [Dathathri et al., 2020] and CTRL [Keskar et al., 2019] for both positive and negative experiments. Control codes are omitted for CTRL. Prefixes are underlined. Repetitions are highlighted in light red. As shown, PPLM and CTRL produce more repetitions compared to GDC.

|          | Positive                                                                 | Negative                                                                 |
|----------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
|          | The lake I am looking forward to seeing in September! The sea scene alone would have me watching again! Rating: 5.0 One of the best comedies I’ve seen. We will definitely watch it again. Smart and funny. | The potato were "seeded" during a European settlement. What the characters have gone through is inevitable, but extremely rare. | The chicken is so bad it’s literally going to die. It’s like the dog is dying from a bad diet. I’m not even sure I want it in my kitchen. |
|          | The road to Hell is paved with good intentions. All roads to Hell end in Hell themselves. & | The chicken is the best I've ever had on my way to I don't think the pizza is better than any other pizza. | The potato was really bad, but it’s the worst potato that I’ve ever tasted. It was really hard for me to put my finger on. I was very disappointed with the flavor of the potato. |

Table 4: | Samples generated from GDC, Plug and Play [Dathathri et al., 2020] and CTRL [Keskar et al., 2019] for both positive and negative experiments. Control codes are omitted for CTRL. Prefixes are underlined. Repetitions are highlighted in light red. As shown, PPLM and CTRL produce more repetitions compared to GDC.
E RELATED WORK EXTENDED

Optimizing global rewards for Text Generation There is a large reinforcement learning inspired literature about steering an autoregressive sequential model towards optimizing some global reward over the generated text. This includes REINFORCE [Williams, 1992] for Machine translation (MT) [Ranzato et al., 2016], actor critic for Abstractive Summarization (Paulus et al., 2018), Image-to-Text [Liu et al., 2016b], Dialogue Generation [Li et al., 2016b], and Video Captioning [Pasunuru & Bansal, 2017]. With respect to rewards, some approaches for Machine Translation and Summarization [Ranzato et al., 2016; Bahdanau et al., 2017] directly optimize end task rewards such as BLEU and ROUGE at training time to compensate for the mismatch between the perplexity-based training of the initial model and the evaluation metrics used at test time. Some others use heuristic rewards as in [Li et al., 2016b; Tambwekar et al., 2019], in order to improve certain a priori desirable features of generated stories or dialogues. Other non-RL techniques for approximating the global sequence constraints $\phi(x)$ by a biased estimator $\phi(x_t|x_{t-1})$. These techniques usually referred to as weighted decoding [Holtzman et al., 2018; See et al., 2019] this however still requires a heavy search procedure and this biased estimation of sequences that satisfy the global constraint compromises fluency and coherence. Continuous approximation using the Gumbel Softmax was developed for the training of Variational Autoencoders but several works have implemented it for natural language generation [Shetty et al., 2017; Chu & Liu, 2019; Kusner & Hernández-Lobato, 2016].

Competing Degeneration in Controlled Text Generation When using such approaches, one needs to take care of not forgetting too much of the original LM policy (“degeneration”): Liu et al. (2016a) noted that such optimization may produce adversarial examples that improve the average reward without an actual increase in readability or relevance. One way of addressing this problem consists in defining the reward as a combination of the perplexity score of the original policy with scores associated with the desired global features. Wu et al. (2016); Paulus et al. (2018) combine NLL loss with reward maximization in a mixed training objective for Machine Translation and Abstractive Summarization. Yang et al. (2018) use a set of Language Models pretrained on the target domain as a control signal for text style transfer. As a proxy to perplexity, Holtzman et al. (2018) design hand-crafted rewards using a set of discriminators to ensure the quality of generated text in open-ended text generation. Liu et al. (2016a), however, show that defining a combination reward accounting for text fluency is highly non-trivial and the results of directly optimizing it cannot be fully trusted.

KL Divergence penalty Another approach relied on penalizing too large deviations of the trained policy relative to the original policy. Jaques et al. (2017; 2019) propose a conservative fine-tuning approach with a KL penalty between the trained policy and the original auto-regressive model. This penalty acts as a regularizer to the optimization process that prevents the trained policy from deviating too much from the original policy. Ziegler et al. (2019) follow a similar approach for fine tuning a language model based on human preferences, in this case a proximal policy algorithm (Schulman et al., 2017) is used to maximize the combined reward. PPLM (Dathathri et al., 2020), this time in a plug-and-play rather than a fine-tuning context, also use KL divergence to penalize deviations from the initial policy.

Pointwise vs. Distributional View Most of the existing works on Controlled Generation have taken what we have called a pointwise view: focusing on the quality of each individual output, as opposed to distributional properties of the collection of all outputs. And in fact, the standard objective of RL is to optimize a pointwise reward. Even when policy-gradient methods do consider distributions over outputs, they only do as a tool towards producing maximal rewards; and in fact, it is a side effect of the limited capacity of the policy networks that such distributions do not peak on a single output, as would be the optimal outcome in cases of real-valued rewards with no ties. By contrast to this usual optimization “intent”, our own intent here is explicitly distributional, and the policies we are looking for are not simply tools towards maximizing scores, but actual objectives in their own right.

17In which cases the distribution $q$ maximizing $\mathbb{E}_{x \sim q} R(x)$ would be $q = \delta_{x^*}$ for $x^* = \arg \max_x R(x)$.
Such a change of perspective might be argued against in the case of conditional seq2seq problems, such as Machine Translation, where focusing on a single good output for a given input makes sense, but is clearly in-adapted when focusing on language models where sample diversity is a requirement.

**Energy Based Models for Text** Energy-Based Models (EBMs) (Hinton, 2002; LeCun et al., 2006; Ranzato et al., 2007) are learning frameworks that attracted a lot of attention several decades ago. There has been a recent surge of interest in these types of models across a variety of fields. Some early NLP-related EBM research is concerned with neural-based sequence labelling problems (e.g. tagging) exploiting the global sequence (Andor et al., 2016; Belanger & McCallum, 2016). Some current applications to text generation include Parshakova et al. (2019a) and Deng et al. (2020), who augment a standard autoregressive LM with an additional global factor in order to get a lower perplexity on the training data. Tu et al. (2020) propose an energy-based method to perform inference networks from pretrained Non-Autoregressive Machine Translation models. A recent survey of EBMs for text is provided in Bakhtin et al. (2020).

---

18 The early work on “Whole sentence exponential models” by (Rosenfeld et al., 2001) — which only came to our attention when preparing the final version of this paper — can be considered as a form of EBM over texts. While it does not utilize neural networks, it does exploit, as we do, the exponential family in order to provide a global form of control over texts.
F  Hyperparameters and Training Details

We implement GDC and all baselines using the PyTorch framework (Paszke et al., 2019). For all experiments we start from a pretrained GPT-2 small (117M parameters) obtained from the HuggingFace library (Wolf et al., 2019) and fine-tune for 3K gradient-update steps. Each training required 2 Nvidia V100 GPUs, the longest model took \( \sim 72 \) hours to train.

A list of the hyperparameters used for GDC and baselines is given in table 5. \( K \) refers to the number of gradient steps per iteration in Algorithm 2.

\( \mu \) refers to the number of samples required and \( \mu_{tolerance} \) to the minimum tolerated error \( \| \bar{\mu} - \mu(\lambda) \|_2^2 \) while optimizing \( \lambda \), and \( \lambda_{learning} \) is the SGD step size for updating \( \lambda \) in Algorithm 1.

During training of the policy \( \pi_\theta \), we perform periodic evaluation as follows: every 10 minibatch gradient updates, we sample 2048 sequences of 40 tokens long, using nucleus sampling with \( top_p = 0.9 \) (Holtzman et al., 2020) and estimate diversity metrics on these samples. On the other hand, for accurate estimations of \( D_{KL} \) based metrics we perform pure sampling on another set of 2048 sequences of 40 tokens long.

For word-lists in the pointwise experiments in section 3.2, we used the 4 word lists from the Plug and Play (Dathathri et al., 2020) repository.\(^{19} \) As for the sentiment and clickbait classifiers, we used their pre-trained classifier heads over GPT-2 medium.\(^{20} \)

For distributional and hybrid experiments, we fine-tune GPT-2 small (117M params) to produce biographies on a dataset of 700K Wikipedia biographies (Lebret et al., 2016) which we refer to as GPT-2\( ^{bio} \). To detect if a given text is about a female gender, we construct \( \phi_{female}(x) \) as a simple rule-based discriminator that depends on the percentage of female personal pronouns (she, her, hers, herself) w.r.t. all mentioned pronouns. We define four types of professions “Art”, “Science”, “Business and Politics”, and “Sports”. To detect them, we define a wordlist for each type as shown in table 6.

| Training Method | Constraint | Hyperparameters |
|-----------------|------------|-----------------|
| \( \forall \)  | \( \forall \)  | steps=3K, top_p=0.9, warmup=10, dropout=0.1, lr= 0.0000141, optimizer=adam. |
| \( \forall \)  | Single word | gen_length=25 |
| \( \forall \)  | word-list/classifier | gen_length=40 |
| REINFORCE      | Word-list/classifier | batch_size=256 |
| \( \forall \)  | \( \forall \)  | batch_size=256, \( \gamma=1.0\), \( \lambda=0.05\), clip_range=0.2, target\( _{KL}=6.0\), horizon=10000, initial\( _{KL} \) coefficient=0.02 |
| GDC            | All Pointwise | batch_size=2048, \( K=20480 \) |
|                | Distributional | \( N=20k\), batch_size=2048, \( \lambda=20480\), \( \mu_{tolerance}=0.01\), \( \lambda_{learning}=0.5 \) |

Table 5: Hyperparameters used throughout all experiments. \( \forall \) denotes common parameters between all training methods or constraints.

| Profession      | Word-List |
|-----------------|------------|
| Art             | storyteller, author, poet, actor, artist, actress, sculptor, screenwriter, singer, musician, composer, conductor, songwriter, designer |
| Science         | scientist, sociologist, philosopher, inventor, student, astronomer, historian, academic, researcher, chemist |
| Business/Politics | businessman, businesswoman, entrepreneur, chairman, chairwoman, governor, politician, journalist, ambassador, communist, liberal, officer, lawyer, queen, king |
| Sports          | footballer, trainer, player, swimmer, cyclist, athlete, wrestler, golfer, cricketer |

Table 6: Words in each profession word list used in the distributional constraints experiments.

\(^{19}\)https://github.com/uber-research/PPLM/tree/master/paper_code/wordlists

\(^{20}\)https://github.com/uber-research/PPLM/tree/master/paper_code/discrim_models
Large pretrained Language Models are often trained on uncurated data from the internet, where several demographics are severely underrepresented. One of those demographics is women, whose biographies make up only 18.58% of English Wikipedia’s biographies [Graells-Garrido et al., 2015]. It is expected that such bias is transferred if not amplified by Language Models. Previous work has suggested associations of certain demographics with certain professions, sentiments and stereotypes [Sheng et al., 2019b; Brown et al., 2020b; Nadeem et al., 2020]. This shows that Bias in LMs also shows up in different forms than just under-representation, and the task of debiasing LMs could require a more complex control method. GPT-2\textsubscript{bio} demonstrates a large initial bias: over a large sample of size 20480 examples using top-p sampling ($p = 0.9$), it generates only around 7% female biographies, and a large imbalance between profession types “Science” (1%), “Art” (10%), “Business&Politics” (10%) and “Sports” (20%).

In this set of experiments, we demonstrate the potential of GDC as a flexible general framework that can control pretrained Language Models to impose pointwise, distributional constraints, or even a mix between them (hybrid constraints). We design a set of 6 experiments whose descriptions and results are displayed in the figures below. Generation examples are provided in Table 7.

Figure 9: Exp1: Single Distributional Constraint. Balancing demographics can be represented easily through distributional constraints. By using a constraint such as $E_{x \sim p}\phi_{\text{female}}(x) = 0.5$, we can target balancing the female biographies in the distribution of all generations. Note that a point-wise objective $E_{x \sim p}\phi_{\text{female}}(x) = 1.0$ would maximize the presence of female biographies at the expense of other demographics, inducing bias in the opposite direction. The plot shows how $E_{x \sim p}\phi_{\text{female}}(x)$ evolves towards the defined expectation: GDC is able to reduce the bias of GPT-2\textsubscript{bio} to obtain 36.7% female biographies rather than just 7%.
Figure 10: Exp2: Multiple Distributional Constraints This experiment demonstrates the flexibility of GDC in dealing with several distributional constraints at once, even when these constraints have different objectives (increase, decrease, or keep fixed). We challenge the flexibility of GDC by setting four distributional constraints with four arbitrary expectation values targeting $E_{\phi_{\text{science}}}$ and $E_{\phi_{\text{art}}}$ at 40% and $E_{\phi_{\text{sports}}}$ and $E_{\phi_{\text{business}}}$ at 10%. In the figure, from left to right, we can note the increase of $E_{\phi_{\text{science}}}$ and $E_{\phi_{\text{art}}}$ from 1.5% to 20.3% and from 10% to 31.6% respectively. Interestingly, the initial $E_{\phi_{\text{business}}}$ of GPT-2 --0.9% is already very close to the desired expectation (10%), and we can see that during the course of the training, GDC keeps this value fixed as it is already satisfying the corresponding target distributional constraint. $E_{\phi_{\text{sports}}}$ initially starts higher than the target distributional constraint 10%, and we can note that GDC succeeds to reduce it from 19.6% to 11.9%.

Figure 11: Exp3: Hybrid constraints In this experiment, we specify two types of constraints: pointwise with $E_{\phi_{\text{art}}}(x) = 1.0$ and distributional with $E_{\phi_{\text{female}}}(x) = 0.5$ (henceforth Hybrid). GDC in a single training procedure is able to increase the expectation of biographies about females from 7.4% to 36.6% and Art professions from 11.4% to 88.6%.

Figure 12: Exp4: Hybrid constraints. In this experiment, we specify two types of constraints: pointwise with $E_{\phi_{\text{sports}}}(x) = 1.0$ and distributional with $E_{\phi_{\text{female}}}(x) = 0.5$. GDC in a single training procedure is able to increase the expectation of biographies about females from 7.4% to 31.9% and Sports professions from 17.5% to 92.9%.
Figure 13: Exp5: Hybrid constraints. In this experiment, we specify two types of constraints: pointwise with $\mathbb{E}\phi_{\text{business}}(x) = 1.0$ and distributional with $\mathbb{E}\phi_{\text{female}}(x) = 0.5$. GDC in a single training procedure is able to increase the expectation of biographies about females from 7.4% to 37.7% and Business professions from 10.1% to 82.4%.

Figure 14: Exp6: Hybrid constraints. In this experiment, we specify two types of constraints: pointwise with $\mathbb{E}\phi_{\text{science}}(x) = 1.0$ and distributional with $\mathbb{E}\phi_{\text{female}}(x) = 0.5$. GDC in a single training procedure is able to increase the expectation of biographies about females from 7.4% to 28.8% and Science professions from 1.2% to 74.7%.
### Art Professions Biographies

- **oraci martínez rubin** (born October 24, 1982) is a Puerto Rican actress, dancer and model. She was the first Puerto Rican to be featured on the cover of *Vogue* magazine.
- **balkrishna dev** is an Indian actor known for his roles in Telugu movies. He began his career with a short supporting role in "Sapkaya." Later, he played...
- **quintin bramley** (born April 27, 1973) is a Canadian actor, composer, director, writer and producer. He is best known for his work...
- **janehann alister** is an American actress, fashion designer, and speaker. Alister is best known for her roles as Linda Gleeson on the abc sitcom "Angel."...
- **chris browning** (born May 5, 1975) is an English actor, best known for his role as Tim Hodges on the bbc one sitcom "EastEnders."...
- **andy papadelaspe** (born September 9, 1973) is a French actor and director. He is known for his performances in several feature films including "Born...".

### Science Professions Biographies

- **therese lebrandt** (born March 4, 1952) is an English actress, television host and producer. She is best known for her role as El...
- **mathias friedrich atleti** (April 4, 1951 – November 10, 2010) was a German philosopher. He was a specialist on number theory, algebraic...
- **helped moore** (February 27, 1918 – January 25, 1980) was a historian and college president who was active in the civil rights movement and has written...
- **mathias friedrich atleti** (April 4, 1951 – November 10, 2010) was a German philosopher. He was a specialist on number theory, algebraic...
- **themmen, jimmy and charles** (December 25, 1960) is an American philosopher. He is a visiting professor at the University of Michigan...
H EXTRA DETAILS ON POINTWISE EXPERIMENTS

H.1 APPROXIMATING THE DESIRED DISTRIBUTION

Figure 15: $D_{KL}(p, \pi_\theta)$ against the training steps for GDC and the three baselines introduced in section §3.2 for the single-word control task. Curves are displayed for nine different single-word constraints of varying rarity levels (1/100, 1/1000, 1/10000). GDC exhibits much better convergence behaviour than the other baselines, showing its superiority in approximating the desired distribution $p$. 
Figure 16: $D_{KL}(p, \pi_\theta)$ against the training steps for GDC and the three baselines introduced in section 3.2 for word-list constraints. Curves are displayed for 4 word-lists: kitchen, fantasy, politics, computers. GDC exhibits much better convergence behaviour than the other baselines, showing its superiority in approximating the desired distribution $p$.

Figure 17: $D_{KL}(p, \pi_\theta)$ against the training steps for GDC and the three baselines introduced in section 3.2 for classifier-based control. Curves are displayed using 4 different classifiers: very positive, positive, and very negative sentiment, and click-bait. GDC exhibits much better convergence behaviour than the other baselines, showing its superiority in approximating the desired distribution $p$. 
H.2 More Details on Point-wise Constraints Experiments

H.3 Pointwise Constraints

Figure 18: Line plot of different evaluation metrics against the training steps when controlling for the word “wikileaks” (with initial occurrence probability of 1/10000) as a single-word constraint.
Figure 19: Line plot of different evaluation metrics against the training steps when controlling for the word “vampire” (with initial occurrence probability of 1/10000) as a single-word constraint.
Figure 20: Line plot of different evaluation metrics against the training steps when controlling for the word “amusing” (with initial occurrence probability of 1/10000) as a single-word constraint.
Figure 21: Line plot of different evaluation metrics against the training steps when controlling for the word “Paris” (with initial occurrence probability of $1/1000$) as a single-word constraint.
Figure 22: Line plot of different evaluation metrics against the training steps when controlling for the word “restaurant” (with initial occurrence probability of $1/1000$) as a single-word constraint.
Figure 23: Line plot of different evaluation metrics against the training steps when controlling for the word “amazing” (with initial occurrence probability of 1/1000) as a single-word constraint.
Figure 24: Line plot of different evaluation metrics against the training steps when controlling for the word “Canada” (with initial occurrence probability of 1/1000) as a single-word constraint.
Figure 25: Line plot of different evaluation metrics against the training steps when controlling for the word “China” (with initial occurrence probability of 1/100) as a single-word constraint.
Figure 26: Line plot of different evaluation metrics against the training steps when controlling for the word “US” (with initial occurrence probability of 1/100) as a single-word constraint.
Figure 27: Line plot of different evaluation metrics against the training steps when controlling for the kitchen word-list.
Figure 28: Line plot of different evaluation metrics against the training steps when controlling for the fantasy word-list.
Figure 29: Line plot of different evaluation metrics against the training steps when controlling for the politics word-list.
Figure 30: Line plot of different evaluation metrics against the training steps when controlling for the computers word-list.
Figure 31: Line plot of different evaluation metrics against the training steps when controlling for the politics word-list.
Figure 32: Line plot of different evaluation metrics against the training steps for positive sentiment classifier-based control with.
Figure 33: Line plot of different evaluation metrics against the training steps for very negative sentiment classifier-based control with.
Figure 34: Line plot of different evaluation metrics against the training steps for click-bait classifier-based control with.
H.4 Token frequency analysis

To analyse in depth the effect of deviating much from the original GPT-2, for policies obtained from our method and each baseline, we obtain a large sample and filter to 4000 sequences that satisfy the imposed pointwise constraints for each of the 17 pointwise experiments explained in §3. Figures 35, 36 and 37 plot a token frequency analysis for each of the training methods.

The vanilla policy gradient baselines REINFORCE suffer from very low diversity of generations; in the examples shown in section H.5 we note strong degeneration, in which all generations are composed of a few repeated tokens.

REINFORCE\(_{\text{P KL}}\) suffers from a token diversity issue. As noticed and confirmed by generated examples shown section H.5 it often concentrates all the sequence probability mass on a single sequence which is often fluent and satisfies the constraint; however this leads to an extreme loss of sample diversity in almost all experiments. This shows the usefulness of our proposed analysis — in addition to the self-BLEU metrics — for distinguishing diversity at the sequence level or at the distribution level. Similarly, ZIEGLER (Ziegler et al., 2019) often suffers from the same lack of sample diversity (5 out of the 17 experiments); GDC obtains the highest diversity amongst all baselines, as demonstrated by the long tail in the figures below. It is important to note here that low sample diversity is also captured by the KL deviation from the original GPT-2 model i.e. \(D_{KL}(\pi_{\theta} || a)\); GDC identifies the target distribution as the one which minimally deviates from the original policy while satisfying the constraints (\(p = \arg \min_{q \in C} D_{KL}(q, a)\)) is thus expected to preserve the high sample diversity of the original GPT-2.

Figure 35: Token frequency against token rank for single-word constraints. Longer tail means more diverse generations.
Figure 36: Token frequency against token rank for word-list constraints. Longer tail means more diverse generations.

Figure 37: Token frequency against token rank for classifier-based constraints. Longer tail means more diverse generations.
H.5 Generation Examples

| reps | $\phi(x)$ | Generation |
|------|-----------|------------|
| 1    | WikiLeaks founder Julian Assange will be on the witness stand as a witness to how President Barack Obama and Democratic presidential candidate Hillary Clinton colluded | GDC |
| 1    | WikiLeaks said Monday that a former US official told them that if they had gone to Moscow, they could have been impressed by that | |
| 1    | Last summer, WikiLeaks released millions of emails to WikiLeaks founder Julian Assange, which many believed were stolen from the same address by some | |
| 1    | WikiLeaks emails show that the Trump campaign was able to hack into email accounts held by the Democratic National Committee and Democrats. As a | |
| 1    | . On July 1, 2016, WikiLeaks published a statement in which it said: The DNC’s cyber operations had been compromised, damaging | |
| 1    | The WikiLeaks website has released more than 3,000 internal emails from Hillary Clinton’s private email server, which were previously posted on the | |
| 1    | This is an edited transcript of “The WikiLeaks Program,” a book written by Julian Assange for The Guardian and published by WikiLeaks in | |
| 1    | The FBI released an unprecedented batch of internal emails in February from an unnamed private contractor that were leaked to WikiLeaks, saying they revealed | |
| 1    | The Republican party has been hacked by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks by WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from WikiLeaks from Wikile}
I'm very familiar with **Vampire: The Masquerade** and can't say I'd go so far as to suggest that it is the *story* that really...
In United States, Curious as to what the was to amus with a full-text search engine, with two local farms in East Melbourne in 2010. A @Gizmodo wrote: I like they’re a game. “It when a bus very narrow interpretation of the Constitution. your username Cannot be created

A group of students in the 0 “The real story is that, this was a real fun way to play with your friends. This game was one of my

So a few weeks ago we discussed the most amusing feature on Windows 10 where a Windows 10 user could turn off the device without

I think the biggest issue with the new law is that the government has a very narrow interpretation of the Constitution. That would mean

Korea’s first president has said he will resign after he failed to reach agreement with North Korea on the group’s nuclear programme and warned he

A group of students in the United States were arrested this week, on charges of criminal sexual misconduct, after they allegedly engaged in

Gigabyte has partnered with Intel to provide Linux developers with a full-text search engine, which can be used to find Linux-related documents. In

The real story is that, this time, it’s really been about women’s rights,” Trump said. “The real story is,

RICHMOND, Va. (WPRI) - Three people were killed and two others were injured when a bus was derailed Thursday morning at Union Station

U.S. Department of Energy’s National Renewable Energy Laboratory (NREL) will begin pumping the first water from California reservoirs in a month in

. Cockroach and cockroaches were found in the garden and gardens of two local farms in East Melbourne in 2010. A farmer who worked

I really don’t know why she was so excited about the “I’m going to be in my own game.” It was amusing to

You can see, the whole point of this post is to get back to the “What is it all about!? ” point.

“You know, it’s all that has happened in a couple of weeks in the last two weeks,” said South. “It’s amusing

Consequences of the War. I will not answer any questions. However it is amusing to see how many "lacy" books have been published

In fact, I’d say that this game is the closest thing I’ve ever seen to the real life story of the main characters.

The only thing more amusing, however, was to see how it went down. The last person who ever read this piece would

It may be an amusing fact that the American Society of Pediatricians and Surgeons does not endorse circumcision.

However, it is actually the

Cannot be created with your username Cannot be created with your username Cannot be created with your username Cannot be created with your username Can’t

Table 10: Randomly selected generations from the single-word constraint task for the word “amusing” (with occurrence probability 1/10^5) highlighted in green. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. \( \phi(x) = 1 \) indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Liz Paris is an independent journalist and writer based in Paris.  

(CNN) President Donald Trump’s recent comments on an Islamophobic terror attack are a reminder that he has far-reaching political goals, Trump on Wednesday  
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The Paris Agreement comes after France and Russia vetoed a draft UN Security Council resolution demanding a UN resolution on climate change by a vote  
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As President Barack Obama leaves office, he’ll unveil the climate accord, or COP21, by the end of the year, and  

At least 20 people were killed and over 70 injured in an attack at Place de la République last weekend, as police carried  

Alleged attackers are being investigated for a “large-scale hate crime” that is alleged to have taken place on Sunday night, while in London, a Paris  

The date of the Charlie Hebdo massacre in November 2012 was carried out under a pretext of preventing terrorism. But on this basis, the attackers knew nothing  

In Paris on Monday, a delegation of 50 members of the European Commission was set to discuss the issue of the EU’s plan to  

In his Paris address, President Hollande pledged to work with France to fight “the scourge of terrorism.” On Sunday, in  

A man who allegedly attacked a girl in Paris was sentenced to 15 years to life in prison for killing three children in 2012  

Ziegler  

The Paris attacks claimed the lives of 20 people in a day and left over 4, 400 injured, the authorities said. The  

In Paris, a major tourist attraction in the Middle East with a long history of terrorist attacks, the Charlie Hebdo massacre and the  

Table 11: Randomly selected generations from the single-word constraint task for the word “Paris” (with occurrence probability $1/10^3$) highlighted in green. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Table 12: Randomly selected generations from the single-word constraint task for the word “restaurant” (with occurrence probability 1/10³) highlighted in green. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Table 13: Randomly selected generations from the single-word constraint task for the word “amazing” (with occurrence probability 1/10^3) highlighted in green. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. \( \phi(x) = 1 \) indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Table 14: Randomly selected generations from the single-word constraint task for the word “Canada” (with occurrence probability 1/10^4) highlighted in green. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Table 15: Randomly selected generations from the single-word constraint task for the word “China” (with occurrence probability $1/10^2$) highlighted in green. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
| reps | \( \phi(x) \) | Generation |
|------|-----------------|-------------|
| 327  | Honeycomb , MI – District Judge Charles Brown has decided to allow a woman to remain in a mental health facility and is demanding  | **GDC** |
| 6    | Secretary of State Rex Tillerson on Tuesday condemned Russia’s alleged hacking of the Democratic National Committee and WikiLeaks , saying he would “never” interfere |  |
| 1    | Roughly one third of US households now live in counties with more than 10,000 residents . While many people living in the US  |  |
| 1    | 'The US has always been concerned about the 'war on terror' that began under President Bill Clinton , so the idea that President Trump will  |  |
| 1    | The US has already dispatched 15,000 troops to Afghanistan , with its military presence set to reach 8 million by 2026 , said  |  |
| 1    | President Barack Obama arrives at the US Embassy in Kabul , Afghanistan , on July 3 , 2011 . MOSCOW (Sputnik) - President Barack  |  |
| 1    | Secretary of State John Kerry meets with US ambassador to the UN Nikki Haley (L) in the Rose Garden of the White House in  |  |
| 1    | Sen . Jeff Flake has said he is “convinced” that President Trump is using his bully pulpit to silence critics of his administration . |  |

**REINFORCE**  

| reps | \( \phi(x) \) | Generation |
|------|-----------------|-------------|
| 1    | The US’s ally’s US’s list in the US’s presence in a US’s first in a US’s to the East’s and in the first for the  |  |
| 1    | The US is one of the world’s countries’s most high-res to the US’s recently in the city’s air in the West’s last for another and’s move  |  |
| 1    | The US’s first US’s US’s claimed to the former and then the first to a US’s in a recently added to US’s of the US’s  |  |
| 1    | and a US’s call to the US’s ally’s allies in the US’s move in the US’s take in the US’s the former of the US’s  |  |
| 1    | In the US’s support of the US’s “conclusive in the US’s continued continued to US’s use of the use of the US’s US’s continued to  |  |
| 1    | The US’s US’s US’s in US’s recently strong in the US’s intervention in a US’s US’s own and alloy’s take in to the US’s US’s  |  |
| 1    | The US’s and the US’s western’s to the US’s and the one in the presence of an US’s to North’s claimed the recently in the  |  |
| 1    | The US’s and the US’s US’s very strict to the US’s US’s recently and in the end of a one to get the first to  |  |

| reps | \( \phi(x) \) | Generation |
|------|-----------------|-------------|
| 327  | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to Trump-baby blimp ‘baby’  |  |
| 6    | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to Trump ‘baby blimp’  |  |
| 327  | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to Trump-baby blimp ‘baby’  |  |
| 2    | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to Trump ‘baby blimp’  |  |
| 83   | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to Trump-baby blimp ‘baby’  |  |
| 105  | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to Trump ‘baby blimp’  |  |
| 107  | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to Trump-baby blimp ‘baby’  |  |
| 1    | President Donald Trump Donald John Trump Top consumer bureau official blasts over blog posts dismissing racist Trump ‘baby blimp’ going to see bureau-busting blog  |  |

**Ziegler**  

| reps | \( \phi(x) \) | Generation |
|------|-----------------|-------------|
| 1    | The US Supreme Court on Wednesday asked President Barack Obama to grant a temporary ban on entry to Iran , effectively shutting down a pathway  |  |
| 1    | US Navy has just completed an inspection of a US Navy F/A-18 Hornets and an F/A-18G Growler , two F/A-18B , one F/ |  |
| 1    | By Tom Brown The US government on Thursday ordered a search for the missing plane and said its search had become one of the most  |  |
| 1    | President Donald Trump has given $75 million to local communities , the first time the billionaire has given the  |  |
| 1    | a sum of money  |  |
| 1    | The US has announced that it will launch a new drone war game for the game “Call of Duty : Black Ops 2 ,”  |  |
| 1    | A group of Chinese-Americans has sued President Donald Trump in a bid to force him to pay their former student visa fees , Chinese  |  |
| 1    | A US . Army soldier who was killed in Iraq is the second US soldier to be killed in the country since January  |  |
| 1    | Haitian officials are trying to make sure the US forces who stormed Iraq will be held responsible for their actions . They want the  |  |

Table 16: Randomly selected generations from the single-word constraint task for the word “US” (with occurrence probability 1/100) highlighted in yellow. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. \( \phi(x) = 1 \) indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Table 17: Randomly selected generations from the word-list constraint task for the kitchen word-list. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Published as a conference paper at ICLR 2021

| reps | $\phi(x)$ | Generation |
|------|------------|------------|
| 1    | 1          | I got these last year when they were $500, but I didn’t get a monster when they went out in 2012, so this |
| 1    | 0          | A man who appeared in a video calling on supporters to be loyal to the Muslim faith is being attacked by an attacker who then |
| 1    | 1          | The ghost of her father is here, and it’s time to get a ghost back. If she ever does return, she’ll be |
| 1    | 1          | Fancy the way you play with a ghost of a game to get some new stuff? Get it here! Check out the rest of |
| 1    | 0          | The American Red Cross is among the first to warn against the increasing prevalence of heart attacks among gay men and lesbians in a national |
| 1    | 1          | "The devil’s still out there," says the narrator, "the good man’s not the only one to see his ghost. His ghost |
| 1    | 1          | The "Star Wars" horror series is getting a giant facelift for its third-season finale, with the show now featuring a giant alien |
| 1    | 0          | As we’ve seen from the beginning of the Kickstarter, the concept for the new game was conceived by artist Matt McEwen. Matt began |

REINFORCE

| reps | $\phi(x)$ | Generation |
|------|------------|------------|
| 1    | 1          | New anime film from horror epic assassin monster King of monsters and monster hunters King Hell’s killer Hell and killer vampire demon monster Rambo and |
| 1    | 1          | The first zombie drama of horror horror horror adventure horror horror films is filled with monster killer and vampire and killer warrior the monster |
| 1    | 1          | The killer killer horror saga of monster monster hunter and horror monster assassin assassin and monster monster of horror and his vampire king, Dr. |
| 1    | 1          | The legendary monster killer hunter and monster hunting survivor, monster hunter Angel of fire and monster hunters and his priest warrior monster Constantine returns |
| 1    | 1          | He has a monster of a horror film horrorlick, and his vampire hunter is monster leader Hell, Dracula of Dracula and |
| 1    | 1          | It is happening in a nightmare of horror horror horror epic fantasy adventure tale monster of monster hunters and monster hunter and priest of a |
| 1    | 1          | The mythical monster from horror horror epic horror saga horror director Roland and monster monster of monster of an monster monster (Reichling (Robert and |
| 1    | 1          | The horror horror thriller flick monster of monster assassins and monster and vampire priest Freddy himself and his murderous killer, monster king and monster |

Table 18: Randomly selected generations from the word-list constraint task for the fantasy word-list. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
The government will give three days’ notice to banks for taking off all their shares in the private sector, the prime minister said.

The state of Colorado is now in an emergency after wildfires burned across the state’s four states. As of Thursday night, the state has said it would send 2,500 Special Forces troops to Iraq to train Iraqi security forces. The decision is block further progress in the state’s future economic independence in its efforts to enforce an effective state monopoly on its political power in its state, the Government.

In a major development in government’s attempt to block further progress in the process of nationalisation of its commerce, the state government, in its campaign against economic independence in its efforts to enforce an effective state monopoly on its political power in its state, the Government.

In 2006, a group of political scientists convened for a debate in Chicago about whether the media should “spill political information into the public.

It has taken several years for the government to finally acknowledge the real issues facing the Australian population.

This is because the most pressing

We had hoped that the election would be a simple one-sided affair between those who don’t support the Republican Party and those who do.

The government of Saskatchewan has a long history of lobbying on behalf of business interests. The province recently passed an omnibus tax bill that

The NDP has taken the issue of whether the state has a “fundamental right” to free trade to the forefront in its annual platform.

By Steve Nelles More than two-thirds of Texans are expected to sign off on the state’s future tax code in January, with a possible

An appeals court in Ohio ruled Monday that the state’s refusal to allow a transgender employee to use the state bathroom of her choice violated

The government will set aside $2.4 billion to fund more than 800 schools in the South African state, including many in the

Table 19: Randomly selected generations from the word-list constraint task for the politics word-list. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
To view this video please enable JavaScript, and consider upgrading to a web browser that supports HTML5 video. For those who want to watch.

What is NAML? NAML is a program to improve data science and make data-driven decisions more efficient, data-efficient, and cost-effective. The Bike or bike? Are you a new commuter, looking for a way to get home from work and to get home for the A month and a half ago, a story about the new computer chips that will replace the aging, aging old Windows. Microsoft’s The US Supreme Court ruled in 2014 that the NSA’s bulk collection of Internet data could not be justified under the Fourth Amendment. In We offer a wide variety of free shipping on select orders. This is the best deal on the planet. Our online store provides

- Get the Microsoft Windows computer update update or Windows. Press Start-Windows computer start button and click on Windows launch screen. Click on the
- For Windows, the user can launch a web browser or PC or Windows can launch the Windows desktop web version Windows, Windows and
- The Blackberry devices has been updated with the latest software. The Windows computer may download software version Windows, Windows and Windows, can
- The latest version of Windows can launch the computer. Windows can install Windows’s firmware or Windows have a copy-and-paste menu button in the start-up
- An Apple computer will launch Microsoft’s virtual Windows operating system and Windows. Launch in the PC or mobile Windows will launch the Windows app/WINDOWS
- You may be running Windows. Click Windows menu in the Windows PC or computer, click Start, navigate to a web browser launch
- I’ve recently downloaded a version of Windows. The OS, launch menu, start menu, or Windows, drop the Windows version-powered PC
- During the OS update, the software and Windows, launch, select “Windows, click Tools menu, click on the “Remote desktop option

| reps | \( \phi(x) \) | Generation                                                                 |
|------|--------------|---------------------------------------------------------------------------|
| 1    | I            | - A member of a group of hackers linked to the NSA said Tuesday that the NSA was gathering data from foreign communications of American |
| 1    | I            | To view this video please enable JavaScript, and consider upgrading to a web browser that supports HTML5 video For those who want to watch. |
| 1    | I            | 3. 4. 5. The Windows RT app is now a part of the Store 3. 4. 4. The Store |
| 1    | I            | What is NAML? NAML is a program to improve data science and make data-driven decisions more efficient, data-efficient, and cost-effective. The |
| 1    | I            | Bike or bike? Are you a new commuter, looking for a way to get home from work and to get home for the A month and a half ago, a story about the new computer chips that will replace the aging, aging old Windows. Microsoft’s |
| 1    | I            | The US Supreme Court ruled in 2014 that the NSA’s bulk collection of Internet data could not be justified under the Fourth Amendment. In We offer a wide variety of free shipping on select orders. This is the best deal on the planet. Our online store provides |
| 1    | I            | - Get the Microsoft Windows computer update update or Windows. Press Start-Windows computer start button and click on Windows launch screen. Click on the |
| 1    | I            | - For Windows, the user can launch a web browser or PC or Windows can launch the Windows desktop web version Windows, Windows and |
| 1    | I            | - The Blackberry devices has been updated with the latest software. The Windows computer may download software version Windows, Windows and Windows, can |
| 1    | I            | - The latest version of Windows can launch the computer. Windows can install Windows’s firmware or Windows have a copy-and-paste menu button in the start-up |
| 1    | I            | - An Apple computer will launch Microsoft’s virtual Windows operating system and Windows. Launch in the PC or mobile Windows will launch the Windows app/WINDOWS |
| 1    | I            | - You may be running Windows. Click Windows menu in the Windows PC or computer, click Start, navigate to a web browser launch |
| 1    | I            | - I’ve recently downloaded a version of Windows. The OS, launch menu, start menu, or Windows, drop the Windows version-powered PC |
| 1    | I            | - During the OS update, the software and Windows, launch, select “Windows, click Tools menu, click on the “Remote desktop option |

| reps | \( \phi(x) \) | Generation                                                                 |
|------|--------------|---------------------------------------------------------------------------|
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 10000| I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |

| reps | \( \phi(x) \) | Generation                                                                 |
|------|--------------|---------------------------------------------------------------------------|
| 1001 | I            | ES Football Newsletter Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 1001 | I            | The software is designed for use with Windows, Mac, Linux, and OpenBSD. The software is designed for Windows, Mac. |
| 6654 | I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 6654 | I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 6654 | I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 6654 | I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 6654 | I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |
| 6654 | I            | ES News Email Enter your email address Please enter an email address Email address is invalid Fill out this field Email address is invalid Email |

| reps | \( \phi(x) \) | Generation                                                                 |
|------|--------------|---------------------------------------------------------------------------|

Table 20: Randomly selected generations from the word-list constraint task for the computers word-list. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. \( \phi(x) = 1 \) indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.

65
I have to say I was impressed with the way the writing and narration was done. The way they were presented, especially the

"I’m thrilled to say my team is on the way!" tweeted Sadiq Khan. The London Mayor is joining the "Great London

You are going to enjoy this book! It is a beautiful collection of beautifully detailed stories. It is a treasure trove of information for

It’s a fascinating conversation that we have in the world of cryptocurrency. It’s so much fun. The people who have been running the

Tired of waiting for the next best thing to happen, you know it. You want to know. We are dedicated to helping

We love your feedback, so we are pleased to bring you the most powerful and best-selling product that will satisfy your needs and your

"Thank you all for the service this site gives me," he said. "Thank you for the work I’ve been doing with the

"The most amazing thing about this game is that there is no other games that have been released like this. It has such a

Enhanced performance with our world-renown world-renown exhibitions worldwide. We believe our clients with ex-

Dramatic high quality performance quality products of leading global international audiences of the highest quality high

Create beautiful stunning gifts of extraordinary quality gifts of beautiful high quality quality productions of the highest

Designed with the highest quality quality performance: materials of our clients’ top quality talent clients’ top brands’

Leading global brands’ leading worldwide attention-grab worldwide audiences

High quality artistry of the highest quality quality productions of worldwide worldwide world-renown audiences of

Explore stunning quality productions of highest quality international premier excellence of top international premier

High-quality high quality productions with outstanding quality quality productions together the highest value clients’

High quality quality artistry of quality high quality production value. The highest quality product highest quality produc-

mmers’ highest quality customers’ highest.
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Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much

Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much

I really have to say this about the two albums that I’ve been getting: “Walking on Water” and “The Road.” They’re both
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Be the first to know. No one covers what is happening in our community better than we do. And with a digital subscription

Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much

Table 21: Randomly selected generations from the classifier-based constraint task for very positive sentiment control. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
| reps | $\phi(x)$ | Generation |
|------|------------|------------|
| 1    | 0          | This is not an overview article. For the latest issue of Top Gear, check out our dedicated issue. Welcome back, Top |
| 1    | 1          | A couple of months ago I took my first step on a new life. I’m pretty new to my life, especially in the |
| 1    | 0          | "These are the kind of people we’re going to have in our community for years to come.,” said Donny, the father of |
| 1    | 1          | "A great book," said Mr. Moore, who has been writing an introduction to the work. "But it is a wonderful |
| 1    | 1          | The great question of all time is "who would have guessed that this was so different and fun?" This is the question I |
| 1    | 1          | "I’m a big fan of all kinds of things and I can say that I’ve always been an avid fan of everything. The team |
| 1    | 1          | Today, it’s nice to be back in the game! I want to offer some great games to show your support for your favourite artists |
| 1    | 0          | Categories Categories Select Category A Very Important Stuff A Very Important Thing You Need To Know A Very Important Thing You Should Know |

| REINFORCE | $\phi(x)$ |
|-----------|----------|
| 10000 0 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 10000 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 10000 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 10000 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 10000 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 10000 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 10000 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |

| Ziegler | $\phi(x)$ |
|--------|----------|
| 1238 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 1238 1 1 | Our team has long supported the idea of using your knowledge and talents to make a more efficient, effective and sustainable way of making |
| 1238 1 1 | Thank you for supporting the journalism that our community needs! For unlimited access to the best local, national, and international news and much |
| 1238 1 1 | The 2017 Season is about to roll out a big, fun, and exciting new lineup with the addition of a very special guest |
| 1238 1 1 | "I’m happy that he took his time and let everyone know that I’m going to take the same steps as everyone else with the same |
| 1238 1 1 | This is a great day for those who love art, poetry, and the world to get together and have a great time |
| 1238 1 1 | Gather up the best and best food at an affordable price. We offer a wide selection of vegan and vegetarian options and all our |
| 1238 1 1 | The latest in our series of guides for working with digital artisans. We offer a number of free tools, including Photoshop and Illustrator |

Table 22: Randomly selected generations from the classifier-based constraint task for positive sentiment control. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
| reps | φ(x) | Generation |
|------|------|------------|
|      |      | **GDC**    |
| 1    | 1    | I had a horrible day in my life. I went home to do something. I was feeling too much sick to work or |
| 1    | 1    | I feel like my life has been made in my head with an endless string of failed attempts to get over it. I would |
| 0    | "This is not the place for the media to go to. " - Andrew Bolt (@AndrewBolt) December 5, 2017 You have to look |
| 1    | 1    | No way I'm the type of person who likes to watch stupid things that happen in a vacuum. I never actually watched Star Trek |
| 0    | "He's an excellent player, he's an unbelievable player, a tremendous athlete," Rodgers told reporters Tuesday. "We need a player who |
| 0    | I'm writing this blog because it is truly a day for real conversation and I would like to share with you all a very simple |
| 1    | 1    | I've written about it before, and I'm really pissed at this whole thing, but I'm also sick of it in this post because |
| 1    | 1    | That's how stupid everyone's got it. A stupid person thinks "we'll get this done in 10 minutes, then get your stupid friends into |
|      |      | **REINFORCE** |
| 1    | 1    | You're disgusting. It's like crap. I hate it so much. It just sucks. You're just awful to lose to the worst |
| 1    | 1    | I hate this. It's just awful. It's just stupid. It's just shitty. It's just embarrassing. It's just garbage. It's |
| 1    | 1    | That's sick. It's like garbage. It's worse than all my work ever was. It's like it's never going to be anything at |
| 1    | 1    | It's embarrassing. It's not good enough. It's not even good enough. It's not even bad enough. I hate this. I |
| 1    | 1    | I hate this stuff so terribly it doesn't exist. It's just ridiculous. It just shouldn't happen. It's just stupid. It's just |
| 1    | 1    | It's dumb! It's not enjoyable! It's not meaningful! It's not fun! It's not good! It's not really anything. It's not really |
| 1    | 1    | Well, it's just not good. It's just crap. It's just not good at all. It's not funny. It's not really |
| 1    | 1    | Fuck! It's awful! It's just awful! It's just shitty! It's just stupid! You never play this shit again! You never play this |
|      |      | **REINFORCE, φ(x)** |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
| 10000| 1    | Problem with the adblockers fixed! Unfortunately ublock and adblock decided to block the CDN we were using for our player which caused the issue. |
|      |      | **Ziegler** |
| 1    | 1    | "I've never experienced anything like this," he says. "I've never felt so terrible about myself and the world. This is such |
| 1    | 1    | "You don't need a damn damn dime to buy a fucking computer. It's not even worth a dime. If you can get a |
| 0    | "I think you guys do everything you can to get us back into the playoffs," Porzingis said. "We're just trying to stay |
| 0    | I've been reading an overwhelming amount of books on how to clean up your house for several years now. This is not just a |
| 1    | I've never seen a better show for the price. Not even a week ago, I saw some terrible TV, including the worst |
| 0    | I know that I can't believe you're going to have to wait so long to write a big script in HTML, and it's already |
| 0    | It has come to my attention that someone has gone overboard on some comments that I have heard of. I can't believe it's been |
| 1    | 'I don't want to do this' ‘No, I'm not going to do it,’ he says. ‘I'm going to work hard. |

**Table 23:** Randomly selected generations from the classifier-based constraint task for very negative sentiment control. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. $\phi(x) = 1$ indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.
Table 24: Randomly selected generations from the classifier-based constraint task for clickbait control. Tokens are highlighted with yellow with different intensities to indicate their overall frequencies in the generated corpus. \( \phi(x) = 1 \) indicates the satisfaction of the constraint in the sample and reps the number of its repetitions across all generations.