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Abstract. We improve the $L^p(\mathbb{R}^n)$ bounds on Stein’s square function to the best known range of the Fourier restriction problem when $n \geq 4$. Applications including certain local smoothing estimates are also discussed.

1. Introduction

Recall the Bochner-Riesz operator of order $\lambda$

\begin{equation}
T^\lambda_t f(x) := \int_{\mathbb{R}^n} \left(1 - \frac{|\xi|^2}{t^2} \right)_+ \hat{f}(\xi) e^{ix \cdot \xi} d\xi
\end{equation}

and Stein’s square function of order $\lambda$

\begin{equation}
G^\lambda f(x) := \left( \int_0^\infty \left| \frac{\partial}{\partial t} T^\lambda_t f(x) \right|^2 dt \right)^{\frac{1}{2}}.
\end{equation}

Let $p_n$ be the smallest exponent obtained in [HZ20], which is also the best exponent that the restriction conjecture has been verified when $n \geq 4$. Our main result is

Theorem 1.1. For $p > p_n$ and $n \geq 3$, we have

\begin{equation}
\|G^\lambda f\|_{L^p(\mathbb{R}^n)} \leq C_{p,n} \|f\|_{L^p(\mathbb{R}^n)}, \quad \text{for} \quad \lambda > \frac{n}{2} - \frac{n}{p}.
\end{equation}

The square function $G^\lambda f$ was introduced by Stein in [Ste58], aiming to study the almost everywhere convergence of the Bochner-Riesz mean. An overview of the square function can be found in [LRS14]. Regarding to its $L^p$ problem, it is conjectured that $\|G^\lambda f\|_p \leq C_{p,n} \|f\|_p$ for $\lambda > \max\{1/2, n/2 - p/2\}$ and $p \geq 2$. Indeed, this conjecture was verified by Carbery [Car83] when $n = 2$. For higher dimensions there are only partial results. See for instance [GJW21], [Lee18] for higher dimensions. Theorem 1.1 improves the range when $n \geq 4$. We remark that the methods in this paper also give a slightly different proof for the 3-dimensional result in [GJW21].

1.1. Applications. There are many connections between Stein’s square function and other problems. We list some applications below to motivate its $L^p$ estimate. Other than that, Stein’s square function or its variation appeared in several places, for example, in the study of variation operators (see [GRY20], [BOR+20]).

1.1.1. Radial and maximal radial multipliers. Let $m$ be a bounded function on $\mathbb{R}$. Define the associated radial multiplier operator $T_m f$ by

\begin{equation}
T_m f(x) := m(|x|) \hat{f}(x).
\end{equation}

It is known in [CGTS84] that the $L^p$-boundedness of radial multipliers with certain regularity can be obtained by Stein’s square function estimate.
Corollary 1.2. Let \( n \geq 3 \) and \( \psi \neq 0 \) be a compactly supported smooth function on \((0, \infty)\). For every \( p \geq p_n \) and \( \alpha > n(\frac{1}{2} - \frac{1}{p}) - \frac{1}{2} \), we have
\[
\|T_m f\|_{L^p(\mathbb{R}^n)} \lesssim \sup_{t > 0} \|\psi m(t)\|_{L^p_x(\mathbb{R})}\|f\|_{L^p(\mathbb{R}^n)}.
\]
An analogous result for maximal radial multiplier operator also follows from the \( L^p \) estimate of Stein’s square function. This was shown in [Car85] Theorem 4. As a special case, we improve the maximal Bochner-Riesz estimate to the same range of \( p \). We refer the readers to [HNS11b] and [HNS11a] for the study on general radial multipliers and their applications.

1.1.2. Dimension of divergent set of the Bochner-Riesz mean. The almost everywhere convergence of the Bochner-Riesz mean on \( L^p \) is established by [CRdFV88] when \( p \geq 2 \). Here we consider the pointwise convergence of the Bochner-Riesz mean in Sobolev space. Consider the dimension of the divergent set.
\[
D_{n, \lambda, p}(\beta) := \sup_{f \in L^p_x(\mathbb{R}^n)} \dim\{x \in \mathbb{R}^n : \lim_{t \to \infty} T_t^\lambda f(x) \neq f(x)\}
\]
where \( \dim \) stands for the Hausdorff dimension.

Corollary 1.3. Let \( n \geq 3 \), \( \lambda > n(\frac{1}{2} - \frac{1}{p}) - \frac{1}{2} \), and \( 0 < \beta < \frac{n}{p} \). Then for \( p > p_n \)
\[
D_{n, \lambda, p}(\beta) = n - \beta p.
\]
This is a corollary of the \( L^p \)-boundedness of the maximal Bochner-Riesz operator, which is implied by Corollary 1.2 (See the discussion below (1.5)). We refer to [CV13] for the proof and more discussions on this topic.

1.1.3. Regularity problem for fractional Schrödinger equations. Let \( \alpha > 0 \). Consider the partial differential equation \( i\partial_t u + (-\Delta)^{\alpha/2} u = 0 \) with the initial data \( u(\cdot, 0) = f \). Let us denote the solution by \( e^{it(-\Delta)^{\alpha/2}} f := u(x, t) \). It is proved in [LRS12] Proposition 5.1 that Stein’s square function estimate implies some mixed norm estimates for the fractional Schrödinger operator.

Corollary 1.4. Let \( n \geq 3 \), \( \alpha \in (0, \infty) \), and \( I \) be a compact interval. For \( p > p_n \) and \( \frac{\alpha}{\alpha} = n(\frac{1}{2} - \frac{1}{p}) - \frac{1}{2} \), we have
\[
\left\| \left( \int_I |e^{it(-\Delta)^{\alpha/2}} f|^2 dt \right)^{\frac{1}{2}} \right\|_{L^p(\mathbb{R}^n)} \lesssim \|f\|_{L^p(\mathbb{R}^n)}.
\]
Corollary 1.4 itself in fact implies a larger class of mixed norm estimates:

Corollary 1.5. Suppose that \( n \geq 3 \) and \( I \) is a compact interval. Then for \( \alpha > 0 \), \( q \geq 2 \), \( p > p_n \) and \( \frac{\alpha}{\alpha} = n(\frac{1}{2} - \frac{1}{p}) - \frac{1}{q} \), we have
\[
\left\| \left( \int_I |e^{it(-\Delta)^{\alpha/2}} f|^q dt \right)^{\frac{1}{q}} \right\|_{L^p(\mathbb{R}^n)} \lesssim \|f\|_{L^p(\mathbb{R}^n)}.
\]
Note that when \( p = q \), 1.9 is a local smoothing estimate. Thus, as a byproduct, we obtain some local smoothing estimates for fractional Schrödinger equation (the case \( \alpha = 1 \) corresponds to the wave equation). As mentioned in [LRS12], the exponent \( \frac{\alpha}{\alpha} = n(\frac{1}{2} - \frac{1}{p}) - \frac{1}{q} \) is sharp unless \( \alpha = 1 \). We will give a simple proof of Corollary 1.5 using Corollary 1.4 in Appendix C.
1.1.4. **Bilinear Bochner-Riesz.** Consider the bilinear Bochner-Riesz operator

$$B^\alpha(f,g)(x) := \int_{\mathbb{R}^d \times \mathbb{R}^d} e^{2\pi i x \cdot (\xi + \eta)} (1 - |\xi|^2 - |\eta|^2)^\alpha \hat{f}(\xi)\hat{g}(\eta) \ d\xi d\eta.$$  

The bilinear Bochner-Riesz problem posed by [BCSY15] is to find all possible triples \((p,q,r)\) satisfying

$$\|B^\alpha(f,g)\|_{L^r} \lesssim \|f\|_{L^p(\mathbb{R}^d)}\|g\|_{L^q(\mathbb{R}^d)}.$$  

It is proved in [JLV18] Theorem 1.2 that the \(L^p\) estimate of Stein’s square function implies the boundedness of the bilinear Bochner-Riesz operator for certain range. Similar implication is also true for the maximal bilinear Bochner-Riesz operator, as shown in Theorem 1.2 of [JL20]. By their results, Theorem 1.1 improves the previously known bounds for the bilinear and maximal bilinear Bochner-Riesz operators. We do not state the ranges here.

1.2. **A sketch of the main ideas.** One of the main tools we use is polynomial partitioning. It was developed by Guth and Katz in [GK15], and introduced to the study of oscillatory integral operators by Guth in [Gut16] and [Gut18]. In there, Guth considered the interpolated norm \(\|f\|_2^\alpha \|f\|_\infty^{1-\alpha}\) (see [Gut16] page 373, 375) and used it to bound \(\|Ef\|_p\), where \(E\) is the extension operator for paraboloid. Another main tool is the polynomial Wolff axiom. It roughly says that there can not be too many tubes in a thin neighborhood of a variety. The polynomial Wolff axiom was first formulated by Guth and Zahl in [GZ18], and later proved by Katz and Rogers in [KR18]. Furthermore, a refined version called the nested polynomial Wolff axiom was verified independently in [HRZ19] and [Zah21]. By combining these two tools, progresses have been made in the Kakeya maximal operator conjecture (see [HRZ19], [Zah21]), and in the Fourier restriction problem (see [HR19], [HZ20]).

Using similar ideas, there are also some progresses related to the Bochner-Riesz operator (See [Wu20], [GOW+21b] and [GJW21]). Apart from the polynomial methods aforementioned, one new ingredient in [Wu20] and [GJW21] is a refined \(L^2\) estimate, and one new ingredient in [GOW+21b] is an application of a pseudo-conformal transform. Nevertheless, it seems to the authors that none of them is a good method to attack higher dimensional Stein’s square function. In fact, the refined \(L^2\) estimate does provide some improvements upon the square function, but what it provides is weaker than Theorem 1.1. As for the method in [GOW+21b], their framework relies on Carleson-Sjolin’s reduction: one freezes a variable and reduces the Bochner-Riesz problem to some restriction type estimate. However, for Stein’s square function, freezing one variable looks very wasteful. Indeed, if we freeze one variable, then the desired estimate is no longer true.

In this paper, we develop a way to use the idea of interpolated norm on Stein’s square function. This help us to improve the \(L^p\) bounds of the square function to the best known range of the restriction problem. Also, our argument automatically gives a slightly different proof for the results in [Wu20] and [GOW+21b], regarding to the Bochner-Riesz conjecture. Using a similar idea, the authors are able to make improvements on the local smoothing problem for some fractional Schrödinger equations. This is discussed in a separate paper [GOW21a].

The rest of the introduction is devoted to an intuitive sketch of our main idea on using the interpolated norm. To save us from abundant notations, let us take \(\mathbb{R}^3\) as an example. For all higher dimensions the idea is very similar.
Similarly to [GJW21], we follow Guth’s idea to reduce our problem to an $L^p$ estimate for certain broad norm of the vector-valued function defined in (3.9), namely, $\|Sq f\|_{BL^p_{L^2}(B_R)}$. Here $f = \{f_1, \cdots, f_R\}$, $f_j := m_j \ast f$, and $m_j$ is a smooth function supported in an $R^{-1}$ neighborhood of the sphere of radius $1 + j/R$. The problem then boils down to the estimate

$$\|Sq f\|_{BL^p_{L^2}(B_R)} \lesssim R^{p-3}\|f\|_{L^2(B_R)}\|f\|_{L^\infty(B_R)}^{-1}.$$  

(1.12)

We iteratively apply the polynomial partitioning to break down the broad norm. When the iteration stops, we obtain a collection of cells $O = \{O\}$ at scale $\rho$, associated functions $\{f_O\}_{O \in O}$, and a broad estimate

$$\|Sq f\|_{BL^p_{L^2}(B_R)} \lesssim \sum_{O \in O} \|Sq f_O\|_{BL^p_{L^2}(B_R)}.$$  

(1.13)

Here is our key estimate: For each cell $O$ there is a small set $X \subset B_R$ such that

$$\|Sq f_O\|_2^2 \lesssim \rho R^{-1}\|f 1_X\|_2^2 \lesssim \rho R^{-1}\|\cdot\|_2^2$$  

(1.14)

To get (1.14), a crucial observation is that only a very small portion of $f$, which we denote by $f 1_X$, would make contribution to the function $Sq f_O$. The reason is that $Sq f_O$ is concentrated on some tangent wave packets, and the set $X$ can be think of as some “thin-neighborhood” of the variety related to $O$. One may want to compare (1.14) to the estimate on $\int |f_{\tau,j,tang}|^2$ in [Gut16] page 402. The detailed proof of (1.14) is presented in Section 8.

Organization of the paper. In Section 2, we give the general statement of our results. We make several reduction of the target operator in Section 3. Section 4 is devoted to the wave packet decomposition. Section 5,6,7 contain the iteration of polynomial partitioning. Our key estimate is given in Section 8, and in the same section we finish the proof. There are also three appendices, and the proof of Corollary 1.5 is included in Appendix C.

Notation.

- We use $a \sim b$ to denote $ca \leq b \leq Ca$ for some unimportant constants $c$ and $C$. We use $a \lesssim b$ to denote $a \leq Cb$ for an unimportant constant $C$. These constants may change from line to line.
- We write $A(R) \leq \text{RapDec}(R) B$ to mean that for any power $\beta$, there is a constant $C_N$ such that

$$A(R) \leq C_N R^{-N} B$$

for all $R \geq 1$.
- For every number $R > 0$ and set $S$, we denote by $N_R(S)$ the $R$-neighborhood of the set $S$.
- The symbol $B^n(x, r)$ represents the open ball centered at $x$, of radius $r$, in $\mathbb{R}^n$. We sometimes simply write it as $B_r$ when we only care about its radius but not its position.
- We use $1_X$ to denote the characteristic function of the set $X \subset \mathbb{R}^n$.
- For $X$ being a ball $B_r$ or a rectangle, we use $\omega_X$ to denote the indicator function of $B_r$ with rapidly decaying term. For example, $w_{B_r}(x) = (1 + \text{dist}(x, B_r))^{-100n}$.
- By saying an $r$-tube, we mean a rectangle of dimensions $R^3r^{1/2} \times \cdots \times R^3r^{1/2} \times r$.
- Here $\beta$ is a tiny number to be defined later.
- By saying an $r$-cap, we mean a cap of radius $r$ in $\mathbb{S}^{n-1}$.
- For any cap $\tau \subset \mathbb{S}^{n-1}$, we use $c_\tau$ to denote the center of $\tau$. 

Some numbers. We will encounter many different numbers in the paper. For readers’ convenience, we summarize all of them here. Note that here we only give a rough description of these numbers. The precise definition will be given later in the paper.

- \( \beta \ll \delta_0 \ll \delta \ll \varepsilon \), where \( \varepsilon \) is a very small number, \( \delta = \varepsilon^2 \), \( \delta_0 = \delta^3 = \varepsilon^6 \) and \( \beta = \varepsilon^{1000} \). We remark that \( \beta \) is used to handle the rapidly decaying tail of wave packets.
- \( K \sim R^{10000} \) is the number appearing in the broad-narrow argument.
- \( A \sim \log \log R \) is the number in the subscript of the broad norm \( \|f\|_{BL_{k,A}} \). Also, we would like \( A \) to be of form \( 2^N \).
- \( d = d(\varepsilon) \) is a big number (depending on \( \varepsilon \)) which is the degree of the polynomial in the polynomial partitioning argument.
- \( \varepsilon \) in this paper, the implicit constant in \( \lesssim \) may depend on \( \delta \), but never depend on \( R \). We also define the notation \( \lesssim_m \) in Remark 7.2.
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2. General statement

We will state and prove a more general result. To do this, let us first introduce a class of hypersurfaces \( \{\Gamma_j\}_{1 \leq j \leq R} \). Here, we may assume \( R \) is an integer for convenience. Let \( \Phi(\xi, t) : B^{n-1}(0, 1) \times [1, 2] \to \mathbb{R} \) be a smooth function satisfying the following two properties:

- \( |\partial_t \Phi(\xi, t)| \sim 1 \), \( |\partial_\xi \nabla_\xi \Phi(\xi, t)| \lesssim 1 \) for all \( t \in [1, 2] \) and \( \xi \in B^{n-1}(0, 1) \).
- All the eigenvalues of the Hessian matrix \( \nabla^2_\xi \Phi \) have the same sign and magnitude \( \sim 1 \), uniformly in \( t \).

Fix a collection of \( R^{-1} \)-separated points \( \{t_j\}_{1 \leq j \leq R} \) lying in \( [1, 2] \) (one could choose \( t_j = 1 + \frac{j}{R} \)). For each \( t_j \), we consider the hypersurface

\begin{equation}
\Gamma_j := \{ (\xi, \Phi(\xi; t_j)) : |\xi| \leq 1/2 \}.
\end{equation}

Remark 2.1. In the paper the subscript \( j \) is only used for these hypersurfaces.

We introduce a square function associated to these hypersurfaces. For each \( j \), let \( \eta_j : \mathbb{R}^{n-1} \to \mathbb{R} \) and let \( \psi_j : \mathbb{R} \to \mathbb{R} \) be two smooth functions, with \( \text{supp}(\eta_j) \subset B^{n-1}(0, 1/2) \) and \( \text{supp}(\psi_j) \subset [-1/2, 1/2] \). Let \( \phi : \mathbb{R}^n \times [0, 1] \to \mathbb{R} \) be a smooth function that takes the value in \( [1/2, 2] \). All these three functions have bounded derivatives of any order, independent of \( j \). Define a general Fourier multiplier

\begin{equation}
\hat{m}_j(\xi) := \eta_j(\xi) \psi_j \left( (\xi_n - \Phi(\xi; t_j)) \frac{1}{R^{-1}} \phi(\xi; t_j) \right).
\end{equation}

Hence \( \text{supp}(\hat{m}_j) \subset N_{R^{-1}} \Gamma_j \). We also define the associated operator

\begin{equation}
S_j f(x) := m_j * f(x).
\end{equation}

The discrete square function associated to the hypersurfaces \( \{\Gamma_j\}_{j} \) is defined as:
Definition 2.2 (Square function). For any Schwartz function $f$, define
\begin{equation}
\text{Sq}f(x) := \left( \sum_{j=1}^{R} |S_j f(x)|^2 \right)^{1/2}.
\end{equation}

We have the following reduction:

Lemma 2.3. Let $\text{Sq}f$ be defined in (2.4). For some fixed $p_0 \geq \frac{2n}{n-1}$, suppose that for any $\varepsilon > 0$ we have
\begin{equation}
\|\text{Sq}f\|_{L^{p_0}(\mathbb{R}^n)} \leq C\varepsilon R^{\frac{n-1}{2} - \frac{n}{2p_0} + \varepsilon} \|f\|_{L^{p_0}(\mathbb{R}^n)}.
\end{equation}
Then Theorem 1.1 holds for $p > p_0$.

Lemma 2.3 was proved in [GJW21] when $n = 3$. The readers may look at how Lemma 2.7 implies Theorem 1.1 in [GJW21]. For $n \geq 4$, this lemma can be proved in the same way.

The wanted estimate (2.5) boils down to a local estimate stated below.

Theorem 2.4. Assuming the same notations as in Lemma 2.3 and $p \geq p_n$, then for any $\varepsilon > 0$ we have
\begin{equation}
\|\text{Sq}f\|_{L^p(B_R)} \leq C\varepsilon R^{\frac{n-1}{2} - \frac{n}{2p} + \varepsilon} \|f\|_{L^2(\mathbb{R}^n)}\|f\|_{L^\infty(\mathbb{R}^n)}^{p-2}.
\end{equation}

Proof of Theorem 2.4 implying Theorem 1.1. If Theorem 2.4 holds, then by taking the $p$-th power to both side of (2.6) and then summing over $B_R \subset \mathbb{R}^n$ we get
\begin{align*}
\|\text{Sq}f\|_{L^p(\mathbb{R}^n)}^p &\leq C\varepsilon R^{\frac{n-1}{2} - \frac{n}{2p} + \varepsilon} \|f\|_{L^2(\mathbb{R}^n)}^p \|f\|_{L^\infty(\mathbb{R}^n)}^{p-2}.
\end{align*}

Via real interpolation (See Theorem 1.4.19 in [Gra14] for instance), we obtain (2.5), and hence by Lemma 2.3 we prove Theorem 1.1. \qed

Now we have reduced Theorem 1.1 to Theorem 2.4. In the next section, we will introduce some more notations and preliminary lemmas, and do broad-narrow reduction to further reduce Theorem 2.4 to some broad norm estimate.

3. Reductions

In this section, we introduce the notion of vector-valued function and its broad norm. We will see that Theorem 2.4 is reduced to the broad norm estimate for the vector-valued function.

3.1. Gauss maps. We first give some definitions.

Definition 3.1 (Gauss map). Let $\Phi$ and $\{\Gamma_j\}$ be given in (2.1). For each $j$, we define the Gauss map of the hypersurface $\Gamma_j$ as:
\begin{equation}
G_j : B^{n-1}(0,1/2) \to S^{n-1}, \quad G_j(\xi) = \frac{(\nabla \Phi(\xi; t_j), 1)}{|(\nabla \Phi(\xi; t_j), 1)|}.
\end{equation}

Since there is a one-to-one correspondence between $B^{n-1}(0,1/2)$ and $\Gamma_j$, we can unambiguously think of $G_j$ as a function from $\Gamma_j$ to $S^{n-1}$.

Definition 3.2. For any cap $\sigma \subset S^{n-1}$, we define
\begin{equation}
\Gamma_j(\sigma) := \{\xi \in \Gamma_j : G_j(\xi) \in \sigma\}.
\end{equation}
What follows are several lemmas about the Gauss map $G_j$ that are not hard to show. We omit their proofs.

**Lemma 3.3.** For any $1 \leq j \leq R$, the Gauss map $G_j(\xi)$ is smooth and injective. In particular, when $\xi \in B^{n-1}(0,1/2)$, one has

$$|\partial^\alpha G_j| \leq C_\alpha, \quad \alpha \in \mathbb{N}^{n-1}$$

uniformly for all $G_j$.

**Lemma 3.4.** Suppose that $\sigma \subset S^{n-1}$ is a $\rho^{-1/2}$-cap with $1 \leq \rho \leq R$. Then for any $1 \leq j \leq R$, the set $G_j^{-1}(\sigma)$ is morally a $\rho^{-1/2}$-ball, which means there is a $\rho^{-1/2}$-ball $B$ in $B^{n-1}(0,1/2)$ such that

$$cB \subset G_j^{-1}(\sigma) \subset CB.$$  

for two absolute constants $c < 1$ and $C > 1$.

As a result, we see that $\Gamma_j(\sigma)$ is a $\rho^{-1/2}$-cap on $\Gamma_j$.

### 3.2. Vector-valued functions.

For technical reasons, it’s convenient to work on vector-valued functions. In this subsection, we discuss the properties for vector-valued functions.

**Definition 3.5** (Square function for vector-valued functions). Given a vector-valued function $g = \{g_1, \cdots, g_R\}$, we define the square function of $g$ by:

$$\text{Sq}(x) := \left( \sum_{j=1}^{R} |g_j(x)|^2 \right)^{1/2}.$$ 

Recall (2.3), (2.4). Under these notations, if we define $f_j$ and $f$ as

$$f_j := S_j f, \quad f := \{f_1, \cdots, f_R\},$$

then $\text{Sq}f = \text{Sq}f$. Hence we see that (2.6) is equivalent to

$$(\text{Sq}_p) \quad \|\text{Sq}f\|_{L^p(B_R)} \leq C_\epsilon R^{\frac{n-1}{2} - \frac{1}{2p} + \epsilon} \|f\|_{L^{2(\log R)}(B_R)} \|f\|_{L^{1-\omega}(\mathbb{R}^n)}.$$ 

Fix a number $\rho \geq 1$. In the following discussion, assume that we are given a vector-valued function $g = \{g_1, \cdots, g_R\}$ such that each component satisfies $\text{supp}(\hat{g}_j) \subset N_{R^3\rho^{-1}} \Gamma_j$. Here, we remark that $\beta = \epsilon^{1000}$ is a tiny number aiming to handle rigorously the rapidly decaying tail of wave packets. We recommend readers assuming $\beta = 0$ in the first reading.

For each $\rho^{-1/2}$-cap $\tau \subset S^{n-1}$, we want to define

$$g_\tau = \{g_{1,\tau}, \cdots, g_{R,\tau}\},$$

so that each component, roughly speaking, satisfies

$$\text{supp}(\hat{g}_{j,\tau}) \subset N_{R^3\rho^{-1}} \Gamma_j(2\tau).$$

We fix a scale $\rho$ and let $\{\tau\}$ be a set of $\rho^{-1/2}$-caps that form a finitely overlapping cover of $S^{n-1}$. Then for each $1 \leq j \leq R$, $\{\Gamma_j(\tau)\}$ form a finitely overlapping cover of $\Gamma_j$. Let $\{\hat{\varphi}_{j,\tau}(\xi)\}$ be a partition of unity associated to $N_{R^3\rho^{-1}} \Gamma_j$ so that each $\hat{\varphi}_{j,\tau}$ is a smooth cut off at the slab $N_{R^3\rho^{-1}} \Gamma_j(\tau)$ of dimensions $\rho^{-1/2} \times \cdots \times \rho^{-1/2} \times R^3 \rho^{-1}$. In this way, $\sum_\tau \hat{\varphi}_{j,\tau}$ forms a smooth approximation to $I_{N_{R^3\rho^{-1}} \Gamma_j}$, and $\sum_\tau \hat{\varphi}_{j,\tau} = 1$ on $N_{R^3\rho^{-1}} \Gamma_j$. We define

$$g_{j,\tau} := \varphi_{j,\tau} \ast g_j, \quad g_\tau := \{g_{1,\tau}, \cdots, g_{R,\tau}\}.$$
From the condition on the Fourier support of each $g_j$, we have

$$g_j = \sum \tau g_{j,\tau}.$$  

We define the square function associated to $\tau$ as

$$\text{Sq} g_{\tau} := \left( \sum_{j=1}^R |g_{j,\tau}(x)|^2 \right)^{1/2}.$$  

One can check $\text{Sq} g_{\tilde g^{n-1}} = \text{Sq} g$.

### 3.3. Broad norm

The broad norm we define here is a bit different from the usual way. We first fix an $M^{-1}$-cap $\sigma \subset \mathbb{S}^{n-1}$ and assume that each component of our function $g$ has Fourier support in the cap whose direction is determined by $\sigma$.

**Definition 3.6 (Broad norm).** Suppose that $\sigma \subset \mathbb{S}^{n-1}$ is an $M^{-1}$-cap and $\sigma$ is covered by finitely overlapping $K^{-1}M^{-1}$-caps: $\sigma = \cup \tau$. Let $g = \{g_1, \cdots, g_R\}$ be a vector-valued function satisfying

$$k, A \in \mathbb{R}$$

$$\nu (B_{MK^2 \times M^2 K^2}) := \min_{V_1, \cdots, V_A} \left( \max_{\tau \notin V_\sigma} \int_{B_{MK^2 \times M^2 K^2}} \|\text{Sq} g_{\tau}\|^p \right).$$

where the minimum is over $(k-1)$-dimensional subspaces of $\mathbb{R}^n$.

Finally, for $U \subset \mathbb{R}^n$, we define

$$\|\text{Sq} g\|_{BL^p_{k,A}(U)} := \left( \sum_{B_{MK^2 \times M^2 K^2}} \frac{|B_{MK^2 \times M^2 K^2} \cap U|}{|B_{MK^2 \times M^2 K^2}|} \nu (B_{MK^2 \times M^2 K^2}) \right)^{1/p}.$$  

**Remark 3.7.** Our definition of the broad norm depends on $\sigma$. Even though $\sigma$ does not appear in the notation, it will be clear form the text when we use it. When we consider the broad norm for $g_\sigma$, it is always with respect to the cap $\sigma$.

**Remark 3.8.** It may not be clear to readers why we use rectangles $B_{MK^2 \times M^2 K^2}$ of dimensions $MK^2 \times \cdots \times MK^2 \times M^2 K^2$. To get some intuitions, we first take a look at the case $M = 1$. In this case, $B_{MK^2 \times M^2 K^2}$ is just the $K^2$-ball which was used in [Gnt18]. For general $M^{-1}$-cap $\sigma$, if we can do parabolic rescaling to transform the cap $\sigma$ into some 1-cap, then in the physical space $B_{MK^2 \times M^2 K^2}$ would be transformed into $B_{K^2}$. This suggests us to use $B_{MK^2 \times M^2 K^2}$ in Definition 3.6.

We have triangle inequality and Hölder’s inequality for the broad norm.

**Lemma 3.9 (Triangle inequality).** Assuming the same notation, we have

$$\|\text{Sq} (g_1 + g_2)\|_{BL^p_{k,A}(U)} \lesssim \|\text{Sq} g_1\|_{BL^p_{k,A}(U)} + \|\text{Sq} g_2\|_{BL^p_{k,A}(U)}$$


Lemma 3.10 (Hölder’s inequality). For $1 \leq p, p_0, p_1 < \infty$ and $0 \leq \alpha \leq 1$ satisfying
\[
\frac{1}{p} = \frac{1 - \alpha}{p_0} + \frac{\alpha}{p_1},
\]
we have
\[
\|\text{Sq} g\|_{BL_{k, A}^p(U)} \lesssim \|\text{Sq} g\|_{BL_{k, A}^{p_0}(U)}^{1 - \frac{\alpha}{p_0}} \|\text{Sq} g\|_{BL_{k, A}^{p_1}(U)}^{\frac{\alpha}{p_1}}.
\]

Now we can state the main estimate in this paper. The most part of the paper is devoted to the proof of this estimate.

Theorem 3.11 (The main result for broad norm). Fix a $M^{-1}$-cap $\sigma \subset S^{n-1}$. Let $2 \leq k \leq n - 1$, and
\[
p > p_n(k) := 2 + \frac{6}{2(n - 1) + (k - 1) \prod_{i=k}^{n-1} \frac{2i}{2i+1}}.
\]
Recall the definition of $f$ in (3.6). Then for every $\epsilon > 0$, there exists $A$ such that
\[
(BL_{k, A}^p) \quad \|\text{Sq} f\|_{BL_{k, A}^p(B_R)} \lesssim \epsilon R^{p-1} M^{\frac{1}{2} - n(p-n)} p \|\text{Sq} f\|_{L^2(\omega_{B_R})} \|f\|_{L^2(\mathbb{R}^n)}.\]

We will begin the proof of Theorem 3.11 in Section 5. In the rest of this section, we show how it implies (3.10) and hence Theorem 2.4. Actually, we will prove the following lemma. Then by optimizing the $k$, we see (2.6) holds for $p \geq p_n$.

Lemma 3.12 (Reduction to the broad norm estimate). Let $n \geq 3$ and $2 \leq k \leq n - 1$. Suppose that
\[
2 + \frac{4}{2n - k} \leq p \leq 2 + \frac{2}{k-2}.
\]
Then the broad norm estimate $(BL_{k, A}^p)$ implies the square function estimate $(\text{Sq} p)$.

Proof of Lemma 3.12. We first do a one-step broad-narrow decomposition. Here we need to introduce a new notation. For the set of $K^{-1}$-cap $\Sigma_1 = \{\sigma_1\}$ that form a finitely overlapping cover of $S^{n-1}$, we want to define the square function whose frequency is restricted to a subcollection of these caps. For a $(k-1)$-plane $V \subset \mathbb{R}^n$, denote the caps that form an angle less than $K^{-1}$ with $V$ by
\[
\Sigma_1(V) := \{\sigma_1 \subset S^{n-1} : \sigma_1 \subset V\}.
\]
We define
\[
f_{\Sigma_1(V)}(x) := \sum_{\sigma_1 \in \Sigma_1(V)} f_{\sigma_1},
\]
so
\[
\text{Sq} f_{\Sigma_1(V)}(x) := \left( \sum_{j=1}^{R} \sum_{\sigma_1 \in \Sigma_1(V)} f_{j, \sigma_1}(x)^2 \right)^{1/2}.
\]
Thus, for each $B_K^2$ and any $(k-1)$-planes $V_1 \cdots, V_A$, we have
\[
\int_{B_K^2} |\text{Sq} f|^p \lesssim K^{O(1)} \max_{\sigma_1 \notin V, 1 \leq a \leq A} \int_{B_K^2} |\text{Sq} f_{\sigma_1}|^p + \sum_{a=1}^{A} \int_{B_K^2} |\text{Sq} f_{\Sigma_1(V_a)}|^p.
\]
Recall the definition of the broad norm in Definition 3.6 for the case $M = 1$. We optimize the choice for $V_1, \ldots, V_A$ to obtain
\begin{equation}
\int_{B_{K^2}} |\text{Sq}f|^p \lesssim K^{O(1)} \|\text{Sq}f\|_{BL^{p}_{\delta,A}(B_{K^2})} + \sum_{a=1}^{A} \int_{B_{K^2}} |\text{Sq}f_{\Sigma_1(V_a)}|^p.
\end{equation}
On the right hand side of (3.18), we call the first term broad term and the second term narrow term. In order to deal with the narrow term, we need a decoupling inequality for the square function. To state our decoupling lemma, we define $R$ hypersurfaces in $\mathbb{R}^m$, each of which, by an abuse of notation, is also denoted by $\Gamma_j$:
\begin{equation}
\Gamma_j := \{\xi = (\xi, \xi_m) : \xi_m = \Phi_j(\xi)\}.
\end{equation}
Here $\Phi_j : \mathbb{R}^{m-1} \to \mathbb{R}$ satisfies that $D^2\Phi_j$ has all eigenvalues lying in $[1/2, 2]$.

Lemma 3.13 (Decoupling for the square function). Let $\sigma \subset S^{m-1}$ be a cap of radius $M^{-1}$, and $\mathcal{T}_\sigma = \{\tau\}$ be a collection of $K^{-1}M^{-1}$-caps that covers $\sigma$. Let $g = \{g_1, \ldots, g_n\}$ be any vector-valued function, such that each $g_j : \mathbb{R}^m \to \mathbb{C}$ has Fourier support in $N_{K-2}M^{-1}\Gamma_j(\sigma)$. Let $B_{MK^2 \times M^2K^2} \subset \mathbb{R}^m$ be a rectangle of dimensions $MK^2 \times \cdots \times MK^2 \times M^2K^2$, pointing to the direction $e_{\sigma}$. Then for $2 \leq p \leq 2 + \frac{2}{M^{-1}}$, we have
\begin{equation}
\|\text{Sq}g\|_{L^p(B_{MK^2 \times M^2K^2})} \lesssim \epsilon' (KM)^{\epsilon'} \left( \sum_{\tau \in \mathcal{T}_\sigma} \|\text{Sq}g_\tau\|_{L^p(\omega_{B_{MK^2 \times M^2K^2}})}^2 \right)^{1/2}.
\end{equation}

Remark 3.14. We have chosen $K = R^{10000}$ and note that $M \lesssim R^{1/2}$, so when $\epsilon'$ in (3.20) is sufficiently small then
\[(KM)^{\epsilon'} \lesssim K^{5/2}.
\]It looks plausible to extend the decoupling inequality to the range $2 \leq p \leq 2(n+1)/(n-1)$ by adapting the argument of Bourgain-Demeter [BD15], but we do not pursue it here, since the shorter range $2 \leq p \leq 2n/(n-1)$ is enough for our application.

The proof of Lemma 3.13 is included in the Appendix B. As it is done in [Gut18, Lemma 9.3], we apply Lemma 3.13 with $M = 1$ and $m = k - 1$ to each $(k-1)$-dimensional slice of $B_{K^2}$ that is parallel to $V_a$, and then integrate over all the slices. Note the assumption of Lemma 3.12 gives $p \leq 2 + \frac{2}{M^{-1}}$. We hence obtain
\begin{equation}
\|\text{Sq}f_{\Sigma_1(V_a)}\|_{L^p(B_{K^2})} \lesssim K^{5/2} \left( \sum_{\sigma_1 \in \Sigma_1(V_a)} \|\text{Sq}f_{\sigma_1}\|_{L^p(\omega_{B_{K^2}})}^2 \right)^{1/2}.
\end{equation}
Note that the number of $\sigma_1 \in \Sigma_1(V_a)$ is $\lesssim K^{k-2}$. By Hölder’s inequality we get
\begin{equation}
\int_{B_{K^2}} |\text{Sq}f_{\Sigma_1(V_a)}|^p \lesssim K^{5/2} K^{(k-2)(\frac{p}{2}-1)} \sum_{\sigma_1 \in V_a} \int |\text{Sq}f_{\sigma_1}|^p \omega_{B_{K^2}}.
\end{equation}
Plug (3.22) into (3.18) and sum over $B_{K^2}$ so that
\[\int |\text{Sq}f|^p \omega_{B_{K^2}} \lesssim K^{O(1)} \|\text{Sq}f\|_{BL^{p}_{\delta,A}(\omega_{B_{K^2}})} + K^5 K^{(k-2)(\frac{p}{2}-1)} \sum_{\sigma_1 \in \Sigma_1} \int |\text{Sq}f_{\sigma_1}|^p \omega_{B_{K^2}}.
\]
We apply Theorem 3.11 with $M = 1$ and $\sigma = S^{n-1}$ to the first term on the right hand side to obtain
\[
\int |\text{Sq}f|^p w_B \lesssim K^{O(1)} R^{p R^{\frac{n-1}{p} - n}} \|\text{Sq}f\|_{L^2(\omega_B^{R^n})}^2 \|f\|_{L^\infty(\mathbb{R}^n)}^{p-2} + K^\delta K^{(k-2)(\frac{2}{p} - 1)} \sum_{\sigma_1 \in \Sigma_1} |\text{Sq}f_{\sigma_1}|^p w_B.
\]
(3.23)

Next, we focus on the second term on the right hand side of (3.22). For each $K^{-1}$-cap $\sigma_1$, we tile $\mathbb{R}^n = \bigcup B_{K^{-1}R \times R}$ where each $B_{K^{-1}R \times R}$ is a rectangle of dimensions $K^{-1}R \times \cdots \times K^{-1}R \times R$ whose long side points to the direction $c_{\sigma_1}$. Note that
\[
w_B \lesssim \sum_{B_{K^{-1}R \times R} \subset B} \omega_B^{K^{-1}R \times R}.
\]

We repeat the above broad-narrow argument to $\int |\text{Sq}f_{\sigma_1}|^p \omega_B^{K^{-1}R \times R}$ to obtain
\[
\int |\text{Sq}f_{\sigma_1}|^p \omega_B^{K^{-1}R \times R} \lesssim K^{O(1)} \|\text{Sq}f_{\sigma_1}\|_{BL^p_{K^{-1}R \times R}}^p + K^\delta K^{(k-2)(\frac{2}{p} - 1)} \sum_{\sigma_2 \subset \sigma_1} |\text{Sq}f_{\sigma_2}|^p \omega_B^{K^{-1}R \times R}.
\]
(3.24)

Here $\Sigma_2 = \{\sigma_2\}$ are $K^{-2}$-caps that tile $S^{n-1}$. By summing over the balls $B_{K^{-1}R \times R}$ and applying Theorem 3.11 to the first term on the right hand side above, we obtain
\[
\int |\text{Sq}f_{\sigma_1}|^p w_B \lesssim K^{O(1)} K^{2n-(n-1)p} R^{p R^{\frac{n-1}{p} - n}} \|\text{Sq}f_{\sigma_1}\|_{L^2(\omega_B^{R^n})}^2 \|f\|_{L^\infty(\mathbb{R}^n)}^{p-2} + K^\delta K^{(k-2)(\frac{2}{p} - 1)} \sum_{\sigma_2 \subset \sigma_1} |\text{Sq}f_{\sigma_2}|^p \omega_B.
\]

Plugging into the right hand side of (3.23), we get
\[
\int |\text{Sq}f|^p \omega_B \lesssim K^{O(1)} R^{p R^{\frac{n-1}{p} - n}} \|\text{Sq}f\|_{L^2(\omega_B^{R^n})}^2 \|f\|_{L^\infty(\mathbb{R}^n)}^{p-2} + K^\delta K^{(k-2)(\frac{2}{p} - 1)} K^{2n-(n-1)p} R^{p R^{\frac{n-1}{p} - n}} \sum_{\sigma_1 \in \Sigma_1} |\text{Sq}f_{\sigma_1}|^2 \omega_B^{K^{-1}R \times R}\|f\|_{L^\infty(\mathbb{R}^n)}^{p-2} + K^{2\delta} K^{2(k-2)(\frac{2}{p} - 1)} \sum_{\sigma_2 \in \Sigma_2} |\text{Sq}f_{\sigma_2}|^p \omega_B.
\]

Now we just need to iterate this process for the narrow part. Thus, we obtain
\[
(3.25) \quad \int |\text{Sq}f|^p \omega_B \lesssim K^{m \delta} K^{m(k-2)(\frac{2}{p} - 1)} \sum_{\sigma_m \in \Sigma_m} \int |\text{Sq}f_{\sigma_m}|^p \omega_B + \sum_{l=0}^{m-1} K^{O(1)} K^{l(k-2)(\frac{2}{p} - 1)} K^{l(2n-(n-1)p)} R^{p R^{\frac{n-1}{p} - n}} \sum_{\sigma_l \in \Sigma_l} |\text{Sq}f_{\sigma_l}|^2 \omega_B^{K^{-1}R \times R}\|f\|_{L^\infty(\mathbb{R}^n)}^{p-2}.
\]

Here $m$ is the integer satisfying $K^m \sim R^{1/2}$, each $\Sigma_l = \{\sigma_l\}$ is a collection of $K^{-l}$-caps that tile $S^{n-1}$.

For the second term on the right hand side of (3.25), by the assumption that $2 + \frac{1}{2n-k} \leq p$ in Lemma 3.12 we have the factor of $K$ satisfies
\[
K^{O(1)} K^{l(k-2)(\frac{2}{p} - 1)} K^{l(2n-(n-1)p)} \leq K^{O(1)} \lesssim R^\delta.
\]
As for the first term on the right hand side of (3.25), we note by the assumption that \(2 + \frac{1}{p} = \rho\), the factor of \(K\) has bound
\[
K^{m}\delta K^m (k-2)(\frac{2}{\rho}) \lesssim K^{m}\delta R^{\frac{1}{\rho}(k-2)(\frac{2}{\rho})} \leq R^\delta R^{\frac{n}{p}-p-n}.
\]
We also use the following lemma.

**Lemma 3.15** (Estimate for narrow part at the final stage). Let \(\{\sigma_m\}\) be \(R^{-1/2} \cdot \text{caps that forms a finitely overlapping cover of}\ \mathbb{S}^{n-1}\). Then for any \(2 \leq p < \infty\),
\[
(3.26) \quad \sum_{\sigma_m} \int |\text{Sq}_f \sigma_m| |p| \omega_{BR} \leq C_\varepsilon R^{p\varepsilon} \int |f|^p \omega_{BR}.
\]

**Remark 3.16.** The three dimensional version of the above lemma was proved in [GJW21] Lemma 3.9. The proof for the higher dimensional version is similar.

We apply Lemma 3.15 to the first term in (3.25) to get
\[
(3.27) \quad \int |\text{Sq}_f|^p w_{BR} \lesssim \varepsilon R^\rho R^{\frac{n}{2}-p-n} \|f\|_L^2(\omega_{BR}) \|f\|_{L^\infty(R^n)}^p.
\]
This finishes the proof of Lemma 3.12.

Now everything boils down to the proof of \(\text{BL}_{k,A}^p\). Actually, we will break \(B_R\) into smaller pieces that adapt to the size of \(\sigma\). We call these smaller pieces rescaled balls. More precisely, we give the definition:

**Definition 3.17** (Rescaled balls). Let \(\sigma\) be an \(M^{-1}\)-cap as above. For any radius \(r > 1\), we say a geometric object in \(\mathbb{R}^n\) is a “rescaled ball” of radius \(r\) (or rescaled \(r\)-ball), if it is a tube of length \(r\) and radius \(M^{-1}r\), pointing to the direction \(c_\sigma\). We use \(\mathcal{P}(x,r)\) to denote a rescaled \(r\) ball centered at \(x \in \mathbb{R}^n\). We sometimes simply write it as \(\mathcal{P}_r\) when we only care about its radius.

We further reduce \(\text{BL}_{k,A}^p\) to a more local version:
\[
(\text{BL}_{k,A}^p) \quad \|\text{Sq}_f \sigma \|^p_{\text{BL}_{k,A}^p(\mathcal{P}_R)} \lesssim \varepsilon R^\rho R^{\frac{n}{p}-p-n} M^{2n-(n-1)p} \|\text{Sq}_f \sigma \|^p_{L^2(\omega_{BR})} \|f\|_{L^\infty(R^n)}^p.
\]
Note that \(\text{BL}_{k,A}^p\) implies \(\text{BL}_{k,A}^p\) by summing over \(\mathcal{P}(x,R) \subset B_R\). In the rest of the paper, we focus on the proof of \(\text{BL}_{k,A}^p\).

From now on our cap \(\sigma\) and its scale \(M\) are fixed. In the rest of the paper, we simply write \(f = f_\sigma\), assuming \(f = \{f_1, \cdots, f_R\}\) satisfying \(\text{supp}(f_j) \subset N_{R\rho^{-1}} \Gamma_j(\sigma)\).

4. Wave packet decomposition

In this section, we discuss the wave packet decomposition. Fix a scale \(\rho \geq R^\varepsilon\). Let \(g = \{g_1, \cdots, g_R\}\) be a vector-valued function with \(\text{supp}(\hat{g}_j) \subset N_{R^{-p-1}} \Gamma_j\). We build the wave packet decomposition for \(g\) at scale \(\rho\) as follows.

Recall we have chosen \(\rho^{-1/2} \cdot \text{caps}\ \{\tau\}\), defined the partition of unity \(\{\varphi_{j,\tau}\}_\tau\) and the function \(g_{j,\tau} = \varphi_{j,\tau} \ast g\) (see (3.7) and the text there). So, we can partition each \(g_j\) of \(g\) in the frequency space as
\[
(4.1) \quad g_j = \sum_{\tau} g_{j,\tau}.
\]

Next, let us partition the physical space. Fix a cap \(\tau\). After rotating \(c_\tau\), without loss of generality we assume \(c_\tau = e_n\). We can choose a partition of unity \(\{\zeta_v\}_{v \in \mathbb{Z}^n}\) such that for any \(v \in \mathbb{Z}^n, \zeta_v(x) = \zeta(x-v)\), where \(\zeta: \mathbb{R}^n \to \mathbb{R}^+\) is a smooth function.
whose Fourier transform is supported in the unit ball in the frequency space, and \( \zeta \) decays rapidly outside the unit ball in the physical space.

To handle the rapidly decaying tail, we modify the partition of unity \( \{ \eta_u \} \) a little bit. Recall the tiny number \( \beta = \varepsilon^{1000} \). For each point \( u \in \mathbb{R}^3 \mathbb{Z}^n \), we define

\[
(4.2) \quad \eta_u(x) = \sum_{v \in E(u)} \zeta_v(x), \quad \text{for } E_u := \{ v : -R^3/2 < v_l - u_l \leq R^3/2, \ l = 1, \ldots, n \}.
\]

Hence \( \{ \eta_u \}_{u \in \mathbb{R}^3 \mathbb{Z}^n} \) also forms a smooth partition of unity. The advantage of using this new partition of unity is that the supports of functions \( \{ \eta_u \} \) are essentially disjoint in the following sense: if \( u, u' \in \mathbb{R}^3 \mathbb{Z}^n \) satisfy \( |u - u'| \geq 4^n R^3 \), then

\[
\min(|\eta_u(x)|, |\eta_{u'}(x)|) = \text{RapDec}(R). \quad \text{This means that each } \eta_u \text{ essentially correlates with a bounded number (at most } 4^n) \text{ of other } \eta_{u'}.
\]

For each \( u \in \mathbb{R}^3 \mathbb{Z}^n \), we consider the rescaled function

\[
\tilde{\eta}_u(x) := \eta_u(\rho^{-1/2} x_1, \cdots, \rho^{-1/2} x_{n-1}, R^3 \rho^{-1} x_n).
\]

From the discussion above, we see \( \tilde{\eta}_u \) is essentially supported in a rectangle of dimensions \( \mathbb{R}^3 \rho^{1/2} \times \cdots \times \mathbb{R}^3 \rho^{1/2} \times \rho \). We also call it a \( \rho \)-tube. This tube is defined by

\[
(4.3) \quad T_u := \{ x \in \mathbb{R}^n, |x_l - u_l| \leq \mathcal{R}^3 \rho^{1/2}, \ l = 1, \ldots, n-1; \ |x_n - u_n| \leq \rho \}.
\]

For any \( x \in \mathbb{R}^n \setminus 2 T_u \), we have

\[
(4.4) \quad \tilde{\eta}_u(x) \lesssim \text{RapDec}(R) \left( 1 + \frac{|x_1 - u_1|}{\rho^{1/2}} + \cdots + \frac{|x_{n-1} - u_{n-1}|}{\rho^{1/2}} + \frac{|x_n - u_n|}{\rho R^{-\beta}} \right)^{-(n+1)}.
\]

We also have that the Fourier transform of \( \tilde{\eta}_u \) is supported in a \( \rho^{-1/2} \times \cdots \times \rho^{-1/2} \times \mathbb{R}^3 \rho^{-1} \)-slab. This is the reason that we assume the Fourier support of the function is in \( \mathbb{R}^3 \rho^{-1} \)-neighborhood of the surface.

Note that we assumed \( c_\tau = c_n \). For general \( \tau \), we also defined the partition of unity \( \{ \tilde{\eta}_u \} \) and the tubes \( \{ T_u \} \), where the coreline of each tube \( T_u \) is parallel to the direction \( c_\tau \). We denote by

\[
(4.5) \quad \mathbb{T}_\tau[\rho] := \{ T_u \}
\]

the collection of these tubes. In order to reveal the essential support of each \( \tilde{\eta}_u \), we use the notation

\[
I^*_{T_u}(x) := \tilde{\eta}_u(x).
\]

Let us continue working on the right hand side of (4.1). We further partition each \( g_{j,\tau} \) into

\[
g_{j,\tau} = \sum_{T \in \mathbb{T}_\tau[\rho]} g_{j,\tau} I^*_T.
\]

From now on, we just set \( g_{j, T} := g_{j,\tau} I^*_T \). We obtain the wave packet decomposition:

\[
(4.6) \quad g_j = \sum_{\tau} \sum_{T \in \mathbb{T}_\tau[\rho]} g_{j,\tau}, \quad \text{where } g_{j, T} := g_{j,\tau} I^*_T \text{ for } T \in \mathbb{T}_\tau[\rho].
\]

If \( T \in \mathbb{T}_\tau[\rho] \), then the Fourier transform of \( I^*_T \) is supported in a slab centered at the origin which has dimensions \( \rho^{-1/2} \times \cdots \times \rho^{-1/2} \times \rho^{-1} \), and the normal direction of this slab is \( c_\tau \). So, \( g_{j, T} \) is supported in \( \mathbb{N}_R^3 \rho^{-1} \Gamma_j(2\tau) \).

This is the scale \( \rho \) wave packet decomposition. Each \( g_{j,\tau} \) is a single wave packet. Since \( \tau \) and \( T \) are both independent to the factor \( j \), we just write \( g_\tau := g_\tau(x) \).
We also have: \( \{g_{T,T}, \ldots, g_{R,T}\} \) and \( g_T = g_{T,T} \) (when \( T \in T_\tau[\rho] \)). We also call \( g_T \) a single wave packet.

We have the following \( L^2 \)-orthogonality for our wave packets.

**Lemma 4.1** (\( L^2 \)-orthogonality). For an arbitrary collection \( T' \subset \bigcup T_\tau[\rho] \), we have

\[
\left\| \sum_{T \in T'} g_{T,T} \right\|_2^2 \lesssim \sum_{T \in T'} \left\| g_{T,T} \right\|_2^2 \lesssim \left\| g_T \right\|_2^2.
\]

*This estimate is uniform for all \( 1 \leq j \leq R \).*

We also have the following lemma comparing wave packets at different scales. The argument is standard, so we omit the details.

**Definition 4.2.** For a tube \( T \) of dimensions \( \rho \times \cdots \times \rho \times r \) with \( \rho \leq r \), we define \( \omega(T) \subset \mathbb{S}^{n-1} \) to be a cap of radius \( \rho/r \) whose center is the direction of \( T \). We call \( \omega(T) \) the direction cap of \( T \). For two tubes \( T_i \) of dimensions \( \rho_i \times \cdots \times \rho_i \times r_i \) with \( \rho_i \leq r_i \) (i = 1, 2). We say \( T_1 < T_2 \) if

\[
T_1 \subset 50T_2 \quad \text{and} \quad \omega(T_2) \subset 10\omega(T_1).
\]

**Lemma 4.3.** Fix two scales \( R^c \leq \rho \leq r \). Let \( T_1 \) be a \( \rho \)-tube and \( T_2 \) be a \( r \)-tube such that \( T_1 \not\subset T_2 \). Then for a wave packet \( g_{T_2} \), we have

\[
(g_{T_2})_{T_1} = \text{RapDec}(R)\|g\|_2.
\]

Similarly, for a wave packet \( g_{T_1} \), we also have

\[
(g_{T_1})_{T_2} = \text{RapDec}(R)\|g\|_2.
\]

## 5. Modified Polynomial Partitioning

Starting in this section, we set \( \delta = \varepsilon^2 \), \( \delta_0 = \varepsilon^6 \ll \delta \) and \( d = d(\varepsilon) \) a sufficiently large constant depending on \( \varepsilon \). The main result of this section is Lemma 5.7.

### 5.1. Polynomial partitioning.

**Definition 5.1.** Suppose \( Q_1, \ldots, Q_k \) are polynomials in \( \mathbb{R}^n \). We say \( Z(Q_1, \ldots, Q_k) \) is a transverse complete intersection if for any \( x \in Z(Q_1, \ldots, Q_k) \), the vectors \( \nabla Q_1(x), \ldots, \nabla Q_k(x) \) are linearly independent.

We need a rescaled version of polynomial partitioning. The original one was proved in [Gat18] (see also in [HR19]). The following one is just by rescaling.

**Proposition 5.2.** Let \( \rho > 0 \). Suppose that \( g \in L^1(\mathbb{R}^n) \) is a non-negative function supported in \( P_\rho \cap N_{\rho^2/2R^c} \mathbb{Z} \), where \( P_\rho \) is a rescaled \( \rho \)-ball and \( \mathbb{Z} \) is an \( m \)-dimensional transverse complete intersection of degree at most \( d \). Then there exist:

1. An \((m-1)\)-dimensional transverse complete intersection \( Y \) of degree \( O(d) \).
2. \( \sim d^m \) many disjoint cells \( O \) each of which lies in a rescaled \( \rho/2 \)-ball. Also, any \( \rho \)-tube intersect at most \( d + 1 \) cells.

We also have:

\[
\int_{P_\rho \cap N_{\rho^2/2R^c} \mathbb{Z}} g \lesssim \sum_O \int_O g + \int_{P_\rho \cap N_{\rho^2/2R^c} \mathbb{Z}} g,
\]

and

\[
\int_O g \lesssim d^{-m} \int_{P_\rho \cap N_{\rho^2/2R^c} \mathbb{Z}} g.
\]
5.2. Transverse equidistribution. In this subsection, we only state the transverse equidistribution estimate. As this property already appeared in many references (for example, Section 6 of [Gut18]), we postpone the discussion to the Appendix A.

We first give the definition of what it means for a tube $T$ to be tangent to $Z$.

Definition 5.3. Let $\rho > R$, $T$ be a $\rho$-tube, $P_\rho$ be a rescaled $\rho$-ball and $Z$ be a transverse complete intersection. We say $T$ is "$\rho^{-1/2}$-tangent" to $Z$ in $P_\rho$ if the following two conditions are satisfied:

- $T \subset N_{\rho^{1/2}R^2}Z \cap P_\rho$.
- $\rho$ is any non-singular point of $Z$ lying in $10P_\rho \cap 10T$, then

$\angle(v(T), T_zZ) \leq \rho^{-1/2}R^{\delta_m}$. 

(5.3)

Here $v(T)$ is the direction of $T$, and $T_zZ$ is the tangent space of $Z$ at $z$.

We denote the collection of these tubes by $T_{P_\rho}(Z)$ or simply $T_{P_\rho}$ when $Z$ is clear.

Remark 5.4. Our notation is somewhat different from that in [Gut18]. In [Gut18], Guth use different $\delta_m$ for different $m$, which is also the dimension of $Z$, and he defined the "$\rho^{-1/2+\delta_m}$-tangency" with the right hand side of (5.3) replaced by $\rho^{-1/2+\delta_m}$. However, the proof still works if we use the same $\delta_\rho$ for all dimension $m$ and define the angle condition as in (5.3).

We also define what it means for a function to be concentrated on wave packets from a tube set $T$.

Definition 5.5. Suppose that $T$ is a collection of $r$-tubes. For a vector-valued function $g$, we say $g$ is concentrated on wave packets from $T$ if each component $g_j$ of $g$ has the wave packet decomposition

$|g_j(T) + \text{RapDec}(r)||g_j||. 

(5.4)$

Now we discuss our setting. Fix $M^2 \leq r \leq \rho$. Let $P_r \subset P_\rho$ be two rescaled balls of radius $r$ and $\rho$. Let $Z$ be an $m$-dimensional transverse complete intersection of degree $O(d)$. We use the notation $T_{P_r}(= T_{P_r}(Z))$ as is Definition 5.3. The transverse equidistribution estimate is as follows:

Proposition 5.6 (Transverse equidistribution estimate). Assume $\rho \geq r \geq \rho^{1/2}M$. Suppose $g = \{g_1, \cdots, g_R\}$ satisfies $\text{supp}(\hat{g}_j) \subset N_{R^{\delta_\rho}r^{-1}}\Gamma_j(\sigma)$ for each $j$, and $g_j$ is concentrated on wave packets from $T_{P_r}$, then

$(5.5)$

$|\text{Sq}g|^2 \lesssim R^{O(\delta_\rho)}(\frac{\rho}{r})^{-\frac{m}{2}} \int_{\mathbb{R}^n} |\text{Sq}g|^2 + \text{RapDec}(r)||\text{Sq}g||^2.$

We discuss the proof of Proposition 5.6 in Appendix A.

5.3. One-step polynomial partitioning. In this subsection, we state the one-step polynomial partitioning. Compared to the three dimensional counterpart in [GJW21], the difference is we break the cells obtained from Proposition 5.2 further into smaller cells and use the transverse equidistribution estimate to handle them.

Lemma 5.7 (One-step polynomial partitioning). Given the inputs as follows:

Inputs: $(\rho, m, Z, U, g_U, A)$. More precisely our inputs are:
(1) A scale $\rho \leq R$; 
(2) A number $1 \leq m \leq n$; 
(3) An $m$-dimensional variety $Z$ which is a transverse complete intersection of degree $O(d)$. 
(4) A set $U$ which is contained in a rescaled $\rho$-ball $P_U$; 
(5) A vector-valued function $g_U = \{g_{1,U}, \cdots, g_{R,U}\}$. Each component $g_{j,U}$ has Fourier support in $N_{R^n, \rho^{-1}}(\Gamma_j(\sigma))$, and the wave packets of $g_{j,U}$ are $\rho^{-1/2}$-tangent to $Z$ in $P_U$; 
(6) An integer $A \geq \log \log R$.

We obtain the outputs: 
**Outputs:** We obtain an $(m - 1)$-dimensional transverse complete intersection $Y$ of degree $O(d)$. Also, we are in one of the three cases: cellular case, transverse case and tangent case.

**Cellular case:**

(1) We obtain a collection of cells $O = \{O\}$ which we call cellular cells. They satisfy: each $O$ is contained in a rescaled $\rho/2$-ball $P_{O}$ and $O = P_{O} \cap N_{(\rho/2)^{1/2}R^k}(Z)$.

(2) We obtain tube sets $\{T_{O}\}_{O \in O}$ where each $T_{O}$ consists of some $(\rho/2)$-tubes that are $(\rho/2)^{-1/2}$-tangent to $Z$ in $P_{O}$. We also obtain a set of functions $\{g_{O}\}_{O \in O}$ which are indexed by $O$. Each $g_{O}$ is concentrated on wave packets from $T_{O}$, and they satisfy two $L^2$-estimates

$$\sum_{O \in O} \|\text{Sq}_{g_{O}}\|_2^2 \lesssim d \|\text{Sq}_{g_U}\|_2^2,$$

$$\|\text{Sq}_{g_{O}}\|_2^2 \lesssim d^{-(m-1)} \|\text{Sq}_{g_U}\|_2^2,$$

and a broad norm estimate:

$$\|\text{Sq}_{g_{U}}\|_{BL^p_{k,A}}(U) \lesssim \sum_{O \in O} \|\text{Sq}_{g_{O}}\|_{BL^p_{k,A}}(O).$$

(3) The Fourier transform of each component $g_{j,O}$ of $g_{O}$ satisfies:

$$\text{supp} \, \hat{g}_{j,O} \subset N_{R^n, (\rho/2)^{-1}}(\Gamma_j(\sigma)).$$

**Transverse case:**

(1) We obtain a collection of cells $B = \{B\}$ which we call transverse cells. They satisfy: each $B$ is a subset of $N_{(\rho R^{-\delta})^{1/2}R^k}, Y \cap U$ and each $B$ is contained in a rescaled $\rho R^{-\delta}$-ball $P_{B}$.

(2) We obtain tube sets $\{T_{B, \text{trans}}\}_{B \in B}$ where each $T_{B, \text{trans}}$ consists of some $\rho R^{-\delta}$-tubes that are $(\rho R^{-\delta})^{-1/2}$-tangent to $Z_B = Z + b_B$ (which is some translation of $Z$) in $P_{B}$. We also obtain a set of functions $\{g_{B, \text{trans}}\}_{B \in B}$ which are indexed by $B$. Each $g_{B, \text{trans}}$ is concentrated on wave packets from $T_{B, \text{trans}}$, and they satisfy two $L^2$-estimates

$$\sum_{B \in B} \|\text{Sq}_{g_{B, \text{trans}}}\|_2^2 \lesssim \text{Poly}(d) R^{-\delta} \|\text{Sq}_{g_U}\|_2^2,$$

$$\|\text{Sq}_{g_{B, \text{trans}}}\|_2^2 \lesssim R^{O(\delta)} R^{-\delta} R^{-\delta} \|\text{Sq}_{g_U}\|_2^2.$$
and a broad estimate

\[ \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(U)}^p \lesssim \log R \sum_{B \in B} \| \text{Sq} \mathbf{g}_{B,\text{trans}} \|_{BL^{p}_{k,A/2}(B)}^p. \]  

(3) The Fourier transform of each component \( \mathbf{g}_{B,\text{trans}} \) of \( \mathbf{g}_{B,\text{trans}} \) satisfies:

\[ \text{supp} \mathbf{g}_{B,\text{trans}} \subset N_{R^3(\rho R^{-\delta})^{-1/2}}(\Gamma_j(\sigma)). \]

\text{Tangent case:}

1. We obtain a collection of cells \( B = \{ B \} \) which we call tangent cells. They satisfy: each \( B \) is a subset of \( N_{R^3(\rho R^{-\delta})^{-1/2}}(U) \) and each \( B \) is contained in a rescaled \( \rho R^{-\delta} \)-ball \( \mathcal{P}_B \).
2. We obtain tube sets \( \{ \mathcal{T}_{B,\text{tang}} \}_{B \in B} \) where each \( \mathcal{T}_{B,\text{tang}} \) consists of some \( \rho R^{-\delta} \)-tubes that are \( (\rho R^{-\delta})^{-1/2} \)-tangent to some translation of \( Y \) in \( \mathcal{P}_B \),

We also obtain a set of functions \( \{ \mathbf{g}_{B,\text{tang}} \}_{B \in B} \) which are indexed by \( B \). Each \( \mathbf{g}_{B,\text{tang}} \) is concentrated on wave packets from \( \mathcal{T}_{B,\text{tang}} \), and they satisfy two \( L^2 \)-estimates

\[ \sum_{B \in B} \| \text{Sq} \mathbf{g}_{B,\text{tang}} \|_2^2 \lesssim R^{O(\delta)} \| \text{Sq} \mathbf{g}_U \|_2^2, \]

\[ \| \text{Sq} \mathbf{g}_{B,\text{tang}} \|_2^2 \lesssim R^{O(\delta)} \| \text{Sq} \mathbf{g}_U \|_2^2, \]

and a broad estimate

\[ \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(U)}^p \lesssim R^{O(\delta)} \sum_{B \in B} \| \text{Sq} \mathbf{g}_{B,\text{tang}} \|_{BL^{p}_{k,A/2}(B)}^p. \]  

(3) The Fourier transform of each component \( \mathbf{g}_{j,B,\text{tang}} \) of \( \mathbf{g}_{B,\text{tang}} \) satisfies:

\[ \text{supp} \mathbf{g}_{j,B,\text{tang}} \subset N_{R^3(\rho R^{-\delta})^{-1/2}}(\Gamma_j(\sigma)). \]

\text{Proof.} The rest of this section is devoted to the proof of the Lemma \[5.7\]. We apply Proposition \[5.2\] to the function

\[ F = \sum_{P \in \mathcal{P}_M^{K_2}} \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(P M^{K_2})}^p \frac{1}{|P M^{K_2}|} I_{P M^{K_2} \cap U}. \]

Since \( \mathbf{g}_U \) has wave packets concentrated on \( N_{M^{1/2}} Z \), we can assume \( U \subset \mathcal{P}_U \cap N_{M^{1/2}} Z \). From Proposition \[5.2\] we obtain an \( (m-1) \)-dimensional complete intersection \( Y \) of degree \( O(d) \). Also, we obtain a collection of cells \( O' = \{ O' \} \) such that: \(|O'| \sim d^m\), each \( O' \) is contained in a rescaled \( \rho/2 \)-ball, and

\[ \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(O')} \lesssim d^{-m} \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(U)} \]

for each cell \( O' \).

Define the wall \( W := N_{M^{1/2}} Y \cap U \). By \[5.1\], we have the following inequality:

\[ \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(U)} \lesssim \sum_{O' \in O'} \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(O')} + \| \text{Sq} \mathbf{g}_U \|_{BL^{p}_{k,A}(W)}. \]

Invoking the wave packet decomposition at scale \( \rho \), we can write

\[ \mathbf{g}_U = \sum_{T \in \mathcal{T}} (\mathbf{g}_U)_T + \text{RapDec}(R) \| \text{Sq} \mathbf{g} \|_2, \]

where \( \text{RapDec}(R) \) is the Rapidity Decay term.
where \( T \) is a set of \( \rho \)-tubes that are \( \rho^{-1/2} \)-tangent to \( Z \) in \( P_U \). In the following discussion, we will first define \( T_{O'}, T_{B',\text{trans}} \) and \( T_{B',\text{tang}} \) which are subsets of \( T \). Then we will define smaller tubes \( T_{O}, T_{B,\text{trans}} \) and \( T_{B,\text{tang}} \) that we want.

First, we analyze the first term on the right hand side of (5.19). For each cell \( O' \in O' \), define
\[
T_{O'} := \{ T \in T : O' \cap T \neq \emptyset \}.
\]
Recalling (2) in Proposition 5.2, we have

**Lemma 5.8.** Each \( T \in T \) belongs to at most \( d + 1 = O(d) \) many sets \( T_{O'} \).

Noting that \( T_{O'} \) doesn't depend on the subscript \( j \) of each component \( g_j \), we define the vector-valued function \( g_{O'} \) associated to the cell \( O' \) as
\[
(5.21) \quad g_{O'} := \sum_{T \in T_{O'}} (g_U(T)).
\]
Since for any \( x \in O' \) one has
\[
g_U(x) = g_{O'}(x) + \text{RapDec}(R)\|\text{Sq}g\|_2,
\]
as a result
\[
(5.22) \quad \sum_{O' \in O'} \|\text{Sq}g_U\|_{BL^k_{A}(O')} \lesssim \sum_{O' \in O'} \|\text{Sq}g_{O'}\|_{BL^k_{A}(O')} + \text{RapDec}(R)\|\text{Sq}g\|_2^p.
\]

Next, let us analyze the second term on the right hand side of (5.19). We choose a collection of rescaled \( \rho R^{-\delta} \)-balls \( \tilde{B} = \{ \tilde{B} \} \) that form a finitely overlapping covering of \( U \). Define
\[
(5.23) \quad B' := \tilde{B} \cap W \text{ and } B' := \{ B' \}.
\]
For each \( B' \), we define \( T_{B',\text{tang}} \) and \( T_{B',\text{trans}} \) which are subsets of \( T \) as follows.

**Definition 5.9.** \( T_{B',\text{tang}} \) is the set of \( \rho \)-tubes \( T \in T \) obeying the following two conditions:

- \( T \cap B' \neq \emptyset \).
- If \( z \) is any non-singular point of \( Z \) lying in \( 10 \tilde{B} \cap 10T \), then
\[
(5.24) \quad |\angle(v(T), T_z Y)| \leq \rho^{-1/2} R^{d_k}.
\]
Here \( v(T) \) is the direction of \( T \).

**Remark 5.10.** Note that the definition of tangent tubes here is different from that in Definition 5.3.

**Definition 5.11.** \( T_{B',\text{trans}} \) is the set of \( \rho \)-tubes \( T \in T \) obeying the following two conditions:

- \( T \cap B' \neq \emptyset \).
- There exists a non-singular point \( z \) of \( Z \) lying in \( 10 \tilde{B} \cap 10T \), such that
\[
(5.25) \quad |\angle(v(T), T_z Y)| > \rho^{-1/2} R^{d_k}.
\]

The following lemma for the transverse tubes was proved in [Gut16].

**Lemma 5.12.** Each \( T \in T \) belongs to at most \( \text{Poly}(\text{deg}(Y)) = \text{Poly}(d) \) many sets \( \{ T_{B',\text{trans}} \}_{B'} \).
Now we define $g_{B',\text{trans}}$ and $g_{B',\text{tang}}$ as

$$g_{B',\text{trans}} := \sum_{T \in T_{B',\text{trans}}}(g_U)_T, \quad g_{B',\text{tang}} := \sum_{T \in T_{B',\text{tang}}}(g_U)_T,$$

so we have

$$g_U(x) = g_{B',\text{trans}}(x) + g_{B',\text{tang}}(x) + \text{RapDec}(R)\|\text{Sq}g\|_2 \quad \text{for } x \in B'. \quad (5.27)$$

By the triangle inequality for the broad norm $(5.19)$, we have

$$\|\text{Sq}g_U\|_p^{BL_{k,A}(B')} \lesssim \|\text{Sq}g_{B',\text{trans}}\|_{BL_{k,A/2}(B')}^p + \|\text{Sq}g_{B',\text{tang}}\|_{BL_{k,A/2}(B')}^p + \text{RapDec}(R)\|\text{Sq}g\|_2^p. \quad (5.28)$$

Consequently, one has

$$\|\text{Sq}g_U\|_p^{BL_{k,A}(U)} \lesssim \sum_{B' \in \mathcal{B}} \|\text{Sq}g_{B',\text{trans}}\|_{BL_{k,A/2}(B')}^p + \sum_{B' \in \mathcal{B}} \|\text{Sq}g_{B',\text{tang}}\|_{BL_{k,A/2}(B')}^p + \text{RapDec}(R)\|\text{Sq}g\|_2^p. \quad (5.29)$$

Combining $(5.19)$, $(5.22)$ and $(5.29)$, we get

$$\|\text{Sq}g_U\|_p^{BL_{k,A}(U)} \lesssim \sum_{O' \in O'} \|\text{Sq}g_{O'}\|_{BL_{k,A}(O')}^p + \sum_{B' \in \mathcal{B}} \|\text{Sq}g_{B',\text{trans}}\|_{BL_{k,A/2}(B')}^p + \sum_{B' \in \mathcal{B}} \|\text{Sq}g_{B',\text{tang}}\|_{BL_{k,A/2}(B')}^p + \text{RapDec}(R)\|\text{Sq}g\|_2^p. \quad (5.30)$$

We can just ignore the rapidly decaying term. Now we determine which one of the three cases we are in according to which term on the right hand side of $(5.30)$ dominates.

**Transverse case:** If the second term on the right hand side of $(5.30)$ dominates, we say “we are in the transverse case”.

In this case, we cannot directly use the cells $B'$ for $B$, since $B'$ is too thick to satisfies condition $(5.19)$. We need to break each $B'$ into smaller cells $\{b\}$ and define for each $B$ a set of $\rho R^{-\delta}$-tubes $\mathcal{T}_{B,\text{trans}}$, so that $\mathcal{T}_{B,\text{trans}}$ is $(\rho R^{-\delta})^{-1/2}$-tangent to some translation of $Z$ in $B$. The two main tools are the probability method and the transverse equidistribution estimate. We incorporate them in the next lemma.

**Lemma 5.13.** For a fixed $B'$, we can find a set $\mathcal{B} \subset B(0, \rho^{1/2})$ and disjoint sets of $\rho R^{-\delta}$-tubes $\{T_b\}_{b \in \mathcal{B}}$, such that the tubes in $T_b$ are $(\rho R^{-\delta})^{-1/2}$-tangent to $b + Z$ in $B'$ for each $b \in \mathcal{B}$. Intuitively, one may think

$$N_{\rho^{1/2}R_b}Z \cap B' \approx \bigcup_{b \in \mathcal{B}} N_{(\rho R^{-\delta})^{1/2}R_b}(b + Z) \cap B'.$$

If we define

$$B(B') := \{B' \cap N_{(\rho R^{-\delta})^{1/2}}(b + Z)\}_{b \in \mathcal{B}} = \{B\}, \quad (5.31)$$

and for each $B = B' \cap N_{(\rho R^{-\delta})^{1/2}R_b}(b + Z) \in B(B')$, define

$$\mathcal{T}_{B,\text{trans}} := T_b, \quad g_{B,\text{trans}} := \sum_{T' \in \mathcal{T}_{B,\text{trans}}}(g_{B',\text{trans}})_T, \quad (5.32)$$

where $\rho R^{-\delta}$-tubes in $\mathcal{T}_{B,\text{trans}}$ are $(\rho R^{-\delta})^{1/2}$-tangent to $b + Z$ and disjoint from the tubes in $\mathcal{T}_{B,\text{trans}}$. The bound

$$\|\text{Sq}g_U\|_p^{BL_{k,A}(U)} \lesssim \sum_{b \in \mathcal{B}} \|\text{Sq}g_{B,\text{trans}}\|_{BL_{k,A/2}(B')}^p + \text{RapDec}(R)\|\text{Sq}g\|_2^p. \quad (5.33)$$

holds.
then we have the following estimates:
\begin{equation}
\|\text{Sq} g_{B^t, \text{trans}}\|_{BL^p_{L,A/2}(B')}^p \lesssim \log R \sum_{B \in B(B')} \|\text{Sq} g_{B^t, \text{trans}}\|_{BL^p_{L,A/2}(B)},
\end{equation}
\begin{equation}
\sum_{B \in B(B')} \|\text{Sq} g_{B^t, \text{trans}}\|_2^2 \lesssim R^{-\delta} \|\text{Sq} g_{B^t, \text{trans}}\|_2^2,
\end{equation}
\begin{equation}
\|\text{Sq} g_{B^t, \text{trans}}\|_2^2 \lesssim R^{O(\delta)} R^{-\frac{2n-2m}{m-1}} R^{-\delta} \|\text{Sq} g_{B^t, \text{trans}}\|_2^2.
\end{equation}

**Remark 5.14.** The proof of (5.33) is by some probability argument, where we randomly choose the set $\mathfrak{B} \in B(0, \rho^{1/2})$. The argument can be found in [Gut18] page 132, or [HH19] Lemma 10.5. The factor $\log R$ comes from the pigeonhole argument. For safety, we may choose the factor to be $(\log R)^{10}$, but it is acceptable as long as it is much smaller than $R^{\delta}$. So we just put $\log R$ here for simplicity.

The proof of (5.34) is by a standard $L^2$-argument. We gain a factor $R^{-\delta}$ because $g_{B^t, \text{trans}}$ is a sum of $\rho$-wave packets whereas $g_{B, \text{trans}}$ is a sum of $\rho R^{-\delta}$-wave packets.

We also give the idea of the proof of (5.35). For a fixed $B = B' \cap N_{(\rho R^{-\delta})/2 R_\delta}^\perp (b+Z) \in B(B')$, we apply Proposition 5.6 with $g = g_{B^t, \text{trans}}$, $(\rho, r) = (\rho, \rho R^{-\delta})$, $\mathcal{P}_\rho = \mathcal{P}_U$, $\mathcal{P}_r = \mathcal{P}_{B'}$, and ignore the rapidly decaying term to obtain
\begin{equation}
\int_{B \cap N_{(\rho R^{-\delta})/2 R_\delta}^\perp (b+Z)} |\text{Sq} g_{B^t, \text{trans}}| \lesssim R^{O(\delta)}(R^\delta)^{-\frac{n-m}{m-1}} \int |\text{Sq} g_{B^t, \text{trans}}|^2.
\end{equation}

Another key observation is $\text{Sq} g_{B^t, \text{trans}}(x) \sim 1_{B \cap N_{(\rho R^{-\delta})/2 R_\delta}^\perp (b+Z) \cdot \text{Sq} g_{B^t, \text{trans}}(x)$, which is the same as (8.20) in [Gut18]. Plugging into the left hand side of the above inequality, we obtain (5.35).

Now we define $\mathcal{B} := \bigcup_{B} B(B')$. Since we are in the transverse case, in order to prove (5.12), one just needs to sum up all $B \in \mathcal{B}$ in (5.30) and (5.33). Also, we see that (5.35) verifies (5.11), and (5.13) is a fact from the wave packet decomposition.

It remains to show (5.10). From (5.26) and Lemma 5.12 one has
\begin{equation}
\sum_{B' \in B'} \|\text{Sq} g_{B^t, \text{trans}}\|_2^2 = \sum_{B' \in B'} \|\text{Sq} \left( \sum_{T \in \mathcal{T}_{B', \text{trans}}} (g_U)_T \right)\|_2^2 \lesssim \text{Poly}(d) \|\text{Sq} \left( \sum_{T \in \mathcal{T}} (g_U)_T \right)\|_2^2 \lesssim \text{Poly}(d) \|\text{Sq} g_U\|_2^2.
\end{equation}

Combine this with (5.31), we prove (5.10).

**Tangent case:** If the third term on the right hand side of (5.30) dominates, we say “we are in the tangent case”.

The tangent case is handled in a similar way as in the transverse case. Recalling the definition of $\mathcal{T}_{B', \text{tang}}$ in Definition 5.9, the tubes in $\mathcal{T}_{B', \text{tang}}$ are in some sense tangent to $Y$ in $B'$. We can derive a similar lemma as Lemma 5.13 with $Z$ replaced by $Y$. Then, all the argument work in the same way.

We also remark that we only need to care about the requirement (2), since the other estimates (5.14), (5.15) and (5.16) are quite crude and can be easily verified. The reason that we only need crude estimates in tangent case is because we will only encounter at most $n-k$ tangent cases in our iteration process.

**Cellular case:** If the first term on the right hand side of (5.30) dominates, we say “we are in the cellular case”. We have
\begin{equation}
\|\text{Sq} g_U\|_{BL^p_{L,A}(U)} \lesssim \sum_{O' \in O'} \|\text{Sq} g_{O'}\|_{BL^p_{L,A}(O')}^p.
\end{equation}
Since $T_{O'}$ is a collection of $\rho$-tubes, we need to define $\rho/2$-tubes $T_O$ in order to satisfy the requirement in (2). However, this is much easier than the transverse case, since the adjacent scales are $\rho$ and $\rho/2$ instead of $\rho$ and $\rho R^{-\delta}$. In fact, at a cost of some absolute constant that comes from using the triangle inequality, we can assume that $T_{O'}$ is a collection of $\rho/2$-tubes, each of which is $(\rho/2)^{-1/2}$-tangent to $Z$, and (5.21) is a wave packet decomposition at scale $\rho/2$, without loss of generality.

Recall that $|O| \sim d^m$ and (5.18). Via pigeonholing, we can choose a subset of $O'$, which is denoted by $O$, such that

\begin{equation}
\|\text{Sq}\ g_U\|_{BL^p_{\rho, A}(U)} \sim d^m \|\text{Sq}\ g_O\|_{BL^p_{\rho, A}(O)}
\end{equation}

holds for every $O \in O$, and $|O| \sim d^m$. This verifies (5.8).

To show (5.6), we first recall (5.21), so

\[ \sum_{O \in O} \|\text{Sq}\ g_O\|^2_2 = \sum_{O \in O} \|\text{Sq}(\sum_{T \in T_O} (g_U)_T)\|^2_2. \]

By Lemma 5.8, we see that each tube $T$ belongs to $O(d)$ many sets $T_{O'}$, implying

\begin{equation}
\sum_{O \in O} \|\text{Sq}(\sum_{T \in T_O} (g_U)_T)\|^2_2 \lesssim d\|\text{Sq}(\sum_{T \in T_O} (g_U)_T)\|^2_2 \lesssim d\|\text{Sq}\ g_U\|^2_2.
\end{equation}

Combining the above two inequalities, we proved (5.6).

To prove (5.7), we need to refine $O$ once more. Note that we just proved

\[ \sum_{O \in O} \|\text{Sq}\ g_O\|^2_2 \lesssim d\|\text{Sq}\ g_U\|^2_2, \]

Since $|O| \sim d^m$, we see the number of cells $O \in O$ for which $\|\text{Sq}\ g_O\|^2_2 \lesssim d^{-(m-1)}\|\text{Sq}\ g_U\|^2_2$ is $\sim d^m$. We still denote these cells by $O$, then (5.7) holds. Finally, (5.9) is a fact from the wave packet decomposition. \qed

6. The first algorithm

In this section, we discuss our first algorithm. This algorithm is processed by iteratively using Lemma 5.7. At each step of the iteration, we endow one of the states: cellular state, transverse state and tangent state. The iteration ends when we arrive in the tangent state, or the scale is very small (slightly larger than $M^2$). We will discuss more carefully about the latter two scenarios.

Algorithm 1 (The first algorithm).

**Inputs:** $(r, m, p_m, A)$ and $\{(Z_{O_0}, O_0, f_{O_0})\}_{O_0 \in O_0}$. More precisely, the quadruple consists of:

1. A scale $r$ ($M^2 R^r/10n \leq r \leq R$);
2. A number $1 \leq m \leq n$;
3. A number $p_m$ which is used for $L^{p_m}$ space (we will just write $p$ instead of $p_m$ throughout this algorithm);
4. An integer $A \geq \log \log R$.

For each $O_0 \in O_0$, $(Z_{O_0}, O_0, f_{O_0})$ consists of:

1. An $m$-dimensional variety $Z_{O_0}$ which is a transverse complete intersection of degree $O(d)$;
2. A cell $O_0 = P_{O_0} \cap N_{\rho, 1/2} Z_{O_0}$, where $P_{O_0}$ is a rescaled $r$-ball;
(3) A vector-valued function $\mathbf{f}_{O_0} = \{f_{1,O_0}, \cdots, f_{R,O_0}\}$. Each component $f_{j,O_0}$ has Fourier support in $N_{R^{\delta_r - 1}}(\Gamma_j(\sigma))$, and the wave packets of $f_{j,O_0}$ are $r^{-1/2}$-tangent to $\mathbf{Z}_{O_0}$ in $\mathcal{P}_r$.

Then we have the following outputs:

- There exists an integer $s \geq 1$ which denotes the total number of iteration steps. There is a function STATE which we use to record the state of each step:
  \[
  \text{STATE} : \{1, 2, \cdots, s\} \rightarrow \{\text{cell}, \text{trans}, \text{tang}\}.
  \]
  We require the tangent case appear at most once, and if it appears, it should only appear at the last step. That is: $\text{STATE}(u) = \text{tang}$ implies $u = s$. If the tangent case does not appear, then we end with a small radius $r_s \sim M^{2/10}n$ ($r_s$ is as below).

- At each step $u, u \in \{1, \cdots, s\}$, we have:
  
  1. A scale $r_u$ whose explicit formula is
     \[
     r_u = r^{2^{-c(u)}R^{-\delta_a(u)}},
     \]
     where the two parameters $c(u)$ and $a(u)$ are defined by
     \[
     c(u) := \#\{1 \leq i \leq u : \text{STATE}(i) = \text{cell}\},
     \]
     \[
     a(u) := \#\{1 \leq i \leq u : \text{STATE}(i) = \text{trans}\}.
     \]

  2. A number $A_u$ defined by
     \[
     A_u = A/2^{a(u)}.
     \]
     For convenience we also set $A_0 = A$. The number $A_u$ is used for the broad norm $\text{BL}_{L_{A_u}}^p$ at step $u$.

  3. A set of cells $O_u = \{O_u\}$ such that each $O_u$ is contained in a rescaled $r_u$-ball $\mathcal{P}_{O_u}$. Each $O_u$ has a unique parent $O_{u-1} \in O_{u-1}$. We denote this relation by
     \[
     O_u < O_{u-1}.
     \]
     Moreover we have the nested property for these cells. That is, for any cell $O_s \in O_s$, there exist unique $O_u \in O_u$ ($u = 0, 1, \cdots, s$) such that
     \[
     O_s < O_{u-1} < \cdots < O_1 < O_0.
     \]
     For $O_u$ and $O_{u'}$ in this chain with $u > u'$, we also write $O_u < O_{u'}$.

  4. A set of $r_u$-tubes $\mathcal{T}_{O_u}$ and a set of functions $\{f_{O_u}\}_{O_u \in O_u}$ that satisfy the following iteration formula
     \[
     f_{O_u} := \sum_{T \in \mathcal{T}_{O_u}} (f_{O_{u-1}})_T + \text{RapDec}(r_u)||S^2f||_2.
     \]
     Here tubes in $\mathcal{T}_{O_u}$ are $r_u^{-1/2}$-tangent to a translated variety $\mathbf{Z}_{O_u}(= b_{O_u} + \mathbf{Z})$ in $\mathcal{P}_{O_u}$.

  5. There are three possible cases for each step $u$: cellular case, transverse case and tangent case. The outputs for each case are the following:

  **Cellular state:** If $\text{STATE}(u) = \text{cell}$, we have the following outputs.
i. We have the following $L^2$-relations between two adjacent steps:

$$\sum_{O_u} \| \text{Sq} f_{O_u} \|_2^2 \lesssim d \sum_{O_{u-1}} \| \text{Sq} f_{O_{u-1}} \|_2^2, \quad (6.9)$$

$$\| \text{Sq} f_{O_u} \|_2^2 \lesssim d^{-(m-1)} \| \text{Sq} f_{O_{u-1}} \|_2^2 \quad \text{for } O_u < O_{u-1}. \quad (6.10)$$

ii. We have the broad norm estimate:

$$\sum_{O_{u-1} \in \mathcal{O}_{u-1}} \| \text{Sq}(f_{O_{u-1}}) \|_{\mathcal{P}_{BLK, A_{u-1}}(O_{u-1})}^p \lesssim \sum_{O_u \in \mathcal{O}_u} \| \text{Sq}(f_{O_u}) \|_{\mathcal{P}_{BLK, A_u}(O_u)}^p, \quad (6.11)$$

iii. The Fourier transform of each component $f_{j,O_u}$ of $f_{O_u}$ satisfies:

$$\text{supp} \hat{f}_{j,O_u} \subset N_{R^{\delta} r_u^{-1}}(\Gamma_j(\sigma)). \quad (6.12)$$

**Transverse state:** If $\text{STATE}(u) = \text{trans}$, we have the following outputs.

i. We have the following $L^2$-relations between adjacent steps:

$$\sum_{O_u} \| \text{Sq} f_{O_u} \|_2^2 \lesssim \text{Poly}(d) R^{-\delta} \sum_{O_{u-1}} \| \text{Sq} f_{O_{u-1}} \|_2^2, \quad (6.13)$$

$$\| \text{Sq} f_{O_u} \|_2^2 \lesssim R^{O(\delta)} R^{-\delta \frac{n-m}{2}} \| \text{Sq} f_{O_{u-1}} \|_2^2 \quad \text{for } O_u < O_{u-1}. \quad (6.14)$$

ii. We have the broad norm estimate:

$$\sum_{O_{u-1} \in \mathcal{O}_{u-1}} \| \text{Sq}(f_{O_{u-1}}) \|_{\mathcal{P}_{BLK, A_{u-1}}(O_{u-1})}^p \lesssim (\log R)^3 \sum_{O_u \in \mathcal{O}_u} \| \text{Sq}(f_{O_u}) \|_{\mathcal{P}_{BLK, A_u}(O_u)}^p, \quad (6.15)$$

iii. The Fourier transform of each component $f_{j,O_u}$ of $f_{O_u}$ satisfies:

$$\text{supp} \hat{f}_{j,O_u} \subset N_{R^{\delta} r_u^{-1}}(\Gamma_j(\sigma)). \quad (6.16)$$

**Tangent state:** If $\text{STATE}(u) = \text{tang}$, so $u = s$, then we have the following outputs.

i. We have the following $L^2$-relations:

$$\sum_{O_s} \| \text{Sq} f_{O_s} \|_2^2 \lesssim R^{O(\delta)} \sum_{O_{s-1}} \| \text{Sq} f_{O_{s-1}} \|_2^2, \quad (6.17)$$

$$\| \text{Sq} f_{O_s} \|_2^2 \lesssim R^{O(\delta)} \| \text{Sq} f_{O_{s-1}} \|_2^2 \quad \text{for } O_s < O_{s-1}. \quad (6.18)$$

ii. We have broad norm estimate:

$$\sum_{O_{s-1} \in \mathcal{O}_{s-1}} \| \text{Sq}(f_{O_{s-1}}) \|_{\mathcal{P}_{BLK, A_{s-1}}(O_{s-1})}^p \lesssim (\log R)^3 \sum_{O_s \in \mathcal{O}_s} \| \text{Sq}(f_{O_s}) \|_{\mathcal{P}_{BLK, A_s}(O_s)}^p, \quad (6.19)$$

iii. The Fourier transform of each component $f_{j,O_s}$ of $f_{O_s}$ satisfies:

$$\text{supp} \hat{f}_{j,O_s} \subset N_{R^{\delta} r_s^{-1}}(\Gamma_j(\sigma)). \quad (6.20)$$

iv. For each $O_s \in \mathcal{O}_s$, the tubes in $T_{O_s}$ are $r_s^{-1/2}$-tangent to some $(m-1)$-dimensional transverse complete intersection $Y_{O_s}$ in $P_{O_s}$.

**Proof.** We are going to iteratively apply Lemma 5.7. Suppose the iteration is done for step $u$, so we obtain a scale $r_u$, a set of cells $\mathcal{O}_u$, a set of cells $T_{O_u}$, and a set of functions $\{f_{O_u}\}_{O_u \in \mathcal{O}_u}$ and a set of functions $\{\mathcal{P}_{BLK, A_u}\}_{O_u \in \mathcal{O}_u}$. For each $O_u \in \mathcal{O}_u$, we apply Lemma 5.7 to the tuple $\{r_u, m, Z_{O_u}, O_u, f_{O_u}, A_u\}$. To verify this is a valid input, we note that $O_u$ is contained in a rescaled $r_u$-ball and also (6.12) and (6.19) verify the requirement on the Fourier support of $f_{O_u}$. 


For each $O_u$, we obtain cells $O_{u+1}(O_u)$ and the associated tubes and functions

$$\{T_{O_{u+1}}\}_{O_{u+1} \in O_{u+1}(O_u)}, \quad \{f_{O_{u+1}}\}_{O_{u+1} \in O_{u+1}(O_u)}.$$  

We put $O_u$ into one of $O_{u,cell}$, $O_{u,trans}$ and $O_{u,tang}$, depending on which term on the right hand side of (6.21) dominates. We discuss them separately. 

**Cellular state:** We say “the step $u+1$ is in the cellular state”, if the first term on the right hand side of (6.21) dominates, i.e.

$$\text{(6.22) } \sum_{O_u \in O_u} \|\text{Sq}f_{O_u}\|_{BL_{k,A_u}}^p \lesssim \sum_{O_u \in O_{u,cell}} \sum_{O_{u+1} \in O_{u+1}(O_u)} \|\text{Sq}f_{O_{u+1}}\|_{BL_{k,A_u}}^p$$

We set

$$\text{(6.23) } \text{STATE}(u+1) = \text{cell}, \quad r_{u+1} = r_u/2.$$  

Also note from (6.4),

$$\text{(6.24) } a(u+1) = a(u).$$

Now we define

$$\text{(6.25) } O_{u+1} := \bigcup_{O_u \in O_{u,cell}} O_{u+1}(O_u),$$  

$$\text{(6.26) } \{T_{O_{u+1}}\}_{O_{u+1} \in O_{u+1}(O_u)} := \bigcup_{O_u \in O_{u,cell}} \{T_{O_{u+1}}\}_{O_{u+1} \in O_{u+1}(O_u)},$$  

$$\text{(6.27) } \{f_{O_{u+1}}\}_{O_{u+1} \in O_{u+1}(O_u)} := \bigcup_{O_u \in O_{u,cell}} \{f_{O_{u+1}}\}_{O_{u+1} \in O_{u+1}(O_u)}.$$  

We can check the following results.

(1) By inequality (5.6) and the definition in (6.27), we have

$$\text{(6.28) } \sum_{O_{u+1} \in O_{u+1}} \|\text{Sq}f_{O_{u+1}}\|_2^2 \lesssim d \sum_{O_u \in O_{u,cell}} \sum_{O_{u+1} \in O_{u+1}(O_u)} \|\text{Sq}f_{O_{u+1}}\|_2^2$$

which verifies (6.9).

(2) By (5.7), we can verify (6.10).

(3) By (6.22), we can verify (6.11).

(4) By (5.9), we can verify (6.12).
At this point we finish the proof for Cellular state.

Transverse state: We say “the step $u + 1$ is in the transverse state”, if the second term on the right hand side of (6.21) dominates, i.e.

\[(6.29) \sum_{O_u \in O_u} \|\text{Sq} f_{O_u}\|_{BL_{k,Au}}^p \lesssim \log R \sum_{O_u \in O_u, \text{trans}} \sum_{O_{u+1} \in O_{u+1}(O_u)} \|\text{Sq} f_{O_{u+1}}\|_{BL_{k,Au}}^p / 2\]

We set

\[(6.30) \text{STATE}(u + 1) = \text{trans}, \quad r_{u+1} = r_u R^{-\delta},\]

and note that from (6.4),

\[(6.31) a(u + 1) = a(u) + 1.\]

Now we define $O_{u+1}$ and associated tubes and functions in the same way as in (6.25) — (6.27), except we replace $O_{u,\text{cell}}$ by $O_{u,\text{trans}}$. We can check the following:

1. By inequality (5.10), we have

\[(6.32) \sum_{O_{u+1} \in O_{u+1}} \|\text{Sq} f_{O_{u+1}}\|_2^2 = \sum_{O_u \in O_u, \text{trans}} \sum_{O_{u+1} \in O_{u+1}(O_u)} \|\text{Sq} f_{O_{u+1}}\|_2^2 \lesssim \text{Poly}(d) R^{-\delta} \sum_{O_u \in O_u, \text{trans}} \|\text{Sq} f_{O_u}\|_2^2 \leq d \sum_{O_u \in O_u} \|\text{Sq} f_{O_u}\|_2^2,\]

which verifies (6.13).

2. By (5.11), we can verify (6.14).

3. By (6.29), we can verify (6.15).

4. By (5.13), we can verify (6.16).

At this point we finish the proof for Transverse state.

Tangent state: We say “the step $u + 1$ is in the tangent state”, if the third term on the right hand side of (6.21) dominates. Actually, one may not encounter the tangent state throughout the iteration, but once the tangent state appears, the iteration stops and so we have $u = s$.

We can proceed in exactly the same way as we did for the transverse state. The results we would like to verify have their counterparts in Lemma 5.7, so details are omitted here.

Now we have finished the proof of Algorithm 1. □

7. The second algorithm

Before we discuss the second algorithm, let us first determine the Lebesgue exponents $\{p_l\}_{l=1}^n$ that we will use later.

7.1. Lebesgue exponents $\{p_l\}_{l=1}^n$. We will choose $\{p_l\}$ in the same way as in [HZ20]. First, suppose that they satisfy

\[(7.1) 2 \leq p = p_n \leq \cdots \leq p_{k+1} \leq p_k, \quad p_k = \frac{2k}{k - 1}.\]

Their precise definitions will be given inductively by the following formula:

\[(7.2) \frac{1}{p_l} = \frac{1 - \alpha_{l-1}}{2} + \frac{\alpha_{l-1}}{p_{l-1}}, \quad l = n, n - 1, \cdots, k + 1,\]

where $\alpha_k, \cdots, \alpha_n \in [0, 1]$ are to be determined.
It is convenient to define \( \{ \beta_l \}_{l=1}^n \), which are partial product of \( \alpha_l \):

\[
\beta_l := \prod_{i=l}^{n-1} \alpha_i, \quad \beta_n := 1.
\]

From (7.2), we see

\[
\frac{1}{2} - \frac{1}{p_n} = \beta_l \left( \frac{1}{2} - \frac{1}{p_l} \right), \quad k \leq l \leq n.
\]

We still need another set of numbers \( \{ \gamma_l \}_{l=1}^n \) satisfying

\[
\gamma_l \in [0,1], \quad \sum_{k \leq l \leq n} \gamma_l = 1.
\]

Similarly, we define \( \{ \sigma_l \}_{l=1}^n \) to be the partial sum of \( \gamma_l \):

\[
\sigma_l := \sum_{k \leq l \leq n} \gamma_i.
\]

It is convenient to also set \( \sigma_{k-1} := 0 \).

What we want is the solution of following system of equations:

\[
\frac{\beta_{l+1} - \beta_l}{2} - \frac{1 + \sigma_l}{2} \left( \frac{1}{2} - \frac{1}{p_n} \right) = 0 \quad (k \leq l \leq n - 1),
\]

\[
\frac{\beta_{l+1}}{2} - (1 + l(1 - \sigma_l)) \left( \frac{1}{2} - \frac{1}{p_n} \right) = 0 \quad (k - 1 \leq l \leq n - 1).
\]

The system was solved in [HZ20]. In fact, we get

\[
\gamma_l = \frac{k - 1}{2} \cdot \frac{1}{l(l - 1)} \cdot \prod_{i=k}^{l} \frac{2i}{2i+1} \quad (k \leq l \leq n - 1),
\]

\[
\gamma_{n} = 1 - \sum_{l=k}^{n-1} \gamma_l.
\]

We also get \( p_n = p_n(k) \), where \( p_n(k) \) is given by [HZ20].

**Remark 7.1.** Our subscript is slightly different from that of [HZ20]. Our subscript \( l \) indicates the dimension while their subscript indicates the codimension.

7.2. **The second algorithm.**

We discuss our second algorithm here. We will use the first algorithm constantly.

**Algorithm 2** (The second algorithm).

We begin with the cell \( \mathcal{P}_R \), the function \( f \) and a number \( A_n \sim \log \log R \). Recall that each component \( f_j \) of \( f \) has Fourier support in \( N_{R^3} R^{-1} \Gamma_j(\sigma) \). For convenience, we write \( S_n = \mathcal{P}_R, f_{S_n} = f \).

We have the following outputs:

- There is an integer \( m \) \((k \leq m \leq n)\) so that the algorithm ends at dimension \( m \).
- We obtain a sequence of cell sets \( S_{m}, S_{m-1}, \ldots, S_{1}, \mathcal{O} \) (for convenience we may write \( S_{m-1} = \mathcal{O} \)). The cells are nested in the sense that for any \( O \in \mathcal{O} \), there exist unique \( S_l \in S_l \) \((m \leq l \leq n)\) such that
  \[
  O < S_{m} < \cdots < S_{m-1} < S_{n}.
  \]
For $S_l$, $S_{l'}$ in this chain with $l < l'$, we also write $S_l \leq S_{l'}$ to mean $S_{l'}$ is the ancestor of $S_l$.

- We obtain numbers $a_l, c_l$ ($m - 1 \leq l \leq n$) where $a_l$ (resp. $c_l$) is the number of algebraic (resp. cellular) cases from $S_{l+1}$ to $S_l$. We also obtain a sequence of scales
  \[
  R = r_n \geq r_{n-1} \geq \cdots \geq r_m \geq r_{m-1} \sim M^2 R^{c_l/10^n},
  \]
  so that the cells in $S_l$ are at scale $r_l$ ($m - 1 \leq l \leq n$). These scales are defined recursively as
  \[
  r_l = r_{l+1} 2^{-c_l} R^{-\delta a_l}.
  \]

- We obtain associated functions
  \[
  \{f_{S_n}\}_{S_n \in S_n}, \{f_{S_{n-1}}\}_{S_{n-1} \in S_{n-1}}, \ldots, \{f_{S_m}\}_{S_m \in S_m}, \{f_{O}\}_{O \in \mathcal{O}}.
  \]

Also, for each $S_l \in S_l$, there is an $l$-dimensional transverse complete intersection $Z_{S_l}$. The functions satisfy: each component of $f_{S_l}$, $f_{j,S_l}$, has Fourier transform supported in $N_{R^{3l^{-1}}}(\Gamma_{j}(\sigma))$. And $f_{S_l}$ is concentrated on scale $r_l$ wave packets that are $r_l^{-1/2}$-tangent to $Z_{S_l}$ in $P_{S_l}$.

- We set
  \[
  D_l := d^c, \quad A_l := A_{l+1}/2^{2^l+1}.
  \]

Then for $m - 1 \leq l \leq n - 1$, we have the following estimates:

(7.11) \[
\sum_{S_{l+1}} \|\text{Sq} f_{S_{l+1}}\|_{L^\infty_k L^{\infty^+}_{k+1} (S_{l+1})} \lesssim R^{O(\delta)} C^{c_l} (\log R)^{3a_l} \sum_{S_l} \|\text{Sq}(f_{S_l})\|_{L^\infty_k L^{\infty^+}_{k+1} (S_{l+1})}
\]

(7.12) \[
\sum_{S_l} \|\text{Sq} f_{S_l}\|_2^2 \lesssim R^{O(\delta)} C^{c_l} D_l \text{Poly}(d)^n R^{-\delta a_l} \sum_{S_{l+1}} \|\text{Sq} f_{S_{l+1}}\|_2^2,
\]

(7.13) \[
\|\text{Sq} f_{S_l}\|_2^2 \lesssim R^{O(\delta)} C^{c_l} \left(R^{d_l^k}\right)^{-n/(l+1)} D_l^{-l} R^{-\delta a_l} \|\text{Sq} f_{S_{l+1}}\|_2^2, \quad \forall S_l \leq S_{l+1}.
\]

Proof. Let us first discuss the algorithm from dimension $l+1$ to $l$. Suppose that we have finished the setup at dimension $l+1$. That is: at dimension $l+1$, we have a scale $r_{l+1}$ ($M^2 R^{c_l/10^n} \leq r_{l+1} \leq R$) and a number $A_{l+1}$. Also, we have a set of cells $S_{l+1} = \{S_{l+1}\}$, so that each $S_{l+1}$ is contained in a rescaled $r_{l+1}$-ball $P_{S_{l+1}}$. Assume that for each cell there is an $(l+1)$-dimensional transverse complete intersection $Z_{S_{l+1}}$ and a function $f_{S_{l+1}}$. Each component of $f_{S_{l+1}}, f_{j,S_{l+1}}$, has Fourier transform supported in $N_{R^{3l^{-1}}}(\Gamma_{j}(\sigma))$, and is concentrated on wave packets that are $r_{l+1}^{-1/2}$-tangent to $Z_{S_{l+1}}$ in $P_{S_{l+1}}$.

Apply Algorithm \[\text{II}\] to them. We set

(7.14) \[
c_l := \# \{1 \leq i \leq s : \text{STATE}(i) = \text{cell} \},
\]

(7.15) \[
a_l := \# \{1 \leq i \leq s : \text{STATE}(i) \neq \text{cell} \},
\]

as in \[\text{III}\] and \[\text{IV}\]. Then the new scale is given by

\[
r_l = r_{l+1} 2^{-c_l} R^{-\delta a_l}.
\]

We also set

\[
D_l := d^c, \quad A_l := A_{l+1}/2^{2^l+1}.
\]

Regarding to $\text{STATE}(s)$, we have the following two scenarios:
**Scenario 1** (STATE(\(s\)=tang)). We obtain a set of tangent cells \(S_1 = \{S_1\}\), each of which is contained in a rescaled \(r_I\)-ball \(P_{S_1}\). For each cell \(S_1\), we obtain an \(l\)-dimensional transverse complete intersection \(Z_{S_1}\) and a function \(f_{S_1}\). Each component of \(f_{S_1}\), \(f_j, S_1\), has Fourier transform supported in \(N_{R^{2r_I^{-1}}(\Gamma_j^0(\sigma))}\), and is concentrated on wave packets that are \(r_I^{1/2}\)-tangent to \(Z_{S_1}\) in \(P_{S_1}\).

The most important estimates we obtain are:

\[
\sum_{S_{l+1}} \|\operatorname{Sq} f_{S_{l+1}}\|_{BL^{p+1}_{k, A_{l+1}}}^{p+1}_{S_{l+1}} \lesssim R^{O(\delta)} C^c_i (\log R)^3 \sum_{S_l} \|\operatorname{Sq}(f_{S_l})\|_{BL^{p+1}_{k, A_{l+1}}(S_l)}^{p+1},
\]

\[
\sum_{S_l} \|\operatorname{Sq} f_{S_l}\|_2^2 \lesssim R^{O(\delta)} C^c_i D_l \text{Poly}(d)^{a_l} R^{-\delta a_l} \sum_{S_{l+1}} \|\operatorname{Sq} f_{S_{l+1}}\|_2^2.
\]

Also, for each \(S_l < S_{l+1}\) one has

\[
\|\operatorname{Sq} f_{S_l}\|_2^2 \lesssim R^{O(\delta)} C^c_i \left( R^{\delta a_l} \right)^{-\frac{n-(l+1)}{2}} D_l^{-\delta a_l} \|\operatorname{Sq} f_{S_{l+1}}\|_2^2.
\]

Here, (7.10) is obtained by iterating (6.11), (6.13), (6.17); (7.18) is obtained by iterating (6.10), (6.14), (6.18).

**Scenario 2** (STATE(\(s\)≠tang)). In this scenario, \(r_I \sim M^2 R^{1/10n}\), and the algorithm stops. We obtain our final collection of cells \(O = \{O\}\), each of which is contained in a rescaled \(r_I\)-ball \(P_O\). For each cell \(O\), we obtain an \(l\)-dimensional transverse complete intersection \(Z_O\) and a function \(f_O\). Each component of \(f_O\), \(f_j, O\), has Fourier transform supported in \(N_{R^{2r_I^{-1}}(\Gamma_j^0(\sigma))}\), and is concentrated on wave packets that are \(r_I^{1/2}\)-tangent to \(Z_O\) in \(P_O\).

Similarly, we obtain:

\[
\sum_{S_{l+1}} \|\operatorname{Sq} f_{S_{l+1}}\|_{BL^{p+1}_{k, A_{l+1}}}^{p+1}_{S_{l+1}} \lesssim R^{O(\delta)} C^c_i (\log R)^3 \sum_{O} \|\operatorname{Sq}(f_{O})\|_{BL^{p+1}_{k, A_{l+1}}(O)}^{p+1},
\]

\[
\sum_{O} \|\operatorname{Sq} f_{O}\|_2^2 \lesssim R^{O(\delta)} C^c_i D_l \text{Poly}(d)^{a_l} R^{-\delta a_l} \sum_{S_{l+1}} \|\operatorname{Sq} f_{S_{l+1}}\|_2^2.
\]

For each \(O < S_{l+1}\), one has

\[
\|\operatorname{Sq} f_{O}\|_2^2 \lesssim R^{O(\delta)} C^c_i \left( R^{\delta a_l} \right)^{-\frac{n-(l+1)}{2}} D_l^{-\delta a_l} \|\operatorname{Sq} f_{S_{l+1}}\|_2^2.
\]

Now we iterate the above argument. Let us begin with the setup at dimension \(n\). We begin with a scale \(r_n = R\), a single cell \(S_n = P_R\) and the function \(f_{S_n} = f\). Each component of \(f\), \(f_j\), has Fourier support in \(N_{R^n R^{-1}} \Gamma_j^0(\sigma)\). We choose \(Z_{S_n} = \mathbb{R}^n\) to be the \(n\)-dimensional transverse complete intersection. If we are in **Scenario 2**, we end our algorithm and obtain cells \(O\) and functions \(\{f_O\}_{O \in O}\). If we are in **Scenario 1**, then we obtain cells \(S_{n-1}\), functions \(\{f_{S_{n-1}}\}_{S_{n-1} \in S_{n-1}}\). We can continue the same reasoning at dimension \(n - 1\) for \(S_{n-1}\). There are still two scenarios: **Scenario 1** and **Scenario 2**. We continue when it is in **Scenario 1**; stop when it is in **Scenario 2**. The iteration will finally stop when we encounter **Scenario 2**, since we cannot go below dimension \(k\).

Suppose the second algorithm ends at dimension \(m\), then \(m\) satisfies \(k \leq m \leq n\) (since we are considering the \(k\)-broad norm). Let \(S_n, S_{n-1}, \ldots, S_m, O\) be the cells we obtain from the second algorithm. We also let

\[
R = r_n \geq r_{n-1} \geq \cdots \geq r_m \geq r_{m-1} \sim M^2 R^{1/10n}.
\]
be the scales of these cells. We also see (7.11), (7.12), (7.13) are satisfied.

Remark 7.2. In the following computations, we will use \( A \lesssim B \) to denote
\[
A \lesssim R^{O(\delta)} \prod_{l=m}^{n} D_l^{O(\delta)} B.
\]
With this notation, we can ignore factors like \( R^{O(\delta)} \), \((\log R)^{O(\delta)}\) in (7.16), (7.17), since \((\log R)^{O(\delta)} \lesssim R^{O(\delta)} \), \( C^{\infty} \lesssim (d^{O(\delta)})^{\infty} = D_l^{O(\delta)} \) if \( d \) is sufficiently large.

Also we can pretend \( r_{l+1} \approx r_l^{-\delta} \), as \( 2^c = D_l^{O(\delta)} \) if \( d \) is sufficiently large.

Lemma 7.3. For \( m \leq l \leq n \), we have
\[
\|\mathbf{Sq} f\|_{BL^p_{k,A_l}(\mathcal{P}_R)} \lesssim M(l)\|\mathbf{Sq} f\|_{L^2(\omega_{\mathcal{P}_R})}^{1-\beta_l} \left( \sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{BL^p_{k,A_l}(S_i)}^{\beta_l} \right)^{\frac{1}{\beta_l}}
\]
where
\[
M(l) = \prod_{i=l}^{n-1} (D_i R^{-\delta_{a_i}})^{\frac{\beta_{i+1}-\beta_i}{\beta_i+1}}.
\]

Proof. We induct on \( l \). When \( l = n \), it holds. Suppose (7.23) holds for \( l+1 \), i.e.
\[
\|\mathbf{Sq} f\|_{BL^p_{k,A_l}(\mathcal{P}_R)} \lesssim M(l+1)\|\mathbf{Sq} f\|_{L^2(\omega_{\mathcal{P}_R})}^{1-\beta_{l+1}} \left( \sum_{S_{l+1}} \|\mathbf{Sq} f_{S_{l+1}}\|_{BL^p_{k,A_{l+1}}(S_{l+1})}^{\beta_{l+1}} \right)^{\frac{1}{\beta_{l+1}}}.
\]

From (7.16), we have
\[
\left( \sum_{S_{l+1}} \|\mathbf{Sq} f_{S_{l+1}}\|_{BL^p_{k,A_{l+1}}(S_{l+1})}^{\beta_{l+1}} \right)^{\frac{1}{\beta_{l+1}}} \lesssim \left( \sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{BL^p_{k,2A_{l}}(S_i)}^{\beta_{l+1}} \right)^{\frac{1}{\beta_{l+1}}}.
\]

By Hölder’s inequality for the broad norm (see (3.11)), we get
\[
\left( \sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{BL^p_{k,2A_{l}}(S_i)}^{\beta_{l+1}} \right)^{\frac{1}{\beta_{l+1}}} \lesssim \left( \sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{L^2_{k,A_l}(S_i)}^{\beta_{l+1}} \right)^{\frac{1}{\beta_{l+1}}} \left( \sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{BL^p_{k,A_l}(S_i)}^{\beta_{l+1}} \right)^{\frac{1}{\beta_{l+1}}}.
\]

From (7.17), one has
\[
\sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{L^2_{k,A_l}(S_i)}^2 \lesssim \prod_{i=l}^{n-1} D_i R^{-\delta_{a_i}} \|\mathbf{Sq} f\|_2^2.
\]

Plugging the above estimates back to (7.23), we get that
\[
\|\mathbf{Sq} f\|_{BL^p_{k,a_n}(\mathcal{P}_R)} \lesssim M(l+1)\|\mathbf{Sq} f\|_{L^2(\omega_{\mathcal{P}_R})}^{1-\beta_{l+1}} \left( \prod_{i=l}^{n-1} D_i R^{-\delta_{a_i}} \|\mathbf{Sq} f\|_{L^2(\omega_{\mathcal{P}_R})}^{\beta_{l+1}} \right)^{\frac{1}{\beta_{l+1}}}.
\]

\[
\cdot \left( \sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{BL^p_{k,A_l}(S_i)}^{\beta_{l+1}+\alpha_{l+1}} \right)^{\frac{1}{\beta_{l+1}+\alpha_{l+1}}}
\]
\[
= M(l+1) \left( \prod_{i=l}^{n-1} D_i R^{-\delta_{a_i}} \right)^{\frac{\beta_{l+1}+\alpha_{l+1}}{\beta_{l+1}+\alpha_{l+1}}} \|\mathbf{Sq} f\|_{L^2(\omega_{\mathcal{P}_R})}^{1-\beta_l} \left( \sum_{S_i} \|\mathbf{Sq} f_{S_i}\|_{BL^p_{k,A_l}(S_i)}^{\beta_l} \right)^{\frac{1}{\beta_l}}.
\]
So it suffices to verify
\[ M(l) = M(l + 1) \left( \prod_{i=1}^{n-1} D_i R^{-\delta_{a1}} \right)^{\frac{\beta_l + \beta_l}{2}}, \]
which is easy to check. \qed

The next lemma concerns the estimates for cells \( O = \{O\} \) that are at the smallest scale \( r_{m-1} \sim M^{2^{1/10}} \).

**Lemma 7.4 (Small cells).** Recall that \( O \) is the set cells at scale \( r_{m-1} \sim M^{2^{1/10}} \). For each \( O \in O \), we have
\[ \|\text{Sq}_f O\|_{\text{BL}_{k,A_m}^p(O)} \lesssim M^{(n+1)(\frac{1}{p} - \frac{2}{p})}\|\text{Sq}_f O\|_2. \]

**Proof.** Since \( \|\text{Sq}_f O\|_{\text{BL}_{k,A_m}^p} \lesssim \|\text{Sq}_f O\|_p \), it suffices to prove
\[ \|\text{Sq}_f O\|_p \lesssim M^{(n+1)(\frac{1}{p} - \frac{2}{p})}\|\text{Sq}_f O\|_2. \]
Since
\[ \|\text{Sq}_f O\|_p = \left( \int \left( \sum_{j=1}^{R} |f_{j,O}(x)|^2 \right)^{p/2} \right)^{1/p}, \]
by Hölder’s inequality, it suffices to prove (7.30) when \( p = 2 \) and \( p = \infty \). In the case \( p = 2 \), there is nothing to prove.

Let us consider the case for \( p = \infty \). We note that \( f_{j,O} \) is supported in a slab of dimensions \( M^{-1} \times \cdots \times M^{-1} \times M^{-2} \), so via Bernstein’s inequality,
\[ \|f_{j,O}\|_{\infty} \lesssim M^{-\frac{n+1}{2}} \|f_{j,O}\|_2. \]
Now we have the estimate
\[ \|\text{Sq}_f O\|_{\infty} = \sup_x \left( \sum_{j=1}^{R} |f_{j,O}(x)|^2 \right)^{1/2} \leq \left( \sum_{j=1}^{R} \sup_x |f_{j,O}(x)|^2 \right)^{1/2}, \]
which, via the Berstein’s estimate (7.32), is bounded from above by
\[ M^{-\frac{n+1}{2}} \left( \sum_{j=1}^{R} \|f_{j,O}\|_2^2 \right)^{1/2} = M^{-\frac{n+1}{2}} \|\text{Sq}_f O\|_2. \]
This is the desired estimate when \( p = \infty \). \qed

Combining the above two lemmas, we can get an upper bound for \( \|\text{Sq}_f\|_{\text{BL}_{k,A_m}^p(P_R)} \).

**Proposition 7.5.** We have the estimate
\[ \|\text{Sq}_f\|_{\text{BL}_{k,A_m}^p(P_R)} \lesssim M^{\frac{2\beta_m}{\beta_m + (n+1)(\frac{1}{p} - \frac{2}{p})}} \left( \prod_{i=m}^{n-1} D_i^{-\frac{\beta_i+1}{2}} \prod_{i=m-1}^{n-1} D_i^{-\frac{\beta_{i+1}}{2}} \right)^{\frac{1}{2}} \|\text{Sq}_f\|_{L^2(\omega_{P_R})} \max_{O} \|\text{Sq}_f O\|_2^{1 - \frac{1}{2p}}. \]

**Proof.** Recall our convention \( O = \mathcal{S}_{m-1} \). Combining (7.29) with \( l = m \), (7.31) with \( l = m - 1 \) and (7.29), we get
\[ \|\text{Sq}_f\|_{\text{BL}_{k,A_m}^p(P_R)} \lesssim M(m) M^{(n+1)(\frac{1}{p} - \frac{2}{p})} \|\text{Sq}_f\|_{L^2(\omega_{P_R})} \left( \sum_{O} \|\text{Sq}_f O\|_2^2 \right)^{\frac{1}{2}}. \]
Iterating (7.12) from \( l = m - 1 \) to \( l = n - 1 \), we get
\[
\sum_{O} ||Snf_{O}||^{2}_{L^{2}} \leq (\prod_{i=m-1}^{n-1} D_{i}R^{-\delta_{a_{i}}}) ||Snf||^{2}_{L^{2}(\omega_{P_{R}})}.
\]
Plugging it into (7.36) and recalling (7.24), we have
\[
||Snf||_{BL_{p,A_{n}}(\mathcal{P}_{R})} \lesssim M(m)M^{(n+1)(\frac{1}{p_{m}} - \frac{1}{2})} ||Snf||^{1-\beta_{m}}_{L^{2}(\omega_{P_{R}})} \left( \sum_{O} ||Snf_{O}||^{2}_{L^{2}} \right)^{\frac{\beta_{m}}{p_{m}}} \max_{O} ||Snf_{O}||^{1-\frac{\beta_{m}}{p_{m}}}_{2}.
\]

We need the following result of Zahl:
\[
(8.1)
\]

Recall the relation between tubes in Definition 4.2. We define
\[
\tilde{T} = N_{2^{\rho_{l}}}(S_{l}).
\]

Combining the estimates above, we proved (7.35).

8. Estimate the Functions Associated to the Smallest Cells

We estimate \( \max_{O} ||Snf_{O}||_{2} \) in this section. First, we discuss the nested polynomial Wolff estimate.

8.1. Nested polynomial Wolff. Recall the relation between tubes in Definition 4.2. We need the following result of Zahl:

**Lemma 8.1.** (Zah21 Lemma 2.11). Fix \( r_{n} \geq r_{n-1} \geq \cdots \geq r_{1} > 0 \) and \( \rho_{n} \geq \rho_{n-1} \geq \cdots \geq \rho_{1} > 0 \) so that \( 1 \geq \frac{\rho_{n}}{r_{i}} \geq \frac{\rho_{n}}{r_{i+1}} \geq \cdots \geq \frac{\rho_{n}}{r_{1}} \). Let \( S_{n} \supset S_{n-1} \supset \cdots \supset S_{l} \) be semi-algebraic sets of complexity at most \( E \) such that for each \( i, S_{i} \) is \( i \)-dimensional and contained in \( B_{r_{i}}(x_{i}) \). We recursively define another sequence of sets \( \tilde{S}_{l} \) \((l \leq i \leq n)\).

We define \( \tilde{S}_{l} := N_{2^{\rho_{l}}}(S_{l}). \) For each \( i = 1, \cdots, n - 1 \), define
\[
(8.1) \quad \tilde{S}_{l+1} := N_{2^{\rho_{l+1}}}(S_{l+1}) \cap \bigcup_{T \text{ a } \rho_{l} \times r_{l} \text{ tube } \subset \tilde{S}_{l}} \text{Fat}_{r_{l}}(T).
\]

Here \( \text{Fat}_{A}T \) is the \( A \)-dilation of \( T \) with respect to the center of \( T \).

Then we have
\[
(8.2) \quad |\tilde{S}_{l}| \leq C(n, E, \varepsilon) r_{n}^{-\rho_{l}} r_{n}^{n-1} \prod_{i=l}^{n-1} \frac{\rho_{l}}{r_{i}};
\]

for any \( \varepsilon > 0 \).

**Remark 8.2.** The estimate here is for the measure of \( \tilde{S}_{n} \), while in [Zah21] is for the number of tubes. But actually (8.2) is already proved in (2.33) in [Zah21].
We will actually apply the following rescaled version:

**Proposition 8.3** (Nested polynomial Wolff on a small cap). Fix \( M > 1 \). Fix \( r_n \geq r_{n-1} \geq \cdots \geq r_1 > 0 \) and \( \rho_n \geq \rho_{n-1} \geq \cdots \geq \rho_1 > 0 \) so that \( M^{-1} \geq \frac{\rho_{i+1}}{r_{i+1}} \geq \cdots \geq \frac{\rho_n}{r_n} \). Let \( S_n \supset S_{n-1} \supset \cdots \supset S_l \) be semi-algebraic sets of complexity at most \( E \) such that for each \( i, S_i \) is \( i \)-dimensional and contained in \( \mathcal{P}_{r_i}(x_i) \) (a rescaled ball of dimensions \( M^{-1} r_1 \times \cdots \times M^{-1} r_i \times r_i \) whose long side points to the direction of \( \hat{e}_n \)). We recursively define another sequence of sets \( \tilde{S}_i \) (\( l \leq i \leq n \)).

We define \( \tilde{S}_l := N_{2\rho_l}(S_l) \), and for each \( i = l, \ldots, n-1 \), define

\[
\tilde{S}_{i+1} := N_{2\rho_{i+1}}(S_{i+1}) \cap \bigcup_{T \text{ a } \rho_i \times M^{-1} r_i \text{ tube } \mathcal{T} \subset \tilde{S}_i} \text{Fat}_{\rho_{i+1}}(T).
\]

Then we have

\[
|\tilde{S}_n| \leq C(n, E, \varepsilon') r_n M^{-\delta_1} \prod_{i=1}^{\delta_1} r_i^{\rho_i \rho_{i+1}}
\]

for any \( \varepsilon' > 0 \).

**Proof.** Let us see how Lemma 8.1 implies Proposition 8.3. We rescale by factor \( M^{-1} \) in the \( \hat{e}_n \) direction, then each \( \mathcal{P}_{r_i}(x_i) \) becomes a ball \( B_{M^{-1} r_i}(x_i) \). Denote by \( S_i' \) the set \( S_i \) after rescaling. We consider the following sets.

Let \( \tilde{S}_l' := N_{2\rho_l}(S_l') \). For each \( i = l, \ldots, n-1 \), let

\[
\tilde{S}_{i+1}' := N_{2\rho_{i+1}}(S_{i+1}') \cap \bigcup_{T \text{ a } \rho_i \times M^{-1} r_i \text{ tube } \mathcal{T} \subset \tilde{S}_i'} \text{Fat}_{\rho_{i+1}}(T).
\]

One sees that after rescaling, \( \tilde{S}_i \) becomes a subset of \( \tilde{S}_i' \). Now we apply Lemma 8.1 to \( \{ M^{-1} r_i \}, \{ \rho_i \}, \{ S_i' \} \) so that

\[
|\tilde{S}_n'| \leq C(n, E, \varepsilon') r_n^{\delta_1} \prod_{j=1}^{\delta_1} r_j^{\rho_j} \leq C(n, E, \varepsilon') M^{-\delta_1} r_n^{\delta_1} \prod_{j=1}^{\delta_1} r_j^{\rho_j}.
\]

Finally, (8.3) follows from \( |\tilde{S}_n'| \leq M |\tilde{S}_n'| \).

Next, we discuss how to use this proposition in our setting. Recall (7.10). After the second algorithm, we obtain a sequence of radius

\[
R = r_n \geq r_{n-1} \geq \cdots \geq r_m \geq r_{m-1} \sim M^2 R^\varepsilon/10n
\]

and the cells

\[
S_n:=\mathcal{P}_R, \ S_{n-1}, \cdots, S_m, \ S_{m-1}(=\mathcal{O}).
\]

We set \( \rho_i = r_i^{1/2} R^k \) \((m-1 \leq i \leq n)\). From the second algorithm, for any \( m \leq l \leq n \) and \( S_l \subset S_i \), we have a sequence of nested semi-algebraic sets \( S_n \supset S_{n-1} \cdots \supset S_l \) such that each \( S_i \) is contained in a rescaled \( r_i \)-ball \( \mathcal{P}_{S_i} \). For each \( S_i \), there is a set of \( r_i \)-tubes \( \mathcal{T}_{S_i} \) that are \( r_i^{-1/2} \)-tangent to \( S_i \) in \( \mathcal{P}_{S_i} \) (recall Definition 5.3).

Currently we make the following assumption on these tubes: For any \( l \leq i \leq t \leq n \) and any \( T_i \in \mathcal{T}_{S_i} \), there exists a \( T_i \in \mathcal{T}_{S_i} \) such that \( T_i < T_i \). Our goal is to give an upper bound on \( |\bigcup_{T \in \mathcal{T}_{S_n}} T_n| \).
If we define $\tilde{S}_i$ ($l \leq i \leq n$) as in (8.3), then we claim that

$$\bigcup_{T_i \in T_{S_i}} T_i \subset \tilde{S}_i.$$  

We prove the claim by induction on $i$. When $i = l$, it is just by definition. If step $i$ is proved, consider $i + 1$. First of all, we have $\bigcup_{T_i+1 \in T_{S_i+1}} T_{i+1} \subset N_{2\rho_{i+1}}(S_{i+1})$ since $T_{S_i+1}$ are $r_{i+1}^{-1/2}$-tangent to $S_{i+1}$. It remains to show

$$\bigcup_{T_{i+1} \in T_{S_{i+1}}} T_{i+1} \subset \bigcup_{T \subset \tilde{S}_i} \text{Fat}_{\rho_{i+1}}(T).$$  

For each $T_{i+1} \in T_{S_{i+1}}$, there exists a $T_i \in T_{S_i}$ such that $T_i < T_{i+1}$. We observe that $T_i < T_{i+1}$ and $\rho_i r_{i+1}^m \geq \rho_{i+1}$ imply $T_{i+1} \subset \text{Fat}_{\rho_{i+1}}(T_i)$. By induction $T_i \subset \tilde{S}_i$, we proved (8.8).

From (8.4), we have

$$\bigcup_{T_n \in T_{S_n}} T_n \leq C(n, E, \delta)R^{2\delta} M^{-(l-1)} R^n \prod_{i=l}^{n-1} T_i^{-1/2}.$$  

8.2. Estimate $\max \| \text{Sq} f_{O} \|_2$.

**Lemma 8.4.** For $m \leq l \leq n$, each $O < S_l$, we have

$$\| \text{Sq} f_{O} \|_2^2 \leq \frac{n-m}{r_m^{-1} r_l^{-1/2} \prod_{i=m}^{l-1} \prod_{i=m}^{l-1} D_i^{-1} R_i^{-\delta a_i} \| \text{Sq} f_{O} \|_2^2}.$$  

**Proof.** By (7.21) and (7.18), and by Remark 7.2 that $r_{i+1} \approx r_i R^{\delta a_i}$, we have

$$\| \text{Sq} f_{O} \|_2^2 \leq \left(\frac{r_m^{-1} r_l^{-1/2} \prod_{i=m}^{l-1} \prod_{i=m}^{l-1} D_i^{-1} R_i^{-\delta a_i} \| \text{Sq} f_{O} \|_2^2}ight) \text{ for } O < S_m,$$

$$\| \text{Sq} f_{S_l} \|_2^2 \leq \frac{r_{i+1}^{-1} r_i^{-1/2} D_i^{-1} R_i^{-\delta a_i} \| \text{Sq} f_{S_{l+1}} \|_2^2} \text{ for } S_l < S_{l+1}, \quad m \leq i \leq n - 1.$$  

Combining these two estimates, we prove the result. \qed

To state out next lemma, we need to introduce some new notations.

**Definition 8.5.** For $l$ and $t$ satisfying $m \leq l < t \leq n$ and $S_l \in S_t$, we are going to define $f_{S_l,t}$. Let $S_i \in S_l$ be the ancestor of $S_l$: $S_i < S_l$, we define

$$T_{S_i, S_l} := \{ T_i \in T_{S_l} : \exists T_i \in T_{S_i} (l \leq i \leq t - 1), \text{ so that } T_i < T_{i+1} \subset \cdots \subset T_l \};$$

$$f_{S_l, S_i} := \sum_{T_i \in T_{S_i, S_l}} (f_{S_l})_{T_i}.$$

For simplicity, we denote $f_{S_l} = f_{S_{l}, S_l}$, $f_{S_l} = f_{S_l, S_l}$.

Let us digest this definition. Since $f_{S_l}$ is concentrated on wave packets from $T_{S_l}$, if we ignore the rapidly decaying term, then

$$f_{S_l} = \sum_{T \in T_{S_l}} (f_{S_l})_{T_i}.$$

Hence we see that $f_{S_l, S_i}$ is the sum over a subset of wave packets of $f_{S_l}$. These wave packets are related to $T_{S_l}$.
Lemma 8.6. For $m \leq l \leq n$ and any $S_l \in S_l$, we have
\begin{equation}
\|Sqf_{S_l}\|_2^2 \lesssim r_l^{-\frac{n-1}{2}} \prod_{i=l}^{n-1} t_i^{\alpha_i} \|Sqf\|_2^2.
\end{equation}

Proof. We claim that for $m \leq l \leq n$, $S_l \in S_l$, $S_{l+1} \in S_{l+1}$ and $S_l < S_{l+1}$, we have
\begin{equation}
\|Sqf_{S_{l+1},S_l}\|_2^2 \lesssim \left(\frac{r_l}{r_{l+1}}\right)^{n-\frac{l+1}{2}} \cdot \|Sqf\|_2^2.
\end{equation}

Using (8.12) and noting $R \approx r_l^{n-1} R^\beta$, by Remark 7.2 we can prove (8.11). So our main goal is to prove (8.12).

By the Algorithm 1, we have the intermediate cells between $S_l$ and $S_{l+1}$:
\[ S_l = O_s < \cdots < O_u < O_{u-1} < \cdots < O_0 = S_{l+1}, \]
and the iteration formula
\[ f_{O_u} = \sum_{T_u \in T_{O_u}} (f_{O_{u-1}})_{T_u}. \]

Similar to Definition 8.2, for $S_l < O_u$, we define the tubes
\[ T_{O_u,S_l} := \{ T_u \in T_{O_u} : \exists T \in T_{S_l} \text{ so that } T < T_u \}, \]
and function
\[ f_{O_u,S_l} := \sum_{T_u \in T_{O_u,S_l}} (f_{O_u})_{T_u}. \]

We are going to show
\begin{equation}
\|f_{O_u,S_l}\|_2 \lesssim \|f_{O_{u-1},S_l}\|_2 + \|f_{O_{u-1}}\|_2 \|Sqf\|_2.
\end{equation}

First, we consider when $u = s$, which is
\begin{equation}
\|f_s\|_2 \lesssim \|f_{s-1}\|_2 + \|f_{s-1}\|_2 \|Sqf\|_2.
\end{equation}

Note the iteration formula
\begin{equation}
\|f_{S_l}\|_2 \lesssim \sum_{T \in T_{S_l}} (f_{O_{s-1}})_{T}.
\end{equation}

Since $f_{O_{s-1}}$ is concentrated on wave packets from $T_{O_{s-1}}$, we can write
\[ f_{O_{s-1}} = \sum_{T_{s-1} \in T_{O_{s-1},S_l}} (f_{O_{s-1}})_{T_{s-1}} + \sum_{T_{s-1} \in T_{O_{s-1}} \setminus T_{O_{s-1},S_l}} (f_{O_{s-1}})_{T_{s-1}}. \]

By definition, the first term is $f_{O_{s-1},S_l}$. By Lemma 4.3 we have
\[ ((f_{O_{s-1}})_{T_{s-1}})_{T} = \text{RapDec}(r_l) \|Sqf\|_2 \]
for $T_{s-1} \notin T_{O_{s-1},S_l}$ and $T \in T_{S_l}$. The above two estimates and (8.15) imply (8.14).

To get (8.12), when STATE($u$)=cell, we use the trivial estimate:
\begin{equation}
\|Sqf_{O_u,S_l}\|_2^2 \lesssim \|Sqf_{O_{u-1},S_l}\|_2^2.
\end{equation}

when STATE($u$)=trans, we use the transverse equidistribution estimate (5.5) and the same idea in the proof of (5.35) to get:
\begin{equation}
\|Sqf_{O_u,S_l}\|_2^2 \lesssim R^O(\alpha) R^{-\delta} \|Sqf_{O_{u-1},S_l}\|_2^2.
\end{equation}
Combining (8.16) and (8.17) gives (8.12) when \( t = l \). For other \( t \), we can proceed in the same way. \( \square \)

**Remark 8.7.** One may compare (8.12) with (7.18) where there is an additional factor \( D_{l-l} \). The proof of (7.18) is by iterating (6.10) and (6.14) (which can be viewed as counterparts of (8.16) and (8.17)). However, for the proof of (8.12), we don’t have the strong estimate (6.10), instead we only have the trivial bound (8.16).

**Lemma 8.8.** For \( m \leq l \leq n \),

\[
\| \text{Sq} f^\#_{ Sl } \|_2^2 \lesssim M^{-(l-1)} R^n \prod_{i=l}^{n-1} r_i^{-\frac{1}{2}} \| f \|_\infty^2.
\]

**Proof.** First, we remind readers that \( S_n = \mathcal{P}_R \). Since \( f^\#_{ Sl } = f_{ S_n, S_l } \) is the function at scale \( R \), so the components of \( f^\#_{ Sl } \) have finitely overlapping Fourier support. We define the corresponding function \( f^\#_{ Sl } \) by summing over all the components of \( f^\#_{ Sl } \):

\[
f^\#_{ Sl } := \sum_{ j=1 }^{ R } f^\#_{ j, S_l },
\]

and have the estimate

\[
\| \text{Sq} f^\#_{ Sl } \|_2^2 \lesssim \| f^\#_{ Sl } \|_2^2.
\]

Note that \( f^\#_{ Sl } \) is concentrated on the wave packets of \( f^\#_{ S_l } \), which we denoted by

\[
X := \bigcup_{ T \in T_{ S_n, S_l } } 100T.
\]

By the nested polynomial Wolff axioms (8.9) and Definition 8.5, we have the estimate

\[
| X | \lesssim M^{-(l-1)} R^n \prod_{i=l}^{n-1} r_i^{-\frac{1}{2}}.
\]

Our next goal is to show

\[
\| f^\#_{ Sl } \|_2^2 \lesssim \| X f \|_2^2.
\]

If this is true, we get

\[
\| \text{Sq} f^\#_{ Sl } \|_2^2 = \| f^\#_{ Sl } \|_2^2 \lesssim \| X f \|_2^2 \lesssim \| f \|_\infty^2.
\]

Combining this with (8.20), we proved (8.13).

It remains to prove (8.21). Let us recall the wave packet decomposition for each component of \( f^\#_{ Sl } \):

\[
f^\#_{ S_l } = \sum_{ T \in T_{ S_n, S_l } } f_T = \sum_{ \theta } \sum_{ T \in T_\theta \cap T_{ S_n, S_l } } f_{ \theta } T_T.
\]

Here \( T_{ S_n, S_l } \) is a set of \( R \)-tubes, \( \sum_\theta \) is a sum over \( R^{-1/2} \)-caps, \( T_\theta \) is the set of \( R \)-tubes that point to the direction \( e_\theta \). Thus, we have

\[
f^\#_{ Sl } = \sum_{ j=1 }^{ R } \sum_{ T \in T_{ S_n, S_l } } ( f_j )_T = \sum_{ j=1 }^{ R } \sum_{ \theta } \sum_{ T \in T_\theta \cap T_{ S_n, S_l } } ( f_j )_\theta T_T.
\]
Recall the definitions in (2.3), (3.6) that
\( (f_j)_\theta = \varphi_{j,\theta} \ast f_j = \varphi_{j,\theta} \ast m_j \ast f, \)
where \( \varphi_{j,\theta} \) is a smooth cut off function at the \( R^{-1/2} \)-slab \( N_{R^{-1/2}} \Gamma_j(\theta) \) whose normal direction is \( c_\theta \) (recall (3.7)), and \( m_j \) is a smooth cut off function at \( N_{R^{-1/2}} \Gamma_j \) (recall (2.2)). Intuitively, \( \varphi_{j,\theta} \cdot m_j \approx I_{N_{R^{-1/2}} \Gamma_j(\theta)}. \)

Set \( m_{j,\theta} := \varphi_{j,\theta} \cdot m_j. \) Let \( \theta^* \) be the \( R \)-tube dual to \( \theta \) and passes through the origin and let \( I^*_\theta \) be a bump function on \( \theta^* \), then we have the estimate
\[ |m_{j,\theta}(x)| \lesssim \frac{1}{|\theta^*|} I^*_\theta. \]

Now, we can write
\[
f^\#_{S_l} = \sum_{j=1}^{R} \sum_{\theta} \sum_{T \in T_{\theta} \cap T_{S_l}} (m_{j,\theta} \ast f) I^*_T
\]
\[
= \sum_{j=1}^{R} \sum_{\theta} \sum_{T \in T_{\theta} \cap T_{S_l}} (m_{j,\theta} \ast (f I_X)) I^*_T + \sum_{j=1}^{R} \sum_{\theta} \sum_{T \in T_{\theta} \cap T_{S_l}} (m_{j,\theta} \ast (f I_{X^*})) I^*_T. \tag{8.24}
\]

We claim the second term in (8.24) is negligible. Note that for \( T \in T_{\theta} \cap T_{S_l} \), \( m_{j,\theta} \ast (f I_{X^*}) I^*_T \) is essentially supported in \( (\theta^* + X^*) \cap T \). This is an empty set since \( X^c \cap (\theta^* + T) \subset X^c \cap 5T = \) by the definition of \( X \) in (8.19). Thus,
\[
f^\#_{S_l} = \sum_{j=1}^{R} \sum_{\theta} \sum_{T \in T_{\theta} \cap T_{S_l}} (m_{j,\theta} \ast (f I_X)) I^*_T + \text{RapDec}(R) \| \text{Sq}(f) \|_2. \tag{8.25}
\]

Note that for each \( j, \theta \), the Fourier support of \( \sum_{T \in T_{\theta} \cap T_{S_l}} (m_{j,\theta} \ast (f I_X)) I^*_T \) is contained in \( N_{10R^{-1}} \Gamma_j(10\theta) \), and the sets \( \{N_{10R^{-1}} \Gamma_j(10\theta)\}_{j,\theta} \) are still finitely overlapping, so by Plancherel we have
\[
\| f^\#_{S_l} \|_2^2 \lesssim \sum_{j=1}^{R} \sum_{\theta} \sum_{T \in T_{\theta} \cap T_{S_l}} (m_{j,\theta} \ast (f I_X)) I^*_T \|_2^2.
\]

Since the tubes \( T \in T_{\theta} \) are essentially disjoint, we further have
\[
\| f^\#_{S_l} \|_2^2 \lesssim \sum_{j=1}^{R} \sum_{\theta} \| m_{j,\theta} \ast (f I_X) \|_2^2.
\]

Now by Plancherel again we obtain
\[
\| f^\#_{S_l} \|_2^2 \lesssim \| f I_X \|_2^2,
\]
which gives (8.21).

Combining Lemma 8.4, Lemma 8.6 and Lemma 8.8 above, we obtain
\[
\| \text{Sq} f_0 \|_2^2 \lesssim R^{c/2} R^{-n-1} M^{-m+3} M^{-l} \prod_{i=m}^{n-1} r_i^{-1/2} \prod_{i=m-1}^{l-1} D_i^{-1} \prod_{i=l}^{n-1} r_i^{-1/2} \| f \|_\infty^2. \tag{8.26}
\]

Next, we are going to use (8.26) for different \( l \) to derive the estimate we need. Recall the definition of numbers \( 0 \leq \gamma_k, \ldots, \gamma_n \leq 1 \) and \( 1 \leq \sigma_k, \ldots, \sigma_n \leq 1 \) are given in (E.8) and (E.5). Since our range of \( l \) is \( m \leq l \leq n \), we need new parameters
We define
\[ \gamma_m := \sum_{i=k}^{m} \gamma_i, \]
\[ \gamma_l := \gamma_l (m+1 \leq l \leq n), \]
\[ \sigma_l := \sum_{i=k}^{l} \gamma_i' (m \leq l \leq n). \]

One can checks
\[ \sum_{i=m}^{n} \gamma'_i = 1, \quad \sigma'_l = \sigma_l (m \leq l \leq n), \]

So we still use \( \sigma_i \) instead of \( \sigma'_i \).

Take the power of \( \gamma'_i \) on both sides of (8.29) and then multiply them together for all the \( m \leq l \leq n \). After some calculations, we obtain

**Proposition 8.9.**

\[ \|\text{Sq}f\|_2 \lesssim R^{c/2} R^{n-1} M^{n-m+3-\sum_{i=m}^{n} \gamma'_i} \prod_{i=m}^{n-1} \frac{1+\sigma_i}{r_i} \prod_{i=m-1}^{n-1} D_i^{-(1-\sigma_i)} \|\text{Sq}f\|_\infty. \]

We can rewrite the power of \( M \) on the right hand side of (8.30). Note that
\[ \sum_{l=m}^{n} \gamma'_l = m \sum_{l=m}^{n} \gamma'_l + \sum_{l=m+1}^{n} (l-m) \gamma'_l = m + \sum_{i=m+1}^{n} \sum_{i=m}^{n} \gamma'_i = m + \sum_{i=m}^{n-1} (1-\sigma_i) = n - \sum_{i=m}^{n-1} \sigma_i. \]

Recall (7.6). After summing over all \( m \leq l \leq n-1 \) we get
\[ \left( \frac{1}{2} - \frac{1}{pn} \right) \sum_{i=m}^{n-1} \sigma_i = \beta_n - \beta_m - (n-m) \left( \frac{1}{2} - \frac{1}{pn} \right). \]

This implies
\[ M^{-\sum_{i=m}^{n} \gamma'_i} = M^{-n} \prod_{i=m}^{n-1} M^\sigma_i = M^{-n+(\frac{c}{p_n} - \frac{1}{2})^{-1} (\beta_n - \beta_m - (n-m) (\frac{1}{p_n} - \frac{1}{2})}. \]

Therefore, combining (7.33), (8.30) and (8.32), we obtain the following key estimate:
\[ \|\text{Sq}f\|_{L^p_{\text{Stein}}(\mathbb{R}^n)} \lesssim R^{c/2} R^{n-1} M^{c(M)} \prod_{l=m}^{n-1} r_l^{X_l} \prod_{l=m-1}^{n-1} D_l^{Y_l} \|\text{Sq}f\|_{L^2(\omega\mathbb{R})} \|f\|_\infty^{1-\frac{2}{p_n}}, \]

where
\[ X_l = \frac{\beta_{l+1} - \beta_l}{2} - \frac{1+\sigma_l}{2} \left( \frac{1}{2} - \frac{1}{p_n} \right), \quad Y_l = \frac{\beta_{l+1}}{2} - (1+l(1-\sigma_l))(\frac{1}{2} - \frac{1}{p_n}), \]
\[ c(M) = \frac{2\beta_m}{p_m} + (n+1) \left( \frac{1}{2} - \frac{1}{2} \right) + \beta_n - \beta_m - (n-m) \left( \frac{1}{2} - \frac{1}{p_n} \right) - (m-3) \left( \frac{1}{2} - \frac{1}{p_n} \right). \]

We can compute that \( c(M) = \frac{2\beta_m}{p_m} - (n-1) \). Also from (7.6) and (7.7), we have \( X_l = Y_l = 0 \). We can slightly perturb the choice of \( \sigma_i \)'s so that \( X_l, Y_l \leq -C\delta \) at the cost of making \( p_n \) slightly bigger. Actually, when we are solving \( \{\sigma_i\} \) from (7.6)
and \((7.7)\), the equality \(\alpha = 0\) should be replaced by \(\alpha = -C\delta\). Since it is a small modification, we do not put more details here.

Now if we want to replace the \(p_n\) in \((8.33)\) by the \(p\) in \((8.12)\), then we need \(Y_t \leq -C\delta\), which can be used to compensate for the implicit factor \(\prod_{l=m-1}^n D^{(l)}_l\) of \(\lesssim\) in \((8.33)\) (see Remark 7.2). So we actually obtain

\[
\|\text{Sq}f\|_{BL^p_{L,A}(\mathcal{P}_R)} \lesssim R^c R^{n-\frac{1}{p}} M^{\frac{2n}{p}} \|f\|_{L^2(\omega_{\mathcal{P}_R})}^{1-\frac{1}{p}}.
\]

Now we have finished the proof of our \((BL^p_{L,A})\).

### 9. Appendix A: Proof of Proposition 5.6

For simplicity, we assume \(\beta = 0\). For an \(r^{-1/2}\)-cap \(\tau\), define

\[T_{\mathcal{P}_r,\tau} := \{T \in T_{\mathcal{P}_r} : \text{the direction of } T \text{ is contained in } 2\tau\}.
\]

By the \(L^2\)-orthogonality, it suffices to prove for \(g\) concentrated on wave packets from \(T_{\mathcal{P}_r,\tau}\), there holds

\[
(9.1) \quad \int_{\mathcal{P}_r \cap N_{\rho/2} R^d} |g_j|^2 \lesssim R^{O(\delta)} (\frac{\rho}{r})^{-\frac{n-m}{2}} \int_{\mathbb{R}^n} |g_j|^2 + \text{RapDec}(r) \|g\|_2^2.
\]

We just need to prove for each component of \(g\) separately, that is:

\[
(9.2) \quad \int_{\mathcal{P}_r \cap N_{\rho/2} R^d} |g_j|^2 \lesssim R^{O(\delta)} (\frac{\rho}{r})^{-\frac{n-m}{2}} \int_{\mathbb{R}^n} |g_j|^2 + \text{RapDec}(r) \|g_j\|_2^2.
\]

Let us do some reductions to \((9.2)\). We first state a higher dimensional analogue of Lemma 2.1 in \([Wu20]\).

**Lemma 9.1.** Suppose that \(g: \mathbb{R}^n \to \mathbb{C}\) is a function whose Fourier support is contained in \(N_{\rho^{-1}}(\Gamma_j(\sigma))\). Let \(M^2 \leq r \leq \rho\) and let \(\mathcal{P}_r \subset \mathbb{R}^n\) be a rescaled \(r\)-ball. Then

\[
(9.3) \quad \|g\|_{L^2(\mathcal{P}_r)} \lesssim r^{1/2} \rho^{-1/2} \|g\|_2.
\]

From this lemma, we see \((9.2)\) boils down to

\[
(9.4) \quad \int_{\mathcal{P}_r \cap N_{\rho/2} R^d} |g_j|^2 \lesssim R^{O(\delta)} (\frac{\rho}{r})^{-\frac{n-m}{2}} \int_{\mathcal{P}_r} |g_j|^2 + \text{RapDec}(r) \|g_j\|_2^2.
\]

By further breaking \(\mathcal{P}_r\) into \(\rho^{1/2}\)-balls \(\mathcal{P}_r = \bigcup B\) (we can do this since \(r M^{-1} \geq \rho^{1/2}\)), it suffices to prove that for any \(\rho^{1/2}\)-ball \(B\), one has

\[
(9.5) \quad \int_{B \cap N_{\rho/2} R^d} |g_j|^2 \lesssim R^{O(\delta)} (\frac{\rho}{r})^{-\frac{n-m}{2}} \int_{B} |g_j|^2 + \text{RapDec}(r) \|g_j\|_2^2.
\]

One can compare this estimate to Lemma 6.2 in \([Gut18]\).

To prove \((9.5)\), we need a result similar to Lemma 6.5 in \([Gut18]\). For any subspace \(V\) in \(\mathbb{R}^n\), we define a set of \(\rho\)-tubes \(T_{B,\tau,V}\) to be

\[
(9.6) \quad T_{B,\tau,V} := \{T \subset \mathcal{P}_\rho : T \cap B \neq \emptyset, \angle(\omega(T), V) \lesssim \rho^{-1/2} R\delta, \omega(T) \subset 2\tau\}.
\]

**Lemma 9.2.** Let \(V\) be a subspace of \(\mathbb{R}^n\). Then there exists a linear subspace \(V'\) with the following properties:

1. \(\dim(V) + \dim(V') = n\).
2. $V$ and $V'$ are quantitatively transverse, in the sense that for any unit vectors $v \in V$ and $v' \in V'$,
\[
\angle(v, v') \geq 1.
\] (9.7)

3. If $g$ has Fourier support in $N_{p^{-1}} \Gamma_j(\tau)$, $g$ is concentrated on wave packets from $\mathbb{T}_{B, \tau, V}$, $\Pi$ is any plane parallel to $V'$ and $g \in \Pi \cap B$, then
\[
\int_{\Pi \cap B(\mathbb{R}^{n-2}_x)} |g|^2 \lesssim R^{\delta_x} \left( \frac{\rho^{1/2}}{r^{1/2}} \right)^{-\dim(V')} \int_{\Pi \cap B} |g|^2 + \text{RapDec}(r) \|g\|_2^2.
\] (9.8)

Proof. The key is to find the linear subspace $V'$ such that the projection of supp $\hat{g}$ to $V'$ is contained in some $\rho^{-1/2} R^{\delta_x}$-ball:
\[
\text{Proj}_{V'}(\text{supp } \hat{g}) \subset B_{C \rho^{-1/2} R^{\delta_x}} \cap V'.
\] (9.9)

Then (9.8) follows by the same reasoning as (6.8), (6.9) in [Gut18].

Let us construct $V'$. Recall the definition of $\Gamma_j$ in (6.1) and that the Gauss map $G_j : \Gamma_j \to S^{n-1}$ maps each point $\xi \in \Gamma_j$ to the normal direction of $\Gamma_j$ at that point. Define
\[
E = G_j^{-1}(V \cap S^{n-1}) \cap \Gamma_j(\tau).
\]
Since $g$ is concentrated on wave packets from $T_{B, \tau, V}$, we have
\[
\text{Proj}_{V'}(\text{supp } \hat{g}) \subset N_{\rho^{-1/2} R^{\delta_x}} \text{Proj}_{V'}(E).
\]
So it suffices to prove
\[
\text{Proj}_{V'}(E) \subset B_{C \rho^{-1/2}} \cap V'.
\] (9.10)

Suppose that $\dim(V) = m$. Since $G_j$ is a diffeomorphism, we see $E$ is an $(m-1)$-dimensional submanifold of $\Gamma_j(\tau)$. We pick any point $\xi_0 \in E$ and set $x_0 := G_j(\xi_0)$. We choose
\[
V' := (T_{x_0} E \oplus \mathbb{R} x_0)^\perp,
\]
where $T_{x_0} E$ is the tangent space of $E$ at $\xi_0$ and $\perp$ means the orthogonal complement.

Since the diameter of $E$ is $\lesssim r^{1/2} \leq \rho^{-1/4}$, we have $E$ lies in the $C \rho^{-1/2}$-neighborhood of $T_{x_0} E$, so (9.10) holds. It remains to verify that $V$ and $V'$ are quantitatively transverse. By the definition of $V'$, it’s equivalent to verify that $T_{x_0} E \oplus \mathbb{R} x_0$ and $V$ are not too orthogonal in the sense that: For any $w \in T_{x_0} E \oplus \mathbb{R} x_0$, there exists a $v \in V$ such that $\angle(w, v) < \pi/2 - c$ for some $c > 0$ only depending on the surface.

Since $x_0 \in V$, it suffices to prove for $w \in T_{x_0} E$. Actually, we just choose $v = dG_j(w)$ and will show for $w \in T_{x_0} E$, there holds $|\langle w, dG_j(w) \rangle| \gtrsim |w||dG_j(w)|$, so $\angle(w, dG_j(w)) < \pi/2 - c$.

Without loss of generality, we may assume $\xi_0 = 0$, $x_0 = (0, \cdots, 0, 1)$ and
\[
\Gamma_j = \{(\xi, \Phi(\xi)) : |\xi| \leq 1/2\},
\]
for some $\Phi$ with $\nabla \Phi(\xi_0) = 0$, $\nabla^2 \Phi(\xi_0)$ positively definite. We have
\[
|\langle w, dG_j(w) \rangle| = |\langle (\nabla^2 \Phi(\xi_0) w, w) \rangle| \gtrsim |w|^2 \gtrsim |w||dG_j(w)|.
\]
This finishes the proof. \qed

We can prove (9.9) from Lemma (9.2) by following the same argument as in [Gut18] page 113-114, so we omit the details. Therefore, we proved Proposition 5.6.
10. Appendix B: Proof of Lemma 3.13

For simplicity, we assume $\beta = 0$. We will prove Lemma 3.13 by doing a series of reductions. In this appendix, let us assume that $\{\Gamma_j\}$ are defined in (3.19). First, we recall our lemma.

**Lemma 10.1** (Local, small cap). Let $\sigma \subset S^{m-1}$ be a cap of radius $M^{-1}$, and $T_\sigma = \{\tau\}$ be a collection of $K^{-1} M^{-1}$-caps that tile $\sigma$. Let $g = \{g_1, \cdots, g_R\}$ be any vector-valued function, such that each $g_j : \mathbb{R}^m \to \mathbb{C}$ has Fourier support in $N_{K^{-2}M^{-2}} \Gamma_j(\sigma)$. Let $B_{MK^2 \times M^2} \subset \mathbb{R}^m$ be a rectangle of dimensions $MK^2 \times \cdots \times M^2 K^2$, pointing to the direction $\mathbf{c}_\sigma$. Then for $2 \leq p \leq 2 + \frac{2}{m-1}$, we have

$$\| \text{Sq}g \|_{L^p(B_{MK^2 \times M^2})} \lesssim \varepsilon \left( KM \right)^{\frac{2}{p}} \left( \sum_{\tau \in T_\sigma} \| \text{Sq}g_\tau \|_{L^p(\omega_{BMK^2 \times M^2})} \right)^{1/2}. \quad (10.1)$$

Note that Lemma 10.1 is stated in the local way for small caps. Here “local” means that the integration domain is $B_{MK^2 \times M^2}$ (when it is $\mathbb{R}^m$, we call “global”); “small cap” means that each component of our function $g$ has Fourier support on caps that are determined by the small cap $\sigma$.

It is standard that Lemma 10.1 is equivalent to the following global version.

**Lemma 10.2** (Global, small cap). Let $\sigma \subset S^{m-1}$ be a cap of radius $M^{-1}$, and $T_\sigma = \{\tau\}$ be a collection of $K^{-1} M^{-1}$-caps that tile $\sigma$. Let $g = \{g_1, \cdots, g_R\}$ be any vector-valued function, such that each $g_j : \mathbb{R}^m \to \mathbb{C}$ has Fourier support in $N_{K^{-2}M^{-2}} \Gamma_j(\sigma)$. Then for $2 \leq p \leq 2 + \frac{2}{m-1}$, we have

$$\| \text{Sq}g \|_{L^p(\mathbb{R}^m)} \lesssim \varepsilon \left( KM \right)^{\frac{2}{p}} \left( \sum_{\tau \in T_\sigma} \| \text{Sq}g_\tau \|_{L^p(\mathbb{R}^m)} \right)^{1/2}. \quad (10.2)$$

Now we drop the restriction on the support of $\hat{g}$ and prove a stronger lemma.

**Lemma 10.3** (Global). Let $T = \{\tau\}$ be a collection of $K^{-1}$-caps that tile $S^{m-1}$. Let $g = \{g_1, \cdots, g_R\}$ be any vector-valued function, such that each $g_j : \mathbb{R}^m \to \mathbb{C}$ has Fourier support in $N_{K^{-2}} \Gamma_j$. Then for $2 \leq p \leq 2 + \frac{2}{m-1}$, we have

$$\| \text{Sq}g \|_{L^p(\mathbb{R}^m)} \lesssim \varepsilon \left( KM \right)^{\frac{2}{p}} \left( \sum_{\tau \in T} \| \text{Sq}g_\tau \|_{L^p(\mathbb{R}^m)} \right)^{1/2}. \quad (10.3)$$

We can make further reductions on the shape of the hypersurfaces $\{\Gamma_j\}$. The readers will see that it suffices to prove (10.3) when each $\Gamma_j$ is a paraboloid. We need to define a new family of hypersurfaces. Let $\{A_j\}_{j=1}^N$ be $(m-1) \times (m-1)$ symmetric matrices whose eigenvalues lie in $[1/2, 2]$. Define the paraboloids

$$P_j := \{ (\xi, \xi_m) : \xi_m = \langle A_j \xi, \xi \rangle, |\xi| \leq 1/2 \}. \quad (10.4)$$

If $g = \{g_1, \cdots, g_R\}$ satisfies supp$(\hat{g}_j) \subset N_{K^{-2}} P_j$. One can also define $g_\tau$ in the same way as (3.7), but with $\{\Gamma_j\}$ replaced by $\{P_j\}$. We state the following lemma.

**Lemma 10.4** (Global, paraboloid). Let $T = \{\tau\}$ be a collection of $K^{-1}$-caps that tile $S^{m-1}$. Let $g = \{g_1, \cdots, g_R\}$ be any vector-valued function, such that each $g_j : \mathbb{R}^m \to \mathbb{C}$ has Fourier support in $N_{K^{-2}} P_j$. We have

$$\| \text{Sq}g \|_{L^p(\mathbb{R}^m)} \lesssim \varepsilon \left( KM \right)^{\frac{2}{p}} \left( \sum_{\tau \in T} \| \text{Sq}g_\tau \|_{L^p(\mathbb{R}^m)} \right)^{1/2}. \quad (10.5)$$

We show Lemma 10.4 implies Lemma 10.3. The trick can be found, for example, in Chapter 12 of [Dem20].
Sketch proof of Lemma 10.4 implying Lemma 10.3. Let Dec($K, \{\Gamma_j\}$) be the best constant so that (10.3) holds. Let Dec($K$) be the best constant so that (10.5) holds. By Lemma 10.4, we have Dec($K$) \(\lesssim\) $K^\varepsilon$. Our goal is to prove Dec($K, \{\Gamma_j\}$) \(\lesssim\) $K^\varepsilon$.

First, we choose a set of $K^{-1/3}$-caps $\{\alpha\}$ that tile $S^{m-1}$. For a fixed cap $\alpha$ among them, we consider the truncated hypersurfaces $\{\Gamma_j(\alpha)\}_{j=1}^\infty$. Let $\xi_j, \alpha = G_j^{-1}(c_\alpha) \in \Gamma_j$ be the point where the normal direction of $\Gamma_j$ at $\xi_j, \alpha$. Let $L_\alpha$ be the $(m-1) \times (m-1)$ matrix $(L_\alpha)$ does not depend on $j$ such that $\{\xi : \xi_n = L_\alpha \xi\}$ is parallel to the tangent space of $\Gamma_j$ at $\xi_j, \alpha$. Define $A_{j, \alpha} := D^2\Phi_j(\xi_j, \alpha)$ (recall $\Phi_j$ in (3.17)), then $A_{j, \alpha}$ is symmetric with all eigenvalues lying in $[1/2, 2]$. We have the Taylor’s expansion of $\Phi_j$ at $\xi_j, \alpha$:

$$\Phi_j(\xi_j, \alpha + \xi) = (\xi_j, \alpha)_n + L_\alpha \xi + \langle A_{j, \alpha} \xi, \xi \rangle + O(K^{-1}), \quad \text{for } |\xi| \leq K^{-1/3}. $$

Now we define our paraboloids:

$$P_{j, \alpha} := \{\xi : \xi_m = \langle A_{j, \alpha} \xi, \xi \rangle, \ |\xi| \leq K^{-1/3}\}. $$

Here is an important observation: there is an affine map (which is the so-called parabolic rescaling) $\tilde{\xi} \to A_{1, \alpha} \tilde{\xi} + b_{j, \alpha}$ that maps $N_{K^{-1}} \Gamma_j(\alpha)$ to $N_{K^{-1}} P_{j, \alpha}$.

Since $\{P_{j, \alpha}\}_{j=1}^\infty$ are paraboloids truncated in a region of radius $K^{-1/3}$, we can easily find a rescaling: $\tilde{\xi} \to K^{1/3} \tilde{\xi}, \xi_n \to K^{2/3} \xi_n$, so that after performing such rescaling, $\{P_{j, \alpha}\}_{j=1}^\infty$ become the paraboloids truncated in the region $\{|\xi| \leq 1/2\}$, who satisfy the condition as in (10.4).

By the definition of Dec($K^{2/3}$), on one hand we have

$$\|\text{Sq}_g\|_{L^p(\mathbb{R}^m)} \lesssim \text{Dec}(K^{2/3})(\sum_{\tau \in \alpha} \|\text{Sq}_{g_\tau}\|_{L^p(\mathbb{R}^m)}^2)^{1/2}. $$

On the other hand, by the definition of Dec($K^{1/3}, \{\Gamma_j\}$), we have

$$\|\text{Sq}_g\|_{L^p(\mathbb{R}^m)} \lesssim \text{Dec}(K^{1/3}, \{\Gamma_j\})(\sum_{\tau \in \alpha} \|\text{Sq}_g\|_{L^p(\mathbb{R}^m)}^2)^{1/2}. $$

As a result, we have

$$\|\text{Sq}_g\|_{L^p(\mathbb{R}^m)} \lesssim \text{Dec}(K^{1/3}, \{\Gamma_j\}) \cdot \text{Dec}(K^{2/3})(\sum_{\tau \in \alpha} \|\text{Sq}_{g_\tau}\|_{L^p(\mathbb{R}^m)}^2)^{1/2}, $$

which implies

$$\text{Dec}(K, \{\Gamma_j\}) \lesssim \text{Dec}(K^{1/3}, \{\Gamma_j\}) \cdot \text{Dec}(K^{2/3}).$$

Since Dec($K$) \(\lesssim\) $K^\varepsilon$ by bootstrapping, we can obtain Dec($K, \{\Gamma_j\}$) \(\lesssim\) $K^\varepsilon$. \(\square\)

Lemma 10.4 is equivalent to the following local version. Let us slightly change our notation to make it consistent with other references. We replace $K$ by $R^{1/2}$; we assume that we have $J$ paraboloids $\{P_j\}_{j=1}^J$ and write $g = \{g_1, \ldots, g_J\}$. We will see in our proof that the implicit constant does not depend on $J$.

**Lemma 10.5** (Local, paraboloid). Let $T = \{\tau\}$ be a collection of $R^{-1/2}$-caps that tile $S^{m-1}$. Let $g = \{g_1, \ldots, g_J\}$ be any vector-valued function, such that each $g_j : \mathbb{R}^m \to \mathbb{C}$ has Fourier support in $N_{R^{-1}} P_j$. We have

$$\|\text{Sq}_g\|_{L^p(B_R)} \lesssim R^\varepsilon \left(\sum_{\tau \in T} \|\text{Sq}_{g_\tau}\|_{L^p(\omega_{B_R})}^2\right)^{1/2}. $$

**Remark 10.6.** This paraboloid version allows us to do rescaling much easier.
In the rest of Appendix B, we prove Lemma [10.5]. We adopt the notation as in (3.15). For a set of caps \( \Sigma = \{ \sigma \} \), we define
\begin{equation}
    g_{\Sigma}(x) := \sum_{\sigma \in \Sigma} g_\sigma(x),
\end{equation}
\begin{equation}
    Sqg_{\Sigma}(x) := \left( \sum_{j=1}^{J} \sum_{\sigma \in \Sigma} |g_{j,\sigma}(x)|^2 \right)^{1/2}.
\end{equation}

We use induction on the dimension \( m \) and radius \( R \). Suppose Lemma [10.5] holds for dimension \( m - 1 \) and radius \( \leq R/2 \).

Our strategy is to use the broad-narrow analysis. Narrow part will be dealt with by applying the induction. In order to deal with the broad part, we need the vector-valued multilinear restriction estimate. To state the estimate, let us introduce some definition: we call a collection of sets \( A_1, \ldots, A_m \subset S^{m-1} \) \( \nu \)-transverse if
\begin{equation}
    |a_1 \wedge a_2 \ldots \wedge a_m| > \nu
\end{equation}
for every points \( a_i \in A_i \). For convenience, we introduce the averaged integrals
\begin{equation}
    \|f\|_{L^p(B_R)} := \int_{B_R} |f|^p := \frac{1}{|B_R|} \int_{B_R} |f|^p,
    \|f\|_{L^p(\omega_B R)} := \frac{1}{|B_R|} \int |f|^p \omega_{B_R}.
\end{equation}

This result was proved in [Lee18] Proposition 3.10.

**Lemma 10.7.** Let \( 0 < \nu < 1 \). Suppose \( T_1, \ldots, T_m \) are subsets of \( T \) such that any choice of \( \tau_1 \in T_1, \ldots, \tau_m \in T_m \) are \( \nu \)-transverse. For \( 2 \leq p \leq 2m/(m-1) \), we have
\begin{equation}
    \left\| \prod_{i=1}^{m} |Sqg_{T_i}|^{1/m} \right\|_{L^p(B_R)} \lesssim_{\nu} \nu^{-O(1)} R^\epsilon \left( \prod_{i=1}^{m} \|Sqg_{T_i}\|_{L^p(\omega_B R)} \right)^{1/m}.
\end{equation}

Let us use the above lemma to finish the proof of Lemma [10.5]. We introduce an intermediate scale \( K \sim \log R \). Let \( \Sigma = \{ \sigma \} \) be a set of \( K^{-1} \)-caps that tile \( S^{m-1} \). Somehow we abuse the notation to just write
\begin{equation}
    g_\sigma = \sum_{\tau \subset \sigma} g_{\tau}.
\end{equation}

Consider a partition \( B_R = \cup B_{K^2} \). We follow the broad-narrow analysis of Bourgain-Guth [BG11]. For each \( B_{K^2} \) in this partition, define the significant set \( S(B_{K^2}) \) by
\begin{equation}
    S(B_{K^2}) := \{ \sigma \in \Sigma : \|Sqg_\sigma\|_{L^p(B_{K^2})} \geq \frac{100}{|\Sigma|} \|Sqg\|_{L^p(B_{K^2})} \}.
\end{equation}

Suppose that there are \( CK^{-m} \)-transverse caps \( \sigma_1, \ldots, \sigma_m \). Then by the definition of the significant set, we have
\begin{equation}
    \|Sqg\|_{L^p(B_{K^2})} \lesssim K^C \prod_{i=1}^{m} \|Sqg_{\sigma_i}\|_{L^p(B_{K^2})}.
\end{equation}

After some random translations (see pages 11–12 of [DZ19]), this is bounded by
\begin{equation}
    \lesssim K^C \prod_{i=1}^{m} |Sqg_{\sigma_i}|^{1/m} \|L^p(B_{K^2})\|.
\end{equation}
As a consequence, we obtain
\( \Sigma(V) := \{ \sigma \in \Sigma : \angle(\sigma, V) \leq K^{-1} \} \).

In this case, we have
\( (10.20) \)
\[ \Sigma(V) = \{ \sigma \in \Sigma : \angle(\sigma, V) \leq K^{-1} \} \]
\[ \sum_{\tau \in T} \| \mathbb{S}g_{\tau} \|_{L^p(B_{K_2})}^{1/p} , \]

As a consequence, we obtain
\( (10.21) \)
\[ \left\| \mathbb{S}g \right\|_{L^p(B_{K_2})} \lesssim \left\| \mathbb{S}g_{\Sigma(V)} \right\|_{L^p(B_{K_2})} + \left( \sum_{\tau \in T} \left\| \mathbb{S}g_{\tau} \right\|_{L^p(B_{K_2})}^{1/p} \right) . \]

As a consequence, we obtain
\( (10.22) \)
\[ \left\| \mathbb{S}g \right\|_{L^p(B_{K_2})} \lesssim K^c \left\| \prod_{l=1}^{m} \mathbb{S}g_{\sigma_l} \right\|_{L^p(B_{K_2})} \]
\[ + \left( \sum_{\tau \in T} \left\| \mathbb{S}g_{\tau} \right\|_{L^p(B_{K_2})}^{1/p} \right) . \]

for some \((m-1)\)-dimensional subspace \(V\) and \(CK^{-m}\)-transverse caps \(\{\sigma_l\}_{l=1}^{m}\). By the induction hypothesis on \(m\), we have
\( (10.23) \)
\[ \left\| \mathbb{S}g_{\Sigma(V)} \right\|_{L^p(B_{K_2})} \lesssim K^c \left( \sum_{\sigma \in \Sigma} \left\| \mathbb{S}g_{\sigma} \right\|_{L^p(\omega_{B_{K_2}^2})}^{2} \right)^{1/2} . \]

Summing over all the balls \(B_{K_2} \subset B_R\) on the both sides of \( (10.22) \), applying the above inequalities, we obtain
\( (10.24) \)
\[ \left\| \mathbb{S}g \right\|_{L^p(B_R)} \lesssim K^c \left\| \prod_{l=1}^{m} \mathbb{S}g_{\sigma_l} \right\|_{L^p(B_R)} \]
\[ + K^c \left( \sum_{\sigma \in \Sigma} \left\| \mathbb{S}g_{\sigma} \right\|_{L^p(\omega_{B_R^2})}^{2} \right)^{1/2} + \left( \sum_{\tau \in T} \left\| \mathbb{S}g_{\tau} \right\|_{L^p(B_{K_2}^2)}^{2} \right)^{1/2} . \]

We hope the right hand side is \( \lesssim R^c (\sum_{\tau \in T} \left\| \mathbb{S}g_{\tau} \right\|_{L^p(B_{K_2}^2)}^{2})^{1/2} \). For the first term on the right hand side, we apply Lemma \( (10.22) \) with \( T_l = \{ \tau \in T : \tau \subset \sigma_l \} \) to obtain the desired estimate. For the second term, we first do parabolic rescaling so that for each \( j \), \( N_{R^{-1}} P_j(\sigma_l) \) (recall the definition in \( (3.2) \)) becomes \( N_{C_{K^2 R^{-1}} P_j} \) for some paraboloid \( P_j \), and the slabs \( N_{R^{-1}} P_j(\tau) : \tau \in T_l, \tau \subset \sigma_l \) become \( K R^{-1/2} \times \cdots \times K R^{-1} \times K^2 R^{-1} \)-slabs of \( N_{C_{K^2 R^{-1}} P_j} \). Hence, we can apply the induction hypothesis for the radius \( K^{-2} R \) to get the desired bound. We leave out the details. Finally, we proved
\( (10.25) \)
\[ \left\| \mathbb{S}g \right\|_{L^p(B_R)} \lesssim R^c (\sum_{\tau \in T} \left\| \mathbb{S}g_{\tau} \right\|_{L^p(B_{K_2}^2)}^{2})^{1/2} . \]

11. Appendix C: Proof of Corollary 1.5

Let us assume \( I = [1, 2] \) without loss of generality. By the triangle inequality and the Littlewood-Paley decomposition, it suffices to show that given a smooth cutoff function \( \tilde{\varphi} \) with \( \text{supp}(\tilde{\varphi}) \subset B^a(0, 1) \setminus B^a(0, 1/2) \), one has
\( (11.1) \)
\[ \left\| \left( \int_{\mathbb{R}} |e^{it(-\Delta)^{\alpha/2}}(\varphi \ast f)|^q \, dt \right)^{1/q} \right\|_{L^p(B_R^a)} \lesssim R^2 \frac{\tilde{\varphi}}{\hat{\varphi}} \| f \|_p . \]

Via a localization argument similar to Lemma 8 in \( [\text{Rog08}] \), \( (11.1) \) boils down to
\( (11.2) \)
\[ \left\| \left( \int_{\mathbb{R}} |e^{it(-\Delta)^{\alpha/2}}(\varphi \ast f)|^q \, dt \right)^{1/q} \right\|_{L^p(B_R^a)} \lesssim R^2 \frac{\tilde{\varphi}}{\hat{\varphi}} \| f \|_p , \]
with an extra assumption on \( f \) that \( f \) is supported in an \( R \) ball in \( \mathbb{R}^n \). We partition \([R, 2R]\) as a union of unit intervals \( \{I_k\} \), and let \( \{\varphi_k\}_k \) be a smooth partition of unity associated to it, where \( \text{supp}(\varphi_k) \subset [-1, 1] \). Notice that \( \varphi \ast f \) is supported in the unit ball. It implies that as a function of \( t \), \( \varphi_k e^{it(-\Delta)^{\alpha/2}}(\varphi \ast f) \) is essentially constant in any unit interval. Indeed, Bernstein’s inequality gives

\[
(11.3) \quad \left( \int |\varphi_k e^{it(-\Delta)^{\alpha/2}}(\varphi \ast f)|^q dt \right)^{1/q} \lesssim \left( \int |\varphi_k e^{it(-\Delta)^{\alpha/2}}(\varphi \ast f)|^2 dt \right)^{1/2}.
\]

Summing up all \( \varphi_k \) and using the imbedding \( l^2 \hookrightarrow l^q \) so that

\[
\left\| \left( \int_R^{2R} |e^{it(-\Delta)^{\alpha/2}}(\varphi \ast f)|^q dt \right)^{\frac{1}{q}} \right\|_{L^p(B_R^\alpha)} \lesssim \left\| \left( \int_{R/2}^{3R} |e^{it(-\Delta)^{\alpha/2}}(\varphi \ast f)|^2 dt \right)^{\frac{1}{2}} \right\|_{L^p(B_R^\alpha)} + \text{RadDec}(R) \|f\|_p.
\]

Apply a rescaled version of (1.9) to the estimate above to obtain (11.2). \( \square \)
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