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Abstract

We have measured the doping dependence of the valley Zeeman splitting of the fundamental optical transitions in monolayer WSe$_2$ under an out-of-plane magnetic field by optical reflection contrast and photoluminescence spectroscopy. A nonlinear valley Zeeman effect, correlated with an over fourfold enhancement in the g-factor, has been observed. The effect occurs when the Fermi level crosses the spin-split upper conduction band, corresponding to a change of the spin-valley degeneracy from two to four. The enhancement increases and shows no sign of saturation as the sample temperature decreases. Our result demonstrates the importance of the Coulomb interactions in the valley magnetic response of two-dimensional transition metal dichalcogenide semiconductors.
Electrons in monolayer transition metal dichalcogenides (TMDs) with a honeycomb lattice structure possess a two-fold valley degree of freedom, corresponding to the K and K' point of the Brillouin zone [1-3]. Because of the strong spin-orbit interaction, the bands at the two valleys are spin split with the valley and spin locked to satisfy the time reversal symmetry [1-3] (Fig. 1a). Similar to the spin, the valley carries a magnetic moment and has been proposed as a new type of information carriers [1,4]. Several new valley-dependent phenomena, including the valley contrasting optical selection rules [5-9], valley Zeeman effect [10-15] and valley Hall effect [16,17], have emerged in the independent-particle picture and provided means to manipulate the valley polarization. In particular, the valley exciton splitting in an out-of-plane magnetic field has been shown to depend linearly on the field up to 65 Tesla [15], and a g-factor around four for neutral excitons and a similar to slightly larger g-factor for charged excitons have been reported for various monolayer TMDs [10-15,18]. On the other hand, even in the relatively high-density regime (~ $5 \times 10^{12}$ cm$^{-2}$), electrons in monolayer TMDs are strongly interacting with the Coulomb repulsion energy (~ 100’s meV) dominating all other energy scales (both Fermi energy and conduction band spin splitting at K/K' are ~ 10’s meV in WSe$_2$) [18]. An enhancement of the valley magnetic response by the strong electron-electron interaction effects has been recently reported in atomically thin TMDs [19-21]. A unique scenario arises when the Fermi level crosses the spin-split upper conduction band in TMDs (Fig. 1a), where the spin-valley degeneracy changes from 2 to 4 ($l_s$ and $l_v$ stand for the spin and valley degeneracy, respectively) [18]. This provides a strongly interacting electron system with tunable internal degrees of freedom.

In this work, we study the valley Zeeman effect in monolayer WSe$_2$ over a wide electron doping range by both the reflection contrast and photoluminescence (PL) spectroscopy on dual-gated field-effect devices. We observe a strongly enhanced valley magnetic response of the fundamental optical transitions at low temperatures, accompanied by a nonlinear magnetic field dependence, when the spin-valley degeneracy doubles. The enhancement shows no sign of saturation as the sample temperature decreases. The observation can be understood as a consequence of a sharp increase in the exchange interaction when the number of electron species doubles [22-25]. Our results are in marked contrast to earlier studies on multi-valley Si and AlAs quantum wells (QWs), in which the interaction-induced renormalization of the spin susceptibility lowers when the valley degeneracy doubles [26,27]. The difference could be originated from the unique coupled spin-valley band structure of monolayer TMDs as we discuss below. Our study opens up new possibilities beyond the conventional multi-valley semiconductor QWs [25-32] for exploring strongly interacting electron systems with multiple internal degrees of freedom.

In our experiment, monolayer WSe$_2$ is embedded in hexagonal boron nitride (hBN) substrates with few-layer graphene as both contact and gate electrodes (See Figure S1a for an image). Details on the device fabrication have been reported elsewhere [18,33]. In short, encapsulation of monolayer WSe$_2$ in hBN produces high-quality samples [18,33,34], and the use of dual local gates enables high doping densities. Both reflection contrast and PL measurements were performed in the Faraday geometry in an Attocube closed-cycle cryostat (attoDry1000) with a superconducting magnet. In the PL
measurements, a linearly polarized excitation beam centered at 532 nm was focused into a diffraction-limited spot on the sample by a microscope objective. The excitation power was kept around 100 $\mu$W to limit sample heating while sufficient PL counts can still be obtained for good signal-to-noise ratios. The PL was collected by the same objective, passed through polarization selection optics, and detected by a spectrometer equipped with a charge-coupled-device (CCD) camera. The typical integration time for each spectrum is 3 s. The left and right circularly polarized components of the PL were selected by a combination of a quarter-wave plate, half-wave plate and linear polarizer. The half-wave plate was mounted on a motorized rotator to rapidly switch the emission polarization from one handedness to the other. To minimize long-term drifts of the setup, the left- and right-handed PL spectra were collected within 10 s of each other. Such a design, together with the data analysis method discussed below, allowed us to measure the valley Zeeman effect in a magnetic field as low as ~ 10 mT, in contrast to several T’s in typical experiments. The reflection contrast measurements were performed using the same setup with a super-continuum light source [18,35]. Although the reflection contrast and PL spectroscopy yield similar results, the PL avoids complications from the Pauli blocking effect in the high doping regime (see Supplementary Sect. 3 for details) and provides a more precise determination of the valley Zeeman splitting energy ($E_Z$) of the optical transitions due to its background-free nature. We will therefore focus on the PL results below and include the comparison of the two methods in Supplementary Sect. 3. Two devices have been studied and include the comparison of the two methods in Supplementary Sect. 3.

Figure 1 shows the basic characterization of monolayer WSe$_2$ at 5 K in the absence of a magnetic field (See Supplementary Sect. 1 for more details). Figure 1b is a contour plot of the PL spectra at varying electron densities $n$, and Fig. 1c is the doping dependence of the integrated PL intensity. The doping density ($0 - 1 \times 10^{13}$ cm$^{-2}$) was calibrated using the gate voltages based on a capacitance model [18,35]. In the top axis of Fig. 1c we express the density in terms of the Wigner-Seitz radius $r_S = \frac{1}{\sqrt{\pi n a_B}}$ (for fixed $l_{\|} l_{\perp} = 2$). Here the effective Bohr radius $a_B = e \frac{m_0}{m_c} a_B$ is the Bohr radius $a_B$ modified by the conduction band mass in units of the free electron mass ($m_c/m_0 \approx 0.4$ [36]) and the average background dielectric constant $\epsilon = \sqrt{\epsilon_{\perp} \epsilon_{\parallel}} \approx 4.15$ ($\epsilon_{\perp} \approx 2.5$ [18] and $\epsilon_{\parallel} \approx 6.9$ [37] are the out-of-plane and in-plane dielectric constant of hBN, respectively). The $r_S$ parameter is a measure of the Coulomb repulsion energy in terms of the kinetic/Fermi energy. The large $r_S$ (3.3 – 7.0) suggests the importance of the interaction effects. The PL spectra are dominated by a sharp emission feature of width $\Gamma \sim 3 - 7$ meV. It arises from the optical transitions between the upper conduction and upper valence bands that have the same spin [2,18,35] (Fig. 1a). Coulomb interactions between the optically excited electron-hole pairs and the electron liquid in the doped sample further modify the nature of the transitions, giving rise to trions [3,38-41] or Fermi polarons [38,39] (or intervalley plasmons [40,41]) in different doping regimes. Here we refer to them simply as charged excitons or the fundamental optical transitions because of the wide range of doping levels being studied here (see Supplementary Sect. 1 for extra data and discussions). This feature shows a negligible Stokes shift (Figure S6), thus excluding the possibility of emission from localized or trapped states [42]. Weaker emissions from shallow trapped states (with a peak intensity < 20% of the main emission peak and a Stokes shift of ~ 10
meV) are also visible in the PL spectra (e.g. the feature near 1.655 eV in Fig. 2a and S2). As the electron doping density increases, the emission redshifts due to many-body renormalization of the exciton binding energy and the quasiparticle band gap [38-41,43]. Density $n_0 \approx 6.4 \times 10^{12}$ cm$^{-2}$ (dashed line, Fig. 1c) is required to dope electrons into the upper conduction band. The value was determined from the onset of the band filling or the Pauli blocking effect on the reflection contrast spectrum (Fig. S6) [18,35]. The onset of the Pauli blocking effect is accompanied with a sharp increase in the PL intensity, presumably due to the rapid increase of the conduction band occupancy and the radiative recombination rate [35].

We study the valley magnetic response of monolayer WSe$_2$ as a function of doping density by measuring the polarization-resolved PL spectra up to 8 T. Figure 2a illustrates the spectra under -2 T for two representative electron densities $5.0 \times 10^{12}$ (< $n_0$) and $8.6 \times 10^{12}$ cm$^{-2}$ (> $n_0$). The left- and right-handed components correspond to the transitions at the K’ and K valleys, respectively, according to the valley-contrasting optical selection rules (Fig. 1a) [1]. An increase in the splitting energy $E_Z$ and hence a larger valley magnetic response for the larger doping density are clearly observable. Because of the complex recombination process of the electron-hole pairs in the presence of a strongly interacting electron liquid, the PL spectra have an asymmetric lineshape and cannot be described by a simple analytic function [44]. To extract $E_Z$, we chose to compute the difference between the average peak energy of the right- and left-handed PL spectra. To focus on the main emission feature, we limited the spectral window of interest to have PL intensity above 20% of its peak value. The value of 20% was chosen to conveniently eliminate most contributions from the aforementioned shallow trapped states. The obtained results are largely insensitive to the precise choice of the baseline (Figure S5). In addition, although the PL lineshape changes with doping, it remains similar for the two components at any given doping density and magnetic field and is expected to have a negligible effect on the analysis of $E_Z$. The uncertainty for the peak energy obtained from such an analysis is estimated to be $\sim \Gamma/\sqrt{N}$, where $N$ is the total PL count (which is $\sim 5 \times 10^5$ for a typical integration time of 3 s for our highly luminescent samples). Figure 2b shows the results for $E_Z$ under $\mu_0 H = 0$ and -2 T ($\mu_0$ denoting the vacuum permeability). The uncertainty in $E_Z$ is about 5 – 30 $\mu$eV, which is much smaller than the emission linewidth $\Gamma$ (i.e. super-spectral-resolution). A small offset (< 50 $\mu$eV) is present at $H = 0$, which is likely due to systematic errors in the selection of the light polarization. More details are provided in Supplementary Sect. 2. Analysis of the PL handedness or valley polarization is presented in Supplementary Sect. 4.

The magnetic field dependence of $E_Z$ at 5 K is shown in Figure 3a for several representative doping densities. Before doping into the upper conduction band ($n = 4 \times 10^{12}$ and $5 \times 10^{12}$ cm$^{-2}$), the dependences are linear for the field ranging from -8 T to 8 T. This is in agreement with earlier studies [10-15]. However, after doping into the upper conduction band (6.7 $\times 10^{12}$, 7.0 $\times 10^{12}$ and 7.3 $\times 10^{12}$ cm$^{-2}$) the dependences become sub-linear with a kink at $H^*$ (indicated by arrows). The $H^*$ strength increases with doping density. For $n = 8.3 \times 10^{12}$ cm$^{-2}$, $H^*$ is outside the measurement range and the dependence appears linear again. We extracted the g-factor from the slope of the $E_Z - H$
dependence at the origin \( g_X = \frac{1}{\mu_B \mu_0} \frac{dE_Z}{dH} \big|_{H=0} \), where \( \mu_B \approx 0.0579 \text{ meV/T} \) is the Bohr magneton. We also estimated \( H^* \) by fitting the \( E_Z - H \) dependences with a phenomenological expression \( E_Z = g_X \mu_B \mu_0 H^* \tanh \left( \frac{H}{H^*} \right) \) (dashed lines, Fig. 3a). The doping dependence of \(|g_X| = -g_X \) and \( H^* \) is depicted in Fig. 3b and 3c, respectively. For \( n < n_0 \) \( (l_s l_v = 2) \), \(|g_X| \) decreases slowly from \( \sim 5 \) to \( 3 \) with increasing \( n \). The value is consistent with the reported values for charged excitons in monolayer WSe\(_2\) [12-14]. The observed doping dependence of the g-factor may explain the variations among the reported values for samples with different levels of intentional or unintentional doping.

For \( n > n_0 \) \( (l_s l_v = 4) \), \(|g_X| \) increases rapidly to \( \sim 12 \), and then decreases with further increase of \( n \). At the same time, \( \mu_0 H^* \) increases from \( \sim 4 \text{ T} \) at \( n_0 \), followed by a linear dependence on \( (n - n_0) \) (solid line, Fig. 3c). The departure from the linear dependence, as well as the broadening of the enhancement of \(|g_X|\) near \( n_0 \), is likely due to Fermi level broadening by impurities, defects and sample inhomogeneities. The large g-factor observed here for the fundamental optical transition has a distinct origin from that of localized or trapped excitons seen in Fig. 2a and in Ref. [45-48]. The effect, an intrinsic property of monolayer WSe\(_2\) tunable by electrostatic doping, is also different from that by proximity coupling to a ferromagnet in WSe\(_2\)/EuS heterostructures [49,50]. The PL handedness under finite magnetic fields also depends strongly on doping density. Details are discussed in Supplementary Sect. 4.

In the simple band picture, the total magnetic moment of a given band consists of the atomic orbital, inter-atomic orbital (or valley) and spin contributions [11,12]. In the two-band \( k \cdot p \) model, the atomic orbital moments are \( \pm 2\mu_B \) for the valence bands and \( 0 \) for the conduction bands near the K’/K point, reflecting the properties of the \( d \)-orbitals of the W atom that form the bands [1]. The inter-atomic orbital moments are \( \pm \frac{m_0}{m_{v/c}} \mu_B \) for the K’/K point [11,12] with the Bohr magneton modified by the effective masses \( (m_c \) and \( m_v \) are the conduction band and valence band masses, respectively). The total magnetic moment of the upper conduction band and the upper valence band including the spin contribution \( \mu_B \) are therefore \( \mu_B(1 + \frac{m_0}{m_c}) \) and \( \mu_B(3 + \frac{m_0}{m_v}) \), respectively, for the K’ valley [12]. The magnetic moment of the K valley is of opposite sign by the time reversal symmetry. Ignoring the electron-electron interactions, the exciton valley splitting under magnetic field \( \mu_0 H \) is determined by the difference between the valley Zeeman splitting of the conduction band and the valence band \( E_Z = 2\mu_B \mu_0 H \left( -2 \frac{m_0}{m_c} \frac{m_0}{m_v} \right) \) [10-15]. In case of similar band masses such as in monolayer WSe\(_2\), we obtain \( E_Z \approx -4\mu_B \mu_0 H \) and \( g_X \approx -4 \). The result remains unchanged for charged excitons. Our observation of the nonlinear field dependence of the valley Zeeman splitting and the strong enhancement of the g-factor cannot be explained in this simple non-interacting picture.

Our experimental observation could be understood by invoking the strong interaction effects. In the vicinity of \( n_0 \), the Coulomb repulsion energy stays nearly unchanged \( (r_5 \approx 4.2) \), but the exchange interaction, which is sensitive to the electron’s internal degrees of freedom (spin-valley degeneracy) changes abruptly when the Fermi level crosses the upper conduction band. A dimensionless parameter \( r_X = \sqrt{\frac{l_s l_v}{2}} r_5 \) has
been suggested to characterize the strength of the exchange interaction in terms of the kinetic/Fermi energy [24,25]. In the inset of Fig. 3b we show the doping dependence of \( r_S \) and \( r_X \) in the vicinity of \( n_0 \), illustrating the difference between the two types of interactions. While a sudden increase in \( r_X \) could lead to an enhanced or weakened magnetic response depending on the sign of the exchange integral [24], our data shows that it favors a larger spin and valley polarization in monolayer WSe\(_2\) (i.e. a larger Zeeman splitting and g-factor). The effect of the exchange field remains significant until the externally applied field reaches \( H^* \), at which the electrons in the upper conduction band become fully spin and valley polarized (i.e. the Fermi level is at the bottom of the upper conduction band at one of the valleys). For \( H > H^* \), the effect of the exchange field diminishes, resulting in sub-linear \( E_z \) dependence (Fig. 3a). One can relate \( H^* \) to \( n \) by \( |g_c| \mu_B \mu_0 H^* = \frac{\hbar^2 \pi}{m_c} (n - n_0) \) [25,29], where \( g_c \) is the upper conduction band valley g-factor, and equal masses for the upper and lower conduction bands have been used. A comparison with experiment (solid line in Fig. 3c) yields \( m_c |g_c| \approx (4.7 \pm 0.1) m_0 \). In the independent-particle picture, this factor is evaluated to be \( m_c |g_c| \approx 2.8 m_0 \) using the conduction band valley g-factor \( |g_c| = 2 + \frac{m_0}{m_c} [12] \) and \( m_c \approx 0.4 m_0 [36] \). The “non-interacting” value for the paramagnetic susceptibility (\( \sim m_c |g_c| \)) is smaller than the experimental value, in support of the interpretation of an interaction-enhanced magnetic response.

The large enhancement of \( |g_X| \) upon doubling the spin-valley degeneracy in monolayer WSe\(_2\) is opposite to the weakened magnetic response observed upon an increase in the valley degeneracy by application of strain or a magnetic field in conventional multi-valley QWs [26,27]. Two factors could contribute to the different behaviors. First are the distinct electronic bands. Monolayer WSe\(_2\) is a Dirac system with strong spin-orbit interactions, whereas conventional multi-valley QWs have nearly spin-degenerate parabolic bands. Second, an increase of doping density near \( n_0 \) changes only \( r_X \) significantly in monolayer WSe\(_2\), while an increase in the valley degeneracy in QWs changes both \( r_S \) and \( r_X \) [24,26,27]. Next, away from \( n_0 \) (both below and above), the weaker variation in \( |g_X| \) could be related to the changing \( r_S \). As doping increases, \( r_S \) decreases (i.e. interaction effects weaken) and so does \( |g_X| \). This behavior is similar to the reported results on Si QWs [28,30,31] and is also in qualitative agreement with theoretical calculations [24,51]. Finally, the discussion above does not consider the electron-hole interactions, which are relevant for optical measurements and are known to be strong in monolayer TMDs. Further theoretical studies on the valley magnetic response of monolayer TMDs in the strongly interacting regime including the Dirac bands and the strong spin-orbit interactions are needed.

Finally, we briefly discuss the temperature dependence of \( |g_X| \). Figure 4a shows the density dependence of \( |g_X| \) determined from the valley Zeeman splitting at 2 T at temperatures ranging from 10 to 80 K. The strong enhancement in \( |g_X| \) for \( n > n_0 \) emerges only at low temperatures (< 40 K). Figure 4b shows the temperature dependence of \( |g_X| \) at two representative doping densities. For \( n = 4.0 \times 10^{12} < n_0 \), \( |g_X| (\approx 4) \) is nearly temperature independent. On the other hand, for \( n \) slightly above \( n_0 \), \( |g_X| \) grows significantly as temperature decreases. No sign of saturation is observed down to 5 K.
These results show that sufficiently small thermal broadening of the Fermi level is required to reveal the interaction-enhanced magnetic response. In addition, the absence of saturation in the enhancement of $|g|\tau$ suggests that the magnetic response could be further enhanced at lower temperatures and in higher quality samples. In conclusion, our experiment has demonstrated the strong enhancement of the valley magnetic response in monolayer WSe$_2$ by the interaction effects through a systematic doping dependence study. The possibility of a ferromagnetic instability and a magnetically ordered ground state in monolayer TMDs remains open [22-24,51].
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Figure captions

Figure 1(a) Electronic band structure of monolayer WSe$_2$ at the K and K' valleys including the two spin-split conduction bands ($c1$, $c2$) and the upper valence band. Optical transitions at the K' and K valleys (allowed only between bands of the same spin) are coupled to the left and right circularly polarized light. (b) Contour plot of the photoluminescence (PL) counts as a function of photon energy and electron doping density $n$. The integration time is 3 s. (c) Spectrally integrated PL vs. doping density $n$ (bottom axis) and Wigner-Seitz radius $r_s$ (top axis). A sharp increase occurs around $n_0 \approx 6.4 \times 10^{12}$ cm$^{-2}$ (dashed line) when the Fermi level crosses the upper conduction band.

Figure 2(a) Handedness-resolved PL spectra (normalized) at doping densities $5.0 \times 10^{12}$ cm$^{-2}$ (left) and $8.6 \times 10^{12}$ cm$^{-2}$ (right) under -2 T. (b) Valley Zeeman splitting as a function of doping density under 0 T and -2 T.

Figure 3(a) Valley Zeeman splitting of the fundamental optical transition as a function of magnetic field ranging from -8 T to 8 T at representative doping densities (vertically shifted for clarity). Solid color lines are experimental data and dashed black lines are fits to the experimental data using a phenomenological function described in the text. The field dependence has a kink at $H^*$. (b) Doping dependence of the g-factor. The error bars are estimated from the uncertainties of the PL peak energies. Dashed line denotes $n = n_0$, at which the Fermi level crosses the upper conduction band and the spin-valley degeneracy $l_zl_y$ changes from 2 to 4. The inset shows the doping dependence of $r_s$ and $r_x$ near $n_0$. (c) Doping dependence of $H^*$. The solid line is a linear fit to the experimental data (symbols) with an x-intercept at $n_0$.

Figure 4(a) The g-factor of the fundamental optical transition vs doping density at representative temperatures. (b) The g-factor vs temperature at representative doping densities. The g-factor values were determined from the Zeeman splitting at 2 T.
