1. Introduction

The physical structure of the upper ocean is an important control on ocean-atmosphere exchange of momentum, heat, freshwater, and gases such as carbon dioxide. It also regulates the distribution of nutrients and their delivery to the sunlit upper ocean, thereby impacting net primary productivity. Determining the mechanisms structuring upper ocean dynamics is critical to understanding how the physical climate system and biogeochemical cycles function. Moreover, we expect climate change to strongly impact these processes.

Important processes are associated with submesoscale motions, which have lateral scales of order 1–10 km and are characterized by sharp density gradients (fronts) and strong jets with large Rossby number. These dynamical features can induce very strong vertical motions (Capet, McWilliams, et al., 2008; Klein & Laperyre, 2009; McWilliams, 2016) that impact the vertical flux of nutrients and biomass, which can both fuel and significantly damp primary production locally (Lévy et al., 2001, 2012, 2018; Mahadevan, 2016). A major source of the strong vertical motions at these scales is mixed layer baroclinic instabilities (Boccaletti et al., 2007; Fox-Kemper et al., 2008). In addition to the direct impacts of vertical motions on nutrient and bi-
omass fluxes, the eddy-driven overturning stream function associated with submesoscale motions can lead to a restratification of the mixed layer (Fox-Kemper et al., 2008) that can promote phytoplankton blooms by alleviating light limitation (Mahadevan et al., 2012; Taylor & Ferrari, 2011). From scaling arguments suggested by (Fox-Kemper et al., 2008) (hereafter FFH) the strength of the overturning scales as $H^2 |\nabla_b|/|f|$, where $H$ is the mixed layer depth (MLD), $|\nabla_b|$ is the cross-front horizontal buoyancy gradient, and $|f|$ is the Coriolis parameter. (The buoyancy, $b = -g\rho/\rho_0$ where $g$ is the acceleration due to gravity, $\rho$ density, and $\rho_0$ a reference density.)

Because mixed layer instability (MLI) may be a dominant process controlling the energetics of submesoscales when mixed layers are sufficiently deep (Callies, Flierl, et al., 2016), a useful indicator for submesoscale activity is the conversion rate of available potential energy (APE). On theoretical grounds, the APE conversion rate scales as $H^2 |\nabla_b|^2/|f|$ (FFH). FFH test this scaling in an idealized flow regime while Capet, Campos, et al. (2008) and Mensa et al. (2013) show it also holds in more realistic model flows of the Argentinian Shelf and Gulf Stream regions, respectively, although Capet, McWilliams, et al. (2008) found the FFH scaling to underpredict the associated vertical buoyancy flux by a factor of 2–3. The dependence on $H$ (the MLD) indicates the potential for strong seasonal modulation of submesoscale activity. Indeed, both Capet, Campos, et al. (2008) and Mensa et al. (2013) find that submesoscale activity peaks in winter months when the mixed layer is deep. The role of variations in lateral density gradients in the seasonal variation of submesoscale activity varies regionally: the strength of lateral density gradients peaks with the depth of the mixed layer in the model Argentinian Shelf (Capet, Campos, et al., 2008) while this relationship does not hold for the model Gulf Stream region (Mensa et al., 2013). Sasaki et al. (2014) also find a strong seasonality in submesoscale activity in a model of the North Pacific with it peaking in late winter when the mixed layer is at its deepest. Observational evidence of seasonality is growing. Callies et al. (2015) provide evidence based on in situ observations in the relatively energetic NW Atlantic of a strong enhancement of mixed layer submesoscale activity during winter months. Seasonality in submesoscale activity is also observed in the more quiescent parts of the North Pacific subtropical gyre (Ascani et al., 2013) and the NE Atlantic (Thompson et al., 2016).

Given this background, there is great potential for global warming to produce significant changes in ocean circulation dynamics at the submesoscale with unknown implications for the biogeochemistry and ecology of the upper ocean: in regions where there is an increase in the stratification of the near-surface ocean and a decrease in MLD there is expected to be a reduction in submesoscale activity. In a complex system such as the ocean, the degree to which this conjecture holds true, or how important the processes may be, is not obvious. Whether changes in lateral buoyancy gradients, brought about by changes to eddy stirring for instance, will enhance or suppress MLIs is unclear. Furthermore, there will certainly be regional dependencies. Indeed, the analysis of CMIP3 models by Capotondi et al. (2012) shows regional variation in the projected change in upper ocean stratification during the second half of the 21st century relative to the second half of the 20th century, with the largest changes in the tropics, the Arctic, the North Atlantic, and the northeast Pacific.

As a first step in evaluating the role of submesoscale processes in modulating the upper ocean response to climate change we present results from high-resolution nested regional simulations of the NE Atlantic. The simulation results are assessed in the context of extant theory for submesoscale MLI. The experimental design is described in Section 2. Results are presented in Section 3 with a focus on changes to horizontal wavenumber spectra and vertical buoyancy fluxes induced by global warming. Conclusions and closing discussion are given in Section 4.

2. Experimental Design

2.1. Modeling Approach

Integrating a submesoscale resolving global model over a full climate-change scenario would be computationally expensive. Instead, we use a “time slice” approach, which makes use of several models and observations to generate submesoscale permitting solutions in a particular region and a “time slice” of interest (e.g., present day, nominally year 2000, or future climate, nominally at 2100). First we describe the forcing that is used for the present-day and future climate cases. Then we describe the global mesoscale-resolving
model and run under present day and future forcing. Finally we describe the regional ocean model run at submesoscale-permitting resolution used to downscale the present-day and future conditions.

Surface forcing with synoptic variability but without confounding interannual variability is obtained using the standard bulk flux algorithms of the Community Earth System Model (CESM) and the Coordinated Ocean-Ice Reference Experiment normal-year atmosphere based on atmospheric reanalysis from 1958 to 2000 (Griffies et al., 2009; Large & Yeager, 2004; Small et al., 2015; Whitt, Nicholson, & Carranza, 2019). The normal-year atmosphere is modified to approximate the conditions in 2100 by adding the monthly anomaly (2100–2000) of each forcing field (shortwave radiation, wind, surface air temperature, etc.) from the ensemble-mean annual cycle in the CESM large ensemble (CESM-LE; Kay et al., 2015). The CESM-LE includes 42 simulations of the historical emissions scenario (1920–2005) and the high-emissions Representative Concentration Pathway 8.5 (2006–2100) that differ from each other because very small random perturbations (\( O(10^{-14}) \) K) are introduced to air temperature fields in 1920 (Kay et al., 2015). The ensemble mean anomalies represent the forced response of the climate system, averaging out natural modes of variability.

First, two branches are made from February 1, 2021 of the control simulation of Whitt et al. (2019), which is a global nominal 0.1° resolution mesoscale-resolving configuration of the Parallel Ocean Program (POP2) (Smith et al., 2010) coupled to the Community Ice Code version 5 (Bailey et al., 2018) forced by the repeating normal-year atmosphere. The present-day branch is simply continued for 10 years without modifying the configuration. In the future-climate branch, the CESM-LE ensemble mean ocean temperature and salinity anomalies (2100–2000) are added to the initial condition and then integrated forward with the constructed “future-climate” normal-year atmospheric forcing.

Submesoscale-permitting regional ocean simulations are obtained via nesting a high-resolution regional model within the global 0.1° model. The present-day and future-climate regional ocean simulations are conducted with the Regional Ocean Modeling System (ROMS) (Haidvogel et al., 2008; Shchepetkin & McWilliams, 2005); these simulations are the focus of this study. ROMS was integrated on a nominally 0.01° (1.25 km) grid with 180 vertical sigma levels that are spaced using Equations 2.2 and 2.4 of Shchepetkin and McWilliams (2009) and the stretching parameters \( \theta_s = 7 \), \( \theta_b = 2 \), and \( h_c = 250 \) m. The resulting vertical resolution is about 1.3 m at the surface and about 7.5 m at 250 m depth, and 43% of the grid levels are above 250 m. Lateral dissipation is done through a biharmonic hyperviscosity and hyperdiffusion with coefficients \( 3.3 \times 10^5 \) m s\(^{-1}\) and \( 3.7 \times 10^5 \) m s\(^{-1}\), respectively.

The bottom depth is based on ETOPO2 bathymetry (National Geophysical Data Center, NOAA, 2006), which is then limited to a range of 5,000–1,200 m and smoothed to mitigate numerical issues following Beckmann and Haidvogel (1993). The lateral boundary conditions are linearly interpolated from daily output of the analogous global 0.1° POP simulations using radiation and nudging constraints. Finally, ocean surface boundary layer dynamics are governed by the K-profile parameterization of Large et al. (1994) with parameters as in the public ROMS repository at myroms.org. A diurnal cycle in solar radiation is imposed using analytic functions such that the daily mean solar radiation matches the normal year, and solar radiation penetrates using Jerlov type IB parameters (Paulson & Simpson, 1977).

Two additional runs are performed at a nominal 4 km resolution, and vertical grid spacing twice that of the 1.25 km runs. The lateral mixing coefficients are increased to be in line with those used in the POP runs with the damping affecting scales with a wavelength less than a nominal 60 km. Specifically the biharmonic hyperviscosity and hyperdiffusion coefficients are set to \( 1.728 \times 10^9 \) m s\(^{-1}\) and \( 1.92 \times 10^9 \) m s\(^{-1}\), respectively. Submesoscale motions are suppressed although, as seen below, not entirely eliminated. These runs will be referred to as “high viscosity” runs and included to demonstrate the impact of reduced submesoscale activity.

Each regional simulation is integrated for 3.3 years; this duration is chosen based on analysis of the 0.1° POP runs, which suggests there is little to gain from further integration since the adjustment process to the initial condition shock in the future-climate scenario is relatively slow after 3 years. Output for the whole integration period includes snapshots of model variables every 5 days together with 12 h averages. To consider higher frequency variability, snapshots every 3 h were output for a 30-day period.
2.2. Study Region

For the study here we consider a region in the NE Atlantic between 41°–51°N and 26°–13°W, which covers a region of deep ocean from the Porcupine Seabight (in the NE) to the eastern flank of the mid-Atlantic Ridge near the Azores (in the SW). This region was chosen for a number of reasons. At the eastern edge of the North Atlantic subtropical gyre the mean flow is relatively weak and the mesoscale kinetic energy (KE) moderate, the depth of the mixed layer undergoes a large seasonal cycle (roughly 30–300 m depth) and there is an observed seasonal cycle in submesoscale activity (Thompson et al., 2016). In addition, it is a region where large changes in the winter MLD and stratification are projected to occur under global warming caused in part by a surface freshening from Arctic ice melt (cf. Capotondi et al., 2012).

The fastest growing MLI wavelength is estimated to be 2–3 km in summer and 10–12 km (4–6 km) in present-day (future) winter. This wavelength is estimated here by $L_{MLI} = \left( \frac{2 \pi}{f} \sqrt{\nabla b H} \right) \sqrt{1 + \frac{R_i^B}{f^2}}$ (Stone, 1966), where the balanced bulk Richardson number $R_i^B = \frac{\Delta b}{\left( \nabla b \right)^2} \left( \frac{H}{f} \right)$, $H$ is the MLD based on a change in density from the surface of $\Delta \rho = 0.03 \text{ kgm}^{-3}$ and $\Delta b = g \Delta \rho / \rho_0$; all of the variables in $L_{MLI}$ are smoothed to mesoscales by applying a five-point square spatial smoother eight times (e.g., as in Capet, McWilliams, et al., 2008) to instantaneous snapshots (the filter damps the amplitude of a wave with wavelength of 30 km by approximately 60%).

We focus primarily on the wintertime, when submesoscales are strongest and their energetics is evidently closely linked to MLI, which is resolved in both the present and future simulations and exhibits a strong forced response to global warming in the North Atlantic (noting that the MLI in the summer may not be adequately resolved in our experiments).

3. Results

The runs of the regional model at 1.25 km resolution for the present-climate and future scenarios are labeled Run 2000 and Run 2100, respectively. The equivalent for the high viscosity runs are labeled Run 2000visc and Run 2100visc. A key feature of the upper ocean is the depth to which properties are mixed from the surface. Here the MLD is taken as the depth $H$ at which the change in density from the surface equals $\Delta \rho = 0.03 \text{ kgm}^{-3}$.

Snapshots of $H$ taken at 00:00 UTC (23:00 local time) on February 15 are shown in Figure 1 for the various runs in the last year of integration. In the present-climate there is considerable variation in $H$ across the domain, with the shallow layers toward the West impacted by the presence of fresher surface waters. There is a damping of the finer scales in the high viscosity run. The large variation in $H$ is reflected in the broad spread of the probability distribution function (PDF) of layer depths with a reduction in the number of occurrences of deeper values in the higher resolution run (Run 2000) compared with the high viscosity run (Run 2000visc). In the future climate there is an overall reduction in $H$ and a sharpening of the PDF of $H$, although it is notable that there is an increase in the number of occasions of shallower $H$ in the high viscosity run (Run 2100visc).

The domain averaged MLD, $< H >$, and lateral buoyancy gradient $< |\nabla b| >$ within the mixed layer are shown as a function of time in Figure 2 for Runs 2000 and 2100. Day 0 here is February 1. In anticipation of examining the scaling for submesoscale activity following FFH, quantities have been spatially smoothed to the mesoscale (i.e., eight applications of a five-grid-point square window following Capet, McWilliams, et al., 2008). This does not affect $< H >$ but it does affect the quantiles of $H$. The depth of winter mixing is reduced in Run 2100 compared to Run 2000 (by a factor of more than 2 in the fourth winter of integration) with little change in the summer months.

For comparison the results for the high viscosity runs are shown. In the present-day climate the deepest winter time $< H >$ in Run 2000 is ~20% less than in Run 2000visc, suggesting a restratification by the more active submesoscale activity in the former. There is little change between the runs in the summer. In contrast, comparing Runs 2100 and 2100visc, in the future climate state there is much less difference in $< H >$ throughout the year, with the notable exception of the fourth winter where $< H >$ is ~20% deeper in Run
There is a strong seasonal cycle in the mean lateral buoyancy gradient, $< |\nabla h_b| >$, with its magnitude anticorrelated with the MLD in both climate states, that is, the lateral buoyancy gradient is at a minimum during the deep winter mixing (Figure 2). The seasonality in the lateral buoyancy gradient is similar in both phase and amplitude to that found by Brannigan et al. (2015) who suggest frontogenesis strengthens gradients in the summer months while overturning instabilities, when the mixed layer is deep, weaken them in winter. There is notable interannual variability in both the mean MLD and lateral buoyancy gradient, the cause of which is not totally clear, although we note the long-term decrease with time of $< |\nabla h_b| >$ in Run 2100 compared with the high viscosity run Run 2100visc (the snapshots shown in Figure 1 are from this winter).

Figure 1. (a) Depth of the mixed layer, $H$, on February 15 in the present climate (Run 2000) over the ROMS domain. (b) The same as (a) but with high viscosity (Run 2000visc). (c) The PDF of the distribution of $H$ in (a) and (b) (blue and red, respectively). (d)–(f) The same as (a)–(c) but for the future climate (Run 2100 and Run 2100visc). Units: m. Note the different y-axes in (c) and (f); the distribution of MLDs is more tightly clustered in the future climate (f).

Figure 2. The areal average of (a) the mixed layer depth (based on the $\Delta \rho = 0.03 \text{ kg/m}^3$ density threshold) and (b) the lateral buoyancy gradient as a function of time. Quantities are calculated from instantaneous snapshots of variables with a spatial filter applied to remove the smallest spatial scales (see text in Section 2.2): solid blue line Run 2000, solid red line Run 2100. The shading indicates the interval between the 0.1 and 0.9 quantiles. In (a), dashed blue line Run 2000visc; dashed red line Run 2100visc. Day 0 is February 1.
2100 is associated with a reduction in the KE (which is not apparent in Run 2000). We will make use of this interannual variability when we come to consider the scaling of submesoscale activity in Section 3.2.

3.1. Spectra

Horizontal wavenumber spectra of velocity (Figure 3) reveal how the KE is decomposed by horizontal scale and, in particular, isolates the submesoscale activity from activity at other scales in both the 2000 and 2100 runs. Fields are averaged over 36 h and a linear trend is removed from each column and row before the spectra are calculated. The time series of horizontal and vertical KE spectra are at a depth of 100 m for Run 2000 (Figures 3a and 3b) and 50 m for Run 2100 (Figures 3d and 3e), the depths chosen to coincide with the depth of the peaks in vertical KE spectral energy (Figures 3c and 3f). There is a strong seasonal cycle in the vertical KE spectral energy, peaking in January to March at a horizontal wavelength centered on \( \sim 10 \) km and restricted to depths close to the MLD. There is a clear distinction between the vertical KE spectra in the mixed layer and the thermocline (Figures 3c and 3f): peak variance occurs at the submesoscales (O(10) km) within the mixed layer, whereas peak variance occurs at the mesoscales (O(100) km) in the thermocline below the mixed layer. Near the surface there is a seasonal cycle in the slope with respect to wavenumber at shorter scales (shallower in winter than summer, see Figure 4), with the seasonality dropping off with depth.

The horizontal KE spectral energy peaks at a wavelength of \( \sim 200 \) km. There is a reduction in energy at the mesoscale in the future run. Averaging the horizontal KE over wavenumber bands equivalent to 100–300 km
wavelength and from the surface to 100m depth we find that the mesoscale KE reduces by 49% from $7.0 \times 10^{-3}$ m$^2$s$^{-2}$ in the 2000 run to $3.6 \times 10^{-3}$ m$^2$s$^{-2}$ in the 2100 run.

The spectra for the viscous runs 2000visc and 2100visc are shown in Figure 5. As expected there is a reduction in submesoscale activity, as seen in the vertical KE spectra, although it is not entirely eliminated. The submesoscale activity again peaks in the mixed layer and is reduced in amplitude in the future run, although at somewhat larger horizontal scale compared with the 2000 and 2100 runs. The average mesoscale KE is $2.4 \times 10^{-3}$ m$^2$s$^{-2}$ and $1.8 \times 10^{-3}$ m$^2$s$^{-2}$ in the 2000visc and 2100visc runs respectively, therefore reduced compared to Runs 2000 and 2100, but also a smaller reduction, 26%, in going from the present to future states. There is a similar reduction, 22%, in the KE of the surface flow in the region found in the present and future runs of the 0.1° POP model. (The elevated bands of power in the vertical KE spectra at high wavenumber, seen in Figures 5c and 5f, are presumed to come from the flow over the topography being inadequately resolved on the 4 km grid. Their presence does not appear to impinge unduly on the near-surface submesoscale).

The above spectral patterns are consistent with previous studies on submesoscale activity (e.g., Callies et al., 2015; Sasaki et al., 2014). Schubert et al. (2020) find a qualitatively similar but smaller ~20% fractional reduction in the mesoscale KE when MLI are not included, or suppressed, in a model study centered on the Agulhas ring path. (Schubert et al. (2020) also find a seasonal variation in the length scale at which the upscale flux from submesoscale to mesoscale is a maximum, it being ~15 km in winter, shifting to a larger scale in summer.) What we show here is that a substantial change in submesoscale activity can occur under environmental change such as global warming. There is a large reduction in that activity in the future-climate scenario (Run 2100) compared with the present (Run 2000) with a reduction in depth over which it occurs, associated with the reduced MLD.

We also note that there is a larger reduction in the mesoscale KE going from the present to future climate state (49% Runs 2000 and 2100, respectively) compared with when the submesoscale is suppressed (26% Runs 2000visc and 2100visc, respectively). Differences in the mesoscale KE between runs are consistent with changes in the upscale transfer of energy from the submesoscale to mesoscale: higher submesoscale activity leading to higher rates of transfer. What we do not see, however, is a noticeable seasonal variation in the mesoscale KE associated with the seasonal variation in submesoscale activity, as seen in other studies such as Dong et al. (2020).
3.2. Vertical Buoyancy Flux

An important property of submesoscale activity is the enhancement of the vertical buoyancy flux. The vertical profile of the areal average vertical buoyancy flux, \( <w'b'> \), on February 15, Year 4 is shown in Figure 6a for Runs 2000 and 2100. Again, 36-h averages of \( w \) and \( b \) are used to compute the flux, prime indicates the areal mean and linear trend in both horizontal directions have been subtracted from the variable, and \( \langle \cdot \rangle \) the areal mean over the ROMS domain, excluding a 150 km strip around the boundary. An indication of the spatial variability is given in Figure 6a by the 0.2 and 0.8 quantile values (indicated by the shading).

Spatial variability of \( w'b' \) on February 15, Year 4 is shown in Figures 7a and 7d for Runs 2000 and 2100 at a depth of 100 and 50 m, respectively (approximately the middle of the mean MLD at this time in each run). The regions of high flux tend to be spatially confined and filamentary in nature (particularly for Run 2100) with the density of such features significantly higher in Run 2000 compared with Run 2100. Positive fluxes tend to be higher in amplitude than negative fluxes (as reflected in the quantiles shown in Figure 6a) with the areal mean flux being \( 15.5 \times 10^{-9} \) and \( 9.5 \times 10^{-9} \) m²s⁻³, respectively. Figures 7b and 7e show the result of applying the spatial filter described above to smooth to the mesoscale for Runs 2000 and 2100, respectively. Although negative fluxes remain their contribution to the mean is much reduced.

The mean buoyancy flux, \( <w'b'> \), peaks within the mixed layer (somewhat above the middle of the mean mixed layer for Run 2000), and is sharply reduced below the mean MLD, for both Runs 2000 and 2100 (Figure 6a). The vertical structure indicates a tendency for the density to decrease in the upper part of the mixed layer and increase in the lower, that is, a tendency, in the mean, for overturning within the mixed layer and restratification. The maximum \( <w'b'> \) for Run 2000 is equivalent to a heat flux, \( Q_e \), of \( \sim 40 \) Wm⁻² (which is within the 20–100 W/m² range that is globally representative of midlatitudes in Su et al., 2018), where \( Q_e = C_p \rho <w'b'>/(g\alpha_T) \) with \( C_p \) the specific heat and \( \alpha_T \) the thermal expansion coefficient. The maximum buoyancy flux, and thus \( Q_e \), is reduced by a factor of approximately 2 in Run 2100.

The maximum \( <w'b'> \) within the mean mixed layer is shown in Figure 6b as a function of time. The time interval, days 600–1200, covers the winters of Years 3 and 4 (see Figure 2). There is a strong seasonal cycle. For both Runs 2000 and 2100 the max. \( <w'b'> \) is relatively small in spring and summer (AMJJA), increasing through the fall and early winter (SOND). The max. \( <w'b'> \) is somewhat smaller for Run 2100 compared to Run 2000 in spring and summer but the largest difference occurs in late winter (JFM). For Run

\[ \begin{align*}
\text{Figure 6.} \quad \text{(a) The areal average vertical buoyancy flux } <w'b'> \text{ on February 15, Year 4 as a function of depth (the flux is calculated with 36-h averages of variables): solid blue line Run 2000, solid red line Run 2100. Horizontal lines show the mean depth of the mixed layer for each run. The shading indicates the interval between the 0.2 and 0.8 quantiles.} \\
\text{(b) The maximum } <w'b'> \text{ within the mixed layer as a function of time for days 600–1200 (time is given as month of the year): solid blue line Run 2000, solid red line Run 2100. A 7-day running mean has been applied. Dashed lines are the FFH scaling for each run with the scaling coefficient } c = 0.08. }
\end{align*} \]
the max. $<w'b'>$ continues to rise, peaking in February, while it is relatively constant for Run 2100, the difference in peak value being approximately a factor of 2.

Much of the variation in max. $<w'b'>$ is consistent with variations in the mean MLD (Figure 2a). The largest differences between Runs 2000 and 2100 occur in late winter (JFM) for both the buoyancy flux and mixed layer, when the latter is at its deepest. There are, however, inconsistencies. Despite the deeper MLD in Year 4 compared to Year 3 of Run 2000, the peak in the buoyancy flux is approximately the same (Figure 6b). In addition, the buoyancy flux in Run 2100 remains relatively flat during DJFM whereas the mixed layer is deepest in February (albeit at a shallower value than Run 2000).

For more insight into the factors controlling the buoyancy flux we turn to the scaling suggested by FFH. Using the properties of MLIs they suggest the buoyancy flux scales as $c < H^2 |\nabla h_b|^2 / |f| >$, where $c$ is a scaling coefficient and $H$ and $|\nabla h_b|$ are both smoothed to remove submesoscales before averaging (as in $L_{MLI}$). From idealized experiments of an unstable front they find that $c$ lies in the range $c = 0.06-0.08$. The areal average of the FFH scaling is compared with the max. $<w'b'>$ in Figure 6b with $c = 0.08$ and quantities calculated as described above (i.e., eight applications of a five-grid-point square window).

The FFH scaling is somewhat sensitive to the level of smoothing. Reducing the smoothing scale by applying four applications of the five-grid-point square window to variables increases the areal mean FFH scaling by 40% (four applications of the smoother damps a wave with wavelength of 20 km by approximately 60%, whereas eight applications damps a wave with wavelength of 30 km by the same amount).

The areal mean of the FFH scaling captures well the seasonal behavior seen in max. $<w'b'>$ for both Runs 2000 and 2100 (Figure 6b), the former with a peak in late winter, the latter without. Even individual peaks on a monthly timescale are captured. A reduction in max. $<w'b'>$ between Runs 2000 and 2100 in late winter is also present in the FFH scaling, although with the same scaling coefficient, $c$, the FFH scaling over-predicts the reduction. FFH suggests a vertical structure function for the overturning stream function ($\mu(z)$ in their notation) that peaks in the middle of the mixed layer. The vertical position of max. $<w'b'>$ tends to be around 0.5 of the MLD in September decreasing to 0.3 and 0.4 of the MLD in February for Runs 2000 and 2100, respectively.
The under-prediction of max. $<w'b'>$ by FFH when the areal mean MLD is relatively shallow may reflect the significance of other drivers of submesoscale vertical fluxes and restratification in shallow mixed layers (e.g., Long et al., 2012; Thomas, 2005; Whitt, Lévy, & Taylor, 2019; Whitt & Taylor, 2017). The ratio, $c^*$, of the areal means $<w'b'>$ and $H^{2/3}|\nabla b|/|\nabla f|$ plotted as a function of the areal averaged MLD, $<H>$, is shown in Figure 8 for values from days 600 to 1200 (the period shown in Figure 6b). Effectively, $c^*$ is the scaling constant of the FFH scaling when fitted to the model results for a given value of $<H>$. For Run 2000 and large $<H>$, $c^* \approx 0.08$, the value of $c$ used in comparison of the FFH scaling and model results shown in Figure 6. For smaller values of $<H>$ there is an indication that the ratio (i.e., the scaling constant $c$) varies inversely with the areal mean MLD. For Run 2100 and $<H>$ between 50 and 100 m the ratio is approximately twice that of the asymptotic value for Run 2000. Similar to Run 2000, there is an increase in the ratio as $<H>$ decreases.

Again there is considerable spatial variability (see Figures 7c and 7f for Runs 2000 and 2100, respectively) with high values of the FFH scaling tracing out the areas of high amplitude buoyancy flux (Figures 7a and 7c, respectively), particularly evident in Run 2100. This is also true for the spatially smoothed buoyancy flux (Figures 7b and 7e), although we have not investigated the optimal smoothing for such a comparison. The comparison is somewhat better for the sparser structures seen in Run 2100. The areal mean of the FFH scaling (with $c = 0.08$) is $16.4 \times 10^{-9} \text{m}^2 \text{s}^{-3}$ and $4.8 \times 10^{-9} \text{m}^2 \text{s}^{-3}$ for Runs 2000 and 2100, respectively, the latter being approximately half the mean of $<w'b'>$ at 50 m. This is consistent with the results shown in Figure 8 (noting that max. $<w'b'>$ is used in the ratio $c^*$ rather than the flux at a given depth).

The spatial variability in the FFH scaling is primarily caused by the spatial variability in $|\nabla b|$ rather than $H$. The variables contributing to the FFH scaling are compared in (Figure 9). The spatial variability of $|\nabla b|$ (Figure 9b) corresponds very well to that of the FFH scaling (Figure 9a), whereas there is less correspondence of the high values of $H$ (Figure 9d) with the high values of the FFH scaling. Indeed there is a tendency for $H$ to be shallower in regions where the scaling is high indicating either the choice of definition of the MLD picks out the frontal regions or the scaling is showing regions of restratification induced by submesoscale processes. Given the dominance of $|\nabla b|$, Figure 9b shows the FFH scaling with $H^2$ replaced by $<H>^2$, labeled FFH*. The correspondence of FFH* with the original FFH scaling (Figure 9a) is very good. FFH* tends to overestimate FFH, again reflecting the tendency for $H$ to be shallower in regions of high $|\nabla b|$.

Returning to the inconsistencies between variations of the buoyancy flux and the MLD alone, we see they can be resolved by including variations in the lateral buoyancy gradient with reference to the FFH scaling. The increase in the winter MLD, $H$, in Year 4 compared to Year 3 (Figure 2) is compensated by a decrease in the winter time $|\nabla b|$, resulting in little change in the buoyancy flux. In fact the FFH scaling over-compensates (Figure 6b). In Run 2100, the rate of decrease in $|\nabla b|$ in late winter is enough to compensate the rate of increase in $H$ leading to the relatively flat variation with time in winter months.

Lastly, we have used 36 hourly averages of variables to compute the spectra and buoyancy flux. As shown by the modeling studies of Torres et al. (2018) and Su et al. (2020), however, there is considerable variability at higher frequencies. Observations also show submesoscale motions can have a relatively short time scale (Callies et al., 2020). Figure 10 compares the max. $<w'b'>$ within the mixed layer calculated using 3-h output compared to 36 hourly averages for a short (30 day) period at a time when the mixed layer is deep (see Figure 2). There is a strong diurnal signal as well as a near-inertial signal in the flux calculated with the high frequency output (established from a Fourier transform of the time series), on top of the lower frequency
Figure 9. Contributions to the FFH scaling for Run 2100 on February 15, Year 4. (a) FFH scaling (m$^2$s$^{-3}$), (b) $|\nabla h|$ (s$^{-2}$), (c) FFH$_o$: FFH scaling with $H^2$ replaced by $<H^2>$, and (d) $H$ (m).

Figure 10. The maximum $<w'b'>$ within the mixed layer as a function of time comparing different temporal averaging of variables used in the flux calculation: solid lines high frequency (3 hourly) snapshots, dashed lines using 36-h averaged values of variables, blue lines Run 2000, red lines Run 2100. Local midnight indicated by thin black lines.
variations found using the 36 hourly averages, that approximately doubles the flux averaged over the time period shown for both Runs 2000 and 2100.

The spatial variability of $w'b'$ on February 15, Year 4 using snapshot values of $w'$ and $b'$ is shown in Figures 11a and 11b for Runs 2000 and 2100 at a depth of 100 and 50 m, respectively. A spatial filter has been applied to smooth to the mesoscale. The spatial structure is similar to the result using 36-h averages and the FFH scaling (Figures 7b, 7c, 7e, and 7f, respectively). The areal mean is $4.0 \times 10^{-8}$ and $2.1 \times 10^{-8}$ m$^2$s$^{-3}$, respectively, a little over twice the values using 36-h averages.

To extend the period of comparison we have calculated the max. $<w'b'>$ from snapshots of $w$ and $b$ taken every 5 days throughout the integration period (see Figure 12). The snapshots are taken at 00:00 UTC (23:00 local time) when the flux tends to be relatively high (but not always: see Figure 10). In the winter months (deep mixed layer) the flux calculated from the 5-day snapshots tends to be greater than that calculated from 36-h averages by a factor $\sim 2$ for both Runs 2000 and 2100 (similar to that seen in Figure 10 for the high frequency snapshots). In the summer months there is less consistency. For Run 2100, there is no noticeable difference in the flux using the 5-day snapshots and 36-h averages, while for Run 2000 the 5-day snapshots do show periods when the flux is elevated.

Figure 11. (a) Spatial variability of $w'b'$ calculated using snapshot values of $w'$ and $b'$ for Run 2000 at a depth of 100 m on 12:00 local time February 15, Year 4. A spatial smoothing (smoothed to the mesoscale: see text) has been applied to the field. (b) The same as (a) but at a depth of 50 m for Run 2100. Units: m$^2$s$^{-3}$.

Figure 12. As Figure 10 but for snapshot values every 5 days (open circles) compared with 36-h averaged values (dashed lines).
4. Conclusions and Discussion

In the context of the experiments reported here we find the imposed climate change impacts submesoscale activity. Associated with a reduced MLD in a warmer climate there is a marked reduction in vertical motions at the submesoscale (Figure 3) together with a factor 2 decrease in the areal-mean vertical buoyancy flux in late winter (Figure 6). Changes to the lateral buoyancy gradient also play a role. We have seen that changes in the mean mesoscale lateral buoyancy gradient, $<|\nabla b|>$, in successive winters can counter changes to the mean MLD, although in the case considered (Years 3 and 4) the variation in $<|\nabla b|>$ was very similar in the present and future runs (Figure 2b). Longer simulations and examination of different regions are needed to establish the relative roles of future changes to MLD and lateral buoyancy gradients in affecting submesoscale activity.

To establish how the presence of submesoscale activity impacts the response to climate change, results are compared to runs with high lateral mixing coefficients to suppress (but not totally eliminate) submesoscale activity. In these runs where submesoscale activity was suppressed, climate change generated larger reductions in winter MLDs than in the submesoscale permitting integrations. The change at the mesoscale is also affected by the presence of submesoscale activity through changes to the nonlinear energy exchanges between mesoscales and submesoscales. The reduction in mesoscale KE going from the present to future climate states (Runs 2000 and 2100) at 49% is much greater than the reduction when the submesoscale is suppressed (Runs 2000visc and 2100visc) at 26%. The difference in these values comes primarily from the reduced mesoscale KE in Run 2000visc compared with Run 2000.

The scaling for the vertical buoyancy flux suggested by FFH, namely $cH^2|\nabla b|^2/|f|$, captures much of the seasonal and future changes to the areal mean flux (Figure 6b). The scaling offers a promising way forward in terms of parameterizing the impact of submesoscale activity. There are differences, however, and clearly the scaling does not capture all factors affecting changes to the vertical buoyancy flux, in particular when the MLD is relatively shallow or in the more stratified state in the future climate (see Figure 8). More numerical experimentation is needed to elucidate why these differences occur.

There are issues with regard to how well the grid resolution of the model runs resolves the submesoscale activity, as with all such studies (see, e.g., Brannigan et al., 2015), and in particular the changes to that activity under environmental change. Our conclusions need to be tested by establishing the sensitivity to the horizontal and vertical resolutions as well as the explicit diffusivities. Here we can report that additional runs with the coarser grid (~4 km) but with lower biharmonic lateral mixing coefficients, which lie between the high-viscosity and 1.25 km cases, show a similar factor 2 reduction in the vertical buoyancy fluxes in winter months as seen with the higher resolution ~1.25 km grid. With a grid spacing of ~1.25 km the model is not fully resolving the expected scales of MLI in the summer months. The results in the summer months need to be treated with caution, in particular with regard to changes, or lack thereof, from the present day to future climate states. We note, however, the vertical buoyancy fluxes when the mixed layer is relatively shallow are significantly greater than those given by the FFH scaling (if a constant scaling coefficient is used, Figure 8). Thus, other processes (besides MLI) that may be resolved on the 1.25 km grid may dominate submesoscale buoyancy fluxes during summer.

We stress the need to consider the lateral structure of the flow as well as areal means. Here we note the localized nature of the impact of submesoscale activity and the decrease in density of high flux regions within the domain going from the present to future climate states (see Figure 7). This localization will impact the biogeochemistry as well as the physics and needs to be considered when the submesoscale processes are parameterized. The dominance of the lateral buoyancy gradient in the FFH scaling at these small scales suggests that an effective estimate of the FFH scaling may be obtained from combining satellite measurements (to get an estimate of the lateral buoyancy gradient) and coarser in situ measurements (for MLD).

Lastly, we have noted the large impact of including diurnal and near-inertial variations in the calculation of the vertical buoyancy flux. There appears to be a consistent factor ~2 increase in winter months in the flux compared with the flux calculated with 36 hourly averaged values that filter out these high frequency variations for both the present-day and future climate states. There is less consistency in the summer months. Additional analysis and experimentation are needed to elucidate how quantities such as the vertical flux of buoyancy are impacted by the strength of the diurnal cycle and near-inertial motions and ocean state. The
theoretical framework presented in Dauhajre et al. (2017) and Dauhajre and McWilliams (2018) may help in the interpretation of numerical experiments.
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