CFDNet: A deep learning-based accelerator for fluid simulations

Octavi Obiols-Sales
obiols@uci.edu
University of California, Irvine

Nicholas Malaya
nicholas.malaya@amd.com
Advanced Micro Devices, Inc.

Abhinav Vishnu
abhinav.vishnu@amd.com
Advanced Micro Devices, Inc.

Aparna Chandramowlswharan
amowli@uci.edu
University of California, Irvine

ABSTRACT

CFD is widely used in physical system design and optimization, where it is used to predict engineering quantities of interest, such as the lift on a plane wing or the drag on a motor vehicle. However, many systems of interest are prohibitively expensive for design optimization, due to the expense of evaluating CFD simulations.

To render the computation tractable, reduced-order or surrogate models are used to accelerate simulations while respecting the convergence constraints provided by the higher-fidelity solution. This paper introduces CFDNet – a physical simulation and deep learning coupled framework, for accelerating the convergence of Reynolds Averaged Navier-Stokes simulations. CFDNet is designed to predict the primary physical properties of the fluid including velocity, pressure, and eddy viscosity using a single convolutional neural network at its core. We evaluate CFDNet on a variety of use-cases, both extrapolative and interpolative, where test geometries are observed/not-observed during training. Our results show that CFDNet meets the convergence constraints of the domain-specific physics solver while outperforming it by 1.9 – 7.4x on both steady laminar and turbulent flows. Moreover, we demonstrate the generalization capacity of CFDNet by testing its prediction on new geometries unseen during training. In this case, the approach meets the CFD convergence criterion while still providing significant speedups over traditional domain-only models.

CCS CONCEPTS

- Computing methodologies → Neural networks; Model development and analysis; Multiscale systems.

KEYWORDS

Computational fluid dynamics, Deep learning, Physics-Machine Learning coupled framework, Turbulent flows, AI for science

1 INTRODUCTION

Computational Fluid Dynamics (CFD) is the de-facto method for solving the Navier-Stokes equations – a challenging multi-scale multi-physics problem. Typically, the Navier-Stokes equations, a set of Partial Differential Equations (PDEs), are solved iteratively until convergence for each cell of a discretized geometry (also known as grid or mesh). These simulations are computationally expensive and there are widespread efforts to improve the performance and scalability of solving these systems [11, 18, 23, 24, 31].

The primary advancements in scaling CFD simulations have been achieved through algorithmic innovations and computational optimizations. The majority of research has focused on developing domain-specific optimizations. At the same time, machine learning (ML) methods – especially deep learning (DL) algorithms have demonstrated remarkable improvements in a variety of modeling/classification tasks such as computer vision, natural language processing, and high-performance computing [5, 17, 21, 34]. Our objective in this paper is to explore the potential of DL algorithms to accelerate the convergence of CFD simulations.

Several researchers have applied DL algorithms to accelerate CFD simulations. Table 1 summarizes the state-of-the-art (SOTA) methods by comparing them on nine different features. While the current approaches have shown the feasibility and potential of deep learning for accelerating fluid flow simulations, they suffer from fundamental limitations. First, some of the current approaches do not satisfy the conservation laws. In particular, DL is used to predict the output variables (such as velocity/pressure) mostly as an end-to-end surrogate. This does not guarantee meeting the convergence constraints of the traditional physics-based algorithms which is critical for domain scientists and engineers. Second, most of the current methods only predict a partial flow field. For example, the neural network predicts only a subset of the flow variables which provide incomplete information about the problem. Others do not

Figure 1: An example of the input and output of a CFD solver. Our objective with CFDNet is to produce the same output as the physics solver (i.e., respect the convergence constraints) while accelerating the convergence process using DL.
Table 1: Comparing CFDNet with SOTA in CFD acceleration using deep learning on nine features. CFDNet is the first deep learning and physics coupled framework to predict all relevant fluid variables in the entire fluid domain of a turbulent flow to accelerate CFD simulations while meeting the convergence constraints of the original physics solver, whereas prior work [8, 20, 36, 37] replace specific steps of the original algorithm with a deep neural network (DNN) (e.g., find a surrogate of the Poisson solver [8, 36], estimate the Reynolds stresses [20], estimate the eddy viscosity [37]) and [14, 35] replace the entire algorithm with a convolutional neural network-based surrogate to estimate the final solution of the fluid variables of interest.

| Related Work         | Eulerian flows | Laminar Flows | Turbulent Flows | Viscous terms | Test Geometry Unseen in Training | Predict Mean Velocity | Predict Pressure | Predict Turbulent Viscosity | Meets convergence constraints |
|----------------------|----------------|---------------|-----------------|---------------|----------------------------------|------------------------|-----------------|----------------------------|-----------------------------|
| Tompson et al. [36]  | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |
| Smart-fluidnet [8]   | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |
| Guo et al. [14]      | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |
| TBNN [20]            | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |
| Maulik et al. [22]   | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |
| Zhu et al. [37]      | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |
| Thurey et al. [33]   | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |
| CFDNet (This paper)  | ★             | ★             | ★               | ★             | ★                                | ★                      | ★               | ★                         | ★                          |

We show that the proposed warmup technique to capture domain knowledge reduces the overall refinement steps accelerating the final simulation by 1.9 – 4.6X.

- We propose an **iterative refinement** stage, where the output from the CNN is fed back as the initial condition to the physics solver to meet the domain-specific convergence constraints. This circumvents the critical limitation in current approaches where the neural network is modeled as an end-to-end surrogate [14, 35] and there is no guarantee that the conservation laws are satisfied.

- We consider several use-cases to evaluate the accuracy, performance, and generalizability of CFDNet as an accelerator. These include training and prediction on the same geometry (e.g., channel flow), training on multiple geometries (ellipses) and predicting on a subset (e.g., ellipse with a different aspect ratio) which is common in DL research, and finally, training and predicting on multiple geometries (ellipses) and predicting the flow around a new geometry (e.g., airfoil or cylinder) which is challenging. CFDNet exhibits remarkable generalizability to geometries unseen during training while achieving 1.9 – 7.4X speedup on laminar and turbulent flows over a widely used physics solver in OpenFOAM.

The rest of the paper is organized as follows. We present the necessary CFD background in Section 2 followed by the CFDNet design in Section 3. Dataset generation and training recipe are presented in Section 4, followed by an in-depth discussion of results and analysis in Section 5. Finally, we present the related work in Section 6 and conclude in Section 7.

## 2 BACKGROUND

The steady incompressible RANS equations provide an approximate time-averaged solution to the incompressible Navier-Stokes equations. They describe turbulent flows as follows:
we use a second-order, upwind-biased, unbounded scheme. Finally, 

\[ C = \text{magnitude of the vorticity}. \]

These equations represent the most commonly-used implementa-

tion of the model. The Spalart-Allmaras one-equation model shown below provides a single transport equation to compute a modified eddy viscosity, \( \tilde{v} \).

\[
\begin{align*}
\partial_{\bar{x}_j} \left( \frac{\partial \bar{u}_i}{\partial \bar{x}_j} \right) &= 0 \\
\bar{U}_j \frac{\partial \bar{u}_i}{\partial \bar{x}_j} &= \frac{\partial}{\partial \bar{x}_j} \left( (\rho) \delta_{ij} + (v + \nu_t) \left( \frac{\partial \bar{u}_i}{\partial \bar{x}_j} + \frac{\partial \bar{u}_j}{\partial \bar{x}_i} \right) \right)
\end{align*}
\] (1)

(2)

where \( \bar{U} \) is the mean velocity (a 2D or 3D vector field), \( \bar{p} \) is the kinematic mean pressure, \( v \) is the fluid viscosity, and \( \nu_t \) is the eddy viscosity resulting from Boussinesq’s approximation [7]. Typically, turbulence modeling is used for the eddy viscosity (\( \nu_t \)).

The Spalart-Allmaras one-equation model shown below provides a single transport equation to compute a modified eddy viscosity, \( \tilde{v} \).

\[
\begin{align*}
\tilde{v}_i &= C_{b1} (1 - f_{t2}) \tilde{S} \tilde{v} - \left( C_{w1} f_{w} - C_{b2} \frac{f_{t2}}{x} \right) \left( \frac{\tilde{v}_i}{d} \right) \\
&\quad + \frac{1}{\sigma} \left( \frac{\partial}{\partial \bar{x}_i} \left( (v + \nu) \frac{\partial \tilde{v}_i}{\partial \bar{x}_i} \right) + C_{b2} \frac{\partial \tilde{v}_i}{\partial \bar{x}_j} \frac{\partial \tilde{v}_j}{\partial \bar{x}_i} \right)
\end{align*}
\] (3)

Then, we can compute the eddy viscosity from \( \tilde{v} \) as \( \nu_t = \tilde{v} f_{t2} \). These equations represent the most commonly-used implementation of the Spalart-Allmaras model. The terms \( f_{t2} \), \( \tilde{S} \), and \( f_{t2} \) are model-specific and contain, for instance, first order flow features (magnitude of the vorticity). \( C_{b1}, C_{w1}, C_{b2}, \kappa, \) and \( \sigma \) are constants specific to the model, calibrated experimentally. The equations and values of these constants are detailed in [33], the first original reference of the model.

Equations (1), (2), and (3) form a system of four PDEs in 2D and five PDEs in 3D. We numerically solve the discretized form of these equations on a structured grid with its corresponding boundary conditions (that define the physical boundaries). The spatial partial derivatives are numerically computed using finite difference methods. First, the gradients of the flow variables in the grid cell faces are numerically calculated with a second-order, least-squares interpolation method using the neighboring cells. Then, for the advection of the velocity and the modified eddy viscosity, we use a second-order, upwind-biased, unbounded scheme. Finally, the diffusion terms in Equation (2) and Equation (3) are evaluated using Gaussian integration, with a linear interpolation method for the viscosity calculation. Depending on the non-orthogonality level of the grid, a correction is made to ensure second-order accuracy to compute the surface normal gradient, which is required in the Laplacian calculation.

To find the steady-state solution, we set the necessary boundary conditions and numerically solve the conservation equations until convergence using the semi-implicit method for pressure-linked equations (SIMPLE) algorithm [28] outlined in Algorithm 1. It is an iterative procedure widely used in literature [19, 26, 27] for steady-state problems. In each iteration, the velocity, pressure, and eddy viscosity fields in the entire grid domain are computed (Lines 2-5) and if the convergence criterion is met in Line 6 (i.e., the residual is less than the user-defined tolerance, \( \epsilon \)), these fields are considered to be final and the flow has converged to steady-state. If not, these fields are intermediate and the algorithm starts the next iteration from Line 2. Algorithm 1 is computationally expensive and the goal of this paper is to short-circuit the convergence progress by reducing the number of iterations of the RANS simulation. We will refer to Algorithm 1 as the physics solver for the rest of this paper.

**Algorithm 1 SIMPLE algorithm.**

1. Guess \( \rho^* \), an intermediate but incorrect \( \rho \) field
2. Solve \( \bar{U}^* \), an intermediate but incorrect \( \bar{U} \) field, from Equations (2)
3. Solve \( \bar{p}^* \) , a correction value for \( \bar{p} \), from Equation (1)
4. Obtain correct \( \bar{U} \) and \( \bar{p} \) fields from \( \rho^*, \bar{U}^*, \) and \( \bar{p}^* \)
5. Solve \( v_t \) from Equation (3)
6. if residual \( < \epsilon \) then
   7. return done
   8. else
   9. \( \rho^* \leftarrow \bar{p} \)
   10. goto 2

**3 CFDNET: A DL ACCELERATOR FOR FLUID SIMULATIONS**

Our objective is to develop a function \( G \) that accelerates the convergence of the physics solver. Let \( N \) represent the number of iterations required for convergence with the physics solver in Algorithm 1, and \( I = \{0 \leq \ell < I \leq N - 1\} \) represent any intermediate iteration of the solver. We aim to create a map such that \( x^N = G(x^1; \theta_{wl}) \) where \( x^N, x^1 \in \mathbb{R}^{m \times n \times z} \) represent the tensors of flow variables on a \( m \times n \) grid domain at convergence and any intermediate iteration respectively.

We choose CNN as the candidate for \( G \) in this paper (where \( \theta_{wl} \) are the weights in layer \( l \) that need to be calibrated) due to its ability to map complex functions – yet remain domain-agnostic. Furthermore, neural networks have demonstrated their ability to learn non-linear relationships between input and output variables. Therefore, we expect the CNN to capture the nonlinear, multi-dimensional relations present in the Navier-Stokes equations through the non-linear activation functions.

In this section, we first describe the different choices in the neural network design including input/output representation and network architecture. Then, we present the overall CFDNet framework which combines domain-knowledge with CNN inference to accelerate fluid simulations and finally, present our discussion on convergence constraints.

**3.1 Input/Output Representation**

We begin with a discussion of the input/output representation (i.e., how the tensors \( x^1 \) and \( x^N \) are created). A 2D cartesian and incompressible RANS flow computes \( z = 4 \) flow variables – mean velocity’s first component \( (\bar{u}) \), mean velocity’s second component \( (\bar{v}) \), the mean kinematic relative pressure \( \bar{p} \), and the modified eddy viscosity \( \tilde{v} \). At each iteration, these four flow variables are updated at every cell of the grid. Harnessing the “image” nature of the computational grid, where each cell can be interpreted as a pixel, we generate the input-output representation in Figure 2 as follows:

1. We compose an image of size \( m \times n \), where \( m \times n \) is the 2D grid size. Every pixel \( (i,j) \) of this image has the corresponding...
Figure 2: Input-Output Representation in CFDNet. The input and the output are images of size \((m+2)\times n\times z\) where \(m\times n\) is the grid size and \(z\) is the number of flow variables (channels). The input image has the grid values of the variables at an intermediate iteration and the output image has the values of the final steady solution.

value of a flow variable, say \(\tilde{u}\) in the cell \((i,j)\) as shown in the figure. The spatial distribution of the pixels needs to respect the logical spatial arrangement of the fluid domain. Next, we augment the rows of this image by appending the physical boundary values of the variables from the computational grid (i.e., the values at the top and bottom boundaries) leading to an image size of \((m+2)\times n\).

(2) We repeat the previous step for the other flow variables of interest – \(\tilde{v}\), \(\tilde{p}\) and \(\tilde{v}\), leading to four images in total, each of size \((m+2)\times n\).

(3) We concatenate the previously generated four images to create the final input/output representation to the CNN which is a tensor of size \((m+2)\times n\times 4\) (i.e., an image consisting of four channels).

Note that both input and output images share the same tensor dimensionality \((m+2)\times n\times z\). The only difference is that the input tensor contains fluid values of an intermediate iteration while the output tensor is the final, converged, and steady solution.

A critical step in the generation of the input/output representation is to non-dimensionalize the flow variables. This consists of dividing each of the variables in every cell by a flow configuration-specific reference value which is \(U_R\) for velocity, \(p_R\) for pressure, and \(\nu_P\) for eddy viscosity. This is a common practice in fluid mechanics [6] to reduce the number of free parameters. We non-dimensionalize the flow variables for two key reasons both aimed at improving the learning task of the network. (i) The \(z\) flow variables that represent different physical quantities can have a vastly different range of values (for example, from 0 to 1 \(\text{m}^2\text{s}^{-1}\) for velocity and \(1\times10^{-6}\) to \(1\times10^{-4}\) \(\text{m}^2\text{s}^{-1}\) for the modified eddy viscosity). Non-dimensionalization rescales the values of the variables to the same range across all \(z\) fluid variables. (ii) It reduces the number of free parameters; if certain non-dimensionless parameters are significantly smaller than others, they are negligible in certain areas of the flow [6].

3.2 Network Design and Architecture

We choose a deep neural network to learn the surrogate model for accelerating the RANS equations. This network is composed of six layers, three convolution and three deconvolution layers. The output is a prediction of all the steady-state flow variables (\(\tilde{u}\), \(\tilde{v}\), \(\tilde{p}\), and \(\tilde{v}\)) as shown in Figure 3.

The choice of a convolution-deconvolution network is motivated by two main reasons. First, recent works have successfully leveraged similar architectures for physical system emulation [9, 25]. Second, the spatial layout of the flow variables in the input tensor is a result of Equations (1), (2), and (3). The convolution operator is an optimal candidate to extract the existing spatial correlations in and among the fluid variables (i.e., input channels).

We do not include any explicit domain-specific feature in the network’s input and output because we aim to learn a model that generalizes to a broad number of design use cases comprising of both different geometries - interpolated and extrapolated - and flow conditions. Prior works that embed domain-knowledge in the neural network learning task (such as embedding Equation (1) as the loss function in [36]) fail to achieve this generalization limiting its scope.

The first three convolution layers reduce the dimensionality extracting an abstract representation of the input to encapsulate it in the latent space (middle layer colored yellow). From this abstract representation, which has smaller dimensions than the input, we reconstruct an output image of the same size as the input. The first and last layers use the Parametric Rectified Linear Unit activation function (PReLU [15]) to capture any negative value present in the intermediate flow field and to predict the final, real-valued (\(\mathbb{R}\)) variables in the fluid domain.

3.3 CFDNet Framework

CFDNet is a physics solver–CNN model–physics solver coupled framework instead of a pure surrogate. It is designed this way to incorporate domain-specific knowledge in the model inference and to reach the same convergence as the physics solver. Figure 4 depicts the CFDNet framework and below, we describe the three main stages of the framework and the two key ways we integrate domain-knowledge.

**Warmup:** The first flow field to start the CFD simulation is user-given, therefore it contains no domain-specific knowledge. So, we let the physics solver carry \(K\) initial iterations so that the fluid parameters adapt to the new flow case through Equations (1), (2), and (3). We determine \(K\) adaptively without user input by assessing the residual drop from the initial conditions which is an indicator of the evolution of the physics solver. A residual drop of one order of magnitude is sufficient for the fluid parameters close to the physical boundaries to capture the geometry and flow conditions of the new problem. We use this as our warmup stopping criteria.

**CNN Inference:** After warmup, we generate the input image, as described in Section 3.1. This input tensor which now has domain-specific knowledge of the new geometry and/or flow configuration is used as an input to the trained CNN model for inference. The model predicts the output tensor at steady state.

**Iterative Refinement:** The output of CNN inference may not satisfy known conservation laws. To ensure we meet the convergence constraints of the original algorithm, we feed the output of CNN inference as an input to the physics solver and perform \(M\) iterations till convergence. The expectation is that the overall...
3.4 Convergence Criteria and Error of CFDNet

If the CNN inference loss is less than the user-defined error tolerance compared to the ground truth data, CFDNet would return the CNN model’s output tensor as the final steady-state flow field (i.e., the fluid flow parameters would have reached the convergence criterion defined by the user) bypassing the refinement stage. In this scenario, the CNN model is a pure surrogate of the RANS equations with the Spalart-Allmaras one-equation turbulence model. However, this approach has significant shortcomings.

First, the above-mentioned convergence criterion is based on error metrics found in the CFD literature [3]. We argue that evaluating the quality of the surrogate through these error metrics is sub-optimal for two main reasons – (i) they lack physical meaning, and (ii) metrics such as $L_1$ norm, mean absolute error (MAE), and root mean squared error (RMSE) are ill-defined if no information about the order of magnitude of the quantity of interest is provided. Second, in many approaches, the conservation of mass and momentum is not a constraint in the optimization problem (this is true for our CNN model as well). Even though this optimization choice makes the model more generalizable (e.g., can be easily extended to support other simulations such as compressible flows), satisfying the conservation laws can be imperative for CFD practitioners/engineers. Third, ground truth data is typically not available since the goal is to predict the flow field of cases unseen during training. Therefore, evaluating the accuracy of the surrogate on error metrics with respect to the ground truth data lacks applicability and predictability in real scenarios.

Alternatively, other works [8, 36, 37] have considered finding a DNN-based substitute for only a single step of the iterative algorithm. For example, finding a surrogate of the Poisson solver in Eulerian flow simulations [8]. Because this approach modifies the original algorithm, one still needs to evaluate the quality of the result with the error metrics described above, therefore suffering from the same limitations.

We aim to circumvent the above limitations with the refinement stage in CFDNet and define its dual convergence criteria as follows.
(1) In a traditional CFD simulation, convergence is typically achieved when the residual of all the variables has dropped 4-5 orders of magnitude [20] depending on the CFD practitioner. We adhere to the same constraints. Because the residual is referenced to the initial condition, and our initial condition in the refinement stage is a field close to the final solution, dropping the residual 4-5 orders of magnitude is sufficient to consider the cases fully converged. This is the first convergence criterion of CFDNet.

(2) In addition to checking for residual convergence, it is a common practice among domain scientists/engineers to also ensure that the final solution satisfies conservation properties such as conservation of mass. We also adhere to this convergence constraint and this is the second convergence criterion of CFDNet.

When both residual convergence and conservation laws are satisfied, we claim that CFDNet satisfies the convergence constraints of the original physics solver and has a solution with 0% relative mean error (RME) with respect the physics solver solution. RME is defined as \( \sum_{i=1}^{n_c} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \) where \( n_c \) is the number of cells, \( \hat{y}_i \) is the single cell predicted value of the quantity of interest, and \( y_i \) is the single cell physics solver value. This metric is range and scale-invariant. Therefore, it is a better indicator of the quality of a prediction.

4 EXPERIMENT SETUP

In this section, we first describe the case studies including both laminar and turbulent flows for evaluating the potential of CFDNet as an accelerator. Then, we describe the construction of the training dataset for training the CNN model and then outline the training process.

4.1 Case Studies

We consider two types of fluid flows – wall-bounded flows and mechanics and quantifies the flow conditions of the problem. For testing Re 3000, 7500, and 12500, labeled as the training dataset A. For testing Re 4200, 6800, 7500, and 12500, labeled as the training dataset B. Training consists of flow around six different ellipses shown in Figure 5. The different ellipses are obtained by changing the aspect ratio (AR), that is, the ratio of the vertical to the horizontal semiaxis length from 0.1 to 0.7. For the turbulent case, Re is held constant at 65 for all the experiments which yield a training dataset labeled B. Training dataset C has the same geometries as B but at laminar flow conditions (Re = 30).

For the turbulent case, we keep the geometry constant while changing the flow configurations and for the latter, we keep the flow configuration constant while changing the geometry.

**Wall-bounded Flows.** The first case study is turbulent flow in a 2D channel. Many efforts have been made to understand wall-bounded turbulent flows, especially in confined geometries (e.g., pipe and channel designs). The study of these flow configurations is relevant for a broad range of Re\(^2\) numbers, on which the final flow regime strongly depends. An application of CFDNet is to rapidly explore the design space for different ranges of Re.

In channel flow, transitional effects from laminar to turbulent flow occur around Re \(\approx 3000\) [29]. Therefore, Re = 4000 is the lower bound in our design space to ensure fully developed turbulence flows. For Re > 15000, a different grid resolution than the chosen one should be used to have accurate CFD solutions. Hence, we scope the range 4000 < Re < 15000 for our design exploration. We train our CNN model on four different configurations: Re = 4200, 6800, 7500, and 12500, labeled as the training dataset A. For testing the interpolation and extrapolation performance of CFDNet, we choose Re = 5600 and Re = 13750 respectively.

**Flow around solid bodies.** Understanding flow around solid bodies has been an extensive field of research because of its relevance in aerodynamics design and industrial applications. It is common practice in aerodynamics design to explore the flow field around variations of the solid body to end up with one that satisfies the designer’s performance requirements. For this reason, we apply CFDNet to flows around geometries that have not been seen during its training phase, in both laminar and turbulent flow conditions.

Training consists of flow around six different ellipses shown in Figure 5. The different ellipses are obtained by changing the aspect ratio (AR), that is, the ratio of the vertical to the horizontal semiaxis length from 0.1 to 0.7. For the turbulent case, Re is held constant at 65 for all the experiments which yield a training dataset labeled B. Training dataset C has the same geometries as B but at laminar flow conditions (Re = 30).

![Figure 5: Ellipse geometries used for training in datasets B and C.](image)

We test CFDNet on flows around an airfoil, cylinder, and an ellipse (AR = 0.3) not seen in the training phase as shown in Figure 6.

![Figure 6: Airfoil, ellipse, and cylinder used for testing the CFDNet framework. We highlight the trailing edge of the airfoil as a new edge not seen by the network in training.](image)

4.2 Physics Solver in OpenFOAM

The training dataset is generated by solving the RANS equations together with the Spalart-Allmaras one-equation model [33]. The grid is 64 × 256, a proper grid dimensionality for all cases [2]. We use the incompressible solver simpleFoam from OpenFOAM v6 as the physics solver in this paper. The simulations are run till steady state reaching a residual value of 1e−6 for the velocity and pressure and 1e−4 for the modified eddy viscosity in the channel flow cases. For the flows around solid bodies, a residual value between 1e−5 and 1e−6 for the velocity and pressure and 1e−4 for the modified eddy viscosity is considered acceptable. These tolerances are extended practice in CFD simulations [20].

Note that our goal in designing the CFDNet accelerator is to use it in tandem with other acceleration techniques commonly used in PDE simulations. Therefore, we use the GAMG solver for implicitly computing the pressure at every iteration, with a tolerance 1e−8 and the GaussSeidel smoother from OpenFOAM.

---

\(^{2}\) The Reynolds Number, or Re is a dimensionless quantity of significance in fluid mechanics and quantifies the flow conditions of the problem.
The velocity and the modified eddy viscosity are computed with the smoothSolver and the GaussSeidel smoother with the same tolerance as the pressure.

**Architecture and Libraries.** All the OpenFOAM simulations are run in parallel on a dual-socket Intel Xeon E5-2630 v3 processor (Haswell-EP). Each socket has 8 cores, for a total of 16 cores and a theoretical double-precision peak performance of 614.4 GFlop/s. We use the OpenMPI implementation of MPI integrated in OpenFOAM that is optimized for shared-memory communication. The grid domain is decomposed into 16 partitions using the OpenFOAM integrated Scotch partitioner and each partition is assigned to 1 MPI process that is pinned to a single core. The `numactl -localalloc` flag is set to bind each MPI process to its local memory.

### 4.3 Dataset Creation and Preprocessing

We create three distinct datasets based on the two case studies, as outlined in Section 4.1. Each dataset has a training set (used for training the CNN model), a validation set (to ensure the training is not over- or underfitting) and a test set, used for evaluating the performance of CFDNet. The recipe for creating the training set is as follows:

1. We perform the OpenFOAM simulation of all training flow configurations. During the simulation, we take snapshots of the flow field at every intermediate iteration, \( I_j \) (for flow configuration \( j \)) until the flow converges to steady-state. From each of these iteration snapshots of fluid parameters, we create the tensor image representation of our inputs to CFDNet as detailed in Section 3.1. The resulting number of images is \( N_j \), where the first \( N_j - 1 \) are labeled as inputs and the steady-state image at iteration \( N_j \) is labeled as the output.
   - Each of the first \( N_j - 1 \) iterations is independently mapped to steady-state \( N_j \) (i.e., every iteration of the simulation becomes a training sample whose output is the final steady solution). Therefore, the training set size for each dataset is \( n_f \sum_{j=1}^{N_j} (N_j - 1) \), where \( n_f \) is the number of flow configurations considered in training (e.g., \( n_f = 4 \) for dataset A). Now, we add the initial conditions (iteration 0) also as a sample to \( n_f \)
   - the dataset and the training set size then becomes \( \sum_{j=1}^{N_j} N_j \) for each dataset.

2. We non-dimensionalize all the samples. The fluid variables of all images are non-dimensionalized as follows: \( \frac{\bar{\rho}}{\rho_r} \), \( \frac{\bar{\mathbf{u}}}{\mathbf{u}_r} \), \( \frac{\bar{p}}{p_r} \) and \( \frac{\bar{T}}{T_r} \), where subscript \( r \) is a reference value. These reference values are flow configuration-specific and characterize each simulation.

The final training set sizes for datasets A, B and C are 6372, 14953, and 12988, respectively.

### 4.4 Training

We train three independent models, one for each dataset A, B, and C. The CNN (shown in Figure 3) is implemented using Keras [13] and training of the CNN is performed on a Tesla K40c NVIDIA GPU using the TensorFlow 1.13 backend. No specific initialization is used in training. The batch sizes for training are chosen to be 1, 4, and 4 for the datasets A, B, and C respectively. The optimizer is RMSProp and the loss function is mean squared error (MSE). The learning rate is set to \( 7e-5 \) with no decay for all training. For training set A, 15 epochs were sufficient to drop the training loss to \( 1.2e-6 \) and validation loss to \( 3.2e-6 \). For training set B, after 35 epochs the training loss reached \( 1.4e-4 \) and the validation loss \( 2e-4 \). For training set C, the training and validation losses dropped to \( 3.6e-5 \) and \( 5.1e-5 \), respectively after 29 epochs.

The reason for the higher loss in training sets B and C compared to A is because they contain a different set of geometries that present different flow regimes, even though the flow conditions are the same. Thicker ellipses (\( AR = 0.55, 0.7 \)) present a significantly more complex, more non-linear flow regime. Since the geometry gradients are more accentuated, flow separation from the solid body occurs at these flow conditions. This causes a depression in the rear part of the solid body, leading to negative velocities (recirculation). In contrast, thinner ellipses (\( AR = 0.1, 0.15 \)) present a smoother flow behavior. Therefore, the network not only needs to adapt to different grids, but it also needs to adapt to different physical phenomena. In training set A, the geometry and the flow physics are kept the same, therefore the network only has to adapt to a new flow configuration (a new \( Re \) number). The discrepancy between the losses of training set B and C can be explained through the eddy viscosity: Because of the different flow regimes among the ellipses, the turbulent intensity in the rear part of these solid bodies changes dramatically from ellipse to ellipse (higher in thicker ellipses). This is a physical phenomenon that does not occur in training set C since there is no turbulence.

### 5 RESULTS AND DISCUSSION

Once the CNN is trained and validated, to cover the entire spectrum of its predictive ability, we evaluate CFDNet on three use cases as outlined below.

1. **Observed geometry, different flow conditions (OG-DF).** We use CFDNet to accelerate the simulation of a flow on a geometry observed during training but on different flow configurations. Here, our flow case is channel flow and the CNN model is trained with dataset A. We test two different flow conditions – an input velocity to the channel \( 3 \) of \( 0.56 \) m s\(^{-1} \) and \( 1.375 \) m s\(^{-1} \). With the former, we evaluate CFDNet’s capacity to interpolate to a new flow condition, whereas with the latter, we test its ability to extrapolate.

2. **Subset geometry, same flow conditions (SG-SF).** Test geometry is a subset of the training dataset. Here, we aim to test the ability of the CNN to interpret the edges of the new geometry which can be formed using a linear combination of the training geometries (i.e., interpolation). In this use-case, the flow conditions are kept the same throughout the experiment. Here, our flow case is external aerodynamics and the CNN models are trained with datasets B and C for turbulent and laminar flows respectively. The geometries used for training are depicted in Figure 5 and the test geometry is also an ellipse (with an unseen-in-training \( AR \) shown in Figure 6).

3. **Different geometry, same flow conditions (DG-SF).** Test geometry is different from the training dataset. Here, we test CFDNet's
capacity for generalization where the edges of the test geometries have not been seen previously by the CNN. To underscore that, we reuse the CNN models trained for the previous use case SG-SF. We test the performance of CFDNet on the NACA0012 airfoil [32], the geometry of which follows the mathematical definition in [1] and a cylinder shown in Figure 6.

The accuracy and performance of CFDNet are evaluated by comparing it against the traditional physics solver-only simulation. We first evaluate the accuracy of our convolutional neural network prediction and the end-to-end CFDNet coupled framework. Then, we evaluate the performance of CFDNet and finally examine the importance of the \textit{warmup} method in accelerating the convergence of CFDNet, especially for new test geometries.

5.1 Model and CFDNet Accuracy

One of the goals of this paper is to accelerate flow simulations using deep learning without relaxing the convergence constraints of the physics solver. Since the network is trained to predict the final steady-state (iteration \( N \)), we hypothesize that the inference is "close" to the final solution. In this section, we test this hypothesis by comparing the CNN model’s output with CFDNet’s output, i.e., compare the solution with and without \textit{refinement}. At the same time, we also compare both to the physics solver solution qualitatively and quantitatively.

Figure 7 shows the qualitative results for the OG-DF interpolated case. The leftmost column (a) presents the velocity field after \textit{warmup + inference} (i.e., the CNN model’s output). We can observe the similarity between the output from the CNN and the physics solver solution in the third column (c). However, this is not the case for the DG-SF airfoil at \( Re = 6e5 \). We can see that the CNN predicted pressure field in Figure 8 (a) qualitatively differs from the physics solver solution (c) mostly in the front part of the airfoil. Similar to the airfoil, we can visually conclude that the prediction of the modified eddy viscosity for the DG-SF cylinder in Figure 9 with the CNN (a) is qualitatively far from the physics solver (c). This discrepancy in the quality of the prediction between the OG-DF channel flow case and the DG-SF airfoil/cylinder case is expected from the training results (refer to Section 4.4) and the challenge of each test case individually - interpolate a new flow condition vs. extrapolate to an unseen geometry.

Quantitatively, the per-cell absolute error between the CNN prediction and the physics solver solution can be seen in Figure 7 (d) for OG-DF channel flow case. The per-cell absolute error is 2 to 3 orders of magnitude lower than the variable value, yielding a RME less than 2% for all flow variables, which is in line with acceptable RME reported in the literature, as seen in Table 2. This suggest that the CNN (i.e., \textit{warmup + inference}) is a promising approach as a pure surrogate when the geometry is the same (OG-DF) but not otherwise.

Recall from Section 3.4 that the quantitative analysis through the above error metrics alone is insufficient. Moreover, Table 2 shows that there is no consensus among SOTA approaches on the best error metric to adopt. Therefore, we conduct the conservation of mass \textit{check}. Because the flow is incompressible, the velocity field has to satisfy the conservation of mass Equation (1), i.e., \( \nabla \cdot U = 0 \).

OpenFOAM provides a tool to numerically compute the divergence of the velocity for a user-defined flow field. Table 3 compares the result of the tool for the flow fields from CNN model-only (\textit{warmup + inference}), CFDNet (\textit{warmup + inference + refinement}), and the physics solver-only simulations. Because analytically the divergence of the velocity needs to be exactly 0, numerically it should be close to the machine round-off errors. Table 3 illustrates how CFDNet and the physics solver yield a divergence-free field (i.e., both satisfy conservation of mass), whereas the CNN model’s output is far from the expected tolerance. Even with a CNN model’s prediction - for the channel flow case - yielding a 2% RME, the \textit{iterative refinement} becomes necessary to
Figure 9: Velocity field in m s$^{-1}$ (top), Kinematic pressure field in m$^2$/s$^2$ (middle), and Modified eddy viscosity field in m$^2$/s (bottom) around the cylinder at $Re = 6e5$. (a) warmup + inference (no refinement), (b) CFDNet, and (c) physics solver in OpenFOAM.

Table 2: Errors reported in the literature. Different works have considered different Quantities of Interest (QoI). There is no consensus for an acceptable magnitude of error, and the errors reported as acceptable vary by work.

| Network            | Metric | Best   | QoI   |
|--------------------|--------|--------|-------|
| Guo et al. [14]    | RME    | 1.76%  | $\bar{U}$ |
| Thuerey et al. [35]| RME    | <3%    | $\bar{U}, \rho$ |
| Smart-fluidnet [8] | MAE    | 9e-3   | $\rho$ |
| TBNN [20]          | RMSE   | 0.08   | Reynolds Stresses |
| Tompson et al. [36]| $L_2$ norm | 0.872 | $\nabla \cdot U$ |
| Maulik et al. [22] | $L_1$ norm | <2e-4 | $\nu_t$ |
| CFDNet (this paper)| RME    | 0%     | $\bar{U}, \rho$ and $\bar{\nu}$ |

Table 3: Mass local error. The value reported is the average over all the cells. The CNN model does not result in a divergence-free field. This is a major motivation for refinement after the initial warmup and inference steps. After the final refinement, the field is divergence-free.

| Test Case          | warmup + inference | CFDNet | physics solver |
|--------------------|--------------------|--------|----------------|
|                    | only               |        |                |
| channel flow $Re = 5600$ | 3.12e-4            | <1e-10 | <1e-10         |
| airfoil $Re = 6e5$   | 8.15e-3            | <1e-10 | <1e-10         |
| cylinder $Re = 6e5$  | 9.3e-3             | <1e-10 | <1e-10         |

satisfy the conservation laws and meet the convergence constraints of the original physics solver.

5.2 Performance Analysis

The time to solution of CFDNet is the sum of the warmup, inference, and refinement times which are defined as follows.

Warmup time, $t_{warmup}$ is the time for the physics solver to drop the error from the initial condition one order of magnitude (i.e., $K$ iterations). The physics solver is run in parallel as described in Section 4.2.

Inference time, $t_{infer}$ is the sum of the times spent on each of the following steps: (1) MPI_Gather on the master process to get all the flow variables values from each MPI process after warmup, (2) construction of the input tensor image, (3) CNN inference of the output (the inference is computed on the CPU whose specifications are detailed in Section 4.2), (4) MPI_Scatter to distribute the output tensor image back to the MPI processes.

Refinement time, $t_{refine}$ is the time for the physics solver to further drop the error from the new initial conditions (i.e., the output tensor after inference) four orders of magnitude for all variables in test sets B and C. For test set A, we drop 5 orders of magnitude for the velocity and pressure fields and 4 orders of magnitude for the eddy viscosity. Note that different convergence criteria are used for each test set to correspond to the respective residuals (tolerances) used to create the training sets. Refinement, as the warmup, is run in parallel.

Figure 10 compares the CFDNet time (broken down by $t_{warmup}$, $t_{infer}$, and $t_{refine}$) to the time the traditional physics solver implementation takes to drop the residual to the same user-defined tolerance defined above for each dataset. The values inside the bars are the number of iterations required by the physics solver in each stage (i.e., $K$ for warmup, $M$ for inference, and $N$ for the physics-only solver). We first focus on the end-to-end CFDNet performance and then, evaluate specifically, the importance of warmup in embedding domain-knowledge.

CFDNet vs physics solver. The leftmost stacked bar (a) for each test case represents the time taken by CFDNet and the rightmost bar (c) is the time taken by the OpenFOAM physics solver to meet the convergence criteria. Across the board, CFDNet accelerates the simulations by a factor of $1.9 - 7.4x$. The highest performance gain is achieved for the OG-DF test cases followed by SG-SF and DG-SF last. Compared to the physics solver-only simulation which requires 1578 iterations (1588 for extrapolated flow conditions) to drop the residual to $1e-5$ for OG-DF, CFDNet only takes one CNN inference and 319 iterations (426 for extrapolated case) to reach the same convergence constraints. SG-SF and DG-SF evaluate the framework’s ability to generalize on unseen geometries (where the former uses a subset geometry while the latter has edges not included in the training datasets). We observe that CFDNet outperforms the traditional physics solver on both use cases requiring fewer total number of iterations to drop the residual to meet the convergence constraints.

Recall from earlier that in contrast to the OG-DF channel flow case, the standalone network has difficulty inferring the right flow field around the airfoil and cylinder in the DG-SF flow cases. This is not surprising since prediction on a different geometry (whether it is inter- or extrapolated) is much more challenging than when the geometry is kept fixed. However, it is interesting to note that the network finds the cylinder geometry particularly challenging.
to accelerate compared to the flow around the airfoil and interpolated ellipse. Even though a cylinder is simply a special case of an ellipse from a geometrical perspective, the physics in the rear part of the cylinder is more non-linear (a large recirculation area) and therefore, more refinement iterations than the other cases are required. Nevertheless, CFDNet still outperforms the physics solver by 1.9 – 2.6x for the DG-SF cylinder case. These results show CFDNet’s potential to generalize to geometries whose fluid flows are significantly different from those in the training set while outperforming state-of-the-art physics solvers.

**Importance of warmup.** We now compare the results presented in the previous section when the inference is done without domain-specific knowledge (no warmup). The (b) bars in Figure 10 show the time taken by CFDNet when the warmup method is not applied. Without warmup, the speedups drop significantly to 1.2 – 2.3x.

In CFD simulations, the domain-specific knowledge is not embedded until the numerical scheme interacts with the values in the boundary conditions. For example, the user-given initial condition is domain-blind. This is the objective of warmup: let the solver carry (K) initial iterations so that domain-specific knowledge (e.g., geometry definition, flow condition, etc) is embedded in the input tensor.

In the flow around solid bodies case, having the geometry entirely defined in the input tensor is critical for the network to predict the right flow regime. This is specially true for the DG-SF turbulent cylinder. Without warmup, the network predicts a field quantitatively poor compared to the physics solver solution. The iterative refinement uses a lot of iterations to meet the physics solver convergence constraints. For this reason, we even observe a slowdown compared to the physics solver without warmup. To summarize, across all the flow configurations tested in this paper, warmup only takes 1 – 2% of the overall iterations of the physics solver while yielding significant speedups of 1.9 – 4.6x.

---

Our computed RME in this case are 110% for the velocity, 251% for the pressure, and 80% for the modified eddy viscosity.

---

### 6 RELATED WORK

**Computational Fluid Dynamics.** Direct Numerical Simulation (DNS) is an attempt to solve the discretized Navier-Stokes equations accounting for all time and length scales of turbulence [29]. This leads to very fine meshes and small timesteps which make DNS computationally intractable for several flows. Reynolds Averaged Navier-Stokes (RANS) equations [30] time-average the effects of turbulence at the expense of yielding a non-closed equation. Closing the equation has been extensively done through modeling [33]. However, even with RANS coupled with turbulence modeling, exploring different design alternatives for complex flows and geometries is computationally expensive. To circumvent this, it is common to use surrogates - imperfect but computationally inexpensive models to accelerate design space exploration for industrial applications.

**Accelerating Fluid Simulations with Surrogates.** Shape design optimization relies on the minimization of an objective function. Gaussian Processes (GP) approximate this objective function to be computationally tractable. However, these models rely on a specific geometry parametrization [16] which limits its generalizability. Other regression techniques, such as MARS and polynomial regressions [4, 10, 12] only predict the velocity or pressure fields on particular points on the surface of the solid body, in order to reduce the dimensional complexity of the problem. In this paper, we take an alternate approach with neural networks that predicts the velocity and the pressure fields for all points in the flow field.

**Accelerating Fluid Simulations with Neural Networks.** In the past few years, several researchers have leveraged neural networks to accelerate fluid dynamics simulations. Tompson et al. accelerate Eulerian fluid simulations by replacing the Poisson solver step in an Eulerian flow iterative solver instead of finding an end-to-end mapping to calculate the divergence-free velocity field [36]. Alternatively, Guo et al. find a real-time solution to viscous laminar flows around solid objects [14]. However, the above approaches have elemental constraints. First, Eulerian fluid simulations ignore second-order velocity derivatives in the Navier-Stokes equations.
Second, viscous laminar flow approaches are ambiguous if they are to be expanded to turbulent flows which are intrinsically chaotic and much harder to resolve [29].

There have been recent attempts to find neural network-based accelerators for turbulent flows. The results are promising but the neural networks predict only a subset of the flow variables. Maulik et al. predict the eddy viscosity field and not other flow properties such as velocity and pressure fields [22]. Thuery et al. use a novel input-output representation but their approach does not account for the eddy viscosity field [35]. More importantly, the network prediction is limited to the fluid domain closest to the solid body, so it remains an unknown how the network would perform in the freestream, where the boundary conditions are set which define the flow configuration. Another limitation of [35] is that the network is used as a final, end-to-end surrogate. Even though the results reported are promising (RME less than 3%) and the surrogate approach provides real-time solutions, the geometries in the training and prediction stages are the same (airfoils). It remains unclear how the surrogate would perform on different geometries. CFDNet injects the neural network-based mapping back into the physical solver to enable both extrapolation and generalization with the same model without relaxing the convergence constraints.

7 CONCLUSIONS

This paper has shown that coupling of a RANS fluid flow simulation with a convolutional neural network, an approach called CFDNet, can significantly accelerate the convergence of the overall scheme. CFDNet speeds the simulations up by a factor of $1.9 - 7.4\times$ on both steady laminar and turbulent flows on a variety of geometries, without relaxing the convergence constraints of the physics solver. To evaluate the model’s capacity for generalization and extrapolation, it is tested across a range of scenarios and geometries, including channel flow, ellipses, airfoils, and cylinders. In general, the model performs well and demonstrates a capacity to make accurate predictions even for geometries unseen during training.

CFDNet indicates that coupling physical models with data-driven machine learning models is a promising approach for accelerating the convergence of simulations. However, more work remains for this method to be a widely used tool for predictive engineering. The explorations shown in this paper are focused on fluid-flow simulations, in particular, RANS models, but the fundamental approach is not expected to be limited to a particular model or physical domain. For example, it is expected that CFDNet could be successfully applied, with minimal effort, to Large Eddy Simulations (LES). In principal, any discretized field of inputs should be amenable to the approach outlined in this paper, and so a wide variety of domains in scientific computing, such as molecular dynamics, material science, etc., could be considered. This approach may not be limited to physical simulations, and may be useful as a preconditioner or as a replacement for algebraic multigrid or other numerical linear algebra solvers. Regardless, the generalizability of the network architecture remains an important open question. Many CNN networks have demonstrated efficacy across a variety of related tasks with only minimal re-training necessary. The capability of transfer learning or at least leveraging a similar network architecture for a wide range of tasks is an important future exploration.

Finally, while the results in this paper maintained the accuracy of the underlying simulation, a user of CFDNet will not desire to run a traditional simulation in parallel to check the simulation results. Thus, more research should be performed on quantifying the uncertainty and robustness of coupling DL and traditional physical simulations.
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