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Abstract

In this article, we study the ill-posedness of a quasilinear wave equation. It was shown by Tataru and Smith in 2005 that for any $s > 7/4$ (or $11/4$ in our situation), the equation is well-posed in $H^s \times H^{s-1}$. We show a sharpness result by exhibiting a quasilinear wave equation and an initial data such that the Cauchy problem is ill-posed for in $H^{11/4}(\ln H)^{-\beta} \times H^{7/4}(\ln H)^{-\beta}$.

1 Introduction

We study the well-posedness of quasilinear wave equations. We will consider the following equation

$$\sum_{i,j=0}^{n} g^{ij}(u,u')\partial_x^i \partial_x^j u = F(u,u'), \ (t,x) \in S_T = [0,T] \times \mathbb{R}^n,$$

where $\partial_x^0 = \partial_t$ and $G = (g^{ij})$ and $F$ are smooth functions. Also, we assume that $g$ is close to the Minkowski metric $m$; i.e.,

$$\sum_{i,j=0}^{n} |g^{ij} - m^{ij}| \leq 1/2. \quad (2)$$

We will also define the corresponding Cauchy problem,

$$\begin{cases}
\sum_{i,j=0}^{n} g^{ij}(u,u')\partial_x^i \partial_x^j u = F(u,u'), \ (t,x) \in S_T = [0,T] \times \mathbb{R}^n, \\
(u, \partial_t u)_{|t=0} = (f,h),
\end{cases} \quad (3)$$

where $\partial_x^0 = \partial_t$ and $G = (g^{ij})$ and $F$ are smooth functions.

Informally, the concept of well-posedness usually involves the existence, uniqueness, and continuity with respect to the initial condition. The weakest assumption we have to make on the initial data for the quasilinear equation to be well-posed is a subject that is widely studied for its mathematical interest as well as its application to physics. It is common
to assume that the initial condition, as well as its derivative respectively belong to some Sobolev spaces $H^s$ and $H^{s-1}$.

Using Sobolev estimate, one can show that for $s \geq n+1$, the problem is well-posed.

An improvement has for instance been made by H. Bahouri and J. Y. Chemin in [BC99], and in parallel by D. Tataru in [Hat00], where they show the well-posedness of the equation for $s \geq \frac{n+1}{2} + \frac{3}{4}$, using mainly Strichartz estimates.

Further improvements have been made, and the best result for well-posedness in low dimension has been made by D. Tataru and H. F. Smith in 2005 in [ST05] and is described by the next theorem. Note that here, the metric is allowed to depend on $u$ but not on its derivatives.

**Theorem 1.1. [ST05]**

We consider the following Cauchy problem.

\[
\begin{align*}
\sum_{i,j} g^{ij}(u) \partial_{x_i} \partial_{x_j} u &= \sum_{i,j} q^{ij}(u) \partial_{x_i} u \partial_{x_j} u, \quad (t,x) \in \mathcal{S}_T = [0,T] \times \mathbb{R}^n, \\
(u, \partial_t u)|_{t=0} &= (f, g),
\end{align*}
\]

where $\partial_x \partial_t = \partial_t$ and $G = (g^{ij})$ and $Q = (q^{ij})$ are smooth functions. Also, we assume that $g$ is close to the Minkowski metric $m$.

The Cauchy problem \eqref{eq:cauchy} is locally well-posed in $H^s \times H^{s-1}$ provided that

\[
\begin{align*}
s > \frac{n}{2} + \frac{3}{4} &= \frac{7}{4} \quad \text{for } n = 2, \\
s > \frac{n+1}{2} \quad \text{for } n = 3, 4, 5.
\end{align*}
\]

In 2005, D. Tataru and P. Smith proved in [ST05] that the quasilinear wave equation \eqref{eq:quasilinear} where $g$ is not allowed to depend on the gradient of $u$, is well-posed provided that $s > 7/4$. In this paper, we show that we can find an initial condition belonging to $H^{1/4}(\ln H)^{-\beta} \times H^{7/4}(\ln H)^{-\beta}$ such that the equation \eqref{eq:quasilinear} is ill-posed in dimension $2+1$, in the sense that there exists no time $T > 0$ such that there exists a solution $u$ on $[0,T]$ with the property that $u(t,\cdot), \partial_t u(t,\cdot) \in H^{1/4}(\ln H)^{-\beta} \times H^{7/4}(\ln H)^{-\beta}$ for a $\beta > 1/2$. We show later that this implies the ill-posedness of the equation considered in [ST05] for initial conditions belonging to $u(t,\cdot), \partial_t u(t,\cdot) \in H^{7/4}(\ln H)^{-\beta} \times H^{5/4}(\ln H)^{-\beta}$ for a $\beta > 1/2$. We will show that the logarithmically modified Sobolev space $H^s(\ln H)^{-\beta}$ contains function slightly less regular than $H^s$ when $\beta > 0$, in the sense that $H^s \subseteq H^s(\ln H)^{-\beta} \subseteq H^{s-\lambda}$ for any $\lambda > 0$. Note that in fact, the initial condition that we create has a compact support.

We aim to provide a negative result. This is done by finding an equation and an initial condition such that the resulting Cauchy problem is not well-posed, meaning that there exists no time $T$ such that the problem is well-posed on $[0,T]$. Such a phenomenon is known as instantaneous blow-up. A negative result for $n = 3$ has already been done by H. Lindblad in [Lin03]. The corresponding index $s$ for his problem is 3, hence exhibits the sharpness of the criteria established in [ST05].

First, we need to compute the corresponding index when the functions $G$ and $Q$ are allowed to also depend on $\nabla u$ and not only on $u$.

**Lemma 1.2.** Introducing the Cauchy problem with a $\nabla u$ dependency on $G$ and $Q$ as the following
\[
\begin{aligned}
\left\{
\begin{array}{ll}
\sum_{i,j} g^{ij}(u, \nabla u) \hat{\partial}_x \partial_x^2 u = \sum_{i,j} g^{ij}(u, \nabla u) \hat{\partial}_x \partial_x^2 u, & (t, x) \in S_T = [0, T] \times \mathbb{R}^3, \\
(u, \hat{\partial}_t u)_{t=0} = (f, g),
\end{array}
\right.
\end{aligned}
\]  

(6)

where \( \partial_x \) and \( G = (g^{ij}) \) and \( Q = (q^{ij}) \) are smooth functions. Also, we assume that \( g \) is close to the Minkowski metric \( m \);

The Cauchy problem (6) is locally well-posed in \( H^s \times H^{s-1} \) provided that

\[
\begin{aligned}
s > \frac{n}{2} + \frac{3}{4} + 1 & \quad \text{for } n = 2, \\
s > \frac{n}{2} + 1 & \quad \text{for } n = 3, 4, 5.
\end{aligned}
\]

(7)

Proof. (Of lemma 1.2)

We consider the problem given by (6). Differentiating the equation with respect to \( x_k \), we obtain

\[
\begin{aligned}
\sum_{i,j} \left[ (\hat{\partial}_k u \hat{\partial}_1 g^{ij}(u, \nabla u)) \hat{\partial}_i \partial_j u + \sum_{\alpha} (\hat{\partial}_{\alpha+1} g^{ij}(u, \nabla u)) \hat{\partial}_k \hat{\partial}_\alpha u \cdot \hat{\partial}_i \partial_j u + (g^{ij}(u, \nabla u)) \hat{\partial}_i \partial_j \hat{\partial}_k u \right] \\
= \sum_{i,j} \left[ (\hat{\partial}_k u \hat{\partial}_1 g^{ij}(u, \nabla u)) \hat{\partial}_i \partial_j u + \sum_{\alpha} (\hat{\partial}_i u \hat{\partial}_{\alpha+1} g^{ij}(u, \nabla u)) \hat{\partial}_j u \cdot \hat{\partial}_k \hat{\partial}_\alpha u \\
+ g^{ij}(u, \nabla u) \hat{\partial}_i \hat{\partial}_j u \cdot \hat{\partial}_k u + q^{ij}(u, \nabla u) \hat{\partial}_i u \cdot \hat{\partial}_j \hat{\partial}_k u \right]
\end{aligned}
\]

(8)

Consequently, the system (8) for every \( k \) can be put in the form

\[
\sum_{i,j} q^{ij}_k (v) \hat{\partial}_i \partial_j v = \sum_{ij} q^{ij}_k (v) \hat{\partial}_i v \hat{\partial}_j v,
\]

(9)

where \( v = (u, \nabla u) \). Now, \( v \in H^{s-1} \) so (9) is well-posed.

Two mechanisms can create a blow-up. One of them is a space-independent blow-up. In a nutshell, the blow-up is caused by the underlying ODE that itself leads to a solution that blows up. Another kind of blow-up is caused by the focusing of the characteristics to a single point, leading to an infinite increase of the derivatives. Informally, in the case of a blow-up at \( t = T \), if we denote by \( \phi \) a characteristic function and \( u \) the solution of the equation, in the first case, we see a phenomenon of the form (up to derivatives)

\[
u(\phi) \xrightarrow{t \to T} \infty, \quad \phi \neq 0,
\]

(10)

happening, whereas in the second case, one observes a phenomenon of the form

\[
\hat{\partial} \phi(\nu) \xrightarrow{t \to T} 0,
\]

(11)

for a certain \( \nu \). This will also lead to a blow-up of the derivatives using the chain rule. Those types of blow-up have already been described by Alinhac for instance in [Al95].
We create a counterexample for the dimension $1+2$, keeping in mind the intuition provided in [Lin98]. Our goal is to create a second type (geometric) blow-up. The differences here, are that we want a function that is globally defined because since the characteristic function is not in the desired Sobolev space, it is not clear that we can extend a counterexample on a set $\Omega \subset \mathbb{R}^2$ to a counterexample that contradicts the well-posedness on $\mathbb{R}^2$ with the sharp index $s = \frac{11}{4}$ if $g$ is allowed to depend on $\nabla u$, or $s = \frac{7}{4}$ if $g$ only depends on $u$. To have a sound argument, we first consider a regularized initial condition that leads to a blow-up at a time that is getting smaller as the initial condition is being less regularized, and we then construct an initial condition that leads to an instantaneous blow-up. An additional difference is that the corresponding index here is not an integer, and this leads to many technical issues. Lastly, we introduce the logarithmic Sobolev spaces $H^{11/4}(\ln H)^{-\beta}$ and $H^{7/4}(\ln H)^{-\beta}$, because they are the set in which our data perfectly fit.

We consider the model equation and the corresponding Cauchy problem

$$\begin{cases} 
\Box u = (D u)D^2 u, \\
(u, \hat{\partial}_t u)|_{t=0} = (f, g),
\end{cases} 
$$

where $D = (\hat{\partial}_{x_1} - \hat{\partial}_t)$.

Note that (12) is of the form (1) with

$$g = \begin{bmatrix} 1 - v & v & 0 \\
v & -1 - v & 0 \\
0 & 0 & -1 \end{bmatrix}, v = Du. 
$$

Remark 1.3. Using a scaling argument, we can see that if $s < 2$, then the problem is ill-posed.

The counterexample we produce is in a slightly less regular space than $H^{11/4}$. Indeed we will consider the logarithmic perturbation of $H^{11/4}$, denoted by $H^{11/4}(\ln H)^{-\beta}$ as the set of functions $f$ such that the $L^2$ norm of $|\xi|^{11/4} (1 + |\ln(|\xi|)|^{-\beta}) F(f)(\xi)$, where $F$ denotes the Fourier transform, is finite. Our counterexample will belong to the set $H^{11/4}(\ln H)^{-\beta}$ with $\beta > 1/2$. For the functions that we consider, we will show that this set is located between $H^{11/4-\varepsilon}$ and $H^{11/4}$, for any $\varepsilon > 0$. Hence, this proves the optimality of the index 11/4 in the context of usual Sobolev spaces. It is however interesting to notice that the function that we create can be defined as a function in $H^{11/4} \times H^{7/4}$, as it is done in Appendix A, for which we expect to witness the same behavior, but the method we use to show the blow-up can not be applied anymore. The argument that does not hold in this situation, and the reason why we need slightly less regularity for the proof to hold, lies in the fact that the point where the blow-up occurs can not be proven to be in the domain of dependence anymore.

In the following, we construct a solution (12) with initial data in $H^{11/4}(\ln H)^{-\beta} \times H^{7/4}(\ln H)^{-\beta}$, that blows up instantly at $t = 0^+$, as formulated in the following theorem.

Theorem 1.4. We consider $\beta > 1/2$. There exists initial data $(f, g) \in \dot{H}^{11/4}(\ln H)^{-\beta} \times \dot{H}^{7/4}(\ln H)^{-\beta}$ supported on a compact set, with $||f||_{\dot{H}^{11/4}(\ln H)^{-\beta}} + ||g||_{\dot{H}^{7/4}(\ln H)^{-\beta}}$ arbitrarily small, such that (12) does not have any proper solution $u$ such that

$$(u, \hat{\partial}_t u) \in C \left( [0, T]; \dot{H}^{11/4}(\ln H)^{-\beta}(\mathbb{R}^2) \times \dot{H}^{7/4}(\ln H)^{-\beta}(\mathbb{R}^2) \right)$$

for any $T > 0$.

In fact, for all $\lambda > 0$ small enough, (12) does not have any proper solution $u$ such that

$$(u, \hat{\partial}_t u) \in C \left( [0, T]; \dot{H}^{11/4-\lambda}(\mathbb{R}^2) \times \dot{H}^{7/4-\lambda}(\mathbb{R}^2) \right)$$

for any $T > 0$. 

4
Notations

First, for an integrable function \( f : \mathbb{R}^n \to \mathbb{R} \), we denote by \( \hat{f} : \mathbb{R}^n \to \mathbb{R} \) the function

\[
F_n f_{\xi} = \int_{\mathbb{R}^n} f(y) e^{-2i\pi y \cdot \xi} dy.
\] (14)

We also define the Sobolev norm denoted by \( || \cdot ||_{H^s(\mathbb{R}^n)} \) as

\[
||f(\cdot)||^2_{H^s(\mathbb{R}^n)} = \int_{\mathbb{R}^n} |\xi|^{2s} |\hat{f}(\xi)|^2 d\xi,
\] (15)

and the corresponding Sobolev space \( H^s(\mathbb{R}^n) \) of functions such that this norm is finite.

When \( s \) is an integer, the following holds

\[
(2\pi)^s \int_{\mathbb{R}^n} |\xi|^{2s} |\hat{f}(t, \xi)|^2 d\xi = \int_{\mathbb{R}^n} |\nabla^s f(t, x)|^2 dx,
\] (16)

where \( \nabla^s u = (\partial_1^s u, ..., \partial_n^s u) \).

We also define the notion of domain of dependence and the corresponding notations.

**Definition 1.5.** Let \( \Omega \subset \mathbb{R}_+ \times \mathbb{R}^2 \) be an open set equipped with a Lorentzian metric \( g_{j,k} \) satisfying (2). It is a domain of dependence for \( g \) if the closure of the causal past \( \Lambda_{t',x'} \) of each \( (t', x') \in \Omega \) is contained in \( \Omega \), with \( z \in \Lambda_{t',x'} \) iff it can be joined to \( (t', x') \) by a Lipschitz continuous curve \( (t, x(t)) \) satisfying

\[
\sum_{i,j=0}^2 g_{i,j}(x) \frac{dx_i}{dt} \frac{dx_j}{dt} \geq 0,
\] (17)

almost everywhere.

For a domain \( \Omega \subset \mathbb{R}^{1+n} \), we denote by \( \Omega_t \) the set

\[
\Omega_t = \{ (\tau, x) \in \Omega, \ t = \tau \}.
\] (18)

Also, for a set \( \Omega \subset \mathbb{R}^{1+2} \), we denote (the dependence in \( \Omega \) is not explicitly written)

\[
a_t(x) = \{ y \in \mathbb{R}, \ (t, x_1, x_2) \in \Omega \}.
\] (19)

**Remark 1.6.** If we consider the Lorentzian metric that defines the linear wave equation, the causal past of a point is its associated light cone.

We will make free use of the Huygens principle, meaning that for a solution \( u \) defined on a domain of dependence \( \Omega \) corresponding to the Lorentzian metric involved in the equation, the values of \( u \) on the set \( \Omega_t \) only depend of the value of \( u \) on the set \( \Omega_0 \). This will be useful as we will first solve the equation for a locally defined function, and later create an extension of the initial condition. The computation previously made will remain valid in the corresponding domain of dependence.

For \( \alpha \) a multi-index, we will use the following definition for fractional derivative

\[
\frac{\partial^\alpha}{\partial^\alpha x^\alpha} f(x) = F^{-1} ((2\pi i)^\alpha \xi^\alpha \cdot \mathcal{F}(f)(\xi))(x).
\] (20)
2 Strategy and control of the initial condition

In this chapter, we quickly explain the strategy of the proof, and we later show that the initial condition belongs to the desired space, i.e. $H^{1/4}(\ln H)^{-\beta}$. We also go through technical lemmas that we will need later to perform the proof of the blow-up.

2.1 Explicit resolution and preliminary results

We will first solve the equation using the characteristic method.

We consider the equation (12) and look at solutions of the form $u(t, x) = u_1(t, x_1)$.

The equation in one space dimension can be factored as in the following.

$$
((\partial_t + \partial_{x_1}) + v (\partial_{x_1} - \partial_t)) (\partial_{x_1} - \partial_t) u = 0
$$

where $v = (\partial_{x_1} - \partial_t)u$; which is equivalent when $v \neq 1$ to

$$
\left( \partial_t + \frac{1 + v}{1 - v} \partial_{x_1} \right) (\partial_{x_1} - \partial_t) u = 0.
$$

Now, this partial differential equation can be explicitly solved. Introducing $\phi$ such that

$$
\begin{align*}
\phi(0, y) &= y, \\
\partial_t \phi(t, y) &= \frac{1 + v(t, \phi(t, y))}{1 - v(t, \phi(t, y))},
\end{align*}
$$

we obtain

$$
\frac{\partial}{\partial t} (v(t, \phi(t, y))) = 0 \Rightarrow v(t, \phi(t, y)) = \chi(y) \ \forall t.
$$

Now, this gives us an explicit formula for $\phi$,

$$
\phi(t, y) = y + t \frac{1 + \chi(y)}{1 - \chi(y)}.
$$

We will consider the Cauchy problem corresponding to the two following choices for the initial condition. First, we consider for $\alpha > 0 \in \mathbb{R}$ (the conditions that $\alpha$ has to satisfy will appear later through the proof)

$$
v_0(x_1, x_2) = \chi(x_1) = -\int_0^{x_1} |\ln(s)|^\alpha ds,
$$

which will be the initial value that corresponds to an instantaneous blow-up of the solution. But we will work with the regularized initial condition

$$
v_{0, \varepsilon}(x_1, x_2) = \chi_\varepsilon(x_1) = -\int_0^{x_1} \psi_\varepsilon(s) |\ln(s)|^\alpha ds,
$$

where
conditions defined on $\mathbb{R}$ that $\beta$ will show that we can find an extension of our function on $\mathbb{R}$.

Let Lemma 3.1.

The norm $\| \cdot \|$ is finite. Similarly, we define the space $H^s$ to be the width of $\Omega$.

This resolution holds whenever the solution depends only on $x_1$. We will consider initial conditions defined on $\mathbb{R}^2$ entirely, but that coincides with (26) or (27) on a set $\Omega$.

We choose $\Omega_0 = \{(x_1, x_2) | x_1 \geq 0, |x_2| \leq \sqrt[2]{\frac{1}{\ln(x_1)^\beta}} \} \cap \left[0; \frac{1}{2}\right] \times \left[0; \frac{1}{2}\right]$, (29)

and we take $\Omega$ to be the largest domain of dependence (defined in Definition 1.5) for the metric whose inverse is given by

$$
\sum_{i,j=0}^2 g^{ij}(t, x) \partial_i \partial_j = \partial_t^2 - \sum_{i=1}^2 \partial_{x_i}^2 - v(t, x_1)(\partial_t - \partial_{x_1})^2,
$$

and such that $\Omega \cap \{t = 0\} = \Omega_0$. We correspondingly define $\Omega_t = \{(x_1, x_2) | (t, x_1, x_2) \in \Omega\}$ and $a_t(x_1)$ to be the width of $\Omega_t$ at $x_1$.

3 Introduction of the logarithmic perturbation of $H^s$ and related lemmas

In this chapter, we will introduce logarithmic perturbations of the spaces $\tilde{H}^{7/4}$ and $\tilde{H}^{7/4}$, namely $\tilde{H}^{7/4}(\ln H)^{-\beta}$ and $\tilde{H}^{7/4}(\ln H)^{-\beta}$ that will contain functions slightly less (provided that $\beta \geq 0$) regular than $\tilde{H}^{7/4}$ and $\tilde{H}^{7/4}$. We will show preliminary lemmas, and then we will show that we can find an extension of our function on $\mathbb{R}^2$ that has a uniformly bounded norm in this space. We define the space $\tilde{H}^s(\ln H)^{-\beta}$ as the set of all functions such that the norm

$$
||f||_{\tilde{H}^s(\ln H)^{-\beta}} = ||F(f)||, \frac{1}{(1 + |\ln((|f|)|))}\cdot \frac{|\xi|^s}{(1 + |\ln(|\xi|))}\cdot \frac{|f|}{2}
$$

is finite. Similarly, we define the space $H^{7/4}(\ln H)^{-\beta}$ as the set of all functions such that the norm where $|\varepsilon|$ is replaced by $(1 + |\varepsilon|^2)^{1/2}$ is finite.

We will first show that $H^s \subseteq H^{s}(\ln H)^{-\beta} \subseteq H^{s-\lambda}$. This first lemma is for $L^1$ functions.

Lemma 3.1. Let $f$ be a function in $L^1(\mathbb{R}^2)$. For any nonnegative $s$ and $\beta$, for any small enough and positive $\lambda$, we have the following properties.

(i) $||f||_{H^s} < \infty \Rightarrow ||f||_{H^{s}(\ln H)^{-\beta}} < \infty$, 

\[
\begin{cases}
1 > \psi_{\varepsilon}(x) > 0 \text{ for } \varepsilon/2 < x < \varepsilon, \\
\psi_{\varepsilon}(x) = 0 \text{ for } x < \varepsilon/2, \\
\psi_{\varepsilon}(x) = 1 \text{ for } x > \varepsilon \\
\exists C > 0, |\psi_{\varepsilon}'(x)| \leq \frac{C}{\varepsilon}.
\end{cases}
\]

(28)
(ii) \( \|f\|_{\dot{H}^{s}(\ln H)^{-\beta}} < \infty \Rightarrow \|f\|_{\dot{H}^{s}} < \infty. \)

Proof. First, we note that because \( f \) is in \( L^1(\mathbb{R}^2) \), \( \mathcal{F}(f) \) is globally bounded, indeed,

\[
|\mathcal{F}(f)(\xi)| = \left| \int \int_{\mathbb{R}^2} e^{2\pi i (x_1 \xi_1 + x_2 \xi_2)} f(x_1, x_2) dx_1 dx_2 \right| \leq \int \int_{\mathbb{R}^2} |f(x_1, x_2)| \lesssim \|f\|_{L^1(\mathbb{R}^2)}. \tag{32}
\]

Now, we show (i). Consider \( f \) such that \( \|f\|_{\dot{H}^{s}} < \infty \). Because \( 1 + |\ln(|\xi|)| \geq 1 \) for any \( \xi \), we have

\[
\|f\|_{\dot{H}^{s}(\ln H)^{-\alpha}}^2 = \int \int_{\xi_1, \xi_2 \in \mathbb{R}^2} \frac{|\xi|^{2s}}{(1 + |\ln(|\xi|)|^{\beta})^2} (\mathcal{F}(f)(\xi_1, \xi_2))^2 \leq \int \int_{\xi_1, \xi_2 \in \mathbb{R}^2} |\xi|^{2s} (\mathcal{F}(f)(\xi_1, \xi_2))^2 = \|f\|_{\dot{H}^{s}}^2. \tag{33}
\]

Now, we show (ii). Consider \( f \) such that \( \|f\|_{\dot{H}^{s}} < \infty \). Take \( r(\lambda, \beta) \) such that \( |\xi| > r \) implies \( (1 + |\ln(|\xi|)|^{\beta})^2 < |\xi|^{2\lambda} \). We then have

\[
\|f\|_{\dot{H}^{s-\lambda}}^2 = \int \int_{\xi_1, \xi_2 \in \mathbb{R}^2} \frac{|\xi|^{2s}}{|\xi|^{2\lambda}} (\mathcal{F}(f)(\xi_1, \xi_2))^2 \leq \int_{|\xi| < r(\lambda, \beta)} \frac{|\xi|^{2s}}{|\xi|^{2\lambda}} (\mathcal{F}(f)(\xi_1, \xi_2))^2 + \int_{|\xi| > r(\lambda, \beta)} \frac{|\xi|^{2s}}{|\xi|^{2\lambda}} (\mathcal{F}(f)(\xi_1, \xi_2))^2 \lesssim B(0, r(\lambda, \beta)) \cdot |r(\lambda, \beta)|^{2s-2\lambda} \|\mathcal{F}(f)\|_{L^\infty}^2 + \int_{|\xi| > r(\lambda, \beta)} \frac{|\xi|^{2s}}{(1 + |\ln(|\xi|)|^{\beta})^2} (\mathcal{F}(f)(\xi_1, \xi_2))^2 \lesssim C(\lambda, \beta) \cdot \|\mathcal{F}(f)\|_{L^\infty} + \|f\|_{\dot{H}^{s}(\ln H)^{-\alpha}} < \infty. \tag{34}
\]

We now state a corollary, that is more relevant to our situation.

Lemma 3.2. Let \( f \in L^2 \). Let \( \beta \) and \( s \) be two non-negative real numbers, \( \lambda \) a small enough real number and \( K \) a compact subset of \( \mathbb{R}^2 \). If \( f \) is supported in \( K \), then we have the two following:

(i) \( \|f\|_{\dot{H}^{s}} < \infty \Rightarrow \|f\|_{\dot{H}^{s}(\ln H)^{-\beta}} < \infty, \)

(ii) \( \|f\|_{\dot{H}^{s}(\ln H)^{-\beta}} < \infty \Rightarrow \|f\|_{\dot{H}^{s-\lambda}} < \infty. \)

We now state one more lemma. Using this lemma, we will only have to compute the homogeneous logarithmically modified Sobolev norm as long as our functions are compactly supported. We will use this lemma, later on, to show that the initial condition we consider belongs to \( \dot{H}^{2/(\ln H)^{-\beta}} \).

Lemma 3.3. Let \( s \) be a non-negative real number, and \( f \in L^1_{\text{loc}} \). If \( f \) belongs to \( \dot{H}^{s}(\ln H)^{-\beta} \) and is compactly supported, then \( f \) belongs to \( \dot{H}^{s}(\ln H)^{-\beta} \).
Proof. Let $f \in \dot{H}^s(\ln H)^{-\beta}$ and supported in $K$, a compact subset of $\mathbb{R}^2$. Then, by lemma 4.2 $f \in H^{s/2}$. Hence, we have that $f \in L^2$. (The proof of this can for instance be found in [BCD11] p. 39).

Now, we compute the non-homogeneous modified Sobolev norm.

\[
\int \int_{\xi \in \mathbb{R}^2} \frac{(1 + |\xi|^2)^s}{(1 + |\ln(|\xi|)|)^{\beta}} |\hat{f}(\xi)|^2
\]

\[
= \int \int_{\xi \in \mathbb{R}^2} \frac{(1 + |\xi|^2)^s}{(1 + |\ln(|\xi|)|)^{\beta}} |\hat{f}(\xi)|^2 + \int \int_{\xi \in \mathbb{R}^2 \setminus \mathbb{B}(0,1)} \frac{(1 + |\xi|^2)^s}{(1 + |\ln(|\xi|)|)^{\beta}} |\hat{f}(\xi)|^2
\]

\[
\leq 2^s ||\hat{f}||_{L^2}^2 + \int \int_{\xi \in \mathbb{R}^2 \setminus \mathbb{B}(0,1)} \frac{(1 + |\xi|^2)^s}{|\xi|^{2s}} \frac{|\ln(|\xi|)|^{\beta}}{(1 + |\ln(|\xi|)|^{\beta})} |\hat{f}(\xi)|^2
\]

\[
\leq 2^s \cdot C||f||_{L^2}^2 + 2^s \cdot C||f||_{\dot{H}^s(\ln H)^{-\beta}}. \quad (35)
\]

Now, we will show a new lemma that we will use later. We express the Sobolev norm as a convolution-type integral. This type of integrals is widely used for the differentiation of fractional order.

Used together with our previous lemma, it establishes a link between our logarithmically modified Sobolev spaces defined via Fourier transform and the fractional derivative.

Lemma 3.4. Let $\lambda$ be a small, nonnegative number. Let $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ and $\omega \subseteq \mathbb{R}^2$ such that $f = 0$ outside of $\omega$.

Then,

\[
||f||_{\dot{H}^{s-\lambda}_{1,1}(\mathbb{R}^2)} = C \int \int_{(x_1, x_2) \in \omega} \left( \frac{\partial^2 f}{\partial x_1^2} \right) (x_1, x_2) \cdot \int_\gamma |x_1 - y|^{-1/2 + 2\lambda} \left( \frac{\partial^2 f}{\partial x_1^2} \right) (y, x_2) dy dx \quad (36)
\]

Proof.

\[
||f||_{\dot{H}^{s-\lambda}_{1,1}(\mathbb{R}^2)} = \left| \frac{\partial^2 f}{\partial x_1^2} \right|_{\dot{H}^{s-\lambda}}
\]

\[
= \int \int_{(x_1, x_2) \in \mathbb{R}^2} \left| \nabla_{x_1}^{-1/4 - \lambda} \left( \frac{\partial^2 f}{\partial x_1^2} \right) (x_1, x_2) \cdot \nabla_{x_2}^{-1/4 - \lambda} \left( \frac{\partial^2 f}{\partial x_1^2} \right) (x_1, x_2) \right| dx
\]

\[
= \int \int_{(x_1, x_2) \in \mathbb{R}^2} \left| \nabla_{x_1}^{-1/2 - 2\lambda} \left( \frac{\partial^2 f}{\partial x_1^2} \right) (x_1, x_2) \cdot \left( \frac{\partial^2 f}{\partial x_1^2} \right) (x_1, x_2) \right| dx
\]

\[
= C \int \int_{(x_1, x_2) \in \mathbb{R}^2} \left| \frac{\partial^2 f}{\partial x_1^2} (x_1, x_2) \cdot \int_{y \in \mathbb{R}} \frac{\partial^2 f}{\partial x_1^2} (x_1, x_2) \right| dx
\]

\[
= C \int \int_{(x_1, x_2) \in \omega} \left( \frac{\partial^2 f}{\partial x_1^2} (x_1, x_2) \cdot \int_{y \in \mathbb{R}} |x_1 - y|^{-1/2 + 2\lambda} \left( \frac{\partial^2 f}{\partial x_1^2} \right) (y, x_2) \right) \quad (37)
\]
For (s), we used that
\[ (-\Delta)^{s/2} (f)(x) = \left((2\pi |\xi|^s \hat{f}(\xi)\right) \hat{x}, \] (38)
and that for \( n > s > 0, \)
\[ (2\pi)^{-s} \left(|\xi|^{-s} \right) \hat{x}) = \left((2\pi)^{-s} \frac{\Gamma(\frac{n-s}{2})}{\pi^{\frac{n-s}{2}} \Gamma(\frac{n}{2})} |x|^{s-n}. \] (39)
In our case, because we integrate only with respect to \( x_1, \) we obtain from (38) and (39)
\[ |\nabla_{x_1}|^{-1/2-2\lambda} f(x) = C(\lambda) \int_{y \in \mathbb{R}} \frac{f(y)}{|x_1 - y|^{1/2-2\lambda}}, \] (40)
where
\[ C(\lambda) = (2\pi)^{-1/2-2\lambda} \pi^{2\lambda} \frac{\Gamma\left(\frac{1}{2} + 2\lambda\right)\Gamma\left(\frac{1}{2} + 2\lambda\right)}{\Gamma\left(\frac{1}{2} + 2\lambda\right)} \] (41)

4 Proof that \((\partial_t u)|_{t=0} \in H^{7/4}(\ln H)^{-\beta}\)

We now introduce the main theorem of this chapter.

**Theorem 4.1.** Let \( \psi_\varepsilon \) be functions such that
\[
\left\{ \begin{array}{ll}
\psi_\varepsilon(x) = 0, & x \in [0, \varepsilon/2], \\
\psi_\varepsilon(x) = 1, & x \in [\varepsilon, \infty], \\
\forall x, \psi_\varepsilon(x) \in [0, 1], \\
|\partial_k \psi_\varepsilon(x)| \leq \frac{C(k)}{\varepsilon^k}.
\end{array} \right.
\] (42)

We consider \( \alpha, \beta, \delta \) such that \( 2\alpha - 2\beta - \delta < -1. \) For a fixed \( \beta > 1/2, \) it is possible to choose \( \alpha > 0 \) and \( \delta > 0 \) that satisfy this condition.

With \( \chi_\varepsilon : (x_1, x_2) \in \Omega \rightarrow - \int_0^{x_1} \psi_\varepsilon(s) \ln(y)|^\alpha dy, \) there exists \( h_\varepsilon : \mathbb{R}^2 \rightarrow \mathbb{R} \) such that \( h_\varepsilon, |\Omega_\varepsilon(x_1, x_2) = \chi_\varepsilon(x_1) \) and \( ||h_\varepsilon||_{H^{7/4}(\ln H)^{-\beta}} < \infty. \) Moreover, the bound on the norm can be chosen to be independent of \( \varepsilon. \)

**Proof.** First, we define \( \chi_\varepsilon \) on \( \mathbb{R} \) entirely by
\[ \chi_\varepsilon : x_1 \in \mathbb{R}, \rightarrow \left\{ \begin{array}{ll}
- \int_0^{x_1} \psi_\varepsilon(s) \ln(y)|^\alpha dy, & x_1 > 0, \\
0, & x_1 \leq 0.
\end{array} \right. \] (43)
We consider a smooth function \( \psi : \mathbb{R} \rightarrow [0, 1] \) such that
\[
\left\{ \begin{array}{ll}
\psi(x) = 1, & x \in [0, 1/4], \\
\psi(x) = 0, & x \geq 1/2.
\end{array} \right. \] (44)
\( \psi \) is defined on \( \mathbb{R}^- \) by setting \( \psi(x) = \psi(-x) \) for \( x < 0. \)
\[ h_\varepsilon(x_1, x_2) = \chi_\varepsilon(x_1) \cdot \psi \left( \frac{|\ln(x_1)|^\delta}{\sqrt{x_1}} \right) \cdot \psi(x_1). \] (45)

We multiply \( \chi \) by a cutoff function in \( x_1 \) and \( x_2 \) that respects geometry of \( \Omega \), i.e. \[ \psi \left( \frac{|\ln(x_1)|^\delta}{\sqrt{x_1}} \right) = 0 \text{ when } x_2 \geq \frac{1}{2} \sqrt{x_1} |\ln(x_1)|^{-\delta}; \text{ and we multiply } \chi \text{ by a simple cutoff function in } x_1. \]

Lastly, we consider a dyadic partition of unity, and \( \lambda \) will denote dyadic numbers. Take a function \( \zeta : \mathbb{R} \to [0, 1] \) such that

\[ \sum_{j \in \mathbb{Z}} \zeta_j(x_1) = \sum_{j \in \mathbb{Z}} \zeta \left( \frac{x_1}{2^j} \right) = \sum_{\lambda} \zeta \left( \frac{x_1}{\lambda} \right) = 1, \forall x_1 \in \mathbb{R}, \] (46)

\[ \text{Supp } \zeta_\lambda \subseteq \left[ \frac{1}{4} \cdot 2^j, 4 \cdot 2^j \right] = \left[ \frac{1}{4} \cdot \lambda, 4 \cdot \lambda \right], \] (47)

\[ \forall x, \zeta_j(x) \in [0, 1]. \] (48)

Now, we define

\[ h_{\lambda, \varepsilon}(x_1, x_2) = \zeta_\lambda(x_1) h_\varepsilon(x_1, x_2), \] (49)

and we have

\[ h_\varepsilon = \sum_{\lambda} h_{\lambda, \varepsilon} = \sum_{\lambda \leq 2^{10}} h_{\lambda, \varepsilon}. \] (50)

In virtue of lemma [3.3] we only have to study the homogeneous modified Sobolev norm, as our function is compactly supported.

Now, we will find an estimate for \( ||h_{\varepsilon, \lambda}||_{H^{7/4}(\ln H)^{-\beta}}. \)

First, we compute \( F(h_{\varepsilon, \lambda}(\cdot, \cdot))(\xi_1, \xi_2). \)

\[ F(h_{\varepsilon, \lambda}(\cdot, \cdot))(\xi_1, \xi_2) = \int_{x_1} \int_{x_2} e^{-2i\pi x_1 \xi_1} e^{-2i\pi x_2 \xi_2} \psi(x_1) \zeta_\lambda(x_1) \chi_\varepsilon(x_1) \psi \left( \frac{|\ln(x_1)|^\delta}{\sqrt{x_1}} \right) \frac{|\ln(x_1)|^\delta}{\sqrt{x_1}} x_2 \right) \]

\[ = \int_{x_1} e^{-2i\pi x_1 \xi_1} \psi(x_1) \zeta_\lambda(x_1) \chi_\varepsilon(x_1) \int_{x_2} e^{-2i\pi x_2 \xi_2} \psi \left( \frac{|\ln(x_1)|^\delta}{\sqrt{x_1}} \right) \frac{|\ln(x_1)|^\delta}{\sqrt{x_1}} x_2 \right) \]

\[ = \int_{x_1} e^{-2i\pi x_1 \xi_1} \psi(x_1) \zeta_\lambda(x_1) \chi_\varepsilon(x_1) \left[ \frac{\sqrt{x_1}}{|\ln(x_1)|^\delta} \cdot F(\psi) \left( \frac{\sqrt{x_1}}{|\ln(x_1)|^\delta} \xi_2 \right) \right] \]

\[ = \int_{x_1 = \frac{1}{4}} e^{-2i\pi x_1 \xi_1} \psi(x_1) \zeta_\lambda(x_1) \chi_\varepsilon(x_1) \left[ \frac{\sqrt{x_1}}{|\ln(x_1)|^\delta} \cdot F(\psi) \left( \frac{\sqrt{x_1}}{|\ln(x_1)|^\delta} \xi_2 \right) \right]. \] (51)

Because \( \frac{1-C}{e^{\varepsilon\xi_1}} \to C \rightarrow 0^+ \), we can chose \( C_0 > 0 \) such that \( \frac{1-C_0}{e^{\varepsilon\xi_1}} \geq \frac{\alpha}{|\ln y|^\alpha}. \)

Now, we have for \( \varepsilon/2 \leq y \leq 1/2 \), and \( \alpha \leq 1 \)

\[ |\ln(y)|^\alpha - \alpha |\ln(y)|^{\alpha-1} \geq C_0 |\ln(y)|^\alpha. \] (52)

Hence, we have for \( x_1 \in [\lambda/4, 4\lambda], \)
\[ |\chi_\varepsilon(x_1)| = \left| \int_{s=-\varepsilon/2}^{\varepsilon/2} \psi_\varepsilon(s) \ln(s) \right| \]
\[ \leq \frac{1}{C_0} \left| \int_{s=-\varepsilon/2}^{\varepsilon/2} |\ln(s)|^\alpha - \alpha |\ln(s)|^{\alpha-1} \right| \leq C\lambda |\ln(\lambda)|^\alpha. \quad (53) \]

Now, we look at
\[ ||h_{\lambda,\varepsilon}||^2_{H^{7/4}(\ln H)^{-\beta}} = \int_{\xi_1, \xi_2} \left( \frac{|\xi|^{7/4}}{1 + |\ln(|\xi|)|^\beta} \cdot F(h_{\lambda,\varepsilon})(\xi_1, \xi_2) \right)^2. \quad (54) \]

We will use the fact that \( F(\phi) \left( \frac{|\xi|^{7/4}}{1 + |\ln(|\xi|)|^\beta} \right) \) is rapidly decreasing when \( \xi_2 \gg \frac{|\ln(\lambda)|^\beta}{\sqrt{\lambda}} \) and that \( F(\xi_2)(\xi_1) = F(\xi_1)(\xi_2) \) is rapidly decreasing when \( \xi_1 \gg \frac{1}{\lambda} \) to essentially reduce the integration domain to \([0, \frac{1}{\lambda}] \times [0, \frac{|\ln(\lambda)|^\beta}{\sqrt{\lambda}}]\).

First, we compute the following integral
\[ \int_{\xi_1 \leq \lambda^{-1}} \int_{\xi_2 \leq \frac{|\ln(\lambda)|^\beta}{\sqrt{\lambda}}} \left( \frac{|\xi|^{7/4}}{1 + |\ln(|\xi|)|^\beta} \cdot F(h_{\lambda,\varepsilon})(\xi_1, \xi_2) \right)^2. \quad (55) \]

We have that
\[ |F(h_{\lambda,\varepsilon})(\xi_1, \xi_2)| \leq C \left| \int_{\lambda/4}^{4\lambda} \lambda |\ln(\lambda)|^\alpha \frac{\sqrt{\lambda}}{|\ln(x_1)|^\beta} \right| \leq C\lambda^{5/2} |\ln(\lambda)|^{\alpha-\beta}. \quad (56) \]

And so, we get
\[ \left| \int_{\xi_1 \leq \lambda^{-1}} \int_{\xi_2 \leq \frac{|\ln(\lambda)|^\beta}{\sqrt{\lambda}}} \left( \frac{|\xi|^{7/4}}{1 + |\ln(|\xi|)|^\beta} \cdot F(h_{\lambda,\varepsilon})(\xi_1, \xi_2) \right)^2 \right| \]
\[ \leq C\lambda^{-1} |\ln(\lambda)|^\beta \lambda^{-7/2} |\ln(\lambda)|^{2\alpha-2\beta} = C|\ln(\lambda)|^{2\alpha-2\beta-\beta}. \quad (57) \]

Now, we will make a precise argument to justify that integrating over the whole space \( \mathbb{R}^2 \) does not give a bigger term in \( \lambda \).

First, we look at
\[ \int_{\xi_2 \leq \frac{|\ln(\lambda)|^\beta}{\sqrt{\lambda}}} \int_{\xi_1 \geq \lambda^{-1}} \left( \frac{|\xi|^{7/4}}{1 + |\ln(|\xi|)|^\beta} \cdot F(h_{\lambda,\varepsilon})(\xi_1, \xi_2) \right)^2. \quad (58) \]

We can write
\begin{align*}
\int_{\lambda/4}^{4\lambda} e^{2\pi \xi_i x_1} \chi_{e}(x_1) \zeta_{\lambda}(x_1) \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right)
&= C \frac{1}{\xi_1} \int_{\lambda/4}^{4\lambda} e^{2\pi \xi_i x_1} \left[ \chi'_{e}(x_1) \zeta_{\lambda}(x_1) \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \\
&\quad + \chi_{e}(x_1) \chi'_{\lambda}(x_1) \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \\
&\quad + \chi_{e}(x_1) \chi_{\lambda}(x_1) \frac{1}{2\sqrt{x_1} \ln(x_1)^{\delta}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \\
&\quad + \chi_{e}(x_1) \chi_{\lambda}(x_1) \frac{1}{2\sqrt{x_1} \ln(x_1)^{\delta+1}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \right]. \quad (59)
\end{align*}

Now, the \( \frac{1}{\xi_1} \) we gain is going to be smaller than \( \lambda \) on our considered set. So now, we show that we lose at most \( \lambda \) when differentiating the involved functions. When we will integrate \( \frac{1}{\xi_1} \) over the set \( \xi_1 \geq 1/\lambda \), we will multiply by \( \frac{\lambda}{\delta} \) which is not worse than the \( \frac{1}{\lambda} \) we had in the first estimate because of the size of the set.

First,
\begin{equation}
\chi'_{e}(x_1) \leq C \ln(\lambda)^{\alpha}, \quad (60)
\end{equation}
\begin{equation}
\zeta'_{\lambda}(x_1) = \frac{\partial}{\partial x_i} \left( \zeta \left( \frac{x_1}{\lambda} \right) \right) (x_1) = \frac{1}{\lambda} \chi'_{e} \left( \frac{x_1}{\lambda} \right) \leq \frac{C}{\lambda}, \quad (61)
\end{equation}
So, we have
\begin{align*}
\left| \chi'_{e}(x_1) \zeta_{\lambda}(x_1) \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \right| &\leq C \ln(\lambda)^{\alpha-\delta} \sqrt{\lambda}, \quad (62)
\left| \chi_{e}(x_1) \chi'_{\lambda}(x_1) \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \right| &\leq C \ln(\lambda)^{\alpha-\delta} \sqrt{\lambda}, \quad (63)
\left| \chi_{e}(x_1) \chi_{\lambda}(x_1) \frac{1}{2\sqrt{x_1} \ln(x_1)^{\delta}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \right| &\leq C \ln(\lambda)^{\alpha-\delta} \sqrt{\lambda}, \quad (64)
\left| \chi_{e}(x_1) \chi_{\lambda}(x_1) \frac{\delta}{\sqrt{x_1} \ln(x_1)^{\delta+1}} F(\phi) \left( \frac{\sqrt{x_1}}{\ln(x_1)^{\delta}} \right) \right| &\leq C \ln(\lambda)^{\alpha-\delta} \sqrt{\lambda}, \quad (65)
\end{align*}
\begin{align*}
\left| \chi_{e}(x_1) \chi_{\lambda}(x_1) \frac{1}{2\sqrt{x_1} \ln(x_1)^{\delta}} \right| &\leq C \ln(\lambda)^{\alpha-\delta} \sqrt{\lambda}. \quad (66)
\end{align*}
By induction and Leibniz differentiation formula, we quickly obtain that
\[
\frac{z^k_{\xi}}{e_{x_1}} \left( \chi_{\varepsilon}(x_1) \zeta_\lambda(x_1) \left| \frac{\sqrt{v_1}}{\ln(x_1)\alpha^\beta} \right|^2 F(\phi) \left( \left| \frac{\sqrt{v_1}}{\ln(x_1)|^{\alpha^\beta}} \right| \right) \right) \leq C_k |\ln(\lambda)|^{\alpha-\delta} \lambda^{2-k}.
\]

Hence, we have

\[
\left( \int_{\lambda/4}^{4\lambda} e^{2i\xi_1 x_1} \chi_{\varepsilon}(x_1) \zeta_\lambda(x_1) \left| \frac{\sqrt{v_1}}{\ln(x_1)\alpha^\beta} \right|^2 F(\phi) \left( \left| \frac{\sqrt{v_1}}{\ln(x_1)|^{\alpha^\beta}} \right| \right) \right) \leq \frac{C_5}{\xi^4} |\ln(\lambda)|^{\alpha-\delta} \lambda^{-7/2} \cdot \lambda
\]

Now, we obtain that

\[
\int_{\xi_1 \geq \lambda^{-1}} \left( \frac{|\xi|^{7/4}}{(1 + |\ln(|\xi|)|)^{\alpha^\beta}} \cdot F(h_{\lambda, \varepsilon})(\xi_1, \xi_2) \right)^2
\]

\[
\leq \int_{\xi_1 \geq \lambda^{-1}} \frac{C_5}{\xi^{10}} |\ln(\lambda)|^{2\alpha - 2\delta} \lambda^{-7} \frac{|\xi|^{7/2}}{|\ln(|\xi|)|^{2\beta} \lambda^2} \leq \frac{C}{\lambda^{11/2}} |\ln(\lambda)|^{2\alpha - 2\beta - 2\delta} = C \lambda^{1/2} |\ln(\lambda)|^{2\alpha - 2\beta - 2\delta}.
\]

Lastly, we hence obtain

\[
\int_{\xi_2 = 0}^{11/4} \int_{\xi_1 \lambda/4}^{4\lambda} e^{2i\xi_1 x_1} \chi_{\varepsilon}(x_1) \zeta_\lambda(x_1) \left| \frac{\sqrt{v_1}}{\ln(x_1)\alpha^\beta} \right|^2 F(\phi) \left( \left| \frac{\sqrt{v_1}}{\ln(x_1)|^{\alpha^\beta}} \right| \right) \leq C |\ln(\lambda)|^{2\alpha - 2\beta - \delta}.
\]

The computations for \(\xi_2 \geq 2 \frac{|\ln(\lambda)|^{\beta}}{\sqrt{\lambda}}\) are made using similar techniques, and lead to the same result.

Now, we have that

\[
\left| \frac{|\xi|^{7/4}}{(1 + |\ln(|\xi|)|)^{\alpha^\beta}} F(\zeta_\lambda \cdot v_0)(\xi, \xi_2) \right|_{L^2(\xi_1, \xi_2)} \leq C |\ln(\lambda)|^{2\alpha - 2\beta - \delta}.
\]

Taking the sum over the dyadic numbers \(\lambda = 2^{-k}\), with \(2\alpha - 2\beta - \delta < -1\), we obtain that \(g_\varepsilon \in H^{7/4}(\ln H)^{-\delta}\). Also, because the constant \(C\) does not depend on \(\varepsilon\), we obtain that the Sobolev norms of \(g_\varepsilon\), for \(\varepsilon \in (0, -1]\), are uniformly bounded.

\[\square\]

5 Lower bound on the width of the domain near the singularity

Lastly, we will use the following result that gives an estimation of \(a_t(\phi(t, y))\) for small values of \(y\). Here we only need the fact that the width obtained at the singularity is strictly bigger than zero.
Using this result, we will be able to use a cutoff near the singularity in the next chapter.

For this lemma, we consider the initial condition defined by (27) and with a cutoff as defined in theorem (14). We consider \( \varepsilon \) to be the first value such that there exists \( \nu \) such that \( \phi_{\nu}(t, \nu \varepsilon) = 0 \). The fact that \( \varepsilon \) and \( \nu \varepsilon \) exist and \( \varepsilon = O\left(\frac{1}{\ln(\varepsilon)^{3}}\right) \) will be shown in chapter 8.

**Proposition 5.1.** Let \( \nu \in \mathbb{R} \setminus \{0\} \), and consider an interval of \( t \) of the form \( J_\varepsilon = [0, C\frac{1}{\ln(\varepsilon)^{3}}] \). Then there exists a positive constant \( \gamma \) such that

\[
a_0(\phi(0, y)) \sim y = 2\sqrt{2} \frac{\sqrt{v}}{\ln(|y|)}^3,
\]

and for \( t \in J_\varepsilon \),

\[
B((t, \phi(t, \nu \varepsilon), 0), r) = \{(t, x_1, x_2) \in \mathbb{R}^3 | \sqrt{\phi(t, \nu \varepsilon) - x_1}^2 + x_2^2 \leq r\} \subset \Omega_1,
\]

provided that the condition

\[
\alpha > 2\delta
\]

is satisfied.

**Proof.** (of (72)) (trivial) Because \( \phi(0, y) = y \),

\[
a_0(\phi(0, y)) = a_0(y) = \int_{|x_2| \leq \sqrt{2} \frac{\sqrt{v}}{\ln(|y|)^3}} dx_2 = 2\sqrt{2} \frac{\sqrt{v}}{\ln(|y|)^3}
\]

Let us now prove (73). We assume that \( |v| < 1/100 \), and that \( t \leq C\frac{1}{\ln(\varepsilon)^{3}} \). (This will be achieved whenever \( \varepsilon \) is small enough, which means we will only consider times \( t \leq C\frac{1}{\ln(\varepsilon)^{3}} \) very small, see part 3 for further details.)

We will distinguish three cases, first, we consider curves whose starting point has an abscissa strictly bigger than \( x_0 = \frac{\pi}{2} \).

It follows from definition (16) that \( (t', x') \in \Omega \) if and only if \( (t', x_1') \in \Omega^1 \) and all Lipschitz continuous curves from \( (t', x') \) that satisfy (17) intersect the hyperplane \( t = 0 \) in the set \( \{x||x_2| \leq \frac{\sqrt{2} \sqrt{v}}{\ln(|y|)^3}\} \).

Now, let \( (t(s), x_1(s), x_2(s)) \) be a Lipschitz continuous curve parameterized so that \( t(s) + x_1(s) = s \). Note \( q(s) = x_1(s) - t(s) \). Note that (17) is equivalent to (using the fact that \( \frac{dt(s)}{ds} + \frac{dx_2(s)}{ds} = 1 \),

\[
R(s) \leq v(t(s), x_1(s)) - \frac{dq(s)}{ds},
\]

where \( R(s) = \left(\frac{dx_2(s)}{ds}\right)^2 \).

Now, using this set of new variables \( s = x_1 + t, q = x_1 - t \) and \( U(s, q) = u((s - q)/2, (s + q)/2) \), (24) becomes

\[
\begin{cases}
(\partial_s + V(s, q)\partial_q)\partial_q U(s, q) = 0, & V(s, q) = 2\partial_q U(s, q), \\
U(y, y) = 0, & U_q(y, y) = \frac{1}{2}\chi(y)
\end{cases}
\]
The characteristics are given by $s = \text{constant}$ and $q = h(s, y)$ with
\[
\frac{d}{ds} h(s, y) = V(s, h(s, y)), \quad h(y, y) = y. \tag{78}
\]

Thus, $s \mapsto V(s, h(s, y))$ is constant on the curve and is equal to $\chi(y)$. These are the key ingredients to make this proof. The rest of the proof for this case is similar to the one that is done in [Lin98]. The reason why we need the hypothesis on ingredients to make this proof. The rest of the proof for this case is similar to the one that show that we are in the situation depicted in figure 1.

Now, we study the case where the starting abscissa is smaller than $x_0 = \varepsilon/4$.

We will consider the curve $C = \{(x_1, x_2) \in |\ln(x_2)|^2, x_0 \leq x_1 < t/2\}$. The distance between the curve $C$ and the point $(\phi(t_\varepsilon, \nu_\varepsilon), 0) = (t, 0)$ is given by
\[
f(y) = \sqrt{(\phi(t_\varepsilon, \nu_\varepsilon) - y)^2 + \frac{2y}{|\ln(y)|^2}}. \tag{79}
\]

Now, because for any $t < t_\varepsilon$, for any $y$, $\hat{c}_y \phi(t, y) \neq 0$, and $\hat{c}_y \phi(t, 0) > 0$, we obtain that for any $t < t_\varepsilon$, for any $y$, $\hat{c}_y \phi(t, y) > 0$. Hence, we obtain the following inequality (because $\nu_\varepsilon \geq \varepsilon/2$)
\[
\phi(t, \nu_\varepsilon) \geq \phi(t, \varepsilon/2) = \frac{\varepsilon}{2} + t \left(1 + \frac{1 + \chi_\varepsilon(\varepsilon/2)}{1 - \chi_\varepsilon(\varepsilon/2)}\right) = \frac{\varepsilon}{2} + t, \tag{80}
\]
and so we get $\phi(t_\varepsilon, \nu_\varepsilon) \geq \frac{\varepsilon}{2} + t_\varepsilon$. Now, because $y \leq \varepsilon/4$, we obtain that
\[
f(y) \geq |\phi(t_\varepsilon, \nu_\varepsilon) - y| \geq \frac{\varepsilon}{4} + t. \tag{81}
\]

Let us rewrite the condition (1.5). The metric $(g^{i,j})$ is given by (13), which means that the inverse is given by
\[
(g_{i,j}) = \begin{bmatrix}
1 + v & v & 0 \\
v & -1 + v & 0 \\
0 & 0 & -1
\end{bmatrix}. \tag{82}
\]

Now, (15) becomes
\[
(1 + v) \cdot 1 + 2v \left(\frac{\hat{c}x_1}{\hat{c}t} + (-1 + v) \left(\frac{\hat{c}x_1}{\hat{c}t} \right)^2 - \left(\frac{\hat{c}x_2}{\hat{c}t} \right)^2\right) \geq 0, \tag{83}
\]
or after a few steps,
\[
(1 - v)^2 \left(\frac{\hat{c}x_1}{\hat{c}t} - \frac{v}{1 - v}\right)^2 + (1 - v) \left(\frac{\hat{c}x_2}{\hat{c}t} \right)^2 \leq 1. \tag{84}
\]

Call $E$ the ellipse given by (84), and $C$ the circle of center (0, 0) and radius 1. We will show that we are in the situation depicted in figure 11.

Let us prove that $E$ is in fact included in $C$. Let us compute $E \cap C$,
\[
\begin{align*}
(1 - v)^2 \left(x - \frac{v}{1 - v}\right)^2 + (1 - v) (y)^2 = 1 \\
x^2 + y^2 = 1
\end{align*} \tag{85}
\]
Assuming by symmetry \( y \geq 0 \), we obtain \((1 - v)^2(x - \frac{v}{1 - v})^2 + (1 - v)(1 - x^2) = 1\). Now, the discriminant of this equation in \( x \) is
\[
\Delta = \frac{4v^2}{(1 - v)^2} - 4 \frac{v}{1 - v} \frac{v}{1 - v} = 0,
\]
and the only solution we find is \( \left( \frac{v}{1 - v}, 0 \right) = (-1, 0) \). This means that the ellipse \( E \) is included in the circle \( C \). This means that a curve satisfying (1.5), satisfies
\[
\left( \frac{\hat{\partial} x_1}{\partial t} \right)^2 + \left( \frac{\hat{\partial} x_2}{\partial t} \right)^2 \leq 1
\]
and hence, any curve satisfying (1.5) also satisfies
\[
\| (x_1(t), x_2(t)) - (x_1(0), x_2(0)) \|_2 \leq t.
\]

Because \( d((x_1(t), x_2(t)), C) \geq t + \frac{\zeta}{2} \), there exists a positive number \( \delta_2 \) such that a ball of radius \( \delta_2 \) and centered in \((\phi(t, \nu_\varepsilon), 0)\) cannot be reached.

**Reducing the domain to** \( x_1 \leq \frac{1}{|\ln(\varepsilon)|^{\beta/2}} \).

In this chapter, we additionally multiply our initial condition by a cutoff in \( x_1 \). The goal is to cut the function away after the point around which the phenomenon occurs, but to still have a domain that becomes as small as we want when \( \varepsilon \to 0 \). We will need the function to still be in \( H^{7/4}((\ln H)^{-\beta}) \), and we also need that the point \((\nu_\varepsilon, 0)\) is in the interior of the domain of dependence at the time \( t = t_\varepsilon \).

For the second part of the requirements, a rough estimate is to notice that the speed of the information in our problem is at most 1, and \( t_\varepsilon \) satisfies \( t_\varepsilon \leq \frac{1}{|\ln(\varepsilon)|^{\beta}} \). This means that if the cutoff modifies the function only for \( x_1 \geq \frac{1}{|\ln(\varepsilon)|^{\beta/2}} \), thanks to (88), we obtain our desired result for \( \varepsilon \) small enough.

Hence, we consider a cutoff of the form (with the previous notations) \( \zeta_\varepsilon(x_1) = t \left( x_1 - |\ln(\varepsilon)|^{\beta/2} \right) \). We do not give more details here because there is no difficulty on this side in \( x \).
6 Blow-up of the solution to the regularized problem in $H^{11/4-\lambda}(\mathbb{R}^2)$.

In this chapter, we consider a regularized version of the initial condition, so the equation is well-posed and the method we use to compute its expression is sound. We then construct a counterexample using the statements we have made.

7 Strategy

In this chapter, we will consider the initial condition $g_\varepsilon$ whose existence and definition are provided in theorem 4.1 (it was denoted by $h_\varepsilon$ in the proof of the theorem).

$$g_\varepsilon(x_1, x_2) = \chi_\varepsilon(x_1) \cdot \psi \left( \frac{\ln(x_1)^a x_2}{\sqrt{x_1}} \right) \cdot \psi(x_1),$$

where

$$\chi_\varepsilon(x) = -\int_0^x \psi_\varepsilon(s) |\ln(s)|^\alpha ds,$$

First, we recall that the initial condition is in $\dot{H}^{7/4}(\ln H)^{-2}$, with a norm that can be bounded uniformly with respect to $\varepsilon$. Also, we define

$$\kappa(x_1, x_2) = \psi \left( \frac{\ln(x_1)^a x_2}{\sqrt{x_1}} \right) \cdot \psi(x_1).$$

The Cauchy problem

$$\begin{cases}
\Box u = (Du)D^2 u, \\
(u, \partial_t u)|_{t=0} = (0, -g_\varepsilon),
\end{cases}$$

is now well-posed on some interval of the form $[0, t^*_\varepsilon]$. Then, we define some time $t_\varepsilon$ for which we start to observe the concentration of the characteristics described in the first chapter, for some point $\nu_\varepsilon$. By this, we mean that $\varphi_{\varepsilon, y}(t_\varepsilon, \nu_\varepsilon) = 0$. The Sobolev norm of the solution will be proven to be unbounded as $t \to t_\varepsilon$; besides the time $t_\varepsilon$ is going to 0 as $\varepsilon \to 0$. Next, using a scaling argument, we put together a sequence of these solutions for which the lifespan is going to 0, and such that total initial Sobolev norm is still finite. For any time $t > 0$, $t$ will be beyond the lifespan of one of those solutions, thus leading to an infinite Sobolev norm.

8 Blow up when $t \to t_\varepsilon$ and control of $t_\varepsilon$ with respect to $\varepsilon$.

Let $u_\varepsilon$ be the solution for $t < t_\varepsilon$ of the Cauchy problem:

$$\begin{cases}
\Box u_\varepsilon = v_\varepsilon Du_\varepsilon, \\
(u, \partial_t u)|_{t=0} = (0, -g_\varepsilon),
\end{cases}$$

with $v_\varepsilon = Du_\varepsilon$. We will prove the following theorem:
Theorem 8.1. Let \( u_\varepsilon \) be a solution of (93), and \( \delta_\varepsilon > 0 \) (conditions on \( \delta_\varepsilon \) will be specified later).

Let \( \psi_\varepsilon^1 : \mathbb{R} \to \mathbb{R} \) be a \( C^\infty \) function satisfying
\[
\begin{cases}
\psi_\varepsilon^1(x) = 1 & \text{for } \phi(t_\varepsilon, \nu_\varepsilon) - \delta_\varepsilon < x < \phi(t_\varepsilon, \nu_\varepsilon) + \delta_\varepsilon \\
\psi_\varepsilon^1(x) = 0 & \text{for } \phi(t_\varepsilon, \nu_\varepsilon) + 2\delta_\varepsilon < x \text{ or } x < \phi(t_\varepsilon, \nu_\varepsilon) - 2\delta_\varepsilon \\
0 < \psi_\varepsilon^1(x) < 1 & \text{elsewhere},
\end{cases}
\]
and \( \psi_\varepsilon^2 : \mathbb{R} \to \mathbb{R} \) be a \( C^\infty \) function satisfying
\[
\begin{cases}
\psi_\varepsilon^2(x) = 1 & \text{for } -\delta_\varepsilon < x < \delta_\varepsilon \\
\psi_\varepsilon^2(x) = 0 & \text{for } 2\delta_\varepsilon < x \text{ or } x < -2\delta_\varepsilon \\
0 < \psi_\varepsilon^2(x) < 1 & \text{elsewhere},
\end{cases}
\]
so that \( h_\varepsilon : (t, x_1, x_2) \mapsto v_\varepsilon(t, x_1, x_2)\psi_\varepsilon^1(x_1)\psi_\varepsilon^2(x_2) \) is localized in a square of width \( 4\delta_\varepsilon \), cut in half by \( x_1 = \phi_\varepsilon(t_\varepsilon, \nu_\varepsilon) \), and such that \( h_\varepsilon = v_\varepsilon \) in a square of width \( 2\delta_\varepsilon \), cut in half by \( x_1 = \nu_\varepsilon \).

We have, for any \( \lambda > 0 \) small enough,
\[
||h_\varepsilon(t)||_{H_{\varepsilon_1}^{1,\lambda}} \to \infty \text{ as } t \to t_\varepsilon.
\]

Preliminary work

Now, the computations made in the first part are still valid in \( \Omega \), the domain of dependence such that \( \Omega \cap \{ t = 0 \} = \{(x_1, x_2) | \chi_{\varepsilon_2} = \chi \} \). We also only consider the domain in time before the blow-up. Or, with \( \phi_\varepsilon \) computed as previously,
\[
\Omega = \{(x_1, x_2, t) | \phi_\varepsilon(t, \varepsilon) \leq x_1 \leq \phi(t, 3), |x_2| \leq a_t(x_1), t < t_\varepsilon \}.
\]

On this domain, we have that
\[
v(t, \phi_\varepsilon(y)) = \chi_\varepsilon(y),
\]
where
\[
\phi_\varepsilon(t, y) = y + t \frac{1 + \chi_\varepsilon(y)}{1 - \chi_\varepsilon(y)}.
\]

In the following, we show that \( ||v_\varepsilon(t)||_{H_{\varepsilon_1}^{1,\lambda}} \to \infty \text{ as } t \to t_\varepsilon. \)

Differentiating (99) with respect to \( y \) and \( t \) we compute the derivatives that we will need,
\[
\begin{align*}
\phi_{\varepsilon, y}(t, y) &= 1 + 2t \frac{\chi_\varepsilon'(y)}{(1 - \chi_\varepsilon(y))^2}, & \phi_{\varepsilon, yy} &= 2t \frac{\chi_\varepsilon''(y)(1 - \chi_\varepsilon(y)) + 2\chi_\varepsilon'(y)^2}{(1 - \chi_\varepsilon(y))^3}, \\
\phi_{\varepsilon, ty}(t, y) &= 2t \frac{\chi_\varepsilon'(y)}{(1 - \chi_\varepsilon(y))^2}, & \phi_{\varepsilon, tyy}(t, y) &= 2t \frac{\chi_\varepsilon''(y)(1 - \chi_\varepsilon(y)) + 2\chi_\varepsilon'(y)^2}{(1 - \chi_\varepsilon(y))^3}.
\end{align*}
\]

Now \( y \to \frac{\chi_\varepsilon'(y)}{(1 - \chi_\varepsilon(y))^2} \) is a continuous function on a compact set, it reaches its maximum \( M_\varepsilon \) at \( y = \nu_\varepsilon \). Call \( t_\varepsilon = \frac{3}{M_\varepsilon} \), we have the following properties
\[ \phi_{\varepsilon,y}(t, y) \neq 0 \text{ for } t < t_\varepsilon, \quad \phi_{\varepsilon,y}(t_\varepsilon, \nu_\varepsilon) = 0, \quad t_\varepsilon \leq \frac{C}{|\ln(\varepsilon)|^\alpha}. \]  

(101)

We have that for \( y > \varepsilon, \phi_{\varepsilon,y} > 0 \) which means that \( \nu_\varepsilon < \varepsilon \). Note that \( \phi_{\varepsilon}(t, \cdot) \) is an injection. We choose \( \nu_\varepsilon \) such that \( \nu_\varepsilon \) is unique and such that \( \phi_{\varepsilon,yy}(t, \nu_\varepsilon) \neq 0 \). Note that we hence have at \( t = t_\varepsilon \) the following properties for \( y \) close enough to \( \nu_\varepsilon \) (we can choose the \( \delta_\varepsilon \) such that this is satisfied since it only depends on \( \varepsilon \) and not on \( t \)).

\[ \begin{align*}
\phi_{\varepsilon,yy}(t, \nu_\varepsilon) &= 0, \\
3C_{1,\varepsilon}, C_{2,\varepsilon} &> 0, \quad C_{1,\varepsilon}(y - \nu_\varepsilon) \leq \phi_{\varepsilon,yy}(t, y) \leq C_{2,\varepsilon}(y - \nu_\varepsilon), \\
3C_{1,\varepsilon}, C_{2,\varepsilon} &> 0, \quad C_{1,\varepsilon}(y - \nu_\varepsilon)^2 \leq \phi_{\varepsilon,y}(t, y) \leq C_{2,\varepsilon}(y - \nu_\varepsilon)^2.
\end{align*} \]  

(102)

**Remark 8.2.** The fact that \( \phi_{\varepsilon,yy} \) is not of constant sign really is an issue for the estimation of the Sobolev norm, but we will explain later how we address this issue. \( \phi_{\varepsilon,y} \) however, is of constant sign.

Also, we recall

\[ \exists M_\varepsilon < 0, \quad 0 > \lambda_\varepsilon(y) > M_\varepsilon, \quad 0 > \lambda_\varepsilon'(y) > M_\varepsilon, \quad |\lambda_\varepsilon''(y)| \leq |M_\varepsilon| \]  

(103)

Now, using Taylor expansions and the expressions given by (102) and (103), we write the following inequalities

\[ C_{1,\varepsilon}(\nu_\varepsilon - y)^2 + C_{1,\varepsilon}\phi_{\varepsilon,ty}(t_\varepsilon, \nu_\varepsilon)(t - t_\varepsilon) \leq \phi_{\varepsilon,y}(t, y) \leq C_{2,\varepsilon}(\nu_\varepsilon - y)^2 + C_{2,\varepsilon}\phi_{\varepsilon,ty}(t_\varepsilon, \nu_\varepsilon)(t - t_\varepsilon), \quad (i) \]

\[ C_{1,\varepsilon}(\nu_\varepsilon - y) \leq \phi_{\varepsilon,yy}(t, y) \leq C_{2,\varepsilon}(\nu_\varepsilon - y), \quad (ii) \]  

(104)

where (ii) comes from the fact that \( \phi_{\varepsilon,yy}(t, y) = \frac{1}{\nu_\varepsilon}\phi_{\varepsilon,yy}(t_\varepsilon, \nu_\varepsilon) \). Now, using (102) and (104), because \( \phi_{\varepsilon,ty} < 0 \) and \( (t - t_\varepsilon) < 0 \), both components have the same sign, and we can write

\[ C_{1,\varepsilon}|\nu_\varepsilon - y|^2 + C_{1,\varepsilon}(t_\varepsilon - t) \leq |\phi_{\varepsilon,y}(t, y)| \leq C_{2,\varepsilon}|\nu_\varepsilon - y|^2 + C_{2,\varepsilon}(t_\varepsilon - t), \]  

(105)

and \( \phi_{\varepsilon,y} < 0 \) everywhere for \( t < t_\varepsilon \).

Informally, we recall that our goal is to obtain lower and upper bounds for the integral (we omitted the independent variable)

\[ \int_{x_1} \int_{y_1} \frac{1}{(x_1 - y_1)^{1/2} - 2\alpha \sqrt{2} \sqrt{2} \sqrt{2} \varepsilon \sqrt{2} \varepsilon} \frac{\phi_{\varepsilon,y}^2(t, x_1)}{\varepsilon \varepsilon} \frac{\phi_{\varepsilon,y}^2(t, y)}{\varepsilon \varepsilon}. \]  

(106)

We obtain an estimation for the remaining terms.
\[ b_c(t, x_1, x_2) = \psi^1_c(x_1) \psi^2_c(x_2) v_c(t, x), \]
\[ \frac{\partial h_c}{\partial x_1}(t, x_1, x_2) = \psi^2_c(x_2) \left[ \psi^1_c'(x_1)v_c(t, x_1) + \psi^1_c(x_1)v_{x_1}(t, x_1) \right], \]
\[ \frac{\partial^2 h_c}{\partial x_1^2}(t, x_1, x_2) = \psi^2_c(x_2) \left[ \psi^1_c''(x_1)v_c(t, x_1) + 2\psi^1_c'(x_1)v_{x_1}(t, x_1) + \psi^1_c(x_1)v_{x_1x_1}(t, x_1) \right], \]
\[ \Rightarrow \exists C_{1,\varepsilon}, C_{2,\varepsilon} > 0, \quad C_{1,\varepsilon} \psi^2_c(x_2) v_{x_1x_1}(t, x_1) \leq \frac{\partial^2 h_c}{\partial x_1^2}(t, x_1, x_2) \leq C_{2,\varepsilon} \psi^2_c(x_2) v_{x_1x_1}(t, x_1) \quad (i) \]
\[ \Rightarrow \exists C_1, \varepsilon > 0, \quad \left| \frac{\partial^2 h_c}{\partial x_1^2}(t, x_1, x_2) \right| \leq C_1, \varepsilon \left| \psi^2_c(x_2) v_{x_1x_1}(t, x_1) \right|, \quad (ii) \]

(107)

where (i) is valid when \( x_1 \in [\phi_c(t, \varepsilon) - \delta_c, \phi_c(t, \varepsilon) + \delta_c] \) and (ii) is valid everywhere.

Now we are ready to start the proof of theorem 5.1. We will use the formula obtained in lemma 3.4 for the expression of the Sobolev norm.

**Proof.** First, with \( I_2 = \int_{x_2 = -2\delta_c}^{2\delta_c} (\psi^2_c(x_2))^2 \, dx_2 \), we define the following three integrals.

\[
I_c(t) = \int_{x_1 = \phi_0(t, \varepsilon) - 2\delta_c}^{2\delta_c} \int_{x_2 = -2\delta_c}^{2\delta_c} \left( \frac{\partial^2 (\psi^1_c \psi^2_c)}{\partial x_1^2} \right)(t, x_1, x_2) \, dx_2 \, dx_1
\]

\[
I_c(t) = \int_{x_1 = \phi_0(t, \varepsilon) - 2\delta_c}^{2\delta_c} \int_{x_2 = -2\delta_c}^{2\delta_c} \left( \frac{\partial^2 (\psi^1_c \psi^2_c)}{\partial x_1^2} \right)(t, x_1, x_2) \, dx_2 \, dx_1
\]

\[
+ I_c \int_{x_1 = \phi_0(t, \varepsilon) - 2\delta_c}^{2\delta_c} \int_{x_2 = -2\delta_c}^{2\delta_c} \left( \frac{\partial^2 v}{\partial x_1^2} \right)(t, x_1) \, dx_2 \, dx_1
\]

\[
+ I_c \int_{x_1 = \phi_0(t, \varepsilon) - 2\delta_c}^{2\delta_c} \int_{x_2 = -2\delta_c}^{2\delta_c} \left( \frac{\partial^2 v}{\partial x_1^2} \right)(t, x_1) \, dx_2 \, dx_1
\]

\[
= I_c(I^1_c(t) + I^2_c(t) + I^3_c(t))
\]

(108)
The strategy of this proof will be to find upper bounds for $|I^1_\varepsilon|$ and $|I^2_\varepsilon|$ (as $t \to t_\varepsilon$) while finding a lower bound for $I^2_\varepsilon$ (as $t \to t_\varepsilon$) going to $+\infty$ faster than the bounds on $|I^1_\varepsilon|$ and $|I^2_\varepsilon|$ are increasing, thus giving the convergence of $I_\varepsilon(t)$ to $+\infty$ as $t \to t_\varepsilon$.

Because of (107), we can study the integrals where $\frac{c^2(v_1^2(x,y))}{c_1^2}$ is replaced by $\frac{c^2(v_1)}{c_1^2}$. Also, we make the change of variable (not explicitly relabelled) $x_1 = \phi_\varepsilon(t,x_1)$ and $y = \phi_\varepsilon(t,y)$, which makes the term $\phi_{\varepsilon,y}$ appear twice.

Since
\[ v_\varepsilon(t, \phi_\varepsilon(t,y)) = \chi_\varepsilon(y), \] (109)
then,
\[ v_{\varepsilon,x}(t, \phi_\varepsilon(t,y)) = \frac{\chi'_\varepsilon(y)}{\phi_{\varepsilon,y}(t,y)} \] and
\[ v_{\varepsilon,xx}(t, \phi_\varepsilon(t,y)) = \frac{\chi''_\varepsilon(y)\phi_{\varepsilon,y}(t,y) - \chi'_\varepsilon(y)\phi_{\varepsilon,yy}(t,y)}{\phi_{\varepsilon,y}^2(t,y)} \] (110)

Now by continuity, choose $\delta_\varepsilon$ so that for $z \in \phi_\varepsilon(t_\varepsilon, \nu_\varepsilon) - 2\delta_\varepsilon, \phi_\varepsilon(t_\varepsilon, \nu_\varepsilon) + 2\delta_\varepsilon$, then $\phi^{-1}_{\varepsilon,t}(z) \in ]\varepsilon - \eta_\varepsilon, \varepsilon + \eta_\varepsilon[$, for a certain range of $t$ close enough to $t_\varepsilon$, of the form $]t_\varepsilon - \eta_\varepsilon, t_\varepsilon + \eta_\varepsilon[$. Hence, we can choose the $\delta_\varepsilon$ such that $\eta_\varepsilon$ is small enough, and all the results obtained in the preliminaries hold.

For clarity, call
\[ \zeta^1_\varepsilon(t) = \phi^{-1}_{\varepsilon,t}(\phi_\varepsilon(t_\varepsilon, \nu_\varepsilon) - 2\delta_\varepsilon)), \]
\[ \zeta^2_\varepsilon(t) = \phi^{-1}_{\varepsilon,t}(\phi_\varepsilon(t_\varepsilon, \nu_\varepsilon) - \delta_\varepsilon)), \]
\[ \zeta^3_\varepsilon(t) = \phi^{-1}_{\varepsilon,t}(\phi_\varepsilon(t_\varepsilon, \nu_\varepsilon) + \delta_\varepsilon)), \]
\[ \zeta^4_\varepsilon(t) = \phi^{-1}_{\varepsilon,t}(\phi_\varepsilon(t_\varepsilon, \nu_\varepsilon) + 2\delta_\varepsilon)), \] (111)
and note that for $t_\varepsilon^1$ close enough to $t_\varepsilon$,

$$\nu_\varepsilon - \eta_\varepsilon < \zeta_\varepsilon^1(t) < \zeta_\varepsilon^2(t) < \nu_\varepsilon < \zeta_\varepsilon^3(t) < \nu_\varepsilon + \eta_\varepsilon.$$  \hspace{1cm} (112)

Also by continuity, for $t$ close enough to $t_\varepsilon$, there exist two constants $\zeta_\varepsilon^{2+}$ and $\zeta_\varepsilon^{3-}$ such that

$$\nu_\varepsilon - \eta_\varepsilon < \zeta_\varepsilon^1(t) < \zeta_\varepsilon^2(t) < \zeta_\varepsilon^{2+} < \nu_\varepsilon < \zeta_\varepsilon^3(t) < \zeta_\varepsilon^4(t) < \nu_\varepsilon + \eta_\varepsilon.$$  \hspace{1cm} (113)

Let us now consider $I_\varepsilon^1$ (the case of $I_\varepsilon^2$ is similar).

$$|I_\varepsilon^1(t)| \leq C_\varepsilon \int_{x_1 = \zeta_\varepsilon^1(t)}^{\zeta_\varepsilon^2(t)} \int_{y = \zeta_\varepsilon^1(t)}^{\zeta_\varepsilon^2(t)} \frac{1}{|\phi_{x,y}(t,x_1)\phi_{x,y}(t,y)|^{1/2-2\lambda}} |v_{x,xx}(t,x_1)v_{x,xy}(t,y)|$$

$$\leq C_\varepsilon \int_{x_1 = \nu_\varepsilon - \eta_\varepsilon}^{\nu_\varepsilon + \eta_\varepsilon} |\phi_{x,y}(t,x_1)v_{x,xx}(t,x_1)| \int_{y = \nu_\varepsilon - \eta_\varepsilon}^{\nu_\varepsilon + \eta_\varepsilon} \frac{1}{|\phi_{x,y}(t,y)|^{1/2-2\lambda}} |v_{x,xy}(t,y)|$$  \hspace{1cm} (114)

We study the inner integral of (114) for $x_1 \in [\nu_\varepsilon - \eta_\varepsilon, \zeta_\varepsilon^{2+}]$. Now, both $|\phi_{x,y}(t,x_1)\phi_{x,y}(t,y)|^{1/2-2\lambda}$ and $v_{x,xy}(t,y)$ are unbounded in the second integral, but the regions where they are unbounded are uniformly disjoint in $t$ because of (113), so we split again the domain.

$$\int_{y = \nu_\varepsilon - \eta_\varepsilon}^{\nu_\varepsilon + \eta_\varepsilon} \frac{1}{|\phi_{x}(t,x_1) - \phi_{x}(t,y)|^{1/2-2\lambda}} v_{x,xx}(t,y) \lesssim (i) \quad C_\varepsilon \int_{y = \nu_\varepsilon - \eta_\varepsilon}^{\nu_\varepsilon + \eta_\varepsilon} \frac{1}{|\phi_{x}(t,x_1) - \phi_{x}(t,y)|^{1/2-2\lambda}}$$

$$+ C_\varepsilon \int_{y = \zeta_\varepsilon^{2+}}^{\nu_\varepsilon + \eta_\varepsilon} |\phi_{x,y}(t,y)v_{x,xx}(t,y)| + C_\varepsilon \int_{y = \zeta_\varepsilon^{2+}}^{\nu_\varepsilon + \eta_\varepsilon} \frac{1}{|\phi_{x}(t,x_1) - \phi_{x}(t,y)|^{1/2-2\lambda}} \lesssim C_\varepsilon ([i] + (ii) + (iii))$$  \hspace{1cm} (115)

In (i), we used (102), (103) and (110) and the fact that $|\nu_\varepsilon - y| \geq C_\varepsilon$ on the set $[\nu_\varepsilon - \eta_\varepsilon, \zeta_\varepsilon^{2+}]$.

Now we give an upperbound for (i) in (115). The case (iii) is trivial.

**Remark 8.3.** For $I_\varepsilon^1(t)$, the case of (i) is trivial, the (ii) works the same as (ii) for $I_\varepsilon^1(t)$, and (iii) works the same as (i) for $I_\varepsilon^1(t)$ that we do now.

Now, using the mean value theorem as well as (104), and $|c - \nu_\varepsilon| \geq |\zeta_\varepsilon^{2+} - \nu_\varepsilon|$, we obtain

$$(i) \leq C_\varepsilon \int_{y = \nu_\varepsilon - \eta_\varepsilon}^{\nu_\varepsilon + \eta_\varepsilon} \frac{1}{|x_1 - y|^{1/2-2\lambda}} |\phi_{x,y}(t,c)|^{1/2-2\lambda} \leq C_\varepsilon \int_{y = \nu_\varepsilon - \eta_\varepsilon}^{\nu_\varepsilon + \eta_\varepsilon} \frac{1}{|x_1 - y|^{1/2-2\lambda}} \lesssim C_\varepsilon.$$  \hspace{1cm} (116)

Now, we study (ii). Using the expression of $v_{x,xx}$ given by (110), and the results obtained in the preliminary work, it is not clear if the bigger term is $1/\phi_{x,y}(t,x_1)$ or $1/\phi_{x,y}(t,x_2)$. (The other factors being uniformly bounded for a fixed $\varepsilon$). Indeed, the root of $\phi_{x,y}$ is of order $2$ in $x$ instead of the root being of order $1$ in $x$ for $\phi_{x,y}$, but the inequalities also involve a term depending on $t$ in $\phi_{x,y}$. So we make the computations for both.
Using the expressions from (110) and (115) as well as the inequalities obtained in (103) and (104), we obtain

\[
(ii) \leq C_\varepsilon \int_{y = \zeta^2}^{\zeta^3} \frac{1}{\left| \varphi_{\varepsilon,y}(t, y) \right|^2} + C_\varepsilon \int_{y = \zeta^2}^{\zeta^3} \frac{\left| \phi_{\varepsilon,y}(t, y) \right|}{\left| \varphi_{\varepsilon,y}(t, y) \right|^3} \leq C_\varepsilon \int_{y = \zeta^2}^{\zeta^3} \frac{1}{\left| y - \nu_{\varepsilon} \right|} + C_\varepsilon \int_{y = \zeta^2}^{\zeta^3} \frac{\left| y - \nu_{\varepsilon} \right|}{\left| y - \nu_{\varepsilon} \right|^2 + (t_{\varepsilon} - t)^2},
\]

and hence,

\[
|(ii) + (iii)| \leq C_\varepsilon \frac{1}{(t_{\varepsilon} - t)}. \tag{118}
\]

Finally, we have the following upper bound for \( I_1^2(t) \), using \(|x_1 - \nu_{\varepsilon}| \geq C_\varepsilon \),

\[
|I_1^2(t)| \leq C_\varepsilon \left[ \frac{1}{(t_{\varepsilon} - t)} \int_{x_1 = \nu_{\varepsilon} - \eta}^{\zeta^2} \left| \frac{1}{\varphi_{\varepsilon,y}(t, x_1)} + \frac{\left| \phi_{\varepsilon,y}(t, x_1) \right|}{\left| \varphi_{\varepsilon,y}(t, x_1) \right|^2} \right| \right] \leq C_\varepsilon \frac{1}{(t_{\varepsilon} - t)}. \tag{119}
\]

By symmetry, we also have \( I_2^2(t) \leq C_\varepsilon \frac{1}{(t_{\varepsilon} - t)} \).

Now, we do the estimation for \( I_2^2(t) \).

This one is more complicated because we do not have an upper bound for \( \frac{\chi''(y)\phi_{\varepsilon,y}(t,x)}{(\phi_{\varepsilon,y}(t,x))^2} + \frac{\chi'(y)\phi_{\varepsilon,y}(t,y)}{(\phi_{\varepsilon,y}(t,y))^2} \). Indeed, the first term is of constant sign whereas the second term is changing sign when \( x \) is lower or bigger than \( \nu_{\varepsilon} \). Also, the second term is not smaller than the first one. The idea we will use is the following one. In case of an integer Sobolev norm, the term is squared and is of constant sign. In the case of this fractional Sobolev norm, the kernel is not a Dirac but concentrates at \( y = x_1 \) as \( \frac{1}{(\phi_{\varepsilon,y}(t,c))(x_1 - y)^{1/2}} \).

From (104), we have

\[
C_{1,\varepsilon}(\nu_{\varepsilon} - y) \leq \phi_{\varepsilon,y}(t, y) \leq C_{2,\varepsilon}(\nu_{\varepsilon} - y).
\]

We can write from (110)

\[
\int_{x_1 = \zeta^2}^{\zeta^3} \int_{y = \zeta^2}^{\zeta^3} \frac{1}{\left| \varphi_{\varepsilon,y}(t, x_1) - \phi_{\varepsilon}(t, y) \right|^{1/2} \left| \phi_{\varepsilon,y}(t, x_1) \phi_{\varepsilon,y}(t, y) \right| \left| \phi_{\varepsilon,y}(t, x_1)v_{xx}(t, x_1) \phi_{\varepsilon,y}(t, y)v_{xx}(t, y) \right|} = \int_{x_1 = \zeta^2}^{\zeta^3} \int_{y = \zeta^2}^{\zeta^3} \frac{1}{\left| \varphi_{\varepsilon,y}(t, x_1) - \phi_{\varepsilon}(t, y) \right|^{1/2} \left| \phi_{\varepsilon,y}(t, x_1) \phi_{\varepsilon,y}(t, y) \right|} \left[ \frac{\chi''(x_1)}{\phi_{\varepsilon,y}(t, x_1)} \chi'(y) \phi_{\varepsilon,y}(t, y) + \frac{\chi''(y)}{\phi_{\varepsilon,y}(t, x_1)} \chi'(x_1) \phi_{\varepsilon,y}(t, y) \right] = (i) + (ii) + (iii) + (iv) \tag{120}
\]

We will show that \((iv) \gg |(i)| + |(ii)| + |(iii)|\) as \( t \to t_{\varepsilon} \). Note that we do not study the integrals corresponding to \((x_1, y) \in [\zeta^2, \zeta^3] \times [\nu_{\varepsilon} - \eta_{\varepsilon}, \zeta^3] \) and \((x_1, y) \in [\zeta^3, \nu_{\varepsilon} + \eta_{\varepsilon}] \times [\zeta^3, \nu_{\varepsilon} + \eta_{\varepsilon}] \) because the method is identical to the one we used for \( I_1 \).
First, we look at \( p \) and \( q \). In this case, we have to keep the two integrals together. Because \( \int_y \frac{\gamma'(y) \phi_x(y)}{\phi_x(t,y)} \) is going to be smaller than \( \int_y \frac{\gamma'(y)}{\phi_x(t,y)} \) because of \( \phi_{yy} \) anti-symmetric properties (with \( \nu_\varepsilon \) as the center). But the weight function will be higher when \( \phi_\varepsilon x \) and \( \phi_\varepsilon y \) are of the same sign.

We denote \( i(x_1, y) := \frac{\gamma'(x_1) \phi_x(x_1) \chi \chi'(y) \phi_x(y)}{\phi_x(t,x_1) \phi_x(t,y) \phi_x(t,x_1) \phi_x(t,y)} \). In figure 3, every pole of \( i \) is displayed as a thick line. We see that the part corresponding to \( \alpha \) and \( \delta \) where \( i \geq 0 \) is going to be bigger than the part corresponding to \( \beta \) and \( \gamma \) where \( i \leq 0 \). We also denote

\[
\alpha = \{(x_1, y) \in [\zeta^2_\varepsilon, \nu_\varepsilon] \times [\zeta^2_\varepsilon, \nu_\varepsilon]\}, \quad \beta = \{(x_1, y) \in [\nu_\varepsilon, \zeta^3_\varepsilon] \times [\zeta^2_\varepsilon, \nu_\varepsilon]\}
\gamma = \{(x_1, y) \in [\zeta^2_\varepsilon, \nu_\varepsilon] \times [\nu_\varepsilon, \zeta^3_\varepsilon]\}, \quad \delta = \{(x_1, y) \in [\nu_\varepsilon, \zeta^3_\varepsilon] \times [\nu_\varepsilon, \zeta^3_\varepsilon]\}
\]

(121)

![Figure 3: Definition of \( \alpha \), \( \beta \), \( \gamma \) and \( \delta \)](image)

And we have

\[
(iv) = \int_\alpha i(x_1, y) + \int_\beta i(x_1, y) + \int_\gamma i(x_1, y) + \int_\delta i(x_1, y).
\]

(122)

We regroup the term \( \delta \) and \( \beta \) together. We will show that this term is non-negative, and also provide a lower bound for it. Without relabelling, we can choose \( \zeta^2_\varepsilon \) and \( \zeta^3_\varepsilon \) to be symmetric with respect to \( \nu_\varepsilon \). We denote \( \kappa_\varepsilon \equiv \zeta^3_\varepsilon - \nu_\varepsilon \).

To do our estimate, we will need the following refined approximation for \( \phi_{e, yy}(t, y) \), that comes from a Taylor’s expansion.

\[
C(\nu_\varepsilon - x_1) - C_1(\nu_\varepsilon - x_1)^2 \leq \phi_{e, yy}(t, x_1) \leq C(\nu_\varepsilon - x_1) + C_2(\nu_\varepsilon - x_1)^2.
\]

(123)
\[ J = \int_{\delta \cup \beta} \frac{1}{\phi_z(t, x_1) - \phi_z(t, y)} \frac{\chi'(x_1)\phi_{z,y}(t, x_1)}{\phi_{z,y}(t, x_1)^2} \frac{\chi'(y)\phi_{z,y}(t, y)}{\phi_{z,y}(t, y)^2} \]

\[ = \int_{x_1 = 0}^{\kappa_x} \int_{y = 0}^{\kappa_y} \left[ \frac{\chi'(\nu_c + x_1) \cdot x_1 \cdot \chi'(\nu_c + y) \cdot y}{[\phi_z(t, \nu_c + x_1) - \phi_z(t, \nu_c + y)]^{1/2 - 2\lambda} \phi_{z,y}(t, \nu_c + y)^2 \phi_{z,y}(t, \nu_c + x_1)^2} \right. \]

\[ \left. \quad + \frac{\chi'(\nu_c - y) \cdot y \cdot \chi'(\nu_c + x_1) \cdot x_1}{[\phi_z(t, \nu_c + x_1) - \phi_z(t, \nu_c - y)]^{1/2 - 2\lambda} \phi_{z,y}(t, \nu_c - y)^2 \phi_{z,y}(t, \nu_c + x_1)^2} \right] \]  

(124)

Now, we write \( J \) defined in (124) as a difference term, using the approximation (123).

\[ J = J_1 + J_2 + J_3 + J_4, \]

(125)

There exists \( f \) a bounded function such that

\[ J_1 = C \int_{x_1 = 0}^{\kappa_x} \int_{y = 0}^{\kappa_y} \left[ \frac{\chi'(\nu_c + x_1) \cdot x_1 \cdot \chi'(\nu_c + y) \cdot y}{[\phi_z(t, \nu_c + x_1) - \phi_z(t, \nu_c + y)]^{1/2 - 2\lambda} \phi_{z,y}(t, \nu_c + y)^2 \phi_{z,y}(t, \nu_c + x_1)^2} \right. \]

\[ \left. \quad - \frac{\chi'(\nu_c - y) \cdot y \cdot \chi'(\nu_c + x_1) \cdot x_1}{[\phi_z(t, \nu_c + x_1) - \phi_z(t, \nu_c - y)]^{1/2 - 2\lambda} \phi_{z,y}(t, \nu_c - y)^2 \phi_{z,y}(t, \nu_c + x_1)^2} \right] \]  

(126)

\[ J_2 = C \int_{x_1 = 0}^{\kappa_x} \int_{y = 0}^{\kappa_y} \left[ \frac{\chi'(\nu_c + y) \cdot y \cdot \chi'(\nu_c + x_1) \cdot x_1}{[\phi_z(t, \nu_c + x_1) - \phi_z(t, \nu_c + y)]^{1/2 - 2\lambda} \phi_{z,y}(t, \nu_c + y)^2 \phi_{z,y}(t, \nu_c + x_1)^2} \right. \]

\[ \left. \quad - \frac{\chi'(\nu_c - y) \cdot y \cdot \chi'(\nu_c + x_1) \cdot x_1}{[\phi_z(t, \nu_c + x_1) - \phi_z(t, \nu_c - y)]^{1/2 - 2\lambda} \phi_{z,y}(t, \nu_c - y)^2 \phi_{z,y}(t, \nu_c + x_1)^2} \right] \]  

(127)

The main contribution will come from \( J_1 \). We will show later that the contributions from \( J_2, J_3 \) and \( J_4 \) are smaller. Let us, for now, focus only on \( J_1 \). We decompose the integrand as follows.
\[
\frac{1}{\phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c + y)} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c + y) \\
- \frac{1}{\phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c - y)} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c - y) \\
+ \frac{1}{\phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c + y)} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c + y) \\
- \frac{1}{\phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c - y)} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c - y) \\
+ \frac{1}{\phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c + y)} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c + y) \\
- \frac{1}{\phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c - y)} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c - y)
\]

= \frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c + y) - \frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c - y) \\
= \frac{\alpha_+ - \alpha_-}{1/2 - 2\lambda} \frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c + y) - \frac{\alpha_+ - \alpha_-}{1/2 + 2\lambda} \frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c - y) \\
= D_1 + D_2 + D_3. \quad (128)

To shorten a bit the notations, we will denote

\[\alpha_\pm = \phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c \pm y).\]  

(129)

For \(D_1\), we write

\[\frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c + y) - \frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c - y)\]

\[= \frac{\alpha_+ - \alpha_-}{1/2 - 2\lambda} \frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c + y) - \frac{\alpha_+ - \alpha_-}{1/2 + 2\lambda} \frac{1}{\alpha_+ - \alpha_-} \chi'(\nu_c + x_1) \cdot x_1 \chi'(\nu_c - y)\]

\[= D_1 + D_2 + D_3. \quad (130)

It is clear that \(D_1\) is nonnegative when \(x_1 \geq y\). We now provide a lower bound for \(D_{1,\nu_1 \leq y}\). We will show that it is positive up to a smaller order term, and provide a lower bound for the positive term. We hence now consider \(x_1 \leq y\).

We write,

\[\alpha_- - \alpha_+ = \phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c - y) - \phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c + y)\]

\[= 2\phi_c(t, \nu_c + x_1) - \phi_c(t, \nu_c + y) - \phi_c(t, \nu_c - y) = \int_{s=-y}^{y} \phi_c(t, \nu_c + s) - \int_{s=x_1}^{y} \phi_c(t, \nu_c + s)\]

\[= \int_{s=-x_1}^{y} \phi_c(t, \nu_c + s) + \int_{s=x_1}^{y} \phi_c(t, \nu_c - s) - \phi_c(t, \nu_c + s). \quad (131)\]
We will use this idea to provide a lower bound for $D_1$.

\[
\frac{1}{\alpha_+^{1/2 - 2\lambda}} - \frac{1}{\alpha_-^{1/2 - 2\lambda}} = \int_{s=\alpha_-}^{\alpha_+} \frac{1}{s^{3/2 - 2\lambda}} \frac{\lambda^2}{s} = C \int_{s=\alpha_-}^{\alpha_+} s^{-3/2 + 2\lambda} \,
\]

\[
= C \int_{s=\alpha_-}^{\alpha_+} \int_{z=-1}^{x_1} \phi_{x,y}(t,\nu_x + z) \,
\]

\[
+ C \int_{s=\alpha_-}^{\alpha_+} \int_{z=-1}^{x_1} \phi_{x,y}(t,\nu_x + z) \\ \alpha_-^{-3/2 + 2\lambda} = (i) + (ii).
\]

where (i) is nonnegative and (ii) is small. First, we make the following upper bound for $D_1$.

\[
\int_{z=x_1}^{x_1} (\phi_{x,y}(t,\nu_x - s) - \phi_{x,y}(t,\nu_x + s)) \,
\]

\[
\leq \alpha_-^{-3/2 + 2\lambda}.
\]

From the Taylor expansion, we obtain for $x, y$ small enough (only depending on $\varepsilon$),

\[
\int_{z=x_1}^{x_1} (\phi_{x,y}(t,\nu_x - s) - \phi_{x,y}(t,\nu_x + s)) \leq C_1 \left( y^4 + x_1^4 + (t_x - t)^2 + (t_x - t)(y^2 - x_1^2) \right).
\]

This means that we obtain (up to a nonnegative contribution)

\[
|D_1| \leq C \left( y^4 + x_1^4 + (t_x - t)(x_1^2 + y^2) + (t_x - t)^2 \right) \cdot \frac{1}{\alpha_-^{-3/2 - 2\lambda}}.
\]

We now go on with the lower bound for (i). Using the expression of (i) provided by (132) as well as the mean value theorem, we obtain

\[
(i) = \int_{s=\alpha_-}^{\alpha_+} \int_{z=-1}^{x_1} \phi_{x,y}(t,\nu_x + z) \,
\]

\[
\geq \left( \int_{z=-1}^{x_1} \phi_{x,y}(t,\nu_x + z) \right) \cdot \frac{1}{(t_x - t + y - x_1)^{3/2 - 2\lambda}} \phi_{x,y}(t, y_c) \cdot \frac{1}{(y + x_1)^{1/2 - 2\lambda}} \cdot \phi_{x,y}(t, c_2)^{1/2 - 2\lambda}.
\]

Now, since we have $x_1 \leq y$, we obtain from (104)
\[ \phi_{x,y}(t,c_1) \geq C(t_\varepsilon - t), \quad (137) \]

and

\[ \phi_{x,y}(t,c_2) \leq C \left( (t_\varepsilon - t) + y^2 \right). \quad (138) \]

Using (137) and (138) inside of (136), we obtain

\[ (i) \geq C \frac{x_\varepsilon(t_\varepsilon - t)}{(y + x_\varepsilon)^{3/2-2\lambda} \cdot ((t_\varepsilon - t) + y^2)^{3/2-2\lambda}}. \quad (139) \]

Now, we obtain for \( D_1 \),

\[
D_1 = D_{x_\varepsilon,y} + D_{x_\varepsilon,y} \geq D_{x_\varepsilon,y}
\]

\[
\geq C \int_{x_\varepsilon \leq y} \int_{x_\varepsilon \leq y} \frac{x_\varepsilon(t_\varepsilon - t)}{(y + x_\varepsilon)^{3/2-2\lambda} \cdot ((t_\varepsilon - t) + y^2)^{3/2-2\lambda}} \frac{x_\varepsilon'(\nu_\varepsilon + x_\varepsilon) \cdot x_\varepsilon'}{\phi_{\varepsilon,y}(t,\nu_\varepsilon + x_\varepsilon)^2} \phi_{\varepsilon,y}(t,\nu_\varepsilon + y + y^2)^\lambda y
\]

\[
= A_1 - B_1 - B_2 - B_3 - B_4 - B_5. \quad (140)
\]

Note that the proof also works for \( \lambda = 0 \). We will now show that \( A_1 \to \infty \), and that \( J_2, J_3, J_4, D_2, D_3, D_4, B_1, B_2, B_3, B_4 \) and \( B_5 \) are of a smaller order. We first consider \( A_1 \). Using \(|\phi_{x,y}(t,c(x,y))| \leq M_x((x_\varepsilon)^2 + (t_\varepsilon - t))\), on \( y > x_\varepsilon \), we have from (140) and the new change of variable \((x,y) = (r-z,r+z)\),

\[
A_1 \geq C_\varepsilon \int_{r=0}^{x_\varepsilon/2} \int_{z=0}^{r} \frac{(r-z)(t_\varepsilon - t)}{r^{3/2-2\lambda}} \frac{r+z}{(r+z)^{7/2-2\lambda}} \left( (r-z)^2 + (t_\varepsilon - t) \right)^{7/2-2\lambda} (r-z)^2
\]

\[
\geq C_\varepsilon \int_{r=0}^{x_\varepsilon/2} \frac{1}{r^{1/2-2\lambda}} \frac{(t_\varepsilon - t)}{(2r)^{2} + (t_\varepsilon - t)} \int_{z=0}^{r} (r-z)^2
\]

\[
\geq C_\varepsilon \int_{r=0}^{x_\varepsilon/2} \frac{(t_\varepsilon - t) \cdot r^{5/2-2\lambda}}{(2r)^{2} + (t_\varepsilon - t)} \geq C_\varepsilon \frac{(t_\varepsilon - t)}{(t_\varepsilon - t)^{11/4-3\lambda}} \geq \frac{C_\varepsilon}{(t_\varepsilon - t)^{11/4-3\lambda}}. \quad (141)
\]
We now proceed with $B_1$. The case of $B_2$ is similar. We have since $\phi_{\varepsilon,y}(t, x) \geq (t_\varepsilon - t)$, with the mean value theorem

\[
|B_1| \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{3/2 - 2\lambda}} \int_{r=0}^{\kappa/2} \int_{r_z=0}^r \frac{(r - z)^4}{r^3 + 2 \lambda} \left( \frac{r - z}{(r + z)^2 + (t_\varepsilon - t)} \right)^2 \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{3/2 - 2\lambda}} \int_{r=0}^{\kappa/2} \frac{r^4}{r^3 + 2 \lambda} \left( \frac{r^2 + (t_\varepsilon - t)}{(r - z)^2 + (t_\varepsilon - t)} \right)^2 \int_{z=0}^r \frac{r - z}{(r + z)^2 + (t_\varepsilon - t)}.
\]  
(142)

Now, because

\[
\int_{s=0}^\infty \frac{s}{(s^2 + (t_\varepsilon - t))^2} \leq \frac{C}{(t_\varepsilon - t)}
\]  
(143)

yields

\[
|B_1| \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{11/4 - 3\lambda}} \int_{r=0}^{\kappa/2} \frac{r^{7/2 + 2 \lambda}}{r^2 + (t_\varepsilon - t)} \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{11/4 - 3\lambda}}.
\]  
(144)

The cases of $B_3$, $B_4$ and $B_5$ are similarly done.

This concludes the proof for the first difference term $D_1$. Overall, we obtain

\[
D_1 \geq \frac{C_\varepsilon}{(t_\varepsilon - t)^{11/4 - 3\lambda}}.
\]  
(145)

Now, we study $D_2$ and $D_3$. For $D_2$, we first study the term

\[
\phi_{\varepsilon,y}(t, \nu_\varepsilon + y)^2 \cdot \phi_{\varepsilon,y}(t, \nu_\varepsilon - y)^2 - \frac{1}{\phi_{\varepsilon,y}(t, \nu_\varepsilon + y)^2 \cdot \phi_{\varepsilon,y}(t, \nu_\varepsilon - y)^2} \phi_{\varepsilon,y}(t, \nu_\varepsilon - y) \phi_{\varepsilon,y}(t, \nu_\varepsilon + y).
\]  
(146)

A Taylor expansion of $\phi_{\varepsilon,y}$ gives that $\phi_{\varepsilon,y}(t, \nu_\varepsilon - y) - \phi_{\varepsilon,y}(t, \nu_\varepsilon + y) = f_1(t, y)y^3 + f_2(t, y)(t - t_\varepsilon)^2$ where $f_1$ and $f_2$ are bounded. Because $\phi_y \geq 0$, we have that

\[
\phi_{\varepsilon,y}(t, \nu_\varepsilon + y)^2 - \phi_{\varepsilon,y}(t, \nu_\varepsilon - y)^2 = \frac{f_1(t, y)y^3 + f_2(t, y)(t - t_\varepsilon)^2}{\phi_{\varepsilon,y}(t, \nu_\varepsilon + y) \phi_{\varepsilon,y}(t, \nu_\varepsilon - y)^2} + \frac{f_1(t, y)y^3 + f_2(t, y)(t - t_\varepsilon)^2}{\phi_{\varepsilon,y}(t, \nu_\varepsilon + y) y^3 \phi_{\varepsilon,y}(t, \nu_\varepsilon - y)}.
\]  
(147)

The two involved terms are similar. We consider only the first one. We obtain
\[ |D_2| \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{1/2 - 2\lambda}} \int_{r=0}^{\infty/2} \int_{z_2 = 0}^{r} \frac{1}{z^{1/2 - 2\lambda}} \cdot \frac{(r + z)(r - z)^4}{((r + z)^2 + (t_\varepsilon - t)t^2) \cdot ((r - z)^2 + (t_\varepsilon - t)t)} \cdot ((z - r)^2 + (t_\varepsilon - t)t)^2. \] (148)

Again, we split the domain of \( z \) in two parts.

\[ |D_2| \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{1/2 - 2\lambda}} \int_{r=0}^{\infty/2} \int_{z_2 = 0}^{r} \frac{1}{z^{1/2 - 2\lambda}} \cdot \frac{(r + z)(r - z)^4}{((r + z)^2 + (t_\varepsilon - t)t^2) \cdot ((r - z)^2 + (t_\varepsilon - t)t)} \cdot \frac{C_\varepsilon}{(t_\varepsilon - t)^{1/2 - 2\lambda}} \int_{r=0}^{\infty/2} \int_{z_2 = 0}^{r} \frac{1}{z^{1/2 - 2\lambda}} \cdot \frac{(r + z)(r - z)^4}{((r + z)^2 + (t_\varepsilon - t)t^2) \cdot ((r - z)^2 + (t_\varepsilon - t)t)} \cdot ((z - r)^2 + (t_\varepsilon - t)t)^2. \] (149)

Now, estimating each term separately, we obtain that \( |D_2| \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{1/2 - 2\lambda}} \). Lastly, for \( D_3 \), we have to study the term \( \chi'(\nu_\varepsilon - y) - \chi'(\nu_\varepsilon + y) \). We obtain

\[ |\chi'(\nu_\varepsilon - y) - \chi'(\nu_\varepsilon + y)| \leq C_\varepsilon \cdot |y|. \] (150)

With similar computations, the additional \( y \) leads to a gain of order \((t_\varepsilon - t)^{1/2}\). Lastly, for the terms \( J_2, J_3, J_4 \), the additional terms \( x_1, y, y \) and \( x_1 \cdot y \) convert into (respectively) a gain of order \((t_\varepsilon - t)^{1/2}, (t_\varepsilon - t)^{1/2}, (t_\varepsilon - t)^{1/2}\) and \((t_\varepsilon - t)^{1/2}\).

Overall, we obtain that

\[ \int \int_{\beta \omega_\delta} i(x_1, y) \geq \frac{C_\varepsilon}{(t_\varepsilon - t)^{11/4 - 3\lambda}} \] (151)

and hence

\[ (iv) \geq \frac{C_\varepsilon}{(t_\varepsilon - t)^{11/4 - 3\lambda}}. \] (152)

For \((i)\), using the lower bound on \( \phi_\varepsilon \) provided by (103), we obtain with the same method (we make the same change of variable and do not separate the domain as previously)

\[ (i) \leq \int \int_{x} \frac{C_\varepsilon}{(t_\varepsilon - t)^{1/2 - 2\lambda}} \frac{M_\varepsilon |x|^{-1/4}}{x_2 + (t_\varepsilon - t) y_2 + (t_\varepsilon - t)} \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{14/8 - 2\lambda}} \] (153)

Also, for \((ii)\), we obtain

\[ (ii) \leq \int \int_{x} \frac{C}{(t_\varepsilon - t)^{1/2 - 2\lambda}} \frac{M_\varepsilon |x|^{-1/4}}{x_2 + (t_\varepsilon - t) y_2 + (t_\varepsilon - t)^2} \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{1/2 + 6/8 + 9/8 - 2\lambda}} \leq \frac{C_\varepsilon}{(t_\varepsilon - t)^{9/4 - 2\lambda}} \] (154)
The case of (iii) is similar. Now, using (141), (152), (153) and (154), we obtain that
\[ I_2^2(t) = (i) + (ii) + (iii) + (iv) \geq \frac{C_\varepsilon}{(t_\varepsilon - t)^{11/4 - 3\lambda}} \tag{155} \]

Because of (119), we get the desired result.
\[ I_\varepsilon(t) = I_1^2(t) + I_2^2(t) + I_3^2(t) \xrightarrow{t \to t_\varepsilon} \infty. \tag{156} \]

**Remark 8.4.** We also obtained a lower bound for the speed at which \( \|v\|_{H^{11/4}} \to \infty. \)

**Theorem 8.5.** \( t_\varepsilon \to 0 \) as \( \varepsilon \to 0. \)

**Proof.**
\[ \max \left\{ h_\varepsilon(y) = \frac{|\chi'_\varepsilon(y)|}{(1 - \chi_\varepsilon(y))^2} \right\} \geq h_\varepsilon(\varepsilon) \geq |\ln(\varepsilon)|^\alpha \to \infty. \tag{157} \]

By definition of \( t_\varepsilon \), we thus have that \( t_\varepsilon \to 0 \) as \( \varepsilon \to 0. \)

\[ 9 \text{ A scaling argument to construct the solution} \]

In the following, we use a scaling argument to create a sequence of solutions with summable \( H^{11/4} \) norms, and we choose a \( \varepsilon \) parameter such that the lifespan goes to \( 0. \)

Let \( v(t, x) \) be a solution of (12). We define for \( \omega, \gamma \in \mathbb{R}, \)
\[ v_\lambda(t, x) = \lambda^\omega v(\lambda^\gamma t, \lambda^\gamma x). \tag{158} \]

Now,
\[ (\Box v_\lambda)(t, x) = \lambda^{2\omega} \lambda^{2\gamma} \Box v(\lambda^\gamma t, \lambda^\gamma x) \]
\[ (\partial^2 v_\lambda)(t, x) = \lambda^{2\omega} \lambda^{2\gamma} (\partial^2 v(\lambda^\gamma t, \lambda^\gamma x)); \tag{159} \]
so \( v_\lambda \) is also a solution, provided that
\[ \omega + \gamma = 0. \tag{160} \]

Now, we will estimate the modification of the Sobolev norm due to the rescaling. Note that without the logarithmic modification, we have (with the change of variables in \( x \) and \( \xi) \)
\[ \|v_\lambda\|_{H^{11/4}} = \lambda^{11/4} - 2/2\|v\|_{H^{11/4}}. \tag{161} \]

Now, we estimate \( \|v_\lambda\|_{\tilde{H}^{11/4}(\ln H)^{-\beta}}. \) We have by definition
\[ \|v_\lambda\|^2_{\tilde{H}^{11/4}(\ln H)^{-\beta}} = \int_{\xi \in \mathbb{R}^2} |\lambda|^{2\gamma} |\lambda|^{-4\gamma} \frac{|\lambda|^{2\omega} |\lambda^\gamma |^{11/2}}{(1 + |\ln(\lambda^\gamma |\xi)|)^{2\beta}} \mathcal{F}(v)(\xi)^2 \]
\[ \leq (\lambda)^{-2\omega} (\lambda^\gamma)^{11/2} \int_{\xi \in \mathbb{R}^2} |\xi|^{11/2} \frac{1}{(1 + |\ln(\lambda^\gamma |\xi)|)^{2\beta}} \mathcal{F}(v)(\xi)^2, \tag{162} \]
We have the following properties for \( \lambda < 1 \),

\[
|\ln(\langle \lambda \gamma \xi \rangle)| = |\ln(\lambda^\gamma) + \ln(|\xi|)| \geq |\ln(|\xi|)| \text{ for } |\xi| \in (0,1],
\]

for \( |\xi| \in [1, \lambda^{-\gamma/2}] \), \( |\ln(\lambda^\gamma) + \ln(|\xi|)| \geq \frac{1}{2} |\ln(\lambda^\gamma)| \geq |\ln(|\xi|)|,
\]

for \( |\xi| \in [\lambda^{-\gamma}, \infty) \), \( |\ln(\lambda^\gamma) + \ln(|\xi|)| \geq \frac{1}{2} |\ln(|\xi|)|. \tag{163} \]

This means that we can already establish

\[
\int_{|\xi| < \frac{1}{\lambda^{1/2}}} |\xi|^{-\gamma} \frac{|\lambda|^2 |\xi|^{11/2}}{(1 + |\ln(\lambda^\gamma)|)^{2\beta}} F(v)(\xi)^2 \leq 2(\lambda)^{2\omega}(\lambda^\gamma)^{11/2-2} ||v||_{H^{1/4}(\ln H)^{-\beta}}. \tag{164} \]

For the last part, we have

\[
\int_{\lambda^{-\gamma/2} < |\xi| < \lambda^{-2\gamma}} \lambda^2 \lambda^{-4\gamma} \frac{|\xi|^{11/2}}{(1 + |\ln(\lambda^\gamma)|)^{2\beta}} F(v)(\xi)^2 \leq \int_{\lambda^{-\gamma/2} < |\xi| < \lambda^{-2\gamma}} \lambda^2 \lambda^{-4\gamma} \lambda^2 \lambda^{-2\gamma} |\lambda^\gamma|^{11/2} F(v)(\xi)^2 \leq \lambda^{-2\gamma} \lambda^{14/2} \lambda^2 \lambda^{-2\gamma} (1 + |\ln(\lambda^\gamma)|)^{2\beta} ||v||_{H^{1/4}(\ln H)^{-\beta}}. \tag{165} \]

Overall, we obtain from \(164\) and \(165\),

\[
||u_\lambda||_{H^{1/4}(\ln H)^{-\beta}} < 2\lambda^\omega |\lambda^{1/2}| (1 + 2 |\ln(\lambda^\gamma)|)^{2\beta} ||v||_{H^{1/4}(\ln H)^{-\beta}}. \tag{166} \]

Now, we will choose the following values for the parameters and apply this result to the solution \( u_\varepsilon \) defined in the previous chapter as the solution of the Cauchy problem \( \text{[92]}. \)

Now, applying this to the solution \( u_\varepsilon \) defined in the previous chapter, define

\[
\begin{aligned}
\omega &= -1, \\
\gamma &= 1, \\
\lambda &= n^{-4}, \\
\varepsilon &= \min \left( e^{-n^5}, e^{-n^{5/2}} \right),
\end{aligned} \tag{167} \]

and \((u_n)\) the corresponding sequence of solutions.

First, the rescaling in time shortens the lifespan of \( u_\varepsilon \) and we have that the lifespan of \( u_{\varepsilon, \lambda} \), satisfies \( t^{\lambda, \varepsilon} = \lambda^{-\gamma} t_\varepsilon \). Hence, we have by \(167\)

\[
t_n \leq \frac{n^4}{|\ln(\varepsilon)|^5} \leq \frac{1}{n} \to 0. \tag{168} \]
Now, we can choose any parameter $\beta > 1/2$ in our construction. So we can assume for instance that we have $\beta < 3/4$.

$$\|u_{\lambda, e}\|_{H^{1/4}(\ln H)^{-s}} \leq \frac{2}{n\delta}(1 + 2\ln(n^{-\epsilon}))^\beta \|u_{0, e}\|_{H^{1/4}(\ln H)^{-s}},$$

(169)

which is in $l^1(\mathbb{Z})$.

Now, define $\tilde{u}_n$ as a translation of $u_n$ in $x_1$ such that Supp($\tilde{u}_i$) $\cap$ Supp($\tilde{u}_j$) $= \emptyset$ for $i \neq j$ (and the domain of dependence do not intersect either), and finally define

$$\Xi(t, x) = \sum_{n=0}^{\infty} \tilde{u}_n(t, x).$$

(170)

Each function $\tilde{u}_n$ is a translation of a function of which the support is included in $x_1 \in [\epsilon/2, 2\ln(n\epsilon)] \subseteq [\frac{1}{2}e^{-\epsilon n}, \frac{1}{2}e].$ Because the sequence $\frac{2}{n}\delta - \frac{1}{2}e^{-\epsilon n}$ is in $l^1(\mathbb{N})$, we can find a sequence of translations such that the projection of the support of $\Xi$ on the $x_1$ axis is bounded. Now, the width of the domain (the projection on the $x_2$ axis) is bounded by a constant because it is bounded by $\sqrt{\frac{1}{\ln(n\epsilon)^{3/2}}} \ln \left(\frac{1}{\ln(n\epsilon)^{1/2}}\right)^{-\delta} \to 0$ as $n \to \infty$. This means that $\Xi$ has a compact support. In virtue of lemma 3.3 we hence obtain

**Theorem 9.1.** $\Xi$ satisfies

$$\|\Xi_{t=0}\|_{H^{1/4}_{x_1}} < \infty$$

$$\|\frac{\partial\Xi_{t=0}}{\partial t}\|_{H^{1/4}_{x_1}} < \infty$$

(171)

$$\forall t > 0, \|\frac{\partial}{\partial x}(D\Xi)(t, \cdot)\|_{H^{1/4}_{x_1}} = \infty$$

**Proof.** It directly follows from the fact that $t_n \to 0$ as $n \to \infty$. \(\square\)

**Remark 9.2.** The function $\Xi$ that we created to show the ill-posedness of the equation, is also of compact support.

**References**

[Ali95] S Alinhac. Blowup for nonlinear hyperbolic equation, progr. *Nonlin. Diff. Equ. Appl.*, 17, 1995.

[AT11] Ricardo Almeida and Delfim FM Torres. Necessary and sufficient conditions for the fractional calculus of variations with caputo derivatives. *Communications in Nonlinear Science and Numerical Simulation*, 16(3):1490–1500, 2011.

[BC99] Hajer Bahouri and Jean-Yves Chemin. Équations d’ondes quasilinéaires et estimations de strichartz. *American Journal of Mathematics*, 121(6):1337–1377, 1999.

[BCD11] Hajer Bahouri, Jean-Yves Chemin, and Raphaël Danchin. *Fourier analysis and nonlinear partial differential equations*, volume 343. Springer Science & Business Media, 2011.
Demetrios Christodoulou and Sergiu Klainerman. The global nonlinear stability of the minkowski space. Séminaire Équations aux dérivées partielles (Polytechnique), pages 1–29, 1993.

Sever Silvestru Dragomir. Some Gronwall type inequalities and applications. Nova Science Publishers New York, 2003.

John Fritz. Lower bounds for the life span of solutions of nonlinear wave equations in three dimensions. Communications on Pure and Applied Mathematics, 36, 1983.

V Ginting and Y Li. On fractional diffusion-advection-reaction equation in $\mathbb{R}$. arXiv preprint arXiv:1805.09398, 2018.

Sever Silvestru Dragomir. Some Gronwall type inequalities and applications. Nova Science Publishers New York, 2003.

John Fritz. Lower bounds for the life span of solutions of nonlinear wave equations in three dimensions. Communications on Pure and Applied Mathematics, 36, 1983.

V Ginting and Y Li. On fractional diffusion-advection-reaction equation in $\mathbb{R}$. arXiv preprint arXiv:1805.09398, 2018.

R. Gorenflo and F. Mainardi. Fractional Calculus: Integral and Differential Equations of Fractional Order. ArXiv e-prints, May 2008.

Dariusz Idczak and Stanisław Walczak. Fractional sobolev spaces via riemann-liouville derivatives. Journal of Function Spaces and Applications, 2013, 2013.

Fritz John and Sergiu Klainerman. Almost global existence to nonlinear wave equations in three space dimensions. Communications on pure and applied mathematics, 37(4):443–455, 1984.

Sergiu Klainerman. Global existence for nonlinear wave equations. Communications on Pure and Applied Mathematics, 33(1):43–101, 1980.

Sergiu Klainerman. The null condition and global existence to nonlinear wave equations. Nonlinear systems of partial differential equations in applied mathematics, Part, 1:293–326, 1986.

S. Klainerman and M. MacHedon. Space-time estimates for null forms and the local existence theorem. Communications on Pure and Applied Mathematics, 46(9):1221–1268, 1993.

Yulong Li. Characterizations of fractional sobolev spaces from the perspective of riemann-liouville operators. arXiv preprint arXiv:1809.00398, 2018.

Hans Lindblad. Counterexamples to local existence for quasilinear wave equations. Mathematical Research Letters, 5(5):605–622, 1998.

Changpin Li, Deliang Qian, and YangQuan Chen. On riemann-liouville and caputo derivatives. Discrete Dynamics in Nature and Society, 2011, 2011.

Hans Lindblad and Igor Rodnianski. Global existence for the einstein vacuum equations in wave coordinates. Communications in mathematical physics, 256(1):43–110, 2005.

Hart F Smith and Daniel Tataru. Sharp local well-posedness results for the nonlinear wave equation. Annals of Mathematics, pages 291–366, 2005.

Daniel Tataru. Strichartz estimates for operators with nonsmooth coefficients and the nonlinear wave equation. American Journal of Mathematics, 122(2):349–376, 2000.

Yi Zhou. Local existence with minimal regularity for nonlinear wave equations. American Journal of Mathematics, 119(3):671–703, 1997.
A Detailed proof of the first case of prop 4.1

Let us now prove (73). We assume that $|v| < 1/100$, and that $t \leq C|ln(\delta^{1/2})|$ (This will be achieved whenever $\delta$ is small enough, which means we will only consider times $t \leq C|ln(\delta^{1/2})|$ very small, see part 3 for further details.)

We will distinguish three cases, first, we consider curves whose starting point has an abscissa strictly bigger than $x_0 = \frac{2}{\gamma}$.

It follows from definition 1.3 that $(t', x') \in \Omega$ if and only if $(t', x_1') \in \Omega^1$ and all Lipschitz continuous curves from $(t', x')$ that satisfy (17) intersect the hyperplane $t = 0$ in the set $\{x| x_2 | \leq \frac{\sqrt{2x_1}y}{|ln(x_1)|}\}$.

Now, let $(t(s), x_1(s), x_2(s))$ be a Lipschitz continuous curve parameterized so that $t(s) + x_1(s) = s$. Note $q(s) = x_1(s) - t(s)$. Note that (17) is equivalent to (using the fact that $\frac{dt(s)}{ds} + \frac{dx_1(s)}{ds} = 1$),

$$R(s) \leq v(t(s), x_1(s)) - \frac{dq(s)}{ds}, \quad (172)$$

where $R(s) = \left(\frac{dx_1(s)}{ds}\right)^2$.

Now, using this set of new variables $s = x_1 + t$, $q = x_1 - t$ and $U(s, q) = u((s - q)/2, (s + q)/2)$, (21) becomes

$$\begin{align*}
\left(\hat{c}_s + V(s, q)\hat{c}_q\right)\hat{c}_q U(s, q) &= 0, \quad V(s, q) = 2\hat{c}_q U(s, q), \\
U(y, y) &= 0, \quad U_q(y, y) = \frac{1}{2} \chi(y)
\end{align*} \quad (173)$$

The characteristics are given by $s = \text{constant}$ and $q = h(s, y)$ with

$$\frac{d}{ds} h(s, y) = V(s, h(s, y)), \quad h(y, y) = y. \quad (174)$$

Thus, $s \mapsto V(s, h(s, y))$ is constant on the curve and is equal to $\chi(y)$. These are the key ingredients to make this proof.

Now assume that the curve is such that $q(a) = a$ and $q(b) = h(b, y)$. With $r(s) = \sqrt{x_2}$, assume in addition that $r(a)^2 = \frac{2a}{|ln(a)|}$; assume (175) is simply that the point $(t(a), x_1(a), x_2(a)) = (0, a, \frac{2a}{|ln(a)|})$ is on the edge of the domain $\Omega_0$. Also, the condition $q(b) = h(b, y)$ is equivalent to $x_1(b) = \phi(t(b), y)$.

Now,

$$|r(b) - r(a)| \leq \int_a^b \sqrt{R(s)} ds \leq \sqrt{b - a} \int_a^b R(s) ds \quad (175)$$

Now,

$$q(a) - h(b, y) = a - y + h(y, y) - h(b, y) = a - y + \int_y^a V(s, h(s, y)) ds \leq \frac{101}{100} (a - y) \leq \frac{9}{8} a \quad (176)$$
Also,

\[ b - y = 2t + h(b, y) - h(y, y) = 2t + \int_y^b V(s, h(s, y)) \, ds \leq 2t + \frac{b - y}{100} \]  \hspace{1cm} (177)

Hence \( \sqrt{b - a} \leq \sqrt{b - y} \leq \sqrt{2} \cdot \sqrt{t} \), because \( a \geq y \). (It comes from the expression of \( h \) using \( \phi \).)

Now, since \( a = \frac{1}{2} r(a)^2 |\ln(a)|^{\phi} \), we obtain that \( a \geq \varepsilon/4 \) implies \( |\ln(a)|^{\phi} \leq C|\ln(\varepsilon)|^{\phi} \).

Hence, using condition (74), we obtain

\[ |r(b) - r(a)| \leq C\sqrt{t} \cdot \sqrt{a} \leq Cr(a)\sqrt{t} \cdot |\ln(\varepsilon)|^{\phi} \leq |r(a)| |\ln(\varepsilon)|^{\phi - \alpha/2} \leq \frac{1}{2} r(a), \]  \hspace{1cm} (178)

\[ r(b) \geq r(a) - |r(a) - r(b)| \geq r(a) - 2/3r(a) \geq 1/2r(a). \]  \hspace{1cm} (179)

Meaning that any curve starting with an abscissa bigger than \( x_0 \) does not reach the inside of a ball centered in \((t = t, x_1 = \phi(t, \nu_\varepsilon), x_2 = 0)\) of a certain radius \( \delta_1 \), for a fixed \( \nu_\varepsilon \) only depending on \( \varepsilon \). However, the radius \( \delta_1 \) may depend on \( \varepsilon \).