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Abstract

In a recent paper, Bouchard, Elie and Reveillac [7] have studied a new class of Backward Stochastic Differential Equations with weak terminal condition, for which the $T$-terminal value $Y_T$ of the solution $(Y, Z)$ is not fixed as a random variable, but only satisfies a constraint of the form $E[\Psi(Y_T)] \geq m$. The aim of this paper is to introduce a more general class of BSDEs with nonlinear weak terminal condition. More precisely, the constraint takes the form $E_{0,T}^f[\Psi(Y_T)] \geq m$, where $E^f$ represents the $f$-conditional expectation associated to a nonlinear driver $f$. We carry out a similar analysis as in [7] of the value function corresponding to the minimal solution $Y$ of the BSDE with nonlinear weak terminal condition: we study the regularity, establish the main properties, in particular continuity and convexity with respect to the parameter $m$, and finally provide a dual representation and the existence of an optimal control in the case of concave constraints. From a financial point of view, our study is closely related to the approximative hedging of an European option under dynamic risk measures constraints. The nonlinearity $f$ raises subtle difficulties, highlighted throughout the paper, which cannot be handled by the arguments used in the case of classical expectations constraints studied in [7].
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1 Introduction

Linear backward stochastic differential equations (BSDEs) were introduced by Bismut as the adjoint equations associated with Pontryagin maximum principles in stochastic control theory. The general case of non-linear BSDEs was then studied by Pardoux and Peng [18]. They provided Feynman-Kac representations of solutions of non-linear parabolic partial
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differential equations.
The solution of a BSDE consists in a pair of predictable processes \((Y, Z)\) satisfying
\[
-dY_t = g(t, Y_t, Z_t)dt - Z_t dW_t; \quad Y_T = \xi. \tag{1.1}
\]
These equations appear as an useful mathematical tool in various problems in finance, for example in the theory of derivatives pricing. In a complete market - when it is possible to construct a portfolio which attains as final wealth the payoff- the value of the replicating portfolio is given by \(Y\) and the hedging strategy by \(Z\). Since in incomplete markets is not always possible to construct a portfolio which attains exactly as final wealth the amount \(\xi\), it was suggested to replace the terminal condition into a weaker one of the form \(Y_T \geq \xi\). In this case, the minimal initial value \(Y_0\) defines the smallest initial investment which allows one to superhedge the contingent claim \(\xi\).

Recently, Bouchard, Elie and Reveillac \[7\] introduced a new class of BSDEs, the so called BSDEs with weak terminal condition, in which the \(T\)-terminal value \(Y_T\) only satisfies a weak constraint. More precisely, a couple of predictable processes \((Y, Z)\) is said to be a solution of such a BSDE if it satisfies:
\[
-dY_t = g(t, Y_t, Z_t)dt - Z_t dW_t; \quad E[\Psi(Y_T)] \geq m, \tag{1.2}
\]
where \(m\) is a given threshold and \(\Psi\) a non-decreasing map. The main question in \[7\] is the following:

Find the minimal \(Y_0\) such that (1.2) and (1.3) hold for some \(Z\). \tag{1.4}

From a financial point of view, this study is related to the hedging in quantile or more generally to the hedging with expected loss constraints. This problem was addressed in the literature for the first time by Föllmer and Leukert \[15\] and then further studied in a Markovian framework in \[8\] and \[17\], using stochastic target techniques.

In \[7\], the key point of the analysis is the reformulation of the problem written in terms of BSDE with weak terminal condition into an optimization problem on a family of BSDEs with strong terminal condition, by using the martingale representation theorem. The main observation is that if \(Y_0\) and \(Z\) are such that (1.3) holds, then the martingale representation Theorem implies that it exists an element \(\alpha \in A_0\), the set of predictable square integrable processes, such that:
\[
\Psi(Y_T) \geq M_T^{m,\alpha} = m + \int_0^T \alpha_s dW_s, \tag{1.5}
\]
It is then shown that the initial problem (1.4) is equivalent to:
\[
\inf\{Y_0^\alpha, \ \alpha \in A_0\}, \tag{1.6}
\]
where $Y_t^\alpha$ corresponds to the solution at time $t$ of the BSDE with (strong) terminal condition $\Phi(M_T^\alpha)$, $\Phi$ being the left-continuous inverse of $\Psi$.

The aim of this paper is to introduce a new class of BSDEs with weak nonlinear terminal condition. We extend the results of [7] to a more general class of constraints that take the form:

$$\mathcal{E}^f_{0,T}[\Psi(Y_T)] \geq m,$$

(1.7)

where $f$ is a nonlinear driver and $\mathcal{E}^f_{0,T}[\xi]$ the solution of the BSDE with generator $f$ and terminal condition $\xi$.

We can easily remark that the constraint (1.3) is a particular case of (1.7) for $f = 0$.

The problem under study in this paper is the following:

$$\inf \{ Y_0 \text{ such that } \exists Z : (1.2) \text{ and } (1.7) \text{ hold} \}.$$  

(1.8)

Following the key idea of [7], we rewrite our problem (1.8) into an equivalent one expressed in terms of BSDEs with strong terminal condition. The main difference with respect to [7] is given by the fact that in our case we have to introduce a new controlled diffusion process, which is an $f$–martingale, contrary to [7] where it is a classical martingale. Indeed, for a given $Y_0$ and $Z$ such that (1.2) and (1.7) are satisfied, appealing to the BSDE representation of $\Psi(Y_T)$, we can find $\alpha \in A_0$ such that:

$$\Psi(Y_T) \geq M_T^{m,\alpha} = m - \int_0^T f(s, M_s^{m,\alpha}, \alpha_s) ds + \int_0^T \alpha_s dW_s.$$  

(1.9)

Thanks to this observation, we show that Problem (1.8) is equivalent to (1.6), where, in our more general framework, $Y_t^\alpha$ corresponds to the solution at time $t$ of the BSDE with (strong) terminal condition $\Phi(M_T^\alpha)$. We study the dynamical counterpart of (1.6):

$$\mathcal{Y}_T^\alpha(\tau) := \text{essinf} \{ Y^\alpha_{\tau'}, \alpha' \in A_0 \text{ s.t. } \alpha' = \alpha \text{ on } [0, \tau] \}.$$  

(1.10)

We carry out a similar analysis as in [7] of the family $\{\mathcal{Y}_T^\alpha, \alpha \in A_0\}$. We start by studying the regularity of the family $\mathcal{Y}_T^\alpha$ and show that it can be aggregated into a RCLL process, proof which becomes considerably more technical in our context with respect to [7], because we have to deal with the nonlinearity $f$. We then provide a BSDE representation of $\mathcal{Y}_T^\alpha$ and show that, under a concavity assumption on the driver $f$, there exists an optimal control. We also study the main properties of the value function, as continuity and convexity with respect to the threshold $m$, and propose proofs specific to the nonlinear case. We finally get, in the case of concave constraints, a dual representation of the value function, related to a stochastic control problem in Meyer’s form. We point out that the techniques used in [7] cannot be adapted to our framework.

Besides the mathematical interest of our study, this work is also motivated by some financial applications, as it provides the approximative hedging under dynamic risk.
measures constraints of an European option, when the shortfall risk is quantified in terms of dynamic risk measures induced by BSDEs (see e.g. [3], [19]).

The paper is organized as follows. In Section 2 we introduce notation, assumptions and the BSDEs with nonlinear weak terminal condition. In Section 3, we study the regularity and the BSDE representation of the value function \( Y^\alpha \). In Section 4, we provide the existence of an optimal control under some additional assumptions on the coefficients. In Section 5, we establish the main properties of the value function and we finally provide a dual representation in Section 6.

2 Problem formulation

2.1 Notation

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space supporting a \(d\)-dimensional Brownian motion \( W \) and \( \mathbb{F} := (\mathcal{F}_t)_{t \leq T} \) the completed associated filtration. Fix \( T > 0 \).

In the sequel, we adopt the following notation:

- \( \mathcal{P} \) denotes the predictable \( \sigma \)-algebra on \([0, T] \times \Omega\);
- For any \( \sigma \)-algebra \( \mathcal{G} \subset \mathcal{F}_T \), \( L^2(\mathcal{G}) \) is the set of random variables \( \xi \) which are \( \mathcal{G} \)-measurable and square-integrable;
- \( H^2 \) denotes the set of \( \mathbb{R}^d \)-valued predictable processes \( \phi \) such that \( \| \phi \|_{H^2}^2 := E[(\int_0^T \phi^2_t dt)] < \infty \);
- \( S^2 \) is the set of real-valued RCLL adapted processes \( \phi \) such that \( \| \phi \|_{S^2}^2 := E[\sup_{0 \leq t \leq T} |\phi_t|^2] < \infty \);
- \( I_2 \) is the set of non-decreasing adapted processes \( \phi \) such that \( \| \phi \|_{I_2}^2 < \infty \);
- For any \( \sigma \)-algebra \( \mathcal{G} \subset \mathcal{F}_T \), \( L^0(\mathcal{G}) \) denotes the set of random variables measurable with respect to \( \mathcal{G} \);
- \( \mathcal{T} \) denotes the set of stopping times \( \tau \) such that \( \tau \in [0, T] \) a.s.

2.2 BSDEs with nonlinear weak terminal condition.

2.2.1 Definition and Assumptions.

In this section, we introduce the main object of this paper, the \( BSDEs \) with \( nonlinear \) weak terminal condition.

It is well known that, in the case of nonlinear backward stochastic differential equations (in short BSDEs) introduced by Pardoux-Peng, the data of the BSDE is represented by a driver \( g \) and a terminal condition \( \xi \).
In the recent paper [7], the authors define a new class of BSDEs called \textit{BSDEs with weak terminal condition}. The particularity consists in the fact that the terminal condition is not fixed as a $\mathcal{F}_T$-measurable random variable, but only satisfies a weak constraint expressed in terms of classical expectations. The data of this class of BSDEs is given by four elements: a \textit{driver} $g$ and a triplet $(\Psi, \mu, \tau)$ describing the constraint on the terminal condition.

The aim of this work is to introduce a more general class of BSDEs, named \textit{BSDEs with nonlinear weak terminal condition}, whose terminal value verifies a weak constraint defined via a BSDE with a nonlinear driver $f$, satisfying the following hypothesis:

\textbf{Assumption 2.1.} Let $f : (\omega, t, y, z) \in \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R}^d \mapsto f_t(\omega, y, z) \in \mathbb{R}$ be a driver such that $(f_t(\cdot, y, z))_{t \leq T}$ is $\mathcal{P}$-measurable for every $(y, z) \in \mathbb{R} \times \mathbb{R}^d$ and

$$|f_t(\omega, y, z) - f_t(\omega, y', z')| \leq C_f (|y - y'| + \|z - z'\|_{\mathbb{R}^d}),$$

$\forall (y, z), (y', z') \in \mathbb{R} \times \mathbb{R}^d$, for $dt \otimes dP$-a.e. $(t, \omega) \in [0, T] \times \Omega$, for some constant number $C_f > 0$.

We also assume that $f$ satisfies the following condition

$$E \left[ \int_0^T |f_t(0, 0)|^2 dt \right] < \infty.$$

Note that the data of this new BSDE are $(f, \Psi, \mu, \tau, g)$ and the particular case when $f = 0$ corresponds to the class of BSDEs studied in [7]. In the sequel, we shall denote the BSDE with nonlinear weak terminal condition by $BSDE(f, \Psi, \mu, \tau, g)$.

Before defining this new mathematical object, we introduce the nonlinear conditional expectation $E^f$ associated with $f$, defined for each stopping time $\tau \in \mathcal{T}$ and for each $\eta \in L^2(\mathcal{F}_\tau)$ as:

$$E^f_{t, \tau}[\eta] := Y_r, \quad 0 \leq t \leq \tau,$$

(2.1)

where $(Y_t)_{t \leq \tau}$ is the unique solution in $S_2$ of the BSDE associated with driver $f$, terminal time $\tau$ and terminal condition $\eta$, that is satisfying:

$$\begin{cases} -dY_t = f(t, Y_t, Z_t)dt - Z_t dW_t; \\ Y_\tau = \eta, \end{cases}$$

(2.2)

with $Z$ the associated process belonging to $H_2$. Moreover, set $E^f_{\sigma, \tau}[\eta] := -\infty$, for any $\eta \in L_0(\mathcal{F}_\tau)$ such that $E[\eta^-] = +\infty$, where $\sigma \in \mathcal{T}$ with $\sigma \leq \tau$ a.s.

We are now in position to define the so-called \textit{BSDEs with nonlinear weak terminal condition}.

\textbf{Definition 2.2} (BSDEs with nonlinear weak terminal condition). Given a measurable map $\Psi : \mathbb{R} \times \Omega \to U$, with $U \subset A \cup \{-\infty\}$, $A$ a bounded subset of $\mathbb{R}$, $\tau \in \mathcal{T}$, $\mu \in L_0(\mathbb{R}, \mathcal{F}_\tau)$, a
driver \( f \) satisfying Assumption[2.1] and a measurable function \( g \), we say that \((Y, Z) \in S_2 \times H_2\) is a solution of the BSDE \((f, \Psi, \mu, \tau, g)\) if

\[
Y_t = Y_T + \int_t^T g(s, Y_s, Z_s)ds - \int_t^T Z_s dW_s, \quad 0 \leq t \leq T; \tag{2.3}
\]

\[
\mathcal{E}_{\tau, T}^f[\Psi(Y_T)] \geq \mu. \tag{2.4}
\]

Throughout the paper, we shall assume that the driver \( g \) satisfies Assumption 2.1, with \( C_g \) instead of \( C_f \). To the coefficient \( g \), we associate the nonlinear operator \( \mathcal{E}^g \) defined as \( \mathcal{E}^f \), with \( f \) replaced by \( g \).

Let us now precise the hypothesis on the map \( \Psi \) and the threshold \( \mu \). We then discuss the wellposedness of the BSDE \((f, \Psi, \mu, \tau, g)\) under these assumptions.

**Assumption 2.3.** For a.e. \( \omega \in \Omega \), the map \( y \in \mathbb{R} \to \Psi(\omega, y) \) is non-decreasing and valued in \([0; 1]\) \( \cup \{-\infty\} \) and its right-inverse \( \Phi(\omega, \cdot) \) is such that \( \Phi : \Omega \times [0, 1] \to [0, 1] \) and it is measurable. This means that \( \Psi(\omega, \cdot) \in [0, 1] \) on \([0, \infty)\) and \( \Psi(\omega, \cdot) = -\infty \) on \((-\infty, 0)\). In view of the definition of the operator \( \mathcal{E}^f \), this implies that \( Y_T \geq 0 \) a.s. Note that for notational simplicity we have considered the compact \([0, 1]\), as in [7], which can be obviously replaced by an arbitrary compact set belonging to \( \mathbb{R} \). Moreover, our analysis is the same if for a.e. \( \omega \) the map \( \Psi(\omega, \cdot) \) is valued in \([G_1(\omega), G_2(\omega)]\), with \( G_1, G_2 \in L_2(F_T) \).

The threshold \( \mu \) is assumed to belong to \( D_\tau \), where \( D_\tau \) corresponds to the set of random variables \( \{\eta \in L_2(F_\tau) \mid \eta \in [\mathcal{E}_{\tau, T}^f[0], \mathcal{E}_{\tau, T}^f[1]] \text{ a.s.} \}\). We now introduce the following definition:

**Definition 2.4.** Let \( f \) be a driver satisfying Assumption 2.1. For \( i = 1, 2 \), the solution of the BSDE associated to \( f \) and \( \xi^i \), with \( \xi^1 = 0 \) and \( \xi^2 = 1 \) is denoted by \((Y^i, Z^i)\).

Concerning the existence of a solution, remark that any random variable \( \Phi(\xi) \), with \( \xi \in [0, 1] \) a.s. and \( \mathcal{E}_{\tau, T}^f[\xi] \geq \mu \) could serve as terminal condition. However, the constraint is too weak to expect uniqueness.

We now introduce the value function \( \mathcal{V} : D \to L_2; \ (\tau, \mu) \to \mathcal{V}(\tau, \mu) \), where \( D := \{(\tau, \mu) \mid \tau \in T \text{ and } \mu \in D_\tau\} \) as follows:

\[
\mathcal{V}(\tau, \mu) := \text{essinf}\{Y_\tau : (Y, Z) \in S_2 \times H_2 \text{ is a solution of BSDE}(f, \Psi, \mu, \tau, g)\}. \tag{2.5}
\]

The rest of the paper is dedicated to the study of the above map. In order to do it, we shall first establish the link with a control problem for BSDEs with strong terminal condition.
2.2.2 Link with a control problem for BSDEs with strong terminal condition.

In the spirit of [7] or [8], we introduce an additional process \( \mathcal{M} \) which allows to transform the weak constraint \( \mathcal{E}_{0,T}^f[\Psi(Y_T)] \geq \mu \) into a strong one of the form \( Y_T \geq \Phi(\mathcal{M}_T^\mu) \). Since our constraint is expressed in terms of nonlinear BSDEs, the process \( \mathcal{M} \) is an \( f \)-martingale, contrary to [7] and [8] where \( \mathcal{M} \) is a classical martingale.

For each \( \alpha \in \mathcal{H}_2 \), stopping time \( \tau \in \mathcal{T} \) and \( \mu \in \mathcal{D}_\tau \), let \( \mathcal{M}_{\tau,\mu,\alpha} \) be the \( \mathbb{R} \)-valued solution of the SDE:

\[
\mathcal{M}_{t \lor \tau} = \mu - \int_{\tau}^{t \lor \tau} f(s, \mathcal{M}_{s \lor \tau}^\tau, \alpha_s) ds + \int_{\tau}^{t \lor \tau} \alpha_s^T dW_s, \quad 0 \leq t \leq T.
\]

We introduce the set of admissible controls \( A_{\tau,\mu} \), which is defined as follows:

\[
A_{\tau,\mu} := \{ \alpha \in \mathcal{H}_2 \text{ such that } \mathcal{M}_{\tau,\mu,\alpha} \in [Y^0, Y^1] \text{ on } [\tau, T] \}.
\]

Notice that for all \( \alpha \in A_{\tau,\mu} \), \( \Phi(\mathcal{M}_T^\tau) \) could serve as terminal condition, since satisfies \( (2.4) \). We thus introduce for all \( \alpha \in A_{\tau,\mu} \) the BSDE with strong condition \( \Phi(\mathcal{M}_T^\tau) \) and driver \( g \) and define the value function \( Y(\tau, \mu) \) as follows:

\[
Y(\tau, \mu) := \text{essinf}_{\alpha \in A_{\tau,\mu}} \mathbb{E} g_{T, \mu} [\Phi(\mathcal{M}_T^\tau)]
\]

(2.6)

Our aim now is to link \( Y(\tau, \mu) \) to \( V(\tau, \mu) \), i.e. to prove that for all \( \tau \in \mathcal{T} \) and \( \mu \in \mathcal{D}_\tau \):

\[
V(\tau, \mu) = Y(\tau, \mu) \quad \text{a.s.} \quad (2.7)
\]

In order to explain the above equality between \( V \) and \( Y \), we state the following proposition:

**Proposition 2.5.** Fix \( \tau \in \mathcal{T}, \mu \in \mathcal{D}_\tau \). Then \( (Y, Z) \in \mathcal{S}_2 \times \mathcal{H}_2 \) is a solution of BSDE \((f, \Psi, \mu, \tau, g)\) if and only if \((Y, Z)\) satisfies \( (2.3) \) and there exists \( \alpha \in A_{\tau,\mu} \) such that \( Y_t \geq \mathcal{E}_{t,T}^g[\Phi(\mathcal{M}_T^\tau)] \) for \( t \in [0, T], \mathbb{P}\)-a.s.

A sketch of proof is given in Appendix.

We come back to the explanation of equality \( (2.7) \).

(i) Let \((Y, Z) \in \mathcal{S}_2 \times \mathcal{H}_2\) be a solution of the BSDE \((f, \Psi, \mu, \tau, g)\). Then the above Proposition implies that it exists \( \alpha \in A_{\tau,\mu} \) such that \( Y_\tau \geq \mathcal{E}_{\tau,T}^g[\Phi(\mathcal{M}_T^\tau)] \geq Y(\tau, \mu) \), where the last inequality follows from definition \( (2.6) \). By arbitrariness of \((Y, Z)\), we get \( V(\tau, \mu) \geq Y(\tau, \mu) \) a.s.

(ii) Fix \( \alpha \in A_{\tau,\mu} \). Let \( Z^\alpha \) be the associated process to the BSDE representation of \( \Phi(\mathcal{M}_T^\tau) \). Since \( \Phi(\mathcal{M}_T^\tau) \) is admissible as a terminal condition, we obtain, by Proposition \( 2.5 \) that \( (\mathcal{E}_{\tau,T}[\Phi(\mathcal{M}_T^\tau)], Z^\alpha) \) is a solution, and thus \( \mathcal{E}_{\tau,T}[\Phi(\mathcal{M}_T^\tau)] \geq V(\tau, \mu) \). By arbitrariness of \( \alpha \), we deduce \( V(\tau, \mu) \leq Y(\tau, \mu) \) a.s.
From now on, we fix an initial condition $\mu_0 \in D_0$ at time 0. For each $\alpha \in A_{0,\mu_0}$ (denoted for simplicity $A_0$), we introduce the process $(M^\alpha_t)_{t \leq T}$, representing a dynamic threshold controlled by the action of $\alpha$, which is defined as follows:

$$M^\alpha_t := M^{0,\mu_0,\alpha}_t.$$  

We introduce for each $\tau \in T$ the set of admissible controls coinciding with $\alpha$ up to the stopping time $\tau$:

$$A^\alpha_\tau := \{ \alpha' \in A_{\tau,M^\alpha_\tau} : \alpha' = \alpha \, dt \otimes dP \text{ on } [0, \tau] \}.$$  

The associated value is defined by:

$$Y^\alpha(\tau) := \essinf_{\alpha' \in A^\alpha_\tau} \mathcal{E}^g_{\tau,T}[\Phi(M_{\tau}^{\alpha'})](= Y(\tau, M_{\tau}^{\alpha})).$$  

In the following section, we shall investigate the time regularity of the above function and provide a BSDE representation. Before doing this, note that

$$|Y^\alpha(\tau)| \leq \eta_\tau \text{ a.s. for all } \tau \in T, \quad (2.8)$$

where $\eta$ belongs to $S_2$ and it is given by $\eta_t := |\mathcal{E}_{t,T}^g[\Phi(1)]| + |\mathcal{E}_{t,T}^g[\Phi(0)]|$, $t \leq T$.

### 3 Time regularity of the value function $Y^\alpha$ and BSDE representation

In this section, we study the regularity of the family $\{Y^\alpha(\tau), \tau \in T\}$. More precisely, we show that it can be aggregated into a right continuous left limited process. The proof of this result becomes considerably more technical in our nonlinear case. Some comments regarding the main difficulties with respect to the case of linear constraints are provided in Remark 3.4.

We first state the following dynamic programming principle.

**Lemma 3.1.** For any $\alpha \in A_0$, $Y^\alpha$ satisfies the following dynamic programming principle: for all $\tau_1 \in T$, $\tau_2 \in T$ with $\tau_1 \leq \tau_2$ a.s. it holds:

$$Y^\alpha(\tau_1) = \essinf_{\alpha' \in A^\alpha_{\tau_1}} \mathcal{E}^g_{\tau_1,T_\tau_2}[Y^\alpha(\tau_2)].$$

Since the proof of the dynamic programming principle is based on classical arguments, we refer the reader to [7].

We now make the following hypothesis on the map $\Phi$, under which we provide the time-regularity of our value function $Y^\alpha$.

**Assumption 3.2.** The map $m \in [0, 1] \rightarrow \Phi(\omega, m)$ is continuous for a.e. $\omega \in \Omega$.

**Theorem 3.3.** Under the Assumption 3.2, for each $\alpha \in A_0$, there exists a right-continuous left limited process $(\overline{Y}^\alpha_t)_{t \leq T}$ which aggregates the family $\{Y^\alpha(\tau), \tau \in T\}$.
Proof. By Lemma 3.1 we easily obtain that the family \( \{ -Y_\alpha(\tau), \tau \in \mathcal{T} \} \) is a \(-g(-)\) supermartingale system. Since moreover (2.8) holds, we can apply Lemma A.2 in [9] and obtain the existence of an optional laglag process, denoted by \((Y^\alpha_t)_{t \leq T}\) which aggregates the family, that is \(Y^\alpha(\tau) = Y^\alpha_\tau\), for all \(\tau \in \mathcal{T}\). Hence, the following limits:

\[
\lim_{s \in (t,T) \downarrow t} Y^\alpha_s \quad \text{and} \quad \lim_{s \in (t,T) \uparrow t} Y^\alpha_s.
\]

are well-defined and finite.

Now, we define:

\[
\overline{Y}^\alpha_t := \lim_{s \in (t,T) \downarrow t} Y^\alpha_s, \quad t \in [0,T], \quad \overline{Y}^\alpha_T := Y^\alpha_T.
\]

(3.1)

which is by definition a real-valued RCLL process.

In order to prove the desired regularity property, we have to show that for every stopping time \(\tau \in \mathcal{T}\), it holds that:

\[
\overline{Y}^\alpha_\tau = Y^\alpha_\tau \quad \text{a.s.}
\]

The above relation implies that the processes \(\overline{Y}^\alpha\) and \(Y^\alpha\) are indistinguishable. The proof is divided in two steps.

**Step 1.** Fix \(\tau \in \mathcal{T}\). We first prove that \(\overline{Y}^\alpha_\tau \leq Y^\alpha_\tau\) a.s.

**a.** Let \(\alpha' \in A^\alpha_\tau\). Fix \(k \in \mathbb{N}^*\). Define \(\tilde{M}^{k,\alpha'}_T := \frac{1}{k} + M^{\alpha'}_T (1 - \frac{1}{k})\). Note that \(\tilde{M}^{k,\alpha'}_T \geq M^{\alpha'}_T\) and \(\tilde{M}^{k,\alpha'}_T \to M^{\alpha'}_T\) when \(k \to \infty\). In the sequel, we denote by \((E_f^\tau, \tilde{Z}^k)\) the solution of the BSDE associated to \((\tilde{M}^{k,\alpha'}, f)\).

Recall that \(M^{\alpha'}_T(\omega)\) belongs for a.e. \(\omega\) to \([0,1]\). Hence, by construction, we have:

\[
0 \leq M^{\alpha'}_T \leq \tilde{M}^{k,\alpha'}_T \leq 1 \quad \text{a.s.}
\]

By applying the comparison theorem for BSDEs and since \(\alpha' \in A^\alpha_\tau\), we obtain:

\[
E^f_{\tau,T}[0] \leq M^\alpha_\tau \leq E^f_{\tau,T}[\tilde{M}^{k,\alpha'}_T] \quad \text{a.s.}
\]

(3.2)

We claim that it exists a sequence of stopping times \((\tau_{n,k})_n\) valued a.s. in \([0,T]\) and an admissible control \(\tilde{\alpha}_k \in A^\alpha_{\tau_{n,k}}\) for all \(n \in \mathbb{N}\) such that: \(\tau_{n,k} \to \tau\) when \(n\) tends to +\(\infty\), \(\tau_{n,k} > \tau\) a.s. on \(\{\tau < T\}\) for all \(n \in \mathbb{N}\) and \(M^{\tilde{\alpha}_k}_T \leq \tilde{M}^{k,\alpha'}_T\). The proof is postponed to Step 1.b.

Thanks to the above assertion, we can appeal to (3.1) and obtain:

\[
\overline{Y}^\alpha_\tau = \lim_{n \to \infty} Y^\alpha_{\tau_{n,k}} \quad \text{a.s.}
\]

(3.3)

Using the definition of \(Y^\alpha\), we get:

\[
Y^\alpha_{\tau_{n,k}} \leq E_{\tau_{n,k},T}[\Phi(M^{\tilde{\alpha}_k}_T)] \quad \text{a.s.}
\]

(3.4)
As \( \mathcal{M}_{T}^{\tilde{\alpha}_{k}} \leq \tilde{\mathcal{M}}_{T}^{k,\alpha'} \) a.s. and \( \Phi \) is nondecreasing, by applying the comparison theorem for BSDEs, we get for all \( n \):

\[
\mathcal{E}_{\tau_{n,k},T}^g[\Phi(\mathcal{M}_{T}^{\tilde{\alpha}_{k}})] \leq \mathcal{E}_{\tau_{n,k},T}^g[\Phi(\tilde{\mathcal{M}}_{T}^{k,\alpha'})] \quad \text{a.s.}
\]

The above inequality together with (3.3), (3.4) and the continuity of the process \( \mathcal{E}_{\tau,T}^f[\Phi(\tilde{\mathcal{M}}_{T}^{k,\alpha'})] \) lead to:

\[
\mathcal{Y}_{\tau} \leq \mathcal{E}_{\tau,T}^g[\Phi(\tilde{\mathcal{M}}_{T}^{k,\alpha'})] \quad \text{a.s.}
\]

Since \( \tilde{\mathcal{M}}_{T}^{k,\alpha'} \rightarrow \mathcal{M}_{T}^{\alpha'} \) a.s. and \( \Phi \) is a.s. continuous, by letting \( k \) tend to \( \infty \), we obtain:

\[
\mathcal{Y}_{\tau} \leq \mathcal{E}_{\tau,T}^g[\Phi(\mathcal{M}_{T}^{\alpha'})] \quad \text{a.s.}
\]

By arbitrariness of \( \alpha' \in \mathcal{A}_{T}^{\alpha} \), we conclude:

\[
\mathcal{Y}_{\tau} \leq \mathcal{Y}_{\tau} \quad \text{a.s.}
\]

\[\text{b. i) We first construct, for each } k \in \mathbb{N}^{*}, \text{ the sequence of stopping times } (\tau_{n,k})_{n} \text{ valued a.s. in } [0,T] \text{ such that } \tau_{n,k} \rightarrow \tau \text{ when } n \rightarrow \infty \text{ and } \tau_{n,k} > \tau \text{ a.s. on } \{\tau > T\} \text{ for all } n \in \mathbb{N}.
\]

To do this, we start by defining the following stopping time:

\[
\sigma_{k} := \inf\{\tau \leq t \leq T; \mathcal{M}_{t}^{\sigma} = \mathcal{E}_{t,T}^{f}[\tilde{\mathcal{M}}_{T}^{k,\alpha'}]\}. \tag{3.5}
\]

We use the convention \( \inf \emptyset = +\infty \).

We introduce \( (\tau_{n})_{n} \) a sequence of stopping times with values in \([0,T]\) such that \( \tau_{n} \rightarrow \tau \) on \( \{\tau < T\} \) for all \( n \) and \( \tau_{n} \rightarrow \tau \) a.s. when \( n \) tends to \( +\infty \).

For each \( n \), we define \( \tau_{n,k} \) as follows:

\[
\tau_{n,k} := \tau_{n}1_{A_{k}} + (\tau_{n} \wedge \sigma_{k})1_{\bar{A}_{k}}, \tag{3.6}
\]

with

\[
A_{k} := \{\mathcal{E}_{\tau,T}^{f}[\tilde{\mathcal{M}}_{T}^{k,\alpha'}] - \mathcal{M}_{T}^{\alpha} = 0\} \in \mathcal{F}_{\tau}; \quad A_{k}^{c} := \{\mathcal{E}_{\tau,T}^{f}[\tilde{\mathcal{M}}_{T}^{k,\alpha'}] - \mathcal{M}_{T}^{\alpha} > 0\} \in \mathcal{F}_{\tau}.
\]

Remark that by (3.2), \( P(A_{k} \cup A_{k}^{c}) = 1 \) and thus \( \tau_{n,k} \downarrow \tau \) a.s. when \( n \rightarrow \infty \). We precise that we have to introduce the sets \( A_{k} \) and \( \bar{A}_{k}^{c} \) because \( \sigma_{k} = \tau \) on \( A_{k} \). In order to have \( \tau_{n,k} > \tau \) a.s. on \( \{\tau > T\} \), it remains to prove that \( \tau < \sigma_{k} \) on \( A_{k}^{c} \).

The definition of \( \sigma_{k} \) together with the continuity of the processes \( \mathcal{M}^{\alpha} \) and \( \mathcal{E}_{\tau,T}^{f}[\tilde{\mathcal{M}}_{T}^{k,\alpha'}] \), imply that almost surely, \( \sigma_{k} = +\infty \) or \( \mathcal{E}_{\sigma_{k,T}}^{f}[\tilde{\mathcal{M}}_{T}^{k,\alpha'}] \leq \mathcal{M}_{T}^{\sigma_{k}} \). Moreover, since on \( A_{k}^{c} \) we have \( \mathcal{E}_{\tau,T}^{f}[\tilde{\mathcal{M}}_{T}^{k,\alpha'}] > \mathcal{M}_{T}^{\sigma_{k}} \) and \( \tau \leq \sigma_{k} \) a.s., one can thus conclude that

\[
\tau < \sigma_{k} \text{ a.s. on } A_{k}^{c}.
\]

ii) We provide the existence of an admissible control \( \tilde{\alpha}_{k} \in \mathcal{A}_{n,k}^{\alpha} \) for all \( n \in \mathbb{N} \) such that

\[
\mathcal{M}_{T}^{\tilde{\alpha}_{k}} \leq \tilde{\mathcal{M}}_{T}^{k,\alpha'}.
\]

The control \( \tilde{\alpha}_{k} \) is defined as follows:

\[
\tilde{\alpha}_{k} := \alpha_{s}1_{\{s \leq \tilde{\sigma}_{k}\}} + \tilde{Z}_{s}1_{\{s > \tilde{\sigma}_{k}\}},
\]
where $\tilde{\sigma}_k = \sigma_k \wedge T$. Recall that $\tilde{Z}^k$ is the process associated to the BSDE representation of $\tilde{M}^k_{\alpha'}$. Note that the above construction ensures that $0 \leq \mathcal{M}^{\tilde{\alpha}_k}_T \leq \tilde{M}^{k,\alpha'}_T$ a.s. It remains to show that $\tilde{\alpha}_k \in A^\alpha_{\tau,n,k}$. It is clear that we have:

$$\mathcal{M}^{\alpha}_{\tau_n \wedge \sigma_k} = \mathcal{M}^{\tilde{\alpha}_k}_{\tau_n \wedge \sigma_k} \quad \text{a.s.}$$

and hence

$$\mathcal{M}^{\alpha}_{\tau_n \wedge \sigma_k} = \mathcal{M}^{\tilde{\alpha}_k}_{\tau_n \wedge \sigma_k} \quad \text{a.s. on } A^c_k. \quad (3.7)$$

Since $\sigma_k = \tau$ on $A_k$, we have to prove that $\mathcal{M}^{\alpha}_{\tau_n} = \mathcal{M}^{\tilde{\alpha}_k}_{\tau_n}$ a.s. on $A_k$. Recall that $\alpha' \in A^\alpha_\tau$. Hence, by definition of the set $A_k$, we obtain $\mathcal{M}^{\alpha'}_T = \mathcal{E}^f_{\tau_n,T}[\tilde{M}^{k,\alpha'}_T]$ a.s. on $A_k$. A strict comparison theorem for BSDEs and the definition of $\tilde{M}^{k,\alpha'}_T$ lead to

$$\tilde{M}^{k,\alpha'}_T = \mathcal{M}^{\alpha'}_T = 1 \quad \text{a.s. on } A_k. \quad (3.8)$$

By uniqueness of the solution of a BSDE, we get:

$$\mathcal{E}^f_{\tau_n,T}[\tilde{M}^{k,\alpha'}_T] = \mathcal{M}^{\alpha'}_{\tau_n} = \mathcal{E}^f_{\tau_n,T}[1] \quad \text{a.s. on } A_k.$$

Moreover, by $(3.8)$ and the comparison theorem for BSDEs, we have $\mathcal{M}^{\alpha'}_T = \mathcal{E}^f_{\tau,T}[1]$ a.s. on $A_k$ and since $\alpha' \in A^\alpha_\tau$, we get $\mathcal{M}^{\alpha}_{\tau_n} = \mathcal{E}^f_{\tau_n,T}[1]$ a.s. on $A_k$. The strict comparison theorem for BSDEs allows us to conclude that:

$$\mathcal{M}^{\alpha}_{\tau_n} = \mathcal{E}^f_{\tau_n,T}[1] \quad \text{a.s. on } A_k.$$

The two above equalities imply:

$$\mathcal{M}^{\alpha}_{\tau_n} = \mathcal{E}^f_{\tau_n,T}[\tilde{M}^{k,\alpha'}_T] \quad \text{a.s. on } A_k. \quad (3.9)$$

Now, recall that $\mathcal{E}^f_{\tau_n,T}[\tilde{M}^{k,\alpha'}_T] = \mathcal{M}^{\alpha}_T$ on $A_k$. The definition of the control $\tilde{\alpha}_k$ together with the fact that $\sigma_k = \tau$ on $A_k$ lead to:

$$\mathcal{M}^{\alpha}_{\tau_n} = \mathcal{E}^f_{\tau_n,T}[\tilde{M}^{k,\alpha'}_T] = \mathcal{M}^{\tilde{\alpha}_k}_{\tau_n} \quad \text{a.s. on } A_k. \quad (3.10)$$

Using $(3.9)$, $(3.10)$ hold, we finally obtain:

$$\mathcal{M}^{\alpha}_{\tau_n} = \mathcal{M}^{\tilde{\alpha}_k}_{\tau_n} \quad \text{a.s. on } A_k. \quad (3.11)$$

By $(3.11)$ we deduce that $\tilde{\alpha}_k \in A^\alpha_{\tau,n,k}$.

**Step 2.** Let us prove now the converse inequality $\overline{\mathcal{Y}}^\alpha_\tau \geq \mathcal{Y}^\alpha_\tau$ a.s. By applying on $[\tau, \tau_n]$ the stability result for BSDEs with parameters $(\overline{\mathcal{Y}}^\alpha_\tau, 0)$ and $(\mathcal{Y}^\alpha_{\tau_n}, g 1_{[0,\tau_n]}),$ we obtain:

$$\|\overline{\mathcal{Y}}^\alpha_\tau - \mathcal{E}^g_{\tau_n,\tau_n}[\mathcal{Y}^\alpha_{\tau_n}]\|_{L^2} \leq C \left( \|\overline{\mathcal{Y}}^\alpha_\tau - \mathcal{Y}^\alpha_{\tau_n}\|_{L^2} + \mathbb{E}\left[ \int_{\tau}^{\tau_n} |g(s, \overline{\mathcal{Y}}^\alpha_\tau, 0)|^2 ds \right] \right). \quad (3.12)$$
The assumptions on the driver \( g \), the convergence of \( \tau_n \) to \( \tau \), the integrability of \( \mathcal{Y}^\alpha \) (see \((2.8)\)), and Lebesgue’s Theorem imply that \( \mathbb{E} [ \int_{\tau_n}^\tau |g(s, \mathcal{Y}^\alpha_\tau, 0)|^2 ds ] \to 0 \). By the same arguments and \((3.1)\), we get \( \| \mathcal{Y}^\alpha_\tau - \mathcal{Y}^\alpha_{\tau_n} \|_{L_2} \to 0 \). Now, we let \( n \) tend to \( \infty \) in \((3.12)\), and obtain \( \mathcal{E}_{\tau, \tau_n}[\mathcal{Y}^\alpha_{\tau_n}] \to \mathcal{Y}^\alpha_\tau \) a.s., up to a subsequence.

Moreover, Lemma \((3.4)\) implies that \( \mathcal{E}_{\tau, \tau_n}[\mathcal{Y}^\alpha_{\tau_n}] \geq \mathcal{Y}^\alpha_\tau \). This inequality and the above convergence lead to the desired result. \( \square \)

Remark 3.4. In \([7]\), it is provided the existence of a control \( \alpha_n \in \mathcal{A}_n^\alpha \), with \( \tau_n \to \tau \) and \( \tau_n > \tau \) for all \( n \), such that \( M^\alpha_{\tau_n} \) remains “sufficiently close” to \( M^\alpha_{\tau} \). The control \( \alpha_n \) is obtained by scaling \( \alpha \) in an appropriate way. This approach cannot be applied in the case of nonlinear constraints, as being clearly specific to the linear setting.

Using similar arguments as in Theorem 2.1 in \([7]\) (points (iii), (iv)) one can show the following BSDE representation for \( \mathcal{Y}^\alpha \):

**Theorem 3.5.** Assume that Assumption \((3.3)\) holds. Then there exists a family \(( \mathcal{Z}^\alpha, \mathcal{K}^\alpha \))\(_{\alpha \in \mathcal{A}_0} \) satisfying

\[
\sup_{\alpha \in \mathcal{A}_0} \| \mathcal{Y}^\alpha, \mathcal{Z}^\alpha, \mathcal{K}^\alpha \|_{S_2 \times H_2 \times L_2} < +\infty, \tag{3.13}
\]

and such that for all \( \alpha \in \mathcal{A}_0 \), we have

\[
\mathcal{Y}^\alpha_t = \Phi(M^\alpha_T) + \int_t^T g(s, \mathcal{Y}^\alpha_s, \mathcal{Z}^\alpha_s)ds - \int_t^T \mathcal{Z}^\alpha_s dW_s + \mathcal{K}^\alpha - \mathcal{K}^\alpha_T. \tag{3.14}
\]

\[
\mathcal{K}^\alpha_{\tau_1} = \text{ess inf}_{\alpha \in \mathcal{A}_0^\tau_1} \mathbb{E} [\mathcal{K}^\alpha_{\tau_1} | \mathcal{F}_{\tau_1}], \quad \forall \tau_1 \in \mathcal{T}, \quad \tau_2 \in \mathcal{T}_\tau, \tag{3.15}
\]

and

\[
(\mathcal{Y}^\alpha, \mathcal{Z}^\alpha, \mathcal{K}^\alpha) \mathbb{I}_{[0, \tau]} = (\mathcal{Y}^\alpha, \mathcal{Z}^\alpha, \mathcal{K}^\alpha) \mathbb{I}_{[0, \tau]}, \quad \forall \tau \in \mathcal{T}, \quad \alpha \in \mathcal{A}_T. \tag{3.16}
\]

Moreover, \((\mathcal{Y}^\alpha, \mathcal{Z}^\alpha, \mathcal{K}^\alpha)\)\(_{\alpha \in \mathcal{A}_0} \) is the unique family satisfying \((3.13)\), \((3.14)\), \((3.15)\) and \((3.16)\).

### 4 Existence of optimal controls in the case of concave constraints.

We show that in the case of concave constraints and under convexity assumptions on \( \Phi \) and \( g \), we get the existence of an optimal control \( \hat{\alpha} \), that is \( \mathcal{Y}^{\hat{\alpha}}_t = \mathcal{E}_{t,T}^g[\Phi(M^{\hat{\alpha}}_T)] \).

For all \( (\lambda, m_1, m_2, t, y_1, y_2, z_1, z_2) \in [0, 1] \times [0, 1]^2 \times [0, T] \times \mathbb{R}^2 \times [\mathbb{R}^2]^2 \), we assume a.s. the following:

**\( H_{\text{conc}} \)**

\[
\lambda f(t, y_1, z_1) + (1 - \lambda) f(t, y_2, z_2) \leq f(t, \lambda y_1 + (1 - \lambda)y_2, \lambda z_1 + (1 - \lambda)z_2).
\]

**\( H_{\text{conv}} \)**

\[
\Phi(\lambda m_1 + (1 - \lambda)m_2) \leq \lambda \Phi(m_1) + (1 - \lambda) \Phi(m_2)
\]

\[
g(t, \lambda y_1 + (1 - \lambda)y_2, \lambda z_1 + (1 - \lambda)z_2) \leq \lambda g(t, y_1, z_1) + (1 - \lambda)g(t, y_2, z_2).
\]
Proposition 4.1. Under Hypothesis \((H_{\text{conv}})\) and \((H_{\text{conc}})\), for any \((\tau, \alpha) \in \mathcal{T} \times H_2\), there exists \(\hat{\alpha}_{\tau, \alpha} \in \mathcal{A}_{\tau}^\alpha\) such that
\[
\mathcal{Y}_\tau^\alpha = \mathcal{E}_\tau^g \left[ \Phi(\mathcal{M}_{\tau}^{\hat{\alpha}_{\tau, \alpha}}) \right] = \mathcal{E}_{\tau', \tau}^g \left[ \mathcal{Y}_{\tau'}^{\hat{\alpha}_{\tau', \alpha}} \right], \quad \forall \tau' \in \mathcal{T}_\tau.
\]

Proof. By Lemma A.1 in the Appendix, there exists \((\alpha^n)_n \in \mathcal{A}_\tau^\alpha\) such that:
\[
\mathcal{Y}_\tau^\alpha = \lim_{n \to \infty} \mathcal{E}_{\tau, T}^g [\Phi(\mathcal{M}_{\tau}^{\alpha^n})].
\] (4.1)

Recall that \((\mathcal{M}_{\tau}^{\alpha^n})_n\) is valued in \([0,1]\). By Komlos Theorem, \(\tilde{\mathcal{M}}_n^\tau := \frac{1}{n} \sum_{i \leq n} \mathcal{M}_{\tau}^{\alpha_i}\) converges a.s. to a random variable \(\tilde{\mathcal{M}}_\tau\) which belongs a.s. to \([0,1]\).

From the concavity assumption on the driver \(f\) and the comparison theorem for BSDEs we get:
\[
\mathcal{E}_{\tau, T}[\tilde{\mathcal{M}}_n^\tau] \geq \frac{1}{n} \sum_{i \leq n} \mathcal{E}_{\tau, T}[\mathcal{M}_{\tau}^{\alpha_i}] = \mathcal{M}_\tau^\alpha,
\] (4.2)
since \(\alpha^n \in \mathcal{A}_\tau^\alpha\) for all \(n\).

The a priori estimates for BSDEs lead to:
\[
|\mathcal{E}_{\tau, T}[\tilde{\mathcal{M}}_n^\tau] - \mathcal{E}_{\tau, T}[\tilde{\mathcal{M}}_\tau]| \leq \mathcal{E}_T[|\tilde{\mathcal{M}}_n^\tau - \tilde{\mathcal{M}}_\tau|^2].
\]

The a.s. convergence \(\mathcal{M}_n^\tau \to \tilde{\mathcal{M}}_\tau\) and the boundness of the sequence \((\tilde{\mathcal{M}}_n^\tau)_n\) allow us to apply the Lebesgue’s theorem and to derive that the right hand side of the above inequality tends to 0 when \(n\) goes to \(+\infty\). We thus derive that:
\[
\mathcal{E}_{\tau, T}[\tilde{\mathcal{M}}_n^\tau] \to \mathcal{E}_{\tau, T}[\tilde{\mathcal{M}}_\tau] \quad \text{a.s.} \quad (4.3)
\]

Hence, inequality (4.2) combined with (4.3) lead to \(\mathcal{E}_{\tau, T}[\tilde{\mathcal{M}}_n^\tau] \geq \mathcal{M}_\tau^\alpha\).

Let us denote by \(\tilde{\alpha}\) the control associated to the BSDE with terminal condition \(\tilde{\mathcal{M}}_\tau\) and driver \(f\). We define the following stopping time:
\[
\theta_{\tilde{\alpha}} := \inf \{ \tau \leq s \leq T : \mathcal{M}_s^{\alpha_{\tilde{\alpha}} \tilde{\alpha}} = \mathcal{E}_{s, T}^f[0] \} \wedge T,
\]
with the convention \(\inf \emptyset = +\infty\). We recall that \((\mathcal{Y}_0^0, \mathcal{Z}_0^0)\) represents the solution of the BSDE associated to driver \(f\) and terminal condition 0 and we define the control \(\tilde{\alpha}\) as follows:
\[
\hat{\alpha}_s := \alpha_s 1_{s \leq \tau} + \tilde{\alpha}_s 1_{\{\tau < s \leq \theta_{\tilde{\alpha}}\}} + \mathcal{Z}_s^0 1_{\{s > \theta_{\tilde{\alpha}}\}}.
\]

Note that \(\hat{\alpha}\) belongs to \(\mathcal{A}_\tau^\alpha\). Moreover, by construction, we have:
\[
\mathcal{M}_\tau^\alpha \leq \tilde{\mathcal{M}}_\tau \quad \text{a.s.} \quad (4.4)
\]

Now, by using hypothesis \((H_{\text{conv}})\) and the comparison theorem, we obtain:
\[
\mathcal{Y}_n^\tau := \frac{1}{n} \sum_{i \leq n} \mathcal{E}_{\tau, T}^g [\Phi(\mathcal{M}_T^{\alpha_i})] \geq \mathcal{E}_{\tau, T}^g [\Phi(\tilde{\mathcal{M}}_T^\tau)].
\] (4.5)
By (4.3) and Cesaro’s Lemma we have \( \lim_{n \to \infty} \tilde{Y}_u^n = \mathcal{Y}_\tau^\alpha \) a.s.

Similar arguments as the ones used to prove (4.3) allow us to deduce that \( \lim_{n \to \infty} \mathcal{E}_{\tau, T}^g \left[ \Phi(\tilde{M}_T) \right] = \mathcal{E}_{\tau, T}^g \left[ \Phi(M_T) \right] \) a.s. By letting \( n \) tend to \( \infty \) in (4.5) we conclude:

\[
\mathcal{Y}_\tau^\alpha \geq \mathcal{E}_{\tau, T}^g \left[ \Phi(M_T) \right]. \tag{4.6}
\]

From (4.4), (4.6), the non-decreasing monotonicity of the map \( \Phi \) and the comparison theorem for BSDEs, we finally get:

\[
\mathcal{Y}_\tau^\alpha \geq \mathcal{E}_{\tau, T}^g \left[ \Phi(M_T^\alpha) \right]. \tag{4.7}
\]

The equality follows by definition of \( \mathcal{Y}_\tau^\alpha \) and \( \hat{\alpha} \) is hence the optimal control.

In order to show the second equality \( \mathcal{Y}_\tau^\alpha = \mathcal{E}_{\tau, \tau'}^g \left[ \mathcal{Y}_{\tau'}^{\hat{\alpha}, \cdot} \right] \), \( \forall \tau' \in \mathcal{T}_\tau \), we first observe that \( \mathcal{Y}_\tau^\alpha = \mathcal{E}_{\tau, \tau'}^g \left[ \mathcal{E}_{\tau', T}^g \left[ \Phi(M_T^\alpha) \right] \right] \geq \mathcal{E}_{\tau, \tau'}^g \left[ \mathcal{Y}_{\tau'}^{\hat{\alpha}} \right] \), by definition of the value function \( \mathcal{Y}_{\tau'}^{\hat{\alpha}} \) and the comparison theorem. As above, there exists \( (\hat{\alpha}^\tau) \in \alpha_\tau \) such that \( \mathcal{E}_{\tau, T}^g \left[ \Phi(M_T^{\hat{\alpha}^\tau}) \right] \to \mathcal{Y}_\tau^{\hat{\alpha}} \) a.s. By (2.8), the convergence also holds in \( L_2 \). The a priori estimates on BSDEs give:

\[
\mathcal{Y}_\tau^\alpha \leq \mathcal{E}_{\tau, \tau'}^g \left[ \mathcal{E}_{\tau', T}^g \left[ \Phi(M_T^{\hat{\alpha}^\tau}) \right] \right] \to \mathcal{E}_{\tau, \tau'}^g \left[ \mathcal{Y}_{\tau'}^{\hat{\alpha}^\tau} \right].
\]

Remark 4.2. Note that in [7], the optimal control is obtained directly by using the martingale representation of \( M_T \), due to the linearity of the expectation. In our nonlinear case, that is no longer possible and we need a more complicated construction of the optimal control.

5 Properties of the value function

In this section, we study the continuity and the convexity (defined in a probabilistic sense) of the map \( \mathcal{Y}_t(\mu) := \mathcal{Y}(t, \mu) \) with respect to the threshold \( \mu \), for any \( t < T \).

5.1 Continuity

Fix \( t \in [0, T] \). We give below an estimate on the map \( \mu \to \mathcal{Y}_t(\mu) \), ensuring its continuity under some weak assumptions on the map \( \Phi \) (e.g. \( \Phi \) is Lipschitz continuous with respect to \( x \), uniformly in \( \omega \) or deterministic continuous). We obtain a more natural bound for \( |\mathcal{Y}_t(\mu_1) - \mathcal{Y}_t(\mu_2)| \) than the one provided in the case of classical expectations constraints (see [7]), which is expressed only through the spread \( |\mu_1 - \mu_2|^2 \) (in [7] it depends on \( (1 - \frac{\mu_1}{\mu_2}) 1_{\mu_1 < \mu_2} + \frac{\mu_1 - \mu_2}{1 - \mu_2} 1_{\mu_1 > \mu_2}; (1 - \frac{\mu_2}{\mu_1}) 1_{\mu_2 < \mu_1} + \frac{\mu_2 - \mu_1}{1 - \mu_1} 1_{\mu_1 < \mu_2} \) and on other two terms related to the case when the thresholds take the boundary values 0 and 1). Moreover, our proof is based on BSDEs techniques, allowing to treat the nonlinear case, contrary to [7], where the arguments hold only in the case of linear constraints.

**Theorem 5.1.** Let \( t < T \), and \( \mu_1, \mu_2 \in D_t \). Then \( |\mathcal{Y}_t(\mu_1) - \mathcal{Y}_t(\mu_2)| \leq \text{Err}_t(\Delta(\mu_1, \mu_2)), \) where \( \Delta(\mu_1, \mu_2) = C|\mu_1 - \mu_2|^{\frac{1}{2}} \), with \( C \) a constant.
depending only on \((C_f,T)\) and

\[
\text{Err}_t(\xi) := \text{esssup}\{\mathcal{R}_t(M, M') : M, M' \in \mathbf{L}_0([0, 1]), E_t[|M - M'|^2] \leq \xi\}, \tag{5.1}
\]

where \(\xi \in \mathcal{L}_2(\mathbf{R}, \mathcal{F}_t)\) and \(\mathcal{R}_t(M, M') := |\mathcal{E}_{t,T}^g[\Phi(M)] - \mathcal{E}_{t,T}^g[\Phi(M')]|\).

Proof. We define \(\bar{\mu}_1 := \mu_1 \vee \mu_2\) and \(\bar{\mu}_2 := \mu_1 \wedge \mu_2\). By the monotonicity property of the map \(\mu \to \mathcal{Y}_t(\mu)\) \((A.2)\), we have \(\mathcal{Y}_t(\bar{\mu}_1) \geq \mathcal{Y}_t(\bar{\mu}_2)\) a.s.

By Lemma \((A.1)\) it exists \(\alpha^n \in \mathbf{A}_{t,\bar{\mu}_1}\) such that \(\lim_{n \to \infty} \mathcal{E}_{t,T}^g[\Phi(\mathcal{M}_{t,\bar{\mu}_1})] = \mathcal{Y}_t(\bar{\mu}_1)\) a.s. Fix \(n \in \mathbb{N}\). We now construct an admissible control \(\bar{\alpha}^n \in \mathbf{A}_{t,\bar{\mu}_1}\) such that \(\mathcal{M}_{t,\bar{\alpha}^n} \in \left[\mathcal{M}_{t,\bar{\mu}_1,\alpha^n}, \mathcal{E}_{t,T}[1]\right],\) \(t \leq s \leq T,\) a.s. It is defined as follows:

\[
\bar{\alpha}^n_s := \alpha^n_s \mathbf{1}_{\{s \leq \tau\}} + Z^1_s \mathbf{1}_{\{s > \tau\}},
\]

where \(\tau := \inf\{s \in [t, T] : \mathcal{M}_{t,\bar{\mu}_1,\alpha^n} = \mathcal{E}_f[1]\} \wedge T,\) with the convention \(\inf \emptyset = +\infty\). Recall that \(Z^1\) corresponds to the control associated to the BSDE of terminal condition 1 and driver \(f\).

By definition of the value function \(\mathcal{Y}_t\), we get:

\[
\mathcal{Y}_t(\bar{\mu}_1) \leq \mathcal{E}_{t,T}^g[\Phi(\mathcal{M}_{t,\bar{\alpha}^n})] = \mathcal{E}_{t,T}^g[\Phi(\mathcal{M}_{t,\bar{\mu}_1})] - \mathcal{E}_{t,T}^g[\Phi(\mathcal{M}_{t,\bar{\mu}_2})] + \mathcal{E}_{t,T}^g[\Phi(\mathcal{M}_{t,\bar{\mu}_2})]. \tag{5.2}
\]

Let us now estimate \(E_t[|\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} - \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}|^2]\).

Since \(\mathcal{M}_{t,\bar{\mu}_1,\alpha^n}\) and \(\mathcal{M}_{t,\bar{\mu}_2,\alpha^n}\) belong to \([0, 1]\) and by construction \(\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} \geq \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}\) a.s., we obtain:

\[
E_t[|\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} - \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}|^2] \leq E_t[|\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} - \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}|]. \tag{5.3}
\]

A similar linearization technique as in the proof of the Comparison Theorem for BSDEs (see for e.g. [19]) yields:

\[
\bar{\mu}_1 - \bar{\mu}_2 \geq E_t \left[H_{t,T}^n(\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} - \mathcal{M}_{t,\bar{\mu}_2,\alpha^n})|\mathcal{F}_t\right] \text{ a.s.,} \tag{5.4}
\]

where \((H_{t,s}^n)_{s \in [t, T]}\) is the square integrable process satisfying

\[
dH_{t,s}^n = H_{t,s}^n [\delta^n_s ds + \beta^n_s dW_s]; \quad H_{t,t}^n = 1,
\]

with

\[
\begin{align*}
\delta^n_t := f(t, \mathcal{M}_{t,\bar{\mu}_1,\alpha^n}, \bar{\alpha}_t^n) - f(t, \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}, \bar{\alpha}_t^n) \\
\beta^n_t := \frac{f(t, \mathcal{M}_{t,\bar{\mu}_1,\alpha^n}, \bar{\alpha}_t^n) - f(t, \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}, \bar{\alpha}_t^n)}{|\bar{\alpha}_t^n - \alpha_t^n|^2} (\bar{\alpha}_t^n - \alpha_t^n) \mathbf{1}_{\bar{\alpha}_t^n \neq \alpha_t^n}.
\end{align*}
\]

Now, from \((5.3)\) and the Hölder inequality, we obtain:

\[
E_t[|\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} - \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}|] = E_t[(H_{t,T}^n)^{\frac{1}{2}} (H_{t,T}^n)^{\frac{1}{2}} |\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} - \mathcal{M}_{t,\bar{\mu}_2,\alpha^n}|] \leq E_t [(H_{t,T}^n)^{\frac{1}{2}} E_t [H_{t,T}^n (\mathcal{M}_{t,\bar{\mu}_1,\alpha^n} - \mathcal{M}_{t,\bar{\mu}_2,\alpha^n})^2]^{\frac{1}{2}}. \tag{5.5}
\]
Note that \((\delta^n)_n, (\beta^n)_n\) are predictable process bounded by \(C_f\), the Lipschitz constant of \(f\). We thus have for all \(n \in \mathbb{N}\), \(E_t \left[ (H^n_{t,T})^{-1} \right] \leq C\), for some \(C > 0\) depending on \(C_f\) and \(T\) (by the properties of exponential martingales).

The above relation together with (5.4) and the fact that \(M_{T}^{\tilde{\mu}_1, \tilde{\alpha}} - M_{T}^{\tilde{\mu}_2, \alpha}\) takes values in \([0, 1]\) a.s., imply:

\[
E_t\left[ |M_t^{\tilde{\mu}_1, \tilde{\alpha}} - M_t^{\tilde{\mu}_2, \alpha}|^2 \right] \leq C (\tilde{\mu}_1 - \tilde{\mu}_2)^2, \tag{5.6}
\]

where \(C\) is a constant depending on the Lipschitz constant of the driver \(f\).

By letting \(n\) tend to infinity in inequality (5.2) and using (5.6), we get:

\[
|Y_t(\tilde{\mu}_1) - Y_t(\tilde{\mu}_2)| \leq Err_t(\Delta(\tilde{\mu}_1, \tilde{\mu}_2)). \tag{5.7}
\]

Same arguments as in Step 2 of the proof of Theorem A.2 lead to:

\[
|Y_t(\mu_1) - Y_t(\mu_2)| \leq Err_t(\Delta(\mu_1, \mu_2)). \tag{5.8}
\]

5.2 Convexity

In this section, we provide a convexity result adapted to the non-markovian setting which is established for the map \(\mu \to Y_t(\mu)\), for any \(t < T\). We extend the results of [7] to the case of nonlinear constraints, which lead to nontrivial additional technicalities. An important difficulty in our context is represented by the fact that the admissibility set is given by the two processes \(E^f[0]\) and \(E^f[1]\), contrary to [7] where it is given by the two constants 0 and 1.

We first recall the notion of \(F_t\)-convexity introduced in [7].

**Definition 5.2** \((F_t\text{-convexity})\). (i) We say that a subset \(D \subset L_2(\mathbb{R}, \mathcal{F}_t)\) is \(F_t\)-convex if for all \(\mu_1, \mu_2 \in D\) and \(\lambda \in L_0([0, 1], \mathcal{F}_t)\), \(\lambda \mu_1 + (1 - \lambda) \mu_2 \in D\).

(ii) Let \(D\) be an \(F_t\)-convex subset of \(L_2(\mathbb{R}, \mathcal{F}_t)\). A map \(J : D \mapsto L_2(\mathbb{R}, \mathcal{F}_t)\) is said to be \(F_t\)-convex if \(Epi(J) := \{(\mu, Y) \in D \times L_2(\mathbb{R}, \mathcal{F}_t) : Y \geq J(\mu)\}\) is \(F_t\)-convex.

(iii) Let \(Epi(J)\) be the set of elements of the form \(\sum_{n \leq N} \lambda_n(\mu_n, Y_n)\) with \((\mu_n, Y_n, \lambda_n)_{n \leq N} \subset Epi(J) \times L_0([0, 1], \mathcal{F}_t)\) such that \(\sum_{n \leq N} \lambda_n = 1\), for some \(N \geq 1\). We then denote by \(\overline{Epi}(J)\) its closure in \(L_2\). The \(F_t\)-convex envelope of \(J_t\) is defined as

\[
\overline{J}_t(\mu) := ess \inf \{Y \in L_2(\mathbb{R}, \mathcal{F}_t) : (\mu, Y) \in \overline{Epi}(J_t)\}. \tag{5.9}
\]

**Assumption 5.3.** We assume that the map \(\Phi\) is Lipschitz continuous in \(x\), uniformly with respect to \(\omega\).
Proposition 5.4. Under Assumption 5.3, the map $\mu \in D_t \mapsto \mathcal{Y}_t(\mu)$ is $\mathcal{F}_t$-convex, for all $t < T$.

The proof is divided in several steps. We follow the arguments used in the proof of Proposition 3.2 in [7] up to non trivial modifications due to the nonlinearity of the driver $f$. The technical arguments specific to the nonlinear case are mostly needed in Step 5 of the proof. For convenience of the reader, we also present the main ideas of Steps 1-4.

Proof. 1. $(\mu, \mathcal{Y}^c_t(\mu)) \in \overline{Epi} (\mathcal{Y}_t)$, for all $\mu \in D_t$.

For every fixed element $\mu \in D_t$, the family $\{Y \in L_2(\mu, \mathcal{F}_t) : (\mu, Y) \in \overline{Epi} (\mathcal{Y}_t)\}$ is direct downward since $Y^1\mathbb{1}_{\{Y_1 \leq Y_2\}} + Y^2\mathbb{1}_{\{Y_1 > Y_2\}} \in F$ for all $Y^1, Y^2$, by $\mathcal{F}_t$-convexity of $\overline{Epi} (\mathcal{Y}_t)$. It then follows that we can find a sequence $(Y^n)_{n \geq 1} \subset F$ such that $Y^n \downarrow Y^c_t (\mu)$ a.s. Moreover, $Y^1$ and $\mathcal{Y}^c_t(\mu)$ belong to $L_2$, and thus the monotone convergence Theorem leads to $Y^n \rightarrow \mathcal{Y}^c_t(\mu)$ in $L_2$, as $n$ goes to infinity. The set $\overline{Epi} (\mathcal{Y}_t)$ is closed in $L_2$ and hence the result follows.

2. Let $\eta \in S_2$ be as in (2.8). Then, $|\mathcal{Y}^c_t(\mu)| \leq \eta_t$, for all $t \leq T$ and $\mu \in D_t$.

We first show that $\mathcal{Y}^c_t(\mu) \geq -\eta_t$. By Point 1, it follows that $(\mu, \mathcal{Y}^c_t(\mu)) \in \overline{Epi} (\mathcal{Y}_t)$ is obtained as $L_2$-limit of elements of the form $\sum_{n \leq N} \lambda_n (\mu_n, Y_n)$ with $(\mu_n, Y_n, \lambda_n) \subset Epi(\mathcal{Y}_t) \times L_0([0, 1], \mathcal{F}_t)$, such that $\sum_{n \leq N} \lambda_n = 1$. Inequality (2.8) implies that each $Y^n$ of the above family is bounded below by $-\eta_t$ and hence this also holds for $\mathcal{Y}^c_t(\mu)$. The converse inequality $\mathcal{Y}^c_t \leq \eta_t$ is clear since (2.8) holds and, by construction, $\mathcal{Y} \geq \mathcal{Y}^c_t$.

3. The map $\mu \in D_t \mapsto \mathcal{Y}^c_t(\mu)$ is $\mathcal{F}_t$-convex.

We have the show that $Epi(\mathcal{Y}^c_t)$ is $\mathcal{F}_t$–convex. Let us fix $\mu^1, \mu^2 \in D_t$ and $\lambda \in L_0([0, 1], \mathcal{F}_t)$. Since $\overline{Epi} (\mathcal{Y}_t)$ is $\mathcal{F}_t$-convex and $(\mu^i, \mathcal{Y}^c_t(\mu^i)) \in \overline{Epi} (\mathcal{Y}_t)$, for $i = 1, 2$, it follows that $(\lambda \mu^1 + (1-\lambda)\mu^2, \lambda \mathcal{Y}^c_t(\mu^1) + (1-\lambda)\mathcal{Y}^c_t(\mu^2)) \in \overline{Epi} (\mathcal{Y}_t)$, and thus $\lambda \mathcal{Y}^c_t(\mu^1) + (1-\lambda)\mathcal{Y}^c_t(\mu^2) \geq \mathcal{Y}_t(\lambda \mu^1 + (1-\lambda)\mu^2)$, by definition of $\mathcal{Y}^c_t(\mu)$. We obtain that $\lambda Y^1 + (1-\lambda)Y^2 \geq \mathcal{Y}^c_t(\lambda \mu^1 + (1-\lambda)\mu^2)$, for any $Y^1, Y^2$ such that $(\mu^i, Y^i) \in Epi(\mathcal{Y}^c_t)$, $i = 1, 2$. The result follows.

4. $\mathcal{Y}_t(\mu) \geq \mathcal{Y}^c_t(\mu)$, for all $\mu \in D_t$.

Let $(\mu_n)_n \in D_t$ be such that $\mu_n \rightarrow \mu$ a.s. when $n \rightarrow \infty$. Recall that under Assumption 5.3, the map $\mu \mapsto \mathcal{Y}_t(\mu)$ is a.s. continuous and hence $\mathcal{Y}_t(\mu_n) \rightarrow \mathcal{Y}_t(\mu)$ a.s. when $n \rightarrow \infty$. Moreover, by (2.8) we have $\mathcal{Y}_t(\mu_n) \rightarrow \mathcal{Y}_t(\mu)$ in $L_2$. Note that $Epi(\mathcal{Y}_t) \subset \overline{Epi} (\mathcal{Y}_t)$ and thus $(\mu, \mathcal{Y}_t(\mu)) \in \overline{Epi} (\mathcal{Y}_t)$. The result follows by using the definition of $\mathcal{Y}^c_t$.

5. $\mathcal{Y}^c_t(\mu) \geq \mathcal{Y}_t(\mu)$, for all $\mu \in D_t$.

(i) It follows from Point 1, that there exists a sequence

$$(\mu_n, Y_n, \lambda^N_n)_{n \geq 1, N \geq 1} \subset Epi(\mathcal{Y}_t) \times L_0([0, 1], \mathcal{F}_t)$$
such that $\sum_{n \leq N} \lambda_n^N = 1$, for all $N$, and
\[
(\hat{\mu}_N, \hat{Y}_N) := \sum_{n \leq N} \lambda_n^N (\mu_n, Y_n) \mapsto (\mu, \mathcal{Y}_t^\nu) \in L_2.
\]  

(5.10)

Fix $N \geq 1$ and $M \geq 1$. We claim that $\mathcal{Y}_t(\hat{\mu}_N) \leq \hat{Y}_N$. The proof is postponed to Step 5, point (ii). We deduce:

\[
\lim \inf_{N \to \infty} \mathcal{Y}_t(\hat{\mu}_N) \leq \mathcal{Y}_t^\nu(\mu).
\]

We now define:

\[
Z_M(\mu) := \text{essinf}\{\mathcal{Y}_t(\mu') : |\mu' - \mu| \leq \frac{1}{M}\}.
\]

and set $D^M_\mu := \{\mu' \in D_t : |\mu' - \mu| \leq \frac{1}{M}\}$. By Lemma A.1 it exists a sequence $(\mu^M_n)_n$ with $\mu^M_n \in D^M_\mu$ for all $n$ such that

\[
\mathcal{Y}_t(\mu^M_n) \to Z_M(\mu) \text{ a.s. when } n \to \infty.
\]

(5.11)

One can easily remark that under Assumption 5.3, the estimate given in Theorem 5.1 becomes:

\[
|\mathcal{Y}_t(\mu^M_n) - \mathcal{Y}_t(\mu)| \leq \text{Err}_t(\Delta|\mu^M_n - \mu|) \leq K|\mu^M_n - \mu|^{\frac{1}{2}} \leq K\frac{1}{M^{\frac{1}{2}}},
\]

(5.12)

where $K$ is a constant depending on $C_f, T$ and the Lipschitz constant of $\Phi$.

Note that:

\[
|\mathcal{Y}_t(\mu) - Z_M(\mu)| \leq |\mathcal{Y}_t(\mu) - \mathcal{Y}_t(\mu^M_n)| + |\mathcal{Y}_t(\mu^M_n) - Z_M(\mu)|.
\]

Coupling the above inequality with (5.12) and (5.11), letting first $n$ and then $M$ to $\infty$, we get

\[
Z_M(\mu) \to \mathcal{Y}_t(\mu) \text{ a.s. when } M \to +\infty.
\]

(5.13)

Now, the convergence $\hat{\mu}_N \to \mu$ a.s. and Lemma A.3 imply that:

\[
Z_M(\mu) \leq \lim \inf_{N \to \infty} \mathcal{Y}_t(\hat{\mu}_N) = \lim \inf_{N \to \infty} \left(\mathcal{Y}_t(\hat{\mu}_N)\mathbf{1}_{|\hat{\mu}_N - \mu| \leq \frac{1}{M}} + \mathcal{Y}_t(\mu)\mathbf{1}_{|\hat{\mu}_N - \mu| > \frac{1}{M}}\right) \leq \mathcal{Y}_t^\nu(\mu),
\]

(5.14)

where:

\[
\hat{\mu}_N := \hat{\mu}_N\mathbf{1}_{|\hat{\mu}_N - \mu| \leq \frac{1}{M}} + \mu\mathbf{1}_{|\hat{\mu}_N - \mu| > \frac{1}{M}} \in D^M_\mu.
\]

Also, since by (5.13), $Z_M(\mu) \uparrow \mathcal{Y}_t(\mu)$ as $M$ goes to $+\infty$, the result follows.

(ii) It remains to prove:

\[
\mathcal{Y}_t(\hat{\mu}_N) \leq \hat{Y}_N.
\]

(5.15)
Fix $\varepsilon > 0$. Let us consider a random variable, $\mathcal{F}_{t+\varepsilon}$ measurable $\zeta_N^\varepsilon$ such that $\mathbb{P}[\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n}|\mathcal{F}_t] = \lambda_n^N$, where $\alpha_n \in \mathbf{A}_{t,\mu_n}$. Clearly, by construction, $\zeta_N^\varepsilon$ belongs to $[\mathcal{E}_{t+\varepsilon, T}^f[0, \mathcal{E}_{t+\varepsilon, T}^f[1]$ a.s. We set:

$$\mu_N^\varepsilon := \mathcal{E}_{t+\varepsilon}^f[\zeta_N^\varepsilon]. \tag{5.16}$$

We rewrite $\mathcal{Y}_t(\hat{\mu}_N)$ as follows:

$$\mathcal{Y}_t(\hat{\mu}_N) = \mathcal{Y}_t(\hat{\mu}_N) - \mathcal{Y}_t(\mu_N^\varepsilon) + \mathcal{Y}_t(\mu_N^\varepsilon) \tag{5.17}$$

and by appealing to Theorem 5.1 we obtain:

$$\mathcal{Y}_t(\hat{\mu}_N) \leq Err_t(\Delta(\hat{\mu}_N - \mu_N^\varepsilon)) + \mathcal{Y}_t(\mu_N^\varepsilon). \tag{5.18}$$

We now show that $\limsup_{\varepsilon \to 0}[Err_t(\Delta(\hat{\mu}_N - \mu_N^\varepsilon)) + \mathcal{Y}_t(\mu_N^\varepsilon)] \leq \hat{\gamma}_N$.

To this purpose, we split the proof in several steps:

**Step a.** We prove that $\lim_{\varepsilon \to 0} Err_t(\Delta(\hat{\mu}_N - \mu_N^\varepsilon)) = 0$ a.s.

We start by showing that $\lim_{\varepsilon \to 0} \mu_N^\varepsilon = \hat{\mu}_N$ a.s.

Since $(\mu_n)_{n \leq N}$ are $\mathcal{F}_t$-measurable and $\mathbb{P}[\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n}|\mathcal{F}_t] = \lambda_n^N$, we have

$$\hat{\mu}_N = \mathbb{E}_t[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}]$$

a.s. We split the difference between $\mu_N^\varepsilon$ and $\mu_N$ in two terms as follows:

$$|\mu_N^\varepsilon - \hat{\mu}_N| = |\mathcal{E}_{t+\varepsilon}^f[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mathcal{M}_t^{\mu_n,\alpha_n}} - \mathbb{E}_t[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}]|^2$$

$$\leq 2|\mathcal{E}_{t+\varepsilon}^f[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mathcal{M}_t^{\mu_n,\alpha_n}} - \mathcal{E}_{t+\varepsilon}^f[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}]|^2 + 2|\mathcal{E}_{t+\varepsilon}^f[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}] - \mathbb{E}_t[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}]|^2. \tag{5.19}$$

From the a priori estimations on BSDEs, we obtain:

$$|\mathcal{E}_{t+\varepsilon}^f[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mathcal{M}_t^{\mu_n,\alpha_n}} - \mathcal{E}_{t+\varepsilon}^f[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}]|^2$$

$$\leq \mathbb{E}_t[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n}} (\mathcal{M}_t^{\mu_n,\alpha_n} - \mu_n)^2] \leq \sum_{n \leq N} \mathbb{E}_t[(\mathcal{M}_t^{\mu_n,\alpha_n} - \mu_n)^2]. \tag{5.20}$$

Since for all $n \leq N$ the processes $\mathcal{M}_t^{\mu_n,\alpha_n}$ are continuous and belong to $\mathbf{S}_2$, we can apply Lebesgue’s theorem and obtain that the right member of (5.20) tends to 0 when $\varepsilon \to 0$. Moreover, by applying Proposition A.4 with $\xi = \sum_{n \geq 1} 1_{A_n^\varepsilon} \mu_n$, we derive that it exists $\eta_\varepsilon$, with $\eta_\varepsilon \to 0$ a.s. when $\varepsilon \to 0$ such that:

$$|\mathcal{E}_{t+\varepsilon}^f[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}] - \mathbb{E}_t[\sum_{n \leq N} 1_{\zeta_N^\varepsilon = \mathcal{M}_t^{\mu_n,\alpha_n} \mu_n}]|^2 \leq \eta_\varepsilon. \tag{5.21}$$
From (5.19), (5.20) and (5.21), by letting $\varepsilon$ tend to 0, we get that $\lim_{\varepsilon \to 0} \mu_N^\varepsilon = \hat{\mu}_N$ a.s. This implies that $\Delta(\hat{\mu}_N - \mu_N^\varepsilon) = C |\hat{\mu}_N - \mu_N^\varepsilon|^\frac{1}{2} \to 0$. Since $\Phi$ satisfies Assumption 5.3 we get by Theorem 5.1 the desired result.

**Step b.** We prove that for each $n \leq N$, $\lim_{\varepsilon \to 0} E_t[|Y_{t+\varepsilon}(\mathcal{M}_{t+\varepsilon}^{\mu_n,\alpha_n}) - Y_t(\mu_n)|] = 0$ a.s.

As Assumption 5.3 inequality 2.8 and Remark ?? hold, we can apply Theorem 3.3 and Lebesgue’s Theorem, which lead to the desired result.

**Step c.**
Recall that by (5.16) we have $\mu_N^\varepsilon = \mathcal{E}_{t, t+\varepsilon}^I[\xi_N^\varepsilon]$. Lemma 3.1 gives:

$$\mathcal{Y}_t(\mu_N^\varepsilon) \leq \mathcal{E}_{t, t+\varepsilon}^g[\mathcal{Y}_{t+\varepsilon}(\xi_N^\varepsilon)] = \mathcal{E}_{t, t+\varepsilon}^g \left( \sum_{n \leq N} 1_{\xi_N^\varepsilon = \mathcal{M}_{t, t+\varepsilon}^{\mu_n,\alpha_n}} \mathcal{Y}_{t+\varepsilon}(\mathcal{M}_{t+\varepsilon}^{\mu_n,\alpha_n}) \right).$$

By Lemma A.3 we obtain:

$$\mathcal{Y}_t(\mu_N^\varepsilon) \leq \mathcal{E}_{t, t+\varepsilon}^g \left( \sum_{n \leq N} 1_{\xi_N^\varepsilon = \mathcal{M}_{t, t+\varepsilon}^{\mu_n,\alpha_n}} \mathcal{Y}_{t+\varepsilon}(\mathcal{M}_{t+\varepsilon}^{\mu_n,\alpha_n}) \right).$$

(5.22)

We now apply Proposition A.4 with $\xi^\varepsilon := \sum_{n \geq 1} 1_{\xi_N^\varepsilon = \mathcal{M}_{t, t+\varepsilon}^{\mu_n,\alpha_n}} \mathcal{Y}_{t+\varepsilon}(\mathcal{M}_{t+\varepsilon}^{\mu_n,\alpha_n})$ and derive that it exists $\eta'_\varepsilon$, with $\eta'_\varepsilon \to 0$ a.s. when $\varepsilon \to 0$ such that:

$$\mathcal{Y}_t(\mu_N^\varepsilon) \leq \mathcal{E}_{t, t+\varepsilon}^g \left( \sum_{n \leq N} 1_{\xi_N^\varepsilon = \mathcal{M}_{t, t+\varepsilon}^{\mu_n,\alpha_n}} \mathcal{Y}_{t+\varepsilon}(\mathcal{M}_{t+\varepsilon}^{\mu_n,\alpha_n}) \right) \leq E_t \left[ \sum_{n \leq N} 1_{\xi_N^\varepsilon = \mathcal{M}_{t, t+\varepsilon}^{\mu_n,\alpha_n}} \mathcal{Y}_{t+\varepsilon}(\mathcal{M}_{t+\varepsilon}^{\mu_n,\alpha_n}) \right] + \eta'_\varepsilon.

We finally get:

$$\mathcal{Y}_t(\mu_N^\varepsilon) \leq E_t \left[ \sum_{n \leq N} 1_{\xi_N^\varepsilon = \mathcal{M}_{t, t+\varepsilon}^{\mu_n,\alpha_n}} \mathcal{Y}_t(\mu_n) \right] + \sum_{n \leq N} E_t \left[ |\mathcal{Y}_{t+\varepsilon}(\mathcal{M}_{t+\varepsilon}^{\mu_n,\alpha_n}) - \mathcal{Y}_t(\mu_n)| \right] + \eta'_\varepsilon.

Letting $\varepsilon$ tend to 0 in the above inequality, we obtain, by Step b:

$$\limsup_{\varepsilon \to 0} \mathcal{Y}_t(\mu_N^\varepsilon) \leq \sum_{n \leq N} \lambda_n^N \mathcal{Y}_t(\mu_n) \leq \sum_{n \leq N} \lambda_n^N Y_n = \tilde{Y}_n, \quad (5.23)$$

where the last inequality follows by definition of the sequence $(\mu_n, Y_n)_n$ and (5.10).

The desired result (5.15) is obtained by combining (5.18) with Step a and (5.23).

**Remark 5.5.** We recall that in [7] the authors do not assume the continuity of the map $\mu \to \mathcal{Y}_t(\mu)$ and obtain the convexity of the lower semi-continuous envelope $\mathcal{Y}_{t^*}(\mu)$, which is defined:

$$\mathcal{Y}_{t^*}(\mu) := \liminf_{\varepsilon \to 0} \mathcal{Y}_t(\mu') : |\mu' - \mu| \leq \varepsilon.$$  

In our nonlinear setting, using exactly the same arguments as above, the fact that $\liminf_{N \to \infty} \mathcal{Y}_{t^*}(\mu_N) \geq \mathcal{Y}_{t^*}(\mu)$ when $\mu_N \to \mu$ a.s. and $\mathcal{Y}_{t^*}(\mu) \leq \mathcal{Y}_t(\mu)$, we obtain the convexity of the lower-semicontinuous envelope $\mathcal{Y}_{t^*}(\mu)$ as in [7].
6 Dual representation in the case of concave constraints

We now provide a dual representation of the value function defined by (2.6), which takes the form of a stochastic control problem in Meyer form. The results of this section extend the ones given in [7], but involve technical additional proofs, due to the nonlinearity of the coefficient $f$.

For each $(\omega, t)$, let $\tilde{f}(\omega, t, \cdot, \cdot, \cdot)$ be be the concave conjugate of $f$ with respect to $(x, \pi)$, defined for each $(p, q)$ in $\mathbb{R} \times \mathbb{R}^d$ as follows:

$$\tilde{f} : (\omega, t, p, q) \in \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R}^d \to \inf_{(x,\pi) \in \mathbb{R} \times \mathbb{R}^d} (xp + \pi^\top q - f(\omega, t, x, \pi)).$$

For each $(\omega, t)$, we denote by $\tilde{g}(\omega, t, \cdot, \cdot, \cdot)$ the convex conjugate of $g$ with respect to $(y, z)$, defined for each $(u, v)$ in $\mathbb{R} \times \mathbb{R}^d$ as follows:

$$\tilde{g} : (\omega, t, u, v) \in \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R}^d \to \sup_{(y, z) \in \mathbb{R} \times \mathbb{R}^d} (yu + z^\top v - g(\omega, t, y, z)).$$

We also introduce for each $\omega$, the polar function of $\Phi$ with respect to $m$:

$$\tilde{\Phi} : (\omega, l) \in \Omega \times \mathbb{R} \to \sup_{m \in [0,1]} (ml - \Phi (\omega, m)).$$

In the sequel, we denote by $U$ the set of predictable processes valued in $D^1$, respectively by $V$ the set of predictable processes valued in $D^2$, where for each $(t, \omega) \in [0, T] \times \Omega$, $D^1_t(\omega)$ and $D^2_t(\omega)$ are defined as follows:

$$D^1_t(\omega) := \{(p, q) : \tilde{f}(t, \omega, p, q) > -\infty\}; \quad D^2_t(\omega) := \{(u, v) : \tilde{g}(t, \omega, u, v) < +\infty\}. \quad (6.1)$$

Remark 6.1. For each $(t, \omega)$, $D^1_t(\omega) \subset U$, where $U$ is the closed subset of $\mathbb{R} \times \mathbb{R}^d$ of elements $\alpha = (\alpha_1, \alpha_2)$ such that $|\alpha_1| \leq C_g$ and $|\alpha_2| \leq C_g$, $\forall i = 1, d$. The same remark holds for the elements belonging to $D^2_t(\omega)$, with $C_f$ instead of $C_g$.

To each $l > 0$, $\gamma = (\kappa, \vartheta) \in V$ (resp. $\lambda = (\mu, \nu) \in U$), we associate the processes $A^{l, \gamma}$ (resp. $L^\lambda$) defined by

$$A^{l, \gamma}_t = l + \int_0^t A^{l, \gamma}_s \kappa_s ds + \int_0^t A^{l, \gamma}_s \vartheta_s dW_s, \quad t \in [0, T];$$

$$L^\lambda_t = 1 + \int_0^t L^\lambda_s \mu_s ds + \int_0^t L^\lambda_s \nu_s dW_s, \quad t \in [0, T].$$

The dual formulation of $\mathcal{Y}_0$ is expressed in terms of

$$X_0(l) := \inf_{(\lambda, \gamma) \in U \times V} X^{l, \lambda, \gamma}_0$$

where

$$X^{l, \lambda, \gamma}_0 := E \left[ \int_0^T L^\lambda_s \tilde{g}(s, \lambda_s) ds - \int_0^T A^{l, \gamma}_s \tilde{f}(s, \gamma_s) ds + \int_0^T \tilde{\Phi}(\frac{A^{l, \gamma}_s}{L^\lambda_s}) \right].$$
Proposition 6.2. \( \mathcal{Y}_0(m) \geq \sup_{l>0}(lm - \mathcal{X}_0(l)), \) for all \( m \in \left[ \mathcal{E}_{0,T}^f[0], \mathcal{E}_{0,T}^f[1] \right] \).

Proof. Fix \( \alpha \in \mathbb{A}_{0,m}, \lambda = (\nu, \mu) \in \mathcal{U}, l > 0 \) and \( \gamma = (\kappa, \vartheta) \in \mathcal{V}. \) The definition of \( \tilde{\Phi} \), together with Ito formula imply:

\[
E[Y_T^{m,\alpha} \mathcal{L}_T^\lambda] \leq Y_0^{m,\alpha} + E [\int_0^T \mathcal{L}_s^\lambda \tilde{g}(s, \lambda_s) ds] \tag{6.2}
\]

and

\[
E[Y_T^{m,\alpha} \mathcal{L}_T^\lambda] = E[\Phi(\mathcal{M}_T^{m,\alpha}) \mathcal{L}_T^\lambda] \geq E[A_T^{l,\gamma} \mathcal{M}_T^{m,\alpha} - \mathcal{L}_T^\lambda \tilde{\Phi}(A_T^{l,\gamma} / \mathcal{L}_T^\lambda)]
\geq E[lm + \int_0^T A_s^{l,\gamma} \tilde{f}(s, \gamma_s) ds - \mathcal{L}_T^\lambda \tilde{\Phi}(A_T^{l,\gamma} / \mathcal{L}_T^\lambda)]. \tag{6.3}
\]

Note that since \( Y^{m,\alpha}, \mathcal{L}^\lambda, \mathcal{M}^{m,\alpha}, A^{l,\gamma} \in \mathbb{S}_2, Z^{m,\alpha}, \alpha \in \mathbb{H}_2 \) and Remark 6.1 holds, by applying Burkholder-Davis-Gundy inequality, we obtain that the local martingales \( \int_0^T Y_s^{m,\alpha} \mathcal{L}_s^\lambda \nu_s^\top dW_s, \int_0^T \mathcal{L}_s^\lambda Z_s^{m,\alpha,\top} dW_s, \int_0^T \mathcal{M}_s^{m,\alpha} A_s^{l,\gamma} \tilde{\vartheta}_s^\top dW_s, \int_0^T A_s^{l,\gamma} \alpha_s^\top dW_s \) are in fact martingales. Hence we can cancel their expectations. From the two above inequalities, we derive that:

\[
Y_0^{m,\alpha} \geq lm - E \left[ \int_0^T \mathcal{L}_s^\lambda \tilde{g}(s, \lambda_s) ds - \int_0^T A_s^{l,\gamma} \tilde{f}(s, \gamma_s) ds + \mathcal{L}_T^\lambda \tilde{\Phi}(A_T^{l,\gamma} / \mathcal{L}_T^\lambda) \right].
\]

By arbitrariness of \( (\lambda, \gamma) \in \mathcal{U} \times \mathcal{V} \), we get:

\[
Y_0^{m,\alpha} \geq lm - \mathcal{X}_0(l).
\]

We then take the essential infimum on \( \alpha \in \mathbb{A}_0^m \) and the supremum on \( l > 0 \). The result follows. \( \square \)

We now show that equality holds under some additional assumptions.

Assumption 6.3. We make the following assumptions:

(a) For each \( (t, \omega) \in \Omega \times [0, T] \), the maps \( \tilde{\Phi}(\omega, \cdot), \tilde{f}(t, \omega, \cdot) \) and \( \tilde{g}(t, \omega, \cdot) \) are of class \( C_b^1 \). Also \( D_t^1(\omega) \) and \( D_t^2(\omega) \) are closed.

(b) \( |\nabla \tilde{\Phi}(\omega, \cdot)| + |\nabla \tilde{f}(\omega, t, \cdot)|_{\mathbb{R} \times \mathbb{R}^d} + |\nabla \tilde{g}(\omega, t, \cdot)|_{\mathbb{R} \times \mathbb{R}^d} \leq C_{\tilde{\Phi}, \tilde{f}, \tilde{g}}, \) for some \( C_{\tilde{\Phi}, \tilde{f}, \tilde{g}} \in \mathbb{L}_2(\mathbb{R}) \);

(c) \( \Phi(\omega, m) = \sup_{l>0} \left( lm - \tilde{\Phi}(\omega, l) \right), \) for all \( m \in [0, 1] \);

(d) \( f(\omega, t, x, \pi) = \min_{(p,q) \in D_t^1(\omega)} \left( px + \pi^\top q - \tilde{f}(\omega, t, p, q) \right), \) for all \( (x, \pi) \in \mathbb{R} \times \mathbb{R}^d \);

(e) \( g(\omega, t, y, z) = \max_{(u,v) \in D_t^1(\omega)} \left( yu + z^\top v - \tilde{g}(\omega, t, u, v) \right), \) for all \( (y, z) \in \mathbb{R} \times \mathbb{R}^d \).
Proposition 6.4. Assume that there exists $\hat{l} > 0$, $\hat{\lambda} \in \mathcal{U}$ and $\hat{\gamma} \in \mathcal{V}$ such that
\[
\sup(lm - X_0(l)) = \hat{l}m - X_0(\hat{l}) = \hat{l}m - X_0^{\hat{\lambda}, \hat{\gamma}}.
\] (6.4)
Then there exists $\hat{\alpha} \in \mathcal{H}_2$ such that
\[
\mathcal{Y}_0(m) = Y_0^{m, \hat{\alpha}} = \hat{l}m - X_0(\hat{l}).
\] (6.5)
Also it satisfies
\[
\begin{cases}
  f(\cdot, M^{m, \hat{\alpha}}, \hat{\alpha}) = \hat{\kappa}M^{m, \hat{\alpha}} + \hat{\nu}^T \hat{\alpha} - \tilde{f}(\cdot, \hat{\gamma}) ; \quad \mathcal{M}_{T}^{m, \hat{\alpha}} = \nabla \tilde{\Phi} \left( \frac{A_T^{\hat{\lambda}, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) ; \\
  g(\cdot, Y^{m, \hat{\alpha}}, Z^{m, \hat{\alpha}}) = \mu Y^{m, \hat{\alpha}} + \hat{\nu}^T Z^{m, \hat{\alpha}} - \tilde{g}(\cdot, \hat{\lambda}) ; \quad \Phi(\mathcal{M}_T^{m, \hat{\alpha}}) = \frac{\mathcal{M}_T^{m, \hat{\alpha}} A_T^{\hat{\lambda}, \hat{\gamma}} - \tilde{\Phi}(A_T^{\hat{\lambda}, \hat{\gamma}})}{\lambda_T^{\hat{\lambda}}}.
\end{cases}
\] (6.6)
Proof. The proof is divided in two steps.

Step 1. We denote by \( \mathcal{E}^{T}_{0,T} \left[ \nabla \tilde{\Phi} \left( \frac{A_T^{\hat{\lambda}, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) , \hat{\alpha} \right] \) the solution of the BSDE associated to the terminal condition \( \nabla \tilde{\Phi} \left( \frac{A_T^{\hat{\lambda}, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) \) and driver \( f \). We first need to show that \( \mathcal{E}^{T}_{0,T} \left[ \nabla \tilde{\Phi} \left( \frac{A_T^{\hat{\lambda}, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) \right] = m \).
By the optimality of \( \hat{l} \), we get:
\[
\hat{l}m - \mathbb{E} \left[ \mathcal{L}_T^{\hat{\lambda}} \tilde{\Phi} \left( \frac{A_T^{\hat{\lambda}, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) - \int_0^T A_s^{\hat{\lambda}} \tilde{f}(s, \hat{\gamma}_s) ds \right] \\
\geq m(\hat{l} + \varepsilon) - \mathbb{E} \left[ \lambda_T^{\hat{\lambda}} \tilde{\Phi} \left( \frac{A_T^{l+\varepsilon, l}}{\lambda_T^{\hat{\lambda}}} \right) - \int_0^T A_s^{l+\varepsilon} \tilde{f}(s, \hat{\gamma}_s) ds \right],
\]
for all \( \varepsilon > -\hat{l} \). Note that \( A^{l, \gamma}_s = l A^{1, \gamma}_s \) for all \( l, \gamma \in \mathbf{R} \). Since by construction \( \tilde{\Phi} \) is a.s. convex, we deduce that:
\[
m\varepsilon \leq \mathbb{E} \left[ - \int_0^T \tilde{f}(s, \hat{\gamma}_s) A_s^{1, \hat{\gamma}} + A_s^{1, \hat{\gamma}} \nabla \tilde{\Phi} \left( \frac{A_T^{l+\varepsilon, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) \right] \varepsilon.
\]
We take in the above inequality \( \varepsilon = \frac{1}{n} \) and \( \varepsilon = -\frac{1}{n} \). By letting \( n \) tend to \( \infty \) and using (6.7)(a) and Lebesgue’s Theorem, we finally get:
\[
m = \mathbb{E} \left[ - \int_0^T \tilde{f}(s, \hat{\gamma}_s) A_s^{1, \hat{\gamma}} + A_s^{1, \hat{\gamma}} \nabla \tilde{\Phi} \left( \frac{A_T^{l, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) \right].
\] (6.7)
We now introduce the processes \( (\hat{M}, \hat{N}) \in \mathbf{S}_2 \times \mathbf{H}_2 \), solution of the BSDE associated to the terminal condition \( \nabla \tilde{\Phi} \left( \frac{A_T^{l, \hat{\gamma}}}{\lambda_T^{\hat{\lambda}}} \right) \) and driver
\[
h(s, \omega, y, z) := -\tilde{f}(s, \hat{\kappa}_s(\omega), \hat{\vartheta}_s(\omega)) + y \hat{\kappa}_s(\omega) + z^T \hat{\vartheta}_s(\omega).
\] (6.8)
Note that $h$ is Lipschitz continuous with respect to $(y, z)$, uniformly in $(s, \omega)$ (see Remark 6.1). Existence and uniqueness of the solution of the above BSDE is thus guaranteed.

We apply Itô formula to $A^{1, \gamma} \hat{M}$ and obtain:

$$
A^{1, \gamma}_t \hat{M}_t = A^{1, \gamma}_T \nabla \Phi \left( \frac{A^{1, \gamma}_T}{L^\lambda_T} \right) - \int_t^T \tilde{f}(s, \hat{\gamma}_s) A^{1, \gamma}_s ds - \int_t^T A^{1, \gamma}_s \tilde{N}_s dW_s, 
$$

(6.9)

where $\tilde{N}$ is defined by $\tilde{N} := \hat{N} + \hat{M} \hat{\theta}$. Clearly, $\tilde{N}$ belongs to $H_2$ since $\hat{N} \in H_2$, $\hat{M} \in S_2$ and $\|\hat{\theta}\|_{R^d} \leq C$, by Remark 6.1.

Let us now fix $\gamma = (\kappa, \vartheta) \in \mathcal{V}$. Since $\mathcal{V}$ is convex, we get that for all $\varepsilon \in [0, 1]$, $\gamma^\varepsilon := (1 - \varepsilon)(\hat{\kappa}, \hat{\vartheta}) + \varepsilon (\kappa, \vartheta) \in \mathcal{V}$.

Using now the optimality condition $X^{l, \gamma^\varepsilon, \lambda}_0 \geq X^{l, \gamma, \lambda}_0$, the fact that $\hat{l} > 0$, the Lagrange’s and Lebesgue’s Theorems, one can easily show that $\nabla \tilde{f}(\cdot, \hat{\gamma})$ satisfies:

$$
0 \geq \mathbb{E} \left[ \int_0^T -A^{1, \gamma}_s \left( \hat{K}_s \tilde{f}(s, \hat{\gamma}_s) + \nabla_p \tilde{f}(s, \hat{\gamma}_s) \delta \kappa_s + \nabla_q \tilde{f}(s, \hat{\gamma}_s) \hat{\vartheta}_s \right) ds 
+ \hat{K}_T A^{1, \gamma}_T \nabla \Phi \left( \frac{A^{1, \gamma}_T}{L^\lambda_T} \right) \right],
$$

(6.10)

where $(\delta \kappa, \hat{\vartheta}) := (\kappa - \hat{\kappa}, \vartheta - \hat{\vartheta})$ and $\hat{K} := \int_0^T (\delta \kappa_s - \delta \vartheta_s \hat{\vartheta}_s) ds + \int_0^T \delta \vartheta_s dW_s$.

By (6.9) we have $A^{1, \gamma}_T \nabla \Phi \left( \frac{A^{1, \gamma}_T}{L^\lambda_T} \right) = A^{1, \gamma}_T \hat{M}_T$. Hence inequality (6.10) can be re-written as follows:

$$
0 \geq \mathbb{E} \left[ \int_0^T -A^{1, \gamma}_s \left( \hat{K}_s \tilde{f}(s, \hat{\gamma}_s) + \nabla_p \tilde{f}(s, \hat{\gamma}_s) \delta \kappa_s + \nabla_q \tilde{f}(s, \hat{\gamma}_s) \hat{\vartheta}_s \right) ds + \hat{K}_T A^{1, \gamma}_T \hat{M}_T \right].
$$

(6.11)

The definition of $\hat{K}$ together with (6.11) and Itô formula implies:

$$
0 \leq \mathbb{E} \left[ \int_0^T A^{1, \gamma}_s \left( \nabla_p \tilde{f}(s, \hat{\gamma}_s) - \hat{M}_s \right) \delta \kappa_s + \left( \nabla_q \tilde{f}(s, \hat{\gamma}_s) - \hat{N}_s \right) \hat{\vartheta}_s \right] ds.
$$

(6.12)

We introduce the map $\Theta : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \mapsto \mathbb{R}$ defined as follows:

$$
\Theta : (\omega, t, u, v) \mapsto \left( \nabla_p \tilde{f}(\omega, t, \hat{\gamma}_t(\omega)) - \hat{M}_t(\omega)(u - \hat{\kappa}_t(\omega)) + (\nabla_q \tilde{f}(\omega, t, \hat{\gamma}_t(\omega)) - \hat{N}_t(\omega)) \cdot (v - \hat{\vartheta}_t(\omega)) \right).
$$

By Remark 6.1, Assumption 6.3 (a) and Theorem 18.19, p.605 in [H], there exists a predictable $\tilde{\gamma}$ belonging to $\mathcal{V}$ such that $\tilde{\gamma} = \text{argmin}\{\Theta(\cdot, u, v), (u, v) \in D^2\}$. For each $(t, \omega) \in [0, T] \times \Omega$, define the map $F$ as follows:

$$
(p, q) \in D^2_t(\omega) \mapsto F(\omega, t, p, q) := \tilde{f}(\omega, t, p, q) - p \hat{M}_t(\omega) - q \cdot \hat{N}_t(\omega).
$$

(6.13)

Note that we have:

$$
\Theta(t, \omega, u, v) = \nabla_p F(t, \omega, \hat{\gamma}_t(\omega))(u - \hat{\kappa}_t(\omega)) + \nabla_q F(t, \omega, \hat{\gamma}_t(\omega)) \cdot (v - \hat{\vartheta}_t(\omega)).
$$
Since (6.12) holds for all \( \gamma \in \mathcal{V} \), we can take \( \gamma \mathbf{1}_{\Theta(<,\gamma)>0} + \check{\gamma} \mathbf{1}_{\Theta(<,\gamma) \leq 0} \). Hence we derive that, for \( dt \otimes dP \)-a.e. \((\omega, t) \in \Omega \times [0, T] \), we have:

\[
\Theta(t, \omega, u, v) \leq 0, \ \forall (u, v) \in D_T^2(\omega).
\]

By a result of convex analysis, this implies that \( \check{\gamma}_t(\omega) \) maximizes \( F(\omega, t, \cdot) \) for \( dt \otimes dP \)-a.e. \((\omega, t) \in \Omega \times [0, T] \) and thus by Assumption 6.3 (d) we get:

\[
\check{f}(\cdot, \gamma) = \hat{\kappa} \hat{M} + \hat{\theta}^\top \hat{\Lambda} - f(\cdot, \hat{M}, \hat{\Lambda}).
\] (6.14)

The above relation together with the definition of \( h \) (see (6.8)) leads to:

\[
h(\cdot, \hat{M}, \hat{\Lambda}) = f(\cdot, \hat{M}, \hat{\Lambda}).
\]

Recall that \((\hat{M}, \hat{\Lambda})\) represents the solution of the BSDE of terminal condition \( \nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}}) \) and driver \( h \). Hence by applying the comparison theorem for BSDEs, we get

\[
(\hat{M}, \hat{\Lambda}) = (\mathcal{E}^{f}_{t,T}[\nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}})], \check{\alpha}).
\] (6.15)

Now, we take the conditional expectation in (6.9) and we get:

\[
\hat{M}_t := (A_t^{1,\check{\gamma}})^{-1} \mathbb{E}[- \int_t^T \hat{f}(s, \gamma_s) A_s^{1,\check{\gamma}} + A_t^{1,\check{\gamma}} \nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}})|F_t].
\] (6.16)

We have cancelled the expectation of \( \int_t^T A_s^{1,\check{\gamma}} \tilde{\Lambda}_s dW_s \), since by martingale inequalities, it is a martingale.

From (6.7), (6.15) and (6.16), we derive that \( \mathcal{E}^f_{0,T} \left[ \nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}}) \right] = m \). Moreover, as (6.14) holds and \( \mathcal{M}_T^{m,\check{\alpha}} = \mathcal{E}^f_{t,T}[\nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}})] \), the first statement of (6.6) is satisfied.

Since \( \tilde{\Phi} \) is a.s.increasing, we derive that \( \nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}}) \geq 0 \) a.s. Also, by construction, \( \tilde{\Phi} \) is a.s. 1-Lipschitz, which implies that \( \nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}}) \in [-1, 1] \) a.s. We thus conclude that \( \nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}}) \in [0, 1] \) a.s. and \( \mathcal{E}^f_{0,T}[\nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}})] = m \).

**Step 2.** First, recall that \((Y^{m,\check{\alpha}}, Z^{m,\check{\alpha}})\) represents the solution of the BSDE with terminal condition \( \Phi(\mathcal{M}_T^{m,\check{\alpha}}) \) and driver \( g \), where by Step 1, \( \mathcal{M}_T^{m,\check{\alpha}} = \nabla \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}}) \).

Now, Assumption 6.3 (c) yields

\[
\Phi(\mathcal{M}_T^{m,\check{\alpha}}) = \frac{\mathcal{M}_T^{m,\check{\alpha}} A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}} - \tilde{\Phi}(\frac{A_T^{1,\check{\gamma}}}{\mathcal{L}_T^{\lambda}}).
\] (6.17)
Now, by using the optimality of \( \hat{\lambda} \), i.e. for all \( \varepsilon > 0 \), \( X_{0}^{l,\hat{\gamma},\lambda} \geq X_{0}^{l,\hat{\gamma},\hat{\lambda}} \) and similar arguments as in Step 1, we get:

\[
(Y_{m,\hat{\alpha}}, Z_{m,\hat{\alpha}}) = (Y, Z), \tag{6.18}
\]

where \((Y, Z)\) corresponds to the solution of the BSDE associated to the terminal condition \( \Phi_{m}(\mathcal{M}_{T}) \) and driver \(-\hat{g}(\cdot, \hat{\nu}_{s}(\cdot), \hat{\nu}_{s}(\cdot)) + y\mu_{s}(\cdot) + z^{\top} \hat{\nu}_{s}(\cdot) \). Also by the same arguments given at Step 1, \( \hat{Y} \) satisfies:

\[
\hat{Y} = (\mathcal{L}_{\hat{\lambda}})^{-1} \mathbb{E} \left[ - \int_{0}^{T} \hat{g}(s, \hat{\lambda}) \mathcal{L}_{s}^{\hat{\lambda}} + \mathcal{L}_{T}^{\hat{\lambda}} \Phi_{m}(\mathcal{M}_{T}) \right]. \tag{6.19}
\]

Since by (6.18) and (6.19) we have \( \hat{Y}_{0} = Y_{0}^{m,\hat{\alpha}} \) and \( \mathcal{L}_{0}^{\hat{\lambda}} = 1 \), we obtain:

\[
Y_{0}^{m,\hat{\alpha}} = \mathbb{E} \left[ \mathcal{L}_{T}^{\hat{\lambda}} \Phi_{m}(\mathcal{M}_{T}) - \int_{0}^{T} \mathcal{L}_{s}^{\hat{\lambda}} \hat{g}(s, \hat{\lambda}) ds \right] = \mathbb{E} \left[ \mathcal{M}_{T}^{m,\hat{\alpha}} \mathcal{A}_{T}^{l,\hat{\gamma}} \right] - \mathbb{E} \left[ \mathcal{L}_{T}^{\hat{\lambda}} \Phi_{m}(\mathcal{M}_{T}) - \int_{0}^{T} \mathcal{L}_{s}^{\hat{\lambda}} \hat{g}(s, \hat{\lambda}) ds \right]. \tag{6.20}
\]

Now, we appeal to (6.7) and by Step 1, \( \mathcal{M}_{T}^{m,\hat{\alpha}} = \nabla \Phi_{m}(\mathcal{A}_{T}^{l,\hat{\gamma}}) \), we get \( \mathbb{E} \left[ \mathcal{M}_{T}^{m,\hat{\alpha}} \mathcal{A}_{T}^{l,\hat{\gamma}} \right] = \hat{\lambda} (m + \mathbb{E} \left[ \int_{0}^{T} \mathcal{A}_{s}^{l,\hat{\gamma}} f(s, \hat{\gamma}) ds \right]) = m\hat{\lambda} + \mathbb{E} \left[ \int_{0}^{T} \mathcal{A}_{s}^{l,\hat{\gamma}} f(s, \hat{\gamma}) ds \right]. \) From the two above equalities, we finally obtain

\[
Y_{0}^{m,\hat{\alpha}} = \hat{m}\lambda - \mathbb{E} \left[ \mathcal{L}_{T}^{\hat{\lambda}} \Phi_{m}(\mathcal{M}_{T}) - \int_{0}^{T} \mathcal{A}_{s}^{l,\hat{\gamma}} f(s, \hat{\gamma}) ds + \int_{0}^{T} \mathcal{L}_{s}^{\hat{\lambda}} \hat{g}(s, \hat{\lambda}) ds \right].
\]

The above equality together with Proposition 6.2 give the desired result. \( \square \)

We now show that the existence of an optimal control in the primal problem implies the existence of an optimal control in the dual problem, under the following assumptions:

**Assumption 6.5.**

(a) For each \((t, \omega)\), the maps \( \Phi(\omega) \), \( f(\omega, t, \cdot) \) and \( g(\omega, t, \cdot) \) are \( C_{b}^{1} \) on \([0, 1]\) and \( \mathbb{R} \times \mathbb{R}^{d} \) respectively;

(b) \( |\nabla \Phi(\omega, \cdot)| \leq C_{\Phi}(\omega) \), for some \( C_{\Phi} \in L_{2}(\mathbb{R}) \).

**Proposition 6.6.** Let \( l > 0 \) be fixed and assume that there exists \( \hat{m} \in [\mathcal{E}_{0,T}^{f}[0], \mathcal{E}_{0,T}^{f}[1]] \) and \( \hat{\alpha} \in \mathcal{A}_{0,\hat{m}} \) such that

\[
\sup_{m \in [\mathcal{E}_{0,T}^{f}[0], \mathcal{E}_{0,T}^{f}[1]]} (ml - \mathcal{Y}_{0}(m)) = \hat{m}l - Y_{0}^{\hat{m},\hat{\alpha}}. \tag{6.21}
\]

Then, there exists \((\hat{\lambda}, \hat{\gamma}) \in \mathcal{U} \times \mathcal{V} \) such that

\[
\mathcal{Y}_{0}(\hat{m}) = \hat{m}l - \mathcal{X}_{0}(l) = \hat{m}l - X_{0}^{l,\hat{\gamma},\hat{\lambda}}. \tag{6.22}
\]

26
Proof. We use some similar arguments as in [7]. However, the proof is more involved as we also have to deal with the nonlinear driver $f$. The proof is divided in three steps.

Step 1. Let $\mathcal{M}$ be an arbitrary $f$-martingale valued in $[\mathcal{E}^f[0], \mathcal{E}^f[1]]$ and $\varepsilon \in [0, 1]$. We denote by $\mathcal{M}^\varepsilon$ the process defined as 

$$
\mathcal{M}^\varepsilon := \mathcal{E}_{\mathcal{M}^\varepsilon}^{\varepsilon} \left[ \mathcal{M}_T + \varepsilon (\mathcal{M}_T - \hat{\mathcal{M}}_T) \right],
$$

where $\hat{\mathcal{M}} := \mathcal{M}^{\hat{\alpha}, \hat{\alpha}}$.

We set $m_\varepsilon := \mathcal{M}_0^\varepsilon$ and $(\delta \mathcal{M}, \delta \alpha) := (\mathcal{M} - \mathcal{M}, \alpha - \hat{\alpha})$.

We now consider the BSDE associated to $\delta \mathcal{M}_T$ and generator:

$$h_1(t, \omega, u, v) := \nabla_x f(t, \omega, \hat{\mathcal{M}}_t(\omega), \hat{\alpha}_t(\omega)) u + \nabla_\pi f(t, \omega, \hat{\mathcal{M}}_t(\omega), \hat{\alpha}_t(\omega))^\top v.$$

Since $\delta \mathcal{M}_T$ belongs to $L_2(\mathcal{F}_T)$ and since by Assumption 6.5 on the coefficient $f$, $h$ is uniformly Lipschitz in $(u, v)$ with respect to $(t, \omega)$, we conclude that the above BSDE admits an unique solution. This unique solution will be denoted by $(\nabla \mathcal{M}, \nabla \alpha)$.

Our aim is to show that $\varepsilon^{-1}(\delta \mathcal{M}^\varepsilon, \delta \alpha^\varepsilon)$ converges in $S_2 \times H_2$ as $\varepsilon \to 0$ to $(\nabla \mathcal{M}, \nabla \alpha)$.

First, observe that $\varepsilon^{-1}(\delta \mathcal{M}^\varepsilon, \delta \alpha^\varepsilon)$ solves the following equation:

$$\frac{\delta \mathcal{M}^\varepsilon_t}{\varepsilon} = \delta \mathcal{M}_T + \int_t^T \left( B^\varepsilon_s \frac{\delta \mathcal{M}^\varepsilon_s}{\varepsilon} + B^\alpha_s \frac{\delta \alpha^\varepsilon_s}{\varepsilon} \right) ds - \int_t^T \frac{\delta \alpha^\varepsilon_T}{\varepsilon} dW_s, \quad (6.23)$$

where

$$B^\varepsilon_s := \int_0^1 \nabla_x f \left( s, \hat{\mathcal{M}}_s + r \delta \mathcal{M}^\varepsilon_s, \hat{\alpha}_s \right) dr; \quad B^\alpha_s := \int_0^1 \nabla_\pi f \left( s, \hat{\mathcal{M}}_s, \hat{\alpha}_s + r \delta \alpha^\varepsilon_s \right) dr.$$

We now introduce the processes $\Xi^\varepsilon := \varepsilon^{-1}\delta \mathcal{M} - \nabla \mathcal{M}$ and $\Pi^\varepsilon := \varepsilon^{-1}\delta \alpha - \nabla \alpha$. We can remark that $(\Xi^\varepsilon, \Pi^\varepsilon)$ solves the BSDE associated to terminal condition 0 and driver:

$$h_2(t, \omega, u, v) := B^\varepsilon_t(\omega) u + B^\alpha_t(\omega)^\top v + D^\varepsilon_t(\omega),$$

where $D^\varepsilon_t := \nabla \mathcal{M}_t \left( B^\varepsilon_t - \nabla_x f(t, \hat{\mathcal{M}}_t, \hat{\alpha}_t) \right) + \nabla \hat{\alpha}_t^\top \left( B^\alpha_t - \nabla_\pi f(t, \hat{\mathcal{M}}_t, \hat{\alpha}_t) \right)$.

We apply the stability result with BSDE$(\xi, h_2)$ and BSDE$(\xi, 0)$, where $\xi = 0$. We thus get:

$$\|\Xi^\varepsilon\|_{S_2} + \|\Pi^\varepsilon\|_{H_2} \leq C \|D^\varepsilon\|_{H_2}. \quad (6.24)$$

In order to show the convergence of $\|D^\varepsilon\|_{H_2}$ to 0 when $\varepsilon \to 0$, we prove that $(\mathcal{M}^\varepsilon, \alpha^\varepsilon)$ converges to $(\mathcal{M}, \alpha)$ in $S_2 \times H_2$. To this purpose, we apply again the stability result for BSDEs and obtain:

$$\|\mathcal{M}^\varepsilon - \mathcal{M}\|_{S_2}^2 + \|\alpha^\varepsilon - \alpha\|_{H_2}^2 \leq C (\|\mathcal{M}_T^\varepsilon - \mathcal{M}_T\|_{L_2}^2) \to \varepsilon \to 0. \quad (6.25)$$

By (6.25), Assumption 6.5 and the Lebesgue’s Theorem, we get that $\|D^\varepsilon\|_{H_2} \to 0$ when $\varepsilon \to 0$. Finally, by (6.24), we derive that $\varepsilon^{-1}(\delta \mathcal{M}^\varepsilon, \delta \alpha^\varepsilon)$ converges in $S_2 \times H_2$ to $(\nabla \mathcal{M}, \nabla \alpha)$ as $\varepsilon \to 0$.

Step 2. We denote by $(Y^\varepsilon, Z^\varepsilon)$ the solution of the BSDE$(g, \Phi(\mathcal{M}^\varepsilon))$ and we set $(\hat{Y}, \hat{Z}) := (Y^{\hat{\alpha}, \hat{\alpha}}, Z^{\hat{\alpha}, \hat{\alpha}})$. Using the same arguments as in Step 2, one can show that $(\hat{Y}^\varepsilon, \hat{Z}^\varepsilon) :=
Since (\hat{m}, \hat{\alpha}) is optimal, we have \(Y_0^\varepsilon - m_\varepsilon - \hat{Y}_0 + \hat{m} \hat{l} \geq 0\), for any \(\varepsilon > 0\). Dividing now by \(\varepsilon > 0\) and sending \(\varepsilon \to 0\), we get

\[
0 \leq \nabla \Phi(\hat{\mathcal{M}}_T) \delta \mathcal{M}_T + \int_0^T \nabla g(s, \hat{Y}_s, \hat{Z}_s)^\top (\nabla Y_s, \nabla Z_s)ds - \int_0^T \nabla Z_s^\top dW_s
- l \left( \delta \mathcal{M}_T + \int_0^T \nabla f(s, \mathcal{M}_s, \hat{\alpha}_s)^\top (\nabla \mathcal{M}_s, \nabla \alpha_s)ds - \int_0^T \nabla \alpha_s^\top dW_s \right) = \nabla Y_0 - l \nabla \mathcal{M}_0.
\] (6.27)

We set \(\hat{\gamma}_t := \nabla f(s, \hat{\mathcal{M}}_t, \hat{\alpha}_t)\) and \(\hat{\lambda}_t := \nabla g(s, \hat{Y}_t, \hat{Z}_t)\), which belong to \(\mathcal{V}\) and, respectively, \(\mathcal{U}\). Since \(\hat{\gamma}_t\) (resp. \(\hat{\lambda}_t\)) belongs to the superdifferential of \(f\) at \((\mathcal{M}_t, \hat{\alpha}_t)\) (resp. the subdifferential of \(g\) at \((\hat{Y}_t, \hat{Z}_t)\)) we have (see [2]):

\[
f(\cdot, \hat{\mathcal{M}}, \hat{\alpha}) = \hat{\kappa} \hat{\mathcal{M}} + \hat{\vartheta}^\top \hat{\alpha} - \tilde{f}(\cdot, \hat{\gamma}).
\] (6.28)

and

\[
g(\cdot, \hat{Y}, \hat{Z}) = \hat{\mu} \hat{Y} + \hat{\nu}^\top \hat{Z} - \tilde{g}(\cdot, \hat{\lambda}).
\] (6.29)

Now, by applying Ito’s formula, we obtain that \(A^{l, \hat{\gamma}} \nabla \mathcal{M}\) and \(L^\lambda \nabla Y\) are martingales. As \(L_0^\lambda = 1\) and (6.27) holds, we thus obtain:

\[
\hat{L}_0 \nabla Y_0 - l \nabla \mathcal{M}_0 = E \left[ L_0^\lambda \nabla Y_T - A^{l, \hat{\gamma}}_T \nabla M_T \right]
= E \left[ L_0^\lambda \delta \mathcal{M}_T \left( \nabla \Phi(\hat{\mathcal{M}}_T) - \frac{A^{l, \hat{\gamma}}_T}{L^\lambda_T} \right) \right] \geq 0.
\] (6.30)

Since \(\mathcal{M}_T\) can be arbitrary choices with values in \([0, 1]\), we obtain that \(\hat{\mathcal{M}}_T(\omega)\) minimizes the map \(m \in [0, 1] \mapsto \Phi(\omega, m) - m \frac{A^{l, \hat{\gamma}}_T}{L^\lambda_T}(\omega)\). Thus, we obtain: \(\hat{\mathcal{M}}_T A^{l, \hat{\gamma}}_T - L_0^\lambda \Phi(\hat{\mathcal{M}}_T) = L_0^\lambda \Phi(\frac{A^{l, \hat{\gamma}}_T}{L^\lambda_T})\). This inequality together with (6.28), (6.29) and Ito’s formula allow to conclude that \(l \hat{m} - \hat{Y}_0 = X_0^{l, \hat{\lambda}, \hat{\gamma}}\). The conclusion follows by Proposition 6.2.

\[\square\]

**A Appendix**

**Proof of Proposition 2.5** The proof is standard. We provide it for completeness. Let \((Y, Z)\) be a supersolution of \(BSDE(g, f, \Psi, \mu, \tau)\). Now, the BSDE representation of \(\Psi(Y_T)\)
implies that there exists $\tilde{\alpha} \in A_{\tau,\mu}$ such that $\Psi(Y_T) = M_T^{T,\tilde{\alpha}}$, where $\rho := \mathcal{E}_{\tau,T}^f[\Psi(Y_T)]$. Since condition (2.4) is satisfied, we have $\rho \geq \mu$ a.s. We define the following stopping time

$$\sigma^{\tilde{\alpha}} := \inf\{t \leq s \leq T : M_s^{T,\tilde{\alpha}} = \mathcal{E}_{s,T}^f[\Psi(Y_T)] \wedge T,$$

with the convention $\inf \emptyset = +\infty$. Recall that $(Y^0, Z^0)$ represents the solution of the BSDE associated to driver $f$ and terminal condition $0$. We define the control $\tilde{\alpha}$ as follows:

$$\tilde{\alpha}_s := \alpha_s 1_{\{s \leq \sigma^{\tilde{\alpha}}\}} + Z^s_\alpha 1_{\{s > \sigma^{\tilde{\alpha}}\}}.$$

(A.1)

Note that $\tilde{\alpha}$ belongs to $A_{\tau,\mu}$. The control is constructed in such a way that $M_T^{T,\tilde{\alpha}}$ belongs to $[\mathcal{E}_{T}^f[0], \mathcal{E}_{T}^f[1]]$. We have not considered the hitting time of the process $\mathcal{E}_{T}^f[1]$, since clearly $M_T^{T,\tilde{\alpha}} \leq M_T^{T,\rho,\tilde{\alpha}}$. We can easily remark that $M_T^{T,\rho,\tilde{\alpha}} \geq M_T^{T,\mu,\alpha}$ a.s. The monotonicity of $\Phi$ and the identity $\Psi(Y_T) = M_T^{T,\mu,\alpha}$ imply that

$$Y_T \geq (\Phi \circ \Psi)(Y_T) \geq \Phi(M_T^{T,\mu,\alpha}). \quad (A.2)$$

Hence, by the comparison theorem for BSDEs, we obtain that $Y_t \geq \mathcal{E}_{t,T}^g[\Phi(M_T^{T,\mu,\alpha})]$ for $t \in [0, T]$. Conversely, let $\alpha \in A_{\tau,\mu}$ be such that $Y_t \geq \mathcal{E}_{t,T}^g[\Phi(M_T^{T,\mu,\alpha})]$ for $t \in [0, T]$ and suppose that $(Y, Z)$ satisfies (2.3). We thus get

$$\Psi(Y_T) \geq (\Psi \circ \Phi)(M_T^{T,\mu,\alpha}) \geq M_T^{T,\mu,\alpha}.$$

Taking the $f$-conditional expectation on both sides, the result follows.

**Lemma A.1.** Fix $\theta, \nu \in T$, with $\theta \geq \tau, \mu \in D_{\tau}$ and $\alpha \in A_{\tau,\mu}$. Then there exists a sequence $(\alpha^n) \subset A_{\tau,\nu}^{\theta,\alpha} := \{\alpha' \in A_{\tau,\nu}, \alpha' 1_{[0, \theta)} = \alpha 1_{[0, \theta)}\}$ such that $\lim_{n \to \infty} \mathcal{E}_{\theta,T}^g[\Phi(M_T^{T,\mu,\alpha^n})] = \mathcal{Y}_{\theta}(M_{\theta}^{T,\mu,\alpha})$ a.s.

**Proof.** In order to obtain the desired result, we only have to prove that

$$\{J(\alpha') := \mathcal{E}_{\theta,T}^g[\Phi(M_T^{T,\mu,\alpha'}), \alpha' \in A_{\tau,\mu}^{\theta,\alpha}\}$$

is directed downward. Set $A := \{J(\alpha_1') \leq J(\alpha_2')\} \in F_\theta$ and fix $\alpha_1', \alpha_2' \in A_{\tau,\mu}^{\theta,\alpha}$. We denote $\tilde{\alpha}' := \alpha 1_{[0, \theta)} + 1_{[\theta, T]}(\alpha_1' 1_A + \alpha_2' 1_{A^c})$. Note that $\tilde{\alpha}' \in A_{\tau,\mu}^{\theta,\alpha}$. We get: $J(\tilde{\alpha}') = \mathcal{E}_{\theta,T}^g[\Phi(M_T^{T,\mu,\alpha'})1_A + \Phi(M_T^{T,\mu,\alpha'})1_{A^c}] = \min\{J(\alpha_1'), J(\alpha_2')\}$. \hfill $\square$

**Theorem A.2.** Fix $t \in [0, T]$. The map $\mathcal{Y}_t : \mu \to \mathcal{Y}_t(\mu) ; D_t \mapsto L_2$; is non-decreasing, i.e. for all $\mu_1, \mu_2 \in D_t$, we have $\mathcal{Y}_t(\mu_1) \leq \mathcal{Y}_t(\mu_2)$ on $\{\mu_1 \leq \mu_2\}$ and $\mathcal{Y}_t(\mu_1) \geq \mathcal{Y}_t(\mu_2)$ on $\{\mu_1 \geq \mu_2\}$.

**Proof.** The proof is divided in two steps.

**Step 1.** We set $\tilde{\mu}_1 := \mu_1 \wedge \mu_2$ and $\tilde{\mu}_2 := \mu_1 \lor \mu_2$. Remark that $\tilde{\mu}_1$ and $\tilde{\mu}_2$ belong to $D_t$. By Lemma A.1 we know that it exists $\alpha^n \in A_{t,\tilde{\mu}_2}$ s.t. $\mathcal{E}_{t,T}^g[\Phi(M_T^{\tilde{\mu}_2,\alpha^n})] \to \mathcal{Y}_t(\tilde{\mu}_2)$ a.s.
Fix \( n \in \mathbb{N} \). We define \( \tilde{\alpha}^n \in \mathcal{A}_{t,\tilde{\mu}_1} \) as follows:
\[
\tilde{\alpha}^n_s := \alpha^s_1 1_{s \leq \tau} + Z^s_0 1_{s > \tau},
\]
where \( \tau := \inf\{t \leq s \leq T : M^\tilde{\mu}_1,\alpha^n_s = \mathcal{E}^f_{s,T}[0] \} \wedge T, \) with the convention \( \inf \emptyset = +\infty \). Recall that \( Z^0 \) is the associated control to the the BSDE with terminal condition 0 and driver \( f \).

By construction of \( \tilde{\alpha}^n \), we have \( M^\tilde{\mu}_1,\alpha^n \in [0, 1] \) a.s. Now, by using the fact that \( \Phi \) in nondecreasing and the comparison theorem for BSDEs, we obtain:
\[
\mathcal{E}^g_{t,T}[\Phi(M^\tilde{\mu}_1,\tilde{\alpha}^n)] \leq \mathcal{E}^g_{t,T}[\Phi(M^\tilde{\mu}_2,\alpha^n)] \text{ a.s.}
\]
which implies
\[
\mathcal{Y}_i(\tilde{\mu}_1) \leq \mathcal{E}^g_{t,T}[\Phi(M^\tilde{\mu}_2,\alpha^n)] \text{ a.s.}
\]
(A.3)

By letting \( n \to \infty \) in the above relation, we obtain \( \mathcal{Y}_i(\tilde{\mu}_1) \leq \mathcal{Y}_i(\tilde{\mu}_2) \) a.s.

**Step 2.** We define \( A := \{ \mu_1 \leq \mu_2 \} \in \mathcal{F}_t \). Let us show that \( \mathcal{Y}_i(\tilde{\mu}_1) = \mathcal{Y}_i(\mu_1)1_A + \mathcal{Y}_i(\mu_2)1_{A^c} \). For all \( \alpha_i \in \mathcal{A}_{t,\tilde{\mu}_i}, \ i = 1, 2 \), we set \( \tilde{\alpha} := \{1, t\}(\alpha_1 1_A + \alpha_2 1_{A^c}) \in \mathcal{A}_{t,\tilde{\mu}_1} \). By the zero-one law for \( f \)-conditional expectations, we get \( \mathcal{E}^g_{t,T}[\Phi(M,\tilde{\alpha})] = \mathcal{E}^g_{t,T}[\Phi(M_{t,\tilde{\mu}_1})]1_A + \mathcal{E}^g_{t,T}[\Phi(M_{t,\tilde{\mu}_2})]1_{A^c} \) and by arbitrariness of \( \alpha_i \), \( i = 1, 2 \), we derive that \( \mathcal{Y}_i(\tilde{\mu}_1) \leq \mathcal{Y}_i(\mu_1)1_A + \mathcal{Y}_i(\mu_2)1_{A^c} \). In order to show that \( \mathcal{Y}_i(\tilde{\mu}_1) \geq \mathcal{Y}_i(\mu_1)1_A + \mathcal{Y}_i(\mu_2)1_{A^c} \), we use the previous equality with \( \alpha_1 := \tilde{\alpha}_1 1_A + \tilde{\alpha}_1 1_{A^c} \) and \( \alpha_2 := \tilde{\alpha}_2 1_A + \tilde{\alpha}_2 1_{A^c} \), for all \( \tilde{\alpha} \in \mathcal{A}_{t,\tilde{\mu}_1}, \tilde{\alpha}_1 \in \mathcal{A}_{t,\mu_1} \) and \( \tilde{\alpha}_2 \in \mathcal{A}_{t,\mu_2} \). Similarly, one can prove that \( \mathcal{Y}_i(\tilde{\mu}_2) = \mathcal{Y}_i(\mu_2)1_A + \mathcal{Y}_i(\mu_1)1_{A^c} \).

From Step 1 and Step 2, the result follows.

\[\square\]

Using the same arguments as in Step 2 of the above proof, one can easily show:

**Lemma A.3.** Fix \( t \in [0, T] \). We have \( \mathcal{Y}_i(\mu_1 1_A + \mu_2 1_{A^c}) = \mathcal{Y}_i(\mu_1)1_A + \mathcal{Y}_i(\mu_2)1_{A^c} \), for all \( A \in \mathcal{F}_t, \mu_1, \mu_2 \in \mathcal{D}_t \).

We now recall the following result, which can be found in [7].

**Proposition A.4.** Let the Assumption 2.1 (with \( g \) instead of \( f \)) holds. Then:

(i) There exist \( \chi_g \in \mathcal{L}_2 \) and \( C > 0 \) which only depends on \( C_g \) and \( T \) such that:
\[
esup_{\xi \in \mathcal{L}_2([0,1])} |\mathcal{E}^g_{t,T}[\xi]| \leq C(1 + E_t[|\chi_g|^2])^{\frac{1}{2}}, \quad 0 \leq t \leq T.
\]

(ii) For some \( \xi \in \mathcal{L}_2 \) and \( t \in [0, T] \), consider a family \( (\xi^\varepsilon)_{\varepsilon \geq 0} \subset \mathcal{L}_0(\mathcal{F}^d) \) satisfying \( |\xi^\varepsilon| \leq \xi \) and \( \xi^\varepsilon \in \mathcal{L}_0(\mathcal{F}_{t+\varepsilon} \wedge T) \), for any \( \varepsilon > 0 \). Then, there exists a family \( (\eta_x)_{x \geq 0} \subset \mathcal{L}_0(\mathcal{R}) \) which converges to \( 0 \) a.s. as \( \varepsilon \to 0 \) such that:
\[
|\mathcal{E}^g_{t,t+\varepsilon}[\xi^\varepsilon] - E_t[\xi^\varepsilon]| \leq \eta_x, \quad \forall \varepsilon \in [0, T-t].
\]

(iii) Let \( (\xi^\varepsilon)_{\varepsilon>0} \) and \( t \in [0, T] \) be as in (ii). Then, there exists a family \( (\eta_x)_{x \geq 0} \subset \mathcal{L}_0(\mathcal{R}) \) which converges to \( 0 \) a.s. as \( \varepsilon \to 0 \) such that
\[
|\mathcal{E}^g_{t-t,\varepsilon}[\xi^\varepsilon] - E_{t\varepsilon}[\xi^\varepsilon]| \leq \eta_x, \quad \forall \varepsilon \in [0, t].
\]
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