Bayesian neural networks for virtual flow metering: An empirical study
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A B S T R A C T

Recent works have presented promising results from the application of machine learning (ML) to the modeling of flow rates in oil and gas wells. Encouraging results and advantageous properties of ML models, such as computationally cheap evaluation and ease of calibration to new data, have sparked optimism for the development of data-driven virtual flow meters (VFMs). Data-driven VFMs are developed in the small data regime, where it is important to question the uncertainty and robustness of models. The modeling of uncertainty may help to build trust in models, which is a prerequisite for industrial applications. The contribution of this paper is the introduction of a probabilistic VFM based on Bayesian neural networks. Uncertainty in the model and measurements is described, and the paper shows how to perform approximate Bayesian inference using variational inference. The method is studied by modeling on a large and heterogeneous dataset, consisting of 60 wells across five different oil and gas assets. The predictive performance is analyzed on historical and future test data, where an average error of 4%–6% and 8%–13% is achieved for the 50% best performing models, respectively. Variational inference appears to provide more robust predictions than the reference approach on future data. Prediction performance and uncertainty calibration is explored in detail and discussed in light of four data challenges. The findings motivate the development of alternative strategies to improve the robustness of data-driven VFMs.
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1. Introduction

Knowledge of multiphase flow rates is essential to efficiently operate a petroleum production asset. Measured or predicted flow rates provide situational awareness and flow assurance, enable production optimization, and improve reservoir management and planning. However, multiphase flow rates are challenging to obtain with great accuracy due to uncertain subsurface fluid properties and complex multiphase flow dynamics [1]. In most production systems, flow rates are measured using well testing. While these measurements are of high accuracy, they are intermittent and infrequent [2]. Some production systems have multiphase flow meters (MPFMs) installed at strategic locations to continuously measure flow rates. Yet, these devices are expensive, and typically have lower accuracy than well testing. An alternative approach is to compute flow rates using virtual flow metering (VFM). VFM is a soft-sensing technology that infers the flow rates in the production system using mathematical models and ancillary measurements [3]. Many fields today use some form of VFM technology complementary to flow rate measurements. There are two main applications of a VFM: (i) real-time prediction of flow rates, and (ii) prediction of historical flow rates. The second application is relevant to the prediction of missing measurements due to sensor failure or lacking measurements in between well tests.

VFMs are commonly labeled based on their use of either mechanistic or data-driven models [4]. Both model types can be either dynamic or steady-state models. Mechanistic VFM models are derived from prior knowledge about the internal structure of the process [5]. Physical, first-principle laws such as mass, energy, and momentum-balance equations, along with empirical closure relations, are utilized to describe the relationship between the system variables. Mechanistic modeling is the most common approach in today’s industry and some commercial VFMs are Prosper, ValiPerformance, LedaFlow, FlowManager, and Olga [6]. In contrary to mechanistic models, data-driven models exploit patterns in process data and attempt to find relationships between the system variables with generic mathematical models. In other words, data-driven models attempt to model the process without utilizing explicit prior knowledge [5]. In recent years,
there has been an increasing number of publications on data-driven VFMs [4]. The developments are motivated by the increasing amount of sensor data due to improved instrumentation of petroleum fields, better data availability, more computing power, better machine learning tools and more practitioners [7]. Additionally, data-driven VFMs may require less maintenance than a mechanistic VFMs [8]. Even so, commercial data-driven VFMs are rare. This is arguably due to the following data challenges, which must be overcome by data-driven VFMs:

1. Low data volume
2. Low data variety
3. Poor measurement quality
4. Non-stationarity of the underlying process

The first two challenges are due to data-driven methods, especially neural networks, being data-hungry, and require substantial data volume and variety to achieve high accuracy [9]. Petroleum production data do not generally fulfill these requirements. For petroleum fields without continuous monitoring of the flow rates, new data is obtained at most 1–2 times per month during well testing [2], yielding low data volume. For fields with continuous measurements, the data volume may be higher, yet, the second challenge of low variety remains. Low data variety relates to the way production systems are operated and how it affects the information content in historical production data. The production from a well is often kept fairly constant by the operator, in particular during plateau production, i.e., when the production rate is limited by surface conditions such as the processing capacity. When a field later enters the phase of production decline, the operator compensates for falling pressures and production rates by gradually opening the production choke valves. This can introduce correlations among the measured variables which are unfortunate for data-driven models. A common consequence of modeling in the small data regime is overfitting which decreases the generalization ability of the model, that is, the models struggle with extrapolation to unseen operating conditions [5]. Nonetheless, one should be able to model the dominant behavior of the well and make meaningful predictions close to the observed data if care is taken to prevent overfitting [10].

The third challenge, poor measurement quality, highly influences the predictive abilities of data-driven VFMs. Common issues with measurement devices in petroleum wells include measurement noise, bias, and drift. Additionally, equipment or communication failures may lead to temporarily or permanently missing data. Common practices to improve data quality include device calibration, data preprocessing and data reconciliation [11]. In model development, methods such as parameter regularization and model selection techniques prevent overfitting of the model in the presence of noisy data. However, some of the above issues and practices may be challenging to handle in a data-driven model.

Lastly, the underlying process in petroleum production systems, the reservoir, is non-stationary. The pressure in the reservoir decreases as the reservoir is drained and the composition of the produced fluid changes with time [12]. Time-varying boundary conditions make it more difficult to predict future process behavior for data-driven VFMs as they often struggle with extrapolation. As mentioned above, methods to prevent overfitting to the training data in model development may (and should) be utilized to improve extrapolation abilities to the near future, and frequent model updating or online learning would contribute to better predictive abilities for larger changes in the underlying process.

As the above discussion reflects, data-driven VFMs are influenced by uncertainty. Both model (epistemic) uncertainty and measurement (aleatoric) uncertainty are present [13]. The first type originates from the model not being a perfect realization of the true process and there are uncertainties related to the model structure and parameters. The latter type is a cause of noisy data due to imprecision in measurements [14]. Accounting for uncertainty is important to petroleum production engineers as they are often concerned with worst- and best-case scenarios. Further, information about the prediction uncertainty may aid the production engineers to decide whether the model predictions may be trusted. According to a recent survey [4], uncertainty estimation must be addressed by future research on VFM.

The motivation of this paper is to address uncertainty by introducing a probabilistic, data-driven VFM based on Bayesian neural networks. With this approach, epistemic uncertainty is modeled by considering the weights and biases of the neural network as random variables. Aleatoric uncertainty can be accommodated by a homoscedastic or heteroscedastic model of the measurement noise. This allows the modeler to separately specify priors related to the two uncertainty types. This can be beneficial when having knowledge of the measurement devices that produced the data modeled on.

Historically, the difficulty of performing Bayesian inference with neural networks has been a hurdle to practitioners. We thus provide a description of how to train the model using variational inference. Variational inference provides the means to perform efficient, approximate Bayesian inference and results in a posterior distribution over the model parameters [15]. The method has shown promising results in terms of quantifying prediction uncertainty on other problems subject to small datasets and dataset shift [16]. We also consider maximum a posteriori estimation, which serves as a non-probabilistic reference method. Although it computes a point estimate of the parameters, as opposed to a posterior distribution, it more closely resembles the maximum likelihood methods used in the majority of previous works on data-driven VFM. The reference method enables us to investigate if a probabilistic method, i.e. variational inference, may improve robustness over a non-probabilistic method. We test the proposed VFM by performing a large-scale empirical study on data from a diverse set of 60 petroleum wells.

The paper is organized as follows. In Section 2 we briefly survey related works on data-driven VFM, with a focus on applications of neural networks. This section also gives some relevant background on probabilistic modeling. In Section 3 we describe how flow rates are measured and the dataset used in the case study. The probabilistic model for data-driven VFM is presented in Section 4 and in Section 5 we discuss methods for Bayesian inference. The case study is presented in Section 6 and discussed in Section 7. In Section 8 we conclude and give our recommendations for future research on data-driven VFM based on our findings.

2. Related work

2.1. Traditional data-driven modeling

In literature, several data-driven methods have been proposed for VFM modeling, for instance, linear and nonlinear regression, principal component regression, random forest, support vector machines and the gradient boosting machine learning algorithm [17–20]. One of the most popular and promising data-driven methods for VFM are neural networks (NN). In [17], the oil flow rate from three wells was modeled using NNs, and an error as low as 0.15% was reported. However, well-step tests were used to generate data with sufficient variety, and the time-span of the data covered only 30 h. The three studies, [21–23], investigated NNs for the oil flow rate from a reservoir using data samples from 31–50 wells. All used a neural network architecture...
with one hidden layer and 7 hidden neurons. In the two first, the imperialist competitive algorithm was used to find the NN weights. All of the three studies reported a very small mean squared error, of less than 0.05. Yet, the data was limited to a time-span of 3 months and did not include measurements of the choke openings of the petroleum wells. This will strongly affect the future model performance when reservoir conditions change and the choke openings are adjusted.

A particularly noticeable series of studies on VFM and NN, using historical well measurements with a time-span of more than a year, are [8,10,24,25]. In [24], the oil and gas flow rates were modeled using two individual feed-forward NN, with one hidden layer and 6 and 7 neurons respectively, and with early stopping to prevent overfitting. An error of 4.2% and 2.3% for the oil and gas flow rates were reported. In [8], a radial basis function network was utilized to model the gas flow rate from four gas condensate wells, and the Orthogonal Least Squares algorithm was applied to find the optimal number of neurons (≤ 80) in the hidden layer of the network. The study reported an error of 5.9%. In [10,25], ensemble neural networks were used to excel the learning from sparse data. In the first, the neural network architecture was limited to one hidden layer but the number of hidden neurons was randomly chosen in the range 3–15. Errors of 1.5%, 6.5%, and 4.7% for gas, oil, and water flow rate predictions were achieved. The second paper considered 1–2 hidden layers with 1–25 neurons. Errors of 4.7% and 2.4% were obtained for liquid and gas flow rates respectively.

### 2.2. Probabilistic modeling

A common approach in today's industry and literature is to study the sensitivity of the model to changes in parameter values, thus to a certain extent approximating epistemic uncertainty, e.g. [2, 17,26–28]. By approximating probability distributions for some of the model parameters from available process data and using sampling methods to propagate realizations of the parameters through the model, a predictive distribution of the output with respect to the uncertainty in the parameter may be analyzed.

Probabilistic modeling offers a more principled way to model uncertainty, e.g. by considering model parameters and measurement noise as random variables [29]. With Bayesian inference, a posterior distribution of the model output is found that takes into account both observed process data and prior beliefs of the model parameters [30]. The result is a predictive model that averages over all likely models that fit the data and a model that offers a natural parameter regularization scheme through the use of priors. This is in contrast to traditional data-driven modeling where the concern is often to find the maximum likelihood estimate [29]. Although probabilistic models and Bayesian inference are well-known in other fields of research, probabilistic VFM are rare, yet existent [31–34].

The following series of studies, [31–33], constructed a mechanistic, probabilistic model of the flow rate in petroleum wellbores. A method for probabilistic, data-driven models is Bayesian neural networks (BNNs). BNNs are similar to traditional neural networks but with each parameter represented with a probability distribution [30,35]. Bayesian methods have shown to be efficient in finding high accuracy predictors in small data regimes and in the presence of measurement noise without overfitting to the data [36]. Further, Bayesian methods lend themselves to online model updating and could quickly improve the model’s predictive ability when introduced to new operating regions. Yet, there are disadvantages with probabilistic modeling and Bayesian inference. Except in special cases, inferring the posterior probability distribution of the model consists of solving intractable integrals and inference is slow for large datasets [15]. However, methods for approximation of the posterior distribution exist such as Markov Chain Monte Carlo (MCMC) sampling and variational inference (VI). Comparing these two approximation methods, VI has shown to scale better to large datasets and inference tends to be faster. Additionally, it simplifies posterior updating in the presence of new data. Nevertheless, the approximation with VI is in most cases bounded away from the true distribution, whereas MCMC methods will in principle converge towards the true distribution [15]. A challenge for data-driven probabilistic models, such as Bayesian neural networks, is that the model parameters are generally non-physical, and setting the parameter priors is nontrivial. Despite neural networks being among the more popular data-driven methods for VFM modeling, to the extent of the authors’ knowledge, there has been no attempt at using BNNs for VFM. There are, however, examples of BNNs being used for data-driven prediction in similar applications [37,38].

### 3. Flow rate measurements and dataset

A petroleum production well is illustrated in Fig. 1. Produced fluids flow from the reservoir, up to the wellhead, and through the choke valve. The choke valve opening (u) is operated to control the production from the well. The fluids thereafter enter the separator which separates the multiphase flow into the three single phases of oil, gas, and water, \(q = (q_{\text{oil}}, q_{\text{gas}}, q_{\text{wet}})\). On well-instrumented wells, pressure (p) and temperature (T) is measured upstream and downstream the choke valve.

The two main devices to measure multiphase flow rates in a well are the multiphase flow meter (MPFM) and test separator, both illustrated in Fig. 1. MPFMs are complex devices based on several measurement principles and offer continuous measurements of the multiphase flow rate. Unfortunately, MPFMs have limited operation range, struggle with complex flow patterns, and are subject to drift over time [39]. Additionally, PVT (pressure–volume–temperature) data are used as part of the MPFM calculations and should be accurate and up-to-date for high accuracy MPFM measurements. On the other hand, well-testing is performed by routing the multiphase flow to a test separator whereby the separated flows are measured using single-phase measurement devices over a period of time (typically a few hours). Compared to the MPFM, well tests are performed infrequently, usually 1–2 times a month [2].

Normally, measurements of the multiphase flow rate obtained through well-testing have higher accuracy than the measurements from the MPFMs. This is due to the use of single-phase measurement devices in well-testing. According to [39,40], the uncertainty, in terms of mean absolute percentage error, of well tests, may potentially be as low as 2% and 1% for gas and oil respectively, whereas MPFM uncertainty is often reported to be around 10%. The error statistics are calculated with respect to reference measurements. For measurements of pressure, temperature, and choke openings, we assume that the sensors’ accuracy is high, typically with an uncertainty of 1% or less, and measurement error in these measurements are therefore neglected.

The flow rates are often given as volumetric flow rates under standard conditions, e.g. as standard cubic meter per hour (Sm³/h). Standard conditions make it easier to compare to reference measurements or measurements at other locations in the process as the volume of the fluid changes with pressure and temperature. Flow rates may be converted from actual conditions to standard conditions using PVT data [41]. If the density of the fluid at standard conditions is known, the standard volumetric flow rate may be converted to mass flow rate, and the mass fractions, \(\eta = (\eta_{\text{oil}}, \eta_{\text{gas}}, \eta_{\text{wet}})\) may be calculated. We assume steady-state production, frozen flow, and incompressible liquid such that the phasic volumetric flow rate and mass fractions are constant through the system, from the reservoir to the separator.
Fig. 1. Sensor placement in a typical production well. A MPFM measures multiphase flow rates in the well. During well testing, single phase flow rates are measured with high accuracy after fluid separation.

Fig. 2. The number of measurements is plotted against the time span from the first to last measurement in (a). The average gas and water mass fraction is shown for all wells in (b).

3.1. Dataset

The dataset used in this study consists of 66,367 data points from 60 wells producing from five oil and gas fields. The dataset was produced from raw measurement data using a data squashing technology [42]. The squashing procedure averages raw measurement data in periods of steady-state operation to avoid short-scale instabilities. The resulting data points, which we refer to as measurements henceforth, are suitable for modeling of steady-state production rates.

For each well we have a sequence of measurements in time. The time span from the first to last measurement is plotted for each well in Fig. 2(a). The figure shows that the measurement frequency varies from a handful to hundreds of measurements per year. There are 14 wells with test separator measurements, for which the average number of measurements is 163. The other 46 wells have MPFM measurements, and the average number of measurements is 1393. The 60 wells are quite different from each other in terms of produced fluids. Fig. 2(b) illustrates the spread in mass fractions among the wells.

In the following, we model the multiphase flow through the production choke valve, a crucial component in any VFM. We consider ideal conditions, in the sense that all measurements required by a reasonable choke model are available [43]. For each well, we collect the corresponding measurements in a dataset $\mathcal{D} = \{(\mathbf{x}_i, y_i)\}_{i=1}^N$. We will only consider one well at the time and simply refer to the dataset as $\mathcal{D}$. The target variable is the total volumetric flow rate, $y_i = q_{\text{oil},i} + q_{\text{gas},i} + q_{\text{wat},i} \in \mathbb{R}$, measured either by a test separator or a MPFM. The explanatory variables, $\mathbf{x}_i = (u_i, p_{1,i}, p_{2,i}, T_{1,i}, T_{2,i}, \eta_{\text{oil},i}, \eta_{\text{gas},i}) \in \mathbb{R}^7$, are the measured choke opening, the pressures and temperatures upstream and downstream the choke valve, and the mass fractions of oil and gas. No experimental set-up was used to affect the data variety; for example, we did not consider step well tests as in [17].

4. Probabilistic flow model

Consider the following probabilistic model for the total multiphase flow rate:

$$
\begin{align*}
    y_i &= z_i + \epsilon_i \\
    z_i &= f(\mathbf{x}_i, \phi) \\
    s_i &= g(z_i, \psi) \\
    \epsilon_i &\sim \mathcal{N}(0, s_i^2) \\
    \phi &\sim p(\phi) = \prod_{i=1}^{K_\phi} \mathcal{N}(\phi_i | a_i, b_i^2) \\
    \psi &\sim p(\psi) = \prod_{i=1}^{K_\psi} \mathcal{N}(\psi_i | c_i, d_i^2),
\end{align*}
$$

(1)

where $y_i$ is a measurement of the multiphase flow rate $z_i$ subject to additive measurement noise $\epsilon_i$. The nonlinear dependence of $z_i$ on $\mathbf{x}_i$ is approximated by a Bayesian neural network $f(\mathbf{x}_i, \phi)$ with weights and biases represented by latent (random) variables $\phi$. The neural network is composed of $L$ functions, $f = f^{(L-1)} \circ \cdots \circ f^{(1)}$, where $f^{(1)}$ to $f^{(L-1)}$ are called the hidden layers of $f$, and $f^{(L)}$ is the output layer [44]. A commonly used form of a hidden
layer $l$ is $f^{(l)}(x) = \text{ReLU}(W^{(l)}x + b^{(l)})$, where the rectified linear unit (ReLU) operator is given as $\text{ReLU}(z) = \max(z, 0)$, $W^{(l)}$ is a weight matrix, and $b^{(l)}$ is a vector of biases. For regression tasks the output layer is usually taken to be an affine mapping, $f^{(l)}(x) = W^{(l)}x + b^{(l)}$. The layer weights and biases are collected in $\phi = [(W^{(l)}, b^{(l)})]_{l=1}^{L}$ to enable the compact notation $f(x, \phi)$.

With a slight abuse of this notation, an element $\phi_i$ of $\phi$ represents a scalar weight or bias for $i \in [1, \ldots, K_\phi]$, where $K_\phi$ is the total number of weights and biases in the neural network. The distinguishing feature of a Bayesian neural network is that the weights and biases, $\phi$, are modeled as random variables with a prior distribution $p(\phi)$.

We assume the noise to be normally distributed with standard deviation $g(z, \psi, \phi) > 0$, and we consider different functions $g$ of $z$, $\psi$, and latent variables $\psi$. We discuss the priors on the latent variables, $p(\psi)$ and $p(\phi)$, in the subsequent sections. The probabilistic model is illustrated graphically in Fig. 3.

Given $\phi$, $\psi$ and explanatory variables $x$, the conditional flow rate $z = f(x, \phi)$ and a measurement $y$ is generated as

$$y \mid z, \psi, \phi \sim \mathcal{N}(y \mid z, g(z, \psi, \phi)^2).$$  \hspace{1cm} (2)

The flow rate measurement $y$ is subject to epistemic (model) uncertainty in $f(x, \phi)$ and aleatoric (measurement) uncertainty via $g(z, \psi)$. We refer to the homoscedastic and heteroscedastic measurement noise. Heteroscedasticity is when the structure of the noise in a signal is dependent on the structure of the signal itself and is more difficult to capture [45]. Homoscedasticity is the lack of heteroscedasticity.

The flow model in (1) is a quite generic regression model, but it restricts the modeling of the measurement noise. The model allows the noise to be heteroscedastic, with the noise level being a function of the flow rate $z$, or homoscedastic for which the noise level is fixed. In the latter case, $g(z, \psi) = \sigma_n$, where $\sigma_n$ is a fixed noise level.

The homoscedastic noise model (3) in [21] may be unrealistic for flow meters with a heteroscedastic noise profile. As described earlier, the uncertainty of the flow rate measurement is often given in relative terms. To model this property of the data, we augment (3) with a multiplicative term to get the following heteroscedastic noise model:

$$g(z, \psi, \phi) = \exp(\psi_1) \cdot \exp(\psi_2),$$

where $\psi_1$ and $\psi_2$ are normally distributed latent variables.\footnote{We assume that we have one flow rate instrument for each well. Yet, several instruments may be handled by having separate noise models for each instrument.} Both $\exp(\psi_1)$ and $\exp(\psi_2)$ are log-normal, and are hence strictly positive. It follows from $|z| \geq 0$ that the noise standard deviation $g(z, \psi, \phi) > 0$.

4.1. Prior for the noise model, $p(\psi)$

The prior for the noise model is assumed to be a factorized normal

$$p(\psi) = \prod_{i=1}^{K_\psi} \mathcal{N}(\psi_i \mid c_i, d_i^2),$$  \hspace{1cm} (5)

where $K_\psi = 1$ for the homoscedastic noise model in (3) and $K_\psi = 2$ for the heteroscedastic noise model in (4).

The accuracy of an instrument measuring flow rate is commonly given as a mean absolute percentage error (MAPE) to a reference measurement. More precisely, the expected measurement error is specified as

$$E_{\text{r}} = \left| \frac{y - z}{|z|} \right| = E_r,$$  \hspace{1cm} (6)

where $y$ is the measurement, $z$ is the reference measurement, and $E_r$ is the MAPE, e.g. $E_r = 0.1$ for a MAPE of 10%. We wish to translate these statements to a prior $p(\psi)$.

Assuming a perfect reference measurement $z$, normal noise $\epsilon$, and an additive noise model $y = z + \epsilon$, we obtain from (6) a noise standard deviation $g(z) = \sqrt{\pi/2E_r}|z|$. We recognize this as the first term in the heteroscedastic noise model (4). We derive prior parameters of $\psi_2 \sim \mathcal{N}(c_2, d_2^2)$ that correspond to a log-normal distribution $\exp(\psi_2)$ with mean $\sqrt{\pi/2E_r}$ by solving:

$$c_2 = \log(\sqrt{\pi/2E_r}) - d_2^2/2,$$  \hspace{1cm} (7)

where we can adjust the variance $d_2^2$ to express our uncertainty in the value of $E_r$.

The specification of a relative measurement error $E_r$ cannot be translated directly to a fixed noise level, as required by the homoscedastic noise model in (3). However, we can obtain a reasonable approximation by using the above procedure. If we set $z = \bar{z}$, where $\bar{z}$ is the mean production of a well, we can calculate prior parameters for $\psi_1$ as follows:

$$c_1 = \log(\sqrt{\pi/2E_r}) - d_1^2/2.$$  \hspace{1cm} (8)

We express our uncertainty about the noise level by adjusting the variance $d_1^2$.

4.2. Prior for the neural network weights, $p(\phi)$

We encode our initial belief of the parameters $\phi$ with a fully factorized normal prior

$$p(\phi) = \prod_{i=1}^{K_\phi} \mathcal{N}(\phi_i \mid a_i, b_i^2),$$  \hspace{1cm} (9)

where $K_\phi$ is the number of weights and biases in the neural networks $f$. We assume a zero mean for the weights and biases,
that is, \(a_i = 0\), as is common practice for neural networks. One interpretation of the prior standard deviations is that they encode the (believed) frequencies of the underlying function, with low values of \(b\) inducing slow-varying (low frequency) functions, and high values inducing fast-varying (high frequency) functions [14].

While this interpretation can give us some intuition about the effect of the prior, it is not sufficiently developed to guide the specification of a reasonable prior. We refrain from learning the prior from the data (as with empirical Bayes) and therefore treat \(b\) as hyperparameters to be prespecified.

For deep neural networks it is common practice to randomly sample the initial weights so that the output has a variance of one for a standard normal distributed input [46,47]. For example, He-initialization [47] is often used for neural networks with ReLU activation functions. With He-initialization, the weights of layer \(l\) are drawn from the distribution \(\mathcal{N}(0, \sigma_l^2)\) with \(\sigma_l = \sqrt{2/n_l}\), where \(n_l\) is the number of layer inputs. The weights in the first hidden layer are initialized with \(\sigma_1 = \sqrt{1/n_1}\) since no ReLU activation is applied to the network’s input. With layer biases set to zero, this initialization scheme yields a unit variance for the output.

The objective of weight initialization is similar to that of prior specification; a goal in both settings is to find a good initial model. In this work, we use the standard deviations \(b_i = \sigma_i\) as a starting point for the prior specification (for weight \(i\) in layer \(l\) of a ReLU network). We call this the He-prior. The resulting standard deviations can then be increased (or decreased) if one believes that the underlying function amplifies (or diminishes) the input signal.

Fig. 4 shows the effect of \(b\) on the predictive uncertainty of a Bayesian neural network. With a common prior standard deviation (same for all weights), the output variance is sensitive to the network size (depth and width). This sensitivity complicates the prior specification, as illustrated for different network depths in the figure. The He-prior retains a unit output variance for different network sizes.

4.3. A fully factorized normal prior on the latent variables

The prior of model (1) is a fully factorized normal distribution, \(p(\phi)p(\psi)\). To simplify the notation in the rest of this paper we collect the latent variables in \(\theta = (\phi, \psi) \in \mathbb{R}^K\), where \(K = K_\phi + K_\psi\). This allows us to state the prior on \(\theta\) as \(p(\theta) = p(\phi)p(\psi)\), where

\[
p(\theta) = \prod_{i=1}^{K} \mathcal{N}(\theta_i \mid \bar{\mu}_i, \bar{\sigma}_i^2),
\]

with means \(\bar{\mu} = (\bar{\mu}_1, \ldots, \bar{\mu}_K) = (a_1, \ldots, a_{K_\phi}, c_1, \ldots, c_{K_\psi}) \in \mathbb{R}^K\) and standard deviations \(\bar{\sigma} = (\bar{\sigma}_1, \ldots, \bar{\sigma}_K) = (b_1, \ldots, b_{K_\phi}, d_1, \ldots, d_{K_\psi}) \in \mathbb{R}^K\). The total number of model parameters (\(\bar{\mu}\) and \(\bar{\sigma}\)) is \(2K\).

5. Methods

We wish to infer the latent variables \(\theta\) of the flow rate model in (1) from observed data. With Bayesian inference, the initial belief of \(\theta\), captured by the prior distribution \(p(\theta)\) in (10), is updated to a posterior distribution \(p(\theta \mid D)\) after observing data \(D\). The update is performed according to Bayes’ rule:

\[
p(\theta \mid D) = \frac{p(D \mid \theta)p(\theta)}{p(D)},
\]

where \(p(D)\) is the evidence and the likelihood is given by

\[
p(D \mid \theta) = \prod_{i=1}^{N} p(y_i \mid x_i, \theta).
\]

The log-likelihood of the model in (1) is shown in Appendix A.1.

From the posterior distribution, we can form the predictive posterior distribution

\[
p(y^* \mid x^*, D) = \int p(y^* \mid x^*, \theta)p(\theta \mid D)d\theta
\]

to make a prediction \(y^*\) for a new data point \(x^*\).

The posterior in (11) involves intractable integrals that prevents a direct application of Bayes’ rule [15]. In the following sections, we review two methods that circumvent this issue, namely maximum a posteriori (MAP) estimation and variational inference. With MAP estimation inference is simplified by considering only the mode of \(p(\theta \mid D)\), and with variational inference the posterior distribution is approximated. In the latter case, we can form an approximated predictive posterior distribution by replacing the posterior in (13) with its approximation. Statistics of this distribution, such as the mean and variance, can be estimated using Monte-Carlo sampling [14].

5.1. MAP estimation

With maximum a posteriori (MAP) estimation we attempt to compute:

\[
\hat{\theta}_{\text{MAP}} = \arg\max_{\theta} p(\theta \mid D),
\]

where \(\hat{\theta}_{\text{MAP}}\) is the mode of the posterior distribution in (11). For the model in (1) with a fixed and constant noise variance \(\sigma_n^2\) and
\( \hat{\sigma}^2 \) is the (prior) variance of \( \theta_i \), we have that

\[
\hat{\theta}_{\text{MAP}} = \arg \max_{\theta} \log p(D | \theta) + \log p(\theta) \\
= \arg \min_{\theta} \frac{1}{2\sigma^2} \sum_{i=1}^{N} (y_i - f(x_i, \theta))^2 + \frac{1}{2\sigma^2} \theta_i^2.
\]

(15)

From (15), we see that MAP estimation is equivalent to maximum likelihood estimation with \( L^2 \)-regularization [30].

While MAP estimation allows us to incorporate prior information about the model, it provides only a point estimate \( \hat{\theta}_{\text{MAP}} \) and will not capture the epistemic uncertainty of the model. To obtain a posterior distribution of \( \theta \) we consider the method of variational inference.

5.2. Variational inference

With variational inference, the posterior in (11) is approximated by solving an optimization problem, cf. [15]. Consider a variational posterior density \( q(\theta | \lambda) \), parameterized by a real vector \( \lambda \). The objective of the optimization is to find a density \( q^* = q(\theta | \lambda^*) \) that minimizes the Kullback–Leibler (KL) divergence to the exact posterior, i.e.

\[
\lambda^* = \arg \min_{\lambda} D_{KL}(q(\theta | \lambda) \parallel p(\theta | D)).
\]

(16)

A direct approach to solve (16) is not practical since it includes the intractable posterior. In practice, the KL divergence is instead minimized indirectly by maximizing the evidence lower bound (ELBO):

\[
\mathcal{L}(\lambda) := \log p(D) - D_{KL}(q(\theta | \lambda) \parallel p(\theta | D)) \\
= E_Q [\log p(D | \theta)] - D_{KL}(q(\theta | \lambda) \parallel p(\theta)),
\]

(17)

where the expectation \( E_Q [\cdot] \) is taken with respect to \( q(\theta | \lambda) \). From the ELBO loss in (18), we see that an optimal variational distribution maximizes the expected log-likelihood on the dataset, while obtaining similarity to the prior via the regularizing term \( D_{KL}(q(\theta | \lambda) \parallel p(\theta)) \).

5.2.1. Stochastic gradient variational Bayes

Stochastic gradient variational Bayes (SGVB) or Bayes by back-prop is an efficient method for gradient-based optimization of the ELBO loss in (18), cf. [48,49].

Suppose that the variational posterior \( q(\theta | \lambda) \) is a mean-field (diagonal) normal distribution with mean \( \mu \) and standard deviation \( \sigma \). Let the variational parameters be \( \lambda = (\mu, \sigma) \) and compute \( \sigma = \log(1 + \exp(\rho)) \), where we use an elementwise softplus mapping to ensure that \( \sigma > 0 \).

The basic idea of SGVB is to reparameterize the latent variables to \( \theta = h(\xi, \lambda) = \mu + \log(1 + \exp(\rho)) \circ \xi \), where \( \circ \) denotes pointwise multiplication and \( \xi \sim \mathcal{N}(0, 1) \). With this formulation, the stochasticity of \( \theta \) is described by a standard normal noise \( \xi \) which is shifted by \( \mu \) and scaled by \( \sigma \). The reparameterization allows us to compute the gradient of the ELBO (18) as follows:

\[
\nabla_{\lambda} \mathcal{L}(\lambda) = \nabla_{\lambda} E_Q [\log p(D | \theta)] - \nabla_{\lambda} D_{KL}(q(\theta | \lambda) \parallel p(\theta)) \\
= E_Q [\nabla_{\theta} \log p(D | \theta) h(\xi, \lambda)] - \nabla_{\lambda} D_{KL}(q(\theta | \lambda) \parallel p(\theta)).
\]

(19)

The expectation in (19) can be approximated by Monte-Carlo sampling the noise: \( \xi_i \sim \mathcal{N}(0, 1) \) for \( i = 1, \ldots, M \). If we also approximate the likelihood by considering a mini-batch \( B \subset D \) of size \( B \leq N \), we obtain the unbiased SGVB estimator of the ELBO gradient:

\[
\nabla_{\lambda} \mathcal{L}(\lambda) \approx \nabla_{\lambda} \hat{\mathcal{L}}(\lambda) := \frac{N}{B} \frac{1}{M} \sum_{i=1}^{M} \nabla_{\theta} \log p(B | \theta) v_i(h(\xi_i, \lambda)) \\
- \nabla_{\lambda} D_{KL}(q(\theta | \lambda) \parallel p(\theta)).
\]

(20)

An advantage with the SGVB estimator in (20) is that we can utilize the gradient of the model \( \nabla_B \log p(B | \theta) \) as computed by back-propagation. When both the variational posterior and prior are mean-field normals, as is the case for our model, \( D_{KL}(q(\theta | \lambda) \parallel p(\theta)) \) can be computed analytically as shown in Appendix A.2.

In Algorithm 1 we summarize the basic SGVB algorithm for mean-field normals and Monte-Carlo sample size of \( M = 1 \). We finally note that for variables representing weights of a neural network, we implement the local reparameterization trick in [50] to reduce gradient variance and save computations (not shown in Algorithm 1).

| Algorithm 1 Basic implementation of SGVB for mean-field normals (\( M = 1 \)) |
|-----------------------------|
| **Require:** data \( D \), model \( p(D | \theta) = p(D | \theta) p(\theta) \), parameters \( \lambda = (\mu, \rho) \), learning rate \( \alpha \) |
| 1: repeat 2: Sample mini-batch \( B \) from \( D \) 3: Sample \( \xi \sim \mathcal{N}(0, 1) \) 4: Compute \( \nabla_{\lambda} \hat{\mathcal{L}}(\lambda) \) using (20) 5: Compute \( \hat{\mathcal{L}}(\lambda) \) using (18) 6: Update parameters \( \lambda \) 7: until no improvement in ELBO 8: return \( \lambda \) |

6. Case study

The goal of the case study was to investigate the predictive performance and generalization ability of the proposed VFM. The study was designed to test the predictive performance on historical data and on future data, which reflect the two main applications of a VFM. If the models generalize well, a similar performance across all wells for each model type should be expected on both historical and future data. To cast light on the data challenges in Section 1, the results differentiate between wells with test separator and MPFM measurements, which have different measurement accuracy and frequency. The prediction uncertainty of the models was also analyzed and the effect of training set size on prediction performance was investigated.

The probabilistic flow rate models in Section 4 were developed using the dataset described in Section 3.1. The conditional mean flow rate, \( f(x, \phi) \), was modeled using a feed-forward neural network. Three different noise models were considered: a homoscedastic model with fixed noise standard deviation \( g(z, \psi) = \sigma_{n} = \text{const} \), a homoscedastic model with learned noise standard deviation (3), and a heteroscedastic model with learned noise standard deviation (4). For each of the three model types and the 60 wells in the dataset, the neural network was trained using the SGVB method in Section 5.2.1. These models will be referred to by the label VI-NN. For comparison, a neural network for each of the 60 wells was trained using the MAP estimation method in Section 5.1. For these models we considered the measurement noise to be homoscedastic with a fixed noise standard deviation \( \sigma_{n} \). We label these models as MAP-NN. The He-prior was used for the hidden layers to initialize and regularize the parameters, see Section 4.2. For the noise models, we set the priors as described in Section 4.1, differentiating between wells with MPFM and test separator measurements.

A schematic representation of the Bayesian neural network is shown in Fig. 5. The network architecture was fixed to three hidden layers, each with 50 nodes to which we apply the ReLU activation function [51]. Using practical recommendations in [52], the network architecture may be large as long as regularization is used to prevent overfitting. The Adam optimizer [53]
with the learning rate set to 0.001 was used to train all networks. Early stopping with a validation dataset was used to determine an appropriate number of epochs to train the models to avoid overfitting [44]. The hyper-parameters were chosen by experimentation and using best practices. The models were implemented and trained using PyTorch [54].

6.1. Prediction performance on historical data

To examine the predictive performance on historical data, a three months long period of contiguous data located in the middle of the dataset, when ordered chronologically, was set aside for testing. The rest of the data was used to train the models. During model development, a random sample of 20% of the training data was used for model validation. The performance of each model type across the 60 wells was analyzed. Table 1 shows the $P_{10}$, $P_{25}$, $P_{50}$, $P_{75}$, and $P_{90}$ percentiles of the MAPE across all wells. Detailed results which differentiate between test separator and MPFM measurements are reported in Appendix B, Table B.5.

The results show that the four model types achieve similar performance to each other for the 75th and lower percentiles. The median MAPEs ($P_{50}$) lie in the range 4%–6%. A comparison of the 90th percentile performance indicates that models trained by variational inference are more robust in terms of modeling difficult wells. Regardless of the model type used, there are large variations in the performance on different wells, as seen by comparing the 10th and 90th percentiles. The best performing model achieved an error of 0.3% for one of the wells. Yet, some models obtain an unsatisfactory large error. The overall worst-performing model (MAP-NN) achieved an error of 72.1% for one of the wells.

Table 1
Prediction performance in terms of mean absolute percentage error on historical test data. The percentiles show the variation in performance among all wells.

| Method and model              | $P_{10}$ | $P_{25}$ | $P_{50}$ | $P_{75}$ | $P_{90}$ |
|------------------------------|----------|----------|----------|----------|----------|
| MAP-NN fixed homosc.         | 1.8      | 2.8      | 5.1      | 8.3      | 16.0     |
| VI-NN fixed homosc.          | 1.4      | 2.6      | 4.8      | 8.5      | 12.8     |
| VI-NN learned homosc.        | 1.3      | 2.4      | 5.3      | 8.4      | 13.3     |
| VI-NN learned heterosc.      | 1.7      | 3.5      | 5.9      | 9.7      | 11.5     |

The cumulative performance of the four models is plotted in Fig. 5. The cumulative performance plot shows the percentage of test points that fall within a certain percent deviation from the actual measurements [39]. The figure shows that the models perform better on wells with MPFM measurements than on wells with test separator measurements. Again, similar performance of the four model types is observed.

6.2. Prediction performance on future data

The last three months of measurements were used to test the predictive performance on future data. The rest of the data was used to train the models. During model development, a random sample of 20% of the training data was used for model validation. Table 2 shows the percentiles of the MAPE for the different models on all 60 wells. Detailed results which differentiate between MPFM and test separator measurements are given in Appendix B, Table B.5.

Similarly to the case with historical test data, the performance of the four model types is comparable for the 50th and lower percentiles. The median MAPEs ($P_{50}$) lie in the range 8%–13%. For all model types, the 25% best-performing models achieved a MAPE of less than 6%. The best performing model obtained a MAPE of 1.1% on one of the wells. This is in line with some of the best reported results in the literature; see Section 2.1. Nevertheless, for each model type there is a large variation in performance among wells. The overall worst performing model achieved a MAPE of 48.7%.

Comparing the performance for either the 75th or 90th percentile again indicates that models trained by variational inference are more robust in terms of modeling difficult wells. In this regard, the heteroscedastic VI-NN performs particularly well compared to the other model types.

As seen from the cumulative performance plot in Fig. 7, the four model types have similar performance to each other. The exception is the heteroscedastic VI-NN, which outperforms the other model types for wells with test separator measurements. As seen in the case of historical test data, the models perform better on wells with MPFM measurements than on well with test separator measurements.
6.3. Comparison of performance on historical and future data

A comparison of the MAPEs on historical and future data is illustrated in Fig. 8. The plots differentiate wells with MPFM and test separator measurements. In general, the prediction error is larger on future test data than on historical test data. There is also a larger variance in the performance on future test data. This indicates that it is harder to make predictions on future data, than on historical data. Further, observe that the errors are smaller for the wells with MPFM measurements than for the wells with test separator measurements in both the historical and future test data case.

6.4. Uncertainty quantification and analysis

In contrary to the MAP-NN models, the VI-NN models quantify the uncertainty in their predictions. To study the quality of the prediction uncertainty, we generated a calibration plot for the three different noise models using the test datasets from Sections 6.1 and 6.2; see Fig. 9. The plot shows the frequency of residuals lying within varying posterior intervals. For instance, for a perfectly calibrated model, 20% of the test points is expected to lie in the 20% posterior interval centered about the posterior mean. In other words, the calibration curve of a perfectly calibrated model will lie on the diagonal gray line illustrated in the figures. The calibration of a model may vary across wells. To visualize the variance in model calibration, we have illustrated the (point-wise) 25th and 75th percentiles of the calibration curves obtained across wells.

On historical data, the models trained on test separator measurements seem to be best calibrated. The models trained on MPFM measurements overestimate the uncertainty in their predictions. On future data, the results are reversed. The models trained on MPFM measurements are better calibrated and the models trained on test separator measurements all underestimates the prediction uncertainty. Overall, the calibration improves when the noise model is learned. This is seen clearly when comparing the fixed homoscedastic noise to the learned heteroscedastic noise model. The results are summarized in Table 3, which shows the coverage probabilities for the 95% posterior interval (using the point-wise median in the calibration plots).
Fig. 8. Comparison of performance on historical and future data for the different models. The box plots differentiate between wells with multiphase flow meter and test separator measurements. The boxes show the \( P_{25} \), \( P_{50} \) (median), and \( P_{75} \) percentiles. The whiskers show the \( P_{10} \) and \( P_{90} \) percentiles.

Fig. 9. Calibration plots for fixed homoscedastic noise (a–d), learned homoscedastic noise (e–h), and learned heteroscedastic noise (i–l). Wells are grouped by measurement device, multiphase flow meter or test separator, and the calibration on historical test data (Section 6.1) and future test data (Section 6.2) are shown. The median frequency is shown as a dashed line for each posterior interval (x-axis). The 25th and 75th percentiles (colored bands) show the variation in calibration across wells. A perfectly calibrated model would lie on the diagonal line \( y = x \).

6.5. Effect of training set size on prediction performance

When analyzing the prediction performance of the four model types in Sections 6.1 and 6.2, it was noticed that the prediction error tended to decrease as the training set size increased. This is illustrated in Fig. 10, which shows the MAPEs for the different models and corresponding regression lines with negative slopes. This tendency is generally expected of machine learning models.
Fig. 10. The plot shows the mean absolute percentage error of the four models on historical and future test data for all wells. A regression line for each model shows the tendency of the error as the number of training points varies.

Table 3
Coverage probability (95%).

| Case             | Method and model          | Test sep. (%) | MPFM (%) |
|------------------|---------------------------|---------------|----------|
| Future prediction| VI-NN fixed homosc.       | 37.5          | 99.5     |
|                  | VI-NN learned homosc.     | 81.0          | 87.7     |
|                  | VI-NN learned heterosc.   | 92.3          | 90.0     |
| Historical prediction | VI-NN fixed homosc. | 92.4          | 100.0    |
|                  | VI-NN learned homosc.     | 98.5          | 99.1     |
|                  | VI-NN learned heterosc.   | 100.0         | 97.2     |

On the other hand, previous studies such as [10], indicate that model performance does not necessarily improve when including data that is several years old. To closer inspect this effect, we compared models developed on successively larger training sets.

To allow for an interesting range of dataset sizes a subset of 21 wells with 1200 or more MPFM measurements was considered. In a number of trials, a well from the subset and an instant of time at which to split the dataset into a training and test set, were randomly picked. Keeping the test set fixed, a sequence of training sets of increasing size was generated. The training sets were extended backwards in time with data preceding the test data. The following training set sizes were considered: 150, 200, 300, ..., 1100, where the increment is 100 between 300 and 1100. A MAP-NN model was developed for each of these training sets, using early stopping and validating against the last 100 data points. The test set size was also set to 100 data points, spanning on average 90 days of production.

Denoting the test MAPE of the models by $E_{150}$, $E_{200}$, $E_{300}$, ..., $E_{1100}$, we computed relative MAPEs

$$R_k = \frac{E_k}{E_{150}}, \text{ for } k \in \{150, 200, 300, \ldots, 1100\}.$$ 

(21)

The relative errors indicate how the performance develops as the training set size increases, with a baseline at $R_{150} = 1$. The result of 400 trials is shown in Fig. 11.

7. Discussion

In Section 1 some of the challenges faced by data-driven VFMs were discussed. These were: (1) low data volume, (2) low data variety (3) poor measurement quality, and (4) non-stationarity of the underlying process. Here we discuss the results in light of these challenges. All results are discussed in terms of MAPE values.

No widely used standard exists for VFM performance specification or requirements. Thus, the following performance requirements have been set by the authors to assess the commercial viability of a VFM: (1) predictive performance in terms of mean absolute percentage error on test data of 10% or less, and (2) robustness in terms of achieving the above predictive performance for at least 90% of wells. While these simple requirements lack a specification of the test data, we find them useful in the assessment of VFM performance. A VFM failing to meet these requirements would not be practical to use in industrial applications.

7.1. Performance on historical and future test data

First, we discuss the concern about the non-stationarity of the underlying process. This means the distribution of values seen during training is not necessarily the same as the distribution
of values used for testing. The effect of this is best observed when comparing the performance on historical and future data, see Tables 1 and 2 and Fig. 8. Looking at the upper and lower percentiles, we see the different models achieve performance in the range of 1%–16% error on historical data and 3%–40% error on future data. Since the strength of data-driven models lies with interpolation, rather than extrapolation, it is natural that the performance is worse on the future data case. Considering the VFM performance requirement of 10% MAPE for 90% of the wells, the performance is not acceptable for the historical or for the future data case. This indicates that the robustness of the models is inadequate for use in a commercial VFM. For real-time applications, frequent model updates are likely required to achieve the VFM performance requirement. This raises the technical challenge of implementing a data-driven modeling approach.

The study on dataset size in Section 6.5 further explores the development of data distributions and the effect older data has on future prediction errors. The result, seen in Fig. 11, indicates that additional data is only valuable up to a certain point, after which older data will no longer be useful when predicting future values. The point where this happens will naturally vary between wells. For the wells included here, this happens at 600 data points on average, for which the additional data is approximately 18 months or longer into the past. Looking at Fig. 10, we again see the trend that wells with more data perform better, but only up to a certain point. We remark that insufficient model capacity would have a similar effect on the performance. However, we find this to be unlikely in this case study due to the high capacity and low training errors of the neural networks used.

At this point we remark that, for two observations $D_1, D_2 \in \mathcal{D}$, we model conditional independence ($D_1 \perp \perp D_2 \mid \theta$). While the observations result from preprocessing measurement data in a way that removes transients and decorrelates observations, we cannot guarantee independence due to the non-stationary process. With dependent observations, the modeling assumption of conditional independence is not satisfied since the models lack temporal dependencies. This is also true for most, if not all published models for data-driven VFM. Models that include temporal dependencies may be better suited to learn from past data.

A second concern raised was related to small data regimes, both in terms of data volume and data variety. The results mentioned above also illustrate the effect of small data. Looking at Fig. 10, higher variance in performance is seen among wells with less than 700 data points. This is concerning because many of the wells, in particular those with test separator measurements as their primary source of data, have very few data points. Based on the median MAPE values in Fig. 8, also given in Tables B.4 and B.5, models trained on MPFM data outperform the models trained on test separator data. This indicates that data quantity may outweigh data quality in the small-data regime. The difference in performance is also evident in the cumulative performance plots, see Figs. 6 and 7.

The wells that lie in the top quarter of performance achieved MAPE values comparable to the earlier works discussed in Section 2.1. However, this performance seems difficult to achieve for the full set of wells. The difficulty in generalizing a single model architecture to a broad set of wells is troublesome for the potential commercialization of data-driven VFM.

7.2. Noise models

The last concern raised was poor data quality. In particular uncertainty in flow rate measurements, and potential gross errors in MPFM measurements.

The three different noise models perform similarly in terms of MAPE, on both historical and future data. The only exception being the learned heteroscedastic noise model, which performed better than the others on historical and future test data case when judged by the 90th percentile. This is believed to be because the heteroscedastic error term gives the objective function some added robustness towards large errors.

From the calibration plots in Fig. 9, we see that learning the noise model improves the calibration. The calibration curves for models trained on MPFM data generally lie above the curves for models trained on test separator data, both for historical and future predictions. This means that models trained on MPFM measurements are less confident in their predictions, even though they are trained on more data. It was suspected that models trained on MPFM data would reflect the increased uncertainty present in these measurements, but this is difficult to observe from the results. It is worth noting that the MPFM models are tested on MPFM data, so any systematic errors present in the MPFM measurements themselves will not be detected.

Because the models have potentially large prediction errors, especially for future data, it is desirable that the model can assess its performance. The coverage probabilities reported in Table 3 give us some confidence in the uncertainty estimates for the learned noise models, especially for the historical cases.

Neither the homoscedastic or heteroscedastic noise models in (3) and (4), respectively, can capture complex noise profiles that depend on the flow conditions $\mathbf{x}$. As most flow meters are specialized to accurately measure flow rates for certain compositions and flow regimes, this is a potential drawback of the models. We leave it to later works to address such limitations, but note that with few adjustments the flow model in (1) can accommodate heteroscedasticity of a rather general form.

7.3. Bayesian neural networks

As stated in Section 1, setting the priors on the parameters in the model is not a trivial task. In several papers, the Kullback–Leibler divergence term of the ELBO loss in (18) is down-weighted to improve model performance due to poor priors [55]. This remains a research question, however, in Section 4.2 one way of approaching prior specification in BNNs is described. The difficulty of setting priors combined with small data sets may make it difficult to successfully train models of this complexity. Still, the results are reasonable in the historical data case, and the estimated uncertainty is still better than only relying on point estimates.

8. Concluding remarks

MAP estimation and VI for a probabilistic, data-driven VFM was presented and explored in a case study with 60 wells. The models achieve acceptable performance on future test data for approximately half of the studied wells. It is observed that models trained on historical data lack robustness in a changing environment. Frequent model updates are therefore likely required, which pose a technical challenge in terms of VFM maintenance.

Of the presented data challenges, the non-stationary data distribution is the most concerning. It means that models must have decent extrapolating properties if they are to be used in real-time applications. This is inherently challenging for data-driven approaches, and limits the performance of all the models considered in this paper. Of the models explored here, VI provided more robust predictions than MAP estimation on future test data.

The BNN approach is promising due to its ability to provide uncertainty estimates. Among these models, the heteroscedastic model had the best performance, indicating that a heteroscedastic model can be advantageous for flow rate measurements. However, it is challenging to obtain well-calibrated models due to
the difficulty of setting meaningful priors on neural network weights, and the fact that priors play a significant role in small data regimes. As a result, the uncertainty estimates provided by the BNNs should be used with caution.

8.1. Recommendations for future research

We would suggest future research on data-driven VFM to focus on ways to overcome the challenges related to small and non-stationary data distributions. Advances on these problems are likely required to improve the robustness and extrapolation capabilities of models to be used in real-life applications. We believe promising avenues of research to be: (i) hybrid data-driven, physics-based models that allow for stronger priors; (ii) data-driven architectures that enables learning from more data, for instance by sharing parameters between well models; (iii) online learning to enable frequent model updates; and (iv) modeling of temporal dependencies, for example using sequence models, to better capture time-varying boundary conditions.
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Appendix A. Derivations

A.1. Log-likelihood of the flow rate model

The log-likelihood of the flow model in (1) with parameters \( \theta = (\phi, \psi) \) on a dataset \( D = (X, y) = ([x_i, y_i])_{i=1}^{N} \) is given by

\[
\log p(y | X, \theta) = \sum_{i=1}^{N} \log p(y_i | x_i, \theta)
\]

\[
= \sum_{i=1}^{N} \log \mathcal{N}(y_i | f(x_i, \phi), g(f(x_i, \phi), \psi)^2)
\]

\[
= -\frac{N}{2} \log(2\pi) - \frac{1}{2} \sum_{i=1}^{N} (y_i - f(x_i, \phi))^2.
\]

(A.1)

With a homoscedastic noise model \( g(\cdot, \cdot) = \sigma_n = \text{const.} \), the log-likelihood simplifies to:

\[
\log p(y | X, \theta) = -\frac{N}{2} \log(2\pi \sigma_n^2) - \frac{1}{2\sigma_n^2} \sum_{i=1}^{N} (y_i - f(x_i, \phi))^2.
\]

(A.2)

A.2. Kullback–Leibler divergence term, \( D_{KL}(q(\theta | \lambda) \| p(\theta)) \)

Let the approximation \( q(\theta | \lambda) \) and prior \( p(\theta) \) be mean-field normal distributions of the random variables \( \theta \in \mathbb{R}^D \). Assume that the approximation is parameterized with \( \lambda = (\mu, \rho) \), where \( \mu \) is the mean and \( \sigma = \log(1 + \exp(\rho)) \) is the standard deviation of \( q \). Then, the Kullback–Leibler divergence is given as:

\[
D_{KL}(q(\theta | \lambda) \| p(\theta)) = \mathbb{E}_q[\log q(\theta | \lambda) - \log p(\theta)]
\]

\[
= \frac{1}{2} \mathbb{E}_q \left[ \sum_{i=1}^{K} \log \left( \frac{\sigma_i}{\overline{\sigma}_i} \right)^2 \right] + \frac{1}{2} \sigma^2 - \frac{1}{2} \mathbb{E}_q \left[ \log \left( \frac{\overline{\sigma}_i}{\overline{\sigma}_i} \right)^2 \right] + \frac{1}{2} \mathbb{E}_q \left[ \log \left( \frac{\overline{\sigma}_i}{\overline{\sigma}_i} \right)^2 \right] + \frac{1}{2} \mathbb{E}_q \left[ \log \left( \frac{\overline{\mu}_i}{\overline{\mu}_i} \right)^2 \right] - \frac{1}{2} \mathbb{E}_q \left[ \log \left( \frac{\overline{\mu}_i}{\overline{\mu}_i} \right)^2 \right] + \frac{1}{2} \mathbb{E}_q \left[ \log \left( \frac{\overline{\mu}_i}{\overline{\mu}_i} \right)^2 \right] - \frac{1}{2} \mathbb{E}_q \left[ \log \left( \frac{\overline{\mu}_i}{\overline{\mu}_i} \right)^2 \right]
\]

(A.3)

Appendix B. Results

See Tables B.4 and B.5.

| Well group     | Method and model | RMSE     | MAPE % |
|----------------|-----------------|----------|--------|
| All            | MAP-NN fixed homos. | 0.4, 0.7, 1.1, 1.7, 3.0 | 1.8, 2.8, 5.1, 8.3, 16.0 |
|                | VI-NN fixed homos. | 0.3, 0.5, 1.0, 2.1, 3.0 | 1.4, 2.6, 4.8, 8.5, 12.8 |
|                | VI-NN learned homos. | 0.3, 0.5, 1.0, 2.0, 3.0 | 1.3, 2.4, 5.3, 8.4, 13.3 |
|                | VI-NN learned heteros. | 0.4, 0.6, 1.2, 1.9, 3.0 | 1.7, 3.5, 5.9, 9.7, 11.5 |
| Test sep       | MAP-NN fixed homos. | 0.4, 0.8, 1.5, 1.7, 3.0 | 3.1, 5.7, 7.2, 11.1, 16.2 |
|                | VI-NN fixed homos. | 0.5, 0.8, 1.6, 2.2, 4.3 | 2.8, 4.9, 7.9, 11.3, 13.2 |
|                | VI-NN learned homos. | 0.6, 1.1, 1.7, 2.1, 3.1 | 3.9, 5.8, 8.1, 12.3, 16.4 |
|                | VI-NN learned heteros. | 0.5, 1.0, 1.7, 2.1, 3.9 | 3.7, 5.1, 9.5, 11.4, 12.2 |
| MPFM           | MAP-NN fixed homos. | 0.3, 0.6, 1.0, 1.6, 2.8 | 1.8, 2.4, 4.5, 8.1, 14.3 |
|                | VI-NN fixed homos. | 0.3, 0.4, 1.0, 1.9, 2.9 | 1.3, 2.3, 4.1, 7.7, 11.5 |
|                | VI-NN learned homos. | 0.3, 0.4, 0.7, 1.6, 3.0 | 1.2, 2.0, 4.1, 7.3, 11.7 |
|                | VI-NN learned heteros. | 0.4, 0.5, 1.2, 1.5, 2.9 | 1.3, 3.1, 5.1, 8.6, 10.8 |
Table B.5

| Well group          | Method and model | RMSE  | MAPE % |
|---------------------|------------------|-------|--------|
| All                 | MAP-NN fixed homos. | 0.8, 1.2, 2.1 | 4.0 | 6.1 | 3.7, 5.6, 12.4, 24.1, 40.0 |
|                     | VI-NN fixed homos. | 0.6, 1.1, 1.8, 3.5 | 5.2 | 4.0 | 5.6, 9.6, 18.2, 29.3 |
|                     | VI-NN learned homos. | 0.7, 1.2, 1.9, 3.3 | 5.5 | 4.0 | 6.0, 8.9, 22.5, 32.5 |
|                     | VI-NN learned heteros. | 0.6, 1.1, 1.7, 3.1 | 4.5 | 4.0 | 5.0, 9.2, 15.7, 24.3 |
| Test sep.           | MAP-NN fixed homos. | 0.8, 1.0, 1.6, 3.0 | 6.7 | 3.9 | 6.2, 18.1, 28.8, 41.1 |
|                     | VI-NN fixed homos. | 0.3, 1.0, 2.1, 3.2 | 8.0 | 5.2 | 9.5, 14.6, 31.4, 40.9 |
|                     | VI-NN learned homos. | 0.6, 1.3, 1.9, 3.6 | 5.9 | 6.6 | 7.8, 15.5, 31.6, 35.9 |
|                     | VI-NN learned heteros. | 0.4, 1.2, 1.6, 2.3 | 2.9 | 5.1 | 6.0, 10.6, 18.6, 21.6 |
| MFM                 | MAP-NN fixed homos. | 0.9, 1.2, 2.4, 4.2 | 5.7 | 3.7 | 6.2, 12.2, 23.0, 30.2 |
|                     | VI-NN fixed homos. | 0.8, 1.3, 1.8, 3.5 | 4.6 | 4.0 | 5.3, 8.3, 15.0, 24.6 |
|                     | VI-NN learned homos. | 0.7, 1.1, 1.9, 3.1 | 5.2 | 3.4 | 4.9, 8.0, 17.5, 28.1 |
|                     | VI-NN learned heteros. | 0.7, 1.0, 1.8, 3.3 | 4.6 | 3.8 | 4.7, 8.5, 14.9, 24.5 |

References

[1] J.-D. Jansen, Nodal Analysis of Oil and Gas Wells - Theory and Numerical Implementation, Delft University of Technology, TU Delft, The Netherlands, 2017.

[2] D.D. Monteiro, M.M. Duque, G.S. Chaves, V.M.F. Filho, J.S. Baiocci, Using data analytics to quantify the impact of production test uncertainty on oil rate flow forecast, IFP Energies Nouvelles 75 (2020) 1–15, http://dx.doi.org/10.2516/sgst/20190965.

[3] E. Toskey, Improvements to deepwater subsea measurements RPSEA program: Evaluation of flow modeling, in: Proceedings of the Annual Offshore Technology Conference, 2012, pp. 1–18, http://dx.doi.org/10.4043/23314-MS.

[4] T. Bikmukhametov, J. Jäschke, First principles and machine learning virtual flow metering: A literature review, Exp. Pet. Sci. Eng. 184 (2020) http://dx.doi.org/10.1016/j.jpsci.2019.105487.

[5] D. Solle, B. Hitzmann, C. Herwig, M. Pereira Remelhe, S. Ulonska, L. Büttner, A. Prada, T. Steckelreiter, Between the poles of data-driven and mechanistic modeling for process operation, Chem. Ing. Tech. 89 (5) (2017) 542–561, http://dx.doi.org/10.1002/cite.201600175.

[6] A. Amin, Evaluation of commercially available virtual flow meters (VMFs), in: Proceedings of the Annual Offshore Technology Conference, 2015, pp. 1293–1318, http://dx.doi.org/10.4043/25764-MS.

[7] K. Balaji, M. Rabiei, V. Suicmez, C.H. Canbaz, Z. Agharzeyva, S. Tek, U. Bulut, A. Amin, Evaluation of commercially available virtual flow meters (VMFs), in: Proceedings of the Annual Offshore Technology Conference, 2015, pp. 1293–1318, http://dx.doi.org/10.4043/25764-MS.

[8] T.A. AL-Qutami, R. Ibrahim, M.A. Ishak, Hybrid neural network method to predict oil flow rate of the reservoir, Appl. Soft Comput. 13 (2013) 1085–1098, http://dx.doi.org/10.1016/j.asoc.2012.10.009.

[9] M.Z. Hasanvand, S. Berneti, Predicting oil flow rate due to multiphase flow meter by using an artificial neural network, Energy Sour. A 37 (2015) 840–845, http://dx.doi.org/10.1080/15567036.2011.590865.

[10] D. Solle, B. Hitzmann, C. Herwig, M. Pereira Remelhe, S. Ulonska, L. Büttner, A. Prada, T. Steckelreiter, Between the poles of data-driven and mechanistic modeling for process operation, Chem. Ing. Tech. 89 (5) (2017) 542–561, http://dx.doi.org/10.1002/cite.201600175.

[11] J. L. Xu, W. Zhou, X. Li, S. Tang, Wet gas metering using a revised venturi meter and soft-computing approximation techniques, IEEE Trans. Instrum. Meas. 60 (2011) 947–956, http://dx.doi.org/10.1109/TIM.2010.2045934.

[12] T. Bikmukhametov, J. Jäschke, Oil production monitoring using gradient boosting machine learning algorithm, in: 12th IFAC Symposium on Dynamics and Control of Process Systems, Including Biosystems, 52, 2019, pp. 514–519, http://dx.doi.org/10.1080/15567036.2019.06.114, IFAC-PapersOnLine.

[13] S.M. Berneti, M. Shabbazian, An adversarial competitive algorithm - artificial neural network method to predict oil flow rate of the wells, Int. J. Comput. Appl. 2016 (2011) 47–50, http://dx.doi.org/10.5120/3137-4326.

[14] M.A. Ahmad, M. Ebadi, A. Shokrollahi, S.M.J. Majidi, Evolving artificial neural network and imperialist competitive algorithm for prediction flow rate of the reservoir, Appl. Soft Comput. 13 (2013) 1085–1098, http://dx.doi.org/10.1016/j.asoc.2012.10.009.

[15] H.P. Bienker, O. Slupphaug, T.A. Johansen, Well management under uncertain gas or water oil ratios, in: SPE Digital Energy Conference and Exhibition, Society of Petroleum Engineers, 2007, http://dx.doi.org/10.2118/190812-MS.

[16] T.A. AL-Qutami, R. Ibrahim, I. Ismail, M.A. Ishak, Development of soft sensor to estimate multiphase flow rates using neural networks and early stopping, Int. J. Smart Sensing Intell. Syst. 10 (2017) 199–222, http://dx.doi.org/10.1155/ijssis-2017-209.

[17] T.A. AL-Qutami, R. Ibrahim, I. Ismail, M.A. Ishak, Hybrid neural network and regression tree ensemble pruned by simulated annealing for virtual flow metering application, in: IEEE International Conference on Signal and Image Processing Applications, ICSPiA, 2017, pp. 304–309, http://dx.doi.org/10.1109/ICSPiA.2017.8120626.

[18] O. Bello, S. Ade-Jacob, K. Yuan, Development of hybrid intelligent system for virtual flow metering in production wells, in: SPE Intelligent Energy Conference & Exhibition, Society of Petroleum Engineers, 2014, http://dx.doi.org/10.2118/167880-MS.

[19] L. Xu, W. Zhou, X. Li, S. Tang, Wet gas metering using a revised venturi meter and soft-computing approximation techniques, IEEE Trans. Instrum. Meas. 60 (2011) 947–956, http://dx.doi.org/10.1109/TIM.2010.2045934.

[20] T. Bikmukhametov, J. Jäschke, Oil production monitoring using gradient boosting machine learning algorithm, in: 12th IFAC Symposium on Dynamics and Control of Process Systems, Including Biosystems, 52, 2019, pp. 514–519, http://dx.doi.org/10.1080/15567036.2019.06.114, IFAC-PapersOnLine.
