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Abstract

Identifying the influential nodes of complex networks is now seen as essential for optimizing the network structure or efficiently disseminating information through networks. Most of the available methods determine the spreading capability of nodes based on their topological locations or the neighbor information, the degree of node is usually used to denote the neighbor information, and the k-shell is used to denote the locations of nodes. However, k-shell does not provide enough information about the topological connections and position information of the nodes. In this work, a new hybrid method is proposed to identify highly influential spreaders by not only considering the topological location of the node but also the neighbor information. The percentage of triangle structures is employed to measure both the connections among the neighbor nodes and the location of nodes, the contact distance is also taken into consideration to distinguish the interaction influence by different step neighbors. The comparison between our proposed method and some well-known centralities indicates that the proposed measure is more highly correlated with the real spreading process. Furthermore, another comprehensive experiment shows that the top nodes removed according to the proposed method are relatively quick to destroy the network than other compared semi-local measures. Our results may provide further insights into identifying influential individuals according to the structure of the networks.

1 Introduction and motivation

Networks play an important role in people’s social lives nowadays that a wide range of real-world phenomena, from social to medical and biological networks, can be described by complex networks [1, 2]. The nodes play different roles in the network since some nodes are more important than others according to their structural positions. Identification of the important nodes in networks has been a fundamental problem and have theoretical significance in many applications, such as constraining and preventing the spreading of disease [3] or rumor [4].
information dissemination [5, 6], developing medicine for illnesses in protein and brain networks [7] and so on.

Many researchers have focused on and stress the problem of identifying the influential nodes [8–11], a node can be influential based on how central the node is to the network, generally, the nodes’ influence in a network can be seen from two aspects [12, 13]. The one from the aspect of the robustness of the network, that is the important nodes are those on which the network structure depends to maintain its connectivity, and the removal of them will cause the whole network to split into the disconnected sub-graphs. The other one from the aspect of spreading, that is to say, nodes within greater spreading capability are regarded as influential ones. Various topology information-based measures have been proposed to identify the important nodes, such as the representative ones like Degree Centrality [14], Betweenness Centrality [15], Closeness Centrality [16], K-shell [17], etc. Usually, these measures can be divided into three types of well-known metrics [18]: local metrics, global metrics, and semi-local metrics. For the first types, the importance of a node is measured according to information of the nearest neighbors. For the second type, the entire graph’s information is needed when evaluating the importance. In recent years, a new classification of measures based on semi-local manners has been developed and can be seen as a trade-off between local and global metrics. Degree centrality [14] is a typical local method with higher degree nodes are considered more influential, and the H-index centrality [19] of a node was extended based on the concept of H-index to identify the spreading capability of nodes. Simplicity and time-efficient are the advantages of these local metrics but they suffer from low accuracy since the more topology structure information is ignored. Closeness centrality [16], Betweenness centrality [15] can be mentioned as typical global ones, these methods focus on the global structure to determine the nodes’ influence, while, they lose the efficiency than the local measures in large scale networks since detecting shortest paths between each pair of nodes is time-consuming. Furthermore, Kistak et al. [17] propose the k-shell decomposition method which is time-efficient without losing pays attention to the global location of nodes, a higher Ks value node is considered to be closer to the core of the network and is more influential. However, recent research [20, 21] pointed out the k-shell measure lose its role in the Barabasi–Albert network where the nodes are assigned to the same shell. To rank nodes effectively and efficiently, a semi-local centrality measure [22] has been proposed by taking into more comprehensive neighbor information and shows its accuracy compared with the local metrics and its time efficiency compared with the global metrics.

In addition to the methods mentioned above, some other measures that combine different attributes or different information have been proposed to evaluate the influence of nodes. Considering that the k-shell method ignores the links connecting to the removed nodes, the mixed degree decomposition [20] proposes to combine both the residual degree and the exhausting degree. The neighborhood coreness [23] takes into account the neighbors’ k-shell information. The local structural centrality extends the semi-local centrality measure [24] by taking into account the topological connections among the neighbors. The weight degree centrality method [25] proposes to combine the nodes’ degree and their ability of spreading out. Stating that the node’s influence is not limited up to the nearest neighbors level preferably, the gravity centrality [26] and the local gravity model take into account both neighborhood information and path information to evaluate the node’s influence [27]. The generalized mechanics model enrich it by combining the global information and local information [28]. Considering that the community structure [29] is one common and important structural properties in real-world networks, several measures [30–32] take advantage of the community structure to quantify the influence of nodes, such as, the combination of the number and sizes of communities
to which a node directly links [30], and the combination of intra-community and inter-community links [32].

In general, it has been revealed that the neighborhood attribute and position attribute are two important factors in determining the importance of a node. Inspired by this, this paper proposes a new hybrid centrality to discover these influential nodes. On one hand, the neighbor number is used to denote the neighborhood attribute, and the position attribute is denoted by the proportion of the triangular structures formed by the node and its neighbors. Evaluation results in terms of discriminability, correctness demonstrate that the proposed method can efficiently discriminate the influence capability of nodes and provide a more reasonable ranking list than other compared methods. The remainder of this paper is organized as follows. In Section 1, related work will be reviewed. Section 2 describes the details of the proposed method. Section 3 reports and analyzes the experimental results, followed by a conclusion in Section 4.

2 Proposed method

In the current research, it has been attempted to determine the influential nodes using the natural characteristics of networks in a semi-local approach. K-shell is known as the position index of a node in the network, usually, a higher K-shell value means a node is surrounded by large number of denser connected neighbors that the node itself may not be easily removed by every iteration. Once a connection exists between any two of its neighbors, a triangle structure forms. Supposing that many triangle structures formed among the node itself and its neighbors, the node is more likely to locate in a dense part of the network. So, the number of triangles may be an effective indicator in measuring the location of the node, especially, the triangle act as another role, that is, measuring the topological connection among nodes [33], the higher the percentage of the triangular structures formed by a node with its neighbor nodes in the whole network, the denser the connections between the node and its neighbor nodes are. Inspired by this, using the percentage of the triangular structures, we propose a hybrid centrality that considers the neighbor information and position attribute of a node simultaneously. And it is a fact that, during the spreading process, the node usually touches the nearest neighbors first, then the next nearest neighbors, etc. The contact distance between nodes is an important parameter in a spreading process [34], the interaction effect between two nodes decreases with their distance. Unlike any other time-consuming algorithms [35, 36] when calculating the shortest path distance. In this paper, we simplify it as follows, the distance from a node to the nearest neighbors is one, and to the next nearest neighbors is two, etc. In this way, the influence for a node is defined as (labeled as C):

$$C(v) = \sum_{u \in \Phi(v)} \frac{k_u \cdot (1 + TP(u))}{d(uv)},$$

where $k_u$ is the degree of node $u$, $TP(u)$ is the percentage of triangle structures that exist between the node and its neighborhoods, calculated by: $TP(u) = \frac{NTS(u)}{TNTS}$. $NTS$ is the triangle structures formed between node $u$ and its neighborhoods, and $TNTS$ is the sum of triangle structures formed by all the nodes in the networks, namely, $TNTS = \sum_{v \neq u} NTS(u)$, the total number of triangle structure exists in the network are $\frac{1}{2} \cdot TNTS$, and $d(uv)$ denotes the shortest distance between the node $u$ and $v$, the neighborhood set $u \in \Phi(v)$ denote the nearby nodes include but not bounded the nearest neighbors, that is to say, more step far away nodes’ information are taken into consideration. To reduce the algorithm complexity, in the paper, the
distance ranged $d$ is set to be 2, namely, only the nearest neighbors and the next-nearest neighbors are taken into consideration. And the effect of $d$ is validated in Section 3.

Then, an extended index is further developed based on Eq(1), which is defined as (labeled as $Lhc$):

$$Lhc(v) = \sum_{w \in \tau(v)} C(w),$$

where $w \in \tau(v)$ is the nearest neighborhood of node $v$.

The following shows the step of $Lhc$. The algorithm traverses the nodes in the network in turn. The main work is to calculate the degree value and the number of triangle structures among the node and its neighbor.

**Algorithm 1 Algorithm for our $Lhc$.**

**Input:** network $G = (V, E)$, the total node number $n$;

**Output:** influence capability of each node;

1: for $i = 1$ to $n$ do
2: calculate number of triangle structure of node $v$, $NTS(v)$;
3: end for
4: generate $TNTS$ by $TNTS = \sum_{i=1}^{n} NTS(v)$;
5: calculate $TP(v)$;
6: for $i = 1$ to $n$ do
7: get $u \in \Phi(v)$;
8: end for
9: generate $C(v)$ using formula (1);
10: for $i = 1$ to $n$ do
11: calculate $Lhc(v)$ using formula (2);
12: end for

3 Experiment

3.1 Dataset

Several real-world networks are chosen in the following discussion, including contiguous states of the United States of America (Contiguous) [37], Dolphins network (Dolphin) [38], Polbook-network (Polbook) [39], Football-network (Football) [40], Jazz musicians network (Jazz) [41], US Air Line (Usair) [42], Co-authorship network of scientists (Netscience) [43], *C. elegans* metabolic network (Elegans) [44], the network of international E-road (Euroroad) [45], Western States Power Grid (PowerGrid) [46], the user network of Pretty-Good-Privacy algorithm (PGP) [47] and so on. The basic topological features of these networks are summarized in Table 1. Among which, $\langle k \rangle$ and $k_{\text{max}}$ denote the average and the maximum degree, $\langle d \rangle$ denotes the average distance, $C$ and $r$ denote the clustering coefficient [46] and assortative coefficient [48] respectively.

3.2 Evaluation strategies

The effectiveness of the proposed method is empirically evaluated through a series of experiments. The $Lhc$ is compared with other eight well-known measures involving Local, Global and Semi-local metrics from the aspects of discriminability, correctness and robustness. The methods are DC (degree centrality) [14], BC (betweenness centrality) [15], H-index method (H-index) [19], LC (local centrality) [22], $Cnc$, (neighborhood coreness) [23], $G_e$, (extended gravity index) [26] and EW(extended weight degree centrality) [25] and LGM(local version of the gravity model) [28].

**3.2.1 Discriminability.** If nodes have much different influence ability, then the influence capability of nodes can be easily distinguished from each other. In this section, the centrality
measures are compared to evaluate how well the discriminability of them. Under the help of Complementary Cumulative Distribution Function (CCDF) [23], we can achieve a clear specification of the ranking distributions of different measures and see the frequency of nodes distribution.

\[ \text{CCDF}(r) = 1 - \sum_{i=1}^{r} \frac{n_i}{n} \]  

Where \( n_i \) denotes the number of nodes with rank \( i \) on the list, and \( n \) is the total number of nodes in the network and \( r \) is the number of ranks. According to the CCDF principle, if \( r \to n \), the discriminability is well and the CCDF plot will slow down; if \( r \to 1 \) that means all nodes are assigned in few of ranks and the CCDF plot will decrease rapidly.

The CCDF is plotted for the networks of Dolphin, Polbook, Football, Usair, Elegans, and PowerGrid. As can be seen in Fig 1, In the network of Dolphin, Polbook, and Football, the CCDF of DC and H-index tends to zero with a quick slope, large number of nodes’ influence values cannot be distinguished from each other. The five semi-local methods, LC, EW, \( G_z \), LGM, and our Lhc consider more topological information, so they show better performance, the CCDF plots of them tend to zero with a slower slope following the diagonal line in the network. Though the Cnc, consider more neighbors’ K-shell information, the performance seems not to be as well as the LC, \( G_z \), LGM, and Lhc. The BC perform almost the same better performance as LC, EW, \( G_z \), and Lhc, that is to say, the nodes in those three network act as different bridge roles, so a better discriminability the BC method achieve. While, In Usair and Elegans, Lhc tends to show a slower slope and more distinct ranks than LC. As shown in Table 1 about the basic topological statistics of these networks, we can see that the cluster coefficient of the Usair and Elegans network is rather larger, that is to say, a glister of nodes may have many triangle structures formed by the node and its neighbor nodes, our Lhc considers the structure information of a node and its neighbors, so a better ranking distribution it achieves, the CCDF plot of BC slows down at the beginning, then decreases rapidly, that is to say, no more nodes can it distinguish.

When coming to the larger network, PowerGrid, It is clear to note that in the case of DC and H-index, CCDF drops at the beginning like in other networks, BC still cannot achieve a performance as better as the semi-local method even under the circumstance that the BC considers information in the global scope. Particularly, in PowerGrid, the clustering coefficient is small, many nodes encounter with the same degree or K-shell value, so the performance of LC

| Networks | n | m | \( k_{\text{max}} \) | \( \langle k \rangle \) | \( \langle d \rangle \) | C | r |
|----------|---|---|----------------|--------------|-------------|---|---|
| Contiguous | 49 | 107 | 8 | 4.367 | 4.163 | 0.497 | 0.23340 |
| Dolphin | 62 | 159 | 12 | 5.129 | 3.357 | 0.259 | -0.0436 |
| Polbook | 105 | 441 | 25 | 8.4 | 3.079 | 0.488 | -0.1279 |
| Football | 115 | 613 | 12 | 10.66 | 2.508 | 0.403 | 0.1624 |
| Jazz | 198 | 2742 | 100 | 27.697 | 2.235 | 0.618 | 0.0202 |
| Usair | 332 | 2126 | 139 | 12.807 | 2.738 | 0.625 | -0.2079 |
| NetScience | 379 | 914 | 34 | 4.823 | 6.04 | 0.741 | -0.0817 |
| Elegans | 453 | 2025 | 237 | 8.94 | 2.664 | 0.647 | -0.2258 |
| Euroroad | 1174 | 1417 | 10 | 2.414 | 18.37 | 0.017 | 0.1267 |
| PowerGrid | 4941 | 6594 | 19 | 2.669 | 18.99 | 0.080 | 0.0035 |
| PGP | 10680 | 24316 | 205 | 4.554 | 7.486 | 0.266 | 0.2382 |

https://doi.org/10.1371/journal.pone.0251208.t001
and $Cn_{c+}$ are relatively poor compared with Lhc. Lhc shows the best performance even as the fact that EW and $G_{c+}$ also consider the more step neighbor information of a node. It should be noted that the LGM show better performances than the above methods, the main reason is that the average distance of PowerGrid is large, and more path information are taken into consideration by LGM, so it can achieve better performance in discriminability, but with the expense of time-consuming in this large average distance networks. Nodes in the network may have the same value of H-index, DC even the K-shell value, while the number of triangle structure formed between the node itself and its neighbors may different from each other, so a better ranking distribution performance the Lhc can achieve.

3.2.2 Correctness. Apart from the discriminability evaluation of different measures in the above. In this section, the accuracy and correctness of the proposed measures in node ranking have been evaluated. In principle, the ranked list generated by an effective ranking method should be as consistent as possible with the ranked list generated by the real spreading process. The ranking results of spreading are usually obtained from the SIR model. In the SIR model [17, 49], each node can be in one of three states: susceptible (S), infected (I), and recovered (R). Initially, to check the spreading influence of one given node, only node $v$ is in the infected state, and the other nodes are in the susceptible state. At every time step, each infected node can infect its susceptible neighbors with infection probability $\beta$, and then it enters into R state with probability $\mu$. In this paper, we set $\mu = 1.0$. The process continues until no nodes in I state remain in the network. At the end of the SIR process, the number of R nodes is considered as the spreading capability of every node $v$. By selecting different nodes as the initially infected node, the spreading influence of all network nodes and their ranking list

![Fig 1. The Complementary Cumulative Distribution Function (CCDF) plot for ranking list offered by different measures. (a)-(d): The CCDF on the network of Dolphin, Polbook, Football, Usair, Elegans and PowerGrid respectively.](https://doi.org/10.1371/journal.pone.0251208.g001)
Table 2. The kendall’s τ values between the ranking list obtained from the nine measures and the list offered by the SIR model on eleven networks.

| Networks      | $\beta_{th}$ | $\beta$ | $r(DC, \theta)$ | $r(BC, \theta)$ | $r(H_{in}, \theta)$ | $r(LC, \theta)$ | $r(Cnc, \theta)$ | $r(G, \theta)$ | $r(EW, \theta)$ | $r(LGM, \theta)$ | $r(Lhc, \theta)$ |
|---------------|--------------|---------|-----------------|-----------------|---------------------|-----------------|------------------|--------------|---------------|-----------------|-----------------|
| Contiguous    | 0.2026       | 0.21    | 0.7705          | 0.5743          | 0.7282              | 0.9468          | 0.9057           | 0.9371       | 0.9422        | 0.8912          | 0.9643          |
| Dolphin       | 0.147        | 0.15    | 0.8130          | 0.5612          | 0.7878              | 0.9251          | 0.8875           | 0.9243       | 0.9180        | 0.9050          | 0.9635          |
| Polbook       | 0.0838       | 0.09    | 0.7814          | 0.3669          | 0.7588              | 0.9017          | 0.8987           | 0.9241       | 0.9043        | 0.8099          | 0.9266          |
| Football      | 0.0932       | 0.10    | 0.7151          | 0.2646          | 0.5364              | 0.7970          | 0.7763           | 0.7702       | 0.7802        | 0.7164          | 0.8083          |
| Jazz          | 0.026        | 0.04    | 0.8722          | 0.4844          | 0.8535              | 0.9477          | 0.9207           | 0.9036       | 0.9402        | 0.9073          | 0.9595          |
| Usair         | 0.0225       | 0.04    | 0.7638          | 0.5623          | 0.7430              | 0.9053          | 0.9141           | 0.9233       | 0.9160        | 0.8517          | 0.9349          |
| Netscience    | 0.1247       | 0.13    | 0.6256          | 0.3956          | 0.6061              | 0.8127          | 0.8392           | 0.8480       | 0.8954        | 0.8059          | 0.9036          |
| Elegans       | 0.0248       | 0.03    | 0.6832          | 0.4962          | 0.6038              | 0.7844          | 0.8405           | 0.8822       | 0.8452        | 0.8061          | 0.8583          |
| Euroroad      | 0.333        | 0.34    | 0.6037          | 0.4033          | 0.5806              | 0.8888          | 0.8183           | 0.8613       | 0.8468        | 0.8772          | 0.8937          |
| PowerGrid     | 0.2583       | 0.26    | 0.5899          | 0.4183          | 0.4982              | 0.7814          | 0.7706           | 0.7424       | 0.7417        | 0.7329          | 0.8147          |
| PGP           | 0.0553       | 0.09    | 0.4772          | 0.2868          | 0.7211              | 0.4553          | 0.7213           | 0.7167       | 0.7414        | 0.7281          | 0.7421          |

can be obtained. In these experiments, the SIR simulation has been repeated $10^4$ times for a network with $|E| < 100$, $10^3$ times for a network with $100 < |E| < 1000$. The average number of recovered nodes is regarded as their spreading capability. In SIR simulation, the infection probability $\beta$ should neither be too small or too large. When $\beta$ is too small, The epidemic cannot successfully spread over networks, on the contrary, large $\beta$ may lead to an easy outbreak over almost the whole network. So a suitable $\beta$ is needed to better measure the spreading ability of each node. Usually, the value for $\beta$ follows a threshold value, calculated as $\frac{1}{2}\left(\frac{1}{N} + \frac{1}{D}\right)$, where $k$ and $k^2$ denote the average degrees and average second-order degree of the nodes respectively. The value of $\beta$ is set slightly larger than $\beta_{th}$. As Show in Table 2, the $\beta$ for different networks are given.

Kendall’s rank correlation coefficientis ($\tau$) [50] is usually utilized to quantify the correlation between the ranked list generated by a certain centrality measure and the ranked list obtained from the SIR simulation. Let $(x_1, y_1), \ldots (x_n, y_n)$ be a set of rank pairs in two distinct ranking list $X$ and $Y$. The observations $(x_i, y_i)$ and $(x_j, y_j)$ is said to be concordant if $x_i > x_j$ and $y_i > y_j$ or if $x_i < x_j$ and $y_i < y_j$. Otherwise, if $x_i > x_j$ and $y_i < y_j$ or if $x_i < x_j$ and $y_i > y_j$, the pairs is said to be discordant. If $x_i = x_j$ or $y_i = y_j$, the pair is neither concordant nor discordant. Kendall’s tau coefficient ($\tau$) is defined as follows:

$$\tau(X, Y) = \frac{N_c - N_d}{\frac{1}{2}N(N-1)},$$

where $N_c$ and $N_d$ are the numbers of concordant and discordant pairs in the ranking lists respectively. It is noted that $\tau$ is positively related to concordant of the ranking lists. A higher $\tau$ value indicates that the ranked list a centrality measure generated is more correlated to the real spreading process. Previously, in the proposed method, the neighborhood distance range is set by the parameter $d = 2$, that is to say, only the nearest neighbors, next-nearest neighbors are taken into consideration. Under the help of SIR, the effect of different $d$ is provided in the following experiment through the ten real networks, including: Contiguous, Dolphin, Polbook, Football, Jazz, Usair, Netscience, Elegans, Euroroad, PowerGrid and PGP. The Kendall $\tau$ correlation between the SIR epidemic ranking list and Lhc ranking list are obtained under a series of $d$. As shown in Fig 2, in general, the optimal value of $d$ is about 2-3. In most cases of the above networks, $d = 2$ shows the higher $\tau$ when $d > 3$ or further increased, the $\tau$ becomes stable.
Also, with the help of SIR, the effects of K-shell, Clustering coefficient, and Triangle of nodes on the evaluation of nodes’ influence are compared together. The K-shell value is a known index usually used to measure the location of a node and the Clustering coefficient is usually employed to evaluate the topological connections among the neighbors. While, the triangles, on one hand, can denote the extent that the neighbors may infect each other and on the other hand, it may be an effective indicator in measuring the location of the node. As shown in Fig 3, the clustering coefficient shows its poor performance in evaluating the spreading ability of nodes since the correlation $\tau$ is rather lower than the other two indexes whether in the denser or sparser network. Sometimes, nodes may have a larger clustering coefficient but relatively fewer triangles, in this case, the effectiveness of the clustering coefficient may not be obvious. Compared with K-shell, the percentage of triangles (TP) shows its comparable performance in the network of which the clustering coefficient are rather higher, and in Contiguous, Polbook, Football, Jazz, and Netscience, TP achieves better performance than K-shell. While, in some sparser network, such as Euroroad and PowerGrid, of which the connections among nodes are rather smaller, K-shell shows its relatively better performance than TP, that is to say, TP may lose its advantage in this kind of networks, so more topological information is needed, and that is what we proposed Lhc considers and combines: degree and TP, one reflects the neighborhood information of nodes, and the other denotes both the connection among the neighbors and the locations of nodes.
Kendall's tau correlation coefficients between the two ranking lists for different networks are calculated respectively, the two ranking lists, one is offered by each measure, namely $\gamma$, where $\gamma = \text{DC}, \text{BC}, \text{H-index}, \text{LC}, \text{Cnc}, G_+, \text{EW}, \text{LGM}, \text{Lhc}$ and the other is obtained from the SIR process, denoted by $\theta$. Shown in Table 2, column $\tau(\gamma, \theta)$ shows that from small networks like Contiguous, Dolphin to large network like PGP, the $\gamma$ offered by Lhc is highly correlated with $\theta$ as compared to the other measures.

To further evaluate how the probability $\beta$ affects the performance of different measures, next, different ranking lists are obtained from the SIR model under a series of $\beta$ which are all around $\beta_{th}$. The correlations are plotted for the Contiguous, Dolphin, Usair, Netscience, Euroroad, and PowerGrid networks. As shown in Fig 4, Lhc can achieve better performance with a constant value of the spreading probability $\beta$ in the above networks, especially when $\beta$ is around the epidemic threshold $\beta_{th}$, the proposed method is more correlated with $\theta$ as compared to the other measures.

In Contiguous and Dolphin, When $\beta$ is far smaller than $\beta_{th}$, degree centrality shows its better performance, and as the increase of the spreading probability $\beta$, the Kendall’s $\tau$ become lower and lower. Compared with DC and H-index, the six semi-local measures LC, Cnc, EW, $G_+$, LGM, and Lhc perform better as the spreading probability becomes larger to the $\beta_{th}$. The larger the spreading probability, the farther away the epidemics can spread from the initially infected node, the LC, Cnc, EW, $G_+$, LGM, and Lhc consider nodes with more steps away from the initially infected node, so they can achieve better performance on a wide range of $\beta$. The above results confirm the fact that only the local neighbor information is not effective in evaluating the influence of a node. In Usair, of which the clustering coefficient is relatively larger, it means that the connections among nodes are dense, Lhc considers the topological connections structure in evaluating the spreading ability, so a better result it achieves.

![Fig 3. The effects of k-shell(Ks), clustering coefficient(Clus), and the percentage of triangles(TP) on evaluating the spreading ability. The results are obtained by calculating the Kendall’s $\tau$ between the ranking lists obtained from the three indexes and the list offered by the SIR model on eleven real-world network respectively.](https://doi.org/10.1371/journal.pone.0251208.g003)
especially when the $\beta$ is far larger than $\beta_{th}$, Lhc still keep its high correctness. In the Netscience network, the DC, and H-index perform better at the beginning, but as the $\beta$ becomes larger, they lose their advantage with the two curves turn to decrease. The clustering coefficient of Netscience is also quite large, so the same reasons can be drawn from Usair why Lhc achieves better performance on a wide range of $\beta$. As for the two larger networks, Euroroad and PowerGrid. The BC still cannot achieve a better $\tau$ than other methods, seen in this way, BC is not good at evaluating the spreading influence of nodes in these networks. Different from the above-referred networks with the high average degree and high clustering coefficient, both the average degree and clustering coefficients in Euroroad and PowerGrid networks are relatively small, in other words, the average neighbor number of every node maybe not very much and the topological connections among the nodes may not be that dense. The Lhc achieves better performance when $\beta$ is small, even as the $\beta$ becomes larger, the LC performance almost as well as the Lhc, but Lhc still achieve the largest $\tau$ when $\beta$ is around $\beta_{th}$, the results again certifies its effectiveness and robustness in ranking nodes among the networks with different topological characteristics.

Fig 5 shows the details between the centrality measures and real spreading abilities on three networks, each point indicates a node in the network, the x-axis denotes the centrality value and the y-axis denotes the spreading ability of nodes. In the Dolphin network, both the DC and BC centrality encounter the problem that the spreading ability varies much from each other when the nodes under the same index value. And when comes to the BC centrality, a significant number of nodes are with large spreading influence while the value evaluated by BC is
The spreading influence cannot be evaluated by BC properly. The value measured by the centrality method should be consistent with the spreading process, in other words, the larger the centrality value, the better the spreading ability of the node. The \( C_{nc} + \), EW, LGM, and Lhc consider more neighbor information, so they perform better than DC and BC, and it can be seen that the real spreading distribution of nodes under the same Lhc value is relatively concentrated. In the Polbook network, the correlation between the value of BC measure and the spreading ability is still not so obvious, and the distribution of spreading ability is relatively scattered when the nodes have the same BC value, especially, some nodes hold larger spreading ability, but their BC value is not necessarily large. The clustering coefficient of Elegans is relatively bigger than other networks, the Lhc takes both the neighbors number and the connections among neighbors into consideration, so a better performance it achieves, and the real spreading distribution of nodes under the Lhc value is relatively more concentrated compared with LC and \( C_{nc} + \), the values assigned by Lhc present a more obvious linear relationship with the real spreading.

From the results of the above three networks, we can see that the value of EW, \( C_{nc} + \), LGM and Lhc present a positive correlation linear trend with the real spreading ability, that is, the higher the centrality value is, the stronger the node’s spreading ability. However, the correlation between the value evaluated by DC, BC are not that obvious, many nodes hold the same DC index value, but their influence is quite different from each other. Moreover, the performance of DC is not always stable in different networks, the points are concentrated in Usair but are relatively scattered in the Dolphin network. The real influence of a single node shows the good linear correlation with the index value can be well seen in Lhc and compared with other semi-local metrics, Lhc still shows better performance, the influence of multiple nodes

![Image of graphs](https://doi.org/10.1371/journal.pone.0251208.g005)
assigned with the same Lhc value has little difference, and under the same Lhc value, the real influence distribution of nodes is more concentrated.

Fig 6 shows the relations between the Lhc and other four centrality measure on three networks, each point indicates a node in the network, the x-axis denotes the Lhc value and the y-axis denotes the value of the four centrality measures, including the H-index, LC, Cnc, and G+. and the color represents the spreading influence of this node, namely S. In Netscience, the node whose H index is smaller than 7 have no much difference with each other on the spreading influence (with less color variation), while, the spreading influence of the nodes whose H index is 8 have much difference with each other. Seen in this way, H-index may not well evaluate the spreading influence of nodes in Netscience. Comparing with the other three cases, G and Lhc consistent much better with the spreading. In Elegans, the H-index, LC, Cnc, and G centralties are all positively correlated with Lhc, especially the G+ centrality strongly positively correlated relation with Lhc. In addition, we can see that the nodes with higher G+ centralities and Lhc have deeper color (that is higher influence). In PowerGrid, some nodes have small H-index nodes but higher influence, in the three semi-local methods, the high centrality nodes are likely to have high influence. Compared with H-index, more nearby neighbors’ information is taken into consideration, so the result of LC, G, and Cnc, consistent much with the spreading. Overall speaking, Among the four cases, the correlation between G+ and Lhc is stronger than the other three cases.

3.2.3 Robustness. In the experiment above, the semi-local manner method have shown their advantages over other local or global methods in evaluating the spreading influence of nodes. Sometimes the whole network can be greatly damaged by attacking a few nodes in the network, in this case, the nodes’ importance lies in the role of maintaining the connectivity of
network. In this section, from the perspective of the robustness of the network, the influences of nodes are measured. In the experiment, a certain percentage of nodes in the network are chosen to remove from the network at first, then the change of connectivity part in the network is used to measure the role of the nodes which have been removed before. The ranking of nodes is sorted in descending order by different indexes, and then the nodes with the same proportion (whose value range is \([0, 1]\)) are removed in order. 

\[ G \] is used to denote the rest giant component of the network after removing the top-\(k\) important nodes. The smaller the value of \( G \), the more isolated individual nodes or small groups in the network, the more important the removed nodes are. We compare Lhc with other four methods-LC, \( Cnc_+ \), EW and \( G_+ \) on Polbook, Netscience, Elegans and PowerGrid. It can be seen from Fig 7, the value of \( G \) decreases with the number of nodes removed (as the curve decline). In Polbook network, the curve of \( G \) and Lhc decline faster than LC and \( Cnc_+ \), and Lhc achieves an obvious advantage.

Fig 7. The change of connectivity part after the remove of top influence nodes. (a)-(d): Lhc are compared with other four semi-local methods including LC, \( Cnc_+ \), EW and \( G_+ \), on the networks of Polbook, Netscience, Elegans and PowerGrid respectively.

https://doi.org/10.1371/journal.pone.0251208.g007
over other measures after top-30% nodes are removed. In Netscience, removing the top-10% nodes ranked by LC, $G$, $Lhc$ makes the network structure break down quickly and the curve of $Lhc$ is slightly quicker after top-20% nodes are removed. The same conclusions can be drawn from Elegans, the curve of $G$ and $Lhc$ still decline quicker than LC and $Cnc$, especially $Lhc$ performance slightly better after top-10% nodes are removed. The most obvious is the PowerGrid network, the clustering coefficient of PowerGrid network is small, although remove some nodes cannot quickly break down the network structure, top-nodes ranked by $Lhc$ are relatively quick to destroy the network.

4 Conclusion

Effectively identify influential nodes in networks is of practical significance in many areas, such as the acceleration of information dissemination and the control of epidemic spreading. In this paper, a hybrid way is adopted by combine two topological structural characteristics of the node to evaluate its influence. The proposed centrality measure considers both the neighbor information and the topological connections information among the neighbor nodes. The neighbor information is reflected by the degree of the node to see how many nodes it connects with and the number of triangles structure centering on the node is utilized to measure how close its neighbors are connected. The interaction influence by different step neighbors is also considered by the fact that the interaction effect between two nodes decreases with their distance. Experimental results conducted on several real-world networks show that the proposed $Lhc$ method is more effective at distinguishes the node’s influence than other conventional centrality methods as well as other semi-local methods. Further, by Kendall’s $\tau$ correlation coefficient, the rank correlation between the ranked list generated by the SIR model and the different centrality measures are calculated, it shows that the proposed measure outperforms the other methods in evaluating the node’s spreading influence. Finally, the node removal methods are applied to evaluate the effectiveness and performance of the centrality method as well, the result shows that the top nodes ranked according to $Lhc$ are important to the structure of networks since they are relatively quick to destroy the network.
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