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Abstract. This paper studies the problem of computing quasi-upward planar drawings of bimodal plane digraphs with minimum curve complexity, i.e., drawings such that the maximum number of bends per edge is minimized. We prove that every bimodal plane digraph admits a quasi-upward planar drawing with curve complexity two, which is worst-case optimal. We also show that the problem of minimizing the curve complexity in a quasi-upward planar drawing can be modeled as a min-cost flow problem on a unit-capacity planar flow network. This gives rise to an $\tilde{O}(m^{4/3})$-time algorithm that computes a quasi-upward planar drawing with minimum curve complexity; in addition, the drawing has the minimum number of bends when no edge can be bent more than twice. For a contrast, we show bimodal planar digraphs whose bend-minimum quasi-upward planar drawings require linear curve complexity even in the variable embedding setting.

1 Introduction

Let $G$ be a plane digraph, i.e., a directed graph with a given planar embedding. A vertex $v$ of $G$ is bimodal if the circular order of the edges around $v$ can be partitioned into two (possibly empty) sets of consecutive edges, one consisting of the incoming edges and the other one consisting of the outgoing edges. If every vertex of $G$ is bimodal, $G$ is a bimodal plane digraph. See for example Fig. 1(a).

A planar drawing of a bimodal plane digraph $G$ is upward planar if all the edges are represented by curves monotonically increasing in the vertical direction. A digraph that admits an upward planar drawing is upward planar. Having a bimodal embedding is a necessary but not sufficient condition for a digraph to be upward planar [12]. For example, the (embedded) digraph in Fig. 1(a) is not upward planar.

Garg and Tamassia [21] proved that testing a bimodal digraph for upward planarity is NP-hard in the variable embedding setting, i.e., when all possible
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bimodal planar embeddings must be checked. In this setting, an $O(n^4)$-time algorithm exists for series-parallel digraphs \cite{18}, where $n$ is the number of vertices. FPT solutions, SAT formulations, and branch-and-bound approaches have also been proposed for general digraphs (see, e.g., \cite{3,10,18,23}). On the other hand, upward planarity testing can be solved in polynomial time in the fixed embedding setting, i.e., when the input is a bimodal plane digraph $G$ and the algorithm tests whether $G$ admits an upward planar drawing that preserves the given bimodal embedding \cite{4}. See also \cite{17} for a survey on upward planarity.

Motivated by the observation that only restricted families of bimodal digraphs are upward planar, Bertolazzi et al. introduced quasi-upward planar drawings \cite{3}. A drawing $\Gamma$ of a digraph $G$ is \textit{quasi-upward planar} if it has no edge crossings and for each vertex $v$ there exists a sufficiently small disk $R$ of the plane, properly containing $v$, such that, in the intersection of $R$ with $\Gamma$, the horizontal line through $v$ separates the incoming edges (below the line) from the outgoing edges (above the line); see Fig. 1(b). Intuitively, all the incoming edges enter $v$ from “below” and all the outgoing edges leave $v$ from “above”. A digraph that admits a quasi-upward planar drawing is \textit{quasi-upward planar}. An edge of a quasi-upward planar drawing that is not upward has at least one horizontal tangent. Each point of horizontal tangency is called a \textit{bend} (see Fig. 1(b)). This term is justified by the fact that an edge with $b$ points of horizontal tangency can be represented as a poly-line with $b$ bends (substituting each point of tangency with a vertex $v$ and suitable orienting the edges incident to $v$, we obtain an upward planar digraph which always has a straight-line upward planar drawing \cite{12}); see Fig. 1(c).

Bertolazzi et al. \cite{3} prove that, different from upward planarity, having a planar bimodal embedding is necessary and sufficient for a digraph to be quasi-upward planar. They also study the problem of computing quasi-upward planar drawings with the minimum number of bends and use a suitable flow network to solve it in $\tilde{O}(n^2)$-time in the fixed embedding setting. They also describe a
branch-and-bound algorithm in the variable embedding setting. A list of papers about quasi-upward planarity also includes [7, 39].

**Our contribution.** In this paper we study the problem of computing quasi-upward planar drawings with minimum curve complexity of bimodal plane digraphs possibly having multiple edges. The **curve complexity** is the maximum number of bends along any edge of the drawing. We recall that minimizing the curve complexity is a classical subject of investigation in Graph Drawing (see, e.g., [2, 5, 7, 11, 14, 15, 16, 24, 26, 27]). Our results can be summarized as follows.

- In Section 3 we prove that every bimodal plane digraph admits an embedding-preserving quasi-upward planar drawing with curve complexity two. This is worst-case optimal, since the number of bends per edge in a quasi-upward planar drawing is an even number and not all bimodal plane digraphs are upward planar [12]. This result is the counterpart in the quasi-upward planar setting of a well-known result by Biedl and Kant who prove, in the orthogonal setting, that every plane graph of degree at most four admits an orthogonal drawing with curve complexity two [5].

- In Section 4 we study the problem of minimizing the curve complexity in a quasi-upward planar drawing. This problem can be modeled as a min-cost flow problem on a unit-capacity planar flow network. By exploiting a result of Karczmarz and Sankowski [25] we obtain an algorithm to compute embedding-preserving quasi-upward planar drawings that minimize the curve complexity and that have the minimum number of bends when no edge can be bent more than twice that runs in \(\tilde{O}(m^{3/2})\) time, where \(m\) is the number of edges of the input digraph. We recall that the problem of computing planar drawings that minimize the number of bends while keeping the curve complexity bounded by a constant has already been studied, for example in the context of orthogonal representations (see, e.g., [19, 20, 28]).

- A quasi-upward planar drawing with minimum curve complexity may have linearly many bends in total. Thus, a natural question to ask is whether these many bends are sometimes necessary if we just minimize the number of bends independent of the curve complexity and, if so, what the curve complexity may be. In Section 5 we prove that for every \(n \geq 39\) there exists a planar bimodal digraph with \(n\) vertices whose bend-minimum quasi-upward planar drawings have at least \(cn\) bends on a single edge, for a constant \(c > 0\). We show that this bound holds even in the variable embedding setting. This result can be regarded as the counterpart in the quasi-upward planar setting of a result by Tamassia et al. [29] showing a similar lower bound on the curve complexity of bend-minimum planar orthogonal representations.

Preliminaries are in Section 2 while Section 6 lists some open problems. Proofs marked with (⋆) are omitted or sketched and can be found in the appendix.

### 2 Preliminaries

We consider multi-digraphs, that are directed graphs which can have multiple edges. For simplicity we shall call them **digraphs**. We also assume the digraphs
to be connected; indeed a digraph $G$ has a quasi-upward drawing if and only if each connected component of $G$ has a quasi-upward drawing. A vertex of a digraph $G$ without incoming (outgoing) edges is a source (sink) of $G$. A vertex that is not a source nor a sink is an internal vertex.

A drawing $\Gamma$ of a digraph $G = (V, E)$ is a mapping of the vertices of $V$ to points of the plane, and of the edges in $E$ to Jordan arcs connecting their corresponding endpoints but not passing through any other vertex. Drawing $\Gamma$ is planar if any two edges can only meet at common endpoints. A digraph is planar if it admits a planar drawing. A planar drawing of a planar digraph $G$ subdivides the plane into topologically connected regions, called faces. The infinite region is the external face. A planar embedding $\mathcal{E}$ of $G$ is an equivalence class of planar drawings that define the same set of faces and have the same external face. A planar embedding of a connected digraph can be uniquely identified by the clockwise circular order of the edges around each vertex and by the external face. A plane digraph $G$ is a planar digraph with a given planar embedding. The number of vertices encountered in a closed walk along the boundary of a face $f$ of $G$ is the degree of $f$, denoted as $\delta(f)$. If $G$ is not biconnected, a vertex may be encountered more than once, thus contributing more than once to the degree of the face. The dual digraph of $G$ is a plane digraph with a vertex for each face of $G$ and an edge $e'$ between two faces for each edge $e$ of $G$ shared by the two faces. The edge $e'$ is oriented from the face to the left of $e$ to the face to the right of $e$.

3 Subdivisions of Bimodal Plane Digraphs

In this section we show how to suitably subdivide the edges of a bimodal plane digraph so to obtain an upward plane digraph. We start by recalling the notions of large angles and upward consistent assignments [4].

Bimodality and upward consistent assignments. Let $G$ be a bimodal plane digraph. Let $f$ be a face of $G$, let $e_1$ and $e_2$ be two consecutive edges encountered in this order when walking counterclockwise along the boundary of $f$, and let $v$ be the vertex shared by $e_1$ and $e_2$; the pair $(e_1, e_2)$ is an angle of $f$ at vertex $v$ (Fig. 2(a) highlights the angles of a face $f$). Notice that if $v$ has exactly one incident edge $e$, then $e_1 = e_2 = e$ and the pair $(e, e)$ is also an angle of $f$ at $v$. Let $f$ be a face of $G$, let $v$ be a vertex of $f$, and let $(e_1, e_2)$ be an angle of $f$ at $v$. Angle $(e_1, e_2)$ is a source-switch of $f$ if $e_1$ and $e_2$ are both outgoing edges for $v$; $(e_1, e_2)$ is a sink-switch of $f$ if $e_1$ and $e_2$ are both incoming edges for $v$. An angle of $f$ that is neither a source-switch nor a sink-switch is a non-switch of $f$.

It is easy to observe that for any face $f$ the number of source-switches equals the number of sink-switches (in Fig. 2(a), the source- and sink-switches of $f$ are indicated). The number of source-switches in a face $f$ is denoted by $A(f)$. The capacity of $f$ is $A(f) + 1$ if $f$ is the external face and it is $A(f) - 1$ otherwise.

Lemma 1. [4] Let $G$ be a bimodal plane digraph. The number of source and sink vertices of $G$ is equal to the sum of the capacities of the faces of $G$. 
Fig. 2. (a) Angles (shown in gray), source-switches, and sink-switches of a face \( f \) of a bimodal plane digraph \( G \); \( A(f) = 2 \); (b) An upward planar drawing of \( G \). (c) The assignments of \( L \) labels to the angles of \( G \) (\( L(f) = 1 \), \( L(f') = 3 \)).

Let \( G \) be an upward plane digraph and let \( \Gamma \) be an embedding-preserving upward planar drawing of \( G \). The angles of \( G \) correspond to geometric angles in \( \Gamma \). In particular, an angle \((e,e')\) of \( G \) corresponds to a \( 2\pi \) angle in \( \Gamma \). For each face \( f \) of \( G \), and for each source- or sink-switch \( a \) of \( f \), we assign a label \( L \) to \( a \), if \( a \) is larger than \( \pi \) in \( \Gamma \); in this case we say that \( a \) is a large angle. Fig. 2(b) shows an embedding-preserving upward planar drawing of the graph in Fig. 2(a) with the angles larger that \( \pi \) highlighted; the corresponding angles in Fig. 2(c) are labeled with an \( L \). We denote the number of \( L \) labels on the angles of \( f \) by \( L(f) \). Also, if \( v \) is a vertex of \( G \), we denote by \( L(v) \) the number of \( L \) labels on all angles at vertex \( v \). In [4] it is shown that \( L(v) = 0 \) if \( v \) is an internal vertex, and \( L(v) = 1 \) if \( v \) is a source or a sink. Also, \( L(f) = A(f) + 1 \) if \( f \) is the external face and \( L(f) = A(f) - 1 \) otherwise; in other words, the number of large angles inside each face is equal to its capacity (see, e.g., faces \( f \) and \( f' \) in Fig. 2(c)).

A bimodal plane digraph \( G \) is upward planar if and only if it is acyclic and it admits an upward consistent assignment [4]. An upward consistent assignment is an assignment of the source and sink vertices of \( G \) to its faces such that: (i) Each source or sink \( v \) is assigned to exactly one of its incident faces. (ii) For each face \( f \), the number of source and sink vertices assigned to \( f \) is equal to the capacity of \( f \). Assigning a source or sink \( v \) to a face \( f \) corresponds to assigning an \( L \) label to an angle that \( v \) forms in \( f \). See Fig. 2(c) for an example.

2-subdivisions of bimodal plane digraphs. Let \( G \) be a bimodal plane digraph. A face \( f \) of \( G \) is nice if \( \delta(f) = 4 \) and each angle of \( f \) is either a source-switch or a sink-switch (see, e.g., \( f_2 \) in Fig. 3(a)). We augment \( G \) by adding edges (possibly creating multiple edges) so that the augmented digraph \( G' \) is bimodal and each face of \( G' \) either has degree two, or three, or it is nice (note that there can be more than one such augmentations). The resulting digraph is called a quasi-triangulation of \( G \) and all its faces have degree at most four. See Figs. 3(a) and 3(b). The following lemma, whose proof is reported in the appendix for completeness, can also be derived as a special case of [1] Lemma 5.
Lemma 2 (∗). Every bimodal plane digraph admits a quasi-triangulation.

The 2-subdivision of a bimodal plane digraph $G$ is the graph $\hat{G}$ obtained from $G$ by replacing each edge $e = (u, v)$ of $G$ with the three edges $(u, t_e)$, $(s_e, t_e)$, $(s_e, v)$, where $s_e$ and $t_e$ are two subdivision vertices. See Fig. 4(a) for an illustration. Notice that $s_e$ is a source and $t_e$ is a sink. Furthermore, the 2-subdivision $\hat{G}$ of $G$ is bimodal, it has no multiple edges, and it is acyclic even if $G$ is not. We prove that $\hat{G}$ is upward planar, which implies that $G$ admits an embedding preserving quasi-upward planar drawing with curve complexity two. Since $\hat{G}$ is bimodal and acyclic, it is sufficient to prove that $\hat{G}$ admits an upward consistent assignment. We model the problem of computing an upward consistent assignment of $\hat{G}$ as a matching problem on a suitably defined bipartite graph.

The bipartite description of $\hat{G}$ is the bipartite graph $H_{\hat{G}} = (A, B, E)$ defined as follows. The vertex set $A$ contains for each face $\hat{f}$ of $\hat{G}$ a set of vertices $a_1(\hat{f}), a_2(\hat{f}), \ldots, a_c(\hat{f})$, where $c$ is the capacity of $\hat{f}$. Each vertex $a_i(\hat{f})$ (for $i = 1, \ldots, c$) is called a representative vertex of face $f$. The vertex set $B$ contains the source and sink vertices of $\hat{G}$. There is an edge $(a_i(\hat{f}), v)$ in $E$ if $v$ is a source or sink vertex of face $\hat{f}$ (for $i = 1, \ldots, c$). See Fig. 4(b) for an illustration.

Lemma 3 (∗). The 2-subdivision of a bimodal plane digraph admits an upward consistent assignment if and only if its bipartite description has a perfect matching.

A bimodal plane digraph is face-acyclic if its face boundaries are not cycles. To prove the main result of this section, we first consider face-acyclic bimodal plane digraphs. We then show how to extend the result to the general case.

Lemma 4. The 2-subdivision of a face-acyclic bimodal plane digraph is upward planar.

Proof. Let $G$ be a face-acyclic bimodal plane digraph. We assume that $G$ is a quasi-triangulation. If not, by Lemma 2 we can augment $G$ to a quasi-triangulation...
and the statement follows because the 2-subdivision of $G$ is a subgraph of the 2-subdivision of the obtained quasi-triangulation. By Lemma 3, it suffices to prove that $\hat{H}_G$ has a perfect matching. According to Hall’s theorem $\hat{H}_G = (A, B, E)$ has a perfect matching if and only if for each $A' \subseteq A$, we have that $|A'| \leq |N(A')|$, where $N(A') \subseteq B$ is the set of neighbors of the vertices in $A'$ [22]. Let $A'$ be a subset of $A$ and let $\{f_1, \ldots, f_k\}$ be the faces with a representative vertex in $A'$. $A'$ is complete if it contains all representative vertices for each face $f_i$ ($1 \leq i \leq k$).

Claim 1 Let $A'$ and $A''$ be two distinct subsets of $A$ that contain the representative vertices of the same set of faces. If $A'$ is complete and $|A'| \leq |N(A')|$, then $|A''| \leq |N(A'')|$.

Proof. Since $A'' \subseteq A'$ and since all the representative vertices of a face have the same neighbors in $B$, we have that $|A''| \leq |A'|$ and $N(A') = N(A'')$. ■

By Claim 1, it is sufficient to prove that Hall’s theorem holds for any complete subset $A'$ of $A$. Let $N_1(A') = \{v \in N(A') \mid v$ is a subdivision vertex of $\hat{G}\}$ and let $N_2(A') = N(A') \setminus N_1(A')$. Let $F$ be the set of the faces of $\hat{G}$ and let $F' \subseteq F$ be the set of faces whose representative vertices are in $A'$. We denote by $G_{F'}$ the bimodal plane subgraph of $G$ induced by the edges of the boundaries of the faces in $F'$. Note that $G_{F'}$ can have faces other than those in $F'$ (see Figs. 5(a) and 5(b)). Let $F''$ be the set of faces of $G_{F'}$ that are not in $F'$. Each face in $F''$ is the union of one or more faces of $F \setminus F'$. Further, let $F'_i = \{f \in F' \mid f$ has degree $i$ in $G\}$, for $i = 2, 3, 4$. Let $E_b$ be the set of edges of $G$ shared by the faces in $F'$ and those in $F''$ (bold edges in Fig. 5(b)). Finally, we set $\alpha = 1$ if the external face of $G$ belongs to $F'$, and $\alpha = 0$ otherwise.

Claim 2 $|N_1(A')| - |A'| = |E_b| - |F'_2| - 2\alpha$.

Proof. For each edge of $G_{F'}$ there are two vertices in $N_1(A')$ because each edge has two subdivision vertices. Thus $|N_1(A')| = 2|E_b| + 2|E_x|$, where $E_x$ is the set of edges of $G_{F'}$ that are not in $E_b$. 

---

Fig. 4. (a) The 2-subdivision $\hat{G}$ of the graph $G$ in Fig. 3(b) (b) A portion of the bipartite description $H_{\hat{G}}$ of $G$. 
there are five vertices in $A$ (resp. 3 and 5) in $F$ if it is the external face. It follows that for each face in $A'$, for each face in $A$ there are three vertices in $A'$, and for each face in $F'$ there are five vertices in $A'$. If the external face of $G$ belongs to $F''$, then there are two additional vertices in $A'$. Thus, $|A'| = 2|F_2'| + 3|F_3'| + 5|F_4'| + 2\alpha$ and $|N_1(A')| - |A'| = 2|E_b| + 2|E_x| - 2|F_2'| - 3|F_3'| - 5|F_4'| - 2\alpha$.

Each face in $F'_1$ has $i$ edges in $G_{F'}$, for $i = 2, 3, 4$. Each edge of $E_x$ belongs to two faces of $F'$, while each edge of $E_b$ belongs to only one face of $F'$.

Since $G$ is face-acyclic, each face of degree 2 (resp. 3 and 4) in $G$ has capacity 2 (resp. 3 and 5) in $\hat{G}$ if it is an internal face, and it has capacity 4 (resp. 5 and 7) if it is the external face. It follows that for each face in $F_2$ there are two vertices in $A'$, for each face in $F_3$ there are three vertices in $A'$, and for each face in $F_4$ there are five vertices in $A'$. If the external face of $G$ belongs to $F''$, then there are two additional vertices in $A'$. Thus, $|A'| = 2|F_2'| + 3|F_3'| + 5|F_4'| + 2\alpha$ and $|N_1(A')| - |A'| = 2|E_b| + 2|E_x| - 2|F_2'| - 3|F_3'| - 5|F_4'| - 2\alpha$.

Graph $G_{F'}$ can have some source or sink vertices that are not source or sink vertices of $G$ because $G_{F'}$ has a subset of the edges of $G$ (see for example the red vertex in Fig. 5(b)). Let $S_{F'}$ be the set of such vertices. Also, let $F''_2$ and $F''_3$ be the set of faces of $F''$ that have degree 2 and 3, respectively, in $G_{F'}$ and let $F''_b$ be the set $F'' \setminus (F''_2 \cup F''_3)$.

Claim 3 $|N_2(A')| \geq |F'_1| - \frac{|E_b|}{2} - |\frac{F''_2}{2} - |F''_3| - |F''_b| + 2$.

Proof. By Lemma 1, the number of source and sink vertices of $G_{F'}$ is equal to the total capacity of the faces of $G_{F'}$. The number of source and sink vertices of $G_{F'}$ is $|N_2(A')| + |S_{F'}|$. The total capacity of the faces of $G_{F'}$ is given by two terms: The total capacity $C'$ of the faces in $F'$ plus the total capacity $C''$ of the faces in $F''$. We have $C' = |F'_1| + 2\alpha$. Indeed, let $f$ be a face of $F'$; if $f$ is internal it has capacity 0 if it has degree 2 or 3 and it has capacity 1 if it has degree 4; if $f$ is the external face of $G_{F'}$, it has capacity 2 if it has degree 2 or 3 and it has capacity 3 if it has degree 4. The term $C''$ is equal to $\sum_{f \in F''} (A(f) - 1) + 2(1 - \alpha)$, where $2(1 - \alpha)$ takes into account the fact that the external face of $G_{F'}$ may belong to $F''$. (Recall that the capacity of a face is $A(f) - 1$ if it is internal and $A(f) + 1$ if it is external. Also, if $\alpha = 1$ the external face of $G_{F'}$ belongs to $F'$, otherwise it belongs to $F''$.)
Each vertex in $S_{F'}$ belongs to at least one face of $F''$. Let $v$ be a vertex of $S_{F'}$ and let $f$ be a face of $F''$ that contains $v$. Since $v$ is a source or a sink vertex, $f$ has at least one angle at $v$ that is either a source-switch or a sink-switch. In other words, for each vertex in $S_{F'}$ there is at least one source-switch or a sink-switch in a face of $F''$. Since at least $\frac{|S_{F'}|}{2}$ of these angles are source-switches or sink-switches, we have that $\sum_{f \in F''} \alpha(f) \geq \frac{|S_{F'}|}{2}$ (recall that $\alpha(f)$ is equal to the number of source-switches of $f$, which is equal to the number of sink-switches of $f$). It follows that $C'' = \sum_{f \in F''} (\alpha(f) - 1) + 2(1 - \alpha) \geq \frac{|S_{F'}|}{2} - |F''| + 2(1 - \alpha).

Thus, we have $|N_2(A')| + |S_{F'}| = C' + C'' \geq |F_4'| + 2 \alpha + \frac{|S_{F'}|}{2} - |F''| + 2(1 - \alpha)$.

From $F'' = F_2'' \cup F_3'' \cup F_4''$, we obtain $|N_2(A')| \geq |F_4'| - |F_2''| - |F_3''| + 2$. Since each edge of $E_b$ is shared by a face of $F'$ and a face of $F''$ and since each face of $F''$ has only edges of $E_b$ in its boundary, we have that $\sum_{f \in F''} \delta(f) = |E_b|$. Also, each face in $F_3''$ has at most two switches and therefore at least one of its vertices does not belong to $|S_{F'}|$. It follows that $|S_{F'}| \leq \sum_{f \in F''} \delta(f) - |F_3''| = |E_b| - |F_3''|$, and therefore $|N_2(A')| \geq |F_4'| - \frac{|E_b|}{2} + |F_4'| - |F_2''| - |F_3''| - |F_4''| + 2 = |F_4'| - \frac{|E_b|}{2} - |F_2''| - |F_3''| - |F_4''| + 2 = |F_4'| - \frac{|E_b|}{2} - |F_2''| - |F_3''| - |F_4''| + 2 - 2 \alpha.$

Since the faces in $F''$ do not share edges, we have that $|E_b| \geq 2|F_4''| + 3|F_3''| + 4|F_2''|$, and therefore $|N(A')| - |A'| \geq \frac{2|F_4''|}{2} + \frac{3|F_3''|}{2} + \frac{4|F_2''|}{2} - |F_4''| - |F_3''| - |F_2''| - 2 - 2 \alpha = |F_4''| + |F_3''| + 2 - 2 \alpha$. Since $\alpha$ is either 0 or 1, we have that $|N(A')| - |A'| \geq |F_4''| + |F_3''| \geq 0$ and the condition of Hall’s theorem holds.

The next theorem extends Lemma 4 to graphs that may not be face-acyclic.

**Theorem 1.** The 2-subdivision of a bimodal plane digraph is upward planar.

**Proof.** Let $G$ be a bimodal plane digraph. If $G$ is face-acyclic the statement follows from Lemma 4. Otherwise, for every face $f$ of $G$ whose boundary is a cycle, we insert a source vertex $v$ inside $f$ and connect it to every vertex of the boundary of $f$. Let $G'$ be the resulting digraph. Clearly, $G'$ is a face-acyclic bimodal digraph and by Lemma 4 the 2-subdivision $G'$ of $G'$ is upward planar. Since the 2-subdivision of $G$ is a subgraph of $G'$, the statement follows.

4 Computing Minimum Curve Complexity Drawings

To efficiently compute quasi-upward planar drawings with minimum curve complexity, we define a variant of the flow network used by Bertolazzi et al. [13]. Feasible flows in this network correspond to quasi-upward planar drawings. Intuitively, each unit of flow represents a large angle; large angles are produced by sources and sinks and are consumed by the faces.
Let $G$ be a bimodal plane digraph. The **unit-capacity flow network** of $G$, denoted as $N_u(G)$, is defined as follows (see Fig. 6). For each edge $e$ of $N_u(G)$, we denote by $\beta(e)$, $\chi(e)$ and $\varphi(e)$ the capacity, the cost, and the flow of $e$, respectively.

- The nodes of $N_u(G)$ are all the sources and sinks (vertex-nodes), and all the faces (face-nodes) of $G$.
- Each vertex-node $v$ of $N_u(G)$ supplies a flow equal to 1. This means that exactly one of the angles at $v$ must be large.
- Each face-node of $N_u(G)$ that corresponds to a face $f$ demands a flow equal to the capacity of $f$. This means that $f$ must have a number of large angles equal to its capacity. If $f$ is an internal face and it is a directed cycle then $A(f) = 0$ and the capacity of $f$ is $-1$, that is, $f$ supplies a flow equal to 1.
- For each source or sink $v$ that belongs to a face $f$, there is a vertex-to-face arc $(v, f)$ in $N_u(G)$ such that $\beta(v, f) = 1$ and $\chi(v, f) = 0$. Intuitively, a unit of flow on this arc means that $f$ has a large angle at $v$.
- For each edge $e$ of $G$ shared by two faces $f$ and $g$, there is a pair of face-to-face arcs $(f, g)$ and $(g, f)$ in $N_u(G)$ such that $\beta(f, g) = \beta(g, f) = 1$ and $\chi(f, g) = \chi(g, f) = 2$. Intuitively, a unit of flow on $(f, g)$ or on $(g, f)$ represents the insertion of two bends along $e$. This corresponds to two units of cost. The two arcs $(f, g)$ and $(g, f)$ are called the **dual arcs** of edge $e$.

We remark that the main differences between the flow network defined above and the flow network $N(G)$ defined by Bertolazzi et al. [3] are as follows: (i) In $N_u(G)$ we have two opposite face-to-face arcs for each edge $e$ of $G$, while in $N(G)$ there are two opposite face-to-face arcs for each pair of adjacent faces,
even when they share more than one edge; (ii) the capacity of the face-to-face arcs is one in $\mathcal{N}_u(G)$ and it is unbounded in $\mathcal{N}(G)$. The fact that $\mathcal{N}_u(G)$ is well-defined is a consequence of Lemma 1. The following lemma will be used to prove that a quasi-upward planar drawing with minimum curve complexity can be computed by means of the flow network $\mathcal{N}_u(G)$.

**Lemma 5 (⋆).** Let $G$ be a bimodal plane digraph. For each feasible flow $\varphi_u$ in $\mathcal{N}_u(G)$ there exists a quasi-upward planar drawing $\Gamma$ of $G$ such that the number of bends along each edge $e$ of $G$ is equal to the sum of the costs of the flows along the two face-to-face arcs that are the dual arcs of $e$.

The next theorem gives the main result of this section and exploits the algorithm by Karczmarz and Sankowski [25] to compute a min-cost flow on a planar unit-capacity flow network.

**Theorem 2 (⋆).** Let $G$ be a bimodal plane digraph with $m$ edges. There exists an $\tilde{O}(m^{3/2})$-time algorithm that computes a quasi-upward planar drawing $\Gamma$ of $G$ with the following properties: (i) $\Gamma$ has minimum curve complexity, which is at most two. (ii) $\Gamma$ has the minimum number of bends among the quasi-upward planar drawings of $G$ with minimum curve complexity.

If $G$ does not have homotopic multiple edges (i.e., multiple edges that define a face), then $m \in O(n)$ and the time complexity of Theorem 2 is $\tilde{O}(n^{3/2})$.

5 A Lower Bound on the Curve Complexity

By Theorem 2 every bimodal plane digraph admits a quasi-upward planar drawing with curve complexity two, which is worst-case optimal. One may wonder whether curve complexity two and minimum total number of bends can be simultaneously achieved. The next lemma shows that this is not always possible.
Fig. 8. Graph $G_6$ in the proof of Lemma 6. The blue arrow represents a path in the dual that is shorter than the one represented by the red arrow. The green arrow also represents a shortest path.
Lemma 6 (⋆). For every integer \( k \geq 3 \), there exists a bimodal planar acyclic digraph \( G_k \) with \( 14k - 3 \) vertices and \( 41k - 13 \) edges such that every quasi-upward planar drawing of \( G_k \) with the minimum number of bends has one edge with at least \( 2k - 2 \) bends.

Sketch of proof. For each \( k \geq 3 \), we construct a graph \( G_k \) by suitably combining different copies of two gadgets. The first gadget is shown in Fig. 7(a) and it is called supplier gadget because it contains one source and one sink vertex, denoted as \( s \) and \( t \) in Fig. 7(a), that supply two units of flow. Graph \( G_k \) has \( k \) copies of the supplier gadget that in total supply \( 2k \) units of flow; \( G_k \) is such that \( k - 1 \) units of this flow have to reach a specific face. To force these \( k - 1 \) units of flow to “traverse” the same edge (thus creating \( 2k - 2 \) bends along this edge), we use the second gadget, shown in Fig. 7(b). This gadget is called barrier gadget because it is used to prevent the flow to traverse some edges. Graph \( G_k \) is shown in Fig. 8 for \( k = 6 \). See the appendix for more details on the construction of \( G_k \).

We now prove that every quasi-upward planar drawing of \( G_k \) with the minimum number of bends has at least one edge with at least \( 2k - 2 \) bends. Let \( \Gamma \) be any quasi-upward planar drawing of \( G_k \) with the minimum number of bends and let \( \psi \) be the planar embedding of \( \Gamma \). Drawing \( \Gamma \) corresponds to a minimum cost flow on the flow network \( \mathcal{N}(G_k) \) defined on the planar embedding \( \psi \).

Since \( G_k \) is triconnected, all its planar embeddings have the same set of faces and each embedding is defined by the choice of a face as the external one. Let \( f^* \) be the face that is external in the embedding of \( G_k \) shown in Fig. 8. Face \( f^* \) has \( k \) source-switches, which implies that its capacity is at least \( k - 1 \) in \( \mathcal{N}(G_k) \). Namely, it is \( k + 1 \) if \( f^* \) is the external face in \( \psi \) and \( k - 1 \) otherwise. Since there are one source and one sink in each of the \( k \) supplier gadgets, the total amount of flow consumed by the faces is \( 2k \). In any planar embedding of \( G_k \) the cycle \( \eta \), highlighted by bold edges in Fig. 8, separates the source and sink vertices from \( f^* \). It follows that at least \( k - 1 \) units of flow must go through the dual arcs of the edges of \( \eta \), thus creating at least \( 2k - 2 \) bends along the edges of \( \eta \). We now prove that all these bends are on the edge \((s_1, t_k)\). Consider a unit flow that goes from a source or a sink node \( v \) to \( f^* \) following a path \( \pi \) in \( \mathcal{N}(G_k) \); the cost of sending this unit of flow along \( \pi \) is equal to the number of face-to-face arcs in \( \pi \) because face-to-face arcs have cost two. Each face-to-face arc of \( \pi \) is the dual arc of an edge in \( G_k \) shared by two adjacent faces. Hence, to obtain a minimum cost flow, each unit of flow that goes from a source or a sink node \( v \) to \( f^* \) in \( \mathcal{N}(G_k) \) follows a shortest path \( \pi \) in the dual graph of \( G_k \) connecting a face incident to \( v \) with \( f^* \). The lemma holds because any shortest path in the dual graph of \( G_k \) connecting a face incident to \( v \) with \( f^* \) includes a dual arc of the edge \((s_1, t_k)\).

(See the appendix for more details.)

Theorem 3 (⋆). For every \( n \geq 39 \) there exists a bimodal planar digraph with \( n \) vertices such that every bend-minimum quasi-upward planar drawing has curve complexity at least \( \frac{n - 24}{7} \).
6 Open Problems

We conclude by mentioning some open problems that are naturally suggested by the results in this paper.

– Is it possible to improve the time complexity stated by Theorem 2?
– We showed that every bimodal plane digraph becomes upward planar if every edge is subdivided twice. It would be interesting to minimize the total number of subdivision vertices (with at most two subdivision vertices per edge) such that the resulting graph admits an upward straight-line drawing of polynomial area.
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Appendix

A Additional Material for Section 3

Lemma 2 (⋆). Every bimodal plane digraph admits a quasi-triangulation.

Proof. Let $G$ be a bimodal plane digraph. We prove that until $G$ has a face $f$ whose degree is larger than 4 or it is not nice, we can add an edge inside $f$ without violating the bimodality. If $f$ is a face of degree four that is not nice, then it has an angle $(e_1, e_2)$ at a vertex $w$ that is a non-switch. In this case, it is possible to add an edge between the end-vertices of $e_1$ and $e_2$ different from $w$ without violating the bimodality (see $f_1$ in Fig. 3(b)). Let $f$ be a face of $G$ such that $\delta(f) \geq 5$. If $f$ has an angle $(e_1, e_2)$ at a vertex $w$ that is a non-switch, we can proceed as in the previous case. If all angles of $f$ are source- and sink-switches, since $\delta(f) \geq 5$ there are a source-switch at a vertex $u$ and a sink-switch at a vertex $v$ such that $u \neq v$ and $u$ and $v$ are not adjacent in the boundary of $f$. It follows that it is possible to add edge $(u, v)$ inside $f$ (see $f_3$ in Fig. 3(b)).

Lemma 3 (⋆). The 2-subdivision of a bimodal plane digraph admits an upward consistent assignment if and only if its bipartite description has a perfect matching.

Proof. Let $G$ be a bimodal plane digraph. Suppose first that $G$ admits an upward consistent assignment. According to this assignment each source or sink vertex is assigned to a face and the number of source and sink vertices assigned to a face is equal to its capacity. Let $v_1, v_2, \ldots, v_c$ be the source and sink vertices assigned to a face $f$ (where $c$ is the capacity of $f$). We select the edges $(a_i(f), v_i)$ of $H_G^\hat{}$ (for $i = 1, 2, \ldots, c$). Since the selected edges are independent, they are part of a matching, and since exactly one edge is selected for each vertex $a_i(f)$, the matching is perfect.

Suppose now that $H_G^\hat{}$ has a perfect matching. For each face $f$ of $G$ with capacity $c$, let $(a_i(f), v_i)$ (for $i = 1, 2, \ldots, c$) be the edges of $H_G^\hat{}$ that belong to the perfect matching. We assign vertices $v_1, v_2, \ldots, v_c$ to face $f$. Clearly, each source or sink vertex of $G$ is assigned to a face of $G$ and the number of source and sink vertices that are assigned to each face of $G$ is equal to its capacity.

B Additional Material for Section 4

Lemma 5 (⋆). Let $G$ be a bimodal plane digraph. For each feasible flow $\varphi_u$ in $\mathcal{N}_u(G)$ there exists a quasi-upward planar drawing $\Gamma$ of $G$ such that the number of bends along each edge $e$ of $G$ is equal to the sum of the costs of the flows along the two face-to-face arcs that are the dual arcs of $e$.

Proof. The flow network $\mathcal{N}(G)$ is equivalent to a flow network $\mathcal{N}^+(G)$ obtained as follows. Let $f$ and $g$ be two faces of $G$ that share edges $e_1, e_2, \ldots, e_k$, for $k \geq 1$. The face-to-face arc $(f, g)$ of $\mathcal{N}(G)$ is replaced in $\mathcal{N}^+(G)$ by a set of face-to-face arcs $a_1, a_2, \ldots, a_k$ such that each $a_i$ has unbounded capacity and
unit cost. Such a network coincides with \( N_u(G) \) where all edges have unbounded capacity. Clearly, any feasible flow \( \varphi_u \) of \( N_u(G) \) is also a feasible flow of \( N^+(G) \).

As a consequence of [3, Lemma 7], a feasible flow in \( N^+(G) \) corresponds to a quasi-upward planar drawing such that the number of bends along each edge \( e \) of \( G \) is equal to the sum of the costs of the flows along the two dual arcs of \( e \).

**Theorem 2 (⋆).** Let \( G \) be a bimodal plane digraph with \( m \) edges. There exists an \( \tilde{O}(m^{4/3}) \)-time algorithm that computes a quasi-upward planar drawing \( \Gamma \) of \( G \) with the following properties: (i) \( \Gamma \) has minimum curve complexity, which is at most two. (ii) \( \Gamma \) has the minimum number of bends among the quasi-upward planar drawings of \( G \) with minimum curve complexity.

**Proof.** To construct the drawing \( \Gamma \) we compute a min-cost flow on \( N_u(G) \). Denote by \( n, m, \) and \( f \), the number of vertices, edges and faces of \( G \), respectively. Since \( G \) is connected and planar, \( n \in O(m) \) and \( f \in O(m) \). (We remark that although \( G \) is planar, in general it is not true that \( m \in O(n) \) because \( G \) has multiple edges.) Thus, \( N_u(G) \) has \( O(m) \) nodes and arcs, and it can be constructed in \( O(m) \) time. Since \( N_u(G) \) is planar and each edge has unit capacity, we can use the algorithm by Karczmarz and Sankowski [25], whose time complexity is \( \tilde{O}((NM)^{3/2} \log C) \), where \( N \) and \( M \) are the number of vertices and edges of the flow network, respectively, and \( C \) is an upper bound to the edge costs. For our flow network \( N_u(G) \), we have \( N \in O(m), M \in O(m) \) and \( C \in O(1) \). Thus, we can compute a min-cost flow on \( N_u(G) \) in \( \tilde{O}(m^{3/2}) \) time. Once a min-cost flow is computed, a drawing \( \Gamma \) of \( G \) can be constructed in \( O(m + b) \) time [12], where \( b \) is the total number of bends. We now show that the curve complexity of \( \Gamma \) is two and therefore \( b \in O(m) \).

By Lemma [3] the computed flow defines a drawing \( \Gamma \) such that the number of bends along an edge \( e \) of \( G \) is equal to the sum of the costs of the flows along the two face-to-face arcs that are dual of \( e \). Since the capacity of the arcs is one, then each arc has at most one unit of flow; since the flow has minimum cost, the dual arcs of an edge \( e \) cannot have both one unit of flow. It follows that each edge of \( G \) has at most two bends. Moreover, if \( G \) is upward planar (i.e., it can be drawn without bends), then the face-to-face arcs have zero unit of flow, because they are the only arcs having an associated cost. So the curve complexity of the computed drawing is minimum. The fact that the flow has minimum cost implies that \( \Gamma \) has the minimum number of bends among all quasi-upward planar drawings with minimum curve complexity. \( \square \)

### C Additional Material for Section 5

**Lemma 6 (⋆).** For every integer \( k \geq 3 \), there exists a bimodal planar acyclic digraph \( G_k \) with \( 14k - 3 \) vertices and \( 41k - 13 \) edges such that every quasi-upward planar drawing of \( G_k \) with the minimum number of bends has one edge with at least \( 2k - 2 \) bends.

**Proof.** For each \( k \geq 3 \), we construct a graph \( G_k \) by suitably combining different copies of two gadgets. The first gadget is shown in Fig. [3(a)] and it is called
The cycle is oriented outside the cycle \( \eta \). Notice that the gadgets in the second set are mirrored with respect to the ones of the first set (i.e., their bases are oppositely oriented).

The apices of these gadgets are connected with edges \((i, t)\) of gadget \(B\); notice that edge \((c_1, k)\) is oppositely oriented with respect to the other edges. The graph \(G_k\) has \(2k - 1\) copies of the barrier gadget; \(k\) of these gadgets are denoted \(B_1, B_2, \ldots, B_k\), while the other \(k - 1\) are denoted as \(B'_1, B'_2, \ldots, B'_{k-1}\). These copies are arranged so that: (i) the base \((x_i, y_i)\) of the gadget \(B_i\) coincides with edge \((s_i, t_i)\) of cycle \(\eta\), for \(i = 1, 2, \ldots, k\), and the gadget is embedded outside the cycle \(\eta\); (ii) the base \((x_i', y_i')\) of the gadget \(B'_i\) coincides with edge \((s_{i+1}, t_i)\) of \(\eta\), for \(i = 1, 2, \ldots, k - 1\), and the gadget is embedded outside the cycle \(\eta\). Notice that the gadgets in the second set are mirrored with respect to the ones of the first set (i.e., their bases are oppositely oriented). The apices of these gadgets are connected with edges \((z_i', z_i)\) and \((z_i', z_{i+1})\), for \(i = 1, 2, \ldots, k - 1\). Note that the graph \(G_k\) is acyclic.

We now prove that every quasi-upward planar drawing of \(G_k\) with the minimum number of bends has at least one edge with at least \(2k - 2\) bends. Let \(\Gamma\) be any quasi-upward planar drawing of \(G_k\) with the minimum number of bends and let \(\psi\) be the planar embedding of \(\Gamma\). Drawing \(\Gamma\) corresponds to a minimum cost flow on the flow network \(N(G_k)\) defined on the planar embedding \(\psi\) [3]. Since \(G_k\) is triconnected all its planar embeddings have the same set of faces and each embedding is defined by the choice of a face as the external one. Let \(f^*\) be the face that is external in the embedding of \(G_k\) shown in Fig. 8. Face \(f^*\) has \(k\) source-switches, which implies that its capacity is at least \(k - 1\) in \(N(G_k)\).

Namely, it is \(k + 1\) if \(f^*\) is the external face in \(\psi\) and \(k - 1\) otherwise. Since there are \(k - 1\) source switches in each of the \(k\) supplier gadgets, the total amount of flow consumed by the faces is \(2k\). In any planar embedding of \(G_k\) the cycle \(\eta\), highlighted by bold edges in Fig. 8 separates the source and sink vertices from \(f^*\). It follows that at least \(k - 1\) units of flow must go through the dual arcs.
of the edges of $\eta$, thus creating at least $2k - 2$ bends along the edges of $\eta$. We now prove that all these bends are on the edge $(s_1, t_k)$. Consider a unit flow that goes from a source or a sink node $v$ to $f^*$ following a path $\pi$ in $\mathcal{N}(G_k)$; the cost of sending this unit of flow along $\pi$ is equal to twice the number of face-to-face arcs in $\pi$ because face-to-face arcs have cost two. Each face-to-face arc of $\pi$ is the dual arc of an edge in $G_k$ shared by two adjacent faces. It follows that in order to obtain a minimum cost flow, each unit of flow that goes from a source or a sink node $v$ to $f^*$ in $\mathcal{N}(G_k)$ follows a shortest path in the dual graph of $G_k$ connecting a face incident to $v$ with $f^*$. If $\pi$ in the dual graph of $G_k$ includes a dual arc of an edge $e$, we say that $\pi$ traverses $e$. We now show that any shortest path in the dual graph of $G_k$ connecting a face incident to $v$ with $f^*$ traverses edge $(s_1, t_k)$.

Let $v$ be a source or sink node of a supplier gadget $S_i$ different from the source of $S_1$ and from the sink of $S_k$. There exists a path of length 5 from a face incident to $v$ to $f^*$ that traverses $(s_1, t_k)$ (see the blue path in Fig. 5): such a path traverses two edges of $S_i$, either edge $(c_{i-1}, c_i)$ or edge $(c_i, c_{i+1})$, edge $(c_1, c_k)$, and edge $(s_1, t_k)$. If a path from a face incident to $v$ to $f^*$ exits $\eta$ by traversing an edge $e$ different from $(s_1, t_k)$, then it must traverse the barrier gadget whose base coincides with $e$, and thus its length is greater than 5 (see the red path in Fig. 5). Consider now the source of $S_1$ and the sink of $S_k$. In this case, there exists a path of length 3 from a face incident to these vertices to $f^*$ that traverses $(s_1, t_k)$ (see the green path in Fig. 5): this path traverses two edges of $S_i$ ($i \in \{1, k\}$) and edge $(s_1, t_k)$. Also in this case, any path that exits $\eta$ by traversing an edge different from $(s_1, t_k)$ must traverse a barrier gadget, and thus its length is greater than 3. From the discussion above, it follows that a flow of minimum cost in $\mathcal{N}(G_k)$ has at least $k - 1$ units of flow that traverse $(s_1, t_k)$.

\[ \text{Theorem 3 (\ast). For every } n \geq 39 \text{ there exists a bimodal planar digraph with } n \text{ vertices such that every bend-minimum quasi-upward planar drawing has curve complexity at least } \frac{n-24}{7}. \]

\[ \text{Proof. Given an integer } n \geq 39, \text{ let } k = \left\lfloor \frac{n}{14} + \frac{3}{14} \right\rfloor \geq 3. \text{ We construct a bimodal planar graph } G \text{ starting from the graph } G_k \text{ defined in the proof of Lemma 6 and by adding to it } h = n - (14k - 3) \text{ vertices connecting each of them to } z_1' \text{ with an edge outgoing from } z_1'. \text{ Notice that } h \leq 13 \text{ and that these vertices are all sinks. It follows that each of them increases by one unit the capacity of the face inside which it is embedded, and it also supplies one unit of flow. Since the length of the shortest path from a source or sink vertex of a supplier gadget to face } f^* \text{ is smaller than the length of the shortest path from the same source or sink vertex to each of the faces where these additional vertices can be embedded, the argument used in the proof of Lemma 6 still holds. It follows that } G \text{ has curve complexity at least } 2k - 2 = 2\left(\frac{n-h+3}{14}\right) - 2 = \frac{n-h-11}{7}. \text{ Since } h \leq 13, \text{ the curve complexity is at least } \frac{n-24}{7}. \]

\[ \square \]

19