Efficient classical computation of expectation values in a class of quantum circuits with an epistemically restricted phase space representation
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We devise a classical algorithm which efficiently computes the quantum expectation values arising in a class of continuous variable quantum circuits wherein the final quantum observable—after the Heisenberg evolution associated with the circuits—is at most second order in momentum. The classical computational algorithm exploits a specific epistemic restriction in classical phase space which directly captures the quantum uncertainty relation, to transform the quantum circuits in the complex Hilbert space into classical albeit unconventional stochastic processes in the phase space. The resulting multidimensional integral is then evaluated using the Monte Carlo sampling method. The convergence rate of the classical sampling algorithm is determined by the variance of the classical physical quantity over the epistemically restricted phase space distribution. The work shows that for the specific class of computational schemes, Wigner negativity is not a sufficient resource for quantum speedup. It highlights the potential role of the epistemic restriction as an intuitive conceptual tool which may be used to study the boundary between quantum and classical computations.

It is widely believed that quantum computers can perform computational tasks exponentially more efficient than classical computers, such as for simulating quantum many body systems1,2, or factoring large integer3. A series of remarkable studies in the last decades however also revealed that quantum computational algorithms, even those that invoke a lot of peculiar quantum effects such as entanglement, do not always prevail. The first important result in this direction is the Gottesman-Knill theorem4–6, which states that a class of quantum algorithms which start from a stabilizer state, followed by the operations of Clifford logic gates—which can generate a large amount of entanglement—, can be simulated efficiently on classical computers. This seminal result was further extended to different classes of quantum algorithms7–26. Identifying quantum algorithms that can be efficiently simulated classically, and characterizing the distinctive quantum features that are lacking in them, may offer insight to specify the elusive physical resources responsible for the quantum computational speedup27–30, and therefore are crucial to better understand the boundary and correspondence between the quantum and classical computations. In turn, deeper grasp of these fundamental problems may provide useful physical intuition to devise new quantum algorithms which outperform their classical counterparts, and to study the minimal requirement for nonuniversal but significantly easier to implement quantum computational schemes, which nevertheless exhibit quantum speedup31–35.

Clearly, the above basic questions in quantum computation are fundamentally linked to the longstanding foundational problem of quantum-classical correspondence and contrast. What are the deep physical concepts which uniquely define quantum mechanics relative to classical mechanics? Or, what is lacking in classical mechanics relative to quantum mechanics? Is it possible to obtain the latter by modifying the former, supplementing it with the necessary conceptual patches? To this end, it has been shown that a significant large set
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of phenomena traditionally seen as specifically quantum could in fact be explained within classical statistical models with some kinds of ‘epistemic (statistical) restrictions’\textsuperscript{26–30}. Partly inspired by these remarkable results, recently, we have developed a novel phase space representation of quantum mechanics, showing that its opaque formalism in the complex Hilbert space can be phrased more intuitively as a classical statistical mechanics of ensemble of trajectories subjected to a specific epistemic restriction parameterized by a global-noneparable variable fluctuating randomly on the order of Planck constant\textsuperscript{30,41}. The epistemic restriction manifests directly the quantum uncertainty relation between noncommuting (quantum) position and momentum operators acting on the abstract Hilbert space into a more intuitive statistical constraint on the allowed distributions over the (classical) phase space. It was further argued that the new phase space formalism can be interpreted as a calculus for estimation of momentum given information on the conjugate positions under the epistemic restriction\textsuperscript{42}, respecting a plausible inferential-causality principle of estimation independence\textsuperscript{43,44}.

Here, guided by the intuition offered by the epistemically restricted (ER) phase space representation, we devise a classical algorithm which efficiently computes the quantum expectation values arising in a class of continuous variable (CV) quantum computational circuits or CV quantum processes widely encountered in quantum optical settings\textsuperscript{35,46}. The idea is to employ the ER phase space representation to transform the quantum circuits into unconventional classical stochastic processes and evaluate the resulting multidimensional integral using the Monte Carlo sampling technique. The classical algorithm thus goes along the spirit of those based on the quasiprobability representations\textsuperscript{47–49} reported in Refs.\textsuperscript{7–11}. However, unlike the latter, our classical algorithm applies only when the final quantum observable after the Heisenberg evolution associated with the quantum circuits, is at most second order in momentum. The classical simulations based on the quasiprobability representations require that the quasiprobability distributions associated with the quantum circuits are nonnegative\textsuperscript{9–11,13}; or, that the amount of negative value is sufficiently small to guarantee a fast convergence rate\textsuperscript{48}. By contrast, our classical algorithm does not suffer from, and thus is not limited by, such problem of negative ‘probability’. The results therefore show that, for the specific class of computational circuits, negativity of quasiprobability is not a sufficient resource for quantum speedup. A similar suggestion based on different results and method is reported recently in Ref.\textsuperscript{28}.

**Results**

**Epistemically restricted phase space representation of quantum mechanics.** We summarise the phase space representation of quantum mechanics based on the ER ensemble of trajectories proposed in Refs.\textsuperscript{40,41}. Consider a system of $N$ spatial degrees of freedom $q = (q_1, \ldots, q_N)^T$, arranged as $N$-elements vector in $\mathbb{R}^N$ where the superscript $T$ denotes transposition, with the corresponding canonical conjugate momentum $p = (p_1, \ldots, p_N)^T$. In classical mechanics, for a system with a classical Hamiltonian $H(q, p)$, the dynamics of the system is deterministic governed by the Hamilton–Jacobi equation, i.e.,

\begin{align}
  p_n(q; t) &= \partial_{q_n} S_C, \tag{1a} \\
  -\partial_t S_C(q; t) &= H(q, p), \tag{1b}
\end{align}

$n = 1, \ldots, N$, where $S_C(q; t)$ is a real-valued function of positions $q$ and time $t$, known as the Hamilton's principal function. The Hamilton–Jacobi equation is formally equivalent to the Hamilton's equation\textsuperscript{30}. Moreover, the Hamilton–Jacobi equation offers a geometrical picture of an ensemble of trajectories in configuration space: it describes the dynamics of the whole ensemble of trajectories, all characterized by a single Hamilton's principal function $S_C(q; t)$. Solving Eq. (1) in terms of $S_C(q; t)$, a single trajectory in configuration space is picked up by choosing a configuration $q$ at any particular time $t$, and the momentum along the trajectory is obtained by computing Eq. (1a).

In classical statistical mechanics of ensemble of trajectories, given $S_C(q)$, the probability distribution of $p$ conditioned on $q$ thus reads as, noting Eq. (1a),

\begin{equation}
  P_{S_C}(p|q) = \prod_{n=1}^{N} \delta(p_n - \partial_{q_n} S_C(q)),
\end{equation}

(trivial time dependence is implicit). Here and below, a subscript $F$ in $P_F$ indicates a dependence of the probability on a function $F$. For later convenience, we denote the probability distribution of $q$ at time $t$ with a specific notation as $p(q; t)$. The phase space distribution is therefore given by $P_{S_C}(p|q) = P_{S_C}(p|q)\rho(q)$, so that the average of any physical quantity $O(q, p)$ over the phase space distribution can be written as

\begin{equation}
  \langle O \rangle_{S_C} = \int d^N q \ d^N p \ O(q, p) P_{S_C}(p|q)\rho(q) = \int d^N q \ O(q, \partial_{q} S_C)\rho(q),
\end{equation}

where $d^N q \equiv dq_1 \ldots dq_N, d^N p \equiv dp_1 \ldots dp_N$, and we have used Eq. (2) to get the second line.

Note that since the classical dynamics governed by Eq. (1) conserves the energy along each single trajectory, it automatically conserves the average energy over the whole ensemble of trajectories, i.e., $\langle d/dt \rangle [H]_{S_C} = 0$. Conversely, it has been shown in Ref.\textsuperscript{40} that assuming a momentum field which can be written as in Eq. (1a), and imposing the conservation of average energy and conservation of trajectories (probability current) manifested
by the continuity equation \(\partial_t\rho + \partial_q \cdot (q\rho) = 0\) where \(q = dq/dt\), single out the Hamilton–Jacobi equation of Eq. (1b).

Next, suppose that solving the Hamilton–Jacobi equation, or more straightforwardly solving the equivalent Hamilton’s equation, the initial position and momentum are mapped at some later time as: \(q \mapsto q’ = fc(q, p)\) and \(p \mapsto p’ = gc(q, p)\), where \(fc = (fc_1, \ldots, fc_n)\) and \(gc = (gc_1, \ldots, gc_m)\) are vectors of functions on phase space. This deterministic mapping can be expressed in terms of transition probability as \(P(\{f, g\}; \{p’, q’\} | \{p, q\}) = \prod_{n=1}^{N} \delta (q’_n - fc_n(q, p)) \prod_{m=1}^{N} \delta (p’_m - gc_m(q, p))\). The statistical average of a physical quantity \(O(q, p)\) over the phase space distribution after the time evolution can thus be computed as

\[
\langle O \rangle_{\{f, g\};\{S, \rho\}} = \int d^Nq’ d^Np’ d^Nq d^Np O(q’, p’) P(\{f, g\}; \{p’, q’\} | \{p, q\})
\]

We have argued in Refs.40,41 that the abstract formulas of quantum mechanics can be expressed as a specific modification of the above classical statistical mechanics of ensemble of trajectories in phase space. First, we introduce an “ontic extension” in the form of a global-nonseparable variable \(\xi\): it is real-valued with the dimension of action and depends only on time (i.e., spatially uniform). We assume that \(\xi\) fluctuates randomly on a microscopic time scale with a probability density \(\chi(\xi)\) such that the first and second moments are constant in time, given by

\[
\bar{\xi} = \int d\xi \chi(\xi) = 0, \quad \bar{\xi^2} = h^2.
\]

We then impose a specific epistemic restriction on the class of phase-space probability distributions that Nature allows us to prepare, as follows. Consider an ensemble of identical preparations (characterized by the same set of controllable macroscopic parameters) resulting in an ensemble of trajectories in configuration space following a momentum field. In conventional classical statistical mechanics, from Eq. (1a), it is possible to prepare an ensemble of trajectories with a given targeted probability distribution of positions \(\rho(q)\) using an arbitrary form of momentum field \(p(q)\) by choosing an arbitrary \(S_c(q)\). This means that, in classical mechanics, as shown in Eq. (2), the probability distribution of \(p\) conditioned on \(q\) is independent of \(\rho(q)\), i.e., \(P(\{S, \rho\}; \{p|q\}) = P(\{S\}; \{p|q\})\).

Or, equivalently, a given momentum field can be used to prepare an ensemble of trajectories with an arbitrary targetted \(\rho(q)\), i.e., each trajectory in the momentum field can be weighted with an arbitrary choice of \(\rho(q)\).

Let us assume that such an “epistemic (statistical) freedom” in conventional classical statistical mechanics is no longer fully granted in microscopic world. Hence, we assume that in microscopic regime, each trajectory in a given momentum field can no longer be assigned an arbitrary weight \(\rho(q)\), i.e., the allowed distribution of positions is fundamentally restricted by the underlying momentum field42,43. Or, equivalently, given a targeted \(\rho(q)\), it is no longer possible to prepare an ensemble of trajectories realizing \(\rho(q)\) following an arbitrary momentum field. This means that the probability distribution of \(p\) conditioned on \(q\) must depend on the targeted \(\rho(q)\), i.e., \(P(\{S, \rho\}; \{p|q\}) \neq P(\{S\}; \{p|q\})\). Let us then consider a statistical model with such an epistemic restriction so that an ensemble of identical preparations yields a probability distribution of \(p\) conditioned on \(q\) which fundamentally depends on \(\rho(q)\) as follows (cf. Eq. (2))40:

\[
P(\{S, \rho\}; \{p|q, \xi\}) = \prod_{n=1}^{N} \delta \left( p_n - \left( \partial_{q_n} S + \frac{\xi}{2} \partial_{q_n} \rho \right) \right),
\]

parameterized by the global random variable \(\xi\) satisfying Eq. (5). Here, \(S(q, t)\) is a real-valued scalar function of \((q, t)\) with the dimension of action, replacing the role of \(S_C(q, t)\) in Eq. (2). From Eq. (6), the allowed (conditional) phase space distributions are thus also restricted to have the following specific form:

\[
P(\{S, \rho\}; \{p, q|\xi\}) = \frac{N}{\pi^2 h^2} \langle q|\xi\rangle \rho(q).
\]
by Eq. (2), and the ER phase space distribution of Eq. (7) rolls back to the classical phase space distribution as \( \mathbb{P}_{S\{\xi\}}(p, q|\xi) \rightarrow \mathbb{P}_{\{\xi\}}(p, q) = \prod_{n=1}^{N} \delta(p_n - \hat{a}_n^\dagger S_c)\rho(q) \), lacking an epistemic restriction.

Assume further that the physical quantities in the above ER classical model are given by some real-valued functions of positions and momentum, \( O(q, p) \), having the same form as those in classical mechanics. We then obtain the following theorem expressing the equivalence between the conventional statistical average over the ER phase space distribution and the quantum expectation value.

**Theorem 1 (Budiyono–Rohrlich)** Consider an ensemble of trajectories satisfying the epistemic restriction of Eqs. (6) and (5). The ensemble average of any classical physical quantity \( O(q, p) \) up to second order in momentum \( p \) over the ER phase space distribution of Eq. (7) is equal to the quantum expectation value as

\[
\langle O \rangle_{S\{\xi\}} \doteq \int d^n q \, d^n p \, O(q, p) \mathbb{P}_{S\{\xi\}}(p, q|\xi) \chi(\xi) \\
= \int d^n q \, d^n p \, O(q, p) \prod_{n=1}^{N} \delta \left( p_n - \left( \frac{\hat{a}_n S + \xi}{2} \frac{\partial_q \rho}{\rho} \right) \right) \rho(q) \chi(\xi) \\
= \langle \psi | \hat{O} | \psi \rangle,
\]

where \( \hat{O} \) is a Hermitian operator taking exactly the same form as that obtained by applying the Dirac canonical quantization procedure to \( O(q, p) \) with a specific ordering of operators, and the wave function \( \psi(q; t) \doteq \langle q | \psi(t) \rangle \) is defined as

\[
\psi(q; t) \doteq \sqrt{\rho(q; t)} \exp(iS(q; t)/h).
\]

See the Methods section in Ref.40 for the proof. We note that when the physical quantity \( O(q, p) \) has cross terms between momentum of different degrees of freedom, i.e., \( p_n p_m \), \( n \neq m \), the nonseparability of \( \xi \) is indeed indispensable for obtaining Eq. (8).

A couple of important notes are in order here. Theorem 1 is developed in such a way that we can devise a classical statistical model so that the quantum expectation value is ‘reconstructed’ from the conventional statistical average over the ER phase space distribution of Eq. (7). We can however read Theorem 1 the other way around. Namely, the ER classical model can be seen as a ‘representation’ of quantum statistics in the ER classical phase space. In this reading, first we are given a quantum wave function \( \psi(q) \) describing the preparation. We compute its amplitude \( \rho(q) \) and phase \( S(q) \) as

\[
\rho(q) = |\psi(q)|^2 \quad \text{and} \quad S(q) = \frac{h}{2i} \left( \log \psi(q) - \log \psi(q)^* \right),
\]

complying with Eq. (9), based on which, we define the ER phase space distribution of Eq. (7). We then use the ER phase space distribution to transform the quantum expectation value into a conventional statistical phase space average as in Eq. (8)—by reading it from the right-hand side to the left.

Reading Eq. (8) as an epistemically restricted phase space representation of quantum expectation values, let us briefly discuss the apparent asymmetric treatment of \( q \) and \( p \) in Theorem 1. Namely, while there is no restriction on the order of \( q \), Theorem 1 only applies when \( p \) is at most second order. This asymmetry seems in particular peculiar from the perspective of quantum optics, wherein the quadrature phase space operators \( \hat{q}, \hat{p} \) represent the field amplitudes oscillating out of phase with each other, so that they can switch positions. First, we emphasize that, as in quantum optics, the labelling of \( q \) and \( p \) in Theorem 1 is a matter of convention; namely, we can interchange the roles of the symbol \( q \) and \( p \) by working in the \( p \) (i.e., momentum) representation instead of in the \( q \) (i.e., position) representation. For a concrete example, consider the computation of the following expectation value \( \langle \hat{q}_n^2 + \hat{p}_n^2 \rangle |\psi\rangle \), where \( n \) is an integer larger than two. In this case, it is natural to work in the momentum representation and write the associated wave function in the polar form as \( \phi(p) \doteq \langle p | \psi \rangle = \sqrt{\rho(p)} \exp(iS(p)/h) \). One can then show that Eq. (8) in Theorem 1 still applies with the transformation \( q \leftrightarrow p \). However, in this case, \( \hat{q} \) must be at most second order. Hence, either way, within the ER phase space representation, one of the two quadrature phase space operators must be at most second order. Mathematically, the asymmetric treatment of \( q \) and \( p \) in Theorem 1 can be traced to the asymmetric roles in the epistemic restriction based on which the phase space representation is constructed. Below we shall take the convention that \( p \) plays the role of momentum which is limited to be at most second order.

As an important example of the application of Theorem 1, we have:

\[
\langle (\eta_m - \langle \eta_m \rangle_{S\{\xi\}})(\eta_n - \langle \eta_n \rangle_{S\{\xi\}}) \rangle_{S\{\xi\}} \doteq \langle \hat{\eta}_m \hat{\eta}_n \rangle_{S\{\xi\}} - \langle \eta_m \rangle_{S\{\xi\}} \langle \eta_n \rangle_{S\{\xi\}} \\
= \langle \psi | \frac{1}{2} (\hat{\eta}_m \hat{\eta}_n + \hat{\eta}_n \hat{\eta}_m) | \psi \rangle - \langle \psi | \hat{\eta}_m | \psi \rangle \langle \psi | \hat{\eta}_n | \psi \rangle,
\]

where \( \eta = (p, q), m, n = 1, \ldots, N \). Notice that the right-hand side is precisely the quantum covariance matrix of the phase space (quadrature) operators. Hence, reading Eq. (11) from the right-hand side to the left, the covariance matrix of position and momentum operators in quantum mechanics, which plays prominent roles in quantum optics and also in general CV quantum information processing, can be expressed as the ordinary classical statistical covariance matrix of the position and momentum over the ER phase space distribution.
It can be further shown that imposing the conservation of average energy to the ensemble of trajectories satisfying the epistemic restriction of Eqs. (5) and (6), i.e., \( \langle d/dt \rangle H_{\{S,p\}} \rangle = 0 \), and also the conservation of trajectories (probability current), single out a unique dynamics for the wave function defined in Eq. (9) given by the unitary Schrödinger equation: \( i\hbar (d/dt) |\psi\rangle = H |\psi\rangle \). \( H \) is the quantum Hamiltonian having the same form as that obtained by applying the Dirac canonical quantization procedure to \( H(q,p) \) with a specific ordering of operators. In the macroscopic regime of classical limit so that Eq. (6) becomes Eq. (2), Eq. (8) gives back the conventional classical average of Eq. (3), and the Schrödinger equation reduces to the classical Hamilton–Jacobi equation of Eq. (1)\(^{40,42}\).

**Computing the expectation values in a class of quantum circuits with an epistemically restricted ensemble of trajectories.** We extend Theorem 1 to include a specific class of mappings of position and momentum variables to devise classical algorithms which efficiently compute the expectation values arising in a nontrivial class of CV quantum computational circuits or CV quantum processes on classical probabilistic computers.

Consider the following stochastic dynamics of ensemble of trajectories. Suppose that at an initial time we are given a pair of real-valued functions \((S(q), \rho(q))\), where \( \rho(q) \) is a normalized probability density of \( q \). First, we draw a sample of the pair of variables \((q, \xi)\) from the joint probability density \( \rho(q) \chi(\xi) \), where \( \chi(\xi) \) satisfies Eq. (5). We then use \((q, \xi)\) to compute the value of \( p \) at this initial time as

\[
p_n = \frac{\partial_q \rho(q)}{2 \rho(q)} + \frac{\xi}{2} \frac{\partial_q \rho(q)}{\rho(q)},
\]

\( n = 1, \ldots, N \). Hence, in this way, we initially sample the phase space variables \((p, q)\) from the joint probability distribution given by Eq. (7), which is just the ER phase space distribution associated with a wave function \( \psi(q) = \sqrt{\rho(q)} \exp(iS(q)/\hbar) \), summarized in the previous section.

Next, assume that the phase space variables \((p, q)\) evolve in time into a new phase space variable \((p', q')\) as

\[
q \mapsto q' = f(q, p),
\]

\[
p \mapsto p' = g(q, p),
\]

where \( f = (f_1, \ldots, f_N)^T \) and \( g = (g_1, \ldots, g_N)^T \) are vectors of functions on phase space, independent of \( \xi \). Here, we assume for simplicity that \( \xi \) is kept fixed during the mapping of phase space variables (i.e., during the time evolution). The above deterministic mapping induces the following transition probability over the phase space variables:

\[
\mathbb{P}(f,g)(p', q'(p,q)) = \prod_{n=1}^{N} \delta(q'_n - f_n(q,p)) \prod_{m=1}^{N} \delta(p'_m - g_m(q,p)).
\]

At the end of the phase space transformation, we wish to compute the statistical phase space average of a physical quantity \( O(q',p') \). We therefore have to evaluate the following multidimensional integral:

\[
\langle O \rangle_{(f,g):\{S,p\}} \equiv \int d^Nq' d^Np' d^Nq d^Np O(q',p') \mathbb{P}(f,g)(p', q'(p,q)) P_{\{S,p\}}(p,q,\xi) \chi(\xi)
\]

\[
= \int d^Nq' d^Np' d^Nq d^Np O(q', p') \prod_{n=1}^{N} \delta(q'_n - f_n(q,p)) \prod_{m=1}^{N} \delta(p'_m - g_m(q,p)) \times \prod_{k=1}^{N} \delta \left( p_k - \left( \frac{\partial_q S}{2 \rho} + \frac{\xi}{2} \frac{\partial_q \rho}{\rho} \right) \right) \rho(q) \chi(\xi),
\]

where we have used Eqs. (7) and (14) to get the second equality. Note that the above computational scheme for average value can be seen as a classical stochastic process for \( 2N \) positions and momentum random variables, but with an initial phase space that is epistemically (statistically) restricted being sampled from the specific ER phase space distribution given by Eq. (7). Hence, assuming that the time evolution of the position and momentum variables described in Eq. (13) is efficiently tractable on a classical computer, and provided we can sample \( \xi \) from \( \chi(\xi) \), and \((p, q)\) from \( P_{\{S,p\}}(p,q,\xi) \) of Eq. (7) efficiently, the above computational task can be run on a classical computer efficiently using Monte Carlo sampling method\(^{41}\). We show below that for a specific class of classical quantities \( O(q,p) \), and phase space mappings \((f, g)\), Eq. (15) can be used to efficiently compute the expectation values arising in a wide important class of quantum circuits.

First, consider the case when \( f \) and \( g \) in Eq. (15) are linear in position and momentum variables; namely, we assume the following linear mapping of position and momentum variables:

\[
q' = f(q, p) = A \cdot q + B \cdot p + I \cdot q_0,
\]

\[
p' = g(q, p) = C \cdot q + D \cdot p + I \cdot p_0,
\]

where \( A, B, C, \) and \( D \) are \( N \times N \)-matrices, \( I \) is identity matrix, \( q_0 \) and \( p_0 \) are \( N \)-elements column vectors, and \((A \cdot q)_m = \sum_{n=1}^{N} A_{mn}q_n\), et cetera. Inserting Eq. (16) into Eq. (15), and evaluating the integration over \((p', q')\), we obtain
\[
\langle O \rangle_{(f,g):(\mathbb{S},\rho)}^{(q,p)} = \int d^n q \, d^n \xi \, d^n p \, O^\dagger(q,p) \prod_{k=1}^{N} \delta \left( p_k - \left( \frac{\partial_{q_k} S + \xi \frac{\partial_{p_k} \rho}{\rho}}{2} \right) \right) \rho(q) \chi(\xi).
\]  

(17)

where \( O^\dagger(q,p) \equiv O(A \cdot q + B \cdot \dot{q} + I \cdot q_0, C \cdot q + D \cdot \dot{q} + I \cdot p_0) \).

Now, let us assume that \( O(q',p') \) in Eq. (15) is at most quadratic in the phase space variables \((p',q')\), i.e., it may contain terms like \( p_m^n p_m'^n \) or \( p_m^n q_m'^n \), but it does not contain cubic or higher order terms like \( q_m q_0 q_0' \), \( m, n, l = 1, \ldots, N \). In this case, imposing the linear transformation of Eq. (16), the resulting transformed \( O(q,p) \) in Eq. (17) must also be at most second order in \((q,p)\). Importantly, \( O(q,p) \) is therefore at most second order in \(p\). This fact permits the application of Theorem 1 to show that the statistical average over the ER phase space distribution of Eq. (17) is equivalent to the quantum expectation value as

\[
\langle O \rangle_{(f,g):(\mathbb{S},\rho)}^{(q,p)} = \langle \psi | O^\dagger(q,p) \psi \rangle.
\]  

(18)

Here, the wave function \( \psi \) is defined as in Eq. (9), and the quantum observable is given by \( O(q,p) = O(A \cdot q + B \cdot \dot{q} + I \cdot q_0, C \cdot q + D \cdot \dot{q} + I \cdot p_0) \). Hence, \( O(q,p) \) is obtained from \( O(q,p) \) via the following linear Affine transformation of the position and momentum operators:

\[
\begin{align*}
\hat{q} &= f(q, p) = A \cdot q + B \cdot \dot{q} + I \cdot q_0, \\
\hat{p} &= g(q, p) = C \cdot q + D \cdot \dot{q} + I \cdot p_0.
\end{align*}
\]  

(19)

Suppose further that the linear transformation of the position and momentum variables of Eq. (16) is symplectic56, namely, it preserves the canonical Poisson bracket relations: \( \{ q_m^n, p_m'^n \}_B = \{ q_m^n, p_m'^n \}_B = \delta_{nm} \), \( m, n, l = 1, \ldots, N \). Then, the corresponding Affine transformation of the position and momentum operators of Eq. (19) conserves the canonical commutation relations, i.e., \( \{ \hat{q}_m^n, \hat{p}_m'^n \}_B = \{ q_m^n, p_m'^n \}_B = i \hbar \delta_{nm} \), \( m, n, l = 1, \ldots, N \), so that the mapping \( O(q,p) \leftrightarrow O(q,p) \) can be implemented by a unitary transformation \( \hat{U}_{(f,g)} \) as55,56

\[
O^\dagger(q,p) = \hat{U}_{(f,g)}^\dagger O(q,p) \hat{U}_{(f,g)}.
\]  

(20)

Here \( \hat{U}_{(f,g)} \equiv \exp\left(-i \hat{H} \theta / \hbar\right) \), where \( \hat{H} \) — the quantum Hamiltonian — is the generator of the unitary transformation taking the form of a Hermitian operator at most quadratic in position and momentum operators, and \( \theta \) is a parameter with the dimension of time. Such unitaries are called Gaussian unitaries since they map Gaussian states onto Gaussian states: they only change the means and the covariances of the initial Gaussian states. The set of all Gaussian unitaries \( \hat{U}_{(f,g)} \) comprises a Clifford group and plays crucial roles in quantum optics and in general CV quantum information processing7,56,57.

Noting Eq. (20), Eq. (18) can thus be written as

\[
\langle O \rangle_{(f,g):(\mathbb{S},\rho)}^{(q,p)} = \langle \psi | \hat{U}_{(f,g)}^\dagger O(q,p) \hat{U}_{(f,g)} | \psi \rangle.
\]  

(21)

Reading Eq. (21) from the right-hand side to the left, we therefore have the following theorem.

**Theorem 2** The expectation values of quantum observables up to second order in position and momentum operators arising in any quantum circuits which start from arbitrary quantum states and then acted upon by unitary quantum gates generated by quadratic Hamiltonians (Gaussian unitaries), can be computed efficiently on classical probabilistic computers using Monte Carlo sampling over the ER ensemble of trajectories.

We have shown that the classical algorithm above can compute the expectation value of quantum observables at most quadratic in position and momentum operators. It thus does not in general simulate the full quantum state. However, for the specific yet important class of quantum circuits which initiate from an arbitrary Gaussian state and evolve under an arbitrary Gaussian unitary inducing linear Affine transformation (in the Heisenberg picture) of the type of Eq. (19), our classical algorithm can be used to simulate the final quantum state. To see this, first recall that the initial Gaussian quantum states are transformed by the Gaussian unitaries into Gaussian states. Furthermore, noting that Gaussian states are completely determined by the means and covariances of the position and momentum operators56,57, to know the final Gaussian states, we only need to compute their means and covariances, i.e., \( \langle \psi_G | \hat{U}_{\eta}^\dagger \hat{H}_G \hat{U}_{\eta} | \psi_G \rangle \) and \( \langle \psi_G | \hat{U}_{\eta}^\dagger (\eta \hat{H}_G + \eta \hat{H}_G) \hat{U}_{\eta} | \psi_G \rangle \), \( \eta = p, q, \) and \( k, l = 1, \ldots, N \), where \( | \psi_G \rangle \) is the initial Gaussian state and \( \hat{U}_G \) is the Gaussian unitary. The above quantum circuits for computing the quantum averages and quantum covariances of the phase space quadrature operators obviously fall into the scope of Theorem 2 so that they can be efficiently computed using our classical sampling algorithm. Moreover, the means and covariances of the phase space operators over the final Gaussian states can be further used to compute the probability of measurement outcome with respect to the Gaussian POVM.

We have thus the following corollary of Theorem 2.

**Corollary 1** Quantum algorithms that start from the preparations of Gaussian states, followed by the operations of Gaussian unitaries and measurements over Gaussian POVM, can be simulated efficiently on classical probabilistic computers using Monte Carlo sampling over the ER ensemble of trajectories.

Notice that the classical simulatability of Gaussian quantum computations in Corollary 1 is just the CV version of the Gottesman-Knill theorem reported in Refs.56. Moreover, note that the CV Gottesman-Knill theorem does not apply for the computation of the expectation value when the initial quantum state is not Gaussian. In this regards, our classical algorithm summarized in Theorem 2 therefore extends the CV Gottesman-Knill
Theorem 2 can also be extended to cover a class of nonlinear transformations of phase space operators induced by non-Gaussian quantum operations as follows. We first note that to prove Theorem 2, we have used Theorem 1 which only requires that \( O(\hat{q}, \hat{p}) \) in Eq. (8) is at most second order in \( \hat{p} \); apart from that, it may contain terms with arbitrary degrees of \( \hat{q} \), e.g., \( \hat{q}^3 \) or \( \hat{q}^4 \), etcetera. This means that we can devise an efficient classical algorithm which computes the quantum expectation values arising in quantum circuits starting from an arbitrary initial quantum state followed by the application of any quantum gate as long as the final quantum observable—after the Heisenberg evolution induced by the quantum circuits—does not have term third order or higher in momentum operators. For example, consider the following quantum circuit for computing the quantum expectation value

\[
\langle \psi | \hat{O} \hat{U}_T \cdots \hat{U}_1 | \psi \rangle,
\]

where \( \hat{O}(\hat{q}, \hat{p}) = \hat{p}^2 + \hat{q}^4 \) and \( \hat{U}_T \) is a non-Gaussian quantum gate inducing nonlinear transformations \( \hat{p} \mapsto \hat{p} + \hat{q}^2 \) and \( \hat{q} \mapsto \hat{q} \). One can see that under such transformation, the quantum observable after the Heisenberg evolution is maintained to be second order in \( \hat{p} \); \( O(\hat{q}, \hat{p}) \mapsto O'(\hat{q}, \hat{p}) = \hat{p}^2 + \hat{q}^2 \hat{p} + 2\hat{q}^4 \).

Hence, we can still proceed as before to efficiently compute the above quantum expectation value using the classical algorithm of Eq. (15) and evaluate the integral using Monte Carlo sampling over the associated ER phase space distribution. We therefore obtain the following theorem which is more general than Theorem 2.

**Theorem 3** The quantum expectation values arising in any quantum circuits which start from arbitrary quantum states followed by the applications of unitary quantum gates inducing in general nonlinear transformations (in the Heisenberg picture) and yielding quantum observables at most quadratic in momentum operators, can be classically computed efficiently using Monte Carlo sampling over the ER ensemble of trajectories.

Let us summarize, before proceeding, the important ingredients for the classical algorithm based on the ER phase space representation of Eq. (15). First, given an initial pure quantum state \( |\psi\rangle \), we express it in the configuration representation to get the wave function \( \psi(q) = \langle q|\psi\rangle \), and compute its phase \( S(q) \) and amplitude \( \rho(q) \) as in Eq. (10). Hence, we assume that the wave function \( \psi(q) \), its phase \( S(q) \), and amplitude \( \rho(q) \), can be computed efficiently, and \( \rho(q) \) can be sampled efficiently. These requirements give a restriction on the form of the initial quantum states. For discrete variables case, such quantum states are called computationally trackable states in Ref. [54]. Moreover, we also assume that the computation of \( \rho \) in Eq. (12), and also the phase space transformation in Eq. (13), can be carried out efficiently on classical computers.

In the macroscopic classical limit, noting that the mapping of Eq. (13) is given by the classical Hamilton's equation, and Eq. (7) reduces back to the phase space distribution of conventional classical statistical mechanics, then Eq. (15) gives back the computation of the average value in conventional classical statistical mechanics of Eq. (4). The epistemic restriction of Eq. (6) is thus playing a crucial role in the quantum circuits for computing expectation values. Namely, first, the epistemic restriction is a necessary ingredient for any form of quantum algorithm to compute the quantum expectation value without which we regain the genuine conventional classical algorithm. In other words, any such quantum algorithm (covertly) operates a specific epistemic restriction encoded in the Hilbert space in the form of noncommutative structure of the phase space operators. Moreover, for a specific class of quantum circuits computing the expectation values, we can disclose the epistemic restriction and exploit it to devise classical algorithms which efficiently compute the quantum expectation values.

Next, the transition probability in the classical algorithm of Eq. (15) can be sequentially concatenated, before computing the phase space average as follows:

\[
\langle O | (f_T \ldots f_2 \ldots f_1) \cdots (\hat{U}_1) | \rho \rangle \approx \int d^3q_1 d^3p_1 \cdots d^3q_T d^3p_T \cdots \rho(\mathbf{p}_0, \mathbf{q}_0) \rho(\mathbf{p}_{T-1}, \mathbf{q}_{T-1}) \cdots \rho(\mathbf{p}_1, \mathbf{q}_1) \rho(\mathbf{p}_T, \mathbf{q}_T) \rho_0(\mathbf{p}_0, \mathbf{q}_0)
\]

\[
\times \frac{\mathbf{P}(f_T \cdots f_2 \cdots f_1)(\mathbf{p}_T, \mathbf{q}_T | \mathbf{p}_{T-1}, \mathbf{q}_{T-1}) \cdots \mathbf{P}(f_1)(\mathbf{p}_1, \mathbf{q}_1 | \mathbf{p}_0, \mathbf{q}_0) \mathbf{P}(\mathbf{p}_T, \mathbf{q}_T | \mathbf{p}_{T-1}, \mathbf{q}_{T-1})}{\mathbf{P}(\mathbf{p}_0, \mathbf{q}_0)} \chi(\xi).
\]

Assume that each transition probability takes the form of Eq. (14) in which all pairs of transformation \( (f_t, g_t) \) has unitary implementation \( \hat{U}_t \), \( t = 1, \ldots, T \). As long as the total transformation (in the Heisenberg picture) does not yield cubic or higher order term of momentum operator, one can proceed as before to show that the above ER classical stochastic process can be used to efficiently compute the quantum expectation value arising in the quantum circuit, i.e., we have

\[
\langle O | (f_T \cdots f_2 \cdots f_1) \cdots (\hat{U}_1) | \rho \rangle = \langle \psi | \hat{U}_1 \cdots \hat{U}_{T-1} \hat{U}_T O \hat{U}_{T-1} \cdots \hat{U}_1 | \psi \rangle.
\]
the ER phase space distribution associated with the initial pure states given by Eqs. (7) and (9), with the sampling from their mixing probabilities. Moreover, the transition probability must now become a mixture of the transition probabilities generated by each unitary gate. Hence, incoherent mixing does not present significant fundamental difference.

Finally, let us discuss the convergence rate of the above classical algorithm for computing quantum expectation values using the Monte Carlo sampling from the ER phase space distribution. For this purpose, let us make more explicit the steps of the classical algorithm. For the sake of discussion, first, we ignore the unitary transformation and consider the computation of the quantum expectation value $\langle \psi | \hat{O} | \psi \rangle$ of a Hermitian observable $\hat{O}$ over a pure quantum state $| \psi \rangle$. Our classical algorithm starts by sampling the phase space variables $(p,q)$ from the ER phase space distribution $P_{\{S,\rho\}}(p,q,\xi)$ associated with $\psi(q) = |q\rangle \psi = \sqrt{\rho(q)} e^{iS(q)/\hbar}$ given by Eq. (7). We then proceed to evaluate $O(q,p)$ associated with $\hat{O}$ for the above sampled value of $(p,q)$. We independently repeat this protocol for sufficiently large $K_C$ number of times. Let us denote the value of $O$ for the $k$th sample as $\hat{O}_k$, and compute the classical sample mean (average)

$$\langle O \rangle_{\{S,\rho\};K_C} \doteq \frac{1}{K_C} \sum_{k=1}^{K_C} \hat{O}_k.$$  

(24)

The law of large numbers and Eq. (8) then ensures that in the limit of infinite number of samples, the above classical sample mean approaches the quantum expectation value as

$$\lim_{K_C \to \infty} \langle O \rangle_{\{S,\rho\};K_C} = \int d^N q \ d^N p \ O(q,p) P_{\{S,\rho\}}(p,q,\xi) \chi(\xi) = \langle \psi | \hat{O} | \psi \rangle.$$  

(25)

We note that $\hat{O}_k$, i.e., the value of the physical quantity $O(p,q)$ computed for the $k$th sample, is in general not equal to one of the eigenvalues of the associated quantum observable $\hat{O}$. $O(p,q)$ is unbounded as can be seen from the computation of $p$ in Eq. (12), and may take on any continuum real number even when the associated quantum observable $\hat{O}$ only allows discrete spectrum of eigenvalues. Moreover, as discussed above, we can straightforwardly insert a quantum circuit generating a unitary transformation $\hat{U}(\xi)$ as long as the resulting transformed observable $\hat{O}' = \hat{U}(\xi)^\dagger \hat{O} \hat{U}(\xi)$ is at most second order in $\hat{p}$, and the associated mapping of the classical quantity $O(p,q) \mapsto O'(p,q)$ can be obtained via a phase space mapping, $q \mapsto f(p,q)$ and $p \mapsto g(p,q)$, that is computationally trackable using classical computer.

How does the classical sample mean $\langle O \rangle_{\{S,\rho\};K_C}$ for a finite $K_C$ number of samples computed in Eq. (24) approaches the targeted quantum expectation value $\langle \psi | \hat{O} | \psi \rangle$, or, how many samples $K_C$ are required so that the classical sample mean is within a tolerated small error from the quantum expectation value, with a sufficiently high probability? This important question on convergence rate of the estimation of the quantum expectation value by classical sample mean can be assessed by applying the Chebyshev’s inequality\(^\text{58}\). Namely, the probability that the classical sample mean is within an error $\epsilon \geq 0$ from the true quantum expectation value, is given by

$$P \left( \left| \langle O \rangle_{\{S,\rho\};K_C} - \langle \psi | \hat{O} | \psi \rangle \right| \leq \epsilon \right) \geq 1 - \frac{\text{Var}_{\{S,\rho\}}[O]}{K_C \epsilon^2}.$$  

(26)

Here, $\text{Var}_{\{S,\rho\}}[O]$ is the variance of the classical quantity $O$ associated with the quantum observable $\hat{O}$, over the ER phase space distribution associated with the quantum wave function $\psi(q) = \sqrt{\rho(q)} e^{iS(q)/\hbar}$, defined as

$$\text{Var}_{\{S,\rho\}}[O] \doteq \langle (O - \langle O \rangle_{\{S,\rho\}})^2 \rangle_{\{S,\rho\}}.$$  

(27)

We shall refer to this quantity as the ER classical variance, and assume that it is finite. Equation (26) shows that, the number of samples $K_C$ needed for the classical sample mean estimate $\langle O \rangle_{\{S,\rho\};K_C}$ to be within an error $\epsilon$ from the true quantum expectation value $\langle \psi | \hat{O} | \psi \rangle$, with a probability at least $1 - \delta, \delta \geq 0$, is proportional to the ER classical variance as:

$$K_C \sim \frac{\text{Var}_{\{S,\rho\}}[O]}{\epsilon^2 \delta}.$$  

(28)

It is therefore instructive to study how the ER classical variance varies with the quantum states and the quantum observables, and how it is related to the epistemic restriction and the other signatures of nonclassicality. We leave this important and interesting problem for future study.

**Comparison with the classical simulation based on quasiprobability representation.** We note that our strategy to classically compute the quantum expectation values arising in a class of CV quantum circuits employing the ER phase space representation is close in spirit to the classical simulation of quantum algorithms using the quasiprobability phase space representations reported in Refs.\(^\text{8-13}\). Both methods transform the quantum circuits or algorithms into classical albeit unconventional stochastic processes and apply the classical sampling method to evaluate the resulting multidimensional integral on classical computers. Below we compare the two schemes.

First, we emphasize that the epistemic restriction in classical phase space directly reflects the quantum uncertainty relation\(^\text{40,41}\), and the ER phase space distribution defined in Eq. (7) is always non-negative. On the other hand, the construction of quasiprobability phase space representation relies heavily on the algebraic structure of the abstract space of linear Hermitian operators. The associated quasiprobability phase space distributions may yield negative value or highly irregular so that in general they cannot be seen as proper probabilities. Such negative quasiprobability, which is seen as the signature of nonclassicality, is difficult to grasp and its relation with the
quantum uncertainty is not immediately clear. Negative quasiprobability is argued to be formally related with the fact that the transformation that maps the quantum states and operations to the quasiprobability distributions is (bi)linear in the state vector $|\psi\rangle$. In contrast to this, as expressed in Eqs. (7) and (9), the ER phase space distribution is nonlinear in $|\psi\rangle$.

Further, recall importantly that the classical algorithm based on the ER phase space representation can only efficiently compute the quantum expectation values arising in a class of CV quantum circuits with the final quantum observables at most second order in the momentum operators (Theorem 3). Namely, it cannot be used to compute the expectation values of arbitrary Hermitian operators, including the expectation values of arbitrary POVM giving the probability of measurement outcomes. This limitation is in a sense to be expected. If our classical algorithm would apply to all forms of quantum observables, then quantum speedup might not exist. Additionally, notice that Eqs. (8) or (15) are basically local hidden variable models for quantum expectation values, so that, according to Bell theorem for continuous variable\(^{35,36}\), they cannot be applied to compute the expectation values of arbitrary Hermitian operators. On the other hand, within the quasiprobability approach, one can in principle directly use the classical sampling algorithm to efficiently simulate the probability of measurement outcomes as long as the quasiprobability distributions associated with the initial quantum states, quantum operations, and POVM are all nonnegative\(^{37-40}\). In this sense, the negativity in the quasiprobability representation was then suggested as a nonclassical ingredient responsible for the quantum speedup\(^{41,42,43}\).

Noting this, below we confine our discussion to the computation of the quantum expectation values arising in a class of CV quantum circuits yielding observables at most second order in the momentum operators so that both the classical sampling algorithm based on the ER phase space representation and those based on the quasiprobability representation apply. In this case, as mentioned in Theorems 2 and 3, unlike the classical algorithms based on the quasiprobability approach using the Wigner function reported in Refs.\(^{10,11}\), the classical algorithm based on the ER phase space representation of such quantum circuits with the initial quantum states admitting negative Wigner function and with non-Gaussian quantum operations inducing nonlinear transformations. Our results thus show that negativity of Wigner functions and nonlinearity of quantum transformation are not sufficient for quantum speedup.

Next, employing the general quasiprobability representation developed in Ref.\(^{34}\), Pashayan et al. in Ref.\(^{12}\) devised a classical sampling algorithm which mitigates the presence of negativity problem in quasiprobability approach. They showed that the classical simulation converges at a slower rate as the amount of the negativity in the quasiprobability distributions increases. Note however that, as for the general classical simulation approach based on quasiprobability representations, to run the algorithm, one needs to compute the associated quasiprobability distributions. For CV systems of large size, unless the initial quantum state and operations are factorizable into those of smaller systems, this computation of the quasiprobability distributions typically involves convoluted multidimensional integrations, which are in general computationally hard. In this sense, these quasiprobability distributions are in general difficult to sample. Moreover, to construct the classical algorithm, one needs to compute the total amount of negativity in the quasiprobability distributions which is also difficult to do for large nonfactizable systems. The total amount of negativity is crucial in the convergence analysis of the Monte Carlo sampling technique.

By contrast, as can be seen in Eq. (7), to get the associated ER phase space distribution $P_{\xi}(p, q)$ from the initial wave function $\psi(q) = \sqrt{\rho(q)}e^{iS(q)}/\sqrt{Z}$, we only need to perform spatial differentiations locally around each sample trajectory, which are in general easier to handle. The classical algorithm based on the ER phase space representation indeed requires that $\psi(q)$ can be computed efficiently, and the mapping of Eq. (13) is tractable on classical computers. These requirements are arguably less restrictive than the requirement of product form initial quantum states and operations in the quasiprobability approach. Furthermore, the convergence rate is determined by the ER classical variance defined in Eq. (27) which can also be estimated using the Monte Carlo sampling technique.

Conclusion and discussion

Despite many continuous efforts and remarkable progresses in the last decades, the boundary and correspondence between classical and quantum computations is still not fully understood. This practically important basic problem in quantum computation is arguably deeply related to the longstanding foundational problem of quantum-classical divide. In this work, we employ a novel ER phase space representation of quantum statistics\(^{40,41}\), to devise a classical algorithm that can efficiently compute the quantum expectation values arising in a class of CV quantum circuits which yield, after the Heisenberg time evolution, quantum observables at most second order in momentum. The classical algorithm is obtained by transforming the quantum circuits in the complex Hilbert space into classical stochastic processes in the classical phase space, but with the initial positions and momentum being sampled from a specific ER phase space distribution associated with the initial quantum state. We then use the Monte Carlo sampling technique to evaluate the resulting multidimensional integral. It remains an open challenging important problem to extend the method to discrete variable quantum computations.

The classical algorithm shows that the epistemic restriction, including the nonseparability of $\xi$, is necessary for quantum computational circuits or algorithms. Namely, we can define quantum computations as those that benefit from a specific epistemic restriction in the classical phase space, encoded as quantum uncertainty relation or canonical commutation relation in the Hilbert space. In the context of computation, the epistemic restriction may thus be (paradoxically) liberating. Moreover, for a certain class of quantum circuits computing the expectation values, we can decode the quantum uncertainty relation back in the form of epistemic restriction in the classical phase space, and exploit it to devise an efficient classical algorithm to compute the quantum expectation values. The result suggests that the epistemic restriction may offer an intuitive conceptual tool to further study the boundary between quantum and classical computations. To this end, it is interesting to explore
the general connection between the epistemic restriction and other signatures of nonclassicality suggested to bound the convergence rate of classical sampling algorithms, e.g., negativity in quasiprobability approach, and interference in an approach based on sampling over Feynman-like paths.

On the other hand, the epistemic restriction is not sufficient for all possible (universal) quantum computational algorithms. The classical algorithm of Eq. (15) does not simulate the dynamics of the quantum states (except for the Gaussian sector as mentioned in Corollary 1), and the random outcome in quantum measurement. As discussed in Ref. 40, to recover the dynamics of the quantum states within the ER phase space representation, we need to follow the dynamics of the whole ensemble of trajectories which is required to respect the conservation of average energy. Moreover, to get a definite measurement outcome, we also need to keep track of each single random trajectory which is allowed to violate the conservation of energy. This observation suggests that the key behind the quantum speedup might be the ability of Nature to manage conserving the ensemble average energy in the presence of a global random variable, while allowing each trajectory in the ensemble to violate randomly the conservation of energy. Intuitively, to manage to do these dual tasks naively using only classical resource is computationally hard. By contrast, in classical mechanics, the average ensemble energy is automatically conserved since each single trajectory is deterministic conserving the energy. As an analogy, while each trajectory in the Bohmian mechanics violates the conservation of (local) energy (defined suitably to include the so-called quantum potential), the whole ensemble of Bohmian trajectories manage to mysteriously anticipate each other so that the ensemble average energy is conserved. In Bohmian mechanics, this is due to the presence of a physical wave function evolving under the Schrödinger equation, which co-orchestrates the whole ensemble of trajectories. We hope to further clarify this conjecture in the future.

Data availability

Data sharing is not applicable to this article as no data sets were generated or analysed during the current study.

Received: 23 October 2019; Accepted: 20 August 2020

Published online: 08 September 2020

References

1. Feynman, R. P. Simulating physics with computers. Int. J. Theor. Phys. 21, 467–487 (1982).
2. Lloyd, S. Universal quantum simulators. Science 273, 1073–1078 (1996).
3. Shor, P. Polynomial-time algorithms for prime factorization and discrete logarithms on a quantum computer. SIAM J. Comput. 26, 1484–1509 (1997).
4. Gottesman, D. The Heisenberg representation of quantum computers. arXiv:quant-ph/9807006 (1998).
5. Nielsen, M. A. & Chuang, I. L. Quantum Computation and Quantum Information (Cambridge University Press, Cambridge, 2000).
6. Aaronson, S. & Gottesman, D. Improved Gottesman–Knill theorem. Phys. Rev. A 70, 052328 (2004).
7. Bartlett, S. D., Sander, B. C., Braunstein, S. L. & Nemoto, K. Efficient classical simulation of continuous variable quantum information processes. Phys. Rev. Lett. 88, 097904 (2002).
8. Bartlett, S. D. & Sanders, B. C. Efficient classical simulation of optical quantum information circuits. Phys. Rev. Lett. 89, 207903 (2002).
9. Veitch, V., Ferrie, C., Gross, D. & Emerson, J. Negative quasi-probability as a resource for quantum computation. New J. Phys. 14, 113011 (2012).
10. Veitch, V., Wiebe, N., Ferrie, C. & Emerson, J. Efficient simulation scheme for a class of quantum optics experiments with non-negative Wigner phase space representation. New J. Phys. 15, 013037 (2013).
11. Mari, A. & Eisert, J. Positive Wigner function renders classical simulation of quantum computation efficient. Phys. Rev. Lett. 109, 230503 (2012).
12. Pashayan, H., Wallman, J. J. & Bartlett, S. D. Estimating outcome probabilities of quantum circuits using quasiprobabilities. Phys. Rev. Lett. 115, 070501 (2015).
13. Rahimi-Keshari, S., Ralph, T. C. & Caves, C. M. Sufficient conditions for efficient classical simulation of quantum optics. Phys. Rev. X 6, 021039 (2016).
14. Valiant, L. G. Quantum computer that can be simulated classically within polynomial time. In STOC’01 Proceedings of the Thirty-third Annual ACM Symposium on Theory of Computing, pp. 114–123 (2001).
15. Knill, E. Fermionic linear optics and match gates. arXiv:quant-ph/0108033 (2001).
16. Terhal, B. & DiVincenzo, D. P. Classical simulation of noninteracting-fermion quantum circuits. Phys. Rev. A 65, 032325 (2002).
17. Joza, R. & Miyake, A. Match gates and classical simulation of quantum circuits. Proc. R. Soc. A 464, 3089–3106 (2008).
18. Vidal, G. Efficient classical simulation of slightly entangled quantum computations. Phys. Rev. Lett. 91, 147902 (2003).
19. Joza, R. & Linden, N. On the role of entanglement in quantum-computational speedup. Proc. R. Soc. Lond. A 459, 2011–2032 (2003).
20. Shi, Y.-Y., Duan, L. M. & Vidal, G. Classical simulation of quantum many-body systems with a tree tensor network. Phys. Rev. A 74, 022320 (2006).
21. Van den Nest, M., Dür, W., Vidal, G. & Briegel, H. J. Classical simulation versus universality in measurement based quantum computation. Phys. Rev. Lett. 97, 150504 (2006).
22. Gross, D., Flammini, S. T. & Eisert, J. Most quantum states are too entangled to be useful as computational resources. Phys. Rev. Lett. 102, 190501 (2009).
23. Yoran, N. & Short, A. J. Classical simulation of limited width cluster-state quantum computation. Phys. Rev. Lett. 96, 170503 (2006).
24. Markov, I. L. & Shi, Y. Simulating quantum computation by contracting tensor networks. SIAM J. Comput. 38(3), 963–981 (2008).
25. Joza, R. On the simulation of quantum circuits. arXiv:quant-ph/0603163 (2006).
26. García-Álvarez, L., Calciñh, C., Ferraro, A. & Ferrini, G. Efficient simulatability of continuous-variable circuits with large Wigner negativity. arXiv:quant-ph/2005.12026v1 (2020).
27. Veitch, V., Mousavian, S. A. H., Gottesman, D. & Emerson, J. The resource theory of stabilizer computation. New J. Phys. 16, 013009 (2014).
28. Howard, M., Wallman, J., Veitch, V. & Emerson, J. Contextuality supplies the ‘magic’ for quantum computation. Nature 510, 351–355 (2014).
29. Delosse, N., Guerin, P. A., Bian, J. & Rausendorf, R. Wigner function negativity and contextuality in quantum computation on rebits. Phys. Rev. X 5, 021003 (2015).
30. Vedral, V. The elusive source of quantum speedup. Found. Phys. 40, 1141–1154 (2010).
Acknowledgements
A. B. acknowledges the supports from the John Templeton Foundation (project ID 43297). The opinions expressed in this publication do not necessarily reflect the views of the John Templeton foundation. The work is also partially funded by the Ministry of Research and Technology of Republic of Indonesia, under the grant scheme “Penelitian Dasar Unggulan Perguruan Tinggi (PDUPUT)”, and the WCU Program managed by Institut Teknologi Bandung. A.B. would like to thank Daniel Rohrlich for encouraging advice and continuous support in the present research, and Joseph Emerson for the stimulating comments and recommendations. The Authors also thank the Referees for the constructive comments and recommendations.

Author contributions
A.B. conceived the ideas, derived the results, and wrote the paper. H. K. D. helped clarify the ideas and the results, suggested significant improvements, and check the draft of the paper.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to A.B.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
