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Abstract. We prove a recent conjecture by René Marczinzik involving certain statistics on Dyck paths that originate in the representation theory of Nakayama algebras of a linearly oriented quiver. We do so by analysing the effect of the Billey-Jockusch-Stanley bijection between Dyck paths and 321-avoiding permutations on these statistics, which was suggested by the result of a query issued to the online database FindStat.

1. Introduction

This paper serves two purposes. The first is to demonstrate the power of the online database FindStat [4] to help with explaining and recognising combinatorial parameters (also known as ‘combinatorial statistics’) which occur in perhaps surprising locations.

The second purpose, achieving the first, is to prove a refinement of the combinatorial part of the following conjecture of René Marczinzik [3]:

Conjecture. The number of 2-Gorenstein algebras which are Nakayama algebras with \(n\) simple modules and have an oriented line as associated quiver equals the number of Motzkin paths of length \(n\).

Moreover, the number of such algebras having the double centraliser property with respect to a minimal faithful projective-injective module equals the number of Riordan paths, that is, Motzkin paths without level-steps at height zero, of length \(n\).

Let us stress that we do not attempt to explain the algebraic significance of this conjecture. Indeed, the part of reducing it to an enumerative statement in combinatorics, reproduced as Conjecture 1 below, is Marczinzik’s achievement.

2. Combinatorial background

Consider a square array with columns labelled 1 through \(n\) from left to right and rows labelled 1 through \(n\) from bottom to top. A Dyck path of semilength \(n\) is a lattice path with north and east steps running along the edges of the array, starting at the lower left corner, ending at the upper right corner, and never going below the diagonal \(y = x\). We refer to Figure 2 for an illustration of our conventions. Since all of the notions defined below depend on a Dyck path, we do not indicate the Dyck path in the notation to avoid clutter.
In the following we use two variants of the area sequence associated with a Dyck paths: the row-area sequence \((r_0, r_1, \ldots, r_n)\) is obtained by setting \(r_0 = -1\) and \(r_k\), for \(1 \leq k \leq n\), to the number of full squares in the row of the \(k\)-th north step between the path and the main diagonal. For example, the row-area sequence of the Dyck path in Figure 2 is
\((-1, 0, 1, 1, 2, 3, 2, 3, 4, 5, 6, 7, 8, 4, 3, 2, 2)\).

Similarly, the column-area sequence \((c_1, \ldots, c_{n+1})\) is obtained by setting \(c_k\), for \(1 \leq k \leq n\), to the number of full squares in the column of the \(k\)-th east step between the path and the main diagonal. Additionally, we set \(c_{n+1} = -1\). In the example in Figure 2, the column-area sequence is
\((1, 3, 2, 8, 7, 6, 5, 4, 4, 3, 3, 2, 2, 2, 1, 0, -1)\).

The additional \(-1\) at the beginning of the row- and at the end of the column-area sequence can be interpreted as prepending a north step and appending an east step to the Dyck path, without shifting the main diagonal. It turns out that several properties below are easier to describe with this convention.

Finally, a valley of a Dyck path is an east step directly followed by a north step. In terms of the array, it is the cell enclosed by the two steps. Explicitly, if the east step of the valley is the \(k\)-th east step of the path, and the north step is the \(\ell\)-th north step of the path, the position of the valley is \((k, \ell)\).

### 3. Marczinzik’s conjecture and its refinement

The following notions on Dyck paths are due to Marczinzik and originate in the representation theory of Nakayama algebras of a linearly oriented quiver on \(n\) vertices. We refer to the MathOverflow discussion [3] for further background. For a Dyck path \(D\) with row-area sequence \((r_0, r_1, \ldots, r_n)\) and column-area sequence \((c_1, \ldots, c_{n+1})\),

- \(D\) is the set of indices \(k\) with \(c_{k+1} = c_k - 1\),
- \(F\) is the set of indices \(k\) with \(r_{k+1} + c_{k+1} = r_k - 1 + c_k + 2\), and
- \(N\) be the set of rows which do not contain a valley.

We can now state Marczinzik’s conjecture. Recall that a Motzkin path of length \(n\) is a lattice path from \((0, 0)\) to \((n, 0)\) consisting of up-steps \((1,1)\), down-steps \((1,-1)\) and level-steps \((1,0)\) that never goes below the \(x\)-axis.

**Conjecture 1** (Marczinzik [3]). The number of Dyck paths such that \(N \cap D\) is contained in \(F\) equals the number of Motzkin paths of length \(n\).

Moreover, the number of Dyck paths such that \(N \cap D\) is empty equals the number of Riordan paths of length \(n\), that is, Motzkin paths without level-steps at height zero.

The case \(n = 3\) is illustrated in Figure [1].

Upon seeing this conjecture, our immediate reaction was to transform the condition into a ‘combinatorial statistic’ on Dyck paths, and query the online database FindStat. Indeed, this approach was doubly successful: first, the result of the database query, reproduced in the conjecture below, is a substantial common refinement of both parts of Conjecture [1], and makes a proof strategy suggest itself. Second, the references linked in the result provide already all the tools we need.
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Conjecture 2. For a Dyck path $D$, an index $k$ is in $F$ but not in $N \cap D$ if and only if it is a double deficiency of the 321-avoiding permutation associated with $D$ using the Billey-Jockusch-Stanley bijection. This conjecture is verified in the following section. In the final section, we use Sergi Elizalde’s description of the Foata-Zeilberger bijection between 321-avoiding permutations and bicoloured Motzkin paths to deduce Conjecture 1.

4. DYCK PATHS AND 321-AVOIDING PERMUTATIONS

The Billey-Jockusch-Stanley bijection, sending a Dyck path $D$ of semilength $n$ to a 321-avoiding permutation $\pi$ of the numbers $\{1, \ldots, n\}$, goes as follows: first, put crosses into the cells corresponding to the valleys of $D$. Then, working from the left to the right, for each column not yet containing a cross we put a cross into the lowest cell whose row does not yet contain a cross. This yields the permutation matrix of the permutation $\pi$.

An example is given in Figure 2 where the displayed Dyck path of semilength 17 is sent to the permutation

$$\begin{bmatrix}
3, 1, 6, 2, 4, 5, 7, 13, 14, 8, 15, 9, 16, 17, 10, 11, 12
\end{bmatrix}$$
on $\{1, \ldots, 17\}$, in one-line notation.

For a permutation $\pi$ of $\{1, \ldots, n\}$ and an index $1 \leq k \leq n$, we say that $k$ is

- an **excedance** if $\pi(k) > k$,
- a **fixpoint** if $\pi(k) = k$,
- a **deficiency** if $\pi(k) < k$, and
- a **double deficiency** if $\pi(k) < k < \pi^{-1}(k)$.

Let us first record two general properties of the bijection.
Lemma 3. The crosses in the valleys of $D$ are excedances of $\pi$, whereas all others are fixpoints or deficiencies of $\pi$.

Proof. The first statement is true because Dyck paths stay above the main diagonal. To see the second statement, note that to the left of column $k$ there are only $k-1$ crosses, so at least one of the bottom $k$ rows cannot contain a cross to the left of column $k$. \hfill $\Box$

Lemma 4. An index $k$ is a fixpoint of $\pi$ if and only if $D$ does not have a valley in any position $(i, j)$ with $i \leq k$ and $j \geq k$.

Proof. Let $k$ be a fixpoint of $\pi$. The construction of $\pi$ implies that column $k$ does not contain a valley of $D$. Moreover, for every $\ell < k$ there is an $\ell' < k$ with $\pi(\ell') = \ell$. In other words $\pi$ restricts to a permutation of $\{1, \ldots, k-1\}$, implying that $D$ does not have a valley in position $(i, j)$ for $i \leq k$ and $j \geq k$. As both implications in the argument are equivalences, the statement follows. \hfill $\Box$

Conjecture 2 is now an immediate consequence of the following three statements.
Lemma 5. An index $k$ is in $D$ if and only if it is a fixpoint or a deficiency of $\pi$.

Proof. By definition, $k$ is in $D$ if and only if there is no valley in column $k$. Thus the claim is the statement of Lemma 3. □

Lemma 6. An index $k$ is in $F$ if and only if it is a fixpoint of $\pi$.

Proof. Let us first remark that an index $k$ in $F$ is an index for which $D$ does not have a valley between the $(k-1)$-st north step and the $(k+1)$-st east step.

This is best understood by looking at an example: in Figure 2 the index $k = 7$ is in $F$ because

$$r_6 + c_8 + 2 = 2 + 4 + 2 = 8 = r_{12} = r_{8+c_8}.$$  

On the other hand, $k = 15$ is not in $F$, since

$$r_{14} + c_{16} + 2 = 5 + 2 + 2 = 9 \neq 2 = r_{17} = r_{16+c_{16}}.$$  

Suppose now that $k$ is a fixpoint of $\pi$. Then $k + 1 + c_{k+1}$ is the index of the row just below the $(k+1)$-st east step. The number of full squares in this row between the Dyck path and strictly to the left of column $k$ is, by Lemma 4, precisely $r_k = 2 + c_k = c_k + 1$. Moreover, the number of remaining full squares in this row, towards the main diagonal, is precisely $c_k = c_k + 1$. Observe that in this case, we are just rewriting the equality in the definition of $F$ as $r_{k+c_k} = r_k + c_k$.

On the other hand, if the cross in column $k$ is not a fixpoint, there must be a valley to the left and above $(k,k)$, which entails that the number of full squares in row $k + 1 + c_{k+1}$ will be strictly smaller than $r_{k+1} + c_{k-1} + 2$. Observe that in this case, it is not in general possible to rewrite the equality in the definition of $F$ as above. For example, this is the case with the index $k = 6$ in Figure 2. □

Lemma 7. An index $k$ is in $N$ if and only if $\pi^{-1}(k)$ is a fixpoint or a deficiency of $\pi$.

Proof. By definition, $k \in N$ if and only if row $k$ does not contain a valley of $D$. This is the same as saying that the cross in row $k$ is not to the left of the main diagonal, in symbols, $\pi^{-1}(k) \geq k$. □

Proof of Conjecture 2. This is a direct consequence of Lemmas 5, 6 and 7. □

5. 321-Avoiding Permutations and bipicoloured Motzkin Paths

Recall that a *bicolored Motzkin path* is a Motzkin path where level-steps not at height zero come in two colors, say blue and red. To prove Conjecture 1 we follow Elizalde’s description [2] of the Foata-Zeilberger bijection restricted to 321-avoiding permutations and bicolored Motzkin paths: from each cross in the array draw a horizontal and a vertical line to the diagonal. Then, looking at these lines as emanating from the diagonal, there are five possibilities, which are translated into up, down, level-steps at height zero, blue level-steps and red level-steps of the Motzkin path as follows:
We can now deduce Conjecture 1 from Conjecture 2:

**Proof of Conjecture 1.** Let $D$ be a Dyck path, $\pi$ the corresponding permutation and $M$ the corresponding bicoloured Motzkin path.

The construction of the Motzkin path is such that double deficiencies of $\pi$ correspond to red level-steps of $M$. Bicoloured Motzkin paths without any red level-steps are simply Motzkin path. Together with Conjecture 2 this implies the first part of Conjecture 1.

By Lemma 6, $\mathcal{F}$ is precisely the set of fixpoints of $\pi$, by Lemma 5 $\mathcal{F}$ is contained in $\mathcal{D}$, and by Lemma 7 $\mathcal{F}$ is contained in $\mathcal{N}$. Therefore, the statement that $\mathcal{N}$
does not contain $D$ is equivalent to the statement that $\pi$ does neither have double deficiencies nor fixpoints. The second part of the conjecture thus follows from the first, together with the observation that level-steps at height zero correspond to fixpoints of $\pi$.

\begin{flushright}
\end{flushright}

References

[1] Sara C. Billey, William Jockusch, and Richard P. Stanley. “Some combinatorial properties of Schubert polynomials”. In: J. Algebraic Combin. 2.4 (1993), pp. 345–374. issn: 0925-9899. doi: [10.1023/A:1022419800503](https://doi.org/10.1023/A:1022419800503).

[2] Sergi Elizalde. “Continued fractions for permutation statistics”. In: (2017). arXiv: [1703.08742 [math.CO]](https://arxiv.org/abs/1703.08742).

[3] René Marczinzik. Combinatorics problem related to Motzkin numbers. MathOverflow. 2017. URL: [https://mathoverflow.net/q/278284](https://mathoverflow.net/q/278284).

[4] Martin Rubey, Christian Stump, et al. FindStat - The combinatorial statistics database. 2017. URL: [http://www.FindStat.org](http://www.FindStat.org).

(M. Rubey) Fakultät für Mathematik und Geoinformation, TU Wien, Austria
E-mail address: Martin.Rubey@tuwien.ac.at

(C. Stump) Fakultät für Mathematik, Otto-von-Guericke Universität Magdeburg, Germany
E-mail address: Christian.Stump@ovgu.de