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Abstract

As the first step for approaching the uniqueness and blowup properties of the solutions of the stochastic wave equations with multiplicative noise, we analyze the conditions for the uniqueness and blowup properties of the solution \((X_t, Y_t)\) of the equations
\[
dX_t = Y_t dt, \quad dY_t = |X_t|^\alpha dB_t, \quad (X_0, Y_0) = (x_0, y_0).
\]
In particular, we prove that solutions are nonunique if \(0 < \alpha < 1\) and \((x_0, y_0) = (0, 0)\) and unique if \(\frac{1}{2} < \alpha\) and \((x_0, y_0) \neq (0, 0)\). We also show that blowup in finite time holds if \(\alpha > 1\) and \((x_0, y_0) \neq (0, 0)\).
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1 Introduction and main results

The basic uniqueness theory for ordinary differential equations (ODE) has been well understood for a long time. If \(F(u)\) is a Lipschitz continuous function, then
\[
\dot{u}(t) = F(u), \quad u(0) = u_0
\]
has a unique solution valid for all time \(t \geq 0\). Furthermore, the Lipschitz condition on the coefficients cannot be weakened to Hölder continuity with index less than 1.

The situation for stochastic differential equations (SDE) is very different. The classical Yamada-Watanabe theory of strong uniqueness [16] states that if \(f(x)\) is a locally Hölder continuous function of index 1/2 with at most linear growth, then
\[
dX = f(X)dW, \quad X_0 = x_0
\]
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has a unique strong solution valid for all time \( t \geq 0 \). The Hölder continuity condition cannot be weakened to indices below 1/2. Besides the Hölder 1/2 condition, another notable difference from the ODE case is that the Yamada-Watanabe uniqueness result for SDE is essentially a one-dimensional result. That is, much less is known for vector-valued SDE, whereas the above statement for ODE is still true in the case of vector-valued solutions.

The basic conditions for uniqueness of partial differential equations (PDE) are the same as for ODE: coefficients must be Lipschitz continuous. But the corresponding results for stochastic partial differential equations (SPDE) have only appeared recently. These results are restricted to the stochastic heat equation,

\[
\partial_t u = \Delta u + f(u) \dot{W}
\]

\( u(0, x) = u_0(x). \)

Here \( x \in \mathbb{R} \), \( \dot{W} = \dot{W}(t, x) \) is two-parameter white noise, and \( f \) is Hölder continuous with index \( \gamma \). In this case, strong uniqueness holds for \( \gamma > 3/4 \) [12], but fails for \( \gamma < 3/4 \) [9]. One can also replace white noise by colored noise, which may allow \( x \) to take values in \( \mathbb{R}^d \) for \( d > 1 \), and may change the critical value of \( \gamma \).

The counterexample in [9] which proved nonuniqueness for \( \gamma < 3/4 \) involved the equation

\[
\partial_t u = \Delta u + |u|^\gamma \dot{W}
\]

\( u(0, x) = 0. \)

In fact, the case of \( \gamma = 1/2 \) is the well-studied case of super-Brownian motion, also called the Dawson-Watanabe process, see [4], [13].

Other types of SPDE than the stochastic heat equations are still unexplored with regard to uniqueness, except for the standard fact that uniqueness holds with Lipschitz coefficients. For example, there is no information about the critical Hölder continuity of \( f(u) \) for uniqueness of the stochastic wave equation:

\[
\partial_t^2 u = \Delta u + f(u) \dot{W}
\]

\( u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x). \)

Here again \( x \in \mathbb{R} \) and \( \dot{W} = \dot{W}(t, x) \) is two-parameter white noise.

In order to shed light on uniqueness for the stochastic wave equation, we propose studying the corresponding SDE \( \ddot{X} = f(X) \dot{B} \). By making this equation into a system of first order equations, we arrive at the equations

\[
dX = Y \, dt
dY = |X|^\alpha dB
\]

\( (X_0, Y_0) = (x_0, y_0). \)

Here \( B = B_t \) is a standard Brownian motion, and we use the subscripts \( X_t \) or \( Y_t \) to indicate dependence on time, rather than \( X(t) \) or \( Y(t) \). Here we focus on the coefficient \( f(x) = |x|^\alpha \) because this function had special importance in the stochastic heat equation, and it is a prototype of a function which is Hölder continuous of order \( \alpha \).

Now we are ready to present our main results. In our first theorem, we show that when \( \alpha > 1/2 \) and the initial condition is nonzero, strong uniqueness holds for the solutions of (1.3) up to the time of hitting the origin or blowup.

**Theorem 1.1.** If \( \alpha > 1/2 \) and \( (x_0, y_0) \neq (0, 0) \), then (1.3) has a unique solution in the strong sense, up to the time \( \tau \) at which the solution \((X_t, Y_t)\) first takes the value \((0, 0)\) or blows up.
In the next theorem, we prove that when $\alpha > 1/2$, the unique strong solution of (1.3) from Theorem 1.1 never reaches the origin.

**Theorem 1.2.** If $\alpha > 1/2$ and $(x_0, y_0) \neq (0, 0)$, then the unique strong solution $(X_t, Y_t)$ to (1.3) never reaches the origin.

In our next result, we prove the nonuniqueness for the solutions of (1.3) initiated at the origin.

**Theorem 1.3.** If $0 < \alpha < 1$ and $(x_0, y_0) = (0, 0)$, then both strong and weak uniqueness fail for (1.3).

A few remarks are in order.

**Remarks:**

1. The proof of Theorem 1.1 builds on the Yamada-Watanabe argument, as do the vast majority of strong uniqueness proofs for SDE, which go beyond the case of Lipschitz coefficients.

2. The proofs of Theorems 1.2 and 1.3 rely on a time-change argument, and the idea is inspired by Girsanov’s nonuniqueness example for SDE (see e.g. Example 1.22 in Chapter 1.3 of [2]).

3. Note that if $0 < \alpha < 1$, the coefficient $|x|^\alpha$ is locally Lipschitz continuous except in a neighborhood of $x = 0$. If $0 < \alpha \leq 1$, then the solutions do not blow up in finite time thanks to the sublinear growth of the coefficients away from 0.

Now we turn our attention to the question of blowup in finite time. In the case of stochastic heat equation (1.1), the critical Hölder continuity index $\gamma$ of $f$ is $3/2$. If $\gamma > 3/2$, then the solution blows up in finite time with positive probability (see [11],[8]). For $\gamma < 3/2$, the solution does not blow up almost surely [7]. It is still unknown what happens when $\gamma = 3/2$.

The blowup property of the stochastic wave equation appears to be more difficult to analyse. It is still not known what conditions on $f$ give finite time blowup of the solution of (1.2) (see [10]). Sufficient conditions for the divergence of the expected $L^2$ norm of the solutions in finite time were derived by Chow in [3]. This result however is insufficient to establish the almost sure blowup of the solutions to (1.2).

We study the solution of (1.3) as the first step for approaching the stochastic wave equation.

The finite time blowup of the solutions of the first order stochastic differential equations can be checked by the Feller test for explosions (for example, see [5]); however, there is not a simple way to check in the case of higher order equations. It is well-known that the solution of (1.3) doesn’t blow up if the coefficients have at most linear growth (that is $\alpha \leq 1$). In the next theorem, we prove that when $\alpha > 1$, the solution of (1.3) blows up in finite time with probability one. Before stating the theorem, we define some stopping times.

For any solution $(X_t, Y_t)$ of (1.3), let

$$
\sigma^X_L := \inf \{ t > 0 : |X_t| \geq L \}
$$

and

$$
\sigma^X := \lim_{L \to \infty} \sigma^X_L.
$$

$\sigma^Y$ can be defined analogously. Then, the following theorem holds.

**Theorem 1.4.** Assume that $\alpha > 1$ and $(x_0, y_0) \neq (0, 0)$. Then, the solution of (1.3) satisfies

$$
\sigma^X = \sigma^Y < \infty
$$
almost surely. Moreover, \( |(X_t, Y_t)|_{\ell^\infty} \to \infty \) as \( t \to \sigma^X \), where \( |(x, y)|_{\ell^\infty} = |x| \lor |y| \) is the \( \ell^\infty \) norm.

We now give some remarks.

Remarks:

1. The result of Theorem 1.4 is derived by showing that the blowup property of the solutions of (1.3) follows from the transience property of a simplified time changed system. By proving that the inverse time change transforms infinite time to a finite time, we establish the finite time blowup property.

2. From the proof of Theorem 1.4 it follows that \( |X_i| \) and \( |Y_i| \) will fluctuate up and down as \( t \to \sigma^X \) and won’t converge to any number in \( \mathbb{R} \cup \{\infty\} \). However, due to the correlation between them, \( |X_i| \lor |Y_i| \to \infty \) as \( t \to \sigma^X \) (see Remark 5.2 in Section 5).

Structure of the paper. The rest of this paper is dedicated to the proofs of Theorems 1.1–1.4. In Sections 2–5, we prove Theorems 1.1–1.4 respectively.

2 Proof of Theorem 1.1

Since the coefficients of SDE (1.3) are locally Lipschitz, the solutions are strongly unique for \( \alpha \geq 1 \). We now focus on the case \( 1/2 < \alpha < 1 \).

Let \((X^i_1, Y^i_1) : i = 1, 2\) be two solutions to (1.3) starting from \((x_0, y_0) \neq (0, 0)\) and \( \tau \) be the first time \( t \) that either \((X^1_1, Y^1_1)\) or \((X^2_1, Y^2_1)\) hits the origin or blows up. Let \( \tau_n \) for a natural number \( n \) be the first time \( t \) at which either

\[
|(X^1_t, Y^1_t)|_{\ell^\infty} \wedge |(X^2_t, Y^2_t)|_{\ell^\infty} \leq 2^{-n}
\]

or

\[
|(X^1_t, Y^1_t)|_{\ell^\infty} \vee |(X^2_t, Y^2_t)|_{\ell^\infty} \geq 2^n.
\]

It follows from these definitions that

\[
\lim_{n \to \infty} \tau_n = \tau. \tag{2.1}
\]

Note that it is possible that \( \tau = \infty \).

We will show uniqueness up to time \( \tau_n \) for each fixed \( n \). Let \((X^{i,n}_t, Y^{i,n}_t)\) be the processes after stopping the noise at time \( \tau_n \), that is

\[
\begin{align*}
dX^{i,n}_t &= Y^{i,n}_t \, dt \\
dY^{i,n}_t &= |X^{i,n}_t|^{\alpha} 1_{[0,\tau_n]}(t) dB_t \\
X^{i,n}_0 &= x_0, \quad Y^{i,n}_0 = y_0.
\end{align*}
\]

So, \( Y^{i,n}_t \) is constant for \( t \geq \tau_n \). We claim that for each \( i = 1, 2 \), there is at most one time \( t > \tau_n \) at which \( X^{i,n}_t = 0 \). Indeed, if \( Y^{i,n}_t = 0 \), then \( X^{i,n}_t \) is constant for \( t \geq \tau_n \) and this constant cannot be 0 because \( |(X^{i,n}_t, Y^{i,n}_t)|_{\ell^\infty} \neq 0 \). In this case, there is no time \( t \geq \tau_n \) at which \( X^{i,n}_t = 0 \). But if \( Y^{i,n}_t \) is a nonzero constant for \( t \geq \tau_n \), then \( X^{i,n}_t \) is a nonconstant affine function of \( t \) for \( t \geq \tau_n \), and so equals 0 at most once for \( t \geq \tau_n \).

We will also define stopping times \( \sigma^1_t < \sigma^2_t < \cdots \) as the successive times \( t \) at which \( X^{i,n}_t = 0 \). We claim that with probability 1, these times do not accumulate. The preceding argument shows that for \( f \) fixed, there is at most one value of \( k \) for which \( \sigma^k_t > \tau_n \). For \( t < \tau_n \), since \( |(X^{i,n}_t, Y^{i,n}_t)|_{\ell^\infty} > 2^{-n} \), we see that once \( X^{i,n}_t = 0 \), it cannot again hit 0 before time \( \tau_n \) without first achieving the level \( X^{i,n}_t = 2^{-n} \). To see this, first assume
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that when $X_{t}^{i,n} = 0$, we have $Y_{t}^{i,n} > 0$. The case $Y_{t}^{i,n} < 0$ is similar and will be omitted. As long as $t < \tau_{n}$, we have $|Y_{t}^{i,n}| < 2^{n}$ and so $X_{t}^{i,n}$ has bounded velocity. At first, $X_{t}^{i,n}$ has positive velocity. If $X_{t}^{i,n}$ is ever to reach 0 again, its velocity must change sign, that is, $Y_{t}^{i,n}$ must reach 0. But by the lower bound on $\|X_{t}^{i,n},Y_{t}^{i,n}\|_{\infty}$, if $Y_{t}^{i,n} = 0$, we have $X_{t}^{i,n} > 2^{-n}$ and since the velocity of $X_{t}^{i,n}$ is bounded by $2^{n}$, it follows that $X_{t}^{i,n}$ takes at least time $2^{-2n}$ to reach level $2^{-n}$. Thus, the $\sigma_{k}^{i}$’s are distanced at least by $2 \cdot 2^{-2n} = 2^{-2n+1}$ and isolated.

For simplicity, define $\sigma_{0}^{i} = 0$. Also, if $\{\sigma_{t}^{i}\}_{t \geq 1}$ is a finite and $\sigma_{k}^{i}$ is the last of these stopping times, define $\sigma_{k+m}^{i} = \sigma_{k}^{i}$ for $m > 0$.

We moreover define

$$\tilde{\sigma}_{k}^{i} = \sigma_{k}^{i} \wedge \tau_{n}, \quad k = 0, 1, \ldots, i = 1, 2.$$  

From (2.2), it follows that in order to prove Theorem 1.1, it is enough to show the pathwise uniqueness for the solutions of (2.2) for any $n \geq 1$. We have shown that the sequence of stopping times $\tilde{\sigma}_{1}^{i} < \tilde{\sigma}_{2}^{i} < \cdots$ has no accumulation points for $i = 1, 2$, therefore the following lemma is the last ingredient in the proof of Theorem 1.1.

**Lemma 2.1.** Assume that $(X_{t}^{1,n},Y_{t}^{1,n}) = (X_{t}^{2,n},Y_{t}^{2,n})$ for $t \leq \tilde{\sigma}_{k}^{1}$ a.s., and therefore $\tilde{\sigma}_{k}^{1} = \tilde{\sigma}_{k}^{2}$ a.s. Then $(X_{t}^{1,n},Y_{t}^{1,n}) = (X_{t}^{2,n},Y_{t}^{2,n})$ for $t \leq \tilde{\sigma}_{k+1}^{1}$ a.s., and $\tilde{\sigma}_{k+1} = \tilde{\sigma}_{k+1}^{2}$ a.s.

**Proof.** We prove the lemma for $k = 0$, that is $\tilde{\sigma}_{0}^{1} = 0$. The proof for other values of $k$ is identical. Furthermore, since (1.3) is invariant under the map $(X,Y) \to (-X,-Y)$, we may restrict ourselves to the case $y_{0} > 0$.

Recall that $|x|^{\alpha}$ is a Lipschitz continuous function except in a neighborhood of $x = 0$. Hence it is enough to prove the uniqueness of the solutions to (2.2) starting at $X_{0}^{i,n} = 0$ up to the first time that either one of $|X_{t}^{i,n}|$’s hits level $2^{-n}$. Therefore, we can restrict time $t$ to the interval $[0,\eta]$, where $\eta$ is the first time $t < \tau_{n}$ at which

$$|X_{t}^{1,n} \vee X_{t}^{2,n}| = 2^{-n}.$$  

If there is no such time, then $\eta = 0$. Since $|X_{t}^{1,n}|$ and $|X_{t}^{2,n}|$ lie in $[0,2^{-n}]$, it follows from the definition of $\tau_{n}$ that

$$Y_{t}^{i,n} \geq 2^{-n},$$

for $i = 1, 2$, and therefore $X_{t}^{i,n}$’s are increasing for $t \in [0,\eta]$. Recall that $Y$ is the velocity of $X$. Since $X_{0}^{i,n} = 0$, we have

$$X_{t}^{i,n} \geq 2^{-n} t,$$

for $i = 1, 2$ and $t \in [0,\eta]$. It also follows that

$$\eta \leq 1.$$

Note that

$$X_{t}^{1,n} = \int_{0}^{t} \int_{0}^{s} |X_{r}^{1,n}|^{\alpha} 1_{[0,\tau_{n}]}(r) dB_{r} ds$$

and

$$X_{t}^{1,n} - X_{t}^{2,n} = \int_{0}^{t} \int_{0}^{s} (|X_{r}^{1,n}|^{\alpha} - |X_{r}^{2,n}|^{\alpha}) 1_{[0,\tau_{n}]}(r) dB_{r} ds.$$
By the Cauchy-Schwarz inequality and Ito’s isometry, we get
\[
E \left[ (X_t^{1,n} - X_t^{2,n})^2 \right] \leq tE \int_0^t \left( \int_0^s (|X_r^{1,n}|^\alpha - |X_r^{2,n}|^\alpha) 1_{[0,\tau_n]}(r) dB_r \right)^2 ds
\]
\[
= tE \int_0^t \int_0^s (|X_r^{1,n}|^\alpha - |X_r^{2,n}|^\alpha)^2 dr ds
\]
\[
\leq tE \int_0^t \int_0^t (|X_r^{1,n}|^\alpha - |X_r^{2,n}|^\alpha)^2 dr ds
\]
\[
\leq t^2 E \int_0^t (|X_r^{1,n}|^\alpha - |X_r^{2,n}|^\alpha)^2 dr.
\]

Now the mean value theorem gives, for \(0 < a < b\), that for some \(c \in (a,b)\) we have
\[
b^\alpha - a^\alpha = \alpha c^{\alpha - 1} (b - a) \leq \alpha a^{\alpha - 1} (b - a).
\]

Thus for \(t \in [0,\eta]\), using the lower bound on \(X_t^{i,n}\) in (2.3), we get
\[
\left| X_t^{1,n} - X_t^{2,n} \right| \leq \alpha (2^{-n} r)^{\alpha - 1} \left| X_r^{1,n} - X_r^{2,n} \right|.
\]

Now let
\[
D_t := E \left[ (|X_t^{1,n}| - |X_t^{2,n}|)^2 \right].
\]
Since \(\eta \leq 1\), we get for every \(t \in [0,\eta]\),
\[
D_t \leq C_n \int_0^t r^{2\alpha - 2} d\tau dr
\]  \hspace{1cm} (2.4)
for some constant \(C_n\) depending on \(n\). Since \(\alpha > 1/2\), we have \(2\alpha - 2 > -1\) and therefore \(r^{2\alpha - 2}\) is integrable on \(r \in [0,\eta]\). Since \(D_0 = 0\), Gronwall’s lemma implies that \(D_t = 0\) for all \(t \in [0,\eta]\). This ends the proof of Lemma 2.1, and also the proof of Theorem 1.1. \(\Box\)

3 Proof of Theorem 1.2

Fix the initial point \((x_0, y_0) \neq (0,0)\).
Since
\[
Y_t - y_0 = \int_0^t |X_s|^{\alpha} dB_s
\]
is a one-dimensional stochastic integral, it follows that \(Y_t\) is a time-changed Brownian motion. In particular, if we define
\[
T(t) := \int_0^t |X_s|^{2\alpha} ds,
\]  \hspace{1cm} (3.1)
then
\[
\tilde{B}_t := Y_{T^{-1}(t)} - y_0
\]
is a standard Brownian motion as long as
\[
T^{-1}(t) = \inf \{s \geq 0 : T(s) > t\}
\]
is well-defined.

We also define
\[
\tilde{X}_t := X_{T^{-1}(t)} \quad \text{and} \quad \tilde{Y}_t := Y_{T^{-1}(t)} = \tilde{B}_t + y_0.
\]
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Then, by the chain rule and the inverse function differentiation rule,

\[ d\tilde{X}_t = \tilde{Y}_t|\tilde{X}_t|^{-2\alpha} dt, \]

with the same initial conditions as before. Thus,

\[ |\tilde{X}_t|^{2\alpha} d\tilde{X}_t = \tilde{Y}_t dt. \]

Let

\[ h(x) := \frac{1}{2\alpha + 1} |x|^{2\alpha + 1} \text{sgn}(x) \] (3.3)

and observe that

\[ dh(x) = |x|^{2\alpha} dx. \] (3.4)

Since we are assuming that \( \alpha > 0 \), it follows that \( dh(0) = 0 \) and (3.4) holds for \( x = 0 \). It is easy to check that (3.4) also holds when \( x > 0 \) and \( x < 0 \).

Let

\[ \tilde{V}_t := h(\tilde{X}_t). \] (3.5)

Then from (3.2), we have

\[ d\tilde{V}_t = \tilde{Y}_tdt \]
\[ d\tilde{Y}_t = dB_t \] (3.6)

and therefore

\[ \tilde{V}_t = h(x_0) + y_0t + \int_0^t \tilde{B}_s ds, \quad \tilde{Y}_t = y_0 + \tilde{B}_t. \] (3.7)

Motivated by this time change argument, let

\[ Z_t := (\tilde{V}_t, \tilde{Y}_t) = \left(h(x_0) + y_0t + \int_0^t \tilde{B}_s ds, y_0 + \tilde{B}_t\right). \]

We will show that \( Z_t \) never equals \((0, 0)\).

\( Z_t \) is a jointly Gaussian random variable. Using (4.4) and by a simple calculation, we find that the covariance matrix of \((\tilde{V}_t, \tilde{Y}_t)\) is

\[ M_t = \begin{pmatrix} t^3/3 & t^2/2 \\ t^2/2 & t \end{pmatrix} \]

and

\[ \det(M_t) = \frac{t^4}{12}. \]

Since \((\tilde{V}_t, \tilde{Y}_t)\) is jointly Gaussian, its joint probability density has the following bound.

\[ f_{\tilde{V}_t, \tilde{Y}_t}(v, y) = \exp \left[ -\frac{(v - ty_0 - x_0, y - y_0)M_t^{-1}(v - ty_0 - x_0, y - y_0)^T}{(2\pi)^2 t^4/12} \right] \]

\[ \leq \frac{1}{\sqrt{(2\pi)^2 t^4/12}} \leq t^{-2}. \] (3.8)

We define the following events

\[ A = \{Z_t = (0, 0) \text{ for some } t > 0\} \]
\[ A_N = \{Z_t = (0, 0) \text{ for some } t \in [1/N, N]\} \]

for natural numbers \( N \). We wish to prove that \( P(A) = 0 \), and it is enough to prove that \( P(A_N) = 0 \) for all \( N \). From now on, let \( N \) be fixed.
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Fix $0 < \delta < 1$ and let $k, m, n$ be natural numbers. We define a few more events:

$$E_{1,n,N} = \left\{ \sup_{1/N < t < N} |\bar{Y}_t| \leq n \right\},$$

$$E_{2,k,n}^c = \left\{ |\bar{Y}_{k2^{-2n}}| \leq 2^{-n(1-\delta)}, |\bar{V}_{k2^{-2n}}| \leq 2^{-2n(1-\delta)} \right\},$$

$$E_{4,k,n} = \bigcap_{k: k2^{-2n} \in [1/N,N]} E_{2,k,n},$$

$$E_{5,n,N} = \bigcap_{k: k2^{-2n} \in [1/N,N]} E_{4,k,n},$$

$$E_{6,k,n} = \left\{ \sup_{t \in [k2^{-2n}, (k+1)2^{-2n}]} |\bar{Y}_t - \bar{V}_{k2^{-2n}}| < 2^{-n(1-\delta)} \right\},$$

$$E_{7,n,N} = \bigcap_{k: k2^{-2n} \in [1/N,N]} E_{6,k,n}.$$

As $k$ varies, $k2^{-2n}$ is a grid of points which gets denser as $n$ increases.

Next, note that

$$\lim_{n \to \infty} P(E_{1,n,N}^c) = 0.$$

From (3.8) we have for all $k2^{-2n} \geq 1/N$

$$P(E_{2,k,n}^c) \leq 4 \cdot 2^{-3n(1-\delta)} N^2,$$

and therefore

$$P(E_{5,n,N}^c) \leq 4N2^n \cdot 2^{-3n(1-\delta)} N^2 = 4N3^{2-n+3\delta}.$$

To deal with $E_{5,n,N}$, recall that Lévy’s modulus of continuity for Brownian motion (see Mörters and Peres [6], Theorem 1.14) states that for $T > 0$ fixed, we have

$$\lim_{n \to \infty} \sup_{0 < s \leq 2^{-2n}} \sup_{0 \leq t \leq T - s} \frac{|\bar{B}_{t+s} - \bar{B}_t|}{2s \log |\log(s)|} = 1, \text{ a.s.},$$

and therefore

$$\lim_{n \to \infty} P(E_{5,n,N}^c) = 0.$$

Now we deal with $\bar{V}_t$. Note that on $E_{1,n,N}$, the velocity of $\bar{V}_t$ is bounded by $n$ in absolute value. It follows that on $E_{1,n,N}$, all of the $E_{6,k,n}$’s occur and so on $E_{1,n,N}$, $E_{7,n,N}$ also occurs.

Observe that on $E_{3,n,N} \cap E_{5,n,N} \cap E_{7,n,N}$, we have $(\bar{V}_t, \bar{Y}_t) \neq 0$ for $1/N < t < N$. Also, by the above we have

$$\lim_{n \to \infty} P(E_{1,n,N} \cap E_{3,n,N} \cap E_{5,n,N} \cap E_{7,n,N}) = 1.$$

It follows that

$$P((\bar{V}_t, \bar{Y}_t) \neq (0,0) \text{ for } 1/N < t < N) = 1.$$

Since $N$ was arbitrary, it follows that

$$P((\bar{V}_t, \bar{Y}_t) \neq (0,0) \text{ for } t > 0) = 1.$$
Recall that \((X_t, Y_t) = (h^{-1}(\tilde{V}_{T(t)}), \tilde{Y}_{T(t)})\) as long as the inverse time change is well-defined. Notice that

\[
\frac{d}{dt} T^{-1}(t) = \frac{1}{\frac{d}{ds} T(s)|_{s=T^{-1}(t)}} = |X_{T^{-1}(t)}|^{-2\alpha} = |h^{-1}(\tilde{V}_t)|^{-2\alpha} = (2\alpha + 1)^{-\frac{2\alpha}{\sigma^2 + \alpha^2}} |\tilde{V}_t|^{-\frac{2\alpha}{\sigma^2 + \alpha^2}},
\]

\[
T^{-1}(t) = \int_0^t (2\alpha + 1)^{-\frac{2\alpha}{\sigma^2 + \alpha^2}} |\tilde{V}_s|^{-\frac{2\alpha}{\sigma^2 + \alpha^2}} ds.
\]

The only possible blowup of \(T^{-1}\) would occur when \(\tilde{V}_t = 0\). Since \((\tilde{V}_t, \tilde{Y}_t)\) never hits \((0,0)\), blow up does not occur. To see why, notice that for \(t > 0\) and \(s > 0\), \(\tilde{V}_{t+s} = \tilde{V}_t + \int_t^{t+s} \tilde{Y}_dr\).

This means that if \(\tilde{V}_t = 0\), then for small \(|s| << 1\), \(\tilde{V}_{t+s} \approx s\tilde{Y}_t \neq 0\). Then because \(-\frac{2\alpha}{\sigma^2 + \alpha^2} > -1\), for small \(s > 0\),

\[
\int_{t-s}^{t+s} |\tilde{V}_r|^{-\frac{2\alpha}{\sigma^2 + \alpha^2}} dr \approx \int_{t-s}^{t+s} |\tilde{Y}_r|^{-\frac{2\alpha}{\sigma^2 + \alpha^2}} dr < +\infty,
\]

and the inverse time change is well-defined.

Since \(h^{-1}\) is increasing with \(h^{-1}(0) = 0\), the fact that \((\tilde{V}_t, \tilde{Y}_t)\) never hits \((0,0)\) implies that \((X_t, Y_t)\) never hits \((0,0)\). \(\square\)

4 Proof of Theorem 1.3

Since the solution is starting at \((x_0, y_0) = (0,0)\), we see that \((X_t, Y_t) \equiv (0,0)\) is a solution to \((1.3)\). Our goal is to exhibit another solution, but this will be a weak solution. To gain information about strong uniqueness, we recall the following lemma of Yamada and Watanabe (see V.17, Theorem 17.1 of Rogers and Williams [14]).

**Lemma 4.1** (Yamada and Watanabe). Let \(\sigma\) and \(b\) be previsible path functionals, and consider the SDE:

\[
\frac{d}{dt} X_t = \sigma(t, X_t) dB_t + b(t, X_t) dt.
\]

Then this SDE is exact if and only if the following two conditions hold:

1. The SDE \((4.1)\) has a weak solution,
2. The SDE \((4.1)\) has the pathwise uniqueness property.

**Uniqueness in law then holds for** \((4.1)\).

Rogers and Williams define exact in V.9, Definition 9.4, but it is not important for our purposes. Here, \(X, b \in \mathbb{R}^n\) and \(\sigma\sigma^T\) takes values in the space of nonnegative definite \(n \times n\) matrices.

We already have a weak solution to \((1.3)\), namely \((X_t, Y_t) \equiv (0,0)\). So, if we can exhibit a weak solution which is nonzero, then by Lemma 4.1, pathwise uniqueness must fail.

Now we construct a nonzero weak solution to \((1.3)\).

Let \(\tilde{B}_t\) be a one-dimensional Brownian motion on some probability space and define

\[
\tilde{V}_t = \int_0^t \tilde{B}_s ds.
\]

Define the random time change

\[
T^{-1}(t) = (2\alpha + 1)^{-\frac{2\alpha}{\sigma^2 + \alpha^2}} \int_0^t |\tilde{V}_s|^{-\frac{2\alpha}{\sigma^2 + \alpha^2}} ds.
\]
Uniqueness and blowup properties for SDEs

$T^{-1}(t)$ is a strictly increasing function and as we show in Lemma 4.2 below, $T^{-1}(t)$ is almost surely finite and continuous for all $t > 0$. Therefore, there exists a continuous, increasing functional inverse, which we call $T(t)$.

Let

$$X_t = (2\alpha + 1)^{\frac{1}{\alpha+1}} |\tilde{V}_T(t)\frac{|\tilde{V}_T(t)|}{T(t)} \text{sgn}(\tilde{V}_T(t)),$$

$$Y_t = \tilde{B}_T(t).$$

Note that the initial condition of this system is $(0,0)$ and that such a system is not constant.

It remains to verify that $(X_t, Y_t)$ solves (1.3). By the chain rule, for any $t > 0$ such that $\tilde{V}_T(t) \neq 0$,

$$\frac{d}{dt} T(t) = \frac{1}{\frac{dT}{ds}(s)|_{s=T(t)}} = (2\alpha + 1) \frac{2\alpha}{\alpha+1} |\tilde{V}_T(t)|^{\frac{2\alpha}{\alpha+1}} = |X_t|^{2\alpha}. \quad (4.3)$$

In fact, the above formula also holds when $\tilde{V}_T(t) = 0$, at which point the derivative is zero.

From this calculation, we can easily check that $Y_t$ is a martingale with quadratic variation $\langle Y \rangle_t = |X_t|^{2\alpha}$. Then we can define a Brownian motion by

$$B_t := \int_0^t |X_s|^{-\alpha} dY_s.$$

In this way,

$$Y_t = \int_0^t |X_s|^\alpha dB_s.$$

Using the chain rule, and recalling that by definition $\frac{d}{dt} \tilde{V}_t = \tilde{B}_t$, it follows that for any $t > 0$ such that $\tilde{V}_T(t) \neq 0$,

$$\frac{d}{dt} X_t = (2\alpha + 1)^{-\frac{2\alpha}{\alpha+1}} |\tilde{V}_T(t)|^{\frac{2\alpha}{\alpha+1}} \tilde{B}_T(t) \frac{d}{dt} T(t)$$

$$= (2\alpha + 1)^{-\frac{2\alpha}{\alpha+1}} |\tilde{V}_T(t)|^{\frac{2\alpha}{\alpha+1}} \tilde{B}_T(t)(2\alpha + 1)^{\frac{2\alpha}{\alpha+1}} |\tilde{V}(T(t))|^{\frac{2\alpha}{\alpha+1}}$$

$$= \tilde{B}_T(t) = Y_t.$$

We show in Lemma 4.2, that $T^{-1}$ is strictly increasing. This means that $T(t)$ is also strictly increasing. According to (4.3), this means that the set of times $\{t > 0 : \tilde{V}_T(t) = 0\}$ has Lebesgue measure zero with probability one. Consequently, we conclude that

$$dX_t = \int_0^t Y_s ds,$$

$$dY_t = \int_0^t |X_s|^\alpha dB_s.$$

The triple $(X_t, Y_t, B_t)$ is a non-constant weak solution to (1.3) with initial condition $(0,0)$.

It remains to prove the following lemma which guarantees that the time changes $T(t)$ and $T^{-1}(t)$ are continuous, increasing, and well-defined.

**Lemma 4.2.** Let $\tilde{B}_t$ be a Brownian motion and let

$$\tilde{V}_t = \int_0^t \tilde{B}_s ds$$
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For $0 < \beta < 2/3$, define

$$I_\beta(t) = I(t) := \int_0^t |\tilde{V}_s|^{-\beta} ds.$$  

With probability one, $I(t) < +\infty$ for all $t > 0$ and $t \mapsto I(t)$ is strictly increasing and continuous. \hfill \Box

Proof of Lemma 4.2. We check that for all $t > 0$ and for $0 < \beta < 2/3$,

$$E[I(t)] < \infty.$$

Note that $\tilde{V}_t$ is a normal random variable with mean 0. Next we compute its variance.

$$\text{Var}(\tilde{V}_t) = E\left[\left(\int_0^t \tilde{B}_s ds\right)^2\right] = \int_0^t \int_0^t E[\tilde{B}_r \tilde{B}_s] dr ds = 2 \int_0^t \int_0^s r dr ds = 2 \int_0^t s^2 ds = \frac{t^3}{3}.$$ \hspace{1cm} (4.4)

Now let $Z \sim N(0, 1)$ be a standard normal random variable. From (4.4), it follows that

$$\tilde{V}_t \overset{D}{=} Ct^{3/2} Z$$

and so

$$E\left[\left(\int_0^t \tilde{B}_s ds\right)^{-\beta}\right] = Ct^{-3\beta/2} E\left[|Z|^{-\beta}\right].$$

First, if $\beta < 2/3$ then

$$E\left[|Z|^{-\beta}\right] = C \int_{-\infty}^{\infty} x^{-\beta} \exp\left(-\frac{x^2}{2}\right) dx < \infty.$$

Secondly,

$$E[I(t)] = \int_0^t E\left[\int_0^r \tilde{B}_s ds\right]^{-\beta} dr = C \int_0^t r^{-3\beta/2} dr < \infty$$

provided $3\beta/2 < 1$, which is equivalent to $\beta < 2/3$.

Furthermore, we remark that because $I(t) = \int_0^t |\tilde{V}_s|^{-\beta} ds$ is an integral with a strictly positive integrand, it is continuous and strictly increasing until its blow-up time. Since we demonstrated that $EI(t) < +\infty$ for all $t > 0$, $I(t)$ does not blow up and is strictly increasing and continuous for all $t > 0$. \hfill \Box
Uniqueness and blowup properties for SDEs

5 Proof of Theorem 1.4

The proof of Theorem 1.4 contains two main ingredients. Recall that in Section 3, we showed that a solution of system (1.3) with $\alpha > 1/2$ and $(x_0, y_0) \neq (0, 0)$ can be represented as a time change of $(\tilde{V}_t, \tilde{Y}_t)$. In Proposition 5.1, we will prove that $(\tilde{V}_t, \tilde{Y}_t)$ is transient. Subsequently in Lemma 5.3, we will show that the inverse time change $T^{-1}(t)$ in (4.2) satisfies $P(\sup_{t \geq 0} T^{-1}(t) < +\infty) = 1$ when $\alpha > 1$ and $(x_0, y_0) \neq (0, 0)$. In other words, the time change $T^{-1}(t)$ changes an infinite time to a finite time almost surely, and this will complete the proof of Theorem 1.4.

Proposition 5.1. Let $\tilde{V}_t$ and $\tilde{Y}_t$ be as defined in (3.7). Then the spatial process $\{(\tilde{V}_t, \tilde{Y}_t)\}_{t \geq 0}$ is transient.

Proof. Let $0 < \delta_1 < \delta_2 < \delta_3 < 1/2$ and $0 < \delta_4 < 1/2 - \delta_3$. We define the following events

$$A_{1,n} = \left\{ |\tilde{Y}_{n^2}| \leq n^{1-\delta_3}, |\tilde{V}_{n^2}| \leq n^{2+\delta_2} \right\},$$

$$A_{2,N} = \bigcap_{n=N}^{\infty} A_{1,n},$$

$$A_{3,n} = \left\{ \sup_{n^2 \leq t \leq (n+1)^2} |\tilde{Y}_t - \tilde{Y}_{n^2}| < n^{1/2+\delta_4} \right\},$$

$$A_{4,N} = \bigcap_{n=N}^{\infty} A_{3,n},$$

$$A_{5,n} = \left\{ \sup_{n^2 \leq t \leq (n+1)^2} |\tilde{V}_t - \tilde{V}_{n^2}| < n^{2+\delta_1} \right\},$$

$$A_{6,N} = \bigcap_{n=N}^{\infty} A_{5,n}.$$

Note that $(\tilde{V}_t, \tilde{Y}_t)$ is transient on the set $A_{2,N} \cap A_{4,N} \cap A_{6,N}$. We now show that the probability of this set tends to 1 as $N \to \infty$.

Using inequality (3.8), we get

$$P(A_{1,n}^c) \leq C(n^2)^{-2} n^{3-\delta_3+\delta_2} = C n^{-1-\delta_3+\delta_2}. $$

It follows from a comparison principle that

$$P(A_{2,N}^c) \leq \sum_{n \geq N} P(A_{1,n}^c) \leq C N^{-\delta_3+\delta_2} \to 0, \quad (5.1)$$

as $N \to \infty$, since $\delta_2 < \delta_3$.

A bound of the probability of the event $A_{3,n}^c$ can be computed by time change and reflection principle:

$$P(A_{3,n}^c) = P(\sup_{n^2 \leq t \leq (n+1)^2} |\tilde{B}_t - \tilde{B}_{n^2}| \geq n^{1/2+\delta_4})$$

$$= P(\sup_{0 \leq t \leq 2n+1} |\tilde{B}_t| \geq n^{1/2+\delta_4})$$

$$= P(\sup_{0 \leq t \leq 1} |\tilde{B}_t| \geq \frac{n^{1/2+\delta_4}}{\sqrt{2n+1}}) \leq P(\sup_{0 \leq t \leq 1} |\tilde{B}_t| \geq \frac{1}{\sqrt{3}} n^{\delta_4})$$

$$\leq 4P(\tilde{B}_1 \geq \frac{1}{\sqrt{3}} n^{\delta_4}) \leq C \exp\left\{-\frac{2}{3} n^{2\delta_4}\right\}. $$
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It follows that

$$P(A_{4, N}) \leq \sum_{n \geq N} P(A_{3, n}) \to 0 \quad (5.2)$$

as $N \to \infty$.

By the law of iterated logarithm for Brownian motion (see e.g. Theorem 5.1 in [6]), there exists $N_*>0$ such that for all $n \geq N_*,$

$$\sup_{n^2 \leq t \leq (n+1)^2} |\tilde{V}_t - \tilde{V}_{n^2}| \leq (2n+1) \left( |y_0| + \sup_{n^2 \leq t \leq (n+1)^2} |\tilde{B}_t| \right) \leq n^{2+\delta_1}$$

almost surely. It follows that

$$\lim_{N \to \infty} P(A_{6, N}) = 1. \quad (5.3)$$

From (5.1)-(5.3) we get

$$\lim_{N \to \infty} P(A_{2, N} \cap A_{4, N} \cap A_{6, N}) = 1,$$

and the conclusion that $(\tilde{V}_t, \tilde{Y}_t)$ is transient follows. \hfill \Box

**Remark 5.2.** From the proof of Proposition 5.1, we can get a lower bound on the growth rate of $(\tilde{V}_t, \tilde{Y}_t)$. Since the time intervals $[n^2, (n+1)^2]$ are of lengths $2n+1$, the fluctuations of $\tilde{Y}_t$ over such intervals are of order $n^{1/2+\delta_1} << n^{1-\delta_3}$ for large values of $n$. This assertion holds because $0 < \delta_3 < 1/2$ and $0 < \delta_4 < 1/2 - \delta_3$. So the fluctuations won’t bring $\tilde{Y}_t$ to 0, if it is not already close to 0.

As for $\tilde{V}_t$, on the time intervals $[n^2, (n+1)^2]$, the fluctuations of $\tilde{V}_t$ are bounded by $n^{2+\delta_1}$. This is of smaller order than $n^{2+\delta_2}$ since $\delta_1 < \delta_2$.

Therefore, for large values of $t$, one of the two inequalities

$$|\tilde{Y}_t| \geq t^{1/2-\delta_3/2}$$

$$|\tilde{V}_t| \geq t^{1+\delta_2/2}$$

always holds a.s., where $0 < \delta_2 < \delta_3 < 1/2$.

Note that both $\tilde{V}_t$ and $\tilde{Y}_t$ are recurrent processes which return to 0 infinitely often. However, if we consider the collection of the processes $(\tilde{V}_t, \tilde{Y}_t)$, if one process takes a small value, the other will take a large value, due to the correlation between them. We will eventually have $|(\tilde{V}_t, \tilde{Y}_t)|_{t<\infty} \to \infty$ as $t \to \infty$.

**Proof of Theorem 1.4** Suppose that $\alpha > 1$ and the solution $(X_t, Y_t)$ of (1.3) started from $(x_0, y_0) \neq (0, 0)$. Let $T(t) = \int_0^t |X_s|^{2\alpha} ds$ and $h(x) = \frac{1}{2\alpha} \int_0^t |x|^{2\alpha+1} \text{sgn}(x) ds$. The time-changed process $(\tilde{V}_t, \tilde{Y}_t) = (h(X_{T^{-1}(t)}), Y_{T^{-1}(t)})$ satisfies

$$\tilde{V}_t = h(x_0) + y_0 t + \int_0^t \tilde{B}_s ds$$

$$\tilde{Y}_t = y_0 + \tilde{B}_t, \quad (5.4)$$

where $\tilde{B}_t$ is a standard one-dimensional Brownian motion. Recall the justification of this time change considered in the proof of Theorem 1.2.

Thanks to Proposition 5.1, we have $|(\tilde{V}_t, \tilde{Y}_t)|_{t<\infty} \to \infty$ as $t \to \infty$ almost surely. If we can show that

$$P(\lim_{t \to \infty} T^{-1}(t) < \infty) = 1, \quad (5.5)$$

then blowup in finite time for $(X_t, Y_t)$ will follow. For this purpose, we state Lemma 5.3.
Lemma 5.3. Suppose \((x_0, y_0) \neq (0, 0)\). If \(2/3 < \beta < 1\), then \(\int_0^\infty |V_t|^{-\beta} dt < \infty\) almost surely.

We will prove the Lemma shortly. If we assume for now that Lemma 4 is granted, then from (4.2) and (5.4) we can derive that

\[
\lim_{t \to \infty} T^{-1}(t) = \int_0^\infty \frac{1}{|X_{T^{-1}(t)}|^{2\alpha}} dt
= \int_0^\infty \left| h(x_0) + y_0 t + \int_0^t \tilde{B}_s ds \right|^{-\frac{2\alpha}{2\alpha+1}} dt.
\]

By applying Lemma 5.3 for \(\beta = \frac{2\alpha}{2\alpha+1}\), we can conclude that (5.5) is satisfied. Recall that \(\alpha > 1\), so that \(2/3 < \beta < 1\), which satisfies the condition for Lemma 5.3. \(\square\)

For the proof of Lemma 5.3, we first require an alternative representation of the expectation \(E|X|^{-\beta}\), where \(X \sim \mathcal{N}(m, \sigma^2)\) and \(0 < \beta < 1\). We write the integral representation of a confluent hypergeometric function in Lemma 5.4. Even though this expression is already well-known, the authors couldn’t find a good reference for it (see [15] and Ch 13 of [1]). So we give a direct proof of the lemma as well.

Lemma 5.4. Let \(Z\) be a standard \(\mathcal{N}(0, 1)\) random variable and let \(m \in \mathbb{R}\) and \(\sigma^2 > 0\). Then for any \(0 < \beta < 1\),

\[
E|m + \sigma Z|^{-\beta} = \frac{(2\sigma^2)^{-\beta/2}}{\Gamma(\beta/2)} \int_0^1 e^{-\frac{u^2}{2\sigma^2}} u^{\beta/2-1} (1-u)^{-\beta/2-1/2} du.
\]

Proof. First, we prove that if \(\xi\) is a nonnegative random variable, then for any \(\alpha\) such that the integral converges

\[
E(\xi^{-\alpha}) = \frac{1}{\Gamma(\alpha)} \int_0^\infty E(e^{-\xi}) \lambda^{\alpha-1} d\lambda.
\]

By switching the order of integration and by a change of variables \(t = \lambda \xi\) we get

\[
\int_0^\infty E(e^{-\xi}) \lambda^{\alpha-1} d\lambda = E \int_0^\infty e^{-t^{\alpha-1}} \xi^{-\alpha} dt = \Gamma(\alpha) E(\xi^{-\alpha}).
\]

Second, we prove that if \(Z \sim \mathcal{N}(0, 1)\), then the Laplace transform of \(|m + \sigma Z|^2\) is for any \(\lambda > 0\),

\[
E e^{-\lambda|m + \sigma Z|^2} = \frac{e^{-\frac{\lambda m^2}{1+2\lambda \sigma^2}}}{\sqrt{1 + 2\lambda \sigma^2}}.
\]

\[
E e^{-\lambda|m + \sigma Z|^2} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\lambda m^2 - 2m\lambda \sigma x - \lambda \sigma^2 x^2 - \frac{1}{2} \sigma^2} dx
= \frac{e^{-\lambda m^2} \sqrt{2\pi \lambda \sigma^2}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{1}{2} (1+2\lambda \sigma^2) (x^2 + \frac{2m \lambda \sigma}{1+2\lambda \sigma^2} + \frac{2\lambda m^2 \sigma^2}{(1+2\lambda \sigma^2)^2})} dx
= \frac{e^{-\lambda m^2}}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{1}{2} (1+2\lambda \sigma^2) (x + \frac{2m \lambda \sigma}{1+2\lambda \sigma^2})^2} dx
= \frac{e^{-\lambda m^2}}{\sqrt{1 + 2\lambda \sigma^2}}.
\]
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Now, we are ready to prove the main result. By (5.6) and (5.7),

\[ E|m + \sigma Z|^{-\beta} = E \left( (m + \sigma Z)^2 \right)^{-\beta/2} \]
\[ = \frac{1}{\Gamma(\beta/2)} \int_0^\infty E \left( e^{-\lambda|m + \sigma Z|^2} \right) \lambda^{\beta/2 - 1} d\lambda \]
\[ = \frac{1}{\Gamma(\beta/2)} \int_0^\infty \frac{e^{-\lambda^2}}{\sqrt{1 + 2\lambda^2}} \lambda^{\beta/2 - 1} d\lambda. \]

We make the following change of variables

\[ u = \frac{2\lambda\sigma^2}{1 + 2\lambda^2}. \]

Notice that

\[ \lambda = \frac{u}{(2\sigma^2)(1 - u)} \]

and

\[ du = \frac{2\sigma^2}{(1 + 2\lambda^2)^2} d\lambda. \]

Under this change of variables we have

\[ \frac{\lambda^{\beta/2 - 1}d\lambda}{\sqrt{1 + 2\lambda^2}} = \frac{(1 + 2\lambda^2)^{3/2} \lambda^{\beta/2 + 1/2}}{2\sigma^2 \lambda^{1/2}} du \]
\[ = (2\sigma^2)^{1/2} u^{-3/2} \left( \frac{u}{2\sigma^2(1 - u)} \right)^{\beta/2 + 1/2} du \]
\[ = (2\sigma^2)^{-\beta/2} u^{\beta/2 - 1}(1 - u)^{-\beta/2 - 1/2} du. \]

Therefore, Lemma 5.4 follows.

We are now ready to prove Lemma 5.3.

*Proof of Lemma 5.3.* We show that

\[ E \int_0^\infty |\tilde{V}_t|^{-\beta} dt = \int_0^\infty E|\tilde{V}_t|^{-\beta} dt < \infty \tag{5.8} \]

for \(2/3 < \beta < 1\).

Note that from equation (4.4), \(\tilde{V}_t\) is a normal random variable with mean \(h(x_0) + y_0 t\) and variance \(t^3/3\). By Lemma 5.4, for \(t > 0\), we may write \(E|\tilde{V}_t|^{-\beta}\) as the integral representation of a confluent hypergeometric function.

\[ E|\tilde{V}_t|^{-\beta} = C_1 t^{-3/2} \int_0^1 \exp\{-C_2 u(h(x_0) + y_0 t)^2 t^{-3}\} \]
\[ \times u^{\frac{\beta}{2} - 1}(1 - u)^{-\frac{\beta}{2} - \frac{1}{2}} du \]
\[ = C_1 \int_0^1 t^{-\frac{3}{2}} \exp\{-C_2 u f(t)\} g(u) du. \]

Here, \(C_1\) and \(C_2\) are positive constants depending on \(\beta\),

\[ f(t) = (h(x_0) + y_0 t)^2 t^{-3}, \]

and

\[ g(u) = u^{\frac{\beta}{2} - 1}(1 - u)^{-\frac{\beta}{2} - \frac{1}{2}}. \]
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First, we consider the term \( \exp\{-C_2uf(t)\} \). Note that since \((x_0, y_0) \neq (0,0)\), we have

\[
\lim_{t \to 0} tf(t) > 0, \quad \lim_{t \to \infty} t^3f(t) > 0.
\]

So, it is possible to find positive constants \(C_3, \ldots, C_6\) such that

\[
\exp\{-C_2uf(t)\} \leq C_3 \exp\{-C_4ut^{-1}\} + C_5 \exp\{-C_6ut^{-3}\}
\] (5.9)

for all \(t > 0\). So, to prove (5.8), we only need to show the convergence of the integrals of the terms on the right.

Let’s first consider the first term. Without loss of generality, we may assume that \(C_3 = C_4 = 1\). Then, we show that

\[
\int_0^\infty \left( \int_{u/t}^\infty t^{-2/\beta} \exp\{-u/t\} \, du \right) g(u) \, du < \infty
\] (5.10)

is finite.

By a change of variables \(v = u/t\), we get for the integral with respect to \(t\)

\[
\int_0^\infty t^{-2/\beta} \exp\{-u/t\} \, dt = \int_0^\infty u^{1-2/\beta} \frac{1}{v^{2-2/\beta}} \exp\{-v\} \, dv
\]

\[
= u^{1-2/\beta} \int_0^\infty \frac{1}{v^{2-2/\beta}} \exp\{-v\} \, dv
\]

\[
= Cu^{1-2/\beta}
\]

for some constant \(C > 0\). Note that the integral

\[
\int_0^\infty \frac{1}{v^{2-2/\beta}} \exp\{-v\} \, dv
\]

is finite because \(2 - 3\beta/2 < 1\), which is equivalent to \(\beta > 2/3\). Now, (5.10) becomes

\[
C \int_0^1 u^{1-2/\beta} g(u) \, du = C \int_0^1 u^{-\beta} (1-u)^{-4/2-1/2} \, du.
\]

This integral is finite if and only if \(-\beta > -1\) and \(-\beta - 1/2 > -1\), which are equivalent to \(\beta < 1\).

We can apply an analogous method to the integral of the second term of (5.9) and conclude that

\[
\int_0^1 \left( \int_0^\infty t^{-2/\beta} \exp\{-u/t^3\} \, du \right) g(u) \, du < \infty
\]

if and only if \(4/7 - 1/2 \beta < 1\), and \(-\beta - 1/2 > -1\), which are equivalent to \(2/3 < \beta < 1\).

One final remark is that the interchanges of the orders of the integrals in the proof are justified by the Fubini’s theorem after proving finiteness of the integrals.

\[\square\]

References

[1] M. Abramowitz and I. A. Stegun, *Handbook of mathematical functions: with formulas, graphs, and mathematical tables*, Dover Books on Mathematics, Dover Publications, 1965. MR-1225604

[2] A. S. Cherny and H.J. Engelbert, *Singular stochastic differential equations*, Lecture Notes in Mathematics, vol. 1858, Springer Berlin Heidelberg, 2005. MR-2112227

EJP 22 (2017), paper 72.

http://www.imstat.org/ejp/
Uniqueness and blowup properties for SDEs

[3] P. L. Chow, \textit{Nonlinear stochastic wave equations: Blow-up of second moments in $L^2$-norm}, The Annals of Applied Probability \textbf{19} (2009), no. 6, 2039–2046. MR-2588238

[4] D. A. Dawson, \textit{Measure-valued Markov processes}, École d'été de probabilités de Saint-Flour, XXI-1991 (Berlin, Heidelberg, New York) (P. L. Hennequin, ed.), Lecture Notes in Mathematics, no. 1180, Springer-Verlag, 1993, pp. 1–260. MR-1242575

[5] K. Ito and H. P. Jr. McKean, \textit{Diffusion processes and their sample paths}, Springer-Verlag, Berlin, Heidelberg, New York, 1974. MR-0345224

[6] P. Mörters and Y. Peres, \textit{Brownian motion}, Cambridge Series in Statistical and Probabilistic Mathematics, Cambridge University Press, Cambridge, 2010. MR-2604525

[7] C. Mueller, \textit{Long time existence for the heat equation with a noise term}, Probab. Theory Related Fields \textbf{90} (1991), 505–518. MR-1135557

[8] C. Mueller, \textit{The critical parameter for the heat equation with a noise term to blow up in finite time}, Ann. Probab. \textbf{28} (2000), no. 4, 1735–1746. MR-1813841

[9] C. Mueller, L. Mytnik, and E. Perkins, \textit{Nonuniqueness for a parabolic spde with $\frac{3}{4} - \epsilon$ Hölder diffusion coefficients}, Ann. Probab. \textbf{42} (2014), no. 5, 2032–2112. MR-3262498

[10] C. Mueller and G. Richards, \textit{Can solutions of the one-dimensional wave equation with nonlinear multiplicative noise blow up?}, Open Prob. Math \textbf{2} (2014), 1–4.

[11] C. Mueller and R. Sowers, \textit{Blow-up for the heat equation with a noise term}, Probab. Theory Related Fields \textbf{97} (1993), 287–320. MR-1245247

[12] L. Mytnik and E. Perkins, \textit{Pathwise uniqueness for stochastic heat equations with Hölder continuous coefficients: the white noise case}, 2011, pp. 1–96. MR-2773025

[13] E. Perkins, \textit{Dawson-Watanabe superprocesses and measure-valued diffusions}, Lectures on probability theory and statistics (Saint-Flour, 1999), Lecture Notes in Math., vol. 1781, Springer, Berlin, 2002, pp. 125–324. MR-1915445

[14] L.C.G. Rogers and D. Williams, \textit{Diffusions, Markov processes, and martingales}, vol. 2: Ito Calculus, John Wiley and Sons, Chichester, New York, Brisbane, Toronto, Singapore, 1987. MR-0921238

[15] Andreas Winkelbauer, \textit{Moments and absolute moments of the normal distribution}, https://arxiv.org/pdf/1209.4348.pdf (2012).

[16] T. Yamada and S. Watanabe, \textit{On the uniqueness of solutions of stochastic differential equations}, J. Math. Kyoto Univ. \textbf{11} (1971), 155–167. MR-0278420
Advantages of publishing in EJP-ECP

- Very high standards
- Free for authors, free for readers
- Quick publication (no backlog)
- Secure publication (LOCKSS\textsuperscript{1})
- Easy interface (EJMS\textsuperscript{2})

Economical model of EJP-ECP

- Non profit, sponsored by IMS\textsuperscript{3}, BS\textsuperscript{4}, ProjectEuclid\textsuperscript{5}
- Purely electronic

Help keep the journal free and vigorous

- Donate to the IMS open access fund\textsuperscript{6} (click here to donate!)
- Submit your best articles to EJP-ECP
- Choose EJP-ECP over for-profit journals

\textsuperscript{1}LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
\textsuperscript{2}EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
\textsuperscript{3}IMS: Institute of Mathematical Statistics http://www.imstat.org/
\textsuperscript{4}BS: Bernoulli Society http://www.bernoulli-society.org/
\textsuperscript{5}Project Euclid: https://projecteuclid.org/
\textsuperscript{6}IMS Open Access Fund: http://www.imstat.org/publications/open.htm