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ABSTRACT

The Einasto profile has been successful in describing the density profiles of dark matter haloes in ΛCDM N-body simulations. It has also been able to describe multiple components in the surface brightness profiles of galaxies. However, analytically projecting it to calculate quantities under projection is challenging. In this paper, we will see the development of a highly accurate analytical approximation for the mass (or counts) enclosed in an infinitely long cylindrical column for Einasto profiles—also known as the projected mass (or counts)—using a novel methodology. We will then develop a self-consistent high-accuracy model for the surface density from the expression for the projected mass. Both models are quite accurate for a broad family of functions. With a shape parameter α varying by a factor of 100 in the range 0.05 ≲ α ≲ 5.0, with fractional errors ∼ 10⁻⁶ for α ≲ 0.4. Profiles with α ≲ 0.4 have been shown to fit the density profiles of dark matter haloes in N-body simulations as well as the luminosity profiles of the outer components of massive galaxies. Since the projected mass and the surface density are used in gravitational lensing, I will illustrate how these models facilitate (for the first time) analytical computation of several quantities of interest in lensing due to Einasto profiles. The models, however, are not limited to lensing and apply to similar quantities under projection, such as the projected luminosity, the projected (columnar) number counts and the projected density or the surface brightness.

Note: This is a pre-copyedited, author-produced PDF of an article accepted for publication in MNRAS following peer review. In the published version available here, the value of the constant c₀ is listed incorrectly in Table 1 (corrected in an Erratum and in this Arxiv version). This mistake does not affect the results in the paper for which the correct value have been used.
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1 INTRODUCTION

The Einasto profile is a 3-parameter function that is used to describe the spherically averaged 3-dimensional spatial density ρ(r) of galaxies and dark matter haloes. The function is of the form:

\[ \rho(r) = \rho_s e^{-b([r/r_s]^{\alpha} - 1)} = \rho_0 e^{-b(r/r_s)^\alpha} \] (1)

where, \( \rho_s \) is the 3D volume density at a scale-length \( r_s \), \( \rho_0 = \rho_s e^b \) is the central density with \( b = 2/\alpha \) and \( \alpha \) is the parameter defining the shape of the profile. The exponential (\( \alpha = 1 \)) and the gaussian (\( \alpha = 2 \)) functions are members of this family of functions. The function is also described using a shape-parameter \( n \) where \( n = 1/\alpha \).

Throughout this paper, we will use the form in equation (1).

This functional form, first proposed by Einasto (1965), has been used to model multiple components in the structure of spiral and elliptical galaxies Einasto & Rümmel (1970); Tenjes, Einasto & Haud (1991); Tempel & Tenjes (2006) and Dhar & Williams 2012 (hereafter DW12). It has also been successful in describing the spherically averaged 3D density profiles of dark matter haloes in N-body simulations (Navarro et al. 2004; Merritt et al. 2005, 2006). This is probably because the Einasto profile is a very good approximation to the density profile \( \rho(r) \) of DARKeXP—an equilibrium statistical mechanical theory of collisionless self-gravitational systems where \( \rho(r) \) does not have an analytical form (Hjorth & Williams 2010; Hjorth et al. 2015). This similarity with DARKeXP has been observed in N-body simulations (Williams, Hjorth & Wojtak 2010) as well as in real clusters of galaxies (Beraldo e Silva, Lima & Sodré 2013).

In imaging studies, observations are of quantities projected in the 2-dimensional (2D) plane of the sky at a projected radial distance R, such as the surface brightness \( \Sigma(R) \). Likewise, projected quantities such as the convergence \( \kappa(R) \) and the mass enclosed \( M_{2D}(R) \) in an infinitely long cylindrical column of radius R are important quantities of interest in studying the effects of gravitational lensing. All of these quantities are related to a projection of the volume density \( \rho(r) \).

Nevertheless, except for the case of \( \alpha = 2 \), analytically projecting Equation 1 and calculating \( \Sigma(R) \), \( \kappa(R) \) and \( M_{2D}(R) \) exactly is impossible (see Dhar & Williams 2010 (hereafter, DW10) and Cardone, Piedipalumbo & Tortora 2005). DW10 developed an analytical approximation for \( \Sigma(R) \) and Retana-Montenegro et al. 2012 (hereafter, RVHGBF12) used the Fox-H function to describe exact solutions for several quantities. However, save for the case of the exponential \( \alpha = 1 \) and the gaussian \( \alpha = 2 \), the solutions in RVHGBF12 cannot be computed using standard special functions. Moreover, these two profiles do not cover several systems of astrophysical interest.
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For instance, Dhar & Williams (2012) have shown that the outer (dominant) component of massive ellipticals in the Virgo Cluster are described by Einasto profiles with $0.1 \lesssim \alpha \lesssim 0.2$ and other components in those galaxies as well as all components in smaller cuspy ellipticals have profiles with $0.2 \lesssim \alpha \lesssim 1.5$. The authors note the striking similarity in the range of $\alpha$ seen in the outer components of massive ellipticals and the range seen in the N-body simulations and conjecture that the surface brightness profiles of the outer components may be reflecting the shape of the underlying dark matter halo. Gao et al. (2008) and Klypin et al. (2016) explored the evolution of dark matter haloes in N-body simulations as a function of redshift and found similar trends—$0.12 \lesssim \alpha \lesssim 0.3$ at low ($z < 1$) redshift, increasing to $0.25 \lesssim \alpha \lesssim 0.44$ at high ($z > 3$) redshift. We will therefore, hereafter, refer to $0.1 \lesssim \alpha \lesssim 2.0$ as the range of current practical interest. The results of this paper have nevertheless been tested for $0.05 \leq \alpha \leq 5.0$ to ensure stability of the solutions outside the range of current interest. As shown in Figure 1, this range covers a broad family of profile shapes as elaborated in the caption of Figure 1.

While an analytical approximation to calculate the surface density $\Sigma(R)$ for Einasto profiles has been developed in DW10, a solution for calculating the projected mass (or counts), using existing practice (discussed in section 2) has remained elusive. The lack of the latter limits our ability to use projected mass (or counts) to study Einasto profiles using observed data. For example, while studying flux ratios in the gravitationally lensed system HS 0810+2554 (Jones et al. 2019), the authors could not calculate the projected mass and the Einstein radius (due to an Einasto profile for the lens) by either using the results from RvHGBF12 or from DW10 and had to use a Sérsic equivalent profile from DW10 to calculate the Einstein radius. However, such equivalences are not accurate as DW10 notes. The goal of this paper is therefore twofold:

(i) First is to present a new method (in section 2) for calculating the projected mass (or counts) in a cylindrical column of infinite length. We will refer to this quantity as $M_{2D}(R)$;

(ii) Second is to show how this new method can be applied to develop an analytical solution for the projected mass (or counts) of Einasto profiles, and then use that expression to develop a solution for the surface density $\Sigma(R)$, as we will see in section 4.

In that light, for the rest of this paper we will use the phrase analytically integrable to imply integrable in closed form using functions in standard C++ math libraries such as the GNU Scientific Library (GSL) (Galassi et al. 2019) so that the model can be used in a broad range of computing environments. We will also use the notation of $M_{2D}(R)$ to represent any integrated volume density under projection. We will therefore refer to this quantity either as the columnar mass or the projected mass or the projected luminosity or as the columnar number counts. Likewise, $\Sigma(R)$ will refer to either a surface (or projected) mass density or the projected number density or a projected luminosity density, also known as the surface brightness.

2 A NEW METHOD FOR CALCULATING THE MASS (OR COUNTS) IN A CYLINDRICAL COLUMN $M_{2D}(R)$:

It is a common practice to calculate the mass (or counts) within an infinitely long cylindrical column of radius $R$, $M_{2D}(R)$, by integrating the projected surface density $\Sigma(R)$ over the projected radius $R$:

$$M_{2D}(R) = 2\pi \int_0^R x \Sigma(x) \, dx$$

(2)

Figure 1. Normalized Einasto profiles of the form $\rho(r) = e^{-(r/r_0)^{\alpha}}$ where $\alpha$ controls the shape of the function. Profiles with $\alpha > 1$ can be used to model systems where the density rises gradually as $r \to 0$ but falls off sharply at larger $r$, while profiles with $\alpha < 1$ apply to systems where the density rises sharply as $r \to 0$ but falls off gradually at larger $r$.

We can then relate $M_{2D}(R)$ to the intrinsic density $\rho(r)$ since $\Sigma(R)$ is related to $\rho(r)$ through the forward Abel transform of $\rho(r)$:

$$\Sigma(R) = 2 \int_0^\infty \rho(r) \, dz \quad \text{OR} \quad 2 \int_R^\infty \frac{\rho(r) \, r}{\sqrt{r^2 - R^2}} \, dr$$

(3)

where, $z = \sqrt{r^2 - R^2}$ is a coordinate along the line of sight to the observer. Refer to Figure 2 for a schematic showing $z$, $r$ and $R$. Hence, analytically computing $M_{2D}(R)$ requires computing a double integral—one over intrinsic space and one over projected space:

$$M_{2D}(R) = 4\pi \int_0^R x \left( \int_x^\infty \frac{\rho(r) \, dr}{\sqrt{1 - \left(\frac{r}{x}\right)^2}} \right) \, dx$$

(4)

Analytical computation of $M_{2D}(R)$ becomes impossible if either one of the integrals is not analytically computable. For the Einasto profile, RvHGBF12 presents an analytical description using the Fox–H function, but as of now there is no way to compute Fox–H functions. We will therefore develop an analytical approximation for $M_{2D}(R)$ inspired by a novel approach first proposed by Dhar (2012) but build the solution differently. We recall the proposal in Dhar (2012) that since the integrals of $\rho(r)$ and $\rho(r) \, r^2$ exist in the domain $0 \leq r < \infty$ for the Einasto profile, we can calculate $M_{2D}(R)$ as a sum of the intrinsic 3D mass $M_{3D}(r)$ within a sphere of intrinsic radius $r = R$ and the mass over spherical caps of base radius $R$ and surface area $A(r)$ (see schematic in Figure 2), instead of the conventional approach of equations (2) and (4). This significantly simplifies the calculation of $M_{2D}(R)$ from a double integral over two domains ($r$ and $R$) as in equation (4) to a single integral over just the intrinsic space $r$ as in:

$$M_{2D}(R) = M_{3D}(R) + 2 \int_R^\infty \rho(r) A(r) \, dr$$

(5)

where, $M_{3D}(R) = 4\pi \int_0^R r^2 \rho(r) \, dr$ is the mass enclosed in a sphere of radius $r = R$, and

$$A(r) = 2\pi r^2 \left( 1 - \sqrt{1 - \left(\frac{R}{r}\right)^2} \right)$$

(7)

is the area of a spherical cap at an intrinsic radial distance $r$ with $R$ as the radius of the base of the spherical cap (see Figure 2). Expanding
3 ACCURACY OF NUMERICAL INTEGRATIONS

In order to estimate the $\zeta$, we first construct numerically integrated profiles for $M_{2D}(R)$ for several values of $\alpha$ in the range $0.05 \leq \alpha \leq 5.00$, corresponding to an Einasto-index $n$ in the range $0.2 \leq n \leq 20.0$—a factor of 100. Since closed form analytical expressions for $\Sigma(R)$ and $M_{2D}(R)$ (using equations (3) and (2)) exist only for the case for the gaussian profile $\alpha = 2.0$ and $R = 0$ for all $\alpha$, we test the accuracy of the numerical integration routines using this case.

We observe that for all $\alpha$, Equation (3) with $R = 0$ gives us:

$$\Sigma(0) = \frac{2r_0 \rho_0}{\alpha b^{1/\alpha}} \Gamma \left( \frac{1}{\alpha} \right)$$

which when used in Equation 2 gives us

$$M_{2D}(R) = \rho_0 r_0^3 \pi^{3/2} \left( 1 - e^{-r_0^2} \right)$$

We therefore use equations (13) and (14) to test the level of accuracy of the numerical integration routines in computing $\Sigma_N$ and $M_{2D}(N)$ for the case of $\alpha = 2.0$. The fractional (or relative) errors of the numerical integrations—compared to the exact analytical expressions in equations (13) and (14)—turn out to be $\sim 10^{-15}$ for $\Sigma_N(R)$ and $\sim 10^{-13}$ for $M_{2DN}(N)$ over a large dynamic range of $R/r_s$ covering $10^{-23}$ % to 99.99 % of the total mass (Equation 19 below).

The mass enclosed within a sphere of intrinsic (3D) radius $r$ can be analytically calculated exactly (for all $\alpha$) using

$$M_{3D}(r) = 4\pi \int_0^r \rho(r') r'^2 \, dr' = 4\pi \int_0^r \rho_0 e^{-b(r'/r_s)^\alpha} r'^2 \, dr'$$

which gives us (with $b = 2/\alpha$),

$$\frac{M_{3D}(r)}{\alpha} = 4\pi \rho_0 \frac{r^3}{b^{3/\alpha}} \gamma \left( \frac{3}{\alpha}, \frac{b}{r_s} \right)$$

This gives us the total mass ($r \to \infty$) for all $\alpha$ as:

$$M_{3Dtotal} = \frac{4\pi \rho_0}{b^{3/\alpha}} \Gamma \left( \frac{3}{\alpha} \right)$$

where $\Gamma(\alpha)$ is the gamma function and $\gamma(a, x)$ is the lower-incomplete gamma function.

For $\alpha = 2.0$ (the gaussian), the above two equations become:

$$M_{3D}(r) = 2\pi \rho_0 r^3 \gamma \left( \frac{3}{2}, \frac{r^2}{r_s^2} \right), \text{ and }$$

$$M_{3Dtotal} = 2\pi \rho_0 r_s^3 \Gamma(1.5)$$

4 ANALYTICAL MODELS FOR $M_{2D}(R) \& \Sigma(R)$

Having generated several numerically integrated profiles for $\Sigma_N(R)$ and $M_{2DN}(N)$ for each $\alpha$, we need to determine—what can constitute a good enough approximation for our models for $M_{2D}(R)$? Since most profile measurement errors are of the order of a few percent, we define a much smaller level of fractional error $\sim 10^{-5}$ (or 0.001 %) to be satisfied by our models for $M_{2D}(R)$.

From section 2 we recall that, while the $\zeta$ in Equation 11 may depend on $\alpha$, our model would be simpler if we can make them independent of $\alpha$. This is not unreasonable to require for the Einasto profile since most of the $\alpha$ dependency of $M_{2D}(R)$ is already contained in the first two terms of Equation 9 which—i) are both integrable in closed form; and ii) make the largest contribution to $M_{2D}(R)$ for all
\( \alpha \). The rest of the terms like equation (11) make a small contribution in equation (9) to produce a better approximation than using just the first two terms. However, how many terms will be required can also vary with \( \alpha \). We therefore replace the \( \beta_i \) with weights \( c_i \) and check to see if we can find a fixed number of terms that will give us an accuracy of the order of \( 10^{-5} \) or better for all \( \alpha \). It turns out that if we use six terms of the type of Equation 11 in Equation 9, with the \( \beta_i \) replaced by weights \( c_i \) for those terms, then the values of \( c_i \) and \( \zeta_i \) given in Table 1 ensures that we get solutions for \( M_{2D}(R) \) at our desired level of \( \sim 10^{-5} \) (or lower) across the board for all \( \alpha \). We thus proceed to develop \( M_{2D}(R) \) by first writing Equation 9 as:

\[
M_{2D}(R) = M_{3D}(R) + 2\pi R^2 \left( \int_R^0 \rho(r)dr + \sum_{k=1}^6 c_k \int_R^{\zeta_i R} \rho(r)dr \right) \tag{20}
\]

Defining the coefficients \( c_0 = 1.0 - \sum_{k=1}^6 c_k \) and \( \zeta_0 = 1.0 \), we can rewrite the above expression as:

\[
M_{2D}(R) = M_{3D}(R) + 2\pi R^2 \left( 2 \int_R^0 \rho(r)dr + \sum_{i=0}^6 c_i \int_R^\zeta_i R \rho(r)dr \right) \tag{21}
\]

Since each term is now analytically integrable for the Einasto profile with \( \rho(r) \) as Equation 1, we get (with \( b = 2/\alpha \)):

\[
M_{2D}(R) = 4\pi p_0 r_i \left[ b^{3/\alpha} \left( \frac{R}{r_i} \right)^{\alpha} \left\{ \frac{3}{\alpha} b \left( \frac{R}{r_i} \right)^{\alpha} \frac{\alpha}{2} \left( \frac{R}{r_i} \right)^{\alpha} \left( \frac{R}{r_i} \right)^{\alpha} \right\} \right]
\]

(22)

where, \( \Gamma(a,x) \) and \( \Gamma(a,x) \) are the incomplete gamma functions.

Considering the \( c_i \) and the \( \zeta_i \) are independent of \( \alpha \) (as per the discussion above), we observe:

- (i) that we can derive a self-consistent expression for the surface density \( \Sigma(R) \) using \( \Sigma(R) = \frac{1}{2\pi R} \frac{dM_{2D}(R)}{dR} \) to get:

\[
\Sigma(R) = \frac{2}{\alpha} r_i \left[ \frac{b^{1/\alpha}}{2} \left( \frac{R}{r_i} \right) \sum_{i=0}^6 c_i \zeta_i \exp \left\{ -b \left( \frac{\zeta_i R}{r_i} \right)^{\alpha} \right\} \right]
\]

(23)

—this is easier to see by first taking the derivative of Equation 21.

- (ii) And, that we can estimate the \( c_i \) and the \( \zeta_i \) (assumed independent of \( \alpha \)) by fitting our model (Equation 23) to \( \Sigma(R) \) for \( \alpha = 2 \)—the only \( \alpha \) for which an exact analytical solution exists (Equation 13). It turns out that the parameters so estimated (Table 1), using a non-linear least squares Levenberg–Marquardt method, yield errors \( \sim 10^{-5} \) for both \( \Sigma(R) \) and \( M_{2D}(R) \) (Table 2, Figs. 3-8) for profiles of practical interest (\( \alpha \lesssim 2.0 \)); and errors of \( \sim 10^{-6} \) for \( \alpha \lesssim 0.4 \) which have been found to describe the density profiles of dark matter haloes in N-body simulations as well as the outer (most-dominant) component of massive ellipticals (section 1).

As a cross-check, we observe that Equation 22 for \( M_{2D}(R) \rightarrow \Sigma(R) \) (for the total mass (counts) as \( R \rightarrow \infty \) and Equation 23 for \( \Sigma(R) \rightarrow \Sigma(R) \) (for the projected central density as \( R \rightarrow 0 \)). Further, the models under projection for \( M_{2D}(R) \) and for \( \Sigma(R) \)

---

1 Note the summation is now from 0 to 6 which helps simplify Equation 22.

---

**Table 1. Coefficients \( c_i \) and \( \zeta_i \) for \( M_{2D}(R) \& \Sigma(R) \)**

| \( i \) | \( c_i \) | \( \zeta_i \) |
|---|---|---|
| 0 | 0.2955884256 | 1.0 |
| 1 | 0.374929178 | 1.0618695277 |
| 2 | 0.191226623 | 1.2949052775 |
| 3 | 0.0914083 | 1.848732123 |
| 4 | 0.0352298967 | 3.180027854 |
| 5 | 0.0099021431 | 6.78774063 |
| 6 | 0.0017193943 | 21.2555914 |

Note: The correct value of \( c_0 \) is listed in this table. The published paper had an incorrect value corrected in an erratum to the paper.

---

**Table 2. RMS of Relative Error for some values of \( \alpha \)**

| \( \alpha \) | Relative Error for \( M_{2D}(R) \) | Relative Error for \( \Sigma(R) \) | Radial Extent (in \( R/r_s \)) for 99.5% of total mass |
|---|---|---|---|
| 0.05 | 2.9 \times 10^{-6} | 3.0 \times 10^{-6} | 1,830,000 |
| 0.10 | 4.4 \times 10^{-6} | 4.2 \times 10^{-6} | 4,150 |
| 0.20 | 6.7 \times 10^{-6} | 6.7 \times 10^{-6} | 140 |
| 0.50 | 1.0 \times 10^{-5} | 1.0 \times 10^{-5} | 12.5 |
| 1.00 | 1.3 \times 10^{-5} | 1.4 \times 10^{-5} | 4.64 (the exponential) |
| 2.00 | 1.8 \times 10^{-5} | 3.6 \times 10^{-5} | 2.53 (the gaussian) |
| 3.00 | 3.0 \times 10^{-5} | 1.1 \times 10^{-4} | 2.00 |
| 5.00 | 7.4 \times 10^{-5} | 4.9 \times 10^{-4} | 1.60 |

Note: Column 2 and Column 3 list the RMS of relative errors over a column (domain 4) encompassing \( \sim 10^{-10} \) to 99.5% (12 orders of magnitude) of the intrinsic total mass (or counts) \( M_{2D} \) (Equation 17). The horizontal lines demarcate the domain of practical interest 0.1 \( \lesssim \alpha \lesssim 2.0 \) described in section 1. While the RMS errors for only some values of \( \alpha \) are shown, this level of accuracy is maintained for all \( \alpha \lesssim 5 \).

are in terms of the same three parameters describing the intrinsic volume density \( (\rho_0, r_s, \alpha) \) thereby giving us an insight into the 3D spatial density from the 2D models. Additionally, both models are specified in terms of exponential and gamma functions which are readily available in a wide range of computing platforms.

### 5 SUMMARY & DISCUSSION

In this paper, we have introduced a novel methodology (section 2) for developing an analytical approximation (Equation 22) for the projected mass (or counts), \( M_{2D}(R) \), for a family of Einasto profiles with a shape parameter 0.05 \( \lesssim \alpha \lesssim 5.0 \) (or Einasto index 0.2 \( \lesssim n \lesssim 20.0 \)—a factor of 100. We have also seen (in section 4) how the expression for \( M_{2D}(R) \) can be used to develop an analytical approximation for the projected (surface) density \( \Sigma(R) \) (Equation 23). Both models are highly accurate for all \( \alpha \) with fractional errors of \( \sim 10^{-6} \) especially for \( \alpha \lesssim 0.4 \). This domain of \( \alpha \) have been found to describe—i) the outer components of massive ellipticals that are believed to be dark matter dominated; and ii) the dark matter haloes in \( \Lambda \)CDM N-body simulations as described in section 1. It is worth noting that while DW10 have provided a fairly good \( (\sim 10^{-3}) \) approximation for \( \Sigma(R) \), the result herein provides a significant reduction in the error in \( \Sigma(R) \)—by two to three orders of magnitude. To illustrate, we show one example in Figure 9 for the case of \( \alpha = 0.2 \) \( (n = 5.0) \), which is closest to the NO4 model, where we can see that although the model in DW10 is quite good, the model in this paper Equation 23 is significantly better (with errors indistinguishable from zero); refer to DW10 for errors for other \( \alpha \).
The solutions presented in this paper for $M_{2D}(R)$ and for $\Sigma(R)$ (Equation 22 and Equation 23) have broad applicability:

(i) For instance, when taken as the projected mass, Equation 22 can be used to calculate several quantities due to gravitational lensing by circularly symmetric lenses characterized by Einasto profiles. This is because quantities such as the deflection angle $\alpha_E(R)$ and the mean convergence $\kappa_E$ depend on $M_{2D}(R)$ through:

$$\alpha_E(R) = \frac{4G M_{2D}(R)}{c^2 R}, \text{ and}$$

$$\kappa_E(R) = \frac{M_{2D}(R)}{\Sigma_{cr} \pi R^2}$$

(ii) The approximation retains excellent accuracy over 14 orders of magnitude in $R/r_s$ and over 15 orders of magnitude in $M_{2D}(R)$. Figures 3–5 are normalized with respect to the total mass (or counts) $M_{2D,\text{total}}$ (equation 17) and Figures 6–8 are normalized with respect to the central surface density $\Sigma_0$ (equation 12). The error panels show the relative error between the models derived in this paper and the numerically integrated values. The high accuracy of the approximation in these figures, over the entire radial extent, is more apparent when we compare them with profile measurement errors in observations and simulations which are typically $\sim 1 - 10\%$.

Figure 3. Normalized Projected (Columnar) Mass (or counts) $M_{2D}(R)$ for an Einasto profile with $\alpha = 0.05$ covering up to 99.5% of the total mass (counts). The spatial extent covers 99.5% of total counts. Refer to caption of Figure 3 for details on normalization and error panel.

Figure 4. Analytical models of normalized $M_{2D}(R)$ for Einasto profiles with $\alpha = 0.10$ (solid) and with $\alpha = 0.2$ (dashed), the latter scaled up by a factor of 100. Both profiles extend up to 99.5% of total counts. Refer to caption of Figure 3 for normalization and error panel.

Figure 5. Analytical model of normalized $M_{2D}(R)$ for an Einasto profile with $\alpha = 2.00$ (The Gaussian function)—the only case for which an exact analytical solution exists. The spatial extent covers 99.5% of total counts. Refer to caption of Figure 3 for details on normalization and error panel.

Figure 6. Normalized $\Sigma(R)$ for an Einasto profile with $\alpha = 0.05$. The high accuracy of the model spans 16 orders of magnitude in $R$ and 14 orders or magnitude in $R/r_s$—a spatial extent covering 99.5% of total counts. Refer to caption of Figure 3 for details on normalization and error panel.

where, $\Sigma_{cr}$ is the critical surface mass density for lensing.

This allows us to determine the location of the tangential critical curve (from $\kappa_E = 1$) and the Einstein radius ($R_E$) for Einasto profiles by solving:

$$M_{2D}(R_E) = \Sigma_{cr} \pi R_E^2$$

(26)

We can also use the analytical approximation for $\Sigma_E(R)$ (Equation 23) to calculate the convergence for Einasto profiles from $\kappa_E = \Sigma_E(R)/\Sigma_{cr}$ and along with the expression for $\kappa_E$ (equation (25)), we can now calculate other quantities of interest in gravitational lensing due to a lens with an Einasto profile—such as, the shear ($\gamma_E$), the magnification ($\mu_E$) and the distortion ($q_E$) of lensed images of a circular source—using the relationships in Miralda-Escude (1991):

$$\gamma_E = \kappa_E - \kappa_E$$

(28)

$$\mu_E = \left[ (1 - \kappa_E)^2 - (\kappa_E - \kappa_E)^2 \right]^{-1}, \text{ and}$$

(29)

$$q_E = \left( 1 - \kappa_E \right) \left[ 1 - 2 \kappa_E + \kappa_E \right]^{-1}$$

(30)
Figure 7. Analytical models of normalized $\Sigma(R)$ for Einasto profiles with $\alpha = 0.10$ (solid) and with $\alpha = 0.2$ (dashed), the former scaled up by a factor of 100. The spatial extent covers 99.5% of total counts. Refer to caption of Figure 3 for details on normalization and error panel.

Figure 8. Analytical model of normalized $\Sigma(R)$ for an Einasto profile with $\alpha = 2.00$ (The Gaussian function)—the only case for which an exact analytical solution exists. The spatial extent covers 99.5% of total counts. Refer to caption of Figure 3 for details on normalization and error panel.

Figure 9. A comparison of the relative error, with respect to the numerically integrated values, between the models for $\Sigma(R)$ presented in DW10 (solid) and in this paper (dashed) Equation 23 for the case of $\alpha = 0.2, n = 5.0$.

respectively. And the location of the radial critical curve from
\begin{equation}
1 - 2\kappa_E + \overline{\kappa}_E = 0 \tag{31}
\end{equation}

The above discussion highlights the significance of Equation 22 and Equation 23 for $Md/R(R)$ and $\Sigma(R)$—that they allow us to analytically calculate several quantities in gravitational lensing (due to lenses characterized by an Einasto profile), and in terms of functions in standard math libraries which has not been possible until now. To do this, when $\rho(r)$ is taken as a luminosity density or a number density, Equation 22 allows us to easily calculate the projected luminosity and the column number counts, while Equation 23 allows us to calculate the surface brightness. It is worth noting that both expressions are in terms of the same three parameters ($\rho_0$, $r_s$ and $\alpha$) defining the intrinsic volume density thereby giving us an insight into the 3D density distribution. It is instructive to note that this new methodology of first developing an expression for the projected mass (as in section 2) and then calculating the projected surface density $\Sigma(R)$ (as in section 4), can be applied to other profiles so long as the integrals of both $\rho(r)$ and $r^2\rho(r)$ are bounded and can be calculated analytically—that is, for profiles with finite total mass (or counts).
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