Eigenstate capacity and Page curve in fermionic Gaussian states
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Capacity of entanglement (CoE), an information-theoretic measure of entanglement, defined as the variance of modular Hamiltonian, is known to capture the deviation from the maximal entanglement. We derive an exact expression for the average eigenstate CoE in fermionic Gaussian states as a finite series, valid for arbitrary bi-partition of the total system. Further, we consider the complex SYK₂ model in the thermodynamic limit and we obtain a closed-form expression of average CoE. In this limit, the variance of the average CoE becomes independent of the system size. Moreover, when the subsystem size is half of the total system, the leading volume-law coefficient approaches a value of \( \pi^2/8 - 1 \). We identify this as a distinguishing feature between integrable and quantum-chaotic systems. We confirm our analytical results by numerical computations.

INTRODUCTION

Ranging from critical phenomena [1] to the black hole information problem [2], the notion of entanglement is ubiquitous. For example, in the latter case, one typically considers the time evolution of the entanglement entropy (EE) between the outgoing Hawking quanta and the interior of the black hole, which follows the Page curve [3]. It is known that the implications and appearance of the Page curve are far more general; it holds for bi-partition of any quantum system. In particular, Page showed [4] (see [5–7] for the proof) that, for a random pure state in the thermodynamic limit, a subsystem has nearly maximal entropy.

Recently, similar considerations are explored for the fermionic Gaussian states [8], where an exact expression for the average EE is obtained. In the thermodynamic limit, the average EE appears to be a function of the subsystem fraction. It contrasts with general quantum-chaotic Hamiltonians, where to the leading order, the average EE is independent of the subsystem fraction [3].

As a consequence, along with many other recent observations [11, 34], it has been argued that the leading volume-law coefficient of the average EE can distinguish integrable and chaotic systems [39]. One question naturally arises - is there any other entanglement measure whose properties are different from EE and Rényi entropies (RE) but can still differentiate between integrable and quantum-chaotic systems?

In this paper, we address this question and find an affirmative answer. We consider a different entanglement measure, the capacity of entanglement (CoE) [37, 38], first considered in the Kitaev model to describe topologically ordered states [41] and to understand the thermodynamic properties of the entanglement spectrum [41]. Very recently, it has received considerable attention, for example, in local operator excitations [42], random pure states [43], and in the context of holography and black hole information problem, where it is shown to capture partially entangled states in replica wormhole geometry [44, 45]. While the EE is the expectation value of the modular Hamiltonian \( K_A = -\log \rho_A \), the CoE is defined as the variance of \( K_A \), namely [38, 42]

\[
C_A = \langle K_A^2 \rangle - \langle K_A \rangle^2 = \lim_{n\to 1} n^2 \partial_n^{2} \ln \text{Tr} \rho_A^n. \tag{1}
\]

Here \( \rho_A \) is the reduced density matrix of the subsystem \( A \), and \( n \) is the Rényi index. The second equality comes from the replica method and is useful for holographic computations [37]. It has been shown that in the case of operator excitations, the departure from the maximally entangled state can be captured by its CoE, which can be interpreted as entanglement between quasi-particles [42].

This motivates us to consider the CoE in fermionic Gaussian states, with a broader motivation to see how far it can be used as a tool to characterize integrable and chaotic systems. In this paper, we derive an exact expression for the average eigenstate CoE for arbitrary bi-partition of the full system as a finite series. We show that the average CoE follows the volume-law, and the thermodynamic limit is approached from below, contrary to the behaviour of the average EE found in [8]. The behaviour of the average CoE (density) also differs from that of the average EE (density) in small subsystem size. It is convex with respect to the subsystem fraction \( f \) and vanishes in the limit \( f \to 0 \). The justification is that as one approaches the limit of the vanishingly small subsystem, the average CoE also vanishes due to maximal entanglement.

In this context, we study the complex SYK₂ model both analytically and numerically in the thermodynamic limit, and we derive an analytic expression for the average CoE in a closed-form expression. Moreover, in this limit, the variance of the average CoE becomes independent of the system size. When the subsystem size is half of the
full system, the leading volume-law coefficient approaches a value of $\pi^2/8 - 1$. We recognize this as a distinguishing feature between integrable and quantum-chaotic systems.

CAPACITY FOR FERMIONIC GAUSSIAN STATES

In this section, we calculate the average eigenstate CoE in fermionic Gaussian states. Since Gaussian states lie in the sub-manifold of pure states and are related by Bogoliubov transformation $W \in O(2N)$, the average CoE is defined as

$$\langle C_A \rangle_G = \int_{W \in O(2N)} dW \, C_A(|J_W|),$$  \hspace{1cm} (2)

where the integration is over all Gaussian states $|J_W\rangle$. Following [8], one can use the complex structure of $J$, and compute $C_A(|J_W|) = \sum_{i=1}^{V_A} c(x_i)$, where $V_A$ is the subsystem size. From [14], we obtain the expression for $c(x_i)$ as

$$c(x_i) = \frac{1}{4} (1 - x_i^2) \left[ \ln \left( \frac{1 + x_i}{1 - x_i} \right) \right]^2.$$  \hspace{1cm} (3)

The average CoE is calculated as $\langle C_A \rangle_G = V_A \int_0^1 dx \, c(x) \rho(|x|) = \frac{V_A}{\Delta} \lim_{\epsilon \to 0} \partial^2 I$, where we have considered the integral with parameter $\epsilon$

$$I = \frac{1}{8} \int_{-1}^{1} dx \left( (1 - x^2)^2 \right) \left( \frac{1 + x}{1 - x} \right)^\epsilon \rho(|x|),$$  \hspace{1cm} (4)

and the density function is given by the distribution [15].

$$\rho(|x|) = \frac{(1 - x^2)^\Delta}{\Delta} \sum_{k=0}^{V_A-1} \frac{|P_{2k}^\Delta(|x|)|^2}{c_k}.$$  \hspace{1cm} (5)

Here $P_{2k}^\Delta(|x|)$ is the Jacobi polynomial and $\Delta = V - 2V_A \geq 0$, where $V$ is the size of the full system. The coefficients $c_k$ are given by $c_k = 2^{2\Delta}(2k + \Delta)!^2/(2k!(2k + 2\Delta)!(4k + 2\Delta + 1))$. The integral [16] can be evaluated as a finite series, by using a series representation of Jacobi polynomials. After some simplifications (see Appendix A), we arrive at the following expression for the average CoE

$$\langle C_A \rangle_G = \sum_{j=0}^{V_A-1} \frac{(2\Delta + 4j + 1)\Gamma(\Delta + 2)}{\Delta \Gamma(2j + 1)\Gamma(2j + 2\Delta + 1)} \times \frac{2j}{m,k=0} G_1(k) G_1(m) G_2(k + m).$$  \hspace{1cm} (6)

1 Fermionic Gaussian states also play an important role in various other information-theoretic quantities like circuit complexity. See [12, 17] and the references therein.

FIG. 1. Page curve of the average CoE in fermionic Gaussian states. The plots are obtained using the expression [8] for $V = 30$ (blue) and $V = 10$ (red) respectively. The continuous curve (green) is in the thermodynamic limit.

where the functions $G_1(p)$ and $G_2(q)$ are given by

$$G_1(p) = (-1)^p \frac{(2j)!}{p \Gamma(2j + p + 2\Delta + 1)},$$

$$G_2(q) = \frac{\Gamma(q + \Delta + 2)}{\Gamma(q + 2\Delta + 4)} \left( |\Psi(q + \Delta + 2) - \Psi(\Delta + 2)|^2 + \Psi_1(q + \Delta + 2) + \Psi_1(\Delta + 2) \right).$$  \hspace{1cm} (7)

Here $\Psi(z)$ and $\Psi_1(z)$ are the digamma and trigamma functions respectively. Note that, the expression [8] is a general result which holds for arbitrary bi-partition of the full system. It is difficult to visualize what happens at the thermodynamic limit. However, we can directly consider the thermodynamic limit of the ensemble [8], and obtain the expression of CoE in this limit. We will derive this result in later part of the paper.

For finite $V$ and $V_A$, the behaviour of the average CoE with respect to subsystem size is shown in Fig[11]. We refer it as the “Page curve” for the average CoE. The dotted points are obtained using [11], while the continuous curve is the exact expression in the thermodynamic limit, given by [12]. For small $f = V_A/V$, the average CoE is a convex function of $f$, as seen from Fig[11]. We also note that the thermodynamic limit is obtained from below. These two properties are in sharp contrast to that of the average EE as found in [8].

In Fig[2] (a), we have shown the deviation of the average CoE for a finite system size from its thermodynamic limit. The intercepts of linear-fit satisfy $|a_1| \leq 10^{-4}$, which implies that the deviation becomes small as we approach the thermodynamic limit.
finite subsystem fraction, the thermodynamic limit (Eq.(13)). The plots are done for finite subsystem fraction, \( f = 1/5 \) (red), \( 2/5 \) (purple) and \( 1/2 \) (orange) respectively. For all cases, the intercepts \( (a_1) \) satisfy \( |a_1| \leq 10^{-4} \). (b) The standard deviation of the average CoE times the volume with respect to the full volume.

**CALCULATION OF VARIANCE**

To see whether the average CoE is also typical, it is instructive to calculate the variance. The variance is defined as

\[
(\Delta C_A)^2_G = \int_0^1 dx c(x) K_{x,x} - \int_0^1 dx x c(x_1) c(x_2) K_{x_1,x_2},
\]

where the kernel \( K_{x_1,x_2} \) is given by \( K_{x_1,x_2} = \sum_{j=0}^{2V-1} \theta_j(x_1) \theta_j(x_2) \). The motivation is to take the thermodynamic limit \( V \to \infty \), and see the dependence of the variance or the standard deviation on \( V \). The result is shown in Fig 2 (b). Here we have plotted the standard deviation times the total volume with respect to the total volume for two different values of subsystem fraction, namely, \( f = 1/2 \) (purple) and \( f = 1/4 \) (orange). Using the linear-fit, we see that the graph is a straight line with slope \( \approx 0.7697 \) (purple) and \( \approx 0.3820 \) (orange) for \( f = 1/2 \) and \( f = 1/4 \) respectively. This suggests that as we increase \( V \) (thus approaching the thermodynamic limit), the standard deviation \( \langle \Delta C_A \rangle_G \) will not change, implying that the deviation approaches a constant value which depends on \( f \) but is independent of the full system size. This leads us to conjecture that

\[
\lim_{V \to \infty} \langle \Delta C_A \rangle_G = g(f),
\]

holds for all \( f \leq 1/2 \), where \( g(f) \) is some continuous function of \( f \) but is independent of \( V \). This behaviour is similar to case of EE \([3, 28]\) and significantly departs from Page’s result, where the variance exponentially vanishes at the thermodynamic limit.

**THERMODYNAMIC LIMIT AND THE COMPLEX SYK\(_2\) MODEL**

To obtain the behaviour of CoE in the the thermodynamic limit, we study the average eigenstate CoE in the complex SYK\(_2\) model \([30]\), an well-known integrable system. SYK model is a \((0 + 1)\)-dimensional quantum mechanical model of fermions, with all-to-all interactions, with random couplings. It is well-known that SYK\(_2\) is integrable whereas SYK\(_q\) is non-integrable for \( q > 2 \). In recent years, it has emerged as an active research area both from the many-body perspective as well as from the gravity side \([48–52]\). See \([53–55, 57–60]\) for recent advancements.

Here we consider the complex SYK\(_2\) model in Dirac formulation. We show that the results we have obtained in previous sections hold for the complex SYK\(_2\) model in the thermodynamic limit. The system is given by the following Hamiltonian \([20, 30]\):

\[
\mathcal{H} = \sum_{j,k=1}^{V} M_{jk} \hat{c}_j^\dagger \hat{c}_k, \tag{9}
\]

where the Hermitian matrix \( M \) is constructed from a Gaussian unitary ensemble (GUE). The elements of \( M \) are such that entries \( M_{ij} \) are complex, whose real and imaginary parts are independent and identically distributed with zero mean and variance \( 1/V \), whereas \( M_{i=j} \), are identically distributed, real entries, with zero mean and variance \( 2/V \). The operators \( \hat{c}_i^\dagger \) and \( \hat{c}_j \) are the fermionic creation and annihilation operators at lattice-site \( i \) and \( j \) respectively. The Hamiltonian \([9]\) does not exhibit chaos in the many-body sense, but it is chaotic in the single-body sense \([30]\). As observed in \([20]\), for this model, the single-body correlation matrix can be obtained by considering the distribution of Jacobi ensemble, which further can be used to calculate entanglement measures. We follow the approach outlined in \([20, 30]\). First, we write the capacity for a single many-body eigenstate \( |m\rangle \) of the form \([42]\)

\[
C_A^{(m)} = \sum_{i=1}^{V_A} u_i (1 - u_i) \left[ \ln \left( \frac{1 - u_i}{u_i} \right) \right]^2, \tag{10}
\]

where we have restricted to the subsystem \( A \), and \( u_i \)'s are the eigenvalues obtained from the single-body correlation

---

\(2\) In this work, we consider SYK\(_2\) Hamiltonian in Dirac formulation. However, one could consider the Majorana formulation. We expect the results do not differ due to particle-hole symmetry \([24, 25]\).
matrix. From the distribution of $\beta = 2$-Jacobi ensemble and taking the thermodynamic limit, we get \[G_f(u) = \frac{1}{2\pi f} \sqrt{u(1-u) + f(1-f) - \frac{4}{u(1-u)}} \] \[\text{where } u_\pm = \frac{1}{2} \pm \sqrt{f(1-f)}, \text{and the half-filling condition is imposed. It should be noted that the distribution (11) can be obtained by taking the thermodynamic limit of } \] \[\text{This allows us to study the behaviour of average CoE in the thermodynamic limit, which can be obtained as } \langle C_A \rangle = \int du G_f(u)C_A(u) \text{ with the limits } u \in [u_-, u_+]. \text{Note that the distribution (11) vanishes outside this interval. Changing } u = (\xi + 1)/2, \text{we get the average CoE} \]

\[\langle C_A \rangle = \frac{V_A}{4\pi f} \int_{\xi_-}^{\xi_+} d\xi \left[ \ln \left( \frac{1-\xi}{1+\xi} \right)^2 \sqrt{f(1-f) - \frac{\xi^2}{4}} \right]. \tag{12}\]

where $\xi_\pm = \pm 2\sqrt{f(1-f)}$ and this expression is valid for $f < 1/2$. For $f > 1/2$, we replace $V_A \to (V - V_A)$ and $f \to (1-f)$. The above integration can be evaluated exactly in a closed-form for all values of $f$. First, we write the expression (12) in a series form (see Appendix B for the derivation)

\[\langle C_A \rangle = \frac{4V_A}{\sqrt{\pi}} f(1-f)^2 \sum_{k=0}^{\infty} \frac{4^k \Gamma(k+3/2)}{(k+1)\Gamma(k+3)} \frac{H_k}{f^k(1-f)^k}, \tag{13}\]

where $H_k$ is defined as $H_k = H_{2k+2} - \frac{1}{2}H_{k+1}$, and $H_m$ is the $m^{th}$ Harmonic number. The above series is valid for $f \leq 1/2$, whereas for $f > 1/2$, one needs to substitute $f \to (1-f)$. At $f = 1/2$ we can evaluate the sum explicitly, which gives $\langle C_A \rangle = (\pi^2/8 - 1)V_A$.

It is interesting to note the behaviour of leading volume-law coefficient in Eq.(13). We define the coefficient as

\[\lim_{V \to \infty} \frac{\langle C_A \rangle}{V_A} = c_{\text{CoE}}(f), \tag{14}\]

keeping $f = V_A/V$ fixed, and similarly for the average EE and second RE. The behaviour of each coefficient with $f$ are shown in Fig.3. Here we note two important results. For $f \to 0$, the coefficients for the average EE and second RE are $\ln 2$, which corresponds to the maximal average entropy $V_A \ln 2$. The coefficient of average CoE vanishes as $c_{\text{CoE}}(f \to 0) = 0$, which can be seen from Eq.(13). At $f = 1/2$, the average EE and second RE show maximum deviation from their maximal value, but the average CoE is not maximum at $f = 1/2$. Instead, it reaches a maximal value where the entropies are not minimal. This reflects the fact that capacity is a good probe for quantifying partial entanglement structure which was previously suggested in the context of replica wormholes.

To obtain the exact result, one needs to evaluate the infinite sum in Eq.(13). The series can be shown to be convergent (see Appendix C). Especially, we show that at small $f$, the series converges exponentially faster than at $f = 1/2$ (see Fig.3 (a)). This suggests that considering only first few terms in the series provides a good approximation to the exact result. The accuracy and precision depends on $f$, and the number of terms one needs to consider (see Appendix C).

Interestingly, the series can be written as a closed-form expression in terms of generalized hypergeometric and Kampé de Fériet (KdF) functions
\[
(C_A)_G = 4f(1 - f)^2 V_A \left\{ -\frac{\gamma}{8} \frac{3}{2} F_2 \left( \begin{array}{c} 1 & 1 \\ 2 & 3 \\ \frac{3}{2} \end{array} \right) 4f(1 - f) \right\} + \frac{(2 - \gamma)}{8} 4f(1 - f) \left\{ \frac{3}{2} \right\} F_2 \left( \begin{array}{c} 1 & 1 \\ 2 & 3 \\ \frac{3}{2} \end{array} \right) 4f(1 - f) \\
+ \frac{\gamma(3 - 4f)}{12(1 - f)^2} + \frac{1}{4} 4f(1 - f) F_2^{2:2:1} \left\{ \frac{2,3}{2,3} : 1, \frac{1}{2}, 1 \left\{ \frac{3}{2} : - \right. \right\} 4f(1 - f) \right\} \right\},
\]

(15)

FIG. 4. (a) Convergence of Eq. (13) for the leading volume-law coefficient \( f \) of the average CoE. The dotted plots are the results of \( f \) taking the first \( k \) terms. (b) Finite-size effect of the coefficient of the average CoE. The fitting has been done for \( V \geq 50 \). The intercepts \( (a_1) \) of the linear-fit satisfy \(| a_1 | \leq 10^{-5} \).

where, \( \gamma = 0.57721 \cdots \) is the Euler-Mascheroni constant, \( _3F_2 \) is the generalized hypergeometric function and \( F_2^{2:2:1} \) is the KdF function. See Appendix D for the derivation. However, we prefer to use the simpler form \( f \) here to compare with numerical results.

As an alternative justification, one can directly check the result at \( f = 1/2 \) using the replica method. Using the expression for RE \( f \) and the definition \( f \), we obtain the leading volume-law coefficient of the average CoE at \( f = 1/2 \) as

\[
c_{\text{CoE}} \bigg|_{f=\frac{1}{2}} = 4 \lim_{n \to 1} n^2 \partial_n^2 \int_0^1 dk \ln (1 + k^2) \frac{1}{1 + k^2} = \frac{\pi^2}{8} - 1,
\]

which confirms our result.

We numerically \( f = 0.0004 \) calculate the coefficients of the average CoE, EE and second RE for \( V = 100 \), with 100 Hamiltonian realizations and averaging over \( 10^5 \) many-body eigenstates. We compare the numerical results with the analytic result in Eq. (13) in the thermodynamic limit (see Fig. 4). It should be noted that the analytic result is in the thermodynamic limit, so a small deviation due to the finite-size is expected. We show the deviation due to the finite-size in Fig. 4(b) (also see Appendix E). Using the linear-fit \( (a_0/V^2 + a_1) \), we observe that the intercepts of the straight lines satisfy \(| a_1 | \leq 10^{-5} \). This implies that the finite-size effects are small and become negligible as we approach the thermodynamic limit.

Thus, we see that the behaviour of the average CoE is very different from that of the average EE and second RE. This is also apparent in the small \( f \) limit, where the entropies (density) are concave functions of \( f \), whereas the average CoE (density) is a convex function of \( f \). This can also be observed from the series expansion (13). After a small \( f \) expansion and taking the first few terms of the series, we get

\[
\frac{d^2 A(f)}{df^2} \bigg|_{f=0} > 0,
\]

where \( A(f) \equiv \langle C_A \rangle/(V \ln 2) \) i.e., the average CoE is convex at small \( f \). One can also see that \( d^2 A(f)/df^2 < 0 \) near \( f = 1/2 \), i.e., it becomes concave (see Fig. 4). This property is unique to the capacity and is absent in the entanglement or Rényi entropies.

One can also note that while the CoE and its variance are continuous functions of the subsystem fraction \( f \), they are not necessarily analytic in nature. It can be easily seen (in the thermodynamic limit) that the derivative of \( f \) has a sign discontinuity at \( f = 1/2 \). Specifically, we have the result

\[
\frac{d}{df} \langle C_A \rangle \bigg|_{f=\frac{1}{2}} = \left\{ \begin{array}{cl} -\frac{4}{\sqrt{\pi}} \sum_{k=0}^{\infty} \frac{1}{(k+1)I(k+3)} & f \to \frac{1}{2}^- \\ \frac{4}{\sqrt{\pi}} \sum_{k=0}^{\infty} \frac{1}{(k+1)I(k+3)} & f \to \frac{1}{2}^+ \end{array} \right\}
\]

Similarly, we expect infinite divergences in higher derivatives. Therefore, we do not expect the CoE or its variance to be analytic functions even for finite-size systems, although we have not explicitly demonstrated that in the general case.

It is interesting to compare the results of CoE for random pure states and the results we have obtained here. The computation of capacity of entanglement has been done very recently for random pure states (which is exactly similar in the spirit to Page's original calculation) in [43]. It is easy to check that at \( f \to 0 \), the capacity indeed vanishes for random pure states. This coincides with our result and consistent with our findings, at vanishing subsystem fraction one cannot distinguish between...
the average CoE for random pure state and Gaussian states that we have considered in this paper. This is due to the fact that at this limit, the spectra of reduced density matrices for both cases behave in similar way.

This motivates us to see whether the average eigenstate CoE, having different characteristic features as compared to the average eigenstate entropies, can distinguish between integrable and quantum-chaotic systems [17]. It has been shown that in the case of quantum-chaotic Hamiltonian, the average eigenstate EE is near to maximal and closely follows Page’s result [3, 17], which shows deviation near $f = 1/2$, only at finite temperature [20]. This suggests that capacity indeed vanishes for the quantum-chaotic systems. On the other hand, our result Eq. (15) indicates that the volume-law coefficient is non-vanishing for finite subsystem fraction. Also note at vanishing subsystem fraction, even for the integrable system, average CoE vanishes. This justifies the fact that for small subsystem size, the distinguishability between integrability and non-integrability breaks down. Hence, to see the difference, one needs to consider finite $f$, say at $f = 1/2$. This suggests that for finite subsystem size, up to the leading order, non-vanishing volume-law coefficient of average CoE might indicate that the system is integrable, whereas vanishing coefficient implies the system is quantum-chaotic. Thus, similar to the average EE, the average eigenstate CoE is an excellent probe for distinguishing between integrable and quantum-chaotic systems.

CONCLUSION AND SUMMARY

In this paper, we have studied the average eigenstate capacity of entanglement in fermionic Gaussian states and obtained explicit analytic expressions. We obtain the analytic expressions for average CoE for both finite-size systems and in the thermodynamic limit. In thermodynamic limit, we further express it in terms of generalized hypergeometric and Kampé de Fériet (KdF) functions. However, we could not find a closed-form expression of average CoE for finite-size systems. The average CoE possesses different properties as compared to the average entropies; for example, it is a convex function for small subsystem size, but it starts to become concave once the subsystem size increases. In contrast to the entropies, it proportionally depends on subsystem fraction. Moreover, based on numerical findings, we conjecture the variance of the average CoE to be a continuous function of $f$. We consider the variance numerically and it would be very interesting to find an analytic, closed-form expression of it.

We have considered the complex SYK$_2$ model, both analytically and numerically, in the thermodynamic limit. We have derived an analytic and closed-form expression of the average CoE which we have verified numerically. As observed in Fig. 3, the average CoE is not maximum at $f = 1/2$, which is attributed to the fact that the CoE is a good probe for the partial entanglement structure [38]. It will be interesting to understand the mechanism behind this behaviour in terms of entanglement. We have also shown in Fig. 3(b) that the finite-size effects are negligible as we approach the thermodynamic limit. Finally, based on above findings, we propose the average eigenstate CoE as a useful probe to distinguish between integrable and quantum-chaotic systems.

One can study the CoE for canonical thermal pure quantum (cTPQ) states [17, 23, 67, 68], which might play an important role in the context of the black hole information problem, as CoE has already been established as a good probe in identifying the Page time [44, 45]. Also, as a natural extension, it would be very exciting to investigate the CoE at finite temperature, and to see its effect on the nature of the Page curve itself. Moreover, as pointed out in [20], near $f = 1/2$ for quantum-chaotic Hamiltonians, the subleading correction to the EE is proportional to the square root of heat capacity. It would be interesting to obtain the subleading corrections to the CoE near $f = 1/2$.
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Appendix A: Derivation of Eq. (6)

In this section, we derive Eq. (6). First, we rewrite the capacity $c$ in the following form

$$c(x) = \frac{1}{4}(1 - x^2) \lim_{\epsilon \to 0} \epsilon^2 \left( \frac{1 + x}{1 - x} \right)^\epsilon.$$
To calculate the average capacity, we consider the integral (Eq. (4))

\[ I_\epsilon = \frac{1}{8} \int_{-1}^{1} dx (1 - x^2) \left( \frac{1 + x}{1 - x} \right)^\epsilon \rho(|x|), \]  

with the density function in Eq. (5) and corresponding coefficients. To perform the above integral, we consider the following series representation of Jacobi Polynomial

\[ P_n^{(\alpha, \beta)}(z) = \frac{\Gamma(\alpha + n + 1)}{\Gamma(n + 1)\Gamma(\alpha + \beta + n + 1)} \times \sum_{m=0}^{n} \binom{n}{m} \frac{\Gamma(\alpha + \beta + n + m + 1)}{\Gamma(\alpha + m + 1)} \left( \frac{z - 1}{2} \right)^m, \]

Substituting the above expression in Eq. (19) we get

\[ I_\epsilon = V_A \sum_{j=0}^{2j+1} \sum_{k, m=0}^{2j} \frac{(2\Delta + 4j + 1)(-1)^{k+m}(2j)^m}{V_A \Gamma(2j + 1)\Gamma(2j + 2\Delta + 1)\Gamma(k + \Delta + 1)\Gamma(m + \Delta + 1)V_A} \times \int_{-1}^{1} dx (x + 1)^{\Delta + \epsilon + 1}(1 - x)^{\Delta + k + m - \epsilon + 1}. \]

We use the following integral

\[ \int_{-1}^{1} dx (1 - x)^a(x + 1)^b = \frac{2^{a+b+1}\Gamma(a + 1)\Gamma(b + 1)}{\Gamma(a + b + 2)}, \]

to get

\[ I_\epsilon = V_A \sum_{j=0}^{2j+1} \sum_{k, m=0}^{2j} \frac{(-1)^{k+m}(2j)^m}{V_A \Gamma(2j + 1)\Gamma(2j + 2\Delta + 1)\Gamma(k + \Delta + 1)\Gamma(m + \Delta + 1)V_A} \times (2\Delta + 4j + 1)\Gamma(\Delta + \epsilon + 2). \]

Differentiating twice with respect to \( \epsilon \) and taking the limit \( \epsilon \to 0 \), we get Eq. (19).

**Appendix B: Derivation of Eq. (13)**

In order to derive Eq. (13), we use the following series expansion

\[ \ln \left( \frac{1 - x}{1 + x} \right) = -2 \sum_{n=0}^{\infty} \frac{x^{2n+1}}{2n + 1}, \]

valid for \(|x| \leq 1\), which one can see holds for \( \xi \). Therefore, the integral (13) becomes

\[ \langle C_A \rangle = \frac{V_A}{4\pi f} \int_{\xi_-}^{\xi_+} d\xi \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{4\xi^{2m+2n+2}}{(2m + 1)(2n + 1)} \times \sqrt{f(1 - f) - \frac{\xi^2}{4}}. \]

Transforming the summation indices \((m, n) \mapsto (k, n)\), where \( k = m + n \), we obtain the following summation

\[ \langle C_A \rangle = \frac{V_A}{4\pi f} \int_{\xi_-}^{\xi_+} d\xi \sum_{k=0}^{\infty} \sum_{n=0}^{k} \frac{4\xi^{2k+2}}{(2k - 2n + 1)(2n + 1)} \times \sqrt{f(1 - f) - \frac{\xi^2}{4}}. \]
Rearranging the above equation, we can write it as
\[
\langle C_A \rangle = \frac{V_A}{4\pi f} \sum_{k=0}^{\infty} \left( \sum_{n=0}^{k} \frac{1}{(2k-2n+1)(2n+1)} \right) \times \int_{\xi_-}^{\xi_+} \xi^2 \sqrt{f(1-f) - \frac{\xi^2}{4}}. 
\]

The summation in the parenthesis can be evaluated as follows.
\[
\sum_{n=0}^{k} \frac{1}{(2k-2n+1)(2n+1)} = \frac{1}{k+1} \sum_{n=0}^{k} \frac{1}{2n+1} = 2H_{2k+2} - H_{k+1} \quad 2k+2 = \frac{\mathcal{H}_k}{k+1},
\]

where we have used the definition \( \mathcal{H}_k \equiv H_{2k+2} - \frac{1}{2}H_{k+1} \).

Here \( H_p \) denotes the \( p \)th harmonic number. Thus, we get
\[
\langle C_A \rangle = \frac{V_A}{4\pi f} \sum_{k=0}^{\infty} \frac{4H_k}{k+1} \int_{\xi_-}^{\xi_+} d\xi \xi^{2k+2} \sqrt{f(1-f) - \frac{\xi^2}{4}}. \tag{22}
\]

Now, this integral is evaluated to get the following result
\[
\int_{\xi_-}^{\xi_+} d\xi \xi^{2k+2} \sqrt{f(1-f) - \frac{\xi^2}{4}} = \frac{2^{2k+2}(f(1-f))^{k+2}}{\Gamma(k+3)} \times \Gamma(k+3/2). \tag{23}
\]

Plugging this result in Eq. (22) gives Eq. (13).

**Appendix C: Convergence of the series \( \langle C_A \rangle \)**

In this section, we examine the convergence properties of Eq. (13). The series can be shown to be convergent by using the Ratio test. From Eq. (13), we have the \( n \)th term of the series Eq. (13)
\[
a_n = \frac{4^n f^n (1-f)^n \left( H_{2n+2} - \frac{1}{2}H_{n+1} \right) \Gamma(n+3/2)}{(n+1)\Gamma(n+3)}.
\]

We consider the following limit
\[
L = \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = 4f(1-f). \tag{24}
\]

Hence, we have \( L < 1 \) for \( f < 1/2 \), and the series is convergent. For \( f = 1/2 \), we have \( L = 1 \), and thus the test is inconclusive. Therefore, we use Raabe’s test to check for the convergence. We consider the following
\[
L = \lim_{n \to \infty} n \left( \frac{a_n}{a_{n+1}} - 1 \right) = \frac{5}{2}. \tag{25}
\]

Since \( L > 1 \), we conclude that the series converges at \( f = 1/2 \), via Raabe’s test.

It is also interesting to look at the convergence rate of the series at \( f = 1/2 \) and for \( f < 1/2 \). To do this, we note the ratio of the \( n \)th term of the series for \( f < 1/2 \) and at \( f = 1/2 \), which is given by
\[
R = \frac{a_n|_{f<1/2}}{a_n|_{f=1/2}} = 4^nf^n(1-f)^n. \tag{26}
\]

By comparing the \( n \)th term of the series in the above two cases, we see that for \( f < 1/2 \), the terms are suppressed exponentially in comparison to the terms at \( f = 1/2 \). Hence, the series converges exponentially faster for \( f < 1/2 \) than at \( f = 1/2 \) (see Fig.4 (a)). This can be further seen by the observation that, up to a required accuracy, the evaluation of the series for \( f < 1/2 \) takes significantly less number of terms to get the desired result as compared \( f = 1/2 \). As an example, for \( f = 1/3 \), evaluating 60 terms in the series gives a result that matches up to 6 significant digits with the result from numerical integration of Eq. (12). On the other hand, for \( f = 1/2 \), the evaluation of the first 1000 terms give a result which matches only up to 3 significant digits with numerical integration result. Hence, for small \( f \), the sum \( \langle C_A \rangle \) is equally good as compared with the exact result.

**Appendix D: Closed form of Eq. (13)**

Here we render Eq. (13) in a closed-form expression. From Eq. (13), we consider the sum
\[
S = \sum_{k=0}^{\infty} \frac{4^k \Gamma(k+3/2) \mathcal{H}_k}{(k+1)\Gamma(k+3)} f^k(1-f)^k, \tag{27}
\]

where \( \mathcal{H}_k \equiv H_{2k+2} - \frac{1}{2}H_{k+1} \). We note the following identities for the digamma function
\[
\Psi(z+1) = \Psi(z) + \frac{1}{z},
\]
\[
2 \Psi(2z) = 2 \ln 2 + \Psi(z) + \Psi(z + \frac{1}{2}),
\]

where the first one is the recurrence relation and the second is the Legendre duplication formula for digamma functions. Using the relations above we can write
\[
\mathcal{H}_k = \frac{1}{2} \Psi(z + \frac{1}{2}) + \ln 2 + \frac{2\gamma k + \gamma + 2}{4k + 2}, \tag{28}
\]
We get the following
\[ S = \sum_{k=0}^{\infty} \frac{4^k \Gamma(k + \frac{3}{2})}{(k + 1) \Gamma(k + 3)} \left( \frac{1}{2} \Psi(k + \frac{1}{2}) + \ln 2 + \frac{2 \gamma + \Psi^2(k + \frac{1}{2})}{4k+2} \right). \]  
(28)

Of the three terms in the above summation the second and the third can be evaluated using MATHEMATICA. We get the following
\[ \sum_{k=0}^{\infty} \frac{4^k \Gamma(k + \frac{3}{2})}{(k + 1) \Gamma(k + 3)} f_k(1 - f)^k = \frac{\ln 2}{4} \]
\[ \times f^k(1 - f)^k. \]
and
\[ \sum_{k=0}^{\infty} \frac{4^k \Gamma(k + \frac{3}{2})}{(k + 1) \Gamma(k + 3)} \left( \frac{2 \gamma + \Psi^2(k + \frac{1}{2})}{4k+2} \right) f_k(1 - f)^k = \frac{\gamma(6 - 8f)}{24(f - 1)^2} \]
\[ + \frac{(2 - \gamma)}{8} \quad 3F_2 \left( \begin{array}{c} 1 \ 1 \ \frac{3}{2} \\ 2 \ 3 \end{array} \right) f(1 - f) \].

The first part in Eq. (28) seems intractable at first due to the presence of \( \Psi(k + 1/2) \) function so we cannot sum it directly. To do it we use a trick similar to the Feynman's trick for integrals, but for the summation here. We notice that if the summand is only the ratio of gamma functions then the sum can be written in terms of generalized hypergeometric functions. We further note that
\[ \frac{d \Gamma(x)}{dx} = \Psi(x) \Gamma(x). \]

Denoting the sum by \( S_1 \) we can write following
\[ S_1 = \sum_{k=0}^{\infty} \frac{4^k \Gamma(k + \frac{3}{2})}{2(k + 1) \Gamma(k + 3)} f_k(1 - f)^k \frac{\partial}{\partial z} \left( \frac{\Gamma(k + z + \frac{1}{2})}{\Gamma(k + \frac{1}{2})} \right) \bigg|_{z=0}. \]
The derivative with respect to \( z \) in \( S_1 \) can be extracted out and the remaining series summation over gamma functions can be summed to give
\[ S_1 = \frac{\Psi(1/2)}{8} 3F_2 \left( \begin{array}{c} 1 \ 1 \ \frac{3}{2} \\ 2 \ 3 \end{array} \right) f(1 - f) \]
\[ + \frac{1}{8} \frac{\partial}{\partial (z+\frac{1}{2})} \left[ \Gamma \left( \frac{1}{2} \right) \right] 3F_3 \left( \begin{array}{c} 1 \ 1 \ \frac{3}{2} \ z + \frac{1}{2} \\ \frac{1}{2} \ 2 \ 3 \end{array} \right) f(1 - f) \bigg|_{z=0} \]
Using the chain rule we perform the derivative and we get the following
\[ S_1 = \frac{\Psi(1/2)}{8} 3F_2 \left( \begin{array}{c} 1 \ 1 \ \frac{3}{2} \\ 2 \ 3 \end{array} \right) f(1 - f) \]
\[ + \frac{1}{8} \frac{\partial}{\partial (z+\frac{1}{2})} \left[ \Gamma \left( \frac{1}{2} \right) \right] 3F_3 \left( \begin{array}{c} 1 \ 1 \ \frac{3}{2} \ z + \frac{1}{2} \\ \frac{1}{2} \ 2 \ 3 \end{array} \right) f(1 - f) \bigg|_{z=0} \]
where we have used the chain rule to perform the derivative. This is the same as taking the derivative of the above \( 4F_3 \) with respect to one of its parameters. The derivatives of the generalized hypergeometric function with respect to its parameters can be written in term of KdF function (Eq. (34)). Here we quote the result
\[ \frac{\partial}{\partial \alpha_4} \left[ 4F_3 \left( \begin{array}{c} a_1 \ a_2 \ a_3 \ a_4 \\ b_1 \ b_2 \ b_3 \end{array} \right) \right] = \frac{a_1 a_2 a_3}{b_1 b_2 b_3} F_{4:2:1}^{4:2:1} \left[ a_1 + 1, a_2 + 1, a_3 + 1, a_4 + 1 ; 1, a_4 ; 1 \right] x, x, (31) \]
where \( F_{4:2:1}^{4:2:1} \) is the KdF function. Using the above relation, we get
\[ S_1 = \frac{\Psi(1/2)}{8} 3F_2 \left( \begin{array}{c} 1 \ 1 \ \frac{3}{2} \\ 2 \ 3 \end{array} \right) f(1 - f) \]
\[ + \frac{1}{4} f(1 - f) F_{2:2:1}^{2:2:1} \left[ 2, \frac{5}{2} ; 1, \frac{1}{2} ; 1, 3, 4 ; \frac{3}{2} ; - \right] f(1 - f), f(1 - f) \bigg|_{\alpha_4 + 1} \bigg| x, x, (32) \]
Substituting all the results in Eq. (28), we get
\[ (C_A)_G = 4f(1 - f)^2 V_A \left[ -\frac{\gamma}{8} F_2 \left( \begin{array}{c} 1 \ 1 \ \frac{3}{2} \\ 2 \ 3 \end{array} \right) f(1 - f) \]
\[ + \frac{(2 - \gamma)}{12(1 - f)^2} \right] + \frac{\gamma(3 - 4f)}{12(1 - f)^2} + \frac{1}{4} f(1 - f) \]
\[ F_{2:2:1}^{2:2:1} \left[ 2, \frac{5}{2} ; 1, \frac{1}{2} ; 1, 3, 4 ; \frac{3}{2} ; - \right] f(1 - f), f(1 - f) \bigg|_{\alpha_4 + 1} \bigg| x, x, (33) \]

where, \( \gamma = 0.57721 \ldots \) is the Euler-Mascheroni constant, \( 3F_2 \) is the generalized hypergeometric function and \( F_{2:2:1}^{2:2:1} \)
is the KdF function (we have omitted the arguments for brevity). It should be stressed that the above expression is in the thermodynamic limit. We mention that the \( \text{}_{3}F_{2} \) functions can be further written in terms of simpler functions using MATHEMATICA command FunctionExpand, but the form given here is more compact and thus we leave them in this form.

Next, we discuss the convergence properties of the KdF function that we encountered in Eq. (33). The KdF function

\[
F_{p; q; k}^{m; n} \left[ \begin{array}{l}
(a_p) : (b_q) : (c_k) \\
(\alpha_l) : (\beta_m) : (\gamma_n)
\end{array} \right] \left[ \begin{array}{c}
x, y
\end{array} \right] = \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \prod_{j=1}^{p} (a_j)_{r+s} \prod_{j=1}^{q} (b_j)_{r+s} \prod_{j=1}^{k} (c_j)_{s} xx^* y^* \prod_{j=1}^{m} (\alpha_l)_{r+s} \prod_{j=1}^{n} (\beta_m)_{r+s} \prod_{j=1}^{n} (\gamma_n)_{s} \frac{r!}{s!}.
\]

Unlike the one variable case where the radius of convergence is straightforward to calculate, the region of convergence (ROC) determination for the two-variable case is a non-trivial task. This is achieved using Horn’s theorem. For the case of the KdF function the following standard results are obtained in Refs. 62–63.

1. If \( p + q < 1 + m + 1 \), \( p + k < l + n + 1 \), then ROC is \( |x| < \infty, |y| < \infty \).
2. If \( p + q = l + m + 1 \), \( p + k = l + n + 1 \), then the ROC is given by

\[
\left\{ \begin{array}{ll}
|x| \frac{1}{1 - f} + |y| \frac{1}{1 - f} & \text{if } p > l \\
\max\{|x|, |y|\} & \text{if } p \leq l
\end{array} \right.
\]

An important point to note is that the above convergence conditions do not tell anything about the boundary of the ROC. Also, since the KdF function has to be evaluated as a double sum, so it is imperative to check how many terms one needs to add in the series to get a precise result for a given \((x, y)\). The convergence rate for the double series of KdF is dependent on how close the point is to the boundary of the ROC. The closer the point is, the more the number of terms that are required to be added in order to get the result within a certain degree of accuracy. From Eq. 33 we get the KdF as \( \text{E}_{2,1,0}^{2,1,0} \) \( 4f(1-f), 4f(1-f) \), suppressing other arguments. We see that it satisfies the second condition in Refs. 65. Since \( p = l \), and both \( x \) and \( y \) are same for our case, the ROC of the KdF function leads to the condition

\[
\max(4f(1-f)) < 1
\]

which holds for \( f < 1/2 \). For \( f = 1/2 \), Eq. 15 is explicitly summed over, and we get \( \langle C_A \rangle = (\pi^2/8 - 1)V_A \).

Appendix E: Numerical calculation

For numerical evaluation, we use the method outlined in Refs. 28, 30, 64, 65. For the SYK2 model, we have the following quadratic Hamiltonian

\[
H = \sum_{j,k=1}^{V} M_{jk} \hat{c}_j^\dagger \hat{c}_k,
\]

The above can be diagonalized \[66\] to give the following form

\[
H = \sum_{a=1}^{V} \varepsilon_a \hat{d}_a^\dagger \hat{d}_a,
\]

where \( \varepsilon \) is the diagonal matrix. The \( m \)-body eignekets for \( H \) can be written as \[30\]

\[
|m\rangle = \prod_{\{p_i\}_m} \hat{c}_i^\dagger \ket{0}, \quad m = 1, 2, 3, \ldots, 2^V.
\]

where \( \{p_i\}_m \) denotes the \( m \)th set of occupied one particle eigenket. We then introduce the number operator \( N_p = 2(\hat{d}_a^\dagger \hat{d}_a) - 1 \) for which \( N_p \ket{m} = N_p^m \ket{m} \), \( N_p^m = 1 \) \( -1 \) for site being filled (empty). Let \( U \) be the diagonalizing matrix for \( M \), such that \( \hat{c}_i = \sum_{a=1}^{V} U_{ia} \hat{d}_a \). Then the one body correlation matrix is given by \[30\]

\[
(J_m)_{ij} = 2 \langle m | \hat{c}_i^\dagger \hat{c}_j | m \rangle + \delta_{ij} = \sum_{p=1}^{V} N_p^m \hat{U}_{ip}^* \hat{U}_{jp},
\]

where \( i, j \leq V_A \). Let \( \lambda_i; \ i = 1, 2, \ldots, V_A \) be the eigenvalues of the correlation matrix \( J_m \). Then we can write the capacity as

\[
C_m = \frac{1}{2} \sum_{i=1}^{V_A} (1 - \lambda_i^2) \left[ \log \left( \frac{1 + \lambda_i}{1 - \lambda_i} \right) \right]^2.
\]
Averaging over all eigenstates, the average CoE is then given by

\[ \mathcal{C} = \frac{1}{2^V} \sum_{m=1}^{2^V} C_m. \] (42)

We calculate the value of the average eigenstate CoE using the analytic expression Eq. (42) and numerically using Eq. (43). We take \( V = 100 \), with 100 Hamiltonian realizations and averaged over \( 10^3 \) many-body eigenstates.

The table shows the numerical value of \( \mathcal{D} \) for \( f = 1/5, 1/2 \) and \( V = 50, 60, \cdots, 140 \).

| \( f/V \) | 50    | 60    | 70    | 80    | 90    | 100   | 110   | 120   | 130   | 140   |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1/5     | 2.91 \times 10^{-5} | 1.60 \times 10^{-4} | 1.23 \times 10^{-4} | 1.18 \times 10^{-4} | 8.17 \times 10^{-5} | 5.21 \times 10^{-5} | 7.93 \times 10^{-5} | 2.76 \times 10^{-5} | 6.56 \times 10^{-6} | 4.01 \times 10^{-7} |
| 1/2     | 4.63 \times 10^{-7} | 2.89 \times 10^{-7} | 2.31 \times 10^{-7} | 1.81 \times 10^{-7} | 1.32 \times 10^{-7} | 1.38 \times 10^{-7} | 1.00 \times 10^{-7} | 6.79 \times 10^{-8} | 9.16 \times 10^{-8} | 4.24 \times 10^{-8} |

The above values are plotted against \( 1/V^2 \). We see the deficit vanishes as we increase \( V \), i.e., as we approach the thermodynamic limit. The following are obtained using linear-fit (see Fig. 4(b))

\[ \mathcal{D} = -4.98242 \times 10^{-6} + \frac{1.13837}{V^2}, \quad \text{for} \quad f = 1/2, \]
\[ \mathcal{D} = -1.07932 \times 10^{-5} + \frac{0.71396}{V^2}, \quad \text{for} \quad f = 1/5. \] (44)

This justifies the agreement between numerical and analytical results in Fig.4(b).

The numerical plots agree with the analytical result (see Fig. 4(a)). As the analytical result is valid in the thermodynamic limit, whereas the numerical results are obtained by considering finite lattice size, it is instructive to analyze the finite-size correction. For this, we calculate the following deficit

\[ \mathcal{D} \equiv \frac{|C_{\text{analytic}} - \mathcal{C}_{\text{model}}|}{V_A}. \] (43)
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