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Abstract

We study the problem of wave transport in a one-dimensional disordered system, where the scatterers of the chain are \( n \) barriers and wells with statistically independent intensities and with a spatial extension \( l_c \) which may contain an arbitrary number \( \delta/2\pi \) of wavelengths, where \( \delta = kl_c \). We analyze the average Landauer resistance and transmission coefficient of the chain as a function of \( n \) and the phase parameter \( \delta \). For weak scatterers, we find: i) a regime, to be called I, associated with an exponential behavior of the resistance with \( n \), ii) a regime, to be called II, for \( \delta \) in the vicinity of \( \pi \), where the system is almost transparent and less localized, and iii) right in the middle of regime II, for \( \delta \) very close to \( \pi \), an incipient “forbidden region”, which becomes ever more conspicuous as \( n \) increases. In regime II, both the average Landauer resistance and the transmission coefficient show an oscillatory behavior with \( n \) and \( \delta \). These characteristics of the system are found analytically and verified through numerical simulations, the agreement between the two being generally very good. This suggests a strong motivation for the experimental study of these systems.

PACS numbers: 72.10.-d,73.23.-b,73.63.Nm

* Deceased
I. INTRODUCTION

The problem of wave transport in disordered systems has been extensively studied in the literature, both for uncorrelated disorder (see, e.g., Ref. [1–8] and references therein), as well as for the case in which the disordered potential shows correlations [2, 9–15].

Common features of the problems investigated by our group in Refs. [7, 8] are that i) uncorrelated disorder is contemplated, and ii) the size of the individual scatterers that compose the disordered system is the smallest one occurring in the problem: in particular, it is much smaller than the wavelength of the wave sent along the waveguide, and is thus of no physical relevance. In these models, each individual potential, statistically independent from the others, is modeled by a delta function, and the distance between successive scatterers is subsequently taken to be very small, which allows considering the so-called dense weak-scattering limit (DWSL), an important ingredient in the analysis carried out in those references. Various quantities of physical interest were investigated within this framework, like the conductance, its fluctuations, and the individual transmission coefficients of the disordered system. A particularly attractive property that was found is the insensitivity of the results to details of the individual-scatterer statistical distribution, expressed in the form of a central-limit theorem.

In the present paper we build on previous work [16] to study the simplest extension of the problems contemplated in Refs. [7, 8]: the problem of wave transport in 1D disordered systems, in which the various scatterers have a finite size. Specifically, we consider a succession of barriers and wells, to be referred to, generically, as steps, having a finite width. The same model has been studied later in Ref. [17], using a mapping to a “classical phase space” and iterating that map. The potential under study is shown schematically in Fig. 1 below. It contains $n$ steps, assumed to be weak compared with the energy $E$. The steps are characterized by:

i) A fixed width $l_c$ which may fit an arbitrary number of wavelengths $\delta/2\pi$, where the parameter $\delta = kl_c$, $k$ being the wave number, will be referred to as the phase parameter.

ii) Random heights $V_r$ ($r = 1, \ldots, n$). The $n$ heights $V_r$ are statistically independent of one another; the $n$ distributions are uniform, with zero average, and identical to one another.

We shall see that this simple model that contemplates a finite size of the scatterers exhibits peculiar transport properties [16] which, to the best of our knowledge, have not
been discussed in the literature, and thus suggest their experimental verification in the laboratory.

In this paper we study, for the model we just described, the Landauer resistance $R/T$ of the chain \[^{18}\] and its Landauer-Büttiker conductance \[^{19}\] ($e^2/h)T$ ($R$ and $T$ being the reflection and transmission coefficients of the chain), averaged over an ensemble of realizations, as functions of the number of scatterers $n$ and the phase parameter $\delta$. We perform a theoretical analysis of the problem outlined above and verify the results by means of computer simulations.

The paper is organized as follows. In the next section we describe the theoretical model using the transfer-matrix technique. Section \[\text{II}\] studies the exact theoretical results for the average Landauer resistance of the chain, as well as the results of computer simulations. We first discuss the average Landauer resistance as a function of the number of scatterers $n$ for fixed values of $\delta$, a novel feature of these results being their oscillatory behavior. We develop a perturbation theory for values of $\delta$ not too close to $\pi$, which gives a good understanding of the oscillations. We then discuss the average Landauer resistance as a function of $\delta$ for fixed $n$. The peculiarity here will be an “incipient forbidden region” found very close to $\delta = \pi$ (this region will be designated as $\delta \approx \pi$). In Sec. \[\text{IV}\] we perform a similar study for the average transmission coefficient of the chain. The theoretical results are subject to a number of approximations and are compared with computer simulations, the agreement between both being generally excellent. Just as in the case of the resistance, salient features of the results are, on the one hand, their oscillatory behavior and, on the other, the incipient forbidden region observed for $\delta \approx \pi$. We finally conclude in Sec. \[\text{V}\]. Three appendices are added in order not to interrupt the presentation in the main text.

\section{II. THE THEORETICAL MODEL}

In this section we give a theoretical treatment of the 1D system whose potential, represented schematically in Fig. \[\text{I}\] was described in the Introduction. The $r$-th scatterer of the chain is shown in Fig. \[\text{II}\] for the case of a barrier, $V_r > 0$; the definitions given below and in the figure also apply to a well, letting $V_r < 0$. In the region of the barrier, the energy $\bar{E}_r$,
FIG. 1: Schematic representation of an array of \( n \) steps of random height \( V_r \) \((r = 1, \cdots n)\) possessing a fixed spatial width \( l_c \). The incident energy \( E \) is taken larger than all the \( |V_r| \)'s. Also indicated is the “initial system” with \( n \) scatterers and the addition of the BB consisting of the \( n + 1 \)-st scatterer.

\[
E \propto k^2
\]

\[
V_r \propto \frac{U_r}{x}
\]

FIG. 2: Schematic representation of the \( r \)-th scatterer of the chain, for the case of a barrier. It has a fixed spatial width \( l_c \) and height \( V_r \).

and the wave number \( \bar{k}_r \) are given by

\[
\bar{E}_r = E - V_r,
\]

\[
(\bar{k}_r)^2 = k^2 - U_r,
\]

(2.1a)  

(2.1b)
where
\[ U_r = \frac{2mV_r}{\hbar^2}, \quad k^2 = \frac{2mE}{\hbar^2}. \] (2.2)

We also introduce the dimensionless parameter
\[ y_r = U_r l_c^2 = \frac{U_r}{k^2} (kl_c)^2 \equiv \frac{U_r}{k^2} \delta^2; \] (2.3)
as a convenient measure of the intensity of the step potential.

The transfer matrix for the \( r \)-th scatterer has the structure
\[ M_r = \begin{bmatrix} \alpha_r & \beta_r \\ \beta_r^* & \alpha_r^* \end{bmatrix}, \] (2.4)
with the condition \( |\alpha_r|^2 - |\beta_r|^2 = 1 \), so that it fulfills the properties of flux conservation and time-reversal invariance. For an incident energy \( E \) above a barrier (0 < \( y_r < \delta^2 \)), or for arbitrary \( E \) in the case of a well, we find
\[ \alpha_r = e^{-i\delta} \left[ \cos \left( \sqrt{\delta^2 - y_r} \right) + i \frac{2\delta^2 - y_r}{2\delta \sqrt{\delta^2 - y_r}} \sin \left( \sqrt{\delta^2 - y_r} \right) \right] \equiv \hat{\alpha}_r, \] (2.5a)
\[ \beta_r = -ie^{-i(2r-1)\delta} \frac{y_r}{2\delta \sqrt{\delta^2 - y_r}} \sin \left( \sqrt{\delta^2 - y_r} \right) \equiv -ie^{-i(2r-1)\delta} \hat{\beta}_r, \] (2.5b)
where the quantities \( \hat{\alpha}_r \) and \( \hat{\beta}_r \) are independent of the “running-phase” factor \( \exp(-2ir\delta) \).

The transfer matrix associated with a chain containing \( n \) (non-overlapping) steps will be denoted by
\[ M^{(n)} = M_n \cdots M_r \cdots M_2 M_1 = \begin{bmatrix} \alpha^{(n)} & \beta^{(n)} \\ (\beta^{(n)})^* & (\alpha^{(n)})^* \end{bmatrix}, \] (2.6)
where lower indices refer to individual scatterers. Quantities of particular physical interest are the Landauer resistance \([18]\) \( \lambda^{(n)} \) of the chain
\[ \lambda^{(n)} = |\beta^{(n)}|^2 = \frac{R^{(n)}}{T^{(n)}}, \] (2.7a)
and its dimensionless Landauer-Büttiker conductance given by the transmission coefficient
\[ T^{(n)} = \frac{1}{1 + \lambda^{(n)}}. \] (2.7b)

Here, \( \lambda^{(n)} \) is the “radial” parameter in the polar representation of the transfer matrices.

The ensemble of chains described in the Introduction is defined by assuming that the \( y_r \)'s (\( r = 1, \cdots, n \)) are statistically independent of one another, each being uniformly distributed.
in the interval \((-y_0, y_0)\). This is equivalent to saying that, for fixed \(l_c\), each \(U_r\) is uniformly distributed in the interval \((-U_0, U_0)\), with \(y_0 \equiv U_0 l_c^2\). If each chain is represented as in Eq. (2.6), the ensemble of chains is described by an ensemble of transfer matrices.

It is relevant here to comment on the dependence of the physical quantities of interest on the parameters that we have introduced. Notice that, although the transfer matrix for a single scatterer depends, in principle, on the three parameters \(E, U_r, l_c\), Eqs. (2.5) show that these parameters occur in the combinations \(\delta\) and \(y_r\). Thus, for the full chain of \(n\) scatterers and a specific realization of disorder, a quantity like the transmission coefficient \(T^{(n)}\) depends on the various parameters as

\[
T^{(n)} = f(\delta, n, y_1, \cdots, y_n).
\]

Its ensemble average is thus given by

\[
\langle T^{(n)} \rangle = \int \cdots \int f(\delta, n, y_1, \cdots, y_n) \, p_{y_0}(y_1) \cdots p_{y_0}(y_n) \, dy_1 \cdots dy_n
= F(\delta, n, y_0),
\]

which is seen to depend on the three parameters \(\delta, n\) and \(y_0\) only.

III. AVERAGE LANDAUER RESISTANCE

We assume that the original system of \(n\) scatterers is extended with the addition of one scatterer, to be called a "building block" (BB), as shown in Fig. [1]. The resulting transfer matrix is given by

\[
M^{(n+1)} = M_{n+1} M^{(n)}.
\]

From this combination rule we find a recursion relation for Landauer’s resistance of the chain, averaged over the ensemble, as

\[
\left[1 + 2|\beta^{(n+1)}|^2\right] - \left[1 + 2|\beta^{(n)}|^2\right] = 2\langle|\beta_{n+1}|^2\rangle \left[1 + 2|\beta^{(n)}|^2\right] + 2\left[\langle\alpha_{n+1}\beta_{n+1}^*\rangle\langle\alpha^{(n)}\beta^{(n)}\rangle + \text{c.c.}\right],
\]

\begin{align}
\langle\alpha^{(n+1)}\beta^{(n+1)}\rangle - \langle\alpha^{(n)}\beta^{(n)}\rangle &= \langle\alpha_{n+1}\beta_{n+1}\rangle \left[1 + 2|\beta^{(n)}|^2\right] \\
&\quad + \left(\langle\alpha_{n+1}^2\rangle - 1\right) \langle\alpha^{(n)}\beta^{(n)}\rangle + \langle\beta_{n+1}^2\rangle \langle\alpha^{(n)}\beta^{(n)}\rangle^*,
\end{align}

(3.2)
where c.c. stands for "complex conjugate". Notice that the above equations couple the average resistance of the chain, \( \langle |\beta^{(n)}|^2 \rangle \), to the quantity \( \alpha^{(n)} \beta^{(n)} \). The recursion relations (3.2) are exact, and thus take into account all multiple scattering processes occurring in the chain.

With the definitions

\[
A(n) = 1 + 2\langle |\beta^{(n)}|^2 \rangle, \\
b(n) = e^{2i\delta} \langle \alpha^{(n)} \beta^{(n)} \rangle,
\]

we write Eqs. (3.2) as

\[
\begin{bmatrix}
\frac{A(n+1)}{2} \\
\frac{i b(n+1)}{\sqrt{2}} \\
-\frac{i b^*(n+1)}{\sqrt{2}}
\end{bmatrix} =
\begin{bmatrix}
1 + 2\langle |\beta_1^{(n)}|^2 \rangle & \sqrt{2}e^{i\delta} \langle \alpha_1^{(n)} \beta_1^{(n)} \rangle & \sqrt{2}e^{-i\delta} \langle \alpha_1^{(n)} \beta_1^{(n)} \rangle^* \\
\sqrt{2}e^{i\delta} \langle \alpha_1^{(n)} \beta_1^{(n)} \rangle & e^{2i\delta} \langle \alpha_2^{(n)} \beta_2^{(n)} \rangle & \langle \beta_2^{(n)} \rangle \\
\sqrt{2}e^{-i\delta} \langle \alpha_1^{(n)} \beta_1^{(n)} \rangle^* & \langle \beta_2^{(n)} \rangle & e^{-2i\delta} \langle \alpha_1^{(n)} \beta_1^{(n)} \rangle^*
\end{bmatrix} \begin{bmatrix}
\frac{A(n)}{2} \\
\frac{i b(n)}{\sqrt{2}} \\
-\frac{i b^*(n)}{\sqrt{2}}
\end{bmatrix},
\]

or, in an abbreviated form,

\[
z(n+1) = \Omega y_0(\delta) z(n) .
\]

We have assumed that all the individual scatterers are equally distributed, so that the various BB averages are evaluated for the first scatterer. In Eq. (3.4b), \( z(n) \) and \( \Omega y_0(\delta) \) are, respectively, the three-dimensional vector and the 3 \times 3 matrix appearing on the right-hand side of Eq. (3.4a). The matrix \( \Omega y_0(\delta) \), which depends on \( y_0 \) and \( \delta \), will be denoted by \( \Omega \), for short, when no confusion arises. The various BB averages appearing in \( \Omega \) are to be evaluated using the expressions of Eqs. (2.5).

The matrix \( \Omega \) we have defined is complex symmetric and independent of \( n \). Thanks to this last property, the solution of Eq. (3.4b) for arbitrary \( n \) can be written as

\[
z(n) = \Omega^n z(0) \\
z(0) = [1/2, 0, 0]^T,
\]

\( T \) meaning transposed. In particular (for some of the details, see App. A), using the initial condition (3.5b) and Eq. (A5) we find, for \( A(n) \)

\[
A(n) = \sum_{a=1}^{3} (O_{1a})^2 (\mu_a)^n ,
\]

\( 7 \)
\( O \) being the complex orthogonal matrix that diagonalizes \( \Omega \) (assuming that \( \Omega \) has no double characteristic values). We notice that only the first component of each of the three eigenvectors enters the expression for \( A(n) \). For the average Landauer resistance [see Eqs. (2.7a) and (3.3a)] we obtain

\[
\langle \lambda^{(n)} \rangle = \frac{1}{2} [A(n) - 1].
\] (3.6b)

It is often useful to write the matrix \( \Omega_{y0}(\delta) \) as

\[
\Omega_{y0}(\delta) = \Omega_0(\delta) + \Delta \Omega_{y0}(\delta) ,
\] (3.7a)

\[
\Omega_0(\delta) = \begin{bmatrix}
\mu_1^{(0)} & 0 & 0 \\
0 & \mu_2^{(0)} & 0 \\
0 & 0 & \mu_3^{(0)}
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 \\
0 & e^{2i\delta} & 0 \\
0 & 0 & e^{-2i\delta}
\end{bmatrix},
\] (3.7b)

the unperturbed matrix \( \Omega_0(\delta) \) being the limiting value of \( \Omega_{y0}(\delta) \) in the absence of a potential, i.e., for \( y_0 = 0 \).

**A. Average Landauer resistance in regime I, as function of the number of scatterers \( n \)**

Assume \( \delta \) is far from \( \pi \). E.g., for \( \delta = \pi/2 \), the three unperturbed eigenvalues of \( \Omega_0 \) are \( \{\mu_1^{(0)}, \mu_2^{(0)}, \mu_3^{(0)}\} = \{1, -1, -1\} \). We call regime I the region in which \( \{\mu_2^{(0)}, \mu_3^{(0)}\} \) are far away from \( \mu_1^{(0)} \), so that they may be considered effectively decoupled when we turn on a weak interaction, \( y_0^2 \ll 1 \). We then restrict ourselves to the 1 \( \times \) 1 block of \( \Omega \) in Eq. (3.4a) consisting of the 11 matrix element, and write the solution, Eq. (3.5a), as

\[
A(n) \approx \Omega_{11}^n A(0) = (1 + 2\langle |\beta_1|^2 \rangle)^n = e^{2n\frac{1}{2} \ln(1 + 2\langle |\beta_1|^2 \rangle)} \equiv e^{2ndc/\ell},
\] (3.8)

which defines the parameter \( \ell \), to be interpreted below. Eq. (3.8) is the well known exponential behavior found by Landauer [18], where, in the present case,

\[
\frac{dc}{\ell} = \frac{1}{2} \ln \left( 1 + 2\langle |\beta_1|^2 \rangle \right),
\] (3.9)

where \( \beta_1 \) refers to the first scatterer. In the WSL, \( \langle |\beta_1|^2 \rangle = \langle R_1/T_1 \rangle \ll 1 \), and we can write

\[
\frac{dc}{\ell} \approx \langle |\beta_1|^2 \rangle = \langle R_1/T_1 \rangle \approx \langle R_1 \rangle,
\] (3.10a)
so that

\[
\frac{1}{\ell} \approx \frac{\langle R_1 \rangle}{l_c}.
\]  

(3.10b)

Thus \(1/\ell\) is, approximately, the reflection coefficient per unit length, that we shall identify with the inverse of the mean free path (mfp) [8], which, in the present 1D problem, is of the order of the localization length.

Explicitly, Landauer’s resistance for the chain consisting of \(n\) scatterers in regime I takes the form

\[
\langle |\beta^{(n)}|^2 \rangle = \frac{1}{2} \left( e^{2nl_c/\ell} - 1 \right). 
\]  

(3.11)

Using Eq. (2.5b), we can express \(\langle |\beta_1|^2 \rangle\) appearing in (3.9) as function of \(\delta\) and \(y_0\) as

\[
\langle |\beta_1|^2 \rangle = \left( \frac{y_1^2}{4\delta^2 (\delta^2 - y_1)} \right) \sin^2 \left( \sqrt{\delta^2 - y_1} \right) .
\]  

(3.12)

Although this average can be computed analytically and expressed in terms of cosine-integral functions, in future calculations it will be more convenient to compute it numerically. However, it is worth noticing that in the WSL it can be expanded in powers of \(y_0/\delta^2\), giving the rather compact and transparent expression

\[
\langle |\beta_1|^2 \rangle = l_c \tilde{\ell} + O \left( \frac{y_0^2}{\delta^2} \right)^4,
\]  

(3.13)

\[
\frac{l_c}{\ell} = \frac{y_0^2}{12\delta^4} \sin^2 \delta.
\]

Notice that in the present problem the mfp depends on the phase parameter \(\delta\).

We now compare the theoretical result (3.11) with numerical simulations. In the WSL we have \(y_0/\delta^2 \ll 1\); we fix \(y_0 = 0.09\) and consider \(\delta\) in the interval \((1, 2.9)\). Figure 3 shows the theoretical results and numerical simulations for the average Landauer resistance as functions of the length \(n\) of the chain, for various values of \(\delta\) in the above interval: the agreement is excellent, indicating that the decoupling leading to the simple equation (3.11) for the resistance, as well as the expression (3.13) for the mfp are very good approximations.

The results indicate the tendency of the system to delocalize, with a corresponding increase in the mfp, as the phase parameter \(\delta\) increases towards \(\pi\).

B. Average Landauer resistance in regime II, as function of the number of scatterers \(n\)

In the region \(2.9 \lesssim \delta \lesssim 3.4\), \(\{\mu_2^{(0)}, \mu_3^{(0)}\}\) are not far enough away from \(\mu_1^{(0)}\) to be effectively decoupled. We shall see that a novel behavior shows up as a consequence of the coupling.
FIG. 3: Comparison between theory and computer simulations for the average Landauer resistance $\langle (R/T)^{(n)} \rangle$ as a function of the number $n$ of scatterers for the 1D system described in the text. For the numerical simulation, an ensemble of $10^4$ realizations was used. Results are shown in regime I for a number of $\delta$'s: (a) $1 < \delta < 2$, (b) $2.3 < \delta < 2.9$. Notice the different scale in the ordinate of the two panels. We chose the parameter $y_0 = 0.09$ [the parameter related to the average step strength: see below Eqs. (2.7)]. The theoretical results are those given in Eq. (3.11), using the approximation (3.13) for the mfp. In the figure we cannot notice the difference between the two results. The error bar due to the finite sample size is very small and is not indicated in the figure: e.g., for $\delta = \pi/2$ and $n = 5000$, the error is $\sim 10^{-2}$. As $\delta$ increases, the average resistance decreases and the mfp increases: i.e., the system delocalizes.

1. The behavior of the average resistance for $\delta = \pi$

For $\delta = \pi$, the three $\mu_a^{(0)}$ are degenerate and equal to 1. In this case, and for weak scattering, i.e., $y_0 \ll 1$, $\Omega$ takes the approximate form

$$\Omega_{y_0}(\pi) \approx I + y_0^2 \Omega_{red}$$

$$\Omega_{red} = \frac{1}{12\pi^3} \begin{bmatrix} 0 & -\sqrt{2} & -\sqrt{2} \\ -\sqrt{2} & -(2\pi + i) & 0 \\ -\sqrt{2} & 0 & -(2\pi - i) \end{bmatrix},$$

where $\Omega_{red}$ is approximately (i.e., for $y_0 \ll 1$) independent of $y_0$. In the present case, $\Delta\Omega_{y_0}(\delta)$ of Eq. (3.7a) is $\Delta\Omega_{y_0}(\delta) = y_0^2 \Omega_{red}$.

Theoretical results (obtained diagonalizing $\Omega$ of (3.14) numerically) and computer simulations for the average Landauer resistance for $\delta = \pi$ are shown in Fig. 4 as a function
of \( n \). The excellent agreement between the two results indicates that writing \( \Omega \) as in Eqs. (3.14) is a good approximation. Results for values of \( \delta \) in regime I, taken from Fig. 3(b), are shown for comparison. What we learn is that the system is less delocalized for \( \delta = \pi \) than for neighboring values of \( \delta \): i.e., the tendency to delocalize as \( \delta \) move towards \( \pi \) is reversed for \( \delta = \pi \). Take \( n = 5000 \) scatterers: as a result of the coupling, the resistance shows an enhancement at \( \delta = \pi \), compared with neighboring values of \( \delta \), as shown in Fig. 4.

![Graph showing resistance enhancement](image)

**FIG. 4**: For the same system as in Fig. 3, theoretical results from Eqs. (3.14) and computer simulations are shown, for \( \delta = \pi \). The agreement is excellent. Results in the interval \( 2.3 < \delta < 2.9 \) (regime I), taken from Fig. 3(b), are shown for comparison. The system is less delocalized for \( \delta = \pi \) than for neighboring values of \( \delta \). As a result, the resistance is enhanced as \( \delta = \pi \) is approached. The error bar is again so small that is not included in the figure.

2. **Perturbation theory for \( \delta \) not too close to \( \pi \)**

For \( \delta \) not too close to \( \pi \), so that the unperturbed eigenvalues do not become degenerate, we may use perturbation theory (PT) in the parameter \( y_0 \) to find approximate expressions for the eigenvalues and eigenvectors of the matrix \( \Omega \) appearing in the recursion relation (3.4). We write \( \Omega_{y_0}(\delta) \) as in Eqs. (3.7) and consider \( \Delta \Omega_{y_0}(\delta) \) as a perturbation; the latter contains the BB expectation values appearing in Eq. (3.13a). The perturbation can be calculated analytically in leading order in \( y_0^2 \), as we did with \( \langle |\beta_1|^2 \rangle \), Eq. (3.13). However, just as we mentioned right below Eq. (3.12), it is convenient to have an exact expression for these BB
quantities, so as to have a better control on the perturbation expansion: they were thus evaluated numerically.

We consider the eigenvalue equation

$$\Omega v_i = \mu_i v_i, \quad i = 1, 2, 3.$$ (3.15)

The eigenvectors $v_i$ were previously designated as the columns of the matrix $O$ of Eq. (A2), as in Eq. (3.6a). The perturbation theory used to solve approximately the above eigenvalue equation is briefly developed in App. B.

The quantity $A(n)$ of Eq. (3.6a) can be written in terms of the above eigenvectors as

$$A(n) = \mu_1^n(v_1)_1^2 + \mu_2^n(v_2)_1^2 + \mu_3^n(v_3)_1^2,$$ (3.16)

where $(v_i)_1$ designates component 1 of the eigenvector $v_i$. Substituting the results of App. B we can verify the identity $A(0) = 1$ up to second order in $\Delta \Omega$.

Fig. 5 shows the results of perturbation theory and simulations for the average Landauer resistance as a function of $n$, for four values of $\delta$. A salient novel feature of these results is their oscillatory behavior as a function of $n$; in the case of scatterers with a vanishing size and for a fixed wavelength as in previous studies [8], oscillations with the present origin were absent. This behavior can be understood as follows. From Eq. (3.16), $A(n)$ has the structure

$$A(n) \sim A_1 e^{n \ln(1 + \Delta \mu_1)} + \left[ A_2 e^{n \ln(e^{2i\delta} + \Delta \mu_2)} + cc \right],$$ (3.17)

where $A_1, A_2$ are constants independent of $n$ and $\Delta \mu_i = \mu_i - \mu_i^{(0)}$. For $\delta = \pi + \epsilon$ and neglecting $\Delta \mu_i$,

$$e^{n \ln e^{2i\delta}} = e^{n 2i\delta} = e^{2i(n\pi + \epsilon)} = e^{2i\epsilon n}.$$ (3.18)

This result oscillates with $n$, with a period $\tau_n$ that satisfies $2\epsilon \tau_n = 2\pi$, so that, for $\delta$ fixed, we estimate

$$\tau_n \sim \frac{\pi}{\epsilon}.$$ (3.19)

This estimate for the period $\tau_n$ is independent of $y_0$; it decreases as $\delta$ moves away from $\delta = \pi$, and is consistent with the results of Fig. 5.
FIG. 5: Results of perturbation theory and computer simulations for the average Landauer resistance as a function of the number $n$ of scatterers, for $\delta = 3.1200, 3.1280, 3.1300, 3.1380$ and, as usual, $y_0 = 0.09$. The matrix elements of $\Delta \Omega$ of the perturbation used in the calculation are essentially exact, as they were calculated numerically. Perturbation theory was carried out up to second order in $\Delta \Omega$ in the eigenvalues and the eigenvectors. The description is reasonable, especially in the first three cases (a,b and c); in the fourth case (d) the agreement deteriorates, as $\delta$ is too close to $\pi$. Notice the oscillatory behavior as a function of $n$. The insets in (a), (b) and (c) are a zoom of the results for the first few oscillations. The estimate of the period from Eq. (3.19) is indicated in each panel and is consistent with the numerical data.

3. Exact solution for $\delta$ very close to $\pi$ ($\delta \approx \pi$)

If $\delta$ is very close to $\pi$, perturbation theory fails and $\Omega$ has to be diagonalized exactly. This has been done for a number of cases, shown in Fig. [6]. The analytical results are a plot of the solution for the average Landauer resistance given in Eqs. (3.6), in which the matrix $\Omega_{\text{av}}(\delta)$ was diagonalized numerically. These results, which are essentially exact, have been verified with the aid of computer simulations, also shown in the figure. Notice again the oscillatory behavior of the resistance as a function of $n$: the period $\tau_n$ of the oscillations decreases as $\delta$ goes away from $\pi$, as we already noted in relation with Eq. (3.19).
FIG. 6: Numerical simulations and analytical solution, Eqs. (3.6), for the average Landauer resistance $\langle R/T \rangle$ vs. $n$, obtained diagonalizing numerically the matrix $\Omega_{y0}(\delta)$, for $y_0 = 0.09$ and for four values of $\delta \approx \pi$: (a)-(c) $\delta = 3.1380, 3.1400, 3.1405$; (d) $\delta = \pi$. The analytical solution is essentially exact. The results are symmetric around $\delta = \pi$ in the vicinity of this value. As a verification of the theoretical results, also shown are computer simulations using an ensemble of $10^4$ realizations. For $\delta = \pi$, the statistical error bar is smaller than $10^{-5}$ and is not indicated. The estimate from Eq. (3.19) of the period $\tau_n$ of the oscillations is indicated in each panel and is consistent with the numerical simulations and the analytical results.

C. Average Landauer resistance in regimes I and II, as function of $\delta$ for fixed $n$

We gain a global picture of the two regimes if we study the behavior of the average resistance $\langle R/T \rangle$ for a fixed length $n$ of the chain, as a function of the phase parameter $\delta$.

Fig. 7 shows the analytical results for $n = 5000$ scatterers and $1 < \delta < 4$, covering regimes I and II. We observe in Fig. 7a that the average resistance decreases as $\delta$ moves towards $\pi$, in agreement with the picture we have described of the system becoming more delocalized. The theoretical curve corresponding to regime I ($1 < \delta < 2.9$ and $\delta > 3.4$) was again obtained from Eq. (3.11), and compares very well with the simulation.

In Regime II, the matrix $\Omega$ was diagonalized as before, and the result was introduced into Eqs. (3.6); these results were verified by computer simulations, also shown in Fig. 7. Well inside regime II the tendency of the average resistance to decrease as $\delta$ moves towards $\pi$ is
FIG. 7: Theory and numerical simulations for the average Landauer resistance \( \langle R/T \rangle \) as a function of \( \delta \), for a chain of \( n = 5000 \) scatterers and for \( y_0 = 0.09 \), in regimes I and II. The simulations use \( 10^5 \) realizations. In regime I, the theoretical results given in Eqs. (3.11) and (3.13) were used: they agree very well with the simulations. In regime II, Eqs. (3.6) were employed, diagonalizing numerically the matrix \( \Omega \); the computer simulations (with a statistical error bar \( \sim 10^{-5} \) for \( \delta = \pi \)) constitute a verification of the theoretical results. Well inside regime II, we observe an enhancement of the average resistance by nearly \textit{three orders of magnitude}, showing the existence of an incipient “forbidden region”. The inset in panel a), and panels b) and c) show this latter region in greater detail. Notice the oscillatory behavior of the average Landauer resistance as a function of \( \delta \) for fixed \( n \). The period of the oscillations can be estimated from Eq. (3.20) as \( \tau_\delta \sim 6 \cdot 10^{-4} \), which is consistent with what we observe in the figure (in spite of \( \delta \) being quite close to \( \pi \)).

reversed: the figure shows the existence of an “incipient forbidden region”, in the sense that, in a scattering experiment: i) in the very vicinity of \( \delta = \pi \) the resistance presented by the system suffers a dramatic enhancement of nearly three orders of magnitude (see inset in panel (a)), ii) the peak-to-valley enhancement in the resistance keeps becoming greater for larger \( n \)’s, as shown in an example in Fig. 8. This effect results from the coherent contribution of all the barriers and wells: we believe it to be a consequence of the barriers and wells having the same width \( l_c \). Notice that the peak at \( \delta = \pi \) shown in Fig. 7 is the
same as the one shown in Fig. 4 for \( n = 5000 \). Fig. 4 shows that the average Landauer resistance for \( \delta = 2.9 \) increases with \( n \) according to Landauer’s formula (3.11), whereas for \( \delta = \pi \) the increase with \( n \) is faster.

The inset in panel (a) of Fig. 7 exhibits an oscillatory behavior of the average Landauer resistance as a function of \( \delta \) for fixed \( n \). Again, this effect was not there in earlier studies in which the scatterers had a vanishing size. We can estimate the period from Eq. (3.18) as

\[
\tau_\delta \sim \frac{\pi}{n},
\]

if \( \delta \) is not too close to \( \pi \).

![Graph showing theoretical calculations of \( \langle R/T \rangle \) vs \( \delta \) for \( y_0 = 0.09 \), well inside regime II, for \( n = 1000, 5000, 10000, 15000, 20000 \), to show that the peak \( (p) \) to valley \( (v) \) ratio \( p/v \) increases with \( n \): for \( n=1000, p/v \sim 400 \); for \( n=20000, p/v \sim 10^4 \). The peak is to be seen in panel (c) and the valley in panel (b). Going from (a) to (b) to (c), the \( \delta \) interval was taken to be ever smaller. We also observe from the figure that \( \tau_\delta \) decreases with \( n \), as predicted by Eq. (3.20).]
IV. AVERAGE TRANSMISSION COEFFICIENT

A. Average transmission coefficient in regime I as function of the number of scatterers \( n \)

In this section we analyze the average transmission coefficient \( \langle T \rangle \) in regime I for the chains that we have been studying. Since for this quantity we have not succeeded in finding a recursion relation of the type obtained in Eqs. (3.4) for the average Landauer resistance, we resort to an approximate treatment.

From Eq. (3.8), valid in regime I, and treating \( n \) approximately as a continuous variable, we write

\[
\frac{\partial A(n)}{\partial n} \approx 2 \frac{l_c}{\ell} A(n).
\]

In terms of the polar representation \([7]\) already employed in previous sections, i.e., \( \lambda_r = |\beta_r|^2 \) for the \( r \)-th scatterer and \( \lambda^n = |\beta^{(n)}|^2 \) for the chain consisting of \( n \) scatterers, Eq. (4.1) becomes

\[
\frac{\partial \langle \lambda \rangle_s}{\partial s} = 1 + 2 \langle \lambda \rangle_s,
\]

where

\[
s = nl_c/\ell = L/\ell.
\]

This “evolution” with \( s \) of \( \langle \lambda \rangle_s \) coincides with that found from the evolution equation for the \( \lambda \) probability density, \( w_s(\lambda) \), known as Melnikov’s equation \([7, 21]\)

\[
\frac{\partial w_s(\lambda)}{\partial s} = \frac{\partial}{\partial \lambda} \left[ \lambda(1 + \lambda) \frac{\partial w_s(\lambda)}{\partial \lambda} \right].
\]

We propose the validity of Melnikov’s equation for regime I and verify the consequences numerically. In particular, from this assumption we can find the statistical properties of the transmission coefficient \( T \) which, in terms of \( \lambda \), can be written as

\[
T = \frac{1}{1 + \lambda};
\]

indeed, from Melnikov’s equation (4.4), the expression for the \( p \)-th moment of \( T \) can be reduced to quadrature, with the result \([16]\)

\[
\langle T^p \rangle = \frac{2e^{-\bar{s}/4}}{\Gamma(p)} \int_{0}^{\infty} e^{-\bar{s}t^2} \left| \Gamma \left( p - \frac{1}{2} + it \right) \right|^2 t \tanh(\pi t) dt,
\]
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from which we find the first moment as

\[
\langle T \rangle = 2e^{-\frac{s}{4}} \int_0^\infty e^{-\frac{s t^2}{4}} \pi t \left[ \frac{\tanh(\pi t)}{\cosh(\pi t)} \right] dt .
\] (4.7)

In Fig. 9 we compare result (4.7) with numerical simulations obtained for various values of \( \delta \) in regime I as a function of the length \( n \) of the chain: the agreement is excellent, indicating that the approximation involved in using Melnikov’s equation is reasonable.

![Graph showing comparison between theory and simulation for \( \langle T \rangle \) as a function of \( n \) for different values of \( \delta \).](image)

FIG. 9: Theory and numerical simulations for the average transmission coefficient \( \langle T \rangle \) as a function of the number \( n \) of scatterers and for various values of the phase parameter \( \delta \) in regime I, in the range: (a) \( 1 < \delta < 2 \), and (b) \( 2.3 < \delta < 2.9 \), as in Fig. 8. For the simulation, an ensemble of \( 10^4 \) realizations was used. As usual, we chose the parameter \( y_0 = 0.09 \). The theoretical results, obtained from Eq. (4.7), lie on top of the numerical ones. The error bar due to the finite sample is not indicated in the figure: e. g., for \( \delta = \pi/2 \) and \( n = 5000 \), the error is \( \sim 10^{-2} \).

**B. Average transmission coefficient in regime II as function of the number of scatterers \( n \)**

In regime II, the theoretical analysis uses the approximation (see Eq. (2.7b))

\[
\langle T \rangle \approx 1 - \langle \lambda \rangle ,
\] (4.8)

since \( \langle \lambda \rangle \ll 1 \) (see Fig. 7), and \( \langle \lambda \rangle \) is obtained from the results of the previous section, which make use of the exact recursion relation (3.6) and diagonalization of the matrix \( \Omega \). The results, together with numerical simulations, are shown in Fig. 10 for \( \delta = \pi \), and in
Fig. 11 for $\delta = \pi$ and very close to $\pi$. From the excellent agreement we see that our basic approximation, Eq. (4.8), appears justified.

Again, the oscillations shown in Fig. 11 are a novel feature of these results, arising from finite-size scatterers. The period $\tau_n$ of the oscillations can be taken over from the footnote to Fig. 6 and is consistent with what we observe in Fig. 11.

![Graph showing transmission reduction](attachment:graph.png)

**Fig. 10:** For the same system as in Fig. 9(b), theoretical results from Eq. (4.8) and computer simulations are shown, for $\delta = \pi$. The agreement is excellent. Theoretical results in the interval $2.3 < \delta < 2.9$ (regime I), taken from Fig. 9(b), are also shown for comparison. The system is less delocalized for $\delta = \pi$ than for $\delta = 2.9$. As a result, the transmission is \textquotedblright reduced\textquotedblright as $\delta = \pi$ is approached.

**C. Average transmission coefficient in regimes I and II, as function of $\delta$ for fixed $n$**

Just as we did in the case of the resistance in Sec. III C, we now analyze the behavior of the average conductance $\langle T \rangle$ for a fixed length $n$ of the chain, as a function of the phase parameter $\delta$. Fig. 12 shows the analytical and numerical results for $n = 5000$ scatterers and $2.5 < \delta < 4$, covering regimes I and II. In regime I, the analytical results are obtained from Eq. (4.7), which gives an excellent description of the data. In regime II, the analytical results are obtained from Eq. (4.8) and $\langle \lambda \rangle$ is extracted from the results of Sec. III.

Fig. 12 shows that the average conductance exhibits a \textquotedblright gross-structure\textquotedblright in the form of a \textquotedblright bump\textquotedblright. For the case of weak scatterers, the system is almost transparent in regime II, and regime I is more localized. This gross-structure behavior is not entirely surprising. A
FIG. 11: The theoretical average transmission coefficient $\langle T \rangle$ vs. $n$, obtained from the approximation of Eq. (4.8), for $y_0 = 0.09$ and for four values of $\delta \approx \pi$: (a)-(c) $\delta = 3.1380, 3.1400, 3.1405$; (d) $\delta = \pi$ (as in Fig. 6), compared with numerical simulations. The agreement is excellent, suggesting that the approximation of Eq. (4.8) is justified. The estimate from Eq. (3.19) of the period $\tau_n$ of the oscillations is indicated in each panel and is consistent with the analytical results and the numerical simulations.

A single barrier with fixed width and strength becomes completely transparent ($T = 1$) at the resonance values $\bar{k} l_c = n\pi$, $n = 1, 2, \ldots$, where $\bar{k}$ is the wave number in the region of the barrier ($\delta \gtrsim \pi$ for low barriers). For a well, $T = 1$ at $\delta \lesssim \pi$. For a fixed step width and random strength with zero average, and still for $n = 1$, $\langle T \rangle$ reaches a maximum value smaller than unity at $\delta = \pi$. As the number of scatterers $n$ increases, the gross structure seen in $\langle T \rangle$ as a function of $\delta$ is still similar to the above description for one random scatterer, in that regime II ($\delta \sim \pi$) shows the system to be almost transparent and less localized than in regime I. However, the trend of the system to delocalize as it approaches $\delta = \pi$ from both sides reverses in an extremely narrow window around $\delta = \pi$: indeed, for $\delta \approx \pi$, Fig. 12 shows the existence of an “incipient forbidden region”, which becomes ever more conspicuous as $n$ increases. As a result, in a scattering experiment carried out in this region, the average transmission suffers a dramatic reduction, with a peak to valley ratio that increases with $n$. This is consistent with the behavior of $\langle R/T \rangle$ that we already noticed in Figs. 7 and 8.

This incipient forbidden region has a number of features in common with those observed for a finite stretch of a periodic Kronig-Penney potential: i) it becomes deeper as $n$ increases, ii) it becomes wider as the strength of the potential increases (this we verified by changing...
FIG. 12: Theoretical results (as described in the text) and numerical simulations for $\langle T \rangle$ vs $\delta$ in Regimes I and II, for a chain of $n = 5000$ scatterers and $10^5$ realizations. The main figure shows the “gross-structure” behavior and the dip for $\delta \approx \pi$ exhibiting an “incipient forbidden region”: a zoom of the latter is shown in the insets. The agreement between simulation and theory is excellent. Notice the interference fringes in the inset; the period $\tau_\delta$ of the oscillations was estimated using Eq. (3.20) and agrees well with the data (in spite of $\delta$ being quite close to $\pi$). The statistical error bar for $\delta = \pi$ is $\sim 10^{-5}$.

As for the value of $\delta$ around which the forbidden regions appears, $\delta = \pi$ occurs in the particular case where $\langle V_r \rangle = 0$. When all the potentials are barriers, i.e., $V_r > 0$, the “bump” and the forbidden region move to $\delta > \pi$; when all the potentials are wells, i.e., $V_r < 0$, the “bump” and the forbidden region move to $\delta < \pi$.

V. CONCLUSIONS

To summarize, we have discussed the problem of wave transport in 1D disordered systems consisting of $n$ weak barriers and wells having a finite, constant width $l_c$, and random strength. For the calculation of the average Landauer resistance, the problem is reduced to the diagonalization of a three-dimensional complex symmetric matrix. Approximate results can be obtained analytically, by truncating the matrix when the phase parameter $\delta = kl_c$ is very far from $\pi$ (regime I). In regime II, the method is improved by using perturbation theory when $\delta$ is not too close to $\pi$. When $\delta \approx \pi$ (well inside regime II), the diagonalization was
done numerically, giving essentially exact results. The average conductance was calculated approximately, making use of Melnikov’s equation in regime I and, in regime II, using the results obtained for the resistance. The theoretical results were verified in the two regimes using computer simulations.

In regime I, the average Landauer resistance was found, for a fixed \( \delta \), to increase exponentially with \( n \). The mfp depends on \( \delta \): as \( \delta \) increases towards \( \pi \), both the average Landauer resistance and the average conductance show that the system becomes more delocalized.

As we enter regime II, a new feature appears, compared with older calculations: the transport properties show an oscillatory behavior as functions of \( n \) and/or \( \delta \), which we could explain using perturbation theory.

Well inside regime II (\( \delta \approx \pi \)), a second novel phenomenon shows up: we found an incipient “forbidden region”, where i) the average conductance suffers a dramatic reduction, and ii) the average Landauer resistance increases by various orders of magnitude. In this region, a small change in \( \delta \) modifies drastically the transport behavior as a function of \( n \).

The novel phenomena we found and the success of our theoretical analysis in their description suggest the importance of the system’s experimental realization.

**Acknowledgments**

MY is grateful to the IFUNAM for its hospitality during the development of this work. PAM acknowledges support from Conacyt, under Contract 79501, and from DGAPA, under Contract PAPIIT IN109014.

**Appendix A: Diagonalization of the matrix \( \Omega \), Eqs. (3.4).**

The matrix \( \Omega \) is complex symmetric; provided it has no double characteristic values, it can be diagonalized by a complex orthogonal transformation: calling

\[
D = \begin{bmatrix}
\mu_1 & 0 & 0 \\
0 & \mu_2 & 0 \\
0 & 0 & \mu_3 \\
\end{bmatrix}
\]  

(A1)
the matrix of eigenvalues and $O$ the complex orthogonal matrix whose columns are the
eigenvectors of $\Omega$, we have
\[
\Omega = O D O^T .
\]
(A2)

The new vector
\[
z'(n) = O^T z(n)
\]
(A3)

has the particularly simple solution
\[
z'(n) = D^n z'(0),
\]
(A4a)

with components
\[
z'_a(n) = (\mu_a)^n z'_a(0).
\]
(A4b)

The original vector $z(n)$ can thus be expressed as
\[
z(n) = (OD^nO^T)z(0).
\]
(A5)

The first component of this equation gives Eq. (3.6a).

**Appendix B: Perturbation theory**

If we express $A(n)$ of Eq. (3.16) as
\[
A(n) = \sum_{a=1}^{3} A^{(a)}(n)
\]
(B1a)
\[
A^{(a)}(n) = (v_a)_1^2 \mu_a^n,
\]
(B1b)

we can write
\[
\log A^{(a)}(n) = \log[(v_a)_1^2] + n \log \mu_a.
\]
(B2)

The first term in Eq. (B2) and the coefficient of $n$ are the two parameters of a straight
line representing $\log A^{(a)}(n)$ as a function of $n$. If we develop perturbation theory in the
eigenvalues and eigenvectors of $\Omega$ so as to give corrections of the same order in $\Delta \Omega$ in both
terms of Eq. (B2), we shall be building a consistent approximation to the two parameters
that define the straight line that we have just described. A perturbation theory with this
criterion is briefly developed in what follows and used in the main text. The theory is
taken over, almost *verbatim*, from the perturbation theory developed in any textbook on
Quantum Mechanics, being careful to consider $\Omega$ not as a Hermitean matrix, but as a
complex-symmetric matrix.

If we write for the eigenvalues $\mu_i$ of Eq. (3.15) the expansion

$$\mu_i = \mu_i^{(0)} + \mu_i^{(1)} + \mu_i^{(2)} + \cdots,$$

we find

$$\mu_i^{(0)} = \begin{cases} 1, & i = 1 \\ e^{2i\delta}, & i = 2 \\ e^{-2i\delta}, & i = 3 \end{cases}$$

$$\mu_i^{(1)} = \Delta\Omega_{ii}$$

$$\mu_i^{(2)} = \sum_{j(\neq i)} \frac{\Delta\Omega_{ij}\Delta\Omega_{ji}}{\mu_i^{(0)} - \mu_j^{(0)}}$$

Similarly, for the eigenvectors $v_i$ of $\Omega$ we write the expansion

$$v_i = v_i^{(0)} + v_i^{(1)} + v_i^{(2)} + \cdots,$$

and find

$$v_i^{(0)} = \begin{cases} (1, 0, 0)^T, & i = 1 \\ (0, 1, 0)^T, & i = 2 \\ (0, 0, 1)^T, & i = 3 \end{cases}$$

$$v_i^{(1)} = \sum_{j(\neq i)} \frac{\Delta\Omega_{ji}}{\mu_i^{(0)} - \mu_j^{(0)}} v_j^{(0)}$$

$$v_i^{(2)} = \sum_{j,k(\neq i)} \frac{\Delta\Omega_{jk}\Delta\Omega_{ki}}{(\mu_i^{(0)} - \mu_j^{(0)})(\mu_i^{(0)} - \mu_k^{(0)})} v_j^{(0)}$$

$$- \sum_{j(\neq i)} \frac{\Delta\Omega_{ii}\Delta\Omega_{ji}}{(\mu_i^{(0)} - \mu_j^{(0)})^2} v_j^{(0)} - \frac{1}{2} \left[ \sum_{j(\neq i)} \frac{\Delta\Omega_{ij}\Delta\Omega_{ji}}{(\mu_i^{(0)} - \mu_j^{(0)})^2} \right] v_i^{(0)}$$

...
Appendix C: Reduction to the results of the dense weak-scattering limit

In this appendix we briefly investigate the limit in which the results of the present model—consisting of finite-size scatterers—reduce to those obtained in the dense weak-scattering limit (DWSL) of Ref. [8], consisting of a succession of delta scatterers.

1. The present model

A barrier lower than the energy requires (see Eq. (2.3)) \( y_r < \delta^2 \), so that very weak barriers are characterized by \( y_0 \ll \delta^2 \). We further require the wavelength \( \lambda \) to be much larger than the barrier width \( l_c \), i.e., \( \delta = k l_c \ll 1 \). We thus have the joint requirements

\[
y_0 \ll \delta^2 \ll 1.
\]

(C1)

Eq. (3.13) for the mfp (designated here by \( \ell \)) can be written in the equivalent ways

\[
\frac{1}{k\ell} = \frac{y_0^2}{12\delta^3},
\]

(C2a)

\[
\eta \equiv \frac{1}{\nu \ell} = \frac{y_0^2}{12\delta^2},
\]

(C2b)

\[
\delta = \frac{y_0}{\sqrt{12\eta}},
\]

(C2c)

\[
\frac{1}{k\ell} = \frac{\eta}{\delta},
\]

(C2d)

\( \nu = 1/l_c \) being the density of scatterers. A problem is thus specified by the three parameters \( \eta, y_0, \delta \), related by one of the above equations, like (C2c). To satisfy the inequality (C1) we need

\[
12\eta \ll y_0 \ll \sqrt{12\eta}.
\]

(C3)

We follow the steps:

i) propose \( \eta \ll 1 \);

ii) propose \( y_0 \) to be consistent with (C3); this is used to set up the numerical barrier model.

iii) find \( \delta \) from (C2c).
2. The DWSL model

The DWSL model of Ref. [8] consists of a succession of equally spaced (spacing = \(d\)) delta potentials, with an rms intensity \(u_0\), having units of \(k\).

The relation defining the mfp can also be written in various equivalent ways

\[
\frac{1}{k\ell} = \frac{u_0^2}{12k^3d}, \quad \text{(C4a)}
\]

\[
= \frac{v_0^2}{3kd}, \quad \text{(C4b)}
\]

\[
d\ell = \frac{v_0^2}{3}. \quad \text{(C4c)}
\]

Here, \(d\) is the distance between successive delta potentials and \(v_0 = u_0/2k\).

In this model, too, the problem is specified by three parameters: \(k\ell, kd, v_0\), related by one of the above equations, like (C4c).

3. Connection between the two models

We need to connect the two models:

i) choose \(k\ell\) to be the same in the two models

ii) choose \(kd\) of the DWSL delta-potential model to coincide with \(k\ell_c = \delta\) of the finite-size scatterer model. This implies that the fraction of wavelength contained in the interval between the centroids of two successive scatterers is the same in the two models (compare Fig. 13 of the present paper with Fig. 3 of Ref. [8]).

iii) from \(kd\) and \(k\ell\) we find \(d/\ell\) and hence \(v_0\) from Eq. (C4c), which is to be used to set up the numerical delta-potential model.

Fig. 13 shows computer simulations for the average Landauer resistance for the two models as a function of \(L/\ell\), \(L\) being the length of the chain, for the parameters indicated in the figure. The agreement is excellent. This figure is similar to Fig. 3 of Ref. [8].
FIG. 13: Results of computer simulations for the average Landauer resistance for the present model and the DWSL model of Ref. [8]. The parameters chosen for each model are indicated in the figure, and conform to the criteria explained in the text. The agreement is excellent.
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