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Abstract

This paper proposes Fulcrum network codes, a network coding framework that achieves three seemingly conflicting objectives: (i) to reduce the overhead per coded packet to almost 1 bit per original packet; (ii) to operate the network using only $GF(2)$ operations at intermediate nodes if necessary, dramatically reducing complexity in the network; (iii) to deliver an end-to-end performance that is close to that of a large field size network coding system for high-end receivers while simultaneously catering to low-end ones that can only decode in $GF(2)$. As a consequence of (ii) and (iii), Fulcrum codes have a unique trait missing so far in the network coding literature: they provide the network with the flexibility to spread computational complexity over different devices depending on their current load, network conditions, or even energy targets in a simple and decentralized way. At the core of our framework lies the idea of precoding at the sources using an expansion field $GF(2^h)$ to increase the number of dimensions seen by the network using a linear mapping. Fulcrum network codes can use any high-field size linear code for precoding, e.g., Reed-Solomon, random linear coding, but we show that systematic codes provide the ability to manage heterogeneous receivers while using the same data stream. Our analysis shows that the number of additional dimensions created during precoding allows us to control the trade-off between delay performance, overhead, and complexity. Beyond improving the mean delay performance, we show that increasing dimensions reduces the variance of this delay. Our approach is also very useful for sparse coding techniques and even for settings not typically implementing network coding. Our implementation and benchmarking results show that Fulcrum can achieve similar decoding performance as high field RLNC approaches but with encoders and decoders that are an order of magnitude faster.

I. INTRODUCTION

Ahlswede et al [1] proposed network coding (NC) as a means to achieve network capacity of multicast sessions as determined by the min-cut max-flow theorem [2], a feat that was
Fig. 1: Fulcrum network codes allow sources and receivers to operate at higher field sizes to achieve high performance but maintaining compatibility with the $GF(2)$–only network. Receivers can choose to trade–off delay with decoding effort by choosing to decode with $GF(2)$ or in higher fields.

provably unattainable using standard store-and-forwarding of packets (routing). NC breaks with this paradigm encouraging intermediate nodes in the network to mix (recode) data packets. Thus, network coding proposed a store-code-forward paradigm to network operation, essentially extending the set of functions assigned to intermediate nodes to include coding operations. Linear network codes were shown to be sufficient to achieve multicast capacity \[3\]. Random Linear Network Coding (RLNC) showed that allowing each intermediate node to choose random coefficients to create linear combinations of incoming packets is a simple, distributed, and asymptotically optimal approach \[4\] and it became a key step to attract researcher’s attention to network coding.

In fact, network coding has shown significant gains in a multitude of settings, from wireless networks, e.g., \[5\], \[6\], \[7\], and multimedia transmission, e.g., \[8\], to distributed storage, e.g., \[9\], and Peer-to-Peer (P2P) networks, e.g., \[10\]. Practical implementations have also confirmed NC’s gains and capabilities, e.g., \[11\], \[12\], \[13\]. The reason behind these gains lies in two facts. First, the network need not transport each packet without modification through the network, which opens a wider set of opportunities to deliver the data to the receivers and increases the impact of each transmitted coded packet (a linear combination of the original packets). Second, receivers no longer need to track individual packets, but will instead focus on accumulating enough independent linear combinations in order to recover the original packets (decode). These relaxations have a profound impact on theoretical gains as well as in system design.

After more than a decade of research and in spite of NC’s theoretical gains in throughput,
delay, and energy performance, its widespread assimilation remains elusive. One, if not the most, critical weakness of the technology is the inherent complexity that it introduces into network devices both in wireline and wireless networks. This complexity is driven by two factors. First, devices must perform additional processing, which may limit the green benefits (energy efficiency) promised by theory. This processing can also become a bottleneck in the system’s overall throughput if processing is slower than the incoming/outgoing data links. This additional effort can be particularly onerous if we consider that the conventional wisdom dictates that large field sizes are needed to provide higher reliability, throughput, and delay performance. Beyond the computational burden, the use of higher field sizes comes at the cost of a higher signaling overhead. This overhead is needed to communicate the coefficients used for coding the data packets. Other alternatives, e.g., sending a seed for a pseudo-random number generator, are relevant end-to-end but do not allow for a simple recoding mechanism. Interestingly, [14] showed that using moderate field sizes, specially $GF(2)$, is key to achieving a reasonable trade-off among computational complexity, throughput performance, and total overhead specially when recoding data packets. This is particularly encouraging since $GF(2)$ performing encoding/decoding could be as fast as 160 Mbps (9600 Mbps) in a 2009 mobile phone (laptop) [15], while in 2013 the speeds increased by five-fold in high-end phones [16]. Even limited sensors, e.g., TelosB motes, can generate packets at up to 500 kbps [17] in $GF(2)$.

Second, devices must support different configurations for each application or data flow, e.g., different field sizes for the underlying arithmetic, to achieve a target performance. Supporting disparate configurations translates into high costs in hardware, firmware, or software. In computationally constrained devices, e.g., sensors, the support for encoding, recoding, or decoding in higher fields is prohibitive due to the large processing effort required. On the other end of the spectrum, computationally powerful devices may also be unable to support multiple configurations. For example, high-load, high-speed Internet routers would require deep packet inspection to determine the coding configuration, followed by a different treatment of each incoming packet. This translates into additional expensive hardware to provide high-processing speeds. Additionally, intermediate nodes in the network are heterogeneous in nature, which limits the system’s viable configurations.

A separate, yet related practical issue is the fact that receivers of the same data flow may have wildly different computational, display, and battery capabilities as well as experiencing
different network conditions. This end-device heterogeneity may restrict service quality at high-end devices when support is warranted for low end ones, may deny service to low end devices for the benefit of high end ones, or require the system to invest additional resources supporting parallel data flows, each with characteristics matching different sets of users.

A clear option to solve the compatibility and complexity challenges is to limit sources, intermediate nodes, and receivers to use only $GF(2)$. However, using only $GF(2)$ may deprive higher-end devices of achieving higher reliability and throughput performance. Is it possible to provide a single, easily implementable, and compatible network infrastructure that supports flows with different end-to-end requirements?

Fortunately, it is not just possible to do so, but we show that the solution is simple, tunable, and surprisingly powerful. Fulcrum network codes constitute our solution for this problem. This is a framework that hinges on using only $GF(2)$ operations in the network (Fig. 1), to guarantee reduced overhead, computational cost, as well as compatibility to heterogeneous devices and flows, but providing the opportunity of employing higher fields end-to-end via a tunable and straightforward precoding mechanism. Fig. 1 shows an example with two flows. The sources operate using different fields, e.g., $GF(2^h)$ and $GF(2^b)$ for source 1 and 2, respectively. The intermediate nodes in the network use only $GF(2)$ operations. We will show that a byproduct of our design is the ability to manage receivers with heterogeneous capabilities interested in the same flow, guaranteeing a reasonable service to limited receivers while providing the performance advantages of higher field sizes to those that can afford the additional effort. This allows the left-most receiver of flow 1 in Fig. 1 to choose to decode with $GF(2)$ due to limited computation capabilities. Since the left-most receiver of flow 2 has a better channel than other devices and the router may have to broadcast for a longer time due to the other receivers, the left-most receiver can choose to save energy on computation by accumulating additional packets and decoding using $GF(2)$. Furthermore, this receiver can also recode data packets and send them to a neighbor interested in the same content, thus increasing the coverage of the system and reducing the number of transmissions needed to deliver the content.

II. DESCRIPTION OF THE SCHEME

A. Goals

The key goals of Fulcrum network codes are the following:
Fig. 2: Description of system showing the inner and outer code structures. The outer code is typically established end-to-end. Although some applications could use outer recoders at intermediate nodes for higher efficiency in the network, in most scenarios the inner recoder is enough for supporting the desired functionalities. The sinks can choose from three main types of decoders: the inner, the outer, and the combined decoders. The outer can be exploited with any configuration of outer/inner codes, while the inner and combined decoders require a specific structure of the outer code, e.g., systematic.

1) Reduce the overall overhead due to the use of network coding by (a) reducing the overhead due to coding coefficients per packet, and (b) reducing the overhead due to transmission of linearly dependent packets.

2) Provide simple operations at the routers/devices in the network: this is equally important for high–end routers dealing with high-speed, high-load internet traffic as well as for resource limited devices in M2M applications. The key is to make recoding at these devices as simple as possible, without compromising network coding capabilities.

3) Enable a simple and adaptive trade-off between performance and complexity.

4) Support compatibility with any end-to-end linear erasure code in $GF(2^h)$.

5) Control the flow’s performance in end devices, while intermediate nodes provide a simple, compatible layer for a variety of applications.

B. Idea

The key technical idea of Fulcrum is the use of a dimension expansion step, which consists of taking a batch of $n$ packets, typically called a generation, from the original file or stream and carrying out a conversion step into $n + r$ coded packets in a high field, where $r$ coded packets contain redundant information and are called expansion packets. Fig. 2 shows this step,
where precoding the $n$ original packets with higher fields, e.g., $GF(2^h)$, allows to create a given additional redundancy $r$. After the expansion, each coded packet is then treated as a new packet that will be coded in $GF(2)$ and sent through the network. The mapping for this conversion is known at the senders and at the receivers \textit{a priori}, e.g., using Reed-Solomon codes, or may be conveyed through a seed for a pseudo random number generator.

Since additions in any field of the type $GF(2^k)$ is simply a bit by bit XOR, this means that the underlying linear mapping in higher fields can be reverted at the receivers. The reason to do the expansion is related to the performance of $GF(2)$, which can introduce non-negligible overhead in some settings, as shown in [7], [18]. More specifically, coded packets have a higher probability of being linearly dependent when more data is available at the receiver, i.e., towards the end of the transmission. Increasing dimensions bypasses this problem by mapping back to the high field representation after receiving only $n$ linearly independent coded packets and decoding before the probability of receiving independent combinations in $GF(2)$ becomes prohibitive. The number of additional dimensions, $r$, controls throughput performance. This $r$ is equivalent to the chosen position of a Fulcrum used to leverage larger objects with less effort. The larger the $r$, the higher the performance achieved by the receivers while still using $GF(2)$ in the network.

Our approach naturally divides the problem in the design of inner and outer codes, using the nomenclature of concatenated codes [19]. Concatenating codes is a common strategy in coding theory, but typically used solely for increasing throughput performance point-to-point [19] or end-to-end, e.g., Raptor codes [20]. Some recent work on NC has considered the idea of using concatenation to (i) create overlapping generations to make the system more robust to time-dependent losses, but using the same field size in the inner and outer code [21]; (ii) decompose the network in smaller sub-networks in order to simplify cooperative relaying [22]; or (iii) connecting NC and error correcting channel coding, e.g., [23]. Fulcrum is fundamentally disruptive in two important ways. First, we allow the outer code to be agreed upon by the sources and receivers (dimension expansion), while the inner code is created in the network by recoding packets. Thus, we provide a flexible code structure with controllable throughput performance. Second, it provides a conversion from higher field arithmetic to $GF(2)$ to reduce complexity.

Dividing into two separate codes has an added advantage, not envisioned in previous approaches. This advantage comes from the fact that the senders can control the outer code structure to accommodate heterogeneous receivers. The simplest way to achieve this is by using
a systematic structure in the outer code. This provides the receivers with the alternative to decode in $GF(2)$ after receiving $n + r$ coded packets instead of mapping back to higher fields after receiving $n$ coded packets. This translates into less decoding complexity, as $GF(2)$ requires simple operations, but incurring higher delay. The latter comes from the fact that $r$ additional packets must be received.

If the precoding uses a systematic structure, the system can support three main types of receivers (See Fig. 2). First, a more computationally powerful receiver that decodes in $GF(2^h)$ by mapping back from the $GF(2)$ combinations received. We call this the outer decoder. This procedure is simple because the addition for any extension field $GF(2^l)$ is the same as that to $GF(2)$, namely, a bit-by-bit XOR. We show that accumulating $n$ linearly independent $GF(2)$ coded packets is enough to decode in the higher field. Second, a receiver that decodes in $GF(2)$ to reduce decoding complexity but requiring more time to gather $n + r$ independent linear combinations. If the precoding has a systematic structure, we show that decoding in $GF(2)$ is sufficient to decode the original packets without additional operations. We call this the inner decoder. Finally, we show that a hybrid decoder is possible, which can maintain the high decoding probability when receiving $n$ coded packets as in the high-field decoder ($GF(2^h)$), while having similar decoding complexity to that of the inner decoder. We call this hybrid decoder the combined decoder.

Our work is inspired in part by [24], which attempted to maintain overhead limited to a single symbol per packet. Thomos et al. made a very careful design in their packet coding at the source, but the end result is seemingly disappointing because only a small number of packets could be transmitted maintaining the overhead at one symbol. However, we argue that their careful code construction is not really needed. In fact, the reason behind their results is dominated by the network operations and their strict overhead limitation and not on the source structure, as we will show in this paper. Through our simple design framework, we break free from the constraint of a single symbol overhead and discover the potential to (i) reduce the overhead per packet in the network to roughly that of an end to end $GF(2)$ RLNC system (which is equivalent to the overhead reported in [24]), (ii) trade-off performance in the presence of heterogeneous receivers exploiting a family of precoders and simple designs, and (iii) exploit any generation size without introducing a synthetic constraint due to the field size at the precoder. The work in [24] is a special subcase of our general framework.
C. Design

Our design is simple and flexible in nature, but the results and potential are quite surprising. The overall framework is described in Fig. 2, showing the actions of the source, the network, and the destinations. In the following, we describe these actions in more detail.

1) Operations at the Source: using the \( n \) original packets, \( P_1, P_2, ..., P_n \), the source generates \( n+r \) coded packets, \( C_1, C_2, ..., C_{n+r} \) using \( GF(2^h) \) operations (See Fig. 2-Source). The additional \( r \) coded packets are called expansion packets. After generating these coded packets, the source re-labels these as mapped packets to be sent through the network and assigns them binary coefficients in preparation for the \( GF(2) \) operations to be carried in the network. Finally, the source can code these new, re-labeled packets using \( GF(2) \). The \( i \)-th coded packet has the form \( \sum_{j=1}^{n+r} \lambda_{i,j} C_j \). The coding in \( GF(2) \) can be performance in accordance with the network’s supported inner code. For example, if the network supports \( GF(2) \) RLNC, the source can generate an RLNC coded packet. This is the simplest, high performance inner code. However, other inner codes, e.g., perpetual [25], [26], tunable sparse network coding [27], [28], are also supported by our framework.

Our main design constraint is that the receiver should (i) decode with the \( n+r \) coded packets, and more importantly (ii) that it can decode with high probability after the reception of \( n \) coded packets. Given that the structure of the initial mapping is controlled by the source, we could in fact use Reed-Solomon codes for this purpose. Another option is to send a seed that was used to generate the mapping with each packet. Since this value does not change or needs to be recomputed given the operation in the network, it becomes a simple alternative to agree on a given code. In order to cater to the capabilities of heterogeneous receivers, we suggest the use of a systematic expansion/mapping, which already guarantees condition (i) but also provides interesting advantages for computationally constrained receivers. This is explained in more detail in the operations of the receivers.

2) Operations at Intermediate Nodes: The operations at the intermediate nodes are quite simple. Essentially, they will receive coded packets in \( GF(2) \) of the form \( \sum_{j=1}^{n+r} \lambda_{i,j} C_j \), store them in their buffers, and send recoded versions to the next hops (Fig. 2-Network), typically implementing an inner decoder as described in the following. The recoding mechanism is what defines the structure of the inner code of our system. Recoding can be done as a standard \( GF(2) \)
RLNC system would do, i.e., each packet in the buffer has a probability of 1/2 to be XORed with the others to generate the recoded packet. However, the network can also support other recoding mechanisms, such as recoding for tunable sparse network coding [27], [28] and for Perpetual network codes [26], [25], or even no recoding. We shall discuss the effect of several of these inner codes as part of Section IV.

In some scenarios, it may be possible to allow intermediate nodes to know and exploit the outer code in the network (Fig. 2 - Network). The main goal of these recoders is to maintain recoding with $GF(2)$ operations only. However, when the intermediate node gathers $n$ linearly independent coded packets in the inner code, it can choose to map back to the higher field in order to decode the data and improve the quality of the recoded packets. The rationale is that, at that point, it can recreate the original code structure and generate the additional dimensions $r$ that are missing in the inner code, thus speeding up the transmission process. Although not required for the operation of the system, this mechanism can be quite useful if the network’s intermediate nodes are allowed to trade-off throughput performance with complexity.

3) Operations at the Receivers: We consider three main types of receivers assuming that we enforce a systematic outer code. Of course, intermediate operations or other precoding approaches can be used enabling different end-to-end capabilities and requirements.

Receivers using an Outer Decoder will map back to the original linear combination in $GF(2^h)$ (See Fig. 3 - Left). This means that only decoding of an $n \times n$ matrix in the original field is required. The benefit is that the receiver decodes after receiving $n$ independent coded packets in $GF(2)$ with high probability. The key condition is that the receivers need to know the mapping in $GF(2^h)$ to map back using the options described for the source. These receivers use more complex operations for decoding packets, but are awarded with less delay than $GF(2)$ to recover the necessary linear combinations to decode. We will show that increasing $r$ yields an exponential decrease of the overhead due to non-innovative packets, i.e., coded packets that do not convey a new independent linear combination to the receiver.

On the other hand, receivers using an Inner Decoder opt to decode using $GF(2)$ operations for the $n+r$ relabelled packets (See Fig. 3 - Middle). This is known to be a faster, less expensive decoding mechanism although there is some additional cost of decoding a $(n+r) \times (n+r)$ matrix. If the original mapping uses a systematic structure, decoding in this form already provides the original packets without additional decoding in $GF(2^h)$. The penalty for this reduced
computational effort is the additional delay incurred by having to wait for $n + r$ independent linear combinations in $GF(2)$. Thus, there is no benefit over standard $GF(2)$ but we provide compatibility with the other nodes.

Finally, receivers using a Combined Decoder implement a hybrid between inner and outer decoders with the aim of approaching the decoding speed as inner decoders while retaining the same decoding probability as outer decoders (See Fig. 3-right). This is achieved by decoding the first $n$ coded packets using $GF(2)$ only. If decoding is unsuccessful in $GF(2)$, all coded packets are mapped to $GF(2^h)$ over which the remaining decoding is performed. Hence, if $r << n$ the decoding cost of the last $r$ is negligible compared to that of the initial $n$ packets and decoding speed will approach that of an inner decoder. We show this in Section V.

D. Benefits

1) Simple is Green, Compatible, and Deployable: The bit-by-bit XOR operations of $GF(2)$ in the network are easy and cost-effective to implement in software/hardware and also energy efficient because they require little processing. Their simplicity makes them compatible with almost any device and can be processed at high-speed. Having a simple approach where all packets in the network are processed using $GF(2)$, reduces the additional logic and processing in intermediate devices. This makes it deployable in practice.

2) Supports Heterogeneous Receivers: The use of an inner decoder is not only an option for resource-limited devices. It can be a tool to reduce the decoding effort at receivers, in general,
in particular if \( r \) is small. This is of course possible if the outer code has a systematic structure, which allows for a direct recovery of the original packets once decoding happens in \( GF(2) \) or, other structure for the outer code, that allows for a fast decoding, e.g., sparse outer code, outer code with a Jacket matrix structure \[29\]. For example, consider the case of a single hop broadcast network with heterogeneous channels. A device that has the best channel of the receivers could choose to wait for additional transmissions from the source, given that those transmissions will happen in any case and the receiver might still invest energy to receive them (e.g., to wait for the next generation). The additional receptions can be used to decode using \( GF(2) \) instead of doing the mapping to decode in \( GF(2^h) \) in this way reducing the energy invested in decoding. On the other hand, a receiver with a bad channel will attempt to use \( GF(2^h) \) to decode in order to reduce its overall reception time.

3) Adaptable Performance: Fulcrum can be configured to cover a wide range of decoding complexity vs. throughput performance tradeoffs if we consider the use of sparse outer codes. Let us illustrate this potential with a simple outer code with a density \( d \), i.e., the fraction of non-zero coefficients. Let us consider some extreme cases. First, the case of no extension \( r = 0 \) and \( d \approx \frac{n}{2} \), which corresponds to a binary RLNC code. Second, the case of no extension \( r = 0 \) and \( d << \frac{n}{2} \), which corresponds to a sparse binary RLNC code. Also, \( r >> n, d = 1 \), can achieve similar performance to RLNC with a high field size. By adjusting \( r \) and \( d \), Fulcrum can be tuned to the desired complexity - throughput tradeoff. Importantly, these parameters can also be changed on-the-fly without any control from the encoder to the decoder, allowing for adoption to time varying conditions. Of course, the choice of outer code need not be only changed with the \( d \) parameter. In fact, an LT code, Perpetual code, or Tunable Sparse Network Code could also be used for providing additional trade-offs.

4) Practical Recoding: Recoding can be performed exclusively over the inner code. Encoding and decoding is performed over the outer code, which can therefore be predefined or distributed once upon initialization of the coding session. As the inner code is in \( GF(2) \), its coding vector can easily be represented compactly, which solves the challenge associated with enabling recoding when a high field size is used \[14\].

5) Spreading Complexity Across the Network: Since both intermediate nodes and receivers can choose the computational complexity they are capable to deal with, this enables the network to spread the complexity across the network. Although we currently focus on \( n \) independent
decision between receivers, future work could consider a network that controls what devices will invest more computational effort for specific flows.

6) Security: If security is the goal, our scheme provides a simple way to implement some of the ideas in SPOC \[30\]. With Fulcrum, the mapping of the outer decoder constitutes the secret that the source and destinations share and that, in contrast to \[30\], need not be sent over the network along with the coded packets. Using Fulcrum, we will not incur in the large overhead of SPOC, which sends two coding coefficients per original packet (one encrypted, one without encryption). In fact, the end points (source and receivers) can choose very large field sizes in the outer code while maintaining \(\frac{1+r}{n}\) bits per packet in the generation as overhead. Fulcrum also can provide security without the need to run Gaussian elimination twice at the time of decoding \[31\]. As a consequence Fulcrum does not need to trade–off field size and generation size (and thus security) for overhead in the network and complexity.

7) New Designs while Supporting Backwards Compatibility: Exploiting one code in the network and one underlying code end-to-end provides senders and receivers with the flexibility to control their service requirements while making the network agnostic to each flows’ characteristics. This has another benefit: new designs and services can be incorporated with minimal or no effort from the network operator and maintaining backward compatibility.

### III. Analysis of Receiver Performance with RLNC as Inner Code

Let us understand the delay performance in receivers using the outer and combined decoders. Receivers using an inner decoder correspond to a \(GF(2)\) receiver that needs to get \(n+r\) independent linear combinations before decoding as studied in \[7\], \[15\], \[18\].

Assume a Reed-Solomon code, MDS code, or a high field size RLNC code, so that receiving \(n\) independent coded packets in \(GF(2)\) means that the re-mapped version in \(GF(2^h)\) can decode with probability one. We focus on the analysis for a single receiver to understand the potential. Fig. 4 (a) shows the Markov chain representing the process of reception of independent linear combinations at the receiver given the reception of a new coded packet in \(GF(2)\). Each stage represents the missing independent linear combinations in \(GF(2)\) in order to decode using only \(GF(2)\) operations. In this case, we assume that the receiver is attempting to decode in \(GF(2)\) even when the source has made an expansion to \(n+r\) dimensions. This corresponds to a receiver using an inner decoder. Fig. 4 (b) on the other hand shows the process for a successful
Fig. 4: Markov Chain describing the reception process at a receiver in (a) a classical \(GF(2)\) network, i.e., where both source and network use \(GF(2)\) operations, and (b) exploiting our expansion idea, i.e., where the network treats expanded packets as \(GF(2)\) packets while the source uses \(GF(2^h)\) operations for the expansion.

outer (and combined) decoder. In this case, the underlying \(GF(2)\) process needs only run until \(n\) independent linear combinations in \(GF(2)\) are received, which are mapped back into the \(GF(2^h)\) and decoded for the outer decoder. The combined decoder performs partial decoding in \(GF(2)\) before attempting to use the high field, but this does not affect the following analysis, only decoding complexity. Thus, the last states starting in \(r-1\) until 0 are not visited, as state \(r\) became an absorbing state. If a different precoding structure is used, there will be some probability of visiting the states beyond \(r\). However, if we use a large enough field size, this effect will be negligible and the process described in Fig. 4 (b) will be a very good approximation of the expected performance. Using the intuition from Fig. 4 (b), the mean number of packets received from the network to decode using an outer (or combined) decoder considering \(r\) additional dimensions is given by

\[
E \left[ N_{GF(2)}(r) \right] = n + \sum_{i=r+1}^{n+r} \frac{1}{1 - 2^{-i}} = n + \sum_{i=r+1}^{n+r} \frac{1}{2^i - 1}. \tag{1}
\]

Lemma 1 shows that the overhead due to additional \(GF(2)\) coded packet receptions when using an outer or combined decoder decreases exponentially with \(r\).

**Lemma 1:** Considering an outer or a combined decoder with an MDS inner code, we have

\[
E \left[ N_{GF(2)}(r) \right] = n + 2^{-r} \times \theta(n), \tag{2}
\]

for some \(\theta(n) \in [1 - 2^{-n}, 2 - 2^{-n+1}]\).
Fig. 5: Successful decoding for an outer or combined decoder given $r$ redundant dimensions: (a) CDF and (b) PMF

**Proof:** The proof follows from finding an upper and lower bound on $E \left[ N_{GF(2)}(r) \right]$ described in Eq. (1). To derive the upper bound, we use the fact that $2^{i-1} \leq 2^i - 1$ for $i \geq 1$ to convert into the sum of a set of elements of the geometric series. Thus, $E \left[ N_{GF(2)}(r) \right] \leq n + \sum_{i=r+1}^{n+r} 2^{-i+1} = n+2^{r+1} - 2^{-n-r+1}$. The lower bound follows a similar argument, but using the fact that $2^i \geq 2^i - 1$ for $i \geq 1$. Thus, $E \left[ N_{GF(2)}(r) \right] \geq n + \sum_{i=r+1}^{n+r} 2^{-i} = n + 2^{-r} - 2^{-n-r}.$

Another interesting result for receivers with outer and combined decoders is shown in Lemma 2, where we proof that the variance of $N_{GF(2)}(r)$ decreases exponentially with $r$.

**Lemma 2:** Considering a receiver using an outer or combined decoder with an MDS inner code, then $\text{var} \left( N_{GF(2)}(r) \right) = O(2^{-r})$.

**Proof:** The proof follows by bounding the variance of $N_{GF(2)}(r)$. Defining $P_i = 1 - 2^{-n-r+i-1}$ and using independence in the Markov chain, it is straightforward to prove that $\text{var} \left( N_{GF(2)}(r) \right) = \sum_{i=1}^{n} \frac{1-P_i}{P_i^2}.$ After some manipulations and using the fact that $2^{-r-1} \geq 2^{-n-r+i-1}$ for $i = 1, \ldots, n$ then,

$$\text{var} \left( N_{GF(2)}(r) \right) = \sum_{i=1}^{n} \frac{1}{(1-2^{-n-r+i-1})^2} - E \left[ N_{GF(2)}(r) \right] \leq E \left[ N_{GF(2)}(r) \right] \leq \frac{E \left[ N_{GF(2)}(r) \right]}{2^{r+1}-1} \leq \frac{n + 2^{-r+1}}{2^{r+1}-1} = \frac{n + 2^{-r+1}}{2^{r+1}-1},$$

which concludes the proof.

Fig. 5a shows the cumulative distribution function (CDF) for a receiver with an outer or a combined decoder and with a network operating with $GF(2)$ and various values of $r$, the dimensions introduced in the mapping. Clearly, introducing additional dimensions improves the probability of decoding with fewer received coded packets from the network. In fact, even a small
TABLE I: Decoding after reception of a certain number of coded packets using the outer or combined decoders for various $r$ and assuming RLNC $GF(2)$ inner encoder and recoders.

| Code     | Decoding after receiving (coded packets) |
|----------|-----------------------------------------|
|          | $r$ | $n$ | $n+1$ | $n+2$ | $n+3$ |
| Fulcrum  | 4   | 93.87% | 99.75% | 99.99% | 99.9997% |
|          | 7   | 99.22% | 99.996% | 99.99998% | 99.99999992% |
|          | 10  | 99.90% | 99.9999% | 99.99999996% | 99.99999999998% |
| RaptorQ  |     | 99%   | 99.99% | 99.9999% |

value, e.g., $r = 1$ or $r = 2$, the improvement is quite noticeable. This is good from a practical perspective as these gains can be achieved without dramatically decreasing performance in the receivers using inner decoders. Table I provides key decoding probabilities (in percentages) when receiving $n$, $n+1$, $n+2$, and $n+3$ coded packets when the inner code is RLNC $GF(2)$. Better results could be obtained if using a systematic structure. The table shows that the probability of decoding after receiving exactly $n$ coded packets using an outer or combined decoder is quite high even for moderate $r$ values. It also shows that the performance with $r = 7$ is similar to that provided by RaptorQ codes [32], while $r > 7$ can provide higher decoding guarantees. The corresponding probability mass function (PMF) is presented in Figure 5b. This shows that the variance is reduced with the increase of $r$.

A. Extension to Broadcast with Heterogeneous Receivers

Let us consider the case of broadcast from one source to two receivers ($R_1$ and $R_2$) with independent channels and packet loss probability $e_i$ for receiver $R_i$. Our goal is to illustrate the effect of using different decoders at receivers with heterogeneous channel qualities as well as to compare the performance of Fulcrum to that of standard RLNC at different finite fields.

We exploit the Markov chain model presented in [7] to provide an accurate representation of the field size effect when broadcasting to two receivers. This model is also easily adapted to incorporate the use of the outer decoding capabilities of Fulcrum. The model in [7] relies on a state definition that incorporates three variables, the number of independent linear combinations at each receiver and the common linear combinations between the two. The key change in the model is similar to the change introduced in the Markov chain in Section III, that is, considering that the dimensions in the Markov chain in [7] have a higher number of possible values, namely,
Fig. 6: (a) CDF and (b) PMF of successful Decoding for Broadcast channel with two receivers showing the performance of standard RLNC for $GF(2)$ and $GF(2^{16})$, the performance of Fulcrum when one receiver exploits the outer code and the other only the inner code, and Fulcrum when both receivers exploit the outer code. Parameters $e_1 = 0.1$, $e_2 = 0.5$, $n = 10$ packets.

$n + r + 1$ instead of $n + 1$ per variable in the state. Then, if one (or both) receivers use the outer (or combined) decoder, the number of linear combinations gathered by that receiver will be increased to $n + r$ whenever the receiver would normally achieve $n$. Using these modifications, we generated the results for Figure 6a.

Figure 6a shows the CDF for the number of transmissions to complete $n = 10$ packets to two receivers. The performance of RLNC $GF(2^{16})$ shows the best performance of the best solution. Clearly, a Fulcrum approach where both receivers exploit the outer decoder and use $r = 7$ redundant packets performs essentially the same as RLNC with $GF(2^{16})$. Note that Fulcrum with $r = 2$ and two receivers with outer decoder provides close to the same performance as RLNC with $GF(2^{16})$ but with less complexity. Additionally, $r = 2$ provides a much better trade-off for the two receivers using different decoders. Also, interesting is that even when one of the receivers attempts to decode using the inner decoder, i.e., using only $GF(2)$ operations, the worst case behavior is maintained. This worst case behavior is superior to using only RLNC with $GF(2)$. Figure 6b provides the PMF for a similar scenario, demonstrating that the variance using Fulcrum is reduced, particularly when increasing $r$. In fact, we observe that for the case of two receivers using Fulcrum’s outer (or combined) decoder achieve essentially the same PMF as RLNC with $GF(2^{16})$. 
B. Overhead

Let us define the overhead for a generation with size $n$ as the total number bits transmitted during the successful transmission of a generation over the number of data bits contained within the generation. This means that it incorporates both the additional header information and the overhead caused by retransmissions due to linear dependency. For our analysis, we consider receivers with outer and combined decoders and that we use the standard coding vector representation, i.e., a coefficient per packet is sent attached to the coded packet.

The mean overhead of using $GF(2^h)$ is proportional to $hn^2$ bits for large enough $h$ considering that there are channel losses that affect the total number of packets transmitted. The mean overhead of our scheme is proportional to $E[N_{GF(2)}] (n+r) \leq n^2 + nr + (n+r)(2^{-r} - 2^{-n-r})$ if we use a standard coding vector representation. Since $r \ll n$ for these cases, the overhead will be dominated by $n^2 + n2^{-r}$, which is to say almost a factor of $h$ smaller than using $GF(2^h)$. However, this can be further reduced if we use a sparse $GF(2)$ inner code.

IV. Effect of Sparse Inner Codes

Beyond benefiting from sparse inner codes for reducing overhead, Fulcrum can provide fundamental benefits to sparse coding strategies as well. To illustrate this potential, let us consider an example of the coupon collector problem as an extreme case with application to P2P systems. We then provide an extension of this result to the general case of static sparse structures, i.e., sparse inner codes that do not change in time. Results can be extended to time-variant schemes such as tunable sparse network coding [27].

A. Coupon collecting with jokers

We first describe the standard coupon collector problem and its performance in terms of the mean and variance of number of coupons to collect before recovering all data. We then describe an extension to this problem based on using the coupon collecting problem as an inner code with an outer code that introduces additional redundancy (i.e., jokers) to recover.

1) Coupon collector problem: Consider a system for which there are $n$ coupons to collect. A collector receives a coupon drawn uniformly at random from the pool of $n$ possible coupons. The random variable representing the number of coupons collected before gathering all original $n$ coupons is defined as $C(n)$. The mean number of coupons that the collector needs to receive to
gather all distinct coupons is \( E[C(n)] = n \cdot \sum_{i=1}^{n} 1/i = n (\ln n + \gamma + \epsilon_n) \), where \( \gamma \) is the Euler-Mascheroni constant and \( \epsilon_n = O(1/2^k) \). Also, the variance of the coupon collector problem can be shown to be bounded as
\[
n (\ln n + \gamma + \epsilon_{n-1}) \leq \text{var}(C(n)) \leq n^2 \pi^2 / 6. \tag{4}
\]

2) **Coupon collector problem with jokers (i.e., dimension expansion):** Let us consider that now \( r \) additional but distinct joker coupons are included in the pool. These coupons are a valid substitution to any other standard coupon. The only condition is that the collector cannot get the same joker more than one time. Now the pool of coupons we draw from is \( n + r \), but the collector need only get \( n \) different ones. The random variable representing the number of coupons collected before gathering all original \( n \) coupons using \( r \) jokers is defined as \( C(n, r) \).

The mean number of coupons that the collector needs to receive is given by Lemma 3.

**Lemma 3:** Considering the problem of coupons with jokers and \( \alpha > 0 \), we have
\[
E[C(n, \alpha n)] < n (1 + \alpha) \ln(1 + 1/\alpha). \tag{5}
\]

**Proof:** Assuming we need to collect any \( n \) different coupons out of a pool of \( n + r \) to be able to recover, then
\[
E[C(n, r)] = \sum_{i=0}^{n-1} \frac{n+r}{n+r-i} = (n+r) \sum_{i=r+1}^{n+r} 1/i = (n+r) \left( \sum_{i=1}^{n+r} 1/i - \sum_{i=1}^{r} 1/i \right)
\]
\[
= (n+r) \left( \ln(n+r) - \ln r + \epsilon_{n+r} - \epsilon_r \right) < (n+r) \ln (n/r + 1).
\]
The proof follows by considering \( r = \alpha n \). \( \blacksquare \)

This means that \( E[C(n, \alpha n)] = O(n) \) for our problem. The factor \( (1 + \alpha) \ln(1 + 1/\alpha) \) becomes smaller as \( \alpha \) grows. In fact, \( \lim_{\alpha \to \infty} (1 + \alpha) \ln(1 + 1/\alpha) = 1 \). This translates in picking a combination that is linearly independent of the others with high probability since there is a negligible probability of picking the same coupon (joker or not). This is equivalent in a sense to what RLNC does, so it is not surprising that letting \( \alpha \to \infty \) converges to the same performance.

The gain over the coupon collector is then
\[
G = \frac{E[C(n)]}{E[C(n, \alpha n)]} > \frac{\ln n}{(1 + \alpha) \ln(1 + 1/\alpha)}, \tag{6}
\]
which provides gains as long as \( \ln n > (1 + \alpha) \ln(1 + 1/\alpha) \). As an example, if we add an extra 20\% of joker coupons to the original \( n \) coupon pool, i.e., \( \alpha = 0.2 \), then \( E[C(n, 0.2n)] = \).
This strategy is effective with respect to the standard coupon collector if \( n > 8.58 \). Note that if \( n = 1000 \) coupons, the gain is \( 3.2x \). This simple result could have interesting implications in Peer-to-Peer networks as a way to maintain backwards compatibility while still reducing the time to recover the data.

Also important, the variance grows as \( O(n/\alpha) \) for this problem, as shown in Lemma 4, while the coupon collector problem grows as \( \Omega(n \ln n) \) and \( O(n^2) \). Clearly, increasing \( \alpha \) for a fixed \( n \) allows us to reduce the variance of the process.

Lemma 4: Considering the problem of coupons with jokers, we have

\[
\text{var}(C(n, \alpha n)) < n \left( \frac{1 + \alpha}{2 \alpha^2} \right). \tag{7}
\]

Proof: Defining \( P_i = \frac{n+r-i}{n+r} \), we calculate the variance as

\[
\text{var}(C(n, r)) = \sum_{i=1}^{n} \frac{1-P_i}{P^2_i} = (n+r) \sum_{i=1}^{n-1} \frac{i}{(n+r-i)^2} < (n+r) \sum_{i=1}^{n-1} \frac{i}{(r+1)^2}
\]

\[
= \frac{n+r}{(r+1)^2} \sum_{i=1}^{n-1} i = \frac{n+r}{(r+1)^2} \cdot \frac{n(n-1)}{2}
\]

Using \( r = \alpha n \), then \( \text{var}(C(n, \alpha n)) = \frac{n(1+\alpha)n(n-1)}{2\alpha^2 (n+1)^2} < \frac{n^3(1+\alpha)}{2\alpha^2 n^2} = n \left( \frac{1+\alpha}{2\alpha^2} \right) \).

B. General Result for Static Sparse Structures

For the general case of sparse matrices, we use the following bound.

Theorem 5: (Theorem 4 of [33]) The probability \( p(i, n) \) of a received coded packet with density \( \rho(i, n) \leq 1/2 \) to be innovative when the receiver already has \( i \) out of \( n \) degrees of freedom is \( p(i, n) \geq 1 - (1 - \rho(i, n))^{n-i} \).

If the number of non-zero coefficients is given by \( k \), then the use of Fulcrum provides a \( \rho = k/(n+r) \). Lemma 6 provides an upper bound for the general case of sparse inner codes.

Lemma 6: Considering the problem of a sparse inner code with an MDS outer code, we have

\[
E[S(n, r)] \leq n + \frac{n}{\exp \left( \frac{k(r+1)}{n+r} \right) - 1}. \tag{8}
\]

Proof:

\[
E[S(n, r)] \leq \sum_{i=0}^{n-1} \frac{1}{1 - (1-\rho)^{n+r-i}} = \sum_{i=r+1}^{n+r} \frac{1}{1 - (1 - k/(n+r))^i} \tag{9}
\]

\[
\leq \sum_{i=r+1}^{n+r} \frac{1}{1 - \exp \left( -\frac{ik}{n+r} \right)}. \tag{10}
\]
where step (1) uses the bound in Theorem 5, (2) uses the fact that \((1 - k/(n + r))^i \leq \exp\left(-\frac{ik}{n+r}\right)\).

Let us consider \(q = \exp\left(\frac{k}{n+r}\right)\), then

\[
E[S(n, r)] \leq \sum_{i=r+1}^{n+r} \frac{1}{1 - q^{-i}} \leq n \frac{q^{r+1}}{q^{r+1} - 1} = n \frac{\exp\left(\frac{k(r+1)}{n+r}\right)}{\exp\left(\frac{k(r+1)}{n+r}\right) - 1}
\]

where (3) uses the fact that \(q^{-i} \leq q^{-r-1}, q > 1, i \geq r + 1\), which concludes the proof. \(\blacksquare\)

A first conclusion, is that \(\lim_{r \to \infty} E[S(n, r)] \leq n \frac{\rho^k}{\rho^k - 1} = n \left(1 + \frac{1}{\sqrt{e} - 1}\right)\). This means that adding additional redundancy in the outer code leads to a bounded performance in terms of overhead. If \(k = 3\) or \(k = 4\) for a large outer code redundancy, the mean number of coded packets to be received in order to decode is below \(1.05n\) and below \(1.019n\), respectively. That is, less than 5\% and 2\% overhead.

If we consider LT codes using an ideal soliton distribution, the mean number of non-zeros is given by \(k \approx \ln(n + r)\) \([34]\), and \(r = \alpha n\) and \(\alpha > 0\), then \(E[S(n, r)] \leq n + O\left(\frac{n^{1/(\alpha + 1)}}{(1+\alpha)^{\alpha/(\alpha+1)}}\right)\). As an example, if \(\alpha = 1\), then \(E[S(n, r)] \leq n \left(1 + \frac{1}{\sqrt{e} - 1}\right)\) while \(\alpha = 2\) produces \(E[S(n, r)] \leq n \left(1 + \frac{1}{(3n)^{2/3} - 1}\right)\). If \(\alpha \to \infty\), the overhead vanishes.

For the special case of fixed \(\rho\) irrespective of the number of coding symbols for generated in the outer code, i.e., \(\rho(i, n) = \rho\), if \(S(n, r)\) represents the number of received packets until decoding is possible, then

\[
E[S(n, r)] \leq \sum_{i=r+1}^{n+r} \frac{1}{1 - (1/1 - \rho))^{-1}} \leq n + \sum_{i=r+1}^{n+r} \frac{1}{B^{-i}} \leq n + \sum_{i=r+1}^{n+r} \frac{B^{-i}}{B^{-1}}
\]

\[
= n + \frac{B^{n+1} - B}{(B-1)^2 B^{n+r}} = n + \frac{(1 - \rho)^{r+1}}{\rho^2} - \frac{(1 - \rho)^{n+r+1}}{\rho^2},
\]

where step (1) uses the bound in Theorem 5, (2) considers making \(B = \frac{1}{1-\rho}\), and (3) uses \(B^i \geq B^i - B^{i-1}\) for \(B \geq 1\). For \(\rho\) fixed, then \(r \to \infty\) then \(E[S(n, r)]\) tends to \(n\).

V. IMPLEMENTATION

In this section we describe the implementation of different Fulcrum encoder and decoder variants. The descriptions presented here are based on our actual implementation of the algorithms in the Kodo network coding library \([35]\). For our initial implementation, we utilized two RLNC codes with the outer code operating in \(GF(2^8)\) or \(GF(2^{16})\) and the inner code in \(GF(2)\).
Example of mapping between a systematic outer and systematic inner Fulcrum encoder:

| Symbol available (time) | Original symbols | Outer Code (10,8) | Inner Code (rate-less) | Symbol sent (time) |
|------------------------|------------------|-------------------|------------------------|-------------------|
| t1                     |                  |                   |                        |                   |
| t2                     |                  |                   |                        |                   |
| t3                     |                  |                   |                        |                   |
| t4                     |                  |                   |                        |                   |
| t5                     |                  |                   |                        |                   |
| t6                     |                  |                   |                        |                   |
| t7                     |                  |                   |                        |                   |
| t8                     |                  |                   |                        |                   |

Example of mapping between a non-systematic outer and non-systematic inner Fulcrum encoder:

| Symbol available (time) | Original symbols | Outer Code (10,8) | Inner Code (rate-less) | Symbol sent (time) |
|------------------------|------------------|-------------------|------------------------|-------------------|
| t1                     |                  |                   |                        |                   |
| t2                     |                  |                   |                        |                   |
| t3                     |                  |                   |                        |                   |
| t4                     |                  |                   |                        |                   |
| t5                     |                  |                   |                        |                   |
| t6                     |                  |                   |                        |                   |
| t7                     |                  |                   |                        |                   |
| t8                     |                  |                   |                        |                   |

Fig. 7: Example of (a) a systematic outer encoder and a systematic inner encoder with $n = 8$ and $r = 2$, and (b) a non-systematic outer encoder and a non-systematic inner encoder with $n = 8$ and $r = 2$

**A. Implementation of the Encoder**

One advantage of Fulcrum is that the encoding is quite simple. Essentially, the two encoders can be implemented independently, where the outer encoder uses the $n$ original source symbols to produce $n + r$ input symbols for the inner encoder. In general, the inner encoder can be oblivious to the fact that the input symbols might contain already encoded data.

For the initial implementation we required all source symbols to be available before any encoding could take place. This is however not necessary in cases where both encoders support systematic encoding. In such cases, it would be possible to push the initial $n$ symbols directly through both encoders without doing any coding operations or adding additional delay. An illustration of this is shown in Fig. 7a where a set of $n = 8$ original symbols are sent with the outer encoder configured to build an expansion of $r = 2$.

As both encoders in Fig. 7a are systematic, no coding takes place until step 9 and 10, where the outer encoder produces the first encoded symbols. At this point, the inner encoder is still in
the systematic phase and therefore passes the two symbols directly through to the network. In step 11, the inner encoder also exits the systematic phase and starts to produce encoded symbols. At this stage, the inner encoder is fully initialized and no additional symbols are needed from the outer encoder, all following encoding operations therefore take place in the inner encoder.

As shown in this simple example, using a systematic structure in both encoders can be very beneficial for low delay applications because packets can be sent as they arrive at the encoder. Systematic encoding is not always required for attaining this low delay. For example, if the inner encoder is a standard RLNC encoder only generating non-zero coefficients for the available symbols, i.e., using an on-the-fly encoding mechanism.

In the case of a structured non-systematic inner code, this low delay performance is typically not possible. However, there are several applications where non-systematic encoding may be more beneficial, e.g., for security, multiple-source and/or multiple-hop networks. For data confidentiality, using a systematic outer code becomes a weakness in the system. In this case, a dense, high field outer code is key to providing the required confidentiality.

As an example, Fig. 7b shows the use of a non-systematic outer encoder. Assuming the outer mapping is kept secret, only nodes with knowledge of the secret would be able to decode the actual content. Whereas all other nodes would still be able to operate on the inner code. For multi-hop networks or multi-source networks, a systematic inner code may not be particularly useful for the receiver as the systematic structure will not be preserved as the packet traverses the network and is recoded. Fig. 7b shows that it is also possible to use a non-systematic encoding scheme at the inner encoder. This is typically implemented to minimize the risk of transmitting linear dependent information in networks which may contain multiple sources for the same data, e.g. in Peer-to-Peer systems, or if the state of the sinks is unknown.

B. Implementation of the Decoder

As in other similar systems, the goal at the decoder side is to reverse the mapping created at the encoder. In our implementation, we have developed decoders supporting all three types of receivers mentioned in Section II.

**Outer decoder:** immediately maps from the inner to the outer code essentially decoding in $GF(2^h)$. This type of decoder is shown in Fig. 8. In order to perform this mapping, a small lookup table storing the coefficients was used. The size of the lookup table depends on whether
the outer encoder is systematic or not. In the case of a systematic outer encoder a lookup table of size $r$ is sufficient, since the initial $n$ symbols were uncoded (i.e. using the unit vector). However, in case of a non-systematic outer encoder all $n + r$ outer encoding vectors needs to be stored. An alternative approach would be to using a pseudo-random random generate the encoding vectors on the fly as needed. On advantage of the lookup table is that it may be precomputed and therefore would not consume any additional computational resources during encoding/decoding.

**Inner decoder:** decodes using only $GF(2)$ operations, requiring a systematic outer encoder (Fig. 9a). In this case, the decoder’s implementation is very similar to a standard RLNC $GF(2)$ decoder configured to received $n + r$ symbols. The only difference being that only $n$ of the decoded symbols will contain the original encoded data. If sparse inner codes are used, other decoding algorithms could be used, e.g., belief propagation [20].

**Combined decoder:** attempts to decode as much as possible using the inner decoder before switching to the typically more computationally costly outer decoder. Note that this type of decoding only is beneficial if the outer encoder is systematic or, potentially, very sparse. Otherwise, the combined decoder gives no advantages in general.

In order to understand how this works, let us go through the example shown in Fig. 9b. When an encoding vector arrives at a combined decoder, it is first passed to the inner decoder. Internally, the inner decoder is split into two stages. In stage one, we attempt to eliminate the
Fig. 9: Examples of Fulcrum’s (a) inner decoder and (b) combined decoder. A Fulcrum inner decoder (a) skips the use of the outer code by decoding the entire inner block and then discarding all symbols belonging to the outer expansion. A Fulcrum combined decoder (b) uses a two stage inner decoder to eliminate as much of the contribution of the outer code as possible before mapping the symbol to the outer decoder. It should be noted that this only works in cases where the outer code is systematic.

extension added in the outer encoder (these are the symbols that when mapped to the outer decoder will have coding coefficients from the outer field). If stage one successfully eliminates the expansion, the symbol is passed to stage two. In the stage two decoder, we only have linear combinations of original source symbols. These symbols have a trivial encoding vector when mapped to the outer decoder. Once stage one and stage two combined have full rank the stored symbols are mapped to the outer decoder. Notice in Fig. 9b how symbols coming from stage two have coding coefficients 0 or 1 require only a few operations to be decoded, whereas the symbols coming from stage one have a dense structure with coding coefficients coming from the outer field, represented by $c_{xy} \in GF(2^h)$, where $GF(2^h)$ is the field used for the outer code.
After mapping to the outer decoder, the final step is to solve the linear system shown in the lower right of Figure 9b.

VI. PERFORMANCE RESULTS

In the following section, we present our initial performance results obtained by running the different algorithms on a Macbook Pro laptop with a Intel Core i5 @ 2.4 GHz CPU and 4GB RAM. For all benchmarks a packet size of 1600 B was used and the outer Fulcrum code is performed over $GF(2^8)$. We implemented the Fulcrum encoder and the three decoder types in Kodo [36]. The results for the RLNC encoders and decoders in $GF(2)$ and $GF(2^8)$ use the current implementation in this library. Performance is evaluated using Kodo’s benchmarks. We assume a systematic outer code structure to compare performance of the three decoder types.

Figure 10a shows the decoding throughput for the Fulcrum code, with different $r$ and decoder type. This is compared against the performance of an RLNC decoder using $GF(2)$, as this represents the fastest dense code, and an RLNC decoder using $GF(2^8)$, as this represents a commonly used dense code with the same field size used in the outer code of the Fulcrum schemes and where decoding probability approaches 1 when $n$ packets have been received.

When only the inner code over $GF(2)$ is utilized for decoding in Fulcrum (inner decoder), Fulcrum becomes similar to RLNC over $GF(2)$. When only the outer code over $GF(2^8)$ is utilized in Fulcrum (outer decoder), Fulcrum becomes similar to RLNC over $GF(2^8)$. Thus, in these two cases the decoding throughput for Fulcrum is expected to be equivalent to RLNC over $GF(2)$ and RLNC over $GF(2^8)$, respectively. This is confirmed and verifies that the decoding implementation performs as expected in these two known cases. The case of the combined decoder is more interesting as it shows the gain over RLNC with $GF(2^8)$. Not only is the Fulcrum combined decoder always faster compared to RLNC over $GF(2^8)$, but the performance also approaches that of RLNC over $GF(2)$ as the generation size grows. For $n = 1024$ packets, the combined decoder is 20 times faster than the RLNC over $GF(2^8)$, but with similar decoding probability performance.

Figure 10a also shows an interesting aspect on the outer code for $r = 1$. For this case, the throughput of Fulcrum’s outer decoder is higher than for standard RLNC over $GF(2^8)$. The reason is that each inner coded packet has a probability of 1/2 to have a contribution of an expansion packet, i.e., a packet with high field coefficients different from zero or one. When the
Fig. 10: Processing speed for (a) decoding of various Fulcrum decoders compared to RLNC decoders, and (b) encoding of Fulcrum compared to RLNC encoding. The encoding speed of Fulcrum does not depend on the decoder type (combined, inner, or outer).

System map back in the outer decoder, roughly half of the rows will have only zeros and ones while the other half will have other elements in $GF(2^8)$. The advantage of the former rows is that it reduces the number of multiplication operations needed in the decoding process allowing for a processing speed up. This speed up could be larger than depicted in Figure 10a if we tried to exploit this particular structure. We have avoided this because the probability of getting rows with only ones and zeros after mapping back decreases dramatically as $r$ increases. This is seen in the performance of the other values of $r$.

Figure 10a shows that the combined decoder has some performance dependence for small generation size for different $r$ values, namely, the higher the $r$ the lower the processing speed, although always faster than the outer decoder. However, this difference in performance becomes negligible as the number of data packets per generation increases. The reason is that most of the processing effort will be spent decoding in the inner code, and the effect of the $r$ expansion packets is less marked.

Decoding speed is usually given a higher priority than the encoding speed, e.g., if there are more decoders than encoders, or because the decoding process tends to be more complex than the encoding one. However, encoding speed can be critical in some cases, e.g., a satellite transmitting to an earth station, sensor nodes collecting and sending data to a base station, because there is an inherent constraint on the sender’s computational capabilities or energy. Figure 10b shows
the encoding speed compared to the baseline RLNC over $GF(2)$ and $GF(2^8)$. For the case of $n = 16$ packets in the generation, the Fulcrum encoder runs 3.2x to 6.6x faster for $r = 1$ and $r = 4$, respectively, compared to the $GF(2^8)$ RLNC encoder. As $n$ increases, so does the gain over the RLNC $GF(2^8)$ and the dependency on the choice of $r$ decreases. For example, at $n = 128$ packets the Fulcrum encoder is approximately 14x faster than the RLNC $GF(2^8)$ encoder, and for $g = 256$ the encoding speed is the same as RLNC over $GF(2)$.

Finally, we compare the decoding probability performance of Fulcrum with a $GF(2^8)$ systematic RLNC outer code to the theoretical values from the analysis in Section III. Figure 11 shows the CDF of the decoding probability produced with 1000 runs in our real implementation matches theory quite well.

VII. Conclusions

This paper presents Fulcrum network codes, an advanced network code structure that preserves RLNC’s ability to recode seamlessly in the network while providing key mechanisms for practical deployment of network coding. Fulcrum addresses several of the standing practical problems with existing RLNC codes and rateless codes, by employing a concatenated code design. This concatenated code design provides our solution with a highly flexible, tunable and intuitive design. This paper describes in detail the design of Fulcrum network codes and its practical benefits over previous network coding designs and it provides mathematical analysis on the performance of Fulcrum network codes under a wide range of conditions and scenarios. The
paper also presents a first implementation of Fulcrum in the Kodo C++ network coding library as well as benchmarking its performance to high-performance RLNC encoder and decoders.

Our throughput benchmarks show that Fulcrum provides much higher encoding/decoding processing speed compared to RLNC $GF(2^8)$. In fact, the processing speeds approach those of RLNC $GF(2)$ as the generation size grows. More importantly, Fulcrum can maintain the decoding probability performance of RLNC $GF(2^8)$ at the same time that the processing speed is increased by up to a factor of 20 in some scenarios with our initial implementation. Furthermore, the trade-off between coding processing speed and decoding probability can easily be adjusted using the outer code expansion $r$ to meet the requirements of a given application.

Fulcrum solves several standing problems for existing RLNC codes. First, it enables an easily adjustable trade-off between coding throughput and decoding probability. Second, it provides a higher coding processing speed when compared to the existing RLNC codes in use. Third, it reduces the overhead associated with the coding vector representation, necessary for recoding, while maintaining a high decoding probability. Fourth, it reduces the type of operations and logic that the network needs to support while allowing end-to-end devices to tailor their desired service and performance, making a key step to widely deploying network coding in practice. This has an added advantage of allowing the network to support future designs seamlessly and naturally providing backwards compatibility.

Given these advantages, Fulcrum is particularly well suited for a wide range of scenarios, including (i) distributed storage, where the reliability requirements are high and many storage units are in use; (ii) wireless (mesh) networks, where the packet size is typically small, which results in large generation sizes when large file are transmitted; (iii) heterogeneous networks, since Fulcrum supports different decoding options for (computationally) strong and weak decoders; (iv) wireless sensor networks, where the packet sizes are small requiring small overhead and also the devices are energy- and computationally-limited. Future work will study optimal solutions to use Fulcrum’s structure to spread the complexity over the network.
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