ON THE DIMENSION OF THE FOMIN-KIRILLOV ALGEBRA AND RELATED ALGEBRAS
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"Faire de l’Algèbre, c’est essentiellement calculer, c’est-à-dire effectuer, sur des éléments d’un ensemble, des « opérations algébriques », dont l’exemple le plus connu est fourni par les « quatre règles » de l’arithmétique élémentaire.” — Nicolas Bourbaki

Abstract. In 1999, Fomin-Kirillov [16] introduced the quadratic algebras $E_m$ in terms of generators and relations which are the universal quadratic cover of the algebra generated by divided difference operators $\partial_{ij}$ acting on the polynomial ring $k[x_1, \ldots, x_m]$. These algebras are mostly important due to their relations to Schubert calculus and geometry and to the general framework of quantum groups and Nichols algebras. Fomin and Kirillov asked about the dimension of $E_m$. In this paper, we prove that $E_m$ is infinite dimensional for all $m \geq 6$ which was a well-known conjecture. The techniques we use rely on braided differential calculus as developed by Liu [34] [12] and Bazlov [9] as well as on the notion of integrals for Hopf algebras as introduced by Sweedler [47].
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1See [14] Introduction, page xi].
1. Introduction

We fix once and for all an arbitrary ground field \( k \). We will always work over this field. We denote by \( S_m \) the symmetric group on \( m \) letters. We denote by \( R \) the root system of type \( \mathbb{A}_n \) where \( n = m - 1 \). Fomin-Kirillov introduced in [16, Definition 2.1] a quadratic \( k \)-algebra \( E_m \), which is now called the Fomin-Kirillov algebra, defined by generators and relations where we have generators \( x_\alpha \) for each \( \alpha \in R \) and homogeneous relations

\[
\begin{aligned}
x_{-\alpha} &= -x_\alpha \\
x_\alpha^2 &= 0 \\
x_\alpha x_\gamma &= x_\gamma x_\alpha
\end{aligned}
\]

for all \( \alpha, \gamma \in R \) such that \( \alpha \) and \( \gamma \) are orthogonal, 

\[
x_\alpha x_{\alpha+\gamma} + x_{\alpha+\gamma} x_\gamma - x_\gamma x_\alpha = 0
\]

for all \( \alpha, \gamma \in R \) such that \( \alpha \) and \( \gamma \) span a root subsystem of \( R \) of type \( \mathbb{A}_2 \) with base \( \{ \alpha, \gamma \} \).

There are plenty of motivations to consider the Fomin-Kirillov algebra. Let us mention at least two of them which are already present in [16].

- The divided difference operators \( \partial_\alpha \) acting on the polynomial ring \( k[x_1, \ldots, x_m] \) satisfy exactly the above relations in degree less or equal than two where \( \partial_\alpha \) plays the role of \( x_\alpha \). In other words, the algebra \( E_m \) projects onto the subalgebra of \( \text{End}_k k[x_1, \ldots, x_m] \) generated by \( \partial_\alpha \) where \( \alpha \) runs through \( R \). The ideas of the Schubert calculus of divided difference operators will be prevalent in this paper, cf. Section 8. For an elementary introduction to them, we refer to [28, 31, 35].
- Recall that over the complex numbers the coinvariant algebra \( S_m \) is canonically isomorphic to the cohomology ring of the complete flag variety \( \text{SL}_m(\mathbb{C})/B \) where \( B \) is a Borel subgroup of \( \text{SL}_m(\mathbb{C}) \) ([16, Theorem 6.1]). Because of this geometric interpretation, the coinvariant algebra is sometimes also called Borel’s algebra (at least when considered over the complex numbers). In [16, Theorem 7.1], it was proved that \( S_m \) can be canonically embedded into \( E_m \) via Dunkl elements. In this way, the Fomin-Kirillov algebra can be thought of as a noncommutative model for Schubert calculus, and can be useful to prove something about the latter.

In [16, Problem 2.2], the authors ask about the dimension of \( E_m \) considered as a \( k \)-vector space. In this paper, we prove the following theorem.

Theorem 1.1 (Corollary 18.2). The Fomin-Kirillov algebra \( E_m \) is infinite dimensional for all \( m \geq 6 \).

Remark 1.2. It is known from [42, Example 6.4] that \( E_m \) is finite dimensional for all \( m \leq 5 \).

Setup of the paper. Let \((W, S)\) be a finite Coxeter system. Let \( \mathcal{B}_W \) be the Nichols-Woronowicz algebra model for Schubert calculus on \( W \) as it has been studied in [9]. The algebra \( \mathcal{B}_W \) is a Nichols algebra associated to a Yetter-Drinfeld \( W \)-module defined by the set of reflections \( T \) of \( W \) and a specific one-dimensional representation of a subgroup of \( W \). It is a braided \( \mathbb{Z}_{\geq 0} \)-graded Hopf algebra in the Yetter-Drinfeld category over \( W \). Over the symmetric group \( S_m \), the algebra \( \mathcal{B}_{S_m} \) is known to be a quotient of \( E_m \), and conjecturally isomorphic to \( E_m \) which amounts to say that the Hopf duality pairing between \( E_m \) and itself is nondegenerate.
which is currently only known when \( m \leq 5 \). In order to prove Theorem 1.1, it therefore suffices to prove the following conjecture.

**Theorem 1.3 (Theorem 18.1).** The algebra \( B_{S_m} \) is infinite dimensional for all \( m \geq 6 \).

**Remark 1.4.** Since \( B_{S_m} \) is a quotient of \( E_m \) for all \( m \) and since \( E_m \) is finite dimensional for all \( m \leq 5 \) by Remark 1.2, we know that \( B_{S_m} \) is finite dimensional for all \( m \leq 5 \) as well.

From now on, we will work with \( B_{W} \) whenever we can prove our results in this generality, and specialize to \( B_{S_m} \) whenever needed. This has the advantage over working directly with \( E_m \) that the statements can be formulated in a clear and type independent way. Moreover, the algebras \( B_{W} \) and in particular \( B_{S_m} \) enjoy desirable properties which are only conjecturally known for \( E_m \) and which we want to use in our proofs: Most significantly, just as every Nichols algebra associated to a finite dimensional Yetter-Drinfeld module, they admit a nondegenerate Hopf duality pairing. □

**Strategy of the proof of Theorem 1.3.** For this environment, let us set temporarily \( W = S_m \). The idea of the proof of Theorem 1.3 is to introduce a certain subalgebra \( B'_{W} \) of \( B_{W} \) which is already apparent in [12] as an explicitification of the class of subalgebras of \( B_{W} \) defined in [12, Definition 2.2]. The subalgebra \( B'_{W} \) also is a tensor factor of \( B_{W} \) and the corresponding other tensor factor is the nilCoxeter algebra \( N_{W} \) (first introduced in [17, Section 2] and in this paper studied in Section 6). In other words, we have according to Corollary 15.2 that 

\[
B_{W} = N_{W} \otimes B'_{W} = B'_{W} \otimes N_{W} .
\]

This result is a for our means important explicitification of [12, Theorem 4.1] in the sense that we identify based on reduction of monomials in Section 13 explicitly the other tensor factor corresponding to \( B'_{W} \) as \( N_{W} \).

Now, there are two key facts about this tensor product decomposition:

- If \( B_{W} \) is finite dimensional, the “integral” in \( B'_{W} \) which exists by Theorem 14.11 in the sense of [47, Section 2] is preserved by the antipode of \( B_{W} \) regarded as a braided Hopf algebra (cf. Theorem 14.13).
- The Hopf duality pairing between \( B_{W} \) and itself restricted to \( B'_{W} \otimes B'_{W} \) stays nondegenerate (cf. Corollary 15.5).

These two facts together with invariance properties (cf. Section 10 and Section 16) can be used to derive a contradiction to finite dimensionality of \( B_{S_m} \) if \( m \geq 6 \). Namely, by studying the known structure of the finite dimensional cases for \( m \leq 5 \) (cf. [14, Proposition 6.15, Corollary 6.20], [12, Example 6.4], [20, Proposition 5.13(2)]), you can observe a pattern in the integrals in \( B_{S_m} \) which must be observed by all finite dimensional cases (cf. Conjecture 11.3 and Theorem 18.3). The dimensions and the integrals for \( m \leq 5 \) are rather easy and intuitively to understand and to describe explicitly (cf. [14, 12, 20, loc. cit.]). Once the integral in \( B_{S_6} \) is constructed algebraically in the expected form under the assumption of finite dimensionality, it violates the group structure of \( S_6 \) (e.g. the center of \( S_6 \) is trivial), however, which gives a contradiction. □

**Intuition of the paper.** Whenever the algebra \( B_{W} \) is finite dimensional, we expect certain commutativity relations to hold, either on the nose under correspondent additional assumptions, or up to multiplication with a nonzero element in \( B_{W} \). We make this intuition precise

\[2\]The same situation arises for all simply laced Weyl groups, and a more general conjecture can be formulated in this setting as Pierre-Emmanuel Chaput brought to our attention.
in Lemma 11.2 (1) ⇒ (3), Theorem 12.3 and Corollary 9.14. In the setup of Theorem 1.3, such a commutativity relation is visible because once $\mathcal{B}_{S_6}$ is assumed to be finite dimensional, the commutativity relations from Lemma 11.2 (1) ⇒ (3) are satisfied as we see form the proof of Theorem 17.2. In some sense, we can also interpret this in addition to the group theoretic contradiction against the structure of $S_6$ mentioned in the paragraph “Strategy of the proof of Theorem 1.3” by saying that finite dimensionality of $\mathcal{B}_{S_6}$ implies to many commutativity relations as are actually satisfied by definition in the Woronowicz ideal (cf. [9, Subsection 3.3] or [7, Subsection 2.3]).

\[ \square \]

References. Although it did not become apparent by what we said up to now, the results in this paper rely on braided differential calculus as developed in [9, 34, 12]. Even if many of the original ideas are due to [34], we will often refer to [7] for similar statements because the latter paper is written in a generality and language which is more suitable for us.

Organization. In Section 2-6, we setup common terminology and notation which will be used from thereon. In Section 7-10, we deepen some aspects of the braided differential calculus developed in [9, 34], in particular with a view towards integrals in braided Hopf algebras and commutativity relations and invariance properties under the assumption of their existence. Section 11-12 are not strictly necessary to be read to understand the proof of Theorem 1.3 but they serve as a good illustration of the principle of commutativity explained in the paragraph “Intuition of the paper” and, in particular, Section 11 motivates the integral structure which must be observed in the finite dimensional case as mentioned in the paragraph “Strategy of the proof of Theorem 1.3”. Section 13-18 finally contain the proof of Theorem 1.3. While we work mostly in the generality of $\mathcal{B}_W$ as explained in the paragraph “Setup of the paper”, it should be noted that some of our results, in particular Theorem 12.3, work even in greater generality, i.e. for Nichols algebras associated to more general Yetter-Drinfeld modules. We point out the details concerning these generalizations in Subsection 4.5.

Context. It is a recurrent theme in the literature to ask which groups admit a finite dimensional Nichols algebra. This question has been studied in particular for symmetric groups, alternating groups and dihedral groups [1, 2, 3, 5]. This paper can be seen in line with these works. Especially, the positive solution of Theorem 1.3 supplements the classification theorem [1, Theorem 1.1] of finite dimensional Nichols algebras over symmetric groups. It should be noted that there exists a general theory which allows, among other things, to treat the question of dimensionality of a Nichols algebra whenever it is associated to a reducible Yetter-Drinfeld module over a Hopf algebra with invertible antipode, see for example [19, 21, 22, 24, 33, 23]. This theory is based on combinatorics on Lyndon words over the alphabet given by an index set of the irreducible components of the underlying Yetter-Drinfeld module. However, whenever the underlying Yetter-Drinfeld module is irreducible, the theory of Andruskiewitsch, Heckenberger, Schneider et al. gives no information according to the author’s understanding. Thus, it cannot be suitable to proof Theorem 1.3.

Acknowledgment. We want to thank Nicolas Perrin and David Benson for giving a first impression on this paper. We want to thank István Heckenberger for taking a closer look at the results, giving some feedback and pointing out the references [14, 20]. Finally, we want to thank 黄玲茹, 常林培, 孟娜 and 丁思雨 for their support since 2019. Last but not least, we want to thank Christl Hedwig for her support since 2012.
2. Coxeter Groups

We fix once and for all a finite Coxeter system \((W, S)\). We assume throughout that \(W \neq 1\) or equivalently that \(S \neq \emptyset\). We denote by \(m(s, s')\) the necessarily finite order of \(ss'\) in \(W\) (cf. [25, Proposition 5.3]). We denote by \(T = \bigcup_{w \in W} wS w^{-1}\) the set of all reflections of \(W\). We denote by \(h\) the geometric representation of \(W\) in \([25, \text{Section 5.3}]\), i.e. \(h\) is a real vector space of dimension \(|S|\) with basis given by the set of simple roots \(\Delta\), and each simple root \(\beta\) corresponds bijectively to a simple reflection \(s_\beta\) in \(S\) which acts on \(h\) via the formula \(s_\beta(x) = x - 2B(x, \beta)\beta\), where \(B\) is the \(W\)-invariant scalar product on \(h\) uniquely determined by the assignment

\[
B(\beta, \beta') = -\cos \frac{\pi}{m(s_\beta, s_{\beta'})}
\]

on simple roots \(\beta, \beta'\) (cf. [13, Chapter V, § 4, n° 8, Theorem 2] and [25, Proposition 5.3]). Recall that the geometric representation \(h\) of \(W\) is faithful by [25, Corollary 5.4].

To the situation above, we attach a root system \(R\) in \(h\) and a partial order “\(\leq\)” on \(h\) considered as an abelian group as in [25, Section 5.4]. The root system \(R\) is a root system in the weak sense of [25, Section 1.2], i.e. it is a finite subset of nonzero vectors in \(h\) satisfying the axioms

\[
\begin{align*}
\text{(R1)} & \quad R \cap \mathbb{R} \alpha = \{-\alpha, \alpha\} \text{ for all } \alpha \in R, \\
\text{(R2)} & \quad w(R) = R \text{ for all } w \in W,
\end{align*}
\]

in particular, it is in general not crystallographic in the sense of [25, Section 2.9]. We refer to Axiom \([\text{R1}]\) by saying that \(R\) is reduced. We define the set of positive roots \(R^+\) and the set of negative roots \(R^-\) by the equations \(R^+ = \{\alpha \in R \mid \alpha > 0\}\) and \(R^- = \{\alpha \in R \mid \alpha < 0\}\). Note that we have \(R = R^+ \cup R^-\) where the union is obviously disjoint (cf. [25, Theorem 5.4]). For a subset \(\Theta\) of \(R\), we denote by \(-\Theta\) the set of roots \(-\Theta = \{-\alpha \mid \alpha \in \Theta\}\). With this notation, we have for example \(R^- = -R^+\). Because \(R\) is reduced, note that \(R^+\) and \(R^-\) are in bijection with \(T\). Each time, the bijection is given by the assignment \(\alpha \mapsto s_\alpha\) where \(s_\alpha\) is the reflection associated to \(\alpha\) as in [25, Section 5.7], which acts on \(h\) via the formula \(s_\alpha(x) = x - 2B(x, \alpha)\alpha\) analogously as in the case of a simple root \(\alpha = \beta\). This formula clearly implies \(s_\alpha = s_{-\alpha}\) for all \(\alpha \in R\).

We denote by \(\ell\) the length function on \(W\) as defined in [25, Section 5.2]. We denote by \(w_o\) the longest element of \(W\), i.e. the unique element in \(W\) of maximum length (cf. [25, Section 5.6, Exercise 2]). We denote by “\(\leq\)” the (strong) Bruhat order on \(W\) as defined in [25, Section 5.9].

Remark 2.1. Whenever \(W\) is a simply laced Weyl group or equivalently whenever \(R\) is a simply laced root system, every root \(\alpha\) written as a linear combination of simple roots has integral coefficients, and we define the height of \(\alpha\), in formulas \(ht(\alpha)\), as the sum of those coefficients (cf. [25, Section 3.20, p. 83]). In this situation, we define further a \(W\)-invariant scalar product on \(h\) given by \((-,-) = 2B(-,-)\) which has the property that \((\alpha, \gamma) \in \{-1,0,1\}\) for all non-proportional roots \(\alpha, \gamma\) and that \((\alpha, \alpha) = 2\) for all roots \(\alpha\).

Remark 2.2. In this remark, we want to recall some basic facts about the Bruhat order on \(W\) which we will use from now on without reference. For a positive root \(\alpha\), we have by [25,
Proposition 5.7] the following equivalences (to be read from top to bottom):
\[
\begin{align*}
ws_\alpha < w & \iff \ell(ws_\alpha) < \ell(w) \iff w(\alpha) < 0 \\
ws_\alpha > w & \iff \ell(ws_\alpha) > \ell(w) \iff w(\alpha) > 0
\end{align*}
\]
If \( \alpha = \beta \) is a simple root, it follows from the strong exchange condition [25, Theorem 5.8] that the above equivalences are further equivalent to:
\[
\iff \text{there exists a reduced expression of } w \text{ which ends with } s_\beta \quad \iff \text{no reduced expression of } w \text{ ends with } s_\beta
\]
By [25, Section 5.2, Equation (L1), Exercise 5.9], for a positive root \( \alpha \), there also exist left analogues of the above two lines of equivalences as follows:
\[
\begin{align*}
\ell(s_\alpha w) < \ell(w) & \iff \ell(s_\alpha w) > \ell(w) \\
w^{-1}(\alpha) < 0 & \iff w^{-1}(\alpha) > 0
\end{align*}
\]
If \( \alpha = \beta \) is a simple root, it follows further that the above equivalences are equivalent to:
\[
\iff \text{there exists a reduced expression of } w \text{ which starts with } s_\beta \quad \iff \text{no reduced expression of } w \text{ starts with } s_\beta
\]

Remark 2.3 (The center of \( W \)). Let \((W, S) = \prod_i (W_i, S_i)\) be the decomposition of \((W, S)\) into irreducible components where \((W_i, S_i)\) is an irreducible finite Coxeter system corresponding to the \( i \)th connected component of the Coxeter diagram of \((W, S)\) (cf. [25, Proposition 6.1]). The geometric representation \( h \) of \( W \) decomposes as a direct sum \( \bigoplus_i h_i \) into irreducible components where \( h_i \) is the geometric representation of \( W_i \) (cf. [13, Chapter V, § 4, n° 8, Corollary of Theorem 2]). The center of \( W \) decomposes into a product \( \prod_i Z_i \) where \( Z_i \) is the center of \( W_i \). For each \( i \), the group \( Z_i \) embeds into \( \mathbb{Z} / 2\mathbb{Z} \) where the \( i \)th embedding is an isomorphism if and only if \( w_o \) acts as minus the identity on \( h_i \) (in which case \( Z_i = \{1, w_o, 1\} \) where \( w_o, i \) is the longest element of \( W_i \) and where \( Z_i \) is trivial otherwise). This description of the center of \( W \) was discussed in [8, Lemma 4.5]. The center of \( W \) is relevant for this paper because of Lemma 9.11.

3. DISJOINT SYSTEMS IN COXETER GROUPS

In this section, we introduce the notion of disjoint systems in Coxeter groups. In the form we define it, it is only suitable for finite Coxeter groups. This notion will be present in many of our considerations.

Definition 3.1. Let \( w \in W \). We denote by \( T_w \) the subset of \( R^+ \) defined by
\[
T_w = \{ \alpha \in R^+ \mid s_\alpha \in wSw^{-1} \}.
\]

Fact 3.2. Let \( w \) be an element in the centralizer of \( w_o \). Then, we have \( T_{w_o w} = T_{ww_o} = T_w \).

Proof. By assumption on \( w \), the equality \( T_{w_o w} = T_{ww_o} \) is clear. The equality \( T_{ww_o} = T_w \) follows because \( w_o \) is an involution and because \( w_o S w_o = S \) by [25, Section 5.6, Exercise 2].
Remark 3.3. Fact 3.2 has a converse if \((W, S)\) is irreducible. In this case, if \(w, w' \in W\) are such that \(T_w = T_{w'}\), it follows that \(w = w'\) or \(w = w\omega\). This is clear from [25, Section 5.6, Exercise 2] and the existence of a unique highest root for irreducible Coxeter systems (i.e. a root \(\theta_1\) such that \(\beta(\theta_1, \beta) \geq 0\) for all \(\beta \in \Delta\)).

Definition 3.4.

- We say that \(D\) is a disjoint system if \(D\) is contained in the centralizer of \(w_o\) and if the union \(\bigcup_{w \in D} wSw^{-1}\) is disjoint.
- If \(D\) is a disjoint system, we call the cardinality of \(D\) the order of \(D\).
- We say that a disjoint system \(D\) is complete if the order of \(D\) is equal to \(\frac{|T|}{|S|}\), in other words, if \(D\) is a disjoint system such that \(T = \bigcup_{w \in D} wSw^{-1}\) where the union is disjoint.
- We say that a disjoint system \(D\) is normalized if \(1 \in D\).
- If we want to emphasize the group \(W\) with respect to which a disjoint system is defined, we explicitly speak about a disjoint system in \(W\).

Remark 3.5. Note that we allow the empty set as disjoint system of order zero in any \(W\).

Remark 3.6. If \(D\) is a disjoint system, then any subset of \(D\) is also a disjoint system.

Remark 3.7. We remark that the integer \(\frac{2|T|}{|S|} \in \mathbb{Z}_{>0}\) is called the Coxeter number of \(W\) (cf. [25, Proposition 3.18]). Note that half the Coxeter number of \(W\) appears in the definition of a complete disjoint system. If a complete disjoint system \(D\) exists, then the Coxeter number of \(W\) is even and half the Coxeter number of \(W\) is equal to the order of \(D\).

Remark 3.8. Let \(D\) be a disjoint system of order \(r\). Let \(w_1, \ldots, w_s \in D\). Then, the set
\[D' = (D \setminus \{w_1, \ldots, w_s\}) \cup \{v_1, \ldots, v_s\}\]
where \(v_i = w_o w_i = w_i w_o\) for all \(1 \leq i \leq s\) is also a disjoint system of order \(r\). This follows from Fact 3.2 and because the centralizer of \(w_o\) is a subgroup of \(W\) which contains the involution \(w_o\). The difference between \(D\) and disjoint systems \(D'\) derived from \(D\) in this way will always be irrelevant for our applications in this paper.

Lemma 3.9. Let \(D\) be a disjoint system of order \(r\). Let \(v\) be an element in the centralizer of \(w_o\). Then, the set \(vD\) is also a disjoint system of order \(r\).

Proof. Let the notation be as in the statement. Let \(D' = vD\) for short. It is clear that \(D'\) has the same cardinality as \(D\), that \(D'\) is contained in the centralizer of \(w_o\) (because this centralizer is a subgroup of \(W\)), and that the union \(\bigcup_{w \in D} vwSw^{-1}v^{-1}\) is disjoint as a translate of the disjoint union \(\bigcup_{w \in D} wSw^{-1}\). By replacing \(w\) with \(v^{-1}w\) in the translated disjoint union, we find that the union \(\bigcup_{w \in D} wSw^{-1}\) is also disjoint. Thus, we know that \(D'\) is a disjoint system of order \(r\).

Corollary 3.10 (Normalization of disjoint systems). Let \(D\) be a disjoint system of order \(r\). For all \(v \in D\), the set \(v^{-1}D\) is a normalized disjoint system of order \(r\). In particular, if a complete disjoint system exists, then there exists also a normalized complete disjoint system.

Proof. The particular case is immediate from the more general statement. Let \(D\) be a disjoint system of order \(r\). Let \(v \in D\) and let \(D' = v^{-1}D\). Note that \(v\) and \(v^{-1}\) are both contained in the centralizer of \(w_o\), by assumption, and because this centralizer is a subgroup of \(W\). If we apply Lemma 3.9 to \(D\) and \(v^{-1}\), we find that \(D'\) is a disjoint system of order \(r\). But \(D'\) is also normalized by definition.
Remark 3.11. The most urgent combinatorial question raised by the notion of disjoint systems is as follows: If the Coxeter number of $W$ is even (which is necessary by Remark 3.7), does there always exist a complete disjoint system?

Remark 3.12. Let $D$ be a normalized disjoint system. Then, every element $w \in D \setminus \{1\}$ satisfies $wSw^{-1} \cap S = \emptyset$. If $D$ is a normalized disjoint system in $S_m$, elements of $D \setminus \{1\}$ are therefore a special example of so-called permutations without rising or falling successions. These permutations in general are subject to combinatorial studies and enumerations. We refer to [45] for a list of literature.

Disjoint systems in the symmetric group. For the symmetric group $S_m$, we write permutations either in one-line notation or in cycle notation where the difference between the two notations is visible by the absence or presence of parenthesis. Sometimes, we also write permutations in $S_m$ as bijections of $\{1, \ldots, m\}$.

Remark 3.13. Recall that the longest element of $S_m$ is simply given by $m(m-1) \cdots 1$. Hence, the centralizer of the longest element of $S_m$ is given by permutations $\sigma$ such that $\sigma(i) + \sigma(j) = m + 1$ for all $1 \leq i, j \leq m$ where $i + j = m + 1$.

Example 3.14 (Complete disjoint system in $S_6$). For this example, let us assume that $W = S_6$ and that the notation from Section 2 is realized for $S_6$. Let us consider the elements $w_1 = 241635$ and $w_2 = 315264$ in $S_6$. By Remark 3.13, we see that both $w_1$ and $w_2$ lie in the centralizer of the longest element of $S_6$. Further, the union $w_1Sw_1^{-1} \cup w_2Sw_2^{-1} = \{(24), (14), (16), (36), (35)\} \cup \{(13), (15), (25), (26), (46)\}$ is disjoint and equal to $T \setminus S$. Hence, we conclude that $\{w_1, w_2, 1\}$ is a normalized complete disjoint system of order three in $S_6$. We have illustrated this disjoint system in Figure 1.

Note that the nontrivial elements of this disjoint system satisfy the additional relations

\[ w_1^{-1} = w_2, \ w_2^{-1} = w_1, \ w_1^{-1}w_2 = w_2^{-1}w_1 = w_1w_2, \ w_2^{-1}w_1 = w_2w_1, \]

and that as a consequence the partition of $T = w_1Sw_1^{-1} \cup w_2Sw_2^{-1} \cup S$ is invariant under conjugation with $w_1, w_2$. This example shows in particular that a complete disjoint system in $S_6$ exists.

4. Nichols algebras and braided differential calculus

In this section, we recall some basic facts about Nichols algebras and braided differential calculus. Braided differential calculus is the calculus of braided partial derivatives acting on a Nichols algebra associated to a finite dimensional Yetter-Drinfeld module, and defined in terms of a nondegenerate Hopf duality pairing. For more details concerning the general theory presented in this section, we refer to [6, Subsection 1.1–1.3], [9, Subsection 2.1], [10, Subsection 5.1, 5.2]. More specifically, we refer for

- Subsection 4.1 to [6, Subsection 2.1], [9, Section 2, 3], [10, Subsection 5.3–5.8],
- Subsection 4.2 to [7, Section 3], [34, Subsection 2.3],
- Subsection 4.3 to [7, Subsection 4.1, 4.2], [9, Section 4].

³We want to thank Richard Stanley for pointing out the reference [45] in a comment to our question on MathOverflow [38].
Figure 1. For this figure, we assume that $W = S_6$ and that the notation from Section 2 is realized for $S_6$. Let $w_1$ and $w_2$ be the elements of $S_6$ as defined in Example 3.14. The barycentric graph illustrates all positive roots in $R^+$ where $\beta_1, \beta_2, \beta_3, \beta_4, \beta_5$ denote all simple roots in $\Delta$ with the labeling as in [13, Plate I]. The positive roots labeled with 1 and 2 correspond each up to multiplication with $w_0$ from the right to a permutation in $S_6$ (in this case to $w_1, w_1w_0$ and $w_2, w_2w_0$, cf. Remark 3.3) because they form a diagram with straight lines isomorphic to the Dynkin diagram of type $A_5$ where we possibly allow reflection along the horizontal bottom line below the graph. They correspond to elements in the centralizer of the longest element of $S_6$ because their diagrams are symmetric with respect to the vertical line in the middle of the graph. They correspond to permutations without rising or falling succession because none of them is simple. If we denote by $T_1, T_2$ the set of positive roots labeled with 1, 2, respectively, then we have $T_1 = T_{w_1}$ and $T_2 = T_{w_2}$.

4.1. Yetter-Drinfeld category over a Hopf algebra. We fix once and for all a Hopf algebra $H$ over $k$ with invertible antipode. We denote by $H^H\mathcal{YD}$ the Yetter-Drinfeld category over $H$. Recall that the objects in $H^H\mathcal{YD}$ are Yetter-Drinfeld $H$-modules, i.e. $k$-vector spaces $V$ which are simultaneously left $H$-modules and left $H$-comodules which satisfy the compatibility condition

$$(hv)(-1) \otimes (hv)(0) = h_1(v(-1))S(h_3) \otimes h_2(v_0)$$

for all $h \in H$ and all $v \in V$. Here and everywhere else where it is suitable, we use sumless Sweedler notation for coproducts and coactions. In Section 12, we will be however obliged to choose specific decompositions of coproducts in which case we renounce to use (sumless) Sweedler notation. By [48], the above compatibility condition for a Yetter-Drinfeld $H$-module $V$ can be equivalently expressed as

$$h_1(v)(-1) \otimes h_2(v_0) = (h_1(v)(-1)h_2) \otimes (h_1(v)_0)$$

for all $h \in H$ and all $v \in V$. The morphisms in $H^H\mathcal{YD}$ are the obvious ones, i.e. those which preserve the $H$-module and $H$-comodule structure. The Yetter-Drinfeld category over $H$ is a braided monoidal category where the braiding $\Psi$ of two Yetter-Drinfeld $H$-modules $V$ and $W$ is given by $\Psi(v \otimes w) = v(-1)w \otimes v_0(0)$ with inverse $\Psi^{-1}(w \otimes v) = v_0 \otimes S^{-1}(v(0))w$ for all $v \in V$ and all $w \in W$. Just as in the previous sentence, we usually suppress the components of the braiding $\Psi$. Note that every finite dimensional Yetter-Drinfeld $H$-module $V$ is rigid in the sense of [6, Subsection 1.1(d)] or [36, Definition 9.3.1], i.e. it admits a left dual, one isomorphic copy of which we denote by $V^*$, namely the linear dual of $V$ equipped with the

\footnote{In this subsection, we do not need Coxeter groups. We will use temporarily $W$ with another meaning, and continue with the original setup from the previous sections in Subsection 4.4.}
structure of a Yetter-Drinfeld $H$-module uniquely determined by the formulas
\[(hf)(v) = f(S(h)v), \quad f_{(-1)}f(v) = S^{-1}(v_{(-1)})f(v_0)\]

for all $h \in H$, $v \in V$, $f \in V^*$. Whenever $A$ is a braided $\mathbb{Z}_{\geq 0}$-graded Hopf algebra in $^{H}_{YD}$, we denote by $A^m$ the component of $A$ of $\mathbb{Z}_{\geq 0}$-degree $m$, i.e. we always use superscripts to indicate $\mathbb{Z}_{\geq 0}$-graded components, and we follow this convention even on the level of elements in $A$. For two braided Hopf algebras $A$ and $B$ in $^{H}_{YD}$, we say according to [10] Subsection 5.3 or [36] Definition 1.4.3 that a morphism $\langle - , - \rangle : A \otimes B \to k$ in the Yetter-Drinfeld category over $H$ is a Hopf duality pairing between $A$ and $B$ if it satisfies the axioms
\[
\langle \phi \psi, x \rangle = \langle \phi, x(2) \rangle \langle \psi, x(1) \rangle, \quad \langle \phi, xy \rangle = \langle \phi(2), x \rangle \langle \phi(1), y \rangle
\]

which entail the properties
\[
\langle 1, x \rangle = \epsilon(x), \quad \langle \phi, 1 \rangle = \epsilon(\phi), \quad \langle S(\phi), x \rangle = \langle \phi, S(x) \rangle
\]

by [15], [27] Section III.9], [36] Proposition 1.3.1], and where everywhere in the two previous displayed equations $\phi, \psi \in A$ and $x, y \in B$. For a braided Hopf algebra $A$ in $^{H}_{YD}$, we call a Hopf duality pairing between $A$ and $A$ simply a Hopf duality pairing between $A$ and itself. For two braided $\mathbb{Z}_{\geq 0}$-graded Hopf algebras $A$ and $B$ in $^{H}_{YD}$, we say that a Hopf duality pairing $\langle - , - \rangle$ between $A$ and $B$ respects the $\mathbb{Z}_{\geq 0}$-grading if $\langle - , - \rangle$ restricted to $A^m \otimes B^{m'}$ is zero unless $m = m'$.

**Remark 4.1.** Let $\langle - , - \rangle$ be a Hopf duality pairing between $A$ and $B$ where $A$ and $B$ are two braided $\mathbb{Z}_{\geq 0}$-graded Hopf algebras. Because $\langle - , - \rangle$ is a morphism in the Yetter-Drinfeld category over $H$, we have the following invariance properties
\[
\langle hx, y \rangle = \langle x, S^{-1}(h)y \rangle \quad \text{and} \quad \langle x, hy \rangle = \langle S(h)x, y \rangle
\]

where $h \in H$, $x \in A$, $y \in B$.

**Remark 4.2.** Every Yetter-Drinfeld $H$-module $V$ also carries a natural structure of a right $H$-module given by $vh = S^{-1}(h)v$ for all $h \in H$ and all $v \in V$. This structure is natural as it gives rise to an equivalence of categories as discussed in [14] Proposition 2.2.1, Item (1): (i) $\Leftrightarrow$ (iii)]. We will equip from now on every $V$ with this additional structure, and consider every $h \in H$ either as plain element in $H$ or as homothety in $\text{End}_k V^5$ acting from the left or the right on $V$, where the direction will be clear from context or will be indicated by evaluation on elements in $V$ or placeholders $(-)$.

Whenever $A$ is a braided Hopf algebra in $^{H}_{YD}$, we consider elements in $A$ sometimes as endomorphisms of $A$ given by multiplication from the left or the right and acting correspondingly. It is finally convenient to consider the antipode of such an $A$ (and its inverse if existent) as endomorphisms of $A$ acting either on the left or the right. Each time, for elements in $A$ considered as endomorphisms as well as for the antipode of $A$ (and its inverse if existent), the acting direction will be clear from context or will be indicated by evaluation on elements in $A$ or placeholders $(-)$.

---

5Here and in what follows, $\text{End}_k$ and the word “endomorphism” without further specification refer to endomorphisms of vector spaces.
Let $A$ be a braided Hopf algebra in $H_{HYD}$. With the conventions in the two previous paragraphs in mind, we have
\[(−)zh = (−)h(2)(zh(1)) \quad \text{and} \quad hz(−) = (h(1)z)h(2)(−)\]
for all $h \in H$ and all $z \in A$. We will use the first of the two formulas above in the proof of Theorem 8.1.

4.2. Nichols algebras and braided differential calculus. Let $V$ be a Yetter-Drinfeld $H$-module. We denote by $B(V)$ the Nichols-Woronowicz algebra of $V$. We call it simply the Nichols algebra of $V$ from now on, or the Nichols algebra associated to $V$. By [6, Definition 2.1, Proposition 2.2], this is a braided $\mathbb{Z}_{≥0}$-graded Hopf algebra in $H_{HYD}$ uniquely determined up to isomorphism by the axioms:

(N1) $B(V)$ is connected, i.e. $B(V)^0 = k1$,
(N2) $B(V)$ is generated as an algebra in $\mathbb{Z}_{≥0}$-degree one,
(N3) the Yetter-Drinfeld $H$-module consisting of all primitive elements in $B(V)$ equals $B(V)^1$ which is in turn equal to $V$.

The explicit construction of $B(V)$ is discussed in [6, Subsection 2.1], [9, Subsection 3.1], [10, Subsection 5.7]. We assume for the rest of this subsection that $V$ is finite dimensional. Recall the important property that $B(V)$ comes equipped with a nondegenerate Hopf duality pairing $⟨−, −⟩$ between $B(V^∗)$ and $B(V)$ which respects the $\mathbb{Z}_{≥0}$-grading and which is uniquely determined by the property that its restriction to $V^∗ ⊗ V$ equals the evaluation pairing of $V$. Using this pairing, one defines a right action $y \mapsto \bar{D}_y$ of the algebra $B(V)$ on $B(V^∗)$ via braided right partial derivatives $\bar{D}_x$ and a left action $y^∗ \mapsto \bar{D}_{y^∗}$ of the algebra $B(V^∗)$ on $B(V)$ via braided left partial derivatives $\bar{D}_{y^∗}$, where
\[(z^∗)\bar{D}_y = z_{(1)}^∗⟨z_{(2)}^∗, y⟩,\]
\[\bar{D}_{y^∗}(z) = ⟨y^∗, z_{(1)}⟩z_{(2)}\]
for $y, z ∈ B(V)$ and $y^∗, z^∗ ∈ B(V^∗)$. We will be mostly concerned with braided right partial derivatives in this work. If it is clear from context whether left or right is meant or if it does not matter, we simply speak about braided partial derivatives. We record the formulas
\[⟨x^∗, y⟩ = ⟨(x^∗)\bar{D}_y, x⟩,\]
\[⟨x^∗y^∗, x⟩ = ⟨x^∗, \bar{D}_{y^∗}(x)⟩,\]
where $x, y ∈ B(V)$ and $x^∗, y^∗ ∈ B(V^∗)$, which will be used in several of our considerations without further reference, e.g. in the proof of Proposition 9.10[11]. Having the conventions in Remark 4.2 in mind, braided partial derivatives are uniquely determined by the multiplicativity of the actions they define and the formulas
\[z^∗\bar{D}_v = (z^∗)\bar{D}_v + \bar{D}_{v(0)}(S^{-1}(v_{(-1)})z^∗),\]
\[\bar{D}_{v^∗}z = \bar{D}_{v^∗}(z) + z_{(0)}\bar{D}_{S^{-1}(z_{(-1)})v^∗},\]
where $v ∈ V, v^∗ ∈ V^∗, z ∈ B(V), z^∗ ∈ B(V^∗)$. The first of these formulas is called the braided Leibniz rule and we refer to it under this name from now. The braided Leibniz rule is of utmost importance for this work and will be often in use. The second of these formulas is used only in Remark 4.3 which follows and in the proof of Lemma 5.9[8], and is referenced
also as braided Leibniz rule. Let us finally mention the following formulas
\[
\overline{D}_{hy} = S^2(h)(1)\overline{D}_y S^3(h(2)) \quad \text{and} \quad \overline{D}_{hy^*} = S^{-2}(h(1))\overline{D}_y S^{-1}(h(2))
\]
where \( h \in H, \ y \in \mathcal{B}(V), \ y^* \in \mathcal{B}(V^*), \) which are a straightforward generalization of \[7, \text{Remark 3.16}].

**Remark 4.3** (Embedding the tensor square into endomorphisms \[30, \text{Lemma 1}]). Let \( V \) be a finite dimensional Yetter-Drinfeld \( H \)-module. As a consequence of the nondegeneracy of the Hopf duality pairing between \( \mathcal{B}(V^*) \) and \( \mathcal{B}(V) \), we have according to \[30, \text{Lemma 1} \] two embeddings of vector spaces
\[
\mathcal{B}(V) \otimes \mathcal{B}(V^*) \hookrightarrow \text{End}_k \mathcal{B}(V^*), \\
\mathcal{B}(V) \otimes \mathcal{B}(V^*) \hookrightarrow \text{End}_k \mathcal{B}(V)
\]
defined on pure tensors by the assignments
\[
y \otimes \xi \mapsto \overline{D}_y \xi, \\
y \otimes \xi \mapsto y\overline{D}_\xi
\]
and extended linearly. It follows from the braided Leibniz rule that the images of these embeddings inherit the structures of a \( \mathbb{Z} \)-graded algebra in \( \mathcal{H}YD \) whenever the antipode on \( H \) is an involution, where the algebra structure is inherited from \( \text{End}_k \mathcal{B}(V^*) \) and \( \text{End}_k \mathcal{B}(V) \), where the structure of a Yetter-Drinfeld \( H \)-module is inherited from \( \mathcal{B}(V) \otimes \mathcal{B}(V^*) \), and where the \( \mathbb{Z} \)-grading is given by the way the operators in the image manipulate the \( \mathbb{Z}_{\geq 0} \)-degree when applied to elements in \( \mathcal{B}(V^*) \) and \( \mathcal{B}(V) \), cf. \[7, \text{Remark 2.16} \], i.e. the \( \mathbb{Z} \)-degree of \( \overline{D}_y \xi \) is given by \( m - m' \) and that of \( y\overline{D}_\xi \) by \( m' - m \) whenever \( \xi \) and \( y \) are homogeneous of \( \mathbb{Z}_{\geq 0} \)-degree \( m \) and \( m' \).

The original context of the embeddings of the tensor square into endomorphisms is cohomology and quantum cohomology of \( G/B \) where \( G \) is a reductive linear algebraic group and \( B \) is a Borel subgroup of \( G \), cf. \[9, \text{Theorem 5.4} \], \[30, \text{Theorem 1} \], \[37, \text{Lemma 1.3} \]. We remark that there is a formal analogy between this construction and similar construction which evolve from generalizing Drinfeld’s quantum double, cf. \[27, \text{Chapter IX} \], \[36, \text{Chapter 6, 7} \].

**4.3. Yetter-Drinfeld category over a group.** We fix once and for all a group \( \Gamma \). We denote the Yetter-Drinfeld category over the group algebra \( k\Gamma \) by \( \mathcal{YD} \), and we call its objects Yetter-Drinfeld \( \Gamma \)-modules. Let \( V \) be a Yetter-Drinfeld \( \Gamma \)-module. We always denote by \( V_g \) the component of \( V \) of \( \Gamma \)-degree \( g \). We assume for the rest of this subsection that \( V \) is finite dimensional and that its support in the sense of \[12, \text{Section 4, p. 8} \], i.e. the set of all \( g \in \Gamma \) such that \( V_g \neq 0 \), consists of involutions. Let \( b \) be a homogeneous basis of \( V \) with respect to the \( \Gamma \)-grading, and let \( b^* \) be its dual basis of \( V^* \), which is of course again homogeneous with respect to the \( \Gamma \)-grading. By sending a member of \( b \) to its corresponding dual member in \( b^* \) and extending linearly, we define an isomorphism \( V \cong V^* \) of Yetter-Drinfeld \( \Gamma \)-modules, which in turn induces an isomorphism \( \mathcal{B}(V) \cong \mathcal{B}(V^*) \) of braided \( \mathbb{Z}_{\geq 0} \)-graded Hopf algebras. Upon identification of \( V^* \) with \( V \) and \( \mathcal{B}(V^*) \) with \( \mathcal{B}(V) \) along these isomorphisms induced by \( b \), the Hopf duality pairing between \( \mathcal{B}(V^*) \) and \( \mathcal{B}(V) \) becomes a symmetric Hopf duality pairing between \( \mathcal{B}(V) \) and itself whose restriction to \( V \otimes V \) has identical representation matrix when represented with respect to \( b \). In the current situation, one introduces according to \[7, \text{Section 3} \], \[34, \text{Subsection 2.3} \] two \( \mathbb{Z}_{\geq 0} \)-graded endomorphisms \( \rho, S \) of \( \mathcal{B}(V) \) which are uniquely determined by the requirement that

\((S1)\ \rho \) is the identity in \( \mathbb{Z}_{\geq 0} \)-degree zero and one,
Remark 4.4. From now on, we work mostly with the Nichols algebra \( \mathcal{B}(V) \)
and \( \mathcal{B}(V)_n \). We will from now on identify \( \mathcal{B}(V)_n \) with \( \mathcal{B}(V) \) whenever indicated, while we point out some generalizations in the next subsection. In this situation, we use shortcuts for braided partial derivatives, namely, we write \( \tilde{D}_\alpha = D_{x_\alpha} \) and \( \tilde{D}_\alpha = D_{x_\alpha} \) for all \( \alpha \in R \).

4.4. Nichols-Woronowicz algebra model for Schubert calculus on \( W \). Let \( V_W \) be the Yetter-Drinfeld \( W \)-module defined as the quotient of the free vector space with basis \( \{[\alpha] \}_{\alpha \in R} \) by its vector subspace \( \text{span}_k \{ \alpha \in R \} \), equipped with the \( W \)-action \( \alpha \), and equipped with the \( W \)-grading given by assigning the \( W \)-degree \( \alpha \) to \( x_\alpha \) for all \( \alpha \in R \). The Yetter-Drinfeld \( W \)-module \( V_W \) has support \( T \) and is of dimension \( |R_+| \) where a canonical homogeneous basis of \( V_W \) with respect to the \( W \)-grading is given by \( (x_\alpha)_{\alpha \in R,} \). Hence, all the assumptions of Subsection 4.3 are satisfied for \( V_W \). As a consequence of Subsection 4.3, we can and will from now on identify \( V_W \) with \( \mathcal{B}(V)_n \) with \( \mathcal{B}(V)_n \) along the isomorphisms \( \mathcal{B}(V)_n \cong V_W \), \( \mathcal{B}(V)_n \cong \mathcal{B}(V)_n \) induced by \( (x_\alpha)_{\alpha \in R,} \) as it was proposed in [3]. Following [3], we set \( \mathcal{B}_W = \mathcal{B}(V)_n \mathcal{B}(V)_n \) for short and call \( \mathcal{B}_W \) the Nichols-Woronowicz algebra model for Schubert calculus on \( W \).

Remark 4.4. From now on, we work mostly with the Nichols algebra \( \mathcal{B}_W \), or even with the special case \( \mathcal{B}_{u,m} \) whenever indicated, while we point out some generalizations in the next subsection. In this situation, we use shortcuts for braided partial derivatives, namely, we write \( \tilde{D}_\alpha = D_{x_\alpha} \) and \( \tilde{D}_\alpha = D_{x_\alpha} \) for all \( \alpha \in R \).

4.5. Generalizations. We want to point out some generalizations which might be relevant for further work on the dimension of Nichols algebras in general:

- Lemma 5.9[3] works for any \( \mathcal{B}(V) \) where \( V \) is a finite dimensional Yetter-Drinfeld \( \Gamma \)-module whose support consists of involutions once we choose a homogeneous basis of \( V \) with respect to the \( \Gamma \)-grading and do the identifications as in Subsection 4.3. Lemma 5.9[1, 2], however, make use of the nilpotent relation in \( \mathcal{B}(V) \) which is not evident for arbitrary \( \mathcal{B}(V) \) as in the previous sentence.
- Section 7 without its unnumbered subsection, i.e. Proposition 7.1 and Corollary 7.2 work for any \( \mathcal{B}(V) \) where \( V \) is a finite dimensional Yetter-Drinfeld \( \Gamma \)-module whose support consists of involutions once we choose a homogeneous basis of \( V \) with respect to the \( \Gamma \)-grading and do the identifications as in Subsection 4.3.
- Corollary 9.13[2, 3] except the part “\( x \sim gx \)” works for any finite dimensional \( \mathcal{B}(V) \) where \( V \) is a Yetter-Drinfeld \( \Gamma \)-module whose support consists of involutions. We do not have to make the exception “\( x \sim gx \)” if \( V \) is in addition link-indecomposable in the sense of [12] Section 4, p. 8, i.e. if in addition the support of \( V \) generates \( \Gamma \).
- Corollary 9.13[5, 6] works for any finite dimensional connected braided \( \mathbb{Z}_{\geq 0} \)-graded Hopf algebra \( A \) in \( \mathcal{H} \) which is generated in \( \mathbb{Z}_{\geq 0} \)-degree one once we choose a basis of \( A \).
- The principle of concrete commutativity in Theorem [2, 3] works for arbitrary finite dimensional Nichols algebras \( \mathcal{B}(V) \) associated to a Yetter-Drinfeld \( \Gamma \)-module \( V \) upon choice of a basis of \( V \).
5. Terminology concerning monomials

In this section, we want to setup a common language concerning monomials to speak about certain situations which will arise throughout the paper. All statements in this section are either trivial or immediate consequences of the braided Leibniz rule.

**Definition 5.1.** Let $V$ be a Yetter-Drinfeld $H$-module. Let $(x_\alpha)_{\alpha \in I}$ be a basis of $V$. Let $\gamma \in I$. Let $\Theta \subseteq I$.

- We say that $M \in \mathcal{B}(V)$ is a monomial if there exist $\lambda \in k$ and $\alpha_1, \ldots, \alpha_m \in I$ such that $M = \lambda x_{\alpha_1} \cdots x_{\alpha_m}$.
- We say that a monomial $M \in \mathcal{B}(V)$ starts with $\gamma$ if there exist $\lambda \in k$ and $\alpha_1, \ldots, \alpha_m \in I$ such that $M = \lambda x_{\alpha_1} \cdots x_{\alpha_m}$ and such that $\alpha_1 = \gamma$.
- We say that a monomial $M \in \mathcal{B}(V)$ ends with $\gamma$ if there exist $\lambda \in k$ and $\alpha_1, \ldots, \alpha_m \in I$ such that $M = \lambda x_{\alpha_1} \cdots x_{\alpha_m}$ and such that $\alpha_m = \gamma$.
- We say that a monomial $M \in \mathcal{B}(V)$ starts with $\Theta$ if it is a monomial which starts with $\delta$ for some $\delta \in \Theta$.
- We say that a monomial $M \in \mathcal{B}(V)$ ends with $\Theta$ if it is a monomial which ends with $\delta$ for some $\delta \in \Theta$.
- We say that a monomial $M \in \mathcal{B}(V)$ does only involve $\Theta$ if there exist $\lambda \in k$ and $\alpha_1, \ldots, \alpha_m \in \Theta$ such that $M = \lambda x_{\alpha_1} \cdots x_{\alpha_m}$.
- We say that an element $z \in \mathcal{B}(V)$ starts with $\gamma$ if it can be written as a sum of monomials which start with $\gamma$.
- We say that an element $z \in \mathcal{B}(V)$ ends with $\gamma$ if it can be written as a sum of monomials which end with $\gamma$.
- We say that an element $z \in \mathcal{B}(V)$ starts with $\Theta$ if it can be written as a sum of monomials which start with $\Theta$.
- We say that an element $z \in \mathcal{B}(V)$ ends with $\Theta$ if it can be written as a sum of monomials which end with $\Theta$.
- We say that an element $z \in \mathcal{B}(V)$ does only involve $\Theta$ if it can be written as a sum of monomials which do only involve $\Theta$.

**Remark 5.2.** Let the notation be as in Definition 5.1. Note that we allow every scalar as a monomial in Definition 5.1. Consequently, every scalar is also a monomial in $\mathcal{B}(V)$ which does only involve $\Theta$ for any $\Theta \subseteq I$. Conversely, every element in $\mathcal{B}(V)$ which does only involve $\emptyset$ must be a scalar.

**Remark 5.3.** Let the notation be as in Definition 5.1. Note that a monomial in $\mathcal{B}(V)$ which starts with $\gamma$ ends with $\gamma$ starts with $\Theta$ ends with $\Theta$ does only involve $\Theta$ is in particular an element in $\mathcal{B}(V)$ which starts with $\gamma$ ends with $\gamma$ starts with $\Theta$ ends with $\Theta$ does only involve $\Theta$. In that sense, Definition 5.1 is consistent.

**Remark 5.4.** Let the notation be as in Definition 5.1. Note that a monomial or element in $\mathcal{B}(V)$ starts with $\gamma$ ends with $\gamma$ if and only if it starts with $\{\gamma\}$ ends with $\{\gamma\}$.

**Remark 5.5.** Let the notation be as in Definition 5.1. Note that an element $z \in \mathcal{B}(V)$ starts with $\gamma$ if and only if it can be written as $x_{\gamma}z'$ for some $z' \in \mathcal{B}(V)$. Similarly, an element $z \in \mathcal{B}(V)$ ends with $\gamma$ if and only if it can be written as $z'x_{\gamma}$ for some $z' \in \mathcal{B}(V)$.

**Remark 5.6.** Let the notation be as in Definition 5.1. Note that a monomial $M \in \mathcal{B}_W$ starts with $\gamma$ ends with $\Theta$ does only involve $\Theta$ if and only if $\rho(M)$ is a monomial in $\mathcal{B}_W$ which
ends with $\gamma / \text{ends with } \Theta / \text{does only involve } \Theta$. Consequently, an element $z \in B_W$ starts with $\gamma / \text{ends with } \Theta / \text{does only involve } \Theta$ if and only if $\rho(z)$ is an element in $B_W$ which starts with $\gamma / \text{ends with } \Theta / \text{does only involve } \Theta$. This is clear from [7, Proposition 3.7(2),(6)] and the definition of $\rho$.

Remark 5.7. Let the notation be as in Definition 5.1. Note that every monomial in $B(V)$ is homogeneous with respect to the $\mathbb{Z}_{\geq 0}$-grading. More specifically, let $V$ be a Yetter-Drinfeld $\Gamma$-module and let $(x_\alpha)_{\alpha \in I}$ be a basis of $V$ homogeneous with respect to the $\Gamma$-grading. In the situation of the previous sentence, every monomial in $B(V)$ is even homogeneous with respect to the $\mathbb{Z}_{\geq 0}$-grading and the $\Gamma$-grading.

Remark 5.8. Whenever we work with $B_W$ as introduced in and subject to the identifications in Subsection 4.4, we consider the canonical homogeneous basis of $V_W$ with the respect to the $W$-grading given by $(x_\alpha)_{\alpha \in R^+}$, and the terminology in Definition 5.1 will always refer to this basis and the index set $I = R^+$.

Lemma 5.9. Let $\Theta \subseteq R^+$.

1. Let $z \in B_W$ be an element which starts with $\gamma$ for all $\gamma \in \Theta$. Let $\xi \in B_W$ be an element which ends with $\Theta$. Then, we have $\xi z = 0$.
2. Let $z \in B_W$ be an element which ends with $\gamma$ for all $\gamma \in \Theta$. Let $\xi \in B_W$ be an element which starts with $\Theta$. Then, we have $z \xi = 0$.
3. Let $z \in B_W$. We have $(z)\overline{D}_\alpha = 0$ for all $\alpha \in \Theta$ if and only if $(z)\overline{D}_\xi = 0$ for all $\xi \in B_W$ which start with $\Theta$.
4. Let $z \in B_W$. We have $\overline{D}_\alpha(z) = 0$ for all $\alpha \in \Theta$ if and only if $\overline{D}_\xi(z) = 0$ for all $\xi \in B_W$ which end with $\Theta$.
5. Let $z_1, \ldots, z_m \in B_W$ be such that $(z_1)\overline{D}_\alpha = \cdots = (z_m)\overline{D}_\alpha = 0$ for all $\alpha \in \Theta$. Then, we have $(z_1 \cdots z_m)\overline{D}_\xi = 0$ for all $\xi \in B_W$ which start with $\Theta$.
6. Let $z \in B_W$ be an element which does only involve $R^+ \setminus \Theta$. Let $\xi \in B_W$ be an element which starts with $\Theta$. Then, we have $(z)\overline{D}_\xi = 0$.
7. Let $z_1, z_2 \in B_W$ be such that $(z_1)\overline{D}_\alpha = 0$ for all $\alpha \in \Theta$. Then, we have $(z_1 z_2)\overline{D}_\xi = z_1(z_2)\overline{D}_\xi$ for all $\xi \in B_W$ which do only involve $\Theta$.
8. Let $z_1, z_2 \in B_W$ be such that $\overline{D}_\alpha(z_1) = 0$ for all $\alpha \in \Theta$ and such that $z_1$ is homogeneous of $W$-degree $g$. Then, we have $\overline{D}_\xi(z_1 z_2) = z_1 \overline{D}_{g - 1}\xi(z_2)$ for all $\xi \in B_W$ which do only involve $\Theta$.

Proof of Item (1). For the proof of the desired vanishing, we can assume that $\xi$ is a monomial which ends with $\Theta$. In that case, we may write $\xi$ as $\xi' x_\alpha$ for some $\alpha \in \Theta$ and some monomial $\xi' \in B_W$. By assumption, the element $z \in B_W$ starts with $\alpha$. Hence, it can be written as $x_\alpha z'$ for some $z' \in B_W$ by Remark 5.3. We conclude that $\xi z = \xi' x_\alpha^2 z'$ is zero since $x_\alpha^2 = 0$ by [7, Example 4.4]. □

Proof of Item (2). For the proof this item, one can argue analogously as in the proof of Item (1). Alternatively, one can apply Item (1) to $\rho(z)$ and $\rho(\xi)$ and apply Remark 5.6 and the definition of $\rho$. □

Proof of Item (3). The implication from right to left is obvious because every $x_\alpha$ where $\alpha \in \Theta$ is a monomial which starts with $\Theta$. For the other implication, it suffices to prove the vanishing if $\xi$ is an arbitrary but fixed monomial which starts with $\Theta$. In that case, we may write $\xi$ as $x_\alpha \xi'$ for some $\alpha \in \Theta$ and some monomial $\xi' \in B_W$. It follows that

$$(z)\overline{D}_\xi = (z)\overline{D}_\alpha \overline{D}_{\xi'} = 0$$
because \((z)\overline{D}_\alpha\) vanishes by assumption. □

**Proof of Item (4).** For the proof this item, one can argue analogously as in the proof of Item (3). Alternatively, one can apply Item (3) to \(\overline{S}(z)\) and \(\rho(\xi)\). The result follows this way using [7, Proposition 3.7(6), Proposition 4.2, Remark 4.3] and Remark 5.6. □

**Proof of Item (5).** By Item (3), we may assume that \(\xi = x_\alpha\) for some \(\alpha \in \Theta\). The vanishing of \((z_1 \cdots z_m)\overline{D}_\alpha\) then follows from the braided Leibniz rule. □

**Proof of Item (6).** For the proof of the desired vanishing, we may assume that \(\xi\) is a monomial which does only involve \(R^+ \setminus \Theta\) and further, by Item (3), that \(\xi = x_\alpha\) for some \(\alpha \in \Theta\). By this assumption, there exist \(\lambda \in \mathbf{k}\) and \(\alpha_1, \ldots, \alpha_m \in R^+ \setminus \Theta\) such that \(z = \lambda x_{\alpha_1} \cdots x_{\alpha_m}\). If we apply Item (6) to \(z_i = x_{\alpha_i}\) for all \(1 \leq i \leq m\) and to \(\xi\), the result follows. □

**Proof of Item (7), (8).** For the proof of these items, we may assume that \(\xi\) is a monomial which does only involve \(\Theta\). By induction on the \(\mathbb{Z}_{\geq 0}\)-degree of the monomial \(\xi\), we can further assume that its \(\mathbb{Z}_{\geq 0}\)-degree is one. But in that case, the desired equations follow again from the braided Leibniz rule. □

**Lemma 5.10.** Let \(\xi \in \mathbb{B}_W\) be a nonzero homogeneous element of some \(\mathbb{Z}_{\geq 0}\)-degree \(m\) and some \(W\)-degree \(w\). Then, the parity of \(\ell(w)\) equals the parity of \(m\).

**Proof.** To prove the lemma, we can clearly assume that \(\xi\) is a nonzero monomial of some \(\mathbb{Z}_{\geq 0}\)-degree \(m\) and some \(W\)-degree \(w\). If we assume this from now on, we can find \(\lambda \in \mathbf{k}^\times\) and \(\alpha_1, \ldots, \alpha_m \in R^+ \setminus \Theta\) such that \(\xi = \lambda x_{\alpha_1} \cdots x_{\alpha_m}\). Then, we necessarily have \(w = s_{\alpha_1} \cdots s_{\alpha_m}\). Every reflection has odd length. Thus, by the deletion condition [25, Corollary 5.8], we see that \(\ell(w)\) has the same parity as \(m\). □

6. NilCoxeter algebra

The nilCoxeter algebra was first introduced in [17] and studied in the context of the symmetric group. Schubert polynomials and Stanley symmetric functions are treated in [17] as coefficients of certain expressions in the nilCoxeter algebra. Independently from this, we adopt here the point of view developed in [9] where the nilCoxeter algebra of \(W\) is canonically embedded into \(\mathbb{B}_W\) for any \(W\).

Let \(\mathcal{N}_W\) be the subalgebra of \(\mathbb{B}_W\) generated by \(x_\beta\) where \(\beta\) runs through \(\Delta\). As it was proved in [9, Theorem 6.3(i),(ii)], these generators of \(\mathcal{N}_W\) satisfy the so-called nilCoxeter relations, i.e. the homogeneous relations \(x_\beta^2 = 0\) for all \(\beta \in \Delta\) and

\[
\frac{x_\beta x_\gamma x_\beta \cdots}{m(s_\beta, s_\gamma')} = \frac{x_\gamma x_\beta x_\gamma \cdots}{m(s_\gamma, s_\beta')}
\]

for all \(\beta, \beta' \in \Delta\), and all other relations between them are generated from those. Therefore, the algebra \(\mathcal{N}_W\) is called the nilCoxeter algebra of \(W\) in the sense of [17, Section 2]. Let \(s_{\beta_1} \cdots s_{\beta_m}\) be a reduced expression of some \(w \in W\). Then, we define \(x_w = x_{\beta_1} \cdots x_{\beta_m}\). This element is well-defined, i.e. independent of the choice of the reduced expression of \(w\), because of the nilCoxeter relations and because any two reduced expressions of \(w\) can be connected by a sequence of braid moves by the Word Property [11, Theorem 3.3.1(ii)]. With this definition, the family \((x_w)_w\) becomes a basis of \(\mathcal{N}_W\). We call this basis the standard basis of \(\mathcal{N}_W\). We finally remark that by definition \(x_1 = 1\) is a member of the standard basis of \(\mathcal{N}_W\).

Following Liu’s coproduct approach [33, Proposition 2.7], see also [7, Definition 5.1], we introduce for all \(v, w \in W\) uniquely determined elements \(x_{w/v} \in \mathbb{B}_W\) such that \(\Delta(x_w) = \Delta(x_{w/v}) = \mathcal{N}_W\).
Proof. \( \sum_v x_{w/v} \otimes x_v \). By definition, we then have \( x_{w/v} = 0 \) for all \( v \not< w \), and further \( x_{w/1} = x_w \) and \( x_{w/w} = 1 \) for all \( w \in W \). In line with Remark 5.6 and Fact 6.1(4) we further use shortcut, namely, we write \( \overline{D}_w = \overline{D}_x \) and \( \overline{D}_{w/v} = \overline{D}_{x_{w/v}} \) for all \( v, w \in W \).

Fact 6.1. Let \( u, v, w \in W \). Let \( y = wxv \).

(1) The element \( y \) is nonzero and homogeneous of \( \mathbb{Z}_{\geq 0} \)-degree \( \ell(v) \) and of \( W \)-degree \( wvw^{-1} \). In particular, if \( v = o_w \) and if \( w \) is an element in the centralizer of \( o_w \), then the element \( y \) is nonzero and homogeneous of \( \mathbb{Z}_{\geq 0} \)-degree \( \ell(o_w) \) and of \( W \)-degree \( o_w \).

(2) We have \( w_o x_v = (-1)^{\ell(v)} x_{w_o v w_o} \). If \( w \) is an element in the centralizer of \( o_w \), this means that \( w_o y = (-1)^{\ell(v)} wx_{w_o v w_o} \). If \( v \) and \( w \) are both elements in the centralizer of \( o_w \), we see in particular that \( w_o y = (-1)^{\ell(v)} y \). If \( v = o_w \) and if \( w \) is an element in the centralizer of \( o_w \), we further see that \( w_o y = (-1)^{\ell(o_w)} y \).

(3) We have \( \langle x_u, x_v \rangle = \delta_{u,v^{-1}} \). If \( v \) is an involution, e.g. if \( v = o_w \), we have in particular that \( \langle y, y \rangle = 1 \).

(4) We have \( \rho(x_v) = x_{v^{-1}} \). If \( v \) is an involution, e.g. if \( v = o_w \), it follows in particular that \( \rho(y) = y \).

Remark 6.2. The proof of Item (1) and its content are plain. We will use Item (1) without reference from now on.

Remark 6.3. Note that it follows from Item (3) that the family \( \langle x_w \rangle_w \) is a basis of \( N_W \).

Remark 6.4. If \( v = o_w \) and if \( w \) is an element in the centralizer of \( o_w \), then Item (3) says in particular that \( \langle y, y \rangle = 1 \) which is precisely the meaning of Corollary 8.5 applied to a disjoint system of order one. In this sense, there is some overlap between Item (3) and Corollary 8.5.

Proof of Item (3). In the proof of this item, we repeatedly use the fact that \( o_w \) is an involution. We only have to prove the first formula in the statement of Item (2). The special cases are immediate from it. To this end, recall that \( \ell(v) = \ell(w_o v w_o) \) because of \[25\] Section 1.8, Equation (2), Section 5.2, Equation (L1)], so that \( s_{\beta_1} \cdots s_{\beta_m} \) is a reduced expression of \( v \) if and only if \( s_{\beta(w_o(\beta_1))} \cdots s_{\beta(w_o(\beta_m))} \) is a reduced expression of \( w_o v w_o \) by \[25\] Section 5.6, Exercise 2]. In the transition from \( w_o x_v \) to \( x_{w_o v w_o} \), we therefore pick up a sign for each of the \( \ell(v) \) factors of \( x_v \) because \( x_{-\alpha} = -x_\alpha \) for all \( \alpha \in R \). These observations prove the desired formula. \( \Box \)

Proof of Item (4). We only have to prove the first formula in the statement of Item (3). The special case follows because \( \langle -,- \rangle \) is a morphism in the Yetter-Drinfeld category over \( W \). But the first formula was already proved in \[7\] Proposition 6.4. \( \Box \)

Proof of Item (5). It is clear that \( s_{\beta_1} \cdots s_{\beta_m} \) is a reduced expression of \( v \) if and only if \( s_{\beta_m} \cdots s_{\beta_1} \) is a reduced expression of \( v^{-1} \). The formula \( \rho(x_v) = x_{v^{-1}} \) follows from this. The special case follows then by \[7\] Proposition 3.7(1)]. \( \Box \)

Lemma 6.5. Let \( w \in W \). Let \( y = wx_{v_o} \). The element \( y \in \mathcal{B}_W \) is a monomial which starts with \( \gamma \) for all \( \gamma \in T_w \). The element \( y \in \mathcal{B}_W \) is also a monomial which ends with \( \gamma \) for all \( \gamma \in T_w \) and a monomial which does only involve \( T_w \).

Proof. Let the notation be as in the statement. The statement in the last sentence is clear from the statement in the second last sentence because of Remark 5.6 and Fact 6.1(4). We prove the statement in the second last sentence now. Let \( \gamma \in T_w \) be fixed but arbitrary. Then, there exists a unique \( \beta \in \Delta \) and a unique sign \( \epsilon \) such that \( w(\beta) = \epsilon \gamma \). We may write
Corollary 6.6. Let \( w \in W \). Let \( y = w x_{w_0} \). Then, we have \( zy = 0 \) for every element \( z \in B_W \) which ends with \( T_w \) and \( yz = 0 \) for every element \( z \in B_W \) which starts with \( T_w \).

Proof. This is clear from Lemma 5.9(1),(2) and Lemma 6.5.

Lemma 6.7. Let \( v, w \in W \) be such that \( v \neq w_0 \), then \( w x_{w_0} \) is a monomial which starts with \( T_w \).

Proof. Let \( v, w \in W \) be such that \( v \neq w_0 \). By [7, Example 5.4, Theorem 6.11] and because \( w_0 \) is an involution, we know that \( w x_{w_0} = w S(x_{w_0}) \). Since \( v \neq w_0 \), we can find \( \beta \in \Delta \) such that \( s_{\beta} w_0 < v w_0 \). Further, there exists a unique \( \gamma \in T_w \) and a unique sign \( \epsilon \) such that \( w(\beta) = \epsilon \gamma \). By [7, Proposition 3.7(4)] and by what was said, we see that \( w x_{w_0} = \epsilon x_{\gamma}(s_{\gamma} w S(x_{s_{\beta} w_0})) \). From this equality and [7, Remark 3.8], we see that \( w x_{w_0} \) is indeed a monomial which starts with \( \gamma \), and this \( \gamma \) lies in \( T_w \) by definition.

7. Inversion of braided partial derivatives

By inversion of braided partial derivatives, we mean the third formula in Proposition 7.1 which shows how \( \rho \) and \( \bar{D}_\xi \) where \( \xi \in B_W \) commute when considered as endomorphisms of \( B_W \) acting from the right. Such a formula has relevance for the vanishing in Corollary 7.2 which is used in the proof of Lemma 14.3. Further, in this section, we work out a variant of the Nichols-Zoeller theorem for \( B_W \), namely Corollary 7.5, based on Corollary 7.4 where the latter result is used in the proof of Corollary 9.13(4).

Proposition 7.1. Let \( \xi \in B_W \) be homogeneous of \( W \)-degree \( g \). Then, we have

\[
S \bar{D}_\xi = g^{-1}S \bar{D}_{S(\xi)},
\]

\[
\bar{D}_\xi S^{-1} = \bar{D}_{S^{-1}(\xi)}S^{-1}g^{-1},
\]

\[
\rho \bar{D}_\xi = \bar{D}_{S(\xi)}\rho g.
\]

Proof. Let us recall the equivalent formulas

\[
\Delta S = (S \otimes S)\Psi \Delta,
\]

\[
\Psi^{-1}(S^{-1} \otimes S^{-1})\Delta = \Delta S^{-1}
\]

from [36, Equation (9.39) on page 477] where we suppress the components of the braiding \( \Psi \). The first of those formulas can be put in words by saying that the antipode in a braided Hopf algebra is a braided anti coalgebra homomorphism. If we use suggestive Sweedler notation and plug in the braiding of \( W \), \( Y_D \), we can equally well write these formulas as

\[
S(z)_{(1)} \otimes S(z)_{(2)} = g_{(1)}S(z_{(2)}) \otimes S(z_{(1)}),
\]

\[
S^{-1}(z)_{(1)} \otimes S^{-1}(z)_{(2)} = S^{-1}(z_{(2)}) \otimes g_{(2)}^{-1}S^{-1}(z_{(1)})
\]

where \( z \) is an arbitrary element in \( B_W \) and where \( g_{(1)}, g_{(2)} \) denote the \( W \)-degree of \( z_{(1)}, z_{(2)} \), respectively.

With the help of the previous two formulas and the basic properties of \( \langle - , - \rangle \), we compute

\[
(S(z))\bar{D}_\xi = g_{(1)}S(z_{(2)})\langle S(z_{(1)}), \xi \rangle = \langle S(\xi), z_{(1)} \rangle g^{-1}S(z_{(2)}) = g^{-1}S \bar{D}_{S(\xi)}(z),
\]

\[
\bar{D}_\xi S^{-1}(z) = \langle \xi, S^{-1}(z_{(2)}) \rangle g_{(2)}^{-1}S^{-1}(z_{(1)}) = g S^{-1}(z_{(1)}) \langle z_{(2)}, S^{-1}(\xi) \rangle = (z)\bar{D}_{S^{-1}(\xi)}S^{-1}g^{-1}.
\]
This proves the first two formulas in the statement.

To prove the third formula, we can restrict the operators in the formula to a graded component $\mathcal{B}_W^m$ of some $\mathbb{Z}_{\geq 0}$-degree $m$. Once the equality is proved for arbitrary but fixed $m$, it will be valid everywhere on $\mathcal{B}_W$. Let $e = (-1)^m$. Because $\rho$ and $\bar{S}$ are involutions by [7 Proposition 3.7(6)], we see from its definition that $\bar{S}$ restricted to $\mathcal{B}_W^m$ is given by $\epsilon \rho \bar{S} = \epsilon \bar{S}^{-1} \rho$. With the help of [7 Proposition 3.7(1), Proposition 4.2, Remark 2.16, Remark 4.3], this last formula for $\bar{S}$ restricted to $\mathcal{B}_W^m$ and the second formula in the statement which was already justified, we compute

$$
\rho \bar{D}_\xi = \bar{S}^{-1} \bar{S} \rho \bar{D}_\xi = \epsilon \bar{S} \bar{D}_{\rho(\xi)} \bar{S}^{-1} = \bar{D}_{\rho^{-1}(\xi)} \bar{S}^{-1} \bar{S} \rho \bar{D}_\xi = \bar{D}_{\bar{S}(\xi) \rho \bar{D}_\xi}
$$

where this computation takes place restricted to $\mathcal{B}_W^m$. By what said before, this completes the proof.

**Corollary 7.2.** Let $b \in \mathcal{B}_W$. For all $\alpha \in \mathbb{R}^+$, we have

$$(b) \bar{D}_\alpha = 0 \text{ if and only if } (\rho(b)) \bar{D}_\alpha = 0.
$$

**Proof.** The third formula in Proposition 7.1 applied to $\xi = x_\alpha$ for some $\alpha \in \mathbb{R}^+$ becomes

$$
\rho \bar{D}_\alpha = \bar{D}_\alpha \rho s_\alpha
$$

because $\bar{S}$ is the identity in $\mathbb{Z}_{\geq 0}$-degree one by definition. The claimed equivalence is immediate from this formula and the fact that the operator $\rho$ is invertible by [7 Proposition 3.7(6)].

**A variant of the Nichols-Zoeller theorem.**

**Theorem 7.3.** Let $\xi \in \mathcal{B}_W$ be a homogeneous element of $W$-degree $g$. Then, we have

$$
S^{-1}(\xi) = (-1)^{\ell(g)} g^{-1} S(\xi).
$$

**Proof.** For the proof of the desired formula, we may assume that $\xi$ is a monomial of $W$-degree $g$. We assume this from now on and proceed by induction on the $\mathbb{Z}_{\geq 0}$-degree of $\xi$. The case of $\mathbb{Z}_{\geq 0}$-degree equal to zero, i.e. $\xi$ being a scalar multiple of 1, being obvious, we assume further that the $\mathbb{Z}_{\geq 0}$-degree of $\xi$ is $> 0$. In that case, we may write $\xi = x_\alpha \xi'$ for some $\alpha \in \mathbb{R}^+$ and some monomial $\xi' \in \mathcal{B}_W$. With the help of [36 Equation (9.39) on page 477] and the induction hypothesis, we compute

$$
S^{-1}(\xi) = S^{-1}(x_\alpha \xi')
= S^{-1}(\xi')(g^{-1}s_\alpha S^{-1}(x_\alpha))
= (-1)^{\ell(g)+1}(g^{-1}s_\alpha S(\xi'))(g^{-1}s_\alpha S(x_\alpha))
= (-1)^{\ell(g)} g^{-1}(s_\alpha S(\xi')) S(x_\alpha)
= (-1)^{\ell(g)} g^{-1} S(x_\alpha \xi')
= (-1)^{\ell(g)} g^{-1} S(\xi)
\square
$$

**Corollary 7.4.** Let $\xi \in \mathcal{B}_W$ be a homogeneous element of $W$-degree $g$. Then, we have

$$
S^2(\xi) = (-1)^{\ell(g)} g \xi.
$$

**Proof.** This is an immediate corollary of Theorem 7.3.

**Corollary 7.5** (A variant of the Nichols-Zoeller theorem [33, Theorem 10.5.6, Corollary 10.5.7(a)]). Let $e$ be the exponent of $W$, i.e. the least common multiple of the orders of all elements of $W$ as in [11]. Then, we have $S^{2e} = 1$. 

\square
Proof. Indeed, it follows from Corollary 7.4 that $8^{2e}(\xi) = (-1)^{e-\ell(g)}g^e\xi$ for all homogeneous elements $\xi \in B_W$ of $W$-degree $g$. By definition of $e$, we know that $e$ is even, and further that $e$ is the smallest positive integer $N$ such that $g^N = 1$ for all $g \in W$. It follows that $(-1)^{e-\ell(g)}g^e = 1$ for all $g \in W$, and consequently $8^{2e} = 1$ as claimed. □

Remark 7.6. In [11], the conjecture was put forward that the exponent of $W$, i.e. the least common multiple of the orders of all elements of $W$, as it appears in the statement of Corollary 7.5, equals the least common multiple of the degrees of $W$ (− degrees of $W$ in the sense of [25, Section 3.7]). This conjecture can be easily verified in type $A$ using the cycle decomposition of permutations. However, directly generalizing this proof using the generalized cycle decomposition as in [18, Theorem 1.3] fails as was shown in [40]. It would be interesting to see a type independent proof of the conjecture mentioned in this remark for all finite Coxeter groups.

8. CONSEQUENCES OF THE GENERALIZED BRAIDED LEIBNIZ RULE

The general braided Leibniz rule appears in the context of the symmetric group, divided difference operators and skew divided difference operators in the papers [28, 34, 35], for example. We adopt here the point of view developed in [7], where a generalized braided Leibniz rule was introduced for braided partial derivatives acting on $B_W$. We give a selective list of consequences of this rule.

Theorem 8.1 (Generalized braided Leibniz rule [7, Theorem 5.14], [28, Proposition 3(ii)], [35, Chapter 2, Theorem 2.18]). Let $v, w, w' \in W$. Let $z \in B_W$. Then, we have

$$z\overline{D}_{w'x_{w/v}} = \sum_{u \leq u' \leq w} \overline{D}_{w'x_{u/v}}((z)\overline{D}_{w'x_{w/u}}w'vw^{-1}w'^{-1})$$

where we can equally well take the sum over all $u \in W$.

Proof. Note that $x_{w/v} = 0$ for all $v \nleq w$ by definition. This shows that we can equally well sum over all $u \in W$ in the formula in the statement and everywhere else (in this proof) where similar situations arise. Let $v, w, w' \in W$ be arbitrary. Suppose that the claimed formula is proved for $w' = 1$, then we find for arbitrary $w'$ that

$$\sum_u \overline{D}_{w'x_{w/u}}((z)\overline{D}_{w'x_{w/u}}w'vw^{-1}w'^{-1}) = \sum_u \overline{D}_{w'x_{w/u}}((zw')\overline{D}_{x_{w/u}}w'^{-1}) = w'(zw')\overline{D}_{x_{w/u}}w^{-1} = z\overline{D}_{w'x_{w/v}}$$

where we used Remark 4.2, [7, Remark 3.16] and the assumption for $w' = 1$. This means that it suffices to prove the claimed formula for $w' = 1$. We now do so.

Let $x, y \in B_W$. Evaluating once $(x(zy))\overline{D}_w$ and twice $(xy)z\overline{D}_w$ with the help of [7, Theorem 5.14], we find the equality

$$\sum_{v'}(x)\overline{D}_{v'}((zy)\overline{D}_{w/v'}) = \sum_{u,v'}(x)\overline{D}_{u/v'}((y)\overline{D}_{u/v'}v')((z)\overline{D}_{w/u})$$

The expression $(zw')\overline{D}_{x_{w/u}}$ before the last equality in this equation has to be understood as the composition of two endomorphisms of $B_W$ acting from the right, namely the composition of multiplication from the right with $zw' = w'^{-1}z$ and $\overline{D}_{x_{w/u}}$, and should not be confused with the endomorphism given by right multiplication with $(zw')\overline{D}_{x_{w/u}}$. Except maybe in the proof of Corollary 8.3 where we explicitly make it clear in writing, this is the only instance where the conventions in Remark 4.2 lead to ambiguity. Everywhere else the absence or presence of parenthesis and arrows makes the meaning clear.
If we plug $x = x_{v-1}$ into this equality, it becomes
\[ \sum_{v'} x_{v-1/v'}^{-1} ((yz)D_{w/v'}v') = \sum_{u,v'} x_{v-1/v'}^{-1} ((y)D_{u/v'}v') ((z)D_{w/u}u). \]

in view of [7, Proposition 8.1]. We now prove by induction on $\ell(v)$ that
\[ (yz)D_{w/v}v = \sum_{u} ((y)D_{u/v}v) ((z)D_{w/u}u) \]

which suffices to finish the proof of the theorem because we can multiply with $v^{-1}$ from the right. If $v = 1$, the desired formula is simply [7, Theorem 5.14] by [7, Example 5.4]. Suppose that $\ell(v) > 0$ and that the induction hypothesis is satisfied for all $v'$ of length $< \ell(v)$. With the help of Equation (1) and [7, Example 5.4], we find that
\[ (yz)D_{w/v}v + \sum_{v' < v} x_{v-1/v'}^{-1} ((yz)D_{w/v'}v') = \sum_{u} ((y)D_{u/v}v) ((z)D_{w/u}u) + \sum_{v' < v} x_{v-1/v'}^{-1} ((y)D_{u/v'}v') ((z)D_{w/u}u) \]

where we of course use the definitional vanishing mentioned in the first sentence of this proof. The second sums after the plus on each side of the previous equation are equal by induction hypothesis. If we subtract them, we are left with the desired formula for $v$. This completes the induction step and the proof of the theorem.

\textbf{Corollary 8.2.} Let $v, w \in W$. Let $y = wx_{w_o}$. Then, we have
\[ D_y(z)D_{wx_o} = D_y((z)D_{wx_o}) \]

for all $z \in B_W$.

\textbf{Proof.} Let the notation be as in the statement. Let $z \in B_W$ be fixed but arbitrary. By Theorem 8.1, we have
\[ D_y(z)D_{wx_o} = \sum_{u} D_y(wx_{w_o}u) ((z)D_{wx_{w_o}/u}ww^{-1}) . \]

Since $wx_{w_o}$ is a monomial which starts with $T_w$ whenever $u \neq 1$, we see from Corollary 6.6 that $y(wx_{w_o})$ vanishes for all $u \neq 1$. In view of [7, Example 5.4], the above sum therefore reduces to the right side of the claimed formula in the statement of the corollary.

\textbf{Corollary 8.3.} Let $v, w \in W$. Let $b \in B_W$ be such that $(b)D_{wx_{w_o}/v} = 0$ for all $\alpha \in T_w$. Then, we have
\[ bD_{wx_{w_o}/v} = D_{wx_{w_o}/v} (ww_o b). \]

\textbf{Proof.} Let the notation be as in the statement. By Lemma 5.9, Lemma 6.7 and [7, Example 5.4], we see that $(b)D_{wx_{w_o}/u}$ vanishes for all $u \neq w_o$ and evaluates as $b$ for $u = w_o$. This means that if we apply Theorem 8.1 to the left side of the claimed formula in the statement of the corollary, in the corresponding sum over $u$ only one term associated to $u = w_o$ survives and this term is equal to the right side of the claimed formula in the statement of the corollary. Note also that $bw_o v^{-1} w^{-1} = w w_o w^{-1} b$ considered as equality of elements in $B_W$ because $w_o$ is an involution. This completes the proof.

\textbf{Corollary 8.4.} Let $D$ be a disjoint system of order two. Let $w_1, w_2$ be some ordering of the elements of $D$. Let $y_1 = w_1 x_{w_o}$ and let $y_2 = w_2 x_{w_o}$. Then, we have $y_1 D_{y_2} = D_{y_2} y_1 (-1)^{\ell(w_o)}$. 
Proof. Let the notation be as in the statement. By Lemma 6.3, the monomial $y_1$ does only involve $T_{w_1} \subseteq R^+ \setminus T_{w_2}$. Thus, by Lemma 5.9(6), we know that $(y_1) \overline{D}_\alpha = 0$ for all $\alpha \in T_{w_2}$. Therefore, Corollary 8.3 applies to $v = 1, w_2, b = y_1$ and we obtain the claimed formula because of Fact 6.1(2).

Corollary 8.5. Let $D$ be a disjoint system of order $r$. Let $w_1, \ldots, w_r$ be some ordering of the elements of $D$. Let $y_i = w_i x_{w_i}$ for all $1 \leq i \leq r$. Then, we have

$$\langle y_{\sigma(1)} \cdots y_{\sigma(r)}, y_{\sigma(1)} \cdots y_{\sigma(r)} \rangle = (-1)^{(r-1)r - \ell(\sigma^{-1})} \ell(w_0)$$

for all permutations $\sigma, \pi \in S_r$. In particular, it follows that $y_{\sigma(1)} \cdots y_{\sigma(r)}$ is nonzero for all permutations $\sigma \in S_r$.

Proof. Let the notation be as in the statement. The particular case is obvious from the claimed equation. We prove this equation. Let $\sigma, \pi \in S_r$ be arbitrary. If we change the indices of the ordering of $D$ from $1, \ldots, r$ to $\pi(1), \ldots, \pi(r)$ and replace $\sigma$ by $\sigma \pi^{-1}$, we see that we can assume directly in the beginning that $\pi = 1$. We will assume $\pi = 1$ from now on.

Let us define indices $i^j_1, \ldots, i^j_{r-j}$ such that

$$\{i^j_1 < \cdots < i^j_{r-j}\} = \{1, \ldots, r\} \setminus \{\sigma(1), \ldots, \sigma(j)\}$$

for all $0 \leq j \leq r-1$. In order to prove the corollary, it suffices to prove the formula

$$\langle y_{i^j_1} \cdots y_{i^j_{r-j}}, y_{\sigma(j+1)} \cdots y_{\sigma(r)} \rangle = (-1)^{n_{j+1} + \ell(w_0)} \langle y_{i^j_1} \cdots y_{i^j_{r-j}}, y_{\sigma(j+2)} \cdots y_{\sigma(r)} \rangle$$

(2)

where

$$n_{j+1} = r - \sigma(j+1) - \#\{1 \leq i < j+1 \mid \sigma(i) > \sigma(j+1)\}$$

and where $0 \leq j \leq r-1$. Indeed, once Equation (2) is established, we apply it iteratively for all $0 \leq j \leq r-1$ and we find that the bracket in the statement of the corollary is equal to minus one times the power of $\sum_{j=1}^r n_j$ times $\ell(w_0)$. But the parity of the previous sum is precisely the parity of $\frac{(r-1)r}{2} + \ell(\sigma)$. In this way, we see that it indeed suffices to prove Equation (2).

To prove Equation (2), let us fix some arbitrary $0 \leq j \leq r-1$. Let $1 \leq k \leq r-j$ be such that $i^j_k = \sigma(j+1)$. By definition, we know that $n_{j+1} = r - j - k$. From this and repeated application of Corollary 8.3 to suitable subsets of $D$ with two elements (cf. Remark 3.6), we see that

$$\langle y_{i^j_1} \cdots y_{i^j_{r-j}} \rangle \overline{D}_{\sigma(j+1)} = (-1)^{n_{j+1} + \ell(w_0)} \langle y_{i^j_1} \cdots y_{i^j_{r-j}} \rangle \overline{D}_{\sigma(j+1)} y_{i^j_{k+1}} \cdots y_{i^j_{r-j}}.$$
Proof. The claimed equalities follow directly from Fact 6.1, Lemma 5.9(5),(7), Corollary 8.3 and the assumptions.

Corollary 8.7. Let \( w \) be an element in the centralizer of \( w_o \). Let \( y = wx_{w_o} \). Let \( x_1, x_2, x_3 \in \mathcal{B}_W \) be such that \( (x_1)\overline{D}_\alpha = (x_2)\overline{D}_\alpha = (x_3)\overline{D}_\alpha = 0 \) for all \( \alpha \in T_w \). Then, we have
\[
(x_1y_2x_3)\overline{D}_y = (x_1(w_o x_2)y x_3)\overline{D}_y = x_1(w_o(x_2x_3)).
\]

Proof. Let the notation be as in the statement. The result follows from Corollary 8.6. We simply have to verify that \((w_o x_2)\overline{D}_\alpha\) vanishes for all \( \alpha \in T_w \). By Fact 5.2 and [7, Remark 3.16] this vanishing is equivalent to the vanishing \((x_2)\overline{D}_\alpha = 0\) for all \( \alpha \in T_w \) which is part of the assumption.

An analogue of Corollary 8.4 for braided left partial derivatives.

Lemma 8.8. Let \( D \) be a disjoint system of order two. Let \( w_1, w_2 \) be some ordering of the elements of \( D \). Let \( y = w_1 x_{w_o} \). Then, we have \( \overline{D}_\alpha(y) = 0 \) for all \( \alpha \in T_{w_2} \).

Proof. Indeed, let the notation be as in the statement. By the very definition of the objects involved, we have \( \overline{D}_\alpha(y) = \sum_{u \in W} \langle x_{\alpha}, w_1 x_{w/u} \rangle w_1 x_u \) where the bracket can only be nonzero for \( \mathbb{Z}_{\geq 0} \)-degree reasons whenever \( \ell(w_o) - \ell(u) = 1 \), i.e. whenever \( u = s_\beta w_o \) for a simple root \( \beta \). In this case, by [7, Theorem 7.1], we have \( x_{w_1/u} = x_\beta \) and the corresponding bracket still vanishes because \( T_{w_1} \) and \( T_{w_2} \) are disjoint by assumption. This proves the lemma.

Corollary 8.9. Let \( D \) be a disjoint system of order two. Let \( w_1, w_2 \) be some ordering of the elements of \( D \). Let \( y_1 = w_1 x_{w_o} \) and let \( y_2 = w_2 x_{w_o} \). Then, we have \( \overline{D}_2 y_1 - y_1 \overline{D}_3 y_2 = 0 \).

Proof. This is now immediate from Lemma 5.9[8], Lemma 8.8 and Fact 6.1[2].

9. INTEGRALS FOR HOPF ALGEBRAS

In this section, we study integrals for Hopf algebras with a view towards our applications to Nichols algebras. For background material on integrals, we refer to the foundational works [46, 47], to the more recent reference [4] and to the pedagogical text book [36]. For the relation between integrals and Frobenius algebras, we refer to [26, 32].

Definition 9.1 ([4, Equation (2.3.6)], [47, Section 2]). Let \( A \) be a braided Hopf algebra in \( \mathcal{H} \mathcal{Y} \mathcal{D} \). Let \( x \in A \).

- We say that \( x \) is a left integral in \( A \) if \( zx = \epsilon(z)x \) for all \( z \in A \). We say that \( x \) is a nonzero left integral in \( A \) if \( x \) is nonzero and if \( x \) is a left integral in \( A \).
- We say that \( x \) is a right integral in \( A \) if \( zx = \epsilon(z)x \) for all \( z \in A \). We say that \( x \) is a nonzero right integral in \( A \) if \( x \) is nonzero and if \( x \) is a right integral in \( A \).
- We say that \( x \) is an integral in \( A \) if \( x \) is a left and right integral in \( A \). We say that \( x \) is a nonzero integral in \( A \) if \( x \) is nonzero and if \( x \) is an integral in \( A \).

Remark 9.2. Let \( A \) be a braided Hopf algebra in \( \mathcal{H} \mathcal{Y} \mathcal{D} \). The presence of a nonzero left integral / right integral / integral in \( A \) gives rise to a one-dimensional left ideal / right ideal / two-sided ideal in \( A \).

Remark 9.3. If \( A \) is a classical Hopf algebra with trivial braiding, then there exists a nonzero left integral in \( A \) if and only if there exists a nonzero right integral in \( A \) if and only if \( A \) is finite dimensional. This theorem is proved in [47, Corollary 2.7, Equivalence (2.11) \( \Leftrightarrow \) (2.13)]. In general, it is known that for a braided Hopf algebra in \( \mathcal{H} \mathcal{Y} \mathcal{D} \) of finite dimension the two-sided
ideal of all left integrals as well as the two-sided ideal of all right integrals are one-dimensional (cf. [4 Section 2.3]). By using the Radford biproduct, one can reduce the braided situation to the classical situation and show that a braided Hopf algebra in $H^*_H YD$ is finite dimensional if it admits a nonzero left integral or a nonzero right integral, see [49] for details.

**Remark 9.4.** To handle infinite dimensional braided Hopf algebras $A$ in $H^*_H YD$, and to introduce sensible notions of integrals for which extend the notions in Definition 9.1, people often consider left integrals / right integrals / integrals in $A^*$ instead of $A$ where $A^*$ is the algebra dual of $A$ considered as a coalgebra, cf. [36 Section 1.7] and [46]. We mention it but we will not need this approach in this work.

**Proposition 9.5.** Let $A$ be a connected braided $\mathbb{Z}_{\geq 0}$-graded Hopf algebra in $H^*_H YD$. Let $x$ be a nonzero left or right integral in $A$.

1. The element $x$ is homogeneous of some $\mathbb{Z}_{\geq 0}$-degree $m$. The integer $m$ satisfies $A^m = kx$ and $A^{m'} = 0$ for all $m' > m$. In particular, every left or right integral in $A$ is an integral in $A$.

2. An element $x'$ is an integral in $A$ if and only if $zx' = 0$ for all homogeneous elements $z \in A$ of $\mathbb{Z}_{\geq 0}$-degree $> 0$ if and only if $x'z = 0$ for all homogeneous elements $z \in A$ of $\mathbb{Z}_{\geq 0}$-degree $> 0$. If this sentence, in addition, the algebra $A$ is generated in $\mathbb{Z}_{\geq 0}$-degree one, then an element $x'$ is an integral in $A$ if and only if $zx' = 0$ for all homogeneous elements $z \in A$ of $\mathbb{Z}_{\geq 0}$-degree one if and only if $x'z = 0$ or all homogeneous elements $z \in A$ of $\mathbb{Z}_{\geq 0}$-degree one.

3. For a nonzero element $x' \in A$, there exist homogeneous elements $y, y' \in A$ with respect to the $\mathbb{Z}_{\geq 0}$-grading such that $yx'$ and $x'y'$ are nonzero integrals in $A$.

**Remark 9.6.** Recall that a braided $\mathbb{Z}_{\geq 0}$-graded Hopf algebra $A$ in $H^*_H YD$ as in the statement of Proposition 9.5 is connected if and only if $A^0 = k1$.

**Proof of Proposition 9.5.** Let the notation be as in the statement. Since $A$ is finite dimensional, there exists an integer $m$ such that $A^m \neq 0$ and such that $A^{m'} = 0$ for all $m' > m$. By the assumptions on $A$, every element in $A^m$ is an integral in $A$. By the uniqueness of left or right integrals in $A$ up to scalar or the uniqueness of right integrals in $A$ up to scalar (cf. [4 Section 2.3 or Proposition 3.2.2] or [6, Lemma 1.12]), we conclude that $A^m$ is the one-dimensional two-sided ideal of all integrals in $A$. Item (1) follows from this. Item (2) follows from Item (1) and the assumptions on $A$.

Let us prove Item (3). Let $x'$ be a nonzero element in $A$. Let $m'$ be the smallest integer such that in the decomposition $\sum_{m''} x^{m''}$ of $x'$ as a sum of homogeneous elements $x^{m''}$ of $\mathbb{Z}_{\geq 0}$-degree $m''$ the element $x^{m'}$ is nonzero. By Item (1), it suffices to prove the statement of Item (3) for $x^{m'}$ instead of $x'$. Hence, we may and will assume right in the beginning that $x'$ is homogeneous of some $\mathbb{Z}_{\geq 0}$-degree $m'$. We now perform an induction on $m' - m'$. If $m = m'$, then $x'$ is a nonzero integral in $A$ by Item (1) and we can set $y = y' = 1$. If $m > m'$, then $x'$ is a nonzero element in $A$ which is not a nonzero integral in $A$. By Item (2), we can find homogeneous elements $y_1, y_1' \in A$ of $\mathbb{Z}_{\geq 0}$-degree $> 0$ such that $y_1x'$ and $x'y_1'$ are both nonzero. By our assumption on $x'$ and our choice of $y_1, y_1'$, we know that $y_1x'$ and $x'y_1'$ are both nonzero homogeneous elements of $\mathbb{Z}_{\geq 0}$-degree $> m'$. By the induction hypothesis, there exists homogeneous elements $y_2, y_2' \in A$ with respect to the $\mathbb{Z}_{\geq 0}$-grading such that $y_2y_1x'$ and $x'y_1'y_2'$ are nonzero integrals in $A$. The elements $y = y_2y_1$ and $y' = y_1'y_2'$ are homogeneous elements of $A$ with respect to the $\mathbb{Z}_{\geq 0}$-grading as required. \qed
Remark 9.7. In the rest of this work, we will only be concerned with connected braided \(\mathbb{Z}_{\geq 0}\)-graded Hopf algebras in \(\mathcal{H}_H\mathcal{YD}\). As we see from Proposition 9.5(1), for a connected braided \(\mathbb{Z}_{\geq 0}\)-graded Hopf algebra \(A\) in \(\mathcal{H}_H\mathcal{YD}\), we do not need to make a distinction between left or right integrals in \(A\) and integrals in \(A\). Therefore, we will not further make the distinction in our statements. From now on, we will state our results only for bona fide integrals.

Remark 9.8. Let \(A\) be a a connected braided \(\mathbb{Z}_{\geq 0}\)-graded Hopf algebra in \(\mathcal{H}_H\mathcal{YD}\). In view of Remark 9.3 and Proposition 9.5(1), we have the equivalence that

\[ A\text{ is finite dimensional if and only if there exists a nonzero integral in } A\]

which we will use from now on without reference.

Corollary 9.9. Let \(A\) and \(B\) be braided \(\mathbb{Z}_{\geq 0}\)-graded Hopf algebras in \(\mathcal{H}_H\mathcal{YD}\). Assume that \(A\) or \(B\) is connected and that there exists a nondegenerate Hopf duality pairing \(\langle -, - \rangle\) between \(A\) and \(B\) which respects the \(\mathbb{Z}_{\geq 0}\)-grading. Then, both Hopf algebras \(A\) and \(B\) are connected. Moreover, there exists a nonzero integral in \(A\) if and only if there exists a nonzero integral in \(B\). Let \(x^*\) be a nonzero integral in \(A\) and let \(x\) be a nonzero integral in \(B\).

1. We have \(\langle x^*, x \rangle \neq 0\).
2. Let \(x' \in B\) be a homogeneous element with respect to the \(\mathbb{Z}_{\geq 0}\)-grading such that \(\langle x^*, x \rangle = \langle x^*, x' \rangle\). Then, it follows that \(x = x'\). Let \(x'' \in A\) be a homogeneous element with respect to the \(\mathbb{Z}_{\geq 0}\)-grading such that \(\langle x^*, x \rangle = \langle x'', x \rangle\). Then, it follows that \(x^* = x''\).

Proof. Let the notation be as in the statement. By assumption, we have \(A^0 \cong B^0\), so that \(A\) is connected if and only if \(B\) is. Because of the presence of a nondegenerate pairing between \(A\) and \(B\), we know that \(A\) is finite dimensional if and only if \(B\) is. From this and Proposition 9.5(1), it follows that there exists a nonzero integral in \(A\) if and only if there exists a nonzero integral in \(B\).

Item (1) follows from Proposition 9.5(1) and the assumptions on \(\langle -, - \rangle\). Item (2) follows from Item (1) and again from Proposition 9.5(1) and the assumptions on \(\langle -, - \rangle\).

Proposition 9.10. Let \(V\) be a finite dimensional Yetter-Drinfeld \(H\)-module. Let \(x\) be a nonzero integral in \(\mathcal{B}(V)\) and let \(x^*\) be a nonzero integral in \(\mathcal{B}(V^*)\).

1. Every nonzero element \(y \in \mathcal{B}(V)\) satisfies \((x^*)\overline{D}_y \neq 0\) and every nonzero element \(y^* \in \mathcal{B}(V^*)\) satisfies \(\overline{D}_{y^*}(x) \neq 0\).
2. Let \(x' \in \mathcal{B}(V)_m^m\) and \(y^* \in \mathcal{B}(V^*)_m^{m^*}\) for some \(m, m^* \in \mathbb{Z}_{\geq 0}\) such that \(y^*\) is nonzero and such that \(\overline{D}_{y^*}(x) = \overline{D}_{y^*}(x')\). Then, we have \(x = x'\). Let \(x'' \in \mathcal{B}(V)^{m^*}\) and \(y \in \mathcal{B}(V)_m^m\) for some \(m, m^* \in \mathbb{Z}_{\geq 0}\) such that \(y\) is nonzero and such that \(\langle x^* y \rangle \overline{D}_y = \langle x'' \rangle \overline{D}_y\). Then, we have \(x^* = x''\).

Proof. Let \(x\) and \(x^*\) be as in the statement. Let us prove Item (1). Let \(y\) be a nonzero element in \(\mathcal{B}(V)\) and let \(y^*\) be a nonzero element in \(\mathcal{B}(V^*)\). By Proposition 9.5(3), there exist homogeneous elements \(x' \in \mathcal{B}(V)\) and \(x'' \in \mathcal{B}(V^*)\) with respect to the \(\mathbb{Z}_{\geq 0}\)-grading such that \(yx'\) is a nonzero integral in \(\mathcal{B}(V)\) and such that \(x''y^*\) is a nonzero integral in \(\mathcal{B}(V^*)\). From Corollary 9.9(1), it follows that

\[ 0 \neq \langle x^*, yx' \rangle = \langle (x^*)\overline{D}_y, x' \rangle, \]
\[ 0 \neq \langle x''y^*, x \rangle = \langle x'', \overline{D}_{y^*}(x) \rangle. \]

The result in Item (1) is clear from these equations.
Let us prove Item (2). Let the notation be as in the first sentence of the statement of Item (2). By Proposition 9.5[1], 7, Remark 2.16] and Item (1) of this proposition, we note that \( x' \) is nonzero and that \( m \) is the \( \mathbb{Z}_{\geq 0} \)-degree of \( x \). Again, by Proposition 9.5[1], we see that \( x' = \lambda x \). It follows that \( \tilde{D}_{\rho'}(x) = \lambda \tilde{D}_{\rho'}(x) \). By Item (1), we conclude that \( \lambda = 1 \) and thus \( x = x' \). The rest of the statement of Item (2) can be proved analogously. In the case of a finite dimensional Yetter-Drinfeld \( \Gamma \)-module whose support consists of involutions, the rest of the statement of Item (2) follows equally well from the first sentence of the statement of Proposition 9.5(1), there exist homogeneous elements \( y, y' \) such that \( yx' = x'y \). In other words, the element \( y \) is multiplicative and because \( y \) is central in \( \Gamma \), it follows that \( \lambda_y = 1 \) for all \( \lambda_y \in \{-1, 1\} \) for every involution \( g \in \Gamma \).

**Definition 9.12.** For a vector space, we define an equivalence relation \( \sim \) by declaring two vectors \( x \) and \( x' \) to be equivalent, in formulas \( x \sim x' \), if there exists a sign \( \epsilon \) such that \( x = \epsilon x' \). We use the same symbol \( \sim \) for this equivalence relation regardless on which vector space it is defined.

**Corollary 9.13.** Let \( x \) be a nonzero integral in \( B_W \).

1. The element \( x \) is homogeneous of some \( \mathbb{Z}_{\geq 0} \)-degree \( m \) and some \( W \)-degree \( w \). The parity of \( \ell(w) \) equals the parity of \( m \).
2. For all \( g \in W \), we have \( x \sim gx \). Moreover, we have \( x \sim \rho(x) \sim S(x) \sim \bar{S}(x) \).
3. In the sense of Item (2), we define signs \( \epsilon_\rho, \epsilon_S, \epsilon_{\bar{S}} \) such that \( x = \epsilon_\rho \rho(x), x = \epsilon_S S(x), x = \epsilon_{\bar{S}} \bar{S}(x) \). Then, we have \( \epsilon_\rho = \epsilon_S = \epsilon_{\bar{S}} = (-1)^m \) where \( m \) is defined as in Item (2).
4. With \( w \) defined as in Item (2), we further have \( wx = (-1)^{\ell(w)}x \).
5. An element \( x' \) is an integral in \( B_W \) if and only if \( x_\alpha x' = 0 \) for all \( \alpha \in R^+ \) if and only if \( x'x_\alpha = 0 \) for all \( \alpha \in R^+ \).
6. Let \( x' \) be a nonzero element of \( B_W \). Then, there exist monomials \( M, M' \in B_W \) such that \( Mx' \) and \( x'M' \) are nonzero integrals in \( B_W \). In particular, there exists a monomial which is a nonzero integral in \( B_W \).

**Proof.** Let the notation be as in the statement. Let us prove Item (2) first. By Proposition 9.5[3], there exist homogeneous elements \( y, y' \in B_W \) with respect to the \( \mathbb{Z}_{\geq 0} \)-grading such that \( yx' = x'y \). In the proof of Proposition 9.5[2], i.e. with respect to the nonzero component of \( x' \) of smallest \( \mathbb{Z}_{\geq 0} \)-degree. We can write \( y \) respectively \( y' \) as a sum \( \sum_i M_i \), respectively \( \sum_i M'_i \).
of monomials $M_i, M'_j$ all of equal $\mathbb{Z}_{\geq 0}$-degree equal to the $\mathbb{Z}_{>0}$-degree of $y$ and $y'$. Then, we have $\sum_i M_i x' \neq 0$ and $\sum_i x'M'_j \neq 0$ and consequently $M_i x' \neq 0$ and $x'M'_j \neq 0$ for some $i, j$.

By Proposition 9.5(1), 9.11 and our choice of $y, y', M_i, M'_j$, we know that $M_i x'$ and $x'M'_j$ are nonzero integrals in $B_W$. Thus, the monomials $M = M_i$ and $M' = M'_j$ are as required. The particular case follows by application to $x' = 1$.

Let us prove Item (1). By Proposition 9.5(1) and Lemma 9.11, we can define $m$ and $w$ as in the statement. The rest of the item follows by application of Lemma 5.10 to $x$. The first sentence of Item (2) follows from Lemma 9.11. The morphisms $\rho$ and $\bar{s}$ are $\mathbb{Z}_{>0}$-graded involutions by [7, Proposition 3.7(1),(6)]. Hence, it follows from Proposition 9.5(1) that $x \sim \rho(x) \sim \bar{s}(x)$. Using these last relations, Proposition 9.5(1) or Item (1) of this corollary, and the definition of $\bar{s}$, we finally see that $\bar{s}(x) \sim \rho \bar{s}(x) \sim \rho(x) \sim x$.

Let us prove Item (3). By definition of $\bar{s}$, it is clear that $\epsilon_{\bar{s}} = (-1)^m \epsilon_{\rho} \epsilon_{\bar{s}}$ where $m$ is defined as in Item (1). Hence, it suffices to prove that $\epsilon_{\rho} = \epsilon_{\bar{s}}$. By [7, Proposition 3.7(6), 3.10], we see that

$$\langle x, x \rangle = \langle \rho(x), \bar{s}(x) \rangle = \epsilon_{\rho} \epsilon_{\bar{s}} \langle x, x \rangle.$$ 

In view of this equation, Corollary 9.9(1) completes the proof of Item (3).

Let us prove Item (4). In view of Item (2), we know that $x = \bar{s}^2(x)$. And further, with $w$ defined as in Item (1), that $\bar{s}^2(x) = (-1)^{\epsilon(w)} wx$ by Corollary 7.4. The result in Item (4) follows from these observations. Finally, Item (5) is immediate from Proposition 9.5(2) because $(x_\alpha)_{\alpha \in R^+}$ is a basis of $V_W$.

**Corollary 9.14** (Abstract commutativity). Let $w \in W$. Let $y = wx_0$. Let $x_1, x_2, x_3 \in B_W$ be homogeneous elements with respect to the $\mathbb{Z}_{\geq 0}$-grading such that $x_1 y x_2 x_3$ is a nonzero integral in $B_W$ and such that

$$(x_1) \bar{D}_\alpha = (x_2) \bar{D}_\alpha = (w x_0^{-1} w x_2) \bar{D}_\alpha = (x_3) \bar{D}_\alpha = 0$$

for all $\alpha \in T_w$. Then, we have $x_1 y x_2 x_3 = x_1 (w x_0^{-1} x_2) y x_3$.

**Proof.** By assumption, the element $x_1 (w x_0^{-1} x_2) y x_3$ is homogeneous with respect to the $\mathbb{Z}_{>0}$-grading. Further, the element $y$ is nonzero. Therefore, the result follows from Corollary 8.6 and Proposition 9.10(2).

**Corollary 9.15.** Let $w$ be an element in the centralizer of $w_0$. Let $y = wx_0$. Let $x_1, x_2, x_3 \in B_W$ be homogeneous elements with respect to the $\mathbb{Z}_{\geq 0}$-grading such that $x_1 y x_2 x_3$ is a nonzero integral in $B_W$ and such that $(x_1) \bar{D}_\alpha = (x_2) \bar{D}_\alpha = (x_3) \bar{D}_\alpha = 0$ for all $\alpha \in T_w$. Then, we have $x_1 y x_2 x_3 = x_1 (w x_0 x_2) y x_3$.

**Proof.** By assumption, the element $x_1 (w x_0 x_2) y x_3$ is homogeneous with respect to the $\mathbb{Z}_{>0}$-grading. Further, the element $y$ is nonzero. Therefore, the result follows from Corollary 8.7 and Proposition 9.10(2).

**Remark 9.16.** Whenever we apply Corollary 9.9(1) to $B_W$ or one of the results derived with its help, e.g. Corollary 9.14, 9.15, we use a consequence of the fact that $B_W$ admits a nondegenerate Hopf duality pairing between $B_W$ and itself.

**Remark 9.17.** Abstract commutativity is actually only used once in this paper in the form of Corollary 9.15 to prove Lemma 10.2(5) but we formulate it here as an independent result as it may be of use elsewhere. In turn, Lemma 10.2(3) is needed in the proof of Theorem 16.1 which is a necessary step towards the proof of Theorem 17.2.
10. INVARiance OF INtegrals

Under invariance properties of integrals, we understand formulas which show that a nonzero integral in $B_W$ is invariant under certain operators which lie in the image of the embeddings of the tensor square into endomorphisms as in Remark 4.3 or are composites thereof. Such properties can be derived manifoldly using the results in Section 8. In this section, we present a selection of such.

**Lemma 10.1.** Let $x \in B_W$ be an element such that $xx_\alpha = 0$ for some $\alpha \in R$. Then, it follows that $(x)\overleftarrow{D}_\alpha x_\alpha = x$.

**Proof.** Let the notation be as in the statement. The braided Leibniz rule implies in particular that $\overleftarrow{D}_\alpha x_\alpha = 1 - x_\alpha \overleftarrow{D}_\alpha$. The result follows by application of the previous operator to $x$ because of the assumed vanishing. □

**Lemma 10.2 (Invariance properties).** Let $x$ be a nonzero integral in $B_W$.

1. Let $\alpha \in R$. Then, we have $x = (x)\overleftarrow{D}_\alpha x_\alpha$.
2. Let $\alpha \in R$. Let $\epsilon$ be the sign such that $s_\alpha x = \epsilon x_\alpha$ (which exists by Corollary 9.13(2)). Then, we have $x = -\epsilon x_\alpha (x)\overleftarrow{D}_\alpha$.
3. Let $w \in W$. Let $y = wx_{w_\alpha}$. Then, we have $x = (x)\overleftarrow{D}_y y$.
4. Let $w$ be an element in the centralizer of $w_\alpha$. Let $y = wx_{w_\alpha}$. Let $\epsilon$ be the sign such that $w_\alpha x = \epsilon x$ (which exists by Corollary 9.13(2)). Then, we have $x = (-1)^{\ell(w_\alpha)} \epsilon y (x)\overleftarrow{D}_y$.
5. Let $D$ be a disjoint system of order two. Let $w_1, w_2$ be some ordering of the elements of $D$. Let $y_1 = w_1 x_{w_\alpha}$ and let $y_2 = w_2 x_{w_\alpha}$. Then, we have

$$x = (-1)^{\ell(w_\alpha)} \epsilon y_1 y_2 (x)\overleftarrow{D}_{y_1 y_2},$$

where the symbols appearing in the three equalities are supposed to be defined as in the three corresponding items. The first of these three equalities follows directly from the braided Leibniz rule and [7, Remark 3.16], the second from Fact 6.1(3) and Corollary 8.2, and the third from Fact 6.1(2), Corollary 6.6 8.2 and [7, Remark 3.16]. □
Proof of Item (2). Let the notation be as in the statement. With the help of Fact 6.1(2), Lemma 5.9(6), Corollary 8.4, 9.15, Item (3),(4) and [7, Remark 3.16], we compute that

\[ (-1)^{\ell(w)} y_1 y_2(x) \overline{D}_{y_1 y_2} = (-1)^{\ell(w)} \epsilon y_1(x) \overline{D}_{y_1 y_2} y_2 \]
\[ = (-1)^{\ell(w)} \epsilon y_1(x) \overline{D}_{y_1} \overline{D}_{y_2} y_2 \]
\[ = (x) \overline{D}_{y_2} y_2 \]
\[ = x, \]
\[ (x) \overline{D}_{y_1 y_2} y_2 y_1 = (-1)^{\ell(w)} (x) \overline{D}_{y_1 y_2} y_1 y_2 \]
\[ = (x) \overline{D}_{y_1} y_1 \overline{D}_{y_2} y_2 \]
\[ = (x) \overline{D}_{y_2} y_2 \]
\[ = x, \]

where \( \epsilon \) is the sign such that \( w_o x = \epsilon x \) (as in the statement of Item (4) – which exists by Corollary 9.13(2)). \( \square \)

**Corollary 10.3.** Let \( x \) be a nonzero integral in \( B_W \). Let \( w \) be an element in the centralizer of \( w_o \). Let \( y = w x w_o \). Then, we have \( \langle (x) \overline{D}_y, (x) \overline{D}_y \rangle \neq 0. \)

**Proof.** Let the notation be as in the statement. By Lemma 10.2(4), we have \( \langle (x) \overline{D}_y, (x) \overline{D}_y \rangle = (-1)^{\ell(w)} \epsilon(x,x) \) where \( \epsilon \) is the sign such that \( w_o x = \epsilon x \) (which exists by Corollary 9.13(2)). The result follows from this and Corollary 9.9(1). \( \square \)

11. DISJOINT SYSTEMS AND INTEGRALS

In this section, we explain the relation between complete disjoint systems and integrals in \( B_W \). More specifically, we explain in Lemma 11.2 (1) \( \Rightarrow \) (3) how the existence of certain integrals in \( B_W \) implies commutativity relations up to scalar multiple.

**Lemma 11.1.** Let \( D \) be a disjoint system of order two. Let \( w_1, w_2 \) be some ordering of the elements of \( D \). Let \( y_1 = w_1 x w_o \) and let \( y_2 = w_2 x w_o \). If \( y_1 y_2 \) and \( y_2 y_1 \) are linearly dependent, then we necessarily have \( y_1 y_2 = (-1)^{\ell(w)} y_2 y_1 \).

**Proof.** Let the notation be as in the statement. Suppose that \( y_1 y_2 \) and \( y_2 y_1 \) are linearly dependent. By Corollary 8.5, we know that both \( y_1 y_2 \) and \( y_2 y_1 \) are nonzero, hence linear dependence implies the existence of a nonzero scalar \( \lambda \) such that \( y_1 y_2 = \lambda y_2 y_1 \). If we apply \( \overline{D}_{y_1 y_2} \) to both sides of this equality, we find in view of Corollary 8.5 that \( \lambda = (-1)^{\ell(w)} \). This completes the proof. \( \square \)

**Lemma 11.2.** Suppose that \( B_W \) is finite dimensional. Let \( D \) be a complete disjoint system of order \( r \). Let \( w_1, \ldots, w_r \) be some ordering of the elements of \( D \). Let \( y_i = w_i x w_o \) for all \( 1 \leq i \leq r \). The following items are equivalent.

1. The element \( y_{\sigma(1)} \cdots y_{\sigma(r)} \) is a nonzero integral in \( B_W \) for some \( \sigma \in S_r \).
2. The element \( y_{\sigma(1)} \cdots y_{\sigma(r)} \) is a nonzero integral in \( B_W \) for all \( \sigma \in S_r \).
3. We have \( y_i y_j = (-1)^{\ell(w)} y_j y_i \) for all \( 1 \leq i, j \leq r \).

**Proof.** The Implication (2) \( \Rightarrow \) (1) is obvious. The Implication (1) \( \Rightarrow \) (2) follows from Corollary 8.5 and Proposition 9.3(1).

Let us prove the Implication (2) \( \Rightarrow \) (3). The equality claimed in Item (3) is obvious for all \( 1 \leq i = j \leq r \). Because of Lemma 8.5 and Corollary 9.6 both sides are zero. Let
1 \leq i \neq j \leq r$ be arbitrary but fixed. By Proposition 9.5(1) and Item (2), there exists a nonzero scalar $\lambda$ such that $y_i y_j Q = \lambda y_j y_i Q$ where $Q = y_1 \cdots \hat{y}_i \cdots \hat{y}_j \cdots y_r$.

If we now apply $D_Q$ to $y_i y_j Q = \lambda y_j y_i Q$, we find in view of Lemma 5.9(6), 7 and Corollary 8.5 that $y_i y_j = \lambda y_j y_i$. In view of Lemma 11.1, we find that $\lambda = (-1)^{\ell(w_0)}$. This proves Item (3).

Let us prove the Implication (3) $\Rightarrow$ (11). Let $x = y_1 \cdots y_r$. By Lemma 6.5 Corollary 8.5 and Item (3), the element $x$ is a nonzero monomial which starts with $\gamma$ for all $\gamma \in R^+$. By Lemma 5.9(1) and Corollary 9.13(5), it follows that $x$ is a nonzero integral in $B_W$. $\square$

**Conjecture 11.3.** Suppose that $B_W$ is finite dimensional. Let $D$ be a complete disjoint system of order $r$. Let $w_1, \ldots, w_r$ be some ordering of the elements of $D$. Let $y_i = w_i x_{w_0}$ for all $1 \leq i \leq r$. Then, the element $y_1 \cdots y_r$ is a nonzero integral in $B_W$.

**Remark 11.4** (Motivational remark). In type $A_1$ and $A_3$, the assumptions and the conclusion of Conjecture 11.3 are satisfied for trivial reasons and by [12, Example 6.4]. This simple observation makes part of our motivation for the notion of disjoint systems, for Conjecture 11.3 and for the proceeding in this paper in general.

### 12. Coproducts of integrals

In this section, we explain how finite dimensionality of $B_W$ in general implies commutativity relations up to multiplication with a nonzero element in $B_W$ (cf. Theorem 12.3).

**Definition 12.1.** Let $V$ be a $\mathbb{Z}_{\geq 0}$-graded vector space. Let $Y$ be a $\mathbb{Z}_{\geq 0}$-graded vector subspace of $V$. We call $U$ a $\mathbb{Z}_{\geq 0}$-graded complement of $Y$ in $V$ if $U$ is a $\mathbb{Z}_{\geq 0}$-graded vector subspace of $V$ such that $V \cong Y \oplus U$. It is clear that a $\mathbb{Z}_{\geq 0}$-graded complement of $Y$ in $V$ exists for every $V$ and $Y$ as above.

**Lemma 12.2** (Key lemma on concrete commutativity). Let $\Theta_1, \Theta_2 \subseteq R^+$ be two subsets. Let $y_1$ be a monomial which does only involve $\Theta_1$, and let $y_2$ be a monomial which does only involve $\Theta_2$. Let $y, y$ be monomials which do only involve $\Theta_1 \cup \Theta_2$ such that $y y_1 y_2$ and $\bar{y} y_2 y_1$ are linearly independent. Let $b, b \in B_W$ be homogeneous elements with respect to the $\mathbb{Z}_{\geq 0}$-grading and the $W$-grading such that $by y_1 y_2$ and $\bar{b} y_2 y_1$ are nonzero integrals in $B_W$. Then, there exist monomials $y', y'$ which do only involve $\Theta_1 \cup \Theta_2$ and homogeneous elements $b', b' \in B_W$ with respect to the $\mathbb{Z}_{\geq 0}$-grading and the $W$-grading such that

$$\deg_{\mathbb{Z}_{\geq 0}} y + \deg_{\mathbb{Z}_{\geq 0}} \bar{y} < \deg_{\mathbb{Z}_{\geq 0}} y' + \deg_{\mathbb{Z}_{\geq 0}} \bar{y}' ,$$

where $\deg_{\mathbb{Z}_{\geq 0}}$ denotes the $\mathbb{Z}_{\geq 0}$-degree, and such that $b' y' y_1 y_2$ and $\bar{b}' y' y_2 y_1$ are nonzero integrals in $B_W$.

**Proof.** Let the notation be as in the statement. Without loss of generality, we may assume that the $\mathbb{Z}_{\geq 0}$-degree of $b$ is larger or equal than the $\mathbb{Z}_{\geq 0}$-degree of $\bar{b}$. By assumption and Proposition 9.5(1), there exists a nonzero scalar $\lambda$ such that $by y_1 y_2 = \lambda \bar{b} y_2 y_1$. Let

$$\Delta(b) = 1 \otimes b + \sum_i b'_{(1)} \otimes b'_{(2)} ,$$

$$\Delta(\bar{b}) = 1 \otimes \bar{b} + \sum_i \bar{b}'_{(1)} \otimes \bar{b}'_{(2)}$$

...
be decompositions such that $b^{(2)}_1$ is homogeneous with respect to the $W$-grading and homogeneous of $\mathbb{Z}_{\geq 0}$-degree less than the $\mathbb{Z}_{\geq 0}$-degree of $b$ and such that $b^{(2)}_2$ is homogeneous with respect to the $W$-grading and homogeneous of $\mathbb{Z}_{\geq 0}$-degree less than the $\mathbb{Z}_{\geq 0}$-degree of $\bar{b}$. Let $U$ be a $\mathbb{Z}_{\geq 0}$-graded complement of $kyy_1y_2 + k\bar{y}y_2y_1$ in $B_W$. Let $\mathbb{P}$ be the natural projection

$$\mathbb{P} : B_W \cong kyy_1y_2 + k\bar{y}y_2y_1 + U \to kyy_1y_2 \cong k$$

onto $kyy_1y_2 \cong k$. If we apply now the coproduct to both sides of the equation $byy_1y_2 = \lambda \bar{b}yy_2y_1$, apply further $\mathbb{P} \otimes 1$ to the result and identify it along the isomorphism $k \otimes B_W \cong B_W$, we find that

$$b + \sum_{i,j} \lambda_{i,j}b^{(2)}_1(yyy_1y_2)_j = \lambda \sum_{j} \bar{\lambda}_{j} \bar{b}(\bar{y}y_2y_1)_j + \lambda \sum_{i,j} \bar{\lambda}_{i,j}b^{(2)}_2(\bar{y}y_2y_1)_j$$

where the $\lambda_{i,j}, \bar{\lambda}_{j}, \bar{\lambda}_{i,j}$ are scalars which result from the application of $\mathbb{P}$ to the first tensor factors of the decompositions of $\Delta(byy_1y_2)$ and $\Delta(\bar{b}yy_2y_1)$ and where the $(yy_1y_2)_j$ and $(\bar{y}y_2y_1)_j$ are sub-monomials of $yy_1y_2$ and $\bar{y}y_2y_1$ which are nonconstant whenever the corresponding scalar is nonzero. If we multiply the previous equation with $yy_1y_2$ from the right, we can find a monomial $y'$ which does only involve $\Theta_1 \cup \Theta_2$ such that $\deg_{\mathbb{Z}_{\geq 0}} y < \deg_{\mathbb{Z}_{\geq 0}} y'$ and such that $b'y'y_1y_2$ is a nonzero integral in $B_W$ where $b'$ is either $b^{(2)}_1$, $\bar{b}$ or $\bar{b}^{(2)}_2$. If we set $\bar{y}' = \bar{y}$ and $b' = b$, we have found $y', \bar{y}', b', b'$ with all the properties required in the statement. This completes the proof. \hfill \Box

**Theorem 12.3** (Concrete commutativity). Let $\Theta_1, \Theta_2 \subseteq R^+$. Let $y_1$ be a monomial which does only involve $\Theta_1$, and let $y_2$ be a monomial which does only involve $\Theta_2$ such that $y_1y_2$ and $y_2y_1$ are both nonzero. If $B_W$ is finite dimensional, then there exist monomials $y, \bar{y}$ which do only involve $\Theta_1 \cup \Theta_2$ such that

$$kyy_1y_2 = k\bar{y}y_2y_1 \neq 0.$$ 

**Proof.** Let the notation be as in the statement. Suppose that $B_W$ is finite dimensional. Suppose that $y_1y_2$ and $y_2y_1$ are linearly independent. Otherwise, we can set $y = \bar{y} = 1$ and are done by assumption. Let $y, \bar{y}$ be monomials which do only involve $\Theta_1 \cup \Theta_2$ such that $yy_1y_2$ and $\bar{y}y_2y_1$ are linearly independent and such that $\deg_{\mathbb{Z}_{\geq 0}} y + \deg_{\mathbb{Z}_{\geq 0}} \bar{y}$ is maximal. Such a choice of monomials clearly exists by assumption and because the $\mathbb{Z}_{\geq 0}$-degree of any nonzero homogeneous element is bounded above by the $\mathbb{Z}_{\geq 0}$-degree of any nonzero integral in $B_W$ by Proposition 9.5. If we now apply Lemma 12.2 to this situation, we can find monomials $y', \bar{y}'$ which do only involve $\Theta_1 \cup \Theta_2$ such that

$$\deg_{\mathbb{Z}_{\geq 0}} y + \deg_{\mathbb{Z}_{\geq 0}} \bar{y} < \deg_{\mathbb{Z}_{\geq 0}} y' + \deg_{\mathbb{Z}_{\geq 0}} \bar{y}'$$

and such that $y'y_1y_2$ and $\bar{y}'y_2y_1$ are linearly dependent and nonzero – as claimed. \hfill \Box

**Remark 12.4.** Note that Lemma 12.2 and Theorem 12.3 have right analogues which follow by application of $\rho$ and Remark 5.6.

13. Reduction of monomials

Under the title of “REDUCTION OF MONOMIALS”, we discuss in this section the reduction of arbitrary monomials modulo a suitable ideal (or what amounts more or less to the same modulo multiplication with a hypothetical element – a notion which will be introduced shortly after in Section 14) to a monomial which does only involve $\Delta$, i.e. to a basis element of the standard basis of $N_W$. For the moment, we achieve this reduction procedure only in type
A using the known relations of $B_{2m}$ (i.e. the Fomin-Kirillov relation, the nilpotent relation and the commutation relation as in [7, Example 4.4]). The corresponding result in type A is stated in Corollary [13.7] based on Lemma [13.4].

**Definition 13.1.** We denote by $\mathcal{J}_W^l$ and $\mathcal{J}_W^r$ the $\mathbb{Z}_{\geq 0}$-graded and $W$-graded left ideal and right ideal in $B_W$ defined by the equalities

\[ \mathcal{J}_W^l = \sum_{\alpha \in R^+ \setminus \Delta} B_W x_\alpha \quad \text{and} \quad \mathcal{J}_W^r = \sum_{\alpha \in R^+ \setminus \Delta} x_\alpha B_W. \]

**Remark 13.2.** Note that we have the trivial relations $\mathcal{J}_W^l = \rho(\mathcal{J}_W^r)$ and $\mathcal{J}_W^r = \rho(\mathcal{J}_W^l)$ by definition of $\rho$.

**Lemma 13.3.** We have $\mathcal{N}_W \cap \mathcal{J}_W^l = \mathcal{N}_W \cap \mathcal{J}_W^r = 0$.

*Proof.* The first claimed equality follows by application of $\rho$ and Remark [13.2] and Fact [6.14]. We prove the second claimed equality now. To this end, it suffices to prove that $x_w \notin \mathcal{J}_W^r$ for all $w \in W$ because the ideal $\mathcal{J}_W^r$ is $W$-graded by definition. Suppose for a contradiction that

\[ x_w = \sum_{\alpha \in R^+ \setminus \Delta} x_\alpha M_\alpha \]

for some $w \in W$ and some monomials $M_\alpha$ of $\mathbb{Z}_{\geq 0}$-degree $\ell(w) - 1$. If we apply $D_{w^{-1}}$ to the previous displayed equation, we find in view of Fact [6.13] and Lemma [5.9][6],[7] that

\[ 1 = \sum_{\alpha \in R^+ \setminus \Delta} x_\alpha (M_\alpha) D_{w^{-1}}. \]

But the right side of the last equation must be zero for $\mathbb{Z}_{\geq 0}$-degree reasons as stipulated in [7, Remark 2.16] which is clearly a contradiction. \qed

From now on and for the rest of this section, we assume that $R$ is of type A.

**Lemma 13.4** (Key lemma on reduction of monomials). Let $\lambda \in k$ and $\alpha_1, \ldots, \alpha_m \in R^+$ be such that not all $\alpha_1, \ldots, \alpha_m$ are simple roots and such that the monomial $M = \lambda x_{\alpha_1} \cdots x_{\alpha_m}$ satisfies $M + \mathcal{J}_W^r \neq 0$. Let $1 \leq j < m$ be the maximal index such that $\alpha_1, \ldots, \alpha_j \in \Delta$ and such that $\alpha_{j+1} \notin \Delta$ (which exists by the assumptions in the previous sentence). Then, there exist $\lambda_i \in k$ and $\alpha_1, \ldots, \alpha_j \in R^+$ such that

\[ M + \mathcal{J}_W^r = \sum_i \lambda_i x_{\alpha_1}^i \cdots x_{\alpha_j}^i x_{\alpha_{j+2}} \cdots x_{\alpha_m} + \mathcal{J}_W^r, \]

\[ \alpha_1, \ldots, \alpha_j \in \Delta \text{ and } \text{ht}(\alpha_{j+1}) < \text{ht}(\alpha_{j+1}). \]

*Proof.* Let the notation be as in the statement. We prove the lemma by induction on $j$. Assume first that $j = 1$. It is clear that $(\alpha_1, \alpha_2) > 0$ since otherwise $M + \mathcal{J}_W^r = 0$ by [7, Example 4.4]. It follows that $\gamma = \alpha_2 - \alpha_1$ is a positive root. If we set $\alpha = \alpha_1$, we find that $M + \mathcal{J}_W^r = x_{\gamma} x_{\alpha_1} x_{\alpha_3} \cdots x_{\alpha_m} + \mathcal{J}_W^r \neq 0$ by [7, Example 4.4]. Consequently, the root $\gamma$ is simple, and we are done because $\alpha$ is simple by assumption.

We prove the induction step. Suppose that $j > 1$ and that the assertion is true for all monomials and all integers $< j$. Let $w = s_{\alpha_1} \cdots s_{\alpha_j}$. We distinguish three cases now. In the first case, we assume that there exists $\beta \in \Delta$ such that $w(\beta) < 0$ and such that $(\alpha_{j+1}, \beta) > 0$. Suppose that $\alpha$ as in the previous sentence is given. Then, we know that $\gamma = \alpha_{j+1} - \beta$ is a positive root. By repeated application of the induction hypothesis and by [7, Example 4.4], we compute that

\[ M + \mathcal{J}_W^r = x_{w\beta} x_{\gamma} x_{\beta} x_{\alpha_{j+2}} \cdots x_{\alpha_m} - x_{w\beta} x_{\beta+\gamma} x_{\gamma} x_{\alpha_{j+2}} \cdots x_{\alpha_m} + \mathcal{J}_W^r \]

\[ = \lambda x_{w\beta} x_{\gamma} x_{\alpha_{j+2}} \cdots x_{\alpha_m} + \mu x_{w\beta} x_{\alpha_{j+2}} \cdots x_{\alpha_m} + \mathcal{J}_W^r. \]
for some \(\lambda, \mu \in k\) (which might possibly be zero). This completes the proof of the first case because the height of \(\gamma\) is strictly less than the height of \(\alpha_{j+1}\).

We consider the second case. In the second case, we assume that there exists \(\beta \in \Delta\) such that \(w(\beta) < 0\) and such that \((\alpha_{j+1}, \beta) = 0\). Suppose that a \(\beta\) as in the previous sentence is given. By repeated application of the induction hypothesis and by [7, Example 4.4], we compute that

\[
M + J^r_W = x_{ws\beta} x_{\alpha_{j+1}} x_\beta x_{\alpha_{j+2}} \cdots x_{\alpha_m} + J^r_W = \lambda x_{ws\beta} x_{\alpha_{j+1}} x_\beta x_{\alpha_{j+2}} \cdots x_{\alpha_m} + J^r_W
\]

for some \(\lambda \in k\) (which is unique and necessarily nonzero). This clearly completes the proof of the second case.

We consider the third case. In the third case, we assume that for all \(\beta \in \Delta\) such that \(w(\beta) < 0\) we necessarily have \((\alpha_{j+1}, \beta) < 0\). Let us fix some arbitrary \(\gamma \in \Delta\) such that \(w(\gamma) < 0\). Let \(\alpha = \alpha_{j+1}\) for short. By repeated application of the induction hypothesis and by [7, Example 4.4], we compute that

\[
M + J^r_W = x_{ws\alpha} x_{\alpha} x_{\alpha + \gamma} x_{\alpha_{j+2}} \cdots x_{\alpha_m} + J^r_W = \lambda x_{ws\alpha} x_{\alpha} x_{\alpha + \gamma} x_{\alpha_{j+2}} \cdots x_{\alpha_m} + J^r_W
\]

for some \(\lambda, \mu \in k\) (which might possibly be zero). To complete the proof of the third case, we only have to analyse further the first summand in the previous equation. Let \(\beta \in \Delta\) be the unique simple root such that \((\alpha, \beta) > 0\) and \((\gamma, \beta) < 0\). It follows that \(\alpha' = \alpha - \beta\) is a positive root. (The definition of the roots \(\alpha, \alpha', \beta, \gamma\) is illustrated in Figure 2.) With these definitions we compute that \(ws_{\alpha}(\beta) = -w(\alpha') < 0\) where the first equality follows because \(\alpha'\) is orthogonal to \(\gamma\) and where the second inequality follows because all simple roots \(\beta'\) in the support of \(\alpha\) (and hence of \(\alpha')\) satisfy \((\alpha, \beta') \geq 0\) and consequently \(w(\beta') > 0\) by the assumption in the third case under consideration. Using this insight, the orthogonality of \(\beta\) and \(\alpha + \gamma\), repeated application of the induction hypothesis and [7, Example 4.4], we compute that

\[
x_{ws_{\alpha} s_{\gamma}} x_{\alpha + \gamma} x_{\alpha_{j+2}} \cdots x_{\alpha_m} + J^r_W = x_{ws_{\alpha} s_{\gamma}} x_{\alpha + \gamma} x_\beta x_{\alpha_{j+2}} \cdots x_{\alpha_m} + J^r_W
\]

\[
= \lambda x_{ws_{\alpha} s_{\gamma} s_{\beta}} x_{\alpha + \gamma} x_\beta x_{\alpha_{j+2}} \cdots x_{\alpha_m} + J^r_W
\]

for some \(\lambda \in k\) (which might possibly be zero). This completes the proof of the third case, of the induction step and hence of the lemma.

\[\square\]

**Corollary 13.5.** Let \(\lambda \in k\) and \(\alpha_1, \ldots, \alpha_m \in R^+\) be such that the monomial

\[
M = \lambda x_{\alpha_1} \cdots x_{\alpha_m}
\]
Proof. Let the notation be as in the statement. By repeated application of Lemma 13.4, there exist \( \lambda \in k \) and \( \alpha'_1, \ldots, \alpha'_j \in \Delta \) such that
\[
M + J_W^r = \sum_i \lambda_i x_{\alpha'_i} \cdots x_{\alpha'_j} x_{\alpha_{j+1}} \cdots x_{\alpha_m} + J_W^r.
\]

Because \( J_W^r \) is \( W \)-graded by definition, and by possibly discarding summands in the above sum, we may assume that each summand in the above sum has the same \( W \)-degree equal to the \( W \)-degree of \( M \), and that \( x_{\alpha_{i_1} \cdots \alpha_{i_j}} = x_{\alpha'_1} \cdots x_{\alpha'_j} \) for all \( i \). If we set \( \mu = \sum_i \lambda_i \), we have found the desired expression for \( M + J_W^r \) with a scalar \( \mu \) which is unique (and necessarily nonzero) because \( M + J_W^r \) is nonzero by assumption.

Remark 13.6. Note that Lemma 13.4 and Corollary 13.5 have obvious left analogues (i.e. analogues for the left ideal \( J_W^l \) instead of the right ideal \( J_W^r \)) which follow by application of \( \rho \) and Remark 13.2.

Corollary 13.7 (Reduction of monomials). Let \( M \in B_W \) be a monomial of \( W \)-degree \( w \). Then, there exist unique \( \mu, \lambda \in k \) such that
\[
M + J_W^l = \mu x_w + J_W^l \quad \text{and} \quad M + J_W^r = \lambda x_w + J_W^r.
\]

Proof. We prove the first equality analogously in view of Remark 13.6. The uniqueness of \( \lambda \) is clear because \( x_w + J_W^l \) is nonzero by Lemma 13.3. The existence of \( \lambda \) follows directly from Corollary 13.5 applied to \( j = m \) in case \( M + J_W^r \neq 0 \), and is trivial in case \( M + J_W^r = 0 \) (we simply set \( \lambda = 0 \) and this is the only \( \lambda \) which fits).

Corollary 13.8 (Isomorphism theorems). We have natural isomorphisms of \( \mathbb{Z}_{\geq 0} \)-graded and \( W \)-graded vector spaces
\[
B_W/J_W^l \cong N_W \quad \text{and} \quad B_W/J_W^r \cong N_W.
\]

Proof. This corollary is immediate from Lemma 13.3 and Corollary 13.7.

Corollary 13.9. We have two split short exact sequences of \( \mathbb{Z}_{\geq 0} \)-graded and \( W \)-graded vector spaces
\[
J_W^l \to B_W \to N_W \quad \text{and} \quad J_W^r \to B_W \to N_W.
\]
and consequently two direct sum decompositions in the same sense as above:
\[
B_W \cong N_W \oplus J_W^l \quad \text{and} \quad B_W \cong N_W \oplus J_W^r.
\]

Proof. This is immediate from Corollary 13.8. Alternatively, one can see at least the directness of the sums in the statement directly from Lemma 13.3.

Remark 13.10. We expect the results in this section – and the general results in the sections to follow which are only restricted to type \( A \) in as much as they depend on reduction of monomials in this type – not only to hold in type \( A \) but for arbitrary \( W \). The main obstacle in proving a general analogue of reduction of monomials is that (some of) the relations of \( B_W \) are not explicitly known unless \( R \) is simply laced. However, in [29, Definition 2.1(iv)], there are 4-term relations for non simply laced types proposed which are left to be verified in \( B_W \) and which might be useful in realizing generalized isomorphism theorems in the sense of Corollary 13.8.
Remark 13.11. Corollary 13.8 is also important as a guideline for how to possibly define a nilCoxeter analogue for Nichols algebras over arbitrary groups, not necessarily Coxeter groups.

14. Hypothetical elements

In this section, we use the results in Section 13, to show in Theorem 14.7 how nonzero left or right hypothetical elements (cf. Definition 14.1) in type A can be lifted to nonzero integrals in \( B_W \) under the assumption that \( B_W \) is finite dimensional. As a consequence of this, we can derive Theorem 14.11 and Theorem 14.13 where the latter treats the invariance of hypothetical elements under the antipode.

Definition 14.1. Let \( P \in B_W \) be such that \((P)\overleftarrow{D}_\beta = 0\) for all \( \beta \in \Delta \).

- We say that \( P \) is a left hypothetical element if \( x_\alpha P = 0 \) for all \( \alpha \in R^+ \setminus \Delta \). We say that \( P \) is a nonzero left hypothetical element if \( P \) is nonzero and if \( P \) is a left hypothetical element.
- We say that \( P \) is a right hypothetical element if \( Px_\alpha = 0 \) for all \( \alpha \in R^+ \setminus \Delta \). We say that \( P \) is a nonzero right hypothetical element if \( P \) is nonzero and if \( P \) is a right hypothetical element.
- We say that \( P \) is a hypothetical element if \( P \) is a left and right hypothetical element. We say that \( P \) is a nonzero hypothetical element if \( P \) is nonzero and if \( P \) is a hypothetical element.

Remark 14.2. If \( B_W \) is finite dimensional, it is clear that there exist monomials which do only involve \( R^+ \setminus \Delta \) and which are nonzero hypothetical elements. Indeed, similar as in the proof of Corollary 9.13(6), one considers nonzero monomials in the subalgebra of \( B_W \) generated by \( x_\alpha \) where \( \alpha \in R^+ \setminus \Delta \) of maximal \( \mathbb{Z}_{\geq 0} \)-degree (cf. Lemma 5.9(6)).

Lemma 14.3. An element \( P \in B_W \) is a left hypothetical element if and only if \( \rho(P) \) is a right hypothetical element. An element \( P \in B_W \) is a right hypothetical element if and only if \( \rho(P) \) is a left hypothetical element.

Proof. This result follows immediately from Corollary 7.2 [7, Proposition 3.7(6)] and the definition of \( \rho \).

Corollary 14.4. Let \( P \) be a nonzero hypothetical element. Then, \( \rho(P) \) and \( w_\alpha P \) are in each case again nonzero hypothetical elements.

Proof. The assertion for \( \rho(P) \) follows directly from Lemma 14.3. The assertion for \( w_\alpha P \) is obvious since \( w_\alpha S w_\alpha = S \) by [25, Section 5.6, Exercise 2].

Lemma 14.5. Let \( P \in B_W \) be a nonzero element such that \((P)\overleftarrow{D}_\beta = 0\) for all \( \beta \in \Delta \). Then, we have \( x_{w_\alpha} P \neq 0 \) and \( P x_{w_\alpha} \neq 0 \).

Proof. Let the notation be as in the statement. In order to proof the lemma, it suffices to proof that \((x_{w_\alpha} P)\overleftarrow{D}_{w_\alpha} \neq 0\) and \((P x_{w_\alpha})\overleftarrow{D}_{w_\alpha} \neq 0\). But, by Fact 6.1[3], Lemma 5.9[7] and Corollary 8.3, those expressions evaluate as \( w_\alpha P \) and \( P \), respectively, which are both nonzero by assumption.

Corollary 14.6. Let \( P \in B_W \) be a nonzero element which does only involve \( R^+ \setminus \Delta \). Then, we have \( x_{w_\alpha} P \neq 0 \) and \( P x_{w_\alpha} \neq 0 \).

Proof. This follows immediately from Lemma 5.9[7] and Lemma 14.5.

□
From now on and for the rest of this section, we assume that \( R \) is of type A.

**Theorem 14.7** (Main theorem on hypothetical elements (I)).

1. Let \( P \in \mathcal{B}_W \) be a nonzero left hypothetical element. If \( \mathcal{B}_W \) is finite dimensional, then \( x_w P \) is a nonzero integral in \( \mathcal{B}_W \).
2. Let \( P \in \mathcal{B}_W \) be a nonzero right hypothetical element. If \( \mathcal{B}_W \) is finite dimensional, then \( Px_w \) is a nonzero integral in \( \mathcal{B}_W \).

*Proof.* Item (1) follows from Item (2), Fact 6.1(4), Lemma 14.3 and [7, Proposition 3.7(6)].

We prove Item (2) now. Let \( P \in \mathcal{B}_W \) be a nonzero right hypothetical element, and suppose that \( \mathcal{B}_W \) is finite dimensional. Let \( M \) be a monomial chosen as in the proof of Proposition 9.5(3) and Corollary 9.13(6) with respect to the nonzero component of \( P \) of smallest \( \mathbb{Z}_{\geq 0} \)-degree such that \( PM \) is a nonzero integral in \( \mathcal{B}_W \). Let \( m \) be the \( \mathbb{Z}_{\geq 0} \)-degree of \( M \), and let \( w \) be the \( W \)-degree of \( M \). Then, we necessarily have \( \ell(w_o) \leq m \) by Lemma 14.5 and further \( PM = \lambda Px_w \) for some unique \( \lambda \in k \) (which is necessarily nonzero) by Corollary 13.7. It follows that \( w = w_o \) and hence that \( Px_w \) is a nonzero integral in \( \mathcal{B}_W \) as desired. \( \Box \)

**Theorem 14.8** (Main theorem on hypothetical elements (II)). Suppose that \( \mathcal{B}_W \) is finite dimensional.

1. Every left or right hypothetical element is a hypothetical element. Following and consistent with the convention in Remark 9.7, we speak from now on, except in the proof of this theorem, only about bona fide hypothetical elements.
2. Every hypothetical element \( P \) satisfies \( P = (x)\overline{D}_{w_o} \) for some uniquely determined integral \( x \), namely \( x = Px_{w_o} \) in \( \mathcal{B}_W \). In particular, the vector space of all hypothetical elements is one-dimensional.
3. We have \( \langle P^*, P \rangle \neq 0 \) for any nonzero hypothetical elements \( P \) and \( P^* \).
4. Every hypothetical element \( P \) is homogeneous of \( W \)-degree \( w_o \).

*Proof.* We start to prove the first sentence of Item (2) for right hypothetical elements. The rest of the content of Item (2) will follow from Remark 14.2 and Proposition 9.5(1) once Item (1) is established. Note first that the uniqueness of \( x \), once its existence is established, is clear from Proposition 9.10(1). Note further that we may assume that \( P \neq 0 \) since otherwise we have to set \( x = 0 \) and the claimed assertion is obvious. In this sense, let \( P \) be a nonzero right hypothetical element. We know from Theorem 14.7(2) that \( x = Px_{w_o} \) is a nonzero integral in \( \mathcal{B}_W \) which satisfies \( P = (x)\overline{D}_{w_o} \) by Fact 6.1(3) and Lemma 5.9(7). In order to prove Item (1), we only have to note, in view of Lemma 14.3 and [7, Proposition 3.7(6)], that for the \( P \) under consideration, we have \( P \sim \rho(P) \). But this follows from Fact 6.1(2), Proposition 7.1, Corollary 9.13(2), the portion of Item (2) we already proved and [7, Remark 3.16, Proposition 6.5]. To understand the last item, we just have to note that for two nonzero hypothetical elements \( P \) and \( P^* \) the bracket \( \langle P^*, P \rangle \) is a nonzero multiple of \( \langle (x)\overline{D}_{w_o}, (x)\overline{D}_{w_o} \rangle \) for some nonzero integral \( x \) in \( \mathcal{B}_W \) – by Proposition 9.5(1) and Item (2) – which is indeed nonzero by Corollary 10.3. Item (3) follows directly from Item (2), Lemma 9.11 and Remark 2.3. \( \Box \)

**Definition 14.9.** Let \( \mathcal{B}_W' \) be the subalgebra of \( \mathcal{B}_W \) generated by \( x_\alpha \) where \( \alpha \in R^+ \setminus \Delta \). The algebra \( \mathcal{B}_W' \) is clearly \( \mathbb{Z}_{\geq 0} \)-graded because its generators are homogeneous of \( \mathbb{Z}_{\geq 0} \)-degree one. If \( \mathcal{B}_W \) is finite dimensional, then so is \( \mathcal{B}_W' \), and one can look at the nonzero component of \( \mathcal{B}_W' \) of largest \( \mathbb{Z}_{\geq 0} \)-degree, which we denote, in this situation, by \( \mathcal{B}_W'^{\text{top}} \) from now on.
Remark 14.10. We make the important remark that \(B'_W\) carries a left action of \(B_W\) defined by \(y \mapsto \tilde{D}_y\). Indeed, this follows directly by definition of the coproduct which was explained in detail in [7, Section 5].

Theorem 14.11. Suppose that \(B_W\) is finite dimensional.

1. Every one-dimensional left or right ideal in \(B'_W\) equals \(B'^\top_W\). In particular, we know that \(B'^\top_W\) is a one-dimensional \(\mathbb{Z}_{\geq 0}\)-graded two-sided ideal in \(B'_W\).
2. The vector space of all hypothetical elements is given by \(B'^\top_W\) and all elements of this space are monomials which do only involve \(R^+\setminus \Delta\).

Proof. It is clear that \(B'^\top_W\) consists of hypothetical elements, and further, that any one-dimensional left or right ideal is generated by a nonzero hypothetical element, cf. Lemma [6]. The result follows from this and Theorem 14.8.

Theorem 14.12. Suppose that \(B_W\) is finite dimensional. Let \(P\) be a hypothetical element. Then, \(\tilde{D}_\beta(P) = 0\) for all \(\beta \in \Delta\).

Proof. Suppose for a contradiction that \(\tilde{D}_\beta(P) \neq 0\) for some \(\beta \in \Delta\). Let \(\alpha \in R^+\setminus \Delta\). By the braided Leibniz rule and the fact that \(P\) is a hypothetical element, we find that

\[0 = \tilde{D}_\beta(Px_\alpha) = \tilde{D}_\beta(P)x_\alpha + P\tilde{D}_{w_\alpha(\beta)}(x_\alpha) = \tilde{D}_\beta(P)x_\alpha\]

where \(w_\alpha\) is the \(W\)-degree of \(P\) after Theorem 14.8(4). Taking into account Remark 14.10 it follows that \(\tilde{D}_\beta(P)B'_W = k\tilde{D}_\beta(P)\) is a one-dimensional right ideal in \(B'_W\) which is clearly a contradiction to Theorem 14.11 as \(P\) and \(\tilde{D}_\beta(P)\) are linearly independent.

Theorem 14.13 (Invariance of hypothetical elements under the antipode). Suppose that \(B_W\) is finite dimensional. Let \(P\) be a nonzero hypothetical element. Then, \(P \sim \tilde{S}(P) \sim \tilde{S}(P)\).

Proof. By Corollary 14.4 it suffices in view of Theorem 14.11 to prove that \(\tilde{S}(P)\) is a nonzero hypothetical element. Everything else follows from this. It is obvious that \(\tilde{S}(P)\) satisfies the left decent condition since \(\tilde{S}(P)x_\alpha = \tilde{S}(P(w_\alpha x_\alpha)) = 0\) where \(w_\alpha\) is the \(W\)-degree of \(P\) after Theorem 14.8(4) and where \(\alpha \in R^+\setminus \Delta\). Since every left hypothetical is a hypothetical element per se, it suffices to prove the vanishing \((\tilde{S}(P))\tilde{D}_\beta = -s_\beta \tilde{S}\tilde{D}_\beta(P) = 0\) for all \(\beta \in \Delta\) where the last equality follows from Proposition 7.1. But this vanishing is immediate from Theorem 14.12.

15. Product decomposition after Liu et al.

If we compare our results of the two previous sections with the results of [12], specifically [12, Theorem 3.14, Theorem 4.1], we see that they are in some sense an exemplification of theirs, however an exemplification which is due to its explicitness useful and needed for our purpose. In a similar vein and inspired by [12], we want to derive in this section one product decomposition, namely Theorem 15.1 see also Corollary 15.2 in the sense of [12, Theorem 4.1] of \(B_W\) if \(R\) is of type A which is of particular importance – and further derive consequences.

From now on and for the rest of this section, we assume that \(R\) is of type A.

Theorem 15.1 ([12, Theorem 4.1]). Let \(B'^+_W\) be the positive part of the subalgebra \(B'_W\) defined in Definition 14.9, i.e. the direct sum of all graded components of \(\mathbb{Z}_{\geq 0}\)-degree greater or equal than one. Then, we have \(\mathcal{J}'_W = N_WB'^+_W = B_WB'^+_W\) and \(\mathcal{J}''_W = B'^+_WN_W = B'^+_W\), and consequently \(B_W = N_WB'_W = B'_WN_W\).
Proof. It is clear that it suffices to prove the assertions for $J'_W$ as the left handed version follows by application of $\rho$. To this end, we plug in the direct sum decomposition from Corollary $15.9$ repeatedly into the definition of $J'_W$ and find

$$J'_W = \sum_{a \in R^+ \setminus \Delta} x_a N_W + \sum_{a \in R^+ \setminus \Delta} x_a J'_W = \sum_{a \in R^+ \setminus \Delta} x_a N_W + \sum_{a, a_2 \in R^+ \setminus \Delta} x_{a_1} x_{a_2} N_W + \cdots$$

which means precisely that $J'_W = B'_W \otimes N_W$. Since $J'_W$ is a right ideal by definition, the other claimed equality for $J'_W$ follows. Finally, the product decomposition of $B_W$ is clear from this and Corollary $15.9$. \hfill \Box

**Corollary 15.2** [[12] Theorem 4.1]]. The product decomposition of $B_W$ in the previous theorem is even a tensor product decomposition, i.e.

$$B_W = N_W \otimes B'_W = B'_W \otimes N_W .$$

Proof. To prove the claimed tensor product decompositions of $B_W$, it clearly suffices to prove that

$$B_W = \bigoplus_{w \in W} B'_W \otimes k x_w .$$

To this end, let $\sum_{w \in W} a_w \otimes x_w = 0$, where $a_w \in B'_W$. Suppose for a contradiction that there exists $w \in W$ with $a_w \neq 0$. Then, choose and fix an element $v \in W$ with maximal length such that $a_v \neq 0$. If we apply $\overline{D}_{v-1}$ to the expression $\sum_{w \in W} a_w \otimes x_w = 0$, we find, in view of Lemma $5.9(6), (7)$, that $\sum_{w \in W} a_w \otimes (x_w) \overline{D}_{v-1} = 0$. For degree reasons and the choice of $v$ and by Fact $6.1(3)$, all terms in the previous sum vanish except the one for $w = v$. Hence, we find that $a_v = 0 - a$ contradiction. \hfill \Box

**Corollary 15.3.** Let $w \in W$. Let $y = wx_w$, and let $x$ be an arbitrary element in $B_W$. Then, the element $(x) \overline{D}_y$ does only involve $R^+ \setminus T_w$.

Proof. Let the notation be as in the statement. By Theorem $15.1$ applied to $B_W = wB_W$, we can write $x = \sum_{w \in W} a_u (wx_u)$ where $a_u \in wB'_W$, i.e. $a_u$ does only involve $R^+ \setminus T_w$ but is not necessarily a monomial. If we apply $\overline{D}_y$ to this expression of $x$, we find in view of Lemma $5.9(7)$ that $(x) \overline{D}_y = a_w$, which does only involve roots in $R^+ \setminus T_w$. This completes the proof. \hfill \Box

**Corollary 15.4.** Let $D$ be a complete disjoint system. Then, we have

$$\bigcap_{w \in D} wB'_W = k1 .$$

Proof. Let $x$ be an element in the intersection mentioned in the statement. We have to show that $x$ is constant. Since $x \in wB'_W$, we know that $(x) \overline{D}_a = 0$ for all $a \in T_w$. Since $T = \bigcup_{w \in D} wS^{-1}$ by assumption, we infer that even $(x) \overline{D}_a = 0$ for all $a \in R^+$. By the nondegeneracy of the Hopf duality pairing (cf. [9] Criterion 3.6), we know that $x$ is constant. \hfill \Box

**Corollary 15.5.** The Hopf duality pairing restricted to $B'_W \otimes B'_W$ is nondegenerate.

Proof. Let $a \in B'_W$. Suppose that $\langle a, b \rangle = 0$ for all $b \in B'_W$. We have to show that $a = 0$. To this end, it suffices in view of Theorem $15.1$ to prove that $\langle a, x_u \rangle = 0$ for all $u \in W$ and all $b \in B'_W$. But this is obvious by assumption because the bracket under consideration equals $\langle (a) \overline{D}_u, b \rangle$ and $(a) \overline{D}_u = 0$ whenever $u \neq 1$. \hfill \Box
Corollary 15.6. Let \( a \in \mathcal{B}_W \) be such that \( \overline{D}_\alpha(a) = 0 \) for all \( \alpha \in R^+ \setminus \Delta \) or that \( (a)\overline{D}_\alpha = 0 \) for all \( \alpha \in R^+ \setminus \Delta \). Then, \( a \) is constant.

Proof. Let the notation be as in the statement and suppose that \( a \) is nonconstant. Then, we can find a nonzero graded piece \( a^m \in \mathcal{B}_W' \) of \( a \) of positive \( \mathbb{Z}_{\geq 0} \)-degree \( m \) such that \( \overline{D}_\alpha(a^m) = 0 \) for all \( \alpha \in R^+ \setminus \Delta \) or that \( (a^m)\overline{D}_\alpha = 0 \) for all \( \alpha \in R^+ \setminus \Delta \) – which in each case entails \( (a^m, b) = 0 \) for all \( b \in \mathcal{B}_W' \). By Corollary 15.5 it follows that \( a^m = 0 \) – a contradiction. \( \square \)

Corollary 15.7. Let \( a \in \mathcal{B}_W \) be such that \( (a)\overline{D}_\alpha = 0 \) for all \( \alpha \in R^+ \setminus \Delta \). Then, \( a \in \mathcal{N}_W \).

Proof. Indeed, let us write \( a \) as \( a = \sum_{w \in W} x_w a_w \) where \( a_w \in \mathcal{B}_W' \) in view of Theorem 15.1. Without loss of generality, we may assume that \( a_w \) is homogeneous with respect to the \( \mathbb{Z}_{\geq 0} \)-grading for all \( w \in W \). If for all \( w \in W \) the element \( a_w \) is constant, then we are done. Suppose for a contradiction that there exists \( w \) such that \( a_w \) is nonconstant. Then, choose and fix an element \( v \in W \) with maximal (and thus positive) \( \mathbb{Z}_{\geq 0} \)-degree such that \( a_w \) is nonconstant. Since \( a_v \in \mathcal{B}_W' \) is in particular nonzero, we can find a dual \( a_v^* \in \mathcal{B}_W' \) which is homogeneous of positive \( \mathbb{Z}_{\geq 0} \)-degree such that \( \{a_v, a_v^*\} \neq 0 \) by Corollary 15.5. If we apply \( \overline{D}_a \) to \( a \), we find in view of the vanishing assumption on \( a \) and Lemma 5.9(6),(7), that \( \sum_{w} x_w (a_w, a_v^*) = 0 \) where the sum ranges over all \( w \in W \) such that the \( \mathbb{Z}_{\geq 0} \)-degree of \( a_w \) equals the \( \mathbb{Z}_{\geq 0} \)-degree of \( a_v^* \). Since the standard basis of the nilCoxeter algebra is linear independent, it follows in particular that \( (a_v, a_v^*) = 0 \) which is a contradiction. \( \square \)

Corollary 15.8. Let \( a \) be an arbitrary element in \( \mathcal{B}_W \). Suppose that \( (a)\overline{D}_\beta = 0 \) for all \( \beta \in \Delta \). Then, the element \( a \) does only involve \( R^+ \setminus \Delta \).

Proof. Indeed, let us write \( a \) as \( \sum_{w \in W} a_w x_w \) where \( a_w \in \mathcal{B}_W' \) in view of Theorem 15.1. If \( a = 0 \) or \( a_w = 0 \) for all \( w \in W \setminus \{1\} \), we are done. So, let us assume for a contradiction that there exists \( w \) of positive length such that \( a_w \neq 0 \). Then, choose and fix an element \( v \in W \) with maximal (and thus positive) length such that \( a_v \neq 0 \). If we apply \( \overline{D}_{v^{-1}} \) to \( a \), we find, in view of Lemma 5.9(6),(7), that \( \sum_{w \in W} a_w (x_w)\overline{D}_{v^{-1}} = 0 \). For degree reasons and the choice of \( v \) and by Fact 6.1(3), all terms in the previous sum vanish except the one for \( w = v \) which evaluates as \( a_v \). Hence, we find that \( a_v = 0 \) – a contradiction. \( \square \)

16. Invariance of Hypothetical Elements

We understand by invariance of hypothetical elements the analogue properties as in Section 10 but with a nonzero integral in \( \mathcal{B}_W \) replaced by a nonzero hypothetical element, i.e. roughly speaking by an integral in \( \mathcal{B}'_W \) although the later is not necessarily a braided Hopf algebra. We derive one such invariance property of hypothetical elements in type A, namely Theorem 16.1 which is key and which is the analogue of Lemma 10.2(3) in type A for \( \mathcal{B}_{m} \) replaced by \( \mathcal{B}'_{m} \).

From now on and for the rest of this section, we assume that \( R \) is of type A.

Theorem 16.1. Suppose that \( \mathcal{B}_W \) is finite dimensional. Let \( P \) be a nonzero hypothetical element in \( \mathcal{B}'_W \). Let \( D \) be a normalized disjoint system. Let \( w \in D \setminus \{1\} \). Let \( y = w x_w \). Then, \( (P)\overline{D}_y y \) is again a nonzero hypothetical element.

Proof. Let the notation be as in the statement. Let us first prove the claim that \( (P)\overline{D}_y y \) is nonzero. Indeed, let \( x \) be a nonzero integral in \( \mathcal{B}_W \) such that \( P = (x)\overline{D}_{w_0} \) – which exists by Theorem 14.8(2). By Lemma 10.2(3), we know further that \( x = (x)\overline{D}_{w_0} y x_{w_0} = (P)\overline{D}_y y x_{w_0} \).
is nonzero – and consequently that the portion \((P)\overrightarrow{D}_gy\) of this expression is also nonzero. This proves the first assertion.

By Theorem \([14,13]\) we know that \((P)\overrightarrow{D}_gy\) is a nonzero hypothetical element if and only if \(\overline{S}((P)\overrightarrow{D}_gy)\) is a nonzero hypothetical element. Therefore, for \(\mathbb{Z}_{\geq 0}\)-degree reasons and the previous proved claim, it suffices to prove that

\[
\overline{S}((P)\overrightarrow{D}_gy) = \overline{S}((P)\overrightarrow{D}_g)y = \overrightarrow{D}_y(\overline{S}(P))y \sim \overrightarrow{D}_y(P)y
\]

lies in \(\mathcal{B}_W\), where we used in the previous reformulation [7, Proposition 3.7(4), Proposition 4.2, Proposition 6.5], Theorem 14.8(4) and Theorem 14.13. But this is indeed obvious by Remark 14.10. \(\square\)

17. Conclusion

In this section, we prove the main theorem of this investigation, namely Theorem 17.2, basically based on all the results derived so far.

**From now on and for the rest of this section, we assume that \(R\) is of type A.**

**Lemma 17.1** (Key lemma for the conclusion). Let \(\alpha \in R^+ \setminus \Delta\). Let \(a \in \mathcal{B}_W\) be such that \((a)\overrightarrow{D}_\alpha = 0\). By Theorem 15.1 we can write \(a = \sum_{w \in W} x_w a_w\) where \(a_w \in \mathcal{B}'_W\). Then, we have \((a_w)\overrightarrow{D}_\alpha = 0\) for all \(w \in W\).

**Proof.** Let the notation be as in the statement. Without loss of generality, we can assume that \(a\) and \(a_w\) are homogeneous with respect to the \(\mathbb{Z}_{\geq 0}\)-grading for all \(w \in W\). Suppose for a contradiction that there exists \(w \in W\) such that \((a_w)\overrightarrow{D}_\alpha \neq 0\). Then, choose and fix an element \(v \in W\) such that \(a_v\) is of maximal \(\mathbb{Z}_{\geq 0}\)-degree such that \((a_v)\overrightarrow{D}_\alpha \neq 0\). By Corollary 15.5 we can find a dual \(a^*_v \in \mathcal{B}'_W\) which starts with \(\alpha\) and which is homogeneous with respect to the \(\mathbb{Z}_{\geq 0}\)-degree such that \(\langle a_v, a^*_v \rangle \neq 0\). If we apply \(\overrightarrow{D}_{a^*_v}\) to \(a\), we find by the vanishing assumption on \(a\) and by Lemma 5.9(6),(7) that \(\sum_{w} x_w \langle a_w, a^*_v \rangle = 0\) where the sum ranges over all \(w \in W\) such that the \(\mathbb{Z}_{\geq 0}\)-degree of \(a_w\) equals the \(\mathbb{Z}_{\geq 0}\)-degree of \(a^*_v\). Since the standard basis of the nilCoxeter algebra is linear independent, it follows in particular that \(\langle a_v, a^*_v \rangle = 0\) which is a contradiction. \(\square\)

**From now on and for the rest of this section, we assume that \(R\) is of type \(A_5\).**

**Theorem 17.2.** The algebra \(\mathcal{B}_{\mathbb{Z}_{\geq 0}}\) is infinite dimensional.

**Proof.** Assume for a contradiction that \(\mathcal{B}_W\) is finite dimensional. Let \(D\) be a normalized complete disjoint system in \(W\), which exists by Example 3.14. Let \(w_0, w_1, w_2\) be some ordering of the elements of \(D\) such that \(w_0 = 1\). Let \(y_0 = w_0 x_{w_0}, y_1 = w_1 x_{w_0}, y_2 = w_2 x_{w_0}\). Let \(P\) be a nonzero hypothetical element in \(\mathcal{B}'_W\), which exists by our assumption about the finite dimensionality of \(\mathcal{B}_W\) and Theorem 14.13. Let \(a = (P)\overrightarrow{D}_{y_1y_2}\). By application of invariance of hypothetical elements twice, i.e. Theorem 16.11 and by Corollary 8.4

\[
P = (P)\overrightarrow{D}_{y_1y_1}\overrightarrow{D}_{y_2y_2} = (-1)^{\ell(w_0)} a y_1 y_2,
\]

in particular, we know that \(ay_1y_2\) is a nonzero hypothetical element. Let \(x = x_{w_0}P\). Then, we know by Theorem 14.7(1) that \(x\) is a nonzero integral in \(\mathcal{B}_W\). With this definition, we evaluate \(y_0 ay_1\) as

\[
(x)\overrightarrow{D}_{y_1y_2}y_2 = (-1)^{\ell(w_0)} (x)\overrightarrow{D}_{y_1y_1}\overrightarrow{D}_{y_2y_2} = (-1)^{\ell(w_0)} (x)\overrightarrow{D}_{y_2}
\]
by Lemma \([5.9](6),(7)\), by Corollary \([8.4]\) and by Lemma \([10.2](3)\) on the one hand; and as \(y_0a_1y_1\) where \(a_1 \in B_W\) appears in the product decomposition \(a = \sum_{w \in W} x_w a_w\) with \(a_w \in B'_W\) according to Theorem \([15.1]\) on the other hand. In total, we thus have \(y_0a_1y_1 = (-1)^{\ell(w_0)}(x)\bar{D}_{y_2}\). If we know apply \(\bar{D}_{y_0}\) to the last equality and divide by the irrelevant sign, we find in view of Corollary \([8.4]\) that \(w_o(a_1)y_1 = (x)\bar{D}_{y_2y_0}\). Multiplication of the last equality form the right with \(y_2\) yields

\[
w_o(a_1)y_1y_2 = (x)\bar{D}_{y_2y_0}y_2 = (-1)^{\ell(w_0)}(x)\bar{D}_{y_2}y_2\bar{D}_{y_0} = (-1)^{\ell(w_0)}(x)\bar{D}_{y_0}
\]

by Corollary \([8.4]\) and Lemma \([10.2](3)\). In particular, we see from this and Theorem \([14.8](2)\) that \(w_o(a_1)y_1y_2\) and thus, by Lemma \([14.4]\), \(a_1y_1\) are nonzero hypothetical elements. We observe that \((a_1\bar{D}_{\alpha} = 0\text{ for all }\alpha \in T_{w_2}\) since \((a)\bar{D}_{\alpha} = 0\text{ for all }\alpha \in T_{w_2}\) as a conclusion of Lemma \([17.1]\). This means that we can apply \(\bar{D}_{y_2}\) to the nonzero hypothetical element \(a_1y_1\) which becomes a nonzero quantity by Theorem \([16.1]\) and which evaluates as \(a_1y_1\) in view of the previous observation and Lemma \([5.9](6),(7)\). By definition of \(a_1y_1\) as derivative \(\bar{D}_{y_2}\) of something, it is clear that \((a_1\bar{D}_{\alpha} = 0\text{ for all }\alpha \in T_{w_2}\). On the other hand, by construction, \(a_1y_1\) does only involve \(R^+ \setminus \Delta = T_{w_1} \cup T_{w_2}\), and it follows from Lemma \([5.9](6)\) that \((a_1y_1)\bar{D}_{\beta} = 0\text{ for all }\beta \in \Delta\). In total, we then have \((a_1y_1)\bar{D}_{\alpha} = 0\text{ for all }\alpha \in T_{w_1} \cup T_{w_2}\). By Corollary \([15.7]\), it finally follows that \(a_1y_1\) is a nonzero element in \(W_1N_W\). For \(\mathbb{Z}_{\geq 0}\)-degree reasons, this means that \(a_1y_1 = \lambda y_1\) for some nonzero scalar \(\lambda\). It follows that \(y_1y_2\) is a nonzero hypothetical element of \(W\)-degree \(1\) which is a contradiction to Theorem \([14.8](2)\). This completes the proof.

18. Consequences

Here, we draw some immediate consequences from Theorem \([17.2]\).

**Theorem 18.1.** The algebras \(B_{S_m}\) are infinite dimensional for all \(m \geq 6\).

**Proof.** For \(m \geq 6\), the algebra \(B_{S_6}\) is a subalgebra of \(B_{S_m}\). Hence, since \(B_{S_6}\) is infinite dimensional by Theorem \([17.2]\) so is \(B_{S_m}\). \(\square\)

**Corollary 18.2.** The algebras \(E_m\) are infinite dimensional for all \(m \geq 6\).

**Proof.** The algebra \(B_{S_m}\) is a quotient of \(E_m\) for all \(m\). Since \(B_{S_m}\) is infinite dimensional for all \(m \geq 6\) by Theorem \([18.1]\) so is \(E_m\) for all \(m \geq 6\). \(\square\)

**Theorem 18.3.** Conjecture \([17.3]\) is satisfied in type A.

**Proof.** By Theorem \([18.1]\) and Remark \([3.7]\) the assumptions of Conjecture \([17.3]\) are only possibly satisfied if \(R\) is of type \(A_1\) or \(A_3\). In these two cases, they are indeed satisfied together with the conclusion of Conjecture \([17.3]\) for trivial reasons (cf. Remark \([11.4]\) and \([42]\) Example 6.4). \(\square\)
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